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Abstract: We consider the discrete Gaussian Free Field in a square box in Z2 of side length N
with zero boundary conditions and study the joint law of its properly-centered extreme values (h)
and their scaled spatial positions (x) in the limit as N → ∞. Restricting attention to extreme local
maxima, i.e., the extreme points that are maximal in an rN-neighborhood thereof, we prove that
the associated process tends, whenever rN → ∞ and rN/N → 0, to a Poisson point process with
intensity measure Z(dx)e−αhdh, where α := 2/√g with g := 2/pi and where Z(dx) is a random
Borel measure on [0,1]2. In particular, this yields an integral representation of the law of the
absolute maximum, similar to that found in the context of Branching Brownian Motion. We give
evidence that the random measure Z is a version of the derivative martingale associated with the
continuum Gaussian Free Field.
1. INTRODUCTION
1.1 Main results.
Consider a box VN := (0,N)2∩Z2 in the square lattice and let GN(x,y) denote the Green function
of the simple symmetric random walk started from x and killed upon exiting VN . The two-dimen-
sional Discrete Gaussian Free Field (DGFF) in VN is a collection of Gaussian random variables
{hx : x ∈VN} with mean zero and covariance Cov(hx,hy) := GN(x,y). Another way to define the
DGFF is by prescribing its full distribution; this is achieved by normalizing the measure
exp
{
−18 ∑〈x,y〉(hx −hy)
2
}
∏
x∈VN
dhx ∏
x∈∂VN
δ0(dhx). (1.1)
Here the sum goes over unordered nearest-neighbor pairs with at least one vertex in VN and
the product of Dirac delta’s imposes a Dirichlet boundary condition on the outer boundary ∂VN
of VN . By (1.1) the DGFF has the Gibbs-Markov property: Conditional on {hz : z 6= x}, the field hx
reduced by the average of hz over the nearest neighbors z of x has the law of a standard normal.
The aim of this paper is to study the statistics of extreme values of the DGFF in the limit
N → ∞. We will focus attention on large local maxima, i.e., those extreme points whose value
dominates the configuration in an r-neighborhood thereof. Thus, for r ≥ 1, let Λr(x) := {z ∈
Z2 : |z− x|1 ≤ r} and define a measure on [0,1]2 ×R by
ηN,r(A×B) := ∑
x∈VN
1{x/N∈A}1{hx−mN∈B}1{hx=maxz∈Λr(x) hz}, (1.2)
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for Borel sets A ⊂ [0,1]2 and B ⊂ R and a suitable centering sequence mN . A sample of ηN,r
is a Radon measure supported on a collection of points of the form (x,h), where x is the scaled
location and h is the reduced height of a large “peak” in the underlying field configuration.
To study distributional limits, we endow the space of point measures on [0,1]2 ×R with the
topology of vague convergence. For the centering sequence mN we will take
mN := 2
√
g logN− 3
4
√
g log log N, (1.3)
where g := 2/pi links mN to the asymptotic growth of the Green function which for x deep in-
side VN scales as GN(x,x) = g log N +O(1). Anticipating Poisson limit laws, let us write PPP(λ )
for the Poisson point process on a Polish space Ω with sigma-finite intensity measure λ . We will
use this notation even when λ is itself random (i.e., when PPP(λ ) is a Cox process); the law of
the points is then averaged over the law of λ . Our principal result is then:
Theorem 1.1 There is a random measure Z(dx) on [0,1]2 with Z([0,1]2)< ∞ a.s. and Z(A)> 0
a.s. for any open set A ⊂ [0,1]2 such that for any rN with rN → ∞ and rN/N → 0,
ηN,rN
law−→
N→∞
PPP
(
Z(dx)⊗ e−αhdh), (1.4)
where α := 2/√g — which in present normalization reads α =√2pi .
As an immediate consequence, we get information about the joint law of the (a.s. unique)
position and height of the absolute maximum:
Corollary 1.2 Let νN denote the law of (N−1argmax h,maxx∈VN hx−mN) on [0,1]2×R. For the
random measure Z(dx) from Theorem 1.1, define
Ẑ(A) :=
Z(A)
Z([0,1]2)
. (1.5)
Then νN
law−→ν , where ν is for any Borel A ⊂ [0,1]2 given by
ν
(
A× (−∞, t]) := E( Ẑ(A)e−α−1Ze−αt), t ∈R , (1.6)
and Z := Z([0,1]2).
From (1.6) we get an integral representation for the limit law of the centered maximum
P
(
max
x∈VN
hx−mN ≤ t
) −→
N→∞
E
(
e−α
−1Ze−αt), t ∈ R, (1.7)
where Z := Z([0,1]2). Letting t → ∞ in (1.6) in turn tells us that the limit law of N−1argmax h is
given by the probability measure E(Ẑ(·)).
Writing Z(dx)e−αhdh as the product of Ẑ(dx) and Ze−αhdh, where Z := Z([0,1]2), the ex-
pression in (1.6) suggests a sampling method for the associated Poisson point process in (1.4):
First choose the heights from the Gumbel process with intensity Ze−αhdh and then assign the
spatial coordinates independently from Ẑ. The spatial location of all large local maxima are thus
governed by Ẑ. Of course, Ẑ(A) is correlated with Z so explicit information is hard to get.
We also note that the measure Z(dx) is completely determined by (i.e., it is a measurable
function of) a.e. sample of the limiting process η . Indeed, if A ⊂ [0,1]2 is a Borel set and (xi,hi)
enumerates the points in η with xi ∈ A with hi listed in decreasing order, then
α neαhn −→
n→∞ Z(A), a.s. (1.8)
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In particular, when only the field values (and not the positions) are of concern, the limiting law
is that of a Gumbel process with intensity e−αhdh, where all points are shifted by the random
quantity α−1 logZ([0,1]2).
Finally, we remark that Theorem 1.1 is only a first step towards the understanding of the full
extreme point process associated with the DGFF. Indeed, each extreme local maximum will be
surrounded by a “cluster” of points where the value of the field is only O(1)-term less than the
value at the maximum. Naturally, such a situation should be described by a cluster process and
handled by methods of two-scale convergence. Details of these will appear in a sequel paper.
Update: The convergence of the full cluster process has now been established and is the main
subject of the forthcoming article [14].
1.2 The random measure.
One of the most interesting consequences of Theorem 1.1 is the existence of the random mea-
sure Z(dx). Here are some facts about the statistical properties of this object:
Theorem 1.3 The random measure Z(dx) from Theorem 1.1 is concentrated on (0,1)2 a.s., it is
a.s. non-atomic and its total mass, Z := Z([0,1]2), satisfies the moment bounds
E(Z p)
{
< ∞, if p ∈ (−∞,1),
= ∞, if p ∈ [1,∞). (1.9)
For the borderline case p := 1 we in fact get that Z(1∨ log Z)q is integrable for q < −1 and not
integrable for q ≥−1.
The positive moments can be controlled thanks to our knowledge of the behavior of the Laplace
transform of Z := Z([0,1]2) for small values of its arguments:
E(e−λZ) = 1− [C⋆+o(1)]λ log(1/λ), λ ↓ 0, (1.10)
for some constant C⋆ ∈ (0,∞). Similar, albeit not so sharp, bounds exist also for the λ → ∞ tail;
these are still sufficient to control the negative moments of Z as well. (One in fact shows that Z−1
has stretched-exponential moments.)
The measure Z can be constructed by a limiting procedure that uses objects that can more or
less be explicitly identified. Let us begin by introducing proper notation. Given K ∈ N, consider
the collection of K2 disjoint boxes BK,i :=wKi +(0,1/K)2, where wK1 , . . . ,wKK2 enumerates the points
in {x/K : x ∈ {0, . . . ,K − 1}2}. The closures of these boxes cover the closure of B := (0,1)2.
Let Π(x,A) denote the probability that the standard Brownian motion started at x ∈ B exits B
through the set A ⊂ ∂B and let Πi(x,A) denote the corresponding object for BK,i, with x ∈ BK,i
and A ⊂ ∂BK,i. (Obviously, Π and Πi are boundary harmonic measures in the respective sets.)
For x ∈ ⋃K2i=1 BK,i, let i(x) denote the unique index such that x ∈ BK,i(x).
Writing G(x,y) for the continuum Green function for the Laplacian on (0,1)2 with zero bound-
ary conditions, let CK :
⋃K2
i=1 BK,i×
⋃K2
i=1 BK,i → R denote its harmonic extension, in both coordi-
nates, to [0,1]2 \⋃K2i=1 BK,i. Explicitly,
CK(x,y) := g
{∫
∂B Π(x,dz) log
|z−y|
|x−y| , if i(x) 6= i(y),∫
∂B Π(x,dz) log |z− y|−
∫
∂BK,i Πi(x,dz) log |z− y|, if i(x) = i(y) = i.
(1.11)
This function is symmetric and positive semi-definite and hence there exists a Gaussian process
{ΦK(x) : x ∈
⋃K2
i=1 BK,i} with mean zero and Cov(ΦK(x),ΦK(y)) = CK(x,y). A.e. sample of the
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field ΦK is harmonic, and thus infinitely differentiable throughout each BK,i. Endowing the space
of finite Borel measures on [0,1]2 with the topology of vague convergence, we then get:
Theorem 1.4 Consider the measure Z(dx) from Theorem 1.1 and let α := 2/√g =√2pi . There
is a probability density ψ on [0,1]2, a constant c⋆ ∈ (0,∞) and a sequence εK ↓ 0 such that the
random measure ZK(dx) on [0,1]2, defined for F(s) := se−αs1[0,∞)(s) by
ZK(A) := c⋆
K2
∑
i=1
∫
(εK ,1−εK)2
dz ψ(z)F
(
2√g logK−ΦK(wKi + zK )
)
1A
(
wKi +
z
K
)
, (1.12)
obeys ZK
law−→Z as K → ∞.
Thanks to the form of the function F , and the fact that Var(αΦK(z)) = α2
√g log K +O(1),
the measure in (1.12) takes the form of a derivative martingale (see Sections 2.4 and 2.5).
1.3 Scaling and conformal invariance.
The measure Z exhibits a host of interesting properties. We will now list some of these along with
a heuristic explanation; rigorous proofs will appear in sequel papers.
The first observation is that the above conclusions apply to sets other than just square boxes.
For a bounded open set D⊂R2, consider the scaled-up lattice version DN := {x ∈Z2 : x/N ∈D}.
The DGFF in DN is defined similarly as for the squares using the Green function of the simple
random walk killed upon exit from DN . Proceeding similarly as for squares, the law of the spatial
coordinate of the corresponding limit point process — with heights still reduced by mN in (1.3)
— should be governed by a random measure ZD(dx) on D. The sheer existence (and uniqueness)
of this object then implies
ZλD(λdx) law= λ 4 ZD(dx), λ > 0 . (1.13)
This follows from the asymptotics α(mλN −mN) = 4 log λ + o(1) valid for any λ ∈ Q and N’s
such that λN is a positive integer.
In light of the Gibbs-Markov property of the DGFF, ZD also behaves quite predictably under
partitions of D. Indeed, suppose that D′,D′′ are two disjoint open subsets of D such that D′∪D′′=
D. Setting γ := ∂D′∪∂D′′, we then have
ZD(dx) law= eαΦ(x)ZD′(dx)+ eαΦ(x)ZD′′(dx). (1.14)
Here Φ(x) is a random Gaussian field on D which is the harmonic extension of the values on γ of
the Continuum Gaussian Free Field (CGFF) in D (alternatively, the centered Gaussian field on D
whose covariance function is the harmonic extension in both coordinates of the Green function
on D given its values on γ) while ZD′ and ZD′′ — which we regard as measures on D — are
independent of each other and of Φ(x). The argument uses ZD(γ) = 0 a.s.
The relations (1.13–1.14), along with the fact that the CGFF is conformally invariant imply a
transformation rule for ZD under conformal bijections of the underlying domain D. Indeed, let
f : D → D˜ be such a bijection. Then
(ZD˜ ◦ f )(dx) law= | f ′(x)|4 ZD(dx). (1.15)
The measure ZD on any bounded and simply connected D can thus be obtained from that on the
unit disc, ZD, by a conformal map. Moreover, the law of the measure (1−|x|2)−4ZD(dx) on D is
invariant under the Mo¨bius transforms preserving D.
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We summarize these observations by noting that (1.13–1.14) make ZD an example of a Gauss-
ian multiplicative chaos; see Section 2.4 for some pointers to the literature. Property (1.15) is
in turn a direct manifestation of the conformal invariance of the continuum Gaussian Free Field
at the level of extreme points. We emphasize that the role of conformal invariance for extreme
points has been rather unclear because the continuum field does not exist as a function (so its
maximum cannot be defined).
Update: The above properties of the Z measure have now been established rigorously in a large
class of underlying domains (i.e., not just squares); cf Biskup and Louidor [13].
2. EARLIER AND RELATED WORK
To keep the description of our main results succinct, we have insofar refrained from making any
connections to earlier (and other related) work. Here we will mend this by giving a proper account
of the literature that bears upon the subject at hand. We emphasize that not all what is quoted
below is actually used in the paper. The principal novel ideas of this work will be discussed in
Section 3.
2.1 Gaussian Free Field in statistical mechanics.
The DGFF (in any spatial dimension) has been a source of much attention in equilibrium statis-
tical mechanics. It arises in models of interfaces and/or crystal deformations (the so called har-
monic crystal), fluctuation theories at critical points, field theory, etc. Thanks to the Dynkin [35]
isomorphism theory (discovered already by Symanzik [51]), the DGFF is also closely connected
with the local time of the simple random walk. Consequently, it bears upon subjects such as
cover times of random walks and Markov chains (e.g., Dembo, Peres, Rosen and Zeitouni [27],
Ding, Lee and Peres [31], Ding [29]), random interlacements and loop decompositions (e.g. Le
Jan [42], Sznitman [52], Rodriguez [49]), etc.
The two-dimensional DGFF is particularly interesting because its continuum version (CGFF)
is invariant under conformal transformations of the underlying domain. This offers a frame-
work for analyzing scaling limits of certain critical models. For instance, the level sets of
the DGFF on the triangular lattice can be linked with the Schramm-Loewner process SLE4
(Schramm and Sheffield [50]), the height function associated with domino tilings scales to the
CGFF (Kenyon [39]) etc. A complication associated with the CGFF is that, by its scale-invariant
nature, the “field” exists only as a random distribution on an appropriate function space.
2.2 The maximum.
Let us now move to the subject of interest in the present paper, which is the behavior of the
extreme values of the DGFF in the limit as N → ∞. A particular aspect of this, the maximum
MN := max
x∈VN
hx, (2.1)
has been studied very intensely. Indeed, Bolthausen, Deuschel and Giacomin [15] showed that
MN/ log N → 2√g. More recently, building on Bolthausen, Deuschel and Zeitouni [16], Bramson
and Zeitouni [21] proved that the family {MN −mN}N≥1 is tight when mN is as in (1.3). Finally,
in a very recent development, Bramson, Ding and Zeitouni [19] proved the following result:
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Theorem 2.1 (Theorem 1.1 of [19]) MN −mN converges in distribution to a non-degenerate
random variable.
Update: As Ofer Zeitouni informed us, although not explicitly derived in [19], the representation
of the limiting distribution as a Laplace transform of a random variable Z, i.e., formula (1.7), can
be extracted from their work as well.
In two other recent papers, Ding [30] and Ding and Zeitouni [32] have studied the tails of the
maximum. Specifically, for the upper tail they derived
C−1te−
√
2pi t ≤ P(MN ≥ mN + t)≤Cte−√2pi t , 1 ≤ t <√logN, (2.2)
for some C ≥ 1. For the lower tail, they got the estimates
ce−e
Ct ≤ P(MN ≤ mN − t)≤Ce−ect , 0≤ t ≤ (logN)2/3, (2.3)
for some 0 < c < C < ∞. The recent work of Bramson, Ding and Zeitouni [19] controls the
asymptotic form of the upper tail of MN including the multiplicative constant. Indeed, recasting
Proposition 2.2 of [19] into a simpler form, we get:
Theorem 2.2 (Proposition 2.2 of [19]) There exists a constant C⋆ ∈ (0,∞) such that
lim
t→∞ limsupN→∞
∣∣∣1
t
e
√
2pi tP
(
MN ≥ mN + t
)−C⋆∣∣∣= 0 . (2.4)
Moreover, with ψ as in Theorem 1.4, for any open set A ⊂ [0,1]2,
lim
t→∞ limsupN→∞
∣∣∣P(N−1argmax h ∈ A∣∣MN ≥ mN + t)−∫
A
ψ(x)dx
∣∣∣= 0 . (2.5)
Remark 2.3 By invoking Corollary 1.2 and the conformal transformation rule (1.15), we are
actually able to conclude that
ψ(x) = 3
pi
(
1−|g(x)|2)2|g′(x)|−2, (2.6)
where g is a conformal bijection of (0,1)2 onto the unit disc D. Since the function x 7→ 3pi (1−
|x|2)2 is the square of the conformal radius of D from x, the latter implies that ψ is, in fact, the
square of the conformal radius of (0,1)2 from x. Update: These statements, for general domains,
have now all been proved in Biskup and Louidor [13].
2.3 Level sets.
The existing work has not been limited to the maximum MN only. Indeed, Ding and Zeitouni [32]
have also studied the structure of the level sets close to the maximal value (or mN above)
ΓN(λ ) := {x ∈VN : hx ≥ mN −λ} , (2.7)
where λ ∈ R. In particular, they derived exponential estimates (in λ ) on the size of ΓN(λ ) and
controlled distances between the points of ΓN(λ ). We restate these results nearly verbatim:
Theorem 2.4 (Theorem 1.2 of [32]) There are constants 0 < c <C < ∞ such that
lim
λ→∞
liminf
N→∞
P
(
ecλ ≤ |ΓN(λ )| ≤ eCλ
)
= 1. (2.8)
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Theorem 2.5 (Theorem 1.1 of [32]) There is a constant 0 < c < ∞ such that
lim
r→∞ limsupN→∞
P
(∃u,v ∈ ΓN(c log logr) : r ≤ |u− v| ≤ N/r)= 0. (2.9)
The main consequence of these results for us is that they provide the necessary tightness for the
point processes, both in the x-space and h-space. This permits us to focus attention on character-
izing possible (distributional) limit points.
Broadening our discussion to subjects that are not primarily concerned with the behavior of
the extreme points, let us mention also the work of Daviaud [26] who studied the size of the set
where the field exceeds a constant times logN. His principal result is that, for s ∈ [0,2√g),
#
{
x ∈VN : hx ≥ s logN
}
= Nd(s)+o(1), where d(s) := 2− s
2
2g
(2.10)
and o(1)→ 0 in probability. The extreme level sets (at levels of order logN) thus exhibit a non-
trivial fractal structure. The reader should notice the striking similarity with the level sets for N2
independent Gaussians with variance g log N.
Update: In a very recent posting, Chatterjee, Dembo and Ding [24] show that an analogous result
to (2.10) holds for very general Gaussian fields.
Apart from the Gibbs-Markov property, key to all the above results are the following two
technical facts that we record for the purpose of future reference. The first one concerns the
asymptotic behavior of the Green function in VN away from the boundary while the second one
rules out the occurrence of extreme values too close to it. For ρ ∈ (0,1), we set
VN,ρ :=
{
x ∈VN : |x− y|> ρN , ∀y ∈ Z2 \VN
}
. (2.11)
Then we have:
Lemma 2.6 (Lemma 2.1 of [26]) There exists a universal constant C > 0, such that for all N ≥ 1
and all x,y ∈VN ,
GN(x,y) ≤ g(log N− log(|y− x|∨1))+C . (2.12)
Moreover for each ρ ∈ (0,1), there is C =C(ρ)> 0 such that for all N ≥ 1 and x,y ∈VN,ρ ,∣∣GN(x,y)−g(log N− log(|y− x|∨1))∣∣<C . (2.13)
Lemma 2.7 (Lemma 3.8 of [19]) For all λ > 0,
lim
ρ↓0
limsup
N→∞
P
(
ΓN(λ )\VN,ρ 6= /0
)
= 0 . (2.14)
2.4 Multiplicative chaos and log correlated potentials.
Closely related to level sets is the work by Carpentier and Le Doussal [22] (see also Castillo and
Le Doussal [23]) in the physics literature that (among other things) concerns the β -dependence
of the Gibbs measure
νN({x}) :=CN eβhx , x ∈VN , (2.15)
where CN is a normalization constant. The main prediction of [22] concerning νN is that the
character of this measure changes as β increases through a critical value βc := 2/√g. This is
seen rather easily via (2.10) which implies that νN is supported on the level sets from (2.10) with
s ≈ s(β ), where s(β ) := βg for β < βc while s(β ) := βcg = 2√g for β ≥ βc. In particular,
for β > βc, νN is supported on the extreme points.
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As noted in [22], the phenomenon we just described is supposed to occur in all spatial di-
mensions provided one replaces the DGFF by logarithmically-correlated Gaussian fields. Arguin
and Zindy [9] have recently proved this for a one-dimensional model in this class. In fact, they
showed that for β > βc, the Gibbs measure remains atomic in the limit N → ∞ and is asymptot-
ically described by a Poisson-Dirichlet law which, we note, is consistent with the extremal point
process being Gumbel distributed. (As νN is normalized, the random shift α−1 logZ factors out
from the expression.) The analogy with the Random Energy Model is quite striking.
Update: In a recent posting [10], Arguin and Zindy have extended some of their conclusions to
the DGFF. Pure atomicity, and the characterization in terms of the Poisson-Dirichlet distribution,
of the measure β > βc is shown in the forthcoming article [14].
A version of the Gibbs measure (2.15) appears also in the studies of Gaussian multiplicative
chaos by Robert and Vargas [48], Allez, Rhodes and Vargas [5] and Duplantier, Rhodes, Sheffield
and Vargas [33, 34]; see Rhodes and Vargas [47] for a recent review of this subject going back to
Kahane [38]. In particular, the papers [33,34] are concerned with the construction of a derivative
martingale which corresponds to the N → ∞ limit of (unnormalized) measure
ν˜N({x}) :=
[βcVar(hx)−hx]eβchx− 12 β 2c Var(hx), x ∈VN . (2.16)
This is an object closely related to the β -derivative of νN at β := βc. On the basis of various
conjectural statements, the references [33, 34] predict the derivative martingale to appear in the
place of our Z(dx). In Theorem 1.4 we thus prove a version of this prediction for the DGFF. (The
apparent discrepancy in the factor 12 in front of the variance in the exponents of (1.12) and (2.16)
comes from the fact that the measure dz in (1.12) has been scaled by a factor of K2.)
Update: Since the first version of the present paper was circulated, two new papers have appeared
dealing with log-correlated Gaussian fields (over continuum space) in any d ≥ 1. First, a paper
of Madaule [44], where the Laplace transform representation was shown for the law of the max-
imum, and a paper by Acosta [1] where tightness of the maximum was shown under somewhat
more general conditions than those of [44].
2.5 Branching Brownian motion.
For the current problem, a very close point of contact with the literature is the Branching Brow-
nian motion (BBM). This is a stochastic process on collections of particles {Xi(t) : i ∈ I(t)} that
perform independent Brownian motions and undergo splits into two particles at independent ex-
ponential waiting times. There is one particle at x = 0 at time zero.
The problem originated in the context of nonlinear PDEs with the Kolmogorov, Petrovsky and
Piscounov [40] (KPP) — a.k.a. Fisher-Kolmogorov or Fisher-KPP — equation
ut =
1
2
uxx +u
2−u (2.17)
for a function u = u(t,x) where x ∈ R and t ≥ 0. McKean [46] observed that the solution for
initial data u(0,x) := 1x≥0 is the probability distribution, u(t,x) := P(maxi∈I(t) Xi(t) ≤ x), of the
particle in BBM that is farthest to the right. Through the works of Kolmogorov, Petrovsky and
Piscounov [40] and Bramson [17, 18], it was then established that for
m(t) :=
√
t− 3
2
√
2
log t (2.18)
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one has u(x +m(t), t) → w(x) as t → ∞, where w solves the ODE 12w′′+
√
2w′+w2 −w = 0
with boundary “values” 1 at +∞ and 0 at −∞. Hence, w is the asymptotic distribution function
of maxi∈I(t) Xi(t)−m(t) in the limit t → ∞. Lalley and Sellke [41] then proved that w admits a
representation by means of the Laplace transform
w(x) = E
(
e−cZe
−√2x)
, (2.19)
where c > 0 is a constant and Z is the t → ∞ limit of the so called derivative martingale
Z(t) := ∑
i∈I(t)
(√
2 t−Xi(t)
)
e
√
2Xi(t)−2t . (2.20)
Notice the remarkable analogy with the statement in (1.7).
Building further upon this beautiful structure, Arguin, Bovier and Kistler [6–8] and indepen-
dently Aı¨de´kon, Berestycki, Brunet and Shi [4] have recently managed to control the full distri-
bution of the extreme points of the set {Xi(t)−m(t) : i ∈ I(t)} as t → ∞. The limit point process
is a cluster process associated with Gumbel law of intensity e−
√
2xdx, again quite analogously to
what we show (modulo the clusters) for the DGFF in Theorem 1.1. A key fact (proved in [6]) is
the separation of time scales: If Xi(t) and X j(t) are close to m(t), then the corresponding Brown-
ian paths split either right at the beginning (i.e., at a time O(1)) or or right at the very end (i.e., at
a time t−O(1)). The splittings in time O(1) give rise to a “residual” randomness in the problem;
this is the origin of the random variable Z.
2.6 Branching Random Walk.
The Branching Random Walk is a discrete-time counterpart of the BBM. It is a process on col-
lections of particles which at integer times (and independently of one another) split into a sample
from a random point process — the splitting process — translated to their position. One is again
interested in the behavior of the farthest-to-the-right particle at time n, to be denoted Mn.
In general, Mn will grow linearly with n but for properly centered and normalized splitting pro-
cesses — the so called boundary cases — the growth of Mn is sublinear. Here McDiarmid [45]
showed that the correct order is logn while Bachmann [11] and Bramson and Zeitouni [20] proved
tightness of Mn−med(Mn) under regularity conditions on the tail of the splitting process. Hu and
Shi [37] and Addario-Berry and Reed [2] then established {Mn − 32 logn : n ≥ 1} is tight. Pur-
suing the strategy that proved to be so useful for the BBM, Biggins and Kyprianou [12] showed
the convergence of the corresponding derivative martingale Z while Aı¨de´kon [3] established a
representation for the limiting law of Mn− 32 logn as the Laplace transform of Z.
The Branching Random Walk has played a very important role, both technically and concep-
tually, in the analysis of the extreme points of the DGFF. This is thanks to the Gibbs-Markov
property of the DGFF.
3. MAIN STEPS OF THE PROOF
We are now ready to commence the exposition of the proofs. This will be done in three steps
which are formulated as separate theorems below. We prove one of these theorems immediately
while deferring the proof of the other two to later sections. As we will frequently “test” the point
processes by integrating them against non-negative functions, let us write 〈η , f 〉 for the integral
of f with respect to η .
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3.1 Distributional invariance.
Recall that Theorem 2.4 implies tightness of the processes {ηN,rN}N≥1 whenever rN → ∞ with
rN/N → 0. We may thus extract a subsequence that converges weakly to a process η and try to
characterize the limiting distribution. A key observation is that (any such) η is invariant under
“Dysonization” of its points by a simple diffusion.
Let Wt denote the standard Brownian motion and recall that α := 2/
√g. Given a measurable
function f : [0,1]2×R→ [0,∞), let
ft(x,h) =− logE0
(
e− f (x,h+Wt−
α
2 t)
)
, t ≥ 0, (3.1)
where E0 is the expectation with respect to Wt . Then we have:
Theorem 3.1 Let η be any subsequential distributional limit of the processes {ηN,rN}N≥1, for
some rN → ∞ with rN/N → 0. Then for any continuous f : [0,1]2 ×R→ [0,∞) with compact
support and all t ≥ 0,
E
(
e−〈η , f 〉
)
= E
(
e−〈η , ft〉
)
. (3.2)
Let us give some intuition into what (3.2) means probabilistically. Pick a sample η of the
limit process. The tightness of the processes implies η(C)< ∞ a.s. for any compact set C, while
the tightness of the maxima implies that the support of η is bounded from above in the height
coordinate. It is also known (Theorem 2.4) that the total mass of η is infinite a.s. This permits us
to write η = ∑i∈N δ(xi,hi), where (xi,hi) enumerates the points in the sample.
Let {W (i)t : i ∈ N} denote a collection of independent standard Brownian motions which are
independent of η . Set
ηt := ∑
i∈N
δ
(xi,hi+W (i)t − α2 t)
, t ≥ 0. (3.3)
Then, by conditioning on η , we have for all f ≥ 0,
E
(
e−〈η , ft〉
)
= E
(
e−〈ηt , f 〉
)
. (3.4)
Theorem 3.1 then implies that
ηt law= η , t ≥ 0 , (3.5)
i.e., the law of η is invariant under the above time evolution of its points. In particular, this implies
that ηt is finite on every compact set a.s. Since this is not a priori guaranteed, for (3.3) and (3.5)
to be meaningful, a formal treatment of potential blow-ups is necessary. The formulation (3.2),
together with permitting 〈η , ft〉= ∞, enables us to avoid this issue altogether.
The formal proof of the theorem is lengthy and is thus relegated to Section 4. To give some
understanding, let us show a back-of-the-envelope calculation that harbors the essential ideas.
The starting point is the Gaussian interpolation, h law=
√
1− sh′+√sh′′, where s ∈ [0,1] and h′
and h′′ are are two independent copies of h. Setting s := t/(g log N) for some t > 0 that will be
fixed throughout, we get
h law=
√
1− t
g logN h
′+
√
t
g log N h
′′
= h′− 1
2
t
g log N h
′+
√
t
g log N h
′′+o(1),
(3.6)
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where we used Taylor’s theorem to expand the square root and applied that maxh′ = O(log N)
with high probability.
Let now x be a point well inside VN where either hx ≥mN −λ or h′x ≥mN −λ for some λ > 0.
Recalling that Λr(x) is an r-neighborhood of x, the fact that h′′z −h′′x = O(1) for z ∈ Λr(x) implies
hz
law
= h′z−
1
2
t
g log N
h′z +
√
t
g log N
h′′x +o(1), z ∈ Λr(x), (3.7)
with high probability. As h′ = O(logN) a similar argument shows that, in fact, hz−mN = O(1)
and h′z −mN = O(1) for z ∈ Λr(x). Replacing the second occurrence of h′z by mN +O(1) and
using that mN/(g log N) = α/2+o(1), we thus get
hz
law
= h′z−
α
2
t +
√
t
g log N h
′′
x +o(1), z ∈ Λr(x), (3.8)
As the local maxima of both h and h′ in Λr(x) are achieved at a unique point, this shows that
for N large, they are in fact achieved at the same point. This puts the local maxima of h and h′ in
one-to-one correspondence.
It remains to properly interpret the expression (3.8). First note that the term containing h′′x is
asymptotically distributed as Wt . Next we recall that the local maxima of h′ exceeding mN−λ are
all separated by distance of order N. Therefore, if x and y are two such local maxima, h′′x and h′′y
have covariance of order unity. Thanks to the normalization by
√
logN, and the independence
of h′ and h′′, they can thus be regarded as independent. This means that the extreme local maxima
of h are in distribution close to the local maxima of h′ shifted by independent copies of the random
variable Wt − α2 t. This readily translates into (3.5).
3.2 Extracting a Poisson limit law.
The next step consists in extraction of a Poisson limit law based on the distributional identity
provided by Theorem 3.1. The exact statement is as follows:
Theorem 3.2 Suppose η is a point process on [0,1]2 ×R such that (3.2), with ft as in (3.1),
holds for some t > 0 and all continuous f : [0,1]2 ×R→ [0,∞) with compact support. Assume
also that η([0,1]2× [0,∞))<∞ and η([0,1]2×R)> 0 a.s. Then there is a random Borel measure
Z on [0,1]2, satisfying Z([0,1]2) ∈ (0,∞) a.s., such that
η law= PPP
(
Z(dx)⊗ e−αhdh). (3.9)
Proof. The proof follows very closely arguments from Liggett [43] who studied invariant laws
for point measures that evolve by independent Markov chains.
We start by adapting the proof of Theorem 4.6 of Liggett [43] to show that η is a Cox process.
Consider the following transition kernel on Ω := [0,1]2×R:
Pt
(
(x,h),A
)
:= P0
(
(x, h+Wt − α2 t) ∈ A
)
. (3.10)
Since the probability density of Wt − α2 t tends to zero uniformly on R as t → ∞, this kernel has(what we would call) the uniform dispersivity property,
C ⊂ Ω compact ⇒ sup
(x,h)∈Ω
Pt
(
(x,h),C
) −→
t→∞ 0. (3.11)
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In particular, if f : [0,1]2 ×R→ [0,∞) is continuous with compact support and ft is as in (3.1),
then ft → 0 uniformly as t → ∞. Expanding the log in (3.1), we thus get that
ft(x,h) ∼ E0
(
1− e− f (x,h+Wt− α2 t)), t → ∞, (3.12)
uniformly in (x,h).
Inserting (3.12) into (3.2) and using the uniformity in (3.12) together with the Bounded Con-
vergence Theorem, we then get
E
(
e−〈η , f 〉
)
= lim
t→∞ E
(
exp
{
−
∫
E0
(
1− e− f (x,h+Wt− α2 t))η(dxdh)})
= lim
t→∞ E
(
exp
{
−
∫ (
1− e− f (x,h))Mt(dxdh)}), (3.13)
where Mt is the random measure on Ω that is defined by
Mt(A) :=
∫
η(dxdh)Pt
(
(x,h),A
)
. (3.14)
Multiplying f by λ > 0 and taking λ ↓ 0 for various f ’s shows that the family {Mt : t > 0} is
tight. We may thus find a sequence tn → ∞ so that Mtn law−→M, where M is a locally-finite random
Borel measure on [0,1]2 ×R. Hence,
E
(
e−〈η , f 〉
)
= E
(
exp
{
−
∫ (
1− e− f (x,h))M(dxdh)}), (3.15)
i.e., η has the law of PPP(M) for some random measure M on Ω. Note that
M([0,1]2× [0,∞))< ∞ a.s. and M([0,1]2 ×R)> 0 a.s. (3.16)
thanks to the Poisson structure and the assumptions on η([0,1]2× [0,∞)) and η([0,1]2×R).
Using (3.2) one more time now shows MPt law= M for every t > 0. Our aim is to apply Corol-
lary 3.8 of Liggett [43] which states that if P is a transition kernel associated with a random walk
on a non-compact Abelian group and the kernel has no proper closed invariant subgroups, then
MP law= M ⇒ MP= M a.s. (3.17)
In our case the requirement of absence of proper closed invariant subgroups fails, because the
spatial coordinate is not moved by Pt . We argue as follows: Let A be a Borel set in [0,1]2 and
define a random measure LA on R by LA(B) := M(A×B). Define a Markov kernel Qt on R by
Qt(h,B) = P0
(
h+Wt − α2 t ∈ B
)
. (3.18)
Then MPt
law
= M implies LAQt
law
= LA. The kernel Qt does satisfy the conditions of Corollary 3.8
of Liggett [43], and so LAQt = LA a.s. for every t > 0. Thanks to M([0,1]2× [0,∞))< ∞ we also
have LA([0,∞)) < ∞ a.s. For the ultimate conclusion we now invoke:
Lemma 3.3 Suppose ν is a Borel measure on R such that νQt = ν for some t > 0 and also
ν([0,∞)) < ∞. Then ν(dh) = αν([0,∞))e−αhdh.
Postponing the proof of the lemma, we set
Z(A) := αLA
(
[0,∞)
)
= αM
(
A× [0,∞)) (3.19)
and use the lemma to infer that LA(dh) = Z(A)e−αhdh a.s. Hence
M(A×B) = Z(A)
∫
B
e−αh dh, a.s.(A) (3.20)
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Although the exceptional set in (3.20) may depend on A, the fact that a countable collection of
sets of the form A×B generates all Borel sets in [0,1]2 ×R shows that (3.20) defines a Borel
measure Z(dx) which obeys M(dxdh) = Z(dx)e−αhdh on a set of probability one. The fact that
Z([0,1]2) ∈ (0,∞) a.s. is a consequence of (3.16). 
For the proof to be complete, we still need to prove the lemma:
Proof of Lemma 3.3. Since νQt = ν ∗Qt(0, ·) and the support of Qt(0, ·) is all of R, we may appeal
to Theorem 3’ in Deny [28] (based on Choquet-Deny [25]). This gives that all solutions to ν ∗
Qt(0, ·) = ν are linear combinations with non-negative coefficients of the exponential measures
νκ(dh) := e−κhdh for κ that obey
∫
eκhQt(0,dh) = 1. The latter equation permits only κ = 0,α ,
regardless of the value of t > 0. Since ν([0,∞))< ∞, the coefficient of ν0 must be 0 and therefore
that of να must be αν([0,∞)). 
3.3 Uniqueness of intensity measure.
At this point we know — and this is, in a sense, the principal contribution of the present pa-
per — that any subsequential weak limit η of {ηN,rN} is a Poisson point process with intensity
Z(dx)e−αhdh, for some random Z(dx) on [0,1]2. Our next task is to prove that all such subse-
quential limits are the same; i.e., that the law of the random measure Z(dx) is unique. In this part
we will draw heavily on the techniques developed in Bramson, Ding and Zeitouni [19].
We begin by noting that, by (1.7), whenever the maximum converges in law (along a sub-
sequence), the limit of the distribution functions is the Laplace transform of the total mass
Z := Z([0,1]2) of Z(dx). So, if the maximum of the DGFF centered by mN has a unique limit
(which we know thanks to the main result of [19]), the law of Z([0,1]2) is unique. In light of this,
it will thus come as no surprise that to show the uniqueness of the law of the full measure we
need the following generalization of Theorem 2.1:
Theorem 3.4 Let (A1, . . . ,Am) be a collection of disjoint non-empty open subsets of [0,1]2. Then
the law of (max{hx : x ∈VN , xN ∈ Al}−mN)ml=1 converges weakly as N → ∞.
The proof is a modification of the proof of Theorem 1.1 of [19] (which we restated as Theo-
rem 2.1). However, as the technical details are somewhat demanding, we relegate it to Section 5.
Assuming Theorems 3.1 and 3.4, we can complete the proof of our main result:
Proof of Theorem 1.1 from Theorems 3.1 and 3.4. For some rN with rN → ∞ and rN/N → 0 as
N → ∞, let η be a sub-sequential limit of {ηN,rN}. Let Z(dx) be the random measure so that
(3.9) holds and let h⋆A denote the maximum of hx over x ∈ VN with x/N ∈ A. Note that in light
of Theorem 3.4, h⋆A−mN is tight. Given any collection (A1, . . . ,Am) of disjoint non-empty open
subsets of [0,1]2 such that Z(∂Al) = 0 a.s. for each l = 1, . . . ,m, we then have
E
(
exp
{
−α−1
m
∑
l=1
e−αtl Z(Al)
})
= lim
N→∞
P
(
h⋆Al −mN ≤ tl , l = 1, . . . ,m
) (3.21)
for any t1, . . . , tm ∈ R. (The convergence in Theorem 3.4 ensures this for a dense set of tl’s; the
continuity of the left-hand side then extends this to all of Rm.)
By Theorem 3.4 again, the right-hand side of (3.21) is the same for all subsequences and so this
proves uniqueness of the law of integrals with respect to Z(dx) of all positive simple functions on
open sets A with Z(∂A) = 0 a.s. Using standard arguments this can be extended to the class of all
continuous functions on [0,1]2. Hence, the law of Z(dx) is itself unique.
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The a.s. finiteness of the total mass of Z arises (via the arguments in Theorem 3.2) from the
tightness of the upper tail of η . The fact that Z(A) > 0 a.s. for any A ⊂ [0,1]2 open is a conse-
quence of the fact that η(A×R) > 0 a.s. for all such A. This follows from the Gibbs-Markov
property of the DGFF and the fact that A contains an open square. 
Similar arguments as used above also permit us to establish an explicit form of the limiting
law of the maximum, along with its scaled position:
Proof of Corollary 1.2. Let A be an open set with Z(∂A) = 0 a.s. and recall the notation h⋆A
from the previous proof. Note that (3.21) and a continuity argument imply that the joint law of
(h⋆A−mN, h⋆Ac −mN) converges to the corresponding object for the limit point process. Since
νN
(
A× (−∞, t])= P(h⋆A−mN ≤ t, h⋆Ac −mN < h⋆A−mN), (3.22)
the claim follows by a straightforward calculation. 
With Theorem 1.1 in hand, we are also able to establish the basic properties of the Z-measure
as stated in Theorem 1.3. First we prove a lemma:
Lemma 3.5 Let Z := Z([0,1]2) be related to a (subsequential) limit η of {ηN,rN}N≥1 as in
Theorem 3.2. Let C⋆ denote the limit value in (2.4). Then
lim
λ↓0
E
(
1− e−λZ)
λ log(1/λ)
=C⋆ (3.23)
and
lim
λ↓0
E(Ze−λZ)
log(1/λ)
=C⋆. (3.24)
Proof. Let t and λ be related via λ = α−1e−αt and note that α = √2pi implies λ log(1/λ) =
te−
√
2pi t(1+o(1)). The Laplace-transform representation (1.7) of the limit law of the maximum
and the asymptotic formula (2.4) then readily yield the asymptotic expression (3.23).
For (3.24), we first note note that
E
(
1− e−λZ)= ∫ λ
0
E
(
Ze−λ
′Z)dλ ′. (3.25)
Integrating instead from θλ to λ where θ ∈ (0,1) and using monotonicity we then get
λ (1−θ)E(Ze−λZ)≤ E(e−λθ Z − e−λZ)≤ λ (1−θ)E(Ze−λθ Z). (3.26)
Dividing by λ log(1/λ) and letting λ ↓ 0, the middle expression converges to (1−θ)C⋆ by (3.23)
and the left-hand inequality then gives an upper bound on the limes superior in (3.24). Dividing
instead by λ log(1/θ λ) = λ log(1/λ)(1+ o(1)) and using now the right-hand inequality gives the
corresponding lower bound on the limes inferior in (3.24). 
Proof of Theorem 1.3 from Theorem 1.1. Throughout we assume that ηN,rN law−→η with repre-
sentation using the Z(dx) measure with total mass Z. Equation (3.24) and a standard Tauberian
theorem applied to the monotone function t 7→ E(Z1{Z≤t}) (c.f., e.g., Theorem 2 in section XIII.5
of Feller [36]) imply
E(Z1{Z≤t}) = [C⋆+o(1)] log(t), t → ∞. (3.27)
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Using Fubini-Tonelli to write, for q > 0,
E
( Z
(log(Z∨2))q
)
=
∫
∞
2
q
t(log t)q+1
E(Z1{Z≤t})dt, (3.28)
the integrability claims for the positive powers follow.
For negative powers we first note that (2.3) yields
E(e−λZ)≤Ce−cλ c (3.29)
for some 0 < c < C < ∞ and λ large. This implies P(Z < t) ≤ Ce−ct−c and so Z−1 has even
stretched exponential moments.
Moving to non-atomicity of Z(dx), a key observation is that if Z had an atom of strength c > 0
in [0,1]2, then for each ε > 0, one could find λ ∈ R such that, conditional on Z, the following
would hold with probability at least 1− ε : For each δ > 0 there is a ball B of radius δ > 0 such
that η
(
(B∩ [0,1]2)× [λ ,∞)) ≥ 2. By Theorem 2.5, this can be ruled out (uniformly in N) for
processes ηN,rN but work is needed to extend this to the limit process η . Throughout we will
regard ηN,rN and η as measures on all of R2.
First we claim that for each δ > 0 there is n≥ 1 and balls B1, . . . ,Bn with centers in [0,1]2 and
radii in (δ ,2δ ) such that
(1) every ball B of radius δ centered in [0,1]2 is entirely contained in one of B1, . . . ,Bn, and
(2) for each λ ∈ R,(
ηN,rN (Bi× [λ ,∞)) : l = i, . . . ,m
) law−→
N→∞
(
η(Bi× [λ ,∞)) : i = 1, . . . ,m
) (3.30)
as random vectors on Rm.
To see this, we observe that (3.30) holds for any open sets B1, . . . ,Bn as long as they obey
P(Z(∂Bi) = 0) = 1 for all i = 1, . . . ,n. (This is thanks to ηN,rN law−→η and the continuity of the
intensity measure in h-variable.) So one thus first chooses a cover B′1, . . . ,B′n of [−δ ,1+ δ ]2 by
balls of radii in 32δ so that (1) holds and then increases the radius of each ball slightly so that the
Z-measure of their boundary vanishes a.s.
Now fix ε > 0 and λ ∈ R. By Theorem 2.5, there is δ > 0 such that the probability of there
existing a ball B of radius 2δ with ηN,rN
(
(B∩ [0,1]2)× [λ ,∞)) ≥ 2 is less than ε once N is
sufficiently large. Using this δ for the above cover yields
P
(
max
1≤l≤m
η(Bl × [λ ,∞))≥ 2
)≤ ε . (3.31)
However, if Fc is the event that Z(dx) has an atom of strength at least c > 0, by conditioning
on Z(dx) and a simple calculation for the Poisson law we get
P
(
max
1≤l≤m
η(Bl × [λ ,∞))≤ 1
∣∣Fc)≤ [1+ cα−1e−αλ ]exp{−cα−1e−αλ}, (3.32)
Denoting the the right-hand side of (3.32) by θ , from (3.31) we infer P(Fc) ≤ ε/(1− θ). This
can be made arbitrarily small by adjusting ε and λ (which have insofar been arbitrary) and so the
measure Z(dx) is non-atomic after all.
A completely analogous argument, albeit based on Lemma 2.7 instead of Theorem 2.5, proves
that Z(dx) puts zero mass on the boundary of the unit box. 
At this point we have established Theorems 1.1 and 1.3 and Corollary 1.2 subject to Theo-
rems 3.1 and 3.4. We will now move on to proving these theorems as well. Theorem 1.4 requires
the structure underlying the proof of Theorem 3.4 and so we defer its proof to Section 5.1.
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4. DISTRIBUTIONAL INVARIANCE
The first item left to prove from the previous section is the distributional identity from Theo-
rem 3.1 that should hold for any subsequential limit of the extremal point processes.
4.1 Tightness revisited.
As remarked earlier, the statements in Theorem 2.4 provide tightness for the corresponding
extreme-value point process. However, our proof of Theorem 3.1 requires a bound that is sum-
mable in λ (uniformly in N) instead of just the convergence to one in (2.8).
Proposition 4.1 There exist β > 0 such that for all λ > 1 and all large-enough κ > 0,
sup
N≥1
P
(|ΓN(λ )|> eκλ )≤ e−βκ λ . (4.1)
In particular, every weak subsequential limit η of the processes {ηN,rN} (for any choice of rN)
satisfies,
P
(
η([0,1]2 × [−λ ,∞))> eκλ )≤ e−βκλ (4.2)
for all λ > 1 and all κ sufficiently large.
The proof of the proposition will be based on two lemmas. Recall the following object from
Ding and Zeitouni [32]:
Sℓ,N = Sℓ,N(h) := max
{
∑
x∈U
hx : U ⊂VN , |U |= ℓ
}
(4.3)
and let Uℓ,N =Uℓ,N(h) denote the set U that achieves the maximum. Then we have:
Lemma 4.2 There are constants c1,c2 ∈ (0,∞) such that for all λ > 0, ℓ≥ 1 and N ≥ 1,
P
(
Sℓ,N < ℓ(mN −λ )
)
> c1− c2 λlogℓ . (4.4)
Lemma 4.3 There are constants c3,c4 ∈ (0,∞) such that the following is true for all ε ,δ > 0
that are sufficiently small: Set σ := ε−1 log(1/δ ) and, given λ > 0 and ℓ ∈ N, define
λ ′ := λ + c4
(
1+ logσ +
√
log(ℓ/δ ) log σ
)
. (4.5)
If for some N ′ ≥ 1
P
(
Sℓ,N′ < ℓ(mN′ −λ ′)
)
> δ , (4.6)
then
P
(|ΓN(λ )|> ℓ)< ε (4.7)
holds for all N ∈N with
N ≤ c3σ−1/2 N ′ . (4.8)
Before giving a proof of these lemmas, let us see how they imply Proposition 4.1.
Proof of Proposition 4.1 from Lemmas 4.2 and 4.3. Let c1,c2 be the constants from Lemma 4.2.
Given λ > 1 and κ > 1, define ℓ := ⌈eκλ ⌉ and set ε := e−βκλ for some β ∈ (0,1) to be determined.
Fix δ ∈ (0,c1) and let λ ′ be defined as in (4.5). A simple estimate then shows that for β > 0 small
enough, any λ > 0 and κ > κ0(β ,λ ) — to make βκλ large — we have
λ ′ ≤ λ[1+ c˜1√β κ]. (4.9)
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But then λ ′/ log ℓ= O(
√β )+O(κ−1) and so for β small and κ large we have
c1− c2 λ
′
log ℓ > δ . (4.10)
By Lemma 4.2, we get (4.6) for all N ′ ≥ 1. Lemma 4.3 then yields
P
(|ΓN(λ )|> eκλ)< e−βκλ (4.11)
for all N satisfying (4.8). But N ′ can be taken arbitrary large and so the inequality holds for
all N ≥ 1 as claimed. 
We will now move to the proofs of the lemmas. We will plug into an argument from Ding and
Zeitouni [32]. Specifically, we will need the following facts:
(1) Formula (58) of [32] gives
ESℓ,N ≤ ℓ(mN − c logℓ) (4.12)
for some constant c > 0.
(2) Let ΞN,r := {(u,v) ∈VN ×VN : r ≤ |u− v| ≤ N/r}. Lemma 4.6 of [32] states
P
(∃A⊂ ΞN,r : |A| ≥ log r, (u,v) ∈ A ⇒ hu +hv ≥ 2[mN −λ log logr])
≥ 1−Ce−ecλ loglog r (4.13)
for some C,c > 0, all N ≥ 1 and all r,λ ≥C.
Based on these we can now prove Lemma 4.2:
Proof of Lemma 4.2. Abbreviate
S˜ℓ,N := mN − 1
ℓ
Sℓ,N . (4.14)
Our goal is to prove a lower bound on the upper tail of S˜ℓ,N . For this let us note that on {S˜ℓ,N > s},
the average of the field on any set of size ℓ is less than mN − s. Setting ℓ :=
√
logr, (4.13) shows
that with probability at least 1−Ce−2cλ logℓ there is a set of size ℓ, where h averages to at least
mN −2λ logℓ. Writing s in place of 2λ log ℓ, we thus get
P(S˜ℓ,N > s)≤Ce−ecs , ℓ≥C, s ≥C′ logℓ. (4.15)
The restrictions on ℓ and s on the right come from the requirement in (4.13) that r,λ ≥C.
The rest of the proof is a calculation. Consider the expectation ES˜+ℓ,N where the plus denotes
the positive part. Write this as the integral of P(S˜ℓ,N > s) over s ≥ 0 and divide the integration
domain into three parts: [0,λ ), [λ ,C′ logℓ) and [C′ logℓ,∞). In the integral over the last part we
may bound the integrand as in (4.15). Thus we get
ES˜+ℓ,N ≤ λ +C′(log ℓ)P(S˜ℓ,N > λ )+
∫
∞
C′ logℓ
Ce−ecsds. (4.16)
As is easy to check, the last integral is bounded by Ce−ℓc .
Now, in order to get a lower bound on P(S˜ℓ,N > λ ) from (4.16), it suffices to get a suitable
lower bound on ES˜+ℓ,N . Here we note that, by (4.12),
ES˜+ℓ,N ≥ ES˜ℓ,N ≥ c log ℓ. (4.17)
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Putting (4.16–4.17) together we have
P(S˜ℓ,N > λ )≥ c log ℓ−λ −Ce
−ℓc
C′ log ℓ
. (4.18)
For properly chosen c1,c2 > 0, this has the form in the statement of the lemma. 
Proof of of Lemma 4.3. We will prove the counterpositive. Fix ε ,δ > 0 small enough and suppose
that for some λ > 0, ℓ≥ 1 and N ≥ 1,
P
(|ΓN(λ )|> ℓ)≥ ε . (4.19)
Notice that this implies
P
(
Sℓ,N > ℓ(mN −λ )
)
> ε . (4.20)
Let us pick ρ ∈ (0,1) and define N ′′ := ⌊ρ−1N⌋ and N ′ := ⌊σ 1/2ρ−2N⌋. Our strategy is to use the
method introduced by Ding [30] (called there “sprinkling”) and used in a similar context by Ding
and Zeitouni [32]. To this end, we identify inside VN′ altogether n := (⌊N ′/(4N ′′)⌋)2 disjoint
translates V iN′′ , i = 1, . . . ,n, of VN′′ such that any two of these are at least distance 2 apart and
distance N ′/4 away from the the boundary of VN′ . In each V iN′′ we then fix a translate V iN of VN
which is centered, as much as possible, near the center of V iN′′ .
As a first step, consider a box VN of side N contained in, and centered at the same point near
the center of, a box VN′′ of side N ′′. If h′′ is a DGFF on VN′′ with zero boundary conditions, then
we claim that
P
(
Sℓ,N(h′′)> ℓ(mN −λ )
)
>
ε
2
(4.21)
(notice that h′′ is defined on VN′′ but Sl,N(h′′) is restricted to subsets of VN). To see this, note that
the Gibbs-Markov property implies that in VN we have h′′
law
= h+ϕ ′′, where h is the DGGF in VN
and ϕ ′′ is a mean-zero Gaussian field that is independent of h. Therefore, for any λ ,{
Sℓ,N(h′′)> ℓ(mN −λ )
}⊇ {Sℓ,N(h)> ℓ(mN −λ )}∩{ ∑
x∈Uℓ,N (h)
ϕ ′′(x)≥ 0
}
, (4.22)
where Uℓ,N is defined below (4.3). The independence of ϕ ′′ of h then ensures that, conditional
on h, the probability of the last event is 1/2. Using (4.20), the bound (4.21) follows.
We may now decompose the DGFF h′ on VN′ in the usual way, by conditioning on its value
at the boundary of the boxes V iN′′ , for i = 1, . . . ,N. Under this decomposition, h′ restricted to
each box V iN′′ is the sum h′′i +ϕ ′, where h′′i is the DGFF in V iN′′ and ϕ ′ is the “binding field”, i.e.
ϕ ′ = E
(
h′ | h′x : x ∈ ∂V iN′′ , i = 1, . . . ,n
)
. Moreover, ϕ ′ and all h′′i are independent, ϕ ′ has zero
mean and for all x ∈ ⋃ni=1V iN
Var(ϕ ′(x))≤C′′ log(N ′/N ′′) . (4.23)
This is a direct consequence of Lemma 2.6 and the enforced distance of x from the boundary of
both VN′ and the corresponding box V iN′′ .
Denoting by K(h′) the index i where Sℓ,N(h′′i ) is maximized, we then get for all a,b ∈ R,{
Sℓ,N′ > ℓ(mN′−a−b)
}
⊇ {max
1≤i≤n
Sℓ,N(h′′i )> ℓ(mN′−a)
}∩{ min
x∈Uℓ,N(h′′K(h′))
ϕ ′(x) ≥−b
}
. (4.24)
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Set b := c4
√
log(ℓ/δ ) log σ , for some c4 > 0 to be defined shortly. By the union bound, a standard
Gaussian estimate, the estimate (4.23) and the fact that log(N ′/N ′′) is order log σ , the probability
of the last event in (4.24) is
P
(
min
x∈Uℓ,N (h′′K(h′))
ϕ ′(x)≥−b
)
≥ 1− ℓe−cb2/ log σ . (4.25)
The right hand side above can be lower bounded by 1−δ/2 uniformly in ℓ, if c4 is chosen large
enough.
For the first term on the right-hand side of (4.24) we set a := mN′ −mN +λ and assume that ρ
so small that
P
(
max
1≤i≤n
Sℓ,N(h′′i )> ℓ(mN −λ )
)
≥ 1− (1− ε/2)n ≥ 1−δ/2 . (4.26)
Since mN −mN′ ≤ c log σ for δ ,ε small, it follows that λ ′ as defined in (4.5) satisfies λ ′ > a+b.
Combining (4.24–4.26) we conclude
P
(
Sℓ,N′ > ℓ(mN′−λ ′)
)≥ P(Sℓ,N′ > ℓ(mN′ −a−b))≥ 1−δ . (4.27)
This is the converse of (4.6) as we aimed to show. 
4.2 Proof of distributional invariance.
We are now ready to move to the proof of Theorem 3.1. Let h′,h′′ be independent copies of the
DGFF in VN . Let t > 0 be a fixed number which does not change with N and abbreviate
ˆh′ :=
√
1− t
g log N h
′ and ˆh′′ :=
√
t
g log N h
′′. (4.28)
As mentioned in Section 3.1, key to our proof is the fact that the field
h := ˆh′+ ˆh′′ (4.29)
also has the law of the DGFF in VN . In what follows we will regard h′ and h′′ as realized on the
same probability space and h defined by (4.29).
Recall our notation ΓN(λ ) from (2.7) for the level set “λ units below mN” and let ΘN,r denote
the set of all r-local maxima,
ΘN,r :=
{
x ∈VN : hx = max
z∈Λr(x)
hz
}
. (4.30)
Clearly, for any f : [0,1]2 ×R→ [0,∞),
〈ηN,r, f 〉= ∑
x∈ΘN,r
f ( xN ,hx −mN). (4.31)
If f is compactly supported, we can insist on x ∈ ΓN(λ ) in the sum as well, provided λ is so large
that f vanishes on [0,1]2 × (−∞,−λ ). Our first observation is that there is not much difference
in using r or rN in the definition of local maxima:
Lemma 4.4 Let f : [0,1]2 ×R→ [0,∞) be a measurable function with compact support. For
any rN with rN → ∞ and rN/N → 0,
lim
r→∞ limsupN→∞
P
(〈ηN,rN , f 〉 6= 〈ηN,r, f 〉)= 0. (4.32)
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Proof. Pick λ > 0. We will first prove
lim
r→∞ limsupN→∞
P
(
ΓN(λ )∩
(
ΘN,r △ΘN,rN
) 6= /0)= 0. (4.33)
Indeed, once rN ≥ r we have ΘN,rN ⊂ ΘN,r and so, on the event in question, ΓN(λ ) contains two
vertices u and v with r ≤ |u−v| ≤ rN . Since also rN ≤ N/r for N large, the probability of such an
event tends to zero by Theorem 2.5 in the limit N → ∞ followed by r → ∞.
Returning to the main statement, we now set λ to be so large that f vanishes on [0,1]2 ×
(−∞,−λ ). Then 〈ηN,rN , f 〉− 〈ηN,r , f 〉 6= 0 implies containment in the event in (4.33) and so the
corresponding probability tends to zero as well. 
Lemma 4.4 permits us to focus on 〈ηN,r, f 〉 for a fixed r. Let us use Γ′N(λ ), resp., Θ′N,r to
denote the same objects as ΓN(λ ), resp., ΘN,r, except that they are defined for h′ instead of h.
A main technical step is the replacement of condition x ∈ ΘN,r in the sum defining 〈ηN,r, f 〉 by
x ∈ Θ′N,r. We formulate this as follows:
Proposition 4.5 Let f : [0,1]2×R→ [0,∞) be continuous with compact support. For any ε > 0,
lim
r→∞ limsupN→∞
P
(∣∣∣ ∑
x∈ΘN,r
f ( xN ,hx−mN) − ∑
x∈Θ′N,r
f ( xN ,hx−mN)∣∣∣> ε)= 0. (4.34)
We will prove this by showing that the values of f on ΘN,r, restricted to a proper level set of h,
are controllably close to the values of f on Θ′N,r , restricted to a proper level set of h′. Since f is
compactly supported, these level sets can be chosen so that all terms effectively contributing to
the sums in (4.34) are accounted for. Our first step is a control of the difference between the level
sets of h and h′:
Lemma 4.6 We have
lim
λ→∞
liminf
N→∞
P
(
Γ′N(λ )⊆ ΓN(2λ )
)
= 1 (4.35)
and, similarly,
lim
λ→∞
liminf
N→∞
P
(
ΓN(λ )⊆ Γ′N(2λ )
)
= 1. (4.36)
Proof. For the first event we note that, if h′x ≥ mN −λ with λ > 0, then ˆh′x ≥ mN − λ − c, for
some c > 0 that depends only on t. Hence, ˆh′x + ˆh′′x ≤ mN −2λ implies ˆh′′x ≤ c−λ and so
Γ′N(λ )\ΓN(2λ )⊆
{
x ∈VN : h′x ≥ mN −λ , ˆh′′x < c−λ
}
. (4.37)
Since h′′ is independent of h′, has zero mean and — as implied by Lemma 2.6 — satisfies
Var(ˆh′′x )<C, once λ > c we get
P
(
Γ′N(λ )\ΓN(2λ ) 6= /0
)
≤ P(|Γ′N(λ )|> eC′λ )+ eC′λ e−(λ−c)2/(2C) (4.38)
by conditioning on the size of Γ′N(λ ) and a union bound. Theorem 2.5 now tells us that, for C
large enough, the first term tends to zero as N → ∞ and λ → ∞. Hence, the left-hand side also
vanishes in the stated limit.
For the second event we abbreviate aN := (1− t/(g log N))1/2 and notice that, for n ≥ 2 and
x∈VN such that mN−(n+1)λ < h′x ≤mN−nλ we have ˆh′x ≤mN−aNnλ . Under such conditions,
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ˆh′x + ˆh′′x ≥mN −λ implies ˆh′′x ≥ (aNn−1)λ . It follows that
ΓN(λ )\Γ′N(2λ )⊆
⋃
n≥2
{
x ∈VN : h′x > mN − (n+1)λ , ˆh′′x ≥
(
aNn−1
)
λ
}
. (4.39)
Let An denote the event that the set in the union labelled by n is non empty and, given also κ > 0,
abbreviate Bn := {|Γ′N(nλ )|> eκnλ}. By Proposition 4.1 there is β > 0 such that for all κ ,λ large
and all n≥ 1,
P(Bn)≤ e−βκnλ . (4.40)
Using the independence of h′′ of h′ and the fact that Var(ˆh′′x ) < C, once aNn > 1 a union bound
and a standard Gaussian estimate show
P(An \Bn+1)≤ eκ(n+1)λ e−(aNn−1)2λ 2/(2C). (4.41)
Putting these bounds together we get
P
(
ΓN(λ )\Γ′N(2λ ) 6= /0
)
≤ ∑
n≥2
(
e−βκ(n+1)λ + eκ(n+1)λ e−(aNn−1)2λ 2/(2C)
)
. (4.42)
But aN → 1 as N → ∞, and so this sum converges uniformly as N → ∞, and vanishes as λ → ∞,
thus proving also the second part of the claim. 
Obviously, the extreme local maxima of h and h′ will coincide only if the field ˆh′′ does not vary
much in the neighborhood of these extreme points. This naturally leads us to study the oscillation
of ˆh′′, where the oscillation of function g on a finite set Λ is defined by
oscΛ g := max
z∈Λ
g(z)−min
z∈Λ
g(z). (4.43)
The next claim to prove is thus:
Lemma 4.7 For any λ > 0, any δ > 0 and any r ≥ 1,
limsup
N→∞
P
(
max
x∈Γ′N (λ)
oscΛ2r(x)
ˆh′′ > δ
)
= 0. (4.44)
Proof. Let us denote F(x) := {maxz∈Λ2r(x) |ˆh′′z − ˆh′′x |> δ/2}. The event in (4.44) is then contained
in
⋃
x∈Γ′N (λ) F(x). Given λ > 0, M > 0, ρ ∈ (0,1) and N ≥ 1, define
A′N,M :=
{|Γ′N(λ )|< M} and B′N,ρ := {Γ′N(λ )⊆VN,ρ} . (4.45)
Lemma 2.7 and Theorem 2.4 then imply
lim
M→∞
limsup
N→∞
P(A′cN,M) = 0 and limρ↓0 limsupN→∞
P(B′cN,ρ) = 0 . (4.46)
On the other hand, by conditioning on h′ and using Chebyshev’s inequality and a union bound,
we get
P
( ⋃
x∈Γ′N (λ)
F(x)
∣∣∣A′N,M ∩B′N,ρ) ≤ 4M|Λ2r|δ−2 sup
x,y∈VN,ρ
|x−y|≤2r
E
(|ˆh′′x − ˆh′′y |2). (4.47)
Lemma 2.6 bounds the supremum by C(ρ ,r)/ log N and so the conditional probability tends to 0
as N → ∞ for any ρ > 0 and any M > 0. In light of (4.46), the claim follows. 
Consider now the a.s. well-defined mappings:
Π(x) := argmax Λ2r(x)h and Π
′(x) := argmax Λ2r(x)h
′ . (4.48)
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Our next claim deals with the closeness of Π′(ΘN,r) to Θ′N,r, and Π(Θ′N,r) to ΘN,r , provided these
are restricted to proper level sets:
Lemma 4.8 The following holds with probability tending to one in the limits N → ∞, δ ↓ 0,
r → ∞ and λ → ∞ (in this given order):
x ∈ ΘN,r ∩ΓN(λ )∩Γ′N(λ ) ⇒
Π
′(x) ∈ Θ′N,r,
∣∣Π′(x)− x| ≤ r
2
,
and 0 ≤ hx−hΠ′(x) ≤ δ ,
(4.49)
and
x ∈ Θ′N,r ∩ΓN(λ )∩Γ′N(λ ) ⇒
Π(x) ∈ ΘN,r,
∣∣Π(x)− x| ≤ r
2
,
and 0 ≤ hΠ(x)−hx ≤ δ .
(4.50)
Proof. For N ≥ 1, λ > 0 and r > 0 abbreviate
AN,λ ,r :=
{
∀u,v ∈ ΓN(λ ) : |u− v| ≤ r2 or |u− v|> 2r
}
(4.51)
and let A′N,λ ,r be defined similarly with ΓN replaced by Γ
′
N . By Theorem 2.5 we know that the
probability of both of these events tends to one in the above limit and so we may henceforth
assume that AN,λ ,r ∩A′N,λ ,r occurs.
Let x ∈ ΘN,r ∩ΓN(λ )∩Γ′N(λ ). We know that hx,h′x ≥ mN −λ and so, in light of occurrence
of AN,r ∩A′N,r, we have hu,h′u < mN − λ whenever r/2 < |u− x| ≤ 2r. Since Π′(x) is the point
where h′ is maximized on Λ2r(x), we have h′Π′(x) ≥ mN − λ and so Π′(x) ∈ Λr/2(x). It follows
that Π′(x) ∈Θ′N,r as claimed. To get also the inequality between hx and hΠ′(x) we note
0 ≤ hx−hΠ′(x) = ˆh′x− ˆh′Π′(x)+ ˆh′′x − ˆh′′Π′(x) ≤ oscΛ2r ˆh′′, (4.52)
where for the second inequality we observed that ˆh′x− ˆh′Π′(x) ≤ 0 and then applied the definition of
oscillation. But Lemma 4.7 guarantees that, with probability tending to one, oscΛ2r ˆh′′ < δ once N
is large. This shows (4.49); the arguments for (4.50) are completely analogous. 
Proof of Proposition 4.5. Fix ε > 0 and let f be as given. Thanks to f having compact sup-
port, there is λ0 > 0 such that f vanishes outside of [0,1]2 × [−λ0/2,∞). Moreover, by uniform
continuity of f , for each M > 0 and r ≥ 1 there is δ > 0 such that, for all N large,
|x− x′| ≤ r
2
and |h−h′| ≤ δ ⇒
∣∣∣ f ( xN ,h)− f ( x′N ,h′)∣∣∣< ε/M. (4.53)
Let AN,M,r,λ ,δ stand for the intersection of the event in (4.51) with the events {ΓN(λ/2)⊆ Γ′N(λ )}
and {|Γ′N(λ )| ≤ M}. We claim that once λ ≥ λ0, on AN,M,r,λ ,δ ,
∑
x∈ΘN,r
f ( xN ,hx−mN)= ∑
x∈ΘN,r∩ΓN(λ)∩Γ′N (λ)
f ( xN ,hx −mN)
≤ ε
M
∣∣Γ′N(λ )∣∣+ ∑
x∈ΘN,r∩ΓN (λ)∩Γ′N (λ)
f
(
Π′(x)
N , hΠ′(x)−mN
)
≤ ε + ∑
x∈Θ′N,r
f ( xN ,hx−mN).
(4.54)
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Indeed, using f ≥ 0, the first inequality comes from inserting (freely, thanks to λ ≥ λ0) the restric-
tion x ∈ ΓN(λ/2) into the sum and then applying that ΓN(λ/2)⊆ ΓN(λ )∩Γ′N(λ ) on AN,M,r,λ . In
the second line we replace the arguments of f with the help of (4.53) and the estimates in (4.49).
Invoking the assumed bound |Γ′N(λ )| ≤ M, the error is thus at most ε ; the last inequality then
follows from the first conclusion on the right of (4.49) and positivity of f again.
Defining, similarly, A′N,M,r,λ ,δ to be the intersection of the event in (4.51) with {Γ′N(λ/2) ⊆
ΓN(λ )} and {|ΓN(λ )| ≤ M}, we infer
∑
x∈Θ′N,r
f ( xN ,hx−mN)≤ ε + ∑
x∈ΘN,r
f ( xN ,hx−mN), on A′N,M,r,λ ,δ . (4.55)
Hence, for λ ≥ λ0 the event in the claim is disjoint from AN,M,r,λ ,δ ∩A′N,M,r,λ ,δ and so to get the
proof finished it suffices to have
lim
λ→∞
limsup
r→∞
limsup
M→∞
limsup
δ↓0
limsup
N→∞
P
(
AcN,M,r,λ ,δ ) = 0, (4.56)
and similarly for the complement of A′N,M,r,λ ,δ . This follows by combining Lemma 4.8 with
Lemma 4.6 and Theorem 2.4. 
Before we move on to the proof of the distributional invariance, we note a simple fact concern-
ing approximation of nearly-independent multivariate normals by independent ones:
Lemma 4.9 Fix σ 2 > 0 and let Y1, . . . ,Yn be i.i.d. N (0,σ 2). For each continuous f : R→ R
with compact support and each ε > 0 there is δ > 0 such that if X = (X1, . . . ,Xn) are multivariate
normal with E(Xi) = 0 and
max
1≤i, j≤n
∣∣Cov(Xi,X j)−σ 2δi j∣∣< δ (4.57)
then ∣∣∣∣log E exp{∑ni=1 f (Xi)}∏ni=1 E e f (Yi)
∣∣∣∣< ε . (4.58)
Proof. Writing C for the covariance of (X1, . . . ,Xn), the fact that C is positive definite implies that
(X1, . . . ,Xn) = A(Y1, . . . ,Yn) for an n×n matrix A such that ATA = σ−2C. In particular, as soon as
(4.57) holds, A is close to the identity once δ is small enough. Plugging this into the numerator
of (4.58) and applying uniform continuity of f along with tightness, the claim follows. 
Proof of Theorem 3.1. Let f be as stated. By the tightness of the maximum, we may and will
suppose that
max
x∈VN
|h′x|, max
x∈VN
|h′′x | ≤ 3
√
g logN. (4.59)
Under such conditions |h′x−mN | ≤ λ implies via Taylor expansion around 1 of the square root in
the definition of ˆh′ that ∣∣∣∣hx−(h′x− α2 t +
√
t
g log N h
′′
x
)∣∣∣∣≤ C√log N (4.60)
for some C =C(λ , t) > 0. This is similar to the calculation as in Section 3.1.
Consider the set ∆′N,ρ(λ ) := {x∈VN,ρ : |h′x−mN | ≤ λ}. Since f has compact support, the level
sets of h and h′ are related as in Lemma 4.6, and are confined into VN,ρ by Lemma 2.7. Using
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also the tightness of the maximum of h′, we thus have,
lim
λ→∞
limsup
r→∞
limsup
ρ↓0
limsup
N→∞
P
(
∑
x∈Θ′N,r\∆′N,ρ(λ)
f ( xN ,hx−mN)> ε)= 0. (4.61)
This permits us to focus only on the sum of f (x/N,hx−mN) over x∈Θ′N,r∩∆′N,ρ . As f is uniformly
continuous, we now replace hx by h′x− α2 t+ ˆh′′x and control the difference of the sums arising from(4.60) by the term δN |{x ∈VN : f ( xN ,hx−mN)> 0}|, where δN → 0 as N →∞. As f has compact
support, Theorem 2.4 ensures that the probability that this error exceeds a given ε > 0 tends to
zero as N → ∞. Using this in combination with Proposition 4.5, we conclude that
lim
λ→∞
limsup
r→∞
limsup
ρ↓0
limsup
N→∞
P
(∣∣∣〈ηN,r, f 〉− ∑
x∈Θ′N,r∩∆′N,ρ (λ)
f ( xN ,h′x−mN − α2 t + ˆh′′x)∣∣∣> ε)= 0
(4.62)
holds for any ε > 0.
Our aim is to compute the limit of Ee−〈ηN,r, f 〉. For this we replace 〈ηN,r, f 〉 by the sum in
(4.62) and take the conditional expectation given h′. For h′ such that the event A′N,λ ,r occurs, we
have for all u,v ∈ Θ′N,r ∩∆′N,ρ(λ ) with u 6= v,
Var(ˆh′′u) = t +o(1) and Cov(ˆh′′u , ˆh′′v ) = o(1), N → ∞. (4.63)
Therefore, by Lemma 4.9, on A′N,λ ,r ∩{|Γ′(λ )|< M} we have
E
(
exp
{
− ∑
x∈Θ′N,r∩∆′N,ρ(λ)
f ( xN ,h′x−mN − α2 t + ˆh′′x)}∣∣∣∣h′)
= eo(1)E˜
(
exp
{
− ∑
x∈Θ′N,r∩∆′N,ρ(λ)
f ( xN ,h′x−mN +W (x)t − α2 t)})
= exp
{
o(1) − ∑
x∈Θ′N,r∩∆′N,ρ (λ)
ft
(
x
N ,h
′
x −mN
)}
, N → ∞, (4.64)
where the expectation E˜ is with respect to a measure under which {W (x)t : x ∈ Θ′N,r ∩∆′N,ρ(λ )}
are i.i.d. Gaussians with mean 0 and variance t, the function ft is as defined in (3.1) and the o(1)
term is random but tending to zero uniformly in h′ under consideration.
Taking expectation also with respect to h′ and noting that the function under expectation is at
most one, Theorem 2.4, Theorem 2.5 and the Bounded Convergence Theorem thus ensure
lim
λ→∞
limsup
r→∞
limsup
ρ↓0
limsup
N→∞
∣∣∣∣Ee−〈ηN,r, f 〉−E exp{− ∑
x∈Θ′N,r∩∆′N,ρ (λ)
ft
(
x
N ,h
′
x−mN
)}∣∣∣∣= 0 . (4.65)
We would like to drop the restriction to ∆′N,ρ(λ ) and interpret the N →∞ limit (along the desired
subsequence) of the second term using the limit process η . Unfortunately, we cannot just roll the
argument backward for ft in place of f because ft no longer has compact support. Notwithstand-
ing, from the fact that f does, we get
ft(x,h) ≤Ce−ch2 . (4.66)
Therefore, on the event that {|Γ′N(θ)| < CeCθ : ∀θ > λ} ∩ {h′x ≤ mN + λ : ∀x ∈ VN}, whose
probability tends to 1 as N → ∞ and λ → ∞ thanks to Proposition 4.1 and the tightness of the
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centered maximum, we have∣∣∣∣ ∑
x∈Θ′N,r\∆′N,ρ(λ)
ft
(
x
N ,h
′
x−mN
)∣∣∣∣≤C ∑
n≥1
eC(λ+n)−c(λ+n−1)
2
. (4.67)
This is summable in n and tends to 0 as λ → ∞. Using also Lemma 4.4 we arrive at
limsup
N→∞
∣∣Ee−〈ηN,rN , f 〉−Ee−〈ηN,rN , ft 〉∣∣= 0 . (4.68)
The bound (4.67) also implies that ft can be approximated by a continuous function ft,ε with
compact support so that |〈ηN,rN , ft − ft,ε〉| ≤ ε . Therefore, taking a limit of both terms in (4.68)
along the subsequence for which ηN,rN converges to η , we recover (3.2) as desired. 
5. MULTIPLE MAXIMA AND DERIVATIVE MARTINGALE
At this stage of the proofs we know that all subsequential limits of the process ηN,rN take the
form (1.4); the last remaining issue is to establish uniqueness, i.e., that all such limits are actually
the same. In Section 3.3 we have already reduced this to Theorem 3.4 which deals with the joint
law of maxima in several subsets of VN . Here we prove Theorem 3.4 by a modification of the
proof of Theorem 1.1 in Bramson, Ding and Zeitouni [19]. As a by product, we will also prove
Theorem 1.4 giving Z(dx) the interpretation of a derivative martingale.
5.1 Coupling to independent variables.
The argument underlying the proof of Theorem 1.1 in [19] relies on a coupling between the
extreme process and a collection of i.i.d. random variables. This is based on the Gibbs-Markov
property of the DGFF. We begin by a review of the relevant objects.
Fix K ∈ N and recall our notation wKi , i = 1, . . . ,K2, from Section 1.2 for points enumerating
{x/K : x ∈ {0, . . . ,K − 1}2}. If N is an natural number that is divisible by K and δ > 0 is such
that δN/K ∈N we induce the sets
V K,iN := Nw
K
i +VN/K and V
K,δ ,i
N := Nw
K
i +
(
Nδ/K,N(1−δ )/K)2∩Z2 (5.1)
Note that the boxes V K,iN are disjoint and they tile VN in the sense that V K,iN ∪∂V K,iN cover VN∪∂VN .
We also define V K,δN :=
⋃K2
i=1V
K,δ ,i
N .
Passing to the continuum limit requires introducing also the continuum version of the above
sets. In accord with [19] we recall the notation BK,i := wKi +(0,1/K)2 and set
BK,δ ,i := wKi +
(
δ/K,(1−δ )/K)2 and BK,δ := K2⋃
i=1
BK,δ ,i. (5.2)
These are the continuous analogues of the sets V K,iN , V
K,δ ,i
N and V
K,δ
N , respectively. The reader is
referred to Figure 1 in [19] for an illustration of a very similar geometric setup.
A key tool of [19] is the representation of the DGFF as the sum h = hf + hc of the “fine
field” hf and the “coarse field” hc on VN , which are independent of each other. Explicitly, set
FN,K := σ
(
hx : x ∈
⋃K2
i=1 ∂V K,iN
)
and define
hc := E
(
h
∣∣FN,K) and hf := h−hc . (5.3)
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While the restrictions of hf to V K,iN , i = 1, . . . ,K2 are independent copies of the DGFF in VN/K
with zero boundary condition on the boundary, hc admits a scaling limit
hc⌈N·⌉
law−→
N→∞
ΦK(·), (5.4)
on BK,δ for any δ > 0, where
(
ΦK(x) : x ∈ BK,δ
)
is the Gaussian field defined in Section 1.2
and the convergence is with respect to the L∞-norm on bounded functions on BK,δ . (We will
nonetheless use only the convergence of finite dimensional distributions.)
Abbreviate h⋆ := maxx∈VN hx. The proof of the existence of the weak limit of the centered
maximum h⋆−mN in [19] is based on a comparison with an auxiliary process, defined in terms
of ΦK and a collection of i.i.d. triplets (℘Ki ,Y Ki ,zKi ) for i = 1, . . . ,K2 as follows: Recall the prob-
ability density ψ on [0,1]2 and constant C⋆ from Theorem 2.2. For a sequence of numbers bK —
called g(K) in [19] — to be determined later define ℘Ki ∈ {0,1}, Y Ki ∈ (0,∞) and zKi ∈ BK,i to be
independent with marginal laws given, for x ≥ 0 and Borel A ⊆ [0,1]2, by
P(℘Ki = 1) :=C⋆ bK e−
√
2pi bK ,
P(Y Ki ≥ x) := bK+xbK e
−√2pi x (5.5)
and
P
(
K(zKi −wK,i) ∈ A
)
:=
∫
A
ψ(x)dx. (5.6)
Using these, we set
GK,δi :=
{
Y Ki +bK −2
√g log K +ΦK(zKi ), if ℘Ki = 1 & zKi ∈ BK,δ ,i,
−2√g logK, otherwise. (5.7)
and denote G⋆K,δ := max
K2
i=1 G
K,δ
i . Let µN denote the law of h⋆−mN and µK,δ stand for the law
of G⋆K,δ . Theorem 2.3 in [19] then asserts that, for bK := c log logK with some small c > 0, as
N → ∞, K → ∞ and δ ↓ 0, the Le´vy distance between µN and µK,δ tends to 0. This yields weak
convergence of h⋆−mN as the auxiliary process does not depend on N.
For our purposes, we need a generalization of Theorem 2.3 that addresses the joint law of
maxima over several (different) subsets of [0,1]2. To this end, for any non-empty open A⊂ [0,1]2
we first define h⋆A to be the maximum of the GFF in {x ∈ VN : xN ∈ A}. Then, given a collection
A = (A1, . . . ,Am) of non-empty open subsets of [0,1]2, we use µN,A to denote the joint law of(
h⋆Al −mN
)m
l=1. For the above auxilary process we similarly define
G⋆K,δ ,A := max
{
GK,δi : B
K,i ⊆ A} (5.8)
and write µK,δ ,A for the joint law of
(
G⋆K,δ ,Al
)m
l=1. Our aim is then to prove:
Theorem 5.1 Set bK := c log logK for some c > 0 sufficiently small. For any m ≥ 1, let d(m)
denote the Le´vy metric on probability measures on Rm. Then for any m ≥ 1 and any collection
A = (A1, . . . ,Am) of non-empty open subsets of [0,1]2,
lim
δ↓0
limsup
K→∞
limsup
N→∞
d(m)
(
µN,A, µK,δ ,A
)
= 0. (5.9)
Before we set out to prove this, let us show how this gets us the convergence of the joint law
of maxima in a collection of open sets:
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Proof of Theorem 3.4. From (5.9) and the fact that µK,δ ,A does not depend on N we infer that µN,A
is Cauchy in the Le´vy metric d(m). In particular, the joint law of (h⋆Al −mN)ml=1 on Rm converges
weakly as N → ∞ for any non-empty open A1, . . . ,Am ⊂ R. 
Similar arguments yield also the characterization of Z(dx) as a derivative martingale:
Proof of Theorem 1.4. Let Z(dx) be the random measure characterizing the limiting point process
and let ZK,δ denote the measure from (1.12) with εK replaced by δ .
By standard approximation arguments, in order to prove ZK,δ
law−→Z, it suffices to show that the
joint law of (ZK,δ (A1), . . . ,ZK,δ K(Am)) on Rm converges weakly to that of (Z(A1), . . . ,Z(Am)), for
any collection of disjoint non-empty open sets A1, . . . ,Am with Z(∂Ai) = 0 a.s. for all i = 1, . . . ,m
and such that dist(Ai,A j)> 0 for any i 6= j. Under such conditions, (3.21) and Theorem 5.1 yield
E
(
exp
{
−α−1
m
∑
l=1
e−αtl Z(Al)
})
= lim
δ↓0
lim
K→∞
E
( m
∏
l=1
∏
i : BK,i⊂Al
1{GK,δi ≤tl}
)
= lim
δ↓0
lim
K→∞
E
( m
∏
l=1
∏
i : BK,i∩Al 6= /0
1{GK,δi ≤tl}
)
,
(5.10)
where the second line follows by taking the first line for Ai enlarged by some ε > 0 such that
ε < mini6= j dist(Ai,A j) and then taking ε ↓ 0 and applying that Z(∂Ai) = 0 a.s. for all i. Our
strategy is to represent the right-hand side using the measures ZK,δ .
We first condition on ΦK and examine the conditional distribution function of GK,δi . Here we
note that if K is so large that t > −2√g logK then GK,δi > t is equivalent to ℘Ki = 1, zKi ∈ BK,δ ,i
and Y Ki + bK − 2
√g log K +ΦK(zKi ) > t. Moreover, since Y Ki > 0 a.s., the last condition is true
trivially when bK −2√g logK +ΦK(zKi )≥ t. Invoking (5.5–5.6), we get
P
(
GK,δi > t
∣∣ΦK)
=C⋆
∫
(δ ,1−δ )2
dzψ(z) F˜K
((
t +2√g log K−ΦK(wK,i + z/K)
)∨bK), (5.11)
where F˜K(s) := se−αs (with α := 2/√g =
√
2pi as usual).
Since the argument of F˜K is at least bK , the integral (5.11) is at most βK := C⋆bKe−αbK . Note
that βK → 0 once bK → ∞. Using that {GK,δi : i = 1, . . . ,K2} are independent conditional on ΦK ,
standard comparisons of 1− x with e−x for small x and a monotonicity argument yield
lim
K→∞
E
( m
∏
l=1
∏
i : BK,i⊂Al
1{GK,δi ≤tl}
)
= lim
K→∞
E
(
exp
{
−
m
∑
l=1
∑
i : BK,i⊂Al
P
(
GK,δi > tl
∣∣ΦK)}), (5.12)
and similarly for BK,i ⊂ A replaced by BK,i ∩A 6= /0. In light of (5.10), to prove the claim it thus
suffices to show that, for any non-empty open set A ⊂ [0,1]2 with Z(∂A) = 0 a.s. and any t ∈ R,
α−1e−αt ∑
i : BK,i⊂A
ZK,δ
(
BK,i
)− ∑
i : BK,i⊂A
P
(
GK,δi > t
∣∣ΦK) P−→
K→∞
δ↓0
0 (5.13)
and similarly for BK,i ⊂ A replaced by BK,i ∩A 6= /0. (Note that (5.10) and (5.12) then ensure that
the difference between the two kinds of sums tends to zero in probability.)
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For F(s) as in the statement of the theorem, once ΦK(wK,i + z/K)≤ 2√g log K−bK + t holds,
we get
F˜K
((
t +2√g logK−ΦK(wK,i + z/K)
)∨bK)
= e−αt
(
1+O(t/bK)
)
F
(
2√g logK−ΦK(wK,i + z/K)
)
. (5.14)
Setting c⋆ := αC⋆, comparing (5.11) with the sum in (5.13) (as well as their alternatives with
BK,i∩A 6= /0) and using that both F˜K and FK are bounded, it is enough to show that
K2
∑
i=1
∫
(δ ,1−δ )2
dzψ(z)1{ΦK(wK,i+z/K)≥2√g logK−bK+t}
P−→
K→∞
0 (5.15)
for any t ∈ R. Noting that Var(ΦK(wK,i + z/K)) = g log K +O(1) while b2K = o(log K), the stan-
dard Gaussian tail estimate yields
P
(
ΦK(wK,i + z/K)≥ 2√g logK−bK + t
)≤ c1eαbK
K2
√
log K
(5.16)
for some c1 = c1(t). But bK was so far arbitrary subject to bK → ∞ and bK ≤ c log logK for c
small enough, so we can make the choice such that the right-hand side is o(K2) as K →∞. Taking
expectation with respect to ΦK we hereby get (5.15) and thus the resulting claim. 
5.2 Proof of Theorem 5.1.
The proof of Theorem 2.3 in [19] relies on further lemmas and propositions, so we first need
to produce proper modifications for them. The first of these is a tightness result for h⋆A−mN in
analogy to the tightness of h⋆−mN.
Lemma 5.2 The sequence h⋆A−mN is tight.
Proof. Since A is open and non-empty, there exists K and i such that BK,i ⊆ A. Fixing δ ∈ (0,1)
and letting zi ∈V K,δ ,iN be such that hfzi = maxv∈V K,δ ,iN h
f
, we have
hfzi +h
c
zi ≤ h⋆A ≤ h⋆ . (5.17)
The tightness of h⋆ (proved in [15] and [20]) implies that
lim
t→∞ limsupN→∞
P
(
h⋆A−mN > t
)≤ lim
t→∞ limsupN→∞
P
(
h⋆−mN > t
)
= 0 (5.18)
giving the tightness for the upper tail of h⋆A.
Concerning the lower tail we note that, since hf restricted to V K,iN is a GFF on a translate of
VN′/K and due to Lemma 2.7 and Theorem 2.1, we have
lim
δ↓0
limsup
t→∞
limsup
N→∞
P
(
hfzi −mN/K <−t
)
= 0. (5.19)
At the same time, for all x ∈V K,δ ,iN we have
Var(hcx) =Var
(
E(hx|FN,K)
)
= Var
(
hx
)−E(Var(hx|FN,K))
≤ g log N−g log(N ′/K)+C ≤ g logK +C′ , (5.20)
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where C′ depends on δ . This follows from Lemma 2.6 (of the present paper) since x is away from
the boundary of both VN and V K,δ ,iN . Conditioning on zi and using the independence of hf and hc
we have
P
(
hczi <−t
)≤C exp(− t22(g log K+C′)) (5.21)
uniformly in N. Writing
P
(
h⋆A−mN <−t
)≤ P(hfzi −mN/K <−t/2+2√g logK)+P(hczi <−t/2) (5.22)
and using (5.19) and (5.21), the result follows. 
Next we need proper modifications of Propositions 5.1 and 5.2 and Lemma 6.4 in [19]. Given a
non-empty open A⊂ [0,1]2, we define V K,δN,A :=
⋃{V K,δ ,iN : BK,i ⊆ A} and ∆K,δN,A := {x ∈VN : x/N ∈
A}\V K,δN,A . Notice that since A is open, the Lebesgue measure of A\
⋃{BK,i : BK,i ⊆ A} tends to 0
as K → ∞. It follows that
lim
δ↓0
limsup
K→∞
limsup
N→∞
|∆K,δN,A|
|VN | = 0. (5.23)
Our substitute for Proposition 5.1 in [19], which shows that the maximum of h is unlikely to fall
inside the set ∆K,δN , is then:
Proposition 5.3 Let A be any open non-empty subset of [0,1]2. Then
lim
δ↓0
limsup
K→∞
limsup
N→∞
P
(
max
x∈V K,δN,A
hx 6= h⋆A
)
= 0 . (5.24)
Proof. The proof is the same, only that we use ∆K,δN,A instead of ∆N and the tightness of h⋆A−mN
instead of that of h⋆. 
In place of Proposition 5.2 of [19], which shows that the maximum of h occurs with high
probability at the maximum of the fine field, we in turn use:
Proposition 5.4 Let A ⊂ [0,1]2 be non-empty and open. Let zi be such that maxx∈V K,δ ,iN h
f
x = hzi
and z¯ be such that max{hzi : BK,i ⊆ A}= hz¯. Then for any ε ,δ > 0 fixed
lim
K→∞
limsup
N→∞
P
(
max
x∈V K,δN,A
hx ≥ hz¯ + ε
)
= 0 . (5.25)
Furthermore, there exists a sequence (bK)K≥1 with bK → ∞ as K → ∞ such that
lim
K→∞
limsup
N→∞
P
(
hfz¯ ≤ mN/K +bK
)
= 0 . (5.26)
Proof. The proof is the same, only that we use the tightness of h⋆A −mN (and Proposition 5.3)
instead of that of h⋆. 
Finally, we need to adapt Lemma 6.4 of [19] which shows that small changes in the coordinate
of the coarse field do not affect the resulting maximum. For our purposes, this becomes:
Lemma 5.5 For i = 1, . . . ,K2, let zi be as in Proposition 5.4 and z′i ∈V K,δ ,iN be measurable with
respect to {hfx : x∈V K,iN } such that |zi− z′i|= o(N/K) as N,K →∞. Then for any A⊆ [0,1]2 open
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and non-empty
lim
K→∞
limsup
N→∞
d
(
max
{
hfzi +h
c
zi : B
K,i ⊆ A}, max{hfzi +hcz′i : BK,i ⊆ A})= 0 . (5.27)
where d is the Le´vy metric for R-valued random variables.
Proof. The proof of Lemma 6.4 from [19] can be used without significant changes. 
We are now ready to prove the main theorem of this section:
Proof of Theorem 5.1. We follow the original proof of Theorem 2.3. For each A1, . . . ,Am, define
¯h⋆Al := max
{
hfzi +h
c
zi : B
K,i ⊆ A, hfzi > mN/K +bK
}
. (5.28)
Then for all l = 1, . . . ,m, we have by Proposition 5.3 and Proposition 5.4,
P
(∣∣¯h⋆Al −h⋆Al ∣∣> ε)< ε . (5.29)
Denoting by νK,δN,A the law of
(
¯h⋆Al
)m
l=1, this shows d
(
µN,A , νK,δN,A
)
< ε .
Next we employ the same coupling of h with (℘Ki ,Y Ki ,zKi )K
2
i=1, as in the original proof. Propo-
sition 6.3 from [19] together with Lemma 5.5 imply that the law of(
max
{
bK +Y Ki +hczKi − (mN −mN/K) : ℘
K
i = 1, zKi ∈V K,δ ,iN , BK,iN ⊆ Al
})m
l=1
, (5.30)
to be denoted by ¯νK,δN,A , satisfies d(m)
(
¯νK,δN,A , ν
K,δ
N,A
)
< ε , for all K,N large enough. Using the con-
vergence of hc to ΦK as N → ∞ and triangle inequality, we conclude that
lim
δ↓0
limsup
K→∞
limsup
N→∞
d(m)
(
µN,A , µK,δ ,A
)
= 0 , (5.31)
as desired. Finally, since µK,δ ,A does not depend on N, this implies that µN,A is Cauchy and hence
converges weakly to a limit. 
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