A novel ground penetrating radar (GPR)-based subsurface water content classification and prediction technique using deep neural networks is proposed. The fantastic advantages of deep network in classification and regression tasks show the huge potential to measure soil moisture content status quickly after the network trained. The technique is based on convolutional neural network (CNN), and does not need to extract data features in advance. We design two CNNs for the classification and regression tasks separately. Both networks can be divided into two parts: convolutional layers following max-pooling layers to extract features, and classifier or regressor part for output prediction. One network's output is a classification prediction (moisture quantitative classification), the other is prediction of a continuous variable (water content). We train the classification network firstly, and then use transfer learning technique to reuse the feature extraction part to train the regression network. With application of transfer learning, the regression task needs less training dataset and can achieve a good performance. Our method can be applied on many field, such as roadbed maintenance and continuous soil water content estimation.
I. INTRODUCTION
Quickly collecting subsurface water content estimates is important for implementing precision agriculture [1] , roadbed maintenance [2] and water-pipe leakage detection [3] . Time-domain reflectometry (TDR), frequencydomain transmission (FDR) and neutron probes are some popular conventional water content measure approaches. However these methods are time-consuming and can only provide point measurements [4] . A rapid non-destructive geophysical tool ground-penetrating radar (GPR) has become a popular technique for subsurface investigation [5] , [6] .
There are two basic measurements which usually are performed: borehole GPR and surface GPR [7] . Borehole GPR obtains profiles between two boreholes or from a borehole to the surface [8] . The techniques to measure water content are usually based on the arrival time of the head wave between The associate editor coordinating the review of this manuscript and approving it for publication was Alicia Fornés . the the transmitting and receiving antenna to obtain the tomographic images of velocity and permittivity [9] . Surface GPR usually applies reflection wave or ground wave to analyze and inverse subsurface velocity to investigate water content [10] - [12] . Compared with borehole GPR, surface GPR is a technique without destroying. There are two common survey techniques for surface GPR: common-offset and multioffset [13] . Common offset profiles are obtained using GPR with a fixed space between the transmitting and receiving antenna [14] . For multi-offset, there are two basic multi-offset geometries: wide-angle reflection and refraction (WARR) and common-midpoint (CMP) [15] . With the development of computational electromagnetism, full waveform inversion (FWI) is introduced and studied for electrical conductivity inversion [16] , [17] . These methods usually need to analyze or invert velocity and electrical conductivity firstly, and then analyze the relationship between electrical conductivity and water content [18] (sometimes just apply Topp equation [19] ) to calculate water content. Some researchers VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ tried to retrieve water content directly without permittivity inversion. These methods commonly need to extract features firstly, and then use neural network or nonlinear equations to estimate water content [20] , [21] . Travassos et al. reviewed that neural network and machine learning techniques had progressed GPR forward [22] . The fantastic advantages of deep neural network in classification and regression tasks show the huge potential to determine soil moisture content status quickly after the network is trained. Reference [23] proposes a method based on time-frequency analysis (TFA) and convolutional neural network (CNN) which address the problem as a classification task to process the echoes of 27 soil water contents category and get a high accuracy. It shows the advantage of deep neural networks in this field. In this paper, we develop a novel ground penetrating radar (GPR)-based subsurface water content classification and prediction technique using deep neural networks. The method is based on CNN, and does not need to extract data features in advance. The input of the networks are raw A-scans (time-series data) from B-scan GPR profiles which do not need any transforms before. Additionally, two CNNs are designed for the classification and regression tasks separately. The first network is built for classification task, and can be divided into two parts: convolutional layers following max-pooling layers to extract features, and output layer with convolutional calculation and ''softmax'' to implement a classifier. The output is a classification result (moisture quantitative classification). The other network is built for regression task, and can be divided into two parts also: convolutional layers following max-pooling layers to extract features, and fully connected layers to implement a regressor. The output is a prediction of a continuous variable (volume water content (VWC)). In order to verify the proposed technique, some physical models are built in laboratory with different moisture conditions. Classification accuracy and regression errors are analyzed. The contributions of this paper are listed as follows. (1) We proposed a novel technique for VWC classification and estimation based on two CNNs which take A-scan time-series data as input without any transforms before. The CNN used here is 1D-CNN.
(2) A classification network built with less trainable parameters is implemented before regression network, and then transfer learning technique is applied to reuse the feature extraction part of classification network to train the regression network to reduce the requirement of training dataset for VWC calculation.
The rest of this paper is organized as follows. Section II gives the data description. Section III presents the proposed classification network and its experiment performance. Section IV presents the proposed regression network and its performance. Section V concludes this paper.
II. DATA DESCRIPTION
The materials used in the physical model are the silty soil. In order to render the material and compaction of the model more uniform, large particles in the silty soil must be screened out. Fig. 1 is the flow chart of the physical model experiment.
The basic steps of the experiment shown in Fig.1 are as follows: Step 1. The mass of the medium materials required for the compaction coefficient and mass of water required by different water contents are calculated. The samples are prepared according to the calculation results. Step 2. Water is added into the materials and mixed until reaching an even mixture, then placed statically, and the soil samples are weighed.
Step 3. Compaction of medium materials. Step 4. The moisture content is calibrated.
Step 5. The dielectric constant and conductivity are tested. Step 6. The physical model of size 110cm*54cm*30cm is built and GPR data is collected.
Silty soil is used as the main materials to construct eight groups of different moisture contents by the above steps. The VWC and dielectric constants of different groups are shown in Table 1 . The relationship between moisture contents and dielectric constants can be fitted by a threedegreepolynomial curve shown in Fig. 2 . With the curve we can use dielectric constant to inverse the moisture content.
After the pysical model is built, reflection-type commonoffset GPR developed by China university of mining and technology (Beijing) is adopted to collect reflection wave of physical models. The GPR collected pulse radar echoes with different soil VWCs. The data collecting parameters of the GPR are: the unit sample in the echo is spaced at a 60ps increment (which means the equivalent sampling frequency is about 16.7GHz), the sample points in one trace is 512 (which means the total time index of one echo is about 30.66ns). Fig. 3 shows data from the subsurface of soil with different VWCs. It shows that the difference caused of VWC in the subfigures in in time domain is hard to be recognized manually because the GPR early-time signal is a complex superposition of the air and ground waves. The travel-time of air waves is determined by the distance between the antennas and the air velocity, while that of ground waves is determined by the distance between the antennas and the ground velocity which is related to the dielectric constant of the propagation medium. Corresponding to the relationship between the dielectric constant and VWC shown in Fig. 2 , the VWC can be obtained after the dielectric constant is calculated. However, the early-time signal is a complex superposition of the air and ground waves. The ground wave velocity cannot be measured using simple traveltime techniques. In order to analyze the GPR echos, we also show its corresponding instantaneous amplitude obtained by Hilbert transform. They are more clear to show the differences. The dielectric constant is low when the VWC is low, which means the velocity of ground wave is high, the air wave and ground wave are overlapped more, the width of the early time signals are larger which is shown in Fig. 3b . Along with the increasement of VWC, the velocity of ground wave will decrease which means the overlap will be decreased, the width of the early time signals changes to be narrow in the instantaneous amplitude spetrums obtained by Hilbert transform and the amplitude of ground wave will also be decreased. Because of the relationship between the GPR data and the VWCs, we can try to find a model to calculate the VWC from the GPR data. Traditional method usually needs to extract features which is designed manually. In this paper, we try to use deep neurel networks to build a complex non-linear model to calculate VWCs automatically. 
III. CLASSIFICATION NETWORK
Firstly, we apply convolution neurel network for the classification task. The fundamental network architecture is illustrated in Fig. 4 . It consists of an encoder network and a fully connected layer for classification. Table 2 lists the classification category of the VWC in the experiment. We classify the data collected under 9 VWCs conditions into four categories, and analyze what features the network will learn.
The encoder network for feature extraction is designed as the typical architecture of a convolutional network, and consists of five layers. Each layer in the encoder includes one convolutional block (one block including a convolution unit, a batch normalization unit and an activation function unit). The convolutional block which actually acts like a filter bank can extract a set of feature maps from the input data. As the input data has one dimension in time and one channel in feature maps, the dimensions in each layer are two, one dimension is the length of the data, the other is the number of channel in feature maps. Assuming the input features at the (k + 1)th layer is Y k , we can express the convolution unit output data of pth channel which is noted as X k+1 in the (k + 1)th layer feature maps as equation (1):
where B k+1 [p] is the bias vector for the pth output feature map at the (k + 1)th layer, C is the channel number of input feature maps, R is the length of the convolutional kernel, x is the index in a feature map, s is a given stride size which is set to be 1 in the convolution unit. In this paper, we use a convolution calculation for output with a same length N as the input. The channel number of input feature maps is C; the channel number of output feature maps is P. After convolution unit, the output is sent to batch normalized unit which can be realized by the equation (2).
Then an activation unit which can introduce nonlinearity and sparseness for the network follows. The activation function applied in the paper is rectified linear unit (ReLU) which can be represented as equation (3).
The output of one convolution block in each layer can be summarized as equation (4) which is a set output of convolution, batch normalization and activation units:
Following that is a max-pooling layer with a size 4 window and stride 4 resulting output sub-sampled by a factor of 4. Max-pooling is used to achieve translation invariance over small shifts in the input datastreams. It should be noted that the last convolutional layer is connected to a classification layer directly without max-pooling layer followed.
The classes in the label sequences are represented by One-Hot Encoding. Because we set four classes, the label is set to be y = (y 1 , y 2 , y 3 , y 4 ), y i is marked as 1 if the water content is in the i-th class range, the rest is marked as 0. The label can be treated as the true probability distribution for the target. The activation function in the classification layer is softmax. The output of the classification layer is a probability value between 0 and 1. Cross-entropy loss is applied to measure the loss performance between the labels and the outputs. If we let the true probability distribution be p and our computed model probability bep, then the cross entropy is:
where T is the number in the A-scans waveform, K is the classes number which is 4 in our work. Firstly, let us see what the CNN do in the procedure and which features extracted through the CNN. The same trace as in Fig.3(a) is chosen to show the features extracted by the first four convolution units and the features flatten after the last convolution layer. The features shown in Fig. 5 .
Then, in order to show the differences of the features extracted from CNN, we show the features after flatten operation of each kind of the rest VWCs in Fig. 6 .
Compared the figures in Figs. 5(f) and 6, we can see that the features differences between different classes of VWCs are obvious. Because the figures in Figs. 6(a) to 6(c) are in the same class (Class II), the features are similar to each other but different from other features in different classes. It is shown that the network can extract the features to show the differences for the following classification layer.
We set the class with maximum probability in four classes as the final classification results. We evaluate the performance of the method by correct classification rates (CCR) which is defined using the equation (6) . An average CCR is calculated by equation (7) . The prediction Average CCR and CCR are shown in Table 3 . where N represents the total size of A-scans corresponding to one certain class and i stands for the i-th scan in one category.
where K and i represent the number of category and the i-th category respectively. In order to verify the robustness of the system, we add noise with different SNRs to the raw data and analyze CCR again. We perform performance analysis in Fig. 7 and Table 4 . The result shows that although the prediction accuracy increases with the SNR improvement, the system is robust as the average CCR is higher than 90% even at SNR 0dB. The CCR decreases along with the increase of VWC because the signal attenuation is more severe. When SNR higher than 4dB, the CCR for Class IV can be larger than 90%.
IV. REGRESSION NETWORK
After classification network trained, transfer learning is applied. The CNN part in the classification network (without the 'softmax' layer for classification) is re-purposed on the regression task. The 'softmax' layer is replaced with four fully connected layers which is shown in Fig. 8 . It means that the features extraction layers in the classification network are the same. We use the flatten features obtained in the previous section to do the regression process. Because of applying transfer learning, only weights in the fully connected layers need to be trained in the regression network. In order to train these weights, we use mean squared error cost function shown in equation (8):
where f (x i |θ) is the prediction output of input given a model θ, y i is the measurement value, N represents batch size. Firstly, the regression results of 40 traces in each VWC value are shown in Fig.9 . It is shown that the regression results is satisfied. Compared with the figure and the Table 1 , we can find that the changes in the regression results are actually consistent with the dielectric constants and conductivity values. For example, although the VWC value is 18.48% in the label, the regression results are higher than those of the VWC 19.54%. It should be noted that the dielectric constants and conductivity values in the model with VWC 18.48% are higher than these in the model with VWC 19.54%. The result may be caused by some VWC measurement disturbance occurred in the physical model. However, the regression network can give a reasonable result consistent with the dielectric constants and conductivity value that can prove that the correctness of the network. In order to verify the robustness of the system, we add noise with different SNRs to the raw data and analyze the statistical information. We use mean error (ME) and mean squared error (MSE) to evaluate the statistical performance of the regression method. ME and MSE are calculated by equation (9) . We perform performance analysis in Fig. 10 and Table 5 . The result shows that although the prediction performance increases with the SNR improvement.
where N and i represent the number of A-scans and the i-th scan.
Because the VWC varies in a large range (from about 10% to about 35%), only ME and MSE is hard to evaluate the performance, we add another factor mean error rate (MER). MER can be calculated by the equation (10):
|f (x i |θ) − y i | y i * 100% (10) where N and i represent the total number of A-scans and the i-th A-scan respectively. y i is the true value of VWC, f (x i |θ) is the prediction VWC. The rate can measure the error over the true value which can give the error range relative to truth. The result is shown in Fig. 11 . The prediction performance is improved if SNR increased. When the SNR is larger than 0dB, the prediction MER will be limited in 10%.
V. CONCLUSION
A novel GPR-based subsurface water content classification and prediction technique using deep neural networks is proposed. The technique depends on two CNNs and does not need to extract data features in advance. Both networks take A-scan time-series data as input without any transforms before which means we can apply 1D-CNN which can decrease trainable parameters because of the kernel size is one dimension. A classification network is built based on convolutional layers following max-pooling layers to extract features and a ''softmax'' classifier layer to output prediction category. A regression network is built based on convolutional layers following max-pooling layers to extract features and four fully connected layers to output the value of VWC. The classification network with less trainable parameters is implemented before regression network and get a good performance (average CCR is higher than 90% even at SNR 0dB) in the experiment with measurement data from physical models. Then transfer learning technique is applied to reuse the feature extraction part of classification network to train the regression network to reduce the requirement of training dataset for VWC calculation. MER for the regression network test can be limited in 10% in the experiment which verify the network and transfer learning are effective for the water content estimation.
