Count data, including zero counts arise in a wide variety of application, hence models for counts have become widely popular in many fields. In the statistics field, one may define the count data as that type of observation which takes only the non-negative integers value. Sometimes researchers may Counts more zeros than the expected. Excess zero can be defined as Zero-Inflation. Data with abundant zeros are especially popular in health, marketing, finance, econometric, ecology, statistics quality control, geographical, and environmental fields when counting the occurrence of certain behavioral and natural events, such as frequency of alcohol use, take drugs, number of cigarettes smoked, the occurrence of earthquakes, rainfall, and etc. Some models have been used to analyzing count data such as the zero-inflated Poisson (ZIP) model and the negative binomial model. In this paper, the models, Poisson, Negative Binomial, ZIP, and ZINB were been used to analyze rainfall data.
Introduction
Count data reflects the number of occurrence of certain characteristic in a fixed period of time, that is, Count data are nonnegative integers {0,1,2,3,...}. Count data becomes popular in a wide areas of interesting sciences; such as finance, marketing, health care, weather, and others. Count data with excessive zeros are prevalent in a wide variety of disciplines, in many of these areas of sciences, Sometimes researchers may Counts more zeros than the expected. Excess zero can be defined as Zero-Inflation. Excess zero sometimes may be the reason of occurs Overdispersion (variance a lot larger than mean).
Over-dispersion concept is commonly used in the analysis of discrete data. Therefore, linear regression is not applicable procedure to The difference between negative binomial and Poisson models is that negative binomial models can be used when "over-dispersion" exists even in the nonzero part of the distribution [15] . In this paper, I focus on the models, Poisson, Negative Binomial, ZIP, and ZINB to analyze rainfall data. 
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Poisson Regression Model (PRM)
By taking partial derivatives of the parameters and equalizing the likelihood equation to zero 
Negative Binomial Regression Model (NBRM)
Negative binomial regression is one of types of generalized linear models in which the "dependent variable" Y is a count of the number of times an event occurs. Negative binomial regression is similar to the multiple regression excepting that the response variable (y) is an observed count that follows the " negative binomial distribution". Therefore, the possible values of (y) are "nonnegative integers".
To address the problem of "over- 
By taking partial derivatives of the parameters and equalizing the likelihood
Applying numerical methods such as "Newton
Raphson" to solve equations (4) and (5).
Zero-Inflated Models (ZI)
Excess zeros in certain population is lead to Zero-Inflation which is made up two types of data subgroups (data generation), the 
Zero-Inflated Poisson Regression Model (ZIPR)
The "zero-inflated Poisson" regression is used for modelling count data that show over- 
Subsequently
The term
is given by
( )
Hence, Equation (6) can now be rewritten as
Hence, Equation (8) 
Zero-Inflated Negative Binomial Regression Model (ZINB)
In the same way "zero-inflated Negative 
Subsequently
given by
Hence, Equation (12) can now be written as
for the probability that Y i is a non-zero count;
Hence, Equation (14) can be rewritten as
Therefore, the probability density function for a ZINB model is given by
By GLM [15] , , where X' i are knows independent variables, Lambert (1992) The corresponding Log-Likelihood function of (16) is given as follow
Model Selection
It is important that we have one or more a criterion to consider the best results and choose the appropriate model for data representation.
There are several methods that provide a measure for selecting the appropriate model,
The following four methods will be used: AIC is an evaluating model fit for a given data among different types of non-nested models , and its formula is given as , BIC is another estimator for evaluating model fit for a given data among different types of non-nested models, and its formula is given as , Likelihood ratio test (LR) is a statistical test used to compare two nested models, its formula is given as ( ) ⁄ , and Vuong test (V) is a statistical test used to compare non-nested models [19] , It is defined as The distribution of the number of non-rainfall hours in Hilla weather stations for the two years is shown in figure 1 
Poisson Regression
The model fit statistics and estimated coefficients of Poisson regression model are given in Table 2 and Table 3 . 
Negative Binomial Regression
In order to address the issue of over-dispersion, we used The model fit statistics and estimated coefficients of Negative Binomial regression model are given in Table 4 and Table 5 . Since the initial data analysis of our data implied excess zeros (more than 87.8% of the responses in Hilla weather station , have non-Rainfall days (rainfall hours are zeros)), we develop Zero-inflated regression to handle excessive number of zeros.
Zero-Inflated Regression Models
To fixable the excess zeros problem in non-Rainfall days (rainfall hours are zeros), We used Zero-inflated regression models.
Zero-Inflated Poisson Regression (ZIPR) Model
We used the same explanatory variables in both parts of the ZIPR model. The model fit statistics and estimated coefficients of ZIPR model are given in Table 6 and Table 7 . 
Zero-Inflated Negative Binomial Regression (ZINBR) Model
We used the same explanatory variables in both parts of the ZINBR model. The model fit statistics and estimated coefficients of ZINBR model are given in Table 8 and Table 9 . 
Model Comparison
We used Vuong test to compare non-nested models and Likelihood ratio test to compare nested models, The results of all the Vuong tests are summarized in Table 10 and the results of all Likelihood ratio tests are summarized in Table 11 . Furthermore, the results of all information criterions (fit statistics) for all models were summarized in Table 12 . 
Application results
After estimating the regression parameters for all models using real counting data. The test criteria values for all models were obtained for the purpose of comparing these models and selecting the best ones to represent our data.
The results in 
