Abstract. We study the approximation properties of some finite element subspaces of H(div; Ω) and H(curl ; Ω) defined on hexahedral meshes in three dimensions. This work extends results previously obtained for quadrilateral H(div; Ω) finite elements and for quadrilateral scalar finite element spaces. The finite element spaces we consider are constructed starting from a given finite dimensional space of vector fields on the reference cube, which is then transformed to a space of vector fields on a hexahedron using the appropriate transform (e.g., the Piola transform) associated to a trilinear isomorphism of the cube onto the hexahedron. After determining what vector fields are needed on the reference element to insure O(h) approximation in L 2 (Ω) and in H(div; Ω) and H(curl ; Ω) on the physical element, we study the properties of the resulting finite element spaces.
Introduction
In the series of papers [1] , [2] , and [3] , the approximation properties of finite elements on quadrilateral meshes in R 2 was considered. Papers [1] and [3] examine the case of scalar approximation and paper [2] the approximation of vector functions in the space H(div; Ω) = {v ∈ L 2 (Ω) : div v ∈ L 2 (Ω)} (see also [10] ). For scalar problems, the finite element spaces are constructed in the standard way, starting with a given finite dimensional space of functions on a square reference elementK which is then transformed to a space of functions on each convex quadrilateral element K via a bilinear isomorphism of the square onto the element. It was well known that for affine isomorphisms, a necessary and sufficient condition for approximation of order r + 1 in L 2 and order r in H 1 is that the given space of functions on the reference element contain P r (K), all polynomial functions of total degree at most r onK. In the case of bilinear isomorphisms, it was also well known that the same estimates hold if the function space contains Q r (K), all polynomial functions of separate degree r onK. In [1] , it is shown by means of a simple and non-pathological counterexample, that this latter condition is also necessary. This result was then used to show that various methods that are successful on rectangular meshes lose accuracy when applied on quadrilateral meshes. This includes the use of serendipity finite element spaces, the combination of bilinearly mapped piecewise continuous quadratic elements for the two components of velocity and bilinearly mapped piecewise linear elements for the pressure in the approximation of the Stokes problem, and certain nonconforming finite elements defined on quadrilateral meshes.
In [2] , results were obtained on the approximation properties of quadrilateral finite element spaces of vector-valued functions defined by the Piola transform, extending the results described above for scalar approximation. These finite element spaces are also constructed in the standard way, starting with a given finite dimensional space of vector-valued functions on a square reference element, which is then transformed to a vector-valued space of functions on each convex quadrilateral element via a Piola transform associated to a bilinear isomorphism of the square onto the element. Such spaces are important in defining finite element approximations of H(div; Ω). In [2] , it is shown that for optimal order L 2 approximation, the space of functions on the reference element must contain the space S r , generated by the standard basis functions for the local Raviart-Thomas space of degree r, but replacing the basis functions (x r+1ŷr , 0) and (0,x rŷr+1 ) by the single basis function (x r+1ŷr , −x rŷr+1 ). Additional functions must be added to obtain optimal approximation of the divergence. A consequence of the results obtained is that while the Raviart-Thomas space of index r achieves order r + 1 approximation in L 2 for quadrilateral meshes as for rectangular meshes, the order of approximation of the divergence is only of order r in the quadrilateral case (but of order r + 1 for rectangular meshes). Thus, in the case r = 0, there is no convergence in H(div; Ω). For the Brezzi-Douglas-Marini and Brezzi-Douglas-FortinMarini spaces, the order of convergence is severely reduced on general quadrilateral meshes not only for div u but also for u itself. Also contained in [2] is a construction of a new quadrilateral finite element space that provides optimal order approximation in H(div; Ω). As a further application of these results, it is established that despite the loss of accuracy in the approximation of the divergence, one still retains optimal order approximation in L 2 to both the vector and scalar variable when the standard mixed method is applied to the solution of the Dirichlet problem for Poisson's equation using mapped Raviart-Thomas elements of index r to approximate the vector variable and mapped discontinuous piecewise polynomials of degree r to approximate the scalar variable. Of course, there is a degradation in the approximation of the divergence. By contrast, it is demonstrated in numerical computations that when such elements are used in a least-squares formulation in which the functional J(q,
is minimized over v in the lowest order Raviart-Thomas space and q in the space of mapped piecewise bilinear elements, the loss of accuracy in the approximation of the divergence results in lack of convergence for both the scalar and vector variable.
In this paper, we consider the extension of these results to hexahedral meshes in three dimensions. In this case, in addition to the space H(div; Ω), there is another important space H(curl ; Ω) = {v ∈ L 2 (Ω) : curl v ∈ L 2 (Ω)}, that arises naturally in many applications (e.g., Maxwell's equations). The finite element spaces studied are defined on irregular hexahedral elements obtained by trilinear mappings from a reference cube. These maps are considerably more complicated than bilinear maps in two dimensions, since a general trilinear map of the unit cube produces a solid that can have hyperboloid as well as planar faces. Recent progress has been made on the questions of invertibility of these maps and positivity of their Jacobians on the reference element (e.g., see [17] , [18] , [19] ). Although there has been a fairly extensive study of tetrahedral finite elements, most elements defined on cubes have not been studied to determine if they maintain key approximation properties when mapped to general hexahedrons, despite the fact that this is implicitly assumed, since meshes of regular hexahedrons are quite restrictive in their use. One exception is the case of almost affine elements, (nearly parallelepipeds) which can result from nested refinement strategies, and which have the same approximation properties as elements defined on parallelepipeds (e.g., see [16] , [5] ). For the reader interested in additional background material, a set of hierarchical basis functions for the spaces H(div) and H(curl ) of arbitrary order for the most commonly used reference domains in two and three dimensions can be found in [14] .
Following the approach of [1] and [2] , we shall consider the question of what functions are necessary on the reference element to guarantee optimal order approximation by finite element subspaces of H(div; Ω) and H(curl ; Ω). In particular, we will show that the space obtained by a general trilinear mapping of the Raviart-Thomas-Nédélec element of lowest degree defined on a cube, i.e., a space defined locally by vectors of the form (a 1 + b 1x , a 2 + b 2ŷ , a 3 + b 3ẑ ) does not contain constants, and hence does not have good approximation properties. We then seek to construct the simplest space that does have this property. As we shall see, the resulting space is already quite complicated (a 21 dimensional subspace of the dimension 36 second lowest degree Raviart-Thomas-Nédélec space RT 1 ), even in the lowest order case, and hence we restrict the paper only to this case. We then ask a similar question about what functions are needed to produce an O(h) approximation to div u.
The fact that mapped linears do not approximate well is noted in [12] and [13] . In these papers, an alternative approximation is constructed which gives good approximations in the case when the primary (boundary) faces and also appropriately defined "secondary faces," (internal to the element) are planar. The approach taken is to seek a space on the physical element so that u · n is constant on each boundary face, where n denotes the face normal. The advantage of this approach is that the local dimension of the spaces (6) is the same as for the lowest order Raviart-Thomas space on cubes. The disadvantage is that the standard use of the reference element to simplify computations is lost.
In the case of H(curl ; Ω), a natural place to begin is to consider mappings of the lowest order Nédélec space
defined on the reference cube. Forû of this form, we define u(
where F K (x) is a trilinear map taking the reference cube to the physical element and DF K is the matrix of first partial derivatives of F K . We show that this procedure produces a space which contains constant vectors, and hence provides an O(h) approximation in L 2 . However, the curl of the space does not contain constant vectors, so one no longer has optimal order approximation of curl u. Thus, we construct a new space that does have optimal order convergence.
An outline of the paper is as follows. In the next section, we introduce the notation to be used and collect some preliminary results. In § 2, we consider the case of uniform meshes, and state the three dimensional analogue of results obtained in [1] and [2] in two dimensions. In § 3, we consider what function space is necessary on the reference element in order to produce a mapped H(div; Ω) finite element space providing O(h) approximations in L 2 (Ω), and then derive such as space. We then consider in the following section what additional functions must be added to also produce an O(h) approximation to the divergence. In § 5, we combine these results to derive an H(div; Ω) finite element space that also produces an O(h) approximation to the divergence. Analogous results for the lowest order mapped H(curl ; Ω) space are derived in § 6. In § 7, we show that the discrete de Rham diagram involving these spaces commutes, a key property in the analysis of finite element methods, and then use these results in § 8 to obtain error estimates for the finite element H(div; Ω) and H(curl ; Ω) spaces derived in the previous sections. In § 9, we make some remarks about the application of these spaces to mixed finite element methods. Since the spaces we construct involve a substantial number of degrees of freedom, we consider in the final section whether there are simpler spaces that give optimal order approximation for special classes of hexahedrons.
Notation and preliminaries
Throughout the paper, we suppose that Ω is a polyhedron and that it is covered by a hexahedral mesh T h consisting of elements K of maximum diameter h obtained from a single reference elementK = [0, 1] 3 by the application of a trilinear diffeomorphism
To simplify notation, we shall often drop the subscript K on F K when only a single element is under consideration. For functions in H(div; Ω), the natural way to transform functions fromK to K is via the Piola transform. Namely, given a functionû :
wherex ∈K, x = F (x), and DF (x) is the Jacobian matrix of the mapping F and JF (x) its determinant. We shall assume that sgn(JF (x)) > 0. The transform has the property that if u = P Fû , p =p • F −1 for somep :K → R, and n andn denote the unit outward normals on faces f andf of K andK, respectively, then
where we have used the fact that
Since continuity of u · n is necessary for finite element subspaces of H(div; Ω), use of the Piola transform facilitates the definition of finite element subspaces of H(div; Ω) by mapping from a reference element. Using the Piola transform, a standard construction of a finite element subspace proceeds as follows. LetV ⊂ H(div,K) be a finite dimensional space of vector fields onK, typically polynomial, the space of reference shape functions. Now suppose we are given a mesh T h consisting of elements K of maximum diameter h, each of which is the image ofK under some given diffeomorphism: K = F K (K). We assume the mesh family is shape-regular and non-degenerate in the following sense:
(SR-ND1): There exists a constant σ independent of h and K such that the shape constants σ K := h K /ρ K ≤ σ, where h K denotes the diameter of K and ρ K is the diameter of the largest ball B K contained in K such that K is star-shaped with respect to B K .
(SR-ND2): There exists a constant γ > 0 independent of h and K, such that JF K (x) ≥ γh 3 K for allx ∈K. Remarks. 1) The parameter σ K in (SR-ND1) is termed the "chunkiness" of the element. A uniform bound on chunkiness implies that certain constants in the Bramble-Hilbert lemma are independent of the domain (see [9] , [6] ). We shall use this fact when we prove interpolation error estimates. Assumption (SR-ND2) guarantees that various estimates for F K and its derivatives can be proved.
2) In the case when F K is an affine map, condition (SR-ND2) follows from (SR-ND1). In two dimensions, when F K is a bilinear map, condition (SR-ND1) is not enough to guarantee (SR-ND2). In that case, one may follow [11] (pp 105), and instead define shape-regularity as condition (SR-ND1) with a modified definition of ρ K = 2 min 1≤i≤4 {diameter of circle inscribed in S i }, where S i is the subtriangle of K connecting the vertices a i−1 , a i and a i+1 . This modified definition implies (SR-ND2). The authors of this paper are not aware of a simple geometric condition guaranteeing (SR-ND2) in the case of a hexahedron in three dimensions. Some results in this direction that indicate some of the complexity and other references on the subject can be found in [19] . It is also possible to weaken (SR-ND1) so that K is only assumed to be a finite union of star-shaped domains (see [9] ).
Via the Piola transform, we then obtain the space V (K) = P F KV of shape functions on K. Finally we define the finite element space as
Recall that V h may be characterized as the subspace of
consisting of vector fields whose normal component is continuous across interelement faces. An analogous approach is used for functions in H(curl ; Ω). In this case, given a function
where again, x = F (x). The transform has the property that if u = R Fû , w = R Fŵ , p =p • F −1 , q = P Fq (x), and t andt denote unit tangent vectors in the direction of an edge e andê of K andK, respectively, then
The above results are used to establish continuity of the tangential components of u, necessary for finite element subspaces of H(curl ; Ω). Using the transform (1.3), a standard construction of a finite element subspace of the space H(curl ; Ω) proceeds in the same manner as for H(div; Ω). LetÛ ⊂ H(curl ,K) be a finite dimensional space of vector fields onK. Using the given mesh T h consisting of elements K, each of which is the image ofK under some given diffeomorphism: K = F K (K), we define U (K) = R F KÛ and the finite element space as
Similarly to divergence conforming elements, U h may be characterized as the subspace of
consisting of vector fields whose tangential components are continuous across interelement faces.
Approximation theory of vector fields on uniform meshes
In this preliminary section of the paper, we state the three dimensional analogue of some results obtained in [1] and [2] for approximation of scalar functions and vector fields on rectangular meshes.
Let K be any cube with edges parallel to the axes, i.e., K = D K (K) with
where x K ∈ R 3 is the corner of K with smallest (x, y, z) coordinates and h K > 0 is its side length. The Piola transform (
Kd ivû(x). If we apply the transform (
Kĉ urlû(x). We denote the unit cube by both Ω (when we think of it as a domain) andK (when we think of it as a reference element). For n a positive integer, we let U h be the uniform mesh of Ω consisting of n 3 subcubes of side length h = 1/n. Given a subspaceV of L 2 (K), we define, as in the previous section,
Then the analogue of Theorems 2.1 and 2.2 of [2] for the space H(div; Ω) is as follows. Since we only consider a simple special case, we include the proof of the first theorem. The second is proved in in a similar manner. Theorem 2.1. LetV be a finite dimensional subspace of L 2 (K). The following conditions are equivalent:
Proof. Clearly (i) implies (ii) since if u ∈ P 0 (Ω), then the right hand side of (i) equals zero. By the Bramble-Hilbert lemma, (iii) implies (i). Thus, we need only show that (ii) implies (iii). We have
where we have used the Piola transform and the fact that the mesh is uniform to make the change of variable u(x) = h −2û (x) and v K = h −2v in the last step. In particular, for u = e i , where e i is any one of the three unit vectors,û = h 2 e i . If we setŵ = h 2v , then the quantity c i := inf
is also independent of K. Hence,
The hypothesis that this quantity is o(1) implies that c i = 0, i.e., that the constant functions belong toV . 
Since we do not impose interelement continuity in the definition ofṼ h , we interpret div v as the elementwise divergence of v. Analogous results hold for the space H(curl ; Ω), and are stated below.
The following conditions are equivalent:
elements on hexahedral meshes
In this section, we consider finite element spaces defined by the mapping (1.1) and determine necessary necessary conditions for O(h) approximation of a vector field on shaperegular/non-degenerate hexahedral meshes. We begin by letting F be a general trilinear mapping from the unit cubeK to a general hexahedron K. Hence F is defined by
It follows from the results of the previous section that if we consider a sequence T h = U h of uniform meshes of the unit cube into subcubes of side h = 1/n, then the approximation estimate
is valid only ifV ⊇ P 0 (K). In this section, we show that for this estimate to hold for more general hexahedral meshes T h , stronger conditions onV are required.
Following the arguments presented in [2] , which we shall transfer to the present setting, the key condition needed to determine the setV is that after mapping by the Piola transform associated to the mapping of the cube to an arbitrary hexahedron, the resulting functions on the hexahedron contain the constant vectors (1, 0, 0), (0, 1, 0), and (0, 0, 1). To determine these functions, we apply the inverse Piola transform to these constant vectors, i.e.,
Hence, when u(x) = (1, 0, 0) T ,
If we define
T will have the form:
Vectors of identical forms with coefficients A three terms sum to zero. Hence, there are only two linearly independent coefficients in these three terms, so the linear spaceŜ − 0 involves 20 independent parameters, rather than 21. In fact, defining mappings
we can establish the following result, analogous to Lemma 3.3 of [2] .
Lemma 3.1. LetV be a space of vectorfields onK such that P FV ⊇ P 0 (F (K)), where F is any one of the trilinear isomorphisms 
Applying the second three mappings to these unit vectors gives the vectors
from which we can generate the additional vectors
Applying the third set of mappings to these unit vectors gives the vectors
Applying the final set of mappings gives the vectors
These vectors spanŜ − 0 . There are other choices of mappings that we could have made to achieve this result. These choices will simplify the construction of special meshes, when we use this lemma below to establish the following necessary condition (the analogue of Theorem 3.1 of [2] ) on the choice ofV to ensure the approximation result (3.1).
Theorem 3.2. Suppose that the estimate (3.1) holds whenever T h is a sequence of shaperegular/non-degenerate hexahedral meshes of a three dimensional domain Ω. ThenV ⊇Ŝ − 0 . Proof. To establish the theorem, we follow the proof of Theorem 3.1 of [2] ), and assume thatV ⊇Ŝ − 0 . We then exhibit a sequence T h of shape-regular/non-degenerate meshes (h = 1, 1/2, 1/3, · · · ) of the unit square for which the estimate (3.1) does not hold. We know by Lemma 3.1, that for at least one of the mappings
. We assume, without loss of generality, that for either i = 1, i = 4, i = 7, or i = 9,
To define the mesh T h , we first define for each of the maps F i , a mesh T 1 h of the unit cube, consisting of eight elements K 1 , · · · , K 8 . This is done by specifying the vertices of K 1 and then showing that a trilinear map of the form E • F maps the unit cube onto K 1 , where the map E is a linear isomorphism. To obtain the other elements, we note that for each map F , exactly four vertices of F (K) will have x coordinate equal to zero, exactly four vertices will have y coordinate equal to zero, and exactly four vertices will have z coordinate equal to zero. We then define K 2 as the element in which the the zero x coordinates are set to one, K 3 as the element in which the the zero y coordinates are set to one, and K 4 as the element in which both the zero x coordinates and y coordinates are set to one. The remaining four elements are obtained from these by changing the zero z coordinates to one.
For the map F 1 , we define K 1 to be the element with vertices (0, 0, 0), (1/3, 0, 0), (0, 1/2, 0), (2/3, 1/2, 0), (0, 0, 1/2), (1/3, 0, 1/2), (0, 1/2, 1/2), (2/3, 1/2, 1/2), and define E 1 (x, y, z) = (x/3, y/2, z/2). We then note that E 1 • F 1 is a trilinear map from the unit cube onto the element K 1 . Although we will not write them explicitly, we can then use the description of the vertices of K i , i = 2, · · · , 8 given above to also find trilinear maps from the unit cube onto each of these elements. In this case, all these elements will be congruent to K 1 , but this will not be the case for the other choices of the map F .
For h = 1/n, we then construct the mesh T h by partitioning the unit cube into n 3 subcubes K, and meshing each subcube K with the mesh obtained by applying the mapping D K (x) ≡ x K + h Kx , where x K is the corner of K with smallest x, y, z coordinates and h K is the side length of K. Combining these steps, we see that for each element T of the mesh T h , there is a natural way to construct a trilinear mapping F from the unit cube onto T based on the mapping F 1 . The first step is to compose F 1 with the linear isomorphism E 1 (x) = (x/3, y/2, z/2) to obtain a trilinear map E 1 • F 1 from the unit cube onto the element K 1 . We then obtain, as described above, trilinear maps from the unit cube onto the elements K 2 , · · · , K 8 . Finally, further composition with the map D K (consisting of dilation and translation), taking the unit cube onto the subsquare K containing T , defines a trilinear isomorphism of the unit cube onto T . Having specified the mesh T h and a trilinear map from the unit cube onto each element of the mesh, we have determined a spaceṼ (T h ) based on the shape functions inV . We need to show that estimate (3.1) does not hold. To do so,we observe thatṼ (T h ) coincides precisely with the space
where U h is the uniform mesh partitioning Ω into n 3 subcubes of side length h = 1/n and
Thus, we may apply Theorem 2.1 to conclude that (3.1) does not hold if we can show thatV (T 1 h ) ⊇ P 0 (K). We do this for the first case corresponding to the map F 1 since the argument is similar in the other cases. Now, by construction, the functions inV (
Hence, it is enough to show that P FV ⊇ P 0 (K 1 ). Now by the composition property of the Piola transform,
. But from (3.5), we have that P F 1V ⊇ P 0 (F 1 (K)) and so P FV ⊇ P 0 (K 1 ). Hence, (3.1) does not hold.
We end this section by determining an appropriate set of degrees of freedom for the space V h . Instead of choosingV to be the 20 dimensional linear spaceŜ − 0 determined above, we takeV to be a slightly larger 21 dimensional subspaceŜ 0 of RT 1 (dimension = 36) that includes RT 0 , consisting of all vectorsû of the form:
where again the coefficients A i , B i , C i , etc. are considered arbitrary. The reason for slightly enlarging the space is to be able to find degrees of freedom that will insure continuity of u · n across elements sharing a common face, a necessary condition to have the global finite element space a subspace of H(div; Ω). Since forû ∈Ŝ 0 ,û ·n is a polynomial of degree ≤ 1 on each face, we can insure continuity ofû ·n by specifying 3 degrees of freedom on each face, i.e.,
We then define the final 3 degrees of freedom by We now show that these choices give a unisolvent set of degrees of freedom forŜ 0 . We first observe that ifû 1 ·n 1 = 0 on the facex = 0, then A 1 = C 1 = D 1 = 0. A similar argument using the corresponding normals on the facesŷ = 0 andẑ = 0 gives A 2 = B 2 = D 2 = 0 and A 3 = B 3 = C 3 = 0. The conditionsû ·n = 0 on the remaining three faces give the equations
These are easily solved, giving
Hence, if the 18 face degrees of freedom ofû are equal to zero, thenû will have the form
Necessary conditions for optimal approximation of the divergence
We next consider the issue of what additional functions, if any, must be added to the space on the reference element to also insure an optimal O(h) approximation of the divergence. It follows from the results of § 2 that if we consider a sequence T h = U h of uniform meshes of the unit cube into subcubes of side h = 1/n, then the approximation estimate
is valid only ifdivV ⊇ P 0 (K). We show in this section that for this estimate to hold for more general hexahedral meshes, we will need much stronger conditions onV .
Again following the arguments presented in [2] , the key condition needed is that after mapping by the Piola transform associated to the mapping of the cube to an arbitrary hexahedron, the divergence of the resulting functions on the hexahedron must contain constants. To determine these functions, we use the fact that divû = JF (x) div u.
Thus, if the divergence of the space on the physical element contains constants, the original space must contain the function JF (x) for any choice of the constants b i , c i , etc. An explicit computation gives the formula
Viewing this as a linear polynomial space, and assuming the coefficients are all independent, this is a 20 dimensional subspace of Q 2 ∩ P 4 , which we denote by R 0 (note the monomialsx 2ŷ2 ,x 2ẑ2 , andŷ 2ẑ2 are not present). Since the divergence of our original 21 dimensional space already contained constants, we remove constants from this 20 dimensional space, and denote byQ the span of the remaining 19 monomials:
Thus, R 0 = span{1,Q}. In fact, defining mappings
we can establish the following result, analogous to Lemma 3.4 of [2] .
Lemma 4.1. LetV be a space of vectorfields onK such that div P FV ⊇ P 0 , where F is any one of the trilinear isomorphisms
Proof. Now JF 0 (x) = 1, and using (4.2), we easily obtain the following expressions for JF corresponding to the choices F 1 , · · · , F 11 .
In a similar manner, we find JG 1 (x) = 1 +xŷ, and the following expressions for JG(x) corresponding to the choices
JG(x) = 1 +ŷ +ŷẑ +ŷ 2ẑ , 1 +ẑ +xẑ +ẑ 2x , 1 +x +xŷ +x 2ŷ ,
JG(x) = 1 +x +ŷ +ẑ +xŷ +xẑ +ŷẑ + 2xŷẑ, Taking appropriate linear combinations, we can recover all the elements in R 0 .
Using this lemma, we can now establish the following necessary condition (the analogue of Theorem 3.2 of [2] ) on the choice ofV to ensure the approximation result (4.1).
Theorem 4.2. Suppose that the estimate (4.1) holds whenever T h is a sequence of shaperegular/non-degenerate sequence of hexahedral meshes of a three dimensional domain Ω. ThendivV ⊇ R 0 .
Proof. The proof is essentially identical to the proof of Theorem 3.2, except that Lemma 4.1 and Theorem 2.2 are used in place of Lemma 3.1 and Theorem 2.1. However, in addition to the basic mappings F 1 , · · · , F 11 used in Theorem 3.2, we have also defined the maps G 1 , · · · , G 8 , and we need to check that if any of these is used to define the element K 1 , then we can find additional maps onto elements K 2 , · · · , K 8 , such that the eight elements fit together to form a unit cube. Since the elements G 1 , · · · , G 4 are of the same type as those defined previously, and G 6 , · · · , G 8 are symmetric versions of the same map, we can restrict ourselves to considering only the maps G 5. An optimal order H(div; Ω) space and its properties
As a consequence of Theorem 4.2, a necessary condition for an optimal order approximation of the divergence is that we add toŜ 0 a space of dimension 19, whose divergence gives the spaceQ. We do this in a way so that any element in this space will have the property thatq ·n = 0 on ∂K. It is easy to check that adding vector functions of the form [x(1 −x)g 1 ,ŷ(1 −ŷ)g 2 ,ẑ(1 −ẑ)g 3 ] will satisfy the desired requirements if
Here the coefficientsÃ i ,B i , etc., are considered arbitrary with no relation to the constants used previously. If we denote this space byT 0 , then vector functions in the 40 dimensional spaceV 0 ≡Ŝ 0 ⊕T 0 will have the form:
Here again all constants are considered arbitrary with no relation to the constants defined previously. Note there are some simple computations needed to verify this. For example, in the original 21 dimensional spaceŜ 0 , we allowed vectors of the form (0,ŷx, −ẑx) and (x 2 , −ŷx, −ẑx). By adding the vector (x 2 , 0, 0), we then recover the vectors (0,ŷx, 0) and (0, 0,ẑx). Similarly, inŜ 0 , we allowed vectors of the form (x 2ŷ , −xŷ 2 , 0). By adding the vector (−x 2ŷ , −xŷ 2 , 0), we then recover the vectors (x 2ŷ , 0, 0) and (0,xŷ 2 , 0). The subspace constructed above is a subspace of RT 2 , (dim RT 2 = 108). Note that although the dimension ofV 0 is greater than the dimension of RT 1 , RT 1 is not a subspace ofV 0 , so it does not suffice to simply use RT 1 to obtain optimal order convergence on a general hexahedral mesh.
We then choose degrees of freedom forV 0 to be:
We first show these are a unisolvent set of degrees of freedom forV 0 , and that the resulting finite element space V h will be a subspace of H(div; Ω). Proof. It is easy to see that these degrees of freedom are unisolvent. Setting them all to zero, we first observeq · (0, 0, −1) on the faceẑ = 0 is of the form A 3 + B 3x + C 3ŷ . The conditions on the degrees of freedom on this face then imply A 3 = B 3 = C 3 = 0. Hence,q ·n = 0 on this face, which establishes that the element is divergence conforming on this face, i.e., that the degrees of freedom on the faceẑ = 0 uniquely determineq ·n = 0 on this face. On the faceẑ = 1, the conditionq · (0, 0, 1) = 0 then implies D 3 = E 3 = F 3 =0. Thusq ·n = 0 on this face, and the element is also divergence conforming on the faceẑ = 1.
By similar reasoning on the other faces,
, and thus the element will be divergence conforming on all faces. Using the divergence theorem, and the degrees of freedom (5.2)-(5.3) we also have for allp ∈ P 1 ,
Hence, together with (5.4), we get Kd ivqp dx = 0, for allp ∈ R 0 . Sincedivq belongs to this space, we find thatdivq = 0. Thus,q has the form given by (3.7). It then easily follows from the second set of degrees of freedom that q = 0.
The next lemma shows that the degrees of freedom are unchanged when mapped by the trilinear map F . Lemma 5.2. The degrees of freedom of a function u on K and forû onK are identical provided u andû are related by (1.1) and R ⊕ P 0 is transformed using (1.3).
Proof. This result follows by using the usual change of variables formulae together with the relationship between volume and surface Jacobians in equation (1.34) of [7] and summarized in (1.2).
Necessary conditions for optimal L 2 (Ω) approximation of H(curl ; Ω) elements on hexahedral meshes
In this section, we consider finite element spaces defined by the mapping (1.3) from a reference element and determine necessary conditions for O(h) approximation of a vector field on shape-regular/non-degenerate hexahedral meshes. Following the previous approach, we first determine what shape functionsÛ are needed on the reference cube, so that after application of the mapping (1.3), the resulting functions contain the constant vectors (1, 0, 0), (0, 1, 0), and (0, 0, 1). This is done by applying the inverse of the mapping (1.3) to these constant vectors, i.e., the mapping
When u(x) is the unit vector with i th component equal to one, we find
Hence, the curl conforming finite element space must contain the span of the following functions
This is∇P 1,1,1 , where P 1,1,1 denotes the tensor product of linear polynomials in each variable. Since the lowest order Nédélec space, denoted by N 0 , is given by N 0 = P 0,1,1 ×P 1,0,1 ×P 1,1,0 , we see that N 0 contains the necessary functions. If we apply (6.1) to the space P 1 , then using the expressions for F and DF , it is easy to check that the resulting space of vectors ∈ N 1 = P 1,2,2 ×P 2,1,2 ×P 2,2,1 . By arguments analogous to those used previously, N 1 satisfies the necessary conditions for second order accuracy in L 2 .
We next consider the issue of what additional functions, if any, must be added to the space on the reference cube to also insure optimal approximation of curl u. For this, we use the fact thatĉ
Thus, we are back to the question of L 2 approximation in H(div; Ω), where q = curl u. Nowĉ
Thus, we need to add 15 basis functions to N 0 , whose curls give the remaining vectors in the 20-dimensional space S − 0 . A good choice is the following, whose span we denote by M 0 .
To see that curl M 0 + curl N 0 spans S − 0 , we note that
Using these formulas, together with analogous formulas for the otherφ i , the desired result is easily established. These basis functions all have the property that their edge degrees of freedom are zero, i.e.,φ ·t = 0 along each of the 12 edges of the cubeK, wheret is the tangent vector to that edge. In addition, the tangential component of eachφ vanishes on all except at most one face ofK, and for three of the basis functions, the tangential component vanishes on all faces.
SettingÛ 0 = N 0 + M 0 , we now show that êû ·t p dŝ, p ∈ P 0 for all edgesê with unit tangentt, (6.2) f (∇ ×û) ·n p dx, p ∈ P 1 \ P 0 , for all facesf with normaln, (6.3) K (∇ ×û) ·r dx,r ∈R, (6.4) are a unisolvent set of degrees of freedom for the 27-dimensional spaceÛ 0 , and the finite element space defined from these degrees of freedom is curl-conforming.
We start by proving that the degrees of freedom are invariant under the appropriate change of variables. Proof. This result follows by using the usual change of variables formulae together with the relationship between volume and surface Jacobians in equation (1.34) of [7] (summarized in (1.4) ).
Lemma 6.2. The finite element constructed usingÛ 0 together with the degrees of freedom (6.2)-(6.4) is curl-conforming and unisolvent.
Proof. Using Lemma 6.1, we need only prove unisolvence and conformance on the reference element. OnK, the general basis function inÛ 0 can be writtenû = (û 1 ,û 2 ,û 3 ) wherê
Consider a facef . Suppose the degrees of freedom (6.2) vanish for all edgesê off and that the degrees of freedom (6.3) also vanish forf . With no loss of generality, we can assume the face isẑ = 0. On this face, the tangential components ofû arê
The degrees of freedom (6.2) applied on the edges along (x = 0,ẑ = 0), (x = 1,ẑ = 0), (ŷ = 0,ẑ = 0) and (ŷ = 1,ẑ = 0) show that a 1 = a 6 = a 2 = a 4 = 0. But on the faceẑ = 0,
Using the fact that a 4 = a 6 = 0, the vanishing of the degrees of freedom (6.3) on this face (choosing successivelyp =x and thenp =ŷ) shows that a 13 = a 15 = 0. Thusû 1 =û 2 = 0 on this face. This proves that the element is curl conforming. To show unisolvence, note that if all the degrees of freedom vanish, then all tangential components vanish on the surface ofK, and sô
so the vanishing of the interior degrees of freedom (6.4) shows that a 25 = 0, and similarly that a 26 = a 27 = 0. This completes the proof.
The space we have constructed is first order convergent in both the H(curl ; Ω) norm and L 2 norm. We note that all the basis functions inÛ 0 are contained in N 1 = P 1,2,2 × P 2,1,2 × P 2,2,1 . Hence N 1 is first order convergent in the H(curl ; Ω) norm and second order convergent in the L 2 norm.
Projection operators and the discrete de Rham complex
Associated to the degrees of freedom of the spaceV 0 on the reference element, there is a natural bounded projection operatorπV : H 1 (K) →V 0 . We then define the corresponding projector operator π
Similarly, associated to the degrees of freedom of the spaceÛ 0 on the reference element, there is a natural bounded projection operatorπÛ : H 1 (curl ,K) →Û 0 , where
Since it is not at all obvious, we note that a demonstration that the edge degrees of freedom are well defined for the space H 1 (curl ,K) can be found in the proof of Theorem 3.2 in [8] . We then define the corresponding projector operator π
To describe our discrete de Rham complex, we need to first define some additional spaces. OnK, we defineŜ = P 1,1,1 , the tensor product of linear polynomials in each variable. We then define in the usual way S K = {p : p(F K (x)) =p(x),x ∈K,p ∈Ŝ}, and then
We next define the spaceŴ =divV , i.e.,Ŵ = span R 0 and then a space of shape functions on K by
Finally, we define
For the spaceŜ, we letπŜ be the usual Lagrange interpolation operator (interpolating at the vertices of the setK). For the spaceŴ , we letπŴ denote the L 2 projection. Associated to these projections, we then define projection operators on the element K in the usual way, i.e.,
We now show that the following discrete de Rham diagram commutes
We note that the above diagram is directly related to a similar diagram on the reference element. This follows easily from the relationships below.
Then for example, if we know that πVĉurlû =ĉurlπÛû, we have
To check that the diagram commutes, we shall instead use the relationships given in Lemmas 5.2 and 6.1 between the degrees of freedom on the element K and the elementK. since this is just (6.4). Forr ∈ P 0 we see thatr =∇p for somep ∈ P 1 \ P 0 and so, using integration by parts,
The first term on the right hand side vanishes trivially and the second term vanishes because the degrees of freedom (6.3) vanish.
It remains to show that the face degrees of freedom (5.2) vanish. This is implied by (6.3) if p ∈ P 1 \ P 0 . In the case p ∈ P 0 , using integration by parts, and the vector and scalar surface curls, Thus all the degrees of freedom for∇q vanish and so π U h ∇q = 0. Lemma 7.3. For all sufficiently smooth vector functions v, π Thus we need only consider the above integral forp ∈ P 1 . Integrating by parts, we obtain
The first integral vanishes forp ∈ P 1 using the volume degrees of freedom (5.3) since∇p ∈ P 0 . The second term vanishes using the face degrees of freedom (5.2).
Combining the three lemmas above shows that the discrete de Rham diagram commutes.
Approximation estimates
We have shown in the previous sections that necessary conditions for the space V h to have optimal O(h) approximation in both L 2 and H(div; Ω) are that the spaceV on the reference element from which V h is constructed satisfieŝ
We have further established that the choiceV =V 0 satisfies these conditions. We show in this section that the space V h constructed fromV 0 does have these optimal approximation properties. Throughout, we assume, as usual, that the mesh family {T h } h>0 satisfies (SR-ND1) and (SR-ND2).
Theorem 8.1. LetV =V 0 . Given a hexahedral mesh T h of a domain Ω, there exists a constant C depending only on the bound forπV (defined above) and on the shape-regularity/nondegeneracy constants of the mesh T h , such that
We have also shown in the previous sections that necessary conditions for the space U h to have optimal O(h) approximation in both L 2 and H(curl ; Ω) are that the spaceÛ on the reference element from which U h is constructed satisfieŝ
We have further established that the choiceÛ =Û 0 satisfies these conditions. We also show in this section that the space U h constructed fromÛ 0 does have these optimal approximation properties.
Theorem 8.2. LetÛ =Û 0 . Given a hexahedral mesh T h of a domain Ω, there exists a constant C depending only on the bound forπÛ (defined above) and on the shape-regularity/nondegeneracy constants of the mesh T h , such that for all v ∈ H 1 (Ω) with curl v ∈ H 1 (Ω),
The proof of these estimates makes use of two applications of the Bramble-Hilbert lemma. The first gives a result that provides the correct scaling for all, but the lowest order term. The second uses the fact that the interpolation operators reproduce constants on the physical element to improve the estimate in the lowest order term. We begin by stating some preliminary estimates. Sincê
Using the cofactor formula for [DF (x)]
−1 , we get for some constant C independent of K,
, we get using the usual change of variables, the above estimates, and the assumption that the mesh is shape-regular and non-degenerate that
Again changing variables and estimating as above, we find
. In both these estimates, the constant C will depend on the shape-regularity/non-degeneracy constants γ and σ defined in (SR-ND1) and (SR-ND2) through the bound on (JF )
and the constant in the Bramble-Hilbert lemma. Combining these results, we obtain
. Although this is not the estimate we want, since the lower order term does not scale in the same way as the first derivative terms, we can improve this result by using the fact that for u ∈ P 0 (K),û = P −1
. We can now again apply the Bramble-Hilbert lemma (see Lemma 4.3.8 of [6] 
, where C will again depend only on the constant γ. This establishes (8.1).
We next consider the proof of (8.2). Letting p = div u, we wish to show that
. Again applying the standard scaling argument using the Bramble-Hilbert lemma, we obtain the estimates
where we have used the facts that sincedivû =ĴF (x) div u,p = JF (x)p, and
Combining these results, we get
). Again, this procedure does not give the desired estimate, since the lower order term does not have the necessary scaling. However, since π W K p is exact for constants, we proceed as above, obtaining (8.2) .
Sinceĉurlû(x) = JF (x)(DF −1 )(x)curl u(x), we can use formula (8.5) of the previous section with u replaced by curl u to get
where
Then the standard change of variable and scaling argument gives
Combining all these results, we obtain
As above, we have that π U K u is exact for constants, and so an additional application of the Bramble-Hilbert lemma to the first term gives (8.3) . Finally, since curl π 
Application to mixed finite element methods
We consider in this section the application of the results on H(div; Ω) and H(curl ; Ω) finite elements to the approximation of a boundary value problem for the vector Poisson's equation in three-dimensions. More specifically, we consider the problem
where Ω is a convex polyhedral domain in R 3 . Introducing the additional variable σ = curl u, the mixed formulation is:
Problem (P): Find σ ∈ H(curl ; Ω), u ∈ H(div; Ω) such that
where (·, ·) denotes the L 2 (Ω) inner product. For U h ⊂ H(curl ; Ω) and V h ⊂ H(div; Ω), the mixed finite element approximation is:
Problem P h : Find σ h ∈ U h and u h ∈ V h such that
To establish stability and quasi-optimal error estimates of this saddle point system, we let
Following [4] , stability and quasi-optimal error estimates are ensured by the existence of positive constants γ and C, independent of h, such that for any (σ, u) ∈ U h × V h , there exists (τ , v) ∈ U h × V h satisfying the following conditions.
In order to verify that these conditions are satisfied, the key step is to first establish appropriate discrete Poincaré inequalities.
Then there exist constants K 1 and K 2 independent of h, such that
Proof. Following a standard approach, we first find w ∈ H 1 (Ω) and
. The result follows directly by applying (8.1). The proof of the second inequality is essentially the same as the first with one additional technicality. Namely, we cannot simply use (8.3) to replace (8.1), since the right hand side also involves the norm curl ρ H 1 (Ω) . However, since curl ρ = curl ρ h ∈ V h , we can use inverse assumptions to replace the term h curl ρ h H
, and the proof proceeds as above.
We now establish stability of the approximation scheme.
Theorem 9.2. For the finite element spaces U h and V h defined in the previous sections, the approximation scheme Problem P h gives a stable approximation to Problem P, i.e., conditions (9.1) and (9.2) are satisfied.
Proof. Using the discrete de Rham sequence, we can write u = curl ρ h + w h for some ρ h ∈ U h satisfying (ρ h , grad s) = 0, ∀s ∈ S h , and some w h ∈ V h satisfying (w h , curl ψ) = 0, ∀ψ ∈ U h . Choosing τ = σ − tρ h , and v = u + curl σ, with t is to be determined, we obtain
. Next note that from the first Poincaré inequality, we get
. Then, choosing t = 1/K 2 2 and using the second Poincaré inequality, we get
The upper bound (9.2) follows directly from the decomposition of u and the discrete Poincaré inequalities.
H(div; Ω) elements on restricted classes of hexahedrons
Since the spaces we have constructed for general hexahedrons are quite complicated, we now consider the question of whether there are simpler spaces that give optimal order approximation for special classes of hexahedrons.
10.1. The case h = 0. We first consider the case when the map F has no cubic terms. This means that the image of the point (1, 1, 1) on the reference cube is no longer independent of the choices of the images of the remaining seven vertices.
In this case, we find that the coefficients E 1 , E 2 , E 3 , H 1 , H 2 , H 3 all vanish, so that the 21 dimensional subspaceŜ 0 of RT 1 reduces to a 15 dimensional space. However, in order to form a finite element space of H(div; Ω), we must retain continuity of u · n across faces, and thus need three degrees of freedom per face (since u · n is a linear on each face). Thus, we consider the 18 dimensional space, in which only the H i are taken to be zero. Then we can use the same face degrees of freedom as for the 21 dimensional space, i.e., F (u · n)p ds, p ∈ P 1 (F ).
In addition, in the expression for JF (x), all the cubic and quartic terms (with the exception of the xyz term) vanish, i.e.,
Thus, we can reduce the 40 dimensional space found earlier to a 28 dimensional space of the form:û
If we denote byQ 1 , the span of the monomialŝ x,ŷ,ẑ,xŷ,xẑ,ŷẑ,x 2 ,ŷ 2 ,ẑ 2 ,xŷẑ, then we may choose as degrees of freedom for this space
Truncated pyramids with flat faces.
To simplify the presentation (and without loss of generality), we consider in this section the class of mappings for which the top and bottom faces are parallel to the x − y plane. Thus, F 3 = a 3 + d 3 z, i.e., b 3 = c 3 = e 3 = f 3 = g 3 = h 3 = 0 (and d 3 = 0). We then add conditions that constrain the remaining faces to be flat.
Since the planex = x 0 maps to:
these points will lie in a plane if there exists constants α, β, and γ, not all zero, such that αx + βy + γz = δ, where δ is a constant. For this to occur, we require:
The above system will have a non-trivial solution if det(c + x 0 e, d + x 0 g, f + x 0 h) = 0. Applying similar arguments, we find thatŷ = y 0 will map to a plane if det(b + y 0 e, d + y 0 f , g + y 0 h) = 0. We assume that JF (x) = 0 for all 0 ≤x,ŷ,ẑ ≤ 1. In particular, applying this condition at the points (x 0 , 0, 0), (0, y 0 , 0), and (0, 0, z 0 ) we get using (3.2) that for 0 ≤ x 0 , y 0 , z 0 ≤ 1,
Thus, we conclude that for x 0 = 0 and 1, the vectors c + x 0 e, d + x 0 g, and f + x 0 h are linearly dependent, while the vectors c+x 0 e, d+x 0 g, and b are linearly independent. Hence, f + x 0 h can be written as a linear combination of c + x 0 e and d + x 0 g. However, since c 3 = e 3 = f 3 = g 3 = h 3 = 0, we must have for some constants α 0 and α 2 that
Analogously, we get for constants γ 0 and γ 2 that
Hence,
If we insert (10.1) and the formulas
in the original definition of the constants A j i , B j i , etc., and simplify, we obtain for j = 1, 2, 3,
Hence, we have the general relationship
Thus, the original 21 dimensional space forû may be reduced to the 17 dimensional space consisting of vectors of the form
which we can further rewrite in the form
We shall think of these equations as determining
Sinceû ·n is of the form a + bz on the facesx = 0, 1 andŷ = 0, 1, we can take as degrees of freedom,
where p = a + bz on the four facesx = 0, 1 andŷ = 0, 1 and p ∈ P 1 (F ) on the facesẑ = 0, 1. Setting these degrees of freedom equal to zero,û will again have the form of (3.7). Hence, the final three degrees of freedom can again be taken as in (3.6) .
From (10.1) and (10.2), we also find that some of the terms in the expression for JF (x) vanish, i.e., If γ 2 = α 2 = 0, then f = g = −h and again the above three terms vanish. However, since b and c are linearly independent, if γ 2 = α 2 = 0, then γ 0 = γ 2 and α 0 = α 2 and so α 2 = α 0 = γ 2 = γ 0 ≡ α. Hence, f = αc, g = αb, h = αe.
In this case, we would not have the vanishing of the three additional terms, since det(e|f |g)xyz = −α 2 det(b|c|e)xyz, det(f |g|h)xyz 2 = −α 3 det(b|c|e)xyz 2 ,
[− det(c|e|g) + det(b|c|h) + det(b|e|f )]xy = −α det(b|c|e)xy, and in general, the vectors b, c, e, will be linearly independent. Thus, in the general case, we can only eliminate the 8 basis functions that correspond to the terms in JF (x) that are zero. Eliminating the appropriate functions from (5.1), we then need to add to our space an 11 dimensional space consisting of functions of the form u 1 =x(1 −x)(Ã 1 +B 2ŷ +B 3ẑ +Hŷẑ), u 2 =ŷ(1 −ŷ)(Ã 2 +B 2x +C 3ẑ +Hxẑ), u 3 =ẑ(1 −ẑ)(Ã 3 +B 3x +C 3ŷ +D 3ẑ + E 3ŷẑ +F 3xẑ +Hxŷ +Ĩ 3xŷẑ ).
Combining these spaces, we thus can replace our original 40 dimensional space by a 28 dimensional space of the form u 1 = A 1 +B 1x + D 1ẑ + I 1xẑ +x(1 −x)(P 1 + Q 1ŷ + R 1ẑ + Kŷẑ), u 2 = A 2 +C 2ŷ + D 2ẑ + I 2ŷẑ +ŷ(1 −ŷ)(P 2 + Q 2 x + S 1 z + Kxẑ), u 3 = A 3 + B 3x + C 3ŷ +D 3ẑ + J 1ẑx + J 2ẑŷ +ẑ(1 −ẑ)(P 3 + R 2x + S 2ŷ + R 3ẑ + Kxŷ + L 3ŷẑ + M 3xẑ + N 3xŷẑ ), where we have replaced the independent variables B 1 , C 2 , D 3 ,Ã 1 ,Ã 2 ,Ã 3 , and B 2 , B 3 , C 3 , H 1 , H 2 , H 3 by an equivalent set of independent variables given below.
10.3. General hexahedrons with flat faces. In the previous section, we have seen that we can construct a simpler linear space in the case of a truncated pyramid, i.e., when all faces are flat and two are parallel. A natural question to ask is whether we can construct a simpler linear space, if we only assume that all faces are flat. However, based on simple symmetry arguments and the results of the previous section, we see that no simpler linear space is possible. If we perform computations for truncated pyramids when two faces of the truncated pyramid are parallel to either the x − z plane or the y − z plane, it is clear that in general, we can not remove any of the coefficients in the 21 dimensional space forû, based only on the assumption that all the faces are flat. For example, although we found that B 2 = 0 if we consider the case of two faces parallel to the x − y plane, B 2 will not be zero if we take faces parallel to the x − z plane. We can also use symmetry arguments to see that none of the eight basis functions corresponding to the eight vanishing terms in J(x), can be removed, since they will not be zero for one of the other truncated pyramids.
10.4.
Hexahedrons with flat boundary and midplane faces. We next consider a more restrictive situation, in which we require both the boundary faces and the midplane faces (corresponding to mappings of the planesx = 1/2,ŷ = 1/2, andẑ = 1/2) to be flat. This case has previously been studied, using a different approach, in [12] and [13] .
As we have seen previously, the planex = x 0 maps to a plane if det[c + x 0 e, d + x 0 g, f + x 0 h] = 0, the planeŷ = y 0 will map to a plane if det[b + y 0 e, d + y 0 f , g + y 0 h] = 0, and z = z 0 will map to a plane if det[b+z 0 g, c+z 0 f , e+z 0 h] = 0. We then need to seek solutions of the 9 non-linear equations corresponding to the choices x 0 = 0, 1/2, 1, y 0 = 0, 1/2, 1, and z 0 = 0, 1/2, 1. A family of solutions is obtained by letting b, c, and d be arbitrary linearly independent vectors and choosing e, f , g, and h to satisfy e = φb + ψc, f = αc + βd, g = γb + δd, h = γφb + αψc + βδd, where the constants α, β, γ, δ, φ, ψ satisfy the following three equations.
γφ − αφ − βγ = 0, γψ + δα − αψ = 0, δβ − φδ − ψβ = 0.
Then, (10.3) h = γe + δf = αe + βg = ψf + φg,
and it easy to see that with this choice, the three determinant conditions are satisfied for all values of the parameters x 0 , y 0 , and z 0 . We would like to show that even with these restrictions, we will not obtain a simplification in the linear space for the vectorû. Although we will not establish precisely this result, we will show that in the general form of the 20 dimensional space we obtained in (3.4) , none of the constants can be zero for all choices of the variables satisfying the above constraints. By symmetry, we need only check a few of the 21 entries in (3.3). Clearly, A 1 i will not be zero. By symmetry arguments, we need only check one of the next 9 entries. We see that However, for mappings of this type, there will be a simplification in JF (x). In particular, it easily follows from (10.3) that det(e|f |h), det(e|g|h), det(f |g|h), and det(e|f |g) are all zero. Thus, in this case, JF (x) no longer contains the four terms x 2 yz, y 2 xz, z 2 xy, and xyz.
