The automatic tracking ofbees while pollinating macadamia trees is important for the understanding of reproductive biology and fruit yield. We present techniques for tracking these small targets in an uncontrolled illumination environment and where the background is not fixed. Our results indicate we can tack, based on color, bees moving in 3D in paths over 3s long (72 frames). Ktywords: Segmentation, motion detection and estimation, image sequence processing, application of image processing technology to plant biology.
INTRODUCTION
Applications of image segmentation, motion detection in a sequence of frames and object tracking have focused on tracking relative large objects that travel in restricted fashion. A typical example is tracking vehicles from another vehicle [l] . These systems have achieved real-time performance; but large number of pixels in a blob correspond to moving objects. Thus, methods can afford extracting features (lines and comers) to identify object flow [2] . Also, the objects do not change direction rapidly (cars are essentially restricted to travel in 2D space), so the clusters of directional vectors can be updated smoothly over several frames. Optical flow techniques are computationally expensive and regarded as unrealistic in many real-time situations unless specialized hardware is available (31.
We present algorithms for tracking bees (small insects) flying around macadamia trees (an outdoor environment with uncontrolled illumination). We use inexpensive equipment and segmentation on color. The background changes as wind and other factors move the flowers and leaves on the scene. Also, the camera itself is subject to vibration. This challenging application is our focus. Our research is part of a larger project where obtaining reliable data of insects acting as pollinators is crucial for optimization processes of agricultural products. So far, the only attempt (that we are aware ai) to record automatically the behavior of insects involves tracking 2D paths from ants in an in-door, illumination controlled environment [4] . The tracking of such small CSIRO -Plant Industry Brisbane 4068 QLD Australia objects on rather complex moving backgrounds precludes an approach that would use edge detection algorithms to identify regions and then analyzes differences between regions rather than pixels in nearby frames.
THE APPLICATION
Over 30% of humans' total diet worldwide derives directly or indirectly from insect pollination of plants. All horticultural crops and some field crops respond to pollination. Reproductive factors other than pollen compatibility are involved in pollination success (such factors include effectiveness of bees in enhancing pollen flow under orchard conditions). Also, integrating these factors can result in recommendations to maximize yields by improved management and/or orchard design for macadamia. However, the understanding of all these factors and their influence is limited.
In an orchard situation, the behavior of the pollinating agents, the bees, is dependent on the flower opening pattern and the duration of their attractiveness. When the flowers are visible and producing nectar and pollen, the bees need to visit them. This is the period corresponding to pollen receipt on the stigma and for which we collect our data. Individual flowers are attractive for 3 days [5] . Within a day, the flower opening peaks in the early afternoon [5] which can correspond to one of the peaks of the bimodal insect activity [6] . The European honeybee and the native bee, Trigona sp., are the most important pollinators of macadamia [6, 51 . The honeybee is effective over long distances while the Trigona is effective in promoting near neighbor pollination [7] . While the nectar attracts the bees to macadamia, it is the availability of pollen that determines the actual pollen flow [SI.
Experimental Setting
The number and movement of honeybees during flowering are typically investigated through manual data collection method and random sampling at random times. This approach is time consuming and resource intensive. Our goal is to develop a more automated approach. The video stream 0-7803-7750-8/03/$17.00 02003 IEEE was captured over a wireless link and a camera placed in a macadamia orchard. The image shifts position due to wind blowing around the flowers even if he camera is fixed. Wind shakes the camera as well. The speed and the direction of bees is difficult to predict. Bees can move quickly across the image sequence and also hover motionless across image sequences. Noise is introduced from the camera and transmission of the video across wireless medium. The image quality is not high. In fact, the environment requires the use of inexpensive color CCD cameras. The camera is exposed to severe weather conditions and thus, it was boxed into a waterproof container. The placement in an orchard eliminated fixed power sources and thus boxed batteries had to be provided. The batteries were large to support long recording times. The camera had to be fixed in a position that reduced its movement as much as possible but oriented tw ward a cluster of flowers. The camera has a focal length of approximately 30cm and a field of vision of approximately 160". The wireless link covered approximately 100m. The receiver allows the videocassette reorder to store intervals of over one minute every IO minutes. The video-capture device allowed images of 320x240 pixel resolution at 24 frames per second. The capture ofthe video was stored digitally as three channel RGB video file in '.avi' format. Figure I shows two consecutive frames where one bee is flying over clear background.
THE TECHNIQUES
One of the main lessons from years of research in computer vision is that "segmentation of an image into 'meaningful' parts is almost always the first step in any image analysis process" [9] . We are interested in detection and tracking of moving bees in image sequences. This falls within the area of Change Detection [lO] (CD). The task involves finding significant differences between the frames in input video stream under the varying illumination and camera movement conditions. Little research has attempted this in outdoor, time-varying conditions [ IO] although object identification based on color is probably one of the most studied problems in computer vision and pattern recognition. It is believed that for controlled illumination environments (like in-door situations), object recognition is solved by classical statistical methods like maximum-likelihood classifiers that model color variations as Gaussian noise. For un-controlled illumination scenarios (like outdoors) we face added complexity. The apparent color of an object is affected by the illuminant color, the illumination geometry and the viewing angle [I I] . Also, shades, cloud cover and other factors [l I] have stimulated the use of other features and more costly sensors (like infra-red, radar, etc). Neverthclcss, object identification by color continues to be of interest in outdoor settings [12] ; specially due to the low cost of the required image-capture equipment. differencing but will be based on color. Thus, we explain frame differencing methods successful in tracking cars [13], traffic monitoring [3] and object tracking in general [ 14,151. The techniques assume that the camera is fixed and the image is not moving from frame to frame [ 16, 17, 181. Because we do not have a constant background, we use twoframe differencing. That is, we use N x M digitized images were the pixel for the t-th frame I t ( z , y) and its prede- < ' Changes to illumination and noise affect the quality of the results of this method. These problems are reduced with the deviate model (DM) method [20] (also known as geo-differencing). Here, local statistics are computed by considering (square n x n)
regions Rt and Rt-, centered at (x,y) for the respective input images [21] . We have RGB values for each pixel
I t ( z ? y ) ; thus, we have { R t ( z , y ) , G t ( z ,~) , B t ( z ; y ) } .
The approach proposed here combines four aspects.
1.-The use of a color projection as the leading feature to track a moving object.
2.-The locality of information around the object (spatial locality).
3.-The historical construction of a background image by weighted average (an evolving statistical model [22] ).
4.-Domain knowledge on the size and aspect of the objects of interest.
Color projection
Consider SD for frame differencing or much more sophisticated methods (like binary statistical morphology [IO] ).
Under the fixed camera assumption, a simple fact is that, if an object has moved between two frames, then something changes in the pixels corresponding to the object. Thus, we profit that we have 3 channels, and thus, we can trace simul- to monitoring the largest change in a channel). Assume for now that the algorithm uses high differences in ,VI as its starting directing feature. Then, the algorithm may tracing a group of 2 to 5 pixels that exhibit high difference on A4 because they correspond to a bee in motion and in clear view.
Ill
However, when the bee flies behind a Rower, values for A4
on the bee and its neighboring pixels become too similar.
But, values in R (or perhaps the other 2 colors) show large discrepancy between the bee and the flower. This is because the Rower offers some transparency as well as some shade on the bee. Because of our domain knowledge (described later), the algorithm switches its directive feature.
From that moment, pixels with high discrepancy on R are
highlighted. This switch of feature is triggered by lost of significance in discrepancy on the current leading feature, high discrepancy in another feature in very close proximity of the group of pixels highlighted in recent frames by the current feature. We have implemented this in our system with reasonable success using SD; note, however, that it could be extended to any frame differencing method.
Spatial locality
Again, consider SD as the starting point. Determining a threshold that would adjust to illumination conditions and applicable to all pixels in the image automatically seems truly difficult. However, we take advantage of the fact that our moving objects are very small. Thus, we can use a region centered on the recent small blob of highlighted pixels as the source of information. This locality is applied in two ways. First, rather than testing if a feature, say R has IRt(z,y) -Rt-l(z,y)I > T (where T is a global threshold), we identify if IRt(z,y) -Rt-l(z,y)I is significantly large with respect to the distribution of IRt(u, w) - -l(u, U) [ for pixels (U, U ) in the local region R centered at (2, y). Second, the region updates locally an evolving model described next.
Rt

Statistical Evolving Model
Collins et al [3] and Balch et al [4] use a Statistical Evolving Model (ESM) to automatically generate a fixed background. The approach involves a weighted average, where if at pixel (z, y) the current generated background is pt then the new generated background is Pt+l = A@, + (1 -A)lt(z,y) (where X = T x f and f is the frame rate and T regulates how quickly the generated background adapts to intensity changes). We not only apply this approach to create features that not only analyze change between consecutive frames, but also, change between current frame and background.
Domain knowledge
We incorporate domain knowledge in several aspects. The most immediate ones are large objects classified as having no interest. This usually correspond to entire flowers vibrating or swung by the wind. Similarly, very small objects (one pixel or 2) are removed as noise. Most importantly,
we influence the analysis of the current frame and its predecessor by focusing on where are the tails of the current paths of bees that are being followed. In fact, this is an important component of our system and we extend it into the future. That is, we not only match paths from the past but also from the future. The simple principle we are applying here is that moving bees should be traceable objects if we play our video stream forward or if we play it backward.
RESULTS
The results of applying SD with T = 105 (Fig 2 (a) ) and T = 75 ( Fig. 2 (b) ) detect well a bee flying over the clear backgroud. However, bees over the flowers are not detected and lowering the value of T shows movement of leaves and not the other bees (Fig 2 (c) ). By using ESM and the color channels we see that movement not detected on the blue channel is picked up by the green channel (for an example, see Figure 3 ). Thus, applyign our techniques we obtain paths as shown in Figure 4 . Here, the adtaptive threshold T is computed over a region of 40 pixels around each pixel.
The ESM is such that It--3 contributes less than 1%. Blobs less than 3 pixels are removed. Fig. 4 . Resulting paths on a segment of 120 frames
FINAL REMARKS
Some problems still remain. A small stigma or a leave vibrating overtime is indistinguishable from a bee path except by the fact that remains fixed over the same set of pixels in the image. In Figure 4 , some results (two bottom and two top) are not actually bees. Nevertheless, in the right most path, the bee flys over and behind flowers. It corresponds to a path of a bees moving in 3D for over 3s long (72 frames).
