Abstract. New general properties in the S-boxes were found. Techniques and theorems are presented which allow to evaluate the non-substitution effect in f and the key clustering in DES. Examples are given. Its importance related to the security of DES is discussed.
Introduction
The Data Encryption Standard, in short DES, is NBS' cryptographic standard for the protection of commercial computer data (FIPS, 1977) . Since 1981, it is also an ANSI standard. In the meantime, it is called DEA by ANSI (ANSI, 1980), and it is yet in use in many industrial applications. Recently it has been proposed to become an IS0 (International Standard Organisation) standard under the name of DEAl (ISO, 1983) .
There exist several reasons to explore the internal structure and the functionaI properties in the DES.
1. It can help to understand the DES. Remark that the design criteria of the DES are still classified (Bernhard, 1982 ). 2. A better understanding of DES can have two consequences: on the one hand, the detection of weaknesses can speed up a cryptanalysis attack. The detection of inherent strengths will on the other hand simplify the task of defining new standards when they will be needed.
3.
The structure can be used in order to simplify or to speed up hardware and soft ware implement at ions.
To achieve the proposed goals, we first overview (Section 2) the technical description of the DES as it appeared in the NBS publication. In Section 3 general properties in the S-boxes and in the key scheduling will be combined.
We analyze several functions in order to combine their properties. As a consequence this can be used to find different cleartexts for which the function f in DES gives the same output. These results can also be used to analyze the key clustering in DES. It means to verify if there exists different keys which gave for most cleartext the same ciphertext.
NBS description of the DES
The DES algorithm, as described by NBS (FIPS, 1977) , consists of three fundamental parts: enciphering computation, calculation off ( R , K ) and key schedule calculataon. They are are briefly described below.
First observe that several boxes are used in the DES algorithm. It would be a too long explanation to give the details of all these boxes; it can be found in the NBS description. The kind of boxes (e.g. permutation) will be mentioned.
Remark that the input numbering starts from 0 for some boxes and from 1 for the other ones.
In the enciphering computdtion, the input is 6rst permuted by a fixed permutation IP from 64 bits into 64 bits. The result is split up into the 32 left bits and the 32 right bits, respectively, this is L and R. Then a bitwise modulo 2 sum of the left part L and of f ( R , K ) is carried out. After this transformation, the left and right 32 bit blocks are interchanged. Observe that the encryption operation continues iteratively for 16 -steps or rounds. In the last round, no interchange of the last obtained left and right parts is performed; the output is obtained by applying the inverse of the initial permutation IP to the result of the 16-th round.
In the calculation of f ( R , K ) the 32 right bits are first expanded to 48 bits in the box E , by taking some input bits twice, others only once. Then a bitwise modulo 2 sum of the expanded right bits and of 48 key bits is performed. These 48 key bits are obtained in the key schedule calculation, which will be explained later on. The results of the modulo 2 sum go to the eight S-boxes; each of these boxes has six inputs and four outputs. The S-boxes are nonlinear functions. The output bits of the S-boxes are permuted in the box P.
Let us finally describe the k e y schedule calcdation. The key consists of 64 bits, of which 56 bits only are used. The other 8 bits are not used in the algorithm. The selection of the 56 bits is performed in box PC1, together with a permutation.
The result is split into two 28 bit words C and D. To obtain the 48 key bits for each iteration, the words C and D are first left shifted once or twice. A selection and a permutation PC, are then applied to the result. The output of PC2 is the 48 bit key word which is used in f ( R , K ) . An additional table tells the user how many shifts must be performed to obtain the next 48 key bits of the key for the following round. DES can be used in four modes (FIPS, 1980; Konheim, 1981 
Propagation characteristics
We first analyze the new properties, which we observed in the expansion phase, the S-boxes and the key scheduling. We combine our results with older ones (Davio & al., 1983) in order to discuss the non-substitution property in f and the key clustering in DES. Let 
The expansion phase
The expansion phase plays a very important role in this section.
The S-boxes

An introduction
We observed several new properties in the S-boxes. Most of our new properties are valid for all S-boxes and are consequently called "general properties". In the following sections some of these properties are used in order to analyze in which measure f is not a substitution and to analyze the key clustering. We did not apply all general properties in the following sections; perhaps in the future one will be able to explain why the S-boxes have these properties or to use them in some deeper analysis of DES.
Two kinds of properties are discussed. In the first kind we fix some input bits of the S-boxes (1,2, ... , or 5 of the 6 possible bits). We are interested in what changes are propagated at the output and how? E.g. for the output one can wonder if the 4 output bits are always be distinct if we change the non-fixed input bits, or if for some inputs the output is not affected. Secondly we discuss how the output changes if we complement some input bits of the S-boxes.
We number the inputs of one S-box by abcdef. We number the S-boxes from 1 to 8 and denote them as Si. Remark that representations of the S-boxes, other than in the NBS norm, may be useful (Davio & al., 1983 ).
3.3.2.
Properties of the S-boxes if some input bits a r e fixed
The inputs a, b, e, f of the S-boxes play a special role in DES. Indeed one half of the message input bits in each round influences two S-boxes. These bits will go to the mentioned input bits. These bits will play an important role in the analysis of the non-substitution property of the function f in DES. The next properties draw special attention to the mentioned input bits. The following properties can however easily be generalized. One can easily verify them using a computer program.
We number the properties by a double numbering technique, such that it is easy to refer to them.
of an S-box can or cannot change if one modifies the inputs of an S-box in the following way:
(a) f i x the inputs e and f (b) one is allowed to change c and d to an arbitrary value c' and d' (c) one changes the inputs a and b as described in the properties
Remark: One can wonder why e.g. Si(O,O,c,d,e,f) was not compared with Si(O,l,L,d',e,f). This property is already known, indeed it is known (Konheim, 1981) 
The properties described here are in fact a generalization of it. (c) one changes the inputs e and f as described in the properties
If i = 4 then:
Remark The properties 1.3 and 1.4 change if one also allows that the input e changes to the input e'. Then it will be possible to find identical outputs for special inputs. A similar remark is true for property 2.4 (i = 4) if one allows that the input b changes.
3.3.3.
Complementation properties of the S-boxes A well known (HelIman & al., 1976) property for the S-boxes is that if one complements one input of an S-box at least two output bits will change. We analyze the effect of complementing two input bits, while leaving the other ones unchanged. It is evident that one can easily generalize our properties for the case that 3 or more bits are complemented. The first aim was to observe whether it is possible to maintain a constant output if only two bits are complemented. First observe that in order to maintain a fixed output one has to complement bit a or f , otherwise we conflict with the permutation property of the "rows" in the S-boxes. For special abcde f inputs the output of an S-box remains unchanged if one complements two of the input bits.
It is remarkable that only if ab is complemented we have that the output for all S-boxes changes. This is however very easy to prove starting from our properties 1.3 and 1.4 of the previous section. In a similar way one can use properties 2.3 and 2.4 to prove the above conclusion for complementing ef.
3.4.
The key scheduling
In our analysis of the key clustering we used in detail the key scheduling in
DES.
The ideas of Neutjens on the key scheduling in DES were very useful in this context (Neutjens, 1983) . We now overview them and explain them systematically.
We number the 56 key bits from 1 to 64 as in the NBS description (FIPS, 1977) .
First of all remark that after PCI one can split up the key scheduling in DES completely in two parts. PC2 does not affect this decomposition (Davio & al., 1983 ). As a consequence of this decomposition, one can separate for one round in DES the selection of the key bits which will influence the first 4 S-boxes and the last 4 S-boxes. Let us now construct the equivalent scheme. All used notations, e.g. the registers C and D , originate from the NBS representation of DES.
We represent the register content of C by (c1,c2, ..., cSs) and that of D by   ( d l , d a , ..., d z s ) . Mostly in the key scheduling the registers C and D are shifted twice to obtain the Ki of the eh round, e.g. (ct, c2, c3, ..., c Z 8 ) is transformed into   (c3, c4, c6, . .., C Z ) . This can now be reformulated for the C register as one shift on the following two registers ( c 1 , c3, c5, ..., c27) and (cz,c4, cg, ..., ~2 8 ) . w e call them respectively the odd and the even registers. One can then realize the key scheduling with 4 registers instead of two, which shift only once when in the NBS the registers shift two times. This reorganization affects the PC,.
One has now still to discuss what happens if only one shift is performed on C and D as in the iterations 1,2,9 and 16 using our equivalent representation.
The first shift in the first iteration can be realized together with PC1. In the other situations we interchange the content of the odd and the even registers, by performing first a shift on the old content of the odd register and no shift on that of the even register. We then change also the name of each register: odd becomes even, even becomes odd . Indeed (cl, c3, c 5 , ..., C S~) , (cz, c4, c6, . .., - ( c 2 , c4, c,3, ..., c2*), ( c 3 , c 5 , c 7 , ..., cl). One can verify that previous operations are identical to one shift in the NBS notation.
The register D can be treated in a similar way. Remark that it is more difficult to perform one shift in the NBS representation. However we are able to see better which bits of the key affect a particular S-box.
Let us now apply all the described properties.
3.5.
The function f is not one-to-one for fixed K Let us remember here that f consists of the expansion box E , of the EXORing with the key bits, of the S-boxes and of the permutation P. It has sometimes been wondered whether the f function is by itself a substitution. The answer to that question is negative (Davio & al., 1983; Konheim, 1981) . A more systematic discussion is given in this section.
We will now use the properties described in section 3.3.2. to demonstrate how they can be used in the analysis of the non-substitution of f . Evidently we assume that the key K is fixed. We analyze which bits of the message part R (see NBS notation) one must change in order to maintain the same output of f.
We will progressively increase the number of changed bits. First we only change the inputs (or message part of the input) of one, two and then three S-boxes and generalize afterwards. We will mostly use the new as well as the well known (Hellman & being S1 (this again shows that it can be more interesting to start the numbering from 0, see (Davio & al., 1983) Proof: We call the three S-boxes Si-l, Sj and Sifl, So is equal to Ss and Sg equals Sl. The proof is for a large part similar to that of theorem 2. Let us first
give the similar part of the proof.
We must fix the inputs a and b of Si-l, and e and f of &+I. The input f of Si-1 must be complemented and similarly for the input nr of Si+l. This last condition is equivalent to saying that the inputs b and e of Si must be complemented. Now we apply the consequences of theorem 2 to continue our proof.
If a and b are both complemented in Si+l, the output will change (see proof of theorem 2 or properties 1.3 and 1. 4 of the S-boxes). Using previous observations the input b in S;+, may not be compIemented, or equivalently f in Si. At this moment we already know that for Si b and e must be complemented and f may not. Because each row in the S-boxes is a permutation and because f m a y not be complemented in S;, a must be complemented in Si. Remark that in fact one must still complement bit c or d in Indeed if only one input bit in an S-box is complemented, the output changes.
0
We have now proven the theorem. It is now very easy to ge3erate in a systematic way several examples for which the function f remains constant even if some bits are complemented.
The key clustering
We analyze the clustering from the point of view that DES contains j rounds, where j is between 1 and 16. The input for these j rounds is fixed, while we complement or change some bits of the key. So if we speak now about an input of an S-box, this input is related to a modification of the key.
We first prove some general theorems for the key clustering, and afterwards we give some examples.
A general approach
First of all for a fixed input the permutation IP has no influence on the key clustering. We can start the analysis from L, and R,. This means that if we are interested in a complete DES analysis s = 0 and j = 16. Let us now apply DES with the key K and K' and call the subkeys K1 till'K16 and Ki till Ki8. The key K will produce some L and R register content, while K' produces L ' and R'. The effect of the first of the j rounds is that in the caSe we use the key K we have L,+l = R, and Rg+l = L , @ f(R,,K,+l). Applying the key K' we obtain L',+, = R, and Rt+l = L, @ f(R,,K:+l). After t rounds we obtain using key K the register contents = R,+t-l and R's+t = LdCt--l @ f(R,+t-1, K,+t).
Using the key K' we have: L:+t = A!:+,-, and Ri+t = @f(R:+,-,, K;+&. a DES with 1 or 2,3 or 4 
3.6.2.
An analysis of the key clustering in
rounds
In the case 1 round is considered we must have H,+, = 0. This means f(RB, K,+1) = f(R,, K:+l). Using previous knowledge on the S-boxes this means that the input of an S-box is not changed or that at least two bits change. It is very easy to generate several examples for this case. Using the fact that E is an expansion of 32 bits to 48 bits and its structure (Davio & al., 1983) and because PC, selects only 48 bits out of the 56 bits of the key we have the following result. Remark that the S-boxes must satisfy similar conditions as in the case only one round was considered. However to satisfy it for the two rounds together we must take the key scheduling in DES into consideration. We now give a simple example of it.
Example J. If one complements the bits 3 and 44 (in the NBS notation) of any 64 bit key, then there exists 6.259 pairs of (cleartext, ciphertext) which remain identical during round 1 and 2 in DES. In other words, 1/5 of all pairs (cleartext, ciphertext) are not affected by the complementation of 2 bits of the key, during round 1 and 2.
Let us now explain what happens and how one can calculate the (cleartext,ciphertext) pairs. The bits 3 and 44 go both after the key scheduling in the first round to Sz and become there the inputs a and e. We can verify that for 6 out of 32 (or 12 out of 64) possible inputs a complementation of a and e in S, does not change the output. This means that the possible inputs for which the above property is true are restricted from 264 to 6.2". The cardinality of the set of cleartext for which the explained clustering is satisfied is independent of the used key. However the set of cleartext for which the above clusering changes if other keys are considered. This is a consequence of the structure in the function f . Now we must still analyze which restrictions the second round imposes on the possible cleartext. The analysis in this example is straightforward because the key bits 3 and 44 are not selected in the second round, so no extra condition is necessary.
One may observe that we were lucky in the construction of the previous example. First the non-selection of the key bits in the second iteration seems to be lucky. Secondly example 1 is only valid for rounds 1 and 2 in DES. In the following example the reader can observe that similar examples can be given for all rounds and that the non-selection of some key bits is not necessary.
Ezample 2. This example is true for most consecutive rounds. As a consequence of the ideas of Neutjens on the key scheduling (see section 3.4), two consecutive rounds can mostly be analyzed systematically (Neutjens, 1983) . This is true if one uses two shifts in the key scheduling, as represented by the NBS, to move to the next round. This means the rounds 2-3, 3-4, 4-5, 5-6, 6-7, 7-8, 9-10, 10-11, 11-12, 12-13, 13-14 and 14-15. In order not to affect the generality we will use a more general descriptions of the property. If one complements the two bits of the key which will "arrive" in S-box 4 at locations a and e during the first of the two above rounds, then for every key there exists 36.254 (or about 1/29 of all possible) pairs (cleartext, ciphertext) which remain identical during two consecutive rounds mentioned earlier. This can be analyzed using the ideas of Neutjens on the key scheduling (Neutjens, 1983 ) and using our properties of the S-boxes.
Let us now consider three consecutive rounds. First more restrictions on the cleartext are then imposed in order not to affect the ciphertext if one modify the key. This is a consequence of the key scheduling. However the output of the function f in the Erst and last (of the three) rounds must no longer be constant (see section 3.6.1). This relaxes the imposed restrictions. Let us give a short example to illustrate it. Remark the authors have yet generalized this example, but this is out of the scope of this paper. Example 3 The three consecutive rounds may be 2-3-4, 3-4-5, 4-5-6, 5-6-7, 6-7-8, 9-10-11, 10-11-12, 11-12-13, 12-13-14 and 13-14-15 . Hereto one complements (e.g.) three bits of the key. In our example the key bits must "arrive" at location a; and d in S-box 8 in the first round (of the three consecutive) and at location d in S-box 4. We impose the extra condition that bit 15 of the output of f (after the box P ) must be complemented in the first and last round as consequence of the modification of the key. We can then analyze that for 50% of the keys and for 1 on 1024 cleartext, the ciphertext is not modified. For the other 50% of the keys this happens for 1 on 4096 cleartexts.
Conclusions and perspectives
A cryptographic system can only be considered secure if a small modification in the cleartext and/or in the key strongly affect on a non-linear way the ciphertext. We described techniques for analyzing this constraint for DES. We found that if DES had only a few rounds it would be a bad system. Our analysis demonstrated at the same time that the known probalistic test done on DES are insufficient to conclude that the scheme is secure. Were it possible to work out on a 16-round DES the techniques presented here one could possibly prove the so often alleged existence of a key clustering in DES.
