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Abstract
Particle acceleration in collisionless plasma systems is a central question in
astroplasma and astroparticle physics. The structure of the acceleration re-
gions, electron-ion energy equilibration, preacceleration of particles at shocks
to permit further energization by diffusive shock acceleration, require knowl-
edge of the distribution function of particles besides the structure and dy-
namic of electromagnetic fields, and hence a kinetic description is desirable.
Particle-in-cell simulations offer an appropriate, if computationally expen-
sive method of essentially conducting numerical experiments that explore
kinetic phenomena in collisionless plasma. We review recent results of PIC
simulations of astrophysical plasma systems, particle acceleration, and the
instabilities that shape them.
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1. Introduction
1.1. Kinetic plasma physics
One of the main challenges in plasma astrophysics is the wide range of
scales. Cosmic objects such as the remnants of supernova explosions are a
few light-years in size. Their structure and evolution are shaped by non-
thermal particles whose acceleration and transport is governed by processes
that operate on scales down to 108 cm, or a few light-milliseconds, ten orders
of magnitude smaller than the object that is influenced. There is no single
technique that permits a simultaneous study of the processes on all scales,
and specific methods are employed for smaller ranges of scales. Here we re-
view Particle-in-Cell simulations, henceforth referred to as PIC simulations,
that are designed to describe kinetic processes at the low end of scales. Orig-
inally conceived more than 50 years ago [74], both algorithm development
and advances in computer hardware have enabled PIC simulations to mature
and to become an instrument with which today we conduct highly detailed
computer experiments of processes like magnetic reconnection and particle
acceleration at collisionless shocks [119, 75, 27]. This review is intended to
give an overview of the current status of research and recent results.
Kinetic processes are important in collisionless systems, which are so
called on account of the low frequency of two-body collisions, through which
particles can exchange energy and momentum. In an ionized medium, the
relevant two-body collisions would be Coulomb scattering. The mean free
path, lc, and the interaction rate, νee, in a medium of density ne and tem-
perature T are
lc ' 1
4pi
(v
c
)4 1
ne σT ln Λ
νee =
v
lc
, (1)
where σT is the Thomson cross-section, kB the Boltzmann constant, me the
electron mass, c the speed of light, ln Λ is the Coulomb logarithm, and v is the
typical speed of the electrons. If Coulomb scattering, or neutral-neutral scat-
tering of atoms, were the fastest interaction process, the distribution func-
tion of particles would relax to a Maxwellian. The microscopical interactions
would have provided a local equilibrium, that we can describe with macro-
scopic parameters such as density, pressure, or temperature, whose variation
with time and location can be followed treating the ensemble of particles
as a fluid. The characteristic speed of electrons can then be replaced with
the electron thermal velocity, vth,e = (3kBT/me)
1/2. Hydrodynamics (HD)
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and magnetohydrodynamics (MHD) are based on this notion. In collision-
less systems they are therefore valid only on very large spatial and temporal
scales. On smaller scales the particle ensemble has typically not relaxed to
an equilibrium state, and so one does not know the distribution function.
Instead, knowing the distribution function is one of the major challenges.
In space particles interact collectively, and the medium is referred to as
a plasma, as opposed to an ionized gas. Systematic perturbations in the po-
sition and movement of charged particles lead to oscillating electromagnetic
fields that can be understood as superposition of waves. The electromagnetic
waves interact with charged particles and thus modify their distribution func-
tion. Many types of waves exist, the simplest of which are periodic collective
displacements of electrons around their average positions with the frequency
ωpe =
√
4pi e2 ne
me
' (5.6 · 104 Hz)
√
ne
1 cm−3
, (2)
where e denotes the electric charge. The so-called electron plasma waves, or
Langmuir waves, are longitudinal, electrostatic waves that are excited if the
partial derivatives of the electron distribution function satisfy certain con-
ditions at a velocity that is in resonance with the wave, kv = ω. In a 1D
description the distribution function of electrons must increase with momen-
tum, i.e., be inverted. In this case, the electrons see a constant electron field
and can change their energy. Likewise, electron plasma waves are damped, if
the distribution function falls off with momentum at the velocity resonance.
This process is known as Landau damping.
Electrons can also collectively shield other charges. If we added a test
charge, Q, its potential would displace electrons as far as in a statistical
equilibrium the Boltzmann statistic would permit. At a distance r from the
test charge the potential is then truncated,
φ ' Q
r
exp
(
− r
λD
)
with
λD =
√
kB Te
4pi ne e2
=
vth,e√
3ωpe
' (6.9 cm)
√
Te/(1 K)
ne/(1 cm−3)
(3)
This so-called Debye shielding is the result of a collective action of the elec-
trons. The Debye length, λD, is one of the fundamental length scales of
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plasma physics. Another one is the skin depth, the ratio of the speed of light
and the plasma frequency, which for electrons is
λs,e =
c
ωpe
' (5.3 · 105 cm)
( ne
1 cm−3
)−1/2
. (4)
The name derives from a certain similarity to the skin effect in a conductor,
as it is the attenuation length of an electromagnetic wave in plasma with
ω  ωpe. In resolving these length scales, PIC simulations represent plasma
computer experiments that do not rely on assumptions on the microscopic
behavior of the plasma.
Debye shielding can occur only, if the system size, L, is much larger than
the Debye length. Collective action requires a large number of particles in a
Debye sphere, otherwise there were no electron to shield a test charge. The
number of electrons in a Debye sphere, ND, is similar to the ratio of electron
plasma frequency and the Coulomb collision rate,
ND =
4pi ne λ
3
D
3
' ln Λ
6
ωpe
νee
, (5)
and so a large number of electrons in a Debye sphere implies that collective
interactions, here exemplified by electron plasma waves are faster than two-
body collisions. Note that for a classical definition of the minimal impact
parameter the argument of the Coulomb logarithm is essentially the left-hand
side of equation 5. In this case the distribution function must be determined
by solving the Vlasov equation, also known as the collisionless Boltzmann
equation. PIC simulations do this by solving the equations of motion of a
large number of computational particles representing electrons and ions, that
move in time-dependent electromagnetic fields that they evolve on account
of their charge and current density.
Plasma waves are driven by instabilities that thrive on particular feature
of the distribution function of the electrons or ions, which may be inversion,
anisotropy, or their carrying a current. There is a whole zoo of such waves
that can be sorted by the angle between the wave vector and the fluctuating
electric field, and by the ranking of the frequency and wavenumber as well as
the the skin depth and the Larmor radius for electrons and ions. Appendix
B and Appendix C give an overview over some of the relevant wave types
and what drives them.
The plasma waves then feed back on the particle ensemble, typically re-
ducing the trait that led to their growth. The interaction can be described
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as a scattering process. It is obvious that an electrostatic waves can change
both the direction and the modulus of a particle’s momentum. A subluminal
transverse electromagnetic wave, such as an Alfve´n wave, carries only mag-
netic fluctuations in its frame of motion, and so it would elastically scatter a
particle in this particular frame of reference. In any other frame of reference,
this may involve a change in energy.
Scattering on plasma waves is one of the central processes that shape
the transport of plasma particles. Frequent kicks from particle-wave interac-
tions change the trajectories of the particles from the initial ballistic motion
(or helical path in the presence of a large-scale magnetic field) to a quasi-
random walk. On large scales a diffusion-advection ansatz may be a useful
way of describing the propagation of particles, but the obvious difficulty lies
in finding the appropriate diffusion coefficient in position and momentum
space. PIC simulation follow individual particles in their self-generated elec-
tromagnetic environment, and so they may help to understand the statistical
properties of wave-particle interactions. They do this in a time-dependent
fashion and can capture the non-linear feedback of the scattering processes.
Wave-particle interactions are then described in a much more self-consistent
way than is possible analytically with, e.g., linear growth rates of waves and
a Fokker-Planck treatment of their impact on the particles.
1.2. Acceleration processes
Besides undergoing scattering particles may systematically gain energy
in certain situations which requires the presence of electric field. A simple
motional electric field, E = −(1/c)v×B, is not sufficient, because that field
would disappear in the frame moving with velocity v. If instead magnetic
fluctuations moved with a range of velocities, either stochastically as turbu-
lence or systematically as at shocks or in shear flows, there would be no frame
in which the electric field disappeared, and particle acceleration would result.
There are also situations in which an electric field can exist that is at least
partially parallel to the magnetic field and hence is not entirely motional, for
example in magnetic reconnection. In shock-drift acceleration particles drift
along the motional electric field. The efficacy in particle acceleration of all
these processes can be investigated with PIC simulations. In the following
we give a brief introduction into each of them.
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1.2.1. Magnetic reconnection
In many plasma settings in the universe, the magnetic field structure
contains a neutral sheet where the magnetic-field polarity changes direction,
and during a change in magnetic field topology, magnetic reconnection is
widely known as being important to rapidly release magnetic field energy [28].
In the course of reconnection, the reconnected magnetic field line exerts a
Lorentz force, and the bulk plasma can be accelerated up to the Alfven speed,
vA = c
√
σ/(1 + σ), where σ = B2/(4piρc2) is the so-called magnetization
parameter. Associated with the bipolar Alfvenic jets, not only hot plasma
but also non-thermal particles can be rapidly generated on the order of the
Alfven transit time λ/vA, where λ is the thickness of the neutral sheet. The
process is well observed on the surface of the sun, and it is believed to play
an important role near black holes, pulsars, and in stars. It is also seen in
simulations of shocks [213, 339].
Turbulence is a decisive agent in determining in what fraction of the
volume reconnection operates and what its speed is [165, 160]. With the
advent of 3D simulations it became clear that magnetic reconnection can
be triggered by small initial perturbations and then feed on self-produced
turbulence to eventually occupy a large volume and proceed quickly [162,
164, 37].
Converging, oppositely oriented magnetic-field structures convert to mag-
netic islands. Whereas simulations in 2D initially suggested that coherent
electric field in the reconnection region might be most instrumental in ac-
celerating particles, the contraction of the magnetic islands turned out to
be important [80]. Trapped particles bouncing off the magnetic walls of the
islands gain energy with each bounce. In addition, the islands move, and
so particles residing outside may collide with them and stochastically gain
energy.
1.2.2. Stochastic acceleration
The concept of stochastic acceleration was first introduced by Fermi [89]
as potential source process for galactic cosmic rays. Particles elastically
bounce off magnetic structures in their rest frame. Once these structure
move with speed V in arbitrary direction, particles can gain or loose en-
ergy, depending on the angle between the velocities of the particle and the
scatterer, θ. The relative change in energy of a particle moving at speed v is
∆E
E
' 2 V
2
c2
+
2 v V cos θ
c2
. (6)
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The first term is quadratic in the usually small parameter V/c, so it is very
small itself. The second term is linear in V/c, i.e. not so small, but it can
change sign depending in the direction of the incoming particle. There is
a weak preference for frontal collisions compared with overtaking collisions,
which means that correctly averaging over angle the second term does not
yield zero, but a small number scaling also quadratically in V/c. In total, the
process can be described as diffusion in momentum space, which corresponds
to a continuous energy gain superimposed on stochastic redistribution in
energy space.
The rate of stochastic acceleration is governed by the scattering frequency
with the structures that provides acceleration. These may be not the struc-
tures (or plasma waves) that are the best scatterers and hence control the
spatial transport of particles [331, 281]. Equation 6 suggests that stochastic
acceleration is relevant only where the phase velocity of plasma waves is high
or generally as a secondary process that modifies the spectra of particles that
were accelerated by some other means [e.g. 259]. Even the latter may require
a very large power for sustained operation [83], and so stochastic acceleration
may be an efficient damping process for turbulence.
1.2.3. Diffusive shock acceleration
In a nutshell, shocks represent converging flows and hence locations of
significant heating. In space most of the shocks are in fact completely
non-collisional, and processes at the smallest plasma scales dominate their
physics. Collisionless shocks are not sharp jumps, but have a finite width.
Strictly parallel nonrelativistic shocks can also deviate from the MHD pic-
ture, in which the magnetic field is irrelevant for the shock profile [46]. The
processes through which the incoming plasma flow is decelerated and prac-
tically isotropized are collective interactions with self-excited plasma waves,
whose nature and operation depends on the orientation of the large-scale
magnetic field [340]. It turns out that for a moderate angle between the
shock normal and the large-scale magnetic field, ΘBn, the shock structure
is similar to that strictly parallel shocks, and hence they are classified as
quasi-parallel shocks. Likewise, shocks with large ΘBn can be subsumed as
quasi-perpendicular shocks.
A second, independent distinction is provided by the magnetic-field ori-
entation angle beyond which a particle traveling along the downstream large-
scale magnetic field can no longer return to the shock. In that case the shock
is referred to as superluminal, and in the normal shock frame, in which the
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shock is stationary and the flow antiparallel to the shock normal, the shock
speed must obey
vsh tan ΘBn ≥ c . (7)
Otherwise, the shock is subluminal, and particles can in principle return to
the shock. If Eq. 7 applies, one can describe the shock in the so-called de
Hoffman-Teller frame, in which the flow of the upstream plasma is parallel to
the magnetic field, and hence the motional electric field is absent. In a frame
of reference, in which the upstream flow is along the shock normal, Vu ‖ n,
the de Hofmann-Teller frame moves with velocity
VHT =
n× (Vu ×Bu)
n ·Bu = −Vu tan ΘBn ez, (8)
where ez denotes the direction of the perpendicular component of the mag-
netic field. A slightly different definition of superluminal/subluminal shocks
arises from the distinction whether or not a particle can in principle move
ahead of the shock in the upstream region, which requires vsh < c cos ΘBn in
the upstream frame.
Particles crossing the shock are elastically scattered on either side in the
local rest frame, and there is a systematic energy gain. At a non-relativistic
shock we can expect the particle distribution function to be isotropic, and
the typical energy gain per cycle is
∆E
E
' 4
3
∆V
c
=
4
3
κ− 1
κ
Vsh
c
, (9)
where ∆V is the difference in flow speed between the upstream and the
downstream region, that can be expressed in term of the shock speed, Vsh,
and the compression ratio, κ. As the escape probability toward the far-
downstream region also scales with the shock speed, the equilibrium particle
spectrum only depends on the compression ratio and corresponds to a power
law with index s = 2 (E−s) for a compression ratio κ = 4, which one observes
strong shocks in a mono-atomic gas in the absence of significant cosmic-ray
pressure. The latter condition is known as the test-particle limit.
If the accelerated particles carry a significant fraction of the energy and
momentum flux at the shock, they will modify it, and the particle spectrum
is expected to deviate from the test particle solution [30]. Typically, at very
high energies the spectrum is harder than the test-particle solution (s < 2)
[e.g. 53].
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The acceleration rate scales inversely with the spatial-diffusion coefficient
which together with the shock speed determines how far from the shock a
particle propagates before it is turned around and moves back to the shock.
Scattering turbulence must be continuously and efficiently built in the up-
stream region, otherwise particles would escape to the far-upstream region
and that acceleration process would terminate.
Much of the above also applies to relativistic shocks. An exception is that
the distribution function of energetic particles near a relativistic shock can
not be assumed to be isotropic. In fact, in the upstream region scattering by
an angle θs ≈ 1/Γsh is sufficient to provide transport back to a shock moving
with Lorentz factor Γsh, and so beyond the first half-cycle the energy gain
is only ∆E ≈ E [54]. A second exception is that the magnetic field in the
immediate downstream region tends to be highly oblique, and diffusive return
to the shock becomes inefficient, unless large-angle scattering is invoked.
Particle spectra are then typically rather soft [86, 229].
1.2.4. Shock drift acceleration
If the large-scale magnetic field has a component perpendicular to the
shock normal, it would be compressed at the shock. Whereas for parallel
shocks the large-scale magnetic field is dynamically irrelevant, at perpendic-
ular shocks it is amplified by the shock compression ratio, κ. The structure
of oblique shocks can be likened to that parallel and perpendicular shocks,
and so one denotes them as quasi-parallel or quasi-perpendicular.
At quasi-perpendicular shocks, the reflection of particles off the com-
pressed magnetic field can cause them to drift along the shock surface and
be accelerated by the motional electric field. This coherent process should op-
erate, if the particles do not efficiently collide with turbulence or waves, and
it is referred to as shock-drift acceleration. In the de Hofmann-Teller frame,
the acceleration can be understood as mirror reflection off the magnetic-field
gradient and subsequent transformation back to the normal frame of refer-
ence, without considering electric fields [155].
The energy gain is proportional to the kinetic energy in the transverse mo-
tion in the de Hofmann-Teller frame, (m/2) V2HT, and can be large for quasi-
perpendicular shocks. For nearly perpendicular shocks the de Hofmann-
Teller frame does not exist, because it would formally have a superluminal
speed. Efficient shock-drift acceleration is thus expected for only a narrow
range of parameters. In addition, established features of a collisionless shock,
such as a cross-shock electric field or a magnetic overshoot, also have an im-
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pact on the number of accelerated particles and the maximum energy that
can be achieved [14].
1.3. Scope of the review
There is a wide variety of astrophysical environments in which kinetic
plasma processes are an important agent that modifies the distribution func-
tion of particles, determines their transport properties, and may provide par-
ticle acceleration. The basic processes in these environments may be similar,
but the physical parameters certainly are not. In some systems the char-
acteristic particle speeds are close to the speed of light, in others they are
much lower than that. In some objects the magnetic field carries the lion’s
share of the energy density, in others its amplitude is modest. This review is
organized by object class, which translates to a certain regime of parameter
values. Following a discussion of the technical aspects of PIC simulations,
we shall turn our attention to relativistic systems, subdivided into strongly
magnetized environments such as pulsar-wind nebulae (PWN) and objects
harboring weak magnetic fields, for example the jets of Active Galactic Nuclei
(AGN) or Gamma-Ray Bursts (GRBs). We shall then cover recent simula-
tion results pertaining to nonrelativistic systems. There are three categories
that we discuss individually. High-velocity outflows as found in Supernova
Remnants (SNR) can drive shocks with very large Mach numbers. Among
the low-velocity environments we further distinguish environments with large
thermal energy density compared to that of magnetic field, e.g., shocks in
clusters of galaxies. The ratio of thermal to magnetic pressure is called the
plasma β,
β =
8pi ne kBT
B2
. (10)
An example of low-velocity, low-β environments is a planetary bow shock.
An overview of the main plasma instabilities is found in the appendix.
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2. Method
2.1. Kinetic description of collisionless plasma
The fully microscopic description of plasmas requires knowledge of posi-
tions and momenta of all plasma particles in function of time. For N particles
of a given type l (e.g., l = e for electrons or l = i for ions) one can define the
probability distribution function in phase-space
Nl(x,p, t) =
N∑
i=1
δ(x− xi(t))δ(p− pi(t)), (11)
where particle positions xi(t) and momenta pi(t) evolve according to the
particle equations of motion that use microscopic interaction forces. This
is the so-called Klimontovich function, whose time evolution is obtained by
applying the Liouville’s theorem for conservation of phase-space. The result-
ing Klimontovich equation together with Maxwell’s equations provide fun-
damental description of plasmas that accounts for a discrete nature of the
particles [e.g., 153, 334]. It allows rigorous treatment of binary collisions or
spontaneously-emitted fluctuations, e.g., within the weak turbulence theory.
The statistical properties of a plasma system are fully determined through
particle distribution function
Fl(x1, . . . ,xN ,p1, . . . ,pN , t), (12)
that determines the probability of finding at time t particle positions and mo-
menta in the phase-space element dx1, . . . , dxN , dp1, . . . , dpN around point
x1, . . . ,xN ,p1, . . . ,pN . For numerous applications simpler reduced distri-
bution functions are often used, such as one-particle distribution function,
f(x,p, t), that is obtained from equation 12 by integration over positions and
momenta of all but one particle and multiplying by the particle number. The
function f represents the particle density in the six-dimensional (6D) phase-
space at point (x,p) and time t, and is the ensemble-averaged Klimontovich
function:
fl(x,p, t) = 〈Nl(x,p, t)〉. (13)
Time evolution of the distribution function f is then obtained from the
Klimontovich equation, and is known as the Vlasov equation [for detailed
introduction see, e.g., 154]. For electromagnetic forces the relativistic Vlasov
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equation takes the form:
∂fl
∂t
+ v · ∂fl
∂x
+ ql[E(x, t) +
1
c
v ×B(x, t)] · ∂fl
∂p
= 0, (14)
where the electric charge qe = −e and qi = Zi e, and relativistic particle
momentum p = γmlv, where ml is the particle rest mass and γ = (1 −
(v/c)2)−1/2 is the Lorentz factor. The third term in equation 14 contains the
Lorentz force:
F = q(E +
1
c
v ×B). (15)
The electromagnetic fields are generated self-consistently through long-range
collective interactions between plasma particles as well as external charges
and currents. Because of this inherent nonlinear coupling between the electro-
magnetic fields and particles, the Vlasov description must be complemented
with Maxwell equations. Defining the charge and current densities:
ρ(x, t) =
∑
l
ql
∫
fl(x,p, t) d
3p j(x, t) =
∑
l
ql
∫
fl(x,p, t) v d
3p , (16)
we have:
∇ · E = 4piρ ,∇ ·B = 0 ,∇× E = −1
c
∂B
∂t
,∇×B = 1
c
∂E
∂t
+
4pi
c
j . (17)
The set of equations 14-17 describes the full dynamics of the collisionless
plasma, i.e., it can be used to study plasma behavior on times scales much
shorter than characteristic time scales of binary collisions.
The derivation of exact analytical solutions of the Vlasov equation is im-
possible for an arbitrary distribution function. In the limit of weakly turbu-
lent plasmas, linear theory can provide dispersion relations, ω(k), that define
normal plasma modes and their growth or damping. Nonlinear evolution of
these modes can also be studied with quasilinear theory or the weak turbu-
lence theory [e.g., 334]. Although indispensable in plasma physics studies,
such solutions cannot be evolved to strongly nonlinear stages and applied to
very complex plasma systems, for which one needs to adhere to numerical
methods. A direct numerical integration of the Vlasov equation requires rep-
resentation of the distribution function on a discrete mesh of phase-space.
Though such methods have been proposed and used successfully, their ap-
plication is usually limited to problems of restricted dimensionality. Multi-
dimensional 6D problems are computationally very expensive, in particular
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if high resolution in velocity space is needed in long-time simulations. How-
ever, the Vlasov equation can be solved more efficiently with so-called particle
methods that approximate the plasma by a finite number of computational
particles.
The core idea of particle methods stems from the fact that a solution, f ,
of the Vlasov equation satisfies d
dt
f(x(t), p(t), t) = 0 on a trajectory in phase-
space given by the solutions of the ordinary differential equations system:
dx
dt
= v(t)
dp
dt
= F(x(t), t)/m , (18)
which are called the characteristics of the Vlasov equation. These are the
well-known relativistic particle equations of motion with the Lorentz force,
F (eq. 15). Thus, for a given initial condition, f(x,p, t = 0), for particle
positions and velocities, the equations of motions (eq. 18) yield an ensemble
of characteristic curves that represents a surface in phase-space that is a
solution of the Vlasov equation [e.g. 25]. As the particle techniques solve
particle equations of motions, they represent a solution of the Vlasov equation
with the method of characteristics.
The particle-in-cell technique is a particle method in which plasma is
represented by an ensemble of macro-particles. Each macro-particle corre-
sponds to many particles of the real plasma. Thus the charge and mass
of a macro-particle are numerically different from e and me or mp, but the
equations of motion are the same as for the real particles, as only the charge-
to-mass ratio, q/m, enters the equations. The forces between particles are
not calculated directly because that is not feasible even if modern Pflop/s
supercomputers are used. Instead, macro-particles interact through electric
and magnetic fields that are defined on a computational mesh of the physi-
cal space. Electromagnetic fields are thus discretized in space but particles
can have arbitrary positions on the grid. To calculate forces acting on par-
ticles the field values are interpolated from the grid points to the position of
the particles. This significantly reduces the arithmetic operation count that
now grows linearly with the number of simulated particles, compared to a
quadratic dependence in the direct method. All quantities are discretized in
time.
As demonstrated in equation 5, the collisionless plasma is characterized
by a large number of particles in a Debye sphere, ND  1. In this limit the
15
Coulomb collision rate,
νee
ωpe
∼ ln Λ
6ND
, (19)
goes to zero, and particles interact through long-range collective forces. For
typical parameters of, e.g., SNR shocks, ND may be as large as ND ∼ 1014.
To facilitate computer simulations for such systems the PIC method offers a
way of modeling the conditions of collisionless plasma with ND ∼ 10 or even
smaller (albeit with some drawbacks – see section 2.2). The method aims at
damping of the short-range forces causing the particle collisions. The use of a
spatial grid for the fields can already be considered as an effective elimination
of forces occurring at sub-grid scales. The other feature is the application of
the finite-size particle description, that is fundamental for the PIC technique.
Here the electric charge of a macro-particle is spread in a volume of finite
size. At a large distance, r, the electrostatic force between two such particle
clouds assumes the same asymptotic form of F ∝ q2/r2 as the force acting
between two point charges. However, the short-range force responsible for
collision effects can effectively disappear at particle distances smaller than
the particle radius, if the size of the charge cloud is comparable to or larger
than the Debye length. The collision rate is very low in this case and the
dominant particle interactions are the collective ones. Therefore, the finite-
size particle approach describes the collisionless plasma. Being a method of
the Vlasov equation solution, the PIC technique can be then considered a
first-principle (ab-initio) model of collisionless plasma.
2.2. Implementation of the PIC simulation method
The main stages of the PIC code computational cycle that solves the sys-
tem of equations 17-18 are presented in Figure 1. Most of the presently used
codes solve the full set of Maxwell’s equations, and thus are termed “electro-
magnetic”. Approximations to Maxwell’s equations, e.g., electrostatic codes
that integrate only the Poisson’s equation and do not contain light waves,
have been widely used in the past to reduce the computational cost. The need
for such models has been alleviated in the era of peta-flop computing. Also,
most astrophysics applications require simulating the full electromagnetic re-
sponse of the system. The most widely used codes nowadays for astrophysical
plasma computing solve Maxwell’s equations formulated for E and B fields,
as in the flow-chart of Figure 1. However, implementation of the Maxwell’s
equations solver through the vector and scalar potentials, A and Φ, is also
possible [e.g. 242]. Here we discuss the E, B codes only. A relationship
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Figure 1: A computational cycle of a PIC code. Particles are numbered by index p, and
the grid index is g. At each time step the cycle goes through four stages. First, particles
are advanced to new positions by integration of their equations of motion (eq. 18) with
the Lorentz force. In the second stage electric charges and/or currents are accumulated
on (weighed to) a spatial grid from particle data. This corresponds to a discretized form
of eq. 16. Next, field equations (eq. 17) are integrated on the grid. In the forth stage, new
forces acting on particles are calculated by interpolation of the new magnetic and electric
fields to particle positions. The next computational cycle begins. Taken with permission
from Bohdan [33].
between variables defining fields and particles is given by the procedures of
charge and/or current deposition from particle positions to grid points and
interpolation of forces to the positions of particles. These procedures de-
pend on the applied method of weighting the charge/current contributions
of a given particle to adjacent grid points, through which particles attain a
certain shape that is seen by the grid.
Two shapes that are often used for finite-size macro-particles are illus-
trated for a 1D grid in Figure 2. The most commonly used Cartesian grid is
considered. In the cloud-in-cell (CIC, Fig. 2a) approximation a linear inter-
polation scheme is used. On 1D grid with uniform spacing, ∆x, the electric
charge q of a particle at location xp makes contributions to two nearest grid
points at xi and xi+1 with weights linearly dependent on the particle position
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Figure 2: Distribution of the electric charge for a single macro-particle and corresponding
shape factors in a 1D grid for (a) the cloud-in-cell (CIC) and (b) the triangular-shape-
cloud (TSC) approximations. The shape factors determine the fractions of particle charge
deposited at given grid points that are illustrated with different shadings in the upper
panels.
relative to the grid points:
qi = q
xi+1 − xp
∆x
, qi+1 = q
xp − xi
∆x
. (20)
The linear weighting scheme involves 4 points in 2D (area weighting) and
8 points (volume weighting) in 3D. Thus in 2D (3D) particles seem to have
the shape of a square (cube) of the size of the grid cell, ∆x. Such finite-size
particles do not rotate and can freely pass through each other. The weighting
method in the triangular-shape-cloud (TSC, Fig. 2b) approximation uses the
3 nearest grid points in 1D, so that particles attain the shape of a triangle
with a base equal to 2∆x. A smoother particle shape provides for a lower level
of the numerical noise compared with the linear interpolation scheme. In the
TSC model on a 2D grid the particle charge is distributed to 9 grid points,
and in 3D to 27 grid points. The total charge deposited to a given grid point,
qi, by all particles with charges qj can be obtained by calculating the sum
qi =
∑
j qjS(xj), with the shape factor (effective particle shape, assignment
function) S(x) that, e.g., for the linear weighting of equation 20 is S(x) =
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Figure 3: Leapfrog scheme for time-integration of particle and field quantities in a single
cycle of an electromagnetic PIC simulation code. Panel (a) shows time-centering of v
for advancing x, and of force F for the v pusher. The scheme for electromagnetic fields,
E and B, is shown in panel (b). Full-integer time steps, n∆t, and half-integer time steps,
(n+ 1/2)∆t, are indicated.
1− |x− xp|/∆x for |x− xp|/∆x ≤ 1 and S(x) = 0 otherwise. Assuming the
shape of macro-particles in concordance to the geometry of the computational
grid (i.e., squares in 2D instead of circles) thus greatly simplifies calculations.
Similar procedure can be applied for the current density (see below).
An important requirement for a PIC code is that the same interpolation
scheme is used to compute forces acting on particles as is applied for the
charge deposition to the grid. In this way momentum conservation is en-
sured – forces between two particles are equal and have opposite direction,
and particles do not interact with themselves. If the weighting schemes at
the second and fourth phases of the computational cycle (Fig. 1) are differ-
ent, the so-called self-force is not zero and may lead to unphysical particle
acceleration.
The differential equations 17 and 18 in a PIC code are solved by em-
ploying discretization in time and finite-difference methods. Any algorithm
for integration of these differential equations should fulfill the following four
major criteria: convergence, accuracy, stability, and efficiency. A consistent
method means that a numerical solution of a differential equation converges
to the exact solution in the limit of time-step ∆t → 0 and grid spacing
∆x → 0. The method should also reflect the features of the original equa-
tions, e.g., symmetry in time. An efficient algorithm should be fast, i.e.,
use the lowest operation count possible per time-step, and minimize RAM
access (a number of time-steps back in time a quantity must be stored in the
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Figure 4: Electric and magnetic field components and the electric charge and currents
defined on the Yee lattice in 3D. A single cubic grid voxel of size ∆x = ∆y = ∆z = 1
originating at the grid point (i, j, k) is illustrated.
computer memory to push it to a new time-step). A method that in times of
early developments was achieving the best balance between accuracy, stabil-
ity, and efficacy, and has been the most widely used in PIC modeling is the
finite-difference time-domain (FDTD) technique [154]. This simple method
uses centered-difference approximations to the space and time partial deriva-
tives. This means that time integration proceeds in a leapfrog scheme, as
illustrated in Figure 3, and spatial derivatives operate on a staggered mesh
that is usually based on the Yee lattice (Fig. 4). The FDTD method achieves
second-order accuracy in space and time that is sufficient in most applica-
tions.
The leapfrog scheme for particle equations of motion (eq. 18) in the sim-
plest nonrelativistic limit (γ → 1), takes a form:
xn+1 − xn
∆t
= v n+1/2, m
v n+1/2 − v n−1/2
∆t
= Fn (21)
where n indexes the time step. For the Lorentz Force
Fn = q(En + 1/2c(v n+1/2 + v n−1/2)×Bn) (22)
the velocity pusher has an implicit form because the velocity at the new
time, v n+1/2, appears on both sides of the equation. However, simple ex-
plicit formulation of the particle pusher, that uses velocity values only at
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previous time, is possible [38, 320] and widely used. A comparison of various
integrators is found in Ripperda et al. [266].
Most of the PIC codes solve only the time-dependent Maxwell equations
(eq. 17). Writing the time derivative in the most popular explicit form, one
advances fields in a single time-step ∆t as (compare Fig. 3):
En+1 = En + c∆t(∇×B)n+1/2 − 4pijn+1/2,
Bn+1/2 = Bn−1/2 − c∆t(∇× E)n . (23)
An implicit method for solving Maxwell’s equations can also be used to sup-
press aliasing errors at short wavelengths,
En+1 = En + c∆t(α∇×Bn+1 + (1− α)∇×Bn)− 4pijn+1/2,
Bn+1 = Bn + c∆t(α∇× En+1 + (1− α)∇× En), (24)
where α = 1/2 applies to the central difference scheme in time, and α = 1
corresponds to the backward difference scheme. The parameter α is usually
made slightly larger than 1/2.
The spatial derivatives for both methods are calculated on the Yee lattice,
in which the electric field and electric current density are defined at mid-
cell edges, and the magnetic field at mid-cell surfaces. This ensures that
the change of B flux through a cell surface equals the negative circulation
of E around that surface, and the change of E flux through a cell surface
equals the circulation of B around that surface minus the current through
it. Decentering also maintains ∇ · B = 0 to machine precision. However,
Poisson’s equation requires special care. This is because electric currents are
defined at different grid points than charges and so they are interpolated
to the grid with a different shape function. In consequence, the continuity
equation
∂ρ/∂t+∇ · j = 0 (25)
may be not satisfied. A solution to this problem lies in methods of rigorous
charge conservation [88, 309, 322] that are widely used for current assignment
schemes in modern codes. Alternatively, one may add a correction δE to the
electric field computed from Ampere’s law to ensure that ∇ · E = 4piρ is
maintained.
Simple and accurate explicit FDTD algorithms have, however, constraints
as to the choice of maximum ∆t and ∆x. A numerical analysis of the vacuum
light waves shows that their dispersion relation ω2 = c2k2 is modified on the
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grid to Ω2 = c2K2, with Ω = 2 sin(ω∆t/2)/∆t and K = 2 sin(k∆x/2)/∆x.
This relation gives real (stable) solutions for ω only if the Courant-Friedrichs-
Lewy (CFL) [71] condition is met: c
√
D < ∆x/∆t, where D is the number
of spatial dimensions. If this is the case, no phase or magnitude errors in E
and B fields are present, and errors in ω and direction of k are of second-
order. The accuracy of the explicit methods thus requires the time steps
much smaller than any characteristic frequencies in the system.
Discussion of the stability of the FDTD schemes is closely related to the
issue of the numerical noise and its filtering. Due to the loss of displacement
invariance for discretized physical quantities, nonphysical modes, so-called
aliases, appear in the system and couple to the physical modes producing
nonphysical instabilities, numerical noise, and spurious forces. Aliases cannot
be distinguished from physical modes. Therefore numerical techniques must
be used to eliminate them. In PIC simulations the most straightforward
way for reducing the aliasing effect is to use a large number of particles per
cell, Nppc. This is because the mean amplitude of short-scale fluctuations
decreases as N
−1/2
ppc . Substantial noise damping can also be achieved by using
higher-order particle shape functions, S(x), that effectively serve as a low-
pass filter. For example, increasing the order of the shape function from
CIC to TSC can result in an order of magnitude lower noise amplitude with
the same Nppc. The amount of the noise reduction needed depends on the
system under investigation, and should be such so that the spurious forces
no longer dominate the physical forces on the particles. In practice, the
limited computational resources at one’s disposal do not allow for a large
Nppc in a simulation. Therefore, additional noise damping is usually applied
through digital filtering of currents or charge distributions in PIC codes in the
configuration space, or direct filtering of Fourier spectra of physical variables
in the Fourier-based codes.
The analysis of the plasma properties performed for a chosen numerical
model and including the effects of aliases also delivers other constraints for
the maximum time and grid spacing. For oscillations at the plasma frequency,
ωpe, aliases lead to unstable fluctuations in cold plasma if ωpe∆t > 2. The
instability threshold is reduced to ωpe∆t > 1.62 for thermal plasma. How-
ever, accurate solutions still require considerably smaller ∆t that should fulfill
ωpe∆t  1. In a similar way aliases impose restrictions on the value of the
grid spacing, ∆x. The controlling quantity is then the Debye length, λD.
The impact of aliases is negligible if λD ≥ 0.3∆x for linear weighting and the
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Figure 5: FDTD numerical dispersion
relation for light waves propagating on
the Yee lattice. Propagation along
a grid axis, a 2D grid diagonal, and
a 3D grid diagonal is shown for differ-
ent time-steps, ∆t = ν∆tmax (where
∆tmax = ∆x/c/
√
3 is given by the
CFL condition) and compared to the
physical dispersion relation, ω/k = c.
The particle beam mode with ω =
vbk and vb = 0.8c is superluminal
at high frequencies, leading to non-
physical Cherenkov radiation. Taken
with permission from Greenwood et al.
[103].
threshold can be even lower for higher-order particle shapes. If this condition
is not fulfilled, nonphysical fluctuations of the electric field heat the plasma
until λD ∼ ∆x, that might result in a higher noise level than acceptable.
By far the most important limitations of the FDTD schemes come from
the nonphysical Cherenkov instability, as illustrated in Figure 5. The insta-
bility arises at short scales when relativistic particles travel faster than the
numerical speed of light waves. High-frequency radiation quickly nonlinearly
couples through wave-particle resonances to physical frequencies and disrupts
the simulation. The effect is severe for plasma flows with relativistic speed
against the grid. Several solutions have been proposed to mitigate this in-
stability, such as strong smoothing of currents, damping the electromagnetic
fields using dedicated filtering methods, e.g., the Friedman filter [103, 321],
application of the spectral solvers [335, 336] or higher-order computational
schemes with tunable coefficients for integration of the Maxwell’s equations
[103, 321], or some combination of these solvers [185]. It was also found
that for some numerical models the Cherenkov instability growth is greatly
inhibited for a carefully chosen CFL number [101, 128, 321]. Although these
methods can effectively damp the instability, it can still remain an issue in
simulations that cover large temporal scales over which relativistic particles
drift on the grid. Such a situation is typically met in shock simulations. Here,
the alleviation is often done through limiting the particle beam travel time
on the grid by adopting a particle injection scheme in which the injection
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layer moves away from the shock interaction region [e.g. 232, 287]. Another
method is to reduce the beam drift velocity against the grid through a change
of the reference frame [169, 319].
As mentioned above, the solutions of the Maxwell’s equations, instead of
the FDTD method, can be obtained in Fourier space employing fast Fourier
transforms between the coordinate and Fourier space. Such solutions are
quite accurate and allow one to easily deal with the filtering of the numerical
effects. However, the application of the Fourier methods is difficult in systems
with non-periodic boundary conditions and decomposed for efficient parallel
computing.
An alleviation of the constraint for the maximum time-step is offered
by implicit methods of time integration. They can be applied to the field
equations alone, as well as to the coupled system of particle equations of
motion and the Maxwell’s equations. In the latter fully-implicit approach,
the resulting set of nonlinear coupled equations can be solved via nonlinear
iteration with Newton-Krylov solvers [143, 151, 204], or – after linearization
of particle-field coupling – with the methods of linear algebra, extrapolation,
or iteration. Successful implementations of the latter in the form of the direct
implicit method [e.g., 159, 82] or the implicit moment method [e.g., 39, 40] are
known. Although, due to computationally challenging algorithms, in the past
PIC codes based on fully-implicit methods have not been as popular as the
explicit codes, the advances in computing hardware and numerical methods
brought a re-birth of the implicit PIC codes. Also novel efficient solutions
are proposed that allow for exact energy conservation and eliminate many
of the constraints of the explicit PIC codes on the resolution of the spatial
and temporal scales [161]. Such codes are promising for the treatment of
multiple-scale problems, in which the focus is on the macroscopic or ion-scale
processes, and the electron-scale physics does not need to be well resolved
[163].
Modern PIC experiments in astrophysics, space physics, and plasma physics
use billions of macroparticles to simulate plasma systems on ever growing
macroscopic scales. 2D simulations are the standard now, and the first large-
scale 3D experiments have recently become feasible. PIC simulations pose se-
rious computational demands and therefore must be run on high-performance
computing systems that exploit massively parallel approach and scale up to
105 − 106 CPU cores. The most recent code developments thus focused on
hardware-specific code optimization and parallelization. Parallelism is inher-
ent in PIC codes because particle calculations and most field solvers are local.
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Particle advance dominates the computational cost of a simulation, and so
parallel models based on grid decomposition into spatial domains with the
Message Passing Interface (MPI) framework are widely used. To further en-
hance the efficiency, a shared memory parallelism is often utilized through
hybrid MPI and OpenMP codes. Significant developments have also been
made in implementing PIC algorithms in the accelerator hardware, such as
graphics processing units (GPUs). Some challenges still remain, the most
important of which is the load imbalance that seriously deteriorates scal-
ability. Solutions are sought through the implementation of adaptive grids
[92], dynamic assignment of domain patches to the MPI processes [98], or via
merging and splitting macro-particles [e.g., 323]. Another computational is-
sue is the visualization of particle and field data, whose volume in large-scale
experiments can be in excess of Petabytes.
A noteworthy PIC codes development concerns extensions of the standard
PIC method. Inclusion of radiative cooling enables calculations of synthetic
time-dependent photon emission spectra that allow to connect simulations
with astronomical observations [63, 114, 116, 264]. These codes also take
into account the radiation reaction force on simulated particles [e.g., 56,
132]. Binary Coulomb collisions are also featured by many codes [98, 114],
as well as ionisation [66, 79] and quantum electrodynamics effects, such as
Compton scattering [114] or the creation of electron-positron pair cascades
[105, 225, 305].
Though modern state-of-the-art supercomputers operate at maximum
performances well exceeding 1 petaflop, performing simulations that include
spatial and temporal scales larger than several proton gyroradii or gyrotimes
is computationally challenging, as codes must usually at the same time re-
solve small electron scales. A common practice to overcome this difficulty
is to simulate in 2D and use a reduced proton-to-electron mass ratio. Also,
many published results are based on simulations with low grid resolution,
grid size, or a small number of particles per cell. Care must be exercised in
choosing the setup, because the ranking of physical processes may depend
on the dimensionality or the mass ratio. Some effects may also not be prop-
erly resolved with too low resolution and weakly growing or small-amplitude
wave modes require substantial noise damping and long simulation times,
thus significant computing resources. Repeating a simulation with different
reduced mass ratios at least allows for extrapolation to the behaviour at
mi/me = 1842. In the following sections we shall discuss this aspect for a
few examples. Most 2D models apply a 2.5D approach, in which all three
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components of particle velocity and electromagnetic fields are followed. Size-
restricted 3D test simulations are typically performed to validate the results
of the 2D simulations. However, a full scrutiny of the 3D physics must await
the coming era of exascale computing.
In addition to challenges with dealing with the large data volumes pro-
duced in PIC experiments, diagnostics and interpretation of the phenomena
observed in simulations is often complex since all processes act simultaneously
and usually are let to evolve to nonlinear stages. Therefore a common prac-
tice is to verify early-time results against the predictions of the linear theory.
This allows one to identify the dominant wave modes, although in most cases
it is not possible to calculate spectra for each eigenmode separately. Early
nonlinear evolution of the system can be compared with expectations of the
quasilinear theory. In this respect semi-analytic methods, such as numeri-
cal solutions of equations of weak turbulence theory can also be useful. It
has been recently demonstrated that both weak turbulence theory and PIC
simulations are in good agreement with each other in describing processes
involving weak wave growth and low wave energy density when compared to
the particle thermal energy density [168].
2.3. PIC-MHD-hybrid
An advantage of the PIC method is its ability to describe collisionless
plasma from first principles. In most implementations the requirements of the
stability and accuracy of computations pose a need of resolving the electron
scales down to the smallest scales given by the Debye length and the electron
plasma frequency. However, space physics and astrophysics systems typically
represent multiple-scale problems, in which physical processes operate not
only on the vast ranges of scales from micro to macro, but also most often
the microphysical, or in general kinetic, processes considerably influence the
macro state of an object. Due to computational constraints PIC models can
deliver a system description up to several thousand proton plasma times or
several hundred proton gyrotimes, but may at the same time not capture the
spatial scale of the proton gyroradius. Simplifications to the kinetic modeling
of plasmas are therefore needed for the description of much larger spatial and
temporal scales. Relevant questions also appear as to the limits of validity
of different approaches.
Large-scale phenomena in magnetized plasmas can be described in the
MHD (or fluid) approach. MHD equations couple moments of the Boltz-
mann equation with the Maxwell’s equations (without the displacement cur-
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rent) and the plasma equation of state. They assume that local thermody-
namic equilibrium is provided through short-range binary collisions between
particles, and thus the particle distributions are Maxwellians. Only small
departures from the Maxwellian distributions are allowed to model trans-
port phenomena, such as viscosity or thermal conductivity. Since MHD is
a reduced description of plasma and underlying single-fluid equations use
in addition many simplifying assumptions, it is impossible to clearly deter-
mine the limits of applicability of the fluid plasma description. Nevertheless,
if particle collisions cannot be neglected, the fluid approach will hold for
system sizes, L, much larger than the Coulomb scattering mean free path,
L lc. The MHD plasma is also quasi-neutral, and the response of electrons
and ions is equal (charge-separation effects are not included). This leads to
constraints that L  λD and time-scales T  ω−1pe . The magnetic field can
also keep the plasma particles in a fluid element of the size of the Larmor
radius, rL. Therefore, for L  rL, a fluid model can be used even for colli-
sionless plasma. On the other hand, on scales smaller than ∼ rL the MHD
description is inadequate, as microphysical plasma processes that depend on
the v phase-space variable are not taken into account. This applies also to
phenomena in plasma in equilibrium. For non-Maxwellian distribution func-
tions the MHD approach may not recover all physical processes correctly.
Also purely kinetic effects, such as Landau damping, the Weibel instabil-
ity, particle acceleration, particle-wave interactions, etc., require fully kinetic
description.
A compromise between PIC and MHD models are so-called hybrid mod-
els, in which a fully kinetic description is retained for ions, whereas the elec-
trons are described as a fluid. Electron scales are thus not resolved; in fact
the electrons are considered to be magnetized, following the magnetic-field
lines. The relevant spatial scales are the ion gyroradius and the ion skindepth,
and the times scale is the inverse ion gyrofrequency. The evolution of the
physical system is thus possible for much longer times than possible with the
PIC method. In the simplest implementation, the electron mass is neglected
in a generalized Ohm’s law, plasma is assumed to be quasi-neutral, and the
electron pressure is scalar. Extended hybrid models may include resistivity
effects, electron inertia, or electron pressure effects [193]. All of them neglect
the displacement current in Ampe´re’s law, i.e., ∇×B = (4pi/c)j, thus elim-
inating the propagation of light waves, which is consistent with neglecting
high-frequency oscillations due to electrons. Waves with frequencies around
and below the ion cyclotron frequency are adequately described.
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If the physical scales of interest are even much larger than the ion in-
ertial length, a coupled MHD-PIC approach can be formulated. A typical
scenario for such a model is high-energy cosmic-ray feedback on the back-
ground plasma upstream of nonrelativistic SNR shocks. The model treats
cosmic rays in a kinetic PIC way, while the ions and electrons of the ther-
mal plasma are described through MHD equations [196, 13, 222]. Another
approach, that goes the opposite way, is to supply initial and boundary con-
ditions from MHD simulations to the PIC code. Then, localized regions of a
global MHD plasma simulation can be followed with PIC to study the micro-
physics of the processes of interest [73, 114]. Such a model was used to study
active regions in the solar corona [18] and planetary magnetospheres [e.g.,
68, 199]. The most recent development toward a coupled MHD-PIC method
is to apply so-called polymorphic computational particles. The latter can be
either kinetic or fluid, and can change their morph when necessary [201].
Notwithstanding the efforts to combine various plasma simulation meth-
ods to reach into macrophysical scales, another novel possibility that was
mentioned above is to avoid the coupling between different approaches and
study multi-scale problems within a PIC model that is capable of providing
kinetic electron information but does not need to resolve all electron scales.
Such semi-implicit PIC method has recently been proposed in [163] and ap-
plied to several test cases.
2.4. Establishing a shock
In PIC simulations, one can initiate collisionless shocks in a number of
ways, among them the injection method [50], the flow-flow method [243],
the relaxation method [180, 182], and the magnetic-piston method [171].
The injection method uses a plasma beam that is reflected off a conduct-
ing wall. This is a computationally efficient method, but the reflecting wall
corresponds to an ideal contact discontinuity that should be extended on
the plasma scale. It is quite conceivable that there is an initial unphysical
reflection of particles and/or electromagnetic waves, arising from, e.g., im-
perfect balancing of ∇× (v ×B) in simulations of oblique or perpendicular
shocks. In the flow-flow method two counterstreaming plasma beams are
continuously injected at the sides of the computational box that collide and
eventually form a system of two shocks separated by a discontinuity. This
method is computationally expensive, but can involve two different shocks
in one simulation. The discontinuity is kinetically modelled, and care must
be exercised to distinguished particles reflected off the discontinuity from
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those interacting with the shock. The relaxation method uses a simulation
box filled with plasma that is separated by a discontinuity into two uniform
plasma slabs that are supposed to initially satisfy the shock jump conditions
[see also 310]. One difficulty lies in knowing the distribution function of par-
ticles prior to conducting the simulation. The properties and extent of the
foreshock is particularly critical. The magnetic piston method applies an
electromagnetic-field transient that in the plasma develops into a shock [for
a more detailed account of the shock excitation methods see, e.g., 170]. This
method can realistically describes situations in which Poynting flux injects
a lot of energy, e.g. in laser-plasma interactions, but it is unclear how much
relaxation time is needed to develop a shock in a statistical steady state.
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3. Relativistic magnetized outflows: Pulsar Wind Nebulae
3.1. Nonthermal particle acceleration and σ problems
It is widely accepted that relativistic plasma flows emanate from central
objects in many astrophysical settings, and pulsars are known to have a rel-
ativistic, magnetized outflow, whose energy is provided by the spin-down
power of the central neutron star with a strong surface magnetic field. The
Crab pulsar and its surrounding nebula is one of the nearest-at-hand exam-
ples of a relativistic plasma outflow in collisionless plasma system, and due
to the interaction of the outflow plasma with its surrounding medium the
outflow kinetic energy is released. In fact, a broadband spectrum extending
from the radio band to the X-ray and gamma-ray band is observed from the
Crab pulsar wind nebula, and the energy spectrum of the radio band is well
approximated by a power-law Fν ∝ ν−p with spectral index of p = 0.0 ∼ 0.3,
suggesting synchrotron radiation.
High energy particles can be generated during the supernova explosion
stage, but the synchrotron cooling time of those electrons that emit X-rays
and gamma rays is less than the age of the Crab nebula. Therefore, it
is believed that non-thermal high energy particles should be continuously
accelerated during the expansion of the nebula by, for example, shock waves
and magnetic reconnection, etc., and as the result synchrotron radiation are
observed. Yet the energy transfer mechanism from the central object to the
non-thermal particle and the synchrotron radiation remains to be solved.
Another important issue is the so-called “σ” problem. While the pulsar
magnetosphere inside the light-cylinder is commonly believed to be occu-
pied by strongly magnetized outflow plasma due to a strong magnetic field
of the neutron star, whose magnetic field magnitude reaches up to almost
1012 Gauss, observations of pulsar wind nebulae indicate weakly magnetized
plasma with non-thermal particles. Therefore, the efficient energy transfer
of the magnetic energy into particle kinetic energy must happen somewhere
between the pulsar magnetosphere and the nebula. The parameter σ is a
measure to show the relation between the bulk flow energy and the magnetic
field energy, defined by,
σ =
B2
4piNmc2γ
, (26)
where B, N , and γ are the magnitude of the magnetic field, the plasma
density, and the Lorentz factor of the wind speed, respectively. Note that σ
is a Lorentz invariant. In the pulsar wind σ is thought to be large, of the
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order of 106, but in the pulsar wind nebula σ is regarded to be small, around
10−3 [12, 145].
It might be simply argued that the termination shock formed at the
boundary between the pulsar wind and the nebula, that is located about
1017 cm from the neutron star for the Crab nebula, can provide the energy
conversion from the bulk outflow energy into the non-thermal particles. How-
ever, a serious problem is that efficient particle acceleration by shock waves
requires a low-σ flow upstream in a weakly magnetized plasma. In fact, it
is argued that a pulsar wind shock with σ = 10−3 is needed to explain the
observed synchrotron radiation in the Crab nebula [145]. As the Alfvenic
Mach number is given by MA =
√
(1 + σ)/σ for a relativistic shock, a shock
with a large σ, i.e., a low Mach number, is not favorable for synchrotron
emission.
In addition, another controversial issue is the geometry of the shock front
and the magnetic field. In the pulsar wind shock, the magnetic field vec-
tor would be perpendicular to the normal of the shock front in analogy to
the solar wind in Heliosphere, and this topology is called a perpendicular
shock. The controversial issue is whether or not diffusive shock acceleration
can happen at a perpendicular relativistic shock. While multiple crossing of
a non-thermal particle across the shock front back and forth is required for
diffusive shock acceleration, the crossing process will be strongly suppressed
for a perpendicular shock, because the cross-field diffusion is in general weak.
However, it is more or less widely accepted that some sort of the shock ac-
celeration is operating at the termination shock, and that the shock plays an
important role in generating non-thermal particles downstream by dissipat-
ing the bulk-flow energy upstream.
3.2. Striped wind with magnetic reconnection
A promising process for leading to a low-σ wind would be magnetic dis-
sipation/magnetic reconnection in a current layer, where the magnetic field
polarity is switched and the electric current is concentrated. In a pulsar wind
with magnetic field lines stretched by the outflow, the current layer can be
formed in the equator, but for an obliquely rotating neutron star, where the
magnetic moment of the neutron star is not parallel to the pulsar rotation
axis, the current layer appears periodically in a finite equatorial zone with
a cone angle of 2θ, where θ is the angle between the rotation axis and the
magnetic moment of the neutron star [219, 314].
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Before arguing magnetic energy dissipation in a pulsar wind, it would
be better to pay attention to the radial evolution of the current layer. As
the pulsar wind propagates outward, the amplitude of the magnetic field
decays as 1/r, whereas the column density of the charged particle confined
in the current layer decreases as 1/r2. If no magnetic-field dissipation oc-
curs, and if the thickness of the current sheet does not change, beyond some
distance the charge particles cannot support the electric current maintained
by the surrounding magnetic field, namely the so-called charge starvation
will happen. Therefore we would expect that the current sheet begins to
bring additional plasma from the surrounding magnetized plasma through
the process of magnetic reconnection/magnetic-field annihilation.
Another issue in an expanding pulsar wind that we need to pay attention
to is the time scale required for the nonlinear evolution of reconnection.
Roughly speaking, the time scale of reconnection is not shorter than L/c,
where L and c are the thickness of the current sheet and the speed of light
(or the Alfven speed in a relativistic regime), respectively. With increasing
distance, r, from the central neutron star, the current sheet layer will expand
with scale dependence L ∼ r(L0/r0), where θ0 = L0/r0 is the opening angle
of the beginning of the current sheet. On the other hand, the elapse time of
the wind in the proper frame (i.e., in the plasma frame) is r/(γc). Therefore,
the condition required for the evolution of reconnection should read θ0γ < 1,
and this condition is not obviously satisfied in a pulsar wind because γ  1.
Moreover, if reconnection happens during the expansion, the current sheet
is heated and work is done. Then the wind can be accelerated and the wind
Lorentz factor γ becomes large. This process dilates the elapse time given
the above condition [198, 150]. However, the nonlinear evolution of magnetic
reconnection/magnetic-field annihilation depends on the energy dissipation
process coupled with the macroscopic expanding current structure and the
microscopic magnetic diffusion process, and many unresolved issues remain to
be solved. The puzzle of the energy conversion of a Poynting-flux dominated
wind to a kinetic-energy-flux wind may be a ubiquitous problem for any
spherical relativistic flow that contains a toroidal magnetic field.
There are some significant advances in our understanding of the pul-
sar magnetosphere over the last decade by using the particle-in-cell (PIC)
simulations [e.g. 67, 24, 62, 257, 135]. The global dynamics of the pulsar
magnetosphere has been addressed by paying attention to the current and
charge distribution, the role of pair plasma production, dissipation processes,
electromagnetic emission and so on. In order to resolve the σ problem of the
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Figure 6: Striped wind structure obtained by PIC simulation. Left is the plasma multiplic-
ity n/nGJ in logarithmic color scale, and right is the toroidal magnetic field (r/r∗)(Bφ/B∗).
Reproduced with permission from Cerutti & Philippov [62].
global current-sheet dissipation in a striped pulsar wind structure, Cerutti
& Philippov [62] investigated a striped wind in the equator of an inclined
split-monopole by a two-dimensional PIC code. As initial condition, mag-
netic field lines are assumed to be purely radial out of a split-monopole, and
they start to co-rotate with the central neutron star. As shown in Figure 6,
shortly after commencing co-rotation the magnetic field lines are wound and
form two nested Parker Archimedean spirals, and the magnetic-field struc-
ture collapses into a closed magnetosphere inside the light cylinder and an
open magnetosphere extended beyond the light cylinder. In this standard
pulsar magnetospheric structure, sporadic formation of current-sheet tearing
close to the light cylinder has been observed, hence magnetic reconnection
occurs actively and a chain of plasmoids propagating outward is formed.
Then the reconnection started around the light cylinder continues to develop
with increasing distance from the pulsar, r, and the broadening of the cur-
rent sheet thickness was found to be proportional to r in the PIC simulation.
In addition, they found the radial dependence of the drift velocity carrying
the electric current is weak. From the Ampere’s law, they found that the
distance at which the magnetic energy completely dissipated to a low-σ wind
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can be given by,
rdiss = piΓlcκlcRlc, (27)
where Γlc and κlc are the bulk Lorentz factor and the plasma multiplicity at
the light cylinder. For the Crab nebula case, the multiplicity, κlc, is believed
to be of the order of 103 ∼ 104 [306], and the bulk Lorentz factor around Γlc ≤
102. Then the dissipation distance, rdiss/Rlc, can be estimated as 10
5 ∼ 106,
but the distance of the termination shock is known to be rterm/Rlc ≈ 109.
Therefore, the dissipation distance, rdiss, becomes much less than the radius
of the termination shock, and this nonlinear simulation suggests that the
stripes could dissipate far before the wind reaches the termination shock in
the Crab nebula. The reason why the σ problem does not appear is probably
that relativistic magnetic reconnection switches on near the light cylinder,
and that the reconnection could effectively dissipate the stripes in the inner
magnetosphere.
3.3. Particle acceleration by magnetosonic shocks
It is widely believed that diffusive shock Fermi acceleration can produce
nonthermal power-law energy spectra with dN/dE ∝ E−s with the ubiqui-
tous slope s = 2 determined only by the shock compression ratio, by particle
scattering back and forth across the shock front [175]. The outflows from
pulsars, however, are believed to be highly relativistic with a bulk Lorentz
factor Γ  1, and these shocks are expected to have a large magnetic field
component perpendicular to the shock normal direction in the shock front
frame. The standard diffusive Fermi shock acceleration may not necessar-
ily work in such a shock geometry, which is so-called perpendicular shock,
because the particle cannot be easily diffused across the magnetic-field lines
[177, 178, 179].
Instead of the diffusive shock acceleration model, it has been argued that
the wave-particle interaction of collective plasma phenomena can lead to effi-
cient particle acceleration. Hoshino et al. [124] proposed that the synchrotron
resonance process can efficiently accelerate electrons and positrons near the
shock front region, if heavy ions have contaminated the pulsar wind with its
dominant constituent of pair plasma [11]. As a part of the incoming parti-
cles can be ubiquitously reflected off the shock front back into the upstream
region in the form of gyromotion, and the gyrational energy around the mag-
netic field can be released by the synchrotron maser instability [344]. Not
only the leptonic component of positrons and electrons but also the hadronic
34
component of heavy ions drive the emission of X-mode electromagnetic waves
by the synchrotron maser instability [123], and the X-mode waves generated
by the heavy ion population can be absorbed by both positrons and elec-
trons. In one-dimensional PIC simulations, the time scale of the synchrotron
maser process is of order of tens of the gyro-period [124, 11], which is quite
short compared to the time scale of the conventional diffusive shock acceler-
ation. They also found that the pair plasma generates hard energy spectra
downstream of the termination shock, if the number density of the heavy ion
contamination is larger than the mass ratio of heavy ion to electron/positron
pairs. However, the contamination of heavy ions may be still an open ques-
tion.
3.4. Particle acceleration in striped wind
As an alternative model of the nonthermal particle acceleration in the
pulsar wind nebula, Nagata et al. [223] and [290] discussed the interaction
of the striped wind and the magnetosonic shock front. The interaction of
the fast mode shock and the tangential discontinuity may lead to additional
particle acceleration and/or magnetic energy dissipation: for example, the
interaction of shock and discontinuity may generate another magnetosonic
wave propagating downstream. The collision of the plasma sheet (i.e., tan-
gential discontinuity) with the shock front may drive reconnection, which in
turn leads to a rapid magnetic energy dissipation.
Nagata et al. [223] studied with a one-dimensional PIC simulation the
interaction of the magnetosonic shock and the plasma sheet for a striped
wind with relatively low σ = 0.1. They found that after the interaction of
the tangential discontinuity both a large amplitude magnetosonic wave and
a tangential discontinuity are formed in the downstream region, and high
energy particles can be accelerated in association with those structures, if
the thickness of the tangential discontinuity in the upstream region is larger
than the electron inertial length. In addition, the separation distance between
the striped wind/tangential discontinuity is a key agent, and the separation
distance in the Crab pulsar wind would be estimated as the light cylinder of
rsep = c/Ω ≈ 1600 km, while the typical gyro-radius rg in the downstream
plasma may be estimated as rg = c/(eB/γmc) ≈ 108 km, where γ ≈ 106 is
the wind bulk Lorentz factor. In this parameter regime with rg  rsep, the
particles originally trapped inside the discontinuity in the upstream region
cannot be trapped downstream and could travel over the striped structures.
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Figure 7: Striped wind structure around the termination shock. A relativistic strip wind
that was injected from the right-hand boundary interacts with the termination shock
around x = 2600, and then magnetic reconnection is initiated. From the top, the panels
show the plasma density with magnetic field lines (white lines), the magnetic energy
density, the difference of the magnetic energy density and the electric energy density,
and the mean kinetic energy per particle in units of Lorentz factor. Reproduced with
permission from Sironi & Spitkovsky [290] ( c©AAS).
Therefore, the magnetic energy could be quickly dissipated by the finite
Larmor radius effect.
Sironi & Spitkovsky [290] investigated the interaction of the striped wind
and the shock using two- and three-dimensional PIC simulations for rela-
tively large σ = 10 ∼ 100, and studied whether or not the Poyinting flux-
dominated striped wind can dissipate the magnetic field energy. As shown
in Figure 7, they found that although the shock compression is weak due to
a large σ wind, magnetic reconnection can be driven when the striped wind
just attached to the weak fast mode shock front at x/(c/ωp) = 2600, and
then in association with nonlinear evolution of magnetic reconnection, the
formation of magnetic islands and their interaction of coalescence leads to a
rapid energy dissipation and particle acceleration in the downstream region.
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If the separation distance, rsep, is large enough, the nonthermal energy spec-
trum becomes broader, and the power-law energy tail shows a hard spectrum
with its spectral index around −1.5, probably reflecting the mechanism of
relativistic reconnection acceleration [341].
3.5. Particle acceleration in magnetic reconnection
We have already mentioned that magnetic reconnection plays an impor-
tant role in various phenomena, but in this section, we quickly review the ba-
sic process of reconnection by focusing on particle acceleration [127, 31]. The
reconnected magnetic field line exerts a Lorentz force, and the bulk plasma
can be accelerated up to the Alfven speed that can be written as function
of the magnetization parameter, σ, as vA = c
√
σ/(1 + σ) (cf. Eq. 26). Hot
plasma and also non-thermal particles can be rapidly generated on the order
of the Alfven transit time λ/vA, where λ is the thickness of the neutral sheet.
Astrophysical applications of reconnection are accretion disks, pulsar
winds, AGN jets, magnetars and so on, and the observed non-thermal signa-
tures from these objects are often believed to be at least partially attributed
to magnetic reconnection specially in the relativistic regime where the Alfven
speed is close to a speed of light. Among different numerical approaches
of simulation, the process of particle acceleration can be treated from first
principle by means of kinetic particle-in-cell (PIC) simulations. Many PIC
simulation studies have been carried out so far: earlier studies of relativis-
tic reconnection in two-dimensional space reported that strong non-thermal
particles can be quickly generated in and around the magnetic diffusion re-
gion, the so-called X-type neutral point, and they lead to the formation of
a hard power-law spectrum with N(ε) ∝ ε−p where p = 1 ∼ 2 [341, 132].
Decaying turbulence involving reconnection appears to generically lead to
power-law spectra of particles, although a fair fraction of the energization
happens by stochastic interactions with turbulence [70]. For the σ >> 1
regime, it is shown that the power-law index becomes p = 1, and most of
the released energy is converted into non-thermal particles [108, 292]. In a
pair-proton plasma, one finds that the post-reconnection energy is shared
roughly equally between magnetic fields, pairs, and protons [255]. For very
high β, the particle spectrum transitions to a Maxwellian [15].
While magnetic reconnection can happen in two-dimensional space where
the anti-parallel magnetic fields are included in the simulation plane, the
drift-kink instability, which is known as another important magnetic energy
dissipation process, can be excited in the out-of-plane direction, i.e., in the
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plane including the electric current direction [342]. The linear growth rate
of the drift-kink instability (DKI) for the anti-parallel magnetic field case is
larger than that of reconnection for a thin current sheet, namely the thick-
ness current sheet is less than a gyro-radius of the thermal plasma. However,
the growth rate of DKI is slower than that of reconnection for a thick cur-
rent sheet [343]. During the nonlinear time evolution of DKI, the thickness
of the current sheet gets broader as time goes by. In fact, the time evolu-
tion in three-dimensional simulations with a thin current sheet shows the
drift-kink unstable current structure in the early stage, and then the recon-
nection structure with a magnetic island/plasmoid in the later phase after
the thickening of the current sheet. As another aspect, DKI can be easily
suppressed by imposing a finite magnetic field parallel to the electric cur-
rent. Therefore, in a realistic three-dimensional system with a magnetized
plasma with a large σ, magnetic reconnection is known to produce intense
non-thermal particles [292]. In addition, the interaction of charged particles
with many magnetic islands generated in a large reconnection system can
generate efficiently non-thermal particles through the Fermi process [126].
The maximum attainable energy of a charge particle is, in general, limited
by the size of the acceleration region, L, and given by εmax < eEL, where
e is the charge of particle and E is the electric field, which can be replaced
by the motional electric field defined by vB/c ∼ B in a relativistic environ-
ment. Petropoulou, & Sironi [254] find that the energy of particles continues
to grow, albeit slowly, and the decisive field strength is that in the plas-
moids, not the average field that enters the σ parameter. However, radiation
losses during the particle acceleration may decrease the above simple limit.
In the case of synchrotron radiation loss, the balance between the electric
acceleration rate and the synchrotron radiation loss rate give the maximum
attainable energy as εsync = (9mc
2/4αF )(E/B) < 160 MeV, where αF is the
fine structure constant and mc2 is the rest mass energy of electron. During
energy acquisition by relativistic reconnection, the effect of radiation loss in
PIC simulations has been investigated by including the radiation reaction
term of Lorentz-Abraham-Dirac form in the Lorentz equation. Due to ra-
diative cooling, the gas pressure in the plasma sheet is reduced, and then
in order to maintain the pressure balance between the plasma sheet and the
magnetic field dominated inflow region, fast reconnection can be initiated
[132]. It is also shown that εsync > 160 MeV can be generated by preferential
acceleration in a weak magnetic field region [63]. A high radiation intensity
above 1 MeV can lead to a significant opacity for pair production which adds
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particles and hence reduces the effective magnetization of the plasma, leading
to a lower high-energy cut-off in the emission spectrum [112].
A promising area of magnetic-reconnection research are spatially coupled
MHD and PIC simulations which reproduce the dynamics of fully kinetic
simulations that Hall-MHD does not capture [200].
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4. Weakly magnetized relativistic systems
4.1. Relativistic shocks
Nonthermal emission observed from astrophysical sources with relativistic
outflows, such as gamma-ray bursts (GRBs), jets of Active Galactic Nuclei
(AGN) and microquasars, and Pulsar Wind Nebulae, is frequently modeled
as synchrotron or inverse Compton emission of electrons. These electrons
are supposed to be accelerated in a first-order Fermi or DSA process at
relativistic collisionless shocks, although some studies suggest that magnetic
reconnection may be involved as well [e.g. 253].
At relativistic shocks the bulk flow speed is comparable to the speed of
the particles. In effect, the distributions of accelerated particles are highly
anisotropic at the shock. In contrast to the case of nonrelativistic shocks,
the DSA process at relativistic shocks is therefore very sensitive to the back-
ground conditions of the upstream plasma, such as the Lorentz factor of
the bulk flow, the strength of the magnetic field and its orientation with re-
spect to the shock normal, and the structure of electromagnetic turbulence
responsible for particle scattering. This has been first demonstrated in the
test-particle limit through semi-analytic calculations [149, 115, 148, 147] and
Monte Carlo simulations [227, 228, 229, 174, 86]. For quasi-perpendicular
superluminal shocks – the most typical configuration for ultrarelativistic
shocks – these studies showed that particle acceleration is very inefficient,
and the particle spectra are typically very steep, unless a highly turbulent
magnetic field exist near the shock, that is equivalent to very low plasma
magnetization [244, 175, 229]. Only under these conditions highly relativis-
tic shocks with Γsh  1 produce broad-range power-law energy spectra with
the “asymptotic” index s = 2.2 − 2.3, that are compatible with the spectra
of synchrotron-radiating electrons derived from modeling of GRB afterglows
[20, 95, 1, 174, 86, 229]. However, the test-particle treatment assumes ad-hoc
turbulence structures, and an in-depth understanding of relativistic shocks
and particle acceleration at them was only recently made possible with large-
scale multi-dimensional PIC simulations.
Below a well-defined critical density, collisions do not mediate the shock,
and the shock formation builds on plasma instabilities [45]. Collisionless
shocks and the associated electromagnetic fields and accelerated particles
self-consistently evolve, driven by the anisotropy of the particle distribution
function that is inherent to relativistic shocks. Depending on physical condi-
tions, many competing instabilities can develop at astrophysical shocks [42].
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Figure 8: The structure of a Weibel-mediated relativistic shock in a 2D PIC simulation
of electron-positron plasma. The left panel shows the out-of-plane component of the
magnetic field, Bz (a), and the associated component of the electric current density, Jx, in
the direction of the upstream plasma flow (from left to right). The right panel presents the
transversely averaged profile of the magnetic energy density normalized to the upstream
bulk kinetic energy density. The shock transition extends roughly from x = 350 to x = 400
in units of upstream plasma skin depth. Reproduced with permission from Kato [138]
( c©AAS).
It was first recognized by Medvedev & Loeb [218], that in the ultrarela-
tivistic regime the Weibel or filamentation instability has the highest linear
growth rate1. As predicted analytically, shown in dedicated studies [43] ,and
observed in PIC simulations [285, 133], the instability generates micro-scale,
mostly magnetic turbulence, with a characteristic coherence scale of the order
of the relativistic skin depth. The fields are organized into filaments associ-
ated with electric-current filaments formed by particles of opposite charges
and elongated in the direction of the plasma flow. The fields are thus mostly
transverse. The instability saturates when the magnetic field becomes strong
enough to deflect particles in the filaments. The bulk plasma flow can then be
isotropized and slowed-down, providing a means for dissipation of relativistic
flows through shocks.
Weibel-mediated formation of relativistic shock has been demonstrated in
numerous PIC simulations for both electron-positron and electron-ion plasma
1Technically, the filamentation instability is driven by a beam of particles and the
Weibel instability by temperature anisotropy. Both have wavevectors perpendicular to
the streaming direction or the high-T axis. It is commonplace to label both as Weibel
modes [41].
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[93, 138, 233, 234, 296, 297, 64, 235, 113]. The instability is most robust in
unmagnetized plasma, σ = 0 [118]. Figure 8 (left) illustrates the structure
of the shock transition, that corresponds to the peak in the magnetic-field
energy (Fig. 8 (right)). The compression of the plasma is in line with the
hydrodynamic jump conditions. After saturation, current filaments begin to
interact with each other and coalesce to form larger-scale quasi-regular struc-
tures downstream of the shock. The magnetic field strength can reach a level
moderately below equipartition (at B ∼ 10%−15%) with the upstream flow
energy at the shock. However, the magnetic field decays downstream of the
shock, where the filaments are destroyed [64]. Although in PIC simulations
the early instability growth results from the initial anisotropy, usually set up
through counterstreaming plasma beams, later the shock is a self-sustained
structure, in which the free energy for the Weibel instability is provided by
the incoming flow of the upstream plasma and the beam of hot particles
reflected from the shock back into the upstream region. The upstream elec-
tron/positron plasma is also heated on the way towards the shock. This is
due to small-scale transverse electric fields in the shock precursor generated
between the filaments and associated with space-charge effects [308]. Elec-
trons (positrons) oscillating in the electromagnetic fields of the growing and
merging current filaments can be efficiently heated. In electron-ion plasma
this mechanism was described by Hededal et al. [117], and the electrons were
shown to be energized close to equipartition with the ions before they reach
the downstream region [297]. When they enter the shock, the relativistic
mass of the electrons is thus comparable to that of the ions, which ren-
ders similar the physics of ultrarelativistic electron-positron and electron-ion
shocks [289, 291].
Ultrarelativistic unmagnetized shocks have been demonstrated to be effi-
cient particle accelerators. As first shown by Spitkovsky [298] for pair shocks
and Martins et al. [205] and Haugbølle [113] for electron-ion shocks, accel-
erated particles gain their energies through multiple reflections between the
upstream and the downstream region of the shock (see Fig. 9), where they
scatter on micro-scale turbulence. At each reflection, the energy gain is
∆E ∝ E, as expected for a first-order Fermi process. The final particle en-
ergy is acquired in the evolving shock structures after only a few collisions,
and the scattering time between collisions increases as the particles are accel-
erated [205, 113]. The process is thus termed a Fermi-like acceleration. The
resulting particle energy spectra downstream of the shock have power-law
tails with spectral indices between s = 2.3 and s = 2.6. The tail contains
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Figure 9: Illustration of Fermi-like
particle acceleration at a ultrarelativis-
tic shock in pair plasma. Left panel:
Horizontal position as a function of
time for four representative particles
(colored lines) overplotted on trans-
versely averaged profiles of magnetic
energy (gray lines). Right panel: the
energy of the four particles (shown
with corresponding color lines), like-
wise as function of time. All horizon-
tal positions are shifted by xshock (t)
to align them with the shock loca-
tion. All quantities are measured in
the downstream frame. Reproduced
with permission from Spitkovsky [298]
( c©AAS).
∼ 1%− 3% of the particles and carries about10% of the plasma energy. The
maximum Lorentz factor grows in time as γmax ∝ t1/2, slower than expected
in the Bohm limit (γmax ∝ t), which reflects the nature of the small-scale
turbulence seeded by the Weibel instability [291]. The acceleration process
thus operates in a manner that has been earlier described in analytical and
Monte Carlo simulations [1, 175, 229, see also above].
The PIC results permit a qualitative estimate of the maximum energy to
which particles can be accelerated at the external shocks of GRBs. Because
proton acceleration is too slow, their maximum energy of 1016 eV is too low to
explain ultra-high-energy cosmic-rays (UHECRs) reaching energies beyond
1020 eV [291]. On the other hand, electrons accelerated at these shocks can
account for the observed MeV-GeV emission of the early GRB afterglows, if
they produce synchrotron radiation.
A new development is the implementation of radiation techniques into
PIC codes (see Section 2.2), whioch allow the calculation of photon emission
spectra from first principles. As unmagnetized relativistic shocks are me-
diated by the Weibel instability that generates strong small-scale magnetic
turbulence, it has been proposed that electron emission at shocks would
result from the so-called “jitter” radiation, rather than the synchrotron pro-
cess [215, 216, 91]. Photon spectra obtained from PIC simulations of the
Weibel instability show agreement with the “jitter” emission in the initial
linear phase of the instability, taking place in the foot of the shock precur-
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sor [94, 217]. On the other hand, closer to the shock, where the magnetic
filaments merge and grow in size, the radiation spectrum resembles ordi-
nary synchrotron radiation. Spectra consistent with synchrotron emission
have been calculated for the close downstream region of the shock in PIC
simulations that self-consistently followed the shock formation process [288].
However, significant contributions to the emission should be expected from
the extended regions downstream of the shock. This includes the far down-
stream region, in which the magnetic field decays and so radiation may again
enter the “jitter” regime [217]. As the statistical structure of the magnetic
field far behind the shock is still not known (see below), the exact nature of
the photon emission from unmagnetized shocks remains to be resolved.
The level of sub-equipartition magnetic field, B ' 0.1, the considerable
fraction of energy transferred to the electrons downstream, and the power-
law particle spectra in an extended energy range, all support the canonical
picture of GRB afterglows as being manifestations of ultrarelativistic shocks
propagating in a very weakly magnetized medium [see, e.g., 256]. However,
as noted, the magnetic field produced in the shock is small-scale, of the order
of plasma skin depth, λp, and quickly decays downstream of the shock. As
the radiation modelling of GRB observations implies near-equipartition fiels
across a macroscopic region of ∼ 1010λp, the self-consistent generation of
such fields still needs to be demonstrated. Keshet et al. [146] showed that
particles undergoing continued acceleration at the shock drive magnetic-field
growth on progressively larger scales and in a growing region around the
shock, demonstrating at the same time nonlinear feedback of the accelerated
particles on the shock structure. Their simulations did not converge to a
steady state, implying that the process may proceed further, in line with
unlimited acceleration in unmagnetized plasma, σ = 0 [see above, 291]. A
caveat is that, if weak magnetic fields are present in the pre-shock medium,
particle energy growth saturates at γmax ∝ σ−1/4, because the self-generated
turbulence is confined to increasingly smaller region around the shock, and
there is no magnetic turbulence that can scatter highest-energy particles
[291]. Consequently, magnetic-field generation by accelerated particles may
not work in these conditions.
The properties of shock formation and efficient particle acceleration pro-
cesses as described above hold for shocks in electron-positron plasma with up-
stream magnetization σ . 10−3, and in electron-ion plasma for σ . 3×10−5,
regardless of shock obliquity, ΘBn [289, 291]. However, for larger magneti-
zations synchrotron maser modes are induced that speed up the shock for-
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mation through magnetic reflection [300]. The shock structure and parti-
cle acceleration strongly depend on ΘBn [287, 289]. As shown by Sironi &
Spitkovsky [287] for electron-positron plasma, the shock transition in parallel
shocks can be mediated by the Weibel filamentation instability up to a mod-
erate plasma magnetization, σ . 1. This instability also mediates the forma-
tion of oblique subluminal shocks, although with increasing shock obliquity
the process of magnetic reflection of the incoming particles off the shock-
compressed magnetic field [4] becomes important and dominates for ΘBn
approaching ΘBn,crit. In the regime of superluminal shocks (ΘBn ≥ ΘBn,crit)
particle acceleration was found to be inefficient, because such shocks can-
not self-consistently produce large-amplitude turbulence to allow significant
cross-field diffusion, as noticed already in Monte-Carlo studies [244, 229].
Acceleration is possible at subluminal shocks with ΘBn . 34o/γ0, where
γ0 is the Lorentz factor of upstream flow, and its efficiency increases from
∼ 4% of the flow energy at quasi-parallel shocks (ΘBn ≈ 0) to more than
10% for obliquity angles close to ΘBn,crit. At the same time, the high-energy
spectral tail becomes harder, in agreement with semi-analytic and Monte
Carlo simulations [see, e.g., 227, 86]. The increase in the acceleration effi-
ciency is associated with a growing importance of SDA that operates much
faster than DSA. The Fermi-like process energizes particles at quasi-parallel
shocks, in which upstream scattering is provided by oblique waves that are
self-consistently driven by shock-reflected particles. The above picture holds
also for shocks propagating in electron-ion plasma [289]. A notable difference
in this case is that at subluminal shocks ions are more efficiently accelerated
than electrons. The nonthermal tail in the ion spectra contains approxi-
mately 30% of ion energy and its slope is s ' 2.1. Nonthermal electrons
carry about 10% of energy and their power-law spectra are steep with slope
s ' 3.5. The lower acceleration efficiency reflects the stronger binding of
electrons to the magnetic-field lines, as electrons despite their heating in the
shock precursor enter the shock with lower energy than ions.
Radiation from blazar jets and the prompt emission of GRBs are usually
attributed to electrons accelerated to form nonthermal spectra at relativistic
internal shocks. Mildly relativistic shocks are also thought to be hosted in
the hot spots of AGN jets. As these shocks are most probably magnetized
and quasi-perpendicular (superluminal), the expected inefficiency of particle
acceleration remains to be in tension with those models.
PIC simulation results confirm the finding of earlier Monte-Carlo studies
that the DSA process should not be considered as the main mechanisms
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for production of the observed radiating electrons [229]. Conversely, if the
emission models require particle acceleration through the Fermi process at
relativistic shocks, they should involve only nearly parallel and/or weakly
magnetized shock conditions.
As discussed in Section 3.3, the synchrotron maser instability is a signif-
icant dissipation mechanism at relativistic superluminal magnetized shocks.
In the context of particle acceleration at AGN and GRBs, it has been pro-
posed by Hoshino [121] that electrons and ions can be quickly accelerated
through wakefields that are generated when precursor waves propagate into
the upstream electron-ion plasma [197]. In fact, the wakefield acceleration
(WFA) has been proposed as a model of UHECR production in GRBs [65].
Recent high-resolution PIC simulations of ultrarelativistic pair shocks by
Iwamoto et al. [129, 130] showed that the precursor wave emission is inher-
ent in realistic magnetized shocks and persists even at lower magnetizations,
in which the Weibel instability dominates. The wave amplitude is sufficiently
large [158] for WFA to operate at highly-relativistic electron-ion shocks.
4.2. Shear flows
Active Galactic Nuclei and Gamma-ray bursts feature collimated rela-
tivistic outflows that are likely embedded in a slower wind [e.g. 54]. Un-
avoidably there will be shear between the fast jet and the slower sheath
around it that may trigger instabilities and also provide particle acceleration
[265].
Alves et al. [5] presented the first 3D simulation of the kinetic Kelvin-
Helmholtz (kKH) instability in unmagnetized shear flows. The initial evo-
lution involves the formation of electron current filaments. Eventually a
strong large-scale DC magnetic field is generated, that is a few tens of elec-
tron skinlengths thick and extends of the entire length of the shear surface.
This kinetic feature arises from the leakage of electrons of one flow into the
other across the shear layer, which ions cannot undergo on account of their
inertia, and so it would not be captured in MHD simulations [e.g. 220, 19].
For electron-positron plasma the structure is similar to that produced by
the Weibel instability, consisting of alternating currents and magnetic fields
[236]. The ratio of the energy density of magnetic field to that of particles
matches the values inferred from radiation modelling of GRB afterglows,
MF/P ≈ 3 · 10−3 [246]. In the simulations of Grismayer et al. [104] the
lifetime of the DC magnetic field at the shear interface reached a few hun-
dred ion inertial times, which is likewise commensurate with that required
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in radiation modelling of GRBs. The structural modification imposed by
the kKH instability is of essential importance for the injection of particles
into shear acceleration, as one also observes particle energization at the shear
boundary [186]. Comparing in their simulations various compositions of the
plasma (electron-positron, electron-ion, and mixtures of the two), Liang et
al. [188] find that only for a hybrid composition one finds the power-law par-
ticle spectra that would lead to the observed power-law radiation spectra. As
the energy source for the generation of magnetic field and the acceleration
of particles is the kinetic energy of the shear flow, the operation of the kKH
instability will invariably lead to a deceleration of the flow [7].
The kKH instability is not the only instability that operates at the shear
layer. Alves et al. [6] observe a new kinetic mode in their simulations that
they refer to as the Mushroom instability on account of the mushroom-like
structures that emerge in the electron density. Linear theory verifies that this
mode can grow faster than the kKH instability, even if the velocity shear is
initially smeared over a length scale Ls. The growth rate of the Mushroom
instability decreases with increasing Ls, but for relativistic flows remains
higher than that of the kKH instability for the same Ls.
The 3D simulations of Nishikawa et al. [237] involve the penetration of
background plasma by a relativistic jet, and so they cover both the compres-
sion of plasma at the head of the jet and the shear at the sides, although the
simulation box is too short to permit the leading shock to fully develop. For
pair plasma they observe strong mixing of jet and background electrons, and
the combined action of the kKH, Mushroom, and Weibel instabilities creates
density fluctuations. Figure 10 demonstrates that for electron-ion plasma
the jet electrons are collimated by strong toroidal magnetic fields generated
by the Mushroom instability that change polarity at some distance along the
jet.
Carefully modeling the radiation output of shear flows, Pausch et al.
[251] demonstrated that the expected polarization signature of the linear
phase of the kKH instability differs from that produced in later stages of the
evolution, which may offer a means to experimentally deduce the presence of
shear flows. In general, shear-flow scenarios such as the spine-sheath concept
of AGN jets may have beaming patterns of radiation that vary between
electron-ion jets and pair-plasma flows. Shear flows can in particular emit
radiation in the forward direction that has a very hard spectrum compared to
that seen at larger aspect angles, which may alleviate the need to postulate a
very high minimum electron Lorentz factor in AGN radiation modeling [189].
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Figure 10: 2D slices of By for electron-ion plasma (a, upper panel) and (b, lower panel)
pair plasma at time t = 1700ωpe
−1. Arrows show Ex,z. The color scale at the right is
for only the rightmost panel (region 1550 < x/∆ < 1850). The maximum and minimum
values in each of the five jet regions are indicated at the upper right. Reproduced with
permission from Nishikawa et al. [237] ( c©AAS).
A number of aspects in the evolution of the kKH instability at shear interfaces
depend on the Lorentz factor of the flow and hence may be different for GRBs
and AGN with typical Lorentz factors Γ ≈ 300 and Γ ≈ 10, respectively, and
so one should not expect the same radiation signature for GRBs and AGN
[190].
4.3. TeV pair beams
TeV-scale gamma rays are subject to absorption by pair production fol-
lowing collisions with extragalactic background radiation in the Optical or
near-infrared [102]. Due to the inverse Compton scattering, these pairs will
emit secondary photons in the GeV band [2]. The observational analysis
indicates, however, that the measured gamma-ray signal in the GeV energy
band is smaller than the predicted cascade emission assuming that the pairs
lose their energy only by inverse-Compton scattering [224]. Thus, some other
dissipation processes must be in play.
One possible explanation relies on the existence of a large-scale hypo-
thetical magnetic field in cosmic voids [87, 224, 304]. An alternative model
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posits that an electron-positron beam propagating through the IGM plasma
drives the electrostatic (two-stream) instability resulting in energy loss to the
plasma waves [47, 260, 272, 273, 221]. An observational analysis of cascade
emission around radio galaxies supports the plasma-wave interpretation [48].
Although the electrostatic instability should in principle be easily ac-
cessible in PIC simulations, a substantial adjustment in parameter values
is needed to render the growth rate large enough. Care must be exercised
though to maintain the same physical regime. Shalaby et al. [279] noted
the extreme narrowness of the velocity resonance in k space, and they use
1D simulations to demonstrate the very high grid resolution that is needed
to properly capture this mode in PIC simulations. The instability develops
in the kinetic limit though, i.e. the warm-beam regime, for which domi-
nant wave growth arises in oblique directions, mandating at least 2D simula-
tions. The first 2D simulations were published by Sironi & Spitkovsky [292]
and showed saturation at moderate intensity levels, but substantial heating.
Kempf et al. [144] argued that this heating arises from using a beam with
higher energy density that is thermally carried by the background plasma.
They found negligible energy transfer from the beam to the plasma, but
their simulations were conducted in the reactive regime which doesn’t apply
to TeV pair beams. A list of requirements for scaling was formulated by
Rafighi et al. [261] who also used 2D simulations to demonstrate the varia-
tion in the evolution of the system, if one or more of these requirements are
violated. Even if one designs simulations in the appropriate regime, the code
maintains energy conservation to a sufficient decree, and one mimics the non-
Maxwellian distribution function of the pair beams, very little, if any energy
loss is observed during the simulation [316]. Significant energy loss of the
pairs by inverse-Compton scattering of the cosmic microwave background
happens over about a million growth times of the electrostatic instability, far
too long for a PIC simulation the resolves the plasma frequency. One needs
to scale the saturation mechanism and level from the simulation to real con-
ditions which requires other techniques. Using analytical methods Vafin et
al. [316] found that the energy loss by driving the electrostatic instability
is likely dominant, suppressing the GeV-band cascade emission. Modeling
the spectral evolution of the waves under nonlinear Landau damping instead
suggests that there is no constant saturation level in the resonant band in k
space, which might invalidate the analytical extrapolation [317].
49
5. High-velocity non-relativistic systems: SNRs
Supernova remnants (SNR) are observationally known to accelerate parti-
cles to very high energy, on account of the detection of TeV-scale gamma rays
and X-ray synchrotron emission. The supernova explosion drives shocks into
the ambient material with speeds of a few thousand kilometer per second.
The shocks speed is for most of the lifetime of the SNR much higher than both
the sound speed and the Alfve´n speed in the ambient medium, implying large
values of the sonic and the Alfve´nic Mach number, Ms  1 and MA  1. The
compression at an MHD shock would depend only on the adiabatic constant,
γ, and for the compression ratio one finds κ =' (γ + 1)/(γ − 1). Bell [21]
demonstrated that at such a fast shock diffusive shock acceleration can oper-
ate and provide a particle spectrum N(p) ∝ p−s, with s = (κ+2)/(κ−1) ' 2.
PIC simulations have provided many insights into the structure of SNR
shocks [202]. They also have demonstrated the acceleration of electrons and
ions to moderately high energy, and in particular elucidated the processes
through which particle acceleration arises. Pre-accelerated particles see the
shock as a sharp discontinuity and can be further energized by diffusive shock
acceleration, provided magnetic turbulence is continuously generated in the
upstream region that scatters the particles. PIC simulations have been used
to infer the saturation mechanism and level of cosmic-ray streaming insta-
bilities that analytical estimates show to have a sufficiently high growth rate
under SNR conditions for reaching the amplitudes that radiation modeling
mandates. We shall discuss these three areas of inquiry in turn.
Nearly all PIC simulations, whose results we discuss on the following
pages, were conducted in 2D3V geometry, and essentially all of them involve
a shock speed higher than 10% of the speed of light, a factor ten larger than
those in real SNRs. Both modifications are mandated by a need to limit the
computational expense, as is the choice of a reduced ion/electron mass ratio.
5.1. Cosmic-ray streaming instabilities
A charged particle propagating in a large-scale magnetic field follows a he-
lical trajectory. A circularly polarized electromagnetic wave, for example an
Alfve´n wave, typically imposes a rapidly oscillating v ×B force at the loca-
tion of the particle, unless a match is found between the Larmor frequency
of the particle, ΩL, its momentum, p, and the frequency and wavevector of
the wave, ω and k. Such resonant wave particle interactions with Alfve´n
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waves have long been thought to be the main agent of cosmic-ray scatter-
ing [293, 294], and the resonance condition is roughly a match between the
wavenumber and the Larmor radius, k rL ≈ 1. For a charged ion with Lorentz
factor γ the wavelength, which would have to be well resolved on the grid of
a PIC simulation, is
λ ≈ 2pi c
vA
√
mi
me
γ λs,e. (28)
As the skin depth, λs,e, has to be resolved as well, it is obvious that a pro-
hibitively large grid is required even for a strongly reduced ion/electron mass
ratio and a typically high Alfve´n speed, vA. In recent years techniques have
been developed to merge the traditional PIC method with MHD for highly
relativistic particles [e.g. 13]. Lebiga et al. [166] conducted 1D PIC-MHD sim-
ulations of the resonant instability driven by cosmic-ray pressure anisotropy
with a view to infer the resulting parallel spatial diffusion of cosmic rays with
Lorentz factor γ = 100. They find agreement between the scattering mean
free path deduced from the simulation with that derived analytically. Hol-
comb, & Spitkovsky [120] find that the late-time evolution of the resonant
instabilities sensitively depend on the initial level of cosmic-ray anisotropy.
Plasma instabilities can also be driven non-resonantly by the current that
streaming cosmic rays provide. The precursor of SNR shocks is composed
of quasi-isotropic energetic cosmic rays that are predominantly ions, even
if the same number of electrons and ions are injected into diffusive shock
acceleration [258], resulting in a current in the incoming upstream medium.
Bell [22] demonstrated analytically and with MHD simulations that under
certain conditions modified Alfve´n waves can grow to very large amplitudes,
|δB|  B0, and so Bell’s nonresonant instability may provide the magnetic-
field amplification that radiation modeling of SNRs appears to require. In the
linear phase the real part of the phase speed is far less than the Alfve´n speed,
and so the waves are almost entirely magnetic. The wavelengths are small,
k rL  1, and the scattering efficiency of the waves has to be explored with
simulations. The non-resonance strictly applies to the energetic ions only,
as gyroresonance with the background ions appears to significantly shape
the mode [325], that for fast beam drifts conforms with an electron-whistler
mode excited by the gyro-motion of the plasma ions [326].
If the mode is supposed to amplify the magnetic field in the cosmic-ray
precursor of an SNR shock, its growth rate must be much larger than the
shock-capture rate, and the ratio of the two rates is an estimate of the number
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of e-folding cycles, Ne−fold, the instability has for growth. For Bohm diffusion
of particles with Lorentz factor γ, D = γ c2/(3 Ωci), one can expect
Ne−fold ≈ 1
12
UCR
Ubulk
MA , (29)
where the ratio between the energy density in cosmic rays, UCR, and that in
the bulk flow of far-upstream plasma, Ubulk, can reach values around 10%.
Remnants expanding into an environment of moderately high density should
allow for about 10 e-folding cycles, and hence a large wave amplitude. The
question arises at what amplitude saturation processes terminate the wave
growth.
The first PIC simulations were presented by Niemiec et al. [230] who con-
sidered slowly drifting cosmic rays of Lorentz factor γ = 50 in 2-D geometry.
The analytical condition ωI  Ωci was not exactly met, as the expected
growth rate was commensurate with the ion gyrofrequency. Instead of Bell’s
mode an oblique variant was observed to grow quickly and to saturate at
δB/B0 . 10, lower than in MHD simulations, on account of a reduction in
the drift velocity between the cosmic rays and the cold plasma. The nonres-
onant mode was then observed in PIC [267, 239, 303] and hybrid simulations
[97] as predicted analytically. The nonlinear behaviour was similar to that
reported in [230], despite the differences in the initial development: a satura-
tion level δB/B0 . 10, deceleration of the bulk motion between cosmic rays
and plasma, turbulent motion of wavelength-sized plasma cells, and an evolu-
tion toward larger wavelengths than those initially favored. Most secondary
instabilities spawned by Bell’s instability operate on scales too large for cap-
ture with PIC simulations [55]; in fact none of the published simulations
had sufficient transverse extent to cover the cosmic-ray filamentation insta-
bility that is expected to develop in the nonlinear phase of Bell’s instability
[23, 262]. Riquelme & Spitkovsky [268] demonstrated that the perpendicu-
lar current of additional cosmic rays, that have a Larmor radii smaller than
the scales of Bell’s wave, can spawn a secondary instability, which in their
simulation further amplified the magnetic field to a level δB/B0 . 50.
The detailed processes of feedback are difficult to infer from the earlier
PIC simulations, as none of them featured particle tracing. Some insight
was provided by Niemiec et al. [231] who simulated Bell’s instability driven
by a relativistic proton beam. They noticed pitch-angle scattering at a rate
commensurate with the Bohm limit in the amplified field, accompanied by a
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Figure 11: Spatial profiles of
the ion number density (a),
magnetic and electric field am-
plitudes (b), Ex component of
the electric field (c) and bulk
velocities (d). Black lines re-
fer to an intermediate time,
whereas red lines indicate the
status at the end of the simu-
lation. The compression zone
at x ≈ 110λmax is evident in
panel (a). In panel (b), we see
additional magnetic-field com-
pression in this zone. In panel
(d), dotted lines are for plasma
electrons, and solid lines begin-
ning at v/c = 0.4 indicate the
flow speed of plasma ions, which
abruptly drops at the front of
the compression zone. Taken
with permission from Kobzar et
al. [152].
diffusive reduction in the momentum component parallel to k, approximately
in line with the results of the Fokker-Planck analysis of Winske & Leroy [328].
All of the simulations described above employed periodic boundary condi-
tions, which do not permit a self-consistent description of the bulk decelera-
tion in the nonlinear phase. Real cosmic-ray precursors continuously run into
unmodified plasma, and the bulk deceleration during the nonlinear phase of
the instability will change the density ratio of cosmic rays and plasma, which
determines the wavelength and rate of peak growth.
Kobzar et al. [152] presented the first PIC simulation with open bound-
aries. They confirm magnetic-field amplification to δB/B0 . 10, strong
turbulent motion, and substantial plasma heating. Cosmic-ray scattering is
Bohm-like, if the Larmor radius of the particles is similar to the coherence
length of the evolved turbulence. The most important new result is the de-
velopment of a compression zone, shown in Figure 11, where the instability
turned nonlinear and the plasma is decelerated. Extrapolation to real condi-
tions can be performed in the fluid picture by compensating the gradient of
the CR pressure, δΠCR ' UCR/3, with the gradient of the plasma momentum
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Figure 12: Development of
an unmagnetized shock in
a PIC simulation. The
color indicates the ion den-
sity that sharply increases
at the so-called ramp. Re-
flected particles form the
foreshock and drive turbu-
lence there. At quasiper-
pendicular shocks the fore-
shock is small and usually re-
ferred to as the shock foot.
Reproduced with permission
from Kato & Takabe [139]
( c©AAS).
flux, yielding for the total change in plasma flow velocity
δΠCR ' −ρup Vup δV ⇒ δV ' Vup
6
UCR
Ubulk
. (30)
For very efficient cosmic-ray acceleration the bulk deceleration will be sub-
stantial [326], and the simulations of Kobzar et al. [152] suggest that it is not
continuous, but may steepen into an abrupt transition.
To summarize, PIC simulations have demonstrated that cosmic rays can
indeed amplify the magnetic field and be efficiently scattered in the precursors
of SNR shocks, but that comes with significant heating and localized bulk
deceleration of the upstream plasma. We do not yet know what impact that
has on the sub-shock and its ability to accelerate particles.
5.2. Quasi-parallel shocks
All high-Mach-number shocks are shaped by reflection of upstream ions
off the shock surface (see Fig. 12). The distinction between quasi-parallel and
quasi-perpendicular shocks arises from the initial Larmor orbit of a reflected
particle being completely detached from the shock in the former case, as
opposed to returning the particle back to the shock in the latter situation.
At quasi-parallel shocks the reflected particles therefore escape to the far-
upstream region, where they first need to excite turbulence before they can
be captured again by the shock. A very extended foreshock develops that
is neither homogeneous nor uniform, and in which localized but spatially
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separated beams of electrons and ions drive waves. Shocks in unmagnetized
media can be treated as special case of quasi-parallel shocks with MA →∞.
Kato & Takabe [139] demonstrated that unmagnetized shocks are medi-
ated by the Weibel instability, as are relativistic shocks [93, 297]. Weakly
magnetized shocks with Alfve´nic Mach numbers larger than 20 can be me-
diated by the Weibel instability as well, and the efficiency is in fact higher
when a weak parallel magnetic field exists. Niemiec et al. [232] report that
the magnetic turbulence in the shock transition is up to an order of mag-
nitude stronger in this case. Electron dynamics play an important role in
the development of the system, and Bret, & Dieckmann [44], Dieckmann, &
Bret [78] demonstrate that the two-stream instability is of high relevance for
the formation of mildly relativistic shocks. Ion–ion or ion–electron streaming
generally drives the turbulence, which is mainly magnetic.
It takes time for the shock to settle to a quasi-equilibrium though, fol-
lowing the initial development of the instabilities that shape it [299]. Fully
kinetic PIC simulations typically cover only a few ion Larmor times, Ω−1ci ,
and so the ion distribution downstream of the shock does not isotropize and
little, if any, ion acceleration is observed. That is different for electrons. In
the strictly parallel simulations of Niemiec et al. [232] electron acceleration
was not significant. As soon as the magnetic field is somewhat inclined to the
shock normal, electron shock-surfing acceleration kicks in [9], that is driven
by reflection of incoming electrons off the electrostatic structure of strong
Buneman waves at the foot of the shock, and their subsequent acceleration
in the motional electric field. We shall discuss this process in more detail in
the context of quasi-perpendicular shock (see Section 5.3).
A process that can become increasingly important for larger magnetic-
field obliquity, ΘBn, is the shock-drift acceleration, essentially an adiabatic
mirror reflection in the de Hoffman-Teller frame that leads to a speed Vr '
2vsh/ cos ΘBn of the reflected particles in the upstream frame. The reflected
electrons can excite waves in the upstream region that scatter them. The
electrons would probably not excite Bell’s instability [22], because it is almost
impossible to simultaneously meet the requirements of small growth rate,
γmax  Ωci, and large wavenumber, k  rL. They should be able to drive
whistler waves instead, if the condition
MA &
cos ΘBn
2
mi
me
(31)
is met [10]. For quasi-parallel SNR shocks that requires an Alfve´n speed
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below a few km/s, or an upstream gas density of at least a few hydrogen atoms
per cc for a 10-µG magnetic field. The whistler waves in the upstream region
are not to be confused with the oblique whistler instability that operates in
the foot of quasi-perpendicular shocks.
For a magnetic-field inclination as small as ΘBn = 5.7
◦, and a shock
speed of half the speed of light, Dieckmann et al. [77] observed in their 2D
simulation the formation of short large-amplitude magnetic structures, so-
called SLAMs, that efficiently scatter electrons, leading to their acceleration
ahead of the shock. Similar structures have been detected at interplanetary
shocks that accelerate electrons [69].
Kato [142] ran a very long PIC simulation of a quasi-parallel shock that
demonstrated the driving of Alfve´nic waves in the foreshock. Otsuka et al.
[245] confirmed that finding. The reflection of particles off quasi-parallel
shocks, and their driving instabilities in the upstream region, can be simu-
lated for a longer time, if one abandons multidimensionality. Park et al. [250]
ran a 1D PIC simulation for about 310 Ω−1ci with ΘBn = 30
◦. Reflected ions
(and some electrons) were observed at a distance L & 13 c/Ωci ahead of the
shock. As the peak growth rate of Bell’s mode, γmax, can be related to the
flux ratio of incoming (i) and reflected (r) ions,
γmax = Ωci
MA
2
Fr
Fi
, (32)
within the shock-capture time, L/vsh, one expects for the parameters of their
simulation
Ne−fold ≈ 10 100Fr
Fi
 100 (33)
exponential growth times before the plasma is captured by the shock and
hence sufficient time for Bell’s mode to operate. Here the last inequality
derives from the requirement γmax  Ωci and their choice MA = 20. Indeed,
Park et al. [250] observe magnetic fluctuations that appear consistent with
those predicted by Bell. The interpretation is difficult though, because in
the 1D simulation only waves with ∠(k,B) = 30◦ can exist, as opposed to
the parallel waves for which Bell’s treatment applies.
Longer simulations can be run with the hybrid technique which treats
electrons as a massless fluid. Only ions are simulated as quasi-particles, and
so the scale that needs to be resolved is the ion skin depth, about a factor 42
larger than the electron skin depth that is the fundamental scale for full PIC
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simulations. Hybrid simulations can hence cover larger spatial and tempo-
ral scales at the expense of neglecting electron-induced instabilities that are
evident in full PIC simulations [332]. Caprioli & Spitkovsky [57] performed
large-scale hybrid simulations of quasi-parallel shocks with MA = 30 and
demonstrated that reflected ions fill a very extended foreshock, streaming at
about three times the shock speed. There they drive parallel waves that on
account of the j× δB force focus the energetic backstreaming ions and push
the plasma away from the region of strong current. One of the consequences
of this filamentation is a strong heating of the plasma before it passes through
the shock. In later simulations of mildly relativistic shocks, Crumley et al.
[72] find little upstream heating of electrons and the power-law high-energy
tails in the spectra of both electrons and ions.
The magnetic-field amplification upstream of quasi-parallel shocks ap-
pears to result from a competition between non-resonant (Bell-type) modes
and resonant streaming instabilities. Caprioli & Spitkovsky [59] find that for
MA . 30 resonant wave-particle interactions dominate, whereas for stronger
shocks non-resonant modes are driven far upstream that migrate to larger
scales and eventually transition to resonant waves in the near precursor of
the shock. The magnetic-field amplification factor appears to scale as
√
MA.
Figure 13 demonstrates that approximately 10% of the post-shock en-
ergy density appears to be carried by ions with more than ten times their
initial flow energy, E ≥ 5mv2sh [58]. Following the trajectories of fast ions,
[60] calculated the minimum energy needed for injection into diffusive shock
acceleration as a function of ΘBn. The energy spectrum of accelerated
particles is that expected for diffusive shock acceleration of test particles,
N(p) ∝ p−2. One would expect curved spectra on account of the high energy
density of accelerated particles, but that is not observed in the hybrid sim-
ulations of Caprioli & Spitkovsky [58], possibly because they use a strictly
non-relativistic code, and so there is no difference in the adiabatic index of
cold and energetic particles.
Hybrid simulations of ions with different mass number, A, and charge
number, Z, indicate that the shock preaccelerates fully ionized metals to
a similar spectrum as that of protons, whereas incompletely ionized metals
would be preferentially accelerated [61]. This type of source material should
be abundant in superbubbles and similar galactic environments, where short-
lived cosmic rays like 60Fe must be produced whose recent detection suggests
a very high injection efficiency [26]. Care must be exercized though, because
material with different A/Z will trigger two-stream modes in the upstream
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Figure 13: Acceleration efficiency,
defined as the relative post-shock
energy density carried by particles
with E ≥ 5mv2sh for several shock
inclinations, ΘBn, and Alfve´nic
Mach numbers, M = MA. To be
noted is the significant drop in the
acceleration efficiency for ΘBn &
45◦. Reproduced with permission
from Caprioli & Spitkovsky [58]
( c©AAS).
regions that broadens the ion distribution functions and increases the accel-
eration efficiency of the shock [157].
5.3. Quasi-perpendicular shocks
Figure 13 indicates that in the hybrid simulations of Caprioli & Spitkovsky
[58] the acceleration efficiency drops to the per-cent level and below, once the
shock obliquity ΘBn & 50◦. For those angles only a few, if any, ions are re-
flected to the far upstream and produce magnetic turbulence there, although
the shock is still clearly subluminal (cf. Eq. 7). Apparently the reflected
ions are not fast enough to evade the shock. Recent MHD-PIC simulations
do not quite agree with this picture, in which both particle acceleration and
magnetic-field amplification was observed for large inclination angles, albeit
on large time scale and involving shock corrugation on a scale that requires a
large simulation box to be captured [318]. There is also an apparent conflict
with the findings of [263] who used a spherical-harmonics expansion of the
Vlasov-Fokker-Planck equation to find a quasi-universal behaviour of shocks,
because the magnetic field in the immediate upstream region was completed
disordered, whatever the orientation of the far-upstream field. Savoini et
al. [271] conducted 2D simulations to find that in quasi-perpendicular shocks
one observes two populations of reflected ions, one field-aligned and the other
one gyro-phase bunched. In any case, electrons are typically faster and may
be able to fill the foreshock and drive turbulence there. Fully kinetic PIC
simulations of oblique shocks are therefore needed.
The shock transition itself is partially shaped by electron dynamics, and
electrons might be pre-accelerated, even if they do not produce a foreshock.
To be noted is that this acceleration first arises from processes operating at
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Figure 14: Structure of a per-
pendicular shock. Reflected ions
are directed back to the shock
after a half-gyration around the
magnetic field (bottom panel).
Electron-ion counterstreaming
in the foot region drives Bune-
man waves that heat electrons.
Superposition of incoming,
reflected, and returning ions
causes density spikes such as the
overshoot (upper panel). The
figure is reproduced by courtesy
of Dr. Artem Bohdan.
the shock itself; it is not the conventional diffusive shock acceleration that
builds on repeated crossing of the shock and hence a mean free path that
is larger than the thickness of the shock. A back-of-the-envelope estimate
equates the mean free path with the Larmor radius of the electrons which
then must be larger than the ion Larmor radius that is a proxy of the shock
thickness,
λmfp ' pe
meΩce
 Vsh
Ωci
⇒ pe  miVsh . (34)
We can conclude that for diffusive shock acceleration to operate the electrons
must be accelerated to a momentum far in excess of that of the incoming ions.
For supernova remnants with Vsh ≈ 0.01 c that would be about 10 MeV/c,
and so the electrons have to be pre-accelerated to γe  20.
Figure 14 provides a sketch of the structure of a perpendicular shock that
with small modifications is applicable to quasi-perpendicular shocks as well.
Typically, a fraction  ≈ 0.2 of ions is reflected and counterstreams to the
incoming plasma. At small Mach numbers the counterstreaming ions may
drive oblique whistler waves [269]. It is in competition with the electron
cyclotron drift instability that, however, becomes weaker in 2D simulations
with large box, possibly on account of shock rippling that also somewhat
affects the growth rate of the oblique whistler waves [313].
At larger Mach numbers they provide fertile ground for the Buneman
instability. Assuming the reflected ions retain their speed in the shock frame,
vi = vsh, charge and current neutrally mandate that the incoming electrons
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stream with speed ve = vsh(1 − )/(1 + ) [211]. For Buneman waves to
grow, the thermal speed of the electrons should be smaller than the velocity
difference between electrons and reflected ions, leading to [327]
Ms &
1 + 
2
√
mi
me
√
Te
Ti
. (35)
Simple estimates of the energy transferred to Buneman waves and their abil-
ity to trap electrons in competition with Larmor deflection permit deriving
a trapping condition,
MA & (1 + )
(
mi
me
)2/3
, (36)
above which electron shock-surfing acceleration can significantly energize
electrons. The simulations of Matsumoto et al. [211] demonstrated electron
acceleration, or its absence, in line with these conditions.
Care must be exercised in applying the driving and trapping formula to
2D3V PIC simulations though, because the 2D spatial grid restricts the k
vectors of any wave to the simulation plane [238]. Only if the large-scale mag-
netic field is oriented strictly out of the simulation plane, the Larmor orbit
of reflected ions, and hence the streaming velocity relative to the incoming
electrons, δv, is contained in the simulation plane, and the Buneman waves
with k ‖ δv are fully captured. Bohdan et al. [34] present modified versions
of equation 35 and 36 that are supposed to account for the projection effect
but do not work perfectly, possibly on account of a modified alignment of the
motional electric field and the equipotential surfaces of the Buneman waves
in simulations with homogeneous magnetic field in the simulation plane.
It was noted early that turbulence in the shock transition modifies the
reflection of ions and leads to a patchy distribution of Buneman wave in-
tensity [311, 173]. Filamentary structures are produced by the ion-Weibel
instability that also provides a considerable amplification of the magnetic
field [140, 141]. The simulations of Matsumoto et al. [212] indicate that the
ion-acoustic instability is driven as well. The current sheets resulting from
the ion-Weibel modes are subject to magnetic reconnection which may be a
secondary way of accelerating electrons besides the shock surfing accelera-
tion operating in the Buneman wave zone [213]. That may be needed, as the
2D3V simulations of Bohdan et al. [36] for various electron-ion mass ratios
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suggest that the contribution of SSA to the downstream high-energy-electron
population is small for the real mass ratio.
The complex interplay of the various instabilities that shape the shock
is compromised in 2D PIC simulation. We already noted that the Buneman
modes are fully captured only, if the large-scale magnetic field is oriented
along the normal of the simulation plane [35]. Similar, but not identical re-
strictions apply to other instabilities, and so only 3D simulations can provide
a complete picture of electron pre-acceleration. [214] presented the first 3D
full-PIC simulation of a quasi-perpendicular shock, showing that the elec-
tron acceleration rate is higher than that in 2D PIC simulations both with
in-plane and with out-of-plane orientation of the magnetic field. Electrons
that were initially accelerated by the surfing mechanism are further energized
by pitch-angle diffusion in the magnetic turbulence in the shock transition
region. Hence, the ion-Weibel modes are a central agent in the efficient ac-
celeration of electrons. Trotta, & Burgess [307] also find that shock rippling
leads to efficient electron energization at superluminal shocks.
5.4. SNR shocks in partially ionized media
Near many SNR shocks hydrogen lines can be observed, which suggests
that the neutral fraction of the ambient material can be up to unity [99].
Neutral particles pass through the shock and form a cold population with
high bulk speed that for shocks at the projected periphery of the remnant
essentially lies in the plane of the sky, thus producing narrow Balmer lines.
The neutrals charge-exchange in the downstream region, producing a slightly
suprathermal ion and a hot neutral that gives rise to a broad Balmer line.
Of particular interest is the possibility of a hot neutral to return to the
upstream region, where it may charge-exchange again, producing a hot pick-
up ion that may trigger instabilities. Very much like the feedback imposed by
a cosmic-ray precursor, the returning neutrals would modify the flow profile
and hence soften the spectrum of accelerated particles [32]. For a shock speed
below 3000 km/s, about 10% of the upstream neutral particles leak back into
the upstream region [240]. Ohira [241] conducted 3D hybrid simulations and
demonstrated that the pick-up ions drive fast-mode turbulence that upon
contact with the shock induce vorticity and drive further magnetic-field am-
plification akin that described by Giacalone & Jokipii [100]. Particles can be
accelerated to high energy by shock-drift acceleration in the motional elec-
tric field in the upstream region. The simulations suggest that the pick-up
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process of returning neutral provides a means of pre-acceleration and hence
injection into diffusive shock acceleration.
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6. Low-velocity high-beta systems: Clusters shocks
Clusters of galaxies and the filaments that connect them are the largest
structures in the Universe. Current structure formation theory assumes that
clusters form through a hierarchical sequence of mergers and accretion of
smaller systems. Galaxy mergers dissipate huge amounts of gravitational
energy (1063 − 1064 ergs) mainly at shocks that form, and this energy is
channeled into heating of the gas in the intra-cluster-medium (ICM), large-
scale ICM motion, but also into non-thermal particles and magnetic fields.
Merging galaxy clusters show radio synchrotron emission from relativis-
tic electrons [e.g., 192, 315]. This emission is seen primarily in the form of
so-called giant radio halos in the center of galaxy clusters and giant radio
relics located at cluster peripheries. Radio relics have linear sizes at Mpc
scales and are associated with large-scale shocks that propagate in the ICM
during mergers and accelerate electrons. They are also thought to be pos-
sible sources of UHECRs above ∼ 1018 eV, though the γ-ray emission from
galaxy clusters, which would be a unique signature of cosmic-ray protons,
has not been detected so far. On the other hand, radio halo emission is
usually assumed to originate from electrons accelerated through scattering
on MHD turbulence and/or secondary electrons resulting from cosmic-ray
proton interactions with ICM [for review see, e.g., 49].
Merger shocks have been detected through X-ray observations [e.g., 3,
203]. They indicate that these shocks are weak, i.e., their sonic Mach num-
bers are very low, Ms . 4, though probably still supercritical. Their velocities
are similar to those of middle-age SNRs (vsh ∼ 103 km/s), but they propa-
gate in the high-temperature (T ∼ 1 − 10 keV) and magnetized (σ ∼ 0.1,
magnetic field strength B ∼ 1µG, Alfve´n Mach number MA . 10) dilute
(plasma density n ∼ 10−4 − 10−5 cm−3) medium, in which the plasma beta
is high (β  1). The connection of radio relics with shocks suggests that rel-
ativistic electrons are produced through diffusive shock acceleration. Shocks
may accelerate locally injected electrons or re-accelerate pre-existing ener-
getic electrons. However, particle acceleration, and especially electron injec-
tion mechanisms are poorly understood in this regime. In particular, at low
Mach numbers the Buneman instability cannot be triggered [211], and there-
fore electron injection via SSA does not work. In this respect, the electron
injection seems harder to obtain, as the available free energy for microinsta-
bilities to operate in the shock transition is much smaller than at high Mach
number shocks. Note that the Mach numbers of cluster shocks are of the
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same order as those of shocks observed in the heliosphere, i.e, the Earth’s
bow shock and interplanetary shocks. However, the plasma beta is much
smaller in the heliosphere. Similar conditions of low Mach number and high
β can be met at fast mode shocks that occur in the magnetic reconnection
outflows in solar flares [see, e.g., 247, 249], though other physical parameters
differ considerably (n ∼ 5 · 109 cm−3, B ∼ 6G, T ∼ 0.8 keV). Observations
by Yohkoh and RHESSI in hard X-rays reveal electron energization above
flare loop tops and footpoints [191].
Electron acceleration at low-Mach-number high-β shocks has only re-
cently been studied with 1D and 2D PIC simulations by a handful of au-
thors. First 1D simulations [208] and later 2D simulations [247, 249] showed
that in such shocks electrons can be efficiently energized via SDA. In high-
β conditions and at subluminal shocks some SDA-accelerated electrons are
reflected off the shock and form a non-equilibrium velocity distribution in
the foreshock region that leads to instabilities which generate waves, pro-
vided the sonic Mach number is & 2.25 [111]. It was proposed that electrons
can be scattered on these waves back towards the shock to experience fur-
ther acceleration [208]. This scenario has been confirmed in 2D simulations
[106, 107] that demonstrate that upstream scattering allows for repeated
SDA cycles, similar to a sustained first-order Fermi process. The upstream
waves have been identified with the oblique mode of the electron firehose
instability (EFI), driven by the electron temperature anisotropy caused by
electrons reflected off the shock and streaming along the mean magnetic field
(Te‖/Te⊥ > 1). Systematic investigations indicated that these mechanisms
of wave generation and electron scattering work at low-Mach-number shocks
for temperatures relevant for galaxy clusters in a wide range of magnetic
field obliquity, in particular in high-β plasma, β & 20 [107]. For shock obliq-
uities that allow large fractions of reflected electrons and thus strong tem-
perature anisotropy, a non-thermal power-law tail with slope p = 2.4 in the
energy spectra (dn/dγ ∝ γ−p) was found, giving a radio synchrotron index
of −0.7, compatible with observations. However such spectra were shown to
be formed only in the upstream region of the shock, and downstream spectra
were still close to thermal distributions. Electrons can undergo irreversible
non-adiabatic heating in low-Mach-number shocks [109, 110]. The most re-
cent studies show that electron pre-acceleration occurs only in shocks above
an “EFI critical Mach number” M∗ef ≈ 2.3, that is higher than typical criti-
cal Mach number Mcrit ≈ 1.26 derived from MHD jump conditions in low β
shocks [137]. This means that shocks with Ms . 2.3 cannot accelerate elec-
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trons. On the other hand, at supercritical shocks with Ms & M∗ef electrons
may not reach high enough energies to be injected to DSA, because EFI
was observed to saturate and did not generate long-wavelength modes. In
this case additional electron pre-accelerations are required for DSA in ICM
shocks, such as the re-acceleration of fossil electrons with flat power-law spec-
tra [e.g., 136].
A different view has recently been reported in 2D simulations of shocks
with β = 3 [210], that were earlier studied with 1D simulations [208] and
showed efficient SDA. A simulation with a large transverse size of the compu-
tational box demonstrated the importance of the multi-scale shock structure
that includes ion-scale fluctuations in the form of shock surface corrugations.
The origin of rippling wave modes in the shock overshoot is considered to
be due to a downstream temperature anisotropy of ions provided by ions
that were reflected off the shock potential and advected back to the shock
[e.g., 195, 312, 329]. In this case the Alfve´n ion cyclotron (AIC) instability
is triggered. The rippling forms local regions of weaker magnetic field along
the shock surface, and electrons that approach the overshoot are transmitted
downstream and are not reflected in the SDA process. The effect is signif-
icant, since all electrons encounter the weak field region during their SDA
interaction with the shock. However, some non-thermal electrons can still be
found at the shock, but they result from local wave-particle interactions in
the shock transition. With growing plasma beta, the temperature anisotropy
becomes smaller, the growth rate of the AIC instability decreases, and the
rippling modes have larger wavelengths. It was estimated that the wavelength
of the ripples in simulations by Guo et al. for β = 20 [106, 107] is much larger
than the transverse system size they used, so that the modes could not be
captured. On the other hand, it was shown that at magnetizations σ & 0.1
close to that used in [210] (σ = 1/9), although electron reflection via SDA is
efficient, the Fermi-like acceleration is inhibited because the strong magnetic
pressure suppresses the growth of the firehose instability. The shock rippling
effects in conditions in which sustained Fermi-like process can operate must
therefore be studied. This is a topic of active current research.
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7. Low-velocity low-beta systems: The heliosphere
After the discovery of the Earth’s bow shock in front of the Earth’s mag-
netosphere by in-situ spacecraft observations [295, 226], the physics of colli-
sionless shocks attracted the attention of many researchers. The mean free
path of binary collisions is by many orders of magnitude larger than the typ-
ical thickness of the Earth’s bow shock, and the physical processes of energy
dissipation at the shock front are attributed to particle scattering by col-
lective plasma waves self-consistently generated by non-Maxwellian velocity
distribution functions. When ions and electrons are crossing the shock front,
they are quickly heated by waves, and some of them are further accelerated
to much higher energies to form a non-thermal high-energy tail.
In observational and computational studies of the Earth’s bow shock in
1970s, it is found that the shock structure for a quasi-perpendicular shock
varies according to the shock Mach number, MA. For a subcritical Mach
number, MA < Mcr, anomalous resistivity generated by a non-Maxwellian
distribution function at the shock ramp can provide enough dissipation to
maintain a stationary collisionless shock structure. The critical Mach number
depends on both the plasma β and the shock normal angle, ΘBn, defined as
the angle between the shock normal vector and the magnetic field upstream,
and the critical Mach number Mcr for a perpendicular shock is known to be
Mcr ' 2.76 [85].
In a supercritical shock with MA > Mcr, it is known that a stationary
shock structure cannot be realized only by energy dissipation through anoma-
lous resistivity, and viscous dissipation as additional process are needed to
obtain the shock structure in a magneto-hydrodynamic (MHD) framework
(see Appendix A). In the Vlasov/kinetic plasma framework, however, addi-
tional dissipation is provided by the reflection of the incoming ions at the
shock ramp due to the shock electrostatic potential and the magnetic mirror.
During the reflection, the gyrating reflected ions can gain energy from the
motional electric field, and then those accelerated ions gyrate into the down-
stream region. The multi-component nature of the incoming and reflected
ions in front of the shock (i.e., the so-called foot) triggers various plasma
instabilities which lead to plasma thermalization.
In this section, we will review recent progress on the microphysics of col-
lisionless shocks, concerning plasma instabilities and plasma heating in and
around the shock front region for planetary and interplanetary shocks. We
will also touch on the heliospheric termination shock, which is believed to be
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Figure 15: Structure of a supercritical shock observed at the Earth’s bow shock with
MA = 8.6 and θBN = 85
◦. The reflected ion component appears in the foot region.
Reproduced with permission from Sckopke et al. [278].
responsible for the generation of Anomalous Cosmic Rays in the heliosphere.
We are aware that we will not able to include all important works, but can
focus only on several studies linked to micro-plasma physics.
7.1. Ion reflection off supercritical shocks
A combination of theoretical works and satellite observations has shown
that a part of upstream cold ions flowing into the shock front is reflected back
at a supercritical shock with MA > 3. The number density of the reflected
particles is about 20% − 30%, but those reflected ions carry most of energy
dissipated in the shock. The reflection mechanisms at the shock front can
be provided by the compressed magnetic field and/or the ambipolar electric
field induced by the relative motion between ions and electrons. The reflected
ions also excite various types of plasma waves that heat the plasma upstream
of the shock [330].
Figure 15 shows an example of a supercritical shock observed at the
Earth’s bow shock by the ISEE satellite [278]. From the top in the left-
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hand panel, the figure displays the plasma (electron) density, the density of
the reflected ions, the ion and electron temperatures, the plasma flow speed,
the electron gas pressure, the magnitude of the magnetic field, and the angle
ΘBn. ΘBn ≈ 90◦ suggests a quasi-perpendicular shock. The horizontal axis
is the universal time. The reflected ions (second panel) can be seen at some
distance from the shock, and their number density increases toward the shock
front.
The relationship between the incoming solar wind and the reflected ions
can be clearly seen in the velocity distribution functions in the right-hand
panels in Figure 15. Three different time stages of ion velocity distribution
functions in two-dimensional space are shown. The top panel is taken when
the satellite is situated in far upstream, and only the solar wind population
can be observed. In the foot region of the middle panel, we can see the
reflected ions in addition to the solar wind flowing into the shock front. In
the bottom panel, due to the rapid heating, the downstream distribution
function relaxes to a quasi-thermalized but complicated distribution. During
the ion reflection, those ions are accelerated in the motional electric field,
and then the accelerated ions may overcome the shock potential induced by
the ambipolar electric field and can pass through the shock.
The structure of super-critical shocks has been also investigated with hy-
brid simulations [181, 183, 330]. The top magnetic-field plot in Figure 16
clearly shows the three distinct structures of the foot, the ramp, and the
overshoot. The upper panels in the bottom show the ion phase space distri-
bution, and the lower panels display typical particle trajectories. One can
see the reflected ions in association with the foot structure, which is surpris-
ingly consistent with the ISEE observation shown in Figure 16. The hybrid
model can capture most of the ion dynamics in supercritical shocks. Note
that the phenomenological anomalous resistivity to dissipate the electric cur-
rent energy is included in the hybrid model, and the thickness of the ramp
is controlled by the magnitude of the anomalous resistivity.
7.2. Shock reformation and shock surface rippling
Iit has been shown that quasi-perpendicular shocks are intrinsically non-
stationary, and so is the ion reflection process. Much attention has been paid
to the self-reformation of the shock front, or shock reformation [29, 172], be-
cause it would influence the energy dissipation in shocks [277, 284]. While
additional dissipation is provided by plasma instabilities in the foot region,
where both incoming and reflected ions coexist, the strength of the plasma
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Figure 16: Supercritical shock structure obtained with a hybrid simulation. (a) compressed
magnetic field with foot and overshoot. (b) Ion phase-space distribution with reflected
component. Reproduced with permission from Wu et al. [330].
instabilities may be related to the magnitude of the additional dissipation
to maintain the steady-state shock structure. The strength of the plasma
instabilities in the foot region could depend on the number density of the
reflected ions, the relative velocities between the incoming and the reflected
ions, and other properties that control the reflection process such as the shock
potential, etc.
It has been shown that shock reformation can be clearly observed, if the
ion plasma βi in the upstream region is not necessarily large, i.e., βi < 0.5 for
mildly high-Mach-number shocks with MA ≈ 5 [276]. This tendency has been
also confirmed for high-Mach-number shocks with MA > 20 [284]. Roughly
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speaking, the fraction of reflected ions may increase with increasing upstream
ion temperature, because the portion of the high-energy population that
exceeds the shock potential energy becomes large in the incoming Maxwellian
plasma. It may suggest that a large fraction of the reflected ions for high
ion plasma βi could provide enough energy dissipation for a stationary shock
structure. By increasing the Alfve´nic Mach number, MA, but keeping the
upstream ion plasma βi the same, the relative velocity between the incoming
and the reflected ions becomes large, and then the plasma instabilities in the
foot region lead to a very dynamical and turbulent state. As a result, the
shock reformation becomes weak [284].
In addition to the shock reformation, another important non-stationarity
would be the shock surface rippling appearing as a multi-dimensional effect
[195, 51, 134]. We will make some remarks on shock rippling in kinetic and
collisionless shocks here, but it should be noted that the term of corrugation
instability is commonly used in hydrodynamic and magnetohydrodynamic
approaches. The corrugation instability in the fluid framework has been
discussed by a number of authors [84, 96, 302], and it is known that paral-
lel and perpendicular fast magnetosonic shock waves are stable against the
corrugation instability for polytropic gases with γ < 3 [96].
The rippling that occurs along the shock front in kinetic collisionless
shocks plays different important roles depending on the scale of the rippling.
On a scale smaller than the ion inertial length, lower-hybrid drift waves are
often generated in the ramp due to the strong gradient of the compressed
magnetic field, which in turn heats electrons to maintain the energy dissipa-
tion. On the MHD scale, Alfve´nic wave rippling wass demonstrated with hy-
brid simulations [195]. It is controversial how the MHD scale rippling is gen-
erated, but the ion temperature anisotropy [329] and the Kelvin-Helmholtz
instability driven by the velocity shear introduced by reflected ions flowing
along the shock surface [16] are suggested as possible mechanisms to excite
the rippling surface waves. It is interesting to note that the MMS satel-
lite, that has a capability to measure the temporal resolution with an order
of magnitude better than before, observed the shock surface ripples in the
Earth’s bow shock [134].
7.3. Termination shock in the Heliosphere
Our heliosphere, surrounded by the interstellar gas, is an interesting as-
trophysical object that involves the dynamical interaction of two gases of
different origin: the super-sonic solar wind plasma emanating from the sun
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Figure 17: Two different models for the global heliosphere: (left) The LISM is assumed
to be a supersonic flow. Top and bottom panels show the temperature distribution of
the solar wind and interstellar plasma and the density of neutral hydrogen, respectively.
(right) The LISM is assumed to be a subsonic flow. The same format as the left panel.
Reproduced with permission from Zank & Mu¨ller [338].
and the interstellar gas. Pressure balance between the solar wind dynamic
pressure and the gas pressure of the interstellar medium roughly gives the
size of the heliosphere as 100 AU. By taking into account the interstellar neu-
tral hydrogen, namely, the collisional interaction including charge exchange
under the multi-component nature of the solar wind and interstellar medium,
hydrodynamic global simulations have been carried out by Zank & Mu¨ller
[338]. Figure 17 shows the global structures of the heliosphere for two dif-
ferent models with supersonic (left) and subsonic (right) flow in the local
interstellar medium (LISM). We can see several distinct boundary structures
of the termination shock at about 80 AU, the heliopause at about 110 AU,
the bow shock at about 230 AU for the supersonic case in the left-hand panel.
In addition to these boundary structures, we can also see a density enhance-
ment at the nose of the heliosphere due to the accumulation and compression
of the local interstellar medium (LISM). For the sub-sonic case in the right
the structures are basically the same as in the supersonic case, but obviously
there is no bow shock formation.
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Among many intriguing phenomena observed by Voyager 1 and 2 in the
outer heliosphere, we will quickly touch on anomalous cosmic rays (ACRs),
which is an enhancement of particles at energies between 107 to 108 eV, be-
tween the energetic solar wind population and Galactic cosmic rays. ACRs
are thought to originate from interstellar neutral atoms that have been ion-
ized either by solar ultraviolet photons or through charge exchange with solar
wind ions. The ionized charged particles are picked up by the solar wind, and
then the pick-up ions (PUIs) are transported to the heliospheric termination
shock together with the solar wind [90]. PUIs are theoretically believed to
be accelerated at the termination shock (TS) by diffusive shock acceleration
[252]. However, the energy spectrum observed by the Voyager 1 spacecraft
was not consistent with theoretical predictions based on DSA, and the inten-
sity of ACRs increased as Voyager 1 went deeper into the downstream region
of the TS, i.e., the heliosheath, which is the region between the TS and the
heliopause (HP) [301, 52, 76].
The contamination of PUIs in the termination shock (TS) is expected
to modify the heating and structure of the shock from that of a standard
magnetosonic shock. Matsukiyo & Scholer [209] studied the microstructure
of the TS on ion and electron scales using one-dimensional PIC simulations.
When the relative pickup ion density is about 20%-30%, the reflection of
pickup ions results in the formation of a cross-shock potential extended over
the whole foot region, and most of the downstream thermal energy is gained
by the pickup ions, while some heating of the solar wind ions and electrons
occurs. Due to the reflection of pickup ions, an increase of the cross-shock
potential can be observed as well. However, the shock ion surfing acceleration
[270], which is proposed to be an injection process of ACRs [167, 337], did not
occur in their simulations, because the thickness of the electrostatic potential
responsible to the shock surfing acceleration appears to be much larger than
the electron inertial length.
This kinetic simulation result does not contradict the Voyager observa-
tions of a continuous increase of ACRs flux when entering the heliosheath
through the termination shock [301, 52, 76], because the notion of injection
by surfing acceleration does not necessarily work under the PUIs popula-
tion. The Voyager observations may suggest that ACRs are generated much
deeper in the heliosheath, and other mechanisms such as turbulent reconnec-
tion under the striped solar wind may operate [81]. However, it seems to be
premature to rule out the generation of ACRs at the termination shock by
diffusive shock acceleration.
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8. Summary
The minor role of collisions in space plasma mandates a kinetic descrip-
tion of many processes that involve energy transfer, the most obvious of
which is the acceleration of particles to very high energies. The distribution
function of particles is generally not known. It is shaped by interactions with
collective electromagnetic fields that in many situations can be described as
an ensemble of plasma waves. Asymmetries in the distribution function of
the particles lead to the driving of waves, which in its earliest linear phase
can be analytically followed. The later phase, when saturation is possibly
achieved and the waves modify the distribution of particles, is inherently
non-linear. The particle-in-cell technique has been developed to study such
non-linear plasma interactions in computer experiments. By following indi-
vidual quasi-particles that stand for many electrons or ions, we can inves-
tigate the evolution of collective electromagnetic fields and the distribution
function of the particles. Current computer experiments involve billions of
quasi-particles, and continuous algorithm development provides a high level
of veracity.
This review describes the current state of research. It summarizes re-
cent results and puts them in perspective. It also provides an overview over
current questions. We decided to sort the vast multitude of results by appli-
cation, magnetized or not, fast shocks or slow shocks, the various acceleration
mechanisms, and so forth. To a fair degree this kind of sorting coincides with
a classification by source class. Each section is written so that understanding
it should not require perusal of the other sections, with the exception of the
introduction and some material that we moved to the appendix.
We conclude by stating that the spectrum of results achieved with PIC
simulations is very impressive. We owe a large fraction of our understanding
of shocks and particle acceleration to PIC simulations, and we are confident
that there is more to come.
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Appendix A. Critical Mach number
Let us review the physics of the critical Mach number. The standard
Rankine-Hugoniot relations in the shock rest frame for a perpendicular shock
can be given as follows,
ρ1v1 = ρ2v2, (A.1)
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v1B1 = v2B2, (A.4)
where ρJ , vj, Pj, and Bj are the plasma density, the velocity parallel to
the shock normal, the plasma pressure, and the magnetic field perpendicu-
lar to the shock normal; the suffix 1 and 2 denotes the physical quantities
upstream and downstream of the shock, respectively. For simplicity, we as-
sume the upstream plasma pressure is zero. We also introduce the following
normalizations: n = ρ2/ρ1, u = v2/v1, b = B1/B2, p = P2/(B
2
1/8pi), and
MA = v1/VA1. The ratio of the specific heat is set to be γ = 5/3. Then we
obtain,
nu = 1, (A.5)
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bu = 1. (A.8)
By solving the above Rankine-Hugoniot relations, we have,
(u− 1) (8M2Au2 − (5 + 2M2A)u− 1) = 0, (A.9)
and we get the compression ratio of n = 1/u = 4 for MA →∞.
Note that the downstream plasma flow velocity v2 is not necessarily slower
than the downstream sound speed, cs,2 =
√
γP2/ρ2. Below the so-called crit-
ical Mach number, MA = Mcr ' 2.76, the sound speed cs,2 is slower than the
downstream plasma speed v2, but it is easy to confirm that the downstream
plasma speed is subsonic for the fast mode speed of vf =
√
c2s,2 + v
2
A,2.
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In the standard Rankine-Hugoniot relations, the thickness of the shock
front is neglected, and it is implicitly assumed that some kind of energy
dissipation at the shock front maintains the steady-state shock structure.
In the MHD framework, the energy dissipation may be provided by Ohmic
heating and/or fluid viscosity. Let us first study the shock structure provided
by only the Ohmic dissipation.
The modified Rankine-Hugoniot relations by taking into account the
Ohmic dissipation can be written as the function of the distance x from
the shock front position as follows,
ρ1v1 = ρ2(x)v2(x), (A.10)
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By normalizing in the same way as the standard Rankine-Hugoniot rela-
tions, we obtain,
n(x)u(x) = 1, (A.14)
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b(x)u(x) = 1 +R−1M
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where the normalized spatial scale, χ, is defined as χ = x(Ωci/v1). We
have used the ion gyro frequency Ωci and the magnetic Reynolds number
RM = 4piσv
2
1/(c
2Ωci).
After some cumbersome calculation, one can obtain,
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where us is the normalized downstream sound velocity defined by us = cs,2/v1
at x → ∞. As u(x) (b(x)) is a monotonically decreasing (increasing) func-
tion of x, the above differential equation has a singularity at us = u(x),
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if MA > Mcr. Therefore, the steady-state, magnetosonic shock cannot be
maintained only by Ohmic dissipation in the MHD framework. However,
instead of Ohmic heating term, if we include the viscous heating term and
perform a similar mathematical calculation, we can easily find that there is
no singularity in the presence of viscous dissipation.
Appendix B. Plasma instabilities at nonrelativistic shock front
We now discuss some basic instabilities associated with the dynamical
nature of particle reflection off a nonrelativistic shock front, because these
reflected particles play an important role in the generation of various electro-
magnetic and electrostatic waves, which are responsible for plasma heating
and particle acceleration [42]. Among the many plasma instabilities expected
in the shock region [330], we first review the ion cyclotron beam instability
that occurs if the relative velocity between the incoming and the reflected
ions exceeds the Alfven speed.
The dispersion relation for transverse electromagnetic waves propagating
parallel to the ambient magnetic field, i.e., k‖B0, is given as,
1− k
2c2
ω2
−
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j=i,e,b
ω2p,j
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(
ω − kv0j
ω
)
= 0, (B.1)
where ω and k are the wave frequency and the wave vector for the transverse
electromagnetic wave, and ωp,j =
√
4pinje2j/mj and Ωc,j = ejB0/mjc are the
plasma frequency and the cyclotron frequency for the species j, respectively.
v0j is the bulk plasma flow for the species j moving parallel to the ambient
magnetic field. We have assumed that the plasma temperature is cold. Note
that for ion and electron plasma at rest the dispersion relation in the low
frequency limit, ω  Ωce, can be approximated by
ω2 = k2V 2A
(
1± ω
Ωci
)
, (B.2)
where VA = B0/
√
4pi(mi +me)n is the Alfven speed, and n = ni = ne under
the charge neutrality. One can easily find two branches of the whistler wave
and the ion cyclotron wave.
When we have a beam population, i.e., the reflected ions, in addition
to the background ions and electrons, the above dispersion relation can be
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written as,
ω2 = k2V 2A + V
2
A
(
δω2pi
c2
)(
ω − kv0b
ω − kv0b + Ωci
)
, (B.3)
where v0b is the bulk speed of the beam component in the shock upstream
frame. We have assumed the charge neutrality of ni + nb = ne and ni/nb =
(1 − δ)/δ. The second term of the right-hand side represents the cyclotron
resonance between the whistler wave and the beam ions, and the instability
occurs around a point of intersection of ω = kVA and ω − kv0b + Ωci = 0, if
the beam velocity, v0b, exceeds the Alfven speed. For δ  1, we obtain,
Re(ω)
Ωci
∼ VA
v0b − VA ∼
1
2MA
, (B.4)
Im(ω)
Ωci
∼
(
δ
2
)1/3
. (B.5)
The nonlinear evolution of the ion-cyclotron beam instability was studied
using PIC simulations [328, 122]. For the linear stage of the instability they
confirmed that the right-hand polarized Alfve´n wave is excited on a time
scale commensurate with the linear growth rate. In the nonlinear stage they
observed that the amplitude of the Alfve´n wave reaches a value several times
larger than the ambient magnetic field, δB/B0  1, and that the ion beam
population relaxed into a diffuse ion population due to pitch angle scattering
by the large-amplitude waves.
Not only the interaction between the incoming ions and the reflected ions,
but also the interaction between ions and electrons can generate many waves.
The relative velocity between the reflected ions and incoming electrons pro-
vides free energy to generate a relatively high-frequency wave emission. For
electrostatic waves with unmagnetized ions and electrons, we have the dis-
persion relation of Buneman instability as,
1− ω
2
pe
ω2
− (1− δ)ω
2
pi
ω2
− δω
2
pi
(ω − kv0b)2 = 0, (B.6)
where δ is the number-density ratio of reflected and incoming ions. For δ  1,
we obtain
Re(ω)
ωpe
∼ δ1/3
(
me
16mi
)1/3
, (B.7)
Im(ω)
ωpe
∼ δ1/3
(
3me
16mi
)1/3
, (B.8)
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and the unstable wave number is k ∼ ωpe/v0b. Note that if no ion beam pop-
ulation exists, we would find the normal Langmuir wave with ω2 ' ω2pe in
cold-plasma approximation. The Buneman instability at high-Mach-number
shocks was proposed by Papadopoulos [248], and PIC simulations were used
to study electron heating and acceleration by nonlinear interactions with
Buneman waves [282, 274]. They found that a large-amplitude, bipolar elec-
tric field in association with electron phase space holes can be generated dur-
ing the nonlinear stage of the Buneman instability. For high-Mach-number
shocks such as planetary bow shocks in the outer heliosphere [206], the elec-
tric field can become large enough compared to the ambient magnetic field
to allow strong electron heating and acceleration [125]. Several authors dis-
cussed that the electron can be trapped in the large-amplitude electric field,
and the trapped electron can subsequently gain energy from the shock mo-
tional electric field, leading to the generation of nonthermal electrons at high-
Mach-number shocks such as supernova remnant shocks [125, 8, 212, 213].
While the Buneman instability/two-stream instability driven by relative
motion between ions and electrons is known to play an important role in the
pre-heating of electrons at high-Mach-number shocks, it may not be neces-
sarily excited at the Earth’s bow shock where the Mach number is less than
about 10. Instead of the Buneman instability, the modified two-stream insta-
bility can be excited for shocks with moderate Mach numbers. The modified
two-stream instability occurs under the coupling between the Buneman mode
and the whistler wave for oblique propagation. The dispersion relation is,(
1− ω
2
pe
ω2
− (1− δ)ω
2
pi
ω2
− δω
2
pi
(ω − kv0b)2
)(
1− Ω
2
ce cos
2 θ
ω2(1 +H2e )
2
)
− Ω
2
ce sin
2 θ
ω2(1 +He)
(
1− (1− δ)ω
2
pi
ω2
− δω
2
pi
(ω − kv20b)
)
= 0, (B.9)
where He = Ω
2
ce/k
2c2. We have assumed that ions are unmagnetized and
ω2pe  Ωce > ω  Ωci and He < 1. The angle between the ambient magnetic
field and the wave vector, k, is θ, and for simplicity we have dealt with three
components, the incoming solar wind ions and electrons and the reflected
ions from the shock front, where δ is the number-density ratio of reflected
to incoming ions. It is clear that the first two terms in the left-hand side
represent the coupling between the Buneman mode and the obliquely propa-
gating whistler wave. The oscillation frequency, Re(ω), and the growth rate,
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Im(ω), can be given as,
Re(ω)
Ωci
∼ mi
me
cos θ√
1 +He
G−1/2, (B.10)
Im(ω)
Ωci
∼
√
3
2
δ1/3
(
mi
me
)2/3(
cos θ sin2 θ
2
√
1 +He
)1/3
G−1/2, (B.11)
where G = (1 + He) + (Ω
2
ce/ω
2
pe) sin
2 θ. PIC simulations for a finite tem-
perature plasma demonstrated that the modified two-stream instability can
be generated in the Earth’s bow shock and plays an important role in the
electron heating parallel to the magnetic field [207, 276].
Appendix C. Plasma instabilities at a relativistic shock front
Here we introduce two examples of plasma instabilities that operate at
relativistic shocks: one is the Weibel instability [324] which can be excited
in an unmagnetized or a weakly magnetized shock, and the other is the syn-
chrotron maser instability [275] which generates a large-amplitude precursor
wave in a magnetized shock.
As we are interested in the plasma instabilities at the shock front, we may
focus on the velocity distribution function that consists of both incoming and
reflected components. For a (weakly) magnetized perpendicular shock, the
incoming particles are reflected back to the upstream region by the Lorentz
force/mirror force During the gyro-motion of the reflected particles we may
assume that the velocity distribution function can be approximated by the
ring distribution, namely,
Fj(u‖, u⊥) =
1
2piu0j
δ(u‖)δ(u⊥ − u0j), (C.1)
where ‖ and ⊥ denote the directions parallel and the perpendicular to the
ambient magnetic field, and u0j may be almost equal to the incoming flow
speed/shock upstream flow speed in the shock rest frame. The distribution
function is normalized as follows,∫ ∞
−∞
∫ ∞
0
2piFj(u‖, u⊥)u⊥du⊥du‖ = 1. (C.2)
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We assume a uniform plasma for the ring-distribution region, and the
ambient magnetic field is parallel to z axis. Then the plasma dispersion
relation for a longitudinal wave propagating parallel to the ambient magnetic
field can be given by [333, 130],
1− c
2k2
ω2
=
∑
j=i,e
ω2p,j
ω2
∫ ∞
−∞
∫ ∞
0
(ω − k‖v‖)∂Fs/∂u‖ + k‖v⊥∂Fs/∂u‖
ω − k‖v‖ ± Ωc,j piu
2
⊥du⊥du‖
=
∑
j=i,e
ω2p,j
ω(ω ± Ωc,j) +
1
2
(
1− c
2k2‖
ω2
)∑
j=i,e
β20j
ω2p,j
(ω ± Ωc,j)2 , (C.3)
which includes the relativistic plasma frequency, ωp,j =
√
4pinje2/mjγ, the
relativistic cyclotron frequency, Ωc,j = eB/mjcγ, the Lorentz factor, γ =√
1 + u2‖ + u
2
⊥, the parallel and perpendicular velocities, v‖/c = u‖/γ, v⊥/c =
u⊥/γ, and the normalized speed, β0j = v0j/c.
For a pair plasma in the unmagnetized limit, Ωc± → 0, the dispersion
relation above can be simply written as,
(ω2 − c2k2‖)(ω2 + β20ω2p±)− 2ω2ω2p± = 0. (C.4)
This quadratic equation for ω2 has two solutions of ω2 > 0 and ω2 < 0 for
β0 > 0. The mode with ω
2 < 0 shows the Weibel instability, and we find the
growth rate,
Im(ω)
ωp±
' β0, (C.5)
for ck‖/ωc± > 1.
For the magnetized case with finite Ωc± and Ω2c±/ω
2
p±  1, the growth
rate of the magnetized Weibel instability is given by Im(ω) ∼ β0ωp±/
√
2
and the oscillation frequency Re(ω) ∼ Ωc±. The basic behavior of the wave
growth is similar to the Weibel instability in an unmagnetized plasma.
Next we show the synchrotron maser instability propagating perpendicu-
lar to the ambient magnetic field with ~k⊥‖~ex. The dispersion relation of the
wave with electric field polarized in the x− y plane is given by [17],
c2k2⊥
ω2
= yy − xyyx
xx
, (C.6)
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where the components of the dielectric tensor are,
ij = δij + 2pi
∑
s=i,e
∞∑
n=−∞
∫ ∞
−∞
∫ ∞
0
∂Fs
∂u⊥
ω2ps
ω(ω − nΩcs)Ψsniju
2
⊥du⊥du‖, (C.7)
where
Ψsnij =
(
(n/zs)J
2
n(zs) i(n/zs)Jn(zs)J
′
n(zs)
−i(n/zs)Jn(zs)J ′n(zs) (J ′n(zs))2
)
. (C.8)
Jn(zs) is the ordinary Bessel function of the first kind with index n, and the
argument is zs = k⊥v⊥s/Ωcs for a particle of species s.
By substituting the cold ring distribution function and integrating by
parts, we obtain the elements of the dielectric tensor as [123],
xx = 1−
∑
s=i,e
∞∑
n=−∞
n2ω2ps
ω(ω − nΩcs)
(
2
Jn
zs
J ′n − β2s
ω
ω − nΩcsJ
2
n
)
, (C.9)
xy = −yx = i
∑
s=i,e
∞∑
n=−∞
nω2ps
ω(ω − nΩcs)
×
(
Jn
zs
J ′n + (J
′
n)
2 + JnJ
“
n − β2s
ω
ω − nΩcs
Jn
zs
J
′
n
)
, (C.10)
yy = 1−
∑
s=i,e
∞∑
n=−∞
ω2ps
ω(ω − nΩcs)
×
(
2(J ′n)
2 + 2zsJ
′
nJ
“
n − β2s
ω
ω − nΩcs (J
′
n)
2
)
. (C.11)
For a positron-electron plasma, we can easily show that xy = 0 because
of the charge and mass symmetry. In this case, the transverse extraordinary
mode is decoupled from the longitudinal upper-hybrid mode, and the dis-
persion relations of the transverse extraordinary mode and the longitudinal
upper-hybrid mode are respectively given by
yy =
c2k2⊥
ω2
,
and
xx = 0.
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For a pair plasma with zero ring velocity of β± = 0 and γ± = 1, we can easily
obtain the component of the dielectric component as,
xx = yy = 1−
2ω2p±
ω2 − Ω2c±
. (C.12)
Therefore, the dispersion relation for the transverse extraordinary mode be-
comes
c2k2⊥
ω2
= 1− 2ω
2
p±
ω2 − Ω2c±
, (C.13)
while the dispersion relation for the longitudinal upper-hybrid mode is,
ω2 = 2ω2p± + Ω
2
c±. (C.14)
These dispersion relations are consistent with those derived from the cold-
fluid equations.
For a relativistic cold ring and pair plasma with γ±  1, the disper-
sion relations for the transverse mode and the longitudinal mode become,
respectively,
k2⊥c
2
ω2
∼= 1 +
∑
s=e±
Ω2ps
ω2
v20s
c2
(J ′n)
2
(
1− nΩcs
ω
)−2
, (C.15)
and
1 +
∑
s=e±
Ω2ps
ω2
n2v20s
z2sc
2
J2n
(
1− nΩcs
ω
)−2
∼= 0. (C.16)
We may assume that unstable modes appear around the frequency sat-
isfying the cyclotron resonance condition, ω ' nΩc±. By assuming that
ω = k⊥c = nΩc± + δ and δ  nΩc±, we obtain the increment of δ for the
transverse extraordinary mode as,
δ
Ωc±
∼=

(
3
211
)1/9 (Γ(2/3)
pi
)2/3
1+i
√
3
σ
1/3
±
(
Ωc±
ω
)1/9
for n = ω
Ωc±
 γ3±
(
1
24piγ±
)1/3
1+i
√
3
σ
1/3
±
exp
(
− 2n
9γ±
)
for n = ω
Ωc±
 γ3±
(C.17)
where σ± = Ω2c±/ω
2
p±. We have used the asymptotic forms of the Bessel
functions for large index, n 1, and the argument zs = nε with n ε > 0.
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From the solution above, we find that the high-harmonic modes up to n ∼ γ3±
have significantly large growth rates, while the growth rates quickly decay in
n γ3±. It should be noted that the growth rates for high harmonic modes
may be subject to a finite temperature of the ring distribution function, and
that the growth rates decrease with increasing temperature [e.g. 11]
On the other hand, the increment of δ for the longitudinal mode is,
δ
Ωc±
∼=

i
σ
1/2
±
(
Γ(1/3)
22/331/6pi
)(
Ωc±
ω
)1/3
for n = ω
Ωc±
 γ3±
i
σ
1/2
±
(
γ±
2pi
) (
Ωc±
ω
)1/2
exp
(
− 2n
9γ3±
)
for n = ω
Ωc±
 γ3±
(C.18)
By comparing the growth rate of the longitudinal mode to that of the trans-
verse mode, we find a faster reduction with increasing n for the longitudinal
mode than for the transverse mode.
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