A point estimation of Y) P(X < was considered. A nonparametric estimator for Y) P(X < was developed using the kernel density estimator of the joint distribution of X and Y, may be dependent. The resulting estimator was found to be similar to the estimator based on the sign statistic, however it assigns smooth continuous scores to each pair of the observations rather than the zero or one scores of the sign statistic. The asymptotic equivalence of the sign statistic and the proposed estimator is shown and a simulation study is conducted to investigate the performance of the proposed estimator. Results indicate that the estimator has a good overall performance.
The aim is to estimate p = ) ( Y X P < using this information. The problem of estimation the stress-strength reliability arises naturally in the context of mechanical reliability of a system with strength X and stress Y. The system fails any time its strength is exceeded by the stress applied to it. Another interpretation of p is that it measures the effect of the treatment when X is the response for a control group and Y refers to the treatment group. Other applications can be found in Johnson et. al. (1994) Develop in this article is a new estimator for ) ( Y X P < using kernel methods (Silverman, 1986) . The kernel density estimators are used instead of the true unknown density and the estimator of p is introduced with some of its large sample properties. A simulation study was conducted to evaluate the performance of the proposed estimator and compare it with the estimator 1 p .
Methodology
The Kernel -Based Estimator Let
be n independent pairs drawn from the distribution with joint probability density function ( )
In this article a nonparametric kernel method is used to estimate p . The kernel estimator of the two dimensional probability density function f at ) , ( y x is defined as (Scott, 1992) . 
If the two random variables X and Y are defined on the positive real line, transform the positive data by taking logarithms of each observation as suggested by Silverman (1986 (See Silverman, 1986 and Wand and Jones, 1995) . The based-data formulas to choose 1 h and 2 h are given later in this paper. 
The rectangular kernel : K is adopted in (3) then we need to study six cases to find the double integral arises in (3). Let 
On the other hand, the simulation results are depended on the following formulas to choose the smoothing parameters 1 h and 2 h which based on minimizing the asymptotic mean integral square error and by assuming the bivariate normal distribution and the rectangular kernel 2 K (Scott, 1992) σ and ρ are the standard deviations and the correlation coefficient respectively, they are estimated from the data. The performances of the sign estimator and the proposed estimator were investigated and compared. The criteria of the bias and mean squared error are used. The relative efficiency of the proposed estimator to the sign estimator is calculated as the ratio of mean squared errors.
A simulation study was conducted to investigate the performance of the estimators. The indices of our simulations are: 40 , 20 , 10 = n p : the true value of p=p (X<Y) and is taken to be 0.1,0.3,…, 0.9. The distribution from which the data are generated: two cases were considered;
1) The bivariate normal
where ρ is taken as -.8, -0.4, 0, 0.4, 0.8 and µ is chosen such that we get p=p(X<Y) as chosen above.
2) The Gumbel bivariate exponential distribution (Johnson & Kotz, 1970) with probability density function 
Conclusion
Because the results for both kernels are similar, only the results for the uniform kernel are given. The results are presented in Table 1 . In both cases of bivariate normal parent distribution and the bivariate exponential case, it is clear that the efficiency of the proposed estimator relative to the sign estimator is greater than one in all cases considered. Concerning the bias performance, it appears that the proposed estimator is almost unbiased. Overall it appears that the proposed estimator has a good performance, this performance may be improved when using more sophisticated types of kernels, bandwidth selection rules, and bias corrections. 
