ABSTRACT. In this paper the existence of a transition layer and unlayer solution for the stationary system ε 2 ∆u = f (u, v), ∆v = g(u, v) with x ∈ Ω ⊂ N (N ≥ 2) is studied by using the degree-theoretical argument.
Introduction
A lot of reaction-diffusion equation models have been recently used to study pattern formation in population ecology, morphogenesis, neurobiology, chemical reactor theory and in other fields. This paper is devoted to a study of the semi-linear parabolic system
x∈ Ω, t > 0, 
We are interested in solutions of (I) exhibiting a transition layer as ε approaches zero. For N = 1, Fife [8] gave some sufficient conditions to obtain the existence of solutions with transition layer. Nishura and Fujii [11] obtained the stability of the layer solution. For N ≥ 2, we discussed the existence and stability of the boundary layer solution in [15] . For a single equation, the existence of layer solution is discussed in many papers. Pino [6] got the existence of solution for transition layer base on the standard elliptic theory and the degree theoretical argument.
Using the "Gauss elimination" method and the degree theoretical argument, we shall discuss the existence of solution with transition layer to (I).
In this paper, suppose that f, g ∈ C 1 ( × , ) and f (·, v) has precisely three zeros h − (v) < h 0 (v) < h + (v) for v ∈ [a, b] , where [a, b] is a suitable closed interval, which includes the range of v(x). Now, we give the main results of this paper.
For f , g and h ± , suppose that: (H1) For the following equations
there exist unique solution V ± (x) ∈ [a, b] respectively, which satisfy
(H3) Assume that there exists a close set Γ ⊂ Ω, which divides Ω into two smooth sub-domains Ω + and Ω − such that for the following equation 
LAYER AND UNLAYER SOLUTIONS FOR SOME SEMILINEAR ELLIPTIC SYSTEMS
The examples satisfying (H1), (H2) can be found in [11, 14] . It is not very easy to satisfy (H3), but we can find some examples in [8] (for N = 1) and in [7, 13] (for radially symmetric).
Example 1 (Gierer-Meinhardt model with saturation). ([11, Example 2]) 
where r(u, v) = uv/(1+u+v +Ku 2 ) and j 1 , j 2 , β, ϑ and K (large) are all positive constants.
Example 3 (Fitz-Hugh-Nagumo equations). ( [14, p. 209 ]) These equations are considered to be models for the Hodgkin-Huxley equations. They are given by
where β, σ and γ 1 are constants and take
In Section 2, we give preliminary results. In Section 3, we prove Theorem 1. The unlayered solutions are discussed in Section 4.
Preliminary
In this section, we give some properties of "integral operator" V (u): u → v, where v is the solution of the following equation:
P r o o f. Rewrite (2.1) as the following form
Since (H2), it is easy to conclude the existence and uniqueness of V (u) for any u ∈ M by the standard elliptic theory.
we shall obtain a contradiction. Then we can find a subsequence of {V (u n )}, which we again denote by {V (u n )}, lying outside a certain C 1 neighborhood of V (u). Since {u n } is uniformly bounded, and V (u n ) satisfy
for every n, we obtain that V (u n ) is uniformly bounded. Indeed, set X = x ∈ Ω : V (u n ) > K . Since (H2), there exists a constant R such that g(u n , R) > 0 and it follows that ∆V (u n ) > 0 for x ∈ X as K > R. Hence, V (u n ) must attain its maximum on X at a point on ∂X . Hence g(u n , V (u n )) is uniformly bounded in L p (Ω) for any p > 1. Thus the standard bootstrapping arguments applied to the equation shows that {V (u n )} are uniformly bounded in C 2+α (Ω) and possesses a subsequence, again denoted by {V (u n )}, which converges in C 2 (Ω) to a point, say w. Now, we assume w = V (u), letting n → ∞ in (2.1), we can see that w must satisfy
This is a contradiction to the uniqueness. This completes the proof of Property 1.
ÈÖÓÔ ÖØÝ 2º For sufficiently small
is a super-solution (resp. sub-solution) of the equation (2.3). Noticing that c(x) ≥ 0, we have |w| < ρ. This completes the proof.
Proof of Theorem 1
Fix δ > 0 and let Ω + , Ω − , Γ be as in the hypotheses (H3). Let N δ be a neighborhood of Γ such that
Obviously, ∂Ω δ ± are smooth, or are consisted by two smooth closed curved surface.
For sufficiently small δ we have
where J is defined by (1.1) and (1.2). We will assume this in the following context. Let (u + , where
+ ). Proof of Theorem 1 is based on the study of the following family problems
3) We intend to apply degree theory to (3.3), in some appropriate open subset of C(Ω) to conclude the existence of solutions of (3.1) with the desired characteristics. Moreover we can show the existence of solutions to (I). First, we require two lemmas: 
Firstly, assume that t > 0 and fix k > 0, applying (
We notice that u is bounded if and only if v is bounded (see the proof of Property 1) in (3.4). Our interest is to consider the bounded solutions of (I). Hence, we can redefine f and g if necessary, and assume that f (u, v) > c 1 u and 2) the conclusion is immediate. We conclude that (3.6) does not hold if k is sufficiently large. Hence, for some large k, u 1 ≤ k inΩ. A similar procedure gives a lower bound for u 1 . Next, it is easy to conclude that v 1 is bounded inΩ. Now, if t = 0, (3.5) reduces to .3) for t = t n , ε = ε n such that either sup
If (3.9) holds (the other case is similar), let x n be a point so that (3.9) is attained. Without loss of generality we can assume that x n →x onΩ δ − . We consider different some cases for the position ofx, respectively. In this case the ballB(x n , ε n ) lies on Ω δ − for all sufficiently large n. Define U n (y) = u n (x n + ε n y) for y ∈B(0, 1), thus U n satisfies in the ballB(x n , ε n ) (a) For some subsequence of x n , again labelled x n and some λ > 0 we havē
If (a) holds, we may proceed exactly as in Case 1, just changing B(0, 1) to B(0, λ). In case (b), further considerations are need.
We straighten ∂Ω δ − nearx, as we do in Case 2 of Lemma 3 in Section 4. After a standard diagonal procedure to obtain the C 2 convergence on compacts of subsequence of the recalling U n , we obtain the existence of U ∈ C 2 ( N ) bounded and satisfying in
with equality at the origin. Denote by q(s) the function
| ≤ γρ and (H1), (H3), we see that q(s) admits a zero point u * closed to h − (V (x)) and u
Let w 0 (r) be the unique monotone solution of differential equation
Such a unique solution was shown, for example in [4] , to exist, and to satisfy w 0 (r) > 0 for r ≤ 0. Furthermore, it was shown that the solution decays exponentially as r → −∞.
Without loss of generality, we assume that
where c(y) = and set U σ (y , y N ) ≡ w σ (y N ). Then U σ solves (3.10). And it is easy to prove that U 0 (i.e. σ = 0) = U in N − (also see [6] ). Let R > 0 and define H R = (y , y N ) : 0 < y N < R . Denote by Γ 0 and Γ R respectively the left and right boundaries of H R . Since w σ is increasing and unbounded and U is bounded, we find that for all R > 0 sufficiently large U σ > U on Γ R for all σ ≥ 0. It is easy to check that there exists a constant σ * > 0 so large that U σ * > U in H R (also see [6, (2.27 
)]).
Fix σ * > 0 such that U σ * > U in H R and set
E is nonempty. It is also closed. In fact, let σ n ∈ E such that σ n →σ ∈ [0, σ * ]. Then Uσ ≥ U in H R . It follows from the maximum principle that Uσ > U in H R . Henceσ ∈ E and E is closed. 
From (3.14) and the maximum principle, we obtain
This and (3.16) easily yield a contradiction with Hopf's Lemma. Hence E is open, so that E = [0, σ * ]. In particular,
, U 0 = U on Γ 0 , and we obtain again a contradiction with Hopf's Lemma. This shows that Case 3 does not hold. In the above proof, we have essentially used a variation of the so-called "Sweeping Principle" (see [9] ). This completes the proof of Lemma 2. 
From Lemma 2, we obtain that
for all sufficiently small ε > 0, where
under Neumann boundary conditions, and u ε the function given by (3.2). But u ε is in Λ ρ,δ for small ε, hence the latter degree equals one. We conclude the existence of a solution of (3.1) in Λ ρ,δ for all small ε (see Proposition 1 in Section 4).
Next, set ρ = δ, and let u δ ε be the predicted solution in Λ δ,δ . Definē
A simple indirect argument yields thatδ = 0. It implies the existence of a decreasing sequence δ n → 0 such that
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Without loss of generality we may assume that ε n is decreasing. Finally define
Recall Property 1, clearly {u ε , v ε } 0<ε<ε 0 defined in this manner satisfies the requirements of Theorem 1. This completes the proof of Theorem 1.
Unlayered solutions
In this section, we give the existence of families of unlayered solutions converging uniformly on Ω.
ÈÖÓÔÓ× Ø ÓÒ 1º
There exist a constant ε 0 and families of solutions
uniformly onΩ, where V ± (x) are as in (H1).
By Property 1, it is clear that (u, V (u)) is a solution of the system (I) if u satisfies the "single" equation
where V (u) is defined as in Section 2. In order to prove Proposition 1, it suffices to prove that there exist families {u ± (x, ε)} 0<ε<ε 0 to equation (4.1) such that lim ε→0 u ± (x, ε) = h ± (V ± (x)) uniformly onΩ. We will prove the existence of u P r o o f. Suppose that there exist sequences ε n → 0, t n →t ∈ [0, 1] and u n , solution of (4.2) for t = t n , ε = ε n , such that
Letx n ∈Ω be a point where the maximum of (4.3) is attained. Assume that x n →x ∈Ω, we consider the following two cases, respectively.
LAYER AND UNLAYER SOLUTIONS FOR SOME SEMILINEAR ELLIPTIC SYSTEMS Case 1.x ∈ Ω. In this case, for all sufficiently large n, the ballB(x n , ε n ) is contained in Ω. For y ∈B(0, 1) we define U n (y) = u n (x n + ε n y) then U n satisfies the equation
From (4.3), it follows that U n is uniformly bounded. We thus have that V (u n )(x n + ε n y) is also uniformly bounded, and so are the right hands of (4.4) and (2.2) because of Property 1. We thus conclude that ∆ x V (u n ) and ∇ x V (u n ) are uniformly bounded onΩ. Hence
uniformly onB(0, 1), which yields that V (u n )(x n + ε n y) tends to some constant denoted by C V with |C V − V − (x)| < γρ. Recalling the boundedness of the right hand side of (4.4), L p and Schauder estimates give the existence of subsequence of U n converging in the C 2,α (B(0, 1))-sense to a solution U of
, from the definition of x n , either W or −W attains a nonnegative maximum at y = 0. We assume without loss of generality that W attains the nonnegative maximum ρ at y = 0. But, we find that W satisfies at y = 0 
where L is a strongly elliptic operator of form
Moreover, after a appropriate choice of the change of coordinates, we may also assume a ij (0) = δ ij . Let π be the orthogonal projection onto ∂Ω, which is well defined and smooth in some neighborhood of ∂Ω. Set But the Neumann boundary condition permits us to extend U evenly to the whole B(0, 1), and the extension still satisfies (4.8). A similar straighteningreflection argument appear in [4] . On the other hand, since (b) holds, we see that 
