In this paper we analyze the problem of human facial emotion and emotion intensity levels recognition and resulting classification accuracy evaluation. Final testing set classification accuracy value is usually taken as a quantifier of method quality. However, this value is often strongly affected by the testing set parameters such as number, age and gender of subjects or intensity of their emotions etc. In this work we propose a different classifier evaluation methodology that uses the human visual system as a reference point. We employed active appearance models and support vector machines for facial emotion classification. Our SVM classifier gave slightly more consistent labels to emotion categories for images than human subjects, while humans were more consistent at identifying emotion intensity level than SVM.
Introduction
Automatic facial expression analysis has become an interesting research area since the early 90's because of many potential applications in areas like human-computer interfaces, face appearance synthesis, image retrieval and human emotion analysis.
Ekman and Friesen [6] has postulated six primary emotions which seem to be universal across human ethnicities and cultures. This primary emotions are commonly referred as basic emotions and comprise happiness, anger, surprise, disgust, fear and sadness. Despite many questions that arise around this study [12] (are the basic emotions indeed universal? Does a facial expression have a strong relation with an actual emotion state ?) it is still widely used in computer vision community.
While the human capability for face detection is very robust, the same has not been proven for facial expressions interpretation. According to Bassili [1] , a person trained to classify faces can recognize six basic emotions with an average accuracy 87%. This accuracy ratio can change due to several reasons like the familiarity with the face, general experience with different types of expression, the facial emotion intensity level or even subjects or recognizing person race. For example the smiling face with low intensity can be easily misinterpreted as a neutral facial expression. Most current works related to automatic facial emotion recognition deal just with facial emotions having the highest intensity. The classification of emotion intensity levels is in most of the cases omitted too. Surveys with more details related to analysis of facial expressions and emotions can be found in [7] or [11] .
Facial emotion recognition in still images is connected with three basic tasks: 1) face detection, 2) facial expression data extraction and finally, 3) facial classification. There have been many techniques for face detection invented in last 15 years. For example the Viola-Jones face detector based on Haar feature classification and AdaBoost algorithm [13] combined with accurate skin color detector [2] can solve this complex task in realtime with very good classification accuracy. Fiducial grid and Gabor wavelets [9] or PCA analysis of random patches [10] are just examples of many other methods that were employed for the 2nd task of facial expression data extraction. Active Appearance Models (AAM) method is another well known method for accurate facial feature detection and facial emotion features extraction is approach [5] , [8] . It can be relatively easily implemented, facial features are detected very fast and precisely and it yields good results on difficult and noisy data. Finally, the 3rd task of extracted facial data classification can be resolved using many types of classifiers. PCA, LDA and Mahalonobis distance [5] , [9] , neural network based classifiers [10] or SVM classifiers [8] methods were utilized for this aim.
The above methods are usually assessed on testing sets after all training procedures. The value that stands for portion of correctly classified samples from testing set is taken then as final classification accuracy κ and quantifier that tells about qualities of used method. However, κ is often strongly affected by the testing set parameters. Number, age, race, and gender of subjects; number, type and intensity of emotions; quality of images, lighting conditions; all these factors can impact the classification results. For example, in [8] Liebelt recognized 7 facial emotions with κ = 71.3% and no details about testing set parameters were given. Lyons used set of 193 images showing 9 Japanese females and 7 facial emotions for training in [9] . κ = 75% was achieved for novel subjects but no details about this kind of testing set were given again. 84 Ekmans' facial emotion photos with 12 subjects and 7 emotions were used in the work of Padget [10] . They trained their classifier on images of 11 subjects and tested on the images of the 12th subject. By changing the training and testing set they get average κ = 86%.
There is no commonly used database of facial images with varying emotions as can be seen from previously mentioned works. One of the reasons of this lack is that researchers usually need images of different quality, lighting conditions, contrast, bit depth of colors etc. If we want to evaluate the classification results without considerations of testing set parameters, a reference classifier is needed: such as the human visual system.
In this paper we describe a classification system based on Active Appearance Models (AAM) method which is used for facial emotion features extraction and Support Vector Machines (SVM) method, which is used for classifiers training. An outline of the theoretical basis of the AAM model and the way we use it for proper feature extraction is presented. Then, important SVM classifier attributes are discussed as well as procedures suitable for its training. Our machine methods are referenced to a study that used human participants. The experimental methodology is presented and results of statistical analysis discussed in the context of the machine performance data.
AAM learn characteristics of objects during a training phase by building a compact statistical model representing shape and texture variation of objects. As it is described in [4] , the concept AAM is based on the idea of combining both shape and texture information of the objects to be modeled. The appearance model is built based on a set of N labeled images, where n key landmark points are marked on each example object and form so called shape vectors. The shape vectors x i = (x i 1 , . . . , x i n ; y i 1 , . . . , y i n ) T , i = 1 . . . N are aligned using Procrustes analysis and the labeled images are warped to the mean shape x and normalized, yielding the texture vectors g i . By applying principal component analysis (PCA) to the normalized data, linear models are obtained for both shape, x = x + P s b s , and texture, g = g + P g b g , where x, g are the mean vectors, P s , P g are sets of orthogonal modes of variation (the eigenvectors resulting from PCA), and b s , b g are sets of model parameters.
A given object can thus be described by b s and b g . As P s , P g may still be correlated, one more PCA is applied to them. This yields the final combined linear model b = P c c, where
The goal of AAM search is to find the model parameters that can generate a synthetic image as close as possible to given input and to use resulting AAM parameters for interpretation [4] . There has been developed several AAM search strategies that are precise enough to detect facial features. However, in our case we decided to use manually placed landmark points for shape definition, because AAM search can sometimes result in false detections which would decrease final emotion and emotion intensity level classification accuracy.
An AAM was employed for extraction of facial expression features of three types: shape parameters vector x, texture parameters vector g and combined parameters vector c. The amount of detail, or variance Ψ, contained in AAM model can be controlled by changing the number of modes of variation (number of eigenvectors) contained in P s , P g , P c . This number of variation modes determines the size of x, g and c.
3 Support Vector Machine classifier SVM classifiers with Gaussian RBF kernels were used for the task of emotion and emotion level classification. SVM classifiers are well known for their good generalization properties even in cases of high-dimensional nonlinear separable classification tasks. The RBF kernel was chosen because it has fewer adjustable parameters than any other commonly used kernel and has less numerical difficulties [3] .
SVM classifiers can work well only when optimal values for its parameters are set. SVM classifier with Gaussian RBF kernel has two parameters: 1) the SVM regularization constant C > 0 and 2) γ parameter related to Gaussian RBF kernel function k(x, y) = exp(
). V-fold cross-validation and Grid-search algorithm can be utilized for this purpose. In v-fold cross-validation, the training set is first split into v subsets of equal size. Sequentially the classifier with defined learning parameters is trained v times, where in the i-th iteration (i = 1, . . .,v) it is trained on all subsets except the i-th one. The classification error E i is computed for the i-th subset. This procedure calculates v values of classification error where the average value of them E = can be improved when several v-fold cross-validations (with different initial training set split) is performed and their results are averaged. The same approach can help to improve training accuracy when training data has small number of samples.
Grid search basically tries to estimate the generalization error of classifier using k (k = mn) different pairs of (C, γ) ({(C, γ)|C ∈ {C 1 ,C 2 , . . . ,C m }; γ ∈ {γ 1 , γ 2 , . . . , γ n }}). The pair with lowest generalization error is selected as an optimal. It was found [3] that trying exponentially growing sequences of C and γ is a practical method to identify good parameter values. 
Experiments
Facial emotion images were obtained from FG-NET facial emotion database [14] containing face image sequences showing a number of Caucasian subjects performing the six different basic emotions defined by Eckman [6] . One of the underlying paradigms of this database is to let the observed people react as naturally as possible (real emotions were elicited by showing video clips or still images after a short introduction phase). We decided to exclude emotions of sadness and fear because according to our observations they do not reach the same level of intensity and are not as distinctive as the other basic emotions. Images of selected emotions comprising anger, happiness, disgust and surprise (3 emotion levels for each emotion) plus neutral expression images of 12 individuals were selected from the FG-NET database and used during the analysis (see Figure 2(a) ). The particular emotion intensity level images were selected from the image sequences on the basis of subjective selection. Additionally, all 192 faces were manually labeled with 58 landmark points defining face shapes. The placement of landmark points can be seen in Figure 2 (b) (first image from left). One of our aims was to analyze how the image quality affects the recognition accuracy. For this purpose we used source images (size 320×240) to generate images with reduced size. Size reduction factors Θ = {0.5, 0.25, 0.2} and bilinear interpolation method were used for generating of images with reduced size (see Figure 2(c) ). In the case of psychological experiment the images were too small so they were enlarged to size 800×600 (see Figure 2(b) ).
Images of 8 subjects (4 males, 4 females) served as training samples for AAM and SVM classifiers. The remaining images (2 males, 2 females) form the testing set for SVM classifier as well as for psychological experiment. 
Psychological Experiment
Psychological experiment which should evaluate the ability of human respondents to recognize facial emotions and emotion intensity levels was prepared. Each trial of experiment consists of three parts -slides. In the first slide, an unmasked facial emotion image is presented and participant has 5 sec. to classify one of 5 emotions using the computer mouse to make the choice. Another slide with emotion intensity levels choices is shown for the same image. Again, the respondent has 5 sec. to choose the right choice. If the participant does not meet the time limit a "nothing" string value is saved as the response in both cases. Furthermore, if participant classify emotion in the first slide as neutral then the chosen level response in the second slide is not recorded. The last slide has no visual content and lasts for 100 ms, it serves as separator between trials. In each experimental session, participants perform 192 trials shown in random order, which followed a 4 individual × 4 emotions × 4 levels (neutral expression which serves as zero emotion intensity level is added to mentioned three emotion intensity levels) × 3 different image quality design. Twenty-four volunteers (12 males, 12 females) with normal or corrected-to-normal vision participated in this study. They had no prior knowledge about the subjects. They were instructed in detail and images of 2 individuals (1 male, 1 female, all emotions and emotion levels, size reduction factor Θ = 0.5) with correct information about their emotional state were shown to them before the experiment.
It can be seen from the analysis of results shown in Figure 3 that positive emotions comprising happiness and surprise are recognized with very good accuracy, and almost independently on image reduction. Negative emotions including anger and disgust are often mistaken and also neutral expression is often misclassified. It can be also seen how the accuracy decrease witch increasing Θ. The analysis of results for emotion intensity level classification can be found in Figure 4 . It can be summarized that neighboring levels were often mistaken and that highest level was chosen the fewest times. The final classification accuracy can be found in Table 1 . 
SVM Classifications
Thirty-six types (3 sizes of source facial images (Θ = {0.5, 0.25, 0.2}) × 3 AAM parameter vector types (shape, texture, combined) × 4 values for variance retained in AAM models (Ψ = {0.93, 0.95, 0.97, 0.99}) of training data were tested for SVM classifier training. Grid-search approach (C = {2 −3 , 2 −2 , . . . , 2 10 }, γ = {2 −8 , 2 −7 , . . . , 2 6 }) was used to find the optimal values for the RBF SVM classifier parameters. Examples of grid-search classification results can be seen in Figure 1 levels classifiers (32 training samples)) were trained using data type and SVM parameters that achieved best classification accuracy. Analysis of SVM classification results can be seen in Figure 5 and 6. The neutral emotion and "no level" choice are preferred by the classifiers because neutral images are presented with the highest number of samples in the training set. This can be seen especially in the case of negative emotions that are not as visually distinctive as positive emotions and in the case of first emotion intensity level.
Discussion and Conclusions
It can be seen in the Table 1 that SVM classifier outperforms the average classification accuracy of human respondents in the case of emotion classification for all image sizes. However, the SVM failed in the second case of emotion level intensity classification. This failure is probably caused by the small training set size. Moreover, the decrease of image sizes reduces the classification accuracy of both SVM classifier and the average accuracy of human respondents. This is caused by the loss of visual facial details that can be used for differentiation between emotions especially in the case of lower intensity levels.
