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N~ao sou eu quem me navega
Quem me navega e´ o mar
E´ ele quem me carrega
Como nem fosse levar.
E quanto mais remo mais rezo
Pra nunca mais se acabar
Essa viagem que faz
O mar em torno do mar
Meu velho um dia falou
Com seu jeito de avisar:
- Olha, o mar n~ao tem cabelos
Que a gente possa agarrar.
Timoneiro nunca fui
Que eu n~ao sou de velejar
O leme da minha vida
Deus e´ quem faz governar
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Como se faz pra nadar
Explico que eu n~ao navego
Quem me navega e´ o mar.
A rede do meu destino
Parece a de um pescador
Quando retorna vazia
Vem carregada de dor
Vivo num redemoinho
Deus bem sabe o que ele faz
A onda que me carrega
Ela mesma e´ quem me traz
A` minha esposa Aline Ogliari.
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Resumo
Seja A uma a´lgebra associativa unita´ria sobre um anel associativo, comutativo e unita´rio
K. Defina o comutador normado a` esquerda [a1, a2, . . . , an] (ai ∈ A) indutivamente por
[a1, a2] = a1a2 − a2a1; [a1, . . . , an−1, an] =
[
[a1, . . . , an−1], an
]
(n ≥ 3).
Para n ≥ 2, seja T (n)(A) o ideal bilateral de A gerado pelos comutadores [a1, a2, . . . , an]
(ai ∈ A). Seja E = {e1, e2, . . .} um conjunto gerador da a´lgebra A. A primeira parte
desta tese diz respeito aos elementos que geram T (n)(A) como um ideal bilateral em A.
O objetivo principal dessa parte consiste em mostrar que
1. Se 1
6
∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelos comutadores [u1, . . . , un]
em que ui ∈ E ∪ E2;
2. Se 1
3
∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelos comutadores [u1, . . . , un]
em que ui ∈ E ∪ E2 ∪ E3.
Aqui Ek (k ≥ 1) denota o conjunto dos elementos de A da forma ei1ei2 . . . eik , eij ∈ E .
Para isso, em um primeiro momento, sera´ descrito um me´todo recursivo que permite obter
um conjunto de geradores para o ideal T (n)(A) (n ≥ 3), como ideal bilateral em A, a partir
dos geradores de T (n−2)(A). A demonstrac¸a˜o dos itens 1 e 2 acima e´ feita com base nesse
resultado.
Seja Z〈X〉 a a´lgebra unita´ria associativa livre sobre Z no conjunto X = {x1, x2, ...}.
Considere sua se´rie central inferior como a´lgebra de Lie, isto e´, a se´rie dos ideais de
Lie L(i) ⊂ Z〈X〉 definido recursivamente por L(1) = Z〈X〉, L(i+1) = [L(i),Z〈X〉], e a
correspondente a´lgebra de Lie graduada associada B :=
⊕
i≥1Bi, em que Bi = L
(i)/L(i+1).
A segunda parte desta tese diz respeito a se´rie central inferior de Z〈X〉. E´ bem conhecido
que a imagem J de T (3)(Z〈X〉) em B1 e´ central na a´lgebra de Lie B. Ale´m disso, sabe-se
que o isolador de J e´ maior que J . O objetivo principal da segunda parte desta tese e´
mostrar que o isolador de J esta´ contido no centro de B.
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Abstract
Let A be an associative unitary algebra over a commutative, associative and unitary
ring K. Define a left-normed commutator [a1, a2, . . . , an] (ai ∈ A) inductively by
[a1, a2] = a1a2 − a2a1; [a1, . . . , an−1, an] =
[
[a1, . . . , an−1], an
]
(n ≥ 3).
For n ≥ 2, let T (n) be the two-sided ideal in A generated by all commutators [a1, a2, . . . , an]
(ai ∈ A). Let E = {e1, e2, . . .} be a generating set of algebra A. The first part of this
thesis concerns with the elements that generate T (n)(A) as two-sided ideal in A. The main
purpose of the first part of this thesis is to show that
1. If 1
6
∈ K, then T (n)(A) is generated as two-sided ideal by the commutators [u1, . . . , un]
where ui ∈ E ∪ E2;
2. If 1
3
∈ K, then T (n)(A) is generated as two-sided ideal by the commutators [u1, . . . , un]
where ui ∈ E ∪ E2 ∪ E3.
Here Ek (k ≥ 1) denotes the set of elements of the form ei1ei2 . . . eik , eij ∈ E .
For this, at first, we describe a recursive method which allows us to obtain a set of
generators for the ideal T (n)(A) (n ≥ 3) as a two-sided ideal in A from generators of the
ideal T (n−2)(A) . The proof of the items 1 and 2 above is based on this result.
Let Z〈X〉 be the free unitary associative algebra over a Z on the set X = {x1, x2, ...}.
Consider its lower central series as a Lie algebra, i.e., the series of the Lie
ideal L(i) ⊂ Z〈X〉 defined recursively by L(1) = Z〈X〉, L(i+1) = [L(i),Z〈X〉], and the
corresponding associated graded Lie algebra B :=
⊕
i≥1Bi, where Bi = L
(i)/L(i+1). The
second part of this thesis concerns with the lower central series of Z〈X〉. It is well-known
that the image J of T (3)(Z〈X〉) in B1 is central in the Lie algebra B. Furthermore, it is
known that the isolator of J is greater than I. The main purpose of the second part of
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Neste cap´ıtulo, salvo menc¸a˜o contra´ria, K e´ um anel associativo, comutativo e unita´rio.
Seja G uma K-a´lgebra de Lie com produto [ , ] (denominado comutador). O comutador
normado a` esquerda dos elementos g1, . . . , gn ∈ G (n ≥ 3) e´ definido indutivamente como
[g1, . . . , gn] = [[g1, . . . , gn−1], gn]. Para todos F,H ⊂ G, denote por [F,H] o K-submo´dulo
de G gerado pelos elementos [f, g] (f, g ∈ G). Se F e G sa˜o ideais de Lie em G, enta˜o [F,H]





. Assim, obtemos uma se´rie descendente de ideais em G da forma
G = L(1)(G) ⊃ L(2)(G) ⊃ L(3)(G) ⊃ . . . ,
denominada se´rie central inferior da a´lgebra de Lie G. Note que L(i)(G) e´ o K-submo´dulo
de G gerado por todos os comutadores da forma [g1, . . . , gi] (gj ∈ G). A a´lgebra G e´ dita
nilpotente de classe ≤ c se L(c+1)(G) = {0}. Note que se G e´ nilpotente de classe ≤ c,
enta˜o [g1, . . . , gc+1] = 0 para todos g1, . . . , gc+1 ∈ G. A proposic¸a˜o abaixo e´ bem conhecida
e da´ uma condic¸a˜o suficiente para que uma a´lgebra de Lie seja nilpotente.
Proposic¸a˜o 1.1. [28] Seja G uma K-a´lgebra de Lie gerada por um conjunto M . Enta˜o G
e´ nilpotente de classe ≤ c se, e somente se, [m1, . . . ,mc+1] = 0 para todos m1, . . . ,mc ∈M .
Portanto, para que uma a´lgebra de Lie seja nilpotente e´ suficiente que os geradores dela
satisfac¸am a condic¸a˜o de nilpoteˆncia.
Seja A uma K-a´lgebra associativa e unita´ria. A a´lgebra A pode ser vista como uma
a´lgebra de Lie, com a multiplicac¸a˜o de Lie definida por [a, b] = ab − ba com a, b ∈ A.
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Essa a´lgebra e´ denotada por A(−) e denominada a´lgebra de Lie associada a a´lgebra A.
Denote o i-e´simo elemento da se´rie central inferior da a´lgebra de Lie A(−) por L(i)(A).
Temos que L(i)(A) e´ o submo´dulo de A gerado por todos os comutadores [a1, . . . , ai]
(aj ∈ A). A a´lgebra associativa A e´ dita Lie-nilpotente se A(−) e´ nilpotente, isto e´, existe
um inteiro c ≥ 1 tal que L(c+1)(A) = {0} ou, equivalentemente, [a1, . . . , ac+1] = 0 para
todos a1, . . . , ac+1 ∈ A.
Observando o que foi dito acima (proposic¸a˜o 1.1) para a´lgebras de Lie nilpotentes, e´
natural que se coloque a seguinte questa˜o: se E e´ um conjunto gerador para a a´lgebra
associativa unita´ria A, enta˜o para que A seja Lie-nilpotente de classe ≤ c e´ suficiente que
[u1, . . . , uc+1] = 0 para todos u1, . . . , uc+1 ∈ E? Em outras palavras, existe um ana´logo da
proposic¸a˜o 1.1 para a´lgebras associativas unita´rias Lie-nilpotentes? De um modo geral a
resposta e´ negativa. Por exemplo, seja G uma K-a´lgebra de Lie na˜o abeliana nilpotente
(K um corpo de caracter´ıstica zero). Existe uma a´lgebra associativa, denotada por U(G)
e denominada a´lgebra envelopante universal de G, tal que G e´ isomorfa a uma suba´lgebra
de Lie de U(G)(−). Pode-se mostrar que U(G) na˜o e´ Lie-nilpotente (veja [5], pa´gina 201).
Nesta tese demonstramos que uma condic¸a˜o suficiente para que a a´lgebra associativa A
seja Lie-nilpotente de classe ≤ c e´ que [u1, . . . , uc+1] = 0 para todo ui ∈ A (i = 1, . . . , c+1)
tal que ui e´ o produto de, no ma´ximo, 2 elementos de E quando 16 ∈ K ou, no ma´ximo, 3
elementos de E quando 1
3
∈ K.
Seja T (n)(A) o ideal em A gerado, como ideal bilateral, por todos os comutadores
[a1, . . . , an] (n ≥ 2) em que ai ∈ A. Decorre disso que T (n)(A) e´ o ideal em A gerado
por L(n)(A). Portanto, a a´lgebra A e´ Lie-nilpotente de classe ≤ c se, e somente, se
T (c+1)(A) = 0. Enta˜o, resultados a respeito de T (n)(A) podem ser u´teis para saber se a
a´lgebra A e´ Lie-nilpotente, em especial aqueles que reduzem a lista de geradores dados
na definic¸a˜o de T (n)(A). Essa e´ uma linha que sera´ trabalhada nesta tese.
Um dos primeiros estudos sobre K-a´lgebras Lie Nilpotentes foi publicado por Jennings
(1947, [26]) para K = Z. Em particular, ele mostrou que se A e´ uma Z-a´lgebra associativa
Lie-nilpotente enta˜o T (2)(A) e´ um ideal nil enquanto que T (3)(A) e´ nilpotente. Ale´m disso,
se A e´ finitamente gerado e A e´ Lie-nilpotente, enta˜o T 2(A) e´ nilpotente. Desde enta˜o,
a´lgebras associativas Lie-nilpotente tem sido investigadas em va´rios trabalhos sob diversos
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pontos de vista; veja, por exemplo, [2], [21], [22], [24], [29], [31], [33] e [36].
O recente interesse em a´lgebras associativas Lie-nilpotentes tem sido motivado pelo
estudo dos quocientes Bi(A) := L
(i)(A)/L(i+1)(A) (i ≥ 1) da se´rie central inferior da
a´lgebra de Lie associada a a´lgebra associativa A. O estudo desses quocientes foi iniciado
em 2007 no artigo pioneiro de Fiegin e Shoikhet ([17]) para A = C〈x1, . . . , xn〉 (a a´lgebra
associativa livre em n geradores sobre o corpo dos complexos C). Posteriormente, Do-
brovolska et al. ([13], 2008) continuaram o estudo da estrutura de Bi(C〈x1, . . . , xn〉) e,
mais geralmente, de Bi(A) para uma a´lgebra associativa A sobre C. Por outro lado, S.
Bhupatiraju, P.I. Etingof et al. ([8], 2012) estudaram o caso em que A = K〈x1, . . . , xn〉
para K = Z e K = Fp. Resultados adicionais sobre este assunto podem ser encontrados,
por exemplo, em [1], [3], [4], [6], [10], [14], [16], [25] e [27].
Nesta tese trabalhamos em duas frentes. Uma delas diz respeito ao ideal de uma
a´lgebra associativa gerado por comutadores (T (n)(A)) e a outra ao centro da a´lgebra de
Lie associada a se´rie central inferior de Z〈X〉 (a a´lgebra unita´ria associativa livre sobre Z
no conjunto X = {x1, x2, ...}). A seguir apresentamos os resultados que foram obtidos em
cada uma dessas frentes, bem como um panorama maior do que ja´ se conhece do assunto.
1.1 O ideal de uma a´lgebra associativa gerado por
comutadores
Esta sec¸a˜o diz respeito aos resultados que aparecem no cap´ıtulo 3 desta tese. Considere
como acima que A e´ uma K-a´lgebra associativa unita´ria. Ale´m disso, lembramos que
T (n)(A) e´ o ideal bilateral em A gerado por todos os comutadores [a1, a2, . . . , an] (ai ∈ A).
Seja E = {e1, e2, . . .} um conjunto gerador da a´lgebra A e denote por Ek, k ≥ 1, os
elementos de A da forma ei1 . . . eik (eij ∈ E). Dizemos que um elemento de Ek tem
comprimento k. Nessas condic¸o˜es, e´ fa´cil ver que T (n)(A) e´ gerado como ideal bilateral
em A pelos elementos da forma [a1, . . . , an] em que ai ∈ Eki (ki = 1, 2, . . .). O resultado
principal do cap´ıtulo 3 afirma que, dependendo de K, podemos supor que esses ai’s teˆm





∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelo conjunto
{





∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelo conjunto
{
[u1, . . . , un] | ui ∈ E ∪ E2 ∪ E3
}
.
Treˆs consequeˆncias imediatas desse resultado sa˜o dadas abaixo.
Corola´rio 1.3. Para que a K-a´lgebra A seja Lie-nilpotente e´ suficiente que exista um
inteiro c ≥ 1 tal que
• [u1, . . . , uc+1] = 0 para todos u1, . . . , uc+1 ∈ E ∪ E2 quando 16 ∈ K ; ou
• [u1, . . . , uc+1] = 0 para todos u1, . . . , uc+1 ∈ E ∪ E2 ∪ E3 quando 13 ∈ K.
Lembramos que, de acordo com a proposic¸a˜o 1.1, para que uma a´lgebra de Lie seja
nilpotente e´ suficiente que os geradores dela satisfac¸am a condic¸a˜o de nilpoteˆncia. Em
certo sentido o corola´rio acima e´ um ana´logo dessa proposic¸a˜o para a´lgebras associativas
Lie-nilpotentes.
Corola´rio 1.4. Seja K um anel associativo, comutativo e unita´rio tal que 1
3
∈ K e seja
B uma K-a´lgebra associativa unita´ria finitamente gerada. Enta˜o T (n)(B) e´ finitamente
gerado como ideal bilateral.
Corola´rio 1.5. Seja K um anel associativo, comutativo e unita´rio tal que 1
3
∈ K e seja
B uma K-a´lgebra associativa unita´ria finitamente gerada. Suponha que cada suba´lgebra
de Lie de B(−) finitamente gerada seja nilpotente. Enta˜o B e´ Lie-nilpotente.
Ya. P. Sysak ([35]; 2010) propoˆs a seguinte questa˜o:
Questa˜o 1.6. Seja R um anel associativo. Se R(−) e´ localmente nilpotente, enta˜o R e´
localmente Lie-nilpotente?
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Em outras palavras, a questa˜o pode ser colocada nos seguintes termos: suponha que
R e´ uma Z-a´lgebra associativa finitamente gerada e que cada suba´lgebra de Lie de R(−)
finitamente gerada seja nilpotente. E´ verdade que R e´ Lie-nilpotente?. De acordo com o
corola´rio 1.5 dado acima, no caso de uma K-a´lgebra associativa unita´ria em que 1
3
∈ K, a
resposta para essa pergunta e´ afirmativa.
Antes de comentar a linha de racioc´ınio que permitiu a demonstrac¸a˜o do teorema 1.2,
vamos examinar o que ja´ se conhece a respeito de geradores para T (n)(A), como ideal
bilateral de A. O histo´rico abaixo diz respeito a T (n)(K〈X〉) em que K〈X〉 e´ a K-a´lgebra
associativa unita´ria livre no conjunto na˜o vazio X de geradores livres. Claramente, os
resultados apresentados neste histo´rico sa˜o va´lidos para T (n)(A). Faremos dessa forma,
pois e´ assim que aparecem nos artigos citados. Defina T (n)(K〈X〉) = T (n). E´ fa´cil ver que
o ideal T (2) e´ gerado (como ideal bilateral em K〈X〉) pelos polinoˆmios
[xi1 , xi2 ] (xj ∈ X).
Desta forma, temos um conjunto gerador para T (2) que envolve apenas elementos do
conjuntoX de geradores livres. Conjuntos geradores similares para T (3) e T (4) (como ideais
bilaterais em K〈X〉) ja´ foram apresentados em alguns trabalhos. Por exemplo, Latyshev
([30], 1963) mostrou que se K e´ um corpo de caracter´ıstica zero, enta˜o os polinoˆmios
• [xi1 , xi2 , xi3 ] (xj ∈ X)
• [xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ] (xj ∈ X)
geram T (3) como ideal bilateral emK〈X〉. Popov ([32], 1979) mostrou que esses polinoˆmios
tambe´m geram T (3) quando K e´ um anel associativo, comutativo e unita´rio. Esse resultado
tambe´m pode ser visto no trabalho de Gupta e Krasilnikov ([23], 1999) (que faz refereˆncia
ao trabalho de Popov).
Etingof, Kim e Ma ([16], 2009) mostraram que, para o corpo dos complexos (cara-
cter´ıstica zero) , os polinoˆmios
(i) [xi1 , xi2 , xi3 , xi4 ]
(ii) [xi1 , xi2 ][xi3 , xi4 , xi5 ]
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(iii) [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
(xj ∈ X)
geram T (4) como ideal bilateral em K〈X〉. No entanto, examinando as demonstrac¸o˜es
apresentadas nesse trabalho, nota-se que e´ suficiente que K seja um anel associativo,
comutativo e unita´rio tal que 1
3
∈ K. Vale lembrar ainda que esse resultado pode ser
deduzido do trabalho de Volichenko ([36], 1978).
Para o caso em que K e´ um anel associativo, comutativo e unita´rio, Deryabina e
Krasilnikov ([12], 2013) mostraram que um conjunto de geradores para T (4) consiste dos
polinoˆmios dos tipos (i), (iii) e dos polinoˆmios dos tipos
• [xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ] (xj ∈ X)
• [xi1 , xi2 , xi3 ][xi4 , xi5 ] + [xi1 , xi2 , xi4 ][xi3 , xi5 ] (xj ∈ X)
• [xi1 , xi2 , xi3 ][xi4 , xi5 ] + [xi1 , xi4 , xi3 ][xi2 , xi5 ] (xj ∈ X).
Recentemente, Costa e Krasilnikov ([11], 2015) mostraram que T (5) e´ gerado como
ideal bilateral de K〈X〉 (K associativo, comutativo e unita´rio) pelos polinoˆmios
• [xi1 , xi2 , xi3 , xi4 , xi5 ] (xj ∈ X),
• [xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ] (xj ∈ X),
• [xi1 , xi2 , xi3 , xi4 ][xi5 , xi6 , xi7 ] (xj ∈ X),
• [xi1 , xi2 , xi3 , xi4 ][xi5 , xi6 ] + [xi1 , xi2 , xi3 , xi5 ][xi4 , xi6 ] (xj ∈ X),
• [xi1 , xi2 , xi3 ]
(
[xi4 , xi5 ][xi6 , xi7 ] + [xi4 , xi6 ][xi5 , xi7 ]
)
(xj ∈ X),
• [([xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]), xi5 , xi6] (xj ∈ X),
• [([xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]), xi5][xi6 , xi7]
+
[(







• ([xi1 , xi2 ][xi3 , xi4 ]+[xi1 , xi3 ][xi2 , xi4 ])([xi5 , xi6 ][xi7 , xi8 ]+[xi5 , xi7 ][xi6 , xi8 ]) (xj ∈ X).
Resumindo, conjuntos de geradores para T (n) (2 ≤ n ≤ 5), como ideal bilateral de
K〈X〉, envolvendo apenas elementos do conjunto X de geradores livres ja´ sa˜o conhecidos.
No cap´ıtulo 3 desta tese demonstramos o seguinte resultado:
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Teorema 1.7. Seja K um anel associativo, comutativo e unita´rio tal que 1
3
∈ K. Seja
Fn−2 (n ≥ 3) um conjunto de polinoˆmios de K〈X〉 que gera, como ideal bilateral, T (n−2).
Enta˜o T (n) e´ gerado, como ideal bilateral, pelos polinoˆmios
(1) [f, xi1 , xi2 ];
(2) f [xi1 , xi2 , xi3 ];
(3) [f, xi1 ][xi2 , xi3 , xi4 ];
(4) [f, xi1 ][xi2 , xi3 ] + [f, xi2 ][xi1 , xi3 ];
(5) f
(
[xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]
)
,
em que f ∈ Fn−2 e xij ∈ X.
Note que, por esse teorema, temos um me´todo recursivo que permite obter um conjunto
de geradores para o ideal T (n) (n ≥ 3), como ideal bilateral deK〈X〉, a partir dos geradores
de T (n−2) quando 1
3
∈ K. Por exemplo, vimos que T (2) e´ gerado como ideal bilateral de
K〈X〉 pelos polinoˆmios da forma
[xi1 , xi2 ] (xj ∈ X).
Assim, pelo teorema 1.7, T (4) e´ gerado, como ideal bilateral de K〈X〉, pelos polinoˆmios
(iv) [xi1 , xi2 , xi3 , xi4 ];
(v) [xi1 , xi2 ][xi3 , xi4 , xi5 ];
(vi) [xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ];
(vii) [xi1 , xi2 , xi3 ][xi4 , xi5 ] + [xi1 , xi2 , xi4 ][xi3 , xi5 ];
(viii) [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
,
em que xij ∈ X. Uma vez que os polinoˆmios dos tipos (vi) e (vii) esta˜o no ideal bilateral
gerado pelos polinoˆmios (iv), (v) e (viii) (veja o exemplo 3.10 do cap´ıtulo 3), enta˜o os
polinoˆmios dos tipos (iv), (v) e (viii) geram T (4) como ideal bilateral de K〈X〉. Note que
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esse conjunto gerador coincide com o que ja´ e´ conhecido para T (4) quando K e´ um anel
associativo, comutativo e unita´rio tal que 1
3
∈ K, como ja´ foi mencionado.
Usando como conjunto gerador de T (4), como ideal bilateral de K〈X〉, o conjunto
formado pelos polinoˆmios dos tipos (iv), (v) e (viii) temos, pelo teorema 1.7, que T (6) e´
gerado, como ideal bilateral de K〈X〉, pelos polinoˆmios
• [xi1 , xi2 , xi3 , xi4 , xi5 , xi6 ];
• [xi1 , xi2 , xi3 , xi4 ][xi5 , xi6 , xi7 ];
• [xi1 , xi2 , xi3 , xi4 , xi5 ][xi6 , xi7 , xi8 ];
• [xi1 , xi2 , xi3 , xi4 , xi5 ][xi6 , xi7 ] + [xi1 , xi2 , xi3 , xi4 , xi6 ][xi5 , xi7 ];
• [xi1 , xi2 , xi3 , xi4 ]
(
[xi5 , xi6 ][xi7 , xi8 ] + [xi5 , xi7 ][xi6 , xi8 ]
)
;
• [[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi6 , xi7];
• [xi1 , xi2 ][xi3 , xi4 , xi5 ][xi6 , xi7 , xi8 ];
• [[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi6][xi7 , xi8 , xi9 ];
• [[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi6][xi7 , xi8 ] + [[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi7][xi6 , xi8 ];
• [xi1 , xi2 ][xi3 , xi4 , xi5 ]
(





[xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
, xi7 , xi8
]
;
• [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
[xi7 , xi8 , xi9 ];
•
[
[xi1 , xi2 ]
(









[xi1 , xi2 ]
(








[xi1 , xi2 ]
(







• [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)(




em que xij ∈ X.
Os exemplos dados acima mostram como o teorema 1.7 pode ser utilizado para obter
recursivamente geradores para os ideais T (n) quando n e´ par. No cap´ıtulo 3 sera˜o dados
exemplos para n ı´mpar. No exemplo 3.12 veremos que usando o teorema 1.7 e eliminando
os polinoˆmios que sa˜o consequeˆncia dos demais conseguimos um conjunto gerador para
T (3), como ideal bilateral de K〈X〉, que coincide com o que ja´ e´ conhecido para esse ideal.
O cap´ıtulo 3 esta´ dividido em quatro sec¸o˜es. A primeira delas tem como objetivo a
demonstrac¸a˜o do seguinte lema:
Lema 1.8. Sejam S um subconjunto (na˜o vazio) de K〈X〉, U o ideal bilateral de K〈X〉
gerado, como ideal bilateral, por S e W o ideal bilateral de K〈X〉 gerado, como ideal
bilateral, pelos elementos da forma [u, a1, a2] em que u ∈ U e a1, a2 ∈ K〈X〉. Enta˜o W
coincide com o ideal bilateral de K〈X〉 gerado, como ideal bilateral, pelos polinoˆmios
(1) [s, xi1 , xi2 ];
(2) s[xi1 , xi2 , xi3 ];
(3) [s, xi1 ][xi2 , xi3 , xi4 ];
(4) [s, xi1 ][xi2 , xi3 ] + [s, xi2 ][xi1 , xi3 ];
(5) s
(
[xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]
)
,
em que xij ∈ X e s ∈ S.
Cabe observar que esse lema e´ um dos resultados desse cap´ıtulo. Na segunda sec¸a˜o e´ feita
a demonstrac¸a˜o do teorema 1.7 (“o me´todo recursivo”). Ela esta´ fundamentada em dois
resultados: o lema 1.8 mencionado acima e um resultado conhecido que e´ dado abaixo.
Lema 1.9. [22] Se 1
3
∈ K, enta˜o T (n) = K〈X〉[T (n−2),K〈X〉,K〈X〉] para todo n ≥ 3.
Tambe´m sa˜o apresentados nessa sec¸a˜o casos particulares do teorema 1.7, conforme foi
comentado anteriormente. Na terceira sec¸a˜o e´ feita a demonstrac¸a˜o do teorema 1.2 (“do
comprimento ma´ximo”) para K〈X〉. Ela e´ feita por induc¸a˜o sendo fundamental o uso do
teorema 1.7 (“o me´todo recursivo”) na etapa indutiva. Por fim, na quarta sec¸a˜o e´ feita a
demonstrac¸a˜o do resultado principal (teorema 1.2) bem como de suas consequˆencias.
9
1.2 O centro da a´lgebra de Lie associada a se´rie cen-
tral inferior de Z〈X〉
Esta sec¸a˜o diz respeito aos resultados que aparecem no cap´ıtulo 4 desta tese. Como antes,
A e´ uma K-a´lgebra associativa unita´ria. A se´rie central inferior de A(−) (a a´lgebra A vista






(i)(A)/L(i+1)(A), i ≥ 1
e a soma direta deles, isto e´, B(A) :=
⊕
i≥1
Bi(A). Dados a ∈ L(i)(A) e b ∈ L(j)(A), definimos




:= [a, b] +L(i+j+1)(A). Desta
forma, B(A) e´ uma a´lgebra de Lie graduada, pois [Bi(A), Bj(A)] ⊂ Bi+j(A). Ale´m disso,
B(A) e´ gerada como a´lgebra de Lie por B1(A).
O estudo de Bi(A) foi iniciado com o trabalho de B. Feigin e B. Shoikhet ([17], 2006),
que consideraram o caso em que A = C〈x1, . . . , xn〉, a a´lgebra associativa livre em n ge-
radores sobre o corpo dos complexos C. Uma observac¸a˜o importante de Feigin e Shoikhet
nesse trabalho e´ que a imagem de T (3)(A) em B1(A) esta´ contida no centro de B(A).
Denote por B1(A) o quociente de B1(A) por essa imagem. Ale´m disso, eles mostraram que
Bi(A) (i > 1) sa˜o representac¸o˜es da a´lgebra de Lie Wn do campo de vetores polinomiais
em n varia´veis e determinaram a exata estrutura de B1(A) e B2(A) como representac¸o˜es
de Wn.
Posteriormente, Dobrovolska et al. ([13], 2008) continuaram o estudo da estrutura de
Bi(C〈x1, . . . , xn〉) e, mais geralmente, de Bi(A) para uma a´lgebra associtiva A sobre C.
Por exemplo, eles construiram uma base para B2(C〈x1, . . . , xn〉) e determinaram as estru-
turas de B3(C〈x1, x2〉) e B4(C〈x1, x2〉), confirmando conjecturas de [17]. Por outro lado,
S. Bhupatiraju, P.I. Etingof et al. ([8], 2012) estudaram o caso em que A = K〈x1, . . . , xn〉
para K = Z e K = Fp. Segue abaixo alguns dos resultados apresentados em [8].
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• ([8], proposic¸a˜o 3.9) A torc¸a˜o em
B1
(
Z〈x1, . . . , xn〉
)
(m1, . . . ,mn)
e´ isomorfa a
(
Z/mdc(m1, . . . ,mn)
)2n−2
.(
(m1, . . . ,mn) denota a parte de multigrau m1, . . . ,mn
)






e´ isomorfa a Z/mdc(m1,m2) e e´ gerada pelo elemento xm1−11 x
m2−1
2 [x1, x2].
• ([8], teorema 4.1) Seja w = [x3, xm3−13 xm1−11 xm2−12 [x1, x2]]. Enta˜o
w + L(3)(Z〈x1, x2, x3〉)
e´ um elemento de torc¸a˜o de B2(Z〈x1, x2, x3〉) de ordem dividindo mdc(m1,m2,m3);
Em particular, se mdc(m1,m2,m3) = 2 ou 3, enta˜o a ordem de w+L
(3)(Z〈x1, x2, x3〉)
e´ igual a mdc(m1,m2,m3).
• ([8], teorema 4.3) B2(Z〈x1, x2〉) e´ livre de torc¸a˜o.
• ([8], teorema 4.8) A torc¸a˜o em B2(Z〈x1, . . . , xn〉), n ≥ 3, e´ isomorfa a um quociente
de
(
Z/mdc(m1, . . . ,mn)
)2n−2−1
.
Consta tambe´m nesse trabalho tabelas com dados experimentais (obtidos com recurso





os autores afirmam existir elementos de torc¸a˜o de ordem 2 e 3.
Resultados adicionais sobre este assunto podem ser encontrados, por exemplo, em [1], [3],
[4], [6], [10], [14], [16], [25] e [27].
Conforme mencionamos acima, Feigin e Shoikhet em [17] mostraram que a imagem
de T (3)(A) em B1(A) esta´ contida no centro de B(A) quando A = C〈x1, . . . , xn〉 em que
K e´ um corpo de caracter´ıstica zero. No entanto, S. Bhupatiraju, P.I. Etingof et al em
[8] observaram que esse fato e´ verdadeiro quando K e´ um anel associativo, comutativo
e unita´rio. Considere Z〈X〉, a Z-a´lgebra associativa livre num conjunto na˜o vazio X de
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geradores livres, e defina L(i) = L(i)(Z〈X〉), Bi := Bi(Z〈X〉) e B = B(Z〈X〉). Denote por
J a imagem de T (3)(Z〈X〉) em B1 e defina B1 := B1/J . Enta˜o B := B/J = B1⊕B2⊕. . .
e´ uma a´lgebra de Lie graduada. Essas considerac¸o˜es foram feitas em [8]. Para a sequeˆncia
do texto, sera´ dada a definic¸a˜o de isolador.
Definic¸a˜o 1.10. Seja M um K-mo´dulo. Se N e´ um K-submo´dulo de M , o isolador de
N e´ o conjunto
I(N) = {m ∈M | ∃k ∈ K, k 6= 0, tal que km ∈ N}.
No caso em que K e´ um domı´nio, I(N) e´ um K-submo´dulo de M que conte´m N . E´
fa´cil ver que M/N tem torc¸a˜o se, e somente se, o isolador de N conte´m propriamente N
(isto e´, I(N) e´ maior que N). De acordo com a proposic¸a˜o 3.9 de [8] (mencionada acima)
B1 = B1/J tem torc¸a˜o e, portanto, o isolador de J e´ maior que J . O resultado principal
do cap´ıtulo 4 consiste no seguinte:
Teorema 1.11. O isolador de J esta´ contido no centro de B.
Desta forma, definimos a a´lgebra de Lie graduada B˜ := B/I(J ) = B1/I(J )⊕B2(A)⊕. . ..
A demonstrac¸a˜o desse teorema tem como pec¸a chave o seguinte resultado:
Teorema 1.12. Hm1,...,mk−1,1/Hm1,...,mk−1,1 ∩ L(3) e´ um Z-mo´dulo livre e, portanto, na˜o
tem torc¸a˜o.
Sendo que Hm1,...,mk−1,1 e´ o Z-submo´dulo dos polinoˆmios multi-homogeˆneos em Z〈X〉 com
multigrau (m1, . . . ,mk−1, 1), .
Cabe observar que o fato do Z-mo´dulo Hm1,...,mk−1,1/Hm1,...,mk−1,1 ∩L(3) na˜o ter torc¸a˜o
pode ser extra´ıdo do teorema 4.8 de [8]. No entanto, os argumentos usados aqui seguem
outro caminho. C. Bekh-Ochir e D. M. Riley em [7] mostraram que em K〈X〉, K um
corpo de caracter´ıstica zero, e´ va´lida a decomposic¸a˜o dos espac¸os vetoriais




T (3) ∩ Pn−1
)
xn (1.1)
em que Pn e´ o K-submo´dulo de K〈X〉 gerado pelos polinoˆmios multilineares em x1, . . . , xn.
Nesse artigo, os autores utilizaram, em partes essenciais das demonstrac¸o˜es, argumentos
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de dimensa˜o que sa˜o pro´prios de espac¸os vetoriais. Mostramos que essa decomposic¸a˜o e´
va´lida no contexto de Z-mo´dulos (veja o teorema 4.25 do cap´ıtulo 4). E´ por esse caminho
que provamos o teorema 1.12.
O cap´ıtulo 4 esta´ dividido em quatro sec¸o˜es. Na primeira delas e´ dada uma base
linear para T (3). O ponto de partida e´ a descric¸a˜o de uma certa base (denominada base
de Specht) para Pn (em Z〈X〉). Deve-se observar que e´ um resultado bem conhecido (veja
[34]). Ale´m disso, a base obtida para T (3) e´ a mesma que aparece em [7]. A diferenc¸a e´
que em [7] essa base e´ dada em K〈X〉 quando K e´ um corpo de caracter´ıstica zero.
Na segunda sec¸a˜o, mostramos que em Z〈X〉 e´ va´lida a decomposic¸a˜o dada em 1.1. Na
terceira sec¸a˜o e´ feita a demonstrac¸a˜o do teorema 1.12. Por fim, na quarta sec¸a˜o e´ dada a




Este cap´ıtulo e´ uma coletaˆnea de resultados conhecidos que sera˜o utilizados no decorrer
desta tese. Ele foi escrito com base nos livros [5], [15],[18] e [20].
2.1 Mo´dulos
Definic¸a˜o 2.1. Seja K um anel associativo, comutativo e unita´rio. Um grupo aditivo
(M,+) dotado de uma multiplicac¸a˜o por escalar
K×M −→ M
(k,m) 7−→ k ·m
e´ dito um K−mo´dulo a` esquerda ou um mo´dulo a` esquerda sobre K se satisfaz os seguintes
axiomas (∀k1, k2 ∈ K e ∀m1,m2 ∈M):
I) 1 ·m1 = m1;
II) (k1k2) ·m1 = k1 · (k2 ·m1);
III) (k1 + k2) ·m1 = k1 ·m1 + k2 ·m1;
IV) k1 · (m1 +m2) = k1 ·m1 + k1 ·m2.
Se k ∈ K e m ∈M , escreveremos tambe´m km para denotar o elemento k ·m. Analoga-
mente, define-se K-mo´dulo a` direita. No que segue, estudaremos sempre mo´dulos a` es-
querda sobre ane´is. E, quando na˜o houver perigo de confusa˜o, usaremos simplesmente
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a expressa˜o K-mo´dulo. Note que se o anel K for um corpo enta˜o o K-mo´dulo M e´ um
espac¸o vetorial.
Proposic¸a˜o 2.2. Seja M um K-mo´dulo. Enta˜o
(i) 0m = 0,∀m ∈M ;
(ii) k0 = 0,∀k ∈ K;
(iii) (−k)m = k(−m) = −(km), ∀k ∈ K,∀m ∈M .
Demonstrac¸a˜o. (i) e (ii) Basta notar que
0(m) = (0 + 0)m = 0m+ 0m e k0 = k(0 + 0) = k0 + k0.
iii) Temos
0 = 0m = (k + (−k))m = km+ (−k)m
e, portanto, (−k)m = −(km). Temos tambe´m,
0 = k0 = k(m+ (−m)) = km+ k(−m)
e, portanto, k(−m) = −(km). Segue enta˜o o resultado.
Como consequeˆncia da proposic¸a˜o acima, temos (−1)(−m) = 1m = m para todo
elemento m de um K-mo´dulo.
Exemplo 2.3. Todo ideal (a` esquerda) I de um anel A e´ um A-mo´dulo para a operac¸a˜o
A× I −→ I dada pela multiplicac¸a˜o em A: se a ∈ A e b ∈ I enta˜o ab ∈ I. Em particular,
todo anel A e´ um A-mo´dulo.
Para distinguir o anel K do mesmo conjunto considerado como K-mo´dulo usamos o
s´ımbolo KK.
Exemplo 2.4. Todo grupo abeliano G pode ser visto como um Z-mo´dulo. De fato, dados
g ∈ G e n ∈ Z, definimos ng da seguinte forma:
• Se n = 0, enta˜o 0g := 0.
• Se n ≥ 1, enta˜o ng := (n− 1)g+ g. Assim, 1g = g, 2g = g+ g, 3g = g+ g+ g, etc.
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• Se n < 0, enta˜o ng := |n|(−g). Assim −1g = 1.(−g) = −g, −2g = 2(−g) =
(−g) + (−g), etc.
Suponha que um grupo abeliano G seja um Z-mo´dulo. Sejam n ∈ Z e g ∈ G. Se
n > 0, enta˜o
ng =
(
(n− 1) + 1)g = (n− 1)g + g.
Se n < 0, enta˜o
ng = n
(
(−1)(−g)) = (n(−1))(− g) = (−n)(−g) = |n|(−g).
Desta forma, todo Z-mo´dulo se comporta como no exemplo 2.4.




Mα como sendo o conjunto:
{




∣∣∣ m(α) ∈Mα (∀α ∈ Γ),m(α) = 0 para quase todo α ∈ Γ}
e, se m ∈ ⊕
α∈Γ
Mα escreveremos m(α) = mα.
Na definic¸a˜o acima, a frase “m(α) = 0 para quase todo α ∈ Γ” deve ser entendida
como: o conjunto {α ∈ Γ | m(α) 6= 0} e´ finito.
Munido das operac¸o˜es:
• (m1 +m2)(α) = m1(α) +m2(α) ∀α ∈ Γ,




Mα uma estrutura de K-mo´dulo.
Definic¸a˜o 2.6. Seja M um K-mo´dulo. Um subgrupo N de M e´ um K-submo´dulo se a
multiplicac¸a˜o escalar de M preserva N , isto e´, se
km ∈ N, ∀k ∈ K e ∀m ∈ N.
A proposic¸a˜o abaixo e´ uma consequeˆncia imediata da definic¸a˜o acima.
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Proposic¸a˜o 2.7. Seja M um K-mo´dulo. Um subconjunto na˜o vazio N de M e´ um K-
submo´dulo de M se, e somente se (k1m1 + k2m2) ∈ N para quaisquer m1,m2 ∈ N e
k1, k2 ∈ K.
Seja M um K-mo´dulo e N um K-submo´dulo de M . Considerando apenas a estrutura
de grupo aditivo de M podemos construir o grupo quociente M/N = {m+N | m ∈M}.




E´ fa´cil ver que esta operac¸a˜o e´ bem definida e que M/N e´ um K-mo´dulo, denominado
K-mo´dulo quociente de M por N .
Definic¸a˜o 2.8. Sejam M e N dois K-mo´dulos. Uma aplicac¸a˜o φ : M −→ N e´ um
homomorfismo de K-mo´dulos ou um K-homomorfismo se
i) φ(m1 +m2) = φ(m1) + φ(m2), ∀m1,m2 ∈M ;
ii) φ(km) = kφ(m), ∀k ∈ K e ∀m ∈M .
Definic¸a˜o 2.9. Sejam M e N dois K-mo´dulos e φ um K-homomorfismo de M em N tal
que φ e´ bijetivo. Dizemos enta˜o que φ e´ um K-isomorfismo de M em N .
Quando existir um K-isomorfismo entre dois K-mo´dulos M e N , dizemos que eles sa˜o
isomorfos e escrevemos M ∼= N .
Seja M um K-mo´dulo. Denote por EndK(M) o conjunto dos K-endomorfismos de M ,
isto e´, homomorfismos de M em M . Dados f, g ∈ EndK(M), a aplicac¸a˜o f+g : M −→M
definida por (f + g)(m) := f(m) + g(m), para todo m ∈M , e´ um K-endomorfismo de M .
Ale´m disso, f ◦g ∈ EndK(M). E´ fa´cil ver que o conjunto EndK(M) munido das operac¸o˜es
+ : EndK(M)× EndK(M) −→ EndK(M)
(f, g) 7−→ f + g
e
· : EndK(M)× EndK(M) −→ EndK(M)
(f, g) 7−→ f ◦ g
e´ um anel associativo e unita´rio.
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Definic¸a˜o 2.10. Seja M um K-mo´dulo. Um conjunto B ⊂ M e´ dito uma base para M
se todo elemento de M pode ser escrito unicamente como uma combinac¸a˜o linear finita
de elementos de B com coeficientes em K. Equivalentemente:
i) Dado m ∈M , existem k1, . . . , kn ∈ K e b1, . . . , bn ∈ B tais que m = k1b1+. . .+knbn.
Em outras palavras, B gera M;
ii) Dados k1, . . . , kn ∈ K e b1, . . . , bn ∈ M , se k1b1 + . . . + knbn = 0, enta˜o ki = 0 para
i = 1, . . . , n. Em outras palavras, B e´ um conjunto linearmente independente (l.i.).
Definic¸a˜o 2.11. Um K-mo´dulo M e´ dito um K-mo´dulo livre se ele possui uma base.
Exemplo 2.12. Todo espac¸o vetorial sobre um corpo K e´ um K-mo´dulo livre.
Exemplo 2.13. Se K e´ um anel unita´rio, o K-mo´dulo KK e´ livre e o conjunto {1K} e´
uma base.
Agora vamos ver uma importante caracterizac¸a˜o dos mo´dulos livres.
Proposic¸a˜o 2.14. Seja M um K-mo´dulo. Enta˜o M e´ um K-mo´dulo livre se, e somente
se M e´ isomorfo a uma soma direta de co´pias de K.
Demonstrac¸a˜o. ( =⇒) Se M e´ um mo´dulo livre, considere B = {bα}α∈Γ uma base de M .




com kα ∈ K, ∀α ∈ Γ e kα = 0 para quase todo α ∈ Γ. Dessa forma, defina:






kαbα 7−→ s em que sα = kα, ∀α ∈ Γ.
E´ fa´cil ver φ e´ um isomorfismo de K-mo´dulos.
(⇐=)Se M ∼= ⊕
α∈Γ
K, seja φ : M −→ ⊕
α∈Γ
K um isomorfismo de K-mo´dulos. Considere






∣∣ β ∈ Γ} dado por:
eβ(i) =
 1 se i = β0 se i ∈ Γ\{β}





• Seja s ∈ ⊕
α∈Γ
K. Enta˜o s : Γ −→ ⋃
α∈Γ
K e´ tal que s(α) ∈ K ∀α ∈ Γ e s(α) = 0 para




s(α)eα(i), para i ∈ Γ,




• Se kβ1eβ1 + . . .+ kβneβn = 0, em que kβi ∈ K, enta˜o(
kβ1eβ1 + . . .+ kβneβn
)
(βi) = 0, ∀i = 1, . . . , n.
Logo, kβi = 0, ∀i = 1, . . . , n e, portanto, o conjunto B e´ l.i.
Uma vez que isomorfismos preservam bases, temos que o conjunto {φ−1(eβ) | β ∈ Γ
}
e´
uma base para M .
Corola´rio 2.15. Seja M um K-mo´dulo livre. Enta˜o M = {0} ou #M ≥ #K.
Demonstrac¸a˜o. Pela proposic¸a˜o 2.14, se M e´ livre, enta˜o M ∼= ⊕
α∈Γ
K. Assim, se M 6= {0},
enta˜o Γ 6= ∅ e, portanto, #M = # ⊕
α∈Γ
K ≥ #K.
Segue do corola´rio acima que se M e´ um Z-mo´dulo livre enta˜o M na˜o pode ser finito.
Em particular, o Z-mo´dulo Zn na˜o e´ um Z-mo´dulo livre.
Se A e´ um anel arbitra´rio, enta˜o duas bases distintas de um A-mo´dulo livre M teˆm
a mesma cardinalidade? Quando A e´ um corpo e, portanto M e´ um espac¸o vetorial,
sabemos que a resposta e´ afirmativa. No entanto, existem mo´dulos livres com bases de
diferentes cardinalidades, como mostra o exemplo abaixo.
Exemplo 2.16. Suponha que M e´ um K-mo´dulo livre com base {b1, b2, . . .}. Seja A =
EndK(M) o anel dos endomorfismos de M . Como todo anel, A e´ um mo´dulo livre sobre
si mesmo e {1A} e´ uma base. Sejam ϕ1, ϕ2 endomorfismos de M determinados por:
ϕ1(bi) =
 b(i+1)/2 se i e´ ı´mpar,0 se i e´ par,
e
ϕ2(bi) =
 0 se i e´ ı´mpar,bi/2 se i e´ par.
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O A-mo´dulo A tambe´m e´ livre com base {ϕ1, ϕ2}. Para ver isso, note primeiro que para
todos g1, g2 ∈ A, o endomorfismo h = g1ϕ1 + g2ϕ2 satisfaz
h(b2i) = g2(bi) e h(b2i−1) = g1(bi),
para todo i ≥ 1. Por isso, se h e´ o endomorfismo nulo, enta˜o g1 e g2 devem ser nulos.
Assim o conjunto {ϕ1, ϕ2} e´ linearmente independente.
Por outro lado, dado qualquer f ∈ A, sejam f1, f2 endomorfismos de M determinados
por
f1(bi) = f(b2i−1) e f2(bi) = f(b2i),
para todo i ≥ 1. Disso segue imediatamente que f = f1ϕ1 + f2ϕ2. Por isso, {ϕ1, ϕ2} gera
A.
Definic¸a˜o 2.17. Um anel A possui a propriedade de invariaˆncia dimensional se, para
qualquer A-mo´dulo livre M , todas as bases de M possuem a mesma cardinalidade. Nesse
caso, ao cardinal comum das bases de M chama-se dimensa˜o de M , e escreve-se dimAM .
Esse cardinal comum tambe´m e´ denominado de posto de M .
O anel A definido no exemplo 2.16 na˜o tem a propriedade de invariaˆncia dimensional.
No entanto, mo´dulos sobre uma grande classe de ane´is (que incluem, por exemplo, ane´is
comutativos na˜o nulos) teˆm a propriedade de invariaˆncia dimensional.
Uma vez que mo´dulos sa˜o generalizac¸o˜es de espac¸os vetoriais, e´ natural que alguns
resultados cla´ssicos de espac¸os vetoriais na˜o sejam verdadeiros para mo´dulos em geral.
Espac¸os vetoriais sa˜o mo´dulos livres em que todas as bases teˆm o mesmo posto. Aı´
ja´ temos uma diferenc¸a na comparac¸a˜o com mo´dulos. Segue abaixo uma sequeˆncia de
exemplos que ilustram outras diferenc¸as entre espac¸os vetoriais e mo´dulos.
Exemplo 2.18. Em geral na˜o e´ verdade que todo subconjunto linearmente independente
de um mo´dulo livre possa ser ampliado a uma base.
De fato, o mo´dulo ZZ e´ livre e o conjunto 2 e´ linearmente independente. No entanto
na˜o e´ base e nem pode ser ampliado a uma base, visto que ZZ tem posto 1.
Exemplo 2.19. E´ falso, em geral, que todo conjunto gerador conte´m uma base.
Uma vez que todo inteiro n pode ser escrito como n = 3n − 2n, segue que o {2, 3} e´
um conjunto gerador de ZZ. No entanto, esse conjunto na˜o conte´m nenhuma base.
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Exemplo 2.20. Nem sempre um submo´dulo de um mo´dulo livre e´ livre.
Considere o Z6-submo´dulo H = {0, 2, 4} de Z6Z6. Uma vez que todos os elementos de
H sa˜o linearmente dependentes, temos que H na˜o e´ livre. No entanto, Z6Z6 e´ livre.
Exemplo 2.21. Seja M um A-mo´dulo livre e S (M um submo´dulo, tambe´m livre. Nem
sempre e´ verdade que o nu´mero de elementos de uma base de S e´ menor que o nu´mero
de elementos de uma base de M .
Considere o Z-mo´dulo Z ⊕ Z e o submo´dulo S gerado pelos elementos linearmente
independentes (1, 1) e (−1, 1). Temos que o conjunto {(1, 0), (0, 1)} e´ uma base de Z⊕Z
e que (1, 0), (0, 1) /∈ S. Assim, S ( Z⊕ Z e dim ZS =dim ZZ⊕ Z.
A proposic¸a˜o abaixo nos da´ uma condic¸a˜o sobre um anel K afim de que os submo´dulos
de um K-mo´dulo livre tambe´m sejam livres.
Proposic¸a˜o 2.22. Seja M um K-mo´dulo livre, em que K e´ um domı´nio de ideais prin-
cipais (DIP), e seja N um K-submo´dulo de M . Enta˜o N tambe´m e´ livre e o posto de N
e´ menor ou igual ao posto de M .
Demonstrac¸a˜o. Seja B = {bi | i ∈ I} uma base para M . Pelo axioma da escolha existe
uma relac¸a˜o de ordem ≤ para o conjunto B de forma que (B,≤) e´ bem ordenado. Desta
forma, todo elemento na˜o nulo u ∈ N pode ser escrito como
u = kαbα + kβbβ + · · ·+ kγbγ
em que bα > bβ > . . . > bγ e kα e´ um elemento na˜o nulo de K. Denote por λ(u) o termo
l´ıder dessa combinac¸a˜o. Assim λ(u) = kαbα.
Seja A = {a ∈ B | ∃k ∈ K tal que ka = λ(u) para algum u ∈ N}. Para cada
a ∈ A defina J(a) = {0} ∪ {k ∈ K | ka = λ(u) para algum u ∈ N}. Temos que J(a)
e´ um ideal de K. De fato, sejam r, r′ ∈ J(a) e k ∈ K. Assim, ra = λ(u) e r′a = λ(u′)
em que u, u′ ∈ N . Se r + r′ 6= 0 enta˜o (r + r′)a = λ(u + u′) e, portanto, r + r′ ∈ J(a).
Se kr 6= 0, enta˜o kra = λ(ku) e, portanto kr ∈ J(a). Seja na ∈ J(a) o gerador desse
ideal. Enta˜o existe um u ∈ N tal que λ(u) = naa. Seja u(a) um determinado elemento
de N com essa propriedade (aqui usamos novamente o axioma da escolha). Afirmamos
que C = {u(a) | a ∈ A} e´ uma base para N .
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De fato, sejam u(a1), . . . , u(at) elementos distintos de C e suponha que a1 > . . . > at.
Temos que u(ai) = naiai + v(ai), em que i = 1, . . . , t e v(ai) e´ uma combinac¸a˜o linear de
elementos de B menores que ai. Note que ai na˜o pode aparecer em nenhum v(aj) em que










em que ki ∈ K. Como a1 aparece uma u´nica vez nessa u´ltima expressa˜o, temos que






. Mas a2 aparece uma u´nica vez
nessa expressa˜o e, portanto k2 = 0. Prosseguindo com esse racioc´ınio temos que os
elementos de C sa˜o linearmente independentes.
Resta agora mostrar que os elementos de C geram N . Suponha que na˜o. Tome
enta˜o u ∈ N tal que u na˜o e´ uma combinac¸a˜o linear de elementos de C de modo que





= rnaa = ka. Consequentemente, u− ru(a) que esta´ em N e na˜o e´ combinac¸a˜o
linear de elementos de C tem termo l´ıder menor que a contrariando a minimalidade de a.
Finalmente, note que a base C de N tem a mesma cardinalidade do subconjunto A
de B e, portanto o posto de N e´ menor ou igual ao posto de M .
A rec´ıproca da proposic¸a˜o acima tambe´m e´ va´lida:
Proposic¸a˜o 2.23. Seja K um domı´nio de integridade tal que para todo o K-mo´dulo livre
M os submo´dulos N de M sa˜o livres. Enta˜o K e´ um domı´nio de ideais principais (DIP).
Demonstrac¸a˜o. Uma vez que KK e´ um K-mo´dulo livre, temos, por hipo´tese, que todos os
K-submo´dulos de KK sa˜o livres. Seja I um ideal de K. Claramente, I e´ um K-submo´dulo
de KK. Note que uma base de I so´ pode conter um elemento pois quaisquer dois elementos
a, b ∈ I sa˜o linearmente dependentes:
(−b)a+ ab = 0.
Finalmente, se {d} e´ uma base de I, em particular I e´ gerado por d, logo I e´ principal.
Definic¸a˜o 2.24. Seja M um K-mo´dulo. Um elemento m ∈ M , m 6= 0, tal que km = 0,
para algum k ∈ K, k 6= 0, e´ chamado de elemento de torc¸a˜o de M .
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Seja M um K-mo´dulo. Denote por
Tor(M) := {m ∈M | ∃k ∈ K\{0} tal que km = 0}.
Em outras palavras Tor(M) e´ o conjunto formado pelos elementos de torc¸a˜o de M e pelo
0. Se M = Tor(M) diz-se que M e´ um mo´dulo de torc¸a˜o; se Tor(M) = {0} diz que M e´
livre de torc¸a˜o.
Exemplo 2.25. O Z-mo´dulo Zn, n ≥ 2, e´ de torc¸a˜o enquanto que o Z2-mo´dulo Z2 e´ livre
de torc¸a˜o.
Proposic¸a˜o 2.26. Seja M um K-mo´dulo em que K e´ um domı´nio de integridade. Enta˜o
o Tor(M) e´ um K-submo´dulo de M .
Demonstrac¸a˜o. Sejam m1,m2 ∈ Tor(M) e d1, d2 ∈ K. Enta˜o existem k1, k2 ∈ K, na˜o
nulos, tais que k1m1 = 0 e k2m2 = 0. Logo,
(k1k2)(d1m1 + d2m2) = (k1k2)(d1m1) + (k1k2)(d2m2) = (k1k2d1)m1 + (k1k2d2)m2
= (k2d1k1)m1 + (k1d2k2)m2 = (k2d1)(k1m1) + (k1d2)(k2m2) = 0,
e uma vez que k1k2 6= 0 ( K e´ um domı´nio), enta˜o (d1m1 + d2m2) ∈ Tor(M).
Proposic¸a˜o 2.27. Se M e´ um K-mo´dulo livre, em que K e´ um domı´nio de integridade,
enta˜o Tor(M) = 0.
Demonstrac¸a˜o. Seja {ei}i∈I uma base para M e m ∈ Tor(M) enta˜o, por um lado existem
k1, . . . , kn ∈ K tais que m = k1ei1 + . . .+ knein e, por outro lado, existe d ∈ K, na˜o nulo,
tal que dm = 0. Logo,
0 = dm = (dk1)ei1 + . . .+ (dkn)ein .
Portanto, dk1 = . . . = dkn = 0 e, uma vez que d 6= 0 e K e´ um domı´nio, enta˜o k1 = . . . =
kn = 0, isto e´, m = 0.
A proposic¸a˜o acima afirma que todo K-mo´dulo livre, em que K e´ um domı´nio de
integridade, e´ livre de torc¸a˜o. No entanto, a rec´ıproca na˜o e´ verdadeira. Por exemplo, o
Z-mo´dulo Q e´ livre de torc¸a˜o (pois se n ∈ Z e´ na˜o nulo e p
q
∈ Q, enta˜o np
q
= 0⇐⇒ np =
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enta˜o qualquer conjunto com pelo menos dois racionais e´ linearmente dependente. Por
outro lado, nenhum racional gera todos os racionais.
Definic¸a˜o 2.28. Seja M um K-mo´dulo e N um K-submo´dulo de M , definimos o isolador
de N como
I(N) = {m ∈M | ∃k ∈ K, k 6= 0, tal que km ∈ N}.
Claramente, N ⊂ I(N). Ale´m disso, se K e´ um domı´nio de integridade, enta˜o I(N) e´
um K-submo´dulo de M .
Proposic¸a˜o 2.29. Sejam M um K-mo´dulo, em que K e´ um domı´nio de integridade, e
N um K-submo´dulo de M . Enta˜o Tor(M/N) 6= {0} se, e somente se, N  I(N).
Demonstrac¸a˜o. Temos que
Tor(M/N) 6= {0} ⇐⇒ ∃m /∈ N tal que km ∈ N para algum 0 6= k ∈ K
⇐⇒ ∃m /∈ N tal que m ∈ I(N)⇐⇒ N  I(N).
2.2 A´lgebras
No decorrer desta sec¸a˜o, considere que K e´ um anel associativo, comutativo e unita´rio.
Definic¸a˜o 2.30. Uma a´lgebra A sobre um anel K ou uma K-a´lgebra e´ um mo´dulo sobre
K munido de uma multiplicac¸a˜o · : A× A −→ A com as seguintes propriedades:
1. A terna (A,+, ·) e´ um anel, isto e´, valem as leis distributivas:
(x+ y) · z = x · z + y · z, para todos x, y, z ∈ A e
z · (x+ y) = z · x+ z · y, para todos x, y, z ∈ A.
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2. Para todos x, y ∈ A e k ∈ K, temos
k(x · y) = (kx) · y = x · (ky).
Exemplo 2.31. Todo anel com identidade e´ uma Z-a´lgebra. De fato, seja (A,+, ·) um
anel (com identidade). Como vimos, (A,+) e´ um Z-mo´dulo. Vamos verificar que para
todo inteiro n e todos x, y ∈ A e´ va´lida a igualdade n(x ·y) = (nx) ·y. Considere primeiro
n ≥ 1. Se n = 1 na˜o ha´ nada a fazer. Suponha que a igualdade se verifique para todo
inteiro m < n. Assim,
n(x · y) = (n− 1)(x · y) + x · y = ((n− 1)x) · y + x · y = ((n− 1)x+ x) · y = (nx) · y.
Se n < 0, enta˜o
n(x · y) = |n|(− (x · y)) = |n|((−x) · y) = (|n|(−x)) · y = (nx) · y.
O caso em que n = 0 e´ trivial.
De forma ana´loga verifica-se a igualdade n(x · y) = x · (ny). Logo, A e´ uma Z-a´lgebra.
Definic¸a˜o 2.32. Seja A uma K-a´lgebra.
i) A e´ associativa se o anel (A,+, ·) e´ associativo;
ii) A e´ comutativa se o anel (A,+, ·) e´ comutativo;
iii) A e´ de Lie se o anel (A,+, ·) e´ de Lie, isto e´, dados a, b, c ∈ A, temos
a · a = 0 (a lei anticomutativa),
(a · b) · c+ (b · c) · a+ (c · a) · b = 0 (a identidade de Jacobi);
iv) A e´ unita´ria se o anel (A,+, ·) e´ unita´rio.
Em uma a´lgebra associativa e´ poss´ıvel definir uma nova operac¸a˜o de modo a torna´-la
uma a´lgebra de Lie. Mais precisamente, dada uma K-a´lgebra associativa A, defina em A
a seguinte operac¸a˜o:
[, ] : A× A −→ A
(a, b) 7−→ [a, b] = ab− ba
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E´ direto verificar que A com esta nova operac¸a˜o e´ uma K-a´lgebra de Lie. Essa nova
a´lgebra, isto e´, (A,+, [, ]) e´ chamada de a´lgebra de Lie associada a` A e e´ denotada por
A(−). Dizemos que [a, b] e´ o comutador de a e b. Dados a1, . . . , an ∈ A, n ≥ 3, definimos
indutivamente [








e denominamos comutadores normados a esquerda de comprimento n.
Definic¸a˜o 2.33. Seja A uma K-a´lgebra.
1. Um submo´dulo B de A e´ uma suba´lgebra de A se ele e´ fechado com respeito a
multiplicac¸a˜o, isto e´, b1, b2 ∈ B implica b1b2 ∈ B.
2. Um submo´dulo I de A e´ um ideal bilateral (ou simplesmente ideal) de A se a1b ∈ I
e ba2 ∈ I para todos a1, a2 ∈ A e b ∈ I.
Claramente todo ideal e´ um submo´dulo, no entanto a rec´ıproca na˜o e´ verdadeira.
Seja {Iλ | λ ∈ Γ} uma famı´lia de ideais de uma K-a´lgebra A. Pode-se mostrar que⋂
λ∈Γ Iλ e´ um ideal de A. Com isso, dado S ⊂ A, o ideal gerado por S, denotado por I(S),
sera´ a intersecc¸a˜o de todos os ideais de A que conteˆm S. Claramente, este e´ o menor ideal
de A que conte´m S. Ale´m disso, temos que I(S) e´ o K-mo´dulo gerado pelos elementos
s, a1s, sa2 e a1sa2 em que a1, a2 ∈ A e s ∈ S.
O centro de uma K-a´lgebra A, denotado por Z(A), e´ definido por
Z(A) := {a ∈ A | ab = ba ∀b ∈ A}.
Note que o centro de uma a´lgebra e´ um exemplo de uma suba´lgebra que na˜o e´, necessari-
amente, um ideal.
Definic¸a˜o 2.34. Sejam A e B K-a´lgebras. Uma aplicac¸a˜o φ : A −→ B e´ dita um
homomorfismo de K-a´lgebras se
(i) φ e´ um homomorfismo de K-mo´dulos.
(ii) φ(x · y) = φ(x) · φ(y) para todos x, y ∈ A.
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2.3 A´lgebra livre
No decorrer desta sec¸a˜o, K denotara´ um anel associativo, comutativo e unita´rio.
Seja X = {x1, x2, . . .} um conjunto infinito e enumera´vel em que os seus elementos
sa˜o denominados varia´veis. Definimos uma palavra em X como uma sequeˆncia finita
xi1xi2 . . . xin , em que n ∈ N e xij ∈ X. Definimos o tamanho (ou grau) da palavra
xi1xi2 . . . xin como sendo n. Quando n = 0, a palavra e´ denominada palavra vazia e e´
denotada por 1. Seja P o conjunto de todas as palavras em X.
Denote por K〈X〉 o K-mo´dulo livre com base dada pelo conjunto P . Os elementos
de K〈X〉 sa˜o denominados polinoˆmios. O polinoˆmio kixi1 . . . xin , ki ∈ K e xij ∈ X,
tambe´m e´ chamado de monoˆmio. O grau do monoˆmio kixi1 . . . xin quando ki 6= 0 e´ o
grau da palavra xi1 . . . xin . Note que se f ∈ K〈X〉, enta˜o f =
∑
imi, em que mi e´
um monoˆmio. Se as varia´veis que aparecem nos monoˆmios de f ∈ K〈X〉 pertencem ao
conjunto {x1, x2, . . . , xn}, escrevemos f = f(x1, x2, . . . , xn).
Considere em K〈X〉 a multiplicac¸a˜o induzida pela seguinte multiplicac¸a˜o definida nos
elementos de P :
(xi1 . . . xim) · (xj1 . . . xjn) = xi1 . . . ximxj1 . . . xjn ; xik , xjl ∈ X.
O K-mo´dulo K〈X〉 munido desse produto e´ uma K-a´lgebra associativa com unidade, que
e´ a palavra vazia.
A K-a´lgebra K〈X〉 tem a seguinte propriedade:
Proposic¸a˜o 2.35 (Propriedade Universal). Seja K um anel associativo, comutativo e
unita´rio e A uma K-a´lgebra associativa e unita´ria. Enta˜o qualquer aplicac¸a˜o φ : X −→ A
pode ser estendida a um u´nico homomorfismo Φ : K〈X〉 −→ A. Em outras palavras,
existe um u´nico homomorfismo Φ : K〈X〉 −→ A tal que Φ(x) = φ(x) para todo x ∈ X.
Demonstrac¸a˜o. Defina a aplicac¸a˜o Φ : K〈X〉 −→ A de forma que:
se p = xi1 . . . xin ∈ P , enta˜o Φ(p) = φ(xi1) . . . φ(xin).
Seja f ∈ K〈X〉. Enta˜o f =
r∑
i=1




αiφ(pi). Pela definic¸a˜o de Φ temos que Φ(x) = φ(x) para todo x ∈ X.
E´ imediato verificar que Φ e´ um homomorfismo e que e´ o u´nico que estende φ.
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Por essa propriedade, dizemos que K〈X〉 e´ a a´lgebra associativa unita´ria livre, livre-
mente gerada por X.
Definic¸a˜o 2.36. Seja f = f(x1, . . . , xn) ∈ K〈X〉.
1) Se em cada monoˆmio de f a varia´vel xi, i ∈ {1, 2, . . . , n}, aparece exatamente m
vezes, dizemos que f e´ homogeˆneo de grau m na varia´vel xi.
2) Se f for homogeˆneo de grau mi na varia´vel xi para todo i = 1, 2, . . . , n, dizemos que
f e´ multi-homogeˆneo de multigrau (m1,m2, . . . ,mn).
3) Se f for multi-homogeˆneo de multigrau (1, 1, . . . , 1)︸ ︷︷ ︸
n
dizemos que f e´ multilinear de
grau n.
Dados m1, . . . ,mn inteiros positivos, denote por Hm1,...,mn o conjunto dos polinoˆmios
multi-homogeˆneos de multigrau (m1, . . . ,mn) nas varia´veis x1, . . . , xn. Temos queHm1,...,mn
e´ um K-submo´dulo de K〈X〉.
Denote por Pn(xi1 , . . . , xin), n ≥ 1 e i1 < . . . < in, o conjunto dos polinoˆmios multili-
neares de grau n nas varia´veis xi1 , . . . , xin . E´ fa´cil ver que Pn(xi1 , . . . , xin) e´ um K-
mo´dulo livre e que {xiσ(1) . . . xiσ(n) | σ ∈ Sn} e´ uma base para Pn(xi1 , . . . , xin). A notac¸a˜o
simplificada Pn sera´ usada para Pn(x1, . . . , xn).




= −[g, h, f ] = [h, f, g] + [f, g, h] = −[f, h, g] + [f, g, h],
temos a identidade [
f, [g, h]
]
= [f, g, h]− [f, h, g]
que sera´ usada na demonstrac¸a˜o da proposic¸a˜o abaixo.
Proposic¸a˜o 2.37. Seja f ∈ K〈X〉 e seja m um inteiro maior que 3. Enta˜o
[





kσ[f, xσ(1), . . . , xσ(m)]
em que kσ ∈ {−1, 0, 1}.
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] − [f, x2, x1]. Suponha que o
resultado seja va´lido para algum m ≥ 2. Temos que[
f,
[




















x1, x2, . . . , xm
]]
.
Segue da hipo´tese de induc¸a˜o que
[





















[f, xm+1], xσ(1), xσ(2), . . . , xσ(m)
]
em que rσ, sσ ∈ {−1, 0, 1}. Portanto,[
f,
[








f, xσ(1), xσ(2), . . . , xσ(m), xm+1






f, xδ(1), . . . , xδ(m+1)
]
em que kδ ∈ {−1, 0, 1}.
Seja Com(X) o conjunto de todos os comutadores (normados a esquerda) de compri-
mento n ≥ 2 em X, isto e´,
Com(X) =
{
[xi1 , . . . , xit ] | t ≥ 2, xij ∈ X
}
.
Denote por L(X) o K-submo´dulo de K〈X〉 gerado, como mo´dulo, por X ∪ Com (X).
Proposic¸a˜o 2.38. [f, g] ∈ L(X) para todos f, g ∈ L(X).
Demonstrac¸a˜o. Sejam f, g ∈ X ∪ Com (X). Se f e g esta˜o em X, enta˜o [f, g] ∈
Com (X) ⊂ L(X). Considere o caso em que pelo menos um dos dois polinoˆmios na˜o
esta´ em X. Sem perda de generalidade, suponha que g ∈ Com (X). Segue da proposic¸a˜o
2.37 que [f, g] ∈ L(X).
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gerada, como a´lgebra, por X.
Proposic¸a˜o 2.39. Seja PLn = Pn ∩ L(X). Enta˜o, para n > 1, o conjunto{
[xn, xσ(1), . . . , xσ(n−1)] | σ ∈ Sn−1
}
e´ uma base do K-mo´dulo PLn.
Demonstrac¸a˜o. Denote o conjunto
{
[xn, xσ(1), . . . , xσ(n−1)] | σ ∈ Sn−1
}
por L . Temos
que um elemento de PLn e´ uma combinac¸a˜o linear de elementos da forma
[xi1 , . . . , xik , xn, xik+1 , . . . , xin−1 ]
em que k ≥ 0 e {i1, . . . , in−1} = {1, . . . , n − 1}. Claramente esses elementos esta˜o no
K-mo´dulo gerado por L quando k = 0 ou k = 1. No caso em que k ≥ 2, segue da
identidade de Jacobi e da anticomutatividade que[




xi1 , . . . , xik−1 ], xik , xn
]












xi1 , . . . , xik−1 ], xik , xik+1 , . . . , xin−1
]
.
Assim, pelo lema 2.37,
[
xi1 , . . . , xik , xn, xik+1 , . . . , xin−1
]
esta´ no K-mo´dulo gerado por L .
Seja ∑
σ∈Sn−1
kσ[xn, xσ(1), . . . , xσ(n−1)] = 0 (2.1)
em que kσ ∈ K . Podemos escrever a equac¸a˜o 2.1 como∑
σ∈Sn−1




rτxτ(1) . . . xτ(n) = 0.
Logo, kσ = 0 para todo σ ∈ Sn−1.
Corola´rio 2.40. PLn tem uma base formada por elementos da forma
[x1, xi2 , . . . , xin ]
em que {i2, . . . , in} = {2, . . . , n}.
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Demonstrac¸a˜o. O argumento e´ ana´logo ao da proposic¸a˜o2.39.
De um modo geral, denote por PLn(xi1 , . . . , xin), n ≥ 1 e i1 < . . . < in, o conjunto
Pn(xi1 , . . . , xin)∩L(X). Claramente PLn(xi1 , . . . , xin) e´ um K-mo´dulo livre que tem uma
base formada por todos os comutadores multilineares nas varia´veis xi1 , . . . , xin tais que
xi1 e´ o primeiro elemento.
Denote por B(X) a suba´lgebra de K〈X〉 gerada, como a´lgebra, por Com (X) e pela
unidade de K〈X〉. Os polinoˆmios de B(X) sa˜o denominados polinoˆmios pro´prios. Note




ki[xi(11) , . . . , xi(1t1) ][xi(21) , . . . , xi(2t2) ] . . . [xi(n1) , . . . , xi(ntn) ],
em que ki ∈ K.
Denote por Bm1,...,mn o conjunto dos polinoˆmios pro´prios multi-homogeˆneos de multi-
grau (m1, . . . ,mn) nas varia´veis x1, . . . , xn, respectivamente. Desta forma Bm1,...,mn :=
Hm1,...,mn ∩B. Por exemplo, [x1, x2, x1, x2, x3], [x1, x2, x3][x1, x2] ∈ B2,2,1.
Denote por Γn, n ≥ 2, o conjunto dos polinoˆmios pro´prios que sa˜o multilineares de
grau n nas varia´veis x1, . . . , xn, isto e´, Γn := B(X) ∩ Pn. Por exemplo,
[x1, x2, x3, x4, x5], [x1, x3][x4, x5, x2] ∈ Γ5.
Temos que Γn e´ um K-mo´dulo.




Considere nesta sec¸a˜o que K e´ um anel associativo, comutativo e unita´rio. Conforme
vimos anteriormente, se em uma K-a´lgebra associativa e unita´ria A definimos a operac¸a˜o
[, ] tal que [a, b] = ab− ba para todos a, b ∈ A, enta˜o o K-mo´dulo A com essa operac¸a˜o e´
uma a´lgebra de Lie, denominada a´lgebra de Lie associada a` A e e´ denotada por A(−). Por
outro lado, dado uma K-a´lgebra de Lie G, existe uma K-a´lgebra associativa e unita´ria
A tal que G possa ser mergulhada em A(−)? A resposta a essa questa˜o, como veremos
abaixo, e´ dada pelo teorema de Poincare´-Birkhoff-Witt. Usamos esse teorema para exibir




, denominada base de Specht.
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Definic¸a˜o 2.41. Seja G uma K-a´lgebra de Lie. Uma a´lgebra envelopante universal de G
e´ um par (U(G), ) em que
i) U(G) e´ uma K-a´lgebra associativa unita´ria;
ii)  : G −→ U(G)(−) e´ um homomorfismo de a´lgebras de Lie;
ii) satisfaz a seguinte propriedade universal: para toda K-a´lgebra associativa unita´ria
A e todo homomorfismo de K-a´lgebras de Lie φ : G −→ A(−), existe um u´nico
homomorfismo de K-a´lgebras associativas unita´rias ψ : U(G) −→ A tal que ψ = φ.
Proposic¸a˜o 2.42. Para toda K-a´lgebra de Lie G, a a´lgebra envelopante universal de G
existe e e´ u´nica a menos de isomorfismos.
Demonstrac¸a˜o. Veja [5] pa´ginas 57 e 58.
Exemplo 2.43. Lembramos que L(X) foi definido como sendo o K-submo´dulo de K〈X〉
gerado por X ∪ Com (X) em que Com(X) = {[xi1 , . . . , xit ] | t ≥ 2, xij ∈ X}. Ale´m disso,





enta˜o a inclusa˜o ι : L(X) ↪→ K〈X〉(−) e sejam A uma K-a´lgebra associativa unita´ria e
φ : L(X) −→ A(−) um homomorfismo de a´lgebras de Lie. A aplicac¸a˜o φ0 : X −→ A
definida por φ0(x) = φ(x), x ∈ X, induz um u´nico homomorfismo ψ : K
〈
X
〉 −→ A tal




, ι) e´ a a´lgebra envelopante universal
de L(X).
Proposic¸a˜o 2.44 (O Teorema de Poincare´-Birkhoff-Witt).
Seja G uma K-a´lgebra de Lie e (U(G), ) sua a´lgebra envelopante universal. Se G e´ um
K-mo´dulo livre e E = {ei | i ∈ I} e´ uma base bem ordenada para G, enta˜o U(G) e´ um
K-mo´dulo livre com base dada pelos elementos da forma
(ei1) · · · (eip), i1 ≤ · · · ≤ ip, ik ∈ I, p = 0, 1, 2, . . . .
Em particular,  : G −→ U(G)(−) e´ injetivo.
Demonstrac¸a˜o. Veja [5] pa´ginas 58 e 59.
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Seja G uma K-a´lgebra de Lie gerada por um conjunto X = {x1, x2, . . .} e seja F
uma K-a´lgebra de Lie arbitra´ria. Se para toda aplicac¸a˜o φ0 : X −→ F , existir um u´nico
homomorfismo φ : G −→ F tal que φ(x) = φ0(x) para todo x ∈ X, enta˜o G e´ denominada
a´lgebra de Lie livre, livremente gerada pelo conjunto X.
Proposic¸a˜o 2.45. Se G e´ a K-a´lgebra de Lie livre, livremente gerada pelo conjunto X,
enta˜o L(X) ∼= G.
Demonstrac¸a˜o. Considere a aplicac¸a˜o ϕ0 : X −→ X ⊂ L(X) definida por ϕ0(x) = x para
todo x ∈ X. Uma vez que G e´ a a´lgebra de Lie livre, livremente gerada por X, existe um
u´nico homomorfismo de a´lgebras de Lie ϕ : G −→ L(X) tal que ϕ(x) = ϕ0(x) = x.
Seja U a a´lgebra envelopante de G. E´ conhecido que G e´ um K-mo´dulo livre (veja,
por exemplo [5] pa´ginas 48 e 49). Desta forma, pelo teorema de Poincare-Birkhoff-Witt,
G e´ isomorfo a uma suba´lgebra de Lie de U (−). Sem perda de generalidade, suponha





e´ a a´lgebra associativa unita´ria livre, livremente gerada por X, existe
um u´nico homomorfismo de a´lgebras associativas unita´rias ψ : K
〈
X
〉 −→ U tal que
ψ(x) = ψ0(x) = x. Note que ψ(L(X)) ⊂ G. Portanto, se ψ˜ e´ a restric¸a˜o de ψ a L(X),
enta˜o ψ˜ e´ um homomorfismo (de a´lgebras de Lie) de L(X) em G tal que ψ˜(x) = x.
Vimos que uma base linear para Pn, o K-submo´dulo de K〈X〉 dos polinoˆmios mul-
tilineares nas varia´veis x1, . . . , xn, e´ dada pelo conjunto {xσ(1) . . . xσ(n) | σ ∈ Sn}. Se
K = Z, enta˜o existe uma base ordenada para Pn conhecida como base de Specht. Na
sequeˆncia desta sec¸a˜o sera´ feita a construc¸a˜o dessa base. Para tanto, Pn e L(X) sera˜o








e´ livre (proposic¸a˜o 2.22).
Definic¸a˜o 2.46. Seja n ≥ 1.
(1) Seja {i1, . . . , ik} um subconjunto de {1, . . . , n}. O monoˆmio xi1 . . . xik e´ denominado
regular se i1 < . . . < ik. O comutador multilinear [xi1 , xi2 , . . . , xik ] e´ denominado
regular se i1 e´ o menor elemento do conjunto {i1, . . . , ik}.
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(2) O produto multilinear CW ∈ Pn, em que C = C1 . . . Cs (s ≥ 0) e´ um produto de
comutadores regulares e W e´ um monoˆmio regular ou e´ 1, e´ tambe´m denominado
regular se
(a) o grau de Ci na˜o cresce da esquerda para direita; e
(b) o ı´ndice da indeterminada inicial de comutadores Ci de mesmo grau cresce da
esquerda para direita.










x1x2x3, [x1, x2]x3, [x1, x3]x2, [x2, x3]x1, [x1, x2, x3], [x1, x3, x2]
}
.
Proposic¸a˜o 2.48. O conjunto dos produtos regulares de Pn (n ≥ 1) gera Pn como Z-
mo´dulo.
Demonstrac¸a˜o. Temos que P1 e´ gerado por x1, que e´ um produto regular de P1. Seja
n um inteiro maior que 1 e suponha que para todo m < n, Pm seja gerado pelos seus
produtos regulares. Para verificar que o conjunto dos produtos regulares de Pn (n ≥ 1)
geram Pn e´ suficiente mostrar que os monoˆmios qσ = xσ(1)xσ(2) . . . xσ(n) em que σ ∈ Sn
sa˜o combinac¸o˜es lineares de produtos regulares de Pn. Se σ = 1 (identidade), enta˜o qσ
e´ um produto regular. Para o caso em que σ 6= 1, usando as relac¸o˜es ab = ba + [a, b] e
a[b, c] = [b, c]a−[b, c, a] em que a, b, c ∈ Z〈X〉, podemos escrever qσ como uma combinac¸a˜o
linear de x1x2 . . . xn com elementos da forma
[xj1 , . . . , xjr ]xk1 . . . xkn−r em que r ≥ 2 e {j1, . . . , jr, k1, . . . , kn−r} = {1, . . . , n}.
De acordo com o corola´rio 2.40, podemos supor que j1 e´ o elemento minimal do conjunto
{j1, . . . , jr}. Pela hipo´tese de induc¸a˜o, o monoˆmio xk1 . . . xkn−r pode ser escrito como uma
combinac¸a˜o de produtos regulares de Pn−r(xk1 , . . . , xkn−r). Assim [xj1 , . . . , xjr ]xk1 . . . xkn−r
pode ser escrito como uma combinac¸a˜o linear de elementos da forma C1C2 . . . CsW em
que Ci e´ um comutador regular e W e´ um monoˆmio regular (ou e´ 1). No entanto, pode
ocorrer da ordem dos comutadores C1, . . . , Cs na˜o estar de acordo com a definic¸a˜o de
produto regular. Nesse caso, basta usar a relac¸a˜o CiCj = CjCi + [Ci, Cj] e o fato de que
[Ci, Cj] ∈ L(X) (proposic¸a˜o 2.38).
34
Exemplo 2.49. O monoˆmio x2x4x1x3 de P4 pode ser escrito como
x1x2x3x4 − [x3, x4]x1x2 − [x1, x2]x3x4 − [x1, x4]x2x3
[x1, x4, x3]x2 − [x1, x3, x4]x2 + [x2, x4, x3]x1 − [x2, x3, x4]x1 + [x1, x4, x2]x3
+[x1, x2, x4, x3]− [x1, x2, x3, x4]− [x1, x4, x3, x2] + [x1, x3, x4, x2] + [x1, x2][x3, x4].




gerado por X e seja C
(mi1 ,...,mik )
(i1,...,ik)





gerado pelos comutadores de multigrau (mi1 , . . . ,mik) nas varia´veis
xi1 , . . . , xik em que i1 < . . . < ik. Por exemplo, C
(2,2)
(1,2) e´ gerado pelos comutadores
[x1, x2, x1, x2], [x1, x2, x2, x1], [x2, x1, x1, x2] e [x2, x1, x2, x1]. Temos que















Uma vez que C
(1,...,1)
(i1,...,ik)
= PLk(xi1 , . . . , xik), segue do corola´rio 2.40 que uma base para esse
Z-mo´dulo e´ dada pelos comutadores multilineares em xi1 , . . . , xik em que xi1 e´ primeiro




[x2, x4, x6], [x2, x6, x4]
}
.







X ∪ C ∪ (⋃C (1,...,1)(i1,...,ik) )
e´ uma base para L(X). Ordene essa base de forma que
1) xi < xj se i < j,
2) os comutadores precedam as varia´veis,
3) os comutadores de maior grau estejam antes dos de menor grau, e
4) se dois comutadores multilineares tiverem o mesmo grau, aquele com a primeira
varia´vel menor estara´ antes do outro.




e tomando para L(X) a base X ∪ C ∪(⋃
C (1,...,1)(i1,...,ik)
)
com a ordenac¸a˜o dada acima, obtemos (pelo teorema de Poincare´-Birkhoff-




de tal forma queB∩Pn e´ o conjunto dos produtos regulares
de Pn. Segue enta˜o que o conjunto dos produtos regulares de Pn formam uma base linear
para Pn, denominada base de Specht.
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2.5 Fatos relacionados a uma a´lgebra livre sobre um
corpo
Ao longo desta sec¸a˜o, K e´ um corpo de caracter´ıstica zero.
Denote por T (m) o ideal bilateral de K〈X〉 gerado como ideal pelos elementos
[a1, . . . , am]
em que a1, . . . , am ∈ K〈X〉, m > 1. Note que T (m) e´ o K-espac¸o vetorial gerado pelos
elementos b1[a1, . . . , am]b2 em que a1, . . . , am, b1, b2 ∈ K〈X〉.
Definic¸a˜o 2.50. Um ideal I de K〈X〉 e´ dito um T -ideal se ϕ(I) ⊂ I para todo endomor-
fismo ϕ de K〈X〉.
Claramente T (m) e´ um T -ideal de K〈X〉.
Proposic¸a˜o 2.51. Sejam σ ∈ S4 e a1, a2, a3, a4, f, g, h ∈ K〈X〉. Enta˜o
f [a1, a2]g[a3, a4]h− (−1)σf [aσ(1), aσ(2)]g[aσ(3), aσ(4)]h ∈ T (3).
Demonstrac¸a˜o. Uma vez que [b, cd] = c[b, d] + [b, c]d para todo b, c, d ∈ K〈X〉, enta˜o
[a1, a2a3, a4] = [a1, a2][a3, a4] + [a2, a4][a1, a3] + [a1, a2, a4]a3 + a2[a1, a3, a4]
e, portanto, [a1, a2][a3, a4] + [a2, a4][a1, a3] ∈ T (3). Como
[a2, a4][a1, a3]− [a1, a3][a2, a4] =
[




[a1, a2][a3, a4] + [a1, a3][a2, a4] ∈ T (3).
Segue disso e da anticomutatividade que
[a1, a2][a3, a4]− (−1)σ[aσ(1), aσ(2)][aσ(3), aσ(4)] ∈ T (3).
Assim, dado σ ∈ S4, temos
f [a1, a2][a3, a4]gh− (−1)σf [aσ(1), aσ(2)][aσ(3), aσ(4)]gh ∈ T (3).
Mas,
f [a1, a2][a3, a4]gh = f [a1, a2]g[a3, a4]h+ f [a1, a2][a3, a4, g]h.
E, uma vez que f [a1, a2][a3, a4, g]h ∈ T (3), segue o resultado.
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Corola´rio 2.52. Sejam σ ∈ S2k, 2k ≥ 4, e a1, a2, . . . , a2k ∈ K〈X〉. Enta˜o





] · · · [aσ(2k−1), aσ(2k)] ∈ T (3)
Observac¸a˜o 2.53. O corola´rio 2.52 e´ va´lido em Z〈X〉.
Corola´rio 2.54. Seja
f = [a1, a2][a3, a4] . . . [a2k−1, a2k]
em que k ≥ 1 e ai ∈ K〈X〉 para todo i = 1, . . . , 2k. Se ai = aj para algum par i, j ∈
{1, . . . , 2k} com i 6= j, enta˜o f ∈ T (3).
Demonstrac¸a˜o. Se ai e aj na˜o estiverem no mesmo comutador, tome uma permutac¸a˜o
σ ∈ S2k tal que σ(1) = i e σ(2) = j. Assim, pela proposic¸a˜o 2.52, f ∈ T (3).
Lembramos que Ha1,...,ak e´ o conjunto dos polinoˆmios multi-homogeˆneos de multigrau
(a1, . . . , ak) nas varia´veis x1, . . . , xk e que Ba1,...,ak = Ha1,...,ak ∩B, em que B e´ o conjunto
dos polinoˆmios pro´prios. Note que, no contexto desta sec¸a˜o, Ha1,...,ak e Ba1,...,ak sa˜o K-
espac¸os vetoriais.
Proposic¸a˜o 2.55. Seja T um T -ideal de K〈X〉 e considere que pi(A) e´ a imagem de um
subconjunto A de K〈X〉 pelo homomorfismo canoˆnico pi : K〈X〉 −→ K〈X〉/T . Sejam
m1, . . . ,mk inteiros positivos e seja W o conjunto formado por todas as sequeˆncia de
inteiros a = (a1, . . . , ak) tais que 0 ≤ ai ≤ mi para todo i = 1, . . . , k. Suponha que para
todo a ∈ W tal que Ba 6⊂ T , exista um subconjunto Qa = {q(ja)a | ja ∈ Ja} de Ba tal que
pi(Qa) e´ uma base de pi(Ba). Enta˜o pi(Q), em que
Q = {q(ja)a xm1−a11 . . . xmk−akk | q(ja)a ∈ Qa, a ∈ W}
e´ uma base de pi(Hm) em que m = (m1, . . . ,mk).




ωa(x1, . . . , xk)x
m1−a1
1 . . . x
mk−ak
k ,
em que ωa(x1, . . . , xk) ∈ Ba (veja [15], pa´gina 43). Assim
f + T =
∑
a
ωa(x1, . . . , xk)x
m1−a1













1 . . . x
mk−ak
k + T, αja ∈ K.








1 . . . x
mk−ak











xm1−a11 . . . x
mk−ak
k ,




a ∈ T, para cada a.
Logo, α(a,ja) = 0 e, portanto, o conjunto pi(Q) e´ linearmente independente.
Por meio da proposic¸a˜o acima pode-se obter uma base para o K-espac¸o vetorial
Hm1,...,mk/(T
(3) ∩Hm1,...,mk).
Para tanto, sera˜o feitas algumas considerac¸o˜es.
Sejam a1, . . . , ak inteiros positivos e f ∈ Ba1,...,ak . Sabe-se que f e´ uma combinac¸a˜o
linear de produtos de comutadores em que pelo menos um dos comutadores tem compri-
mento maior ou igual a 3 (tipo 1) ou todos os comutadores teˆm comprimento igual a 2





Enta˜o f e´ uma combinac¸a˜o linear de produtos de comutadores do tipo 1. Logo,
f ∈ T (3) e, portanto




aq e´ par e ai ≥ 2 para algum i ∈ {1, . . . , k}.
Enta˜o f e´ uma combinac¸a˜o linear de produtos de comutadores que podem ser do
tipo 1 ou do tipo 2. Mas, pelo corola´rio 2.54, o produto de comutadores do tipo 2
com elementos repetidos esta´ em T (3). Logo, f ∈ T (3) e, portanto





aq e´ par e ai = 1 para todo i = 1, . . . , k.
Nesse caso, k = 2t para algum t ≥ 1. Enta˜o, pelo corola´rio 2.52, temos que
f + T (3) = α[x1, x2] . . . [x2t−1, x2t] + T (3),
em que α ∈ K. Pode-se mostrar que [x1, x2] . . . [x2t−1, x2t] /∈ T (3) (veja, por exemplo,
[15], teorema 5.1.2, pa´gina 50). Portanto, {[x1, x2] . . . [x2t−1, x2t] + T (3)} e´ uma base
para pi(B1, . . . , 1︸ ︷︷ ︸
2t
).
Segue dessas considerac¸o˜es e da proposic¸a˜o 2.55 o seguinte resultado:
Proposic¸a˜o 2.56. Sejam m1, . . . ,mk inteiros na˜o nulos e seja S o conjunto formado
pelos elementos da forma
[xi1 , xi2 ] · · · [xi2t−1 , xi2t ]xb11 . . . xbkk
em que
• bj ∈ {mj,mj − 1}, j = 1, . . . , k;
• i1 < i2 < . . . < i2t, 0 ≤ 2t ≤ k, sa˜o os inteiros j ∈ {1, 2, . . . , k} para os quais
bj = mj − 1.
Enta˜o o conjunto
{f + T (3) | f ∈ S}
e´ uma base do K-espac¸o vetorial Hm1,...,mk/(T (3) ∩Hm1,...,mk).
Corola´rio 2.57. O K-espac¸o vetorial Pk/(T (3) ∩ Pk) tem uma base cujos elementos sa˜o
[xi1 , xi2 ] · · · [xi2t−1 , xi2t ]xj1 · · ·xjk−2t + T (3)
em que i1 < · · · < i2t, j1 < · · · < jk−2t e 0 ≤ 2t ≤ k.
Observac¸a˜o 2.58. Se tomarmos K = Q temos que os elementos f + T (3) em que f ∈ S
sa˜o linearmente independentes em Hm1,...,mk/(T
(3) ∩Hm1,...,mk) visto como Z-mo´dulo.
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2.6 A se´rie central inferior de uma a´lgebra de Lie
Sejam K um anel comutativo, associativo e unita´rio. Como vimos anteriormente, uma
K-a´lgebra G e´ dita uma a´lgebra de Lie se, o seu produto e´ anti-sime´trico e satisfaz a
identidade de Jacobi. Vamos denotar a operac¸a˜o em G por [, ]. Assim











[h, f ], g
]
= 0. (identidade de Jacobi)
Naturalmente, as definic¸o˜es e resultados dados anteriormente para K-a´lgebras se apli-
cam as a´lgebras de Lie, que sa˜o casos particulares. No entanto, dadas as propriedades
extras da a´lgebra de Lie, algumas definic¸o˜es podem ser reformuladas. Por exemplo:
1) Um submo´dulo I de uma K-a´lgebra de lie G e´ um ideal de G se [g, f ] ∈ I para todos
g ∈ G e f ∈ I;
2) O centro de uma K-a´lgebra de lie G, Z(G), e´ definido por
Z(G) := {g ∈ G | [g, f ] = 0, ∀f ∈ G}.
Note que nessas condic¸o˜es, Z(G) e´ um ideal de G.
Sejam G uma K-a´lgebra de lie e A,B ⊂ G. Denotamos por [A,B] o K-submo´dulo de
G gerado pelos elementos [a, b] em que a ∈ A e b ∈ B. Note que se A e B forem ideais de
G, enta˜o [A,B] e´ um ideal de G.






























Essa se´rie e´ denominada de se´rie central inferior de G. Temos que
G = L(1)(G) ⊃ L(2)(G) ⊃ L(3)(G) ⊃ . . . (2.2)
Defina os sucessivos quocientes da se´rie central por Bi(G) := L
(i)(G)/L(i+1)(G). Abrevie
L(i)(G) como L(i) e Bi(G) como Bi. Para todos i, j ≥ 1, considere as aplicac¸o˜es φij :
Bi ×Bj → Bi+j definidas por
φij
(
a+ L(i+1), b+ L(j+1)
)




] ⊂ L(i+j) e, portanto, [a, b] ∈ L(i+j). Para verificar que φij esta´ bem
definida, considere a, a′ ∈ L(i) e b, b′ ∈ L(j) tais que a− a′ ∈ L(i+1) e b− b′ ∈ L(j+1). Desta
forma,
[a, b− b′] ∈ [L(i), L(j+1)] ⊂ L(i+j+1) e [a− a′, b′] ∈ [L(i+1), L(j)] ⊂ L(i+j+1).
Portanto, [a, b]− [a′, b′] ∈ L(i+j+1). Note que φij e´ uma aplicac¸a˜o bilinear.
Proposic¸a˜o 2.59. Sejam a˜ ∈ Bi, b˜ ∈ Bj e c˜ ∈ Bk. Enta˜o
(i) φii(a˜, a˜) = 0;














Demonstrac¸a˜o. Tome a ∈ L(i), b ∈ L(j) e c ∈ L(k) tais que a˜ = a+ L(i+1), b˜ = b+ L(j+1) e
c˜ = c+ L(k+1). Desta forma,
i) φii(a˜, a˜) = [a, a] + L
(2i+1) = L(2i+1);


























[c, a] + L(i+k+1), b˜
)
= [a, b, c] + [b, c, a] + [c, a, b] + L(i+j+k+1) = L(i+j+k+1).
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Considere o K-mo´dulo B(G) =
⊕
i≥1
Bi(G). De forma abreviada, escreva B(G) como
B. Denote por p um elemento de B e escreva p =
∑
i≥1
p˜i, em que p˜i ∈ Bi e p˜i 6= 0 somente









φij(f˜i, g˜j), em que f =
∑
i≥1




Decorre imediatamente da definic¸a˜o que φ e´ uma aplicac¸a˜o bilinear.
Proposic¸a˜o 2.60. Para todos f, g, h ∈ B, temos que













































































e, portanto, a conclusa˜o da proposic¸a˜o e´ uma consequeˆncia do item iii) da proposic¸a˜o
2.59.
No K-mo´dulo B, considere a operac¸a˜o [ , ] definida por [f, g] := φ(f, g), para todos
f, g ∈ B.
Proposic¸a˜o 2.61. O K-mo´dulo B munido da operac¸a˜o [ , ] e´ uma K-a´lgebra de Lie N-
graduada gerada, como a´lgebra, por B1.
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Demonstrac¸a˜o. Decorre da proposic¸a˜o 2.60 que B e´ uma a´lgebra de Lie. Decorre da
definic¸a˜o da operac¸a˜o φij que
[
Bi, Bj
] ⊂ Bi+j e, portanto, B e´ N-graduada. Agora note
que
[a1, a2] + L
(3) = [a1 + L
(2), a2 + L
(2)], para todos a1, a2 ∈ G.
Suponha enta˜o que [a1, a2, . . . , ai−1] + L(i) =
[
a1 + L
(2), a2 + L
(2), . . . , ai−1 + L(2)
]
para
todos a1, a2, . . . , ai−1 ∈ G. Assim
[a1, a2, . . . , ai−1, ai] + L(i+1) =
[





(2), a2 + L
(2), . . . , ai−1 + L(2), ai + L(2)
]
.
Disso segue que B e´ gerada como a´lgebra por B1.
Definic¸a˜o 2.62. A K-a´lgebra graduada B(G) e´ denominada a´lgebra de Lie associada a
se´rie central inferior de G (dada em 2.2).





Demonstrac¸a˜o. Um sentido e´ evidente e outro e´ consequeˆncia da a´lgebra B ser gerada,
como a´lgebra, por B1.
Corola´rio 2.64. Seja b ∈ G. Enta˜o b + L(2) ∈ Z(B) se, e somente, se [b, a] ∈ L(3) para





= [b, a] +L(3), em que a ∈ G. Se b+L(2) ∈
Z(B), enta˜o [b, a] ∈ L(3). Se [b, a] ∈ L(3), para todo a ∈ G, enta˜o [b+L(2), B1] = 0 e, pelo
lema acima, b+ L(2) ∈ Z(B).
Observac¸a˜o 2.65. Um caso particular, que sera´ considerado no cap´ıtulo 3, e´ o que se
obte´m tomando G = A(−) (a a´lgebra de Lie associada a uma a´lgebra associativa A).
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Cap´ıtulo 3
Os ideais de uma a´lgebra associativa
gerados por comutadores
Seja K um anel associativo, unita´rio e comutativo e seja A uma K-a´lgebra unita´ria e asso-
ciativa. Seja T (n)(A), n ≥ 2, o ideal bilateral em A gerado pelos comutadores [a1, . . . , an]
em que a1, . . . , an ∈ A. Ale´m disso, defina T (1)(A) := A. Seja E = {e1, e2, . . .} um con-
junto gerador da a´lgebra A e denote por Ek (k ≥ 1) o conjunto dos elementos de A da
forma ei1ei2 . . . eik (eij ∈ E). Um dos objetivos principais deste cap´ıtulo e´ mostrar que
1) se 1
6
∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelo conjunto{





∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelo conjunto{




Outro objetivo e´ o de apresentar um me´todo recursivo para obter um conjunto de ger-
adores para T (n)(K〈X〉), como ideal bilateral em K〈X〉 (a K-a´lgebra associativa unita´ria
livre, livremente gerada pelo conjunto X), a partir dos geradores de T (n−2)(K〈X〉). As
sec¸o˜es 3.1 e 3.2 deste cap´ıtulo objetivam a demonstrac¸a˜o desse me´todo e, por meio dele,
sera´ demonstrado nas sec¸o˜es 3.3 e 3.4 os itens 1) e 2) acima citados.
Neste cap´ıtulo, para efeito de simplificac¸a˜o, defina T (n) := T (n)(K〈X〉).
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3.1 Resultados auxiliares
Ao longo desta sec¸a˜o, faremos uso das seguintes relac¸o˜es:
R1) [a, bc] = b[a, c] + [a, b]c, a, b, c ∈ K〈X〉,
R2) [ab, c, d] = a[b, c, d] + [a, c, d]b+ [a, d][b, c] + [a, c][b, d], a, b, c, d ∈ K〈X〉,
em que a verificac¸a˜o e´ imediata.
Seja U o ideal bilateral de K〈X〉 gerado por um conjunto na˜o vazio S e seja W o ideal
bilateral em K〈X〉 gerado pelo conjunto {[u, a1, a2] | u ∈ U, a1, a2 ∈ K〈X〉}.
Lema 3.1. u[a1, a2, a3] ∈ W para todo u ∈ U e ai ∈ K〈X〉, i = 1, 2, 3.
Demonstrac¸a˜o. Segue da relac¸a˜o
[a1, a2, ua3] = u[a1, a2, a3] + [a1, a2, u]a3
e da identidade de Jacobi que
u[a1, a2, a3] = [ua3, a2, a1]− [ua3, a1, a2]− [u, a2, a1]a3 + [u, a1, a2]a3.
Portanto, u[a1, a2, a3] ∈ W .
Considere os polinoˆmios f1, . . . , f6 ∈ K〈X〉 tais que
• f1 = f1(x1, x2, x3) = [x1, x2, x3];
• f2 = f2(x1, x2, x3, x4) = x1[x2, x3, x4];
• f3 = f3(x1, x2, x3, x4, x5) = [x1, x2][x3, x4, x5];
• f4 = f4(x1, x2, x3, x4) = [x1, x2][x3, x4] + [x1, x3][x2, x4];
• f5 = f5(x1, x2, x3, x4, x5) = x1
(
[x2, x3][x4, x5] + [x2, x4][x3, x5]
)
,
em que xi ∈ X. Seja V o ideal bilateral de K〈X〉 gerado pelos polinoˆmios
(1) f1(s, xi1 , xi2) = [s, xi1 , xi2 ];
(2) f2(s, xi1 , xi2 , xi3) = s[xi1 , xi2 , xi3 ];
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(3) f3(s, xi1 , xi2 , xi3 , xi4) = [s, xi1 ][xi2 , xi3 , xi4 ];
(4) f4(s, xi1 , xi2 , xi3) = [s, xi1 ][xi2 , xi3 ] + [s, xi2 ][xi1 , xi3 ];
(5) f5(s, xi1 , xi2 , xi3 , xi4) = s
(
[xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]
)
,
em que s ∈ S e xij ∈ X. Na sequeˆncia desta sec¸a˜o sera˜o apresentados alguns lemas com
o objetivo de mostrar que W = V .
Seja I o ideal bilateral de K〈X〉 gerado pelos polinoˆmios
(6) f1(s, a1, a2) = [s, a1, a2];
(7) f2(s, a1, a2, a3) = s[a1, a2, a3];
(8) f3(s, a1, a2, a3, a4) = [s, a1][a2, a3, a4];
(9) f4(s, a1, a2, a3) = [s, a1][a2, a3] + [s, a2][a1, a3];
(10) f5(s, a1, a2, a3, a4) = s
(
[a1, a2][a3, a4] + [a1, a3][a2, a4]
)
,
em que s ∈ S e ai ∈ K〈X〉 sa˜o monoˆmios. Note que os polinoˆmios dos tipos (1) − (5)
esta˜o em I e, portanto, V ⊂ I.
Lema 3.2. W = I.
Demonstrac¸a˜o. Em primeiro lugar, vamos mostrar que I ⊂ W . Para tanto, e´ suficiente
mostrar que os polinoˆmios dos tipos (6)− (10) pertencem a W . Temos que os polinoˆmios
do tipo (6) pertencem a W pela definic¸a˜o de W e os polinoˆmios dos tipos (7) e (8)
pertencem a W pelo lema 3.1. Para mostrar que os polinoˆmios dos tipos (9) e (10) esta˜o
em W usamos relac¸a˜o R2 dada acima. Assim
[s, a1][a2, a3] + [s, a2][a1, a3] = −[s, a1][a3, a2]− [s, a2][a3, a1]
= −[sa3, a1, a2] + s[a3, a1, a2] + [s, a1, a2]a3,
e uma vez que os polinoˆmios [sa3, a1, a2] e [s, a1, a2]a3 esta˜o em W , pela definic¸a˜o de W ,
e s[a3, a1, a2] esta´ em W pelo lema 3.1, enta˜o os polinoˆmios do tipo (9) pertencem a W .
Quanto aos polinoˆmios (10) temos que
s
(
[a1, a2][a3, a4] + [a1, a3][a2, a4]
)
= −s([a1, a2][a4, a3] + [a1, a3][a4, a2])
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= −s[a1a4, a2, a3] + sa1[a4, a2, a3] + s[a1, a2, a3]a4,
e uma vez que os polinoˆmios s[a1a4, a2, a3], sa1[a4, a2, a3] e s[a1, a2, a3]a4 pertencem a W
pelo lema 3.1, segue que os polinoˆmios do tipo (10) pertencem a W .
Para verificar que W ⊂ I e´ suficiente mostrar que [bsc, a1, a2] ∈ I para todos s ∈ S e
b, c, a1, a2 ∈ K〈X〉. Temos
[bsc, a1, a2] = [bs, a1][c, a2] + [bs, a2][c, a1] + bs[c, a1, a2] + [bs, a1, a2]c
= b[s, a1][c, a2] + [b, a1]s[c, a2] + b[s, a2][c, a1] + [b, a2]s[c, a1] + bs[c, a1, a2]
+[b, a1][s, a2]c+ [b, a2][s, a1]c+ [b, a1, a2]sc+ b[s, a1, a2]c
=
(




[b, a1]s[c, a2] + [b, a2]s[c, a1]
)
+bs[c, a1, a2] +
(
[b, a1][s, a2]c+ [b, a2][s, a1]c
)
+ [b, a1, a2]sc+ b[s, a1, a2]c
=
(−b[s, a1][a2, c]−b[s, a2][a1, c])+(−s[b, a1][a2, c]+[b, a1, s][c, a2]−s[b, a2][a1, c]+[b, a2, s][c, a1])
+bs[c, a1, a2] + (−[s, a2][a1, b]c+
[
s, a2, [a1, b]
]
c− [s, a1][a2, b]c+
[
s, a1, [a2, b]
]
c)
+(s[b, a1, a2]c+ [b, a1, a2, s]c) + b[s, a1, a2]c
= −b([s, a1][a2, c] + [s, a2][a1, c])− s([b, a1][a2, c] + [b, a2][a1, c])
−[s, [b, a1]][c, a2]− [s, [b, a2]][c, a1] + bs[c, a1, a2]
−([s, a2][a1, b] + [s, a1][a2, b])c+ [s, a2, [a1, b]]c+ [s, a1, [a2, b]]c
+s[b, a1, a2]c+
[
s, a2, [b, a1]
]
c− [s, [b, a1], a2]c+ b[s, a1, a2]c.
Uma vez que os polinoˆmios
[s, a1][a2, c] + [s, a2][a1, c], s
(











s[c, a1, a2], [s, a2][a1, b] + [s, a1][a2, b],
[













s, [b, a1], a2
]
, [s, a1, a2]
esta˜o em I, temos que [bsc, a1, a2] tambe´m esta´ em I.
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Considere a aplicac¸a˜o φ : {1, 2, 3, 4, 5} −→ {2, 3, 4} tal que φ(1) = 2, φ(2) = φ(4) = 3
e φ(3) = φ(5) = 4. Seja g um polinoˆmio de um dos tipos (6) − (10). Enta˜o g =
fi(s, a1, . . . , aφ(i)), em que i ∈ {1, 2, 3, 4, 5} e aj ∈ K〈X〉 sa˜o monoˆmios, j = 1, . . . , φ(i).




= 5. Dado um
inteiro q ≥ 3, seja Gq o conjunto de todos os polinoˆmios g de um dos tipos (6)− (10) tais
que m(g) < q. Assim, por exemplo,
G4 =
{
[s, xi, xj], [s, xi, xjxk], [s, xixj, xk]︸ ︷︷ ︸
tipo (6)
, s[xi, xj, xk]︸ ︷︷ ︸
tipo (7)
, [s, xi][xj, xk] + [s, xj][xi, xk]︸ ︷︷ ︸
tipo (9)
∣∣s ∈ S}.
Lema 3.3. G5 ⊂ V .
Demonstrac¸a˜o. Seja g um polinoˆmio de um dos tipos (6) − (10) e seja s ∈ S. considere
os casos abaixo
1) m(g) = 2
Nesse caso, g necessariamente e´ do tipo (6) e tem a forma [s, xi, xj]. Portanto, e´ do
tipo (1).
2) m(g) = 3. Temos os seguintes subcasos:
2.1) g e´ do tipo (6) da forma [s, xi, xjxk].
Uma vez que
g = xj[s, xi, xk] + [s, xi, xj]xk,
e os polinoˆmios [s, xi, xk] e [s, xi, xj] sa˜o do tipo (1), enta˜o g ∈ V .
2.2) g e´ do tipo (6) da forma [s, xixj, xk].
Uma vez que
g = xi[s, xj, xk] + [xi, xk][s, xj] + [s, xi][xj, xk] + [s, xi, xk]xj
= xi[s, xj, xk] + [s, xj][xi, xk] + [s, xi][xj, xk]−
[
[s, xj], [xi, xk]
]
+ [s, xi, xk]xj
= xi[s, xj, xk] + [s, xj][xi, xk] + [s, xi][xj, xk]
−[s, xj, xixk] + [s, xj, xkxi] + [s, xi, xk]xj,
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os polinoˆmios [s, xj, xk] e [s, xi, xk] sa˜o do tipo (1), o polinoˆmio [s, xj][xi, xk] +
[s, xi][xj, xk] e´ do tipo (4) e os polinoˆmios [s, xj, xixk] e [s, xj, xkxi] esta˜o em V
pelo item 2.1, enta˜o g ∈ V .
2.3) g e´ do tipo (7).
Nesse caso, necessariamente, g e´ da forma s[xi, xj, xk] e, portanto, e´ do tipo
(2).
2.4) g e´ do tipo (9).
Nesse caso, necessariamente, g e´ da forma [s, xi][xj, xk] + [s, xj][xi, xk] e, por-
tanto, e´ do tipo (4).
3) m(g) = 4. Temos os seguintes subcasos:
3.1) g e´ do tipo (9) da forma [s, xixj][xk, xl] + [s, xk][xixj, xl].
Uma vez que
g = xi[s, xj][xk, xl] + [s, xi]xj[xk, xl] + [s, xk]xi[xj, xl] + [s, xk][xi, xl]xj
= xi[s, xj][xk, xl] + [s, xi][xk, xl]xj − [s, xi][xk, xl, xj]
+xi[s, xk][xj, xl] + [s, xk, xi][xj, xl] + [s, xk][xi, xl]xj
= xi
(




[s, xi][xk, xl] + [s, xk][xi, xl]
)
xj
−[s, xi][xk, xl, xj] + [s, xk, xi][xj, xl]
e os polinoˆmios [s, xj][xk, xl] + [s, xk][xj, xl] e [s, xi][xk, xl] + [s, xk][xi, xl] sa˜o do
tipo (4), o polinoˆmio [s, xi][xk, xl, xj] e´ do tipo (3) e o polinoˆmio [s, xk, xi] e´ do
tipo (1), enta˜o g ∈ V .
3.2) g e´ do tipo (9) da forma [s, xi][xj, xkxl] + [s, xj][xi, xkxl].
Uma vez que
g = [s, xi]xk[xj, xl] + [s, xi][xj, xk]xl + [s, xj]xk[xi, xl] + [s, xj][xi, xk]xl
= xk
(
[s, xi][xj, xl] + [s, xj][xi, xl]
)
+ [s, xi, xk][xj, xl]
+[s, xj, xk][xi, xl] +
(




e os polinoˆmios [s, xi][xj, xl] + [s, xj][xi, xl] e [s, xi][xj, xk] + [s, xj][xi, xk] sa˜o do
tipo (4) e os polinoˆmios [s, xi, xk] e [s, xj, xk] sa˜o do tipo (1), enta˜o g ∈ V .
3.3) g e´ do tipo (6) da forma [s, xixj, xkxl].
Uma vez que
g = [s, xixj, xk]xl + xk[s, xixj, xl]
e os polinoˆmios [s, xixj, xk] e [s, xixj, xl] esta˜o em V pelo item 2.2, enta˜o g ∈ V .
3.4) g e´ do tipo (6) da forma [s, xixjxk, xl].
Uma vez que
g = xi[s, xjxk, xl] + [xi, xl][s, xjxk] + [s, xi][xjxk, xl] + [s, xi, xl]xjxk
= xi[s, xjxk, xl] + [s, xjxk][xi, xl] + [s, xi][xjxk, xl]
−[s, xjxk, [xi, xl]]+ [s, xi, xl]xjxk
= xi[s, xjxk, xl] + [s, xjxk][xi, xl] + [s, xi][xjxk, xl]
−[s, xjxk, xixl]+ [s, xjxk, xlxi]+ [s, xi, xl]xjxk,
o polinoˆmio [s, xjxk, xl] esta´ em V pelo item 2.2, [s, xjxk][xi, xl]+[s, xi][xjxk, xl]








esta˜o em V pelo item
3.3 e o [s, xi, xl] e´ do tipo (1), enta˜o g ∈ V .
3.5) g e´ do tipo (6) da forma [s, xi, xjxkxl].
Uma vez que
g = xj[s, xi, xkxl] + [s, xi, xj]xkxl,
o polinoˆmio [s, xi, xkxl] esta´ em V pelo caso 2.1 e o polinoˆmio [s, xi, xj] e´ do
tipo (1), enta˜o g ∈ V .
3.6) g e´ do tipo (7) da forma s[xixj, xk, xl].
Uma vez que
g = sxi[xj, xk, xl] + s[xi, xk][xj, xl] + s[xi, xl][xj, xk] + s[xi, xk, xl]xj
= xis[xj, xk, xl] + [s, xi][xj, xk, xl]
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−s([xi, xk][xl, xj] + [xi, xl][xk, xj])+ s[xi, xk, xl]xj,
os polinoˆmios s[xj, xk, xl] e s[xi, xk, xl] sa˜o do tipo (2), [s, xi][xj, xk, xl] e´ do
tipo (3) e s
(
[xi, xk][xl, xj] + [xi, xl][xk, xj]
)
e´ do tipo (5), enta˜o g ∈ V .
3.7) g e´ do tipo (7) da forma s[xi, xj, xkxl].
Uma vez que g = [xkxl, xj, xi]− [xkxl, xi, xj], enta˜o g ∈ V pelo caso 3.6.
3.8) g e´ do tipo (8).
Nesse caso, necessariamente, g e´ da forma [s, xi][xj, xk, xl] e, portanto, e´ do
tipo (3).
3.9) g e´ do tipo (10).
Nesse caso, necessariamente, g e´ da forma s
(
[xi, xj][xk, xl] + [xi, xk][xj, xl]
)
e,
portanto, e´ do tipo (5).
Lema 3.4. Sejam b1, b2, b3, b4, b5 ∈ K〈X〉 monoˆmios tais que deg bi ≥ 1 (i = 1, . . . , 5) e
5∑
i=1
deg bi = q. Suponha que Gq ⊂ V . Enta˜o
i) [s, b1]
[
b2, b3, [b4, b5]
] ∈ V ;
ii) [s, b1][b2, b3][b4, b5]− [s, b1][b4, b5][b2, b3] ∈ V ;
iii) [s, b1][b2, b3][b4, b5] + [s, b2][b1, b3][b4, b5] ∈ V ;
iv) [s, b1]
(
[b2, b3][b4, b5] + [b2, b4][b3, b5]
) ∈ V ;
v) sb1
(
[b2, b3][b4, b5] + [b2, b4][b3, b5]
) ∈ V
em que s ∈ S.
Demonstrac¸a˜o.
i) Temos
[s, b1][b2, b3, b4b5] = [s, b1]b4[b2, b3, b5] + [s, b1][b2, b3, b4]b5
= b4[s, b1][b2, b3, b5] + [s, b1, b4][b2, b3, b5] + [s, b1][b2, b3, b4]b5,
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e uma vez que [s, b1][b2, b3, b5], [s, b1, b4], [s, b1][b2, b3, b4] ∈ Gq, enta˜o [s, b1][b2, b3, b4b5] ∈ V .
Logo, [s, b1]
[
b2, b3, [b4, b5]
] ∈ V .
ii) Temos
[s, b1][b2, b3][b4, b5] = [s, b1]
[
[b2, b3], [b4, b5]
]
+ [s, b1][b4, b5][b2, b3],
e, portanto, o resultado segue do item anterior.
iii) Uma vez que, por hipo´tese, [s, b1][b2, b3] + [s, b2][b1, b3] ∈ V , enta˜o
[s, b1][b2, b3][b4, b5] + [s, b2][b1, b3][b4, b5] ∈ V.
iv) Segue dos itens anteriores que
[s, b1][b2, b3][b4, b5] + V = −[s, b2][b1, b3][b4, b5] + V = −[s, b2][b4, b5][b1, b3] + V
= [s, b2][b5, b4][b1, b3] + V = −[s, b5][b2, b4][b1, b3] + V = −[s, b5][b1, b3][b2, b4] + V
= [s, b1][b5, b3][b2, b4] + V = [s, b1][b2, b4][b5, b3] + V = −[s, b1][b2, b4][b3, b5] + V.
Portanto, [s, b1][b2, b3][b4, b5] + [s, b1][b2, b4][b3, b5] ∈ V .
v) Uma vez que
sb1
(










[b2, b3][b4, b5] + [b2, b4][b3, b5]
)
,
o resultado segue do fato de que [s, b1]
(
[b2, b3][b4, b5] + [b2, b4][b3, b5]
) ∈ V (pelo item iv) e
s
(
[b2, b3][b4, b5] + [b2, b4][b3, b5]
) ∈ Gq ⊂ V .
Lema 3.5. W = V .
Demonstrac¸a˜o. De acordo com o lema 3.2 e´ suficiente mostrar que I = V . Como ja´ foi
observado, a inclusa˜o V ⊂ I e´ imediata. Para mostrar que I ⊂ V e´ suficiente mostrar
que os polinoˆmios dos tipos (6)− (10) esta˜o em V . Seja g um polinoˆmio de um dos tipos
(6) − (10) tal que m(g) = q. A prova sera´ feita por induc¸a˜o sobre q. Sabemos que se
q < 5, enta˜o g ∈ V (lema 3.3). Desta forma, a base da induc¸a˜o esta´ dada. Suponha que
q ≥ 5 e que Gq ⊂ V . A demonstrac¸a˜o sera´ dividida em 5 casos, para cada um dos tipos
(6)− (10).
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1o Caso. g e´ do tipo (10),
g = s
(
[a1, a2][a3, a4] + [a1, a3][a2, a4]
)
.
Temos que, para algum j (1 ≤ j ≤ 4), aj = bc com 1 ≤ deg b, deg c < deg aj. Suponha
que a1 = bc. Assim,
s
(





























Uma vez que s[b, a2, c], s[b, a3, c] ∈ Gq ⊂ V e
sb
(




[b, a2][a3, a4] + [b, a3][a2, a4]
) ∈ V,
pelo item v do lema 3.4, temos que g ∈ V .
Suponha que a2 = bc. Temos
s
(














































































]− [s, b, a1])[c, [a3, a4]]+ [a1, b](s[c, a3, a4]− s[c, a4, a3]).
Uma vez que
s[a1, a3, b], s
(




















[a1, c][a3, a4] + [a1, a3][c, a4]
) ∈ V pelo item v do lema 3.4, temos que g ∈ V .
Por fim, suponha que a4 = bc. Temos
s
(


































s[a1, a2, b], s[a1, a3, b], s
(
[a1, a2][a3, b] + [a1, a3][a2, b]
) ∈ Gq ⊂ V
e sb
(
[a1, a2][a3, c] + [a1, a3][a2, c]
) ∈ V pelo item v do lema 3.4, temos que g ∈ V .
2o Caso. g e´ do tipo (8),
g = [s, a1][a2, a3, a4].
Temos que, para algum j (1 ≤ j ≤ 4), aj = bc com 1 ≤ deg b, deg c < deg aj. Suponha
que a1 = bc. Assim,
[s, bc][a2, a3, a4] = b
(
[s, c][a2, a3, a4]
)
+ [s, b]c[a2, a3, a4]
= b
(











Uma vez que [s, c][a2, a3, a4], [s, b][a2, a3, a4], [s, b, c] ∈ Gq ⊂ V , temos g ∈ V .
Suponha que a2 = bc. Temos
[s, a1][bc, a3, a4] = [s, a1]
(




[b, a3][c, a4] + [b, a4][c, a3]
)
+ [s, a1]b[c, a3, a4] +
(















[c, a3, a4] +
(
[s, a1][b, a3, a4]
)
c.
Uma vez que [s, a1][c, a3, a4], [s, a1, b], [s, a1][b, a3, a4] ∈ Gq ⊂ V e [s, a1]
(
[b, a3][a4, c] +
[b, a4][a3, c]
) ∈ V , pelo item iv do lema 3.4, temos que g ∈ V .
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Os subcasos em que a3 = bc e a4 = bc decorrem do subcaso anterior, respectivamente,
pela anticomutatividade e pela identidade de Jacobi.
3o Caso. g e´ do tipo (7),
g = s[a1, a2, a3].
Temos que, para algum j (1 ≤ j ≤ 3), aj = bc com 1 ≤ deg b, deg c < deg aj. Suponha
que a1 = bc. Assim,
s[bc, a2, a3] = s
(
[b, a2][c, a3] + [b, a3][c, a2] + b[c, a2, a3] + [b, a2, a3]c
)
= −s([b, a2][a3, c] + [b, a3][a2, c])+ sb[c, a2, a3] + (s[b, a2, a3])c
= −s([b, a2][a3, c] + [b, a3][a2, c])+ b(s[c, a2, a3])





Uma vez que s[c, a2, a3], s[b, a2, a3] ∈ Gq ⊂ V , s
(
[b, a2][a3, c] + [b, a3][a2, c]
) ∈ V , pelo 1o
caso, e [s, b][c, a2, a3] ∈ V , pelo 2o caso, temos que g ∈ V .
Os subcasos em que a2 = bc e a3 = bc decorrem do subcaso anterior, respectivamente,
pela anticomutatividade e pela identidade de Jacobi.
4o Caso. g e´ do tipo (9),
g = [s, a1][a2, a3] + [s, a2][a1, a3].
Temos que, para algum j (1 ≤ j ≤ 3), aj = bc com 1 ≤ deg b, deg c < deg aj. Suponha
que a1 = bc. Assim,
[s, bc][a2, a3] + [s, a2][bc, a3] =
(




























] ∈ V , pelo 2o caso, temos que g ∈ V .
Por fim, suponha que a3 = bc. Temos
[s, a1][a2, bc] + [s, a2][a1, bc] =
(























[s, a1][a2, b] + [s, a2][a1, b]
)
c.
Uma vez que [s, a1][a2, c] + [s, a2][a1, c], [s, a1, b], [s, a2, b], [s, a1][a2, b] + [s, a2][a1, b] ∈ Gq ⊂
V , temos que g ∈ V .
5o Caso. g e´ do tipo (6),
g = [s, a1, a2].
Temos que, para algum j (1 ≤ j ≤ 2), aj = bc com 1 ≤ deg b, deg c < deg aj. Suponha
que a1 = bc. Assim,
[s, bc, a2] = −[bc, s, a2] = −[b, s][c, a2]− [b, a2][c, s]− [b, s, a2]c− b[c, s, a2]








= [s, b][c, a2] + [s, c][b, a2]−
[










= [s, b][c, a2] + [s, c][b, a2]−
[















Uma vez que [s, c, b], [s, c, a2], [s, b, a2] ∈ Gq ⊂ V e [s, b][c, a2] + [s, c][b, a2] ∈ V , pelo 4o
caso, temos que g ∈ V .
Por fim, suponha que a2 = bc. Temos









Uma vez que [s, a1, c], [s, a1, b] ∈ Gq ⊂ V , temos que g ∈ V .
Em outras palavras, o lema 3.5 afirma que se
• S e´ um subconjunto (na˜o vazio) de K〈X〉,
• U e´ o ideal bilateral de K〈X〉 gerado, como ideal bilateral, por S e
• W e´ o ideal bilateral de K〈X〉 gerado, como ideal bilateral, pelos elementos da forma
[u, a1, a2] em que u ∈ U e a1, a2 ∈ K〈X〉,
enta˜o W coincide com o ideal bilateral de K〈X〉 gerado, como ideal bilateral, pelos
polinoˆmios
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(1) [s, xi1 , xi2 ];
(2) s[xi1 , xi2 , xi3 ];
(3) [s, xi1 ][xi2 , xi3 , xi4 ];
(4) [s, xi1 ][xi2 , xi3 ] + [s, xi2 ][xi1 , xi3 ];
(5) s
(
[xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]
)
,
em que xij ∈ X e s ∈ S.
3.2 Me´todo recursivo para obter os geradores de T (n)
Sejam a, b, u, v, w ∈ K〈X〉. Temos
[ab, u, v] = [u, a][v, b] + [v, a][u, b] + [a, u, v]b+ a[b, u, v] e
[v, a][u, b] =
[
[v, a], [u, b]
]
+ [u, b][v, a].
Portanto,
[u, a][v, b] + [u, b][v, a] = −[u, ab, v] + [[u, b], [v, a]]+ [u, a, v]b+ a[u, b, v] (3.1)
Ale´m disso, temos
[ab, u, v, w] =
[
















[a, u, v]b, w
]
= [a, u][b, v, w] + [a, u, w][b, v] + [a, v][b, u, w] + [a, v, w][b, u]
+a[b, u, v, w] + [a, w][b, u, v] + [a, u, v][b, w] + [a, u, v, w]b
= −([u, a][b, v, w] + [u, b][a, v, w])+ [[u, b], [a, v, w]]− ([u, a, w][b, v] + [u, a, v][b, w])
−([u, b, w][a, v]+[u, b, v][a, w])+[[u, b, w], [a, v]]+[[u, b, v], [a, w]]+a[b, u, v, w]+[a, u, v, w]b,
e, portanto,
[u, a][b, v, w] + [u, b][a, v, w]
= [u, ab, v, w]− ([u, a, w][b, v] + [u, a, v][b, w])− ([u, b, w][a, v] + [u, b, v][a, w])
+
[








[u, b, v], [a, w]
]
− a[u, b, v, w]− [u, a, v, w]b.
(3.2)
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Por definic¸a˜o, T (1) = K〈X〉 e T (n), n ≥ 2, e´ o ideal bilateral de K〈X〉 gerado pelos
comutadores [a1, . . . , an] em que ai ∈ A. Tendo em vista que o comutador [a1, . . . , an] e´
linear em cada entrada, considere que esses ai’s sa˜o monoˆmios de K〈X〉. Desta forma, os
elementos de T (n) sa˜o combinac¸o˜es lineares de elementos da forma b[a1, . . . , an]c em que
b, c ∈ K〈X〉 e ai e´ um monoˆmio de K〈X〉. Uma vez que
b[a1, . . . , an]c = bc[a1, . . . , an] + b
[
[a1, a2], a3, . . . , an, c],
enta˜o T (n) e´ gerado, como K-mo´dulo, pelos elementos da forma b[a1, . . . , an] em que b ∈
K〈X〉 e ai e´ um monoˆmio de K〈X〉.
O lema abaixo e´ conhecido e pode, por exemplo, ser encontrado em [36].
Lema 3.6. Sejam a1, a2, a3, a4, b1, . . . , bn−3 ∈ K〈X〉, n ≥ 4, e σ ∈ S4. Enta˜o
[b1, b2, . . . , bn−3, aσ(1)][aσ(2), aσ(3), aσ(4)] ≡ (−1)σ[b1, b2, . . . , bn−3, a1][a2, a3, a4] (mod T (n)).
Demonstrac¸a˜o. Fazendo as substituic¸o˜es a = a1, b = a4, u = [b1, . . . , bn−3] e v = [a2, a3]
na equac¸a˜o 3.1, temos
[b1, . . . , bn−3, a1][a2, a3, a4] ≡ −[b1, . . . , bn−3, a4][a2, a3, a1] (mod T (n)) (?).
Por outro lado, fazendo as substituic¸o˜es a = a1, b = a3, u = [b1, . . . , bn−2] e v = a2 na
equac¸a˜o 3.1, temos
[b1, . . . , bn−2, a1][a2, a3] ≡ −[b1, . . . , bn−2, a3][a2, a1] (mod T (n)) (??).
Fazendo agora, na equac¸a˜o 3.2, as substituic¸o˜es a = a1, b = a2, v = a3, w = a4 e
u = [b1, . . . , bn−3], e usando (??) temos
[b1, . . . , bn−3, a1][a2, a3, a4] ≡ −[b1, . . . , bn−3, a2][a1, a3, a4] (mod T (n)) (? ? ?).
O resultado segue de (?) e (? ? ?).
Seja L(n), n > 1, o K-mo´dulo de K〈X〉 gerado pelo conjunto{[
a1, . . . , an
] ∣∣ a1, . . . , an ∈ K〈X〉}.
Ale´m disso, admita que L(1) = K〈X〉.
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Lema 3.7. Se 1
3
∈ K, enta˜o L(n−2)L(3) ⊂ T (n) para todo n ≥ 3.
Demonstrac¸a˜o. Claramente a inclusa˜o ocorre quando n = 3, basta ver que L(1)L(3) =
T (3). Se n ≥ 4, enta˜o e´ suficiente mostrar que [b1, . . . , bn−2][a1, a2, a3] ∈ T (n) para todos
b1, . . . , bn−2, a1, a2, a3 ∈ K〈X〉. Usando o lema 3.6 temos que
[b1, . . . , bn−2][a2, a3, a1] ≡ [b1, . . . , bn−2][a1, a2, a3] (mod T (n))
e
[b1, . . . , bn−2][a3, a1, a2] ≡ [b1, . . . , bn−2][a1, a2, a3] (mod T (n)).
E uma vez que
[b1, . . . , bn−2][a1, a2, a3] + [b1, . . . , bn−2][a2, a3, a1] + [b1, . . . , bn−2][a3, a1, a2] = 0,
enta˜o 3[b1, . . . , bn−2][a1, a2, a3] ≡ 0 (mod T (n)).
Note que na prova do lema 3.6 mostramos que [a, c][b, d] + [a, d][b, c] ∈ T (n) para todos
a ∈ L(n−2) e b, c, d ∈ K〈X〉. Usaremos esse fato na demonstrac¸a˜o do lema abaixo.
Lema 3.8. Se 1
3
∈ K, enta˜o T (n) = K〈X〉[T (n−2),K〈X〉,K〈X〉] para todo n ≥ 3.
Demonstrac¸a˜o. Para n = 3 basta ver que T (3) = K〈X〉[K〈X〉,K〈X〉,K〈X〉]. Suponha
enta˜o que n ≥ 4. Temos que T (n) e´ gerado como K-mo´dulo por elementos da forma
a[b1, . . . , bn], em que a, b1, . . . , bn ∈ K〈X〉. Portanto, T (n) ⊂ K〈X〉
[
T (n−2),K〈X〉,K〈X〉].
Para mostrar que K〈X〉[T (n−2),K〈X〉,K〈X〉] ⊂ T (n) e´ suficiente verificar que [ba, c, d] ∈
T (n) para todos a ∈ L(n−2) e b, c, d ∈ K〈X〉. Temos
[ab, c, d] = a[b, c, d] + [a, c, d]b+ [a, c][b, d] + [a, d][b, c],
e uma vez que [a, c, d]b ∈ T (n), a[b, c, d] ∈ L(n−2)L(3) ⊂ T (n) e [a, c][b, d] + [a, d][b, c] ∈ T (n)
segue o resultado.
Deve-se observar que a inclusa˜o K〈X〉[T (n−2),K〈X〉,K〈X〉] ⊂ T (n), que e´ a parte na˜o
trivial do lema 3.8, e´ conhecida e aparece, por exemplo, em [22].
O teorema abaixo e´ o resultado principal desta sec¸a˜o e equivale ao teorema 1.7 enun-
ciado no cap´ıtulo 1 (introduc¸a˜o).
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Teorema 3.9. Se 1
3
∈ K e Fn−2 (n ≥ 3) e´ um conjunto de polinoˆmios de K〈X〉 que gera,
como ideal bilateral, T (n−2), enta˜o T (n) e´ gerado, como ideal bilateral, pelos polinoˆmios
(1) [f, xi1 , xi2 ];
(2) f [xi1 , xi2 , xi3 ];
(3) [f, xi1 ][xi2 , xi3 , xi4 ];
(4) [f, xi1 ][xi2 , xi3 ] + [f, xi2 ][xi1 , xi3 ];
(5) f
(
[xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]
)
,
em que f ∈ Fn−2 e xij ∈ X.
Demonstrac¸a˜o. Segue do lema 3.8 que T (n) e´ gerado, como ideal bilateral, pelos elementos
da forma [u, a1, a2] onde u ∈ T (n−2) e a1, a2 ∈ K〈X〉. Sendo Fn−2 (n ≥ 3) um conjunto de
polinoˆmios de K〈X〉 que gera, como ideal bilateral, T (n−2), o resultado e´ uma consequeˆncia
imediata do lema 3.5 (veja a conclusa˜o da sec¸a˜o 3.1 deste cap´ıtulo).
Nos exemplos abaixo considere que 1
3
∈ K.
Exemplo 3.10. Seja F2 = {[xi, xj] | xi, xj ∈ X}. Conforme veremos abaixo (corola´rio
3.14), T (2) e´ gerado como ideal bilateral pelo conjunto F2. Desta forma, pelo teorema 3.9,
T (4) e´ gerado como ideal bilateral pelos polinoˆmios
(11) [xi1 , xi2 , xi3 , xi4 ];
(12) [xi1 , xi2 ][xi3 , xi4 , xi5 ];
(13) [xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ];
(14) [xi1 , xi2 , xi3 ][xi4 , xi5 ] + [xi1 , xi2 , xi4 ][xi3 , xi5 ];
(15) [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
,
em que xij ∈ X. Note que
[xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ] = [xi1 , xi2 ]xi3 [xi4 , xi5 , xi6 ]− xi3 [xi1 , xi2 ][xi4 , xi5 , xi6 ]
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= [xi1 , xi2 ][xi4 , xi5 , xi6 ]︸ ︷︷ ︸
(12)
xi3 − [xi1 , xi2 ] [xi4 , xi5 , xi6 , xi3 ]︸ ︷︷ ︸
(11)
−xi3 [xi1 , xi2 ][xi4 , xi5 , xi6 ]︸ ︷︷ ︸
(12)
,
e, portanto, os polinoˆmios do tipo (13) esta˜o no ideal bilateral gerado pelos polinoˆmios dos
tipos (11) e (12). Temos ainda
[xi1 , xi2 , xi3 ][xi4 , xi5 ] + [xi1 , xi2 , xi4 ][xi3 , xi5 ]




[xi1 , xi2 , xi3 ], [xi4 , xi5 ]
]













[xi1 , xi2 , xi4 ], [xi3 , xi5 ]
]
esta˜o no ideal bilateral gerado pelos
polinoˆmios do tipo (11), basta notar por exemplo que
[
[xi1 , xi2 , xi3 ], [xi4 , xi5 ]
]
= [xi1 , xi2 , xi3 , xi4 , xi5 ]− [xi1 , xi2 , xi3 , xi5 , xi4 ]
= [xi1 , xi2 , xi3 , xi4 ]xi5 − xi5 [xi1 , xi2 , xi3 , xi4 ]− [xi1 , xi2 , xi3 , xi5 ]xi4 + xi4 [xi1 , xi2 , xi3 , xi5 ].
Portanto, os polinoˆmios do tipo (14) esta˜o no ideal bilateral gerado pelos polinoˆmios dos
tipos (11) e (12). Assim, T (4) e´ gerado como ideal bilateral pelos polinoˆmios dos tipos
(11), (12) e (15).
Exemplo 3.11. Seja F4 o conjunto formado pelos polinoˆmios (11), (12) e (15). Desta
forma, pelo teorema 3.9, T (6) e´ gerado como ideal bilateral pelos polinoˆmios
(16) [xi1 , xi2 , xi3 , xi4 , xi5 , xi6 ];
(17) [xi1 , xi2 , xi3 , xi4 ][xi5 , xi6 , xi7 ];
(18) [xi1 , xi2 , xi3 , xi4 , xi5 ][xi6 , xi7 , xi8 ];
(19) [xi1 , xi2 , xi3 , xi4 , xi5 ][xi6 , xi7 ] + [xi1 , xi2 , xi3 , xi4 , xi6 ][xi5 , xi7 ];
(20) [xi1 , xi2 , xi3 , xi4 ]
(





[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi6 , xi7
]
;




[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi6
]
[xi7 , xi8 , xi9 ];
(24)
[
[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi6
]
[xi7 , xi8 ] +
[
[xi1 , xi2 ][xi3 , xi4 , xi5 ], xi7
]
[xi6 , xi8 ];
(25) [xi1 , xi2 ][xi3 , xi4 , xi5 ]
(





[xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
, xi7 , xi8
]
;
(27) [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)
[xi7 , xi8 , xi9 ];
(28)
[
[xi1 , xi2 ]
(









[xi1 , xi2 ]
(








[xi1 , xi2 ]
(







(30) [xi1 , xi2 ]
(
[xi3 , xi4 ][xi5 , xi6 ] + [xi3 , xi5 ][xi4 , xi6 ]
)(
[xi7 , xi8 ][xi9 , xi10 ] + [xi7 , xi9 ][xi8 , xi10 ]
)
,
em que xij ∈ X.
Exemplo 3.12. Temos que T (1) e´ gerado, como ideal bilateral, por 1, isto e´, F1 =
{1}. Desta forma, pelo teorema 3.9, T (3) e´ gerado como ideal bilateral pelos polinoˆmios
[xi1 , xi2 , xi3 ] e [xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]




m (m,n ≥ 2) o ideal bilateral de K〈X〉 gerado pelos elementos da forma
[a1, . . . , an−1, an]
em que a1, . . . , an sa˜o monoˆmios de K〈X〉 tais que a1, . . . , an−1 teˆm grau menor ou igual a
m e an tem grau 1. Note que M
(n)
r ⊂M (n)s ⊂ T (n) para todo n ≥ 2 e para todos 2 ≤ r < s.
Lema 3.13. Os polinoˆmios do tipo
(∗) [a1, . . . , an−1, an] (n ≥ 2)
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em que a1, . . . , an sa˜o monoˆmios de K〈X〉 tais que a1, . . . , an−1 teˆm grau menor ou igual
a m esta˜o em M
(n)
m .
Demonstrac¸a˜o. A prova sera´ feita por induc¸a˜o sobre o grau de an. Se deg an = 1, os
polinoˆmios do tipo (∗), por definic¸a˜o, pertencem a M (n)m . Suponha que deg an = r > 1 e
que os polinoˆmios do tipo (∗) tais que deg an < r estejam em M (n)m . Enta˜o an = xi1 . . . xir ,
onde xij ∈ X. Temos
[a1, . . . , an−1, xi1xi2 . . . xir−1xir ]
= xi1xi2 . . . xir−1 [a1, . . . , an−1, xir ] + [a1, . . . , an−1, xi1xi2 . . . xir−1 ]xir ,
e uma vez que [a1, . . . , an−1, xir ] e [a1, . . . , an−1, xi1xi2 . . . xir−1 ] esta˜o em M
(n)
m pela hipo´tese
de induc¸a˜o, enta˜o [a1, . . . , an] ∈M (n)m .
Corola´rio 3.14. T (2) e´ gerado como ideal bilateral pelos elementos da forma [xi, xj] para
todos xi, xj ∈ X.
Demonstrac¸a˜o. Por definic¸a˜o, T (2) e´ gerado, como ideal bilateral em K〈X〉, pelos elemen-
tos da forma [a, b] em que a, b ∈ K〈X〉. Pela anti-simetria, segue que o ideal bilateral
gerado pelos elementos da forma [a, xj] coincide com o ideal bilateral gerado pelos ele-
mentos da forma [xj, a]. Assim, e´ suficiente observar que de acordo com a demonstrac¸a˜o
do lema acima, [a, b] esta´ no ideal gerado pelos elementos da forma [a, xj].
Uma consequeˆncia do corola´rio acima e´ que M
(2)
m = T (2) para todo m ≥ 2. Nesta
sec¸a˜o mostraremos que para todo n ≥ 2, M (n)2 = T (n) (quando 16 ∈ K) e M (n)3 = T (n)
(quando 1
3
∈ K). Ambos os resultados aparecem aqui como consequeˆncia do teorema
3.9. No caminho para se chegar a esses resultados apresentaremos, em um conjunto de
lemas, alguns elementos de K〈X〉 que esta˜o em M (n)2 (e, portanto em M (n)3 ). Tambe´m sera´
necessa´rio obtermos elementos espec´ıficos de M
(n)
3 . Isso sera´ feito promovendo pequenas
variac¸o˜es nas demonstrac¸o˜es de alguns lemas. Na sequeˆncia desta sec¸a˜o, as observac¸o˜es
teˆm essa finalidade. Assim, os lemas dizem respeito a M
(n)
2 e as observac¸o˜es a M
(n)
3 .
Na demonstrac¸a˜o dos pro´ximos treˆs lemas usaremos a equac¸a˜o 3.1 dada anteriormente,
isto e´,
[u, a][v, b] + [u, b][v, a] = −[u, ab, v] + [[u, b], [v, a]]+ [u, a, v]b+ a[u, b, v]
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em que a, b, u, v ∈ K〈X〉.
Lema 3.15. Seja n ≥ 3 e sejam a1, . . . , an−2 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Enta˜o
[a1, . . . , an−2, xi][xk, xl, xj] + [a1, . . . , an−2, xj][xk, xl, xi] ≡ 0 (mod M (n)2 )
Demonstrac¸a˜o. Na equac¸a˜o 3.1 fac¸a a = xi, b = xj, u = [a1, . . . , an−2] e v = [xk, xl].
Desta forma, o primeiro membro dessa equac¸a˜o e´ a expressa˜o que queremos mostrar que
esta´ em M
(n)
2 . Quanto aos termos que esta˜o no segundo membro da equac¸a˜o, temos
[u, ab, v] =
[








a1, . . . , an−2, xj, [xk, xl, xi]
]
,
[u, a, v]b =
[
a1, . . . , an−2, xi, [xk, xl]
]
xj,
a[u, b, v] = xi[a1, . . . , an−2, xj, [xk, xl]
]
.
Portanto, como consequeˆncia do lema 3.13, [u, ab, v],
[
[u, b], [v, a]
]
, [u, a, v]b, a[u, b, v] ∈
M
(n)
2 , o que conclui a demonstrac¸a˜o.







]− [u, b, a],
onde u, a, b ∈ K〈X〉.
Lema 3.16. Seja n ≥ 4 e sejam a1, . . . , an−3, c monoˆmios de K〈X〉 de grau menor ou
igual a 2. Enta˜o
[a1, . . . , an−3, xi][c, xk, xj] + [a1, . . . , an−3, xj][c, xk, xi] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. Na equac¸a˜o 3.1 fac¸a a = xi, b = xj, u = [a1, . . . , an−3] e v = [c, xk]. Desta
forma, o primeiro membro dessa equac¸a˜o e´ a expressa˜o que queremos mostrar que esta´
em M
(n)
2 . Quanto aos termos que esta˜o no segundo membro da equac¸a˜o, temos
[u, ab, v] =
[




a1, . . . , an−3, xixj, c, xk
]− [a1, . . . , an−3, xixj, xk, c],
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[








a1, . . . , an−3, xj, [c, xk], xi
]− [a1, . . . , an−3, xj, xi, [c, xk]]
=
[
[a1, . . . , an−3, xj, c, xk], xi
]− [[a1, . . . , an−3, xj, xk, c], xi]
−[[a1, . . . , an−3, xj, xi, c], xk]+ [[a1, . . . , an−3, xj, xi, xk], c],
[u, a, v]b =
[













a[u, b, v] = xi
[




a1, . . . , an−3, xj, c, xk
]− xi[a1, . . . , an−3, xj, xk, c].
Portanto, como consequeˆncia do lema 3.13, [u, ab, v],
[
[u, b], [v, a]
]
, [u, a, v]b, a[u, b, v] ∈
M
(n)
2 , o que conclui a demonstrac¸a˜o.
Observac¸a˜o 3.17. Se na equac¸a˜o 3.1 fizermos a = xixm, b = xj, u = [a1, . . . , an−3] (ai
monoˆmio de K〈X〉 de grau menor ou igual a 2), e v = [xl, xk], enta˜o o primeiro membro
dessa equac¸a˜o sera´ igual a
[a1, . . . , an−3, xixm][xl, xk, xj] + [a1, . . . , an−3, xj][xl, xk, xixm].
Essa expressa˜o e´ um elemento de M
(n)
2 ? Temos que o termo [u, ab, v], do segundo membro
dessa equac¸a˜o, com as substituic¸o˜es acima ficara´ igual a
[




a1, . . . , an−3, xixmxj, xl, xk
]− [a1, . . . , an−3, xixmxj, xk, xl].
E o que se pode afirmar, com certeza, e´ que esse termo esta´ em M
(n)
3 . Quanto aos demais
termos do segundo membro da equac¸a˜o 3.1, as substituic¸o˜es resultara˜o em elementos de
M
(n)
2 (refac¸a a demonstrac¸a˜o do lema 3.16 com essas substituic¸o˜es). Desta forma,
[a1, . . . , an−3, xixm][xl, xk, xj] + [a1, . . . , an−3, xj][xl, xk, xixm] ≡ 0 (mod M (n)3 ).
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Lema 3.18. Seja n ≥ 3 e sejam a1, . . . , an−2, c monoˆmios de K〈X〉 de grau menor ou
igual a 2. Enta˜o
[a1, . . . , an−2, xi][c, xj] + [a1, . . . , an−2, xj][c, xi] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. Na equac¸a˜o 3.1 fac¸a a = xi, b = xj, u = [a1, . . . , an−2] e v = c. Desta
forma, o primeiro membro dessa equac¸a˜o e´ a expressa˜o que queremos mostrar que esta´
em M
(n)
2 . Quanto aos termos que esta˜o no segundo membro da equac¸a˜o, temos
[u, ab, v] =
[








a1, . . . , an−2, xj, [c, xi]
]
,
[u, a, v]b =
[




a[u, b, v] = xi
[
a1, . . . , an−2, xj, c
]
.
Portanto, como consequeˆncia do lema 3.13, [u, ab, v],
[
[u, b], [v, a]
]
, [u, a, v]b, a[u, b, v] ∈
M
(n)
2 , o que conclui a demonstrac¸a˜o.
Observac¸a˜o 3.19. Se na equac¸a˜o 3.1 fizermos a = xixl, b = xj, u = [a1, . . . , an−2] e
v = c (a1, . . . , an e c monoˆmios de K〈X〉 de grau menor ou igual a 2), enta˜o o primeiro
membro dessa equac¸a˜o sera´ igual a
[a1, . . . , an−2, xixl][c, xj] + [a1, . . . , an−2, xj][c, xixl].
Essa expressa˜o e´ um elemento de M
(n)
2 ? Temos que o termo [u, ab, v], do segundo membro
dessa equac¸a˜o, com as substituic¸o˜es acima ficara´ igual a
[
a1, . . . , an−2, xixlxj, c].
E o que se pode afirmar, com certeza, e´ que esse termo esta´ em M
(n)
3 . Quanto aos demais
termos do segundo membro da equac¸a˜o 3.1, as substituic¸o˜es resultara˜o em elementos de
M
(n)
2 (refac¸a a demonstrac¸a˜o do lema 3.18 com essas substituic¸o˜es). Desta forma,
[a1, . . . , an−2, xixl][c, xj] + [a1, . . . , an−2, xj][c, xixl] ≡ 0 (mod M (n)3 ).
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Na demonstrac¸a˜o dos dois lemas seguintes usaremos a equac¸a˜o 3.2 dada anteriormente,
isto e´,
[u, a][b, v, w] + [u, b][a, v, w]
= [u, ab, v, w]− ([u, a, w][b, v] + [u, a, v][b, w])− ([u, b, w][a, v] + [u, b, v][a, w])
+
[








[u, b, v], [a, w]
]− a[u, b, v, w]− [u, a, v, w]b,
em que a, b, u, v, w ∈ K〈X〉.
Lema 3.20. Seja n ≥ 3 e sejam a1, . . . , an−2 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Enta˜o
[a1, . . . , an−2, xi][xj, xk, xl] + [a1, . . . , an−2, xj][xi, xk, xl] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. Na equac¸a˜o 3.2 fac¸a a = xi, b = xj, u = [a1, . . . , an−2], v = xk e w = xl.
Desta forma, o primeiro membro dessa equac¸a˜o e´ a expressa˜o que queremos mostrar que
esta´ em M
(n)
2 . Quanto aos termos que esta˜o no segundo membro da equac¸a˜o, temos
[u, ab, v, w] =
[




[a1, . . . , an−2, xixj, xk], xl
] ∈M (n)2 ,[




a1, . . . , an−2, xj, [xi, xk, xl]
] ∈M (n)2 (pelo lema 3.13),[




[a1, . . . , an−2, xj, xl], [xi, xk]
] ∈M (n)2 ,[




[a1, . . . , an−2, xj, xk], [xi, xl]
] ∈M (n)2 ,
[u, a, w][b, v] + [u, a, v][b, w]
= [a1, . . . , an−2, xi, xl][xj, xk] + [a1, . . . , an−2, xi, xk][xj, xl] ∈M (n)2 ,
[u, b, w][a, v] + [u, b, v][a, w]
= [a1, . . . , an−2, xj, xl][xi, xk] + [a1, . . . , an−2, xj, xk][xi, xl] ∈M (n)2 ,
a[u, b, v, w] = xi
[
[a1, . . . , an−2, xj, xk], xl
] ∈M (n)2
e
[u, a, v, w]b =
[
[a1, . . . , an−2, xi, xk], xl
]
xj ∈M (n)2 ,
de onde segue o resultado.
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Lema 3.21. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Enta˜o
[a1, . . . , an−3, xi][xj, xk, xl] + [a1, . . . , an−3, xj][xi, xk, xl] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. Na equac¸a˜o 3.2 fac¸a a = xi, b = xj, u = [a1, . . . , an−3], v = xk e w = xl.
Desta forma, o primeiro membro dessa equac¸a˜o e´ a expressa˜o que queremos mostrar que
esta´ em M
(n)
2 . Quanto aos termos que esta˜o no segundo membro da equac¸a˜o, temos
[u, ab, v, w] =
[
a1, . . . , an−3, xixj, xk, xl
] ∈M (n)2 ,
[








a1, . . . , an−3, xj, [xi, xk], xl
]− [a1, . . . , an−3, xj, xl, [xi, xk]]
=
[
a1, . . . , an−3, xj, xixk, xl
]− [a1, . . . , an−3, xj, xkxi, xl]
−[a1, . . . , an−3, xj, xl, [xi, xk]] ∈M (n)2 (pelo lema 3.13),
[




a1, . . . , an−3, xj, xl, [xi, xk]
] ∈M (n)2 (pelo lema 3.13),
[




a1, . . . , an−3, xj, xk, [xi, xl]
] ∈M (n)2 (pelo lema 3.13),
[u, a, w][b, v] + [u, a, v][b, w]
= [a1, . . . , an−3, xi, xl][xj, xk] + [a1, . . . , an−3, xi, xk][xj, xl] ∈M (n)2 (pelo lema 3.18),
[u, b, w][a, v] + [u, b, v][a, w]
= [a1, . . . , an−3, xj, xl][xi, xk] + [a1, . . . , an−3, xj, xk][xi, xl] ∈M (n)2 (pelo lema 3.18),
a[u, b, v, w] = xi
[
a1, . . . , an−3, xj, xk, xl
] ∈M (n)2
e
[u, a, v, w]b =
[
a1, . . . , an−3, xi, xk, xl
]
xj ∈M (n)2 ,
de onde segue o resultado.
68
Observac¸a˜o 3.22. Se na equac¸a˜o 3.2 fizermos a = xi, b = xjxm, u = [a1, . . . , an−3]
(ai monoˆmio de K〈X〉 de grau menor ou igual a 2), v = xk e w = xl, enta˜o o primeiro
membro dessa equac¸a˜o sera´ igual a
[a1, . . . , an−3, xi][xjxm, xk, xl] + [a1, . . . , an−3, xjxm][xi, xk, xl].
Essa expressa˜o e´ um elemento de M
(n)
2 ? Temos que o termo [u, ab, v, w], do segundo
membro dessa equac¸a˜o, com as substituic¸o˜es acima ficara´ igual a[
a1, . . . , an−3, xixjxm, xk, xl
]
.
E o que se pode afirmar, com certeza, e´ que esse termo esta´ em M
(n)
3 . Quanto aos demais
termos do segundo membro da equac¸a˜o 3.2, as substituic¸o˜es resultara˜o em elementos de
M
(n)
2 (refac¸a a demonstrac¸a˜o do lema 3.21 com essas substituic¸o˜es). Desta forma,
[a1, . . . , an−3, xi][xjxm, xk, xl] + [a1, . . . , an−3, xjxm][xi, xk, xl] ≡ 0 (mod M (n)3 ).
Observac¸a˜o 3.23. Se na equac¸a˜o 3.2 fizermos a = xi, b = xj, u = [a1, . . . , an−3] (ai
monoˆmio de K〈X〉 de grau menor ou igual a 2), v = xk e w = xlxm, enta˜o o primeiro
membro dessa equac¸a˜o sera´ igual a
[a1, . . . , an−3, xi][xj, xk, xlxm] + [a1, . . . , an−3, xj][xi, xk, xlxm].
Essa expressa˜o e´ um elemento de M
(n)
2 ? Temos que os termos [u, a, w][b, v] + [u, a, v][b, w]
e [u, b, w][a, v] + [u, b, v][a, w], do segundo membro dessa equac¸a˜o, com as substituic¸o˜es
acima ficara˜o iguais a
[a1, . . . , an−3, xi, xlxm][xj, xk] + [a1, . . . , an−3, xi, xk][xj, xlxm]
e
[a1, . . . , an−3, xj, xlxm][xi, xk] + [a1, . . . , an−3, xj, xk][xi, xlxm],
respectivamente. Segue da observac¸a˜o 3.19 que esses termos esta˜o em M
(n)
3 . Quanto
aos demais termos do segundo membro da equac¸a˜o 3.2, as substituic¸o˜es resultara˜o em
elementos de M
(n)
2 (refac¸a a demonstrac¸a˜o do lema 3.21 com essas substituic¸o˜es). Desta
forma,
[a1, . . . , an−3, xi][xj, xk, xlxm] + [a1, . . . , an−3, xj][xi, xk, xlxm] ≡ 0 (mod M (n)3 ).
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Corola´rio 3.24. Seja n ≥ 3 e sejam a1, . . . , an−2 monoˆmios de K〈X〉 de grau menor ou
igual a 2. Enta˜o
[a1, . . . , an−2, xiσ(1) ][xiσ(2) , xiσ(3) , xiσ(4) ] ≡ (−1)σ[a1, . . . , an−2, xi1 ][xi2 , xi3 , xi4 ] (mod M (n)2 )
em que σ ∈ S4.
Demonstrac¸a˜o. E´ uma consequeˆncia dos lemas 3.15 e 3.20.
Corola´rio 3.25. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor ou
igual a 2. Enta˜o
[a1, . . . , an−3, xiσ(1) ][xiσ(2) , xiσ(3) , xiσ(4) ] ≡ (−1)σ[a1, . . . , an−3, xi1 ][xi2 , xi3 , xi4 ] (mod M (n)2 )
em que σ ∈ S4.
Demonstrac¸a˜o. E´ uma consequeˆncia dos lemas 3.16 e 3.21.
Lema 3.26. Seja n ≥ 3 e sejam a1, . . . , an−2 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Se 1
3
∈ K, enta˜o
[a1, . . . , an−2, xi][xj, xk, xl] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. Segue do corola´rio 3.24 que
[a1, . . . , an−2, xi][xk, xl, xj] ≡ [a1, . . . , an−2, xi][xj, xk, xl] (mod M (n)2 )
e
[a1, . . . , an−2, xi][xl, xj, xk] ≡ [a1, . . . , an−2, xi][xj, xk, xl] (mod M (n)2 ).
Enta˜o
[a1, . . . , an−2, xi][xj, xk, xl]
≡ −[a1, . . . , an−2, xi][xk, xl, xj]− [a1, . . . , an−2, xi][xl, xj, xk]
≡ −2[a1, . . . , an−2, xi][xj, xk, xl] (mod M (n)2 ),
e, portanto
3[a1, . . . , an−2, xi][xj, xk, xl] ≡ 0 (mod M (n)2 ).
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Lema 3.27. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Se 1
3
∈ K, enta˜o
[a1, . . . , an−3, xi][xj, xk, xl] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. E´ ana´loga ao do lema 3.26: usamos a identidade de Jacobi e o corola´rio
3.25.
Lema 3.28. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Se 1
6
∈ K, enta˜o
[a1, . . . , an−3, xi][xjxk, xl, xm] ≡ 0 (mod M (n)2 ).
Demonstrac¸a˜o. Temos
[a1, . . . , an−3, xi][xj, xk, xlxm]
= [a1, . . . , an−3, xi]xl[xj, xk, xm] + [a1, . . . , an−3, xi][xj, xk, xl]xm
= [a1, . . . , an−3, xi, xl][xj, xk, xm] + xl
(




[a1, . . . , an−3, xi][xj, xk, xl]
)
xm,
e uma vez que
[a1, . . . , an−3, xi, xl][xj, xk, xm] ∈M (n)2 (pelo lema 3.26),
[a1, . . . , an−3, xi][xj, xk, xm] ∈M (n)2 (pelo lema 3.27)
e
[a1, . . . , an−3, xi][xj, xk, xl] ∈M (n)2 (pelo lema 3.27),
enta˜o
[a1, . . . , an−3, xi][xj, xk, xlxm] ∈M (n)2 .
Mas
[a1, . . . , an−3, xi][xj, xk, xlxm]
= [a1, . . . , an−3, xi][xlxm, xk, xj]− [a1, . . . , an−3, xi][xlxm, xj, xk]
e, portanto,
[a1, . . . , an−3, xi][xlxm, xk, xj] ≡ [a1, . . . , an−3, xi][xlxm, xj, xk] (mod M (n)2 ).
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Usando esse resultado junto com o lema 3.16, temos
[a1, . . . , an−3, xi][xjxk, xl, xm]
≡ −[a1, . . . , an−3, xm][xjxk, xl, xi] ≡ −[a1, . . . , an−3, xm][xjxk, xi, xl]
≡ [a1, . . . , an−3, xl][xjxk, xi, xm] ≡ [a1, . . . , an−3, xl][xjxk, xm, xi]
≡ −[a1, . . . , an−3, xi][xjxk, xm, xl] ≡ −[a1, . . . , an−3, xi][xjxk, xl, xm] (mod M (n)2 ).
Logo, 2[a1, . . . , an−3, xi][xjxk, xl, xm] ≡ 0 (mod M (n)2 ).
Observac¸a˜o 3.29. Segue dos lemas 3.27 e 3.28 que se 1
6
∈ K, enta˜o
[a1, . . . , an−3, xi][c, xj, xk] ≡ 0 (mod M (n)2 )
em que a1, . . . , an−3, c sa˜o monoˆmios de K〈X〉 de grau menor ou igual a 2.
Observac¸a˜o 3.30. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor
ou igual a 2. De acordo com a demonstrac¸a˜o do lema 3.28, para que
[a1, . . . , an−3, xi][xlxm, xk, xj] ≡ [a1, . . . , an−3, xi][xlxm, xj, xk] (mod M (n)2 )
e´ suficiente que 1
3
∈ K.
Por outro lado, usando as observac¸o˜es 3.17, 3.22 e 3.23, temos
[a1, . . . , an−3, xi][xlxm, xk, xj]
(3.22)≡ −[a1, . . . , an−3, xlxm][xi, xk, xj]
(3.17)≡ [a1, . . . , an−3, xj][xi, xk, xlxm] ≡ −[a1, . . . , an−3, xj][xk, xi, xlxm]
(3.23)≡ [a1, . . . , an−3, xk][xj, xi, xlxm]
(3.17)≡ −[a1, . . . , an−3, xlxm][xj, xi, xk]
≡ [a1, . . . , an−3, xlxm][xi, xj, xk]
(3.22)≡ −[a1, . . . , an−3, xi][xlxm, xj, xk] (mod M (n)3 ).
Desta forma, se 1
3
∈ K, enta˜o
[a1, . . . , an−3, xi][xlxm, xk, xj] ≡ 0 (mod M (n)3 ).
Lema 3.31. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor ou igual
a 2. Se 1
6
∈ K, enta˜o
[a1, . . . , an−3, xi]
(
[xj, xk][xl, xm] + [xj, xl][xk, xm]
) ≡ 0 (mod M (n)2 ).
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Demonstrac¸a˜o. Temos
[a1, . . . , an−3, xi][xjxm, xk, xl]
= [a1, . . . , an−3, xi]xj[xm, xk, xl] + [a1, . . . , an−3, xi][xj, xk, xl]xm
−[a1, . . . , an−3, xi]
(
[xj, xk][xl, xm] + [xj, xl][xk, xm]
)
= [a1, . . . , an−3, xi, xj][xm, xk, xl] + xj[a1, . . . , an−3, xi][xm, xk, xl]
+[a1, . . . , an−3, xi][xj, xk, xl]xm − [a1, . . . , an−3, xi]
(
[xj, xk][xl, xm] + [xj, xl][xk, xm]
)
.
Portanto, o resultado e´ consequeˆncia do lema 3.26 e da observac¸a˜o 3.29.
Observac¸a˜o 3.32. Seja n ≥ 4 e sejam a1, . . . , an−3 monoˆmios de K〈X〉 de grau menor
ou igual a 2. Na demonstrac¸a˜o do lema 3.31, para verificar que
[a1, . . . , an−3, xi]
(




2 , escrevemos esta expressa˜o como combinac¸a˜o linear de outras 4 expresso˜es,
entre elas [a1, . . . , an−3, xi][xjxm, xk, xl]. Note que apenas nessa expressa˜o e´ que utilizamos
a hipo´tese de que 1
6
∈ K para garantir que ela esta´ em M (n)2 . Nas demais, e´ suficiente que
1
3
∈ K para que elas estejam em M (n)2 (ver lemas 3.26 e 3.27). Segue enta˜o da observac¸a˜o
3.30 que se 1
3
∈ K, enta˜o
[a1, . . . , an−3, xi]
(
[xj, xk][xl, xm] + [xj, xl][xk, xm]
) ≡ 0 (mod M (n)3 ).
Conforme observamos anteriormente, T (2) = M
(2)
m para todo m ≥ 2 (corola´rio 3.14).
Ale´m disso, com a hipo´tese de que 1
3
∈ K, temos que T (3) = M (3)m para todo m ≥ 2. De
fato, T (3) e´ gerado como ideal bilateral de K〈X〉 pelos elementos da forma
(i) [xi1 , xi2 , xi3 ] e (ii) [xi1 , xi2 ][xi3 , xi4 ] + [xi1 , xi3 ][xi2 , xi4 ]
(veja o exemplo 3.12). Claramente, os elementos da forma (i) esta˜o em M
(3)
m e, pelo lema
3.18, os elementos da forma (ii) esta˜o em M
(3)
2 ⊂M (3)m para todo m ≥ 2.
Lema 3.33. Se 1
6
∈ K, enta˜o T (n) = M (n)2 (n ≥ 2).
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Demonstrac¸a˜o. Temos que M
(n)
2 ⊂ T (n) para todo n ≥ 2 . A prova de que T (n) ⊂ M (n)2
para todo n ≥ 2 sera´ feita por induc¸a˜o sobre n. A base da induc¸a˜o segue do comenta´rio
acima. Seja n algum inteiro maior que 3 e suponha que T (k) ⊂ M (k)2 para todo k < n.
Desta forma, T (n−2) = M (n−2)2 . Uma vez que M
(n−2)
2 e´ gerado como ideal bilateral de
K〈X〉 pelos elementos da forma [a1, a2, . . . , an−3, xi] em que a1, a2, . . . , an−3 sa˜o monoˆmios
de K〈X〉 de grau menor ou igual a 2, segue do teorema 3.9 que os polinoˆmios dos tipos
(36)
[
[a1, . . . , an−3, xi], xj, xl
]
;
(37) [a1, . . . , an−3, xi][xj, xk, xl];
(38)
[




















a1, . . . , an−3, xi
](
[xj, xl][xm, xk] + [xj, xm][xl, xk]
)
.
geram, como ideal bilateral, T (n). Enta˜o, basta mostrar que esses polinoˆmios esta˜o M
(n)
2 .
Os polinoˆmios do tipo (36) claramente esta˜o em M
(n)
2 . Os polinoˆmios dos tipos (37), (38)
e (39) esta˜o em M
(n)
2 , respectivamente, pelos lemas 3.27, 3.26 e 3.18. Ja´ os polinoˆmios do
tipo (40) esta˜o em M
(n)
2 pelo lema 3.31.
Se na demonstrac¸a˜o do lema 3.33 substituirmos a hipo´tese de que 1
6
∈ K por 1
3
∈ K,
ainda assim os polinoˆmios dos tipos (36)-(39) estara˜o em M
(n)
2 . No entanto, na˜o podemos
garantir o mesmo para os polinoˆmios do tipo (40). Mas, de acordo com a observac¸a˜o 3.32,
com essa nova hipo´tese os polinoˆmios dos tipos (40) estara˜o em M
(n)
3 . Assim, temos uma
segunda versa˜o para o lema 3.33.
Lema 3.34. Se 1
3
∈ K, enta˜o T (n) = M (n)3 (n ≥ 2)..
3.4 Resultado principal
O pro´ximo teorema e´ o resultado principal deste cap´ıtulo e equivale ao teorema 1.2 apre-
sentado no cap´ıtulo 1 (introduc¸a˜o).
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Teorema 3.35. Seja K um anel associativo, unita´rio e comutativo. Seja A uma K-
a´lgebra unita´ria associativa e seja E = {e1, e2, . . .} um conjunto gerador para A. Denote
por Ek, k ≥ 1, o conjunto dos elementos de A da forma ei1ei2 . . . eik em que eij ∈ E.
1) Se 1
6
∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelo conjunto
{





∈ K, enta˜o T (n)(A) e´ gerado como ideal bilateral pelo conjunto
{
[u1, . . . , un] | ui ∈ E ∪ E2 ∪ E3
}
.
Demonstrac¸a˜o. Seja X = {x1, x2, . . .} e considere a aplicac¸a˜o ϕ0 : X −→ E definida
por ϕ0(xi) = ei para todo i = 1, 2, . . .. Seja ϕ : K〈X〉 −→ A o homomorfismo de
a´lgebras associativas unita´rias que extende ϕ0, isto e´, ϕ(xi) = ϕ0(xi) = ei para todo
i = 1, 2, . . . . Claramente, esse homomorfismo e´ sobrejetivo. Denote por R(n) e por S(n),
respectivamente, os ideais em A gerados pelos conjuntos
{
[u1, . . . , un] | ui ∈ E ∪ E2
}
e{
[u1, . . . , un] | ui ∈ E ∪ E2 ∪ E3
}
. Segue dos lemas 3.33 e 3.34 que










= T (n)(A) quando 1
6
∈ K.










= T (n)(A) quando 1
3
∈ K.
Lembramos que uma K-a´lgebra associativa unita´ria B e´ dita Lie nilpotente se existir
um inteiro positivo n ≥ 1 tal que [b1, . . . , bn+1] = 0 para todo b1, . . . , bn+1 ∈ B. O menor
inteiro n com essa propriedade e´ a classe de Lie-nilpoteˆncia de B. Portanto, B e´ Lie-
nilpotente de classe ≤ n se, e somente se, T (n+1)(B) = {0}. Ale´m disso, dizemos que B
e´ localmente Lie-nilpotente se toda suba´lgebra de B finitamente gerada (como a´lgebra)
e´ Lie-nilpotente. O corola´rio abaixo e´ uma consequeˆncia imediata do teorema 3.35 e
corresponde ao corola´rio 1.3 dado no cap´ıtulo 1 (introduc¸a˜o).
Corola´rio 3.36. Seja A uma K-a´lgebra associativa unita´ria e seja E = {e1, e2, . . .} um
conjunto gerador de A. Para que a K-a´lgebra A seja Lie-nilpotente e´ suficiente que exista
um inteiro n ≥ 1 tal que
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• [u1, . . . , un+1] = 0 para todos u1, . . . , un+1 ∈ E ∪ E2 quando 16 ∈ K ; ou
• [u1, . . . , un+1] = 0 para todos u1, . . . , un+1 ∈ E ∪ E2 ∪ E3 quando 13 ∈ K.
(Ek, k ≥ 1, e´ o conjunto dos elementos de A da forma ei1ei2 . . . eik em que eij ∈ E)
Os resultados abaixo sa˜o obtidos tomando como hipo´tese o fato de que 1
3
∈ K. No




Corola´rio 3.37. Suponha que 1
3
∈ K e seja B uma K-a´lgebra associativa unita´ria finita-
mente gerada. Enta˜o T (n)(B) (n ≥ 2) e´ finitamente gerado como ideal bilateral.
Demonstrac¸a˜o. Seja E = {e1, . . . , er} um conjunto de geradores para B e seja Ek (k ≥ 1) o
conjunto dos elementos de B da forma ei1 . . . eik em que eij ∈ E . Segue do teorema 3.35 que
T (n)(B) e´ gerado, como ideal bilateral, pelos elementos [b1, . . . , bn] em que b1, . . . , bn ∈ E ∪
E2∪E3. Desta forma, existem r+r2+r3 possibilidades para cada bi , i = 1, . . . , n. Portanto,
o ideal bilateral T (n)(B) possui um conjunto gerador com (r + r2 + r3)n elementos.
Corola´rio 3.38. Seja B uma K-a´lgebra associativa unita´ria finitamente gerada tal que
1
3
∈ K. Suponha que cada suba´lgebra de Lie de B(−) finitamente gerada seja nilpotente.
Enta˜o B e´ Lie-nilpotente.
Demonstrac¸a˜o. Seja E = {e1, . . . , er} um conjunto de geradores para B e seja Ek (k ≥ 1)
o conjunto dos elementos de B da forma ei1 . . . eik em que eij ∈ E . Seja G a suba´lgebra
de Lie de B(−) gerada por E ∪E2∪E3. Uma vez que o conjunto E ∪E2∪E3 tem r+ r2 + r3
elementos, enta˜o G e´ finitamente gerada. Por hipo´tese, G e´ nilpotente e, portanto, existe
um inteiro n ≥ 2 tal que [g1, . . . , gn] = 0 para todos g1, . . . , gn ∈ E ∪ E2 ∪ E3. Assim, pelo
corola´rio 3.36, [b1, . . . , bn] = 0 para todos b1, . . . , bn ∈ B. Portanto, B e´ Lie-nilpotente.
Vale lembrar que esses dois u´ltimos corola´rios sa˜o equivalentes, respectivamente, aos
corola´rios 1.4 e 1.5 dados no cap´ıtulo 1 (introduc¸a˜o).
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Cap´ıtulo 4
O centro da a´lgebra de Lie associada
a se´rie central inferior de Z〈X〉
Seja K um anel associativo, comutativo e unita´rio e seja G uma K-a´lgebra de Lie. Defina


















Essa se´rie e´ denominada de se´rie central inferior de G. Temos que
G = L(1)(G) ⊃ L(2)(G) ⊃ L(3)(G) ⊃ . . . . (∗)







Dados a ∈ L(i)(G) e b ∈ L(j)(G), defina em B(G) o produto [ , ] tal que
[
a+ L(i+1)(G), b+ L(j+1)(G)
]
:= [a, b] + L(i+j+1)(G).
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Assim , [Bi(G), Bj(G)] ⊂ Bi+j(G). Temos que o K-mo´dulo B(G) munido desse produto e´
uma a´lgebra de Lie graduada, denominada a´lgebra de Lie associada a se´rie central inferior
(∗). Ale´m disso, B(G) e´ gerada como a´lgebra de Lie por B1(G). Para maiores detalhes,
veja a sec¸a˜o 2.6 do cap´ıtulo 2.
Neste cap´ıtulo, considere que G e´ a a´lgebra de Lie associada a a´lgebra associativa
Z〈X〉, isto e´, G = Z〈X〉(−) e escreva L(i)(G) = L(i), Bi(G) = Bi e B(G) = B. Note que
L(i) e´ o Z-mo´dulo gerado pelo conjunto{[
f1, . . . , fi
] ∣∣ f1, . . . , fi ∈ Z〈X〉}.
Ale´m disso, considere que
(1) T (m) e´ ideal bilateral em Z〈X〉 gerado como ideal pelos elementos [f1, . . . , fm] em
que f1, . . . , fm ∈ Z〈X〉, m > 1. Note que T (m) e´ o Z-mo´dulo gerado pelos elementos
g1[f1, . . . , fm]g2 em que f1, . . . , fm, g1, g2 ∈ Z〈X〉;
(2) Pn e´ o Z-mo´dulo dos polinoˆmios multilineares nas varia´veis x1, . . . , xn;
(3) T
(m)
n = T (m) ∩ Pn;
(4) L
(m)
n = L(m) ∩ Pn;
(5) Hm1,...,mk e´ o Z-mo´dulo gerado pelos polinoˆmios de Z〈X〉 nas varia´veis x1, . . . , xk
com multigrau (m1, . . . ,mk).
Denote por J a imagem de T (3) em B1 e defina o Z-mo´dulo B1 := B1/J . E´ conhecido
que J esta´ contido no centro de B (veja, por exemplo, [17] e [8]). Desta forma,




e´ uma a´lgebra de Lie graduada.
Lembramos aqui a definic¸a˜o de isolador dada no cap´ıtulo 2. Seja R um domı´nio e M
um R-mo´dulo , definimos o isolador de um submo´dulo N de M , denotado por I(N), como
o submo´dulo
I(N) = {a ∈M | ∃r ∈ R, r 6= 0, em que, ra ∈ N}.
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Claramente, N ⊂ I(N). E´ fa´cil ver que M/N tem torc¸a˜o se, e somente se, o isolador de
N conte´m propriamente N (isto e´, I(N) e´ maior que N). Bhupatiraju, P.I. Etingof et
al em [8] mostraram que B1 tem muita torc¸a˜o e, portanto, o isolador de J e´ maior que
J . O resultado principal deste cap´ıtulo 4 consiste em mostrar que o isolador de J esta´
contido no centro de B (teorema 4.41).
4.1 Uma base para o Z-mo´dulo T (3)n
C. Bekh-Ochir e D. M. Riley ([7]) quando K e´ um corpo de caracter´ıstica zero apresen-
taram uma certa base linear para o espac¸o dos polinoˆmios multilineares de grau n em
K〈X〉. Para tanto, eles usaram a bem conhecida base de Specht (veja [34]) desse espac¸o.
Em seguida, eles mostraram que um subconjunto dessa base e´ uma base linear para o
ideal em K〈X〉 gerado pelos comutadores [a1, a2, a3] em que a1, a2 e a3 sa˜o polinoˆmios
multilineares de grau n. Nesta sec¸a˜o, mostramos que esses resultados continuam va´lidos
em Z〈X〉.
Lembramos aqui a definic¸a˜o de produto regular de grau n, n ≥ 1, dada no cap´ıtulo 1.
(1) Sejam i1 < . . . < ik inteiros tais {i1, . . . , ik} ⊆ {1, . . . , n}. Enta˜o o monoˆmio
W (xi1 , . . . , xik) = xi1 . . . xik e´ denominado regular.
(2) Seja {j1, . . . , jl} ⊆ {1, . . . , n} tal que j1 e´ o elemento minimal desse conjunto. Enta˜o
o comutador multilinear [xj1 , xj2 , . . . , xjl ] (de grau ≥ 2) e´ denominado regular.
(3) Um produto CW ∈ Pn, em que C = C1 . . . Cs (s ≥ 0) e´ um produto de comutadores
regulares e W e´ um monoˆmio regular, e´ tambe´m denominado regular se
(a) o grau de Ci na˜o cresce da esquerda para direita; e
(b) o ı´ndice da indeterminada inicial de comutadores Ci de mesmo grau cresce da
esquerda para direita.
De acordo com o que foi visto na sec¸a˜o 2.4 do cap´ıtulo 2, o conjunto de todos os produtos
regulares de grau n formam uma base para Pn, que denominamos de base de Specht para
Pn. Denote por An o conjunto de todos os elementos da base de Specht de Pn da forma
C1 . . . CsW em que deg C1 ≥ 3. Claramente An ⊂ T (3)n .
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Para todo inteiro k ≥ 1, defina
S ′2k =: {σ ∈ S2k | σ(1) < σ(2), σ(3) < σ(4), . . . , σ(2k − 1) < σ(2k)
e σ(1) < σ(3) < . . . < σ(2k − 1)}.
Note que σ = 1 ∈ S ′2k. Para k ≥ 1, σ ∈ S ′2k e i1 < . . . < i2k, defina
uσ
(
xi1 , . . . , xi2k) =
[
xiσ(1) , xiσ(2)






xi1 , . . . , xi2k
)
xj1 . . . xjn−2k | 4 ≤ 2k ≤ n, 1 6= σ ∈ S ′2k,







xi1 , . . . , xi2k
)
xj1 . . . xjn−2k | 0 ≤ 2k ≤ n
i1 < . . . < i2k, j1 < . . . < jn−2k, e {i1, . . . , i2k, j1, . . . , jn−2k} = {1, . . . , n}
}
.




[x1, x2, x3]x4, [x1, x3, x2]x4, [x1, x2, x4]x3, [x1, x4, x2]x3,
[x1, x3, x4]x2, [x1, x4, x3]x2, [x2, x3, x4]x1,
[x2, x4, x3]x1, [x1, x2, x3, x4], [x1, x2, x4, x3],










x1x2x3x4, [x1, x2]x3x4, [x1, x3]x2x4, [x1, x4]x2x3,
[x2, x3]x1x4, [x2, x4]x1x3, [x3, x4]x1x2, [x1, x2][x3, x4]
}
.
Para cada 1 6= σ ∈ S ′2k e 4 ≤ 2k ≤ n, defina
zσ
(




x1, . . . , x2k










xj1 , . . . , xjn−2k
) | 4 ≤ 2k ≤ n, 1 6= σ ∈ S ′2k,




Exemplo 4.2. B4 =
{
[x1, x2][x3, x4] + [x1, x3][x2, x4], [x1, x2][x3, x4]− [x1, x4][x2, x3]
}
.
Note que, pelo corola´rio 2.52, Bn ⊂ T (3)n .
Proposic¸a˜o 4.3. O conjunto An ∪ Bn ∪R′n e´ uma base para Pn.
Demonstrac¸a˜o. Dado uσW ∈ Rn temos que uσW = (−1)σu1W − (−1)σzσW . Desta









em que ai ∈ An, bj ∈ Bn, ck ∈ R′n e αi, βj, γk ∈ Z. Para cada j, bj pode ser escrito como














Portanto, αi = βj = γk = 0, para todo i, j e k.
Proposic¸a˜o 4.4. A imagem do conjuntoR′n pelo homomorfismo canoˆnico Pn −→ Pn/T (3)n
e´ uma base para o Z-mo´dulo quociente Pn/T (3)n .

















resultado segue enta˜o da observac¸a˜o 2.58.
Proposic¸a˜o 4.5. An ∪ Bn e´ uma base de T (3)n .











em que ai ∈ An, bj ∈ Bn, ck ∈ R′n e αi, βj, γk ∈ Z. Assim
∑
k
γkck ∈ T (3)n . Mas, pela
proposic¸a˜o 4.4, γk = 0 para todo inteiro k. Logo An ∪ Bn gera T (3)n e, uma vez que esse
conjunto esta´ contido na base de Pn, e´ linearmente independente.
Denote por Vn o Z-mo´dulo gerado pelo conjuntoR′n. Temos enta˜o, como consequeˆncia






4.2 O quociente Pn/L
(3)
n
Nesta sec¸a˜o mostramos que dois dos resultados principais que aparecem em [7] para K〈X〉,
quando K e´ um corpo de caracter´ıstica zero, sa˜o va´lidos em Z〈X〉. Um deles trata da
decomposic¸a˜o de Z-mo´dulos T (3)n = L(3)n ⊕ T (3)n−1xn e o outro diz respeito a uma base para
o Z-mo´dulo L(3)n .
Nas demonstrac¸o˜es do lemas desta sec¸a˜o faremos uso de alguns resultados que esta˜o
elencados na afirmac¸a˜o abaixo. A demonstrac¸a˜o e´ imediata.
Afirmac¸a˜o 4.6. Sejam a, b, c, d ∈ Z〈X〉. Enta˜o


























3) [a, b, c]d ≡ d[a, b, c] (mod L(3)) e [a, b][c, d] ≡ [c, d][a, b] (mod L(3)).
Lema 4.7. Sejam a, b, c, d ∈ Z〈X〉. Enta˜o
(i) [a, b, c]d ≡ −[a, b, d]c (mod L(3));
(ii) [a, b, c]d ≡ [c, d, a]b (mod L(3)).
Demonstrac¸a˜o.
(i) [a, b, c]d ≡ [a, b, c]d− [a, b, cd] ≡ [a, b, c]d−(c[a, b, d]+[a, b, c]d) ≡ −[a, b, d]c (mod L(3)).
(ii) [a, b, c]d ≡ [a, b, c]d− [ad, b, c] ≡ −[d, b, c]a− [a, b][d, c]− [a, c][d, b]
≡ [d, b, a]c− [d, c][a, b]− [a, c][d, b] ≡ −[b, d, a]c− [c, d][b, a]− [c, a][b, d]
≡ −(c[b, d, a] + [c, d][b, a] + [c, a][b, d] + [c, d, a]b)+ [c, d, a]b
≡ −[cb, d, a] + [c, d, a]b ≡ [c, d, a]b (mod L(3)).
Para efeito de simplificac¸a˜o, ao longo desta sec¸a˜o, a ≡ b significa a ≡ b (mod L(3)).
Lema 4.8. Sejam a, b, c, d1, . . . , dk ∈ Z〈X〉 em que k ≥ 1. Enta˜o
[c, a, d1, d2, . . . , dk]b ≡ (−1)k+1[dk, b, dk−1, dk−2, . . . , d2, d1, c]a.
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Demonstrac¸a˜o. A prova sera´ feita por induc¸a˜o sobre k.
Para k = 1, temos pelo lema 4.7 que [c, a, d1]b ≡ [d1, b, c]a. Suponha que o lema seja
verdadeiro para algum k ≥ 1. Assim
[c, a, d1, d2, . . . , dk, dk+1]b ≡
[




≡ (−1)k+1[dk+1, b, dk, dk−1, . . . , d2, [c, a]]d1
(Pela hipo´tese de induc¸a˜o)
≡ (−1)k+1
(
[dk+1, b, dk, dk−1, . . . , d2, c, a]d1 −
[






− [dk+1, b, dk, dk−1, . . . , d2, c, d1]a−
[







− [dk+1, b, dk, dk−1, . . . , d2, c, d1] +
[





− [dk+1, b, dk, dk−1, . . . , d2, d1, c]
)
a ≡ (−1)k+2[dk+1, b, dk, dk−1, . . . , d2, d1, c]a.
O lema abaixo e´ bem conhecido e pode ser encontrado, por exemplo, em [17].
Lema 4.9. Sejam a, b, c, d, e ∈ Z〈X〉. Enta˜o [[a, b, c]d, e] ≡ 0.
Demonstrac¸a˜o. Temos
[
[a, b, c]d, e
]
= [a, b, c][d, e] + [a, b, c, e]d.
Pelo lema 4.7, temos
[a, b, c][d, e] ≡ −[a, b, [d, e]]c,
[a, b, c, e]d ≡ [e, d, [a, b]]c ≡ [a, b, [d, e]]c.
Logo,
[
[a, b, c]d, e
] ≡ 0.
Corola´rio 4.10. Sejam u, v, w ∈ Z〈X〉. Se w ≡ 0, enta˜o [wv, u] ≡ 0.
Demonstrac¸a˜o. Temos que w ∈ L(3) e, portanto, w = ∑
i
αi[ai, bi, ci], em que αi ∈ Z e















[ai, bi, ci]v, u
]
.
O resultado segue enta˜o do lema 4.9.
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Lema 4.11. Se f ∈ An, enta˜o f = f1 + f2, em que f1 ∈ L(3)n e f2 ∈ T (3)n−1xn.
Demonstrac¸a˜o. Temos que f e´ um elemento da base de Specht da forma C1C2 . . . CsW
tal que degC1 ≥ 3. Considere os seguintes casos:
1o) xn esta´ no comutador C1.
Suponha que C1 =
[
xi1 , . . . , xit , xn
]
em que t ≥ 2. Pelo lema 4.7, temos[
xi1 , . . . , xit , xn
]
C2 . . . CsW ≡ −
[
xi1 , . . . , xit , C2 . . . CsW
]
xn.
Portanto, f = f1 + f2, em que f1 ∈ L(3)n e f2 ∈ T (3)n−1xn.
Suponha que C1 =
[
xi1 , . . . , xit , xn, xj1 , . . . , xjr
]
em que t ≥ 1 e r ≥ 1. Pelo lema
4.8, temos [
xi1 , . . . , xit , xn, xj1 , . . . , xjr
]
C2 . . . CsW
≡ (−1)r+1
[
xjr , C2 . . . CsW,xjr−1 , xjr−2 , . . . , xj2 , xj1 ,
[
xi1 , . . . , xit
]]
xn.
Portanto, f = f1 + f2, em que f1 ∈ L(3)n e f2 ∈ T (3)n−1xn. Note que se f = C1, enta˜o
f ∈ L(3)n .
2o) xn esta´ em algum comutador Cl de comprimento maior que 2 e com l 6= 1.
Suponha que Cl =
[
xi1 , . . . , xit , xn, xj1 , . . . , xjr
]
em que t ≥ 1 e r ≥ 0, sendo que se
t = 1, enta˜o r ≥ 1. Neste caso, escrevemos
f = C1 . . . Cl−1ClCl+1 . . . CsW
= ClC1 . . . Cl−1Cl+1 . . . CsW −
[
Cl, C1 . . . Cl−1
]
Cl+1 . . . CsW
=
[
xi1 , . . . , xit , xn, xj1 , . . . , xjr
]
C1 . . . Cl−1Cl+1 . . . CsW︸ ︷︷ ︸
(1)
− [xi1 , . . . , xit , xn, xj1 , . . . , xjr , C1 . . . Cl−1]Cl+1 . . . CsW︸ ︷︷ ︸
(2)
.
Na expressa˜o (1) aplicamos o caso anterior, enquanto que na expressa˜o (2), usando
o lema 4.8, obtemos[
xi1 , . . . , xit , xn, xj1 , . . . , xjr , C1 . . . Cl−1
]
Cl+1 . . . CsW
≡ (−1)r+2[C1 . . . Cl−1, Cl+1 . . . CsW,xjr , xjr−1 , xjr−2 , . . . , xj2 , xj1 , [xi1 , . . . , xit ]]xn.
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3o) xn esta´ em algum comutador Cl de comprimento 2 e com l 6= 1.
Assim
f = C1 . . . Cl−1
[
xi, xn]Cl+1 . . . CsW
= C1 . . . Cl−1xixnCl+1 . . . CsW − C1 . . . Cl−1xnxiCl+1 . . . CsW
=
([
C1 . . . Cl−1xixn, Cl+1 . . . CsW









Claramente f2 ∈ T (3)n−1xn. Uma vez que C1 tem comprimento maior que 3, segue do
lema 4.9 que f1 ∈ L(3)n .
O caso em que xn esta´ em W e´ trivial.
Lema 4.12. Sejam a1, . . . , a2k, b ∈ Z〈X〉, em que k ≥ 1. Enta˜o[
[a1, a2][a3, a4] . . . [a2k−1, a2k], b
]
≡ 0.
Demonstrac¸a˜o. A prova sera´ feita por induc¸a˜o sobre k.




≡ 0. Suponha que o lema seja verdadeiro para algum
k ≥ 1. Temos
0 ≡
[[














Pela hipo´tese de induc¸a˜o temos
[
[a1, a2] . . . [a2k−1, a2k], a2k+2
] ≡ 0. Segue do corola´rio 4.10
que
[[





[a1, a2] . . . [a2k−1, a2k][a2k+1, a2k+2], b
]
≡ 0.
Corola´rio 4.13. Sejam a1, . . . , a2k, b, c ∈ Z〈X〉, em que k ≥ 1.
Se u = [a1, a2][a3, a4] . . . [a2k−1, a2k], enta˜o
(i) [u, b]c+ [u, c]b ≡ 0.
(ii) [ub, c] + [uc, b] ≡ 0.
(iii) [buc, a] ≡ [ubc, a].
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Demonstrac¸a˜o.
(i) 0 ≡ [u, bc] ≡ [u, b]c+ [u, c]b.
(ii) [ub, c] + [uc, b] ≡ [u, c]b+ [b, c]u+ [u, b]c+ [c, b]u ≡ 0.





Lema 4.14. Sejam a1, . . . , a2k, b, c ∈ Z〈X〉, em que k ≥ 1. Enta˜o[




[b, a2][a3, a4] . . . [a2k−1, a2k]a1, c
]
.

























[b, a2][a1, u], c
]
.









Corola´rio 4.15. Sejam a1, . . . , a2m, b, c ∈ Z〈X〉, em que m ≥ 1. Enta˜o[




[a1, a2] . . . [b, a2k] . . . [a2m−1, a2m]a2k−1, c
]
.
Demonstrac¸a˜o. Sejam u = [a1, a2] . . . [a2k−3, a2k−2] e v = [a2k+1, a2k+2] . . . [a2m−1, a2m].
















Corola´rio 4.16. Sejam a1, . . . , a2k+1, b ∈ Z〈X〉, em que k ≥ 1, e σ ∈ S2k+1. Enta˜o[




[a1, a2] . . . [a2k−1, a2k]a2k+1, b
]
.
Demonstrac¸a˜o. E´ uma consequeˆncia imediata do corola´rio 4.15.
Observac¸a˜o 4.17. Considere as permutac¸o˜es θ, σ ∈ S2n tais que
θ =
(
1 2 . . . 2n− 1 2n






1 2 . . . 2k − 1 2k . . . 2n− 1 2n
i1 i2 . . . i2k−1 i2k . . . i2n−1 i2n
)




( 1 2 . . . 2n− 2k − 1 2n− 2k 2n− 2k + 1 2n− 2k + 2 . . . 2n− 1 2n
i2k+1 i2k+2 . . . i2n−1 i2n i1 i2 . . . i2k−1 i2k︸︷︷︸
2n
)
e (−1)φ = (−1)σ.((−1)θ)2k = (−1)σ.
Seja pi uma permutac¸a˜o de S2n−1 definida por
pi =
(
1 2 . . . 2n− 2k − 1 2n− 2k 2n− 2k + 1 2n− 2k + 2 . . . 2n− 1
i2k+1 i2k+2 . . . i2n−1 i2n i1 i2 . . . i2k−1
)
.
Uma vez que φ(2n) = 2n, enta˜o
(−1)pi = (−1)φ = (−1)σ.
Lema 4.18. Seja m ≥ 2 e sejam a1, . . . , a2m ∈ Z〈X〉. Seja {i1, i2, . . . , i2m} uma per-
mutac¸a˜o do conjunto {1, 2, . . . , 2m} tal que  e´ o sinal dessa permutac¸a˜o. Ale´m disso,
suponha que i2k = 2m para algum 0 ≤ k ≤ m. Enta˜o
[a1, a2] . . . [a2m−3, a2m−2][a2m−1, a2m]
−[ai1 , ai2 ][ai3 , ai4 ] . . . [ai2k−3 , ai2k−2 ][ai2k−1 , ai2k ][ai2k+1 , ai2k+2 ] . . . [ai2m−1 , ai2m ]
≡
([




[ai2k+1 , ai2k+2 ] . . . [ai2m−1 , ai2m ][ai1 , ai2 ] . . . [ai2k−3 , ai2k−2 ], ai2k−1
])
a2m.
Demonstrac¸a˜o. Seja c = g − f , em que
g =
[









Segue do corola´rio 4.16 que g ≡ (−1)pif , em que pi e´ a permutac¸a˜o de S2m−1 definida por
pi =
(
1 2 . . . 2m− 2k − 1 2m− 2k 2m− 2k + 1 2m− 2k + 2 . . . 2m− 1
i2k+1 i2k+2 . . . i2m−1 i2m i1 i2 . . . i2k−1
)
.
De acordo com a observac¸a˜o 4.17, (−1)pi =  e, portanto,
c ≡ 0. (4.1)
Por outro lado,
c = [a1, a2] . . . [a2m−3, a2m−2][a2m−1, a2m] +
[
[a1, a2] . . . [a2m−3, a2m−2], a2m
]
a2m−1
−[ai2k+1 , ai2k+2 ][ai2k+3 , ai2k+4 ] . . . [ai2m−1 , ai2m ][ai1 , ai2 ] . . . [ai2k−3 , ai2k−2 ][ai2k−1 , a2m]
−
[
[ai2k+1 , ai2k+2 ][ai2k+3 , ai2k+4 ] . . . [ai2m−1 , ai2m ][ai1 , ai2 ] . . . [ai2k−3 , ai2k−2 ], a2m
]
ai2k−1 .
Uma consequeˆncia do lema 4.12 e´ que
[ai2k+1 , ai2k+2 ][ai2k+3 , ai2k+4 ] . . . [ai2m−1 , ai2m ][ai1 , ai2 ] . . . [ai2k−3 , ai2k−2 ][ai2k−1 , a2m]
≡ [ai1 , ai2 ][ai3 , ai4 ] . . . [ai2k−3 , ai2k−2 ][ai2k−1 , a2m][ai2k+1 , ai2k+2 ] . . . [ai2m−1 , ai2m ].
Ale´m disso, segue do corola´rio 4.13-(i) que[

















c ≡ [a1, a2] . . . [a2m−3, a2m−2][a2m−1, a2m]
− [ai1 , ai2 ][ai3 , ai4 ] . . . [ai2k−3 , ai2k−2 ][ai2k−1 , ai2k ][ai2k+1 , ai2k+2 ] . . . [ai2m−1 , ai2m ]
−
([








O resultado e´ uma consequeˆncia das equac¸o˜es 4.1 e 4.2.
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Exemplo 4.19. Se d = [x1, x2][x3, x4][x5, x6][x7, x8]− [x1, x8][x2, x3][x4, x7][x5, x6], enta˜o
d−
([




[x2, x3][x4, x7][x5, x6], x1
])
x8 ≡ 0.
Lema 4.20. Seja m ≥ 2 e sejam a1, . . . , a2m, b ∈ Z〈X〉. Seja {i1, i2, . . . , i2m} uma per-
mutac¸a˜o do conjunto {1, 2, . . . , 2m} tal que  e´ o sinal dessa permutac¸a˜o. Se
f =
(
[a1, a2] . . . [a2m−1, a2m]− [ai1 , ai2 ] . . . [ai2m−1 , ai2m ]
)
b,
enta˜o f ≡ qa2m, em que q ∈ T (3).
Demonstrac¸a˜o. Suponha que i2k = 2m para algum 0 ≤ k ≤ m e fac¸a
c = [a1, a2] . . . [a2m−3, a2m−2], d = [ai1 , ai2 ] . . . [ai2k−3 , ai2k−2 ]




c[a2m−1, a2m]− d[ai2k−1 , ai2k ]e
)
b.
Seja g = c[a2m−1, a2mb]− d[ai2k−1 , a2mb]e. Pelo lema 4.18
g ≡
(


















Segue do lema 4.12 e do corola´rio 4.10 que
[(











g = ca2m[a2m−1, b] + c[a2m−1, a2m]b− da2m[ai2k−1 , b]e− d[ai2k−1 , a2m]be
≡ [a2m−1, b]ca2m + c[a2m−1, a2m]b− [ai2k−1 , b]eda2m− d[ai2k−1 , a2m]eb− d[ai2k−1 , a2m][b, e].
Assim
g ≡ f + [a2m−1, b]ca2m − [ai2k−1 , b]eda2m − d[ai2k−1 , a2m][b, e]. (4.4)
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Segue enta˜o das equac¸o˜es 4.3 e 4.4 que
f ≡
(
b[c, a2m−1]− b[ed, ai2k−1 ]− [a2m−1, b]c+ [ai2k−1 , b]ed
)
a2m + d[ai2k−1 , a2m][b, e].
Mas,
d[ai2k−1 , a2m][b, e] ≡ [b, e]d[ai2k−1 , a2m] ≡ [b, e]dai2k−1a2m − [b, e]da2mai2k−1




≡ [[b, e]d, ai2k−1]a2m − [[b, e]da2m, ai2k−1]
e uma vez que [b, e] ≡ 0, segue enta˜o do corola´rio 4.10 que [[b, e]da2m, ai2k−1] ≡ 0. Logo,
f ≡
(





Pelo lema 4.12 e pelo corola´rio 4.10 temos que





b[c, a2m−1]− b[ed, ai2k−1 ] + 
[
[b, e]d, ai2k−1
] ∈ T (3).
Fac¸a h = [a2m−1, b]c− [ai2k−1 , b]ed. Enta˜o, pelo lema 4.12
h ≡ c[a2m−1, b]− d[ai2k−1 , b]e.
Mas, pela proposic¸a˜o 2.52, c[a2m−1, b] − d[ai2k−1 , b]e ∈ T (3). Portanto, h ∈ T (3). Segue
enta˜o que f ≡ qa2m em que q ∈ T (3).
Lema 4.21. Se f ∈ Bn, enta˜o f = f1 + f2, em que f1 ∈ L(3)n e f2 ∈ T (3)n−1xn
Demonstrac¸a˜o. Conforme foi definido anteriormente, Bn, n ≥ 4, e´ o conjunto de todos os
polinoˆmios da forma(
[xi1 , xi2 ] . . . [xi2k−1 , xi2k ]− (−1)σ[xiσ(1) , xiσ(2) ] . . . [xiσ(2k−1) , xiσ(2k) ]
)
xj1 . . . xjn−2k
em que
• 4 ≤ 2k ≤ n;
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• 1 6= σ ∈ Sn e´ tal que σ(1) < σ(2), σ(3) < σ(4), . . . , σ(2k − 1) < σ(2k) e σ(1) <
σ(3) < . . . < σ(2k − 1);
• i1 < . . . < i2k, j1 < . . . < jn−2k e
• {i1, . . . , i2k, j1, . . . , jn−2k} = {1, . . . , n}.
Note que jn−2k = n ou i2k = n. Se f ∈ Bn e´ tal que jn−2k = n, enta˜o, pela proposic¸a˜o
2.52, f = gxn, em que g ∈ T (3)n−1. Se f ∈ Bn e´ tal que i2k = n, enta˜o, pelo lema 4.20,
f = g + qxn, em que g ∈ L(3)n e q ∈ T (3)n−1.
Lema 4.22. O Conjunto
C = {[xn, xσ(1) . . . xσ(n−1)], [xnxσ(1) . . . xσ(k), xσ(k+1) . . . xσ(n−1)]|σ ∈ Sn−1, k ∈ {1, . . . , n−2}}
e´ uma base para L
(2)
n .
Demonstrac¸a˜o. De fato, note que se f ∈ L(2)n enta˜o f e´ uma combinac¸a˜o linear de elemen-
tos da forma [xi1 . . . xik , xik+1 . . . xin ] em que {i1, . . . , in} = {1, . . . , n}. Podemos supor que
xn esta´ na 1
o parte desses comutadores e usando a relac¸a˜o [uxnv, w] = [xnv, wu]−[xnvw, u]
segue que os elementos de C geram L(2)n .




























xnxσ(1) . . . xσ(n−1)
−α(n−2)σ xσ(n−1)xnxσ(1) . . . xσ(n−2) − α(n−3)σ xσ(n−2)xσ(n−1)xnxσ(1) . . . xσ(n−3)
− . . .− α(1)σ xσ(2) . . . xσ(n−1)xnxσ(1) − α(0)σ xσ(1) . . . xσ(n−1)xn
)
.




σ = . . . = α
(n−2)
σ = 0, ∀σ ∈ Sn−1 e, portanto,
os elementos de C sa˜o linearmente independentes.
Lema 4.23. L
(2)
n ∩ Pn−1xn = {0}.
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Demonstrac¸a˜o. Seja f ∈ Pn−1xn. Enta˜o f =
∑
σ∈Sn−1
βσxσ(1) . . . xσ(n−1)xn, em que βσ ∈ Z.


































σ + . . .+ α
(n−2)
σ = 0,
e , portanto, f = 0.
Corola´rio 4.24. L
(3)
n ∩ T (3)n−1xn = {0}.
Demonstrac¸a˜o. Uma vez que L
(3)






n ⊕ T (3)n−1xn.
Demonstrac¸a˜o. Uma vez que An ∪ Bn e´ uma base para T (3)n (proposic¸a˜o 4.5) e que todo
elemento f dessa base pode ser escrito na forma f = f1+f2, em que f1 ∈ L(3)n e f2 ∈ T (3)n−1xn










n e´ um Z-mo´dulo livre.
Demonstrac¸a˜o. Temos que Pn = T
(3)
n ⊕Vn (conforme foi observado no final da sec¸a˜o 4.1).
Disso e do teorema 4.25 segue que
Pn = L
(3)





∼= T (3)n−1xn ⊕ Vn.
Uma vez que Pn e´ um Z-mo´dulo livre, enta˜o (pela proposic¸a˜o 2.22) T (3)n−1xn⊕Vn e´ Z-mo´dulo
livre, de onde segue o resultado
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Lema 4.27. Sejam V1 e V2 Z-submo´dulos de um Z-mo´dulo livre V de modo que V =
V1⊕ V2. Desta forma, cada elemento d ∈ V se escreve de maneira u´nica como uma soma
d(1) + d(2) em que d(1) ∈ V1 e d(2) ∈ V2. Sejam β1 = {ai | i ∈ I} e β2 = {bj | j ∈ J}
subconjuntos disjuntos de V tais que β1 e´ uma base de V1 e β1 ∪ β2 e´ uma base de V .
Enta˜o {b(2)j | j ∈ J} e´ uma base de V2.








































































n ⊕ T (3)n−1xn, escreva d ∈ T (3)n como d(1) + d(2) em que d(1) ∈ L(3)n
e d(2) ∈ T (3)n−1xn. Uma vez que o conjunto An−1xn ∪ Bn−1xn ⊂ An ∪ Bn e´ uma base de
T
(3)
n−1xn, enta˜o segue do lema 4.27 que
Dn = {d(1) | d ∈
(An\An−1xn) ∪ (Bn\Bn−1xn)}




4.3 O quociente Hm1,m2,...,mk−1,1/Hm1,m2,...,mk−1,1 ∩ L(3)
Sejam m1, . . . ,mk inteiros na˜o nulos e seja Hm1,...,mk o Z-mo´dulo gerado pelos polinoˆmios
de Z〈X〉 nas varia´veis x1, . . . , xk com multigrau (m1, . . . ,mk). Nesta sec¸a˜o, sera´ consid-
erado o caso em que mk = 1.
Seja n = m1 + . . . + mk−1 + 1 e considere a aplicac¸a˜o φm1,...,mk−1,1 de X em Z〈X〉 tal
que
xi 7→ x1, i = 1, . . . ,m1;
xi 7→ x2, i = m1 + 1, . . . ,m1 +m2;
xi 7→ x3, i = m1 +m2 + 1, . . . ,m1 +m2 +m3;
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xi 7→ xk−1, i = m1 +m2 + . . .+mk−2 + 1, . . . ,m1 +m2 + . . .+mk−2 +mk−1;
xn 7→ xk.
Seja Φm1,...,mk−1,1 o endomorfismo de Z〈X〉 que extende φm1,...,mk−1,1. Denote Φ =
Φm1,...,mk−1,1.
Exemplo 4.28. Seja f(x1, x2, x3, x4) = x1x2x1x2x3x2x3x4x3 ∈ H2,3,3,1. Enta˜o f =
Φ2,3,3,1(g) para todo g ∈ P9 da forma
g(x1, x2, . . . , x9) = xi1xj1xi2xj2xk1xj3xk2x9xk3
em que {i1, i2} = {1, 2}, {j1, j2, j3} = {3, 4, 5} e {k1, k2, k3} = {6, 7, 8}.
De um modo geral, dado um monoˆmio f ∈ Hm1,...,mk−1,1, existem m1!m2! · · ·mk−1!
















= T (3) ∩Hm1,...,mk−1,1;
• Φ(T (3)n−1xn) = (T (3) ∩Hm1,...,mk−1)xk.
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Lema 4.29. Seja f ∈ Pm e M o Z-mo´dulo de Z〈X〉 gerado pelo conjunto
{g0f(g1, . . . , gm)gm+1 | g0, g1, . . . , gm, gm+1 ∈ Z〈X〉}.
Seja h ∈ Z〈X〉. Se h esta´ em M , enta˜o as componentes multi-homogeˆneas de h tambe´m
esta˜o em M
Demonstrac¸a˜o. Escreva f(x1, . . . , xm) =
∑
σ∈Sm
ασxσ(1) . . . xσ(m) em que ασ ∈ Z e sejam





j , j = 0, 1, . . . ,m + 1, em que g
(aj)
j e´ a
componente multi-homogeˆnea de gj de multigrau aj = (aj1 , . . . , ajt). Temos
g0f(g1, . . . , gm)gm+1 =
∑
σ∈Sm






















































































m+1 e´ um elemento de M que e´ multi-homogeˆneo
de multigrau a0 + a1 + . . .+ am+1.
Suponha que h = g0f(g1, . . . , gm)gm+1 e seja h
(a) a componente multi-homogeˆnea de

















e, portanto, h(a) ∈M .
No caso em que h e´ uma combinac¸a˜o linear de elementos da forma g0f(g1, . . . , gm)gm+1,
enta˜o uma componente multi-homogeˆnea h(a) de multigrau a de h e´ a soma das compo-
nentes multi-homogeˆneas de multigrau a das parcelas dessa combinac¸a˜o que possuem essa
componente. Portanto, h(a) ∈M .
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Corola´rio 4.30. Seja h ∈ Z〈X〉 tal que h(a) e´ a componente multi-homogeˆnea de h de
multigrau a.
i. Se h ∈ L(3) enta˜o h(a) ∈ L(3);
ii. Se h ∈ T (3) enta˜o h(a) ∈ T (3).
Demonstrac¸a˜o. Basta notar que L(3) e´ o Z-mo´dulo de Z〈X〉 gerado pelo conjunto
{f(g1, g2, g3) | g1, g2, g3 ∈ Z〈X〉},
e T (3) e´ o Z-mo´dulo de Z〈X〉 gerando pelo conjunto
{g0f(g1, g2, g3)g4 | g0, g1, g2, g3, g4 ∈ Z〈X〉},
















Demonstrac¸a˜o. Seja f = f(x1, . . . , xk−1, xk) ∈ Hm1,...,mk−1,1. Seja
g(x1, . . . , xm1 , xm1+1, . . . , xm1+m2 , . . . , xm1+...+mk−2+1, . . . , xm1+...+mk−2+mk−1 , xn)
= f(x1 + . . .+xm1 , xm1+1 + . . .+xm1+m2 , . . . , xm1+...+mk−2+1 + . . .+xm1+...+mk−2+mk−1 , xn)
em que n = m1 + . . .+mk−1 + 1, a linearizac¸a˜o completa de f . Seja
h(x1, . . . , xm1 , xm1+1, . . . , xm1+m2 , . . . , xm1+...+mk−2+1, . . . , xm1+...+mk−2+mk−1 , xn)













Enta˜o g ∈ L(3)∩T (3)xn. Uma vez que h ∈ Pn, segue do corola´rio 4.30 que h ∈ L(3)n ∩T (3)n−1xn.
Mas pelo corola´rio 4.24 temos que h = 0.
Por outro lado,
h(x1, . . . , x1︸ ︷︷ ︸
m1
, x2, . . . , x2︸ ︷︷ ︸
m2
, . . . , xk−1, . . . , xk−1︸ ︷︷ ︸
mk−1
, xk) = m1! · · ·mk−1!f(x1, . . . , xk−1, xk)
e, portanto, m1! · · ·mk−1!f(x1, . . . , xk−1, xk) = 0. Mas Z〈X〉 e´ um Z-mo´dulo livre e,
portanto, f(x1, . . . , xk, xk+1) = 0.
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Demonstrac¸a˜o. Seja n = m1 + · · ·+mk−1 + 1. Uma vez que T (3)n = L(3)n ⊕ T (3)n−1xn, enta˜o
aplicando Φm1,...,mk−1,1 em ambos os lados dessa expressa˜o e considerando o lema 4.31
temos o resultado.
Para a continuidade do texto, lembramos alguns resultados e definic¸o˜es dados anteri-




em que Vn e´ o Z-mo´dulo gerado pelo conjunto
R′n =
{
[xi1 , xi2 ] . . . [xi2t−1 , xi2t ]xj1 . . . xjn−2t | 0 ≤ 2t ≤ n,
i1 < . . . < i2t, j1 < . . . < jn−2t, {i1 . . . i2t, j1, . . . , jn−2t} = {1, . . . , n}
}
.
Ale´m disso, no cap´ıtulo 1 (conceitos preliminares), definimos o conjunto S formado pelos
elementos da forma
[xi1 , xi2 ] · · · [xi2t−1 , xi2t ]xb11 . . . xbkk
em que
• bj ∈ {mj,mj − 1}, j = 1, . . . , k;
• i1 < i2 < . . . < i2t, 0 ≤ 2t ≤ k, sa˜o os inteiros j ∈ {1, 2, . . . , k} para os quais
bj = mj − 1,
e vimos que
{f + T (3) | f ∈ S}
e´ um conjunto linearmente independente no Z-mo´dulo Hm1,...,mk/(T (3) ∩Hm1,...,mk). Desta
forma, denotando por S˜ o Z-mo´dulo gerado pelo conjunto S, temos que T (3) ∩ S˜ = {0}.
Lema 4.33. Se f ∈ R′n enta˜o Φm1,...,mk−1,1(f) ∈
(
Hm1,...,mk−1,1 ∩ T (3)
) ∪ S.
Demonstrac¸a˜o. Seja f ∈ R′n. Temos que f = gh em que
1) h =
(



















xann , aj ∈
{0, 1} para todo j = 1, . . . , n;
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2) g e´ um produto de comutadores da forma
[xi1 , xi2 ] . . . [xi2t−1 , xi2t ]
em que {xi1 , xi2 , . . . , xi2t} e´ o subconjunto das varia´veis {x1, . . . , xn} que tem ex-
poente 0 em h e dispostas de forma que i1 < i2 < . . . < i2t.
Denote Φ = Φm1,...,mk−1,1. Temos
Φ(f) = x`11 x
`2




k [Φ(xi1),Φ(xi2)] . . . [Φ(xi2t−1),Φ(xi2t)]
em que 0 ≤ `j ≤ mj para todo j = 1, . . . , k − 1.
Se `j ≤ mj − 2 para algum j ∈ {1, . . . , k − 1}, enta˜o Φ(xir) = Φ(xis) para, pelo
menos, um par r, s ∈ {1, . . . , 2t}, com r 6= s. Pelo corola´rio 2.54 temos que, nesse caso,
Φ(f) ∈ T (3). Se `j ∈ {mj − 1,mj} para todo j = 1, . . . , k − 1, enta˜o Φ(f) ∈ S.
Defina Vm1,...,mk−1,1 := Φm1,...,mk−1,1(Vn), n = m1 + . . .+mk−1 + 1.
Corola´rio 4.34. Vm1,...,mk−1,1 ⊂
(
Hm1,...,mk−1,1 ∩ T (3)
)⊕ S˜.






em que αi ∈ Z e gi ∈ R′n. Enta˜o o resultado segue da proposic¸a˜o 4.33 e do fato que
T (3) ∩ S˜ = {0}.
O teorema abaixo equivale ao teorema 1.12 enunciado no cap´ıtulo 1 (introduc¸a˜o).
Teorema 4.35. Hm1,...,mk−1,1/Hm1,...,mk−1,1 ∩ L(3) e´ um Z-mo´dulo livre.
Demonstrac¸a˜o. Como antes, tome n = m1+. . .+mk−1. Tendo em vista que Pn = T
(3)
n ⊕Vn,
enta˜o aplicando Φm1,...,mk−1,1 em ambos os lados dessa expressa˜o, temos
Hm1,...,mk−1,1 =
(
Hm1,...,mk−1,1 ∩ T (3)
)
+ Vm1,...,mk−1,1.
Segue enta˜o, do corola´rio 4.34, que
Hm1,...,mk−1,1 =
(
Hm1,...,mk−1,1 ∩ T (3)
)⊕ S˜.
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Mas, pelo corola´rio 4.32, temos






















De onde segue que
Hm1,...,mk−1,1/Hm1,...,mk−1,1 ∩ L(3) ∼=
((





Uma vez que todo submo´dulo de Z〈X〉 e´ livre (proposic¸a˜o 2.22), segue o resultado.
Corola´rio 4.36. Seja f = f(x1, . . . , xk) ∈ Hm1,...,mk−1,1 e r um inteiro na˜o nulo. Se
rf ∈ L(3), enta˜o f ∈ L(3).
Demonstrac¸a˜o. Segue do teorema 4.35 que o Z-mo´dulo Hm1,...,mk−1,1/Hm1,...,mk−1,1 ∩ L(3)
e´ livre de torc¸a˜o. Portanto, se rf + L(3) = 0, enta˜o f + L(3) = 0, de onde segue o
resultado.
4.4 Os elementos do centro de B contidos em B1
Lembramos que a se´rie central inferior de Z〈X〉 vista como a´lgebra de Lie e´ a se´rie dos
ideais de Lie L(i) ⊂ Z〈X〉 definidos recursivamente por L(1) = Z〈X〉 e L(i+1) = [L(i),Z〈X〉]
(i ≥ 1). Ale´m disso, B := ⊕i≥1Bi (Bi = L(i)/L(i+1)) e´ a correspondente a´lgebra de Lie
graduada associada a se´rie central inferior de Z〈X〉(−). Note que, visto como Z-submo´dulo
de Z〈X〉, L(i) (i ≥ 2) e´ gerado pelo conjunto {[f1, . . . , fi] | fi ∈ Z〈X〉}. Lembramos
ainda que T (i) e´ o ideal bilateral em Z〈X〉 gerado como ideal pelos elementos [f1, . . . , fi]
(f1, . . . , fi ∈ Z〈X〉).
Uma observac¸a˜o para a sequeˆncia do texto e´ a de que o Z-mo´dulo L(i), i ≥ 1, tem a
seguinte propriedade:
f(x1, . . . , xk) ∈ L(i) se, e somente se, f(g1, . . . , gk) ∈ L(i) para todos g1, . . . , gk ∈ Z〈X〉.
Um mo´dulo com essa propriedade e´ dito um T -mo´dulo. Outra observac¸a˜o e´ que
T (i) = L(i) · Z〈X〉 (i ≥ 2)
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em que L(i) · Z〈X〉 e´ o Z-mo´dulo gerado pelos elementos da forma gh em que g ∈ L(i) e
h ∈ Z〈X〉. Basta ver que
f0[f1, . . . , fi]fi+1 = [f1, . . . , fi]f0fi+1 − [f1, . . . , fi, f0]fi+1
em que f0, f1, . . . , fi+1 ∈ Z〈X〉.
Na demonstrac¸a˜o do lema abaixo sera´ utilizado o corola´rio 2.64 (dado no cap´ıtulo 2)
que afirma que dado f ∈ Z〈X〉, enta˜o
f + L(2) ∈ Z(B) se, e somente se, [f, g] ∈ L(3) para todo g ∈ Z〈X〉.
Lema 4.37.
(
L(2) + T (3)
)/
L(2) ⊂ Z(B).
Demonstrac¸a˜o. Seja f = g + h, em que g ∈ L(2) e h ∈ T (3), e seja a ∈ Z〈X〉. Claramente
[g, a] ∈ L(3). O lema 4.9 afirma que [T (3),Z〈X〉] ⊂ L(3) e, portanto, [h, a] ∈ L(3). Desta
forma, [f, a] ∈ L(3). Assim, pelo corola´rio 2.64, temos que f + L(2) ∈ Z(B).
Observamos que a demonstrac¸a˜o original do lema acima se deve a Feigin e Shoikhetem
(veja [17]).
Lema 4.38. Seja f = f(x1, . . . , xk) ∈ Z〈X〉. Enta˜o
f + L(2) ∈ Z(B) se, e somente se, [f(x1, . . . , xk), xk+1] ∈ L(3).
Demonstrac¸a˜o. Segue do corola´rio 2.64 e do fato de que L(3) e´ um T -mo´dulo.
Lema 4.39. Seja r um inteiro na˜o nulo e f ∈ Z〈X〉. Se rf + L(2) ∈ Z(B), enta˜o
f + L(2) ∈ Z(B).
Demonstrac¸a˜o. Suponha que f = f(x1, . . . , xk). Uma vez que rf + L
(2) ∈ Z(B), segue
do lema 4.38 que r[f, xk+1] ∈ L(3). Suponha que f = f(x1, . . . , xk) ∈ Hm1,...,mk . Enta˜o,
r[f, xk+1] ∈ Hm1,...,mk,1 ∩ L(3). Portanto, pelo corola´rio 4.36, [f, xk+1] ∈ L(3) . Novamente
pelo lema 4.38, temos que f + L(2) ∈ Z(B).











] ∈ L(3). Mas, pelo corola´rio 4.30, temos que r[f (m), xk+1] ∈ L(3) e, desta
forma, o resultado segue do caso anterior.
Conforme foi definido no in´ıcio deste cap´ıtulo, B1 := B1/J em que J e´ a imagem de




L(2). O lema abaixo corresponde a proposic¸a˜o
3.10 de [8].
Lema 4.40. A torc¸a˜o em B1
(
Z〈x1, . . . , xn〉
)
(m1, . . . ,mn), em que (m1, . . . ,mn) denota
a parte de multigrau m1, . . . ,mn, e´ isomorfa a
(
Z/mdc(m1, . . . ,mn)
)2n−2
.
Desta forma, Tor(B1) 6= {0}. Conforme definimos anteriormente, dado um K-mo´dulo M
(K domı´nio) e um K-submo´dulo N de M , enta˜o o isolador de N e´ definido da seguinte
forma
I(N) = {m ∈M | ∃k ∈ K, k 6= 0, tal que km ∈ N}.
Claramente, N ⊂M . Segue diretamente da definic¸a˜o que Tor(M/N) 6= {0} se, e somente
se, N  I(N). Assim, J  I(J ). Em outras palavras, o isolador de J e´ maior que J .
O teorema abaixo e´ o resultado principal desta sec¸a˜o e equivale ao teorema 1.11 enun-
ciado no cap´ıtulo 1 (introduc¸a˜o).
Teorema 4.41. I
(J ) ⊂ Z(B).
Demonstrac¸a˜o. Seja f ∈ Z〈X〉 tal que f +L(2) ∈ I(J ). Logo, existe um inteiro na˜o nulo
r tal que rf + L(2) ∈ J ⊂ Z(B). Pelo lema 4.39, temos que f + L(2) ∈ Z(B).
Desta forma, definimos a a´lgebra de Lie graduada
B˜ := B/I(J ) = B1/I(J )⊕B2(A)⊕B2(A)⊕ . . . .
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