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EXECUTIVE SUMMARY
Sinclair Community College, like all institutions of higher education, has tremendous 
need for accurate enrollment forecasts. Until recently, using a combination of forecasting 
tools, the forecasts generated by the Office of Institutional Planning and Research (IPR) have 
been quite adequate. Recently, however, the accuracy of the enrollment predictions has waned 
considerably. In an effort to reverse this trend, it was decided to add another, previously 
untried, forecasting method to the IPR arsenal: Autoregressive Integrated Moving Averages, 
or ARIMA.
ARIMA models are a time series forecasting tool developed by Box and Jenkins in the 
late 1960s and early 1970s. After careful analysis an ARIMA (0,1,0)(0,1,1)4 model was 
determined to be best suited for use at Sinclair Community College. This model yeilded a 
prediction of 9210 FTE for the fall quarter 1991. The 95% confidence interval was from 7983 
to 10090 FTE. With continued use of this model, the size of the confidence interval should 
decrease as the number of observations of data increases.
Although well within the 95 % confidence interval, the actual enrollment of 9766 FTE 
is significantly different from the point estimate of 9210 FTE.
It is hoped that the forecasts generated by this model, in conjunction with the other 
forecasting tools currently in place, will be adequate in re-establishing accurate enrollment 
forecasting at Sinclair.
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A. INTRODUCTION
Every year, colleges and universities across the country estimate the number of students 
they expect to enroll at their respective institutions in future quarters/semester. The purposes 
of these projections are three fold: 1) so that future budgets may be built; 2) to determine the 
future levels of programs and services which the institution needs to offer; and, 3) to set 
staffing levels for the future. (Joan Patten 1991, p .l)
A brief discussion of each of the three purposes as they pertain to Sinclair Community 
College (SCC) will serve to explain the importance of each factor and the reliance of each on 
accurate enrollment forecasts.
B- RI III .DING OF FUTURE BUDGETS
Sinclair Community College, as a two-year institution of higher education in the state 
of Ohio has three sources of income: 1) state subsidy; 2) tuition and fees; and 3) county 
subsidy.
In Ohio, subsidy of higher education is determined by the Ohio State Legislature. The 
actual dissemination of funds to all two and four year institutions is executed by the Ohio 
Board of Regents (OBOR) in accordance with the Legislature's will.
In order to receive this funding each institution must submit an annual budget which 
includes a subsidy request and forecasted enrollment figures which are used to justify the 
requisitioned funds. If historically, the projected enrollments submitted by an institution have 
been greatly inaccurate, the members of OBOR cannot make a sound funding decision for that 
institution. Consequently, it is those institutions which have demonstrated accurate foresight 
in the administration of state funds which OBOR will believe and fund accordingly. Since
state funds are a very scarce resource, those institutions appearing unknowledgeable about their 
true size and position are going to be penalized. If a school has historically submitted 
inaccurate enrollment forecasts OBOR is less likely to believe a predicted increase in 
enrollment. Consequently, OBOR may not allocate the funding necessary to support the 
predicted higher enrollment.
In short, if the Ohio Board of Regents does not have any faith in Sinclair's proposed
increase in enrollment, they will most likely ignore a corresponding request to increase
funding.
In addition to the funding problem, Sinclair benefits from accurate forecasts in that the 
college can then determine future levels of program and service support as well as set staffing 
levels of the future. As will be discussed below, each of these factors are important if Sinclair 
is to run efficiently and effectively.
C. DETERMINATION OF FUTURE LEVELS OF PROGRAMS AND SERVICES
Sinclair Community College offers a host of programs and services which are designed
to aid both the attending students in day to day activities and the community as a whole
through short seminars and workshops. In order for these programs and services to be viable 
they need to both serve the needs of those using them, which entails having an adequate supply 
of the service in question, and these services need to be economically viable. It is only 
through accurate enrollment forecasting that the college can efficiently provide programs and 
services to the community. The case of a possible capital expansion should serve to shed light 
on this process. If there is an over-prediction of enrollment, Sinclair could be left with under­
utilized class/office space while being forced to absorb the costs of expansion at the expense of 
other services. In the opposite scenario, under-prediction and no capital expansion, the college 
will be unable to provide the level of services which it feels is necessary to fulfill it's mission. 
It is only through accurate enrollment forecasts that these twin problems can be avoided.
D. SET STAFFING LEVELS FOR THE FUTURE
As is the case for programs and services, accurate predictions of enrollments are also 
necessary to accurately and efficiently set staffing levels for the future. If enrollment is 
significantly higher than anticipated, problems of overcrowding, closed classes, and a frantic 
search for qualified instructors, will limit the effectiveness of the college. If enrollment is 
significantly lower than predicted the results will be layoffs of staff and the under-utilization of 
capital. In the first case, the college will not be able to fulfill its mission of providing 
adequate educational opportunities to the citizens of Montgomery county while in the latter 
case the college will not provide the services at an economically viable price. In either case, 
the professors and support staff are affected directly .
A. INTRODUCTION
At Sinclair Community College, the responsibility for annual enrollment projections is 
charged to the Office of Institutional Planning and Research (IPR). A variety of techniques 
are used by the IPR staff in order to allow for multiple scenarios. The models currently used
are:
(1) Penetration Rate: This technique analyzes the ratio between Sinclair's 
enrollment and the population of Montgomery County.
(2) Age-Cohort Analysis: This forecasting tool analyzes specific Sinclair 
enrollments by age-cohort populations as a percentage of similar cohort sub­
populations of Montgomery county.
(3) Multiple Regression: This technique analyzes the relationship between 
economic variables and Sinclair's enrollment. (Joan Patten 1991, p .l)
Until recently, the combination of these three analyses yielded fairly accurate results. 
However, starting with the Fall quarter of 1989, and culminating during the Fall quarter of 
1990, the accuracy of the IPR projections has waned considerably.
B. INTERNSHIP: TIME SERIES FORECASTING TOOLS
The purpose of my internship with the Office of Institutional Planning and Research 
was to develop a new model of forecasting enrollments which when used in conjunction with 
the other three methods would help regain the needed accuracy of enrollment forecasting.
In consultation with Joan Patten, research associate for IPR, it was decided to develop 
and add the following time series methods to the forecasting arsenal: 1) Classical 
Decomposition; and 2) Autoregressive Integrated Moving Averages (ARIMA).
C. TIME SERIES FORECASTING: AN OVERVIEW
Unlike the other three methods currently in use at Sinclair, time series forecasting tools 
generally do not rely on outside data and their relationships to enrollment, instead one 
statistically extrapolates from historical enrollment figures. The tremendous advantage then, 
lies in the ease and accuracy of data collection. This was especially true when compared to the 
multiple regression model used at Sinclair. The multiple regression model required the 
gathering of much data to create forecasts. This data collection has proven to be both time 
consuming and difficult. A  second advantage over the multiple regression model is that many 
of the variables used in the Sinclair regression model rely on the usage of data which is itself 
forecasted (such as unemployment and population).
The next section contains a brief description of each of the models currently utilized, 
combined with their advantages and disadvantages, is provided. Following this, a brief 
description of decomposition and ARIMA models and the advantages and disadvantages 
associated with them are given for comparative reasons. After this, the decomposition model 
is developed explicitly for use with the models currently in place. The ARIMA model 
follows, and it too is developed explicitly and implemented for use at Sinclair. Finally, some 
conclusions and afterthoughts about the developed models and their appropriate roles in 
enrollment forecasting at Sinclair are given.
in. Advantages and Disadvantages of Each Forecasting Tool
A. PENETRATION RATE
The penetration rate forecasting tool takes advantage of the high correlation between 
the enrollment at Sinclair and the population of Montgomery county. This method has 
provided useful for two reasons: 1) roughly 85% of all Sinclair students are residents of 
Montgomery county; and 2) the changes in the ratio of SCC students to the population of 
Montgomery county has moved in a linear fashion over time.
The advantages to this model are the ease of data collection and the fact that the method 
is consistent and objective. The disadvantages are that other variables/data exist which, when 
used, could explain a larger portion of the variation in enrollments, and the accuracy of 
population figures are suspect in non-census years. The latter effect actually increases the 
variability of the final predictions.
B. AGE-COHORT ANALYSIS
The age cohort model may be thought of as a more specific version of the penetration 
rate model. The age cohort model, using the same data as the penetration rate model, exploits 
the fact that a majority of Sinclair students are between the ages of 25 and 34. By calculating 
penetration ratios for each of the sub-populations as Sinclair (under 18, 18 to 24, 25 to 34, 35 
to 44, 45 to 54, 55 and over) it is possible to adjust enrollment projections to reflect shifts in 
the demographic make-up of the population of Montgomery county.
The advantages and disadvantages of the age cohort model are the same as for the 
penetration rate: the data is easy to collect, and the method is consistent and objective. The 
same disadvantages also apply: possible data inaccuracies, and limited number of explanatory 
variables.
C. MULTIPLE REGRESSION 
Although this model shares the advantages of consistency and objectivity with the age- 
cohort and penetration rate models, data collection is often tedious and fraught with error. 
One advantage of multiple regression models in general is that a good model will provide a 
very precise relationship between enrollments and outside variables. The key phrase in the 
above sentence is "good model", for a variety of reasons, a good model has yet to be 
developed for use at Sinclair. First, as mentioned above, data collection is difficult. Although 
such variables as unemployment and population are readily available for the city of Dayton, 
other variables, which are theoretically important, are not available on such a micro level 
(such as cost of living and real disposable income). A second problem with the data is that the 
impact of several variables is usually immediate. Thus an accurate regression model generated 
for Sinclair will need to use forecasted values these variables, in effect creating forecasts based 
on forecasts. Because of these, and related reasons, the multiple regression model has become 
the weak link for enrollment forecasting at SCC. To drive home this point, one need only 
look at last year's model, which in the final analysis provided an r-square of 0.23, which only 
explained 23% of the variation in enrollments.
D. CLASSICAL DECOMPOSITION
This model shares the consistency and objectivity advantages of the penetration rate, 
age-cohort analysis, and regression models. One advantage this model has over the previous 
three models is the data, in addition to being easy to collect, is accurate. The primary 
disadvantage to this type of forecasting tool lies is the fact that it does not use explanatory 
techniques. Consequently, the model will not pick up sharp changes in enrollment caused by 
exogenous factors. Further, decomposition models do not incorporate sharp changes in actual 
figures adequately, rather the model views any sharp aberrations as just that: an aberration.
Thus, forecasts will tend to lag behind significant changes in the actual series.
E. ARIMA
As is the case with the classical decomposition model, the ARIMA model is unbiased 
and consistent, and easily avoids the pitfalls of data collection/accuracy. ARIMA time series 
models are superior to decomposition models in that ARIMA models formulate a more exact 
description of the time series data and ARIMA models put more emphasis on recent 
observations than do decomposition models. Like the decomposition models, ARIMA models 
have difficulty forecasting sudden changes in the series, but unlike the decomposition models, 
any sudden change is not treated as an aberration and is thus incorporated more quickly into 
future forecasts.
F. CONCLUSIONS
By using all four forecasting tools: penetration rate, age-cohort analysis, multiple 
regression, and ARIMA (as will be seen in the next section the classical decomposition method 
is not a good model for Sinclair), the IPR office is able to exploit the advantages of each while 
minimizing the disadvantages of each method.
IV: Decomposition: A New Model
A. INTRODUCTION
Classical Decomposition was the first time series forecasting tool which I developed for 
IPR for use at SCC. Decomposition models get their namesake from the fact that their 
purpose is to decompose time series data into various components which are then analyzed 
separately in order to determine any patterns which exist within each component. The 
computational program which I used to generate the following model (NCSS) breaks the time 
series data into four parts: mean, trend, cycle, and season. Most decomposition models 
include an irregular component which represents random fluctuations which are shorter in 
duration than one year. Due to the difficulty of determining the irregular component, the 
irregular component was presupposed to have a mean of 0. In order to do this in a 
multiplicative model, all values of the irregular term are set equal to 1.
B. THE MODEL
The forecasts generated from the NCSS program are made from the following 
multiplicative model equation:
Forecast = (Mean)* (Trend)* (Cycle) ♦(Season)* (Irregular)
In order to understand the resulting forecasts, it is first necessary to analyze each 
component and its contribution to the overall model.
MEAN
For all intents and purposes the mean value merely represents a starting place for the 
model. The computation for this variable is:
Mean = (sum of all data points)/(number of data points)
For Sinclair this value is 5835.62. It should be noted that all computer programs do not utilize 
means for decomposition. In these cases the trend represents the combined value of the trend 
and mean generated by the NCSS program. Either convention is acceptable and neither 
method has any real advantage over the other.
TREND
Trends are long-term movements in a time series that can be described by a straight 
line or a curve. (John Hanke, p.267) The normal procedure for determining the trend line 
equation is the least squares methodology. Generally speaking, the least squares method 
minimizes the sum of the squared distances, measured in the vertical direction, from the data 
points to the trend line. (John Hanke p.269) A normal linear trend equation looks like:
Trend = BO +Bl*(t)
where: BO = the value of the time series data at time = 0
B1 = the average increase in the trend per unit time 
t = time period
As mentioned above, the NCSS program factors out the mean value prior to calculating 
a trend line. Thus, in order to create a trend line in a standard format the NCSS trend 
equation must be multiplied by the mean. The trend line generated by the NCSS program for 
SCC was:
Trend = (.926768) + (.00227141)*(t)
To get the actual trend equation it is necessary to multiply through by the mean:
Trend = (.926768)*(5835.62) + (.00227141)*(t)*(5835.62)
Which yields the following equation:
Trend = (5408.27) + (13.26)*(t)
From this, we can see that enrollment is rising, on average, by 13.26 fte per quarter.
SEASON
Seasonal variation refers to a pattern of change that recurs regularly over time. The
movement is completed within the duration of a year and repeats itself year after year. (John
Hanke p.284) Seasonal variation is represented by a seasonal index. The formal equation for
determining the seasonal indices are:
S = (T*S*C*D/(T*C*D
where T, S, C, I, represent trend, season, cycle, and irregular components of a time series
equation. (T*C*I) can be estimated by computing a four quarter moving average and
(T*S*C*I) is represented by the actual time series. Remember that "I" was presupposed to
have a value of one. Thus the equation is reduced to:
S =(T*S*C)/(T*C)
where: T = four quarter moving average
T*S = actual data point at time t
The NCSS program estimated the seasonal indices as follows:
Fall = 1.20951 
Winter = 1.21998 
Spring = 1.11956 
Summer = 0.34929
From this we can, for example, say that on average Fall enrollment is 1.2 times the 
quarterly average for a given year while Summer enrollment is .35 times the quarterly 
average.
CYCLE
Cyclic patterns can be thought of as a seasonal variation whose time periods are greater 
not consistent in length. The so called "Business Cycle" represents a perfect example of this 
type of component. Cyclic index numbers are not difficult to create for any given time period. 
Given T, S, and I (equal to 1), and the data point Y, it is only necessary to substitute these 
values into the equation: T = (T*S*C*I) and solve for C. Unfortunately, one can not use this
residual method to compute the value of future cyclic index numbers. To actually forecast 
cyclic index numbers it is necessary to run a spectral analysis on the data. Spectral analysis is 
the process by which one attempts to explain variations in data by using several sine curves of 
different periods complete with weights. There is a definite cyclic effect in the time series 
data in question. However, less than two full sine curves have been generated. Because of 
this, estimation of the cycle was not feasible. Perhaps at some future point, when more data is 
available, the cyclic function may be added to the model. Because of this difficulty, the 
assumption that the cycle is random with a mean of 0 and a standard deviation of 1 was forced 
upon the model. One should remember that in a multiplicative model this results in C = 1.
SUMMARY
After eliminating the error and cyclic term from the equation, the decomposition model 
generated was in the following form:
Forecast = (Mean)* (Trend)* (Season)
with the following values:
Mean = 5835.672 
Trend = (.936768) + (.00227141)
Fall = 1.30951 
Winter = 1.21998 
Spring = 1.11956 
Summer = 0.34929
This model accounts for 94% of the total variance in enrollment at Sinclair. However, 
over the past year and a half, Sinclair has experienced double digit growth. The 
decomposition model does not account for this as strongly as it should, but instead treats the 
very high values as statistical anomalies. In fact, according to this model, enrollments should 
have actually decreased by 5.6% between Fall 1990 and Fall 1991. Because of this, as well as 
the lack of a cyclical estimate contributing to the model's poor performance, I do not advocate 
the usage of this model as a forecasting tool in its own right. Yet not is all lost.
Detrended/deseasonalized data has its uses. The current regression model does not try to 
predict enrollment for each of the four quarters. Instead, only the value for the fall quarter is 
used for any given year. By adding in the other 3 quarters (as deseasonalized variables) a 
more precise relationship between enrollment and various economic variables may emerge. 
For complete documentation of the NCSS report, please refer to Appendix A.
V: ARIMA
A. INTRODUCTION
Like the decomposition model, Autoregressive Integrated Moving Average models 
(ARIMA) forecast future values of time series data based exclusively on information contained 
within past values of the data. The primary difference between the two approaches lies in that 
decomposition models do not reflect any theoretical structure. Instead, the decomposition 
models may be viewed as rough-and-ready methods evaluating which factors are most 
influential in determining a time series. ARIMA models, in addition to taking advantage of 
the trend and seasonal components of the decomposition models, add a theoretical modeling 
approach to analyzing the properties which underlies time series data.
ARIMA models, and the methodology used in determining specific ARIMA models, 
were developed by Box and Jenkins in 1970. This methodology, often referred to as the Box- 
Jenkins technique, makes no assumptions about the data, but tries to develop a specific 
structural equation of the time series data. An ARIMA model is said to fit well if residuals 
between the forecasting model and the historical data points are small, randomly distributed, 
and independent. (John Hanke p. 373) If the model does not satisfy this criteria then a new 
model needs to be developed and tested. This process is repeated until an adequate model is 
generated. As implied, there is no single model for any given set of data and the process of 
developing an adequate model has an element of uncertainty contained within it.
B. MODEL IDENTIFICATION AND ANALYSIS
When generating an ARIMA model, it is first necessary to ensure that the data is 
stationary. Stationarity is needed so that a model which estimates the relationship between
X(t) and X(t-l) works just as well for X(10) and X(9) as it does for X(100) and X(99). 
Stationarity is said to exist when the series has a constant mean, a constant variance, and a 
constant covariance between X(t) and X(t-i). This is generally achieved through differencing of 
the data. At this point, the NCSS program proved tedious and rather difficult to use. Because 
of this, the data was analyzed using SAS.
To determine the order of differencing needed (if at all), it is necessary to analyze the 
autocorrelations of the data. If the autocorrelations decrease in a linear fashion (either period 
to period or seasonally) then the data is not stationary.
By looking at the plots of the autocorrelations contained in appendix B, the following 
observations can be made. First, the undifferenced data contained significant autocorrelations 
for every fourth period. The degree of significance is declining in a seemingly linear fashion 
and would appear to be non stationary. Second, if differenced at the first period, the 
autocorrelations are also decreasing in what appears to be a linear manner at every fourth 
period lag. Third, if the data is differenced at the fourth period, the autocorrelations are 
declining in a seemingly linear fashion. Here the seasonal effect is gone but the data is not yet 
stationary or random. Fourth, when differenced at periods 1 and 4, the autocorrelations no 
longer exhibit a discemable pattern which would indicate the necessity of further differencing. 
Based on this, it was determined that the usage of data differenced at the first and fourth 
periods would meet the requirements of being stationary (the autocorrelations display 
stationarity).
Once it was determined that differencing was needed at the first and fourth periods, an 
analysis of the partial autocorrelations of the differenced data was necessary to identify 
potential ARIMA models for testing. It should be noted that typically this process does not 
identify just one, but several models to be tested. The most obvious model appeared to be:
Z = C + thetal*E(t-4) + Ut (1)
where: Z = W(t-4) - W(t)
W = H(t-l) - H(t)
H = original series 
Ut = error term at time t 
thetal = estimated coefficient for moving average term E (error of time t-4)
This can also be represented in the following standard notation:
(0,1,0)(0,1,1)4 
A B C  a b e d
where: A = number of autoregressive terms to be estimated
B = order of differencing
C = number of moving average terms to be estimated 
a = number of seasonal autoregressive terms to be estimated 
b = order of seasonal differencing
c = number of seasonal moving average terms to be estimated 
d = number of seasons
Once the model was identified, NCSS was used in order that Sinclair would be able to
update and use ARIMA with little difficulty in the future.
The results from this model were quite promising. The T-statistic on the moving
average term (T = 3.44) was significant at the .01 level, while the root mean square error
term was 310.22. Also an analysis of the backcasts and forecasts showed that the forecasts
generated by the ARIMA procedure were acceptable. For a complete printout of the results
and procedure used, please refer to appendix C.
Next, it was then necessary to verify that no other model was better than the one just
used. In order to do this, four models were estimated and compared to the model developed.
The four models estimated, as well as the original model, are as follows:
Model
T-statistic 
1st term
T-statistic 
2nd term RME AIC
(0,1,0)(0,1,1)4 3.44 310.22 148.0 (1)
(1,1,0)(0,1,1)4 -0.78 -3.29 311.46 149.1 (2)
(0,1,1)(0,1,1)4 1.25 -3.12 310.61 49.0 (3)
(0,1,0)(1,1,1)4 1.03 -0.58 310.99 49.1 (4)
(0,1,0)(0,1,2)4 -3.46 -1.34 310.39 149.0 (5)
In the first model used for comparative reasons, model (2), we find the moving average 
term to be significant but at a lower level than model (1). In addition to this, the 
autoregressive term was found to be insignificant. The root mean error term (RME) increased 
slightly. Model (3) generated similar results. The non-seasonal moving average term is 
insignificant, the seasonal moving average term is less significant and the RME has increased 
slightly. Model (4) provided an insignificant seasonal autoregressive term as well as an 
insignificant seasonal moving average term. Again the RME was up slightly. The last model 
tested for comparative reasons indicated that one seasonal moving average term was significant 
(at a level comparable to the original model) while a second seasonal moving average term was 
insignificant. Here too, the RME increased slightly.
If the root mean error term had been the sole criterion for judging models there would 
be little difference between them. Even though the original model provided the lowest RME, 
the RME for the other models was very close to the same size. However, in each of the 
alternative models, at least one of the terms is insignificant at the alpha = .05 level. In 
addition to this the Akaike Information Criterion (AIC), a number which allows comparison 
between arima models, indicates the original model is superior to the other 4 (a lower score is 
better). This superiority is a result of the advantage given for parsimony. That is, all things 
being equal (equal RME) the simpler model will be the superior one.
The net result of the analysis was to reject the alternative models and accept the 
original model: (0,1,0)(0,1,1)4. Thus the forecasts generated by this model may be used as 
valid indicators of where enrollment at Sinclair Community College should be in the near 
future. The actual forecasts and associated confidence intervals are contained in the ARIMA 
printout contained within appendix C.
C. SUMMARY
ARIMA models, as a time series tool, add a theoretical dimension to decomposition 
models while providing more accurate forecasts. The model formulation is not difficult, but
does contain an element of trial and error. The model generated for forecasting enrollment at 
Sinclair, (0,1,0)(0,1,1)4, provides sound forecasts and should be considered a viable tool for 
future enrollment forecasting at the college.
VI. CONCLUSIONS
Sinclair Community College, as an institution of higher education, has a need for 
accurate enrollment forecasts. To date, SCC has used several techniques to generate forecasts. 
The forecasting tools created in this paper are not meant to replace the tools currently in place 
but to supplement them. Through this, it is hoped the advantages of each will be realized while 
minimizing the disadvantages of each model.
The forecast for the Fall quarter 1991 is 9210 Fte with a 95% confidence interval of 
8350 fte to 10070 fte. Although this interval is quite wide, confidence intervals are weighted 
more heavily towards the middle. Also, continued use of the ARIMA procedure should serve 
to decrease the interval as a larger data set is generated.
The next step for enrollment forecasting at Sinclair should be to generate a good 
regression model in which data collection is well documented so that when it is updated the 
data collection is not quite so tedious.
APPENDIX A
Documentation of Decomposition Model including Forecasts
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APPENDIX B
Documentation of Spectral Analysis
Note that this appendix contains the spectral analysis created by the SAS computer 
program
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Lag Correlation Lag Correlation Lag
Correlation
1 -0. 24489 ** 41 0. 02723
2 -0. 38415 **** 42 0. 00759
3 -0. 58519 ****** 43 0. 01384
4 0. 84316 ******** 44 -0. 00757
5 -0. 20995 ** 45 -0. 02587
6 0. 01996 46 0. 00529
7 0. 09141 * 47 -0. 00039
8 -0. 11169 * 48 -0. 05107
9 -0. 01069 49 -0. 04403
10 -0. 08845 * 50 -0. 06761
11 -0. 07937 *
12 -0. 07386 *
13 -0. 12199 *
14 -0. 10183 *
15 -0. 09571 *
16 -0. 12992 *
17 -0. 05 080 *
18 -0. 06726 *
19 -0. 07507 *
20 -0. 07422 *
21 -0. 02918
22 0. 01262
23 0. 03629
24 -0. 00491
25 0. 05048 *
26 0. 02296
27 0. 016 03
28 -0. 08852 *
29 0. 03758
3 0 0. 00803
31 -0. 04635
32 -0. 13726 *
33 -0. 00220
34 -0. 07188 *
35 -0. 10721 *
36 -0. 10994 *
37 -0. 03237
38 -0. 04715
39 -0. 05235 *
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Statistically significant if greater than 0.25607
ARIMA PROCEDURE
NAME OF VARIABLE = X.
PERIOD!S) OF DIFFERENCING = 1.
MEAN OF WORKING SERIES = 12
STANDARD DEVIATION = 3676.585
NUMBER OF OBSERVATIONS = 60
NOTE: THE FIRST OBSERVATION WAS ELIMINATED BY DIFFERENCING.
AUTOCORRELATIONS
.AG COVARIANCE CORRELATION - 1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1
0 13517275 1.00000 1 i********************
1 -60A6690 -0.AA733 1 *********| •
2 -AA8862 -0 .03321 1 * 1 .
3 -65353A2 -0 . A83A8 1 **********| «
A 12559818 0 .92917 I *******************
5 -5672156 -0 . A1962 1 . ******** s •
6 -39A510 -0 . 02919 1 * I •
7 -6098508 -0.A5116 1 . ********* 1 •
8 11679A80 0 .86A0A I *****************
9 -52A7865 -0.38823 ******** 1 .
10 -3578A7 -0 . 026A7 * 1 •
11 -5662063 -0.A1888 1 • ******** 1 •
12 10859598 0.80339 I • 1****************
13 -A817772 -0.356A2 1 m ******* 1 .
1A -358710 -0.0265A * 1 .
15 -526788A -0.38971 ******** 1 •
16 10006278 0.7A026 i***************
17 -A377982 -0.32388 ****** 1 .
18 - 32A 0 0 8 -0.02397 1 .
19 -A878219 -0 . 36089 ******* 1 .
20 9129A59 0 .67539 1************** .
21 -3977585 -0 . 29A26 ****** I .
22 -282A20 -0 .02089 i •
23 -AA06077 -0 . 32596 ******* 1 .
2A 82570 0A 0.61085 i************
MARKS TWO STANDARD ERRORS
ARIMA PROCEDURE
NAME OF VARIABLE = X.
PERIOD(S) OF DIFFERENCING = 4.
MEAN OF WORKING SERIES = 113.2807 
STANDARD DEVIATION = 447.1848
NUMBER OF OBSERVATIONS = 57
NO T E : THE FIRST 4 OBSERVATIONS WERE ELIMINATED BY DIFFERENCING.
AUTOCORRELATIONS
.AG COVARIANCE CORRELATION - 1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1
0 199974 1 . 0 0 0 0 0 1 ixxxxxxxxxxxxxxxxxxxx
1 145506 0.72762 xxxxxxxxxxxxxxx
2 109286 0.54650 xxxxxxxxxxx
3 89927*063 0.44969 xxxxxxxxx
4 82567*270 0.41289 X X X X X X X X *
5 39639 .962 0.19823 i . iX X X X
6 28578 * 736 0.14291 1 . iX X X
7 15112.647 0.07557 X X
8 6075.792 0.03038 i ! ‘ i X
9 -7798.850 -0.03900 1 .  X 1
10 -9724.784 -0.04863 1 # X 1
11 -20007.377 -0.10005 1 . X X  1
1 2 -36408.424 - 0 .18207 1 .  X X X X 1
13 -35489.506 -0.17747 1 . X X X X 1
14 -38510.152 -0.19258 1 . X X X X 1
15 -51913.744 -0.25960 1 . X X X X X 1
16 -75782.750 -0.37896 1 . X X X X X X X X 1
17 -68841.572 -0.34425 1 . X X X X X X X 1 •
18 “68645.735 -0.34327 1 .  X X X X X X X 1 •
19 “79710.615 -0.39860 1 . X X X X X X X X 1 .
20 -95611.445 -0.47812 1 . X X X X X X X X X X 1 •
21 -70269.471 -0.35139 1 # X X X X X X X 1 .
22 “ 5 4 5 4 8 .3 3 8 -0.27278 1 . X X X X X 1 •
2 3 -46090.704 -0.23048 1 . X X X X X 1
24 -49469.330 -0.24738 1 . X X X X X 1 •
MARKS TWO STANDARD ERRORS
AR IMA PROCEDURE
NAME OF VARIABLE = X.
PERIODCS) OF DIFFERENCING = 1,4.
MEAN OF WORKING SERIES = 1.714286 
STANDARD DEVIATION = 332.4488
NUMBER OF OBSERVATIONS = 56
NOTE: THE FIRST 5 OBSERVATIONS WERE ELIMINATED BY DIFFERENCING.
AUTOCORRELATIONS
LAG COVARIANCE CORRELATION - 1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1
0 110522 1 . 00000 ********************
1 - 2 0 2 5 0 . 8 4 1 -0 . 18323 i # **** | •
2 -17162.722 -0 . 15529 * * *  i .
3 -12004.568 - 0 . 1 0 8 6 2 i * *  1 •
4 3 7 8 3 2 . 3 3 6 0.34231 i I *******
5 -33122.326 -0 .29969 1 * * ** ** | •
6 2711.601 0 .02453 i
7 -4512.276 - 0 . 0 4 0 8 3 i * |
8 5552.430 0 .05024 s *
9 -13550.630 - 0 . 12261 * *  |
10 8692.493 0 .07865 ! ' **
1 1 6574.573 0 . 0 5 9 4 9 i *
1 2 -16833.250 -0 . 15231 1 * * *  |
13 3794.302 0 .03433 i *
14 10464.293 0 .09468 i **
15 10533.897 0 .09531 i **
16 -30694.842 -0 .27773 i # * * * * * * j
17 6 4 80 . 332 0 .05863 i *
18 11314.032 0 . 10237 1 **
19 5547.299 0.05019 i *
20 -42179.659 -0. 38164 I * * * * * * * * |
2 1 10343.987 € .09359 **
2 2 8392.692 0 .07594 **
23 12715.811 0 . 1 1 5 0 5 **
24 -26717.958 -0.24174 * * * * * | •I n jk  jpC 5C a  ML I ^
"." MARKS TWO STANDARD ERRORS
ARI MA PROCEDURE
PARTIAL AUTOCORRELATIONS
LAG CORRELATION -1 9 8 7 6 5 4 3 2 1 0 1 2 3
1 -0 . 18323
2 -0.19542 | ,****|
3 -0.19197 | .****|
4 0.27075 | . | * * * * *
5 -0.26263 | *****|
6 0 .02869 | | *
7 -0.07257 | * |
8 -0 . 13743 | . * * * |
9 0 .01547 1 1
10 -0 . 07086 | X j
11 0 . 10155 | | X X
12 -0.20724 | .XXXXj
13 0 .05525 | J X
14 0 .02288 I 1
15 0 .06277 | | X
16 -0 . 13965 | # X X X I
1 7 -0.09163 | X X  |
18 0 . 09749 | | X X
19 -0 . 05634 | * 1
20 -0.25935 1 X X X X X 1
21 -0 . 10728 1 X X  I
22 -0.06583 1 X j
23 0.10045 1 1 X X
24 -0 . 17650 1 .  X X X X 1
AUTOCORRELATION CHECK FOR WHITE NOISE
TO CHI AUTOCORRELATIONS
LAG SQUARE DF - PROB
6 17.23 6 0 .008 -0.183 -0 . 155 -0.109 0 . 342 -0 . 300
12 20 . 9 6 12 0 . 051 -0.041 0 . 050 -0.123 0 .079 0 . 0 5 9
18 29.91 18 0 . 0 3 8 0 .034 0 . 0 9 5  0 . 0 9 5 -0.278 0 . 0 5 9
24 51 .87 24 ■ 0 . 0 0 1 0 . 0 5 0 -0.382 0.094 0 .076 0 . 1 1 5
0 . 025 
0 . 152 
0 . 1 0 2  
0 . 242
APPENDIX C
Documentation of ARIMA model including Forecasts
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ARIMA
Nonlinear Estimation
The following is the printout given by NCSS as the program works through the 
algorithm in solving the ARIMA model:
Itn SMA(l) Sum Squares
0 0.1000 6669388.5000
1 -0.2608 5430309.0000
2 -0.4087 5294446.5000
3 -0.4207 5293142.0000
4 -0.4230 5293069.5000
5 -0.4234 5293060.5000 
Normal convergence.
Estimation Summary Report
SERIES: FTE-trend MODEL: Regular(0,l,0) Seasonal(0,l,l)s=4 with Trend
MOVING AVERAGE PARAMETERS
Label Estimate Std Err t
SMA(l) -0.4234 0.1193 -3.55
Prob
0.0004
Number Observations 61 
Number Iterations 5
Residual Sum Sqrs 5293061 
Mean Square Error 96237.46
Pseudo R-Squared 98.43535 Root Mean Square 310.2216
Trend Equation (5483.867)+(11.34855)x(timeperiod)
Correlations of Estimates
SMA(l)
SMA(l) 1.00000
Yr
1
1
2
2
2
2
3
3
3
3
4
4
4
4
5
5
5
5
6
6
6
6
7
7
7
7
8
8
8
8
9
9
9
9
10
10
10
10
11
11
Forecast Report
Ssn* Actual Residual Forecast
Lower
Limit
3 1928.0 288.5 1639.5 779.6
4 6797.0 -246.0 7043.0 6183.1
1 6778.0 -319.8 7097.8 6237.9
2 5945.0 -7.7 5952.7 5092.8
3 2081.0 -197.4 2278.4 1418.5
4 7036.0 190.2 6845.8 5986.0
1 6395.0 -486.6 6881.6 6021.7
2 5814.0 255.2 5558.8 4698.9
3 1791.0 -75.4 1866.4 0006.5
4 6623.0 -203.5 6826.5 5966.6
1 6127.0 351.0 5776.0 4916.1
2 5922.0 267.9 5654.1 4794.2
3 1868.0 0.9 1867.1 1007.2
4 7564.0 950.2 6613.8 5754.0
1 6984.0 -232.6 7216.6 6356.8
2 6439.0 -453.4 6892.4 6032.6
3 1988.0 -397.4 2385.4 1525.5
4 7970.0 -116.3 8086.3 7226.5
1 7647.0 355.5 7291.5 6431.6
2 7042.0 132.0 6910.0 6050.1
3 1981.0 -441.7 2422.7 1562.9
4 8119.0 205.3 7913.7 7053.9
1 7911.0 -35.5 7946.5 7086.7
2 7494.0 132.1 7361.9 6502.0
3 2167.0 -79.0 2246.0 1386.1
4 8796.0 404.1 8391.9 7532.0
1 8428.0 -145.0 8573.0 7713.1
2 7610.0 -456.9 8066.9 7207.1
3 2205.0 -44.6 2249.6 1389.7
4 8759.0 -246.1 9005.1 8145.2
1 7944.0 -385.6 8329.6 7469.7
2 7034.0 101.5 6932.5 6072.6
3 1953.0 342.9 1610.1 750.3
4 8047.0 -355.8 8402.8 7542.9
1 7106.0 37.3 7068.7 6208.8
2 6274.0 35.0 6239.0 5379.1
3 1931.0 592.8 1338.2 478.3
4 7225.0 -649.3 7874.3 7014.5
1 6431.0 131.2 6299.8 5439.9
2 5950.0 336.2 5613.8 4754.0
Yr Ssn* Actual Residual
11 3 1966.0 108.0
11 4 7098.0 112.9
12 1 6610.0 250.4
12 2 6101.0 -170.3
12 3 2004.0 -158.7
12 4 7233.0 49.2
13 1 6673.0 -178.0
13 2 6189.0 97.1
13 3 2083.0 58.2
13 4 7524.0 191.2
14 1 7005.0 116.4
14 2 6567.0 4.9
14 3 2134.0 -351.6
14 4 7825.0 169.0
15 1 7417.0 61.7
15 2 7139.0 157.9
15 3 2399.0 -158.1
15 4 8723.0 561.4
16 1 8488.0 146.9
16 2 8046.0 -230.9
16 3 2648.0 -591.1
16 4
17 1
17 2
17 3
17 4
18 1
18 2
18 3
18 4
19 1
19 2
19 3
* The seasonal values are as follows:
1 = Winter
2 = Spring
3 = Summer
4 = Fall
Lower Upper
Forecast Limit Limit
1858.0 998.1 2717.9
6985.0 6125.2 7844.9
6359.6 5499.7 7219.4
6271.3 5411.5 7131.2
2162.7 1302.8 3022.6
7183.8 6324.0 8043.7
6851.0 5991.2 7710.9
6091.9 5232.0 6951.7
2024.8 1164.9 2884.7
7332.8 6472.9 8192.7
6888.6 6028.7 7748.5
6562.1 5702.3 7422.0
2485.6 1625.8 3345.5
7655.9 6796.1 8515.8
7355.3 6495.4 8215.2
6981.1 6121.2 7840.9
2557.1 1697.2 3417.0
8161.6 7301.7 9021.5
8341.1 7481.3 9201.0
8276.9 7417.0 9136.7
3239.1 2379.2 4098.9
9209.7 8349.8 10069.6
9036.9 7983.8 10090.0
8497.1 7281.1 9713.2
2848.9 938. 4759.4
9410.6 6997.9 11823.3
9237.8 6410.7 12064.9
8698.0 5510.0 11886.1
3049.8 -904.3 7003.8
9611.5 5017.4 14205.5
9438.7 4283.5 14593.9
8898.9 3237.9 14559.9
3250.6 -3254.4 9755.7
T i m s  P l o i  U i i h  V Q P e C G s t s
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