Local caching with device-to-device (D2D) communications has been recently introduced as an effective scheme for reducing the average download time of the mobile terminals (MTs). The MTs first cache the files in their local memories and then exchange the files with each other within the vicinity via D2D communications. Prior works have largely overlooked MTs' heterogeneity in file preferences and assume unselfish caching behaviors of the MTs. In this work, we practically divide the MTs into different groups according to their individual preferences over the files and propose optimal file caching strategies for self-interested MTs to reduce the average file download time. Assuming the knowledge of the social file preference for an intelligent group, we develop the optimal caching strategy for this group by formulating and solving a convex optimization problem. Closed-form solution for the problem is obtained, which is shown to follow a water-filling structure over the files. Finally, numerical examples are presented to show that the selfish caching of a group can be detrimental to both itself and the other intelligent groups.
I. INTRODUCTION
It is estimated that the global mobile data traffic will exceed 24.3 exabytes per month by 2019 [1] . Moreover, the data traffic is increasingly concentrated to hotspot and the wireless network is getting more and more congested, especially during the peak hours [2] . As a solution, local caching [3] has been proposed recently, which exploits the memory available at the edges of the wireless network to pro-actively download files in off-peak hours and let the edges share the cached files locally with each other (e.g. via device-to-device (D2D) communications). This can significantly save the download time of the MTs compared with that of downloading the file from remote servers via the base stations (BSs).
Depending on which part of network edge to cache the popular files, the literature of local caching can be generally categorized into two types: femto-caching by employing the BSs or femto-cell access points [4] - [6] and D2D-caching by employing the MTs [7] - [9] . First, for local caching on the BS-side, [4] considers that femto-BSs cooperatively serve MTs by deterministically caching files for the coded and uncoded scenarios. The drawback of this approach is that the MT mobility information is assumed and the cache needs to be updated accordingly. In [5] , an efficient caching protocol is proposed that allows the MTs to dynamically select BSs that can serve the MTs and adaptively adjust the quality of the video. [6] considers a cooperative broadcasting scheme where multiple BSs cooperatively serve MTs using multi-cast beamforming in the cloud radio access network. Second, for local caching on the MT-side, [7] proposes the approach of cooperative D2D-caching and derives the power scaling law of the network capacity with respect to the range of the D2D communications. The fairness issue of MTs in the cooperative D2D-caching is studied in [8] by considering the capacityoutrage trade-off. [9] discusses the effectiveness of cooperative D2D caching under different file request popularity, network size and cache size with multi-hop D2D communications. Different from the above related works, the main contributions of this paper are summarized as follows:
• Practical modeling for D2D-caching: We practically model the MTs with heterogeneous file preference and categorize them into different groups according to their preferences over the files. Moreover, selfish MT behaviors are studied, which are largely overlooked in the prior studies that generally assume MTs are cooperative in nature and will cache unselfishly for the social optimum; • D2D-caching without the knowledge of social file preference: As a benchmark case, MT groups do not know the social file preference and different groups randomly cache files according to their own preferences over the files, regardless of the other groups' preferences. The closedform solution for the average download time in this case is obtained; • D2D-caching with the knowledge of social file preference:
With the knowledge of the social file preference, we formulate the caching problem for an intelligent group as an optimization problem to minimize the average download time. Closed-form optimal solution for the file caching distribution is obtained based on the Karush-Kuhn-Tucker (KKT) conditions, which is shown to have a water-filling structure. The optimal caching policy shows that the intelligent group should not only cache based on the group's own preference, but also exploit the social file preference; • Impacts of MTs' selfish behaviors: By presenting a typical two-group numerical examples, we show that if only one group is intelligent and exploits the other group's file preference, the average download time of the group will decrease. However, if both groups are intelligent and try to exploit the other groups, each group's selfish caching may hurt both itself and the other group. 
II. SYSTEM MODEL
As illustrated in Fig. 1 , we consider a large number of MTs are served by the wireless cellular network and these MTs can also leverage D2D communications to share cached files (e.g., videos) with each other. According to these MTs' interests in the files, we divide them into K groups of MTs, denoted by the set K = {1, 2, · · · , K} and Fig. 1 shows an example of K = 2. Within each group denoted by G k , k ∈ K, we assume that the locations of the MTs in the group follow a twodimensional Homogeneous Poisson Point Process (HPPP) with spatial density λ k , k ∈ K. We also denote the social density of the MTs as density of all the MTs, i.e. λ 0 = k∈K λ k . For a certain MT in each group, it can potentially acquire its requested files with peer MTs (if any) within the distance d via D2D communications, as denoted by the circle in Fig. 1 . Here, d is the range of the D2D communications such as Bluetooth [10] , 1 Then, due to our assumption of HPPP, the average number of peer MTs in the range of d is μ k = πd 2 λ k , k ∈ K.
The benefit of the D2D communications is that it exempts a MT from resorting to the congested BS for downloading, especially during the peak hours and thus improves the quality of service (QoS) in terms of latency. However, the download latency with D2D local caching highly depends on the caching strategies of all K groups of MTs The general procedure of local caching consists of two phases: caching phase and sharing phase, respectively.
A. Caching Phase
During the off-peak hours, MTs cache files into their memory. There are mainly two approaches for file caching, namely deterministic caching and random caching. Deterministic caching is generally the approach used in femto-caching where the locations of the BS are fixed, while this approach is not practical for D2D caching due to the mobility of the MTs and the combinatorial structure of the setup. In this paper, we consider random caching for our D2D caching scheme, similar 1 The typical range of the most common Class 2 Bluetooth device is 10 m. [10] to the D2D caching setups in previous works such as [8] . We define the set of popular files as F = {1, 2, · · · , F } and each MT caches one file from F in each caching decision. 2 Each MT in group k ∈ K caches file f ∈ F based on independent random sampling from the group caching distribution c k = [c k,1 , c k,2 , · · · , c k,F ], which is defined as the probability mass function (PMF) over the files F with f ∈F c k,f = 1. We also integrate the group caching distributions of the other groups
Then, given all the group caching distributions (c f,k , ∀k ∈ K, f ∈ F) and the densities of the groups (λ k , ∀k ∈ K), we denote the social caching distribution as the weighted sum of the group caching distribution with respect to the density of each group:
Actually, C f has its operational meaning in our D2D local caching scheme that it denotes the average availability of a certain file f ∈ F in the range of d for a certain MT.
B. Sharing Phase
During the peak hours, MTs make request to the files based on their preference over the files. Because we divide the MTs into groups by their interests, the MTs within the group G k have the common group request distribution
In a certain realization, each MT in the group G k , k ∈ K makes independent request to a certain file f ∈ F based on a random sampling from r k . We also denote r −k = [r 1 , · · · , r k−1 , r k+1 , · · · , r K ] as the group request distributions of the other groups K \ {k}. Finally, for the MTs in all groups, we denote the average probability that file f ∈ F is requested by all the MTs as the social request distribution, which is a weighted sum of the group request distribution with respect to their spatial densities:
The MT can obtain the requested file from its own onboard cache, its peer MTs via uni-cast D2D communications or from the BS. Due to the uni-cast property of the D2D transmission, there is "over-hearing" between the MTs. To avoid any interference, we assume the uni-cast D2D links operate on dedicated frequency bands and will not interfere with each other, and such communications will not interfere with the cellular network's downlink transmissions either by operating on orthogonal bandwidths. Furthermore, similar to previous work such as [8] , we consider the static state of the file caching and downloading, which is an one-shot decision problem and the cached files are updated according to the change of the interests on the files across the MTs. The file diffusion among the users and the change of request distribution over time is not considered for the tractability of analysis.
Under a given realization of file request distribution for a particular MT, we are ready to specify the transmission protocol via D2D communications and cellular downlink. If an MT in group G k , k ∈ K requests a certain file f ∈ F, the protocol for the transmission of the file is given as follows 
Because the D2D communications is over a short-distance link and the data rate is high, the transmission delay of downloading with D2D communications is lower than that from the BS. Furthermore, because the D2D communications is over a direct link between the MTs, the routing delay is also much lower that of downloading from the remote BS due to the network congestion, especially during the peak hour. [11] Hence, due to the above two reasons, we assume that the delay for downloading a certain file f ∈ F from the BS is larger than that of downloading form peer MTs with D2D communications, i.e. τ
C. Average Downloading Time for D2D-caching
With the above specified transmission protocol, we are ready to analyze the average downloading time of each group and the society. We assume the MTs in group G k , k ∈ K initiate their traffic with equal probability. We then specify the group average downloading time of the MTs in group G k under the caching distribution of the other groups c −k with the following theorem:
Theorem 2.1: Given the group caching distribution c k and that of the other groups c −k , the average downloading time for MTs in group G k , k ∈ K is
where e −μ0C f denotes the probability that file f ∈ F is not found in the peer MTs within the range of d,
, c k,f = 1 − c k,f denotes the complement of the group caching distribution and μ 0 = πd 2 λ 0 denotes the average number of peer MTs from all groups within the range d.
Proof: Consider one arbitrary MT i ∈ G k , k ∈ K and denote its peer MTs in group G k as N
k is a Poisson random variable with mean μ k = πd 2 λ k , k ∈ K and its PMF is given by
Then, given the requested file f ∈ F for MT i ∈ G k and its peers N
k ] denotes the probability that file f ∈ F is not found in caches of the peer MTs from all groups. Then, the average downloading time of MT i ∈ G k can be obtained with the theorem of iterated expectation as
where (a) is obtained by utilizing (1) and the Taylor expansion for exponential function e x = ∞ i=0 x i /i!. Finally, because all the MTs in group G k initiate their traffic with equal probability, the average downloading time of the group is equal to the average downloading time of the arbitrary
Theorem 2.1 is thus proved. Remark 2.1: From the results in Theorem 2.1, we can observe that, for a certain group G k , its average downloading time only relies on its own group request and caching distribution r k,f and c k,f , social density λ 0 and the social caching distribution C f , regardless of the specific caching distribution of the other groups c −k or their densities. We can also observe that, for a certain file f ∈ F, the expected downloading time E[T k (c k ; c −k )] for the MTs in group G k monotonically decreases with respect to group caching distribution c k,f and the social caching distribution C f . This is because if the MT or its peer MTs cache the file with higher probability, the requested file is more available to the MT and the average downloading time will decrease. Moreover, from (4), the effect of the difference τ f is exponentially vanishing with respect to the social density λ 0 and caching distribution C f . Given the above group G k 's average downloading time, the social average downloading time is obtained by the weighted sum of group average downloading time with respect to their densities as
where the weights for different groups are their own spatial densities λ k . Given the above calculation of average download time, in the following we want to answer the following question: how should a group optimally cache files by taking advantage of the social file preference information?
III. PROBLEM FORMULATION AND OPTIMAL GROUP CACHING SOLUTION
In this section, we first discuss the benchmark case where each MT group G k , k ∈ K only knows its own group's file request distribution r k and does not know the preference information about the other groups. In this case, an MT group only cache files to match its own group preference, (i.e., Next, we assume that the social file request distribution R f is public information and can be accessible to each group when making caching decisions. 3 We want to understand if a particular group is intelligent and selfish, how will this group optimize its group cache distribution to minimize its own group's average download time. We also want to understand how such selfish behavior's would impact on the society.
We assume that group G k is the intelligent group and the other groups are not. As the other groups are not intelligent (e.g., unaware of public preference information) by caching c −k = r −k , we formulate this caching problem as the optimization problem of minimizing the individual group's average download time, i.e.,
Notice that the objective function is convex in the defined probability simplex and all the constraints of the problem are affine, problem (P1) is a convex optimization problem and it is always feasible. In the following theorem, we give the closedform solution for the optimal group caching distribution with Karush-Kuhn-Tucker (KKT) condition [12] .
Theorem 3.1: The intelligent group G k 's optimal group caching probability for any file f ∈ F for problem (P1) is
where
is the Lambert W function [13] and γ * , which is the optimal dual variable of constraint (6a), denotes the water level that satisfies f ∈F c * k,f = 1. Proof: Due to the space limitation, we omit the proof here. Please refer to [14] for the details.
In Theorem 3.1, the allocation of probability can be interpreted as water-filling over different files with γ * being the water level and the optimal probability allocation c * k,f follows from (7) . Based on the above optimal solution, we propose the optimal algorithm for obtaining the group caching distribution of an intelligent group based on bi-section in Table I . parameters: The PMFs r 1 and r 2 are randomly generated with f ∈F r 1,f = 1 and f ∈F r 2,f = 1 for all the files f ∈ F; The delays for different files by downloading with D2D communications and BS are generated by uniform distribution on [5, 15] ms and [50, 100] ms, respectively. All the randomly generated results are shown on top of the bar for its corresponding optimal c * 1,f . The result is shown in Fig. 2 . It can be observed from the first two sub-figures that c * 1,f 's are monotonically increasing and decreasing with respect to r 1,f and r 2,f , respectively. This is intuitive because if the group request probability r 1,f is high, caching the file f ∈ F with a high probability will decrease the downloading time and if group 2 caches the files with high r 2,f , there is less need for group 1 to cache the file. It can also be observed from the last two sub-figures that the file caching probability is monotonically increasing with τ (D) f and τ f . This is also intuitive because if the delay of a file is large, caching the file with a high probability will decrease the average downloading time significantly. While comparing τ (D) f and τ f , we can see that the effect of τ (D) f is much more significant than τ f . This is because τ f is exponentially vanishing with respect to the average file availability C f and social density λ 0 , as has been shown in (4) .
IV. NUMERICAL RESULTS
In this section, we show the impact of selfish actions by intelligent groups in itself and the other MTs. The intelligent group exploits the social caching distribution as shown in = 75 ms, respectively. We consider a fixed social density λ 0 = 0.2 with λ 1 + λ 2 = λ 0 . For the group request distribution, we assume that it follows a Zipf distribution [16] 
where H(γ r , x, y) = y i=x i −γr defines the harmonic sum from x to y and γ r is denoted as the Zipf exponent, whose value is γ r = 0.4 in our simulation. Furthermore, the group request distribution r 2 of group 2 follows the same distribution, while it is a random permutation of r 1 .
First, we consider the case where only group 1 is intelligent and group 2 is not. Under the above simulation setup, we consider the following metrics for group 1, 2 and society: because higher density offers higher diversity for cooperation within the group and between the groups. Compared with the benchmark, the social average delay increases with the best response of group 1. This is because the optimal strategy of the intelligent group is not necessarily socially optimal. Next, we consider the case where both group 1 and 2 are intelligent and discuss the impact on both themselves and society. For this case, we further compare the following metrics:
• Group 1 average delay with intelligent Group 1 and Group 2 (G1 ave. delay w/ intel. G1 and G2): E[T 1 (c * 1 ; c * 2 )]; • Group 2 average delay with intelligent Group 1 and Group 2 (G2 ave. delay w/ intel. G1 and G2): E[T 2 (c * 2 ; c * 1 )]; • Social average delay with intelligent Group 1 and Group 2 (Social ave. delay w/ intel. G1 and G2):
The simulation result is shown in Fig. 4 . It can be observed that if both groups are intelligent, the average delays of the groups might be worse than the benchmark case where both group cache according to their actual preference. Hence, the intelligent actions of a group may be detrimental to the group itself and the other group. Furthermore, comparing the result with Fig. 3 , we can observe that the average downloading time of group 1 increases due to the intelligent group 2. Furthermore, the delay in the high group density regime is higher than the benchmark case for both Group 1 and 2. This is because in the high density regime, cache according to the actual preference is closed to optimal, while the optimal strategy of the other intelligent group will increase the delay. Hence, as the intelligent group may introduce detrimental effects to the society, it is interesting to design some mechanisms to protect the whole society.
V. CONCLUSIONS
This paper studied the D2D local caching with heterogeneous file preference among different groups. We practically categorize the MTs into different groups according to their preference over the files and discuss the trade-off between the average downloading time of different groups. The problem is formulated as a convex optimization problem for minimizing the average downloading time. Closed-form optimal solution is obtained for the optimal caching strategy with KKT condition. We also provide extensive numerical examples to show that a group's selfish caching may be detrimental to itself and the other groups. In summary, our work provides essential insights in understanding the intelligent behaviors of different group of MTs under heterogeneous file preferences among different MTs.
