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Abstract—This paper proposes a novel mathematical theorem
that embeds the stability and accuracy assessment into a large-
signal order reduction (LSOR) method of microgrids. Using the
proposed method, the dynamic stability of full microgrid models
can be assessed by only leveraging their derived reduced-order
models and boundary layer models. In particular, when the
reduced-order system is input-to-state stable and the boundary
layer system is uniformly globally asymptotically stable, the
original microgrids system is stable based on several common
growth conditions. In addition, we develop the conditions to
guarantee the accuracy of the reduced model. We show that
the error between the solutions of reduced and original models
is bounded and convergent under such conditions. Further,
we provide the strict mathematical proof to illustrate that the
proposed order reduction method is generic and can be applied to
arbitrary dynamic systems. Simulation validation is conducted on
microgrid systems to show the effectiveness of proposed method.
Index Terms—Microgrids, order reduction, singular perturba-
tion, stability and accuracy assessment
I. INTRODUCTION
M ICROGRIDS are localized small-scale power systemscomposed of interconnected loads and distributed en-
ergy resources (DERs) in low-voltage and medium-voltage
distribution networks that can be operated in both grid-
connected and islanded modes [1], [2]. The high penetration
of low-inertia DERs makes the dynamic response of micro-
grids different from conventional networks dominated by syn-
chronous machines. This low-inertia characteristic highlights
the importance of dynamic modeling and stability studies of
microgrids [3]–[7]. However, due to the high-order nature
of microgrids caused by the large number of DERs and
dynamic loads, it is intractable to analyze the total dynamic
stability of microgrids [8]–[11]. Furthermore, the two-time-
scale behavior of microgrids due to the variations of transient
velocities of different state variables leads to a stiff differential
equation problem [12], [13]. Solving this stiff problem requires
extremely small time steps, which results in an unmanageable
computational complexity [14], [15].
An effective approach to overcome the above challenges
is to perform model order reduction. Considering the two-
time-scale property of microgrids, the singular perturbation
method (SPM) is suitable for order reduction. Different from
conventional model reduction methods that simply neglect
some state variables, SPM integrates fast dynamics into slow
dynamics to remain the characteristics of fast ones. [16]. The
so-called “slow” and “fast” refer to the transient velocity of
states. In addition, SPM converts the original stiff problem
into a non-stiff problem, thus improving the computational
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efficiency. Consequently, SPM can develop a reduced-order
model (ROM) that is represented by slow states and a bound-
ary layer model (BLM) whose state variables are the errors
between fast states and quasi-steady states. Hence, SPM is
commonly used for order-reduction of microgrids.
The existing literatures on ROM of microgrids can be
categorized into two classes. The first class focuses on devel-
oping the reduced model of microgrids, whereas the stability
assessment is not included. [17] proposed a spatiotemporal
model reduction method of microgrids using SPM and Kron
reduction. In [18], a linear SPM was applied to small-signal
models of microgrids. However, since it used the small-signal
model, the result only holds in the neighborhood of a stable
equilibrium point. The second class focuses on the stability
assessment of microgrids. [19] simplified the stability assess-
ment and applied it to an islanded microgrid with droop control
by using inverter angles. Nevertheless, [20], [21] demonstrated
that such simplification process could affect the accuracy of
reduced models. [22] proposed a stability assessment criterion
that used the input-to-state stability (ISS) of the ROM and
global asymptotic stability (GAS) of the BLM to analyze the
total stability of the original system. However, these works
fall short of mathematical proof of error convergence between
reduced and original models, which hinders the accuracy
evaluation of reduced models.
To address the above shortcomings, we propose a novel
theorem for assessing the total dynamic stability of microgrids
on infinite time interval by only using the ROM and BLM in
this paper. A key point is that we take the impact of external
inputs into account. In particular, assuming the reduced system
to be ISS and the BLM to be uniformly GAS, then the original
system is totally ISS. Further, we develop the conditions that
guarantee the accuracy of reduced models for both slow and
fast dynamics. In addition, we provide a strict mathematical
proof and illustrate that the proposed order reduction technique
is generic for arbitrary dynamic systems. Utilizing our stability
and accuracy assessment theorem, an improved large-signal
order-reduction (LSOR) algorithm is proposed for inverter-
dominated microgrids as demonstrated in Fig. 1. In the case
studies, we show that the stability of original system can be
properly assessed by analyzing its ROM and BLM. Numerical
results show that our method gives an accurate ROM with
much less computational time compared to the original model.
The main contributions can be summarized as follows:
• To our best knowledge, the existing studies on microgrid
stability analysis do not consider the impact of external
inputs such as power commands and voltage frequency
references on the ISS. A typical way is considering the
unforced system (neglecting the input). However, even
though the unforced system is stable, a continuous input
signal can make the system unstable. Thus, our theorem
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Fig. 1. The diagram of stability and accuracy assessment embedded LSOR.
takes into account the ISS.
• We provide the conditions under which, the error between
reduced and original models is bounded and converged
as the perturbation coefficients decrease. These results are
strictly proved. Using this theorem, we can evaluate the
accuracy of reduced models.
• Our theorem improves the accuracy of the LSOR method
by designing a feedback mechanism. When the derived
ROM is identified to be inaccurate, the bounds of pertur-
bation coefficients are calculated as an index to re-select
slow/fast states to improve the accuracy of LSOR.
• The stability assessment in this paper is based on large-
signal (nonlinear) models of microgrids without any
linearization or simplification.
• The proposed theorem can be generalized to arbitrary
dynamic systems in addition to microgrids.
II. IMPROVED LSOR BY EMBEDDING STABILITY AND
ACCURACY ASSESSMENT THEOREM
The small-signal order reduction methods have been studied
for a long time [18], [23]. However, due to the limitation
of linearization, these methods are only valid locally around
equilibrium points. This section will derive a globally effective
ROM. Firstly, we first present the SPM-based LSOR approach.
Then section II-B presents our main work as a stability and
accuracy assessment theorem. Finally, we improve the LSOR
algorithm by embedding the stability and accuracy assessment
theorem, so that it can guarantee the accuracy of derived ROM
and efficiently evaluate the stability of original models.
A. LSOR Approach using the SPM for microgrids
Due to the two-time-scale property, the dynamics of micro-
grids can be classified as slow and fast dynamics according to
the transient velocity. The main idea of SPM is to freeze the
fast dynamics and degenerate them to static equations. Thus,
the ROM can be obtained by substituting the solutions of the
static equations into the slow dynamic equations.
In real physical systems, one challenge of SPM is to identify
the slow and fast dynamic states. A commonly-used approach
is the knowledge discover-based method that relies on expert
knowledge for specific domains. For example, in microgrids,
some small parasitic parameters such as capacitances, in-
ductances, and small time constants, can be selected as the
perturbation coefficients ε. The states with respect to these
small ε are identified as fast states. This conventional empirical
identification method fall short of efficiency and accuracy.
Therefore, we propose a more efficient and accurate theorem
to identify the slow/fast dynamics by finding the bound of ε.
The detailed description is presented in the next subsection.
Once we identify the slow and fast dynamics, we can rewrite
a microgrid system in the following general singular perturbed
form,
x˙(t) = f (x(t), z(t), u(t), ε) , (1a)
εz˙(t) = g (x(t), z(t), u(t), ε) , (1b)
where x ∈ Rn, z ∈ Rm represent the state variables of
microgrids such as voltages and currents. u ∈ Rp denotes
the continuous microgrid inputs such as power commands,
or voltage frequency commands. ε ∈ [0, ε0] are perturbation
coefficients representing the small parameters in microgrids
such as capacitances and inductances. f and g are locally
Lipschitz functions on their arguments. For simplicity, we
neglect the notation of time-dependency (t) in the rest of this
paper.
Since ε is small, the fast transient velocity z˙ = g/ε can
be much larger than the slow dynamics x˙. To solve this two-
time-scale problem, we can set ε = 0, then equation (1b)
degenerates to the following algebraic equation,
0 = g (x, z, u, 0) . (2)
If equation (2) has at least one isolated real root and satisfies
the implicit function theory, then for each argument, we have
the following closed-form solution,
z = h (x, u) . (3)
Substitute equation (3) into equation (1a) and let ε = 0, we
have a quasi-steady-state (QSS) model,
x˙ = f (x, h (x, u) , u, 0) . (4)
Note that the order of the QSS system (4) drops from n+m
to n. The inherent two-time-scale property can be described
by introducing the BLM. Define a fast time scale variable
τ = t/ε, and a new coordinate y = z − h(x, u). In this new
coordinate, equation (1b) is rewritten as
dy
dτ
= g (x, y + h (x, u) , u, ε)
− ε
[
∂h
∂x
f (x, , y + h (x, u) , u, ε) +
∂h
∂u
u˙
]
. (5)
Let ε = 0, we obtain the BLM as follows,
dy
dτ
= g (x, y + h (x, u) , u, 0) . (6)
B. Stability and Accuracy Assessment Theorem
In this subsection, we propose a criterion to assess the
stability of the original system and the accuracy of ROM and
BLM. Consider the impact of external inputs on the stability
of microgrids, we define the ISS as follows.
Definition (ISS). Consider such a nonlinear system
x˙ = f˜ (x, v1, v2) (7)
where x ∈ Rn is the state vector, v1 ∈ Rm, v2 ∈ Rp are input
vectors, and f˜ is locally Lipschitz on Rn×Rm×Rp. The system
(7) is ISS with Lyapunov gains αv1 and αv2 of class kappa
(K), if there exists a class kappa-ell (KL) function β such that
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for x (0) ∈ Rn and bounded inputs v1, v2, the solution of (7)
exists and satisfies
‖x(t)‖ 6 β (‖x(0)‖ , t) + αv1 (‖v1‖) + αv2 (‖v2‖) . (8)
The above definition indicates that a microgrid system is
ISS when all the trajectories are bounded by some functions of
the input magnitudes. Two lemmas are introduced as follows
according to [22] in order to prove the theorem.
Lemma 1. If (7) is ISS with Lyapunov gain αv1 and v2(t) ≡ 0,
there exists a class K∞ function α˜v2 and an p×p non-singular
matrix M(x, v1) of smooth functions for its arguments that is
identity in a neighborhood of the origin, such that
x˙ = f˜ (x, v1,M(x, v1)v2) (9)
is ISS with Lyapunov gains αv1 and α˜v2 . Moreover, if αv1 is
of class K∞, then the matrix M can be independent of v1.
Lemma 2. If (7) is ISS with Lyapunov gain αv1 and v2(t) ≡ 0,
there exist a class K function αv2 , a class KL function β and
a continuous nonincreasing function γ: R>0 → R>0, such
that for all x(0) ∈ Rn and bounded inputs v1, v2 that satisfies
‖v2‖ 6 γ (max {‖x(0)‖ , ‖v1‖}), the solution of (7) exists and
satisfies (8).
The proofs of these two lemmas are similar as in [22].
Then we give the following three assumptions which are the
sufficient conditions for the theorem.
Assumption 1. (Growth conditions) The functions f , g, and
their first partial derivatives are continuous and bounded with
respect to (x, z, u, ε); h and its first partial derivatives ∂h/∂x,
∂h/∂u are locally Lipschitz; and the Jacobian ∂g/∂z has
bounded first partial derivatives with respect to its arguments.
Assumption 2. (Stability of ROM) The ROM (4) is ISS with
Lyapunov gain αˆx, and its unforced system has a globally
exponentially stable equilibrium at the origin.
Assumption 3. (Stability of BLM) The origin of the BLM (6)
is a GAS equilibrium, uniformly in x ∈ Rn, u ∈ Rp.
The conditions in Assumption 1 are commonly satisfied for
most microgrids [20]. Assumption 2 and 3 are the stability
conditions on the ROM and BLM. We propose the stability and
accuracy assessment of microgrids as the following theorem.
Theorem. If the microgrids system (1), its ROM (4) and
the BLM (6) satisfy the Assumptions 1–3, then there exist
positive constants ε∗, µ, such that for all t ∈ [0,∞),
max {‖x(0)‖ , ‖y(0)‖ , ‖u‖ , ‖u˙‖} 6 µ, and ε ∈ (0, ε∗] the
errors between the solutions of the original microgrids system
(1) and its ROM (4) and BLM (6) satisfy
‖x(t, ε)− xˆ(t)‖ = O(ε), (10)
‖z(t, ε)− h(xˆ(t), u(t))− yˆ(t/ε)‖ = O(ε), (11)
where xˆ(t) and yˆ(τ) are the solutions of ROM (4) and BLM
(6), respectively. ‖x− xˆ‖ = O(ε) means that ‖x− xˆ‖ 6
k ‖ε‖ for some positive constant k. Furthermore, for any given
T > 0, there exists a positive constant ε∗∗ 6 ε∗ such that for
t ∈ [T,∞) and ε < ε∗∗, it follows uniformly that
‖z(t, ε)− h(xˆ(t), u(t))‖ = O(ε). (12)
Moreover, there exist class KL functions βx, βy , a Lyapunov
gain αx of class K and positive constants ξ, such that the
solutions of the original microgrids system (1a) and (5) exist
and satisfy
‖x(t, ε)‖ 6 βx (‖x(0)‖ , t) + αx (‖u‖) + ξ, (13)
‖y(t, ε)‖ 6 βy
(
‖y(0)‖ , t
ε
)
+ ξ. (14)
Remark 1. The errors between the solutions of reduced and
original microgrids should be small and bounded to guarantee
the accuracy. (10) and (11) show that for sufficiently small ε,
these errors tend to be zero. Equation (12) means that for
small enough ε, the solution yˆ of the BLM decays to zero
exponentially fast in time T, so that the fast solutions can be
estimated by only QSS solutions h(t, x¯(t)) after time T .
Remark 2. According to the theorem, if the ROM is ISS and
BLM is GAS, then the original system is stable as shown in
(13) and (14). Moreover, note that these assumptions are the
sufficient conditions that ε∗ exists. The detailed method to
determine ε∗ and ε∗∗ is provided in the following proof.
Proof: The proof of the theorem is conducted in three
steps. First, we prove the GAS of y (14). This result will then
be used in proving the accuracy of reduced model (10)-(12).
Finally, we provide the proof of ISS of x (13).
Using the converse theorem and Assumption 3, there exist
a smooth function V1(x, y, u) : Rn × Rm × Rp → R>0, and
three class K∞ functions α1, α2 and α3, such that
α1 (‖y‖) 6 V1(x, y, u) 6 α2 (‖y‖) , (15)
∂V1
∂y
g(x, y + h(x, u), u, 0) 6 −α3 (‖y‖) . (16)
Using Lemma 1, 2, (15) and (16), following the similar
procedure in [22], it can be verified that there exist a class
K function αy , a class KL function βy and a continuous non-
increasing function γy: R>0 → R>0, such that for essentially
bounded inputs and ε 6 γy (max {‖x‖ , ‖y(0)‖ , ‖u‖ , ‖u˙‖}),
the solution of (5) exists for all t > 0 and satisfies
‖y(t, ε)‖ 6 βy
(
‖y(0)‖ , t
ε
)
+ αy(ε). (17)
Note that at this step we do not know the boundedness of
x. To use the inequality (17), we apply the causality and
signal truncations. Define a positive constant µ˜ satisfying
µ˜ > βx(µ, 0) + αx(µ) + ξ. It can be verified that µ < µ˜.
Considering the continuity for given initial condition, we can
define T > 0 as the upper bound of [0, T ) within which
‖x‖ 6 µ˜. Since γy is nonincreasing, it follows that
γy(µ˜) < γy(µ)6γy(max {‖x(0)‖, ‖y(0)‖, ‖u‖, ‖u˙‖}), (18)
γy(µ˜) 6 γy(‖x‖). (19)
For ε 6 ε1 := γy(µ˜), (18) and (19) yield that ε 6
γy (max {‖x‖ , ‖y(0)‖ , ‖u‖ , ‖u˙‖}) holds for all t ∈ [0, T ).
However, from the definition of µ˜, there must exist a positive
constant η, such that ‖x‖ < µ˜ for all t ∈ [0, T + η). This
contradicts that T is maximal, so T = ∞. Therefore, there
exists an ε2 satisfying αy(ε2) = ξ, such that (14) holds for all
t > 0, and ε 6 min{ε1, ε2}.
Then, we prove the second step. Define the error between
solutions of reduced and original slow dynamics as Ex =
x− xˆ. When ε = 0, y = z − h(x, u) = 0. Then, we have
E˙x = f(Ex, 0, u, 0) + ∆f, (20)
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where ∆f=[f(xˆ+Ex, 0, u, 0)−f(xˆ, 0, u, 0)−f(Ex, 0, u, 0)]
+ f(x, y, u, ε) − f(x, 0, u, 0). According to Assumption 1, it
follows that
‖∆f‖ 6`1 ‖Ex‖2 + `2 ‖Ex‖ ‖xˆ‖
+ `3βy
(
‖y(0)‖ , t
ε
)
+ `3ξ + `4ε, (21)
for some positive constants `1, `2, `3, `4. The last term in
system (20) can be viewed as a perturbation of
E˙x = f(Ex, 0, u, 0). (22)
Since the origin of the system (22) is globally exponen-
tially stable with u = 0, using the converse theorem, there
exist a Lyapunov function V2(Ex), and positive constants
c1, c2, c3, c4, for which it follows that
c1 ‖Ex‖2 6 V2(Ex) 6 c2 ‖Ex‖2 , (23)
∂V2
∂Ex
f(Ex, 0, u, 0) 6− c3 ‖Ex‖2 , (24)∥∥∥∥ ∂V2∂Ex
∥∥∥∥ 6 c4 ‖Ex‖ . (25)
Using (14), (21) and (23)-(25), the Lyapunov function of (22)
along the trajectory of (20) satisfies
V˙2 =
∂V2
∂Ex
f(Ex, 0, u, 0) +
∂V2
∂Ex
∆f
6− c3 ‖Ex‖2 + c4 ‖Ex‖
[
`1 ‖Ex‖2 + `2 ‖Ex‖ ‖xˆ‖
+`3βy
(
‖y(0)‖ , t
ε
)
+ `3ξ + `4ε
]
. (26)
For ‖Ex‖ 6 c3/(2c4`1), using Assumption 2, it follows that
V˙2 6− 2
{
c3 − c4`1
[
βˆx (‖xˆ(0)‖ , t) + αˆx (‖u‖)
]}
V2
+ 2
[
`3ε+ `3ξ + `4βy
(
‖y(0)‖ , t
ε
)]√
V2
6− 2
{
`a − `bβˆx (‖xˆ(0)‖ , t)
}
V2
+ 2
[
`cε+ `dβy
(
‖y(0)‖ , t
ε
)]√
V2, (27)
where 0 < `a 6 c3−c4`1αˆx (sup ‖u‖), `c > `3(1+ξ/ε) > 0,
and `b, `d > 0. Using the comparison lemma, we have
W2(t) 6φ(t, 0)W2(0)
+
∫ t
0
φ(t, s)
[
`cε+ `dβy
(
‖y(0)‖ , t
ε
)]
ds, (28)
where W2 =
√
V2 and
|φ(t, s)| 6 `ee−`f t, for `e, `f > 0. (29)
Because ∫ t
0
e−`f tβy
(
‖y(0)‖ , t
ε
)
ds = O(ε), (30)
it can be verified that W2(t) = O(ε). Then it follows that
Ex(t, ε) = O(ε), and this means that (10) holds.
Since we have already verified that (14) holds in the first
step, then by using (17) and Assumption 3, it follows that
Ey(t, ε) = ‖z(t, ε)− h(xˆ(t, ε), u(t))− yˆ(t/ε)‖
= ‖y(t, ε)− yˆ(t/ε)‖ 6 ‖y(t, ε)‖+ ‖yˆ(t/ε)‖ (31)
6 βy (‖y(0)‖ , t/ε)+αy(ε)+βˆy (‖yˆ(0)‖ , t/ε) = O(ε)
for given initial points and all t > 0. This proves (11).
According to Assumption 3, yˆ(t/ε) = βˆy (‖y(0)‖ , t/ε) → 0
as ε→ 0. Thus, the term yˆ(t/ε) = O(ε) for all t > T > 0 if
ε is small enough to satisfy
βˆy(‖y(0)‖ , t/ε) 6 kε (32)
Let ε∗∗ and T denote a solution of (32) with equal sign.
Subsequently, (12) holds for all ε 6 ε∗∗ uniformly on [T,∞).
Finally, we prove the ISS of original slow dynamics. Since
‖x(t, ε)‖ − ‖xˆ(t)‖ 6 ‖x(t, ε)− xˆ(t)‖ = O(ε), (33)
there exist some class KL function βx, class K function α
and a small positive constant ε3, such that the solution of (1a)
exists for all t > 0 and ε 6 ε∗ := min {ε1, ε2, ε3} satisfying
‖x(t, ε)‖ 6 ‖xˆ(t)‖+O(ε)
6 βˆx (‖xˆ(0)‖ , t) + αˆx (‖u‖) +O(ε)
6 βx (‖x(0)‖ , t) + αx (‖u‖) + ξ. (34)
This completes the proof of (13).
C. Stability and Accuracy Assessment Embeded LSOR
This subsection develops a novel LSOR method by embed-
ding the above theorem. The overall algorithm is proposed in
Alogrithm 1.
Algorithm 1 Stability/Accuracy Assessment Embedded LSOR
1: Choose the smaller parameters dominating the transient
velocity as ε. The states with respect to ε are identified
as fast states, while the others as slow states.
2: procedure ROM AND BLM DERIVATION
3: Let ε = 0, solve the algebraic equation (2) to obtain
the isolated QSS solutions z = h (x, u)
4: Substitute z into (1a), obtaining the ROM (4)
5: Derive the BLM using equation (6).
6: end procedure
7: procedure STABILITY ASSESSMENT
8: if Assumption 2 and 3 are satisfied then
9: Go to next procedure
10: else
11: Return to Step 1 to re-identify slow/fast dynamics.
12: end if
13: end procedure
14: procedure CALCULATE THE BOUND OF ε
15: Calculate ε∗ = min {ε1, ε2, ε3} according to proof.
16: Calculate ε∗∗ by solving equation (32) with equal sign.
17: end procedure
18: procedure ACCURACY ASSESSMENT
19: if ε 6 ε∗ then
20: if ε 6 ε∗∗ then
21: z = h(xˆ, u) is the solution of fast dynamics
22: else
23: Use z = h(xˆ, u) + yˆ by solving the BLM (6).
24: end if
25: else
26: Return to Step 1 to re-identify slow/fast dynamics
27: end if
28: end procedure
Remark 3. This algorithm is designed for microgrids with
two-time-scale property, however, no basic assumptions of the
microgrids are required. Therefore, the proposed method can
be applied to arbitrary dynamic systems.
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III. MICROGRID SYSTEM DESCRIPTION
Section II proposes our algorithm based on a general high-
level expression of microgrid systems. This section introduces
a detailed nonlinear mathematical model of microgrids, which
will be used to demonstrate order reduction.
Depending on the research objectives, control strategies
and operation modes, microgrids may have different models.
According to [18], the transient response velocity of line
dynamics is much faster than the slow ones in DERs due
to the small line impedence. Moreover, the state equations
are fully decoupled between DERs and lines. As a result,
the line dynamics can be neglected. Therefore, this section
focuses on the modeling of DERs, which are the main dynamic
components in an inverter-dominated microgrid.
Fig. 2 shows a general control diagram of DERs. The model
can switch between two subsystems according to the microgrid
operation modes. In grid-tied mode, OMflag switches to 1,
then the voltage source inverter (VSI) is controlled by the
power controller and current controller to follow the power
command P ∗, Q∗. The microgrid bus voltage and system
frequency are maintained by the main grid. In islanded mode,
OMflag is set to 0, the microgrid voltage and frequency are
regulated by the DERs using droop controllers. According
to Fig. 2, the mathematical model can be derived for each
component where i = 1, . . . , N denotes the index of N DERs
in the microgrid.
A. Average Power Calculation
The generated active and reactive power can be calculated
using the transformed output voltage vodq and current iodq .
Using a low-pass filter (LPF) with the corner frequency ωc,
we can obtain the filtered instantaneous powers as follows,
P˙i = −Piωci + 1.5ωci (VodiIodi + VoqiIoqi) , (35a)
Q˙i = −Qiωci + 1.5ωci (VoqiIodi − VodiIoqi) . (35b)
B. Phase Lock Loop
The model of phase lock loop (PLL) is the same as that
established in [18] as follows,
V˙odfi = ωcPLLiVodi − ωcPLLiVodfi, (36a)
Φ˙PLLi = −Vodfi. (36b)
In grid-tied mode, the inverter output phase is synchronized
to the main grid using PLL, therefore the derivative of phase
angle δi is set to ωPLLi:
δ˙i = ωPLLi = 377−KP,PLLiVodfi +KI,PLLiΦPLLi. (37)
In islanded mode, the phase angle of the first inverter can
be arbitrarily set as the reference for the other inverters:
δ˙i = ωPLL1 − ωPLLi. (38)
C. Power Controllers
In grid-tied mode, the output power of DER is regulated
by the power controller using PI control method. The input
references are the commanded real and reactive powers:
Φ˙Pi = Pi − P ∗i , (39a)
I∗lqi = KI,P iΦPi +KP,PiΦ˙Pi, (39b)
Φ˙Qi = Qi −Q∗i , (39c)
I∗ldi = KI,P iΦQi +KP,PiΦ˙Qi. (39d)
D. Voltage Controllers and Droop Controllers
In islanded mode, a DER has no reference inputs from the
main grid. Therefore, it must generate its only voltage and
frequency references using droop controllers as follows,
ω∗i = ωni −miPi, (40a)
V ∗oqi = Voq,ni − niQi. (40b)
These references will be used as the set points for voltage
controllers. Two PI controllers are adopted for the voltage
controllers as follows,
Φ˙di = ωPLLi − ω∗i , (41a)
I∗ldi = KI,V iΦdi +KP,V iΦ˙di, (41b)
Φ˙Qi = V
∗
oqi − Voqi, (41c)
I∗lqi = KI,V iΦqi +KP,V iΦ˙qi. (41d)
E. Current Controllers
The PI controllers are adopted for current controllers. They
generate the commanded voltage reference V ∗ldqi according to
the error between the inductor currents reference I∗ldqi and its
feedback measurements Ildqi:
Γ˙di = I
∗
ldi − Ildi, (42a)
V ∗ldi = −ωniLfiIlqi +KI,CiΓdi +KP,CiΓ˙di, (42b)
Γ˙qi = I
∗
lqi − Ilqi, (42c)
V ∗lqi = −ωniLfiIldi +KI,CiΓqi +KP,CiΓ˙qi. (42d)
F. LC Filters and Coupling Inductors
The dynamical models of LC filters and coupling inductors
are as follows,
I˙ldi = (−RfiIldi + Vldi − Vodi) /Lfi + ωniIlqi, (43a)
I˙lqi = (−RfiIlqi + Vlqi − Voqi) /Lfi − ωniIldi, (43b)
I˙odi = (−RciIodi + Vodi − Vbdi) /Lci + ωniIoqi, (43c)
I˙oqi = (−RciIoqi + Voqi − Vbqi) /Lci − ωniIodi, (43d)
V˙odi = (Ildi−Iodi) /Cfi+ωniVoqi +Rdi(I˙ldi − I˙odi), (43e)
V˙oqi = (Ilqi−Ioqi) /Cfi−ωniVodi +Rdi(I˙lqi − I˙oqi). (43f)
In conclusion, when the microgrid system is operating in
grid-tied mode, the mathematical model can be represented by
equations (35)-(37), (39) and (42)-(43). In islanded mode, the
microgrid model can be represented by equations (35)-(36),
(38) and (40)-(43).
IV. CASE STUDY
A. Simulation Setup
The proposed method is tested on a modified IEEE-37
bus microgrid which can be operated in grid-tied or islanded
modes. Fig. 3 shows the diagram of the modified IEEE-37 bus
microgrid. According to [17], seven inverters are connected to
buses 15, 18, 22, 24, 29, 33 and 34. When PCC is closed,
the microgrid is operated in grid-tied mode. Otherwise, it is
operated in islanded mode.
To verify the performance of the proposed method, we first
let the microgrid be operated in grid-tied mode. In order to
analyze the detailed dynamic properties of both slow and fast
dynamics, a single bus of interest (bus 34) is chosen to show
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Fig. 2. The diagram of VSI-based DER and controller block.
37
34
12 5
21
13
4
14 15
18
17
7 16 6 19
22 35
20
21
3 23 9
24
36
25
8
29 10
28
26 27
30
31
1132
33
PCC
Bus with inverter
Bus without inverter
Fig. 3. The diagram of modified IEEE-37 bus system.
TABLE I
PARAMETERS OF MICROGRID SYSTEM
Parameter Value Parameter Value
Lf 3.90 mH Rf 0.50 Ω
Cf 16 µf Rd 2.05 Ω
KP,P 0.01 KI,P 0.10
KP,C 1.00 KI,C 100
KP,PLL 0.25 KI,PLL 2.00
ωc 50.26 rad/s ωn 377 rad/s
ωcPLL 7853.98 rad/s VbD 0.61 V
VbQ 84.52 V
its dynamic responses. The parameter setting of the DER on
bus 34 is shown in Table I. Then, a simulation is conducted
in islanded mode to show the dynamic responses of active
and reactive powers of multiple buses with DERs, where the
detailed parameter settings can be found in [17].
B. Simulation in Grid-tied Mode
In this subsection, we take the dynamic responses of bus
34 as an example to show how to use the proposed algorithm
and evaluate its performance. According to the Algorithm 1
in section II-C, we first identify the slow and fast dynamics
by finding the ε. Considering the microgrid model in grid-tied
mode, the derivative term can be rewritten as[
1
ωc
P˙ ,
1
ωc
Q˙, Φ˙PLL, δ˙,
KP,P
KI,P
Φ˙P ,
KP,P
KI,P
Φ˙Q,
KP,C
KI,C
Γ˙d,
KP,C
KI,C
Γ˙q,
1
ωc,PLL
V˙od,f , Lf I˙ld, Lf I˙lq, LcI˙od, LcI˙oq, Cf V˙od, Cf V˙oq
]T
(44)
Substituting the parameters in Table I into vector (44), it
can be seen that the magnitudes of different parameters vary
significantly, which is caused by the two-time-scale property of
the system. The smaller parameters are selected as perturbation
coefficients ε, which are utilized to classify the slow and fast
states in this system:
x1 = [P,Q,ΦPLL, δ, ΦP , ΦQ,Γd,Γq, ]
T
, (45)
z1 = [Vodf , Ild, Ilq, Iod, Ioq, Vod, Voq]
T
. (46)
We first set ε to 0 and calculate the QSS solution z1 =
h (x1, u1) by solving the algebraic equation with respect to the
fast dynamics (46). Then the ROM of the microgrid is obtained
by substituting z1 into the slow dynamic equations with respect
to (45). Compare the numbers of state variables in equation
(44) and (45), the order of original model is reduced to 53.33
%. Then we derive the BLM using equation (6). Once we
obtain the ROM and BLM, we use the conventional ISS and
GAS judging theorems in [16] to evaluate the stability of them.
It can be verified that the assumptions are satisfied. Based on
this result, we are inclined to anticipate the stability of the
original system. To ensure this, we still need to theoretically
verify the accuracy of the ROM and BLM.
Following the technique in the proof, we can calculate the
boundary of ε as ε∗ = min {ε1, ε2, ε3} = 7.92 × 10−3.
Note that max {ε} = 3.9 × 10−3 < 7.92 × 10−3 = ε∗.
Therefore, we can conclude that this microgrids system is
stable and we can use the solutions of its ROM xˆ and
z = h(xˆ, u) + yˆ to accurately represent its real dynamic
responses. Furthermore, given T = 0.43 sec, we can find a
ε∗∗ satisfying max {ε} < ε∗∗ = 4.2× 10−3, which indicates
that the term yˆ will be O(ε) after 0.43 sec. Here, a trade-off
exists between the accuracy and efficiency. When the accuracy
is prior, one can choose z = h(xˆ, u) + yˆ by computing an
additional differential equation (BLM). When the efficiency
dominates, use z = h(xˆ, u) suffering the inaccuracy only
within (0, T ).
Then we conduct the simulation of the derived ROM using
Matlab. The active power command changes to 1000 W at
2 sec and changes to 500 W at 4 sec. The reactive power
command changes to 500 W at 2 sec and changes to 300 W
at 4 sec. The simulation results are shown in the following
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Fig. 4. Simulation results of slow dynamic responses of interest (a) Active
power P , (b) Reactive power Q.
(V
)
(V
)
Fig. 5. Simulation results of fast dynamic responses of interest: (a) d-axis
output voltage Vod, (b) q-axis output voltage Voq .
figures. Fig. 4 shows the simulation result of main slow
dynamic responses (active/reactive power) of the microgrids
system. The blue solid lines denote the dynamic response
of the original full-order model, while the red dashed lines
represent the ROM. The small differences between each pair of
response curves show the effectiveness of the proposed method
representing the slow dynamics.
We are interested in not only the active/reactive power,
but also the output voltage and current of DER. For nominal
parameter settings, these variables are usually identified as fast
states. As discussed above, we can calculate the fast states
using equation z = h(xˆ, u) or z = h + yˆ according to the
users’ need. Fig. 5 and 6 show the simulation results of fast
dynamic responses of dq-axes output voltage Vodq and current
Iodq , respectively. The blue solid lines denote the dynamic
responses of the original model; the pink dotted lines show
the fast responses only using the solution of static equation
h(xˆ, u); the red dashed lines are the fast responses with the
addition of solution yˆ of BLM (i.e. z = h+yˆ). The comparison
shows that the introduction of yˆ can significantly improve
the accuracy of the fast dynamics of the reduced model. In
contrast, if we use z = h(xˆ, u), it doesn’t require to solve
the BLM but only suffers the inaccuracy within 0.43 sec after
(A
)
(A
)
Fig. 6. Simulation results of fast dynamic responses of interest: (a) d-axis
output current Iod, (b) q-axis output current Ioq .
transient period.
In order to evaluate the computational performance, two
different ordinary differential equation (ODE) solvers are
adopted: ode45 solver and ode15s solver. The ode45 solver
uses 4th-order Runge-Kutta method with variable step sizes
in order to solve the non-stiff ODE problems, whereas the
ode15s solver is designed for stiff problems. The simulation
time of reduced and full models using ode45 solver are 11.92
sec and 94.25 sec, respectively. The computational time is
reduced by 87.4%. However, the simulation time of the two
models using ode15s solver are 10.81 sec and 11.43 sec,
respectively, only reduced by 5%. This comparison indicates
that our LSOR method converts the original model from a stiff
ODE problem to a non-stiff one. The adoption of the proposed
method also improves the stability of ODE solving process
by this conversion. In conclusion, the proposed method can
reduce the computational time from two aspects: the order of
system and the stiffness of the ODE problem.
Remark 4. Note that with the addition of the solution of BLM,
we need to solve another set of differential equations. This
seems that the proposed method has limited ability to reduce
the computational burden. However, this is not the case. As
discussed above, SPM reduces the computational burden not
only by reducing the number of differential equations, but also
by converting the stiff problem to a non-stiff one. Moreover, the
adopted example is a possible worst case that the perturbation
coefficients are not small enough. When ε is sufficiently small,
the converging time T can be sufficiently small as well. Then
we can directly use the algebraic equation to estimate the fast
states.
Even though the stability can be verified mathematically
using the proposed theorem, we can observe the simulation
results from the stability’s point of view. The red lines in Fig.
4 - 6 show that, with bounded input power commands, both
slow and fast dynamics of the reduced system converge rapidly
after the change of inputs. This indicates that the ROM is ISS.
Furthermore, the blue lines show that when the reduced system
is stable, the original system is stable as well.
C. Simulation in Islanded Mode
In this subsection, we conduct the simulation in islanded
mode to verify the performance of the proposed method by
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Fig. 7. Comparison of the dynamic responses of original and reduced system:
(a) active power of original system Pfull, (b) active power of reduced system
Preduced, (c) reactive power of original system Qfull, (d) reactive power of
reduced system Qreduced.
showing the dynamic responses of the buses with DERs.
Following the similar procedure in case 1, we can identify the
slow and fast dynamics of this multi-bus system. Despite of
the different parameter settings of inverters, the relative mag-
nitudes of derivative terms’ coefficients still hold uniformly.
That means we can obtain a uniform division of slow and
fast dynamics. This fact is based on the nature of different
component’s time-scale. The slow and fast states are divided
as follows,
x2 = [Pi, Qi, ΦPLLi, δ, Φdi, Φqi,Γdi,Γqi, ]
T
, (47)
z2 = [Vodfi, Ildi, Ilqi, Iodi, Ioqi, Vodi, Voqi]
T
. (48)
The ROM can be derived using the Algorithm 1. The
order of original model is reduced from 105th to 56th. A
step change of power command is given to the system at 1
sec. The simulation time of reduced and full models using
ode45 solver are 11.25 sec and 104.25 sec, respectively. The
computational time is reduced about 89.2%. The simulation
time of reduced and full models using ode15s solver are
11.37 sec and 13.23 sec, respectively. Only about 14% of
computational time is reduced. Fig. 7 shows the comparison
between dynamic responses of active/reactive power of the
original and reduced models of the seven buses with DERs
connected. The comparison between the results of the original
model and the reduced one shows the accuracy of the ROM
and verifies the effectiveness of our method in islanded multi-
bus systems.
V. CONCLUSION
This paper proposes a novel atability and accuracy assess-
ment theorem for microgrids LSOR. The advantages of the
proposed theorem can be summarized into two aspects: firstly,
we can determine the stability of the original full-order system
by only analyzing the stability of the ROM and BLM. This
makes it easier and more feasible to determine the stability of
a large-scale complex system. Secondly, it gives quantitative
conditions to guarantee the accuracy of derived reduced model
by finding the bound of error between the original and reduced
model. Furthermore, we have strictly proved the theorem and
illustrated that the proposed method is generic for arbitrary
dynamic systems. Finally, we have conducted simulation on
an IEEE standard microgrid system to verify the effectiveness
of the proposed method.
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