We are concerned with the identification of the scalar functions a and k in the convolution first-
Introduction, statement of the problem, and main result
The problem we investigate consists of identifying both the kernel k and the coefficient a entering the following integro-differential evolution equation in a Banach space X:
u (t) = a(t)Au(t) +
t 0
k(t − s)Bu(s) ds + f (t), ∀t ∈ [0, T ].
(1.1)
We first note that the differential version of the identification problem (1.1), i.e., when k = 0 and a is unknown and is to be looked for in spaces of Hölder continuous functions, was studied forty years ago in the specific case of the one-dimensional heat equation by Jones in his pioneering and very interesting papers [1, 2] (with Douglas) and [3] . Even though the techniques used there cannot be immediately transferred to our abstract situation, however his basic ideas can, if we make use of the modern semigroup theory. For a simple treatment of problem (1.1), with k = 0, in Banach spaces see, e.g., Chapter 14 in [6] . More recently, Kamimura [4] proved a global existence and uniqueness result for the one-dimensional inverse problem of determining the conductivity coefficient a entering the parabolic equation (1.1) with k = 0 and A = D 2 x . Far more studied was the identification integro-differential problem, with a ≡ 1, where k is unknown. The simplest case, but concerned with weakly singular kernels, was first dealt within [7] . Since then a lot of papers were devoted to this subject, but, to authors' knowledge, none was concerned with the simultaneous determination of both functions a and kernel k.
As we see in this paper, the way of solving the present identification problem will show that the two unknown terms a and k in (1.1) are not "co-operative" in the following sense. We recall that the simplest spaces needed to recover the pair (u, k) are those of Hölder continuous (in time) functions with values in X and of continuous scalar functions, while when recovering the pair (u, a) we are forced to assume that a and u are, respectively, a continuous scalar function and a continuous (in time) function with values in the interpolation spaces D A (α, +∞) related to the domain of operator A. After some preliminary nontrivial analysis, which we omit here, in the context of Hölder continuous (in time) functions-those most used in the literature concerning direct problems-we realized that the prevailing term is a, so we had to turn to spaces of continuous functions with values in the interpolation spaces D A (α, +∞). This fact shows that the choice of the spaces where we can hope to solve our problem is strictly related to the comprehension of which term is prevailing. As a consequence, the function framework we follow in this paper will be that related to the interpolation spaces D A (α, +∞).
We now come back to our specific problem (1.1) and assume that operators A and B enjoy the following properties: As is well known, assumptions (A1) and (A2) guarantee that operator A generates an analytic semigroup of linear bounded operators {T A (t)} t 0 from X to itself (possibly discontinuous at t = 0) which satisfies the estimates
In order to state our main result we need to introduce the following interpolation spaces of order α between the Banach space X and D(A):
We need also the definition
The spaces D A (α, +∞) and D A (1 + α, +∞), α ∈ (0, 1), turn out to be Banach spaces when endowed with the norm x α := x + |x| α and x 1+α = x + Ax α , respectively. Now, with the help of above definitions, we can introduce also the Banach spaces
and assume the following further property on operator B entering (1.1):
We will show that when a belongs to C 1 ([0, T ]; R) and satisfies
our problem is solvable locally in time, provided we are given the initial condition 3) and the following two pieces of additional information: 
Denoting with a 0 the initial value a(0), from (1.4) we (formally) deduce that our data must satisfy the following consistency conditions:
Hence, if (g 1 (0), g 2 (0)) = (0, 0), from (1.2) and (1.7) we deduce that u 0 satisfies the relations
we deduce a 0 = 0. Finally, we can now state our main result. 
Continuous dependence results
In this section we will be concerned with the continuous dependence on the function ρ of the solution z to the Cauchy problem
Taken α ∈ (0, 1) we will make the following assumptions:
where
3)
The first result we are going to prove in this section is a refinement of a well-known existence and uniqueness result for the solution to problem (2.1). For simplicity, from now on we will use the abbreviation
. Moreover, we will denote simply by C j (T ), j ∈ N, any positive function depending continuously on T ∈ [0, +∞). 
Conversely, if v is a solution to problem (2.7) with the stated properties, then
A (T ) and solves problem (2.1). Indeed, by virtue of assumption (2.2) the function (f
Consequently, according to well-known results (cf., e.g., [9] ) problem (2.7) admits a unique
Hence, using standard techniques in semigroup theory, from (2.8) and (2.9) we easily deduce that
Now our assertion on z follows from definition z = v • ρ and relations (2.9)-(2.11). ✷ 
Our next task consists in estimating in
Using assumption (2.2) and identities
AT A (r)z 0 dr,
it is not too difficult to show the following inequalities from which, by virtue of (2.14), we deduce the estimate (2.12):
To prove (2.13), define u j = W (ρ j , f, z 0 ), j = 1, 2, and observe that z = u 2 − u 1 solves the Cauchy problem
Hence, from (2.6) in Theorem 2.1 applied twice and inequality x α C(α, β) x β it follows that
This completes the proof. ✷ 
whereas, using the well-known inequality t
Estimate (2.16) easily follows from (2.18) and (2.19). Instead, when β = α, we obtain
Therefore (2.17) follows from (2.18), with β = α, and (2.20). ✷
The fixed-point system
In this section we will transform our identification problem into a fixed-point system. We are going to look for solutions
to problem (1.1), (1.3), (1.4). To do this we need to introduce the new pair of unknown functions v and b defined by 2) which are related to u and a via the formulae
. As a consequence, differentiating equations (1.4) with respect to t and using (3.2), we obtain the following couple of equations for b and k, where j = 1, 2:
the functionalsÑ j , j = 1, 2, being defined, respectively, bỹ
On the other hand, differentiating equation (1.1) with respect to t, we obtain the following inhomogeneous initial value problem for v, for any t ∈ [0, T ]:
where operatorsF 1 and F 2 are defined, respectively, bỹ
Using assumption (1.5) we can transform system (3.4) for b and k into the following fixed-point system:
Functions b 0 , k 0 and operatorsÑ j , j = 3, 4, S k , k = 1, 2, are defined, respectively, by the following formulae:
is a solution to problem (3.6), (3.9). Define functions u and a according to definition (3.3) . It is easy to check that the triplet (u, a, k) enjoys property (3.1). Moreover, taking advantage of the previous analysis (cf. Eqs. (3.4)-(3.11)), we can show that the triplet (u, a, k) solves problem (1.1), (1.3), (1.4) . For this purpose we perform integrations with respect to time and take into account the initial condition in (3.6) and consistency conditions (1.7). Consequently, problems (1.1), (1.3), (1.4) and (3.6), (3.9) are equivalent.
From Theorem 2.1 we easily deduce that the solution v to problem (3.6) is given, for any t ∈ [0, T ], by
where operator W is defined by (2.4) and
assuming that b ∞,T M, we immediately deduce the inequalities
In particular, for any
We now introduce the new function w defined by
where λ 0 is defined in Section 1, assumption (A2). Then, we set 10) ) we obtain the following fixed-point equation for w:
where w 0 and the operators R 1 , R 2 are defined, respectively, by
Moreover, for the operatorsÑ j , j = 3, 4, defined by (3.10), we set
Therefore, from (3.9) and (3.17) we deduce that our identification problem for the triplet (u, a, k) is equivalent to the following fixed-point system for the triplet (w, b, k):
Replacing w with
, in the right-hand sides of b and k, respectively, it turns out that the fixed-point system (3.22) is equivalent to the following one:
where, for j = 5, 6, we have set R j , j = 1, . . . , 4, defined by (3.19)-(3.21) are contraction mappings
Operators
For simplicity, from now on we will use the abbreviation
Moreover, a 0 and ρ(b) being defined, respectively, by any equation in (1.7) and (3.13), we set
2)
, 
Proof. From (3.7), (3.16), and identity A(A − λ 1 I ) −1 = I + λ 1 (A − λ 1 I ) −1 , we easily obtain the following inequalities:
Taking the supremum over [0, T ] in (4.6), (4.7), and the following implication into account:
we easily obtain (4.5 
Proof. From (3.8) we immediately deduce the inequalities
10) 
Proof. Recalling (3.10), from (3.21) we obtain the following inequality:
14)
( 1.5)). Now, from (3.5) we easily deduce
Consequently, taking the supremum over [0, T ] in (4.14), we obtain (4.13). ✷
Lemma 4.6. For any pair (w
Proof. From (3.7) and (3.16) we get 
Proof. First we note that, by virtue of (3.14), for any pair
From definition (3.19) of R 1 in terms of W and AW we easily obtain
where we have set
Hence, from (2.12), with z 0 and f Y α replaced by w 0 and F 1 (w 2 , b 2 , k 2 ) Y α , taking into account (4.5) and (4.19), we obtain
whereas, combining (2.15), (2.17), and (4.15) we deduce
Finally, from (2.13) with z 0 , ρ 1 , ρ 2 , and f replaced, respectively, by 0, ρ(b 1 ), ρ(b 2 ), and F 1 (w 2 , b 2 , k 2 ) and taking advantage of (4.5) and (4.19), we deduce 
Proof. We observe that 
On the other hand, using the inclusion Y β ⊂ Y α , the inequality x α C(α, β) x β , and (2.12), (2.13) with z 0 , ρ 1 , ρ 2 , and f replaced, respectively, by 0, ρ(b 1 ), ρ(b 2 ), and
, from (4.9) and (4.19) we obtain
Rearranging (4.27) and (4.28), from (4.26) we obtain (4.25). ✷
Lemma 4.10. For any pair (w
, defined by (3.21) satisfy the following estimates, where j = 3, 4:
Proof. Recalling (3.10), for any pair
we obtain the following inequality, where j = 3, 4:
Now, due to definition (3.5), very easy computations imply 
Proof of Theorem 3.2
Using the notations introduced in (4.1)-(4.4), in order to apply the Banach fixed-point theorem to system (3.23), we begin by defining the complete metric space
Moreover, functions w 0 ,b 0 , andk 0 being defined by (3.18) and (3.24), we choose r so as to satisfy (w 0 ,b 0 ,k 0 ) Z α r. From now on we choose T to be a solution to the inequality 4.4) and Remark 3.1). Now we prove that the vector operator
where the R j 's, j = 1, 2, 5, 6, are defined in Section 3, has a unique fixed-point in Z α (r). First we show that operator Γ maps Z α (r) into itself for a suitable T . Thanks to (3.25) and the linearity of operators S k , k = 1, 2, defined by (3.11), for any (w, b, k) ∈ Z α (r) we can deduce that
Therefore, using the estimates (4.8), (4.12), and (4.13) in Lemmata 4.2, 4.4, and 4.5, from (5.3) we obtain
We observe that η 1 is a continuous increasing function of its arguments: more precisely, it is a polynomial of degree 2 in its last three arguments. Consequently, for any T satisfying the inequalities (5.2) and 4) we deduce that Γ maps Z α (r) into itself for any fixed r ∈ R + . Let us now prove that Γ is also a contraction mapping. For this purpose from (3.25), performing computations similar to those made in (5.3), we get
Now, from inequalities (4.18), (4.25), and (4.29), respectively, we obtain
We observe that η 2 is a continuous increasing function of its arguments: more exactly, it is a polynomial of degree 2 in its last three arguments. Finally, we observe that for any fixed r ∈ R + the system of inequalities (5.2), (5.4), and
is solvable for small enough T 's depending on r. Consequently, Γ turns out to be a contraction mapping in Z α (r). This completes the proof of the local existence of the solution.
As for as the uniqueness is concerned, assume that problem (3.6), (3.9) admits two 
where · ∞,T ,T +ε,α and · ∞,T ,T +ε denote norms similar to the previous ones, but related to the interval [T , T + ε]. Computations similar to those performed in Sections 2 and 4 allow us to prove, for any t ∈ [T , T + ε], the following integral inequality for the difference function (w 2 
This contradicts the assumption that the two triplets do not coincide on (T , T + ε]. Since we have assumed T 1 T 2 , two solutions of (3.6), (3.9 ) must necessarily coincide on
An application
The problem we now investigate consists of identifying the unknown kernel k and the unknown coefficient a which appear in the following evolution equation of parabolic type related to a domain Ω in R n of class C 2+2α , α ∈ (1/2, 1):
Using a standard multi-index notation, A and B are, e.g., the following second-order linear differential operators:
where we assume that a γ (x), |γ | = 2, x ∈Ω, is an n × n real symmetric matrix and moreover
3) α 1 and a 2 being two nonnegative constants such that α 1 α 2 , while C δ (Ω), δ ∈ (0, 2), stands for the usual Hölder space. Now, u 0 :Ω → R being a given smooth function, we prescribe the initial condition
as, with the convention C 0 = I , we prescribe also one of the following boundary conditions: where µ j,k , j, k = 1, 2, are four finite Borel measures on ∂Ω.
We emphasize that conditions of type (6.7), with dµ j,k = ψ j,k dσ , j, k = 1, 2, σ denoting the Lebesgue measure induced on ∂Ω, are met when physical measurements involving the flux of the temperature are performed, e.g., on different regions of the boundary of Ω. Of course, functions ψ j,k , j, k = 1, 2, have to be chosen in L 1 (∂Ω).
Denoting by a 0 the initial value a(0), from (1.4) we deduce, as in Section 1, that under assumptions (1.5) and (1.6), a 0 is prescribed by any equation in (1.7). Now we introduce the reference space X = C(Ω) and proceed to define the realizations A j of A related to the boundary conditions (6.5) We can now list the assumptions on our data, for some β ∈ (α, 1) and j ∈ {0, 1}, We are now in a position to state our local in time existence and uniqueness theorem. Proof. The assertion follows from the previous discussion and our abstract Theorem 1.1. ✷
