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Abstract
Let G be a quasi-split reductive group and K be a Henselian field equipped with
a valuation ω : K× → Λ, where Λ is a totally ordered abelian group. In 1972, Bruhat
and Tits constructed a building on which the group G(K) acts provided that Λ is
a subgroup of R. In this paper, we deal with the general case where there are no
assumptions on Λ and we construct a set on which G(K) acts. We then prove that
it is a Λ-building, in the sense of Bennett.
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1 Introduction
Reductive groups over non-Archimedean local fields have been extensively studied for
the past sixty years. To study such a group G and the group of its rational points G,
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Bruhat and Tits associated in [BT72] and [BT84] a space I - called a Bruhat-Tits
building - on which G acts. The space I encapsulates significant information about the
group G.
In the 1970’s, Kato ([Kat78]) and Parshin ([Par75]) introduced higher-dimensional
local fields, a natural generalization of the usual local fields. A 0-local field is by defi-
nition a finite field, and for d > 1, a d-dimensional field is a complete discrete valuation
field whose residue field is a (d − 1)-local field. For instance, 1-local fields coincide with
usual non-Archimedean local fields. The equicharacteristic 2-local fields are the fields of
the form k((t)) with k a 1-local field, but there are other 2-local fields that have mixed
characteristic.
Higher-dimensional local fields play an important role both in algebraic geometry and
in number theory. On the one hand, just as p-adic fields encode local information on
arithmetic schemes with relative dimension 0 such as Spec(Z), 2-local fields encode local
information on arithmetic curves such as A1Z, and d-local fields encode local information
on arithmetic schemes with relative dimension d−1 over Z. On the other hand, by Kato’s
work, higher-dimensional local fields also provide the good framework to generalize local
class field theory, which is a crucial step in the understanding of p-adic fields. Taking into
account that class field theory is the most basic example of Langlands correspondence,
one may ask whether Langlands’ ideas can be studied in a higher-dimensional setting,
and then it seems natural to study reductive groups over higher-dimensional local fields.
In this article, we will work over a field K that is endowed with a valuation ω : K× → Λ,
where Λ is any non-zero totally ordered abelian group. This covers the case of d-local
fields for d > 0 since they are endowed with a Zd-valuation, where Zd is equipped with
the lexicographical order. It also allows us to work with a field of the form C((t1)) · · · ((td)),
which is the geometric counterpart of higher-dimensional local fields, since it encodes local
information in higher-dimensional complex varieties. Note that Λ does not need to be
discrete and could for instance be the group R × R with the lexicographical order. It
could also have infinite rank.
In the case where K is a higher-dimensional local field, Parshin constructed in [Par94],
[Par00b] a “higher Bruhat-Tits building” on which PGLn(K) acts, for n ∈ N∗. Indepen-
dently of this work, Bennett defined in [Ben94] a notion of Λ-building for Λ a totally
ordered abelian group and, for any field K equipped with a valuation ω : K→ Λ∪{+∞},
he constructed such a Λ-building on which SLn(K) acts. As sets (when we forget the
topological structures), the buildings of Bennett and Parshin are very close.
Given any totally ordered abelian group Λ, any Λ-valued field K and any quasi-split
reductive group G over K, the goal of this article is to construct a Λ-building I(G,K, ω)
endowed with a suitable G(K)-action. This partially answers [Par94, Problem 2 p 187].
1.1 Bennett’s Λ-buildings
When K is a field equipped with a nontrivial valuation ω : K→ R andG is a reductive
K-group, Bruhat and Tits associated to G(K) its Bruhat-Tits building I(G,K, ω) on
which G(K) acts. When G = SL2 and ω is discrete for example, this space is a simplicial
tree.
The Bruhat-Tits building I(G,K, ω) is covered by subsets called apartments, which
are Euclidean spaces equipped with an arrangement of hyperplanes called walls. These
apartments are all obtained by translation by an element of G(K) from a standard apart-
ment A(G,K, ω). The hyperplane arrangement of A(G,K, ω) depends on the root system
of G and on the set of values of ω. It naturally defines the notion of a face on A(G,K, ω)
and by translation, on I(G,K, ω). Then we have the following important properties:
• (I1) for every two faces, there exists an apartment containing them;
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• (I2) for every two apartments A and B, there exists an isomorphism of affine spaces
from A to B fixing A ∩B and preserving the hyperplane arrangement.
These properties motivate the definition of an abstract building: as a first approx-
imation (see Definition 2.22 for a precise definition), it is a set covered with subspaces
called apartments, which satisfy (I1) and (I2) and which are isomorphic to a standard
apartment A depending on a root system.
Let now Λ be any totally ordered abelian group. Since every totally ordered abelian
group can be embedded in an ordered real vector space, let’s assume for simplicity that Λ
itself is a real vector space. Bennett then defined in [Ben94] the notion of a Λ-building:
it is a set covered by subsets called apartments, all isomorphic to a standard apartment
A⊗R Λ, and satisfying axioms similar to those of a Bruhat-Tits building.
Examples of Λ-buldings When Λ ⊂ R and K is a field equipped with a valuation
ω : K→ Λ∪ {∞}, the Bruhat-Tits building of (G,K, ω) is a Λ-building. In the case that
Λ cannot be embedded as an ordered abelian group in R, there are three main previously
known classes of examples of Λ-buildings:
1. Let K be a field that is equipped with a valuation ω : K→ Λ. In [MS84], inspired by
Serre’s construction of the tree of SL2(K) when Λ = Z, Morgan and Shalen define
the notion of a Λ-tree and construct a Λ-tree on which SL2(K) acts. Generalizing
these works, Bennett define in [Ben94, Example 3.2] a Λ-building on which SLn(K)
acts, for n ∈ Z≥2.
2. Let Λ,Λ′ be totally ordered abelian groups and e : Λ → Λ′ be a morphism of
ordered groups. Then Schwer and Struyve construct a functor from the category of
Λ-buildings to the category of Λ′-buildings, compatible with e (see [SS12]). Using
this and using ultraproducts, they construct nontrivial examples of Λ-buildings, for
Λ * R. They in particular construct ultracones and asymptotic cones of buildings
(see [SS12, Section 6]).
3. Let G be a semi-simple Lie group. Let Kreal be a real closed nonarchimedean field
and Oreal ⊂ Kreal be an o-convex valuation ring. Then Kramer and Tent equip
G(Kreal)/G(Oreal) with the structure of a Λreal-building, where Λreal = K∗real/O
∗
real, see
[KT04, Theorem 4.3] and [KT09]. They deduce that the asymptotic cone of G(Kreal)
and the ultracone of G(Kreal) are Λ-buildings, for some Λ (see [KT04, Corollary 4.4]).
Using these results, they give a new proof of Margulis’s conjecture (see [KT04, §
5]).
Our result yields a new class of examples of Λ-buildings.
1.2 The building I(G,K, ω)
In differential geometry, when one works with some real Lie group G, it is often useful
to study the action of G on a symmetric space. For instance, if G = SLn(R), then one
may consider the action of SLn(R) on X = SLn(R)/SOn(R). The manifold X is then the
quotient of a real Lie group by a maximal compact subgroup. According to Goldman-
Iwahori ([GI63]), the space X can be identified with the space of norms on Rn up to
homothety.
Now, when one works over the p-adic field Qp instead of R, by analogy with Goldman-
Iwahori’s result, one can associate to the group SLn(Qp) the space I(SLn,Qp) of ultra-
metric norms over Qnp up to homothety. This is a particular case of a more general
construction given by Bruhat-Tits in [BT72, 10.2]. In order to generalize the previous
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constructions and study in this context other classical groups of Lie type over Henselian
valued fields, Tits introduced the definition of buildings in the 1960’s.
When K is a field endowed with a valuation ω : K× → Z, several approaches have
been developed to construct a Bruhat-Tits building I(G,K, ω) associated to a reductive
K-group G. The most elementary construction relies on lattices. For instance, when G
is split and has type An (e.g. G = GLn, SLn or PGLn), one may define I(G,K, ω) as
the set of O-lattices contained in Kn up to homothety, where O stands for the ring of
integers of K. The action of G(K) on I(G,K, ω) is then induced by the action of G(K)
on the O-lattices of Kn (see [Ser77, Chapter II] for the case where n = 2). Note that this
construction depends substantially on the Lie type of the group G and a case by case
definition has to be settled.1 Parshin [Par94] and Bennett [Ben94] both use this approach
with lattices to construct a space analogous to I(SLn,K, ω) when the valuation ω takes
values in a totally ordered abelian group that might be different from Z.
A more general approach due to Bruhat and Tits ([BT72], [BT84]) mainly consists
in generalizing the construction as a quotient of G(K) by a maximal compact subgroup.
Unfortunately, maximal compact subgroups need not be pairwise conjugate in general.
That is why, for an arbitrary reductive group G over a Λ-valued field with Λ ⊂ R, Bruhat
and Tits’ construction relies on the use of parahoric subgroups. More precisely, they start
by defining the standard apartment A of their building as an affine space endowed with
an action by affine transformations of the group N of rational points of the normalizer
N of a maximal K-split torus of G. The root system Φ of G can be regarded as a set
of affine maps on A. Then, for each element x of A, Bruhat and Tits define a parahoric
subgroup Px ⊂ G, which depends on the values α(x), for α ∈ Φ. They finally define
I = I(G,K, ω) as the set G(K)×A/ ∼, where ∼ is an equivalence relation on G(K)×A
whose definition involves the parahoric subgroups Px for x ∈ A. The group G(K) acts on
I by g · [g′, x] = [gg′, x], for g, g′ ∈ G(K) and x ∈ A, so that Px is the stabilizer of x in G
for each x. This is the approach we follow in this paper to deal with the case when Λ is
not necessarily contained in R.
For that purpose, we start from a Chevalley-Steinberg system of the quasi-split group
G (i.e. a parametrization of the root groups Uα of G taking into account the Galois
extension K˜/K that splits G). To such a pining, we associate a space I. We then need to
prove that it is a Λ-building. A part of the proof consists in proving that G satisfies certain
decompositions, namely the Iwasawa decomposition and the Bruhat decomposition. To
prove them, we generalize the proof by Bruhat and Tits to our framework. After proving
these decompositions, the main issue is to prove that certain retractions are 1-Lipschitz
continuous. When Λ ⊂ R, a standard proof of this property uses the fact that the
segments of R are compacts. This is no longer true in our framework and we thus need
some additional work to prove this property.
1.3 Affine structure of the standard apartment
An important step in our construction consists in understanding the geometry of the
apartments of our building. Roughly speaking, the apartment will be a tensor product
Y ⊗Z R where Y is the finitely generated free Z-module of cocharacters of G and R is
some ordered ring that contains Λ as a linearly ordered subgroup.
Consider, for instance, a Henselian valued field K with a discrete valuation ω : K∗ →
Λ = Z. There is a natural structure of ring on Z but, since we have to consider field
extensions L/K, the group Λ′ = ω(L∗) is not anymore naturally equipped with a ring
structure extending that of Λ. Bruhat-Tits’s idea consists in seeing both Λ and Λ′ in the
ring R = R.
1 Note that in the remarkable case of type An, there are other similar approaches such as using
maximal orders (see [Vig80] and [Ser77] for n = 2).
5
Now, assume for instance that Λ = Zd equipped with the lexicographical order and let
Y = Zn =
⊕n
i=1 Zei. A natural way to generalize the previous construction is to consider
the ring R = R[t]/(td) equipped with the lexicographical order induced by the degree
of monomials. On this example, the apartment A = Y ⊗Z R will be a dn-dimensional
R-vector space and a free R-module of rank n. Thus, there are two viewpoints for an
element x ∈ A: one can write either x =
∑n
i=1 λiei with λi ∈ R (structure of R-module)
or x =
∑d−1
s=0 xst
s with xs ∈ Y ⊗ R. The first viewpoint allows to endow the apartment
A with a geometric and combinatorial structure (it is an R-affine space together with
combinatorial data such as chambers, faces, sectors...). The second viewpoint allows to
endow the apartment with a fibration A → Y ⊗R R[t]/(td
′
) that we will extend to the
whole building for each d′ ≤ d.
In the situation of a general totally ordered abelian group Λ, we will define the apart-
ment A by introducing a totally ordered (non-unital) ring RS together with an increasing
embedding Λ→ RS .
1.4 Main results
We now briefly describe the main results of this paper, see Theorem 2.25 for a more
precise statement.
Let Λ be a totally ordered abelian group. Define the rank S := rk(Λ) of Λ as the
(totally ordered) set of Archimedean equivalence classes of Λ. For instance, if Λ = Zn
for some n ≥ 1, then S = {1, 2, ..., n}. By Hahn’s embedding theorem, Λ can then be
regarded as a subgroup of:
RS := {(xs)s∈S ∈ RS | the support of (xs)s∈S is a well-ordered subset of S}.
Let now K be a field with a valuation ω : K → Λ ∪ {∞}, fix a quasi-split (connected)
reductive K-group G and let S be a maximal split torus in G with cocharacter module
X∗(S). If G is not split, assume that K is Henselian. Our results can then be summarized
as follows:
(i) We construct a set I = I(K, ω,G), a Λ-distance d : I ×I → Λ≥0 := {λ ∈ Λ|λ ≥ 0}
and we equip (I, d) with the structure of an RS-building whose apartments are
modelled on some quotient of X∗(S)⊗RS . The group G = G(K) acts isometrically
on I and the induced action on the set of apartments is transitive.
(ii) Let s ∈ S, let S≤s = {t ∈ S|t ≤ s} and let πRS ,≤s : R
S → RS≤s be the natural
projection. Consider the valuation ω≤s = πRS ,≤s ◦ ω. We construct an (explicit)
surjective map:
π≤s : I(K, ω,G)→ I(K, ω≤s,G)
compatible with the G(K)-action such that, for each X ∈ I(K, ω≤s,G), the fiber
π−1≤s (X) is a product:
IX × V˜ ,
where V˜ is an ker(πRS ,≤s)-module and IX is a ker(πRS ,≤s)-building.
1.5 Structure of the paper
In section 2, we provide all useful definitions concerning the construction of Λ-buildings.
In subsection 2.1, we introduce all preliminary definitions that are necessary to define Λ-
buildings. These definitions are used all along the article. In subsection 2.2, we provide
the definition of Λ-buildings themselves. This allows us to state the main Theorem in
subsection 2.3.
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In sections 3 and 4, we follow the strategy of Bruhat and Tits in order to provide
a generalization of the Iwasawa decomposition and the Bruhat decomposition. Doing
this, we introduce some abstract subgroups that generalize parahoric subgroups and get
a better understanding of the action of G on the Λ-building.
In section 5, we glue up the apartments via an equivalence relation similar to the one
introduced by Bruhat and Tits in order to provide a space I(G,K, ω) which will be the
Λ-building associated to G. We then prove that it satisfies all the Λ-building axioms
except the axiom (CO).
In section 6, we use the classical reductive group theory over a field (Chevalley-
Steinberg systems, Borel-Tits theory) in order to construct data that satisfy the axioms
of sections 3 and 4.
In section 7, inspired by work of Parshin ([Par94], [Par00b]), we prove that a surjective
morphism of totally ordered abelian groups f : Λ → Λ′ induces a projection map from
I(K, ω,G)→ I(K, f ◦ω,G) which is surjective and compatible with the action of G. We
then give a detailed description of the fibers of this projection.
Section 8 is dedicated to the proof of axiom (CO) and completes the proof of the main
Theorem.
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2 Abstract definition of RS-buildings and statement of
the main theorem
In this section we recall the definition of Λ-buildings, as defined by Bennett in [Ben94].
2.1 Definition of the standard apartment
2.1.1 Root system, vectorial apartment over R and Weyl group
Let VR be a finite dimensional vector space over R. Let Φ ⊂ (VR)∗ be a root system in
the definition of [Bou81, 6.1.1]. Let Φ∨ ⊂ VR be the dual root system of Φ. In particular,
Φ (resp. Φ∨) is a finite subset of (V ∗R ) \ {0} (resp VR \ {0}) and there is a bijection
∨ : Φ→ Φ∨ such that for all α ∈ Φ, α(α∨) = 2.
Because we have to deal with non-reduced root systems, we recall the following defini-
tions and facts [Bou81, VI §1.3 & §1.4]. A root α ∈ Φ is said to be multipliable if 2α ∈ Φ;
otherwise, it is said to be non-multipliable. A root α ∈ Φ is said to be divisible if 1
2
α ∈ Φ;
otherwise, it is said to be non-divisible. The set of non-divisible roots, denoted by Φnd, is
a root system.
2.1 Notation. For α, β ∈ Φ and α∨, β∨ ∈ Φ∨ the coroots of α and β respectively, we
denote by:
• Φ(α, β) = {rα+ sβ ∈ Φ, (r, s) ∈ Z2};
• (α, β) = {rα + sβ ∈ Φ, (r, s) ∈ (Z>0)2};
• rα(β) = β − β(α∨)α;
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• rα(β∨) = β∨ − α(β∨)α∨.
Note that Φ(α, β) is a root system of rank 1 or 2 depending on the fact that α and
β are, or not, collinear. The subset (α, β) is a positively closed subset of Φ(α, β) when
β 6∈ −R>0α.
The map rα : Φ→ Φ (resp. rα : Φ∨ → Φ∨) extends linearly onto a map rα ∈ GL(V ∗R )
(resp. rα ∈ GL(VR)). The reflection rα satisfies r2α = id and r2α = rα when 2α ∈ Φ.
We denote by W (Φ) the subgroup of GL(V ∗R ) (resp. W (Φ
∨)) generated by the rα, it is
a finite subgroup called the Weyl group associated to Φ (resp. Φ∨). Moreover, for any
basis ∆ of Φ, the Weyl group W (Φ) of Φ is generated by the rα for α ∈ ∆. In particular,
there is a natural isomorphism of finite groups W (Φ)→W (Φ∨) sending rα ∈ W (Φ) onto
rα ∈ W (Φ∨) for any α ∈ Φ. By abuse of notations, for any w ∈ W (Φ) we still denote
by w−1 its image in W (Φ∨) by this isomorphism and we denote W v = W (Φ) = W (Φ∨).
Note that for any α ∈ Φ and any w ∈ W (Φ), one has w(α) = α ◦ w−1.
A vector chamber CvR is a connected component of VR \
⋃
α∈Φ α
−1({0}). The as-
sociated basis ∆Cv
R
of Φ is the set of roots α ∈ Φ such that α(CvR) > 0 and such that
α−1({0}) ∩ CvR spans a hyperplane of VR (where C
v
R denotes the closure of C
v
R for the
topology of finite dimensional vector space on VR). Let ΦCv
R
= {α ∈ Φ|α(CvR) > 0} be the
set of positive roots for CvR. Then Φ = ΦCvR ⊔ −ΦCvR and ΦCvR ⊂
⊕
α∈∆Cv
R
Z≥0α.
Let W v = W (Φ∨) be the vectorial Weyl group. Then W v is finite and for every
vector chamber CvR of VR, (W
v, {rα|α ∈ ∆Cv
R
}) is a Coxeter system.
We now fix a vector chamber Cvf,R of VR, that we call the fundamental chamber
and we set ∆f = ∆Cv
f,R
. We denote by ℓ the length on W v associated to {rα|α ∈ ∆Cv
f,R
}.
2.1.2 Topology over a totally ordered commutative pseudo-ring
We call pseudo-ring an algebraic structure satisfying the same axioms as a ring,
without assuming the existence of a multiplicative identity. For instance, an ideal of a
commutative ring is a commutative pseudo-ring. If Λ is an abelian group (e.g. a vector
space), it can be equipped with the trivial pseudo-ring structure given by λµ = 0 for
λ, µ ∈ Λ.
A commutative pseudo-ring R is said to be totally ordered if it is equipped with a
total order < such that:
∀a, b, c ∈ R, a < b =⇒ a+ c < b+ c
and
∀a, b ∈ R, a > 0 and b > 0 =⇒ ab > 0.
Note that we do not assume that R is an integral domain but the first condition implies
that R is a torsion-free Z-module. Thus, if we denote by RQ = R⊗ZQ, there is a natural
embedding of R in RQ and the total order on R extends naturally to a total order on
RQ. Useful examples of such a totally ordered commutative pseudo-ring R are Z, R or
the non-unital rings RS defined in 2.18.
We introduce a symbol∞ and we extend the total ordering over R to a total ordering
of the set R ∪ {∞} by setting λ <∞ for any λ ∈ R. For any λ ∈ R, we will denote by:
• [λ,∞] = {µ ∈ R, λ 6 µ} ∪ {∞} and ]λ,∞] = {µ ∈ R, λ < µ} ∪ {∞};
• R>λ = {µ ∈ R, λ < µ} =]λ,∞[ and R>λ = {µ ∈ R, λ 6 µ} = [λ,∞[;
• R<λ = {µ ∈ R, λ > µ} =]−∞, λ[ and R6λ = {µ ∈ R, λ > µ} =]−∞, λ].
We equip R with the order topology for which a base is given by the sets R>λ and R<λ
for λ ∈ R . Thus, R is a completely normal Hausdorff space.
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At some point, we will need that the order topology is dense at 0, so that it is sufficient,
for instance, to ask that R is equipped with a Q-module structure, i.e. R = RQ. For
instance, the totally ordered pseudo-ring RS defined in 2.18 satisfy these properties and,
moreover, Λ naturally embeds into RS.
Let ∆∨ be a basis of Φ∨nd. We denote by VZ the free Z-submodule of VR spanned by the
α∨ for α∨ ∈ ∆∨. Note that since W v acts transitively on the set of basis of Φ∨nd [Bou81,
VI.1.5], this does not depend on the choice of ∆∨.
For any commutative pseudo-ring R, we denote by VR = VZ ⊗Z R. Let α ∈ Φ be any
root. By definition of root systems, α(Φ∨) ⊂ Z. Thus α induces a Z-linear map on VZ
and therefore an R-linear map on VR uniquely determined by α(x⊗λ) = α(x)λ for x ∈ VZ
and λ ∈ R since α(x) ∈ Z.
For α ∈ Φ and any λ ∈ R, denote by HR,α,λ = α−1({λ}) ⊂ VR, by D˚R,α,λ = α−1(R>λ)
and by DR,α,λ = α
−1(R>λ) = HR,α,λ ⊔ D˚R,α,λ. If R is clear in the context, one can denote
those sets by Hα,λ, D˚α,λ and Dα,λ respectively. If λ = 0, one can denote those sets by Hα,
D˚α and Dα respectively. We equip VR with the topology generated by the sets D˚α,λ for
α ∈ Φ and λ ∈ R. Thus the linear maps α : VR → VR are automatically continuous.
For any basis ∆ of Φ and any subset ∆P ⊂ ∆, we set:
F vR(∆,∆P ) =
⋂
α∈∆P
HR,α ∩
⋂
α∈∆\∆P
DR,α =
{
v ∈ VR, ∀α ∈ ∆,
α(v) = 0 if α ∈ ∆P
α(v) > 0 if α 6∈ ∆P
}
and
F vR(∆,∆P ) =
⋂
α∈∆P
HR,α ∩
⋂
α∈∆\∆P
DR,α =
{
v ∈ VR, ∀α ∈ ∆,
α(v) = 0 if α ∈ ∆P
α(v) > 0 if α 6∈ ∆P
}
.
If ∆ is any basis of Φ and ∆P = ∅, we set CvR,∆ = F
v
R(∆, ∅) and C
v
R,∆ = F
v
R(∆, ∅). As
before, if R is clear in the context, we may omit to mention it in the notation.
2.2 Lemma. For any basis ∆ of Φ, we have Cv∆ = {v ∈ VR, ∀α ∈ Φ
+
∆, α(v) > 0} and
Cv∆ = {v ∈ VR, ∀α ∈ Φ
+
∆, α(v) > 0}.
If ∆′ is another basis of Φ, we have Cv∆ ∩ C
v
∆′ 6= ∅ ⇐⇒ ∆ = ∆
′.
Proof. Let α ∈ Φ+∆ and v ∈ C
v
∆ (resp. C
v
∆). By [Bou81, VI.1.6], there exist positive
integers nβ such that α =
∑
β∈∆ nββ. Since β(v) > 0 (resp. > 0) for any β ∈ ∆, we get
that
∑
β∈∆ nββ(v) > 0 (resp. > 0). The converse is immediate since ∆ ⊂ Φ
+
∆. Hence
Cv∆ = {v ∈ VR, ∀α ∈ Φ
+
∆, α(v) > 0} and C
v
∆ = {v ∈ VR, ∀α ∈ Φ
+
∆, α(v) > 0}.
Suppose ∆′ 6= ∆, then Φ+∆′ 6= Φ
+
∆ and let α ∈ Φ
+
∆′ \ Φ
+
∆. Hence −α ∈ Φ
+
∆. For any
v ∈ Cv∆′, we have −α(v) > 0 so that v 6∈ C
v
∆.
2.3 Definition. For any v ∈ VZ, denote by δv = {λv, λ ∈ R>0}. This is called the “open”
half-line in VR with direction v ∈ VZ.
2.4 Lemma. For any basis ∆ of Φ and any ∆P ⊂ ∆, the Z-vector facet F vZ(∆,∆P ) is
non-empty.
Proof. It suffices to prove it inside the reduced root system Φnd, so that we assume in
this proof that Φ = Φnd is reduced. Since W (Φ
∨) acts simply transitively on the set of
bases of Φ∨, we know that the free Z-module VZ is the set of elements x =
∑
α∈∆ nαα
∨
such that nα ∈ Z for any α ∈ ∆. Define values pα ∈ {0, 1} by pα = 0 if α ∈ ∆P
and pα = 1 if α ∈ ∆ \ ∆P . Consider the Cartan matrix C = (β(α
∨))α,β∈∆ and the
matrix P = (pα)α∈∆. According to [Bou81, VI.1.10], C is an invertible matrix over
Q. Hence there exist m ∈ Z>0 and a matrix N = (nα)α∈∆ with coefficients nα ∈ Z
such that CN = mP . Define x =
∑
α∈∆ nαα
∨. Then, for any β ∈ ∆, we get that
β(x) =
∑
α∈∆ nαβ(α
∨) = mpα. If β ∈ ∆P , we have β(x) = 0 and if β 6∈ ∆P , we have
β(x) = m ∈ Z>0. Thus x ∈ F vZ(∆,∆P ).
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2.5 Lemma. For any v ∈ F vZ(∆,∆P ), we have δv ⊂ F
v
R(∆,∆P ).
Proof. For any α ∈ ∆, any v ∈ CvZ,∆ and any λ ∈ R>0, we have α(λv) = α(v)λ by
R-linearity of α. If α ∈ ∆P , then α(vλ) = 0. If α 6∈ ∆P , then α(v) ∈ Z>0 by assumption
on v. Since λ > 0 and α(v) ∈ Z, we have α(v)λ > 0. Thus α(λv) > 0 for any α ∈ ∆\∆P .
Therefore λv ∈ F vR(∆,∆P ) for any λ ∈ R>0.
2.6 Remark. Note that the set {λx, λ ∈ R>0} for x ∈ CvR,∆ is not contained in C
v
R,∆
in general, even if x is R-torsion-free. For instance, take R = RJtK/(t2) with the lex-
icographical order a1 + tb1 < a2 + tb2 ⇐⇒ a1 < a2 or a1 = a2 and b1 < b2. Take
Φ = {±α,±β,±(α+β)} of type A2. Take x = 2α∨+(1+ t)β∨. Then α(x) = 4− (1+ t) =
3− t > 0 and β(x) = 2(1+ t)−2 = 2t > 0, so that x ∈ CvR,{α,β}. Thus for any λ ∈ R\{0},
we have α(λx) = (3 − t)λ 6= 0 since 3 − t is invertible in R so that, in particular, x is
torsion-free. But β(tx) = t(2t) = 0 so that tx 6∈ CvR,{α,β} with t > 0.
The following Proposition generalizes [BT72, 7.3.5]. Since the topology of the R-
module VR is not easy to manipulate (for instance, it is not necessarily a connected space
so that vector chambers cannot be defined as some connected components), we prove it
in a combinatorial way instead of a topological way.
2.7 Proposition. Assume that R = RQ. Let x ∈ VR and ∆,∆′ be two bases of Φ. There
exists a unique w ∈ W (Φ) such that x ∈ C
v
w(∆) and C
v
w(∆) ∩ (x+ C
v
∆′) 6= ∅.
Proof. Since any basis of a root system is contained in Φnd, we can assume that Φ is
reduced (i.e. Φ = Φnd).
For uniqueness, consider w,w′ ∈ W (Φ) such that x ∈ C
v
w(∆)∩C
v
w′(∆) and C
v
w(∆)∩ (x+
Cv∆′) 6= ∅ and C
v
w′(∆)∩ (x+C
v
∆′) 6= ∅. Let y ∈ C
v
w(∆)∩ (x+C
v
∆′) and z ∈ C
v
w′(∆)∩ (x+C
v
∆′).
Let α ∈ Φ+w(∆). Then α(y) > 0 and α(x) > 0 by Lemma 2.2. If α 6∈ Φ
+
w′(∆), then α(z) < 0
and α(x) 6 0. Thus α(x) = 0 so that α(y − x) > 0 and α(z − x) < 0 by linearity of α.
Hence the sign of α is non-constant on Cv∆′ which is a contradiction. Thus Φ
+
w(∆) = Φ
+
w′(∆)
which gives w(∆) = w′(∆) and therefore w = w′ according to [Bou81, VI.1.5 Thm.2].
For existence, we proceed as follows: let v ∈ CvZ,∆′ so that δv ⊂ C
v
R,∆′ according to
Lemma 2.5 and for any α ∈ Φ, we have α(v) ∈ Z \ {0}. We denote by Ψ the set of roots
α ∈ Φ such that α(x) < 0 or ∀η ∈ R>0, ∃ε ∈]0, η[, α(x + εv) 6 0. We denote by n(∆)
the cardinality of Ψ ∩ Φ+∆. We prove, by induction on n, that for any basis ∆ of Φ such
that n(∆) 6 n, there exists w ∈ W (Φ) such that x ∈ C
v
w(∆) and C
v
w(∆) ∩ (x+ C
v
∆′) 6= ∅.
Basis: suppose that ∆ ∩Ψ = ∅. For any α ∈ ∆, we have α(x) > 0 and ∃ηα > 0, ∀ε ∈
]0, ηα[, α(x + εv) > 0. Denote by η = min{ηα, α ∈ ∆} > 0. Since any β ∈ Φ
+
∆ is a
linear combination with positive integer coefficients of the simple roots α ∈ ∆, we have
β(x) > 0 and for any ε ∈]0, η[, β(x+ εv) > 0 since ǫ < ηα for any α. Hence Ψ ∩ Φ
+
∆ = ∅
and, therefore, n(∆) = 0. Moreover x ∈ C
v
∆. Let ε ∈]0, η[ and y = x + εv. Then
y ∈ Cv∆ ∩ (x + δv) ⊂ C
v
∆ ∩ (x + C
v
∆′) according to Lemma 2.5. In particular, if ∆ is any
basis of Φ such that n(∆) = 0, we have, in particular, ∆ ∩ Ψ = ∅ and we have seen that
the element w = id provides the basis of the induction.
Induction step: Let ∆ be any basis of Φ such that n(∆) = n > 0. Thus ∆∩Ψ 6= ∅ and
let α ∈ ∆ ∩Ψ, that means we have either α(x) < 0 or ∀η > 0, ∃ε ∈]0, η[, α(x+ εv) 6 0.
We prove that −α 6∈ Ψ.
Suppose that α(x) < 0. Then −α(x) > 0. If α(v) ∈ Z<0, let η be any element in
R>0. Then for any ε ∈]0, η[, we have −α(x + εv) > −α(v)ε > 0. If α(v) ∈ Z>0, let
η = − 1
α(v)
α(x) > 0. Then for any ε ∈]0, η[, we have −α(x + εv) = −α(x) − α(v)ε >
−α(x)− α(v)η = 0. Hence, in both cases, we get −α 6∈ Ψ.
Otherwise, for any η > 0 there exists ρ ∈]0, η[ such that α(x+ ρv) 6 0.
• If α(v) ∈ Z>0, let Then −α(x) > α(v)ρ > 0. Moreover, for any ε ∈]0, ρ[, we have
−α(x+ εv) > α(v)(ρ− ε) > 0. Hence −α 6∈ Ψ.
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• If α(v) ∈ Z<0, suppose by contradiction that −α(x) < 0. Then −α(x) > α(v)ρ >
α(v)η. Thus, for η = − 1
2α(v)
α(x) > 0, we get −α(x) > −1
2
α(x) which is a contradiction.
Hence −α(x) > 0. Now, for any ε ∈]0, ρ[, we have −α(x + εv) > −α(v)ε > 0. Thus
−α 6∈ Ψ.
As a consequence, in all cases, we get −α 6∈ Ψ. According to [Bou81, VI.1.6 Cor.
1 of Prop. 17], we know that rα stabilizes Φ
+
∆ \ {α} = Φ
+
rα(∆)
\ {−α}. Thus, Φ+rα(∆) ∩
Ψ =
(
Φ+∆ \ {α}
)
∩ Ψ so that n(rα(∆)) = n(∆) − 1 since α ∈ Ψ. By induction, since
rα(∆) is a basis of Φ, we know that there exists w ∈ W (Φ) such that x ∈ C
v
w◦ra(∆) and
Cvw◦rα(∆) ∩ (x+ C
v
∆′) 6= ∅.
We fix a basis ∆f of Φ and we denote by F
v
R(∆P ) instead of F
v
R(∆f ,∆P ). The fun-
damental chamber is the set Cvf,R = F
v
R(∅). A vector face (resp. vector chamber)
is a set of the form w · F vR(∆P ) (resp. w · C
v
f,R), for some w ∈ W
v and ∆P ⊂ ∆f .
2.8 Lemma. Let ∆ be a basis of Φ. For any ∆P ⊂ ∆, we have w · F vR(∆,∆P ) =
F vR(w(∆), w(∆P )) for every w ∈ W (Φ). Moreover VR =
⋃
w∈W (Φ)w · C
v
∆.
Proof. For any α ∈ ∆ and any x ∈ VR, we have
w(α)
(
w(x)
)
= ww−1α(x) = α(x)
since w−1(α) = α ◦ w. Thus x ∈ F vR(∆,∆P ) ⇐⇒ w(x) ∈ w · F
v
R(∆,∆P ) ⇐⇒ w(x) ∈
F vR(w(∆), w(∆P )).
By Proposition 2.7, for any x ∈ VR, there exists w ∈ W v such that x ∈ C
v
R,w(∆) =
w · CvR. Hence we get the second equality.
2.9 Lemma. Let β ∈ Φ and F v be a vector face of VR. Then either β(F v) ⊂ R>0 or
β(F v) = {0} or β(F v) ⊂ R<0.
Proof. Write F v = w · F vR(∆P ), where ∆P ⊂ ∆f and w ∈ W
v. Let β ′ = w−1.β. Then
β ′
(
F vS (∆P )
)
= β(F vS). Maybe considering −β
′, we may assume that β ′ ∈ Φ+. Write
β ′ =
∑
α∈∆f
nαα, with nα ∈ Z≥0 for all α ∈ ∆f . Then if {α ∈ ∆f |nα 6= 0} ⊂ ∆P ,
β ′(F vS ) = {0} and else β
′(F vS ) ⊂ R>0. Lemma follows.
Given a vector face F v, we denote by Φ+F v = {β ∈ Φ, β(F
v) ⊂ R>0}, by Φ
−
F v = {β ∈
Φ, β(F v) ⊂ R<0} and by Φ0F v = {β ∈ Φ, β(F
v) = {0}}.
2.1.3 R-affine spaces
An R-affine space is defined in the same way as an affine space over a field in which
we replace the underlying vector space by an R-module.
Let Z be any domain and R be a pseudo-ring equipped with a Z-module structure
such that:
∀z ∈ Z \ {0}, ∃r ∈ R, zr 6= 0.
The group GLn(Z) canonically acts onto R
n by (gi,j)i,j · (xk)k =
(∑n
j=1 gk,jxj
)
k
. We can
therefore introduce the group:
AffZ(n,R) = R
n ⋊GLn(Z).
Similarly, if VZ is a free Z-module, then GL(VZ) naturally acts on VR := VZ⊗Z R. We
can therefore define the Z-affine group of VR as
AffZ(VR) = VR ⋊GL(VZ).
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If A is an affine space over VR with some origin o, we define a natural action of AffZ(VR)
on A by:
(v, g) · x = o+ g(x− o) + v ∀(v, g) ∈ VR ⋊GL(VZ), ∀x ∈ A.
This action is faithful and its image is called the Z-affine group of the affine space A and
denoted by AffZ(A). We define the linear part of an element h ∈ AffZ(A), denoted by
−→
h , as the image of h by the quotient morphism AffZ(A) ≃ AffZ(VR)→ GL(VZ).
2.10 Notation. Let AR be an R-affine space with some origin o and underlying R-module
VR defined as in 2.1.2. Note that VR = 0 and AR = {o} when Φ = ∅ so that any action
of any group on AR is trivial. In the rest of this section, we assume that Φ 6= ∅ but any
result can obviously be extended to the case of an empty root system.
Any root α ∈ Φ induces canonically a continuous R-linear form on VR so that for any
α ∈ Φ and any λ ∈ R, one can define:
• an affine map θα,λ : AR → R by θα,λ(x) = α(x− o) + λ;
• an affine hyperplane Hα,λ = θ
−1
α,λ({0});
• an open half-affine space D˚α,λ = θ
−1
α,λ(R>0) (resp. close Dα,λ = θ
−1
α,λ(R>0));
• an affine reflection rα,λ : AR → AR with respect to Hα,λ by rα,λ(x) = x− θα,λ(x)α∨.
By abuse of notation, for any root α ∈ Φ and any point x ∈ AR, we will often denote
by α(x) instead of α(x− o).
We denote, by convention, Dα,∞ = D˚α,∞ = AR for any α ∈ Φ so that x ∈ Dα,∞ ⇐⇒
∞ > −a(x) extends the definition of the Dα,λ = {x ∈ AR, λ > −a(x)} to any λ ∈
R ∪ {∞}.
2.11 Fact. For any α ∈ Φ and any λ ∈ R, the element rα,λ ∈ AffZ(A) is identified with
(−λα∨, rα) ∈ AffZ(VR). In particular,
−→rα,λ = rα ∈ GL(VZ).
Proof. For x ∈ A, we have
(−λα∨, rα)(x) = o+ rα(x− o)− λα
∨
= o+ (x− o)− α(x− o)α∨ − λα∨
= x+ θα,λ(x)α
∨
= rα,λ(x)
We get the identification by faithfulness of the action.
2.12 Fact. For (α, λ) ∈ Φ × R, the map rα,λ is well-defined since θα,λ(x)α∨ belongs to
the R-module VR for any x ∈ AR. It is an affine reflection in the sense that it satisfies:
• r2α,λ = idAR ;
• rα,λ(x) = x⇐⇒ x ∈ Hα,λ;
• rα,λ(Dα,λ) = D−α,−λ.
Proof. The second statement is immediate from the formula since λα∨ = 0⇐⇒ λ = 0.
Let y = rα,λ(x) = x− θα,λ(x)α
∨. Then
θα,λ(y) =α(y)− λ
=α(x)− α(α∨)θα,λ(x)− λ
=
(
α(x)− λ
)
− 2θα,λ(x)
=− θα,λ(x)
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Thus we get the first statement:
rα,λ(y) =y − θα,λ(y)α
∨
=y + θα,λ(x)α
∨
=x
Finally, the third statement is given by Fact 2.13.
2.13 Fact. For any (α, λ), (β, µ) ∈ Φ× R, there is a unique (γ, ρ) ∈ Φ×R such that:
rα,λ(Dβ,µ) = Dγ,ρ.
More precisely, we have
γ = rα(β) = β − β(α
∨)α ρ = µ− β(α∨)λ
which make sense since R is a Z-module.
Proof. These are exactly the same results as in [Bou81, VI§2]. We recall that W aff is
generated by the rα : Φ→ Φ for α ∈ Φ given by rα(β) = x− x(α∨)α so that r2α = id.
We firstly prove that rα,λ(D˚β,µ) ⊂ D˚γ,ρ. For any (α, λ), (β, µ) ∈ Φ×R, let γ = rα(β) =
β − β(α∨)α ∈ Φ. Note that γ(α∨) = β(α∨)− β(α∨)α(α∨) = −β(α∨). For any x ∈ D˚β,µ,
let y = rα,λ(x). Then
γ(y) =γ(x)− γ(α∨)θα,λ(x)
=
(
β(x)− β(α∨)α(x)
)
+ β(α∨)θα,λ(x)
=β(x)− β(α∨)α(x) + β(α∨)
(
α(x) + λ
)
=β(x) + β(α∨)λ
>− µ+ β(α∨)λ = −ρ
Thus y ∈ D˚γ,ρ.
Conversely, if y ∈ D˚γ,ρ, let x = rα,λ(y). Then y = rα,λ(x) since r2α,λ = id. Thus x ∈
rα,λ(D˚γ,ρ) ⊂ D˚rα(γ),ρ−γ(α∨)λ. Since rα(γ) = r
2
α(β) = β and ρ− γ(α
∨)λ = ρ+ β(α∨)λ = µ,
we get that rα,λ(D˚γ,ρ) ⊂ D˚β,µ. Thus D˚γ,ρ = rα,λ(D˚β,µ).
The same equality holds for affine hyperplanes.
A sector-face Q (resp. a sector Q) is a set of the form x + F v (resp. x + Cv) for
some x ∈ AR and some vector face F v (resp. vector chamber Cv) of VR. The direction
of Q is F v and its base point is x.
2.14 Definition. An affine apartment over R is a 4-tuple
AR =
(
AR, VR,Φ, (Γα)α∈Φ
)
such that:
1. Φ is a root system over (VR)
∗;
2. (Γα)α∈Φ is a family of non-bounded subsets of R containing 0, satisfying the following
property. Let H = {Hα,λ|α ∈ Φ, λ ∈ Γα}. For H = Hα,λ ∈ H we denote by
rH = rα,λ the (affine) reflexion of AS fixing H and whose vectorial part is rα. We
assume that rH stabilizes H for every H ∈ H .
3. AR is the affine space over R with underlying vector-space VR.
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A set of the form Dα,λ (resp D˚α,λ, resp. Hα,λ) for λ ∈ Γα and α ∈ Φ is called a
half-apartment (resp. an open half-apartment, resp a wall) of AR.
A set of the formDα,λ (resp D˚α,λ, resp. Hα,λ) for λ ∈ R and α ∈ Φ is called a phantom
half-apartment (resp. an phantom open half-apartment, resp a phantom wall)
of AR. This phantom part terminology is there to indicate that the objects are carried
by the directions induced by the roots but not by the values prescribed by the valuation.
When in section 6 we make a use of algebraic groups over a valued field, these phantom
parts may appear after some extension of the base field.
The affine weyl group W aff of AR is the subgroup of the group of affine automor-
phisms of AR generated by the rH , for H ∈ H . It is a subgroup of W v ⋉ VR. Let α ∈ Φ,
λ ∈ Γα and M = Hα,−γ. By condition (2), if α ∈ Φ and λ ∈ Γα, then rα(Hα,λ) = Hα,−λ
and thus −Γα = Γα. If α ∈ Φ, w ∈ W v and λ ∈ Γα, then w · Hα,λ = Hw·α,λ and thus
Γα = Γw·α.
2.1.4 R-metrics over affine spaces
For λ ∈ R, we denote by |λ| = −λ if λ ∈ R<0 and |λ| = λ if λ ∈ R>0 the absolute
value of λ. It satisfies |λ + µ| 6 |λ + µ| and |λµ| = |λ||µ| for any λ, µ ∈ R. The finitely
generated free R-module VR =
⊕
α∨∈∆∨ Rα
∨ can be equipped with a W (Φ∨)-invariant
R-norm as follows:
Let Φ+ be any choice of a subset of positive roots and set ‖x‖R =
∑
α∈Φ+ |α(x)|. Then
2‖x‖R =
∑
α∈Φ |α(x)|. Since R is a torsion-free Z-module, by definition of root systems,
this defines a W (Φ∨)-invariant map ‖ · ‖R : VR → R>0 that does not depend on the choice
of Φ+. One says that ‖ · ‖R is an R-norm, that is a map ‖ · ‖R : VR → R>0 such that for
x, y ∈ VR, one has:
1. ‖x‖R = 0⇐⇒ x = 0;
2. ‖λx‖R = |λ|‖x‖R;
3. ‖x+ y‖R 6 ‖x‖R + ‖y‖R.
Moreover, it satisfies ‖λv‖R = ‖v‖Z|λ| for any v ∈ VZ and any λ ∈ R so that λv ∈ VR.
Let AR be an R-affine space with VR as underlying R-module. Then, the map dstdR :
AR × AR → R>0 defined by dstdR (x, y) = ‖y − x‖R defines an R-distance. That is a map
d : AR × AR → R such that for all x, y, z ∈ AR, one has:
1. d(x, y) > 0, and d(x, y) = 0 if and only if x = y;
2. d(x, y) = d(y, x);
3. d(x, y) ≤ d(x, z) + d(z, y).
The map dstdR is the standard R-metric considered by Bennett in [Ben94].
For x ∈ AR and ε ∈ R>0, we denote by BR(x, ε) the set {y ∈ AR| d(x, y) < ε}. We
equip AR with the topology whose a base is given by the BR(x, ε) for x ∈ AR and ε > 0.
2.15 Remark. It is easy to check that it coincides with the topology on VR defined in
Subsubsection 2.1.2.
2.1.5 Filters
A filter on a set E is a nonempty set F of nonempty subsets of E such that, for all
subsets E, E ′ of E , one has:
• E, E ′ ∈ F implies E ∩ E ′ ∈ F
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• E ′ ⊂ E and E ′ ∈ F implies E ∈ F .
If E is a set and F ,F ′ are filters on E , we define F ⋒ F ′ to be the filter {E ∪
E ′|(E,E ′) ∈ F ×F ′}.
If E , E ′ be sets, f : E → E ′ be a map and F be a filter on E . Then f(F ) := {f(E)|E ∈
F} is a filter on f(E ′). We say that a map fixes a filter if it fixes at least one element of
this filter.
If F is a filter on a set E , and E is a subset of E , one says that F contains E if every
element of F contains E. We denote it F ⋑ E. If E is nonempty, the principal filter
on E associated with E is the filter FE,E of subsets of E containing E.
A filter F is said to be contained in another filter F ′: F ⋐ F ′ (resp. in a subset Z
in E : F ⋐ Z) if every set in F ′ is in F (resp. if Z ∈ F ).
These definitions of containment are inspired by the following facts. Let E be a set,
F be a filter on E and E,E ′ ⊂ E . Then :
• E ⊂ E ′ if and only if FE,E ⋐ FE′,E ,
• E ⋐ F if and only if FE,E ⋐ F ,
• E ⋑ F if and only if FE,E ⋑ F .
2.1.6 Enclosure map
We now define the enclosure of a filter on AR. This definition is motivated by the fact
that the intersection of two apartments is a finite intersection of half-apartments. We
assume that we are given a families of sets Γα.
2.16 Definition. Let AR =
(
AR, VR,Φ, (Γα)α∈Φ
)
be an apartment. Let V be a filter on
AR. Then we define the enclosure cl(V) as:
cl(V) = {X ⊂ AR|∃(λα) ∈
∏
α∈Φ
(Γα ∪ {∞})| X ⊃
⋂
α∈Φ
Dα,λα ⋑ V}.
If Ω is a subset of AR, we set cl(Ω) = cl(FΩ,AR). A subset Ω of AR is said to be enclosed
if it is an element of cl(Ω), that is, if it is a finite intersection of half-apartments.
Our definition of enclosure is inspired by [GR08, 2.2.2]. It is different from the enclo-
sure clBT defined in [BT72, 7.1.2].
• If Ω ⊂ AR, then cl(Ω) is a filter whereas clBT(Ω) is a set. But even if we identify
a set with the principal filter associated, the notions differ. Indeed, suppose for
example that A = R and that Γα = Q, for all α ∈ Φ. Let x ∈ R \Q. Then cl({x})
is the set of subsets of R containing a neighborhood of x, whereas clBT({x}) = {x}
and F{x},AR 6= cl({x}).
• One has cl(Ω) ⋑ clBT(Ω) for every subset Ω of AR: our enclosure is bigger.
Note that when Λ is a discrete subset of R, if we work with R = R, then the enclosure
of each subset Ω of A is the principal filter on AR associated to clBT(Ω) and thus we can
avoid the use of filters. When |S| > 2 however, this property is no longer true, even in
the discrete case. Indeed, suppose that Λ = Z2 and that Φ = {Id,−Id} so that AR = R.
In this case, we work with R = R2 ≃ R[t]/(t2). Let Ω = {(0, x)|x ∈ R}. Then
cl(Ω) = {X ⊂ R2|∃a, b ∈ R, X ⊃ [(−1, a), (1, b)]R2},
and this filter is not principal.
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2.1.7 Germs, faces and local faces
Let Q = x+ F v be a sector-face of AR, where x ∈ AR and F v is a vector face in VR.
The germ of Q at x is the filter germx(Q) = {Ω∩Q| Ω ⊂ A is a neighborhood of x}.
A local face (resp. a local chamber) is a filter of the form germx(Q) for some sector-face
Q (resp. sector Q) based at x. Two local sector-germs germx(Q) and germx(Q
′) are said
to be opposite if the direction of Q is opposite to the direction of Q′, i.e if Q = x + Cv
and Q′ = x+w0 ·C
v, where Cv is the direction of Q and w0 is the longest element of W
v.
Alternatively, we denote by F ℓ(x, F v), as done in [Rou11], or by Fx,F v , as done in
[BT72, 7.2], instead of germx(Q). This will be a useful notation for Bruhat decomposition
4.38.
The face F (x, F v) is the filter on AR generated by the sets of the form
X =
⋂
α∈Ψ
D˚α,λα ∩
⋂
α∈Φ\Ψ
Dα,−λα,
where Ψ ⊂ Φ and λ ∈ R ∪ {∞} for (λα) ∈ (R
S ∪ {∞})Φ such that X ⋑ F ℓ(x, F v).
The germ of Q at infinity is the filter germ∞(Q) = {Ω ⊂ A| ∃ξ ∈ F
v, Ω ⊃
x + ξ + F v}. If Q is a sector, then a subset X of A is in germ∞(Q) if and only if X
contains a subsector of Q.
2.17 Lemma. Let Q be a sector of AR, x be its basis and y ∈ Q. Then cl({x, y}) ⋑
germx(Q).
Proof. Let Cv be the vector chamber of VR such that Q = x + Cv. Let ∆ be the base
of Φ associated with Cv. Let Ω ∈ cl({x, y}). Let (λα)α∈Φ ∈ (R ∪ {∞})Φ be such that
Ω ⊃ {x, y}. Then for all α ∈ Φ−∆, α(x) > α(y) ≥ −λα and for all α ∈ Φ
+
∆, α(x) ≥ −λα.
Set XR =
⋂
α∈Φ−∆
D˚α,λα ∋ y. Then
Ω ⊃
⋂
α∈Φ−∆
Dα,λα ∩
⋂
α∈Φ+∆
D˚α,λα ⊃ Q ∩ XR
and thus Ω ∈ germx(Q), which proves the lemma.
2.1.8 The pseudo-ring RS
In the previous sections, we have defined the notion of an affine apartment over a
totally ordered commutative pseudo-ring R. The current section is dedicated to the defi-
nition of the pseudo-rings R that will be considered in the sequel.
In the classical Bruhat-Tits theory, when one works over a field K endowed with a
valuation ω : K× → Z, one usually chooses the ring R = R, in which the valuation group Z
is embedded. In our case, we will work over a field K that is endowed with a valuation ω :
K× → Λ, where Λ can be any totally ordered abelian group. The rank rk(Λ) of Λ is then
defined as the (totally ordered) set of Archimedean equivalence classes of Λ. For instance,
if Λ = Zn for some n ≥ 1, then rk(Λ) = {1, 2, ..., n}. By Hahn’s embedding theorem,
Λ can always be embedded as an ordered subgroup of the lexicographically ordered real
vector subspace of Rrk(Λ) given by families (xs)s∈rk(Λ) with well-ordered support. This
motivates the following more general definition:
2.18 Definition. Given S a totally ordered set, RS is the real vector subspace of RS whose
elements are given by families (xs)s∈S ∈ RS with well-ordered support. It is endowed with
the lexicographical order.
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In order to be able to choose R = Rrk(Λ) and use the theory that has been developped
in the previous sections, it is now necessary to endow RS with a pseudo-ring structure.
The choice of this pseudo-ring structure does not play a crucial role in this article and we
could just formally decide that the product of two elements in RS is always 0. However, as
we are going to explain in the rest of this paragraph, it is sometimes possible to endow RS
with other pseudo-ring structures. This might play an important role in future articles,
for instance in order to endow the buildings we construct in the present article with a
Euclidean distance.
A simple method to endow RS with various pseudo-ring structures consists in consid-
ering a totally ordered commutative monoid Γ and a non-decreasing embedding:
ι : S →֒ Γ
such that:
(i) for any s ∈ S, ι(s) ≥ 0;
(ii) for any s ∈ S and γ ∈ Γ, if 0 < γ < ι(s), then γ ∈ ι(S);
(iii) if S has a minimal element s0, then ι(s0) = 0.
Let Γ≥0 (resp. Γ>0) be the monoid of non-negative (resp. positive) elements in Γ
and assume first that S has no minimal element. Consider the non-unital R-algebra
R[[tΓ>0 ]] given by formal power series with real coefficients f =
∑
γ∈Γ>0
aγt
γ such that
the support of the family (aγ)γ∈Γ>0 is a well-ordered subset of Γ>0. It is endowed with
the lexicographical order and the ideal IS of R[[tΓ>0 ]] spanned by the Rtγ with γ ∈
Γ≥0 \ ({0} ∪ ι(S)) is the kernel of the R-linear order-preserving surjective morphism:
π : R[[tΓ>0 ]]→ RS∑
γ∈Γ>0
aγt
γ 7→ (aι(s))s∈S.
The non-unital ordered commutative R-algebra structure on R[[tΓ>0 ]] then induces a non-
unital ordered commutative R-algebra structure on RS.
Assume now that S has a minimal element. Let R[[tΓ≥0 ]] be the unital R-algebra of
formal power series with real coefficients f =
∑
γ∈Γ≥0
aγt
γ such that the support of the
family (aγ)γ∈Γ≥0 is a well-ordered subset of Γ≥0. It is endowed with the lexicographical
order and the ideal IS of R[[tΓ≥0 ]] spanned by the Rtγ with γ ∈ Γ≥0 \ ι(S) is the kernel of
the R-linear order-preserving surjective morphism:
π : R[[tΓ≥0 ]]→ RS∑
γ∈Γ≥0
aγt
γ 7→ (aι(s))s∈S.
This allows us to endow RS with the structure of a unital ordered commutative R-algebra.
2.19 Remark. Note that one can always find a monoid Γ and an embedding ι satisfying
the desired conditions. Indeed:
(i) if S does not have a minimal element, then Γ can be chosen to be the monoid
of non-increasing maps S → N together with the lexicographical order and ι the
embedding that sends s ∈ S to the element of Γ:
ι(s) : S → N
t 7→
{
1 if t ≤ s
0 if t > s.
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The product of two elements of RS is then always 0, so that we recover the trivial
pseudo-ring structure on RS.
(ii) if S has a minimal element s0, then Γ can be chosen to be the monoid of non-
incresing maps S \ {s0} → N together with the lexicographical order and ι the
embedding that sends s ∈ S to the element of Γ:
ι(s) : S \ {s0} → N
t 7→
{
1 if t ≤ s
0 if t > s.
The product of two elements (as)s∈S and (bs)s∈S of R
S is then (as0bs + bs0as)s∈S.
2.20 Example. If S is well-ordered, it can be identified with an ordinal α. The Hessenberg
sum endows the ordinal ωα with the structure of a totally ordered commutative cancella-
tive monoid. The Grothendieck group K(ωα) of ωα is therefore a totally ordered abelian
group. We can then set Γ := K(ωα) and consider the natural embedding:
ι : S = α →֒ Γ.
For example, when S is finite and has n elements, the R-algebra RS is then none other
than R[[t]]/(tn).
2.1.9 Topology and metric in RS
In this part, we state some specificities over the totally ordered commutative pseudo-
ring R = RS satisfying RSR = R
S
Q = R
S . In order to simplify the notation, we denote by
VS, AS, F vS (∆P ), etc. instead of VRS , ARS , F
v
RS
(∆P ), etc.
If s ∈ S and ⊤ is a binary relation on S (for example ≤, <,>, . . .). We denote by
A⊤s the space A{t∈S|t⊤s} and we define π⊤s : AS → A⊤s by π⊤s
(
(xt)t∈S
)
= (xt)t⊤s, for
(xs) ∈ AS.
2.21 Lemma. The distance dstdS : AS × AS → R
S satisfies the following properties:
1. For all ε ∈ RS>0, for all s ∈ S, there exists t ∈ [s,+∞[ and an open neighborhood
XR of 0 in AR such that π≤t
(
B(0, ǫ)
)
⊃ {0R<t} × XR.
2. For all s ∈ S, for every open subset XR of AR containing {0}, there exists ǫ ∈ RS>0
such that BS(0, ε) ⊂ {0R<s} × XR × A>s.
3. It is invariant under translation, that is: for all x, y, z ∈ AS, dstdS (x, y) = d
std
S (x +
z, y + z).
4. It is is Weyl-compatible (see [BS14, Definition 3.1]).
Proof. Point (3) is clearly satisfied and point (4) is [BS14, Lemma 10.1]). Let us prove (1).
Let ǫ ∈ RS>0 and s ∈ S. Let s0 = min{s
′ ∈ supp(ǫ)|ǫs′ > 0}. Suppose s ≤ s0. Let
XR = {x ∈ AR| dstdR (0, x) <
1
2
ǫs0}. Then π≤s0
(
B(0, ǫ)
)
⊃ {0R<s0} × XR. Suppose now
s > s0. Then B(0, ǫ) ⊃ {0R<s} × A[s,+∞[ and thus π≤s
(
B(0, ǫ)
)
⊃ {0R<s} × AR, which
proves (1).
Let us prove (2). Let s ∈ S and let XR be an open neighborhood of 0 in AR. Let
ǫR ∈ R>0 be such that {x ∈ AR| d(0, x) < ǫR} ⊂ XR. Let ǫ = (12δt,sǫR)t∈S ∈ R
S. Then
B(0, ǫ) ⊂ {0} × XR × A]s,+∞[, which proves (2).
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2.2 Definition of RS-buldings
2.2.1 Bennett’s definition of RS-buildings
Let AS = (AS, VR,Φ, (Γα)α∈Φ) be an affine apartment overRS (see Definition 2.14). An
apartment of type AS is a set A equipped with a nonempty set Isom(AS, A) of bijections
f : AS → A such that if f0 ∈ Isom(AS, A), then Isom(AS, A) = {f0 ◦ w|w ∈ W aff}. An
isomorphism between two apartments A,A′ is a bijection φ : A → A′ such that there
exists f0 ∈ Isom(A,AS) such that φ ◦ f0 ∈ Isom(AS, A′).
Each apartment A of type AS can be equipped with the structure of an affine space
by using an isomorphism of apartments φ : AS → A.
We extend all the notions that are preserved by W aff to each apartment. In particular
half-apartments, walls, enclosure, sector-faces, local germs, germs at infinity, ... are well
defined in each apartment of type AS.
We say that an apartment contains a filter if it contains at least one element of this
filter. Recall that we say that a map fixes a filter if it fixes at least one element of this
filter.
2.22 Definition. An RS-building is a set I equipped with a covering A by subsets called
apartments such that:
(A1) Each A ∈ A is equipped with the structure of an apartment of type AS.
(A2) If A,A′ are two apartments, then A ∩ A′ is enclosed in A and there exists an iso-
morphism φ : A→ A′ fixing A ∩A′.
(A3) For any pair of points in I, there is an apartment containing both.
Given a W aff-invariant RS-metric d on the model space AS, axioms (A1)–(A3) imply
the existence of a RS-valued distance function on I, that is a function d : I × I → RS
satisfying all conditions of the definition of a RS-metric except possibly the triangle
inequality. The distance is defined as follows. Let x, y ∈ I and A be an apartment
containing them. Then the distance x and y is the distance the distance between their
images under any isomorphism of apartments from A to A.
(A4) For any pair of sector-germs in I, there is an apartment containing both.
(A5) For any apartment A and all x ∈ A, there exists a retraction ρA,x : A→ I such that
ρA,x does not increase distances and ρ
−1
A,x({x}) = {x}.
(A6) Let A1, A2, A3 be apartments such that A1 ∩ A2, A2 ∩ A3 and A3 ∩ A1 are half-
apartments. Then A1 ∩ A2 ∩A3 is nonempty.
2.23 Remark. Suppose that S is reduced to a single element (thus RS ≃ R). The axioms
(A1) to (A4) correspond to the axioms (A1) to (A4) of [Par00a, 1.2]. Axiom (A5) corre-
sponds to axiom (A5’) of [Par00a] and axiom (A6) corresponds to axiom (A5) of [Par00a,
1.4]. Note that under this assumption, (A6) is a consequence of the axioms (A1) to (A5).
2.2.2 Equivalent definition of RS-buildings
We recall that we AS is equipped with dstdS (see 2.1.4 and 2.1.9), which is Weyl-
compatible ([BS14, Definition 3.1]).
In [BS14], Bennett and Schwer prove that the definition of RS-buildings is equivalent
to many other ones, see [BS14, Theorem 3.3]. In order to prove that the “building”
associated with a quasi-split reductive group over a valued field is indeed a RS-building,
we will prove that it satisfies one of the equivalent set of axioms. We first need to define
two other axioms: (GG) and (CO). Let I be a set satisfying axioms (A1), (A2) and (A3).
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(GG) Any two local sector-germs based at the same vertex are contained in a common
apartment.
Two sectors Q,Q′ based at the same point x are called opposite at x if there exists
an apartment A containing germx(Q), germx(Q
′) such that germx(Q) and germx(Q
′) are
opposite in A.
(CO) If Q and Q′ are two sectors which are opposite at their base points, then there
exists a unique apartment containing Q and Q′.
As a particular case of [BS14, Theorem 3.3], we have:
2.24 Theorem. Let (I, d) be a set satisfying (A1), (A2) and (A3), where d is a Weyl
compatible RS metric on AS. Then I is a Λ-building if and only if I satisfies (GG) and
(CO).
2.3 Main theorem
2.25 Theorem. Let Λ be a totally ordered abelian group with rank S, so that Λ can be seen
as a totally ordered subgroup of RS. Let K be a field with a valuation ω : K→ Λ ∪ {∞},
let G be a quasi-split (connected) reductive K-group and let S be a maximal split torus in
G with cocharacter module X∗(S). If G is not split, we assume that K is Henselian.
(i) The set I(G) = I(K, ω,G) defined in section 6.5 and endowed with the distance
introduced in 2.1.4 is an RS-building whose apartments have type:
AS = (AS, VR,Φ, (Γα)α∈Φ)
where VR is the quotient of the real vector space X∗(S)⊗ZR by the orthogonal of the
roots of G, AS is an affine space over RS whose underlying RS-module is VR⊗RRS,
Φ is the root system associated to G in V ∗R and, for α ∈ Φ, Γα is a subset of R
S that
generates a subgroup in which Λ has finite index. The group G(K) acts on I(G) by
isometries and the induced action on the set of apartments is transitive.
(ii) Let s ∈ S, let S≤s = {t ∈ S|t ≤ s} and let πRS ,≤s : RS → RS≤s be the natural
projection. Consider the valuation ω≤s = πRS ,≤s ◦ ω. There exists an (explicit)
surjective map:
π≤s : I(K, ω,G)→ I(K, ω≤s,G)
compatible with the G(K)-action such that, for each X ∈ I(K, ω≤s,G), the fiber
π−1≤s (X) is a product:
IX ×
(
〈ΦX〉
⊥ ⊗R ker(πRS ,≤s)
)
where ΦX is a root system contained in Φ, 〈ΦX〉⊥ is the orthogonal of ΦX in VR,
and IX is a ker(πRS ,≤s)-building. The apartments of IX have type:
AX = (AX , VR/〈ΦX〉⊥,ΦX , (ΓX,α)α∈Φ)
where AX is an affine space over ker(πRS ,≤s) whose underlying ker(πRS ,≤s)-module
is
(
VR/〈ΦX〉
⊥
)
⊗R ker(πRS ,≤s) and for α ∈ ΦX , ΓX,α is some subset of ker(πRS ,≤s).
The construction of the building I := I(G,K, ω) is very close to the construction of
Bruhat-Tits buildings by Bruhat and Tits.
We start from the datum of a quasi-split redutive K-group G and a maximal K-split
torus S of G. We let T and N be respectively the centralizer and the normalizer of
S in G. The standard apartment AS is an RS-affine space over the RS-module given
by scalar extension to RS of the Z-module of cocharacter defined over K of T. We
construct an action of N = N(K) on AS. Using a Chevalley-Steinberg system (xα)α∈Φ
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of G (i.e. a parametrisation of root groups Uα compatible with Galois action of the
splitting extension K˜/K of G), where Φ denotes the K-root system of (G,S), we define
the parahoric subgroups PV of G = G(K), for every filter V on AS. We then define I as
in Bruhat-Tits as G× AS/ ∼, where ∼ is an equivalence relation defined in section 5.
We then need to prove that I satisfies the axioms (A1) to (A6). For this, we use
Theorem 2.24 and we prove that I satisfies the axioms (A1), (A2), (A3), (GG) and (CO).
The fact that I satisfies (A1) follows immediately from the definitions. The axiom (A2)
is obtained similarly as in [BT72]. In order to prove (GG) and (A3) we generalize the
Bruhat decomposition (see Theorem 4.38). Before proving this decomposition, we prove
that G satisfies the Iwasawa decomposition (see Theorem 4.36). Restated in terms of
buildings, this decomposition asserts that if F is a face of I and C∞ is a sector-germ at
infinity of I, then there exists an apartment containing F and C∞. We also prove (A4),
which is actually a consequence of the Bruhat decomposition.
Section 7 is dedicated to the projection map π≤s that has been introduced in part (ii)
of theorem 2.25. We first construct the map π≤s itself, and we give an explicit description
of its fibers. We then prove that those fibers are associated to an RS-valued root group
datum together with a compatible N -action: in other words, we check all the axioms
(RGD1-6), (V0-5) and (CA1-2). By the general theory developed in sections 3, 4 and 5,
we deduce the decomposition of theorem 2.25:
π−1≤s(X) = IX ×
(
〈ΦX〉
⊥ ⊗R R
S
)
for some IX that satisfies axioms (A1), (A2), (A3), (A4) and (GG).
In section 8, we finish the proof of theorem 2.25 by establishing axiom (CO). This ax-
iom is more geometric in nature. In order to prove it we first give a sufficient condition for
an “ R-building” to satisfy (CO) (see Lemma 8.2). Using this criterion and the projection
maps defined in section 7, we prove that our building satisfies (CO).
3 R-valued root group datum
In this section, if G is a group and X, Y are subsets of G, we denote by:
• 1 the identity element of G;
• XY = {xy, x ∈ X, y ∈ Y } the subset ofG obtained as image of the mapX×Y → G
given by multiplication in G;
• 〈X, Y 〉 the subgroup of G generated by X ∪ Y ;
• [X, Y ] the subgroup of G generated by the set of commutators [x, y] for x ∈ X and
y ∈ Y .
3.1 Abstract groups and axioms of a root group datum
We recall the following definition from [BT72, 6.1.1].
3.1 Definition. Let G be a group and Φ be a root system. A root group datum of G of
type Φ is a system (T, (Uα,Mα)α∈Φ) satisfying the following axioms:
(RGD1) T is a subgroup of G and, for any root α ∈ Φ, the set Uα is a nontrivial subgroup
of G, called the root group of G associated to α;
(RGD2) for any roots α, β ∈ Φ such that β 6∈ R<0α, the commutator subgroup [Uα, Uβ] is
contained in the subgroup generated by the root groups Uγ for γ ∈ (α, β);
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(RGD3) if α is a multipliable root, we have U2α ⊂ Uα and U2α 6= Uα;
(RGD4) for any root α ∈ Φ, the set Mα is a right coset of T in G and we have U−α \ {1} ⊂
UαMαUα;
(RGD5) for any roots α, β ∈ Φ and any m ∈Mα, we have mUβm−1 = Urα(β);
(RGD6) for any choice of positive roots Φ+ on Φ, we have TU+ ∩ U− = {1} where U+ (resp.
U−) denotes the subgroup generated by the Uα for α ∈ Φ+ (resp. α ∈ Φ− = −Φ+).
A root group datum is said generating if G is generated by the subgroups T and the
Uα for α ∈ Φ. As in [BT72, 6.1.2(10)], we denote by N the subgroup of G generated by
the Mα for α ∈ Φ if Φ 6= ∅ and by N = T otherwise.
We recall that, according to [BT72, 6.1.2(10)], axiom (RGD5) defines an epimorphism
vν : N → W (Φ) such that vν(m) = rα for any m ∈ Mα, any α ∈ Φ. Thus, for any α ∈ Φ
and any n ∈ N , we have nUαn−1 = Uvν(α).
3.2 Example. Let K be any field and G be a reductive K-group, S a maximal K-split
torus of G and Z = ZG(S). According to [BT84, 4.1.19], there exist right cosets Mα such
that G(K) admits a generating root group datum
(
Z(K),
(
Uα(K),Mα
)
α∈Φ
)
of type Φ
which is the K-root system of G with respect to S. In particular, for such a root group
datum, one can apply any result of section [BT72, 6.1]. Moreover, N = NG(S)(K) in this
example.
In Bruhat-Tits theory, it appears to be useful to consider some groups Z generated
by some well-chosen subgroups Xα of the root groups Uα. A first result is given by
Proposition [BT72, 6.1.6], for a group generated over a positively closed subset Ψ ⊂ Φ+
of roots, assuming a "condition (i)". A second result is given by Proposition [BT72, 6.4.9],
for a group generated over the whole root system, for some specific groups Xα denoted
by Uα,f in [BT72, §6]. In fact, we observe that the proof of this Proposition only relies on
two axioms of “quasi-concavity” (QC1) and (QC2) (see [BT72, 6.4.7]) that are satisfied
by a quasi-concave map f , and that we can translate those conditions onto conditions
over the groups Xα. Nevertheless, according to addendum [BT84, E2], condition (QC2)
is a bit too weak for some general results, so that it is useful to assume that the Xα also
satisfies a condition (QC0). In our definition, the condition (QC2) takes into account
simultaneoulsy both conditions (QC0) and (QC2) of [BT84]. Moreover, it appears to
be useful to extend conditions over the Xα with some subgroup that normalizes the Xα.
Thus, we will use the following definition:
3.3 Definition. Let (T, (Uα,Mα)α∈Φ) be a generating root group datum of a group G
and N be the subgroup of G generated by T and the Mα for α ∈ Φ. Let (Xα)α∈Φ be a
family of subgroups Xα ⊂ Uα for α ∈ Φ and Y be a subgroup of T .
For α ∈ Φnd, denote by:
• X2α the trivial subgroup if α ∈ Φ and 2α 6∈ Φ;
• Lα the subgroup generated by Xα, X2α, X−α, X−2α and Y ;
• Nα = Lα ∩N .
We say that the family ((Xα)α∈Φ, Y ) is quasi-concave if it satisfies the axioms:
(QC1) Lα = XαX2αX−αX−2αNα = X−αX−2αXαX2αNα for any α ∈ Φnd;
(QC2) for every α, β ∈ Φ with β 6∈ −R>0α, the commutator group [Xα, Xβ] is contained
in the group X(α,β) generated by the Xγ for γ ∈ (α, β);
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(QC3) Y normalizes Xα for every α ∈ Φ.
If Y is trivial, by abuse of language, the family of groups (Xα)α∈Φ is said quasi-concave.
Note that condition (QC2) implies that Xα normalizes X2α so that one can also write
Lα = X2αXαX−αX−2αNα in (QC1) for instance.
Because axiom (QC2) does not depend on Y in this definition, we will say by abuse
of language that the family (Xα)α∈Φ satisfies (QC2) when this condition is satisfied.
With this definition, we get the following Proposition analogous to [BT72, 6.4.9].
3.4 Proposition. Let ((Xα)α∈Φ, Y ) be a quasi-concave family of groups. Denote by X
the group generated by Y and by the Xα for α ∈ Φ. Suppose that Φ is non-empty. Then
for any choice of a subset of positive roots Φ+ of Φ:
(1) Uα ∩X = XαX2α for any α ∈ Φnd;
(2) the product map
∏
α∈Φ+nd
(XαX2α) → X ∩ U
+ (resp.
∏
α∈Φ+nd
(X−αX−2α) → X ∩ U
−)
induced by multiplication in G is a bijection for any ordering on the product;
(3) we have X = (X ∩ U+)(X ∩ U−)(X ∩N) for any choice of Φ+ in Φ;
(4) the group X ∩N is generated by the Nα for α ∈ Φnd.
Note that, by definition of Nα, even if Y = 1, it may happen that Xα = X−α = 1 but
Nα 6= 1 for a multipliable root α. Moreover, N2α ⊂ Nα for any multipliable root α. Thus
X ∩N is also generated by the Nα for α ∈ Φ.
Proof. We observe that, since the family
(
(XαX2α)α∈Φ , Y
)
is also a quasi-concave family
of groups, we can, and do, assume that Xα = XαX2α in the proof.
Consider an arbitrary ordering on Φ+nd (resp. Φ
−
nd). Let f+ :
∏
α∈Φ+nd
Uα → G (resp. f+ :∏
α∈Φ+nd
Uα → G) the map induced by multiplication. Denote by X
+ = f+
(∏
α∈Φ+nd
Xα
)
and by X− = f−
(∏
α∈Φ−nd
Xα
)
. According to axiom (QC2) and [BT72, 6.1.6], we know
that the restriction of the map f+ (resp. f−) to
∏
α∈Φ+nd
Xα (resp.
∏
α∈Φ−nd
Xα) induces
a bijection onto X+ (resp. X−) and that X+ (resp. X−) is a subgroup of G. In fact,
X+ ⊂ U+ ∩X and X− ⊂ U− ∩X. To prove (2), it suffices to prove that these inclusions
are equalities.
Denote Lα and Nα as in Definition 3.3. Denote by Z the group generated by the Nα
for α ∈ Φ. Note that Y ⊂ Nα for every α ∈ Φnd, and therefore Y ⊂ Z since Φnd is
non-empty. By definition, X−X+Z is a subset of X as product of subgroups.
We will prove that this subsetX−X+Z does not depend on the basis (orWeyl chamber)
∆ defining the choice of positive roots Φ+ in the root system Φ. More precisely, we prove
that it is the same set if we replace ∆ by rα(∆) for α ∈ ∆ a simple root and we are done
since the rα for α ∈ ∆ generate the Weyl group of Φ. Let α ∈ ∆ ⊂ Φnd and denote by X̂α
(resp. X̂−α) the product of the Xβ (resp. X−β) for β ∈ Φ
+
nd \ {α}. According to axiom
(QC2), one can apply [BT72, 6.1.6] to the family of groups Xα (resp. X−α) and Xβ for
β ∈ Φ+nd \ {α} to get that Xα (resp. X−α normalizes the group X̂α. By the same way,
X̂−α is normalized by Xα and X−α. Moreover, X̂α and X̂−α are normalized by Y since
Y normalizes the Xα by (QC3). Therefore, Lα normalizes X̂α and X̂−α, and so does Nα.
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Moreover Lα = XαX−αNα = X−αXαNα by (QC1). Hence we have
X−X+Z =
(
X̂−αX−α
)(
XαX̂α
)
(NαZ)
=X̂−αX−αXαNαX̂αZ
=X̂−αLαX̂αZ
=X̂−αXαX−αNαX̂αZ
=
(
X̂−αXα
)(
X−αX̂α
)
NαZ
=
 ∏
β∈rα(Φ
−
nd)
Xβ
 ∏
β∈rα(Φ
+
nd)
Xβ
Z
As a consequence, the set X−X+Z does not depend on the choice of ∆ and, therefore, is
stable by left multiplication by elements in Xα for any α ∈ Φnd. Moreover, it is stable by
left multiplication by elements in Y since Y normalizes X− and X+. Thus, X−X+Z = X.
Now, let g ∈ X ∩ U− and write it as g = x−x+z with x− ∈ X−, x+ ∈ X+ and z ∈ Z.
Then x+z = (x−)
−1
g ∈ U−. By Bruhat decomposition [BT72, 6.1.15 (c)], we have z = 1
since N → U+\G/U− is a bijection. Hence x+ ∈ U+∩U− = {1} by axiom (RGD6). Thus
we get X ∩ U− = X−. This proves surjectivity of the map X− → X ∩ U− and therefore
(2). By the same way, we get the bijectivity of maps onto X ∩ U+. We deduce (1) from
(2) by intersection with Uα for α ∈ Φnd.
If n ∈ X ∩ N , write it as n = x−x+z. Then n = z by Bruhat decomposition [BT72,
6.1.15 (c)]. This proves Z = X ∩N which is (4) and, therefore, we deduce (3).
Thanks to a valuation of a root group datum, we will apply later this proposition to
various examples of quasi-concave families of groups such as given in Example 3.44 or
Proposition 3.58.
3.2 R-valuation of a root group datum
In the following, we will assume that R is a totally ordered commutative pseudo-ring.
When R 6= R, there is no reason for R to satisfy the least-upper-bound property. In
particular, in this work, we avoid to introduce a notion of infimum and supremum in
R. If we did this, we would have to talk in terms of the totally ordered monoid of the
convex subsets of R containing∞ which is not easy to manipulate. Obviously, for R = R,
such a monoid has been introduced in [BT72, 6.4.1]. This difference firstly appears in the
definition of the subsets of values Γ′α (see Notation 3.8).
The definition of a valuation of a root group datum, given by [BT72, 6.2.1], can be
naturally extended as follows:
3.5 Definition. Let Φ be a root system and (T, (Uα,Mα)α∈Φ) be a root group datum.
An R-valuation of the root group datum is a family (ϕα)α∈Φ of maps ϕα : Uα → R∪{∞}
satisfying the following axioms:
(V0) for any α ∈ Φ, the set ϕα(Uα) contains at least 3 elements;
(V1) for any α ∈ Φ and λ ∈ R ∪ {∞}, the set Uα,λ = ϕ
−1
α ([λ,∞]) is a subgroup of Uα
and Uα,∞ = {1};
(V2) for any α ∈ Φ and m ∈ Mα, the map U−α \ {1} → R defined by u 7→ ϕ−α(u) −
ϕα(mum
−1) is constant;
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(V3) for any α, β ∈ Φ such that β 6∈ R60α and any λ, µ ∈ R, the commutator group
[Uα,λ, Uβ,µ] is contained in the group generated by the Urα+sβ,rλ+sµ for r, s ∈ Z>0
such that rα+ sβ ∈ Φ;
(V4) for any multipliable root α ∈ Φ, the map ϕ2α is the restriction of the map 2ϕα to
U2α;
(V5) for any α ∈ Φ and u ∈ Uα, for any u′, u′′ ∈ U−α such that u′uu′′ ∈ Mα, we have
ϕ−α(u
′) = −ϕα(u).
It is convenient to introduce notation of the trivial subgroup U2α,λ = {1} for any α ∈ Φ
such that 2α 6∈ Φ and λ ∈ R ∪ {∞}.
As in Bruhat-Tits theory, in secton 6, we will make a use of Chevalley-Steinberg
systems in order to provide such a valuation. Namely, R will be the commutative pseudo-
ring RS so that Λ = ω(K) will be canonically identified to a subset of R. For instance,
if G is split, then the root groups Uα are isomorphic to Ga. Thus, the pinnings of these
groups give isomorphisms xα : K→ Uα(K) and one can define ϕα : Uα(K)→ Λ ⊂ RS by
ϕα ◦ xα = ω.
3.6 Lemma. Axiom (V1) is equivalent to the following axiom:
(V1bis) for any α ∈ Φ and any u, v ∈ Uα, we have ϕα(uv−1) > min(ϕα(u), ϕα(v)) and
ϕ−1α ({∞}) = {1}.
In particular, for any α ∈ Φ,
(1) for any u ∈ Uα, we have ϕα(u−1) = ϕα(u);
(2) for any u, v ∈ Uα such that ϕα(v) > ϕα(u), we have ϕα(uv) = ϕα(u).
Proof. Consider α ∈ Φ. By definition, Uα,∞ = {1} is equivalent to ϕ−1α ({∞}) = {1}.
Suppose axiom (V1). Consider u, v ∈ Uα and let λ = min(ϕα(u), ϕα(v)). Hence Uα,λ
is a subgroup containing u, v since ϕα(u) > λ and ϕα(v) > λ. Therefore, uv
−1 ∈ Uα,λ
gives us ϕα(uv
−1) > λ.
Conversely, suppose axiom (V1bis). Consider λ ∈ R and pick u, v ∈ Uα,λ. Then
ϕα(uv
−1) > min(ϕα(u), ϕα(v)) > λ. Hence uv
−1 ∈ Uα,λ and this proves that Uα,λ is a
subgroup of Uα.
(1) Hence, for any v ∈ Uα, if we take u = 1, then ϕα(v−1) = ϕα(uv−1) > min(ϕα(1), ϕα(v)) =
ϕα(v) and this inequality is also true for v
−1 instead of v.
(2) We have ϕα(u) = ϕα((uv)v
−1) > min(ϕα(uv), ϕα(v
−1)) > min(ϕα(u), ϕα(v), ϕα(v
−1)) =
ϕα(u) whenever ϕα(v
−1) = ϕα(v) > ϕα(u).
3.7 Lemma. Under the assumption of axiom (V1bis), axiom (V5) is equivalent to the
following axiom:
(V5bis) for any α ∈ Φ and u ∈ Uα, for any u′, u′′ ∈ U−α such that u′uu′′ ∈ Mα, we have
ϕ−α(u
′′) = −ϕα(u).
Proof. Let u ∈ Uα and u′, u′′ ∈ U−α such that u′uu′′ ∈ Mα. Then , by [BT72, 6.1.2(4)],
we know that (u′′)−1u−1(u′)−1 ∈ Mα. Hence by axiom (V5), we have ϕ−α((u′′)−1) =
ϕα(u
−1). By Lemma 3.6, we have ϕ−α((u
′′)−1) = ϕ−α(u
′′) and ϕα((u)
−1) = ϕα(u). Hence
ϕ−α(u
′′) = ϕα(u) which gives us axiom (V5bis). The converse is the same argument.
In all the following, we assume that a root group datum (T, (Uα,Mα)α∈Φ) and an
R-valuation (ϕα)α∈Φ are given. When α ∈ Φ is such that 2α 6∈ Φ, we define U2α = {1}.
The valuation enables us to introduce the following sets of values:
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3.8 Notation. For any root α ∈ Φ, we define the following subsets of R:
• Γα = ϕα(Uα \ {1});
• Γ′α =
{
ϕα(u), u ∈ Uα \ {1} and Uα,ϕα(u) =
⋂
v∈U2α
Uα,ϕα(uv)
}
⊂ Γα.
3.9 Fact. From axioms (V1) and (V4), we deduce 2Γα = 2Γ′α ∪ Γ2α.
Proof. By definition 2Γ′α ⊂ 2Γα and, by axiom (V4), we have Γ2α ⊂ 2Γα.
Conversely, let λ ∈ 2Γα\Γ2α. Let u ∈ Uα such that 2ϕα(u) = λ. Then for any v ∈ U2α,
we have λ 6= ϕ2α(v) by definition. Thus 2ϕα(u) = λ 6= 2ϕα(v) by axiom (V4) and therefore
ϕα(u) 6= ϕα(v) since R is Z-torsion free. If ϕα(v) > ϕα(u), we have ϕα(uv) = ϕα(u) by
Lemma 3.6(2). Thus Uα,ϕα(u) = Uα,ϕα(uv) by definition. If ϕα(v) < ϕα(u), we have
ϕα(uv) = ϕα(v) < ϕα(u) by Lemma 3.6(2). Thus Uα,ϕα(u) ⊂ Uα,ϕα(uv) by definition.
Hence we have Uα,ϕα(u) ⊂
⋂
v∈U2α
Uα,ϕα(uv) and this is, in fact, an equality by considering
v = 1 ∈ U2α. Thus ϕα(u) ∈ Γ′α by definition. Therefore λ = 2ϕα(u) ∈ 2Γ
′
α.
3.10 Remarks.
1. From axiom (V5) and [BT72, 6.1.2(2)], we deduce Γ−α = −Γα.
2. By definition, if 2α 6∈ Φ, we have Γ′α = Γα.
3. As in the Bruhat-Tits theory, when α is multipliable, it may happen that Γ′α is
empty (dense valuation); it may happen that the intersection 2Γ′α ∩ Γ2α is non-
empty (discrete valuation with unramified splitting extension K˜/K).
3.11 Notation. For α ∈ Φ and λ ∈ R, we denote:
Mα,λ =Mα ∩ U−αϕ
−1
α ({λ})U−α.
We provide some details of [BT72, 6.2.2]:
3.12 Proposition. Let α ∈ Φ and λ ∈ R.
(1) Mα,λ is non-empty if, and only if, λ ∈ ϕα(Uα \ {1}) = Γα;
(2) ϕ−1α ({λ}) ⊂ U−α,−λMα,λU−α,−λ;
(3) Mα,λ ⊂ ϕ
−1
−α({−λ})ϕ
−1
α ({λ})ϕ
−1
−α({−λ}) ⊂ U−α,−λUα,λU−α,−λ;
(4) M−α,−λ = Mα,λ;
(5) M2α,2λ ⊂Mα,λ.
Proof. (1) is a consequence of [BT72, 6.1.2(2)], since λ 6=∞.
(2) For any u ∈ ϕ−1α ({λ}), axioms (RGD1) and (RGD4) provide elements u
′, u′′ ∈
U−α such that m := u
′uu′′ ∈ Mα,λ. By axioms (V1bis), (V5) and (V5bis), we have
ϕ−α((u
′)−1) = −ϕα(u) = ϕ−α((u′′)−1) = −λ.
(3) For any m ∈ Mα,λ, by definition, there exist u′, u′′ ∈ U−α and u ∈ Uα such that
m = u′uu′′ and ϕα(u) = λ. By axioms (V5) and (V5bis), we have ϕ−α(u
′) = −ϕα(u) =
ϕ−α(u
′′) = −λ.
(4) For any α ∈ Φ and λ ∈ R, consider m ∈ M−α,−λ. By (3) and axiom (V1bis),
there exist u′, u′′ ∈ Uα and u ∈ U−α such that ϕ−α(u) = −λ = −ϕα(u′) = −ϕα(u′′) and
m = u′uu′′. Consider v = m(u′′)−1m−1 so that u′ = vmu−1. By [BT72, 6.2.1(2)] v ∈ U−α
and by [BT72, 6.2.1(4)], m ∈ Mα. Hence m = v
−1u′u−1 ∈ Mα ∩ U−αϕ
−1
α ({λ})U−α =
Mα,λ. Hence M−α,−λ ⊂Mα,λ and we get the converse inclusion by exchanging (α, λ) with
(−α,−λ).
(5) If α is multipliable, then U2α ⊂ Uα and U−2α ⊂ U−α by axiom (RGD3) and
M2α = Mα by [BT72, 6.1.2(4)]. For u ∈ ϕ
−1
2α ({2λ}), by axiom (V4), we have 2λ =
ϕ2α(u) = 2ϕα(u). Since R is Z-torsion free, it gives u ∈ ϕ−1α ({λ}).
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Here, we follow a different strategy than in [BT84, 6.2] and we do not work with the
notion of “valuations équipollentes”.
We introduce the following useful Lemma from [Lan96, 7.5] with a different proof since
we do not define integral models here:
3.13 Lemma. Let α ∈ Φnd, λ ∈ Γα, β ∈ Φ and µ ∈ R. For any m ∈Mα,λ, we have
mUβ,µm
−1 = Urα(β),µ−β(α∨)λ.
In particular, we have mUα,λm−1 = U−α,−λ.
Proof. We distinguish three cases on β.
First case: β ∈ Φnd \ Rα. For γ = rα + sβ ∈ Φ(α, β) with r, s ∈ Z, define a map
t : Φ(α, β)→ R by t(γ) = rλ+sµ if s > 0 and t(γ) =∞ if s 6 0. Denote by Xγ = Uγ,t(γ).
Then the family of groups (Xγ)γ∈Φ(α,β) is quasi-concave. Indeed, for every γ ∈ Φ(α, β)
we have either X2γ = Xγ = 1 or X−2γ = X−γ = 1 so that axiom (QC1) is satisfied.
Let r1, s1, r2, s2 ∈ Z such that γ1 = r1α + s1β and γ2 = r2α + s2β are in Φ(α, β) with
γ2 6∈ R<0γ1. Then for any r, s ∈ Z, if s1 6 0 or s2 6 0 we have [Xγ1 , Xγ2] = 1 and
if s1, s2 > 0, we have rt(γ1) + st(γ2) = t(rγ1 + sγ2) so that axiom (QC2) is satisfied
according to axiom (V3). Let Y be the group generated by the Xγ for γ ∈ Φ(α, β). For
any γ ∈ Φ(α, β), we have Xγ = 1 if γ ∈ Rα and [Uα,λ, Xγ] ⊂ Y by axiom (V3) otherwise.
Thus Uα,λ normalizes Y . By the same way, U−α,−λ normalizes Y so that Mα,λ normalizes
Y . Moreover, for every m ∈ Mα,λ, we have mUαm
−1 = Urα(β) by [BT72, 6.1.2(10)].
Thus mUβ,µm
−1 ⊂ Urα(β) ∩ Y = Urα(β),t(rα(β)U2rα(β),2t(rα(β)) by Proposition 3.4(1). Finally,
U2rα(β),t(2rα(β)) ⊂ Urα(β),t(rα(β)) by definition of t since t(2rα(β)) = 2t(rα(β)).
Second case: β ∈ Rα ∩ Φnd = {±α} Since Mα,λ = M−α,−λ, rα = r−α and (−α)∨ =
−α∨ it suffices to do it for β = −α. Let m ∈ Mα,λ and write it as m = u
′uu′′ with
u′, u′′ ∈ ϕ−1−α({−λ}) and u ∈ ϕ
−1
α ({λ}). Then u
′ = m(u′′)−1m−1mu−1 with m(u′′)−1m−1 ∈
Uα. Thus, axiom (V5) applied to (mu
′′m−1)u′u = m ∈ M−α gives us ϕα(mu′′m−1) =
ϕ−α(u
′) = −λ. Let v ∈ U−α,µ \ {1}. Then axiom (V2) gives us ϕ−α(v)− ϕα(mvm−1) =
ϕ−α(u
′′) − ϕα(mu′′m−1) = −2λ. Hence ϕα(mvm−1) = µ + 2λ = µ − β(α∨)λ. Hence
mUβ,µm
−1 ⊂ Urα(β),µ−β(α∨)λ.
Third case: β ∈ Φ\Φnd: Form ∈Mα,λ and β a multipliable root, we havemU2β,µm−1 ⊂
mUβ, 1
2
µm
−1∩Urα(2β) = U2rα(β),µ−2β(α∨)λ = Urα(2β),µ−(2β)(α∨)λ. Since the inclusionmUβ,µm
−1 ⊂
Urα(β),µ−β(α∨)λ holds for every α ∈ Φnd, β ∈ Φ, λ ∈ Γα, µ ∈ R and m ∈ Mα,λ, it is in fact
an equality.
3.3 Action of N on an R-affine space
We use the notations introduced in section 2.1.3. In the rest of this section, we assume
that Φ 6= ∅ but any result can obviously be extended to the case of an empty root system.
For α ∈ Φ and u ∈ Uα \ {1}, we denote by m(u) the unique element in Mα given by
[BT72, 6.1.2(2)].
3.14 Definition. Let ν : N → AffZ(AR) be an action of N onto AR by Z-affine transfor-
mations. We say that the action of N onto AR is compatible with the valuation (ϕα)α∈Φ
if:
(CA1) the linear part of this action is equal to vν : N →W (Φ) defined in [BT72, 6.1.2(10)];
(CA2) for any α ∈ Φ and any u ∈ Uα \ {1}, we have 2ϕα(u) + α
(
ν
(
m(u)
)
(o)− o
)
= 0.
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In the rest of this section, we assume that an action ν : N → AffZ(AR) satisfying
(CA1) and (CA2) is given.
3.15 Lemma. For any α ∈ Φ and any u ∈ Uα \ {1}, we have ν(m(u)) = rα,ϕα(u).
In particular, for any m ∈Mα,λ, we have ν(m) = rα,λ.
Proof. Since m(u) ∈Mα, we have vν(m(u)) = rα. By (CA1), there is a value λ ∈ R such
that ν(m(u)) = rα,λ. Since rα,λ(o) = o− θα,λ(o)α∨, we have α(ν(m(u))(o)− o) = −2λ =
−2ϕα(u) by axiom (CA2). Thus λ = ϕα(u) since R is Z-torsion free.
Let m ∈ Mα,λ. By definition (see Notation 3.11), there exist u ∈ ϕ−1α ({λ}) ⊂ Uα,λ,
u′, u′′ ∈ U−α such that m = u′uu′′ . Thus m = m(u) and ν(m) = ν(m(u)) = rα,λ.
We want to understand how N acts by conjugation on the set of groups Uα,λ for α ∈ Φ
and λ ∈ R. To do this, we introduce a set of affine maps Θ containing the θα,λ and an
action of N onto this set.
3.16 Notation. Consider Θ = {θα,λ, α ∈ Φ, λ ∈ R}. We endow Θ with the natural
partial ordering given by:
θ > θ′ ⇐⇒ ∀x ∈ AR, θ(x) > θ′(x).
3.17 Lemma. The group N acts onto Θ via
∀α ∈ Φ, ∀λ ∈ R, n · θα,λ = θα,λ ◦ ν(n
−1) = θ
(
vν(α), λ+ α
(
ν(n−1)(o)− o
))
.
In particular, for any α, β ∈ Φ and any λ, µ ∈ R, we have
θα,λ ◦ rβ,µ = θ(rβ(α), λ− α(β
∨)µ).
Proof. Let θα,λ ∈ Θ. It suffices to prove that the map θα,λ◦ν(n−1) belongs to Θ. Since N is
generated by theMβ for β ∈ Φ, it suffices to prove it for any β ∈ Φ and anym ∈Mβ . Since
vν(m) = rβ by [BT72, 6.1.2(10)], by (CA1), there is a constant µ depending onm such that
ν(m) = rβ,µ. Then θα,λ(rβ,µ(x)) = (α−α(β∨)β)(x)+λ−α(β∨)µ = rβ(α)(x)+λ−α(β∨)µ.
Thus θ ◦ ν(m) ∈ Θ. Hence the formula n · θ = θ ◦ ν(n−1) defines an action of N on Θ.
Let n ∈ N . Since the map vν : N → GL(V ∗) induces an action of N on Φ, for any
α ∈ Φ and any λ ∈ R, there is a value µ ∈ R such that θα,λ ◦ ν(n−1) = θ(vν(n−1)(α), µ).
Evaluating this map in the origin o, we get µ = θ(vν(n−1)(α), µ)(o) = θα,λ ◦ ν(n−1)(o) =
α (ν(n−1)(o)− o) + λ.
3.18 Definition. For θ = θα,λ ∈ Θ, define Uθ = {u ∈ Uα, θ ◦ ν(m(u)) 6 −θ}.
We recall the following result from [Lan96, 7.3]:
3.19 Lemma. For any θ ∈ Θ, any n ∈ N , we have nUθn−1 = Un·θ.
Proof. Let u ∈ Uθ ⊂ Uα for some α ∈ Φ. Consider n ∈ N and denote β = vν(n)(α) ∈ Φ.
Suppose that u 6= 1 and consider the element m(u) = u′uu′′ ∈ U−αUαU−α ∩ Mα,
with u′, u′′ ∈ U−α uniquely determined by u. For any n ∈ N , we have nm(u)n−1 =
(nu′n−1)(nun−1)(nu′′n−1). By [BT72, 6.1.2(10)], (nu′n−1), (nu′′n−1) ∈ U−β and nun−1 ∈
Uβ. Thus, by uniqueness in [BT72, 6.1.2(2)], we have m(nun
−1) = nm(u)n−1 ∈Mβ .
For any x ∈ AR, we have
θ ◦ ν(n−1)
(
ν(m(nun−1))(x)
)
= θ ◦ ν(n−1) ◦
(
ν(n) ◦ ν(m(u)) ◦ ν(n−1)
)
(x)
= θ ◦ ν(m(u))
(
ν(n−1)(x)
)
6 −θ
(
ν(n−1)(x)
)
Thus θ ◦ν(n−1)◦ν(m(nun−1)) 6 −θ ◦ν(n−1) which means that nun−1 ∈ Uθ◦ν(n−1) = Un·θ.
Hence nUθn
−1 ⊂ Un·θ for any n ∈ N and any θ ∈ Θ. Thus, by applying it to (n−1, n ·θ)
we get n−1Un·θn ⊂ Uθ which gives the equality nUθn−1 = Un·θ.
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We get the following consequence as in [Lan96, 7.7]:
3.20 Proposition. For any α ∈ Φ and any λ ∈ R, we have Uα,λ = Uθα,λ.
Proof. Let u ∈ Uα and µ = ϕα(u). By Lemma 3.15, we have ν(m(u)) = rα,µ. For any
x ∈ AR, we have
θα,λ (ν(m(u))(x)) =θα,λ (x− (α(x) + µ)α
∨)
=− α(x)− 2µ+ λ
=− θα,λ(x) + 2(λ− µ)
Thus u ∈ Uθα,λ ⇐⇒ θα,λ ◦ ν(m(u)) 6 −θα,λ ⇐⇒ µ > λ⇐⇒ u ∈ Uα,λ.
3.21 Corollary. For any α ∈ Φ, any λ ∈ R and any n ∈ N , we have
nUα,λn
−1 = Uvν(n)(α),λ+α(ν(n−1)(o)−o).
In particular, Tb = ker ν normalizes Uα,λ.
Proof. This is a consequence of Proposition 3.20 and Lemma 3.17.
In section 6, we will see that, for R = RS containing the Γα for α ∈ Φ, the datum
of a root group datum together with an RS-valuation is sufficient to define a structure
of RS-building. Because it may be simpler to provide an explicit affine action of N onto
ARS , we will make the following assumption:
3.22 Hypothesis. It is given a group G and a non-empty root system Φ. It is given a
generated root group datum (T, (Uα,Mα)α∈Φ) of G. It is given an R-valuation (ϕα)α∈Φ of
the root group datum. Let N be the group generated by the Mα for α ∈ Φ. It is given
an action ν : N → AffZ(AR) compatible with the valuation.
3.4 Rank-one Levi subgroups
In this section, we work under data and notations of assumption 3.22.
3.23 Notation. For any α ∈ Φ, any λ ∈ R and any ε ∈ R>0, we define the subgroups
• U ′α,λ = ϕ
−1
α (]λ,+∞]) =
⋃
µ>λ Uα,µ;
• Lεα,λ (resp. L
′
α,λ) the subgroup generated by Uα,λ and U−α,−λ+ε (resp. Uα,λ and
U ′−α,−λ);
• N εα,λ = N ∩ L
ε
α,λ and N
′
α,λ = N ∩ L
′
α,λ;
• T εα,λ = T ∩ L
ε
α,λ and T
′
α,λ = T ∩ L
′
α,λ.
If ε = 0, we will denote Lα,λ, Nα,λ, Tα,λ instead of L
0
α,λ, N
0
α,λ, T
0
α,λ.
3.24 Remark. Note that, Lα,λ = L−α,−λ by definition, but L′−α,−λ may differ from Lα,λ
since the groups Uα,λ and U
′
α,λ are distinct for λ ∈ Γα.
We have Uα,λ ⊇ U ′α,λ with equality if, and only if, λ 6∈ Γα.
Indeed, if ∃u ∈ Uα,λ\U ′α,λ, then ∀µ > λ, we have λ 6 ϕα(u) < µ since u 6∈ Uα,µ ⊂ U
′
α,λ.
Thus ϕα(u) = λ and so λ ∈ Γα. Conversely, if λ ∈ Γα, there exists u ∈ Uα such that
ϕα(u) = λ. Hence u 6∈ Uα,µ for any µ > λ and therefore u 6∈
⋃
µ>λ Uα,µ = U
′
α,λ.
3.25 Remark. Since Lεα,λ = 〈Uα,λ, U−α,−λ+ε〉, taking β = −α and µ = −λ + ε, we have
Lεα,λ = 〈Uβ,µ, U−β,−µ+ε〉. Hence L
ε
α,λ = L
ε
−α,−λ+ε. By intersection with T , we deduce that
T εα,λ = T
ε
−α,−λ+ε.
For ε′ > 0, we have Uα,λ+ε′ ⊂ Uα,λ and U−α,−λ+ε = U−α,−(λ+ε′)+(ε+ε′). Hence we have
Lε+ε
′
α,λ+ε′ ⊂ L
ε
α,λ and thus T
ε+ε′
α,λ+ε′ ⊂ T
ε
α,λ. By the same way L
ε+ε′
α,λ ⊂ L
ε
α,λ and T
ε+ε′
α,λ ⊂ T
ε
α,λ.
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We state the following Lemma, which can be proven exactly as in [BT72, 6.3.1].
3.26 Lemma. Let α ∈ Φ.
(1) For any u ∈ Uα and v ∈ U−α such that ϕα(u) + ϕ−α(v) > 0, there is a unique triple
(u′, t, v′) ∈ Uα × T × U−α such that vu = u′tv′.
(2) Moreover, we have t ∈ Tb, ϕα(u′) = ϕα(u) and ϕα(v′) = ϕα(v).
Proof. (1) By [BT72, 6.1.2 (4) & (7)], we know that L−α = MαU−α ∪ UαTU−α. If vu ∈
MαU−α, then ∃u′′ ∈ U−α such that vuu′′ ∈Mα. By axiom (V5), we have ϕ−α(v) = −ϕα(u)
which contradicts the assumption. Hence vu ∈ UαTU−α and we get the existence. The
uniqueness is an immediate consequence of [BT72, 6.1.2(3)] and axiom (RGD6).
(2) By uniqueness, it is obvious if u = 1 or v = 1. Assume that u 6= 1 and v 6= 1. Then,
applying axiom (RGD6), we have u′ 6= 1. By axiom (RGD4), there exist w,w′ ∈ U−α and
m ∈ M−α = Mα such that u′ = w′mw′′. Moreover u = v−1u′tv′ = (v−1w′)(mt)(t−1w′′tv′)
where (v−1w′) ∈ U−α, (mt) ∈ Mα and (t
−1w′′tv′) ∈ U−α. Hence by axioms (V5), (V5bis)
and Lemma 3.6(1) we have
ϕ−α(w
′) = −ϕα(u
′) = ϕ−α(w
′′) (1)
and
ϕ−α(v
−1w′) = −ϕα(u) = ϕ−α(t
−1w′′tv′). (2)
The assumption on u and v and equation 2 give us
ϕ−α(v) > −ϕα(u) = ϕ−α(v
−1w′). (3)
Hence, equations 1, 2, inequation 3 and Lemma 3.6(2) give
− ϕα(u
′) = ϕ−α(w
′) = ϕ−α(vv
−1w′) = ϕ−α(v
−1w′) = −ϕα(u). (4)
Since (vu)−1 = u−1v−1 = (v′)−1t−1(u′)−1, one can replace α by −α, u by v−1 and u′
by (v′)−1 in order to have ϕ−α(v
−1) = ϕ−α((v
′)−1). Applying Lemma 3.6(1), we get
ϕ−α(v) = ϕ−α(v
′).
Denote λ = ϕα(u) = ϕα(u
′). We know thatm = (w′)−1u′(w′′)−1 ∈Mα∩U−αϕ−1α ({λ})U−α =
Mα,λ. In the same way, we have tm ∈ Mα,λ. Hence ν(t) = ν(tm)ν(m)−1 = rα,λr
−1
α,λ =
1.
The following Proposition is similar to [BT72, 6.3.2, 6.3.3] and [Lan96, 8.1–8.6], in-
cluding considerations on the groups Lεα,λ we have introduced.
3.27 Proposition. Consider any α ∈ Φ, any λ ∈ R and any ε ∈ R>0. Under the
notations 3.23, we have the following equalities.
(1) We have L′α,λ = Uα,λU
′
−α,−λT
′
α,λ and L
ε
α,λ = Uα,λU−α,−λ+εT
ε
α,λ for any ordering on
factors.
(2) Moreover N ′α,λ = T
′
α,λ and N
ε
α,λ = T
ε
α,λ.
(3) If λ ∈ Γα, then for anym ∈Mα,λ, we have Lα,λ =
(
Uα,λTα,λU
′
−α,−λ
)
⊔(Uα,λmTα,λUα,λ)
and Nα,λ = Tα,λ{1, m}.
(4) If λ 6∈ Γα, we have Lα,λ = Uα,λTα,λU−α,−λ and Nα,λ = Tα,λ = T ′α,λ.
(5) The groups Tα,λ, T ′α,λ and T
ε
α,λ are subgroups of Tb.
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Proof. (1) Consider ε ∈ R>0 and Hε = Lεα,λ ∩ Tb. Then Hε normalizes Uα,λ and U−α,−λ+ε
since so does Tb. Consider Xε = Uα,λU−α,−λ+εHε. Then Xε ⊂ Lεα,λ by definition and
is a subset stable by multiplication on the left by elements in Hε and Uα,λ. Moreover,
U−α,−λ+εUα,λ ⊂ Uα,λ
(
Tb ∩ Lεα,λ
)
U−α,−λ+ε by Lemma 3.26. Hence Xε is stable by multi-
plication on the left by elements in U−α,−λ+ε since Hε normalizes the subgroup U−α,−λ+ε.
Hence Xε = L
ε
α,λ. Moreover, by uniqueness of t ∈ T in Lemma 3.26, we get T
ε
α,λ = Hε
and therefore T εα,λ ⊂ Tb.
Since U ′−α,−λ =
⋃
ε>0U−α,−λ+ε is an increasing union, we have L
′
α,λ =
⋃
ε>0 L
ε
α,λ as
increasing union so that the equality L′α,λ =
⋃
ε>0 Uα,λT
ε
α,λU−α,−λ+ε = Uα,λT
′
α,λU
′
−α,−λ
holds.
Finally, since Uα,λ and U−α,−λ+ε (resp. U
′
−α,−λ) are subgroups normalized by T
ε
α,λ (resp.
T ′α,λ), we get the equality for any ordering by applying the inverse map.
(2) If n ∈ N εα,λ, then n ∈ U
+TU− and by spherical Bruhat decomposition [BT72,
6.1.15 (c)], we get n ∈ T . Thus N εα,λ ⊂ T
ε
α,λ. The same holds in L
′
α,λ ⊂ U
+TU−.
(3) We know that ∅ 6=Mα,λ ⊂ Uα,λU−α,−λUα,λ ⊂ Lα,λ by Proposition 3.12(3) and defi-
nitions. Consider H = Lα,λ ∩ Tb ⊂ Tα,λ and any m ∈Mα,λ. Define X =
(
Uα,λHU
′
−α,−λ
)
∪
(Uα,λmHUα,λ) ⊂ Lα,λ. By Lemma 3.15, we know that ν(m) = rα,λ. Hence, we have
ν(m2) = r2α,λ = id. Thus m
2 ∈ Tb ∩ Lα,λ = H and m−1 ∈ Hm = mH . Since
U−α,−λ = m
−1Uα,λm by Lemma 3.13, we deduce that Lα,λ is generated by Uα,λ and
m. Thus, it suffices to prove that X is stable by right multiplication by m and elements
in the groups H and Uα,λ.
Since H ⊂ Tb normalizes U ′−α,−λ and Uα,λ and T
′
α,λ = L
′
α,λ ∩ Tb ⊂ H , we deduce from
(1) that L′α,λH = Uα,λHU
′
−α,−λ is a group. Hence XH = XUα,λ = X.
On the one hand, we have Uα,λHU
′
−α,−λm ⊂ Uα,λHmUα,λ. On the other hand, we
have Uα,λHmUα,λm ⊂ Uα,λHU−α,−λm2 = Uα,λHU ′−α,−λ ∪ Uα,λHϕ
−1
−α({−λ}). Let u ∈
ϕ−1−α({−λ}). By Proposition 3.12(2) and (4), there exist u
′, u′′ ∈ Uα,λ and m′ ∈M−α,−λ =
Mα,λ such that m
′ = u′uu′′, so that m′ ∈ Lα,λ. But ν(mm′) = ν(m)ν(m′) = r2α,λ = id by
Lemma 3.15 since m,m′ ∈ Mα,λ. Thus mm′ ∈ Tb ∩ Lα,λ = H . Hence u ∈ Uα,λHmUα,λ.
As a consequence, Uα,λHϕ
−1
−α({−λ}) ⊂ Uα,λHmUα,λ since H ⊂ Tb normalizes Uα,λ. This
proves that Xm ⊂ X and therefore Lα,λ = X. Since H ⊂ Tα,λ ⊂ Lα,λ, we deduce Lα,λ =(
Uα,λTα,λU
′
−α,−λ
)
∪ (Uα,λmTα,λUα,λ). Finally,
(
Uα,λTα,λU
′
−α,−λ
)
∩ (Uα,λmTα,λUα,λ) = ∅
because the existence of an element in this intersection would imply that m ∈ L′α,λ, which
is not possible by (2). By uniqueness in Lemma 3.26, we deduce H = Tα,λ ⊂ Tb.
Let n ∈ Nα,λ. If n ∈ Uα,λTα,λU ′−α,−λ ⊂ U
−TU+, then n ∈ T by Bruhat decomposition
[BT72, 6.1.15(c)]. Hence n ∈ T ∩ Lα,λ = Tα,λ. Otherwise, n ∈ Uα,λmTα,λUα,λ. Hence
nm ∈ Uα,λTα,λU−α,−λ because m2 ∈ H ⊂ Tα,λ and Lemma 3.13. Thus nm ∈ T and
therefore n ∈ Tα,λm. Hence Nα,λ = Tα,λ{1, m}.
(4) If λ 6∈ Γα, we know that −λ 6∈ −Γα = Γ−α by Fact 3.9. Hence we have U−α,−λ =
U ′−α,−λ by Remark 3.24 and therefore L
′
α,λ = Lα,λ by definition. HenceNα,λ = N
′
α,λ = T
′
α,λ.
Since L′α,λ = Uα,λT
′
α,λU−α,−λ, we deduce that Tα,λ = T
′
α,λ by uniqueness in Lemma 3.26.
(5) has been shown among the proof.
3.28 Corollary. For any ε > 0, any α ∈ Φ and any λ ∈ R, we have
Lεα,λ = Uα,λU−α,−λ+εN
ε
α,λ = U−α,−λ+εUα,λN
ε
α,λ.
Proof. If ε > 0, it is a consequence of (1), (2) and (5) since Tb normalizes Uα,λ and
U−α,−λ+ε.
If ε = 0, the first equality is a consequence of (3), (4) and (5) since Tb normalizes
U−α,−λ, U
′
−α,−λ and Uα,λ and since we have mUα,λm
−1 = U−α,−λ by Lemma 3.13. The last
equality is obtained in the same way by exchanging (α, λ) with (−α,−λ) since Lα,λ =
L−α,−λ by definition and, therefore, Nα,λ = N−α,−λ.
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Technical lemmas of computation of some commutators
We want to estimate some commutators in terms of the valuation of root groups. Let
us firstly recall immediate consequences of axioms.
The following Lemma is [BT72, 6.3.5] with ε denoting the r + s of Bruhat-Tits.
3.29 Lemma. Let λ ∈ R and ε > 0. For any u ∈ U2α,2λ and any v ∈ U−α,−λ+ε, we have
[u, v] ∈ Uα,λ+εTbU−α,−λ+2ε.
Proof. We can assume that u 6= 1 and v 6= 1. Let µ = ϕα(u) ∈ Γα and ρ = ϕ−α(v) ∈ Γ−α.
Let m ∈Mα,µ and n ∈M−α,ρ. Let v′, v′′ ∈ U−α,−µ such that u = v′mv′′. Let u′, u′′ ∈ Uα,−ρ
such that v = u′nu′′.
On the one hand, one can write
[u, v] =u(u′nu′′)u−1(u′nu′′)−1
=(uu′)nu′′u−1(u′′)−1uu−1n−1(u′)−1
=(uu′)(n[u′′, u−1]n−1)(nu−1n−1)(u′)−1 (5)
By axiom (RGD2), we have [u′′, u−1] = 1. By Lemma 3.13, we have nu−1n−1 ∈ nUα,µn
−1 =
U−α,µ+2ρ. Moreover µ+2ρ > −λ+2ε. Hence [u, v] ∈ UαU−α,−λ+2εUα,λ−ε. By Proposition
3.27, we have U−α,−λ+2εUα,λ−ε ⊂ Uα,λ−εTbU−α,−λ+2ε. Hence [u, v] ∈ UαTbU−α,−λ+2ε.
On the other hand, an analogous writting gives
[u, v] = v′(m[v′′, v]m−1)(mvm−1)(v′)−1v−1 (6)
By axiom (RGD2), we have [v′′, v] = 1. By Lemma 3.13, we have mvm−1 ∈ mU−α,ρm−1 =
Uα,ρ+2µ. Moreover ρ + 2µ > λ + ε. Hence [u, v] ∈ U−α,−λ+εUα,λ+εU−α. By Proposition
3.27, we have U−α,−λ+εUα,λ+ε ⊂ Uα,λ+εTbU−α,−λ+ε. Hence [u, v] ∈ Uα,λ+εTbU−α.
By uniqueness of the writing in U+TU− (axiom (RGD6)), equations (5) and (6) give
[u, v] ∈ UαTbU−α,−λ+2ε ∩ Uα,λ+εTbU−α ⊂ Uα,λ+εTbU−α,−λ+2ε.
The following Lemma is [BT72, 6.3.6] with ε denoting the k + ℓ of Bruhat-Tits.
3.30 Lemma. Let λ ∈ R and ε > 0. Then the product
U2α,2λ−εUα,λTbU−α,−λ+ε
is a group.
Proof. According to Proposition 3.27, this subset is stable by right multiplication by
elements in Uα,λ, Tb and U−α+ε. If u ∈ U2α,2λ−ε. Then for any v ∈ U−α,−λ+ε, we have
vu = u[u−1, v]v ∈ uUα,λ+εTbU−α,−λ+2εv
by Lemma 3.29. Thus U2α,2λ−εUα,λTbvu ⊂ U2α,2λ−εUα,λTbU2α,2λ−εUα,λ+εTbU−α,−λ+2εU−α,−λ+ε.
Since U2α normalizes Uα by axiom (RGD2) and Tb, and since U−α,−λ+2ε is a subgroup of
U−α,−λ+ε, we are done.
The following Lemma is [BT72, 6.3.7] with ε denoting the k+ ℓ and λ denoting the k
of Bruhat-Tits.
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3.31 Lemma. Let λ ∈ R and ε > 0. For any u ∈ Uα,λ and v ∈ U−α,−λ+ε, we have
[u, v] ∈ U2α,2λ+εUα,λ+εTbU−α,−λ+2εU−2α,−2λ+3ε. (7)
If, moreover, u ∈ U2α, that is u ∈ U2α,2λ, then
[u, v] ∈ U2α,2λ+2εUα,λ+εTbU−α,−λ+3εU−2α,−2λ+4ε. (8)
Note that U2α,2λ+2εUα,λ+ε = Uα,λ+ε.
Proof. We can assume that u 6= 1 and v 6= 1. We keep the same notations as in the proof
of Lemma 3.29: λ 6 µ = ϕα(u) ∈ Γα and −λ + ε 6 ρ = ϕ−α(v) ∈ Γ−α; m ∈ Mα,µ and
n ∈ M−α,−ρ; v′, v′′ ∈ U−α,−µ such that u = v′mv′′; u′, u′′ ∈ Uα,−ρ such that v = u′nu′′.
By axiom (V3), we have [u′′, u−1] ∈ U2α,µ−ρ. Hence, by Lemma 3.13, we have
nU2α,µ−ρn
−1 ⊂ U−2α ∩ nUα,µ−ρ
2
n−1 = U−2α ∩ U−α,µ−ρ
2
+2ρ = U−2α,µ+3ρ ⊂ U−2α,−2λ+3ε.
Thus, formula (5) gives
[u, v] ∈ UαU−2α,−2λ+3εU−α,−λ+2εUα,λ−ε.
Applying Lemma 3.30, we get
[u, v] ∈ UαTbU−α,−λ+2εU−2α,−2λ+3ε.
By axiom (V3), we have [v′′, v] ∈ U−2α,ρ−µ. Hence, by Lemma 3.13, we have
mU−2α,ρ−µm
−1 ⊂ U2α ∩mU−α, ρ−µ
2
m−1 = U2α ∩ Uα, ρ−µ
2
+2µ = U2α,3µ+ρ ⊂ U2α,2λ+ε.
Thus, formula (6) gives
[u, v] ∈ U−α,λ−εU2α,2λ+εUα,λ+εU−α.
Applying Lemma 3.30, we get
[u, v] ∈ U2α,2λ+εUα,λ+εTbU−α.
Uniqueness of the writting in U+TU− (axiom (RGD6)) gives (7).
If, moreover, u ∈ U2α, then we have [u
′′, u−1] = 1 by axiom (RGD2) and nu−1n−1 ∈
U−2α ∩ U−α,−λ+2ε = U−2α,−2λ+4ε. Thus
[u, v] ∈ UαU−2α,−2λ+4εUα,λ−ε.
Applying Lemma 3.30, we get
[u, v] ∈ UαTbU−α,−λ+3εU−2α,−2λ+4ε.
Hence, by Lemma 3.29 and uniqueness of the writting in U+TU− (axiom (RGD6)), we
get (8).
3.32 Notation. Let λ ∈ R, ε > 0 and α ∈ Φ. Consider u ∈ Uα,λ and v ∈ U−α,−λ+ε.
Then, according to Lemma 3.26 and axiom (RGD6), there is a unique t(u, v) ∈ Tb such
that [u, v] ∈ Uα,λt(u, v)U−α,−λ+ε. The element t(u, v) is then called the T -component of
[u, v].
The following Proposition details [BT72, 6.3.9]. This Proposition becomes really im-
portant in order to prove that fibres of the RS-building among projection maps also are
buildings, see Proposition 7.4.
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3.33 Proposition. Let λ ∈ R, ε > 0 and α ∈ Φ. T εα,λ is the group generated by the
T -components t(u, v) of commutators [u, v] for u ∈ Uα,λ and v ∈ U−α,−λ+ε.
In particular, T ′α,λ is the group generated by the T -components t(u, v) of commutators
[u, v] for u ∈ Uα,λ and v ∈ U ′−α,−λ.
Proof. Denote by X the subgroup of Tb generated by {t(u, v), u ∈ Uα,λ, v ∈ U−α,−λ+ε}.
Since [u, v] ∈ Lεα,λ, we have X ⊂ L
ε
α,λ ∩ Tb. We prove that Y = Uα,λXU−α,−λ+ε is
a group. It is stable by left multiplication by elements in Uα,λ and X since the sub-
group X ⊂ Tb normalizes Uα,λ. For v ∈ U−α,−λ+ε and uxw ∈ Y , we have vuxw =
u[u−1, v]vxw. Let u′ ∈ Uα,λ and v′ ∈ U−α,−λ+ε such that [u−1, v])u′t(u−1, v)v′. Then
vuxw = (uu′)(t(u−1, v)x)(x−1v′vx)w. We have uu′ ∈ Uα,λ and t(u−1, v)x ∈ X. Moreover,
since x ∈ X normalizes U−α,−λ+ε, we have (x−1v′vx)w ∈ U−α,−λ+ε. This proves that Y is
a subgroup of Lεα,λ containing Uα,λ and U−α,−λ+ε. Hence Y = L
ε
α,λ. By Proposition 3.27
(1) and uniqueness in axiom (RGD6), we get X = T εα,λ.
Since U ′−α,−λ is the union
⋃
ε>0U−α,−λ+ε, we get that T
′
α,λ =
⋃
ε>0 T
ε
α,λ by intersection of
L′α,λ =
⋃
ε>0 Uα,λU−α,−λ+εT
ε
α,λ with T . This gives the second assertion of the Proposition.
We obtain the following Corollary, corresponding to [BT72, 6.4.25 (ii) and (iii)] which
does not use infimum and supremum.
3.34 Corollary. Let λ ∈ R, ε > 0 and α ∈ Φ. Then the following commutator subgroups
satisfy [
T εα,λ, Uα,λ
]
⊂ Uα,λ+εU2α,2λ+ε (9)
and [
T εα,λ, U−α,−λ
]
⊂ U−α,−λ+εU−2α,−2λ+ε. (10)
Moreover, [
T ′α,λ, Uα,λ
]
⊂ U ′α,λ (11)
and [
T ′α,λ, U−α,−λ
]
⊂ U ′−α,−λ (12)
Proof. If ε = 0, the inclusions are immediate since Tα,λ ⊂ Tb normalizes Uα,λ and U2α,2λ ⊂
Uα,λ. Assume that ε > 0 and consider the group Z = U2α,2λ+εUα,λ+εTbU−α,−λ+εU−2α,−2λ+ε.
We prove inclusion (9) on the set of generators {[t(u, v), x], x, u ∈ Uα,λ, v ∈ U−α,−λ+ε}.
We will show that [t(u, v), x] ∈ Z. By Lemma 3.31, we have [u, v] ∈ Z and we can write
it as [u, v] = u2u1t(u, v)v1v2. By Lemma 3.31 and axiom (V3), all the commutators
[v−1, xu], [v−1, x], [x, u1], [x, u2], [x, v1] and [x, v2] are in Z. We have that x[u, v]x
−1 ∈ Z.
Indeed, xuv = v[v−1, xu]xu ∈ Zxu and xvu = v[v−1, x]xu ∈ Zxu since v ∈ Z. Moreover
xuix
−1 = [x, ui]ui ∈ Z and xvix
−1 = [x, vi]vi ∈ Z for i ∈ {1, 2} since ui, vi ∈ Z. Hence
xt(u, v)x−1 ∈ Z and we get [t(u, v), x] ∈ Z since t(u, v) ∈ Tb ⊂ Z. Since Tb normalizes
Uα,λ, we have [t(u, v), x] ∈ Uα. Thus [t(u, v), x] ∈ Z ∩ Uα = U2α,2λ+εUα,λ+ε.
We prove inclusion (10) on the set of generators [t(u, v), x] for x ∈ U−α,−λ, u ∈
Uα,λ and v ∈ U−α,−λ+ε. Let µ = ϕ−α(x) ∈ Γ−α. If µ > −λ + ε, then x ∈ Z and
therefore [t(u, v), x] ∈ Z. Otherwise, denote ε′ = λ + µ so that 0 6 ε′ < ε. By
Lemma 3.30 applied to the root −α and the parameters −λ + ε ∈ R and ε − ε′ >
0, it gives a group Z ′ = Uα,−(−λ+ε)+(ε−ε′)TbU−α,−λ+εU−2α,2(−λ+ε)−(ε−ε′) which one can
rewrite as Z ′ = Uα,−µTbU−α,−λ+εU−2α,−2λ+ε+ε′. Let m ∈ M−α,µ = Mα,−µ and write
x = ymz with y, z ∈ Uα,−µ. Denote t = t(u, v). Then [t, x] = tymzt−1z−1m−1y−1 =
[t, y]y[t,m]m[t, z]m−1y−1. We have [t,m] ∈ Tb ⊂ Z ′ since ν([t,m]) = [1, r−α,µ] = id. By
inclusion (9), we have [t, y], [t, z] ∈ Uα,−µ+εU2α,−2µ+ε ⊂ Uα,−µ ⊂ Z ′. By Lemma 3.13,
we have mUα,−µ+εU2α,−2µ+εm
−1 = U−α,−µ+ε+2µU−2α,−2µ+ε+4µ. Since µ + ε > −λ + ε and
2µ + ε > −2λ + ε + ε′, we have m[t, z]m−1 ∈ U−α,−λ+εU−2α,−2λ+ε+ε′ ⊂ Z
′. Since y ∈ Z ′,
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we get that [t, x] ∈ Z ′ as a product of such elements. Moreover, [t, x] ∈ U−α since T nor-
malizes U−α. Hence, we have either [t, x] ∈ Z ∩U−α or [t, x] ∈ Z ′∩U−α. By uniqueness in
axiom (RGD6), we get U−α,−λ+εU−2α,−2λ+ε+ε′ = Z
′∩U−α ⊂ Z∩U−α = U−α,−λ+εU−2α,−2λ+ε
and we are done.
Since L′α,λ is the increasing union L
′
α,λ =
⋃
ε>0 L
ε
α,λ, and also is T
′
α,λ =
⋃
ε>0 T
ε
α,λ,
we get that the commutator subgroup [T ′α,λ, Uα,λ] (resp. [T
′
α,λ, U−α,−λ]) is the increasing
union of commutator subgroups
⋃
ε>0[T
ε
α,λ, Uα,λ] =
⋃
ε>0 Uα,λ+εU2α,2λ+ε which is U
′
α,λ (resp.
U ′−α,−λ) since U2α,2λ+ε ⊂ Uα,λ+ ε2 for every ε > 0.
3.5 Subgroups generated by unipotent elements
In this section, we work under data and notations of 3.22. Moreover, we fix a non-
empty subset Ω ⊂ AR. For simplicity, we will forget the chosen origin o of AR in this
section, i.e. we will denote by α(x) the quantity α(x− o) by abuse of notation.
3.35 Remark. In Bruhat-Tits theory, some results on groups are expressed in terms of
concave functions f [BT72, §6.4] associated to abstract groups endowed with the structure
of a valued root group datum. In fact, only some well-chosen concave functions are
considered for reductive groups over local fields. For instance, the optimized function f ′
associated to a concave function f is defined in [BT84, 4.5.2] as:
f ′(α) = inf{λ ∈ Γ′α, λ > f(α) or, when
α
2
∈ Φ,
λ
2
> f(
α
2
)}.
In Bruhat-Tits theory, since the valuation group Λ is contained in R, f ′(α) is well defined
and is an element of Γ′α so that it is relevant to work with the group Uα,f ′(α). More
specifically, for a subset Ω ∈ AR, some concave functions fΩ can be considered in order
to define parahoric subgroups P̂Ω ⊂ G. Once the building I has been constructed, this
subgroup P̂Ω turns out to be the pointwise stabilizer of Ω.
Recall that the quasi-concave maps were defined by:
fΩ(α) = inf{λ ∈ R, ∀x ∈ Ω, α(x) + λ > 0} = inf
⋂
x∈Ω
[−α(x),+∞[= sup{−α(x), x ∈ Ω}
Here, we do not use infimum and supremum, so that we replace this definition by some
intersections or unions of groups.
Note that in the Bruhat-Tits theory, such a function fΩ satisfies fΩ(2α) = 2fΩ(α)
which is the case of equality of the concave inequality 2f(α) > f(2α). This equality
induces an equality of groups Uα,f = Uα,fU2α,f in [BT72, §6.4].
3.36 Notation. We denote by:
Uα,Ω =
⋂
x∈Ω
Uα,−α(x) U
′
α,Ω =
⋂
x∈Ω
U ′α,−α(x)
We denote by UΩ (resp. U
′
Ω) the subgroup of G generated by the union of subgroups
Uα,Ω (resp. U
′
α,Ω) for α ∈ Φ.
It is convenient to introduce the notation U2α,Ω (resp. U
′
2α,Ω) as being the trivial group
when α ∈ Φ and 2α 6∈ Φ.
If it is given a choice of positive roots Φ+, we denote U+ and U− as in (RGD6). We
denote by:
U+Ω = UΩ ∩ U
+ U ′+Ω = U
′
Ω ∩ U
+
U−Ω = UΩ ∩ U
− U ′−Ω = U
′
Ω ∩ U
−
TΩ = UΩ ∩ T T
′
Ω = U
′
Ω ∩ T
N˜Ω = UΩ ∩N N˜
′
Ω = U
′
Ω ∩N
35
If Ω = {x}, we denote Uα,x, Ux, etc. instead of Uα,{x}, U{x}, etc.
Note that the notation N˜Ω was not introduced in [BT72]. In the context of algebraic
groups, under favourable assumptions (typically a simply-connectedness assumption), the
rational points of a group are generated by the unipotent elements. That is why we denote
with a N˜Ω the N -component of the group UΩ generated by some unipotent elements.
3.37 Fact. By definition, we have the following equalities:
Uα,Ω =
⋂
x∈Ω
Uα,x = ϕ
−1
α
(⋂
x∈Ω
[−α(x),+∞]
)
and
U ′α,Ω =
⋂
x∈Ω
U ′α,x = ϕ
−1
α
(⋂
x∈Ω
]− α(x),+∞]
)
.
Note that the intersections
⋂
x∈Ω[−α(x),+∞] and
⋂
x∈Ω]−α(x),+∞] are convex sub-
sets of R that may not be intervals of R when R 6= R.
3.38 Fact. The group Tb normalizes Uα,Ω and U ′α,Ω for any α ∈ Φ.
Proof. For any x ∈ Ω and any ε > 0, we know that Tb normalizes Uα,−α(x)+ε. It remains
true by taking increasing unions and intersections of these groups.
3.39 Lemma. For any α ∈ Φnd, we have U2α,Ω ⊂ Uα,Ω.
Proof. By axiom (V4), we have U2α,2λ ⊂ Uα,λ. Hence
U2α,Ω =
⋂
x∈Ω
U2α,x =
⋂
x∈Ω
U2α,−2α(x) ⊂
⋂
x∈Ω
Uα,−α(x) =
⋂
x∈Ω
Uα,x = Uα,Ω.
3.40 Notation. Let α ∈ Φ. We denote by Lα,Ω (resp. L′α,Ω) the subgroup of G generated
by Uα,Ω and U−α,Ω (resp. Uα,Ω and U
′
−α,Ω). We denote
Tα,Ω = Lα,Ω ∩ T T
′
α,Ω = L
′
α,Ω ∩ T
N˜α,Ω = Lα,Ω ∩N N˜
′
α,Ω = L
′
α,Ω ∩N.
Note that since Ω is not empty, there exists some point x ∈ Ω so that we have
Lα,x ⊃ Lα,Ω since Uα,x ⊃ Uα,Ω and U−α,x ⊃ U−α,Ω. Therefore Tα,Ω and T
′
α,Ω are subgroups
of Tb according to Proposition 3.27(5) applied to Lα,x = Lα,−α(x).
Note that, Lα,Ω = L−α,Ω by definition, but L
′
−α,Ω may differ from L
′
α,Ω.
The following Lemma corresponds to [BT72, 6.4.7 (QC1)] with a different proof since
we do not use concave maps.
3.41 Lemma. For any α ∈ Φ, we have:
Lα,Ω = U−α,ΩUα,ΩN˜α,Ω = Uα,ΩU−α,ΩN˜α,Ω (QC1)
N˜ ′α,Ω = T
′
α,Ω ⊂ Tb and L
′
α,Ω = Uα,ΩT
′
α,ΩU
′
−α,Ω = U
′
−α,ΩT
′
α,ΩUα,Ω. (QC1’)
Note that the group Uα may not be commutative, when α is multipliable for instance.
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Proof. Obviously, the set Uα,ΩU−α,ΩN˜α,Ω is contained in Lα,Ω and the set Uα,ΩU ′−α,ΩN˜
′
α,Ω
is contained in L′α,Ω by definition. Assume that g ∈ Lα,Ω (resp. L
′
α,Ω) and write it as a
product g =
∏m
i=1 hi with hi ∈ Uα,Ω ∪ U−α,Ω (resp. hi ∈ Uα,Ω ∪ U
′
−α,Ω). For 1 6 i 6 m,
denote
λi =
{
ϕα(hi) if hi ∈ Uα,Ω,
∞ if hi ∈ U−α,Ω,
µi =
{
∞ if hi ∈ Uα,Ω,
ϕ−α(hi) if hi ∈ U−α,Ω.
Hence for any x ∈ Ω, we have λi > −α(x) and µi > −(−α)(x) = α(x) (resp. µi > α(x)).
Let λ = min16i6m λi and µ = min16i6m µi. Then λ = λi for some i so that Uα,λ = Uα,λi ⊂
Uα,x and µ = µj for some j so that U−α,µ = U−α,µj ⊂ U−α,x. Moreover hi ∈ Uα,λ ∪ U−α,µ
for any 1 6 i 6 m by definition of λ and µ. Let ε = λ + µ > −α(x) + α(x) = 0
(resp. ε > 0). Thus g is in the group generated by Uα,λ and U−α,µ = U−α,−λ+ε which is
Lεα,λ = Uα,λU−α,−λ+εN
ε
α,λ by Corollary 3.28. Since Uα,λ ⊂ Uα,x for every x ∈ Ω, we have
Uα,λ ⊂ Uα,Ω. By the same way, U−α,−λ+ε ⊂ U−α,Ω. Hence L
ε
α,λ ⊂ Lα,Ω. Thus N
ε
α,λ =
N ∩ Lεα,λ ⊂ N ∩ Lα,Ω = N˜α,Ω. Moreover, N
ε
α,λ = T
ε
α,λ ⊂ T
′
α,Ω when ε > 0 by Proposition
3.27(2). This gives g ∈ Uα,ΩU−α,ΩN˜α,Ω for any g ∈ Lα,Ω (resp. g ∈ Uα,ΩU ′−α,ΩT
′
α,Ω for any
g ∈ L′α,Ω). The two other equalities in (QC1) are obtained in the same way.
Moreover, by Bruhat decomposition [BT72, 6.1.15(c)], it gives L′α,Ω ∩N = N˜
′
α,Ω ⊂ T ,
which gives the first part of (QC1’). Since N˜ ′α,Ω = T
′
α,Ω ⊂ Tb normalizes Uα,Ω, we get the
first equality of the second part of (QC1’). Finally, last equality can be obtained in the
same way replacing Lεα,λ by L
ε
−α,µ = U−α,µN
ε
−α,µUα,−µ+ε = U−α,−λ+εT
ε
−α,ε−λUα,λ.
3.42 Lemma. The following commutator subgroups satisfy
[Uα,Ω, U
′
α,Ω] ⊂ U
′
2α,Ω [Uα,Ω, U
′
−α,Ω] ⊂ U
′
α,ΩU
′
−α,ΩT
′
α,Ω
Proof. We check it on a set of generators.
Consider u ∈ Uα,Ω and u′ ∈ U ′α,Ω. For any x ∈ Ω, let λ = −α(x) ∈ R. Let µ =
ϕα(u) = λ+ ε and µ
′ = ϕα(u
′) = λ+ ε′ with ε > 0 and ε′ > 0. Then, by axiom (V3), we
have [u, u′] ∈ U2α,2λ+ε+ε′ ⊂ U
′
2α,2λ = U
′
2α,x. Hence [u, u
′] ∈
⋂
x∈Ω U
′
2α,x = U
′
2α,Ω.
Consider u ∈ Uα,Ω and v ∈ U ′−α,Ω. For any x ∈ Ω, let λ = −α(x) ∈ R. Then
u ∈ Uα,λ and there exists ε > 0 such that v ∈ U−α,−λ+ε. By Lemma 3.31, we have
[u, v] ∈ U2α,2λ+εUα,λ+εt(u, v)U−α,−λ+2εU−2α,−2λ+3ε where t(u, v) is the T -component of
[u, v]. Hence, by Lemma 3.26, there are u′ ∈ Uα, v′ ∈ U−α uniquely determined such that
[u, v] = u′t(u, v)v′. Moreover, ϕα(u
′) > λ + ε
2
> −α(x) and ϕ−α(v′) > −λ +
3ε
2
> α(x).
Hence u′ ∈ U ′α,x and v
′ ∈ U ′−α,x for any x ∈ Ω. Hence u
′ ∈ U ′α,Ω and v
′ ∈ U ′−α,Ω. Thus
t(u, v) ∈ L′α,Ω ∩ T = T
′
α,Ω. Hence [u, v] ∈ U
′
α,ΩT
′
α,ΩU
′
−α,Ω = U
′
α,ΩU
′
−α,ΩT
′
α,Ω since T
′
α,Ω ⊂ Tb
normalizes U ′−α,Ω.
The following Lemma corresponds to [BT72, 6.4.7 (QC2)]. It is an immediate conse-
quence of axiom (V3) and of the definitions.
3.43 Lemma. Let α, β ∈ Φ be such that β 6∈ −R>0α. Let U(α,β),Ω (resp. U ′(α,β),Ω) be the
subgroup of G generated by the Uγ,Ω (resp. U ′γ,Ω) for γ ∈ (α, β) (see Notation 2.1). Then
the commutator subgroups satisfy:
[Uα,Ω, Uβ,Ω] ⊂ U(α,β),Ω (QC2)
[Uα,Ω, U
′
β,Ω] ⊂ U
′
(α,β),Ω (QC2’)
Proof. Let u ∈ Uα,Ω, v ∈ Uβ,Ω and v′ ∈ U ′β,Ω. Let λ = ϕα(u), µ = ϕβ(v) and µ
′ = ϕβ(v
′).
Let r, s ∈ Z>0 such that γ = rα + sβ ∈ Φ. Then for any x ∈ Ω, we have λ > −α(x),
µ > −β(x) and µ′ > −β(x). Hence rλ+ sµ > −rα(x)− sβ(x) = −γ(x) and rλ + sµ′ >
−rα(x) − sβ(x) = −γ(x). Thus Uγ,rλ+sµ ⊂ Uγ,x and Uγ,rλ+sµ′ ⊂ U ′γ,x. Because this
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inclusion holds for any x ∈ Ω, we have, by definition of Uγ,Ω and U ′γ,Ω, that Uγ,rλ+sµ ⊂ Uγ,Ω
and Uγ,rλ+sµ′ ⊂ U ′γ,Ω. By axiom (V3), the commutator [u, v] (resp. [u, v
′]) is contained in
the group generated by the Urα+sβ,rλ+sµ ⊂ Urα+sβ,Ω (resp. Urα+sβ,rλ+sµ′ ⊂ U ′rα+sβ,Ω).
3.44 Example. According to Lemmas 3.41(QC1) and 3.43(QC2), the family ((Uα,Ω)α∈Φ, Y )
is quasi-concave for every subgroup Y of Tb since Tb normalizes each Uα,Ω for α ∈ Φ and
Uα,Ω = Uα,ΩU2α,Ω by Lemma 3.39. In particular, for Y = 1, we get from Proposition 3.4:
(1) Uα ∩ UΩ = Uα,Ω and U2α ∩ UΩ = U2α ∩ Uα,Ω = U2α,Ω for any α ∈ Φnd.
(2) The product map
∏
α∈Φ+nd
Uα,Ω → U
+
Ω = UΩ∩U
+ (resp.
∏
α∈Φ+nd
U−α,Ω → U
−
Ω = UΩ∩U
−)
is a bijection for any ordering on the product.
(3) We have UΩ = U
+
ΩU
−
Ω N˜Ω = U
−
ΩU
+
Ω N˜Ω.
(4) The group N˜Ω is generated by the N˜α,Ω for α ∈ Φnd.
Since for every α ∈ Φ, the group T ′α,Ω ⊂ Tb normalizes U
′
α,Ω and U
′
−α,Ω, we deduce
from Lemmas 3.42 and 3.41(QC1’) that U ′α,ΩU
′
−α,Ω(T ∩U
′
Ω) is a group for any ordering of
the product. Since U ′α,Ω is a subgroup of Uα,Ω, we deduce from Lemma 3.43(QC2’) that
the family
(
(U ′α,Ω)α∈Φ, Y
)
is quasi-concave for any subgroup Y of Tb since Tb normalizes
the U ′α,Ω for α ∈ Φ.
We have, as in [BT72, 6.4.25(i)], the following:
3.45 Proposition. Let α, β ∈ Φ be two roots such that β 6∈ Rα. Let λ, µ ∈ R and ε > 0.
Then the following commutator subgroup satisfies[
T εβ,µ, Uα,λ
]
⊂ Uα,λ+εU2α,2λ+ε.
Moreover, [
T ′β,µ, Uα,λ
]
⊂ U ′α,λ.
Proof. There is nothing to prove for ε = 0. Assume ε > 0 and consider the group
X generated by the subsets Uβ,µ, U−β,−µ+ε and U−2β,−2µ+ε. Then X contains T
ε
β,µ by
definition.
For s ∈ Z, denote ε(s) =
{
0 if s > 0
ε if s 6 0
. Consider the group Y generated by the
Urα+sβ,rλ+sµ+ε(s) for (r, s) ∈ Z>0 × Z such that rα+ sβ ∈ Φ.
By axiom (V3), we observe that the commutator [x, y] for x ∈ Uβ,µ ∪ U−β,−µ+ε ∪
U−2β,−2µ+ε and y ∈
⋃
(r,s)∈Z>0×Z Urα+sβ,rλ+sµ+ε(s) belongs to Y . Thus X normalizes Y and
[X,Uα,λ] ⊂ Y . Hence [T
ε
β,µ, Uα,λ] ⊂ Y ∩ Uα since T
ε
β,µ ⊂ X ∩ T normalizes Uα.
Consider the root system Φ(α, β) = Φ ∩ (Zα + Zβ) and the family of groups defined
by Xrα+sβ = Urα+sβ,rλ+sµ+ε(s) for r > 0 and rα + sβ ∈ Φ and by Xrα+sβ = 1 otherwise.
Then the family of groups (Xγ)γ∈Φ(α,β) is quasi-concave (axiom (QC1) is obvious for this
set since either X−2γ = X−γ = 1 or X2γ = Xγ = 1 and axiom (QC2) is a consequence of
axiom (V3)). Thus by Proposition 3.4, we get that Y ∩ Uα = XαX2α = Uα,λ+εU2α,2λ+ε.
Since T ′β,µ =
⋃
ε>0 T
ε
β,µ, we get that any element in the commutator subgroup [T
′
β,µ, Uα,λ]
belongs to the commutator subgroup [T εβ,µ, Uα,λ] for some ε > 0. Thus [T
′
β,µ, Uα,λ] ⊂⋃
ε>0[T
ε
β,µ, Uα,λ] =
⋃
ε>0Uα,λ+εU2α,2λ+ε = U
′
α,λ.
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3.6 Local root systems
In this section, we work under data and notations of 3.22. Moreover, we fix a non-
empty subset Ω ⊂ AR. For simplicity, we will forget the chosen origin o of AR in this
section, i.e. we will denote by α(x) the quantity α(x− o) by abuse of notation. The goal
of this section is to define a root system Φ∗Ω depending on the local geometry of Ω inside
AR with respect to some hyperplanes Hα,λ for α ∈ Φ and λ ∈ Γ′α that will be the walls of
AR.
3.46 Notation. We define the following subset of roots:
Φ∗Ω = {α ∈ Φ, ∃λα ∈ R, ∀x ∈ Ω, −α(x) = λα}
ΦΩ = {α ∈ Φ, ∃λα ∈ Γ
′
α, ∀x ∈ Ω, −α(x) = λα}.
Note that, by definition, we have ΦΩ ⊂ Φ∗Ω ⊂ Φ.
3.47 Lemma. Let α ∈ Φ. The following are equivalent:
(i) α ∈ ΦΩ;
(ii) ∃u ∈ Uα such that ∀x ∈ Ω, ϕα(u) = −α(x) and ∀v ∈ U2α, ϕα(u) > ϕα(uv);
(iii) α ∈ Φ∗Ω and ∃u ∈ Uα,Ω such that ∀v ∈ U2α, uv 6∈ U
′
α,Ω.
Proof.
(i) ⇒ (ii): If α ∈ ΦΩ, let λα ∈ Γ′α such that ∀x ∈ Ω, −α(x) = λα. By definition, there
is u ∈ Uα such that −α(x) = ϕα(u) and Uα,ϕα(u) =
⋂
v∈U2α
Uα,ϕα(uv). Thus ∀v ∈ U2α, we
have ϕ−1α ([ϕα(u),+∞]) ⊂ ϕ
−1
α ([ϕα(uv),+∞]) and therefore ϕα(u) > ϕα(uv).
(ii) ⇒ (iii): Let u ∈ Uα such that ∀x ∈ Ω, ϕα(u) = −α(x) and ∀v ∈ U2α, ϕα(u) >
ϕα(uv). For any x, y ∈ Ω, we have −α(x) = ϕα(u) = −α(y) so that u ∈
⋂
x∈Ω Uα,x = Uα,Ω.
Suppose by contradiction that there is a v ∈ U2α such that uv ∈ U ′α,Ω. Then for any
x ∈ Ω, we have uv ∈ U ′α,x and therefore ϕα(uv) > −α(x) = ϕα(u) which contradicts the
assumption.
(iii) ⇒ (i): Assume that there exists a u ∈ Uα,Ω such that ∀v ∈ U2α, uv 6∈ U ′α,Ω. Let
λα = ϕα(u). For x ∈ Ω, since u ∈ Uα,Ω ⊂ Uα,x, we have λα = ϕα(u) > −α(x). Let v ∈ U2α.
Then uv 6∈ U ′α,Ω and there is xv ∈ Ω such that uv 6∈ U
′
α,xv . Thus ϕα(uv) 6 −α(xv) 6
ϕα(u). Hence Uα,ϕα(u) ⊂ Uα,ϕα(uv) for every v ∈ U2α and we get Uα,ϕα(u) =
⋂
v∈U2α
Uα,ϕα(uv)
by taking v = 1, so that λα = ϕα(u) ∈ Γ′α. If, moreover, α ∈ Φ
∗
Ω, then ∀y ∈ Ω, we have
−α(y) = −α(x) = λα.
Without infimum and supremum, we provide a different proof and a slightly different
statement of [BT72, 6.4.11]:
3.48 Lemma. For any α ∈ Φnd, we have vν(N˜α,Ω) ⊂ {1, rα} with equality if, and only
if, either α or 2α belongs to ΦΩ.
Proof. According to [BT72, 6.1.2(7) & (10)], since N˜α,Ω ⊂ N ∩ 〈Uα, U−α, T 〉 = T ⊔Mα,
we have vν(N˜α,Ω) ⊂ {1, rα}.
Suppose that α ∈ ΦΩ. Let u ∈ Uα given by Lemma 3.47(ii) and λ = ϕα(u) ∈ Γ′α ⊂ Γα.
Then, by Lemma 3.15, we have vν(Mα,λ) = {rα}. Moreover, by Proposition 3.12(3), the
set Mα,λ is contained in Lα,λ. Moreover, for any x ∈ Ω, we have −α(x) = λ which gives
Uα,x = Uα,Ω and U−α,x = U−α,Ω and therefore Mα,λ ⊂ N˜α,Ω. Thus rα ∈ vν(N˜α,Ω).
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Suppose that 2α ∈ ΦΩ, then rα ∈ vν(N˜α,Ω) since N˜2α,Ω ⊂ N˜α,Ω by definition.
Conversely, suppose that rα ∈ vν(N˜α,Ω). Consider any n ∈ vν−1({rα}) ∩ N˜α,Ω. Note
that n 6∈ T since vν(T ) = id by [BT72, 6.1.11(ii)]. Write n as a product n =
∏r
i=1 ui for
r ∈ Z>0 and ui ∈ Uα,Ω ∪ U−α,Ω with ui 6= 1 which is a generating set of the group Lα,Ω
containing N˜α,Ω. For any i ∈ J1, rK, denote
λi =
{
ϕα(ui) if ui ∈ Uα,
∞ if ui ∈ U−α,
µi =
{
ϕ−α(ui) if ui ∈ U−α,
∞ if ui ∈ Uα,
and consider λ = min{λi, i ∈ J1, rK} ∈ R∪ {∞} and µ = min{µi, i ∈ J1, rK} ∈ R∪ {∞}.
For any i ∈ J1, rK, we have either λi =∞ or ui ∈ Uα,Ω =
⋂
x∈Ω Uα,x which gives ϕα(ui) =
λi > −α(x) for every x ∈ Ω. Thus Uα,λi ⊂ Uα,Ω. By the same way, U−α,µi ⊂ U−α,Ω. Thus
Uα,λ ⊂ Uα,Ω and U−α,µ ⊂ U−α,Ω. Hence, for x ∈ Ω, we have λ > −α(x) and µ > α(x).
Denote ε = λ + µ > 0. Then n ∈ Lεα,λ and thus n ∈ N
ε
α,Ω \ T which gives ε = 0 and
λ ∈ Γα by Proposition 3.27. Hence ∀x ∈ Ω, λ > −α(x) and µ = −λ > α(x). Thus
∀x ∈ Ω, −α(x) = λ ∈ Γα. If λ ∈ Γ′α, then we have α ∈ ΦΩ. Otherwise, by Fact 3.9,
λ ∈ 1
2
Γ′2α and thus ∀x ∈ Ω, −(2α)(x) = 2λ ∈ Γ
′
2α which means 2α ∈ ΦΩ.
3.49 Proposition. The group N˜Ω normalizes U ′Ω.
Proof. Let α ∈ Φnd and n ∈ N˜α,Ω. Let β ∈ Φ and u ∈ U ′β,Ω.
If vν(n) = id, then n ∈ T by [BT72, 6.1.11(ii)] and therefore n ∈ Tα,Ω ⊂ Tb. Thus
nun−1 ∈ U ′β,Ω.
Otherwise α or 2α ∈ ΦΩ by Lemma 3.48, so that for any x ∈ Ω, we have −α(x) = λ ∈
Γα. Denote by γ =
vν(n)(β). Then n ∈ Lα,x since U±α,Ω ⊂ U±α,x and therefore n ∈ Tbm
for any m ∈Mα,λ by Proposition 3.27.
Let x ∈ Ω and ε = ϕβ(u) + β(x) > 0. Then mum−1 ∈ Uγ,−β(x)+ε+β(α∨)λ = Uγ,−γ(x)+ε
with γ = rα(β) = β − β(α∨)α according to Lemma 3.13. Thus nun−1 ∈ U ′γ,x for every
x ∈ Ω and therefore nun−1 ∈ U ′Ω. Hence n normalizes U
′
Ω since it is generated by the
U ′β,Ω.
Thus N˜Ω normalizes U
′
Ω since it is generated by those elements n according to Example
3.44(4).
In the following Proposition, we detail the proof of [BT72, 6.4.10] with some changes
since we do not use infimum here.
3.50 Proposition. The subset ΦΩ is a sub-root system of Φ, i.e. a root system in the
R-subspace V ∗Ω generated by ΦΩ.
Moreover, the group homomorphism vν : N → GL(V ∗) induces a group homomorphism
N˜Ω → GL(V ∗Ω) sending n onto the restriction of
vν(n) to V ∗Ω with image the Weyl group
of ΦΩ and kernel TΩ.
Proof. Let W = vν(N˜Ω) which is a subgroup of the Weyl group of Φ.
We firstly prove that ΦΩ is stable by W
aff . Let n ∈ N˜Ω and w = vν(n) ∈ W (Φ).
Consider any α ∈ ΦΩ and denote β = w(α). Consider an element u ∈ Uα such that
∀x ∈ Ω, ϕα(u) = −α(x) and ∀v ∈ U2α, ϕα(u) > ϕα(uv) given by 3.47(ii). Let u˜ = nun
−1.
By [BT72, 6.1.2 (10)], we have u˜ ∈ Uβ. Since n ∈ N˜Ω ⊂ UΩ, we have u˜ ∈ Uβ∩UΩ = Uβ,Ω by
Example 3.44(1). Let v˜ ∈ U2β and denote v = n−1v˜n ∈ Uw−1(2β) = U2α. Suppose that u˜v˜ ∈
U ′β,Ω. Since N˜Ω normalizes U
′
Ω by Proposition 3.49, we have uv = n
−1u˜v˜n ∈ U ′Ω∩Uα = U
′
α,Ω
by Proposition 3.4(1) applied to U ′Ω (this is possible according to Example 3.44). This
contradicts the assumption on u since for any x ∈ Ω, we have ϕα(uv) > −α(x) = ϕα(u).
Thus u˜v˜ 6∈ U ′β,Ω.
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Finally, for x ∈ Ω, we have U ′β,x = U
′
x ∩ Uβ = n(U
′
x ∩ Uα)n
−1 = nU ′α,xn
−1 since
n ∈ N˜Ω ⊂ Nx normalizes U ′x by Proposition 3.49. Thus for x, y ∈ Ω, we have U
′
β,x =
nU ′α,xn
−1 = nU ′α,yn
−1 = U ′β,y. Thus, for v˜ = 1, we have u˜ 6∈ U
′
β,Ω = U
′
β,x for any x ∈ Ω.
Hence, for any x ∈ Ω, we get ϕβ(u˜) 6 −β(x) 6 ϕβ(u). Thus, by characterisation in
Lemma 3.47(iii), we have β ∈ ΦΩ.
Secondly, since N˜Ω is generated by the N˜α,Ω according to Example 3.44(4), we get from
Lemma 3.48 that W aff is the group generated by the reflections rα for α ∈ ΦΩ. Hence ΦΩ
is a root system inside V ∗Ω by definition and the restriction of elements in W
aff to V ∗Ω is
the Weyl group of ΦΩ.
Finally, the kernel of N˜Ω → GL(V ∗Ω) is contained in ker
vν ∩ N˜Ω = T ∩ (N ∩ UΩ) = TΩ
by definition.
3.51 Example. Consider G = SL2(K), let T be the subgroup of diagonal matrices and
Uα (resp. U−α) the subgroup of upper (resp. lower) unitriangular matrices, inducing a
generating root group datum of G if we take m =
(
0 1
−1 0
)
and Mα = M−α = mT .
There are parametrizations α̂ : K∗ → T , uα : K→ Uα and u−α : K→ U−α of these groups
given by α̂(z) =
(
1
z
0
0 z
)
, uα(x) =
(
1 x
0 1
)
and u−α(y) =
(
1 0
−y 1
)
. We get a valuation
of the root group datum given by ϕ±α(u±α(x)) = ω(x). For x, y ∈ K with ω(x) > 0 and
ω(y) > 0, define u = uα(x) ∈ Uα,0 and v = u−α(y) ∈ U ′−α,0. Then
[u, v] =
(
1 x
0 1
)(
1 0
−y 1
)(
1 −x
0 1
)(
1 0
y 1
)
=
(
1− xy + x2y2 x2y
xy2 1 + xy
)
We set z = 1 + xy ∈ K∗ since ω(xy) > 0. Denote by t = α̂(z) ∈ T , by u′ = uα
(
x2y
z
)
and by v′ = u−α
(
−xy
2
z
)
. One can easily check that [u, v] = u′tv′ so that t = α̂(1 + xy) =
t(u, v) ∈ T ′α,0 for every x, y.
Assume, for instance, that ω : K → Z is a discrete valuation of rank 1. Thus T ′α,0 =
{α̂(z), ω(z− 1) > 1}. By the same way, we get T ′−α,0 = T
′
α,0 and T
′
0 = T ∩ 〈U
′
α,0, U
′
−α,0〉 =
T ∩ 〈Uα,1, U−α,1〉 = {α̂(z), ω(z − 1) > 2}. In this case, we have T ′0  〈T
′
α,0, T
′
−α,0〉 = T
′
α,0.
This example and the second inclusion of Lemma 3.42 suggests to us introduce the
following subgroup of T (which is denoted by Hf,f∗ in [BT72, 6.4]).
3.52 Notation. Let T ∗Ω be the subgroup of Tb generated by the T
′
α,Ω for α ∈ Φ.
3.53 Lemma. We have T ∗Ω ⊂ TΩ ⊂ Tb and all these groups are normal in Tb. In partic-
ular, all those inclusions are inclusions of normal subgroups.
3.54 Remark. The second assertion of this lemma becomes obvious when T = ZG(S)(K)
is the group of rational points of the centralizer of a maximal split torus S of a quasi-split
reductive group G. Indeed, in this case ZG(S) is a maximal torus of G by definition and
thus T is commutative. But note that ZG(S)(K) may not be commutative if G is not
quasi-split.
Proof. Since Tb normalizes the Uα,λ and the U ′α,λ for any λ ∈ R and any α ∈ Φ, it
normalizes Uα,Ω and U
′
α,Ω as intersection of such groups. Therefore Tb normalizes UΩ,
U ′Ω and L
′
α,Ω for any α ∈ Φ. Since Tb is a subgroup of T , it normalizes the intersections
TΩ = T ∩UΩ, T
′
Ω = T ∩U
′
Ω and T
′
α,Ω = L
′
α,Ω∩T for any α ∈ Φ. In particular, Tb normalizes
T ∗Ω being generated by the T
′
α,Ω for α ∈ Φ. Thus it suffices to prove the inclusions.
For α ∈ Φ, we have T ′α,Ω = L
′
α,Ω ∩ T ⊂ UΩ ∩ T . Hence a generating set of T
∗
Ω is
contained in TΩ and therefore T
∗
Ω ⊂ TΩ.
If x ∈ Ω, then Uα,Ω ⊂ Uα,x for any α ∈ Φ. Hence UΩ ⊂ Ux and thus TΩ = T ∩ UΩ ⊂
Tα,x = Tα,−α(x) ⊂ Tb by Proposition 3.27(5).
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We have the analogous to [BT72, 6.4.27]:
3.55 Lemma. For any α ∈ Φ, the following commutator subgroup satisfies
[T ∗Ω, Uα,Ω] ⊂ U
′
α,Ω.
Proof. Since T ∗Ω ⊂ Tb normalizes U
′
α,Ω and, by Lemma 3.42, Uα,Ω normalizes U
′
α,Ω, it
suffices to prove that for a generating set X of T ∗Ω, for every u ∈ Uα,Ω and every x ∈ X,
we have [x, u] ⊂ U ′α,Ω. We consider X =
⋃
β∈Φ T
′
β,Ω. Thus, let β ∈ Φ, u ∈ Uα,Ω and
t ∈ T ′β,Ω. Consider any x ∈ Ω.
We firstly assume that α is non-divisible. Then x ∈ Uα,x = Uα,−α(x) and t ∈ T ′β,x =
T ′β,−β(x). We proceed by cases.
Case 1: β 6∈ Rα Then, by Proposition 3.45, we get that [t, u] ∈ U ′α,−α(x) = U
′
α,x.
Case 2: β ∈ R>0α Then β ∈ {α, 2α} since α is non-divisible and t ∈ T ′α,x since
T ′2α,x ⊂ T
′
α,x. Thus, by Corollary 3.34(11), we get that [t, u] ∈ U
′
α,−α(x) = U
′
α,x.
Case 3: β ∈ R<0α Then β ∈ {−α,−2α} since α is non-divisible and t ∈ T ′−α,x since
T ′−2α,x ⊂ T
′
−α,x. Thus, by Corollary 3.34(12) applied to −α, we get that [t, u] ∈ U
′
α,−α(x) =
U ′α,x.
Finally, if α is divisible, we have that u ∈ Uα
2
,x and we have ever shown that [t, u] ∈
U ′α
2
,x. But since T normalizes Uα, we have [t, u] ∈ Uα ∩ U
′
α
2
,x = U
′
α,x.
Since the inclusion [t, u] ∈ U ′α,x holds for every x ∈ Ω, we get [t, u] ∈
⋂
x∈Ω U
′
α,x =
U ′α,Ω.
3.56 Notation. For α ∈ Φ, we denote by
U∗α,Ω =
{
Uα,Ω if α 6∈ Φ∗Ω
U ′α,Ω if α ∈ Φ
∗
Ω
.
We denote by U∗Ω the subgroup generated by T
∗
Ω and the U
∗
α,Ω for α ∈ Φ.
3.57 Remark. If α ∈ Φ∗Ω, then Rα ∩ Φ ⊂ Φ
∗
Ω.
Indeed, let β ∈ Rα and write it β = rα with 2r ∈ {±1,±2,±4}. By definition, there
is λα ∈ R such that ∀x ∈ Ω, −α(x) = λα. Thus, with 2λβ = 2rλα (that belongs to R
since it is a Z-module), we have ∀x ∈ Ω, −2β(x) = −2rα(x) = 2λβ so that β ∈ Φ∗Ω since
R is Z-torsion free and −β(x) ∈ R for any x ∈ AR.
The difference between ΦΩ and Φ
∗
Ω is that ΦΩ takes the group structure into account
whereas the set Φ∗Ω only considers the structure of Ω. For instance, any point x ∈ AR
satisfies Φ∗x = Φ whereas we will have W (Φx) =W (Φ) if, and only if, x is a special vertex.
We recall that, in Bruhat-Tits theory, there exist situations in which we never have
Φx = Φ (for instance a dense valuation with Γ
′
α = ∅ for a multipliable root α ∈ Φ, a
discrete valuation with a totally ramified extension K˜/K splitting G).
The following Proposition corresponds to the beginning of the statement [BT72, 6.4.23]
with a different proof since we do not define quasi-concave maps.
3.58 Proposition. The family of groups
(
(U∗α,Ω)α∈Φ, T
∗
Ω
)
is quasi-concave and the group
U∗Ω is a normal subgroup of UΩ.
Proof. Since U∗α,Ω ⊂ UΩ for any α ∈ Φ and, by Lemma 3.53, T
∗
Ω ⊂ TΩ, we know that
U∗Ω is a subgroup of UΩ. Moreover, T
∗
Ω normalizes the Uα,Ω for α ∈ Φ since T
∗
Ω is a
subgroup of Tb by Lemma 3.53, which gives (QC3). Let α ∈ Φ be a non-divisible root.
By Lemma 3.55, we have [Uα,Ω, T
∗
Ω] ⊂ U
′
α,Ω ⊂ U
∗
α,Ω. In particular, T
∗
Ω normalizes U
∗
α,Ω.
By Example 3.44, since the families (Uα,Ω)α∈Φ and (U
′
α,Ω)α∈Φ are quasi-concave and since
α ∈ Φ∗Ω ⇔ −α ∈ Φ
∗
Ω, we deduce that the family
(
(U∗α,Ω)α∈Φ, T
∗
Ω
)
satisfies axiom (QC1).
Now, consider any β ∈ Φ.
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Case β ∈ Φ∗Ω: If β ∈ −R>0α, by Lemma 3.42, we get that [Uα,Ω, U
∗
β,Ω] = [Uα,Ω, U
′
β,Ω] ⊂
U ′α,ΩU
′
−α,ΩT
′
α,Ω ⊂ U
∗
Ω (since [Uα,Ω, U
′
−2α,Ω] ⊂ [Uα,Ω, U
′
−α,Ω] and α is non-divisible). Oth-
erwise, by Lemma 3.43(QC2’), we get that [Uα,Ω, U
∗
β,Ω] = [Uα,Ω, U
′
β,Ω] ⊂
∏
γ∈(α,β) U
′
γ,Ω ⊂∏
γ∈(α,β) U
∗
γ,Ω.
Case α, β ∈ Φ \ Φ∗Ω: Then [Uα,Ω, U
∗
β,Ω] = [U
∗
α,Ω, U
∗
β,Ω] ⊂ U
∗
Ω by definition. Moreover, if
β 6∈ −R>0α, we have [U∗α,Ω, U
∗
β,Ω] ⊂
∏
γ∈(α,β) U
∗
γ,Ω since (Uα,Ω)α∈Φ is quasi-concave.
Case β ∈ Φ \ Φ∗Ω and α ∈ Φ
∗
Ω: By Remark 3.57, we know that β 6∈ Rα. Since
U∗β,Ω = Uβ,Ω, we have inclusion [Uα,Ω, U
∗
β,Ω] ⊂ U(α,β),Ω. Let γ = rα + sβ ∈ (α, β) with
r, s ∈ Z>0. By definition, the linear form α is constant on Ω but β is not. Therefore γ is
non-constant so that γ 6∈ Φ∗Ω. Thus for every γ ∈ (α, β), we have Uγ,Ω = U
∗
γ,Ω.
Thus from the three cases, we deduce that axiom (QC2) is satisfied by the family
(U∗α,Ω)α∈Φ and that Uα,Ω normalizes U
∗
Ω since it is generated by T
∗
Ω and the U
∗
β,Ω for β ∈ Φ.
Also does U2α,Ω since it is a subgroup of Uα,Ω. Since Uα,Ω normalizes U
∗
Ω for every α ∈ Φ,
the group UΩ generated by the Uα,Ω also normalizes U
∗
Ω.
3.59 Notation. We denote by GΩ the quotient group UΩ/U
∗
Ω.
For α ∈ Φ, we denote by Uα,Ω the canonical image of Uα,Ω in GΩ.
We denote by TΩ the canonical image of TΩ in GΩ.
For α ∈ Φ∗Ω, we denote by Mα,Ω the canonical image of Mα,λα with λα = −α(x) for
any x ∈ Ω (it does not depend on the choice of x ∈ Ω by definition of Φ∗Ω).
The following Lemma corresponds to part of [BT72, 6.4.23] with a completely different
proof.
3.60 Lemma. For any α ∈ Φ, we have Uα,Ω ⊂ U2α,Ω ⇐⇒ α 6∈ ΦΩ.
Proof. Assume that Uα,Ω 6⊂ U2α,Ω. Suppose, by contradiction that Uα,Ω ⊂ U2αU ′α,Ω. Let
u ∈ Uα,Ω and write it u = vw with v ∈ U ′α,Ω, w ∈ U2α. Then w = v
−1u ∈ Uα,Ω ∩
U2α = U2α,Ω. Since v ∈ U ′α,Ω ⊂ U
∗
Ω, it contradicts the assumption. Hence there exists
u ∈ Uα,Ω \ U2αU ′α,Ω. Let λα = ϕα(u) ∈ Γα. We prove that λα ∈ Γ
′
α. Indeed, let v ∈ U2α.
If, by contradiction, we have ϕα(uv) > ϕα(u), then uv ∈ U
′
α,Ω and therefore u ∈ U
′
α,ΩU2α
which contradicts the definition of u. Thus ϕα(uv) 6 ϕα(u) for every v ∈ U2α and
therefore Uα,ϕα(u) =
⋂
v∈U2α
Uα,ϕα(uv) which means ϕα(u) = λα ∈ Γ
′
α. Now, for any x ∈ Ω,
we have u ∈ Uα,x and therefore −α(x) 6 ϕα(u). But if −α(x) < ϕα(u) for every x ∈ Ω,
then u ∈
⋂
x∈Ω U
′
α,x = U
′
α,Ω which contradicts the definition of u. Thus, there exists an
element y ∈ Ω such that −α(y) = ϕα(u) = λα ∈ Γ
′
α. Finally, α ∈ Φ
∗
Ω since Uα,Ω is not
trivial. Thus for every x ∈ Ω, we have −α(x) = −α(y) = λα ∈ Γ′α which proves α ∈ ΦΩ.
Conversely, let α ∈ ΦΩ ⊂ Φ∗Ω. Then U
∗
α,Ω = U
′
α,Ω by definition. Let u ∈ Uα such that
∀x ∈ Ω, ϕα(u) = −α(x) and ∀v ∈ U2α, ϕα(uv) 6 ϕα(u) given by Lemma 3.47(ii). By
contradiction, suppose that u ∈ U∗α,ΩU2α,Ω. Then we would have some v ∈ U2α,Ω such that
uv ∈ U∗α,Ω = U
′
α,Ω = U
′
α,x for any x ∈ Ω. Thus ϕα(uv) > −α(x) = ϕα(u) which contradicts
the assumption on u. Hence Uα,Ω 6⊂ U∗α,ΩU2α,Ω. This gives Uα,Ω 6⊂ U2α,Ω because if we had
Uα,Ω ⊂ U2α,Ω, then we would have Uα,Ω ⊂ U2α,ΩU∗Ω ∩ Uα. But U
∗
Ω ∩ Uα = U
∗
α,Ω according
to Proposition 3.4(1) since the family
(
(U∗α,Ω)α∈Φ, T
∗
Ω
)
is quasi-concave.
The following theorem summarizes the work of this section and of the previous one.
It corresponds to the last statement of [BT72, 6.4.23], applied to X = TΩ and X
∗ = T ∗Ω.
3.61 Theorem. The system
(
TΩ,
(
Uα,Ω,Mα,Ω
)
α∈ΦΩ
)
is a generating root group datum of
type ΦΩ in GΩ.
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Proof. Axiom (RGD1) is satisfied because if Uα,Ω = 1, then Uα,Ω ⊂ U∗Ω∩Uα = U
′
α,Ω would
contradict the assumption λα ∈ Γ′α in the definition of α ∈ ΦΩ.
Axiom (RGD2) is satisfied because the family (Uα,Ω)α∈Φ is quasi-concave by Example
3.44.
Axiom (RGD3) is a consequence of Lemma 3.60.
Axiom (RGD4) is a consequence of Proposition 3.12.
Axiom (RGD5) is a consequence of Proposition 3.50.
Axiom (RGD6) is a consequence of Proposition 3.4.
It is a generating root group datum since the Uα,Ω generates UΩ by definition.
4 Parahoric subgroups and Bruhat decomposition
In this chapter, we work under data and notations of 3.22. We assume that the root
system is non-empty. Any statement can be generalized for an empty root system by the
trivial way (G = N = T and AR = {o} when Φ is empty).
4.1 Parahoric subgroups
In this section, we will consider various subsets Ω of AR.
4.1 Notation. For a non-empty subset Ω ⊂ AR, we denote by NΩ the subgroup of G
generated by N˜Ω and Tb (as defined in [BT72, 7.1.3]) and by PΩ (resp. P
′
Ω) the subgroup
of G generated by Tb and UΩ (resp. Tb and U
′
Ω).
4.2 Notation. For any basis ∆ of Φ, we denote by U+∆ (resp. U
−
∆) the subgroup of G
generated by the Uα (resp. U−α) for α ∈ Φ
+
∆.
4.3 Lemma. For any non-empty subset Ω ⊂ AR, any basis ∆ of Φ, we have:
• PΩ ∩N = NΩ = TbN˜Ω = N˜ΩTb;
• PΩ ∩ U
+
∆ = UΩ ∩ U
+
∆ ;
• PΩ ∩ U
−
∆ = UΩ ∩ U
−
∆ ;
• PΩ = (PΩ ∩ U
+
∆)(PΩ ∩ U
−
∆)(PΩ ∩N) = TbUΩ.
Proof. Since Tb ⊂ N normalizes UΩ, it normalizes N˜Ω = N ∩ UΩ so that NΩ = TbN˜Ω =
N˜ΩTb and PΩ = UΩTb = (UΩ ∩ U
+
∆)(UΩ ∩ U
−
∆)N˜ΩTb according to example 3.44(3).
Let p ∈ PΩ and write it as p = uvn with n ∈ N˜ΩTb ⊂ N , u ∈ UΩ∩U
+
∆ and v ∈ UΩ∩U
−
∆ .
If p ∈ N , then pn−1 = uv gives p = n by spherical Bruhat decomposition [BT72, 6.1.15(c)].
Thus N ∩ PΩ = NΩ. If p ∈ U
+
∆ , then n = v
−1(u−1p) ∈ U−∆U
+
∆ . Thus n = 1 by [BT72,
6.1.15(c)] again and u−1p = v ∈ U−∆ ∩ U
+
∆ = {1} by (RGD6). Thus p = u and therefore
PΩ ∩ U
+
∆ = UΩ ∩ U
+
∆ . By an analogous method, we get that PΩ ∩ U
+
∆ = UΩ ∩ U
−
∆ .
4.4 Notation. We denote by:
N̂Ω = {n ∈ N, ∀x ∈ Ω, ν(n)(x) = x}
the pointwise stabilizer of Ω in N and by P̂Ω (resp. P̂
′
Ω) the subgroup of G generated by
UΩ (resp. U
′
Ω) and N̂Ω. The group P̂Ω is called the parahoric subgroup of Ω in G. It is
constructed to be the pointwise stabilizer of Ω in G (see Lemma 5.5).
4.5 Fact. If Ω′ ⊂ Ω ⊂ AR are two non-empty subsets, then UΩ is a subgroup of UΩ′.
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Proof. For α ∈ Φ, we have Uα,Ω =
⋂
x∈Ω Uα,x ⊂
⋂
x∈Ω′ Uα,x = Uα,Ω′. Thus UΩ ⊂ UΩ′ since
these groups are respectively generated by the Uα,Ω, Uα,Ω′ for α ∈ Φ.
4.6 Remark. As a consequence, the same inclusions hold for groups N˜Ω = N ∩ UΩ, TΩ =
T ∩ UΩ, PΩ = TbUΩ, NΩ = N ∩ PΩ, N̂Ω being the pointwise stabilizer of Ω in N , and
finally P̂Ω = N̂ΩUΩ.
4.2 Action of N on parahoric subgroups
The action of N on AR can be compared with the action of N on V ∗ as follows:
4.7 Lemma. For any α ∈ Φ, any n ∈ N and any x ∈ Ω, we have:
vν(n)(α)(x− o) = α(ν(n−1)(x)− ν(n−1)(o)).
Proof. We know that ν(N) is contained in the subgroup of AffZ(AR) generated by the rβ,µ
for β ∈ Φ and µ ∈ R and that vν(Mβ) = {rβ} by (CA1) and [BT72, 6.1.2(10)]. Moreover,
N is generated by the Mβ for β ∈ Φ. Thus, it suffices to prove that for any x ∈ AR, any
β ∈ Φ and any µ ∈ R, we have:
rβ(α)(x− o) = α(r
−1
β,µ(x)− r
−1
β,µ(o)).
Note that r−1β,µ = rβ,µ. For any x ∈ AR, we have:
rβ,µ(x)− rβ,µ(o) = (x− (β(x− o) + µ)β
∨)− (o− (β(o− o) + µ)β∨)
=x− o− β(x− o)β∨
Hence
α (rβ,µ(x)− rβ,µ(o)) = α(x− o)− α(β
∨)β(x− o) = rβ(α)(x− o).
4.8 Lemma. For any n ∈ N and any α ∈ Φ, we have nUα,Ωn−1 = Uvν(n)(α),ν(n)(Ω) and
nU ′α,Ωn
−1 = U ′vν(n)(α),ν(n)(Ω).
Proof. Let x ∈ Ω. We have nUα,xn−1 = Uvν(α),−α(x−o)+α(ν(n−1)(o)−o) according to Corol-
lary 3.21. But −α(x − o) + α(ν(n−1)(o) − o) = α(ν(n−1)(o) − ν(n−1) ◦ ν(n)(x))) =
−vν(n)(α)(ν(n)(x)− o) according to Lemma 4.7. Thus nUα,xn−1 = Uvν(n)(α),ν(n)(x) by def-
inition. Hence nUα,Ωn
−1 =
⋂
x∈Ω nUα,xn
−1 =
⋂
x∈Ω Uvν(n)(α),ν(n)(x) = Uvν(n)(α),ν(n)(Ω). We
proceed in the same way for U ′α,Ω =
⋂
x∈Ω
⋃
ε>0Uα,−α(x)+ε.
4.9 Proposition. For any n ∈ N , we have nUΩn−1 = Uν(n)(Ω) and nU ′Ωn
−1 = U ′ν(n)(Ω).
Proof. By Lemma 4.8, we have nUα,Ωn−1 = Uvν(n)(α),ν(n)(Ω). Since Uν(n)(Ω) is generated by
the Uβ,ν(n)(Ω) for β ∈ Φ and
vν(Φ) = Φ by definition of root systems, we are done. We
proceed in the same way for U ′Ω.
4.10 Corollary. The group N̂Ω normalizes UΩ and U ′Ω.
Proof. Since ν(n)(Ω) = Ω for any n ∈ N̂Ω, we are done by Proposition 4.9.
4.11 Corollary. For any n ∈ N , we have nP̂Ωn−1 = P̂ν(n)(Ω) and nP̂ ′Ωn
−1 = P̂ ′ν(n)(Ω).
Proof. By definition, nN̂Ωn−1 = N̂ν(n)(Ω) being a pointwise stabilizer in N . We have
P̂Ω = N̂ΩUΩ since N̂Ω normalizes UΩ by Corollary 4.10. Thus, by applying Proposition
4.9, we get that nP̂Ωn
−1 = N̂ν(n)(Ω)Uν(n)(Ω). The same holds for P̂
′
Ω.
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4.12 Corollary. For any non-empty subset Ω ⊂ AR, any basis ∆ of Φ, we have:
• P̂Ω ∩N = N̂Ω;
• P̂Ω ∩ U
+
∆ = UΩ ∩ U
+
∆ ;
• P̂Ω ∩ U
−
∆ = UΩ ∩ U
−
∆ ;
• P̂Ω = (P̂Ω ∩ U
+
∆)(P̂Ω ∩ U
−
∆)(P̂Ω ∩N) = UΩN̂Ω.
Proof. By Corollary 4.10, we have P̂Ω = UΩN̂Ω. Thus, one can conclude as in Lemma 4.3
using [BT72, 6.1.15(c)].
4.13 Corollary. We have N˜Ω ⊂ NΩ ⊂ N̂Ω. In particular, N˜Ω and NΩ fix Ω.
Proof. By definition, we have UΩ ⊂ PΩ ⊂ P̂Ω. Thus, by intersection with N , by Lemma
4.3 and Corollary 4.12, we deduce N˜Ω ⊂ NΩ ⊂ N̂Ω.
4.14 Lemma. The group N̂Ω normalizes T ∗Ω.
Proof. For any α ∈ Φ and any n ∈ N̂Ω, we get that nUα,Ωn−1 = Uvν(n)(α),Ω and nU ′−α,Ωn
−1 =
U ′−vν(n)(α),Ω by Lemma 4.8 since ν(n)(Ω) = Ω. Thus nL
′
α,Ωn
−1 = L′vν(n)(α),Ω. Since N nor-
malizes T , by intersection with T , we get nT ′α,Ωn
−1 = T ′vν(n)(α),Ω. Thus n normalizes T
∗
Ω
since it is generated by the T ′α,Ω for α ∈ Φ and
vν(n)(Φ) = Φ. Hence N̂Ω normalizes
T ∗Ω.
4.15 Proposition. The subset U ′ΩT
∗
Ω is a normal subgroup of P̂Ω.
Proof. Let us recall that T ∗Ω ⊂ TΩ ⊂ Tb by Lemma 3.53. Thus T
∗
Ω normalizes U
′
Ω so that
U ′ΩT
∗
Ω is a subgroup of UΩ = UΩTΩ, therefore of P̂Ω.
Let α ∈ Φ and u ∈ Uα,Ω. By Lemma 3.55, we have [Uα,Ω, T ∗Ω] ⊂ U
′
α,Ω. Thus
uT ∗Ωu
−1 ⊂ U ′ΩT
∗
Ω. By Lemmas 3.42 and 3.43(QC2’), we get that [Uα,Ω, U
′
β,Ω] ⊂ U
′
ΩT
∗
Ω.
Thus uU ′β,Ωu
−1 ⊂ U ′ΩT
∗
Ω. Hence Uα,Ω normalizes U
′
ΩT
∗
Ω for any α ∈ Φ. Therefore UΩ
noramlizes U ′ΩT
∗
Ω.
Moreover, according to Lemma 4.14 and Corollary 4.10, we deduce that N̂Ω and thus
P̂Ω normalizes U
′
ΩT
∗
Ω.
4.16 Proposition. The group N̂Ω normalizes U∗Ω
Proof. We firstly prove that the action of N̂Ω on Φ via vν stabilizes Φ∗Ω. Let α ∈ Φ
∗
Ω
and n ∈ N̂Ω. By definition, there is a constant λα ∈ R such that ∀x ∈ Ω, −α(x) = λα.
For any x ∈ AR, we have vν(n)(α)(x − o) = α(ν(n−1)(x) − ν(n−1)(o)) by Lemma 4.7.
If x ∈ Ω, then nu(n−1)(x) = x so that −vν(n)(α)(x − o) − α(x − ν(n−1)(o)) = −α(x −
o) + α(ν(n−1)(o)− o) = λα + α(ν(n−1)(o) − o). Hence, vν(n)(α) ∈ Φ∗Ω and therefore N̂Ω
stabilizes Φ∗Ω.
Let n ∈ N̂Ω and α ∈ Φ. If α ∈ Φ∗Ω, we have U
∗
α,Ω = U
′
α,Ω by definition. Thus,
by Lemma 4.8, we have nU∗α,Ωn
−1 = U ′vν(n)(α),Ω = U
∗
vν(n)(α),Ω since
vν(n)(α) ∈ Φ∗Ω and
ν(n)(Ω) = Ω. If α 6∈ Φ∗Ω, then we have U
∗
α,Ω = Uα,Ω by definition. Thus, by Lemma 4.8,
we have nU∗α,Ωn
−1 = Uvν(n)(α),Ω = U
∗
vν(n)(α),Ω since
vν(n)(α) 6∈ Φ∗Ω and ν(n)(Ω) = Ω.
Since U∗Ω is generated by the U
∗
α,Ω for α ∈ Φ, we got that n normalizes U
∗
Ω for any
n ∈ N̂Ω.
4.17 Corollary. The group U∗Ω is a normal subgroup of P̂Ω.
Proof. It is a immediate consequence of Proposition 4.16 and Proposition 3.58 since P̂Ω
is generated by N̂Ω and UΩ.
46
4.3 Parahoric subgroups as intersections over their fixed points
We get propositions analogous to that of [BT72, 7.1.4] as follows:
4.18 Lemma. Let ∆ be a basis of Φ with order Φ+∆ in Φ. Let C
v
R,∆ be the vector chamber
over ∆. Then, for any x ∈ AR, we have Ux+Cv
R,∆
⊂ U+∆ . In particular, N˜x+CvR,∆ = {1}
and Nx+Cv
R,∆
= Tb.
Proof. Let Ω = x + CvR,∆. Let v ∈ C
v
Z,∆ so that x + δv ⊂ x + C
v
R,∆ according to Lemma
2.5. Let α ∈ Φ+∆. Thus α(v) ∈ Z>0 by definition of v.
Let ε ∈ R>0. Then y ∈ x+εv ∈ x+δv ⊂ Ω. Moreover, we have α(y) = α(x)+α(εv) =
α(x) + α(v)ε. Hence U−α,Ω ⊂ U−α,y = ϕ
−1
−α([α(x) + α(v)ε,∞]). Since this is true for any
ε > 0 and
⋂
ε>0[α(x) + α(v)ε,∞] =
⋂
ε>0[α(x) + ε,∞] = {∞} (because α(v) ∈ Z>0 and
R is Z-torsion free), we get that U−α,Ω = U−α,∞ = {1}. Thus, UΩ is generated by Uα,Ω
for α ∈ Φ+∆, therefore is a subgroup of U
+
∆ . We conclude by applying Lemma 4.3.
4.19 Lemma. For any basis ∆ of Φ, any positive root α ∈ Φ+∆ and any non-empty subset
Ω ⊂ AR, we have
Uα,Ω+Cv
R,∆
= Uα,Ω+CvR,∆ = Uα,Ω.
Proof. Let v ∈ CvZ,∆ so that α(v) ∈ Z>0. Since Ω + C
v
R,∆ ⊃ Ω + C
v
R,∆ ⊃ Ω + δv, we
have Uα,Ω+CvR,∆ ⊂ Uα,Ω+C
v
R,∆
⊂ Uα,Ω+δv . Thus, it suffices to prove that Uα,Ω+δv ⊂ Uα,Ω ⊂
Uα,Ω+CvR,∆ .
Let u ∈ Uα,Ω+δv . Then for any y ∈ Ω, any ε ∈ R>0, if λ =
1
α(v)
ε, then we have by
definition:
ϕα(u) > −α(y + λv) = −α(x)− ε
since y + λv ∈ Ω + δv. Since this inequality holds for every ε > 0, we get that ϕα(u) >
−α(y). Thus u ∈ Uα,Ω by definition. For any x ∈ Ω + C
v
R,∆, write x = y + z with y ∈ Ω
and z ∈ C
v
R,∆. Then −α(z) 6 0 by definition so that −α(x) 6 −α(y) 6 ϕα(u). Thus,
Uα,Ω ⊂ Uα,Ω+CvR,∆ .
4.20 Proposition. For any non-empty subset Ω ⊂ AR, and any basis ∆ of Φ, we have
PΩ ∩ U
+
∆ = UΩ+CvR,∆ = UΩ+C
v
R,∆
PΩ ∩ U
−
∆ = UΩ−CvR,∆ = UΩ−C
v
R,∆
Proof. On the one hand, we have Ω+CvR,∆ ⊂ Ω+C
v
R,∆ so that UΩ+CvR,∆ ⊂ UΩ+C
v
R,∆
⊂ U+∆
by Lemma 4.18. Hence, UΩ+CvR,∆ and UΩ+C
v
R,∆
are generated by the same subgroups
Uα,Ω+CvR,∆ = Uα,Ω+C
v
R,∆
= Uα,Ω for α ∈ (Φ
+
∆)nd according to Example 3.44 and Lemma
4.19. Thus UΩ+CvR,∆ = UΩ+C
v
R,∆
⊂ PΩ ∩ U
+
∆ .
On the other hand, we have PΩ ∩ U
+
∆ = UΩ ∩ U
+
∆ by Lemma 4.3 and this group is
generated by the Uα,Ω for α ∈ (Φ
+
∆)nd according to Example 3.44. Hence we get the first
equalities.
Since U−∆ = U
+
−∆ and −C
v
R,∆ = C
v
R,−∆, we get the second equalities by applying the
first ones with −∆ instead of ∆.
4.21 Corollary. For any non-empty subset Ω ⊂ AR and any basis ∆ of Φ, we have
PΩ = N˜ΩUΩ+CvR,∆UΩ−C
v
R,∆
= N˜ΩUΩ+Cv
R,∆
UΩ−Cv
R,∆
.
Proof. This is a combination of Proposition 4.20 with Lemma 4.3.
Thus we get, as in [BT72, 7.1.8]:
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4.22 Corollary. For any non-empty subset Ω ⊂ AR and any basis ∆ of Φ, we have
P̂Ω = N̂ΩUΩ+CvR,∆UΩ−C
v
R,∆
= N̂ΩUΩ+Cv
R,∆
UΩ−Cv
R,∆
. Moreover
P̂Ω ∩N =N̂Ω P̂Ω ∩ U
+
∆ = UΩ+CvR,∆ = UΩ+C
v
R,∆
P̂Ω ∩ U
−
∆ = UΩ−CvR,∆ = UΩ−C
v
R,∆
Moreover, PΩ and UΩ are normal subgroups of P̂Ω.
Proof. This is a combination of Proposition 4.20, Corollary 4.10 and spherical Bruhat
decomposition [BT72, 7.1.15(c)].
The previous Proposition 4.20 and Corollary 4.22 enables us to state the following
proposition (see [BT72, 7.1.5]).
4.23 Proposition. Let Ω and Ω′ be two subsets of AR. Let ∆ be any basis of Φ.
(1) If Ω′ ⊂ Ω + C
v
R,∆, then PΩPΩ′ ⊂ N˜ΩU
−
∆UΩ′+CvR,∆N˜Ω′.
(2) If Ω′ ⊂ Ω + C
v
R,∆ and Ω ⊂ Ω
′ − C
v
R,∆, then PΩPΩ′ = N˜ΩUΩ−CvR,∆UΩ′+C
v
R,∆
N˜Ω′.
Proof. According to Corollary 4.21, one can write
PΩPΩ′ = N˜ΩUΩ−CvR,∆UΩ+C
v
R,∆
UΩ′+CvR,∆UΩ′−C
v
R,∆
N˜Ω′ .
Assume that Ω′ ⊂ Ω+C
v
R,∆. Thus Ω
′+C
v
R,∆ ⊂ Ω+C
v
R,∆ so that UΩ+CvR,∆ ⊂ UΩ′+C
v
R,∆
.
Hence PΩPΩ′ = N˜ΩUΩ−CvR,∆PΩ′ . Now, write PΩ′ = UΩ′−C
v
R,∆
UΩ′+CvR,∆N˜Ω′ . Then
PΩPΩ′ = N˜ΩUΩ−CvR,∆UΩ′−C
v
R,∆
UΩ′+CvR,∆N˜Ω′
and, since UΩ−CvR,∆UΩ′−C
v
R,∆
⊂ U−∆ according to Proposition 4.20, we get (1).
Assume, furthermore, that Ω ⊂ Ω′ − C
v
R,∆. Then Ω − C
v
R,∆ ⊂ Ω
′ − C
v
R,∆ so that
UΩ′−CvR,∆ ⊂ UΩ−C
v
R,∆
. Thus
PΩPΩ′ = N˜ΩUΩ−CvR,∆UΩ′+C
v
R,∆
N˜Ω′
Thus, we deduce from Proposition 2.7, as in [BT72, 7.1.6 & 7.1.7]:
4.24 Corollary. For any non-empty subset Ω ⊂ AR and any point x ∈ AR, there is a
basis ∆ of Φ such that
PΩPx ⊂ N˜ΩU
−
∆Ux+CvR,∆N˜x.
Proof. Let y ∈ Ω be any point. By Proposition 2.7, there exists a basis ∆ of Φ such that
x− y ∈ C
v
R,∆. Thus x ∈ y + C
v
R,∆ ⊂ Ω + C
v
R,∆. Thus, by Proposition 4.23(1) applied to
Ω′ = {x}, we have the desired inclusion.
4.25 Corollary. Let x, y ∈ AR. There exists a basis ∆ of Φ such that
PyPx = N˜yUy−CvR,∆Ux+C
v
R,∆
N˜x.
Proof. By Proposition 2.7, there exists a basis ∆ of Φ such that x − y ∈ C
v
R,∆. Then
x ∈ y + C
v
R,∆ ⊂ Ω + C
v
R,∆ and Then y ∈ x − C
v
R,∆ ⊂ Ω + C
v
R,∆. Thus, by Proposition
4.23(2) applied to Ω′ = {x} and Ω = {y}, we have the desired equality.
Finally, we deduce that P̂Ω can be written as an intersection, as in [BT72, 7.1.11]:
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4.26 Proposition. Let Ω ⊂ A, Ω 6= ∅. Then P̂Ω =
⋂
x∈Ω P̂x.
Proof. The inclusion
⋂
x∈Ω P̂x ⊃ P̂Ω is a consequence of the fact Ω 7→ P̂Ω is decreasing.
Let us prove that
⋂
x∈Ω P̂x ⊂ P̂Ω.
Let Ω0 ⊂ AR. We begin by proving that if x ∈ AR, one has P̂Ω0∩P̂x = P̂Ω0∪{x}. Let y ∈
Ω0 and C
v be a vectorial chamber such that y−x ∈ Cv. Then UΩ0+Cv ⊂ Uy+Cv ⊂ Ux+Cv .
Let g ∈ P̂Ω0 ∩ P̂x. Write g = nvu, with n ∈ N̂Ω0 , v ∈ UΩ0−Cv and u ∈ UΩ0+Cv , which
is possible by Corollary 4.22. By Lemma 4.32 and Lemma 4.27, one has Ux+Cv ⊂ P̂x.
Therefore u ∈ P̂x and g−1u ∈ P̂x. Thus nv = n′u′v′, with n′ ∈ N̂x, u′ ∈ Ux+Cv and
v′ ∈ Ux−Cv . Therefore, n′−1n = u′(v′v−1) ∈ U
+
∆Cv
.U−∆Cv (where ∆Cv denotes the basis
of Φ associated to Cv). By [BT72, 6.1.15 c)], n′ = n and by axiom (RGD6), v = v′.
Therefore, n ∈ N̂x ∩ N̂Ω0 ⊂ N̂Ω0∪{x}, v ∈ UΩ0−Cv ∩Ux−Cv and u ∈ UΩ0+Cv ∩ P̂x. Moreover,
by Corollary 4.22 and by Proposition 3.4, one has:
UΩ0−Cv ∩ P̂x ⊂ UΩ0−Cv ∩
(
U−∆Cv ∩ P̂x
)
= UΩ0−Cv ∩ Ux−Cv ⊂ U(Ω0∪{x})−Cv
and symmetrically, UΩ0+Cv ∩ P̂x ⊂ U(Ω0∪{x})+Cv . Therefore P̂Ω0 ∩ P̂x = P̂Ω0∪{x} (by Corol-
lary 4.22).
By induction, we deduce that for each finite subset Ω′ of Ω, one has:
P̂Ω′ =
⋂
x∈Ω′
P̂x.
Let x0 ∈ Ω. Let Fin(Ω, x0) be the set of finite subsets of Ω containing x0. Let g ∈⋂
x∈Ω P̂x. Then for all Ω
′ ∈ Fin(Ω, x0), g ∈
⋂
x∈Ω′ P̂x = P̂Ω′ and thus g ∈
⋂
Ω′∈Fin(Ω,x0)
P̂Ω′.
Let us prove that
⋂
Ω′∈Fin(Ω,x0)
P̂Ω′ ⊂ P̂Ω.
Let g ∈
⋂
Ω′∈Fin(Ω,x0)
P̂Ω′. Since N̂x0 is, by definition the stabilizer of x0 and Tb is the
kernel of the action ν : N → Aff(AR), the quotient group N̂x0/Tb can be identified with
a subgroup of W v which is finite. We write the cosets n1Tb, . . . , nkTb, with k ∈ Z≥0 and
ni ∈ N̂x0 , for all i ∈ J1, kK. Choose a vectorial chamber C
v (for example, Cv = Cvf ).
For Ω′ ∈ Fin(Ω, x0), one can write g = nΩ′uΩ′vΩ′ , with nΩ′ ∈ N̂Ω′ , uΩ′ ∈ UΩ′+Cv and
vΩ′ ∈ UΩ′−Cv . Let
J = {j ∈ J1, kK| ∃Ω′ ∈ Fin(Ω, x0)|∀Ω˜ ∈ Fin(Ω, x0)| Ω˜ ⊃ Ω
′, nΩ˜ /∈ njTb}.
For j ∈ J , we pick Ωj ∈ Fin(Ω, x0) such that for every Ω′ ∈ Fin(Ω, x0) such that
Ω′ ⊃ Ωj, nΩ′ /∈ njTb. Let Ω˜ =
⋃
j∈J Ωj and ℓ ∈ J1, kK be such that nΩ˜ ∈ nℓTb. Then
ℓ ∈ J1, kK \ J .
Let
F = {Ω′ ∈ Fin(Ω, x0)|nΩ′ ∈ nℓTb}.
Then for every Ω′ ∈ Fin(Ω, x0), there exists Ω′′ ∈ F such that Ω′ ⊂ Ω′′ and in particular,
Ω =
⋃
Ω′∈F Ω
′.
Let Ω′ ∈ Fin(Ω, x0). Let Ω′′ ∈ Fin(Ω, x0) be such that Ω′′ ∈ F . As Tb ⊂ N̂Ω′′ , we
deduce that nℓ ∈ N̂Ω′′ ⊂ N̂Ω′. Consequently, nℓ ∈
⋂
Ω′∈Fin(Ω,x0)
N̂Ω′ ⊂ N̂Ω.
For Ω′ ∈ F , write nΩ′ = nℓhΩ′, with hΩ′ ∈ H . Let Ω1,Ω2 ∈ F . Then hΩ1uΩ1vΩ1 =
hΩ2uΩ2vΩ2 and by axiom (RGD6), we deduce that hΩ1 = hΩ2 := h, uΩ1 = uΩ2 := u
and vΩ1 = vΩ2 := v. Then g = nℓhuv. Moreover u ∈
⋂
Ω′∈F UΩ′+Cv ⊂ UΩ+Cv and
v ∈
⋂
Ω′∈F UΩ′−Cv ⊂ UΩ−Cv . Therefore, g = nℓhuv ∈ N̂ΩUΩ+CvUΩ−Cv = P̂Ω (by Corol-
lary 4.21) and hence g ∈ P̂Ω. Consequently,⋂
x∈Ω
P̂x ⊂
⋂
Ω′∈Fin(Ω,x0)
P̂Ω′ ⊂ P̂Ω ⊂
⋂
x∈Ω
P̂x,
which proves the proposition.
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4.4 Subgroups associated to a filter
If E is a set, we denote by P(E) the set of subsets of E . Let X : P(AR) → P(G),
Ω→ XΩ be a decreasing map (for example, X = U,N, P̂ , . . .). If V is a filter on AR, we
set XV =
⋃
Ω∈V XΩ. If XΩ is a subgroup of G for every subset Ω of AR, then XV is a
subgroup of G.
4.27 Lemma. Let V be a filter on AR. Then UV = Ucl(V), N˜V = N˜cl(V) and TV = Tcl(V).
Moreover NV = Ncl(V), PV = Pcl(V) and Uα,V = Uα,cl(V) for every α ∈ Φ.
Proof. As V ⋐ cl(V), one has Ucl(V) ⊂ UV . Let us prove the reverse inclusion. We
first assume that V = Ω is a set. Let u ∈ UΩ. Then by definition of UΩ, there exists
k ∈ Z>0, roots α1, . . . , αk ∈ Φ and elements ui ∈ Uαi,Ω such that u =
∏k
i=1 ui. For
α ∈ Φ, set λα = min{ϕαi(ui), i ∈ J1, kK and αi = α} (one may have λα = ∞). Set
Ω′ =
⋂
α∈ΦDα,λα. For i ∈ J1, kK and x ∈ Dαi,λαi , we have ϕαi(ui) > λαi > −αi(x) so that
ui ∈ Uαi,Dαi,λαi ⊂ Uαi,Ω
′. Hence u ∈ UΩ′ and Ω′ ∈ cl(Ω). Thus u ∈ Ucl(Ω) and therefore,
UΩ = Ucl(Ω).
We no longer assume that V is a set. Let u ∈ UV . Then there exists Ω ∈ V such
that u ∈ UΩ. Therefore, u ∈ Ucl(Ω) and thus there exists Ω′ ∈ cl(Ω) such that u ∈ UΩ′ .
As Ω′ ∈ cl(Ω), Ω′ ∈ cl(V) and thus u ∈ Ucl(V). Hence UV ⊂ Ucl(V), which proves that
UV = Ucl(V).
For any filter V, by definition, we have N˜V =
⋃
Ω∈V N˜Ω =
⋃
Ω∈V N ∩ UΩ = N ∩ UV .
Thus N˜V = N ∩ UV = N ∩ Ucl(V) = N˜cl(V). By the same way, we have TV = Tcl(V) and
Uα,V = Uα,cl(V) for any α ∈ Φ, since UΩ ∩ Uα = Uα,Ω according to Example 3.44.
For any filter V, by definition and Lemma 4.3, we have PV =
⋃
Ω∈V TbUΩ = TbUV .
Thus PV = Pcl(V) and, by intersection with N , we have NV = Ncl(V).
4.28 Remark. As V ⋐ cl(V), one has N̂cl(V) ⊂ N̂V but this inclusion is strict in general.
For instance, if G = PGL(2) and K is a local field, if x is the center of an edge of the
Bruhat-Tits tree, there is an element of N ⊂ G = G(K) permuting the two vertices of
the edge and, therefore, fixing x. The enclosure cl(V) of {x} is the edge and the pointwise
stabilizer of cl(V) cannot exchange the vertices of the edge so that N̂cl(V) 6= N̂V . Thus
P̂cl(V) 6= P̂V in general.
4.29 Remark. Using Example 3.44(3) and Lemma 4.3 we deduce the following decompo-
sitions, when V is a filter on AR:
UV =
(
UV ∩ U
+
∆
) (
UV ∩ U
−
∆
)
(UV ∩N) with UV ∩N = N˜V
PV =
(
PV ∩ U
+
∆
) (
PV ∩ U
−
∆
)
(PV ∩N) with PV ∩N = NV
Indeed, let u ∈ UV . Let Ω ∈ V be such that u ∈ UΩ. Then one can write u = u−u+n, with
u+ ∈ UΩ∩U
+
∆ , u
− ∈ UΩ∩U
−
∆ and n ∈ UΩ∩N and thus u ∈ (UV ∩U
+
∆ )(UV ∩U
−
∆)(UV ∩N).
Thus UV ⊂ (UV ∩ U
+
∆)(UV ∩ U
−
∆)(UV ∩N) ⊂ UV and we get similarly the statement with
P .
Recall that given a vector facet F v and a point x ∈ AR, we denote by Fx,F v the germ
of x+ F v at x (see definition in section 2.1.7).
4.30 Proposition. Let Cv be a vector chamber of VR and x ∈ AR. Denote by F = Fx,Cv
the germ of x+ Cv at x. Then, for any basis ∆ of Φ, we have:
• P̂F ∩ Uα = Uα,F for any root α ∈ Φ;
• P̂F ∩N = N̂F = Tb;
• P̂F ∩ U
+
∆ = UF ∩ U
+
∆ ;
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• P̂F ∩ U
−
∆ = UF ∩ U
−
∆ ;
• P̂F = (P̂F ∩ U
+
∆)(P̂F ∩ U
−
∆)(P̂F ∩N).
Proof. Let α ∈ Φ+∆ and Ω ∈ F . According to Corollary 4.12 and Example 3.44, we have
P̂Ω ∩ Uα = UΩ ∩ Uα = Uα,Ω since Uα is a subgroup of U
+
∆ by definition. Thus
P̂F ∩ Uα =
(⋃
Ω∈F
P̂Ω
)
∩ Uα =
⋃
Ω∈F
P̂Ω ∩ Uα =
⋃
Ω∈F
Uα,Ω = Uα,F
and we proceed in the same way for α ∈ Φ−∆.
According to Corollary 4.12, we have
P̂F ∩ U
+
∆ =
⋃
Ω∈F
P̂Ω ∩ U
+
∆ =
⋃
Ω∈F
UΩ ∩ U
+
∆ = UF ∩ U
+
∆
and the same is for U−∆ . Let Ω ∈ F . There exists ε > 0 such that Ω ⊃ B(0, ε)∩ (x+ C
v).
Since N̂Ω is the pointwise stabilizer of Ω and, for any α ∈ Φ, the affine map α is non-
constant on Ω, there exists no λ ∈ R such that rα,λ fixes Ω pointwise. Thus ν(N̂Ω) is
trivial and, therefore, N̂Ω = Tb. Hence
P̂F ∩N =
⋃
Ω∈F
P̂Ω ∩N =
⋃
Ω∈F
N̂Ω = Tb = N̂F .
Finally, if p ∈ P̂F , there exists Ω ∈ F such that p ∈ P̂Ω. By Corollary 4.12,
p ∈
(
P̂Ω ∩ U
+
∆
)(
P̂Ω ∩ U
−
∆
)(
P̂Ω ∩N
)
⊂
(
P̂F ∩ U
+
∆
)(
P̂F ∩ U
−
∆
)(
P̂F ∩N
)
.
Hence P̂F =
(
P̂F ∩ U
+
∆
)(
P̂F ∩ U
−
∆
)(
P̂F ∩N
)
.
4.31 Corollary. Let x ∈ AR and Cv be a vector chamber of VR. Consider the sector
Q = x+Cv and the filter F = Fx,C be the germ of Q at x. Then P̂Q = PQ and P̂F = PF .
The following three statements are intended to prove an analogous to [BT72, 7.2.6]
4.32 Lemma. Suppose that R = RQ. Let x ∈ AR and F v ⊂ VR be a vector facet. Then
{x} ⋐ cl (Fx,F v).
More generally, write F v = F vR(∆,∆P ), where ∆ is a basis of Φ and ∆P ⊂ ∆. Let ∆˜
be a set such that ∆ ⊃ ∆˜P ⊃ ∆P . Set F˜ v = F v(∆, ∆˜P ). Then cl (Fx,F v) ⋑ Fx,F˜ v.
Proof. Let Ω ∈ cl (Fx,F v). By definition, there exists ε > 0 and values λα ∈ Γα ∪ {∞}
such that Ω ⊃
⋂
α∈ΦDα,λα ⊃ B(x, ε) ∩ (x + F
v). By definition, there exists a basis ∆ of
Φ and a subset ∆P of ∆ such that F
v = F vR(∆,∆P ). If ∆P = ∆, then F
v = 0 and we
have x ∈ Ω.
We now assume that ∆P 6= ∆. Let v ∈ F vZ(∆,∆P ). Then |v| :=
∑
w∈W (Φ) |w ·v|1 ∈ Z>0
since 0 6∈ F vZ(∆,∆P ) by assumption on ∆P .
Let λ ∈ R>0. Then λv ∈ δv and thus λv 6= 0. Suppose moreover that 0 < |v|λ < ε.
Then y := x + λv ∈ B(x, ε) ∩ (x + δv) ⊂ B(x, ε) ∩ (x + F v) by Lemma 2.5. Let
α ∈ Φ. Then −α(y) = −α(x) − λα(v) 6 λα since y ∈ Dα,λα. If α(v) ∈ Z60, then
λα + α(x) > −α(v)λ > 0. Otherwise, α(v) ∈ Z>0 and therefore
λα + α(x) ∈
⋂
λ∈]0, ε
|v|
[
[−λα(v),∞[=
⋂
λ∈]0, ε
|v|α(v)
[
[−λ,∞[.
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Let µ ∈ R<0. If µ < −ε, then µ /∈ [−
ε
|v|α(v)
,∞[. If µ > −ε, then µ /∈ [− −µ
2|v|α(v)
,∞[.
Consequently
⋂
λ∈]0, ε
|v|α(v)
[[−λ,∞[⊂ R≥0 and hence λα + α(x) > 0. As this is true for
every α ∈ Φ, we deduce that x ∈ Ω, which proves that {x} ⋐ cl(Fx,F v).
Let now ∆˜ be a set such that ∆ ⊃ ∆˜P ⊃ ∆P and F˜ v = F vR(∆, ∆˜P ). Let Ψ =
Φ ∩
⊕
α∈∆P
Rα, Ψ˜ = Φ ∩
⊕
α∈∆˜P
Rα and X =
⋂
α∈Φ−\Ψ
D˚α,λα. Let λ ∈]0,
1
|v|
ε[ and
y = x+ λv. Let α ∈ Φ− \Ψ. Then y ∈ Ω and α(x) > α(y) > −λα. Therefore x ∈ X . Let
z ∈ X ∩ B(x, ǫ) ∩ (x+ F˜ v). Let α ∈ Φ+. Then α(z) ≥ α(x) ≥ −λα. Let α ∈ Φ−. Then
if α ∈ Ψ˜, α(z) = α(x) ≥ −λα. If α ∈ Φ− \ Ψ˜, then α ∈ Φ− \ Ψ and thus α(z) > −λα.
Therefore z ∈ Ω and hence Ω ⊃ X ∩B(x, ǫ) ∩ (x+ F˜ v). Consequently Fx,F˜ v ⋐ cl(Fx,F v),
which proves the lemma.
4.33 Proposition. Suppose that R = RQ. Let α ∈ Φ, x ∈ AR and F v be a vector facet
in VR. Then
Uα,Fx,Fv ⊆
{
Uα,x if α ∈ Φ
+
F v ⊔ Φ
0
F v
U ′α,x if α ∈ Φ
−
F v .
Proof. By Lemma 4.32, {x} ⋐ cl (Fx,F v), and thus Uα,cl(Fx,Fv) = Uα,Fx,Fv ⊂ Uα,x according
to Lemma 4.27.
By definition, there exists a basis ∆ of Φ and a subset ∆P of ∆ such that F
v =
F vR(∆,∆P ). If ∆P = ∆, then F
v = 0 and we have Φ−F v = ∅: there is nothing to prove.
Suppose now that ∆P 6= ∆ and consider α ∈ Φ
+
F v . Let u ∈ U−α,Fx,Fv . Let Ω ∈ Fx,F v be
such that u ∈ U−α,Ω. Then there exists ε ∈ R>0 such that Ω ⊃ B(x, ε) ∩ (x + F
v). Let
v ∈ F vZ(∆,∆P ). Then |v| :=
∑
w∈W (Φ) |w · v|1 ∈ Z>0 since 0 6∈ F
v
Z(∆,∆P ) by assumption
on ∆P .
Let λ = ε
2|v|
and y = x+ λv. Then y ∈ B(x, ε)∩ (x+ δv) ⊂ B(x, ε)∩ (x+ F v) ⊂ Ω by
Lemma 2.5 and thus ϕ−α(u) > −(−α)(y). Moreover α(λv) > 0, thus ϕ−α(u) > −(−α)(x)
and thus u ∈ U ′−α,x, which proves the Lemma since Φ
−
F v = −Φ
+
F v .
4.34 Corollary. Suppose that R = RQ. Let α ∈ Φ, x ∈ AR and Cv be a vector chamber
in VR. Then
Uα,Fx,Cv =
{
Uα,x if α ∈ Φ
+
Cv
U ′α,x if α ∈ Φ
−
Cv .
Proof. Let α ∈ Φ. If α ∈ Φ+Cv , then we have Uα,x = Uα,x+Cv according to Lemma 4.19.
By definition Uα,x+Cv ⊆ Uα,Fx,Cv and Uα,Fx,Cv ⊆ Ua,x by Proposition 4.33. Thus Ua,x =
Uα,x+Cv = Uα,Fx,Cv .
If α ∈ Φ−Cv , let u ∈ U
′
α,x. For any y ∈ x + C
v, we have α(y − x) < 0 by definition.
Thus ϕα(u) > −α(x). Let ε = ϕα(u) + α(x) > 0. Consider
Ω = x+
(
Cv ∩ α−1
(
]− ε, 0[
))
= x+
(
Cv ∩ D˚α,ε
)
= x+
( ⋂
β∈Φ+
Cv
D˚β,0
)
∩ D˚α,ε.
Then Ω ∈ Fx,Cv as non-empty intersection of open neighbourhoods of x in x+C
v. More-
over, for any y ∈ Ω, we have −ε < α(y − x) < 0. Thus −α(y) < −α(x) + ε = ϕα(u).
Hence u ∈ Uα,Ω ⊂ Uα,Fx,Cv . Therefore U
′
α,x ⊂ Uα,Fx,Cv . Hence Proposition 4.33, we have
Uα,Fx,Cv = U
′
α,x.
4.35 Corollary. Suppose that R = RQ. Let x ∈ AR and C be a vector chamber in VR.
Let ∆ = ∆C . For any ordering of
(
Φ+∆
)
nd
and of
(
Φ−∆
)
nd
, we have
P̂Fx,C =
 ∏
α∈(Φ+∆)nd
Uα,x

 ∏
α∈(Φ−∆)nd
U ′α,x
Tb =
 ∏
α∈(Φ−∆)nd
U ′α,x

 ∏
α∈(Φ+∆)nd
Uα,x
Tb
Proof. It is an immediate consequence of Proposition 4.30 and Corollary 4.34.
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4.5 Iwasawa decomposition
Thus, we obtain the Iwasava decomposition whose proof can be conducted in the same
way as in [BT72, 7.3.1]:
4.36 Theorem (Iwasawa decomposition). Suppose that the totally ordered commutative
pseudo-ring R is equipped with a Q-module structure. Let C, C ′ be two vector chambers
of VR and x ∈ AR. Let F = Fx,C be the germ of C at x. Then
G = UC′NP̂F
and there is a natural one-to-one correspondence
W aff = N/Tb → UC′\G/P̂F .
Proof. In this proof, we denote by U+ = UC′ , by B = P̂F and by Z = U+NB. Let
∆ = ∆C and ∆
′ = ∆C′ and Φ
+
∆, Φ
+
∆′ the associated subsets of positive roots.
First step: rank-one Levi subroups are contained in Z. Let α ∈ Φ be any root.
Let Lα = 〈U−α, Uα, T 〉 and mα = m(u) for some u ∈ Uα \ {1}. By [BT72, 6.1.2(5)], we
recall that Mα = T{1, mα}. By [BT72, 6.1.2(7)], we know that
Lα = UαT ∪ UαTmαUα.
Let Bα = 〈Uα,F , U−α,F , Tb〉. Consider the set Zα = UαMαBα. We want to prove that
Lα ⊂ Zα. The inclusion UαT ⊂ Zα is obvious. Hence, it suffices to prove that mαu ∈ Zα
for any u ∈ Uα since UαT is a group (indeed, the subgroup T normalizes Uα by definition
of Uα).
Suppose that α ∈ Φ+∆ (resp. α ∈ Φ
−
∆). If ϕα(u) > −α(x) (resp. ϕα(u) > −α(x)),
then u ∈ Uα,−α(x) = Uα,F (resp. u ∈ U
′
α,−α(x) = Uα,F) by Corollary 4.34. Thus u ∈ Bα ⊂
Zα. Otherwise, ϕα(u) < −α(x) (resp. ϕα(u) 6 −α(x)) . Write u = v
′mv′′ for some
m ∈ Mα and v′, v′′ ∈ U−α. Write m = tmα for t ∈ T . By axiom (V5bis), we know that
ϕ−α(v
′′) = −ϕα(u) so that ϕ−α(v′′) > −(−α(x)) (resp. ϕ−α(v′′) > −(−α(x))). Thus
v′′ ∈ U ′−α,x = U−α,F (resp. v
′′ ∈ U−α,x = U−α,F) by Corollary 4.34 since −α ∈ −Φ
+
∆ = Φ
−
∆
(resp. −α ∈ Φ+∆ = −Φ
−
∆). Hence mαu = mαv
′tm−1α v
′′ = (mαv
′m−1α )︸ ︷︷ ︸
∈Uα
(mαtm
−1
α )︸ ︷︷ ︸
∈T
v′′ ∈ Zα.
Second step: Z is stable by left multiplication by root groups of simple roots
with respect to C ′. Let α ∈ ∆′ and Vα = 〈Uβ | β ∈ Φ
+
∆′ \ {α}〉. We recall that Vα is
normalized by Uα and U−α by axiom (RGD2) and that U
+
∆′ = VαUα = UαVα by [BT72,
6.1.6]. Hence
U−αZ = U−αVαU−αNB = VαU−αUαNB ⊂ VαLαNB.
But since Lα ⊂ Zα, we have
U−αZ ⊂ VαUαT{1, mα}BαNB.
On the one hand, since Bα ⊂ UαU−αN by Remark 4.29, we get
VαUαT{1}BαNB ⊂U
+TUαU−αNB
=U+TU−αNB
On the other hand, since Bα ⊂ U−αUαN by Remark 4.29, we get
VαUαT{mα}BαNB ⊂U
+TmαU−αUαNB
=U+TmαU−αm
−1
α mαUαm
−1
α NB
=U+TUαU−αNB
=U+TU−αNB
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Hence U−αZ ⊂ U+TU−αNB.
To conclude, we want to show that U−αN ⊂ Z. Consider any u ∈ U−α and any n ∈ N .
Let v = n−1un. Then v ∈ Uβ with β = vν(n−1)(−α). From the first step applied to β, we
get that since v ∈ L−β, we have
un = nv ∈nU−βT{1, mβ}B−β
⊂ nU−βn
−1nNB
= UαNB
⊂ Z
Hence U−αZ ⊂ U+TZB = U+TU+NBB = U+NB = Z.
Third step: Z contains a generating subset of G. Z is stable by left multiplication
by U−α for α ∈ ∆C′, by Uα for α ∈ Φ
+
∆′ and by T .
Since these groups generate G, we deduce that G = Z. Indeed, let H the group
generated by the Uα for α ∈ Φ, by U−α for α ∈ ∆ and by T . For any α ∈ ∆, the element
mα belongs to Lα and since W is a Coxeter group generated by the mα for α ∈ ∆, the
group N is contained in H . Thus for any β ∈ Φ−, there exist a root α ∈ Φ and an element
n ∈ N such that the root group Uβ = nUαn−1 is contained in H . Since the root group
datum is generating, we deduce that H = G.
Fourth step: determination of double cosets From the equality G = Z = U+∆′NP̂F ,
we deduce a natural surjective map:
N → U+∆′\G/P̂F
n 7→ U+∆′nP̂F
Let n, n′ ∈ N such that n′ ∈ U+∆′nP̂F . Denote C
′′ = n−1 · C ′ another vector chamber.
Then
(n′)−1n ∈P̂Fn
−1U+∆′n
= P̂FU
+
n−1·C′ by [BT72, 6.1.2(10)]
= P̂FU
+
∆′′
= Tb
(
U−∆′′ ∩ P̂F
)
U+∆′′ by Proposition 4.30
=
(
U−∆′′ ∩ P̂F
)
TbU
+
∆′′
Hence, by [BT72, 6.1.15(c)], the element (n′)−1n is sent onto the double cosets of U−∆′′\G/U
+
∆′′
arising from some element in Tb and therefore (n
′)−1n ∈ Tb. Hence, it induces a bijection
N/Tb → U
+
∆′\G/P̂F .
4.6 Bruhat decomposition
4.37 Notation. Given a point x ∈ AR and a vector chamber C of VR, we denote by Fx,C
the germ at x of the sector x+ C.
In the following theorem, we generalize the affine Bruhat decomposition [BT72, 7.3.4].
In the particular case where G = G(K) for a split reductive group G over a 2-local field
K, this is a particular case of [Kap01, Proposition (1.2.3)].
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4.38 Theorem. Suppose that the totally ordered commutative pseudo-ring R is equipped
with a Q-module structure. Let C,C ′ be two vector chambers of VR and x, x′ ∈ AR be two
points. Then
G = P̂Fx,CNP̂Fx′,C′
and there is a natural one-to-one correspondence
N/Tb → P̂Fx,C\G/P̂Fx′,C′
4.39 Notation. Let C,C ′ be two vector chambers of VR and x, x
′ ∈ AR be two points.
We denote by Q = x + C and Q′ = x′ + C ′ the corresponding sectors in AR. Denote by
∆ = ∆C and ∆
′ = ∆C′ respectively the bases of Φ defining C = C
v
R,∆ and C
′ = CvR,∆′.
According to Proposition 2.7, there is a unique w ∈ W (Φ) such that x′ − x ∈ C
v
w(∆)
and Cvw(∆) ∩ (x
′ − x + C ′) 6= ∅. We denote it by w(x, C, x′, C ′) = w. We also denote by
ℓ(x, C, x′, C ′) the length of w in the Coxeter system (W (Φ), (rα)α∈∆).
We denote by ∆′′ = w(∆), by C ′′ = Cvw(∆) and by Q
′′ = x + C ′′ so that x′ ∈ Q′′ and
Q′ ∩Q′′ 6= ∅.
Note that the uniqueness of w ∈ W (Φ) and the simple transitivity of the action of
W (Φ) imply that ∆′′, and therefore C ′′, is uniquely determined by x, x′, C ′. We denote it
by C(x, x′, C ′) = C ′′.
4.40 Lemma. Let x ∈ AR and C a vector chamber of VR. Then for any n ∈ N , we have
nP̂Fx,Cn
−1 = P̂Fν(n)(x),vν(n)(C) .
Proof. We have nP̂Fx,Cn
−1 =
⋃
Ω∈Fx,C
nP̂Ωn
−1. By 4.11, we have nP̂Ωn
−1 = P̂ν(n)(Ω).
Moreover, we have {ν(n)(Ω), Ω ∈ Fx,C} = Fν(n)(x),vν(n)(C) since ν(n)(x+ C) = ν(n)(x) +
vν(n)(C) by definitions. Thus nP̂Fx,Cn
−1 =
⋃
Ω∈Fν(n)(x),vν(n)(C)
P̂Ω = P̂Fν(n)(x),vν(n)(C) .
We follow the proof given by Bruhat and Tits. It relies on the following technical
Lemma from [BT72, 7.3.6]. In our context, the notion of half-line is not obvious but it
has been given in Definition 2.3 so that for a well-chosen v ∈ VZ, given by Lemma 2.4 one
can follow word by word the proof given by Bruhat and Tits, since all the intermediate
results have been generalized.
4.41 Lemma. Suppose that R is equipped with a Q-module structure. Let C,C ′ be two
vector chambers of VR and x, x′ ∈ AR be two points. Let g ∈ G and n ∈ N be such that
g ∈ P̂Fx,CnP̂Fx′,C′ . Let ∆ = ∆C the basis of the vector chamber C. Let v ∈ C
v
Z,∆.
(1) Then we have either:
(a) g ∈ P̂Fz,CnP̂Fx′,C′ for any z ∈ x+ δv or
(b) there exist a value λ ∈ R>0 and an element n′ ∈ N such that:
i. g ∈ P̂Fz,CnP̂Fx′,C′ for any z = x+ µv with µ ∈]0, λ[,
ii. g ∈ P̂Fy,Cn
′P̂Fx′,C′ with y = x+ λv,
iii. ℓ(y, C, n′ · x′, n′ · C ′) > ℓ(x, C, n · x′, n · C ′).
(2) Moreover, we have g ∈ P̂Fz,CNP̂Fx′,C′ for any z ∈ x+ δv.
Proof of (1). We denote by ∆ = ∆C and by ∆′ = ∆C′ .
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Reduction step: If g ∈ P̂Fx,CnP̂Fx′,C′ , then gn
−1 ∈ P̂Fx,C P̂Fn·x′,n·C′ by Lemma 4.40.
Thus, up to replace g by gn−1 and x′, C ′ by n · x′, n · C ′, we can assume that n = 1.
Let C ′′ = C(x, x′, C ′), ∆′′ = ∆C′′ and Q,Q
′, Q′′ as in Notation 4.39. Denote Ψ− =(
Φ−∆
)
nd
∩Φ−∆′′ and Ψ
+ =
(
Φ−∆
)
nd
∩Φ+∆′′ . Let b ∈ P̂Fx,C . By Corollary 4.35, we can write b
as a product:
b =
 ∏
α∈(Φ+∆)nd
uα
( ∏
α∈Ψ−
uα
)( ∏
α∈Ψ+
uα
)
t
where uα ∈ Uα,x for every α ∈
(
Φ+∆
)
nd
and uα ∈ U ′α,x for every α ∈
(
Φ−∆
)
nd
and t ∈ Tb.
For α ∈ Φ+∆ and z ∈ x + δv, write z = x + λv with λ ∈ R>0. Then, we have
α(z) = α(x+ λv) = α(x) + λα(v) > α(x) with last inequality given by assumption on v.
Thus
uα ∈Uα,Fx,C = Uα,x by Corollary 4.34 since α ∈ Φ
+
∆
= ϕ−1α ([−α(x),+∞]) ⊂ ϕ
−1
α ([−α(z),+∞]) since − α(z) < −α(x)
= Uα,z = Uα,Fz,C by Corollary 4.34 since α ∈ Φ
+
∆
⊂ P̂Fz,C
In the other side, we have uα ∈ Uα,Fx,C ⊂ Uα,x since Uα,Fx,C is either equal to Uα,x or U
′
α,x
by Corollary 4.34 and U ′α,x ⊂ Uα,x. By definition of C
′′, we know that x′ ∈ x + C ′′ = Q′′
and there is some element y ∈ Q′ ∩Q′′. Write y = x′ + v′ ∈ x+C ′′ with v′ ∈ C ′. For any
α ∈ Φ+∆′′ , we have α(x
′)−α(x) > 0 since x′−x ∈ D′′ and α(y−x) = α(x′)+α(v′)−α(x) > 0
since (x′ − x) + v′ ∈ D′′. Hence, if α ∈ Φ+∆′, then
uα ∈ Uα,x = ϕ
−1
α ([−α(x),+∞]) ⊂ ϕ
−1
α ([−α(x
′),+∞]) = Uα,x′ = Uα,Fx′,C′
because Uα,Fx′,C′ = Uα,x′ for α ∈ Φ
+
∆′ by Corollary 4.34. Otherwise, α ∈ Φ
−
∆′ and α(x
′)−
α(x) > −α(v′) > 0. Hence
uα ∈ Uα,x = ϕ
−1
α ([−α(x),+∞]) ⊂ ϕ
−1
α (]− α(x
′),+∞]) = U ′α,x′ = Uα,Fx′,C′
because Uα,Fx′,C′ = U
′
α,x′ for α ∈ Φ
−
∆′ by Corollary 4.34. Thus uα ∈ P̂Fx′,C′ for every
α ∈ Φ+∆′′ and, in particular, for every α ∈ Ψ
+. Therefore, we have
u+ =
 ∏
α∈(Φ+∆)nd
uα
 ∈ ⋂
z∈x+δv
P̂Fz,C and
( ∏
α∈Ψ+
uα
)
t ∈ P̂Fx′,C′ .
Hence, up to replace g by u−1+ g, we can assume that g ∈ uP̂Fx′,C′ for some u =∏
α∈Ψ− uα with uα ∈ Uα,Fx,C = U
′
α,x for α ∈ Ψ
−.
Decomposition step: If u = 1, then the condition (a) is satisfied. In particular, if
C ′′ = −C, then ℓ(x, C, x′, C ′) is maximal by definition of the length in W with respect to
∆D and, in this case, u = 1 since Ψ
− =
(
Φ−∆
)
nd
∩ Φ−∆′′ =
(
Φ−∆
)
nd
∩ Φ+∆ = ∅.
Suppose that u 6= 1 (and therefore C ′′ 6= −C). By assumption on v and R, for
α ∈ Ψ−, we can define λα =
−ϕα(uα)−α(x)
α(v)
since α(v) ∈ Z<0 (since −α ∈ Φ+∆). Because
uα ∈ U ′α,x = ϕ
−1
α (] − α(x),+∞]), we have that −ϕα(uα) − α(x) < 0. Hence λα ∈ R is
positive. By finiteness of Ψ−, there is a maximal element λ = λβ ∈ R>0 for some β ∈ Ψ−.
If we set y = x+ λv ∈ x+ δv, we have that for any α ∈ Ψ−:
α(y) = α(x) + λα(v) > α(x) + λαα(v) = −ϕα(uα)
with equality at least for α = β.
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We firstly prove (1)((b))ii. We have shown that uβ ∈ Uβ,y \ U ′β,y and that uα ∈ Uα,y
for any α ∈ Ψ−. Thus u ∈ Uy. Since U ′y ∩ Uβ = U
′
β,y according to Example 3.44, we
have u ∈ Uy \ U ′y. Since Uβ,y 6= U
′
β,y, we know by Lemma 3.60 that either β ∈ Φy
or 2β ∈ Φy so that, in particular, the image uβ of uβ in Gy is non-trivial. Let C ′′′ =
C(y, x′, C ′) and ∆′′′ = ∆C′′′ . Thus, by Theorem 3.61 and spherical Bruhat decomposition
[BT72, 6.1.15], we know that there are u′ ∈
∏
α∈∆ Uα, u
′′ ∈
∏
α∈∆′′′ Uα and n
′ ∈ Ny such
that u = u′n′u′′. According to Proposition 4.20, one can lift those elements in elements
u′ ∈ Uy+C =
∏
α∈∆ Uα,y, u
′′ ∈ Uy+C′′′ =
∏
α∈∆′′′ Uα,y and n
′ ∈ Ny such that there exists
an element v ∈ U∗y = U
′
y (indeed, y is a point so that Φ
∗
y = Φ by definition) so that
u = vu′n′u′′. Since v ∈ U ′y ⊂ P̂Fy,C , u
′ ∈ Uy+C ⊂ P̂Fy,C and u
′′ ∈ Uy+C′′′ ⊂ P̂Fx′,C′ since
Fx′,C′ ∩ (y+C ′′′) 6= ∅ by construction of C ′′′ = C(y, x′, C ′), we get that u ∈ P̂Fy,Cn
′P̂Fx′,C′ .
We secondly prove (1)((b))i. Consider any value µ ∈]0, λ[ and denote by z = x+ µv.
For any α ∈ Ψ−, since α(v) ∈ Z<0, we have that α(z) = α(x) + µα(v) > α(x) + λα(v) >
−ϕα(uα). Hence uα ∈ U ′α,z ⊂ UFz,C . Hence g ∈ P̂Fz,C P̂Fx′,C′ .
It remains to prove (1)((b))iii.
We firstly prove that ℓ(y, C, n′ · x′, n′ · C ′) > ℓ(x, C, x′, C ′). Let H be the set of
hyperplanes in VR that are kernels of elements in Φ. We know that the length ℓ(w) of an
element w ∈ W is equal to the number of hyperplanes in H separating CvR,∆ and C
v
R,w(∆)
[Bou81, chap. VI § 1, no. 6] and that two vector chambers of VR intersect if and only
the corresponding vector chamber in VR intersect, according to Lemma 2.2. Hence, for
z ∈ AR, the number ℓ(z, C, x′, C ′) is the cardinality of Hz which is the set of elements
H ∈ H such that z+H separates z+C and a neighbourhood of x in x+C ′. But, forH ∈ H,
the set of elements z ∈ AR such that H ∈ Hz is either the open half-space x′ +H + C or
the closed half-space x′ +H + C and its intersection with the open half-line x+ δv is an
(open or closed) half-line. Hence Hy ⊃ Hx so that ℓ(y, C, n′ · x′, n′ · C ′) > ℓ(x, C, x′, C ′).
More precisely, w′ = w(y, C, x′, C ′) is upper than w = w(x, C, x′, C ′) in the sense that
there exists w′′ ∈ W such that w′ = ww′′ with ℓ(w′) = ℓ(w) + ℓ(w′′).
We prove that ℓ(y, C, n′ ·x′, n′ ·C ′) > ℓ(x, C, x′, C ′) whenever n′ ∈ Tb. Indeed, suppose
by contradiction that it is an equality. Then w′ = w and therefore C ′′′ = C ′′. But since
the image u ∈ Gy of u is in the subgroup U
−
∆ ∩ U
−
∆′′ generated by the root groups Uα
for α ∈ Φy ∩ Φ
−
∆ ∩ Φ
−
∆′′ , whereas the image u
′ ∈ Gy (resp. u′′ ∈ Gy) of u′ (resp. u′′) is
contained in U+∆ (resp. U
+
∆′′′) generated by the root groups Uα for α ∈ Φy ∩ Φ
+
∆ (resp.
Φy ∩ Φ
+
∆′′′). If n
′ ∈ Tb and ∆′′ = ∆′′′, then we have u ∈ U
−
∆ ∩ U
−
∆′′ ∩ U
+
∆ · T · U
+
∆′′. In
particular, u = 1 because of axiom (RGD6) of spherical root groups data and [BT72,
6.1.6]. In particular u ∈ U ′y which is a contradiction. As a consequence, when n
′ ∈ Tb, we
have ℓ(y, C, n′ · x′, n′ · C ′) > ℓ(x, C, x′, C ′).
We prove that ℓ(y, C, n′ ·x′, n′ ·C ′) > ℓ(y, C, x′, C ′) with equality if, and only if n′ ∈ Tb.
Since n′ ∈ Ny, we get that w(y,D, n′ · x, n′ ·D′) = ν(n′)w(y, C, x′, C ′). Denote t = ν(n′)
and w′ = w(y, C, x′, C ′). Hence, we want to prove that ℓ(tw′) > ℓ(w′) with equality if,
and only if, t = 1. Let Wy = W (Φy) the Weyl group of the root system Φy and identify it
with a subgroup of W = W (Φ). Any vector chamber of Φy, which is a simplicial cone in
some quotient of VR, can be identified with its inverse image in VR. Let C˜ be the vector
chamber of Φy containing C. Let R (resp. Ry) the generating system of W (resp. Wy) of
reflections with respect to the walls of C (resp. C˜). Let w0 (resp. w
′
0) the longest element
with respect to R (resp. Ry) of W (resp. of Wy). We have w0(C) = −C and w′0(C˜) = −C˜
so that w′0(C˜) ⊃ w0(C).
In the quotient group Gy, consider the minimal parabolic subgroup B associated to
the vector chamber C˜. Write B = T ·
∏
α∈Φy∩Φ
+
∆
Uα. Since w
′(C) = C ′′′, we have Uy+C′′′ ⊂
w′Bw′−1. Since u ∈ Uy−C , we have u ∈ w′0Bw
′−1
0 . Since u ∈ U
′
yUy+Cn
′Uy+C′′′ , we have u ∈
Btw′Bw′−1. Let (rk, . . . , r1) be a reduced decomposition of w
′−1w0 ∈ W with respect to R.
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Then w0 = w
′rk · · · r1 and we know that ℓ(w′) = ℓ(w0)−k [Bou81, chap.VI,§1,no.6cor.3 of
prop.17]. For 1 6 i 6 k − 1, denote wi = w′rk · · · ri+1 and, wk = w′. Then wi = wi+1ri so
that the vector chambers wi(C) and wi+1(C) have a wall Hi in common and the reflection
si with respect to Hi is si = wi+1w
−1
i = wi+1riw
−1
i+1 = wiriw
−1
i .
On the other hand, let w′i be the unique element in Wy such that the chamber w
′
i(C˜)
of Φy contains the chamber wi(C) of Φ. Note that for i = 0, we have w
′
0 equals to the
w′0 previously defined. We have w
′
k = wk = w
′ since w′ ∈ Wy. Finally, the two chambers
w′i(C˜) and w
′
i+1(C˜) are adjoining or equal according to the fact that si belongs or not
to Wy. When si ∈ Wy, we also have that si = w′i+1w
′−1
i . By [BT72, 6.1.15(a)], for any
0 6 i 6 k, there exists a unique w′i ∈ Wy such that Buw
′
iB = Bw
′
iB. Since u ∈ w
′
0Bw
′−1
0 ,
we have w′0 = w
′
0. Since u ∈ Btw
′Bw′−1 and w′k = w
′, we have w′ktw
′.
Let I = J0, k − 1K and let I1 = {i ∈ I, w′i+1 = w
′
i}. For i ∈ I1, we have w
′
i+1 = w
′
i
and w′i+1 = w
′
i. Moreover, we have ever seen that if i 6∈ I1, then we have w
′
i+1w
′−1
i =
wi+1w
−1
i = si. If i 6∈ I1, we observ that r
′
i = w
′−1
i+1w
′
i = w
′−1
i siw
′
i is a reflection with
respect to a wall of C˜: in other words, we have r′i ∈ Ry. From [BT72, 6.1.15] and axiom
(T3) of Tits systems, we therefore deduce that for i 6∈ I1, we have
Bw′i+1B = Buw
′
i+1B = Buw
′
ir
′
iB ⊂ Bw
′
iBR
′
iB ⊂ Bw
′
iB ∪ Bw
′
ir
′
iB.
Hence, we get a partition of I \ I1 in two (possibly empty) subsets:
I2 = {i ∈ I \ I1, w′i+1 = w
′
i} and I3 = {i ∈ I \ I1, w
′
i+1 = w
′
ir
′
i}
so that I = I1 ⊔ I2 ⊔ I3. Finally, we denote wi = w′iw
′−1
i wi for 0 6 i 6 k. Note that we
have w0 = w0 and wk = tw
′w′−1w′ = tw′.
For i ∈ I, define di = wi+1
−1wi = w
−1
i+1w
′
i+1w
′
i+1
−1
w′iw
′−1
i wi.
If i ∈ I1, since w′i+1 = w
′
i and w
′
i+1 = w
′
i, we have di = w
−1
i+1w
′
iw
′
i
−1
w′iw
′−1
i wi =
w−1i+1wi = ri.
If i ∈ I2, since w′i+1 = siw
′
i and wi+1 = siwi, we have di = w
−1
i+1w
′
i+1w
′−1
i wi =
w−1i sisiw
′
iw
′−1
i wi = 1.
If i ∈ I3, then di = w
−1
i+1w
′
i+1w
′
i+1
−1
w′iw
′−1
i wi = w
−1
i+1w
′
i+1r
′
iw
′−1
i wi = w
−1
i+1wi = ri.
As a consequence, we have w0 = w0 = wk (wk
−1wk−1) · · · (w1
−1w0) = wkdk−1 · · · d0 =
tw′
∏
i∈I1⊔I3
ri. Hence ℓ(tw
′) > ℓ(w0) − Card(I1 ⊔ I3) > ℓ(w0) − k = ℓ(w′) and, if this is
an equality, then we necessarily have that I2 = ∅. In that case, w0 = tw0 and therefore
t = 1.
To conclude, if we have ℓ(y, C, n′ · x′, n′ · C ′) > ℓ(y, C, x′, C ′), then ℓ(y, C, n′ · x′, n′ ·
C ′) > ℓ(x, C, x′, C ′) since ℓ(y, C, x′, C ′) > ℓ(x, C, x′, C ′). Otherwise, we have ℓ(y, C, n′ ·
x′, n′ · C ′) = ℓ(y, C, x′, C ′) and n′ ∈ Tb. We have seen that in this case ℓ(y, C, x′, C ′) >
ℓ(x, C, x′, C ′) and therefore we also have that ℓ(y, C, n′ · x′, n′ · C ′) > ℓ(x, C, x′, C ′).
Proof of (2). If g satisfies condition (a), there is nothing to prove. Otherwise, we define
a strictly increasing sequence (λi)i of values in R and a sequence of elements (ni)i in N
by λ0 = 0, n0 = n and for i > 1, while g is in the case (b) when we apply step (1) to
(x+ λi−1v, C), x
′ + C ′ and ni−1 ∈ N , we set λi = λi−1 + λ and ni = n′ where λ > 0 and
n′ ∈ N are both given by (b). At some point k ∈ N, the element g will be in case (a) for
yk = x+λkv and nk since the length in the spherical (hence finite) Weyl group is bounded
so that this process stops. Thus g ∈ P̂Fz,CnkP̂Fx′,C′ ⊂ P̂Fz,CN(K)P̂Fx′,C′ for any z ∈ yk+δv
and for any i ∈ J0, k − 1K we have g ∈ P̂Fz,CniP̂Fx′,C′ ⊂ P̂Fz,CNP̂Fx′,C′ for any z = x+ µv
with µ ∈]λi, λi+1[ and g ∈ P̂Fyi+1,Cni+1P̂Fx′,C′ ⊂ P̂Fyi+1,CNP̂Fx′,C′ for yi+1 = x+ λi+1v. We
get the result from the decomposition R>0 =
(
k⊔
i=0
]λi, λi+1[⊔{λi+1}
)
⊔]λk,∞[.
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Since the topology of AR is less usual than the topology of AR, we detail how to
generalize the proof of the affine Bruhat decomposition.
Proof of Theorem 4.38. Let g ∈ G. By Iwasawa Decomposition 4.36 applied to −C and
Fx′,C′, there exist u ∈ U
−
∆ , n ∈ N and u
′ ∈ P̂Fx′,C′ such that g = unu
′. Write u =∏
β∈(Φ+∆)nd
uβ with uβ ∈ U−β for β ∈
(
Φ+∆
)
nd
.
Let v ∈ CvZ,∆ so that β(v) ∈ Z>0 for any β ∈ Φ
+
∆. For β ∈ Φ
+
∆, define λβ = 0 if
ϕ−β(uβ) = ∞ and λβ =
1
β(v)
(
β(x) − ϕ−β(uβ)
)
otherwise. Let λ ∈ R>0 be such that
λ > max{λβ, β ∈ Φ
+
∆} and consider y = x − λv ∈ x − δv. For any β ∈ Φ
+
∆ such that
uβ 6= 1, we have β(v)λ > β(v)λβ = β(x) − ϕ−β(uβ). Thus −β(x − λv) + ϕ−β(uβ) > 0.
Hence we get that uβ ∈ U ′−β,y for any β ∈ Φ
+
∆.
By Proposition 4.30 and Corollary 4.34, we know that U ′β,y ⊂ P̂Fy,C for any β ∈ Φ.
Therefore u ∈ P̂Fy,C . Hence g = unu
′ ∈ P̂Fy,CNP̂Fx′,C′ . Since x = y + λv ∈ y + δv ⊂
y + C according to Lemma 2.5, Lemma 4.41(2) gives that g ∈ P̂Fx,CNP̂Fx′,C′ . Hence,
G = P̂Fx,CNP̂Fx′,C′ .
Now, let n, n′ ∈ N be such that n′ ∈ P̂Fx,CnP̂Fx′,C′ . Let x
′′ = ν(n′)(x′) and C ′′ =
vν(n′)(C ′) so that n′P̂Fx′,C′ (n
′)−1 = P̂Fx′′,C′′ according to Lemma 4.40. Let n
′′ = n(n′)−1.
Then 1 ∈ P̂Fx,Cn
′′P̂Fx′′,C′′ which gives n
′′ ∈ P̂Fx,C P̂Fx′′,C′′ . By Proposition 4.30 and Re-
mark 4.29, we have P̂Fx,C = PFx,C and P̂Fx′′,C′′ = PFx′′,C′′ . By Lemma 4.27, we have
PFx,C = Pcl(Fx,C) and PFx′′,C′′ = Pcl(Fx′′,C′′ ).
Let C(3) = C(x, x′′, C ′′) (see Notation 4.39) so that (x + C(3)) ∩ (x′′ + C ′′) 6= ∅ and
x′′ ∈ x+C(3). Let X = {Ω′′ ∈ Fx′′,C′′| Ω′′ ⊂ x+C(3)}. Then X ⊂ Fx′′,C′′ (as sets of subsets
of AR) and thus PFx′′,C′′ ⊃
⋃
Ω′′∈X PΩ′′. Let y ∈ (x+C
(3))∩(x′′+C ′′). Then by Lemma 2.17,
cl({x′′, y}) ⋑ Fx′′,C′′. Moreover x+C(3) ∈ cl({x′′, y}) and thus Fx′′,C′′ ⋐ x+C(3). In other
words, x+C(3) ∈ Fx′′,C′′ . Therefore, for every Ω˜′′ ∈ Fx′′,C′′, there exists Ω′′ ∈ X such that
Ω˜′′ ⊃ Ω′′ (one can take Ω′′ = Ω ∩ (x+ C(3)) for example). Consequently,
PFx′′,C′′ =
⋃
Ω′′∈X
PΩ′′.
Let Ω ∈ cl(Fx,C) and Ω
′′ ∈ X . Set Ω′ = Ω ∩ (Ω′′ − C(3)). By Lemma 4.32, x ∈ Ω,
x′′ ∈ Ω′′ and thus x ∈ Ω′ (since x′′ ∈ x+ C(3)). Therefore
Ω′ ⊂ Ω′′ − C(3) and Ω′′ ⊂ x+ C(3) ⊂ Ω′ + C(3).
Using Proposition 4.23(2), we get that PΩ′PΩ′′ ⊂ NΩ′UΩ′−C(3)UΩ′′+C(3)NΩ′′ . By Propo-
sition 4.30, we have NΩ′ = NΩ′′ = Tb. By Proposition 4.20, we have UΩ′−C(3) ⊂ U
−
∆(3)
and
U
Ω′′+C(3)
⊂ U+
∆(3)
, where ∆(3) is the base associated to C(3) Thus PΩPΩ′′ ⊂ PΩ′PΩ′′ ⊂
U−
∆(3)
TbU
+
∆(3)
for every Ω ∈ Fx,C and every Ω′′ ∈ X . Hence n′′ ∈ P̂Fx,C P̂Fx′′,C′′ =
Pcl(Fx,C )
⋃
Ω′′∈X PΩ′′ ⊂ U
−
∆(3)
TbU
+
∆(3)
. By [BT72, 6.1.15], we get that n′′ ∈ Tb. Hence
n′ ∈ nTb. This provides the correspondence between the quotient group N/Tb and the
double cosets P̂Fx,C\G/P̂Fx′,C′ .
5 Building associated to a valued root group datum
Let VR be a finite dimensional R-vector space and let Φ ⊆ V ∗R be a root system that
such V ∗R = 〈Φ〉R. Let VZ be the free Z-submodule of VR spanned by Φ
∨. Let R be a nonzero
totally ordered commutative pseudo-ring such that RQ = R. Let A be an R-affine space
59
with some origin o and underlying R-module VR := VZ ⊗Z R. Let G be a group and let
(T, (Uα)α∈Φ, (Mα)α∈Φ, (ϕα)α∈Φ) be a generating R-valued root group datum of G of type
Φ. Denote by N the subgroup of G that is generated by the Mα for α ∈ Φ, and assume
that we are given a compatible action ν : N → AffZ(A) of N on A. We adopt all the
notations that have been introduced in sections 3 and 4 and that are associated to the
data we are given.
Under these assumptions, we can define the following relation on G× A:
(g, x) ∼ (h, y)⇔ ∃n ∈ N,
{
y = ν(n)(x),
g−1hn ∈ Ux.
This relation is reflexive and symmetric. Moreover, for any (g1, g2, g3) ∈ G and (x1, x2, x3) ∈
A, if we can find n12, n23 ∈ N such that
x2 = ν(n12)(x1),
x3 = ν(n23)(x2),
g−11 g2n12 ∈ Ux1,
g−12 g3n23 ∈ Ux2,
then: {
x3 = ν(n23n12)(x1),
g−11 g3n23n12 ∈ g
−1
1 g2Ux2n12 ⊆ Ux1n
−1
12 Ux2n12 = Ux1
where the last equality is given by Proposition 4.9. Hence ∼ is an equivalence relation on
G× A.
5.1 Definition. The R-building associated to the datum:
(G, T, (Uα)α∈Φ, (Mα)α∈Φ, (ϕα)α∈Φ, ν)
is the quotient:
I (G, T, (Uα)α∈Φ, (Mα)α∈Φ, (ϕα)α∈Φ, ν) := (G× A)/ ∼ .
To simplify notations, we will denote it I(G) in the rest of this paragraph.
We denote by [g, x] the class in I(G) of (g, x) ∈ G× A.
The group G then acts on I(G) by:
g · [h, x] := [gh, x].
5.2 Lemma. The map:
i : A→ I(G)
x 7→ [1, x]
is injective.
Proof. Let x, y ∈ A such that i(x) = i(y). We can then find n ∈ N ∩ Ux = N˜x such that
y = ν(n)(x). By Corollary 4.13, we deduce that x = y.
5.3 Fact. For any n ∈ N and any x ∈ A, we have n · [1, x] = [n, x] = [1, ν(n)(x)]. In
particular, the subgroup N stabilizes i(A).
In particular, we identify A with the subset i(A) of I(G). More generally, we identify
any subset Ω of A with the subset i(Ω) of I(G).
60
5.4 Definition. An apartment of I(G) is a subset of I(G) of the form:
A = g · A = {[g, x], x ∈ A}
for some g ∈ G, endowed with the set Isom(A, A) of bijections ι : A → A given by
ι : x 7→ [g, ν(n)(x)] for some n ∈ N .
A local face (resp. local chamber) of I(G) is a filter on I(G) of the form:
F = g · germx(x+ F
v) = {g · Ω, Ω ∈ germx(x+ F
v)}
for some g ∈ G, some x ∈ A and some vector face (resp. vector chamber) F v in VR.
5.5 Lemma. [see [BT72, 7.4.4]] Let Ω be a non-empty subset of A. The group P̂Ω is the
pointwise stabilizer of Ω in G.
In particular, for any filter V on A, the group P̂V fixes V.
Proof. If Ω = {x} is a single point and g ∈ G, then
[1, x] = g · [1, x]⇐⇒ ∃n ∈ N,
{
x = ν(n−1)(x)
gn−1 ∈ Ux
⇐⇒ ∃n ∈ N̂x, g ∈ Uxn
since N̂x is, by definition, the stabilizer of x in N . Thus, the stabilizer of x in G is UxN̂x,
which is P̂x by Corollary 4.12. Hence, Proposition 4.26 gives that P̂Ω is the pointwise
stabilizer of Ω.
5.6 Proposition. (see [BT72, 7.4.8]) The set I satisfies (A2). More precisely, let g ∈ G.
Then:
1. there exists n ∈ N such that g−1 · x = n · x for all x ∈ A ∩ g · A.
2. A ∩ g · A is enclosed.
Proof. We may assume that Ω := A ∩ g.A is nonempty. Let X be the set of subsets
Ω˜ ⊂ Ω such that g.N ∩ P̂Ω˜ 6= ∅. By definition of I(G), X contains {x}, for all x ∈ Ω. Let
Ω1 ∈ X , x2 ∈ Ω and n1, n2 ∈ N be such that gn1 ∈ P̂Ω1 and gn2 ∈ P̂{x2}. Let us prove
that Ω1 ∪ {x2} ∈ X .
By Corollary 4.24, there exists a vector chamber Cv ⊂ VR such that n
−1
1 n2 ∈ P̂Ω1.P̂x2 ⊂
N̂Ω1.U
−
Cv .U
+
Cv .N̂x2 (we used the relations P̂Ω1 = N̂Ω1PΩ1 and P̂x2 = Px2N̂x2 from Lemma 4.3
and Corollary 4.12). Therefore, there exists n′1 ∈ N̂Ω1 and n
′
2 ∈ N̂x2 such that n
′−1
1 n
−1
1 n2n
′
2 ∈
N ∩ U−CvU
+
Cv = {1} by [BT72, 6.1.15(c)]. Set n = n1n
′
1 = n2n
′
2. Then gn ∈ P̂Ω1 ∩ P̂x2 =
P̂Ω1∪{x2} (by Proposition 4.26). Consequently, Ω1 ∪ {x2} ∈ X and by induction, every
nonempty finite subset of Ω is in X .
The group N/Tb is finite. Indeed, N̂x0 is by definition the stabilizer of x0 and Tb is the
kernel of the action ν : N → AffZ(A). Thus the quotient group N̂x0/Tb can be identified
with a subgroup of W v which is finite. Write N/Tb = {n1Tb, . . . , nkTb}, with k ∈ Z≥0
and n1, . . . , nk ∈ N . Choose x0 ∈ Ω. Let Fin(Ω, x0) be the set of finite subsets Ω˜ of
Ω such that x0 ∈ Ω˜. Let J be the set of elements of j ∈ J1, kK such that there exists
Ωj ∈ Fin(Ω, x0) such that gnj /∈ P̂Ωj . Let Ω˜ =
⋃
j∈J Ωj . Then Ω˜ ∈ Fin(Ω, x0). Moreover,
if j ∈ J , gnj /∈ P̂Ωi ⊃ P̂Ω˜. Let i ∈ J1, kK be such that gni ∈ P̂Ω˜. Then i /∈ J and thus
for all Ω′ ∈ Fin(Ω, x0), gni ∈ P̂Ω′ . In particular, for all x ∈ Ω, gni ∈ P̂x. Consequently,
gni ∈
⋂
x∈Ω P̂x = P̂Ω (by Proposition 4.26) and thus for all x ∈ Ω, g
−1.x = ni.x.
It remains to prove that Ω is enclosed. Let g˜ = gni. Then g˜ · A ∩ A = g · A ∩ A = Ω.
Moreover, g˜ ∈ P̂Ω and thus there exists n˜ ∈ N̂Ω such that p := n˜g˜ ∈ PΩ. By Lemma 4.27,
PΩ = Pcl(Ω): there exists Ω
′ ∈ cl(Ω) such that p ∈ PΩ′ . Then for x ∈ Ω′, one has
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g˜.x = n˜−1p.x = n˜−1.x ∈ A and thus g˜.x ∈ Ω for all x ∈ Ω′. Let y ∈ Ω′. Then g˜.y ∈ Ω
and thus g˜g˜.y = g˜.y. Consequently, g˜.y = y and thus y ∈ Ω. Therefore, Ω′ ⊂ Ω and thus
Ω = Ω′ ∈ cl(Ω): Ω is enclosed, which proves the proposition.
5.7 Remark. Let x ∈ I(G) and Q∞ be a sector-germ at infinity. Then by Lemma 5.10,
there exists an apartment A containing x and Q∞. Let Q ⊂ A be a sector whose germ at
infinity is Q∞. Then we denote by x+Q∞ the translate of Q at x. This does not depend
on the choice of A by (A2) (Proposition 5.6).
5.8 Corollary. [see [Lan96, 9.7(i)]] Let Ω be a non-empty subset of A. The group UΩ
acts transitively on the set of apartments of I(G) containing Ω.
Proof. Let A′ an apartment containing Ω and g ∈ G such that A′ = g · A. Let n ∈ N
such that g−1 ·x = n ·x for all x ∈ A∩ g ·A ⊃ Ω as in Proposition 5.6. Hence gn ∈ P̂Ω by
Lemma 5.5. By Corollary 4.12, there exist u ∈ UΩ and n
′ ∈ N̂Ω ⊂ N such that gn = un
′.
Hence A′ = g · A = gn · A = un′ ·A = u · A. This proves the transitivity.
5.9 Corollary (see [BT72, 7.4.10]). The group N is the stabilizer of i(A) in G.
The group Tb is the pointwise stabilizer of i(A) in G.
Proof. We firstly prove that UA = {1}. Let α ∈ Φ. Then Uα,A =
⋂
x∈A Uα,−α(x−o).
Considering the elements x = o+ λα∨ ∈ A for λ ∈ R, we get that
Uα,A ⊂
⋂
λ∈R
Uα,−α(λα∨) = ϕ
−1
α
(⋂
λ∈R
[−2λ,∞]
)
.
But the last intersection is reduced to ∞ since for any ε ∈ R>0 and any µ ∈ R, we have
µ 6∈ [−2(−µ − ε),∞]. Thus Uα,A = ϕ−1α ({∞}) = {1} for any α ∈ Φ. Hence UA = {1}.
Let g ∈ G be such that g · A = A. By Proposition 5.6, there is n ∈ N such that
∀x ∈ A, g−1 · x = n · x. Hence gn ∈ P̂A by Lemma 5.5. Since P̂A = N̂A by Corollary 4.12,
we have that gn ∈ N . Thus g ∈ N . Moreover, since the action of N on A is induced by
that of ν via n · [1, x] = [1, ν(n)(x)], we deduce the result.
5.10 Lemma. (1) Any two local faces are contained in a single apartment of I(G). In
particular, I(G) satisfies axioms (A3) and (GG).
(2) Any two sector-germs are contained in a single apartment of I(G). In other words,
I(G) satisfies axiom (A4).
(3) If F is a local face and Q∞ is the germ at infinity of a sector, there exists an
apartment containing F and Q∞.
Proof. (1) Consider an element g ∈ G and a local sector-germ germx′′(Q
′′) ⋐ A such
that germx′(Q
′) = g · germx′′(Q
′′). By the Bruhat decomposition 4.38, we can write
g = gxngx′′ with gx ∈ P̂germx(Q), gx′′ ∈ P̂germx′′ (Q′′) and n ∈ N . By Lemma 5.5, we then
have germx(Q) ⋐ gxn ·A and:
germx′(Q
′) = g · germx′′(Q
′′) = gxn · germx′′(Q
′′) ⋐ gxn · A.
(2) Let Q∞ and Q
′
∞ be two sector-germs at infinity in I(G). Since G acts transitively
on the set of apartments in I(G), we may assume that Q∞ ⋐ A. Consider an element
g ∈ G such that Q′∞ = g ·Q∞. Let Φ
+
Q∞
be the set of roots in Φ that are positive on Q∞.
By [BT72, 6.1.15(a)], we can write g = u+nv+ with u+, v+ ∈ UΦ+
Q∞
and n ∈ N . Since u+
and v+ fix Q∞, we then have Q∞ ⋐ u+n · A and:
Q′∞ = g ·Q∞ = u+n ·Q∞ ⋐ u+n · A.
(3) We obtain it similarly as (i), by replacing the Bruhat decomposition by the Iwasawa
decomposition (4.36).
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6 Valuation for quasi-split reductive groups
6.1 Notations and recalls for quasi-split reductive groups
Let K be any field and G be any reductive K-group. Recall that G splits over a finite
Galois extension of K and denote by K˜/K the minimal one [BT84, 4.1.2]. Denote by
G˜ = GK˜ the K˜-group obtained by a base change from K to K˜.
When K is algebraically closed, the theory of structure of reductive groups enables us
to consider Borel subgroups. In general, over an arbitrary field, a reductive group does
not admit any Borel subgroup defined over the ground field and we therefore need to
consider the minimal parabolic subgroups. The intermediate situation is that of quasi-
split reductive groups:
6.1 Proposition-Definition. [BT84, 4.1.1] One says that a reductive K-group G is
quasi-split if it satisfies the following equivalent conditions:
(i) G contains a Borel subgroup defined over K;
(ii) G contains a maximal K-split torus S such that its centralizer ZG(S) is a torus;
(iii) for any maximal K-split torus S of G, its centralizer ZG(S) is a torus.
We will now assume that G is a quasi-split reductive K-group. We provide a choice
of a maximal K-split torus S and a Borel subgroup B such that T = ZG(S) is a maximal
torus of G contained in B. This is always possible [Bor91, 20.5, 20.6 (iii)]. Thus T˜ = TK˜
is a maximal K˜-torus of G˜ containing S˜ = SK˜.
We denote by Φ = Φ(G,S) the root system of G with respect to S and we call it the
relative root system. We denote by Φ˜ = Φ(G˜, T˜) the root system of the split group G˜
with respect to T˜ and we call it the absolute root system.
6.2 Recalls on root groups and their parametrizations
6.2.1 Definition of root groups
Given a basis ∆ of Φ (resp. ∆˜ of Φ˜), we denote Dyn(∆) (resp. Dyn(∆˜)) its Dynkin
diagram. The edges represent orthogonal defects of the basis which will translate defects
of commutativity between root groups. Multiple edges appear between two simple roots
of different lengths and are oriented from the long root to the short root.
Given a reductive K-group G and a maximal K-split torus S, the choice of a minimal
K-parabolic subgroup of G containing ZG(S) is equivalent to the choice of a basis ∆
of the relative root system [BT65, 4.15]. In particular, if G is quasi-split, the choice of
S ⊂ T ⊂ B as before naturally determines a basis ∆˜ = ∆(G˜, T˜, B˜) of Φ˜ = Φ(G˜, T˜) and
a basis ∆ = ∆(G,S,B) of Φ = Φ(G,S).
Recall that root groups of G over K are defined by the following proposition:
6.2 Proposition-Definition ([Bor91, 14.5 & 21.9]). For any root α ∈ Φ, there exists a
unique K-subgroup of G, denoted by Uα, which is closed, connected, unipotent, normal-
ized by ZG(S) and whose Lie algebra is gα + g2α. It is called the root group of G with
respect to α.
If Ψ is a positively closed subset of Φ, then there exists a unique K-subgroup of G,
denoted by UΨ, which is closed, connected, unipotent, normalized by ZG(S) and whose
Lie algebra is
∑
α∈Ψ
gα.
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Note that the definition depends on Φ and, therefore, on the choice of the maximal
split torus S defining T = ZG(S).
Moreover, these root groups satisfy the following proposition:
6.3 Proposition ([Bor91, 21.9]). For any ordering on a positively closed subset Ψ of Φ,
the product map
∏
α∈Ψnd
Uα → UΨ is an isomorphism of K-varieties.
For any pair of non-collinear roots a, b ∈ Φ, the subset (α, β) = {rα + sβ ∈ Φ, r, s ∈
Z>0} is positively closed and [Uα,Uβ] ⊂ U(α,β).
We denote by U˜α˜ for α˜ ∈ Φ˜ the root groups of G˜ with respect to T˜.
6.2.2 The Galois action on the absolute root system
Even if we can define a ∗-action on the Dynkin diagram for an arbitrary reductive
K-group, we assume for simplicity that G is a quasi-split reductive K-group.
We consider the canonical action of the absolute Galois group Σ = Gal(Ks/K) on the
abstract group G(Ks). Since G is quasi-split, we can choose a maximal K-split torus S
and we get a maximal torus T = ZG(S) of G defined over K. Thus, we define an action
of Σ on X∗(TKs) by:
∀σ ∈ Σ, ∀χ ∈ X∗(TKs), σ · χ = t 7→ σ
(
χ
(
σ−1(t)
))
6.4 Notation (The Galois action on the absolute root system). This is a summary of
[BT65, §6] for a quasi-split reductive K-group G. Denote by ∆˜ a set of absolute simple
roots and by Dyn(∆˜) its associated Dynkin diagram. There exists an action of the Galois
group Σ = Gal(K˜/K) on Dyn(∆˜) which preserves the diagram structure. This action
can be extended, by linearity, to an action of Σ on V˜ ∗ = X∗(TK˜) ⊗Z R, and on Φ˜.
The restriction morphism j = ι∗ : X∗(T) → X∗(S), where ι : S ⊂ T is the inclusion
morphism, can be extended to an endomorphism ρ : V˜ ∗ → V˜ ∗ of the Euclidean space
V˜ ∗. This morphism ρ is the orthogonal projection onto the subspace V ∗ of fixed points
by the action of Σ on V˜ ∗. The inclusion of Φ˜ in the Euclidean space V˜ ∗ provides a
geometric realization of the absolute roots from which we deduce a geometric realization
of of Φ = ρ(Φ˜) in V ∗. The orbits of the action of Σ on Φ˜ are the fibers of the map
ρ : Φ˜→ Φ.
6.5 Definition. Let α˜ ∈ Φ˜ be an absolute root. Denote by Σα˜ be the stabilizer of α˜ for
the canonical Galois action. The field of definition of the root α˜ is the subfield of K˜
fixed by Σα˜, denoted by Lα˜ = K˜Σα˜ .
This is determined, up to isomorphism by the relative root α = α˜|S. Indeed, α is an
orbit of absolute roots, which means that if β˜|S = α˜|S = α, then β˜ = σ ·α˜ and Lβ˜ = σ(Lα˜).
For a root α ∈ Φ, we denote by Lα the class of Lα˜ for α˜|S = α. We call it the splitting
field of α.
6.6 Remark. If α ∈ Φ is a multipliable root, then there exists α˜, α˜′ ∈ α such that α˜+α˜′ ∈ Φ˜
[BT84, 4.1.4 Cas II]. Because α is an orbit, we can write α˜′ = σ(α˜) where σ ∈ Σ is of
order 2. As a consequence, the extension of fields Lα˜/Lα˜+α˜′ is quadratic. By abuse of
notation, we denote this extension, determined up to isomorphism, by Lα/L2α.
6.2.3 Parametrization of root groups
In order to valuate the root groups thanks to the Λ-valuation of the field, we have to
define a parametrization of each root group. Moreover, these valuations have to be com-
patible. That is why we furthermore have to get relations between the parametrizations.
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A Chevalley-Steinberg system of (G, K˜,K) is the datum of morphisms: x˜α˜ : Ga,K˜ → U˜α˜
parametrizing the various root groups of G˜, and satisfying some axioms of compatibil-
ity, given in [BT84, 4.1.3], taking into account the commutation relations of absolute
root groups and the Gal(K˜/K)-action on root groups. Note that despite the morphisms
parametrize root groups of G˜, a Chevalley-Steinberg system also depends on the quasi-
split group G because of the relations between the x˜α˜ where α˜ ∈ Φ˜. According to
[BT84, 4.1.3], a quasi-split reductive K-group always admits a Chevalley-Steinberg sys-
tem (x˜α˜)α˜∈Φ˜.
6.7 Notation. Let us recall that there are elements in NG(S)(K˜) defined by:
mα˜ = x˜α˜(1)x˜−α˜(1)x˜α˜(1)
for α˜ ∈ Φ˜ such that for any β˜ ∈ Φ˜ and any u ∈ K˜, we have:
mα˜x˜β˜(u)m−α˜ ∈ {x˜rα˜(β˜)(±u)}
according to second axiom defining Chevalley systems. Moreover, one can observe that
m−α˜ = mα˜ from the matrix realization in SL2.
Let α ∈ Φ be a relative root. Let π : Gα → 〈U−α,Uα〉 be the universal covering of
the quasi-split semi-simple K-subgroup of relative rank 1 generated by Uα and U−α. The
group Gα splits over Lα (this explains the terminology of splitting field of a root). A
parametrization of the simply-connected group Gα is given by [BT84, 4.1.1 to 4.1.9]. We
now recall it to fix the notation.
The non-multipliable case Let α ∈ Φnd be a relative root such that 2α 6∈ Φ and
choose α˜ ∈ α. By [BT84, 4.1.4], the rank-1 group Gα is isomorphic to RLα˜/K(SL2,Lα˜).
Inside the classical group SL2,Lα˜ , a maximal Lα˜-split torus of SL2,Lα˜ can be parametrized
by the following homomorphism:
z : Gm,Lα˜ → SL2,Lα˜
t 7→
(
t 0
0 t−1
)
The corresponding root groups can be parametrized by the following homomorphisms:
y− : Ga,Lα˜ → SL2,Lα˜
v 7→
(
1 0
−v 1
) y+ : Ga,Lα˜ → SL2,Lα˜
u 7→
(
1 u
0 1
)
According to [BT84, 4.1.5], there exists a unique Lα˜-group isomorphism ξα˜ : SL2,Lα˜ → G˜
α˜
satisfying x˜±α˜ = π ◦ ξα˜ ◦ y±, where G˜α˜ is the simple factor of GαK˜ of index α˜.
6.8 Notation. Thus, we define K-homomorphisms
xα =π ◦RLα˜/K(ξα˜ ◦ y+) x−α =π ◦RLα˜/K(ξα˜ ◦ y−)
which are K-group isomorphisms between RLα˜/K(Ga,Lα˜) and respectively Uα and U−α.
We also define the following K-group homomorphism:
α̂ = π ◦RLα˜/K(ξα˜ ◦ z) : RLα˜/K(Gm,Lα˜)→ T
α
where Tα = T ∩ 〈U−α,Uα〉.
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6.9 Fact. For any α˜ ∈ Φ˜, any t ∈ T(Lα˜) and any u ∈ Lα˜, we have tx˜α˜(u)t−1 = x˜α˜(α˜(t)u)
by definition of root groups. Thus, for any α˜ ∈ α, we have that:
txα(u)t
−1 = xα(α˜(t)u)
by definition of the Weil restriction. Thus, since a matrix calculation gives α̂(z)xα(u)α̂(z−1) =
xα(z
2u), we get that for any α˜ ∈ α, any z ∈ L∗α˜, we have:
α˜(α̂)(z) = z2.
6.10 Notation. We define maps mα : Ga,Lα → NG(S) and m−α : Ga,Lα → NG(S) [BT84,
4.1.5] given by:
mα(u) =xα(u)x−α(u
−1)xα(u) m−α(u) =x−α(u)xα(u
−1)x−α(u)
whose matrix realizations in SL2,Lα are respectively
(
0 u
−u−1 0
)
and
(
0 u−1
−u 0
)
.
The unique elements m(xα(u)) and m(x−α(v)) defined in [BT72, 6.1.2(2)] are then:
m(xα(u)) = m−α(u
−1) m(x−α(v)) = mα(v
−1)
We define an element mα = mα(1) = m−α(1) = m−α ∈ NG(S)(K).
6.11 Fact. We observe that mα = mα˜ for any α˜ ∈ α by definition of the xα as Weil
restriction.
From matrix realization in SL2 we can easily check that:
• ∀u ∈ Lα, x−α(u) = mαxα(u)m−1α ;
• ∀u ∈ L∗α, mα(u) = α̂(u)mα = mαα̂(u
−1);
• m4α = id.
The multipliable case: Let α ∈ Φnd be a relative root such that 2α ∈ Φ. Let α˜ ∈ α
be an absolute root from which α arises, and let τ ∈ Σ be an element of the Galois
group such that α˜ + τ(α˜) is again an absolute root. To simplify notations, we let (up
to compatible isomorphisms in Σ) L = Lα˜ and L2 = Lα˜+τ(α˜) in this paragraph. For any
x ∈ L, we denote τx instead of τ(x). By [BT84, 4.1.4], the K-group Gα is isomorphic to
RL2/K(SU(h)), where h denotes the hermitian form on L× L× L given by the formula:
h : (x−1, x0, x1) 7→
1∑
i=−1
xi
τx−i.
The groupGαL2 can be written as G
α
L2 =
∏
σ∈Gal(L2/K)
G˜
σ(α˜),σ(τ(α˜)) where each G˜σ(α˜),σ(τ(α˜))
denotes a simple factor isomorphic to SU(h), so that SU(h)L ≃ SL3,L.
We define a connected unipotent L2-group scheme by providing the L2-subvariety of
RL/L2(A2,L):
H0(L,L2) = {(u, v), uτu = v + τv}
with the following group law:
(u, v), (u′, v′) 7→ (u+ u′, v + v′ + uτu′).
Then, we let H(L,L2) = RL2/K(H0(L,L2)). For the rational points, we get
H(L,L2)(K) = {(u, v) ∈ L× L, uτu = v + τv}.
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We parametrize a maximal torus of SU(h) by the isomorphism
z : RL/L2(Gm,L) → SU(h)
t 7→
t 0 00 t−1τt 0
0 0 τt−1

We parametrize the corresponding root groups of SU(h) by the homomorphisms:
y− : H0(L,L2) → SU(h)
(u, v) 7→
 1 0 0u 1 0
−v −τu 1

y+ : H0(L,L2) → SU(h)
(u, v) 7→
1 −τu −v0 1 u
0 0 1

By [BT84, 4.1.9], there exists a unique L2-group isomorphism ξα˜ : SU(h) → G˜α˜,τ(α˜)
satisfying:
y+(u, v) =x˜α˜(u)x˜α˜+τα˜(−v)x˜τα˜(
τu) y−(u, v) =x˜−τα˜(u)x˜−α˜−τα˜(v)x˜−α˜(
τu)
6.12 Notation. From this, we define K-homomorphisms
xα =π ◦RL2/K(ξα˜ ◦ y+) x−α =π ◦RL2/K(ξα˜ ◦ y−)
which are K-group isomorphism between the K-group H(L,L2) and the root groups Uα
and U−α respectively and the group law is given by x±α(u, v)x±α(u
′, v′) = x±α(u+u
′, v+
v′ + uτu′).
We also define the following K-group homomorphism:
α̂ = π ◦RL2/K(ξα˜ ◦ z) : RLα˜/K(Gm,Lα˜)→ T
α
where Tα = T ∩ 〈U−α,Uα〉.
6.13 Fact. Let α˜ and τ be as before. For any t ∈ T(Lα˜) and any (u, v) ∈ H(L,L2), we
have
tx˜α˜(u)x˜α˜+τα˜(−v)x˜τα˜(
τu)t−1 = x˜α˜(α˜(t)u)x˜α˜+τα˜(−(α˜ +
τα˜)(t)v)x˜τα˜(
τα˜(t)τu)
by definition of root groups. Thus, we have that:
txα(u, v)t
−1 = xα(α˜(t)u, α˜(t)
τα˜(t)v)
by definition of the Weil restriction. Thus, since a matrix calculation gives α̂(z)xα(u, v)α̂(z−1) =
xα(
τz2z−1u, zτzv), we get that for any z ∈ L∗α˜, we have:
α˜(α̂(z)) = (τz)2z−1.
6.14 Notation. We define maps mα : H(L,L2)→ NG(S) and m−α : H(L,L2)→ NG(S)
given by [BT84, 4.1.11]:
mα(u, v) =xα(uv
−1, (τv)−1)x−α(u, v)xα(u(
τv)−1, (τv)−1)
m−α(u, v) =x−α(uv
−1, (τv)−1)xα(u, v)x−α(u(
τv)−1, (τv)−1)
whose matrix realizations in SU(h) are respectively 0 0 −(τv)−10 −(τv)v−1 0
−v 0 0
  0 0 −v0 −(τv)v−1 0
−(τv)−1 0 0

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The unique elements m(xα(u, v)) and m(x−α(u, v)) defined in [BT72, 6.1.2(2)] are
then:
m(xα(u, v)) = m−α(u, v) m(x−α(u, v)) = mα(u, v)
Even if (0, 1) 6∈ H(L,L2)(K) in general, one can define an element mα = mα(0, 1) =
m−α(0, 1) = m−α, that in fact belongs to NG(S)(K).
By convention, we set m2α = mα.
6.15 Fact. We observe that x˜α˜(1)x˜−α˜(1)x˜α˜(1) = mα˜ (resp. mτα˜) has matrix realization:1 0 00 1 1
0 0 1
1 0 00 1 0
0 −1 1
1 0 00 1 1
0 0 1
 =
1 0 00 0 1
0 −1 0
 resp.
 0 1 0−1 0 0
0 0 1

so that we have:
mα = mα˜m
−1
τα˜mα˜ = mτα˜m
−1
α˜ mτα˜.
Moreover
• ∀(u, v) ∈ H(L,L2), x−α(u, v) = mαxα(u, v)m−1α ;
• ∀(u, v) ∈ H(L,L2) \ {(0, 0)}, mα(u, v) = α̂(τv−1)mα = mαα̂(v);
• m2α = id.
6.3 RS-valuation of a root groups datum
As before, let G be a quasi-split reductive K-group with a choice of a maximal split
torus S contained in the maximal K-torus T = ZG(S) contained in a Borel subgroup
B, together with a parametrization of root groups (xα)α∈Φ deduced from a Chevalley-
Steinberg system, defined in Notations 6.8 and 6.12.
Denote G = G(K), T = T(K) and N = N(K). For any relative root α ∈ Φ, denote
Uα = Uα(K) and Mα = Tmα where the element mα ∈ G is defined as in Notations 6.10
and 6.14. Then, by [BT84, 4.1.19(ii)], we know that
(
T,
(
Uα,Mα
)
α∈Φ
)
is a generating
root group datum of G of type Φ.
From now on, we assume that the extension K˜/K is univalent (generalizing definition
of [BT84, 1.6.1]). This means that the Λ-valued ground field K satisfies the following:
6.16 Assumption. There is a unique valuation ω′ : K˜× → Λ′ such that:
• Λ′ is a totally ordered abelian group;
• there is a strictly increasing map Λ→ Λ′ that identifies Λ with a finite index subgroup
of Λ′;
• for all x ∈ K×, we have ω′(x) = ω(x).
Thus Λ′ identifies with a subgroup of Λ⊗Z Q ⊂ RS. Note that for any sub-extension
K˜/L/K and any σ ∈ AutK(L), we have ω′ ◦σ = ω′. We still denote, by abuse of notation,
the valuation ω : L× → RS for any sub-extension K˜/L/K.
6.17 Example. According to corollary 3.2.3 and section 4.1 of [EP05], the assumptions
6.16 are all satisfied if K is Henselian.
6.18 Notation. For each root α ∈ Φ, we use the parametrization xα of the root group
Uα, given by the choice of a Chevalley-Steinberg system and the choice of an absolute
root α˜ in the orbit α, to define a map ϕα : Uα → RS ∪ {∞} as follows:
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• ϕα(xα(y)) = ω(y) if α is a non-multipliable and non-divisible root, and if y ∈ Lα;
• ϕα(xα(y, y′)) =
1
2
ω(y′) if α is a multipliable root and if (y, y′) ∈ H(Lα,L2α);
• ϕ2α(xα(0, y′)) = ω(y′) if α is a multipliable root and if y′ ∈ L0α.
Note that, by convention, we set ω(0) =∞ = 1
2
ω(0).
6.19 Remark. Despite the parametrization xα depends on the choice of α˜ ∈ Φ˜ such that
α˜|S = α, the value ϕα(u) ∈ RS ∪ {∞} for u ∈ Uα does not depend on this choice.
Indeed, assume for instance that α ∈ Φnd is non-multipliable. For any σ ∈ Gal
(
K˜/K
)
,
the isomorphism σ−1 : Lσ(α˜) → Lα induces a K-isomorphism of the Weil restrictions:
j : RLσ(α˜)/K
(
Ga,Lσ(α˜)
)
→ RLα˜/K (Ga,Lα˜). Thus the parametrization of Uα defined by α˜
instead of α would be precisely xα ◦ j : RLσ(α˜)/K
(
Ga,Lσ(α˜)
)
→ Uα. Since ω = ω ◦ j, we
deduce that the value of ϕα does not depend on σ. If α is a multipliable root, we can
make a similar observation.
6.20 Proposition. The datum (ϕα)α∈Φ is an R
S-valuation of the root group datum(
T,
(
Uα,Mα
)
α∈Φ
)
, i.e. it satisfies axioms (V0) to (V5).
According to Bruhat-Tits [BT84, 4.1.11], it is easy to check it. Such a verification is
carried out by Landvogt [Lan96, 7.4].
Proof. Axiom (V0) is immediate since ϕα(Uα(K)) contains Λ ∪ {∞} and the totally
ordered group Λ is not trivial by assumption. Axiom (V4) is immediate by definition.
Axioms (V1), (V2) and (V5) for a non-multipliable: Let λ ∈ RS and let g1 =
xα(u1), g2 = xα(u2) be elements in Uα,λ for some parameters u1, u2 ∈ Lα, then g1g−12 =
xα(u1)xα(u2)
−1 = xα(u1)xα(−u2) = xα(u1 − u2). Thus ϕα(g1g
−1
2 ) = ω(u1 − u2) >
min(ω(u1), ω(u2)) > λ. Moreover, xα(0) is the only element with valuation ∞ which
gives (V1).
Let xα(u) ∈ Uα with u ∈ L∗α and m = mαt ∈ Mα = M−α with t ∈ T . By formulas in
6.9, we have mxα(u)m
−1 = mαtxα(u)t
−1m−1α = mαxα(α(t)u)m
−1
α = x−α(α(t)u). Hence
ϕα(xα(u)) − ϕα(mxα(u)m
−1) = ω(u) − ω(α(t)u) = −ω(α(t)) which does not depend on
u. This proves (V2).
Let xα(u) ∈ Uα and x−α(u′), x−α(u′′) ∈ U−α such that x−α(u′)xα(u)x−α(u′′) ∈Mα. By
uniqueness in [BT72, 6.1.2(2)] and formula defining m−α(u
−1) in 6.10, we get u′ = u′′ =
u−1. Thus ϕ−α(x−α(u
′)) = ω(u−1) = −ϕα(xα(u)) which gives (V5).
Axioms (V1), (V2) and (V5) for α multipliable: Let λ ∈ RS and let g1 =
xα(u1, v1), g2 = xα(u2, v2) are in Uα,λ for some parameters (u1, v1), (u2, v2) ∈ H(Lα,L2α),
then ui
τui = vi +
τvi gives ω(ui) >
1
2
ω(vi) > λ. Thus g1g
−1
2 = xα(u1, v1)xα(u2, v2)
−1 =
xα(u1, v1)xα(−u2, τv2) = xα(u1−u2, τu1u2− v1− τv2). Hence ϕα(g1g
−1
2 ) =
1
2
ω(τu1u2− v1−
τv2) >
1
2
min(ω(u1) + ω(u2), ω(v1), ω(v2)) > λ. Since, for (u, v) ∈ H(Lα,L2α), we have
u = 0 whenever v = 0, we get that xα(0, 0) is the only element with valuation ∞. This
gives (V1).
Let xα(u, v) ∈ Uα with (u, v) ∈ H(Lα,L2α) \ {(0, 0)} and m = mαt ∈ Mα = M−α
with t ∈ T . By formulas in 6.13, we have mxα(u, v)m−1 = mαtxα(u, v)t−1m−1α =
mαxα(α˜(t)u, α˜(t)
τα˜(t)v)m−1α = x−α(−α˜(t)u, α˜(t)
τα˜(t)τv). Hence ϕα(xα(u))−ϕ−α(mxα(u)m
−1) =
1
2
ω(v)− 1
2
ω(α˜(t) τα˜(t)v) = −ω(α(t)) which does not depend on (u, v). This proves (V2).
Let xα(u, v) ∈ Uα and x−α(u′, v′), x−α(u′′, v′′) ∈ U−α such that x−α(u′, v′)xα(u, v)x−α(u′′, v′′) ∈
Mα. By uniqueness in [BT72, 6.1.2(2)] and formula defining m−α(u, v) in 6.14, we get
(u′, v′) = (uv−1, τv−1). Thus ϕ−α(x−α(u
′, v′)) = 1
2
ω(τv−1) = −ϕα(xα(u, v)) which gives
(V5).
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Axiom (V3) of commutation: It is a consequence of [BT84, Annexe A].
6.4 Action of N on an affine space
In the sequel, we adopt the following notations:
G : a quasi-split reductive group over K,
K˜ : a finite Galois extenion of K on which G splits,
S : a maximal K-split torus of G,
T : the centralizer of S in G,
N : the normalizer of S in G,
and for any algebraic K-group H:
H˜ : the scalar extension HK˜ of H to K˜,
X∗(H) : the group of cocharacters of H,
X∗(H) : the group of characters of H,
X∗K(H˜) : the group of rational characters of H˜ over K.
The natural pairing of abelian groups:
X∗(S)⊗X
∗(S)→ Z
is perfect and therefore induces an isomorphism:
X∗(S)⊗Z R ∼= HomR(X∗(S)⊗Z R,R).
By tensorization by the pseudo-ring RS , we obtain an isomorphism of RS-modules:
V1 := X∗(S)⊗R
S ∼= HomR(X
∗(S)⊗Z R,R)⊗RS ∼= HomR(X∗(S)⊗Z R,RS).
The Weyl group W := N(K)/T(K) acts R-linearly on X∗(S)⊗ R and hence RS-linearly
on V1. Since X
∗
K(T) is a finite index subgroup of X
∗(S), we have:
X∗(S)⊗Z R = X∗K(T)⊗Z R.
Moreover, for each t ∈ T(K), the map:
ρ(t) : X∗
K
(T)⊗ R→ RS
χ⊗ λ 7→ −λω(χ(t))
is well-defined and is R-linear.
We can therefore see ρ(t) as an element in V1 and we get a group homomorphism:
ρ : T(K)→ V1
t 7→ ρ(t).
Let Tb(K) be the kernel of ρ and let V0 be the subspace of V1 given by vectors v such
that α(v) = 0 for every root α ∈ Φ. The quotient V := V1/V0 is then an RS-module that
is endowed with the following structures:
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- a morphism:
ρ : T(K)/Tb(K)→ V.
induced by ρ;
- a morphism:
j :W → GL(V )
induced by the action of W on V1.
Let W ′ be the push-out of the morphism ρ : T(K)/Tb(K) → V and the inclusion
T(K)/Tb(K) ⊆ N(K)/Tb(K). The group W ′ is then an extension of W by V :
1→ V → W ′ → W → 1. (13)
If κ : W → Autgroup(V ) is the induced action by conjugation of W on V , we can see the
previous exact sequence as a class in the cohomology group H2(W,V ). But this group is
trivial since W is finite and V is uniquely divisible. Hence exact sequence (13) splits and
W ′ = V ⋊κ W . The action κ is computed as follows:
∀v ∈ V, ∀w ∈ W,κ(w)(v) = j(w)(v),
Hence j induces a morphism:
j′ :W ′ = V ⋊κ W → V ⋊GL(V ) = Aff(V ).
By composing the projectionN(K)→ N(K)/Tb(K), the natural morphismN(K)/Tb(K)→
W ′ and j′, we get a morphism:
ν : N(K)→ Aff(V )
with kernel Tb(K) such that the following diagram commutes:
1 // T(K)
ρ

//N(K)
ν

//W
j

// 1
1 // V // Aff(V ) // GL(V ) // 1.
(14)
6.21 Lemma (see [BT84, 4.2.5, 4.2.6 and 4.2.7]). For any relative root α ∈ Φ, any
absolute root α˜ ∈ Φ˜ such that α˜|S = α and any t ∈ T(K), we have:
α
(
ν(t)
)
= −ω
(
α˜(t)
)
.
Proof. For χ ∈ X∗K(T), we have by definition of the action that
χ(ν(t)) = χ(ρ(t)) = −ω(χ(t)). (15)
Inside the R-module X∗(S)⊗ R = X∗K(T)⊗ R, we have the identification
α⊗ 1 =
∑
σ∈Gal(K˜/K)
σ(α˜)⊗
1
[K˜ : K]
.
Thus, applying the formula (15) to χ = σ(α˜) for σ ∈ Gal(K˜/K), we get
α
(
ν(t)
)
= −
1
[K˜ : K]
∑
σ∈Gal(K˜/K)
ω
(
σ
(
α˜
)
(t)
)
= −ω
(
α˜(t)
)
.
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6.22 Lemma. The subgroup of N(K˜) generated by the mα˜ for α˜ ∈ Φ˜ is finite.
Proof. As a split group is, in particular, a quasi-split group with K˜ = K, we keep notations
xα˜, ̂˜α, mα˜ of section 6.2.3 for α˜ ∈ Φ˜ = Φ(G˜, T˜). Denote by T˜ = T˜(K˜) and by N˜ = N˜(K˜).
Let N˜1 be the subgroup of N˜ generated by the mα˜ for α˜ ∈ Φ˜. Let T˜1 be the subgroup of
T˜ generated by the ̂˜α(−1) ∈ T˜ for α˜ ∈ Φ˜. The group T˜1 is finite since it is a subgroup
of a commutative group T˜ generated by finitely many elements of order 2. Moreover, for
any α˜, β˜ ∈ Φ˜, we have
̂˜α(−1)mβ˜ ̂˜α(−1)−1 = ̂˜α(−1)xβ˜(1)x−β˜(1)xβ˜(1)̂˜α(−1)−1
= xβ˜
(
β˜
(̂˜α(−1)))x−β˜ ((−β˜)(̂˜α(−1)))xβ˜ (β˜ (̂˜α(−1)))
= mβ˜
̂˜
β
(
(−1)〈β˜,α˜
∨〉
)
Thus T˜1 normalizes N˜1. Moreover for every α˜, β˜ ∈ Φ˜, we have
mα˜mβ˜mα˜ = mα˜xβ˜(1)x−β˜(1)xβ˜(1)m
−1
α˜
= xrα˜(β˜)(ε1)xrα˜(−β˜)(ε2)xrα˜(β˜)(ε1)
for two signs ε1, ε2 ∈ {±1}, according to axioms of Chevalley systems. Since this belongs
to N˜ , we necessaroly have that ε1 = ε2. Thus mα˜mβ˜mα˜ = mrα˜(β˜)r̂α˜(β˜)(ε1). Thus N˜1T˜1/T˜1
identifies to a subgroup of the Weyl group W (Φ˜) and therefore N˜1 is finite.
6.23 Lemma (see [BT84, 4.2.9]). Let mα for α ∈ Φ be defined as in Notations 6.10 and
6.14. There is a point o ∈ V such that ν(mα)(o) = o for every α ∈ Φ.
Proof. According to Facts 6.11 and 6.15, the subgroup N1 of N(K) generated by the mα
for α ∈ Φ is contained in the subgroup of N(K˜) generated by the mα˜ for α˜ ∈ Φ˜. Thus,
according to Lemma 6.22, the group N1 is a finite subgroup of N = N(K). Since V is,
in particular, an R-vector space on which N acts by affine transformation, the group N1
has to fix a point o ∈ V . In particular, it is a fixed point by the mα for α ∈ Φ.
6.24 Notation. We denote by A the RS affine space with underlying RS module V and
origin o chosen as in Lemma 6.23.
Thus, we have by definition that ν(mα) = rα,0 = idA−α(· − o)α∨ for any α ∈ Φ.
6.25 Proposition. The action ν : N(K)→ Aff(A) satisfies (CA1) and (CA2).
Proof. The condition (CA1) is a consequence of the commutation of the diagram (14)
since it is well-known in reductive groups that W ≃ N/T naturally identifies with W (Φ).
We use notations of sections 6.2.3 and 2.1.3. Let α ∈ Φ and u ∈ Uα \ {1}. Consider
the unique element m(u) ∈ Mα given by [BT72, 6.1.2(2)] and consider t = mαm(u) ∈ T .
Let λ ∈ RS such that ν(m(u)) = rα,λ. On the one hand, ν(t) = ν(mαm(u)) = rα,0 ◦rα,λ =
(x 7→ x+ λα∨) so that α(ν(mαm(u))(o) − o) = 2λ. On the other hand, according to
Lemma 6.21, we have α(ν(t)) = −ω(α˜(t)) for any α˜ ∈ Φ˜ such that α˜|S = α. Thus
2λ = −ω(α˜(t)). Moreover ν(m(u))(o)−o = rα,λ(o)−o = −λα∨. Thus α(ν(m(u))(o)−o) =
−2λ = ω(α˜(t)). if we show that ω(α˜(t)) = −2ϕα(u), then condition (CA2) will be proven.
If α is non-multipliable and non-divisible, then one can write u = xα(z) with z ∈ L∗α.
Then m(u) = m−α(z
−1) = m−α−̂α(z) according to Notation 6.10 and Fact 6.11. Thus
mαm(u) = −−̂α(z) and therefore α˜(t) = (−α˜)(t)−1 = (−α˜)(−−̂α(z))−1 = −z−2. Thus
ω(α˜(t)) = −2ω(z) = −2ϕα(u).
If α is multipliable, then one can write u = xα(y, z) with (y, z) ∈ H(Lα,L2α)\{(0, 0)}.
Thenm(u) = m−α(y, z) = m−α−̂α(z) according to Notation 6.14. Thusmαm(u) = −̂α(z)
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and therefore α˜(t) = (−α˜)(t)−1 = (−α˜)(−̂α(z))−1 = zτz−2. Thus ω(α˜(t)) = −ω(z) =
−2ϕα(u).
If α is divisible, then there are β ∈ Φ, β˜ ∈ Φ˜ and τ ∈ Gal(Lβ/L2β) such that
α = 2β, β˜|S = β and α˜ = β˜ + τ(β˜). By definition mβ = mα. In particular, u ∈ Uβ and
t = mβm(u). Thus, we have shown that ω(β˜(t)) = −2ϕβ(u). Hence, using (V4), we get
ω(α˜(t)) = ω(β˜(t)) + ω(τ(β˜)(t)) = −4ϕβ(u) = −2ϕα(u).
6.26 Remark. By definition, the groups Tb(K) and T(K)b are respectively kernels of ρ
and ν. Thus, by commutativity of the diagram (14), we have that Tb(K) = T(K)b.
6.5 The RS-building of a quasi-split reductive group
In this section, we have defined a generating root group datum
(
T,
(
Uα,Mα
)
α∈Φ
)
(in the sense of Definition 3.1) together with an RS valuation (ϕα)α∈Φ of this root group
datum (in the sense of Definition 3.5, see Proposition 6.20). Moreover, in Notation 6.24 we
defined anRS-affine space A together with an action ν ofN by affine transformations given
by commutative diagram (14). According to Proposition 6.25, this action is compatible
with the valuation in the sense of Definition 3.14. Thus assumption 3.22 is satisfied and
by construction RS = RSQ. Thus, we provided a datum as in assumptions of section 5 so
that we can define, as in Definition 5.1, the following space:
6.27 Definition. The RS-building associated to the quasi-split reductive K-
group G is:
I(G) = I(K, ω,G) := I (G, T, (Uα)α∈Φ, (Mα)α∈Φ, (ϕα)α∈Φ, ν) .
7 Projection maps
7.1 Construction and explicit description of the fibers
Let Λ0 be a convex subgroup of Λ, and set Λ1 := Λ/Λ0. The group Λ1 is then naturally
endowed with a structure of totally ordered abelian group.
Denote by ω1 : K → Λ1 ∪ {∞} the composite of the valuation ω followed by the
projection Λ→ Λ1.
In the sequel, we set:
O := ω−1(Λ≥0), M := ω−1(Λ>0),
O := ω−11 ((Λ1)≥0), M := ω
−1
1 ((Λ1)>0),
K1 := O/M, O1 := O/M, M1 :=M/M,
κ := O/M = O1/M1.
Observe that the rank rk(Λ) is isomorphic to the set rk(Λ1) ∐ rk(Λ0) endowed with
the total order such that s1 < s0 for any s0 ∈ rk(Λ0) and s1 ∈ rk(Λ1). Hence Rrk(Λ0) is
an ideal of Rrk(Λ) such that:
Rrk(Λ)/Rrk(Λ0) ∼= Rrk(Λ1)
as ordered R-algebras. Let π : Rrk(Λ) → Rrk(Λ1) be the projection. By tensorization, it
induces an Rrk(Λ)-affine linear epimorphism between apartments:
πaff : A(K, ω, G)→ A(K, ω1, G)
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which is compatible with the action of N . By taking the product with G and by passing
to the quotient, we get a surjective map:
π : I(K, ω, G)→ I(K, ω1, G)
which is compatible with the G-action.
Take now g1 ∈ G and x1 ∈ A(K, ω1, G), and consider the point X1 := [(g1, x1)] in
I(K, ω1, G). By setting UX1 := g1Ux1g
−1
1 , we can define the map:
ϕX1 : UX1 × π
−1
aff ({x1})→ I(K, ω, G)
(u, z) 7→ [(pg1, z)].
7.1 Proposition. The image of ϕX1 is the fiber π
−1({X1}).
Proof. For any (u, z) ∈ UX1 × π
−1
aff ({x1}), we have:
π(ϕX1(u, z)) = [(ug1, π(z)] = [(ug1, x1)] = u ·X1 = X1.
Hence Im(ϕX1) ⊆ π
−1({X1}). Conversely, choose an element X := [(g, x)] in the fiber
π−1({X1}). We then have [(g, π(x)] = [(g1, x1)] ∈ I(K, ω1, G) and hence we can find
n ∈ N such that ν(n)(x1) = π(x) and g
−1
1 gn ∈ Ux1 = g
−1
1 UX1g1. Set u := gng
−1
1 and
z := ν(n−1)(x). Then u ∈ UX1 , z ∈ π
−1
aff ({x1}), and :
π(ϕX1(u, z)) = [(gn, ν(n
−1)(x))] = gnn−1 · [(1, x)] = g · [(1, x)] = [(g, x)] = X.
Hence X ∈ Im(ϕX1), and Im(ϕX1) = π
−1({X1}).
As a consequence, if Uπ−1(X1) stands for the pointwise stabilizer of π
−1(X1) in UX1 ,
then for any u0 ∈ Uπ−1(X1), u ∈ UX1 and z ∈ π
−1
aff ({x1}), we have [(ug1, z)] ∈ π
−1(X1), so
that:
ϕX1(u0u, z) = [(u0ug1, z)] = u0 · [(ug1, z)] = [(ug1, z)] = ϕX1(u, z).
Hence ϕX1 induces a surjective map:
ϕX1 : (UX1/Uπ−1({X1}))× π
−1
aff ({x1})→ π
−1({X1}).
Consider now two elements (u, z) and (u′, z′) in UX1×π
−1
aff ({x1}) such that ϕX1(u, z) =
ϕX1(u
′, z′). Then we have [(ug1, z)] = [(u
′g1, z
′)], and hence we can find n ∈ N such that{
z′ = ν(n)(z),
g−11 u
−1u′g1n ∈ Uz ⊆ Ux1 .
(16)
By setting m := g1ng
−1
1 , we get m ∈ UX1 ∩ g1Ng
−1
1 and :{
z′ = ν(g−11 mg1)(z),
u−1u′m ∈ g1Uzg
−1
1 .
In other words, if we introduce the groups:
N0,X1 := UX1 ∩ g1Ng
−1
1 ,
U0,z := g1Uzg
−1
1 ,
and the group homomorphism:
ν0,X1 : N0,X1 → Aff
(
π−1aff ({x1})
)
η 7→ ν(g−11 ηg1)|π−1aff ({x1}),
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then m ∈ N0,X1 and: {
z′ = ν0,X1(m)(z),
u−1u′m ∈ U0,z.
(17)
Conversely, if we can find m ∈ N0,X1 satisfying (17), then we can write u
−1u′m =
g1vg
−1
1 with v ∈ Uz, and hence:
ϕX1(u
′, z′) = [(u′g1, z
′)] = u′g1[(1, z
′)]
= ug1vg
−1
1 m
−1g1[1, z
′] = ug1v([1, ν0,X1(m
−1)z′])
= ug1v([1, z]) = ug1[1, z] = u[g1, z] = ϕX1(u, z).
We have thus proved the following proposition:
7.2 Proposition. Consider the group N 0,X1 := N0,X1/
(
Uπ−1(X1) ∩ g1Ng
−1
1
)
and the group
homomorphism:
ν0,X1 : N0,X1 → Aff
(
π−1aff ({x1})
)
induced by ν0,X1. For each z ∈ π
−1
aff ({x1}), set U0,z := U0,z/
(
Uπ−1(X1) ∩ g1Uzg
−1
1
)
. Endow
the set (UX1/Uπ−1({X1}))×π
−1
aff ({x1}) with the equivalence relation defined in the following
way: (p, z) ∼ (p′, z′) if, and only if, there exists n ∈ N 0,x1 satisfying equations:{
z′ = ν0,X1(n)(z),
p−1p′n ∈ U 0,z.
(18)
Then the map ϕX1 induces a bijection:
(UX1/Uπ−1({X1}))× π
−1
aff ({x1})
∼
→ π−1({X1}).
which is compatible with the action of UX1/Uπ−1({X1}) and which will still be denoted ϕX1.
7.2 The root group data axioms for the fibers
For α ∈ Φx1 , set:
U0,α := UX1 ∩ g1Uαg
−1
1 ,
U0,α := U0,α/
(
Uπ−1({X1}) ∩ g1Uαg
−1
1
)
,
S0,X1 := UX1 ∩ g1Sg
−1
1 ,
S0,X1 := S0,X1/
(
Uπ−1({X1}) ∩ g1Sg
−1
1
)
,
T0,X1 := UX1 ∩ g1Tg
−1
1 ,
T 0,X1 := T0,X1/
(
Uπ−1({X1}) ∩ g1Tg
−1
1
)
,
M0,α := UX1 ∩ g1Mαg
−1
1 ,
M 0,α := Im
(
M0,α →֒ N0,X1 ։ N 0,X1
)
.
7.3 Lemma. Let L/K be any finite extension of K and consider the extension of the
valuations v1 and v to L. For any x ∈ L, if v1(x) > 0 then v(x) > 0.
Proof. We have v(L \ {0}) ⊆ Rrk(Λ) and v1 = π ◦ v where π : Rrk(Λ) → RΛ1 is the natural
projection. The result then follows from the fact that π is non-decreasing.
7.4 Proposition. Let Ω1 be a subset of A(K, ω1,G). Let TΩ1,1 be the subgroup of T
defined as in notation 3.52 and associated to Ω1. We then have T ∗Ω1,1 ⊂ Tb.
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7.5 Remark. Note that, in the previous proposition, the group T ∗Ω1,1 is defined thanks
to the apartment A(K, ω1,G) while the group Tb is defined thanks to the apartment
A(K, ω,G)
Proof. Let x1 ∈ Ω1. Since T ∗Ω1,1 ⊂ T
∗
x1,1, it suffices to prove it for Ω1 = {x1}. Let a ∈ Φ.
Consider any u+ ∈ Ua,x1 and any u
− ∈ U ′−a,x1 so that ϕ
1
a(u
+)+ϕ1−a(u
−) > 0. Let t(u+, u−)
be the unique element in T given by Lemma 3.26(1) so that u−(u+)−1 ∈ UaTU−a.
We firstly prove that ϕa(u
+) + ϕ−a(u
−) > 0.
Case a non-multipliable root: Write u+ = xa(x) and u
− = x−a(y) with x, y ∈ La.
By definition ϕ1a(u
+) = v1(x) and ϕ
1
a(u
−) = v1(y). We have ϕ
1
a(u
+) + ϕ1−a(u
−) = v1(x) +
v1(y) = v1(xy) > 0. Hence ϕa(u
+) + ϕ−a(u
−) = v(x) + v(y) = v(xy) > 0 by Lemma 7.3.
Case a multipliable root: Write u+ = xa(u, x) and u
− = x−a(v, y) with (u, x), (v, y) ∈
H(La, L2a). By definition ϕ
1
a(u
+) = 1
2
v1(x) and ϕ
1
a(u
−) = 1
2
v1(y). We have ϕ
1
a(u
+) +
ϕ1−a(u
−) = 1
2
v1(x) +
1
2
v1(y) =
1
2
v1(xy) > 0. Hence ϕa(u
+) + ϕ−a(u
−) = 1
2
v(x) + 1
2
v(y) =
1
2
v(xy) > 0 by Lemma 7.3.
Thus, in both cases, we get that ϕa(u
+)+ϕ−a(u
−) > 0 which implies that t(u+, u−) ∈
Tb according to Lemma 3.26(2).
According to definition of T ′a,x1 and Proposition 3.33, we know that the group T
′
a,x1,1
is generated by the t(u+, u−) u+ ∈ Ua,x1 and u
− ∈ U−a,x1. But we have shown that the
t(u+, u−) all are contained in the group Tb, hence we get that T
′
a,x1,1
⊂ Tb. Since, by
definition, the group T ∗x1,1 is generated by the T
′
a,x1,1
for a ∈ Φ, then it is contained in
Tb.
7.6 Corollary. For any non-empty subset Ω1 ⊂ A1, any p ∈ P̂Ω1 and any u ∈ U
′
Ω1
, we
have pup−1 ∈ U ′Ω1Tb.
Proof. It is an immediate consequence of Proposition 4.15 and Proposition 7.4.
7.7 Corollary. For α ∈ Φ, we have:
UX1 ∩ g1Uαg
−1
1 = g1Uα,x1g
−1
1 ,
Uπ−1(X1) ∩ g1Uαg
−1
1 = g1U
′
α,x1
g−11 .
Proof. The first equality immediately follows from:
UX1 ∩ g1Uαg
−1
1 = g1 (Ux1 ∩ Uα) g
−1
1 = g1Uα,x1g
−1
1 .
The second equality is a bit more delicate. If we choose x ∈ A(K, v, G) such that π(x) = x1
and we set X := [(g1, x)] ∈ π−1(X1), then we have:
Uπ−1(X1) ∩ g1Uαg
−1
1 ⊆ PˆX ∩ g1Uαg
−1
1
⊆ g1
(
Pˆx ∩ Uα
)
g−11
⊆ g1Uα,xg
−1
1 .
Hence:
Uπ−1(X1) ∩ g1Uαg
−1
1 ⊆ g1
 ⋂
x∈A(K,v,G)
π(x)=x1
Uα,x
 g−11 = g1U ′α,x1g−11 .
Conversely, let’s take u ∈ U ′α,x1 and let’s prove that g1ug
−1
1 ∈ Uπ−1(X1). In other words,
we have to check that g1ug
−1
1 fixes π
−1(X1). To do so, take X := [(vg1, x)] ∈ π−1(X1)
with v ∈ UX1 and x ∈ π
−1
aff (x1). By corollary 7.6, we have (g
−1
1 vg1)u(g
−1
1 vg1)
−1 ∈ U ′x1Tb.
But the groups U ′x1 and Tb both fix x. Hence v(g1ug
−1
1 )v
−1 fixes [(g1, x)], so that g1ug
−1
1
fixes v · [(g1, x)] = X, as wished.
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7.8 Lemma. For α ∈ Φx1, the subset M 0,α of N0,X1 is a right coset of T 0,X1 in N0,X1.
Proof. For any m,m′ ∈ M0,α and t ∈ T0,X1 , we have m
−1m′ ∈ T0,X1 and mt ∈ M0,α. It is
therefore enough to check that M0,α is not empty. To do so, we distinguish two cases.
Assume first that α is non-multipliable. Since α ∈ Φx1 , we can find y ∈ Lα such that
ω1(y) = −α(x1). We then have:{
xα(y) ∈ Uα,−α(x1) = Uα ∩ Ux1
x−α(y
−1) ∈ U−α,α(x1) = U−α ∩ Ux1 ,
so that: {
g1xα(y)g
−1
1 ∈ U0,α
g1x−α(y
−1)g−11 ∈ U0,−α.
Hence:
m0,α(y) := g1mα(y)g
−1
1 = g1xα(y)x−α(y
−1)xα(y)g
−1
1 ∈ M0,α.
Assume now that α is multipliable. Since α ∈ Φx1 , we can find (y, y
′) ∈ H(Lα, L2α)
such that ω1(y
′) = 2α(x1). We then have:
xα(yy
′−1, (τy′)−1) ∈ Uα,−α(x1) = Uα ∩ Ux1
xα(y(
τy′)−1, (τy′)−1) ∈ Uα,−α(x1) = Uα ∩ Ux1
x−α(y, y
′) ∈ U−α,α(x1) = U−α ∩ Ux1 ,
so that: 
g1xα(yy
′−1, (τy′)−1)g−11 ∈ U0,α
g1xα(y(
τy′)−1, (τy′)−1) ∈ U0,α
g1x−α(y, y
′)g−11 ∈ U0,−α.
Hence:
m0,α(y, y
′) := g1mα(y, y
′)g−11 = g1xα(yy
′−1, (τy′)−1)x−α(y, y
′)xα(y(
τy′)−1, (τy′)−1)g−11 ∈M0,α.
In the sequel, we will keep the notations m0,α(y) and m0,α(y, y
′) that have been used
in the previous proof.
7.9 Proposition. The system
(
T 0,X1 , (U0,α)α∈Φx1 , (M 0,α)α∈Φx1
)
is a generating root group
datum in UX1/Uπ−1(X1).
Proof.
Axiom (RGD1). Since α ∈ Φx1 , we can find u ∈ Uα such that π(ϕα(u)) = −α(x1).
By lemma 7.7, we have:
g1ug
−1
1 ∈ g1Uαg
−1
1 ∩
(
UX1 \ Uπ−1(X1)
)
.
Hence U 0,α is not trivial.
Axiom (RGD2). By proposition 6.20, given two roots α, β ∈ Φx1 such that α 6∈
−R+β, the group [Uα,−α(x1), Uβ,−β(x1)] is contained in the group spanned by the groups
Uγ,−γ(x1) with γ ∈ Φ ∩ (Z>0α + Z>0β). Hence the group [U0,α, U0,β] is contained in the
group spanned by the groups U0,γ with γ ∈ Φ ∩ (Z>0α + Z>0β).
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Fix now γ ∈ Φ \ Φx1 and u ∈ U0,γ \ (Uπ−1(X1) ∩ g1Uγg
−1
1 ) = g1(Uγ,x1 \ U
′
γ,x1
)g−11 . We
then have π(ϕγ(g
−1
1 ug1)) = −γ(x1). But γ 6∈ Φx1 , hence:
Uγ,π(ϕγ(g−11 ug1)) 6=
⋂
u′∈U2γ
Uγ,π(ϕγ (g−11 ug1u′)).
In other words, there exists u′ ∈ U2γ such that:
−γ(x1) = π(ϕγ(g
−1
1 ug1)) < π(ϕγ(g
−1
1 ug1u
′)),
and we necessarily have π(ϕ2γ(u
′)) = 2π(ϕγ(u
′)) = 2π(ϕγ(g
−1
1 ug1)) = −2γ(x1). We
deduce that 2γ ∈ Φx1 and that:
g−11 ug1 = (g
−1
1 ug1u
′) · u′−1
with:
ug1u
′g−11 ∈ g1U
′
γ,x1g
−1
1 = Uπ−1(X1) ∩ g1Uγg
−1
1 ,
g−11 u
′−1g1 ∈ g1U2γ,x1g
−1
1 = U0,2γ .
The last equalities show that the image of u in U 0,γ belongs to U0,2γ , and hence the
group [U 0,α, U0,β] is necessarily contained in the group spanned by the groups U 0,γ with
γ ∈ Φx1 ∩ (Z>0α+ Z>0β).
Axiom (RGD3). If α and 2α belong to Φx1 , then U2α ⊆ Uα, and hence U0,2α ⊆ U 0,α.
Let’s check that this inclusion is strict. The condition that α ∈ Φx1 implies that we can
find (y, y′) ∈ H0(Lα, L2α) such that TrLα/L2α(y
′) = NLα/L2α(y) and ω1(y
′) = −2α(x1).
If y 6= 0, then:
g1xα(y, y
′)g−11 ∈
(
UX1 ∩ g1Uαg
−1
1
)
\
(
Uπ−1(X1) ∩ g1Uαg
−1
1
)
and:
g1xα(y, y
′)g−11 6∈
(
UX1 ∩ g1U2αg
−1
1
)
.
Hence the class of g1xα(y, y
′)g−11 in U 0,α is not in U 0,2α.
Now assume that y = 0. Let (z, z′) be any element of H0(Lα, L2α) with z 6= 0. Let
λ ∈ L×α such that ω1(λ
2z′) > ω1(y
′). We then have:
(λz, λ2z′ + y′) ∈ H0(Lα, L2α),
λz 6= 0,
ω1(λ
2z′ + y′) = −2α(x1).
Hence the class of g1xα(λz, λ
2z′ + y′) in U0,α is not in U 0,2α.
Axiom (RGD4). Take any element u ∈ U 0,−α \ {1} and fix a lifting
u ∈
(
UX1 ∩ g1U−αg
−1
1
)
\
(
Uπ−1(X1) ∩ g1U−αg
−1
1
)
of u.
Assume first that α is non-multipliable. We can then find y ∈ L×−α such that:
u = g1x−α(y
−1)g−11 .
By lemma 7.7, we have ω1(y) = −α(x1). Hence:
u = (g1xα(y)
−1g−11 )mα(y)(g1xα(y)
−1g−11 ) ∈ U0,αmα(y)U0,α ⊆ U0,αM0,αU0,α.
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Now assume that α is multipliable. We can then find (y, y′) ∈ H0(Lα, L2α) such that:
u = g1x−α(y, y
′)g−11 .
By lemma 7.7, we have ω1(y
′) = 2α(x1). Hence:
u = (g1xα(yy
′−1, (τy′)−1)−1g−11 ) ·mα(y, y
′) · (g1xα(y(
τy′)−1, (τy′)−1)−1g−11 )
∈ U0,αmα(y, y
′)U0,α ⊆ U0,αM0,αU0,α.
Axiom (RGD5). Take α, β ∈ Φx1 and m ∈ M 0,α. Let m ∈ M0,α be a lifting of m.
Since g−11 mg1 ∈Mα, proposition 6.20 implies that:
(g−11 mg1)Uβ(g
−1
1 mg1)
−1 = Urα(β).
Since m ∈ UX1 , we deduce that mU0,βm
−1 = U0,rα(β), and hence:
mU0,βm
−1 = U 0,rα(β).
Axiom (RGD6). Let U
±
0,X1
be the subgroup of UX1/Uπ−1(X1) generated by the U 0,α
for α ∈ Φ±x1 . Take u+ ∈ U
+
0,X1 , u− ∈ U
−
0,X1 and t ∈ T 0,X1 such that tu+ = u−. By
setting U±0,X1 := 〈U0,α, α ∈ Φ
±
x1
〉 , we can find a lifting u+ of u+ in U
+
0,X1
, a lifting u− of
u− in U
−
0,X1
, a lifting t of t in T0,X1 and an element u ∈ Uπ−1(X1) such that tu+ = uu−.
Since Pˆg1A∩π−1(X1) = g1NˆA∩π−1(x1)U
+
A∩π−1(x1)
U−A∩π−1(x1)g
−1
1 , we can find u
′
+ ∈ U
+
A∩π−1(x1)
,
u′− ∈ U
−
A∩π−1(x1)
and n′ ∈ NˆA∩π−1(x1) such that u = g1n
′u′+u
′
−g
−1
1 . We therefore have:
g−11 tu+g1 = n
′u′+u
′
−(g
−1
1 u−g1),
and hence:
U+g−11 tu
+g1U
− = U+n′u′+U
−.
But g−11 tg1 ∈ T , n
′ ∈ NA∩π−1(x1) ⊆ T and T normalizes U
+. Hence:
U+(g−11 tg1)U
− = U+n′U−.
We deduce that:
g−11 tg1 = n
′,
u′+
−1
(g−11 u+g1) = u
′
−(g
−1
1 u−g1) ∈ U
+ ∩ U−.
But U+ ∩ U− = {1}. Hence, by using corollary 7.7, we get:
u+ = g1u
′
+g
−1
1 ∈ g1UA∩π−1(x1)g
−1
1 ⊆ Uπ−1(X1),
u− = g1u
′
−
−1
g−11 ∈ g1UA∩π−1(x1)g
−1
1 ⊆ Uπ−1(X1),
t = g1n
′g−11 = uu
−1
− u
−1
+ ∈ Uπ−1(X1),
so that u+ = u− = t = 1.
The root group datum is generating. Indeed, UX1 is spanned by the g1Uα,x1g
−1
1
for α ∈ Φ. So it suffices to check that:
g1Uα,x1g
−1
1 ⊆ 〈Uπ−1(X1), T0,X1, U0,β|β ∈ Φx1〉
for each α ∈ Φ. To do so, fix a root α ∈ Φ and an element u ∈ g1Uα,x1g
−1
1 . If u ∈
g1U
′
α,x1
g−11 , then u ∈ Uπ−1(X1) by corollary 7.7. Otherwise, two cases arise:
• if α ∈ Φx1 , then corollary 7.7 implies that U0,α = g1Uα,x1g
−1
1 , and hence u ∈ U0,α.
• if α 6∈ Φx1 , then, by proceeding as in the proof of axiom (RGD2), we have 2α ∈ Φx1
and u ∈ Uπ−1(X1)U0,2α.
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7.3 The valuation axioms for the fibers
Fix α ∈ Φx1 . Observe that, according to corollary 7.7, given u ∈
(
UX1 \ Uπ−1(X1)
)
∩
g1Uαg
−1
1 and u
′ ∈ Uπ−1(X1) ∩ g1Uαg
−1
1 , we have π(ϕα(u)) = −α(x1) and π(ϕα(u
′)) >
−α(x1). Hence:
ϕα(u) < ϕα(u
′),
so that:
ϕα(uu
′) = ϕα(u).
By choosing an element x˜1 ∈ πaff({x1}), we can therefore define the map:
ϕα : U 0,α →R
rk(Λ0) ∪ {∞}
that sends the class in U 0,α of an element u ∈ UX1 ∩ g1Uαg
−1
1 to ϕα(g
−1
1 ug1) + α(x˜1) if
u 6∈ Uπ−1(X1) and to ∞ otherwise.
7.10 Proposition. The system
(
T 0,X1, (U 0,α)α∈Φx1 , (M0,α)α∈Φx1 , (ϕα)α∈Φx1
)
is a valued
generating root group datum in UX1/Uπ−1(X1).
Proof. Observe that axiom (V4) is obviously satisfied. We will therefore use it freely to
prove the other axioms.
Axiom (V0). By corollary 7.7, the image of ϕα contains ∞ as well as {λ ∈ Γα +
α(x˜1)|π(λ) = 0}. Since α ∈ Φx1 , we can find γ ∈ Γα such that α(x1) = π(α(x˜1)) = π(γ),
and hence:
{λ ∈ Γα + α(x˜1)|π(λ) = 0} = {µ− γ + α(x˜1)|Γα ∩ R
rk(Λ0)}.
If α is non-multipliable, then the set Γα ∩ R
rk(Λ0) contains Λ0 and is hence infinite. If α
is multipliable, then, by axiom (V4), the set Im(ϕα) contains
1
2
Im(ϕ2α), and is hence also
infinite.
Axiom (V1). Fix λ ∈ Rrk(Λ0) ⊆ Rrk(Λ), and take u, v ∈ UX1 ∩ g1Uαg
−1
1 such that:
ϕα(g
−1
1 ug1) + α(x˜1) ≥ λ,
ϕα(g
−1
1 vg1) + α(x˜1) ≥ λ.
Then:
ϕα(g
−1
1 uvg1) + α(x˜1) ≥ min{ϕα(g
−1
1 ug1), ϕα(g
−1
1 vg1)}+ α(x˜1) ≥ λ,
ϕα(g
−1
1 u
−1g1) + α(x˜1) = ϕα(g
−1
1 ug1) + α(x˜1) ≥ λ.
Hence U 0,α,λ := ϕ
−1
α ([λ,+∞]) is a subgroup of U 0,α. Moreover, ϕ
−1
α ({∞}) is the trivial
subgroup of U0,α by definition.
Axiom (V2). Let α ∈ Φx1 , n ∈ M0,α and u ∈ U 0,−α \ {1}. Denote by n (resp. u)
a lifting of n to M0,α (resp. of u to U0,−α). Since u 6= 1, we have u 6∈ Uπ−1({X1}) and
nun−1 6∈ Uπ−1({X1}). Hence:
ϕ−α(u)− ϕα(nun
−1) = ϕ−α(g
−1
1 ug1)− ϕα(g
−1
1 nun
−1g1).
But the function:
u ∈ U0,α 7→ ϕ−α(g
−1
1 ug1)− ϕα(g
−1
1 nun
−1g1)
is constant by proposition 6.20.
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Axiom (V3). Fix α, β ∈ Φx1 and λ, µ ∈ R
Λ0 such that β 6∈ −R+α. By setting
U0,α,λ := g1Uα,λ−α(x˜1)g
−1
1 and U 0,α,λ := ϕ
−1
α ([λ,∞]), corollary 7.7 implies that:
U0,α,λ = (U0,α,λ) /
(
g1Uαg
−1
1 ∩ Uπ−1(X1)
)
= U0,α,λ/
(
g1U
′
α,x1
g−11
)
.
By proposition 6.20, the group [U0,α,λ, U0,β,µ] is contained in:
〈U0,pα+qβ,pλ+qµ | p, q ∈ Z>0, pα + qβ ∈ Φ〉.
Now take p, q ∈ Z>0 such that γ := pα + qβ ∈ Φ \ Φx1 and fix an element:
u ∈ U0,γ,pλ+qµ \
(
g1U
′
γ,x1
g−11
)
⊆ g1
(
Uγ,x1 \ U
′
γ,x1
)
g−11 .
Since π(ϕγ(g
−1
1 ug1)) = −γ(x1) and γ 6∈ Φx1 , we have:
Uγ,x1 6=
⋂
u′∈U2γ
Uγ,π(ϕγ (g−11 ug1u′)).
In other words, there exists u′ ∈ U2γ such that:
−γ(x1) = π(ϕγ(g
−1
1 ug1)) < π(ϕγ(g
−1
1 ug1u
′)),
and we necessarily have:
ϕ2γ(u
′) = 2ϕγ(u
′) = 2ϕγ(g
−1
1 ug1) ≥ 2 (pλ+ qµ− γ(x˜1)) ,
π(ϕ2γ(u
′)) = 2π(ϕγ(g
−1
1 ug1)) = −2γ(x1).
We deduce that 2γ ∈ Φx1 and that:
g−11 ug1 = (g
−1
1 ug1u
′) · u′−1
with:
ug1u
′g−11 ∈ g1U
′
γ,x1
g−11 = Pπ−1(X1) ∩ g1Uγg
−1
1 ,
g1u
′−1g−11 ∈ U0,2γ,2pλ+2qµ.
The last equalities show that the image of u in U 0,γ,pλ+qµ belongs to U0,2γ,2pλ+2qµ, and
hence the group [U 0,α,λ, U0,β,µ] is necessarily contained in:
〈U0,pα+qβ,pλ+qµ | p, q ∈ Z>0, pα + qβ ∈ Φx1〉.
Axiom (V5). Let α ∈ Φx1 , u ∈ U 0,α and u
′, u′′ ∈ U 0,−α such that u′uu′′ ∈M 0,α. Let
u be a lifting of u in U0,−α. Note that u 6= 1.
Assume first that α is non-multipliable. By proceeding as in the proof of the axiom
(RGD4), there exists y ∈ L×α such that:
ω1(y) = −α(x1),
(g1xα(y)g
−1
1 )u(g1xα(y)g
−1
1 ) = m0,α(y).
Since g1xα(y)g
−1
1 ∈ U0,α and m0,α(y) ∈M0,α, uniqueness in paragraph 6.1.2.(2) of [BT84]
implies that g1xα(y)g
−1
1 is a lifting of both u
′ and u′′. Hence:
ϕ−α(u) = ϕ−α(g
−1
1 ug1)− α(x˜1) = −ϕα(xα(y))− α(x˜1) = −ϕα(u
′).
Assume now that α is multipliable. By proceeding as in the proof of the axiom
(RGD4), there exists (y, y′) ∈ H0(Lα, L2α) such that:
ω1(y
′) = −2α(x1),
(g1xα(yy
′−1, (τy′)−1)g−11 ) · u · (g1xα(y(
τy′)−1, (τy′)−1)g−11 ) = m0,α(y, y
′).
Since g1xα(yy
′−1, (τy′)−1)g−11 and g1xα(y(
τy′)−1, (τy′)−1)g−11 are both in U0,α andm0,α(y, y
′) ∈
M0,α, uniqueness in paragraph 6.1.2.(2) of [BT84] implies that g1xα(yy
′−1, (τy′)−1)g−11 is
a lifting of u′. Hence:
ϕ−α(u) = ϕ−α(g
−1
1 ug1)− α(x˜1) = −ϕα(xα(yy
′−1, (τy′)−1))− α(x˜1) = −ϕα(u
′).
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7.4 Compatibility axioms for the N-action
7.11 Lemma. The group N 0,X1 is the subgroup of UX1/Uπ−1(X1) spanned by the M0,α for
α ∈ Φx1.
Proof. Example 3.44 shows that the group N0,X1 is spanned by the g1(N ∩ Lα,x1)g
−1
1 for
α ∈ Φ. We distinguish 3 cases:
• if −α(x1) 6∈ Γα, then g1Lα,x1g
−1
1 ⊆ Uπ−1(X1). Hence g1(N ∩ Lα,x1)g
−1
1 ⊆ Uπ−1(X1) ∩
g1Ng
−1
1 .
• if −α(x1) ∈ Γα \ Γ′α, then, by proceeding as in the proof of the axiom (RGD2), one
can see that 2α ∈ Φx1 and:
g1(N ∩ Lα,x1)g
−1
1 ⊆ g1(N ∩ Lα ∩ Ux1)g
−1
1 ⊆ g1(T ∪Mα)g
−1
1 ∩ UX1
= g1(T ∪M2α)g
−1
1 ∩ UX1 ⊆ T0,X1 ∪M0,2α.
• if −α(x1) ∈ Γ′α, then α ∈ Φx1 and:
g1(N ∩ Lα,x1)g
−1
1 ⊆ g1(N ∩ Lα ∩ Ux1)g
−1
1 ⊆ g1(T ∪Mα)g
−1
1 ∩ UX1 = T0,X1 ∪M0,α.
We deduce that N0,X1 is the subgroup of UX1 spanned by Uπ−1(X1) ∩ g1Ng
−1
1 and the
M0,α for α ∈ Φx1 . Hence N 0,X1 is the subgroup of UX1/Uπ−1(X1) spanned by the M 0,α for
α ∈ Φx1 .
Consider the Rrk(Λ0)-module Vx1 = ker(π)/
(
〈Φx1〉
⊥ ∩ ker(π)
)
, the affine space:
Ax1 := π
−1
aff (x1)/
(
〈Φx1〉
⊥ ∩ ker(π)
)
,
and the projection:
pr : π−1aff (x1)→ Ax1 .
By the previous lemma, the image of ν0,X1(N0,X1) in GL(V ) is N 0,X1/T 0,X1
∼= W (Φx1) ⊆
Fix(〈Φx1〉
⊥). Hence ν0,X1(N0,X1) induces a morphism:
νX1 : N 0,X1 → Aff(Ax1).
7.12 Proposition. The action ν0,X1 is compatible with the valuation (ϕα)α∈Φx1 .
Proof. Axiom (CA1) is obvious. Let’s prove axiom (CA2). To do so, let α be a root in
Φx1 and take u ∈ U0,α \ {1}. We can find y ∈ Lα such that u := g1xα(y)g
−1
1 is a lifting of
u in U0,α and v1(y) = −α(x1). We then have:
α(ν0,X1(m0,α(y))(x˜1)− x˜1) = α(ν0,X1(m0,α(y))(o)− o) + α(ν
v
0,X1
(m0,α(y))(x˜1 − o)− (x˜1 − o))
= −2ϕα(xα(y))− 2α(x˜1)
= −2ϕα(u).
The multipliable case is analoguous.
7.5 Conclusion
7.13 Theorem. The fiber π−1(X1) is isomorphic to:
I
(
UX1/Uπ−1(X1), (U0,α)α∈Φx1 , (M0,α)α∈Φx1 , (ϕ0,α)α∈Φx1 , νX1)
)
× 〈Φx1〉
⊥ .
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Proof. All the previous considerations show that the 5-tuple:(
UX1/Uπ−1(X1), (U 0,α)α∈Φx1 , (M0,α)α∈Φx1 , (ϕ0,α)α∈Φx1 , νX1)
)
is a generating and valued root group datum together with a compatible action. We can
therefore consider the building:
I
(
UX1/Uπ−1(X1), (U 0,α)α∈Φx1 , (M 0,α)α∈Φx1 , (ϕ0,α)α∈Φx1 , νX1)
)
and it can be described as: (
UX1/Uπ−1(X1) × Ax1〉
⊥
)
/ ∼,
where:
(u, x) ∼ (v, y)⇔ ∃n ∈ N 0,X1,
{
y = νX1(n)(x),
u−1vn ∈ Ux.
Consider now the surjective map:
pr : π−1(X1)→ I
(
UX1/Uπ−1(X1), (U0,α)α∈Φx1 , (M0,α)α∈Φx1 , (ϕ0,α)α∈Φx1 , νX1)
)
induced by the projection pr : π−1aff (x1)→ Ax1. It is compatible with the UX1-action. Take
a point:
X0 := [(u0, x0)] ∈ I
(
UX1/Uπ−1(X1), (U0,α)α∈Φx1 , (M 0,α)α∈Φx1 , (ϕ0,α)α∈Φx1 , νX1)
)
,
and fix a lifting x˜0 of x0 in π
−1
aff (x1). Observe that, if X := [(u, x)] ∈ pr
−1(X0), then there
exists n ∈ N0,X1 such that: {
pr(x) = νX1(n)(x0)
u−10 un ∈ U0,x˜0 .
Hence x−ν0,X1(n)(x˜0) ∈ 〈Φx1〉
⊥, and we can find y ∈ 〈Φx1〉
⊥ such that x−ν0,X1(n)(x˜0) =
n · y where n is the image of n in W (Φx1). Since α(x˜0 + y) = α(x˜0) = α(x0) for each
α ∈ Φx1 , we deduce that:{
x = ν0,X1(n)(x˜0 + y)
u−10 un ∈ U 0,x˜0 = 〈Uα,x˜0 |α ∈ Φx1〉 = 〈Uα,x˜0+y |α ∈ Φx1〉 = U x˜0+y
Hence X = [(u0, x˜0 + y)], so that the map:
ψX0 : (pr)
−1(x0)→ pr
−1(X0)
x 7→ [(u0, x)]
is surjective. Now take x, x′ ∈ (pr)−1(x0) such that ψX0(x) = ψX0(x
′). We can then find
N0,X1 ∩ Ux such that x
′ = ν0,X1(n)(x). Hence x = x
′, and ψX0 is a bijection.
7.14 Remark. (i) A subset of π−1(X1) is the intersection of an apartment of I(K, ω,G)
with π−1(X1) if, and only if, it is of the form Ax1 × 〈Φx1〉
⊥ with Ax1 an apartment
of I
(
UX1/Uπ−1(X1), (U0,α)α∈Φx1 , (M 0,α)α∈Φx1 , (ϕ0,α)α∈Φx1 , νX1
)
.
(ii) By considering all the intersections of an apartment of I(K, ω,G) with π−1(X1),
one endows the fiber π−1(X1) with a system of apartments of type:
(π−1aff (X1),Φ, (Γ˜α)α∈Φ)
where Γ˜α = Γα if α ∈ Φx1 and Γ˜α = ∅ otherwise. The fiber π
−1(X1) then automati-
cally satisfies axioms (A2), (A3), (A4) and (GG).
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7.15 Example. Let Λ0 be a totally ordered abelian group and let k be a field endowed
with a valuation ω0 : k → Λ0 ∪ {∞}. Set K := k((t)), let ω1 be the t-adic valuation on
K, and let ω : K→ Z× Λ0 be the valuation defined by ω(x) = (ω1(x), ω0(xt−ω1(x))).
Consider a reductive k-groupGk and setG := Gk×kK. One can find a finite extension
K′ of K over which ω1 does not ramify and G splits. Thus 0 ∈ Γ′k,α for every α ∈ Φ, and
hence the point X1 := [(1, 0)] ∈ I(K, ω1,G) is a hyperspecial point.
Now take u ∈ UX1 and x ∈ π
−1
aff ({0}) such that [(u, x)] ∈ π
−1(X1). Since u ∈ UX1 ,
we can find α1, ..., αn ∈ Φ so that u can be written as u1...un with ui ∈ Uαi,0 for each
i ∈ {1, ..., n}. Each ui can then be written as viu′i with vi ∈ Uk,αi and u
′
i ∈ U
′
αi,0
. As a
consequence, the product u1...un can be written as u
′v1...vn for some u
′ ∈ UX1 that fixes
π−1(X1). Hence:
[(u, x)] = [(u′v1...vn, x)] = u
′ · [(v1...vn, x)] = [(v1...vn, x)],
and the map:
ψX1 : Gk × π
−1
aff ({0})→ π
−1(X1)
(g, x) 7→ [(g, x)]
is surjective. Now, if ψX1(g, x) = ψX1(g
′, x′) for some g, g′, x, x′, then we can find n ∈ N
such that: {
x′ = ν(n)(x)
g′g−1n ∈ Ux.
In particular:
n ∈ gg′−1Ux ∩N ⊆ G(k[[t]]) ∩N = Nk.
Hence, ψX1 induces a bijection:
ψX1 : I(Gk, k, ω0)→ π
−1(X1).
7.6 Further notations related to the projection maps
In this section, we fix some notations that will be used throughout the paper. Let’s fix
some s0 ∈ rk(Λ). Given a positive element λs0 in the archimedean class of Λ corresponding
to s0, we define:
Λ≥s0 := {λ ∈ Λ|∃n > 0, λ < nλs0},
Λ>s0 := {λ ∈ Λ|∀n > 0, nλ < λs0}.
The sets Λ≥s0 and Λ>s0 are both convex subgroups of Λ and they do not depend on the
choice of λs0 . We may therefore introduce the quotients:
Λ<s0 := Λ/Λ≥s0,
Λ≤s0 := Λ/Λ>s0.
Denote by ω<s0 : K→ Λ<s0 ∪ {∞} (resp. ω≤s0 : K→ Λ≤s0 ∪ {∞} ) the composite of the
valuation ω followed by the projection Λ → Λ<s0 (resp. Λ → Λ≤s0). According to the
previous section, we have three projection maps:
π≤s0 : I(K, ω, G)→ I(K, ω≤s0 , G),
π≤s0<s0 : I(K, ω≤s0 , G)→ I(K, ω<s0 , G),
π<s0 = π
≤s0
<s0
◦ π≤s0 : I(K, ω, G)→ I(K, ω<s0 , G).
The map π≤s0 : I(K, ω, G)→ I(K, ω≤s0 , G) then induces a surjection:
π=s0,X : π
−1
<s0
(X)→
(
π≤s0<s0
)−1
(X)
for each X ∈ I(K, ω<s0, G).
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8 The axiom (CO)
In this section, we prove that the building I that we constructed satisfies (CO). Let
us sketch the ideas of our proof. We proceed as follows.
1. (see Subsection 8.1) We begin by giving a sufficient condition for an R-building to
satisfy (CO).
2. (see Subsection 8.2) We prove that when S admits a minimum, if C and C˜ are two
sectors opposed at x ∈ I, then the corresponding sectors of π≤s(I) are opposed at
π≤s(x).
3. (see Subsection 8.3) We still assume that S admits a minimum and we prove (CO).
Let x ∈ I and C, C˜ be two sectors opposed at x. Let A be the apartment containing
the germs at infinity C∞, C˜∞ of C, C˜. We want to prove that x ∈ A. We consider an
apartment AC containing C and an isomorphism φ : AC → A fixing AC∩A. We then
prove that φ(x) = x. For this, we act by contradiction and assume that φ(x) 6= x.
Then we prove that there exists a minimal s ∈ S such that π≤s
(
φ(x)
)
6= π≤s(x).
By working in the R-building π=s
(
π−1≤s
(
π≤s(x)
))
and by using steps (1) and (2), we
reach a contradiction.
4. (see Subsection 8.4)We then prove (CO) in the general case, by consideringG
(
K((t))
)
.
8.1 A sufficient condition for (CO) for R-buildings
In this subsection , we assume that S is reduced to a single element. Let IR be a set
covered with apartments and satisfying (A1), (A2), (GG), (A4) and
(Iwa) : for all local face F , for all sector-germ at infinity C∞, there exists an apartment
containing F and C∞.
8.1 Lemma. Let x, y ∈ IR and C∞ be a sector-germ at infinity of IR. Then there exists
n ∈ Z≥0, x1, . . . , xn ∈ [x, y] such that [x, y] =
⋃n−1
i=1 [xi, xi+1] and for all i ∈ J1, n − 1K,
there exists an apartment Ai containing [xi, xi+1] and C∞.
Proof. This is a standard result. Let A be an apartment containing [x, y]. For a ∈ [x, y)
(resp. a ∈ (x, y]) we choose a local chamber C+a (resp. C
−
a ) of A such that C
+
a ∩ [x, y] ⋑
germa
(
[a, y)
)
(resp. C−a ∩ [x, a) ⋑ germa
(
[a, x]
)
). For a ∈ (x, y] (resp. a ∈ [x, y)) we
choose an apartment A+a (resp. A
−
a ) containing C
+
a and C∞ (resp. C
−
a and C∞), which is
possible by (Iwa). We choose a neighborhood V +a (resp. V
−
a ) of a in [a, y] (resp. in [x, a])
such that V +a ⊂ A
+
a (resp. V
−
a ⊂ A
−
a ). Set Vx = V
+
a , Vy = V
−
y and Va = V
+
a ∪ V
−
a , for
a ∈ (x, y). Then by compactness of [x, y], there exists a finite subset {a1, . . . , ak} of [x, y]
such that [x, y] =
⋃k
i=1 Vai, and the result follows.
8.2 Lemma. Let C∞, C˜∞ be two sector-germs at infinity of IR. Let x ∈ IR. We assume
that germx(x+ C∞) and germx(x+ C˜∞) are opposite. Then:
1. C∞ and C˜∞ are opposite,
2. there exists a unique apartment AC∞,C˜∞ containing C∞ and C˜∞,
3. the point x belongs to AC∞,C˜∞.
Proof. We follow [Par00a, Proposition 1.12] and [Rou11, Proposition 5.4 2)]. Let AC∞,C˜∞
be an apartment containing C∞ and C˜∞. Let C = x+C∞, C˜ = x+ C˜∞, Cx = germx(C)
and C˜x = germx(C˜). Let AC and AC˜ be apartments containing C and C˜. Let ACx,C˜x
be an apartment containing Cx, C˜x. Let y, y˜ ∈ ACx,C˜x be such that y ∈ C, y˜ ∈ C˜ and
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x ∈ [y˜, y]. Let δ (resp δ˜) be the ray of AC (resp. AC˜) based at x and containing y (resp.
δ˜).
The ray δ meets AC∞,C˜∞. We choose y
′ in δ ∩AC∞,C˜∞. Let r : [0,∞[→ δ be the affine
parametrization of δ such that r(0) = x and r(1) = y′. Using Lemma 8.1, we choose
n ∈ Z≥0, t0 = 0 < t1 < . . . < tn = 1 such that for all i ∈ J0, n− 1K, [r(ti), r(ti+1)] and C˜∞
are contained in an apartment Ai.
Let r : (−∞, 0] → δ˜ be the affine parametrization of R˜ such that r(0) = x and
r(−1) = y˜. We set t−1 = −1. Then y˜ = r(t−1) ∈ r(t0) + C˜∞ = x = C˜∞. Let i ∈
J0, n−1K. We assume that r(ti)+C˜∞ contains r(ti−1). Let Bi be an apartment containing
[r(ti − ǫ), r(ti)] ∪ [r(ti), r(ti + ǫ)], for ǫ > 0 small enough (one may take B0 = ACx,C˜x and
Bi = AC , for i > 0). By assumption, Ai contains r(ti−1) and as [r(ti − ǫ), r(ti + ǫ)] is a
segment in Bi, [r(ti−1), r(ti+1)] is a segment in Ai. In the apartment Ai, r(ti) + C˜∞ is a
sector parallel to r(ti+1)+C˜∞. As r(ti)+C˜∞ contains r(ti−1), we deduce that r(ti+1)+C˜∞
contains r(ti). By induction, we deduce that r(t0) = x ∈ r(tn)+ C˜∞ = y′+ C˜∞. Therefore
x ∈ AC∞,C˜∞. Consequently, x + C∞ and x + C˜∞ are two opposite sectors of AC∞,C˜∞.
Therefore, C∞ and C˜∞ are opposite and by (A2), there exists at most one apartment
containing C∞ and C˜∞, which proves the lemma.
8.2 Preservation of the opposition
The aim of this subsection is to prove that if S admits a minimum and if C and C˜ are
two sectors opposite at some point x ∈ I, then for every s ∈ S, C≤s and C˜≤s are opposite
at π≤s(x). For this, our idea is to prove that if C1,∞, . . . , Cn,∞ is a gallery of sector-germs
at infinity such that germπ≤s(x)(π≤s(x) + C1,∞,≤s), . . . , germπ≤s(x)(π≤s(x) + Cn,∞,≤s) is a
gallery from germπ≤s(x)(C) to germπ≤s(x)(C˜), then germx(x+ C1,∞), . . . , germx(x+ Cn,∞)
is a gallery from germx(C) to germx(C˜).
8.2.1 Preleminaries on enclosed sets
Let C be a sector of AS and s ∈ S. Write C = x + w.Cvf,AS , where x ∈ AS and
w ∈ W v. One sets C≤s = x+ w.{y≤s ∈ A≤s|α(y≤s) > 0, ∀α ∈ ∆f}. This is the sector of
A≤s corresponding to C. One has C≤s ⊂ π≤s(AS) but this containment is strict, because
π≤s preserves large inequalities but not strict inequalities.
Let C be a sector of I. Write C = g.C˜, with g ∈ G and C˜ a subsector of AS. We set
C≤s = g.C˜≤s. This does not depend on the choice of g and C˜ by the lemma below.
8.3 Lemma. Let g1, g2 ∈ G, C(1), C(2) be sectors of AS and s ∈ S. Suppose that g1.C(1) =
g2.C
(2). Then g1.C
(1)
≤s = g2.C
(2)
≤s .
Proof. For i ∈ {1, 2}, set Ai = gi.AS. Let h ∈ G inducing an isomorphism φ : A1 → A2
fixing A1 ∩A2. Then maybe considering hg1 instead of g1, we may assume that A1 = A2.
Let n = g−12 .g1 ∈ N . Then n.C
(1) = C(2). As the restriction of n to AS is induced by an
element of W aff , we deduce that n.C
(1)
≤s = C
(2)
≤s . Therefore g1.C
(1)
≤s = g2.C
(2)
≤s , which proves
the lemma.
8.4 Lemma. Let (λα) ∈ (RS∪{∞})Φ and Ω =
⋂
α∈ΦDα,λα. We assume that there exists a
vector chamber CvS of AS and x≤s ∈ A≤s such that germx≤s(x≤s+C
v
≤s) ⋐
⋂
α∈ΦDα,π≤s(λα).
Then π≤s(Ω) =
⋂
α∈ΦDα,π≤s(λα).
Proof. Let Ω′ =
⋂
α∈ΦDα,π≤s(λα). The inclusion π≤s(Ω) ⊂ Ω
′ is clear. Let us prove the
reverse inclusion. Let Φ+ = Φ+Cv
R
.
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Let z′≤s ∈ Ω
′ ∩ (x≤s+Cv≤s) and z≤s ∈ (x≤s+C
v
≤s)∩ (z
′
≤s−C
v
≤s). Then for all α ∈ Φ
+,
one has −π≤s(λα) ≤ α(x≤s) < α(z≤s) < α(z′≤s) and for all α ∈ Φ
−, −π≤s(λα) ≤ α(z′≤s) <
α(z≤s). In particular,
α(z≤s) > −π≤s(λα),
for every α ∈ Φ.
Let y≤s ∈ Ω′. Set Φ(y≤s) = {α ∈ Φ|α(y≤s) = −π≤s(λα)}. Then by definition,
Ω ∩
(
{y≤s} × A>s
)
= {y≤s} ×
⋂
α∈Φ(y≤s)
Dα,π>s(λα).
If Φ(y≤s) is empty, then {y≤s} × A>s ⊂ Ω and thus y≤s ∈ π≤s(Ω). We now assume that
Φ(y≤s) is nonempty. By choice of z≤s, one has α(z≤s−y≤s) > 0, for all α ∈ Φ(y≤s). Write
y≤s = (yt)t≤s and z≤s = (zt)t≤s. For α ∈ Φ(y≤s), set
sα = min{t ∈ supp(z≤s − y≤s)|α(zt) > α(yt)}.
Let k = |Φ(y≤s)|. We write Φ(y≤s) = {α1, . . . , αk} in such a way that (sαi)i∈J1,kK is
increasing. For i ∈ J1, kK, one sets ui = zsαi − ysαi ∈ AR. Then for all j ∈ J1, kK, one has
αj(ui) > 0 if sαi = sαj and αj(ui) = 0 if sαj > sαi. In particular, for all i, j ∈ J1, kK, one
has:
αi(ui) > 0 and j ≥ i =⇒ αj(ui) ≥ 0. (19)
If (y≤s, 0) ∈ Ω, then we are done. Suppose that (y≤s, 0) /∈ Ω. Let
s˜ = min{t ∈ supp(λα)|∃α ∈ Φ(y≤s)| − π=t(λα) > 0}.
One chooses tk ∈ R such that αk(tkuk) > −π=s˜(λαk) . Let i ∈ J2, kK. Suppose we have
constructed (tj)j∈Ji,kK such that
k∑
j=i
tjαℓ(uj) > −π=s˜(λαℓ)
for all ℓ ∈ Ji, kK. Then one chooses ti−1 ∈ R≥0 such that
∑k
j=i−1 tjαi−1(uj) > −π=s˜(λαi−1).
Then by (19), one has
∑k
j=i−1 αℓ(tjuj) > −π=s˜(λαℓ) for all ℓ ∈ Ji − 1, kK. By induction,
we thus find (t1, . . . , tk) ∈ R such that
∑k
j=1 αℓ(tjuj) > −π=s˜(λαℓ) for all ℓ ∈ J1, kK.
Let y<s˜ = (atyt) ∈ A<s˜, where at = 1 if t ≤ s and at = 0 if t ≥ s. Let
y = (y<s˜,
k∑
i=1
tiui, 0) ∈ AS.
Let α ∈ Φ(y≤s). Then:
α(y) =
(
− π<s˜(λα),
k∑
j=i
tjα(uj), 0
)
> −λαℓ .
Therefore, y ∈ Ω. Moreover π≤s(y) = y≤s and thus π≤s(Ω) = Ω′.
8.5 Remark. The above lemma is not true when Ω is an arbitrary enclosed subset of AS.
For example if S = {1, 2}, AR = R and α = Id, one has Dα,(0,−1) ∩ D−α,(0,1) = ∅ but
Dα,0 ∩D−α,0 is nonempty.
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8.2.2 Projection of an intersection of apartments
8.6 Lemma. Let s ∈ S. Then the map A 7→ π≤s(A) from the set of apartments of I to
the set of apartments of π≤s(I) is a bijection.
Proof. This map is surjective by definition. Let A and B be two apartments such that
π≤s(A) = π≤s(B). As the action of G(K) commutes with π≤s, we may assume that
A = AS. Let g ∈ G(K) be such that B = g.AS. Then π≤s(g.AS) = π≤s(B) = π≤s(AS) =
g.π≤s(AS).
By Proposition 5.6, there exists n ∈ N such that g.x = n.x for all x ∈ A≤s. Then by
Lemma 5.5 g−1.n ∈ P̂A≤s .
By Corollary 4.12, if ∆ is a basis of Φ, then:
P̂A≤s = (UA≤s ∩ U
+
∆)(UA≤s ∩ U
−
∆)N̂A≤s.
By Example 3.44, UA≤s ∩ U
+
∆ = UA≤s ∩ U
−
∆ = {1}, thus g
−1n ∈ N , hence g ∈ N and
B = AS, which proves the lemma.
8.7 Lemma. Let A, B be two apartments and s ∈ S. We assume that there exists
a sector C based at some x ∈ I such that π≤s(A) ∩ π≤s(B) ⋑ germπ≤s(x)(C≤s). Then
π≤s(A ∩B) = π≤s(A) ∩ π≤s(B).
Proof. Using some g ∈ G(K), we may assume that A = AS and C = x+germ∞(C
v
f ). Let
Ω≤s = π≤s(AS)∩π≤s(B). One has Ω≤s ⊃ π≤s(AS∩B). Let us prove the reverse inclusion.
By Corollary 5.8, there exists u ∈ UΩ≤s such that u.π≤s(AS) = π≤s(B). By Lemma 8.6,
u.AS = B. By definition of UΩ, there exist k ∈ Z≥0, α1, . . . , αk ∈ Φ and elements ui ∈
Uαi,Ω≤s such that u =
∏k
i=1 ui. For α ∈ Φ, set λα = min{ϕαi(ui)|i ∈ J1, kK and αi = α}
(one may have λα =∞). Then Ω≤s ⊂
⋂
α∈ΦDα,π≤s(λα). As Ω≤s contains a local chamber,
we can apply Lemma 8.4 and one has π≤s
(⋂
α∈ΦDα,λα
)
=
⋂
α∈ΦDα,π≤s(λα). Moreover u
fixes
⋂
α∈ΦDα,λα and thus AS ∩B contains
⋂
α∈ΦDα,λα. Thus
π≤s(AS ∩B) ⊃
⋂
α∈Φ
Dα,π≤s(λα) ⊃ Ω≤s.
Therefore Ω≤s = π≤s(AS ∩ B), which proves the lemma.
8.8 Remark. If we already knew that I is a building, we could use [SS12, Lemma 3.7 and
3.10], but their proof uses the fact that retractions are 1-Lipschitz continuous, which we
want to prove.
8.2.3 The exchange condition
We now prove that I satisfies the exchange condition (EC) (see Lemma 8.10 or [BS14,
Section 2] for the definition of (EC)). We will use it to prove that I satisfies a property
called the sundial configuration (SC) in [BS14, Section 2] (see Lemma 8.13).
8.9 Lemma. Let A be an apartment of I. Let D be a half-space of AS. Suppose that
A ∩ AS contains D. Then either A = AS or there exists α ∈ Φ and λ ∈ Γα such that
A ∩ AS = Dα,λ.
Proof. Using (A2) we write A ∩ AS =
⋂
α∈ΦDα,ℓα, where (ℓα) ∈
∏
α∈Φ(Γα ∪ {∞}). Let
α ∈ Φ. If the hyperplane defining D is not parallel to α−1({0}), then λα = ∞. Lemma
follows.
8.10 Lemma. The set I satisfies the exchange condition (EC): if A and B are apartments
of I such that A∩B is a half-apartment, then (A∪B) \ (A∩B)∪M is an apartment of
I, where M is the wall of A ∩ B.
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Proof. Using isomorphisms of apartments, we may assume that A = AS. Then by
Lemma 8.9, there exists α ∈ Φ and λ ∈ Γα such that D := AS ∩ B = Dα,λ. By Corol-
lary 5.8, one has B = u.AS, where u ∈ UD. By Example 3.44, we can write u = u+Du
−
DnD,
where u+D ∈ U
+
D , u
−
D ∈ U
−
D and nD ∈ N . Moreover, either U
+
D = {1} or U
−
D = {1} (de-
pending on whether α ∈ Φ+ or α ∈ Φ−). By symmetry, we may assume that U
+
D = {1}.
Then U−D = Uα,D.
One has λ = ϕα(u
−
D). Using (RGD4), we write u
−
D = v+mu
−1
+ , with u+, v+ ∈ U
+ and
m ∈ Mα. By (V5) and Lemma 3.7, we have λ = −ϕ−α(u+) = −ϕ−α(v+) = ϕα(u
−
D). Let
D− = Dα,λ, D+ = D−α,−λ and M = Hα,λ = D− ∩D+. Then one has:
u−Du+.D− = v+m.D− = v+.D+ = D+ and u
−
Du+.D+ = u
−
D.D+ = v+m.D+ = v+.D−.
Therefore:
(u−D.AS ∪ AS) \ (AS ∩ u
−
D.AS) ∪M = u
−
D.D+ ∪D+ = v+.D+ ∪D+ = v+.AS,
which is an apartment of AS, which proves the lemma.
8.2.4 Germ of a gallery of local chambers and conclusion
8.11 Lemma. Let C∞, C˜∞ be two sector-germs at infinity and x ∈ I. Let C = x + C∞
and C˜ = x + C˜∞. We assume that there exists s ∈ S such that germπ≤s(x)(C≤s) =
germπ≤s(C˜≤s). Then germx(C) = germx(C˜).
Proof. Let A be an apartment containing C. Then π≤s(A) ⋑ germπ≤s(x)(C≤s) = germπ≤s(x)(C˜≤s).
Let A˜ be an apartment containing C˜. By Lemma 8.7, π≤s(A ∩ A˜) = π≤s(A) ∩ π≤s(A˜).
Let y˜≤s ∈ C˜≤s ∩ π≤s(A). Then there exists y˜ ∈ A ∩ A˜ such that π≤s(y˜) = y˜≤s. As
y˜ ∈ A we have y˜ ∈ C and as y˜ ∈ A˜, we have y˜ ∈ C˜. Using Lemma 2.17, we deduce that
C ∩ C˜ ⋑ cl({x, y}) ⋑ germx(C), germx(C˜) and thus germx(C) = germx(C˜).
Two sector-germs Q1,∞ and Q2,∞ are said to be adjacent if there exists an apartment
A containing Q1,∞ and Q2,∞ and such that x+Q1,∞ and x+ Q2,∞ are adjacent, for any
x ∈ A. If such an A exists, then any apartment containing Q1,∞ and Q2,∞ satisfies this
property.
We now assume that S admits a minimum. We denote it 0S. We denote π=0S instead
of π≤0S and if C is a sector of I, we denote C=0S instead of C≤0S .
8.12 Lemma. Let C be a sector of I. Then germ∞(C=0S) = π=0S
(
germ∞(C)
)
. In
particular the sector-germs at infinity of π=0S(I) are exactly the π=0S(C∞) such that C∞
is a sector-germ at infinity of I.
Proof. As π=0S , germ∞ and C 7→ C=0S commute with the action of G, it suffices to check
it when C is a subsector of Cvf,S, which is straightforward.
8.13 Lemma. Let A be an apartment of I and C∞ be a sector-germ of A. Let C˜∞ be
a sector-germ of I adjacent to C∞ and different from it. Then one can write π=0S(A) =
D1,0S ∪ D2,0S , where for both i ∈ {1, 2}, Di,0S is a half-apartment of π=0S(A) and there
exists an apartment π0S(Ai) containing Di,0S and π=0S (C˜∞).
Proof. By Lemma 5.10, Proposition 5.6, Lemma 8.2 and by [BS14, Theorem 3.3], π=0S (I)
is an R-building and in particular, it satisfies the axiom (SC) of [BS14]. Moreover
π=0S(C∞) and π=0S(C˜∞) are adjacent and thus the lemma is a consequence of the para-
graph after (SC) in [BS14, page 385].
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Galleries of local chambers Let x ∈ I. Two local chambers C1,x, C2,x are called
adjacent if there exists an apartment A containing C1,x, C2,x and two adjacent sectors
Q1, Q2 of A based at x such that germx(Q1) = C1,x and germx(Q2) = C2,x. By (A2), this
does not depend on the choice of apartment A. A gallery of local chambers based at
x is a finite sequence Γx = (C1,x, . . . , Ck,x) such that for all i ∈ J1, k − 1K, Ci,x and Ci+1,x
are adjacent local chambers based at x. The length of Γx is then k. The gallery is called
minimal if k is the minimal possible length for a gallery joining C1,x and Ck,x.
If Cx, C˜x are two local chambers based at x, there exists a gallery Γx joining Cx to
C˜x. Indeed, by (GG), there exists an apartment A containing Cx and C˜x. Let Q and Q˜
be the sectors of A corresponding to Cx and C˜x. Then if Γ is a gallery of sectors from Q
to Q˜, then the germ Γx of Γ at x is a gallery joining Cx to C˜x. The minimal length of a
gallery joining Cx to C˜x is called the distance between Cx and C˜x and we denote it
d(Cx, C˜x).
8.14 Lemma. Let A be an apartment and C∞ be a sector-germ at infinity of I. We
assume that π=0S(A) ⋑ π=0S(C∞). Then A ⋑ C∞.
Proof. Let Ω ∈ C∞ be such that π0S(A) ⊃ π=0S(Ω). Let B be an apartment containing
C∞. Then Ω∩B ∈ C∞. Moreover π=0S (A)∩ π=0S(B) ⊃ π=0S(Ω∩B) and by Lemma 8.7,
π=0S(A ∩ B) = π=0S(A) ∩ π=0S(B). We identify B and AS and we assume that C∞ is
the germ of Cvf,S. We choose (yn,=0S) ∈ π=0S (A ∩ AS)
Z
≥0 such that β(yn,=0S) → +∞ for
all β ∈ ∆f . Let (yn) ∈ (A ∩ AS)Z≥0 be such that π=0S(yn) = yn,0S for all n ∈ Z≥0. Then
A ⊃ A ∩B ⋑ cl({yn|n ∈ Z≥0}) ⋑ C∞, which proves the lemma.
8.15 Lemma. 1. Let C and C˜ be two sectors of I and C∞, C˜∞ be their germs. We
assume that C∞ and C˜∞ are adjacent. Let A be an apartment containing C∞. Then
one can write A = D1 ∪D2, where D1, D2 are half-apartments of A which have the
same wall and such that for both i ∈ {1, 2}, there exists an apartment containing Di
and C˜∞.
2. Let y ∈ I. Then germy(y + C∞) and germy(y + C˜∞) are adjacent.
Proof. Let π = π=0S . By Lemma 8.13, one can write π(A) = D1,π ∪D2,π, where D1,π and
π(C˜∞) are contained in an apartment π(A1). Then π(A)∩ π(A1) is a half-apartment and
thus by Lemma 8.7 and (A2), A ∩ A1 is a half-apartment. Let H be the wall of A ∩ A1.
Then by (EC) (Lemma 8.10),
(
A ∪ A1) \ (A ∩ A1)
)
⊔ H is an apartment A2 of I. By
Lemma 8.14, A1 ⋑ C˜∞. Let D1 = A∩A1 and D2 = A2 ∩A. Then (A,D1, D2) satisfy the
condition of (1).
Let now y ∈ I. We want to prove that germy(y + C∞) and germy(y + C˜∞) are
adjacent. As there exists an apartment containing y and C∞, there is no loss of generality
in assuming that y ∈ A.
Maybe exchanging the roles of D1 and D2, we may assume that D1 ⋑ C∞. Suppose
y ∈ D1. Then A1 contains y+C∞ and y+C˜∞ and thus germy(y+C∞) and germy(y+C˜∞)
are adjacent (and distinct).
By construction, H is also the wall of A∩A2. Let x ∈ H , C = x+C∞ and C˜ = x+C˜∞.
Then x+ C∞ ⊂ D1 and x+ C˜∞ * A. Therefore H separates x+ C∞ and x+ C˜∞ in A1.
Let φ : A → A2 be the isomorphism of apartments fixing A ∩ A2. Then φ induces a
map (still denoted φ) from the set of sector-germs at infinity of A to the set of sector-
germs at infinity of A2. If x ∈ H , x+C∞ and x+ C˜∞ share a panel in H . Let C
′
∞ 6= C∞
be the sector-germ at infinity of A such that x + C∞ and x + C
′
∞ share a panel in H .
Then C ′∞ ⋐ D2 and thus φ(C
′
∞) = C
′
∞. Therefore φ(C∞) = C˜∞ and thus for all y ∈ A,
φ(y + C∞) = φ(y) + C˜∞.
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Let now y ∈ A \ D1. Let ǫ ∈ RS be such that B(y, ǫ) ⊂ D2, which exists by
Lemma 2.21 (2). Then φ
(
B(y, ǫ) ∩ (y + C∞)
)
= B(y, ǫ) ∩ (y + C∞) = B(y, ǫ) ∩ (y +
C˜∞). Therefore germy(y + C∞) = germy(y + C˜∞) and in particular germy(y + C∞) and
germy(y + C˜∞) are adjacent. Lemma follows.
Using Lemma 8.15 (2) we deduce the following proposition.
8.16 Proposition. Let Γ = (C1,∞, . . . , Cn,∞) be a gallery of sector-germs at infinity.
Then for all x ∈ I, Γx =
(
germx(x+ C1,∞), . . . , germx(x+ C2,∞)
)
is a gallery.
8.17 Lemma. Let x ∈ I. Let Cx, C˜x be two local chambers based at x. Let w0 be the
longest element of W v. Then:
1. d(Cx, C˜x) ≤ ℓ(w0) and
2. d(Cx, C˜x) = ℓ(w0) if and only if Cx and C˜x are opposite.
Proof. Let A be an apartment such that π≤s(A) contains Cx and C˜x. Using an isomor-
phism of apartments, we identify A and AS. Let CvS and C˜
v
S be the vector chambers of AS
such that Cx = germx(x+C
v
S) and C˜x = germx(x+ C˜
v
S). Write C˜
v
S = w.C
v
S, with w ∈ W
v.
By [Bro89, I Proposition 4], one has ℓ(w) = d(CvS, C˜
v
S) = d(Cx, C˜x). By definition of w0
we deduce that d(Cx, C˜x) ≤ ℓ(w0). Point 2 is a consequence of the uniqueness of w0, see
[BB05, Proposition 2.2.9] for example.
8.18 Lemma. Let x ∈ I and C, C˜ be two sectors opposite at x. Let s ∈ S. Then C≤s
and C˜≤s are opposite at π≤s(x).
Proof. Let A be an apartment containing germπ≤s(x)(C≤s) and germπ≤s(x)(C˜≤s). LetQ and
Q˜ be the sectors of A based at π≤s(x) and such that Q≤s and Q˜≤s contain germπ≤s(x)(C≤s)
and germπ≤s(x)(C˜≤s). Let Γ = (Q1,∞, Q2,∞, . . . , Qk,∞) be a minimal gallery of sector-
germs at infinity of A from germ∞(Q) to germ∞(Q˜). Then by Proposition 8.16, Γx =(
germx(x+Q1,∞), . . . , germx(x+Qk,∞)
)
is a gallery. By Lemma 8.11, germx(x+Q1,∞) =
germx(C) and germx(x + Qk,∞) = germx(C˜). As germx(C) and germx(C˜) are opposite,
we have k ≥ ℓ(w0). As Γ is minimal, one has k ≤ ℓ(w0). Consequently, k = ℓ(w0) and
thus by Lemma 8.17, germπ≤s(x)(C≤s) and germπ≤s(x)(C˜≤s) are opposite, which proves the
lemma.
8.3 Proof of (CO) when S admits a minimum
8.19 Lemma. Let x ∈ I and let C and C˜ be two sectors opposite at x. Then there exists
an apartment A containing C and C˜.
Proof. Let AC andAC˜ be apartments containing C and C˜ respectively. By (A4) (Lemma 5.10)
we can find an apartment AC′,C˜′ containing subsectors C
′ and C˜ ′ of C and C˜. Let us
prove that x ∈ AC′,C˜′.
Let φ : AC → AC′,C˜′ be an apartment isomorphism such that φ|AC∩AC′,C˜′ = Id|AC∩AC′,C˜′ .
Set y := φ(x). We want to prove that x = y. By contradiction, assume that x 6= y.
Let Ax,y be an apartment containing both x and y and ψ : Ax,y → AS. Let supp(y −
x) ⊂ S be the support of ψ(y) − ψ(x) ∈ VS. Then supp(y − x) depend neither on the
choice of Ax,y nor on the choice of ψ. By assumption, supp(y−x) is nonempty. Let s0 be
the minimum of supp(y − x). Let g ∈ G(K) inducing the isomorphism ψ. Then we have:
g · π<s0(x) = π<s0(g · x) = π<s0(ψ(x)) = π<s0(ψ(y)) = π<s0(g · y) = g · π<s0(y)
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and:
g · π≤s0(x) = π≤s0(g · x) = π≤s0(ψ(x)) 6= π≤s0(ψ(y)) = π≤s0(g · y) = g · π≤s0(y)
and hence π≤s0(x) 6= π≤s0(y).
Set X = π<s0(x) = π<s0(y) and IX = π
−1
<s0(X) ⊂ I. Set
π=s0 = π=s0,X : IX ։ (π
≤s0
<s0
)−1(X) ⊂ I(K, ω≤s0 , G),
with the notation of 7.6. Then π=s0(x) 6= π=s0(y) and (π
≤s0
<s0 )
−1(X) is an R-buillding.
Since x ∈ AC∩IX and y ∈ AC′,C˜′∩IX , the sets AC∩IX and AC′,C˜′∩IX are nonempty.
Moreover, let h ∈ G(K) inducing φ. Then:
φ(AC ∩ IX) ⊆ AC′,C˜′ ∩ (h · IX) = AC′,C˜′ ∩ π
−1
<s0(h ·X) = AC′,C˜′ ∩ π
−1
<s0(h ·X)
= AC′,C˜′ ∩ π
−1
<s0
(
φ(x)
)
= AC′,C˜′ ∩ π
−1
<s0
(
π<s0(y)
)
= AC′,C˜′ ∩ IX .
Hence φ induces a map φ≥s0 : AC ∩ IX → AC′,C˜′ ∩ IX , which induces itself a map:
φ=s0 : AC,=s0 → AC′,C˜′,=s0
where AC,=s0 := π=s0(AC ∩ IX and AC′,C˜′,=s0 = π=s0(AC′,C˜′) ∩ IX .
We know that φ=s0
(
π=s0(x)
)
= π=s0(y) 6= π=s0(x). But the sectors-germs C=s0 :=
π=s0(C≤s0 ∩ Iπ<s0 (x)) and C˜=s0 := π=s0(C˜≤s0 ∩ Iπ<s0 (x)) germπ=s0(x)(π=s0(C)) are opposite
in π=s0(x) (in the R-building (π
≤s0
<s0 )
−1(X)).
Hence, by Lemma 8.2, π=s0(x) belongs to the unique appartment of π=s0(Iπ<s0 (x)) con-
taining germ∞(π=s0(C)) and germ∞(π=s0(C)). In other words, π=s0(Iπ<s0 (x)) ∈ AC,=s0 ∩
AC′,C˜′,=s0. Since φ fixes AC ∩ AC′,C˜′, we deduce that φ=s0(π=s0(x)) = π=s0(y) 6= π=s0(x):
contradiction! Hence x = y.
8.4 Proof of (CO) in the general case
Let Kˆ = K((t)). Let G = G(K) and Gˆ = G
(
Kˆ
)
. Let ωˆ : Kˆ → Z × Λ be defined by
ωˆ(
∑∞
k=n akt
k) =
(
n, ω(an)
)
, if an 6= 0. Let I = I(G, ω) and Iˆ = I(Gˆ, ωˆ). Note that the
rank of the ordered abelian group Z×Λ is Sˆ := {0Sˆ}⊔S, where 0Sˆ is an element of Sˆ such
that s > 0Sˆ for all s ∈ S. In particular, we have an isomorphism of ordered R-algebras
R×RS ∼= RSˆ .
Let x ∈ I and consider C and C˜ two sectors in I opposite at x. According to example
7.15, if ωt stands for the t-adic valuation on K, we have a projection:
π : Iˆ → I(Kˆ, ωt,G)
such that the fiber of the point X1 := [(1, 0)] is I. Let Cˆ and
ˆ˜C be sectors of Iˆ such that
Cˆ ∩ π−1(X1) = C and
ˆ˜C ∩ π−1(X1) = C˜. The sectors Cˆ and
ˆ˜C being opposite, we deduce
that there is an apartment A of Iˆ that contains both Cˆ and ˆ˜C. Hence A∩ π−1(X1) is an
apartment of I = π−1(X1) that contains both C and C˜.
8.5 Proof of (CO) for the fibers of the projection maps
Adopt the notations of section 7. In particular, we have a projection map:
π : I(K, ω,G)→ I(K, ω1,G).
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Fix a point X1 ∈ I(K, ω1,G), let x ∈ π−1(X1) ⊆ I(K, ω,G) and consider C and C˜
two sectors of π−1(X1) opposite at x. Let Cˆ and
ˆ˜C be sectors of I(K, ω,G) such that
Cˆ ∩ π−1(X1) = C and
ˆ˜C ∩ π−1(X1) = C˜. The sectors Cˆ and
ˆ˜C being opposite, we
deduce that there is an apartment A of I(K, ω,G) that contains both Cˆ and ˆ˜C. Hence
A ∩ π−1(X1) is an apartment of π−1(X1) that contains both C and C˜.
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