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Abstract
A common approach to initialization in deep neural networks is to sample the
network weights from a Gaussian distribution to preserve the variance of preacti-
vations. On the other hand, recent research shows that for a large number of deep
neural networks, training process can often lead to non-Gaussianity and heavy tails
in the distribution of the network weights, where the weights will not have a finite
variance but rather have a (non-integer) fractional moment of order s with s < 2.
Motivated by this fact, we develop initialization schemes for fully connected feed-
forward networks that can provably preserve any given moment of order s ∈ (0, 2)
for ReLU, Leaky ReLU, Randomized Leaky ReLU and linear activations. The
proposed strategy do not have an extra cost during the training procedure. We
also show through numerical experiments that our initialization can improve the
training and test performance.
1 Introduction
Initialization of the weights of a deep neural network plays a crucial role on the training and test
performance [DFS16, HR18, SMDH13] where random weight initialization often yields a favorable
starting point for optimization [DFS16]. A common traditional approach to initialization that
goes back to 1990’s is to initialize the weights randomly in a way to preserve the variance of the
preactivations over the layers [LBOM98, Bot88] which avoids the network to reduce or magnify the
norm of the input signal exponentially. For fully-connected networks with a fixed number of neurons
d at each layer with linear activations, this can be achieved by setting the bias vectors to zero and
sampling the weights in an independent and identically distributed (i.i.d.) fashion from a Gaussian or
uniform distribution with mean zero and variance σ2 = 1/d [LBOM98], proposed originally for tanh
activations [KK92]. This initialization is referred to as “Lecun initialization" in the literature. More
recently, He et al. [HZRS15] showed that the choice of σ2 = 2d keeps the variance constant if ReLU
activation is used instead; where the extra factor of 2 is to account for the fact that ReLU output
is zero with probability 1/2 when input is a mean-zero symmetric distribution without an atom at
zero. This initialization is sometimes referred to as “Kaiming initialization" in the literature [LS19].
A similar initialization rule that can preserve the variance for parametric ReLU and Leaky ReLU
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activations are also proposed in He et al. [HZRS15], where parametric ReLU and Leaky ReLU are
variants of ReLU, proposed to improve the performance of ReLU [MHN13].
On the other hand, recent research has shown that the training process can often lead to non-
Gaussianity and heavy-tailedness of the weights of the network for a large number of architectures
[MM19, PSGN19, SSG19] where the distribution of stochastic gradients can be modelled with an
α-stable random variable that does not have a finite variance but rather has a moment of order s with
s < 2 [SSG19]. Modelling weights of a well-optimized neural network with a “Pareto distribution"
is also proposed [MM19], which is another heavy-tailed distribution with a power law tail [Res07].
It is also argued that the existence of heavy tails in the stochastic gradient noise can help explain
why stochastic gradient explore the model space well, avoiding bad local minima and resulting
in good generalization performance [SSG19]. According to these results, during (and after) the
training process, the weights may not have a finite variance but rather have a finite (raw) moment
of order s where s ∈ (0, 2). That is, even if the weights are initialized to have a fixed variance
at the preactivation level, the training process can often create situations where the finite variance
property ceases to exist while a (fractional) raw moment of order s < 2 will stay finite. This raises
the following natural questions:
“What happens if we initialize the network weights randomly with a Gaussian initialization
N (0, σ2) to preserve a fractional moment of order s ∈ (0, 2), rather than preserving the
variance (which corresponds to the s = 2 case)? How should we choose σ2 to preserve the
s-th moment? Can this improve the training process?"
Contributions. In this paper, we answer the questions above for ReLU, parameteric ReLU, Leaky
ReLU, Randomized Leaky ReLU and linear activations for fully-connected deep neural networks. To
our knowledge, the choice of σ2 that can preserve the s-th moment of preactivations has not been
studied in the literature before our work. For this purpose, first we develop analytical formulas that
express the s-th moment of the k-the layer output for any s ∈ (0, 2) and in any dimension d for the
ReLU, Leaky ReLU, Randomized Leaky ReLU and linear activations (Theorems 1, 7). Our proof
relies on adapting the techniques of [CN84] developed for the products of random matrices with i.i.d.
Gaussian entries to nonlinear stochastic recursions arising in forward propagation with nonlinear
activations and exploiting the piecewise linear structure of ReLU and Leaky ReLU activations. This
yields explicit formulas regarding how to choose the initialization weight variance σ2 to preserve the
s-th moment (Corollary 5, 10). Our initialization scheme allows to choose a larger σ2 compared to
Kaiming initialization, and is the main reason why with our initialization scheme, network outputs
small values relatively less frequently so that small gradients occur less frequently in the initial stages
of training. In fact, we show that the logarithm of the norm of the network outputs, if properly
scaled, will converge to a Gaussian distribution with an explicit mean and variance we can compute
as the number of layers grow (Theorem 6, 11). Such a normality result was previously shown in
[HN19] (see also [Han18]) in the special case of ReLU and linear activations when the weights are
initialized from an arbitrary symmetric distribution with fourth moments, however explicit formulas
for the asymptotic mean and variance were not given. In contrast, our results are explicit and is also
applicable to parametric ReLU and Leaky ReLU activations, enabling us to show that if the number
of layers is sufficiently large, our scheme will have a first-order stochastic dominance property over
the traditional Kaiming initialization in the sense of [HR69]. Intuitively speaking, the cumulative
distribution (cdf) of the norm of the network output with our initialization will be strictly shifted to
the right compared to the cdf of Kaiming initialization (see Figure 2). Without bias vectors, we show
that Lp and almost sure limits of network outputs can be only zero or infinity depending on whether σ
exceeds an explicit threshold we provide (Theorem 15). If additive noise is added to post-activations,
we show that the almost sure limit of output layers is heavy tailed for linear activations. The results
show that forward pass can make the network output and (hence the gradient of the training cost)
heavy-tailed if the variance of network weights exceed a certain threshold, even if the weights are i.i.d.
Gaussian (Theorem 16), shedding further light into the origins of heavy tail observed during the initial
phases of training in [SSG19]. Our results extend if dropout [SHK+14] is used (Remark 14). Also,
our framework recovers traditional initialization schemes such as Lecun initialization and Kaiming
initialization in the limit as s → 2, and therefore serves as a principled theory for initialization.
Finally, we provide experiments to show that our initialization can provide an improvement in some
cases during training over the MNIST and CIFAR-10 datasets.
Related literature. There are alternative approaches to initialization based on taking an average
of the width of input and output layers to balance off efficient forward propagation with backward
2
propagation [GB10, DB19]. In this paper, we consider forward propagation, but backward propaga-
tion analysis is the same for ReLU and Leaky ReLU activations by simply replacing the number of
input layers with number of output layers in the analysis (see e.g. [HZRS15, GB10, DB19]) and our
initialization schemes can in principle be combined with such averaging strategies. There are also
many other strategies that enhance signal propagation in deep networks such as orthogonal matrix
initialization [SMG13], random walk initialization [SA14], edge of chaos initialization [YS17] and
mean field theory based approaches [XBSD+18, BGS19], batch normalization [IS15], composition
kernels [DFS16], approaches for residual networks [YS17, HR18, LQ19] as well as development of
alternative activation functions [KUMH17, CUH15, HDR18] and automating the search for good
initializations [DS19].
Notation. We use standard notation, common in the machine learning literature; however we provide
a detailed discussion of the notation used in our proofs in the supplementary material (Appendix A).
2 Preliminaries and Setting
Fully connected feed-forward networks and activation functions. We consider a fully connected
feed-forward deep neural network. Given input data x(0) ∈ Rd, these networks consist of multiple
layers. The output of the k-th layer which we denote by x(k) follows the following recursion:
x(k+1) = F (k+1)(x(k)), F (k+1)(x) := φa(W
(k+1)x+ b(k+1)),
where W (k+1) ∈ Rd×d and b(k+1) ∈ R are the weight matrix and the bias of the (k + 1)-st
layer respectively and the function φa denotes the parametric ReLU activation function applied
component-wise, defined for a scalar input z ∈ R as
φa(z) =
{
z if z > 0,
az if z < 0,
(2.1)
where a ∈ [0, 1] is a parameter. The parameter a can also be learned from data during training
[HZRS15], but in this paper we are interested in pre-training where the choice of a will be given and
fixed. Depending on the choice of a, this class recovers a number of activation functions of interest:
1. For a = 0, φ0(x) = max(0, x) is the rectified linear unit (ReLU) which is widely used in
practice [MHN13].
2. For a = 0.01, this corresponds to Leaky ReLU activation [MHN13]. More recently, some
other choices of a ∈ (0, 1) has also been considered [HZRS15]. If a is chosen randomly,
this is referred to as Randomized Leaky ReLU [XWCL15].
3. For a = 1, φ1(x) = x is the linear activation function.
Gaussian initialization techniques. We consider Gaussian initialization where the network weights
are independent and identically distributed (i.i.d) following a Gaussian distribution with constant
variance σ2 and mean zero and biases are set to zero, i.e. we assume:
(A1) All the weights are independent and identically distributed (i.i.d.) with a centered Gaussian
distribution satisfying W (k)ij ∈ Rd×d, W (k)ij ∼ N (0, σ2) for every i,j and k where σ2 > 0
is the variance of the k-th layer with width d.
(A2) The biases are initialized to zero, i.e. b(k) = 0 for every k ≥ 1.
For simplicity of the presentation, above we assume that the width of the network is equal to d and is
constant over different layers. However, our results naturally extends to the case if each layer k has
a different width dk (see Remark 3). The popular Kaiming initialization corresponds to the choice
of σ2 = 2d(1+a2) which preserves the second moment of the layer outputs, we will next show that
there exists a critical variance level σ2a(s, d) that we can compute explicitly, so that the choice of
σ2 = σ¯2a(s, d) will preserve the s-th moment of the output over the layers in any dimension d for any
s ∈ (0, 2] given. We start with the ReLU case which corresponds to a = 0.
3
3 ReLU Activation
In the next result, we characterize arbitrary moments of the output of the k-th layer, i.e. we provide an
explicit formula for E(‖x(k)‖s) where s > 0 can be any real scalar where (throughout this paper) ‖ · ‖
denotes the Euclidean (L2) norm. Our result identifies three regimes: For given width d and moment
s > 0, there exists a threshold σ¯0(s, d) for choosing the standard deviation σ of the initialization:
If we choose σ = σ¯0(s, d), then the network with ReLU activation will preserve the s-th moment.
The choice of σ below (resp. above) this threshold, will lead to s-th moment to decay (resp. grow)
exponentially fast. The result relies on expressing the output of the layers as a mixture of chi-square
distributions with binomial mixture weights based on adaptations of the techniques from [CN84]
from linear stochastic recursions to the nonlinear case. The proof can be found in the supplementary
material.
Theorem 1. (Explicit characterization of the critical variance σ20(s, d)) Consider a fully connected
network with an input x(0) ∈ Rd and Gaussian initialization satisfying (A1)-(A2) with ReLu activa-
tion function φ0(x) = max(x, 0). Let s > 0 be a given real scalar. The s-th moment of the output of
the k-th layer is given by
E
[
‖x(k)‖s
]
= ‖x(0)‖s(σsI0(s, d))k, I0(s, d) = 2s/2
d∑
n=0
(
d
n
)
1
2d
Γ(n/2 + s/2)
Γ(n/2)
, (3.1)
where Γ is Euler’s Gamma function. Then, it follows that we have three possible cases:
(i) If σ = σ¯0(s, d) where σ¯0(s, d) := 1s√I0(s,d) , then the network preserves the s-th moment
of the layer outputs, i.e. for every k ≥ 1, E [‖x(k)‖s] = ‖x(0)‖s, whereas for any p > s,
E‖x(k)‖p →∞ exponentially fast in k.
(ii) If σ < σ¯0(s, d), then E
[‖x(k)‖s]→ 0 exponentially fast in k.
(iii) If σ > σ¯0(s, d), then E
[‖x(k)‖s]→∞ exponentially fast in k.
Remark 2. (s = 2 case) In the special case of s = 2, Theorem 1 yields I0(2, d) = d/2 and
σ¯20(2, d) = 2/d which corresponds to Kaiming initialization, details of this derivation is in Remark
17 in the appendix.
Remark 3. (Variable width dk) If the width dk of layer k is not a constant equal to d but instead
varying over k, then our analysis extends to this case naturally where it would suffice the replace the
formula (3.1) with E
[‖x(k)‖s] = ‖x(0)‖s(σs∏kj=1 I0(s, dj)).
In the next corollary, building on the formula for σ¯0(s, d) provided in Theorem 1, we can also show
that the critical threshold σ¯0(s, d) in Theorem 1 is monotonically decreasing with respect to d.
Corollary 4. (Monotonicity properties of σ¯0(s, d)) In the setting of Theorem 1, when s is fixed,
σ¯0(s, d) monotonically decreases as d increases.
A natural question that arises is how does the critical variance depend on d and s when d is large. The
next result gives precise asymptotics for σ¯0(s, d) in the large d regime. The result relies on careful
asymptotics for the Gamma functions and binomial coefficients in Theorem 1.
Corollary 5. (Critical variance σ¯0(d, s) when d is large) For fixed width d and s ∈ (0, 2], we have
σ¯20(s, d) =
2
d
+
5(2− s)
2d2
+ o(
1
d2
), σ¯0(s, d) =
√
2√
d
+
5
√
2(2− s)
8d
√
d
+ o(
1
d
√
d
).
Therefore, it follows from Theorem 1 that if σ2 = 2d +
5(2−s)
2d2 , then the network will preserve the
moment of order s+ o( 1d ) of the network output.
According to Corollary 5, log(σ¯20(s, d)− 2d ) ≈ −2 log(d)+log( 5(2−s)2 ) for large d. This is illustrated
on the left panel of Figure 1 where we plot log(σ¯20(s, d)) vs. log(d) based on the formula (3.1) where
we observe the relationships is a straight line with slope −2 as predicted by our theory. We also see
that for fixed dimension d, larger values of s corresponds to smaller value of σ¯20(s, d) as predicted by
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Figure 1: Left: Plot of log(σ¯20(s, d) − 2d ) vs.
log(d) for ReLU. Right: Growth of the α-th
moment of x(k) for k = 500 and σ = σ¯0(s, d)
with different s for d = 64; estimated over 500
sample paths. When s gets smaller, moments
grow faster.
Figure 2: Left: Probability density fk(r) of
Rk,0. Right: Cumulative density function (cdf)
of Rk,0. The blue line in both figures is the re-
sult of Kaiming’s method, which corresponds
to s = 2. The red line in both figures is the
result of our method with s = 1.
Corollary 4. The right panel of Figure 1 illustrates part (iii) of Theorem about how the moments can
grow depending on the choice of σ.
It is not hard to show that under Gaussian initialization with ReLU activation, the network output can
be zero with a non-zero probability (see Lemma 18 in the appendix), which is related to the known
"dying neuron" problem associated with ReLU activations [LSSK19] that says that ReLU networks
may suffer frequently from zero outputs. The choice of σ will clearly affect the variance of x(k) (see
Theorem 1), however it won’t affect the probability that the k-th layer output x(k) = 0. A natural
question that arises is what is the effect of σ on the growth rate of ‖x(k)‖ conditional on the event
that x(k) 6= 0. For this purpose, given an initial point x(0) ∈ Rd fixed, we consider the conditional
probability density function of log(‖x(k)‖) given that x(k) 6= 0, i.e.
fk(r) := P
(
log(‖x(k)‖) = dr ∣∣ x(k) 6= 0, a = 0) . (3.2)
Let Rk,0 be the random variable corresponding to the density fk(r). The quantity
µ0 := lim
k→∞
Rk,0
k
(3.3)
is a measure of how fast the norm of the output of the layers of the network would grow if we would
allow infinitely many layers. It is closely related to the top Lyapunov exponent in the probability
and dynamical systems literature [AKO86, CN84] which arises in the study of random Lipschitz
maps, see e.g. [Elt90]. In the next result, we will obtain an explicit formula for µ0 (that depends
on σ and dimension d), showing that µ0 is deterministic and does not depend on the initial point
x(0). Furthermore, we show that a properly scaled Rk,0 converges to a Gaussian random variable in
distribution, with an explicit mean and variance we can characterize.
Theorem 6. (Asymptotic normality of the log. of the norm of the network output) Consider
a fully connected network with an input x(0) ∈ Rd and Gaussian initialization satisfying (A1)-
(A2) with ReLU activation function φ0(x) = max(x, 0). Let fk(r) be the conditional probability
density function of log(‖x(k)‖) given that x(k) 6= 0, defined formally by (3.2). Let Rk,0 be the
random variable corresponding to the density fk(r). Then, the limit µ0 defined in (3.3) exists, it is
deterministic and independent of x(0), satisfying the following formula:
µ0 = log(σ) +
1
2
d∑
n=1
pid(n)
[
log(2) + ψ0
(n
2
)]
. (3.4)
Furthermore, Rk,0−µ0k√
k
⇒ N (0, s20) in distribution as k →∞ with
s20 =
1
4
d∑
n=1
pid(n)
[
ψ1(
n
2
) +
[
log(2) + ψ0
(n
2
)]2]
− 1
4
(
d∑
n=1
pid(n)
[
log(2) + ψ0
(n
2
)])2
,
where ψ0 is the di-gamma function, ψ1 is the tri-gamma function and pid(n) =
(
d
n
)
1
2d−1 .
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Numerical illustration of Theorem 6. Theorem 6 shows that the logarithm of the norm of the k-th
layer output Rk,0 will be asymptotically normal as k → ∞ if Rk,0 is properly scaled, where the
choice of σ will only affect the mean (but not the variance) of the asymptotic normal distribution.
This is illustrated in Figure 2 where we plot the probability density function (pdf) on the right
panel and the cumulative density function (cdf) of Rk,0 on the left panel where we compare two
initializations σ2 = 2d (Kaiming initialization which preserves variances) and our initialization
technique σ2 = 2d +
5
2d2 which preserves the s-th moment with s = 1. We used k = 100 layers
and dimension d = 64. We observe from the cdf’s of network outputs that with our choice of σ, the
norm of the network output is larger in the sense that it has first-order stochastic dominance [HR69]
relative to Kaiming initialization.
4 Parametric ReLU, Randomized Leaky ReLU and Linear Activations
For parametric ReLU activations with a > 0, we develop an analogous result to Theorem 1 which
characterize s-th moments of the k-th layer output x(k) for s ∈ (0, 2].
Theorem 7. (Explicit characterization of the critical variance σ2a(s, d)) Consider a fully connected
network with an input x(0) ∈ Rd and Gaussian initialization satisfying (A1)–(A2) with activation
function φa(x) for any choice of a ∈ (0, 1] fixed. Then, for any s ∈ (0, 2], the output of the k-th layer
satisfies
E
[
‖x(k)‖s
]
= ‖x(0)‖s(σsIa(s, d))k (4.1)
with
Ia(s, d) =
{
(1 + a2)d2 if s = 2,
2s/2 1Γ(1−s/2)
∑d
n=0
(
d
n
)
1
2d
∑∞
k=0 wk,nB(k + 1− s2 , d2 + s2 ) if s ∈ (0, 2),
(4.2)
where B(·, ·) is the Beta function and
wk,n =
1
2
(1− a2)k
[(d−n
2 + k − 1
k
)
n+ a2(d− n)
(d−n
2 + k
k
)]
. (4.3)
Let σ¯a(s, d) = 1s√Ia(s,d) . we have three possible cases:
(i) If σ = σ¯a(s, d) where then the network preserves the s-th moment of the layer outputs,
i.e. for every k ≥ 1, E [‖x(k)‖s] = ‖x(0)‖s, whereas for any p > s, E‖x(k)‖p → ∞
exponentially fast in k.
(ii) If σ < σ¯a(s, d), then E
[‖x(k)‖s]→ 0 exponentially fast in k.
(iii) If σ > σ¯a(s, d), then E
[‖x(k)‖s]→∞ exponentially fast in k.
Remark 8. (Extension to Randomized Leaky ReLU) For Randomized Leaky ReLU activation, a is
chosen randomly. Theorem 7 extends simply by replacing wk,n with E[wk,n] where the expectation
is taken with respect to the distribution of a. For instance, with a uniform distribution over an
interval [`, u] with default values of ` = 13 and u =
1
8 [XWCL15], E[wk,n] can be expressed with a
closed-form formula as all the moments of the uniform distribution admits an explicit formula (see
e.g. [Wal96]).
Similar to Corollary 4, we can show that σ¯a(s, d) possesses some monotonicity properties.
Corollary 9. (Monotonicity properties of σ¯a(s, d)) In the setting of Theorem 7, for (a, s, d) ∈
[0, 1]× [0, 2]× Z+, the function (a, s, d) 7→ σ¯a(s, d) is a monotonically non-increasing function of
a and d when the other parameters are fixed.
Similar to Corollary 5 for the ReLU case, we can express σ¯2a(s, d) as a function of s for large d.
Corollary 10. (Critical variance σ¯a(d, s) when d is large) For fixed width d and s ∈ (0, 2], we have
σ¯21(s, d) =
1
2
(
Γ(d2 )
Γ(d2 +
s
2 )
)2/s
=
1
d
+
(2− s)
2d2
+ o(
1
d2
)
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(a) Linear (b) Linear (c) Leaky-ReLU (d) Leaky-ReLU
Figure 3: Distribution of the natural logarithm of the norm of the output Rk,a through 100 layers
with Linear (a = 1) and Leaky-ReLU activation with a = 0.01. The blue line in all figures is the
result of Kaiming’s method, the red line is the result of our initialization. (a): Probability density of
Rk,1 where choose σ = σ¯1(1, d). (b): Cumulative density function of Rk,1. (c): Probability density
of Rk,a for a = 0.01 where we choose σ = σ¯a(1, d). (d): Cumulative density function of Rk,a for
a = 0.01.
with σ¯21(2, d) =
1
d . Therefore, it follows from Theorem 7 that if σ
2 = 1d +
(2−s)
2d2 , then the network
with linear activation will preserve the moment of order s + o( 1d ) of the network output. More
generally, for a > 0 small, we have
σ¯2a(s, d) =
2
1 + a2
1
d
+ (2− s)5− (12−
5
2s)a
2
2 + (s+ 2)a2
1
d2
+O(a
4
d
)o(
1
d2
),
Leaky ReLU and linear activations do not output zero unless their input is zero; due to their piecewise
linear structure. This is why, they can solve the “dying neuron" problem of ReLU activations to
certain extent [LSSK19]. Consequently, under Gaussian initialization (A1)–(A2) with for Leaky
ReLU and linear activations, i.e. when a ∈ (0, 1], for any σ > 0 given, it is straightforward to show
that P(x(k) = 0) = 0. Similar to our discussion for ReLU activations, we introduce
fk,a(r) := P
(
log(‖x(k)‖) = dr ∣∣ x(k) 6= 0) = P(log(‖x(k)‖) = dr) , (4.4)
where we used P(x(k) = 0) = 0 for a ∈ (0, 1]. Let Rk,a be the random variable corresponding to
the density fk,a(r). The quantity
µa := lim
k→∞
Rk,a
k
for a ∈ (0, 1], (4.5)
is called the top Lyapunov exponent for the random Lipschitz map xk+1 = φa(W k+1xk). The
following theorem derives an explicit formula for µa shows that Rk,a is asymptotically normal if it is
properly scaled.
Theorem 11. (Asymptotic normality of the log. of the norm of the network output) Consider a
fully connected network with an input x(0) ∈ Rd and Gaussian initialization satisfying (A1)-(A2)
with Leaky ReLU activation function φa(x) with a ∈ (0, 1]. Let fk(r) be the conditional probability
density function of log(‖x(k)‖) given that x(k) 6= 0, defined formally by (4.4). Let Rk,a be the
random variable corresponding to the density fk,a(r). Then, the limit µa defined in (4.5) exists, it is
deterministic and independent of x(0), satisfying the following formula:
µa = log(σ) +
1
2
d∑
n=0
pd(n)mn, (4.6)
where pd(n) is defined by (B.6) and mn is given by (J.11) in the supplementary material. Let
Rk,a be the random variable corresponding to the density fk,a(r). Then,
Rk,a−µak√
k
⇒ N (0, s2a) in
distribution as k →∞ where s2a is defined by (J.14) in the supplementary material.
Remark 12. (Non-asymptotic version of Theorems 6 and 11) Theorems 6 and 11 are based on
invoking the central limit theorem (CLT) in its proof. If we use a non-asymptotic version of the CLT
instead such as the Berry–Esseen theorem [Ber41], the results extend to finite k in a straightforward
fashion.
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Remark 13. (First-order stochastic dominance property compared to Kaiming’s method) Figure
3 illustrates Theorem 11, showing the pdf and cdf of Rk,a for linear activations (a = 1) and
Leaky ReLU activations with a = 0.01 after k = 100 layers with two choices of σ according to
Kaiming initialization and our initialization technique which preserves the fractional moment of
order s = 1. We observe that the distribution of Rk,a is similar to a Gaussian distribution, and with
our initialization, the network output Rk,a possesses a first-order stochastic dominance property in
the sense of [HR69] (Remark 13). This dominance property will hold for large enough k, as our
initialization can choose a larger σ and hence results in a larger mean value µa in (4.6) and as the
results also admit non-asymptotic versions according to Remark 12.
Remark 14. (Extension of results to dropout) Dropout is a popular technique that randomly
removes some neurons to prevent overfitting [SHK+14]. In this case, with zero bias, the layer
recursion becomes x(k+1) := φa(W (k+1)(x(k)  ε(k+1)) where  denotes component-wise mul-
tiplication and ε(k+1) is a scaled Bernouilli random variable with i.i.d. components satisfying
P(ε(k+1)i = 0) = 1 − q and P(ε(k+1)i = 1q ) = q where q is the probability to keep a neuron with
q ∈ (0, 1] (see e.g. [PVBKK18]). All the results in this paper generalize naturally with minor
modifications (such as scaling with q) in the results if dropout is used (see Appendix L). For ex-
ample, for any s ∈ (0, 2] and q ∈ (0, 1], the critical threshold for ReLU with dropout becomes
σ20,q(s, d) =
2q
d +
2−s
2d2 (6− q) +O( 1d2 ) where our analysis recovers the results of Corollary 5 when
q = 1 and results of [PVBKK18] when s = 2.
The following theorem shows that if bias vectors are zero, then with both Kaiming initialization
and our initialization, the network outputs will converge to an almost sure limit of zero, even if the
network outputs preserve moments of order s for every layer k. The reason this happens is that the
network preserves the moments in a highly anisotropic manner, output is often zero but also can take
large values with large probabilities in a way to preserve the s-th moment. This supports empirical
results of [SMG13, Sec. 3] that observed this anisotropic behavior for linear activations and shows
that similar behavior happens with non-linear activations. We also show that depending on the sign of
µa, both Lp limit and a.s. limit can be only zero or infinity. In the special case of s = 2 (for Kaiming
initialization), such a convergence result in L2 was previously proven in [HR18, Thm. 5] where the
layer widths can be arbitrary.
Theorem 15. (σ determines the almost sure (a.s.) and Lp limit) Consider Gaussian initialization
(A1)–(A2) with activation function φa(x) with a ∈ [0, 1] and input x(0) 6= 0. For ReLU, i.e. when
a = 0, regardless of the choice of σ, the network output x(k) converges to zero a.s as k → ∞.
For parametric ReLU or for linear activations, i.e. when a ∈ (0, 1], then µa < 0 if and only if
σ = σ¯a(s, d) for some s > 0 and in this case x(k) converges to zero a.s. for s ≥ 1 and for s < 1,
x(k) converges in Lp for any p ∈ (0, s) and has a subsequence that converges to zero almost surely,
where µa is as in Theorem 11. On the other hand, if µa > 0, then the sequence x(k) converges to
infinity in Lp for any p > 0 and x(k) has a subsequence that converges to infinity a.s.
If additive zero mean Gaussian noise is added to network outputs for linear activations, we can
prove that the limit is non-zero and heavy tailed. Our results provides a theoretical support for
experimental results of [PSDG14] where additive noise was observed to improve performance by
spreading information propagation more evenly across the network. The results also show that
forward pass can make the network output and (hence the gradient of the training cost) heavy-tailed
for some initializations, shedding further light into the origins of heavy tail observed during the
training [SSG19].
Theorem 16. (Heavy-tailed a.s. limit) Under Gaussian initialization (A1)–(A2) with a linear
activation function φ1(x), input x(0) 6= 0 and σ = σ¯1(d, s) for some s > 0, if additive i.i.d. mean
zero noise with a finite variance is added componentwise to post-activations, then the layer outputs
x(k) admit a non-zero almost sure limit that is heavy tailed in the sense that its moments of order α
are infinite for any α > s.
5 Numerical Experiments
In the experiment part, we compare our initialization method with Kaiming initialization [HZRS15],
Xavier method [GB10], and Random walk initialization method [SA14] on fully connected network
with linear, ReLU, Leaky ReLU activation function to validate our theory. We only compare our
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(a) Train loss (b) Test loss (c) Train accuracy (d) Test accuracy
Figure 4: Fully connected network with ReLU activation on CIFAR-10. The results are the average
over 10 samples. The x-axis is epoch number.
(a) Train loss (b) Test loss (c) Train accuracy (d) Test accuracy
Figure 5: Fully connected network with Leaky ReLU on CIFAR-10. The results are the average
over 10 samples. The x-axis is the epoch number.
method with initialization strategies that do not take additional CPU time during training for a fair
comparison. Since Random walk initialization method is not designed for the Leaky ReLU function,
we compare our new method with Kaiming and Xavier method in Leaky ReLU case. We report train
loss, test loss, train accuracy and test accuracy over epochs where the results are average results over
20 runs over two datasets.
CIFAR-10 dataset.1 CIFAR-10 consists of 60000 32x32 colour images in 10 classes, with 6000
images per class. There are 50000 training images and 10000 test images. Figure 4 shows the results
of a fully connected network with ReLU activation. For our method in ReLu case, we set σ2 = 2d+
2
d2 ,
which preserves the moment s ≈ 1.2 according to Corollary 5. Figure 5 shows the corresponding
results with Leaky ReLU activation instead where we choose a = 0.01 and σ2 = b1(a)d +
b1(a)
d2 ,
where b1(a) = 21+a2 . In both ReLU and Leaky ReLU case, we use 20 layers and d = 64 for all
hidden layers in this network. Step sizes are tuned to the dataset for each initialization method and
SGD is used for training. For both ReLU and the Leaky ReLU case, we see some improvement in
terms of training and test performance supporting our theory.
MNIST dataset.2 We repeat the experiments with the same setup (in terms of width, number of
layers) for the MNIST database which is a database of handwritten digits with a training set of 60,000
examples, and a test set of 10,000 examples. We have observed qualitatively similar results where we
see some improvement based on our initialization, the difference was more pronounced for the Leaky
ReLU case. Results are provided in Appendix K.
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A Notation
Let ‖ · ‖ denote the Euclidean (L2) norm. We use xi to denote the i-th component of a vector, and
Aij to denote the entries of a matrix A. For a d× d symmetric positive semi-definite matrix Σ, the
notation N (m,Σ) denotes the d-dimensional multi-variate normal distribution with mean m and
covariance matrix Σ. Id denotes the d×d identity matrix. For a real number r ∈ R and a non-negative
integer k, we introduce the binomial coefficient
(
r
k
)
:= r(r−1)(r−2)···(r−k+1)k! . For z > 0, the Gamma
function is defined as the integral Γ(z) =
∫ ∞
0
xz−1e−x dx. For z > 0, the digamma function is
defined as ψ0(z) :=
(
d
dzΓ(z)
)
/Γ(z) and the trigamma function ψ1(z) := ddzψ0(z). For x, y > 0,
the Beta function is defined as B(x, y) :=
∫ 1
0
tx−1(1− t)y−1 dt. If a sequence of random variables
Xk converges to a random variable X in distribution as k →∞, we denote this by Xk ⇒ X . The
set of positive integers will be denoted by Z+. Let f, g be real valued functions, defined on some
unbounded subset of R, and let g(x) be strictly positive for all large enough values of x. We denote
f(x) = O(g(x)) as x→∞ if there exists a constant M > 0 and x0 ∈ R such that |f(x)| ≤Mg(x)
for all x ≥ x0. We denote f(x) = o(g(x)) as x→∞ if for all ε > 0 there exists a constant N such
that |f(x)| ≤ εg(x) for all x ≥ N .
B Proof of Theorem 1
Proof. In the special case, when the activation function is linear, x(k) obeys a linear recursion where
the proof technique of [CN84] about the moments of random Gaussian matrix products are directly
applicable. Next, we extend the proof of [CN84] to the case when φ(x) can be nonlinear. We first
note that for x(k) 6= 0,
‖x(k+1)‖
‖x(k)‖ =
‖φ0(W (k+1)x(k))‖
‖x(k)‖ =
∥∥∥∥φ0(W (k+1) x(k)‖x(k)‖
)∥∥∥∥ , (B.1)
which we used the equality φ(cy) = cφ(y) for any given c > 0 and arbitrary y (with the choice
of y = W (k)x(k) and c = 1/‖x(k)‖). On the other hand, the entries of the W (k) matrix are i.i.d.
Gaussians, where each row is a spherically symmetric random vector (in the sense of [FSW18, Ch.
4]) with i.i.d. entries. From this symmetry property it follows that the distribution of W (k)z is
independent of the choice of z on the unit sphere in Rd. Therefore, if we choose z = e1, we have
W (k)
x(k)
‖x(k)‖ ∼W
(k)e1,
where e1 is the first basis vector. Therefore from (B.1), we obtain
‖x(k+1)‖
‖x(k)‖ ∼
∥∥∥φ0 (W (k+1)e1)∥∥∥ ,
which says that the distribution of the ratio ‖x
(k+1)‖
‖x(k)‖ is independent of x
(k) and the history x(j) for
j < k. Then, by the independence of the random variables ‖x
(j+1)‖
‖x(j)‖ , we can write
E
[(‖x(k)‖
‖x(0)‖
)s]
= E
[
Πkj=1
‖x(j)‖s
‖x(j−1)‖s
]
(B.2)
= Πkj=1E
[ ‖x(j)‖s
‖x(j−1)‖s
]
= Πkj=1E
∥∥∥φ0 (W (j)e1)∥∥∥s (B.3)
= Πkj=1E
∥∥φ0 (σjzj)∥∥s = Πkj=1σsE ‖φ0 (z)‖s , (B.4)
where z is a d-dimensional random vector with standard normal distribution N (0, Id). The rest of
the proof is about explicit computation of the term E ‖φ0 (z)‖s which appear in the product (B.4).
Note that
E ‖φ0 (z)‖s = E
[
φ20(z1) + φ
2
0(z2) + · · ·+ φ20(zd)
]s/2
,
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where z = (z1, z2, . . . , zd) is a d-dimensional standard normal vector. We first note that the function
φ0(x) : Rd → R has a piecewise linear structure on Rd depending on the sign of the components xi
of a vector x. In particular, we observe that by the definition of the φ0 function,
φ20(z1) + φ
2
0(z2) + · · ·+ φ20(zd) =
∑
i:zi>0
(zi)
2, (B.5)
which depends on the orthant that the vector z resides in Rd. In particular, there are 2d (open) orthants
in dimension d, where each orthant is defined by a system of inequalities:
ε1x1 > 0, ε2x2 > 0, ε3x3 > 0, . . . εnxn > 0,
where each εi is 1 or−1. Therefore, we can identify each orthant from an element of the set {+,−}d.
For example, the non-negative (open) orthant corresponds to {+,+, . . . ,+} whereas the non-positive
(open) orthant corresponds to {−,−, . . . ,−}. On every quadrant that corresponds to n plus signs
and d− n minus signs (with arbitrary order of the signs), the distribution of (B.5) is the same as the
distribution of
Yn := χ
2(n),
where χ2(n) denotes a chi-squared distribution with n degrees of freedom as long as n ≥ 1. If we
choose a random quadrant; with probability
pd(n) =
(
d
n
)
1
2d
, (B.6)
we will be in such a quadrant. Therefore, we can write
E ‖φ0 (z)‖s =
d∑
n=1
pd(n)E(Y s/2n ).
Next, we compute the moments of Yn based on moment generating function techniques. The moments
of Yn are explicitly known, and we have
E(Y sn ) = 2s
Γ(n/2 + s)
Γ(n/2)
for s ≥ 0,
(see [Wal96, Sec. 8]) for any s ≥ 0 where Γ denotes the Gamma function. Therefore, we obtain
E ‖φ0 (z)‖s = I0(s, d) =
d∑
n=0
pd(n)2
s/2 Γ(n/2 + s/2)
Γ(n/2)
.
We conclude from (B.4).
Remark 17. In the setting of Theorem 1, in the special case when s = 2, we obtain I0(2, d) = d/2
and we obtain I0(2, d) = 2
∑d
n=1
(
d
n
)
1
2d
Γ(n/2+1)
Γ(n/2) =
∑d
n=0
(
d
n
)
1
2d
n = d2 where we used the identity
Γ(x + 1) = xΓ(x) for x > 0 and the last equality can be obtained from the properties of the
Binomial distributions, see e.g. [Wal96, Section 5.2]. Therefore, from part (i) of Theorem 1,
σ¯0(2, d) = 1/
√
I0(2, d) =
√
2/
√
d. In particular, the choice of σ¯0(2, d) corresponds to Kaiming
initialization. Theorem 1 is more general in the sense that it is applicable to any moment s > 0.
C Proof of Corollary 4
Proof. According to the proof of Theorem 1, we have
I0(s, d) = E‖φ0(z)‖s = E[φ20(z1) + φ20(z2) + · · ·+ φ20(zd)]s/2,
then in the d+ 1 case, we obtain
I0(s, d+ 1) = E‖φ0(z)‖s = E[φ20(z1) + φ20(z2) + · · ·+ φ20(zd+1)]s/2 ≥ I0(s, d).
Since σ¯0(s, d) := 1s√I0(s,d) , we obtain that σ¯0(s, d+ 1) ≤ σ¯0(s, d).
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D Proof of Corollary 5
Proof. This follows from analyzing the asymptotics of I0(s, d) for large d. It is known that for any
α > 0, we can write the series expansion
Γ(z + α)
Γ(z)
= zαS(z, α),
with
S(z, α) :=
∞∑
m=0
Am(α)(
1
z
)m = 1 +
α(α− 1)
2z
+O( 1
z2
), (D.1)
where Am(α) are coefficients of the expansion that admits an explicit representation (see [TE+51]).
Therefore, choosing z = n/2 and α = s/2,
Γ(n/2 + s/2)
Γ(n/2)
= (
n
2
)s/2S(n/2, s/2), (D.2)
so that
I0(s, d) =
d∑
n=1
pd(n)n
s/2S(n/2, s/2).
Since the Γ function is log-convex [Mer96], we also have
Γ(
n
2
+
s
2
) = Γ
(
(1− s
2
)
n
2
+
s
2
(
n
2
+ 1)
)
≤
(
Γ(
n
2
)
)1− s2 (
Γ(
n
2
+ 1)
) s
2
= Γ(
n
2
)(
n
2
)s/2,
where we used the identity Γ(z + 1) = zΓ(z) for z > 0. Therefore, we see from (D.2) that
0 ≤ S(n/2, s/2) ≤ 1, (D.3)
for every s > 0 and n > 0. Note that
(d2 )
s/2
I0(s, d)
=
1
E(Fd(Bd))
, (D.4)
where Bd is a Binomial random variable, i.e.
P(Bd = n) =
(
d
n
)
1
2d
for n = 0, 1, . . . , d,
and
Fd(X) :=
{
2s/2X
s/2
ds/2
S(X/2, s/2) if X > 0,
0 if X = 0,
satisfying
Fd(X) = 2
s/2X
s/2
ds/2
(
1 +
s
2 (
s
2 − 1)
X
+O( 1
X2
)
)
for X > 0, (D.5)
where we used (D.1). By the normal approximation of the binomial distribution, we also have
Zd :=
Bd − E(Bd)√
varBd
=
Bd − d2√
d/2
−−→ N (0, I) (D.6)
in distribution. We also have
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E(Fd(Bd)) = E
(
Fd(
d
2
+
√
d
2
Zd)
)
= 2s/2E
[
(d2 +
√
d
2 Zd)
s/2
ds/2
S(
d
4
+
√
d
4
Zd, s/2)
]
= E
[
(1 +
1√
d
Zd)
s/2S(
d
4
+
√
d
4
Zd, s/2)
]
.
Using the Binomial expansion,
(1 + x)s/2 =
∞∑
k=0
(
s/2
k
)
xk for |x| < 1.
For Zd <
√
d, we can write
(1 +
1√
d
Zd)
s/2S(
d
4
+
√
d
4
Zd, s/2) (D.7)
=
[ ∞∑
k=0
(
s/2
k
)
1
(
√
d)k
Zkd
][
M∑
m=0
Am(s/2)
(
2
d
2 +
√
d
2 Zd
)m]
=
[ ∞∑
k=0
(
s/2
k
)
1
(
√
d)k
Zkd
][
M∑
m=0
Am(s/2)
2m
dm
(
2
1 + 1√
d
Zd
)m]
=
[ ∞∑
k=0
(
s/2
k
)
1
(
√
d)k
Zkd
][
M∑
m=0
Am(s/2)
4m
dm
( ∞∑
`=0
(−1)l
√
d
`
Z`d
)m]
=
(
1 +
(
s/2
1
)
1√
d
Zd +
(
s/2
2
)
1
d
Z2d + . . .
)
·
(
1 +
(
s/2
2
)
4
d
( ∞∑
`=0
(−1)l
√
d
`
Z`d
)
+ . . .
)
= 1 +
(
s/2
2
)
4
d
+
[(
s/2
1
)
1√
d
+
(
s/2
2
)
4
d
√
d
]
Zd
+
[(
s/2
2
)
1
d
+
(
s/2
2
)
4
d2
(
s2
8
− 3s
4
+ 1)
]
Z2d + . . . , (D.8)
where we used the identity A1(s/2) =
s
2 (
s
2−1)
2 . Since P(Zd ≥
√
d) = O(e−d/2) and the function S
is non-negative and bounded by 1 according to (D.3), we have
E
[
(1 +
1√
d
Zd)
s/2SM (
d
2
+
√
d
2
Zd, s)
]
(D.9)
= O(e−d/2) + E
[
1 +
(
s/2
1
)
1√
d
Zd +
(
s/2
2
)
5
d
Z2d + . . .
]
(D.10)
= O(e−d/2) + 1 +
(
s/2
2
)
4
d
+
(
s/2
2
)
1
d
+
(
s/2
2
)
4
d2
(
s2
8
− 3s
4
+ 1) + o(
1
d
) (D.11)
= 1 +
(
s/2
2
)
5
d
+ o(
1
d
), (D.12)
where we used the fact that E(Zkd )→ E(Zk) as d→∞ for any fixed k implied by (D.6) where Z
is a standard-normal variable in R which satisfies E(Z) = 0 and E(Z2) = 1. Then, it follows from
(D.4) that
(d2 )
s/2
I0(s, d)
= 1−
(
s/2
2
)
5
d
+ o(
1
d
) = 1− 5s(s− 2)
8d
+ o(
1
d
), (D.13)
which implies
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σ¯0(s, d) =
1
s
√
I0(s, d)
=
√
2√
d
(
1− 5s(s− 2)
8d
+ o(
1
d
)
)1/s
=
√
2√
d
(
1− 5(s− 2)
8d
+ o(
1
d
)
)
Similarly, taking square of both sides,
σ¯20(s, d) =
1
s/2
√
I0(s, d)
=
2
d
(
1 +
5(2− s)
4d
+ o(
1
d
)
)
which completes the proof.
E Probability of zero network output for ReLU activations
When X is a standard Gaussian random variable with distribution N (0, σ2Id), we have
P(max(X, 0) = 0) =
∏n
i=1 P(Xi ≤ 0) = 12d due to symmetry of the i-th component Xi with
respect to origin, independent of the choice of σ > 0. In our case, the output of the k-th layer is
actually not Gaussian, but exploiting its symmetry properties and piecewise linearity of the ReLU
activations, we can compute the probability that the output x(k) will be zero and this probability is
independent of the choice of σ.
Lemma 18. Under Gaussian initialization (A1)–(A2) with ReLU activation, i.e. when a = 0, for
any σ > 0 given, P(x(k) = 0) = 1− (1− 1
2d
)k.
Proof. Consider the first layer,
x(1) = [x
(1)
1 , x
(1)
2 , . . . , x
(1)
d ]
T , where x(1)i = φ(
d∑
j=1
W
(1)
ij x
(0)
j ).
According to the assumption, W (1)ij is normally distributed with a zero mean. Then,
∑d
j=1W
(1)
ij x
(0)
j
is also normally distributed with zero mean P(
∑d
j=1W
(1)
ij x
(0)
j ≥ 0) = 12 . So P(x(1)i 6= 0) = 1− 12
and P(x(1) 6= 0) = 1
2d
. Then if consider the k-th layer, we can get similarly
P(x(k) 6= 0) = P(x(k) 6= 0|x(k−1) 6= 0) = 1− 1
2d
.
Since
P(x(k) 6= 0) = P(x(k) 6= 0|x(k−1) 6= 0)P(x(k−1) 6= 0|x(k−2) 6= 0) . . .P(x(1)i 6= 0) = (1−
1
2d
)k,
we can obtain the result
P(x(k) = 0) = 1− P(x(k) 6= 0) = 1− (1− 1
2d
)k.
F Proof of Theorem 6
Proof. By the same argument given in the proof of Theorem 1, for any k ≥ 0, if x(k) 6= 0, we have
‖x(k+1)‖
‖x(k)‖ ∼ ‖φ0 (z)‖ ,
where z ∼ N (0, Id) is a d-dimensional standard normal random vector, and in particular ‖x
(k+1)‖
‖x(k)‖
is independent from the choice of x(k) and the past history x(j) for j < k. Let Ak be the event that
x(k) 6= 0. We note that
Ak = ∩kj=0Aj , (F.1)
17
that is x(k) 6= 0 if and only if x(j) 6= 0 for j≤k. This fact follows simply from the piecewise linear
structure of the ReLU activation function. Conditioning on the event Ak, we can write
1
k
(
log
‖x(k)‖
‖x(0)‖ |Ak
)
=
1
k
k−1∑
j=0
(
1
2
log
‖x(j+1)‖2
‖x(j)‖2 |Aj
)
, (F.2)
where1 the logarithm is well-defined as the ratio ‖x
(j+1)‖
‖x(j)‖ > 0 conditional on Aj . Due to (F.1), the
right-hand side of (F.2) can be viewed as an average of i.i.d. random variables with mean
m1 =
1
2
E log
(‖x(1)‖2
‖x(0)‖2
∣∣A0) = 1
2
E log
(
‖φ0 (σz)‖2
∣∣z 6∈ Rd−) ,
where Rd− = {x ∈ Rd|xi ≤ 0 for i = 1, 2, . . . , d} denotes the negative orthant of vectors and
variance
m2 = var
(
1
2
log
(
‖φ0 (σz)‖2
∣∣z 6∈ Rd−)) = 14var(log (‖φ0 (z)‖2 ∣∣z 6∈ Rd−)) . (F.3)
In the rest of the proof, we compute m1 and m2 explicitly showing them that they are finite; then the
desired result will be a direct consequence of the central limit theorem and the law of large numbers.
We note that
m1 = log(σ) + E
(
log ‖φ0 (z)‖
∣∣z 6∈ Rd−) (F.4)
= log(σ) +
1
2
E
(
log ‖φ0(z)‖2
∣∣z 6∈ Rd−) . (F.5)
By (B.5) and following the same proof technique in Theorem 1, we can show that given that z 6∈ Rd−,(‖φ0(z)‖2∣∣z 6∈ Rd−) ∼ Xn with probability pid(n) := pd(n)∑d
n=1 pd(n)
=
(
d
n
)
1
2d − 1 , (F.6)
for n ≥ 1 where Xn is a chi-square distribution with n degrees of freedom where pd(n) is given by
(B.6). Therefore, we can interpret ‖φ0(z)‖2 as a mixture of chi-square distributions with weights
from the Binomial distribution. We have also
m1 = log(σ) + E log
(‖φ0(z)‖2∣∣z 6∈ Rd−) = log(σ) + d∑
n=1
pid(n) [E log[Xn]] .
Using the mixture representation (F.6) and according to Lemma 23, we have
var(log ‖φ0(z)‖2
∣∣z 6∈ Rd−) = d∑
n=0
pid(n)var(log(Xn)) +
d∑
n=0
pid(n)(E log(Xn))2
−
(
d∑
n=0
pid(n)E log(Xn)
)2
.
Logarithmic moments of chi-square distributions are explicitly available as
E log[Xn] = log(2) + Ψ
(n
2
)
,
and
var(log(Xn)) = ψ1(n/2) = Ψ′(n/2),
where ψ1(z) = Ψ′(z) is the tri-gamma function (see [CN84, Lemma 2.3]). Therefore, from (F.5),
we obtain
m1 = log(σ) +
1
2
d∑
n=1
pid(n)
[
log(2) + Ψ
(n
2
)]
= µ,
1Here, the equality is to be understood in the sense of distributions, i.e. the left-hand side and the right-hand
side have the same distribution.
18
where µ is defined by (3.3). Then, from (F.3) we get,
4m2 = var(log ‖φ0(z)‖2
∣∣z 6∈ Rd−) = d∑
n=1
pid(n)ψ1(n/2) +
d∑
n=1
pid(n)
[
log(2) + Ψ
(n
2
)]2
−
(
d∑
n=1
pid(n)
[
log(2) + Ψ
(n
2
)])2
.
In particular, we observe that s2 = m2. Then, applying the central limit theorem and law of large
numbers to the i.i.d. sum (F.2) of random variables with mean m1 and variance s2 = m2; we
conclude.
G Proof of Theorem 7
Proof. In the special case, when φ1(x) = x is linear, x(k) obeys a linear recursion where the proof
technique of [CN84] about the moments of random Gaussian matrix products are directly applicable.
Next, we extend the proof of [CN84] to the case when φa(x) can be nonlinear. We first note that for
x(k) 6= 0
‖x(k+1)‖
‖x(k)‖ =
‖φa(W (k+1)x(k))‖
‖x(k)‖ =
∥∥∥∥φa(W (k+1) x(k)‖x(k)‖
)∥∥∥∥ ,
which we used the equality φa(cy) = cφa(y) for any given c > 0 and arbitrary y (with the choice
of y = W (k)x(k) and c = 1/‖x(k)‖). On the other hand, the entries of the W (k) matrix are i.i.d.
Gaussians, where each row is a spherically symmetric random vector (in the sense of [FSW18, Ch.
4]) with i.i.d. entries. From this symmetry property it follows that the distribution of W (k)z is
independent of the choice of z on the unit sphere in Rd. Therefore, if we choose z = e1, we have
W (k)
x(k)
‖x(k)‖ ∼W
(k)e1,
where e1 is the first basis vector, and therefore from (B.1), we obtain
‖x(k+1)‖
‖x(k)‖ ∼
∥∥∥φa (W (k+1)e1)∥∥∥ ,
which says that the distribution of the ratio ‖x
(k+1)‖
‖x(k)‖ is independent of x
(k) and the history x(j) for
j < k. Then, by the independence of the random variables ‖x
(j+1)‖
‖x(j)‖ , we can write
E
[(‖x(k)‖
‖x(0)‖
)s]
= E
[
Πkj=1
‖x(j)‖s
‖x(j−1)‖s
]
= Πkj=1E
[ ‖x(j)‖s
‖x(j−1)‖s
]
= Πkj=1E
∥∥∥φa (W (j)e1)∥∥∥s
= Πkj=1E ‖φa (σz)‖s = Πkj=1σsE
∥∥φa (zj)∥∥s ,
where zj is a dj-dimensional random vector with standard normal distribution N (0, Idj ). The rest of
the proof is about explicit computation of the term E
∥∥φa (zj)∥∥s which appear in the product (B.4).
For simplicity of the notation, we drop the index j from dj and zj and use d and z instead in the
following discussion. Consider
Ia(d, s) := E ‖φa (z)‖s = E
[
φ2a(z1) + φ
2
a(z2) + · · ·+ φ2a(zd)
]s/2
,
where z = (z1, z2, . . . , zd) is a d-dimensional standard normal vector. We first note that the function
φa(x) : Rd → R has a piecewise linear structure on Rd depending on the sign of the components xi
of a vector x. In particular, we observe that by the definition of the φa function,
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φ2a(z1) + φ
2
a(z2) + · · ·+ φ2a(zd) =
∑
i:zi>0
(zi)
2 + a2
∑
i:zi<0
(zi)
2, (G.1)
which depends on the orthant that the vector z resides in Rd. In particular, there are 2d (open) orthants
in dimension d, where each orthant is defined by a system of inequalities:
ε1x1 > 0, ε2x2 > 0, ε3x3 > 0, . . . εnxn > 0,
where each εi is 1 or−1. Therefore, we can identify each orthant from an element of the set {+,−}d.
For example, the non-negative (open) orthant corresponds to {+,+, . . . ,+} whereas the non-positive
(open) orthant corresponds to {−,−, . . . ,−}. On every quadrant that corresponds to n plus signs
and d− n minus signs (with arbitrary order of the signs), the distribution of (G.1) is the same as the
distribution of
Xn := Yn + Zn, (G.2)
where
Yn = χ
2(n) and Zn = a2χ2(d− n).
χ2(v) denotes a chi-squared distribution with v degrees of freedom. In this representation, Yn and Zn
are independent as they are related to i.i.d. entries of the z vector. If we choose a random quadrant;
with probability
pd(n) =
(
d
n
)
1
2d
we will be in such a quadrant. Therefore, we can write
Ia(s, d) =
d∑
n=0
pd(n)E(Xs/2n ). (G.3)
In the special case s = 2, we have
Ia(2, d) =
d∑
n=0
pd(n)E(Xn) =
d∑
n=0
pd(n)(E(Yn) + E(Zn))
=
d∑
n=0
pd(n)(n+ a
2(d− n)) = (1 + a2)d
2
,
where we used
∑d
n=0 pd(n)n =
d
2 . Next, we consider the case s < 2 where we compute Ia(s, d)
based on moment generating function techniques.
Let MX(t) = E(etX) denote the moment generating function (MGF) of a random variable X . If we
consider arbitrary moments s > 0 (where s is not necessarily a positive integer) of a non-negative
random variable X; we have
E [Xs] = DsMX(0),
(see e.g. [CB86]) where Ds denotes the fractional derivative of order s in the Riemann-Louiville
sense, defined in [CB86, Def. 2]. Furthermore, in the special case when s is a positive integer, the
fractional derivative reduces to the ordinary derivative and we obtain
E [Xα] = DαMx(0) =
dαMX(t)
dtα
|t=0.
It is known that
MYn(t) =
1
(1− 2t)n/2 , MZn(t) =
1
(1− 2a2t)(d−n)/2 .
[Bul79]. By independentness of Yn and Zn, we have also
MXn(t) = MYn(t)MZn(t) (G.4)
=
1
(1− 2t)n/2 ·
1
(1− 2a2t)(d−n)/2 (G.5)
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ddt
MXn(t) =
n
(1− 2t)n2 +1 ·
1
(1− 2a2t) d−n2
+
1
(1− 2t)n2 ·
a2(d− n)
(1− 2a2t) d−n2 +1
.
and By [CB86, eqn. (7)], for α ∈ (0, 1), we have also
DαMXn(0) =
1
Γ(1− α)
∫ 0
−∞
(−z)−α dMXn(z)
dz
dz (G.6)
=
1
Γ(1− α)
∫ ∞
0
(z)−α
dMXn(−z)
dz
dz. (G.7)
Evaluating this integral requires computing integrals of the form
Jm,`(α) =
∫ ∞
0
z−α
1
(1 + 2z)m/2
· 1
(1 + 2a2z)
`
2
dz
for integer values of m and ` satisfying m + ` = d + 2. If substitute u = 1 − 12z+1 , then
dz = 12(1−u)2 du which leads to
Jm,l(α) =
1
2−α+1
∫ 1
0
u−α(1− u)m/2+`/2+α−2(1− (1− a2)u)−`/2du. (G.8)
Using the binomial series
(1 + x)−n =
∞∑
k=0
(−1)k
(
n+ k − 1
k
)
xk for |x| < 1, (G.9)
we obtain
Jm,l(α) =
1
2−α+1
1∑
k=0
( `
2 + k − 1
k
)
(1− a2)k
∫ 1
0
u−α+k(1− u)m/2+`/2+α−2du(G.10)
=
1
2−α+1
∞∑
k=0
( `
2 + k − 1
k
)
(1− a2)kB(k + 1− α,m/2 + `/2 + α− 1),(G.11)
where
B(x, y) =
∫ 1
0
tx−1(1− t)y−1 dt
is the Beta function. From (G.7) and (G.5), we have
E(Xαn ) = DαMXn(0) =
1
Γ(1− α) (nJn+2,d−n(α) + a
2(d− n)Jn,d−n+2(α)). (G.12)
From (G.3), choosing α = s/2 for s ∈ (0, 2), we conclude that
Ia(s, d) =
d∑
n=1
pd(n)E(Xs/2n ) (G.13)
=
1
Γ(1− s/2)
d∑
n=1
pd(n)
(
nJn+2,d−n(
s
2
) + a2(d− n)Jn,d−n+2(s
2
)
)
(G.14)
=
1
2−s/2
1
Γ(1− s/2)
d∑
n=1
pd(n)
∞∑
k=0
wk,nB(k + 1− s
2
,
d
2
+
s
2
), (G.15)
where
wk,n =
1
2
(1− a2)k
[(d−n
2 + k − 1
k
)
n+ a2(d− n)
(d−n
2 + k
k
)]
. (G.16)
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H Proof of Corollary 9
Proof. First we consider the case of fixed a and s. From the proof part Theorem 7, we know that
Ia(s, d) = E
[
φ2a(z1) + φ
2
a(z2) + · · ·+ φ2a(zd)
]s/2
,
then in the d+ 1 case, we obtain
Ia(s, d+ 1) = E
[
φ2a(z1) + φ
2
a(z2) + · · ·+ φ2a(zd+1)
]s/2 ≥ Ia(s, d).
Since σ¯a(s, d) = 1s√Ia(s,d) , we can conclude that σ¯a(s, d+ 1) ≤ σ¯a(s, d).
Secondly we consider the case of fixed s and d. According to (G.1), denote aˆ > a and we will have
E
 ∑
i:zi≥0
(zi)
2 + a2
∑
i:zi<0
(zi)
2
s/2 ≤ E
 ∑
i:zi≥0
(zi)
2 + aˆ2
∑
i:zi<0
(zi)
2
s/2 ,
which is equivalent to Ia(s, d) ≤ Iaˆ(s, d) and σ¯aˆ(s, d) ≤ σ¯a(s, d).
I Proof of Corollary 10
Proof. For a linear activation function, we have a = 1. In this case, wk,n = d/2 for k = 0 and
wk,n = 0 for k > 0. Then, it follows that I1(s, d) = 2s/2
∑d
n=1 pd(n)
Γ( d2 +
s
2 )
Γ( d2 )
= 2s/2
Γ( d2 +
s
2 )
Γ( d2 )
where
we used B(x, y) = Γ(x)Γ(y)/Γ(x+ y) and the fact that Γ(d2 + 1) =
d
2 Γ(
d
2 ). This yields σ¯1(s, d) =
1√
2
(
Γ( d2 )
Γ( d2 +
s
2 )
)1/s
. In the special case with s = 2, using the identity Γ(d2 + 1) =
d
2 Γ(
d
2 ) again, we
obtain σ¯1(2, d) = 1√d which recovers the results of [LBOM98] for linear activations and is the basis
for Lecun initialization.
The proof of Corollary 10 follows a similar approach to the proof of Corollary 5. From (D.2) and
(D.1), we obtain
I1(s, d) = 2
s/2(
d
2
)s/2
(
1 +
s
2 (
s
2 − 1)
d
+O( 1
d2
)
)
.
This implies that
σ¯1(s, d) =
1
s
√
I1(s, d)
=
1√
d
[
1 +
s
2 (
s
2 − 1)
d
+O( 1
d2
)
]−1/s
=
1√
d
− (
s
2 − 1)
2d
√
d
+O( 1
d
√
d
),
where we used (1 + x)s = 1 + sx+O(x2). Taking square of both sides, we obtain
σ¯21(s, d) =
1
s/2
√
I1(s, d)
=
1
d
+
2− s
2d2
+O( 1
d2
√
d
).
Next, we approximate σ¯21(s, d) for a > 0 small. Following the notation in the proof of Theorem 7,
from (G.12) we have,
E(Xαn ) =
1
Γ(1− α) (nJn+2,d−n(α) + a
2(d− n)Jn,d−n+2(α)). (I.1)
For m+ ` = d+ 2, from (G.8), we have
Jm,`(α) =
1
2−α+1
∫ 1
0
u−α(1− u)m/2+α−2(1 + a2u
1− u
)−`/2
du
=
1
2−α+1
∫ 1
0
u−α(1− u)m/2+α−2(1− `
2
a2u
1− u )du+ a
4Rm,`(α)
= Jm,`|a=0 − a
2
2−α+1
`
2
B(2− α,m/2 + α− 2) + a4Rm,`(α),
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where we used the Binomial formula and (G.9)
Rm,`(α) =
1
2−α+1
∞∑
k=2
(−1)k
( `
2 + k − 1
k
)
a2k−4
∫ 1
0
u−α+k(1− u)m/2+α−2−kdu
is the remainder term. Plugging a = 0 in (G.11),
Jm,`|a=0 = 1
2−α+1
∫ 1
0
u−α(1− u)m/2+α−2du = 1
2−α+1
B(1− α,m/2 + α− 1).
Therefore, from (O.1),
E(Xαn )
= E(Xαn )|a=0 +
a4
Γ(1− α)
(
nRn+2,d−n(α) + a2(d− n)Rn,d−n+2(α)
)
+
a2
2−α+1
1
Γ(1− α)
(
−nd− n
2
B(2− α, n/2 + α− 1) + (d− n)B(1− α, n/2 + α− 1)
)
= E(Xαn )|a=0 +
a2
2−α+1Γ(1− α)α(d− n)B(1− α,
n
2
+ α− 1)
+
a4
Γ(1− α)
(
nRn+2,d−n(α) + a2(d− n)Rn,d−n+2(α)
)
,
where we used the identities B(x, y) = Γ(x)Γ(y)/Γ(x + y) and Γ(x + 1) = xΓ(x) for x, y > 0.
The rest of the proof is similar to the proof technique of Corollary 5. We notice from (G.13) that
Ia(s, d) = E
(
(XBd)
s/2
)
= E
(
(XBd)
s/2
)
, (I.2)
where Bd follows a binomial distribution with P(Bd = n) = pd(n). Recall that from (D.6) we have
Zd =
Bd − E(Bd)√
varBd
=
Bd − d2√
d/2
−−→ N (0, I).
Expressing (O.3) in terms of Zd:
Ia(s, d) = E
(
(XBd)
s/2
)
= I0(s, d) +
a2
2−s/2+1Γ(1− s/2)
s
2
E
[
(
d
2
−
√
d
2
Zd)B(1− s
2
,
d
4
+
√
d
4
Zd +
s
2
− 1)
]
+a4O(ds/2)
= E(XαBd)|a=0 +
a2
2−s/2+1Γ(1− s/2)
s
2
E
[
(
d
2
−
√
d
2
Zd)B(1− s
2
,
d
4
+
√
d
4
Zd +
s
2
− 1)
]
+a4O(ds/2)
= I0(s, d) +
a2
2−s/2+1
s
2
E
[
(
d
2
−
√
d
2
Zd)Γ(
d
4
+
√
d
4
Zd +
s
2
− 1)/Γ(d
4
+
√
d
4
Zd)
]
+ a4O(ds/2)
= I0(s, d) +
a2s
2
(
d
2
)s/2 + a4O(ds/2)
= (1 +
a2s
2
)(
d
2
)s/2 + a4O(ds/2)
where we used (D.1) and the fact that I0(s, d) = (d2 )
s/2(1 +O( 1d )) implied by (D.13). Then, we find
σ¯2a(s, d) = Ia(s, d)
−2/s =
2
d
1
(1 + a
2s
2 +O(a4))2/s
+O( 1
d2
),
which completes the proof.
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J Proof of Theorem 11
Proof. Note that for a non-negative random variable Xn, we have
E(log(Xn)) =
d
dα
E(Xαn )|a=0
and
var(log(Xn)) =
d2
dα2
(logE(Xαn )) |a=0 =
d
dα
(
d
dαE(X
α
n )
E(Xαn )
)
|a=0
provided that the expectations are finite (see e.g. [CN84]). For computing these expectations, we
calculate
d
dα
E(Xαn ) =
d
dα
(
1
Γ(1− α) (nJn+2,d−n + a
2(d− n)Jn,d−n+2)
)
. (J.1)
By the product rule for derivatives, for an integer m > 0,
d
dα
Jm,d+2−m(α) = log(2)Jm,`(α) (J.2)
+
1
2−α+1
∞∑
k=0
(d−m
2 + k
k
)
(1− a2)k d
dα
B(k + 1− α, d
2
+ α). (J.3)
We also have
d
dα
B(k + 1− α, d
2
+ α) =
d
dα
Γ(k + 1− α)Γ(d2 + α)
Γ(d2 + k + 1)
= bkB(k + 1− α, d
2
+ α),
where
bk,α = ψ0(
d
2
+ α)− ψ0(k + 1− α),
and we used the fact B(x, y) = Γ(x)Γ(y)/Γ(x+ y) for real scalars x, y > 0. Inserting this formula
into (J.2),
d
dα
Jm,d+2−m(α) = log(2)Jm,`(α)
+
1
2−α+1
∞∑
k=0
(d−m
2 + k
k
)
(1− a2)kbk,αB(k + 1− α, d
2
+ α).
From (J.1), we also get
d
dα
E(Xαn ) =
1
Γ(1− α)
d
dα
(nJn+2,d−n + a2(d− n)Jn,d−n+2) (J.4)
+
Γ′(1− α)
Γ2(1− α) (nJn+2,d−n + a
2(d− n)Jn,d−n+2) (J.5)
=
1
Γ(1− α)
d
dα
(nJn+2,d−n + a2(d− n)Jn,d−n+2) (J.6)
+
ψ0(1− α)
Γ(1− α) (nJn+2,d−n + a
2(d− n)Jn,d−n+2) (J.7)
=
1
Γ(1− α)
1
2−α
∞∑
k=0
bk,nbk,αB(k + 1− α, d
2
+ α) (J.8)
+ [log(2) + ψ0(1− α)]E(Xαn ), (J.9)
where we used (G.12) and ck,n is defined by (G.16). Therefore,
d
dαE(X
α
n )
E(Xαn )
=
∑∞
k=0 bk,nbk,αB(k + 1,
d
2 )∑∞
k=0 bk,nB(k + 1,
d
2 )
+ log(2) + ψ0(1− α),
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where we used (G.12). Differentiating with respect to α, we find
d
dα
(
d
dαE(X
α
n )
E(Xαn )
)
=
∑∞
k=0 wk,n(b
2
k,α +
d
dαbk,α)B(k + 1,
d
2 )∑∞
k=0 wk,nB(k + 1,
d
2 )
(J.10)
−
(∑∞
k=0 wk,nbk,αB(k + 1,
d
2 )∑∞
k=0 wk,nB(k + 1,
d
2 )
)2
− ψ1(1− α),
where
d
dα
bk,α = ψ1(
d
2
+ α) + ψ1(k + 1− α).
Evaluating the expressions (J.4) and (J.11) at α = 0, we find
mn : = E(log(Xn)) =
d
dα
E(Xαn )|α=0
=
∞∑
k=0
wk,nbk,0B(k + 1,
d
2
) + [log(2)− γ]
=
∞∑
k=0
wk,n
(
ψ0(
d
2
+ α)− ψ0(k + 1− α)
)
B(k + 1,
d
2
) + [log(2)− γ] .
In the last step, we used the fact that ψ0(1) = γ where γ is the Euler–Mascheroni constant.
vn := var(log(Xn)) =
d2
dα2
E(Xαn )|α=0 (J.11)
=
∑∞
k=0 wk,n(b
2
k,0 +
d
dαbk,0)B(k + 1,
d
2 )∑∞
k=0 wk,nB(k + 1,
d
2 )
−
(∑∞
k=0 wk,nbk,0B(k + 1,
d
2 )∑∞
k=0 wk,nB(k + 1,
d
2 )
)2
−ψ1(1) (J.12)
On the other hand, by (G.12) and (G.11), we have
E(Xαn ) =
1
Γ(1− α)
1
2−α
∞∑
k=0
wk,nB(k + 1− α, d
2
+ α) (J.13)
We note that E(Xαn ) = E(eα log(Xn)) is finite and is a (monotonically) non-increasing function of α.
Therefore, by the dominated convergence theorem we have
lim
α→0
E(Xαn ) = E(X0n) = 1
Taking limits in (J.13) as α→ 0, we obtain
1 = lim
α→0
E(Xαn ) =
1
Γ(1)
∞∑
k=0
wk,nB(k + 1,
d
2
)
Since Γ(1) = 1, this is equivalent to
∞∑
k=0
wk,nB(k + 1,
d
2
) = 1 for every n ≥ 0,
Plugging this identity into (J.12),
vn =
∞∑
k=0
wk,n(b
2
k,0 +
d
dα
bk,0)B(k + 1,
d
2
)−
( ∞∑
k=0
wk,nbk,0B(k + 1,
d
2
)
)2
− ψ1(1)
= ψ1(
d
2
) +
∞∑
k=0
[ψ1(k + 1)− ψ1(1)]wk,nB(k + 1, d
2
)
+
∞∑
k=0
[
ψ0(
d
2
)− ψ0(k + 1)
]2
wk,nB(k + 1,
d
2
)
−
[ ∞∑
k=0
(
ψ0(
d
2
)− ψ0(k + 1)
)
wk,nB(k + 1,
d
2
)
]2
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(a) σ¯0(s, d) versus d (b) σ¯0(s, d) versus s (c) σ¯0(s, d)−
√
2
d
about d
Figure 6: Function σ¯0(s, d) about s and d.
(a) Linear FNN (b) FNN with ReLU (c) FNN with Leaky-ReLU
Figure 7: Distribution of norm of the output Rk,a through 100 layers. 7a: Probability density of
Rk,1, we set σ2 = 1d +
1
d2 in our initialization. 7b: Probability density of Rk, we set σ
2 = 2d +
5
2d2
where we chose s = 1 in the expansion 7c: Probability density of Rk,a, where we set a = 0.01 and
σ2 = b(a)d +
b(a)
d2 , where b(a) =
2
1+a2 .
Following a similar proof technique of Theorem 6, we observe that the theorem holds with constants
µa = log(σ) +
1
2
E logXn = log(σ) +
1
2
d∑
n=0
pd(n)mn
and
s2a =
1
4
 d∑
n=0
pd(n)vn +
d∑
n=0
pd(n)(mn)
2 −
(
d∑
n=0
pd(n)mn
)2 (J.14)
where pd(n) is defined by (B.6). This completes the proof.
K Further Numerical Illustrations
In this section, we present additional figures that were not part of the main text due to space
considerations.
Critical variance σ¯0(s, d) as a function of d and s. Figure 6a,6b illustrates σ¯0(s, d) as a function
of d when s is fixed where we see a monotonic behavior as proven in Corollary 4. We also observe
in the figures that it is a monotonically decreasing function of s when d is fixed. Figure 6c displays
the relation between σ¯20(s, d) and d in the logarithmic scale. We have observed that the slope of the
graph in Figure 6c is approximately constant at a level of -1 and slope in the Figure 1a approximately
-2. This is exactly the behavior predicted by Corollary 5 for large d.
Distribution of the network output. Figure 7 illustrates the distribution of the logarithm of the
norm of the k-th layer output Rk,a for linear, ReLU and Leaky ReLU activations which supplements
Figures 2 and 3 provided in the main text. The distribution is obtained from the samples by standard
kernel density estimation methods provided in the Python package seaborn.3. We observe that our
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(a) Train loss (b) Test loss (c) Train accuracy (d) Test accuracy
Figure 8: Linear fully connected network on MNIST. The results are the average loss over 20 runs.
The x-axis is epoch number.
(a) Train loss (b) Test loss (c) Train accuracy (d) Test accuracy
Figure 9: Linear fully connected network on CIFAR-10. The results are the average over 10 samples.
The x-axis is epoch number.
initialization leads to heavier tails compared to Kaiming initialization, where the frequency of small
outputs is less frequent in our method compared to Kaiming initialization.
Figure 8 shows the results of linear fully connected network on the MNIST data set. We run our
method for σ2 = 1d +
1
2d2 which corresponds to the choice of ”s = 1” here (in light of Corollary
10) which is marked with a red line in the figure. In this experiment, all the results are based on the
average of 20 samples. We use 30 layers and d = 64 for all hidden layers in this network. Step sizes
are tuned to the dataset for each method.
Figure 9 displays the results of linear fully connected network on another standard dataset CIFAR-10
with a similar setup. All the results are based on the average of 10 samples. We use 20 layers and
d = 64 for all hidden layers in this network and set again σ2 = 1d +
1
d2 . We tune stepsize for each
method and consider four criteria for comparison: train loss, test loss, train accuracy, and test accuracy.
We observe that our method performs no worse than other methods (Xavier initialization, Kaiming
initialization, and Random walk initialization) and in some cases leads to some improvement.
MNIST dataset. Figures 10 and 11 show the performance of our method in the MNIST dataset. The
details of the experimental setup is described in the main text. We see that our initialization (marked
with “New") is competitive with others and leading to some improvement in some cases where the
difference is more pronounced in the Leaky ReLU case. Both MNIST and CIFAR-10 experiments are
implemented by the Python package pytorch4. Our experiments are trained on Nvidia GTX 1080Ti
GPU. Each experiment of MNIST takes around 2-2.5 hours, and each experiment of CIFAR-10 takes
around 4-4.5 hours.
L Extensions of results to dropout
In this section, we consider extensions of our results reported in the main text to dropout which is a
mechanism where some neurons are removed randomly to prevent overfitting (see Remark 14).
3This package is publicly available at https://seaborn.pydata.org/.
4This package is publicly available at https://pytorch.org/.
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(a) Train loss (b) Test loss (c) Train accuracy (d) Test accuracy
Figure 10: Fully connected network with Leaky ReLU on MNIST. The results are the average over
20 samples. The x-axis is epoch number.
(a) Train loss (b) Test loss (c) Train accuracy (d) Test accuracy
Figure 11: Fully connected network with ReLU activation on MNIST. The results are the average
over 20 samples. The x-axis represents the epoch number.
L.1 ReLU activation
Theorem 19. (Explicit characterization of the critical variance σ20(s, d) with dropout) Consider a
fully connected network with an input x(0) ∈ Rd and Gaussian initialization satisfying (A1)-(A2)
with ReLu activation function φ0(x) = max(x, 0) with dropout where the probability to keep the
neurons is given by q ∈ (0, 1]. Let s > 0 be a given real scalar. The s-th moment of the output of the
k-th layer is given by
E
[
‖x(k)‖s
]
= ‖x(0)‖s(σsI0,q(s, d))k, I0,q(s, d) = 1
qs
2s/2
d∑
n=0
qd(n)
Γ(n/2 + s/2)
Γ(n/2)
, (L.1)
where
qd(n) =
(
d
n
)
(
q
2
)n(1− q
2
)d−n, (L.2)
and Γ is the Gamma function. Then, it follows that we have three possible cases:
(i) If σ = σ¯0,q(s, d) where σ¯0,q(s, d) := 1s√I0,q(s,d) , then the network preserves the s-th
moment of the layer outputs, i.e. for every k ≥ 1, E [‖x(k)‖s] = ‖x(0)‖s, whereas for any
p > s, E‖x(k)‖p →∞ exponentially fast in k.
(ii) If σ < σ¯0,q(s, d), then E
[‖x(k)‖s]→ 0 exponentially fast in k.
(iii) If σ > σ¯0,q(s, d), then E
[‖x(k)‖s]→∞ exponentially fast in k.
Proof. The proof follows from minor adaptations to the proof of Theorem 1. In the proof of Theorem
1, it suffices to replace pd(n) with
qd(n) :=
(
d
n
)
(
q
2
)n(1− q
2
)d−n
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and Xn with Xn/q2 as the effect of dropout is to scale the network output and change the mixing
probabilities of the chi-square distributions arising in the proof of Theorem 1. This yields
E
[
‖x(k)‖s
]
= ‖x(0)‖s(σsI0,q(s, d))k, I0,q(s, d) = 1
qs
2s/2
d∑
n=0
qd(n)
Γ(n/2 + s/2)
Γ(n/2)
. (L.3)
and completes the proof.
Corollary 20. (Critical variance σ¯0,q(d, s) when d is large) For fixed width d and s ∈ (0, 2], we
have
σ¯20,q(s, d) =
2q
d
+
(2− s)(6− q)
2d2
+ o(
1
d2
),
Therefore, it follows from Theorem 1 that if σ2 = 2qd +
(2−s)(6−q)
2d2 , then the network will preserve the
moment of order s+ o( 1d ) of the network output.
Proof. The proof follows from minor modifications to the proof of Corollary 5. Following the proof
technique of Corollary 5, we can write
(d2 )
s/2
I0,q(s, d)
=
qs
E(Fd(Bd,q))
, (L.4)
where Bd,q is a Binomial random variable, i.e.
P(Bd,q = n) = qd(n) =
(
d
n
)
(
q
2
)n(1− q
2
)d−n for n = 0, 1, . . . , d. (L.5)
where Fd is defined by (D.5). By the normal approximation to binomial distribution, we have
Zd,q :=
Bd − E(Bd)√
varBd
=
Bd − dq2√
d
2
√
2q − q2
−−→ N (0, I) (L.6)
which is similar to (D.6). Then, we follow similar computations to the proof of Corollary 5:
E(Fd(Bd,q)) = E
(
Fd(
dq
2
+
√
d
2
√
2q − q2Zd)
)
= 2s/2E
[
(dq2 +
√
d
2
√
2q − q2Zd)s/2
ds/2
S(
dq
2
+
√
d
2
√
2q − q2Zd, s/2)
]
= qs/2E
[
(1 +
1√
d
√
2− q√
q
Zd)
s/2S(
dq
2
+
√
d
2
√
2q − q2Zd, s/2)
]
.
Using the Binomial expansion,
(1 + x)s/2 =
∞∑
k=0
(
s/2
k
)
xk for |x| < 1.
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Therefore, for Zd,q <
√
d
( √
q√
2−q
)
, we can write
(1 +
1√
d
√
2− q√
q
Zd,q)
s/2S(
dq
2
+
√
d
2
√
2q − q2Zd,q, s/2)
=
[ ∞∑
k=0
(
s/2
k
)√
2− qk
(
√
dq)k
Zkd,q
][
M∑
m=0
Am(s/2)
(
2
dq
2 +
√
d
2
√
2q − q2Zd,q
)m]
=
[ ∞∑
k=0
(
s/2
k
)√
2− qk
(
√
dq)k
Zkd,q
] M∑
m=0
Am(s/2)
2m
(dq)m
 2
1 + 1√
d
√
2−q√
q Zd,q
m
=
[ ∞∑
k=0
(
s/2
k
)√
2− qk
(
√
dq)k
Zkd,q
][
M∑
m=0
Am(s/2)
4m
dmqm
( ∞∑
`=0
1
√
d
`
√
2− q`
√
q`
Z`d,q
)m]
=
(
1 +
(
s/2
1
)
1√
d
√
2− q√
q
Zd,q +
(
s/2
2
)
1
d
2− q
q
Z2d,q + . . .
)
·
(
1 +
(
s/2
2
)
4
dq
( ∞∑
`=0
1
√
d
`
√
2− q`
√
q`
Z`d,q
)
+ . . .
)
= 1 +
(
s/2
1
)
1√
d
Zd,q +
(
s/2
2
)
6− q
dq
Z2d + . . . ,
where we used the identity A1(s/2) =
(
s/2
2
)
=
s
2 (
s
2−1)
2 . Since P(Zd,q ≥
√
d) = O(e−d/2) and the
function S is non-negative and bounded by 1 according to (D.3), we have
E
[
(1 +
1√
d
√
2− q√
q
Zd,q)
s/2S(
dq
2
+
√
d
2
√
2q − q2Zd,q, s/2)
]
= O(e− d2 (2q−q2)) + E
[
1 +
(
s/2
1
)
1√
d
Zd +
(
s/2
2
)
(6− q)
dq
Z2d + . . .
]
= 1 +
(
s/2
2
)
6− q
dq
+ o(
1
d
),
where we used the fact that E(Zkd,q)→ E(Zk) as d→∞ for any fixed k implied by (D.6) where Z
is a standard-normal variable in R with the property that E(Z) = 0 and E(Z2) = 1. Then, it follows
from (L.4) that
(d2 )
s/2
I0,q(d, s)
= qs/2
[
1−
(
s/2
2
)
6− q
dq
+ o(
1
d
)
]
= qs/2
[
1− (6− q)s(s− 2)
8dq
+ o(
1
d
)
]
, (L.7)
which implies
σ20,q(d, s) = (
1
I0,q(d, s)
)2/s =
2q
d
[
1− (6− q)s(s− 2)
8dq
+ o(
1
d
)
]2/s
(L.8)
=
2q
d
[
1− (6− q)(s− 2)
4dq
+ o(
1
d
)
]
(L.9)
=
2q
d
− (6− q)(s− 2)
2d
+ o(1/d2). (L.10)
This completes the proof.
L.2 Leaky ReLU activation
Theorem 21. (Explicit characterization of the critical variance σ2a,q(s, d) with dropout) Consider
a fully connected network with an input x(0) ∈ Rd and Gaussian initialization satisfying (A1)–
(A2) with activation function φa(x) for any choice of a ∈ (0, 1] fixed and with dropout where the
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probability to keep a neuron is q ∈ (0, 1]. Then, for any s ∈ (0, 2], the output of the k-th layer
satisfies
E
[
‖x(k)‖s
]
= ‖x(0)‖s(σsIa,q(s, d))k (L.11)
with Ia,q(s, d) defined as:{
1
q2 (1 + a
2)d2 if s = 2,
1
qs 2
s/2 1
Γ(1−s/2)
∑d
n=0
∑d−n
m=0qd(n,m)
∑∞
k=0 wk,n,mB(k + 1− s2 , n+m2 + s2 ) if s ∈ (0, 2),
where qd(n,m) is defined by (L.13), B(·, ·) is the Beta function and
wk,n,m =
1
2
(1− a2)k
[(m
2 + k − 1
k
)
n+ a2m
(m
2 + k
k
)]
. (L.12)
Let σ¯a,q(s, d) = 1s√Ia,q(s,d) . we have three possible cases:
(i) If σ = σ¯a,q(s, d) where then the network preserves the s-th moment of the layer outputs,
i.e. for every k ≥ 1, E [‖x(k)‖s] = ‖x(0)‖s, whereas for any p > s, E‖x(k)‖p → ∞
exponentially fast in k.
(ii) If σ < σ¯a,q(s, d), then E
[‖x(k)‖s]→ 0 exponentially fast in k.
(iii) If σ > σ¯a,q(s, d), then E
[‖x(k)‖s]→∞ exponentially fast in k.
Proof. The proof follows from minor changes to the proof of Theorem 7. In the abscence of dropout
(i.e. when q = 1), the quantity defined in the proof of Theorem 7, Ia(d, s) has the distribution
Xn := χ
2
1(n) + a
2χ22(d− n),
with probability pd(n) where χ21(n) and χ
2
2(d − n) are independent chi-square distributions with
degrees of freedom n and d− n respectively. When there is dropout, the distribution of Xn and the
corresponding binomial probabilities will be subject to change because now there is the possibility of
zero output from some neurons due to dropout and scaling the neuron outputs, and the corresponding
probabilities will come from the trinomial distribution instead. More specifically, it suffices to replace
Xn with
Xn,m =
1
q2
(
χ21(n) + a
2χ22(m)
)
with probabilities from the trinomial distribution
qd(n,m) =
d!
n!m!(d− n−m)! (
q
2
)n+m(1− q)d−n−m (L.13)
Moreover, we can compute EXs/2n,m by simply replacing d with n+m in the formula for E((Xn)s/2)
we obtained in (G.12). After following similar steps to the proof of Theorem 7, we obtain the desired
result.
Corollary 22. (Critical variance σ¯1,q(d, s) when d is large with dropout) For fixed width d and
s ∈ (0, 2], we have
σ¯21,q(s, d) =
q
d
+
(3− q)(2− s)
4d2
+ o(
1
d2
)
with σ¯21,q(2, d) =
q
d . Therefore, it follows from Theorem 7 that if σ
2 = 1d +
(3−q)(2−s)
4d2 , then the
network with linear activation will preserve the moment of order s+ o( 1d ) of the network output.
Proof. In the linear activation function case, we have a = 1, then we obtain wk,n,m = m+n2 for
k = 0, wk,n,m = 0 for k > 0. Then it follows that
I1,q(s, d) =
1
qs
2s/2
1
Γ(1− s2 )
d∑
n=0
d−n∑
m=0
qd(n,m)
m+ n
2
B(1− s
2
,
m+ n
2
+
s
2
)
=
1
qs
2s/2
d∑
n=0
d−n∑
m=0
qd(n,m)
Γ(m+n2 +
s
2 )
Γ(m+n2 )
.
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where we use the identity Γ(m+n2 +1) =
m+n
2 Γ(
m+n
2 ) and the fact that B(x, y) = Γ(x)Γ(y)/Γ(x+
y) for x, y > 0. Then denote t = m+ n, we get
I1,q(s, d) =
1
qs
2s/2
d∑
t=0
hd(t)
Γ( t2 +
s
2 )
Γ( t2 )
, (L.14)
where
hd(t) :=
(
d
t
)
qt(1− q)d−t.
We see that in the special case q = 1/2, this formula reduces to the analysis provided in Corollary 5.
The proof will be similar where we will follow a similar approach to the proof of Corollary 5. Similar
to the proof technique of Corollary 5, We write
I1,q(s, d) =
1
qs
2s/2
d∑
t=1
hd(t)(
t
2
)s/2S(t/2, s/2).
Note that
(d2 )
s/2
I1,q(s, d)
=
qs
E(Fd(Hd))
, (L.15)
where Hd is a Binomial random variable, i.e.
P(Hd = n) =
(
d
t
)
qt(1− q)d−t for t = 0, 1, . . . , d,
where Fd is defined by (D.5). By the normal approximation of the binomial distribution, we also
have
ξd,q :=
Hd − E(Hd)√
varHd
=
Hd − dq√
dq(1− q) −−→ N (0, 1) (L.16)
in distribution. We also have
E(Fd(Hd)) = E
(
Fd(dq +
√
dq(1− q)ξd,q)
)
= 2s/2E
[
(dq +
√
dq(1− q)ξd,q)s/2
ds/2
S(
1
2
(dq +
√
dq(1− q)ξd,q), s/2)
]
= (2q)s/2E
[
(1 +
√
1− q
dq
ξd,q)
s/2S(
1
2
(dq +
√
dq(1− q)ξd,q), s/2)
]
.
Using the Binomial expansion,
(1 + x)s/2 =
∞∑
k=0
(
s/2
k
)
xk for |x| < 1.
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For ξd,q <
√
dq
1−q , we can write[
(1 +
√
1− q
dq
ξd,q)
s/2S(
1
2
(dq +
√
dq(1− q)ξd,q), s/2)
]
=
[ ∞∑
k=0
(
s/2
k
)
(
1− q
dq
)k/2ξkd,q
][
M∑
m=0
Am(s/2)
(
2
dq +
√
dq(1− q)ξd,q
)m]
=
[ ∞∑
k=0
(
s/2
k
)
(
1− q
dq
)k/2ξkd,q
] M∑
m=0
Am(s/2)(
2
dq
)m
 1
1 +
√
1−q
dq ξd,q
m
=
[ ∞∑
k=0
(
s/2
k
)
(
1− q
dq
)k/2ξkd,q
][
M∑
m=0
Am(s/2)(
2
dq
)m
( ∞∑
`=0
(−1)l(
√
1− q
dq
)`ξ`d,q
)m]
= 1 +
(
s/2
2
)
2
dq
+
[(
s/2
1
)√
1− q
qd
−
(
s/2
2
)
2
dq
√
1− q
dq
+
(
s/2
1
)(
s/2
2
)
2
dq
√
1− q
dq
]
ξd,q
+
[(
s/2
2
)
2(1− q)
d2q2
+
(
s/2
2
)
1− q
dq
+
(
s/2
2
)(
s/2
2
)
2(1− q)
d2q2
]
ξ2d,q
−
(
s/2
1
)(
s/2
2
)
2(1− q)
d2q2
ξ2d,q + . . . .
where we used the identity A1(s/2) =
s
2 (
s
2−1)
2 . Since P(ξd,q ≥
√
dq
1−q ) = O(e−dq/2(1−q)) and the
function S is non-negative and bounded by 1 according to (D.3), we have
E
[
(1 +
√
1− q
dq
ξd,q)
s/2S(
1
2
(dq +
√
dq(1− q)ξd,q), s/2)
]
= O(e−dq/2(1−q)) + 1 +
(
s/2
2
)
2
dq
+[(
s/2
2
)
2
dq
1− q
dq
+
(
s/2
2
)
1− q
dq
+
(
s/2
2
)(
s/2
2
)
2
dq
1− q
dq
−
(
s/2
1
)(
s/2
2
)
2
dq
1− q
dq
]
+ . . . .
= 1 +
(
s/2
2
)
3− q
dq
+ o(
1
d
),
where we used the fact that E(ξkd,q)→ E(Zk) as d→∞ for any fixed k implied by (D.6) where Z
is a standard-normal variable in R which satisfies E(Z) = 0 and E(Z2) = 1. Then, it follows from
(L.15) that
(d2 )
s/2
I1,q(s, d)
= qs
1
E(Fd(Bd))
= (
q
2
)s/2(1−
(
s/2
2
)
3− q
dq
+ o(
1
d
))
= (
q
2
)s/2
(
1− (3− q)s(s− 2)
8dq
+ o(
1
d
)
)
,
which implies
σ¯21,q(s, d) =
1
s/2
√
I1,q(s, d)
=
q
d
(
1 +
(3− q)(2− s)
4dq
+ o(
1
d
)
)
which completes the proof for the case s ∈ (0, 2]. For s = 2, (L.14) simplifies to
I1,q(2, d) =
1
q2
2
d∑
t=0
hd(t)
t
2
=
d
q
(L.17)
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where we used Γ( t2 + 1) =
t
2Γ(
t
2 ) and the fact that E(Bd,q) = qd. This leads to σ¯1,q(2, s) = q/d as
desired.
M Proof of Theorem 15
Proof. We first consider the ReLU case where a = 0. In this case, the fact that x(k) goes to zero a.s.
follows from a relatively simple argument. After a simple computation (see Lemma 18), we find that
P(x(k) = 0) = 1− (1− 1
2d
)k regardless of the choice of σ > 0. This implies that for all ε > 0,∑
k≥1
P(|x(k)| > ε) ≤
∑
k≥1
(1− 1
2d
)k <∞.
Therefore, x(k) → 0 almost surely. We next consider the a ∈ (0, 1] case and build on the theory of
iterated random Lipschitz maps. The layer outputs obey the stochastic recursion
x(k+1) = F (k+1)(x(k)) = MW (k+1),a(x
(k)) (M.1)
where MW,a(x) := φa(Wx). We also note that for a non-negative random variable
E log(M) =
d
ds
E(Ms)|s=0
when the expectations are finite. Therefore, choosing M = ‖φa(We1)‖,
µa =
d
ds
E‖φa(We1)‖s|s=0 (M.2)
Then, we consider κ(s) = σsIa(s, d) = E‖φa(We1)‖s where Ia(d, s) is defined by (G). Notice
that µa = κ′(0) and κ(0) = 1 and it is known that κ(s) is a log-convex function of s (see e.g.
[BDGM14]), therefore κ(s) is convex. Furthermore, κ(s) is continuously differentiable. If µa < 0,
then κ(s) < 1 for s > 0 small enough. Since κ(s) = E(es log(‖We1‖)) goes to∞ as s goes to∞,
we conclude that there exists s∗ > 0 such that κ(s∗) = 1. From the definition of the κ function,
this is equivalent to saying σ = 1
s∗
√
Ia(s∗,d)
= σ¯a(s∗, d) for some s∗ > 0. Correspondingly, if
σ = 1
s∗
√
Ia(s∗,d)
= σ¯a(s∗, d) for some s∗ > 0, then κ(s∗) = 1 and since κ(0) = 1, we find that
κ(s) < 1 for s ∈ (0, s∗) which implies µa = κ′(0) < 0. For s ∈ (0, s∗), if apply part (ii) of
Theorem 7 with the fact that σ = σ¯a(s∗, d) < σ¯a(s, d), then we obtain E(‖x(k)‖s) → 0, i.e. x(k)
converges to zero in the space Ls.
We next prove that x(k) has a subsequence that converges to zero a.s. when µa < 0. From Theorem
11, we see that for any constant C > 0, we have
lim
k→∞
P(‖x(k)‖ > C) = lim
k→∞
P(log ‖Xk‖ > log(C)) (M.3)
= lim
k→∞
P
(
log ‖xk‖ − µak√
k
>
log(C)√
k
− µa
√
k
)
(M.4)
=
{
0 if µa < 0,
1 if µa > 0.
(M.5)
We have two cases, depending on the sign of µa.
(i) (µa < 0): In this case, for C = 1/2, based on (M.5), we can choose n1 large enough so that
P(‖x(n1)‖ > 1
2
) ≤ 1
2
Continuing by a recursive fashion choose nk large enough such that
P(‖x(nk)‖ > 1
2k
) ≤ 1
2k
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with n1 < n2 < · · · < nk. Then the eventAk = {‖x(nk)‖ > 12k } is such that
∑
k P(Ak) <∞. By the Borel-Cantelli lemma, we find that
P
(
lim sup
k→∞
{‖x(nk)‖ > 1
2k
}
)
= 0.
This proves that for any ε > 0 given P(‖x(nk)‖ ≥ ε infinity often) = 0 which is equivalent
to saying P(‖x(nk)‖ < ε) = 1 or yet equivalently x(nk) → 0 almost surely.
In the special case when s∗ > 1, we can stronger results. In particular, we can consider
∞∑
j=0
E‖x(j+1) − x(j)‖ ≤
∞∑
j=0
(
E‖x(j+1)‖+ E‖x(j)‖
)
(M.6)
≤ 2
∞∑
j=0
E‖x(j)‖ <∞ (M.7)
where we applied part (ii) of Theorem 7 with the fact that σ = σ¯a(s∗, d) < σ¯a(1, d). Then,
by [Ste99, Lemma 1], x(k) converges almost surely to a limit. Since the subsequence x(nk)
converges to zero, we obtain that x(k) converges a.s. to a limit.
(ii) (µa > 0): The proof follows from a similar approach to part (i).When µa > 0, we see from
Theorem 7 that all the moments E(‖x(k)‖α) diverges for any α > 0 (because if it were not,
then σ = σa(s, d) for some s > 0 which would imply µa < 0 by the discussion above).
Furthermore, based on (M.5), x(k) diverges to infinity in probability and we can choose a
subsequence n¯k such that
P(‖x(n¯k)‖ > 2k) ≥ 1− 1
2k
with n¯1 < n¯2 < · · · < n¯k. Then the event A¯k = {‖x(nk)‖ < 2k} is such that
∑
k P(A¯k) <∞. By the Borel-Cantelli lemma, we find that
P
(
lim sup
k→∞
{‖x(nk)‖ < 2k}
)
= 0.
This proves that for any ε > 0 given P(‖x(nk)‖ ≤ ε infinity often) = 0 which is equivalent
to saying P(‖x(nk)‖ > ε) = 1 or yet equivalently x(nk) →∞ almost surely.
Lemma 23. Let Mi be the random variables and pi be the constant weights. Let M be the mixture
distribution M :=
∑
i piMi. We have
var(M) =
∑
i
pivar(Mi) +
∑
i
pi(E[Mi])2 −
(∑
i
piE[Mi]
)2
.
Proof. Let µ(r) denote the r-th (raw) moment of M , and µ(r)i the r-th moment of Mi. Then we
obtain
µ(r) =
∑
i
piE[Mri ] =
∑
i
piµ
(r)
i .
The variance of M can be written as
var(M) = µ(2) −
(
µ(1)
)2
=
∑
i
piµ
(2)
i −
(∑
i
piµ
(1)
i
)2
.
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Since µ(2)i = var(Mi) + (µ
(1)
i )
2, we have
var(M) =
∑
i
pi(var(Mi) + (µ
(1)
i )
2)−
(∑
i
piµ
(1)
i
)2
=
∑
i
pivar(Mi) +
∑
i
pi(E[Mi])2 −
(∑
i
piE[Mi]
)2
.
N Proof of Theorem 16
Proof. Due to the addition of Gaussian noise to post-activations, we have the recursion over the
layers
x˜(k+1) = MW (k+1),ξ(k+1)(x˜
(k)) := W (k+1)x˜(k) + ξ(k+1) (N.1)
where x˜(k) denotes the input to the (k + 1)-st layer and ξ(k) is a random vector with components
ξ
(k)
i that are i.i.d. mean zero random variables. The map MW (k),ξ(k) is a random Lipschitz (linear)
map whose convergence behavior has been studied in the literature. If the following conditions hold
E
[
max
(
0, log(‖W (k+1)‖))] <∞, E [max (0, log(‖ξ(k+1)‖))] <∞, (N.2)
c1 = infk
1
kE log ‖W (k)W (k−1) . . .W (1)‖ <∞, (N.3)
then it is known that x˜(k) admits an almost sure limit x˜(∞) in which case the limit is given by the
formula
x(∞) =
∞∑
j=1
(
j−1∏
i=1
W (i)
)
ξ(j). (N.4)
(see e.g. [DF99, Thm. 2.1]). We check the conditions in (N.2) and (N.3). The second condition in
(N.2) is satisfied by the assumption, and the first condition in (N.2) is satisfied as
E
[
max
(
0, log(‖W (k+1)‖)
)]
≤ E
max
0, 1
2
log
 d∑
i,j=1
(W
(k+1)
ij )
2
 <∞ (N.5)
where we used the fact that
∑d
i,j=1(W
(k+1)
ij )
2 is a chi-square distribution with d2 degrees of freedom.
Finally, the condition (N.3) is equivalent to
c1 = inf
k
1
k
E log
‖x(k)‖
‖x(0)‖ , (N.6)
where x(k) are the iterations without noise, i.e. x(k) satisfies x(k+1) = W (k+1)x(k) starting from
x(0). It follows from the analysis of Theorem 11 that we have also
c1 = µ1. (N.7)
Due to the choice of σ = σ¯1(s, d), by Theorem 15, we have also µ1 < 0. We conclude from (N.7)
that c1 < 0 and (N.3) is also satisfied. Hence, we conclude that x∞ exists, it is non-zero and is given
by the series sum (N.4). The addition of noise to activations, moments cannot grow slower; i.e. it is
not hard to show that
E(‖x˜(k)‖α) ≥ E(‖x(k)‖α)
with the same initialization i.e. x(0) = x˜(0). By Theorem 7, we also know that E(‖x(k)‖α)→∞ for
any p > s as k →∞. Therefore we conclude that
E(‖x˜(k)‖p)→∞, for any p > s,
as k → ∞. Then, we have necessarily E(‖x(∞)‖p) = ∞ because otherwise x˜(k) would converge
to x˜(∞) in Lp which would be a contradiction as E(‖x˜(k)‖p)→∞. This proves that x(∞) is heavy
tailed in the sense that its moments of order p are infinite for p > s. This completes the proof.
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O Proof of Corollary 10
Proof. For a linear activation function, we have a = 1. In this case, wk,n = d/2 for k = 0 and
wk,n = 0 for k > 0. Then, it follows that I1(s, d) = 2s/2
∑d
n=1 pd(n)
Γ( d2 +
s
2 )
Γ( d2 )
= 2s/2
Γ( d2 +
s
2 )
Γ( d2 )
where
we used B(x, y) = Γ(x)Γ(y)/Γ(x+ y) and the fact that Γ(d2 + 1) =
d
2 Γ(
d
2 ). This yields σ¯1(s, d) =
1√
2
(
Γ( d2 )
Γ( d2 +
s
2 )
)1/s
. In the special case with s = 2, using the identity Γ(d2 + 1) =
d
2 Γ(
d
2 ) again, we
obtain σ¯1(2, d) = 1√d which recovers the results of [LBOM98] for linear activations and is the basis
for Lecun initialization.
The rest of the proof follows a similar approach to the proof of Corollary 5. From (D.2) and (D.1),
we obtain
I1(s, d) = 2
s/2(
d
2
)s/2
(
1 +
s
2 (
s
2 − 1)
d
+O( 1
d2
)
)
.
This implies that
σ¯1(s, d) =
1
s
√
I1(s, d)
=
1√
d
[
1 +
s
2 (
s
2 − 1)
d
+O( 1
d2
)
]−1/s
=
1√
d
− (
s
2 − 1)
2d
√
d
+O( 1
d
√
d
),
where we used (1 + x)s = 1 + sx+O(x2). Taking square of both sides, we obtain
σ¯21(s, d) =
1
s/2
√
I1(s, d)
=
1
d
+
2− s
2d2
+O( 1
d2
√
d
).
Next, we approximate σ¯2a(s, d) for a > 0 small. Following the notation in the proof of Theorem 7,
from (G.12) we have,
E(Xαn ) =
1
Γ(1− α) (nJn+2,d−n(α) + a
2(d− n)Jn,d−n+2(α)). (O.1)
For m+ ` = d+ 2, from (G.8), we have
Jm,`(α) =
1
2−α+1
∫ 1
0
u−α(1− u)m/2+α−2(1 + a2u
1− u
)−`/2
du
=
1
2−α+1
∫ 1
0
u−α(1− u)m/2+α−2(1− `
2
a2u
1− u +
`
2 (
`
2 + 1)
2
a4u2
(1− u)2 + o(a
4))du
= Jm,`|a=0 − a
2
2−α+1
`
2
B(2− α, m
2
+ α− 2) + `(`+ 2)
2−α+4
a4B(3− α, m
2
+ α− 3) + o(a4),
where we used the Binomial formula and (G.9). Plugging a = 0 in (G.11),
Jm,`|a=0 = 1
2−α+1
∫ 1
0
u−α(1− u)m/2+α−2du = 1
2−α+1
B(1− α,m/2 + α− 1).
Therefore, from (O.1),
E(Xαn ) = E(Xαn )|a=0 +
1
Γ(1− α)E
[− a2(d− n)n
2−α+2
B(2− α, n
2
+ α− 1)
+
n(d− n)(d− n+ 2)a4
2−α+4
B(3− α, n
2
+ α− 2) + a
2(d− n)
2−α+1
B(1− α, n
2
+ α− 1)
−a
4(d− n)(d− n+ 2)
2−α+2
B(2− α, n
2
+ α− 2) + o(a4)]
= E(Xαn )|a=0 + E
[
αa2(d− n)
2−α+1Γ(1− α)B(1− α,
n
2
+ α− 1)
]
+O(a6dα)
−E
[
(d− n)(d− n+ 2)a4α
2−α+3Γ(1− α) B(2− α,
n
2
+ α− 2)
]
+O(a6dα), (O.2)
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where we used the identities B(x, y) = Γ(x)Γ(y)/Γ(x + y) and Γ(x + 1) = xΓ(x) for x, y > 0.
We denote
T1(n, α) :=
αa2(d− n)
2−α+1Γ(1− α)B(1− α,
n
2
+ α− 1),
T2(n, α) :=
(d− n)(d− n+ 2)a4α
2−α+3Γ(1− α) B(2− α,
n
2
+ α− 2).
We notice from (G.13) that
Ia(s, d) = E
(
(XBd)
s/2
)
= E
(
(XBd)
s/2
)
, (O.3)
where Bd follows a binomial distribution with P(Bd = n) = pd(n). From (O.2), it follows that
Ia(s, d) = I0(s, d) + E[T1(Bd, s/2)]− E[T2(Bd, s/2)] +O(a6ds/2)
Recall that from (D.6) we have
Zd =
Bd − E(Bd)√
varBd
=
Bd − d2√
d/2
−−→ N (0, I).
Similar to (D.7)–(D.8), we consider
H(
s
2
) := (1 +
1√
d
Zd)
s/2S(
d
4
+
√
d
4
Zd, s/2),
which admits the expansion
E[H(
s
2
)] = O(e−d/2) + 1 +
(
s/2
2
)
4
d
+
(
s/2
2
)
1
d
+
(
s/2
2
)
4
d2
(
s2
8
− 3s
4
+ 1) + o(
1
d
).
If we let α = s2 , we also have
T1(Bd,
s
2
) =
a2s(d2 −
√
d
2 Zd)
2−
s
2+2
Γ(d4 +
√
d
4 Zd +
s
2 − 1)
Γ(d4 +
√
d
4 Zd)
=
a2s(d2 −
√
d
2 Zd)
2−
s
2+2
(
d
4
) s
2−1
H(
s
2
− 1)
=
(
d
2
) s
2 a2s(1− 1√
d
Zd)
2
H(
s
2
− 1).
According to (D.12), we have
E[T1(Bd,
s
2
)] =
(
d
2
) s
2 a2s
2
[
1 + (
5
8
s− 3)(s− 2)1
d
+ o(
1
d
)
]
.
Similarly, we can write
T2(Bd,
s
2
) =
(
d
2
) s
2 a4(2− s)s
2
(
1
4
− 1
2
√
d
Zd − 1
d
√
d
Zd +
1
d
+
1
4d2
Z2d
)
H(
s
2
− 2),
and we have
E[T2(Bd,
s
2
)] =
(
d
2
) s
2 a4(2− s)s
2
[
1
4
+ (
5
32
s2 − 33
16
s+ 7)
1
d
+ o(
1
d
)
]
.
Therefore, we can calculate
Ia(s, d)
= I0(s, d) + E[T1(Bd,
s
2
)]− E[T2(Bd, s
2
)] +O(a6ds/2)
=
(
d
2
) s
2
K
[
1 +
1
K
(s− 2)
[
5s
8
+
a2s
2
(
5
8
s− 3) + a
4s
2
(
5
32
s2 − 33
16
s+ 7)
]
1
d
+O(a6) + o(
1
d
)
]
,
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where K is defined as
K := 1 +
a2s
2
+
a4s(s− 2)
8
.
Then we obtain
σ¯2a(s, d) = I
−2/s
a (s, d)
=
2
d
K−2/s
[
1 +
1
K
(s− 2)
[
5s
8
+
a2s
2
(
5
8
s− 3) + a
4s
2
(
5
32
s2 − 33
16
s+ 7)
]
1
d
+O(a6) + o(1
d
)
]−2/s
=
2
d
K−2/s
[
1 +
1
K
(2− s)
[
5
4
+ a2(
5
8
s− 3) + a4( 5
32
s2 − 33
16
s+ 7)
]
1
d
+O(a6) + o(1
d
)
]
If a is small, we can write
σ¯2a(s, d) =
2
d
(
1 +
a2s
2
+O(a4)
)−2/s [
1 +
2
2 + a2s
(2− s)(5
4
+ a2(
5
8
s− 3))1
d
+
O(a4)
d
]
=
2
1 + a2
1
d
+ (2− s) (5s− 24)a
2 + 10
2(s+ 2)a2 + 4
1
d2
+O(a
4
d
) + o(
1
d2
)
which is equivalent to the claimed result about σ¯2a(s, d). This completes the proof.
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