Abstract-Timely adjustment of operating strategies in drinking water treatment in response to water quality variations in both natural and anthropogenic causes is a grand technical challenge. One essential approach is to develop and apply integrated sensing, monitoring, and modeling technologies to provide early warning messages to plant operators. This paper presents a thorough literature review of the technical methods, followed by the development of a model-based decision support system (DSS). The DSS aims to aid water treatment plant operators by analyzing source water impacts. This model-based DSS features remote sensing and fast learning techniques that can be easily applied by end-users and provide a visual depiction of spatiotemporal variations in source water quality parameters of interest. The system is able to forecast the trend of water quality one day into the future at a specific location and nowcast water quality at water intake locations, thus helping the assessment of water quality in finished water against treatment objectives. The model-based DSS was assessed in a case study at a water treatment plant in Las Vegas, United States.
of elevated pathogen concentrations, for which coagulationsedimentation-filtration are employed along with chlorine for disinfection. However, chlorine-based disinfection in the presence of dissolved organic carbon compounds can result in the formation of harmful disinfection byproducts (DBPs). Therefore, real-time monitoring and projection of water quality are essential for water treatment operations.
Waterborne diseases from drinking water have long been recognized. Cholera and typhoid were one of the greatest threats facing European and North American cities in the 19th century [1] . Recently, water pollution from microcystins (or cyanoginosins), a class of toxins produced by certain freshwater cyanobacteria, has challenged water treatment and supply in the western portion of Lake Erie, United States. The cyanobacteria bloom in August 2014 led to the shutdown of water treatment plant and left more than 400 000 people in the city of Toledo without access to drinking water.
To detect contamination incidents in time and mitigate potential public health and economic consequences, the concept of a contamination warning system (CWS) was proposed and investigated in the mid-2000s [2] [3] [4] . The aim of a CWS is to provide actionable information to drinking water treatment and distribution system operators. This type of CWS often relies on online sensors, rapid communication technologies, and data analysis methods [5] . In recent years, significant progress has been achieved with the aid of smart sensors for pollutant monitoring and protecting source water, thereby improving treatment effectiveness. In general, smart sensors vary in functionality and applications. Some examples are biosensors and coagulation sensors for sewage treatment plants [6] , and collars with a global positioning system (i.e., a bio-logging device) for cattle monitoring in pastures and real-time information retrieval of water quality conditions via sensor networks in lakes, rivers, and estuaries [7] . It is noted that more types of smart sensors have been used for water quality monitoring in expanded applications. Reported examples include the self-powered mobile sensors for water quality monitoring at drinking water distribution networks [8] , a neural network-based software sensor for coagulation control [9] , and a self-organized wireless biomedical microelectro-mechanical sensor system for autonomous control [10] .
In addition to the advances in sensing technology, several optimization models were developed to optimize sensor deployment in large-scale water distribution systems [11] [12] [13] [14] [15] [16] . In 2011, a rule-based expert system was developed and compared to optimization models for sensor deployment in a small drinking water network [17] . A rule-based decision support system (DSS) was then developed to analyze and generate a set of sensor placement locations and compare the performance against 10 optimization models [18] . Although these technologies are able to detect water contamination online and in real time for part of the "drinking water infrastructure system," they only cover specific contamination events [19] . More research and development is needed to integrate sensors as an interactive water quality monitoring system in decision support, and to enable a system-wide monitoring domain from watershed protection, to water treatment plant, and to drinking water distribution systems (Fig. 1) .
Large-scale areal remote sensing becomes feasible because of advances in satellites, communication networks, and sensor technologies. Satellite sensors with improved spatial, temporal, and spectral resolution allow broad applications in assessing and monitoring a suite of water quality parameters through machine learning algorithms [e.g., artificial neural network (ANN), genetic programming, and support vector machine] [20] [21] [22] .
Water quality forecasting allows prediction of pollution levels and enables action plans in advance. Developed water quality forecasting models vary from methods that handle linear (e.g., autoregressive integrated moving average-ARIMA) to nonlinear (e.g., ANN) time series data [23] [24] [25] [26] [27] . Models can also be integrated as hybrid water quality forecasting models, simultaneously handling both time series data with linearity and nonlinearity [28] [29] [30] . These integrated modeling schemes are applied to predict water quality in a near real-time basis and/or to fill in missing data when regular monitoring systems were not functional in support of decision-making. However, there is still a challenge to develop forecasting models that predict water quality a day ahead, allowing time to adjust drinking water treatment operation in response to contamination detected in the source water. The desired capability of an early warning system (EWS) is thus defined as "an integrated system for monitoring, interpreting, and communicating data, which can then be used to make decisions that protect public health and minimize unnecessary concern and inconvenience to the public" [4] . Such EWSs must be robust and sensitive to water quality changes of significance, be verifiable and affordable in cost, yield minimal false positive or negative responses, require low skill and training, provide a rapid response, and allow remote operation [31] . In the context of water supply, an EWS could be designed to monitor drinking water intakes and all inflows to the source water for water quality change detections. These sensors can also be networked with sensors in water treatment plants and drinking water distribution networks for cohesive interaction. Based on this requirement, a model-based DSS can be designed to provide water treatment plant operators with pollution alerts that would allow them to implement emergency response protocols on site [32] or adjust operations to meet predefined treatment objectives. To this end, this study developed a water quality forecasting method capable of predicting multiple water quality parameters in source water, one day in the future. Advanced sensing technologies, such as satellite remote sensing, can enhance the setup of the DSS through continuous water quality monitoring with high spectral, spatial, and temporal resolution images [32] . Local data collection through the use of a surface water quality monitoring network may serve as ground truth for conducting remote-sensing-based water quality forecasting analyses and decision support, leading to alternative scenarios in drinking water infrastructure assessment [33] .
A DSS may provide provide an interactive tool for assessing potential drinking water consequences by processing data, integrating models, analyzing information, retrieving knowledge, and visualizing results as a whole to better inform the decision makers than data alone [33] , [46] . Such a DSS may be organized as a comprehensive water quality management program linking upstream impact of potential source water quality changes to downstream management in water treatment and distribution networks.
Investigation of computerized DSSs began 50 years ago. First, the model-driven DSS was built in the late 1960s, and some theoretical developments were performed in the 1970s [47] . Spreadsheet-based DSSs and group DSSs, which were a new category of software to support group decision-making, were developed in the early and mid-1980s [27] . The addition of data warehouses, executive information systems, and business intelligence evolved in the late 1980s and early 1990s. Finally, the knowledge-driven DSS and the implementation of web-based DSSs began in the mid-1990s [47] . Despite the numerous DSSs developed for water quality management (Table I) , there is a lack of site-specific DSS that utilizes local sensors and satellite imagery data to estimate water quality parameters at a drinking water intake and assess possible pollutant removal efficiency in water treatment processes.
In this paper, the developed DSS is described with a focus on source water quality monitoring, followed by an illustration of DSS architecture. The DSS is then applied for a case study of Lake Mead, located near the large metropolis of Las Vegas, Nevada, U.S. The proposed DSS in the current study establishes relationships between surface spectral reflectance values of remote sensing and limited point concentration measurements of water quality parameters to estimate water quality conditions throughout the lake. The technique relies on data fusion and inverse modeling for daily high-resolution monitoring. Satellite images collected by moderate resolution imaging spectroradiometer (MODIS) and Landsat satellite sensors were used for data fusion [48] . The end users of this DSS will be water treatment plant operators with a general familiarity of water quality management principles. The power of the developed DSS is its ability to provide a model-based DSS with the aid of remote sensing images and fast learning models for decision-making. Visualization design makes the system user-friendly and easy to understand by using a map-based display of results. The DSS provides end users with decision analysis to respond to events in order to achieve drinking water quality in compliance with the U.S. drinking water standards. Various softwares applied in the developed DSS are shown in Table II . 
III. PROPOSED DSS ARCHITECTURE
The main objectives of the proposed DSS are to provide near real-time monitoring to examine the spatial variability of the desired water quality parameters within a lake, and forecast the concentrations of selected water quality parameters at any specific location within a lake one day in the future. This early warning information, if any, becomes the necessary basis to evaluate mitigation measures through adjustment of treatment plant operations. For this purpose, the proposed DSS has three main modules: 1) graphic user interface; 2) data management; and 3) model management (Fig. 2) . The data management module is responsible for updating data and processing satellite imagery via two submodules: 1) "image processing" and 2) "database." The model management module is empowered by a data fusion capability that merges two or more satellite imageries to improve spatial and temporal resolutions. The model management module provides the end user with formulation of modeling analyses, interprets results via the graphic user interface, and enable water treatment plant modeling with projected source water qualities. To achieve these tasks, the model management module is equipped with three submodules: 1) the "nowcasting model"; 2) "forecasting model"; and 3) "decision analysis." A detailed description of each module is presented in the following sections. The types of transferred data between different modules are shown in Fig. 2 . Arrows in this figure indicate interaction between different modules and submodules (Fig. 2) .
A. Data Management Module
The data management module is responsible for updating data and processing satellite imagery. The database submodule is designed to reserve and update data received from local water quality monitoring devices [e.g., a total organic carbon (TOC) analyzer] and user inputs.
Six types of data are reserved in the database: 1) processed satellite imageries; 2) historical fused images; 3) historical concentration maps; 4) concentrations of water quality parameters; 5) historical reservoir elevations; and 6) unprocessed satellite imageries (Fig. 3) .
All types of data except satellite imagery are used as inputs in the model management module (Fig. 3) . It should be noted that the produced concentration maps and fused images are added to the database after completion of the nowcasting and/or forecasting modeling analyses. The second submodule of the data management module, titled image processing, is capable of reprojecting, resampling, and cropping satellite images using ArcGIS. In addition, this submodule can check the size of the processed images and visualize red-green-blue images to check the cloud coverage of the site for the selected date. The ability to check and select the cloud-free images is offered to the user in this module as a requirement of the model management module. 
B. Model Management Module
The model management module offers the end user an interface to formulate the models, analyze the results, interpret the modeling outputs, inform the user of important water quality parameters with regulatory implications, and propose action plans. To achieve these goals, the model management module includes three submodules. While the nowcasting model generates concentration maps to provide the user with detailed information about the spatiotemporal variation of the selected water quality parameters, the forecasting model forecasts the selected water quality parameter at a specific location within a lake one day in the future. Decision analysis is also applied to respond to the need for an automatic reaction (e.g., alarm triggering) to certain conditions or events (e.g., sudden changes in influent concentrations). The structures of the aforementioned submodules and their applied methodology are described in the following sections.
1) Nowcasting Model:
This submodule begins with the user's selection of a date and type of water quality parameter (Fig. 4) . First, the availability of a concentration map for the selected date and parameter in the database is checked, and if available, the user can view the map. Otherwise, the fused image or Landsat image alone for the selected date is accessed. If a fused image or Landsat image is available for the selected date, the concentration map is generated using the spectral reflectance value of each pixel in the fused image or Landsat image as inputs to the ANN model for inverse modeling.
An ANN model developed by this method should have been well trained for the selected water quality parameter. This TABLE III  LIST OF PROPOSED MANAGEMENT STRATEGIES TO REDUCE  THE DETECTED CONTAMINATIONS procedure is repeated until all pixels within a lake are covered. Once the procedure is completed, the estimated concentration values of the selected water quality parameter are organized into a concentration map. The concentration map is then added to the database and displayed to the user. If the fused image or Landsat image of the selected date is not available in the database, then two pairs of the processed MODIS and Landsat images taken before and after the date defined by the user are loaded from the database. Although the daily revisit time of MODIS provides high temporal resolution, land bands of MODIS have poor spatial resolution. However, Landsat TM/ETM+, with a 16-day revisit cycle, has a high spatial resolution of 30 m. Therefore, the developed DSS is equipped with the spatial and temporal adaptive reflectance fusion model (STAR-FM) to generate a fused image with both high spatial and temporal resolutions whenever necessary [48] .
Following these steps, the fused image is saved to the database for later use. The concentration map for the selected water quality parameter and date is then produced using the spectral reflectance value of each pixel of the produced fused image as inputs into the trained ANN model to estimate the concentration value of that pixel in support of nowcasting. The generated concentration map is added into the database and viewed by the end user to explore probable hot spots within a lake or surface waterbody. This information may help watershed managers identify pollutant sources and recommend management strategies. These management strategies are defined by knowledge derived from 1) review articles, theses/dissertations, and reports related to detected pollutant sources in the study area; 2) analysis of available historical water quality parameters of a lake; and 3) knowledge obtained from meetings with experts from a drinking water treatment plant. A sample of a list of the proposed management strategies is shown in Table III .
2) Forecasting Model: Two types of models were applied in the forecasting submodule: 1) the satellite remote-sensingbased and 2) the statistics-based forecasting model. The former requires different types of data (i.e., selected water quality parameter, remote sensing reflectance values, and lake/reservoir elevations) capable of performing water quality forecasting for the entire lake. Although these multifaceted input parameters allow the satellite remote-sensing-based forecasting model to predict desired water quality parameters with reasonable accuracy, it takes time to process the remote sensing data before they are available to the forecasting model. To bridge this gap, the latter was developed and employed within this submodule. In case there is a need to carry out emergency response during cloudy days when clear remote sensing images are not available, the second forecasting model only requires using the historical record of the desired water quality parameter via local water quality sensors to generate forecasting based on quantile statistical information. This submodule is able to quickly provide the end users with the forecasted values of the desired water quality parameter.
In the graphic user interface of this DSS, the satellite remote-sensing-based forecasting model starts with selecting the desired water quality parameter and clicking on the forecasting tab. First of all, all available fused images in the last 30 days are loaded from the database, and a list of available images is displayed for the end users. If all required images are available, the forecasting procedure begins. Otherwise, the end user must select the image pairs for data fusion for the last 30 days to fill any gaps in the database.
When the MODIS and Landsat images are available in the database for the selected pairs, images are used as inputs into STAR-FM to generate fused images for the selected period. Once all fused images are available for the selected time period, they are added to the database. Next, the surface reflectance values of all bands are extracted from the produced fused images at the location of the drinking water intake and used as inputs in the first forecasting model to estimate the concentration values of the selected water quality parameter. The estimated time-series concentration values of the selected water quality parameters are added to the database.
In the subsequent satellite remote-sensing-based forecasting, the updated daily time series of concentration values for the selected water quality parameter, reflectance values, and reservoir/lake elevations during the last 30 days are used as inputs in the nonlinear autoregressive neural network with external input (NARXNET) model to predict the concentration value for the next day [ Fig. 5 and Eq. (1)]. The output of NARXNET depends on not only the time series of input variables but also the outcome of the model that may in turn become the input of the model, iteratively, to improve the learning capacity. This fast learning equation can be written as follows [49] :
where y(t) is the time series of the selected water quality parameter; x(t) is the time series of another input variables (i.e., remote sensing spectral reflectance values, and reservoir elevations); and y p (t) is the predicted value of the selected water quality parameter at time t
by d past values of y(t) and x(t).
Note that the end users should update the database with the current value of reservoir elevation to address the drought or flood impact as inputs to support NARXNET forecasting analysis.
The statistics-based forecasting model is aimed at forecasting the quantile one day into the future while considering the recent past probability distribution of the desired water quality parameter. The time series of the selected water quality parameter, which is used to calculate the quantiles, can be obtained from the archived ground-truth sampling record and/or the in situ measurements via existing online sensors. Note that for the dates without sampling, the remote-sensing-based data fusion process, as mentioned in the previous forecasting model, can help expand the size of the database for probability analysis. It should be noted that the size of the selected water quality parameter is expanded to provide the most recent days (i.e., the last 30 days). Given the set of values of the selected water quality parameter {x (1), x (2) , . . . .., x (n) }, the quantile is calculated. The first step to define the quantile is to sort the original samples into statistical order as follows:
Then, the quantile corresponding to each value in the statistical order can then be generated based on the following equation:
The calculated quantiles of the last 30 days are used as inputs to an ANN model to predict the quantile for the next day. The structure of the ANN model is aimed at forecasting the target water quality variable as future values of the input time series (i.e., quantiles of the recent days). The true value of the selected water quality parameter corresponding to the predicted quantile needs to be converted after predicting the quantile for the next day. For this purpose, linear interpolation between the two nearest quantiles is applied to obtain the true water quality value
where x i and x i+1 are the values of water quality parameters corresponding to Q(P i ) and Q(P i+1 ), respectively; Q(p i ) and Q(P i+1 ) are the first quantiles greater and less than the predicted quantile, respectively; x k is the predicted value of the water quality parameter; and Q(P k ) is the predicted value of quantile.
3) Decision Analysis:
Once the desired water quality parameters at specific locations have been estimated, they are sent to the decision analysis submodule for optimization of the water treatment process via the use of the water treatment plant climate change adaptation model (WTP-ccam) (Fig. 6) .
WTP-ccam is a simulation model package used to simulate water quality for each water treatment unit operation or the entire treatment train. Built upon the original water treatment plant model [56] , WTP-ccam incorporates a Monte Carlo engine to quantify probability variations in source water quality, based on a set of new mechanistic process models for water quality analysis. For example, a calibrated logistic model for the granular activated carbon (GAC) unit process is applied to simulate the changes of the finished water quality parameter given the estimated or assumed range of water quality parameters at the drinking water intake. Model parameters are estimated based on a nonlinear regression algorithm [57] . With the aid of the calibrated logistic model, the employed GAC unit processes in a water treatment plant can be operated in such a way that mitigates the effects of sudden changes in influent concentrations of TOC and turbidity. Unit processes can be adjusted to produce finished water that meets the U.S. EPA drinking water standards. As shown in Fig. 6 , the application of this model will aid treatment plant operators in making better decisions via integrated sensing, networking, and control in the DSS.
IV. RISK MANAGEMENT
Better understanding of potential causes of pollution and possible contaminant distribution in surface waterbodies helps generate risk management strategies to improve drinking water safety (Fig. 7) . Two core components may be considered at the impact identification stage: 1) models to estimate concentration values in near real time or by one day ahead; and 2) maps to indicate water quality variations in space and time or identify areas impacted by pollution events. After carrying out the impacts identification, the potential impacts to water supply are assessed in the "impact assessment" step which requires knowledge of the types of impacts and the time period of the occurrence. Types of impacts are categorized into 1) direct impacts; 2) indirect/secondary impacts; and 3) cumulative impacts [50] . The secondary impacts may be the effects of direct impacts occurring at other hydrologically connected locations, while cumulative impacts occur over time and space from number of developments and activities [50] . In addition, the impact duration can be categorized as short-, medium-, long-term, or permanent [50] . After assessing the impacts, impact management is performed to include risk prevention and mitigation strategies by 1) managing water pollution at the source by minimizing pollutant loadings; and 2) enhancing pollutant removal strategies at the water treatment plant.
V. CASE STUDY OF LAKE MEAD
Practical implementation of the new DSS was assessed in a case study of Lake Mead, the largest man-made reservoir in the southwestern U.S. The lake, formed by the Hoover Dam along the Colorado River (Fig. 8) , is the main source water for municipalities at the border of Nevada and Arizona, U.S.
A. Description of Water Quality Conditions
There are three major inflows into the lake: 1) the Colorado River in the east; 2) the Muddy and Virgin rivers in the north; and 3) the Las Vegas Wash in the west (Fig. 8) . Forest fire events on the northern side of the lake [48] , [51] potentially increase total suspended solids (TSS) and TOC concentrations within the lake. In addition, urban stormwater runoff and treated wastewater effluent of different water quality flow into the lake through the Las Vegas Wash. The Colorado River transports a large amount of sediments into Lake Mead, although the sediment inflow has decreased by 90% since the completion of Glen Fig. 8 . Location of Lake Mead and main river inflows into the lake [48] . CRLM stands for Colorado River/Lake Mead; VR stands for Virgin River; and LVB stands for Las Vegas Bay.
Canyon Dam in 1963, which is located upstream of Hoover dam. In addition, the water level of Lake Mead has dropped 33 m from 2000 to 2008 as a result of the long-term drought. Due to water stratification in the lake, the decrease in water elevation or lake volume has resulted in large changes in water quality.
TOC in waterbodies may subsequently react with chlorinebased disinfectants to form DBPs such as trihalomethanes (THMs) during drinking water disinfection. TOC monitoring in the lake and around the water intake can help adjust treatment processes to minimize DBP formation. For this purpose, the new DSS was used to examine TOC and TSS concentrations within Lake Mead and generate potential treatment options.
B. Insertion of the Data into the Database
Two types of satellite imagery (i.e., MODIS and Landsat TM/ETM+) and two water quality parameters (i.e., TOC and TSS) were selected for demonstration. Water quality parameters were obtained from Southern Nevada Water Authority (SNWA) for the time period of 2000-2013. TSS and TOC data were collected from 10 (i.e., 85 samples) and 26 water quality monitoring stations (i.e., 1252 samples), respectively. Landsat TM/ETM+ and MODIS (MOD09GA) land surface reflectance were obtained from the United States Geological Survey (USGS) and USGS MODIS Reprojection Tool Web Interface (MRTweb) for the time period of 2000-2013, respectively.
In this new DSS, the "water quality parameters" tab provides the end users with a list of available sampling data for both TOC and TSS as well as the location of all available sampling stations within the lake (Fig. 9) . The cursor can be moved over the lake to show the sampling station name and number of available sampling data for that particular station. By clicking on each station (Fig. 9) , the historical time series of TOC and TSS for the selected station can be observed. For days with no sampling data, the values of TOC and TSS concentrations were left blank (Fig. 9 ). Stations are shown in different colors to distinguish stations that have TOC or TSS data. On the "satellite imagery" tab, the end users can observe a list of all available satellite images in the database and add more satellite images to the database from the repository folder in which the downloaded images were saved.
The database can be updated by the end users periodically (Fig. 3) . They are able to not only input the recent sampling data collected from the available stations into the database, but also add a new sampling station in the database via the "locations" tab. To update the sampling data, the end users only need to click on the name of the sampling locations on the map and then add the new sampling data, and its corresponding date at the end of the time series shown in a tabular format (Fig. 9 ).
C. Satellite Imagery Processing
Processing satellite imagery is required prior to modeling analysis. The end users can check the availability of processed satellite imagery for a specific date via the image processing module and can add a processed image to the database by clicking on the process button, which automatically loads the downloaded images from the repository folder and runs Python scripts to process the images using ArcGIS. Once the satellite image processing is completed, the true color image is demonstrated on the screen to allow the user to check the cloud coverage of the selected image. This step is required for modeling because only cloud-free images can be applied for the modeling analysis.
D. Event-Driven Capability of the DSS
This DSS is event-driven, enabling the end users to model water quality variations within the lake. The TOC and TSS concentrations may change within the lake, when the lake is influenced by exogenous events such as forest fires in the watersheds, transported sediments from the Upper Colorado River, and the discharge of urban stormwater runoff and treated wastewater effluents from Las Vegas Wash. The lake source water is treated at two treatment facilities using conventional flocculation, coagulation, and filtration processes. High TOC and TSS concentrations in the source water can affect operation of the conventional water treatment units, leading to water quality variations and impacts on downstream water disinfection and distribution systems.
This section is thus focused on applying the new DSS to assess TSS concentrations in the Overton Arm (Fig. 8) during one of the major forest fire events in 2005 [48] . The largest forest fire events occurred in April, May, June, and July 2005 in the upstream watersheds of Lake Mead [53] . The nowcasting model can run for each day of these months in which cloud-free satellite images are available. In addition to these months, this model can run for days before and after the forest fire events. The negative impacts of forest fire events on soil erosion may have a long lag time to manifest; therefore, assessing impacts over the long-term is crucial.
A TSS concentration map of June 2005 shows high levels within the Overton Arm (Fig. 10) . In this period, three monitoring stations CRLM, VR25.1, and LVB2.7, at the location of inflows from the Colorado River, Lower Virgin River Watershed, and Las Vegas Wash, respectively, recorded different TSS concentrations (Fig. 8) . The TSS level is categorized as high at the location of VR25.1, in contrast to the normal levels at the locations of CRLM and LVB2.7 (Fig. 10) . The map also provides watershed managers with the data to develop management strategies in the watersheds. The high TSS concentration for the selected date in the Overton Arm is potentially related to the forest fire event, located upstream in the watershed. Hence, improved watershed management to control the overland runoff and reduce soil transport becomes a potential management strategy (Fig. 10) . Note that the current version of DSS does not provide the end users with detailed instruction of implementation for the proposed management strategies. The DSS can be further improved by including such information via meetings with the domain experts of water treatment and watershed management. The DSS developed herein is able to forecast TOC and TSS concentrations at the location of the drinking water intake. For Lake Mead, the recent past values of TOC and TSS concentrations were obtained for stations LVB6.7 and BB-7 near the drinking water intake (Fig. 8) . In the forecasting submodule, the end users are able to predict TOC or TSS values one day ahead by using a remote-sensing-based forecasting model or a statistics-based forecasting model, depending on actual conditions. As shown in Fig. 2 , both forecasting and nowcasting submodules are connected to the decision analysis submodule where the WTP-ccam simulation can produce the corresponding strategies for essential adjustments of treatment processes as discussed above.
In this context, the reliability of the forecasting models was evaluated for selected time periods of past events (August 14-October 14, 2001 and September 11-October 28, 2007). The evaluation is based on the reproducibility of the DSS output compared to the available ground-truth data. For this purpose, the estimated time series of TOC in the selected time periods were applied to predict a TOC value one day ahead (October 15, 2001 and October 29, 2007) . In this statistics-based modeling analysis, the trained ANN model was applied to estimate the daily time series of TOC for the selected time period. The estimated and observed values for dates of ground-truth data are shown in Table IV for comparison. Advanced comparisons can be made possible across two types of forecasting models as listed in Table V . The two forecasting methods yielded similar TOC projections, all of which were close to the actual observations.
VI. FINAL REMARKS
In the near future, when more satellites such as Sentinel satellites are available, the fusion with different satellite imagery can be more powerful in remote sensing functionality, yielding stronger support for surface water quality monitoring and thus decision-making in near real-time water plant operations. The upgraded DSS demonstrated in this study is applicable for large surface waterbodies, such as western part of Lake Erie where microcystins blooms have impacted near-by water treatment plant operations [54] , and for small drinking water reservoirs such as Harsha Lake, a source water for the McEwen Water Treatment Plant in Ohio [55] . Should the forecasted TOC values reach levels high enough to trigger an alarm, the decision analysis submodule may generate risk management strategies in response.
VII. CONCLUSION
This paper provides a thorough literature review and presents a new DSS for a drinking water treatment plant using surface water. The new DSS, powered by remote sensing and a fast learning algorithm, enables water treatment plant operators to visualize spatiotemporal variations of the water quality parameters in source water and predict water quality parameters at specific locations. In addition, the prototype of this model-based DSS has the capability of enabling the water treatment plant operator to simulate the finished water quality, given source water quality variations, and develop corresponding adjustments for treatment processes. Practical implementation of the new DSS was assessed in a case study for a water treatment plant at Lake Mead, which provides drinking water for more than 25 million people in the Southwestern U.S. Results demonstrate the benefit of such a model-based DSS to the drinking water treatment plant via multisensor acquisition, image fusion, machine learning, and alarm triggering for sustainable decision-making of drinking water infrastructure in a fast-growing urban region-Las Vegas. Such demonstration gives rise to insight about how integrated sensing, networking, and control can cohesively improve the sustainability in our urban life line systems.
