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Resumo
No ramo dos seguros automo´veis, as companhias de seguros necessitam de identificar
o risco de cada um dos seus clientes sofrer um acidente, de forma a calcular o pre´mio
adequado que o cliente deve pagar. Se o valor do pre´mio for inferior aos custos que a
companhia tera´ de suportar em caso de sinistro, esta incorre em perdas financeiras. Surge
assim a necessidade de estudar as caracterı´sticas que mais influenciam os acidentes.
Neste contexto, a companhia de seguros AXA S.A. tem utilizado treˆs varia´veis liga-
das aos automo´veis para determinar o risco de acidentes a eles associado: cilindrada,
poteˆncia e o quociente entre o peso e a poteˆncia. O objetivo desta dissertac¸a˜o passa
pela identificac¸a˜o de outras varia´veis de natureza automo´vel que possam ter um efeito
significativo sobre o nu´mero de acidentes.
O facto de a varia´vel resposta se tratar de contagens remeteu a orientac¸a˜o do estudo
para modelos lineares generalizados para dados de contagem, tendo sido consideradas
as distribuic¸o˜es de Poisson, Binomial Negativa e Binomial, bem como distribuic¸o˜es de
Poisson com zeros inflacionados e de Poisson com barreira.
O mau ajustamento das duas primeiras distribuic¸o˜es a`s contagens positivas levou a uma
redefinic¸a˜o da varia´vel resposta apenas em auseˆncia de acidentes versus presenc¸a de
acidentes de forma a aplicar-se um modelo de regressa˜o logı´stica. Ainda assim, na˜o
se verificaram melhorias. Pensamos que esta ma´ qualidade do ajustamento e´ devida a`
enorme presenc¸a de zeros nos dados recolhidos.
De seguida, foram utilizados modelos adequados para uma amostra deste tipo. Foram
aplicados dois modelos: um modelo de regressa˜o de Poisson com zeros inflacionados e
um modelo de regressa˜o de Poisson com barreira. Ambos os modelos revelaram ajustar
bem os zeros mas na˜o as contagens positivas.
Palavras-chave: MODELO COM BARREIRA, MODELO COM ZEROS INFLACIONA-
DOS, REGRESSA˜O DE POISSON, REGRESSA˜O BINOMIAL NEGATIVA, REGRESSA˜O
LOGI´STICA.
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Abstract
In the field of car insurance, insurance companies need to identify the risk for each of
its customers to have an accident, in order to calculate the appropriate premium that the
customer must pay. If the value of the prize is less than the costs that the company will
have to bear in the event of a claim, financial losses will incur. Thus arises the need to
study the characteristics that influence accidents.
In this context, the insurance company AXA S.A. has used three car related variables to
determine the risk of accidents associated with them: displacement, power and the ratio
between weight and power. The aim of this work involves the identification of other
car-related variables that may have a significant effect on the number of accidents.
The fact that the response variable is in the form of count data geared the study towards
generalized linear models for count data, having been considered Poisson, Negative
Binomial and binomial distributions, as well as a zero-inflated Poisson and a Poisson
hurdle distributions.
The poor adjustment of the first two distributions regarding the positive counts led to a
redefinition of the response variable as presence versus absence of car accidents so that
a logistic regression model could be applied. Still, improvements were not verified. We
think that the poor quality of the adjustment is due to the massive presence of zeros in
the data collected.
Then, appropriate models were used for a sample of this type. We applied two models:
a zero-inflated Poisson regression model and a Poisson hurdle model. Both models
showed a good fit for the zero counts but not the positive counts.
Keywords: HURDLE MODEL, ZERO INFLATED MODEL, NEGATIVE BINOMIAL RE-
GRESSION, POISSON REGRESSION, LOGISTIC REGRESSION.
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Capı´tulo 1
Introduc¸a˜o
Esta tese tem como objectivo principal a aplicac¸a˜o de modelos de regressa˜o para dados
de contagem a dados de acidentes de automo´veis da seguradora AXA S.A..
Um seguro define-se como um contrato (apo´lice) atrave´s do qual uma entidade (um in-
divı´duo ou uma empresa) recebe, de uma companhia de seguros, protec¸a˜o financeira ou
reembolso por perdas sofridas. A companhia de seguros garante assim uma compensac¸a˜o
moneta´ria que cobre total ou parcialmente os custos decorrentes de acidentes, mortes
ou cata´strofes naturais. A` entidade que celebra o contrato com a companhia e´ impu-
tado o pagamento de uma prestac¸a˜o designada por pre´mio de seguro. O ramo dos
seguros divide-se principalmente em 2 vertentes: seguros de vida e seguros na˜o vida.
Os primeiros englobam seguros de vida e produtos financeiros, dos quais fazem parte
seguros de capitalizac¸a˜o e planos poupanc¸a reforma. Os seguros na˜o vida abrangem
a responsabilidade civil automo´vel, acidentes de trabalho e pessoais, doenc¸as, seguros
multirriscos habitac¸a˜o, entre outros. Tal como noutros paı´ses, em Portugal o seguro
de responsabilidade civil automo´vel e´ obrigato´rio. Segundo o Instituto de Seguros de
Portugal, o seguro obrigato´rio de automo´vel assegura o pagamento de indemnizac¸o˜es
por danos corporais e materiais causados a terceiros e a`s pessoas transportadas, com
excepc¸a˜o do condutor do veı´culo. Dada a obrigatoriedade da aquisic¸a˜o deste servic¸o e o
elevado nu´mero de indivı´duos e empresas com veı´culos automo´veis ao seu dispor, torna-
se importante para uma companhia de seguros avaliar o risco inerente a cada cliente, de
forma a minimizar os custos decorridos. Se um cliente tiver um risco superior ao normal,
a companhia tera´ interesse enta˜o em aumentar o valor do pre´mio para poder compensar
os eventuais custos que tera´ com o cliente.
Atualmente, a AXA utiliza como fatores de risco as varia´veis cilindrada, poteˆncia e o
quociente entre o peso e a poteˆncia. Pretende-se averiguar se existem outros fatores
relacionados com as viaturas que aumentem o risco de um cliente sofrer um sinistro.
No entanto, note-se que existem varia´veis que influenciam a ocorreˆncia de acidentes que
na˜o esta˜o ligadas a`s viaturas. Fatores humanos como a idade e o sexo ou fatores ambi-
entais como a localizac¸a˜o, as condic¸o˜es atmosfe´ricas e perı´odo do dia sa˜o considerados
determinantes na ocorreˆncia de acidentes rodovia´rios (?); ?); ?); ?)).
Os modelos de regressa˜o para dados de contagem sa˜o uma ferramenta u´til em inu´meras
a´reas e adveˆm da necessidade de uma metodologia que consiga tratar dados onde a
varia´vel resposta so´ toma valores inteiros positivos ou nulos. Estes modelos tambe´m
permitem ultrapassar os pressupostos dos modelos lineares cla´ssicos, que geralmente
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na˜o sera˜o verificados.
Neste contexto surge a teoria de modelos lineares generalizados, mencionados pela pri-
meira vez por ?) e posteriormente desenvolvidos por ?), ?) e ?), com o objetivo de possibi-
litar o tratamento de respostas que na˜o seguissem distribuic¸o˜es normais. A distribuic¸a˜o
mais utilizada em dados de contagem e´ a distribuic¸a˜o de Poisson e, consequentemente, o
modelo de regressa˜o de Poisson, que pressupo˜e a igualdade entre a me´dia e a variaˆncia
da varia´vel resposta. Em muitas situac¸o˜es, este pressuposto e´ desrespeitado ja´ que a
variaˆncia tende a ser superior a` me´dia. Este feno´meno e´ denominado de sobredispersa˜o
e pode ser solucionado recorrendo a um modelo de regressa˜o associado a` distribuic¸a˜o
Binomial Negativa (?); ?)).
E´ tambe´m frequente observar-se um nu´mero excessivo de valores nulos na varia´vel res-
posta. Esta situac¸a˜o impossibilita o ajustamento dos dados atrave´s da distribuic¸a˜o de
Poisson e muitas vezes tambe´m atrave´s da distribuic¸a˜o Binomial Negativa. Surge assim a
necessidade de utilizar modelos que possam lidar com este problema, como por exemplo,
modelos com zeros inflacionados e modelos com barreira. Os primeiros modelos consi-
deram que os valores nulos podem ser verdadeiros, ou seja, provenientes de um processo
de contagem, ou falsos, quando resultam de uma massa pontual em zero. Pelo contra´rio,
os modelos com barreira na˜o fazem distinc¸a˜o entre os tipos de zeros; o processo de con-
tagem na˜o pode originar valores nulos, dividindo assim a varia´vel resposta em auseˆncias
e presenc¸as. Exemplos da utilizac¸a˜o destes modelos podem ser encontrados em va´rios
fontes: nu´mero de defeitos num processo de fabricac¸a˜o (?)); nu´mero de crianc¸as com
ca´ries (?)); dados de violeˆncia dome´stica (?)); ana´lise do desenvolvimento motor de uma
crianc¸a (?)).
A implementac¸a˜o de todos os modelos supra mencionados foi efetuada atrave´s do soft-
ware ?) e recorrendo a bibliotecas pertencentes ao direto´rio do R.
1.1 Estrutura da tese
O capı´tulo 1 e´ constituı´do por duas secc¸o˜es: a primeira prende-se com a introduc¸a˜o do
tema e dos objetivos deste trabalho enquanto a segunda descreve a estrutura da tese.
No capı´tulo 2 descrevem-se detalhadamente os conceitos teo´ricos sobre os modelos line-
ares generalizados que foram estudados, sendo dado destaque aos modelos de regressa˜o
para dados de contagem aplicados nesta tese.
O capı´tulo 3 diz respeito a` descric¸a˜o detalhada dos modelos de regressa˜o com um nu´mero
excessivo de zeros e esta´ dividido em duas secc¸o˜es. Na secc¸a˜o 3.1 sa˜o descritos os
modelos com zeros inflacionados. Os modelos com barreira sa˜o apresentados na secc¸a˜o
3.2..
O trabalho envolvendo a ana´lise dos dados esta´ contido no capı´tulo 4. A primeira secc¸a˜o
corresponde a` descric¸a˜o da base de dados. A implementac¸a˜o dos modelos de regressa˜o
e´ efetuada na segunda secc¸a˜o.
No capı´tulo 5 e´ realizada a ana´lise dos modelos obtidos no capı´tulo 4 no que diz respeito
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a`s varia´veis explicativas e o seu efeito sobre o nu´mero de acidentes.
As concluso˜es finais obtidas referentes ao trabalho desenvolvido bem como propostas de
trabalhos futuros sa˜o apresentadas no capı´tulo 6.
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Capı´tulo 2
Modelos Lineares Generalizados
Desde a sua incepc¸a˜o, os me´todos de regressa˜o teˆm-se tornado a escolha padra˜o para
analisar e descrever a relac¸a˜o entre uma varia´vel resposta e um conjunto de varia´veis
explicativas. O objetivo da construc¸a˜o de modelos estatı´sticos e´ encontrar o modelo que
melhor se ajuste aos dados e que respeite o princı´pio da parcimo´nia, na˜o descurando,
no entanto, o seu enquadramento e interpretac¸a˜o dentro da situac¸a˜o em estudo. O
modo de regressa˜o mais antigo comec¸ou por usar o me´todo dos mı´nimos quadrados,
formulado independemente no inı´cio do se´culo XIX por ?), ?) e ?). Desde enta˜o, o
modelo linear normal, usando tambe´m o me´todo da ma´xima verosimilhanc¸a, tornou-
se no recurso mais comum para analisar a relac¸a˜o entre a me´dia da varia´vel resposta
e uma combinac¸a˜o linear das varia´veis explicativas. No entanto, este modelo tinha
como principal assumpc¸a˜o a normalidade da varia´vel resposta. Na realidade, e´ possı´vel
encontrar casos onde tal na˜o se verifica, sendo preciso encontrar outros meios de os
modelar. Ao longo do se´culo XX va´rios modelos foram desenvolvidos para lidar com
situac¸o˜es destas, sendo alguns exemplos disso o modelo complementar log-log para
ensaios de diluic¸a˜o (?)), o modelo probit (?)) para proporc¸o˜es, o modelo logit (?)), os
modelos de regressa˜o para ana´lise de sobreviveˆncia (?); ?)). ?) introduziram os Modelos
Lineares Generalizados, que correspondem a uma generalizac¸a˜o dos modelos anterior-
mente mencionados, bem como de va´rios outros. Estes modelos assumem que a varia´vel
resposta segue uma distribuic¸a˜o pertencente a` famı´lia exponencial, relacionando a me´dia
da resposta com uma combinac¸a˜o linear das varia´veis explicativas atrave´s de uma func¸a˜o
de ligac¸a˜o. Neste capı´tulo e´ apresentada a formulac¸a˜o teo´rica respeitante a estes modelos.
2.1 Famı´lia Exponencial
Seja Y uma varia´vel aleato´ria. Se a sua func¸a˜o densidade (ou massa) de probabilidade se
puder escrever na forma (?)):
f (y|θ,φ) = exp
{
yθ − b(θ)
a(φ)
+ c(y,φ)
}
(2.1)
onde θ e φ sa˜o paraˆmetros escalares, a,b e c sa˜o func¸o˜es reais conhecidas, enta˜o diz-se
que Y tem distribuic¸a˜o pertencente a` famı´lia exponencial e que essa distribuic¸a˜o esta´ na
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forma cano´nica.
Na fo´rmula anterior, θ designa-se por paraˆmetro cano´nico de localizac¸a˜o, φ e´ denomi-
nado por paraˆmetro de dispersa˜o ou paraˆmetro de escala. Ale´m disso, assume-se que b
e´ uma func¸a˜o diferencia´vel.
A func¸a˜o a e´ normalmente da forma a(φ) = φw , onde w e´ um peso conhecido a priori
que varia de observac¸a˜o para observac¸a˜o (?)), podendo-se reescrever a fo´rmula acima da
seguinte forma:
f (y|θ,φ,w) = exp
{
w
φ
(yθ − b(θ)) + c(y,φ,w)
}
(2.2)
De acordo com ?):
E(Y) = µ = b′(θ)
V(Y) = b′′(θ)a(φ) = b
′′(θ)φ
w
A variaˆncia e´ dada pelo produto de 2 termos, sendo o primeiro termo, b′′(θ), designado
por func¸a˜o de variaˆncia e e´ representado por V(µ).
De seguida apresentam-se exemplos de distribuic¸o˜es que pertencem a` famı´lia exponen-
cial e que sera˜o utilizadas no decorrer desta tese.
2.1.1 Exemplos
Nesta secc¸a˜o, sa˜o apresentados alguns casos particulares de distribuic¸o˜es pertencentes
a` famı´lia exponencial assim como algumas das suas propriedades. Todos os exemplos
apresentados pressupo˜em que o peso w e´ igual a 1.
Distribuic¸a˜o Normal
Seja Y uma varia´vel aleato´ria seguindo uma distribuic¸a˜o normal de valor me´dio µ e
variaˆncia σ2. Enta˜o a f.d.p. de Y e´ dada por:
f (y|µ,σ2) = 1
σ
√
2pi
e−
(y−µ)2
2σ2
= exp
{
1
σ2
(
yµ− µ
2
2
)
− 1
2
(
y2
σ2
+ ln(2piσ2
)}
(2.3)
para y ∈R. Esta func¸a˜o e´ do tipo (2.1) com:
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θ = µ,
a(φ) =
φ
w
, com φ = σ2 e w = 1
b(θ) =
θ2
2
=
µ2
2
c(y,φ) = −1
2
(
y2
σ2
+ ln(2piσ2)
)
b′(θ) = θ = µ
b′′(θ) = 1
Daqui se podem enta˜o retirar as ja´ conhecidas expresso˜es para a me´dia e variaˆncia de Y:
E(Y) = b′(θ) = µ
V(Y) = b′′(θ)a(φ) = σ2
Para a distribuic¸a˜o normal, o paraˆmetro de dispersa˜o e´ σ2 e o paraˆmetro cano´nico e´ µ.
Distribuic¸a˜o de Poisson
Seja Y uma varia´vel aleato´ria seguindo uma distribuic¸a˜o de Poisson de valor me´dio
µ. A func¸a˜o de probabilidade de Y e´ dada por:
f (y|µ) = µy e
−µ
y!
= exp{ylog(µ)− µ− log(y!)} (2.4)
Esta func¸a˜o e´ do tipo (2.1) com:
θ = log(µ),
a(φ) = 1
b(θ) = eθ = µ
c(y,φ) = −log(y!)
b′(θ) = eθ = µ = b′′(θ)
Assim, a me´dia e a variaˆncia de Y sa˜o dadas por:
E(Y) = b′(θ) = µ
8 CAPI´TULO 2. MODELOS LINEARES GENERALIZADOS
V(Y) = b′′(θ)a(φ) = µ,
como ja´ e´ sabido para a distribuic¸a˜o de Poisson. Neste caso, o paraˆmetro de dispersa˜o φ
e´ igual a 1 e o paraˆmetro cano´nico θ e´ log(µ).
Distribuic¸a˜o Binomial
Seja Y uma varia´vel aleato´ria tal que Y ∼ B(n,pi), onde n e´ o nu´mero de experieˆncias
de Bernoulli de um certo evento e pi e´ a probabilidade de sucesso do acontecimento em
cada experieˆncia. A func¸a˜o distribuic¸a˜o de probabilidade de Y e´ dada por:
f (y|pi) =
(
n
y
)
piy(1− pi)n−y
= exp
{
ylog
(
pi
1− pi
)
+ nlog(1− pi) + log
((
n
y
))}
(2.5)
Assim,
θ = log
(
pi
1− pi
)
b(θ) = nlog(1+ eθ)
a(φ) = 1
c(y,φ) = log
((
n
y
))
b′(θ) = n e
θ
1+ eθ
= npi
b′′(θ) = n 1
1+ eθ
= n(1− pi)
Portanto, a me´dia e a variaˆncia de Y sa˜o dadas por:
E(Y) = b′(θ) = npi
V(Y) = b′′(θ)a(φ) = npi(1− pi)
Para a distribuic¸a˜o binomial, φ e´ igual a 1 e o paraˆmetro cano´nico θ e´ log
(
pi
1−pi
)
.
2.1. FAMI´LIA EXPONENCIAL 9
Distribuic¸a˜o Binomial Negativa
Segundo ?), a distribuic¸a˜o Binomial Negativa pode ser obtida atrave´s de 13 formas dis-
tintas, sendo que diversos estatı´sticos acreditam que este nu´mero e´ maior, o que faz com
que a parametrizac¸a˜o da distribuic¸a˜o binomial negativa usada por uma pessoa possa ser
diferente da parametrizac¸a˜o usada por outra pessoa. As duas formas mais conhecidas
e largamente utilizadas sa˜o a distribuic¸a˜o binomial negativa tradicional, apelidada por
NB2 (?)), derivada de uma distribuic¸a˜o de misturas de Poisson e Gamma, e a distribuic¸a˜o
binomial negativa cano´nica, designada por NB-C.
Seja Y uma varia´vel aleato´ria seguindo uma distribuic¸a˜o Binomial Negativa de paraˆmetros
k e p, ou seja, Y ∼ BN(k, p). Y representa o nu´mero de insucessos anteriores a k sucessos,
num conjunto de acontecimentos independentes e com a mesma probabilidade p de
sucesso. Assim, a func¸a˜o de probabilidade de Y e´ dada por:
f (y|p,k) =
(
y + k− 1
k− 1
)
pk(1− p)y
= exp
[
ylog(1− p) + klog(p) + log
((
y + k− 1
k− 1
))]
(2.6)
Neste caso, tem-se a representac¸a˜o da distribuic¸a˜o na forma cano´nica. Verifica-se enta˜o
que:
θ = log(1− p)
b(θ) = −klog(p)
a(φ) = 1
c(y,φ) = log
(
(y+k−1k−1 )
)
Assim, a me´dia e a variaˆncia de Y podem ser expressas por:
E(Y) = b′(θ) = k(1−p)p
V(Y) = b′′(θ)a(φ) = k(1−p)p2 ,
Logo, o paraˆmetro de dispersa˜o φ e´ igual a 1 e o paraˆmetro cano´nico e´ dado por log(1−
p).
Em relac¸a˜o a` distribuic¸a˜o Binomial Negativa NB2, esta pode ser derivada a partir de uma
distribuic¸a˜o de Poisson mista. A func¸a˜o de distribuic¸a˜o de Poisson de me´dia µ e´ dada
por:
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f (y|µ) = e
−µµy
y!
(2.7)
Considere-se agora que a me´dia tambe´m e´ uma varia´vel aleato´ria, ou seja, diferentes in-
divı´duos de uma populac¸a˜o podem estar associados a diferentes valores de µ (?)). Enta˜o
tem-se Y∼ P(µV), sendo V uma varia´vel aleato´ria que representa a heterogeneidade na˜o
observada, satisfazendo E(V) = 1 (?)).
?) mostrou que:
E(Y) = E(µV) = µE(V) = µ
V(Y) = E(µV) +V(µV) = µ+ µ2V(V) = µ+ µ
2
k
A distribuic¸a˜o na˜o condicionada de Y e´ denominada por distribuic¸a˜o de Poisson mista e
a sua func¸a˜o de probabilidade e´ dada por:
f (y|µ,v) = ∫ +∞0 e−µv(µv)yy! g(v)∂v,
onde g e´ a func¸a˜o densidade de probabilidade de V.
Substituindo g na expressa˜o anterior pela expressa˜o da func¸a˜o densidade de probabili-
dade de uma distribuic¸a˜o Γ
(
1
α ,
1
α
)
e aplicando manipulac¸o˜es alge´bricas (?)), obte´m-se a
expressa˜o da func¸a˜o de probabilidade correspondente a` distribuic¸a˜o Binomial Negativa
NB2 de paraˆmetros µ e α:
f (yi|µ,α) =
Γ(yi + 1α )
Γ(yi + 1)Γ( 1α )
(
1
1+ αµi
) 1
α
(
αµi
1+ αµi
)yi
=
(
yi + 1α − 1
1
α − 1
)(
1
1+ αµi
) 1
α
(
αµi
1+ αµi
)yi
(2.8)
Atrave´s das igualdades:
k = 1α e p =
1
1+αµ ,
verifica-se que (2.8) pode ser reescrita como a func¸a˜o de probabilidade apresentada para
a distribuic¸a˜o Binomial Negativa NB-C em (2.6).
Para a distribuic¸a˜o Binomial Negativa NB2 tem-se:
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θ = log( αµ1+αµ )
b(θ) = 1α log(1+ αµ)
a(φ) = 1
c(y,φ) = log
(
(
y+ 1α−1
1
α−1
)
)
Assim, a me´dia e a variaˆncia de Y podem ser expressas por:
E(Y) = b′(θ) = µ
V(Y) = b′′(θ)a(φ) = µ+ αµ2,
2.2 Componentes dos GLM
Todos os modelos lineares generalizados teˆm 3 componentes: a componente aleato´ria,
que identifica a varia´vel resposta Y e assume que Y tem uma func¸a˜o distribuic¸a˜o de
probabilidade que faz parte da famı´lia exponencial; a componente sistema´tica, que es-
pecifica as varia´veis explicativas do modelo, tomando uma combinac¸a˜o linear dessas
mesmas varia´veis; a func¸a˜o de ligac¸a˜o, que faz a correspondeˆncia entre as componentes
aleato´ria e sistema´tica.
2.2.1 Componente Aleato´ria
Seja X = (X1, . . . , Xp) o vetor das varia´veis explicativas de interesse. Para uma amostra
aleato´ria de tamanho n, o vetor xTi = (xi1, . . . , xip) corresponde a` i-e´sima observac¸a˜o. A
componente aleato´ria refere que as varia´veis Yi sa˜o condicionalmente independentes com
distribuic¸a˜o pertencente a` famı´lia exponencial; em particular:
E(Yi|xi) = b′(θi) = µi, para i = 1, . . . ,n
2.2.2 Componente Sistema´tica
A partir do conjunto das varia´veis explicativas X1, . . . , Xp, considera-se uma estrutura
linear η dada por:
η = β0 +
p
∑
j=1
Xjβ j (2.9)
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onde βi, i = 0, . . . , p sa˜o os coeficientes do modelo.
Equivalentemente:
ηi = x˜Ti β, i = 1, . . . ,n,
com x˜i = (1, xTi )
T e β o vetor dos paraˆmetros de regressa˜o.
Igualmente, e em notac¸a˜o matricial:
η = Xβ,
onde X e´ a matriz de especificac¸a˜o com dimensa˜o n× (p+ 1) que consiste de uma coluna
(a primeira) populada apenas de 1’s, sendo as restantes colunas respeitantes aos vetores
coluna xi e β e´ o vetor de dimensa˜o p + 1 dos paraˆmetros de regressa˜o.
2.2.3 Func¸a˜o de ligac¸a˜o
A func¸a˜o de ligac¸a˜o g traduz a relac¸a˜o entre a me´dia da resposta e o preditor linear η
descrito na componente sistema´tica. A func¸a˜o de ligac¸a˜o e´ mono´tona e diferencia´vel.
η = g(µ)
Quando a func¸a˜o de ligac¸a˜o torna o preditor linear igual ao paraˆmetro cano´nico θ, ou
seja:
η = g(µ) = θ,
diz-se que a func¸a˜o g e´ a func¸a˜o de ligac¸a˜o cano´nica. Por exemplo, para a distribuic¸a˜o
normal, a func¸a˜o de ligac¸a˜o cano´nica e´ a func¸a˜o identidade; para a distribuic¸a˜o binomial,
trata-se da func¸a˜o logit; para a distribuic¸a˜o de Poisson, e´ a func¸a˜o log (?)). A func¸a˜o de
ligac¸a˜o cano´nica tem a vantagem de apresentar toda a informac¸a˜o sobre os coeficientes
de regressa˜o numa func¸a˜o dos dados da mesma dimensa˜o que o nu´mero de coeficientes
de regressa˜o.
2.3 Infereˆncia
Apo´s a formulac¸a˜o do modelo, supondo que este foi especificado correctamente, existe
a necessidade de realizar infereˆncias sobre esse mesmo modelo. Nos modelos lineares
generalizados, este passo e´ feito com base na verosimilhanc¸a, na˜o so´ para estimar os
paraˆmetros de regressa˜o mas tambe´m para efectuar testes de hipo´teses sobre os mesmos
e para avaliar a qualidade de ajustamento. No entanto, nem sempre os modelos esta˜o
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realisticamente bem formulados. Por exemplo, quando os dados apresentam sobredis-
persa˜o, e´ preciso modificar a variaˆncia, como por exemplo, introduzindo um paraˆmetro
de sobredispersa˜o. Desse modo, o modelo na˜o esta´ completamente especificado ja´ que
na˜o existe uma distribuic¸a˜o que tenha aqueles valor me´dio e variaˆncia. Esse obsta´culo e´
ultrapassado usando modelos de quasi-verosimilhanc¸a.
2.3.1 Verosimilhanc¸a
Segundo ?), a func¸a˜o de verosimilhanc¸a associada a uma amostra aleato´ria Y1, . . . ,Yn, e´
dada por:
L(β;yi) =
n
∏
i=1
f (yi|θi,φ,wi)
=
n
∏
i=1
exp
{
yiθi − b(θi)
a(φ)
+ c(yi,φ,wi)
}
= exp
{
n
∑
i=1
yiθi − b(θi)
a(φ)
+
n
∑
i=1
c(yi,φ,wi)
}
(2.10)
A func¸a˜o de verosimilhanc¸a e´ dada como func¸a˜o de β. De forma a simplificar os ca´lculos,
tome-se o logaritmo da verosimilhanc¸a (log-verosimilhanc¸a):
lnL(β) = l(β) =
n
∑
i=1
yiθi − b(θi)
a(φ)
+ c(yi,φ,wi)
=
n
∑
i=1
li(β), (2.11)
sendo li(β) =
yiθi−b(θi)
a(φ) + c(yi,φ,wi) a contribuic¸a˜o da observac¸a˜o yi para a verosimilhanc¸a.
Os estimadores de ma´xima verosimilhanc¸a para os paraˆmetros de regressa˜o obteˆm-se
resolvendo o seguinte sistema de equac¸o˜es:
∂l(β)
∂β j
=
n
∑
i=1
∂li(β)
∂β j
= 0, j = 0,1, . . . , p
Pela regra da cadeia (?);?)), podemos escrever as equac¸o˜es anteriores na seguinte forma:
∂li(β)
∂β j
=
∂li(θi)
∂θi
∂θi(µi)
∂µi
∂µi(ηi)
∂ηi
∂ηi(β)
∂β j
, j = 0, . . . , p (2.12)
14 CAPI´TULO 2. MODELOS LINEARES GENERALIZADOS
Da definic¸a˜o da func¸a˜o de log-verosimilhanc¸a e da igualdade b′(θi) = µi, tem-se:
∂li(θi)
∂θi
=
yi − b′(θi)
a(φ)
=
yi − µi
a(φ)
(2.13)
Pela definic¸a˜o da variaˆncia de Yi, V(Yi) = a(φ)b′′(θi):
∂µi
∂θi
= b′′(θi) =
V(Yi)
a(φ)
(2.14)
A partir de ηi = x˜Ti β, obte´m-se:
∂ηi(β)
∂β j
= x˜ij (2.15)
Assim, atrave´s de (2.13), (2.14) e (2.15), a equac¸a˜o (2.12) pode ser reescrita da seguinte
forma:
∂l(β)
∂β j
=
n
∑
i=1
yi − µi
V(yi)
∂µi(ηi)
∂ηi
x˜ij, j = 1, . . . , p (2.16)
logo as equac¸o˜es de verosimilhanc¸a para β sa˜o:
n
∑
i=1
yi − µi
V(yi)
∂µi(ηi)
∂ηi
x˜ij = 0, j = 1, . . . , p. (2.17)
Derivando a func¸a˜o log-verosimilhanc¸a em ordem a β, obte´m-se a func¸a˜o score:
s(β) =
∂l(β)
∂β
=
n
∑
i=1
si(β) (2.18)
onde si(β) designa o vetor de componentes
∂li(β)
∂β j
.
A matriz de covariaˆncia da func¸a˜o score e´ denominada por matriz de informac¸a˜o de
Fisher:
cov(s(β)) = I(β) = E
[
− ∂s(β)∂β
]
,
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correspondendo ao sime´trico do valor esperado da matriz Hessiana da func¸a˜o log-verosimilhanc¸a
(?)):
I(β) = −E
(
∂2li
∂β j∂βk
)
= E
(
∂li
∂β j
∂li
∂βk
)
= E
[(
Yi − µi
V(Yi)
∂µi(ηi)
∂ηi
x˜ij
)(
Yi − µi
V(Yi)
∂µi(ηi)
∂ηi
x˜ik
)]
=
x˜ij x˜ik
V(Yi)
(
∂µi(ηi)
∂ηi
)2
,
sendo este o valor do elemento de ordem (j,k) da matriz de informac¸a˜o de Fisher.
2.3.2 Estimac¸a˜o dos Paraˆmetros
Resolvendo as equac¸o˜es de verosimilhanc¸a apresentadas em (2.17), obteˆm-se os estima-
dores de ma´xima verosimilhanc¸a (EMV) de β. No entanto, a soluc¸a˜o na˜o corresponde
necessariamente a um ma´ximo global da func¸a˜o l(β). Em muitos modelos, a func¸a˜o log-
verosimilhanc¸a e´ coˆncava logo o ma´ximo local e o ma´ximo global coincidem. A resoluc¸a˜o
das equac¸o˜es de verosimilhanc¸a passa tipicamente pelo recurso a me´todos iterativos,
sendo os mais comuns o me´todo iterativo dos mı´nimos quadrados reponderados e o
me´todo de Newton-Raphson. ?) mostraram que os 2 me´todos sa˜o assimptoticamente
equivalentes ja´ que, a` medida que o tamanho amostral cresce, as propriedades dos esti-
madores tornam-se ideˆnticas, em termos de distribuic¸a˜o.
2.3.2.1 Me´todo iterativo dos mı´nimos quadrados reponderados
O me´todo iterativo dos mı´nimos quadrados reponderados para resolver as equac¸o˜es de
verosimilhanc¸a tem como fundac¸a˜o o me´todo de scores de Fisher.
Seja βˆ(0) uma estimativa inicial para β. O me´todo de scores de Fisher calcula as seguintes
iterac¸o˜es:
βˆ(k+1) = βˆ(k) + [I(βˆ(k))]−1s(βˆ(k)), (2.19)
supondo que existe a inversa da matriz de informac¸a˜o de Fisher.
A diferenc¸a entre este me´todo e o me´todo de Newton-Raphson e´ que o primeiro utiliza
a matriz de informac¸a˜o de Fisher enquanto o segundo utiliza a matriz Hessiana (?); ?)).
A matriz de informac¸a˜o de Fisher e´, geralmente, mais fa´cil de calcular, acrescendo a
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vantagem de ser sempre uma matriz semi-definida positiva.
De seguida, calcula-se o preditor linear g(µˆi) = (1, xTi )
Tβ= ηˆi para posteriormente calcu-
lar os valores ajustados µˆi = g−1(ηˆi). Definindo uma varia´vel dependente de trabalho T,
esta toma o seguinte valor para a i-e´sima observac¸a˜o na k-e´sima iterac¸a˜o:
t(k)i = ηˆ
(k)
i + (yi − µˆ(k)i )
∂η
(k)
i
∂µ
(k)
i
= g(µˆ(k)i ) + (yi − µˆ(k)i )g′(µˆ(k)i ) (2.20)
No passo seguinte, calculam-se os pesos iterativos:
v
(k)
i =
(
V(yi)
(
∂η
(k)
i
∂µ
(k)
i
)2)−1
,
que, no caso da famı´lia exponencial, com a igualdade ai(φ) =
φ
wi
, podem ser reescritos da
seguinte forma:
v
(k)
i = w
(k)
i
(
φb′′(θi)
(
∂η
(k)
i
∂µ
(k)
i
)2)−1
Pode-se mostrar, atrave´s de manipulac¸o˜es alge´bricas, que este peso e´ inversamente pro-
porcional a` variaˆncia da varia´vel ti, ou seja, vi = 1V(ti) .
Assim, o estimador dos mı´nimos quadrados reponderados e´ dado por:
βˆ(k+1) = (XTW(k)X)−1XTW(k)Tk, (2.21)
onde X representa a matriz do modelo em questa˜o, W e´ a matriz diagonal dos pesos cujas
entradas sa˜o dadas pela expressa˜o de vi e T e´ o vetor com entradas ti.
O me´todo vai repetindo o procedimento tendo em conta um crite´rio de paragem, como
por exemplo (?)):
||βˆ(k+1)−βˆ(k)||
||βˆ(k+1)|| ≤ e,
para um valor de e > 0 previamente definido.
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2.3.2.2 Estimac¸a˜o do paraˆmetro de dispersa˜o
O paraˆmetro de dispersa˜o φ pode ser estimado pelo me´todo da ma´xima verosimilhanc¸a
tal como os paraˆmetros de regressa˜o, sendo no entanto preferı´vel utilizar um me´todo me-
nos complexo baseado na distribuic¸a˜o empı´rica da estatı´stica de Pearson generalizada.
Assim, temos o seguinte estimador (?)):
φˆ =
1
n− p
n
∑
i=1
wi(yi − µˆi)2
V(µˆi)
, (2.22)
sendo φˆ um estimador consistente de φ. O segundo factor na expressa˜o de φˆ e´ conhecido
como a estatı´stica de Pearson generalizada, tambe´m utilizada para avaliar a qualidade
do ajustamento do modelo.
2.3.3 Testes de Hipo´teses
Os testes de hipo´teses sa˜o um instrumento estatı´stico que permitem ao investigador infe-
rir sobre um determinado aspecto na populac¸a˜o (paraˆmetro populacional, distribuic¸a˜o,
entre outros) atrave´s da ana´lise de uma amostra dessa mesma populac¸a˜o. Em relac¸a˜o
aos modelos lineares generalizados, estes sa˜o maioritariamente utilizados para testar a
significaˆncia estatı´stica dos paraˆmetros, a significaˆncia estatı´stica dos paraˆmetros indivi-
duais de regressa˜o do modelo ou enta˜o comparar a qualidade de ajustamento entre dois
modelos.
2.3.3.1 Teste de Wald
O teste de Wald corresponde a testar um submodelo que conte´m todas as varia´veis
explicativas do modelo original a` excepc¸a˜o de uma. A estatı´sica de Wald e´ baseada na
normalidade assimto´tica do EMV de β. Seja a hipo´tese nula:
H0 : β j = 0, j = 0, . . . , p
que indica que o paraˆmetro de regressa˜o β j na˜o deve constar do modelo de regressa˜o.
Neste caso, para amostras de tamanho grande, a estatı´stica de teste e´ dada por:
Wj =
βˆ j
se(βˆ j)
∼a N(0,1)
onde se(βˆ j) = σ
√
(XTX)−1jj e´ o erro-padra˜o do coeficiente de regressa˜o β j. Valores ”ele-
vados”, em valor absoluto, da estatı´stica Wj correspondem a` rejeic¸a˜o da hipo´tese nula H0.
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2.3.3.2 Teste da Raza˜o de Verosimilhanc¸as
O teste da raza˜o de verosimilhanc¸as permite comparar o ajustamento de dois modelos
encaixados, ou seja, 2 modelos ω1 e ω2 tais que ω1 ∈ ω2, com p1 e p2 paraˆmetros, respe-
tivamente, satisfazendo p1 < p2. Existem dois modelos que merecem especial atenc¸a˜o:
• o modelo nulo: na˜o existe qualquer relac¸a˜o entre as varia´veis explicativas e a varia´vel
resposta, contendo apenas um u´nico paraˆmetro, µ, comum a todas as observac¸o˜es.
• o modelo saturado: contem n paraˆmetros, um por cada observac¸a˜o. Os valores
ajustados por este modelo sa˜o iguais aos valores observados logo o modelo satu-
rado explica completamente os dados, sendo pouco u´til ja´ que a informac¸a˜o obtida
e´ igual a` dos dados.
De entre todos os modelos possı´veis, o modelo nulo apresenta o menor valor da func¸a˜o
de verosimilhanc¸a e o modelo saturado apresenta o maior valor da func¸a˜o de verosimilhanc¸a.
Suponhamos que queremos comparar um modelo qualquer ω com o modelo saturado
Ω. Sejam:
• µˆi o valor ajustado pelo modelo ω para a i-e´sima observac¸a˜o
• yi o valor ajustado pelo modelo Ω para a i-e´sima observac¸a˜o
• θˆi os paraˆmetros cano´nicos estimados pelo modelo ω
• θ˜i os paraˆmetros cano´nicos estimados pelo modelo Ω
• Lω a func¸a˜o de verosimilhanc¸a do modelo ω
• LΩ a func¸a˜o de verosimilhanc¸a do modelo Ω
O crite´rio da raza˜o de verosimilhanc¸as entre os dois modelos e´ dado por:
−2log
(
Lω
LΩ
)
= 2
n
∑
i=1
yi(θ˜i − θˆi)− b(θ˜i) + b(θˆi)
φ
=
D(y, µˆ)
φ
(2.23)
A quantidade D(y, µˆ) = 2∑ni=1 yi(θ˜i − θˆi) − b(θ˜i) + b(θˆi) e´ denominada por desviaˆncia,
sendo explicitada detalhadamente na secc¸a˜o seguinte.
E´ possı´vel utilizar a desviaˆncia para testar:
H0 : o modelo ω ajusta-se adequadamente aos dados,
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desde que os dados se encontrem agrupados em padro˜es de covaria´veis. Quando as
varia´veis explicativas sa˜o todas catego´ricas, e´ possı´vel agregar os dados que apresen-
tam os mesmos valores para todas as covaria´veis, dando origem aos padro˜es de co-
varia´veis. Obteˆm-se assim tantas observac¸o˜es quantas combinac¸o˜es dos diferentes nı´veis
das varia´veis. Ale´m disso, o nu´mero de observac¸o˜es ni que constituem cada padra˜o
de covaria´veis deve ser relativamente grande. Segundo ?), e´ razoa´vel assumir-se ni >
10. Quando algum dos ni’s e´ pequeno, um valor elevado da estatı´stica D na˜o aponta
necessariamente para um mau ajustamento do modelo.
Assim, sob H0, tem-se:
D ∼aχ2(K− (p + 1)),
onde K e´ o nu´mero de padro˜es de covaria´veis diferentes existentes nos dados. Se o
nu´mero de padro˜es de covaria´veis, K, for aproxidamente igual ao nu´mero de observac¸o˜es,
na˜o existe convergeˆncia na distribuic¸a˜o da estatı´stica, logo os valores-p calculados para
D usando a distribuic¸a˜o acima referida sa˜o incorrectos.
Se D > χ21−α(K− (p + 1)), rejeita-se a hipo´tese nula com nı´vel de significaˆncia α.
Suponhamos agora que queremos comparar dois modelos encaixados. O logaritmo da
raza˜o de verosimilhanc¸as para os dois modelos e´ (Gaio, 2012):
−2log
(
Lω1
Lω2
)
= −2log
 Lω1LΩ
Lω2
LΩ

= −2log
(
Lω1
LΩ
)
+ 2log
(
Lω2
LΩ
)
=
D(ω1)− D(ω2)
φ
Caso o paraˆmetro de dispersa˜o φ seja desconhecido, este deve ser estimado a partir do
modelo com o maior nu´mero de paraˆmetros, neste caso, o modelo ω2.
Sob a hipo´tese nula:
H0: os dois modelos teˆm a mesma qualidade de ajustamento
temos que a estatı´stica de teste e´ dada pelo quociente anterior, seguindo este a seguinte
distribuic¸a˜o:
G = D(ω1)−D(ω2)φ ∼
a
χ2(p2 − p1)
Se G > χ21−α(p2 − p1), rejeita-se a hipo´tese nula com nı´vel de significaˆncia α.
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2.3.4 Qualidade do ajustamento
2.3.4.1 Desviaˆncia
Na secc¸a˜o anterior foi introduzida a desviaˆncia, medida baseada no crite´rio da raza˜o de
verosimilhanc¸as que permite avaliar a qualidade do ajustamento de um certo modelo
tendo em conta o modelo saturado.
Como ja´ foi referido, o crite´rio da raza˜o de verosimilhanc¸as e´ dado por:
−2log
(
Lω
LΩ
)
= D(y,µˆ)φ ,
onde
D(y, µˆ) = 2φlog
(
Lω
LΩ
)
= 2
n
∑
i=1
yi(θ˜i − θˆi)− b(θ˜i) + b(θˆi) (2.24)
e´ designada por desviaˆncia. A raza˜o de log-verosimilhanc¸as e´ denominada de desviaˆncia
re-escalonada pois representa o quociente entre a desviaˆncia e o paraˆmetro de dispersa˜o
φ:
Se o paraˆmetro de dispersa˜o for igual a 1, como por exemplo na distribuic¸a˜o binomial e
distribuic¸a˜o de Poisson, a desviaˆncia e a desviaˆncia re-escalonada tomam o mesmo valor.
A desviaˆncia avalia o valor absoluto da diferenc¸a entre os valores observados (que coin-
cidem com os valores ajustados pelo modelo saturado, como ja´ foi referido) e os valores
ajustados pelo modelo em estudo. Conclui-se enta˜o que a desviaˆncia e´ sempre maior ou
igual a zero e quanto maior for a discrepaˆncia entre o modelo e os dados, maior sera´ o
valor da desviaˆncia. Para o modelo saturado, o valor da desviaˆncia e´ igual a zero.
2.3.4.2 Estatı´stica χ2 de Pearson generalizada
A estatı´stica χ2 de Pearson generalizada e´ outra medida u´til para aferir a discrepaˆncia
entre 2 modelos e e´ dada por:
X2P =
n
∑
i=1
ω2i (yi − µˆi)2
φˆV(µˆi)
, (2.25)
onde V(µˆi) e´ a func¸a˜o de variaˆncia estimada para a distribuic¸a˜o do modelo em causa. No
entanto, ao contra´rio da desviaˆncia, na˜o e´ possı´vel utilizar a diferenc¸a entre estatı´sticas χ2
de Pearson para comparar modelos encaixados pois na˜o se conhece a distribuic¸a˜o para a
diferenc¸a das estatı´sticas.
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A estatı´stica de Pearson generalizada tambe´m pode ser utilizada num teste de hipo´teses
para testar o ajustamento do modelo, seguindo uma distribuic¸a˜o assimto´tica χ2(K− (p+
1)), onde K e´ o nu´mero de padro˜es de covaria´veis diferentes existentes nos dados e p e´ o
nu´mero de paraˆmetros do modelo.
2.3.5 Resı´duos
Os resı´duos exprimem a discrepaˆncia entre o valor observado yi e o valor µˆi ajustado
pelo modelo. Assim, a ana´lise dos resı´duos permite avaliar a qualidade de ajustamento
do modelo no que diz respeito a` escolha da distribuic¸a˜o, da func¸a˜o de ligac¸a˜o e de termos
do preditor linear mas tambe´m observac¸o˜es que na˜o sa˜o bem explicadas pelo modelo.
De seguida, apresentam-se 2 tipos de resı´duos, os resı´duos de Pearson e os resı´duos da
desviaˆncia.
2.3.5.1 Resı´duos de Pearson
O resı´duo de Pearson para a i-e´sima observac¸a˜o corresponde a` contribuic¸a˜o dessa mesma
observac¸a˜o para o ca´lculo da estatı´stica de Pearson generalizada e e´ dado por:
Ri =
yi − µˆi√
ˆV(Yi)
=
(yi − µˆi)ωi√
φˆV(µˆi)
(2.26)
No entanto, os resı´duos devem ser padronizados de forma a ser possı´vel realizar uma
ana´lise adequada. De acordo com ?), o resı´duo de Pearson estandardizado e´ dado por:
R∗P =
(yi − µˆi)ωi√
φˆV(µˆi)(1− hi)
, (2.27)
onde hi, i = 1, . . . ,n sa˜o as leverages1 ou repercusso˜es do modelo ajustado, quantidades
que medem o efeito que as observac¸o˜es teˆm nos seus valores ajustados. Se as leverages
na˜o forem relativamente elevadas, os gra´ficos dos resı´duos de Pearson e dos resı´duos de
Pearson estandardizados na˜o apresentara˜o grande diferenc¸a, a menos da escala.
2.3.5.2 Resı´duos da desviaˆncia
Este tipo de resı´duo e´ baseado na func¸a˜o desviaˆncia. A desviaˆncia pode ser vista como a
soma das contribuic¸o˜es di de todas as observac¸o˜es:
1O conceito sera´ apresentado em maior detalhe na secc¸a˜o 2.3.7
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D(y, µˆ) =∑
i
di (2.28)
Os resı´duos da desviaˆncia sa˜o dados enta˜o por:
RDi = δi
√
di, (2.29)
onde δi = sinal(yi− µˆi). Tal como nos resı´duos de Pearson, tambe´m e´ usual estandardizar
os resı´duos da desviaˆncia:
R∗Di =
δi
√
di√
φˆ(1− hi)
(2.30)
(2.31)
2.3.6 AIC e BIC
O crite´rio de informac¸a˜o de Akaike (AIC) e o crite´rio de informac¸a˜o Bayesiana (BIC) sa˜o
outros dois crite´rios que servem de orientac¸a˜o na escolha de um modelo, sendo tipica-
mente utilizados quando dois modelos na˜o sa˜o encaixados. Nessa situac¸a˜o, e´ preferı´vel
usar um crite´rio que mec¸a a quantidade de informac¸a˜o que o modelo recolhe dos dados
em vez de um crite´rio que mec¸a o ruı´do que o modelo na˜o consegue explicar.
A expressa˜o para o AIC e´ dada por (?)):
AIC = −2log(LL) + 2p, (2.32)
onde LL e´ o valor do logaritmo da verosimilhanc¸a do modelo e p e´ o nu´mero de paraˆmetros
do modelo estimado.
O BIC foi desenvolvido por Gideon Schwarz em 1978 tendo como base uma argumentac¸a˜o
bayesiana, sendo muito pro´ximo do AIC mas tendo tambe´m em conta o nu´mero de
observac¸o˜es. A expressao do BIC e´ (?)):
BIC = −2log(LL) + 2plog(n), (2.33)
onde LL e´ o valor do logaritmo da verosimilhanc¸a do modelo, p e´ o nu´mero de paraˆmetros
do modelo estimado e n o nu´mero total de observac¸o˜es.
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Quanto menor for o valor dos crite´rios, mais preferı´vel sera´ o modelo. O crite´rio BIC pe-
naliza mais o nu´mero de paraˆmetros do que o crite´rio AIC ja´ que o nu´mero de paraˆmetros
e´ multiplicado por log(n), que cresce a` medida que o nu´mero de observac¸o˜es aumenta.
Note-se que nenhum dos crite´rios avalia se o modelo se ajusta bem aos dados ou na˜o,
mas sim se um determinado modelo e´ melhor que outro.
2.3.7 Leverages
Na regressa˜o mu´ltipla, ha´ observac¸o˜es que influenciam marcadamente a estimac¸a˜o dos
paraˆmetros do modelo apesar de na˜o serem outliers nem serem facilmente identifica´veis
atrave´s de ana´lises gra´ficas dos dados. Estas observac¸o˜es correspondem a pontos com
leverage2 alta. A leverage de um ponto quantifica a possibilidade de essa observac¸a˜o na˜o
so´ ser um outlier para as varia´veis explicativas mas tambe´m influenciar o seu pro´prio
valor ajustado.
Como exemplo, consideremos o caso do modelo de regressa˜o linear mu´ltipla:
Y = Xβ+ e
= β0 + β1X1 + . . . + βpXp + e,
onde os erros verificam a condic¸a˜o e ∼ N(0,σ2 Id) (onde Id e´ a matriz identidade de
dimensa˜o n) de serem independentes e normalmente identicamente distribuı´dos. O
estimador de ma´xima verosimilhanc¸a para β e´
βˆ = (XTX)−1Xty,
Em particular, o vetor de valores ajustados e´
yˆ = Xβˆ = Hy (2.34)
onde H = X(XTX)−1XT e´ designada por matriz-chape´u. Geometricamente, esta matriz
representa a projec¸a˜o ortogonal de y sobre o espac¸o gerado por (1,X).
A equac¸a˜o pode ser vista da seguinte forma:
yˆi = hiiyi +∑
j 6=i
hijyj (2.35)
Pode-se concluir que hii traduz a contribuic¸a˜o da observac¸a˜o yi sobre o seu pro´prio
valor ajustado yˆi. hii, i = 1, . . . ,n correspondem a`s entradas da diagonal de H. Devido a`
existeˆncia de va´rias regras pra´ticas para determinar se uma observac¸a˜o tem uma leverage
elevada, adopta-se o valor de corte dado por 2(p+1)n , onde p e´ o nu´mero de paraˆmetros
do modelo (excluindo a constante) e n e´ o nu´mero de observac¸o˜es do modelo.
2Em portugueˆs, traduz-se para repercussa˜o ou alavanca
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2.3.8 Distaˆncia de Cook
Uma observac¸a˜o diz-se influente se tem uma grande influeˆncia sobre os paraˆmetros de
regressa˜o estimados. No entanto, uma observac¸a˜o deste tipo pode ou na˜o ser um outlier
e pode ou na˜o ter uma leverage grande mas tendera´ a verificar pelo menos uma destas
propriedades.
A estatı´stica usada comummente para avaliar a influeˆncia da observac¸a˜o i e´ a distaˆncia
de Cook:
C2i =
∑nj=1(yˆj − yˆi)2
(p + 1)σ¯2
, (2.36)
onde σ¯2 = ∑
n
i=1(yi−yˆi)2
n−(p+1) e´ um estimador na˜o enviesado da variaˆncia de Y.
De acordo com ?), uma regra empı´rica para detectar pontos influentes e´ considerar como
tais os pontos cuja distaˆncia de Cook e´ superior a 4n , onde n e´ o nu´mero de observac¸o˜es.
Estes pontos devem ser analisados e o modelo deve ser ajustado sem estes pontos de
forma a comparar as estimativas dos paraˆmetros obtidas.
2.4 Exemplos de Modelos Lineares Generalizados
2.4.1 Regressa˜o Logı´stica
A regressa˜o logı´stica e´ um dos va´rios tipos de modelos lineares generalizados, sendo
usada quando a varia´vel resposta e´ bina´ria.
Seja Y1, . . . ,Yn uma amostra aleato´ria de uma varia´vel aleato´ria bina´ria Y, codificada por
0 e 1. Dado um vector de varia´veis explicativas X = (X1, . . . , Xp) e uma observac¸a˜o
xi = (xi1, . . . , xip) do indivı´duo i, assume-se que:
Y|X = xi ∼ B(1,pii(xi)),
onde pii = P(Y = 1|X = xi) e´ a probabilidade de sucesso para Y, dada a observac¸a˜o
xi. Tendo em conta as propriedades da distribuic¸a˜o binomial, obteˆm-se as seguintes
fo´rmulas para a me´dia e para a variaˆncia de Y dado X = xi:
E(Y|X = xi) = pii
V(Y|X = xi) = pii(1− pii)
No caso em que todas as varia´veis explicativas sa˜o catego´ricas, podemos agrupar os
dados em padro˜es de covaria´veis. Suponhamos que existem K padro˜es de covaria´veis.
Seja ni o nu´mero de observac¸o˜es no padra˜o i, Yi a varia´vel aleato´ria que representa a
frequeˆncia absoluta de sucessos no grupo i e Y¯i a varia´vel aleato´ria que representa a
frequeˆncia relativa de sucessos no grupo i. Se as ni observac¸o˜es em cada grupo forem
independentes e tiverem a mesma probabilidade pii de sucesso, enta˜o:
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Yi ∼ B(ni,pii),
logo tem-se para as frequeˆncias relativas:
Y¯i ∼ B(ni,pii)/ni
Neste caso, as expresso˜es para a me´dia e para a variaˆncia sa˜o dadas por:
E(Y¯i) = pii
V(Y¯i) =
V(Yi)
n2i
= pii(1−pii)ni
Note-se que, como a me´dia e a variaˆncia dependem da probabilidade de sucesso pii, se
esta for alterada, tambe´m o sera˜o os paraˆmetros. Daqui se conclui, em particular, que
na˜o podemos assumir um modelo com variaˆncia constante (?)).
Voltando ao objectivo da regressa˜o logı´stica, deparamo-nos com uma situac¸a˜o ino´spita
se procedermos com uma modelac¸a˜o linear da me´dia de Y|X = xi, pii:
pii = β0 + β1Xi1 + . . . + βpXip.
pii varia apenas entre 0 e 1 mas o termo do lado direito varia entre −∞ e +∞. Assim, e´
necessa´rio escolher uma outra transformac¸a˜o, sendo a mais usual, a transformac¸a˜o logit.
As probabilidades pii variam entre 0 e 1, logo o odds:
oddsi =
pii
1−pii
varia entre 0 e +∞. Aplicando a transformac¸a˜o logarı´tmica, tem-se:
logit(pii) = log
(
pii
1−pii
)
,
que varia entre −∞ e +∞. Logits negativos representam probabilidades inferiores a 12 e
logits positivos representam probabilidades superiores a 12 .
Portanto, uma possı´vel func¸a˜o de ligac¸a˜o e´:
g(pi) = logit(pi),
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Para a regressa˜o logı´stica, esta e´ a func¸a˜o de ligac¸a˜o cano´nica pois log
(
pi
1−pi
)
e´ o paraˆmetro
cano´nico da distribuic¸a˜o binomial.
Invertendo a func¸a˜o logit, obte´m-se:
pi(x) = P(Y = 1|X1 = x1, . . . , Xp = xp)
=
eβ0+β1x1+...+βpxp
1+ eβ0+β1x1+...+βpxp
=
1
1+ e−(β0+β1x1+...+βpxp)
(2.37)
Assim, o modelo logit pode ser descrito por:
Y|X = xi ∼ B(1,pii)
e
logit(pii) = β0 + β1xi1 + . . . + βpxip.
As probabilidades estimadas pˆii tambe´m sa˜o designadas por µˆi, correspondendo aos
valores ajustados. Para uma dada observac¸a˜o i, esse valor e´ uma estimativa da me´dia de
observac¸o˜es da populac¸a˜o em causa com as caracterı´sticas do indivı´duo i que apresentam
evideˆncia de sucesso para Y.
Interpretac¸a˜o dos paraˆmetros do modelo
O odds e´ dado pelo quociente entre a probabilidade de sucesso e a probabilidade de
insucesso de um certo acontecimento.
Um odds ratio, OR, corresponde ao quociente de dois odds, sendo calculado para dois
indivı´duos ou para dois grupos de indivı´duos. Por exemplo, se Y for uma varia´vel
bina´ria indicatriz de doenc¸a e E uma varia´vel indicatriz de exposic¸a˜o a um factor de
risco, o OR da exposic¸a˜o para a doenc¸a e´ o quociente entre o odds para a doenc¸a nos
indivı´duos expostos e o odds para a doenc¸a nos indivı´duos na˜o expostos:
OR =
P(Y=1|E)
P(Y=0|E)
P(Y=1|E¯)
P(Y=0|E¯)
.
Considere-se enta˜o que as varia´veis explicativas X1, . . . , Xp sa˜o varia´veis contı´nuas ou
catego´ricas e o modelo na˜o tem interac¸o˜es.
No caso em que Xj toma valores contı´nuos, aumentando a coordenada j de x= (x1, . . . , xp)
em c unidades, tem-se:
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x = (x1, . . . , xj, . . . , xp)
µ(x+c) = (x1, . . . , xj + c, . . . , xp), (2.38)
logo, recorrendo a` definic¸a˜o de odds ratio:
log(OR(x+c, x)) = log
(
odds(x+c)
odds(x)
)
= log
 pi(x+c)1−pi(x+c)
pi(x)
1−pi(x)

= logit(x+c)− logit(x)
= (xj + c)β j − xjβ j
= cβ j. (2.39)
Assim, cβ j representa a alterac¸a˜o provocada no logit da probabilidade por uma variac¸a˜o
de c unidades na varia´vel Xj, mantendo as restantes varia´veis constantes. Em termos
do odds ratio, como OR(x+c, x) = ecβ j , mantendo as restantes varia´veis explicativas e
aumentando em c unidades a varia´vel Xj, o odds para o sucesso varia em ecβ j vezes.
No caso em que as varia´veis X1, . . . , Xp sa˜o contı´nuas, dadas duas observac¸o˜es, xi =
(xi1, . . . , xip) e xj = (xji, . . . , xjp), tem-se:
log(OR(xi, xj)) = logit(xi)− logit(xj)
= (xi − xj)Tβ. (2.40)
Assim, OR(xi, xj) = e
p
∑
k=1
(xik−xjk)Tβk
representa o odds ratio para o sucesso quando se passa
das caracterı´sticas xi para xj.
Quando a varia´vel Xj e´ dicoto´mica, assumindo, sem perda de generalidade que os nı´veis
da varia´vel esta˜o codificados em 0 e 1, tem-se enta˜o:
log(OR(Xj = 1, Xj = 0)) = log
 pi(Xj=1)1−pi(Xj=1)
pi(Xj=0)
1−pi(Xj=0)

= logit(Xj = 1)− logit(Xj = 0)
= β0 + . . . + β j−1Xj−1 + β j + β j+1Xj+1 + . . . + βpXp
− β0 − . . .− β j−1Xj−1 − β j+1Xj+1 − . . .− βpXp
= β j. (2.41)
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Assim, OR(Xj = 1, Xj = 0) = eβ j significa que e´ mais (ou menos) prova´vel eβ j vezes que o
sucesso ocorra nos indivı´duos com Xj = 1 do que nos indivı´duos com Xj = 0, mantendo
as restantes varia´veis explicativas constantes.
Quando Xj e´ polito´mica, contendo K categorias, a varia´vel e´ representada por K − 1
varia´veis indicatrizes sendo uma das categorias (normalmente a primeira) a categoria de
refereˆncia. De seguida, estimam-se os odds ratio para cada uma das classes 1,2, . . . ,K − 1
usando a classe 0 como grupo de refereˆncia.
A constante β0 corresponde ao log-odds de um indivı´duos quando todas as varia´veis
explicativas tomam o valor nulo, ou seja, eβ0 representa o odds para o sucesso na auseˆncia
de varia´veis explicativas.
Quando estamos perante uma situac¸a˜o de regressa˜o simples, ou seja, existe apenas uma
varia´vel explicativas, o OR obtido designa-se por OR bruto. Se se tratar de uma regressao
multivariada, o OR obtido para cada varia´vel explicativa designa-se por OR ajustado.
Interac¸a˜o
Quando a associac¸a˜o entre uma das varia´veis explicativas e a resposta e´ diferente con-
forme os valores de outra varia´vel explicativa, estamos perante uma interac¸a˜o entre as
respectivas varia´veis explicativas.
Neste caso, a metodologia a seguir para a estimac¸a˜o de OR e´ a seguinte:
• Calcular as expresso˜es para o logit da resposta para cada um dos nı´veis do factor
de risco, isoladamente
• Calcular a diferenc¸a entre as expresso˜es anteriores
• Tomar a exponencial do valor da diferenc¸a calculada, substituindo os coefientes em
causa pelas suas estimativas.
Se considerarmos um modelo com um factor de risco F bina´rio, uma varia´vel explicativa
contı´nua X e a sua interac¸a˜o F× X:
logit(pi(F, X)) = β0 + β1F + β2X + β3(F× X),
o me´todo e´:
• logit(pi(F = 1, X)) = β0 + β1 + β2X + β3X; logit(pi(F = 0, X)) = β0 + β2X
• logit(pi(F = 1, X))− logit(pi(F = 0, X)) = β1 + β3X
• OˆR(F = 1, F = 0, X = x) = eβˆ1+βˆ3x
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No caso de F ser uma varia´vel polito´mica, os ca´lculos sa˜o ana´logos, levando a` seguinte
estimac¸a˜o do OR para a categoria j:
OˆR(F = f j, F = f0, X = x) = eβˆ1( f j− f0)+βˆ3x( f j− f0)
Intervalos de confianc¸a para o OR
De acordo com ?), o intervalo com 100(1− α)% de confianc¸a para o odds ratio OR(x+c, x)
e´:
(
e
β j−N1− α2 se(βˆ j), eβ j+N1− α2 se(βˆ j)
)
,
onde N1− α2 representa o 1− α2 -quantil da distribuic¸a˜o normal standard. A estimativa ob-
tida para o OR sera´ estatisticamente significativa sempre que o correspondente intervalo
de confianc¸a na˜o contiver o valor 1.
Estimac¸a˜o pelo me´todo da ma´xima verosimilhanc¸a
Dado que Y|X = xi ∼ B(1,pii), a func¸a˜o de probabilidade de Y condicionada por X = x1
e´:
f (y|xi) = piyii (1− pii)1−yi .
Como as observac¸o˜es y1, . . . ,yn sa˜o independentes, a func¸a˜o de verosimilhanc¸a e´ dada
por:
L(β;y, x) =
n
∏
i=1
pi
yi
i (1− pii)1−yi ,
e o seu logaritmo e´ dado por:
LL(β;y, x) = log(L(β;y, x))
=
n
∑
i=1
(yilog(pii) + (1− yi)log(1− pii))
=
n
∑
i=1
(
log(1− pii)− yilog
(
pii
1− pii
))
(2.42)
Como log
(
pii
1−pii
)
= XTβ, a equac¸a˜o anterior passa a ser:
LL(β;y, x) =
n
∑
i=1
(
−ln(1+ eXTi β + yiXTi β)
)
=
n
∑
i=1
p
∑
k=0
yixk,iβk −
n
∑
i=1
ln
1+ e p∑k=0 xk,iβk
 (2.43)
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Nos modelos lineares generalizados com termo constante e func¸a˜o de ligac¸a˜o cano´nica,
excepto o modelo com func¸a˜o de ligac¸a˜o probit, a soma dos valores observados e´ igual a`
soma dos valores previstos pelo modelo. Assim:
n
∑
i=1
yi =
n
∑
i=1
pˆii
Qualidade do ajustamento
A desviaˆncia de um modelo linear generalizado com componente aleato´ria contendo
uma distribuic¸a˜o pertencente a` famı´lia exponencial e´:
D = 2
n
∑
i=1
(yi(θ¯i − θˆi)− b(θ¯i) + b(θˆi)).
Para a distribuic¸a˜o binomial, os paraˆmetros sa˜o:
θi = log
(
pii
1−pii
)
,b(θi) = −nilog(1− pii),ϕ = 1.
Ale´m disso, no modelo saturado temos pii =
yi
n e no modelo em estudo o valor ajustado
da i-e´sima observac¸a˜o e´ dado por µˆi = npˆii, logo, a fo´rmula para a desviaˆncia pode ser
reescrita como:
D = 2∑
i
(
yilog
(
yi
µˆi
)
− (n− yi)log
(
n−yi
n−µˆi
))
Outra medida que permite avaliar a qualidade do ajustamento de um modelo e´ a es-
tatı´stica χ2 de Pearson, embora seja apenas possı´vel utiliza´-la quando os dados esta˜o
agrupados em padro˜es de covaria´veis:
X2P =
K
∑
i=1
(yi − µˆi)2
nipˆii(1− pˆii) (2.44)
2.4.2 Regressa˜o de Poisson
Quando o caso em estudo envolve dados na forma de contagem ou na forma de uma
taxa de ocorreˆncia, e´ comum utilizar-se um modelo linear generalizado com resposta
seguindo uma distribuic¸a˜o de Poisson, denominado por regressa˜o de Poisson. Exemplos
destes dados incluem o nu´mero de fatalidades de anfı´bios ao longo de uma estrada em
Portugal (?)), nu´mero de chamadas telefo´nicas num call center, nu´mero de pessoas numa
fila de espera, entre outros.
Seja Y uma varia´vel aleato´ria que segue uma distribuic¸a˜o de Poisson com me´dia µ. Enta˜o,
a sua func¸a˜o de probabilidade e´ dada por
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f (y|µ) = µy e
−µ
y!
(2.45)
onde µ representa o nu´mero me´dio de ocorreˆncias de um dado acontecimento num
determinado perı´odo de tempo. Uma propriedade importante da distribuic¸a˜o de Poisson
e´ a igualdade entre a me´dia da varia´vel aleato´ria e a sua variaˆncia, ou seja, E(Y) =
V(Y) = µ. Outra propriedade reside no facto de o somato´rio de varia´veis aleato´rias
independentes, cada uma seguindo uma distribuic¸a˜o de Poisson, tambe´m seguir uma
distribuic¸a˜o de Poisson:
Y1 + . . . +Yn ∼ P(µ1 + . . . + µn),
permitindo que um modelo de regressa˜o de Poisson a partir de dados individuais re-
torne os mesmos resultados que um modelo de regressa˜o de Poisson a partir de dados
agrupados.
Seja Y1, . . . ,Yn uma amostra aleato´ria representando o nu´mero de ocorreˆncias de um acon-
tecimento. Dado um vector de varia´veis explicativas X = (X1, . . . , Xp) e uma observac¸a˜o
do indivı´duo i, xi = (xi1, . . . , xip),
Y|X = xi ∼ P(µ(xi)).
Tem-se enta˜o que
µ(xi) = E(Y|X = xi) = V(Y|X = xi).
Como o objectivo e´ modelar a me´dia de Y|X = xi, a opc¸a˜o mais comum e´ utilizar uma
transformac¸a˜o logarı´tmica para relacionar µi e a combinac¸a˜o linear das varia´veis expli-
cativas, ja´ que esta u´ltima pode tomar qualquer valor real enquanto que a me´dia so´
pode tomar valores na˜o negativos visto que se trata do nu´mero de ocorreˆncias de um
acontecimento. No modelo de regressa˜o de Poisson, a func¸a˜o de ligac¸a˜o cano´nica e´ a
func¸a˜o logaritmo. Assim, temos a seguinte relac¸a˜o:
log(µ(xi)) = β0 + β1xi1 + . . . + βpxip (2.46)
que se pode traduzir num modelo multiplicativo:
µ(xi)) = eβ0+β1xi1+...+βpxip
= eβ0eβ1xi1 . . . eβpxip
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No modelo de regressa˜o de Poisson, os coeficientes de regressa˜o β j, j = 0, . . . , p represen-
tam a variac¸a˜o esperada no logaritmo da me´dia quando a varia´vel explicativa xj varia
por unidade, no caso de a varia´vel ser contı´nua, ou quando a varia´vel explicativa muda
de categoria, no caso de a varia´vel ser catego´rica. Por sua vez, eβ j representa o efeito
multiplicativo da varia´vel xj na me´dia da resposta.
Descric¸a˜o do Modelo de Regressa˜o de Poisson
• Yi|X = xi ∼ P(µ(xi)) (por definic¸a˜o, segue que a variaˆncia de Yi e´ igual a µi).
• A parte sistema´tica e´ dada por η(xi1, ..., xip) = β0 + β1xi1 + . . . + βpxip
• A func¸a˜o de ligac¸a˜o e´ a func¸a˜o logarı´tmica, que relaciona a me´dia de Yi e a func¸a˜o
preditora η:
log(µi) = η(xi1, ..., xiq) = β0 + β1xi1 + . . . + βpxip (2.47)
Risco Relativo
O risco relativo corresponde ao quociente entre o nu´mero esperado de eventos num
grupo e o nu´mero esperado de eventos noutro grupo. Assumindo que na˜o ha´ interac¸o˜es
entre as varia´veis explicativas, o risco relativo e´ usado para interpretar os paraˆmetros
de regressa˜o do modelo. Se o risco relativo e´ superior a 1, observa-se uma associac¸a˜o
positiva entre a resposta e o factor em estudo. Se o risco relativo for inferior a 1, essa
associac¸a˜o e´ negativa. Quando o risco relativo toma o valor 1, a associac¸a˜o e´ inexistente.
Pela pro´pria definic¸a˜o do risco relativo, e´ impossı´vel este tomar valores negativos.
Suponhamos que Xj toma valores contı´nuos. Aumentando em c unidades a componente
j de x = (x1, . . . , xj, . . . , xp), tem-se:
µ(x) = eβ0+...+β jxj+...+βpxp
µ(x+c) = eβ0+...+β jxj+cβ j+...+βpxp , (2.48)
logo
µ(x+c)
µ(x) = e
cβ j
Assim, o risco relativo para a resposta e´ dado por:
RR(x+c, x) = ecβ j (2.49)
Verifica-se enta˜o que quando aumentamos a varia´vel Xj em c unidades, mantendo as
outras varia´veis explicativas constantes, a me´dia da resposta e´ modificada por um factor
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de ecβ j .
No caso em que a varia´vel explicativa Xj toma valores dicoto´micos, em que os nı´veis
esta˜o codificados em 0 e 1, por exemplo, temos a seguinte fo´rmula para o risco relativo:
RR(Xj = 1, Xj = 0) =
E(Y|Xj = 1)
E(Y|Xj = 0)
=
eβ0+...+β j−1xj−1+β j+β j+1xj+1+...+βpxp
eβ0+...+β j−1xj−1+β j+1xj+1+...+βpxp
= eβ j (2.50)
Logo, o nu´mero esperado de acontecimentos entre os indivı´duos em que Xj = 1 e´ eβ j ve-
zes o nu´mero esperado de acontecimentos entre os indivı´duos em que Xj = 0, mantendo
as outras varia´veis explicativas constantes.
Generalizando este caso, e´ possivel estimar riscos relativos quando a varia´vel Xj tem
mais do que 2 nı´veis. Supondo que existem L nı´veis dentro da varia´vel explicativa, esta e´
representada por L− 1 varia´veis dummy. Os riscos relativos para as classes sa˜o estimados
tendo como classe de refereˆncia a categoria 0.
Na auseˆncia de varia´veis explicativas, ou seja, quando todas as varia´veis tomam o valor
nulo, o logaritmo do nu´mero me´dio de acontecimentos e´ igual ao paraˆmetro de regressa˜o
β0.
Intervalo de confianc¸a para o risco relativo
Sob a hipo´tese nula
H0 : RR = 1,
que traduz a inexisteˆncia de associac¸a˜o entre resposta e varia´vel, o estimador RˆR segue
uma distribuic¸a˜o aproximadamente log-normal. De acordo com ?), os intervalos de
confianc¸a a (1− α)% para o risco relativo sa˜o dados por:(
R̂R× e±z α2
√
1
O1
+ 1O2
)
onde O1 representa o nu´mero de eventos observados num grupo e O2 representa o nu´mero
de eventos observados noutro grupo. Quando o correspondente intervalo de confianc¸a
para o risco relativo contiver o valor 1, o risco relativo na˜o e´ estatisticamente significativo,
na˜o se podendo concluir que os grupos sa˜o diferentes.
Estimac¸a˜o dos Paraˆmetros
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No caso dos modelos lineares generalizados, a estimac¸a˜o dos paraˆmetros e´ feita com base
no me´todo da ma´xima verosimilhanc¸a. Este me´todo consiste em especificar um crite´rio
de verosimilhanc¸a conjunta L para todos os dados y1, . . . ,yn:
L = P(Y1 = y1 e Y2 = y2 e . . . e Yn = yn),
e depois maximiza´-lo em func¸a˜o dos paraˆmetros de regressa˜o desconhecidos.
Assumindo que as observac¸o˜es sa˜o independentes, podemos utilizar a regra ba´sica das
probabilidades P(A e B) = P(A) × P(B) para reescrever a func¸a˜o de verosimilhanc¸a L
da seguinte forma (Zuur et al., 2009):
L =∏
i
µ
yi
i × e−µi
yi!
(2.51)
De forma a simplificar o processo, e´ usual prosseguir-se os ca´lculos utilizando o loga-
ritmo da verosimilhanc¸a, ja´ que podemos gozar da propriedade aditiva do logaritmo (?)):
log(L) = ∑
i
(log(µyii × e−µi)− log(yi!)
= ∑
i
(yi × log(µi)− µi − log(yi!))
= ∑
i
(yi × xTi × β− ex
T
i ×β − log(yi!)) (2.52)
O termo log(yi!) pode ser deixado de parte ja´ que na˜o conte´m nenhum paraˆmetro de re-
gressa˜o. De seguida, obteˆm-se as derivadas de primeira ordem em relac¸a˜o a β, igualam-
se a 0 e resolvem-se as equac¸o˜es.
∂log(L)
∂β
= ∑
i
(yi × xTi − xTi × ex
T
i ×β)
= ∑
i
xTi × (yi − µi) (2.53)
Igualando a zero, obte´m-se
∑
i
xTi × (yi − µi) = 0 (2.54)
ou seja
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Xy = Xµˆ (2.55)
onde X e´ a matriz de especificac¸a˜o, com uma linha por cada observac¸a˜o e uma coluna
por cada varia´vel explicativa.
Aplicando o me´todo iterativo dos mı´nimos quadrados reponderados, obteˆm-se enta˜o as
estimativas para os paraˆmetros de regressa˜o.
Desviaˆncia
A desviaˆncia e´ definida como o dobro da diferenc¸a entre o logaritmo da verosimilhanc¸a
de um modelo que se ajusta perfeitamente aos dados (modelo saturado) e o modelo em
estudo. Para o modelo de regressa˜o de Poisson, a fo´rmula da desviaˆncia e´:
D(y, (ˆµ)) = 2∑
i
(yilog(
yi
µˆi
− (yi − µˆi))), (2.56)
onde µˆi sa˜o os valores previstos pelo modelo.
O primeiro termo representa o dobro da soma dos valores observados multiplicados
pelo logaritmo da raza˜o entre os valores observados e os valores previstos pelo modelo.
O segundo termo, que corresponde ao dobro da soma das diferenc¸as entre os valores
observados e os valores previstos, e´ igual a zero sempre que o modelo contiver uma
constante β0, por (2.55). De facto, suponhamos que o modelo inclui uma constante.
Enta˜o, uma das colunas da matriz de especificac¸a˜o e´ uma coluna cujos elementos sa˜o
todos iguais a 1. Multiplicando esta coluna pelo vector y, obte´m-se a soma de todas as
observac¸o˜es. Do mesmo modo, multiplicando essa coluna pelos valores previstos do
modelo, obte´m-se a soma dos valores previsto. Assim, as 2 somas sa˜o iguais, ja´ que
Xy = Xµˆ.
Para amostras de tamanho grande, a desviaˆncia segue aproximadamente uma distribuic¸a˜o
qui-quadrado com n− p graus de liberdade, onde n e´ o nu´mero de observac¸o˜es e p e´ o
nu´mero de paˆrametros. Assim, a desviaˆncia pode ser utilizada para testar a qualidade
de ajustamento do modelo.
Outra medida alternativa para verificar a qualidade do modelo e´ atrave´s da estatı´stica de
Pearson generalizada, dada por:
χ2p =∑
i
(yi − µˆi)2
µˆi
(2.57)
Tal como para a desviaˆncia, para amostras de tamanho grande, a estatı´stica de Pearson
segue aproximadamente uma distribuic¸a˜o qui-quadrado com n− (p + 1) graus de liber-
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dade.
2.4.3 Regressa˜o Binomial Negativa
A regressa˜o Binomial Negativa e´ utilizada principalmente quando existe sobredispersa˜o
no modelo de regressa˜o de Poisson.
Seja enta˜o Y uma varia´vel aleato´ria seguindo a distribuic¸a˜o Binomial Negativa, ou seja,
Y ∼ BN(µ,α). A func¸a˜o probabilidade de Y e´ dada por:
f (y;µ,α) =
Γ(yi + 1α )
Γ(yi + 1)Γ( 1α )
(
1
1+ αµi
) 1
α
(
αµi
1+ αµi
)yi
=
(
yi + 1α − 1
1
α − 1
)(
1
1+ αµi
) 1
α
(
αµi
1+ αµi
)yi
. (2.58)
Denomina-se α por paraˆmetro ancilar ou de heterogeneidade. Para a distribuic¸a˜o Bino-
mial Negativa, a variaˆncia e´ superior a` me´dia,
E(Y) = µ
V(Y) = µ+ αµ2
Quando α tende para zero, a distribuic¸a˜o Binomial Negativa tende para a distribuic¸a˜o de
Poisson.
O modelo de regressa˜o Binomial Negativa pode ser descrito analogamente ao modelo
de regressa˜o de Poisson, mas neste caso Yi segue uma distribuic¸a˜o Binomial Negativa de
me´dia µi. A interpretac¸a˜o dos paraˆmetros do modelo tambe´m e´ ana´loga a` do modelo de
regressa˜o de Poisson, sendo efectuada atrave´s do risco relativo.
Os paraˆmetros sa˜o obtidos atrave´s do me´todo da ma´xima verosimilhanc¸a. A func¸a˜o log-
verosimilhanc¸a e´ dada por (?)):
log(L(β)) =
n
∑
i=1
(
yilog
(
αµi
1+ αµi
))
−
(
1
α
)
log(1+ αµi) + log
(
Γ
(
yi +
1
α
))
−log(Γ(yi + 1))− log
(
Γ
(
1
α
))
(2.59)
Desviaˆncia
2.4. EXEMPLOS DE MODELOS LINEARES GENERALIZADOS 37
Para o modelo de regressa˜o Binomial Negativa, a desviaˆncia e´ dada pela seguinte fo´rmula
(?)):
D = 2
n
∑
i=1
(
yilog
(
yi
µˆi
)
−
(
1
α
+ yi
)
log
(
1+ αyi
1+ αmˆui
))
(2.60)
Tal como no modelo de regressa˜o de Poisson, a estatı´stica de Pearson generalizada tambe´m
pode ser usada, sendo a sua expressa˜o dada por:
χ2P =
n
∑
i=1
(yi − µˆi)
µˆi + αµˆ
2
i
. (2.61)
Para amostras de tamanho grande, a estatı´stica de Pearson segue aproximadamente uma
distribuic¸a˜o qui-quadrado com n− (p + 1) graus de liberdade.
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Capı´tulo 3
Modelos de contagem para dados com
excesso de zeros
Em muitos casos da vida real, os dados de contagem conteˆm um nu´mero elevado de ze-
ros. Esta frequeˆncia na˜o esperada de valores nulos pode levar a que os dados na˜o possam
ser ajustados por uma distribuic¸a˜o de Poisson ou Binomial Negativa, distribuic¸o˜es nor-
malmente utilizadas para dados desta natureza. Neste capı´tulo sera˜o abordados modelos
que lidam com esta situac¸a˜o: modelos com zeros inflacionados e modelos com barreira.
Ale´m de tratarem este feno´meno, estes modelos tambe´m sa˜o u´teis para acomodar a
sobredispersa˜o muitas vezes presente neste tipo de dados.
3.1 Modelos com Zeros Inflacionados
A primeira aplicac¸a˜o de modelos com zeros inflacionados foi efetuada por ?), com a
utilizac¸a˜o de um modelo de regressa˜o de Poisson com zeros inflacionados. De acordo
com estes modelos, as contagens sa˜o modeladas atrave´s de dois processos: (i) o primeiro
trata do nu´mero excessivo de zeros; e (ii) o segundo trata das contagens (podendo al-
gumas destas ser nulas) atrave´s de uma distribuic¸a˜o de Poisson ou Binomial Negativa.
O primeiro processo ocorre com probabilidade pii enquanto o segundo ocorre com pro-
babilidade 1 − pii, sendo que este u´ltimo gera uma contagem a partir de um modelo
de Poisson ou a partir de um modelo Binomial Negativa, sendo pii definido como a
probabilidade de se observar um zero falso. Os zeros falsos sa˜o os zeros que na˜o proveˆm
de uma contagem de Poisson ou Binomial Negativa mas sim de uma massa pontual em
zero.
3.1.1 Modelo de regressa˜o de Poisson com zeros inflacionados
O modelo de regressa˜o de Poisson com zeros inflacionados (ZIP), assume para o primeiro
processo que
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P(Yi = 0) = P(zero falso) + (1− P(zero falso))× P(processo de contagem origina um
zero)
Como foi referido anteriormente, assumindo que a probabilidade de Yi ser um zero falso
e´ binomialmente distribuida com probabilidade pii, a equac¸a˜o anterior traduz-se em
P(Yi = 0) = pii + (1− pii)× P(processo de contagem origina um zero)
Tendo em conta que a probabilidade de se observar um zero segundo a distribuic¸a˜o
Poisson e´ dada por P(Yi = 0) =
µi
0e−µi
0! = e
−µi , a equac¸a˜o anterior pode ser reescrita como:
P(Yi = 0) = pii + (1− pii)× e−µi (3.1)
No segundo processo, assume-se que as contagens seguem uma distribuic¸a˜o de Poisson
com me´dia µi. A func¸a˜o de probabilidade de uma distribuic¸a˜o de Poisson e´ dada pela
seguinte fo´rmula:
f (yi;µi) =
µi
yi e−µi
yi!
, (3.2)
logo para o segundo processo tem-se
P(Yi = yi|xi) = (1− pii)× µi
yi e−µi
yi!
, (3.3)
onde µi = µ(xi) e pii = pi(xi), i = 1, . . . ,n.
Assim, a distribuic¸a˜o para um modelo ZIP e´ dada por:
P(Yi = yi|xi) =
{
pii + (1− pii)× e−µi se yi = 0
(1− pii)× µi
yi e−µi
yi!
se yi > 0
A me´dia µi das contagens positivas e´ modelada atrave´s de uma regressa˜o de Poisson, ou
seja:
log(µi) = Xiβ (3.4)
onde X e´ a matriz de observac¸o˜es das covaria´veis e o vetor β corresponde aos paraˆmetros
de regressa˜o.
A probabilidade de existir um zero falso e´ geralmente modelada atrave´s de uma re-
gressa˜o logı´stica:
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logit(pii) = Ziγ (3.5)
onde Z e γ sa˜o a matriz de observac¸o˜es das covaria´veis e o vetor dos paraˆmetros de
regressa˜o, respetivamente.
Utilizam-se as letras Z e γ para as covaria´veis e para os paraˆmetros de regressa˜o, respe-
tivamente, ja´ que na˜o teˆm de ser necessariamente os mesmos do modelo das contagens
positivas.
Utilizando propriedades sobre o valor esperado e a variaˆncia (E(Y) =∑y× f (y) e V(Y) =
E(Y2)− E(Y)2, a me´dia e variaˆncia para este modelo sa˜o dadas por (?)):
E(Yi) = µi × (1− pii)
V(Yi) = (1− pii)× (µi + pii × µi2),
logo V(Yi) > E(Yi).
Nos modelos de zeros inflacionados, as contagens nulas podem ser provenientes do pro-
cesso de contagem ou de uma massa pontual em zero. Assim, a estimac¸a˜o dos paraˆmetros
na˜o pode ser feita separadamente, o que se traduz no ajustamento conjunto da regressa˜o
logı´stica e da regressa˜o de Poisson no que diz respeito a` func¸a˜o de log-verosimilhanc¸a.
Segundo ?), a func¸a˜o de log-verosimilhanc¸a para o modelo de regressa˜o de Poisson com
zeros inflacionados e´ dada por:
LLPoissonzeroin f = ∑
yi=0
log(eziγ + e−e
xiβ)
+ ∑
yi>0
(yixiβ− exiβ)−
n
∑
i=1
log(1+ eziγ)
− ∑
yi>0
log(yi!)
Para este modelo, a estimac¸a˜o dos paraˆmetros e´ efetuada recorrendo ao algoritmo de
Newton-Rhapson ou ao me´todo iterativo dos mı´nimos quadrados reponderados.
?) desenvolveu um algoritmo EM que maximiza a func¸a˜o log-verosimilhanc¸a para este
modelo:
• Passo 1: Especificar valores iniciais β(0), γ(0),e e e0
• Passo 2: Calcular
Z(0)i (β
(0),γ(0)) =
{
[1+ e−ziγ(0)−exiβ
(0)
]−1 seyi = 0
0 seyi > 0
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• Passo 3: Encontrar o valor de βˆ atrave´s da maximizac¸a˜o de LL(β) e o valor de γˆ
atrave´s da maximizac¸a˜o de LL(γ), onde
LL(β) =
n
∑
i=1
(1− Zi)(yixiβ− exiβ
LL(γ)) ∑
yi=0
Ziziγ− ∑
yi=0
Zilog(1+ eziγ −
n
∑
i=1
(1− Zi)log(1+ eziγ)
• Passo 4: Se um dos seguintes crite´rios de paragem se verificar:
– ||βˆ− β(0)|| ≥ e
– ||γˆ− γ(0)|| ≥ e
– |LL(βˆ, γˆ− LL(β(0),γ(0))| ≥ e0,
o algoritmo converge. Se na˜o, definir β(0) = βˆ e γ(0) = γˆ e voltar ao Passo 2 ate´ o
me´todo convergir.
3.1.2 Modelo de regressa˜o Binomial Negativa com zeros inflacionados
Quando os dados ale´m de apresentarem um excesso de zeros, apresentam sobredis-
persa˜o (ou seja, quando a variaˆncia e´ muito superior a` me´dia), utiliza-se o modelo de
regressa˜o Binomial Negativa com zeros inflacionados, ja´ que a distribuic¸a˜o Binomial Ne-
gativa tem mais um paraˆmetro do que a distribuic¸a˜o de Poisson, sendo possı´vel ajustar a
variaˆncia independentemente da me´dia. A u´nica diferenc¸a entre este modelo e o modelo
de regressa˜o de Poisson com zeros inflacionados e´ a distribuic¸a˜o da varia´vel Yi, passando
a seguir a distribuic¸a˜o Binomial Negativa de paraˆmetros (µi,α) com zeros inflacionados.
A func¸a˜o de probabilidade deste modelo e´ dada por (?)):
P(Yi = yi|xi) =
 pii + (1− pii)× (
1
1+αµi
)
1
α se yi = 0
(1− pii)× Γ(yi+
1
α )
Γ(yi+1)Γ( 1α )
( 11+αµi )
1
α (1− 11+αµi )yi se yi > 0
,
onde α e´ uma constante na˜o negativa denominada paraˆmetro de heterogeneidade (?)).
A me´dia e variaˆncia do modelo de regressa˜o Binomial Negativa com zeros inflacionados
sa˜o dadas por (?); ?)):
E(Yi) = µi × (1− pii)
V(Yi) = (1− pii)× µi × (1+ piiµi + αµi)
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Note-se que, quando α tende para zero, a distribuic¸a˜o Binomial Negativa com zeros
inflacionados tende para a distribuic¸a˜o de Poisson com zeros inflacionados.
A func¸a˜o de log-verosimilhanc¸a do modelo de regressao Binomial Negativa com zeros
inflacionados e´ dada por (?)):
LLBNzeroin f = ∑
yi=0
log
[
eziγ +
(
1
1+ αexiβ
) 1
α
]
+ ∑
yi>0
ziγ
+ log
(
Γ
(
yi +
1
α
))
− log(yi!)− log
(
Γ
(
1
α
))
+ yi
[
log(αexiβ)− log(1+ αexiβ)
]
+
1
α
log
(
1
1+ αexiβ
)
+
n
∑
i=0
−log(1+ eziβ)
Tal como no modelo de regressa˜o de Poisson com zeros inflacionados, a estimac¸a˜o dos
paraˆmetros e´ efectuada recorrendo a me´todos como o algoritmo de Newton-Raphson ou
o me´todo iterativo dos mı´nimos quadrados reponderados.
3.2 Modelos com barreira
Um modelo com barreira ou um modelo hurdle e´, segundo ?), ”um modelo de contagem
modificado onde os processos que geram os zeros e as contagens positivas na˜o sa˜o ne-
cessariamente o mesmo”. A ideia para este modelo foi desenvolvida por ?), tendo sido
posteriormente desenvolvida por ?) e por ?) e ?). Utiliza-se o termo ”barreira”pois
interpretam-se as contagens positivas como tendo ultrapassado a barreira dos zeros.
Note-se que a barreira na˜o tem de encontrar-se necessariamente no valor zero, podendo
estar em qualquer valor de acordo com o problema em ana´lise.
Estes modelos sa˜o compostos por 2 partes:
• os dados sa˜o considerados como zeros vs na˜o-zeros e um modelo binomial (re-
gressa˜o logı´stica) e´ usado para modelar a probabilidade de um valor nulo ser ob-
servado.
• as contagens positivas (diferentes de zero) sa˜o modeladas atrave´s de uma distribuic¸a˜o
de Poisson truncada ou Binomial Negativa truncada.
Para cada parte, e´ necessa´rio considerar um conjunto de covaria´veis de interesse. Usual-
mente, designa-se por Z a matriz das observac¸o˜es das covaria´veis utilizadas na modelac¸a˜o
da primeira parte e por X a matriz das observac¸o˜es das covaria´veis escolhidas para
modelar a segunda parte. Se as covaria´veis selecionadas forem as mesmas, enta˜o X = Z.
No caso particular em que a probabilidade de um valor nulo ser observado na˜o depende
de covaria´veis, a matriz Z consiste apenas de uma coluna preenchida por 1’s.
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Formalmente, pode-se descrever um modelo com barreira atrave´s da seguinte fo´rmula
(?)):
Pbarreira(y; x,z,β,γ) =
{
Pzero(0;z,γ) se y = 0
(1− Pzero(0;z,γ))× Pcontagem(y;x,β)1−Pcontagem(0;x,β) se y > 0
onde x e z sa˜o os vetores das covaria´veis e β e γ sa˜o os paraˆmetros de regressa˜o do
modelo de contagem truncado e do modelo binomial, respetivamente.
A primeira equac¸a˜o representa a probabilidade de ocorreˆncia de uma observac¸a˜o nula. A
segunda equac¸a˜o apresenta a probabilidade de ocorreˆncia de uma observac¸a˜o na˜o nula
atrave´s da func¸a˜o de probabilidade de uma distribuic¸a˜o de Poisson truncada em yi = 0.
3.2.1 Modelo de regressa˜o de Poisson com barreira
A func¸a˜o de probabilidade do modelo de regressa˜o de Poisson com barreira e´ dada por
(?); ?)) :
P(Yi = yi) =
 1− pii se y = 0piie−µiµiyi
(1−e−µi )yi! se y > 0
onde pii e´ a probabilidade de se observar uma contagem na˜o nula. O processo de con-
tagem de Poisson exclui a probabilidade de existirem zeros, logo estamos perante uma
distribuic¸a˜o de Poisson truncada. A segunda equac¸a˜o do sistema diz que a probabilidade
de se observar uma contagem diferente de zero e´ igual a` probabilidade de na˜o existir um
zero multiplicada pela func¸a˜o de probabilidade de uma distribuic¸a˜o de Poisson truncada.
Para este modelo, temos as seguintes fo´rmulas para a me´dia e para a variaˆncia:
E(Yi) =
pii
1−e−µi × µi
V(Yi) =
pii
1−e−µi × (µi + µi2)− (
pii
1−e−µi × µi)
2
A estimac¸a˜o dos paraˆmetros e´ baseada no me´todo da ma´xima verosimilhanc¸a. Como o
processo de contagem na˜o pode produzir contagens nulas, a func¸a˜o de verosimilhanc¸a
pode ser estimada como uma soma de 2 func¸o˜es log-verosimilhanc¸as diferentes. Neste
modelo, a func¸a˜o de log-verosimilhanc¸a pode ser escrita do seguinte modo (?)):
LLbarreira = ∑
yi>0
ziγ−
n
∑
i=i
log(1+ eziγ) + ∑
yi>0
[yixiβ− exiβ − log(1− eexiβ)− log(yi!)]
= LL(ziγ) + LL(xiβ),
onde LL(ziγ) e´ a func¸a˜o de log-verosimilhanc¸a do modelo de regressa˜o logı´stica e LL(xiβ)
e´ a func¸a˜o de log-verosimilhanc¸a de um modelo de regressa˜o de Poisson truncado.
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3.2.2 Modelo de regressa˜o Binomial Negativa com barreira
A func¸a˜o de probabilidade do modelo de regressa˜o Binomial Negativa com barreira e´
dada por (?); ?)):
P(Yi = yi) =
 1− pii se y = 0pii[ Γ(yi+ 1α )Γ(yi+1)Γ( 1α )( 11+αµi ) 1α (1− 11+αµi )yi)]/(1− ( 11+αµi ) 1α ) se y > 0,
onde pii e´ a probabilidade de se observar uma contagem na˜o nula. Tal como no modelo de
regressa˜o de Poisson com barreira, o processo de contagem e´ independente do processo
das contagens nulas, logo a probabilidade de se observar uma contagem diferente de zero
e´ igual a` probabilidade de na˜o existir um zero multiplicada pela func¸a˜o de probabilidade
de uma distribuic¸a˜o Binomial Negativa truncada.
Para este modelo, a me´dia e a variaˆncia sa˜o dadas por (?)):
E(Yi) =
pii
1−
(
1
α
µi+
1
α
) 1
α
× µi
V(Yi) =
pii
1−
(
1
α
µi+
1
α
) 1
α
× (µi + µi2(1+ α))−
 pii
1−
(
1
α
µi+
1
α
) 1
α
× µi

2
Tal como no modelo de regressa˜o de Poisson com barreira, a func¸a˜o de verosimilhanc¸a
deste modelo tambe´m e´ estimada como a soma de func¸o˜es log-verosimilhanc¸a diferentes,
podendo ser escrita do seguinte modo (?)):
LLbarreira = ∑
yi>0
ziγ−
n
∑
i=i
log(1+ eziγ)
+ ∑
yi>0
[log(Γ(yi +
1
α
))− log(Γ(yi + 1))− log
(
Γ
(
1
α
))
− log(1+ e
xiβ)
α
+ yilog
(
αexiβ
1+ αexiβ
)
− log
(
1−
(
1+ αexiβ
)− 1α)
= LL(ziγ) + LL(xiβ),
onde LL(ziγ) e´ a func¸a˜o de log-verosimilhanc¸a do modelo de regressa˜o logı´stica e LL(xiβ)
e´ a func¸a˜o de log-verosimilhanc¸a de um modelo de regressa˜o Binomial Negativa trun-
cado.
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Capı´tulo 4
Ana´lise Estatı´stica
Neste capı´tulo e´ feita uma ana´lise descritiva da base de dados considerada neste trabalho
e apresentados os va´rios modelos de regressa˜o usados na sua ana´lise.
4.1 Ana´lise Explorato´ria e Descritiva da Base de Dados
Para esta tese, a base de dados foi providenciada pela empresa AXA S.A. e incide sobre
496729 indivı´duos com apo´lices de seguros rodovia´rios. No total, registaram-se 88502
acidentes num perı´odo de 2 anos, com inı´cio em 1 de janeiro de 2010 e te´rmino em 31 de
dezembro de 2011. A base de dados fornecida regista, para cada observac¸a˜o, varia´veis
relacionadas com a viatura, sendo o conjunto das varia´veis composto por varia´veis ca-
tego´ricas: marca, tipo de carroc¸aria, nu´mero de velocidades, nu´mero de portas, nu´mero
de lugares, tipo de caixa, tipo de combustı´vel e trac¸a˜o; e por varia´veis contı´nuas: cilin-
drada, nu´mero de cavalos, distaˆncia entre eixos, peso, idade do veı´culo e idade do seguro.
No entanto, em discussa˜o com o co-orientador Luı´s Maranha˜o, atua´rio da empresa,
decidiu-se proceder a` transformac¸a˜o das varia´veis contı´nuas em varia´veis catego´ricas.
A motivac¸a˜o para esta decisa˜o prende-se com o facto de ser mais intuitivo pensar em
intervalos de valores ja´ que pequenas diferenc¸as nos valores de varia´veis contı´nuas na˜o
representam alterac¸o˜es significativas ao nı´vel da capacidade dos veı´culos. Em relac¸a˜o a`s
varia´veis catego´ricas, devido a` pouca representatividade de algumas classes, procedeu-
se ao agrupamento de algumas categorias numa so´. Relativamente a` codificac¸a˜o das
mesmas no R, por defeito, o software toma como categoria de refereˆncia a primeira
categoria de cada varia´vel, podendo esta definic¸a˜o ser alterada. Assim, no caso de uma
varia´vel catego´rica cujos factores sa˜o caracteres alfabe´ticos, a categoria de refereˆncia sera´
a correspondente a` primeira palavra por ordem alfabe´tica. As varia´veis cujos factores
sa˜o dados por caracteres nume´ricos tem como categoria de refereˆncia a classe 1.
De seguida apresenta-se uma explorac¸a˜o suma´ria das varia´veis explicativas e da varia´vel
resposta, acompanhada de gra´ficos descritivos e medidas nume´ricas sobre as mesmas.
• Marca
A varia´vel Marca diz respeito a` marca do automo´vel, sendo composta por 59 ti-
pos de marcas diferentes. No entanto, um nu´mero elevado destas sa˜o pouco re-
presentativas como e´ o caso das marcas Aro, Autobianchi, Cadillac e Galloper. As-
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sim, existiu a necessidade de agrupar classes e, a conselho do co-orientador Luı´s
Maranha˜o, agruparam-se as 45 marcas menos representativas numa nova classe,
Outra. Obteve-se assim uma varia´vel catego´rica composta por 15 marcas de carro
diferentes. As tabelas seguintes mostram as diferentes marcas, bem como as suas
frequeˆncias absoluta e relativa.
Audi 38102 (7.7%) Honda 4834 (1%) Peugeot 33425 (6.8%)
BMW 18492 (3.8%) Mercedes-Benz 48599 (9.8%) Renault 46156 (9.3%)
Citro¨en 13700 (2.8%) Nissan 28839 (5.8%) Seat 10928 (2.2%)
Fiat 16165 (3.2%) Opel 54364 (10.9%) Toyota 17786 (3.6%)
Ford 18051 (3.6%) Outra 109420 (22%) Volkswagen 37428 (7.5%)
Tabela 4.1: Frequeˆncias absoluta e relativa da varia´vel Marca
• Carroc¸aria
A carroc¸aria de uma viatura e´ a estrutura fı´sica que a envolve, definindo a sua
forma. E´ constituı´da pelo cofre do motor, habita´culo dos passageiros e mala. A ta-
bela seguinte permite visualizar os tipos de carroc¸aria existentes na base de dados,
bem como a sua frequeˆncia absoluta.
Carroc¸aria Frequeˆncias absoluta e relativa
Cabriolet 15823 (3.2%)
Com 129069 (26%)
Coupe´ 18218 (3.7%)
Lim 285952 (57.6%)
Monovolume 46167(9.3%)
Roadster 1142(0.2%)
Targa 358(0.1%)
Tabela 4.2: Frequeˆncias absoluta e relativa da varia´vel Carroc¸aria
A divisa˜o em classes foi efectuada entre ”Lim”que passou a ser designada por
”normal”, ja´ que e´ a carroc¸aria correspondente ao tipo de carro mais comum, o
carro ligeiro de passageiros. Todas as outras classes de carroc¸aria foram agrupadas
na classe ”outra”.
Normal Outra
285952 (57.6%) 210777 (42.4%)
Tabela 4.3: Frequeˆncias absoluta e relativa da varia´vel Carroc¸aria
• Cilindrada
A cilindrada e´ definida como o volume varrido pelo deslocamento de uma pec¸a
mo´vel numa caˆmara hermeticamente fechada durante um movimento unita´rio. E´
medida em litros ou centı´metros cu´bicos (unidade utilizada pela AXA). Na base de
dados, a me´dia da cilindrada e´ de 1867 cm3, sendo o valor ma´ximo de 6761 cm3 e
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o valor mı´nimo de 599 cm3. A figura 4.1 evidencia uma predominaˆncia de veı´culos
com cilindrada entre os 1000 e os 2000 cm3.
Figura 4.1: Boxplot e Histograma da varia´vel Cilindrada
A cilindrada foi dividida em 3 classes: a primeira classe engloba todos os veı´culos
cuja cilindrada e´ menor que 1300 cm3, a segunda classe diz respeito aos veı´culos
cuja cilindrada esta´ compreendida entre os 1300 e os 1800 cm3, inclusive´ e a terceira
classe os restantes, ou seja, com cilindrada superior a 1800 cm3.
Classe 1 Classe 2 Classe 3
83650 (16.8%) 204121 (41.1%) 208958 (42.1%)
Tabela 4.4: Frequeˆncias absoluta e relativa da varia´vel Cilindrada
• Nu´mero de Cavalos
O nu´mero de cavalos de uma viatura e´ uma medida do poder da mesma. O termo
foi criado no se´culo XVII pelo engenheiro James Watt para comparar o output de
motores a vapor com o poder de cavalos, meio de trabalho utilizado previamente a`
invenc¸a˜o dos motores a vapor. 1 cavalo corresponde a 746 watts, aproximadamente.
Verifica-se que a me´dia desta varia´vel e´ de 124 cavalos, sendo o valor ma´ximo de
640 cavalos e o valor mı´nimo de 29 cavalos. A maior parte dos veı´culos apresenta
um nu´mero de cavalos entre os 50 e os 150.
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Figura 4.2: Boxplot e Histograma da varia´vel Cavalos
Esta varia´vel foi dividida em 3 classes: os veı´culos com nu´mero de cavalos igual ou
inferior a 75 cavalos pertencem a` primeira classe, aqueles com nu´mero de cavalos
entre os 75 e os 100, inclusive, pertencem a` segunda classe, e os veı´culos com mais
de 100 cavalos pertencem a` 3a classe.
Classe 1 Classe 2 Classe 3
142050 (28.6%) 106886 (21.5%) 247793 (49.9%)
Tabela 4.5: Frequeˆncias absoluta e relativa da varia´vel Cavalos
• Caixa
A varia´vel Caixa diz respeito a` caixa de velocidades (ou de mudanc¸as) de uma vi-
atura. A caixa de velocidades tem como principal objectivo transformar a poteˆncia
do motor em forc¸a ou velocidade. As caixas de velocidades podem ser manuais,
ou seja, o condutor e´ responsa´vel pela mudanc¸a da velocidade, automa´tica, onde a
selec¸a˜o da velocidade apropriada e´ efectuada sem intervenc¸a˜o do condutor, semi-
automa´tica, existindo um sistema de controlo que, tal como numa caixa de veloci-
dades automa´tica, seleciona as velocidades mas com a opc¸a˜o de o condutor poder
tomar controlo dessa selec¸a˜o. A codificac¸a˜o da varia´vel foi realizada em 2 nı´veis: o
primeiro diz respeito aos veı´culos com caixa manual e o segundo a todos os outros
veı´culos com caixas de mudanc¸as automa´ticas ou semi-automa´ticas.
Caixa manual Caixa na˜o manual
402876 (81.1%) 93853 (18.9%)
Tabela 4.6: Frequeˆncias absoluta e relativa da varia´vel Caixa
• Velocidades
O nu´mero me´dio de velocidades das viaturas da amostra e´ de 5, sendo o nu´mero
ma´ximo de 8 velocidades e o nu´mero mı´nimo de 3 velocidades.
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Velocidades Frequeˆncias absoluta e relativa
3 5664 (1.14%)
4 27764 (5.59%)
5 289923 (58.37%)
6 157810 (31.77%)
7 15086 (3.04%)
8 482 (0.1%)
Tabela 4.7: Frequeˆncias absoluta e relativa da varia´vel Velocidades
Procedeu-se a` sua divisa˜o em 2 classes: na 1a classe encontram-se todos os veı´culos
com 5 velocidades e na 2a encontram-se os veı´culos com um nu´mero de velocidades
diferente de 5.
Classe 1 Classe 2
323351 (65.1%) 173378 (34.9%)
Tabela 4.8: Frequeˆncias absoluta e relativa da varia´vel Velocidades
• Portas
A varia´vel Portas refere-se ao nu´mero de portas de uma viatura, onde o nu´mero
total de portas tambe´m inclui a porta traseira da mala.
Figura 4.3: Histograma da varia´vel Portas
Esta varia´vel foi codificada em 2 nı´veis: o primeiro diz respeito aos veı´culos com
menos de 5 portas e o segundo aos veı´culos com 5 ou 6 portas.
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Classe 1 Classe 2
239566(48.2%) 257163 (51.8%)
Tabela 4.9: Frequeˆncias absoluta e relativa da varia´vel Portas
• Lugares
O nu´mero de lugares refere-se ao nu´mero total de passageiros que uma viatura
pode legalmente transportar. O nu´mero me´dio de lugares na amostra e´ de 5 lugares,
sendo o nu´mero ma´ximo 9 lugares e o nu´mero mı´nimo 2 lugares.
Lugares Frequeˆncias absoluta e relativa
2 5742 (1.2%)
4 41064 (8.3%)
5 421790 (84.9%)
6 867 (0.2%)
7 16374 (3.3%)
8 10842 (2%)
9 50 (0.01%)
Tabela 4.10: Frequeˆncias absoluta e relativa da varia´vel Nu´mero de Lugares
O nu´mero de lugares foi dividido em 2 classes: na 1a classe encontram-se todos os
veı´culos com 5 lugares e na 2a encontram-se os veı´culos com um nu´mero de lugares
diferente de 5.
Classe 1 Classe 2
421790 (84.9%) 74939 (15.1%)
Tabela 4.11: Frequeˆncias absoluta e relativa da varia´vel Lugares
• Combustı´vel
O tipo de combustı´vel usado divide-se entre gasolina e gaso´leo. O primeiro e´
obtido atrave´s do processamento de petro´leo. A` gasolina sa˜o geralmente adici-
onados aditivos que visam aumentar a performance do combustı´vel. O gaso´leo
(ou o´leo diesel) e´ derivado da destilac¸a˜o do petro´leo, formado principalmente por
hidrocarbonetos (carbono e hidroge´nio) e, em menores concentrac¸o˜es, por enxofre,
nitroge´nio e oxige´nio. Algumas das vantagens dos carros movidos a gaso´leo face
aos carros movidos a gasolina passam pelo prec¸o mais reduzido e menor consumo
de combustı´vel. No entanto, a escolha de viaturas com tipos de combustı´vel dife-
rentes deve ser adequada a` necessidade de cada condutor, dependendo se faz uma
conduc¸a˜o longa, isto e´, se percorre grandes distaˆncias ou se utiliza o carro para
deslocac¸o˜es curtas. Pode-se verificar na tabela 4.12 que a amostra e´ constituı´da de
uma forma homoge´nea em relac¸a˜o ao tipo de combustı´vel utilizado pelas viaturas.
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Gaso´leo Gasolina
246374 (49.6%) 250355 (50.4%)
Tabela 4.12: Frequeˆncias absoluta e relativa da varia´vel Combustı´vel
• Distaˆncia entre eixos
A distaˆncia entre eixos e´ a distaˆncia entre os eixos dianteiro e traseiros, sendo
usualmente medida entre os centros das rodas dianteira e traseira do mesmo lado
de cada eixo. Esta varia´vel e´ determinante no que diz respeito a` estabilidade de um
veı´culo. A unidade de medida da distaˆncia entre eixos e´ o centı´metro. Na amostra
recolhida, a me´dia da distaˆncia entre eixos e´ de aproximadamente 2600 cm, sendo
a distaˆncia ma´xima de 3400 cm e a distaˆncia mı´nima de 1812 cm.
Figura 4.4: Boxplot e Histograma da varia´vel Distaˆncia entre Eixos
A distaˆncia entre eixos foi dividida em 2 nı´veis: o primeiro engloba os veı´culos
cuja distaˆncia entre eixos e´ inferior a 2600 cm3 e o segundo todos os veı´culos cuja
distaˆncia entre eixos e´ igual ou superior a 2600 cm3.
Classe 1 Classe 2
251957 (50.7%) 244772 (49.3%)
Tabela 4.13: Frequeˆncias absoluta e relativa da varia´vel Distaˆncia entre Eixos
• Trac¸a˜o
A trac¸a˜o de uma viatura diz respeito a` forc¸a exercida sobre o pneu, sendo necessa´ria
para deslocar a viatura. O motor de um carro produz forc¸a de torc¸a˜o, designada
por torque, que faz o veı´culo mover-se. As diversas mudanc¸as de velocidade mul-
tiplicam o torque e distribuem-no a`s rodas. Quando apenas as rodas da frente
ou as rodas traseira puxam o carro, designa-se por trac¸a˜o a 2 rodas. Quando
todas as rodas do carro deslocam o veı´culo, estamos perante trac¸a˜o a`s 4 rodas. As
viaturas da amostra sa˜o compostas maioritariamente por carros com trac¸a˜o a`s 2
rodas, evidenciado pela tabela 4.14. A categoria de refereˆncia e´ trac¸a˜o a 2 rodas.
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Trac¸a˜o a 2 rodas Trac¸a˜o a 4 rodas
452238 (91%) 44492 (9%)
Tabela 4.14: Frequeˆncias absoluta e relativa da varia´vel Trac¸a˜o
• Peso
O peso do veı´culo e´ definido como a soma do peso do chassis do carro (estrutura de
suporte do carro), da carroc¸aria, do motor, das rodas e todas as partes constituintes
da viatura. Na˜o e´ incluı´do o peso do condutor, dos passageiros ou da carga que o
veı´culo pode eventualmente levar. Ao peso do veı´culo em vazio tambe´m se da´ o
nome de tara. A me´dia do peso do carro e´ de 1319 kg. O veı´culo mais pesado pesa
2745 kg e o veı´culo mais leve pesa 572 kg.
Figura 4.5: Boxplot e Histograma da varia´vel Peso
A varia´vel peso foi dividida em 3 classes: a primeira diz respeito aos veı´culos cujo
peso e´ menor do que 1250 kg, exclusive´; a segunda classe engloba os veı´culos cujo
peso se encontra entre os 1250 e os 1500 kg, inclusive´; a` u´ltima classe pertencem as
viaturas cujo peso e´ superior a 1500 kg.
Classe 1 Classe 2 Classe 3
224241 (45.1%) 129448 (26.1%) 143040 (28.8%)
Tabela 4.15: Frequeˆncias absoluta e relativa da varia´vel Peso
• Idade do veı´culo
A idade do veı´culo indica o nu´mero de anos que a viatura tem. Recorrendo a` figura
4.6, verifica-se que a amostra e´ maioritariamente constituı´da por veı´culos recentes.
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Figura 4.6: Histograma da varia´vel Idade do Veı´culo
Esta varia´vel foi codificada em 5 classes, que se podem observar na tabela 4.16:
Idade (em anos) Frequeˆncias absoluta e relativa
≤ 4 85971 (17.3%)
]4− 8] 96920 (19.5%)
]8− 12] 127746 (25.7%)
]12− 25] 179381 (36.1%)
> 25 6711 (1.4%)
Tabela 4.16: Frequeˆncias absoluta e relativa da varia´vel Idade do Veı´culo
• Idade do Seguro
A idade do seguro prende-se com o nu´mero de anos do contrato do seguro au-
tomo´vel realizado por cada indivı´duo. Analisando a figura 4.7, constata-se que a
amostra apresenta uma grande percentagem de veı´culos recentes.
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Figura 4.7: Histograma da varia´vel Idade do Seguro
O nu´mero de anos da apo´lice foi dividido em 4 categorias, que podem ser observa-
das na tabela apresentada abaixo:
Idade (em anos) ≤ 1 ]1− 2] ]2− 5] > 5
Frequeˆncia 167625 (33.7%) 68050 (13.7%) 122363 (24.6%) 138691 (27.9%)
Tabela 4.17: Frequeˆncias absoluta e relativa da varia´vel Idade do Seguro
• Nu´mero de Acidentes
O nu´mero de acidentes e´ a varia´vel resposta e e´ sobre ela que se pretende analisar
o efeito das varia´veis explicativas descritas anteriormente. O primeiro gra´fico da
figura 4.8 evidencia claramente o excesso de respostas nulas, perfazendo estas 85%
da amostra. O segundo gra´fico permite visualizar a frequeˆncia da varia´vel resposta
quando esta na˜o e´ igual a zero, concluindo-se que, dos 15% de observac¸o˜es que
registaram pelo menos um acidente, a sua maioria diz respeito a viaturas com 1 ou
2 acidentes.
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Figura 4.8: Histogramas da varia´vel resposta Nu´mero de Acidentes
A tabela 4.18 apresenta a frequeˆncia absoluta das observac¸o˜es por nu´mero de aci-
dentes e, entre pareˆntesis, a frequeˆncia relativa.
Nu´mero de Acidentes Frequeˆncia Absoluta (Frequeˆncia Relativa)
0 421378 (84.83%)
1 64214 (12.92%)
2 9488 (1.91%)
3 1364 (0.27%)
4 228 (0.04%)
5 43 (< 0.01%)
6 10 (< 0.01%)
7 3 (< 0.01%)
12 1 (< 0.01%)
Tabela 4.18: Frequeˆncia absoluta da varia´vel resposta Nu´mero de Acidentes
• Nu´mero de dias
A cada viatura esta´ associado um nu´mero de dias no qual a apo´lice esteve em
vigor entre 1 de janeiro de 2010 e 31 de dezembro de 2011, podendo tomar um
valor mı´nimo de 1 e um valor ma´ximo de 730. A figura 4.9 ilustra o histograma
do nu´mero de dias em que as apo´lices estiveram em vigor. Verifica-se que mais
de metade das observac¸o˜es (≈ 56%) estiveram em vigor durante todo o perı´odo
temporal em ana´lise. Esta varia´vel e´ considerada como um offset no ajustamento do
modelo, na˜o se tratando de uma varia´vel explicativa como as restantes.
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Figura 4.9: Histograma do Nu´mero de Dias
A tabela 4.19 representa a codificac¸a˜o das varia´veis explicativas no R, com o objectivo de
clarificar o output devolvido pelo R aquando do ajustamento dos modelos.
Nome da Varia´vel Varia´vel no R
Marca marca
Carroc¸aria car
Cilindrada cil
Nu´mero de Cavalos cavalos
Caixa caixa
Velocidades vel
Portas portas
Combustı´vel comb
Peso peso
Idade do Veı´culo iv
Idade do Seguro is
Tabela 4.19: Codificac¸a˜o das varia´veis no R
Do conjunto das varia´veis explicativas, foram escolhidas algumas que, na opinia˜o do
co-orientador Luı´s Maranha˜o, pudessem apresentar interac¸a˜o. No caso de se verificar
interac¸a˜o entre 2 varia´veis, o modelo deve ser ajustado tendo em conta este feno´meno.
Assim, foram selecionados 2 conjuntos de varia´veis, onde o primeiro e´ constituı´do pelas
varia´veis Peso, Nu´mero de Cavalos, Cilindrada, Combustı´vel, enquanto o segundo e´ formado
pelas varia´veis Idade do Veı´culo e Idade do Seguro, sendo que, no decorrer do ajustamento
dos modelos, se testaram todas as interac¸o˜es entre 2 varia´veis do mesmo conjunto. O
nu´mero reduzido de varia´veis explicativas consideradas prende-se com razo˜es de com-
plexidade computacional ja´ que o nu´mero total de interac¸o˜es a testar e´ elevado. Por
exemplo, para interac¸o˜es de 2o grau, no caso em questa˜o em que existem 14 varia´veis
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explicativas, terı´amos de testar 91 interac¸o˜es. Ale´m disso, apenas se verificou a existeˆncia
de interac¸o˜es de ordem igual a 2 e na˜o superior, ja´ que se tornariam mais difı´ceis de
interpretar.
4.2 Regressa˜o de Poisson e Regressa˜o Binomial Negativa
Face ao objetivo do estudo e dado que estamos a lidar com dados de contagem, re-
corremos ao modelo de regressa˜o de Poisson para fazer um ajustamento aos dados.
Recorrendo a` func¸a˜o glm da biblioteca stats do software R, comec¸a´mos por considerar
um modelo de regressa˜o de Poisson. A selec¸a˜o de varia´veis foi realizada atrave´s de
procedimentos de selec¸a˜o automa´tica, para um nı´vel de significaˆncia (valor-p) de 0.05.
Dado que as varia´veis explicativas esta˜o divididas por fatores, cada fator tera´ um nı´vel
de significaˆncia diferente. Assim, no caso de um modelo apresentar uma varia´vel em que
pelo menos um dos fatores tem um nı´vel de significaˆncia menor ou igual do que 0.05, essa
varia´vel e´ incluı´da no modelo, mesmo que outro fator da mesma varia´vel apresente um
nı´vel de significaˆncia superior ao limite estabelecido de 0.05. E´ apresentada em anexo a
tabela com as varia´veis explicativas selecionadas, bem como o valor, erro-padra˜o e nı´vel
de significaˆncia dos paraˆmetros de regressa˜o estimados associados a`s varia´veis.
Para o modelo de regressa˜o de Poisson, os valores do AIC e do BIC sa˜o iguais a 487798
e 488365, respetivamente. O paraˆmetro de dispersa˜o φ e´ igual a 1.227. Como o valor
de φ e´ ligeiramente superior a 1 e´ possı´vel que o modelo apresenta sobredispersa˜o. O
ca´lculo do paraˆmetro de sobredispersa˜o e´ efetuado dividindo o valor da desviaˆncia pelos
graus de liberdade do modelo. Na pra´tica, um valor de φ perto de 1 na˜o apresenta pro-
vas de sobredispersa˜o, utilizando-se nesta tese um valor de corte de 1.2 como sugesta˜o
de existeˆncia de sobredispersa˜o. A figura 4.10 ilustra alguns gra´ficos de diagno´stico
relativos ao modelo de regressa˜o de Poisson com o objectivo de se obter uma melhor
compreensa˜o do modelo em questa˜o.
Analisando os gra´ficos verifica-se que o modelo em causa na˜o traduz um bom ajus-
tamento aos dados. A figura 4.10(a) diz respeito ao boxplot dos resı´duos. Tomando
como valor de corte o valor 3 (valor de refereˆncia geralmente utilizado para identificar
outliers1), existem 1502 observac¸o˜es com resı´duos elevados. No segundo gra´fico (figura
4.10(b)), e´ evidenciado o aumento do valor dos resı´duos a` medida que o nu´mero de
acidentes aumenta. Ale´m disso, dentro das observac¸o˜es com o mesmo nu´mero de aciden-
tes, verifica-se que aquelas cujos valores ajustados pelo modelo sa˜o menores apresentam
resı´duos maiores, o que e´ esperado visto que a diferenc¸a entre valor ajustado e valor
observado e´ maior. A figura 4.10(c) evidenciam o contraste entre os valores observados
e os valores ajustados pelo modelo, sendo que estes nunca ultrapassam 0.5, traduzindo
assim um mau ajustamento do modelo aos dados em questa˜o, ja´ que todos os valores sa˜o
classificados como 0. As figuras 4.10(d) e 4.10(e) dizem respeito aos valores das distaˆncias
de Cook e das leverages, respetivamente, onde as linhas horizontais de cor verde repre-
sentam o valor de corte para cada uma das medidas. Existem 29341 observac¸o˜es com
1sugerido pela coorientadora Prof.a Doutora Ana Rita Gaio
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(a) Boxplot dos Resı´duos (b) Valores ajustados versus Resı´duos
(c) Valores ajustados versus Valores
observados
(d) Distaˆncias de Cook
(e) Leverages
Figura 4.10: Gra´ficos de diagno´stico do Modelo de Regressa˜o de Poisson
valores de leverage acima do valor de corte (=0.00021) e 23370 observac¸o˜es com valores
de distaˆncia de Cook acima do valor de corte (=8.05e-06). As tabelas 4.20 e 4.21 permitem
discriminar estas observac¸o˜es por nu´mero de acidentes.
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Nu´mero de Acidentes 0 1 2 3 4 5 6
Nu´mero de Observac¸o˜es 24313 4216 680 103 22 6 1
Tabela 4.20: Observac¸o˜es com leverage superior ao valor de corte (Modelo de regressa˜o
de Poisson)
Nu´mero de Acidentes 0 1 2 3 4 5 6 7 12
Nu´mero de Observac¸o˜es 189 12044 9488 1364 228 43 10 3 1
Tabela 4.21: Observac¸o˜es com distaˆncia de Cook superior ao valor de corte (Modelo de
regressa˜o de Poisson)
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A possı´vel existeˆncia de sobredispersa˜o no modelo em causa, juntamente com os maus
resultados retirados da ana´lise gra´fica remete-nos para o ajustamento aos dados de um
modelo de regressa˜o Binomial Negativa. Recorrendo a` func¸a˜o glm.nb() da biblioteca
MASS do R, o ajustamento aos dados em ana´lise foi feito de forma ana´loga ao ajusta-
mento do modelo de regressa˜o de Poisson. Outra hipo´tese seria recorrer a um modelo
Quasi-Poisson. No entanto, visto que o modelo de Quasi-Poisson na˜o tem uma func¸a˜o
de probabilidade especı´fica, na˜o existe func¸a˜o de verosimilhanc¸a, logo na˜o e´ possı´vel
recorrer a procedimentos de selec¸a˜o automa´tica de varia´veis explicativas (?)), o que torna
o processo de ajustamento muito exigente computacionalmente. No modelo de Quasi-
Poisson, e´ apenas estabelecida uma relac¸a˜o entre a me´dia e a variaˆncia atrave´s de uma
func¸a˜o de variaˆncia que inclui um factor multiplicativo conhecido como o paraˆmetro de
sobredispersa˜o.
O ajustamento do modelo de regressa˜o Binomial Negativa foi efetuado de maneira ana´loga
ao ajustamento do modelo de regressa˜o de Poisson. Testou-se a significaˆncia estatı´stica
das interac¸o˜es supramencionadas e utilizou-se um crite´rio de selec¸a˜o automa´tica para
escolher as varia´veis significativas. Remete-se para anexo o resultado final do modelo de
regressa˜o Binomial Negativa.
Verificou-se que o conjunto de varia´veis explicativas estatisticamente significativas coin-
cide com o respetivo conjunto do modelo de regressa˜o de Poisson. Verifica-se tambe´m
que o valor dos paraˆmetros de regressa˜o estimados sa˜o praticamente iguais em ambos os
modelos. No entanto, o erro padra˜o e´ ligeiramente superior no modelo de regressa˜o
Binomial Negativa, visto que este modelo tem em conta a heterogeneidade presente
e, portanto, multiplica os erros padra˜o pela raiz quadrada de (1 + αµ) (?)). Por esta
raza˜o, os valores dos riscos relativos sa˜o apresentados na tabela seguinte, sendo a sua
interpretac¸a˜o ana´loga a` realizada para o modelo de regressa˜o de Poisson. O modelo de
regressa˜o Binomial Negativa apresentou um AIC e um BIC de 484151 e 484729, respetiva-
mente. Concluı´mos assim, com base tanto no AIC como no BIC, que este modelo sugere
um melhor ajustamento aos dados. Nos modelos que se seguem, iremos de novo calcular
os valores de AIC e de BIC, embora na˜o os vamos utilizar para escolher os modelos uma
vez que o conjunto das observac¸o˜es a que eles sa˜o aplicados nunca e´ o mesmo.
Tal como no modelo de regressa˜o de Poisson, elaboraram-se gra´ficos de diagno´stico para
o modelo de regressa˜o Binomial Negativa, com o intuito de perceber se o ajustamento
aos dados e´ bom ou mau.
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(a) Boxplot dos Resı´duos (b) Valores ajustados versus Resı´duos
(c) Valores ajustados versus Valores
observados
(d) Distaˆncias de Cook
(e) Leverages
Figura 4.11: Gra´ficos de diagno´stico do Modelo de Regressa˜o Binomial Negativa
Tomando como ponto de corte o valor 3, verifica-se que existem 402 observac¸o˜es com
resı´duo acima deste valor. Ale´m disso, estas observac¸o˜es apresentam todas pelo menos
um acidente. A ana´lise tambe´m revelou que todos as observac¸o˜es com pelo menos 4
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acidentes apresentaram resı´duos superiores a 3. As observac¸o˜es com 0 acidentes apre-
sentaram todas um valor absoluto de resı´duo da desviaˆncia inferior a 3. As concluso˜es re-
tiradas da ana´lise dos gra´ficos de diagno´stico sa˜o ana´logas a`s dos gra´ficos de diagno´stico
do modelo de regressa˜o de Poisson, o que se pode verificar pela semelhanc¸a entre as
imagens. Relativamente a`s distaˆncias de Cook, 20139 observac¸o˜es apresentaram um va-
lor superior ao valor de corte (=8.05e-06), sendo que todas as observac¸o˜es com mais de 2
acidentes fazem parte desse conjunto. No que diz respeito a`s leverages, 24067 observac¸o˜es
teˆm leverage alta (valor de corte = 0.00021), sendo 82% indivı´duos com 0 acidentes.
Nu´mero de Acidentes 0 1 2 3 4 5 6
Nu´mero de Observac¸o˜es 20177 3282 517 70 16 4 1
Tabela 4.22: Observac¸o˜es com leverage superior ao valor de corte (Modelo de regressa˜o
Binomial Negativa)
Nu´mero de Acidentes 0 1 2 3 4 5 6 7 12
Nu´mero de Observac¸o˜es 184 8818 9488 1364 228 43 10 3 1
Tabela 4.23: Observac¸o˜es com distaˆncia de Cook superior ao valor de corte (Modelo de
regressa˜o Binomial Negativa)
O facto de existir um nu´mero elevado de observac¸o˜es com elevada repercussa˜o e in-
flueˆncia no modelo levou a` considerac¸a˜o de uma abordagem diferente no que diz res-
peito ao ajustamento dos dados. O ajustamento de um modelo sem estas observac¸o˜es
acarreta uma perda grave de informac¸a˜o ja´ que se estaria a retirar uma grande percenta-
gem de indivı´duos com pelo menos um acidente, aumentando assim a percentagem de
contagens nulas. Decidiu-se enta˜o agregar o nu´mero de acidentes igual ou superior a 3
numa so´ classe, como se pode observar na tabela 4.24.
0 1 2 >=3
421738 (84.8%) 64214 (12.9%) 9488 (1.9%) 1649 (0.3%)
Tabela 4.24: Frequeˆncias absoluta e relativa da resposta Nu´mero de Acidentes com 4 classes
O ajustamento de um modelo de regressa˜o de Poisson continuou a sugerir uma pequena
sobredispersa˜o (φ= 1.21), tal como o primeiro modelo de regressa˜o de Poisson, pelo que
se prosseguiu com o ajustamento de um modelo de regressa˜o Binomial Negativa, o qual
pode ser consultado na tabela em anexo.
A ana´lise do segundo modelo de regressa˜o Binomial Negativa ale´m de confirmar a igual-
dade de varia´veis explicativas selecionadas, revela valores de paraˆmetros de regressa˜o
bastante semelhantes. Para este modelo obteve-se um AIC de 482751 e um BIC de 483329.
A figura 4.12 ilustra os gra´ficos de diagno´stico relativos ao segundo modelo de regressa˜o
Binomial Negativa:
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(a) Boxplot dos Resı´duos (b) Valores ajustados versus
Resı´duos
(c) Valores ajustados versus Va-
lores observados
(d) Distaˆncias de Cook (e) Leverages
Figura 4.12: Gra´ficos de diagno´stico do Segundo Modelo de Regressa˜o Binomial Nega-
tiva
As observac¸o˜es com 0 acidentes registaram um valor absoluto de resı´duo da desviaˆncia
inferior a 3. Das observac¸o˜es com mais de 0 acidentes, 264 teˆm correspondentes resı´duos
da desviaˆncia superior a 3 (em valor absoluto). Destas, 11 teˆm 1 acidente, 42 teˆm 2
acidentes e 209 teˆm 3 acidentes. Pelas cores da figura 4.12(b), pode-se observar que
a magnitude do resı´duo esta´ associada com a magnitude da varia´vel resposta, isto e´,
verifica-se que quanto maior e´ o nu´mero de acidentes, maior e´ o valor dos resı´duos da
desviaˆncia. Tal como nos modelos anteriores, o segundo modelo de regressa˜o Binomial
Negativa na˜o preveˆ para nenhuma observac¸a˜o um nu´mero de acidentes maior do que 0.
O nu´mero de observac¸o˜es com valores de distaˆncia de Cook e leverage superior aos valo-
res de corte (8.05e-06 e 0.00021, respetivamente) vai de encontro ao que ja´ foi observado
nos anteriores modelos, sendo de 20561 e 24133, respetivamente.
Nu´mero de Acidentes 0 1 2 3
Nu´mero de Observac¸o˜es 22634 3788 599 112
Tabela 4.25: Observac¸o˜es com leverage superior ao valor de corte (Segundo Modelo de
regressa˜o Binomial Negativa)
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Nu´mero de Acidentes 0 1 2 3
Nu´mero de Observac¸o˜es 184 9240 9488 1649
Tabela 4.26: Observac¸o˜es com distaˆncia de Cook superior ao valor de corte (Segundo
Modelo de regressa˜o Binomial Negativa)
Atentando a`s tabelas 4.25 e 4.26, verifica-se que o nu´mero de observac¸o˜es cujas distaˆncia
de Cook e leverage sa˜o superiores ao valor de corte e´ elevado, impossibilitando a sua
ana´lise detalhada, tal como nos modelos anteriores. Assim, optou-se por apenas retirar
as observac¸o˜es com resı´duos elevados e ajustar um novo modelo. O terceiro modelo de
regressa˜o Binomial Negativa ajustado e´ expresso na tabela 4.27:
Tabela 4.27: Output do Terceiro Modelo de Regressa˜o
Binomial Negativa
Varia´vel Coeficiente Erro padra˜o Valor-p
constante -7.63 0.028 < 2e-16
Ibmw 0.073 0.021 6.11e-04
Icitroen -0.221 0.027 3.62e-16
I f iat -0.122 0.026 4.27e-06
I f ord -0.146 0.024 1.5e-09
Ihonda -0.144 0.04 3.63e-04
Imercedes−benz -0.107 0.017 8.21e-10
Inissan -0.069 0.021 1.23e-03
Iopel -0.156 0.019 < 2e-16
Ioutra -0.153 0.015 < 2e-16
Ipeugeot -0.139 0.02 9.72e-12
Irenault -0.09 0.019 6.71e-07
Iseat -0.2 0.028 1.51e-13
Itoyota -0.192 0.025 6.41e-16
Ivolkswagen -0.139 0.018 1.55e-15
Icarrocaria -0.106 0.01 < 2e-16
Icil2 0.008 0.017 0.649
Icil3 0.117 0.044 0.008
Icavalos2 -0.014 0.032 0.68
Icavalos3 0.425 0.138 0.004
Icaixa -0.046 0.01 3.05e-05
Ivel -0.075 0.01 4.17e-11
Iportas 0.055 0.009 7.96e-10
Igasolina -0.201 0.017 < 2e-16
Ipeso2 0.019 0.013 0.169
Ipeso3 0.05 0.017 0.004
Iiv2 -0.023 0.02 0.28
Continua na pa´gina seguinte
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Tabela 4.27 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Iiv3 -0.131 0.019 1.85e-10
Iiv4 -0.124 0.018 1.01e-12
Iiv5 -1.107 0.102 < 2e-16
Iis2 -0.03 0.021 0.187
Iis3 -0.11 0.019 1.22e-10
Iis4 -0.27 0.022 < 2e-16
Iiv2 × Iis2 -0.067 0.033 0.043
Iiv3 × Iis2 -0.043 0.024 0.181
Iiv4 × Iis2 -0.178 0.025 3.05e-10
Iiv5 × Iis2 0.007 0.147 0.965
Iiv2 × Iis3 -0.091 0.029 0.002
Iiv3 × Iis3 -0.116 0.026 5.22e-05
Iiv4 × Iis3 -0.248 0.024 < 2e-16
Iiv5 × Iis3 -0.192 0.138 0.191
Iiv2 × Iis4 -0.049 0.031 0.127
Iiv3 × Iis4 -0.131 0.027 3.01e-05
Iiv4 × Iis4 -0.359 0.03 < 2e-16
Iiv5 × Iis4 -0.293 0.139 0.038
Icil2 × Icavalos2 0.052 0.022 0.095
Icil3 × Icavalos2 0.083 0.055 0.132
Icil2 × Icavalos3 -0.326 0.147 0.027
Icil3 × Icavalos3 -0.436 0.152 0.004
Icavalos2 × Igasolina 0.073 0.026 0.005
Icavalos3 × Igasolina 0.101 0.02 3.42e-06
A remoc¸a˜o dos resı´duos na˜o aparenta introduzir grandes diferenc¸as ao nı´vel do modelo,
visto que os paraˆmetros das varia´veis na˜o registaram alterac¸o˜es substanciais. O AIC e o
BIC do terceiro modelo de regressa˜o Binomial Negativa sa˜o iguais a 478933 e a 479511,
respetivamente.
Os gra´ficos de dia´gnostico do terceiro modelo de regressa˜o Binomial Negativa podem
ser visualizados na figura 4.13:
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(a) Boxplot dos Resı´duos (b) Valores ajustados versus Resı´duos
(c) Valores ajustados versus Valores
observados
(d) Distaˆncias de Cook
(e) Leverages
Figura 4.13: Gra´ficos de diagno´stico do Terceiro Modelo de Regressa˜o Binomial Negativa
Da ana´lise dos gra´ficos, conclui-se que o modelo, tal como os anteriores, nunca regista um
valor superior a 0.5 para as observac¸o˜es. Verifica-se tambe´m que na˜o existem observac¸o˜es
com resı´duos superiores a 3, em valor absoluto. No entanto, e como ja´ se tinha verificado
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nas ana´lises gra´ficas anteriores, as observac¸o˜es com um nu´mero de acidentes diferente
de 0 sa˜o aquelas que apresentam resı´duos mais elevados. Relativamente a`s observac¸o˜es
com valores de distaˆncia de Cook e leverage elevada (os valores de corte obtidos sa˜o
iguais a 8.057e-06 e 0.00021, respetivamente), as tabelas 4.28 e 4.29 permitem fazer a sua
discriminac¸a˜o por nu´mero de acidentes, a partir das quais se conclui que o comporta-
mento destas se revela semelhante a`s dos modelos anteriores. Assim, as observac¸o˜es com
maior repercussa˜o nos valores ajustados sa˜o observac¸o˜es com 0 acidentes, enquanto que
observac¸o˜es com 1 e 2 acidentes aparentam ser as mais influentes sobre os paraˆmetros
estimados.
Nu´mero de Acidentes 0 1 2 3
Nu´mero de Observac¸o˜es 23178 3355 510 84
Tabela 4.28: Observac¸o˜es com leverage superior ao valor de corte (Terceiro Modelo de
regressa˜o Binomial Negativa)
Nu´mero de Acidentes 0 1 2 3
Nu´mero de Observac¸o˜es 184 9933 9446 1440
Tabela 4.29: Observac¸o˜es com distaˆncia de Cook superior ao valor de corte (Terceiro
Modelo de regressa˜o Binomial Negativa)
Verifica-se assim que as tentativas realizadas para obter um modelo com um melhor
ajustamentos aos dados na˜o trouxeram resultados positivos.
4.3 Regressa˜o Logı´stica
Na ana´lise explorato´ria do nu´mero de sinistros, observou-se que cerca de 85% dos da-
dos dizem respeito a indivı´duos sem acidentes. Os restantes 15% sa˜o observac¸o˜es que
registaram pelo menos um acidente. Dado que os modelos anteriores na˜o revelaram
um ajustamento bom aos dados, decidiu-se utilizar um modelo de regressa˜o logı´stica.
A varia´vel resposta passa assim a ser classificada em 0 (auseˆncia de acidente) e em 1
(presenc¸a de acidente). O output do modelo de regressa˜o logı´stica escolhido e´ expresso
na tabela 4.30:
Tabela 4.30: Output do Modelo de Regressa˜o Logı´stica
Varia´vel Coeficiente Erro padra˜o Valor-p
constante -1.86 0.029 < 2e-16
Ibmw 0.04 0.024 0.067
Icitroen -0.246 0.03 < 2e-16
I f iat -0.126 0.029 1.42e-06
Continua na pa´gina seguinte
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Tabela 4.30 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
I f ord -0.152 0.027 1.45e-09
Ihonda -0.164 0.044 2.06-04
Imercedes−benz -0.114 0.019 2.08e-10
Inissan -0.044 0.023 0.06
Iopel -0.15 0.021 < 2e-16
Ioutra -0.15 0.017 < 2e-16
Ipeugeot -0.145 0.023 1.85e-12
Irenault -0.106 0.021 3.18e-07
Iseat -0.19 0.031 1.21e-13
Itoyota -0.199 0.027 2.61e-16
Ivolkswagen -0.14 0.02 5.32e-15
Icarrocaria -0.09 0.01 < 2e-16
Icil2 0.003 0.016 0.037
Icil3 0.098 0.021 1.71e-06
Icavalos2 0.073 0.019 1.67e-04
Icavalos3 0.056 0.019 0.004
Icaixa -0.046 0.012 9.00e-05
Ivel -0.079 0.012 2.46e-11
Iportas 0.052 0.01 4.14e-10
Igasolina -0.215 0.019 < 2e-16
Iiv2 0.032 0.023 0.159
Iiv3 -0.048 0.022 0.031
Iiv4 -0.098 0.02 1.43e-06
Iiv5 -0.974 0.11 < 2e-16
Iis2 0.798 0.026 < 2e-16
Iis3 0.716 0.023 < 2e-16
Iis4 0.523 0.027 < 2e-16
Iiv2 × Iis2 -0.108 0.038 0.004
Iiv3 × Iis2 -0.117 0.036 0.001
Iiv4 × Iis2 -0.222 0.034 5.96e-10
Iiv5 × Iis2 -0.15 0.162 0.353
Iiv2 × Iis3 -0.142 0.033 1.70e-05
Iiv3 × Iis3 -0.195 0.032 1.12e-05
Iiv4 × Iis3 -0.295 0.03 < 2e-16
Iiv5 × Iis3 -0.342 0.15 0.023
Iiv2 × Iis4 -0.081 0.036 0.025
Iiv3 × Iis4 -0.203 0.034 5.98e-09
Iiv4 × Iis4 -0.359 0.033 < 2e-16
Iiv5 × Iis4 -0.401 0.144 0.005
Icavalos2 × Igasolina 0.033 0.026 0.217
Icavalos3 × Igasolina 0.139 0.02 6.40e-10
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A tabela 4.30 evidencia que, ao contra´rio dos modelos anteriores, a varia´vel peso e a
interac¸a˜o entre as varia´veis cilindrada e cavalos na˜o mostraram ser estatisticamente signifi-
cativas. Relativamente ao AIC e BIC, o modelo de regressa˜o logı´stica apresentou valores
de 415996 e 416495, respetivamente.
A figura 4.14(a) evidencia uma separac¸a˜o clara em 2 grupos. De facto, o grupo identifi-
cado como outliers no boxplot corresponde a`s observac¸o˜es em que se verificaram aciden-
tes, enquanto o conjunto cujos resı´duos sa˜o em mo´dulo menor do que 1 diz respeito a`s
auseˆncias de acidentes.
Analisando a figura 4.14(b), verifica-se que as probabilidades de sucesso, ou seja, pro-
babilidade de uma observac¸a˜o ter um acidente, sa˜o bastante pro´ximas da probabilidade
empı´rica calculada a partir da amostra (Pˆ(Y = 1) ≈ 15%). Relativamente a`s probabi-
lidades estimadas de sucesso, o valor ma´ximo e o valor mı´nimo sa˜o iguais a 0.297 e
0.034, respetivamente. Assim, o modelo preveˆ a auseˆncia de acidente para todas as
observac¸o˜es, o que revela um mau ajustamento aos dados.
A figura 4.14(c) representa, a vermelho, os valores ajustados pelo modelos e os resı´duos
da desviaˆncia das observac¸o˜es onde se verificou um acidente. Como seria de esperar,
quanto menor e´ o valor ajustado pelo modelo, maior e´ o valor do resı´duo ja´ que o valor
observado e´ igual a 1. Os pontos assinalados a preto tratam-se das observac¸o˜es com 0
acidentes. Para estes pontos, quanto menor e´ o valor ajustado pelo modelo, menor sera´
o resı´duo.
A ana´lise a`s distaˆncias de Cook revelou que todas as observac¸o˜es cujo valor era superior
ao valor de corte (=8.053e-06) se tratam de casos de presenc¸a de acidentes, perfazendo
69% do total. Destas, 404 observac¸o˜es sa˜o facilmente destacadas no gra´fico 4.14(d).
Relativamente a`s leverages, a figura 4.14(e) sugere uma divisa˜o em 3 grupos. No entanto,
o nu´mero de observac¸o˜es cuja leverage ultrapassa o valor de corte (=0.00018) e´ demasi-
adamente elevado (= 19024) para permitir uma ana´lise mais detalhada. A tabela 4.31
discrimina o nu´mero de observac¸o˜es com leverage elevada por auseˆncia e presenc¸a de
acidentes.
Acidentes 0 (Auseˆncia) 1 (Presenc¸a)
Nu´mero de Observac¸o˜es 16243 2781
Tabela 4.31: Observac¸o˜es com leverage superior ao valor de corte (Modelo de Regressa˜o
Logı´stica)
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(a) Boxplot dos Resı´duos (b) Histograma das probabilidades
estimadas de sucesso
(c) Valores ajustados versus Resı´duos (d) Distaˆncias de Cook
(e) Leverages
Figura 4.14: Gra´ficos de diagno´stico do Modelo de Regressa˜o Logı´stica
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4.4 Modelos para dados com um nu´mero excessivo de ze-
ros
Nesta secc¸a˜o vai-se proceder ao ajustamento dos dados a modelos de contagem com um
nu´mero excessivo de zeros. Estes modelos sa˜o os modelos com zeros inflacionados e os
modelos com barreira.
Ao contra´rio do que foi efetuado para os modelos anteriores, visto que os modelos de
contagem com um nu´mero excessivo de zeros combinam 2 modelos, um modelo bino-
mial e um modelo de contagem, ou seja, ha´ um nu´mero maior de paraˆmetros em questa˜o,
o estudo sobre as interac¸o˜es existentes entre varia´veis explicativas na˜o foi efetuado pois
verificou-se uma elevada exigeˆncia computacional. Ale´m disso, verificou-se que, quando
se introduziam interac¸o˜es no modelo, o tempo computacional necessa´rio para obter um
modelo aumentava drasticamente, na˜o sendo possı´vel a sua realizac¸a˜o em tempo u´til.
Devido ao elevado nu´mero de observac¸o˜es, a ana´lise gra´fica da previsa˜o do modelo recai
sobre 25 observac¸o˜es representativas dos diferentes nu´meros de acidentes. Em anexo, e´
apresentada a informac¸a˜o relativa a estas observac¸o˜es.
4.4.1 Modelos com zeros inflacionados
Como ja´ foi referido, os modelos com zeros inflacionados fazem distinc¸a˜o entre os zeros
falsos e os zeros verdadeiros. Neste problema, um zero falso diz respeito aos acidentes
que ocorrem mas que na˜o sa˜o reportados (uma pessoa pode ter um acidente e, para
evitar que o valor do pre´mio suba, na˜o o reportar, por exemplo) e um zero verdadeiro
corresponde a` situac¸a˜o em que realmente na˜o houve nenhum acidente.
A implementac¸a˜o do modelo de regressa˜o de Poisson com zeros inflacionados (Modelo
ZIP) e´ feita com recurso a` func¸a˜o zeroinfl() da biblioteca pscl.
Tabela 4.32: Output do Modelo ZIP
Varia´vel Coeficiente Erro padra˜o Valor-p
Modelo de Contagem
Constante -7.331 0.036 < 2e-16
Ibmw 0.108 0.039 0.006
Icitroen 0.002 0.052 0.965
I f iat -0.1 0.053 0.06
I f ord -0.1 0.047 0.032
Ihonda -0.129 0.083 0.121
Imercedes−benz 0.005 0.035 0.89
Inissan -0.132 0.04 0.001
Continua na pa´gina seguinte
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Tabela 4.32 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Iopel -0.141 0.037 0.001
Ioutra -0.104 0.03 0.001
Ipeugeot 0.005 0.039 0.894
Irenault -0.001 0.035 0.968
Iseat -0.099 0.056 0.08
Itoyota -0.036 0.05 0.467
Ivolkswagen -0.067 0.037 0.07
Icarrocaria -0.047 0.017 0.01
Icavalos2 0.086 0.013 8.94e-12
Icavalos3 0.128 0.014 < 2e-16
Ilug -0.057 0.022 0.012
Igasolina -0.138 0.009 < 2e-16
Iiv2 -0.103 0.022 3.79e-06
Iiv3 -0.168 0.022 3.31e-14
Iiv4 -0.159 0.022 2.32e-13
Iiv5 -0.445 0.128 0.004
Iis2 0.025 0.022 0.27
Iis3 -0.084 0.02 3.16e-05
Iis4 -0.16 0.022 9.31e-14
Modelo de Zeros
Constante -7.181 0.1 < 2e-16
Ibmw 0.082 0.098 0.404
Icitroen 0.541 0.11 9.54e-07
I f iat 0.044 0.128 0.733
I f ord 0.116 0.123 0.344
Ihonda -0.021 0.239 0.928
Imercedes−benz 0.238 0.087 0.006
Inissan -0.176 0.115 0.123
Iopel 0.027 0.093 0.774
Ioutra 0.103 0.075 0.168
Ipeugeot 0.367 0.093 8.24e-05
Irenault 0.212 0.084 0.012
Iseat 0.211 0.143 0.141
Itoyota 0.401 0.114 0.002
Ivolkswagen 0.163 0.09 0.07
Icarrocaria 0.137 0.045 0.003
Icil2 -0.121 0.031 9.39e-05
Icil3 -0.184 0.043 2.08e-05
Icaixa 0.128 0.025 5.01e-07
Ivel 0.207 0.026 5.51e-16
Iportas -0.113 0.023 1.35e-06
Continua na pa´gina seguinte
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Tabela 4.32 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Ilug -0.196 0.056 0.001
Itrac -0.104 0.035 0.003
Ipeso2 -0.068 0.033 0.036
Ipeso3 -0.041 0.043 0.347
Iiv2 -0.139 0.062 0.025
Iiv3 0.047 0.059 0.425
Iiv4 0.366 0.054 1.56e-11
Iiv5 1.366 0.183 9.15e-14
Iis2 -0.042 0.063 0.506
Iis3 0.009 0.059 0.873
Iis4 0.279 0.058 1.83e-06
O ca´lculo do paraˆmetro de dispersa˜o na˜o parece indicar sobredispersa˜o, ja´ que φ = 1.05.
O modelo ZIP apresentou um AIC de 484216 e um BIC de 484872.
Atrave´s do comando predict(zip, type = ”zero”) no R (onde zip diz respeito ao modelo em
questa˜o), obte´m-se a probabilidade pi de existir um zero falso para cada observac¸a˜o. A
tabela seguinte apresenta o valor dessa probabilidade para as 25 observac¸o˜es seleciona-
das.
1 2 3 4 5
0.414 0.452 0.261 0.487 0.283
6 7 8 9 10
0.429 0.529 0.349 0.617 0.547
11 12 13 14 15
0.173 0.439 0.374 0.335 0.225
16 17 18 19 20
0.412 0.439 0.227 0.542 0.348
21 22 23 24 25
0.366 0.191 0.469 0.365 0.209
Tabela 4.33: Probabilidade da observac¸a˜o i, i = 1, ..., 25, ser um zero falso (Modelo ZIP)
Os valores obtidos pela tabela 4.33 indicam que as observac¸o˜es 7, 9, 10 e 19 apresentam
uma probabilidade de serem um zero falso superior a 0.5. No entanto, estas observac¸o˜es
dizem respeito a casos onde existem acidentes.
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A probabilidade de existir um zero, seja ele um zero verdadeiro ou um zero falso, para
cada observac¸a˜o e´ dada pelo comando predict(zip, type = ”prob”)[,1]. O valor desta proba-
bilidade e´ apresentado na tabela 4.34.
1 2 3 4 5
0.826 0.831 0.825 0.844 0.849
6 7 8 9 10
0.829 0.847 0.866 0.899 0.869
11 12 13 14 15
0.918 0.838 0.808 0.777 0.829
16 17 18 19 20
0.813 0.819 0.847 0.836 0.752
21 22 23 24 25
0.749 0.831 0.828 0.788 0.834
Tabela 4.34: Probabilidade da observac¸a˜o i, i = 1, ..., 25, ser um zero (Modelo ZIP)
A tabela 4.32 evidencia o mau ajustamento do modelo ao prever que todas as observac¸o˜es
apresentam uma elevada probabilidade de ser zero. Para a primeira linha da tabela,
este resultado e´ correcto pois tratam-se de viaturas sem acidentes. No entanto, todas as
outras observac¸o˜es registaram pelo menos um acidente, o que reflete a ma´ adequac¸a˜o do
modelo ZIP.
A me´dia prevista para a distribuic¸a˜o condicionada Y|x = xi, i = 1, . . . ,25 pode ser obtida
recorrendo ao comando fitted(zip, type = ”response”).
1 2 3 4 5
0.207 0.203 0.199 0.187 0.169
6 7 8 9 10
0.204 0.186 0.151 0.116 0.154
11 12 13 14 15
0.086 0.191 0.231 0.272 0.192
16 17 18 19 20
0.226 0.218 0.171 0.203 0.312
21 22 23 24 25
0.321 0.189 0.209 0.258 0.186
Tabela 4.35: Me´dia prevista para a distribuic¸a˜o condicionada Y|x= xi, i= 1, ...,25 (Modelo
ZIP)
O resultado do modelo binomial com o modelo de contagens, ou seja, o modelo de
Poisson com zeros inflacionados e´ apresentado na figura seguinte. Em cada gra´fico esta´
representada a func¸a˜o de probabilidade Y|x = xi, para as 25 observac¸o˜es. Na figura 4.15
e´ possı´vel observar um ponto representado por uma cruz vermelha que corresponde ao
nu´mero de acidentes sofridos pela observac¸a˜o.
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Figura 4.15: Func¸a˜o de probabilidade Y|x = xi, i = 1, ...,25 (Modelo ZIP)
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4.4.2 Modelos com barreira
Ao contra´rio dos modelos com zeros inflacionados, os modelos com barreira na˜o fazem
distinc¸a˜o entre zeros verdadeiros e zeros falsos, considerando apenas zeros e na˜o zeros.
Assim, o processo de contagem e´ truncado em zero. No R, a implementac¸a˜o dos modelos
com barreira e´ efetuada recorrendo a` func¸a˜o hurdle(), que, tal como a func¸a˜o zeroinfl(),
pertence a` biblioteca pscl. Para uma maior clareza, entitule-se de modelo Hurdle o mo-
delo de regressa˜o de Poisson com barreira.
Tabela 4.36: Output do Modelo Hurdle
Varia´vel Coeficiente Erro padra˜o Valor-p
Modelo de Contagem
Constante -7.056 0.045 < 2e-16
Ibmw 0.099 0.046 0.033
Icitroen -0.058 0.063 0.365
I f iat -0.125 0.065 0.055
I f ord -0.054 0.054 0.321
Ihonda -0.039 0.093 0.678
Imercedes−benz 0.048 0.038 0.211
Inissan -0.058 0.047 0.226
Iopel -0.096 0.044 0.028
Ioutra -0.098 0.035 0.006
Ipeugeot 0.005 0.046 0.918
Irenault 0.032 0.041 0.439
Iseat -0.133 0.068 0.051
Itoyota -0.014 0.056 0.798
Ivolkswagen -0.066 0.042 0.119
Icavalos2 0.057 0.028 0.041
Icavalos3 0.141 0.029 2.24e-06
Ivel -0.052 0.023 0.028
Ilug -0.079 0.025 0.002
Igasolina -0.128 0.018 1.51e-11
Iiv2 -0.176 0.024 1.73e-12
Iiv3 -0.273 0.025 < 2e-16
Iiv4 -0.32 0.025 < 2e-16
Iiv5 -0.544 0.141 0.002
Iis2 -0.23 0.025 < 2e-16
Iis3 -0.35 0.023 < 2e-16
Iis4 -0.401 0.024 < 2e-16
Modelo de Zeros
Constante -7.588 0.024 < 2e-16
Ibmw 0.077 0.024 0.001
Continua na pa´gina seguinte
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Tabela 4.36 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Icitroen -0.244 0.03 7.23e-16
I f iat -0.116 0.029 7.52e-05
I f ord -0.163 0.026 1.10e-09
Ihonda -0.156 0.044 4.38e-04
Imercedes−benz -0.118 0.019 3.18e-09
Inissan -0.095 0.023 4.68e-05
Iopel -0.167 0.02 8.89e-16
Ioutra -0.159 0.017 < 2e-16
Ipeugeot -0.163 0.022 1.17e-12
Irenault -0.11 0.02 1.51e-07
Iseat -0.188 0.031 2.97e-09
Itoyota -0.238 0.027 < 2e-16
Ivolkswagen -0.14 0.02 7.41e-12
Icarrocaria -0.112 0.011 < 2e-16
Icil2 0.054 0.014 2.58e-04
Icil3 0.094 0.02 5.32e-06
Icavalos2 0.106 0.013 3.86e-14
Icavalos3 0.14 0.016 < 2e-16
Icaixa -0.055 0.011 2.57e-06
Ivel -0.089 0.012 1.08e-13
Iportas 0.051 0.01 1.37e-06
Ilug 0.031 0.013 0.019
Igasolina -0.139 0.01 < 2e-16
Itrac 0.049 0.015 0.001
Iiv2 -0.028 0.013 0.029
Iiv3 -0.171 0.012 < 2e-16
Iiv4 -0.299 0.012 < 2e-16
Iiv5 -1.219 0.052 < 2e-16
Iis2 -0.084 0.012 1.64e-11
Iis3 -0.218 0.010 < 2e-16
Iis4 -0.443 0.011 < 2e-16
O paraˆmetro de dispersa˜o para o modelo Hurdle e´ igual a φ = 1.11, o que sugere a
inexisteˆncia de sobredispersa˜o e os valores de AIC e de BIC obtidos sa˜o 484693 e 485360,
respetivamente. Comparando o modelo Hurdle com o modelo ZIP, e´ possı´vel notar algu-
mas diferenc¸as ao nı´vel das varia´veis explicativas selecionadas. O modelo de contagem
do modelo Hurdle exclui a varia´vel carroc¸aria e acrescenta a varia´vel lugares. Por sua vez,
a varia´vel peso na˜o figura no modelo binomial do modelo Hurdle, sendo adicionadas as
varia´veis combustı´vel e trac¸a˜o.
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Tal como no modelo ZIP, foram calculadas a probabilidade de existir um zero e a me´dia
da distribuic¸a˜o condicionada Y|x = xi, i = 1, ...,25, sendo os comandos utilizados para a
sua obtenc¸a˜o ana´logos aos utilizados para o modelo ZIP. Pela definic¸a˜o de modelos com
barreira, na˜o existe a probabilidade de se observar zeros falsos.
1 2 3 4 5
0.821 0.824 0.842 0.838 0.869
6 7 8 9 10
0.819 0.832 0.885 0.888 0.861
11 12 13 14 15
0.931 0.838 0.805 0.766 0.823
16 17 18 19 20
0.818 0.822 0.865 0.829 0.747
21 22 23 24 25
0.747 0.837 0.825 0.787 0.848
Tabela 4.37: Probabilidade da observac¸a˜o i, i = 1, ..., 25, ser um zero (Modelo Hurdle)
1 2 3 4 5
0.211 0.204 0.179 0.193 0.145
6 7 8 9 10
0.209 0.199 0.129 0.127 0.162
11 12 13 14 15
0.074 0.188 0.228 0.303 0.208
16 17 18 19 20
0.223 0.216 0.149 0.208 0.314
21 22 23 24 25
0.319 0.188 0.212 0.259 0.181
Tabela 4.38: Me´dia prevista para a distribuic¸a˜o condicionada Y|x= xi, i= 1, ...,25 (Modelo
Hurdle)
As tabelas 4.37 e 4.38 apresentam resultados semelhantes ao modelo ZIP. Para as 25
observac¸o˜es, a probabilidade de se verificar auseˆncia de acidentes e´ superior a 0.5 e, em
concordaˆncia, os valores das me´dias previstas para o nu´mero de acidentes encontram-se
perto de 0. Assim, verifica-se que o modelo Hurdle preveˆ os zeros corretamente enquanto
que o modelo de contagem, a` semelhanc¸a do modelo ZIP, na˜o faz um bom ajustamento
aos dados. A figura 4.16, que representa a func¸a˜o de probabilidade Y|x = xi, i = 1, ...,25,
ilustra o mau ajustamento do modelo de contagem.
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Figura 4.16: Func¸a˜o de probabilidade Y|x = xi, i = 1, ...,25 (Modelo Hurdle)
Dado o mau ajustamento do modelo com zeros inflacionados e do modelo com barreira,
ajustaram-se novamente estes modelos aos dados onde o nu´mero de acidentes esta´ divi-
dido em 4 classes: 0, 1, 2 e>=3. No entanto, a ana´lise dos modelos considerados revelou
um mau ajustamento aos dados.
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Capı´tulo 5
Ana´lise do Efeito das Varia´veis
Apo´s o ajustamento dos modelos de regressa˜o estudados, neste capı´tulo procede-se a`
interpretac¸a˜o do efeito das varia´veis explicativas sobre o nu´mero de acidentes. Esta
interpretac¸a˜o tem como base o ca´lculo do odds ratio e do risco relativo definido nas
secc¸o˜es 2.4.1 e 2.4.2, respetivamente. Os modelos escolhidos sa˜o o terceiro modelo de
regressa˜o Binomial Negativa (para facilitar a leitura, este modelo e´ intitulado de modelo
de regressa˜o Binomial Negativa), o modelo de regressa˜o logı´stica, o modelo ZIP e o
modelo Hurdle.
E´ importante notar que a interpretac¸a˜o realizada tem em conta que existem outros fatores
associados a` ocorreˆncia de acidentes que na˜o foram tidos em conta nesta tese, como e´ o
caso de fatores humanos e ambientais. Assim, nem sempre e´ possı´vel analisar o efeito
das varia´veis de uma forma clara. A conselho do coorientador Dr. Luı´s Maranha˜o, e´ ne-
cessa´ria uma certa abstrac¸a˜o de fatores externos a`s viaturas que influenciam os acidentes
para que se possam tirar concluso˜es sobre as caracterı´sticas do carro.
5.1 Modelo de Regressa˜o Binomial Negativa
Para o modelo de regressa˜o Binomial Negativa, o nu´mero me´dio de acidentes para um
veı´culo cujas varia´veis explicativas se encontram na classe de refereˆncia e´ igual e−7.63 ≈ 0
acidentes.
O risco relativo e´ primeiro fornecido e interpretado para cada uma das varia´veis explica-
tivas na auseˆncia de interac¸a˜o, comparando o efeito de uma categoria com a categoria de
refereˆncia, pressupondo que as restantes varia´veis explicativas se encontram na categoria
de refereˆncia. Sa˜o tambe´m apresentados os intervalos de confianc¸a a 95% corresponden-
tes.
• Relativamente ao efeito das marcas dos carros sobre o nu´mero de acidentes, o
resultado obtido foi inesperado pois apenas uma marca (BMW) apresentou um
efeito positivo significativo sobre o nu´mero de acidentes quando comparada com
a marca Audi. No entanto, os valores dos riscos relativos na˜o aparentam ser muito
dı´spares entre si, sendo bastante pro´ximos de 1.
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BMW Citroe¨n Fiat Ford Honda Mercedes-Benz Nissan
1.075 0.802 0.885 0.864 0.866 0.899 0.934
Opel Outra Peugeot Renault Seat Toyota Volkswagen
0.855 0.859 0.871 0.914 0.818 0.826 0.869
Tabela 5.1: Risco Relativo da Varia´vel marca (Modelo de Regressa˜o Binomial Negativa)
BMW Citroe¨n
(1.032,1.121) (0.761,0.846)
Fiat Ford
(0.841,0.933) (0.824,0.906)
Honda Mercedes-Benz
(0.8,0.937) (0.868,0.93)
Nissan Opel
(0.896,0.973) (0.825,0.887)
Outra Peugeot
(0.825,0.887) (0.833,0.885)
Renault Seat
(0.882,0.948) (0.774,0.865)
Toyota Volkswagen
(0.787,0.866) (0.839,0.901)
Tabela 5.2: Intervalos de Confianc¸a a 95% da Varia´vel marca (Modelo de Regressa˜o
Binomial Negativa)
• Para os carros com outro tipo de carroc¸aria sa˜o esperados, em me´dia, menos 10%
de acidentes do que os carros com uma carroc¸aria de carro ligeiro de passageiros
(RR = 0.899 e IC95% = (0.882,0.917)).
• Para carros com cilindrada superior a 1800 cm3 esperam-se, em me´dia, mais aciden-
tes quando comparando com carros com cilindrada inferior a 1300 cm3 (RR = 1.008
e IC95% = (1.03,1.226)). Este efeito positivo e significativo era esperado pois carros
com maior capacidade de cilindrada permitem ao condutor deslocar-se a maior
velocidade, incorrendo assim num maior risco de ter um acidente.
• Para veı´culos com mais de 100 cavalos esperam-se, em me´dia, mais 50% de aciden-
tes do que os veı´culos com menos de 75 cavalos (RR= 1.53 e IC95% = (1.147,2.041)).
O segmento da populac¸a˜o que adquire carros com menor cavalagem e´ maioritari-
amente inexperiente e essa mesma falta de pra´tica de conduc¸a˜o leva os condutores
desses veı´culos a serem mais cuidadosos, o que, aliado a`s grandes velocidades
atingidas por carros com mais de 100 cavalos, pode explicar o valor do risco relativo
obtido.
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• Para viaturas com caixa automa´tica ou semi-automa´tica esperam-se, em me´dia,
menos 4.5% de acidentes do que veı´culos com caixa manual (RR = 0.955 e IC95% =
(0.935,0.976))).
• Para carros que na˜o teˆm 5 velocidades esperam-se, em me´dia, menos 7.3% de
acidentes do que veı´culos com 5 velocidades (RR = 0.928 e IC95% = (0.908,0.948)).
Devido a` codificac¸a˜o da varı´avel nu´mero de velocidades, verifica-se que existem mais
veı´culos com 5 velocidades do que qualquer outro nu´mero de velocidades, como
se pode confirmar na tabela 4.6. Esta diferenc¸a pode estar na origem do nu´mero
me´dio esperado de acidentes ser menor para carros com um nu´mero de velocidades
diferente de 5.
• Para os veı´culos com 5 ou 6 portas esperam-se, em me´dia, mais 5% de acidentes
do que veı´culos com menos de 5 portas (RR = 1.056 e IC95% = (1.037,1.076)). A
diferenc¸a registada no nu´mero me´dio de acidentes entre veı´culos com 5 ou 6 portas
e veı´culos com menos de 5 portas e´ de difı´cil interpretac¸a˜o sendo uma possı´vel
explicac¸a˜o o facto de veı´culos comerciais de transporte de mercadorias serem clas-
sificados como veı´culos com menos de 5 portas. Pela sua natureza, estas viaturas
percorrem grandes distaˆncias durante longos perı´odos de tempo, ao qual esta´ asso-
ciado um maior risco de acidentes.
• Para carros movidos a gasolina sa˜o esperados, em me´dia, menos 19% de acidentes
do que os carros movidos a gaso´leo (RR = 0.818 e IC95% = (0.788,0.848)). Como
o prec¸o do gaso´leo e´ inferior ao prec¸o da gasolina, os carros movidos a gaso´leo
sa˜o adquiridos com o objectivo de percorrer grandes distaˆncias, o que implica mais
tempo dispendido na conduc¸a˜o, o que pode incorrer num maior nu´mero de aciden-
tes.
• Para carros com mais de 1500 kg sa˜o esperados, em me´dia, mais acidentes do que
em carros com menos de 1250 kg. Apesar de significativa, essa diferenc¸a revela-
se pouco marcante (RR = 1.053 e IC95% = (1.017,1.092)). O aumento do peso de
uma viatura permite supoˆr que estas na˜o se tratam de automo´veis ligeiros mas
provavelmente carros comerciais e de mercadorias que passara˜o mais tempo num
percurso, sendo esse percurso demorado e a uma velocidade maior.
• Quanto a` idade do veı´culo, a` medida que esta aumenta, sa˜o esperados, em me´dia,
menos acidentes quando comparando com veı´culos com menos de 4 anos. Para as
segunda, terceira e quartas categorias da varia´vel, os riscos relativos sa˜o iguais a
0.978,0.878 e 0.883, respetivamente, e os intervalos de confianc¸a sa˜o (0.938, 1.019),
(0.843,0.914) e (0.851,0.916), respetivamente. De acordo com o co-orientador Luı´s
Maranha˜o, e com base em ana´lises efetuadas na AXA S.A., o aumento da idade do
veı´culo deveria apresentar um efeito negativo no nu´mero me´dio de acidentes, o
86 CAPI´TULO 5. ANA´LISE DO EFEITO DAS VARIA´VEIS
que vai de encontro com os riscos relativos obtidos. Analisando com mais detalhe
o valor obtido do risco relativo para veı´culos com mais de 25 anos, constata-se
que este e´ de 0.331 (IC95% = (0.267,0.409)), ou seja, veı´culos com mais de 25 anos
apresentam um nu´mero me´dio esperado de acidentes menor em aproximadamente
67% do que veı´culos com menos de 4 anos. Uma explicac¸a˜o para este feno´meno
prove´m da natureza dos carros com mais de 25 anos, que sera˜o carros de exposic¸a˜o
e colec¸a˜o e cujos seguros tendem a ser contra furtos ou roubos.
• Para a antiguidade do seguro, os riscos relativos sa˜o 0.972,0.896 e 0.763, para as
segunda, terceira e quarta categorias da varia´vel, o que vai de encontro ao inicial-
mente conjeturado, tal como na varia´vel Idade do Veı´culo. Os intervalos de confianc¸a
sa˜o iguais a (0.928,1.015), (0.861,0.933) e (0.728,0.8), respetivamente.
O risco relativo para as interac¸o˜es pode ser calculado tendo em conta 3 situac¸o˜es. Tome-
se como exemplo a interac¸a˜o entre as varia´veis Idade do Veı´culo e Idade do Seguro. E´
possı´vel analisar o efeito de uma viatura com idade entre os 4 e os 8 anos e cujo seguro
tem entre 1 a 2 anos comparando com uma viatura cuja idade e´ inferior a 4 anos e
cujo seguro ainda na˜o completou um ano. A outra alternativa sera´ comparar com uma
viatura em que apenas uma destas varia´veis se encontra na categoria de refereˆncia, ou
seja, comparar com uma viatura cujo veı´culo tem entre 4 a 8 anos e a idade do seguro e´
inferior a 1 ano ou com uma viatura com menos de 4 anos e cujo seguro tem entre 1 a 2
anos. Focou-se a ana´lise apenas no primeiro caso referido. Caso se quisesse analisar as
outras 2 hipo´teses, o ca´lculo seria realizado de forma ana´loga.
• Caso 1:
RR =
E(Nacidentes|IV = 2 e IS = 2)
E(Nacidentes|IV = 1 e IS = 1) = exp(−0.023− 0.03− 0.067) = 0.887
• Caso 2
RR =
E(Nacidentes|IV = 2 e IS = 2)
E(Nacidentes|IV = 2 e IS = 1) = exp(−0.03− 0.067) = 0.907
• Caso 3
RR =
E(Nacidentes|IV = 2 e IS = 2)
E(Nacidentes|IV = 1 e IS = 2) = exp(−0.023− 0.067) = 0.914
E´ esperado que, a` medida que as idades do veı´culo e do seguro aumentam, o nu´mero
me´dio de acidentes diminua em relac¸a˜o ao nu´mero me´dio esperado de acidentes para
veı´culos cujas idade do veı´culo e idade do seguro sa˜o inferiores a 4 anos e a 1 ano,
respetivamente. Este resultado vai de encontro ao que foi inicialmente conjeturado,
isto e´, que o aumento das idades do veı´culo e do seguro apresentem um efeito negativo
significativo sobre o nu´mero me´dio de acidentes.
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Para veı´culos com valores de cilindrada superior a 1300 cm3 e nu´mero de cavalos superior
a 75, espera-se um nu´mero me´dio de acidentes maior do que para veı´culos de cilindrada
inferior a 1300 cm3 e nu´mero de cavalos inferior a 75. Este efeito positivo significativo
sobre o nu´mero de acidentes vai de encontro ao que foi inicialmente conjeturado, ja´ que
estes veı´culos sa˜o capazes de atingir velocidades elevadas, o que pode estar na origem
deste aumento.
A interac¸a˜o entre nu´mero de cavalos e combustı´vel utilizado apresenta resultados de
uma interpretac¸a˜o menos clara, ja´ que para carros movidos a gasolina e com 75 a 100
cavalos e´ esperado um nu´mero me´dio de acidentes menor em 14% do que carros movi-
dos a gaso´leo e com menos de 75 cavalos. No entanto, para carros cujo combustivel e´
gasolina e o nu´mero de cavalos e´ superior, o nu´mero me´dio de acidentes e´ superior em
aproximadamente 40%.
Interac¸a˜o Risco Relativo IC95%
iv = 2 e is = 2 0.887 (0.876,0.898)
iv = 3 e is = 2 0.816 (0.616,1.017)
iv = 4 e is = 2 0.717 (0.689,0.745)
iv = 5 e is = 2 0.323 (0.216,0.431)
iv = 2 e is = 3 0.799 (0.72,0.878)
iv = 3 e is = 3 0.701 (0.578,0.824)
iv = 4 e is = 3 0.618 (0.495,0.741)
iv = 5 e is = 3 0.244 (0.162,0.326)
iv = 2 e is = 4 0.711 (0.366,1.056)
iv = 3 e is = 4 0.588 (0.374,0.802)
iv = 4 e is = 4 0.471 (0.414,0.528)
iv = 5 e is = 4 0.188 (0.091,0.285)
cil = 2 e cavalos = 2 1.047 (0.991,1.103)
cil = 3 e cavalos = 2 1.204 (0.976,1.432)
cil = 2 e cavalos = 3 1.114 (1.047,1.181)
cil = 3 e cavalos = 3 1.112 (1.017,1.207)
cavalos = 2 e comb = gasolina 0.867 (0.85,0.884)
cavalos = 3 e comb = gasolina 1.38 (1.283,1.477)
Tabela 5.3: Risco Relativo e Intervalos de Confianc¸a a 95% para as Interac¸o˜es (Terceiro
Modelo de Regressa˜o Binomial Negativa)
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5.2 Modelo de Regressa˜o Logı´stica
Para o modelo de regressa˜o logı´stica, o ca´lculo do odds ratio indica o quanto a chance de
acidente varia entre uma categoria e a categoria de refereˆncia da varia´vel explicativa em
ana´lise. Neste caso, o sucesso corresponde a ter um acidente.
• De acordo com a tabela 5.4, apenas se espera que a marca BMW apresente uma
maior chance de ter acidente em comparac¸a˜o com a marca Audi. No entanto, este
efeito na˜o e´ significativo, o que se pode confirmar na tabela 5.5. O resultado obtido
e´ ana´logo ao do modelo de regressa˜o Binomial Negativa.
BMW Citroe¨n Fiat Ford Honda Mercedes-Benz Nissan
1.045 0.782 0.882 0.859 0.849 0.893 0.957
Opel Outra Peugeot Renault Seat Toyota Volkswagen
0.861 0.861 0.865 0.9 0.827 0.82 0.87
Tabela 5.4: Odds Ratio da Varia´vel marca (Modelo de Regressa˜o Logı´stica)
BMW Citroe¨n
(0.997,1.095) (0.738,0.829)
Fiat Ford
(0.833,0.933) (0.815,0.905)
Honda Mercedes-Benz
(0.779,0.926) (0.86,0.926)
Nissan Opel
(0.914,1.002) (0.827,0.897)
Outra Peugeot
(0.832,0.89) (0.828,0.905)
Renault Seat
(0.864,0.937) (0.777,0.879)
Toyota Volkswagen
(0.777,0.865) (0.836,0.905)
Tabela 5.5: Intervalos de Confianc¸a a 95% da Varia´vel marca (Modelo de Regressa˜o
Logı´stica)
• O odds para o sucesso diminui cerca de 8.6% para carros com uma carroc¸aria dife-
rente da dos carros ligeiros de passageiros (OR = 0.914 e IC95% = (0.895,0.932)).
• Com o aumento da cilindrada, o odds para o sucesso e´ superior ao odds de su-
cesso para carros com cilindrada inferior a 1300 cm3 (OR = 1.034 com um IC95% =
(1.002,1.067) e OR = 1.103 com um IC95% = (1.06,1.149)). Este efeito positivo sig-
nificativo era esperado pois carros com maior capacidade de cilindrada permitem
ao condutor deslocar-se a maior velocidade, incorrendo assim num maior risco de
ter um acidente.
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• Para os veı´culos com um nu´mero de cavalos entre 75 e 100 espera-se um odds para
o sucesso superior em 7.5% ao odds para o sucesso dos veı´culos com menos de 75
cavalos (OR = 1.075 e IC95% = (1.035,1.117) ). O odds para o sucesso aumenta 5.8%
para veı´culos com mais de 100 cavalos em relac¸a˜o ao odds dos veı´culos com menos
de 75 cavalos (OR = 1.058 e IC95% = (1.018,1.099)).
• O odds para o sucesso em viaturas com caixa automa´tica ou semi-automa´tica e´
0.955 vezes o odds para o sucesso para viaturas com caixa manual (OR = 0.955 e
IC95% = (0.934,0.977)).
• O odds para o sucesso em carros que na˜o teˆm 5 velocidades e´ aproximadamente
8.6% menor do que o odds para o sucesso em carros com 5 velocidades (OR = 0.924
e IC95% = (0.903,0.946)).
• Para viaturas com 5 ou 6 portas o odds para o sucesso e´ 1.055 vezes o odds para o
sucesso em viaturas com menos de 5 portas (OR = 1.055 e IC95% = (1.033,1.075)).
Note-se que ha´ uma concordaˆncia com o efeito desta mesma varia´vel no modelo
anterior.
• O odds para o sucesso em viaturas movidas a gasolina e´ 20% inferior ao odds para o
sucesso em viaturas cujo combustı´vel e´ o gaso´leo (OR= 0.806 e IC95% = (0.777,0.837)).
A interpretac¸a˜o do odds ratio obtido e´ ana´loga a` efetuada para o modelo de re-
gressa˜o Binomial Negativa.
• Quandos se consideram veı´culos com mais de 25 anos o odds para o sucesso diminui
62% em relac¸a˜o ao odds para o sucesso em veı´culos com menos de 4 anos (OR =
0.377 e IC95% = (0.304,0.468)). Para as segunda, terceira e quartas categorias da
varia´vel, os valores dos odds para o sucesso sa˜o dados por 1.033,0.953 e 0.906, res-
petivamente, com intervalos de confianc¸a a 95% iguais a (0.987,1.08), (0.912,0.996) e
(0.87,0.943), respetivamente. O resultado obtido para a segunda categoria na˜o esta´
de acordo com o esperado e, apesar, de os valores para as terceira e quarta categoria
serem inferiores a 1, na˜o apresentam uma distaˆncia marcante.
• Para a idade do seguro, os odds para o sucesso sa˜o 2.222 em seguros com idade
entre 1 e 2 anos (IC95% = (2.111,2.338)), 2.046 em seguros com idade entre 2 e
5 anos (IC95% = (1.954,2.142)) e 1.687 em seguros com idade superior a 5 anos
(IC95% = (1.599,1.781)). Era de esperar que as probabilidades de ter um acidente
para estes veı´culos fossem inferiores a` probabilidade de veı´culos cujo seguro tem
menos de 1 ano terem acidentes, o que na˜o se verificou.
90 CAPI´TULO 5. ANA´LISE DO EFEITO DAS VARIA´VEIS
Tal como o risco relativo para as interac¸o˜es, o odds ratio pode ser calculado de forma
ana´loga tendo em conta as 3 situac¸o˜es apresentadas anteriormente. Para a primeira
interac¸a˜o, o ca´lculo das 3 hipo´teses e´ apresentado a tı´tulo de exemplo informativo.
• Caso 1:
OR =
Odds(Y = 1|IV = 2 e IS = 2)
Odds(Y = 1||IV = 1 e IS = 1) = exp(0.032+ 0.798− 0.108) = 2.059
• Caso 2
OR =
Odds(Y = 1||IV = 2 e IS = 2)
Odds(Y = 1||IV = 2 e IS = 1) = exp(0.798− 0.108) = 1.994
• Caso 3
OR =
Odds(Y = 1||IV = 2 e IS = 2)
Odds(Y = 1|IV = 1 e IS = 2) = exp(0.032− 0.108) = 0.927
Os resultados obtidos na˜o va˜o de encontro ao que e´ esperado, visto que indicam que o
odds para o sucesso nos carros cuja idade do veı´culo e idade do seguro sa˜o superiores
a 4 e 1 anos, respetivamente, e´ superior ao odds para o sucesso nas viaturas onde estas
varia´veis se encontram na classe de refereˆncia. No entanto, verifica-se que para veı´culos
cuja idade e´ superior a 25 anos e com idade do seguro nas categorias que na˜o a de
refereˆncia, o odds para o sucesso e´ sempre inferior ao odds para veı´culos com menos de 4
anos e seguro celebrado ha´ menos de 1 ano. Relativamente a` interac¸a˜o entre o nu´mero de
cavalos e o combustı´vel, o odds para o sucesso em viaturas com nu´mero de cavalos acima
dos 100 e que consomem gasolina e´ inferior a viaturas com menos de 75 cavalos movidas
a gaso´leo. Tal como se verificou na interac¸a˜o anterior, o resultado obtido e´ inesperado.
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Interac¸a˜o Odds Ratio IC95%
iv = 2 e is = 2 2.059 (1.981,2.137)
iv = 3 e is = 2 1.884 (1.779,1.989)
iv = 4 e is = 2 1.612 (1.489,1.735)
iv = 5 e is = 2 0.722 (0.266,1.178)
iv = 2 e is = 3 1.833 (1.756,1.91)
iv = 3 e is = 3 1.604 (1.477,1.732)
iv = 4 e is = 3 1.38 (1.281,1.479)
iv = 5 e is = 3 0.549 (0.511,0.587)
iv = 2 e is = 4 1.607 (1.373,1.841)
iv = 3 e is = 4 1.312 (1.225,1.399)
iv = 4 e is = 4 1.068 (1.024,1.112)
iv = 5 e is = 4 0.426 (0.335,0.517)
cavalos = 2 e comb = gasolina 0.896 (0.402,1.39)
cavalos = 3 e comb = gasolina 0.981 (0.968,0.994)
Tabela 5.6: Odds Ratio e Intervalos de Confianc¸a a 95% para as Interac¸o˜es (Modelo de
Regressa˜o Logı´stica)
5.3 Modelo ZIP
O modelo ZIP e´ composto por um modelo de contagem e por um modelo de zeros. Para
o modelo de contagem, o efeito das varia´veis e´ medido atrave´s do risco relativo enquanto
que para o modelo de zeros, o odds ratio representa a chance de se observar um zero falso
num contexto por oposic¸a˜o a outro.
5.3.1 Modelo de Contagem
A tabela seguinte representa o risco relativo para todos os nı´veis da varia´vel marca, com
a excec¸a˜o do nı´vel Audi (marca que representa a categoria de refereˆncia), quando as
restantes varia´veis explicativas tomam os valores da categoria de refereˆncia.
• Da ana´lise da tabela, e´ esperado que os carros das marcas BMW, Citroe¨n, Mercedes-
Benz e Peugeot tenham, em me´dia, mais acidentes do que os veı´culos da marca Audi,
enquanto que as restantes marcas tenham, em me´dia, menos acidentes do que os
carros da marca Audi.
BMW Citroe¨n Fiat Ford Honda Mercedes-Benz Nissan
1.114 1.002 0.906 0.905 0.879 1.005 0.877
Opel Outra Peugeot Renault Seat Toyota Volkswagen
0.869 0.901 1.005 0.999 0.906 0.965 0.935
Tabela 5.7: Risco Relativo da Varia´vel Marca (Modelo ZIP)
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BMW Citroe¨n
(1.031, 1.203) (0.906,1.109)
Fiat Ford
(0.817,1.004) (0.826,0.992)
Honda Mercedes-Benz
(0.747,1.035) (0.938,1.077)
Nissan Opel
(0.811,0.948) (0.808,0.934)
Outra Peugeot
(0.85,0.956) (0.931,1.085)
Renault Seat
(0.932,1.069) (0.811,1.012)
Toyota Volkswagen
(0.875,1.063) (0.87,1.005)
Tabela 5.8: Intervalos de Confianc¸a a 95% da Varia´vel marca (Modelo ZIP)
• Para a varia´vel carroc¸aria, espera-se que os carros que se encontram na segunda
classe tenham um nu´mero me´dio de acidentes 5% inferior ao nu´mero me´dio de
acidentes esperado para carros com uma carroc¸aria normal (RR = 0.954 e IC95% =
(0.923,0.986)).
• De acordo com o risco relativo para a varia´vel cavalos, espera-se que carros com
uma cavalagem superior tenham, em me´dia, um maior nu´mero de acidentes do que
o nu´mero me´dio esperado de acidentes para veı´culos com menos de 75 cavalos..
Obteve-se um risco relativo de 1.09 para carros com 75 a 100 cavalos (IC95% =
(1.064,1.118))e um risco relativo de 1.136 para carros com mais de 100 cavalos
(IC95% = (1.105,1.169)).
• Para a varia´vel lugares, espera-se que os carros que na˜o teˆm 5 lugares tenham, em
me´dia, menos 5% de acidentes do que carros com 5 lugares (RR = 0.945 e IC95% =
(0.904,0.988)).
• Em me´dia, para carros a gasolina esperam-se menos 13% acidentes do que para
carros a gaso´leo (RR= 0.871 e IC95% = (0.856,0.887)), resultado que vai de encontro
aos obtidos nos modelos anteriores.
• A` medida que a idade do veı´culo aumenta, espera-se que o nu´mero me´dio de
acidentes diminua quando se compara com veı´culos com menos de 4 anos. Por or-
dem de categoria, os riscos relativos obtidos foram de 0.902 (IC95% = (0.863,0.942)),
0.845 (IC95% = (0.809,0.883)), 0.853 (IC95% = (0.817,0.89)) e 0.641 (IC95% = (0.499,
0.822) ) e sa˜o concordantes com o que a conjetura inicial.
• Para veı´culos cujo seguro tem entre 1 a 2 anos, espera-se que o nu´mero me´dio de
acidentes aumente 2.5% (RR= 1.025 e IC95% = (0.981,1.071)) em relac¸a˜o ao nu´mero
me´dio de acidentes esperado para veı´culos cujo seguro tem menos de 1 ano. Para
veı´culos nas categorias 3 e 4, o nu´mero me´dio de acidentes esperado e´ menor em 8%
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e 15%, respetivamente (RR = 0.919 e IC95% = (0.883,0.956) e RR = 0.852 e IC95% =
(0.817,0.889), respetivamente).
5.3.2 Modelo de Zeros
• Verifica-se pela tabela 5.9 que o odds para a existeˆncia de zeros falsos aumenta
quando se passa da marca Audi para qualquer outra marca, com excepc¸a˜o de carros
Honda e Nissan. Para a Citro¨en, o odds para o sucesso aumenta em 70%, efeito
positivo significativo.
BMW Citroe¨n Fiat Ford Honda Mercedes-Benz Nissan
1.086 1.717 1.045 1.123 0.979 1.265 0.838
Opel Outra Peugeot Renault Seat Toyota Volkswagen
1.027 1.108 1.443 1.236 1.235 1.494 1.177
Tabela 5.9: Odds Ratio da Varia´vel Marca (Modelo ZIP)
BMW Citroe¨n
(0.895,1.317) (1.383,2.132)
Fiat Ford
(0.812,1.344) (0.883,1.43)
Honda Mercedes-Benz
(0.613,1.564) (1.069,1.504)
Nissan Opel
(0.67,1.05) (0.856,1.232)
Outra Peugeot
(0.957,1.283) (1.202,1.732)
Renault Seat
(1.048,1.458) (0.933,1.636)
Toyota Volkswagen
(1.195,1.867) (0.987,1.405)
Tabela 5.10: Intervalos de Confianc¸a a 95% da Varia´vel marca (Modelo ZIP)
• Para carros cuja carroc¸aria se encontra na categoria Outra, o odds para o sucesso e´
aproximadamente 15% maior do que o odds para o sucesso em carros cuja carroc¸aria
se encontra na categoria de refereˆncia (OR = 1.147 e IC95% = (1.049,1.245)).
• Veı´culos com cilindrada entre 1300 e 1800 cm3 e veı´culos com cilindrada superior a
1800 cm3 registam um odds para o sucesso inferior ao odds para o sucesso de veı´culos
com cilindrada inferior a 1300 cm3 (OR = 0.886 e IC95% = (0.834,0.942) e OR =
0.832 e IC95% = (0.764,0.905), respetivamente). Como foi referido anteriormente,
carros com uma cilindrada alta incorrem num maior risco de acidente devido a`
possibilidade de atingirem maiores velocidades. Assim, a probabilidade de na˜o
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se registar um acidente diminui, o que implica a diminuic¸a˜o do nu´mero de zeros
falsos.
• O odds para o sucesso em viaturas com caixa automa´tica ou semi-automa´tica e´
superior em 13.6% ao odds para o sucesso para viaturas com caixa manual (OR =
1.136 e IC95% = (1.081,1.194)).
• O odds para sucesso em carros que na˜o teˆm 5 velocidades e´ aproximadamente 23%
maior do que o odds para o sucesso em carros com 5 velocidades (OR = 1.23 e
IC95% = (1.17,1.294)).
• O odds para o sucesso em viaturas com 5 ou 6 portas e´ 0.893 vezes o odds para o
sucesso para viaturas com menos de 5 portas (IC95% = (0.853,0.933)).
• O odds para o sucesso em viaturas com um nu´mero de lugares diferente de 5. e´ 0.822
vezes o odds para o sucesso para viaturas com 5 lugares (IC95% = (0.736,0.908)).
• O odds para o sucesso em viaturas com trac¸a˜o a 4 rodas e´ inferior ao odds para su-
cesso para viaturas com trac¸a˜o a 2 rodas em 10% (OR= 0.901 e IC95% = (0.842,0.965)).
• Para veı´culos na segunda categoria da varia´vel peso, o valor do odds obtido foi de
0.934 (IC95% = (0.876,0.996)), enquanto que para os veı´culos na terceira categoria
este foi de 0.96 (IC95% = (0.882,1.045)). Carros mais pesados tendem a tratar-se de
viaturas comerciais que, como ja´ foi referido, incorrem num maior risco de acidente.
Assim, o nu´mero de zeros diminui, o que implica a diminuic¸a˜o do nu´mero de zeros
falsos.
• Os valores obtidos para os odds ratio da varia´vel idade do veı´culo na˜o sa˜o concordan-
tes com o que se esperava obter, visto que indicam que o odds para o sucesso de
veı´culos nas categorias ]8− 12], ]12− 25] e > 25 registarem um zero falso e´ maior
do que o odds para o sucesso em veı´culos com menos de 4 anos. Os intervalos
de confianc¸a obtidos para as categorias sa˜o (por ordem de categoria) (0.771,0.982),
(0.934,1.176), (1.297,1.604) e (2.737,5.105).
IV = 2 IV = 3 IV = 4 IV = 5
0.87 1.048 1.442 3.921
Tabela 5.11: Odds Ratio da Varia´vel Idade do Veı´culo (Modelo ZIP)
• Para a varia´vel idade do seguro, obtiveram-se resultados semelhantes aos da varia´vel
idade do veı´culo para os quais na˜o parece existir uma raza˜o aparente pela qual se
verifica que os carros cujo seguro tem entre 2 a 5 anos ou mais de 5 anos esperam
um odds para o sucesso superior ao odds para o sucesso dos carros cujo seguro tem
menos de 1 ano. Os intervalos de confianc¸a obtidos para as categorias sa˜o (por
ordem de categoria) (0.846,1.086), (0.898,1.134) e (1.179,1.482).
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IS = 2 IS = 3 IS = 4
0.959 1.009 1.322
Tabela 5.12: Odds Ratio da Varia´vel Idade do Seguro (Modelo ZIP)
5.4 Modelo Hurdle
A interpretac¸a˜o do efeito das varia´veis e´ realizada de forma ana´loga a` do modelo ZIP,
tendo em conta que para este modelo, o odds indica a chance de se observar um zero e
na˜o um zero falso.
5.4.1 Modelo de Contagem
• Atrave´s da tabela 5.13, verifica-se um efeito positivo sobre o nu´mero me´dio de
acidentes das marcas BMW, Mercedes-Benz, Peugeot e Renault quando se compara
com veı´culos da marca Audi. Pelo contra´rio, para as restantes marcas e´ esperado
um nu´mero me´dio de acidentes inferior ao observado para os carros da marca Audi.
BMW Citroe¨n Fiat Ford Honda Mercedes-Benz Nissan
1.104 0.944 0.882 0.947 0.962 1.05 0.944
Opel Outra Peugeot Renault Seat Toyota Volkswagen
0.908 0.906 1.005 1.032 0.875 0.986 0.936
Tabela 5.13: Risco Relativo para a varia´vel Marca (Modelo Hurdle)
BMW Citroe¨n
(1.009,1.208) (0.832,1.07)
Fiat Ford
(0.777,1.002) (0.852,1.053)
Honda Mercedes-Benz
(0.8,1.156) (0.972,1.133)
Nissan Opel
(0.859,1.037) (0.833,0.99)
Outra Peugeot
(0.845,0.973) (0.917,1.102)
Renault Seat
(0.953,1.119) (0.766,1)
Toyota Volkswagen
(0.882,1.103) (0.862,1.016)
Tabela 5.14: Intervalos de Confianc¸a a 95% da Varia´vel marca (Modelo Hurdle)
• Os riscos relativos da varia´vel cavalos sa˜o de 1.059 para a segunda categoria (IC95% =
(1.002,1.118)) e de 1.151 para a terceira categoria (IC95% = (1.086,1.221)), o que
indica um aumento do nu´mero me´dio de acidentes em relac¸a˜o a carros com menos
de 75 cavalos. Verifica-se uma concordaˆncia com os resultados obtidos ate´ agora.
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• Para carros que na˜o teˆm 5 velocidades esperam-se, em me´dia, menos 5% de aciden-
tes do que veı´culos com 5 velocidades (RR = 0.949 e IC95% = (0.906,0.995)).
• Para os carros que na˜o teˆm 5 lugares, em me´dia, esperam-se menos 7.6% de aciden-
tes do que carros com 5 lugares (RR = 0.924 e IC95% = (0.878,0.972)).
• O risco relativo correspondente a` varia´vel combustı´vel e´ igual a 0.88, logo conclui-
se que para os carros movidos a gasolina esperam-se, em me´dia, menos 12% de
acidentes por oposic¸a˜o aos carros movidos a gaso´leo (IC95% = (0.848,0.913)).
• Para a varia´vel idade do veı´culo, a tabela 5.10 evidencia um decre´scimo no nu´mero
me´dio de acidentes esperados para cada categoria em oposic¸a˜o a` categoria de re-
fereˆncia (veı´culos com menos de 4 anos). Os intervalos de confianc¸a a 95% (por or-
dem de categoria) sa˜o iguais a (0.799,0.881), (0.725,0.799), (0.691,0.763) e (0.44,0.765).
IV = 2 IV = 3 IV = 4 IV = 5
0.839 0.761 0.726 0.58
Tabela 5.15: Risco Relativo para a varia´vel Idade do Veı´culo (Modelo Hurdle)
• Para a varia´vel idade do seguro, os riscos relativos obtidos permitem concluir que
o nu´mero me´dio de acidentes esperados diminui a` medida que a idade do seguro
aumenta, por oposic¸a˜o a seguros com menos de 1 ano. Os intervalos de confianc¸a a
95% (por ordem de categoria) sa˜o iguais a (0.757,0.834), (0.674,0.737) e (0.638,0.703).
IS = 2 IS = 3 IS = 4
0.795 0.705 0.669
Tabela 5.16: Risco Relativo para a varia´vel Idade do Seguro (Modelo Hurdle)
5.4.2 Modelo de Zeros
• De acordo com a tabela 5.17, apenas para a marca BMW e´ prevista uma probabili-
dade de sucesso maior do que a marca Audi. Estes valores sa˜o bastante semelhantes
aos obtidos nos modelos anteriores
BMW Citroe¨n Fiat Ford Honda Mercedes-Benz Nissan
1.08 0.784 0.891 0.85 0.856 0.889 0.909
Opel Outra Peugeot Renault Seat Toyota Volkswagen
0.846 0.853 0.85 0.896 0.829 0.788 0.869
Tabela 5.17: Odds Ratio para a varia´vel Marca (Modelo Hurdle)
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BMW Citroe¨n
(1.03,1.132) (0.739,0.831)
Fiat Ford
(0.841,0.943) (0.806,0.896)
Honda Mercedes-Benz
(0.785,0.933) (0.855,0.924)
Nissan Opel
(0.869,0.951) (0.812,0.882)
Outra Peugeot
(0.823,0.884) (0.812,0.889)
Renault Seat
(0.86,0.933) (0.778,0.882)
Toyota Volkswagen
(0.748,0.831) (0.836,0.904)
Tabela 5.18: Intervalos de Confianc¸a a 95% da Varia´vel marca (Modelo Hurdle)
• Para os carros com uma carroc¸aria que na˜o a de um ligeiro de passageiros esperam-
se um odds para o sucesso inferior em 10% ao odds para o sucesso em carros que se
encontram na categoria de refereˆncia desta varia´vel (OR = 0.894 e IC95% = (0.873,
0.915)).
• Os valores obtidos para os riscos relativos da varia´vel cilindrada sa˜o concordan-
tes com os obtidos ate´ agora (OR = 1.056 e IC95% = (1.025,1.087) e OR = 1.099 e
IC95% = (1.054,1.145), para as segunda e terceira categorias, respetivamente).
• Para a varia´vel cavalos, obteve-se um odds de 1.111 para a segunda categoria e um
odds de 1.15 para a terceira categoria, o que indica um odds para o sucesso superior
ao odds para o sucesso em relac¸a˜o a carros com menos de 75 cavalos. Os intervalos
de confianc¸a a 95% sa˜o dados por (1.082,1.143) e (1.115,1.187), respetivamente.
• Para carros cuja caixa e´ automa´tica ou semi-automa´tica, o odds ratio e´ igual a 0.947,
ou seja, o odds para o sucesso diminui em 6% por oposic¸a˜o a carros com caixa
manual (IC95% = (0.924,0.969)).
• Para carros com um nu´mero de velocidades diferente de 5 espera-se um odds para
o sucesso 0.914 vezes o odds para o sucesso de carros em 5 velocidades (IC95% =
(0.894,0.937)).
• O odds para o sucesso em veı´culos com 5 ou 6 portas e´ 1.053 vezes o odds para o
sucesso em veı´culos com menos de 5 portas (OR = 1.053 e IC95% = (1.030,1.075)).
• Para os carros que na˜o teˆm 5 lugares espera-se um odds para o sucesso superior
em 3.2% ao odds para o sucesso em carros com 5 lugares (OR = 1.032 e IC95% =
(1.006,1.058)).
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• Para carros movidos a gasolina, espera-se um odds para o sucesso superior em
13% ao odds para o sucesso em carros movidos a gaso´leo (OR = 0.87 e IC95% =
(0.853,0.887)).
• O odds para o sucesso em viaturas com trac¸a˜o a 4 rodas e´ superior ao odds para su-
cesso para viaturas com trac¸a˜o a 2 rodas em 5% (OR= 1.051 e IC95% = (1.02,1.082)).
• Os valores da tabela 5.19 evidenciam o decre´scimo da chance de acidente com o
aumento da idade do veı´culo por oposic¸a˜o aos veı´culos com menos de 4 anos. Para
veı´culos com mais de 25 anos, a chance de sofrer um acidente e´ 70% menor do que
a probabilidade de sucesso de veı´culos com menos de 4 anos. Os intervalos de
confianc¸a a 95% (por ordem de categoria) sa˜o iguais a (0.948,0.997), (0.822,0.865),
(0.724,0.759) e (0.266,0.328).
IV = 2 IV = 3 IV = 4 IV = 5
0.972 0.843 0.742 0.295
Tabela 5.19: Odds Ratio para a varia´vel Idade do Veı´culo (Modelo Hurdle)
• A tabela 5.20 permite concluir que a chance de ter acidente diminui com o aumento
da idade do seguro quando se compara com veı´culos cujo seguro tem menos de
1 ano. Os intervalos de confianc¸a a 95% (por ordem de categoria) sa˜o iguais a
(0.898,0.941), (0.787,0.822) e (0.628,0.656).
IS = 2 IS = 3 IS = 4
0.92 0.804 0.642
Tabela 5.20: Odds Ratio para a varia´vel Idade do Seguro (Modelo Hurdle)
Capı´tulo 6
Concluso˜es
Esta dissertac¸a˜o teve como objectivo o estudo de modelos de regressa˜o para contagens
e a sua aplicac¸a˜o a dados de acidentes de automo´veis fornecidos pela seguradora AXA
S.A.. O problema proposto centrou-se na identificac¸a˜o de varia´veis relacionadas com os
automo´veis que influenciem o nu´mero de acidentes sofridos. As varia´veis explicativas
consideradas foram a marca, a carroc¸aria, a cilindrada, o nu´mero de cavalos, a caixa de velocida-
des, o nu´mero de velocidades, o nu´mero de portas, o nu´mero de lugares, o combustı´vel, a distaˆncia
entre eixos, a trac¸a˜o, o peso, a idade do veı´culo e a idade do seguro. Consideraram-se tambe´m
interac¸o˜es entre algumas das varia´veis que, no entender do problema, se justificavam
relevantes.
Primeiramente, os dados fornecidos pela AXA S.A. foram ajustados atrave´s de um mo-
delo de regressa˜o de Poisson. No entanto, a presenc¸a de alguma sobredispersa˜o no
modelo e os resultados de diagno´stico (resı´duos, leverages e distaˆncias de Cook) menos
bons levaram a` considerac¸a˜o de um modelo de regressa˜o Binomial Negativa. Dado o
mau ajustamento deste, reajustou-se novamente o modelo aos dados em que o nu´mero
de acidentes constava apenas de 4 classes: 0 acidentes, 1 acidente, 2 acidentes e 3 ou mais
acidentes. O modelo obtido na˜o trouxe melhorias ja´ que o modelo ajustava, para todas
as observac¸o˜es, um valor inferior a 0.5 para a varia´vel resposta.
Numa segunda fase, foi utilizado um modelo de regressa˜o logı´stica para analisar os
dados. Verificou-se que, tal como no caso do modelo de regressa˜o Binomial Negativa,
a totalidade das observac¸o˜es registou valores ajustados pelo modelo inferiores a 0.5, o
que leva a uma classificac¸a˜o de auseˆncia de acidentes para toda a base de dados.
Dado o nu´mero excessivo de zeros, consideraram-se modelos adequados a este pro-
blema, nomeadamente um modelo de regressa˜o de Poisson com zeros inflacionados e
um modelo de regressa˜o de Poisson com barreira. Para ambos os modelos, verificou-se
que as contagens na˜o apresentavam um bom ajustamento ja´ que a ana´lise da previsa˜o
do conjunto de observac¸o˜es selecionadas denunciava uma probabilidade elevada de se
trataram de contagens nulas. Foi efetuado o agrupamento da varia´vel resposta em 4
acidentes, na˜o tendo sido verificada nenhuma melhoria.
Apesar de, em alguns modelos se verificarem resultados inesperados, de uma forma ge-
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ral, observou-se que as varia´veis com uma associac¸a˜o positiva com o nu´mero de aciden-
tes foram o nu´mero de cavalos, a cilindrada e o peso. O nu´mero de velocidades, o combustı´vel, a
idade do veı´culo e a idade do seguro mostraram ter uma associac¸a˜o negativa com o nu´mero
me´dio de acidentes.
A primeira limitac¸a˜o deste estudo passou pelo excessivo nu´mero de zeros, ja´ que todos os
modelos previam as observac¸o˜es como auseˆncia de acidente. A segunda limitac¸a˜o pas-
sou pela insuficieˆncia de informac¸a˜o relativa aos acidentes. Apesar de o problema pro-
posto pela AXA se prender apenas com varia´veis de natureza automo´vel, e´ sabido que
uma pessoa se pode envolver num acidente devido a razo˜es de natureza humana (idade,
embriaguez, cansac¸o) ou ambientais (condic¸o˜es metereolo´gicas, estado de conservac¸a˜o
da via onde circula, traˆnsito). Note-se tambe´m que na˜o havia registo sobre a culpa de um
indivı´duo no acidente.
Como trabalho futuro, uma sugesta˜o para resolver os problemas encontrados ao longo
desta dissertac¸a˜o passa pela considerac¸a˜o de outros me´todos para identificar varia´veis
que influenciem o nu´mero de acidentes, como e´ o caso de me´todos de classificac¸a˜o au-
toma´tica como me´todo dos k-vizinhos, redes neuronais e ma´quinas de suporte vectorial.
Refereˆncias
Adrain, R. (1808). Research concerning the probabilities of the errors which happen in
making observations. The Analyst, or, Mathematical Museum, 1(4):93–109.
Akaike, H. (1974). A new look at the statistical model identification. IEEE Transactions on
Automatic Control, 19:716–723.
Al-Ghamdi, A. S. (2002). Using logistic regression to estimate the influence of accident
factors on accident severity. Journal of Accident Analysis and Prevention, 34(6):729–741.
Ascensa˜o, F. and Mira, A. (2006). Factors affecting culvert use by vertebrates along two
streches of road in southern portugal. Ecological Research, 1:57–66.
Berkson, J. (1944). Application of the logistic function to bio-assay. Annals of Applied
Biology, 39(227):357–365.
Bo¨hning, D., Dietz, E., and Schlattmann, P. (1997). Zero-inflated count models and their
applications in public health and social science. Applications of Latent Trait and Latent
Class Models in the Social Sciences, pages 333–344.
Bliss, C. (1935). The calculation of the dosage-mortality curve. Annals of Applied Biology,
22:134–167.
Bollen, K. A. and Jackman, R. W. (1985). Political democracy and the size distribution of
income. American Sociological Review, 50:438–457.
Boswell, M. T. and Patil, G. P. (1970). Chance mechanisms generating negative binomial
distributions. Random Counts in Scientific Work, 1.
Cameron, A. and Trivedi, P. (1998). Regression Analysis of Count Data. Cambridge
University Press, Cambridge, first edition.
Cheung, Y. (2002). Zero-inflated models for regression analysis of count data: a study of
growth and development. Statistics in Medicine, 21(10).
Costa, J. O., Freitas, E. F., Pereira, P. A. A., and Jacques, M. A. P. (2011). Acidentes
rodovia´rios das estradas nacionais de portugal : estudo da associac¸a˜o entre as varia´veis
recolhidas. C-TAC - Comunicac¸o˜es a Confereˆncias Nacionais.
Cragg, J. G. (1971). Some statistical models for limited dependent variables with
application to the demand for durable goods. Econometrica, 39(5):829–844.
101
102 REFEREˆNCIAS
Dalrymple, M. L., Hudson, I., and Ford, R. (2003). Finite mixture, zero-inflated poisson
and hurdle models with application to sids. Computational Statistics and Data Analysis,
41:491–504.
Dobson, A. J. (2002). An Introduction to Generalized Linear Models. Chapman and
Hall/CRC, USA.
Fahrmeir, L. and Tutz, G. (2001). Multivariate Statistical Modelling Based on Generalized
Linear Models. Springer, New York, USA.
Famoye, F. and Singh, K. P. (2006). Zero-inflated poisson regression model with an
application to domestic violence data. Journal of Data Science, 4:117–130.
Feller, W. (1943). On a general class of ”contagious”distributions. Annals of Mathematical
Statistics, 16:319–329.
Fisher, R. A. (1922). On the mathematical foundations of theoretical statistics. Philosophi-
cal Transactions of the Royal Society, 222:309–368.
Gaio, A. R. (2011-2012). Apontamentos escritos da disciplina eace: Mestrado em
engenharia matema´tica.
Gauss, C. (1809). Theoria Motus Corporum Coelestium in Sectionibus Conicis Solem Ambien-
tium Frid. Perthes et I. H. Besser, Hamburg, Germany.
Glaser, B. G. and Strauss, A. L. (1967). The Discovery of Grounded Theory: Strategies for
Qualitative Research. Aldine Publishing Company, Chicago, USA.
Grandell, J. (1997). The Discovery of Grounded Theory: Strategies for Qualitative Research.
Chapman and Hall, Great Britain, first edition.
Hilbe, J. M. (2011). Negative Binomial Regression. Cambridge University Press, United
Kingdom, second edition.
Hoef, J. M. V. and Boveng, P. L. (2007). Quasi-poisson vs. negative binomial regression:
How should we model overdispersed count data? Ecology, 88(11):2766–2772.
Ismail, N. and Jemain, A. A. (2007). Handling overdispersion with negative binomial and
generalized poisson regression models. Casualty Actuarial Society Forum, Winter:103–
158.
Lambert, D. (1992). Zero-inflated poisson regression, with an application to defects in
manufacturing. Technometrics, 34(1):1–14.
Lawless, J. F. (1987). Negative binomial and mixed poisson regression. The Canadian
Journal of Statistics, 15(3).
Legendre, A. M. (1805). Nouvelles Me´thodes pour la De´termination des Orbites des Come`tes.
Coursier, Paris, France.
REFEREˆNCIAS 103
McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models. Chapman and
Hall/CRC, London, United Kingdom, second edition.
Mullahy, J. (1986). Specification and testing of some modified count data models. Journal
of Econometrics, 33(3):341–365.
Nelder, J. A. and Wedderburn, R. W. (1972). Generalized linear models. Journal of the
Royal Statistical Society, 135(3):370–384.
R Development Core Team (2012). R: A Language and Environment for Statistical Computing.
R Foundation for Statistical Computing, Vienna, Austria. ISBN 3-900051-07-0.
Ridout, M., Deme´trio, C., and Hinde, J. (1998). Models for count data with many zeros.
International Biometric Conference, pages 179–192.
Ridout, M., Hinde, J., and Deme´trio, C. (2001). A score test for testing a zero-
inflated poisson regression model against zero-inflated negative binomial alternatives.
Biometrics, 57(1):219–223.
Schwarz, G. (1978). Estimating the dimension of a model. The Annals of Statistics,
6(2):461–464.
Soemitro, R. A. A. and Bahat, Y. S. (1005). Accident analysis assessment to the accident
influence factors on traffic safety improvement. Buku Proceedings of the Eastern Asia
Society for Transportation Studies, 5:2091–2105.
Turkman, M. A. and Silva, G. L. (2000). Modelos Lineares Generalizados - da Teoria a` Pra´tica.
Edic¸o˜es SPE, Lisboa, Portugal.
Wedagama, D. M. P. and Dissanayake, D. (2010). The influence of accident related factors
on road fatalities considering bali province in indonesia as a case study. Journal of the
Eastern Asia Society for Transportation Studies, 8:1905–1917.
Zeileis, A., Kleiber, C., , and Jackman, S. (2008). Regression models for count data in rr.
Journal of Statistical Software, 27(8).
Zippin, C. and Armitage, P. (1966). Use of concomitant variables and incomplete survival
information in the estimation of an exponential survival parameter. Biometrics, 22:665–
672.
Zuur, A., Ieno, E., Walker, N., Saveliev, A., and Smith, G. (2009). Mixed Effects Models and
Extensions in Ecology with R. Springer Science+Business Media, New York, USA, first
edition.
Anexos
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Anexo A
Modelos de Regressa˜o
Tabela A.1: Output do Modelo de Regressa˜o de Pois-
son
Varia´vel Coeficiente Erro padra˜o Valor-p
constante -7.612 0.026 < 2e-16
Ibmw 0.075 0.02 1.55e-04
Icitroen -0.22 0.025 < 2e-16
I f iat -0.117 0.025 2.55e-06
I f ord -0.143 0.023 3.25e-10
Ihonda -0.139 0.038 2.24e-04
Imercedes−benz -0.101 0.016 5.94e-10
Inissan -0.067 0.02 6.96e-04
Iopel -0.153 0.018 < 2e-16
Ioutra -0.15 0.015 < 2e-16
Ipeugeot -0.133 0.019 3.11e-12
Irenault -0.087 0.017 5.31e-07
Iseat -0.193 0.027 3.71e-13
Itoyota -0.187 0.023 5.36e-16
Ivolkswagen -0.136 0.017 1.47e-15
Icarrocaria -0.103 0.009 < 2e-16
Icil2 0.005 0.016 0.773
Icil3 0.102 0.042 0.015
Icavalos2 -0.015 0.032 0.626
Icavalos3 0.405 0.138 0.003
Icaixa -0.044 0.01 1.52e-05
Ivel -0.076 0.01 5.75e-14
Iportas 0.054 0.009 6.44e-10
Igasolina -0.2 0.017 < 2e-16
Ipeso2 0.017 0.013 0.202
Ipeso3 0.051 0.017 0.003
Continua na pa´gina seguinte
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Tabela A.1 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Iiv2 -0.027 0.02 0.168
Iiv3 -0.135 0.019 3.35e-12
Iiv4 -0.122 0.018 7.73e-12
Iiv5 -1.044 0.102 < 2e-16
Iis2 -0.043 0.021 0.041
Iis3 -0.121 0.019 2.97e-10
Iis4 -0.28 0.023 < 2e-16
Iiv2 × Iis2 -0.066 0.031 0.034
Iiv3 × Iis2 -0.041 0.03 0.169
Iiv4 × Iis2 -0.181 0.028 9.52e-11
Iiv5 × Iis2 0.037 0.146 0.799
Iiv2 × Iis3 -0.088 0.028 0.001
Iiv3 × Iis3 -0.112 0.027 3.04e-05
Iiv4 × Iis3 -0.252 0.025 < 2e-16
Iiv5 × Iis3 -0.202 0.138 0.144
Iiv2 × Iis4 -0.049 0.030 0.105
Iiv3 × Iis4 -0.129 0.029 1.16e-05
Iiv4 × Iis4 -0.347 0.028 < 2e-16
Iiv5 × Iis4 -0.28 0.133 0.035
Icil2 × Icavalos2 0.049 0.029 0.096
Icil3 × Icavalos2 0.096 0.052 0.063
Icil2 × Icavalos3 -0.301 0.138 0.029
Icil3 × Icavalos3 -0.402 0.143 0.005
Icavalos2 × Igasolina 0.079 0.025 0.001
Icavalos3 × Igasolina 0.099 0.02 1.21e-06
Tabela A.2: Output do Modelo de Regressa˜o Binomial
Negativa
Varia´vel Coeficiente Erro padra˜o Valor-p
constante -7.612 0.028 < 2e-16
Ibmw 0.073 0.021 6.12e-04
Icitroen -0.22 0.027 5.73e-16
I f iat -0.117 0.027 1.06e-05
I f ord -0.142 0.024 5.98e-09
Ihonda -0.138 0.041 6.61e-04
Imercedes−benz -0.102 0.018 6.60e-09
Inissan -0.068 0.021 1.57e-03
Iopel -0.153 0.019 3.55e-16
Continua na pa´gina seguinte
vTabela A.2 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Ioutra -0.15 0.016 < 2e-16
Ipeugeot -0.13 0.019 5.74e-11
Irenault -0.09 0.019 1.78e-06
Iseat -0.193 0.029 1.54e-11
Itoyota -0.188 0.025 3.00e-14
Ivolkswagen -0.137 0.019 8.84e-14
Icarrocaria -0.102 0.01 < 2e-16
Icil2 0.003 0.017 0.858
Icil3 0.102 0.044 0.023
Icavalos2 -0.015 0.035 0.662
Icavalos3 0.408 0.149 0.006
Icaixa -0.045 0.011 4.80e-05
Ivel -0.076 0.011 3.05e-12
Iportas 0.055 0.009 5.50e-09
Igasolina -0.199 0.019 < 2e-16
Ipeso2 0.016 0.014 0.24
Ipeso3 0.05 0.019 0.007
Iiv2 -0.024 0.021 0.248
Iiv3 -0.133 0.021 1.23e-10
Iiv4 -0.116 0.019 8.09e-10
Iiv5 -1.038 0.104 < 2e-16
Iis2 -0.04 0.023 0.077
Iis3 -0.118 0.021 1.61e-08
Iis4 -0.278 0.024 < 2e-16
Iiv2 × Iis2 -0.067 0.034 0.05
Iiv3 × Iis2 -0.041 0.032 0.201
Iiv4 × Iis2 -0.183 0.03 1.42e-09
Iiv5 × Iis2 0.029 0.151 0.846
Iiv2 × Iis3 -0.09 0.03 0.002
Iiv3 × Iis3 -0.114 0.029 7.73e-05
Iiv4 × Iis3 -0.258 0.027 < 2e-16
Iiv5 × Iis3 -0.209 0.142 0.141
Iiv2 × Iis4 -0.051 0.033 0.119
Iiv3 × Iis4 -0.13 0.032 3.57e-05
Iiv4 × Iis4 -0.352 0.03 < 2e-16
Iiv5 × Iis4 -0.286 0.136 0.036
Icil2 × Icavalos2 0.051 0.031 0.104
Icil3 × Icavalos2 0.09 0.055 0.088
Icil2 × Icavalos3 -0.303 0.149 0.042
Icil3 × Icavalos3 -0.405 0.154 0.009
Icavalos2 × Igasolina 0.076 0.026 0.004
Icavalos3 × Igasolina 0.099 0.023 5.08e-06
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Tabela A.3: Output do Segundo Modelo de Regressa˜o
Binomial Negativa
Varia´vel Coeficiente Erro padra˜o Valor-p
constante -7.62 0.028 < 2e-16
Ibmw 0.07 0.021 8.74e-04
Icitroen -0.221 0.025 < 2e-16
I f iat -0.116 0.024 3.14e-06
I f ord -0.146 0.023 1.37e-10
Ihonda -0.136 0.038 7.67e-04
Imercedes−benz -0.104 0.018 2.83e-10
Inissan -0.066 0.021 1.83e-03
Iopel -0.151 0.019 < 2e-16
Ioutra -0.148 0.015 < 2e-16
Ipeugeot -0.134 0.019 4.02e-12
Irenault -0.089 0.019 5.48e-07
Iseat -0.192 0.026 4.93e-13
Itoyota -0.187 0.023 8.79e-16
Ivolkswagen -0.137 0.017 1.55e-15
Icarrocaria -0.102 0.009 < 2e-16
Icil2 0.004 0.016 0.833
Icil3 0.103 0.041 0.021
Icavalos2 -0.015 0.032 0.664
Icavalos3 0.407 0.138 0.006
Icaixa -0.044 0.01 1.93e-05
Ivel -0.074 0.01 3.55e-13
Iportas 0.055 0.009 8.87e-10
Igasolina -0.197 0.017 < 2e-16
Ipeso2 0.017 0.013 0.218
Ipeso3 0.05 0.017 0.003
Iiv2 -0.022 0.02 0.289
Iiv3 -0.13 0.019 1.38e-11
Iiv4 -0.114 0.018 2.76e-11
Iiv5 -1.043 0.102 < 2e-16
Iis2 -0.041 0.021 0.071
Iis3 -0.12 0.019 1.71e-10
Iis4 -0.28 0.022 < 2e-16
Iiv2 × Iis2 -0.067 0.031 0.045
Iiv3 × Iis2 -0.042 0.029 0.191
Iiv4 × Iis2 -0.183 0.028 1.2e-10
Iiv5 × Iis2 0.041 0.146 0.786
Continua na pa´gina seguinte
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Tabela A.3 – Continuac¸a˜o da pa´gina anterior
Varia´vel Coeficiente Erro padra˜o Valor-p
Iiv2 × Iis3 -0.09 0.028 0.001
Iiv3 × Iis3 -0.115 0.027 2.91e-05
Iiv4 × Iis3 -0.254 0.025 < 2e-16
Iiv5 × Iis3 -0.196 0.139 0.167
Iiv2 × Iis4 -0.049 0.03 0.13
Iiv3 × Iis4 -0.129 0.029 1.51e-05
Iiv4 × Iis4 -0.349 0.028 < 2e-16
Iiv5 × Iis4 -0.273 0.133 0.045
Icil2 × Icavalos2 0.053 0.029 0.088
Icil3 × Icavalos2 0.092 0.052 0.096
Icil2 × Icavalos3 -0.305 0.148 0.039
Icil3 × Icavalos3 -0.407 0.143 0.008
Icavalos2 × Igasolina 0.073 0.025 0.006
Icavalos3 × Igasolina 0.1 0.02 1.04e-06
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Anexo B
Observac¸o˜es selecionadas para ana´lise
de previsa˜o de modelos com um nu´mero
excessivo de zeros
Figura B.1: Observac¸o˜es selecionadas para ana´lise de previsa˜o de modelos com um
nu´mero excessivo de zeros
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