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We present a method for single-shot three-dimensional imaging through scattering media with a three-
dimensional memory effect. In the proposed computational process, a captured speckle image is two-
dimensionally correlated with different scales, and the object is three-dimensionally recovered with three-
dimensional phase retrieval. Our method was experimentally demonstrated with a lensless setup and
was compared with a multi-shot approach used in our previous work [Y. Okamoto, et al., Opt. Lett. 44,
2526–2529 (2019)]. © 2019 Optical Society of America
http://dx.doi.org/10.1364/ao.XX.XXXXXX
1. INTRODUCTION
Imaging through scattering media has been long studied for
biomedical imaging, astronomical imaging, and so on [1–4]. Re-
cently, optical sensing and control through strongly scattering
media, which are difficult to handle in conventional approaches
relying on the existence of non-scattered light, have attracted in-
terest in the field of optics and photonics. The rapidly growing
computational power and the improved performance of opti-
cal elements for light control drive this area, and various meth-
ods have been reported. These methods are categorized into
three types: feedback-based, inversion-based, and correlation-
based [5, 6].
The feedback-based approach utilizes wavefront shaping be-
hind or inside scattering media with an iterative feedback pro-
cess based on an optimization algorithm [7–15]. Issues with
the feedback-based approach are the large number of feedback
loops and the need for a probing process to measure the fo-
cusing state in the every loop. The inversion-based approach,
including time reversal and phase conjugation, senses and con-
trols the optical distribution through scatteringmedia by taking
the inverse of a transmission matrix expressing the scattering
process [16–30]. These methods realize single-shot imaging and
focusing without any feedback process. However, they need to
probe the whole or part of the transmission matrix before the
imaging and focusing stage.
The correlation-based approach exploits the shift invariance
of speckles, which is called the memory effect [31–39]. In the
correlation-based methods, an autocorrelation process is used
for removing speckles and exposing object signals in captured
images. An advantage of the correlation-based approach is the
lack of a need for the probing process, which is a drawback of
the previous two approaches. As a result, the correlation-based
approach has realized non-invasive imaging through scattering
media. This approach has been recently extended to a three-
dimensional case [40–43].
Drawbacks with the methods for correlation-based three-
dimensional imaging through scattering media include the
need for capturingmultiple images and/or invasive optical pro-
cesses. Thus, they are difficult to apply to imaging of dynami-
cal and practical scenes. Here we present a method for tomo-
graphic reconstruction of a three-dimensional object from a sin-
gle speckle image captured through scattering media without
any invasive or probing process. We demonstrated the method
experimentally with a lensless setup. Our method enhances the
possibility and practicability of imaging though scattering me-
dia for a wide range of applications, including biomedicine, se-
curity, and industry.
2. METHOD
The optical setup in the proposed method is shown in Fig. 1.
A three-dimensional object o is illuminated with spatially in-
coherent illumination through a first diffuser, and the light
scattered by a second diffuser is captured by a lensless image
sensor as i. The relationship between the object and the cap-
tured speckle is three-dimensionally shift-invariant, based on
the three-dimensional memory effect [41]. Then, the imaging
process is written with a scattering impulse response h as
i(ri) =
∫
h(ri − ro)o(ro)d3ro, (1)
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Fig. 1. Schematic diagram of single-shot three-dimensional
imaging through diffusers.
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Fig. 2. Reconstruction process of single-shot three-dimensional
imaging by speckle correlation.
where ri = (xi , yi, zi) are the spatial coordinates in the object
space, and ro = (xo , yo, zo) are the spatial coordinates in the
sensor space, respectively. The x- and y-axes are lateral to the
image sensor, and the z-axis is axial to the image sensor. The
origin of these coordinates is the center of the second diffuser.
The impulse response h is laterally random and axially scaled
with a scaling factor s, which is written as
s = (zo + zi)/zo. (2)
In our previous work on multi-shot three-dimensional imag-
ing through scattering media [43], the image sensor is axially
scanned to observe the three-dimensional speckle distribution i,
which is three-dimensionally autocorrelated to remove the im-
pact of the scattering process h as
i ⋆3D i = (h⊗3D o) ⋆3D (h⊗3D o) (3)
= (h ⋆3D h)⊗3D (o ⋆3D o) (4)
≈ o ⋆3D o (5)
= F−13D [|O|2], (6)
where ⋆3D is the three-dimensional correlation,⊗3D is the three-
dimensional convolution, F3D denotes the three-dimensional
Fourier transform, and O is the three-dimensional transform of
o. Here, h ⋆3D h is approximated by the delta function due to
the laterally random and axially scaled distribution of h [33, 34].
The object signal o is recovered by a phase retrieval process for
|O|2 [44].
In this study, as shown in Fig. 2, a three-dimensional ob-
ject is tomographically reconstructed from a single captured
speckle image i2D, which contains differently scaled impulse
responses h depending on the object distances zo, using the op-
tical setup in Fig. 1. The captured speckle image is computa-
tionally and laterally scaled multiple times, instead of multiple
O
n
=(|O|2)1/2exp(jθ
n
)
θ
n
o
n
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Fig. 3. Loop in the error reduction algorithm and the hybrid
input-output algorithm.
measurements made while axially scanning the image sensor
as in the previous work [43]. This computational scaling pro-
cess mimics the optical scaling process in Eq. (2) by axial scan-
ning, where the scaling factor is monotonically increased or de-
creased. This process is exploited for searching relative scales
of the impulse responses on the original speckle image through
the following correlation process, where high correlations ap-
pear if the original and scaled impulse responses are coincident,
and vice versa.
The scaled speckle images are computationally and laterally
correlated as follows:
ck =


i02D ⋆2D i
k
2D, for k ≥ 0
i−k2D ⋆2D i
0
2D, for k < 0
(7)
where ⋆2D is the two-dimensional correlation, the superscript
k = −M + 1,−M + 2, · · · , M − 2 denotes the index for the
lateral correlations, M is the number of scaled images, ck is
the k-th lateral correlation result, im2D is the m-th scaled speckle
image (i02D = i2D), and the superscript m = 0, 1, · · · , M −
1 denotes the index of the scaling factor. In this study,
o ⋆3D o in Eq. (5) is approximated by c
k. The object o is
three-dimensionally reconstructed from the correlation result ck
based on three-dimensional phase retrieval.
The phase retrieval process in this study follows the previ-
ous work on speckle-correlation-based imaging through scat-
tering media [33, 34, 43]. Here two algorithms, which are called
the error reduction algorithm and the hybrid input-output algo-
rithm [44], are sequentially performed, as shown in Fig. 2. The
second algorithm is a modified version of the first one, and they
use the loop in the iterative processes shown in Fig. 3. The dif-
ference between them is the process of constraints. First, the
common aspects are described, and then the differences are ex-
plained.
The iterative process of the error reduction algorithm and
the hybrid input-output algorithm is shown in Fig. 3 and is de-
scribed as follows:
1. The object’s Fourier spectrum is initially given with
a three-dimensional random phase θn by On =
(|O|2)(1/2) exp(jθn), where j is the imaginary unit, |O|2 is
the three-dimensional Fourier transform of ck in Eq. (7),
and the subscript n is the counter of the iteration, which
is set to one.
2. On is three-dimensionally inverse Fourier transformed,
and the result is set as the intermediately estimated ob-
ject o′n.
3. o′n is rectified with some constraints, which are described
in the following paragraphs, and the result is the estimated
object on at the n-th iteration.
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4. on is three-dimensionally Fourier transformed, and the re-
sult is set as the intermediately estimated object’s Fourier
spectrum O′n.
5. The argument of O′n is extracted, and it is used as a replace-
ment of the argument θn of the estimated object’s Fourier
spectrum On, where the counter n is incremented by one.
Steps 2–5 are iterated.
The rectifying process with constraints at Step 3 is the dif-
ference between the error reduction algorithm and the hybrid
input-output algorithm [44]. In the error reduction algorithm,
the intermediately estimated object o′n at the n-th iteration is
updated with the following rule:
on(ro) =


o′n(ro), for ro /∈ Γ
0, for ro ∈ Γ
(8)
where Γ is the set of all spatial positions ro which violate the
constraints. In the hybrid input-output algorithm, the updating
rule is as follows:
on(ro) =


o′n(ro), for ro /∈ Γ
on−1(ro)− βo′n(ro), for ro ∈ Γ
(9)
where β is a feedback parameter.
In the reconstruction according to the proposed scheme,
as shown in Fig. 2, the hybrid input-output algorithm is per-
formed first. In this algorithm, the feedback parameter β is
decreased from 2.0 to 0.0 in intervals of 0.05, and the loop of
Fig. 3 is iterated ten times for each β. Then, the error reduc-
tion algorithm is performed by using the result of the hybrid
input-output algorithm as the initial estimate at Step 1, and the
loop of Fig. 3 is iterated five hundred times. The constraints
used here are realness, non-negativity, and the range of pixel
intensities. Realness and non-negativity are introduced by us-
ing spatially incoherent illumination, such as a light emitting
diode (LED) or fluorescence [33, 34]. The range of pixel inten-
sities suppresses some reconstruction artifacts [43]. This phase
retrieval has trivial ambiguities of the spatial shift and the con-
jugate inversion, which have been studied in the literature on
phase retrieval [45].
3. EXPERIMENTAL DEMONSTRATION
The proposed method was demonstrated with three-
dimensionally arranged point sources fabricated by a 3D
printer (M2030TP manufactured by L-DEVO). The object had
three levels, where the step height was 0.5 cm, and holes with
a diameter of 0.4 mm were located at different positions on
each level, as shown in Fig. 4(a). One hole was made on the
front level, two diagonally arranged holes were made on the
middle level, and two vertically arranged holes were made
on the back level, respectively. As shown in Fig. 1, the object
was located between two diffusers and it was illuminated
with an incoherent LED (M565L3 manufactured by Thorlabs,
nominal wavelength: 565 nm, full width at half maximum
of spectrum: 103 nm) through a bandpass filter (578NM
X 16NM 25MM manufactured by Edmund Optics, central
wavelength 578 nm, full width at half maximum of spec-
trum: 22 nm) and a diffuser (LSD5PC10-5 manufactured by
Luminit). The distance between the first diffuser and the object
was 75 mm. Light passing through object was scattered by
-5 mm
0 mm
+5 mm
(a) (b)
0 mm +5 mm +10 mm +15 mm +20 mm
-5 mm-10 mm-15 mm-25 mm -20 mm
(c)
0 mm +5 mm +10 mm +15 mm +20 mm
-5 mm-10 mm-15 mm-25 mm -20 mm
(d)
0 mm +5 mm +10 mm +15 mm +20 mm
-5 mm-10 mm-15 mm-25 mm -20 mm
(e)
Fig. 4. Experimental results. (a) The object. (b) The cap-
tured speckle image. (c) The correlation result. (d) The three-
dimensional phase retrieval result. (e) The three-dimensional
phase retrieval result with the multi-shot approach in Refer-
ence [43], where the scale bar is 2 mm at the object plane.
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another diffuser (LSD20PC10-5 manufactured by Luminit) and
captured by a monochrome image sensor (hr29050MFLGEA
manufactured by SVS-Vistek, pixel count: 4384 × 6576, pixel
pitch: 5.5 × 5.5 µm) without any imaging optics. The dis-
tance (zo) between the object and the second diffuser was
92 mm, and the distance (zi) between the second diffuser and
the image sensor was 25 mm, as shown in Fig. 1.
The captured speckle image is shown in Fig. 4(b), where the
central 600 × 600 pixel area was clipped for visualization pur-
poses. After background compensation, the captured image
was scaled with a computational scaling factor smcom based on
Eq. (2) as follows:
smcom =
(zo −m∆zo + zi)/(zo −m∆zo)
(zo + zi)/zo
, (10)
where ∆zo is the axial resolution of the object space, which was
set to 0.5 mm, corresponding to the step height of the object.
The number of scaled speckle images (M) was set to six. The
scaled speckle imageswere laterally correlated as in Eq. (7). The
central 800 × 800 pixel areas of the correlations were clipped
and laterally down-sampled by a factor of four to reduce the
computational cost in the next phase retrieval process. Biases
of the correlations were equalized with the average values out-
side the central areas. The result of this correlation process is
shown in Fig. 4(c), where the central 150× 150 pixel areas were
clipped, and contrast enhancement was applied for visualiza-
tion purposes.
The three-dimensional phase retrieval process was applied
to the correlations, and the results are shown in Fig. 4(d), where
the ambiguities of the spatial shift and the conjugate inversion
were manually compensated, and the central 150 × 150 pixel
areas were clipped for visualization purposes. The holes were
three-dimensionally recovered. The reconstruction result of the
multi-shot approach with axial scanning of the image sensor in
our previous work [43] is shown in Fig. 4(e). These results were
comparable, although some interference from other planes in
the single-shot approach was stronger than that in the multi-
shot approach.
An issue with the single-shot approach compared with the
multi-shot one is distortion of the autocorrelation through the
scaling process. The distortion should be smaller than the lat-
eral resolution of speckle correlations. The limitation of the scal-
ing factor in Eq. (10) is calculated as
|sM−1com − 1|d ≤ δ, (11)
where d is the object size on the image sensor and is estimated
as half of the correlative area, and δ is the resolution of speckle
correlations and is
√
2-times larger than the grain size of the
speckles, assuming a Gaussian distribution. In the case of the
experiment, d = 300 pixels and δ =
√
2× 17 pixels [43], so the
above limitation was satisfied.
4. CONCLUSION
We proposed single-shot three-dimensional imaging through
scattering media based on speckle correlation. An object is
three-dimensionally reconstructed from a single speckle im-
age with a scaling process, a correlation process, and a phase
retrieval process. The proposed method was experimentally
demonstrated with three-dimensionally arranged point sources
between diffusers. The result was comparable to the multi-shot
case reported previously.
Our method simplifies the optical setup for three-
dimensional imaging through scattering media. It is useful
in a wide range of modalities, including lensless imaging,
microscope imaging, and telescope imaging, and applications
such as looking around corners and reflection-mode scattered
imaging. Also, this method may provide interesting insights
for three-dimensional imaging without the need to calibrate op-
tical hardware or probe optical phenomena before an imaging
stage.
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