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Abstract
We obtain the general solution of the Einstein-(anti) Maxwell-(anti) Dilaton (EMD)
theory for a static, spherically symmetric spacetime in four dimensions. In the phantom
(anti) cases, we obtain new solutions with non-degenerate horizon and make the analysis of
their causal structures. The causal structures of some solutions are exotics, some of them
can not be described in two-dimensional usual Penrose diagrams. We obtain also, using
the method of Sigma model, new stationary solutions with axial symmetry, for Einstein-
anti-Maxwell-Dilaton (EM¯D) and Einstein-anti-Maxwell-Dilaton-Axion (EM¯DA) theory.
We analyse the causal structure of these new solutions.
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Resumo
Obtemos a soluc¸a˜o geral da teoria Einstein-(anti)Maxwell-(anti)Dilaton (EMD) para
uma me´trica esta´tica e esfericamente sime´trica. Nos casos fantasmas (anti), obtemos
novas soluc¸o˜es com horizonte na˜o degenerado e fazemos a ana´lise da estrutura causal
das mesmas. As estruturas causais de algumas soluc¸o˜es sa˜o exo´ticas, a ponto de algumas
delas na˜o poderem ser descritas em diagramas de Penrose bidimensionais usuais. Obtemos
tambe´m, utilizando o me´todo do modelo Sigma, novas soluc¸o˜es estaciona´rias, com simetria
axial, da teoria Einstein-anti-Maxwell-Dilaton (EM¯D), e da teoria Einstein-anti-Maxwell-
Dilaton-A`xion (EM¯DA). Analisamos as estruturas causais dessas novas soluc¸o˜es.
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Introduc¸a˜o
A Relatividade Geral (RG) de Einstein e´ uma teoria consolidada, comprovadamente
u´til para a descric¸a˜o dos fenoˆmenos relacionados a` gravitac¸a˜o. As va´rias teorias que
surgiram como um aperfeic¸oamento ou como generalizac¸a˜o da RG, tambe´m touxeram
grandes avanc¸os ao conhecimento cient´ıfico. A primeira soluc¸a˜o, relacionada a` gravitac¸a˜o,
das chamadas equac¸o˜es de Einstein, que regem a RG, foi uma soluc¸a˜o singular do espac¸o-
tempo. Assim, o pro´prio Einstein, juntamente com Rosen, por causa da pressa˜o da
comunidade cient´ıfica, ao criticarem a RG por haver, na e´poca, somente esta soluc¸a˜o
singular, utilizou um artif´ıcio na˜o f´ısico, com o intuito de obter uma nova soluc¸a˜o na˜o
singular. Ele foi o primeiro a considerar o termo de interac¸a˜o do campo de Maxwell com a
gravitac¸a˜o, com o sinal invertido, dando origem assim aos campos fantasmas e aos buracos
de minhoca [1].
Em modelos de teoria de cordas, e´ comum encontrarmos um sistema espec´ıfico, o
que conte´m na ac¸a˜o o termo que gera a RG, acoplada com um campo escalar, chamado
dilaton, e mais um acoplamento do dilaton com o campo de Maxwell. Essa teoria, a
baixas energias e em 4D, e´ comumente chamada de Einstein-Maxwell-Dilaton (EMD).
O estudo e obtenc¸a˜o de soluc¸o˜es dessa teoria comec¸ou com o artigo de Gibbons-Maeda
[2]. Depois deles, muitos outros se interessaram em va´rios aspectos dessa teoria, como
por exemplo a supersimetria [3]. Os primeiros que usaram esta teoria para obter soluc¸o˜es
estaciona´rias, com simetria axial, foram Frolov et al [4], e no caso de Kaluza-Klein, Horne-
Horowitz [5]. Muitos outros interesses foram surgindo e diferentes abordagens e me´todos
igualmente. Na teoria Einstein-Maxwell-Dilaton-A`xion (EMDA), o primeiro a obter uma
generalizac¸a˜o da soluc¸a˜o de Kerr, pelo me´todo das simetrias das equac¸o˜es, foi Sen [6].
6
Assim, temos muitas outras soluc¸o˜es, tanto da teoria EMD, quanto da EMDA.
Assim como foi dito anteriormente, sobre Einstein e Rosen, muitas outras situac¸o˜es
na F´ısica violam as chamadas condic¸o˜es de energia da RG [1, 8]. Como mencionado, os
buracos de minhoca em geral, inicialmente formulados por Einstein e Rosen [7], violam
tais condic¸o˜es de energia. Outros exemplo que podemos citar aqui sa˜o: efeito Casimir
(normal e topolo´gico) [1]; va´cuo espremido [9]; evaporac¸a˜o de buracos negros [1]; cos-
mologia inflaciona´ria [1], com Universo em expansa˜o acelerada [11] e fluidos fantasmas o
permeando [12, 13]; quantizac¸a˜o do campo escalar massivo livre [10]; espelhos acelerados
[14]; algumas teorias de campos com interac¸a˜o [15]; part´ıcula de Dirac massiva na pre-
senc¸a de um buraco negro de Kerr [16]. Dessa forma, no´s tambe´m tivemos o interesse
de abordar e analisar modificac¸o˜es das teorias EMD e EMDA, nos seus casos fantasmas
Einstein-(anti)Maxwell-(anti)Dilaton (EM¯D, EMD¯ ou EM¯D¯) e Einstein-(anti)Maxwell-
Dilaton-Axion (EM¯DA), as quais podem violar certas condic¸o˜es de energia da RG.
Este trabalho esta´ organizado da seguinte forma. No primeiro cap´ıtulo fazemos as
definic¸o˜es necessa´rias a` compreensa˜o da RG, apresentamos um pouco do desenvolvimento
histo´rico, e conclu´ımos com a ana´lise da estrutura causal do espac¸o-tempo de Reissner-
Nordstro¨m. No segundo cap´ıtulo, fazemos a construc¸a˜o do modelo Sigma e uma breve
apresentac¸a˜o das soluc¸o˜es de Rasheed e Kerr-Sen, como base de comparac¸a˜o das soluc¸o˜es
do quarto cap´ıtulo. No terceiro cap´ıtulo, obtemos a soluc¸a˜o geral para a teoria Einstein-
(anti)Maxwell-(anti)Dilaton com simetria esfe´rica e conclu´ımos com a ana´lise das estru-
turas causais das mesmas. No quarto cap´ıtulo, constru´ımos o modelo Sigma Fantasma
para a soluc¸a˜o cosh e obtemos uma nova soluc¸a˜o estaciona´ria da teoria, depois anali-
samos sua estrutura causal. Ainda neste cap´ıtulo, obtemos tambe´m uma nova soluc¸a˜o
estaciona´ria para a teoria EM¯DA, concluindo com a ana´lise de sua estrutura causal.
7
Cap´ıtulo 1
Buracos Negros
Nesse cap´ıtulo no´s apresentamos algumas definic¸o˜es matema´ticas ba´sicas para a con-
struc¸a˜o do entendimento da teoria da Relatividade Geral de Einstein. Continuamos com
um pequeno resumo do desenvolvimento histo´rico da teoria, e terminamos com a apre-
sentac¸a˜o de uma metodologia simples para a ana´lise da estrutura causal do espac¸o-tempo.
1.1 Definic¸o˜es Preliminares
A Mecaˆnica newtoniana e o Eletromagnetismo cla´ssico de Maxwell sa˜o teorias, formu-
ladas de tal forma, que dependem dos referenciais nos quais se observam seus fenoˆmenos,
como os referencias inerciais por exemplo. Entretanto, a teoria da Relatividade Geral
(RG) foi formulada no intuito de conter todas as possibilidades de observadores ou ref-
erencias f´ısicos, inerciais ou na˜o. Com isso, deveria explicar as relac¸o˜es entre tais ob-
servadores, sem que houvesse mudanc¸a na forma das leis f´ısicas, pois deveria haver uma
invariaˆncia na forma das leis f´ısicas para cada referencial adotado. Como a observac¸a˜o e´
relativa entre cada observador, enta˜o, Einstein construiu a RG [17, 18] como uma teoria
geome´trica que depende dos campos de mate´ria f´ısicos associados ao sistema. Vamos
comec¸ar definindo alguns elementos importantes nesta teoria.
Na Matema´tica [19, 21, 20, 22, 8, 23], um conceito ba´sico e´ o de continuidade. E
para estabelecer consistentemente este conceito, devemos definir a estrutura matema´tica
mais simples onde ele aparece, essa estrutura e´ o espac¸o topolo´gico. Dado um conjunto
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arbitra´rio M e um conjunto finito ou infinito T de subconjuntos Ui ⊂ M , dizemos que o
par (M, T ) e´ um espac¸o topolo´gico se as seguintes relac¸o˜es sa˜o satisfeitas:
1. T conte´m tanto o conjunto vazio φ como o pro´prio M .
2. Qualquer unia˜o finita ou infinita dos conjuntos Ui pertence a T .
3. Qualquer intersec¸a˜o finita dos conjuntos Ui pertence a T .
Usualmente chamamos o pro´prio M de espac¸o topolo´gico. Os Ui sa˜o chamados con-
juntos abertos e T e´ dita a topologia de M . Existem sempre duas topologias o´bvias para
qualquer conjunto M : a topologia discreta, na qual T e´ tomado como sendo o conjunto
de todos os subconjuntos de M , e a topologia trivial, na qual T = {φ;M}. Um conjunto
F e´ definido fechado se o seu complemento C = M − F e´ aberto.
O espac¸o M e´ chamado me´trico quando podemos definir uma func¸a˜o g : M ×M → R,
tal que:
1. g(x, y) = g(y, x),
2. g(x, y) > 0 e g(x, x) = 0,
3. g(x, y) + g(y, z) ≥ g(x, z),
onde x, y, z ∈ M . Assim, definimos facilmente uma topologia para os espac¸os me´tricos
atrave´s das chamadas bolas abertas:
Ur(x) = {y ∈ M, g(x, y) < r} , (1.1)
onde r e´ o raio em torno do centro x. Uma topologia me´trica e´ o conjunto de todas as
bolas abertas de M e suas poss´ıveis unio˜es.
Definimos a imagem inversa f−1(V ) de uma aplicac¸a˜o f : M1 →M2, entre dois espac¸os
topolo´gicos, como sendo o conjunto U ⊂ M1 que e´ levado em V ⊂ M2 pela aplicac¸a˜o f .
Finalmente, dizemos que a aplicac¸a˜o f e´ cont´ınua, se dado um aberto V ⊂M2, f−1(V ) e´
um aberto U ⊂M1.
9
Podemos agora definir uma aplicac¸a˜o chamada homeomorfismo, como sendo a aplicac¸a˜o
cont´ınua f : M1 → M2 em que existe uma aplicac¸a˜o inversa e cont´ınua, enta˜o M1 e M2
sa˜o ditos homeomorfos. Definimos uma carta como o par (U, f)1, para U aberto em M .
Agora podemos conceituar o que e´ uma variedade di ferencia´vel. Uma variedade
diferencia´vel M e´ um espac¸o topolo´gico que satisfaz as seguintes propriedades:
1. M e´ localmente homeomorfo a Rm, para m < ∞. Logo, para cada aberto U de
M existe um homeomorfismo f que mapeia localmente em um aberto V de Rm, e
dizemos que a dimensa˜o de M e´ m.
2. Para duas cartas (f1, U1) e (f2, U2), onde U1
⋂
U2 6= φ, as aplicac¸o˜es f2 ◦ f−11 e
f1 ◦ f−12 , de Rm em Rm, sa˜o cont´ınuas e diferencia´veis em todas as ordens. Essas
aplicac¸o˜es sa˜o chamadas de func¸o˜es de transic¸a˜o e sa˜o as responsa´veis pela mudanc¸a
de coordenadas2 nos pontos de U1
⋂
U2.
Com a estrutura das variedades diferencia´veis podemos definir alguns objetos geome´-
tricos importantes para a obtenc¸a˜o e ana´lise das soluc¸o˜es advindas da RG de Einstein.
Como na˜o e´ nosso objetivo fazer definic¸o˜es formais destes objetos, vamos procurar defini-
los sem minuciosidade.
Podemos entender como uma poss´ıvel definic¸a˜o da me´trica de uma variedade difer-
encia´vel riemanniana, a medida do comprimento entre dois pontos da variedade. Este
objeto pode tambe´m medir normas de vetores (ou co-vetores)3 do espac¸o tangente (ou
co-tangente) a` variedade. E ainda pode ser o objeto responsa´vel pela relac¸a˜o entre as
componentes dos elementos dos espac¸os tangente e co-tangente. A expressa˜o mais usual
para a definic¸a˜o da me´trica e´ dada por:
dS2 = gµνdx
µdxν , (1.2)
1Em geral esse par e´ apenas local, ou seja, a aplicac¸a˜o f na˜o e´ um homeomorfismo em todo M .
2Quando essas aplicac¸o˜es e suas inversas sa˜o cont´ınuas e suas derivadas de ordem arbitra´ria existem
e tambe´m sa˜o cont´ınuas, as chamamos de difeomorfismos.
3Tensores em geral.
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onde, no caso em que a dimensa˜o e´ igual a 4, µ, ν = 0, ..., 3. O dS2 e´ conhecido em
geometria cla´ssica como a primeira forma quadra´tica, ou primeira forma fundamental
[24]. Usualmente e´ mais conhecido por elemento de linha, ou, em um abuso de linguagem,
me´trica.
Para uma variedade me´trica diferencia´vel, a conexa˜o afim e´ definida em termos das
componentes da me´trica, por:
Γβµν =
1
2
gβσ [∂µgνσ + ∂νgµσ − ∂σgµν ] . (1.3)
Uma definic¸a˜o necessa´ria para se ter uma derivac¸a˜o condizente com esta estrutura
geome´trica invariante por transformac¸a˜o de coordenadas, e´ a chamada derivada covari-
ante. Vamos defini-la para um vetor, de forma a se transformar como um tensor:
∇µV ν = ∂µV ν + ΓνµσV σ . (1.4)
onde V ν sa˜o as componentes do vetor.
Uma variedade riemanniana e´ definida como sendo uma variedade diferencia´vel que
possui as seguintes propriedades:
1. A derivada covariante da me´trica e´ zero, ∇αgµν = 0.
2. A conexa˜o e´ sime´trica, Γαµν = Γ
α
νµ.
Uma variedade diferencia´vel e´ a generalizac¸a˜o do usual espac¸o plano euclidiano. Pode-
mos ter uma noc¸a˜o ate´ de estruturas espaciais curvas. O objeto geome´trico que representa
a curvatura da variedade e´ o tensor de Riemann. Quando ele e´ nulo, a variedade e´ dita
plana, como em Euclides. Mas quando suas componentes na˜o sa˜o nulas, a variedade e´ dita
curva. O exemplo mais usual e´ o da superf´ıcie bidimensional da esfera S2, onde existem
componentes na˜o nulas do tensor de Riemann. As componentes do tensor de Riemann
sa˜o definidas, em termos das conexo˜es, por
Rσγµν = ∂µΓ
σ
γν − ∂νΓσγµ + ΓδγνΓσδµ − ΓδγµΓσδν . (1.5)
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Atrave´s da contrac¸a˜o de dois indices das componentes do tensor de Riemann, podemos
definir o tensor de Ricci:
Rµν = R
σ
µσν , (1.6)
podemos ainda definir o escalar de curvatura:
R = Rσσ , (1.7)
pela contrac¸a˜o dos indices do tensor de Ricci.
Com esses objetos geome´tricos podemos definir dois outros: o tensor de Einstein
Gµν = Rµν − 1
2
gµνR , (1.8)
e o escalar de Kretschmman4
K = 4K21 + 8K22 + 8K23 + 4K24 , (1.9)
onde
K1 = R
01
01 , K2 = R
02
02 , K3 = R
12
12 , K4 = R
23
23 .
O tensor de Einstein sera´ usado para a formulac¸a˜o da teoria, conectando a geometria
diferencial, com a mate´ria contida na variedade. A estrutura de variedade riemanniana
definida acima e´ usualmente chamada de espac¸o-tempo. O sistema f´ısico e´ formado pela
junc¸a˜o do espac¸o-tempo e a mate´ria contida nele.
Agora, vamos introduzir o princ´ıpio de mı´nima ac¸a˜o. Toda ac¸a˜o e´ uma integrac¸a˜o
da densidade lagrangeana do sistema f´ısico, portanto um funcional. Se minimizarmos a
ac¸a˜o, ou seja, igualarmos a zero a variac¸a˜o funcional da mesma, teremos diretamente as
equac¸o˜es de movimento do sistema f´ısico. Comec¸amos pela ac¸a˜o de Einstein-Hilbert:
S =
∫
dx4
√−gR , (1.10)
4Objeto geome´trico que evidenciara´ a existeˆncia de singularidades (regio˜es do espac¸o-tempo onde as
geode´sicas terminam) em nossas variedades.
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onde g e´ o determinante da me´trica. Seguindo a mecaˆnica cla´ssica, visto que a conservac¸a˜o
da energia e as leis da entropia continuam valendo aqui, temos que se minimizarmos a
ac¸a˜o, ou seja, δS = 0, teremos as equac¸o˜es de movimento para cada campo f´ısico. Enta˜o,
fazendo a variac¸a˜o funcional5, em relac¸a˜o a` me´trica do espac¸o-tempo, da ac¸a˜o de Einstein-
Hilbert somada a um termo de ac¸a˜o da mate´ria, temos as equac¸o˜es de movimento
Gµν = kTµν , (1.11)
onde k e´ uma constante e as equac¸o˜es sa˜o conhecidas como equac¸o˜es de Einstein. As
equac¸o˜es de movimento para os campos de mate´ria sa˜o obtidas pela variac¸a˜o funcional
da ac¸a˜o total em relac¸a˜o aos campos.
Na pro´xima sec¸a˜o, veremos um pouco do desenvolvimento histo´rico dessa teoria.
1.2 Desenvolvimento Histo´rico
Como a descric¸a˜o da teoria da gravitac¸a˜o pela RG e´ extremamente complicada, pois
as equac¸o˜es de campo sa˜o equac¸o˜es diferenciais na˜o-lineares e acopladas, enta˜o Einstein
achou que encontrar uma soluc¸a˜o exata para estas equac¸o˜es era uma tarefa quase im-
poss´ıvel. Mas, surpreendentemente, em 1916, Schwarzschild [25, 26] obte´m uma soluc¸a˜o
exata das equac¸o˜es de Einstein no va´cuo, considerando uma me´trica com simetria esfe´rica
e esta´tica:
dS2 =
(
1− 2M
r
)
dt2 −
(
1− 2M
r
)−1
dr2 − r2dΩ2 , (1.12)
onde M e´ a massa e dΩ2 = dθ2 + sin2 θdφ2 e´ o elemento de aˆngulo so´lido. Esta soluc¸a˜o,
posteriormente analisada por va´rios autores nos anos seguintes6, mostra uma singularidade
em r = 0, coberta por um horizonte geome´trico7, onde nem a luz pode escapar, e uma
singularidade de coordenadas [28, 29] em rS = 2M (horizonte de eventos), chamada de
5Em cap´ıtulos posteriores faremos em detalhes esta variac¸a˜o, por isso a omitiremos aqui.
6Os quais sa˜o Flamm (1916), Weyl (1917), Eddington (1924) [27], Lemaˆıtre (1933), Einstein e Rose
(1935), Synge (1950), Finkelstein (1958), Fronsdal (1959), Kruskal (1960), Szekeres (1960), Novikov
(1963-64).
7Regia˜o que separa a estrutura causal do espac¸o-tempo, e uma consequeˆncia direta e´ que g00(rH) = 0.
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raio de Schwarzschild. Pelo teorema de Birkhoff8 [30, 31], sabemos que esta e´ a u´nica
soluc¸a˜o esfericamente sime´trica e esta´tica das equac¸o˜es de Einstein no va´cuo. Em 1935,
Einstein e Rose, no intuito de burlar soluc¸o˜es singulares, demonstram a formulac¸a˜o dos
buracos de minhocas. Em 1939, Tolman-Oppenheimer-Volkoff [32, 33] mostram que e´
poss´ıvel existir estrelas de neˆutrons.
Em 1916 Reissner [34], e independentemente Nordstro¨m em 1918 [35], encontram uma
soluc¸a˜o exata das equac¸o˜es de Einstein acopladas com o campo de Maxwell, para a me´trica
esfericamente sime´trica e esta´tica:
dS2 =
(
1− 2M
r
+
q2
r2
)
dt2 −
(
1− 2M
r
+
q2
r2
)−1
dr2 − r2dΩ2 , (1.13)
onde q e´ a carga ele´trica do buraco negro. Esta soluc¸a˜o apresenta dois horizontes geome´tricos
em r± = M ±
√
M2 − q2, onde r+ e´ o horizonte de eventos e r− e´ o horizonte interno.
Novamente estes horizontes na˜o passam de singularidades de coordenadas, mas existe uma
singularidade em r = 0.
Em 1963, Kerr [36], obteve uma soluc¸a˜o das equac¸o˜es de Einstein no va´cuo, para a
me´trica com simetria axial e estaciona´ria:

dS2 =
f20
Σ0
(dt− ω0dφ)2 − Σ0f2
0
[
f20
∆0
dr2 + f 20dθ
2 +∆0 sin
2 θdφ2]
∆0 = r
2 − 2MKr + a20 , Σ0 = r2 + a20 cos2 θ ,
f 20 = r
2 − 2MKr + a20 cos2 θ , ω0 = − a0f2
0
2MKr sin
2 θ ,
(1.14)
onde MK e´ a massa e a0 o paraˆmetro ligado ao momento angular orbital. Observamos
que se fizermos a0 = 0 em (1.14), reca´ımos na soluc¸a˜o de Schwarzschild, logo, a soluc¸a˜o de
Kerr e´ uma generalizac¸a˜o de (1.12). Esta soluc¸a˜o apresenta dois horizontes de Killing9 [23]
em r± =M2K ±
√
M2K − a20, para ∆0(r±) = 0. A singularidade esta´ na regia˜o onde Σ0 = 0
[112], que para cos θ = 0, fica em r = 0. Aqui aparece uma nova regia˜o do espac¸o-tempo
8Todas as soluc¸o˜es esfericamente sime´tricas das equac¸o˜es de Einstein sa˜o independentes do tempo
numa regia˜o em que na˜o ha´ mate´ria e (ou) energia.
9Regia˜o onde existe uma hiper-superf´ıcie nula, em que os campos de Killing tambe´m sa˜o nulos. No
caso de Kerr temos os campos de Killing (campos que satisfazem a equac¸a˜o Lζgµν = 0, onde Lζ e´ a
derivada de Lee na direc¸a˜o ζ) dados por χα = ζα+ΩHψ
α, onde ζα e ψα sa˜o as componentes dos vetores
de Killing das simetrias temporal e axial, e ΩH a velocidade angular.
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chamada ergo-esfera, onde f 20 = 0, e qualquer part´ıcula massiva deve, obrigatoriamente,
ter uma velocidade angular de rotac¸a˜o orbital diferente de zero. A generalizac¸a˜o desta
soluc¸a˜o foi feita em 1965 por Newman et al [38] para uma me´trica axial estaciona´ria com
campo de Maxwell acoplado.
Na de´cada de 60, houve muita especulac¸a˜o em torno dessas soluc¸o˜es, principalmente
com os trabalhos iniciados por Tolman-Oppenheimer-Volkoff [32, 33]. A formac¸a˜o de
uma estrutura bizarra do espac¸o-tempo, com uma singularidade encoberta por um hori-
zonte de eventos, foi muito analisada pelo processo de colapso gravitacional de estruturas
conhecidas.
A histo´ria sobre a utilizac¸a˜o do termo buraco negro e´ relatada, por especialistas, como
segue. Em 1967, John A. Wheeler, atrave´s de uma carta de convite a um colega, utiliza
pela primeira vez o termo buraco negro [39, 40] para estas estruturas, que foi usado,
posteriormente, por muitos outros pesquisadores. Hoje a nomenclatura usual e´ esta.
Na de´cada de 70, muitos outros avanc¸os foram obtidos, por exemplo: o teorema sem
cabelo10 de Bekenstein [41, 42, 43, 44], os teoremas de singularidade11 por Hawking e Ellis
[8], a termodinaˆmica de buracos negros12.
Muitas outras soluc¸o˜es de buracos negros surgiram, como as assintoticamente na˜o-
planas, como o de Schwarzschild-de Sitter e outras mais complicadas como o buraco negro
topolo´gico de Kerr-Newman-Taub-NUT-AdS [48]. Outras soluc¸o˜es de buracos negros
surgiram de novos me´todos de obtenc¸a˜o, por meio das simetrias das equac¸o˜es, como
por exemplo: o de Ernst [49], o de Maison [50] e o de espalhamento inverso [51]. Os
de integrac¸a˜o direta das equac¸o˜es podem ser listados em [52]. Todas as soluc¸o˜es mais
conhecidas citadas acima sa˜o as u´nicas poss´ıveis, isso e´ estabelecido pelos teoremas de
unicidade das soluc¸o˜es [53].
10Os buracos negros advindos da teoria de Einstein so´ possuem, exteriormente, campos escalares. Isso
implica que os u´nicos paraˆmetros f´ısicos que um buraco negro pode possuir, em geral, sa˜o sua massa, sua
carga e seu momento angular orbital.
11Que estabelecem as condic¸o˜es para uma variedade diferencia´vel na˜o possuir singularidades.
12Termodinaˆmica Cla´ssica, por Bekenstein, Smarr, Carter, Hawking, Bardeen, resumida em [45], e
semi-cla´ssica por Hawking, Bekenstein, Unruh, etc..., ver Birrel e Dives [47].
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As evideˆncias indiretas que sa˜o cogitadas como advindas de buracos negros reais no
universo, ainda sa˜o poucas: a emissa˜o de raio-X pelos supostos discos de acrec¸a˜o de
buracos negros [55, 54, 39], e os efeitos em lentes gravitacionais [56, 57, 58].
Terminamos esta sec¸a˜o citando algumas das va´rias generalizac¸o˜es de buracos negros:
os quasi-buracos negros [59], os ane´is negros [60], os buracos negros multidimensionais [61],
as membranas negras [63], os buracos negros topologicamente massivos [62], os buracos
negros acu´sticos [64].
Na pro´xima sec¸a˜o, veremos a estrutura causal das soluc¸o˜es de buracos negros, focando
a de Reissner-Nordstro¨m.
1.3 Estrutura Causal
O espac¸o-tempo f´ısico da RG e´ matematicamente uma variedade pseudo-riemanniana13
diferencia´vel, globalmente hiperbo´lica14 que possui somente geode´sicas extens´ıveis (o pa-
raˆmetro afim geode´sico assume todos os valores reais), exceto nas regio˜es que possuem
singularidades, que devem, obrigatoriamente, ser cobertas por horizontes geome´tricos.
Assim, como na˜o se pode ver geode´sicas que acabam em algum ponto no mundo f´ısico
real, pois seria como se algo deixasse de existir num determinado instante, temos que fazer
a ana´lise, sempre que obtemos uma nova soluc¸a˜o das equac¸o˜es de Einstein, da estrutura
causal do espac¸o-tempo, para determinar se sa˜o f´ısica ou na˜o.
A metodologia da de´cada de 70, usada para determinar se o espac¸o-tempo e´ global-
mente hiperbo´lico, e´ completamente abrangente [8, 23] e na˜o encaixa-se em nosso objetivo
aqui. Enta˜o, vamos seguir uma metodologia alternativa, mas equivalente15, para estru-
turas simples como as que veremos.
13A condic¸a˜o de espac¸o me´trico e´ generalizada para me´trica que na˜o e´ positivo-definida.
14Defini-se variedade globalmente hiperbo´lica como toda variedade diferencia´vel que pode ser folhiada
localmente em R×Σ (exceto nas singularidades), onde Σ e´ uma hipersuperf´ıcie de Cauchy, ou seja, uma
hipersuperf´ıcie por onde passam todas as curvas causais, definindo assim uma direc¸a˜o passada e futura.
15Estruturas topologicamente mais complexas, na˜o podem ser analisadas por esse me´todo, necessitando,
assim, dos teoremas de singularidade.
16
Vamos considerar como exemplo a soluc¸a˜o de Reissner-Nordstro¨m (1.13), pois possui
dois horizontes geome´tricos e servira´ para a formulac¸a˜o da metodologia. O procedimento
consiste em averiguar todos os pontos, ou regio˜es do espac¸o-tempo, que apresentem de-
generesceˆncia ou singularidade aparente na me´trica, ou nos escalares geome´tricos definidos
em (1.7) e (1.9). Para isso, faremos a ana´lise das geode´sicas, pela equac¸a˜o das geode´sicas,
e da pro´pria me´trica, quando houver simetria esfe´rica.
Comec¸amos definindo a equac¸a˜o das geode´sicas. A densidade lagrangeana, para um
espac¸o-tempo com simetria axial e estaciona´rio, e´ definida como16
L = 1
2
gµν x˙
µx˙ν =
1
2
[
g00t˙
2 + 2g03t˙φ˙+ g11r˙
2 + g22θ˙
2 + g33φ˙
2
]
= ǫ , (1.15)
onde ǫ = −1 para geode´sicas tipo-espac¸o, ǫ = 0 para geode´sicas tipo-nula e ǫ = 1 para
geode´sicas tipo-tempo. Definindo os momentos canonicamente conjugados a`s coordenadas
t e φ como17
∂L
∂t˙
= g00t˙+ g03φ˙ = E ,
∂L
∂φ˙
= g03t˙+ g33φ˙ = L , (1.16)
podemos substitu´ı-los em (1.15) para obter
r˙2 + g11g22θ˙
2 = g11ǫ−
[
g11
g00g33 − (g03)2
] [
g33E
2 + g00L
2 − 2g03LE
]
. (1.17)
Esta e´ a chamada equac¸a˜o das geode´sicas, pois depende de qual tipo de geode´sica se
trata, as quais sa˜o determinadas pelo paraˆmetro ǫ. No caso de Reissner-Nordstro¨m, a
me´trica e´ diagonal, logo g03 = 0. Tomando geode´sicas no plano equatorial θ = π/2, e
substituindo as componentes da me´trica (1.13) em (1.17), temos:
r˙2 = E2 −
(
1− 2M
r
+
q2
r2
)(
ǫ+
L2
r2
)
. (1.18)
16Defini-se usualmente esta quantidade, fazendo a extremizac¸a˜o do paraˆmetro geode´sico afim, entre
dois pontos. Existem outras formas de definir esta quantidade, mas que mostram-se equivalentes. Nossa
escolha e´ feita no intuito de abreviar enormemente os ca´lculos.
17No caso da me´trica possuir simetria axial e ser estaciona´ria, ela na˜o depende do tempo e da coordenada
φ, logo, podemos ver que os momentos canonicamente associados a essas coordenadas sa˜o conservados.
Enta˜o E e L sa˜o constantes de movimento.
17
Como obtivemos a equac¸a˜o das geode´sicas para o caso de Reissner-Nordstro¨m (RN),
guardemos este resultado. O segundo passo para o procedimento consiste em parametrizar
a me´trica em coordenadas adequadas. Como RN possui simetria esfe´rica, enta˜o, para qual-
quer soluc¸a˜o com esta simetria, parametrizaremos a me´trica de tal forma que seja confor-
malmente minkowskiana e a coordenada radial seja proporcional ao paraˆmetro geode´sico
afim pro´ximo ao horizonte de eventos. Assim, qualquer soluc¸a˜o esfericamente sime´trica
deve ficar na forma:
dS2 = H(x)
[
dt2 − dy2 − F (x)dΩ2] , (1.19)
onde
H(x) = g00(x) , dy = ±
√
−g00(x)g11(x)dx , F (x) = −g00(x)g22(x) , (1.20)
e x e´ uma coordenada radial proporcional ao paraˆmetro geode´sico afim pro´ximo ao hori-
zonte de eventos.
Para a soluc¸a˜o de RN, pela equac¸a˜o (1.18), vemos que se r → r+, temos r ∼ s, com
s sendo o paraˆmetro geode´sico afim. Enta˜o, podemos parametrizar a soluc¸a˜o de RN na
forma (1.19), onde:
H(r) =
(
1− 2M
r
+
q2
r2
)
, dy = ±
(
1− 2M
r
+
q2
r2
)−1
dr , F (r) =
r2(
1− 2M
r
+ q
2
r2
) .(1.21)
Agora, vamos analisar os pontos que apresentam problemas diretamente na me´trica,
lembrando que somente para este caso em particular, pois poderia haver outros pontos
que apresentassem problemas nos escalares geome´tricos. A primeira regia˜o e´ a chamada
infinito futuro. Se fizermos o limite r → +∞ em (1.18) e (2.4), temos ds ∝ ±dr, o que
nos mostra a extensividade do paraˆmetro geode´sico afim, e H → 1, y, F →∞, o que nos
caracteriza um infinito futuro. Como neste limite temos que o elemento de linha de RN
fica sendo
dS2 ∼ [dt2 − dy2 − y2dΩ2] , (1.22)
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logo, a parte do diagrama de Penrose18 [8, 23] que representa o infinito futuro da soluc¸a˜o
de RN e´ ideˆntica a de Minkowski para esta regia˜o, coforme mostra a Figura 1(b). A outra
regia˜o que analisaremos e´ a do horizonte de eventos r = r+. Fazendo o limite r → r+
(q 6= M), pela direita, em (1.18) e (2.4), temos ds ∝ ±dr, o que reflete a analiticidade e
regularidade do horizonte, e H → 0, y, F → ∞, o que caracteriza um horizonte. Vemos
aqui que a diferenc¸a entre o infinito futuro e o horizonte de eventos, e´ queH vai a zero neste
caso, mostrando o cara´ter de regia˜o conformalmente nula. Esta, separa a estrutura causal
do espac¸o-tempo em antes deste horizonte e depois dele. Geode´sicas podem atravessa´-lo,
mas as causais, tipo-tempo e nulas, na˜o retornam. Assim, a representac¸a˜o no diagrama
de Penrose dessa regia˜o e´ ideˆntica, mas invertida, ao infinito futuro do caso de Minkowski,
como mostra a Figura 1.1(a). Enta˜o, juntamos as partes das representac¸o˜es do infinito
futuro e do horizonte de eventos, dando assim um losango. Nesta regia˜o, as geode´sicas
tipo-tempo esta˜o distribuidas como mostra a Figura 1.2(b), as tipo-nula como retas de 45
graus, e as tipo-espac¸o na Figua 1.2(a).
Figura 1.1: Partes gra´ficas correspondentes a regio˜es conformes.
Na regia˜o r− < r < r+, a componente g00 da me´trica muda de sinal19, ou seja, os
vetores de Killing tipo-tempo, passam a ser tipo-espac¸o20, logo, as geode´sicas tipo-tempo
18O diagrama que representa em uma figura plana (2D) a estrutura causal conforme do espac¸o-tempo,
delimitando as regio˜es do infinito passado e futuro em uma representac¸a˜o compacta. Este diagrama nos
mostra diretamente as singularidades, caso haja, do espac¸o-tempo.
19Isto esta relacionado a paridade do horizonte. Como neste caso temos um horizonte ı´mpar, existe
uma mudanc¸a de sinal, mas quando houver um horizonte par, como no caso RN extremo, na˜o havera´
mudanc¸a no sinal da me´trica.
20Como vimos na sec¸a˜o de definic¸o˜es, a me´trica determina a norma de um vetor. Para o vetor de
Killing ζ (satisfaz a equac¸a˜o de Killing Lζgµν = 0, onde Lζ e´ a derivada de Lee na direc¸a˜o de ζ), temos
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Figura 1.2: Geode´sicas na estrutura conforme.
e espac¸o trocam a distribuic¸a˜o mostrada na Figura 1.2a e 1.2b. Fazendo o limite r → r+,
pela esquerda, temos o mesmo resultado anterior, mas a representac¸a˜o desta parte no
diagrama de Penrose, devido a mudanc¸a de sinal de g00, fica sendo a da Figura 1.1d.
Fazendo o limite r → r−, pela direita, temos ds ∝ ±dr, o que reflete a analiticidade
e regularidade do horizonte interno r = r−, e H → 0, y, F → ∞, o que caracteriza
novamente um horizonte. Como as geode´sicas tipo-espac¸o e tempo mudaram entre si, a
representac¸a˜o deste horizonte interno e´ dada pela Figura 1.1c. Juntando os resultados
dos dois limites, temos novamente um losango, mas com geode´sicas tipo-tempo na Figura
1.2a e espac¸o na Figura 1.2b. Esta outra regia˜o que compo˜e a estrutura causal do espac¸o-
tempo deve ser colada, para que haja continuidade na soluc¸a˜o, a anterior, formando assim
a Figura 1.3a.
Na regia˜o 0 < r < r−, a componente g00 da me´trica, volta a mudar de sinal. Aqui
temos novamente um horizonte ı´mpar. Fazendo o limite r → r−, pela esquerda, temos o
mesmo resultado anterior, mas a representac¸a˜o e´ dada pela Figura 1.1b. Fazendo o limite
r → 0, pela direita, temos a seguinte estrutura
r˙2 = E2 − Vef , (1.23)
onde Vef e´ o potencial efetivo. Neste limite Vef → +∞, logo r˙2 → −∞, o que caracteriza
uma singularidade. Nesta regia˜o as geode´sicas param e a estrutura causal termina. Como
H → +∞, F → 0 e y → ∓∞, temos uma singularidade tipo-espac¸o21 que representamos
que se ζµζµ = 1, ele e´ tipo-tempo, se ζ
µζµ = 0, ele e´ tipo-nulo, se ζ
µζµ = −1, ele e´ tipo-espac¸o.
21A determinac¸a˜o do tipo de singularidade e´ feita pela ana´lise dos valores de H(x), F (x) e y. Quando
H,F e y divergem para infinito, a singularidade depende da distribuic¸a˜o das geode´sicas, mas e´ sempre
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por uma reta duplicada. Unindo os dois limites desta regia˜o, temos um triaˆngulo, conforme
a Figura 1.3b. Esta figura tambe´m deve ser colada com as regio˜es anteriores, para que
haja continuidade na soluc¸a˜o, logo, a representac¸a˜o e´ mostrada na Figura 1.3c.
Figura 1.3: Partes gra´ficas correspondentes a regio˜es conformes.
Como devemos impor a continuidade da soluc¸a˜o em todos os horizontes, temos que
colar infinitas regio˜es uma nas outras. Quando isso e´ feito, estamos na realidade fazendo
a extensa˜o anal´ıtica ma´xima do espac¸o-tempo de RN, assim, aparecem infinitas regio˜es,
as quais sa˜o meras co´pias das originais, e infinitas singularidades. Na Figura 1.3c, as
duas partes de cima do losango da regia˜o II sa˜o representac¸o˜es do horizonte interno r−.
Quando passamos para regia˜o 0 < r < r−, podemos passar pela parte esquerda da regia˜o
II, para a regia˜o III, ou pela parte direita, para uma co´pia III’ da regia˜o III. Fazendo o
mesmo em todos os horizontes, finalmente, o diagrama de Penrose para o buraco negro
de RN e´ dado pela Figura 1.4, onde os pontos significam continuac¸a˜o indeterminada da
figura.
Este me´todo de construc¸a˜o do diagrama de Penrose, o qual nos possibilita a ana´lise
da estrutura causal do espac¸o-tempo, sera´ usado para o estudo das novas soluc¸o˜es obtidas
neste trabalho. Para uma exposic¸a˜o mais detalhada da estrutura causal de um espac¸o-
tempo veja [8, 23, 65, 66].
representada por uma reta duplicada, no nosso caso. Se as geode´sicas tipo-tempo distribuem-se como na
Figura 1.2a, a singularidade e´ tipo-tempo, se pela Figura 1.2b, tipo-espac¸o. Quando y diverge ao infinito
e H vai a zero, enta˜o a singularidade e´ tipo-luz.
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Figura 1.4: Partes gra´ficas correspondentes a regio˜es conformes.
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Cap´ıtulo 2
Modelo Sigma Acoplado a` Gravitac¸a˜o
Comec¸amos o cap´ıtulo com a apresentac¸a˜o do modelo Sigma para a teoria Einstein-
Maxwell-Dilaton, apo´s descrevemos brevemente o mecanismo para a obtenc¸a˜o das soluc¸o˜es
de Rasheed e de Kerr-Sen.
2.1 O Modelo
Historicamente, o modelo Sigma foi introduzido por Schwinger [67], e usado em teo-
ria de campos por Gell-Mann e Levy [68] para descrever os p´ıons. No in´ıcio, o modelo
foi introduzido em quatro dimenso˜es e utilizado para descrever a fenomenologia da cor-
rente axial parcialmente conservada; na˜o tinha inicialmente cara´ter geome´trico. Mas,
um dos fracassos do modelo foi a previsa˜o da part´ıcula σ, a qual nunca foi observada.
Ainda, para completar seu abandono por alguns anos, o modelo na˜o e´ renormaliza´vel [69].
Alguns anos mais tarde, volta-se a atenc¸a˜o para a primeira generalizac¸a˜o proposta por
Eichenherr [70] em 1978 onde o CPN−1 e´ proposto como grupo de simetria. No in´ıcio
da de´cada de 80, demosntra-se que os modelos Sigma, com estruturas diferentes do orig-
inal, sa˜o renormaliza´veis [71], e estes voltam ao cena´rio, dentro do contexto de a´lgebras
de correntes e bosonizac¸a˜o na˜o-abeliana onde neste momento o termo de Wess-Zumino e´
agregado ao modelo Sigma por Witten [72, 73]. Em 1984-85, o modelo de Wess-Zumino
e´ supersimetrizado [74] e seus aspectos comec¸am a ser estudados [75].
No caso em que o modelo Sigma e´ acoplado a` gravitac¸a˜o, que e´ o nosso interesse aqui,
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a primeira aplicac¸a˜o formal, como estrutura alge´brica bem definida, foi implementada por
Maison [50] em 1979. Esse me´todo de obtenc¸a˜o, iniciado por Maison, de novas soluc¸o˜es das
equac¸o˜es de Einstein utilizando suas simetrias, ou, de igual modo, as simetrias do espac¸o
alvo1, foi largamente estudado e estabelecido como consistente [76, 77, 78, 79, 80, 81].
Um pequeno resumo pode ser visto em [82].
Introduzimos a teoria chamada Einstein-Maxwell-Dilaton (EMD), pela ac¸a˜o
S =
∫
dx4
√−g [R− 2 η1gµν∇µϕ∇νϕ+ η2 e2λϕF µνFµν] , (2.1)
onde o primeiro termo gera a teoria de Einstein, o segundo e´ o acoplamento do campo
escalar com a gravitac¸a˜o e o terceiro e´ um termo de interac¸a˜o entre o campo escalar e o de
Maxwell, acoplados a` gravitac¸a˜o. Os paraˆmetros η1 e η2 assumem valores ±1, e λ ∈ R.
O tensor de Maxwell e´ definido por Fµν = ∂µAν − ∂νAµ, Aµ sendo o quadri-potencial.
Esta ac¸a˜o pode ser proveniente das ac¸o˜es efetivas da teoria de cordas a baixa energia,
por uma reduc¸a˜o dimensional, fixando o paraˆmetro λ. Os paraˆmetros η1 e η2 determinam
o sinal em relac¸a˜o ao termo de gravitac¸a˜o. Enta˜o, quando η1 = η2 = +1, a teoria e´ a usual
EMD. Quando η1 = −1, η2 = +1, chamamos a teoria de Einstein-Maxwell-anti-Dilaton
(EMD¯), quando η1 = +1, η2 = −1, chamamos a teoria de Einstein-anti-Maxwell-Dilaton
(EM¯D), e quando η1 = η2 = −1, chamamos a teoria de Einstein-anti-Maxwell-anti-
Dilaton (EM¯D¯).
A teoria EMD¯ e´ constitu´ıda pelo termo de gravitac¸a˜o, mais o termo do campo de
Maxwell e o termo de um campo escalar com o sinal oposto ao normal, o que implica em
uma energia cine´tica negativa para este campo. Chamamos normalmente este campo es-
calar de fantasma, devido a sua natureza exo´tica na˜o apresentar representac¸a˜o de part´ıcula
elementar conhecida hoje. A teoria EM¯D e´ constitu´ıda pelo termo de gravitac¸a˜o, mais o
termo do campo dilatoˆnico e o termo de um campo de spin 1 com o sinal oposto ao de
Maxwell. Chamamos normalmente este campo de spin 1 de fantasma. Ja´ a teoria EM¯D¯,
e´ constitu´ıda pelo termo de gravitac¸a˜o, mais o termo de um campo escalar fantasma e
um termo de um campo fantasma de spin 1.
1Espac¸o-tempo onde as coordenadas sa˜o os diferentes graus de liberdade do sistema f´ısico.
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Vamos comec¸ar pela construc¸a˜o do modelo Sigma para o caso da teoria Einstein-(anti)
Maxwell-Dilaton2, que nos servira´ de base para construc¸a˜o de outras teorias. O modelo
Sigma da teoria EMD e´ advindo de uma reduc¸a˜o dimensional da ac¸a˜o de Einstein-Hilbert
no va´cuo, em 5D. Essa reduc¸a˜o dimensional e´ feita no apeˆndice A, o que resulta em uma
nova me´trica reduzida a 4D. A teoria e´ enta˜o dada pela ac¸a˜o (2.1), com η1 = 1 e λ =
√
3.
Para que o modelo Sigma seja implementado, e´ necessa´rio definirmos primeiramente
quando podemos ter esse modelo.
Definindo:
1. O espac¸o-tempo como uma variedade diferencia´vel pseudo-riemmaniana M , com
me´trica (5)gµν , com 5 dimenso˜es e coordenadas x
β .
2. O espac¸o alvo como uma variedade diferencia´vel N , com me´trica GAB, com n di-
menso˜es e coordenadas ΦA.
Para uma imersa˜o3 de N em M em que existe um mapa harmoˆnico Φ(xβ), enta˜o o
sistema admite um modelo Sigma. A ac¸a˜o deste modelo e´ dada por
S =
∫
d5x
√
|(5)g|(5)gµνGAB∂µΦA∂νΦB . (2.2)
Esta ac¸a˜o e´ invariante por transformac¸o˜es gerais das coordenadas ΦA de N . Uma
poss´ıvel transformac¸a˜o e´ a infinitesimal isome´trica Φ′A = ΦA + ζA, onde ζA sa˜o as com-
ponentes do vetor de Killing do espac¸o alvo N . Um dos principais interesses em es-
tudar as simetrias geradas pelas transformac¸o˜es infinitesimais e´ que as transformac¸o˜es
finitas, advindas das infinitesimais, podem gerar novas soluc¸o˜es das equac¸o˜es de Einstein,
a partir de uma soluc¸a˜o ja´ conhecida. Em particular, as teorias de Einstein, Einstein-
Maxwell (EM), EMD e Einstein-Maxwell-Dilaton-A´xion (EMDA) admitem este modelo
[49, 83, 84, 85, 86, 87].
2O (anti) na frente do Maxwell significa que generalizamos a construc¸a˜o do modelo Sigma para o caso
em que o campo de Maxwell pode ser tomado com uma contribuic¸a˜o de densidade de energia negativa,
invertendo assim o sinal usual do acoplamento com a gravidade.
3Um mapeamento f : N →M , localmente bijetor e invers´ıvel.
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O modelo Sigma acoplado a` gravitac¸a˜o e´ advindo da reduc¸a˜o dimensional da variedade
em 5D para 3D. A reduc¸a˜o dimensional e´ feita da seguinte forma. Para uma me´trica em
5D com simetria estaciona´ria em duas coordenadas x4 e x5, existem dois vetores de Killing
ζ(4) e ζ(5) que comutam na a´lgebra de Lie do espac¸o tangente
4 a` variedade. Com o aux´ılio
do projetor
ΠAB =
(5)gAB − λabζ(a)Aζ(b)B , (2.3)
onde A,B = 1, ..., 5, a, b = 4, 5, λab = (5)gABζ
A
(a)ζ
B
(b), e os ζ(a)A sa˜o as componentes dos
vetores de Killing, podemos definir a me´trica no espac¸o-tempo em 3D como sendo
dS2(3) = ΠABdx
AdxB . (2.4)
Fazendo as componentes dos vetores de Killing como ζA(4) = δ
A
4 e ζ
B
(5) = δ
B
5
5, temos


(5)gab = λab ,
(5)gai = ζ(a)i , ΠAa = 0 ,
dS2(3) =
(3) g¯ijdx
idxj ,
(2.5)
onde i, j = 1, 2, 3. Podemos enta˜o definir 3-vetores no espac¸o em 3D, cujas componentes
covariantes sa˜o dadas por V
(a)
i = λ
abζ(b)i, e parametrizar a me´trica em 5D por

(5)gab = λab ,
(5)gia = λabV
(b)
i ,
(5)gij =
(3)g¯ij + λabV
(a)
i V
(b)
j ,
(5)gij = (3)g¯ij , (5)gia = −(3)g¯ijV (a)j , (5)gab = λab +(3) g¯ij + V (a)i V (b)j ,
(2.6)
ou, por uma transformac¸a˜o conforme (3)g¯ij = τ
−1(3)hij(xk), onde τ = | det [λab]| e (3)hij e´
a nova me´trica em 3D, a me´trica em 5D fica sendo
dS2(5) = λab(x
k)
[
dxa + V ai(x
k)dxi
] [
dxb + V bj(x
k)dxj
]
+ τ−1 (3)hij(xk)dxidxj . (2.7)
4Espac¸o onde sa˜o definidos os vetores de uma variedade diferencia´vel.
5Escolhendo um sistema de coordenadas particular.
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A conexa˜o (1.3) em 5D fica sendo

(5)Γabc = −12τV
(a)
i ∂
iλab ,
(5)Γi ab =
1
2
τ∂iλab ,
(5)Γabj = −12τλbchikV (a)i F (c)kj − 12τV (a)i V (c)j ∂iλbc + 12 (λ−1∂jλ)
a
b ,
(5)Γi ja =
1
2
τV
(b)
j ∂
iλab − 12τλabF (b)ij ,
(5)Γi jk =
(3)Γi jk − 12τ−1
(
δij∂kτ + δ
i
k∂jτ − hik∂iτ
)
+ 1
2
τV
(a)
k V
(b)
j ∂
iλab+ ,
−1
2
τ−1
(
V
(a)
k F
(b)i
j + V
(a)
j F
(b)i
k
)
,
(5)Γakj =
1
2
(
(3)∇kV (a)j + (3)∇jV (a)k
)
+ 1
2
(
V
(c)
j ∂kλbc + V
(c)
k ∂jλbc
)
,
+1
2
τ−1V (a)n
(
δnj ∂kτ + δ
n
k∂jτ − hjk∂nτ
)
,
−1
2
τ−1hinV (a)n
(
λcbV
(c)
j F
(b)
ik + λcbV
(c)
k F
(b)
ij + V
(c)
j V
(b)
k ∂iλcb
)
,
(2.8)
onde (3)Γi jk =
1
2
hin (∂jhnk + ∂khnj − ∂nhjk) e F (a)ij = ∂iV (a)j − ∂jV (a)i . Introduzindo as
quantidades ω(a)A = ǫABCDEζ
B
(4)ζ
C
(5)
(5)∇DζE(a), onde ǫ12345 = −
√
|(5)g|, e lembrando que
ζA(a) = δ
A
a , temos ω(a)i = ǫijk
(5)∇kζj(a), ω(a)b = 0 e enta˜o
ω(a)i = −τh− 12λabhinǫnjk∂kV (b)j , (2.9)
com h = − det [hij ]. Os ω(a)i sa˜o duais aos 3-vetores V (b)j , logo, esta relac¸a˜o e´ chamada
de equac¸a˜o de dualidade.
Fazendo a variac¸a˜o funcional da ac¸a˜o (2.2) em relac¸a˜o a me´trica em 5D, temos as
equac¸o˜es de movimento (5)RAB = 0. Separando as equac¸o˜es em termos 3D e dos campos,
como

(3)Rij =
1
4
Tr(λ−1∂iλλ−1∂jλ) + 14τ
−2∂iτ∂jτ − 12τ−1ω(a)iλabω(b)j ,
(3)∇i∂iλab = (∂iλλ−1∂iλ)ab + τ−1hijω(a)iω(b)j ,
(3)∇iω(a)j −(3)∇jω(a)i = 0 ,
(2.10)
com o aux´ılio da redefinic¸a˜o ω(a)i = ∂iωa, onde a = 4, 5, podemos reescrever as equac¸o˜es
de uma forma matricial. Definindo a matriz de Maison
χ =


λ44 + τ
−1ω24 λ45 + τ
−1ω4ω5 τ−1ω4 ,
λ54 + τ
−1ω4ω5 λ55 + τ−1ω25 τ
−1ω5 ,
τ−1ω4 τ−1ω5 τ−1

 , (2.11)
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as equac¸o˜es de movimento (2.10) ficam sendo

(3)Rij =
1
4
Tr[χ−1∂iχχ−1∂jχ] ,
(3)∇i (χ−1∂iχ) = 0 .
(2.12)
Essas equac¸o˜es podem ser provenientes de uma ac¸a˜o em 3D, chamada ac¸a˜o do modelo
Sigma acoplado a` gravitac¸a˜o
Sσ =
∫
d3x
√
h
[
(3)R− 1
4
Tr
(
χ−1∂iχχ
−1∂iχ
)]
=
∫
d3x
√
hhij
[
(3)Rij −GAB∂iΦA∂jΦB
]
,
(2.13)
onde os ΦA sa˜o campos e GAB e´ a me´trica do espac¸o alvo. Logo, o elemento de linha
desse espac¸o e´ dado por
dl2 = GABdΦ
AdΦB =
1
4
Tr
(
χ−1dχ
)2
. (2.14)
Tanto a ac¸a˜o (2.13) quanto a me´trica (2.14) sa˜o invariantes por transformac¸o˜es de
matrizes unita´rias e sime´tricas. Enta˜o, devido esse espac¸o ter a propriedade∇ARABCD = 0,
o espac¸o alvo e´ dito um espac¸o sime´trico.
Como uma transformac¸a˜o unita´ria
χ→ χ¯ = P TχP , P ∈ SL(3,R) , (2.15)
deixa invariante as equac¸o˜es de movimento (2.12), logo, as duas soluc¸o˜es representadas
pelas matrizes χ e χ¯, possuem a mesma me´trica 3D hij , pois
(3)R¯ij =
(3)Rij. Assim, pode-
mos formular um me´todo de obtenc¸a˜o de novas soluc¸o˜es atrave´s de soluc¸o˜es conhecidas.
Quando obtemos uma nova soluc¸a˜o carregada e esta´tica, a qual tenha a mesma me´trica
3D da soluc¸a˜o de Schwarzschild, podemos determinar a matriz de transformac¸a˜o P , em
(2.15), que relaciona a nova soluc¸a˜o com a antiga conhecida. Isso significa que existe uma
forma de transformar uma soluc¸a˜o neutra, sem carga, das equac¸o˜es de Einstein, para uma
outra carregada. Com isso, podemos transformar, com a mesma matriz P , a soluc¸a˜o de
Kerr, que e´ descarregada, para uma nova soluc¸a˜o carregada estaciona´ria. Pela conclusa˜o
anterior, essa nova soluc¸a˜o tera´ a mesma me´trica 3D da de Kerr.
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Para o caso particular6 em que os campos ΦA em (2.13) dependem unicamente do po-
tencial σ(xβ), ou seja, Φ ≡ Φ [σ(xβ)], podemos sempre escolher o potencial σ harmoˆnico,
isto e´, ∆σ = 0. Isso se prova da seguinte forma. Se fizermos a variac¸a˜o funcional da ac¸a˜o
(2.13), em relac¸a˜o aos campos ΦA, temos [76]
∂i
(√
hhijGAB∂jΦ
B
)
= 0 ,
dΦA
dσ
(3)∇i∂iσ +
(
d2ΦA
dσ2
+ ΓABC
dΦB
dσ
dΦC
dσ
)
∂iσ∂
iσ = 0 . (2.16)
Como a liberdade de transformac¸o˜es gerais de coordenadas xβ se traduz em trans-
formac¸o˜es gerais para o potencial σ, podemos escolher um referencial em que
d2ΦA
dσ2
+ ΓABC
(
ΦD
) dΦB
dσ
dΦC
dσ
= 0 , (2.17)
e de (2.16), teremos ∆σ = 0. A equac¸a˜o (2.17) nos mostra que podemos interpretar a
escolha do potencial harmoˆnico como um movimento geode´sico no espac¸o alvo, em que o
paraˆmetro geode´sico e´ o potencial σ.
Dessa forma, as equac¸o˜es (2.12) podem ser reescritas como

(3)Rij =
1
4
Tr
(
χ−1 dχ
dσ
)2
∂iσ∂jσ ,
d
dσ
(
χ−1 dχ
dσ
)
= 0 .
(2.18)
A segunda equac¸a˜o pode ser integrada facilmente, e com uma parametrizac¸a˜o ade-
quada [89], resulta em

χ = ηeNσ ; N =

 M 0
0 −x

 ; M =

 x− a b
−η2b a


x = Tr[M ] ; y = det [M ] = η2b
2 + ax− a2
η =


1 0 0
0 −η2 0
0 0 1

 ; [λab] =

 1 0
0 −η2

 eMσ ,
(2.19)
onde η2 = 1 para o caso EMD e η2 = −1 para o caso EM¯D. Com essa parametrizac¸a˜o da
matriz de Maison, as equac¸o˜es de movimento e o elemento de linha do espac¸o alvo, ficam
6Veja generalizac¸a˜o para dois potenciais em [88].
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sendo 

(3)Rij =
1
4
Tr (N2) ∂iσ∂jσ ,
∆σ = 0 ,
dl2 = 1
4
Tr (N2) dσ2 ,
(2.20)
onde, pelas simetrias de χ, temos Tr[N ] = 0 e NT = ηNη.
As soluc¸o˜es, para o espac¸o-tempo normal, com Tr[N2] > 0 [90] sa˜o singulares e carac-
terizam os buracos negros; as soluc¸o˜es com Tr[N2] = 0 [91] sa˜o regulares e caracterizam
as multicentro; e as com Tr[N2] < 0 [92, 93] sa˜o regulares e caracterizam os buracos de
minhoca. Quando Tr[N2] = 0, a me´trica hij e´ plana, pois o tensor de Ricci e´ nulo por
(2.20). Como em 3D podemos escrever o tensor de Riemann em termos de combinac¸a˜o
linear do de Ricci, o tensor de Riemann se anula tambe´m, sendo o espac¸o 3D plano.
Assim, uma poss´ıvel soluc¸a˜o para o potencial harmoˆnico e´
σ(r) =
∑
i
ci
|~r − ~ri| . (2.21)
Na pro´xima sec¸a˜o, faremos uma breve apresentac¸a˜o das soluc¸o˜es de Rasheed e Kerr-
Sen.
2.2 As soluc¸o˜es de Rasheed e Kerr-Sen
2.2.1 Soluc¸a˜o de Rasheed para teoria EMD
Utilizando o me´todo de obtenc¸a˜o de novas soluc¸o˜es pelo modelo Sigma, Rasheed [94]
constro´i uma soluc¸a˜o geral7 para a teoria EMD, com η1 = 1, λ =
√
3 (Kaluza-Klein).
Como na˜o e´ nosso intuito a explicitac¸a˜o do formalismo completo nesta sec¸a˜o, vamos
somente expor os passos ba´sicos de como Rasheed procedeu. A soluc¸a˜o de Kerr imersa
em 5D e´ dada por:

dS2(5) = (dx
5)
2
+
f20
Σ0
(dt− ω0dφ)2 − Σ0f2
0
[
f20
∆0
dr2 + f 20 dθ
2 +∆0 sin
2 θdφ2]
∆0 = r
2 − 2MKr + a20 ; Σ0 = r2 + a20 cos2 θ
f 20 = r
2 − 2MKr + a20 cos2 θ ; ω0 = − a0f2
0
2MKr sin
2 θ .
(2.22)
7Considerando simetria axial e acoplamento dos campos de Maxwell e dilaton.
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Usando a equac¸a˜o de dualidade (2.9), com ω(a)i = ∂iωa, obtemos a matriz de Maison
(2.11), para a soluc¸a˜o de Kerr imersa em 5D:
χK =
1
f 20


(r − 2MK)2 + a20 cos2 θ 0 −a02MK cos θ
0 f 20 0
−a02MK cos θ 0 Σ0

 . (2.23)
Agora, fazendo uma transformac¸a˜o P = P1P2P3 em Kerr, pertencente ao grupo
SO(1, 2)8, contendo dois boosts P1 e P2, e uma rotac¸a˜o P3, chega-se a uma nova soluc¸a˜o
carregada eletricamente, magneticamente, com carga escalar9 e momento angular. As
matrizes de transformac¸a˜o sa˜o dadas por
P1 =


coshα sinhα 0
sinhα coshα 0
0 0 1

 , P2 =


1 0 0
0 cosh β sinh β
0 sinh β cosh β

 , P3 =


cos γ 0 sin γ
0 1 0
sin γ 0 cos γ

 ,(2.24)
onde os aˆngulos satisfazem a relac¸a˜o tan 2γ = tanhα sinh β, que vem do v´ınculo para
a forma assinto´tica da matriz de Maison. Fazendo a transformac¸a˜o (2.15) na matriz da
soluc¸a˜o de Kerr, e usando novamente a equac¸a˜o de dualidade (2.9) para obtermos os
campos e a me´trica, com a definic¸a˜o da matriz de Maison, e fazendo uma translac¸a˜o
r → r +MK −M , onde M e´ a massa da nova soluc¸a˜o; a equac¸a˜o (A.11) nos fornece a
soluc¸a˜o de Rasheed
dS2(4) =
f√
AB
(dt+ ω3dφ)
2 −
√
AB
f
[
f
∆
dr2 + fdθ2 +∆sin2 θdφ2
]
, (2.25)
8Esse grupo e´ o subgrupo de SL(3,R) apropriado para manter a soluc¸a˜o assintoticamente
minkowskiana na teoria EMD.
9Ainda existem generalizac¸o˜es com carga de NUT (Newman, Tamburini e Unti [95, 96]) [97].
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onde 

A =
(
r − Σ√
3
)2
− 2P 2Σ
(Σ−M
√
3)
+ a20 cos
2 θ + 2JPQ cos θ(
M+ Σ√
3
)2−Q2 ,
B =
(
r + Σ√
3
)2
− 2Q2Σ
(Σ+M
√
3)
+ a20 cos
2 θ − 2JPQ cos θ(
M− Σ√
3
)2−P 2 ,
ω3 =
2J sin2 θ
f2
[
r −M + (M
2+Σ2−P 2−Q2)
(
M+ Σ√
3
)
(
M+ Σ√
3
)2−Q2
]
,
f = r2 − 2Mr + P 2 +Q2 − Σ2 + a20 cos2 θ ,
∆ = r2 − 2Mr + P 2 +Q2 − Σ2 + a20 ,
2Aµdx
µ = C
B
dt+
(
ω5 +
C
B
ω3
)
dφ ,
C = 2Q
(
r − Σ√
3
)
− 2PJ cos θ
(
M+ Σ√
3
)
(
M− Σ√
3
)2−P 2 ,
ω5 =
2P∆
f2
cos θ − 2QJ sin
2 θ
[
r
(
M− Σ√
3
)
+M Σ√
3
+Σ2−P 2−Q2
]
f2
[(
M+ Σ√
3
)2−Q2] .
(2.26)
Os paraˆmetros fisicos sa˜o dados por

M = MK
(1+cosh2 α cosh2 β) coshα
2
√
1+sinh2 α cosh2 β
,
Σ = MK
√
3(1−cosh2 β+sinh2 α cosh2 β) coshα
2
√
1+sinh2 α cosh2 β
,
Q = MK sinhα
√
1 + sinh2 α cosh2 β , P = MK
sinhβ coshβ√
1+sinh2 α cosh2 β
,
J = a0MK cosh β
√
1 + sinh2 α cosh2 β ,
(2.27)
onde Σ e´ a carga escalar, P e Q sa˜o as cargas magne´tica e ele´trica, J o momento angular
orbital.
Da equac¸a˜o (2.27), podemos escrever as seguintes relac¸o˜es

Q2
Σ+M
√
3
+ P
2
Σ−M√3 =
2Σ
3
,
M2K =M
2 + Σ2 − P 2 −Q2 ,
J2 = a2
[(
M+ Σ√
3
)2−Q2][(M− Σ√
3
)2−P 2]
M2+Σ2−P 2−Q2 .
(2.28)
No caso particular em que P = 0 (teoria EMD), caso que compararemos posterior-
mente com uma nova soluc¸a˜o obtida neste trabalho, pela resoluc¸a˜o da equac¸a˜o de Killing,
para o espac¸o alvo, temos dez vetores de Killing. Esses vetores satisfazem regras de co-
mutac¸a˜o em que as constantes de estrutura formam a algebra sl(3,R) [86], o que nos
revela o espac¸o sime´trico SL(3,R)/SO(1, 2) como espac¸o alvo [79].
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2.2.2 Soluc¸a˜o de Sen para a teoria EMDA
A teoria Einstein-(anti)Maxwell-Dilaton-A´xion (EMDA ou EM¯DA, λ = 1) e´ descrita
pela ac¸a˜o
S =
∫
dx4
√
‖g‖
[
R− 2∂µϕ∂µϕ− 1
2
e4ϕ∂µκ∂
µκ+ η2e
−2ϕF 2 + κFµνF˜ µν
]
, (2.29)
onde o primeiro termo gera a gravitac¸a˜o, o segundo e´ de interac¸a˜o do campo escalar com a
gravitac¸a˜o, o terceiro e´ de interac¸a˜o entre os campos escalar e a´xion (κ) com a gravitac¸a˜o,
o quarto e´ a interac¸a˜o entre os campos de Maxwell e escalar com a gravitac¸a˜o e finalmente
o quinto, e´ a interac¸a˜o entre os campos de Maxwell e a´xion com a gravitac¸a˜o. A teoria e´
dita EMDA para η2 = 1 e EM¯DA para η2 = −1.
Parametrizando a me´trica em 4D por
dS2 = f(dt− ωidxi)(dt− ωjdxj) + f−1hij(xk)dxidxj , (2.30)
a construc¸a˜o do modelo Sigma para esssa teoria, realizada em [87], e´ semelhante a da
EMD, mas agora usamos os campos escalares ele´trico v e magne´tico u, definidos como:
Fi0 =
1√
2
∂iv , κF˜
ij − e−2ϕF ij = f√
2h
ǫijk∂ku , (2.31)
onde h e´ o determinante da me´trica 3D, e um novo campo gravitacional χ, definido por
∂iχ = −
[
f√
h
hinǫ
njk∂jωk + v∂iu− u∂iv
]
(2.32)
onde ωk e´ definido em (2.30).
A ac¸a˜o do modelo Sigma acoplado a` gravitac¸a˜o e´ dada por
Sσ =
∫
d3x
√
h
[
(3)R− 1
4
Tr
(
M−1∂iMM−1∂iM
)]
=
∫
d3x
√
hhij
[
(3)Rij −GAB∂iΦA∂jΦB
]
,
(2.33)
onde ΦA ≡ (f, χ, v, u, ϕ, κ) e M pode ser parametrizada por
M =

 P−1 P−1Q
QP−1 P +QP−1Q

 , (2.34)
P = −η2e−2ϕ

 v2 − η2fe2ϕ v
v 1

 , Q =

 vw − χ w
w −κ

 , (2.35)
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onde w = u− κv.
O espac¸o sime´trico para a teoria EMDA e´ o Sp(4,R)/U(1, 1), e para a teoria EM¯DA
e´ o Sp(4,R)/U(2) [79].
Utilizando o mesmo procedimento da sec¸a˜o anterior10, Sen [6] obteve uma soluc¸a˜o,
conhecida como Kerr-Sen, para a teoria EMDA. Essa soluc¸a˜o, quando expressa em termos
do campo de a´xion κ, fazendo ∂µκ =
1
3
e−4ϕǫµναβHναβ, fica sendo:
dS2 = f(dt− ω3dφ)2 − f−1
[
f 20
∆0
dr2 + f 20 dθ
2 +∆0 sin
2 θdφ2
]
, (2.36)
f =
r[r − 2(M +D)] + a20 cos2 θ
r(r − 2D) + a20 cos2 θ
, f 20 = r[r − 2(M +D)] + a20 cos2 θ , (2.37)
∆0 = r[r − 2(M +D)] + a20 , v =
√
2qr
r(r − 2D) + a20 cos2 θ
, u =
a0 cos θ
r
v , (2.38)
e2ϕ =
r2 + a20 cos
2 θ
r(r − 2D) + a20 cos2 θ
, κ =
2Da0 cos θ
r2 + a20 cos
2 θ
, ω3 = −2J sin2 θ r
f 20
, (2.39)
J = a0M , M = M(K) cosh
2 α , q =
2√
2
M(K) sinhα coshα , (2.40)
D = −M(K) sinh2 α , (2.41)
onde M(K) e´ a massa do buraco negro de Kerr e α e´ o paraˆmetro do grupo de simetria.
Faremos a generalizac¸a˜o da teoria EMDA, para a teoria EM¯DA, que e´ a versa˜o fan-
tasma de EMDA, no cap´ıtulo 4.
10Faremos em detalhes para a soluc¸a˜o fantasma obtida neste trabalho.
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Cap´ıtulo 3
Buracos Negros Fantasmas Carregados
Iniciamos esse cap´ıtulo com a obtenc¸a˜o das equac¸o˜es de movimento da teoria Einstein-
(anti)Maxwell-(anti)Dilaton, apresentando uma soluc¸a˜o geral das mesmas para uma me´trica
esfericamente sime´trica e esta´tica. Apo´s detalhamos quais classes de soluc¸o˜es sa˜o regulares
e anal´ıticas, prosseguindo com a ana´lise de suas estruturas causais.
3.1 As Equac¸o˜es de Campo
Nesta sec¸a˜o vamos descrever a f´ısica de um sistema gravitacional acoplado, ou inte-
ragindo, a um campo escalar e ao campo eletromagne´tico de Maxwell. Este sistema e´
conhecido por Einstein-Maxwell-Dilaton (EMD).
A ac¸a˜o da teoria EMD e´ dada por:
S =
∫
dx4
√−g [R− 2 η1gµν∇µϕ∇νϕ+ η2 e2λϕF µνFµν] , (3.1)
como descrita na sec¸a˜o 2.1.
Para descrevermos a f´ısica destas teorias contidas na ac¸a˜o (3.1), devemos obter as
equac¸o˜es de movimento provenientes desta ac¸a˜o. Fazendo a variac¸a˜o funcional da ac¸a˜o
(3.1) em relac¸a˜o ao quadri-potencial Aα, temos
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δS
δAα(x′)
= η2
∫
dx4
√−ge2λϕ δ
δAα(x′)
(∇µAν −∇νAµ) (F µν)
= 2η2
∫
dx4
√−ge2λϕ [∇µδ4 (x− x′) δαν −∇νδ4 (x− x′) δαµ] (F µν)
= 4η2
∫
dx4
{∇µ [√−ge2λϕδ4 (x− x′)F µα]− δ4 (x− x′)∇µ [√−ge−2λϕF µα]}
= −4η2
√
−g′∇′µ
[
e2λϕ(x
′)F ′µα
]
= 0 . (3.2)
Fazendo a variac¸a˜o funcional da ac¸a˜o (3.1), em relac¸a˜o ao campo escalar ϕ, temos
δS
δϕ(x′)
=
∫
dx4
√−g
{
−2η1gµν
(
∇µ δϕ(x)
δϕ(x′)
∇νϕ+∇µϕ∇ν δϕ(x)
δϕ(x′)
)
+ η2F
2 δe
2λϕ(x)
δϕ(x′)
}
=
∫
dx4
{
∇µ
[−4η1√−ggµνδ4 (x− x′)∇νϕ]+ 4η1√−gδ4 (x− x′)ϕ+
+ (2η2λ)
√−ge2λϕF 2δ4 (x− x′)
}
= 4η1
√
−g′
[

′ϕ(x′) +
1
2
η1η2λe
2λϕ(x′)F ′2
]
= 0 . (3.3)
Fazendo a variac¸a˜o funcional da ac¸a˜o (3.1) em relac¸a˜o a me´trica gαβ , temos
δS
δgαβ(x′)
=
∫
dx4
{
Rδ
√−g(x)
δgαβ(x′)
+
√−gRµν δg
µν (x)
δgαβ (x′)
+
√−ggµν δRµν
δgαβ
− 2η1∇µϕ∇νϕ
(
gµν
δ
√−g(x)
δgαβ(x′)
+
√−g δg
µν (x)
δgαβ (x′)
)
+ η2 e
2λϕ
[
F 2
δ
√−g(x)
δgαβ(x′)
+
√−gFµνFσγ
(
gνγ
δgµσ (x)
δgαβ (x′)
+ gµσ
δgνγ (x)
δgαβ (x′)
)]}
.
Enta˜o
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δS
δgαβ(x′)
=
∫
dx4
√−ggµν δRµν
δgαβ
+
∫
dx4
{
1
2
√−ggαβR+√−g (−gαµgβν)Rµν
− 2η1∇µϕ∇νϕ
[
gµν
1
2
√−ggαβ +√−g (−gµαgβν)]
+ η2 e
2λϕ
[
F 2
1
2
√−ggαβ +√−gFµνFσγ (−1) (gνγgµαgσβ + gµσgναgγβ)
]}
δ4 (x− x′)
=
∫
dx4δ4 (x− x′)√−g
{
−
(
Rαβ − 1
2
gαβR
)
− 2η1∇µϕ∇νϕ
(
1
2
gµνgαβ − gµαgβν
)
+ 2η2 e
2λϕ
(
1
4
gαβF 2 − F αµF βµ
)}
que resulta em
(
√−g)−1 δS
δgαβ(x′)
= −
(
Rαβ − 1
2
gαβR
)
− 2η1∇µϕ∇νϕ
(
1
2
gµνgαβ − gµαgβν
)
+ 2η2 e
2λϕ
(
1
4
gαβF 2 − F αµF βµ
)
. (3.4)
Utilizando o princ´ıpio de minima ac¸a˜o1, igualamos (3.4) a zero, depois de substituirmos
o escalar de curvatura, obtemos
Rµν = 2η1∇µϕ∇νϕ+ 2η2 e2ǫλϕ
(
1
4
gµνF
2 − F σµ Fνσ
)
. (3.5)
Tomando o trac¸o de (3.5) obtemos o escalar de curvatura
R = 2η1gαβ∇αϕ∇βϕ . (3.6)
Colecionando as equac¸o˜es de campo, temos

∇µ
[
e2λϕ(x)F µα
]
= 0,
ϕ(x) + 1
2
η1η2λe
2λϕ(x)F 2 = 0,
Rµν = 2η1∇µϕ∇νϕ+ 2η2 e2ǫλϕ
(
1
4
gµνF
2 − F σµ Fνσ
)
.
(3.7)
Na pro´xima sec¸a˜o, vamos obter novas soluc¸o˜es dessas equac¸o˜es, para uma me´trica
esfericamente sime´trica e esta´tica.
1Princ´ıpio f´ısico que impo˜e δS
δΦ = 0, onde Φ e´ quaquer campo f´ısico [113].
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3.2 Soluc¸o˜es Esfericamente Sime´tricas
Podemos parametrizar a geometria do espac¸o-tempo como um espac¸o-tempo esferica-
mente sime´trico e esta´tico. Enta˜o, o elemento de linha do espac¸o-tempo fica sendo
dS2 = e2γ(u)dt2 − e2α(u)du2 − e2β(u)dΩ2 . (3.8)
Usando a me´trica (3.8), calculamos as componentes na˜o nulas da conexa˜o
Γ001 =
1
2
g00∂1g00 = γ
′ ,
Γ100 = −
1
2
g11∂1g00 = γ
′e2(γ−α) ,
Γ111 =
1
2
g11∂1g11 = α
′ ,
Γ122 = −
1
2
g11∂1g22 = −β ′e2(β−α) ,
Γ133 = −
1
2
g11∂1g33 = −β ′e2(β−α) ,
Γ221 =
1
2
g22∂1g22 = β
′ ,
Γ233 = −
1
2
g22∂2g33 = − sin θ cos θ ,
Γ331 =
1
2
g33∂1g33 = β
′ ,
Γ332 =
1
2
g33∂2g33 = cot θ .
Com as componentes na˜o nulas da conexa˜o, calculamos as componentes na˜o nulas do
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tensor de Riemmann
R0101 = ∂0Γ
0
11 − ∂1Γ001 + Γσ11Γ0σ0 − Γσ10Γ0σ1
= −[γ′′ + γ′(γ′ − α′)] , (3.9)
R0202 = ∂0Γ
0
22 − ∂2Γ002 + Γσ22Γ0σ0 − Γσ20Γ0σ2
= −γ′β ′e2(β−α) , (3.10)
R0303 = − sin2 θγ′β ′e2(β−α) ,
R1212 = ∂1Γ
1
22 − ∂2Γ112 + Γσ22Γ1σ1 − Γσ21Γ1σ2
= −e2(β−α)[β ′′ + β ′(β ′ − α′)] , (3.11)
R1313 = − sin2 θe2(β−α)[β ′′ + β ′(β ′ − α′)] ,
R2323 = ∂2Γ
2
33 − ∂3Γ223 + Γσ33Γ2σ2 − Γσ23Γ2σ3
= sin2 θ[1− (β ′)2 e2(β−α)] . (3.12)
Contraindo as componentes do tensor de Riemmann, obtemos as componentes na˜o
nulas do tensor de Ricci
R00 = R
0
000 +R
1
010 +R
2
020 +R
3
030
= g00g
11R0101 + g00g
22R0202 + g00g
33R0303
= e2(γ−α)[γ′′ + γ′(γ′ + 2β ′ − α′)] , (3.13)
R11 = R
0
101 +R
1
111 +R
2
121 +R
3
131
= R0101 + g11g
22R1212 + g11g
33R1313
= −[γ′′ + 2β ′′ + γ′(γ′ − α′) + 2β ′(β ′ − α′)] , (3.14)
R22 = R
0
202 +R
1
212 +R
2
222 +R
3
232
= R0202 +R
1
212 + g22g
33R2323
= 1− e2(β−α)[β ′′ + β ′(γ′ + 2β ′ − α′)] , (3.15)
R33 = sin
2 θ R22 .
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Para a me´trica (3.8), o escalar de Kretschmman (1.9), fica sendo
K1 = g
11R0101 = e
−2α[γ′′ + γ′(γ′ − α′)] = e−(γ+α) (γ′eγ−α)′ , (3.16)
K2 = g
22R0202 = γ
′β ′e−2α , (3.17)
K3 = g
22R1212 = e
−(α+β) (β ′eβ−α)′ , (3.18)
K4 = g
33R2323 = (β
′)2 e−2α − e−2β . (3.19)
A func¸a˜o α da me´trica (3.8), pode ser mudada em outra func¸a˜o atrave´s de uma
transformac¸a˜o da coordenada radial u. Levando em conta a liberdade de escolha de um
sistema de coordenadas, escolhemos o sistema de coordenadas harmoˆnicas
α = 2β + γ . (3.20)
Assumindo que o tensor de Maxwell seja puramente ele´trico (o caso puramente mag-
ne´tico pode ser obtido pela transformac¸a˜o de dualidade ϕ → −ϕ, F → e−2λϕ ∗ F ), a
equac¸a˜o (3.2) fica sendo
∂1
[
e2λϕF 10
]
+
[
Γ00α + Γ
1
1α + Γ
2
2α + Γ
3
3α
] [
e2λϕF α0
]
= 0
∂1
[
e2λϕF 10
]
+
[
Γ001 + Γ
1
11 + Γ
2
21 + Γ
3
31
] [
e2λϕF 10
]
= 0 ,
que utilizando a me´trica (3.8), obtemos
F 10(u) = qe−2(λϕ+2β+γ) (F 2 = −2q2e−4β−4λϕ) , (3.21)
com q uma constante de integrac¸a˜o real.
Considerando o sistema de coordenadas (3.20), substituindo as componentes (3.13)-
(3.15) do tensor de Ricci em (3.5) e a equac¸a˜o (3.21) em (3.3), temos
ϕ′′ = −η1η2λq2e2ω , (3.22)
γ′′ = η2q2e2ω , (3.23)
β ′′ = e2J − η2q2e2ω , (3.24)
com
ω = γ − λϕ , J = γ + β , (3.25)
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e a equac¸a˜o de v´ınculo
β
′2 + 2β ′γ′ − η1ϕ′2 = e2J − η2q2e2ω . (3.26)
Fazendo combinac¸o˜es lineares entre as equac¸o˜es (3.22)-(3.24) e integrando parcial-
mente, temos:
ϕ(u) = −η1λγ(u) + ϕ1u+ ϕ0 , (3.27)
ω′2 −Qe2ω = a2 , (3.28)
J ′2 − e2J = b2 , (3.29)
onde
λ± = (1± η1λ2) , Q = η2λ+q2 , (3.30)
e as constantes de integrac¸a˜o ϕ0, ϕ1 ∈ R, a, b ∈ C. A equac¸a˜o (3.28) pode ser integrada
da seguinte forma ∫
dω√
a2 +Qe2ω
= (u− u0) , (3.31)
cujas soluc¸o˜es, podemos obter como se segue. Para a,Q ∈ R+, fazendo as transformac¸o˜es
z = eω, apo´s y =
√
|Q|
a2
z e apo´s sinh θ = y, temos que (3.31) torna-se:
∫
dθ
sinh θ
= a(u− u0)⇒ e−ω =
√
|Q| a−1 sinh[a(u− u0)] .
Podemos, de forma similar, obter a soluc¸a˜o geral da equac¸a˜o (3.28)
ω(u) =


− ln
∣∣∣√|Q|a−1 cosh[a(u− u0)]∣∣∣ (a ∈ R+ , Q ∈ R−) ,
a(u− u0) (a ∈ R+ , Q = 0) ,
− ln ∣∣√Qa−1 sinh[a(u− u0)]∣∣ (a ∈ R+ , Q ∈ R+) ,
− ln ∣∣√Q(u− u0)∣∣ (a = 0, Q ∈ R+) ,
− ln ∣∣√Qa¯−1 sin[a¯(u− u0)]∣∣ (a = ia¯, a¯, Q ∈ R+) ,
(3.32)
onde u0 e´ uma constante real. Consideramos aqui somente os valores positivos de a (ou
a¯), pois as soluc¸o˜es (3.32) possuem simetria na inversa˜o do sinal de a (ou a¯).
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Resolvemos da mesma forma a equac¸a˜o (3.29), o que resulta em
J(u) =


− ln |b−1 sinh[b(u− u1)]| (b ∈ R+) ,
− ln |u− u1| (b = 0) ,
− ln ∣∣b¯−1 sin[¯b(u− u1)]∣∣ (b = ib¯; b¯ ∈ R+)
(3.33)
onde u1 e´ uma constante real. Desta forma, temos a soluc¸a˜o geral para a ac¸a˜o (3.1) com
a me´trica (3.8) e λ+ 6= 0

dS2 = e2γdt2 − e2αdu2 − e2βdΩ2 ,
α(u) = 2J(u)− γ(u) ,
β(u) = J(u)− γ(u) ,
γ(u) = λ−1+ (ω(u) + λϕ1u+ λϕ0) ,
ϕ(u) = λ−1+ (−η1λω(u) + ϕ1u+ ϕ0) ,
F = −q e2ω(u)du ∧ dt ,
(3.34)
e as constantes de integrac¸a˜o, que obedecem a equac¸a˜o de v´ınculo (3.26), esta˜o rela-
cionadas por
λ+b
2 = a2 + η1ϕ
2
1 . (3.35)
A soluc¸a˜o (3.34) depende de 7 paraˆmetros reais (a, b, q, u0, u1, ϕ0, ϕ1). Podemos fixar
algumas destas constantes impondo condic¸o˜es necessa´rias a` obtenc¸a˜o de soluc¸o˜es regulares
e anal´ıticas.
Fazendo o limite u→ u1 na func¸a˜o J , em (3.33), temos que J →∞. Isso significa que
u1 representa o infinito espacial do espac¸o-tempo. Temos enta˜o duas poss´ıveis soluc¸o˜es,
as quais sa˜o disjuntas, dependendo do sinal de (u− u1). Mas a me´trica (3.8) e´ invariante
pela transformac¸a˜o (u − u1) → −(u − u1), que leva de uma soluc¸a˜o a outra. Podemos
enta˜o escolher qualquer um dos intervalos positivo ou negativo de (u− u1). Fixando
u < u1 , (3.36)
podemos usar enta˜o outra simetria da me´trica (3.8), a qual e´ invariante por translac¸a˜o
de u, o que implica que podemos escolher, sem perda de generalidade, o infinito espacial
u1 = 0, logo u < 0.
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Impondo-se que o espac¸o-tempo e´ assintoticamente minkowskiano2, fixamos uma das
constantes livres da soluc¸a˜o. Impondo que o campo escalar ϕ anula-se no infinito espacial,
fixamos outra constante livre. Depois impondo a analiticidade das soluc¸o˜es, fixamos
ainda outra constante livre. No final, levando em conta a relac¸a˜o entre as constantes
pela equac¸a˜o de v´ınculo (3.35), obtemos soluc¸o˜es que dependem de duas constantes livres
(massa e carga), e dos paraˆmetros de acoplamento da ac¸a˜o (3.1).
As soluc¸o˜es da me´trica (3.34) com η1 = η2 = 1 (soluc¸o˜es EMD normais), foram obtidas
anteriormente por va´rios autores diferentes (ver [98] e suas refereˆncias). As soluc¸o˜es
fantasmas, com horizonte na˜o degenerado, foram obtidas por Gibbons e Rasheed [99]. As
soluc¸o˜es com λ+ = 0, sera˜o obtidas posteriormente. As soluc¸o˜es fantasmas com horizonte
degenerado, sa˜o novas soluc¸o˜es obtidas neste trabalho e publicadas na refereˆncia [100].
3.3 Novas soluc¸o˜es
Nesta sec¸a˜o vamos analisar as novas soluc¸o˜es que encontramos para a ac¸a˜o (3.1). Temos
15 classes de soluc¸o˜es diferentes provenientes da combinac¸a˜o de (3.32) com (3.33). As duas
primeiras soluc¸o˜es de (3.32) sa˜o necessariamente fantasmas (η1 = −1 e/ou η2 = −1). As
outras soluc¸o˜es podem ser normais (η1 = η2 = 1), ou fantasmas (η1 = η2 = −1, λ2 > 1 ou
η1 = −η2 = −1, λ2 < 1). Para o caso normal, a func¸a˜o J(u) e´ dada somente pela primeira
soluc¸a˜o em (3.33). Isto e´ devido a seguinte condic¸a˜o: se b = ib¯ (b¯ real)3 o v´ınculo em
(3.35) pode ser escrito como
a2 + b¯2 = −η1(ϕ21 + λ2b¯2) , (3.37)
implicando em η1 = −1 (casos anti-dilaton). Nesta sec¸a˜o, discutiremos as novas soluc¸o˜es
de buracos negros fantasmas, classificando-as pelo tipo proveniente da func¸a˜o ω(u) em
(3.32).
2No limite em que a coordenada radial antinge o valor do infinito espacial, a me´trica do espac¸o-tempo
torna-se proporcional a` de Minkowski.
3Incluindo o caso b = 0.
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3.3.1 Soluc¸a˜o cosh
A soluc¸a˜o cosh possui uma infinidade de possibilidades, de acordo com a escolha dos
parametros livres e constantes de acoplamento da teoria. Enta˜o, selecionaremos somente
as soluc¸o˜es de buracos negros regulares e anal´ıticos.
A func¸a˜o e2γ da me´trica (3.34), pode anular-se, para esta soluc¸a˜o, somente quando
u → −∞, o que corresponde ao horizonte de eventos4 do espac¸o-tempo. Se escolhermos
a terceira soluc¸a˜o de (3.33), teremos uma me´trica que assume somente valores finitos,
impossibilitando assim de haver um horizonte neste caso. Tomando a segunda soluc¸a˜o de
(3.33), podemos reescreveˆ-la como:
dS2 = e2γdt2 − e−2γ (dr2 + r2dΩ2) (r = −1/u) , (3.38)
mostrando-nos que o horizonte u → −∞ (r = 0) e´ singular. Temos enta˜o que a u´nica
soluc¸a˜o de (3.33) que leva a buracos negros e´ a primeira.
Para estudar o comportamento da me´trica pro´ximo ao horizonte, sera´-nos u´til fazer
uma transformac¸a˜o na coordenada radial, para uma outra proporcional, pro´ximo ao ho-
rizonte, ao paraˆmetro geode´sico afim. Definindo a Lagrangeana do movimento geode´sico
como
L = 1
2
gµν x˙
µx˙ν , (3.39)
obtemos a equac¸a˜o das geode´sicas no plano θ = π
2
e4J u˙2 = E2 − e2γ [ǫ+ L2e−2β] , (3.40)
onde E e´ o momento conjugado em relac¸a˜o ao tempo (energia), L e´ o momento conjugado
ao aˆngulo azimutal (momento angular), e ǫ = 1 indica geode´sicas tipo-tempo, ǫ = 0
geode´sicas nulas e ǫ = −1 indicando geode´sicas tipo-espac¸o. Esta equac¸a˜o, no horizonte
de eventos, torna-se
ds ∼ e2Jdu ∼ b2e2budu . (3.41)
4Como a me´trica e´ invariante pela inversa˜o do sinal da coordenada radial u, poder´ıamos ter escolhido
u→ +∞ como o horizonte de eventos, para u > 0.
44
Isto nos sugere fazer a transformac¸a˜o de coordenada
x = e2b(u−u0) , (3.42)
a qual, pela equac¸a˜o (3.41), e´ claramente proporcional ao paraˆmetro geode´sico afim, como
pretend´ıamos. Escolhendo a primeira soluc¸a˜o de (3.33), o elemento de linha (3.34), com
essa transformac¸a˜o, fica sendo
dS2 =
cxn
(1 + xm)2/λ+
dt2 − 4b
2x1x
1−n(1 + xm)2/λ+
c(x− x1)2
[
x1dx
2
x(x− x1)2 + dΩ
2
]
, (3.43)
onde x < x1, concordando com (3.36), e x1 = e
−2bu0 , c > 0 e´ uma constante que pode ser
fixada impondo que o espac¸o-tempo seja assintoticamente minkowskiano, e
m =
a
b
, n =
m(1 + λϕ¯1)
λ+
(3.44)
(ϕ¯1 = ϕ1/a). Este espac¸o-tempo e´ assintoticamente plano, com infinito espacial em
x = x1 (u = 0) e o horizonte de eventos em x = 0 (u→ −∞). Esta me´trica so´ e´ anal´ıtica,
pro´ximo ao horizonte (x→ 0), se m e n forem inteiros positivos5 [101, 102]. O nu´mero n
e´ o grau de degeneresceˆncia do horizonte de eventos e m aparece devido a analiticidade
da me´trica.
Com a definic¸a˜o de n e a equac¸a˜o de v´ınculo (3.35), podemos reescrever
 1 + λϕ¯1 = λ+
n
m
,
1 + η1ϕ¯
2
1 =
λ+
m2
.
(3.45)
A primeira equac¸a˜o nos fornece a relac¸a˜o entre a constante de integrac¸a˜o ϕ¯1 e os
nu´meros inteiros m e n. Substituindo esta relac¸a˜o na segunda equac¸a˜o de (3.45), obtemos
a seguinte relac¸a˜o entre m e n
m = n± λ
√
η1(1− n2) . (3.46)
5Note que como o horizonte encontra-se no valor que divide valores positivos e negativos da coordenada
x, quando entramos no horizonte, temos valores negativos para x. Isto caracteriza uma extensa˜o anal´ıtica
da me´trica. Necessitamos assim de expoentes inteiros e positivos de x, para que tenhamos analiticidade
e regularidade no horizonte.
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Esta relac¸a˜o dependera´ do grau de degeneresceˆncia do horizonte. Se n = 1 (horizonte
na˜o degenerado), enta˜o temos necessariamente m = 1; isto ocorre para qualquer valor
real de λ (para todo η1 e η2 tal que η2λ+ < 0). Se n ≥ 2 (horizonte degenerado), que
somente e´ poss´ıvel para o caso anti-dilaton η1 = −1, a relac¸a˜o (3.46) nos fornece um valor
quantizado, em termos dos nu´meros inteiros m e n, para a constante de acoplamento λ
λ2 =
(m− n)2
n2 − 1 , (3.47)
tal que λ2 < 1 (η2 = −1) se 1 ≤ m ≤ 2n − 1, e λ2 > 1 (η2 = +1) se m ≥ 2n. Notamos
que para o caso normal η1 = +1 as relac¸o˜es (3.45), para λ = 0, nos fornecem m = n = 1
e ϕ¯1 = 0, o que nos leva a soluc¸a˜o de Reissner-Nordstro¨m. Isto e´ o famoso teorema que
diz que buracos negros na˜o possuem cabelos, comentado no primeiro cap´ıtulo, o qual na˜o
tem validade para os casos fantasmas.
Para colocarmos a soluc¸a˜o cosh em uma forma mais familiar, utilizamos a seguinte
transformac¸a˜o de coordenadas [98],
u =
1
(r+ − r−) ln
(
f+
f−
)
, f± = 1− r±
r
, (3.48)
com
r± = ± 2a
1 + e∓2au0
(r+ − r− = 2a) . (3.49)
A coordenada x definida em (3.42) esta´ relacionada com r por
xm = −r−f+
r+f−
. (3.50)
Para o caso na˜o degenerado (m = n = 1), a soluc¸a˜o assume a forma
dS2 = f+f
λ−
λ+
− dt
2 − f−1+ f
−λ−
λ+
− dr
2 − r2f 1−
λ−
λ+
− dΩ
2 , (3.51)
F = − q
r2
dr ∧ dt , e−2λϕ = f 1−
λ−
λ+
− , (3.52)
onde escolhemos a constante ϕ0 = ω(0) = 0 em (3.34), para que tenhamos um elemento
de linha assintoticamente minkowskiano. Os paraˆmetros f´ısicos, massa e carga ele´trica,
da soluc¸a˜o, sa˜o dados por
M =
1
2
(
r+ +
λ−
λ+
r−
)
, q = ±
√
r+r−
η2λ+
. (3.53)
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Estes paraˆmetros f´ısicos podem ser obtidos pela ana´lise assinto´tica da soluc¸a˜o: a massa
pela componente g00 da me´trica, onde g00(r → +∞) ≈ 1 − 2Mr , e a carga diretamente
da expressa˜o do tensor de Maxwell F em (3.34). A soluc¸a˜o (3.53) tem a mesma forma
que as soluc¸o˜es de GM e GHS [99, 103], obtidas anteriormente. A u´nica diferenc¸a e´ que
temos aqui r+ > 0 mas r− < 0, modificando, em alguns casos, a estrutura causal do
espac¸o-tempo, como veremos adiante.
Esta soluc¸a˜o foi primeiramente obtida, como uma continuac¸a˜o anal´ıtica do caso nor-
mal, por Gibbons e Rasheed nos casos (η2 = −1, η1 = +1) e η1 = −1 com η2 = +1 (para
a2 > 1 na refereˆncia [99]) ou η2 = −1 (a2 < 1), e depois foi generalizada para buracos
negros multidimenssionais (no caso anti-dilaton η1 = −1 com η2 = +1) por Gao e Zhang
[104], e para membranas multidimensionais por Grojean et al [105].
Uma das novas soluc¸o˜es que obtivemos neste trabalho e´ o caso de horizonte degenerado
(η1 = −1 e n ≥ 2) da soluc¸a˜o cosh. Fazendo a transformac¸a˜o (3.48) em (3.34), escolhendo
cosh em (3.32) e a primeira soluc¸a˜o em (3.33), temos
dS2 = gn+g
ν−n
− dt
2 − (r+ − r−)
2
m2
g1−n+ g
1+n−ν
−
(g+ − g−)2 ×
×
[
(r+ − r−)2(g+g−)1−2m
m2r4(g+ − g−)2 dr
2 + dΩ2
]
, (3.54)
F = − q
r2
dr ∧ dt , e−2λϕ = gm−n+ gn+ν− , (3.55)
onde g± = f
1/m
± , e
ν =
2m
λ+
=
2m(1− n2)
(m− n)2 + 1− n2 . (3.56)
Os paraˆmetros f´ısicos massa e carga ele´trica da soluc¸a˜o, sa˜o dados por
M =
1
2m
[nr+ + (ν − n)r−] , q = ±
√
r+r−
η2λ+
. (3.57)
3.3.2 Soluc¸a˜o Linear
Analisaremos agora a soluc¸a˜o em que λ = ±1 com η1 = −1. Neste caso λ+ =
0 e obtemos a segunda soluc¸a˜o para ω(u) em (3.32), a qual depende linearmente da
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coordenada radial u. As soluc¸o˜es de ϕ(u) e γ(u) em (3.22) e (3.23) sa˜o
γ(u) = γ1u+ γ0 +
q1
2
e2a(u−u0) , (3.58)
ϕ(u) = ±[(γ1 − a)u+ (γ0 + au0) + q1
2
e2a(u−u0)] , (3.59)
onde γ0 e γ1 sa˜o constantes de integrac¸a˜o, e q1 = η2q
2/2a2. Escolhendo a soluc¸a˜o sinh em
(3.33), pois na˜o existe soluc¸a˜o de buraco negro nos outros casos, e fazendo a transformac¸a˜o
de coordenadas (3.42), obtemos o seguinte elemento de linha,
dS2 = cxn exp [q1x
m]dt2 − 4b
2x1x
1−n
c(x− x1)2 exp [−q1x
m]
[
x1dx
2
x(x− x1)2 + dΩ
2
]
, (3.60)
onde novamente x1 = e
−2bu0 , c > 0, e os expoentes m e n sa˜o dados por
m =
a
b
, n =
γ1
b
. (3.61)
Como no caso da soluc¸a˜o cosh, a soluc¸a˜o linear e´ uma soluc¸a˜o assintoticamente plana,
com infinito espacial em x = x1, e horizonte de eventos em x = 0. Novamente, para que
a me´trica seja anal´ıtica, devemos ter os nu´meros m e n inteiros positivos. Estes nu´meros
na˜o sa˜o independentes, pois a equac¸a˜o de v´ınculo (3.35) nos fornece
b2 − a(2γ1 − a) = 0 ⇒ m(2n−m) = 1 . (3.62)
Esta equac¸a˜o e´ justamente a equac¸a˜o (3.47) para λ2 = 1, cuja u´nica soluc¸a˜o para
nu´meros inteiros e´ m = n = 1 (a = b = γ1). Fazendo a transformac¸a˜o x = x1f+, onde
f+ = 1 − r+/r, r+ = 2a, recuperamos a soluc¸a˜o discutida por Gibbons e Rasheed [99] e
por Gao e Zhang [104]:
dS2 = f+ exp [q1(f+ − 1)]dt2 − exp [−q1(f+ − 1)]
(
dr2
f+
+ r2dΩ2
)
, (3.63)
F = − q
r2
dr ∧ dt , e−2λϕ = exp[−q1(f+ − 1)] , (3.64)
onde
M =
1 + q1
2
r+ , q = ±r+
√
η2q1
2
. (3.65)
No caso em que η2 = −1, q2 = 2a2, temos um buraco negro carregado de massa
identicamente nula. No caso em que η2 = −1, q2 > 2a2, temos um buraco negro carregado
com massa negativa, violando assim algumas condic¸o˜es de energia.
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3.3.3 Soluc¸a˜o sinh
A soluc¸a˜o sinh em (3.32), nos leva a uma grande gama de soluc¸o˜es de buracos negros
fantasmas, com η1 = −1 (as soluc¸o˜es em que η1 = 1, Q > 0 implicam em η2 = 1, as quais
levam a buracos negros dilatoˆnicos, obtidas anteriormente). Temos duas possibilidades
para o horizonte de eventos, dependendo do sinal de u0. Para u0 > 0 ou u0 = 0, o horizonte
encontra-se em u→ −∞, sendo somente poss´ıvel ao primeiro caso de (3.33). No caso em
que a constante de integrac¸a˜o u0 coincide com o infinito espacial (u = u0 = 0), o espac¸o-
tempo e´ assintoticamente na˜o plano (ANP), como em [106]. Para u0 < 0, o horizonte
encontra-se em u = u0 (para λ+ < 0), sendo poss´ıvel nos treˆs casos de (3.33).
Primeiramente consideramos a soluc¸a˜o em que J(u) e´ dada pela primeira func¸a˜o de
(3.33). Fazendo a transformac¸a˜o de coordenadas (3.42), obtemos o seguinte elemento de
linha:
dS2 =
cxn
|1− xm|2/λ+ dt
2 − 4b
2x1x
1−n|1− xm|2/λ+
c(x− x1)2
[
x1dx
2
x(x− x1)2 + dΩ
2
]
, (3.66)
onde novamente x < x1 com x1 = e
−2bu0 , e c > 0. Os nu´meros reais m e n, dados por
(3.44), esta˜o novamente relacionados por (3.46). Temos treˆs possibilidades, dependendo
dos valores de x1.
1. Se x1 < 1 (u0 > 0), o horizonte de eventos esta´ em x = 0. Como no caso cosh, este
horizonte e´ regular se m e n sa˜o inteiros. As considerac¸o˜es em relac¸a˜o a`s soluc¸o˜es
com horizonte degenerado, sa˜o ideˆnticas as que seguem a equac¸a˜o (3.46), mas η2 e´
substituido por −η2 (η2λ+ e´ positivo no caso sinh). Fazendo a transformac¸a˜o de
coordenadas (3.48), com
r± = ± 2a
1− e∓2au0 (r+ − r− = 2a) , (3.67)
obtemos novamente o caso m = n = 1 da me´trica (3.51), mas agora temos 0 < r− <
r+. Esta soluc¸a˜o foi anteriormente obtida em [99]. A diferenc¸a entre as soluc¸o˜es
dilatoˆnicas e´ que sempre temos η1 = −1, casos fantasmas. No caso de horizonte
degenerado (η1 = −1, n ≥ 2, caso obtido neste trabalho), obtemos a mesma forma
funcional de (3.54).
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2. No caso intermedia´rio x1 = 1 (u0 = 0), o horizonte de eventos esta´, como no
primeiro caso, em x = 0, com m e n inteiros positivos. Entretanto, a soluc¸a˜o e´
agora assintoticamente na˜o plana [106]. Fazendo a transformac¸a˜o de coordenadas
x = f+ com r+ = 2bc
−1/2 e redefinindo a coordenada tempo, (3.66) torna-se:
dS2 =
fn+
(1− fm+ )2/λ+
dt2 − (1− f
m
+ )
2/λ+
fn+
[dr2 + r(r − r+)dΩ2] . (3.68)
O comportamento assinto´tico desta soluc¸a˜o e´
dS2 ∼
(
r
r+
)2/λ+
dt2 −
(
r
r+
)−2/λ+(
dr2 + r2dΩ2
)
, (r →∞) (3.69)
com 0 < λ+ ≤ 1 para η2 > 0, e λ+ < 0 para η2 < 0.
3. Se x1 > 1 (u0 < 0), enta˜o o espac¸o-tempo e´ assintoticamente plano, mas o horizonte
de eventos esta´ em x = 1 (u = u0), com λ+ < 0, implicando em η1 < 0 e η2 < 0,
logo λ2 > 1. Esta soluc¸a˜o e´ regular se λ+ = −2/p, isto e´.
λ2 =
p+ 2
p
, (3.70)
com p inteiro positivo (mas m e n na˜o sa˜o necessariamente inteiros neste caso).
Esta possibilidade tambe´m acontece quando a segunda ou terceira soluc¸o˜es de (3.33)
sa˜o combinadas com a terceira soluc¸a˜o de (3.32) com u0 < 0. Neste caso, a transformac¸a˜o
de coordenadas (3.42) leva para uma forma muito complicada da me´trica. Uma expressa˜o
mais clara para a me´trica, no caso u0 < 0, e´
dS2 = chpdt2 − c−1h−pe2J(e2Jdu2 + dΩ2) , (3.71)
com
h(u) = e−λϕ1u sinh a(u− u0) , (3.72)
e2J(u) =
b2
sinh2 bu
, ou
1
u2
, ou
b¯2
sin2 b¯u
. (3.73)
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3.3.4 Soluc¸a˜o a = 0
Denominamos a quarta soluc¸a˜o de (3.32) por a = 0. Se u0 ≥ 0, o horizonte de eventos
esta´ novamente em u → −∞, onde J(u) e´ dada pela primeira ou segunda soluc¸a˜o de
(3.33). No primeiro caso (b2 > 0), a transformac¸a˜o de coordenadas (3.42), leva a uma
me´trica similar a (3.66), com n = (λ/λ+)(ϕ1/b) e m→ 0, onde xm e´ substitu´ıdo por um
logaritmo, o qual e´ na˜o anal´ıtico. Assim, esta possibilidade na˜o nos leva a um buraco
negro regular. No caso a = b = 0 (implicando ϕ1 = 0), a transformac¸a˜o de coordenadas
u = −1/r leva-nos a seguinte me´trica
dS2 =
(
u0r
1 + u0r
)2/λ+
dt2 −
(
u0r
1 + u0r
)−2/λ+
(dr2 + r2dΩ2) , (3.74)
que e´ anal´ıtica se λ+ = 2/(p + 1) (p sendo inteiro positivo), implicando em η2 = 1, onde
o caso fantasma corresponde a η1 = −1, logo
λ2 =
p− 1
p+ 1
. (3.75)
Notemos que este e´ um caso particular da relac¸a˜o (3.47) para m = 1 e n = p.
Por outro lado, se u0 < 0, o horizonte de eventos esta´ em u = u0, e e´ regular somente
quando λ+ = −2/p, com p sendo um inteiro positivo. Novamente, isto implica em η1 =
η2 = −1, e λ2 > 1. O v´ınculo (3.35), neste caso, reduz-se para b2 = pϕ21/2 ≥ 0. A me´trica
resultante tem a forma (3.71) com a func¸a˜o h(u) dada por
h(u) = e−λϕ1u(u− u0) . (3.76)
Para b = 0 (ϕ1 = 0), a transformac¸a˜o de coordenada u = −1/r, leva a uma expressa˜o
simples da me´trica
dS2 = f p+dt
2 − f−p+ (dr2 + r2dΩ2) , (3.77)
com r+ ≡ −1/u0.
3.3.5 Soluc¸a˜o sin
No caso da quinta soluc¸a˜o de (3.32), a me´trica esta´ restrita a assumir valores finitos da
coordenada radial u, enta˜o na˜o temos um horizonte em u→ −∞. Novamente, o horizonte
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pode somente estar em u = u0 < 0, e e´ regular se λ+ = −2/p (p sendo inteiro positivo).
O v´ınculo (3.35), neste caso, torna-se
2b2
p
= a¯2 + ϕ21 , (3.78)
onde temos necessariamente b2 > 0, correspondendo a primeira soluc¸a˜o de (3.33) para a
func¸a˜o J(u). Enta˜o a me´trica pode ser escrita como (3.71), com h(u) sendo
h(u) = e−λϕ1u| sin a¯(u− u0)| , (3.79)
e2J(u) =
b2
sinh2 bu
. (3.80)
3.4 Ana´lise das geode´sicas e construc¸a˜o dos diagramas de Pen-
rose
Faremos a ana´lise, como descrita no primeiro cap´ıtulo, das estruturas causais das
novas soluc¸o˜es e das soluc¸o˜es fantasmas de Gibbons e Rasheed, as quais na˜o haviam sido
feitas anteriormente. Muitos diagramas de Penrose que aparecem na˜o sa˜o usuais. Uma
primeira refereˆncia onde surgem diagramas bizarros e´ em [107].
3.4.1 Soluc¸a˜o cosh
A estrutura causal do espac¸o-tempo destas novas soluc¸o˜es fantasmas obtidas, podem
ser determinadas analisando a equac¸a˜o das geode´sicas (3.40), escrevendo em termos da
coordenada x definida em (3.42),
4b2x21x˙
2
(x− x1)4 = E
2 − cx
n
(1 + xm)2/λ+
[
ǫ+
L2cxn−1(x− x1)2
4b2x1(1 + xm)2/λ+
]
, (3.81)
juntamente com a forma conforme da me´trica (3.43)
dS2 = H(x)
[
dt2 − dy2 − F (x)dΩ2] , (3.82)
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com
dy = ±2bx1
c
x−n(1 + xm)2/λ+
(x− x1)2 dx , (3.83)
H(x) =
cxn
(1 + xm)2/λ+
, (3.84)
F (x) =
4b2x1
c2
x1−2n(1 + xm)4/λ+
(x− x1)2 . (3.85)
Os va´rios limites a serem considerados sa˜o x → x1 (o infinito espacial), x → 0 (o
horizonte de eventos), as poss´ıveis singularidades em x → −1 e x → −∞. No limite
x → x1, obtemos y → ±∞ , com F (x) = y2 e H =cte, mostrando que a me´trica (3.82)
e´ assintoticamente minkowskiana. Por outro lado, no limite x→ 0, obtemos y → ±∞ e
H → 0. Isto caracteriza um horizonte, neste caso o horizonte de eventos do buraco negro,
como previamente discutido, e´ regular para os nu´meros inteiros n e m.
A ana´lise das outras poss´ıveis singularidades, em x→ −1 ou x→ −∞, dependem da
paridade de m. Vamos sumarizar nos seguintes casos.
1. m sendo par. Neste caso, a me´trica (3.82) e´ regular em x = −1, que corresponde para
um valor finito de y. Agora, passando para x → −∞, as possibilidades dependem
dos valores de λ+.
(a) Se λ+ < 0, (λ
2 > 1, que pela condic¸a˜o (3.47) n < (m2 + 1)/2m, isto e´,
n ≤ m/2) enta˜o H →∞ e y → 0. Assim, temos um centro, uma singularidade
onde as geode´sicas param. Se n e´ ı´mpar, o diagrama de Penrose e´ similar ao
de Schwarzschild (Fig. 1), mas aqui existe uma inversa˜o do cone de luz, devido
a mudanc¸a da assinatura da me´trica de (+ − −−) → (− + −−). Se n e´ par,
o cone de luz bi-dimensional permanece o mesmo, logo o diagrama de Penrose
e´ similar ao de Reissner-Nordstro¨m extremo (Fig. 2). Entretanto, a me´trica
quadri-dimensional, muda a assinatura de (+ − −−) → (+ − ++), assim o
movimento geode´sico neste espac¸o-tempo e´ significantemente diferente do caso
Reissner-Nordstro¨m extremo (veja uma discussa˜o mais detalhada em [101]).
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(b) Se λ+ > 0 (n > m/2), vemos que pela equac¸a˜o (3.47) temos
λ+ = 2m/(n+ 1)− (m− 1)2/(n2 − 1) < 2m/(n+ 1),
logo y →∞ e H → 0, correspondendo a um horizonte. Para analisarmos se as
geode´sicas podem ser continuadas sobre este horizonte, reescrevemos a equac¸a˜o
(3.81) em termos da nova coordenada z = −1/x,
4b2z21 z˙
2
(z − z1)4 = E
2 − c(−1)
nz−n+2m/λ+
(1 + zm)2/λ+
×
×
[
ǫ+
L2c(−1)nz−n−1+2m/λ+(z − z1)2
4b2z1(1 + zm)2/λ+
]
(3.86)
(z1 = −1/x1). Na˜o temos analiticidade em z = 0 (x→ −∞), se nao tivermos
2m/λ+ = n+ p , (3.87)
com p um inteiro positivo. Sem esta condic¸a˜o, as geode´sicas terminam em
z = 0 (horizonte singular). Pela condic¸a˜o (3.87), a definic¸a˜o de λ+ e a relac¸a˜o
(3.47), nos fornecem a equac¸a˜o
(n+ p)(m− n)2 = (n+ p− 2m)(n2 − 1) , (3.88)
cuja soluc¸a˜o e´
α) m = n = 1 (p arbitra´rio) ,
β) m = p = 1 (n arbitra´rio) . (3.89)
γ) m = n = p (λ = 0) ,
onde as duas primeiras soluc¸o˜es de (3.89), excluem a possibilidade para m par,
e a terceira aplica-se somente a λ+ = 1. Assim, este caso corresponde generi-
camente a uma singularidade nula (horizonte singular), levando aos diagramas
Fig. 3 se n e´ ı´mpar, ou Fig. 4 (com a assinatura (+−++) na regia˜o II) se n
e´ par.
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(c) No caso λ+ = 1 comm = n = p pares (caso Einstein-anti-Maxwell-anti-Dilaton
λ = 0, η1 = η2 = −1), x → −∞ e´ um horizonte regular. A me´trica (3.43) e´
escrita, neste caso, como
dS2 =
cxn
(1 + xn)2
dt2 − 4b
2x1x
1−n(1 + xn)2
c(x− x1)2
[
x1dx
2
x(x− x1)2 + dΩ
2
]
. (3.90)
Esta me´trica e´ invariante pela transformac¸a˜o x → z = 1/x, x1 → z1 = 1/x1,
a qual inverte a coordenada e transforma o espac¸o-tempo com dois horizontes
(x = z = 0) e dois infinitos espaciais (x = x1, z = z1). O diagrama de Penrose
correspondente esta´ ilustrado na Fig. 5, o qual difere do caso de Kerr, devido
os dois horizontes serem degenerados, e a assinatura da me´trica na regia˜o II e´
(+−++). Este espac¸o-tempo e´ geodesicamente completo.
2. m ı´mpar. Neste caso, existe uma singularidade de coordenadas em x = −1. Pro´ximo
a esta regia˜o, fazendo x = −1 + z com z → 0, obtemos H ∼ z−2/λ+ e y ∼ z2/λ++1,
e a equac¸a˜o das geode´sicas sendo
4b2x21z˙
2
(1 + x1)4
≃ E2 − c′z−2/λ+
[
ǫ− L
2c′(1 + x1)2
4b2x1
z−2/λ+
]
(3.91)
(c′ = (−1)ncm−2/λ+). Temos enta˜o as seguintes estruturas:
(a) Para λ+ < −2, H → 0 e y → 0, logo x = −1 corresponde a uma singularidade
verdadeira, e o diagrama de Penrose e´ o de Schwarzschild (Fig. 1) para n ı´mpar
e o de Reissner-Nordstro¨m extremo (Fig. 2) para n par.
(b) Para −2 ≤ λ+ < 0, H → 0 e y → ∞, logo x = −1 corresponde a um
horizonte. Entretanto, devemos ter a condic¸a˜o −2/λ+ = p, com p sendo um
inteiro positivo, para que o horizonte seja regular, caso contra´rio, o horizonte
sera´ uma singularidade nula. No caso em que a condic¸a˜o na˜o e´ satisfeita, o
diagrama de Penrose correspondente esta´ ilustrado na Fig. 3 se n e´ ı´mpar, e
na Fig 4, se n e´ par.
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(c) Para o caso em que λ+ = −2/p (−2 ≤ λ+ < 0) com p inteiro positivo (η1 = −1,
η2 = +1,λ
2 = (p+ 2)/p), tomando em conta (3.47), nos leva para a equac¸a˜o
p(m− n)2 = (p+ 2)(n2 − 1) , (3.92)
a qual pode ser resolvida em termos de inteiros em duas subclasses. A primeira
e´
m = n = 1 , (3.93)
e p um nu´mero inteiro positivo arbitra´rio; neste subcaso, a me´trica (3.51)
escreve-se de uma forma anal´ıtica mais simples
dS2 = f+f
−(p+1)
− dt
2 − f−1+ f p+1− dr2 − r2f p+2− dΩ2 , (3.94)
com horizonte interno em r = 0 > r−. A segunda soluc¸a˜o para (3.93) e´
m = 2n+ 1 , p = n− 1 . (3.95)
Em ambos subcasos, as geode´sicas podem ser estendidas ate´ x→ −∞ (r = r−).
Neste limite, obtemos H ∼ xn+mp →∞ e y ∼ x−n−mp−1 → 0, correspondendo
a uma singularidade. No primeiro subcaso (3.93), a extensa˜o anal´ıtica ma´xima
do espac¸o-tempo esta´ representada em um diagrama (Fig. 6) similar ao de
Reissner-Nordstro¨m (mas a assinatura da me´trica e´ (+ − ++) na regia˜o III)
se p e´ ı´mpar, ou pelo diagrama Fig. 7 (discutido mais abaixo) se p e´ par. No
segundo subcaso (3.95), a estrutura causal do espac¸o-tempo esta´ representada
na Fig. 7 se n e´ ı´mpar (p sendo par), ou pelo diagrama Fig. 8 (com assinatura
(+−++) na regia˜o II) se n e´ par (p sendo ı´mpar).
(d) Finalmente, para λ+ > 0, H → ∞ e y → 0, logo x = −1 corresponde a uma
singularidade. Como no caso (2a), temos o diagrama de Schwarzschild (Fig.
1) para n ı´mpar e o diagrama de Reissner-Nordstro¨m (Fig. 2) para n par.
Observamos que a representac¸a˜o da estrutura causal do espac¸o-tempo da soluc¸a˜o do
buraco negro com um horizonte r = r+ (ordem n) degenerado, ou degenerado com pari-
dade ı´mpar, seguido de um horizonte interno r = 0 (ordem p) degenerado ou na˜o, e que
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termina em uma singularidade r = r−, na˜o pode ser representada em um diagrama de
Penrose bidimensional convencional. Esta impossibilidade e´ devido a junc¸a˜o inadequada
dos horizontes internos com os infinitos espaciais. Outra observac¸a˜o e´ que o diagrama
Fig. 7, representa, de uma forma na˜o usual, a estrutura causal e a topologia global
deste espac¸o-tempo. Tentamos representar aqui a sequeˆncia infinita das bordas nulas bi-
furcadas, as quais sa˜o os infinitos espaciais assintoticamente minkowskianos, como linhas
retas verticais (tipo-tempo) tracejadas. Cada uma destas linhas, corresponde aos infinitos
nulos passado e futuro das duas regio˜es I cont´ıguas.
3.4.2 Soluc¸a˜o Linear
Vamos agora analisar a estrutura causal da soluc¸a˜o Linear (3.60) com m = n = 1. A
equac¸a˜o das geode´sicas (3.40), neste caso, torna-se
4b2x21x˙
2
(x− x1)4 = E
2 − cxeq1x
[
ǫ+
L2c
4b2x1
(x− x1)2eq1x
]
, (3.96)
e a forma conforme desta me´trica e´ dada por (3.82), com
dy = ±2bx1
c
e−q1x
x(x− x1)2dx . (3.97)
Como antes, o limite x → x1 corresponde ao infinito espacial, e x → 0 ao horizonte
regular. A ana´lise do limite x→ −∞ depende do sinal de q1.
1. Para q1 < 0 (η2 = −1), y → 0, logo x = −∞ corresponde a uma singularidade, o
diagrama de Penrose e´ o de Schwarzschild (Fig. 1).
2. Para q1 > 0 (η2 = +1), y → ±∞, correspondendo a um horizonte. Pro´ximo a este
horizonte, a equac¸a˜o das geode´sicas (3.40), em termos da varia´vel z = −1/(x− x1)
(z → 0), escreve-se
4b2x21z˙
2 ≃ E2 + c′z−1e−q1/z
[
ǫ+
L2c′
4b2x1
z−2e−q1/z
]
(3.98)
(c′ = ceq1x1 > 0). Quando z → +0, o potencial efetivo tende a zero, entretanto,
quando z → −0 e L2 > 0 com ǫ > 0 ou L2 > 0, o potencial efetivo tende a infinito.
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Logo, as geode´sicas radiais tipo-tempo e todas geode´sicas na˜o-radiais, terminam
neste limite, devido a barreira do potencial efetivo. Temos enta˜o que o horizonte
aparente x→ −∞, e´, na verdade, uma singularidade nula. O diagrama de Penrose
correspondente esta´ representado na Fig. 4 (neste caso a assinatura da regia˜o II e´
(- + - -)).
3.4.3 Soluc¸a˜o sinh
Como vimos anteriormente, temos treˆs casos, os quais dependem dos valores de u0.
1. Para u0 > 0, J(u) e´ necessariamente dada pela primeira func¸a˜o de (3.33), e a
me´trica pode ser escrita na forma (3.66), que e´ assintoticamente minkowskiana no
limite x → x1 < 1. Para m e n inteiros positivos, a me´trica pode ser estendida
sobre o horizonte x = 0 (de ordem n). Depois temos uma poss´ıvel singularidade em
x = −1, onde a ana´lise pode ser feita como no caso do cosh, mas a paridade de m
muda neste caso:
(a) m ı´mpar. Neste caso, x = −1 e´ regular, e as geode´sicas estendem-se ate´
x = −∞. A natureza desta singularidade de coordenada depende dos valores
de λ+.
i. Para λ+ < 0, como no caso do cosh, x = −∞ e´ uma singularidade. O
diagrama de Penrose esta´ representado na Fig. 1 para n ı´mpar, e na Fig.
2 para n par.
ii. Para λ+ > 0, x = −∞ e´ genericamente uma singularidade nula. O di-
agrama de Penrose e´ dado por Fig. 3 para n ı´mpar, e Fig. 4 para n
par.
iii. Para m = n = 1, λ+ = 2/(p+1) (a primeira soluc¸a˜o de (3.87)-(3.88)), com
p inteiro positivo, a me´trica (3.51) torna-se
dS2 = f+f
p
−dt
2 − f−1+ f−p− dr2 − r2f−p+1− dΩ2 . (3.99)
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Esta me´trica tem dois horizontes regulares r+ (x = 0) e r− (x = −∞)
encobrindo a singularidade em r = 0. Para p ı´mpar, o diagrama de Penrose
e´ semelhante ao de Reissner-Nordstro¨m (Fig. 6), mas com a assinatura
(+−−−) na regia˜o III. Para p par, o diagrama esta´ representado na Fig.
7.
iv. Para m = p = 1, λ+ = 2/(n + 1), a transformac¸a˜o de coordenadas x =
1/z < 0, nos leva a
dS2 =
(−1)n+1cz
(1− z)n+1dt
2 − (−1)
n+14b2z1(1− z)n+1
c(z − z1)2 ×
×
[
z1dx
2
z(z − z1)2 + dΩ
2
]
, (3.100)
(z1 = 1/x1). Esta me´trica pode ser estendida sobre o horizonte z = 0 ate´ a
singularidade z = 1. A estrutura causal do espac¸o-tempo esta´ representada
pelo diagrama de Penrose de Reissner-Nordstro¨m (Fig. 6) se n e´ ı´mpar, e
por Fig. 8 se n e´ par.
v. Para m = n = p (λ+ = 1, caso Einstein-Maxwell-anti-Dilaton), a me´trica
dS2 =
cxn
(1− xn)2dt
2 − 4b
2x1x
1−n(1− xn)2
c(x− x1)2
[
x1dx
2
x(x− x1)2 + dΩ
2
]
, (3.101)
e´ invariante pela inversa˜o combinada x → z = 1/x, x1 → z1 = 1/x1. A
diferenc¸a entre o caso Einstein-Maxwell-Dilaton e´ que agora para x1 < 1
temos o valor correpondente de z = z1 > 1. A coordenada z cresce de
z = −∞ (horizonte de eventos) para z = 0 (horizonte interno) ate´ atingir
a singularidade em z = 1. Como n e´ necessariamente ı´mpar, o diagrama
de Penrose e´ o de Reissner-Nordstro¨m (Fig. 6).
(b) m par. Neste caso, existe uma singularidade de coordenada em x = −1.
Fazendo x = −1 + z, obtemos que a equac¸a˜o das geode´sicas pro´ximo a z = 0,
possui a mesma forma que (3.91). Assim, a ana´lise deste caso segue ideˆntica ao
caso do cosh, realizado abaixo de (3.91), entretanto, omitimos a possibilidade
λ+ = −2/p, pois m e´ necessariamente par. Logo, x = −1 e´ sempre uma
verdadeira singularidade, classificada como no caso do cosh, Fig. 1-Fig. 4.
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2. Para u0 = 0 (temos novamente somente a primeira soluc¸a˜o de (3.33) para J(u)),
a u´nica diferenc¸a na ana´lise e´ que a me´trica (3.68) e´ assintoticamente na˜o plana
(ANP) para x→ x1. A equac¸a˜o das geode´sicas para a forma assinto´tica da me´trica
(3.69) e´:
r˙2 ∼ E2 −
(
r
r+
)2/λ+[
ǫ+
(
r
r+
)2/λ+L2
r2
]
. (3.102)
Para λ+ < 0, o potencial efetivo tende a zero para r → +∞, que esta´ a uma
distaˆncia geode´sica infinita. A coordenada radial conforme y, dada na forma assin-
to´tica por dy ∼ (r/r+)−2/λ+dr, tambe´m tende a infinito, logo a me´trica conforme
e´ assintoticamente minkowskiana. A extensa˜o anal´ıtica, cruza o horizonte x = 0
(r = r+) ocorre como no caso de u0 > 0 e nos leva aos diagramas de Penrose da
Fig. 1 para n e m ı´mpares , ou m par com λ+ < −2, Fig. 2 para n par e m ı´mpar
,ou m par com λ+ < −2, Fig. 3 para n ı´mpar e m par com −2 ≤ λ+ < 0, e Fig. 4
para n e m pares com −2 ≤ λ+ < 0.
Para 0 < λ+ < 1, a equac¸a˜o (3.102) nos leva, assintoticamente, a s ∼ r1−1/λ+ , logo
as geode´sicas terminam no infinito espacial r → +∞, que e´, conformalmente, uma
singularidade tipo-tempo. Esta soluc¸a˜o na˜o nos fornece buracos negros. Entretanto,
para λ+ = 1 (m = n), temos assintoticamente s ∼ ln r, e as geode´sicas sa˜o com-
pletas, mas o infinito espacial conforme e´ agora tipo-tempo. A extensa˜o anal´ıtica
da me´trica (3.101) com x1 = 1 ocorre similarmente ao caso onde u > u0. Para
m = n ı´mpar, a me´trica e´ regular em x = −1 e e´ invariante a` inversa˜o combinada
x → z = 1/x, o que nos leva a uma extensa˜o sobre os dois horizontes x = 0 e
z = 0 ate´ um novo infinito espacial conforme tipo-tempo (Fig. 9). Este espac¸o-
tempo e´ geodesicamente completo. Para m = n par, o espac¸o-tempo possui um
u´nico horizonte em x = 0, o qual pode ser cruzado ate´ atingir uma singularidade
conformalmente tipo-tempo em x = −1 (Fig. 10).
3. Para u0 < 0, temos visto que o horizonte de eventos em u = u0 e´ regular (de ordem
p) se λ+ = −2/p (para qualquer m e n reais). As propriedades da me´trica dentro
do horizonte (u < u0) dependem da soluc¸a˜o (3.33) para J(u).
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(a) Primeira soluc¸a˜o de (3.33). A forma da me´trica (3.66) nos mostra que x = 0
(u → −∞) e´ um horizonte, o qual e´ regular se m e n sa˜o inteiros positivos.
Como λ+ = −2/p, enta˜o os nu´meros inteiros satisfazem a equac¸a˜o (3.92).
Assim, temos treˆs possibilidades:
i. Para m e n gene´ricos, u = −∞ e´ uma singularidade nula. O diagrama de
Penrose e´ dado pela Fig. 3 para p ı´mpar, e Fig. 4 para p par.
ii. Para m = n = 1, as geode´sicas terminam na singularidade em x → −∞.
O diagrama de Penrose e´ dado pela Fig. 6 para p ı´mpar, e pela Fig. 8
para p par.
iii. Para m = 2n+1, p = n− 1, a singularidade esta´ novamente em x→ −∞.
O diagrama de Penrose esta´ representado pela Fig. 7 para p ı´mpar, e pela
Fig. 8 para p par.
(b) Segunda soluc¸a˜o de (3.33). A me´trica esta´ representada em (3.71) com b = 0
e ϕ1 = ±a (que vem de (3.35)), onde
h(u) = e∓aλu sinh a(u− u0) . (3.103)
A equac¸a˜o das geode´sicas correspondente a esta me´trica e´
r˙2 = E2 − chp[ǫ− L2chp/r2] , (3.104)
com r = −1/u > 0. Pro´ximo a singularidade r = 0 (u → −∞), h(r) ≃
e(1±λ)a/r/2, enta˜o a ana´lise e´ semelhante ao caso Linear. Tomando em consi-
derac¸a˜o λ2 > 1, temos duas possibilidades:
i. Se ±λ > 1, h(r) diverge, levando a` uma singularidade tipo-espac¸o se p e´
ı´mpar (Fig. 1), ou uma singularidade tipo-tempo p e´ par (Fig. 2).
ii. Se ±λ < −1, h(r) desaparece, caracterizando um horizonte. Entretanto,
o potencial efetivo em (3.104) diverge para r → −0 (h(r) ≃ e(1∓λ)a/|r|/2),
logo r = 0 e´ uma singularidade nula. O diagrama de Penrose e´ dado pela
Fig. 3 se p e´ ı´mpar, e pela Fig. 4 se p e´ par.
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(c) Terceira soluc¸a˜o de (3.33). Em (3.71), e2J = b¯2/ sin2 b¯u. Assim, a me´trica
possui uma singularidade aparente em u = usk ≡ kπ/b¯ (k inteiro). Fazendo
u = usk + z, a me´trica, pro´ximo a z = 0, tem a forma assintoticamente plana
dS2 = c′dt2 − c′−1(z−4dz2 + z−2dΩ2) , (3.105)
com c′ = chp(us). Assim, no setor gene´rico usk < u < usk+1 da soluc¸a˜o, o
qual na˜o conte´m u0, temos um espac¸o-tempo geodesicamente completo, sem
horizontes, com duas regio˜es assinto´ticas — um buraco de minhoca Lorentziano
[108], generalizando o caso de λ = 0 no buraco de minhoca da teoria Einstein-
Maxwell-anti-Dilaton de Bronnikov em [109]. O setor da soluc¸a˜o que conte´m
u0, o espac¸o-tempo e´ geodesicamente completo, possuindo um horizonte de
ordem p. O diagrama de Penrose correspondente e´ dado pela Fig. 11 para p
ı´mpar, e pela Fig. 12 para p par.
3.4.4 Soluc¸a˜o a = 0
Como hav´ıamos visto, neste caso temos duas soluc¸o˜es:
1. Para u0 ≥ 0, a = b = 0, a me´trica e´ dada por (3.74) com λ+ = 2/(p + 1). Esta
me´trica tem um horizonte de ordem (p+1) em r = 0 (u→ −∞), e uma singularidade
em r = −1/u0. Enta˜o, para o caso em que u0 > 0, o diagrama de Penrose e´ dado
pela Fig. 1 se p e´ par, e pala Fig. 2 se p e´ ı´mpar.
Para u0 = 0, (3.74) e´ substitu´ıda pela me´trica
dS2 =
(
r
r+
)p+1
dt2 −
(
r
r+
)−(p+1)
(dr2 + r2dΩ2) . (3.106)
A me´trica bidimensional reduzida e´ similar aos buracos negros de “ primeira-classe”
de [102]. O infinito espacial r → ∞ e´ conformalmente tipo-tempo. Para p par,
as geode´sicas cruzam o horizonte ı´mpar em r = 0 e terminam na singularidade
r → −∞ (Fig 13), a qual e´ conformalmente tipo-espac¸o. Para p ı´mpar, r → −r e´
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uma isometria da me´trica (3.106). O espac¸o-tempo e´ geodesicamente completo e o
diagrama de Penrose e´ dado pela Fig. 14.
2. Para u0 < 0, a me´trica e´ dada por (3.71), com h(u) dada por (3.76). Esta me´trica
tem um horizonte de ordem p em u = u0 e uma singularidade de coordenadas em
u→ −∞. Se b2 > 0 (ϕ1 6= 0), a me´trica, escrita em termos da coordenada x, conte´m
um logaritmo na˜o-anal´ıtico, logo u→ −∞ (x = 0) e´ uma verdadeira singularidade.
Se b2 = 0, a me´trica reduz-se a (3.77), a qual e´ claramente singular em u → −∞
(r = 0). Em ambos os casos, o diagrama de Penrose e´ dado pela Fig. 1 se p e´ ı´mpar,
e pela Fig. 2 se p e´ par.
3.4.5 Soluc¸a˜o sin
Como visto anteriormente, a u´nica soluc¸a˜o de buracos negros regulares, e´ poss´ıvel
somente para a primeira soluc¸a˜o de (3.33) para a func¸a˜o J(u), e escreve-se como (3.71)
com h(u) dada por (3.79). Esta func¸a˜o pode ser reescrita como:
h(u) = e−λϕ1u sin a¯(u− us) , (3.107)
para us < u < 0, onde us = u0 + kπ/a¯, com −π/a¯ < us < 0. Este espac¸o-tempo e´ assin-
toticamente minkowskiano (para u → 0), apresentando uma se´rie infinita de horizontes
regulares u = us, u = us−π/a¯, u = us−2π/a¯, · · · , todos de ordem p, separando sucessivas
regio˜es I, II, III, · · · as quais sa˜o todas diferentes entre si (por causa das func¸o˜es na˜o-
perio´dicas e2J(u) e e−λϕ1u). Este espac¸o-tempo e´ geodesicamente completo. Para p par,
as regio˜es sucessivas tem todas a mesma orientac¸a˜o do cone de luz. Enta˜o, o diagrama
de Penrose e´ representado pela Fig. 15. Por outro lado, para p ı´mpar, a orientac¸a˜o do
cone de luz alterna entre as sucessivas regio˜es, o que possibilita que as geode´sicas podem
rodar indefinidamente. Neste caso o diagrama de Penrose na˜o pode ser desenhado em
duas dimenso˜es.
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Figura 3.1: Diagrama de Penrose para a soluc¸a˜o cosh com n ı´mpar e m par (λ+ < 0) ou m ı´mpar (λ+ < −2 ou
λ+ > 0); para a soluc¸a˜o Linear com n = m = 1 e q1 < 0; para a soluc¸a˜o sinh com n e m ı´mpares (u0 ≥ 0, λ+ < 0) ou m
par (u0 ≥ 0, λ+ < −2 ou u0 > 0, λ+ > 0), ou com b = 0 (u0 < 0, λ+ = −2/p,±λ > 1) e p ı´mpar; e para a soluc¸a˜o a = 0
com b = 0 (u0 > 0, λ+ = 2/(p + 1)) e p par ou com b2 ≥ 0 (u0 < 0, λ+ = −2/p) e p ı´mpar. A singularidade central e´
representada por uma linha dupla.
Figura 3.2: Diagrama de Penrose para a soluc¸a˜o cosh com n e m pares (λ+ < 0) ou m ı´mpar (λ+ < −2 ou λ+ > 0);
para a soluc¸a˜o sinh com n par e m ı´mpar (u0 ≥ 0, λ+ < 0) ou m par (u0 ≥ 0, λ+ < −2 ou u0 > 0, λ+ > 0), ou com b = 0
(u0 < 0, λ+ = −2/p,±λ > 1) e p par; e para a soluc¸a˜o a = 0 com b = 0 (u0 > 0, λ+ = 2/(p + 1)) e p ı´mpar ou com b2 ≥ 0
(u0 < 0, λ+ = −2/p) e p par.
Figura 3.3: Diagrama de Penrose para a soluc¸a˜o cosh com n ı´mpar e m par (λ+ > 0) ou m ı´mpar (−2 ≤ λ+ < 0); e
para a soluc¸a˜o sinh com n e m ı´mpares (u0 > 0, λ+ > 0) ou m par (u0 ≥ 0,−2 < λ+ < 0), ou u0 < 0 e λ+ = −2/p com p
ı´mpar (b2 > 0 ou b = 0 e ±λ < −1).
Figura 3.4: Diagrama de Penrose para a soluc¸a˜o cosh com n e m pares (λ+ > 0) ou m ı´mpar (−2 ≤ λ+ < 0);
para a soluc¸a˜o Linear com n = m = 1 e q1 > 0; para a soluc¸a˜o sinh com n par e m ı´mpar (u0 > 0, λ+ > 0) ou m par
(u0 ≥ 0,−2 < λ+ < 0), ou u0 < 0 e λ+ = −2/p com p par (b2 > 0 ou b = 0 e ±λ < −1).
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Figura 3.5: Diagrama de Penrose para a soluc¸a˜o cosh com λ+ = 1, m = n par
Figura 3.6: Diagrama de Penrose para a soluc¸a˜o cosh com m = n = 1 e λ+ = −2/p com p ı´mpar; e para a soluc¸a˜o sinh
com u0 > 0 e λ+ = 2/(p + 1) (m = n = 1) com p ı´mpar ou λ+ = 2/(n + 1) (m = 1) com n ı´mpar ou λ+ = 1 com m = n
ı´mpar, ou com u0 < 0 (b2 > 0, m = n = 1) e λ+ = −2/p) com p ı´mpar.
Figura 3.7: Diagrama de Penrose paraa soluc¸a˜o cosh com λ+ = −2/p e p par (m = n = 1 ou m = 2n+1, p = n− 1); e
para a soluc¸a˜o sinh com u0 > 0, λ+ = 2/(p + 1) e p par (m = n = 1), ou com u0 < 0, λ+ = −2/p (m = 2n+ 1, p = n − 1
ı´mpares).
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Figura 3.8: Diagrama de Penrose para a soluc¸a˜o cosh com λ+ = −2/p e p ı´mpar (m = 2n+1, p = n−1); e para a soluc¸a˜o
sinh com u0 > 0, λ+ = 2/(n+1) e n par (m = 1), ou com u0 < 0, λ+ = −2/p e p par (m = n = 1 ou m = 2n+1, p = n−1).
Figura 3.9: Diagrama de Penrose para a soluc¸a˜o sinh com u0 = 0, λ+ = 1, m = n ı´mpar.
Figura 3.10: Diagrama de Penrose para a soluc¸a˜o sinh com u0 = 0, λ+ = 1,m = n par.
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Figura 3.11: Diagrama de Penrose para a soluc¸a˜o sinh com u0 < 0 (b2 < 0) e λ+ = −2/p, p ı´mpar.
Figura 3.12: Diagrama de Penrose para a soluc¸a˜o sinh com u0 < 0 (b2 < 0) e λ+ = −2/p, p par.
Figura 3.13: Diagrama de Penrose para a soluc¸a˜o a = 0 (b = 0, u0 = 0, λ+ = −2/(p + 1)) com p par.
Figura 3.14: Diagrama de Penrose para a soluc¸a˜o a = 0 (b = 0, u0 = 0, λ+ = −2/(p + 1)) com p ı´mpar.
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Figura 3.15: Diagrama de Penrose para a soluc¸a˜o sin com λ+ = −2/p, p par.
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Cap´ıtulo 4
Modelo Sigma Fantasma
Iniciamos esse cap´ıtulo com a formulac¸a˜o do modelo Sigma fantasma para a teo-
ria Einstein-(anti)Maxwell-Dilaton (EM¯D), mostrando sua potencialidade pela obtenc¸a˜o
da soluc¸a˜o cosh, anteriormente apresentada no cap´ıtulo 3, no caso de Kaluza-Klein.
Prosseguimos com a construc¸a˜o de uma nova soluc¸a˜o estaciona´ria, com simetria axial,
da teoria EM¯D. Apresentamos a ana´lise da estrutura causal dessa soluc¸a˜o. Apo´s for-
mulamos o modelo Sigma fantasma para a teoria Einstein-(anti)Maxwell-Dilaton-A´xion,
construindo uma nova soluc¸a˜o estaciona´ria, com simetria axial, terminando com a ana´lise
da estrutura causal dessa soluc¸a˜o.
4.1 Soluc¸a˜o Esta´tica
Vamos considerar a ac¸a˜o de Einstein-Hilbert no va´cuo em 5-dimenso˜es (5D):
A5 =
∫ √
−(5)g (5)Rd5x . (4.1)
Vamos impor que o espac¸o-tempo possua dois vetores de Killing ∂4 e ∂5 (nossa escolha
para a assinatura da me´trica em 5D e´ + + − − −), e que a coordenada x5 e´ c´ıclica. A
ac¸a˜o (4.1) pode enta˜o ser decomposta em 4D como1:
A5 = 2πr5
∫ √
−(4)g [(4)R− 2 (4)gµν∂µϕ∂νϕ+ η2e−2
√
3ϕFµνF
µν ]d4x , (4.2)
1Veja apeˆndice A.
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onde (4)R e´ o escalar de Ricci no espac¸o-tempo em 5D, (4)gµν e´ a inversa da me´trica em 4D
(fizemos uma transformac¸a˜o conforme na me´trica original em 4D), ϕ e´ o campo escalar e
Fµν = ∂µAν − ∂νAµ e´ o tensor de Maxwell, onde Aµ e´ o quadri-potencial eletromagne´tico.
Como visto no segundo cap´ıtulo, o elemento de linha em 5D pode ser parametrizado
em duas formas convenientes:
dS2(5) = e
2√
3
ϕ (4)gµν(x
α)dxµdxν + e
− 4√
3
ϕ
(dx5 + 2Aµdx
µ)2 (4.3)
= λab(x
k)(dxa + V ai(x
k)dxi)(dxb
+ V bj(x
k)dxj) + τ−1 (3)hij(xk)dxidxj , (4.4)
onde a, b = 4, 5 ; i, j, k = 1, 2, 3; τ = |det [λab]|, (3)hij e´ a me´trica em 3D (fizemos
novamente uma transformac¸a˜o conforme na me´trica original em 3D e V ai(x
k) sa˜o tri-
vetores definidos no espac¸o 3D. Estes vetores satisfazem a relac¸a˜o de dualidade
ωa,i = |h|−
1
2 τhilλabǫ
jklV bj,k , (4.5)
onde ωa sa˜o duais aos V
b
j e ǫ
123 = 1.
Definindo a matriz de Maison,
χ =


λ44 + τ
−1ω24 λ45 + τ
−1ω4ω5 τ−1ω4
λ54 + τ
−1ω4ω5 λ55 + τ−1ω25 τ
−1ω5
τ−1ω4 τ−1ω5 τ−1

 , (4.6)
as equac¸o˜es de campo correspondentes a ac¸a˜o (4.1), tornam-se

(3)Rij =
1
4
Tr[χ−1∂iχχ−1∂jχ]
(3)∇i (χ−1∂iχ) = 0
(4.7)
Parametrizando a matriz de Maison por [110]

χ = ηeNσ ; N =

 M 0
0 −x

 ; M =

 x− a b
−η2b a


x = Tr[M ] ; y = det [M ] = η2b
2 + ax− a2
η =


1 0 0
0 −η2 0
0 0 1

 ; λ =

 1 0
0 −η2

 eMσ ,
(4.8)
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obtemos a seguinte soluc¸a˜o, impondo simetria esfe´rica, para as equac¸o˜es (4.7), no caso
η2 = −1:
dS25 =
[
1
q
(
a− x
2
)
sinh (qσ) + cosh (qσ)
]
e
x
2
σ ×[
dx5 +
b sinh (qσ)dt(
a− x
2
)
sinh (qσ) + q cosh (qσ)
]2
+
[
1
q
(
a− x
2
)
sinh (qσ) + cosh (qσ)
]−1
e
x
2
σdt2 −
c22p
2e−xσ
sinh2 (pσ)
[
p2dσ2
sinh2 (pσ)
+ dΩ22
]
, (4.9)
onde p = c0−c1
2c2
= ±x
4
√(
2q
x
)
+ 3 , q =
√
x2
4
− y, r(σ) = c1epσ−c0e−pσ
2 sinh (pσ)
e dr
dσ
= c2p
2
sinh2 (pσ)
,
c0, c1, c2 sa˜o constantes de integrac¸a˜o. A soluc¸a˜o (4.9), e´ a soluc¸a˜o geral do modelo Sigma
para um espac¸o-tempo no vazio, esta´tico e esfericamente sime´trico em 5D.
Podemos fazer uma comparac¸a˜o entre a soluc¸a˜o do modelo Sigma e a soluc¸a˜o geral, que
prove´m da mesma ac¸a˜o, cosh do terceiro cap´ıtulo. Para a soluc¸a˜o cosh, podemos escolher
os valores particulares dos paraˆmetros λ = −√3, η1 = −η2 = 1. Assim, o elemento de
linha desta soluc¸a˜o pode ser usado na equac¸a˜o (4.4), que torna-se
dS25 =
4q¯
a¯
cosh [a¯(k − k0)]e−
1√
3
(ϕ1k+ϕ0) ×[
dx5 − a¯
4q¯
(tanh [a¯(k − k0)]− tanh [a¯(k1 − k0)]) dt
]2
+
(
4q¯
a¯
cosh [a¯(k − k0)]
)−1
e
− 1√
3
(ϕ1k+ϕ0)dt2 −
b¯2e
2√
3
(ϕ1k+ϕ0)
sinh2 [¯b(k − k1)]
[
b¯2dk2
sinh2 [¯b(k − k1)]
+ dΩ22
]
. (4.10)
Comparando (4.9) e (4.10), obtemos as seguinte relac¸o˜es entre os paraˆmetros das duas
soluc¸o˜es: 

x
q
= − 2ϕ1
a¯
√
3
; 4 q¯
a¯
e
− ϕ0√
3 = cosh−1 [a¯(k1 − k0)]e−
a¯k1x
2q ; c22qb = 4a¯q¯ ;
p
q
= b¯
a¯
; σ(k) = a¯
q
(k − k1) ; qc2 = 4q¯ cosh [a¯(k1 − k0)] .
(4.11)
Fazendo uma ana´lise assinto´tica em (4.9), podemos obter as relac¸o˜es destes paraˆmetros
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com os paraˆmetros f´ısicos massa, cargas escalar e ele´trica:

a = 4Σ
c2
√
3
; b = −2q¯
c2
; x = 2
c2
(
M + Σ√
3
)
;
q2 = 1
c2
2
[
(M −√3Σ)2 + 4q¯2] ; p2 = 1
c2
2
[M2 + Σ2 + q¯2] .
(4.12)
Isso prova a consisteˆncia da soluc¸a˜o obtida pelo modelo Sigma.
4.2 Soluc¸a˜o com Rotac¸a˜o
A soluc¸a˜o cosh (3.51) do cap´ıtulo anterior, para η1 = −η2 = 1, n = p = 1 , λ =
−√3 , 2a = r+ − r− e´ dada por:
 dS
2
(4) = f+f
− 1
2− dt
2 − f−1+ f
1
2− [dr
2 + r2f+f−dΩ22];
A0 =
q¯
r
; e
4√
3
ϕ
= f− ,
(4.13)
onde fixamos ϕ0 = 0.
Usando (4.4), temos para o elemento de linha (4.13),
dS2(5) =
(
1 +
r−
r
)[
dx5 − 2 q¯
r
(
1 +
r−
r
)−1
dt
]2
+
(
1 +
r−
r
)−1 [
1− (r+ − r−)
r
]
dt2 +
−
[
1− (r+ − r−)
r
]−1
{dr2 + r[r − (r+ − r−)]dΩ22} ; (4.14)
A0 =
q¯
r
(
1 +
r−
r
)−1
; e
4√
3
ϕ
=
(
1 +
r−
r
)−1
; (4.15)
M =
1
2
(
r+ − r−
2
)
; q¯ = −1
2
√−r+r− ; Σ = −
√
3
4
r− , (4.16)
onde fizemos a translac¸a˜o r → r + r−.
A soluc¸a˜o de Schwarzschild, imersa em 5D, e´ dada por:
dS2(5) =
(
dx5
)2
+
(
1− rs
r
)
dt2 −
(
1− rs
r
)−1
[dr2 + r(r − rs)dΩ22] . (4.17)
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A soluc¸a˜o de Schwarzschild e a soluc¸a˜o cosh (4.14) teˆm as seguintes matrizes de Maison:
χS =


(
1− rs
r
)
0 0
0 1 0
0 0
(
1− rs
r
)

 (4.18)
χC =


f+ −2 q¯r 0
−2 q¯
r
(
1 + r−
r
)
0
0 0
[
1− (r+−r−)
r
]

 . (4.19)
A soluc¸a˜o de Schwarzschild imersa em 5D e a soluc¸a˜o cosh tem a mesma me´trica 3D
reduzida em (4.4). Isto significa que estas soluc¸o˜es sa˜o conectadas por uma transformac¸a˜o
do grupo SO(3)2. Assim,
χC = P
T
SCχSPSC ; PSC ∈ SO(3) . (4.20)
onde
PSC =


cosα − sinα 0
sinα cosα 0
0 0 1

 , (4.21)
cosα =
√
r+
r+ − r− , sinα =
√ −r−
r+ − r− . (4.22)
Para o modelo Sigma fantasma (η2 = −1 , diag(gµν) = + + − − −) temos χ ∈
SL(3,R)/SO(3) e P ∈ SO(3) [79].
Agora, podemos construir uma nova soluc¸a˜o fantasma com rotac¸a˜o, apartir da soluc¸a˜o
de Kerr imersa em 5D, da seguinte forma. Assim como as soluc¸o˜es de Schwarzschild e cosh
possuem a mesma me´trica 3D reduzida e por isso sa˜o conectadas por uma transformac¸a˜o
do grupo SO(3), existe uma nova soluc¸a˜o fantasma com rotac¸a˜o que tambe´m possui a
mesma me´trica 3D reduzida da soluc¸a˜o de Kerr imersa em 5D. Esta soluc¸a˜o pode ser
2Este grupo e´ obtido fazendo a ana´lise da forma assinto´tica da matriz (4.19), que e´ a identidade 3×3.
Neste caso fantasma, teremos que ter um subgrupo em que a “me´trica”seja a identidade, ou seja o grupo
SO(3) [79]. Uma observac¸a˜o importante aqui e´ que na literatura atual, ainda existe uma grande confusa˜o
em relac¸a˜o aos espac¸os sime´tricos de cada teoria.
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obtida fazendo a mesma transformac¸a˜o (4.20) na soluc¸a˜o de Kerr imersa em 5D. Depois,
extraindo todos os campos necessa´rios para a construc¸a˜o da nova me´trica e os campos
escalar e de Maxwell, pela relac¸a˜o de dualidade (4.5) e a relac¸a˜o entre as me´tricas em
5D e 4D (4.3)-(4.4), obtemos a forma final da soluc¸a˜o. Esta nova soluc¸a˜o sera´ uma
generalizac¸a˜o estaciona´ria da soluc¸a˜o (4.14).
A soluc¸a˜o de Kerr imersa em 5D e´ dada por:

dS2(5) = (dx
5)
2
+
f2
0
Σ0
(dt− ω0dφ)2 − Σ0f2
0
[
f2
0
∆0
dr2 + f 20 dθ
2 +∆0 sin
2 θdφ2]
∆0 = r
2 − 2MKr + a20 ; Σ0 = r2 + a20 cos2 θ
f 20 = r
2 − 2MKr + a20 cos2 θ ; ω0 = − a0f2
0
2MKr sin
2 θ ,
(4.23)
Usando a equac¸a˜o de dualidade (4.5), obtemos a matriz de Maison para a soluc¸a˜o de
Kerr imersa em 5D:
χK =
1
f 20


(r − 2MK)2 + a20 cos2 θ 0 −a02MK cos θ
0 f 20 0
−a02MK cos θ 0 Σ0

 . (4.24)
Fazendo a transformac¸a˜o do grupo SO(3) em (4.24), obtemos:
χKC = P
T
SCχKPSC =
1
f 20
×

f 20 − 2MK cos2 α(r − 2MK) 2MK sinα cosα(r − 2MK) −a02MK cosα cos θ
2MK sinα cosα(r − 2MK) f 20 − 2MK sin2 α(r − 2MK) a02MK sinα cos θ
−a02MK cosα cos θ a02MK sinα cos θ Σ0

 .(4.25)
Considerando a forma assinto´tica de (4.25), dada por
χKC(r → +∞) ∼


1− 2
(
M − Σ√
3
)
1
r
−2 q¯
r
2J
r2
cos θ
−2 q¯
r
1− 4 Σ√
3
1
r
0
2J
r2
cos θ 0 1 + 2
(
M + Σ√
3
)
1
r

 , (4.26)
onde M, q¯, J e Σ sa˜o massa, a carga ele´trica, o momento angular, e a carga escalar
respectivamente. Assim, obtemos os paraˆmetros f´ısicos da nova soluc¸a˜o:
M =
MK
2
(1 + cos2 α) ; q¯ = −MK sinα cosα ;
J = −a0MK cosα ; Σ =
√
3
2
MK sin
2 α . (4.27)
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Usando a definic¸a˜o da matriz de Maison (4.6) e a equac¸a˜o de dualidade (4.5), obtemos
as componentes da me´trica da nova soluc¸a˜o. Fazendo a translac¸a˜o r → r + Σ√
3
, para
compararmos com a soluc¸a˜o de Rasheed, obtemos a seguinte me´trica:

dS2(5) =
f1
Σ0
Λ2 − 2 q¯
Σ0
(
r + Σ√
3
)
ΛΨ+ f2
Σ0
Ψ2 − Σ0
f2
0
[
f20
∆0
dr2 + f 20dθ
2 +∆0 sin
2 θdφ2
]
Σ0 =
(
r + Σ√
3
)2
+ a20 cos
2 θ ; ∆0 = r(r − 2M)− (q¯2 + Σ2) + a20
f 20 = r(r − 2M)− (q¯2 + Σ2) + a20 cos2 θ ; f1 = Σ0 − 4Σ√3
(
r + Σ√
3
)
f2 = Σ0 − 2
(
M − Σ√
3
)(
r + Σ√
3
)
; cos2 α =
√
3M−Σ√
3M+Σ
; sin2 α = 2Σ√
3M+Σ
J2 =
a2
0
3
(√
3M + Σ
) (√
3M − Σ) ; q¯2 = 2
3
Σ
(√
3M − Σ) ; M2K =M2 + q¯2 + Σ2
Λ = dx5 − 2Jq¯
(
r+ Σ√
3
)
(
M− Σ√
3
) sin2 θ
f2
0
dφ ; Ψ = dt− 2J
(
r + Σ√
3
)
sin2 θ
f2
0
dφ ,
(4.28)
A soluc¸a˜o em 4D, usando (4.3), e´ dada por,

dS2(4) =
f20√
f1Σ0
Ψ2 −
√
f1Σ0
f2
0
[
f20
∆0
dr2 + f 20dθ
2 +∆0 sin
2 θdφ2
]
A = q¯
f1
√√
3M+Σ√
3M−Σ
(
r + Σ√
3
) [√√
3M−Σ√
3M+Σ
dt− a0 sin2 θdφ
]
; e
2√
3
ϕ
=
√
Σ0
f1
M = 1
2
(
r+ − r−2
)
; q¯ = −1
2
√−r+r− ; J = −a02
√
r+(r+ − r−) ; Σ = −
√
3
4
r− .
(4.29)
Esta soluc¸a˜o e´ uma nova soluc¸a˜o de buraco negro fantasma estaciona´rio, eletricamente
carregado, assintoticamente plano com rotac¸a˜o.
A soluc¸a˜o (4.29) e´ a generalizac¸a˜o, como havimos dito, de (4.14): impondo a0 = 0 em
(4.29) e fazendo a translac¸a˜o r → r +√3Σ, obtemos novamente (4.14). A soluc¸a˜o (4.29)
e´ tambe´m a versa˜o fantasma da soluc¸a˜o de Rasheed, apresentada no segundo cap´ıtulo. Se
fizermos q¯2 → −q¯2 , J → −J , Σ → −Σ em (4.29), encontramos a soluc¸a˜o de Rasheed
(2.25), para P = 0 e χ ∈ SL(3,R)/SO(1, 2) [79, 94].
4.2.1 Ana´lise da Estrutura Causal
Devido a inversa˜o do sinal do termo de interac¸a˜o com o campo de Maxwell na ac¸a˜o
(4.2), e´ poss´ıvel obter va´rias estruturas causais na˜o usuais com os modelos fantasmas
[100]. Analisaremos agora a estrutura causal da soluc¸a˜o da sec¸a˜o anterior, dada pela
equac¸a˜o (4.29). Definindo a func¸a˜o lagrangeana como
L = 1
2
gµν x˙
µx˙ν , (4.30)
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a equac¸a˜o da geode´sica e´ dada por
r˙2 + g11g22θ˙
2 = g11ǫ−
[
g11
g00g33 − (g03)2
] [
g33E
2 + g00L
2 − 2g03LE
]
, (4.31)
onde E e´ a energia, L o momento conjugado ao aˆngulo azimutal (momento angular), e
ǫ = 1 para geode´sicas tipo-tempo, ǫ = 0 para geode´sicas tipo-luz e ǫ = −1 para geode´sicas
tipo-espac¸o.
Para a soluc¸a˜o (4.29), a equac¸a˜o da geode´sica (4.31) torna-se,
r˙2 +∆0θ˙
2 = − ∆0√
f1Σ0
ǫ+
∆0
f 20
E2 − f
2
0
f1Σ0 sin
2 θ
[
L+
2J
f 20
(
r +
Σ√
3
)
sin2 θE
]2
. (4.32)
Assim como acontece na soluc¸a˜o de Kerr, a coordenada radial r e´ definida para todos
os valores reais, incluindo valores positivos e negativos. No limite r → +∞, fixando um
valor para θ, encontramos r˙ = cte: logo na˜o temos singularidade no infinito futuro. O
espac¸o-tempo e´ assintoticamente plano. As geode´sicas sa˜o regulares ao cruzar a regia˜o da
ergosfera (onde f0 = 0) e o horizonte de eventos (onde ∆0(r±) = 0), logo existe apenas
uma singularidade de coordenadas nestas regio˜es, sendo uma singularidade aparente na
equac¸a˜o da geode´sica (4.32).
No limite r → − Σ√
3
(ou r → √3Σ, que sa˜o os ane´is singulares), a equac¸a˜o (4.32)
torna-se:
r˙2 + a20θ˙
2 = cos−2 θ
[
E2 − ǫ− L
2
a20 sin
2 θ
]
. (4.33)
Considerando os valores constantes θ = θ0 ∈ (0, π/2), e E2 > ǫ + L2a2
0
sin2 θ0
, a equac¸a˜o
(4.33) torna-se:
ds =
± cos θ0√
E2 − ǫ− L2
a2
0
sin2 θ0
dr . (4.34)
Como a coordenada radial r pode assumir todos os valores reais, o paraˆmetro geode´sico
afim s pode assumir qualquer valor real, assim o espac¸o-tempo e´ geodesicamente completo.
Entretanto, para o valor particular θ = π/2, com a equac¸a˜o (4.33), podemos ver que existe
uma singularidade nesta regia˜o: como no caso da soluc¸a˜o de Kerr, existe um anel singular
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no plano z = 0, dado por x2 + y2 = a20, em coordenadas cartesianas. Este resultado
e´ advindo de uma simplificac¸a˜o da equac¸a˜o das geode´sicas, pois ela apresenta-se na˜o
separa´vel, logo, na˜o integra´vel diretamente. Por isso consideramos planos com valores de
θ constante [111].
Este resultado pode ser confirmado seguindo um outro caminho de obtenc¸a˜o das
equac¸o˜es de movimento, o formalismo de Hamilton-Jacobi [112, 113, 114, 115]. O pro-
blema de que a equac¸a˜o das geode´sicas na˜o e´ separa´vel, surge tambe´m no caso de Kerr.
Carter [112] soluciona este problema tomando um outro caminho para a obtenc¸a˜o das
equac¸o˜es de movimento. Com o formalismo de Hamilton-Jacobi, as equac¸o˜es de movi-
mento de uma part´ıcula teste, mostram-se separa´veis, com isso, podemos fazer a ana´lise
completa da estrutura causal no caso de Kerr. Como nosso caso e´ semelhante ao de Kerr,
vamos tentar tomar o mesmo caminho de Carter.
A equac¸a˜o de Hamilton-Jacobi, para uma part´ıcula teste neutra, e´ dada por:
2
∂S
∂λ
= gµν
∂S
∂xµ
∂S
∂xν
,
= g00
(
∂S
∂t
)2
+ 2g03
∂S
∂t
∂S
∂φ
+ g11
(
∂S
∂r
)2
+ g22
(
∂S
∂θ
)2
+ g33
(
∂S
∂φ
)2
,
=
(
g33
g00g33 − g203
)(
∂S
∂t
)2
−
(
2g03
g00g33 − g203
)
∂S
∂t
∂S
∂φ
+ (g11)
−1
(
∂S
∂r
)2
,
+ (g22)
−1
(
∂S
∂θ
)2
+
(
g00
g00g33 − g203
)(
∂S
∂φ
)2
, (4.35)
onde S e´ chamada de ac¸a˜o de Jacobi. Para nosso caso, a me´trica e´ dada por (4.29), logo
(4.35) torna-se
2
∂S
∂λ
=

Σ0f1∆0 − 4J2
(
r + Σ√
3
)2
sin2 θ
√
Σ0f1f
2
0∆0

(∂S
∂t
)2
−

4J
(
r + Σ√
3
)
√
Σ0f1∆0

 ∂S
∂t
∂S
∂φ
,
−
(
f 20√
Σ0f1∆0 sin
2 θ
)(
∂S
∂φ
)2
− 1√
Σ0f1
[
∆0
(
∂S
∂r
)2
+
(
∂S
∂θ
)2]
. (4.36)
A ac¸a˜o de Jacobi e´ uma func¸a˜o do paraˆmetro geode´sico afim e das coordenadas do
espac¸o-tempo. Sabemos que as varia´veis onde ha´ simetria sa˜o separa´veis em S, o que,
levando em considerac¸a˜o a assinatura da me´trica e as constantes de movimento, temos,
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para uma ac¸a˜o separa´vel,
S =
1
2
ǫλ−Et+ Lφ+ Sr(r) + Sθ(θ), (4.37)
onde ǫ, E e L sa˜o os mesmo paraˆmetros definidos em (4.31). Substituindo (4.37) em
(4.36), temos que a primeira condic¸a˜o para uma equac¸a˜o de movimento separa´vel e´ que a
func¸a˜o
√
Σ0f1 seja separa´vel em r e θ. Como, para σ =
Σ√
3
,
√
Σ0f1 =
√
[(r + σ)2 + a20 cos
2 θ] [(r + σ)(r − 3σ) + a20 cos2 θ)], (4.38)
na˜o e´ separa´vel, conclu´ımos que a equac¸a˜o (4.36) na˜o e´ separa´vel tambe´m. Por este
caminho, na˜o podemos construir a estrutura causal geral. O que podemos fazer e´ usar a
ana´lise do escalar de curvatura, para ver, indiretamente, se existe uma singularidade nos
pontos problema´ticos da me´trica.
O escalar de curvatura (3.6), da teoria EM¯D com λ = −√3, e´ dado por
(4)R = 2g11ϕ′ 2 + 2g22 (∂θϕ)2 , (4.39)
que para a soluc¸a˜o (4.29), torna-se
(4)R = − 6σ
2
(Σ0f1)
5
2
{
∆0
[
(r + σ)− a20 cos2 θ
]2
+ 4a40 sin
2 θ cos2 θ(r + σ)2
}
. (4.40)
Em todo o espac¸o-tempo o escalar e´ regular, exceto nos zeros de Σ0 e f1. No plano
equatorial (θ = π/2), 

Σ0 = (r + σ)
2
f1 = (r + σ)(r − 3σ)
∆0 = (r −M)2 − (σ +M)2 + a20 .
(4.41)
Os horizontes de evento e interno sa˜o r± = M ±
√
(M + σ)2 − a20, que, para a20 <
(M + σ)2, esta˜o limitados por M < r+ < 2M + σ e −σ < r− < M ; para a20 = (M + σ)2,
r+ = r− = M ; e para a20 > (M + σ)
2, ∆0 > 0 na˜o apresenta horizonte. Como as
singularidades esta˜o em r = 3σ e r = −σ, as estruturas regulares tera˜o a restric¸a˜o
r+ > 3σ, o que implica em M > 3σ para os buracos negros extremos, e M > σ para os
na˜o extremos.
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Podemos agora fazer o limite da coordenada r pro´ximo ao anel singular, ou seja,
r → −σ, 3σ, pela direita. Neste limite (4.40), fica sendo
(4)R = − 6σ
2
a40 cos
6 θ
. (4.42)
Fazendo agora a ana´lise do valor de θ pro´ximo ao plano equatorial, temos claramente
uma divergeˆncia, pois lim
r→−σ,3σ
(4)
lim
θ→π/2
R→ −∞.
Colecionando os resultados particulares da estrutura causal, podemos enta˜o dividi-la
da seguinte forma:
1. Para a20 > (M + σ)
2, o espac¸o-tempo na˜o possui horizonte, pois ∆0 > 0. O anel
singular, em r = 3σ (ou r = −σ), fica descoberto, logo isto caracteriza uma singu-
laridade nua.
2. Para a20 = (M + σ)
2, o espac¸o-tempo possui apenas um horizonte em r+ =M , pois
∆0(r = r+ = M) = 0. A estrutura causal fica sendo ideˆntica a Kerr extremo, para
M > 3σ, e uma singularidade nua para M ≤ 3σ.
3. Para a20 < (M+σ)
2, o espac¸o-tempo possui dois horizontes em r± = M±
√
(M + σ)2 − a20,
pois ∆0(r = r±) = 0. Os horizontes esta˜o limitados por M < r+ < 2M + σ e
−σ < r− < M . A esttrutura causal do espac¸o-tempo fica sendo ideˆntica a de Kerr
com dois horizontes para M > σ e e´ uma singularidade nua para M ≤ σ.
4.3 Modelo Sigma da Teoria EM¯DA
Para a soluc¸a˜o cosh (3.51) do terceiro cap´ıtulo, para λ = −η1 = η2 = −1;λ+ =
1 + λ2 = 2;λ− = 0, o elemento de linha, em 4D, e´ dado por:
dS2 = f+dt
2 − f−1+ dr2 − r2f−dΩ2 ; F = −
q
r2
dr ∧ dt , (4.43)
e2ϕ = f− ; q =
√
−r+r−
2
; M =
r+
2
; Σ = −r−
2
. (4.44)
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Fazendo a translac¸a˜o r → r + r−, obtemos
dS2 =
(
1− rs
r
)(
1 +
r−
r
)−1
dt2 −
(
1− rs
r
)−1 (
1 +
r−
r
) [
dr2 − r(r − rs)dΩ2
]
,(4.45)
F = − q
r2
dr ∧ dt ; e2ϕ = f− ; q =
√
−r+r−
2
; M =
r+
2
; Σ = −r−
2
, (4.46)
onde rs = r+ − r−. O modelo Sigma da teoria EM¯DA e´ dado pela ac¸a˜o:
S =
∫
dx4
√
‖g‖
[
R− 2∂µϕ∂µϕ− 1
2
e4ϕ∂µκ∂
µκ+ e−2ϕF 2 − κFµνF˜ µν
]
. (4.47)
Parametrizando os campos por
dS2 = f(dt− ωidxi)(dt− ωjdxj) + f−1hij(xk)dxidxj , (4.48)
Fi0 =
1√
2
∂iv , κF˜
ij − e−2ϕF ij = f√
2h
ǫijk∂ku , (4.49)
τ i = − f√
h
ǫijk∂jωk , τi = ∂iχ+ v∂iu− u∂iv , (4.50)
onde hij e´ a me´trica reduzida em 3D e ω = u − κv. Enta˜o, podemos escrever a ac¸a˜o
(4.47), reduzida a 3D, em termos dos campos, da seguinte forma:
Sσ =
∫
d3x
√
hhij [(3)Rij −GAB∂iΦA∂jΦB] , ΦA = (f, χ, v, u, ϕ, κ) . (4.51)
Parametrizando a matriz dos campos por
M =

 P−1 P−1Q
QP−1 P +QP−1Q

 , (4.52)
P = e−2ϕ

 v2 + fe2ϕ v
v 1

 , Q =

 vω − χ ω
ω −κ

 , (4.53)
podemos escrever a ac¸a˜o da teoria EM¯DA na forma
Sσ =
∫
d3x
√
h[(3)R +
1
4
Tr
(∇M∇M−1)] , M ∈ Sp(4,R)/U(2) . (4.54)
A ac¸a˜o do modelo Sigma da teoria EM¯DA e´ invariante pela ac¸a˜o do grupo Sp(4,R).
Podemos enta˜o encontrar o modelo Sigma da teoria EM¯DA da soluc¸a˜o cosh (4.45).
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Parametrizando esta soluc¸a˜o da mesma forma que em (4.48)-(4.50), temos para cosh
v =
√
2
q
r
(1 +
r−
r
)−1 , f = (1− rs
r
)(1 +
r−
r
)−1 , κ = u = χ = τ i = Q = 0 ,(4.55)
PC =

 (1 + r−r )−1
(
fs + 2
q2
r2
) √
2 q
r√
2 q
r
(1 + r−
r
)

 , fs = 1− rs
r
. (4.56)
A soluc¸a˜o (4.45) e a soluc¸a˜o de Schwarzschild, sa˜o conectadas por uma transformac¸a˜o
do grupo U(2), subgrupo de Sp(4,R), da seguinte forma:
MC = U
TMSU , U =

 U2 0
0 U2

 , U2 =

 cosα − sinα
sinα cosα

 , (4.57)
onde sinα =
√
− r−
r+−r− e cosα =
√
r+
r+−r− . Enta˜o, podemos generalizar a soluc¸a˜o cosh
fazendo a transformac¸a˜o do grupo U(2), na matriz que representa o modelo Sigma da
soluc¸a˜o de Kerr. A soluc¸a˜o de Kerr, parametrizada como em (4.48)-(4.50), e´ dada por
dS2(K) = fK(dt− ωKdφ)2 − f−1K
[
f 20
∆0
dr2 + f 20dθ
2 +∆0 sin
2 θdφ2
]
, (4.58)
fK =
f 20
Σ0
, f 20 = r(r − 2M(K)) + a20 cos2 θ , Σ0 = r2 + a20 cos2 θ , (4.59)
∆0 = r(r − 2M(K)) + a20 , ωK = −
a0
f 20
2M(K)r sin
2 θ , e2ϕ = 1 , κ = F = 0 .(4.60)
Pela equac¸a˜o de dualidade (4.50) e a definic¸a˜o da matriz dos campos (4.52), podemos
determinar a matriz dos campos para a soluc¸a˜o de Kerr
MK =


f−1K 0 −χf−1K 0
0 1 0 0
−χf−1K 0 fK + χ2f−1K 0
0 0 0 1


. (4.61)
Fazendo a transformacca˜o (4.57) do grupo U(2), obtemos a matriz dos campos para
81
a nova solucca˜o cosh com rotac¸a˜o
MCK = U
TMKU =

 M1 M2
M2 M3

 . (4.62)
M1 =

 Σ0 − 2M(K) sin2 αr −2M(K) sinα cosαr
−2M(K) sinα cosαr Σ0 − 2M(K) cos2 αr

 , (4.63)
M2 =

 −2M(K) cos2 αa0 cos θ 2M(K) sinα cosαa0 cos θ
2M(K) sinα cosαa0 cos θ −2M(K) sin2 αa0 cos θ

 , (4.64)
M3 =

 m1 Σ−10 [2M(K)rf 20 − 4M2(K)a20 cos2 θ]
Σ−10 [2M(K)rf
2
0 − 4M2(K)a20 m2

 , (4.65)
m1 = Σ
−1
0 [f
2
0 (Σ0 − 2M(K) cos2 αr) + 4M2(K) cos2 αa20 cos2 θ], (4.66)
m2 = Σ
−1
0 [f
2
0 (Σ0 − 2M(K) sin2 αr) + 4M2(K) sin2 αa20 cos2 θ] (4.67)
Enta˜o, usando a definic¸a˜o da matriz dos campos (4.52) e a equac¸a˜o de dualidade
(4.50), obtemos a seguinte soluc¸a˜o cosh com rotac¸a˜o
dS2 = f(dt− ω3dφ)2 − f−1
[
f 20
∆0
dr2 + f 20dθ
2 +∆0 sin
2 θdφ2
]
, (4.68)
f =
r[r − 2(M +D)] + a20 cos2 θ
r(r − 2D) + a20 cos2 θ
, f 20 = r[r − 2(M +D)] + a20 cos2 θ , (4.69)
∆0 = r[r − 2(M +D)] + a20 , v =
√
2qr
r(r − 2D) + a20 cos2 θ
, u =
a0 cos θ
r
v , (4.70)
e2ϕ =
r2 + a20 cos
2 θ
r(r − 2D) + a20 cos2 θ
, κ =
2Da0 cos θ
r2 + a20 cos
2 θ
, ω3 = −2J sin2 θ r
f 20
, (4.71)
J = a0M , M =M(K) cos
2 α , q =
2√
2
M(K) sinα cosα , D =M(K) sin
2 α .(4.72)
Esta e´ uma soluc¸a˜o estaciona´ria, assintoticamente plana e carregada. A me´trica (4.68)
e´ a generalizac¸a˜o, com rotac¸a˜o e campo de a´xion, da me´trica (4.45). Tomando a0 = 0 na
soluc¸a˜o (4.68), recuperamos novamente a soluc¸a˜o (4.45). Essa soluc¸a˜o e´ a versa˜o fantasma
da soluc¸a˜o de Sen (2.36).
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4.3.1 Ana´lise da Estrutura Causal
A equac¸a˜o da geode´sica (4.31) para a soluc¸a˜o (4.68) e´ dada por
r˙2 +∆0θ˙
2 = −∆0
Σ0
ǫ+
∆0
f 20
E2 − f
2
0
Σ20 sin
2 θ
[
L− 2 r
f 20
sin2 θE
]2
, (4.73)
onde Σ0 = r(r − 2D) + a20 cos2 θ.
Assim como na soluc¸a˜o de Kerr, a coordenada radial r toma todos os valores reais.
Fazendo o limite r → +∞, obtemos a me´trica de Minkowski, logo a soluc¸a˜o e´ assinto-
ticamente plana. Novamente a equac¸a˜o da geode´sica na˜o e´ separa´vel, sobrando apenas
tentar o formalismo de Hamilton-Jacobi. Procedemos enta˜o, de igual modo que o caso
anterior. Passamos para o formalismo de Halmiton-Jacobi, e a equac¸a˜o (4.35), para a
me´trica (4.68), usando (4.37), fica sendo
∆0
(
∂Sr
∂r
)2 − 1
∆0
{
[(∆0 + 2Mr)E − a0L]2 −∆0 [ǫr(r − 2D) + (L− a0E)2]
}
=
−
{(
∂Sθ
∂θ
)2
+ [L2 csc2 θ − a20(E2 − ǫ)] cos2 θ
}
, (4.74)
onde usamos (1/ sin2 θ)(a0 sin
2 θE−L) = (L2 csc2 θ−a20E2) cos2 θ+(L−a0E)2. Definindo
as func¸o˜es
 R(r) = [(∆0 + 2Mr)E − a0L]
2 −∆0 [ζ + ǫr(r − 2D) + (L− a0E)2]
T (θ) = ζ − [L2 csc2 θ − a20(E2 − ǫ)] cos2 θ ,
(4.75)
onde ζ e´ uma constante de integrac¸a˜o, a equac¸a˜o (4.74) e´ integra´vel, e a soluc¸a˜o para a
ac¸a˜o de Jacobi em (4.37) e´ dada por
S =
1
2
ǫλ−Et+ Lφ+
∫ √
R(r)
∆0
dr +
∫ √
T (θ)dθ . (4.76)
Como o formalismo de Halmiton-Jacobi [112, 113, 114, 115] nos diz que a derivac¸a˜o
parcial da ac¸a˜o de Jacobi, em relac¸a˜o as constantes ǫ, E, L e ζ sa˜o constantes arbitra´rias,
que podem ser consideradas zero, temos
∂S
∂ζ
= 0⇒
∫
dr√
R
=
∫
dθ√
T
, (4.77)
∂S
∂ǫ
= 0⇒ λ =
∫
r(r − 2D)√
R
dr + a20
∫
cos2 θ√
T
dθ . (4.78)
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Substituindo (4.77) em (4.78), temos
dλ =
Σ0√
R
dr , dλ =
Σ0√
T
dθ . (4.79)
Isso nos mostra que o paraˆmetro geode´sico afim λ e´ sempre extens´ıvel3, exceto quando
Σ0 = 0, onde temos uma singularidade. Podemos confirmar esse resultado calculando o
escalar de curvartura para essa teoria. Na teoria EM¯DA, a variac¸a˜o funcional da ac¸a˜o
(4.47), em relac¸a˜o a me´trica, e´ dada por
Rµν = 2∂µϕ∂νϕ+
1
2
e4ϕ∂µκ∂νκ− 2
(
FµρF
ρ
ν −
1
4
gµνF
2
)
e−2ϕ . (4.80)
Tomando o trac¸o, temos o escalar de curvatura
R = 2gµν
[
∂µϕ∂νϕ+
1
4
e4ϕ∂µκ∂νκ
]
. (4.81)
Para a soluc¸a˜o (4.68), o escalar de curvatura (4.81) e´
R = − 2D
2
ΣKΣ30
{
∆0
[
a20 cos
2 θ + (r2 − a20 cos2 θ)2
]
+ a20 sin
2 θ
[
a20 cos
2 θ(4r2 − 1) + r2] } ,(4.82)
onde ΣK = r
2 + a20 cos
2 θ. Podemos ver diretamente que o escalar de curvatura diverge
nos zeros das func¸o˜es ΣK e Σ0. Como, no plano equatorial, o zero de ΣK e´ em r = 0, e
que os de Σ0 sa˜o em r = 0 e r = 2D, temos que analisar somente os zeros de Σ0.
Os horizontes de eventos e interno, para ∆0 = 0, sa˜o dados por r± = M + D ±√
(M +D)2 − a20. Como existe uma singularidade em r = 2D, as estruturas regulares
devem ter como restric¸a˜o r+ > 2D. Colecionando os resultados, temos:
1. Para a20 > (M+D)
2, o espac¸o-tempo na˜o possui horizonte, pois ∆0 > 0. O anel sin-
gular, em r = 2D (ou r = 0), fica descoberto, logo isto caracteriza uma singularidade
nua.
2. Para a20 = (M +D)
2, o espac¸o-tempo possui apenas um horizonte em r+ = M +D,
pois ∆0(r = r+) = 0. A estrutura causal fica sendo ideˆntica a Kerr extremo, para
M > D, e uma singularidade nua para M ≤ D.
3Assume todos os valores reais.
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3. Para a20 < (M + D)
2, o espac¸o-tempo possui dois horizontes em r± = M + D ±√
(M +D)2 − a20, pois ∆0(r = r±) = 0. Os horizontes esta˜o limitados porM+D <
r+ < 2(M +D) e 0 < r− < M +D. A estrutura causal do espac¸o-tempo fica sendo
ideˆntica a de Kerr com dois horizontes para M > D, e e´ uma singularidade nua
para M ≤ D.
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Conclusa˜o
A motivac¸a˜o de abordar os modelos fantasmas e´ cada vez mais crescente em nossos
dias. Com o intuito meramente matema´tico, no momento, obtivemos uma classe geral de
soluc¸o˜es esfericamente sime´trica da teoria EM¯D e analisamos a estrutura causal, muitas
vezes exo´tica, dessas soluc¸o˜es. Isso nos mostrou que mudando o sinal da contribuic¸a˜o do
campo escalar ou de Maxwell, aparecem novas possibilidades para construc¸o˜es de soluc¸o˜es
regulares e anal´ıticas de buracos negros, como por exemplo os de horizonte degenerado
(3.54) para os casos cosh e sinh. No caso sinh fantasma, aparece uma nova soluc¸a˜o
assintoticamente na˜o plana, mas com horizonte degenerado, fato ine´dito ao nosso conhe-
cimento. Os casos que nos revelam novidades, bastante aprecia´veis, na estrutura causal
sa˜o as soluc¸o˜es dos diagramas de Penrose das figuras 3.7, 3.8 e 3.15 (cap. 3). Algumas
classes de soluc¸o˜es na˜o podem ser representadas em um diagrama bidimensional usual
(casos particulares de cosh e sin); e as da figura 3.15, na˜o apresentam co´pias das regio˜es
ja´ existentes, mas possuem infinitas regio˜es distintas no diagrama.
Tambe´m, pelo me´todo do modelo Sigma acoplado a` gravitac¸a˜o, pudemos obter no-
vas soluc¸o˜es estaciona´rias, com simetria axial, das teorias EM¯D e EM¯DA. Descobrimos
ao final que a obtenc¸a˜o das soluc¸o˜es poderia ser feita por uma espe´cie de continuac¸a˜o
anal´ıtica, fazendo a transformac¸a˜o q2 → −q2, na carga. Mas isso na˜o poderia ser previsto
sem que obtive´ssimos essa experieˆncia com esses modelos. Na verdade a formulac¸a˜o do
modelo Sigma fantasma e´ diferente da usual, como vimos. No caso EM¯D, por exemplo,
o grupo de simetria das equac¸o˜es de Einstein continua sendo o SL(3,R), mas o espac¸o
sime´trico muda para SL(3,R)/SO(3). O mesmo acontece com a formulac¸a˜o da teoria fan-
tasma EM¯DA. O grupo de simetria Sp(4,R) permanece o mesmo, mas o espac¸o sime´trico
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muda para Sp(4,R)/U(2). Entretanto, mesmo com a mudanc¸a do sinal de q2, a ana´lise
da estrutura causal dessas soluc¸o˜es revelou uma grande semelhanc¸a com as estruturas
anteriormente conhecidas em Kerr.
Esse trabalho nos oferece a abertura para va´rias outras possibilidades de modificac¸o˜es
dos modelos usuais para seus casos fantasmas. Um exemplo e´ o da teoria Einstein-Maxwell
(EM), modificada para EM¯ . Neste caso, o modelo Sigma usual tem como espac¸o sime´trico
SU(1, 2)/S(U(1, 1) × U(1)), que, para o caso fantasma, muda para SU(2, 1)/S(U(2) ×
U(1)). Dessa forma, obtivemos uma nova soluc¸a˜o anti-Kerr-Newmann, partindo de Kerr,
semelhante ao caso de [85]. Estamos ainda trabalhando na construc¸a˜o formal dos modelos
Sigma fantasmas de va´rias teorias, onde temos obtido novas soluc¸o˜es. Essa construc¸a˜o
formal devera´ estabelecer os espac¸os sime´tricos de cada modelo, fantasma ou na˜o. Como
mencionado em uma nota de rodape´ do cap´ıtulo 4, ainda existe uma grande confusa˜o na
literatura atual a respeito da determinac¸a˜o desses espac¸os sime´tricos.
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Apeˆndice A
Reduc¸a˜o Dimensional
A reduc¸a˜o dimensional [116] da ac¸a˜o de Einstein-Hilbert em 5D no va´cuo e´ feita
considerando as seguintes condic¸o˜es:
1. O espac¸o-tempo de 5D deve ser compacto na quinta dimensa˜o, em que escolhemos
a topologia de um c´ırculo S1.
2. A me´trica do espac¸o-tempo na˜o depende da quinta dimensa˜o.
Dessa forma, podemos parametrizar a me´trica pelo elemento de linha:
dS25 =
(5) gAB(x
β)dxAdxB =(4) g¯µν(x
β)dxµdxν − η2Φ2(xβ)
(
dx5 + 2Aβdx
β
)2
, (A.1)
onde (5)gAB e´ a me´trica do espac¸o-tempo em 5D,
(4)g¯µν e´ a me´trica do espac¸o-tempo em
4D, Φ um campo escalar, η2 = ±1, e Aβ e´ o quadri-potencial eletromagne´tico ou campo
de Maxwell. Os ı´ndices sa˜o dados por A,B = 1, ..., 5 e µ, ν = 0, ..., 3. Pelas componentes
da me´trica em 5D
(5)g55 = −η2Φ2 , (5)gµ5 = −2η2Φ2Aµ , (5)gµν =(4) g¯µν − 4η2Φ2AµAν , (A.2)
podemos obter suas inversas1
(5)g55 = −η2Φ−2 + 4AµAµ , (5)gµ5 = −2Aµ , (5)gµν =(4) g¯µν . (A.3)
1Pela relac¸a˜o (5)gAB
(5)gBC = δCA .
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Pela definic¸a˜o de conexa˜o (1.3), e atrave´s de (A.2) e (A.3), temos

(5)Γ555 = −2η2ΦAµ∂µΦ , (5)Γµ55 = η2Φ∂µΦ ,
(5)Γ5µ5 = Φ
−1∂µΦ− 4η2AµAνΦ∂νΦ + 2η2Φ2AνFµν ,
(5)Γ5µν = ∇¯µAν + ∇¯νAµ + AνΦ−1∂µΦ + AµΦ−1∂νΦ+ ,
+4η2A
α [Φ2 (AνFµα + AµFνα)− 2AµAνΦ∂αΦ] ,
(5)Γµν5 = −η2 (Φ2F µν − 2AνΦ∂µΦ) ,
(5)Γαµν =
(4) Γ¯αµν − 2η2Φ2
(
AνF
α
µ + AµFν α
)
+ 4η2AµAνΦ∂
αΦ ,
(A.4)
onde Fµν sa˜o as componentes do tensor de Maxwell, e todas as grandezas barradas em
cima sa˜o referentes a` me´trica (4)g¯µν . Em 5D, as componentes na˜o nulas do tensor de Ricci
sa˜o 

(5)R55 = η2Φ
(4)∇¯µ∂µΦ + Φ4F¯ 2 ,
(5)Rµν =(4) R¯µν − Φ−1 (4)∇¯µ∂µΦ + 2η2Φ2F¯ 2 .
(A.5)
Usando as relac¸o˜es 

(5)R55 =
(5) g
(5)
µ5 R
µ5 +(5) g
(5)
55 R
55 ,
(5)Rµ5 =
(5) g
(5)
ν5 R
µν +(5) g
(5)
55 R
µ5 ,
(5)R55 =
(5) g
(5)
55 R
5
5 +
(5) g
(5)
5µ R
µ
5 ,
(A.6)
na definic¸a˜o de escalar de curvatura em 5D
(5)R =(5) g
(5)
AB R
AB =(5) g (5)µν R
µν +
(
(5)g55
)−1 (5)
R55 , (A.7)
encontramos
(5)R =(4) R¯ − 2Φ−1 (4)∇¯µ∂µΦ + η2Φ2F¯ 2 . (A.8)
Como (5)g = det [(5)gAB] = −η2Φ2 (4)g¯, onde g¯ = det [(4)g¯µν ], enta˜o, a ac¸a˜o de Einstein-
Hilbet em 5D fica sendo
(5)A = − 1
16π (5)G
∫
d5x
√
|(5)g| (5)R ,
= − 2πr(5)
16π (5)G
∫
d4x
√
|(4)g¯| [Φ (4)R¯− 2 (4)∇¯µ∂µΦ + η2Φ3F¯ 2] . (A.9)
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onde fizemos a integrac¸a˜o na coordenada c´ıclica x5.
Fazendo a transformac¸a˜o conforme (4)g¯µν = Φ
−1gµν , e uma mudanc¸a de campo escalar
Φ = exp
(
− 2√
3
ϕ
)
, escolhendo (5)G = 2πr(5), temos que (A.1) e (A.9) ficam sendo
(5)A =(4) A = − 1
16π
∫
d4x
√
|(4)g|
[
(4)R − 2 (4)gµν∂µϕ∂νϕ + η2e−2
√
3ϕF 2
]
, (A.10)
dS2(5) = e
2√
3
ϕ
gµνdx
µdxν − η2e−
4√
3
ϕ (
dx5 + 2Aµdx
µ
)2
. (A.11)
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