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Abstract 
The problem of characterizing those L for which [X + L] is a continuous DCPO for all core 
compact spaces is solved. Also, the problem of coincidence of the Isbell topology with the Scott 
topology on [X + L] is solved. 
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1. Introduction and preliminaries 
Let X be a topological space and L a DCPO (i.e., L is a partially ordered set in which 
every directed set has the supremum) equipped with the Scott topology a(L). Write 
[X + L] for the set of all continuous mappings from X to L; then the set [X + L] with 
the pointwise order is again a DCPO. Recently, in [l] Lawson and Mislove posed the 
following problems: 
Problem A. Characterize those L for which [X + L] is a continuous DCPO for all 
core compact spaces X. A likely candidate is the class of all continuous L-Domains L. 
Does one get the same answer if one restricts to the core compact spaces which are also 
compact? 
Problem B. Let X be a core compact space and L be a DCPO equipped with the Scott 
topology. Under what conditions on L do the Isbell and Scott topologies on [X + L] 
agree? 
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The aim of this paper is to give a complete solution to Problem A and a partial solution 
to Problem B. Firstly, we point out that the last question in Problem A has a negative 
answer and hence Problem A is solved by means of the following theorem. 
Theorem A. For a DCPO L, the following conclusions are equivalent: 
(1) L is a continuous L-Domain; 
(2) [X + L] is a continuous L-Domain for all core compact spaces X; 
(3) [X + L] is a continuous DCPO for all compact spaces X. 
Then two examples are given to show that Problem B has no positive answer even 
for continuous L-Domains with least element and bounded complete continuous DCPOs 
without least element. Finally, the following conclusion is proved and hence Problem B 
is solved. 
Theorem B. Let L be a continuous L-Domain with least element 0~. Then the Isbell 
and Scott topologies on [X -+ L] agree for all core compact spaces X if and only if L 
is a bounded complete DCPO. 
For a DCPO L and z,y E L, we say that 5c is way below y (zr < y), if given a 
directed set D C L with y < VO then z 6 d for some d E D. A DCPO L is said to 
be continuous, if for all 5 E L the set 4% = {y E L: y << x} is directed and z = Vet. 
If L is simultaneously a complete lattice and a continuous DCPO, then L is called a 
continuous lattice. 
The following facts are well-known and often used in the present paper. 
Theorem 1.1 [2]. In any continuous DCPO L, we have the following conclusions: 
(1) x < y implies there is a z E L such that x < z < y; 
(2) {$x = {y E L: y >> xc): x E L} is a base of the Scott topology a(L); 
(3) the Scott topology a(L) is a continuous lattice. 
A DCPO L is a L-Domain if for all z E L the set .Jx = {y E L: y < x} is a complete 
lattice; L is called bounded complete if L is a DCPO and each nonempty subset with 
upper bound has a supremum. Obviously, a bounded complete DCPO is also a L-Domain 
if _Is has a least element for each z E L, but the reverse is not true. 
We say that a topological X is core compact if the lattice Q(X) of its open sets is a 
continuous lattice. 
2. Solution to Problem A 
In the following, for a DCPO L and x E L we write V, for the supremum operation 
in 3-z and 0, for the least element of _Is if it exists, and N stands for the set of natural 
numbers. 
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Lemma 2.1. In any L-Domain L, one has the following statements for each x E L: 
(1) 0, is a minimal element of L and hence 0, << 0,; 
(2) [f {ai: i E A} C L with ViEn ai 3 O,, then O,, = 0, for all i E A. 
Proof. It directly follows from the definition of 0,. •I 
For a core compact space X and a continuous DCPO L with least element OL, we can 
easily show, as in [ 11, V qf = f f or each f E [X -+ L] by constructing mappings that 
take some constant value on an open set of X and value 0~ otherwise. For a general 
continuous DCPO, it seems more difficult to show this. The following construction is 
essential. 
For A C X, a E L and f E [X + L], define a mapping 
F(a,A,f):X + L by F(a,Af)(x) = & ) % > z; ;’ 
and write ftfa)) = f-‘(flu) for short. 
Lemma 2.2. Let L be a continuous L-Domain, a E L and f E [X --+ L]. Then 
F(a, U, f) E [X + L] 
if U E Q(X) and U C f((,)). 
Proof. Take an arbitrary b E L and note that f(fa)) n fc(b)) = 0 if Ob # 0,. Then 
f((b)) C: X \ U as U C f(c,)). By Lemma 2.1 we can verify that the following 
-f(W) ” us b = Ob and a >> b, 
F(a, U, f)((b)) = 
h(b)) \ u = f((W) y b = Ob and a $ fib, 
u 
0,’ 
b # Ob and a >> b, 
b # Ob and a $ fib, 
hold, i.e., F(a, U, f)((b)) E 0(X). By Theorem 1.1 F(a,U,f) E [X +L]. 0 
Remark 2.3. In this lemma, the condition U C flc,,, is necessary. For example, let L 
be the continuous L-Domain denoted by Fig. 1, and X = L equipped with the Scott 
topology and f the identity mapping on L. Take U = {bl, b2, by} E 0(X), then 
a, x E {b,,brh}> 
F(a3, u, f)(x) = Oa, x E {al,a2,as,0a)3 
ob, x = ob, 
and hence F(a3, U, f)(@)) = {ob} $! Q(X) for b = ob, i.e., F(Q, U, f) $ [X + Ll. 
Lemma 2.4. Let L be a continuous L-Domain, a, b E L and V E 0(X), f E [X -+ L]. 
Then F(b, V, f) < F(a, f ((=)), f) in [X + L] if b << a and V < f((+ 
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Proof. By Lemma 2.2, we have F(b, V, f), F(a, f(ta)), f) E [X + L]. 
Now suppose that {hj: j E A} is a directed family in [X + L] with VjEa hj 3 
F(a, f((+), f); then 
by the proof of Lemma 2.2. Hence we have h,@,)) > V for some ja E A because 
{hj((b)): j E A} is directed. By Lemma 2.1(2) Ofcz) < hj,,(x) for all x E X \ V, hence 
F(b, V, f) < hjo. Thus the lemma is proved. q 
Lemma 2.5. Let L be an L-Domain, then we have the following conclusions: 
(1) L is continuous if and only if lx is a continuous lattice for all x E L. 
(2)Zfa,bEj,xnJyandy3aV,b=aV,b. 
Proof. (1) For x E L and a E 4x, Jja C &a = {b E _lx: b < a in Jx} is obvious and 
&ca is directed because $3: is a complete lattice, which implies that Lx is a continuous 
lattice if L is continuous. Conversely we need only show that y < x in _1x implies 
y < x in L for all x E L and y E _lx. Suppose that y < x in Lx and D is a directed 
setinLwithVDbxandlete=VD.Then$,x={b~_le: b<<xinJe}cJxis 
directed and V&x = x as _le is continuous, thus we have y < b for some b E Vex, i.e., 
y << x in Le. As D is also a directed set in .J,e and V D = e 3 x, then y < d for some 
d E D, which implies y < x in L. 
(2) a V, b is obviously an upper bound of {a, b} in _Iy by y > a V, b, hence a V, b 3 
a V, b holds. In this case we have a V, b < x, which implies that a V, b is also an upper 
bound of {a, b} in _1x, so a V, b 3 a V, b holds and hence a V, b = a V, b. 0 
Lemma 2.6. Let L be a continuous L-Domain and X a core compact space. Then 
f=V~fforallfE[X--+L]. 
Proof. Note F(a, f+)), f) < f for all a E L; it is easy to show 
f =v v v W>V,.f) 
aEL bEUa V<<f((,,, 
because both L and 0(X) are continuous. By Lemma 2.4 we obtain f = V 4.f. 
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Lemma 2.7. [X + L] is an L-Domain for each continuous L-Domain L and core com- 
pact space X. 
Proof. Take an arbitrary f E [X + L] and note that _If is a DCPO; it is sufficient to 
show that _If is a V-semilattice with least element. First of all we define the mapping 
Of : X + L by Ofcz) = Of(x) f or all z E X, then Of is the least element of Jf. Now 
take gl, g2 E _If and define the mapping h: X -+ L by h(x) = g1 (x) Vf(zI gz(x) for all 
x E X, we claim h = g1 Vf g2. 
Take an arbitrary a E L and IC E hf(,)), then one can find a element a E L such that 
h(x) >> si > a. By Lemma 2.5(l) and h(x) = Vf(,,(4,1g1(x) U 4,Lg2(x)), there are finite 
subsets {ai, ~2,. , a> C lb(~), {h, bz,. . , b,} C &n(z) such that 
h(x)>>Vi(,){ai,b~: i= 1,2, . . . . k; j= I,2 ,..., m}=e>& 
Hence f(z) > e. Let 
k k 
v =n g1Gu” n W(b)) nf,e,,~ 
i=l i=l 
then x f V E Q(X). For each y E V, as 
h(y) = g,(y)Vfcy&/) z+ Vf&i,bj: i = l,T...,k j = l,&...,m} 
and f(y) >> e, by Lemma 2.5(2) 
e = Vf(J ai,bj: i= I,2 ,..., k, j= 1,2 )...) m}, 
which implies y E h((,)), i.e., V C h((,)). By arbitrariness of z E h((,)) we have hf(,)) E 
Q(X) and hence h E [X + L]. 
Now suppose g E -If such that 91 < g and g2 6 g, then g(z) 3 91 (x) Vsczj 92(x) 
for all z E X. Again by Lemma 2.5(2) we have g(x) 3 gi (x) Vfczj gz(x) = h(x) as 
f(x) 3 g(s), so h = g1 Vf g2 and the lemma is proved. 
Theorem 2.8. Let L be a DCPO. Then L is a continuous L-Domain if and only if 
[X + L] is a continuous L-Domain for all core compact spaces X. 
Proof. The necessity of the theorem follows from Lemmas 2.6 and 2.7. However, L Z 
[X + L] if we take X as one-point space, so the sufficiency of the theorem follows. 0 
From the proof of Lemma 2.7, the following corollary is obvious. 
Corollary 2.9. For a DCPO L, L is bounded complete continuous ifand only if [X + L] 
is bounded complete continuous for all core compact spaces X. 
In order to prove Theorem A, we need some notions. Following [3], we say that a 
DCPO L has property m if for each nonempty finite set A C L and each upper bound zo 
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of A, there is a minimal upper bound 5 of A such that z < 20. A DCPO L is bicomplete 
if each filtered set in L has an infimum. 
Lemma 2.10. Each bicomplete DCPO L has property m. 
Proof. Let A be an nonempty finite set of L and 20 an upper bound of A, and write 
p(A) = {x E _lq,: 5 is an upper bound of A} and G(A) = {B C p(A): B is a filtered 
set}; G(A) is clearly a nonempty poset satisfying the condition of Zorn’s Lemma as 
{zo} E G(A). Hence G(A) has a maximal element BO and Bo has the infimum bo which 
is obviously a minimal upper bound of A with bo < ~0. q 
The following lemma appears as “Theorem 1.37” in [3], we omit the proof. 
Lemma 2.11 [3]. A DCPO L is bicomplete if [L + L] is continuous. 
For DCPOs L and LI, a continuous mapping T : L + LI is called a retraction if there 
is a continuous mapping h : LI -+ L such that r o h equals the identity mapping on L,. 
In this case L, is called a retract of L and (T, h) a retraction embedding pair between L 
and L,. 
Lemma 2.12. Any retract of an L-Domain (continuous DCPO) is again an L-Domain 
(continuous DCPO), and [X + Ll] is a retract of [X + L] if LI is a retract of L for 
all topological spaces X. 
Proof. Suppose that L1 is a retract of L and (T, h) a retraction embedding pair between 
L and LI . Note that both r and h are order-preserving and J_z = $roh(z) = r(Jh(z)) for 
each z E LI; the completeness of&r follows from the completeness of .Jh(x). Hence L1 
is an L-Domain if L is. Also note that for each z E Lt, r(Jth(z)) = {r(y): y E $h(z)} C 
J.lz; then U-2 is directed and V JJz = x if L is continuous. Now for each f E [X -+ L] and 
gE[X~L1]definemappingsr:[X-+L]~[X~L1]andI;.:[X~Li]~[X~L] 
by f(f) = TO f and z(g) = hog; it is easy to verify that (T, h) is a retraction embedding 
pair between [X --t L] and [X + Ll]. Thus the lemma is proved. 0 
In [3] Jung gave a characterization of continuous L-Domains with least element in 
terms of retracts; we now give similarly a characterization of continuous L-Domains 
without least element. 
Lemma 2.13. Let L be a continuous DCPO with continuous mapping space [L + L]. 
Then L is not an L-Domain if and only if L contains Tl or Ml as a retract, where Tl 
and MI are continuous DCPOs denoted by Fig. 2 and Fig. 3 respectively. 
Proof. It is obvious that an L-Domain can’t contain Tl or 1111 as a retract because neither 
Tl nor Ml is an L-Domain, hence the sufficiency of the lemma holds. Now suppose that 
L is not an L-Domain. Then there is an z E L such that _lx has no least element or _1z 
contains a pair of elements {xi, ~2) without supremum in -1%. We claim: 
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(1) If _1z has no least element, then L contains 7’1 as a retract. 
-- 
By Lemma 2.11 &r has at least two minimal elements {xl , ~2) which are also minimal 
elements of L. Also by Lemma 2.10 and Lemma 2.11 (5, E} has a minimum upper 
_- 
bound xc < IC. Define a mapping r : L + {CEO, 21, ~2) by 
it is not hard to see that T is a retraction and its image r(L) = (~0, q, E} is a copy of 
7’1 inside L, so L contains 7’1 as a retract. 
(2) If {xi, ~2) has no supremum in &r, then L contains MI as a retract. 
By (1) we can assume that _1x has the least element O,, thus (2) follows from Jung’s 
characterization [3, Proposition 4.221 and hence the lemma holds. 0 
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Lemma 2.14. Neither [TN + Tl] nor [MN + Ml] is continuous, where TN and MN 
are continuous DCPOs denoted by Fig. 4 and Fig. 5 respectively. 
Proof. Let fz, E [TN -+ Tt] be the constant mapping taking value xi. It is not hard to 
see fz, $! J.,lfz,; hence J.Jfz, = 0 because fz, is a minimal element of [TN -+ T,]. Thus 
[TN + Tl] is not continuous. 
In order to show that [MN -+ Ml] is not continuous, define mappings f, gi , g2 : MN -+ 
MI as follows: 
f(@V) = CM > f(N) = al, f(y2) = a2 and f(Cn) = lo, for all n E N; 
sl(O~) = OM, gl(yl) = al, gl(y2) = OM, ad 91(G) = al for all n E N; 
gz(ON) = OM,, g2(yl) = OM,, g2(y2) = a2 and g2(Cn) = a2 for all n E N. 
Obviously f, gi, g2 : [MN + MI]. We can easily show f $ Jjf and gi, g2 E $f. Now 
we claim that (gt, 92) has no upper bound in V_f, i.e., $f is not directed and hence 
[MN + Ml] is not continuous. 
Let hi, h2 E [MN -+ MI] be the mappings taking values SLY and a2 on the set 
{cn: n E N} respectively, hl(yl) = hz(y1) = aI and hl(y2) = hz(y2) = a2. Obviously 
hi $ &f (i = 1,2). Note that if g 6 f and g is an upper bound of {gi, g2}, then g > h, 
or g > h:! and hence g $ JJf. Thus the claim holds and hence the lemma is proved. 0 
Theorem 2.15 (Theorem A). For DCPO L, the following conclusions are equivalent: 
(1) L is a continuous L-Domain; 
(2) [X + L] is a continuous L-Domain for all core compact spaces X; 
(3) [X + L] is a continuous DCPO for all core compact spaces X. 
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Proof. (1) + (2) follows from Theorem 2.8, (2) + (3) is obvious, and we now prove 
(3) =+ (1). 
In fact L is a continuous DCPO because L 2 [X + L] for the one-point space X. 
Now suppose that L is not an L-Domain. By Lemma 2.13 L contains Ti or 111, as a 
retract, and then by Lemma 2.12 [X + Ti] or [X -+ Ml] is a retract of [X + L] for 
all core compact spaces X. Especially, either [TN + 7’11 is a retract of [TN + L] or 
[ANN -+ Mi] is a retract of [MN -+ L]. Again by Lemma 2.12 either [TN + Ti] or 
[Mjv + Mi] is a continuous DCPO, which contradicts Lemma 2.14. Hence (3) + (1) 
holds. 0 
The following proposition is given by the referee. 
Proposition 2.16. [X + T ] 1 is a continuous DCPO for all spaces X which are both 
compact and core compact, where Tl is the continuous DCPO denoted by Fig. 2. 
Proof. Let X be a core compact and compact space and consider the four-point lattice 
L (given by Fig. 2’) with TI consisting of the top three points. Then [X -+ L] is a 
continuous lattice, hence a continuous DCPO. By the compactness of X, we can easily 
show that [X + TI] is a Scott open subset of [X + L]. Hence [X -+ TI] is a continuous 
DCPO. •I 
Note that Tl is not an L-Domain; this proposition shows that the second part of 
Problem A has a negative answer. 
3. Solution to Problem B 
The Isbell topology on [X + L], written Is(X, L), means the topology obtained by 
taking as a subbase for the open sets all sets of the form 
N(H, V) = {f E [X -+ L]: f_‘(V) E H}, 
where H is a Scott open set in Q(X) and V is a Scott open set in L. 
Example 3.1. Let L be the DCPO denoted by Fig. 6. L is obviously a bounded complete 
continuous DCPO without least element. Take X = N equipped the discrete topology, 
then X is a core compact space. We claim that the Isbell and Scott topologies on [X + L] 
do not agree. 
In fact, by Theorem 2.8 [X + L] is a continuous L-Domain and hence {fif: f E 
[X + L]} is a base of the Scott topology on [X + L]. Define mappings f, g : X + L 
as follows: 
g(l) = al, g(2) = a2 and g(n) = us for all n 2 3; 
f(l) = a~, f(2) = 02 and f(n) = 03 for all n > 3, 
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obviously f, g E [X + L] and g E qf. Also note that 
{TF = {B c N: B _> F}: F is a finite subset of N} 
is a base of the Scott topology ~(fl(X)); we can show that 
B(g) = {N(tW, (4) nN(1-121, M) n N(l-F, (4): 
F is a finite subset of N \ { 1,2}} 
is an Isbell neighbourhood base of g. Take an arbitrary 
V = N(W), {w>) n N@(2), (4) n N(# (4) E B(g) 
and let jo = max F, define a mapping h : N --+ L by h( 1) = ai, h(2) = a2, h(jo + 1) = 
0~andh(n)=a~foralln~~\{1,2,j~+1}.Itiseasytoseeh~Vbuth~~~as 
h(jo + 1) = 02 $ f(ju + 1) = 0s. So V g fif and hence by arbitrariness of V$f is 
not Isbell open, i.e., Is(X, L) # g([X + L]). 
Example 3.2. Let L(N) be the continuous L-Domain with least element 0 denoted 
by Fig. 7 and X = (L(N),o(L(N))). By Theorem 2.8 [X + L(N)] is a continuous 
L-Domain with least element. 
Note that both L and Q(X) are countably based continuous DCPO, so Is(X, L) 
has a countable base. However a([X + L]) d oesn’t have a countable base and hence 
Is(X, L) # 4X + 4). 
From the definition of bounded complete DCPO, the following lemma is clear. 
Lemma 3.3. A DCPO L is bounded complete if and only if each pair of elements with 
upper bound has a supremum. 
Liu Y&-Ming, Liung Ji-Huu / Topology ctnd its Applications 69 (1996) 153-164 163 
Lemma 3.4. Let L be a continuous L-Domain with least element OL, Then L is a 
bounded complete DCPO if Is(X, L) = a([X --t L]) for all core compact spaces X. 
Proof. Suppose that L is not bounded complete. By Lemma 3.3 there is a pair of elements 
{bi , bz} with upper bound which has no supremum, which implies { bt , bz} has at least 
two minimal upper bounds {al, UT} and I_at f? ?a2 = 0 because L is an L-Domain. By 
Theorem 1.1 and continuity of L we can find the elements b’, and bi with b’, < b, and 
b,l < b2 such that {b’,, b;} h as no supremum, then both a; = b’, v,, bi and a; = b’, //a? bi 
are minimal upper bounds of {bi , bk} and _Ta; n?a; = 0. Now take X = L(N) (denoted 
by Fig. 7) equipped with the Scott topology, and define mappings f,9: X + L as 
follows: 
f(o) = oL, f(~,) = b{, f(z2) = b: and f(&) = 
n an odd number, 
‘II an even number, 
9(o) = OL, s(z,) = h, 4.4 = b2 and d&d = 
n an odd number, 
n, an even number, 
we can verify that g, f E [X + L] and f << g. By Theorem 2.8 fif is a Scott open 
neighbourhood of g. Write Fi and & for the sets of all nonempty finite subsets of 
{22+ 1: n E N} and (2~~: n E W} respectively, and let 
B(9) = { N(Vi, WI 1 n WF2, ftt2) n Wb, nt3) n Ntb2, ht4): 
FI E 31, F2 E 32 and u; < ti << UI, CL; < t2 << (~2: 
t3 fs 4% \ h, t4 E Ub \ Ih}. 
Then B(s) is an Isbell neighbourhood base of g. Take an arbitrary 
V = NV?, htd n WF2, fV2) n Wh, fib) n Wm2, fit4) E B(g) 
and let jc = max{i E N: 2, E Fl U Fz}, and define mapping h: X + L as follows: 
h(z) = g(x) f or all z E L(N) \ {d2j,,+l} and h(d2j,,+l) = a~. 
It is not hard to see h E [X -+ L] and h E V, but h $ fif as h(x2jr,+l) = a2 $ a; 
(otherwise u2 E Tu; n Ta; = 8). Hence V g of, which implies that Qf is not an Isbell 
open set, so Is(X, L) # a([X -+ L]). This is a contradiction and hence the lemma is 
proved. 0 
Theorem 3.5 (Theorem B). Let L be a continuous L-Domain with least element 0~. 
Then Is(X, L) = o([X 3 L]) for all core compact spaces X if and only if L is a 
bounded complete DCPO. 
Proof. The necessity of the theorem follows from Lemma 3.4. Conversely, note that 
Is(X, L) C a([X + L]). By Theorem 1.1 we need only show that fif is an Isbell open 
set for each f E [X + L]. Write bV for the mapping taking value b on V and value 01, 
otherwise, and take an arbitrary f E [X + L]. 
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For each g E fif, by Lemma 2.6 we have 
g = v v v F(b, V,g) = v v v bV. 
aEL &&a VWg((,,, aEL bEUa VWg((,,, 
Then by Corollary 2.9 there exists a finite subset {bl, b2, . . . , bk} C L such that f < 
V{biVi: i = 1,2,3,. . . , k}, where bi E l&i and Vi E $g((,,)) (Vi = 1,2,. . , k). 
Obviously H = @, N($K, fi a, 1s an Isbell neighbourhood of g, we claim H 5 9-f: ,) 
In fact, for each h E H, by Corollary 2.9 and Lemma 2.4 we have 
f < V{bik$: i= 1,2,...,k} < V{aihl;,jj: i= 1,2,...,k} < h 
because Vi << hc(,,)) and bi < ai (i = 1,2, . . . , k), so h E hf. By the arbitrariness of 
g E hf, it follows that h_f is Isbell open and thus the theorem is proved. q 
By Examples 3.1 and 3.2 the condition that L is a continuous L-Domain with least 
element in Theorem 3.5 is suitable. 
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