Abstract. If φ is a generic cubic metaplectic form on GSp(4), that is also an eigenfunction for all the Hecke operators, then corresponding to φ is an Euler product of degree 4 that has a functional equation and meromorphic continuation to the whole complex plane. This correspondence is obtained by convolving φ with the cubic θ-function on GL(3) in a Shimura type RankinSelberg integral.
Introduction
Suppose φ is a metaplectic automorphic form of minimal level on the 3-fold cover of GSp(4) that is an eigenfunction of all the Hecke operators. If φ has any non-zero Whittaker coefficients, then φ is called generic. In this case, this paper will show that there is a Dirichlet series in the Whittaker coefficients of φ that has a formulation as a degree 4 Euler product. Moreover, this Euler product has a meromorphic continuation to the whole complex plane. This association of the Euler product with φ will be obtained via a Shimura type Rankin-Selberg integral involving φ and a θ-function on the 3-fold cover of GL(3).
Historically, the problem of associating an Euler product which has meromorphic continuation and functional equation with a metaplectic automorphic form originated with the work of Shimura [Shi] . More specifically, suppose f (z) = a(n) q n is a holomorphic modular form of half-integral weight k/2, which is an eigenform of the Hecke operators T p 2 , i.e. T p 2 f = λ p f . Then via a Rankin-Selberg integral of the form
f (z) θ(z) E(z, s) dz, (0.1) where θ(z) is a classical theta function and E(z, s) is an integral weight Eisenstein series, Shimura obtains an Euler product of the form
The analytic continuation and functional equation of this Euler product follow from the similar properties of E(z, s) in (0.1). Bump and Hoffstein [BH2] have subsequently extended these techniques of [Shi] to GL(3) by finding a Rankin-Selberg integral of a metaplectic automorphic form on the 3-fold cover of GL(3) which produces an Euler product of degree 3. Just as in [Shi] , this Euler product is shown to have meromorphic continuation to the whole The form of the Shimura integral used in the proof is a translation from the adelic version of the non-metaplectic GSp(4) × GL(3) convolution that Bump has considered [B2] . Note, as Bump has, that the non-metaplectic convolution was already available via "Method B" of Gelbart and Piatetski-Shapiro [GeP-S], although it was not explicitly constructed there. Although a translation from the non-metaplectic to the metaplectic works in the case considered here, it is not always possible to obtain a metaplectic convolution in this manner.
The Shimura type integral considered in the proof of the Main Theorem may be naturally regarded as a 3-fold GSp(4) × GL(3) convolution. Thus, [FrW] and the results of this paper suggest that generalizations of Shimura's techniques to n-fold covers of GSp(4) will yield Euler products as n-fold GSp(4) × GL(n) convolutions. In fact, from the evidence obtained for n = 2 and n = 3 the following conjecture may be made.
Conjecture.
Let n be a positive integer, and suppose φ is a generic metaplectic cusp form on the n-fold cover of GSp (4) which is an eigenfunction of all the Hecke operators. Then there is an Euler product associated to φ that has a meromorphic continuation and a functional equation under s → 1 − s. This association can be explicitly realized as a Shimura type Rankin-Selberg convolution of φ with an n-fold θ-function on GL(n). If n is even this Euler product will be of degree 5, while if n is odd a degree 4 Euler product will be obtained.
Generalizations of Shimura's techniques to n-fold G×GL(n) convolutions should also be possible for higher rank groups G. The conjecture in [BH2] mentioned above, along with the results in [FrW] and this paper, suggest that it is possible to obtain an Euler product from the convolution of a generic metaplectic cusp form on an n-fold cover of GL(r) or GSp(4) with a θ-function on the n-fold cover of GL(n). Although there is little evidence, it is natural to expect that this may hold for more general groups than just GL(r) and GSp(4) . In this sense, the expectation is that an Euler product with meromorphic continuation and functional equation may be constructed from a metaplectic automorphic form φ on any reductive algebraic group G. This construction would likely be a G×GL(n) convolution obtained via an integral involving φ and an n-fold θ-function on GL(n). The non-metaplectic analogues of these conjectured convolutions have been studied in [Gi] , [GeP-S] , and [So] .
The rest of the paper is organized as follows. Section 1 contains notation and preliminaries needed throughout the paper. In Section 2, the metaplectic automorphic forms that will be used in the Shimura integral are defined. The Shimura integral is presented and evaluated to be a double Dirichlet series in Section 3. Then Section 4 provides the definition of the Hecke operators on the 3-fold cover of GSp(4) and gives an explicit description of the action of the operators on the Whittaker-Fourier coefficients of a metaplectic form. Next, using this description of the Hecke operators, the double Dirichlet series obtained in Section 3 is shown to have an Euler product in Section 5, provided the GSp(4) form is a Hecke eigenform. Finally, Section 5 ends with a brief discussion about the functional equation for the Euler product.
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Preliminaries
For n ≥ 1, let Z n be the center of GL(n, C) and define
GL(n, C) operates on H n via left multiplication. For notational ease the coordinates
will be used for τ n ∈ H n , n = 2, 3, 4, where x i ∈ C, y i ∈ R + . The choice of such coordinates for these symmetric spaces is a direct result of the Iwasawa decomposition.
For ω = e 2πi/3 , let K = Q(ω). Then K contains µ 3 , the group of cube roots of unity. Define λ = √ −3 = 1 + 2ω, e(a + bi) = e 4πia , and N to be the norm map, i.e., for a, b ∈ Q, N(a
. The principal ideal generated by the element m will be denoted by (m), and the fractional ideal (a)
The classes of cusps
In particular, an available set of representatives for these double cosets is
(see Section 1 of [Pa] ). Throughout the rest of the paper ρ will denote one of these representatives. Let · · 3 be the cubic residue symbol in O. The following proposition will be useful throughout the rest of the paper. 
This has been proved in the work of Bass, Milnor and Serre [BMS] for level ( √ −3) 3 . To obtain the result for level 3, Proskurin suggests that the arguments in [BMS] can still be applied-see [Pr] for the details in the case that n = 3. Alternatively, minor modifications to the work of Bump, Friedberg, and Hoffstein [BFrH2] could also be applied to improve the level. Now the notation and definitions for GL(n, C) are complete, but similar notation and definitions are necessary for the symplectic group GSp(4). For our purposes, define
Let Z be the center of G and define H = G/Z(U (4) ∩ G). Elements of H will be denoted τ with the coordinates
Next define Γ(3) = Γ 4 (3) ∩ GSp(4, O) and let κ : Γ(3) → µ 3 denote the restriction of κ 4 to Γ(3). When an embedding of GL(2, C) in G is required, the following embedding will be used:
Finally, the following lemma will be used later: Lemma 1.2. If 9 | n, for n ∈ O, and ρ ∈ Γ 2 (3)\Γ 2 /Γ 2,∞ , then
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THOMAS GOETZE
Proof. The first equality follows from Proposition 1.1 (iv). The second equality will be checked by using an explicit set of cusps, as in (1.4), and the cubic reciprocity law.
If ρ = 1 0 0 1 , then
So, by applying (1.6) to each of the non-identity representatives in (1.4), it suffices to compute
(1.7) Now −n 1 3 = 1, so the lemma has been verified for the first two cusp representatives listed in (1.4).
To establish the lemma in the other cases, first recall that for any non-zero element a ∈ Z[ω], there exist positive integers ν and µ such that a = (1−ω) ν ω µ a, for a ∈ Z[ω] with a ≡ ±1 mod (3). Then the law of cubic reciprocity for Z[ω] can be stated as follows:
1. If a, b are relatively prime and each is congruent to ±1 mod (3), then
This formulation is Exercise 2.14 in Cassels and Fröhlich [CF] . Now assuming 9 | n, let x = n/9. By an appropriate choice of y, z ∈ Z[ω], all the remaining cases from (1.7) are then of the form 9xy 1 + 9xz 3 . To compute these remaining cases write xz = x 1 +x 2 ω and 9xy = (1−ω) ν ω µ a, with a ≡ ±1 mod (3). The choice of y forces x ≡ 0 mod (a). Then by the law of cubic reciprocity
Thus, the proof of Lemma 1.2 is complete.
Cubic metaplectic automorphic forms
Metaplectic automorphic forms are automorphic forms on metaplectic groups. As with all automorphic forms, one may study the forms either as functions on the group or as functions on the corresponding symmetric space. For this paper, the latter approach will be employed. Definition 2.1. A cubic metaplectic automorphic form on GL(n, C) for Γ n (3) is a smooth function F defined on H n and satisfying:
F is an eigenfunction of all the invariant differential operators on H n ; 3. there is a constant c such that
for all τ n ∈ H n , γ ∈ Γ n , and τ n in the form given in (1.1)-(1.3).
Let ρ be a cusp of Γ 2 (3), n 1 ∈ (λ) −3 , and n 2 ∈ (λ) −5 . Then for a cubic metaplectic automorphic form f on GL(3) for Γ 3 (3), define
The factor in front of this integral normalizes the Lebesgue measure on C. It is a consequence of the local multiplicity one theorem of Shalika [Shal] that there exist Whittaker-Fourier coefficients b ρ n1,n2 of f that satisfy the equality
where W f is the non-degenerate Whittaker function associated to f . See Section 3 of [BH1] for an account of these Whittaker functions.
The following lemma will be needed later.
Proof. This follows from the definition of the Whittaker-Fourier coefficients (2.1) and the matrix identities 
For this paper, the key example of a cubic metaplectic automorphic form on GL(3) is Θ, the cubic theta function. Kazhdan and Patterson have defined theta series on n-fold metaplectic groups as residues of Eisenstein series [KaP1] . Subsequently, Proskurin [Pr] and Bump and Hoffstein [BH1, BH2] have independently studied Θ in more detail. In particular, Bump and Hoffstein [BH1] have explicitly computed the Whittaker-Fourier coefficients θ ρ (n 1 , n 2 ) = θ ρ n1,n2 of Θ as defined in (2.1), if ρ is an essential cusp (see [Pa] , p. 127, for a definition of essential cusp). Although the explicit values of θ ρ n1,n2 are not needed here, the following proposition will be instrumental in the following sections.
This is Proposition 5.1 of [BH2] , along with some other facts proved there. If f is a cubic metaplectic automorphic form on GL(3), another cubic metaplectic automorphic formf (the contragredient form) can be defined on GL(3) aŝ
This formulation will be needed in the convolution integral in Section 3.
In addition, any cubic metaplectic automorphic form on GL(3) can be induced up to a maximal parabolic Eisenstein series on the cubic cover of GL(4). To do this, first define
with τ 3 as in (1.2). Then, if P is the standard maximal parabolic subgroup of GL(4, C) consisting of matrices with bottom row (0 0 0 1), a maximal parabolic Eisenstein series is constructed by defining
This converges absolutely for Re(s) sufficiently large and is well defined by Proposition 1.1(iv). Then E(f, τ 4 , s) is a cubic metaplectic automorphic form on GL(4) for Γ 4 (3).
The last ingredient needed to formulate the Shimura type Rankin-Selberg integral is a generic cubic metaplectic cusp form on GSp(4). (4) if 1. φ satisfies the conditions of Definition 2.1 when GL(n), Γ n (3), κ n , τ n and H n are replaced with GSp(4), Γ(3), κ, τ and H respectively; 2. for any cusp ρ of Γ 2 (3),
Definition 2.4. φ is a cubic metaplectic cusp form on GSp
Moreover, φ will be called a generic cubic metaplectic cusp form on GSp(4) if it also satisfies 3. There exist Whittaker-Fourier coefficients a ρ n1,n2 , not all zero, such that if
where W φ is the non-degenerate Whittaker function associated to φ.
See [BFrH1] for an account of the Whittaker functions mentioned in part 3 above. In the notation of [BFrH1] , W φ will be W ν1,ν2 , where ν 1 and ν 2 can be determined by the eigenvalues of φ with respect to the invariant differential operators on H.
The cubic GSp(4) × GL(3) convolution
Assume that f is a cubic metaplectic automorphic form on GL(3) that satisfies the hypothesis of Lemma 2.2 and that φ is a cubic generic metaplectic cusp form on GSp(4). Then the main object of interest in this paper is
Here dy i and dx j are Lesbesgue measure on R and C respectively, and consequently the measure in the integral is the left invariant measure on H.
The goal of this section is to prove Theorem 3.1. With the above hypotheses on f and φ, (3.1) may be expressed in the form
Proof. Recall that a non-metplectic version of this integral has previously been considered by Bump [B2] and Gelbart and Piatetski-Shapiro [GeP-S]. As in [B2] , notice that for Q = P ∩G, there is an identification of the coset space Γ 4 (3)∩P \Γ 4 (3) with Γ 4 (3) ∩ Q\Γ(3). To see this, notice that the cosets of P ∩ Γ 4 (3)\Γ 4 (3) can be parameterized by bottom rows (A B C D), with D ≡ 1 mod (3), A, B, C ≡ 0 mod (3), and gcd(A, B, C, D) = 1. Then the identification follows since any such bottom row can be extended to a matrix in Γ(3). Friedberg [Fr] has proved this last statement by constructing the invariants necessary to apply Theorem 5.2 of [BFrH1] . Unfolding the Eisenstein series E(f , τ, s) yields
Now since τ · y 2 and τ are in the same coset of H 4 ,
Thus I(s, φ) becomes
To continue the evaluation of I(s, φ), first an understanding of the quotient
Thus the range of the parameters x 1 , y 1 in the quotient Γ 4 (3) ∩ Q\H is determined by the action of Γ 2 (3) on
so the range of the parameters x 2 , x 3 , and x 4 in the quotient Γ 4 (3) ∩ Q\H is determined by the additive action of the ideal (3) on C. Therefore Γ 4 (3) ∩ Q\H can be realized as (Γ 2 (3)\H) × (C/(3)) 3 × R. Using this description of the fundamental domain for Γ 4 (3) ∩ Q in (3.5) yields
where
To continue further with the evaluation of this integral, Novodvorsky's idea of expressing Φ(g) in terms of the Whittaker-Fourier coefficients of φ will be employed. Note that for the quadratic GSp(4) × GL(2) convolution Friedberg and Wong [FrW] have previously used this strategy, and the analysis here mirrors their work. First consider the function
Since, for n 2 , n 3 ∈ (3),
This last equality follows from Proposition 1.1 (iii). Thus, there exists a Fourier expansion for Φ 1 . In particular,
Here the cuspidal assumption on φ (Definition 2.4 (2)) allows the restriction that (α, β) = (0, 0). Next, the sum over α, β ∈ (λ) −3 can be replaced by a sum over Γ 2,∞ \Γ 2 and non-zero elements of (λ)
implies that Proof. Write
To see this, notice that
So doing this for each ρ yields the lemma. Now Lemma 3.2 and Proposition 1.1 imply
Next, another Fourier expansion will be used to continue the evaluation of Φ(g). Consider
where u 3 = u 3 − u 1 u 2 . This Φ 2 was obtained from (3.8) by changing the matrix that depends on u 2 , u 3 , and u 4 to a symplectic matrix also depending on u 1 . Now since
it follows from a change of variables that
So making the assumption that n 1 ∈ (9), Lemma 1.2 implies that Φ 2 (u 1 ; g) has a Fourier expansion. In particular,
(3.9)
Here the cuspidal assumption on φ (Definition 2.4 (2)) has allowed the restriction that n 1 = 0. Now replace the expression of Φ(g) in (3.6) with (3.9), use (2.4) from the hypothesis that φ is generic, and writef (
Write κ 3 1 γ = κ 2 (γ) −1 and sum over γ to collapse the integral further. Also the change of variables g → J (ρ)g forces τ 3 → 1 ρ τ 3 . Then, since the action of ρ preserves fundamental domains of Γ 2,∞ (3),
4s dy 1 dy 2 y 7 1 y 9 2 .
(3.10)
Here the equality
has been used. It may be proved by using a change of variables in (2.4). Now the integral in brackets in (3.10) is expressible in terms of a WhittakerFourier coefficient of f . To see this notice that
So by changing variables and using (2.1) this integral becomes
But W f is a function on H 3 , so the matrix identity 
and Lemma 2.2 imply that the integral in brackets in (3.10) is just
(3.11)
Thus by integrating x 2 over C/(9) in (3.10), we see that there exist constants b ρ n2,n1
(via (3.11)) such that
The change of variables y 1 → y1 |n1| and y 2 → y2 |n2| then yields (3.2), and hence completes the proof of Theorem 3.1.
Cubic metaplectic Hecke operators
The fact that D(s) has an expression as an Euler product will be derived from the assumption that φ is an eigenfunction for almost all of the Hecke operators on the cubic cover of GSp(4). For each prime p in O, relatively prime to (3), there exist operators T p 6 , T p 3 which act on the space of cubic metaplectic automorphic forms on GSp(4). In fact, these two operators generate the whole Hecke algebra on the cubic cover of GSp(4). The explicit action of these Hecke operators will be given by describing the effect they have on the Whittaker-Fourier coefficients of an automorphic form.
First, recall the definition of the cubic Gauss sums
where d ∈ O with d ≡ 1 (mod (3)), a ∈ K × , and c is selected so that λac ∈ O. The primary concern here will be in the cases in which d is a power of a prime. The relevant facts can be found in Proposition 1.6 of [BH3] . For clarity, they are summarized here in Proposition 4.1. Suppose that a and p are coprime and k is a non-negative integer. Then
To define the Hecke operators, first recall that every prime ideal coprime with (3) has a unique generator p ≡ 1 mod (3). Now suppose
For η = ξ p 6 or ξ p 3 , Γ(3)ηΓ(3) can be written as a disjoint union of right cosets
Then T η acts on the space of cubic metaplectic automorphic forms on GSp(4) by
In what follows write T p 6 and T p 3 for T ξ p 6 and T ξ p 3 respectively.
As the Whittaker-Fourier coefficients in (2. Theorem 4.2. If a ρ (n 1 , n 2 ), b ρ (n 1 , n 2 ), and c ρ (n 1 , n 2 ) are the Whittaker-Fourier coefficients of φ, T p 6 · φ, and T p 3 · φ respectively, then
Here it is understood that a ρ n1,n2 = 0 unless n 1 ∈ (λ) −5 and n 2 ∈ (λ) −3 . Note
and ρ are in the same double coset of Γ 2 (3)\Γ 2 /Γ 2,∞ for any k. Thus a
n1,n2 = a ρ n1,n2 , and Theorem 4.2 is actually more explicit than necessary. In fact, (4.4) and (4.5) will only be used when all cusps there are the same.
Theorem 4.2 will be proved by explicitly writing down right coset representatives η i as in (4.2), computing κ = κ(γ i )κ(δ i ), and giving the resulting contributions to the Whittaker-Fourier coefficients for both η = ξ p 6 and η = ξ p 3 . The contribution to the Whittaker-Fourier coefficient a ρ n1,n2 is determined by evaluating an integral of the form
To do this, write
for some d. Then the contribution is determined by changing variables in u i to obtain an integral in the form of (2.4). For the operator T p 6 , the coset representatives are:
This coset contributes Np 6 a ρ (n 1 , n 2 p −3 ).
II.
These cosets contribute Np 5 a
These cosets contribute zero.
IV.
VIII.
IX.
These cosets contribute zero. XII.
These cosets contribute Np
c dp p
These cosets contribute Np 3 a
These cosets contribute
These cosets contribute −Np
XXI.
XXIV.
XXV.
XXVII.
XXVIII.
XXIX.
XXXII.
XXXIII.
Let D(s) be the Dirichlet series constructed as in (3.3) using the cubic theta function Θ. Then for Re(s) > 3/4,
Proof. First fix a prime p ≡ 1 mod (3), and take n 1 ∈ (λ) −5 , n 2 ∈ (λ) −3 such that p 27n 1 n 2 . Let x = Np, z = Np −s , and let µ 1 , µ 2 be the eigenvalues of φ corresponding to T p 6 , and T p 3 respectively. Also put
Then Theorem 5.1 will follow from Lemma 5.2.
Proof. Let G(6n) be the coefficient of z 6n in the left-hand side of (5.1). Proposition 2.3 implies the equality
Now define
Then the coefficient of z 6n appearing in the right-hand side of (5.2), hereafter designated G (6n), is given by
if n ≥ 2 is even,
Consequently, by defining G (6n) = 0 if n < 0, for all n we get
Now it can be checked explicitly for n = 0, 1, 2, 3, 4, 5 that G(6n) has the form suggested in (5.1). By virtue of (5.3) and (5.4) it suffices to know µ 1 G (6n) and µ 2 G (6n) from Theorem 4.2, for each n under consideration. Using Theorem 4.2 and Proposition 2.3 one finds the following: 
So by using these formulae in (5.4) it follows that
, and
as required in (5.1).
To finish the proof of Lemma 5.2 it remains to show that G(6n) = 0 for n ≥ 6. First, write
where G 1 (6n) is the sum of coefficients of z
is the sum of coefficients of z 6n such that k 1 = 0, G 4 (6n) is the sum of coefficients of z 6n such that k 1 = 1, G 5 (6n) is the sum of coefficients of z 6n such that k 2 = 0, k 1 = 0 or 1, G 6 (6n) is the sum of coefficients of z 6n such that k 2 = 1, k 1 = 0 or 1.
Then it suffices to prove that, for all n ≥ 6,
and G 5 (6n) = G 6 (6n) = 0. (5.6) Equation (5.6) will be proved first. To this end, write
Then using Proposition 2.3, (5.7) becomes Now, using the definition of the A j and Theorem 4.2, one can find that A 1 (3n − 3, 0) = −x 5/2 a ρ (n 1 p 3n−6 , n 2 ) + a ρ (n 1 p 3n−6 , n 2 p 3 ) + a ρ (n 1 p 3n , n 2 ) − x 3/2 g(n 2 , p) a ρ (n 1 p 3n−4 , n 2 p),
A 2 (3n − 6, 0) = x 3 + x 5 a ρ (n 1 p 3n−6 , n 2 ) + x 5 a ρ (n 1 p 3n−12 , n 2 p 3 ) + x 5 a ρ (n 1 p 3n−6 , n 2 p 3 ) + x 4 g(n 2 , p)a ρ (n 1 p 3n−10 , n 2 p), + x 4 g(n 2 , p)a ρ (n 1 p 3n−4 , n 2 p) + x 3 (x 2 − 1)a ρ (n 1 p 3n−6 , n 2 ), (5.10)
A 3 (3n − 9, 0) = −x 15/2 a ρ (n 1 p 3n−12 , n 2 ) + a ρ (n 1 p 3n−12 , n 2 p 3 ) + a ρ (n 1 p 3n−6 , n 2 ) − x 13/2 g(n 2 , p)a ρ (n 1 p 3n−10 , n 2 p). Now observe that for k 1 ≥ 5 and k 2 ≥ 3, Proposition 4.1 implies all the Gauss sums in (4.4) and (4.5) vanish. So for n ≥ 6 it follows from the action of the Hecke operators that the coefficient of a ρ (n 1 p k1 , n 2 p k2 ) in A j (k 1 , k 2 ) is identical to the coefficient of a ρ (n 1 p k1 , n 2 p k2+3 ) in A j (k 1 , k 2 + 3). Therefore the proof of the claim is complete in the cases i = 3 and i = 4. To finish in the cases of i = 1 and i = 2 it remains to show that the second sums in both (5.18) and (5.19) vanish, or equivalently that 
