ABSTRACT
INTRODUCTION
During the Ceausescu years the Romanian economy was characterized by excessive state-ownership and extreme centralization of decision making (Ben-Ner and Montias 1991) . Labor markets, in particular, were subject to a number of constraints including a strict regulation of mobility, central allocation of university graduates to jobs, and a centralized wage-setting process with a standard set of rules based on industry, occupation, and length of service (Earle and Sapatoru 1993) .
Soon after the revolution of 1989, the new Wage Law of February 1991 formally decentralized wage determination in Romania. All state and privately owned commercial companies were granted the right to determine their wage structure autonomously through collective or individual negotiations between employees and employer. Pay was no longer tied to performance as it was during the years of socialism, and all restrictions on eligibility for promotion, bonuses, and internal and external migration were lifted. Also, hours of work were reduced from 46 to 40 hours per week without any decrease in monthly wages (Earle and Oprescu 1993) .
The decentralization in wage setting, however, was not accompanied by the privatization of the 6,000 state-owned enterprises or supported by other institutional reforms. Instead, strong intervention by the government in markets continued and weak financial discipline was exercised on a recurrent basis. As a result, employment declines were quite small even though economic output declined by one-third between In fact, in some countries such as Hungary and Croatia, the real wages of high paid workers increased. 1 (Allison and Ringold 1996) . Most of the employment adjustments consisted mainly of layoffs or retirement of (mostly female) blue-collar workers in large state-owned enterprises producing textiles, metal products, and machinery, industries that had lost their traditional markets due to the slowdown of economic growth in other transition economies. These factors, combined with the Government's domestic and foreign price liberalization program that began in 1990, have led to Romania experiencing one of the steepest declines in real wages in Eastern Europe. In 1993, for example, real wages in Romania were only 66 percent of their 1989 level (Rutkowski 1996) .
Recent cross-country studies of the changes in the wage structure in Central and Eastern Europe document that the transition to market-based institutions has led to a rise in inequality of earnings and an increase in the returns to higher education (e.g., Rutkowski 1996) . In most countries, economic transition has led to a decrease in the mean and an asymmetric change in the tails of the wage distribution. Real wages at the bottom decile of the wage distribution in each transition economy decreased substantially while real wages at the top decile of the wage distribution decreased relatively less. 1 This study uses individual socioeconomic data from the 1994 Romanian Integrated Household Survey to conduct one of the first investigations into the structure of male and female wages during the economic transition in Romania. In order to obtain a more detailed picture of the determinants of wages as well as within-and cross-gender inequality of wages, quantile regression is used. Quantile regression allows a more flexible characterization of the determinants of wages, especially when there is interest in the determinants of wages at the higher and lower tails of the distribution. In addition to focusing on gender, the study distinguishes between state-owned or public enterprises and private firms in order to account for potential differences in the wage determination process and differences in the returns to education in these two sectors. Economic reforms are likely to give rise to bottlenecks in certain educational or technical skills.
Estimates of the rate of return to education in the emerging private sector in Romania can be of considerable use to policymaking because they will help in the design of training programs that are relevant to labor market conditions and thus conducive to economic growth.
DATA AND DESCRIPTIVE STATISTICS
The analysis is based on individual-level data from the 1994 Integrated Household Survey (IHS) conducted by the National Center of Statistics (NCS) of Romania with the assistance of the World Bank. The IHS is the first large-scale nationally representative data survey in Romania, allowing one to draw reliable inferences about behavior and household or individual welfare. The survey is cross-sectional, containing information for approximately 2,600 different households interviewed each month. This paper uses the survey rounds collected between the months of April and December 1994 and variables related to the hours worked and wages received by 15-65 year old adults who reported their occupational status as employees during the previous A more extensive analysis of the labor markets in Romania based on the same survey can be found 2 in Skoufias (1995) . This differential is also present when comparing mean log wages of males and females by age, where approximately 92 percent of the employed work as wage employees. Selfemployment activities and work as unpaid family labor occupy 18.6 percent and 15.2 percent, respectively, of all the persons in the labor force. These latter two activities are concentrated mainly in the rural areas of the country.
Excluding individuals with military occupations, and incomplete observations, such as observations with missing monthly payments or hours of work, the final sample contains 11,415 observations on males and 7,940 observations on females. Table 1 contains the means and standard deviation of all the variables used. As is evident, there is a differential in the mean wages of males in the public and private sectors. observations are on or slightly above the diagonal line, which implies that male wages are slightly higher or equal to female wages. At the lower and higher quantiles of the wage distributions, where the points on the plot lie above the diagonal line, male wages are higher than female wages. Figure 1b reveals that in private firms the distributions of male and female wages have a different shape, spread, and level. In contrast to public firms, most of the observations are above the diagonal line, implying that male wages are higher than female wages. In addition, at the lower and higher quantiles of the wage distribution, male wages are generally much higher than female wages.
For example, the 10 percentile (or .10 quantile) wage is the value of the wage rate below which lie 4 th 10 percent of the observations. Along similar lines, Figures 1c and 1d compare the distributions of gender-specific wages in the public and private sectors. Most male workers in public firms receive higher wages than males in private firms. Low-wage workers receive higher wages in public firms compared to low-wage workers in private firms and the opposite pattern is observed for wages of higher workers. In contrast, for females, excepting the highest three quantiles, wages in public firms are generally higher than female wages in the private sector.
Figure 2 permits a more detailed look at the gender log-wage differential by displaying the difference between male and female log wages at different percentiles of the corresponding male and female distribution. In the public sector, the male-female 4 differential at the median (50 percentile) is just under 15 percent, whereas in the private th sector, the median wage differential increases to 27.6 percent. In addition, the wage differential is higher at higher quantiles of the male and female wage distributions, suggesting that at higher-paying jobs men earn higher wages than females. Irrespective of the measure used, inequality in female wages is slightly lower than inequality in male wages in both public and private firms. Moreover, inequality of male 
Figure 3
Another alternative would be to use a polynomial specification for the years of education.
5 and female wages is higher in the private sector than the public sector, an indication that inequality is likely to increase as the process of privatization continues.
EMPIRICAL ANALYSIS

DETERMINANTS OF GENDER-SPECIFIC WAGES
The earnings functions estimated have the standard specification in the literature.
The hourly wage rate is constructed by summing the gross salary received in the month before the interview with bonuses received out of net profits and other benefits and dividing by the total hours worked during the last month. Thus the wage rate used is gross of contributions to the unemployment and pensions funds (1 percent and 3 percent, respectively) and taxes paid, and it does not include the value of in-kind benefits. Only a very small fraction of the sample reported receiving in-kind benefits. As of December 1994, the annual inflation rate in Romania was 62 percent. To account for differences in inflation rates across different regions of the country, the hourly wage rate was deflated by a price index that varies across months, regions, and rural-urban areas within each region. As a means of adopting a flexible specification for the marginal rate of return to education, the level of education of the individual was used. A set of eight binary 5 variables are constructed, each taking the value of 1, respectively, if the highest completed education level of the person is lower secondary (gymnasium, cycle I), upper
The structure of the educational system in Romania is as follows. Basic education is compulsory 6 through grade 8. Secondary level schooling, for ages 14-18, is diversified, comprising: (a) four-year academic high schools; (b) technical high schools offering four-year day and five-year evening programs; and (c) twoand three-year vocational schools attached to enterprises and vocational programs attached to cooperatives. Higher education is provided through 48 public universities, polytechnics, and institutes, as well as 66 private universities that have sprung up since 1989. Two-year industrial foremen's (technicians') programs and evening courses for adults are offered at the campuses of technical high schools.
secondary (lyceum, cycle II), professional studies, technical/apprentice, foreman, postsecondary, three-year college, and four-year college or higher. Thus the reference education levels are no schooling and primary level of schooling (even if incomplete).
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Additional explanatory variables include age and binary variables indicating whether the person is the head of household, of Hungarian origin, or of other ethnic origin (Romanian being the omitted category). The potential working experience of a person is also calculated, and the model is estimated using experience in place of age without any substantial change in the estimates. Firms of mixed ownership and cooperatives were classified as public (or state-owned) firms. Binary variables for the month of interview (April-December), the geographical region of the household, and whether it is located in an urban or rural area are also included.
Everything else being equal, additional differences in the pay of men and women can arise from the industry and occupation of the worker. There are two opposing arguments as to whether industry and occupation dummies should be included in regressions aimed at explaining the male-female wage differential. If these dummy variables captured exclusively the differences in the working conditions and the skill level of employees, then the industry and occupation dummies should be included to
(1) account for these compensating differentials. If, however, some industries and occupations pay efficiency wages or premiums for some other reason, then these dummy variables should be left out, so as to attribute such premiums into the unexplained portion of wage differences. Given that there is no clear evidence on the extent to which industry and occupation dummies capture compensating differentials and skills differences (e.g., Krueger and Summers 1988) , both sets of estimates, with and without the dummies for industry and occupation, are presented. The reference occupation and industry included in the constant term of the regressions are management/administration and agriculture/forestry/fishing, respectively.
Since the number of trade unions grew rapidly in the early years of the transition (Earle and Oprescu 1993) , it would be desirable to account for the union status of an employee. Unfortunately, the survey provides no information as to whether an employee belongs to a union or about the extent of unionization in the firm where he/she is employed. Given that unions are largely nonexistent in the private sector (Earle and Oprescu 1993) , it is likely that the estimated coefficients of the separate wage regressions for public and private firms capture a significant part of the effect of union membership on wages.
Assuming a linear specification of the conditional quantile of the logarithm of wages (lnW), the conditional quantile of lnW may be denoted as
More detailed expositions of the theory and uses of quantile regression can be found in Koenker and 7 Basset (1978), Deaton (1997) , and Buchinsky (1998).
STATA's "sqreg" command is used. It allows simultaneous estimation of different quantile equations 8 and yields an estimate of the entire variance-covariance matrix of the estimators by bootstrapping. All t-values are calculated based on bootstrapped standard errors using 35 bootstrap replications.
where $ is a vector of coefficients, and X is a vector of explanatory variables characterizing the individual human capital. In this framework, the coefficient of the jth element of X may be interpreted as the marginal change in the 2th conditional quantile of the log wage due to a marginal change in the jth element of X. The estimates of the quantile equations for males and females in public enterprises are discussed first. Columns (a) and (b) in Table 2 reveal that a higher level education is significantly associated with higher wages for both males and females in each quantile.
There is also considerable variation in gender-specific wages across occupations, industries, and regions even after controlling for age and education level. The negative coefficients of the occupational dummies imply that these occupations pay significantly lower wages in comparison to management/administration.
For both males and females, the marginal rate of return of a higher level of education is lower in comparison to the corresponding rate of return obtained by excluding the industry and occupation dummies. The extent to which the coefficients of the education variables decrease after including industry and occupation dummies varies depending on gender and the level of education. Female household heads seem to earn a significantly positive premium but much smaller than that paid to male heads of household. Also, males (but not females) of Hungarian or other ethnic background seem to earn lower wages than those of Romanian nationality (the reference nationality included in the constant term), a result suggestive of discrimination based on ethnic background.
The median regression estimates for males and females working in the private sector are reported in Table 3 . As in the public sector, the point estimates of the education level variables decrease substantially when industry and occupation dummies are included. For males, the point estimates of the marginal returns to education in the private sector are generally higher than in the public sector. The same is true for females, especially for those with a three-year college education. This finding is in accordance with Rutkowski (1996) who reports that in Central and Eastern European economies the transition has largely benefitted the most educated workers. Given that female rates of return are relatively higher than the rates of return for males in either sector suggests that the economic transition to date has benefitted females relatively more than males.
Another difference with the public sector is that in the private sector it is males of ethnic background other than Romanian that earn higher wages, ceteris paribus.
In either sector, the wage-age profiles of both males and females also have the usual concave shape. Figure 4 contains the wage-age profiles of males and females.
These profiles are for an individual of Romanian ethnicity in urban Bucharest with an upper-secondary level of education, working as a craftsman in the processing industry. In the private sector, the wage-age profiles are uniformly lower than the public sector.
Moreover, in the private sector, the wage-age profile of females overtakes the male profile at an earlier age (35 years old) than in the public sector, where female wages overtake male wages at approximately 37 years of age.
In view of the graphical evidence presented above and the experience of other transitional economies, Tables 4 and 5 also present gender specific estimates of the determinants of the .10 quantiles and .90 quantiles of the male and female wage distributions in each sector. These regressions provide a better insight into whether there are major structural differences in the determinants of wages and the gender wage differential at the upper or lower tails of the wage distributions. One key question is whether the point estimates of the observable worker characteristics at the tails of the distribution are significantly different from estimates at the median of the distribution. At first sight it appears that there are significant differences in the returns to education across each education level by gender and by sector reveals otherwise. The p-values of these F-tests are reported in Table 6 . As can be easily seen, the null hypothesis cannot be rejected at the conventional significance levels, except in three cases where the p-values are slightly above or below 5 percent. These are the coefficients for males in the public sector with upper secondary education, professional studies, and foreman training. For these three education groups the estimated coefficients in the .10 and .90 quantiles were significantly higher than the estimate at the median. Arguably, these results can provide one plausible explanation of why the gender wage gap in the public sector was higher at Figure 2) . However, this explanation fails in the private sector, where the gender wage gap is greater. In the private sector there are no significant differences between the returns at the median and the returns at the upper and lower tails of the distribution for both males and females.
DETERMINANTS OF GENDER-SPECIFIC WAGE INEQUALITY
Estimates of the differences in the coefficients of the .90 and .10 quantiles also permit one to identify the factors that significantly increase or decrease the dispersion in wages within gender categories. Factors that are significantly associated with increases in wage dispersion within a gender (or a sector) are likely to be correlated with differences in the wages between males and females. In Table 7 , the estimates of the difference in the coefficients from the .90 and .10 quantiles are reported: that is, whereas one with a negative coefficient decreases dispersion.
Not surprisingly, Table 7 reveals that the education coefficients at the .90 and .10 quantiles are not significantly different from each other. This implies that controlling for regional differences and differences in occupation and industry, the level of education does not have a significantly direct effect on the spread of male and female wages in public or private firms. Thus, if the industrial and occupational structure were to remain unchanged, subsidies for education would lead to increased male and female earnings in the private sector without increasing the inequality of wages within genders. Moreover, since in the private sector the rates of return to education are higher for females than males, the wage differential between males and females is likely a decrease, ceteris paribus.
From Table 7 one can easily infer what the F-tests of the joint hypotheses tests confirm. In the public sector, the only significant determinants of the dispersion of both male and female wages are the industrial classification of the firm and region. Similar tests in the private sector indicate that regional differences do not significantly contribute to the dispersion of wages within either gender. Also, in both public and private sectors, the dispersion of wages within gender does not depend on the occupation of individuals.
The OLS estimates of the male and female wage functions are not reported since they are not 9 substantially different from the median regression estimates reported in Tables 2 and 5. DECOMPOSING WAGE DIFFERENTIALS Blinder's (1973) and Oaxaca's (1973) decomposition of the mean log wage differential is used to examine the extent to which cross-gender and within-gender differences in wages can be attributed to differences in observable human capital variables or other unexplained factors. Given that the Blinder/Oaxaca decomposition of wage differentials is applicable only at the conditional mean of male and female wage distribution, the separate wage functions for males and females in each sector are estimated via ordinary least squares :
Based on the estimated coefficients, the difference in mean log wages can be expressed as ,
where the first term on the right-hand side is the portion of the wage differential explained by differences in the observable (average) characteristics of males and females (endowment effect) and the second term is the portion of the wage gap due to differences in the coefficients or the estimated returns to the characteristics of males and females
In decomposing differences in gender-specific wages across public (G) and private firms (P), 10 equation (3) is also applicable by replacing the subscripts M and F with G and P, respectively.
Recent studies that also use the simple average of the male and female coefficients include Hotchkiss 11 and Moore (1996) and Idson and Feaster (1990) .
(coefficient effect). The latter term constitutes the unexplained portion of the wage 10 differential, or a measure of our ignorance. As it is well known in the wage discrimination literature, this decomposition technique suffers from index number problems (Oaxaca 1973; Jones 1983; Neumark 1988; Glinskaya and Mroz 1997) . Given this shortcoming, the simple average of the male and female coefficients are used as the no-discrimination wage structure.
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Using equation (3) above, Table 8 -Decompositions of log wage differences private sector, where the percentage of the difference explained by observable differences in the human capital of males and females is slightly lower (64.97 percent). The differences in the fraction of the wage differential explained become even bigger when comparing the mean wages of males in the public and private sectors. The average wage for males in public firms is 15.3 percent higher than that in private firms. When industry and occupation dummies are excluded from the wage regressions, only 9.95 percent of the differential can be explained by observable worker characteristics. The percentage of the differential explained increases to 54.7 percent when occupation and industry are included as part of the observable characteristics of the worker.
OCCUPATIONAL SEGREGATION
As the preceding discussion shows, differences between males and females in the industry of employment and occupation play a very significant role in explaining the wage gap between males and females. This section takes a closer look at the question of categories. Given the obvious concentration of both male and female wage-workers in a small number of industries, such as the processing industry in the public sector and the retail/hotel industry in the private sector (see Table 1 ), this analysis focuses on occupational segregation.
occupational segregation based on gender for the private and public sectors. The Duncan index provides a practical way of measuring the degree of occupational segregation in the data (Duncan and Duncan 1955) . It is defined as ,
where N is the total number of occupations and ( ) is the proportion of all females (males) in occupation k. An index equal to zero means that males and females have identical employment distributions across occupations, whereas an index equal to one corresponds to the extreme case of complete segregation.
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Using the 72 different occupation codes recorded in the survey, the estimated Duncan index is 0.0576 in the public sector and 0.532 in the private sector. This means that only 5.76 percent of the men (or women) would have to change occupations in the public sector for the distribution of men and women across occupations to be identical.
In contrast, the emerging private sector seems to be characterized by high occupational segregation. This is not surprising considering the fact that more than 50 percent of the females in the private sector have two of the nine occupational categories (38.9 percent in service/sales and 21 percent in crafts; see Table 1 ).
It is known that the size of the index is sensitive to the level of aggregation of occupations. The greater the aggregation, the lower the index (Strober 1994) . In view of the detailed occupational codes available in the survey, the low index in the public sector suggests that occupational segregation is trivial. As a test of the sensitivity of the Duncan index to the level of occupational aggregation, the index is also calculated by aggregating the occupational codes into broader categories. 
CONCLUSION
This paper has used cross-sectional individual data from Romania to analyze the determinants of male and female wages in public and private enterprises. In brief, the results obtained from this study are the following. In the public sector, higher levels of education are significantly associated with higher wages for both males and females.
Also, the marginal rate of return to education is higher for men than for women. In the emerging private sector, college education yields a much higher marginal rate of return to women than men. The male-female wage differential is higher in the private sector than in public firms (24.9 percent and 15.4 percent, respectively). Seventy percent and 65 percent of the male-female wage differential in Romania in the public and private sector, respectively, is explained by differences in individual characteristics, industry, and occupation. When industry and occupation of an individual are left out of the wage regression, the portion of the male-female wage differential explained decreases significantly.
The new government in power since the end of 1996 has affirmed its strong commitment to implementing far-reaching reforms. As the process of reform in Romania intensifies, there are bound to be further changes in the determinants of individual wages and inequality. In conclusion, it should be pointed out that the results of this study could only be characterized as preliminary at best.
