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a b s t r a c t
In this paper, we apply the variational method and the spectral theory of difference
operators to investigate the existence of homoclinic orbits of the second-order difference
equation ∆2x(t − 1) − L(t)x(t) + V ′x(t, x(t)) = 0 in the two cases that V (t, ·) is
superquadratic and subquadratic. Under the assumptions that L(t) is positive definite for
sufficiently large |t| ∈ Z, we show that there exists at least one non-trivial homoclinic
orbit of the difference equation. Further, if V (t, x) is superquadratic and even with respect
to x, then it has infinitely many different non-trivial homoclinic orbits. At the end, two
illustrative examples are provided.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The research of homoclinic orbits of Hamiltonian systems dates back to Poincaré’s work on celestial mechanics [1], in
which Poincaré discovered that there exist infinitely many homoclinic orbits if the stable and unstable manifolds intersect
transversally. Later, the work of Smale and Birkhoff showed that a system with a transversal homoclinic orbit is chaotic [2].
However, it is very hard to determine whether a system has a transversal homoclinic orbit or not. The variational method
has gradually become very useful in the study of the existence of homoclinic orbits.
To investigate the existence of periodic or homoclinic orbits via the variational method, one usually needs to construct a
suitable variational functional on a proper Banach space since its non-zero critical point is usually a non-trivial periodic or
homoclinic orbit inwhichwe are interested, and sowe convert this problem to the study of the existence of non-zero critical
points of the functional. We refer the reader to [3] for more materials on variational methods. The first important result was
obtained by Rabinowitz who showed the existence of periodic solutions of a kind of Hamiltonian systems by the variational
method [4]. Later, the research on Hamiltonian systems via variational methods has gradually attracted more and more
researchers’ attention [5–9]. These methods can be applied to the study of periodic solutions, homoclinic and heteroclinic
orbits, and the complex dynamics. In [10], the author obtained the existence of a homoclinic orbit of a kind of second-order
Hamiltonian systems by using a series of periodic orbits to approximate the homoclinic orbit. In [5], the authors investigated
the existence of homoclinic orbits of second-orderHamiltonian systemswith the superquadratic potential assumptions both
at origin and at infinity. In [9], the author depicted the complicated dynamical behaviors combined with the Bernoulli shift.
Discrete Hamiltonian systems can be applied in many areas, such as physics, chemistry, and so on. For more discussions
on discrete Hamiltonian systems, we refer the reader to [11]. Recently, some important results have been obtained about
the spectral theory of linear discrete Hamiltonian systems [12–14]. There aremany good results on the existence of periodic,
homoclinic, and heteroclinic orbits of discrete Hamiltonian systems [15–21]. In [15], the authors investigated the existence
of periodic and subharmonic solutions of the scalar second-order difference equation
12x(t − 1)+ f (t, x(t)) = 0.
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Lots of researchers have studied the existence of periodic, homoclinic, and heteroclinic orbits of the following type of
difference equation
∆(p(t)1x(t − 1))− L(t)x(t) = f (t, x(t)), x(t) ∈ Rn, t ∈ Z, (1.1)
which can be written as an equivalent discrete Hamiltonian system through a proper transformation. In [19], the authors
proved the existence of homoclinic orbits of Eq. (1.1) with n = 1 under the periodicity assumption on p(t), L(t), and f (t, x)
in t . In [18], they studied the existence of a homoclinic orbit of Eq. (1.1) provided that f (t, x) grows superlinearly both at
origin and at infinity or f (t, x) is an odd function with respect to x ∈ R, where the assumption of periodicity on p(t) and
L(t) are not required. In [17], the authors obtained that there exist infinitely many homoclinic orbits of the equation with
the assumption that L(t) is positive definite for any t ∈ Z and more general conditions on f (t, z).
In 1995, Ding studied the existence of homoclinic orbits of the following type of second-order differential equation
x¨− L(t)x+ V ′x(t, x) = 0, t ∈ R, (1.2)
where x ∈ Rn, L(t) is an n× n real symmetric matrix, V ∈ C1(R×Rn,R), and V (t, x) is superquadratic or subquadratic in x
withV ′x(t, 0) ≡ 0. He obtained that Eq. (1.2) has at least one or infinitelymanyhomoclinic orbits under certain conditions [7].
Inspired by Ding’s work, we investigate the corresponding difference equation
12x(t − 1)− L(t)x(t)+ V ′x(t, x(t)) = 0, t ∈ Z, (1.3)
where 1x(t − 1) = x(t) − x(t − 1),12x(t − 1) = ∆(1x(t − 1)), L(t) is an n × n real symmetric matrix for each t ∈ Z,
and V (t, ·) ∈ C1(Rn,R) for each t ∈ Z with V ′x(t, 0) ≡ 0. Our results can be regarded as a discrete analog of Ding’s results
obtained in [7].
In the previouswork about the existence of homoclinic orbits of difference equations, the assumption that L(t) is positive
definite for each t ∈ Z was required. In the present paper, we try to weaken this assumption by the spectral theory of
difference operators, and obtain the following results.
Theorem 1.1. Assume that
(L) h(t) := inf|x|=1⟨L(t)x, x⟩ → +∞ as |t| → +∞;
(V1) (superquadratic assumption) there exists a constant µ > 2 such that
0 < µV (t, x) ≤ ⟨V ′x(t, x), x⟩, t ∈ Z, x ∈ Rn \ {0};
(V2) |V ′x(t, x)| = ◦(|x|) as x → 0 uniformly in t ∈ Z;
(V3) Vinf := inft∈Z,|x|=1 V (t, x) > 0.
Then Eq. (1.3) has at least one non-trivial homoclinic orbit. Further, if V (t, x) is even with respect to x, then Eq. (1.3) has infinitely
many non-trivial homoclinic orbits.
Theorem 1.2. Let (V3) hold and assume that
(Lα) there exists 0 < α < 2 such that h(t)|t|−α →+∞ as |t| → +∞;
(V4) (subquadratic assumption) there exists β ∈ ((2+ α)/(1+ α), 2) such that
0 < ⟨V ′x(t, x), x⟩ ≤ βV (t, x), t ∈ Z, x ∈ Rn \ {0};
(V5) V (t, 0) ≡ 0, there exist a1 > 0, r1 > 0, and τ ∈ (max{1/(1+ α), 1/2}, β − 1] such that
|V ′x(t, x)| ≤ a1|x|τ , t ∈ Z, |x| ≤ r1;
(V6) there exist a2 > 0, r2 > 0, and γ ∈ (max{2/(1+ α), 1}, β) such that
V (t, x) ≥ a2|x|γ , t ∈ Z, |x| ≥ r2;
(V7) Vsup := supt∈Z,|x|=1 V (t, x) < +∞.
Then Eq. (1.3) has at least one non-trivial homoclinic orbit.
The rest of this paper is organized as follows. In Section 2, some basic concepts and lemmas are introduced. To investigate
Eq. (1.3), we introduce a difference operator and a newHilbert space, and study spectral properties of the operator and define
two equivalent norms on theHilbert space. In Section 3,we give the proof of Theorem1.1. In Section 4,we showTheorem1.2.
Finally, two illustrative examples are provided.
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2. Preliminaries
In this section, a difference operator related to Eq. (1.3) and a proper Hilbert space are introduced, and some properties
of the operator and different norms defined on the Hilbert space are discussed. At the end, some basic concepts and lemmas
about variational methods are introduced, which will be used in the sequel.
First, we introduce some basic notations and properties about linear operators on Hilbert spaces. One could refer to
[22,23] for more details.
Definition 2.1. LetH be a complexHilbert spacewith inner product ⟨·, ·⟩, and T : H → H be a linear operator. ByD(T ), R(T ),
and N(T ) denote the domain, range, and kernel of T , respectively.
(1) The operator T is said to be densely defined if D(T ) is dense in H .
(2) The operator T is called closed if its graph G(T ) := {(x, Tx) : x ∈ D(T )} is a closed subset of H × H .
(3) An operator T is called closable if G(T ) is a graph, and is said to be closed if G(T ) = G(T ).
(4) Let T be a densely defined operator. Its adjoint operator T ∗ is defined by
D(T ∗) = {y ∈ H : there is hy ∈ H such that ⟨hy, x⟩ = ⟨y, Tx⟩ for any x ∈ D(T )},
T ∗y = hy, y ∈ D(T ∗).
(5) The operator T is said to be self-adjoint if it is densely defined and T = T ∗.
(6) Let T be a closed operator. A subspace D of D(T ) is called a core of T provided that T |D = T .
It follows from the proof of Theorem 4.15 in [23] that there is a uniquely closed operator S such that G(S) = G(T ). S is
said to be the closure of T , denoted by T .
The resolvent set of T is defined by
ρ(T ) = {λ ∈ C : λI − T is bijective, and (λI − T )−1 is a bounded operator},
where I is the identity operator. The spectrum of T is defined by
σ(T ) = C \ ρ(T ).
The essential spectrum σe(T ) of a self-adjoint operator T consists of the accumulation points of σ(T ) and the isolated
eigenvalues of infinite multiplicity. The set σd(T ) = σ(T ) \ σe(T ) is said to be the discrete spectrum of T . The operator
T has a pure discrete spectrum if σe(T ) is empty.
Lemma 2.1 ([23, Theorem 7.26]). Let T be a self-adjoint operator on a Hilbert space H, and H1 be a closed subspace of H such
that dimH⊥1 = m <∞. Assume that C is a real number, P1D(T ) ⊂ D(T ) for the orthogonal projection P1 onto H1, and that
⟨x, Tx⟩ ≥ C⟨x, x⟩, x ∈ P1D(T ).
Then (−∞, C) ∩ σ(T ) consists of only isolated eigenvalues; the sum of the multiplicities of these eigenvalues is at most m; and
operator T is bounded from below.
For any u, v ∈ Rn, denote ⟨u, v⟩ as the usual inner product. For any u = (u1, . . . , un) ∈ Rn, denote |u| = {ni=1 |ui|2}1/2.
For any p ∈ (1,∞), denote p∗ = p/(p− 1). Then p and p∗ are Hölder conjugate of each other, i.e., 1/p+ 1/p∗ = 1. Denote
lp :=

u = {u(t)}+∞t=−∞ ⊂ Rn : ∥u∥p =

t∈Z
|u(t)|p
1/p
<∞

, 1 ≤ p <∞,
and
l∞ :=

u = {u(t)}+∞t=−∞ ⊂ Rn : ∥u∥∞ = sup
t∈Z
|u(t)| <∞

.
It is well known that (lp, ∥ · ∥p) is a Banach space for each p ≥ 1 and l2 is a Hilbert space with the following inner product:
⟨u, v⟩2 :=

t∈Z
⟨u(t), v(t)⟩, u, v ∈ l2.
Now, we study the following difference operator:
T (u)(t) = −12u(t − 1)+ L(t)u(t), u = {u(t)}+∞t=−∞ ∈ D(T ), (2.1)
D(T ) = {u ∈ l2 : Tu ∈ l2}.
Lemma 2.2. Assume that L(t) satisfies (L). Then, operator T is self-adjoint, has a pure discrete spectrum, and is bounded from
below.
X. Zhang, Y. Shi / J. Math. Anal. Appl. 396 (2012) 810–828 813
Proof. First, we show that T is self-adjoint. By assumption (L), L(t) is bounded from below for t ∈ Z. Hence, it follows from
Corollary 3.3 in [14] that the difference equation
−12u(t − 1)+ L(t)u(t) = λu(t), t ∈ Z, (2.2)
is in the strong limit point case at both t = +∞ and t = −∞, and consequently, it is in the limit point case at both t = +∞
and t = −∞. Note that (2.2) is a special discrete Hamiltonian system. By Theorems 5.5 and 7.1 in [12], T is a self-adjoint
operator.
Now, we show that T has a pure discrete spectrum and bounded from below. Since T is self-adjoint, its spectrum
σ(T ) ⊂ R. From assumption (L), for any positive number R > 0, there exists a positive integer N such that
h(t) ≥ R for all |t| > N. (2.3)
Set H1 := {u ∈ l2 : u(t) = 0, |t| ≤ N}. It can be easily verified that H1 is a closed subspace of l2, dimH⊥1 < ∞, and
P1D(T ) ⊂ D(T ) for the orthogonal projection P1 onto H1. For any u ∈ D(T ), one has that
⟨Tu, u⟩2 =

t∈Z
⟨−12u(t − 1)+ L(t)u(t), u(t)⟩
=

t∈Z
⟨1u(t − 1)−1u(t), u(t)⟩ +

t∈Z
⟨L(t)u(t), u(t)⟩
=

t∈Z
⟨1u(t − 1), u(t)⟩ −

t∈Z
⟨1u(t − 1), u(t − 1)⟩ +

t∈Z
⟨L(t)u(t), u(t)⟩
=

t∈Z
|1u(t − 1)|2 +

t∈Z
⟨L(t)u(t), u(t)⟩ ≥

t∈Z
⟨L(t)u(t), u(t)⟩,
which, together with (2.3), yields that
⟨Tu, u⟩2 ≥ R∥u∥22, u ∈ P1D(T ).
By Lemma 2.1, (−∞, R)∩ σ(T ) consists of only isolated eigenvalues. Hence, T is bounded from below. Since R is arbitrarily
chosen, T has a pure discrete spectrum, where the fact that the multiplicity of eigenvalue of T is at most 2n has been used.
This completes the whole proof. 
By Lemma 2.2, the eigenvalues of T can be ordered as λ1 ≤ λ2 ≤ · · · → +∞ (counted in multiplicities), corresponding
to eigenfunctions {ek}with ∥ek∥2 = 1, Tek = λkek, which form an orthogonal basis of l2. So,
l2 = D− ⊕ D0 ⊕ D+,
where D− = span{e1, . . . , en1} is the subspace generated by the eigenfunctions with respect to negative eigenvalues, D0 =
span{en1+1, . . . , en2} is the subspace generated by eigenfunctions with respect to eigenvalue 0, and D+ = span{en2+1, . . .}
with respect to positive eigenvalues. Hence, for any u ∈ l2, one has that u = u− + u0 + u+, u− ∈ D−, u0 ∈ D0, u+ ∈ D+.
By the discussions on [22, p.334] and [23, Theorem 7.20], if T is a densely defined closed operator from a Hilbert space
H1 to another Hilbert space H2, then T = U|T |, where |T | is a non-negative self-adjoint operator in H1, which is called the
absolute value of T ,D(T ) = D(|T |),U is a partially isometric operator from R(|T |) into R(T ), and U = 0 on R(|T |)⊥. Again,
by [23, Theorem 7.20], |T | has one non-negative self-adjoint second root |T |1/2. Further, if T is self-adjoint, then U is self-
adjoint, |T | = UT = TU , and |T |U = U|T | by the discussions on [22, p.335]. Since |T | is non-negative and self-adjoint, it
follows that |T | is an m-accretive operator [22, p.279]. This, together with Theorem 3.35 [22, p.281] and |T |U = U|T |, yields
that D(|T |) is the core of |T |1/2, and |T |1/2U = U|T |1/2. So, we have the following result.
Lemma 2.3. Let T : H → H be a self-adjoint operator. Then, T = U|T |, where |T | is non-negative and self-adjoint,
and U is a partially isometric operator on R(|T |). And, |T | has one non-negative and self-adjoint second root |T |1/2. Further,
D(T ) = D(|T |) ⊂ D(|T |1/2),D(|T |) is the core of |T |1/2, |T | = UT = TU, |T |U = U|T |, and |T |1/2U = U|T |1/2.
If T is self-adjoint, then there is a spectral family E such that T =  λdE(λ) [23, Theorem 7.17]. And, by the discussions
on [22, p.358], one has
|T | =
 +∞
−∞
|µ|dE(µ), |T |1/2 =
 +∞
−∞
|µ|1/2dE(µ), U = I − E(0)− E(0−). (2.4)
By Lemma 2.2, the distinct eigenvalues of T can be ordered asµ1 < µ2 < · · · → +∞. Let Hi be the eigenspace of T with respect
to µi, Pi be the orthogonal projection from l2 to Hi. Hence, the spectral family of T is
E(µ) =

µi≤µ
Pi. (2.5)
Introduce the following new inner product on D(|T |1/2):
⟨u, v⟩0 := ⟨|T |1/2u, |T |1/2v⟩2 + ⟨u, v⟩2,
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and the norm
∥u∥20 := ⟨u, u⟩0. (2.6)
Since |T |1/2 is a self-adjoint operator, |T |1/2 is closed. Hence, D(|T |1/2) is a Hilbert space with this inner product.
Lemma 2.4. Let p, q ∈ [1,+∞] and K be a bounded set of lp. If for any ϵ > 0, there exists N > 0 such that for any u ∈ K, one
has

|t|>N |u(t)|q < ϵ in the case that q < +∞, and sup|t|>N |u(t)| < ϵ in the case that q = +∞, then K is relatively compact
in lq.
Proof. There exists a positive constantM such that ∥u∥p ≤ M for all u ∈ K . Since lq is a complete metric space, it suffices to
show that for any η > 0, there exists a finite η-net for K in lq.
First, consider the case that q < +∞. By the assumption, for any given η > 0, there is a positive integer N0 such that
|t|>N0
|u(t)|q < η
q
2
.
Set k0 = [2M√n(2(2N0 + 1))1/q/η] + 1 and K1 = {ζ ∈ lq : ζ (t) = (Mj1/k0, . . . ,Mjn/k0)T ∈ Rn, |t| ≤ N0, ji ∈
[−k0, k0] ∩ Z, 1 ≤ i ≤ n; ζ (t) = 0, |t| > N0}, where [c] means the largest integer less than or equal to c. So, for any
u ∈ K , there is a u0 ∈ K1 such that
|t|≤N0
|u(t)− u0(t)|q < η
q
2
.
Hence,
∥u− u0∥qq =

|t|≤N0
|u(t)− u0(t)|q +

|t|>N0
|u(t)|q < η
q
2
+ η
q
2
= ηq.
Hence, K1 is a finite η-net for K . Consequently, K is relatively compact in lq.
Finally, consider the case that q = +∞. It follows from the assumption that for any η > 0, there exists an integer N1 > 0
such that sup|t|≥N1 |u(t)| < η. Set k1 = [2M
√
n/η] + 1 and K2 = {ζ ∈ l∞ : ζ (t) = (Mj1/k1, . . . ,Mjn/k1)T ∈ Rn, |t| ≤
N1, ji ∈ [−k1, k1] ∩ Z, 1 ≤ i ≤ n; ζ (t) = 0, |t| > N1}. So, for any u ∈ K , there is a u0 ∈ K2 such that
∥u− u0∥∞ < η.
Hence, K2 is a finite η-net for K . Consequently, K is relatively compact in l∞. This completes the proof. 
Lemma 2.5.
(i) If (L) holds, then any bounded subset of (D(|T |1/2), ∥ · ∥0) is relatively compact in lq for each q ∈ [2,+∞];
(ii) if (Lα) holds, then any bounded subset of (D(|T |1/2), ∥ · ∥0) is relatively compact in lq for each q ∈ (max{2/(1+α), 1},∞].
Consequently, there exists a constant Cq > 0 such that ∥u∥q ≤ Cq∥u∥0 for any u ∈ D(|T |1/2) in both Cases (i) and (ii).
Proof. (i) Suppose that (L) holds. First consider the simple case that h(t) ≥ 1 for all t ∈ Z. Then, T is positive, and
consequently |T | = T . For any u ∈ D(T ) and v ∈ D(T 1/2), by Lemma 2.3 one has
⟨u, v⟩0 = ⟨T 1/2u, T 1/2v⟩2 + ⟨u, v⟩2 = ⟨Tu, v⟩2 + ⟨u, v⟩2
=

t∈Z
⟨1u(t − 1),1v(t − 1)⟩ +

t∈Z
⟨u(t), L(t)v(t)⟩ + ⟨u, v⟩2,
which, together with the fact that D(T ) is the core of T 1/2, yields that
⟨u, v⟩0 =

t∈Z
⟨1u(t − 1),1v(t − 1)⟩ +

t∈Z
⟨u(t), L(t)v(t)⟩ + ⟨u, v⟩2, u, v ∈ D(|T |1/2).
So,
∥u∥20 ≥

t∈Z
⟨u(t), L(t)u(t)⟩ + ∥u∥22. (2.7)
For any positive integer N , set
γ (N) := inf|t|≥N h(t).
It follows from (L) that γ (N)→+∞ as N →+∞. Take any bounded set K ⊂ D(|T |1/2). Then
∥u∥0 ≤ M for all u ∈ K
for some constantM > 0 and consequently ∥u∥2 ≤ M for all u ∈ K .
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Now, we show that K is relatively compact in lq for any q ∈ [2,+∞].
First, consider the case that q = 2. For any given ϵ > 0, there exists an integer N0 > 0 such thatM2/γ (N) < ϵ2/2 for all
N ≥ N0. So, it follows from (2.7) that
|t|>N0
|u(t)|2 <

|t|>N0
⟨L(t)u(t), u(t)⟩
h(t)
≤ M
2
γ (N0)
<
ϵ2
2
.
Hence, K is relatively compact in l2 by Lemma 2.4 with p = q = 2.
Second, consider the case that q = ∞. Since for any u ∈ K , by (2.7) one has that
|u(t)|2 ≤

|s|≥|t|
|u(s)|2 ≤ 1
γ (|t|)

|s|≥|t|
⟨L(s)u(s), u(s)⟩ ≤ M
2
γ (|t|) ,
which implies that for any ϵ > 0, there exists an integerN1 > 0 such that sup|t|≥N1 |u(t)| < ϵ. Hence, K is relatively compact
in l∞ again by Lemma 2.4 with p = 2, q = ∞.
Further, consider the case that q ∈ (2,+∞). Fix any 0 < ϵ < 1. From the above discussions and the proof of Lemma 2.4,
there is a finite ϵ-net K3 for K in l2. By the fact that ∥u∥q ≤ ∥u∥2 for all u ∈ l2, K3 is also a finite ϵ-net for K in lq. Consequently,
K is relatively compact in lq in this case.
Now, we consider the general case. By (L), L(t) is bounded from below. So, there exists a > 0 such that h(t)+ a ≥ 1 for
any t ∈ Z. Define another norm on D(|T |1/2) as follows.
∥u∥200 = ∥(T + a)1/2u∥22 + ∥u∥22.
Next, we show that the norm ∥ · ∥0 is equivalent with the norm ∥ · ∥00 on D(|T |1/2). Since U commutes with |T | and |T |1/2
by Lemma 2.3, one has that for any u ∈ D(|T |),
∥(T + a)1/2u∥22 = ⟨Tu, u⟩2 + a∥u∥22 = ⟨|T |Uu, u⟩2 + a∥u∥22
= ⟨U|T |1/2u, |T |1/2u⟩2 + a∥u∥22 ≤ ∥|T |1/2u∥22 + a∥u∥22 ≤ max{1, a}∥u∥20.
On the other hand, since (T + a)U = U(T + a), one has (T + a)1/2U = U(T + a)1/2 by Theorem 3.35 on [22, p. 281]. So, for
any u ∈ D(|T |),
∥|T |1/2u∥22 = ⟨(|T |u, u)⟩2 = ⟨(T + a)Uu, u⟩2 − a⟨Uu, u⟩2
= ⟨(T + a)1/2Uu, (T + a)1/2u⟩2 − a⟨Uu, u⟩2
= ⟨U(T + a)1/2u, (T + a)1/2u⟩2 − a⟨Uu, u⟩2
≤ ∥(T + a)1/2u∥22 + a∥u∥22 ≤ max{1, a}∥u∥200,
which, together with the fact that D(|T |) is the core of |T |1/2, implies that these two norms are equivalent on D(|T |1/2). By
applying the above result, (i) holds in the space (D(|T |1/2), ∥ · ∥00). This, together with the equivalence of these two norms
∥ · ∥0 and ∥ · ∥00, yields that assertion (i) holds in the space (D(|T |1/2), ∥ · ∥0) in the general case.
(ii) Suppose that (Lα) holds. Then L(t) also satisfies (L). Hence, it is only needed to show assertion (ii) holds in the case
that q ∈ (max{2/(1 + α), 1}, 2) by result (i). Based on the above discussions in the proof of (i), one could assume that
h(t) ≥ 1 for all t ∈ Z. For any positive integer N , denote
γ (N) := inf|t|≥N h(t)|t|
−α.
Then, γ (N)→+∞ as N →+∞ by (Lα).
Fix any q ∈ (max{2/(1 + α), 1}, 2) and set r = α/(2 − q). Obviously, rq > 1. Let K ⊂ D(|T |1/2) be a bounded set with
boundM . Then, for any u ∈ K and any positive integer N , by (2.7) one has
|t|≥N
|u(t)|q =

|t|≥N,|t|r |u(t)|≤1
|u(t)|q +

|t|≥N,|t|r |u(t)|>1
|u(t)|q
≤

|t|≥N
|t|−rq +

|t|≥N,|t|r |u(t)|>1
(|t|r |u(t)|)q|t|−qr
≤

|t|≥N
|t|−rq +

|t|≥N,|t|r |u(t)|>1
(|t|r |u(t)|)2|t|−qr
≤

|t|≥N
|t|−rq +

|t|≥N
|u(t)|2|t|α
≤

|t|≥N
|t|−rq + 1
γ (N)
∥u∥20 ≤

|t|≥N
|t|−rq + M
2
γ (N)
.
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So, for any given ϵ > 0, there is a positive integer N0 such that
|t|>N0
|u(t)|q < ϵ
q
2
.
Hence, K is relatively compact in lq by Lemma 2.4. Assertion (ii) has been shown.
It can be easily verified that there exists constant Cq > 0 such that ∥u∥q ≤ Cq∥u∥0 for any u ∈ D(|T |1/2) by contradiction
and the relative compactness of bounded sets in lq in both cases (i) and (ii).
The whole proof is thus complete. 
Now, we define another new inner product on D(|T |1/2), which will be used in the following discussions,
⟨u, v⟩∗ = ⟨|T |1/2u, |T |1/2v⟩2 + ⟨u0, v0⟩2, u, v ∈ D(|T |1/2),
where u = u− + u0 + u+ and v = v− + v0 + v+ with u−, v− ∈ D−; u0, v0 ∈ D0; u+, v+ ∈ D+. Its norm is given by
∥u∥2∗ = ⟨u, u⟩∗ = ∥|T |1/2u∥22 + ∥u0∥22. (2.8)
By (2.4) and (2.5) one has that for any u ∈ l2,
Uu = (I − E(0)− E(0−))u = u− (u− + u0)− u− = u+ − u−. (2.9)
By (2.6) and (2.8) one has that for any u ∈ D(|T |1/2),
∥u∥20 = ⟨|T |1/2(u+ + u−), |T |1/2(u+ + u−)⟩2 + ⟨u, u⟩2
= ∥|T |1/2u+∥22 + ∥|T |1/2u−∥22 + ∥u∥22,
∥u∥2∗ = ∥u− + u0∥2∗ + ∥u+∥2∗ = ∥u−∥2∗ + ∥u0∥2∗ + ∥u+∥2∗. (2.10)
Lemma 2.6. The norms ∥ · ∥0 and ∥ · ∥∗ are equivalent on D(|T |1/2).
Proof. It is evident that ∥u∥∗ ≤ ∥u∥0 for any u ∈ D(|T |1/2). On the other hand, suppose that u = +∞i=1 aiei for any given
u ∈ D(|T |1/2). By (2.4) and (2.5), one has
|T |1/2u =
+∞
i=1
ai|T |1/2ei =
+∞
i=1
ai|λi|1/2ei.
So,
⟨|T |1/2u, |T |1/2u⟩2 =
+∞
i=1
a2i |λi|,
which implies that
∥u∥22 ≤ µ0∥u∥2∗, ∀u ∈ D(|T |1/2), (2.11)
where µ0 = max{1, |λn1 |−1, λ−1n2+1}. Hence,
∥u∥2∗ ≤ ∥u∥20 ≤ (1+ µ0)∥u∥2∗, (2.12)
which yields that ∥ · ∥0 and ∥ · ∥∗ are equivalent. This completes the proof. 
For f ∈ C1(E,R), byD0f (x) denote the Fréchet derivative of f at x in (D(|T |1/2), ⟨·, ·⟩0). Introduce the following functional
on D(|T |1/2):
g(u) := 1
2
⟨|T |1/2Uu, |T |1/2u⟩2, u ∈ D(|T |1/2). (2.13)
By (2.9) one has that
g(u) = 1
2
⟨|T |1/2(u+ − u−), |T |1/2u⟩2
= 1
2
⟨|T |1/2(u+ − u−), |T |1/2(u+ + u−)⟩2
= 1
2
(∥u+∥2∗ − ∥u−∥2∗), ∀u ∈ D(|T |1/2). (2.14)
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Lemma 2.7. If (L) holds, then the functional g is C1 in (D(|T |1/2), ⟨·, ·⟩0), and
D0g(u)v = ⟨(I − (|T | + I)−1)Uu, v⟩0 u, v ∈ D(|T |1/2). (2.15)
Proof. First, we show that g is Fréchet differentiable and (2.15) holds. For any u, v ∈ D(|T |1/2) one has that
g(u+ v)− g(u) = 1
2
⟨|T |1/2U(u+ v), |T |1/2(u+ v)⟩2 − 12 ⟨|T |
1/2Uu, |T |1/2u⟩2
= ⟨|T |1/2Uu, |T |1/2v⟩2 + 12 ⟨|T |
1/2Uv, |T |1/2v⟩2. (2.16)
In addition, by (2.10), (2.12), and (2.14), one has that
|g(v)| = 1
2
∥v+∥2∗ − ∥v−∥2∗ ≤ 12∥v∥2∗ ≤ 12∥v∥20.
This, together with (2.16), implies that
g(u+ v)− g(u) = ⟨|T |1/2Uu, |T |1/2v⟩2 + o(∥v∥0) as ∥v∥0 → 0. (2.17)
Fix any u ∈ D(|T |) = D(T ), by Lemma 2.3 one has that
⟨|T |1/2Uu, |T |1/2v⟩2 = ⟨Tu, v⟩2, ∀v ∈ D(|T |1/2). (2.18)
Further, since |T | is non-negative and self-adjoint, one has that−1 ∈ ρ(|T |) and (|T | + I)−1 is a bounded operator from l2
to D(|T |). So, one has
(|T | + I)−1|T | = I − (|T | + I)−1. (2.19)
By (2.19) and the fact that (|T | + I)−1T (D(T )) ⊂ D(T ), we get that for any v ∈ D(|T |1/2),
⟨(I − (|T | + I)−1)Uu, v⟩0 = ⟨(|T | + I)−1Tu, v⟩0
= ⟨|T |1/2(|T | + I)−1Tu, |T |1/2v⟩2 + ⟨(|T | + I)−1Tu, v⟩2
= ⟨|T |(|T | + I)−1Tu, v⟩2 + ⟨(|T | + I)−1Tu, v⟩2
= ⟨Tu, v⟩2. (2.20)
It follows from (2.18) and (2.20) that
⟨|T |1/2Uu, |T |1/2v⟩2 = ⟨(I − (|T | + I)−1)Uu, v⟩0, v ∈ D(|T |1/2). (2.21)
Since D(|T |) is the core of |T |1/2 by Lemma 2.3, for any u ∈ D(|T |1/2), there is {uk}∞k=1 ⊂ D(|T |) such that limk→+∞ uk = u,
and limk→+∞ |T |1/2uk = |T |1/2u in l2. This, together with (2.21) and the fact that (I − (|T | + I)−1)U is a bounded operator
in l2, yields that
⟨|T |1/2Uu, |T |1/2v⟩2 = ⟨(I − (|T | + I)−1)Uu, v⟩0, v ∈ D(|T |1/2), (2.22)
where |T |1/2U = U|T |1/2 by Lemma 2.3 has been used.
Now, we show that (I− (|T |+ I)−1)U is a bounded operator in (D(|T |1/2), ⟨·, ·⟩0). For any u ∈ D(|T |1/2), since (|T |+ I)−1
is a bounded operator from l2 to D(|T |), one has
∥(|T | + I)−1Uu∥20 = ⟨|T |1/2(|T | + I)−1Uu, |T |1/2(|T | + I)−1Uu⟩2 + ⟨(|T | + I)−1Uu, (|T | + I)−1Uu⟩2
= ⟨|T |(|T | + I)−1Uu, (|T | + I)−1Uu⟩2 + ⟨(|T | + I)−1Uu, (|T | + I)−1Uu⟩2
= ⟨Uu, (|T | + I)−1Uu⟩2 ≤ ∥Uu∥2∥(|T | + I)−1Uu∥2
≤ ∥(|T | + I)−1∥ ∥u∥22 ≤ ∥(|T | + I)−1∥ ∥u∥20,
which yields that
∥(I − (|T | + I)−1)Uu∥0 ≤ ∥Uu∥0 + ∥(|T | + I)−1Uu∥0 ≤ (1+ ∥(|T | + I)−1∥)∥u∥0.
Hence, (I−(|T |+I)−1)U is a boundedoperator in (D(|T |1/2), ⟨·, ·⟩0). Therefore, g is Fréchet differentiable at anyu ∈ D(|T |1/2),
and (2.15) holds by (2.17) and (2.22).
It is evident that D0g is continuous in D(|T |1/2). This completes the proof. 
Finally, we introduce some basic concepts and results about variational principles.
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Definition 2.2 ([3]). Let E be a real Banach space. Given J ∈ C1(E,R), a sequence {xm} ⊂ E is called a Palais–Smale sequence
(PS sequence) for J if it satisfies the condition that {J(xm)} is bounded and DJ(xm) → 0 as m → ∞, where DJ(x) means
the Fréchet derivative at x ∈ E. Further, we say that J satisfies the Palais–Smale condition (PS condition) if any PS sequence
possesses a convergent subsequence.
By Bρ(0) denote an open ball in E of radius ρ centered at 0.
Lemma 2.8 ([3, Theorem 5.3]). Let E be a real Banach space with E = X ⊕ Y , where X is finite-dimensional. Assume that
I ∈ C1(E,R) satisfies the PS condition, and
(1) there are constants ρ, σ > 0 such that I|∂Bρ (0)∩Y ≥ σ ;
(2) there is an e ∈ ∂B1(0) ∩ Y and R > ρ such that I|∂Q ≤ 0, where Q := (B¯R(0) ∩ X)⊕ {re : 0 < r < R}.
Then I possesses a critical value c ≥ σ , which can be characterized as
c = inf
h∈Γ maxs∈Q¯
I(h(s)),
where
Γ = {h ∈ C(Q¯ , E) : h = I on ∂Q }.
Remark 2.1 ([3]). If I|X ≤ 0 and there is an e ∈ ∂B1(0) ∩ Y and an R¯ > ρ such that I(u) ≤ 0 for u ∈ X ⊕ span{e} and
∥u∥ ≥ R¯, then for any large R ≥ R¯,Q as defined in (2) of Lemma 2.8 satisfies I|∂Q ≤ 0.
Lemma 2.9 ([3, Theorem 9.12]). Let E be an infinite-dimensional Banach space and I ∈ C1(E,R) be even. Assume that I satisfies
the PS condition and I(0) = 0. If E = X ⊕ Y , where X is finite-dimensional, and I satisfies that
(1) there exist constants ρ, σ > 0 such that I|∂Bρ (0)∩Y ≥ σ ;
(2) for each finite-dimensional subspace E0 ⊂ E, there exists r = r(E0) > 0 such that I(u) ≤ 0 for any u ∈ E0 \ Br(0),
then I possesses an unbounded sequence of critical values.
Definition 2.3 ([3]). Let E be a real Banach space with E = E1 ⊕ E2, where both E1 and E2 may be infinite-dimensional. And
let P1 and P2 be the orthogonal projections onto E1 and E2, separately. Set
S := {Φ ∈ C([0, 1] × E, E) : Φ(0, u) = u and P2Φ(t, u) = P2u− K(t, u), where
K : [0, 1] × E → E2 is compact},
where K is said to be compact if it is continuous and maps bounded sets to relatively compact sets. Let S,Q ⊂ E with
Q ⊂ Eˆ, a given subspace of E. Then ∂EˆQ will refer to the boundary of Q in Eˆ. We say S and ∂EˆQ link if wheneverΦ ∈ S and
Φ(t, ∂EˆQ ) ∩ S = ∅ for all t ∈ [0, 1], thenΦ(t,Q ) ∩ S ≠ ∅ for all t ∈ [0, 1].
Lemma 2.10 ([3, Theorem 5.29]). Let E be a real Hilbert space with E = E1 ⊕ E2 and Pi be the orthogonal projection onto
Ei, i = 1, 2. Assume that I ∈ C1(E,R) satisfies the PS condition, and
(1) I(u) = 12 ⟨Lu, u⟩ + b(u), where Lu = L1P1u+ L2P2u and Li : Ei → Ei is bounded and self-adjoint, i = 1, 2;
(2) the derivative operator Db is compact;
(3) there exist a subspace Eˆ ⊂ E, sets S ⊂ E1,Q ⊂ Eˆ, and constants σ > ω such that
(i) I|S ≥ σ ,
(ii) Q is bounded and I|∂EˆQ ≤ ω,
(iii) S and ∂EˆQ link.
Then I possesses a critical value c ≥ σ .
3. Homoclinic orbits in the superquadratic case
In this section, we investigate the existence of homoclinic orbits of Eq. (1.3) by variational principles Lemmas 2.8 and
2.9. Under assumptions (L) and (V1)–(V3), we shall show that Eq. (1.3) has at least one non-trivial homoclinic orbit. Further,
we shall show that Eq. (1.3) has infinitely many different homoclinic orbits under the assumption that V (t, x) is even with
respect to x.
Since V (t, x) is continuous, it follows from (V1) that V (t, 0) ≡ 0 for t ∈ Z.
By (3.3) in [7], we have the following inequality.
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Lemma 3.1. For any V (t, x) satisfying (V1), one has that for any t ∈ Z, x ∈ Rn,
V (t, x) ≥ V

t,
x
|x|

|x|µ ≥ Vinf |x|µ, |x| ≥ 1. (3.1)
Set
J(u) :=

t∈Z
V (t, u(t)), u ∈ l2. (3.2)
It follows from (V2) that V ′x(t, 0) ≡ 0 for t ∈ Z and there exists δ > 0 such that for any |x| ≤ δ,
V (t, x) ≤ |x|2. (3.3)
For any fixed u ∈ l2, there is a positive integer N such that |u(t)| ≤ δ for any |t| > N. This, together with (3.3), yields that
J(u) ≤

|t|≤N
V (t, u(t))+

|t|>N
|u(t)|2 <∞. (3.4)
So, J(u) is well defined on l2 if (V2) holds.
Now, we introduce the following functional on D(|T |1/2):
f (u) := g(u)− J(u), u ∈ D(|T |1/2), (3.5)
where g is specified in (2.13). It is evident that f (0) = 0. By (2.14), one has
f (u) = 1
2
(∥u+∥2∗ − ∥u−∥2∗)− J(u), ∀u ∈ D(|T |1/2). (3.6)
Lemma 3.2. If (L) and (V2) hold, then the functional f is C1 in the Hilbert space (D(|T |1/2), ⟨·, ·⟩0), and for any u, v ∈ D(|T |1/2),
D0f (u)v = ⟨|T |1/2Uu, |T |1/2v⟩2 − ⟨V ′x(·, u), v⟩2. (3.7)
Proof. The proof is divided into two parts.
Step 1. J is C1 in (l2, ⟨·, ·⟩2).
The method is similar to that used in the proof of Proposition 1.1 of [5]. For completeness, we now present its details.
By (V2), there is δ > 0 such that |V ′x(t, x)| ≤ |x| for any |x| < δ. For any u ∈ l2, there is a positive integer N such that|u(t)| < δ for any |t| > N . So,
∥V ′x(·, u)∥22 =

t∈Z
|V ′x(t, u(t))|2 =

|t|≤N
|V ′x(t, u(t))|2 +

|t|>N
|u(t)|2 < +∞, (3.8)
which means that V ′x(·, u) ∈ l2 for u ∈ l2.
Now, we show that J is Fréchet differentiable in (l2, ⟨·, ·⟩2), and
D2J(u)v = ⟨V ′x(·, u), v⟩2, u, v ∈ l2, (3.9)
where D2J(u) denotes the Fréchet derivative of J at u in (l2, ⟨·, ·⟩2).
Fix any u ∈ l2 and suppose ∥u∥2 = M . For any ϵ > 0, it follows from (V2) that there is ρ > 0 such that
|V ′x(t, x)| ≤
ϵ
3(M + 1) |x|, |x| < ρ. (3.10)
Since u ∈ l2, there is a positive integer N1 such that |u(t)| < ρ/2 for any |t| > N1. By the continuity of V ′x(t, x)with respect
to x, there is 0 < δ1 < min{ρ/2, 1} such that for any ψ ∈ l2 with ∥ψ∥2 ≤ δ1, |t|≤N1

V (t, u(t)+ ψ(t))− V (t, u(t))− ⟨V ′x(t, u(t)), ψ(t)⟩
 ≤ ϵ3∥ψ∥2. (3.11)
Obviously, for any ψ ∈ l2 with ∥ψ∥2 ≤ δ1, one has that
∥ψ∥∞ ≤ ∥ψ∥2 < ρ2 . (3.12)
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It follows from the mean value theorem, (3.10), and (3.12) that for any ψ ∈ l2 with ∥ψ∥2 ≤ δ1 and any |t| > N1, there is
0 < c < 1 such that
|V (t, u(t)+ ψ(t))− V (t, u(t))| = |⟨V ′x(t, u(t)+ cψ(t)), ψ(t)⟩|
≤ ϵ(|u(t)| + |ψ(t)|)
3(M + 1) |ψ(t)|,
which, together with the Hölder inequality, implies that
|t|>N1
|V (t, u(t)+ ψ(t))− V (t, u(t))| ≤ ϵ
3(M + 1)∥u+ ψ∥2∥ψ∥2
≤ ϵ
3(M + 1) (M + δ1)∥ψ∥2 ≤
ϵ
3
∥ψ∥2. (3.13)
It follows from (3.10) and the Hölder inequality that
|t|>N1
|⟨V ′x(t, u(t)), ψ(t)⟩| ≤
ϵ
3(M + 1)

|t|>N1
|u(t)| |ψ(t)| ≤ ϵ
3
∥ψ∥2. (3.14)
Hence, by (3.11), (3.13), and (3.14) one has that J is Fréchet differentiable at u in (l2, ⟨·, ·⟩2), and (3.9) holds.
Next, it is to show that D2J is continuous. Suppose that uk → u in (l2, ⟨·, ·⟩2). By (V2), for any ϵ > 0, there is a positive
integer N2 such that for any |t| > N2, and all sufficiently large k,
|V ′x(t, u(t))| ≤
ϵ
2
|u(t)|, |V ′x(t, uk(t))| ≤
ϵ
2
|uk(t)|,
which yields that
∥D2J(u)− D2J(uk)∥ = sup
∥v∥2=1
|(D2J(u)− D2J(uk))v|
= sup
∥v∥2=1
t∈Z ⟨V ′x(t, u(t))− V ′x(t, uk(t)), v(t)⟩

≤

t∈Z
|V ′x(t, u(t))− V ′x(t, uk(t))|2
1/2
≤

|t|≤N2
|V ′x(t, u(t))− V ′x(t, uk(t))|2
1/2
+ ϵ
2
(∥uk∥2 + ∥u∥2). (3.15)
Thus, D2J is continuous at u by the assumption that V ′x(t, x) is continuous with respect to x. Therefore, J is C1 in (l2, ⟨·, ·⟩2).
Step 2. J is C1 in (D(|T |1/2), ⟨·, ·⟩0).
Since (|T | + I)−1 is a bounded operator from l2 to D(|T |), one has that for any u, v ∈ D(|T |1/2),
⟨(|T | + I)−1u, v⟩0 = ⟨|T |1/2(|T | + I)−1u, |T |1/2v⟩2 + ⟨(|T | + I)−1u, v⟩2
= ⟨|T |(|T | + I)−1u, v⟩2 + ⟨(|T | + I)−1u, v⟩2
= ⟨u, v⟩2. (3.16)
Since J is Fréchet differentiable in l2, by (3.9), (3.16), and the fact that ∥v∥2 ≤ ∥v∥0 we have that for any u, v ∈ D(|T |1/2),
J(u+ v)− J(u) = D2J(u)v + o(∥v∥2) = ⟨(|T | + I)−1V ′x(·, u), v⟩0 + o(∥v∥0)
= ⟨V ′x(·, u), v⟩2 + o(∥v∥2) (3.17)
as ∥v∥0 → 0. It follows from (3.8) and (3.16) that
|⟨(|T | + I)−1V ′x(·, u), v⟩0| = |⟨V ′x(·, u), v⟩2| ≤ ∥V ′x(·, u)∥2∥v∥2 ≤ ∥V ′x(·, u)∥2∥v∥0.
Hence, J is Fréchet differentiable in (D(|T |1/2), ⟨·, ·⟩0), and
D0J(u)v = ⟨(|T | + I)−1V ′x(·, u), v⟩0, u, v ∈ D(|T |1/2). (3.18)
The rest is to show that D0J is continuous in (D(|T |1/2), ⟨·, ·⟩0). Suppose that uk → u in (D(|T |1/2), ⟨·, ·⟩0). Then uk → u in
(l2, ⟨·, ·⟩2). It follows from (3.15) and (3.16) that
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∥D0J(u)− D0J(uk)∥ = sup
∥v∥0=1
|(D0J(u)− D0J(uk))v|
= sup
∥v∥0=1
|⟨(|T | + I)−1(V ′x(·, u)− V ′x(·, uk)), v⟩0|
= sup
∥v∥0=1
|⟨V ′x(·, u)− V ′x(·, uk), v⟩2|
= sup
∥v∥0=1
t∈Z ⟨V ′x(t, u(t))− V ′x(t, uk(t)), v(t)⟩

≤ ∥D2J(u)− D2J(uk)∥2.
Since D2J is continuous in (l2, ∥ · ∥2),D0J is continuous in (D(|T |1/2), ⟨·, ·⟩0). Therefore, J is C1 in (D(|T |1/2), ⟨·, ·⟩0) and
D0J(u)v = ⟨(|T | + I)−1V ′x(·, u), v⟩0 = ⟨V ′x(·, u), v⟩2, u, v ∈ D(|T |1/2), (3.19)
where (3.17) and (3.18) have been used.
By Lemma 2.7, the above discussions, (2.22), and (3.19), f is C1 in (D(|T |1/2), ⟨·, ·⟩0), and (3.7) holds. Consequently, the
proof is complete. 
Theorem 3.1. Assume that L(t) satisfies (L) and V satisfies (V1), (V2), and (V3). Then, the functional f has a critical value in
(D(|T |1/2), ⟨·, ·⟩0). Furthermore, if V (t, x) is even with respect to x, then f has an unbounded sequence of critical values.
Proof. Lemmas 2.8 and 2.9 are used to prove this theorem. Let E = D(|T |1/2), X = (D−⊕D0)∩ E, Y = D+ ∩ E. It is evident
that E = X ⊕ Y and dim X < +∞.
The whole proof is divided into three parts.
Step 1. f satisfies the PS condition.
By Lemma 2.5, the two norms ∥ · ∥0 and ∥ · ∥∗ are equivalent, we will use the norm ∥ · ∥∗ in the following discussions for
convenience.
Let {vk}∞k=1 ⊂ D(|T |1/2) be a PS sequence for f ; that is,
{|f (vk)|}∞k=1 is bounded, ϵk = ∥D0f (vk)∥0 → 0 as k →+∞. (3.20)
In order to show that {vk}∞k=1 has a convergent subsequence in ∥·∥0, we first prove that {vk}∞k=1 is bounded in ∥·∥∗. It follows
from (V1) and (3.7) that
f (vk)− 12D0f (vk)vk =

t∈Z

1
2
⟨V ′x(t, vk(t)), vk(t)⟩ − V (t, vk(t))

≥ µ− 2
2

t∈Z
V (t, vk(t)). (3.21)
For any v = {v(t)}+∞t=−∞ ∈ D(|T |1/2), set
v(1)(t) =

v(t), if |v(t)| < 1,
0, otherwise; v
(2)(t) =

v(t), if |v(t)| ≥ 1,
0, otherwise.
Denote
v(1) = {v(1)(t)}+∞t=−∞, v(2) = {v(2)(t)}+∞t=−∞. (3.22)
Obviously, v = v(1) + v(2).
By (V1), (3.1), (3.20), and (3.21), there exists a positive constant C1 such that
C1(1+ ∥vk∥∗) ≥

t∈Z
V (t, vk(t)) ≥ Vinf

t∈Z
|v(2)k (t)|µ = Vinf∥v(2)k ∥µµ, (3.23)
where Vinf is specified in (V3). By noting that dim(D−⊕D0) < +∞ and all the norms on a finite-dimensional Banach space
are equivalent, there exists a positive constant C2 such that
∥v−k + v0k∥22 = ⟨v−k + v0k , vk⟩2 = ⟨v−k + v0k , v(1)k ⟩2 + ⟨v−k + v0k , v(2)k ⟩2
≤ ∥v−k + v0k∥5/4∥v(1)k ∥5 + ∥v−k + v0k∥µ∗∥v(2)k ∥µ
≤ C2∥v−k + v0k∥2(∥v(1)k ∥5 + ∥v(2)k ∥µ), (3.24)
which implies that
∥v−k + v0k∥2 ≤ C2(∥v(1)k ∥5 + ∥v(2)k ∥µ), (3.25)
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where vk = v−k + v0k + v+k , v−k ∈ D−, v0k ∈ D0, v+k ∈ D+. Obviously, there exists a positive constant C3 such that
∥v(1)k ∥55 =

t∈Z
|v(1)k (t)|5 ≤

t∈Z
|v(1)k (t)|2 ≤ ∥vk∥22 ≤ ∥vk∥20 ≤ C3∥vk∥2∗. (3.26)
By (3.23), (3.25), and (3.26), one has
∥v−k + v0k∥2 ≤ C2(C1/53 ∥vk∥2/5∗ + (C1/Vinf)1/µ(1+ ∥vk∥∗)1/µ).
So,
∥v−k + v0k∥22 ≤ 2C22 (C2/53 ∥vk∥4/5∗ + (C1/Vinf)2/µ(1+ ∥vk∥∗)2/µ).
This, together with the inequality that (1+ x)2/µ ≤ 1+ x2/µ for x ≥ 0, and the fact that all norms on a finite-dimensional
Banach space are equivalent, yields that there exist positive constants C4 and C5 such that
∥v−k + v0k∥2∗ ≤ C4∥v−k + v0k∥22 ≤ C5(1+ ∥vk∥4/5∗ + ∥vk∥2/µ∗ ). (3.27)
By (3.6) and (3.23), one has
∥v+k ∥2∗ = 2f (vk)+ ∥v−k ∥2∗ + 2

t∈Z
V (t, vk(t))
≤ 2f (vk)+ ∥v−k + v0k∥2∗ + 2C1(1+ ∥vk∥∗). (3.28)
This, together with (2.10), (3.20), and (3.27), implies that there exists a positive constant C6 such that
∥vk∥2∗ = ∥v+k ∥2∗ + ∥v−k + v0k∥2∗ ≤ C6(1+ ∥vk∥∗ + ∥vk∥4/5∗ + ∥vk∥2/µ∗ ). (3.29)
By µ > 2 and (3.29), it can be easily verified that {vk}∞k=1 is bounded in ∥ · ∥∗. Consequently, {vk}∞k=1 is bounded in ∥ · ∥0.
By Lemma 2.5, {vk}∞k=1 has a convergent subsequence in l2. Without loss of generality, suppose that {vk}∞k=1 is convergent
in l2. Next, we show that {vk}∞k=1 is a Cauchy sequence in ∥ · ∥∗. By (2.9), (3.7), and (3.20), it can be directly obtained that
∥v+m − v+k ∥2∗ = ⟨|T |1/2(v+m − v+k ), |T |1/2(v+m − v+k )⟩2
= ⟨|T |1/2U(vm − vk), |T |1/2(v+m − v+k )⟩2
= (D0f (vm)− D0f (vk))(v+m − v+k )+ ⟨V ′x(·, vm)− V ′x(·, vk), v+m − v+k ⟩2
≤ (ϵk + ϵm)∥v+m − v+k ∥0 + ⟨V ′x(·, vm)− V ′x(·, vk), v+m − v+k ⟩2. (3.30)
From (V2), there exists δ1 > 0 such that for any x ∈ Rn with |x| < δ1, |V ′x(t, x)| ≤ |x|. Since {vk}∞k=1 is convergent in l2, there
is a positive integer N1 such that
|vk(t)| < δ1, |t| ≥ N1, k ≥ 1. (3.31)
So,
|V ′x(t, vk(t))| ≤ |vk(t)|, |t| ≥ N1, k ≥ 1. (3.32)
Hence, we have that
|t|>N1
⟨V ′x(t, vm(t))− V ′x(t, vk(t)), v+m (t)− v+k (t)⟩ ≤

|t|>N1
|V ′x(t, vm(t))− V ′x(t, vk(t))| |v+m (t)− v+k (t)|
≤

|t|>N1
(|vm(t)| + |vk(t)|)|v+m (t)− v+k (t)|
≤ (∥vk∥2 + ∥vm∥2)∥v+m − v+k ∥2
≤ (∥vk∥2 + ∥vm∥2)∥v+m − v+k ∥0. (3.33)
By the continuity of V ′x(t, x)with respect to x, for any ϵ > 0, there exists a positive integer N2 such that
|t|≤N1
|V ′x(t, vm(t))− V ′x(t, vk(t))| |v+m (t)− v+k (t)| < ϵ, m, k ≥ N2. (3.34)
It can be easily verified by (3.30), (3.33), and (3.34) that {v+k }∞k=1 is a Cauchy sequence in ∥ · ∥∗, which, together with the fact
that dim(D−⊕D0) <∞, yields that {vk}∞k=1 has a convergent subsequence in ∥ · ∥∗. Consequently, {vk}∞k=1 has a convergent
subsequence in ∥ · ∥0. Hence, f satisfies the PS condition.
Step 2. There exist positive constants ρ and σ such that f |∂Bρ (0)∩Y ≥ σ .
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By (V2), there exists ρ > 0 such that for any |x| ≤ ρ, |V (t, x)| ≤ |x|2/(4µ0), t ∈ Z, where µ0 is specified in (2.11). So,
by (2.11), (2.12), and (3.6) one has that for any v ∈ ∂Bρ(0) ∩ Y , v = v+, ∥v∥2 ≤ ∥v∥0 = ρ, and
f (v) = 1
2
∥v∥2∗ −

t∈Z
V (t, v(t)) ≥ 1
2
∥v∥2∗ −
1
4µ0

t∈Z
|v(t)|2
≥ 1
2
∥v∥2∗ −
1
4
∥v∥2∗ ≥
1
4(1+ µ0)∥v∥
2
0 = σ ,
where σ = ρ2/(4(1+ µ0)).
Step 3. For any k ∈ N, there exists rk > 0 such that
f (u) ≤ 0, ∀u ∈ Dk with ∥u∥0 ≥ rk, (3.35)
where Dk = D− ⊕ D0 ⊕ span{en2+1, . . . , en2+k}. It is evident that Dk ⊂ D(|T |1/2).
It follows from (V1), (V3), and (3.1) that
V (t, x) ≥ Vinf(|x|µ − |x|2), ∀t ∈ Z, x ∈ Rn. (3.36)
So, by (3.6) we have
f (u) ≤ 1
2
(∥u+∥2∗ − ∥u−∥2∗)+ Vinf(∥u∥22 − ∥u∥µµ).
Again by the fact that all the norms on a finite-dimensional Banach space are equivalent, there are positive constants
C7, C8, C9, and C10, such that,
f (u) ≤ C7∥u∥2∗ − C8∥u∥µ∗ ≤ C9∥u∥20 − C10∥u∥µ0 , u ∈ Dk, (3.37)
which, together with µ > 2, implies that there is rk > 0 such that (3.35) holds.
By Remark 2.1 and (3.35) with k = 1, condition (2) in Lemma 2.8 holds. Hence, f has a critical value c ≥ σ by Lemma 2.8.
With similar arguments to those used in (3.35), (3.36), and (3.37), one can show that condition (2) in Lemma 2.9 holds.
Therefore, the conclusions of this theorem follow from Lemmas 2.8 and 2.9. This completes the whole proof. 
Now, we turn to the proof of Theorem 1.1.
Proof of Theorem 1.1. By Theorem 3.1, f has a critical point w ∈ D(|T |1/2) such that f (w) ≥ σ , and D0f (w) = 0. Thus, by
Lemma 3.2, we have
Uw − (|T | + I)−1Uw − (|T | + I)−1V ′x(·, w) = 0. (3.38)
Since (|T |+ I)−1 is an operator from l2 to D(|T |), one has that Uw ∈ D(|T |) = D(T ) by (3.38). Letw = w−+w0+w+, w− ∈
D−, w0 ∈ D0, w+ ∈ D+. It follows from (2.9) that Uw = w+ − w−, which, together with w− ∈ D(T ), implies that
w+ = Uw + w− ∈ D(T ). Hence,w = w− + w0 + w+ ∈ D(T ). So, by (3.38),
(|T | + I)Uw − Uw − V ′x(·, w) = 0;
that is,
Tw − V ′x(·, w) = 0.
This, together with the fact that f (w) ≥ σ , implies thatw is a non-trivial homoclinic orbit of Eq. (1.3).
Further, if V (t, x) is even with respect to x, then f has infinitely many different critical points by Theorem 3.1. Therefore,
Eq. (1.3) possesses infinitely many different non-trivial homoclinic orbits. This completes the proof. 
Remark 3.1. Assumption (L) in Theorem 1.1 relaxes the assumption that L(t) is positive definite for any t ∈ Z in [18], in
which n = 1.
4. Homoclinic orbits in the subquadratic case
In this section, we study the existence of homoclinic orbits of Eq. (1.3) with the linking theorem, i.e., Lemma 2.10. Under
assumptions (Lα), and (V3)–(V7), we shall show that Eq. (1.3) has at least one non-trivial homoclinic orbit.
By (4.1) and (4.2) in [7], we have the following result.
Lemma 4.1. If (V4) and (V5) hold, then there is b1 > 0 such that
Vinf|x|β ≤ V (t, x) ≤ b1|x|1+τ , x ∈ Rn with |x| ≤ 1, t ∈ Z; (4.1)
if (V4), (V6), and (V7) hold, then there is b2 > 0 such that
b2|x|γ ≤ V (t, x) ≤ Vsup|x|β , x ∈ Rn with |x| ≥ 1, t ∈ Z. (4.2)
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If (V5) holds, then J is well-defined on D(|T |1/2), where J is defined in (3.2). In fact, it follows from Lemma 2.5 that
∥u∥1+τ ≤ C1+τ∥u∥0, u ∈ D(|T |1/2). (4.3)
For any given u ∈ D(|T |1/2), there is a positive integer N such that |u(t)| ≤ 1 for any |t| > N . Thus, if (V5) holds, by (4.1)
and (4.3) one has that
J(u) ≤

|t|≤N
V (t, u(t))+ b1

|t|>N
|u(t)|1+τ < +∞,
which yields that J(u) is well defined on D(|T |1/2).
Now, we introduce the following functional defined on D(|T |1/2):
h(u) = J(u)− g(u), u ∈ D(|T |1/2), (4.4)
where g is specified in (2.13). By (2.14) one has that
h(u) = J(u)− 1
2
(∥u+∥2∗ − ∥u−∥2∗). (4.5)
Lemma 4.2. If (Lα) and (V5) hold, then the functionals J and h are C1 in the Hilbert space (D(|T |1/2), ⟨·, ·⟩0).
Proof. Since (Lα) holds, so does (L). By Lemma 2.7, g is C1 in (D(|T |1/2), ⟨·, ·⟩0). So, it suffices to show that J is C1 in
(D(|T |1/2), ⟨·, ·⟩0), and (3.19) holds.
Fix any u ∈ D(|T |1/2). There is a positive integer N such that |u(t)| < r1/2 for any |t| > N . It is obvious that for any
v ∈ D(|T |1/2), ∥v∥∞ ≤ ∥v∥2 ≤ ∥v∥0. So, for any v ∈ D(|T |1/2) with ∥v∥0 < r1/2, it follows from (V5) and the mean value
theorem that for any |t| > N ,
|V (t, u(t)+ v(t))− V (t, u(t))− ⟨V ′x(t, u(t)), v(t)⟩| = |⟨V ′x(t, u(t)+ cv(t)), v(t)⟩ − ⟨V ′x(t, u(t)), v(t)⟩|,
≤ |V ′x(t, u(t)+ cv(t))− V ′x(t, u(t))| |v(t)|
≤ a1(|u(t)+ cv(t)|τ + |u(t)|τ )|v(t)|
≤ 2a1(|u(t)|τ + |v(t)|τ )|v(t)|, (4.6)
where 0 ≤ c ≤ 1 and 0 < τ < 1 have been used.
If α < 1, choose a constant 2/(τ(1 + α)) < r < 2/(1 − α); if α ≥ 1, choose 2 < r < ∞. From the Hölder inequality,
(4.6) and Lemma 2.5, there is a positive constant C1 such that|t|>N[V (t, u(t)+ v(t))− V (t, u(t))− ⟨V ′x(t, u(t)), v(t)⟩]
 ≤ 2a1

|t|>N
|u(t)|rτ
1/r
∥v∥r∗ + ∥v∥1+τ1+τ

≤ C1

|t|>N
|u(t)|rτ
1/r
∥v∥0 + ∥v∥1+τ0

. (4.7)
For any given ϵ > 0, if N is sufficiently large and δ0 is a sufficiently small positive constant, then for any v ∈ D(|T |1/2)with
∥v∥0 ≤ δ0,
C1

|t|>N
|u(t)|rτ
1/r
∥v∥0 + ∥v∥1+τ0

<
ϵ
2
∥v∥0,
which, together with (4.7), implies that|t|>N[V (t, u(t)+ v(t))− V (t, u(t))− ⟨V ′x(t, u(t)), v(t)⟩]
 < ϵ2∥v∥0. (4.8)
Fix the above N . It follows from the continuity of V ′x(t, ·) that there is 0 < δ ≤ δ0 such that for any v ∈ D(|T |1/2) with∥v∥0 ≤ δ,|t|≤N[V (t, u(t)+ v(t))− V (t, u(t))− ⟨V ′x(t, u(t)), v(t)⟩]
 ≤ ϵ2∥v∥0. (4.9)
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Thus, by (4.8) and (4.9), for any given ϵ > 0, there exists δ > 0 such that for any v ∈ D(|T |1/2)with ∥v∥0 < δ,t∈Z [V (t, u(t)+ v(t))− V (t, u(t))− ⟨V ′x(t, u(t)), v(t)⟩]
 ≤ ϵ∥v∥0. (4.10)
Hence, it follows from (3.16) and (4.10) that J is Fréchet differentiable at u in (D(|T |1/2), ⟨·, ·⟩0), and (3.19) holds.
Further, for any {uk}∞k=1 ⊂ D(|T |1/2), u ∈ D(|T |1/2) with limk→∞ uk = u in ∥ · ∥0, it is evident that limk→∞ uk = u in l2.
For any ϵ > 0, there are two positive integers K0 and N by (V5) such that for any k ≥ K0,
|t|>N
|V ′x(t, uk(t))− V ′x(t, u(t))|2 ≤ a2

|t|>N
(|uk(t)|τ + |u(t)|τ )2
≤ 2a2

|t|>N
(|uk(t)|2τ + |u(t)|2τ ) < ϵ
2
2
. (4.11)
For the above N , there is a positive integer K ≥ K0 such that for any k ≥ K ,
|t|≤N
|V ′x(t, uk(t))− V ′x(t, u(t))|2 <
ϵ2
2
. (4.12)
With a similar argument to that in (3.15), one can show that D0J is continuous in (D(|T |1/2), ⟨·, ·⟩0) by (4.11) and (4.12).
Therefore, h is C1 in (D(|T |1/2), ⟨·, ·⟩0), and for any u, v ∈ D(|T |1/2),
D0h(u)v = ⟨(|T | + I)−1V ′x(·, u)− (I − (|T | + I)−1)Uu, v⟩0,
= ⟨V ′x(·, u), v⟩2 − ⟨|T |1/2Uu, |T |1/2v⟩2. (4.13)
This completes the whole proof. 
Theorem 4.1. Assume that (Lα) and (V3)–(V7) hold. Then, the functional h has a positive critical value in (D(|T |1/2), ⟨·, ·⟩0).
Proof. Lemma2.10 is used to prove this theorem. Let E = D(|T |1/2), E1 = D−⊕D0⊕span{en2+1}, E2 = E⊥1 . Then E = E1⊕E2.
Let P1 and P2 be the orthogonal projections onto E1 and E2, separately. The whole proof is divided into six steps.
Step 1. Let L1 = −U, L2 = −I , and b(u) = J(u)+ 12 ⟨Uu, u⟩2. Then
h(u) = 1
2
⟨Lu, u⟩0 + b(u), Lu = L1P1u+ L2P2u, u ∈ D(|T |1/2). (4.14)
In fact, for any u ∈ E, let u = u− + u0 + u+, u+ = u1 + u2, where u− ∈ D−, u+ ∈ D+, u1 ∈ span{en2+1}, u2 ∈
span{en2+2, . . .} ∩ E. Then P1u = u− + u0 + u1 and P2u = u2. So, by (2.9) one has that
⟨|T |1/2Uu, |T |1/2u⟩2 + ⟨Uu, u⟩2 = ⟨|T |1/2(u+ − u−), |T |1/2u⟩2 + ⟨u+ − u−, u⟩2
= ⟨|T |1/2(u1 + u2 − u−), |T |1/2u⟩2 + ⟨u1 − u−, u⟩2 + ⟨u2, u⟩2
= ⟨|T |1/2(u1 − u−), |T |1/2u⟩2 + ⟨UP1u, u⟩2 + ⟨|T |1/2u2, |T |1/2u⟩2 + ⟨P2u, u⟩2
= ⟨UP1u, u⟩0 + ⟨P2u, u⟩0.
So, (4.14) holds. It can be easily verified that Li : Ei → Ei is bounded and self-adjoint by Lemma 2.3.
Step 2. D0J and D0b is compact.
D0J is continuous by Lemma 4.2. So it suffices to show that the image of any bounded subset of D(|T |1/2) is relatively
compact in (D(|T |1/2), ∥ · ∥0) under D0J . Fix any bounded subset W ⊂ D(|T |1/2). It follows from Lemma 2.5 that W is
relatively compact in l2τ . So, there is a sequence {uk}∞k=1 ⊂ W such that limk→∞ uk = u in l2τ . So,
∥D0J(um)− D0J(uk)∥ = sup
∥v∥0=1
|(D0J(um)− D0J(uk))v|
= sup
∥v∥0=1
|⟨V ′x(·, um)− V ′x(·, uk), v⟩2|
≤ ∥V ′x(·, um)− V ′x(·, uk)∥2. (4.15)
With similar arguments to those in (4.11) and (4.12), one can get that {D0J(uk)}∞k=1 is a Cauchy sequence, which yields that
it is convergent in ∥ · ∥0. Therefore, D0J is compact.
Now, it is to show that D0b is compact.
By the proof of Lemma 4.2, (3.19) holds. It is easy to show that ⟨Uu, u⟩2/2 is C1 in (D(|T |1/2), ∥ · ∥0). This, together with
a similar method used in the proof of Lemma 2.7 and (3.16), yields that b is C1 in (D(|T |1/2), ⟨·, ·⟩0), and
D0b(u)v = ⟨(|T | + I)−1(V ′x(·, u)+ Uu), v⟩0 = ⟨V ′x(·, u)+ Uu, v⟩2, u, v ∈ D(|T |1/2).
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So we only need to show that the image of any bounded subset of D(|T |1/2) is relatively compact in (D(|T |1/2), ∥ · ∥0) under
D0b. Fix any bounded subsetW ⊂ D(|T |1/2). By Lemma 2.5,W is relatively compact in both l2τ and l2. So, there is a sequence
{uk}∞k=1 ⊂ W such that limk→∞ uk = u in both l2τ and l2. So,
∥D0b(um)− D0b(uk)∥ = sup
∥v∥0=1
|(D0b(um)− D0b(uk))v|
= sup
∥v∥0=1
|⟨V ′x(·, um)− V ′x(·, uk)+ Uum − Uuk, v⟩2|
≤ ∥V ′x(·, um)− V ′x(·, uk)∥2 + ∥Uum − Uuk∥2
≤ ∥V ′x(·, um)− V ′x(·, uk)∥2 + ∥um − uk∥2. (4.16)
With similar arguments to those used in (4.11) and (4.12), one can show that {D0b(uk)}∞k=1 is a Cauchy sequence, which
yields that it is convergent in ∥ · ∥0. Therefore, D0b is compact.
Step 3. h satisfies the PS condition.
Suppose that {vk}∞k=1 ⊂ D(|T |1/2) is a PS sequence; that is,
{|h(vk)|}∞k=1 is bounded, ϵk = ∥D0h(vk)∥0 → 0 as k →+∞. (4.17)
To show that {vk}∞k=1 has a convergent subsequence in ∥ · ∥0, we first prove that {vk}∞k=1 is bounded in ∥ · ∥∗. It follows from
(4.13) and (V4) that
h(vk)− 12D0h(vk)vk =

t∈Z

V (t, vk(t))− 12 ⟨V
′
x(t, vk(t)), vk(t)⟩

≥

1− β
2

t∈Z
V (t, vk(t)), (4.18)
which, together with (4.1), (4.2), and (4.17), yields that there exists a positive constant C2 such that
C2(1+ ∥vk∥∗) ≥

t∈Z
V (t, vk(t)) ≥ Vinf∥v(1)k ∥ββ + b2∥v(2)k ∥γγ , (4.19)
where v(1)k and v
(2)
k are specified in (3.22).
By noting dim(D− ⊕ D0) < +∞ and a similar method to that used in (3.25), it can be concluded that there is a positive
constant C3 such that
∥v−k + v0k∥2 ≤ C3(∥v(1)k ∥β + ∥v(2)k ∥γ ),
where vk = v−k + v0k + v+k , v−k ∈ D−, v0k ∈ D0, v+k ∈ D+. Hence, it follows from (4.19) and a similar method to that used in
(3.27) that there is a positive constant C4 such that
∥v−k + v0k∥2∗ ≤ C4(1+ ∥vk∥2/β∗ + ∥vk∥2/γ∗ ). (4.20)
Thus, by (4.5), (2.10), (4.19), and (4.20), there is a positive constant C5 such that
∥vk∥2∗ = ∥v+k ∥2∗ + ∥v−k + v0k∥2∗
= 2

t∈Z
V (t, vk(t))+ ∥v−k ∥2∗ − 2h(vk)+ ∥v−k + v0k∥2∗
≤ C5(1+ ∥vk∥∗ + ∥vk∥2/β∗ + ∥vk∥2/γ∗ ). (4.21)
This, together with the fact β > 1 and γ > 1, yields that {∥vk∥∗}∞k=1 is a bounded sequence.
With a similar argument to that in Step 1 of the proof of Theorem 3.1, and by the fact that D0J is compact, one can show
that {vk}∞k=1 has a convergent subsequence in ∥ · ∥0. Hence, h satisfies the PS condition.
Step 4. Construct a subset S ⊂ E1 such that h|S ≥ σ for some constant σ > 0.
Set e = en2+1. For any u ∈ D(|T |1/2), by (4.1) and (4.2) one has
J(u) ≥ Vinf∥u(1)∥ββ + b2∥u(2)∥γγ , (4.22)
where u(1) and u(2) are defined in (3.22) with v replaced by u.
For any 0 < c ≤ 1 and u = u− + u0 + ce, it follows from the Hölder inequality that
c2 = ⟨ce, ce⟩ = ⟨ce, u⟩ = ⟨ce, u(1)⟩ + ⟨ce, u(2)⟩
≤ c(∥e∥β∗∥u(1)∥β + ∥e∥γ ∗∥u(2)∥γ )
≤ C6c(∥u(1)∥β + ∥u(2)∥γ ),
where C6 is a positive constant derived from the equivalence of different norms on span{e}.
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So,
c ≤ C6(∥u(1)∥β + ∥u(2)∥γ ).
If ∥u(1)∥β > ∥u(2)∥γ , then
cβ ≤ (2C6)β∥u(1)∥ββ ≤
1
Vinf
(2C6)β J(u);
and if ∥u(1)∥β ≤ ∥u(2)∥γ , then
cβ ≤ cγ ≤ (2C6)γ ∥u(2)∥γγ ≤
1
b2
(2C6)γ J(u),
which, together with (4.5), yields that there exists a positive constant C7 such that
h(u) ≥ C7cβ − 12λn2+1c
2 + 1
2
∥u−∥2 ≥ c2

C7cβ−2 − 12λn2+1

. (4.23)
By noting that β < 2, there are s0 > 0 and σ > 0 such that
h(u) ≥ σ , u ∈ D− ⊕ D0 + s0e. (4.24)
Set
S := D− ⊕ D0 + s0e. (4.25)
It follows from (4.24) that
h|S ≥ σ . (4.26)
Step 5. Construct a bounded subset Q ⊂ Eˆ := D+ ∩ E such that h|∂EˆQ ≤ ω for some positive constant ω < σ .
We claim that h(u)→−∞ as ∥u∥∗ →∞ for u ∈ D+ ∩ D(|T |1/2). In fact, it follows from (4.1) and (4.2) that
V (t, x) ≤ C8(|x|1+τ + |x|β), t ∈ Z, x ∈ Rn.
By (2+ α)/(1+ α) < 1+ τ ≤ β < 2 and Lemma 2.6, one has that for u ∈ D+ ∩ D(|T |1/2),
h(u) ≤ C8(∥u∥1+τ∗ + ∥u∥β∗ )−
1
2
∥u∥2∗ →−∞ as ∥u∥∗ →∞. (4.27)
So, there are two positive constants r > s0 and ω with ω < σ such that
h(u) ≤ ω, u ∈ ∂Br(0) ∩ D+ ∩ E. (4.28)
Set
Q := Br(0) ∩ Eˆ. (4.29)
Obviously, Q is bounded. It follows from (4.28) that
h|∂EˆQ ≤ ω < σ. (4.30)
Step 6. S and ∂EˆQ link.
Fix anyΦ ∈ S satisfyingΦ(t, ∂EˆQ ) ∩ S = ∅ for all t ∈ [0, 1]. In order to showΦ(t,Q ) ∩ S ≠ ∅, it suffices to show that
for any t ∈ [0, 1], there is w(t) ∈ Q such that Φ(t, w(t)) ∈ S; that is, PeΦ(t, w(t)) = s0e, P2Φ(t, w(t)) = 0, where Pe is
the orthogonal projection of D(|T |1/2) onto span{e}. For any u ∈ E2, r ∈ R, set
Ψ (t, (r, u)) := (PeΦ(t, re+ u), P2Φ(t, re+ u)), t ∈ [0, 1].
By contradiction and the fact that Φ(t, ∂EˆQ ) ∩ S = ∅, it can be easily verified that PD+Φ(t, ∂EˆQ ) ∩ PD+S = ∅,
where PD+ is the orthogonal projection of l2 onto D+. This, together with the fact that Q is an open set of Eˆ, implies that
the Leray–Schauder degree deg(Ψ (t, ·),Q , (s0, 0)) is well-defined in the Hilbert space Eˆ. So, by the homotopy invariance
theorem of Leray–Schauder degree one has
deg(Ψ (t, ·),Q , (s0, 0)) = deg(Ψ (0, ·),Q , (s0, 0)) = deg(I,Q , (s0, 0)) = 1. (4.31)
Hence, PD+Φ(t,Q )∩ PD+S ≠ ∅ for all t ∈ [0, 1]. This yields thatΦ(t,Q )∩ S ≠ ∅ for all t ∈ [0, 1]. Therefore, S and ∂EˆQ link.
Based on the above discussions, all the assumptions of Lemma 2.10 hold. Therefore, by Lemma 2.10, h has a critical point
w such that h(w) ≥ σ . This completes the whole proof. 
Proof of Theorem 1.2. Theorem 1.2 can be shown by using a similar method used in the proof of Theorem 1.1 in Section 3.
Its details are omitted. 
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5. Examples
In this section, we give two examples to illustrate the results of Theorems 1.1 and 1.2.
Example 5.1. Let n = 1; L(t) = −t for |t| ≤ 100, and L(t) = |t|1/5 for |t| > 100; and V (t, x) = |2− cos(3t)|x4.
Obviously, for any t ∈ Z, V (t, ·) ∈ C1(R,R), V (t, x) is even with respect to x, V (t, 0) ≡ 0, and V ′x(t, 0) ≡ 0. It can be
easily verified that assumptions (L) and (V1)–(V3) are satisfied. Therefore, Eq. (1.3) has infinitelymanynon-trivial homoclinic
orbits in this case by Theorem 1.1.
Example 5.2. Let n = 1; L(t) = −t for |t| ≤ 100, and L(t) = t2 for |t| > 100; V (t, x) = |2− cos(3t)|x8/5.
It is evident that for any t ∈ Z, V (t, ·) ∈ C1(R,R), V (t, 0) ≡ 0, and V ′x(t, 0) ≡ 0. It can be easily verified that assumptions
(Lα) with α = 0.5 and (V3)–(V7) are satisfied. Therefore, Eq. (1.3) has at least one non-trivial homoclinic orbit in this case
by Theorem 1.2.
Note that V (t, x) does not satisfy assumptions (V1) and (V2). So Theorem 1.1 is not available for Example 5.2.
Remark 5.1. It is noticed that Theorems 3.1 and 3.2 in [18] and Theorems 1.1–1.3 in [17] require that L(t) is a real symmetric
positive definite matrix for all t ∈ Z. Hence, all these existing results cannot be applied to these examples, demonstrating
the differences of our results compared with the existing results.
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