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ABSTRACT 
Colonoscopy is an important screening tool for colorectal cancer. During a colonoscopic proce-
dure, a tiny video camera at the tip of the endoscope generates a video signal of the internal mucosa 
of the colon. The video data are displayed on a monitor for real-time analysis by the endoscopist. We 
call videos captured from colonoscopic procedures colonoscopy videos. Because these videos possess 
unique characteristics, new types of semantic units and parsing techniques are required. In this pa-
per, we introduce a new analysis approach that includes (a) a new definition of semantic unit - scene 
(a segment of visual and audio data that correspond to an endoscopic segment of the colon); (b) a 
novel scene segmentation algorithm using audio and visual analysis to recognize scene boundaries. 
We design a prototype system to implement the proposed approach. This system also provides the 
tools for video/image browsing. The tools enable the users to quickly locate and browse scenes of 
interest. Experiments on real colonoscopy videos show the effectiveness of our algorithms. The pro-
posed techniques and software are useful (1) for post-procedure reviews, (2) for developing an effective 
content-based retrieval system for colonoscopy videos to facilitate endoscopic research and education, 
and (3) for development of a systematic approach to assess endoscopists' procedural skills. 
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CHAPTER 1 INTRODUCTION 
1.1 Problem Statement 
Colorectal cancer is the second leading cause of all cancer deaths behind lung cancer in the United 
States [15]. As the name implies, colorectal cancers are malignant tumors that develop in the colon and 
rectum. The survival rate is higher if the cancer is found and treated early before metastasis to lymph 
nodes or other organs occurs. 
Colonoscopy is rapidly becoming the single most important endoscopic screening modality for 
colorectal cancer. This is because colonoscopy allows for inspection of the entire colon and provides 
the ability to perform a number of therapeutic operations (e.g., polyp removal) during a single proce-
dure. A sequence of images of the colon generated during endoscopic procedures provides invaluable 
information for colorectal research. However, these images are not typically captured for real-time or 
post-procedure reviews and analysis . For instance, a polypoid lesion may be present on a few images, 
but not recognized as such by the endoscopist during the procedure. Or, the mucosa] pattern is abnor-
mal, especially compared to a prior endoscopy, but the change is not recognized because a different 
endoscopist performed the prior procedure. 
Despite a large body of knowledge in medical image analysis, very little research has been con-
ducted to analyze colonoscopy videos or to provide a user-friendly and efficient access to important 
images and video segments from such videos. Techniques for guiding a colonoscope [44, 38, 27] dur-
ing a colonoscopic procedure, development of colonoscope hardware [11, 26, 31], analysis of images 
from biopsies of colon tissues [48, 18, 43], classification and identification of colonic carcinoma us-
ing microscopic images [13], detection of tumor in endoscopic videos [25], and virtual colonoscopy 
[28, 8, 29, 17, 41, 23] have been investigated. In virtual colonoscopy, Computer Assisted Tomogra-
phy cross-sectional images are taken of the abdomen of a patient, and a virtual colon is reconstructed 
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from these images. Virtual colonoscopy is still in its infancy. Actual colonoscopic procedures are still 
needed for definitive examinations, histologic sampling and therapeutic procedures. 
Video parsing is the first important step to provide efficient content-based access to important im-
ages and video segments in a large video database. The goal of video parsing is to structure a video into 
important semantic units. Recent years have seen many video parsing techniques for produced videos 
(i.e., news, sports, movies, etc.). None were developed for videos generated from endoscopic devices. 
For produced videos, a shot is defined as a collection of frames (still images) recorded in a single cam-
era operation [54, 57]. A scene is a high-level, meaningful aggregate of shots. Many shot segmentation 
techniques have been proposed in recent years. Scene segmentation is typically performed after frames 
are grouped into shots. Existing scene segmentation techniques [54, 58, 21, 9, 32, 47, 37] utilize visual 
and/or audio properties and unique patterns of produced videos to cluster shots into scenes. 
The existing video parsing paradigm are not suitable for videos captured from endoscopic proce-
dures such as colonoscopy videos due to the following. First, the application of the previous definitions 
of shots and scenes to colonoscopy videos will result in only one shot and one scene per video since the 
camera at the tip of the endoscope remains on throughout the entire procedure. Hence, new types of 
semantic units along with new video parsing approach are needed. Second, colonoscopy videos contain 
many blurry frames (the average is about 373 of the total number of frames in a video) due to frequent 
shifts of camera position while moving along the colon. Current endoscopes are equipped with a sin-
gle, wide-angle Jens that cannot be focused. Sharpness, brightness and contrast of the image therefore 
are optimized by keeping the Jens clean of interfering material (through a water jet across the lens), 
removal of stool and light scattering substances (via irrigation with water, suction of cleansing material 
and water, and dispersal of air bubbles), minimal tip movement, appropriate distance from the mucosa! 
surface area, a somewhat tangential illumination of the mucosa to prevent direct light reflexes, and 
appropriate light intensity and color settings of the instrument (through balancing of equipment prior 
to entering the patient). These blurry frames do not contain useful information. Lastly, colonoscopy 
videos do not have prominent visual patterns such as those used in existing scene segmentation for 
produced videos. For instance, one common strategy of scene segmentation techniques for news and 
movies is to detect shot-reverse-shot, which is the repetition and interleaving of shots. 
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1.2 Proposed Approach 
To address the colonoscopy video parsing problem, we propose a new audio-visual analysis ap-
proach. This approach includes (i) a new definition of scene; (ii) a novel scene segmentation algorithm 
based on audio and video analysis. We design parsing and browsing tools to implement the proposed 
algorithm and provide a user-friendly interface for users to browse colonoscopy videos. The perfor-
mance assessment of these new algorithms yields satisfactory results . In our experiments on twenty 
colonoscopy videos, the scene segmentation technique offers the average precision and recall of over 
933 and 853 , respectively. 
1.3 Organization 
The remainder of this paper is organized as follows. Chapter 2 provides background on colonoscopy 
and video parsing for produced videos. Chapter 3 presents our new parsing approach in detail. We in-
troduce the performance study and design of our parsing and browsing tools in Chapter 4. Finally, we 
offer our concluding remarks and future work in Chapter 5. 
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CHAPTER2 BACKGROUND 
2.1 Background on Colonoscopy and Colonoscopy Videos 
The colon is a hollow, muscular tube about 6 feet long, as illustrated in Figure 2.1. A normal 
colon consists of six parts: cecum with appendix, ascending colon, transverse colon, descending colon, 
sigmoid and rectum. Some parts may be missing due to prior surgeries. 
Figure 2.1 The colon endoscopic segments: 1-cecum, 2-ascending colon, 3-trans-
verse colon, 4-descending colon, 5-sigmoid, 6-rectum 
Colonoscopy is a procedure that allows for inspection of the entire colon. Prior to colonoscopic 
procedures, patients are asked to cleanse the colon. A clean colon facilitates a safe and complete 
procedure. Under optimal conditions, all parts of the colon and the terminal ileum are inspected. During 
the colonoscopic procedure, a flexible endoscope (a flexible tube with a tiny video camera at the tip) 
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is advanced under direct vision via the anus into the rectum and then gradually into the most proximal 
part of the colon or the terminal ileum. Colonoscopy allows inspection of the colonic mucosa and 
provides the ability to perform a number of therapeutic operations during a single procedure. Although 
colonoscopy currently is used most frequently for the detection of pre-malignant (polyps) or malignant 
colonic lesions, colonoscopy has a number of other diagnostic and therapeutic applications. These 
include inspection of the mucosa of the colon and terminal ileum for inflammatory or hemorrhagic 
lesions, diagnostic tissue sampling, ablation of polypoid lesions, treatments of hemorrhagic lesions and 
decompression of distended colonic segments. 
During a colonoscopic procedure, the tiny video camera at the tip of the instrument generates a 
sequence of images (frames) of the internal mucosa of the colon. These frames are displayed on a 
monitor. The endoscopist interprets the displayed video and acts based on his/her knowledge regarding 
the condition of the patient combined with his/her colonoscopic expertise. The entire procedure typi-
cally lasts between 20 and 45 minutes, depending on the patients' condition, age, pain perception and 
colonic preparation prior to the procedure. For instance, thin, elderly patients typically have a floppy 
colon that is prone to loop formation. Fat, young patients on the other hand tend to have a straight 
colon that is easier to intubate. 
A colonoscopic procedure consists of two phases. During the insertion phase, the endoscopist 
rapidly advances the tip of the endoscope to the most proximal location possible (cecum or terminal 
ileum). Frequently, but not always, the endoscopist is able to identify important anatomic landmarks 
such as the end of the sigmoid, the splenic flexure and the hepatic flexure. Careful mucosa] examina-
tion, biopsy and therapeutic operations are typically performed during the withdrawal phase when the 
endoscope is gradually withdrawn. The endoscopist may take pictures of normal or abnormal mucosa 
of a certain part of the colon for educational purposes or to document the extent of the procedure or 
specific findings. However, the endoscopist may miss important information during the procedure. For 
instance, the mucosa! pattern is abnormal, especially compared to a prior colonoscopy, but the change 
is not recognized because a different endoscopist performed the prior procedure. Or, the endoscopist 
does not have the knowledge or experience to recognize an abnormality. At presence, video signals 
generated during endoscopic procedures are typically not recorded. Recent advances in video com-
7 
pression and capturing hardware and software present an excellent opportunity to record these videos 
in a digital format for real-time and post-procedure analysis for early detection and diagnosis of dis-
ease. In this thesis, we refer to the videos captured from colonoscopic procedures as "colonoscopy 
videos". 
2.2 Background on Content-based Video Parsing for Produced Videos 
Content-based video retrieval is a promising paradigm that lets users browse and retrieve desired 
video segments quickly. This paradigm requires effective automatic video parsing techniques since 
manual segmentation is very time consuming (i.e., ten hours of work for one hour of video [3]). Existing 
video parsing typically divides a video file into shots defined as a contiguous sequence of video frames 
recorded from a single camera operation. High-level aggregates of relevant shots termed scenes are 
then generated for browsing and retrieval. Scenes are important as (i) users are more likely to recall 
important events rather than a particular shot or frame [21]; and (ii) the number of shots may be too 
large for effective browsing (e.g., about 600-1500 shots for a typical film). A typical automatic video 
parsing involves three important steps. The first step is shot boundary detection (SBD ). A shot boundary 
is declared if a dissimilarity measure between consecutive frames exceeds a threshold. Examples of 
recent SBD techniques are [58, 2, 56, 57, 53, 42, 14, 12, 35]. The second step is key-frame selection 
that extracts one or more frames that best represent the shot, termed key-frame(s) or each shot. The 
third step is scene segmentation. 
Current research efforts on SBD focus on detection of three types of transitions: hard cut, fade, and 
dissolve. Here we briefly introduce these three techniques as follows. 
Hard Cut Detection: A hard cut is a direct concatenation of two shots, which indicates a temporal 
visual discontinuity in the video. Existing hard cut detection algorithms detect significant changes in 
either intensity/color histograms [50, 55, 36] or edge pixels [40] or motions [22] between consecutive 
frames. For example, if the changes is over a threshold, a shot boundary is declared. 
Fade Detection: A production model of a fade sequence S(x, y , t) of duration T is defined as 
the scaling of pixel intensities/color of a video sequence S1 (x, y, t) by a temporally monotone scaling 
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function f ( t) [20]. 
S(x, y , t) = f (t) x Si(x, y , t), t E [O , T] (2.1) 
For a fade-in sequence, f (0) = 0 and f (T) = 1, while f (0) = 1 and f (T) = 0 for a fade-out sequence. 
Typically, f ( t) is a linear function. It was observed that a fade detector based on edge changes does not 
perform as well as a fade detector based on changes in standard deviations of pixel intensities [30]. 
Dissolve Detection: A dissolve sequence is defined as a combination of two sequences where the 
first sequence is fading out and the second sequence is fading in. Existing dissolve detectors utilize 
changes in pixel intensities [34] or variances [ 49] or edges/contours [?] to detect dissolves. 
Existing scene segmentation techniques can be divided into two categories: one using only visual 
features (e.g., [39, 21, 54, 10, 32, 52]) and the other using both visual and audio features (e.g., [45, 
46, 1, 5, 6, 7]). In both categories, visual similarities of entire shots or key-frames (i.e., global color 
histograms or color moments) are used for clustering shots into scenes. That is, global visual features of 
nearby shots are compared. If the dissimilarity measure of the features representing the shots is within 
the threshold, these shots and the shots in between them are considered in the same scene. Global 
features, however, tend to be too coarse for shot clustering because they include noise- objects that are 
excluded when humans group shots into scenes . Determining the appropriate areas of video frames (or 
objects) to use and when to use which area (objects) for correct shot clustering is challenging even if 
objects can be reliably recognized using very advanced object recognition techniques. 
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CHAPTER 3 PARSING COLONOSCOPY VIDEOS 
In this chapter, we present our new audio-visual analysis scene segmentation approach. In Section 
3.1, we define scene, a new type of semantic units for colonoscopy. In Section 3.2, we present the 
audio-based scene segmentation algorithm as the first step. Then we discuss how to apply the visual 
analysis approach to refine the scene boundaries resulting from the first step in Section 3.3. 
3.1 Definitions of Important Semantic Units 
We define a scene as a segment of visual and audio data that correspond to an endoscopic segment 
of the colon. Since a typical colon has six different parts and as the terminal ileum is also reachable 
during endoscopy, in a complete colonoscopy, a total of thirteen scenes are expected: seven scenes 
from the insertion phase and six scenes from the withdrawal phase, as shown in Figure 3.l(a). The 
identification of scenes using the new definition is essential as an abnormality (e.g., polyps) occurs in 
one part of the colon may have a different prognostic value if appearing in a different part of the colon. 
Because a scene corresponds to an important endoscopic segment of the colon, important statistics 
such as the number of polyps appearing in a scene, various therapeutic operations performed in a 
scene, and changes in the internal mucosa of the same scene of the same patient over time are valuable 
for diagnosis of colonic diseases. Note that scenes with the same name in the insertion phase and the 
withdrawal phase typically do not contain similar images. The length of the scenes with the same name 
is typically different. This is because during the withdrawal phase, the endoscopist carefully examines 
each part of the colon whereas in the insertion phase, the endoscopist typically attempts to reach to 
the most proximal part of the colon as fast as possible. To apply this new scene definition to other 
endoscopic procedures, we only need to change "colon" to the organ of interest. For instance, scenes 
of videos from upper gastrointestinal endoscopy (EGD) are shown in Figure 3.1 (b ). 
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Insertion Phase Withdrawal Phase 
Descending Transverse Asc:eodin9 Terminal ~ 
CoJon Coloo ~ C&cum l~m C9C\Jm Colon Transverse Descending Colon Colon 
(a) Colonoscopy 
I• . ln;ertlon Ph,;e • 1 • Wllhdcawal Pha;e • 1 
1-~ I S>o~h I Ooodoo"m . D"""'"~ I s"'maro I._..., . 
(b) EGD 
Figure 3.1 Scenes of endoscopic procedures 
3.2 Audio Analysis Scene Segmentation Algorithm 
Because of camera movements, patient's conditions, and different ways an endoscopist can ma-
neuver the endoscope, visual properties alone are insufficient for scene segmentation. Common color 
features that are popularly used for segmentation of produced videos are not as useful since the different 
parts of the colon have similar color. In this paper, we investigate an alternative approach that utilizes 
the endoscopist's comments and domain knowledge for scene segmentation. Since an endoscopy unit 
only generates a sequence of images with no audio information, we developed a capturing system that 
allows recording of both the video signal from the endoscopy unit and the endoscopist 's dictation when 
the tip of the endoscope is moving from one colonic segment into the next in real-time. The captured 
videos do not contain any patient identifiable information. Although the endoscopist can readily iden-
tify the location of the tip in straight, clean colons during the insertion and withdrawal phases, this is not 
always the case in tortuous colons or in conditions with limited visibility due to faeces . In such colons, 
definite location is only possible during the withdrawal phase, when the endoscopist has an impression 
of the entire colon and its position within the abdominal cavity. To facilitate scene segmentation, we 
have developed a set of reserved terms to be spoken by the endoscopist during the colonoscopic pro-
cedure (see Table 3.1). These terms were tested and found practical. The endoscopist also provides 
dictation when seeing tumors, polyps or when performing biopsy and other therapeutic procedures. 
However, due to the nature of the microphone, the background noise has very low amplitude. The 
overview of the scene segmentation algorithm is depicted in Figure 3.2 [6]. 
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Table 3.1 Reserved terms for dictation for scene segmentation 
Insertion Phase I Withdrawal Phase 
Entering rectum Leaving terminal ileum 
Leaving rectum, entering sigmoid Back in cecum and ascending colon 
Leaving sigmoid, entering descending colon Leaving ascending colon, back in transverse colon 
Leaving descending colon, entering transverse colon Leaving transverse colon, back in descending colon 
Leaving transverse colon, entering ascending colon Leaving descending colon , back in sigmoid colon 
Cecum Leaving sigmoid back in rectum 
Entering terminal ileum Retroflexion 
All done, taking out air 
' Phase 1: Audio Stream of 
a Colonoscopy .... Audio Frame ~ Frame ~ Tokens Video Classification 
' 
/ 
' Phase 2: 
Speech ~ Speech Segment 
-
Segments ..... Detection ..... I 
,, 
Phase 3: ' 
..... 
Speech ~ Text .... Recognition Transcript 
' 
Scenes and Phase 4: \ 
Corresponding - Scene ~ ~ 
..... 
Names Identification 
' 
./ 
Figure 3.2 Overview of the proposed audio-analysis scene segmentation 
3.2.1 Phase 1: Audio Frame Classification 
This is the first phase in our algorithm. It accepts audio stream (composed by a sequence of audio 
frames) as input and classifies each audio frame into four categories: silence, marker, speech, and 
background types. The silence type is assigned to audio frames with very low amplitude whereas the 
speech type is assigned to audio frames with the endoscopist's voice. The marker type is for audio 
frames with special noise indicating the change in the status of the microphone. The background type 
is assigned to audio frames with unvoiced speech such as the paging system, and electrical noise of the 
microphone. 
Hereafter, a classified audio frame is called a frame token . The rationale for the four types is based 
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on the observation that most speech segments in our collection of colonoscopy videos have the pattern 
of frame tokens as shown in Figure 3.3. 
Silence Marker 
\ 
! . 
Speech Background Marker Silence 
Speech Segment 
y 
Colonoscopy Video 
Figure 3.3 Typical pattern of frame tokens 
We select four existing audio features [33]: Short-Time Energy, Zero-Crossing Rate, Pitch, and 
Spectrum Flux, to classify each audio frame. We provide the formula to compute these features here 
to make the thesis self-contained. Let N denote the frame length (the number of audio samples in a 
frame), and Sn ( i) denotes the i th sample of the n th audio frame. 
• Short Time Energy (STE) is a reliable indicator for silence detection. Specifically, the STE value 
of frame n is computed as follows. 
STE(n) 
N-1 ~ L Sn(i) 2 (3.l) 
i= O 
• Zero-Crossing Rate (ZCR) is a useful feature to characterize different non-silence audio signals. 
It is one of the most indicative and robust features to distinguish unvoiced speech. The ZCR 
value of a frame is defined as the number of times the audio waveform crosses the zero axis. It 
can be expressed mathematically as follows . 
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(3.2) 
where f s is the sampling rate, and sign(.) is a sign function. 
• Pitch is typically computed using the fundamental frequency of an audio waveform. Normally, 
only voiced speech and harmonic music have well-defined pitch. There are several different 
methods to extract pitch information. Here, we use a simple temporal estimation method to 
extract pitch. 
N- l - 1 L Sn(i)Sn(i + l) (3.3) 
i= O 
where l is a constant in the range of 1 to N . 
• Spectrum Flux (SF) is defined as the average variation value of spectrum between two adjacent 
frames in a short-time analysis window of length one second. SF has been shown to be effective 
for discriminating speech and environmental sound. 
SF 
l N-lK- 1 
(N - l)(K - 1) L L 
n = l k= l 
(log( A(n, k) + o) - log( A(n - I, k) + o)) (3.4) 
where A(n, k) is the Discrete Fourier Transform (DFT) of the samples in frame n with order k. 
00 
A(n, k) I L x(m)w(nL - m) er; 2z kml (3 .5) 
m=-oo 
where x (m) is the original audio sample; w(m) is the window function, and Lis the window 
length. 5 is a very small value to avoid calculation overflow, and K is the order of DFT 
Figure 3.4 presents the algorithm for audio frame classification. The algorithm is easy to implement 
and each phase has linear running time since it scans the input audio stream only once. 
Start from the beginning of the audio stream 
for each frame in the audio stream do 
Compute the STE value of the frame 
If the STE value is al most the STE threshold 
return Silence 
Compute the ZCR value of the frame 
If the ZCR value is below the ZCR threshold 
return Marker 
Compute the R (Pitch) and SF values 
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If the R value is larger than the R threshold and the SF value is below the SF threshold 
return Speech 
Else return Background 
Figure 3.4 Audio frame classification 
We determine the values of the thresholds for each type of audio frames by performing sensitivity 
analysis on the effect of each threshold. For silence detection, we chose STE threshold to be zero as 
it gives the highest accuracy as shown in Figure 3.S(a). To detect the marker type, we varied the ZCR 
threshold from 5 to 400 and measured the precision. We selected 150 as ZCR threshold since it offers 
the highest accuracy (see Figure 3.S(b)). To discriminate between speech and background, SF and 
pitch are used. For the same SF value, Figure 3.5(c) shows that the higher the pitch threshold, the lower 
the accuracy for background classification, but the higher the speech classification. So we chose the 
pitch threshold that offers the best accuracy for both categories (1000). For the same pitch threshold, 
the accuracy is good when the SF threshold is set to 30. The effectiveness of our frame classification 
is over 973 based on our experiments. This is attributed to the choice of the audio features and the 
appropriate threshold values we use. 
3.2.2 Phase 2: Speech Segment Detection 
This phase locates the speech segment based on frame tokens using a Finite State Automaton (FSA). 
The FSA recognizes the following regular expression of the types of the frame tokens . This expression 
denotes a pattern that starts with one or more Marker tokens, followed by one or more Speech or 
Background tokens, and ended with one or more Marker tokens. 
Marker+ · (Speech V Background)+· Marker+ (3.6) 
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Figure 3.5 Sensitivity analysis for threshold selection 
Formally, this FSA is defined as a quintuple as shown in Figure 3.6(a) and the finite state diagram 
of the FSA in Figure 3.6(b). 
Given a sequence of types of audio frame tokens, the FSA records the beginning and the ending 
time of the speech segment if it ends in the "Yes" state. The FSA does not record any information if it 
ends in the "No" state. 
3.2.3 Phase 3: Speech Recognition 
This phase accepts the speech segment as input and outputs the corresponding text transcript. Ex-
isting speech recognition techniques provide satisfactory performance when dealing with short speech 
segments from the same person. Since most of the speech segments generated from Phase 2 are less 
than ten seconds, it is sufficient to use existing recognition software to perform speech-to-text trans-
lation . In our implementation, we use Sphinx 2 recognition software [51] . Other speech recognition 
engines can be used. The output of this phase is the associated text transcript of the speech segment. 
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(b) Finite srate diagram 
Figure 3.6 Speech segment detection using a finite state automaton 
3.2.4 Phase 4: Scene Identification 
This is the last phase (Phase 4) of our method. This phase aims for an understanding of each 
speech segment using text transcript from Phase 3 and domain knowledge. We employ another finite 
state automaton in this phase. Recognized words are categorized into six categories as follows. 
• Location category includes the terms describing important anatomic landmarks of the colon such 
as "cecum", "terminal ileum", "ascending colon", "transverse colon", "descending colon", "sig-
moid", "rectum". 
• Action category includes the terms indicating the action of the endoscopist such as "entering", 
"leaving", and "back in". 
• Position category consists of the terms indicating the position of the endoscope such as "begin", 
"end", "in the middle of'. 
• Abnormal category includes the terms indicating abnormality such as "polyp" and "cancer". 
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• Error category has the terms indicating errors that have been previously made such as "sorry" 
and "wrong". The error category is to handle the case that the endoscopist corrects his mis-
understanding about the location of the camera during the insertion phase of the colonoscopic 
procedure. 
• Unused category includes words that cannot be classified in other categories such as a, an, the, 
and non-communicative words such as uh. We use this last category to remove words that are not 
useful. The finite state automaton (FSA) for this phase is formally defined in Figure 3.7(a). The 
corresponding finite state diagram is shown in Figure 3.7(b). The FSA recognizes the following 
regular expression. This expression represents a pattern that starts with zero or more Action or 
Position, followed by exactly one Location. 
(Action V Position)*· Location (3.7) 
To understand the meaning of the sequence of words produced by Phase 2, each word is mapped 
into one of the six pre-defined types. The FSA processes the type of each word one by one and changes 
its state according to the input sequence. When our FSA falls in one of the final states, the FSA records 
the time of the beginning and the ending of the scene and the corresponding name. The final state 
q4 indicates the case that the endoscopist's comment only has location information (e.g., "rectum") 
whereas the final state q3 indicates that the endoscopist's comment provides more information. Based 
on the transcript and the timestamp of each speech segment, we obtain the scene boundaries as follows. 
Starting from the first speech segment, we locate the nearest speech segment that has the same name 
(e.g., rectum in "entering rectum" and in "leaving rectum, entering sigmoid"). The starting time of the 
former speech segment and the ending time of the latter speech segment indicate the scene boundaries. 
To extend this phase to process videos from other endoscopic procedures such as EGD, we only 
need to add appropriate terms in the location category: esophagus, stomach, and duodenum. Similarly, 
the endoscopist can use different terms for other categories such as the abnormal categories to reflect 
the standard of terms acceptable within that community. 
F , 
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Figure 3.7 Finite state automaton for scene identification 
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3.3 Visual Model Approach to Refine the Scene Boundaries 
By applying the audio analysis scene segmentation algorithm, we are able to identify the majority 
of the scene boundaries. However, some scenes may not be detected because the endoscopist's speech 
is not recognized by the speech recognition software. Domain knowledge about the scenes in a typical 
colonoscopy video is helpful in identifying the names of the missing scenes, but is unable to identify 
the boundaries of these scenes . Our visual analysis method based on our new visual model is applied 
to refine the scene boundaries [7, 4] . 
3.3.1 Visual Model for Scene Segmentation 
Based on our observations and consultations with our endoscopist, we observe a specific pattern 
appearing around 60% of scene boundaries in colonoscopy videos. We call this pattern the cornering 
pattern as it corresponds to the endoscopist's action of steering the endoscope around the cornering 
parts of the colon (see Figure 3.8) (i.e., cecum and terminal ileum, ascending and transverse colons, 
transverse and descending colons, and descending and sigmoid colons). The cornering pattern con-
sists of three sequences of images (see Figure 3.9). The first sequence is composed of images with 
recognized edges. The second sequence has all blurry images- images with unclear edges. The tran-
sition between these two sequences is quite abrupt like a hard cut in produced videos. The third image 
sequence is like a fade-in sequence with a gradual increase in pixel intensities/color and edges. This 
sequence happens as the endoscopist starts to recognize some part of an anatomic landmark and gradu-
ally adjusts the camera position to make the image clearer. Existing production models [20, 49] cannot 
capture the cornering pattern. Hence, we propose a new visual model for this pattern. Let 81 (x, y , t), 
S2(x , y , t), and S3(x, y , t) represent the first, the second, and the third image sequences, respectively. 
The spatial dimension is represented by x and y and the temporal dimension is represented by t . Thus, 
the cornering pattern S(x, y, t) is defined in Equation(3.8). 
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(3.8) 
where t1 denotes the timestamp of the first frame after the first sequence and t2 is the timestamp of the 
first frame after the second sequence (see Fig 3.9). H(t) is a function that outputs 1 when t 2'.: 0 and 0 
otherwise. When t < 0, f (t) produces zero; otherwise, the function is a temporally scaling function. 
This function is typically not a linear function as in the case of a production model for a typical fade 
sequence. 
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3.3.2 Feature Extraction and Analysis 
Since our colonoscopy videos are already encoded in MPEG-2, we extract visual features directly 
from the compressed videos to reduce the segmentation time. We first obtain a DC-image from the 
Y-color plane (intensity) of each frame using the technique in [53). A DC-image is a spatially reduced 
version of the original image. We compute the standard deviation of DCT coefficients in each DC-
image. This is based on our observation that the distribution of the standard deviations of the DC 
images in the cornering pattern often follows the pattern in Fig. 3.10. That is, the standard deviation 
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Figure 3.10 Pattern of standard deviations of DC images in the cornering pattern 
of each DC-image in the second sequence is generally small and smaller than those of the frames 
in the other two sequences. We call the second sequence monotone sequence. We observe that the 
standard deviations of the frames in the fade-in sequence can be modeled using a curve fitting method. 
We choose a linear regression model to describe the standard deviations of the frames in the third 
sequence by one or more linear function. The challenge is to find the ending frame of each linear curve 
automatically. Hence, the scaling function f ( t) in Equation(3.8) may be a combination of one or more 
linear function. 
3.3.3 Scene Boundary Detection Algorithm 
Step 1: Preprocessing: Since more than 99% of the scene boundaries fall in the speech segments, we 
restrict visual analysis on the video segments corresponding to the endoscopist's speech segments 
excluding those that contain the keyword in the abnormal category. This is because the terms in 
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this category are very specific and irrelevant to scene boundaries . Next, we apply the filter that 
removes the black area (the area with DC coefficients below a threshold) surrounding the useful 
portion of the image (see Fig. 3.11) 
Figure 3.11 Captured image and image after removal of the black surrounding 
region 
Step 2: Detection of a monotone sequence: A sequence of consecutive frames is declared as a monotone 
sequence if it has at least a pre-defined minimum number of consecutive frames with the standard 
deviation of each of these frames below a monotone threshold. 
Step 3: Hard Cut Detection: To check a discontinuity between the first sequence and the monotone 
sequence, we use a sliding-window of size 2w + 1 consecutive frames . The parameter w is set 
to be smaller than the minimum duration between two sequence changes. For example, setting 
m = 30 for 30 frames per second video means that there can not be two sequence changes 
within one second. We first position the center of the sliding window at the frame immediately 
before the first frame in the monotone sequence. We derive a sequence of bin-wise histogram 
differences between DC-images of two consecutive frames in the window. We declare a hard cut 
at the center of the sliding-window if the histogram difference of the two consecutive frames at 
the center is the largest within the window, and the ratio between the largest difference and the 
second largest difference in the window is larger than a predefined hard-cut ratio . If a cut is not 
found, we slide the window away from the monotone sequence by one frame. The same process 
is repeated until a cut is found or a given number of frames before the monotone sequence have 
been checked. In the latter case, no hard cut is detected. 
Step 4: Detection of a fade-in sequence: We check whether two linear curves fit well with the stan-
<lard deviations of the coefficients of DC-images after the monotone sequence using the algorithm 
in Fig. 3.12. 
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I* Let a i be the standard deviation of the coefficients in the DC-image of frame i */ 
e := frame ID of the last frame in the monotone sequence 
i := O; c := O; 
repeat 
n := 2; /* consider the ending frame of the previous sequence and n 
subsequent frames */ 
repeat/* correlation coefficient value is in the range [O, I] */ 
ri is a correlation coefficient of ae, ... , ae+n 
r~ is a correlation coefficient of a e, ... , a e+n+ 1 
n := n + 1; 
while ri - r~ < (0.05 · ri) /* the change in correlation values is small */ 
if ri > 0.8 then c := c + 1; /*a linear curve fits well with the values*/ 
i := i + 1; e := e + n; 
while i < 2; 
if c = 2, a fade-in sequence is detected 
Figure 3.12 Fade-in sequence detector for a cornering pattern 
Step 5: Boundary Identification: If both a monotone sequence and a fade-in sequence are detected, 
the scene boundary is declared at the first frame after the ending frame of the fade-in sequence. 
However, if a hard cut and a monotone sequence are detected without the fade-in sequence, we 
declare the scene boundary at the hard-cut location. 
3.4 Summary 
We have described our proposed approach in this chapter. This new approach employs both audio 
and visual analysis techniques for parsing colonoscopy videos. Our approach is based on our new defi-
nition of semantic units . In the next chapter, we will present our performance evaluation and prototype 
system design and implementation. 
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CHAPTER 4 PERFORMANCE STUDY AND PROTOTYPE SYSTEM 
4.1 Performance Study for Proposed Approach 
As we mentioned in Chapter 3, our approach is divided into two steps. The first step uses the audio 
analysis approach to perform scene segmentation. The second step applies the visual model based 
method to refine the scene boundaries from the first step. In the following sections, we present our 
experimental results for each step. 
All the videos in our experiments were captured by the same endoscopist. Our test data set consists 
of twenty colonoscopy videos captured during colonoscopic procedures. The video format is MPEG-
2, which is composed by audio and video stream. The resolution of the video stream is 352 x 240. 
The sample rate of the audio stream is 32000 samples per second. For the audio analysis approach, 
we use the twenty colonoscopy videos to evaluate the performance. In this approach, we use Sphinx 
2 recognition software [51] for the phase 3 (section 3.2.3). Twenty videos are used for the training 
procedure to get the best parameters for the recognition model. For the visual model based method, 
we first use ten of those videos for developing the video model. Then we use the twenty videos for 
evaluation. We use the scene boundaries determined manually as the reference and gather the following 
performance metrics. Note that, the partially identified scenes, like a scene with a correct identified start 
frame yet an incorrect identified end frame, are not counted as Relevant Scene. 
For each video, we measure the values of Relevant, Irrelevant, and Missed. Relevant indicates the 
number of correct scenes identified by the program whereas Irrelevant denotes the number of scenes 
incorrectly detected by the program. Missed shows the number of correct scenes that are undetected 
by the program. Recall is defined as the ratio of the value of Relevant to the sum of the corresponding 
Relevant and Missed values. Precision is defined as the ratio of the value of Relevant to the sum of the 
corresponding Relevant and Irrelevant values. High recall and precision are desirable. 
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4.1.1 Performance Evaluation of Audio-based Scene Segmentation Method 
In this section, we discuss our experimental results on audio analysis approach in Section 3.2. 
The two finite state automata, the terms, and the categories used in the scene identification phase are 
stored in a configuration file. The file is read by the segmentation software as an input. Hence, the 
segmentation software can be extended to recognize other videos of other endoscopic procedures by 
modifying the configuration file. 
We test the scene segmentation program on twenty colonoscopy videos. Table 4.1 illustrates the 
effectiveness of the program. 
Table 4.1 Precision and recall on twenty colonoscopy videos 
ID Relevant Irrelevant Missed Precision Recall 
001 8 1 5 0.89 0.62 
007 9 1 4 0.90 0.69 
009 10 1 3 0.91 0.77 
010 11 0 2 1.00 0.85 
014 10 1 3 0.91 0.77 
015 13 0 0 1.00 1.00 
017 9 1 4 0.90 0.69 
019 9 1 4 0.90 0.69 
020 13 0 0 1.00 1.00 
047 9 I 4 0.90 0.69 
062 10 2 3 0.83 0.77 
133 11 0 2 1.00 0.85 
148 12 0 1 1.00 0.92 
152 12 0 1 1.00 0.92 
163 12 0 I 1.00 0.92 
177 8 1 5 0.89 0.62 
179 9 0 4 1.00 0.69 
185 12 0 1 1.00 0.92 
190 10 1 3 0.91 0.77 
197 11 0 2 1.00 0.85 
Average 10.40 0.55 2.60 0.95 0.81 
The last row of Table 4.1 shows the average precision and average recall of 0.95 and 0.80 over 
twenty videos, respectively. The precision and recall quantitatively indicates that our segmentation 
algorithm performs well. Despite high precision and recall, the program was unable to detect few 
scenes. This is mostly because the speech recognition does not recognize the endoscopist's voice 
indicating the location of the tip of the endoscope. 
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4.1.2 Performance Evaluation of Visual Model Scene Segmentation Method 
In this section , we present our performance study by applying the visual model approach ( Section 
3.3) to refine the scene boundaries from the previous step. We show the performance of the fade-like 
detector using one linear curve ("Model 1 "), two linear curves ("Model 2"), and three linear curves 
("Model 3") in Table 4.2. The fade-like detector with two linear curves produces the highest recall and 
prec1s1on. 
Table 4.2 Effect of fade detection models on ten colonoscopy videos 
Model 1 Model 2 Model 3 
Relevant 80 101 92 
Irrelevant 8 6 15 
Missed 50 29 38 
Precision 0.91 0.94 0.86 
Recall 0.62 0.78 0.71 
Table 4.3 Precision and recall of three scene segmentation algorithms 
ID Length Precision Recall Time (sec.) 
(min) A c u A c u c u c: TJ 
001 18:26 0.89 0.90 0.91 0.62 0.69 0.77 2597 7150 0.36 
007 25 :08 0.90 0.91 0.91 0.69 0.77 0.77 3600 10588 0.34 
009 37:22 0.91 0.85 0.85 0.77 0.85 0.85 5310 13973 0.38 
010 34:24 1.00 1.00 1.00 0.85 0.85 0.85 4905 14420 0.34 
014 36:33 0.91 0.77 0.85 0.77 0.77 0.85 5199 14442 0.36 
015 23 :00 1.00 1.00 1.00 1.00 1.00 1.00 3317 8965 0.37 
017 21:14 0.90 0.90 0.90 0.69 0.69 0.69 3029 8413 0.36 
019 24:05 0.90 0.92 1.00 0.69 0.85 0.92 3466 9903 0.35 
020 13:07 1.00 1.00 1.00 1.00 1.00 1.00 1800 4800 0.38 
047 28:29 0.90 0.82 0.82 0.69 0.69 0.69 4037 11214 0.37 
062 30:34 0.83 0.77 0.77 0.77 0.77 0.77 4328 11697 0.37 
133 33:02 1.00 1.00 1.00 0.85 1.00 1.00 4762 12806 0.37 
148 24:28 1.00 1.00 1.00 0.92 0.92 0.92 3460 9582 0.36 
152 11:55 1.00 1.00 1.00 0.92 1.00 1.00 1587 4376 0.36 
163 19:34 1.00 1.00 1.00 0.92 1.00 1.00 2742 7374 0.37 
177 21:29 0.89 0.89 0.89 0.62 0.62 0.62 3031 8156 0.37 
179 29:15 1.00 1.00 1.00 0.69 0.77 0.77 4184 11252 0.37 
185 21:34 1.00 1.00 1.00 0.92 0.92 0.92 3049 8168 0.37 
190 27:07 0.91 0.92 1.00 0.77 0.92 1.00 3896 10477 0.37 
197 14:54 1.00 1.00 1.00 0.85 0.85 0.85 2020 5437 0.37 
Average 24:44 0.95 0.93 0.95 0.81 0.85 0.86 3516 9560 0.36 
Given the best parameter values, we compare the performance of our audio-based scene segmen-
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tation (denoted as "/!\'), our model approach (denoted as "C"), and our model approach using fea-
tures derived from pixel intensities of uncompressed videos (denoted as "U"). Table 4.3 shows that 
our model-based approach, both in compressed domain and uncompressed domain, outperforms the 
audio-based technique. Our method in uncompressed domain performs slightly better than the one in 
compressed domain. This is because it can better detect the boundaries of the terminal ileum scene. 
Hence, a hybrid approach that uses our method in uncompressed domain for detecting boundaries of 
the terminal ileum scene and our method in compressed domain for other scenes should give the best 
result. The average processing time using our approach in compressed domain is only about a third of 
the time taken using our approach in uncompressed domain on the same machine. 
4.2 Prototype System Overview 
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Figure 4.1 Prototype system architecture 
The prototype has a client-server architecture shown in Figure 4.1. The user is able to use the client 
software to browse the video. Instead of watching the entire video for examination, they can review the 
summary of the video and select only the desired video segment for a detail view. The sever side soft-
ware performs all the computation intensive algorithms, for instance, video demultiplexes, audio/video 
processing for scene segmentation. The programming language for the client-side software is Java. 
Compared with other commonly used programming languages, like C, C++, the Java programming 
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language has the following advantages: 
• Java can be programmed for multiple plaforms with little regard towards platform-specific char-
acteristics like hardware data types, floating point implementations, or OS libraries. 
• Java programs are compiled into binary bytecode which will execute properly on any standards-
compliant JVM, on any architecture, without modification. 
• The extensive and standardized Java API makes it considerably more convenient to program in 
Java than in C++. 
• Garbage collection in Java facilitates programming and the safety of program execution consid-
erably as programmers do not need to dynamically allocate memory and then remember to free 
it later 
The programming language for server side software is CIC++. Since our system has many low 
level decoding and encoding tasks, we use CIC++ instead of Java to get a better performance. The 
communication between client and server is TCP/IP protocol. The reason we use this protocol is its 
simplicity and reliability. 
4.3 Design and Implementation of Prototype System 
Figure 4.2 shows the detail design of our software. There are five major components in our system. 
• The first component is "Real-time ImageNideo Capture Module". This module includes instru-
mental device and high resolution camera to capture a video signal of the internal mucosa of the 
colon in MPEG-2 file. The video signal is displayed on a monitor. The endoscopist interprets the 
displayed video data and acts based on his/her knowledge regarding the condition of the patient 
combined with his/her colonoscopic expertise. 
• The second component is "Demutiplexer Module". Given the input colonoscopy video in MPEG-
2 format, the algorithm in this module first separates visual frames from audio data using an Au-
dioNideo de-multiplexer. The de-multiplexer is modified from an open source software package 
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Figure 4.2 Prototype system design 
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that generates visual data in an MPEG-2 video format and audio data in MPEG-2 Layer II format 
[ 19]. Currently, the software only accepts MPEG-2 format video as input. 
• The third component is "Audio Analysis Module". This part implements the algorithms in Sec-
tion 3.2. Our implementation uses an open source audio decoder [24] which decodes the audio 
data from the MPEG-2 Layer II into raw samples. 
• The fourth component is "Visual Analysis Module". In this component, we encapsulate our 
implementation for the approach in Section 3.3. We modify an open source video codec software 
[16] to include our feature extraction, analysis, and scene boundary detection algorithms. 
• The last component is "Data Representation Module". This module is used to present the 
video/image segmentation and video summary to the end user. It implements all the features 
required for the client side software. 
In our implementation, we use some free software from Internet. We provide the detail software 
information, including source code name, storage position, in the A. Here we briefly introduce the 
software used in our implementation as follows. 
• mpegdemux [ 19 ]: This is an MPEG l/MPEG2 system stream demultiplexer. It can be used to list 
the contents of an MPEG system stream and to extract audio and video streams. 
• MAD [24 ]: MAD is a high-quality MPEG audio decoder. It currently supports MPEG-1 and the 
MPEG-2 extension to lower sampling frequencies, as well as the de facto MPEG 2.5 format. All 
three audio layers: Layer I, Layer II, and Layer III (i .e. MP3) - are fully implemented. 
• sphinx [51 ]: This is a set of reasonably mature, speech recognition components that provide a 
basic level of technology to anyone interested in creating applications using speech without the 
once-prohibitive initial investment cost in research and development. The recognition engine 
uses acoustic models constructed from the training data of over 35 videos. 
• MPEG-2 Video Codec [ 16]: This is an MPEG-2 encoder and decoder. It converts uncompressed 
video frames into MPEG-1 and MPEG-2 video coded bitstream sequences, and vice versa. 
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According to the design of our software, we send the video information to server-side software 
when users select to perform video segmentation using the client-side software. The information in-
cludes the locations of the executable files of mpegdemux, MAD, sphinx, MPEG-2 decoder/encoder, 
the video file storage information, the name of the video file, the name of the reserved terms for the 
endoscopist's dictation. Those information are presented as the following parameters. 
• conLinfo[O] : The directory of mpegdemux software. (../../mpegdemux/mpegdemux-0.0.5/src). 
• conLinfo[l]: The directory of MAD software. ( . ./ . ./mad/mad-0.0.14.2b ). 
• conLinfo[2]: The directory of sphinx software. ( . ./ . ./sphinx/sphinx2-0.4/src/examples). 
• conLinfo[4]: The command directory of all stored video files , including all the captured file 
and rendering file . Each video file is stored in a separate directory under the current directory. 
( . ./../resulLMPEG2). 
• conLinfo[5]: The directory of MPEG-2 decoder. (../../MPEG2_Dec_End/src/mpeg2dec). 
• ls_tmp2: This variable combines the directory of all stored video files (confjnfo[4]) and directory 
of the specific video file (part of file_info[O]) to get the specific video file directory under common 
video file directory (confjnfo[4]) . 
• file_info[l]: The name of the video file (133_mpeg2_Sample_32.mpg). 
• conf_file[3]: The name of the keyword dictionary file (keyword_dic). 
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CHAPTER 5 CONCLUSIONS AND FUTURE WORK 
Currently, colonoscopy videos are not captured and maintained in such a way to easily permit 
post-procedure review or analysis. However, valuable medical knowledge may be present in these 
videos. For instance, a polypoid lesion may be present on a few images, but not recognized as such by 
the endoscopist during the procedure. Or, the mucosa! pattern is abnormal, especially compared to a 
prior endoscopy, but the change is not recognized because a different endoscopist performed the prior 
procedure. 
In this thesis, we have presented a new audio-visual analysis approach for parsing videos gener-
ated from colonoscopic procedures into scenes. Because of the unique characteristics of colonoscopy 
videos, new definitions of scenes along with novel algorithms for determining boundaries of these se-
mantic units are presented. There are two major steps in this new method. The first step is audio 
analysis based parsing algorithm; the second one is the algorithm that employs new visual analysis 
method based on a new visual model for colonoscopy videos. This approach is extensible to videos 
captured from other endoscopic procedures such as upper gastrointestinal endoscopy, enteroscopy, and 
cystoscopy. 
Besides the new approach for video parsing, we also provide video browsing tools to support dif-
ferent browsing styles that are of interest to an endoscopist. The endoscopist can use the browsing tool 
to quickly review and go through the segments that interest them. Another benefit with the browsing 
tool is that the false segments can easily be identified. 
Experiments on real colonoscopy videos show the effectiveness of our algorithms. The research 
presented here forms the first step toward building a scalable content-based video retrieval system for 
a large colonoscopy video database. This kind of database stores annotated videos and images that 
can immediately be used for educational activities (presentations, teaching of fellows, manuscripts, 
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etc.) as well as to support GI endoscopic research and for mining unknown patterns that may lead to 
diseases and cancers . In deed, the framework and algorithms presented in this thesis are extensible to 
other important endoscopic procedures. Lastly, new content analysis techniques and effective retrieval 
mechanisms are needed and form topics of on-going investigations. 
Our future works include (1) automatic detection of more types of semantic units that represent 
abnormality, (2) addition of editing capability that allows removal of falsely detected segments and 
insertion of additional annotation, and (3) representation of the detected semantic units in a manner 
that is easy for retrieval and mining. 
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A SOFTWARE USER MANUAL 
This chapter is the user's manual for the Content-based Analysis System for Colonoscopy Videos . 
This system is designed to perform content-based analysis for colonoscopy videos, for example, scene 
segmentation and operations shots segmentation. This appendix is organized as follows. In Section 
A. I, we introduce the installation and compilation of the software. In Section A.2, we discuss how to 
use the software. 
A.1 Software Installation and Compilation 
A.1.1 Software Components 
The software package is stored in several different directories for different software components . 
I. Main software: Those programs are used to provide a user -friendly interface to the end users 
and perform some necessary video parsing tasks. The files are stored in the directory called 
"scene_seg-4_medicaLvideo". There are three types of program in this directory. 
• Type I: Java files, including ConfDialog.java, FileArea.java, FileSelector.java, ImageArea.java, 
ImageSelector.java, MainMenu.java, MainPanel.java, Movie.java, SetConfig.java, Simple-
Player.java, TabbedPane.java, and VideoSemantic .java. 
• Type 2: C++ files, including mainfun.cpp, MessTran.cpp, speech.cpp, global.h, MessTran.h, 
speech.h 
• Type 3: Configuration files, make, and other supplement files, including impact.ini, key-
word_dic, Makefile. 
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2. Video File: We store all the video files and images in this directory, with directory name as 
"VideoFile". Please note, each video and its related information are stored in different directo-
ries. The images information of each video file are stored in the "IMG" directory in each video 
directory. There are four types of configuration files for each video. 
• "speech_seg_info": This file is stored in the "VideoFile" directory. This file contain the 
speech segmentation information, including starting frame and ending frame of each seg-
ment, for the current video. 
• "scene_seg_info": This file is stored in the "VideoFile" directory. This file contain the scene 
segmentation results for the current video. Those results include scene number, scene name, 
starting frame and ending frame of each scene. 
• "operation_seg_info": This file is stored in the "VideoFile/IMG" directory. This file contain 
the operation shots information for the current video, for example, operation shot number, 
staring frame and ending frame of each operation shot. 
• "blurry_img_info": This file is stored in the "VideoFile/IMG" directory. This file contain 
the name and location information of each blurry image for the current video. 
3. MPEG Demultiplexer: This program is used to demultiplex the MPEG-2 system stream into 
video stream and audio stream. The files are stored in the directory "mpegdemux". 
4. Audio Analysis Software: This part is for audio analysis for audio stream extracted from MPEG 
Demultiplexer. They are stored in the directory "mad". 
5. Speech Recognition Software: We use this program to perform speech recognition. The stored 
directory is "Sphinx". 
6. MPEG decoder: This program is used to decode the MPEG-2 video into images. It is stored in 
the direc tory "MPEG2Dec". 
7. Blurry Image Detection: This program is for blurry image detection. The directory is "blurry_detection". 
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A.1.2 Compilation of the Software 
Once all the files are stored in their directory mentioned in the section A.1.1, we are able to compile 
the software in each directory. The first step is to establish the compilation environment. Then we can 
compile each program under specific environment. 
1. Install the J2SE and JMF: J2SE represents Java 2 Platform, Standard Edition. IMF means Java 
Media Framework. It provides a suit of API which can be used for video playing and editing. 
2. Establish the CygWin environment: Cygwin is a Linux-like environment for Windows. 
3. Compile the Specific Program: For each directory, a Makefile is provided. Run "make" command 
in each directory to compile the program. The user must install Java 2 Platform, Standard Edi-
tion (J2SE) (J2SE 1.4.2 recommended) and Java Media Framework (IMF 2.1 . 1 e recommended) 
before compiling the program. 
A.2 Using the Software 
We introduce how to use this software in this section. 
A.2.1 Starting the Program 
1. Run the Clint Side Software: The java executable files are stored in the "scene_seg-4_medicaLvideo" 
directory. Run "java Movie" command in this directory. 
2. Run the Server Side Software: The server side program is a CIC++ program running under 
Cygwin. Run "scene_seg.exe" under the server side program directory. This program will run a 
TCP server running on port 8888. 
A.2.2 Using the Program to Perform Specific Actions 
The users will perform most of the actions using the client side software. We discuss how to 
perform those actions in client side. 
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I. Open a main panel: Click "File - Open" will open a main panel for video parsing and browsing. 
Shown in Figure A. l, there are 4 main components in this panel. 
Figure A.1 Open a main panel 
• File Container: This component is used to load the video file, speech segments, scene 
segments, and operation shot segments. It is located in the left upper part of the main panel. 
• File Information: We can display file information, like file starting point and ending point 
in this part. It resides in the middle upper part of the main panel. 
• Media Player: The component is used to play back the colonoscopy videos. It is in the right 
top part of the main panel. 
• Browsing Tab: This tabbed panel provides a convenient interface for the user to browse the 
video summary for colonoscopy videos. It is located in the bottom part of the main panel. 
2. Setting the Configuration 
• Click the "Configuration" button in the main panel, the program will pop up a single win-
dow. Figure A.2 shows the screen shot of configuration. 
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Figure A.2 Setting the configuration 
• Fill out the directory information in this window. Please note, the directory information 
will be sent to the server side. Since the sever side is running on the Linux environment, 
the directory information are in Linux format. 
3. Load a video file: Click the "Select" button, open a colonoscopy video (MPEG-2 format) . Figure 
A.3 shows the screen shot after loading a video file. 
4. Parsing Video File: Chose the specific video, there are some operations the user can perform. 
• Generate Segments: This operation is designed for generating "Speech Segments", "Scene 
Segments", or "Operation Shots". For example, if the user wants to generate "Speech 
Segments", first, he should put the mouse's focus on "Speech Segment Information" item 
under the specific video. Then he can click the "Parsing" - "Generate Segments" button 
and perform the actions. Other generation actions are performed in the similar methods. 
• Label The Segments: This operations is designed for find the "Abnormal Segments" in 
speech segments. So this action is only valid for "Speech Segment Information" 
• Play The Segments: This operations is designed for playing the whole video or some 
speech, scene, or operation shot segments. 
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Figure A.3 Load a video file 
• Display File Info: This operation is designed for displaying the file information, segments 
information, for example, the file starting time and ending, segments starting time and 
ending time. 
• Content Browsing: This operation is designed for content browsing. This action is only 
valid for "Scene Information", and "Operation Shot Information" . Figure A.4 shows the 
screen shot of video parsing. 
5. Execute Segmentation : This operation is designed for segmentation for the video, include speech 
segmentation, scene segmentation, operation shot segmentation. Since the segmentation oper-
ation is a CPU-heavy task, we usually schedule the segmentation operation as a background 
job. Our client software will detect whether the configuration files mentioned in part 2 exist 
or not. For example, if the program finds that the file "scene_seg__info" exists in the specific 
directory, it assumes that the scene segmentation has been performed and it will not perform 
the real segmentation any more. The same process is for configuration file "speech_seg_info", 
"operation_shoUnfo" , and "blurry __img_info" . 
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Figure A.4 Parsing video file 
6. Video/Image Browsing: The user can use this operation to browse the video and image. It 
supports different browsing styles that are of interest to an endoscopist. The endoscopist can use 
the browsing tool to quickly review and go through the segments that interest them. Figure A.5 
displays the screen shot of video browsing and summarization. In the right part of the main panel, 
we provide a media player for the user to review the video. In the bottom of the main panel, we 
use a two level image sequence to provide a two level summary for each video segment. 
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Figure A.5 Screen shot of the client software with a scene summary in the bottom 
panel 
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