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BOOTSTRAP DAN COPULA PADA DATA BERDISTRIBUSI 
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Pengendalian kualitas merupakan serangkaian proses yang 
dilakukan untuk mempertahankan kualitas suatu produk agar dapat 
sesuai dengan yang diharapkan. Pendeteksian secara cepat terjadinya 
produk cacat diperlukan agar dapat segera dilakukan suatu tindakan 




-Hotelling merupakan salah satu alat yang 
digunakan untuk pengendalian kualitas pada data multivariat. 
Penggunaan grafik kendali T
2
-Hotelling memerlukan pemenuhan 
asumsi normal multivariat pada data, namun kenyataannya asumsi 
tersebut sering tidak terpenuhi.  
Metode Bootstrap dan Copula merupakan dua metode yang 
dapat digunakan untuk mengatasi masalah ketidaknormalan pada 
data. Metode Bootstrap merupakan metode resampling yang dapat 
digunakan untuk menduga batas kendali tanpa memerlukan 
pemenuhan asumsi sebaran. Copula merupakan suatu metode yang 
dapat membentuk model bersama dari peubah acak multivariat 
dengan mentransformasi data ke Uniform [0,1]. Copula yang 
digunakan pada penelitian ini adalah type Copula Gumbel-Hougaard 
dari keluarga Copula Archimedean.  
Pada penelitian ini digunakan data sub group kualitas benang 
OE 30 RY berukuran 10 selama bulan November 2017 sampai 
dengan Februari 2018. Untuk mengetahui kepekaan grafik kendali 
digunakan data bangkitan berdistribusi lognormal multivariat.  
Berdasarkan hasil penelitian yang dilakukan diketahui bahwa 
kedua grafik kendali dapat mendeteksi sinyal out of control pada 
proses dan berdasarkan nilai ARL0 diperoleh grafik kendali dengan 
pendekatan Copula memiliki kinerja lebih baik dibandingkan dengan 
pendekatan Copula dalam mendeteksi sinyal out of control.  
 
Kata kunci : T
2





-HOTELLING CONTROL CHARTS OF BOOTSTRAP AND 
COPULA APPROACH TO NON-NORMAL MULTIVARIATE 
SUBGROUP DATA  





Quality control is a series of processes carried out to maintain 
the quality of a product so that it can be as expected. Rapid detection 
of defective products is needed so that a corrective action can be 
taken immediately. One of these detections can use control charts.  
T
2
-Hotelling control chart is one of the tools used for quality 
control in multivariate data. The use of T2-Hotelling control charts 
requires the fulfillment of multivariate normal assumptions in the 
data, but in reality these assumptions are often not met.  
The Bootstrap and Copula methods are two methods that can 
be used to overcome the problem of abnormalities in the data. The 
Bootstrap method is a resampling method that can be used to predict 
control limits without requiring the fulfillment of distribution 
assumptions. Copula is a method that can form a shared model of 
multivariate random variables by transforming data to Uniform [0,1]. 
Copula used in this study was the type of Copula Gumbel-Hougaard 
from the family Copula Archimedean.  
In this study, the 10-size OE 30 RY yarn quality sub-group 
data was used during November 2017 to February 2018. To find out 
the sensitivity of the control chart used the generated data using 
multivariate lognormal distribution.  
Based on the results of the research conducted, it is known that 
the two control charts can detect out of control signals in the process 
and based on the ARL0 value, the control chart is obtained with the 
Copula approach better than Copula approach in detecting out of 
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1.1 Latar Belakang 
Pengendalian kualitas (quality control) merupakan salah satu 
statistika inferensia yang mencakup beberapa hal meliputi 
pengukuran karakteristik kualitas produk, pembandingan dengan 
spesifikasi tertentu dan pembuatan keputusan. Pembuatan keputusan 
dilakukan untuk mengatasi perbedaan antara produk yang dihasilkan 
dan yang diharapkan. Pendeteksian dengan cepat terjadinya sebab-
sebab terduga atau pergeseran proses diperlukan agar dapat 
dilakukan tindakan perbaikan sebelum terlalu banyak produk cacat 
(Montgomery, 2009). 
Pengendalian kualitas dapat dilakukan salah satunya dengan 
grafik kendali. Terdapat beberapa jenis grafik kendali yang 
dikenalkan dalam statistika baik untuk data univariat maupun 
multivariat. Perkembangan yang semakin pesat menuntut setiap 
perusahaan menghasilkan produk dengan kualitas terbaik dengan 
beberapa peubah kualitas yang harus dipenuhi. Banyaknya peubah 
kualitas tersebut menjadi pertimbangan untuk diterapkan suatu grafik 
kendali multivariat. Salah satu grafik kendali multivariat yang dapat 




Penerapan grafik kendali multivariat T
2
-Hotelling 
mengharuskan data memenuhi asumsi normal multivariat 
(Montgomery, 2009). Pada penerapannya sering ditemukan 
pelanggaran asumsi normal multivariat sehingga perlu diatasi agar 
grafik kendali multivariat T
2
-Hotelling dapat diterapkan. Terdapat 
beberapa metode untuk mengatasi pelanggaran normal multivariat, 
dua diantaranya adalah dengan pendekatan Bootstrap dan pendekatan 
Copula. 
Bootstrap merupakan metode nonparametrik yang digunakan 
untuk mendapatkan model secara berulang-ulang dari suatu 
kumpulan data berukuran kecil (Anderson, 2003). Pendekatan 
Bootstrap dilakukan untuk memperbesar ukuran sampel sehingga 
dapat mendekati sebaran normal. Setelah melakukan pendekatan 
didapat estimasi-estimasi parameter model untuk setiap pengulangan 
dengan standard error yang lebih kecil (Efron & Tibshirani, 1993).  
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Copula merupakan fungsi distribusi multivariat yang 
menggabungkan fungsi bersama menjadi marginal satu dimensi yang 
mentransformasi peubah ke dalam domain [0,1]. Hal tersebut dapat 
menaksir distribusi bersama pada hasil nonlinier dan menjelaskan 
struktur peubah yang tidak saling bebas melalui distribusi bersama 
dengan menghapuskan efek marginal univariat (Nelsen, 2006).  
Penelitian tentang grafik kendali bivariat ZIP dengan fungsi 
Copula (Fatahi, dkk., 2012) menyatakan bahwa berdasarkan nilai 
Average Run Length (ARL) grafik kendali yang dibentuk dengan 
pendekatan fungsi Copula lebih baik daripada dua grafik kendali ZIP 
univariat yang digunakan secara bersama. Copula Markov Cusum 
Chart (CMCUSUM) (Dokouhaki & Noorassana, 2013) dilihat 
dengan  nilai Average Number of Observations to Signal (ANOS)  
juga menunjukan kinerja lebih baik daripada A Modified Elman 
Neural Network (MENN). Selain itu, perbandingan juga dilakukan 
terhadap Grafik Kendali Multivariate Cumulative Sum (MCUSUM) 
dan Multivariate Exponentialy Moving Average (MEWMA) dengan 
metode pendekatan Copula untuk kedua grafik (Kuvattana, dkk, 
2015) menyatakan bahwa grafik kendali MCUSUM pendekatan 
Copula untuk data bivariat lebih baik daripada grafik kendali 
MEWMA.  
Selain menggunakan Copula ada pula penelitian penelitian 
tentang grafik kendali dengan pendekatan Bootstrap. Perbandingan 
Grafik Kendali T
2
-Hotelling Pendekatan Bootstrap dan Pendekatan 
Fungsi Densitas Kernel pada Data Berdistribusi Non-Normal 
Multivariat (Ardian, 2017) yang menghasilkan kesimpulan bahwa 
kinerja grafik kendali T
2
-Hotelling dengan dua pendekatan relatif 
sama ditinjau dari nilai ARL0 masing-masing grafik yang relatif 
sama. Grafik Kendali T
2
-Hotelling dengan Pendekatan Bootstrap 
pada Data Berdistribusi Non-Normal Multivariat (Ekorini, 2014) 
yang menghasilkan kesimpulan bahwa pendekatan Bootstrap mampu 
mengatasi ketidaknormalan data. 
Berdasarkan hasil penelitian-penelitian sebelumnya, peneliti 
ingin mengetahui perbedaan grafik kendali T
2
-Hotelling dengan 
kedua pendekatan. Pada penelitian ini akan dilakukan pembandingan 
grafik kendali T
2
-Hotelling pendekatan Bootstrap dan Copula pada 
data berdistribusi non-normal multivariat. Penelitian dilakukan 
dengan mensimulasikan metode penelitian terhadap data sampel 
3 
 
kualitas benang jenis Open End Nomor 30 material rayon (OE 30 
RY). Perbandingan kedua pendekatan dilakukan dengan menghitung 
nilai Average Run Length in control (ARL0) masing-masing grafik 
kendali yaitu nilai rata-rata banyaknya sampel yang dibutuhkan 
hingga didapatkan sampel cacat yang pertama. 
 
1.2 Rumusan Masalah 
Permasalahan yang dibahas dalam penelitian ini antara lain: 
1. Bagaimana perbedaan grafik kendali T2-Hotelling pendekatan 
Bootstrap dan Copula dalam mendeteksi sinyal out of control 
pada data karakteristik kualitas benang OE 30 RY dari PT 
Lotus Indah Textile Industries? 
2. Bagaimana perbandingan kepekaan grafik kendali T2-
Hotelling pendekatan Bootstrap dan Copula berdasarkan nilai 
ARL0 dari masing-masing grafik? 
 
1.3 Tujuan  
Tujuan yang ingin dicapai dari penelitian ini adalah 
1. Untuk mengetahui perbedaan bagan kendali T2-Hotelling 
pendekatan Bootstrap dan Copula dalam mendeteksi sinyal out 
of control pada data karakteristik kualitas benang OE 30 RY 
dari PT Lotus Indah Textile Industries. 
2. Untuk mengetahui perbandingan kepekaan grafik kendali T2-
Hotelling pendekatan Bootstrap dan Copula berdasarkan nilai 
ARL0 dari masing-masing grafik. 
 
1.4 Manfaat 
Berdasarkan tujuan penelitian, maka manfaat dari penelitian 
ini adalah 
1. Memberikan pengetahuan tentang perbandingan kinerja grafik 
kendali T
2
-Hotelling pendekatan Bootstrap dan Copula 
berdasarkan nilai ARL0 dari masing-masing grafik. 
2. Memberikan informasi kepada PT Lotus Indah Textile 
Industries mengenai grafik manakah yang memiliki tingkat 
kepekaan lebih tinggi dalam pengendalian kualitas benang OE 





1.5 Batasan Masalah 
Penelitian ini menggunakan batasan masalah di mana data 
yang digunakan dalam penelitian ini merupakan data kualitas benang 
OE 30 RY dari PT Lotus Indah Textile Industries periode 24 
November 2017 hingga 26 Februari 2018. 
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 BAB II 
TINJAUAN PUSTAKA 
 
2.1 Pengendalian Kualitas 
Pengendalian kualitas (quality control) merupakan salah satu 
statistika inferensia yang mencakup beberapa hal meliputi 
pengukuran karakteristik kualitas produk, pembandingan dengan 
spesifikasi tertentu, dan pembuatan keputusan untuk mengatasi 
perbedaan antara produk yang dihasilkan dan yang diharapkan. 
Pendeteksian dengan cepat terjadinya sebab-sebab terduga atau 
pergeseran proses diperlukan agar dapat dilakukan tindakan 
perbaikan sebelum terlalu banyak produk cacat. Pendeteksian 
tersebut menjadi tujuan dari pengendalian kualitas (Montgomery, 
2009). 
 
2.2 Grafik Kendali 
Grafik kendali merupakan salah satu alat yang digunakan untuk 
melakukan pengendalian kualitas secara statistik. Grafik kendali 
digunakan pula sebagai alat pengendalian manajemen untuk  
mencapai tujuan tertentu yang berhubungan dengan kualitas proses. 
Secara umum, pada grafik kendali terdapat tiga garis kontrol meliputi 
Center Line (CL), Upper Control Limit (UCL) dan Lower Control 
Limit (LCL) (Montgomery, 2009). CL merupakan garis yang 
menunjukkan rata-rata dari suatu karakteristik kualitas. Sedangkan 
UCL dan LCL merupakan garis batas atas dan bawah kendali. Suatu 
proses dikatakan terkendali secara statistik apabila seluruh titik 
pengamatan berada di antara UCL dan LCL. Apabila terdapat titik 
pengamatan yang berada di luar batas kendali (out of control), maka 
proses dikatakan tidak terkendali secara statistik (Mitra, 2016).  
Grafik kendali dibagi menjadi dua berdasarkan banyaknya 
karakteristik kualitas yang dilibatkan yaitu grafik kendali univariat 
dan grafik kendali multivariat. Grafik kendali univariat digunakan 
jika karakteristik kualitas yang dilibatkan hanya satu, sedangkan 
untuk pengukuran karakteristik kualitas yang melibatkan dua atau 
lebih secara bersama-sama maka digunakan grafik kendali 
multivariat (Montgomery, 2009). 
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2.3 Analisis Korelasi 
Analisis korelasi merupakan suatu analisis untuk mengukur 
hubungan antara dua peubah melalui sebuah bilangan yang disebut 
koefisien korelasi (Sembiring, 1995). Koefisien korelasi adalah 
ukuran hubungan linier antara dua variabel yang dilambangkan 
dengan  , yaitu: 
 
   
 ∑     
 
    (∑   
 
   )(∑   
 
   )
√* ∑   
  
    (∑   
 
   )
 
+* ∑   
  
    (∑  
 
   )
 
+
  (2.1) 
 
untuk mengetahui adanya korelasi antar peubah, hipotesis yang 
digunakan yaitu (Johnson & Wichern, 2007): 
        (Tidak tedapat korelasi antar peubah) 
versus 





√   
 
   
  (2.2) 
 
Nilai   yang didapat dari persamaan (2.2) dan p-value yang dilihat 
berdasarkan distribusi  -Student kemuadian dapat digunakan sebagai 
acuan pengambilan keputusan. Pengujian kriteria dalam pengambilan 
keputusan yaitu: 




   )
 atau p-value   , dapat diambil 
keputusan untuk menerima H0, yang dapat disimpulkan bahwa 
tidak terdapat keeratan hubungan antar peubah. 




   )
 atau p-value   , dapat diambil 
keputusan untuk menolak H0, yang dapat disimpulkan bahwa 
terdapat keeratan hubungan antar peubah. 
 
2.4 Asumsi Normal Multivariat 
Asumsi data berdistribusi normal multivariat merupakan salah 
satu asumsi yang sangat penting dalam metode statistika multivariat 
dalam menjamin keabsahan analisis. Asumsi data berdistribusi 
normal multivariat juga harus terpenuhi untuk membangun grafik 
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kendali multivariat (Mitra, 2016). Oleh karena itu perlu dilakukan 
pemeriksaan distribusi data yang akan digunakan untuk membangun 
grafik kendali multivariat. Terdapat beberapa cara untuk memeriksa 
distribusi normal multivariat. Secara grafis pemeriksaan distribusi 
normalitas multivariat dapat dilakukan menggunakan QQ plot yang 
didasarkan pada square distance.  
Data dapat diduga berdistribusi normal multivariat apabila 
hasil plot membentuk garis lurus (Johnson & Wichern, 2007). Selain 
pemeriksaan secara grafis menggunakan QQ plot, uji asumsi 
normalitas multivariat yang dapat digunakan adalah uji Mardia.  Uji 
Mardia merupakan uji normalitas multivariat yang didasarkan pada 
skewness       dan kurtosis       (Rancher, 2002). Hipotesis yang 
digunakan yaitu: 
H0 : Data berdistribusi normal multivariat, versus 
H1 : Data tidak berdistribusi normal multivariat 
Skewness dan kurtosis dirumuskan sebagai berikut: 
 
    
 
  
∑ ∑ [     ̅ 
     (    ̅)]
  
   
 
    (2.3) 
 
    
 
 
∑ [     ̅ 
          ̅ ]
  
     (2.4) 
 
Data dapat dikatakan memenuhi asumsi normal multivariat apabila: 
 
               
 [             ]
                   
   (2.5) 
 
          
√         
       (2.6) 
 
Berdasarkan nilai p-value skewness dan kurtosis data dikatakan 
memenuhi asumsi normal multivariat apabila p-value >  . 
 
2.5 Grafik Kendali Multivariat T2-Hotelling 
Pengendalian kualitas secara bersama-sama untuk dua atau 
lebih karakteristik kualitas sangat diperlukan dalam berbagai kondisi. 
Apabila terdapat beberapa karakteristik kualitas yang saling bebas, 
maka untuk masing-masing karakteristik kualitas dapat dilakukan 
pengendalian kualitas dengan grafik kendali univariat. Akan tetapi,  
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apabila masing-masing karakteristik memiliki hubungan keeratan 
atau tidak saling bebas, maka pengendalian kualitas dilakukan 
dengan menggunakan grafik kendali multivariat.  
Grafik kendali multivariat merupakan grafik kendali yang 
menggambarkan beberapa karakteristik kualitas, grafik ini digunakan 
pada kondisi di mana antar karakteristik kualitas saling berkorelasi 
atau memiliki keeratan yang sama terhadap kualitas produk. Pada 
kasus multivariat, salah satu metode yang dapat digunakan untuk 
melakukan pengendalian kualitas produk yaitu menggunakan metode 
grafik kendali T
2
-Hotelling (Montgomery, 2009). 
T
2
-Hotelling merupakan generalisasi distribusi  , jika  ̅ 
merupakan rata-rata dari sampel acak dengan ukuran sebaran   dari 
sebaran   data  normal  dengan    variabel   (mean) dan  2 (variance) 
maka statistik ujinya yaitu 
 
  
 ̅  
  √ 
  (2.7) 
 
dan akan mempunyai distribusi   dengan derajat bebas   -1. 
Selanjutnya nilai  
 
   (
 ̅  
  √ 
)
 
    ̅     (  )
  
  ̅     (2.8) 
 
akan mengikuti distribusi χ
2
 dengan derajat bebas 1 (Johnson dan 
Wichern, 2007). Maka perlu dilakukan penaksiran terhadap   (mean) 
dan    (variance), maka untuk selanjutnya akan disebut sebagai 
 ̿ (rata-rata) dan   (ragam) (Montgomery, 2009). Dengan demikian 
T
2
-Hotelling dapat didefinisikan sebagai berikut 
 
      ̅   ̿       ̅   ̿  (2.9) 
 




1. Jika tersedia   sampel dengan masing-masing sampel 
berelemen  , maka rata-rata dan ragam tiap sampel dapat 
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  (2.10) 
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  (2.11) 
 
dengan      adalah observasi ke   pada karakteristik kualitas 
ke   dalam sampel ke  . Kovarian antara karakteristik kualitas 
  dan karakteristik   dalam sampel ke   adalah 
  
     
 
   
∑ (      ̅  )       ̅   
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  (2.12) 
 
2. Kemudian statistik  ̅  ,    
 , dan      dirata-rata untuk seluruh 
  sampel  
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  (2.16) 
 
4. Uji statistik T2-Hotelling  
 





    
           
        
          
   (2.17) 




    
           
        
          
   (2.18) 
       
 
Jika nilai    > UCL, maka pengamatan ke-   berada di luar 
kendali statistik atau terjadi kasus out of control. Apabila 
terjadi kasus out of control maka perlu dilakukan identifikasi 
variabel yang berpengaruh besar dalam kasus tersebut serta 
dicari penanggulangannya (Montgomery, 2009). 
 
2.6 Bootstrap 
Bootstrap merupakan metode resampling dengan 
pengembalian yang memiliki sifat yang sama dengan non parametrik 
yang tidak memerlukan asumsi sebaran. Metode ini merupakan 
metode yang tepat digunakan pada data yang tidak memenuhi asumsi 
normal multivariat (Anderson, 2003).  Proses sampling pada 
Bootstrap dilakukan dengan pengembalian di mana sampel asli hasil 
observasi diperlakukan seperti populasi. Proses sampling dengan 
pengembalian ini memungkinkan terbentuknya resample di mana 
elemen sampel asli muncul beberapa kali, satu kali bahkan tidak 
muncul sama sekali.  
Kebaikan dari metode ini adalah tidak memerlukan asumsi dan 
informasi dari sampel tidak terbuang. Metode ini dilakukan agar data 
sampel mendekati sebaran normal dengan landasan Teorema Limit 
Pusat  (Efron & Tibshirani, 1993). Teorema Limit Pusat menjelaskan 
bahwa kurva distribusi sampling (untuk ukuran sampel 30 atau lebih) 
akan berpusat pada nilai parameter populasi dan akan memiliki 
semua sifat-sifat distribusi normal. 
Suatu sample    
   
   
   
     
   
  merupakan hasil resampling 
dengan pengembalian dari sampel asli              dimana n 
adalah banyak sampel dan   menunjukkan Bootstrap ke-  . 
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Banyaknya resample yang dibentuk sebaiknya adalah mendekati tak 
hingga (Efron dan Tibshirani, 1993). Pada pembangunan grafik 
kendali multivariat T
2
-Hotelling kali ini dibentuk 500 resample. 
Resampling dilakukan dengan cara pengambilan sampel asli satu per 
satu sebanyak n dengan pengembalian. Resampling tersebut 
dilakukan berulang-ulang hingga didapatkan 500 sampel hasil 
resampling. Sampel yang telah dibentuk dengan pendekatan 
Bootstrap kemudian dapat digunakan untuk menduga parameter 
tanpa melibatkan proses pemodelan.  
2.7 Grafik Kendali Multivariat T2-Hotelling Pendekatan 
Bootstrap 
Membangun grafik kendali multivariat T
2
-Hotelling 
mengharuskan terpenuhinya asumsi normal multivariat. Data yang 
tidak memenuhi asumsi normal multivariat harus menggunakan 
pendekatan untuk dapat dibangun grafik kendali multivariat T
2
-
Hotelling. Salah satu pendekatan yang dapat digunakan adalah 
pendekatan Bootstrap. Metode Bootstrap cukup tepat untuk menduga 
batas kendali tanpa mengharuskan pemenuhan asumsi sebaran (Efron 
& Tibshirani, 1993). 
Langkah-langkah dalam membangun grafik kendali multivariat 
T
2
-Hotelling adalah sebagai berikut: 
1. Menentukan nilai statistik T2 data sample asli tanpa melakukan 
transformasi. 
2. Melakukan resampling dengan pengembalian terhadap nilai 
statistik T
2
 sebanyak B ulangan. 
3. Menghitung nilai persentile           untuk masing-masing 
resample, di mana   adalah taraf nyata yang digunakan dalam 
penelitian. 
4. Nilai persentil yang didapat sebanyak B kemudian dirata-rata. 




Copula merupakan suatu fungsi yang pertama kali 
diperkenalkan dalam Teorema Sklar yang digunakan untuk 
memodelkan sebaran multivariat (Nelsen, 2006). Transformasi 
dengan menggunakan fungsi Copula dapat mengatasi 
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ketidaknormalan data, sehingga data hasil transformasi dapat 
mengikuti sebaran normal. Copula merupakan fungsi distribusi 
multivariat yang menggabungkan fungsi bersama menjadi marginal 
satu dimensi yang mentransformasi variabel ke dalam domain [0,1]. 
Hal tersebut dapat menaksir distribusi bersama pada hasil nonlinear 
dan menjelaskan struktur variabel dependen melalui distribusi 
bersama dengan menghapuskan efek marginal univariat (Nelsen, 
2006).  
Secara sederhana Copula dapat didefinisikan sebagai berikut 
 
 (       )   (             ) (2.19) 
atau 
 (       )                     (2.20) 
 
  merupakan sebaran multivariat berdimensi   yang dapat 
dinyatakan dengan Copula   (Nelsen, 2006). Dengan  [   ]  
[   ] dan i = 1,2,…p maka Copula dapat dinyatakan sebagai berikut 
 
 (          )                   (2.21) 
atau  
 (          )                     (2.22) 
 
Berdasarkan persamaan (2.22) maka dapat diperoleh fungsi sebaran 
gabungan bagi Copula dapat disajikan sebagai berikut 
 
 (          )      
         
           
        (2.23) 
 
dengan   
   merupakan fungsi kuantil dari marginal. 
Apabila sebaran fungsi marginal bersifat kontinu, maka fungsi 
Copula adalah unik (Nelsen, 2006). Proses penyederhanaan sebaran 
peluang marginal yang diasumsikan kontinu dengan 
                dapat diturunkan dan disajikan pada persamaan 
(2.24). 
 












                     
 
keterangan : 
   suatu Copula 
   persamaan fungsi kepekatan peluang Copula 
 
2.9  Copula Archimedean 
Copula Archimedean merupakan salah satu keluarga Copula 
yang cukup umum digunakan. Secara sederhana dapat dijelaskan, 
jika terdapat   [   ]  [   ] yang memiliki sifat monoton turun 
dan merupakan fungsi konveks, sehingga        dan       , 
dengan demikian maka dapat dinyatakan     [   ]  [   ] 
(Nelsen, 2006).  
Fungsi Copula Archimedean   [   ]  [   ] dapat disajikan 
sebagai berikut 
 
 (          )   
  (               (  )) 
  (2.25) 
 
di mana  merupakan generator Copula dengan parameter  .  
Copula Archimedean memiliki beberapa sub keluarga satu 
diantara adalah Copula Gumbel-Hougaard. Copula Gumbel-
Hougaard memiliki fungsi generator sebagai berikut 
 
            
      (2.26) 
 
Penentuan korelasi Tau Kendall yang didasarkan pada data 
peringkat dapat digunakan sebagai pendekatan pendugaan parameter 
  pada fungsi Copula (Nelsen, 2006). Parameter   dapat diduga 
dengan persamaan sebagai berikut 
 
      ∫
    
     
   
 
 





Dengan    adalah nilai Tau Kendall yang dapat ditentukan nilainya 
berdasarkan persamaan sebagai berikut 
 
   
 





      (2.29) 
 
keterangan: 
  : Banyaknya pasangan konkordan 
  : Banyaknya pasangan diskordan 
  : Banyaknya sampel  
 
Berdasarkan persamaan (2.27) yang diuraikan pada Lampiran 6 
didapatkan nilai penduga parameter   sebagai berikut 
 
 ̂   
 
    
 (2.30) 
 
Setelah didapatkan nilai penduga parameter  , maka dapat dibentuk 
fungsi Copula Gumbel-Hougaard seperti pada persamaan (2.31). 
 
  
        ( *        
          





)   
 (2.31) 
 
2.10 Transformasi Peubah Acak ke Uniform [0,1] 
Transformasi peubah acak ke sebaran uniform [0,1] 
merupakan langkah awal analisis menggunakan Copula. Fungsi 
kepekatan peluang sebaran marginal peubah acak   dijelaskan pada 
persamaan berikut 
 
     
 
   
∑    (       )          
 
    (2.32) 
 
dengan   adalah fungsi indikator bernilai satu jika        . 
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Transformasi data ke domain [0,1] dengan membuat peringkat 
untuk setiap peubah acak sebagai berikut: 
 
(
     
   
)  (
     
   
)    (
     
   





      ,     ,…,      adalah peringkat data        ke-i, i=1,2,…n. 
 
2.11 Dekomposisi Statistik T2  
Dekomposisi statistik T
2
 merupakan salah satu pendekatan 
yang dapat dilakukan untuk mengetahui penyebab terjadinya out of 
control. Pendekatan ini dilakukan dengan cara membandingkan nilai 
   dengan     
 , di mana    dapat dirumuskan sebagai berikut: 
 
     
    
    (2.34) 
 
  
  merupakan nilai    yang dihitung tanpa mengikutsertakan 
peubah  . Suatu peubah dapat dikatakan menjadi penyebab out of 
control apabila nilai    >     
  (Montgomery, 2009). 
 
2.12 Fishbone Diagram 
Fishbone diagram atau yang sering disebut diagram sebab 
akibat merupakan salah satu alat pengendalian kualitas yang 
digunakan dalam menemukan sebab dan akibat dari suatu masalah. 
Akibat (karateristik kualitas) diletakkan di ujung garis utama, 
sedangkan sebab atau faktor-faktor yang berpengaruh diletakkan di 
sebelah sekitar garis utama (Tague, 2015). 
Gambar 2.1 merupakan gambar fishbone diagram dengan 
langkah-langkah pembuatan sebagai berikut: 
1. Menemukan masalah yang merupakan akibat dari 
ketidaksesuaian proses yang digambarkan pada ujung kanan 
panah utama (kepala ikan). 
2. Mengidentifikasi kategori-kategori penyebab terjadinya 




3. Menentukan penyebab-penyebab secara spesifik berdasarkan 
kategori-kategori yang telah diidentifikasi. Penyebab-
penyebab tersebut kemudian diletakkan di sekitar kategori 
yang sesuai. 
4. Mengkaji dan menyepakati sebab yang paling mungkin 








Gambar 2.1. Fishbone Diagram (Diagram Sebab Akibat) 
 
2.13 Kepekaan Grafik Kendali 
Kepekaan grafik kendali dapat diukur menggunakan  Average 
Time to Signal (ATS) dan Average Run Length (ARL). Average Time 
to Signal (ATS) merupakan nilai rata-rata waktu munculnya sinyal 
out of control pertama. Nilai ATS biasa digunakan pada sampel yang 
memiliki jarak waktu pengambilan yang sama antar amatan. 
Penentuan nilai ATS didasarkan pada nilai ARL yang disesuaikan 
dengan jarak waktu pengambilan antar amatan. Secara sederhana 
nilai ATS dapat ditulis sebagai berikut: 
 
          (2.35) 
 
Dengan   adalah jarak waktu pengambilan antar amatan dalam jam 
(Montgomery, 2009). 
Average Run Length (ARL) merupakan salah satu alternatif 
nilai yang dapat digunakan untuk menentukan kinerja grafik kendali 
(Mitra, 2016). ARL merupakan nilai rata-rata banyak sampel yang 
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harus diamati untuk dapat ditemukan out of control pertama 
(Montgomery, 2009). ARL juga dapat dikatakan sebagai waktu 
tunggu terjadinya sinyal out of control, karena ARL memberikan 
informasi berapa lama rata-rata akan dilakukan plot titik-titik pada 
grafik kendali sebelum terjadi titik sampel yang out of control. ARL 
dibagi menjadi dua yaitu ARL0 dan ARL1.  
ARL0 biasa disebut ARL in control sedangkan ARL1 disebut 
ARL out of control. ARL diharapkan memiliki nilai yang besar saat 
proses terkendali (ARL0) dan ARL bernilai kecil saat proses tidak 
terkendali (ARL1). Hal ini diharapkan  pada saat proses di luar 
kendali, amatan out of control cepat terdeteksi. ARL0 yang besar dan 
ARL1 yang kecil dapat digunakan untuk perbandingan antara grafik 
kendali (Mitra, 2016).  
Pengujian terkendalinya proses dapat dinyatakan dengan 
hipotesis sebagai berikut: 
         (proses terkendali), versus 
         (proses tidak terkendali) 
ARL0 merupakan ARL pada saat rata-rata proses sebesar 
     (proses terkendali) dengan persamaan sebagai berikut: 
 





        
 
 
                         
 (2.36) 
 
Dengan   adalah banyaknya peubah dan    adalah peluang 
kesalahan tipe I atau menolak proses terkendali padahal proses 
terkendali pada uji hipotesis. 
ARL1 merupakan ARL pada saat rata-rata proses sebesar 
     (proses tidak terkendali) dengan persamaan: 
 
     
 
    
 
 
                          
 (2.37) 
 
dengan    adalah peluang kesalahan tipe II atau menerima proses 
terkendali padahal proses tidak terkendali pada uji hipotesis. Nilai 
ARL dari hasil simulasi ini didefinisikan sebagai nilai rata-rata 
panjang  terjadinya out of control dalam simulasi. Jika nilai ARL0 
semakin besar, maka banyak sampel yang diperlukan sampai 
terdeteksi sampel out of control pertama pada proses yang terkendali 




























3.1. Sumber Data 
Penelitian ini menggunakan data sekunder berupa kualitas 
benang OE 30 RY. Data yang digunakan diperoleh dari PT Lotus 
Indah Textile Industries tepatnya departemen Standart Quality 
Control. Kualitas benang OE 30 RY dalam penelitian ini diukur 
dengan melibatkan dua  peubah. Peubah-peubah yang digunakan 
didefinisikan pada Tabel 3.1. 
 
Tabel 3.1. Peubah penelitian 
No. Peubah Keterangan Deskripsi 
1. X1 Elongation 
(%) 
Elongation merupakan daya 
mulur benang yang diukur 
berdasarkan persentase 
pertambahan panjang benang saat 
ditarik hingga sebelum putus. 
2. X2 Tenacity 
(Rkm) 
Tenacity merupakan kekuatan 
benang yang dihitung berdasarkan 
seberapa panjang benang yang 
beratnya mampu ditahan oleh 
benang itu sendiri.  
 
Penelitian ini menggunakan data sampel dengan ukuran subgrup 
10 untuk masing-masing peubah. Data yang digunakan dalam 
penelitian ini adalah data kualitas benang OE 30 RY periode 24 
November 2017 sampai 26 Februari 2018 yang dilampirkan pada 
Lampiran 1. 
 
3.2. Metode Penelitian 
Analisis data pada penelitian ini menggunakan metode grafik 
kendali multivariat T
2
-Hotelling dengan pendekatan Bootstrap dan 
Copula. Kemudian dihitung nilai ARL0 masing-masing grafik 
kendali yang terbentuk untuk membandingkan kepekaan grafik 





3.2.1. Prosedur Pembentukan Grafik Kendali T2-Hotelling 
Pendekatan Bootstrap 
Prosedur dalam membangun grafik kendali T
2
-Hotelling 
pendekatan Bootstrap adalah sebagai berikut. 
1. Melakukan eksplorasi data kualitas benang OE 30 RY 
menggunakan statistika deskriptif. 
2. Melakukan analisis korelasi pada data asli dengan 
menggunakan persamaan (2.1) dan (2.2). 
3. Melakukan uji asumsi normalitas multivariat pada data asli 
dengan menggunakan persamaan (2.3) dan (2.4). 
4. Menentukan nilai statistik T2 untuk setiap subgrup dengan 
menggunakan persamaan (2.9) 
5. Melakukan resampling dengan pengembalian terhadap 
statistik T
2 
sehingga didapatkan nilai   
    
   
    
     




 dari sampel Bootstrap ke-i (i = 1, 2, ..., B) 
6. Menentukan nilai persentil          untuk setiap sampel 
Bootstrap. Penelitian ini menggunakan       . 
7. Merata-rata persentil sebanyak B sehingga didapat satu nilai 
sebagai batas kendali. 
8. Mengidentifikasi titik out of control. 
 
3.2.2. Prosedur Pembentukan Grafik Kendali T2-Hotelling 
Pendekatan Copula 
Prosedur dalam membangun grafik kendali T
2
-Hotelling 
pendekatan Copula Gumbel-Hougaard adalah sebagai berikut. 
1. Melakukan eksplorasi data kualitas benang OE 30 RY 
menggunakan statistika deskriptif. 
2. Melakukan analisis korelasi pada data asli dengan 
menggunakan persamaan (2.1) dan (2.2). 
3. Melakukan uji asumsi normalitas multivariat pada data asli 
dengan menggunakan persamaan (2.3) dan (2.4). 
4. Mentransformasikan nilai rata-rata setiap subgrup untuk 
seluruh variabel ke domain Uniform [0,1] dengan 
menggunakan persamaan (2.32). 
5. Menduga parameter Copula dengan menggunakan persamaan 




6. Mentransformasi data menjadi data Copula Gumbel-Hougaard 
dengan menggunakan persamaan (2.31). 
7. Menentukan nilai statistik T2 dari data Copula dengan 
menggunakan persamaan (2.9). 
8. Menentukan batas kendali dengan menggunakan persamaan 
(2.17). 
9. Mengidentifikasi titik out of control. 
 
3.2.3. Perbandingan Nilai ARL Dari Grafik Kendali T2-Hotelling 
Pendekatan Bootstrap dan Copula  
Langkah terakhir yang dilakukan dalam penelitian ini adalah 
membandingkan nilai ARL dari kedua grafik kendali. Nilai ARL 
ditentukan berdasarkan data yang dibangkitkan mengikuti distribusi 
lognormal. Pembangkitan data dilakukan untuk mengetahui kinerja 
grafik kendali pada data non-normal secara umum. Grafik kendali 
dikatakan lebih baik dalam mendeteksi out of control apabila 
memiliki nilai ARL0 lebih besar dari grafik kendali lain. ARL0 yang 
besar menunjukkan bahwa dalam proses terkendali dibutuhkan 
semakin banyak sampel yang dibutuhkan untuk mendeteksi out of 
control. Penelitian ini akan mensimulasikan beberapa nilai   dalam 
menghitung ARL0. Penyimulasian dengan beberapa nilai   bertujuan 
untuk mengetahui kinerja grafik kendali pada nilai   yang berbeda. 
Langkah-langkah dalam menyimulasikan ARL0 adalah sebagai 
berikut: 
1. Membangkitkan data non-nomal multivariat. Penelitian ini 
menggunakan data bangkitan berdistribusi lognormal 
multivariat dengan sampel sebanyak n=28, ukuran sampel 










2. Membangun grafik kendali Bootstrap dengan prosedur 3.2.1. 
3. Membangun grafik kendali Copula Gumbel-Hougaard dengan 
prosedur 3.2.2. 
4. Mencatat terjadinya out of control pertama kali berdasarkan 
batas kendali Bootstrap dan Copula Gumbel-Hougaard. 
5. Mengulangi langkah 1 sampai 4 sebanyak 1000 kali. 
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6. Menghitung nilai rata-rata terjadinya out of control pertama 
kali berdasarkan batas kendali Bootstrap dan Copula Gumbel-
Hougaard. 
Diagram alir prosedur penelitian dan langkah-langkah simulasi 















T2 Hotelling pendekatan 
Bootstrap
T2 Hotelling pendekatan 
Copula
Menghitung statistik T2










Gambar 3.1. Diagram Alir Prosedur Penelitian 
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Menentukan batas kendali 
berdasarkan persentil 100(1- α)
Menentukan data Copula 
Menentukan statistik T2 
berdasarkan data Copula 
Menentukan batas kendali 
Perbandingan berdasarkan nilai ARL0
Selesai
Mengidentifikasi titik out of 
control 













Membangun grafik  
kendali Copula
(Prosedur 3.2.2)
Mencatat titik yang 
pertama kali keluar 
(RLBootstrap)
Mencatat titik yang 






x~log Np (µ, Σ)
L = L+1
Menghitung rata-









HASIL DAN PEMBAHASAN 
 
4.1. Analisis Statistika Deskriptif  
Analisis statistika deskriptif merupakan analisis awal yang perlu 
dilakukan sebelum membentuk suatu grafik kendali. Hal ini 
dilakukan untuk mengetahui gambaran umum kualitas benang OE 30 
RY. Hasil analisis statistika deskriptif dari beberapa peubah yang 
digunakan untuk untuk mengetahui kualitas benang OE 30 RY 
disajikan pada Tabel 4.1. Penelitian ini menggunakan kualitas 
benang dua peubah untuk menggambarkan kualitas benang OE 30 
RY yaitu Elongation (%) dan Tenacity (Rkm). 













Elongation 10,692 5,320 13,020 1,166 9 11 
Tenacity 12,086 8,500 15,320 1,032 10 14 
 
Berdasarkan Tabel 4.1. dapat digambarkan beberapa hal di 
antaranya nilai rata-rata, minimum, maksimum dan simpangan baku 
masing-masing peubah. Nilai rata-rata menunjukkan letak pemusatan 
data atau berkumpulnya sebagian besar nilai peubah (Walpole, 
1993). Dilihat dari Tabel 4.1. dapat diketahui bahwa sebagian besar 
hasil produksi benang OE 30 RY dapat ditarik hingga mengalami 
pertambahan panjang sebesar 10,692% dan dapat menahan massa 
benang yang sama sepanjang 12.086 Rkm. Nilai minimum dan 
maksimum pada Elongation memberikan gambaran bahwa hasil 
produksi benang OE 30 RY dapat bertambah panjang setelah ditarik 
paling pendek 5,320% dan paling panjang 13,020%. Pada Tenacity 
menunjukkan bahwa massa benang yang dapat ditahan oleh jenis 
benang OE 30 RY paling pendek adalah 8,5 Rkm dan paling panjang 
15,32 Rkm. Selain beberapa hal tersebut, simpangan baku 
menunjukkan penyebaran data di mana pada data yang menyebar 
normal 68,26% data berada pada selang      atau 95,44% data 
berada pada selang      atau 99,98% data berada pada selang 
     (Walpole, 1993). Berdasarkan nilai simpangan baku pada 
26 
 
Tabel 3.1 dapat diketahui juga bahwa 68,26% hasil produksi benang 
OE 30 RY dapat mengalami kemuluran sebesar 10,692   1,166 % 
dan dapat menahan massa benang sepanjang 12,086 ± 1,032 Rkm. 
Dilihat dari nilai rata-rata kedua peubah berada dalam batas 
spesifikasi perusahaan, akan tetapi dilihat dari nilai minimum dan 
maksimum yang keluar dari batas spesifikasi perusahaan maka 
diduga bahwa proses produksi tidak terkendali secara statistik. 
 
4.2. Uji Korelasi Antar Peubah 
Koefisien korelasi adalah ukuran hubungan linier antara dua 
peubah. Analisis korelasi merupakan suatu analisis yang digunakan 
untuk mengetahui keeratan hubungan antara dua peubah atau lebih 
(Sembiring, 1995). Pada penelitian ini analisis korelasi digunakan 
untuk mengetahui keeratan hubungan antara Elongation (%) dan 
Tenacity (Rkm). Pemeriksaan korelasi antar peubah dilakukan 
dengan menggunakan pearson correlation dengan hipotesis yaitu: 
H0 :     (Tidak terdapat hubungan antar peubah) 
versus 
H1 :     (Terdapat hubungan antar peubah) 
Analisis korelasi dikatakan menunjukkan adanya keeratan 
hubungan yang signifikan antara dua peubah apabila p-value    
(Johnson & Wichern, 2007). Hasil analisis  menunjukkan korelasi 
antara Elongation (%) dan Tenacity (Rkm) adalah 0,7603 dengan p 
value kurang dari 0,05. Berdasarkan hasil tersebut maka dengan 
tingkat kesalahan 5% dapat disimpulkan bahwa terdapat hubungan 
yang signifikan antara Elongation (%) dan Tenacity (Rkm). Keeratan 
hubungan antara Elongation (%) dan Tenacity (Rkm) yaitu sebesar 
0,7603. Dari kesimpulan yang menyatakan adanya keeratan 
hubungan antara kedua peubah maka grafik kendali multivariat T
2
-
Hotelling dengan menggunakan dua pendekatan dapat diterapkan. 
 
4.3. Uji Asumsi Normal Multivariat 
Asumsi normal multivariat merupakan asumsi yang mendasari 
analisis multivariat. Sebelum melakukan analisis multivariat, data 
harus diuji terlebih dahulu untuk memastikan bahwa data yang akan 
dianalisis memenuhi asumsi normal multivariat. Grafik kendali 
multivariat T
2
-Hotelling dapat digunakan ketika asumsi normal 
multivariat terpenuhi (Mitra, 2016). Pengujian asumsi normal 
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multivariat data kualitas benang OE 30 RY dilakukan secara visual 
dengan QQ plot dan secara uji dengan Mardia. 
 
 
Gambar 4.1. QQ Plot Kualitas Benang OE 30 RY 
 
Data dapat diduga berdistribusi normal multivariat apabila hasil 
plot membentuk garis lurus (Johnson & Wichern, 2007). Gambar 4.1 
yang merupakan hasil QQ plot data kualitas benang OE 30 RY, 
terlihat bahwa plot data membentuk garis lurus tetapi terdapat 
beberapa pencilan sehingga dapat diduga bahwa data tidak menyebar 
normal multivariat. Akan tetapi plot hanya bersifat subjektif 
sehingga diperlukan hasil perhitungan secara objektif yaitu dengan 
menggunakan uji Mardia. Hipotesis yang diuji yaitu : 
H0 : Data menyebar normal multivariat,  
versus 
H1: Data tidak menyebar normal multivariat 
Berdasarkan persamaan (2.5) dan (2.6) didapatkan nilai 
skewness dan kurtosis yang mengikuti sebaran (2.7) dan (2.8). 
Dilihat dari nilai p-value skewness dan kurtosis data dikatakan 
memenuhi asumsi normal multivariat apabila p-value >   (Rancher, 
2002). Hasil pengujian menggunakan uji Mardia dapat dilihat pada 
Tabel 4.2.  
Tabel 4.2. Hasil Uji Mardia Kualitas Benang OE 30 RY 
 Skewness Kurtosis 
Statistik 44,359421 4,422001 
Nilai p < 0,05 < 0,05 
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Berdasarkan uji Mardia didapatkan bahwa nilai p skewness dan 
nilai p kurtosis kurang dari  ,  di mana   yang digunakan adalah 
0,05. Jadi dapat diambil keputusan untuk menerima H0 dan 
disimpulkan bahwa data kualitas benang OE 30 RY yang meliputi 
Elongation (%), dan Tenacity (Rkm) tidak memenuhi asumsi normal 
multivariat. 
 




Setelah dinyatakan bahwa asumsi normal multivariat tidak 
terpenuhi, maka pembuatan grafik kendali multivariat T
2
-Hotelling 
tidak dapat dilakukan secara langsung, tetapi harus melalui 
pendekatan. Pendekatan pertama yang diterapkan adalah Bootstrap. 
Pendekatan ini dipilih karena pendekatan dengan Bootstrap sampel 
akan diperbesar sehingga data dapat mendekati distribusi normal 
multivariat (Efron & Tibshirani, 1993).  
Langkah pertama yang dilakukan untuk membangun grafik 
kendali multivariat T
2
-Hotelling adalah menentukan nilai statistik T
2
 
tanpa melakukan transformasi pada data. Berdasarkan rumus (2.11), 
(2.12) dan (2.13)  
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maka didapatkan matriks   (     ) sebagai berikut 
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Berdasarkan matrik tersebut, hanya elemen-elemen diagonal 
matriks yang akan digunakan dalam pengendalian kualitas 
menggunakan grafik kendali multivariat T
2
-Hotelling. Berikut ini 
adalah nilai statistik T
2
 yang digunakan 
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Setelah mendapatkan nilai statistik T
2
, langkah selanjutnya 
adalah melakukan resample dengan pengembalian. Resample 
dilakukan sebanyak 500 kali dengan bantuan software R yang tersaji 
pada Lampiran 7. Kemudian untuk masing-masing sample Bootstrap 
ditentukan nilai persentil (   ) yaitu 0,95. Nilai-nilai pesentil 
tersebut kemudian dirata-rata sehingga didapatkan nilai UCL grafik 
kendali multivariat T
2
-Hotelling pendekatan Bootstrap (Efron dan 
Tibshirani, 1993). Setelah didapat UCL grafik maka dapat dibangun 
grafik kendali multivariat T
2
-Hotelling yang dapat dilihat pada 
Gambar 4.2.  
Jika nilai    > UCL, maka pengamatan ke-   berada di luar 
kendali statistik atau terjadi kasus out of control (Montgomery, 
2009). Berdasarkan hasil analisis menggunakan grafik kendali 
multivariat T
2
-Hotelling pendekatan Bootstrap didapatkan Upper 
Control Line (UCL) dengan dua variabel yaitu Elongation (%), dan 
Tenacity (Rkm) sebesar 16,7350. Dapat dilihat bahwa terdapat 2 
pengamatan yang keluar batas Upper Control Line (UCL) yaitu pada 
pengamatan ke 7 dan 8 dengan nilai T
2 
sebesar 17,9680 dan 24,5454. 
Adanya titik pengamatan yang keluar batas kendali menunjukkan 













Dalam pembangunan grafik kendali multivariat T
2
-Hotelling 
diperlukan pemenuhan asumsi normal multivariat pada data 
(Montgomery, 2009). Apabila terjadi pelanggaran asumsi maka 
pembangunan grafik kendali multivariat T
2
-Hotelling  dapat 
dilakukan dengan pendekatan Copula. Metode ini dilakukan dengan 
menggabungkan fungsi bersama menjadi marginal satu dimensi 
(Nelsen, 2006). 
Langkah awal dalam pembangunan grafik kendali multivariat 
T
2
-Hotelling pendekatan Copula adalah dengan mentransformasi data 
ke dalam sebaran Uniform [0,1]. Transformasi data dilakukan 
dengan membuat peringkat untuk setiap peubah acak seperti pada 
persamaan (2.32). 
 
  ( )  
 
   
∑    (  ( )   )          
 




      
 (     )  [
          
          
  





maka dari fungsi  ( ) didapatkan matriks  sebagai berikut 
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Setelah data ditransformasi ke dalam sebaran Uniform [0,1], 
langkah selanjutnya adalah melakukan estimasi parameter fungsi 
Copula Gumbel-Hougaard. Parameter   diduga dengan korelasi Tau 
Kendall menggunakan persamaan (2.29) dan (2.30) (Nelsen, 2006). 
 
       ∫
 ( )
  ( )






   ( )  (    )
      
 
sehingga parameter   pada  fungsi Copula Gumbel-Hougaard dapat 
dicari menggunakan persamaan sebagai berikut 
 
   
  




         
 
Berdasarkan persamaan estimasi parameter   fungsi Copula 
Gumbel-Hougaard yang telah dibuat maka didapatkan nilai   sebesar 
2,1276. Setelah didapat nilai  , langkah selanjutnya adalah 
membentuk data Copula Gumbel-Hougaard dengan persamaan 
(2.31).  
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maka dapat dibentuk fungsi Copula Gumbel-Hougaard untuk dua 
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sehingga didapatkan   yang merupakan data univariat sebagai 
berikut 
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Data Copula Gumbel-Hougaard yang didapat dari hasil 
transformasi kemudian digunakan untuk membangun grafik kendali 
multivariat T
2
-Hotelling. Pembangunan grafik kendali diawali 
dengan menentukan nilai T
2
 dari data Copula Gumbel-Hougaard. 
Nilai T
2
 dapat ditentuan dengan menggunakan persamaan (2.11), 
(2.12) dan (2.13). 
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maka didapatkan matriks   (     ) sebagai berikut 
 
  (     )   [
                     
                    
    
                    
]  
 
Berdasarkan matriks yang terbentuk, maka dapat diketahui nilai 
T
2 
yang merupakan elemen-elemen diagonal matriks tersebut 
(Montgomery, 2009). Berikut ini adalah nilai statistik T
2
 dari data 
Copula Gumbel-Hougaard. 
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Setelah mendapatkan nilai statistik T
2
, langkah selanjutnya 
adalah menentukan UCL grafik kendali multivariat T
2
-Hotelling 
pendekatan Copula. Penentuan nilai UCL didasarkan pada data 
Copula Gumbel-Hougaard. Nilai UCL dapat ditentukan 
menggunakan persamaan (2.19) sebagai berikut. 
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 dan UCL yang didapat, maka dapat 
dibangun grafik kendali multivariat T
2
-Hotelling pendekatan Copula 
yang dapat dilihat pada Gambar 4.3. Jika nilai    > UCL, maka 
pengamatan ke-   berada di luar kendali statistik atau terjadi kasus 
out of control (Montgomery, 2009). Berdasarkan hasil analisis 
menggunakan grafik kendali multivariat T
2
-Hotelling pendekatan 
Copula dapat dilihat bahwa terdapat 1 pengamatan yang keluar batas 
yaitu pada pengamatan ke 20 dengan nilai T
2 
sebesar 4,5668. Adanya 
titik pengamatan yang keluar batas kendali tersebut menunjukkan 
bahwa proses tidak terkendali secara statistik. 
 
4.6.  Interpretasi Grafik 
Setelah analisis menggunakan grafik kendali multivariat T
2
-
Hotelling pendekatan Bootstrap dan Copula, didapatkan hasil yang 
menunjukkan bahwa dalam data terdapat pengamatan yang keluar 
dari batas kendali. Salah satu kelemahan bagan kendali multivarit T
2
 
Hotelling adalah tidak dapat diketahui secara pasti dari titik 
pengamatan yang keluar batas kendali peubah mana yang 
menyebabkan titik tersebut keluar batas. Oleh karena itu diperlukan 
interpretasi grafik kendali multivariat yang salah satunya adalah 
dengan cara dekomposisi statistik T
2
.  
Berdasarkan statistika deskriptif pada Tabel 4.1 dapat diduga 
bahwa terjadinya pengamatan out of control dipengaruhi oleh peubah 
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elongation dan tenacity. Hal tersebut dikarenakan kedua peubah 
tersebut memiliki nilai minimum dan maksimum yang keluar dari 
batas spesifikasi perusahaan. Setelah diketahui beberapa 
kemungkinan peubah yang berpengaruh kemudian dihitung setiap 
nilai dekomposisi masing-masing peubah untuk pengamatan yang 
out of control dan dibandingkan dengan nilai        
  yaitu sebesar 
3,841. Berdasarkan rumus 3.34 dapat dihitung nilai dekomposisi 
elongation dan tenacity yang disajikan pada Tabel 4.3. 
 
Tabel 4.3. Nilai Dekomposisi Elongation dan Tenacity 
Amatan 
ke- 
              
           
                        
7 15,9379 0,1408 10,4601 15,7971 5,4778 
8 17,9680 8,2109 0,0507 9,7571 17,9173 
20 2,2110 1,3047 4,0815 0,9063 1,8705 
 
Berdasarkan hasil analisis dekomposisi statistik T
2
 dapat 
diketahui bahwa variabel yang berpengaruh dalam kasus out of 
control adalah elongation dan tenacity. Maka langkah yang dapat 
dilakukan selanjutnya  untuk menjaga kualitas  secara statistik 
maupun sesuai batas spesifikasi yang telah ditetapkan oleh 
perusahaan adalah dengan mengkaji lebih dalam penyebab tidak 
stabilnya elongation dan tenacity benang OE 30 RY. Salah satu cara 
yang dapat digunakan untuk menentukan faktor penyebab tidak 
stabilnya variabel adalah dengan menggunakan fishbone diagram. 
 
4.7. Pembentukan Fishbone Diagram  
Fishbone diagram digunakan untuk menetukan faktor-faktor 
yang dapat berpengaruh terhadap kualitas benang OE 30 RY dan 
penanganan untuk menjaga kualitas. Fishbone diagram dapat dilihat 
pada gambar 4.4. Berdasarkan Gambar 4.4. dapat dilihat faktor-
faktor yang dapat menyebabkan kualitas benang OE 30 RY tidak 
terkendali (out of control). Faktor-faktor yang mempengaruhi yaitu 
material, methods dan machines. Material menjadi faktor penyebab 
adanya hasil produksi yang tidak terkendali. Proses utama pada 
mesin OE didahului dengan proses-proses pembuatan sliver sampai 
pada proses drawing. Proses mixing yang dilakukan secara manual 
























Gambar 4.4. Fishbone Diagram Penyebab Kualitas Benang OE 30 
RY  di Luar Batas Kendali 
 
Hal semacam ini tidak selalu terdeteksi sebab proses 
pengendalian kualitas dilakukan pada sample. Methods yang 
digunakan oleh karyawan maupun staff sudah diatur secara 
terstruktur oleh perusahaan, akan tetapi karyawan seringkali 
mengabaikan hal-hal yang dianggap sederhana seperti 
penyambungan sliver dan mesin yang tertinggal dan lupa di-reset 
ulang setelah digunakan kembali. Machines diduga menjadi 
penyebab paling kuat terjadinya hasil produksi yang tidak terkendali. 
Hal ini disebabkan oleh tidak berjalannya program rutin yang telah 
diterapkan sebelumnya untuk menjaga kebersihan. Selain itu mesin 
yang selalu beroperasi menyulitkan bagian maintenant untuk 
melakukan perbaikan. Setelah dikaji kembali, dapat disimpulkan 
bahwa kualitas benang OE 30 RY tidak terkendali karena sliver 
feeding pada mesin OE kotor, sehingga mempengaruhi kualitas 
benang OE 30 RY yang dihasilkan. 
 
4.8. Perbandingan Kepekaan Grafik Kendali T2-Hotelling 
Berdasarkan Nilai ARL0 
Kinerja grafik kendali T
2
-Hotelling pendekatan Bootstrap dan 
Copula dapat dibandingkan berdasarkan nilai ARL dalam memonitor 
proses multivariat (Mitra, 2016). ARL yang digunakan pada 
penelitian ini adalah ARL0 dan akan disimulasikan untuk beberapa 
nilai  . Simulasi yang dilakukan bertujuan untuk mengetahui kinerja 
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dua grafik kendali pada   yang berbeda. Hasil simulasi ARL0 untuk 
grafik kendali multivariat T
2
-Hotelling pendekatan Bootstrap dan 
Copula dapat dilihat pada Tabel 4.4. 
Tabel 4.4. Nilai ARL0 Grafik Kendali Multivariat T
2
-Hotelling 




ARL0 Bootstrap ARL0 Copula 
0,005 100,250 13,954 76,192 
0,006 83,584 14,026 64,537 
0,007 71,679 13,377 54,231 
0,008 62,751 13,695 48,227 
0,009 55,806 13,677 42,578 
0,01 50,251 13,184 37,862 
0,02 25,252 12,989 20,715 
0,03 16,920 12,418 15,845 
0,04 12,755 11,731 13,376 
0,05 10,256 10,852 12,716 
 
Berdasarkan pada Tabel 4.4. nilai ARL0 grafik kendali T
2
-
Hotelling pendekatan Bootstrap relatif tetap atau perubahannya tidak 
signifikan untuk taraf nyata yang berbeda-beda. Dilihat 
perbedaannya, ARL0 grafik kendali T
2
-Hotelling pendekatan Copula  
relatif lebih signifikan menunjukkan perubahan untuk taraf nyata 
yang berbeda. Sesuai dengan teori bahwa semakin kecil taraf nyata 
yang digunakan maka semakin besar nilai ARL0. Semakin besar nilai 
ARL0 maka semakin banyak jumlah sampel yang dibutuhkan sampai 
terdeteksi sampel out of control pada proses yang terkendali 
(Montgomery, 2009). Pada taraf nyata yang semakin besar grafik 
kendali T
2
-Hotelling pendekatan Copula memiliki nilai ARL0 
melebihi dari ARL0 diharapkan. Hal tersebut menunjukkan bahwa 
pada taraf nyata kurang dari atau sama dengan 3% grafik kendali T
2
-
Hotelling  pendekatan Copula memiliki kinerja yang relatif lebih 
baik dibandingkan dengan pendekatan Bootstrap, sedangkan pada 
taraf nyata lebih dari 3% grafik kendali T
2
-Hotelling  pendekatan 
Bootstrap relatif lebih baik dibandingkan dengan pendekatan Copula 
dalam mendeteksi proses out of control pada data yang tidak 





























Berdasarkan hasil analisis data hasil produksi benang OE 30 RY 
PT Lotus Indah Textile Industries pada tanggal 24 November 2017 
hingga 26 Februari 2018, dapat diperoleh beberapa kesimpulan 
sebagai berikut: 
1. Grafik kendali T2-Hotelling pendekatan Bootstrap dan Copula 
dapat mendeteksi sinyal out of control pada data karakteristik 
kualitas benang OE 30 RY dari PT Lotus Indah Textile 
Industries. Grafik kendali T
2
-Hotelling pendekatan Bootstrap 
dapat mendeteksi sinyal out of control pada subgrup ke tujuh 
dan delapan. Dengan menggunakan grafik kendali T
2
-Hotelling 
pendekatan Copula, sinyal out of control terdeteksi pada 
subgrup ke dua puluh. Hal ini menunjukkan bahwa meskipun 
sinyal out of control terdeteksi pada amatan yang berbeda, akan 
tetapi kedua grafik kendali dengan kedua pendekatan 
menunjukkan kesimpulan yang sama bahwa proses produksi 
benang OE 30 RY PT Lotus Indah Textile Industries pada 
tanggal 24 November 2017 hingga 26 Februari 2018 tidak 
terkendali secara statistik. Sehingga perlu dilakukan evaluasi 
terhadap proses produksi benang OE 30 RY untuk kemudian 
dapat dilakukan tindakan perbaikan. 
2. Grafik kendali T2-Hotelling pendekatan Copula secara umum 
memiliki kinerja yang lebih baik dibandingkan dengan 
pendekatan Bootstrap berdasarkan pola nilai ARL0 yang 
ditunjukkan. Pada taraf nyata kecil (   ) grafik kendali T2-
Hotelling pendekatan Copula memiliki kinerja yang lebih baik 
dibandingkan dengan pendekatan Bootstrap dalam mendeteksi 
sinyal out of control, sedangkan untuk taraf nyata yang lebih 
besar grafik kendali T
2
-Hotelling pendekatan Copula memiliki 
kinerja yang lebih baik dibandingkan dengan pendekatan 




Penelitian ini menggunakan dua peubah kualitas yang saling 
berkorelasi. Penelitian ini masih perlu dikembangkan untuk dapat 
diterapkan pada studi kasus lain dengan melibatkan lebih dari dua 
peubah kualitas. Selain banyaknya peubah kualitas yang dilibatkan, 
dalam penelitian ini juga terdapat kekurangan yang perlu dikaji 
kembali. Nilai ARL0 Bootstrap yang tidak sesuai harapan 
menjadikan penelitian ini perlu dikembangkan dengan menggunakan 






Anderson, T. W. 2003. An Introduction to Multivariate Statistical 
Analysis 3
rd
 ed. John Wiley & Sons. New York. 
Ardian, H. S. 2017. Perbandingan Grafik Kendali T
2
Hotelling 
Pendekatan Bootstrap dan Pendekatan Fungsi Densitas 
Kernel pada Data Berdistribusi Non-Normal Multivariat. 
Skripsi Program Studi Statistika, Jurusan Matematika dan 
ilmu Pengetahuan Alam, Universitas Brawijaya. Malang 
(Tidak dipublikasikan).  
Dokouhaki,  P. &  Noorossana,  R.  2013.  A  copula  Markov  
CUSUM  chart  for  monitoring  the bivariate  auro-
correlated  binary  observation.  Quality  and  Reliability  
Engineering International. 29: 911 – 919. 
Efron, B. & Tibshirani, R. J. 1993. An Introduction to the Bootstrap. 
Capital City Press, Chapman & Hall. New York. 
Ekorini, D. 2014. Grafik Kendali T
2
 Hotelling dengan Pendekatan 
Bootstrap pada Data Berdistribusi Non-Normal Multivariat. 
Skripsi Program Studi Statistika, Jurusan Matematika dan 
ilmu Pengetahuan Alam, Universitas Brawijaya. Malang 
(Tidak dipublikasikan).   
Fatahi,  A.A.,  Noorossana,  R.,  Dokouhaki,  P., &  Moghaddam,  
B.F.  2012.  Copula-based  bivariate ZIP  control  chart  for  
monitoring  rare  events.  Communications  in  Statistics  
Theory  and Methods 41: 2699 – 2716. 
Johnson, R. A. & Winchern, D. W. 2007. Apllied Multivariate 
Statistical Analysis 6
th
 ed. Prentice Hall Inc. New Jersey. 
Kuvattana, S., Sukparungsee, S., Busababodhin, P. & Areepong, Y. 
2015. Performance Comparison of Bivariate Copulas on the 
CUSUM and EWMA Control Charts. Faculty of Applied 




Mitra, A. 2016. Fundamental of Quality Control and Improvement 
4
th
 ed. John Wiley & Sons, Inc. New Jersey. 
Montgomery, D. C. 2009. Introduction to Statistical Quality Control, 
6
th
 ed. John Willey & Sons. New York. 




Sembiring, R. K. 1995. Analisis Regresi. Bandung: Penerbit ITB. 






LAMPIRAN 1.  Data Kualitas Benang OE 30 RY  

















    
11,280 12,410 














LAMPIRAN 2.  Analisis Statistika Deskriptif 
 
  
> #mengambil data 
> library(readxl) 
> data <- read_excel("D:/kuliah/SKRIPSI/Revisi 
Setelah Sempro 2/data2var.xlsx",  
+     sheet = "Sheet2") 








            X1              X2  
 Min.   : 5.32   Min.   : 8.50   
 1st Qu.:10.11   1st Qu.:11.45   
 Median :10.81   Median :12.17   
 Mean   :10.69   Mean   :12.09   
 3rd Qu.:11.46   3rd Qu.:12.80   
 Max.   :13.02   Max.   :15.32   
 
$ragam 
               X1             X2 
X1       1.373443       0.932242 
X2       0.932242       1.094418 
 
$sim_baku 
               X1             X2 
X1      1.1719400      0.9655268 









> Pearson = cor.test(data$`X1`,data$`X2`) 
> TKendall = Kendall(data$`X1`,data$`X2`) 




 Pearson's product-moment correlation 
 
data:  data$`Elongation (%)` and data$`Tenacity 
(Rkm)` 
t = 19.52, df = 278, p-value < 2.2e-16 
alternative hypothesis: true correlation is not 
equal to 0 
95 percent confidence interval: 
 0.7060967 0.8057813 
sample estimates: 






LAMPIRAN 4.  Pengujian Asumsi Normal Multivariat 
Packages : MVN  
> # mengaktifkan packages MVN 
> library("MVN", lib.loc="~/R/win-library/3.5") 
> # uji normal multivariat 
> # menggunakan uji mardia 





             Test Statistic     p value  Result 
1 Mardia Skewness   44.3594  5.4023e-09      NO 
2 Mardia Kurtosis   4.42200  9.7790e-06      NO 
3             MVN      <NA>        <NA>      NO 
 
$univariateNormality 
          Test Variable  Statistic p value Normality 
1 Shapiro-Wilk       X1     0.9590  <0.001        NO     








LAMPIRAN 5.  Pembangunan Grafik Kendali Multivariat T
2
-
Hotelling Pendekatan Bootstrap 
Packages : bootstrap 
Referensi : Ardian (2017) 
Modifikasi : Rochmatul Ummah 
  
## T2bootstrap 
#     N = banyaknya observasi 
#     n = banyaknya subgrup 
#     m = ukuran subgrup 
#     p = banyaknya peubah 
#     S = matriks ragam-peragam 
#   muj = rata-rata subgrup 
#    mu = rata-rata peubah 
#   Tsq = statistik T2 
 
T2bsub = function(data,n){ 
         #   identifikasi 
         N = NROW(data) 
         if(N%%n==0){m=N/n} else{stop ('Ukuran 
subgrup tidak bersesuaian dengan ukuran 
banyaknya pengamatan')} 
         p=NCOL(data) 
   
         #   inisialisasi 
         muj = matrix(0,n,p) 
         S = matrix(0,p,p) 
   
         ##  perulangan subgrup 
         for(j in 1:n){ 
          ##  mu dan S data berdasarkan subgrup 
             idx = m*j 
             subdata = data[(idx-(m-1)):idx,] 
             muj[j,] = colMeans(subdata) 
             S =S+cov(subdata) 
         } 
         
   




LAMPIRAN 5.  (Lanjutan) 
 
  
         mu = colMeans(muj) 
         S = S/n 
         T2boot = m*mahalanobis(muj,mu,S) 
 
        #  output 
        out=list(Tsq=T2boot,muj=muj,mu=mu,S=S) 




##Running T2 Hotelling Subgrup 
T2b  = T2bsub(data,28)  #hitung T2 (subgrup=28) 
T2bd = T2b$Tsq         #mengambil T2 
  
# menghitung batas kendali dengan metode 
bootstrap 
perc = function (T2bd) {quantile(T2bd, 0.95)} 
clbootstrap = bootstrap (T2bd, 500, perc) 
UCLb = mean(clbootstrap$thetastar) 
 
# Grafik kendali T2 Hotelling 
plot (T2bd, xlab = "sample", ylab = "TSquared", 
type = "o", col = ifelse (T2bd <= UCLb 
,"Black", ifelse (T2bd > UCLb,"red","black"))) 
 





LAMPIRAN 6. Pendugaan Parameter   pada  Fungsi Copula 
Gumbel-Hougaard 
Parameter   pada fungsi Copula Archimedean dapat diduga 
dengan menggunakan Korelasi Kendall dengan persamaan sebagai 
berikut 
 
      ∫
 ( )
  ( )
   
 
 




 ( )  =  fungsi generator dari keluarga Copula Archimedean 
  ( ) =  turunan pertama fungsi generator dari keluarga Copula 
Archimedean 
 
Penelitian menggunakan Copula Gumbel-Hougaard yang 
memiliki fungsi generator sebagai berikut 
 
  ( )  (    )
   
Sehingga  
  
 ( )  (    )      
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LAMPIRAN 6. (Lanjutan) 
Setelah didapatkan nilai dari   ( ) dan   
 ( ) kemudian nilai 
tersebut disubtitusikan pada persamaan Korelasi Kendall untuk 
menduga parameter  . 
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LAMPIRAN 7. Pembangunan Grafik Kendali Multivariat T
2
-
Hotelling Pendekatan Copula 
Packages : copula 
Referensi : Ardian (2017) 




#     N = banyaknya observasi 
#     n = banyaknya subgrup 
#     m = ukuran subgrup 
#     p = banyaknya peubah 
#     S = matriks ragam-peragam 
#   muj = rata-rata subgrup 
#    mu = rata-rata peubah 
#   Tsq = statistik T2 
 
## Transformasi data  
cop = function(data){ 
      # Transformasi peringkat 
      u = apply (data,ncol(data), rank, na.last 
= "keep")/(nrow(data)+1) 
  
      # Fungsi Copula 
      theta = iTau(gumbelCopula(),tau=tau) 
      gc = gumbelCopula(theta,2) 
      ucop = dCopula(u,gc) 





LAMPIRAN 7. (Lanjutan) 
  
## menghitung statistik T2 
T2csub = function(cop,n){ 
         #  identifikasi 
         N = NROW(cop) 
         If (N %% n == 0){m = N/n} else {stop 
('Ukuran subgrup tidak bersesuaian dengan 
ukuran banyaknya pengamatan')} 
         p=NCOL(cop) 
         #inisialisasi 
         muj = matrix(0,n,p) 
         S = matrix(0,p,p) 
         ##  perulangan subgrup 
         for(j in 1:n){ 
         ##  mu dan S data berdasarkan subgrup 
             idx = m*j 
             subdata = cop[(idx-(m-1)):idx] 
             muj[j] = mean(subdata) 
             S =S+var(subdata) 
         } 
         mu = mean(muj) 
         S = S/n 
         T2c = m*mahalanobis(muj,mu,S) 
   
         #output 
         out = list(Tsq=T2c, muj=muj,mu=mu,S=S) 





LAMPIRAN 7. (Lanjutan) 
  
## Running T2 Hotelling 
n = 28 
T2c  = T2csub (cop(data),28) 
T2cd = T2c$Tsq #mengambil T2 
 
## menghitung batas kendali pedekatan copula 
p = 2 
m = 10 
Ftab = qf(0.95,p,m*n-m-p+1) 
UCLc=((p*(n-1)*(m-1))/((n*m)-n-p+1))*Ftab 
 
plot(T2cd,xlab ="sample",ylab="TSquared",type = 
"o",col = ifelse (T2cd <= UCLc,"Black",ifelse 
(T2cd > UCLc,"red","black"))) 
 


















1 2,8339258 0,427154 
2 0,2192454 0,063364 
3 15,9572248 3,28441 
4 5,9886603 0,094407 
5 17,3787353 0,030928 
6 23,1144661 1,853335 
7 25,7917018 0,506927 
8 36,012025 2,386098 
9 1,7509991 0,550627 
10 3,9998948 2,428056 
11 3,2107287 2,163594 
12 7,6949199 1,839006 
13 2,6707249 0,085696 
14 2,4605113 0,000519 
15 1,1833295 0,002735 
16 2,1145242 0,465874 
17 0,1901474 0,084639 
18 1,3295406 0,155484 
19 0,7243346 0,000086 
20 2,2918215 14,65053 
21 1,0255395 0,00078 
22 2,3635627 0,076391 
23 3,4663433 0,027366 
24 0,284543 0,238489 
25 1,0255395 0,00078 
26 2,3635627 0,076391 
27 3,3546044 0,062884 
28 0,284543 0,238489 
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LAMPIRAN 9.  Program Average Run Length (ARL0)  
Packages : bootstrap, copula, compositions, xlsx 
Referensi : Ardian (2017) 
Modifikasi : Rochmatul Ummah 
 
## fungsi transformasi 
cop = function(rdata){ 
      # transformasi peringkat 
         
u=apply(rdata,ncol(rdata),rank,na.last="k
eep")/(nrow(rdata)+1) 
      # fungsi Copula 
      theta=iTau(gumbelCopula(),tau=tau) 
      gc=gumbelCopula(theta,2) 
      ucop=dCopula(u,gc) 
      } 
 
## T2copula 
T2csub = function(cop,n){ 
         # identifikasi 
         N = NROW(cop) 
         if(N %% n == 0){m = N/n} else {stop 
('Ukuran subgrup tidak bersesuaian dengan 
ukuran banyaknya pengamatan')} 
         p =NCOL(cop) 
   
         # inisialisasi 
         muj = matrix(0,n,p) 
         S = matrix(0,p,p) 
   
         # perulangan subgrup 
         for(j in 1:n){ 
            # mu dan S data berdasarkan subgrup 
            idx = m*j 
            subdata = cop[(idx-(m-1)):idx] 




LAMPIRAN 9.  (Lanjutan)  
 
  
            muj[j] = mean(subdata) 
            S =S+var(subdata) 
         } 
         mu = mean(muj) 
         S = S/n 
         T2c = m*mahalanobis(muj,mu,S) 
         #output 
         out=list(Tsq=T2c, muj=muj, mu=mu, S=S) 
         return(out)  
} 
## T2bootstrap 
T2bsub = function(rdata,n){ 
         #identifikasi 
         N = NROW(rdata) 
         if(N %% n == 0){m = N/n} else {stop 
('Ukuran subgrup tidak bersesuaian dengan 
ukuran banyaknya pengamatan')} 
         p=NCOL(rdata) 
         #inisialisasi 
         muj = matrix(0,n,p) 
         S = matrix(0,p,p)   
         # perulangan subgrup 
         for(j in 1:n){ 
            # mu dan S data berdasarkan subgrup 
            idx = m*j 
            subdata = rdata[(idx-(m-1)):idx,] 
            muj[j,] = colMeans(subdata) 
            S =S+cov(subdata) 
         } 
         mu = colMeans(muj) 
         S = S/n 




LAMPIRAN 9.  (Lanjutan)  
 
         # output 
         out=list(Tsq=T2boot,muj=muj,mu=mu,S=S) 
         return(out)  
} 
 
##function untuk ARL 
#     m  = ukuran subgrup 
#     n  = banyaknya subgrup 
#     p  = banyak peubah 
#  alpha = taraf nyata 
#   loop = perulangan simulasi 
 
simarl = function(m,n,p,alpha,loop){ 
         # parameter distribusi 
         mulog = rep(1,p) 
         S = diag(1,p) 
         clboot = clcop = 0 
         rlboot = rlcop = 0 
   
         # perulangan simulasi 
         for(j in 1:loop){ 
            cat('sim-',j,'...\n') 
             rdata = compositions::rlnorm.rplus 
(m*n,mulog,S) 
            T2b = T2bsub(rdata,n)$Tsq 
            T2c = T2csub(cop(rdata),n)$Tsq 
     
            # bootstrap 
            Perc = function(T2b) {quantile 
(T2b, 1-alpha)} 
            clbootstrap=bootstrap(T2b,500,perc) 
            UCLb = mean (clbootstrap$thetastar) 




LAMPIRAN 9.  (Lanjutan)  
 
  
            outboot = which(T2b>clboot[j]) 
            noutboot = length(outboot) 
            if(noutboot!=0){ 
               rlboot[j] = outboot[1] 
               } else { 
               rlboot[j] = 1/(1-((1-alpha)^p)} 
 
            # copula 
            Ftab = qf(1-alpha,p,m*n-n-p+1) 
            UCLc = ((p*(m-1)*(n-1))/((n*m)-n-
p+1))*Ftab 
            clcop[j] = UCLc 
            outcop = which(T2c>clcop[j]) 
            noutcop = length(outcop) 
            if(noutcop!=0){ 
               rlcop[j] = outcop[1] 
               }else{ 
               rlcop[j] = 1/1/(1-((1-alpha)^p) 
            } 
        } 
   
        #output 
        nam = c('ucl_Bootstrap' ,'ucl_Copula', 
'rl_Bootstrap','rl_Copula') 
        rl = cbind(clboot,clcop,rlboot,rlcop) 
        colnames(rl) = nam 
        ratsim = matrix(colMeans(rl),nrow=1) 
        colnames(ratsim)=nam 
        output = list(rl=rl,ratasim=ratsim) 




LAMPIRAN 9. (Lanjutan)  
 
  
## Running ARL 
m = 10   #ukuran subgrup 
n = 28   #banyaknya subgrup 




nalpha = length(alpha) 
loop = 1000 
setwd(choose.dir()) 
library(xlsx) 
wb = createWorkbook() 
for(h in 1:nalpha ){ 
    sim = simarl(m,n,p,alpha[h],loop) 
    tmpsim = rbind(sim$rl,sim$ratasim) 
    rownames(tmpsim)=c(paste0(1:loop), 'rata2') 
    tmpsheet = createSheet(wb,sheetName = 
paste(alpha[h])) 







LAMPIRAN 10. Grafik Kendali T
2
-Hotelling pada Data 









-Hotelling Pendekatan Copula 
