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contains a polynomial with coefficients belonging to N . The polynomial (1) will be called the CNS-representation of the coset. The set of CNS-polynomials will be denoted by C. This concept was introduced by the fourth author [23] as a natural generalization of bases of canonical number systems or radix representations in algebraic number fields, which were defined in [10] and [6] . A complex number α is the base of a canonical number system in the algebraic number field K if and only if α is a zero of an irreducible CNS-polynomial and 1, α, . . . , α d−1 is an integral basis of Z K , where Z K denotes the maximal order of K.
In this paper we give a survey on results on canonical number systems in algebraic number fields and on CNS-polynomials. The "backward" division of polynomials, which will be defined in Section 2, plays a special rôle. Changing the bases 1, X, X 2 , . . . appropriately one obtains a mapping τ P :
, which enables one to decide quite efficiently whether P ∈ C or not. The properties and applications of τ P will be described in Sections 4 and 5. This mapping can be generalized further and one obtains a decomposition of R d into convex sets. The CNS-concept was generalized to simultaneous representations of tuples of integers in [9] and studied recently in [24] . The generalization for polynomials over finite fields can be found in [27] , where the complete characterization of CNSpolynomials over finite fields is given. Because of lack of space we will not deal with these generalizations.
"Backward" division of polynomials
has an element of degree at most d − 1 with coefficients, which can be arbitrarily large, say
To transform A(x) into the form (1) it is straightforward to use the following "backward" division process. Let
where
If it causes no confusion we omit the subscript P . Thus, to obtain the CNS representation of A(X) one has to compute the iterates T (A), T 2 (A), . . . until T (A) = 0 for some > 0. This "backward" division process can become divergent (e.g. A(X) = −1 for P (X) = X 2 + 4X + 2) or ultimately periodic (e.g. A(X) = −1 for P (X) = X 2 − 2X + 2) or can terminate after finitely many steps (e.g. A(X) = −1 for P (X) = X 2 + 2X + 2). This means that C is a proper subset of Z[X].
Let Π(P ) = {A : T P (A) = A for some > 0} denote the set of periodic elements with respect to the mapping T P . It is clear that we always have 0 ∈ Π(P ). Moreover P (X) ∈ C if and only if Π(P ) = {0}. Hence, it is enough to study the map T P :
The following theorem is easy to prove. This theorem implies that if P ∈ C then p 0 ≥ 2. For monic P (X) ∈ Z[X] and for c > 0 let
The next theorem was proved for irreducible polynomials in [20] , for square-free polynomials in [23] and in the general case in [3] and [24] .
Theorem 2.2 Assume that for P (X) ∈ Z[X] the conditions of Theorem 2.1 hold. Then there exists a computable constant c > 0 such that P (X) ∈ C if and only if every A(X) ∈ P c has a CNS-representation.
As the set P c is finite for all c > 0, the CNS property is algorithmically decidable. Unfortunately the constant c in Theorem 2.2 is usually large, therefore it is hard to apply it (cf. [20] ). However, there are important special cases of CNSpolynomials. The first was discovered by B. Kovács [19] and proved in the general case in [23] .
The second special case appeared in [2] and has been generalized slightly in [26] and [3] :
CNS in algebraic number fields
By the remark after Theorem 2.1 the bases of radix representations in Q correspond to the roots of X + p 0 with p 0 ≥ 2, i.e., they are negative integers. The negative base representations were studied for the first time in [7] . The radix representations in the Gaussian integers Z[ √ −1] were studied by Knuth [13] (see also [14] ) and by Penney [22] . In [10] all CNS in Gaussian integers were characterized. This characterization has been extended to algebraic integers in real and imaginary quadratic number fields in [11, 12] . The same characterization was established independently in [6] . Brunotte [4] gave a new proof without assuming irreducibility of the quadratic polynomials.
A. Kovács [15, 17] considered the possible length of periods and the size of Π(P ) corresponding to irreducible quadratic polynomials P (X) with two complex roots. Let θ be a root of P (X) and assume that its representation in the canonical integral basis 1, ω of Q(θ) is θ = a + bω, b > 0. Then he proved in [17] among others that the cardinality of Π(P ) can only be b, b + 1 or b + 2. A full characterization of Π(P ) for quadratic polynomials can be found in Thuswaldner [28] .
For cubic number fields much less is known. Körmendi [21] described up to one possible exception all bases of CNS in Q( 3 √ 2) and B. Kovács and Pethő [20] in all but one totally real fields with discriminant at most 564. In the field defined by one root of the polynomial X 3 + 1749X 2 + 5975X + 5108 their result was not complete, because the constant appearing in Theorem 2.2 was to large. These gaps were filled in [4] . In [1] all CNS in infinite parametric families of number rings were established.
After some computation and proving that the conditions are necessary, Gilbert [6] proposed the following conjecture for irreducible cubic polynomials.
Conjecture 3.2 Let
We will come back later to this conjecture, but will mention already here that the situation is much more complicated if p 0 ≥ 6.
For higher degree fields nearly nothing is known. The only general result is due to B. Kovács [19] .
Theorem 3.3 There exists in Z K a CNS if and only if Z K is monogenic, i.e., there exists an
Combining this theorem with a result of Győry [8] we obtain that up to translation by integers there exist only finitely many CNS in Z K .
Brunotte's mapping
As we mentioned before, Theorem 2.2 is not efficient enough to decide the CNS property of a polynomial. Brunotte [4] observed that the basis transformation
of R implies a nicer and much better applicable transformation as T P is. Indeed, if
Hence T P implies the mapping τ P :
where A = (A 1 , . . . , A d ). The mapping τ P will be called Brunotte's mapping. Scheicher and Thuswaldner [26] made the same discovery independently.
Brunotte's mapping is easy to implement and it is immediately clear that P / ∈ C if either the analytical conditions of Theorem 2.1 do not hold or there exists 0 = A ∈ Z d and > 0 such that τ P (A) = A. Its importance relies on the following theorem, which is in some sense the converse of the last statement and makes it possible to decide the CNS property. Moreover it enables a far reaching generalization. It was proved originally in [4] and refined in [3] . The present version was published in [1] .
Theorem 4.1 Suppose that E ∈ Z
d has the following properties:
• for each e ∈ E there exists some > 0 with τ P (e) = 0.
Such a set E will be called the set of witnesses of P ∈ C.
Applications of Brunotte's mapping
Applying Theorem 4.1 Brunotte was able to characterize all CNS trinomials [5] .
Theorem 5.1 If d > 2 then the following assertions hold:
Akiyama et al.
[1] examined Gilbert's Conjecture 3.2 and proved it in some cases, e.g. if
On the other hand they found that Gilbert's Conjecture does not hold if p 0 ≥ 6. We present some counterexamples: We visualize the situation with the example p 0 = 474. In this case there are 396, 830 CNS-polynomials and 52, 046 polynomials that violate Gilbert's conjecture. The point (p 1 , p 2 ) on Picture 1 corresponds to the polynomial X 3 +p 2 X 2 +p 1 X +p 0 . The displayed region is defined by the inequalities from Conjecture 3.2. The gray points correspond to members of C and the black ones to those, which violate Gilbert's conjecture. From this picture it is to be expected that the set of cubic CNS polynomials has a complicated structure. To show how hard it is to decide whether a polynomial belongs to C we give two examples: For X 8 + 2X 7 + 3X 6 + 3X 5 + 3X 4 + 3X 3 + 3X 2 + 3X + 2 the smallest set of witnesses has 241, 719 elements, while for X 3 + 317X 2 + 632X + 317 has 1, 308, 322 elements.
A natural question is whether the CNS-property belongs to the NP or to the coNP class? The above examples indicate that the CNS-property cannot be decided in polynomial time. In the other direction Scheicher and Thuswaldner [26] noticed that if P (X) = X 3 + 196X 2 + 341X + 199 then the length of the period of (−11, 10, −6) is 84. They conjecture that already cubic polynomials can have arbitrarily long cycles. Note that (3, −2, 1) is another periodic point of τ P , but with period length 7.
Generalization of Brunotte's mapping
In an earlier stage of our investigations we tried to prove algebraic properties of the set C. It turned out that C is not closed under addition, multiplication and incrementation by 1. However, some of these algebraic properties are valid for large subsets of C. Especially, the examples (e.g. x 3 + 80x 2 + 117x + 89) where P (x) ∈ C but P (x) + 1 ∈ C seem to be rather exceptional.
There are of course trivial algebraic results (which do not show anything new) if one appropriately restricts to subsets of C. Let for example M be the set of CNS polynomials of degree 2 or of degree 3 which satisfy the assumptions of Proposition 3.3 in [1] . Then, if Q = X + k, k ≥ 2 and P ∈ M then P + Q ∈ C.
The only non-trivial algebraic result was proved in [5] . It asserts that if P (X) ∈ C and k ≥ 1 then P (X k ) ∈ C. A closer look at C showed that it (or a related set) has to be the union of convex bodies. To show this property we followed Paul Erdős instruction: "If you cannot solve a problem, then try to generalize it and solve the more general problem." Brunotte's mapping allows such a generalization. ). Let
The next theorem shows that the set of mappings τ r has some convexity property. It is easy to see that C 2 is a subset of the region
On Pictures 2 and 3 we present two approximations of C 2 . We displayed there all (γ 1 , γ 2 ) =
∈ R 2 with p 0 , p 1 , p 2 ∈ Z. For Picture 2 we have chosen p 0 = 60, and for Picture 3 we took p 0 = 174. The light-gray points belong and the dark-gray points do not belong to C 2 . The status of the points lying on the black lines could not be decided for the chosen precision. However, it can be shown that a considerable part of the black points does indeed belong to C 2 .
Picture 2. An approximation of C 2 , p 0 = 60. Picture 3. Better approximation of C 2 , p 0 = 174. The top boundary of Pictures 1 and 3 seems to be very similar. Unfortunately we do not understand yet the relation between the two sets. By the last theorem C d is the union of convex sets, but it is not clear whether finite or countably many sets appear in this union.
