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1 Introduction
This paper is a follow up of [1] where a new version of modified gravity was introduced, a metric-
axial-tensor gravity. That is, beside the usual metric, the model is endowed with an additional
symmetric tensor that interacts chirally with fermions. The purpose there was not (or not yet) to
describe a new phenomenological model of gravity, but to permit a more accurate investigation
of the relation between gravity and chiral fermions. It is often stated in the literature that
gravity is chirally blind, meaning that the relevant charge, the mass, is positive, and is thus
different from the typical case of a U(1) interaction. This is certainly a basic peculiarity of
gravity with several important consequences. However one should reflect on the fact that the
coupling between gravity and matter is given by the juxtaposition of the metric and the energy-
momentum tensor, and the energy-momentum tensors of fermions with opposite chiralities are
different.
One can suspect therefore that at some stage differences might emerge between fermions with
opposite chiralities in their interaction with gravity. A privileged place where such differences
may show up are the anomalies. And in this case the candidate is the trace anomaly, because
it involves precisely the coupling between the metric and the energy-momentum tensor. The
difficulty is how to make this difference to emerge. As will be argued below, one should be
careful to preserve the definite fermion chirality throughout the calculation. There is no direct
way to do it, basically because the Dirac operator for a Weyl fermion contains a chiral projector.
Therefore one has to resort to some indirect method. Like in many other cases in physics, the
best way to avoid similar problems is to embed the system in a larger setup containing more
variables and/or parameters. The metric-axial-tensor (MAT) gravity is designed to do this. It
is formulated for Dirac fermions coupled to the usual metric and to an axial symmetric tensor.
In this case the operator involved is the usual Dirac operator. The situation appropriate for
Weyl fermions is recovered in a specific limit, the collapsing limit.
As mentioned above, MAT has already been introduced and used to compute the odd-parity
trace anomaly in [1]. There the approach was perturbative, we calculated the Feynman diagrams
at the lowest significant order. What we want to do in this paper is to show that the same result
can be obtained non-perturbatively, by means of the heat kernel method and using different
regularizations. Hereafter is a qualitative, but more detailed, presentation of both the problem
we wish to solve and the method we use.
1.1 Split and non-split anomalies
A basic differentiation between anomalies in fermionic field theories is the separation between
split and non-split anomalies. Split anomalies have an opposite sign for opposite fermion chi-
ralities. Non-split anomalies have the same sign for opposite chiralities. An example of the
first are the consistent chiral gauge or gravity anomalies. They may of course arise only in
the presence of chiral asymmetry. These anomalies undermine the consistency of theories in
which they are present, and, as a consequence, they have been used as an exclusion criterion.
An example of non-split anomalies are the covariant gauge or gravity anomalies, such as the
Kimura-Delbourgo-Salam anomaly or the anomaly that is utilized to explain the decay of a π0
into two γ’s. But the examples are manifold. In the family of trace anomalies, the even ones
are non-split, while the odd trace anomaly, which is the main character of this paper, is split.
Split and non-split anomalies differ also for the difficulties one comes across when computing
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them. While there are several tested techniques to compute non-split anomalies, the calculation
of the split ones is rather non-trivial. In many of the latter cases one may avail oneself of
such a powerful tool as the family index theorem (for instance for consistent gauge and gravity
anomalies). But, like for the odd trace anomaly, this is not always so, and, in any case, it is
important to be able to derive such anomalies with independent field-theoretical methods. If
one resorts to path integral methods, one has to integrate out the fermion field(s), in which
case the origin of the difficulties resides in the functional measure. As discussed in [1], a basic
ingredient for the calculation is the functional integration measure which, for chiral fermions,
is not well-defined. On the other hand, to get the correct result, it is imperative to preserve
throughout the calculation the information that the fermion field, which is being integrated out,
has a definite chirality. One is then obliged to either use indirect methods or to elude a direct
intrusion of the functional measure in the calculation. The second alternative refers to the use of
Feynman diagrams, in which case the chirality of fermions is preserved by vertices containing the
appropriate chiral projector. This is the method employed in [2, 3, 1] together with dimensional
regularization. In the present paper however, we focus on an indirect method of calculation,
first used by Bardeen, [4], for chiral gauge anomalies. He considered a theory of Dirac fermions
coupled to two external non-Abelian (vector Vµ and axial Aµ) gauge potentials. Clearly this
poses no problems from the point of view of the functional measure and the derivation of the
anomaly goes through without difficulties. Eventually one takes the collapsing limit V → V2
and A→ V2 and verifies that, in such a limit, the anomaly becomes the desired consistent gauge
anomaly. For the sake of clarity we present a summary of this derivation in Appendix A.
This approach has already been introduced and applied in [1] for the odd trace anomaly. To
this end we introduced there a modification of ordinary gravity, the metric-axial-tensor (MAT)
gravity: beside the usual metric gµν we introduced an axial symmetric 2-tensor fµν , and coupled
it to a Dirac fermion. Then we computed the trace of the energy-momentum tensor and of its
axial companion and, eventually, we took the limit g → g2 and f → g2 and obtained the desired
result. The limit of that derivation is that it relies on Feynman diagram techniques, and, so, it
is perturbative. In fact we calculated only the lowest order of the odd trace anomaly and then
covariantized it. This is of course permitted provided we are sure that there are no anomalies of
the diffeomorphisms. With a MAT background this verification is exceedingly complicated and
in [1] we did not do it and contented ourselves with an analogous but simpler verification carried
out in [3]. It is clear that to prevent any objection we have to guarantee that diffeomorphisms
are respected throughout the derivation. This can be done with DeWitt’s method, [5, 6]. This
method is based on point-splitting. Therefore one needs a regularization in order to get rid
of divergences, but the point-splitting is along a geodesic, thus guaranteeing covariance under
diffeomorphisms. Our aim here is to combine DeWitt’s with Bardeen’s method. This requires a
formulation of MAT more accurate than in [1]. For this reason the anomaly calculation proper
needs to be preceded by a long introduction on the so-called hypercomplex calculus, which is
the appropriate framework for MAT gravity.
Organization of the paper. Section 2 is a short introduction of axial-complex numbers
and axial-complex analysis. In section 3 we deal with the axial-complex analysis of geodesics
in an axial-complex space. We introduce normal coordinates, define the world function and the
coincidence limit (i.e. the limit for vanishing geodetic distance), the VVM determinant and the
parallel displacement matrix for tensors and for spinors. The (pseudo)Riemannian geometry
of an axial-complex space was already introduced in [1]. To help the reader, it is presented
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anew in Appendix B in a partially renovated notation, which seems to us more practical. In
section 4 we introduce the theory of Dirac fermions in a MAT background, we define the relevant
energy-momentum tensors (they are two, the ordinary one and its axial companion) and analyse
their classical Ward identities with respect to ordinary and axial diffeormorphisms and Weyl
transformations. We also define the ‘square’ of the Dirac operator, which is crucial for the
application of the Schwinger-DeWitt method. In section 5 we explain this method and compute
the relevant heat kernel coefficients. In section 6 we apply these results to the non-perturbative
computation of the (odd) trace anomalies of the two em tensors with two different regularization,
the dimensional and ζ-function ones. Then we compute the collapsing limit and show that the
two anomalies collapse to a single one and take the form of the odd trace anomaly already
computed in [2, 3] and [1], as expected. Section 7 is devoted to our conclusions. Appendix A is
a summary of Bardeen’s method. Appendix C contains a short account of fermion propagators
in a MAT background.
Overview of the literature. There exists a vast literature on even trace anomalies in
4d, mostly old [9-29] but also recent [30, 31, 32], denoting a renewed interest in the subject.
The literature on the odd parity trace anomaly in 4d (still in a settling phase) consists of
[1, 2, 3, 33, 35, 34, 36, 37]. Textbooks on anomalies are [38, 39, 40]. Aspects of split and non-
split anomalies, which are relevant to this paper, were discussed in [41, 42]. A regularization,
not used in this paper, but which would be interesting to explore is the one introduced in [43].
Hypercomplex analysis in physical problems was introduced and used in [45, 46, 47, 44].
2 Axial-complex analysis
Axial-complex numbers are defined by
aˆ = a1 + γ5a2 (1)
where a1 and a2 are real numbers. Arithmetic is defined in the obvious way. We can define a
conjugation operator
aˆ = a1 − γ5a2 (2)
We will denote by AC the set axial-complex numbers, by AR the set of axial-complex numbers
with a2 = 0 (the axial-real numbers) and by AI the set of axial-complex numbers with a1 = 0
(the axial-imaginary numbers). We can define a (pseudo)norm
(a, a) = aˆaˆ = a21 − a22 (3)
This determines an axial-light-cone with all the related problems. In general, whenever possible,
we will keep away from it by considering the case |a1| > |a2|. Alternatively we will use an axial-
Wick-rotation (analogous to the Wick rotation for the Minkowski spacetime light-cone) a2 → ia2.
Whenever we resort to it explicit mention will be made.
Introducing the chiral projectors P± =
1±γ5
2 , we can also write
aˆ = a+P+ + a−P−, a± = a1 ± a2 (4)
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We will consider functions fˆ(xˆ) of the axial-complex variable
x̂ = x1 + γ5x2 (5)
from AC to AC, which are axial-analytic, i.e. admit a Taylor expansion, and actually identify
the functions with their expansions. Using the property of the projectors it is easy to see that
fˆ(xˆ) = P+fˆ(x+) + P−fˆ(x−) =
1
2
(
fˆ(x+) + fˆ(x−)
)
+
γ5
2
(
fˆ(x+)− fˆ(x−)
)
(6)
In the same way we will consider functions from AC4 to AC, with analogous properties.
fˆ(xˆµ) = P+fˆ(x
µ
+) + P−fˆ(x
µ
−) =
1
2
(
fˆ(xµ+) + fˆ(x
µ
−)
)
+
γ5
2
(
fˆ(xµ+)− fˆ(xµ−)
)
(7)
with µ = 0, 1, 2, 3, and
x̂µ = xµ1 + γ5x
µ
2 (8)
are the axial-complex coordinates.
Axial-complex numbers and analysis are a particular case of pseudo-complex or hyper-
complex numbers and analysis, [44].
Derivatives are defined in the obvious way:
∂
∂xˆµ
=
1
2
(
∂
∂xµ1
+ γ5
∂
∂xµ2
)
,
∂
∂xˆ
µ =
1
2
(
∂
∂xµ1
− γ5 ∂
∂xµ2
)
(9)
Notice that for axial-analytic functions
d
dxˆ
=
∂
∂x1
≡ ∂
∂xˆ
, (10)
whereas ∂
∂xˆ
f̂(xˆ) = 0.
As for integrals, since we will always have to do with rapidly decreasing functions at infinity,
we define ∫
dxˆ f̂(xˆ)
as the rapidly decreasing primitive ĝ(xˆ) of f̂(xˆ). Therefore the property∫
dxˆ
∂
∂xˆµ
fˆ(xˆ) = 0 (11)
follows immediately. As a consequence of (10) it follows that, for an axial-analytic function,∫
dxˆ f̂(xˆ) =
∫
dx1 f̂(xˆ) (12)
and we can define definite integrals such as∫ bˆ
aˆ
dxˆ f̂(xˆ) = ĝ(bˆ)− ĝ(aˆ) (13)
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In this axial-spacetime we introduce an axial-Riemannian geometry as follows. Starting from
a metric ĝµν = gµν + γ5fµν , the Christoffel symbols (see Appendix B) are defined by
Γ̂λµν =
1
2
ĝλρ
(
∂
∂x̂µ
ĝρν +
∂
∂x̂ν
ĝµρ − ∂
∂x̂ρ
ĝµν
)
(14)
They split as follows
Γ̂µνλ = Γ
(1)µ
νλ + γ5Γ
(2)µ
νλ (15)
and are such that the metricity condition is satisfied
∂
∂xˆµ
ĝνλ = Γ̂
ρ
µν ĝρλ + Γ̂
ρ
µλ ĝνρ, (16)
which, in AR4, takes the form
∂
∂xˆµ
gνλ = Γ
(1)ρ
µν gρλ + Γ
(1)ρ
µλ gνρ + Γ
(2)ρ
µν fρλ + Γ
(2)ρ
µλ fνρ (17)
∂
∂xˆµ
fνλ = Γ
(1)ρ
µν fρλ + Γ
(1)ρ
µλ fνρ + Γ
(2)ρ
µν gρλ + Γ
(2)ρ
µλ gνρ (18)
3 MAT geodesics
Let us set
Γ̂µνλ = Γ
(1)µ
νλ + γ5Γ
(2)µ
νλ (19)
The equation for MAT geodesics is
¨̂x
µ
+ Γ̂µνλ
˙̂x
ν ˙̂x
λ
= 0 (20)
where a dot denotes derivation with respect to an axial-affine parameter t = t1 + γ5t2. For
axial-real and axial-imaginary components this means
x¨µ1 + Γ
(1)µ
νλ (x˙
ν
1 x˙
λ
1 + x˙
ν
2x˙
λ
2 ) + Γ
(2)µ
νλ (x˙
ν
1x˙
λ
2 + x˙
ν
2x˙
λ
1) = 0 (21)
x¨µ2 + Γ
(1)µ
νλ (x˙
ν
1 x˙
λ
2 + x˙
ν
2x˙
λ
1 ) + Γ
(2)µ
νλ (x˙
ν
1x˙
λ
1 + x˙
ν
2x˙
λ
2) = 0 (22)
These geodesic equations can be obtained as equations of motion from the action
Ŝ =
∫
dtˆ
√
ĝµν ˙̂x
µ ˙̂x
ν
= S1 + γ5S2 (23)
where ĝµν = gµν + γ5fµν .
***
The action takes values in AC. For instance, setting the proper time τˆ = τ1 + γ5τ2,
Ŝ[x̂] =
∫
dτˆ
(
ĝµν ˙̂x
µ ˙̂x
ν
) 1
2
(24)
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But unlike [44] we require the action principle to be specified by δŜ[x̂] = 0.
Taking the variation of S[x̂] with respect to δx̂ = δx1 + γ5δx2, with
δĝµν =
∂ĝµν
∂x̂λ
δx̂λ, i.e.
δgµν =
1
2
(
∂gµν
∂xλ1
+
∂fµν
∂xλ2
)
δxλ1 +
(
∂fµν
∂xλ1
+
∂gµν
∂xλ2
)
δxλ2
=
∂gµν
∂xλ1
δxλ1 +
∂fµν
∂xλ1
δxλ2
δfµν =
1
2
(
∂gµν
∂xλ1
+
∂fµν
∂xλ2
)
δxλ2 +
(
∂fµν
∂xλ1
+
∂gµν
∂xλ2
)
δxλ1
=
∂gµν
∂xλ1
δxλ2 +
∂fµν
∂xλ1
δxλ1 (25)
we get the eom
ĝµρ ¨̂x
ρ
+ Γ̂ρνλ ĝµρ
˙̂x
µ ˙̂x
ν
= 0, i.e. ¨̂x
µ
+ Γ̂µνλ
˙̂x
ν ˙̂x
λ
= 0 (26)
Let us rewrite √
ĝµν ˙̂x
µ ˙̂x
ν
=
√
A+ γ5B, (27)
A = gµν (x˙
µ
1 x˙
ν
1 + x˙
µ
2 x˙
ν
2) + 2fµν x˙
µ
1 x˙
ν
2 ,
B = fµν (x˙
µ
1 x˙
ν
1 + x˙
µ
2 x˙
ν
2) + 2gµν x˙
µ
1 x˙
ν
2 ,
so that we have
Ŝ[x̂] =
∫
dτˆ
√
ĝµν ˙̂x
µ ˙̂x
ν
=
1
2
[∫
dτ1
(√
A+B +
√
A−B
)
+
∫
dτ2
(√
A+B −√A−B
)]
+
γ5
2
[∫
dτ1
(√
A+B −
√
A−B
)
+
∫
dτ2
(√
A+B +
√
A−B
)]
(28)
Varying this action with respect to δxλ we obtain the same eom (26). This is due to (12) and to
the fact that, the action is an analytic function of x̂, so that the variation with respect to δx̂λ
is the same as the variation of δxλ1 .
***
Eventually we will set x2 = 0 everywhere, but it is very convenient to keep the axial-analytic
notation as far as possible.
3.1 Geodetic interval and distance
The quantity
Ê = E1 + γ5E2 =
1
2
ĝµν ˙̂x
µ ˙̂x
ν
(29)
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is conserved as a function of tˆ. Since ĝµν ˙̂x
µ ˙̂x
ν
is constant for geodesics, we can write for the arc
length parameter ŝ
dŝ
dtˆ
=
√
ĝµν ˙̂x
µ ˙̂x
ν
, (30)
and
ŝ− ŝ′ =
∫ tˆ
tˆ′
dτˆ
√
2Ê =
√
2Ê (tˆ− tˆ′). (31)
ŝ− ŝ′ is the axial arc length along the geodesic between x̂ and x̂′. The half square of it is called
the world function and it is denoted
σ̂(x̂, x̂′) =
1
2
(ŝ− ŝ′)2 = Ê(tˆ− tˆ′)2 = (tˆ− tˆ′)
∫ tˆ
tˆ′
Êdτˆ (32)
The main properties are
σ̂;µ = ∂̂µσ̂ = (tˆ− tˆ′)ĝµν ˙̂xν ≡ −ĝµν ŷν (33)
ŷµ are the normal coordinates based at x̂. Using (32,33) one can see that
1
2
σ̂;µσ̂;
µ = σ̂ (34)
The subscript ;µ means the covariant derivative with respect to x̂
µ, while ;µ′ means the covariant
derivative with respect to x̂′µ
′
.
Remark 1. σ̂ = σ1 + γ5σ2, but notice that, even when we set x2 = 0, we cannot infer
that σ2 = 0. This descends from eq.(30). Looking at (28), we see that B does not vanish
even when xν2 = 0. As a consequence the axial-imaginary part of (27) does not vanish, so the
axial-imaginary part of eq.(30) will not automatically vanish either.
3.2 Normal coordinates
Normal coordinates can be defined based at x or at x′:
ŷµ
′
(x̂′, x̂) = (tˆ− tˆ′)dx̂
µ′
dtˆ′
(35)
and
ŷµ(x̂, x̂′) = (tˆ′ − tˆ)dx̂
µ
dtˆ
(36)
The tangent vector dx̂
µ
dtˆ
to the geodesic at xˆ satifies
D
dtˆ
dx̂µ
dtˆ
=
d2x̂µ
dtˆ2
+ Γ̂µνλ
dx̂ν
dtˆ
dx̂λ
dtˆ
= 0 (37)
and an analogous equation at xˆ′. Now we can write
ŷµ
′
;ν(xˆ
′, xˆ)ŷν(xˆ, xˆ′) = (tˆ′ − tˆ)ŷµ′ ;ν(x̂′, x̂)dx̂
ν(tˆ)
dtˆ
= (tˆ′ − tˆ) d
dtˆ
ŷµ
′
(x̂′, x̂) = (tˆ′ − tˆ)dx̂
µ′(tˆ′)
dtˆ′
= −ŷµ′(x̂′, x̂) (38)
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Dividing by tˆ− tˆ′ the second and fourth terms and taking the coincidence limit x̂′ → x̂, one gets
[ŷµ
′
;ν ]
dx̂ν
dtˆ
=
dx̂µ
dtˆ
→ [ŷµ′ ;ν] = δµν (39)
where [X] denotes the result of the coincidence limit on the quantity X. In a similar way one
can prove
[ŷµ
′
;ν′ ]
dx̂ν
dtˆ
= −dx̂
µ
dtˆ
→ [ŷµ′ ;ν′ ] = −δµν (40)
[ŷµ;ν]
dx̂ν
dtˆ
= −dx̂
µ
dtˆ
→ [ŷµ;ν ] = −δµν (41)
[ŷµ;ν′ ]
dx̂ν
dt
=
dx̂µ
dt
→ [ŷµ;ν′ ] = δµν (42)
From (38) we get
ŷµ
′
;ν ŷ
ν + ŷµ
′
= 0 (43)
In a similar way one derives also
ŷµ
′
;ν′ ŷ
ν′ + ŷµ
′
= 0 (44)
ŷµ;ν′ ŷ
ν′ + ŷµ = 0 (45)
ŷµ;ν ŷ
ν + ŷµ = 0 (46)
For instance, differentiating (44) with respect to x̂λ
′
, one gets
ŷµ
′
;ν′λ′ ŷ
ν′ + ŷµ
′
;ν′ ŷ
ν′
;λ′ + ŷ
µ′
;λ′ = 0
taking the coincidence limit, and using (40), one finds an identity, because [ŷµ
′
] = 0. Differenti-
ating another time with respect to x̂ρ
′
one gets
[ŷµ
′
;λ′ρ′ ] = 0 (47)
Differentiating again with respect to x̂τ
′
and using the Bianchi identity for R̂µλρτ = R
(1)µ
λρτ +
γ5R
(2)µ
λρτ , one finds
[ŷµ
′
;λ′ρ′τ ′ ] =
1
3
(
R̂µρλτ + R̂
µ
τλρ
)
(48)
and, in a similar way,
[ŷµ
′
;λρτ ] =
1
3
(
R̂µλρτ + R̂
µ
ρλτ
)
(49)
and
[ŷµ;λρτ ] =
1
3
(
R̂µτλρ + R̂
µ
ρλτ
)
(50)
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3.3 Coincidence limits of σ̂
Covariantly differentiating (34) we get
σ̂;ν = σ̂;µν σ̂;
µ (51)
In the coincidence limit [σ̂;ν ] = 0. Therefore (51) is trivial in the coincidence limit. Differenti-
ating the first and last member of (33) we get
σ̂;µλ = −ĝµν ŷν ;λ (52)
Using (41) one gets
[σ̂;µλ] = ĝµλ (53)
Similarly
[σ̂;µλ′ ] = −ĝµλ (54)
Differentiating (51) once more one gets
σ̂;νλ = σ̂;µνλ σ̂;
µ + σ̂;µν σ̂
µ
;λ
which, in the coincidence limit, using the previous results, yields an identity. Differentiating it
again
σ̂;νλρ = σ̂;µνλρ σ̂;
µ + σ̂;µνλ σ̂
µ
;ρ + σ̂;µνρ σ̂
µ
;λ + σ̂;µν σ̂;
µ
λρ (55)
In the coincidence limit this becomes
[σ̂;νλρ] = [σ̂;ρνλ] + [σ̂;λνρ] + [σ̂;νλρ] (56)
Since σ̂ is a biscalar we have
[σ̂;νλρ] = [σ̂;νρλ] + R̂ρλν
τ [σ̂;τ ] = [σ̂;ρνλ] (57)
Therefore
[σ̂;ρνλ] = [σ̂;λνρ] = [σ̂;νλρ] = 0 (58)
Differentiating (55) once more and taking the coincidence limit one gets
[σ̂;νλρτ ] = −1
3
(
R̂ντλρ + R̂νρλτ
)
≡ Ŝνλρτ (59)
where R̂ντλρ = ĝνµR̂
µ
τλρ. Differentiating once more
[σ̂;νλρστ ] =
3
4
(
Ŝνλστ ;ρ + Ŝνλσρ;τ + Ŝνλτρ;σ
)
(60)
We will need also the coincidence limits of tensors covariantly differentiated with respect to
a primed index ν ′. In general
[tµ1...µk;ν′ ] = [tµ1...µk ];ν − [tµ1...µk;ν ] (61)
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So
[σ̂;µν′ ] = [σ̂;µ];ν − [σ̂;µν ] = −ĝµν (62)
[σ̂;µν′λ] = [σ̂;µλν′ ] = [σ̂;µλ];ν − [σ̂;µλν ] = 0 (63)
[σ̂;µν′λρ] = [σ̂;µλρν′ ] = [σ̂;µλρ];ν − [σ̂;µλρν ] = −[σ̂;µλρν ] = −Ŝµλρν (64)
and
[σ̂;µν′λρσ] = [σ̂;µλρσν′ ] = [σ̂;µλρσ];ν − [σ̂;µλρσν ] = 1
4
Ŝµλρσ;ν − 3
4
(
Ŝµλνρ;σ + Ŝµλσν;ρ
)
(65)
Similarly, one obtains
[σ̂;µ
µ
ν
ν
ρ
ρ] = −8
5
R;µ
µ +
4
15
R̂µνR̂
µν − 4
15
R̂µνλρR̂
µνλρ
[σ̂;µν
ν
ρ
ρµ] = −[σ̂;µµ′ννρρ] = 2
5
R;µ
µ − 1
15
R̂µνR̂
µν − 4
15
R̂µνλρR̂
µνλρ
3.4 Van Vleck-Morette determinant
The Van Vleck-Morette determinant in MAT is defined by
D̂(x̂, x̂′) = det(−σ̂;µν′) (66)
D̂(x̂, x̂′) is a bidensity of weight 1 both at x̂ and x̂′. Later on we will need a bidensity of weight
0:
∆̂(x̂, x̂′) =
1√
ĝ(x̂)
D̂(x̂, x̂′)
1√
ĝ(x̂′)
(67)
The VVM determinant also satisfies (for 4 dimensions)
(D̂(x̂, x̂′)σ̂;µ);µ = 4D̂(x̂, x̂
′) (68)
In the coincidence limit
[∆̂
1
2
;λ] = [ĝ
− 1
4 (x̂)
√
D̂(x̂, x̂′)
1
2
(
σ̂−1µν
′
σ̂;µν′λ
)
ĝ−
1
4 (x̂′)] =
1
2
[σ̂µ;µλ] = 0 (69)
We need to compute the covariant derivatives of σ̂−1µν
′ ≡ {σ̂−1;µν′}. The latter is defined as
σ̂−1µν
′
σ̂;ν′λ = δ
µ
λ (70)
Differentiating this relation once, twice and thrice one gets
[σ̂−1µν
′
;λ] = 0,
[σ̂−1µλ′ ;ρσ] = −[σ̂;µ′λρσ] = [σ̂;λρσµ] = Ŝλρσµ (71)
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and
[σ̂−1µλ′ ;ρστ ] = −[σ̂;λµ′ρστ ] = 1
4
Ŝµρστ ;λ − 3
4
(
Ŝµρλσ;τ + Ŝµρτλ;σ
)
(72)
Differentiating once more one gets
[∆̂
1
2
;λρ] =
1
6
ĝµν
(
R̂µνλρ + R̂µλνρ
)
=
1
6
ĝµν ĝµσR̂
σ
λνρ =
1
6
(
R
(1)
λρ + γ5R
(2)
λρ
)
(73)
and
[∆̂
1
2
;λρσ] =
1
12
(
R̂λρ;σ + R̂ρσ;λ + R̂σλ;ρ
)
(74)
Finally
[∆̂
1
2
;µ
µ
ν
ν ] = +
1
5
R̂;µ
µ +
1
36
R̂2 − 1
30
R̂µνR̂
µν +
1
30
R̂µνλρR̂
µνλρ (75)
3.5 The geodetic parallel displacement matrix
The geodetic parallel displacement matrix Ĝµν′(x̂, x̂
′) is needed in order to parallel displace
vectors from one end to the other of the geodetic interval. It is defined by
[Ĝµν′ ] = δ
µ
ν , Ĝ
µ
ν′;λσ̂
;λ = 0 (76)
The second condition means that the covariant derivative of Ĝµν′ vanishes in directions parallel
to the geodesic. Since tangents to the geodesics are self-parallel, it follows that
Ĝµ
ν′ σ̂;ν′ = −σ;µ, σ̂;µ Ĝµν′ = −σ̂;ν′ (77)
Ĝµν′ = Ĝν′µ, σ̂;
λ′Ĝµν′;λ′ = 0
Ĝµ
ν′Ĝν′
λ = δλµ
The analogous parallel displacement for spinors is denoted I(x, x′): the object I(x, x′)ψ(x′)
is the spinor ψ(x) obtained by parallel displacement of ψ(x′) along the geodesic from x′ to x. It
is a bispinor quantity satisfying
σ̂;
µÎ;µ = 0, [Î ] = 1 (78)
and 1 is the identity matrix in the spinor space. Differentiating (78) once we get [Î;µ] = 0.
Differentiating twice we get
[Î;(µν)] = 0, (79)
while
Î(x, x′);µν − Î(x, x′);νµ = −1
2
(
dΩ̂ + Ω̂Ω̂
)
µν
Î(x, x′) = −1
2
R̂µνI(x, x′) (80)
where R̂µν = R̂µνabΣab. So
[Î(x, x′);[µ,ν]] = [Î(x, x
′);µν ] = −1
4
R̂µν (81)
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Proceeding with the differentiations of (78) we find
[Î;νλρ] + [Î;λνρ] + [Î;ρλν ] = 0 (82)
Now
[Î;νλρ]− [Î;νρλ] = 1
2
R̂ρλ[Î;ν ] = 0 (83)
and
3[Î;νλρ] =
1
2
∇̂ρR̂λν + 1
2
∇̂λR̂ρν (84)
In particular
[Î;ν
ν
ρ] =
1
6
∇̂νR̂ρν (85)
Differentiating (78) once more with respect to xσ, using (59) and then contracting with ĝνλĝσρ
we find, after simplifying,
[Î;µ
µ
ν
ν ] + [Î;µν
νµ] = 0 (86)
A contraction with ĝνσ ĝλρ gives:
[Î;µν
νµ] + 2[Î;µν
µν ] + [Î;µ
µ
ν
ν ] = 0 (87)
Using (80), we get
[Î;σρµν ] = [∇̂ν∇̂µ(Î;σρ)] = −1
2
R̂σρ;µν + 1
8
R̂σρR̂µν + [Î;ρσµν ] (88)
Contracting with ĝµσ ĝνρ gives
[Î;µν
µν ] = 0 +
1
8
R̂µνR̂µν + [Î;µννµ] (89)
since by Walker’s identity
∇̂ρ∇̂λR̂ρλ = 0 (90)
Finally, by using (86), (87), one gets
[Î;ν
ν
ρ
ρ] =
1
8
R̂ρλR̂ρλ (91)
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4 Fermions in MAT background
The action of a fermion interacting with a metric and an axial tensor is
Ŝ =
∫
d4x̂
(
iψ
√
ĝγaêµa
(
∂µ +
1
2
Ω̂µ
)
ψ
)
(x̂) (92)
=
∫
d4x̂
(
iψ
√
ĝγa(e˜µa + γ5c˜
µ
a)
(
∂µ +
1
2
(
Ω(1)µ + γ5Ω
(2)
µ
))
ψ
)
(x̂)
=
∫
d4x̂
(
iψ
√
ĝ(e˜µa − γ5c˜µa)
[
1
2
γa
↔
∂ µ +
1
4
(
γaΩ̂µ + Ω̂µγ
a
)]
ψ
)
(x̂)
=
∫
d4x̂
(
iψ
√
ĝ(e˜µa − γ5c˜µa)
[
1
2
γa
↔
∂ µψ +
i
4
γdǫ
dabcΩ̂µbcγ5
]
ψ
)
(x̂)
It must be noticed that this action takes axial-real values 1. The field ψ(x̂) can be understood,
classically, as a series of powers of x̂ applied to constant spinors on their right and the symmetry
transformations act on it from the left. The analogous definitions for ψ† are obtained via
hermitean conjugation. In the second line it is stressed that the action contains also an axial
part. It is understood that ∂µ =
∂
∂x̂µ
applies only to ψ or ψ, as indicated, and ĝ denotes, as
usual, the axial-complex conjugate of ĝ.
A few comments are in order. As was explained in [1], the density
√
ĝ must be inserted
between ψ and ψ, due to the presence in it of the γ5 matrix. Moreover one has to take into
account that the kinetic operator contains a γ matrix that anticommutes with γ5. Thus, for
instance, using D̂λĝµν = 0 and (D̂λ +
1
2Ω̂λ)ê = 0, where D̂ = ∂ + Γ̂, one gets
ψγaêµa
(
∂µ +
1
2
Ωµ
)
ψ = ψ(D̂µ +
1
2
Ω̂µ)γ
aêµaψ (93)
We recall again that a bar denotes axial-complex conjugation, i.e. a sign reversal in front of
each γ5 contained in the expression, for instance Ω̂µ = Ω
(1)
µ − γ5Ω(2)µ .
To obtain the two last lines in (92) one must use (253) and (93).
4.1 Classical Ward identities
Let us consider AE (axially extended) diffeomorphisms first, (232). It is not hard to prove that
the action (92) is invariant under these transformations. Now, define the full MAT e.m. tensor
by means of
Tµν =
2√
ĝ
←
δ Ŝ
δĝµν
(94)
This formula needs a comment, since
√
ĝ contains γ5. To give a meaning to it we understand
that the operator 2√
ĝ
←
δ
δĝµν
in the RHS acts on the operatorial expression, say O
√
ĝ, which is
1 One could consider also an axial complex action, but for our purposes this is a useless complication. That is
why we use the notation ψ instead of ψ̂.
14
inside the scalar product ψO
√
ĝψ. Moreover the functional derivative acts from the right of the
action. Now the conservation law under diffemorphisms is
0 = δ
ξ̂
S =
∫
ψ
←
δ O
δĝµν
δĝµνψ =
∫
ψ
←
δ O
δĝµν
(
D̂µξ̂ν + D̂ν ξ̂µ
)
ψ
= −2
∫
ψ
←
δ O
δĝµν
←
D̂µξ̂νψ (95)
where D̂ acts (from the right) on everything except the parameter ξ̂ν . Differentiating with
respect to the arbitrary parameters ξµ and ζν we obtain two conservation laws involving the
two tensors
T µν = 2ψ
←
δ O
δĝµν
ψ (96)
T µν5 = 2ψ
←
δ O
δĝµν
γ5ψ (97)
To give a less abstract idea of these tensors, at the lowest order (flat background) and setting
xµ2 = 0, they are given by
T µν ≈ T µνflat = −
i
4
(
ψγµ
↔
∂νψ + µ↔ ν
)
, (98)
and
T µν5 ≈ T µν5flat =
i
4
(
ψγ5γ
µ
↔
∂νψ + µ↔ ν
)
, (99)
Repeating the same derivation for the axial complex Weyl transformation one can prove
that, assuming for the fermion field the transformation rule
ψ → e− 32 (ω+γ5η)ψ, (100)
(92) is invariant, and obtain the Ward identity
0 =
∫
ψ
←
δ O
δĝµν
ĝµν (ω + γ5η)ψ (101)
One gets in this way two WI’s
T(x) ≡ T µνgµν + T µν5 fµν = 0, (102)
T5(x) ≡ T µνfµν + T µν5 gµν = 0, (103)
4.2 A more precise formula for the e.m. tensor
In our calculation a more explicit formula of the e.m. tensor is needed. The e.m. tensor is
defined by
Tµν =
2√
ĝ
←
δ Ŝ
δĝµν
=
1
2
(Tµa ê
aν +Tνaê
aµ) (104)
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where
Tµa =
1√
|ĝ|
←
δ Ŝ
δêaµ
(105)
Let us prove first that the functional derivative of Ω̂m does not contribute to the e.m. tensor.
Consider the general variational formula
δΩ̂bcµ =
1
2
êbν
(
∇̂µ(δêcν)− ∇̂ν(δêcµ)
)
− 1
2
êcν
(
∇̂µ(δêbν)− ∇̂ν(δêbµ)
)
+
1
2
êbν êcλ
(
∇̂λ(δêeν)− ∇̂ν(δêeλ)
)
êeµ (106)
where ∇̂ denotes the covariant derivative such that ∇̂µêaλ = 0. After some algebra one gets
γd ǫ
dabc êµa δΩ̂µbc = γd ǫ
dabc êµa ê
ν
b∇µδecν (107)
Now use this and
δêaµ(x)
δêbν(y)
= δab δ
ν
µδ(x, y)
and insert them into the definition (104). The relevant contribution is
T
λρ
Ω =
1
2
(
Tλa ê
aρ +Tρaê
aλ
)
Ω
(108)
≡ 1
8
∫
ψγdǫ
dabcêµa
(
δΩ̂µbc
δêeλ
êeρ +
δΩ̂µbc
δêeρ
êeλ
)
γ5ψ
=
1
8
∫
ψγdǫ
dabcêµa
(
êλb ê
ρ
c∇̂µδ(x, y) + êρb êλc ∇̂µδ(x, y)
)
γ5ψ = 0
Therefore the only contribution to the em tensor comes from the variation of the first êma factor
in (92). The result is
Tλρ = − i
2
ψγ̂λĝρµ
(
∂µ +
1
2
Ω̂µ
)
+ (λ↔ ρ) = − i
2
ψγ̂λ∇̂ρψ + (λ↔ ρ) (109)
where γ̂λ = γaêλa.
It is useful to write it as a trace
Tλρ(x) =
i
2
tr
(
ηγ̂(λ∇̂ρ)ψ(x)ψ†(x)
)
=
i
4
tr
(
ηγ̂(λ[∇̂ρ)ψ(x), ψ†(x)]
)
(110)
where η ≡ γ0, the flat gamma matrix. The commutator is interpreted as
[∇̂ρψ,ψ†](x) = 1
2
lim
x′→x
(
[∇̂ρψ(x), ψ†(x′)] + [∇̂ρψ(x′), ψ†(x)]
)
(111)
Inserting (110) in the path integral it becomes
〈〈Tλρ(x)〉〉 = i
8
lim
x′→x
tr
(
ηγ̂(λ
(
Ŝ
(1);ρ)(x, x′)− Ŝ(1);ρ′)(x, x′)
))
(112)
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where Ŝ(1) is the Hadamard function
Ŝ
(1)(x, x′) = 〈〈[ψ(x), ψ†(x′)]〉〉 (113)
This leads to Christensen’s method, [12, 13], to compute the energy-momentum tensor and
related quantities, such as trace anomalies. We will not pursue this point of view here although
it could be done. It is in fact strictly connected with the main approach we will follow later
on, which we consider simpler. They are both based on fermion propagators such as Ŝ(1)(x, x′).
A discussion of fermion propagators and their properties in a MAT background is presented in
Appendix C.
4.3 The Dirac operator and its inverse
In the action (92) the Dirac operator is
F̂ = iγ̂ ·∇̂ = iγ̂µ∇̂µ = iγaêµa∇̂µ ≡ γa F̂a (114)
where the ∇̂ operator is, schematically, D̂ + 12Ω̂ and satisfies ∇̂µêaν = 0.
Under AE diffeomorphisms ψ transforms as: δ
ξˆ
ψ = ξ̂ ·∂ψ, while
δ
ξˆ
(
iγ̂ ·∇̂ψ
)
= ξ̂ ·∂
(
iγ̂ ·∇̂ψ
)
(115)
Under AE Weyl transformation F̂ transform as
δωˆF̂ = −1
2
γa{F̂a, ω̂} (116)
and it has the following hermiticity property
F̂ † = ηF̂ η (117)
where η = γ0 and γ0 is the nondynamical (flat) gamma matrix. To obtain (117) use Ω̂
† = −ηΩ̂
†
η,
etc.
Integrating out the fermion field in (92) means, roughly speaking, evaluating the determinant
of the Dirac operator F̂ . This is however not what we need. First, because the log of the
determinant is formally the trace of the log of F̂ ; taking this trace means integrating over
spacetime and tracing over the gamma matrices: this would suppress any explicit γ5 dependence
and, thus, any axial splitting. Second, because F̂ is local, while, in order to exploit a coincidence
limit (in order to guarantee covariance), we need a bilocal quantity. This quantity exists, it is
the inverse of F̂ : the fermion propagator. The Schwinger-DeWitt method is based on it. Let us
explain this approach, adapting it to MAT.
One starts from
Ĝ(x̂, x̂′) = 〈0|T ψ(x̂)ψ†(x̂′)|0〉 (118)
which satisfies
i
√
ĝη γ̂µ∇̂µĜ(x̂, x̂′) = −1δ(x̂, x̂′) (119)
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where 1 is the unit matrix in the spinor space. Ĝ is not yet what we need. The Schwinger-
DeWitt method requires a quadratic operator and, in addition, we must get rid of the γ matrices,
except γ5. This is achieved with the ansatz
Ĝ(x, x′) = −iγ̂µ∇̂µĜ(x, x′)η−1 (120)
Remark 2. Why the ansatz (120)
In ordinary gravity, from the diff invariance of the fermion action, we can extract the transformation rule
δξ (iγ
µ
∇µψ) = ξ ·∂ (iγ ·∇ψ) (121)
while δξψ = ξ ·∂ψ. Therefore it makes sense to apply γ ·∇ to γ ·∇ψ, because the latter transforms as ψ. This
allows us to define the square of the Dirac operator:
F
2
ψ = (iγ ·∇)2 ψ (122)
It is not possible to repeat the same thing for MAT because of (115), from which we see that
(
iγ̂ ·∇̂ψ
)
does not
transform like ψ, and an expression like
(
iγ̂ ·∇̂
)2
ψ would break general covariance. Noting that
δξˆ
(
iγ̂ ·∇̂ψ
)
= ξ̂ ·∂
(
iγ̂ ·∇̂ψ
)
(123)
when δ
ξ̂
ψ = ξ̂ ·∂ψ, we will consider instead the covariant quadratic operator
(
iγ̂ ·∇̂
) (
iγ̂ ·∇̂
)
ψ (124)
Let us quote next a few useful identities.
∇̂µγ̂ν − γ̂ν∇̂µ = γa
(
∂µ êaν − Γ̂λµν êaλ +
1
2
Ω̂µab ê
b
ν
)
= 0 (125)
because of metricity, and
∇̂µγa − γa∇̂µ = 0 (126)
The axial conjugate relation holds as well. Therefore
γ̂µ∇̂µ γ̂ν∇̂ν = γaγbêµa ê
ν
b ∇̂µ∇̂ν = ηabê
µ
a ê
ν
b ∇̂µ∇̂ν +Σabê
µ
a ê
ν
b [∇̂µ, ∇̂ν ] (127)
On the other hand, when acting on a (bi-)spinor quantity
Σabê
µ
a ê
ν
b [∇̂µ, ∇̂ν ] =
1
8
γaγbγcγdR̂abcd = −1
4
R̂µνλρĝ
µλĝνρ = −1
4
R̂ (128)
where use is made of
R̂abcd = ê
µ
a ê
ν
b ê
λ
c ê
ρ
dR̂µνλρ. (129)
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Now replacing (120) into (119) and using the above we get√
|ĝ|
(
∇̂µĝµν∇̂ν − 1
4
R̂
)
Ĝ(x̂, x̂′) = −1δ(x̂, x̂′) (130)
The differential operator acting on Ĝ will be denoted by F̂gˆ. In compact operator notation
F̂gˆĜgˆ = −1, (131)
with 〈x̂|Ĝgˆ|x̂′〉 = Ĝgˆ(x̂, x̂′).
As a consequence of (117) we have[√
ĝ
(
∇̂µĝµν∇̂ν − 1
4
R̂
)]†
= η
[√
|ĝ|
(
∇̂µĝµν∇̂ν − 1
4
R̂
)]
η (132)
or (
F̂gˆ
)†
= η F̂gˆ η (133)
We shall refer often to the related operator
F̂ =
1√
ĝ
F̂gˆ, F̂
† = η F̂η (134)
and to its inverse Ĝ: F̂Ĝ = −1.
Remark 3. The operator F̂ is the main intermediate result of our paper. It is natural to
assume that its inverse Ĝ exists. There is no reason to believe that it does not, because, the
differential operator F̂ (after a Wick rotation) can be defined as an axial-elliptic operator, at
least under reasonable conditions on the axial tensor fµν . In fact its quadratic part can be cast
in the form −∂iAij(x)∂j , where Aij is an invertible matrix and its dominating part is symmetric
and positive definite. However, no doubt, it would be desirable to have a mathematical (possibly
constructive) proof of the existence of Ĝ . In Appendix C we discuss this issue and, following
[5], we give some arguments in this direction.
5 The Schwinger proper time method
From now on, for practical reasons, we drop the bar symbol of axial conjugation. At the end we
will axially-conjugate the result.
Let us define the amplitude
〈x̂, ŝ|x̂′, 0〉 = 〈x̂|eiF̂ŝ|x̂′〉 (135)
which satisfies the (heat kernel) differential equation
i
∂
∂ŝ
〈x̂, ŝ|x̂′, 0〉 = −F̂xˆ〈x̂, ŝ|x̂′, 0〉 ≡ K(x̂, x̂′, ŝ) (136)
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where F̂xˆ is the differential operator
F̂x̂ = ∇̂µĝµν∇̂ν −
1
4
R̂ (137)
Then we make the ansatz
〈x̂, ŝ|x̂′, 0〉 = − lim
m→0
i
16π2
√
D̂(x̂, x̂′)
ŝ2
e
i
(
σ̂(x̂,x̂′)
2ŝ
−m2ŝ
)
Φ̂(x̂, x̂′, ŝ) (138)
where D̂(x̂, x̂′) is the VVM determinant and σ̂ is the world function (see above). Φ̂(x̂, x̂′, ŝ) is a
function to be determined. It is useful to introduce also the mass parameter m, which we will
eventually set to zero. In the limit ŝ → 0 the RHS of (138) becomes the definition of a delta
function multiplied by Φ̂. More precisely, since it must be 〈x̂, 0|x̂′, 0〉 = δ(x̂, x̂′), and
lim
ŝ→0
i
4π2
√
D̂(x̂, x̂′)
ŝ2
e
i
(
σ̂(x̂,x̂′)
2ŝ
−m2ŝ
)
=
√
|ĝ(x̂)| δ(x̂, x̂′), (139)
we must have
lim
ŝ→0
Φ̂(x̂, x̂′, ŝ) = 1 (140)
Eq.(136) becomes an equation for Φ̂(x̂, x̂′, ŝ). Using (34) and (68), after some algebra one gets
i
∂Φ̂
∂ŝ
+
i
ŝ
∇̂µΦ̂∇̂µσ̂ + 1√
D̂
∇̂µ∇̂µ
(√
D̂Φ̂
)
−
(
1
4
R̂−m2
)
Φ̂ = 0 (141)
Now we expand
Φ̂(x̂, x̂′, ŝ) =
∞∑
n=0
ân(x̂, x̂
′)(iŝ)n (142)
with the boundary condition [â0] = 1. The ân must satisfy the recursive relations:
(n+ 1)ân+1 + ∇̂µân+1∇̂µσ̂ − 1√
D̂
∇̂µ∇̂µ
(√
D̂ân
)
+
(
1
4
R̂−m2
)
ân = 0 (143)
Using these relations and the coincidence results of section 3.3, 3.4 and 3.5, it is possible to
compute each coefficient an at the coincidence limit.
5.1 Computing ân
In this subsection we wish to compute [â1] and [â2], which will be needed later on. We start
from (143) for n = −1.:
∇̂µâ0 σ;µ = 0, with [â0] = 1, (144)
which implies that
â0(x̂, x̂
′) = Î(x̂, x̂′). (145)
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Replacing this inside (143) for n = 0 one gets
â1(x̂, x̂
′) + ∇̂µσ̂∇µâ1(x̂, x̂′)− 1√
∆̂
∇̂µ∇̂µ
(√
∆̂ Î(x̂, x̂′)
)
+
(
1
4
R̂−m2
)
Î(x̂, x̂′) = 0, (146)
which implies
[â1] =
(
− 1
12
R̂+m2
)
1 (147)
Moreover differentiating (146) with respect to ∇λ and taking the coincidence limit:
2[∇̂λâ1] = 1
4
R̂;λ1− [
√
∆̂;µ
µ
λÎ + ∇̂λ∇̂µ∇̂µÎ]
so
[∇̂λâ1] =
(
1
12
R̂λν;ν − 1
24
R̂;λ
)
1. (148)
Next we have
[∇̂λ∇̂λ
(
â1 + ∇̂µσ̂ ∇̂µâ1
)
] = 3[∇̂λ∇̂λâ1]
so that
[∇̂λ∇̂λâ1] = 1
3
[∇̂λ∇̂λ
(
1√
∆̂
∇̂µ∇̂µ
(√
∆̂ Î
)
−
(
1
4
R̂−m2
)
Î
)
] (149)
=
1
3
(
− 1
20
R̂;µ
µ − 1
30
R̂µνR̂
µν +
1
30
R̂µνλρR̂
µνλρ +
1
8
R̂µνR̂µν
)
(150)
Finally
[â2] =
1
2
[∇̂λ∇̂λâ1 −
(
1
12
R̂−m2
)
â1] (151)
=
1
2
m4 − 1
12
m2R̂+
1
288
R̂2 − 1
120
R̂;µ
µ − 1
180
R̂µνR̂
µν +
1
180
R̂µνλρR̂
µνλρ +
1
48
R̂µνR̂µν
We recall that R̂µν = R̂µνabΣab.
6 The odd trace anomaly
We are now ready to compute that odd parity trace anomaly. Beside the point-splitting, which
we have used above, we need a regulator to get rid of the infinities at coincident point. We will
use two regularizations: the dimensional and zeta function ones.
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6.1 Schwinger-DeWitt and dimensional regularization
We start again from the Dirac operator (114). We have defined above the covariant square
F̂ = −F̂ F̂ (152)
We identify the effective action for Dirac fermions with
Ŵ = − i
2
Tr
(
ln F̂
)
(153)
Tr includes also the spacetime integration. The AE Weyl variation of (153) is given by
δω̂Ŵ =
i
2
Tr
(
Ĝ δω̂F̂
)
(154)
where
F̂Ĝ = −1 (155)
So we can write
δω̂Ŵ = δω̂
(
−1
2
∫ ∞
0
dŝ
iŝ
eiF̂ ŝ
)
= −1
2
Tr
(∫ ∞
0
dŝ eiF̂ ŝδω̂F̂
)
. (156)
It follows that, as far as the variation with respect to axial-Weyl transform is concerned, the
effective action can be represented as
Ŵ = −1
2
∫ ∞
0
dŝ
iŝ
eiF̂ŝ + const ≡ L̂+ const (157)
where L̂ is the relevant effective action
L̂ =
∫
ddx̂ L̂(x̂) (158)
which can be written as
L̂(x̂) = −1
2
tr
∫ ∞
0
dŝ
iŝ
K̂(x̂, x̂′, ŝ) (159)
where the kernel K̂ is defined by
K̂(x̂, x̂′, ŝ) = eiF̂ ŝδ(x̂, x̂′) (160)
Inserted in δωˆŴ , under the symbol Tr, it means integrating over x after taking the limit x
′ → x.
So, looking at (138), in dimension d,
K̂(x̂, x̂, ŝ) =
i
(4πiŝ)
d
2
√
ĝ e−im
2 ŝ[Φ̂(x̂, x̂, ŝ)] (161)
A specification is in order at this point. For the heat kernel method to work a Riemannian
metric is required. Therefore at this stage we Wick-rotate the metric, so that the operator F̂
becomes axial-elliptic. This operation is understood from now on. After calculating the anomaly
we will return to the Lorentz signature.
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6.2 Analytic continuation in d
The purpose now is to analytically continue in d. But we can do this only for dimensionless
quantities. We therefore multiply L̂ by µ−d, where µ is a mass parameter. We have for a Dirac
fermion
L̂(x)
µd
= − i
2
(4πµ2)tr
∫ ∞
0
dŝ (4πiµ2ŝ)−
d
2
−1
√
ĝe−im
2ŝ[Φ̂(x̂, x̂, ŝ)] (162)
where tr denotes the trace over gamma matrices.
Now we make the assumption that
lim
s→∞
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)] = 0 (163)
As a consequence we can integrate by parts
L̂(x)
µd
=
i
d
tr
∫ ∞
0
dŝ
∂
∂(iŝ)
(4πiµ2ŝ)−
d
2
√
ĝe−im
2ŝ[Φ̂(x̂, x̂, ŝ)] (164)
= − i
d
tr
∫ ∞
0
dŝ (4πiµ2ŝ)−
d
2
√
ĝ
∂
∂(iŝ)
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)
=
2i
d(2− d)4πµ2 tr
∫ ∞
0
dŝ (4πiµ2ŝ)1−
d
2
√
ĝ
∂2
∂(iŝ)2
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)
= − 4i
d(2− d)(4 − d)
1
(4πµ2)2
tr
∫ ∞
0
dŝ (4πiµ2ŝ)2−
d
2
√
ĝ
∂3
∂(iŝ)3
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)
Next we use
[Φ̂(x̂, x̂, ŝ)] = 1 + [â1]iŝ+ [â2](iŝ)
2 + . . . (165)
and, around d = 2, we use 1
d(2−d) =
1
2
(
1
d−2 − 1d
)
and in the third line of (164) we use
(4πiµ2s)1−
d
2 = 1− d− 2
2
ln(4πiµ2s) + . . .
Then we differentiate once [Φ̂(x̂, x̂, ŝ)], and the remaining derivation we get rid of by integrating
by parts. Finally one gets
L̂(x̂) =
1
4π
(
1
d− 2 −
1
2
)
tr
(
([â1]−m2)
√
ĝ
)
(166)
− i
8π
tr
∫ ∞
0
dŝ ln(4πiµ2ŝ)
√
ĝ
∂2
∂(iŝ)2
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)
Around d = 4 we use 1
d(d−2)(d−4) ≈ 18
(
1
d−4 − 34
)
. With reference to the last line of (164), we
differentiate twice [Φ̂(x, x, s)] and integrate by parts the third derivative. The result is
L̂(x̂) ≈ 1
32π2
(
1
d− 4 −
3
4
)
tr
(
m4 − 2m2[â1] + 2[â2]
)√
ĝ (167)
+
i
64π2
tr
∫ ∞
0
dŝ ln(4πiµ2ŝ)
√
ĝ
∂3
∂(iŝ)3
(
e−im
2 ŝ[Φ̂(x̂, x̂, ŝ)]
)
The last line depends explicitly on the parameter µ and represent a nonlocal part
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6.3 The anomaly
Let us take the variation of (167) with respect to ω̂ = ω + γ5η.
Recall that
δω̂
√
ĝ = d ω̂
√
ĝ (168)
δω̂R̂ = −2ω̂ R̂− 2(d − 1)̂ω̂ (169)
δω̂R̂µνλ
ρ = −δρνD̂µD̂λω̂ + δρµD̂νD̂λω̂ + D̂µD̂σω̂ ĝρσ ĝνλ − D̂νD̂σω̂ ĝρσ ĝµλ (170)
From these follows, for instance,
δω̂
(√
ĝR̂2
)
= (d− 4)
√
ĝ ω̂ R̂2 − 4(d− 1)R̂
√
ĝ ̂ω̂ (171)
δω̂
(√
ĝR̂µνR̂
µν
)
= (d− 4)ω̂
√
ĝ R̂µνR̂
µν + 2(2 − d)
√
ĝ R̂µνD̂µD̂ν ω̂ − 2
√
ĝ R̂̂ω̂
= (d− 4)ω̂
√
ĝ R̂µνR̂
µν − d
√
ĝ R̂̂ω̂ (172)
δω̂
(√
ĝR̂µνλρR̂
µνλρ
)
= (d− 4)ω̂
√
ĝ R̂µνλρR̂
µνλρ − 8
√
ĝ R̂µνD̂µD̂ν ω̂
= (d− 4)ω̂
√
ĝ R̂µνλρR̂
µνλρ − 4
√
ĝ R̂̂ω̂ (173)
δω̂
(√
ĝ̂R̂
)
= (d− 4)ω̂
√
ĝ ̂R̂+ (d− 6)
√
ĝ ∂µω̂ ∂
µR̂− 2
√
ĝ R̂ ̂ ω̂ − 2(d− 1)
√
ĝ ̂2 ω̂
= 0
and
δω̂tr
(√
ĝ R̂µνR̂µν
)
= (d− 4)tr
(
ω̂
√
ĝ R̂µνR̂µν
)
+ 4 tr
(√
ĝ R̂µνD̂µD̂νω̂
)
= (d− 4)tr
(
ω̂
√
ĝ R̂µνR̂µν
)
+ 2 tr
(√
ĝ R̂̂ω̂
)
(174)
In the first line of (167) one can ignore m2 or m4 terms (either one sets m = 0 or they can be
subtracted because they are trivial). The second line (167) does not contain singularities when
d → 4: it contains either vanishing or finite terms in this limit. Let us denote the second line
by L̂R.
L̂ =
1
16π2
(
1
d− 4 −
3
4
)∫
ddx̂ tr
(
[â2]|m=0
√
ĝ
)
+ L̂R (175)
We now act with δω̂ =
∫
ddx̂ 2tr
(
ω̂ ĝµν
δ
δĝµν
)
2
. From (168)-(172) it follows that
δω̂tr
(√
ĝ [â2]|m=0
)
= (d− 4)tr
(√
ĝ ω̂ [â2]|m=0
)
− d− 4
120
tr
(√
ĝ R̂̂ω̂
)
(176)
2In MAT case, ĝµν also has two spinor indices, so that ω gµν
δ
δgµν
→ ω̂AB ĝµνBC
δ
δĝµνAC
. Since in our case γ5
is symmetric, we have âAB = âBA and we can write δω̂ as
∫
ddx̂ 2tr
(
ω̂ ĝµν
δ
δĝµν
)
.
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The second piece can be canceled e.g. by a counterterm proportional to tr
(√
ĝR̂2
)
. Using the
fact that the bare part of the action is Weyl invariant δω̂L̂ = 0 and that the renormalised part
L̂R defines the (quantum) energy momentum tensor
2√
ĝ
δ
δĝµν
L̂R = Θ̂
µν we get
∫
ddx̂ tr
(
ω̂
√
ĝ ĝµνΘ̂
µν
)
= − 1
16π2
∫
ddx̂tr
(√
ĝ ω̂ [â2]|m=0
)
(177)
where the d− 4 factor in (176) canceled the pole 1
d−4 in (175).
Clearly, the odd parity anomaly can come only from the term R̂µνR̂µν contained in [â2] ,
with a coefficient of 1
32π2
(for Majorana fermions, ×2 for Dirac fermions). For the odd part we
have ∫
ddx̂ tr
√
ĝ ω̂ T̂ = − 1
768π2
∫
d4x tr
√
ĝ ω̂ R̂µνR̂µν
∣∣∣
odd
(178)
where we denoted T̂ = ĝµνΘ̂
µν = ĝµν〈〈T̂ µν〉〉.
The (odd parity) coefficient of ω defines T and the (odd parity) coefficient of η defines T5.
Setting T̂ = T + γ5T5 one obtains in this way
T = −1
4
1
768π2
tr
(
R̂µνR̂µν
) ∣∣∣
odd
= −1
4
2i
768π2
ǫµνλρR
(1)
µναβR
(2)
λρ
αβ (179)
and
T5 = −1
4
1
768π2
tr
(
γ5R̂µνR̂µν
) ∣∣∣
odd
= −1
4
i
768π2
ǫµνλρ
(
R
(1)
µναβR
(1)
λρ
αβ +R
(2)
µναβR
(2)
λρ
αβ
)
(180)
In the last step we have Wick-rotated back the result: this is the origin of the i in the anomaly
coefficient. At this point we can safely set xµ2 = 0 everywhere.
6.4 ζ-function regularization
Given a differential operator A in analogy with the Riemann ζ function, the expression A−z, for
complex z, is called ζ function regularization of A:
ζ(z,A) = A−z =
1
Γ(z)
∫ ∞
0
dt tz−1 e−tA (181)
We will apply this representation to the operator F̂(x̂, x̂), :
(F̂(x̂))−z =
1
Γ(z)
∫ ∞
0
dt tz−1 〈x̂|e−tF̂|x̂〉 (182)
where 〈x̂|e−tF̂|x̂〉 means the coincidence limit of 〈x̂|e−tF̂|x̂′〉. Eq.(182) is not quite correct because
only dimensionless quantities can be raised to an arbitrary power. Moreover the object of interest
will be Ĝ, rather than F̂. Thus we introduce again the mass parameter µ and shift from t to iŝµ.
ζ(x̂, z) ≡ (µ2Ĝ(x̂, x̂))z = 1
Γ(z)
∫ ∞
0
(iµ2)dŝ (iŝµ2)z−1 〈x|eiŝF̂|x̂〉 (183)
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Finally we replace 〈x̂|eiŝF̂|x̂〉 with K̂(x̂, x̂, ŝ) in eq.(161). The result is
ζ(x̂, z) = (µ2Ĝ(x̂, x̂))z =
i
Γ(z)
µd
√
ĝ
∫ ∞
0
(iµ2)dŝ (iŝµ2)z−1−
d
2 e−im
2ŝ[Φ̂(x̂, x̂, ŝ)] (184)
which can be rewritten as
ζ(x̂, z) = (µ2Ĝ(x̂, x̂))z = − i
Γ(z)
µd−4
(4π)
d
2
√
ĝ
(z − d2)(z − d2 + 1)(z − d2 + 2)
×
∫ ∞
0
d(iŝ) (iŝµ2)z−
d
2
+2 ∂
3
∂(iŝ)3
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)
(185)
This is well defined for d = 4 at z = 0.
ζ(x̂, 0) =
i
√
ĝ
2(4π)2
[
∂2
∂(iŝ)2
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)]
ŝ=0
(186)
Now, differentiating (181) with respect to z and evaluating at z = 0, we get formally
d
dz
ζ(z,A)|z=0 = −Tr lnA (187)
This suggest the procedure to regularize Ŵ (which is the trace of a log). More precisely
Ŵ → Ŵζ = − i
2
ζ ′(0), where ζ(z) =
∫
tr ζ(x̂, z)ddx̂ (188)
As a consequence for d = 4:
L̂ζ(x) =
1
64π2
(γ +
3
2
)
√
ĝ tr
(
2[â2(̂x)]− 2m2[â1(x̂)] +m4
)
(189)
− i
64π2
√
ĝ
∫ ∞
0
dŝ ln(4πiµ2ŝ)
∂3
∂(iŝ)3
(
e−im
2ŝ[Φ̂(x̂, x̂, ŝ)]
)
Now, suppose that the operator A, under a symmetry transformation with parameter ǫ,
transforms as
δǫA = {A, ǫ}. (190)
Then
δǫTrA
−z = −2zTr (A−zǫ) = −2zTr (ζ(z,A)ǫ) (191)
Since the relevant result is obtained by differentiating with respect to z and setting z = 0, once
the functional is regularized, the anomalous part of the effective action is extremely easy to
derive:
L̂A = −2Tr (ζ(0, A)ǫ) (192)
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Let us return to the our problem. The operator to be regulated is F̂ = F̂xˆ. Its AE Weyl
transformation is
δωˆF̂ = −2ω̂ F̂ +
(
γ̂µγ̂ν + ĝµν
)
∂ν ω̂∇̂µ + 3
2
̂ω̂
= −2ω̂ F̂ + F̂
[
1
F̂
((
γ̂µγ̂ν + ĝµν
)
∂ν ω̂∇̂µ + 3
2
̂ω̂
)]
Ĝ(x̂, x̂) is the inverse of F̂ and its transformation is similar:
δωˆĜ = 2 Ĝ ω̂ + Ĝ
[((
γ̂µγ̂ν + ĝµν
)
∂νω̂∇̂µ + 3
2
̂ω̂
)
Ĝ
]
The first piece in the RHS reproduces exactly the mechanism in (191). The second is a nonlocal
term of the effective action; it does not concern us here and we drop it. As noticed above this
procedure does not lead directly to the anomaly. It rather gives the anomalous part of the
effective action, i.e. the anomaly integrated with the insertion of
√
ĝ:
L̂A(ω̂) = −iTr (ω̂ ζ(x̂, 0)) (193)
= iTr
( √
ĝ
2(4π)2
[
∂2
∂(iŝ)2
(
e−im
2 ŝ[Φ̂(x̂, x̂, ŝ)]
)]
s=0
ω̂
)
= iTr
( √
ĝ
2(4π)2
(
2[â2(x̂)]− 2m2[â1(x̂)] +m4
)
ω̂
)
Now, proceeding as before, we differentiate with respect to ω̂ and strip off
√
ĝ, multiply back ω̂
and obtain the true integrated anomaly. This leads to the same results as above.
6.5 The collapsing limit
After computing the trace anomalies (179) and (180) of a Dirac fermion coupled to a metric and
an axial symmetric tensor, we are now interested in returning to the original problem, that is
the trace anomaly of a Weyl tensor in an chiral fermion theory coupled to ordinary gravity. To
this end we take the collapsing limit. In [1] the latter was defined as hµν → hµν2 , kµν → hµν2 ,
with hµν and kµν both infinitesimal. Here we do not put such a limitation. The collapsing limit
is defined by making the replacements
gµν → ηµν + hµν
2
, fµν → hµν
2
(194)
in the previous formulas, with finite hµν . With this choice one has
gˆµν =
1
2
(1− γ5) ηµν + 1
2
(1 + γ5)Gµν , Gµν ≡ ηµν + hµν (195)
From this we see that the left-handed part couples to the flat metric, while the right-handed
part couples to the (generic) metric Gµν . As a consequence we have also
êam → δam
1− γ5
2
+ eam
1 + γ5
2
, êma → δma
1− γ5
2
+ ema
1 + γ5
2
, (196)
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as well as √
ĝ → 1− γ5
2
+
1 + γ5
2
√
G, (197)
Similarly for the Christoffel symbols
Γ(1)λµν →
1
2
Γλµν , Γ
(2)λ
µν →
1
2
Γλµν , (198)
for the spin connections
Ω(1)abµ →
1
2
ωabµ , Ω
(2)ab
µ →
1
2
ωabµ , (199)
and for the curvatures
R
(1)
µνλ
ρ → 1
2
Rµνλ
ρ, R
(2)
µνλ
ρ → 1
2
Rµνλ
ρ, (200)
where all the quantities on the RHS of these limits are built with the metric Gµν .
As a consequence, the action (92) becomes
Ŝ −→ S′ =
∫
d4x
[
iψγa
1− γ5
2
∂aψ +
∫
d4x
√
Giψγaeµa
(
∂µ +
1
2
ωµ
)
1 + γ5
2
ψ
]
(201)
where γa is the flat (non-dynamical) gamma matrix while the vierbein eµa and the connection
ωµ are compatible with the metric Gµν . Up to the term that represents a decoupled left-handed
fermion in the flat spacetime, the action S′ is the action of a right-handed Weyl fermion coupled
to the ordinary gravity.
In the collapsing limit we have
T(x) = T5(x) = − 1
16
2i
768π2
ǫµνλρRµναβRλρ
αβ (202)
The integrated anomaly (178) corresponding to Ŝ thus becomes∫
ddx̂ tr
√
ĝ ω̂ T̂ =
∫
ddx
√
G (ω + η) (T + T5) trP+ +
∫
ddx (ω − η) (T − T5) trP−
= 4
∫
ddx
√
Gω+ T (203)
where we used trP+ = 2, T − T5 = 0 and set ω+ = ω + η. Notice that due to (195) the
transformation property of Gµν is Gµν → e2ω+Gµν . To extract an anomaly of the right fermion
of the effective action corresponding to (201) we take its Weyl variation with respect to the
metric Gµν ∫
ddx
√
Gω+ T
′ (204)
where we denoted T′ = GµνΘ
′µν = Gµν〈〈T ′µν〉〉.
Comparing (203) and (204) we get
T′(x) = − i
1536π2
ǫµνλρRµναβRλρ
αβ (205)
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If we instead of (194) take the following collapsing limit
gµν → ηµν + hµν
2
, fµν → −hµν
2
(206)
then one obtains
gˆµν =
1
2
(1− γ5)Gµν + 1
2
(1 + γ5) ηµν , Gµν ≡ ηµν + hµν (207)
Now the right handed part is coupled to the flat metric and left handed part to generic curved
metric. We can now repeat the arguments from above and obtain the Pontryagin Weyl anomaly
for left-hended Weyl fermion
T
′(x) =
i
1536π2
ǫµνλρRµναβRλρ
αβ . (208)
The relative minus sign with respect to right-handed case is because of the opposite sign in front
of γ5 matrix in the defining relation for projectors P±.
7 Conclusion
In [2] the odd parity (Pontryagin) trace anomaly was calculated using a Feynman diagram
approach coupled to dimensional regularization. Only the lowest order diagrams were computed,
they allowed to identify the lowest order term of the anomaly. The full anomaly was then
reconstructed by covariantization, which is correct if the diffeomorphisms are preserved by the
regularization procedure. This turned out to be the case, as was shown in [3]. After these two
papers a negative result was obtained in [34]. Using a heat kernel method with a Pauli-Villars
regularization the authors found a vanishing odd parity trace anomaly in 4d. At this point it was
imperative to find the culprit. In [2, 3] the approach may appear too simple-minded, because
only two Feynman three-legged diagrams were considered, the triangle and the bubble diagram.
As was shown in the first part of [1] there are several additional diagrams that may affect the
final result. But, in fact, the accurate analysis carried out in [1] showed that such additional
diagrams cannot change the result as far as the odd parity trace anomaly is concerned. It must
be admitted however that for such a delicate calculation an approach based solely on Feynman
diagrams may not be satisfactory. The reason is the preservation of chirality throughout the
anomaly computation.
It may appear obvious that if one wants to compute the anomaly of a left-handed fermion
coupled to gravity one has to respect its left-handedness and avoid mixing different chiralities
in the course of the computation. But this is not as easy to do as to claim. As pointed out
many times, the trouble arises with the path integral measure, which is hard if not impossible
to define for Weyl fermions. If one uses a Fujikawa or heat kernel method (they are relatives)
the problem is transferred to the ‘square’ of the Dirac operator, that is an (Euclidean) elliptic
operator that is used in these methods to define the fermion determinant. The problem is:
is there a quadratic operator that preserve the same handedness as the linear Weyl operator?
As was pointed out in ref.[1] one such operator could be /D
†
L
/DL, where /DL = /DPL with /D the
ordinary Dirac operator and PL the chiral projector, but, with this choice, a phase would remain
completely undetermined. We do not know if it is possible to solve this problem, but we are
sure the solution is not the choice made in [34], because the operator chosen by the authors
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there includes both chiralities. Of course, with this choice, the result for the odd trace anomaly
cannot be but 0.
A way out is provided by Bardeen’s method, which we have used in this paper. This
method bypasses the difficulty mentioned above because it utilizes Dirac fermions, and so it
is not hard to define a ‘square’ Dirac operator, F̂ (see eq.(130)) which respects the (axially
extended) diffeomorphisms (and, of course, can avoid the formidable obstacle of being chiral).
The desired handedness is obtained by taking the collapsing limit hµν → hµν2 , fµν →
hµν
2 (or
hµν → hµν2 , fµν → −
hµν
2 for the opposite handedness). This limit is smooth: we have not found
any evidence of singularity in it. This method admits different possible regularizations. We
have utilized two: the dimensional and the ζ-function regularization, with identical results. The
latter absolutely agree with the perturbative results previously obtained in [2, 3, 1].
On the basis of the evidence collected so far, with no convincing counterevidence, we conclude
that not only does the parity odd trace anomaly exist, but all the procedures used in [2, 3, 1]
and the present paper are in accord3. It is reassuring in particular that there are different ways
of doing the same calculations while preserving chirality.
Next let us comment on/recall some characteristics and possible consequences of the odd
trace anomaly. Although we have done the calculation in 4d it is easy to see that a parity odd
trace anomaly may appear only in dimensions multiple of 4. Therefore, in particular, they do not
affect critical (super)string theories. Moreover, as was already pointed out in [2], the Pontryagin
density vanish for a number of background metrics, among which the FRW one. But let us
see the possible consequences of the instances in which such anomaly does not vanish. In this
regards we cannot but repeat what was pointed out in the conclusion of [2]. The parity odd trace
anomaly in Lorentzian metric has an imaginary coefficient, which means in particular that the
hamiltonian may be complex. This may not be a problem as long as the fermion model is used
in an effective field theory context. A problem certainly arises when gravity is itself quantized,
because the lack of reality (hermiticity) of the em tensor might propagate in the internal lines.
Using this anomaly as a selective criterion in the same way as chiral consistent gauge anomalies
were used in the past, we should conclude that theories of massless Weyl fermions interacting
with gravity, with a definite unbalance of chiralities (an explicit example, the old fashioned
standard model, is shown on [2]), should be excluded from the realm of good theories, or at
least very critically considered, because they may turn out to be non-unitary4. Even though, as
we just saw, critical (super)string theory is unaffected by the parity odd trace anomaly, any 4d
theory which has is UV completion in a superstring theory should be completely anomaly free
(and unitary) at any intermediate energy regime from Planck all the way to low energy. Finally,
speaking of unitarity, we cannot refrain from a comment on a claim which is sometimes met
in the literature: unitary theories cannot have such kind of anomalies as the odd parity trace
anomaly. Although we believe the connection between unitary theories and absence of such
anomalies is true, we think the logical order should be reversed. One cannot impose unitarity
on a theory; unitarity must be the outcome of quantization. We think a more sensible claim
3We think the doubts raised in [1] in regard to the Pauli-Villars regularization, as being unable to produce the
same results, are worth a very detailed scrutiny. Unfortunately, we are unable to say a final word on this issue
due to the exceeding complexity of the calculation (at least in this particular case) and we have to postpone it to
another occasion.
4A possibility might remain should we consider PT invariance as the basic property, instead of hermiticity, see
[48], because the odd trace anomaly is indeed PT invariant. However this requires a complete change of paradigm
for quantum field theory, which, to our best knowledge, has not yet been explored.
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is: there are classical theories which are potentially unitary (because they are based, say, on
self-adjoint operators), but one has to verify that unitarity persists after quantization; in this
sense the absence of the Pontryagin trace anomaly in a theory is a basic building block of its
unitarity.
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Appendices
A Bardeen’s method
This appendix is a short account of Bardeen’s method to derive gauge anomalies, [4].
We consider a theory of Dirac fermions coupled to two non-Abelian (vector Vµ and axial
Aµ) gauge potentials, both valued in a Lie algebra with anti-hermitean generators T
a, with
[T a, T b] = fabcT c. The action is
S[V,A] = i
∫
d4xψ
(
/∂ + /V + γ5 /A
)
ψ (209)
It is invariant under two sets of gauge transformations
Vµ −→ Vµ +DV µα
Aµ −→ Aµ + [Aµ, α]
ψ −→ (1− α)ψ
,

Vµ −→ Vµ + [Aµ, β]
Aµ −→ Aµ +DV µβ
ψ −→ (1 + γ5β)ψ
(210)
where DV µ = ∂µ + [Vµ, · ] and α = αa(x)T a, β = βa(x)T a.
As a consequence there are two covariantly conserved currents, jµ = j
a
µT
a and j5µ = j
a
5µT
a,
where
jaµ = ψγµT
aψ, ja5µ = ψγµγ5T
aψ (211)
In the one-loop quantum theory it is impossible to preserve both conservations. The most one
can do is to preserve, for instance, the vector one
[DµV jµ]
a + [Aµ, j5µ]
a = 0 (212)
while the axial conservation becomes anomalous:
[DµV j5µ]
a + [Aµ, jµ]
a =
1
4π2
εµνλρtr
[
T a
(
1
4
FµνV F
λρ
V +
1
12
FµνA F
λρ
A −
1
6
FµνV A
λAρ
− 1
6
AµAνF λρV −
2
3
AµF νλA A
ρ − 1
3
AµAνAλAρ
)]
(213)
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where FµνV = ∂
µV ν −∂νV µ+[V µ, V ν ]+ [Aµ, Aν ], and FµνA = ∂µAν −∂νAµ+[V µ, Aν ]+ [Aµ, V ν ].
From this expression we can derive two results in particular. Setting Aµ = 0 we get the
covariant anomaly
[DµV j5µ]
a =
1
16π2
εµνλρtr
(
T aFµνV F
λρ
V
)
(214)
Taking the collapsing limit V → V2 , A→ V2 , and adding (212) to (213) we get
[DV µj
µ
L]
a =
1
24π2
εµνλρtr
[
T a∂µ
(
V ν∂λV ρ +
1
2
V νV λV ρ
)]
(215)
where jLµ = ψLγµψL, here ψL =
1+γ5
2 ψ, which is the consistent non-Abelian gauge anomaly.
B The axial-Riemannian geometry
In this Appendix we collect the formulas, relevant to this paper, of axial-Riemannian geometry.
Such formulas have already appeared in [1], although in a somewhat different notation. An
important difference with [1] is that, there, all the quantities where functions of xµ. In this
appendix, and throughout the paper they are functions of xˆµ unless otherwise specified.
The main changes in notation are
Gµν −→ ĝµν , Gˆµν −→ ĝµν , gˆ −→ g˜, fˆ −→ f˜
Eaµ −→ êaµ, Eˆµa −→ êµa , eˆµa −→ e˜µa , cˆµa −→ c˜µa
γλµν −→ Γλµν , Γλµν −→ Γ̂λµν , Ωabµ −→ Ω̂abµ , Ξµ −→ ξ̂µ
R −→ R̂, R(1,2) −→ R̂(1,2)
B.1 Axial metric
We use the symbols gµν , g
µν and eaµ, e
µ
a in the usual sense of metric and vierbein and their
inverses, except for the fact that they are functions of x̂µ. Then we introduce the MAT metric
ĝµν = gµν + γ5fµν (216)
where f is a symmetric tensor. Their background values are ηµν and 0, respectively. So, we
write as usual gµν = ηµν + hµν .
In matrix notation the inverse of ĝ, ĝ−1, is defined by
ĝ−1 = g˜ + γ5f˜ , ĝ
−1ĝ = 1, ĝµλĝλν = δ
µ
ν (217)
which implies
g˜f + f˜g = 0, g˜g + f˜f = 1. (218)
So
g˜ = (1− g−1 fg−1f)−1g−1, f˜ = −(1− g−1f g−1f)−1g−1f g−1 (219)
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B.2 MAT vierbein
Likewise for the vierbein one writes
êaµ = e
a
µ + γ5c
a
µ, ê
µ
a = e˜
µ
a + γ5c˜
µ
a (220)
This implies
ηab
(
eaµe
b
ν + c
a
µc
b
ν
)
= gµν , ηab
(
eaµc
b
ν + e
a
νc
b
µ
)
= fµν (221)
Moreover, from êµa êaν = δ
µ
ν ,
e˜µac
a
ν + c˜
µ
ae
a
ν = 0, e˜
µ
ae
a
ν + c˜
µ
ac
a
ν = δ
µ
ν , (222)
one gets
e˜µa =
(
1
1− e−1c e−1ce
−1
)µ
a
(223)
and
c˜µa = −
(
e−1c
1
1− e−1c e−1ce
−1ce−1
)µ
a
(224)
B.3 Christoffel and Riemann
The ordinary Christoffel symbols are
Γλµν =
1
2
gλρ (∂µgρν + ∂νgρµ − ∂ρgµν) (225)
The MAT Christoffel symbols are defined in a similar way
Γ̂λµν =
1
2
ĝλρ (∂µĝρν + ∂ν ĝρµ − ∂ρĝµν) (226)
=
1
2
(
g˜λρ (∂µgρν + ∂νgρµ − ∂ρgµν) + f˜λρ (∂µfρν + ∂νfρµ − ∂ρfµν)
)
+
1
2
γ5
(
g˜λρ (∂µfρν + ∂νfρµ − ∂ρfµν) + f˜λρ (∂µgρν + ∂νgρµ − ∂ρgµν)
)
≡ Γ(1)λµν + γ5Γ(2)λµν
where it is understood that ∂µ =
∂
∂xˆµ
, etc.
Proceeding the same way one can define the MAT Riemann tensor via R̂µνλ
ρ:
R̂µνλ
ρ = −∂µΓ̂ρνλ + ∂ν Γ̂ρµλ − Γ̂ρµσΓ̂σνλ + Γ̂ρνσΓ̂σµλ (227)
= −∂µΓ(1)ρνλ + ∂νΓ
(1)ρ
µλ − Γ(1)ρµσ Γ
(1)σ
νλ + Γ
(1)ρ
νσ Γ
(1)σ
µλ − Γ(2)ρµσ Γ
(2)σ
νλ + Γ
(2)ρ
νσ Γ
(2)σ
µλ
+γ5
(
− ∂µΓ(2)ρνλ + ∂νΓ
(2)ρ
µλ − Γ(1)ρµσ Γ
(2)σ
νλ + Γ
(1)ρ
νσ Γ
(2)σ
µλ − Γ(2)ρµσ Γ
(1)σ
νλ + Γ
(2)ρ
νσ Γ
(1)σ
µλ
)
≡ R̂(1)µνλρ + γ5R̂(2)µνλρ
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The MAT spin connection is introduced in analogy
Ω̂abµ = ê
a
ν
(
∂µê
νb + êσbΓ̂νσµ
)
= Ω(1)abµ + γ5Ω
(2)ab
µ (228)
where
Ω(1)abµ = e
a
ν
(
∂µe˜
νb + e˜σbΓ(1)νσµ + c˜
bσΓ(2)νσµ
)
+ caν
(
∂µc˜
νb + e˜σbΓ(2)νσµ + c˜
bσΓ(1)νσµ
)
(229)
Ω(2)abµ = e
a
ν
(
∂µc˜
νb + e˜σbΓ(2)νσµ + c˜
bσΓ(1)νσµ
)
+ caν
(
∂µe˜
νb + e˜σbΓ(1)νσµ + c˜
bσΓ(2)νσµ
)
(230)
B.4 Transformations. Diffeomorphisms
We recall that under a diffeomorphism, δxµ = ξµ, the ordinary Christoffel symbols transform as
tensors except for one non-covariant piece
δ
(n.c.)
ξ Γ
λ
µν = ∂µ∂νξ
λ (231)
In the MAT context it is more opportune to introduces also axially-extended (AE) diffeo-
morphisms. They are defined by
x̂µ → x̂µ + ξ̂µ(x̂µ), ξ̂µ = ξµ + γ5ζµ (232)
Since operationally these transformations act in the same way as the usual diffeomorphisms, it
is easy to obtain for the non-covariant part
δ(n.c.)Γ̂λµν = ∂µ∂ν ξ̂
λ (233)
where the derivatives are understood with respect to x̂µ and x̂ν . This means in particular that
Γ
(2)λ
µν is a tensor.
We have also
δ
ξ̂
ĝµν = D̂µξ̂ν + D̂ν ξ̂µ (234)
where ξ̂µ = ĝµν ξ̂
ν and D̂µ is the covariant derivative with respect to Γ̂.
In components one easily finds
δξgµν = ξ
λ∂λgµν + ∂µξ
λgλν + ∂νξ
λgλµ (235)
δξfµν = ξ
λ∂λfµν + ∂µξ
λfλν + ∂νξ
λfλµ
δζgµν = ζ
λ∂λfµν + ∂µζ
λfλν + ∂νζ
λfλµ (236)
δζfµν = ζ
λ∂λgµν + ∂µζ
λgλν + ∂νζ
λgλµ
Summarizing
δ
(n.c.)
ξ Γ
(1)λ
µν = ∂µ∂νξ
λ, δ
(n.c.)
ξ Γ
(2)λ
µν = 0 (237)
δ
(n.c.)
ζ Γ
(1)λ
µν = 0, δ
(n.c.)
ζ Γ
(2)λ
µν = ∂µ∂νζ
λ
and the overall Riemann and Ricci tensors are tensor, and the Ricci scalar R̂ is a scalar. But
also R̂(1) and R̂(2), separately, have the same tensorial properties.
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B.5 Transformations. Weyl transformations
There are two types of Weyl transformations. The first is the obvious one
ĝµν −→ e2ω ĝµν , ĝµν → e−2ω ĝµν (238)
and
êaµ −→ eωêaµ, êµa → e−ω êµa (239)
This leads to the usual relations
Γ̂λµν −→ Γ̂λµν + ∂µω δλν + ∂νω δλµ − ∂ρω ĝλρĝµν (240)
and
Ω̂abµ −→ Ω̂abµ +
(
êaµê
σb − êbµêσa
)
∂σω (241)
The second type of Weyl transformation is the axial one
ĝµν −→ e2γ5η ĝµν , ĝµν → e−2γ5η ĝµν (242)
and
êaµ −→ eγ5η êaµ, êµa → e−γ5η êµa (243)
This leads to
Γ̂λµν −→ Γ̂λµν + γ5
(
∂µη δ
λ
ν + ∂νη δ
λ
µ − ∂ρη ĝλρĝµν
)
(244)
and
Ω̂abµ −→ Ω̂abµ + γ5
(
êaµê
σb − êbµêσa
)
∂ση (245)
Eq.(242) implies
gµν −→ cosh(2η) gµν + sinh(2η) fµν , fµν −→ cosh(2η) fµν + sinh(2η) gµν (246)
We can write the axially-extended (AE) Weyl transformation in compact form using the
parameter ω̂ = ω + γ5η
ĝµν −→ e2ω̂ ĝµν , (247)
etc.
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B.6 Volume density
The ordinary density
√
g is replaced by√
ĝ =
√
det(ĝ) =
√
det(g + γ5f) (248)
The expression in the RHS has to be understood as a formal Taylor expansion in terms of the
axial-complex variable g + γ5f . This means
tr ln(g + γ5f) =
1 + γ5
2
tr ln(g + f) +
1− γ5
2
tr ln(g − f) (249)
It follows that√
ĝ =
1
2
(√
det(g + f) +
√
det(g − f)
)
+
γ5
2
(√
det(g + f)−
√
det(g − f)
)
(250)√
ĝ has the basic property that, under AE diffeomorphisms,
δ
ξˆ
√
ĝ = ξ̂λ∂λ
√
ĝ +
√
ĝ ∂λξ̂
λ (251)
This is a volume density, and has the following properties√
ĝ → e4ω̂
√
ĝ, (252)
under an axial-Weyl transformations. Moreover
1√
ĝ
∂ν
√
ĝ =
1
2
ĝµλ∂ν ĝµλ = Γ̂
µ
µν (253)
C Green’s functions
In the text we have assumed the existence of the propagator Ĝ, the inverse of F̂. In this
Appendix we discuss this question by comparing it with the ordinary case, as discussed in
[5]. First we review the approach of [5] in the ordinary gravity case. Then we explain the
modifications required in the MAT case. We consider the case of a stationary metric and axial-
metric background. We will assume eventually that the results hold also for nonstationary case,
provided the background varies mildly in time.
In this Appendix the flat gamma matrices are understood to be the Majorana ones, that
is, they are purely imaginary, together with γ5: γ0 ≡ η and γ5 are antisymmetric, while γi,
i = 1, 2, 3 are symmetric.
C.1 A summary of Green’s functions
Let us give first a short review of ordinary fermionic propagators, see [5, 6, 12, 13]. We start
from
G(x, x′) = 〈0|T ψ(x)ψ†(x′)|0〉 (254)
This is not the standard Feynman Green function
SF (x, x
′) = 〈0|T ψ(x)ψ¯(x′)|0〉 (255)
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The two are related by SF (x, x
′) = G(x, x′)η
Other Green functions are the advanced, G+(x, x′), and retarded, G−(x, x′); the positive and
negative frequency Green functions, G(+)(x, x′) and G(−)(x, x′), respectively; and the principal
value Green function G¯(x, x′) = 12 (G
+(x, x′) +G−(x, x′)). The definitions depends only on the
contour of integration of p0 in the momentum space representation, while for the rest they are
the same. The important relation in this context is
G(x, x′) = G¯(x, x′) +
i
2
G(1)(x, x′), G(1) = i
(
G(+) −G(−)
)
(256)
For real fermions G¯(x, x′) and G(1)(x, x′) are real. So they represent the real and imaginary part
of G(x, x′). G(1)(x, x′) can be represented as
G(1)(x, x′) = 〈0|[ψ(x), ψ†(x′)]|0〉 ≡ S(1)(x, x′) (257)
The Feynman propagator satisfies the equation
i
√
gη (γµ∇µ +m)G(x, x′) = −1δ(x, x′) (258)
and 1 is the identity matrix in the spinor space. Both sides of (258) transform as a bispinor
density, i.e. like
√
gγ0ψ(x) at x and as ψ
†(x′) at x′. Instead
i
√
gη (γµ∇µ +m)G(1)(x, x′) = 0 (259)
The approach of [12, 13] is based essentially on G(1).
Now let us make the ansatz
G(x, x′) = −i (γµ∇µ −m)G(x, x′)η−1 (260)
Inserting this into (258) one gets
√
g
(
∇µgµν∇ν −
(
m2 +
1
4
R
))
G(x, x′) = −1δ(x, x′) (261)
Now we represent (261) as∫
dx′′F(x, x′′)G(x′′, x′) = −1δ(x, x′) (262)
or, in operator form,
FG = −1 (263)
(understanding 〈x|G|x′〉 = G(x, x′), etc.), where
F(x, x′) =
√
g
(
∇µgµν∇ν −
(
m2 +
1
4
R
))
1δ(x, x′) (264)
and the function and derivatives in the RHS are understood to be evaluated at x. Alternatively
we represent (261) as
Fx G(x, x
′) = −1δ(x, x′) (265)
where Fx is the differential operator acting on 1δ(x, x
′) in the RHS of (264).
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C.2 Properties of F
The operator F in (261) is not selfadjoint. In fact
F† = γ0Fγ0 (266)
This implies that the construction of a Green’s function is not straightforward. In a stationary
background a propagator is constructed out of modes which are stationary eigenfunctions (plane
waves, at least asymptotically) with real frequencies. Given the Dirac equation
i(γµ∇µ +m)u = 0 (267)
by suitably fixing the gauge for diffeomorphisms, one can always define a complete set of eigen-
functions with real frequencies, symbolically u+ = χe
−iωt, u− = λe
iωt, so that (understanding
the indices and integration over the space momenta)
ψ = u+a+ u−a
† (268)
where a, a† are annihilation, creation operators (see chapter 19 of [6]).
In the same way one can infer the existence of an analogous complete set of solutions, say
v+, v− of
i(γµ∇µ −m)v = 0 (269)
Now, even if F is not self-adjoint, we can construct the following operator
F =
(
0 F
F† 0
)
(270)
which is self-adjoint, and whose inverse is
G =
(
0 G†
G 0
)
(271)
The mode solutions of F are(
0
u+
)
,
(
0
u−
)
,
(
γ0v+
0
)
,
(
γ0v−
0
)
(272)
which have all real frequencies. It follows that we can construct the Feynman propagator of F .
Following the argument of [6], end of chapter 20, it has the form
F−1 =
(
0 − i
F†+iǫ
− 1
F+iǫ 0
)
(273)
Comparing with (271) we get
G = − 1
F + iǫ
(274)
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C.3 Existence of mode functions
The existence of mode functions, i.e. solutions of the Dirac equation (267) of the type u = χeiωt
with real ω, in a stationary background, is the basis for the existence of propagators. In [6] the
problem is discussed as follows. One shows that one can cast (267) in the form
Fu = 0, F =
1
2
{
Bµ,
∂
∂xµ
}
− C (275)
where
Bµ = iηγµ, C = − i
4
η{γµ, ωµ} (276)
The important thing is that, in the Majorana representation of the γ matrices, Bµ is a symmetric
matrix, while C is antisymmetric, and they are both purely imaginary. By choosing the gauge
e00 = 1, e
i
0 = 0 for the vierbein e, the operator F becomes
F =
1
2
{
B,
∂
∂t
}
− C (277)
where
B = i, C = C − 1
2
{
Bi,
∂
∂xi
}
(278)
Again while B is symmetric imaginary with −iB being positive definite, C is antisymmetric
imaginary. Plugging the ansatz uA = χAe
−iωAt into Fu = 0 one gets the eigenvalue equation
(C + iωAB)χA = 0 (279)
Due to the abovementioned propertis of B and C, one can find eigenvalues and eigenvectors.
The eigenvalues ωA can be taken real and positive.
C.4 What changes when the background is MAT
In this case the analog of (266) is
F̂† = η F̂ η (280)
But as above we can proceed to construct the operator
F̂ =
(
0 F̂
F̂† 0
)
(281)
which is self-adjoint, and whose inverse is
Ĝ =
(
0 Ĝ†
Ĝ 0
)
. (282)
Using the same argument as above we can conclude that
Ĝ = − 1
F̂ + iǫ
(283)
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The only delicate point in reaching this conclusion is the solutions of
i γ̂µ∇̂µ u = 0 (284)
Eq.(267) is real, since the gamma matrices are purely imaginary. But, in (284), the presence
of γ5 poses a problem. In a representation in which the gamma matrices are purely imaginary,
the γ5 is also imaginary, thus eq.(284) is complex, and, based on the analogy with the previous
subsection, one cannot be sure a priori that there are real frequency solutions. However we
notice that the operator ηF̂ is self-adjoint. This remark lends us a way out.
Another crucial point is the gauge fixing, so that one can end up with something analog
to (278), in which −iB is positive definite. As we saw above, this is obtained by choosing in
particular e00 = 1, e
i
0 = 0. In MAT the coefficient of γ
0 is êµ0 , which contains also γ5c
µ
0 . We shall
choose cµ0 = 0. As a consequence the analog of Fu = 0 is F̂ û = 0 where
Fˆ =
1
2
{
B̂,
∂
∂t
}
− Ĉ (285)
where B̂ = B, i.e. symmetric and such that −iB is positive definite. As for Ĉ, it can be written
as
Ĉ = Ĉa + Ĉs (286)
where Ĉa is imaginary antisymmetric and does not contain γ5, while Ĉs is real, linear in γ5 and
symmetric. However altogether it is self-adjoint.
Plugging the ansatz ûA = χ̂Ae
−iωAt into ηF̂ û = 0 one gets the equation
(Ĉ − ωA)χ̂A = 0 (287)
which is an eigenvalue equation for Ĉ. Since the latter is self-adjoint we know there exists a
complete set of eigenfunctions. This is what we need.
So the remaining question is: is the choice cµ0 = 0 permitted? In order to see this one
has to check that the defining equations (220,221) for the axial-complex vierbein and the like
in Appendix B are still valid. Now, suppose the ordinary gauge fixed vierbein satisfies such
defining equation (which they do in [5]). Then we can set the axial-imaginary vierbein c and
c−1 to 0, while preserving the defining relations. In other words, there is a large gauge freedom,
and in particular we can choose cµ0 = 0.
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