The rise and rapid development of bicycle sharing brings great convenience to residents' travel and transfer, and also has a profound impact on the travel structure of cities. As college students make up a major share of shared bicycle users, it is necessary to analyze the factors that influence their travel mode and riding frequency choice and to explore how these factors affect their riding behavior. To analyze the bicycle riding characteristics of college students, this paper processes many factors with unknown correlations by using a factor analysis method based on revealed preference (RP) questionnaire data. Then, taking the significant common factors as explanatory variables, a two-layer nested logit (NL) model combining riding frequency and travel mode is established to study college students' riding behavior. The results suggest that the comprehensive hit rate of the upper and lower levels of the model (riding frequency and travel mode) are, respectively, 76.8% and 83.7%, and the two-layer NL model is applicable. It is also shown that environmental factors ("cheap," "mixed traffic," "signal lights at intersection," and so on) have a significant impact on the choice of travel mode and riding frequency. Also, improving the level of bicycle service can increase the shift from walking to riding. Such findings are meaningful for policy-makers, planners, and others in formulating operational management strategies and policies.
where we got good representation and high data quality. Considering land use and transportation facilities, 15 universities (19 survey areas) were selected, of which Chang'an University and Xi'an Jiaotong University are each divided into three campuses.
The basic data for this paper was obtained through an RP survey conducted from 27 December 2017 to 20 January 2018. According to the number of samples allocated by each survey point, questionnaires were randomly distributed in the library, student dormitories, etc., at each survey site. In total, 600 questionnaires were distributed, and 483 valid questionnaires were collected. The content of the questionnaire included three parts: Individual characteristics, riding habits, and travel characteristics. College students' travel modes include walking; taking the bus, metro, or taxi; and riding a bicycle (including ofo, Mobike, public, and personal bicycles; ofo and Mobike are the two commonly used shared bicycle services; public bicycles need fixed parking piles). Based on the questionnaires, the travel characteristics are analyzed as follows.
Individual Characteristics and Riding Habits
The distribution of respondents' individual characteristics and riding habits is summarized in Tables A1 and A2 in Appendix A. In order to more intuitively reflect the travel characteristics of college students using shared bicycles, we summarize some important travel information (such as riding frequency, acceptable riding time, acceptable cycling mileage, etc.) in Figure 1 .
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The distribution of respondents' individual characteristics and riding habits is summarized in Tables A1 and A2 in Appendix A. In order to more intuitively reflect the travel characteristics of college students using shared bicycles, we summarize some important travel information (such as riding frequency, acceptable riding time, acceptable cycling mileage, etc.) in Figure 1 . This paper establishes a 10-point Likert scale to investigate satisfaction with the riding environment, and uses very low, low, high, and very high to describe road safety for college students. Of the total respondents, 58.5% marked their satisfaction with the road riding environment below 6 points, while 24.2% marked it above 8 points; 60% of respondents rated the road safety as low or very low. Based on the above data, the respondents' basic requirements for shared bicycle travel can be roughly determined as: Easy of use and return, and that they are mainly used for short-distance travel and to meet commuting or transfer needs.
Trip Characteristics
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As shown in Table 1 , the daily travel of college students is mainly based on walking and riding a bicycle, accounting for about 48% and 41%, respectively. The public bicycle travel mode accounts for only 2%, which means that shared bicycles, represented by Mobike and ofo, occupy a large proportion (94.9%). More than 85% of travel distances were within 2 km, and travel time is within 20 minutes. This also proves that bicycle travel is mainly for short-distance commuting and transfer. 
Methods

Nested Logit Model
The logit model is one of the commonly used methods for travel behavior analysis. It is based on random utility theory, assuming that the traveler is absolutely rational and always chooses the most effective travel plan to complete his/her trip. Travel utility can be expressed by
where V jn is fixed utility, usually described as a linear function of measurable factors; ε jn is random utility; X jnm is the independent variable; α m is the coefficient of independent variable x jnm ; and m is the number of independent variables. The nested logit (NL) model is different from the multinomial logit (MNL) model and binary logit (BL) model, by setting up a multiple or multilayer nest structure, which overcomes the IIA (Independence of irrelevant alternatives) characteristic of the traditional logit model to a certain extent. In the statistical analysis of survey data, we found that the riding frequency has a greater impact on the travel behavior of college students than the travel mode. In addition, we extracted 80 questionnaires for pre-modeling, then compared the goodness of fit of the riding frequency-travel mode model with the travel mode-riding frequency model. In the actual measurement, the travel mode-riding frequency model showed that the models do not converge. Therefore, referring to previous research [16, 17, 25] , this paper takes the average daily riding frequency as the model's upper level and the travel mode as the lower level, establishing a double-layer NL model. The upper model contains three nests: Riding frequency ≤0.5 (Q1), riding frequency >0.5 but ≤1 (Q2), and riding frequency >1 (Q3). The lower model contains six branches: walking (Y1), public bicycles (Y2), Mobike (Y3), ofo (Y4), transit (Y5), and subway (Y6). Due to the large statistical differences in travel characteristics between the daily users of Mobike, ofo, and public bicycles, the performance, coverage, and billing standards of the three types of bicycles are also significantly different, and the user groups also have higher independence. Therefore, in this paper, three types of bicycles are used as independent travel modes for model construction. The structure of the NL model is shown in Figure 2 . Riding frequency and travel mode Figure 2 . Riding frequency-travel mode nested logit (NL) model structure.
Taking nest Q1 and its selection branch as an example, the probability of each branch under the established selection conditions of nest A is as follows:
where i is the branch under nest Q1, and ) | ( 1 Q i P is the probability of selecting branch i under the condition of selecting nest Q1. The selection probability of each branch is as follows:
where  is the coefficient of the independent variable of the utility function (corresponding to the nest), X is the independent variable of the utility function (corresponding to the nest), V  is the total utility value of the lower branches, u is dissimilar parameters of each nest,
is inclusive value, and ) (i P is the probability of branches.
Factor Analysis Method
College students' travel mode choices are affected by many factors. However, the correlations between factors are not clear, and the basic data obtained are mostly in the form of 0-1 or ordered. If the NL model is directly constructed without data form transformation and correlation analysis of explanatory variables, serious multicollinearity problems might occur. In addition, it is not possible to ensure that the explanatory variables are independent of each other. Therefore, this paper first uses the factor analysis method to deal with the original influencing factors; then, the common factor is selected as the model independent variable to build the NL model.
The essence of factor analysis is the linear representation of observable variables as a number of unobservable variables. The mathematical expression for factor analysis is shown in Equation (7): Taking nest Q 1 and its selection branch as an example, the probability of each branch under the established selection conditions of nest A is as follows:
where i is the branch under nest Q 1 , and P(i Q 1 ) is the probability of selecting branch i under the condition of selecting nest Q 1 .
The selection probability of each branch is as follows:
where θ is the coefficient of the independent variable of the utility function (corresponding to the nest), X is the independent variable of the utility function (corresponding to the nest), V is the total utility value of the lower branches, u is dissimilar parameters of each nest, 1/u is inclusive value, and P(i) is the probability of branches.
The essence of factor analysis is the linear representation of observable variables as a number of unobservable variables. The mathematical expression for factor analysis is shown in Equation (7):
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where Ψ is the explanatory variable of the model dependent variable, F is the common factor vector, a k j is the coefficient of linear expression, m is the number of explanatory variables, and n is the number of common factors. According to the formula, the linear function that expresses the common factor as an explanatory variable is as follows:
It can then be used as the logit model branches' independent variable of utility function, as follows:
Based on the above analysis, the process of these two methods, as used in this work, is shown in Figure 3 .
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Results
Setting of Upper and Lower Model Explanatory Variables
We combined the characteristics of the survey data, setting the variable types to categorical, ordered, 0-1, and continuous in SPSS software (version 20, IBM, United States), and analyzed the correlation between the model dependent variable (upper: riding frequency; lower: travel mode) and influencing factors. According to the analysis, there is a strong correlation between travel mode and 56 factors, and between riding frequency and 36 factors, as shown in Tables A3 and A4 (see Appendix B ). 
Exploratory Factor Analysis of Explanatory Variables
Further analysis of the Spearman coefficients of the lower and upper models (1008, 648) shows that there are 631 (about 63%) and 233 (about 37%) significant values corresponding to the Spearman coefficients less than or equal to 0.05, respectively. This indicates that the explanatory variables are highly correlated. In addition, we analyzed the explanatory variables according to their grouping, and extracted 10 groups (upper: Four groups; lower: Six groups) for the correlation test, and eight groups showed significant intervariable correlation. Taking variables Z13-Z19 belonging to "Cycling experiences" as an example, the results of correlation analysis between explanatory variables are shown in Table 2 . To overcome the multicollinearity that occurs when the explanatory variables are highly correlated in the modeling process, this paper uses the factor analysis method to construct new variables by an organic combination of explanatory variables to make the new variables independent of each other, and better explain the model.
Kaiser-Meyer-Olkin (KMO) and Bartlett's spherical tests were conducted on the explanatory variables of the upper and lower models to judge whether the data were suitable for factor analysis.
The KMO values of the lower and upper model explanatory variables are 0.747 and 0.803, respectively, and the significant value of the Bartlett's test of upper and lower models is 0. Therefore, the explanatory variables of the upper and lower models are suitable for factor analysis.
The initial eigenvalues and variance contributions of the explanatory variables were determined, as shown in Table 3 . There are 19 common factor eigenvalues greater than 1.0 (lower model), and the cumulative variance contribution is 69.43%; there are 15 common factor eigenvalues greater than 1.0 (upper model), and the cumulative variance contribution is 68.43%. The information retention of the upper and lower layers meet the requirements, so these common factors were extracted for model construction. Table A3 in Appendix B); upper level components 1-36 are upper layer influencing factors (see Table A4 in Appendix B).
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Common Factor Redefinition
In order to make the common factor express the original explanatory variables more clearly and in a more concentrated form, factor rotation of the common factor load-matrix using the maximum variance method was conducted. Common factors were constructed based on the linear expression of the selected highly correlated explanatory variables. Common factors are summarized in Table A5 (see  Appendix B ).
The common factor X 1 is taken as an example. The scores of explanatory variable factors are shown in Table 4 . Excluding the nonsignificant factors in which the absolute value of the factor score is less than 0.005, the expression of the common factor X 1 is
where Z13-Z19 belong to the "Cycling experiences" variable; therefore, the common factor X 1 is named the "Cycling experiences" factor, and 19 lower and 15 upper common factors are treated in the same way. The results are summarized in Appendix B, Table A5 .
Construction of NL Model Based on Common Factors
Using 19 common factors as the lower model explanatory variables and 15 common factors as the upper model explanatory variables, the riding frequency-travel mode combined NL model can be constructed.
Calculation Results of Lower Model
Taking the subway as the reference category and eliminating the insignificant factors (significant values are less than 0.05), the results of the calibration of the lower model are shown in Table 5 . According to statistical theory, under the condition that the parameter degrees of freedom is 1 and the confidence level is 0.95, when the Wald value is greater than 3.841, there is a strong correlation between the independent variable and the dependent variable; when the Wald value is slightly less than 3.841, there is a weak correlation. If the Wald value is significantly less than 3.841, the dependent variable is considered to be independent of the independent variable. It can be seen from Table 5 that the Wald values of the influencing factors of the model are all greater than 3.841, and each influencing factor has an important influence on the choice of college students' travel modes. The influencing factors and mechanism of travel mode choice are as follows: where P 11 , P 12 , P 13 , P 14 , P 15 , and P 16 , respectively, are the probability of walking, public bicycle use, Mobike use, ofo use, transit, and subway use when the upper nested values have been selected.
Calculation Results of Upper Model
Taking riding frequency (times/day) as less than 0.5 as the reference category, the results of the calibration of the upper model are shown in Table 6 . As for the upper model, the parameter degrees of freedom is equal to 1 and the significant value is less than or equal to 0.05, and each Wald value is greater than 3.841. It shows that the factors in Table 6 have an important influence on college students' riding frequency. The influencing factors and mechanism of riding frequency are as follows: where P 1 , P 2 , and P 3 , respectively, are the probability of riding frequency less than 0.5, between 0.5 and 1, and more than 1.
Therefore, combined with the estimation results of the upper and lower parameters of the NL model, according to the basic principle of the model, the calculation formula for the selection probability of college students' travel mode is as follows: P(r, k) = P k · P 1r (15) where P k is the probability of riding frequency as grade k, and P 1r is the probability of travel mode r under the condition of riding frequency as grade k.
NL Model Accuracy Test
The model was tested from four aspects: Inclusive value, likelihood ratio, goodness of fit, and hit rate. It was verified that the structure of the model is reasonable, and the upper and lower levels are both significant. The detailed results of inclusive value, likelihood ratio, and goodness of fit are omitted here. Taking the individual traveler as the unit, comparing the choice model predicted the actual choices respondents made. The predicted hit ratio of the model's upper and lower levels is shown in Table 7 . In Table 7 , the data on the diagonal is the number of hits (hit rate) in the corresponding travel mode/riding frequency. Further analysis shows that the comprehensive hit rates of the upper and lower level models are 76.8% and 83.7%, respectively, and the NL model has high comprehensive prediction accuracy. In each individual forecast, the model maintains single forecast accuracy of more than 70% except for public bicycles. By analyzing questionnaire and forecast data, it is found that public bicycles had a small share of travel in the survey (only seven trips), which caused low prediction accuracy of the model.
Discussion and Conclusions
Based on the revealed preference (RP) questionnaire data, this paper used the cross-analysis method to analyze the personal features, riding habits, and trip characteristics of shared bicycle users. Using the factor analysis method, this paper deals with the original influencing factors. The common factor with significant influence was selected as the subsequent modeling-explanatory variable, to realize the dimensionality reduction of explanatory variables, and the continuous variation of discrete variables. The double-layer NL model of riding frequency-travel mode was established to form a comprehensive description of the characteristics of shared bicycle users. The results show the following:
(1) By restoring explanatory variables and sensitivity analysis, the results show that the main reasons for riding shared bicycles are low cost, flexibility, the ability to avoid traffic congestion, ease of use, low carbon impact, close proximity, and lack of transport. Important factors influencing the choice of cycle types are that they are accessible, easy to find, and economical; they have deposit safety and are comfortable. Additionally, special offers; cycling experience; and bicycle quality were important factors. Increasing the level of bicycle service can enable walkers to shift to riding. Ofo's bicycle sharing rate is more sensitive to service level than Mobike's. Bicycle usage has dropped sharply with increased riding cost. Perfecting the nonmotor vehicle lane transportation facilities of roads and improving the safety of the riding environment can significantly promote bicycle utilization.
(2) Results also indicate that the daily riding environmental factors represented by "flat road" and "complete and clear markings and signs" have a significant impact on the choice of travel mode and riding frequency. With the optimization of the riding environment, the middle-and high-level riding frequency groups have significantly increased, accompanied by a proportion of low-level riding frequency shifts. In addition, with the optimization of "flat road," the walking share decreased significantly, ofo's share decreased slightly, and Mobike's share increased significantly. This is in line with the situation-Mobike has better-quality bicycles than ofo, but the body is heavier, and travelers on slopes tend to choose Mobike, while on complex roads they tend to choose ofo.
The findings of this study emphasize the importance of the combination of the NL model and factor analysis in the study of travel behavior. At present, there are many specific studies on travel mode choice, riding frequency, riding characteristics, and factors that affect riding. However, there is still a lack of comprehensive research that combines travel characteristics of users, influencing factors, travel modes, and riding frequency. In addition, in the selection of influencing factors and the setting of model independent variables, the common method is still to use basic survey information processed by statistical analysis and then directly use that for modeling. Independence between variables depends entirely on the quality of the original data, which often leads to serious multicollinearity problems. In this paper, correlation analysis is used to reasonably allocate original explanatory variables in the upper and lower layers of the NL model. Factor analysis is typically used to reconstruct explanatory variables, while this paper retains the effective information of the original survey and removes the potential correlation between variables, thereby avoiding potential serious multicollinearity problems.
However, the limitations in this study should be recognized. Although a relatively complete independent variable selection, configuration, and reconstruction process was formed, in the setting of the basic questionnaire, some of the content was repeated as an option and question (in a scenario); that was a defect in the form of information crossover. In addition, due to the influence of the survey time (winter), the travel data cannot represent the riding habits and daily travels of college students in other seasons. The model established by stated preference survey data still has a certain degree of limitations to its applicability and objectivity. Therefore, in subsequent work, the riding habits and travel survey data of every season should be added to the comprehensive modeling process, and we will try to use the orthogonal design method to build questionnaires to make the survey information more comprehensive and targeted. 
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Sustainability 2019, 11, 4538 Daily riding time factor 1 x 5 = −0.401Z 31 + 0.412Z 32 0.823
x 6 Gender factor 1 x 6 = 0.475Z 1 − 0.475Z 2 0.743
x 7 Education factor 1 x 7 = −0.389Z 3 + 0.389Z 4 0.798
x 8 Cycling expectation factor 1 x 8 = 0.465Z 10 + 0.446Z 11 0.720
x 9 Traveling natural environment factor x 9 = 0.404Z 45 − 0.399Z 46 − 0.35Z 47 0.827
x 10 Cycling expectation factor 2 x 10 = −0.463Z 8 + 0.520Z 9 0.767
x 11 Cycling season factor 1 x 11 = −0.464Z 29 + 0.369Z 30 0.832
x 12 Comprehensive factor 1 x 12 = 0.416Z 21 
