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INTRODUCTION 
The purpose of this paper is to formulate a criterion for communication 
protocol validity within the framework of process algebra, and to test it 
on some simple examples. 
1 
To set the stage of the subsequent discussion, let D be a finite alpha-
bet of data, and consider this picture: 
ri ( d) protocol T 2 • w2(d) 
The task of Tis to transmit a stream of data from site 1 to site 2. We 
write rl(d) for the action by which T reads datum din 1, and w2(d) for the 
action by which T writes (outputs) datum d at 2. 
Informally validity of T amounts to this: 
(1) T will eventually write all and only data it has read, 
(2) T will write the data in the same order as it has read them. 
In general Twill be a complex mechanism made up from several components 
that have to cooperate properly in order to ensure correct protocol behaviour. 
There are several ways to make a mathematical model of T. One way is to 
view T as a process in the sense of Milner [ 5 ]. We will use the related 
framework of process algebra.Tis now seen as a process over a set of ato-
mic actions A(T). Here A(T) contains four types of actions as listed below: 
(i) read actions rl (d) for d e: D 
(ii) write actions w2 (d) for de: D 
(iii) internal actions j e: IT 
(iv) deadlock: o. 
It is possible that the set of internal actions IT is empty, and it is pos-
sible that T does not use o (this is desirable indeed). 
1.1. Input streams and output streams. 
+ With d we denote a finite or infinite sequence of values from D, i.e. 
d e: D* V D(J). 
An, input stream for Tis a process that generates successive inputs 
2 
for T. Let d = (dl, ... ,dn)E.D*. Then the input stream P1 (d) corresponding 
to dis the process: 
wl (dl) .wl (d2) .... wl (dn). 
Here wl(d) is the write action at location 1. It is understood that the 
"reads" and "writes" at various locations communicate: 
wl (d) I rl (d) = i I· 
This means that an action wl(d) can only be performed simultaneously with 
an action rl(d), and together these actions are fused into an (internal) 
action i. 
Providing T with an input stream amounts to the construction of a sim-
ple network: 
,~- -, 
/ ~ 
I ~-~~~ ..--------, \ 
: P1(tJ • T 1---- ) \ .~---~ i / H' / 
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Here: A(p1 (d))~ {wl(d) I de:D} 
H { wl (d) de: D} u {rl (dl I de: D} 
The full set of atomic actions in which this takes place is A: 
A = A(pl (it)) IJ {i, o} U A(T). 
The network is described by 
+ 
This is: T and p 1 (d) operate in parallel under the constraint that the com-
munication actions in H find a matching action within TIIP1 (d). 
+ 
For the later sections we need a precise definition of p 1 (d): 
+ + (i) if d = e: then pl (d) = T, where T is the silent action. 
+ + 
(ii) if d = (dl, ... ,dn) then p 1 (d) = wl (dl) .... wl (dn). 
+ + 
(iii) if d = (dl ,d2, ... ) then pl (d) = wl(dl).w2(d2). ... 
~. 
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We write A =Av{,}. In the universe of processes over A. computations in-
• 
volving abstraction can be carried out. 
+ + Quite similar to the p 1 (d) we define the output streams p 2 (d) with ac-
+ 
tions w2(d) instead of wl(d). Note that A(p2 (d))~ A(T), whereas 
+ 
A(p1 (d))n A(T) = 0-
1.2. An algebraic criterion for the correctness of T. 
In the terminology of 1.1, with the understanding that -I.: Ax A+ A yields 
o except for wl(d) I rl(d) = i, we obtain the following algebraic criterion 
for T's correctness: 
+ w 
C (T) : For all d e: D* u D : 
+ 
•·P2(d).o 
Explanation: 
(i) Apart from the ,'sand o's which will be commented below, the identity 
+ 
says that for any input stream p 1 (d), if it is composed with T, and all ac-
tions except those visible at the output site (2) are abstracted away, the 
corresponding output stream is obtained. 
Stated in different words: seen from location 2, the system 
+ 
aH (Tll, .p1 (d). o) is just an output stream. Note that I = {i} u IT contains all 
actions that are not visible at 2. 
(ii) About the, and o pre- and postfixes: first note that in general 
,IaH(xll•Yl = ,.,IaH(xllYl 
'I aH (x II yo) = 'I a8 (x II y) . o 
and in particular 
Now observe that it is unrealistic to expect 
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+ 
because aH(Tl!P1 (d)) will in general have to perform some internal actions 
before yielding it.s first output. I.e. 
is the best we can hope for. For reasons of symmetry we write this as follows: 
+ 
= T .p
2 
(d). 
(iii) A similar argument (based on Koomen's fair abstraction rule) explains 
that reasons of symmetry impose postfixing o's on both sides. 
1.4. The composition of correct protocols. 
1 2 Let T, T be two correct protocols that transmit data from D: 
T 
2 3 
1 
Let a(T) = rl(D) uw2(D) u {o} uIT1, and 
2 
a.(T) = r2(D) uw3(D) u{O} uIT2· 
We can decompose T1 and T2 sequentially as follows: let H2 
and put 
r2(d) I w2(d) = i 
Furthermore, put 
Then T* is a protocol from 1 to 3, with alphabet 
a(T*) = rl(D) uw3(D)u {o,i} uIT1 uIT2-
Correctness of T* follows thus: let I* 
H* = H u H2 . Then: 
r2(D)Uw2(D), 
+ 
T ·P3 (d). o • 
Remark. This proof requires more axioms and rules about process algebra 
than just those that are presented in Section 2. 
1.4. A strategy for proving C(T). 
In general Twill be a rather complex process with many internal states. 
Let T(.): S ~ states of T be a parametrisation of a subset of the states 
of T such that in particular T (s0 ) = T for some s 0 e: S. Because each T (s) 
is some state of T, we may postulate the existence of a mapping 
cont: S ~ D* 
where cont(s) computes the "contents" of s, i.e. the string of values from 
D that Tin state T(s) will eventually generate as outputs when no new in-
puts are given at all. Clearly cont (s0 ) = e: . 
C(T) then follows from the following stronger condition C' (T): 
+ (I) C' (T) : For all s e: S and d e: D* u D : 
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This formulation of the criterion clarifies how to deal with internal states 
of T (in principle). 
Next we have to take into account that some kind of induction on the 
number of outputs that are produced may be necessary. Let E = {o}u{ w2(d) jd:D} 
,, 
n Then the projection operators nE (for ne:w) cut off each branch of a process 
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after then-th occurrence of an action in E. In order to prove C' (T) it suf-
fices to show C"(T): 
+ w 
C" (T) : For all s e S, d e D* u D , n £ W: 
To establish C" (T) some induction on n may be of use. 
2. PROCESS ALGEBRA 
In this section we will state axioms and rules of process algebra inasmuch 
as these are needed for the technical discussion of some examples in Sec-
tions 3 and 4. 
E 2.1. ACP (1f ,-r ) • 
--r 
Let A be a set of atomic actions and - I . : A x A + A a communication function 
which is commutative and associative and for which oe A acts as a zero. 
A denotes Au{-r} , where -r is Milner's silent action. The signature of oper-
-r 
ations that we will use is this: 
+ 
II 
LL 
I 
T 
alternative composition (sum) 
sequential composition (product) 
parallel composition (merge) 
left-merge 
communication merqe 
encapsulation 
abstraction 
deadlock 
silent action 
n-th E-projection 
E-delayed abstraction 
' ,4· ' ~ •·. 
Here E,H,I are sets of atomic actions such that 
H~A HnI=.0 
I~A - {o} H{')E = .0 
E(;; A EOI .0. 
In Table 1 we have displayed important axioms that fix the interrelations 
of the operators on all finite processes (i.e. processes denoted by closed. 
terms over the signature). 
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Various important subsignatures have been studied earlier together with 
restricted axiom tables, namely 
PA: +,.,11,ll 
ACP: +, • , II , IL, aH, o 
ACP.: +, . , 11 , IL , I , aH, -r I, o, -r 
The axioms of PA are Al-'3, x II y = x IL y + y Li_ x, and CM2-4. (See Table 1 next 
page.) 
The axioms of ACP are those in the left-upper quadrant of Table 1. 
The axioms of ACP~ are in the upper half of Table 1. 
All axioms concerning rare in the right half of Table 1. 
In Table 1, a, b, c, e range over A. Further, in the P- and PT-axioms, n ~ 1. 
Remark. ACP was first described in Be'.rgstra & Klop [ 2], ACP-c- was studied in 
depth in Bergstra & Klop [3]. The axioms Al-3, Il-3 are taken from Milner [5]. 
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x+y = y+x 
x+(y+z) = (x+y)+z 
X + X = X 
(x+y)z = xz+yz 
(xy)z = x(yz) 
X + 0 = X 
ox= o 
alb= bla 
(alb)lc = al(blc) 
o I a = o 
xlly = xll_y + yll_x + xly 
a IL x = ax 
( ax ) ll_ y = a ( x II y) 
(x+y)ll_z = xll_z + yll_z 
(ax)lb = (alb)x 
al (bx) = (alb)x 
(ax)l(by) = (alb)(xllY) 
(x+y)lz = xlz + ylz 
xl(y+z) = xly + xlz 
aH(a) = a if a¢ H 
aH(a) = o if a EH 
aH(x + y) = aH(x) + aH(y) 
aH(xy) = aH(x).aH(y) 
n· 
nE{a) = a 
1 
nE(e.x) = e if eE E 
n+l n 
1TE (e.x) = e.nE(x) if eE E 
Al 
A2 
A3 
A4 
A5 
A6 
A7 
Cl 
C2 
C3 
CMl 
CM2 
CM3 
CM4 
CM5 
CM6 
CM7 
CMB 
CM9 
01 
02 
03 
04 
Pl 
P2 
P3 
n~(a.x) = a.n~(x) if a£ A-E P4 
n n n 
nE(x+y) = nE(x) + nE(y) P5 
,. 
Table 1. 
XT = X 
TX+ X = TX 
a ( Tx + y) = a ( Tx + y) + ax 
Tll_X=TX 
(TX) 11_ y = T ( X llY) 
Tix= o 
xlT = o 
( Tx) I y = x I y 
xl(Ty) = xly 
aH(T) =T 
T!(T) = T 
T 1(a) = a if a¢ I 
TI(a) = T if a EI 
TI(x+y) = TI(x) + TI(y) 
TI(xy) = T1(x).T 1(y) 
E 
T 1 (a) = a 
E 
T!(T) = T 
E E 
TI(T.x) = T.TI(x) 
E E T1(b.x) = b.T 1(x) if b E A-E 
E E E 
TI(x + y) = TI(x) + TI(y) 
Tl 
T2 
T3 
TMl 
TM2 
TCl 
TC2 
TC3 
TC4 
OT 
Tll 
TI2 
TI3 
TI4 
TI5 
PTl 
PJ2 
PT3 
TEl 
TE2 
TE4 
TE5 
TE6 
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ACP,(n,,E) yields all identities we want on finite processes. Many identities 
t 1 (x1 , ... ,xn) = t 2 (x1 , ... ,xk) that hold for all finite processes are entirely 
plausible for infinite processes as well. Because such identities are in gene-
ral unprovable from the given equational specification, we must add such iden-
tities in many cases. In Sections 3 and 4 we will need: 
E 
l I l I (x) = l I (x) 
m 
'I nE(x) 
In fact we know of no example of an identity t 1 (x1 , ... ,xk) = t 2 (x1 , ... ,xk) 
which is provable for each instantiation with closed terms from 
ACP (n,,E) and which is implausible for processes in general. Some type of 
T 
w-rule might well be valid here. 
Besides laws of an equational nature we will need some laws of a second-
order character as well. In particular the recursive specification principle 
(RSP} and Koomen's fair abstraction rule (KFAR} are needed. These principles 
will now briefly be explained. 
2.2. Recursive specification principle (RSP). 
Let X,Y,X.,Y. (i£w) be variables for processes. We write Xfor {X.li£w} 
1 1 1 
and Y for {Y. I i £ w} . If z is a collection of variables then t (Z) denotes an 
E 1 
ACP,(n,, )-term over z. 
Let F~A; we call the term t(Z) F-guarded if each variable in t(Z) is 
E 
preceded by an atom in F which is not in the scope of some 'I or 'I operator. 
We call an equation X = t(Z) F-guarded if t(Z} is F-guarded. 
DEFINITION. A recursive specification SF(x,X) is a collection of F-guarded 
E 
equations (over ACP,(n,, }} 
X. = t.(){i 
1 1 
together with an equation 
x = t cX>. 
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Remark. If p,p. (i e: w) satisfy S (p;p. Ii e: w) then we want to view SF(X,X) 
l F l 
as a specification of p involving auxiliary processes p. (i e: w) • 
l 
Of course this definition includes the case of a finite specification. 
The recursive specification principle RSP states that a recursive defi-
nition singles out a unique process (if any). In more formal notation: 
(RSP) 
X y 
2.2. Koomen's fair abstraction rule. 
We will describe a simplified version of Koomen's rule which is of use in 
Section 4. In Bergstra & Klop [4] the rule is explained in full generality. 
X = i.X + Y 
(KFAR) ------ i e: I 
,:I(X) = ,:.,:I(Y) 
This rule expresses the fact that the process X will not perform an infinite 
sequence of internal steps (due to fairness of the mechanism behind the 
choices that X makes). 
For a different approach to fairness in processes we refer to De Bakker 
& Zucker [l]. 
3. EXAMPLE 1, A SINGLE BIT BUFFER 
A single bit buffer is defined by the following recursion equation: 
T = I rl(d) .w2(d) .T 
de:D 
This i~ the simplest of all protocols. In [4] it has been shown within the 
framework of process algebra that ABP, an example of the alternating bit 
protocol, is equivalent to T. 
We will verify that T satisfies C"(T). 
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Let S = {e:}vD, s 0 = e:. We define the operators T(x) and cont(x) on S 
by 
T(e:) = T 
T(d) = w2(d).T 
cont ( e:) = e: 
cont(d) = d. 
+ w We will show that for all s e: S, for all d e: r:i* u D and for all n e: w: 
Using induction on n the case n = 0 is obvious and the case n = m + 1 leads 
to a case distinction: 
e: 
+ + + + + + 
d = e: d = c.dl d = e: d = c.dl 
I II III IV 
All four cases are essentially straightforward. We consider case IV only. 
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m+l + 
-r • 1r E ( w2 (a) . T • p 2 ( d) . 0 ) = 
4. FIFO QUEUES 
+ + + Let s = D*; for each de: S, Q {d) denotes the queue that contains d = {dl, .• ,dn), 
in the sense that dn was its last input and dl will be its next output. 
+ The states Q{d) of Q = Q(e:) satisfy these recursion equations: 
Q(e:) = I rl(d) .Q(d) 
de:D 
+ + 
rl(c) .Q{a*d*c) + w2(a) .Q(d) 
We will verify C" (T) : for all s e: D*, n e: w, d e: D* u Dw: 
The proof involves a case distinction and two inductions which in turn lead 
to case distinctions. The various subcases are explained in a diagram (see 
next page). 
We will use the following notational conventions below: 
(i) s = bl* ... *bk = bl*s' unless s = e:; 
(ii) + + + if lth{d) < w then d = (dl, •.. ,dn) = dl.d' 
+ + + (iii) if lth(d) = w then d = (dl,d2, ..• ) = dl.d'. 
(Diagram of case distinctions:} 
n = 0 
obvious 
Case I. 
Case II. 
.... .... 
d finite d infinite 
induction on n induction on n 
e = o 
s = e: 
I 
n = m + 1 
induction 
.... 
on e = lth(d) 
e = h + 1 
s t- e: s = e: 
II III 
n = O 
obvious 
s t- e: 
IV 
s t- e: 
V 
m +l 
-r.1rE (Q(e:} Ila> = T.o m+l = 7fE (i.p2(E) .0). 
m+l 1r T a (Q(s) 11-r.T.o} = 
E I H 
m+l 
-r.1rE TiaH (Q (bhs'} II o} = 
T.w2(bl) .1r; Tia8 (Q(s') lh.o) = 
n = m + 1 
13 
s = e: 
VI 
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Case III. 
Case IV. 
,.w2(b2).1r;e-r.p
2
(s').o) = 
m+l 
,.,rE (w2(b2) .p
2
(s') .o) = 
m+l + 
-r.1r -r a (Q(dllll-r.p1 (d').o) E I H 
m+ l + 
1r -r a (Q(s) 11•-P (d) .o) = 
E I H l 
m+ l + 
-r.1r -r {w2(bl).a (Q(s'>ll•-P (d).o) + 
E I H 1 
m + 
+ -r.w2(bl).1T (-r.p (S'*d).o)}= E 2 
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m + 
T.w2 (bl). 7TE ( T.p2 (s' *d). O) 
Case V. We need some special notation. We write for j £ w : 
and 
Then 
It obviously suffices to show that: 
Note that for all j: 
a (Z.) = w2(bl).a (S'*dl*-··*djJj..pl(d(j+l)* ... ).o) + i.a (Z. 1>· 
H J H H J+ 
E Applying 'I on both sides we find: 
E 
'r°H(Zj) = w2(bl). 'r°H(s'*d1* ... *djJh-P1 (d(j+l)* .•. ) .o) + 
+ i. T~ a8 (Z j+l) . 
. m+l Applying 7T E on both sides we obtain 
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If we write 
then the U. solve the system of equations 
J 
Let X be the solution of 
then, by RSP for all j, Uj = X. In particular u0 = X and therefore: 
At this point one may apply Koomen's fair abstraction rule: 
Simplifying both sides: 
Conclusions. 
We have formulated an algebraic criterion C(T) for communic~tion protocol 
correctness. In Sections 3 and 4, C(T) has been verified for two examples. 
Obviously these verifications are quite involved, and seem to constitute 
an unbearable overhead given the simplicity of these examples. 
The motivation for this type of work is this: protocol verification is 
a quite sophisticated matter and application of process algebra in this area 
might be useful. However it is likely that a significant amount of special 
purpose mathematics is required to obtain such applications. Theoretical 
work dn simple examples can generate such mathematics. The example of Section 
E 4 for instance has lead to the definition of the operator TI• 
17 
Clearly there is much work ahead in trying to specify and verify increa-
singly complex protocols. In view of [ 6] the correctness criterion itself 
is a topic for research just as well. 
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