In this note, a new method is developed to test stability of piecewise discrete-time linear systems based on a piecewise Lyapunov function. It is shown that the stability can be determined by solving a set of LMIs. The approach can be extended to performance analysis of such systems as in [2] and [3] for their continuous counterparts.
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I. INTRODUCTION
Today, perturbation analysis (PA) is the most widely accepted gradient estimation technique; see [5] - [7] for details. In this note, we work in particular with the interpretation of PA via perturbation realization (PR) factors, see [1] . The aim of our analysis is to establish a connection between PR and the concept of weak derivatives (WDs), see [8] .
Whereas PA is a sample-path based approach, WDs are a measure theoretic approach to gradient estimation.
WDs translate the analysis of the gradient into a particular splitting of the sample path into two subpaths and observing these subpaths until they couple, that is, until the perturbation dies out. The basic principle for PA with PR is as follows. A small change in parameters induces a sequence of changes (either small perturbations in timing, or big jumps in states) in a sample path; the effect of such a change on a performance in a long term can be measured by the PR factors, which can be estimated on a single sample path. Thus, the performance gradient can be obtained by the expectation (in some sense depending on the problem) of the realization factor.
In this note, we study the gradient of stationary performance measures of (discrete time) finite state-space Markov chains via WDs and PR. Our analysis will show that the WDs expression for the gradient of a stationary performance measure of finite state Markov chain can be interpreted as the expected PR factor where the expectation is carried out with respect to a distribution that is given through the weak derivative of the transition probability matrix of the Markov chain.
The note is organized as follows. Section II provides a short introduction to PR and WDs. In Section III, we illustrate the relation between the PA via PR and the weak derivative estimator for the stationary performance of a finite state-space Markov chain. In Section IV, we show the application of realization factors to the weak derivative of the transition matrix. In Section V, we deduce unbiased estimators from the 
A. PA via PR
The basic principle for PA via PR is to decompose the performance sensitivity into the effect of a set of perturbations (big or small) in a sample path, which can be measured precisely by a quantity called PR factor. The idea was first applied to infinitesimal perturbations in queueing networks [1] , and has been further developed to the case of discrete time Markov chains in [3] and [4] .
Let X = fX k : k 0g be an ergodic Markov chain with finite state-space S = f1; ...;Mg and transition probability matrix P . 
Let Q be a nonzero square matrix with Qe = 0 for e = (1;1; ...; 1)
and assume that a neighborhood of = 0, denoted by 2, exists, so that for any 2 2 the matrix P () = P + Q is a transition probability matrix on S. Denote the performance measure associated with P () by Q () (which implies = Q (0)). The derivative of in the direction of Q is defined as
In this setup, a perturbation means that the Markov chain is perturbed from one state i to another state j. For example, consider the case where q ki = 0, q kj = , and q kl = 0 for all l 6 = i; j. Suppose that in the original sample path the system is in state k and jumps to state i, then in the perturbed path it may jump to state j instead. Thus, we study two independent Markov chains X = fX n ; n 0g and X 0 = fX 0 n ; n 0g with X0 = i and X 0 0 = j; both of them have the same transition matrix P . The realization factor is defined as [4] :
represents the long term effect of a change from i to j on the system performance. If P is irreducible, then with probability one the two sample paths of X and X 0 will merge together. That is, there is a random number
and (2) becomes
for i; j = 1; ...;M. 
In Markov chain literature, the matrix 1 l=0 (P l 0 e) = (I 0 P + e) 01 0 e is sometimes called the deviation or the fundamental matrix.
B. WDs
WDs provide an approach to write gradients as differences between expectation with respect to appropriately chosen probability measures.
More formally, let (E; E) denote a Polish measurable space and let f : 2 2g, with 2 := (a; b) I R, be a family of probability measures on (E;E). We call weakly differentiable at if a signed finite measure 0 exists, such that for any continuous bounded realvalued functions f on (E;E) it holds that lim
Note that 0
is not a probability measure. To see this, take f = 1,which
has positive and negative parts. However, any finite signed measure can be written as difference between two probability measures (apply, for example, the Hahn-Jordan decomposition).
We call a triple (c ; + ; 0 ), where 6 are probability measures on (E;E) and c is a finite number, a weak derivative of if for any continuous bounded function f on (E;E) it holds that lim
The probability measure + 
Recall that P () is affine linear in and that Q is just the derivative of P () with respect to , which implies that
= c i P
Note that the right-hand side of the aformentioned expression is independent of and we set
Let C be a square matrix with C ii = c i , 1 i M , and otherwise zero, then (8) reads 
If such a representation of P 0 exists, then P () is called weakly differentiable and (C; P + ; P 0 ) is called a weak derivative of P (). It has been shown in [8] that if P () is weakly differentiable and ergodic then
where () denotes the stationary distribution associated with P () (which implies (0) = ). In particular, weak differentiability of P () implies finiteness of the right-hand side of the above expression, see [8] . In Section III, we will contrast (10) to (5) in order to establish the relation between realization probabilities and WDs.
III. DIFFERENTIATING THE STATIONARY DISTRIBUTION OF A MARKOV CHAIN
We study the performance derivative of the Markov chain X, as defined in Section II-A. The derivative of with respect to can be obtained in a closed analytical form, see (5) . However, the matrix Q in (5) is not a stochastic matrix, that is, we cannot interpret Q as a transition matrix of the Markov chain X. Set As shown in [2] and [3] , the entries of A can be estimated on a single sample path, which gives rise to the following estimation procedure for dQ=d. First, estimate A on a sample path, and then evaluate QAf by simple matrix-vector multiplication. This then yields an estimator for d Q =d. The question of whether or not this estimator is unbiased depends on the estimator for A. Various estimators for A both biased and unbiased are discussed in [3] . According to Section II, an alternative way of facilitating (5) for simulation is to write Q as the difference of two transition matrices and to translate (5) Using (8), we now rewrite (5) as the difference between two stochastic experiments. Denote the ith row of P 6 by p 6 i , that is, p 6 i = (P 6 ij : 1 j M ) is a probability distribution on S for all i. By calculation 
which is the expression for dQ=d derived using WDs, cf. (10). In particular, finiteness of the last two sums in the above row of equations follows from finiteness in (10). Using (11), the expression 
The aforementioned expression leads to estimation schemes for d Q =d, as we will explain in Section V.
IV. WDs WITH PR FACTORS
In this section, we write the gradient expression via WDs as the expected values of PR factors d(i; j) introduced in Section II-A. The construction of the processes X 6 differs from that of X only through the first transition. More precisely, after the first transition X 6 and X behave stochastically identical, in formula, for all i; j it holds that P X 6 l+1 = jjX 6 l = i = P (X l+1 = jjX l = i) (13) for l 1. Hence, we obtain ij is the joint probability with which the weak derivative of P splits the nominal process at state i to state j 1 for the "+" part and j 2 for the "0" part, respectively. Hence j j d(j 1 ; j 2 )P + ij P 0 ij is the expected PR factor with respect to the "splitting probability" defined by the weak derivative of P . In particular, we obtain the following overall formula:
Elaborating on the interpretation of Q as a scaled difference between two transition probability matrices we have written (4), respectively, (5), in way that allows to use simulation for evaluating dQ=. Particular estimation schemes will be addressed in Section IV.
V. ESTIMATION SCHEMES
The expression in (12) can be simplified when stopping times are used. To see this, define the coupling time of X + and X 0 by 3 = inffl: X + l = X 0 l g. Then
There is close relation between the stopping times 3 and L(i; j), defined in Section II-A: 3 counts the number of transitions from the last state before splitting until the sample paths merge, whereas L(i; j) counts the number of transition until the sample paths merge provided that the sample path has split up to state i and j, respectively, or, more formally, 1 X =j ;X =j 3 is identical with L(j 1 ; j 2 ) + 1.
A stationary version of X can be constructed as follows. Fix a state j 3 , start the chain X in j 3 , denote the recurrence time to j 3 by and let be uniformly distributed over f1; . . . ; g independent of everything else. Let the random variable X 3 have distribution
then X 3 is a stationary version of the process X, see [9] . Hence, we may replace in the previous estimator by sampling from , which yields Elaborating on the fact that the state-space of X is finite, the above expression can be estimated from a single sample path of the nominal systems using a cut-and-past type of approach; see [2] and [3] for details.
VI. DISCUSSION
We have shown the connections between PR and WD. WD naturally transfers the performance derivative into the performance differences on different sample paths and offers an explanation of the performance derivative as the expected PR factor with respected to the "splitting probability" defined by the WD of the transition kernel P . PR factors provide a mechanism for obtaining a quantitative result for the weak derivative approach. We believe that PR factors can be used for quantitative analysis of many other problems which are involved with comparison of performance difference due to parameter changes and hope that the present note offers such an example.
We conclude with the remark that the PA approach via realization factors is used in [2] to develop into a Taylor series. A WDs-based approach to developing stationary performance measures into a Taylor series has still to be found. This is topic of further research.
