In this paper, we introduced a novel storage architecture "Unified Storage Network", which merges NAC( Network Attached Channel) and SAN( Storage Area Network), and provides the file I/O services as NAS devices and provides the block I/O services as SAN. To overcome the drawbacks from FC, we employ iSCSI to implement the USN( Unified Storage Network). To evaluate whether iSCSI is more suitable for implementing the USN, we analyze iSCSI protocol and compare it with FC protocol from several components of a network protocol which impact the performance of the network. From the analysis and comparison, we can conclude that the iSCSI is more suitable for implementing the storage network than the FC under condition of the wide-area network. At last, we designed two groups of experiments carefully.
INTRODUCTION
NAS is a term used to refer to storage elements that connect to a network and provide file access services to computer systems. In common usage, a NAS system is a special-purpose device that is designed to serve files to clients over a LAN. There are many benefits in the architecture: heterogeneous file sharing; internal resource pooling; exploitation of the existing infrastrncture ; simplicity of implementation ; connectivity; improved manageability ; reduction of total cost of ownership ; and so On. But in practice, there are still many drawbacks: (1) the access speed is too low and not suitable for situations where high access speed is needed; (2) backup consumes bandwidth and other network resources of the LAN, even worse, it lowers the overall LAN performance greatly; (3) it can only consolidate the disks of the same NAS device, but cannot consolidate the disks of different NAS devices into a single storage pool; the storage must be managed separately, etc.
SAN is a network with primary purpose of transferring data between computer systems and storage elements and among storage elements. Currently the prominent building technology of the SAN is Fibre Channel (FC-SAN) . The architecture introduces a number of opportunities: high performance, high availability, high scalability, improved manageability, storage sharing, and so on. Unfortunately, there are still several drawbacks preventing fast development of FC-SAN. Firstly, vendors of FC-SAN all have different implementations giving rise to compatibility problem of storage devices from different vendors. Now some vendors have made an alliance to increase the compatibility in the alliance, but the scope of the alliance is limited, so it is still inefficient. Secondly, to build SAN, experienced and special training professionals are necessary, and the management tool is insufficient. As a result, the cost of building and maintaining a SAN is too high to many enterprises. Additionally, the maximum distance a FC-SAN can spread across is limited to 10 km. NAS and SAN are different, but in fact they are complementary to each other to provide access to different types of data. They are used on different occasions. SAN is optimized for highvolume block-oriented data transfers while NAS is designed to provide data access at file level. It is possible that both NAS and SAN are needed in the same company 9 This paper introduces a novel storage architecture called USN (Unified Storage Network) to reduce the TOC (total of cost) and overcome the drawbacks of FC.
UNIFIED STORAGE NETWORK

Characteristics of USN
Firstly, USN(in Fig. 1 ) uses iSCSI to build the storage network 9 iSCSI integrates the existing storage protocols (SCSI) with the IP protocol directly. With the integration, the storage and network can be merged seamlessly. That means people can use IP networking devices ( h u b , switch, router and so on) to build native IPbased storage network. It simplifies the implementation of the storage network and decreases the total cost greatly. Currently IP and Ethernet are used for all form of networking, and the skills that people have developed to control and manage IP network will be applied to the USN, where the existing software applications and tools can be used well. Especially, with iSCSI, USN can spread across the MAN/WAN and break the distance limitation of FC-SAN (10 km) .
client l~ client 2~. Secondly, USN merging of NAS and SAN provides file I/O and block I/O services simultaneously, so that all the storage space can be divided into the FILE space and BLOCK space. USN merging of LAN and NAS, reaps benefits of the NAS : heterogeneous file sharing ; internaF resource pooling; exploitation of the existing infrastructure ; simplicity of implementation ; extensive connectivity; improved manageability and so on. Different from the traditional NAS, it changes the tight coupling between the OS and the storage subsystem and separates the OS (file system) component from the storage system 9 In USN, there is a special server to perform the metadata managing tasks. It can also supplies the block I/O services to the client directly. In addition, there are application servers to supply the file I/O services to the client directly. In USN, the storage subsystem adopts the SAN model; all storage devices can be connected to each other through network but not through bus. So USN has the benefits of the SAN, for example, the high scalability and so on. Especially, all storage devices can be virtualized and consolidated to a single storage pool by the storage virtualization.
Most importantly, a high speed NAC (Network Attached Channel) is introduced in USN,
