Abstract. Let (K, v) be a valued field, and µ an inductive valuation on K[x] extending v. Let G µ be the graded algebra of µ over K [x], and κ the maximal subfield of the subring of G µ formed by the homogeneous elements of degree zero.
Introduction
Let (K, v) be a discrete rank-one valued field, with value group Γ = v(K * ). In a pioneering work, S. MacLane studied the extensions of the valuation v to the polynomial ring K[x] [4, 5] . Starting with any extension µ 0 , he considered inductive valuations µ obtained afer a finite number of augmentation steps: MacLane proved that all extensions of v to K[x] can be obtained as a certain limit of inductive valuations [4] . These ideas led to an algorithm to find all extensions of v to a finite extension of the base field K [5] .
This algorithm is a key ingredient in the design of OM-algorithms for the efficient resolution of many arithmetic-geometric tasks in number fields (dimension 0) and function fields of algebraic curves (dimension 1). For an account on these algorithms, the reader may check the survey [2] and the references quoted there.
M. Vaquié generalized MacLane's theory to the case of an arbitrary valued field (K, v), not necessarily rank-one nor discrete [10, 11] . The graded algebra G µ attached to a valuation µ on K[x], and certain residual ideals in the degree-zero subring ∆ µ ⊂ G µ , are crucial for the development of the theory.
The residual ideal of a non-zero polynomial g ∈ K[x] is defined as
where H µ (g) is the image of g in the piece of degree µ(g) of the graded algebra.
In analogy with the case of dimensions 0,1, MacLane-Vaquié's theory should lead to the developement of efficient algorithms for the resolution of arithmetic-geometric tasks involving valuations of function fields of algebraic varieties of higher dimension. This paper covers a first step in this direction.
An inductive valuation µ as in (1) supports several discrete data and operators. In particular, µ determines a chain of finite field extensions of the residue class field k of the initial valuation v:
and residual polynomial operators
where y is another indeterminate. The operator R µ , introduced in [7] , is a kind of down-to-earth representation of the residual ideal operator R µ . It is defined in terms of a certain Newton polygon operator N µ r−1 ,φr , and it is inspired in an original construction by Ø. Ore [8] .
The aim of the paper is to present a recursive (hence algorithmic) construction of the chain of field extensions (2) and the operator R µ .
The definition of R µ involves the choice of rational functions in K(x) whose images in the graded algebra G µ have certain prescribed properties. For our algorithmic approach we need to construct these rational functions for the operators R µ 0 , . . . , R µ r−1 in a coherent way. To this end, we generalize the methods of [1] , where this problem was solved for discrete rank-one valuations.
Section 3 of the paper is devoted to the construction of the adequate rational functions in K(x). In section 5, we prove the recursivity of the residual polynomial operators and give some applications.
Let G v be the graded algebra of the initial valuation v. In an appendix, we give a description of the structure of G µ as a G v -algebra in terms of the images in G µ of the rational functions constructed in section 3.
Inductive valuations and their key polynomials are linked with the study of the defect of the valuation v in finite extensions, and the local uniformization problem [3, 6, 9, 11] . In these (and other) applications, one needs to find key polynomials approximating irreducible factors in the henselization K h [x] of a given polynomial f ∈ K [x] .
This requires the construction of adequate chains of augmentations as in (1) . The residual polynomial R µ (f ) ∈ k r [y] yields the necessary information to construct a key polynomial φ ∈ K[x] for the valuation µ, providing an approximation to an irreducible factor of f in K h [x] , which is more accurate than φ r . Therefore, the constructive methods of this paper are an essential ingredient in the program of developing algorithmic applications of MacLane-Vaquié's theory.
Valuations on polynomial rings
Throughout this paper, we fix a non-trivial valuation on a field K,
We suppose that Γ = v(K * ) is its value group, and we denote by
its maximal ideal, valuation ring and residue class field, respectively. In this section, we review some basic facts on valuations on K[x], mainly extracted from [7] and [10] .
Graded algebra of a valuation on K[x]
. Let L/K be a field extension and let µ be a valuation on L extending v. Let Γ µ = µ (L * ) be the value group, and denote the maximal ideal, valuation ring and residue class field, by
Let A ⊂ L be a subring of L. For any α ∈ Γ µ , consider the abelian groups:
P α = {g ∈ A | µ(g) ≥ α} ⊃ P + α = {g ∈ A | µ(g) > α}. The graded algebra of µ over A is the integral domain:
Now, let µ be a valuation on K[x] (restriction to K[x] of a valuation on K(x)) extending v. There is a natural embedding of graded algebras
Let ∆ := ∆ µ = P 0 /P + 0 ⊂ G µ be the subring of homogeneous elements of degree zero. There are canonical injective ring homomorphisms:
In particular, ∆ and G µ are equipped with a canonical structure of k-algebra.
There is a natural map H
we have:
The next definitions translate properties of the action of µ on K[x] into algebraic relationships in the graded algebra G µ .
We say that g, h are µ-equivalent, and we write g
We say that g is µ-divisible by h, and we write h
The property of µ-minimality admits a relevant characterization.
be a non-constant polynomial. Let
. Then, φ is µ-minimal if and only if
Definition 1.3. Let I(∆) be the set of ideals in ∆, and consider the residual ideal operator:
This operator R translates questions about the action of µ on K[x] into idealtheoretic considerations in the k-algebra ∆. The set of key polynomials for µ will be denoted by KP(µ).
A key polynomial is necessarily irreducible in
For any non-zero f ∈ K[x] with canonical φ-expansion as in (4), we denote
Suppose that φ is a key polynomial with minimal degree. For any non-zero f ∈ K[x], the following conditions are equivalent.
Let us characterize µ-minimality of any f ∈ K[x] in terms of its φ-expansion.
s , a ℓ = 0, the following conditions are equivalent:
Let us introduce some notation. For any positive integer m we denote:
Proposition 1.7. Let φ ∈ KP(µ). Consider the prime ideal p = φK[x] and the field
Consider the onto mapping:
is the common 0-th coefficient of the φ-expansion of all polynomials in the class f + p. Then,
The mapping v φ is a valuation on K φ extending v, with group of values Γ deg(φ) .
Denote the maximal ideal, the valuation ring and the residue class field of v φ by:
is the kernel of the onto homomorphism
Proposition 1.9. Let κ ⊂ ∆ be the algebraic closure of k in ∆. Then, κ is a subfield such that κ * = ∆ * . Moreover, if φ ∈ KP(µ) has minimal degree, the mapping κ ֒→ ∆ ։ k φ is an isomorphism.
Commensurable extensions.
The extension µ/v is commensurable if Γ µ /Γ is a torsion group. In this case, there is a canonical embedding
By composing µ with this embedding, we obtain a QΓ-valued valuation
Conversely, any QΓ-valued extension of v to K[x] is commensurable over v.
Two commensurable extensions of v are equivalent if and only if their corresponding QΓ-valued valuations coincide. Hence, we may identify the set of equivalence classes of comensurable valuations extending v with the set
There is a natural partial ordering in the set V:
Theorem 1.10. Suppose µ/v commensurable and KP(µ) = ∅. Take φ ∈ KP(µ) of minimal degree, and let e = Γ µ : Γ deg(φ) . Let ǫ ∈ G * µ be a unit of degree −eµ(φ).
e ǫ ∈ ∆ is transcendental over κ, and
the last isomorphism being induced by the canonical embedding ∆ ֒→ k µ .
Augmentation of valuations.
Definition 1.11. Let ι : Γ µ ֒→ Γ ′ be an order-preserving embedding of Γ µ into another abelian ordered group. Take φ ∈ KP(µ) and γ ∈ Γ ′ any element such that µ(φ) < γ. The augmented valuation of µ with respect to these data is the mapping
, with φ-expansion f = 0≤s a s φ s , the value:
We use the notation µ
There is a canonical homomorphism of graded algebras: (a) The valuation µ ′ extends v and satisfies
. Equality holds if and only if φ ∤ µ f . In this case,
The next result, which follows from [1, Lem. 3.5], analyzes when different building data φ, γ determine the same augmented valuation of a given µ.
Propositions 1.12, 1.8 and 1.9 provide a precise description of the kernel and image of the canonical homomorphism ∆ µ → ∆ µ ′ .
where κ µ ′ ≃ k φ is the algebraic closure of k simultaneously in ∆ µ ′ and in k µ ′ .
In some (usual) cases we may ensure that Γ µ ⊂ Γ µ ′ .
Lemma 1.15. Let φ 0 be a key polynomial for µ of minimal degree, and let φ be a key polynomial for µ such that φ ∤ µ φ 0 . Then,
Proof. For any augmentation µ ′ = [µ; φ, γ], Propositions 1.7 and 1.12 show that
Hence, both items follow from Γ µ,deg(φ) = Γ µ , which is proved in [7, Cor. 6.4 ].
Valuations of depth zero
2.1. The minimal extension of v to K[x]. Let us fix an order-preserving embedding of abelian ordered groups:
where in (Z × QΓ) lex we consider the lexicographical order. Consider the following valuation on K[x] extending v:
where lc(f ) ∈ K * is the leading coefficient of a non-zero polynomial f . Since Γ µ −∞ = (Z × Γ) lex , the extension µ −∞ /v is incommensurable. The valuation ring and maximal ideal of µ −∞ are
The next (trivial) observation is useful to analyze the structure of the residue class field k µ −∞ , the graded algebra G µ −∞ , and the set KP(µ −∞ ).
Corollary 2.2. Let y be an indeterminate, to which we assign degree (−1, 0).
There is an isomorphism of graded G v -algebras
Moreover, KP(µ −∞ ) = {x + a | a ∈ K} and all key polynomials are µ −∞ -equivalent.
Proof. Clearly, this G v -homomorphism is onto and preserves degree. Moreover, it has a trivial kernel by Lemma 2.1. Thus, it induces an isomorphism k ≃ ∆ µ −∞ between the subrings of degree zero. Also, the canonical embedding ∆ µ −∞ ֒→ k µ −∞ is an isomorphism by Lemma 2.1.
The statement on KP(µ −∞ ) is an easy consequence of Lemma 2.1 too.
2.2.
Valuations of depth 0.
is said to have depth zero if it is commensurable over v, and it is equivalent to some augmentation of µ −∞ .
After Corollary 2.2, an augmentation of µ −∞ which is commensurable over v must be of the form:
Lemma 1.13 shows under what conditions two of these augmentations coincide:
By Propositon 1.12, the value group of these valuations is:
By dropping the first (null) coordinate, we obtain equivalent valuations with values in QΓ. We denote these valuations belonging to the space V with the same symbol:
By definition, they act as follows:
and their value group is Γ µ 0 (x+a,γ) = Γ, γ . For instance, the depth-zero valuation µ 0 (x, 0) is known as Gauss' valuation.
2.3.
Absolute minimality of µ −∞ . Thanks to the embedding (6), we may compare the values of µ −∞ with those of the valuations in V. We clearly have
In a certain sense, this property characterizes µ −∞ .
Theorem 2.4. Let η : K[x] → Γ ′ ∪ {∞} be a valuation extending v, with respect to some order-preserving embedding ι : Γ ֒→ Γ ′ . Then, after embedding QΓ ֒→ QΓ ′ by ι⊗Q, the following conditions are equivalent.
Proof. Suppose condition (1) is satisfied. Consider the depth 0 valuations
By assumption, our valuation η satisfies:
Since v is non-trivial, the group QΓ has no minimal element, and the last inequality must be strict. This proves (2) .
Assume now that condition (2) is satisfied. We deduce immediately
This property implies:
In fact, any two non-zero monomials ax m , bx n of different degree, have different η-value, and the smallest value is that of the monomial of maximal degree:
Now, we get an order-preserving group isomorphism
In fact, (9) shows that j is onto. And, if (m, α) ∈ Ker(j), then (8) implies
Thus j is a group isomorphism. Also, j preserves the ordering:
If n < m, this inequality follows from (10) . If n = m, it follows from η |K = v. This proves (3), because the following diagram commutes:
, equation (9) shows that
Inductive valuations
A valuation µ on K[x] extending v is said to be inductive if it is attained after a finite number of augmentation steps starting with the minimal valuation µ −∞ :
with values γ 0 , . . . , γ r ∈ QΓ, and intermediate valuations
Inductive valuations are commensurable over v, because we do not consider µ −∞ to be an inductive valuation. The integer r ≥ 0 is the length of the chain (12).
By Proposition 1.12, every φ i is a key polynomial for µ i of minimal degree. Since every φ i+1 is µ i -minimal, Proposition 1.6 shows that
) is a prime element in G µ i ; hence, the argument may be iterated.
MacLane chains of valuations.
Let us impose a technical condition on the augmentations to ensure that the value groups Γ µ 0 , . . . , Γ µr form a chain.
For a chain as in (12) and any index 0 ≤ i < r, [7, Prop. 6.6] shows that:
Definition 3.2. A chain of augmented valuations as in (12) is called a MacLane chain if it satisfies
, we say that it is an optimal MacLane chain.
Obviously, the truncation of a MacLane chain at the i-th node is a MacLane chain of the intermediate valuation µ i .
As an immediate application of Lemma 3.1, in a MacLane chain one has:
The next result is an immediate consequence of Lemma 1.15. 
All inductive valuations admit an optimal MacLane chain, as the next result shows. Thus, the length of a MacLane chain of µ is not an intrinsic invariant of µ. However, there is a strong unicity statement if we consider only optimal MacLane chains.
The next result follows from [1, Prop. 3.6] . Although that paper deals with rank one valuations, the arguments used in the proof are valid for arbitrary valuations.
Proposition 3.5. Consider an optimal MacLane chain as in (12) and another optimal MacLane chain
Then, µ = µ * if and only if r = t and
Therefore, in any optimal MacLane chain of an inductive valuation µ as in (12), the intermediate valuations µ 0 , . . . , µ r−1 , the values γ 0 , . . . , γ r ∈ QΓ and the positive integers deg(φ 0 ), . . . , deg(φ r ), are intrinsic data of µ.
Definition 3.6. The depth of an inductive valuation µ is the length r of any optimal MacLane chain of µ.
Discrete data associated with a MacLane chain. Let us fix an inductive valuation µ equipped with a MacLane chain of length r as in (12).
By Lemma 3.3, we have a chain of ordered groups
and every quotient Γ µ i /Γ µ i−1 is a finite cyclic group generated by γ i . From now on, the index i takes any integer value 0 ≤ i ≤ r. We denote
Note that
yields a computation of the ramification index of the extension K φ i /K in terms of these data:
Chain of finitely-generated value subgroups. If the group Γ µ is not finitelygenerated, the homomorphism µ : K(x) * ։ Γ µ does not admit a section. We choose finitely-generated subgroups Γ i ⊂ Γ µ i . They will admit a section of µ i , which will be defined in section 3.3.
Since
Definition 3.7. We fix a finitely-generated subgroup Γ −1 ⊂ Γ containing α 0 , . . . , α r . This choice determines finitely-generated subgroups
By construction, h i = e i γ i ∈ Γ i−1 for all i.
These finitely-generated groups form a chain
Finitely-generated ordered groups are free as Z-modules. Take a basis of Γ −1 :
From this basis, we shall derive specific bases for the other groups:
by a recurrent procedure. To this end, let us write:
with h i,j , e i,j coprime integers with e i,j > 0, for all 1 ≤ j ≤ k.
Proof. For k = 1 the statement is trivial, and for k = 2 it is well known.
Take k > 1 and assume that the statement holds for sequences of less than k integers. Then, e
The identity lcm (e i,1 , . . . , e i,k ) = e i follows from e i Z = e ∈ Z | eγ i ∈ Γ µ i−1 .
Lemma 3.9. The following family ι i+1,1 , . . . , ι i+1,k is a basis of Γ i :
where Λ is the Z-module generated by ι i,1 /e i,1 , . . . , ι i,k /e i,k . By Lemma 3.8,
On the other hand, let Γ ′ be the Z-module generated by ι i+1,1 , . . . , ι i+1,k . Let us show that Γ ′ ⊂ Γ i . In fact, by using the Bézout identities (16) we get (17)
e ′ i,j /e i,t = lcm(e i,1 , . . . , e i,j−1 )/e i,t ∈ Z, 1 ≤ t < j.
Hence, ι i+1,j belongs to Γ i , because (17) expresses it as a linear combination of the elements ι i,1 , . . . , ι i,j , γ i ∈ Γ i , with integer coefficients. Thus, we may consider the chain of Z-modules
The lower triangular matrix P = diag(e i,1 , . . . , e i,k )Q has integer coefficients and det(P ) = d i,1 · · · d i,k . We may rewrite the claimed basis of Γ i as:
Chain of homomorphisms between the graded algebras. Some more data are derived from the chain of homomorphisms:
Denote ∆ i = ∆ µ i for 0 ≤ i ≤ r. By Lemma 1.14, there is a sequence of fields
where k i is isomorphic to the residue class field k φ i of the extension K φ i /K determined by φ i . In particular, k i is a finite extension of k.
We identify k with k 0 , and each field k i ⊂ ∆ i with its image under the canonical map ∆ i → ∆ j for j ≥ i. Thus, we consider as inclusions the canonical embeddings:
The residual degree of the extension K φ i /K can be computed as:
3.3. Rational functions of a MacLane chain. Our aim in this section is to construct an element y i ∈ ∆ i which is transcendental over k i and satisfies
As indicated in Theorem 1.10, we may take
for an arbitrary unit ǫ i ∈ G * µ i of degree −e i γ i = −h i . We shall construct this unit as the image in G µ i of an element in K(x) with µ i -value equal to −h i .
To this end, we construct in a recursive way rational functions π i+1,j ∈ K(x) * , for −1 ≤ i ≤ r, whose µ i -values attain the chosen basis ι i+1,1 , . . . , ι i+1,k of Γ i .
This will determine group homomorphisms
Definition 3.10. Choose arbitrary π 0,j ∈ K such that v(π 0,j ) = ι 0,j for all 1 ≤ j ≤ k.
For 0 ≤ i ≤ r and 1 ≤ j ≤ k we define
In the definition of π i+1,j , the rational functions π i,1 , . . . , π i,j−1 appear with integer exponents, because e ′ i,j /e i,t is an integer for t < j, as shown in (18). For i ≥ 0, it is easy to deduce from the definition that:
for some a ∈ K * and certain (eventually negative) integer exponents n 0 , . . . , n i−1 .
Clearly
for all 1 ≤ j ≤ k, as shown in (17).
Our next aim is to establish certain relationships between the rational functions of Definition 3.10. To this end we introduce some more notation.
Definition 3.12. Take an index 0 ≤ i ≤ r. Denote:
The following identity is an immediate consequence of (16):
For j = k, this identity proves the lemma, since e 
we deduce the identity (23) for j, just by adding L i,j h i,j /e ′ i,j to both sides of the equality, and by applying (22) to the right-hand side.
Lemma 3.14. For 0 ≤ i ≤ r, let Q be the matrix introduced in Lemma 3.9. Then,
Proof. The statement is equivalent to the following identity:
where q m,j = ℓ i,j e ′ i,j h i,m /e i,m are the entries of Q for m > j. Equivalently,
By Lemma 3.13, this is equivalent to
, which was proven in (23).
Let us rewrite the identities in Definition 3.10 by using formal logarithms:
k×k is the matrix with entries:
k×k , where u is the column-vector defined in (15).
(
The vector u is an eigenvector of the matrix I − e i B, with eigenvalue e i L ′ i . Proof. Item (1) follows from the definition of the operator L i . By Lemma 3.14, (2) 
Proof. By (24) and Lemmas 3.13, 3.14 and 3.15,
The restriction of π i+1 to the subgroup Γ i−1 ⊂ Γ i does not coincide with π i . The next result computes the quotient of these two homomorphisms on Γ i−1 . By (24) and Lemmas 3.14 and 3.15,
i . The next result follows immediately from Propositions 3.16 and 3.17.
Images in G µ of the rational functions. By (20), the rational functions Y i , π i,j introduced in Definition 3.10 are the product of some a ∈ K * by powers of φ 0 , . . . , φ i with integer exponents. The exponent of φ i is e i and 0, respectively. For 0 ≤ j < i, the exponent of φ j may be negative, but the element H µ i (φ j ) is a unit in G µ i , by Proposition 1.12. Therefore, it makes sense to consider the image in the graded algebra of these rational functions, and the image of π i,j will be a unit.
Definition 3.19. For 0 ≤ i ≤ r, 1 ≤ j ≤ k, we define
Also, we define group homomorphisms:
we deduce s ′ − s = je r for some j ∈ Z. Then, u ′ = u − je r γ r = u − jh r . The lemma follows then from y r = x er r p −hr r . Definition 3.21. Suppose 0 ≤ i < r and let α ∈ Γ i−1 . Since φ i+1 ∤ µ i φ i , Proposition 1.12 shows that the elements x i , y i , p α i ∈ G µ i are mapped to units in G µ j , for all j > i, under the canonical homomorphism. We denote these images respectively by
Proof. By Theorem 1.10,
In optimal MacLane chains, the elements x i , p α i , y r , z i ∈ G µ are "almost" independent of the chain. Their precise variation is analyzed in section 5.6. 
Newton polygons
In this section, we study the Newton polygon operator attached to some µ ∈ V with respect to a key polynomial. We generalize the results of [1, Sec.2] (where µ was assumed to have rank one), up to a different normalization of the Newton polygons.
4.1. Newton polygon operator. Consider two points P = (s, α), Q = (t, β) in the Q-vector space Q × QΓ. The segment joining P and Q is the subset
this segment has a natural slope sl(S) = (β − α)/(t − s) ∈ QΓ.
A subset of Q × QΓ is convex if it contains the segment joining any two points in the subset. The convex hull of a finite subset C ⊂ Q × QΓ is the smallest convex subset of Q × QΓ containing C.
The border of this hull is a sequence of chained segments. If the points in C have different abscissas, the leftmost and rightmost points are joined by two different chains of segments along the border, called the upper and lower convex hull of C.
Let µ : K[x] → QΓ ∪ {∞} be a valuation in the space V. The choice of a key polynomial φ for µ determines a Newton polygon operator
where P (Q × QΓ) is the set of subsets of the rational space Q × QΓ.
The Newton polygon of the zero polynomial is the empty set. If
is the canonical φ-expansion of a non-zero g ∈ K[x], then N := N µ,φ (g) is defined to be the lower convex hull of the finite cloud of points
Thus, N is either a single point or a chain of segments, called the sides of the polygon. From left to right, these sides have increasing slopes.
The abscissa of the left endpoint of N is s = ord φ (g). The abscissa of the right endpoint of N is called the length of N, and is denoted:
The left and right endpoints of N, together with the points joining two different sides are called vertices of N. •
The λ-component S λ (N) ⊂ N is the intersection of N with the line of slope −λ which first touches N from below. In other words,
The abscissas of the endpoints of S λ (N) are denoted s µ,φ,λ (g) ≤ s If N µ,φ (g) has no sides of slope less than −µ(φ), then N pp µ,φ (g) is defined to be the left endpoint of N µ,φ (g).
The length of a principal Newton polygon has an interesting algebraic interpretation in terms of the graded algebra G µ , as shown in the next lemma. (1) The abscissas of the endpoints of the µ(φ)-component of N are 
Proof. Recall the notation from (5),
. The points (s, µ(a s )) ∈ S µ(φ) (g) are precisely those with s ∈ I(g). This proves (1). Clearly, ℓ N pp µ,φ (g) = s µ,φ,µ(φ) (g), which is equal to s µ,φ (g) by item (1) . By [7, Lem.
2.8], s µ,φ (g) is the order with which
Finally, if g ∼ µ h, then [7, Lem. 2.10] shows that I(g) = I(h). By item (1), the two segments S µ(φ) (g), S µ(φ) (h) have endpoints with the same abscissas.
On the other hand, the ordinates u, u ′ of their endpoints are determined by the abscissas s, s ′ , and the common value
Hence, these segments coincide.
4.2.
Newton polygons with respect to augmented valuations. Let us fix a valuation ν ∈ V and a key polynomial φ ∈ KP(ν). Consider the augmentation
Take a non-zero g ∈ K[x], with φ-expansion g = 0≤s a s φ s . Let us denote
, and let u(g) ∈ QΓ be the ordinate of the left endpoint of S γ (g).
By Proposition 1.12, φ is a key polynomial for µ of minimal degree. The Newton polygon N µ,φ (g) is related to N ν,φ (g) in an obvious way:
ν,φ (g). In fact, since µ(a s ) = ν(a s ) for all s, these polygons have the same cloud of points. But their principal parts are different because µ(φ) > ν(φ).
By the results in the last section, certain information about g, µ, φ can be read already in the Newton polygon N µ,φ (g) = N ν,φ (g) with respect to the valuation ν.
For instance, let us reformulate the result of Lemma 4.5 for an augmented valuation.
Lemma 4.6. Let g, h ∈ K[x] be non-zero polynomials.
(1) The integer s(g) is the order with which the prime element 
Proof. Items (1) and (3) follow directly from Lemma 4.5. The right endpoint of S γ (g) equals the left endpoint of S ǫγ (g), for 0 < ǫ < 1 sufficiently close to 1. Hence, s ′ (g) = s ν,φ,ǫγ (g). By item (1) applied to the augmented valuation µ ′ = [ν; φ, ǫγ], we deduce that s ′ (g) is the order with which the prime element H µ ′ (φ) divides H µ ′ (g) in the graded algebra G µ ′ . This proves item (2).
Addition of Newton polygons.
We admit that a point in the space Q × QΓ is a segment whose right and left endpoints coincide.
There is a natural addition of segments in Q×QΓ. The sum S 1 +S 2 of two segments is the ordinary vector sum if at least one of the segments is a single point. Otherwise, S 1 + S 2 is the polygon whose left endpoint is the vector sum of the two left endpoints of S 1 , S 2 and whose sides are the join of S 1 and S 2 considered with increasing slopes from left to right.
We keep dealing with an arbitrary valuation ν ∈ V, and a key polynomial φ ∈ KP(ν). Also, for any γ ∈ QΓ, γ > ν(φ), we keep using the notation of (25).
Lemma 4.7. For non-zero g, h ∈ K[x], and any γ ∈ QΓ, γ > ν(φ), we have
Proof. Since the involved segments either have the same slope or consist of a single point, the statement is equivalent to the equalities
The first two equalities follow from Lemma 4.6. In order to prove the third, consider the augmented valuation µ = [ν; φ, γ]. By Remark 4.3,
The claimed identity u(gh) = u(g) + u(h) follows from µ(gh) = µ(g) + µ(h) and
The addition of segments may be extended to an addition law for Newton polygons, just by identifying a Newton polygon with the sum of its sides.
As an immediate consequence of Lemma 4.7, we get the Theorem of the product for principal Newton polygons. We use the simplified notation G = G µ , ∆ = ∆ µ , and we shall freely use all data associated with the MacLane chain in section 3.
Specially relevant to our purpose is the tower of finite field extensions:
Each k i is the algebraic closure of k in ∆ i , and it satisfies ∆ * i = k * i . Also, we shall make use of the Newton polygon operators
Definition of residual polynomial operators. For a non-zero f ∈ K[x]
consider the canonical φ r -expansion:
By the definition of an augmented valuation,
In the case r = 0, we have a s ∈ K and we agree that µ −1 = v.
The Newton polygon N r (f ) is the lower convex hull of the cloud of points:
be the left and right endpoints of S γr (f ), respectively. By Remark 4.3, for any point (s, u) ∈ N r (f ), we have
)/e r is an integer, and if we take
By construction, the endpoints of S γr (f ) belong to the cloud C. That is, P 0 = Q s 0 ,
However, for 0 < j < d, the point Q s j ∈ C may lie strictly above P j .
In [7, Sec. 5] , a normalized (monic) residual polynomial of f was considered:
with coefficients:
otherwise.
Our aim is to find an algorithm to compute the chain of fields (26) and the polynomial R r (f ). To this end, we consider a non-normalized version of the residual polynomial, defined only on a certain subset of K [x] .
Consider the subset of polynomials having attainable µ-values:
where Γ fg µ = Γ r ⊂ Γ µ is the finitely-generated subgroup introduced in section 3.2. Lemma 5.1. Let f ∈ K[x] be a non-zero polynomial, with φ r -expansion as in (27).
(1) There is a constant a ∈ K * such that af has attainable µ-value. (2) If f is monic and µ-minimal, then it has attainable µ-value. (3) If f has attainable µ-value and Q s ∈ S γr (f ), then the coefficient a s ∈ K [x] has attainable µ r−1 -value.
Proof. The first item follows from Γ µ = Γ + γ 0 , . . . , γ r = Γ + Γ r . If f is monic and µ-minimal, then µ(f ) = µ(φ ℓ r ) = ℓγ r ∈ Γ fg µ by Proposition 1.6. By (28), the condition Q s ∈ S γr (f ) implies µ(f ) = µ r−1 (a s ) + sγ r . If µ(f ) ∈ Γ r , then (14) shows that µ r−1 (a s ) ∈ Γ µ r−1 ∩ Γ r = Γ r−1 .
Definition 5.2. Let us define a residual polynomial operator:
We agree that R r (0) = 0, and for a non-zero f ∈ K[x] µ -att as in (27), we take
By Lemma 1.5, H µ (a s j ) is a unit in G. By Proposition 1.12 and Lemma 5.1, µ(a s j ) = µ r−1 (a s j ) ∈ Γ r−1 . Therefore, if Q s j lies on N r (f ), the coefficient c j is a homogeneous unit of degree zero; that is, c j ∈ ∆ * = k * r . If we normalize R r (f ), we obtain the normalized residual polynomial R r (f ): 
Proof. Since H µ (f g) = H µ (f )H µ (g) and p r is a group homomorphism, the statement follows from Theorems 5.4 and 1.10, as long as:
These identities follow from Lemma 4.7.
Proof. If f ∼ µ g, then S γr (f ) = S γr (g) by Lemma 4.6. In particular, these segments have the same left endpoint: (s r (f ), u r (f )) = (s r (g), u r (g)). By Theorem 5.4, R r (f )(y r ) = R r (g)(y r ), and we deduce R r (f ) = R r (g) from Theorem 1.10.
Conversely, the equalities (s r (f ), u r (f )) = (s r (g), u r (g)) and R r (f ) = R r (g) imply
. By the first item and Corollary 5.6, we get R r (g) = R r (f h) = R r (f )R r (h). Thus R r (f ) | R r (g). By Lemma 4.7,
Conversely, s r (f ) ≤ s r (g) and
Hence,
Denote h = f + g, and suppose that µ(h) = µ(f ) = µ(g). Then,
By Lemma 3.20, the following integer divisions have a common remainder 0 ≤ ℓ < e:
s r (f ) = j f e r + ℓ, s r (g) = j g e r + ℓ, s r (h) = j h e r + ℓ. 
By (31) and Theorem 1.10, this identity is equivalent to
This ends the proof, because j f = ⌊s r (f )/e r ⌋, j g = ⌊s r (g)/e r ⌋, j h = ⌊s r (h)/e r ⌋.
Residual polynomial of a constant. Take a ∈ K * with α := v(a) ∈ Γ −1 . Clearly,
If r > 0, we apply Proposition 3.17:
, because z r−1 is the image of y r−1 = H µ r−1 (Y r−1 ) under the homomorphism G µ r−1 → G.
By Proposition 1.12, H µ (a) is the image of H µ r−1 (a) under the same homomorphism. This leads to the following recurrence:
Lemma 5.9.
is monic and µ-minimal, then R r (f ) is a monic polynomial. Existence of polynomials with a prescribed residual polynomial.
Proof. Since ϕ(y r ) and ψ(y r ) have degree zero in G, the equality (32) implies
Suppose s ≤ s ′ . By Lemma 3.20, there exists an integer j ≥ 0 satisfying (
Proof. In case (2), R r (φ) is monic by Lemma 5.9, and we prove below that N r (φ) is one-sided of slope −γ r . The rest of statements were proved in [7, Prop. 6.3] for the normalized residual polynomial R r (f ). By equation (29), they hold for R r (f ) too.
Suppose that φ satisfies (2). Since S γr (φ) ⊂ N r (φ), the equality N r (φ) = S γr (φ) will follow from the fact that the endpoints of both polygons have the same abscissas. (1) The Newton polygon
Proof. By Theorem 5.12, N i (φ i+1 ) is one-sided of slope −γ i , and R i (φ i+1 ) is monic irreducible. By Theorem 5.4, H µ i (φ i+1 ) is associate to R i (φ i+1 )(y i ) in the graded algebra G µ i . By Proposition 1.12, the homomorphism G µ i → G µ i+1 vanishes on both elements. Thus, R i (φ i+1 )(z i ) = 0, because it is the image of R i (φ i+1 )(y i ) under this homomorphism.
Finally, we may deduce from these results a well-known property of key polynomials for inductive valuations: they are defectless (see [11] ). Corollary 5.14. A key polynomial φ ∈ KP(µ) satisfies deg(φ) = e(φ)f (φ).
In particular, the valuation v φ is the unique extension of v to the field K φ .
Proof. Consider a MacLane chain of µ as in (12). By Theorem 5.12 we have two possibilities for a key polynomial φ for µ. Let us discuss separatedly each case. If deg(φ) = deg(φ r ) and φ ∼ µ φ r , then Propositions 1.7 and 1.9 show that
Thus, e(φ) = e(φ r ) = e 0 · · · e r−1 and f (φ) = f (φ r ) = f 0 · · · f r−1 , by (13) and (19). Hence, deg(φ) = e(φ)f (φ) by the same argument we used for φ r .
5.4.
Recursive computation of the operator R r . From an algorithmic perspective, Lemma 3.22 and Corollary 5.13 show how to build the tower (26) of residue fields with the irreducible polynomials R i (φ i+1 ) ∈ k i [x]. The fields may be constructed as
and we may identify the generator z i ∈ k i+1 with the class of x in this quotient.
On the other hand, the algorithmic computation of the operator R r is based on explicit formulas for the coefficients of the residual polynomials R r (f ) ∈ k r [x], in terms of the previous operators R 0 , . . . , R r−1 .
Definition 5.15. For some 0 ≤ i < r, let a ∈ K[x] µ i -att . We define
where (s i (a), u i (a)) is the left endpoint of S γ i (a), the γ i -component of N i (a).
This yields an algorithm to compute the operator R r . Also, it is easy to deduce from Theorem 5.16 an algorithm to compute polynomials in K[x] with a prescribed residual polynomial, in the spirit of Proposition 5.11.
The latter algorithm may be used to construct key polynomials φ such that R r (φ) is a prescribed monic irreducible polynomial in k r [y]. 
, 0 ≤ i < r, be the corresponding elements described in Definitions 3.19 and 3.21. Also, let R ′ r be the corresponding residual polynomial operator. There is a natural family of group homomorphisms:
In fact, this quotient (p . By Theorem 1.10, R r (f )(y) = τ r (u) R ′ r (f ) (τ r (−h r )y). 5.6. Dependence of R r on the choice of an optimal MacLane chain. In this section, we discuss the variation of the elements x r , y r , z r−1 , p α r+1 ∈ G and the operator R r , when we consider different optimal MacLane chains of µ.
By Proposition 3.5, two optimal MacLane chains of µ have the same length r, the same intermediate valuations µ 0 , . . . , µ r , and the same values γ 0 , . . . , γ r ∈ QΓ. They may differ only in the choice of the key polynomials, which must be related as follows:
In particular, both chains support the same invariants m i , e i ∈ Z >0 , h i ∈ Γ i−1 .
Lemma 5.19. If φ * r ∼ µ φ r , then e r = 1. Proof. The condition φ * r ∼ µ φ r is equivalent to µ(a r ) = µ(φ r ) = γ r . Since µ(a r ) = µ r−1 (a r ) ∈ Γ µ r−1 , this leads to γ r ∈ Γ µ r−1 , which implies e r = 1. From (m r − n r )γ r ∈ Γ µ r−1 , we deduce m r ≡ n r (mod e r ), and this implies m r = n r by our assumptions. By iterating this argument, we conclude that m i = n i for all i.
Since G is an integral domain, our one-monomial relation must be trivial.
