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Abstract
The topic of this thesis is nonlinear mixed-effects models. A nonlinear mixed-effects
model is a hierarchical regression model used to analyze measurements from several
individuals simultaneously, which allows sharing of information between similar indi-
viduals. In many applications, the response is described by an ordinary differential
equation together with an equation describing the measurement process. To allow for
uncertainty in the underlying model as well, we consider extension of the ordinary dif-
ferential equation to a stochastic differential equation. Moreover, since the parameter
estimation problem requires solution of an optimization problem, we derive a novel
method for calculating the gradient of the objective function in nonlinear mixed-effects
models. Instead of utilizing a finite difference approximation of the gradient, we in-
stead derive an expression for the gradient of the objective function using sensitivity
equations.
In Paper I, stochastic differential equations are introduced in the single individual
case. In this paper we show the ability of stochastic differential equations to regularize
the parameter estimation problem for continuous time dynamical systems given dis-
crete time measurements. We also introduce the concept of the extended Kalman filter,
which serves as a state estimator in the stochastic models.
In Paper II we propose a combination of the nonlinear mixed-effects model and
stochastic differential equations. By utilizing stochastic differential equations in the
nonlinear mixed-effects model three different sources of variability in data can be mod-
eled. In contrast to the commonly used measurement error and parameter variability
we also consider uncertainty in the underlying dynamics. The stochastic mixed-effects
model is applied to two different pharmacokinetic models describing drug interaction,
where we show the ability of the proposed method to separate the three sources of
variability in the stochastic differential mixed-effects model.
In Paper III we present the theory for efficient gradient calculation in nonlinear
mixed-effects models. Instead of utilizing the common finite difference approximation
of the gradient, we consider explicit derivation of the objective function using sensitivity
equations. It is shown that the novel method significantly decreases the time needed
for gradient calculation and at the same time increases the precision.
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Prologue
For convenience of the reader, we here repeat the basic mathematical tools needed
throughout this thesis.
1.1 Regression modeling
Regression models play an important role in many applications. In regression analysis,
the aim is to understand how the typical value of a dependent variable depends on one
or more independent variables. The regression model relates the dependent variables
to a function of the independent variables and model parameters. In a linear regres-
sion model we model the relationship between the independent variables X and the
dependent variables Y by the linear combination
Y = Xβ + ε, (1.1)
where β is the vector of model parameters and ε is the vector of errors (which in most
cases is assumed to be normal distributed). In many applications we are interested in
identifying the values of the model parameters β which best explains the dependent
variables Y . In the linear case with assumption of normal distributed errors, the prob-
lem has an ordinary least-squares solution. There is a vast collection of literature on
regression models and we refer the interested reader to [8].
1.2 Multivariate normal distribution
The normal distribution is the most common distribution to describe errors in regression
models. The motivation for using the normal distribution comes from the fact that a
sum of a large number of independent random variables will be approximately normally
distributed. The generalization of the normal distribution to higher dimensions is given
by the multivariate normal distribution.
The multivariate normal distribution of a k-dimensional random vector x is denoted
x ∼ N(µ,Σ), (1.2)
where µ is the mean vector andΣ is the k×k covariance matrix. The probability density
function for the multivariate normal distribution is
f (x ) =
1p
2pi
kp
det(Σ)
exp
 − 1
2
(x −µ)TΣ−1(x −µ). (1.3)
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1.3 Maximum likelihood
In more complex regression models and the in stochastic models we shall encounter in
this thesis ordinary least squares may not be sufficient to determine the model param-
eters. Parameter estimation in a more general regression models is often accomplished
using the maximum likelihood approach. Assume that we have observed our depen-
dent variable Y and are interested in identifying the model parameters β . To estimate
the model parameters we can utilize the likelihood function L(β ;Y ). The likelihood
function is defined as the probability density evaluated for the observed data and pa-
rameterized by the model parameters, that is
L(β ;Y ) = p(Y ;β). (1.4)
By maximizing the likelihood function we obtain the maximum likelihood estimate
of the model parameters β .
1.4 Optimization techniques
When faced with an optimization problem, we shall distinguish between global and
local methods. The methods we will encounter throughout this thesis is local methods,
which means that they converge to a local solution (which may or may not be the
optimal solution). The local methods usually show a much faster convergence to a
solution than the global methods which in turn aims at a global solution. Many of the
local methods utilizes information about the gradient of the objective function.
The gradient is a generalization of the usual concept of derivative to a function
of several parameters. Consider a function L(θ ) depending on a parameter vector
θ = (θ1, . . . ,θp). The gradient
d L
dθ of the vector valued function L(θ ) is defined as the
vector of partial derivatives ( ∂ L∂ θ1 , . . . ,
∂ L
∂ θp
). The calculation of the derivatives needed to
calculate the gradient is often approximated using finite differences. By taking a small
step in parameter space and divide by the step length h the partial derivative of the
parameter θk is approximated by
∂ L
∂ θk
≈ L(θ + hek)− L(θ )
h
, (1.5)
where ek denotes the unit vector in the k:th dimension, which gives the first-order finite
difference approximation. More accurate and higher order approximations may also be
considered. By utilizing the gradient of the objective function the local methods iterate
through the parameter space in the search of a local solution.
2
Introduction
In many fields, repeated measurements are collected on several subjects to gain in-
formation about some underlying phenomena of interest. The topic of this thesis is
nonlinear mixed-effects models, which are hierarchial regression models often used in
such situations. This introduction aims at giving a short survey on the topic of nonlin-
ear mixed-effects models. Starting with a brief background, we continue to formally
state and explain the nonlinear mixed-effects model. After the formal introduction, a
few of the most common methods for parameter estimation in nonlinear mixed-effects
models are presented.
This licentiate thesis is the result of the two-year long graduate programme Ad-
vanced Engineering Mathematics, which has resulted in four papers. Three of these
papers constitute the main part of the thesis, and the papers are appended together
with a summary of each paper.
When writing an introduction on a mathematical topic you always have a choice
whether you should fill it with definitions, equations and proofs. I have chosen not to
do so, and the mathematical part is mainly in the three articles. With that being said,
we start with some brief background
2.1 Brief background
There is a vast collection of regression models, ranging from simple linear models to
multi-level nonlinear models. The term linear in regression modeling refers to model
linearity in model parameters. However, in the applications we shall encounter in this
thesis, the models are nonlinear, which clearly complicates the inference. Moreover, our
special interest in this thesis lies in modeling time-dependent systems that embodies
state variables dependent of time, for example the system of drug metabolism, the
interaction between predator and prey in an ecosystem, and seasonal models. In such
time-dependent models, the dynamics is often assumed to be described by a system of
ordinary differential equations.
In this thesis, we consider the case when repeated measurements are performed on
several individuals assumed to be randomly drawn from a population of interest. To
handle such cases, many statistical models incorporate so called fixed effects, which are
parameters associated with a certain population of interest, and random effects, which
are associated with individuals. A model with both fixed and random effects is called
a mixed-effects model.
The mixed-effects model has gained increasing popularity, and is today used in for
example pharmacometrics [23], behavioral science, image analysis [4], and forestry
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[18]. It has several advantages over the so called standard two-stage approach. In
the standard two-stage approach the parameters of each individual are estimated from
the individual data. From the collection of estimated parameters inference about the
population as a whole is done, for example by calculating the population mean and
variance of each parameter. However, if the parameters for a specific individual are
unreliable estimated or even unidentifiable (e.g., due to missing data) it can lead to
incorrect inference about the population. The mixed-effects model instead provides a
framework that allows sharing of information from similar individuals, which can be
valuable when sufficient data is not available for a specific individual [6]. Moreover, it
enables modeling and estimation of the variance-covariance structures for both random
effects and residuals.
The mixed-effects model is a very popular tool in pharmacometrics where it is used
to analyze data from several individuals to increase the knowledge in for example drug
metabolism, administration, and drug effect. One of the first inclusions of mixed-effects
modeling in pharmacokinetics was done by Lewis Sheiner [23], where the concept and a
first method for parameter estimation in nonlinear mixed-effects model was presented.
In 1977, he presented the first case study of estimation of population characteristics
of pharmacokinetic parameters from clinical data. This paper was then followed by
three seminal papers by Lewis Sheiner and Stuart Beal [20, 21, 22]. Their models and
estimation methods are incorporated in the NONMEM program, a popular software for
nonlinear mixed-effects modeling in drug development.
After the introduction in the pharmaceutical field, several statistical developments
in nonlinear mixed-effects models have been proposed. The parametric approach was
further analyzed and in 1990 Lindstrom & Bates [11] presented an extension of the
method proposed by Sheiner. Further work includes for example nonparametric meth-
ods, Bayesian parametric approach, Laplacian approximation, and adaptive Gaussian
quadrature. The last decade, several stochastic methods have been presented for max-
imum likelihood estimation in nonlinear mixed-effects models. For more information
and methods in nonlinear mixed-effects model, see e.g. [5], [11] and [17].
2.2 The nonlinear mixed-effects model
In this section we formally state and explain the nonlinear mixed-effects model, pro-
posed by Lindstrom & Bates [11]. In this thesis, we restrict the case to single-level of
grouping, and refer the interested reader to [17] for multilevel nonlinear mixed-effects
models.
Nonlinear mixed-effects models are mixed-effects models in which some, or all, of
the fixed and random effects occur nonlinearly in the model function. The nonlinear
mixed-effects model can be seen as a hierarchal model in two stages. The first level
in the hierarchy models the underlying system and measurement process for a single
individual. The individual response model can for example be an analytical expression
depending on the explanatory variables in the regression model or a more complex,
dynamic model.
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Stage 1: Individual level
Nonlinear mixed-effects models are used to describe data of the form
yi j, i = 1, . . . , N , j = 1, . . . , ni, (2.1)
where the vector yi j denotes the jth observation for the ith individual. The response
yi j is assumed to be described by a regression model given by an ordinary differential
equation together with a measurement model. The complete model for the response is
dx i = f (x i,ui, t,φi)d t, x i(t0) = x0(φi) (2.2)
yi j = h(x i,ui, t i j,φi) + ei j, (2.3)
where time is denoted by t, the state vector of the system is denoted x i and the input
to the system is denoted ui. The vector-valued function f (x i,ui, t,φi) describes the
dynamics of the system and φi denotes the individual parameter vector for individ-
ual i. Note that the differential equation is written on differential form, which is the
standard notation for stochastic differential equations which will be introduced later.
Measurements of the system are assumed to be taken at discrete points in time and are
characterized by the measurement function h(x i,ui, t i j,φi) and the measurement error
ei j ∼ N(0,R(x i,ui, t i j,φi)).
The individual model described above can be seen as a nonlinear regression model
depending on the individual parameters φi. The link between the individual response
and the population model is given by another hierarchal relationship, namely the pop-
ulation model.
Stage 2: Population level
On a population level, the individual parameters φi are assumed to be described by
the functional relationship
φi = g (θ ,ηi,Zi), (2.4)
where g is a function depending on a vector of fixed effects θ , a vector of random
effects ηi, and covariates Zi. The random effects vector ηi is assumed to be described
by a multivariate normal distribution with mean zero and covariance matrix Ω,
ηi ∼ N(0,Ω). (2.5)
The nonlinear mixed-effects model provide means to model the population by the fixed
effects θ , i.e., the parameters associated with the specific population of interest. The
function g models the relationship between the fixed effects and the individual pa-
rameters φi, which in turn determine the individual response. The link between the
fixed effects and the individual parameters is given by the random parameter vector
ηi and possible covariates Zi. The functional relationship g provides means to model
specific distributions of parameters within the population. A common choice in for ex-
ample pharmacometrics is to assume that the individual parameters are log-normally
distributed in the population, which is modeled by the functional relationship
φi = θ exp(ηi). (2.6)
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Given a nonlinear mixed-effects model our primary interest is to make inference on the
fixed effects and the covariance structure governing the distribution of parameters. In
many applications we may not be interested in the random effects ηi per se, but they
are often calculated in the inference procedure.
2.3 Inference in nonlinear mixed-effects models
There is a vast collection of inference methods for nonlinear mixed-effects models. As
in any regression model, a popular tool for inference is maximum likelihood. We start
to derive the formal likelihood function of the observed data given the model param-
eters. Due to the nonlinearity of the model one often have to rely on approximations.
The aim is to give a brief overview of some of the most common approximations of the
likelihood function.
Derivation of the population likelihood
We let yi denote all the available data for individual i, and y the collection of all indi-
vidual data. The likelihood for a single individual is defined as the probability density
of the observed data given the parameters of the model, denoted p(yi|θ ,R,Ω). Recall
that the observed data depends on the underlying model and the measurement error.
The underlying model depends on the random effects ηi. Since the random effects ηi
are unobserved quantities, the individual likelihood can be obtained by marginalizing
over the random effects
p(yi|θ ,R,Ω) =
∫
p(yi,ηi|θ ,R,Ω)dηi. (2.7)
Utilizing the fact that p(A, B) = p(A|B)p(B) and that ηi is independent of θ and R we
get
p(yi|θ ,R,Ω) =
∫
p(yi|ηi,θ ,R)p(ηi|Ω)dηi. (2.8)
If we assume individuals to be independent, the likelihood for the collection of individ-
uals is simply a product of individual likelihoods
p(y |θ ,R,Ω) =
N∏
i=1
∫
p(yi|ηi,θ ,R)p(ηi|Ω)dηi. (2.9)
Since we assume that our dynamics is deterministic and that measurements are taken
under independent and identically distributed normal errors the probability density
p(yi|ηi,θ ,R) is simply a product of Gaussian densities. Moreover, p(ηi|Ω) is a Gaussian
density with covariance matrix Ω. Hence, the expression for the likelihood is
p(y |θ ,R,Ω) =
N∏
i=1
∫
exp(li)dηi, (2.10)
where
li = −12
ni∑
j=1

εTi jR
−1
i j εi j + log |Ri j|
− 1
2
ηTi Ω
−1ηi − 12 log |Ω|+ C , (2.11)
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where εi j denotes the residual of the jth observation of the ith individual, Ri j the co-
variance of the corresponding residual, and where the constant C does not depend on
the model parameters. Without loss of generality we set C = 0. Note that the residuals
εi j depend on ηi, and so may the covariances Ri j.
To calculate the population likelihood, we have to calculate the integrals
∫
exp(li)dηi,
i = 1, . . . , N . This is a computationally demanding task and there is only in rare cases
that an analytical expression exists. Many approaches utilizes approximations on dif-
ferent levels.
Approximation of the population likelihood
In this thesis we consider approximation of the integral by utilizing Laplace’s approxi-
mation [24, 25]. The Laplace approximation uses a second order Taylor expansion of
li around a point ηi0. That is
li(ηi)≈ li(ηi0) +∇li(ηi0)(η−ηi0) + 12(η−ηi0)
T∆li(ηi0)(η−ηi0), (2.12)
where ∇li(ηi0) and ∆li(ηi0) denote the gradient and the Hessian of the individual
likelihood evaluated at ηi0, respectively. There are several possible choices to choose
the point ηi0. One of the simplest approximations is to choose ηi0 to be equal to the
expectation of ηi, that is
ηi0 = E(ηi|Ω) = 0. (2.13)
Another approximation, is to choose ηi0 to be the mode of (2.11). In this case,
called conditional estimation, the gradient of the individual likelihood vanishes and the
approximate expression for the integral
∫
exp(li)dηi depends only on the individual
likelihood (2.11) and the Hessian of the individual likelihood. The approximate likeli-
hood becomes
L(θ ,R,Ω|y) = p(y |θ ,R,Ω)≈
N∏
i=1
exp(li(η
∗
i ))
−∆li(η∗i )2pi
−1/2 , (2.14)
where η∗i maximizes li given θ , R, and Ω. By taking the logarithm the approximate
population likelihood is
log L(θ ,R,Ω|y)≈
N∑
i=1
li(η
∗
i )− 12 log
−∆li(η∗i )2pi
 . (2.15)
Due to difficulties to compute the Hessian matrix∆li, a second level of approximation is
to approximate the Hessian as well. Utilizing a so called first order approximation, only
first order derivatives in the expression of the Hessian matrix are kept. In the general
case the covariance matrices may depend on ηi which gives an approximate expres-
sion of the Hessian matrix that includes first order derivatives of the residuals and the
covariances with respect to ηi. The conditional estimation together with keeping of all
first order derivatives is known as the first order conditional estimation with interaction
(FOCEI) method. If no interaction (dependence) between the output covariance and
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the random effects is assumed, the method is known as the first order conditional esti-
mation (FOCE) method. For a more detailed derivation of the objective function, we
refer the reader to [25].
The (approximate) maximum likelihood estimate is found by maximizing the ap-
proximate population likelihood with respect to the parameters in the model. A com-
mon approach to maximize the objective function is to utilize a gradient-based search
method together with a finite difference approximation of the gradient of the objective
function.
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In this thesis the nonlinear mixed-effects model has been further developed in two
aspects.
First, we have extended the dynamic model to include stochastic differential equa-
tions. The combination of mixed-effects models and stochastic differential equations
is the topic of Paper II. A stochastic differential equation provide means to allow for a
more general model specification. By combining the mixed-effects model and stochastic
differential equations three sources of variability can be described. Moreover, as inves-
tigated in Paper I, a stochastic differential equation can also be used as a regularization
tool in the parameter estimation problem.
Secondly, we have tackled the optimization problem of the approximate population
likelihood. A very common approach in the optimization of the approximate population
likelihood is to use a gradient-based optimization method. To calculate the gradient,
one often relies on approximations based on finite differences. However, finite differ-
ence approximations might become an unreliable description of the gradient due to the
numerical solutions of the model equations. Numerical ODE solvers using adaptive step
length are known to introduce quantification errors to the objective function, making
it non-smooth on small scales [3]. Instead, to overcome such problems, the gradient
can be determined by formally differentiating the objective function. This approach
is known as sensitivity equations and has so far, as known by the authors, not been
done in a mixed-effects model setting. The use of sensitivity equations in nonlinear
mixed-effects model is described in Paper III.
3.1 Summary of Paper I
In this paper we consider the single individual case, and hence we hereby drop the
notation i. In many applications, the underlying dynamics are described by a system
of ordinary differential equations of the general form
dx t = f (x t ,ut , t,θ ) d t, (3.1)
where the differential equation is written on differential form as this is the standard
notation for stochastic differential equations. The data is assumed to be described by a
set of measurement equations
yk = h(x tk ,utk , tk,θ ) + ek, k = 1, . . . , N . (3.2)
Estimation of model parameters in ordinary differential equations given discrete
time measurement data is a complex problem, due to the nonlinearity of model pa-
rameters. As discussed by Schittkowski [19], there are a number of possible difficulties
9
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regarding parameter estimation in dynamical systems. These include convergence to
local minima, flat objective functions and non-differentiable terms in the system dy-
namics.
In this paper, we propose a novel method used to regularize the objective function
used for parameter estimation in dynamical systems. We consider extension of the
underlying model to be described by a stochastic differential equation. Stochastic dif-
ferential equations have received great attention in a large number of fields, including
finance, pharmaceutics, and systems biology. Stochastic differential equations serve as
a natural way of introducing uncertainty in a deterministic model. In contrast to the
classical approach where uncertainty only exists in the measurements, stochastic dif-
ferential equations can provide a more flexible framework to account for deviations in
states and parameters that describe the underlying system. For an introduction to the
theory and numerical solution of stochastic differential equations, see [14].
Formally, we extend the ordinary differential equation (3.1) to a stochastic differ-
ential equation on the form
dx t = f (x t ,ut , t,θ ) d t +Σ(x t ,ut , t,θ ) dW . (3.3)
In the stochastic differential equation, W is a Wiener process and we refer to Σ(x t ,ut ,
t,θ )dW as the system noise. The system noise serves as a tool to account for all the
unknown phenomena which are not captured by the deterministic model, for example
approximations, modeling errors and oversimplifications. Hence the noise in the model
is divided into two parts, measurement noise and system noise. The SDE include the
ODE case, which corresponds to Σ = 0. The advantage of using stochastic differential
equations is that the actual states in the model can be predicted from data and this will
usually keep the prediction close to data even when the parameters in the model are
incorrect.
We consider parameter estimation using the maximum likelihood approach. Us-
ing two different models from mathematical biology (FitzHugh-Nagumo for excitable
media and the Lotka-Volterra predator-prey model) we investigate the impact of the
system noise on the objective function. The approximate likelihood is derived using
the extended Kalman filter, which is recursive algorithm for state estimation in nonlin-
ear state-space models [9]. To maximize the objective function, a gradient-based search
method is proposed. In contrast to the commonly used finite difference approximation
of the gradient, sensitivity equations for the underlying system and the filter updating
equations are utilized for an robust and accurate gradient calculation.
By considering an objective function depending on two model parameters a visual-
ization of the complex likelihood function can be obtained. In the two models of inter-
est, the ordinary differential equation setting gives an objective function with several
local minima. By utilizing the derived sensitivity equations, a number of gradient-based
optimizations is performed for each model. The two examples reveal that the objective
function can be regularized using an appropriate choice of the system noise. By allow-
ing noise in the model itself, the state estimates are attracted towards the observed data
and the number of local minima in the objective function are observed to be reduced.
10
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(a) ODE (b) SDE
Figure 3.1: Illustration of the regularization using stochastic differential equation in the
Lotka-Volterra predator-prey model. The two plots show the level curves of the objective
function in the parameter estimation problem using the ordinary differential equation
setting (a) and the stochastic differential equation setting (b). Note that in (a) there
are several local minima to where an local optimization algorithm might converge.
The conclusion in the paper is that a stochastic differential equation setup can be
used as a tool to regularize a complex objective function used for parameter estimation
in ordinary differential equations. Note that in this paper, we only consider objective
functions depending on two parameters. This choice was to allow for better visualiza-
tion and understanding of the behavior of the objective function. For future work, we
suggest an extended analysis to high dimensional problems that are known to exhibit
problems with local minima.
3.2 Summary of Paper II
In this paper we consider the nonlinear mixed-effects model described in the introduc-
tion.
In [6], the authors stress that it is vital to recognize that published applications of
nonlinear mixed-effects models are almost always predicated on correctness of f (x i,
ui, t,φi). Using ordinary differential equations, the underlying model is seen as true
and the only error in the mixed-effects model is incorporated as measurement noise.
However, in many applications there may also exist an uncertainty in the dynamics
itself. In recent years, there has been several articles describing an extension of the
classical mixed-effects model framework to include stochastic differential equations.
As described in Paper I, the stochastic differential equations can be used as a tool to
account for all the unknown phenomena which are not captured by the deterministic
model, for example approximations, modeling errors and oversimplifications.
In this paper, we propose a combination of the nonlinear mixed-effects model and
11
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stochastic differential equations to allow for uncertainty in the model dynamics. As
argued in [2], the random part of the model may be due to true randomness in pa-
rameters and state variables over time. Also, in systems without true randomness,
SDEs can be used to model an incomplete or imperfect model structure. By combining
stochastic differential equations and mixed-effects modeling three sources of variability
can be distinguished; measurement error, parameter variability and model uncertainty.
As in the regular nonlinear mixed-effects model we consider measurement error on
the individual level and parameter variability on the population level. However, since
stochastic differential equations includes a stochastic part, introduced as the system
noise in Paper I, we also consider variability in the underlying dynamics.
Parameter estimation in the stochastic mixed-effects framework is a complex prob-
lem. On a population level, one have to rely on approximations of the population
likelihood, as described in the introduction. Moreover, since the state of the system is
uncertain when using stochastic differential equations it has to be estimated from ob-
served data. Several approaches has been proposed, see e.g. [15, 16, 2, 7]. In [12, 10],
the authors propose a combination of the first-order conditional estimation approxima-
tion of the population likelihood, together with the extended Kalman filter (see e.g.
[9]) for state estimation.
Paper II serves as an introduction to pharmacokinetic modeling using stochastic
differential equations. In this paper, we have extended the analysis to include the first-
order conditional estimation with interaction approximation of the population likeli-
hood together with correlation between random effects parameters. One of the major
contributions to the parameter estimation problem in mixed-effects models is the uti-
lization of sensitivity equations to calculate the gradient in the optimization problem.
This was not the main objective of Paper II, and the new gradient method is instead
derived in Paper III.
As mentioned in the introduction, the nonlinear mixed-effects model is frequently
used for data analysis in pharmaceutical applications. Pharmacokinetics is a large field
of pharmacometrics, and is used to model the administration, distribution, metabolism,
and elimination of drugs. In Paper II, we consider two different pharmacokinetic mod-
els. First, we simulate a data set from a known model and estimate the model param-
eters from the simulated data. This serves a proof-of-concept of the derived method
and we investigate whether the model parameters and the three sources of variability
can be estimated from data. We also investigate the impact of assuming a deterministic
model and neglecting the system noise. Secondly, we extend a previously published
pharmacokinetic model of nicotinic acid (NiAc) in obese Zucker rats [1] to a stochas-
tic pharmacokinetic model. The aim of the investigation is to compare the previously
published model with the stochastic model, in terms of parameter estimates and model
prediction.
To estimate the model parameters in the stochastic mixed-effects model framework
we have developed the necessary functionality in Mathematica, which also features
nonlinear mixed-effects modeling using ordinary differential equations. The estima-
tion results from the simulated model show that the model parameters and the three
sources of variability can be estimated from the data. Moreover, if the stochastic part
is neglected the measurement variance is significantly overestimated. The results for
the stochastic pharmacokinetic NiAc disposition model show that the error previously
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described as pure measurement error can be divided into a reduced measurement error
and a significant system noise. The significant system noise implies that the determin-
istic model structure may not be sufficient to be describe the observed data. The exten-
sion of the deterministic model to decrease the system noise has not been investigated
in the current paper.
3.3 Summary of Paper III
To estimate the parameters in the nonlinear mixed-effect model described in the in-
troduction, the approximate population likelihood has to be maximized with respect
to the parameters in the model. Moreover, due to the conditional estimation meth-
ods (FOCE, FOCEI) the approximation of the population likelihood requires another
optimization of the individual likelihoods. Further on, we will refer to the optimiza-
tion of the approximate population likelihood with respect to the model parameters as
the outer optimization problem and optimization of individual likelihoods with respect
to the random effects as the inner optimization problem. For each step in the outer
optimization problem the inner optimization problem has to be performed for each
individual in the population.
In many applications, the optimization problem is solved by adopting a gradient-
based method, for which a popular method is the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) updating formula [13]. Using a gradient-based method, an expression for the
gradient of the objective function is necessary. As noted in [16], three different solu-
tions to the problem is of interest, namely finite difference approximation, symbolic
differentiation and automatic differentiation.
To calculate the gradients needed in the optimizations (outer and inner) the most
common approach is to utilize a finite difference approximation. However, due to the
adaptive schemes for solving the underlying ordinary differential equations, finite dif-
ference approximations can be unreliable on small scales [3]. In Paper III, we have
considered symbolic differentiation of the approximate population likelihood. By for-
mally differentiating the objective function, expressions of the gradient can be obtained,
which is achieved by repeated use of the chain rule. To our knowledge, this has not
been done in mixed-effects models until now.
In Paper III, we derive the gradients of the objective functions in the inner and outer
optimization problem using the FOCEI (and FOCE, which is a special case of FOCEI)
approximation of the population likelihood. Derivation of the objective functions im-
plies the need of derivation of the system of ordinary differential equations describing
the dynamics, which results in the so called sensitivity equations of the original system
of ordinary differential equations. Consider a system of ordinary differential equations
depending on a parameter vector θ = (θ1, . . . ,θp)
dx
d t
= f (x ,θ ). (3.4)
To obtain the sensitivity of a parameter θk both sides of the ordinary differential equa-
tion is differentiated with respect to θk. Hence
d
dθk
dx
d t
=
d
dθk
f (x ,θ ). (3.5)
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Figure 3.2: Illustration of sensitivity equations. The solution to the differential equation
dA
d t = −kA (blue, solid) and its corresponding sensitivity with respect to the parameter k
(purple, dashed). The initial condition is A(0) = 1 and the parameter value is k = 0.5.
Rearranging the order of integration on the left side and expanding the right side we
get
d
d t
dx
dθk
=
∂ f (x ,θ )
∂ x
dx
dθk
+
∂ f (x ,θ )
∂ θk
. (3.6)
By solving the original system of ordinary differential equations together with the sensi-
tivity equations we are able to form the expressions of the gradients needed. This leads
to a larger system of ordinary differential equations to solve. However, this system is
only solved once to obtain both the value of the objective function and its gradient, in
contrast to the finite difference case where the original system is solved several times
to approximate the gradient using the finite difference approximation.
The proposed method is evaluated using two different pharmacokinetic models.
We consider gradient evaluation using finite difference approximation and compare it
with the cases where sensitivity equations are used in the inner optimization problem,
the outer optimization problem, and both inner and outer, respectively. We are not
interested in the running time per se, but merely the relative time differences between
the cases.
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