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INTRODUCTION
Relative pose of the partial view of an object in a scene with respect to the reference system attached to the object can be determined by using matching techniques. This work is concerned with the problem of matching 3D range data of a partial view over the 3D data of the complete object. Resolution of this problem is of utmost practical interest because it can be used in applications like industrial robotics, mobile robots navigation, visual inspection, etc.
A standard way of dealing with this problem is to generating a model from the data, which allows extracting and representing some information associated to the source data. There are two basic classes of representation (Mamic and Bennamoun, 2002) : object based representations and view based representations.
In the first class, models are created by extracting representative features of the objects. This type can be divided into four major categories: boundaries representations, generalized cylinders, surface representations and volumetric representations, being the third one the mostly used. In this case, a surface is fitted from the range data and then certain features are extracted from the fitted surface. Spherical representations belong to this category, being the Simplex Angle Image (SAI) representation (Higuchi et al., 1994; Hebert et al., 1995; Adán et al., 2001b; Adán et al., 2001a) an important example of this type of surface representation. In general terms, object based representations are not the most suitable ones for application in partial views matching. Concerning to the view based representations they try to generate the model as a function of the diverse appearances of the object from different points of view. There exist a lot of techniques that belong to this class (Mamic and Bennamoun, 2002) . Let us remark the methods based in principal components (PC) (Campbell and Flynn, 1999; Skocaj and Leonardis, 2001) , which use them in the matching process as discriminant parameters to reduce the initial range images database of an object generated from all possible viewpoints.
The method presented in this paper can be classified halfway of the two classes because the appearance of the object from all the possible points of view are not stored and managed. Instead of that, only some features of each view are stored and handled. More specifically, just three critical distances are established from each point of view. These distances are determined by means of the principal components computation. A first approach to the transformation matrix between the partial view and the complete object can be obtained from this computation. The definitive transformation is finally achieved by applying a particular version of the Iterative Closest Point (ICP) algorithm (Besl and McKay, 1992) to the gross transformation obtained in the previous stage. A comparative study of different variants of the ICP algorithm can be seen in (Rusinkiewicz and Levoy, 2001 ).
The paper is organized as follows. A general description of the overall method is exposed in the next section. The method developed to obtain the database with the principal components from all the possible viewpoints are described is section 3. Section 4 is devoted to present the matching algorithm built on top of the principal components database. A set of experimental results is shown in section 5 and conclusions are stated in section 6.
OVERALL DESCRIPTION OF THE METHOD
As it has been mentioned, the first stage of the proposed method is based on the computation of the principal components from the range data corresponding to a partial view. Let us call X to this partial view. Principal components are defined as the set of eigenvalues and eigenvectors {(λ i ,ẽ i ) |i = 1, . . . , m} of the Q covariance matrix:
(1) where X c represents the range data translated with respect to the geometric center.
In the particular case we are considering, X c is a matrix of dimension n × 3 and there are three eigenvectors that point to the three existing principal directions. The first eigenvector points to the spatial direction where the data variance is maximum. From a geometrical point of view, and assuming that the range data is homogeneously distributed, it means that the distance between the most extreme points projected over the first direction is the maximum among all possible X c couple of points. The second vector points to another direction, normal to the previous one, in which the variance is maximum for all the possible normal directions. It means again that the distance between the most extreme points projected over the second direction is the maximum among all the possible directions normal to the first vector. The third vector makes a right-handed reference system with the two others. The eigenvalues represent a quantitative measurement of the maximum distances in each respective direction.
From the point of view of its application to the matching problem it is important to remark firstly that the eigenvalues are invariant to rotations and translations and the eigenvectors invariant to translations, and secondly that the frame formed by the eigenvectors represents a reference system fixed to the own range data. The first remark can be helpful in the process of determining which portion of the complete object is being sensed in a given partial view, i.e. the recognition process. The second one gives an initial estimation of the searched transformation matrix that matches the partial view with the complete object in the right pose. In fact, it is only valid to estimate the rotation matrix because the origins of the reference systems do not coincide.
To implement the recognition process it is necessary to evaluate, in a previous stage, all the possible partial views that can be generated for a given complete object. We propose a method that considers a discretized space of the viewpoints around the object. Then a Virtual Partial View (VPV) is generated for all the discretized viewpoints using a z-buffer based technique. Principal components of each one of these VPV are then computed and stored, such that they can be used in the recognition process.
Initial information of the possible candidate zones to matching a sample partial view to the complete object can be extracted by comparing the eigenvalues of the sample with the stored values. Nevertheless, this is only global information and it only concerns to orientation estimation. A second process must be implemented in order to obtain a fine estimate of the final transformation matrix. We use the ICP algorithm applied to the set of candidates extracted in the previous process. The transformation matrix estimated from the eigenvectors is used as the initial approximation required by the ICP algorithm. The final matching zone is selected as the one that minimizes the ICP error. Figure 1 shows a schematic block diagram of the entire developed method. More implementation details are explained in next sections. 
PRINCIPAL COMPONENTS DATABASE GENERATE
A database storing the principal components of all the possible partial views that can be generated from the range data of a given complete object must be computed in an off-line previous stage. Figure 2 shows the steps followed in this process. Range data of the complete object is firstly translated to its geometric center and then normalized to the unit value. Therefore, we will start to work with the following normalized range data:
where M is the range data of the complete object, c is the geometric center, max is the maximum function and || · || is the Euclidean distance. At this point, as can be observed in Figure 2 , the most important step of the method is the computation of the virtual partial views (VPV) described in the next subsection.
Virtual Partial Views Computation
A VPV can be defined as a subset of range data points O ⊂ M n virtually generated from a specific viewpoint VP, and that can be approximated to the real partial view obtained with a range sensor from the same VP.
Notice that in this definition it is necessary to consider, apart from the object range data itself, the viewpoint from which to look at the object. In order to take into account all the possible viewpoints, a discretization of the visual space around the object must be considered. A tessellated sphere circumscribed to the object is used for that and each node of the sphere can be considered as a different and homogeneously distributed viewpoint from where to generate a VPV (see Figure 3) .
For a specific VP its corresponding virtual partial view is obtained by applying the z-buffer algorithm. This algorithm is widely used in 3D computer graphics applications and it allows defining those mesh patches that can be viewed from a given viewpoint. Specifically, only the facets with the highest value of the z component will be visible, corresponding the Zaxis with the viewing direction.
This method is designed to apply when there is information about the surfaces to visualize, but not when just the rough 3D data points are available. Some kind of data conversion must be done previous to use the algorithm as it is. We have performed this conversion by generating the named multipixel matrix of the range data. This matrix can be obtained as follows. First a data projection over a plane normal to the viewing direction is performed:
where U is the matrix representing such projection. This transformation involves a change from the original reference system S = {O, X, Y, Z} to the new one S = {OX Y Z } where the Z' component, denoted as z', directly represents the depth value. From these new data an image can be obtained by discretizing the X'Y' plane in as many pixels as required, and by assigning the z' coordinate of each point as the image value. Notice that in this process several points can be associated to the same pixel if they have the same (x',y') coordinate values. To avoid depth information loss in these cases, the image values are stored in a three dimensional matrix. For that reason the created structure is denoted as multipixel matrix. Figure 4 shows a typical scheme of this matrix. On the other hand, figure 5 shows as a grey-scaled image and in a compacted manner all the two-dimensional matrices that conform this structure. Pixels next to white color represent higher z' values. Figure 6 shows an image obtained by selecting for each pixel the maximum of its associated z' values. If the data points corresponding to these selected z' values are denoted as O ⊂ M n , then the VPV can be obtained by applying the inverse of the U transformation defined in equation (3), i.e.:
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The set of range data points corresponding to a VPV obtained after the application of the described process to a sample case can be seen in the figure 7 (a) and (b). It can be observed that results are generally acceptable but some spurious data appear. These values were already noticeable from figure 6 where they look like a salt-pepper noise effect. Due to this fact, a median filter (see figure 8) is applied to the image before evaluating the equation (4), in order to obtain the definitive range data points of the searched VPV (figure 9). 
Principal Components of VPV Computation
Once the range data points of a VPV have been determined the associated principal components can be computed from them. They will be the eigenvectors and the eigenvalues of the covariance matrix at (1), where X c is now O. Due to the fact that the eigenvectors only provide information about the line vectors but not about their directions, some uncertainties can appear in the ulterior matching process. For example, using right handed coordinate systems like in figure 10, if no direction is fixed in advance there are four ambiguous possibilities for frame orientation. It can be also seen in the figure 10 that when one of the line directions is fixed only two possibilities appear, being related one to the other by a rotation of π radians around the fixed axis. For that reason, before storing the VPV eigenvectors, following steps are applied:
1. Verify if the third eigenvector forms an angle smaller than π/2 with the viewing direction. If not, we take the opposite direction for this eigenvector.
2. The first eigenvector direction is taken to build together with the two others a right-handed frame.
After these steps, principal components of the VPV are stored in the database for posterior use in the matching process. Figure 11 shows the definitive principal components of a given VPV. 
MATCHING PROCESS
The developed matching process is divided in four stages (see figure 1 ):
1. Principal components computation of the acquired partial view.
2. eigenvalues comparison and initial candidates zones selection.
3. Initial transformation estimation by using the eigenvectors.
4. ICP algorithm application to determine the final transformation.
The method developed to carry out the three first stages is described in the next subsection. Then we will explain how the ICP algorithm is applied to obtain the final result.
Initial Transformation Matrix Computation
The first thing to do is to compute the eigenvectors and eigenvalues of the acquired range partial view. To maintain equivalent initial conditions than in the VPV computation we must apply the same steps applied to the complete object range data: normalization with respect to the geometric center of the complete object, M; multipixel matrix generation; z-buffer algorithm application and, finally, data filtering. In this case the main objective is to try the handled data being the most similar possible to those used in the principal component computation of the VPV. After that, the principal components are computed and the definitive vector directions are established following the steps described in subsection 3.2. Then the eigenvalues of the acquired view are compared with the eigenvalues of all the stored VPV by evaluating the following error measurement: Notice that a given VPV can achieve the minimum value of e λ and not being the best candidate. This is because the feature we are using is a global one. For that reason we take a set of selected candidates to compute the possible initial transformation. Specifically, we are selecting the five VPV candidates with less error.
These initial transformations do not give the exact required rotation to coupling the eigenvector because the original data are not normalized with respect the same geometric center. Mathematically, what we are computing is the rotation matrix R such that applied to the eigenvectors of the real partial view, E r , gives a set of eigenvectors coincident with the VPV ones, E v . Because both E r and E v represent orthonormal matrices, the searched rotation matrix can be computed from the next expression:
Because of the ambiguity of the two possible directions existing in the eigenvectors definition, the final matrix can be the directly obtained in (6) or another one obtained after rotating an angle of π radians around the third eigenvector. Figure 12 shows the results of the comparing eigenvectors algorithm. In (a) the real partial view is shown. The five selected candidates with less e λ error values are remarked over the sphere in part (b). An arrow indicates the first candidate, i.e. the corresponding to the minimum e λ value. The approximate R matrix obtained as a result of equation (6) evaluation can be observed in (c). In this case the result corresponds to the VPV associated to the first candidate viewpoint. Definitive matrix will be obtained after a refinement process by means of the ICP algorithm application.
Summarizing, the resulting product of this phase is a transformation matrix T whose sub matrix R is obtained from equation (6) 
ICP Algorithm Application
The Iterative Closest Point (ICP) (Besl and McKay, 1992) is an algorithm that minimizes the medium quadratic error
among the n data points of an unknown object P', called scene data, and the corresponding data of the database object P, called model data. In our particular case, the scene data are the range data of the real partial view, X c , normalized and transformed by the T matrix, and the model data are the subset of points of the complete object M n that are the nearest to each of the scene points. The latest will change at each iteration step.
Once the model data subset in a given iteration step k are established, and assuming that the error e(k) is still bigger than the finishing error, it is necessary to determine the transformation matrix that makes minimum the error e(k). Solution for the translation part, the t vector, is obtained from the expression (Forsyth and Ponce, 2002) :
where r i and r i are the coordinates of the model data points and scene data points respectively. With respect to the rotation part, the rotation matrix R that minimizes the error, we have used the Horn approximation (Horn, 1988) , in which R is formed by the eigenvectors of the matrix M defined as:
This approximation gives a closed-form solution for that computation, which accelerates significantly the ICP algorithm.
The algorithm just described is applied to the five candidates selected in the previous phase. The chosen final transformation matrix will be that one for which the finishing ICP error given by expression (7) is the smaller one. Figure 13 shows the results for the same data points of figure 11 after application of the ICP algorithm. Partial view after applying the final transformation matrix matched over the object and the complete object range data are plotted together. Plots from two different points of view are shown to improve the visualization of the obtained results. 
EXPERIMENTAL RESULT
The algorithm proposed in the present work has been tested over a set of 21 objects. Range data of these objects have been acquired by means of a GRF-2 range sensor which provides an average resolution of approximately 1 mm. Real size of the used objects goes from 5 to 10 cm. height and there are both polyhedral shaped and free form objects (see figure 14) .
We have used a sphere with 1280 nodes to compute the principal components for the complete object. Some tests have been made with a mesh of 5120 nodes, but the associated increment of the computation time does not bring as a counterpart any improvement in the obtained matching results.
With respect to the multipixel matrix, sizes around 22x22 pixels have empirically given good results. The matrix size can be critical in the method functionality because high value implies poor VPV generation, and low value involves a reduction in the number of range data points that conform the VPV, making unacceptable the principal components computation.
Once the principal components database was generated for all the considered objects we have checked the matching algorithm. Three partial views have been tested for each object, making a total of 63 studied cases. The success rate has been the 90,67%, what
Object 2 Figure 15: Some results over polyhedral objects of the proposed method
Objeto 4 Figure 16: Some results over free form objects of the proposed method demonstrates the validity of the method.
The average computation time invested by the algorithm has been 75 seconds, programmed over a Pentium 4 at 2.4 GHz. computer under Matlab environment. The time for the phase of eigenvalues comparison and better candidates' selection is very small, around 1 sec. The remaining time is consumed in the computation of the principal components of the real partial view and, mainly, in the application of the ICP algorithm to the five candidates: five times for the direct computation of the R matrix from equation (6), and another five times due to the direction ambiguity existing in the eigenvectors definition described in subsection 3.2. Figures 15 and 16 show the results obtained with several polyhedral and free-form objects respectively. Apart from the intensity image of the object, subplot (a) presents the range data of the complete object, subplot (b) shows the partial view set of points, subplot (c) shows the data transformed after eigenvalues comparison, and subplot (d) contains the final results after ICP algorithm application. Some plots have been rotated to enhance data visualization.
Finally it is important to remark that the developed algorithm can handle partial views with autoocclusions. Figure 17 shows an example of this case. 
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CONCLUSIONS
A method to find the best matching of a range data partial view with the complete object range data has been presented in this work. The method takes advantage of the principal components concept. The eigenvalues comparison allows determining the most probable matching zones among the partial view and the complete object. The corresponding eigenvectors are used to compute an initial transformation matrix. Applying the ICP algorithm refines this one and the definitive transformation is obtained. For the comparison purposes a database of principal components must be generated in advance. A procedure has been designed and described to virtually generate all the possible partial views of a given complete object and then to compute the associated principal components. The procedure is based on the z-buffer algorithm.
The method has been tested over a database containing 21 objects, both polyhedral and free form, in a 63 case study (three different views for each object). The success rate has been the 90,67%. The method has proven its robustness to auto-occlusions. Some improvements can still to be made in a future concerning to the candidate selection step. Several candidates appear at the same zone and they could be grouped into the same one for the following step of ICP application.
Finally it is important to remark that the presented method has very good performance in the shown matching problem but it can also be applied in recognition applications with similar expected performance.
