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ABSTRACT
We measure the large-scale bias of dark matter halos in simulations with non-Gaussian
initial conditions of the local type, and compare this bias to the response of the mass
function to a change in the primordial amplitude of fluctuations. The two are found to
be consistent, as expected from physical arguments, for three halo-finder algorithms
which use different Spherical Overdensity (SO) and Friends-of-Friends (FoF) methods.
On the other hand, we find that the commonly used prediction for universal mass
functions, that the scale-dependent bias is proportional to the first-order Gaussian
Lagrangian bias, does not yield a good agreement with the measurements. For all halo
finders, high-mass halos show a non-Gaussian bias suppressed by 10–15% relative to
the universal mass function prediction. For SO halos, this deviation changes sign at
low masses, where the non-Gaussian bias becomes larger than the universal prediction.
Key words: cosmology: theory, large-scale structure of Universe, inflation
1 INTRODUCTION
Measurements of the anisotropies in the cosmic microwave
background (CMB) point towards a Gaussian distribution of
primordial fluctuations, with a nearly scale-invariant spec-
trum (see Adam et al. (2016) for the most recent results
from the Planck satellite). Nevertheless, testing the Gaus-
sianity of the initial conditions is still an active research area
as a detection of any departure from Gaussianity could help
discriminate among different classes of inflationary models
which, as yet, predict initial conditions consistent with our
current observations of the CMB (see Bartolo et al. (2004);
Komatsu (2010); Chen (2010) for reviews).
For instance, single-field models, in which only one
field is responsible for the generation of primordial per-
turbations, can generate a sizable three-point function, or
bispectrum, for the equilateral model of primordial non-
Gaussianity (PNG), where the three wave numbers are com-
parable (Babich et al. (2004)). However, they predict a neg-
ligible signal in squeezed configurations, which describes the
coupling of large-scale modes with small-scale modes (Mal-
dacena (2003)). By contrast, models with more than one
field generate a sizable non-Gaussianity in squeezed config-
urations (e.g. the curvaton scenario, see Enqvist & Sloth
(2002); Lyth & Wands (2002); Moroi & Takahashi (2001)).
Non-Gaussianity in the primordial curvature perturba-
tions which peaks in squeezed configurations can be obtained
with a simple parametrization known as the local type PNG.
In this limit, the primordial gravitational potential is defined
as
Φ(x) = φG(x) + f
loc
NL(φ
2
G(x)− 〈φ2G〉) +O(φ3G) , (1)
where f locNL is the non-linearity parameter, φG is a Gaussian
field, and the last term indicates that the expansion can be
extended to higher orders, which we will not consider in this
analysis.
The Planck experiment has put the tightest constraints
as of today on primordial non-Gaussianity, constraining
f locNL = 0.8 ± 5.0 for the local type and fequilNL = −4 ± 43 for
equilateral configurations (Ade et al. (2016)). On the other
hand, many multifield inflationary models predict f localNL of
order unity, and are consequently not excluded yet. Thus,
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improving constraints on local-type non-Gaussianity by an
order of magnitude would be highly desirable.
While the current CMB limits are nearly cosmic-
variance limited and, therefore, should not improve much
in the future, observations of the large scale structure in the
late universe have the potential to outperform the current
constraints. Recent measurements of galaxy clustering and
the integrated SachsWolfe (ISW) effect are able to constrain
f locNL at the level of ∆fNL ∼ 30 (Xia et al. (2010), Xia et al.
(2010, 2011); Ross et al. (2013); Giannantonio et al. (2014);
Leistedt et al. (2014) ), while future galaxy redshift surveys
are expected to yield constraints at least competitive with
Planck (Giannantonio et al. (2012); Alonso et al. (2015)).
For instance, the Euclid mission has promising figures for
galaxy power spectrum measurements, with ∆f locNL ∼ 4 (see
Amendola et al. (2013)). Even more promising, the combina-
tion of the galaxy power spectrum and bispectrum leads to
a forecasted error of σ(f locNL) = 0.2 for the NASA SPHEREx
mission (Dore´ et al. (2014)). Future intensity mappings of
the 21cm emission line of high-redshift galaxies should also
interesting constraints with ∆f locNL ∼ a few (Camera et al.
(2013)). These errors could improve significantly if intensity
maps are combined with galaxy redshift surveys (Camera
et al. (2015); Fonseca et al. (2015); Alonso et al. (2015)).
Primordial non-Gaussianity leaves various footprints in
the formation of structures at late time (see Liguori et al.
(2010); Desjacques & Seljak (2010) for reviews): the abun-
dance of massive objects is enhanced (suppressed) for pos-
itive (negative) PNG; the clustering amplitude (bias) of
galaxies relative to matter becomes strongly scale-dependent
on large scales, and the 3-point function of galaxies encodes
the shape of the primordial bispectrum (Nishimichi et al.
(2010); Sefusatti et al. (2010); Baldauf et al. (2011); Se-
fusatti et al. (2012); Tellarini et al. (2015); Assassi et al.
(2015); Lazanu et al. (2016)).
In this analysis, we focus on this second signature, the
scale-dependent bias which was first noticed by Dalal et al.
(2008) when measuring the cross halo-matter power spec-
trum in N-body simulations with non-Gaussian initial con-
ditions of the local type. The large scale bias was found to
have an additional, scale dependent, contribution
Phm
Pmm
= bG1 + ∆bκ(k, fNL) , (2)
where we define
∆bκ(k, fNL) = 2fNL
bNG
M(k) . (3)
They found that bNG was proportional to the first-order
bias1,
bunivNG = δcb
L
1 . (4)
Here, Phm is the cross halo-matter power spectrum, Pmm is
the matter power spectrum, δc is the critical linear overden-
sity, bG1 and b
L
1 = b
G
1 − 1 are the Eulerian and Lagrangian
bias, respectively, and
M(k) = 2
3
k2T (k)D(z)
H20 Ωm
, (5)
1 Here“univ” stands for “universal”, because this result is found
to be valid for universal mass functions only, as we explain in the
next paragraphs.
connects the linearly evolved matter density field and the
primordial potential through the Poisson equation, where
the transfer function T (k) tends to unity at large scales,
the linear growth rate D(z) of density perturbations is nor-
malised to D(z) = 1/(1 + z) during matter domination,
and H0 and Ωm are the present-day value of the Hubble
rate and matter density, respectively. In Matarrese & Verde
(2008), this signature was derived in the limit of high peaks,
while Slosar et al. (2008) showed that such a local-type non-
Gaussianity in the primordial gravitational potential induces
a local modulation of the amplitude of matter fluctuations
proportional, at first order, to the non-linearity parameter
fNL. This modulation has an effect on the abundance of
virialized halos, so that
bPBSNG =
∂lnn¯h
∂lnσ8
. (6)
Here, “PBS” signifies “peak-background split”, relating to
the fact that the derivation of this behavior uses the sep-
aration of scales as it is usually done for the large scale
bias of halos (Kaiser (1984); Bardeen et al. (1986)). This ar-
gument can be generalized to more general types of primor-
dial non-Gaussianity (Schmidt & Kamionkowski (2010)). We
express the mean halo overabundance n¯h in terms of the
number density of objects that have a mass in the interval
[M,M + dM ], that is, the differential number density per
unit volume and unit mass.
Analytical models of the halo mass function (Press
& Schechter (1974); Bond et al. (1991); Sheth & Tormen
(1999)) suggest that it is characterized by a first crossing
distribution, or multiplicity function, νf(ν),
n¯h(M, z) =
M2
ρ¯m
νf(ν)
dlnM
dlnν
, (7)
where ν(M, z) = δc(z)/σ(M, z) is the peak height and
σ(M, z) is the amplitude of matter fluctuations for objects
of mass M at redshift z. If the multiplicity function f(ν)
depends only on the peak height ν, the halo mass function
is dubbed “universal” since all the redshift dependence is
encoded in the peak significance ν. In this case, and within
the spherical collapse approximation, the non Gaussian bias
amplitude is proportional to the first order Lagrangian bias
(Slosar et al. (2008); Ferraro et al. (2013); Schmidt et al.
(2013); Scoccimarro et al. (2012)),
∂lnn¯h
∂lnσ8
n¯huniv−→ δcbL1 (M) , (8)
such that Eq. (4) and Eq. (6) coincide in this limit.
The assumption of universality of the mass function has
long been studied and its validity is still under debate (see
Tinker et al. (2008); Reed et al. (2013); Despali et al. (2016)
and Pillepich et al. (2010) for a discussion about universality
in non-Gaussian simulations). Moreover, it is still unclear to
which extent even a small deviation from universality may
affect the non-Gaussian bias amplitude and therefore induce
corrections in the relation of Eq. (8).
Previous analyses (see e.g. Dalal et al. (2008); Des-
jacques et al. (2009); Pillepich et al. (2010); Smith et al.
(2012)) always assumed the limit of Eq. (8) to be valid; with
the important exception of Scoccimarro et al. (2012) who,
however, did not compute the modulation of the mass func-
tion relative to the local matter amplitude but to mass; and
Matsubara (2012), who considered generic Lagrangian bias
c© 0000 RAS, MNRAS 000, 1–12
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Table 1. Description of our 8 sets of simulations. In the last two columns, we quote numbers for the particle mass of each simulation and
the minimum halo mass Mmin resolved. The latter corresponds to a minimum of 50 particles per halo, below which a SO identification
algorithm is not reliable.
runs N particles L box (Gpc/h) σ8 f locNL Mpart(M) Mmin(M)
4 15363 2.0 0.83 0.0 1.8× 1011 9.2× 1012
6 15363 2.0 0.85 0.0 1.8× 1011 9.2× 1012
4 15363 2.0 0.87 0.0 1.8× 1011 9.2× 1012
6 15363 2.0 0.85 250.0 1.8× 1011 9.2× 1012
6 15363 2.0 0.85 −250.0 1.8× 1011 9.2× 1012
1 15363 1.0 0.83 0.0 2.3× 1010 1.1× 1012
1 15363 1.0 0.85 0.0 2.3× 1010 1.1× 1012
1 15363 1.0 0.87 0.0 2.3× 1010 1.1× 1012
models. In agreement with an earlier analysis by Hamaus
et al. (2011), they found some discrepancies between the
measurement of the non Gaussian bias and the prediction
from Eq. (4), namely, the latter underestimates the effect
of fNL, when looking at halos identified with a Friends-of-
Friends (FoF) algorithm. The same behaviour was confirmed
recently by Baldauf et al. (2016). By contrast, a similar anal-
ysis based on halos identified with a Spherical Overdensity
(SO) finder found that Eq. (4) significantly overestimates
the scale-dependent bias for halos with mass M ∼ M?,
see Hamaus et al. (2011). Quantifying and understanding
these discrepancies is particularly relevant for the forthcom-
ing galaxy redshift surveys aiming at precise constraints of
fNL.
The goal of this study is to accurately test the non-
Gaussian bias correction in Eq. (6), ascertain the validity of
the limit of Eq. (8) and explore the sensitivity of our results
to the particular choice of halo finder. We will measure the
effect in N-body simulations that include dark matter (DM)
particles solely. For this purpose, we adopt the following
strategy:
(i) Run 3 sets of simulations with Gaussian initial con-
ditions and identical cosmologies, but for different values of
the matter amplitude σ8;
(ii) Run 2 sets of simulations with non-Gaussian initial
conditions of the local type, with positive and negative val-
ues2 of fNL = ±250;
(iii) Estimate numerically the logarithmic derivative of
the halo mass function n¯h w.r.t σ8 using the 3 sets of simu-
lations of point (i), and use another set of simulations with
smaller volume to check the convergence of our measure-
ments at low mass;
(iv) Measure the linear Eulerian bias bEul1 = 1 + b
L
1 from
the Gaussian simulations;
(v) Measure the scale dependence of the halo power spec-
trum at large scales in the presence of primordial non-
Gaussianity by estimating the cross halo-matter power spec-
trum 〈δhδm〉/〈δmδm〉 in the non-Gaussian simulations under
point (ii).
Our paper is organized as follows. After introducing the
2 Such values of fNL are, of course, excluded by current CMB
constraints. Notwithstanding, since our focus is on the amplitude
of the scale dependent bias proportional to fNL rather than the
amplitude of fNL itself, we choose the largest value of fNL possible
that is compatible with our linear treatment in fNL, in order to
get the cleanest possible signal.
details of our N-body simulations in §2, we present our mea-
surement in §4 and discuss our results in §5. We conclude in
§6.
2 THE N-BODY SIMULATIONS
Since our goal is to thoroughly investigate the scale depen-
dence of halo bias at large scales in the presence of initial
non-Gaussian conditions, on the one hand our simulations
need to be run on a sufficiently large volume such that we
can push for large scales and, on the other hand, they need
to have high resolution to reliably identify individual halos
and be able to trust the sensitivity down to low mass ranges.
We achieve this goal by running the 8 sets of simulations
outlined in Table 1.
These simulations were run on the Baobab cluster at the
University of Geneva and on the Odin cluster at the Max
Planck Institute in Garching. The cosmology is a flat ΛCDM
model with Ωm = 0.3, h = 0.7, ns = 0.967 and varying σ8
as shown on Table 1. The transfer function was obtained
from the Boltzmann code CLASS (Blas et al. (2011)). The
initial particle displacements were implemented at zi = 99
using the public code 2LPTic (Scoccimarro (1998); Crocce
et al. (2006)) for realizations with Gaussian initial condi-
tions and its modified version (Scoccimarro et al. (2012)) for
non-Gaussian initial conditions of the local type. The simu-
lations were evolved using the public code Gadget2 (Springel
(2005)).
We perform our measurement using three different al-
gorithms for finding DM halos. We consider the Spheri-
cal Overdensity (SO) algorithm Amiga Halo Finder (AHF)
(Gill et al. (2004); Knollmann & Knebe (2009)), using a
redshift-independent overdensity of ∆ = 200 with respect
to the background matter density. The first of the two dif-
ferent Friends-of-Friends (FoF) finders considered is Rockstar
(Behroozi et al. (2013)), for which we use a linking length
of λ = 0.28. Since Rockstar uses an FoF algorithm to find
halos, but estimates the halo mass with a SO approach, we
shall refer to it as “Hybrid”. The code provides several pre-
scriptions to measure the SO halo mass, we choose to be con-
sistent with the AHF prescription and use again ∆ = 200ρ¯m.
Finally, we employ a genuine Friends-of-Friends algorithm
with two different linking lengths of λ = 0.15 and λ = 0.2,
which we shall simply refer to as FoF.
c© 0000 RAS, MNRAS 000, 1–12
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3 THEORY
The quantity we want to measure is the scale-dependent
shift, ∆bκ(k, fNL), introduced in Eq.(3), to the ratio between
the halo-matter cross power spectrum in non-Gaussian sim-
ulations over the matter auto power spectrum in Gaussian
simulations. We model this quantity, following Desjacques
et al. (2009), as
PNGhm (k, fNL)
PGmm(k, 0)
= bGhm + ∆bI(fNL) + b
G
hmβm(k, fNL)
+ ∆bκ(k, fNL) +O(bG2 , f2NL). (9)
This formula describes only the leading order corrections,
where by leading order here we mean at first order both in
the bias and in the nonlinear parameter fNL and higher order
terms are included in the term O(bG2 , f2NL). Since our focus
is on the effect at the largest scales, higher order corrections
will not be analyzed in detail, as they only become relevant
on small scales. We will however comment on them at the
end of this section. In addition to the linear Gaussian halo
bias bGhm measured as in Eq. (14) and the scale-dependent
bias ∆bκ(k, fNL), which dominates at low wavenumber, we
have taken into account two additional contributions.
Firstly, there is a scale-independent correction
∆bI(fNL) = − 1
σ(M)
∂
∂ν
ln
[
f(ν, fNL)
f(ν, 0)
]
, (10)
which arises from the change in the mean number density of
halos (hence the slope of the mass function) in the presence
of PNG (see Afshordi & Tolley 2008; Desjacques et al. 2009).
This effect grows with increasing halo mass, given that it is
inversely proportional to the variance σ(M) and that the
effect of fNL peaks at the high mass tale of the halo mass
function. Also, the correction has opposite sign with respect
to fNL, since the bias decreases (increases) whenever the
halo mass function is enhanced (suppressed), as in the case
of a positive (negative) fNL.
Secondly, the matter power spectrum also changes in
the presence of PNG (Scoccimarro et al. 2004; Grossi et al.
2008; Taruya et al. 2008; Pillepich et al. 2010), and this
induces a correction of the form
βm(k, fNL) =
Pmm(k, fNL)− Pmm(k, 0)
Pmm(k, 0)
. (11)
Here Pmm(k, 0) and Pmm(k, fNL) are the matter power spec-
trum from the Gaussian and non-Gaussian initial conditions,
respectively. Being a loop correction, this term vanishes on
large scales and becomes more important with increasing
wavenumber, and is thus qualitatively different from that of
∆bκ(k, fNL).
Notice that, for the high values fNL = ±250 adopted
here, second order effects proportional to f2NL may be im-
portant. However, we can take advantage of our simulations
with both negative and positive fNL and cancel contribu-
tions up to order O(f3NL), as we will explain in the next
section.
In our expression for the halo-matter power spectrum,
we have only included the leading terms relevant on large
scales, which correspond to linear bias operators. All higher
order, nonlinear bias terms only enter at the loop level,
and are suppressed by powers of (k/kNL)
3+n, where kNL is
the nonlinear scale, and kNL ≈ 0.3hMpc−1 at redshift zero,
while n ≈ −1.5 is the index of the matter power spectrum
on the scales of interest. Since we restrict our fits to scales of
k < 0.03hMpc−1, neglecting these terms does not bias our
estimate of bNG.
Note also that, as shown in McDonald (2008); Assassi
et al. (2015), the large-scale scale-dependent bias propor-
tional to b2 first proposed in Matarrese & Verde (2008) is
renormalized into the parameter bNG in the general pertur-
bative bias expansion; that is, there is no additional contri-
bution ∝ b2 on large scales.
4 MEASUREMENTS
In this section, we provide details of our measurements on
the N-body simulations with the specifications given above.
Here and henceforth, error bars represent the standard devi-
ation of the mean calculated from the different realizations,
σmean =
√∑N
i=1(xi − µ)2
N(N − 1) , (12)
where xi is the value for the i-th realization, N is the number
of realizations and µ is the mean among the realizations.
4.1 Halo mass function
We measure the halo mass function for each set of simula-
tions for the three algorithms by counting halos in logarith-
mically spaced mass bins. We ran the halo finders on the
outputs at redshift z = 0, 1 and 2 in order to explore the
redshift dependence of our results.
We compare the measurement for the SO and Hybrid
halos to the fitting formulae of Tinker et al. (2010) (hereafter
Ti10) and, for the FoF halos, to that of Sheth & Tormen
(1999) (hereafter S&T99). Note that the mass function of
S&T99 is of the form of Eq. (7), with a multiplicity function
given by
ν2f(ν) = A
(
1 +
1
ν′2p
)(
ν′2
2
)1/2
e−ν
′2/2
√
pi
(13)
where ν′ =
√
qν. We use the fitting values A = 0.322 and
0.368, p = 0.3 and 0.25 and q = 0.8 and 0.7 for λ = 0.15
and 0.2, respectively.
In Figure 1, we show the results for the Gaussian simu-
lations with σ8 = 0.85. For the SO and Hybrid halo finders,
we consider the two box sizes in order to assess the conver-
gence at low mass whereas, for the FoF halos, we measure
the mass function from the 2 Gpc/h boxes using two differ-
ent linking lengths, λ = 0.15 and 0.2.
4.2 Linear bias
For Gaussian initial conditions and at sufficiently large, i.e.
linear, scales, the halo bias is scale independent, but de-
pendent on the mass and redshift of the halo population
considered. This constant value can be measured by taking
the ratio of the halo and matter power spectra
bGhm =
PGhm
PGmm
. (14)
To measure these power spectra, we extract the dark matter
and halo fluctuation fields δm(k) and δh(k) by interpolating
c© 0000 RAS, MNRAS 000, 1–12
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Figure 1. Halo mass function for the Gaussian simulations with σ8 = 0.85, where both box sizes for the SO (left) and Hybrid (center)
algorithms are included. In the right panel we show the FoF halos for the 2 Gpc/h box and for two different values of the linking length.
Corresponding fits are shown as dotted and long dashed lines, respectively. In the lower panels, we show the relative difference between
the fits and the measurements.
particles (dark matter and halo centers) on a three dimen-
sional grid of size 5123.
Notice that the linear bias can be computed also using
the ratio
bGhh =
(
PGhh − C
PGmm
)1/2
, (15)
where in this case one needs to substract the shot noise C.
Recent studies indicate that the shot noise may deviate from
the constant value C = 1/n¯ which is assumed for DM halos
that are Poisson sampled (see Baldauf et al. (2013, 2016) and
Appendix A for more discussion about this). We therefore
consider the cross value bhm only for the present analysis.
We chose to split the halo catalogs into three mass bins
with equal number of halos for the 2 Gpc/h box simulations,
adding two bins at lower mass for the smaller, 1 Gpc/h box.
The characteristics of these halo bins are displayed in Table
2, along with the values of the corresponding linear halo
bias. We measured the latter upon taking ratios as in (14)
and averaging over the wavenumber interval k ∈ [0.004, 0.03]
h/Mpc since, at higher wavenumbers, higher order biases
(such as b2) start to contribute significantly. Note also that
we define the central mass value of each bin to be
M¯ =
∫Mmax
Mmin
dMM n¯h(M)∫Mmax
Mmin
dM n¯h(M)
, (16)
where n¯h is the halo mass function fit, Ti10 in case of
SO/Hybrid halos and S&T99 in case of FoF halos. A plot of
all the measured ratios as in (14) are displayed in Appendix,
Figs. A2.
4.3 Scale dependent bias
In order to measure ∆bκ(k, fNL), we define the following
quantities
A+ = P
NG
hm (k,+250)
PGmm(k, 0)
− bGhm −∆bI(+250)− bGhmβm(k,+250)
(17)
A− = P
NG
hm (k,−250)
PGmm(k, 0)
− bGhm −∆bI(−250)− bGhmβm(k,−250) ,
which are both evaluated for each of the six realizations. We
therefore obtain
1
2
(A+ −A−) = ∆bκ(k,+250) +O(fNLbG2 , f3NL) , (18)
since ∆bκ(k, fNL) is linear in fNL. Each term in A+ and A−
can be computed directly from the simulations: the linear
bias bGhm is computed as explained in the previous section,
the scale independent shift ∆bI is evaluated by taking the
numerical derivative of the measured halo mass function
for non-Gaussian and Gaussian simulations and the mat-
ter power-spectrum correction βm is also estimated using
the measured matter power spectra for Gaussian and non-
Gaussian initial conditions.
Using the combination in Eq. (18), we are able to get rid
of all the terms proportional to f2NL. Here and henceforth,
we shall neglect all the contributions that depend on b2 and
f3NL.
Our final estimate for the non-Gaussian bias
∆bκ(k, fNL) is the average over the six realizations.
Furthermore, we can invert Eq. (3) to have a measurement
of the amplitude of ∆bκ(k, fNL), that is,
bˆNG =
1
Nk
∑
ki∈[0.004,0.01]
M(ki)
2fNL
∆bκ(ki, fNL) . (19)
In practice, we bin the measurements in Fourier space into
equally spaced logarithmic bins of width ∆ log10 k = 0.1,
c© 0000 RAS, MNRAS 000, 1–12
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Figure 2. Non gaussian bias for the three mass bins, SO and FoF halo finder algorithms and redshifts z = 0, 1, 2 for the 2Gpc/h box
sets for the non Gaussian simulation with fNL = 250.
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SO Hybrid SO Hybrid FoF (λ = 0.2) FoF (λ = 0.15)
Mass M¯ 1 Gpc/h bmh bmh 2 Gpc/h bmh σbmh bmh σbmh bmh σbmh bmh σbmh
1.1− 2.2 1.6 0.74 0.88 − − − − − − − −
2.2− 9.2 4.2 0.77 0.92 − − − − − − − −
9.2− 14 11.1 1.07 1.20 1.01 0.02 1.13 0.01 1.05 < 0.01 1.11 < 0.01
14− 27 18.9 1.18 1.26 1.14 0.01 1.27 0.01 1.13 < 0.01 1.22 < 0.01
27− 3000 82.9 1.56 1.67 1.65 0.01 1.73 0.01 1.62 < 0.01 1.73 < 0.01
Table 2. Measured values for linear bias at redshift z = 0 for the Gaussian simulations where mass ranges are expressed in units of
1012M and refer to the 2Gpc/h box sets and the 1Gpc/h box sets.
Figure 3. Non gaussian bias amplitude bNG as a function of mass for all mass bins and halo finders, at redshift z = 0. Blue pentagons
are the measured value using the relation of Eq.(19), green triangles are estimated using Eq. (4) and orange squares refer to the PBS
prescription, Eq. (25).
and average over all the bins lying in the wavenumber inter-
val [0.004, 0.01].3
3 Note that the kmax we use here, kmax = 0.01, is lower than the
one we used for the Gaussian bias measurement, kmax = 0.03.
Since loop and higher-order bias corrections contribute at the
same scales in the two cases, the kmax should be in principle the
same. However, in the case of the non Gaussian bias there are
additional uncertainties in the determination, for example, of the
scale independent shift ∆bI , so that we use a more conservative
kmax.
To ascertain the robustness of our measurement of bˆNG,
we use an additional method for the FoF halos. Namely, we
consider the quantity
Q =
Phm,+250(k)− Phm,−250(k)
2Pmm,0(k)
=∆bκ(k,+250) + ∆bI(+250) + b
G
hmβm(k, fNL)
(20)
on large scales k < 0.02 hMpc−1 for each of the six re-
alizations. On these scales the non-Gaussian corrections to
c© 0000 RAS, MNRAS 000, 1–12
8 M.Biagetti, T. Lazeyras, T. Baldauf, V. Desjacques, & F. Schmidt
the matter power spectrum are negligibly small. Using the
mean Q¯ and standard deviation of the mean ∆Q over the
six realization, we can write down the χ2
χ2 =
∑
ki
1
∆Q2(ki)
(
Q¯(ki)− bˆNG 2fNLM(ki) − ∆̂bI
)2
. (21)
We then proceed to find the parameters bˆNG and ∆̂bI that
minimize the above χ2 as well as their joint covariance ma-
trix. The effect of βm, for this method, is accounted for by
adding a k2 component in the above fit. We have performed
this check and have found no significant changes in the in-
ferred constraint on bˆNG or its error.
Since we want to test the relation Eq. (8), we distinguish
between the “universal (univ)” and “peak-background split
(PBS)” predictions for the amplitude of the non-Gaussian
bias:
bunivNG = δc(b
Eul
1 (M)− 1), (22)
bPBSNG =
∂lnn¯h
∂lnσ8
. (23)
In the first relation, we subtract a factor of unity from the
Eulerian halo bias in order to get the linear Lagrangian halo
bias, since both are related through (Mo & White 1996)
bEul1 = 1 + b
L
1 . (24)
Measuring bunivNG is, therefore, straightforward since we have
already estimated the linear Eulerian bias in the previous
section (cf. Table 2). We will adopt the value δc = 1.687
throughout, which is motivated by spherical collapse con-
siderations Gunn & Gott (1972). By contrast, the measure-
ment of bPBSNG requires a numerical evaluation of the deriva-
tive of the halo mass function with respect to the normal-
ization amplitude σ8. Using the 4 realizations of the 3 sets
with Gaussian initial conditions with different amplitude
σ8 = 0.83, 0.85, 0.87 we can perform this task very precisely.
Specifically, we compute this derivative via
bPBSNG (M) =
1
4
4∑
i=1
0.85
2n¯ih(M, 0.85)
nih(M, 0.87)− nih(M, 0.83)
0.02
,
(25)
and thus obtain bPBSNG as a function of halo mass. The halo
mass function for each realization is obtained by counting
halos in 30 logarithmically spaced mass bins (see Fig. 1). We
then interpolate it to get a smooth function of mass. To get
a prediction for the three mass bins we are considering here,
we weight the measured values of bPBSNG within each bin with
the interpolated measured halo mass function.
We now present the results. Firstly, we show in Figure 2
measurements of ∆bκ(k, fNL) multiplied by (k/H0)
2 at red-
shifts z = 0, 1 and 2 for the SO and FoF halo finders. As
expected from Eq. (3), at large scales, k . 0.1 h/Mpc, the
scale dependence becomes noticeable and indeed exhibits
a k−2 behavior as is evident from the good agreement with
the solid lines. The agreement at smaller scales, i.e. at scales
k & 0.01 is not as good, especially for FOF halos. This is
unsurprising since we are not properly modeling those scales
(i.e. including higher order terms such as higher order biases
and loop corrections to the non-Gaussian power spectrum).
We leave a more detailed comparison to future work.
Turning to the quantity bNG as described in the previous
paragraph, we compare the measured bˆNG with the estimates
of bunivNG and b
PBS
NG described above. In Figure 3 we show these
results at redshift z = 0 for the three halo finders whereas,
in Figure 4, we include also the redshifts z = 1 and z = 2
for the three halo finders and plot the ratio bPBSNG /δcb
L
1 . If
the universal prediction for bNG were correct, then this ratio
would be equal to 1 at all redshifts. Figure 4 is our main
result.
5 DISCUSSION
We begin with Figure 3. Clearly, the peak-background split
prediction bPBSNG , Eq. (6), is in very good agreement with
the measured scale-dependent bias bˆNG for all halo finders
and mass bins considered here. As outlined in Section 3,
the theory indeed predicts that bNG = b
PBS
NG is exact (at all
masses). Our measurements confirm this to within errors, for
the range of tested masses. We can therefore use our mea-
surements of bPBSNG , which moreover have a smaller statistical
uncertainty, to investigate the accuracy of the universal mass
function prediction Eq. (4) in detail.
Figure 4 shows the relative deviation of bPBSNG , sim-
ply referred to as bNG in the following, from the predic-
tion bunivNG = δcb
L
1 . We clearly see that, for all halo finders
employed, the latter overpredicts bNG for rare halos with
bL1 & 1. We have fitted the quantity
bPBSNG
δcbL1
= rX for b
L
1 ≥ 1, (26)
where X indicates different halos finder, and find the follow-
ing values,
rSO = 0.9, rHybrid = 0.89, rFoF = 0.85. (27)
For SO and hybrid halos, which show very similar behavior
overall, a clear trend of the relative deviation with bL1 is seen,
with evidence of a reversal for marginally biased halos with
bL1 . 0.5 in case of SO halos. There are also strong indica-
tions that bNG changes sign at a nonzero value of b
L
1 , i.e. that
bNG ∝ bL1 +const for these halos (see the upper left panel of
Figure 3). Further, the measurements from simulations with
different resolution (box size) are in good agreement, with
only small deviations at redshift z = 2. Given that for the
small box we have only one realization, we expect that the
higher mass bins data may deviate given that the number
density of halos in this range at redshift z = 2 is low. Note
that, since our measurements for halos at different redshifts
have little overlap in terms of bL1 , we cannot rule out that the
quantity bNG/δcb
L
1 has a residual redshift dependence in ad-
dition to that on bL1 . On the other hand, no significant trend
with bL1 of the deviation is seen for FoF halos, for which the
fit in Eq. (26) is consistent over the entire range of bL1 . Our
results based on the PBS expression Eq. (6) represent the
most precise measurements to date of the scale-dependent
halo bias due to primordial non-Gaussianity.
Before turning to the theoretical interpretation of our
results, we briefly compare with results in the literature.
Pillepich et al. (2010) presented simulation measurements of
bNG for FoF halos (λ = 0.2), and pointed out that the scale-
dependent bias is smaller by 20–70% percent than predicted
by the universal mass function. Grossi et al. (2009) also
measured the scale-dependent bias for FoF halos (λ = 0.2).
They considered a fixed cumulative halo mass bin, MFoF >
c© 0000 RAS, MNRAS 000, 1–12
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Figure 4. Ratio of the non-Gaussian bias amplitude bPBSNG to the standard universal prediction δcb
L
1 as a function of b
L
1 for all mass bins
and at redshifts z = 0, 1 and 2. The different panels show results for the SO, Hybrid and FoF halos with linking length λ = 0.2. Black
dashed lines indicate the fitted constant value of bPBSNG /δcb
L
1 at b
L
1 & 1 for each finder.
1013 M/h, at different redshifts, corresponding to a range
of bL1 ∼ 0.1 − 3. Their results were found to be consistent
with a uniform deviation of
bNG
δcbL1
≈ 0.75 , (28)
which they identify with an effective threshold q˜δc with
q˜ = 0.75. 4 Given their measurement uncertainties, this is
most likely consistent with our findings in the right panel of
Figure 4. Reid et al. (2010) analyzed the same simulations
as Grossi et al. (2009), also using an FoF finder. Splitting
halos by their formation time identified using merger trees,
they find significant dependence of bNG on the formation
time; that is, they detect assembly bias in the amplitude of
the non-Gaussian bias. While it would be interesting to per-
form a similar study on our halo samples, we defer this to
future work. Another analysis with FoF halos was done by
Scoccimarro et al. (2012), who compare N-body measure-
ments of the scale-dependent bias to a prediction based on
the derivative of the mass function with respect to mass,
and to the one predicted by universal mass functions. They
find that the former is broadly consistent with the measure-
ments, while the latter deviates to up to 50%, at redshift
z = 0, for halos found with a linking length λ = 0.2.
Desjacques et al. (2009) measured bNG using the same
SO halo finder (AHF) as employed here, yet with a den-
sity criterion given by the redshift-dependent virial overden-
sity ∆c(z) predicted by a spherical collapse calculation (Eke
et al. 1996). In particular, ∆c(z = 0) ' 340. They did not
find strong evidence for the ratio bNG/δcb
L
1 being different
from unity, although their measurements do not rule out a
value of bNG/δcb
L
1 = 0.9 at high mass (see their Fig. 8). An-
other simulation set was analyzed in Wagner & Verde (2012)
using the same halo definition. Averaging over all mass and
redshift bins, they obtained (their Fig. 11)
bNG
δcbL1
≈ 0.9 . (29)
4 We introduced the tilde to highlight the fact that Grossi et al.
(2009) use a rescaling δc → q˜δc in the ratio of non-Gaussian and
Lagrangian density bias, while the S&T99 mass function would
indicate δc → √qδc.
They also found mild evidence for an increase in bNG/δcb
L
1
towards less biased halos, especially for their lowest two mass
bins. These results are in very good agreement with the left
panel of Figure 4.
Hamaus et al. (2011) presented results for both FoF and
SO halos. They derived the scale-dependent bias for a wide
halo mass bin, but considering different weighting schemes.
Their results for FoF halos are again consistent with our
results, finding a suppression of bNG/δcb
L
1 ≈ 0.8 with no
strong mass dependence, as can be seen by comparing their
results for unweighted and weighted halos (Figures 4 and 5
there); the latter are weighted by bL1 to optimize the scale-
dependent signal, yielding a larger effective halo mass and
bias for the weighted halos (bL1 = 0.7 vs 0.3 for uniform
weighting). Very different results were obtained for SO halos,
for which Hamaus et al. (2011) found, in the unweighted case
corresponding to bL1 = 0.3, bNG/δcb
L
1 ≈ 1.4. This reduces in
the weighted case (bL1 = 0.8) to bNG/δcb
L
1 ≈ 1.0. Although
our measurements at very low bL1 are not sufficiently precise
to conclusively confirm these results for bL1 = 0.3, they are
broadly consistent. Moreover, our results for bL1 = 0.8 indeed
confirm a value of bNG/δcb
L
1 ≈ 1 (left panel of Figure 4).
Baldauf et al. (2016) also measured the response of halo
counts to a rescaling of the linear power spectrum ampli-
tude, i.e. our bPBSNG . Further, they measured the linear bias
bL1 from the response of halo counts to a long wavelength
overdensity implemented as an effective curvature, all for
FoF haloes with linking length λ = 0.2. Combining the two
measurements, they find that bPBSNG /δcb
L
1 ≈ 0.85, which is
completely consistent with our findings.
Overall, we thus find good agreement with previous re-
sults on the scale-dependent bias presented in the literature.
However, by using Eq. (6) we are able to provide substan-
tially more precise constraints on bNG for highly biased ha-
los.
We now discuss the implications of our results for quan-
titative models of halo formation. At high mass, discrepan-
cies between bunivNG and the data can be explained by differ-
ences in the effective spherical collapse threshold δc, which
depends on the details of the halo identification algorithm
(see e.g. Desjacques & Seljak 2010). This could be formalized
with the Lagrangian approach of Matsubara (2012), which
c© 0000 RAS, MNRAS 000, 1–12
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predicts a generic multiplicative factor of q˜ in Eq. (8). For
instance, it is known that FoF halos with linking length 0.2
trace linear overdensities with an effective linear threshold
< 1.687, which would explain why bunivNG with δc = 1.687
overestimates bNG at high mass. For the FoF haloes, the fit-
ted correction factor rFoF is consistent with the ellipsoidal
collapse prediction rFoF =
√
q, where q is the value required
for the S&T99 fit of the mass function in Fig. 1. The smaller
linking length λ = 0.15 requires a larger q = 0.8 for the
mass function fit and requires a consistently larger rFoF.
This finding is in line with the interpretation that smaller
linking lengths lead to more spherical haloes, which are thus
in closer agreement with the spherical collapse predictions.
However, this effect is not expected to apply to SO halos.
Moreover, the departure from bunivNG observed for SO halos
at low mass cannot be reabsorbed by a change in the over-
density criterion used in the definition of SO halo masses
(here, ∆ = 200 with respect to matter). This is because
such a change would affect the results even more strongly
at high mass, where the mass function is steep. Therefore,
the departure from universality observed here is unrelated
to the effect discussed in Tinker et al. (2008), which is in-
duced by their particular choice of ∆ as recently pointed out
by Despali et al. (2016). Another possible explanation is the
failure of the spherical collapse approximation at low mass,
which we have assumed to compute bunivNG = δcb1. One may
be tempted to replace the critical threshold δc = 1.687 for
spherical collapse by, e.g., the corresponding value δc = δec
in the ellipsoidal collapse (see e.g. Afshordi & Tolley 2008,
for instance). However, this would most likely only explain
part of the deviation, since we see significant evidence than
bNG changes sign at a different mass than that correspond-
ing to bL1 = 0, which cannot be explained by a change of
δc.
Furthermore, our findings also invalidate the non-
Gaussian bias prediction of current excursion set peak (ESP)
implementations. In this approach (see Paranjape & Sheth
2012; Paranjape et al. 2013, for details), the amplitude of
the non-Gaussian bias is a weighted sum of all the second-
order bias parameters (Desjacques et al. 2013). This gen-
erally holds for any “microscopic” Lagrangian bias models
(Matsubara 2012), in contrast to models which perform a
large-scale bias expansion (Schmidt et al. 2013). However,
while the ESP predicts bNG = b
PBS
NG for a deterministic
barrier, in agreement with our findings (Desjacques et al.
2013), the stochastic barrier of Paranjape et al. (2013) yields
bNG > b
PBS
NG (Biagetti & Desjacques 2015), which is clearly
ruled out by our measurements. To remedy this issue, one
should treat the scatter around the mean barrier as a field
with long-range correlations, rather than a pure white noise
term as done in Paranjape et al. (2013); Biagetti & Des-
jacques (2015). This is the subject of ongoing investigations.
Another intriguing finding is the different behaviour of
the large-scale stochasticity of SO and FoF halos presented
in Appendix A. In particular, SO halos show a significantly
stronger scale dependence of the stochasticty on large scales
than FoF halos. If confirmed in a more detailed analysis, this
raises interesting questions about the sensitivity of the halo
stochasticity and its scale dependence on the halo identifi-
cation algorithm.
6 CONCLUSION
We have confirmed the general peak-background prediction,
Eq. (6), for the scale-dependent bias bNG from local primor-
dial non-Gaussianity for a range of halo finders and halo
mass bins. As this merely involves taking a derivative of the
halo mass function with respect to the initial power spec-
trum amplitude, this provides a simple and efficient means
to measure bNG. No implementation of non-Gaussian initial
conditions is needed at linear order in fNL. Moreover, this
technique can also be applied directly to simulations that
employ, for example, hydrodynamics, cooling, star forma-
tion, and feedback, or semi-analytical approaches to gener-
ate galaxy catalogs from simulation outputs. Our results in-
dicate that the dependence of bNG on the linear Lagrangian
halo bias bL1 = b1−1 is typically suppressed by 10−15% rel-
ative to the universal mass function prediction. This raises
interesting questions for theoretical models of halo forma-
tion such as the excursion set peaks approach.
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Figure A1. In the upper panel, we plot the stochasticity matrix as a function of k for the three mass bins and both halo finder algorithms
for the 2Gpc/h box sets for the Gaussian simulations and the constant shot noise 1/n¯h for SO (black long dashed line) and FoF (dotted
line). In the lower panel, we plot the relative difference between the stochasticity matrix σ2n and the constant shot noise 1/n¯h.
APPENDIX A: THE STOCHASTICITY
MATRIX
In this appendix, we present results on the shot noise from
our measurement of the halo-halo power spectrum Phh. For
this purpose, let us define the stochasticity matrix as (see
Seljak et al. (2009))
σ2n(k) = 〈[δh(k)− bmhδm(k)]2〉 (A1)
= Pˆhh(k)− 2bmhPˆmh(k) + b2mhPˆmm(k) (A2)
where the hat indicates quantities measured from simula-
tions. We plot the stochasticity matrix σ2n as a function
of the wavenumber k in Figure A1. Our choice of approxi-
mately equal number density mass bins corresponds to ap-
proximately equal fiducial 1/n¯h shot noise power spectrum
amplitudes indicated by the horizontal lines. Similarly to
what was found in Seljak et al. (2009); Baldauf et al. (2013)
for FoF halos, the Rockstar halos show an approximately
constant noise level in the limit k → 0. For the highest
mass bin the measured shot noise is lower than the fiducial
shot noise, but for the two lower mass bins we don’t see a
significant deviation from 1/n¯h. However, for SO halos the
behavior of σ2n as a function of k exhibits an unexpected
scale dependence at large scales, particularly evident for the
lowest mass bin. Furthermore, in the k → 0 limit, the two
lowest mass bins exceed the fiducial shot noise significantly,
whereas the higher mass bin seems to approach 1/n¯h. Bal-
dauf et al. (2013) explained the negative stochasticity cor-
rections with small scale halo exclusion and the positive cor-
rections with non-linear clustering (for instance from second
order bias b2). Both of these effects vanish on small scales
(k  1/R, where R is the typical size of the halo). The ob-
served positive large scale stochasticity correction and scale
dependence for SO haloes thus hint towards significant dif-
ferences between FoF and SO haloes in either the non-linear
biasing or the exclusion. In particular, a reduced exclusion
scale would lead to more dominant non-linear clustering ef-
fects, which typically come with a larger typical scale R and
thus approach zero for lower wavenumbers. We reserve a
detailed investigation of this issue for future work. The dif-
ference in the stochasticity is manifest also when measuring
the linear bias from the halo-halo power spectrum,
bGhh =
PGhh − 1/n¯h
PGmm
. (A3)
After subtracting the Poisson noise expectation from PGhh,
the value of the linear bias bGhh differs from the one inferred
from the halo-matter cross power spectrum via Eq. (14) in
the case of the two lower mass bins of SO halos, even on
scales where higher order biases are explected to have a
negligible effect. On the other hand, the two values agree
for Hybrid halos up to k ∼ 0.03, see Fig. A2.
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Figure A2. Linear bias for SO halos (left) and Hybrid halos (right) at all redshifts for the Gaussian simulations with σ8 = 0.85 for
three mass bins, where we are using the 2Gpc/h box sets. We have subtracted the shot-noise 1/n¯h in Phh. Horizontal lines indicate the
fitted value of bGhm as explained in the text.
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