Appropriate discussions of the concepts of differentiation and integration of functions from R + to 35, as well as the existence and uniqueness of solutions Y: R + -> S8 of (1) , can be found in E. Hille's text [8, Chapters 4, 6, 9] . Let Y= Y(x) be any solution of (1) . It is easy to verify by differentiation that (2) γ*γ'_γ*,γ* =c ( constant ) onΛ + (* denotes adjoint). The term conjoined (or prepared) is used to describe a solution Y for which the constant operator C in (2) 
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T. L. Hayden and H. C. Howard [7, Theorem 1] In particular, ^ is a convex subset of the set of all bounded linear functionals on S8.
In this paper we shall use positive linear functionals on 55 to develop oscillation criteria for (1), and we shall show how these criteria include a large number of well-known oscillation criteria for matrix differential systems of the form (1), as well as for the scalar equation (6) y" + p(x)y=0.
Extensions of our results to nonlinear differential systems and differential inequalities of the form (1) are discussed in the final section of the paper.
Oscillation criteria.
Our first theorem gives an oscillation criterion for the differential equation (1). The method of proof and the manner in which positive functionals are used provide a model for the other results in the paper. THEOREM 
If there exists an element g E $ such that
Proof. This proof is based on the proof of a corresponding result for the scalar version (6) of equation (1) Let g be an element of $ such that (7) holds, and suppose that (1) is nonoscillatory. Let Y be nontrivial conjoined solution of (1). Then there exists a point
The conjoined property of Y implies that Z is self adjoint. By differentiating Z and using the fact that Y is a solution of (1), we obtain
Since Z 2 is nonnegative definite, I Z\t)dt is nonnegative definite and
It follows from the hypothesis (7) that g I P(t) dί ->oo a s x -^oo, so
Define the operator W on [b, oo) by
Jb
Then, by our results immediately above, together with the basic properties of the positive functional g, we have
is the positive number associated with g according to the characterization (4) of positive linear functionals. 
Thus the results of Hayden and Howard are special cases of our theorem.
W. Allegretto and L. Erb [1] developed oscillation criteria for the matrix differential system (9) (
where R and P are symmetric with R positive definite on JR + , and their result specialized to the matrix version of equation (1) 
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If we let e be the n -component vector with Γs in the i u i 2 , , ί k positions and O's elsewhere, then g e ( ) = ( e, e), where ( , ) is the "standard" inner product on R", is a positive functional and g e (Λ) = ΣA. Thus Theorem A is included in Theorem 1.
Allegretto and Erb's work generalized a result of E. S. Noussair and C. A. Swanson [14] , which stated in terms of the matrix version of (1) 
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Each of these results is a special case of Theorem 1. For if e x is the n-component vector with a 1 in the ith position and O's elsewhere, then g eι is a positive functional on the set of n x n matrices, and g eι (Λ) = (Λe n e ι ) = a u . Similarly, the functional "trace" is a positive functional on the set of n x n matrices, and, in fact, for any n x n matrix A,
trA=±ge,(Λ).

ί = l
Finally, it is clear that Theorem 1 is a generalization of the well-known , [18] oscillation theorem for the scalar equation (6) .
The work of Hayden and Howard [7, Theorem 3] Proof. The method of proof is analogous to that of Theorem 1, and so we shall omit most of the details.
Assume the theorem is false and let Y be any nontrivial conjoined solution of (1) Integration of this inequality yields
and contradicts the hypothesis ί a \x)dx = °°.
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Theorem 2 generalizes the result of Hayden and Howard [7, Theorem 3] , as well as that of Etgen [5, Theorem 3] . In the matrix case, if we let a(x) = x and let g e be the positive functional defined by g e (A) = ΣA in the notation of Theorem A, then Theorem 2 gives the result (again, restricted to equation (1) [3] , W. J. Coles introduced the idea of weighted averages to obtain an oscillation criterion for the scalar equation (6) which extended a result of P. Hartman [6]. Coles' work was subsequently generalized by J. W. Macki and J. S. W. Wong [13] through the use of averaging pairs. In this section we use averaging pairs to establish for equation (1) (12) 2
Weighted averages. In
then equation (1) is oscillatory. REMARKS. If we take σ = a = 1 in Theorem 3, we get that (13) implies (1) is oscillatory. This is a generalization of Hartman's result [6] . Since (7) implies (13) Proof of Theorem 3. Let (or, α) be an averaging pair and let g E $ have the property lim x -+πg[Σ x J(x)] = α>. Assume that the theorem is false, and let Y and S be the operators specified in the proof of Theorem 2. Consider equation (11) . By squaring both sides of (14) and using the linearity of g, we have
' σ(t)a™(t)g[aιl2 (t)V(t)]dtJ>{g
The Cauchy-Schwartz inequality, together with the properties of g, namely (4), applied to the left side of this inequality produces the inequality
Define the operator W on [fc, °°) by
If we multiply (15) by σ(x) and write the resulting inequality in terms of the operator W, we get An examination of these results shows that the nonlinear systems are defined in a manner such that the methods developed for linear differential systems can be applied. In this sense, then, the results presented in this paper can be extended to both (16) and (17). 
