A formal analysis of series equations involving Jacobi polynomials is given. (2N + 1) series equations involving Jacobi polynomials are reduced to a set of N simultaneous
p"(X <7, X) -r(x + n)r(1 + + ^ _ x + n), (2.3) and JJfl, X; p) denotes the Jacobi polynomial Jn(a, X; p) = 2Fi(a + n, -n; X; p). We assume that a+l>X><r, 0<o-<l. We further assume that the arbitrary weight factor Hn has a sufficiently rapid convergence property. The introduction of the factor Tln substantially extends the applicability of the theory to mixed boundary-value problems.
3. Reduction to simultaneous Fredholm integral equations.
In this section we show that series equations (2.1) and (2.2) can be reduced to simultaneous Fredholm integral equations of the second kind which can be solved by a standard numerical method.
The orthogonality relations for the Jacobi polynomials can be written in the form From the theory of the Yolterra integral equation of the first kind (e.g. [6] ), the function ip2i(r) can be expressed as (3.6) tt ar jr _ ry
In this section we derive simultaneous Fredholm integral equations of Once these integral equations are solved, ^2i(?*) and C" can be determined by (3.6) and (3.4), respectively. The following lemmas play an important role in the derivation of the integral equations.
Lemma. 1. The following relation is due to Noble [5] : 3. The function T(a, u; x, y) defined by (3.10) satisfies sin air d fx dp .
-si (I _ ")•(" _ f).-* T<°■«■*>■ <3-n) 4 . We define a function In(a, X, <r, d; x) by
In(a, X, o-, d) x) = £ ^P_ -^"(a, X; p) dp.
(3.12) 77te/i we have the following relation: wir(j , jz I" ~ dp E HnAlpn(\ -a, X) I"" X; p)Jn(a, X;r) dr 
By using (3.13), terms involving unknown functions \p2i{x) on the right-hand side of (3.25) can be transformed into those involving ,J/2;(a:). If we write As to the symmetry of the kernel, the relation K2j2i(y, x) = K2iti{x, y) should be noted.
Triple series equations and quadruple series equations.
Triple series equations of the first kind studied by Lowndes [4] can be treated by putting pi = d, p2 = e, p3 = 1, g2(p) = /(p), //" = 0, Ar = 1 in (2.1) and (2.2) . In this case the integral equation (3.30) is in agreement with that derived by Lowndes.
Triple series equations of the second kind studied by Lowndes [4] can be treated by substituting Pl = Po = 0, p2 = d, p3 = e, p4 = p5 = 1, gdp) = g(p), g4(p) = h(p), Hn = 0, N = 2 into (2.1) and (2.2) . Since N = 2, we have two integral equations from In order to discuss mixed boundary-value problems of two-dimensional Laplace equations in Sec. 7, trigonometric series equations are studied in detail in Sees. 5 and 6. In this section we consider the following cosine series equations: where S(a, p2i_i, p2,-i ; a;, y) is given by (6.8) . The value of K2,2,(x, x) can be computed by L'Hospital's theorem.
In order to compute Qn(a; u) we derive a recurrence formula. From (6.9) we find If we can compute Rja; u), then Q"(a; u) can be computed by the recurrence formulas (6.15) and (6.16). Now the relation (6.13) should be recalled. As far as the function Rn{!3\ u) is concerned, we gave the recurrence formula (5.18). For the numerical computation it was found convenient to write x -p2i-1 sec2 £ provided that p2i-1 0. This is illustrated by the example of triple series equations. For simplicity we consider j2(0) = 1. This problem is important for the analysis of mixed boundary-value problems of the Laplace equation which is discussed in Sec. 7. If we write Using the method in the preceding section, we discuss a mixed boundary-value problem of the Laplace equation. The problem arises in electrostatics and has an application to computation of the Maxwellian capacitance matrix of a transmission line system [1] , [2] , [3] . Let us consider the transmission line system whose cross-section is shown in Fig. 2 . We assume the symmetry of the line structure in respect to a; = 0. We further assume that the potential of the outer waveguide r is maintained zero. The Maxwellian capacitance matrix of the transmission line system is defined in the following way. If v is given, we can compute q by solving the above boundary-value problem. In order to compute the Maxwellian capacitance matrix C, we consider the following two kinds of boundary-value problems. Solving this boundary-value problem, we obtain C"--Cii+N = qai . (7.12) where q0, = g, = -q, + N . From (7.10) and (7.12), we have Cu = Cit = Kg.,-+ q.i), ^ j = 1)2) , N), Table 1 , we give the numerical result achieved by the method presented in this paper and the exact value obtained by the conformal mapping method for C\ and C0, where C, = Cu + C12, C0 = Cu -C12. The orders of the error in Ce and C0 are 0(1 /m"), where a ^ 3, while the method of a Fredholm integral equation of the first kind [1] , [2] produce the error of the order of fii/m + /32/m3, where /3,-is a certain constant. The extrapolation technique described byfKammler [2] can be utilized for C« and C0 . In this case they are given by next, _ \ _ -mlC.imJ C.
(m, , m2) -^ _ ma C"(m, CM,) -+ a<»,)''-2«m.) (m' + "" " 2mi)' Extrapolated values are also given in Table 1 . Since this example is very simple, the classical conformal mapping method can be applied. The method presented in this paper is feasible for practically important problems to which the conformal mapping method is useless, e.g. those of 5^ e2 ^ e3 . This example problem is equivalent to that of Kammler [2] except r -a> in Kammler's example. Numerical results are given in Table 2 . These computations were carried out using the computer system FACOM 230-60 at the Data Processing Center, Kyoto
University.
