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A TOPOLOGY ON THE SET OF ISOMORPHISM CLASSES
OF MAXIMAL COHEN–MACAULAY MODULES
NAOYA HIRAMATSU AND RYO TAKAHASHI
Abstract. In this paper, we introduce a topology on the set of isomorphism classes of finitely generated
modules over an associative algebra. Then we focus on the relative topology on the set of isomorphism
classes of maximal Cohen–Macaulay modules over a Cohen–Macaulay local ring. We discuss the irre-
ducible components over certain hypersurfaces.
1. Introduction
Let k be an algebraically closed field and R a finite-dimensional k-algebra. Denote by M(d) the set
of R-module structures on kd. Then M(d) is an algebraic set, which is called the module variety of d-
dimensional R-modules. One of the basic problems is to compute the irreducible components of M(d),
and have been studied by many authors including Gabriel [4], Morrison [8] and Crawley-Boevey and
Schro¨er [3]. Another approach to the structure of M(d) is made by degenerations. For M,N ∈ M(d) we
say that M degenerates to N if N ∈ OM in M(d), where OM stands for the GLd(k)-orbit of M . A lot of
studies on degenerations have been done, which include Riedtmann [9], Zwara [16] and so on.
Yoshino [11] extends the notion of degeneration to arbitrary finitely generated modules over arbitrary
associative algebras. However, as a matter of course, for this extended version of degeneration we no
longer have module varieties to develop topological arguments on degeneration. Thus, in this paper,
we introduce a topology on the set of isomorphism classes of maximal Cohen–Macaulay (abbr. MCM)
modules over a Cohen–Macaulay (abbr. CM) local ring R by means of degenerations of modules, so that
we can regard the set E(d) of isomorphism classes of MCM R-modules of multiplicity d as a substitute
for the module variety M(d) in the case of a finite-dimensional algebra. We investigate in this paper the
irreducible components of E(d) for hypersurfaces of countable CM representation type.
From now on, we give more precise explanation of our results.
Theorem 1.1 (Theorem 2.5). Let k be a field, and let R be an associative k-algebra. Denote by mod(R)
the set of isomorphism classes of finitely generated left R-modules. For a subset X of mod(R), put
K(X ) = {Y ∈ mod(R) | X⊕n degenerates to Y ⊕n for some X ∈ X and n > 0}.
Then K(−) is a Kuratowski closure operator on mod(R). In particular, it induces a topology on mod(R),
so that E(d) is equipped with a relative topology for each integer d > 0 in the case where R is a CM local
ring and k is its coefficient field.
Recall that a CM local ring R is said to have countable CM representation type if there exist infinitely
but only countably many isomorphism classes of indecomposable MCM R-modules. Let R be a complete
equicharacteristic local hypersurface with uncountable algebraically closed residue field k of characteristic
not two. Then R has countable CM representation type if and only if R is isomorphic to the ring
k[[x0, x1, x2, . . . , xn]]/(f), where
f =
{
x21 + x
2
2 + · · ·+ x
2
n (A∞),
x20x1 + x
2
2 + · · ·+ x
2
n (D∞).
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Theorem 1.2 (Theorem 3.4). Let k be an uncountable algebraically closed field of characteristic not two,
and let R be a complete local hypersurface over k having countable CM represenation type. Then for each
integer d > 0 the topological space E(d) can be represented as a finite union of irreducible closed subsets,
provided that (i) R has type (D∞) or (ii) dimR is odd and R has type (A∞).
The paper is organized as follows. In Section 2, we recall the notion of degenerations of modules over
arbitrary algebras, and introduce a closure operator using degenerations (Definition 2.4), which induces
a topology the set of isomorphism classes of MCM modules (Theorem 2.5). In Section 3, we give a
description of the irreducible components of the set of isomorphism classes of MCM modules (Corollary
3.2 and Theorem 3.4).
2. A closure operator on mod(R)
First of all, let us recall the definition of degenerations of modules over an arbitrary algebra. Through-
out this paper, unless otherwise specified, let k be a field, and let R be an (associative) k-algebra. Denote
by mod(R) the set of isomorphism classes of finitely generated left R-modules.
Definition 2.1. [13, Definition 2.1] Let V = k[t](t) be a localization of a polynomial ring, and let
K = k(t) be a rational function field, which is the quotient field of V . For M,N ∈ mod(R) we say that
M degenerates to N and write M ⇒deg N , if there exists a finitely generated left R⊗k V -module Q such
that Q is flat as a V -module, Q/tQ ∼= N as an R-module, and Qt ∼=M ⊗k K as an R⊗k K-module.
We state several fundamental properties of degenerations of modules.
Proposition 2.2. (1) One has M ⇒deg N if and only if there exists an exact sequence
0→ Z
(
φ
ψ
)
−−−→M ⊕ Z → N → 0
of finitely generated R-modules such that ψ is nilpotent. If R is a CM local ring and M,N are MCM
modules, then Z is MCM as well.
(2) If there exists an exact sequence 0 → L → M → N → 0 of finitely generated R-modules, then one
has M ⇒deg L⊕N .
(3) If M ⇒deg N and M ′ ⇒deg N ′, then M ⊕M ′ ⇒deg N ⊕N ′.
(4) One has M ⇒deg M .
(5) Suppose that R is a CM local ring. If M ⇒deg N and N is MCM, then M is MCM as well.
(6) If M ⇒deg N , then M and N give the same class in the Grothendieck group of R. Hence, if R
is a CM local ring and M,N are MCM modules, then e(M) = e(N), where e(−) stands for the
(Hilbert–Samuel) multiplicity.
(7) Suppose M ⇒deg N . Then M = 0 if and only if N = 0.
Proof. The two assertions in (1) follow from [13, Theorem 2.2] (see also [16, Theorem 1]) and [13, Remark
4.3], respectively. The assertion (2) is shown in [13, Remark 2.5]. The assertions (3) and (6) are easy
consequences of (1). Applying (1) to the trivial exact sequence 0→M →M ⊕M →M → 0 implies (4).
The assertion (5) follows from [13, Theorem 3.2] and [12, Corollary 4.7]. Finally, let us show (7). There
is an exact sequence as in (1). If M = 0, then the map ψ is injective, and its nilpotency implies Z = 0,
which implies N = 0. Conversely, assume N = 0. Then there exists a map ( α β ) :M ⊕Z → Z such that(
φ
ψ
)
( α β ) = 1. Then we have ψβ = 1, which implies that ψ is surjective. Since ψ is nilpotent, the zero
map of Z is surjective, which means Z = 0. Hence M = 0. 
For each subset X of mod(R), put
K
0(X ) = {N ∈ mod(R) |M ⇒deg N for some M ∈ X},
and for each M ∈ mod(R) put K0(M) = K0({M}).
Suppose that R is a finite-dimensional k-algebra. Then every finitely generated R-module is a finite-
dimensional k-vector space, and for all N ∈ mod(R) one has
N ∈ K0(M) ⇐⇒ N ∈ OM .
Thus we may regard K0(M) as a substitute for OM . Moreover, it is clear that
(2.1) K0(K0(X )) = K0(X ),
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or in other words, ⇒deg is transitive. (In fact, ⇒deg defines a partial order on mod(R); see [15].)
On the other hand, in the general (i.e. infinite-dimensional) case, it is unknown whether ⇒deg is
transitive, and hence we do not know if (2.1) holds. Recently, this problem has been partially resolved
by Takahashi [10, Theorem 1.2].
Theorem 2.3. Let R be a k-algebra and let L,M , N ∈ mod(R). Assume that L⇒deg M andM ⇒deg N .
Then L⊕n ⇒deg N⊕n for some integer n > 0.
Hence, the relation ⇒deg is transitive up to direct sums of copies. Taking this into account, we make
the following definition.
Definition 2.4. For a subset X of mod(R) we put
K(X ) = {N ∈ mod(R) |M⊕n ⇒deg N
⊕n for some M ∈ X and n > 0}.
If X consists of a single module M , then we simply denote it by K(M).
Taking advantage of Theorem 2.3, one can prove the following statement.
Theorem 2.5. The assignment X 7→ K(X ) induces a Kuratowski closure operator on mod(R), that is,
(1) K(∅) = ∅, (2) X ⊆ K(X ), (3) K(X ∪ Y) = K(X ) ∪ K(Y), (4) K(K(X )) = K(X )
hold for any subsets X ,Y of mod(R). In particular, it defines a topology on mod(R): a subset X of
mod(R) is closed if and only if K(X ) = X , if and only if X = K(Y) for some subset Y of mod(R).
Proof. It is straightforward to show the assertions (1) and (3), while Proposition 2.2(4) implies that the
assertion (2) holds. Let us show the assertion (4). Pick any module N ∈ K(K(X )). Then there are a
moduleM ∈ K(X ) and an integer a > 0 such thatM⊕a ⇒deg N⊕a. Hence there are a module L ∈ X and
an integer b > 0 such that L⊕b ⇒deg M⊕b. Using Proposition 2.2(3), we get degenerations M⊕ab ⇒deg
N⊕ab and L⊕ab ⇒deg M⊕ab. Applying Theorem 2.3, we obtain a degeneration L⊕abc ⇒deg N⊕abc for
some integer c > 0. This says that N belongs to K(X ), which proves that K(K(X )) is contained in K(X ).
The opposite inclusion follows from (2), and we conclude that the equality K(K(X )) = K(X ) holds. 
In the remainder of this paper, whenever we consider the set mod(R) of isomorphism classes of finitely
generated R-modules, we equip it with the topology defined in the above Theorem 2.5.
We close this section by stating a corollary of Theorem 2.5.
Corollary 2.6. (1) For subsets X ,Y of mod(R) with X ⊆ Y it holds that K(X ) ⊆ K(Y).
(2) Let M,N ∈ mod(R) be such that M⊕n ⇒deg N⊕n for some n > 0. One then has K(N) ⊆ K(M).
(3) The set K(M) is an irreducible closed subset of mod(R) for each M ∈ mod(R).
(4) For every subset X of mod(R) there exists a decomposition K(X ) =
⋃
M∈X K(M) into irreducible
closed subsets.
Proof. (1) As Y = X ∪ Y, we have K(Y) = K(X ∪ Y) = K(X ) ∪ K(Y) ⊇ K(X ) by Theorem 2.5(3).
(2) The assumption implies N ∈ K(M). Hence K(N) ⊆ K(K(M)) = K(M) by (1) and Theorem 2.5(4).
(3) Theorem 2.5 implies that K(M) is closed. Assume K(M) = X ∪Y for some closed subsets X ,Y of
mod(R). As M ∈ K(M) by Theorem 2.5(2), we may assume M ∈ X . Hence K(M) is contained in K(X ),
which coincides with X as X is closed. Therefore K(M) = X , which shows that K(M) is irreducible.
(4) We can directly verify that K(X ) is contained in
⋃
M∈X K(M). Using (1), we obtain the equality
K(X ) =
⋃
M∈X K(M). It follows from (3) that the sets K(M) are irreducible closed subsets. 
3. Irreducible components of mod(R)
Throughout this section, we assume that (R,m) is a CM complete local ring with coefficient field k.
We denote by CM(R) the set of isomorphism classes of MCM R-modules, which is a subspace of the
topological space mod(R). In what follows, for each subset X of CM(R) we consider the restriction of
K(X ) to CM(R), namely, we investigate the subset
KCM(X ) := K(X ) ∩ CM(R) = {N ∈ CM(R) |M
⊕n ⇒deg N
⊕n for some M ∈ X and n > 0}
of CM(R). We set KCM(M) = KCM({M}) for M ∈ CM(R). Here are some basic properties.
Proposition 3.1. (1) The assignment X 7→ KCM(X ) induces a Kuratowski closure operator on CM(R).
In particular, a subset X of CM(R) is closed if and only if KCM(X ) = X , if and only if X = KCM(Y)
for some subset Y of CM(R).
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(2) For subsets X ,Y of CM(R) with X ⊆ Y it holds that KCM(X ) ⊆ KCM(Y).
(3) LetM,N ∈ CM(R) be such that M⊕n ⇒deg N⊕n for some n > 0. One then has KCM(N) ⊆ KCM(M).
(4) The set KCM(M) is an irreducible closed subset of CM(R) for each M ∈ CM(R).
(5) For every subset X of CM(R) there exists a decomposition KCM(X ) =
⋃
M∈X KCM(M) into irreducible
closed subsets.
Proof. Let X ,Y be subsets of CM(R). It is easy to observe from Theorem 2.5(1)(2)(3) that KCM(∅) = ∅,
X ⊆ KCM(X ) and KCM(X ∪Y) = KCM(X )∪KCM(Y). Since KCM(X ) ⊆ K(X ), we have KCM(KCM(X )) ⊆
KCM(K(X )) ⊆ K(K(X )) = K(X ), where the last equality follows from Theorem 2.5(4). Hence
KCM(KCM(X )) ⊆ K(X ) ∩ CM(R) = KCM(X ), and therefore KCM(KCM(X )) = KCM(X ). Thus the first
assertion of the proposition follows. The remaining assertions of the proposition are shown along the
same lines as in the proof of Corollary 2.6. 
For each integer d > 0 we denote by E(d) the subset of CM(R) consisting of MCM modules of multi-
plicity d, that is,
E(d) = {M ∈ CM(R) | e(M) = d}.
Proposition 2.2(6) guarantees that
(3.1) X ⊆ E(d) =⇒ KCM(X ) ⊆ E(d).
Hence E(d) is a variant of the module variety M(d) defined (only) in the finite-dimensional case.
Recall that R is said to have finite CM representation type if there are only a finite number of isomor-
phism classes of indecomposable MCM modules. When this is the case, the topological space E(d) can
be decomposed into finitely many irreducible closed subsets.
Corollary 3.2. Suppose that R has finite CM representation type. Then for every integer d > 0 the
topological space E(d) has a decomposition
E(d) =
n⋃
i=1
KCM(Mi)
into finitely many irreducible closed subsets, where M1, . . . ,Mn are MCM R-modules of multiplicity d.
Proof. As R has finite CM representation type, there exist finitely many MCM R-modules M1, . . . ,Mn
of multiplicity d such that E(d) = {M1, . . . ,Mn}. It is easy to verify by Theorem 2.5(2) and (3.1) that
E(d) =
⋃n
i=1 KCM(Mi). By Proposition 3.1(1) each KCM(Mi) is an irreducible closed subset of E(d). 
We give two examples of computation of the topological space E(d).
Example 3.3. (1) LetR = k[[x, y]]/(x3+y2). Then the nonisomorphic indecomposable MCM R-modules
are R and m = (x, y), which implies E(4) = {R⊕2, R ⊕ m,m⊕2}. The MCM module R⊕2 does not
degenerate to R ⊕ m by [14, Proposition 5.3], but the exact sequence 0 → m → R⊕2 → m →
0 yields a degeneration R⊕2 ⇒deg m⊕2 by Proposition 2.2(2), which gives rise to a degeneration
R⊕2 ⊕R⊕2 ⇒deg m⊕2 ⊕R⊕2 by Proposition 2.2(3)(4). Hence E(4) = KCM(R⊕2).
(2) Let R = k[[x, y, z]]/(x3 + yz). Then the nonisomorphic indecomposable MCM R-modules are R,
I = (x, y) and J = (x2, y), which implies E(6) = {R⊕a ⊕ I⊕b ⊕ J⊕c | a+ b + c = 3}. It follows from
[6, Theorem 3.1] that M ⇒deg N if and only if there is an exact sequence 0→ A→M → B → 0 of
MCM modules such that N = A⊕ B for all M,N ∈ CM(R). We obtain E(6) = K(R⊕3) ∪ K(R⊕2 ⊕
I) ∪ K(R⊕2 ⊕ J). See [6, Example 3.13].
The main result of this section is the following theorem.
Theorem 3.4. Let k be an algebraically closed uncountable field of characteristic not two. Let R be
either an odd-dimensional hypersurface of type (A∞) or an arbitrary-dimensional hypersurface of type
(D∞) over k. Then E(d) can be represented by a finite union of irreducible closed subsets for any d > 0.
In the case where R is a finite-dimensional k-algebra, the module variety M(d) can always be described
as a finite union of irreducible closed subsets, since it is an (affine) algebraic set. The topological space
E(d) (and hence CM(R)) is not even noetherian in general.
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Example 3.5. Let k be algebraically closed. Let R = k[[x, y]]/(x2). Then there exists a descending chain
KCM(R) ) KCM((x, y
2)) ) KCM((x, y
4)) ) · · · ) KCM((x, y
2n)) ) KCM((x, y
2n+2)) ) · · ·
of irreducible closed subsets; see [5, Theorem 1.1] and Proposition 3.1(3)(4).
From now on, we show several results to give a proof of Theorem 3.4. We begin with a lemma.
Lemma 3.6. LetM,N ∈ CM(R). For all A ∈ KCM(M) and B ∈ KCM(N) one has A⊕B ∈ KCM(M⊕N).
Proof. There exist degenerations M⊕a ⇒deg A⊕a and N⊕b ⇒deg B⊕b, where a, b are positive integers.
Applying Proposition 2.2(3) a couple of times, we get degenerations M⊕ab ⇒deg A⊕ab and N⊕ab ⇒deg
B⊕ab, and obtain a degeneration (M ⊕N)⊕ab ⇒deg (A⊕B)⊕ab. Hence A⊕B ∈ KCM(M ⊕N). 
For a finitely generated R-module M , we denote by ΩM the (first) syzygy of M , i.e., the image of the
first differential map in the minimal free resolution of M . The following proposition is a more precise
version of Theorem 3.4 in the case where the ring R is either a 1-dimensional hypersurface of type (A∞)
or a 2-dimensional hypersurface of type (D∞).
Proposition 3.7. Let d > 0 be an integer.
(1) Let R = k[[x, y]]/(x2). Then E(d) =
{
KCM(R
⊕ d−1
2 ⊕ (x)) if d is odd,
KCM(R
⊕ d
2 ) if d is even.
(2) Let R = k[[x, y, z]]/(x2y + z2). Then E(d) =
{
KCM(R
⊕ d
2 ) if d is even,
∅ if d is odd.
Proof. (1) The nonisomorphic indecomposable MCM R-modules are
R, (x) ∼= R/(x), In = (x, y
n) (n ≥ 1);
see [2, Proposition 4.1]. There are isomorphisms (x) ∼= Ω(x) and In ∼= ΩIn, which gives exact sequences
0 → (x) → R → (x) → 0 and 0 → In → R⊕2 → In → 0. It is observed from Proposition 2.2(2) that
R, (x)⊕2, In belong to KCM(R). Pick any X ∈ E(d) and write
X = R⊕a ⊕ (x)⊕b ⊕ I⊕c1l1 ⊕ · · · ⊕ I
⊕cm
lm
.
As e(R) = e(In) = 2 and e((x)) = e(R/(x)) = 1, we have d = e(X) = 2(a+c1+· · ·+cm)+b. Assume that d
is odd (resp. even). Then b = 2r−1 (resp. b = 2r) for some r ≥ 1, and d = 2(a+c1+· · ·+cm+r)−1 (resp.
d = 2(a+c1+ · · ·+cm+r)). Applying Lemma 3.6, we see that X belongs to KCM(R⊕a+c1+···+cm+r⊕ (x))
(resp. KCM(R
⊕a+c1+···+cm+r)). Therefore the left-hand side of the equality in the assertion is contained
in the right-hand side. The opposite inclusion is easily seen by using (3.1).
(2) The nonisomorphic indecomposable MCM R-modules are
R, I = (x, z), J = (y, z), Mn = Coker
(
x yn z 0
0 −x 0 z
−z 0 xy yn+1
0 −z 0 −xy
)
, Nn = Coker
(
x yn z 0
0 −xy 0 z
−z 0 xy yn
0 −z 0 −x
)
(n ≥ 1);
see [7, Proposition 14.19]. Note that I ∼= ΩI, J ∼= ΩJ , Mn ∼= ΩMn and Nn ∼= ΩNn. We make a similar
argument as in the proof of (1). By Proposition 2.2(2) we have
I, J ∈ KCM(R), Mn, Nn ∈ K(R
⊕2), e(R) = e(I) = e(J) = 2, e(Mn) = e(Nn) = 4.
(Hence every MCM module has even multiplicity.) Take any module X ∈ E(d), and write
X = R⊕a ⊕ I⊕b ⊕ J⊕c ⊕ (
⊕
iM
⊕di
pi
)⊕ (
⊕
j N
⊕ej
qj ).
Then d = e(X) = 2(a + b + c + 2
∑
i di + 2
∑
j ej), and X ∈ KCM(R
⊕a+b+c+2
∑
i
di+2
∑
j
ej ) by Lemma
3.6. Finally, by using (3.1), the assertion follows. 
The following proposition is nothing but Theorem 3.4 in the case where the ring R is a 1-dimensional
hypersurface of type (D∞). The proof uses matrix factorizations. We refer to [11, § 7] for the details.
6 NAOYA HIRAMATSU AND RYO TAKAHASHI
Proposition 3.8. Let R = k[[x, y]]/(x2y). Then for each integer d > 0 one has E(d) = KCM(X ), where
X is the set of isomorphism classes of modules of the form
R⊕l1 ⊕ (xy)⊕l2 ⊕ (x)⊕l3 ⊕ (y)⊕l4 ⊕ (x2)⊕l5 ⊕ (Coker
( x y
0 −x
)
)⊕l6 ⊕ (Coker
(
xy y2
0 −xy
)
)⊕l7 ,
where d = 3l1 + l2 + 2l3 + 2l4 + l5 + 2l6 + 4l7. In particular, the topological space E(d) is a finite union
of irreducible closed subsets.
Proof. We prove the proposition similarly as in the proof of Proposition 3.7. By [2, Proposition 4.2], the
nonisomorphic indecomposable MCM R-module are
R, (xy) ∼= R/(x), (x) ∼= R/(xy), (y) ∼= R/(x2), (x2) ∼= R/(y),
M+n = Coker
(
x yn
0 −x
)
, M−n = Coker
(
xy yn+1
0 −xy
)
, I+n = (x, y
n), I−n = (xy, y
n) (n ≥ 1).
It is seen that ΩM±n
∼=M∓n and ΩI
±
n
∼= I∓n . Moreover, we have
e(R/(x)) = e(R/(y)) = 1, e(R/(xy)) = e(R/(x2)) = e(M+n ) = 2,
e(R) = e(I+n ) = e(I
−
n ) = 3, e(M
−
n ) = 4.
In fact, for instance, since there exist a short exact sequence 0 → R/(x) → M+n → R/(x) → 0 (see [1,
Proposition 2.1]), we have e(M+n ) = e(R/(x)) + e(R/(x)) = 2. Now, let n ≥ 0. Set V = k[t](t) and
consider the R⊗k V -modules Q+n , Q
−
n , P
+
n , P
−
n whose presentation matrices are
(3.2)
(
x+tyn+1 yn+2
t2yn −x+tyn+1
)
,
(
xy−tyn+2 yn+3
t2yn+1 −xy−tyn+2
)
,
(
x+tyn t2yn
yn+1 −xy+tyn+1
)
,
(
xy−tyn+1 t2yn
yn+1 −x−tyn
)
respectively. Then Q±n and P
±
n give the degenerations
(3.3) M±n ⇒deg M
±
n+2, I
∓
n ⇒deg I
±
n+1 (n ≥ 0)
respectively. Indeed,
(
(
x+tyn+1 yn+2
t2yn −x+tyn+1
)
,
(
xy−tyn+2 yn+3
t2yn+1 −xy−tyn+2
)
), (
(
x+tyn t2yn
yn+1 −xy+tyn+1
)
,
(
xy−tyn+1 t2yn
yn+1 −x−tyn
)
)
are matrix factorizations of x2y. Thus Q±n and P
±
n are MCM R⊗k V -modules, which are V -flat. We also
have morphisms of matrix factorizations
(
(
0 −1
t2 −ty
)
,
(
0 1
−t2 −ty
)
) : (
(
x+tyn+1 yn+2
t2yn −x+tyn+1
)
,
(
xy−tyn+2 yn+3
t2yn+1 −xy−tyn+2
)
→ (
(
x yn
0 −x
)
,
(
xy yn+1
0 −xy
)
),
(
(
1 0
−ty t2
)
,
(
1 0
t t2
)
) : (
(
x+tyn t2yn
yn+1 −xy+tyn+1
)
,
(
xy−tyn+1 t2yn
yn+1 −x−tyn
)
)→ (
(
x yn
0 −xy
)
,
(
xy yn
0 −x
)
).
Since these are isomorphisms if t is invertible, there are R ⊗k K-isomorphisms (Q±n )t
∼= M±n ⊗k K and
(P±n )t
∼= I±n ⊗k K. It is clear that Q
±
n ⊗k V/tV
∼= M±n+2 and P
±
n ⊗k V/tV
∼= I±n+1. Thus we obtain the
degenerations (3.3). Hence each indecomposable MCM module belongs to
KCM({R, (xy), (x), (y), (x
2), M+1 , M
−
1 , M
+
0 , M
−
0 , I
+
0 , I
−
0 }).
Note here that M+0
∼= R/(x2), M−0
∼= R ⊕ R/(y) and I+0 = I
−
0 = R. For each X ∈ E(d) there exist
integers l1, . . . , l7 with d = 3l1 + l2 + 2l3 + 2l4 + l5 + 2l6 + 4l7 such that
X ∈ KCM(R
⊕l1 ⊕ (xy)⊕l2 ⊕ (x)⊕l3 ⊕ (y)⊕l4 ⊕ (x2)⊕l5 ⊕ (M+1 )
⊕l6 ⊕ (M−1 )
⊕l7).
Now the proof of the proposition is completed. 
In the proof of Proposition 3.8, we construct R⊗k V -modules Q±n and P
±
n concretely. Using them, we
can also show the case where the ring R is a 3-dimensional hypersurface of type (D∞). Let R = S/(f) be a
hypersurface. Kno¨rrer’s periodicity theorem [13, §12] gives rise to the functor (−)♯♯ : CM(R)→ CM(R♯♯),
where R♯♯ = S[[u, v]]/(f + u2 + v2). We call this functor Kno¨rrer’s periodicity functor.
Proposition 3.9. Let R♯♯ = k[[x, y, u, v]]/(x2y + u2 + v2). Then for each integer d > 0 one has E(d) =
KCM(X ), where X is the set of isomorphism classes of modules of the form
(R♯♯)⊕l1 ⊕ {(xy)♯♯}⊕l2 ⊕ {(x)♯♯}⊕l3 ⊕ {(y)♯♯}⊕l4 ⊕ {(x2)♯♯}⊕l5
⊕ {(Coker
( x y
0 −x
)
)♯♯}⊕l6 ⊕ {(Coker
(
xy y2
0 −xy
)
)♯♯}⊕l7
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with d = 2l1+2l2+2l3+2l4+2l5+4l6+4l7, where (xy), (x), (y), (x
2), Coker
( x y
0 −x
)
and Coker
(
xy y2
0 −xy
)
are the MCM R-modules given in Proposition 3.8. In particular, the topological space E(d) is a finite union
of irreducible closed subsets.
Proof. As shown in the proof of [11, Theorem 12.10], each nonfree indecomposable MCM R♯♯-module
has the form M ♯♯ for some nonfree indecomposable MCM module M over R = k[[x, y]]/(x2y). With the
notation of Proposition 3.8, the modules R♯♯, (xy)♯♯, (x)♯♯, (y)♯♯, (x2)♯♯, (M+n )
♯♯, (M−n )
♯♯, (I+n )
♯♯, (I−n )
♯♯
for n ≥ 1 are nonisomorphic indecomposable MCM R♯♯-modules. We claim that
(M±n )
♯♯ ⇒deg (M
±
n+2)
♯♯, (I∓n )
♯♯ ⇒deg (I
±
n+1)
♯♯ (n ≥ 0)
respectively. In fact, let (Φ,Ψ) be a matrix factorization of Q+n ; see (3.2). Consider the pair of matrices
(Φ♯♯,Ψ♯♯) = (
(
Φ u+
√
−1v
−u+
√
−1v Ψ
)
,
(
Ψ −u−
√
−1v
u−
√
−1v Φ
)
).
We see that (Q+n )
♯♯ = Coker(Φ♯♯) (resp. (Q−n )
♯♯ = Coker(Ψ♯♯)) gives a degeneration (M+n )
♯♯ ⇒deg
(M+n+2)
♯♯ (resp. (M−n )
♯♯ ⇒deg (M
−
n+2)
♯♯). As (Φ♯♯,Ψ♯♯) is a matrix factorization of x2y + u2 + v2, the
R♯♯ ⊗k V -modules (Q+n )
♯♯ and (Q−n )
♯♯ are MCM, whence V -flat. Set α =
(
0 −1
t2 −ty
)
and β =
(
0 1
−t2 −ty
)
.
We have
(
α 0
0 β
)
Φ♯♯ = ϕ♯♯n
(
β 0
0 α
)
and
(
β 0
0 α
)
Ψ♯♯ = ψ♯♯n
(
α 0
0 β
)
, where ϕn =
(
x yn
0 −x
)
and ψn =
(
xy yn+1
0 −xy
)
.
Hence (
(
α 0
0 β
)
,
(
β 0
0 α
)
) gives a morphism of matrix factorizations (Φ♯♯,Ψ♯♯)→ (ϕ♯♯n , ψ
♯♯
n ). Since α⊗kK and
β⊗kK are invertible,
(
α 0
0 β
)
⊗kK and
(
β 0
0 α
)
⊗kK are also invertible. Thus (Q±n )
♯♯⊗V K ∼= (M±n )
♯♯⊗kK.
Clearly (Q±n )
♯♯⊗V V/tV ∼= (M
±
n+2)
♯♯, so that we obtain a degeneration (M±n )
♯♯ ⇒deg (M
±
n+2)
♯♯. Similarly,
we can show (I∓n )
♯♯ ⇒deg (I
±
n+1)
♯♯. Thus the claim follows. Note that there are equalities
e(R♯♯) = e((xy)♯♯) = e((x)♯♯) = e((y)♯♯) = e((x2)♯♯) = 2, e((M±n )
♯♯) = e((I±n )
♯♯) = 4.
Similar arguments as in the proof of Proposition 3.8 yield the assertion. 
Now we are ready to prove Theorem 3.4.
Proof of Theorem 3.4. Let R = S/(f) be a hypersurface as in Propositions 3.7 and 3.9, and assume
that the base field k is algebraically closed and has characteristic not two. The proofs of those propositions
show that there exist a finite number of MCM R-modules G1, . . . , Gn (depending only on R) such that
all the isomorphism classes of indecomposable MCM R-modules belong to KCM({G1, . . . , Gn}). It follows
from [5, Proposition 5.3] that all the isomorphism classes of indecomposable MCM R♯♯-modules are in
KCM({G
♯♯
1 , . . . , G
♯♯
n }), where R
♯♯ = S[[u, v]]/(f + u2 + v2) is a hypersurface and G♯♯i stands for the image
of Gi by the Kno¨rrer periodicity functor.
The case where the ring R is a 1-dimensional hypersurface of type (D∞) follows from Proposition
3.8. Now let R be one of the other hypersurfaces in the theorem. Iterating the above argument, we find
MCM R-modules G1, . . . , Gn such that all the isomorphism classes of indecomposable MCM R-modules
belong to X := KCM({G1, . . . , Gn}). Let d > 0 be an integer, and take M ∈ E(d). Then there exist
indecomposable MCM R-modules M1, . . . ,Ms and integers e1, . . . , es such thatM =M
⊕e1
1 ⊕· · ·⊕M
⊕es
s .
Each Mi is in X , so Mi ∈ KCM(Gli) for some li. Then M ∈ KCM(G
⊕e1
l1
⊕ · · · ⊕ G⊕esls ) by Lemma 3.6.
Hence we obtain
E(d) = KCM({G
⊕a1
1 ⊕ · · · ⊕G
⊕an
n | a1, . . . , an ≥ 0 with a1e(G1) + · · ·+ ane(Gn) = d}).
This completes the proof of the theorem. 
In view of our Theorem 3.4, it is quite natural to ask what happens for even-dimensional hypersurfaces
of type (A∞). We end this section by stating a remark on this.
Remark 3.10. Let R = k[[x, y, z]]/(xy), that is, the 2-dimensional hypersurface of type (A∞), and
assume that k is algebraically closed. The nonisomorphic indecomposable MCM R-modules are
R, (x), (y), (x, zn), (y, zn) (n ≥ 1).
In [5, Theorem 1.1] it is shown that for all a < b, the MCM module (x, za) (resp. (y, za)) does not
degenerate to (x, zb) (resp. (y, zb)). Hence we guess that N 6∈ K(M) for all indecomposable MCM
R-modules M and N with M 6∼= N , so that E(d) cannot be described as a finite union of KCM(M).
8 NAOYA HIRAMATSU AND RYO TAKAHASHI
By the way, it may occur that N ∈ K(M) even if M does not degenerate to N . For example, let
R = k[[x, y]]/(x3 + y2). Then the exact sequence 0→ m→ R⊕2 → m→ 0 shows that R⊕2 ⇒deg m⊕2 by
Proposition 2.2(2). However R 6⇒deg m by [14, Proposition 3.3].
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