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Resumo
Esta dissertac~ao tem como objetivo a modelac~ao matematica, a analise do
problema contnuo, a discretizac~ao usando o metodo dos elementos nitos
e a simulac~ao numerica implementada em C++, dum disjuntor de vacuo de
media tens~ao. Este e um problema multifsico envolvendo elasticidade n~ao
linear, para descrever a zona de contacto entre os eletrodos, eletricidade, na
avaliac~ao da corrente que atravessa os eletrodos de cobre, e eletromagnetismo,
para avaliar a forca repulsiva de Laplace.
O funcionamento dum disjuntor baseia-se num princpio muito simples, a
saber: uma mola pressiona os eletrodos um contra o outro, por forma a garan-
tir um contacto eletrico. A corrente que atravessa dum eletrodo ao outro e
determinada pela medida da zona de contacto e gera uma forca de Laplace.
Devido as caratersticas geometricas dos eletrodos, a forca de Laplace tem
sentidos opostos, em cada um dos eletrodos, provocando assim uma forca de
repuls~ao, conduzindo ao afastamento dos eletrodos, interrompendo o circuito
quando a intensidade atinge um valor crtico. Do ponto de vista tecnico, a
posic~ao de equlibrio e a zona de contacto resultam do importante equilbrio
estabelecido entre as forcas da mola e repulsiva de Laplace. Este equilib-
rio resulta de dois subproblemas, nomeadamente: o problema meca^nico e o
problema eletromagnetico. Consequentemente este trabalho foi dividido em
tre^s partes, a saber:
Primeiro, a parte meca^nica relativa a ac~ao da mola e da forca volumica de
Laplace, para determinar a medida nal da zona de contacto. Aqui foi elab-
orado o modelo matematico, estudadas as suas propriedades (existe^ncia e
unicidade de soluc~ao) , estabelecida a discretizac~ao, usando o metodo de el-
ementos nitos, e a correspondente implementac~ao com vista a obtenc~ao de
resultados numericos.
Na segunda parte tratamos o modelo do problema eletromagnetico formu-
lado em dois domnios com uma fronteira comum. Nesta fase tratamos da
existe^ncia e unicidade de soluc~ao, propomos uma discretizac~ao, usando o me
todo dos elementos nitos, e fazemos a respectiva implementac~ao e simulac~ao
numerica.
A terceira e ultima parte e dedicada a analise do problema global, onde
ii
propomos um metodo de ponto xo, para atingir a posic~ao de equilbrio,
justicando-o aos nveis contnuo e discreto. Esta parte e nalizada com
simulac~oes numericas relevantes do ponto de vista tecnico no contexto do
problema eletromagnetico.
iii
Abstract
The PhD dissertation is dedicated to the mathematical modelling, the anal-
ysis of the continuous problem, the discretization using the nite element
method and the numerical simulation coding in C++ of a medium voltage
vacuum circuit breaker. We have to face a multi-physics problem involving
nonlinear elasticity to describe the electrodes and the contact zone, electric-
ity to evaluate the current owing across the copper bodies and electromag-
netism problem to evaluate the repulsive Laplace force.
A circuit breaker is based on a simple principle. A spring presses down two
copper bodies to maintain an electrical contact. The current owing between
the two electrodes is determined by the extension of the contact zone and
generate Laplace force. Due to the geometrical characteristics of the elec-
trodes, Laplace forces are opposite and create a repulsive force. When the
intensity reaches a critical value, the forces separate the two electrodes and
the circuit is breaking. From an engineering point of view, the equilibrium
position and the contact area deriving from the balance between the spring
constraint and the repulsive Laplace force is of critical importance.
Such an equilibrium results from two mathematical sub-problems, namely,
the mechanical problem and the electromagnetic problem. In consequence,
the work is constituted of three parts: the mechanical part concerns the ac-
tion of the spring and the Laplace volumic force to determine the nal contact
area. We have elaborated the model, studied its mathematical properties
(existence and uniqueness), designed numerical discretizations based on the
nite element method and carried out an implementation of the method to
achieve numerical simulations. The second part deals with the electromag-
netic aspect where we propose a bi-domain model separated with a common
interface. We prove existence and uniqueness of the model, propose a nite
element discretisation and at last carry out an implementation with numer-
ical simulations. The last part is dedicated to the global problem where
we propose a xe point method to reach the equilibrium states. We justify
the iterative process both at the continuous and the discrete levels. We end
the third part with some numerical simulations which are of interest in the
engineering context of the electromechanic problem.
iv
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The Vacuum circuit breaker
Circuit breaker and fuse are the two major apparatus involved in electrical
power distributions and are subject to intensive studies and developments
for two centuries. Charles Grafton (1836) and Thomas Edison (1879) were
the pioneers of the circuit breaker conception but the rst domestic circuit
breakers only appear in the beginning of the 20th century (1935). High volt-
age circuit breakers technology has changed radically in the past ve decades
regarded to the increasing demand and the necessary specialization. Most
utility up-to-day systems are having mix population of bulk oil, minimum oil,
vacuum, air blast, SF6 two-pressure, and SF6 single-pressure circuit break-
ers. The SF6 single-pressure circuit breaker has become the current state of
the art technology at transmission voltages (72.5 kV and above). However,
SF6 gas has been identied as a greenhouse gas, and safety regulations are
being introduced in many countries in order to prevent its release into the
atmosphere.
Vacuum circuit breaker has emerged as the dominant technology in the
medium voltage range due to its superior features such as long contact life,
lack of maintenance requirement, low operating energy requirement and high
reliability. In a vacuum circuit breaker, the electric interruption takes place
in vacuum. This technology has been found to be most suitable for medium
voltage application though the experimental interrupters for 72.5 kV and 145
kV have been developed.
1
Design of a vacuum interrupter
In principle, a vacuum interrupter has a steel arc chamber in the centre and
symmetrically arranged ceramic insulators. Refer gure 1 showing the main
parts of a typical vacuum interrupter.
2
4
5
8
6
7
1
9
2 3
Figure 1: The circuit-breaker [8]
We refer [8] and [12] to describe the interrupter: (1) a ceramic insulating
envelope that is sealed at both ends by (2) metallic (stainless steel) plates
brazed to the ceramic body so that a high vacuum container is created. The
operating ambient pressure inside of the evacuated chamber of a vacuum in-
terrupter is generally between 10 6 and 10 8 torr (10 4 10 6 Pa). Attached
to one of the end plates is the (3) stationary contact, while at the other end
the (4) moving contact is attached to the bottle by means of (5) metallic
spring. A metal vapor condensation shield (6) is located surrounding the set
of contacts (7), either inside of the ceramic cylinder, or in series between two
sections of the insulating container. The purpose of the shield is to provide a
surface where the metal vapor condenses thus protecting the inside walls of
the insulating cylinder so that they do not become conductive by virtue of
the condensed metal vapor. A second shield (8) is used to protect the belows
from the condensing vapor to avoid the possibility of mechanical damage. In
some designs there is a third shield (9) that is located at the junction of the
stationary contact and the end plate of the interrupter. The purpose of this
shield is to reduce the dielectric stresses in this region.
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Even though modern vacuum interrupter technology was developed in the
early 1960s, it is still considered to be an evolving technology, as continuous
improvements and innovations are taking place in this area. For example,
the size and capability of modern vacuum interrupter bears no relationship
to the one built in the 1960s. The diameter of the vacuum interrupter has
been reduced from 20 cm in 1967 to 5 cm today. This size reduction is the
result of major developments in vacuum technology, vacuum processing, con-
tact material development and evolution of vacuum interrupter design. The
contact geometry started from plain butt contacts in the 1960s and gradually
progressed to spiral, cup and axial magnetic elds. The butt contact is the
simplest, but is only suitable for interrupting the low current diuse vacuum
arc. It thus nds application in load break switches and contactors which are
required to interrupt currents less than 4.5 kA. The transverse magnetic eld
contacts have spiral or skew slitted cup type construction. These contacts
use the transverse magnetic eld generated by the circuit current owing in
the spiral arms or skew slits of contacts to drive the high current, columnar,
vacuum are rapidly over the contacts surfaces. This results in two eects:
(a) the contact surface has uniform erosion and is left in a relatively smooth
condition after high current arcing, and (b) the column cannot sustain itself
when the current falls to current zero in an ac circuit. It thus returns to the
diuse mode, which is easily interrupted at current zero.
Circuit breaker principle
A vacuum circuit breaker is a device that allows the cutting of electrical
power. The apparatus core is essentially constituted of two electrodes, one of
them being mobile and subject to a mechanical force produced by a spring,
maintaining the contact between the two electrodes. The current passing
between two electrodes is determined by the extension of the contact zone
and generated Laplace forces in areas bordering the contact, but not yet
in contact. Due to the curved geometry of the electrodes, Laplace forces
are opposite and cause the repulsion of the electrodes. When the intensity
reach a critical value, the forces separate the two electrodes and the circuit
is breaking. For a given intensity, the equilibrium position and the contact
area result from the balance between the spring constraint and the repulsive
Laplace deriving from the electric and magnetic elds.
To determine the equilibrium, we have to consider three sub-problems, namely,
the mechanical problem, the electrical problem and the magnetic problem.
Indeed (see diagram in gure 2), the spring force in conjunction with the
Laplace force determine the displacement of the two bodies and the contact
3
Figure 2: The circuit-breaker modelling: a coupling of three mathematical
sub-problems
area. From the contact area, we deduce the current density distribution and
the electric eld. With the current density, we compute the magnetic eld
and we deduce the Laplace force with the electric and the magnetic eld.
Outline of the Thesis
The thesis dissertation is divided in three parts: the rst one deals with the
mechanical aspect of the problem while we address the electromagnetic issues
in the second part. The last part concerns the global problem linking the
two sub-problems
 Chapter 1 introduces the mechanical and proposes a modelling of the
contact problem.
 We address the question of existence and uniqueness for the two bod-
ies contact problem in chapter 2 using the classical framework of the
Hilbert spaces.
 The discretization is carried out in chapter 3 using the nite element
method and a Mortar-like method. We also introduce an intermediate
space to handle the contact zone. Code has been developed, imple-
mented in C++ and numerical simulations have been performed to prove
the eciency of the approach.
 The mathematical modelling of the electromagnetic problem is pre-
sented in chapter 5 where we introduce a specic technique to take the
contact zone into account.
 Existence and uniqueness of a solution for the electrical problem is
given in chapter 6 using the Hilbert space H1+s, s 2 [0; 1=2[ to recover
some regularity.
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 The discretization of the electric problem is proposed in chapter 7 and
a iterative algorithm is introduced and analysed.
 Implementation of a C++ and numerical simulation are carried out in
chapter 8 to check the validity of the approach.
 We consider the global mathematical modelling in chapter 9 and in-
troduce a xe point method to solve the problem. Some mathematical
results are given to justify our approach.
 Code implementation in C++ and numerical simulations are performed
based on the xe point methodology in chapter 10 to prove that nu-
merically the algorithm converges and eectively provides a correct
numerical approximation.
All the codes have been developed and implemented by the author using the
Object Finite Element LIbrary OFELI of Pr. Touzani [20].
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Part I
The mechanical problem
6
Chapter 1
Mathematical modeling of the
contact problem
1.1 Introduction
In functional regime, the two electrodes remain in contact to allow the electri-
cal power delivery accross the common interface. The contact shape results
from the initial electrodes shape (namely the curvature), the spring pres-
sure and the Laplace force deriving from the current intensity. The present
chapter is dedicated to the modeling of the contact problem between the two
electrodes submitted to the spring force and a given volume force. The fun-
damental point is the determination of the unknown contact shape based on
the linear mechanic model due to the small electrode deformations involved
in the circuit breaker problem.
After a short presentation of the mechanical problem, we propose a con-
struction on the mathematical modeling based on the traditional signorini
problem and derive several sub-model in function of the boundary condition.
1.2 Problem statement
We consider a simplied but representative geometry of the circuit breaker
apparatus constituted of two electrodes in contact, as in gure 1.
We denote by 
 = 
a[
b the whole domain constituted of the two electrodes
of same width d while  a = @
a and  b = @
b stand for the boundary. The
bottom one is constituted by a hb height piece of copper named 
b xed on a
support foundation denoted by  B, the interface between the electrode and
its support. The lateral sides of the electrode 
b (denoted by  bL) is assumed
to be free of constraint.
7
xy
Spring

b

a
 aL
 bC
 bL bL
 aL
 aC
 B
 U
Figure 1.1: Outline of the circuit-breaker, each electrode has high ha = hb =
0:08 m and as base 0:2 m
A second upper electrode, characterized by a ha height domain 
a is main-
tained in contact with 
b by applying a force on the upper side  U of 

a.
We assume that the spring force is uniformly applied on the a subdomain of
 U while  
a
L stands for the lateral side.
To close the boundary partition
 a =  U [  aL [  aC ;
 b =  B [  bL [  bC : (1.1)
 aC and  
b
C represents the two facing potential contact surface of 

a and 
b
respectively. In the present study, we assume that the shape is an arc of cir-
cle of respective radius Ra and Rb. At last, n` is the outward normal vector
and t` the tangential vector such that
 
t`;n`

is a positive oriented basis of

`; ` = 1; 2.
Since the contact boundary will play a fundamental role, we have introduced
a parametrization of each interface which allows to compare and realizes
arithmetic operations between a function on  aC and an other function on
 bC . We consider as the reference position the initial situation where the
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two bodies are not submitted to any constraint (see g 1.1 ) with contact
boundary facing with only one point contact.
We assume a C2 class parametrization of the two boundaries a and b
dened on the parameter interval I = [0; d] by the following one-to-one func-
tions
a : I !  aC ; b : I !  bC ;
 7! a()=(a1();a2());  7! b()=(b1();b2()): (1.2)
Let us now consider the situation when we apply the spring force and the
body force. Domain 
a and 
b change to a new conguration which we
characterized by the displacement vector
x 2 
 ! u(x) = (u1(x); u2(x)) ;
where x corresponds to the position at the initial conguration and we adopt
the notation ua = uj
a and u
b = uj

b
for the restrictions on the subdomains.
Due to the displacement, interface  aC and  
b
C move and an eective contact
zone (the active set) A  R2. Let dene J  I such that
a() + u (a()) = b() + u
 
b()

: (1.3)
then one has
A = fa() + u (a()) ;  2 Jg : (1.4)
To simplify the model taking into account that the radii are larger than d we
introduce parameter " = max(
d
Ra
;
d
Rb
) and notice that the maps dened in
(1.2) satisfy:
@a1
@
= 1
@b1
@
= 1
@a2
@
= O (")
@b2
@
= O (")
:
(1.5)
In pratice The electrode have a small diameter (d 2 [0:2; 0:8] in meter) with
respect to the interface radii (around 100 m). With such an assumption, the
outward normal vector on  aC and  
b
C can be considered as colinear to the
Ox2 axe, in the following sense
na =

0
 1

 n (a()) =

O(")
 1

;nb =

0
1

 n  b() =  O(")
1

:
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Moreover, we shall assume that the interface displacements are perpendic-
ularly that if y = (y1; y2) is a contact point of the new conguration, it
corresponds to a point xa = (xa1; x
a
2) 2  aC and a point xb =
 
xb1; x
b
2
 2  bC of
the initial conguration such that xa1 = x
b
1 = y1.
Taking the inner product between relation (1.3) and n (a), we have at any
contact point 
u
 
b()
  u (a())n  b() = g(); (1.6)
where g 2 C1 (I), dened on I by
g() =
 
a() b()n  b()  0; (1.7)
is the gap between the two electrodes.
1.3 The constitutive Law
We now introduce the equations which govern the displacement. We assume
that the two bodies are elastic and we denote by " (u) the strain tensor for
any displacement u(x) with respect to x 2 
 in the initial conguration.
The conservation of the impulsion reads
 div (u) = f in 

where f represents the body force. In our case, f will be constituted by the
gravity and the Laplace forces.
We denote by  (u) the stress tensor and using the classical elasticity frame-
work we consider an isotropic linear material where we state the Hooke's law:
(u) = (tr("(u))I + 2"(u)) ; (1.8)
where I denotes the 2-identity matrix, and
" =
2664 "11 =
@u1
@x1
"12 =
1
2

@u1
@x2
+
@u2
@x1

"21 =
1
2

@u2
@x1
+
@u1
@x2

"22 =
@u2
@x2
3775 (1.9)
is the strain tensor of the displacement vector u and tr() represents the trace
of a matrix. The Lame positive constants  and  are given by
 =
E
2(1 + )
and  =
E
(1 + )(1  2) ;
with the Young's modulus E > 0 and the Poisson ratio  2 ]0; 1=2[.
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1.4 Boundary conditions
We now prescribe the boundary conditions, beginning by those without con-
tact:
 At the lateral sides  a and  b, no force and displacement are prescribed
so we state  n = 0 , on  aL [  bL.
 The bottom part of the electrode is xed so we required that no dis-
placement occur and we state u = 0 on  B.
 The upper part is controlled by the spring and the normal force is
governed by
nT n =  (u  n+ )
where   is the initial force applied to the electrode while  (u n)
represents the force due to the displacement .
 Moreover we require that no lateral movement takes place, so we state
u  t = 0 on  U to prevent the horizontal movement.
Now we deal with the contact interface condition. For a given conguration
(spring and body force ) the interfaces  aC and  
b
C move and we obtain two
new interfaces e aC and e bC which are partially in contact (cf (1.4))
A = e aC \ e aC : (1.10)
Using identities (1.5) - (1.7), the active set is implicitly dened as an interval
J, such that for any  2 J .8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
h
u
 
b()
  u (a()) in  b() = g()
n (a())T 

u (a())

n (a()) =
n
 
b()
T


u
 
b()
 
n
 
b()

< 0
t (a())T

u (a())

n (a()) =
t
 
b()
T


u
 
b()
 
n
 
b()

= 0:
(1.11)
On the free part (no contact) of the interface, characterized by  2 InJ, we
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have: 8><>:
h
u
 
b()
  u (a()) i  n  b() < g()


u (a())

n (a()) = 

u
 
b()
 
n
 
b()

= 0:
(1.12)
Note that the contact boundary is unknown , and J has to be also determined.
To sum up, the displacement function u satises the following set of equations
 div (u) = f in 
 (1.13)
 n = 0 on  aL [  bL (1.14)
u = 0 on  B (1.15)
u  t = 0 on  U (1.16)
nT n =  (ua  n+ ) on  Ua with  2 R and  > 0 (1.17)
and the contact condition (1.11) - (1.12) on I.
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Chapter 2
Existence and uniqueness for
the mechanics problem
2.1 Introduction
The chapter is dedicated to the theoretical aspects of the problem. We rst
build the weak formulation of the problem and dene the associated operator.
Then we prove existence and uniqueness of the solution using the classical
elasticity framework for contact problem as proposed in [13]. We point out
three particularities of the problem we address: on the one hand we use a
Robin like condition to model the spring action to maintain the electrodes
in contact. On the other hand, the active zone is an a priori unknown of the
problem since it depend of the spring force and the Laplace force generated
by the current and its evaluation is of crucial importance for the global circuit
breaker problem since it characterizes the conductivity area. At last we do
not use the classical master-slave technique where we project one side of the
domain (slave) to the other side (master) but we introduce an intermediate
domain where the both potential contact boundary are projected, applying
in some sense the idea of the three elds formulation [5].
2.2 Functional spaces
Notations and denitions of the generic functional spaces such as L2, H1
are given in Appendix A for the sake of consistency but specic functional
spaces, linear and bilinear forms have to be introduced to prove existence
and uniqueness of the solution.
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2.2.1 Trace spaces and properties
We rst recall some classical functional spaces and trace operator for a Lip-
schitz domain. Let 
 be a open bounded domain such that the boundary
@
 is continuous lipschitz (see [13] p. 14). Functional space H
1
2 (@
) cor-
responds to the scalar value Hilbert trace space associated to H1(
) while
H 
1
2 (@
) = H
1
2 (@
)0 stands fot the dual space. We recall that the trace
operator
H1(
) ! H 12 (@
)
 ! 0 = j@

is a linear bounded surjective application.
Since we also deal with vectorial value space, we set H1(
) = H1(
)H1(
)
and dene L2(
) and H
1
2 (@
) in the same way such that the trace operator
u! 0u is a bounded linear surjective operator from H1(
) onto H 12 (@
).
For a lipschitz domain 
, outward unit normal vector n is well-dened (see
[13] p. 86) and we dene the normal trace and tangential trace operetor with
H1(
) ! H 12 (@
) H1(
) !H 12 (@
)
u! nu = (0u)  n u ! tu = 0u  (nu)n:
We recall the denition of the tangential trace space
H
1
2
t (@
) = fv 2H
1
2 (@
); nv = 0 on @
g
then the operator
H1(
) ! H 12 (@
)H
1
2
T (@
)
u ! (nu; tu)
is a linear bounded surjective operator (see [13] p. 87). Let t be the tangential
vector such that (t;n) is a positive oriented basis. Since tu = (Tu):t =
(0u):t, we have
H1(
) !H 12 (@
)
u ! (nu; tu)
which is also a linear bounded surjective operator.
Let D  @
 be an open subset and set  = @
 nD. We introduce the trace
space for a part of the boundary where a homogenous dirichlet condition is
prescribed on the complementary part. To this end, we introduce
H
1
2
00() =

0j;  2 H1(
); 0jD = 0
	
=
n
 2 H 12 (); d  12 (x;D) 2 L2()
o
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where d(x;D) is the distance between point x and set D. We recall that
f 2 H1(
); 0jD = 0g ! H
1
2
00()
 ! 0j
is a linear bounded surjective operator. Note that for any open 0   such
that 0   we have
H
1
2 (0) = fj0 ;  2 H
1
2
00()g = fj0 ;  2 H
1
2 (@
)g:
2.2.2 Trace spaces for the contact boundaries
We recall that the full domain is composed of two subdomains 
` with
boundary  `, ` = a; b. Sets H1=2( `C) = fj `C ;  2 H
1=2( `)g stand
for the trace space on the respective contact boundaries  `C , ` = a; b and
H 1=2( `C) = H
1=2( `C)
0 correspond to the respective dual spaces. In the
same way, H1=2(I) and H 1=2(I) = (H1=2(I))0 are the analogous functional
spaces for the open interval I =]0; d[.
We introduce the trace operators on the contact boundaries setting
H1(
`) ! H 12 ( `C)
v ! `nv = (nv)j `C :
It is a linear bounded surjective operator so there exist constants ` > 0 such
that
sup
kvk
H1(
`)
=1
[q; `0v]  `kqkH  12 ( `C)
where [; ] stands for the duality pairing H  12 ( `C), H
1
2 ( `C).
Since ` is a C2 one-to-one function from I onto  `C , we deduce that for
any function  2 H1=2( `C),   ` 2 H1=2(I) and  ! C` () =   `
is a continuous isomorphism from H1=2( `C) onto H
1=2(I). It results that
operators
H1(
`) ! H 12 (I)
v ! `Iv = `nv `
are linear, bounded surjective applications and enjoy the inf-sup condition
sup
kvk
H1(
`)
=1
[q; `Iv]  e`kqkH  12 ( `C); (2.1)
where e` > 0.
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2.2.3 Functional spaces for the contact problem
We now turn to the specic functional spaces we need to prove existence and
uniqueness of the contact problem. The Dirichlet condition u = 0 imposed
on the boundary  B brings us to introduce the space V
b dened by
Vb =

v = (v1; v2) 2H1(
b) j 0v = 0 on  B
	
: (2.2)
On the other hand, to impose the non lateral displacements on  U (1.16) we
introduce the functional space Va dened by:
Va =

v = (v1; v2) 2H1(
a)2 j vt = tv = 0 on  U
	
(2.3)
and we dene the set of admissible deformations by
V = Va Vb;
equipped with the norm
kvk2V = kvj
ak21;
a + kvj
bk21;
b (2.4)
= kva1k2H1(
a) + kva2k2H1(
a) + kvb1k2H1(
b) + kvb2k2H1(
b):
Since non negative functions on H1=2(I) correspond to a closed cone and
dene an ordening , for any function g 2 H1=2(I), we introduce the convex
set
K =
n
v 2 V j aIv + bIv   g  0 in H
1
2 (I)
o
: (2.5)
From property (2.1) we deduce that K is closed. Indeed surjectivity yields
that there exists w 2 V such that aIv+bIv = g hence denition of K turns
to be K =

v 2 V j aI (v  w) + bI(v  w)  0
	
which is a closed set due
the trace operators continuity.
2.3 Variational formulation
In this section, we aim to formally establish the weak formulation from sys-
tem (1.13)-(1.17) and rewrite the problem as a minimization where we shall
determine the energy functional.
Assuming u is a regular solution of problem (1.13)-(1.17) and let v be a test
function. Multiplying relation (1.13) with v  u (inner product) integrating
over domain 
 yields
 
Z


div   (v   u)dx =
Z


f  (v   u)dx
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Integration by parts gives (using the Enstein notation)Z


 ij@j(vi   ui)dx =
Z


fi(vi   ui)dx+
Z
@

 ijnj(vi   ui)ds
=
Z


fi(vi   ui)dx+
Z
 U
 ijnj(vi   ui)ds+Z
 aC
 ijnj(vi   ui)ds+
Z
 bC
 ijnj(vi   ui)ds
where we have used the propertiesZ
 aL
 ijnj(vi   ui)ds =
Z
 bL
 ijnj(vi   ui)ds
=
Z
 B
 ijnj(vi   ui)ds = 0
We rst deals with boundary  U . Regarding that (v   u)  t = 0, we have
(v   u) = [(v   u)  n]n on  U and one writes
 ijnj (vi   ui) =  ijnj [(v   u)  n]ni
= ni ijnj [(v   u)  n]
=   (u  n+ a) [(v   u)  n]
which givesZ
 U
 ijnj (vi   ui) ds =  
Z
 U
 (u  n+ a) [(v   u)  n] ds:
Using the mappings from I onto  aC and onto  
b
C , we haveZ
 aC
 ij(u)nj(vi   ui)ds =
Z
I
 ij(u(
a))nj(
a)(vi(
a)  ui(a))
dad
 d;Z
 bC
 ij(u)nj(vi   ui)ds =
Z
I
 ij(u(
b))nj(
b)(vi(
b)  ui(b))
dbd
 d:
From the identity (1.5) we deduce
n(a) =  n(b) +O(");
dad
  dbd
  1 +O("): (2.6)
Since we assume the electrode has a small curvature " with respect to the
global dimension of the electrode we cancel the high-order terms in " and
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obtainZ
 aC
 ij(u)nj(vi   ui)ds+
Z
 bC
 ij(u)nj(vi   ui)ds =Z
I
 ij(u(
a))nj(
a)
 
vi(
a)  ui(a)

d +
Z
I
 ij(u(
b))nj(
b)
 
vi(
b)  ui(b)

d:
Since we assume a null tangential force tTn = 0, the following relation for
the stress tensor on  `C holds:
n =
 
tTn

t+
 
nTn

n
=
 
nTn

n :
On the other hand, relations (1.11) and (1.12) yields the continuity of the
normal stress nTn or a null normal stress tensor hence we have
A = (u(a))n(a)   v(a)  u(a)+ (u(b))n(b)   v(b)  u(b)
= fnT (b)(u(a))n(b)gn(b)   u(a)  v(a)+
fnT (b)(u(a))n(b)gn(b)   v(b)  u(b)
= fnT (b)(u(a))n(b)gn(b)  (v(b)  v(a))  (u(b)  u(a)):
The contact condition (1.11) and (1.12) implies
A = fnT (b)(u(a))n(b)gn(b)  (v(b)  v(a))  g
since either nT (b)(u(a))n(b) = 0 outside of the active zone or either
n(b)   u(b)  u(a) = g on the active zone.
Taking into account that v 2 K, we have
nT (b)(u(a))n(b)  0; n(b)   v(b)  v(a))  g
we deduce that A  0 and consequentlyZ
 aC
 ij(u)nj (vi   ui) ds+
Z
 bC
 ij(u)nj (vi   ui) ds  0:
We then obtain the variational inequalityZ


 ij@j (vi   ui) dx 
Z


fi (vi   ui) dx Z
 U
 (u  n+ ) [(v   u)  n] ds
or equivalentlyZ


 : "(v u)dx+
Z
 U
un[(v u)n]ds 
Z


f (v u)dx 
Z
 U
[(v u)n]ds
(2.7)
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2.4 Existence and uniquenes
Let u;v 2 V , we introduce the following bilinear forms
Aam(u;v) =
Z

a
(u) : "(v)dx+
Z
 U
(u  n)(v  n)d; (2.8)
Abm(u;v) =
Z

b
(u) : "(v)dx; (2.9)
Am(u;v) = A
a
m(u;v) + A
b
m(u;v); (2.10)
and linear forms:
Lam(v) =
Z

a
f  vdx+
Z
 U
w  nds; (2.11)
Lbm(v) =
Z

b
f  vdx; (2.12)
Lm(v) = L
a(v) + Lb(v): (2.13)
From the variational inequality (2.7) we introduce the Signorini's problem:8<: Find u 2 K such thatAm (u;v   u)  Lm (v   u) ;8v 2 K: (2.14)
The variational inequality problem turns to be a constrained minimization
problem setting F (v) =
1
2
Am(v;v)  Lm(v):8<: nd u 2 K such thatF (u)  F (v);8v 2 K: (2.15)
We recall here the main result (Theorem 3.9 in [13] p. 41)
Theorem 2.4.1 If Am is a bilinear form which satises condition (3.14) and
L is a linear form which satise condition (3.15)of [13] p.38 then problem
(2.15) admits a unique solution u 2 V. Moreover u is the unique solution
of the variational inequality problem (2.14).
Properties for operator Bv = aIv + 
b
Iv have been checked, in particular
the surjectivity. As we shall se in the next subsection, continuity of oper-
ators Am(u;v) and Lm(v) derived from the cauchy-schwarz inequality with
f 2 L2(
) while operator Am is coercive in V.
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Remark 2.4.1 In fact, the surjectivities of aI and 
b
I are not strictly nec-
essary. Indeed, the point is that K must be a non-empty closed convex set.
Convexity derived from that the inequality is preserved by convex combina-
tion while the set is close due to the continuity of trace operators. Surjectivity
is used in general to ensure that K is not empty but in our case, the non-
negativity of g yields that v = 0 belongs to K. So, at that stage, surjectivity
is no longer required.
2.4.1 Some technical lemmas
We rst report some classical results and refer [6] for detailed
Lemma 2.4.1 The form bilinear dened by (2.9) is continuous and coercive
on Vb
Abm (u;v)  c2kukVbkvkVb ; (2.16)
Abm (u;u) > 2kuk2Vb ; (2.17)
for all u;v 2 Vb.
Proof: The continuity derives from the Cauchy-Schwarz inequality in L2.
Thanks to the homogeneous Dirichlet condition on  B, the Poincare inequal-
ity holds hence the semi-norm and the normVb are equivalent. The coercivity
then derives immediatly from standard arguments (see [6]).
The situation for the bilinear form Aam is more complex.
Lemma 2.4.2 The form bilinear dened by (2.8) is continuous and coercive
on Va
Aam (u;v)  c1kukVakvkVa (2.18)
Aam (u;u) > 1kuk2Va (2.19)
for all v;w 2 Va.
Proof: As in the previous lemma, the continuity derives from the Cauchy-
Schwarz inequality in L2. Since no homogeneous condition are prescribed
on a part of the boundary, Poincare inequality does not hold any longer.
However the spring condition (1.17) will provide the coercivity. To this end,
we assume that the coercivity of the form Aam does not hold on V
a and
show that such assumption is not compatible with the spring condition. If
coercivity no longer hold then
8" > 0; 9u 2 Va : Aam (u;u) < "kuk2Va : (2.20)
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Taking " =
1
k
, k 2 N, there exists uk 2 Va such that
Aam(uk;uk) <
1
k
kukk2Va :
We introduce the normalized vector wk =
uk
kukkVa and we get a wk 2 V
a
such that
kwkkVa = 1; Aam(wk;wk) <
1
k
: (2.21)
The sequence (wk) is bounded in V
a which the bounded balls are compact
subsets of L2(
a). We deduce that there exists a subsequence (still denoted
by (wk)k2N) such that
wk
k! w in L2(
a) and wk k* w weakly in H1(
a),
with w 2 Va. We rst deduce from (2.21)
Aam (wk;wk)
k! 0: (2.22)
On the other hand we can write
Aam (wk;wk) =
Z

a
(wk) : "(wk)dx+
Z
 U
(wk  n)2d
=
Z

a
"(wk) : "(wk) + div(wk)div(wk)dx
+
Z
 U1
(wk  n)2d
 C
Z

a
"(u) : "(v) +
Z
 U
(wk  n)2d
 Cjwkj1;
a +
Z
 U
(wk  n)2d:
From relation (2.22) we deduce
jwkj1;
a +
Z
 U
k(wk  n)2d k! 0:
Since jwkj1;
a k! 0 and wk k* w in H1(
a), we have for any ' 2 (D(
a))2Z

a
@xiwk 'dx k!
Z

a
@xiw 'dx
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and the Cauchy-Schwarz inequality givesZ

a
@xiwk 'dx
  j@xiwkj0;
a j'j0;
a  j'j0;
a jwkj1;
a k! 0
Consequently, we have Z

a
@xiwk 'dx k! 0;
hence Z

a
@xiw 'dx = 0; 8' 2 (D(
a))2
which implies
jwj1;
a = 0
Since @xiw = 0, i = 1; 2, the function is constant in 

a. Moreover we deduce
that @xiwk strongly converge to @xiw in L
2(
a), i = 1; 2. With wk strongly
converging to w in L2(
a) we conclude that
kwk  wk1;
a k! 0:
From relation (2.22) we have Z
 U
(nwk)
2 k! 0:
Regarding Yosida [23], the strong convergence wk
k! w in H1(
a) implies
0(wk)
k! 0(wk) on H1=2( U) hence nwk k! nw so that nw = 0 on  U .
On the other hand, w 2 Va yields with condition (1.16) that for any x 2  U
0w = (nw)n+ (tw)t = (tw)t = 0
and we conclude 0w = 0 on  U , hence w = 0 on 

a. This last conclusion
brings a contradiction with the initial assumption (2.20) and (2.21), since we
have
kwkk1;
a k! 1 6= kwk1;
a = 0:
Consequently Aam(; ) is coercive in Va. 
Coercivity of operator Am derives from lemmas 2.4.1 and 2.4.2 and we have
the following theorem.
Theorem 2.4.2 Let f 2 V0. Then there exists a unique solution u in V
for the variational inequality problem (2.14).
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2.5 Lagrange multipliers formulation
2.5.1 Trace operator for the stess tensor
Assuming that f 2 L2(
), it is proven in [13] pp.91{93 that the Green's
formula holds and trace operator n on @
 is dened. Indeed, let T =
f;  ij 2 L2(
) and r: 2 L2(
)g, there exists a bounded linear operator
T ! H  12 (@
)
 ! () =  nj@

such that for any v 2H1(
), the Green's formula holdsZ


 ij@xjvi =
Z


@xi ijvj+ < (); (v) >H 
1
2 (@
);H
1
2 (@
)
:
Moreover, we can dene n() = ()  n and t() = ():t in H  12 (@
)
such that () = n()n + t()t which are a generalization of the classi-
cal traces ntn and tn for continuous tensors. From a practical of view,
such operators dene the normal and tangential pressure (or traction) on the
boundary.
Extension for a open subset   @
 can be considering. Assuming
W = fu 2H1(
); 0u = 0 on Dg
then on can dene a unique mapping j from T into
 
H
1
2
00()
0
which is the
closure of the trace operator
 ! ( ijnj)j
such that we haveZ


 ij;jvj dx+
Z


 ijvi;j dx =
Z

j  jv ds:
At last, if 0 is an open part of the boundary such that 0   then there
exists a unique trace operator j0 such that 0 2H  12 (0).
Returning to our specic problem we have the following theorem
Theorem 2.5.1 Let f 2 L2(
) and u 2 V the solution of (2.14). Then u
is the solution of (1.13)-(1.17).
Proof: Since assuming that r   = f 2  L2(
) trace operators j aC and
j bC are well-dened on the contact boundaries and for any  and the Green's
formula holds which implies that u is a solution of (1.13)-(1.17) in a weak
sense. 
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2.5.2 Lagragian multipliers and mixted formulation
We now provide a new formulation based on the Lagrangian multipliers. We
introduce the following linear operators
T ! H  12 (I); T ! H  12 (I);
aI(t) =
 
j aC  na
 a(t); bI(t) =  j bC  nb b(t);
which correspond to the normal pressure of the stress tensor of both side,
using the representation on intervalle I.
Since solution u 2 K with  2 T , we have for any function v 2 KZ


 ij@jvidx+ 
Z
 U
(u  n)(v  n)ds =
Z


f  vdx  
Z
 U
v  nds+Z
I
aI ()
a
I (v)dt+
Z
I
bI()
b
I(v)dt
with aI () = 
b
I()  0 and aI (u) + bI(u)  g  0.
Let us introduce the space for the langrangian function
N = fq 2 H  12 (I); q  0g:
We then introduce the Lagrangian functional
L(v; q) = 1
2
Am(v;v)  Lm(v) 
Z
I
q

aI (v) + 
b
I(v)  g

(2.24)
From [13] p. 44, we obtain the mixed formulation for the Signorini problem.
Proposition 2.5.1 If L admits a saddle point (u; p) 2 V  N , then it is
characterised by (u; p) 2 V N such that
a(u;v) = L(v) +
Z
I
p

aI (v) + 
b
I(v)

dt; 8v 2 VZ
I
(q   p)aI (u) + bI(u)  gdt  0; 8q 2 N:
Moreover u 2 K.
Proof: The mixed formulation derives from Theorem 3.11 of [13] p. 44.
Now, let q = p max(0; aI (u) + bI(u)  g), then we have
0 
Z
I
 max(0; aI (u) + bI(u)  g)

aI (u) + 
b
I(u)  g

dt

Z
I
 max(0; aI (u) + bI(u)  g)2:
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Thus we deduce that max(0; aI (u) + 
b
I(u)  g) = 0 in H
1
2 (I) and conclude
that aI (u) + 
b
I(u)  g  0, hence u 2 K. 
We now have the following theorem
Theorem 2.5.2 Functional L(v; q) admit a unique saddle point (u; p) 2 V N .
Moreover u is the solution of the variational problem, (u) 2 T and
aI ((u)) = 
b
I((u)) = p:
Proof: Since the arguments are standard (see [13], p. 43), we just outline
the proof.
 For any q 2 N , functional
v 2 V! L(v; q)
admits a unique minimizer uq 2 V thank to the coercivite of Am and
the continuity of the trace operator aI and 
b
I . Moreover the minimizer
satises the property
Am(uq;v) = Lm(v) +
Z
I
q

aI (v) + 
b
I(v)

; 8v 2 V:
Notice that we have an equality and not an inequality since V is a
vectorial space.
 Taking v = uq in the previous relation, nd
inf
v2bv
L(v; q) = L(vq; q)
=
1
2
Am(vq;vq)  Lm(vq) 
Z
I
q

aI (vq) + 
b
I(vq)  g

=  1
2
Am(vq;vq) +
Z
I
qgdt
  0
2
kuqk2V + kgkH 12 (I)kkqkH  12 (I)
Thank to the surjectivity of operator aI and 
b
I , there exists 0 > 0
such that we have the inequality
0kqkH  12 (I) = sup
v2V
R
I
q

aI (v) + 
b
I(v)

dt
kvkV
= sup
v2V
Am(uq;v)  Lm(v)
kvkV
 MkuqkV + kfkL2(
):
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where M is a positive constant. We then deduce the inequality
 0kqkH  12 (I) + kfkL2(
)   MkuqkV
and obtain the following inequality
inf
v2V
L(v; q)   C1kqk2
H 
1
2 (I)
+ C2kqkH  12 (I) + kfkL2(
)
whith C1; C2 > 0 independent of q. We conclude that
lim
kqk
H
  12 (I)
!+1
inf
v2V
L(v; q) =  1
We now have all the ingredients to use theorem 3.12 of [13] p. 44 which yields
that there exists a unique saddle point (u; p) 2 V N . 
We would like to point out that the mixed formulation: nd (u; p) 2 VN
such that
a(u;v) = L(v) +
Z
I
p

aI (v) + 
b
I(v)

dt; 8v 2 V; (2.25)Z
I
(q   p)aI (u) + bI(u)  gdt  0; 8q 2 N (2.26)
is of crucial importance for a practical point of view since we shall apply the
nite element method based on that specic form.
2.6 The Haslinger method
In this section we present an alternative algorithm proposed by Haslinger et
al. in [11] to solve the problem (2.14).
Using R`0 the operator dened as in (A.2.2) we begin by dene a supplemen-
tary residuum form:
F a
 
wa;wb;va

=
1
2
[(Aam (w
a;va)  Lam (va)) +
 
Abm
 
wb; Rb0
a
Iv
a
  Lbm  Rb0aIva
F b
 
wa;wb;vb

=
1
2
 
Aam
 
wa; Ra0
b
Iv
b
  Lbm  Ra0bIvb+
 
Abm
 
wb;vb
  Lbm  vb
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for wa;va 2 Va and wb;vb 2 Vb
We can write the following algorithm:
Haslinger algorithm
Given a 0 2 H 12 (I), For k  1 compute u`k, w`k, with ` = a; b and k as
follows:
1. Solve8>><>>:
Find uak 2 Va such that
Aam (u
a
k;v
a) = Lam (v
a) ; 8va 2 Va
aIu
a
k = k 1 on I
2. Solve(
Find ubk 2 Vb and bIubk  k 1 such that
Abm
 
ubk;v
b
  Lbm  vb ;8vb 2 Vb and bIvb  k 1 on I
3. Solve(
Find wak 2 Va such that
Aam (w
a
k;v
a) =  F a  uak;ubk;va
4. Solve(
Find wbk 2 Vb such that
Abm
 
wbk;v
b

= F b
 
uak;u
b
k;v
b

5. Compute k = k 1 + 
 
aIw
a   bIwb

For a given  > 0.
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Chapter 3
Discretisation of the
mechanical problem
A nite element method is developed to provide numerical approximations
of the contact problem. The main dierence with the classical method is
the use of an intermediate mesh on interval I following the spirit of the
three elds method. Several approaches are available: the minimization with
constraint, the variational inequality, the mixed problem or the saddle point
formulation using discrete spaces. We propose two methods namely based
on the minimization and the saddle point.
3.1 Mesh and notations
As a starting point, we dene the basic stu we need to provide the discretiza-
tion. We consider a conforming triangulation of domain 
 with triangle K
and denote by Th the mesh characterized by the mesh parameter h. Meshes
T `h , ` = a; b, represents the mesh restrictions associated to each subdomains

`, with n`K elements (triangles in our case), respectively.
Since the initial domain is not necessarily polygonal, one has to introduce
the approximated domains namely

`h =
[
K2T `h
K; 
h = 

a
h [ 
bh:
For any K, we denote by hK the diameter of the element while K stand
for the radius of the incircle. We assume that we deal with regular meshes,
namely, there exists  > 0 such that
hK
K
 
28
and set h = max
K2T `h
hK ,  = min
K2T `h
K (see gure 3.1). This condition means that
the triangles K` 2 T `h are not allowed to be arbitrarily thin, or equivalently,
the angles of the triangles K are not allowed to be arbitrarily small.
Figure 3.1: Regularity parameters for a triangle
Boundary conditions are prescribed in parts of @
h so we introduce the
following subsets (see gure 3.2)
@
ah =  Uh [  aLh [  aCh ;
@
bh =  Bh [  bLh [  bCh
which are the natural equivalent of the continuous case. Vectors n and t
stand for the outward normal vector and the tangential vector such that (n; t)
is a positive oriented basis. When necessary, we mention n` or t`, ` = a; b
to distinguish the two domains. Note that the vectors are discontinuous at
the vertices of the boundary where they are not dened. To that end, the
average with respect to the edge length of the adjacent sides vectors is used
to dene the normal vector at the boundary node excepted for the corners
where the normal vector at the node correspond to the edge which support
a Neumanns condition.
In practice, we shall split the problem into two subproblems associated to
the two subdomains such that one can consider independent. It result that
we do not need a global numeration for T `h but two independent numeration
for T `h .
Let N `i ; i = 1; : : : ; n
` be the nodes of T `h . We will renumber the nodes on
domain 
ah following the conditions:
1. From 1 to ~na, the nodes out of  aUh , where from 1 to n
a
C are the nodes
on  aCh
2. From ~na + 1 to na, the nodes on  aUh
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(a) Circuit-breakers and I outline (b) Discretization
Figure 3.2: Outline for the discretizations procedure
Equally, the nodes on domain 
ah are renumbering following that:
1. From 1 to ~nb, the nodes out of  bBh , where from 1 to n
b
C are the nodes
on  bCh
2. From ~nb + 1 to nb, the nodes on  bBh
as we explain at diagram (3.1-3.2).
1    naC| {z }
nodes over  Ca
h
naC + 1    ~na ~na + 1    na| {z }
nodes over  Ua
h| {z }
all nodes of 
a
(3.1)
1    nbC| {z }
nodes over  
Cb
h
nbC + 1    ~nb ~nb + 1    nb| {z }
nodes over  
Bb
h| {z }
all nodes of 
b
(3.2)
To provide a common interface between the two potential contact bound-
aries, we have introduced an intermediate segment line I of width d situated
between the two bodies as shown in gure 3.2. The meshes of boundary  aC
and  bC provide two natural meshes on I by orthogonal projection that we
shall denote ah and 
b
h respectively. Notice that the meshes have n
a
C and n
b
C
nodes respectively while the numbers of segment T are naC   1 and nbC   1.
Since the meshes are dierent and shall not match, we introduce a third
mesh denoted by  characterized by the mesh parameter  constituted of
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nI nodes Pk, k = 1; : : : ; n
I and nI   1 elements T . For all line segment T we
denote by P and P the extreme nodes.
I
1
Figure 3.3: Global and local numeration nodes over 
3.2 Discretization
3.2.1 Discrete variational space
At that stage, one has to dene the nite element space we shall use to
develop the discrete formulation. P0 and P1 denote the set of the polynomial
function of degree 0 and 1 for one- or two-dimension space in function of the
context. We rst dene the discrete spaces for the displacement, namely
Vah =
n
vh 2
 
C0 (
ah)
2
vhjK 2 (P1 (K))
2 ; (3.3)
K 2 T ah ; vhb  th = 0 on  Uhg :
Vbh =
n
vh 2
 
C0 (
ah)
2 j vhjK 2 (P1 (K))2 ; (3.4)
K 2 T bh ; vh = 0 on  Bh
	
:
For the sake of simplicity we denote v`h = (v
`
h;1; v
`
h;2) the component of v
`
h
and set
v`h =
n`X
i=1
v`i
`
i(x) =
n`X
i=1
(v`i;1e1 + v
`
i;2e2)
`
i(x)
where `i 2 V`h are the usual nite element basis while v`i = (v`i;1; v`i;2), ` =
a; b. As in the continuous case, the set of admissible deformations for the
whole domain is denoted by
Vh = V
a
ha Vbhb ;
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For two dimensional geometries, P1 elements results into identical projec-
tions across the interface, since the restriction of either P1
 

`h

to @
`h is a
piecewise linear function of the mesh partition of @
`h.
From Vah and V
b
h, we derive the discrete spaces associated to meshes 
a
h and
bh setting for ` = a; b
W `h =

wh 2 C0 (I) j whjT 2 P1; T 2 `h;
	
: (3.5)
The set is a linear space characterised by the basis still denoted `i , i = 1; : : : ; n
`
C
such that
wh() =
n`CX
i=1
w`i
`
i():
Notice that we have use the same notation for the basis elements `i(x) and
`i() both for V
`
h and W
`
h since there exists a natural correspondence between
the two basis. In the following, the context allow to clearly distinguish the
basis we refer to.
At last, we introduce the discrete space associated to  with
W I =

 2 C0 (I) j jT 2 P1; T 2 ;
	
: (3.6)
We equip the vectorial space with the basis i of continuous linear function
such that k(Pm) = km an for any  2 W I we have
() =
nIX
k=1
kk():
3.2.2 Interpolations and projections
Let v` be a continuous function dened on 
`. Since 
`h  
`, we introduce
the Lagrange interpolation given by
I`h(v`) =
n`X
i=1
v`(N `i )
`
i(x)
Notice that the nodes on the discrete boundary match with the boundary
of 
 hence for any v 2 V`, we have I`h(v) 2 V`h. On the other hand, the
orthogonal projections of  `C onto I provide a natural interpolation from
`n(v
`) onto W `h setting
I`h(`nv`) =
n`CX
i=1
f(`nv`)(N `i )g`i():
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In same way, for any continuous function w on I, we dene II as the inter-
polate operator over W I by
II(w) =
nIX
k=1
w(Pk)k():
Since  `Ch is not included in  
`
C , we have to slightly adapt the normal trace
operator setting for any v`h =
n`X
i=1
v`i
`
i(x) 2 V`h
`n;h(v
`
h) =
n`CX
i=1
v`i  ni`i(x)
where ni is the ponderate mean vector of the two sides which share the
common node Ni.
To link the three discrete spaces W ah , W
b
h and W
I
 we use the L
2 projection
operators dened for ` = a; b as follows:
C`;Ih; : W
`
h ! W I
wh 7! C`;Ih;(wh);
where Z
I
C`;Ih;(wh)()()d =
Z
I
wh()()d; 8 2 W I ; (3.7)
and its transpose operator
CI;`;h : W
I
 ! W `h
 7! CI;`;h();
where Z
I
CI;`;h()()wh()d =
Z
I
wh()()d; 8wh 2 W `h: (3.8)
Based on the trace operator and the mappings denied above, we introduce
the discrete trace operator such that for any vh 2 Vh
`;Ih; = C
`;I
h;
`
n;h(vh) 2 W I :
Using the trace operator, we dene the close convex domain where we seek
the solution
Kh; = fvh 2 Vh; a;Ih;(vh) + b;Ih;(vh)  IIg  0g:
Notice that since q is non-negative, the Lagrange interpolation IIg is also
non-negative thus vh = 0 belongs to Kh;, hence the convex set is closed and
non-empty.
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3.2.3 Operator discretizations
We now dene the linear and bilinear operator for the discrete formulation.
To this end, let uh;vh 2 Vh, we set
Aamh(uh;vh) =
Z

ah
(uh) : "(vh)dx+
Z
 Uh
(uh  nah)(vh  nah)d;(3.9)
Abmh(uh;vh) =
Z

bh
(uh) : "(vh)dx; (3.10)
Lah (vh) =
Z

ah
Iah(f)  vhdx+
Z
 Uh
(vh  nah)ds; (3.11)
Lbh(vh) =
Z

bh
Ibh(f)  vhdx: (3.12)
and the global forms:
Amh(uh;vh) = A
a
mh
(uh;vh) + A
b
mh
(uh;vh); (3.13)
Lh(vh) = L
a
h(vh) + L
b
h(vh): (3.14)
Then, the discrete problem is write as:8<: Find uh 2 Kh; such thatAmh (uh;vh   uh)  Lh (vh   uh) ; 8vh 2 Kh;: (3.15)
The problem (3.15) is equivalent to the minimization one:8><>:
Find uh 2 Kh; such that
Jh (uh) = min
vh2Kh;
Jh (vh)
(3.16)
with
Jh (vh) = 1
2
Amh (vh;vh)  Lh (vh) :
Since the bilinear form is continuous, coercive, le linear form is continuous,
and Kh; is a closed non-empty convex set we have the follwoing results.
Theorem 3.2.1 The problem (3.15) admits a unique solution in Kh; which
is the solution of (3.16)
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3.3 The Uzawa method
A rst way to deal with numerical approximations for the minimizing prob-
lem with restriction is the Uzawa method we detail hereafter in the context
of the three elds technique. To take the constraint into account Lagrange
multipliers are introduced. It is important to notice that the multipliers in-
troduced in the Uzawa method do not correspond to the Lagrange multipliers
used in the saddle point formulation since no discretization of the dual space
for the traction trace is involved.
3.3.1 The discrete formulation
In this section we want to establish an algorithm for solving the system of
equations and inequalities that we obtained previous. We shall also analyze
the convergence of this algorithm to the exact solution of the discrete problem
(3.19). The minimizing discrete problem (3.15) will be substituted with
a saddle point problem where the restriction is now imposed by the non
negativity of the Lagrange multipliers.
Let introduce the space
W+ = f 2 W I ;   0g
and for any  2 W+ , we denote by  = (k)i;:::;nI the vector associated to
the decomposition in the basis. Since the functions are linear piecewise, we
have clearly
 2 (R+)nI ,  2 W+ :
For any function vh 2 Vh and  2 W I , we then introduce the Lagrangian
functional
L(vh; ) = 1
2
Amh(vh;vh)  Lh(vh) + bh;(vh; )
bh;(vh; ) =
Z
I
()

a;Ih;v
a
h + 
a;I
h;v
b
h   IIg

() d:
We then seek a solution uh 2 Vh and  2 W+ such that
L(uh; ) = min
vh2Vh
max
2W+
L(vh; ) = max
2W+
min
vh2Vh
L(vh; ): (3.17)
3.3.2 Saddle point and minimizer
Assume that we have a solution for the saddle point problem, then using the
fact that Vh is a vectorial spaces and [11] p. 354, the following conditions
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hold 8><>: Amh(uh;vh) + bh;(vh; ) = Lh(vh) 8vh 2 Vh;bh;(uh;    )  0 8 2 W+ : (3.18)
Taking  =  +  for any  2 W+ , it results that  2 W+ and one has
bh;(uh; )  0; 8 2 W+
and we deduce that a;Ih;v
a
h + 
b;I
h;v
b
h   IIg  0 in W Ih hence uh 2 Kh;.
Noticing that the  = 0 and  = 2 belong to W
+
 , we deduce that
bh;(uh; ) = 0 and
Jh (uh) = L(uh; )  min
vh2Vh
L(vh; )  min
vh2Kh;
L(vh; )  min
vh2Kh;
Jh (vh)
since bh;(vh; )  0 for any function uh 2 Kh;. In conclusion uh is the
solution of the minimizing problem (3.16).
3.3.3 Matricial expression
We design the matricial version for minimizing problem and the saddle point
problem in order eectively applied the Uzawa method. To this purpose, we
introduce the following matrices and vectors:
Over 
ah we represent by
[va1 ] =

va1;1    va~na;1
T
and [va2 ] =

va1;2    vana;2
T
the e1 and e2 components matricial form for an element of V
a
h, respectively.
Consequently, vh 2 Vah as the matrix form
[va] =

[va1 ] [v
a
2 ]
T
In the same way, for an element of Vbh we have
vb1

=
h
vb1;1    vb~nb;1
iT
and

vb2

=
h
vb1;2    vb~nb;2
iT
the e1 and e2 components matricial form, respectively. Then
vb

=
 
vb1
 
vb2
 T
is the the matrix form of vh 2 Vbh.
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According the restrictions on the spaces Vah and V
b
h we obtain the matricial
form
[fa1 ] =

Lah ('
a
i e1)
T
i=1;:::;~na
[fa2 ] =

Lah
 
'aje2
 T
j=1;:::;na
and
f b1

=

Lbh
 
'bie1
 T
i=1;:::;~nb

f b2

=

Lbh
 
'bje2
 T
j=1;:::;~nb
for the components e1 and e2, respectively.
Now we will exhibit the matricial representation of operators Aamh and A
b
mh
over Vah and V
b
h, respectively. For this we will introduce the notation:
Aam11

=

Aamh
 
'ai e1; '
a
je1

i;j=1;:::;~na
Aam22

=

Aamh
 
'ai e2; '
a
je2

i;j=1;:::;na
Aam12

=

Aamh
 
'ai e1; '
a
je2

i=1;:::;~na
j=1;:::;na
and 
Abm11

=

Abmh
 
'bie1; '
b
je1

i;j=1;:::;~nb
Abm22

=

Abmh
 
'bie2; '
b
je2

i;j=1;:::;~nb
Abm12

=

Abmh
 
'bie1; '
b
je2

i;j=1;:::;~nb
By this we can write
[Aam] =
24

Aam11
 
Aam12


Aam12
T 
Aam22

35 and Abm =
24

Abm11
 
Abm12


Abm12
T 
Abm22

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The functions dened on W I have the matricial representation
[] =

1    nI
T
and for the gap we write
[g] =

g (P1)    g (PnI)
T :
Now we are interested to the matricial representation of the normals at the
modes over  `Ch ; ` = a; b. Due to the polygonal form of  
`
Ch
we dene the
normal at the node N `i as the average of the normals of the adjacent sides
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Figure 3.4: The normal at the node is the average of the normals of the
adjacent sides
if N `i is not an extreme of active zone, otherwise the normal at N
`
i is the
normal at the side belonging at active zone, cf. Figure 3.4.
We denote by
h
N
`
i
2 Rn`C2n`C the matrix of the outwards normals over  `C
h
N
`
i
=
264 n
`
h1;1    0 n`h1;2    0
. . . . . .
0    n`h n`C ;1 0    n
`
h n`C ;2
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To simplify the matricial representation, we introduce the following general-
ization of
h
N
`
i
on 
`h:

N `

=
h h
N
`
i
0
i
with [Na] 2 Rn`C(~na+na) and N b 2 Rn`C2~nb .
Matrizes

C`;I
 2 RnIn`C and CI;` = C`;IT 2 Rn`CnI stand for the
matricial representation of operator (3.7) and (3.8) with

C`;I

ki
=
Z
I
k()
`
i()d; k = 1;    ; nI ; i = 1;    ; n`C :
The global problem asks the notation
[v] =
h
[va]T

vb
T iT
; [v] 2 Rn  n = ~na + na + 2~nb
[f ] =
h
[fa]T

f b
T iT
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[Am] =

[Aam] 0
0

Abm
  ; [Am] 2 Rnn
[C] =
 
Ca;I
 
Cb;I
 
; [C] 2 RnInC  nC = naC + nbC
CI

=
 
CI;b
 
CI;b
 T
;

CI
 2 RnCnI
[N ] =

[Na]

N b
 
; [N ] 2 RnCn
3.3.3.1 Matricial version of the minimizing problem
Problem (3.15) writes in the matricial form
Find [u] 2 Rn; [] 2  R+0 nI such that
[Am] [u] = [f ]
[C] [N ] [u]  [g]
(3.19)
3.3.3.2 Matricial version of the saddle point problem
Problem 3.17 has the following matrix formulation
min
[C][N ][v][g]
1
2
[v]T [Am] [v]  [f ]T [v] (3.20)
3.3.3.3 Active zone
After the numerical resolution and with vector [u] in hand, the discrete active
zone J  I is determinate, according (1.6), by
J = [
n
T = [P; P] 2  :

[C] [N ] [u]

i
= [g]i; i = ; 
o
(3.21)
where P, P the extreme nodes, as described at section 3.1 .
Using I;`;h (` = a; b) applied to the characteristic function of J provides
the eective contact zone A`;h   `Ch with respect to mesh `h and J with:
A`;h = [
n
S 2 `h : S \ supp I;`;h

ijT

6= ;; i = ; ;
for some T = [P; P]  Jg
(3.22)
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IFigure 3.5: Discrete active zone denition
3.4 The Uzawa's algorithm
The classical Uzawa's algorithm can be used to solve problem (3.19) and it
be write step by step as:
Uzawa algorithm
1. Given [](k) 2 RnI with non-negative components;
2. Solve [Aa] [ua](k) = [f
a]  CI;a [](k) and
Ab

[ub](k) =

f b
  CI;b [](k)
3. Update [](k) coordinate by coordinate
[](k+1)i = max

0; [](k)i + 
 
Ca;I

[Na] [ua](k) +

Cb;I
 
N b

[ub](k)

i
	
For a suitably chosen  > 0.
Finally we identify the nodes at the contact zone testing
[C] [N ] [u]  [g] = [0]
3.5 The discrete Haslinger method
The nite element approximation of problem (3.15) can be solved by by a
discretization of the algorithm described at section 2.6:
Haslinger discrete algorithm
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1. Let [](k) 2 RnI and  > 0 be given.
2. Find [ua](k) minimizing
[va]T [Aa] [va]  [va]T [fa]
subject to

Ca;I

[Na] [va] = [](k);
3. Find [ub](k) minimizing
[vb]
T 
Ab

[va]  [vb]T f b
subject to [](k)  

Cb;I
 
N b

[va]  [g];
4. Compute
[] =

Ca;I

[Na]
 
[fa]  [Aa] [ua](k)
 
Cb;I
 
N b
  
f b
  Ab [ub](k)
5. Solve
[Aa] [wa](k) =
1
2
Z
 aCh

CI;a

[] ds
6. Solve 
Ab

[wb](k) =  1
2
Z
 bCh

CI;b

[] ds
7. Update [](k) by
[](k+1) = [](k) + 
 
Ca;I

[Na] [wa](k) +

Cb;I
 
N b

[wb](k)

Finally, like as in above section, we identify the nodes at the contact zone
testing
[C] [N ] [v]  [g] = [0]
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Chapter 4
Numerical simulation
In this chapter, we present numerical results for the mechanical problem,
and study numerically the performance of the previous methods. Our ex-
periments were done by using C++ code and the nite element OFELI [20].
The numerical experiments were done on a pc with a core I7 processor. We
display mesh deformations and displacement eld with Gmsh [9], while for
the graphics displaying convergence we used gnuplot [21].
For all examples described below, the corresponding physical problem is a
two-dimensional linear elasticity problem. The elastic constitute law is given
by Hookes law for homogeneous isotropic elastic materials like described at
section 1.2. For the material we use the copper, with characteristics given
by [7].
We consider the problem depicted in Figure 1.1 discretized as shown at Fig-
ure 4.11. The use of a nonconforming method circumvents the diculty of
coordinate the domain decomposition and reassembly processes. With this
technique the discretization of the domain can be selectively increased in
localized regions, such as around the contact zone.
Our interests were twofold:
 to compare the convergence performances of the dierent the two al-
gorithms: Uzawa 3.4 and Haslinger 3.5;
 to analyze the eletrodes deformation and consequently the lenght of
the active zone J  I
4.1 The problem to solve numerically
The computational domain 
h = 

a
h[
bh was considered with several shapes
but all with the same dimensions: height = 0; 16 and width = 0:2 (as we can
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see at 1 on the left, the electrodes are wider than tall).
This is a model of the circuit breaker representing a longitudinal section
along a plane passing through the central axis.
We begin by applying a force at boundary  Uh , simulating the spring force,
and by deformation we expect obtain a contact zone and also the continuity
of displacements at the interface after deformation.
At the nexts tests we will test several congurations for the circuit breaker
and several spring forces magnitudes.
The spring force in characterized, in N, by
F =   (4.1)
with
 =
E  A
L
(4.2)
named the axial stiness, where
E = 115 GPa = 115 106N=m2, the copper elasticity modulus, [7],
A, the contact zone area (in m2) and
L the circuit breaker height (in m).
The value  represents the vertical displacement and we here we will supose
  0:2
4.2 Full contact case
Here we will treat the case full contact where have a horizontal line (horizon-
tal plane in 3D) as contact zone. At this case there is no need to determine
the length of the active contact zone, because this zone is xed. Our goal is
only study the algorithms behavior.
4.2.1 Algorithms comparison
In order to compare the results provided by both algorithms, we consider the
case of full contact where  aCh =  
b
Ch
, as shown at Figure 4.1, with 256 and
80 nodes on 
ah and 

b
h, respectively.
For the the numerical problem on domain 
ah, using Mathematica [22], we
estimate the condition number matrix [Aam] on 3103. For this reason we use
a ILU preconditioner with conjugate gradient method for solving the linear
systhems. We recall that the ellipticity of the contiuous operator associated
to [Aam] depends of .
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Figure 4.1: Initial circuit breaker's shape and nonmatching mesh
Using the algorithms Uzawa 3.4 and Haslinger 3.5 we obtain the displacement
eld represented at Figure 4.7. We can oserve the displacement elds are
equals for the both electrodes, particularly at active zone as we shown at
Figure 4.8.
(a) Uzawa's algorithm (b) Haslinger's algorithm
Figure 4.2: Displacement eld with a coarse mesh
4.2.2 Algorithms performence
Concerning the performence of algorithms they are dierent, it can be seen
better performence of Uzawa algorithm, as shown at Table 4.1 and Figure
4.4.
The convergence of Uzawa's algorithm is slow as shown at [24], but as we
have seen reliably.
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(a) Uzawa's algorithm
(b) Haslinger's algorithm
Figure 4.3: Zoom of displacement eld at contact zone with a coarse mesh
algorithm stopping criterion iteration's number time
Uzawa 1:37 10 4 1000 21 s
Haslinger 7:82 10 4 1000 1 min 32 s
Table 4.1: Performance of algorithms
4.2.3 Mortar space inuence
Once the mesh nomatching at contact zone, we need use a mortar space W I
3.6 to connect the spaces W ah and W
b
h 3.5. The espace W
I
 must be rich
enough to link spaces W ah and W
b
h. Figures 4.5 and 4.6 illustrates an extreme
case where W I as dimension 2, while in above tests ( Figures 4.7 and 4.8)
W I as dimension 6.
If the espace W I we obtain a diferent solution and we loose its continuity at
contact zone.
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(a) Uzawa's algorithm
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(b) Haslinger's algorithm
Figure 4.4: Relative residue graph for a coarse mesh
Figure 4.5: Displacement eld obtained when W I is poor
4.2.4 Mesh convergence
Another important aspect is the mesh convergence. Rening the mesh we
obtain the same solution continuous at the contact zone, as shown at Figures
4.7 and 4.8.
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(a) Rich space W I
(b) Poor space W I
Figure 4.6: The splacement eld is no more continuous at interface after a
reduction of the dimension of discrete space W I (Figure (b))
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(a) Rened mesh
(b) Displacement eld
Figure 4.7: Displacement eld with a rened mesh
Figure 4.8: Zoom of displacement eld at contact zone with a rened mesh
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4.3 Curve contact case
4.3.1 First test: Elliptic prole and large deformation
For the circuit breaker's shape we consider a eliptic prole at contact zone
for both electrodes, as shown at Figure 4.11, with 2436 and 838 nodes on 
ah
and 
bh, respectively. Also we consider  = 0:1 and  U = [0:; 0:2] f0:16g
(x  0:1)2
10 1
+
(y   0:12)2
10 2
= 1;
0  x  0:2
y  0:12
9>>>>>=>>>>>;
for  aC
(x  0:1)2
10 1
+
(y   0:04)2
10 2
= 1;
0  x  0:2
y  0:04
9>>>>>=>>>>>;
for  bC
The body is xed on the x-component of the face  B = [0; 0:2]  f0g. The
boundary traction acting is localized at  U = [0:; 0:2]  f0:16g consedering
the spring force characterized by k = 1:69 106, using (4.2) where
E = 115 106 is the copper elasticity modulus [7],
L = 0; 17 the circuit breaker height.
A complete characterization of the spring force is made by choosen the dis-
placement  (4.1), at the next tests we will use several values to , we will
start by  = 0:1.
We begin by applying the spring force globaly over all boundary  aUh as
described at Figure 4.9
Figure 4.9: Diagram of application of central spring force
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Figure 4.10: Elliptic prole: Initial circuit breaker's shape and nonmatching
mesh
Figure 4.11: Elliptic prole: Zoom of gure at the potential contact zone
Figure 4.12: Elliptic prole: Zoom of displacement eld for global applied
spring force and  = 0:1, using Uzawa's algorithm
At Figure 4.12 we can observe the continuity of the displacement eld at the
active zone of contact.
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Figure 4.13: Elliptic prole: Zoom of deformed mesh at the contact zone
with  = 0:1
 stopping criterion iteration's number time m (J)
2 106 3:32 10 4 1750 1 min 53 s 0:0320595
Table 4.2: Elliptic prole: Results for a global spring force and  = 0:1
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Figure 4.14: Elliptic prole: Relative residue graph for  = 0:1, using
Uzawa's algorithm
Now we will apply the spring force laterally at  aUh as described at Figure
4.15. Here we divide  aUh into three parts and apply the force in the outer
parts.
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Figure 4.15: Diagram of application of lateral spring force
 stopping criterion iteration's number time m (J)
2 106 6:71 10 4 1750 2 min 12:5 s 0:0319926
Table 4.3: Elliptic prole: Results for a lateral spring force and  = 0:1
Comparing Tables 4.2 and 4.3 we can observe that the length of J icrease
when we apply sideways the spring force at boundary  aUh .
4.3.2 Second test: Elliptic prole and small deforma-
tion
Here we keep the conditions of the above test, considering electrode's shape
(Figure 4.11 ) and spring force characterization. As at above test we begin
by the case where the spring force is applied over all boundary  aUh and the
case where the spring force is applied sideways. For this test we consider
 = 0:01 and  U = [0:; 0:2] f0:16g.
Figure 4.16: Elliptic prole: Zoom of displacement eld at the contact zone
At Figure 4.16 we can observe the continuity of the displacement eld at the
active zone of contact.
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Figure 4.17: Elliptic prole: Zoom of deformed mesh at the contact zone
with  = 0:01
 stopping criterion iteration's number time m (J)
2 106 7:84 10 4 1750 1 min 56 s 0:0120128
Table 4.4: Elliptic prole: Results for a global spring force and  = 0:01
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Figure 4.18: Elliptic prole: Relative residue graph for  = 0:01, using
Uzawa's algorithm
Now we will apply the spring force laterally at  aUh as described at Figure
4.15.
As before, comparing Tables 4.4 and 4.5 we can obser the length of J un-
changed on this test.
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 stopping criterion iteration's number time m (J)
2 106 8:42 10 4 1750 2 min 13: s 0:0120128
Table 4.5: Elliptic prole: Results for a laterally spring force and  = 0:01
4.3.3 Third test: Circular prole and large deforma-
tion
Our goal is study the as the zone J depends of the geometric prole of the
elecrodes. So, now for the circuit breaker's shape we will repeat the rst and
second tests considering a circular prole at contact zone for both electrodes,
as shown at Figure 4.19, with 2196 and 757 nodes on 
ah and 

b
h, respectively.
(x  0:1)2 + (y   0:585)2 = 0:5052;
0  x  0:2
y  0:09
9>>>>=>>>>; for  
a
C
(x  0:1)2 + (y + 0:425)2 = 0:5052;
0  x  0:2
y  0:07
9>>>>=>>>>; for  
b
C
The body is xed on the x-component of the face  B = [0; 0:2]  f0g. The
boundary traction acting is localized at  U = [0:; 0:2]  f0:16g consedering
the spring force characterized, as at rst test, by (4.1) and (4.2) with  = 0:1
and  U = [0:; 0:2] f0:16g.
54
Figure 4.19: Circular prole: Initial circuit breaker's shape and nonmatching
mesh for the third test
Figure 4.20: Circular prole: Zoom of displacement eld of gure at the
contact zone
We can again observe at Figure 4.20 we can the continuity of the displacement
eld at the active zone of contact.
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Figure 4.21: Circular prole: Zoom of deformed mesh at the contact zone
with  = 0:1
 stopping criterion iteration's number time m (J)
2 106 1:97 4 1750 1 min 49 s 0:0449747
Table 4.6: Circular prole: Results for a centred spring force and  = 0:1
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Figure 4.22: Circular prole: Relative residue evolution
Now we will apply the spring force laterally at  aUh as described at Figure
4.15.
Comparing Tables 4.6 and 4.8 we can observe a reduction of the length of J
due to the reduction of the force acting over all boundary  aUh .
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 stopping criterion iteration's number time m (J)
2 106 2:72 4 1750 1 min 32 s 0:0385531
Table 4.7: Circular prole: Results for a lateral spring force and  = 0:1
4.3.4 Fourth test: Circular prole and small deforma-
tion
Here we wil repeat the explained method at second test and we will consider
electrode's shape as the third test and the spring force characterized, given
by (4.1) and (4.2) with  = 0:01 applied on  U = [0:; 0:2] f0:16g.
Here we keep the conditions of the above test, considering electrode's shape
(Figure 4.11 ) and spring force characterization.
Like as above, test 4.3.2, we begin by the case where the spring force is
applied over all boundary  aUh and the case where the spring force is applied
sideways .
Figure 4.23: Circular prole: Zoom of displacement eld at the contact zone
At Figure 4.23 we can observe the continuity of the displacement eld at the
active zone of contact in despite of the spring force reduction.
Figure 4.24: Circular prole: Zoom of deformed mesh at the contact zone
with  = 0:01
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 stopping criterion iteration's number time m (J)
2 106 8:77 10 4 1750 1 min 32:3 s 0:016067
Table 4.8: Circular prole: Results for a lateral spring force and  = 0:01
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Figure 4.25: Circular prole: Relative residue graph for  = 0:01, using
Uzawa's algorithm
Now we will apply the spring force laterally at  aUh as described at Figure
4.15.
 stopping criterion iteration's number time m (J)
1 104 2:523 10 3 800 1:62 s 0:016067
Table 4.9: Circular prole: Results for a laterally spring force and  = 0:01
As at test 4.3.2, comparing Tables 4.8 and 4.9 we can observe the length of
J unchanged on this test.
As this section we have done tests with two values of  ( = 0:1 and  = 0:01)
and for two prole congurations at the potential contact zone. All tests are
done with equal dimention of spaces W I . For both congurations we we
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realized the lateral force has no eect for  = 0:01.
But, for both proles the lateral force decrese the m (J) , when  = 0:1 .
We resume at table 4.10 the conclusions about the spring force.
Prole Force (N) m (J)
Elliptic 3436 0:0320595
Elliptic 13 0:0120128
Circular 4300 0:0449747
Circular 11 0:016067
Table 4.10: Correspondence between the force and the active zone
4.4 Active zone function
With the resolution of mechanic problem we can obtain the lenght of the
zone J  I, which correspond at the zone where the two electrodes touch.
Here we are interested to avaliate the lenght of the active zone as function
of , using the Uzawa's method, and proced as at rst test for several values
of  we measured the length of the active zone.
From the results obtained, represented by  at Figure 4.26, we can expect a
function of the kind
Af () = a+ b ln( + c): (4.3)
Using least squares method we obtain
a = 0:0783075; b = 0:0224344; c = 0:0375506:
represented at Figure 4.26 and Table 4.11
On the other hand if we use electrodes with a circular prole at the contact
zone, as at third test, we obtain the results shown at table 4.12. Again, we
can expect a function of the kind
Af () = a+ b ln( + c): (4.4)
Using least squares method we obtain
a = 0:0895326; b = 0:0194021; c = 0:0123014:
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Figure 4.26: Elliptic prole: Evolution of the length of active zone "" and
least squares aproximation "line"
 m(J)
0.0001 0.0026666
0.0005 0.0040031
0.001 0.0082124
0.005 0.0112618
0.01 0.0120128
0.03 0.020895
0.05 0.0241169
0.1 0.0320595
0.2 0.0440637
Table 4.11: Elliptic prole: Length of active zone
We highlight the similarity of the parameters in the functions associated with
each of the respective proles.
The function 8.4 is quite important once at the global problem context the
Laplace force depends of  and of initial itensity I0.
We recall that the measure m(J) represents the diameter, at the model 3D,
of the actie zone. Finally, using the identities 4.1 and 4.2 we can propose an
expression relating the spring force to the radius of the contact zone.
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 m(J)
0.0001 0.00321353
0.0005 0.00401691
0.001 0.00642703
0.005 0.0128538
0.01 0.016067
0.03 0.0281148
0.05 0.0353417
0.1 0.0449747
0.2 0.06102
Table 4.12: Circular prole: Length of active zone
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Figure 4.27: Circular prole: Evolution of the length of active zone "" and
least squares aproximation "line"
F =
E A2f
4L
: (4.5)
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Part II
The electrical problem
62
Chapter 5
Mathematical modelling
When the circuit breaker is close (the electrodes are in contact with a com-
mon area A), the current ows across the interface governing by two main
principles: conservation of the normal density current and a null potential
jump across the interface, as represented at Figure 5.1 (a). Moreover, the
electric current generate a Laplace force ( as represented at Figure 5.1 (b)
), repulsive at contact zone, which plays the fundamental role of a disjuntor
mechanism. When current increases, the Laplace force increases and the geo-
metrical design of the apparatus results to a reduction of the contact surface
till we reach a complete separation. The present chapter is dedicated to the
construction of the electrical model where one computes the electric and the
magnetic eld in function of the contact surface.
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(a) The normal density
current jump across the
interface
(b) Global denided
Laplace force
Figure 5.1: Electric-Magnetic problem outline
5.1 The mapped domain
Let recall that domain 
 corresponds to the initial situation where no force
acts. Applying the gravity, the spring force and a given volume force de-
riving from the electric problem, namely the Laplace force, we get a new
conguration characterized by an eective contact area A between the two
subdomains. Due to the displacement u, domain 
 is mapped into a new
domain denoted e
 = e
(u) depending on the displacement eld. In the same
way, on has domains e
`, e `L, e `C , ` = a; b as well as e B and e U . For the
sake of simplicity, we shall use the same notations n, t to denote the out-
ward normal vector and the tangential vector on the boundary. Notice that
A = e aC \ e bC .
5.2 The electrical problem
A medium voltage disjuntor is designed to work with continuous or low fre-
quency current (for instance 50 Hz). It results that a common approach
use the low frequency approximation (see Rappaz and Touzani [16]) where
we neglect the displacement current and the induction eect. Consequently,
we use the standard scalar potential formulation and denote by  the scalar
electrical potential while E =  r stands for the electric eld and j = E
represents the current density with  > 0 the conductivity we suppose to be
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constant for the sake of simplicity. When necessary, we shall use the nota-
tions `, E`, j`, ` = a; b to characterise the quantities associated to domaine
` respectively. Moreover the componant of the vector writes j = (j1; j2) and
E = (E1; E2).
Assuming that no electrical charge are present in the domain, the density
current conservation writes
r  j = 0; in e
 (5.1)
and deduce the scalar electrical potencial formulation
 r  (r) = 0; in e
 (5.2)
We equipped the equation with the following boundary conditions:  = 0 on
the basement e B, a uniform distribution on the upper side
j  n = I0je U j (5.3)
with I0 the intensity current while we prescribe an homogeneous Neumann
condition for the rest of the boundary to model that fact that no current
crosses the boundary which are in contact with the vacuum.
5.2.1 The two domains formulation
From a practical point of view, the electrical problem will be seen as the
coupling of two subproblems dened in each subdomain. We rewrite equation
(5.2) in the following way: nd a and b such that
 r  (r`) = 0; in e
` (5.4)
with b = 0 on the basement e B, ja na = I0je U j while we assume homoge-
neous Neumann condition condition for the vaccum boundary. To complete
the new model, we prescribe continuity for the normal current and potential
across the contact zone:
ja  na + jb  nb = 0; a = b; on A: (5.5)
Indeed, assume that  2 H1(e
) \ C0(e
) is a solution of the one domain
problem then from the continuity we deduce a = b on A. On the other
hand, let  2 H10 (e
), integration by part yields
0 =
Z
e
 rr dx =
Z
e
a rr dx+
Z
e
a rr dx
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Now, integration by parts on each subdomains provide
0 =
Z
e
a  r  (r) dx+
Z
e
a  r  (r) dx+
Z
A
(ja  na + jb  nb) ds:
Relation (5.4) yields that for any  2 H10 (e
) we haveZ
A
(ja  na + jb  nb) ds = 0
which implies
ja  na + jb  nb = 0
in H 
1
2 (A).
5.3 The magnetic eld
With E in hand, we deduce the current density j and we aim to compute the
associated electrical eld to at last deduce the Laplace force. To this end, let
us by B` the magnetic induction eld. For three-dimensional conguration,
the Ampere-Maxwell law writes
rB = 0j; in R3 (5.6)
with 0 the magnetic permeability in the vacuum or non-ferromagnetic ma-
terial.
Assuming invariance following the z direction and that the magnetic eld
only depend on x and y, we deduce that the only non-vanishing component
is B(x1:x2) = Bz(x1; x2) and the Ampere-Maxwell equation writes
@2B = 0j1;  @1B = 0j2; in R2
where j is a given function on R2 with compact support.
Dealing with the rotational operator r in R2, we deduce that B is also
the solution of problem 0r  j = r  r  B =  B (see [16]) with the
asymptotic behaviour B(x) = O(jxj 1) when jxj ! 1.
Another alternative is to introduce the potential magnetic vector A such that
B = rA where A is the solution of problem
r (rA) =  A = 0j; in R2
with the asymptotic behaviour jA(x)j = O  ln(jxj).
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However this relationship is not useful for magnetic eld computation since
the function is dened in the whole domain R2 while we just need to deter-
mine B on domain e
. An alternative approach consists to use the integral
representation, namely the Biot-Savart formula. For two-dimensional geome-
tries e
 2 R2 (see [19]). The vector potential magnetic eld and the magnetic
eld at a point x are given by
A(x) =  0
2
Z
e
 j(y) ln(jx  yj)dy (5.7)
B(x) = rx A =  0
2
Z
e
 j(y)rx ln(jx  yj)dy; (5.8)
for a current j owing in the direction of e1 and e2 where  represents the
external product between two vectors. After some algebraic manipulation,
equation (5.8) writes
B (x) =
0
2
Z
e

det[j(y); (x  y)]
jx  yj2 dy: (5.9)
At least, the Laplace force is given by
f = jB;
and in our specic case with B = Be3, the force writes
f1
f2

= B

j2
 j1

: (5.11)
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Chapter 6
Existence and uniqueness for
the electrical problem
The goal of this chapter is to prove existence and uniqueness for the elec-
trostatic and magnetostatic problems when the two bodies are in contact
with the common interface A. To this end, we have to introduce here an
important assumption we use in the whole document: domains e
a and e
b
have a Lipschitz boundary. Indeed, since the displacement u 2 H1(
), we
do not have enough regularity to ensure that the mapping subdomains have
the minimum of regularity to provide a good framework for existence and
uniqueness.
6.1 Functional spaces and trace
The section is dedicated to the functional space and trace theorem we use in
the sequel. We assume that domain A admit a local parametrization
s 2 J  I ! (s) 2 A;
where no subscript a or b is necessary since A = e aC [ e bC .
For any  2 H1(e
`), we denote by ` = j@e
` 2 H1=2(@e
`). Moreover,
assuming that r(r) = 0 in e
` enable to dene the trace operator for the
normal trace of the gradient
` = (r:n`)j@e
` 2 H 1=2(@e
`)
and the duality formula holdsZ
e
` rr dx =
Z
@e
` `` ds; 8;  2 H
1(e
`):
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Using the restriction of the trace operator on A and the regular mapping ,
we dene
`J = 
`
jA   2 H1=2(J)
the trace of  2 H1(e
`) composed with the mapping, and
`J = (r:n`)jA  (s) 2 H 1=2(J):
Let (s) 2 H 12 (J), we introduce the functional space
V a() =
n
 2 H1(e
a) j aJ = o (6.1)
with the particular case V a0 = V
a(0). In the same way, we dene the func-
tional space
V b0 =
n
 2 H1(e
b) j  je B = 0o : (6.2)
To provide a smooth enough Laplace force, we need some regularity of the
solution for the electrical problem. We mention some regularity results de-
riving from [17]. Let  be a open set with lipschitz boundary and  2 [0; 1
2
[.
We recall the trace operator property:
 2 H1+() !  = j@ 2 H 12+(@)
is a linear bounded surjective operator. Moreover, for any  2 H 12+(@)
and f 2 H 1+(), problem
 r  (r) = f in ;  =  on @;
admits a unique solution  2 H1+().
Let denote byH 
1
2
+(@) the dual space ofH
1
2
 (@). For any  2 H  12+(@),
f 2 L2() and  > 0, problem
 r  (r) +  = f in ; r  n =  on @;
admit a unique solution  2 H1+().
An relevant case concerns the mixte conditions situation. Assume that the
a domain  has a lipschitz boundary @ composed of three subsets  D,  N
and  0. Let  2 H 12+( D),  2 H  12+( N). The problem: nd  such that
 r  (r) = f; j D = ; @  nj N = ; @  nj 0 = 0; (6.3)
with f 2 H 1+() admit a unique solution  2 H1+().
To conclude the section, we notice that application  is a Lipschitz function
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from J onto A and the trace operators `J and `J admit a natural extension
in space H
1
2
+(J) and H 
1
2
+(J) respectively. More precisely, for the open
subset A  @e
`, `A and `A are the restrictions of the two operators
on subset A. Moreover if  2 H1+(e
`), we have `J 2 H 12+(J) while
`J 2 H 
1
2
+(J).
6.2 The two domains formulation
In practice, we do not solve problem (5.2) dened in the whole domain e

since we shall deal with two problems, connected with conditions (5.5). To
solve the problem, an iterative procedure is implemented and we shall prove
that, from the theoretical point of view the algorithm converges. In the whole
section,  2

0;
1
2

is a given number.
6.2.1 Existence and uniqueness for a
Let (s) 2 H 12+(J) be given and consider the following problem:
Find a solution of problem
 r(ra) = 0; in e
a;
ra:na = I0je U j on e U ;
ra:na = 0 on e aL [  aC n A;
aJ
a =  on J:
(6.4)
For a solution a regular enough, we multiply the rst equation by the test
function  2 V a0 and integration by part yieldsZ
e
a r
ar =
Z
e U (r
a:na) ds:
Using the Neumann condition provides the weak formulationZ
rar =
Z
e U
I0
je U j ds: (6.5)
We then introduce the following operators
Aae(;  ) =
Z
e
a r  r dx; L
a
e( ) =
Z
e U
I0
je U j ds:
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Since  is a positive constant, we easily check that Aae(;  ) is a continuous
coercive bilinear form on space V a0 . Since  2 H
1
2
+(J)  H 12 (J), we deduce
existence and uniqueness of solution a of problem (6.5).
Thanks to the regularity, we deduce that the solution belongs to H1+(e
a)
and we have the estimate
kakH1+(e
a)  Ca
 
jI0j
je U j + kkH 12+(J)
!
with Ca > 0 a constant which not depends on I0 and .
At last, since  r(ra) = 0, we deduce that  = aJ(a) 2 H 
1
2
+(J) and
the following estimate holds
kk
H 
1
2+(J)
 C 0a
 
jI0j
je U j + kkH 12+(J)
!
(6.6)
with C 0a > 0 a constant which not depends on I0 and .
Remark 6.2.1 We would like to mention that the constants depend on the
choice of .
6.2.2 Existence and uniqueness for b
Let (s) 2 H  12 (J) be given and consider the following problem: Find b
solution of problem
 r(rb) = 0; in e
b;
b = 0 on e B;
rb:nb = 0 on e bL [  bC n A;
bJ
b =   on J:
(6.7)
Note that we are using   since aJa+bJb = 0 for the sake of conservation.
Assume that b is regular enough, multiplying the rst equation by the test
function  2 V b0 , integration by part yieldsZ
e
b r
br =
Z
A
(rb:nb) ds:
Using the Neumann condition provides the weak formulationZ
e
b r
br =  
Z
A
 ds: (6.8)
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We then introduce the following operators
Abe(;  ) =
Z
e
b r  r dx; L
b
e( ) =  
Z
A
 ds:
Since  is a positive constant, we easily check that Abe(;  ) is a continuous
coercive bilinear form on space V b0 . Since  2 H 
1
2 (J), we deduce existence
and uniqueness of solution b of problem 6.8.
Thanks to the regularity, we deduce that the solution b belongs toH1+(e
b))
and we have the estimate
kbkH1+(e
b)  CbkkH  12+(J)
with Cb > 0 a constant which not depends on I0 and  .
At last, we deduce that e = bJ(b) 2 H 12+(J) and the following estimate
holds
kek
H
1
2+(J)
 C 0bkkH  12+(J) (6.9)
with C 0b > 0 a constant which not depends on  .
6.3 The iterative procedure
From the previous section, we have built an ane operator with respect to
 (the operator also depends on I0) given by
 2 H 12+(J) ! e = T () 2 H 12+(J)
and for any ;  0 2 H 12+(J), we deduce from (6.6)-(6.9) the following esti-
mate
kT ()  T ( 0)k
H
1
2+(J)
 C 0aC 0bk    0kH 12+(J):
Moreover, let  > 0 and dene the operator T() = (1   ) + T (). We
have the following proposition.
Proposition 6.3.1 If  2]0; 1
1 + C 0aC
0
b
] then operator T has a unique xe
point  2 H 12+(J) i.e. T() = .
Proof: We rst show that T   Id is a contraction. To this end, let ;  0 2
H
1
2
+(J). We have
k(T   Id)()  (T   Id)( 0)kH 12+(J) = k   (   
0) + [T ()  T ( 0)]k
H
1
2+(J)
 k   (    0)k
H
1
2+(J)
+ kT ()  T ( 0)k
H
1
2+(J)
 k    0k
H
1
2+(J)
+ C 0aC
0
bk    0kH 12+(J)
 (1 + C 0aC 0b)k    0kH 12+(J):
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We then deduce that
k(T   I)()  (T   I)( 0)kH 12+(J)  c
0k    0k
H
1
2+(J)
with c0 2]0; 1[ hence we have a contraction.
In consequence, operator T  Id admit a unique zero in H 12+(J), i.e. there
exists a unique function  2 H 12+(J) such that (T   Id)() = 0. Hence T
admits  as a xe point. 
To conclude the section, proposition provides the following result. Let k 2 H 12+(J)
be a given function. Then we compute successively ak, deduce k and com-
pute bk which provides T (k). Setting k+1 = T(k) then for  small
enough, we have prove that the sequence (k)k converges to a unique xe
point  and we get existence and uniqueness of solution 
a 2 H1+(e
a) and

b 2 H1+(e
b) which saties the continuity condition (5.5).
6.4 Existence and uniqueness for the magne-
tostatic problem
6.4.1 Radial eld at the innity
To solve the magnetostatic problem, we follow the technique proposed in [16]
where the authors introduce the denition of radial function at innity.
Denition 6.4.1 A scalar function (x) dene on R2 is said to be radial
at the innity if there exists a function g(t) :]0;+1[! R such that 8" > 0,
there exists R > 0 such that
8x 2 R2; jxj > R) j(x)  g(jxj)j < ":
We now introduce a detion for the vectorial case which is dierent to the
one proposed in [16].
Denition 6.4.2 A vectorial function A(x) dene on R2 is said to be radial
at the innity if there exists a function g(t) :]0;+1[! R and a vector J 2 R2
such that 8" > 0, there exists R > 0 such that
8x 2 R2; jxj > R) jA(x)  g(jxj)J j < ":
Note that a vectorial function is radial at the innity if and only if, each
components are radial at the innity. Based on that denition, we have the
following theorem derived from [16], p. 32 theorem 1.4.5 applied to each
component.
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Theorem 6.4.1 Let j 2 L2(R2) with compact support and set
A(x) =
Z
R2
 0
2
ln(jx  yj) dy 2H2(R2):
Then A is a radial at the innity solution of  A = 0j and we have
A(x) = 0J ln(jxj) +  +O(jxj 1) when jxj ! +1:
where  2 R2 and J =
Z
R2
j(x) dx.
Moreover, if we impose the condition
lim
jxj!+1
jA(x)  0J ln(jxj)j = 0; (6.10)
then we have the unique solution with  = (0; 0).
Proof: The existence derives from theorem 1.4.5 of [16], p. 32 for each
components. Since jj = lim
jxj!+1
jA(x)  0J ln(jxj)j, we deduce from (6.10)
that jj = 0.. Let now assume that we have two solutions radial at innity
solution A and bA such that (6.10) holds. We set A0 = A  bA 2H1(R2) and
we have a radial at the innity solution of  A0 = 0 with lim
jxj!+1
A0(x) = 0
which yields that A0 = 0. 
We deduce from the theorem that B = r  A has the behaviour B(x) =
O(jxj 1) at the innity with implies that B 2 H1(R2) and we have
kBkL2(R2) = kr AkL2(R2) = krAkL2(R2)  0kjkL2(R2):
Moreover, since rB = 0j, we also deduce that
krBkL2(R2) = kr BkL2(R2)  0kjkL2(R2)
and conclude that kBkH1(R2)  0kjkL2(R2).
At last, since kjkL2(R2) = kjkL2(e
)  CjI0j, we deduce that
kBkH1(e
)  CjI0j
with C a constant which does not depend on the current I0.
Since the potential  belongs to H1+(e
), we deduce that j 2H(e
) which
implies that rB 2H(e
) hence B 2 H1+(e
) with the estimate
kBkH1+(e
)  CjI0j (6.11)
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6.4.2 The Laplace force
For  2

0;
1
2

, we have prove that j 2 H(e
) and B 2 H1+(e
) We recall
that the Laplace force is given by
f =

f1
f2

= B

j2
 j1

:
We quote the following theorem (see [10], p. 28)
Theorem 6.4.2 (Grisvard-Zolesio) Let s1  s, s2  s, p1, p2, p in
]1;+1[ and   Rn with a Lipschitz boundary. Assume that
s1 + s2  s > n

1
p1
+
1
p2
  1
p

; s1  s  n

1
p1
  1
p

; s2  s  n

1
p2
  1
p

then the application (u; v) ! u:v is a continuous bilinear map from
W s1;p1()W s2;p2() in W s;p().
We apply the theorem with s1 = 1 + , s2 = , p1 = p2 = p = 2 and set
 = s. The condition writes 1 + 2    > 1, 1 +      0 and      0.
We conclude that for  2]0; 1
2
[, one can choose  =  and deduce that f
belongs to H(
) with the estimate
kfkH(e
)  kjkH(e
)kBkH1+(e
)
 CjI0j2
where C is a constant which does not depend on the current I0 but depend
on the choice of . In particular we have f 2 L2(e
).
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Chapter 7
Discretization of the electric
problem
The chapter is dedicated to the discretization of the electrical problem using
the nite element methodology. The main diculty concerns the current
transfer between the two electrodes characterized by the eective contact
zone A which may change in function of the electrical current and the Laplace
force. An other diculty derives from the two independent meshes (one for
each body) that do not match at the contact interface. To carry out the
iterative procedure dened in section 6.3, we have to consider once again three
meshes on the "joint" domain I in order to dene the xe point procedure
in discrete spaces.
7.1 Meshes and notations
For the sake of completeness, we give the notation we shall use in the whole
chapter. We identify the new meshes of e
` by eT `h , ` = a; b respectively
deriving from the displacement of the initial meshes. Namely, the new nodeseP correspond to the action of the displacement on the nodes P of the former
meshes setting eP `i = P `i + u`i , i = 1; : : : ; n`, ` = a; b.
In the same way, e `Ch represent the discrete version of the contact boundary
of the domain. We shall denote by e
`h the domain which suit with the mesh
e
`h = [
K2eT `h
K:
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The denition of the active zone at the discrete level is not so easy than
the continuous level one since we have to take dierent meshes into account.
In particular the active zone associated to eT ah will be dierent to the one
associated to eT bh and we can not write Ah = e aCh \ e bCh since the two meshes
do not match. Moreover, the active zone characterization depends on mesh
. As provide by paragraph 3.3.3.3, the active zone is characterized by a
subset
J  I
which corresponds to the segments T = [P; P] 2  such that the two
bodies are in contact, characterized by
[C] [N ] [u]

i
= [g]i; i = ; :
Set J induces the active zone Aa;h  e aCh characterized by relation (3.22).
In other words, Aa;h corresponds to the mapping of J on e aCh associated to
operator CI;`;h in the sense that
\if supp() \ J = ; then supp(CI;`;h()) \ Aa;h = ;".
Nodes are relevant geometrical location to treat Dirichlet conditions but the
electrical problem also involve Neumann condition which requires the use of
the sides. To this end, we introduce a index notation for the sides. We recall
that n`K is the number of elements (triangles) of the mesh T `h and we shall
denote s` the number of sides on e `h = @e
`h and by s`C the number of sides
one `Ch organized as show in diagram (7.1).
1    s`C| {z }
nodes over e Ca
h
s`C + 1    s`
| {z }
all sides of e `h
(7.1)
Notice that the one-dimensional structure of the contact boundary yields
s`C = n
`
C   1.
7.2 Discretization by nite element method
We now introduce the nite element space to achieve the discretization of the
contact boundary where we have to impose both the current and the electrical
potential continuity. This implies the denition of specic discretization for
the ux across the contact area.
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7.2.1 Discrete variational space
We begin by dening the discrete spaces for the potential function.
V ah (!
a
h) =
n
 ah 2 C0
e
ah j  ahjK 2 P1 (K) ; K 2 T ah ; (7.2)
 ah = !
a
h on Aa;h
o
for any function !ah continuous, linear piecewise on the boundary e aCh . Notice
that only the contribution of !ah on Aa;h is relevant.
For domain e
bh, we set
V bh =
n
 bh 2 C0
e
bh j  bhjK 2 P1 (K) ; K 2 T bh ;  bh = 0 on e Bho: (7.3)
Let denote by (`i(x))i, i = 1;    ; n` the basis of V `h , ` = a; b respectively,
we write
 `h =
n`X
i=1
 `i
`
i(x):
In the same way, we dene
X`h =
n
j`h 2 L2
e
`h j j`hjK` 2 P0 (K) ; K 2 T `ho (7.4)
and denote by (#`i)i, i = 1;    ; n`K the canonical basis. We set
X`h = X
`
h X`h (7.5)
and any piecewice constant vector j`h 2X`h writes
j`h =
n`KX
i=1
(j`i;1e1 + j
`
i;2e2)#
`
i(x):
As section 3.2, the meshes of boundary e aC and e bC provide two natural meshes
on I by orthogonal projection that are denoted by ah and 
b
h respectively.
We derive the discrete spaces associated to those meshes setting for ` = a; b:
W `h =

!`h 2 C0 (I) j !`hjT 2 P1 (T ) ; T 2 `h;
	
: (7.6)
The set is a linear space characterised by the basis still denoted `i ; i = 1; : : : ; n
`
C
such that
!`h() =
n`CX
i=1
!`i
`
i():
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Remark 7.2.1 Notice that we use the same notation `i() for the basis of
W `h in relation with the basis 
`
i(x) for space V
`
h . Indeed, we identify the
functions !h 2 W `h with the continuous linear piecewise functions on e `Ch.
Similarly, from X`h, we derive the discrete spaces associated to meshes 
`
h,
` = a; b setting:
Y `h =

`h 2 L2 (I) j `hjT 2 P0 (T ) ; T 2 `h;
	
: (7.7)
The set is a linear space characterised by the basis still denoted #`i , i =
1; : : : ; s`C such that
`h() =
s`CX
i=1
`i#
`
i():
Remark 7.2.2 We also use the same notation #`i() for the basis of Y
`
h in
relation with the basis #`i(x) for space X
`
h. Indeed, we identify the functions
h 2 W `h with the constant piecewise functions on e `Ch.
We recal that domain I is equipped of a mesh  consituted of n
I nodes and
sI = nI   1 elements. We introduce two discrete spaces associated to ,
namely
W I =

 2 C0 (I) ; jT 2 P1 (T ) ; T 2 
	
: (7.8)
Y I =

 2 L2 (I) ; jT 2 P0 (T ) ; T 2 
	
(7.9)
We use the standard basis (k)k, k = 1;    ; nI of continuous linear function
such that k(Pm) = km for W
I
 and we have
() =
nIX
k=1
kk():
Space Y I is characterized by the basis (k)k, k = 1;    ; sI piecewise constants
function such that k(Tm) = km. For any  2 Y I we have
() =
sIX
k=1
kk():
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7.2.2 Operators
We recal the mapping operator (3.7) and (3.8) between spaces W `h and W
I
 ,
C`;Ih; : W
`
h ! W I
!h 7! C`;Ih;(!h);
CI;`;h : W
I
 ! W `h
 7! CI;`;h():
Similarly, to link the three discrete spaces Y a , Y
b
 and Y
I
 we use the mapping
operators dened, for ` = a; b, as follows:
D`;Ih; : Y
`
h ! Y I
h 7! D`;Ih;(h);
where Z
I
D`;Ih;(h)()()d =
Z
I
h()()d; 8 2 Y I ; (7.10)
and the transpose operator
DI;`;h : Y
I
 ! Y `h
 7! DI;`;h();
where Z
I
DI;`;h()()h()d =
Z
I
h()()d; 8h 2 Y `h : (7.11)
At last, we dene the discrete operators for the bilienar form. Let !ah be a
continuous linear piecewise function on e aCh , we dene
Aaeh (h;  h) = 
Z
e
ah r h  r  h dx; (7.12)
with h;  h 2 V ah (!ah) and the linear form
Laeh ( h) =
Z
e Uh
I0
je Uhj h(s) ds; (7.13)
which corresponds to a uniform current ow from above.
In the same way, for any h;  h 2 V bh we dene
Abeh (h;  h) = 
Z
e
bh r h  r  h dx; (7.14)
and the linear form
Lbeh ( h) =
Z
e bCh
h h(s) ds; (7.15)
where h is a given ux function on boundary e bCh , hence by identication
h 2 Y bh .
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7.2.3 The iterative procedure
We now adapt the iterative procedure introduced for the continuous problem
in section 6.3 to the discrete problem.
7.2.3.1 Existence and uniqueness for ah
Let  2 W I , and denote by !ah = CI;a;h() 2 W `h. We solve the following
problem:
Find ah 2 V ah (!ah) such that, for any  2 V ah (0h), we have
Aaeh (
a
h;  h) = L
a
eh
( h) :
with 0h the null function on boundary e aCh .
Since Aaeh is coercive in V
a
h (0h), we deduce that the discrete problem admit
a unique solution.
Let denote by ah = rah na on boundary e aCh . We rst observe that ah = 0
on e aCh n Aa;h, i.e. the part of the boundary which is not in contact. We
identify ah as a function in Y
a
h and using operator D
`;I
h; we deduce the ux
 = D
`;I
h;(
a
h) 2 Y I .
7.2.3.2 Existence and uniqueness for bh
Let  2 Y I and set bh =  DI;`;h() 2 Y bh where the negative sign derives from
the ux continuity across the boundary. We consider the discrete problem:
Find bh 2 V bh such that, for any  2 V bh , we have
Abeh
 
bh;  h

= Lbeh ( h) :
Existence and uniqueness of a solution for the discrete problem derive from
the coercivity. Let !bh = (
b
h)je bCh the trace of the potential function on
the contact boundary. We identify the function as an element !bh 2 W bh.
Applying the mapping C`;Ih; we deduce a function e = C`;Ih;(!bh) 2 W I .
7.2.3.3 The xe point
Let denote by J the troncature operator on J, i.e. J() =  on J
and zero for all the nodes outside of J. By construction of domain Aa;h, we
have
CI;a;h() = C
I;a
;h(J()); on Aa;h:
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In consequence space V ah (!
a
h) with !
a
h = C
I;a
;h() only depends on J().
On the other side, after solving the two elliptic problems, we get a continuous
linear piecewise function J(e) dened on J. We have then built an ane
operator
 ! J(e) = T;h()
such that a xe point  is a solution of the coupled problem since only
J() is relevant for the problem.
To numerically provide a xe point, we introduce a new ane operator
T() = (1  )J() + T;h() (7.16)
where we omit the dependence on h and  for the sake of simplicity. We then
build a sequence (r)r, setting
r+1 = T(
r
):
We initiate the sequence with 0 = 0 and we iterate the procedure such that
kr+1   rkL2(I)  " for a given tolerance parameter ".
7.3 Matricial representation
7.3.1 Representation for Aaeh
In the same way than subsection 3.3.3, the bilinear operator has a matricial
representation over V `h . To enforce the Dirichlet condition we use a penali-
sation method which seems more addapted. Indeed, the contact zone may
change with respect to the elasticity problem hence to avoid a new codi-
cation of the boundary and to reshape the matrix, we alway use the same
sti matrix and introduce the Dirichlet condition by multiplying the entries
corresponding to the nodes of Aa;h.
The ridid matrix writes
[Aae ] =

Aaeh
 
ai ; 
a
j

i;j=1;:::;na
while the associated write-hand side is given by
[a]i =
8><>:
0 ( i 2 f1; : : : ; ~nagZ
e Uh
I0
je Uhj'ai ds; ( i 2 f~na + 1; : : : ; nag
Let denote by Ea;h the nodes which correspond to domain Aah . Once we com-
pute the system matrices at each step, the Dirichlet condition correspondent
to Aah can be imposed by substitution method.
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Resolution of the elliptic problem turns to solve the simple matricial problem
[Aae ] [
a] = [a]
where [a] are the unknowns on the nodes.
7.3.2 Representation for Abeh
Since the Dirichlet condition does not change with the iteration, we do not
use a penalization method for operator Abeh and recall that Pi, i = 1;    ; ~nb,
correspond to the nodes of e
b except the node of boundary e B. The ridid
matrix then writes 
Abe

=

Abeh
 
bi ; 
b
j

i;j=1;:::;~nb
Let bh be a given constant piecewise function on e aCh characterized by vector
[] =
h
1   !sbC
iT
. We introduce the Neumann conditions with vector

b ([])

i
=
X
Te bCh
Z
T
bh
b
i ds;( i 2

1; : : : ; nbC
	
:
The elliptic problem consist in solving the matricial problem
Abe
 hebi = b
where
hebi are the unknowns on the nodes. We complete the vector setting
b

=
hhebi ; 0i taking into account the homogeneous boundary condition.
7.3.3 Current density and normal projection
Setting j`h = r`h 2 X`h, we obtain a constant piecewise vector over e
`h which
represents the current density eld. We shall represent the vector in two
vectors depending on the coordinates,
j`1

=
h
j`1;1    j`n`K ;1
iT
and

j`2

=
h
ja1;2    jan`K ;2
iT
.
that we gather in the matrix form
j`

=
 
j`1
 
j`2
 T
:
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We report here the denition of the matricial expression of the projection
following the normal direction. We denote by
h
N
`
i
2 Rn`C2n`C the matrix of
the outwards normals over  `C and set
h
N
`
i
=
264 n
`
h1;1    0 n`h1;2    0
. . . . . .
0    n`h n`C ;1 0    n
`
h n`C ;2
375
We introduce the global matricial representation of
h
N
`
i
on 
`h:
N `

=
h h
N
`
i
0
i
with [Na] 2 Rn`C(~na+na) and N b 2 Rn`C2~nb .
7.3.4 Representation for the mappings on I
We recall the matricial representation

C`;I
 2 RnIn`C and CI;` = C`;IT 2
Rn`CnI for operators C`;Ih; and C
I;`
;h respectively
C`;I

ki
=
Z
I
k()
`
i()d; k = 1;    ; nI ; i = 1;    ; n`C :
In the same way, we represent operators D`;Ih; and D
I;`
;h with

D`;I
 2 RsIs`C
and

DI;`

=

D`;I
T 2 Rs`CsI with
D`;I

ki
=
Z
I
k()#
`
i()d; k = 1;    ; sI ; i = 1;    ; s`C :
In the following [] 2 RnI and [ ] 2 RsI represent the vectors associated to
space W I and Y
I
 respectively. In the same way, [!
`] 2 Rn`C are the vectors
associated to the nodes of the contact boundaries e `Ch
7.3.5 The iterative problem within the matricial form
We now give the iterative procedure at the matriciel level. Notince that the
procedure corresponds to the one one realy implemented on computer thus
the importance to dene completely all the step. The iterator index is r and
we shall compute a sequence of vectors []r which shall converge.
Assume that vector []r is known such that []rk = 0 for the nodes Nk outside
of J. the procedure is given by the following substeps (we omit subscript k
for the sake of simplicity):
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1. Compute vector [wa] =

DI;`

[]r
2. Compute [a] solving problem
[Aae ] [
a] = [a]
with penalization with respect to [!a].
3. Compute [ja] with rah and compute [a] = [Na][ja].
4. Compute [ ] =

D`;I

[a] and [b] =   D`;I [ ]
5. Compute

b

=
hhebi ; 0i solving

Abe
 hebi = b
6. Extract [!b] from

b

and compute [~] =

C`;I

[!b] where we cancel
the entries k which correspond to the nodes Nk outside of J.
7. Compute the new vector []r+1 = []r + (1  )[~]
We repeat the algorithm till we satisfy the convergence criterion.
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Chapter 8
Numerical simulation
In this chapter we shall apply the algorithm explaind at section 7.3.5 to
obtain the scalar potential function, posteriorly using discretized electric-
magnetic relationship from Chpater 5, we compute the electric eld, the
current density, the magnetic eld and nally the Laplace force.
At the next sections we present the numerical results obtained for the elec-
trode congurations and length of J obtained at Chapter 3. Our goal is
study the eciency, for each case, of the algorithm 7.3.5 and evaluate the
magnitude of the produced Laplace force as function of the intensity current
I. The values of I were selected in the eld of realistic admissibility inter-
val [18] (nominal voltage: 12kV, nominal currant: 2500A, maximal circuit
breaker: 60kA).
First we compare the numerical domain de decomposition solution to the one
domain solution. Next we come back to the above study cases for mechanic
problem. Here we present results about scalar electrical potential, current
density eld, magnetic induction eld and Laplace forces.
The prole at the potential contact zone is crucial on the resolution of our
problem because its geometry aect the magnitude of Laplace forces. We
will present two congurations and discuss the results.
8.1 One domain case
We begin by considering the case with one domain. Once the length of J
determinated we solve the discrete electric problem on the domain have the
conguration of the two electrodes in contact, Figure 8.1. We this domain
we do not have to worry about the potential continuity at the contact zone.
More, these results will give us a benchmark for the later results obtained
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with the domain decomposition technique and two domains.
For this case we consider m (J) = 0:0468 and I0 = 10kA.
(a) One domain mesh
(b) Two domain meshes
Figure 8.1: Domain mesh
Figure 8.1 shows that with both strategies we obtain very similar results.
This validates the results and in particular our technique for passing infor-
mation between the domains at domain decomposition method.
At Figures 8.3 and 8.4 although the range of values to be similar, the observed
dierence is justied by the mesh dierence, since the density is approximated
numerically in the barycentric coordinates in the element from the given
potential at the nodes. Also in these gures we can see the continuity of
density at the the contact zone.
The magnetic induction (componant following e3 ) is exactly the same Figure
8.5. About Laplace force there is a reduction though the magnitude is equal
and we have almost the symmetry between the two domains Figure 8.6,
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(a) One domain (b) Two domains
Figure 8.2: Potential scalar eld
(a) One domain (b) Two domains
Figure 8.3: Current density eld
where we recall again that the meshes are not symmetrical and that the
Laplace force are calculated is approximated numerically in the barycentric
coordinates in the element.
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Figure 8.4: Zoom of current density eld at contact zone
(a) One domain (b) Two domains
Figure 8.5: Magnetic induction (componant following e3 )
(a) One domain (b) Two domains
Figure 8.6: Laplace force
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8.2 Two domains case
At this section we will analyze the numerical solutions produced at electro-
magnetic state when the electrodes are in contact through a determined
active zone.
For each numerical problem we determine the volumic repulsive force gener-
ated for a given m (J) and intensity current I0.
We are also interested to analyze the algorithm eciency for various values
of parameter  introduced at section 7.3.5.
As at section 4.3 we are interested in analyzing the proles of the potential
contact zone: elliptic and circular. From [18] we use two intensity values
I = 10 kA , I = 20 kA, I = 40 kA and I = 60 kA.
8.2.1 Elliptic prole
Here we consider a contact prole as described at section 4.3.1.
We take the deformed mesh in rst mechanical test at section 4.3.1, with  =
0:1, and numerical solve the electrical problem applying algorithm explaind
at section 7.3.5.
From the results explained at Table 8.1, we can expect a function of the kind
fR (I0) = a1I
2
0 : (8.1)
Using least squares method we obtain
a1 = 44:53:
represented at Figure 8.7.
Now we take the deformed mesh from the test 4.3.2, with  = 0:01.
From the results explained at Table 8.2, we can expect a function of the kind
fR (I0) = a2I
2
0 : (8.2)
Using least squares method we obtain
a2 = 51:1:
represented at Figure 8.8.
We verify, with the graphics 8.9, 8.10 and 8.9 and the table 8.1, that algorithm
7.3.5 converges with several parameter  for the xed point referred at the
proposition prop:pf. However, this convergence is faster when  = :5.
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intensity current (A)  repulsive force generated (N)
1 104 :125 44:53
1 104 :25 44:53
1 104 :5 44:53
2 104 :125 178:13
2 104 :25 178:13
2 104 :5 178:13
4 104 :125 712:53
4 104 :25 712:53
4 104 :5 712:53
6 104 :125 1603:2
6 104 :25 1603:2
6 104 :5 1603:2
Table 8.1: Repulsive force generated with an elliptic prole and large active
zone
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
Figure 8.7: Elliptic prole and large active zone: Repulsive force generated
"" and least squares aproximation "line"
intensity current (A) repulsive force generated (N)
1 104 51:1
2 104 204:42
4 104 817:69
6 104 1839:82
Table 8.2: Repulsive force generated with an elliptic prole and small active
zone
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Figure 8.8: Elliptic prole and small active zone: Repulsive force generated
"" and least squares aproximation "line"
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Figure 8.9: Elliptic prole: Evolution of relative the residue for electric prob-
lem resolution, with  = 0:1 and I = 10 kA and  = :5
93
1e-05
0.0001
0.001
0.01
0.1
1
0 2 4 6 8 10 12 14
r+1   r
1   0
Iteration number
+
+
+
+
+
+
+
+
+
+
+
+ + + +
Figure 8.10: Elliptic prole: Evolution of relative the residue for electric
problem resolution, with  = 0:1 and I = 10 kA and  = :25
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Figure 8.11: Elliptic prole: Evolution of relative the residue for electric
problem resolution, with  = 0:1 and I = 10 kA and  = :125
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8.3 Circular prole
Here we begin by consider a contact prole as described at section 4.3.3.
after deformation and  = 0:1.
intensity current (A) repulsive force generated (N)
1 104 186:71
2 104 746:85
4 104 2987:42
6 104 6721:69
Table 8.3: Repulsive force generated with an circular prole and large active
zone
From the results explained at Table 8.3, we can expect a function of the kind
fR (I0) = a3I
2
0 : (8.3)
Using least squares method we obtain
a3 = 186:71:
represented at Figure 8.12.
Like as at section 8.2.1 we consider now a small contact zone.
From the results explained at Table 8.4, we can expect a function of the kind
fR (I0) = a4I
2
0 : (8.4)
Using least squares method we obtain
a4 = 200:35:
represented at Figure 8.13.
Observing gures we note that the repulsive force depends on the electrode
prole being more important in the case of a circular prole. It also appears
that the repulsive force increases as the extent of the active area decreases.
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Figure 8.12: Circular prole and large active zone: Repulsive force generated
"" and least squares aproximation "line"
intensity current (A) repulsive force generated (N)
1 104 200:34
2 104 801:39
4 104 3205:59
6 104 7212:59
Table 8.4: Repulsive force generated with an circular prole and small active
zone
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Figure 8.13: Circular prole and small active zone: Repulsive force generated
"" and least squares aproximation "line"
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Part III
The global problem
98
Chapter 9
Mathematical modelling
For a given current I0, the combination of the Laplace force and the spring
constraint results in a new conguration characterized by the eective contact
zone. The chapter is dedicated to the description of an interative algorithm
involving the mechanical,electrical and magnetical problems which the suc-
cessive solutions converge to the solutions of the coupling. Our goal is to
establish the dependence between the geometrical conguration of the cir-
cuit breaker and current of intensity I0. For given condition prescribed for
the mechanical and the electrical problems (boundary conditions, material
constants, parameter  and , intensity) we want to nd the displacement
conguration, the active zone A the current density and the Laplace force
which are the relevant informations from a practical point of view.
9.1 The continuous global problem
9.1.1 The iterative algorithm
We aim to construct a sequence of domains and solution indexed by k, k =
0;    ;MAXiter and shall denote by 
k , uk, Ak, k, jk, fk the associated
quantities. The algorithm we propose in a simple xe point method. Assume
that all the quantities for step k are known, we write:
1. for 
k, uk and fk, compute the new mechanical conguration 
k+1,
uk+1 and Ak+1;
2. for 
k+1 and Ak+1, compute k+1, jk+1 and efk;
3. if kuk+1kL2 < "TOL then stop
else set fk+1 = efk on 
k+1.
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with "TOL a prescribed tolerance value. The last step check that the two
successive congurations are very similar such that the candidate solution
turns to be a good approximation. If not, we compute a new Laplace force
we shall use in the next step.
9.1.2 Convergence of the iterative process
The algorithm lies on an application f ! ef which gives the new Laplace
force from the former one. A major diculty is that f and ef are not dened
on the same domain and no direct comparison can be done. To overcome
such a diculty, we introduce the notion of reference domain and admissible
domains.
Denition 9.1.1 Let 
0  R2 be the reference domain. We say that 
 is
an admissible domain if there exists a C1 dieomeorphism  which maps 
0
onto 
 such that
krkL1(
0) + kr 1kL1(
) <1:
The set of admissible domains will be denoted S = S(
0).
As a consequence, for any 
 2 S and f 2 L2(
), we dene the representation
of f on the reference domain setting f = f 1 and deduce that f 2 L2(
0).
Now let 
 be an admissible domain and a function f 2 L2(
). We solve the
mechanical problem which provides the displacement u and the new domaine
. We then solve the electrical problem which provides the new Laplace forceef 2 L2(e
). To prove that the iterative process converges, we need to set a
strong hypothesis on the regularity of the solutions.
Assumption 9.1.1 Displacement u 2 (C1(
))2 and the jacobian matrix
satises
krukL1(
) < 1; (9.1)
We then have the following proposition.
Proposition 9.1.1 Assume that u satised (9.1). If 
 2 S then e
 2 S and
there exists a C1 dieomeorphism e which maps 
0 onto 
. In particularef = f  e 1 belongs to L2(
0).
Proof: Let (x) = x + u(x) be the mapping from 
 onto e
. We note
that r(x) = Id+ru(x). Since krukL1(
) < 1, we deduce that  is a C1
dieromorphism from 
 onto e
 with the estimate
krkL1(
)  1 + krukL1(
)  2; kr 1kL1(e
)  11  krukL1(
) :
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As a consequence, function e =   , denes a C1 dieromorphism from

0 onto e
 with
krekL1(
0) + kre 1kL1(e
) <1
and the new domain e
 is admissible. In chapter 5, we have proved thatef 2 L2(e
) hence ef 2 L2(
0). 
Remark 9.1.1 If we assume that the successive displacements uk satisfy
property (9.1) then the mappings k from 
k onto 
k+1 are C
1 dieromor-
phisms. Observing that k = 0 1     k 1, we deduce by induction that
k is a C
1 dieomorphism and 
k 2 S for all k.
Let denote G = L2(
0)  (C1(
))2 the functional space equipped with the
norm k:kG = k:kL2(
0) + k:k(C1(
))2 . Notice that G is a complete space with
the norm since C0 is a close space with the L1 norm.
We introduce operator P on G in three steps.
 For any admissible donain 
 and function f 2 L2(
) and set f =
f   1.
 Let e
 and ef be the solution of the mechanical and electrical problem
and set ef = ef  e 1.
 Dene operator P with
(f ;) ! (ef ; e) = P(f ;):
For the sake of simplicity we shall denote g = (f ;) the elements of G. We
now introduce the second strong hypothesis we need to prove the convergence
of the algorithm.
Assumption 9.1.2 Operator P is a contraction in G, i.e. uniform Lipschitz
on G with contant K < 1.
Thank to the hypothesis, the following theorem holds.
Theorem 9.1.1 The sequence gk = (fk;k) converges to a unique solution
g = (f ; ) solution of the global problem.
Proof: The proof is standard and we just outline the main arguments. By
construction f 0 is given and 
0 is the reference domain hence 0 = Id so
g0 = (0; Id) is given. By induction, one can check that
kgk+1   gkkG  Kkkg1   g0kG:
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Let p a integer value, we write that for any k
kgp+k   gkkG =

p 1X
i=0
gi+1+k   gi+k

G

p 1X
i=0
kgi+1+k   gi+kkG

p 1X
i=0
Ki+kkg1   g0kG
 K
k
1 K kg1   g0kG:
We then deduce that we have a Cauchy sequence. Since G is a complete
space, we deduce that the sequence converge to a xe point g which corre-
sponds to the solution of the global problem. Unicity derives from standard
arguments we do not present here. 
Remark 9.1.2 The two assumptions are very strong and have not been
proved. Existence and uniqueness of the solution for the global problem is
still an important challenge and seems very dicult to achive due to the
complexity. In particular, the geometrical aspects of the problem are very
dicult and raise a lot of unsolved questions: what is the regularity of the
domain after each iteration, how to link f to A, how to estimate j in func-
tion of A. We have tried to tackle this issues but, unfortunately, the problem
seems far from easy.
Nevertheless, the result motivates the use of the xe point method in the
numerical section and we manage to provide a framework to analyse the con-
vergence issue.
9.2 The discrete global problem
9.2.1 The iterative algorithm
We now turn to the discrete version of the global problem. As in the previous
section, the algorithm should be composed of several substep. We aim to
construct a sequence of polygonal domains and numerical approximation
which converges to a discrete approximation of the global problem. We
introduce very similar notations to describe the global algorithm: 
h;k ,
uh;k, A;k, h;k, jh;k and fh;k represents the approximations at step k of the
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domain, the displacement, the eective contact, the electrical potential, the
density current and the Laplace force approximations. The algorithm use
the same xe point method proposed in the previous section. Assume that
all the quantities for step k (k  0) are known, we write:
1. for 
h;k, uh;k and fh;k, compute the new mechanical conguration

h;k+1, uh;k+1 and A;k+1;
2. for 
h;k+1 and A;k+1, compute h;k+1, jh;k+1 and efh;k;
3. if kuh;k+1kL2 < "TOL then stop
else set fh;k+1 = efh;k on 
h;k+1.
with "TOL a prescribed tolerance value. One has to choose "TOL small enough
whit respect ot h in order that the error due to the interative procedure is
lower than the error due to discretization. In pratice we set "TOL = 10
 8.
9.2.2 Analysis of the algorithm
A rst issue we address is to prove that the transformation 
h;k ! 
h;k+1
preserves the conformity, in particular, if a triangle has a positive orientation,
the resulting triangle, after the mapping still has a positive orientation. To
treat the problem in a more generic way, let assume that 
h is a polygonal
mesh and uh a displacement eld associate to the node. The mapping h is
dened by eNi = Ni + ui; i = 1;    ; n; (9.2)
with n the number of nodes. Let consider a triangle N1; N2; N3 using a local
indexation and denote by X12 = (N2   N1)  e1, Y12 = (N2   N1)  e2,
and in the same way, we dene X13, Y13. On the other have, we denote
UX12 = (u2   u1)  e1, UY12 = (u2   u1)  e2 with the same denition
for UX13, UY13. In what follow, we assume that triangle N1; N2; N3 has
a positive orientation, namely the determinant det j(N2 N1); (N3 N1)j > 0.
We have assumes the mesh to be regular in chapter 3 that implies the two
following properties:
1. there exists  > 0 independent of the triangle such that
det[(N2  N1); (N3  N1)]  h2; (9.3)
2. jX12j  h, and the same for Y12, X13, Y13.
At that stage, we introduce one more assumption on the displacement
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Assumption 9.2.1 There exists a constant  > 0 such that for any triangle
(using the local notation) we haveUX12X12
  ; UY12Y12
  ; UX13X13
  ; UY13Y13
  :
We rst need a rst proposition with respect to the determinant computation
Proposition 9.2.1 For any triangle, on can alway choose the local index
such that
 whether X13Y12  0,
 whether X12Y13  0.
Proof: First notice that the choice of the local numerotation is not impor-
tant as soon as the orientation is positive. Therefore, for three given non
colinear points, there exists three possible indexation which corresponds to
a positive orientation.
We take as the origin the lower point. Figure 9.1 provides the fourth situ-
Figure 9.1: The four congurations
ations where we propose an indexation with positive orientation. One easily
check that for each case the property holds. For (a) and (c) we check that
X13Y12  0. For (b) and (d) we check that X12Y13  0. 
We have the following properties.
Proposition 9.2.2
det[( eN2   eN1); ( eN3   eN1)]  (  2( + 1) + 2)h2:
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Proof: Using the mapping (9.2), we have
D = det[( eN2   eN1); ( eN3   eN1)] = X12Y131 + UX12
X12

1 +
UY13
Y13

 X13Y12

1 +
UX13
X13

1 +
UY12
Y12

:
Proposition say that one has to consider two situations.
Assume rst that X13Y12  0. From inequality (9.3), we deduce that
X12Y13  h2 + X13Y12 > 0:
Consequently, the we have the minoration
D  X12Y13(1  )2  X13Y12(1 + )2:
With the previous inequality, we have
D 
h
h2+X13Y12
i
(1 )2 X13Y12(1+)2   2X13Y12+(1 )2h2
Since h2  X13Y12  0, we naly obtain
D  [(1  )2   2]h2:
Assume now that X12Y13  0. From inequality (9.3), we deduce that
 X13Y12  h2  X12Y13 > 0:
Consequently, the we have the minoration
D  X12Y13(1 + )2  X13Y12(1  )2:
With the previous inequality, we write
D  X12Y13(1+)2+
h
h2 X12Y13
i
(1 )2  2X12Y13+(1 )2h2
Since h2   X12Y13  0, we naly obtain the same inequality
D  [(1  )2   2]h2:

If  is small enough, i.e. the variation of the displacement is small and
the orientation is preserved. Indeed one can check that (1   )2   2 >
  2( + 1) and the quantity remains positive if  < 
2(1 + )
.
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Proposition 9.2.3 Assume that  = 

2(1 + )
then we have
(1  )2   2  (1  )
We now deal with the iterative process and introduce some new notations.
Let h be the mesh parameter and Th;k the mesh at iteration k. We set
k = min
T2Tk
 det[N2;k  N1;k; N3;k  N1;k]
h2
where N1;k, N2;k, N3;k are the nodes of triangle T 2 Th;k. We also assume
that there exists k such that for mesh Tk and displacement uh;k we haveUX12;kX12;k
  k; UY12;kY12;k
  k; UX13;kX13;k
  k; UY13;kY13;k
  k:
Proposition 9.2.4 Assume that there exists  2]0; 1[ such that for each step
k = 
k
2(1 + k)
. Then the triangles orientation remains positive and we
have
k  (1  )k0:
Proof: The proof is obtained by induction. From proposition 9.2.2, we
deduce that a positive oriented triangle of is mapped into a positive oriented
triangle whith the estimate
det[(N2;k  N1;k); (N3;k  N1;k)]  (k   2k(k + 1) + 2k)h2 > 0
If k = 
k
2(1 + k)
, proposition 9.2.3 implies that k+1 < (1   )k. We
conclude by induction. 
Remark 9.2.1 Since coecients k are diminishing, k must diminish. Such
a behaviour is eligible since the domains converge to the nal domain hence
the sucessive displacement uh;k are smaller when k increases. In practice,
only 4 ou 5 iterations are required to converge to the nal solution.
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Chapter 10
Numerical analysis of global
problem
At this chapter we are interested to analyze the eect of the Laplace force
to the active zone for several congurations and initial intensity. We will use
the following algorithm presented at subsection 9.2.1: Assume that all the
quantities are known, we write:
1. for 
h;k, uh;k and fh;k, compute the new mechanical conguration

h;k+1, uh;k+1 and A;k+1;
2. for 
h;k+1 and A;k+1, compute h;k+1, jh;k+1 and efh;k;
3. if kuh;k+1kL2 < "TOL then stop
else set fh;k+1 = efh;k on 
h;k+1.
for for step k ( 0)
10.1 Circular prole
Here we consider a contact prole as described at section 4.3.3 and we will
do several tests considering multiples values for  and
I0 2

40 103; 60 103; 100 103	.
At the Tables 10.1 - 10.3 we can observe the values initial and nal ( equilib-
rium conguration ) of the length of J (3.21) for distincts values of  and I0.
We remark that at Table 10.3 the nal value of m (J) = 0, when  = 0:01 ,
this means the repulsive force of Laplace is higher than the spring force.
Figure 10.1 illustrate the initial and the equilibrium conguration for  = 0:1
and I0 = 100 kA. We can observe the reduction of the contact zone by action
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(a) Initial conguration
(b) Final conguration
Figure 10.1: Zoom of electrodes conguration at the contact zone for  = 0:1
and I0 = 100 kA with a circular prole
(a) Final potential (b) Final density eld
Figure 10.2: Potencial and density eld at equilibrium conguration for  =
0:1 and I0 = 100 kA with a circular prole
of Laplace force (we remark that the scale is not decimal). The potential and
density eld for the equilibrium conguration is shown at Figure 10.2.
All results were obtained with three iterations.
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 m (J)
initial nal
0:01 0:016067 0:0145469
0:03 0:0281148 0:0262449
0:05 0:0353417 0:034211
0:1 0:0449747 0:04275
Table 10.1: Global results for a circular prole and I0 = 40 (kA)
 m (J)
initial nal
0:01 0:016067 0:012825
0:03 0:0281148 0:02436750
0:05 0:0353417 0:0339428
0:1 0:0449747 0:040612
Table 10.2: Global results for a circular prole and I0 = 60 (kA)
 m (J)
initial nal
0:01 0:016067 0:0
0:03 0:0281148 0:0124437
0:05 0:0353417 0:026571
0:1 0:0449747 0:0352687
Table 10.3: Global results for a circular prole and I0 = 100 (kA)
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10.2 Elliptic prole
Here we consider a contact prole as described at section 4.3.1 and we will do
several tests considering multiples values for  and I0 2

60 103; 100 103	.
(a) Initial conguration
(b) Final conguration
Figure 10.3: Zoom of electrodes conguration at the contact zone for  = 0:1
and I0 = 100 kA with a elliptic prole
(a) Final potential (b) Final density eld
Figure 10.4: Potencial and density eld at equilibrium conguration for  =
0:1 and I0 = 100 kA with a elliptic prole
At the Tables 10.4 and 10.5 we can observe the values initial and nal (
equilibrium conguration ) of the length of J for distincts values of  and
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I0. Once again we remark that at Table 10.5 the nal value of m (J) = 0,
when  = 0:01 , this means the repulsive force of Laplace is higher than the
spring force.
Figure 10.3 illustrate the initial and the equilibrium conguration for  = 0:1
and I0 = 100 kA. We can observe the reduction of the contact zone by action
of Laplace force (we remark that the scale is not decimal). The potential and
density eld for the equilibrium conguration is shown at Figure 10.4.
 m (J)
initial nal
0:01 0:0120128 0:0102857
0:03 0:020895 0:018287
0:05 0:0241169 0:0228594
0:1 0:0320595 0:029093
Table 10.4: Global results for a circular prole and I0 = 60 (kA)
 m (J)
initial nal
0:01 0:0120128 0:0
0:03 0:020895 0:0162572
0:05 0:0241169 0:02032161
0:1 0:0320595 0:02438593
Table 10.5: Global results for a circular prole and I0 = 100 (kA)
All results were obtained with ve iterations.
Once again here we highlight the dierence between the behavior of electrodes
with circular or elliptic prole.
111
With the above results we show that the proposed procedure works with prac-
tical cases. In particulary the formulation of the overall problem allows us
obtain the conguration of the potential and density eld at the equilibrium.
The conguration characterized by  = 0:01 and I0 = 100 kA corresponds
to a situation close to the limit of the proposed model.
Using data from the simulation Figure 10.1, we can estimate the value of
heat generated by an electric current from Joule's rst law
Q = j2
A

 5 10
16  0:2 0:16
6 107 = 1:3 10
8W (10.1)
This allows the conclusion not be very reasonable considering constant tem-
perature for the modeling of vacuum circuit breakers.
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Conclusion
The aim of this thesis was to establish a mathematical model of the medium
voltage vacuum circuit breaker. We have designed several numerical schemes
and implement C++ codes to perform the numerical simulations for 2D con-
gurations. The problem is basicaly constituted of a nonlinear mechanical
problem involving the contact between the two electrodes, and an electromag-
netic problem to evaluate the Laplace force. Up the author knowledge, this
work is a pioneer approach from a mathematical point of view to analyse the
continous and the discrete model. Moreover, an eective and functional code
has been implemented to solve the global problem and enable to determine
the contact zone as well as the electric current and the Laplace force.
Along this three years, we have faced a lot of diculties from a theoretical
point of view both for the continuous and the discrete problem. We mainly
highlight the problem resulting from the variation of the domain and the dif-
culty to characterize its regularity, in particular, close to the contact zone.
Regularity of the solution is then impossible to determine since we do not
succeed in determining the domain regularity (even to prove that the bound-
ary is Lipshitz is dicult!). An other challenge is the characterization of
the active zone which can be very complex (may be constituted of a nite
number of small intervales). The numerical aspects are also very complex
due to the change of domain and the characterization of the new domain,
the determination of estimate, the computation of the convergence orders are
also dicult tasks.
This study proposes a rst formal and mathematical context of the vacuum
circuit breaker problem and brings a rst brick to a very complex subjet. We
have also proposed and implemented an eective numerical method where
we manage to handle the complex problem of the unknown interface.
Several issues should be adressed in the future we mention hereafter.
 The high density current generates a strong Joule eect with a huge
dissipation of energy. Constant temperatures no longer hold and one
has to couple the mechanical and electrical problem with the themal
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problem. Moreover, all the the coecients such as conductivity, elas-
ticity (Young modulus) are deepley altered by the temperature and
the problem becomes very nonlinear. Such a situation is very concrete
from a practicle point of view and turns to be an important issue in
electrotechnology.
 When an electrical accident happens, the circuit breaker is submitted to
a critical current. The electrodes are separated and a metalic plasma
is created by the high density current to dissipate the energy. The
electrodes separation and plasma generation is a deep, important and
very dicult problem.
 Only two-dimensional congurations have been considered in the present
work but the real problen is three-dimensional and brings more dicul-
ties. The contact zone is more complex and the computational eort
is larger.
All these itens represent the future challenges to carry out a real modeling
and real simulations of the vacuum circuit breaker.
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Appendix A
Functional spaces
Sobolev spaces are essential tools in solving elliptic partial dierential equa-
tions. Using the variational formulation of the PDE, the existence of a gener-
alized solution in the appropriate Sobolev space can be established by using
variational methods, in particular the Lax-Milgram lemma. Regularity re-
sults are also expressed by bounding the Sobolev norm of the solution of the
PDE in terms of the Sobolev norm of the boundary data and the right hand
side; cf. [4].
Here we will present some denitions, results and important concepts used
in the context of the present work. We will introduce fundamentally spaces
functional important in the study of this type of treated problems The con-
cepts and results exposed, can be consulted in a more detailed in Adams [1],
Taylor [?] or Yosida [23]
A.1 Lp spaces
Let 
  rd; d 2 f1; 2; 3g, be a bounded domain with smooth boundary. The
space L2 (
) consists of all functions u which are square integrable over 
 in
the sense of Lebesgue:
L2 (
) =
(
u :
Z


u2dx
1=2
< +1
)
We identify two functions u and v whenever u(x) = v(x) for x 2 
, except
on a set of measure zero. L2 (
) becomes a Hilbert space with the scalar
product
(u; v)0 = (u; v)L2(
) =
Z


u(x)v(x)dx: (A.1)
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and the corresponding norm
kuk0 = kukL2(
) =
q
(u; u)0: (A.2)
In particular we denote by L2
 

`

the square integrable functions space on

`.
For 
 a connected, bounded and open subset of R`; `  1 and an integer
1  p  1, we will denote by Lp(
) the space of the functions integrable
over 
, in the sense of Lebesgue, such thatZ


jv(x)jp dx <1; 1  p <1;
This space are Banach spaces with the norms
kvkp = kvkLp(
) =
Z


jv(x)jp dx
1=p
; 1  p <1: (A.3)
There are some famous (and useful) inequalities that hold for the functionals
dened above:
Minkowski's Inequality For 1  p  1 and f; g 2 Lp(
), we have
kf + gkp  kfkp + kgkp; (A.4)
Holder's Inequality For 1  p; q  1 such that 1 = 1=p + 1=q, if f 2
Lp(
) and g 2 Lq(
), then fg 2 L1(
) and
kfgk1  kfkpkgkq; (A.5)
Schwarz's Inequality This is simply Holders inequality in the special case
p = q = 2: if f; g 2 L2(
), then fg 2 L1(
) andZ


jfgj dx  kfk2kgk2: (A.6)
A.2 Sobolev spaces
We will introduce some spaces of functions integrated, the Sobolev Spaces,
that supply the ideal theoretical context for the variational theory of the
dierentiate partial equations. This function spaces are formed by integrable
functions witch derivatives (in the sense of the distributions) are also inte-
grables.
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Denition A.2.1 For each pair (m; p), where m 2 IN and 1  p  1 we
dene the Sobolev space
Wm;p(
) = fv 2 Lp(
) j Dv 2 Lp(
); jj  mg : (A.7)
The above denition entrain 1  p < +1 , W 0;p(
) := Lp(
), and if k1  k2
then W k2;p(
)  W k1;p(
), with continuous inclusion.
For 1  p < 1 the Sobolev spaces Wm;p(
) are Banach spaces, with the
norm
kvkm;p;
 =
0@X
jjm
kDvkpLp(
)
1A1=p : (A.8)
Usually we take the semi-norm
jvjm;p;
 =
0@X
jj=m
kDvkpLp(
)
1A1=p : (A.9)
Denition A.2.2 For each 1  m < +1, we denote by Hm(
) := Wm;2(
).
This spaces are Hilbert spaces with the inner product
(u; v)m;
 =
X
jjm
(Du;Dv)L2(
): (A.10)
Denition A.2.3 We design by Wm;p0 (
) the closure of D(
) on Wm;p(
),
with respect to the norm k  km;p;
.
In the particular case of p = 2 we write
Wm;2(
) := Hm(
): (A.11)
Wm;20 (
) := H
m
0 (
): (A.12)
kvkm =
0@X
jjm
kDvk20
1A1=2 : (A.13)
Usually we take the semi-norm
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jvjm =
0@X
jj=m
kDvk20
1A1=2 : (A.14)
Denition A.2.4 We design by W m;q(
) the dual space of Wm;p0 (
).
We can produce a denition of a Sobolev space for general s 2 R:
Denition A.2.5 Let be m  0 integer and s; p 2 R such that 1 < p < 1
and s = m +  with  2]0; 1[. We will design W s;p(
) the space of the
distribution u dened in 
 with u 2 Wm;p(
) andZ


Z


jDu(x) Du(y)jp
kx  ykm+p dx dy <1; jj = m:
For sets 
 with Lipschitz-continuous boundaries ( this boundaries can be
represented parametrically by Lipschitz continuous functions) we have the
following density result:
Theorem A.2.1 Let 
  R` a bounded Lipchitz-continuous open set Then
the space C1(
) is dense in Wm;p(
), for all integer 1  p <1.
An essential step in the use of this type of techniques for the study of problems
of values in the border is the introduction of the concept of trace. We want
this notion corresponds to the restriction at the   = @
 for a function dened
in Hm(
).
Theorem A.2.2 Trace theorem - Let be 
  R` a open bounded set. If
  = @
 is regular s > 1=2 then:
(a) There exists a unique operator continuous and linear:
0 : H
s(
) ! Hs 1=2( ) such that 0v = vj ; 8v 2 Hs(
) \ C0(
):
(b) The following operator is continuous and linear:
R0 : Hs 1=2( ) ! Hs(
) such that 0 (R0 v) = v, for all distribution
v 2 Hs 1=2( ).
We remark that the Trace theorem is still valid on a part of the boundary of

.
Now having the trace notion we can obtain one quite intuitive characteriza-
tion of H10 (
).
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Theorem A.2.3 Let be 
  R` a bounded Lipchitz-continuous open set.
Then
H10 (
) =

v 2 H1(
) j 0v = 0
	
:
Similarly, if   @
 Lipchitz-continuous,
H1(
) =

v 2 H1(
) j v = 0
	
:
In this context it is valid the following result:
Theorem A.2.4 Let be 
  R` an open, connected and bounded set and  a
non empty Lispschitz-continuous part of @
. There exists a positive constant
C
 such that Z


jv(x)j2 dx  C

Z


jrv(x)j2 dx; 8v 2 H1(
):
In spaces with generalized homogeneous boundary conditions, i.e. in Hm0 ,
the semi-norm A.9 is equivalent to the norm A.8.
Theorem A.2.5 (Poincare Friedrichs Inequality) If 
  R` is connected
and bounded at least in one direction, then for each m 2 IN there exists a
constant C = C(k;
) such that
kukm  Cjujm; 8u 2 Hm0 (
): (A.15)
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Appendix B
Variational inequalities
B.1 Introduction
The unilateral contact problem between a deformable solid and a rigid foun-
dation, or between several deformables solids, can be modeled by a set of dif-
ferential equations with inequalities as the boundary conditions. The weak
formulation of this problem corresponds to a optimization problem of the
kind:
Find u 2 K verifying
J(u) = min
v2K
J(v): (B.1)
Where the condition of optimization can be write as:
Find u 2 K verifying
a (u; v   u)  (f; v   u) 8v 2 K: (B.2)
Here K is a convex and closed set and a (; ) is a bilinear coercive form.
In the practice, the previous optimization problem is going to be replaced by
a problem of point of saddle
min
v2K
max
0
L(v; ):
One of diculty of the contact problem comes because the zone of contact
is only known after the displacement and the distortion gotten. Therefore,
in absence of the contact zone, we works generally with a potential zone of
contact. The numeric interpretation of the condition of contact (or condition
of non penetration) on the potential zone of contact is it as dicult, especially
in the case of incompatible meshs at the interfaces. The notion of mortar
elements introduced in decomposition of domain by Bernardi, Maday and
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Patera [3] have been spread to the case of the contact problem between
several deformables solids by Belgacem, Hild and Laborde [2] In the last years
the mortar method knew quasi-complete studies about application contact
problems by several authors. Besides the mortar method benets from its
connection with the methods of decomposition of domains for which many
preconditioneurs has been developed.
Unfortunately, the interpretation of the contact condition in the case where
both adjacent solids in contact are deformables (see Puso and Laursen [15])
by the method mortar (master-slave) translates by the creation of matri-
ces whose terms contain integrals of functions of basis deneds on dierent
meshes, but calculated on only one mesh on which these functions are not
therefore original (requiring some interpolations of these functions). In 3D,
this methodology possesses a cost of calculation enough elevated, considering
the number of transfers of necessary basis functions between the meshs.
B.2 Existence of a Solution
In this section we will record the standard results on the minimization of
functionals on Hilbert spaces. Our aim here is to review briey some of the
major theorems that are of use in this thesis.
In addition, let Q be another Hilbert space and let us introduce a continuous
linear operator B from V onto Q:
C 2 L (V;Q) ;
jCvj  CkvkV ; v 2 V;
Rg (C) = Q:
(B.3)
Here j  j denotes the norm on Q, C is a positif constant, and Rg (B) denotes
the range of B. The transpose B of B is dened by
C 2 L (Q0; V 0) [q; Cv] = hCq; vi : (B.4)
where [; ] and h; i denote duality pairing on Q0Q and V 0V , respectively.
From the classical closed range theorem (see [23]) and properties B.3 assumed
of B, it can be concluded that the following condition holds:
9 2 R+; such that
sup
v2V nf0g
[q; Cv]
kvkV  jqj:
(B.5)
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Here j  j denotes the norm on the dual Q0 of Q. Condition (B.5) essentially
expresses the fact that B is bounded below as a linear operator from Q0 into
V .
For the operator C in (B.3) and g given in Q, we dene the set K  V by
K = fv 2 V j Cv   g  0 in Qg
We recall now the existence theorem due to Kinderlehrer and G. Stampacchia
[14]:
Theorem B.2.1 Let V an Hilbert space, V 0 its dual, a (; ) be a coercive
bilinear form on V , such that
a (v; v)  kvkV ; 8v 2 V ( > 0):
If K is a nonempty close and convex subset of V , and f 2 V 0, then there
exists a unique solution to problem (B.2).
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