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Stabilization of time delayed nonnegative polynomial systems through
kinetic realization*
Gyo¨rgy Lipta´k1 and Katalin M. Hangos1,2 and Ga´bor Szederke´nyi1,3
Abstract— A new stabilizing feedback design method is pro-
posed in this paper for time delayed nonnegative polynomial
systems with a linear input structure. Using a polynomial state
feedback, the open loop system is transformed into a complex
balanced kinetic system that is known to be stable with a known
Lyapunov-Krasovskii functional. The computation problem is
solved through semidefinite programming exploiting the fact
that the reaction graph structure and weighting of a kinetic
polynomial system are non-unique.
I. INTRODUCTION
It is known that important dynamical phenomena occur-
ring in real world can often be explained in a satisfactory
way by using time delays in the equations [10], [12], [11].
However, differential equations with time delay can produce
much more complicated dynamics than ordinary differential
equations in the general case. For example, a time delay
may cause a stable equilibrium to become unstable, even
if the dynamics is linear. Therefore, sophisticated methods
are needed for dynamic analysis and control design for time
delay systems. For example, it is reported that stabilizing
of polynomial time delay systems can be solved by using
Lyapunov-Krasovskii functional and sum of squares decom-
position [22], [23].
On the other hand, several kinds of dynamical phenom-
ena in nature or technology can be modelled by the class
of nonnnegative systems, that are dynamical systems with
nonnegative state variables. These include e.g. biochemical
reaction networks, population dynamics, a wide range of
process systems, and certain economical or transportation
processes [26], [28], [13]. The majority of the methods for
stability analysis and control design of time delay systems
do not handle the nonnegativity of the state variables, so
these methods can only limitedly use to the stabilization
of nonnegative systems. An exception is the case of linear
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systems, where in [5], [19] stabilization methods for linear
nonnegative systems are presented.
The class of kinetic systems, for which important and use-
ful results are known on the relation between the dynamical
properties and the associated graph structure, is useful for
modeling a wide range of processes in various application
fields, where the state variables are nonnegative [4]. Beside
the ability to describe complex nonlinear phenomena, kinetic
systems have a simple mathematical structure facilitating the
kinetic realization of nonlinear models and the application
of computational methods for model analysis and controller
design. The original goal for using delays in kinetic models
was to reduce the number of state variables by omitting
certain intermediates and thus to focus on the most important
species [24]. In [8] it shown that the memory effect caused
by the complex environment of a biochemical network can be
described by introducing an appropriate delay. It is proved in
[3] that a class of time-varying stochastic delays in reaction
networks can be exactly modeled by introducing a series of
so-called delay species and delay reactions.
A key property of kinetic systems is called complex
balance guaranteeing stability, which is global with a known
parameter-independent logarithmic Lyapunov function in
several special cases, and possibly even generally [6]. The
complex balance property has been defined and analysed
recently for kinetic systems containing constant time delays
in [15], where it was shown using an appropriate Lyapunov-
Krasovskii functional that complex balanced kinetic systems
with arbitrary constant time-delays are semistable.
The directed graph structure and parametrization (called
realization) of a polynomial kinetic system is generally
non-unique, and complex balance (among other important
features) is a realization property [17]. Utilizing this fact, an
optimization based feedback design method was proposed in
[18] to transform a nonlinear polynomial model to a closed
loop system which has a complex balanced realization.
Motivated by this, the purpose of this paper is to propose
a solution for the stabilizing controller design problem in
the kinetic framework for delayed nonnegative polynomial
models.
II. PRELIMINARIES AND NOTATIONS
Throughout the paper, we will use the following nota-
tions. If n is a positive integer, Rn and Zn denote the
n-dimensional space of real and integer column vectors,
respectively. The symbols Rn+ (Zn+) and R
n
+ (Z
n
+) denote
the set of (element-wise) positive and nonnegative real (in-
teger) vectors, respectively. For every τ ≥ 0, the symbol
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C = C([−τ, 0],Rn) denotes the Banach space of continuous
functions mapping the interval [−τ, 0] into Rn with the
norm ‖φ‖ = sup−τ≤s≤0 |φ(s)| for φ ∈ C, where | · |
denotes the Euclidean norm in Rn. Let C+ = C([−τ, 0],Rn+)
and C+ = C([−τ, 0],Rn+) denote the set of positive and
nonnegative functions in C. For an n-dimensional column
vector v, diag(v) is the n×n diagonal matrix with v1, . . . , vn
in its diagonal. Finally, 1 denotes a column vector with all
entries are 1, and 0 denotes the zero vector.
A. Nonnegative polynomial systems with time delay
We consider a continuous-time polynomial autonomous
system with time delay in the following form
x˙(t) = F (xt) =M0 ψ(x(t)) +
p∑
i=1
Mi ψ(x(t− τi)), (1)
where x(t) ∈ Rn is the state of the system, Mi ∈ Rn×m,
i = 0, . . . , p, and τi > 0 are the time delays. The monomial
mapping ψ is defined as
ψj(x) =
n∏
i=1
x
Yij
i , j = 1, . . . ,m, (2)
where the exponents Yij are nonnegative integers forming
the monomial composition matrix Y ∈ Zn×m+ .
Solutions of (1) are generated by initial data x(t) = φ(t) for
−τ ≤ t ≤ 0, where τ is the largest delay and φ ∈ C+ is
a nonnegative continuous vector valued initial function. The
solution of (1) with initial function φ ∈ C+ will be denoted
by x = xφ. For every t ≥ 0, a segment of the solution is
defined by xt(s) = x(t+ s) for −τ ≤ s ≤ 0.
A delayed differential equation system is called nonnega-
tive when its solutions are nonnegative for every nonnegative
initial function. The time delayed polynomial system (1) is
nonnegative if and only if the following condition is fulfilled
[25]: if φ ∈ C+ and φi(0) = 0 for some i ∈ {1, . . . , n}, then
Fi(φ) ≥ 0. This condition is equivalent to that the matrices
M1, . . . ,Mp are nonnegative and M0ψ(x) is essentially
nonnegative i.e. [M0ψ(x)]i ≥ 0 for all i = 1, . . . , n, and
x ∈ Rn+ such that xi = 0.
B. Time delayed kinetic systems
Kinetic systems: [4] form a special subclass of nonnega-
tive polynomial systems. The description of a kinetic system
is based upon the notion of species X1, X2 . . . , Xn, com-
plexes C1, C2, . . . , Cm and reactions between the complexes.
The complexes, that correspond to the monomials above, are
defined by the linear nonegative integer combination of the
species, i.e Cj =
∑n
i=1 Yi,jXi for j = 1, . . . ,m. The dy-
namic model of a kinetic system describes the transformation
of the complexes, into each other in the form of reactions
Ci 7→ Cj . A positive constant κi,j is associated to each
reactions as a reaction rate coefficient.
Fig. 1. Reaction graph of the example model (4)
Reaction graph: Similarly to [9] and many other au-
thors, we can represent the set of individual reaction steps
by a weighted directed graph called reaction graph. The
reaction graph consists of a set of vertices and a set of
directed edges. The vertices correspond to the complexes,
while the directed edges represent the reactions, i.e. if we
have a reaction Ci 7→ Cj then there is an edge in the reaction
graph between the complexes Ci and Cj with the weight κi,j .
It is important to note that the notion of zero complex
C0 = ∅ is used to describe open kinetic systems with
constant input concentrations.
ODE model: The time evolution of a kinetic system
can be described by an ordinary differential equation where
the state variables x(t) ∈ Rn+ are the concentrations of the
species. The ODEs are defined as follows
x˙(t) = Y
[
A− diag(1TA)]ψ(x(t)), (3)
where ψ is the monomial mapping (2) generated by Y ∈
Zn×m+ . The matrix A ∈ R
n×n
+ is a nonnegative and contains
the reaction coefficients, i.e. Ai,j = κj,i.
Simple undelayed example: Consider two species, X1
and X2 that react in a reversible reaction 2X1  X2. Then
the elementary reaction steps are
2X1
κ1,2
GGGGGGGAX2; X2
κ2,1
GGGGGGGA2X1,
where the complexes are C1 = 2X1 and C2 = X2. The
corresponding reaction graph is depicted in Fig. 1. The ODEs
(3) have the following parameters
Y =
[
2 0
0 1
]
, A =
[
0 κ2,1
κ1,2 0
]
, ψ(x) =
[
x21
x2
]
.
(4)
Time delayed kinetic systems: We can extend the un-
delayed kinetic system (3) with p different time delays
τ1, τ2, . . . τp in such a way, that each reaction has also
a nonnegative real number associated to it that represents
the time delay of the reaction. Then, we can describe the
dynamics in the following form
x˙(t) =Y
[
A0 −
p∑
i=0
diag(1TAi)
]
ψ(x(t))
+
p∑
i=1
Y Aiψ(x(t− τi)),
(5)
where ψ is the monomial mapping (2). The nonnegative
matrix A0 contains the reaction rates of the undelayed
reactions and the nonnegative matrices A1, . . . , Ap contain
the reaction rate coefficients of the reactions which are
delayed by τ1, . . . , τp, respectively.
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Fig. 2. Reaction graph of the example model (6)
Reaction graph with time delay: We can simply extend
the reaction graph of a kinetic system with time delays. In
this case, it is a directed and labeled multigraph, where the
label of an edge is not only the reaction rate constant, but
also the time delay. Reactions with same source and product
complexes, but different time delays occur as parallel edges
in the reaction graph.
Delayed example: Consider again two species, X1 and
X2 that react in a reversible reaction 2X1  X2, and let
us have a third reaction converting X2 to 2X1 with a delay.
Then the elementary reaction steps are
2X1
κ
(0)
1,2
GGGGGGGAX2; X2
κ
(0)
2,1
GGGGGGGA2X1; X2
κ
(1)
2,1, τ1
GGGGGGGGGGGA2X1
The corresponding reaction graph is depicted in Fig. 2. The
DDEs (5) have the following parameters
Y =
[
2 0
0 1
]
, ψ(x) =
[
x21
x2
]
,
A0 =
[
0 κ
(0)
2,1
κ
(0)
1,2 0
]
, A1 =
[
0 κ
(1)
2,1
0 0
]
.
(6)
Time delayed kinetic realizations: We say that the
time delayed system (1) is kinetically realizable (or shortly,
kinetic) with the monomial composition matrix Y if it can be
represented in the form (5), i.e. there exist p+1 nonnegative
matrices A0, . . . , Ap such that
M0 = Y
[
A0 −
p∑
i=0
diag(1TAi)
]
,
Mi = Y Ai, i = 1, . . . , p.
(7)
The tuple of matrices (Y,A0, . . . , Ap) is called a kinetic
realization.
It is easy to verify that the existence of the factorization in
Eq. (7) allows the direct construction of the reaction graph
of a delayed nonnegative system as it is defined in [15].
Moreover, if Y is fixed then (7) is a linear constraint and thus
it can be solved (non-uniquely in general) for A0, . . . , Ap e.g.
in the framework of linear programming.
Remark: When a monomial introduced by Y does not
occur explicitly in Eq. (1) then the corresponding column of
matrices M0, . . . ,Mp is zero.
C. Stability of complex balanced kinetic systems with time
delay
Let us define the matrices M =
∑p
i=0Mi and A =∑p
i=0Ai. Then we obtain the undelayed kinetic system
corresponding to (5) as follows
x˙(t) =M ψ(x(t)) = Y
[
A− diag(1TA)]ψ(x(t)), (8)
where the matrix A − diag(1TA) is a column conservation
matrix (or a Kirchhoff matrix).
Clearly, the positive vector x∗ ∈ Rn+ is an equilibrium
point of the time delayed kinetic system if and only if it is
an equilibrium point of the corresponding undelayed kinetic
system (8), i.e.
Y
[
A− diag(1TA)]ψ(x∗) = 0.
The positive equilibrium point x∗ is called complex balanced
if it fulfils the equation [14][
A− diag(1TA)]ψ(x∗) = 0. (9)
We call a kinetic system complex balanced with or without
time delay, if the complex balanced property is confirmed
for any equilibrium point x∗.
Remark: A kinetic system may have a connected set of
equilibria, therefore we introduce the following definition.
An equilibrium x∗ of Eq. (5) is called semistable if it is
Lyapunov stable and there exists δ > 0 such that if φ ∈ C
and ‖φ−x∗‖ ≤ δ, then xφ(t) converges to a Lyapunov stable
equilibrium of (5) as t→∞. For more details on the notion
and application of semistability, see [11].
We will use the following recent stability result for com-
plex balanced time delayed kinetic systems.
Theorem 2.1 ([15]): Every complex balanced equilibrium
x∗ of the delayed kinetic system (5) is semistable. Moreover,
when it has only one complex balanced equilibrium point,
then it is locally asymptotically stable with respect to the
positive orthant.
D. Unique complex balanced equilibrium
In this subsection, we give a necessary and sufficient
condition for the unique solution of Eq. (9). For this purpose,
the Laplacian matrix L(x∗) at a positive equilibrium point
is introduced based on [27] as
L(x∗) = [diag(1TA)−A] diag(ψ(x∗)). (10)
Then, the positive equilibrium point x∗ is complex balanced
if and only if the Laplacian L(x∗) is balanced, i.e L(x∗)1 =
0.
This gives rise to our uniqueness result below.
Theorem 2.2 ([16]): Let the equilibrium x∗ be complex
balanced. Then, x∗ is unique positive equilibrium if and only
if the matrix
Y
[L(x∗) + L(x∗)T ]Y T
is positive definite.
III. FORMULATION AND SOLUTION OF THE FEEDBACK
DESIGN PROBLEM
In this section, we consider a stabilizing feedback design
method for the open loop system
x˙(t) =M0 ψ(x(t)) +
p∑
i=1
Mi ψ(x(t− τi)) +Bu(t), (11)
where u(t) ∈ Rr is the input of the system, and B ∈ Rn×r.
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It is important to note that the above open loop system
(11) is not necessarily kinetic, but it is a delayed polynomial
system with LTI input structure. In the special case when
the open system (11) is kinetic, its model corresponds to an
ODE model of an open delayed CRN where the inputs are
chosen as the concentrations of the species in the inlet flows,
see the discussion in [18] of the non-delayed case.
The aim of the feedback is to stabilize the open loop
system (11) locally asymptotically in the given positive
equilibrium point x∗. For this, we transform the open loop
system (11) into a complex balanced kinetic closed loop
system with a desired equilibrium point x∗. The problem
will be formulated as a semidefinite programming (SDP)
problem.
A. The state feedback law
We assume a polynomial feedback
u(t) = K0 ψ(x(t)) +
p∑
i=1
Ki ψ(x(t− τi)), (12)
where the matrices Ki ∈ Rr×m, i = 0, . . . , p are the
parameters of the feedback. Then, the closed loop system
has the form
x˙(t) = [M0 +BK0]ψ(x(t))
+
p∑
i=1
[Mi +BKi]ψ(x(t− τi)). (13)
B. Feedback computation
We are looking for the feedback parameters K0, . . . ,Kp
such that the closed-loop system (13) has a kinetic realization
(Y,A0, . . . , Ap) which has the unique complex balanced
equilibrium x∗. Therefore, the decision variables are Ki ∈
Rr×m, and Ai ∈ Rm×m+ , i = 0, . . . , p.
The first constraint is used to guarantee that the solution
will be a kinetic realization of the closed-loop system. It is
linear in the decision variables and has the form
M0 +BK0 = Y
[
A0 −
p∑
i=0
diag(1TAi)
]
,
Mi +BKi = Y Ai, i = 1, . . . , p.
(14)
The closed loop system should be complex balanced,
which is ensured by the linear constraint[
A− diag(1TA)]ψ(x∗) = 0, (15)
where A =
∑p
i=0Ai.
Finally, the uniqueness of the equilibrium point x∗ is
guaranteed by the positive definite constraint
Y
[L(x∗) + L(x∗)T ]Y T > 0, (16)
where L(x∗) is the Laplacian matrix (10) in the given
equilibrium point x∗.
The optimization problem: By putting together the
constraints described in (14)-(16) and considering the l1
norm of the feedback parameters as an objective function,
the semidefinite programming problem can be constructed:
min
Ki,Ai
p∑
i=0
r∑
j=1
m∑
k=1
| [Ki]j,k |,
s.t. M0 +BK0 = Y
[
A0 −
p∑
i=0
diag(1TAi)
]
,
Mi +BKi = Y Ai, i = 1, . . . , p,[
A− diag(1TA)]ψ(x∗) = 0,
Y
[L(x∗) + L(x∗)T ]Y T > 0,
(17)
where A =
∑p
i=0Ai and x
∗ > 0 is given.
Remarks:
(R1) When the uniqueness of the equilibrium point is not
required, then we can compute the stabilizing feedback
using only the constraints (14)-(15) via linear program-
ming.
(R2) In the optimization problem (17), we use an objec-
tive function which computes sparse feedback matrices
Ki. This is not the only possible choice, e.g. in the
paper [18], we proposed an objective function which
minimizes the eigenvalue of the linearized closed-loop
system with the largest real part.
(R3) The optimization problem is linear in the feedback
parameters Ki, so we can introduce additional con-
straints for the feedback structure, e.g. we can prescribe
a distributed control structure, or exclude some delays
from the feedback.
IV. ILLUSTRATIVE EXAMPLE
In the following, we present the applicability of the
proposed design technique on an illustrative example. The
algorithms were implemented in [21] using the YALMIP
modelling language [20]. Mosek [1] was used to solve the
SDP problems.
A. System description
Let us consider the nonnegative open loop system in the
form
x˙1(t) = 2x
2
1(t)− 2x1(t)x2(t) + u(t)
x˙2(t) = −x2(t) + x21(t− τ1),
(18)
where x1(t), x2(t) are the states, u(t) is the input and τ1 > 0
is an arbitrary constant time delay. The open loop system is
characterized by the following matrices
M0 =
[
0 2 −2
−1 0 0
]
, M1 =
[
0 0 0
0 1 0
]
,
Y =
[
0 2 1
1 0 1
]
, B =
[
1
0
]
.
For u(t) = 0, the system has an unstable positive equilibrium
point in x∗1 = x
∗
2 = 1.
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Fig. 3. Reaction graph of the closed loop realization (20)
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Fig. 4. Simulation results for the system (18) with the stabilizing feedback
(19). The simulation is started from two different constant initial functions,
φ1(s) = 1.3, and φ2(s) = 0.8 with two different time delays τ1 = 0.5,
and τ1 = 1. The blue and green curves show the simulated states x1 and
x2, respectively. The dashed-curves correspond to the larger delay τ1 = 1
B. Stabilizing feedback design
Because of the unstable positive equilibrium point, the aim
of the feedback is to stabilize this equilibrium point. In this
case, we extend the original optimization problem (17) by
an additional constraint to exclude the delay element from
the feedback. Then the optimization results the following
feedback parameters
K0 =
[
3.2089 −4 0.7911 ] , K1 = [ 0 0 0 ] ,
and therefore, the input is computed as
u(t) = 3.2089x2(t)− 4x21(t) + 0.7911x1(t)x2(t). (19)
The computed feedback (19) does not contain delay. The
computed kinetic realization of the closed loop system is
given by
A0 =
 0 0 1.2091 0 0
1.209 0 0
 , A1 =
 0 1 00 0 0
0 0 0
 , (20)
which is complex balanced at the equilibrium point x∗1 =
x∗2 = 1, so the closed loop system is stable. The stability is
guaranteed by the following Lyapunov-Krasovskii functional
[15]
V (xt) = x1(t) [ln(x1(t))− 1] + x2(t) [ln(x2(t))− 1] + 2
+
∫ t
t−τ1
{
x21(s)
[
ln(x21(s))− 1
]
+ 1
}
ds.
Fig. 3 shows the reaction graph of the closed loop system
and Fig. 4 illustrates the time domain behavior.
V. DISCUSSION
A feedback design method was proposed in this paper
to transform a delayed polynomial system with linear input
structure to a kinetic system having the complex balanced
property which guarantees stability. The computability of the
feedback does not depend on the magnitude of the delays.
Moreover, the optimization-based computation framework
allows the introduction of additional design constraints such
as the exclusion of delayed monomials from the feedback.
Further work will be focused on the problem of new
monomial selection in the feedback and on extending our
method to handle parametric uncertainty, similarly to our
previous results [18]. Furthermore, we plan to relate our
stability conditions to other existing results such as [2] and
[7] that were derived for different delayed model classes.
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