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Abstract  The mechanical properties of advanced composites are essential for their structural 
performance, but the surface finish on exterior composite panels is of critical importance for 
customer satisfaction.  This paper describes the application of wavelet texture analysis (WTA) to 
the task of automatically classifying the surface finish properties of two fiber reinforced polymer 
(FRP) composite construction types (clear resin and gel-coat) into three quality grades.  Samples 
were imaged and wavelet multi-scale decomposition was used to create a visual texture 
representation of the sample, capturing image features at different scales and orientations.  
Principal components analysis was used to reduce the dimensionality of the texture feature vector, 
permitting successful classification of the samples using only the first principal component.  This 
work extends and further validates the feasibility of this approach as the basis for automated non-
contact classification of composite surface finish using image analysis. 
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1. Introduction 
The mechanical properties of advanced composites are essential for their structural performance, 
but the surface finish on exterior composite panels is of critical importance for customer 
satisfaction [1].  Customers demand a flawless (Class A) surface finish, but this can be difficult to 
achieve on composite surfaces.  Dry spots can occur in wet lay-up processes, and the strong 
reinforcement fibers can ‘read through’ to the exterior surface, spoiling the cosmetic appearance 
[2], and surface imperfections can lower the gloss of the surface finish [3].  It is essential that 
composite manufacturers have reliable and repeatable methods for evaluating surface texture.  To 
date, assessment of surface finish quality has tended to be based simply on human visual 
observation.  While this method has been found to deliver results that are acceptable to customers, 
it is generally performed using several observers in order to produce statistically meaningful 
results [4], and is therefore time-consuming and not directly adaptable to the automated 
manufacture of composite products [5].  Systems for the objective assessment of surface quality do 
exist, but currently struggle to replicate the human visual assessment of surface finish [5], and 
commercially available systems are typically very expensive. 
It has been observed that many types of engineering surfaces contain textural features at 
multiple scales [6], and may be fractal (self-similar at different scales) in nature [7,8].  While there 
exist a number of numerical methods for characterizing engineering surfaces, many require that 
the distribution of surface features is stationary (i.e., the frequency content does not vary with 
location), an assumption that is often not valid [6].  It has been shown that the wavelet transform 
has the ability to effectively characterize surface profile data that contain multi-scale features and 
are non-stationary [6], and are fractal in nature [7].  For the comprehensive characterization of 
surface features and texture, these inherent abilities of the wavelet transform place “it way ahead 
of other traditional methods” [9], and are why it is “generally considered to be state of the art in 
texture analysis” [10].  Wavelet analysis has been applied to the characterization of material 
surface parameters.  Data from 2D wavelet analysis were used as the basis for a successful 
empirical parametric mapping between material surface images obtained via computer vision 
acquisition and standard surface roughness parameters obtained using conventional stylus 
measurement [11].  Wavelet analysis has also been applied to the analysis of surface 
characteristics of reinforced polymer composites [12-16]. 
It has also been observed that for resin transfer molded composite plates with surfaces 
that have approximately similar quality, human visual observation generally outperforms objective 
(mathematical) methods in the differentiation of sample surface quality – possibly because the 
standard surface roughness parameters commonly used  may not provide an unambiguous 
indicator of surface quality that agrees with human visual assessment [5].  Objective techniques for 
the characterization of surface quality of reinforced polymer composites that can provide the same 
results as a human subjective evaluation are therefore highly desirable.  Physiological experiments 
have shown that the visual cortex appears to perform a 2D multi-scale decomposition of the visual 
field into a range of frequency bands/channels [17].  There is considerable similarity between the 
wavelet transform and biological visual systems.  This similarity has resulted in its use in 
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biologically inspired computer vision systems [18].  The 2D wavelet transform is a mathematically 
robust analysis tool for the characterization of material surface finish data in ways analogous to 
human visual processes, and offers practical and rigorous methods for the objective classification 
of surface quality. 
Previous work [19] established the feasibility of wavelet texture analysis (WTA) for the 
task of automatically classifying the surface finish of carbon fiber reinforced polymer (CFRP) 
samples into two quality grades (‘good’ and ‘bad’) based on the detection of the presence of 
surface dry patches.  In response to suggestions from reviewers of the previous work, the work 
documented here extends the previous work in a number of ways.  Firstly, while there is a growing 
market for uncoated, visible composite components [20], the majority of composite applications 
incorporate a surface coating, so we have extended the investigation here to include both bare resin 
and gel-coat composite surface finish types.  Secondly, while resin dry patches were explored 
previously, other types of surface defects can lead to poor assessment of surface finish quality, so 
in this work we investigate the impact of point surface defects – the ability to detect point defects 
suggests that line defects can also be detected.  Finally, we have extended the investigation to the 
classification of three grades of surface finish quality.  The work documented here extends the 
application of the WTA classification method and further validates the feasibility of this approach 
as the basis for automated non-contact classification of composite surface finish using image 
analysis methods analogous to the functioning of the human vision system. 
 
2. Material and methods 
The CFRP panel comprised three layers of 200g/m2 carbon fiber plain weave cloth (supplied by 
ATL Composites – code ZP200) impregnated with epoxy resin (R180 epoxy resin and epoxy 
hardener H180 slow - supplied by Fiber Glass International, FGI). This visible plain weave 
provided an additional complication to the surface assessment process, but it is recognized that 
most external fiber reinforced polymer (FRP) composite surfaces are gel-coated or painted. Thus, 
representative gel-coated samples were also considered. The surface of the gel-coated panel was 
coated with three layers of Aquaguard Performance Gelcoat – supplied by Fiber Glass 
International, FGI, code FM032502. Both the CFRP and gel-coat panels were manufactured on a 
pre-released flat glass mold surface. The gel-coat layers were generously applied to ensure no fiber 
‘read through’ and therefore the underlining reinforcement fibers was less important for the gel-
coat panel. For this reason, four layers of Chop Strand Mat (CSM) were used as the reinforcement 
(450 g/m2 emulsion, FGI code F02254) in preference to carbon. The matrix was Unsaturated 
Polyester (UPE) (Escon – FGI code F62300). Resin was introduced by hand using brushes and the 
panels were backed with a plywood base for flexural stiffness. Curing occurred under atmospheric 
conditions.  Following curing, three sections (one for each grade) were cut from each of the panels. 
To create three different surface finishes (grades 1 to 3), coarse sandpaper was used to 
introduce a ‘random’ distribution of point defects. Each sample panel was positioned surface down 
on the sandpaper and the plywood backing was tapped a specified number of times with a mallet. 
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The taps were of even force/pressure and were distributed evenly over the back surface. Grade 1, 2 
and 3 received 0, 10 and 30 taps respectively.  The sample panels were scanned at 600 pixels per 
inch (approximately 236 pixels per cm) using a Hewlett-Packard HP3200C flatbed scanner to yield 
high resolution 8 bit (256 grey scale) images.  In addition, contrast enhancement was applied to the 
gel-coat sample images to highlight the surface defects which were almost invisible to the naked 
eye.  These high-resolution scans were then separated into 4 sections each, yielding 12 sample 
images for both clear resin and gel-coat construction, with 4 examples of each grade of surface 
finish.  All numerical analyses described hereafter were performed using the Matlab computing 
environment [21,22].  The wavelet analysis method is expedited by images that have linear 
dimensions of an integer power of two.  To this end, all 24 sample images were sized to be 1024 
by 1024 pixels for testing.  Fig. 1 shows typical clear resin sample test images for each surface 
finish grade produced in this manner.  Fig. 2 shows typical gel-coat sample test images for each 
surface finish grade produced in this manner. 
 
  
                                    (a)                                                                          (b) 
  
                                    (c) 
Fig. 1  Typical clear resin samples – (a) grade 1, (b) grade 2 and (c) grade 3. 
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                                    (a)                                                                          (b) 
 
                                    (c) 
Fig. 2  Typical gel-coat samples – (a) grade 1, (b) grade 2 and (c) grade 3. 
 
Detailed mathematical treatments of the wavelet transform are available elsewhere [23], 
and we provide additional background in our previous work [19].  Essentially, the two dimensional 
discrete wavelet transform (2DDWT) produces a nearly orthogonal decomposition of an image 
into sets of coefficients that separately represent the information in the original image in three 
orientations (horizontal, vertical and diagonal) and different scales.  The scale is a characteristic 
dimension related to the wavelet basis selected for the decomposition.  The DWT is an iterative 
decomposition, in which the scale doubles at each step, placing a limit on the number of levels of 
decomposition related to the wavelet basis and the size of the images.  Wavelet analysis requires 
the selection of a wavelet basis for the decomposition.  There are no definitive rules for selecting 
the ‘best’ wavelet for a particular analysis application [24,25].  A heuristic technique of analyzing 
sample data with a range of candidate wavelets and applying selection criteria to identify the 
optimal analysis wavelet is also described [25,26]. 
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Wavelet texture analysis (WTA) creates a texture feature vector based on the wavelet 
detail coefficients (cD) from all decomposition levels and horizontal, vertical and diagonal 
orientations.  This permits a rich representation of the texture in the image to be used as a basis for 
classification that includes features related to both scale and orientation.  In this case, the elements 
of the texture feature vector are constructed from an energy measure of each set of wavelet detail 
coefficients.  A range of energy measures are possible [10]; here we use the square of the 
Frobenius norm of the wavelet detail coefficients, normalized by the size of the coefficient set, as 
the energy measure.  The construction of the texture feature vector for each sample image is given 
by Eq. (1): 
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where j is the wavelet analysis scale/level, J is the maximum analysis scale, k is the wavelet detail 
coefficient set orientation (horizontal, vertical or diagonal), and M×N is the size of the coefficient 
set.  Hence, the texture feature vector for each sample contains 3J elements.  The square of the 
Frobenius norm of matrix A is defined as: 
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The texture feature vectors for all of the test samples can be used in multivariate analysis 
to classify the samples.  Principal components analysis (PCA) transforms a set of correlated 
variables into a smaller set of uncorrelated variables called ‘principal components’.  PCA is often 
used as an initial step in multivariate analysis, and can help to assess the actual dimensionality of 
the data [27].  PCA uses linear matrix algebra to generate the principal components from the 
original variables such that each principal component is a linear combination of the original 
variables, and, taken together, all of the principal components form an orthogonal basis for the 
space of the original data, containing no redundant information [28].  The PCA transformation 
results in the first principal component having the highest variance possible (i.e., accounting for as 
much of the variability in the original data as possible).  Each succeeding principal component 
subsumes as much of remaining variance in the data as possible, under the condition that it is 
orthogonal (not correlated) with all the preceding principal components.  This process generally 
results in a small number of principal components embodying most of the information in the 
original variables, with a rapid fall-off in importance beyond the first few principal components.  
In the application described here, for both the clear resin and gel-coat samples sets, a number of 
candidate wavelet bases and wavelet decomposition levels were trialed, and the PCA results were 
visualized by plotting the location of all samples on axes of the first two principal components 
normalized against their mean, as shown in Fig. 3 and Fig. 4.  A combination of wavelet basis and 
decomposition level that yielded the good visual separation of the surface finish grades was 
selected. 
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The principal components thus developed can be used as a new set of observation 
variables for each sample image, but with reduced dimensionality, and hence, simplified 
subsequent processing.  The principal component scores were used as observation vectors in 
discriminant analysis (DA) to classify the sample images.  DA is a conventional probabilistic 
classifier that allocates each observation to the class with which it has the highest posterior 
probability of membership.  In the examples presented here, a simple linear classifier was used.  It 
presumes that the each element of observation vector has a normal/Gaussian distribution.  Based 
on ‘training’ with samples of each class of input type, linear partitions are developed in the multi-
dimensional space of the observation vector elements that can then be used to automatically 
classify samples into input class types.  In this work we are seeking to confirm that the samples 
can be viably separated by DA into discreet groups based on grade of surface finish.  For each type 
of construction (clear resin and gel-coat), all 12 samples were used in training, and the 
classification partitions generated by DA were visualized to confirm the performance of the 
classification. 
 
3. Results and Discussion 
3.1 Clear resin samples 
For the clear resin samples, good results were obtained using the Daubechies wavelet with seven 
vanishing moments (db7) and three levels of wavelet decomposition.  Based on three levels of 
decomposition and three orientations, the wavelet transform produced a texture feature vector for 
each sample containing nine elements.  The texture feature vectors for all 12 clear resin sample 
images were computed and combined as the input data for PCA.  Following PCA transformation, 
it was found that the first principal component explained more than 96 percent of the variance in 
the original texture feature vector set, indicating that the PCA transformation had reduced the 
dimensionality of the texture feature vectors from nine to effectively one, and that the first 
principal component alone would be sufficient for classification.  Fig. 3 shows the location of all 
12 clear resin samples, following PCA transformation, plotted on axes of the first two principal 
components.  It is clear that the samples separate out into three distinct groupings associated with 
surface finish grade. 
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Fig. 3  Plot of first two principal components showing the location of all clear resin samples. 
 
Given that virtually all of the variance in the original texture feature vector set is 
explained by the first principal component (PC1), it was decided to use PC1 solely as the basis for 
automatic classification by DA.  Using the basic linear classification function in Matlab, the PC1 
values for all 12 clear resin samples were used as training samples to derive classification points 
based on PC1.  The DA classification points obtained are plotted as lines ‘A’ (the boundary 
between grade 1 and grade 2) and ‘B’ (the boundary between grade 2 and grade 3) on Fig. 3.  It 
can be seen that the classification points successfully group all of the 12 clear resin samples into 
their respective surface finish grades. 
 
3.2 Gel-coat samples 
For the gel-coat samples, good results were obtained using the Daubechies wavelet with four 
vanishing moments (db4) and three levels of wavelet decomposition.  The same analysis process 
that was applied to the clear resin samples was also used for the gel-coat samples.  It was found 
that the first principal component explained more than 97 percent of the variance in the original 
texture feature vector set.  As for the clear resin samples, the first principal component alone 
would be sufficient for classification.  Fig. 4 shows the location of all 12 gel-coat samples, 
following PCA transformation, plotted on axes of the first two principal components.  Again, the 
samples separate out into three distinct groupings associated with surface finish grade.  As for the 
clear resin samples, the PC1 values were used for DA training, and the resultant classification 
points based on PC1 are plotted as lines ‘A’ (grade 1/2) and ‘B’ (grade 2/3) on Fig 4.  Again, all 
12 gel-coat samples were successfully classified into their respective surface finish grades. 
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Fig. 4  Plot of first two principal components showing the location of all gel-coat samples. 
 
3.3 General discussion 
The classification points ‘A’ and ‘B’ shown in Fig. 3 and Fig. 4 were derived by DA training, and 
could be used as the basis the automatic grading classification of subsequent new imaged samples 
from a similar population.  The classification points could also be manually adjusted and/or further 
refined through the incorporation of additional grade examples in training.  As noted above, the 
PCA process transforms a set of variables into a reduced number of ‘principal components’, which 
are linear combinations of the original variables.  Based on the clear resin analysis, Table 1 shows 
the component loadings for each of the three wavelet analysis levels and each of the three analysis 
orientations within those levels, for the first principal component (PC1).  PC1 is of interest 
because it was the basis for DA classification. 
 
Table 1  Wavelet analysis component loadings for first principal component for the clear resin 
samples 
Level Orientation PC1 Loading 
1 Horizontal 0.0133 
1 Vertical 0.0010 
1 Diagonal 0.0027 
2 Horizontal 0.1279 
2 Vertical 0.0738 
2 Diagonal 0.0367 
3 Horizontal 0.7301 
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3 Vertical 0.5743 
3 Diagonal 0.3374 
 
It can be seen that the main/largest loading, and therefore main discriminating ability, 
occurs at the third analysis scale.  A physical interpretation of this result can be observed by 
selectively reconstructing a sample image based on partial sets of wavelet decomposition 
coefficients.  Fig. 5(a) shows the original grade 3 sample from Fig. 1.  Fig. 5(b) shows the image 
reconstruction obtained from the inverse 2DDWT using all decomposition coefficients except 
those from level 3.  Fig. 5(c) shows the image reconstruction obtained using only the coefficients 
from level 3.  Fig. 5(d) is the inverse/negative of Fig. 5(c) to highlight the information in the level 
3 reconstructed image.  While the PC1 loadings given in Table 1 show that the level 3 wavelet 
coefficients do not uniquely define the information in the original image related to the surface 
finish grade, Fig. 5(c/d) does capture the point defects applied to the test sample, and the visual 
appearance of the defects in Fig. 5(b) is much reduced. 
 
   
                                    (a)                                                                          (b) 
   
                                    (c)                                                                          (d) 
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Fig. 5  Selective reconstruction of clear resin grade 3 sample – (a) original sample, (b) all wavelet 
coefficients except level 3, (c) level 3 coefficients only and (d) inverse of (c). 
 
In the case of visual assessment of the quality of composite surface finish, the ability of WTA to 
characterize surface texture in a way analogous to the human visual system holds great promise.  
The essential method of orthogonal decomposition of an image into separate planes containing the 
information relating to different scales and orientations present in the original image has the ability 
to isolate different types of visible surface flaws.  This means, as demonstrated here, that it is 
largely agnostic to the underlying composite construction (i.e., woven or non-woven), and to 
whether the underlying reinforcement matrix is visible or not.  
 
4. Conclusions 
This paper describes the application of wavelet texture analysis (WTA) to the task of automatically 
classifying the surface finish properties of two FRP composite construction types (clear resin and 
gel-coat) into three quality grades.  Samples of both types of FRP construction were created and 
three grades of surface finish were applied.  Following scanning of the samples, wavelet multi-
scale decomposition was used to create a visual texture representation of the sample, capturing 
image features at different scales and orientations.  Principal components analysis was used to 
reduce the dimensionality of the texture feature vector from nine elements, permitting successful 
classification of the samples using only the first principal component.  This work extends and 
further validates the feasibility of this approach as the basis for automated non-contact 
classification of composite surface finish using image analysis methods analogous to the 
functioning of the human vision system. 
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