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V mnoha oblastech výzkumu se z důvodu relativní finanční nenáročnosti stále více využívají systémy 
virtuální reality (VR). Tyto systémy umožňují zobrazovat data a zkoumat virtuální světy. Složitější 
situace nastává tehdy, pokud chce uživatel interagovat se systémem, manipulovat s objekty ve scéně. 
V této práci navrhujeme optický kamerový systém pro systém VR, který umožňuje snímat pohyb  
uživatele a tím zprostředkovat interakci se systémem VR. Zároveň práce popisuje možnost jeho 
jednodušší kalibrace pomocí korespondujících obrazů 3D bodů. 
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Virtual reality systems are nowadays common part of many research institutes due to its low cost and 
effective visualization of data. They mostly allow visualization and exploration of virtual worlds, but 
many lack user interaction. In this paper we suggest multi-camera optical system, which allows 
effective user interaction, thereby increasing immersion of virtual system. This paper describes the 
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fundamental matrix, projective depths, intrinsic, extrinsic, camera parameters. 
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V mnohých oblastiach výskumu a priemyslu sa z dôvodu finančnej dostupnosti čoraz viac uplatňujú 
systémy virtuálnej reality (VR). Využívajú sa na efektívnu vizualizáciu dát, umožňujú prezerať 
a skúmať rôzne virtuálne svety, nachádzajú uplatnenie pri modelovaní, výcviku vojenských jednotiek, 
liečení fóbií v medicínskej oblasti, alebo v hernom priemysle [9]. 
Prvý systém VR vznikol na konci sedemdesiatych rokov dvadsiateho storočia ako nádejný 
projekt na Harwardskej Univerzite. Zobrazovacie displeje vážili dosť na to, aby museli byť zakotvené 
v strope a podporovali len wire-frame model virtuálnej krajiny. Od tej doby systémy VR ruka v ruke 
s technickým pokrokom boli zdokonalené a vyvinuté do podôb v akých ich poznáme dnes. Okrem 
použitia aktívnych okuliarov VR existujú aj systémy, ktoré využívajú 3D projektor ako je napríklad 
systém GeoWall [1]. V tomto systéme je obraz premietaný pomocou páru projektorov 
s polarizačnými sklami, pričom každý obraz je premietaný z iného uhlu, ako je tomu pri reálnom 
vnímaní prostredia ľudskými očami. Užívateľ má nasadené polarizačné okuliare, tým pádom sa mu 
do každého oka dostáva odpovedajúci obraz čo zabezpečuje 3D vnímanie. Ak dokonca poznáme 
polohu hlavy užívateľa, môže byť v úvahu zobraný aj pohyb jeho hlavy a premietaný obraz 
zobrazený v závislosti od tohto pohybu. 
 Systémy VR úspešne umožňujú prezerať a skúmať virtuálne svety. Zložitejšia situácia 
nastáva vtedy, keď užívateľ chce interagovať so systémom, manipulovať s objektmi v scéne. „Život“ 
vo virtuálnej realite vyžaduje možnosť pohybovať sa, pozerať sa rôznymi smermi, dvíhať, posúvať 
a rotovať, vo všeobecnosti manipulovať s virtuálnymi objektmi. Pri vývoji softvéru pre systémy VR 
treba myslieť na to, ako zabezpečiť interakciu užívateľa, a práve tieto problémy sú najväčším 
limitujúcim faktorom pri vývoji zložitých aplikácií. K systémom VR sa pridávajú zariadenia, ktoré 
túto interakciu môžu zabezpečiť. Neexistuje „jedno“ optimálne riešenie tohto problému. Je potrebné 
zvážiť vzťah medzi zobrazovacími displejmi, požadovanými vstupmi, účelom aplikácie, 
skúsenosťami užívateľa, a podľa toho zvoliť vhodný spôsob interakcie. Napríklad interakcia pomocou 
ručného počítača bude efektívna v aplikáciách kde je potrebné zadať presné číselné hodnoty, naopak 
bude menej vhodná pri bojovej simulácii. Voľba správneho spôsobu interakcie záleží tiež od „hĺbky 
vnímania“ (ang. immersion), ktorú pre náš systém VR vyžadujeme. Tento pojem vyjadruje ako veľmi 
je virtuálna realita blízka skutočnosti. Kvalitné zobrazovacie displeje a reakcia na pohyb smeru 
pohľadu užívateľa zvyšujú hodnovernosť virtuálnej reality, naopak napríklad pohyb pomocou kláves 
je užívateľovi neprirodzený, a hĺbka vnímania klesá. Vojenské bojové simulácie často vyžadujú 
vyššiu hĺbku vnímania ako napríklad systém pre 3D modelovanie. 
V súčasnosti bolo vyvinutých niekoľko rôznych spôsobov interakcie s systémami VR. 
V nasledujúcej sekcii sú uvedené jednotlivé možnosti interakcie so systémom VR, a ich najväčšie 
výhody a nevýhody sú zhrnuté v tabuľke 1. 
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Polohovacie zariadenia 
Polohovacie zariadenia sú najrozšírenejším spôsobom interakcie so systémami VR. Sú to napríklad 
joysticky alebo trackbally. Ich ovládanie je intuitívne, aj neskúsený užívateľ sa s nimi v krátkej dobe 
naučí pracovať. Používajú sa hlavne na orientáciu vo virtuálnom svete, oproti klasickým 2D 
joystickom a myšiam pridávajú ďalšie stupne voľnosti, a tak sa pohybom 3D joysticku alebo 
trackballu pohybuje alebo rotuje virtuálny svet okolo všetkých troch osí. Hlavnou výhodou je cenová 










Obrázok 1: Rôzne spôsoby interakcie so systémom VR1, a) polohovacie zariadenie,                            
b) elektromagnetické senzory, c) optický systém, d) haptická rukavica 
Ručné počítače 
Ručné počítače [5] sú prenosné zariadenia, ktoré obsahujú jednoduché grafické užívateľské rozhranie 
s namapovanými akciami a vstupmi, ktoré priamo komunikujú s prostredím VR. Interakcia prebieha 
hlavne pomocou klávesového vstupu, nie nepodobne ako je tomu pri ovládaní počítačových aplikácií.  
Výhoda tohto spôsobu interakcie je v jednoduchosti spracovávania alfanumerického vstupu 
a v možnosti spracovávania iných ako priestorových vstupov, ktoré sú väčšinou využívané pri iných 
                                                    
1
 Obrázky sú z webových stránok: a) www.7gadgets.com, b), c) www.metamotion.com, d) people.exeter.ac.uk 
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typoch interakcie (trackovacie systémy, 3D myš) s VR. Nevýhodou tohto prístupu je, že užívateľ 
musí byť zoznámený s jednotlivými funkciami tlačidiel, takže ovládanie je neintuitívne a tým, že  
musí s týmto zariadením manipulovať dochádza k strate hĺbky vnímania. Ručné počítače ako spôsob 
interakcie so systémom VR nachádzajú uplatnenie v aplikáciách ktoré nevyžadujú plnú hĺbku 
vnímania, a potrebujú alfanumerický vstup, ako napríklad pri vizualizácii dát alebo v kombinácii 
s polohovacím zariadením pri 3D modelovaní. 
Haptické zariadenia 
Pre aplikácie, ktoré vyžadujú odozvu ako napríklad virtuálne sochárstvo alebo trenažér očkovania 
injekčnou striekačkou [10] pre výcvik mladých lekárov, využívajú na interakciu haptické nástroje. 
Zariadenie haptickej odozvy (feedback) v spojení so systémom VR poskytuje užívateľovi ilúziu 
fyzikálnych síl simulovaných aplikáciou a týmto zvyšuje hĺbku vnímania. Typickým predstaviteľom 
haptických zariadení sú rukavice vybavené tlakovými senzormi a časťami zabezpečujúcimi feedback, 
alebo zariadenie Phantom [17]. 
Interakčné 
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- nutnosť kalibrácie 
- prekrytie 
snímaného objektu 
- manipulácia s 
objektmi 
Tabuľka 1: Zhrnutie vlastností rôznych systémov pre interakciu s VR. 
  Trackovacie zariadenia 
Ďalšou rozšírenou možnosťou interakcie sú takzvané trackovacie systémy využívajúce 
elektromagnetické senzory, alebo kamery. Tieto systémy pomocou nich umožňujú presne sledovať 
pohyb dôležitých bodov (hlava, ruky alebo definované body, tzv. markery) v priestore. V prípade 
elektromagnetického systému nie je potrebná náročná kalibrácia, ale je finančne náročný, 
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a obmedzuje pohyb v priestore káblami. Naopak pri optickom systéme sa musí vopred vykonať 
zdĺhavá kalibrácia kamier, riešiť korešpondencia bodov medzi kamerami a brať v úvahu možné 
prekrytie sledovaných častí. Čiastočné riešenie týchto problémov sa dá dosiahnuť použitím 
kvalitného hardvéru [2] (kvalitné IR kamery) a reflexných markerov, ale cena tohto systému sa 
niekoľkonásobne zdvihne, čo nie je v mnohých prípadoch prijateľné. Ďalšia možnosť cenovo 
dostupného systému je vynechať využitie markerov, a sledovať priamo časti tela užívateľa [3] (tvár, 
ruky, nohy), ale pri tomto prístupe je systém citlivý na zmenu osvetlenia miestnosti a tiene. Hlavne 
keď je miestnosť málo osvetlená z dôvodu vyššieho kontrastu premietaného obrazu na projekčné 
plátno. 
 V tejto práci prezentujeme optický systém pre interakciu so systémom VR, určený pre systém 
VR nachádzajúci sa na Fakulte informačných technológií VUT v Brne. Zvolili sme optický 
interakčný systém na základe skúseností s optickými systémami pre motion capture v rámci 
predchádzajúcej práce [18]. Využívame systém minimálne troch kamier, ktoré sledujú priestor určený 
pre užívateľa. V kapitole 2 sa nachádzajú teoretické základy projekčnej geometrie, potrebné 
k pochopeniu zobrazovacieho procesu kamery. Vzťahy medzi dvomi kamerami zdieľajúcimi časť 
snímanej scény a výpočet polohy 3D bodu na základe informácii z týchto kamier, sú rozoberané 
v ďalšej časti kapitoly 2. Kapitola 3 sa zaoberá možnosťami kalibrácie kamier, a podrobne popisuje 
kalibračný algoritmus, ktorým budú kamery optického systému kalibrované.  Kapitola 4 je venovaná 
konkrétnemu návrhu optického systému pre interakciu s VR, a jej podkapitoly popisujú aplikáciu 
teórie z predchádzajúcich kapitol v rôznych etapách práce so systémom. Šiesta kapitola obsahuje 
testovanie implementovaného riešenia na virtuálnych a na reálnych dátach. 
 Táto diplomová práca nadväzuje na semestrálnu prácu. Preberá teoretický rozbor a dopĺňa 
konkrétny návrh optického systému, a využitie teoretickej časti práce v reálnom systéme. 
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2 Projekčná geometria a metódy 
rekonštrukcie 3D štruktúry 
V nasledujúcich kapitolách sa oboznámime s teóriou zobrazenia z troj-rozmerného priestoru do dvoj-
rozmerného a naopak s rekonštrukciou z viacerých 2D záberov do 3D priestoru. Na popis troj-
rozmerného priestoru vyzerá byť vhodná Euklidovská geometria. Objekty majú dĺžku, pretínajúce sa 
priamky definujú uhol medzi nimi, paralelné priamky sa nikdy nepretínajú. Tieto vlastnosti ostávajú 
zachované aj po aplikácií Euklidovských transformánií (posun, rotácia). Na druhej strane, keď 
vezmeme v úvahu zobrazovaní proces kamery, euklidovská geometria nie je dostatočná. 
Na popis zobrazovacieho procesu kamery je vhodná projekčná geometria, pretože poskytuje 
viac transformácií ako len posun a rotáciu. Projekčné transformácie zachovávajú len typ (body ostanú 
bodmi, priamky priamkami), príslušnosť (bod leží na priamke) a cross ratio [15]. Pre nás je dôležitá 
operácia projekcie z 3D priestoru do priestoru 2D, ktorá zodpovedá procesu zobrazovania 3D scény 
do obrazu kamery. 
2.1 Model kamery a súdkové skreslenie 
Aby sme porozumeli problematike optických systémov, musíme porozumieť modelu kamery, ktorý 
reprezentuje reálne kamery použité v našom systéme. Táto kapitola zahrňuje definíciu kamerového 
modelu. Model kamery opisuje matematický vzťah medzi bodmi nachádzajúcimi sa v snímanom 3D 
priestore a ich obrazmi 2D zobrazovacej rovine kamery. Tento vzťah je ovplyvňovaný niekoľkými 
parametrami. „Pinhole“ model kamery predstavuje najjednoduchší model projekcie z troj- do dvoj-
rozmerného priestoru. Kamera je opísaná ako bodová, žiadne šošovky nie sú použité na sústredenie 
svetla, čiže tento model neberie v úvahu geometrické skreslenia spôsobené použitými šošovkami. 
Vzťah medzi 3D a 2D bodmi sa skladá z troch častí: 
 1. Transformácia bodov [ ]TZYXQ 1=r  zo súradnicovej sústavy scény do 
















































kde [ ]TZYXQ 1=r  sú homogénne koordináty 3D bodu v súradnicovom systéme scény. 
Matica R  je rotačná matica o rozmere 33× , a predstavuje rotáciu kamery okolo osí súradnicového 
systému. Vektor t  je polohový vektor, a reprezentuje posun kamery od počiatku súradnicového 
systému. Spolu tvoria takzvané vonkajšie parametre kamery. 
2. Druhá časť transformuje 3D body súradnicovej sústavy kamery 
[ ]TCCCC ZYXQ 1=r  do 2D súradníc [ ]Tyxq 1=r  v zobrazovacej rovine kamery. S 












kde f  je ohnisková vzdialenosť. Zmena hodnoty ohniskovej vzdialenosti f  zodpovedá zväčšovaniu 
a zmenšovaniu uhlu záberu scény. Môžeme zvoliť hodnotu 1=f , a pridať škálovanie závislé od f  
do matice vnútorných parametrov kamery spomínanej v nasledujúcej sekcii. 
3. Poslednou časťou je mapovanie z 2D súradníc zobrazovacej roviny kamery do 2D súradníc 
(v pixloch) obrázku [ ]1vuu ≈r . Vzťah je definovaný nasledovne: 
xAu rr ≈  (2.3) 





















Kde xf  a yf  sú ohniskové vzdialenosti delené efektívnou veľkosťou pixlu, ak pixel nemá pomer 
šírky a výšky 1:1. Ohnisková vzdialenosť v reálnych kamerách ovplyvňuje takzvaný „zoom“. Čím 
väčšia je ohnisková vzdialenosť, tým menší je zorný uhol, to znamená, že na celú zobrazovaciu 
rovinu kamery sa premieta menšia časť scény. V bode [ yx cc ], ktorý sa nazýva hlavný bod, pretína 
optická os kamery prechádzajúca centrom projekcie C  zobrazovaciu rovinu kamery. Väčšinou sa 
hlavný bod nachádza v strede zobrazovacej roviny. 
 Tieto tri kroky môžeme zapísať pomocou jedného vzťahu: 
XPu
rr
=  (2.5) 
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kde P  je projekčná matica o rozmeroch 43× . Na vyjadrenie vzťahov medzi 3D bodmi a ich 
premietnutými obrazmi do obrázku v kamere stačí práve táto matica, ktorá v sebe zahŕňa 10 
parametrov. Projekčná matica sa skladá z rotačnej matice, matice vnútorných parametrov kamery 
a vektoru posunu: 
[ ]tRAP |=  (2.6) 
 
Obrázok 2.1: Projekcia 3D bodu do zobrazovacej roviny kamery. Koordináty bodu q, ktorý je obraz 
bodu Q, závisia aj od vzdialenosti centra projekcie C a zobrazovacej roviny kamery - ohniskovej 
vzdialenosti označovanej f. Všetky body 3D priestoru ležiace na priamke spájajúcej centrum projekcie 
C a 3D bod Q sa zobrazia do obrazu q, takto sa stráca informácia o hĺbke pri mapovaní z 3D 
priestoru do 2D. 
Projekcia je jednosmerná, a 3D pozíciu bodu ktorý sa premietol na zobrazovaciu rovinu našej 
kamery nemôžeme pomocou pozície obrazu a parametrov jednej kamery spätne vypočítať. Na to 
potrebujeme kamery minimálne dve, to budeme rozoberať v kapitole 2.2.  
Spomínaný model kamery zatiaľ neberie do úvahy efekt, ktorý vytvára skutočná šošovka,  
ktorou je vybavená každá kamera – súdkové skreslenie. Ideálna šošovka láme lúče dopadajúce na 
šošovku kolmo presne do bodu, ktorý sa nazýva ohnisko. V skutočnosti sa však rovnobežné lúče 
dopadajúce na rôzne časti šošovky nelámu presne do tohto bodu, ako je zobrazené na obrázku 2.3. 
Samostatný „pinhole“ model kamery môže byť použitý iba ako aproximácia skutočnej kamery. 
Správnosť tohto modelu záleží na kvalite použitej kamery, šošoviek a vo všeobecnosti klesá od centra 
obrázku smerom k okrajom nasnímaného obrázku. Efekty skreslenia ktoré „pinhole“ model kamery 
neberie v úvahu môžu byť kompenzované vhodnou transformáciou súradnicového systému obrázku. 
Nový, upravený obraz je vypočítaný nasledujúcim postupom: 
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Obrázok 2.2: Vľavo súdkové skreslenie, vzniká z dôvodu, že šošovka neláme rovnobežné lúče 
presne do ohniska. Body M vzdialené od seba konštantnú vzdialenosť sa zobrazia do bodov M’, ktoré 
vplyvom súdkového skreslenia nebudú od seba vzdialené o rovnako veľké vzdialenosti. Vpravo 
ilustrácia súdkového skreslenia rovnobežnej mriežky. 



















kde [ yx cc ] je centrum skreslenia (hlavný bod kamery), 22 ddd yxr +=  a k sú koeficienty 
súdkového skreslenia. Parametre súdkového skreslenia je potrebné získať pomocou záberov telesa 
obsahujúceho rovnobežnú mriežku bodov. V praxi môže byť model súdkového skreslenia zapísaný 
pomocou nekonečného rozvoja, ale experimentálne bolo potvrdené, že viac ako 90% chyby sa dá 
odstrániť použitím prvých dvoch členov postupnosti. V nasledujúcej kapitole budeme rozoberať 
výpočet pozície objektu v 3D priestore, keď máme poskytnuté informácie o polohe jeho obrazov 
v aspoň dvoch kamerách. 
2.2 Výpočet polohy objektu v 3D priestore 
Za predpokladu, že poznáme parametre kamier, a obrazy 3D bodov v zobrazovacích rovinách kamier, 
je možné vypočítať ich pozíciu v 3D priestore. Pre jeden objekt je táto úloha triviálna. Pozostáva vo 
vyhľadaní obrazu objektu v snímkach z oboch kamier a následnej aplikácie algoritmu z kapitoly 
2.2.3. Avšak nie vždy sa pracujeme len s jedným objektom. Ak sa nachádza v priestore viac ako jeden 
objekt, je potrebné určiť ktoré obrazy zodpovedajú ktorým 3D bodom. Ak majú objekty rôzne 
vlastnosti, ako napríklad rôznu farbu, veľkosť alebo textúru, je táto úloha jednoduchšia, ale ak sú 
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všetky objekty rovnaké, musíme použiť zložitejší prístup. Pri hľadaní zodpovedajúcich si obrazov 
objektov v obrazoch z kamier, ktorých vonkajšie a vnútorné parametre poznáme, sa často používa 
metóda využívajúca Epipolárnu geometriu – vzťahy medzi dvomi pohľadmi z kamier.  
Epipolárna geometria 
Epipolárna geometria [15] je projekčná geometria medzi dvomi pohľadmi. Keď kamery sledujú 
spoločný 3D priestor z rôznych pohľadov, existujú vzťahy medzi 3D bodmi a ich obrazmi 
v zobrazovacích rovinách kamier. Tieto vzťahy vedú k závislostiam medzi pozíciami obrazov. 
Epipolárna geometria nie je závislá na štruktúre scény, závisí len na vnútorných a vonkajších 
parametroch kamier.  
Podstatu epipolárnej geometrie je možné vidieť na obrázku 2.3. Priamka prechádzajúca obomi 
centrami projekcie C  a C ′  pretína projekčné plochy kamier v bodoch e  a e′ , ktoré sa nazývajú 
epipóly. Každá rovina, ktorá obsahuje túto priamku, sa nazýva epipolárna rovina. Bod Q  v priestore, 
sa zobrazí v zobrazovacích rovinách kamier do bodu q  a q′ . Epipolárna rovina obsahujúca bod Q  
pretína zobrazovanie roviny kamier a vytvára priamky l a l’. Na týchto priamkach ležia obrazy bodu 
Q . 
Ako sme spomínali v kapitole o projekčnej geometrii, obraz q môže zodpovedať hocijakému bodu 
v priestore, ktorý leží na priamke definovanú bodmi C  a Q . Keď premietneme priamku CQ  do 
premietacej roviny druhej kamery, získame epipolárnu priamku, na ktorej sa budú nachádzať všetky 
obrazy všetkých bodov ležiacich na priamke CQ . Tým pádom je obraz q’  “nútený” ležať na 
epipolárnej priamke l‘ obrazu q. Táto definícia je symetrická, takže aj pre obraz q platí, že bude ležať 
na epipolárnej priamke obrazu q’. Hľadanie zodpovedajúceho obrazu objektu v zábere z druhej 
kamery sa takto redukuje na hľadanie v 1D priestore (pozdĺž epipolárnej priamky). 
 
Obrázok 2.3: Epipolárna geometria. 
Vo väčšine prípadov sú epipolárne priamky rôznobežné. Iba ak by sa na snímanie scény použili 
kamery ktorých projekčné plochy by ležali v jednej rovine. V tom prípade by priamka prechádzajúca 
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C  a C ′  by nepretínala ani jednu z rovín, epipóly by boli v nekonečne a epipolárne priamky by boli 
rovnobežné.  
Fundamentálna matica 
Fundamentálna matica [15] je algebrickou reprezentáciou epipolárnej geometrie. Je to matica 
o rozmeroch 3 x 3, a vyjadruje vzťah medzi zodpovedajúcimi si bodmi v snímkach z dvoch rôznych 
polôh. Platí: 
0'=FqqT  (2.8) 
Fql ='  (2.9) 
kde q  a q′  sú zodpovedajúce si obrazy bodu Q , F  je fundamentálna matica a l‘
 
je epipolárna 
priamka vypočítaná pomocou bodu q . Tieto rovnice ilustruje obrázok 2.3. Fundamentálnu maticu je 
možné zostaviť dvomi spôsobmi. Ak poznáme vonkajšie a vnútorné parametre kamery, matica sa 
vypočíta podľa nasledujúceho vzorca: 
[ ] 11212 −−= RAtAF xT  (2.10) 
kde 1A  a 2A  sú kalibračné matice vnútorných parametrov kamier, a R  a t  je transformácia 
(posunutie a rotácia), ktorá prenáša body zo súradnicovej sústavy jednej kamery do druhej. 

























t x  (2.11) 
Druhý spôsob zostavenia fundamentálnej matice je možný aj keď nepoznáme vzájomnú polohu 
kamier, a ani vnútorné parametre kamier. Jediné, čo potrebujeme poznať, je minimálne osem párov 
zodpovedajúcich si bodov medzi snímkami. Je možné počítať fundamentálnu maticu nelineárne aj 
s poznaním len siedmich párov, no táto metóda je menej presná a výsledkom je niekoľko možných 
fundamentálnych matíc, z ktorých treba zvoliť najvhodnejšiu. 
Ak poznáme bod q1i = [u1i, v1i, 1]T ktorý zodpovedá bodu q2i = [u2i, v2i,1]T v druhom snímku, 
epipolárna rovnica bude vyzerať nasledovne: 
012 =i
T





Tento vzorec môže byť prepísaný na: 















Tento systém je následne riešený jedným z možných algoritmov, napríklad 8-point algoritmus, 
ktorý vyžaduje na správne riešenie práve osem alebo viac dvojíc korešpondujúcich si bodov. 
 
Obrázok 2.4: Hľadanie zodpovedajúcich si obrazov objektu. 
Pomocou fundamentálnej matice môžeme zostaviť algoritmus na hľadanie zodpovedajúcich si 
obrazov v rôznych kamerách (ilustruje obrázok 2.4): 
1. Postupne volíme obrazy 1q , 2q  v zábere prvej kamery. Pre každý obraz vypočítame podľa 
vzťahu (2.10) rovnicu epipolárnej priamky pre druhú kameru,  pre obraz 1q  je to priamka 1l  
a pre obraz 2q  priamka 2l . 
2. Vypočítame vzdialenosti všetkých obrazov z druhej kamery od epipolárnej priamky. Obraz 
s najmenšou vzdialenosťou od priamky je zodpovedajúci obraz obrazu vybraného v bode 1. Od 
priamky 1l  je najmenej vzdialený obraz 1q′ , takže tieto dva obrazy zodpovedajú objektu 1Q . 
Problémy sa môžu vyskytnúť pri tomto algoritme v prípade keď na epipolárnej priamke leží 
viac ako jeden bod. Riešiť sa dá pomocou heuristickej metódy (predpokladáme že vstupom je video), 
keď budeme uvažovať, že zábery z kamier prichádzajú za sebou v relatívne krátkych intervaloch, 
a obraz bodu by sa mal nachádzať v blízkosti jeho pozície z predchádzajúceho snímku. Takže pri 
rozhodovaní, budeme v bode 2 algoritmu brať v úvahu aj predchádzajúcu pozíciu obrazu. 
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Triangulácia  
Trianguláciou označujeme výpočet pozície bodu v 3D priestore pomocou dvoch počiatočných bodov, 
a dvoch vektorov. Priamky definované pomocou týchto bodov a vektorov sa pretínajú v našom 
hľadanom bode. Rekonštrukcia objektu do 3D priestoru znamená výpočet 3D pozícií všetkých bodov 
patriacich objektu. V našom prípade, keď máme k dispozícii snímky 3D bodov z kamier, počítame 
ich trianguláciu pomocou pozícií obrazov v snímkach.  
V obrázku 2.5 vľavo body Q1 a Q2 majú obrazy q1, q2 a q1’, q2’. Za predpokladu, že poznáme 
len správne dvojice zodpovedajúcich si obrazov bodu medzi snímkami z rôznych kalibrovaných 
kamier, môžeme nájsť bod Q1 vyslaním priamky z centra projekcie C, prechádzajúceho obrazom q1, 
a priamky z centra projekcie C’, prechádzajúceho obrazom q1’. Bod Q1 bude priesečník týchto 
priamok. Analogicky to platí aj  pre bod Q2. V prípade nesprávneho určenia dvojice obrazov bodu, 
napríklad pomocou chybnej dvojice q1 a q2’ pre bod Q1, nesprávne určíme pozíciu Q1 do bodu R1. 
Preto je dôležité zabezpečiť správne zostavenie zodpovedajúcich si dvojíc obrazov. 
Na výpočte pozícií bodov v 3D priestore sa priamo podieľajú vnútorné a vonkajšie parametre kamier. 
Pri vnútorných parametroch kamier poznáme pozíciu hlavného bodu [cx, cy], a ohniskovú vzdialenosť 
f v pixloch (obrázok 2.5 vpravo). Ak uvažujeme súradnicovú sústavu kamery a pozícia obrazu q1 je 
[xq1, yq1], vektor Cq1   vyzerá nasledovne: [ ]fcycxu yqxq ,, 11 −−= . Kamery majú v priestore ešte 
vlastnú pozíciu a natočenie, určené vonkajšími parametrami kamier. Vektor u je potrebné ešte 
transformovať do svetovej súradnicovej sústavy: 
Ruuw =  (2.15) 
kde R je rotačná matica kamery. Pomocou takto získaného vektoru uw a pozície centra bodu C 
získame rovnicu priamky, ktorá prechádza centrom projekcie C, obrazom q1 a samozrejme hľadaným 
bodom Q1 . Rovnakým spôsobom zostavíme vektor a rovnicu priamky pre druhú kameru, a  hľadáme 
priesečník týchto dvoch priamok. 
V dôsledku šumu v snímkach, alebo nepresností v kalibračnej matici sa dve vyslané priamky  
vo všeobecnosti nepretnú v jedinečnom bode. Na trianguláciu je potrebné použiť metódu, ktorá 




Obrázok 2.5: Vľavo princíp rekonštrukcie objektov. Tu si môžeme všimnúť, že pri nesprávnej 
korešpondencii obrazov získame úplne iné body v 3D priestore. Vpravo rekonštrukcia bodu Q1 
pomocou jeho obrazov v zobrazovacích rovinách kamier. 
Mid-point algoritmus 
Práve preto, že priamky v 3D priestore sa presne pretnú veľmi zriedka, je potrebné zvoliť prístup, 
ktorý nájde najpravdepodobnejší bod prieniku. Metóda mid-point slúži na zistenie euklidovskej 
vzdialenosti dvoch priamok a nájdenie bodov v ktorých sa táto vzdialenosť vyskytuje. Euklidovská 
vzdialenosť je definovaná ako minimálna vzdialenosť dvoch bodov patriacich objektom.  
 
Obrázok 2.6: Triangulácia metódou Mid-point. 












kde C a C’ sú centrá projekcie a q1, a q1’ sú obrazy bodu Q1, a označme )()(),( 21 blalbaw −=  
vektor medzi bodmi na týchto priamkach. Potrebujeme nájsť vektor ),( baw , ktorý bude mať 
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minimálnu dĺžku pre parametre a a b. V ľubovoľnom n-rozmernom priestore pre každé dve priamky 
l1 a l2 existujú body l1(ax) a l2(bx), ktorých vzdialenosť je menšia ako vzdialenosti ľubovoľných iných 
dvoch bodov na týchto priamkach. Spojnica bodov l1(a) a l2(b), bude kolmá zároveň na každú 
z priamok. Žiadna iná spojnica ľubovoľných bodov z priamok l1 a l2 nemá túto vlastnosť, ak priamky 
nie sú rovnobežné. To znamená, že vektor ),( xxx baww =
r
 je kolmý na vektory ur  a vr , a tým pádom 






Tieto rovnice môžeme vyriešiť substitúciou vbuawblalw xxxxx
rrrr
−+=−= 021 )()( , kde 
'0 CCw −=
r














Vyriešením daných dvoch lineárnych rovníc získame parametre ax a bx, a body na priamkach ktorých 
spojnica má najkratšiu vzdialenosť vypočítame už len dosadením parametrov ax a bx, do rovníc 2.18. 
Je nutné ešte porovnať vypočítanú minimálnu vzdialenosť s prahom, a rozhodnúť, či majú priamky 
priesečník, alebo ich minimálna vzdialenosť je príliš veľká na to aby mohol ich priesečník existovať. 
Ak áno, hľadaný bod, ktorý môžeme považovať za priesečník môžeme zvoliť v strede spojnice bodov 
)(1 xal  a  )(2 xbl . 
Niekedy môžu nastať prípady, keď pri určitej polohe kamier a pozícií obrazov sledovaného 
bodu nemožno použiť triangulačný algoritmus na získanie pozície objektu v 3D priestore. Tento 
prípad môže nastať, keď objekt leží na priamke spájajúcej centrá projekcie, a obrazy sa premietnu do 
epipólov. Túto situáciu znázorňuje obrázok 2.7. Práve v týchto situáciách, keď sa obrazy 3D bodu 
premietnu do okolí epipólov, bývajú triangulačné algoritmy nepresné. 
 
 
Obrázok 2.7: Pozície bodov Q1 a Q2  nemôžu byť vypočítané, keďže sa ich obrazy premietli do 
epipólov a vyslané lúče z centier projekcie C a C’ by sa prekrývali po celej ich dĺžke. 
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3 Kalibrácia optického systému 
Doteraz sme predpokladali,  že v optickom systéme pre interakciu s virtuálnou realitou poznáme 
polohy, rotácie a vnútorné parametre kamier. Bez poznania týchto parametrov by systém nemohol 
správne pracovať. V skutočnosti sa tieto parametre získavajú zdĺhavými kalibračnými procesmi. 
Pojem kalibrovať kameru znamená nájsť jej vnútorné a vonkajšie parametre. Dôvodom kalibrácie 
kamier je potreba poznať spomínané vnútorné a vonkajšie parametre kamier, a následne nachádzajú 
tieto dáta uplatnenie pri kompenzácii súdkového skreslenia, alebo pri výpočte 3D štruktúry scény. 
Obrázok 3.1 ilustruje nejednoznačnosť  rekonštrukcie vyplývajúcu a) z neznámych vonkajších 
parametrov a b) z neznámych vnútorných parametrov. 
 
Obrázok 3.1: Nejednoznačnosti pri rekonštrukcii bez známych parametrov kamier: a) meníme 
vonkajšie parametre kamery (posun), b) meníme ohniskovú vzdialenosť. Zmena parametrov má vplyv 
na štruktúru rekonštruovaného objektu. 
3.1 Kalibrácia pomocou telesa so známou 
geometriou 
Existuje mnoho spôsobov kalibrácie kamery, najznámejšia je asi kalibrácia pomocou telesa so 
známou geometriou [6]. Tento spôsob kalibrácie využíva body kalibračného telesa tým spôsobom, že 
keď poznáme jeho geometriu, poznáme aj súradnice týchto bodov v 3D priestore. Príklad 
kalibračného telesa môže byť šachovnica so známym rozmerom jej štvorcov. Jednotlivé rohy ležia 
v jednej rovine, takže jednu súradnicu budú mať konštantnú (rovnú nule) a ostatné súradnice rohov 
priradíme podľa ich polohy v mriežke. 
Proces kalibrácie pozostáva z nasledujúcich krokov: 
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1. Zaobstaranie dostatočného množstva snímok kalibračného telesa 
2. Z týchto snímok sa extrahujú dôležité body kalibračného telesa napríklad pomocou 
Harrisovho detektoru rohov [11] 
3. Korešpondencie medzi získanými bodmi získame podľa geometrie kalibračného telesa. 
4. Pomocou týchto dát je možné vypočítať vnútorné parametre kamery, a vonkajšie 
parametre vzhľadom na kalibračné teleso v každom zábere napríklad Zhangovou 
z metódou [22]. Ak chceme zistiť pozície a natočenie kamerového systému, umiestnime 
kalibračné teleso to spoločného uhlu pohľadu všetkých kamier, a pomocou známych 
vnútorných parametrov vypočítame pozície a natočenie kamier vzhľadom na toto 
kalibračné teleso – zabezpečíme spoločný súradnicový systém. 
Ako bolo spomínané, kalibračné teleso zároveň definuje súradnicový systém v ktorom sa 
kamery nachádzajú – jeden z rohov telesa je označený ako počiatok súradnicovej sústavy, osi x, y sú 
určené hranami telesa, a os z je kolmá na rovinu určenou predchádzajúcimi osami. Ak poznáme 
skutočný rozmer kalibračného telesa, môžeme rekonštruovaný objekt priamo porovnať s reálnym 
vzorom. Zisťovanie vonkajších parametrov kamier pomocou tejto metódy je efektívne pri systéme, 
v ktorom majú všetky kamery kalibračné teleso naraz v zábere. Tento spôsob kalibrácie je vhodný na 
získanie vnútorných parametrov kamier. 
3.2 Kalibrácia pomocou série obrazov 3D bodov  
V systéme, ktorý nespĺňa požiadavky aby bolo kalibračné teleso celé naraz vo všetkých snímkach 
z kamier (kamery sú napríklad umiestnené dookola miestnosti), je vhodnejší spôsob kalibrácie 
pomocou série korešpondujúcich bodov v snímkach z kamier [7]. Základom predpokladom tohto 
spôsobu kalibrácie je možnosť zaobstarať sériu súradníc minimálne 8 obrazov 3D bodov, čo je 
najmenší počet bodov potrebný na jednoznačné určenie fundamentálnej matice,  v zobrazovacích 
rovinách kamery. Jedným spôsobom zaobstarania dostatočného množstva obrazov zodpovedajúcich 
si bodov, je využitie priamo významných bodov scény, a korešpondencia medzi nimi sa vyhľadáva 
pomocou algoritmu RANSAC. Tento postup sa používa v rekonštrukcii statickej scény zo snímok 
z pohybujúcej sa kamery [14]. V prípade použitia malého počtu kamier, ktoré nezdieľajú v svojich 
uhloch pohľadu dosť veľkú spoločnú časť scény, v ktorej by sme mohli hľadať významné body, je 
potrebná asistencia človeka. Ten do spoločného záberu kamier umiestni jednoznačné vzory, ktoré 
bude možné v záberoch z kamier rozpoznať, a zistiť korešpondujúce obrazy v ostatných záberoch 
(obrázok 3.2). Autormi tejto kalibračnej metódy sú páni Sturm a Triggs [7], a jej postup rozoberieme 
na nasledujúcich stranách.  
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Obrázok 3.2: Obrazy 3D bodov sú použité ako vstup kalibračného algoritmu . 
Predpokladajme, že máme množinu n 3D bodov viditeľných v snímkach z m kamier. Našim 
cieľom je  zistiť pozície kamier, a pozície daných 3D bodov. Označme pQ  neznáme homogénne 
koordináty 3D bodov, ipq  pozície obrazov týchto 3D bodov nájdené v snímkach, a iP  nech sú 
neznáme projekčné matice o rozmere 43× , kde np ,...,1=  2D bodov v mi ,...,1=  snímkach. 
V pomere k neznámym škálam ipλ  sú body ipq  projekcie bodov pQ  pomocou matíc iP : 
piipip QPq =λ  (3.1) 
Neznáme škály ipλ  sa nazývajú projekčné hĺbky [7], a prezentujú hĺbku - informáciu stratenú tým, že 
body boli premietnuté do 2D priestoru. Cieľom kalibrácie je zistiť neznáme škály ipλ , projekčné 
matice, a koordináty 3D bodov. Produkt násobenia množiny 3D bodov a projekčných matíc môže byť 
























































Výpočet projekčných hĺbok 
Prvým krokom kalibračného algoritmu je výpočet matice W. Pozície obrazov bodov sú zadané na 
vstupe algoritmu, ale projekčné hĺbky nepoznáme. Ak by boli projekčné hĺbky známe, mohli by sme 
maticu W rozložiť metódou SVD na súčin matíc P a Q, reprezentujúcich projekčné matice kamier 
a vektory koordinátov 3D bodov. Na odhadnutie projekčných hĺbok aplikujeme algoritmus, ktorý 
využíva fundamentálne matice a epipóly.  
 Rovnica 
( ) ( ) ipipijjpjpij qeqF λλ ×=  (3.3) 
vyjadruje, že zodpovedajúci obraz bodu jpq  v snímku j, leží na priamke danej bodmi ije  a ipq  
v snímku i. Zároveň vyjadruje vzťah medzi projekčnými hĺbkami toho istého 3D bodu videného 
v dvoch snímkach. Ak máme dostatok bodov na výpočet fundamentálnej matice medzi snímkami, 
môžeme vytvoriť sústavu lineárnych rovníc, ktorej riešením sa dopracujeme k hodnotám všetkých 
projekčných hĺbok vo vzťahu k jednej globálnej škále. Pri počte kamier m je potrebných minimálne 
m-1 výpočtov fundamentálnych matíc, viac matíc by viedlo k redundantnosti, ktorá by našla 
uplatnenie v prípade, že niektoré dva pohľady nemajú dostatok zodpovedajúcich si bodov Na druhej 
strane využitie všetkých 2/)1( −mm  matíc by viedla k väčšej časovej náročnosti. 
 Najjednoduchší spôsob volenia fundamentálnych matíc je voliť ich v postupnosti 
mmFFF 12312 ,..., − . Tento spôsob určenia fundamentálnych matíc je vhodné využiť pri rekonštrukcii 











=  (3.4) 
Použitím počiatočnej projekčnej hĺbky 11 =pλ  a následného výpočtu ostatných neznámych hĺbok 
získame kompletný odhad neznámych parametrov pre maticu W. 
Celková presnosť tohto algoritmu záleží najmä na výpočte epipolárnych vzťahov medzi 
kamerami. Nepresnosti vo fundamentálnej matici by vo veľkej miere ovplyvnili maticu W a tým 
pádom aj výsledné projekčné matice, a maticu koordinátov 3D bodov. 
 
Výpočet projekčných matíc kamier a 3D kalibračných bodov 
V predchádzajúcej kapitole sme si ukázali ako je možné vypočítať neznáme hodnoty pre maticu W. 
Z tejto matice sa dajú metódou Singular value decomposition (SVD) [8] odhadnúť projekčné matice 






























Matica Σ je matica singulárnych hodnôt, a keďže W má hodnosť 4, singulárne hodnoty iσ , pre 4>i  
môžeme zanedbať, teda iba prvé 4 riadky U a stĺpce V majú vo vzorci (3.5) vplyv, preto: 
nm VUW ××× ′Σ′= 44443  (3.6) 
Ľubovoľným rozdelením singulárnej matice na dve 21ΣΣ=Σ  môžeme predchádzajúci vzťah (3.6) 
zapísať ako: 
'21 VUW ΣΣ′=  (3.7) 
a práve 1ˆ Σ′= UP  je matica zahŕňajúca m projekčných matíc, a VX ′Σ= 2ˆ  predstavuje  súbor 
súradníc 3D bodov. Dôležité je si uvedomiť, že projekčné matice a súradnice 3D bodov sú zatiaľ 
získané len vzhľadom na lineárnu projekčnú transformáciu H: 
PXXHHPXPW === − ˆˆˆˆ 1  (3.8) 
 Kde HPP ˆ= a XHH ˆ1−= . Medzi maticu Pˆ  a Hˆ môžeme vložiť ľubovoľnú nesingulárnu maticu 
H o rozmeroch 33× , a získame ďalší pár projekčných matíc a 3D bodov. A práve naším cieľom je 
nájsť takú maticu H, aby štruktúra 3D kalibračných bodov zodpovedala skutočnosti. Tento proces sa 
nazýva normalizácia. 
Normalizácia projekčných matíc kamier a 3D kalibračných 
bodov 
Predpokladáme, že projekčnú maticu a maticu pozícií 3D bodov sme odhadli pomocou algoritmu 
spomínaného v predchádzajúcej kapitole. Hodnoty matíc Pˆ  a Xˆ , ktoré sme našli dekompozíciou 
matice W reprezentujú štruktúru scény, ale vzhľadom na lineárnu projekčnú transformáciu H. 
V nasledujúcej kapitole budeme hľadať projekčnú maticu H takú, že .ˆHPP =  a XHX ˆ1−= , 
a matice P a X  budú projekčne ekvivalentné skutočnosti. 






























































Ai je kalibračná matica i-tej kamery a zahŕňa jej vnútorné parametre, analogicky Ri a ti predstavujú 
rotačnú a vektor posunu i-tej kamery. Zhrnutím všetkých i = 1…m kamier do jednej matice  
dostávame: 
















































































































































































Definujme projekčnú transformačnú maticu H o rozmere :44 ×  
][ 1434 ××= CBH  (3.18) 
a uvážme ,ˆHPP =  
[ ] [ ]CBPTM ˆ=  (3.19) 
Pre výpočet T platí: 
CPT xixi ˆ= , CPT yiyi ˆ= , CPT zizi ˆ=  (3.20) 














































Takže získame 2m lineárnych rovníc pre štyri neznáme matice C. 
 Keďže xim , yim  a zim  sú sumy škálovaných rotačných osí a zároveň rotačné osi sú na seba 

































 Predpokladáme, že pixel má rovnako dlhé hrany, zvolíme yixi ff =  a 0=xic , 0=yic , takže 


















Pridáme ešte jednu rovnicu na základe zvolenia :11 =µ  
121 =zm  (3.24) 
V tomto momente máme pre 10 neznámych parametrov 4m + 1 lineárnych rovníc, takže 
aspoň tri kamery, alebo tri pohľady sú potrebné na vykonanie kalibrácie (za predpokladu, že 
nepoznáme ohniskové vzdialenosti). Riešenie tejto sústavy môžeme získať metódou SVD. 
 Výraz 
TTT PBBPMM ˆˆ=  (3.25) 
je možné riešiť, že položíme TBBQ =×44 , a symetrickú maticu obsahujúcu 10 neznámych vyriešime 
pomocou definovaných lineárnych rovníc (3.23), (3.24).  Z matice Q extrahujeme B maticovou 
dekompozíciou. Keď nájdeme maticu B, zostavíme projekčnú maticu [ ]CB . Nové hodnoty 3D bodov 
budú XHX ˆ1−=  a projekčné matice .ˆHPP =  Získané matice P a Q teraz vyjadrujú projekčné 
matice a 3D body ktoré zodpovedajú skutočným hodnotám vzhľadom na škálu, rotáciu a posun.  
Výpočet parametrov kamier z projekčnej matice  
Po výpočte projekčných matíc kamier sú ich parametre zahrnuté v týchto maticiach. Pre ďalšiu prácu 
s kamerami je potrebné z projekčných matíc vypočítať vonkajšie parametre kamier. Projekčná matica 
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 Elementy r rotačnej matice nájdeme pomocou nasledujúcich vzťahov: 
( ) xiixi fqqcr /131 −= , ( ) yiiyi fqqcr /232 −= , 
ii qr 33 = ,       3,2,1=i  
(3.27) 
A elementy vektoru posunu podľa vzťahu: 
( ) xxx fqqct /1434 −= , ( ) yyy fqqct /2434 −= , 
34qt z =  
(3.28) 
Kde, cx, cy sú súradnice hlavného bodu kamery, a fx, fy predstavujú ohniskovú vzdialenosť. 
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4 Optický systém pre interakciu so 
systémom VR 
Optický systém pre interakciu spomínaný v tejto práci bol navrhnutý pre systém VR nachádzajúci sa 
na Fakulte informačných technológií VUT v Brne. Pozostáva z dvoch projektorov, polarizačných 
filtrov, plátna ktoré zachováva polarizáciu svetla, a pasívnych polarizačných okuliarov, ako je možné 
vidieť na obrázku 4.1. 3D vnem pre užívateľa vzniká pomocou premietania snímky virtuálneho 
prostredia pre každé oko zvlášť. Tento princíp je uskutočnený pomocou polarizačného filtru 
umiestneného pred každým projektorom. Svetlo vychádzajúce z jedného projektoru je polarizované 
tak, aby táto polarizácia bola kolmá na polarizované svetlo vychádzajúce z druhého projektoru. Tým, 
že užívateľ sa na premietacie plátno pozerá cez polarizačné okuliare, ktorých sklá sú tiež polarizačné 
filtre zhodne natočené pre obrazy pre jednotlivé oči, vzniká 3D vnem. Dôležitá časť systému je 
plátno, ktoré je vyrobené aby zachovávalo polarizáciu dopadnutého svetla, na rozdiel od obyčajných 
premietacích plátien, ktoré práve svetlo čo najviac depolarizujú. Projektory sú umiestnené špeciálnom 
držadle na strope, aby minimalizovali zásah užívateľa do premietacieho ihlanu. Priestor pre užívateľa 
na nachádza medzi projektormi a plátnom vo vhodnej vzdialenosti. 
Interakčný optický systém je tvorený štyrmi alebo viac kamerami, rozmiestnenými okolo 
priestoru pre užívateľa. V priestore medzi kamerami sa bude pohybovať užívateľ, a vykonávať 
potrebnú interakciu s virtuálnym svetom, ktorý sa bude premietať na plátno umiestnené pred ním. 
Interakcia pomocou takto navrhnutého systému bude prebiehať sledovaním manipulátoru, ktorý môže 
byť držaný, alebo umiestnený na tele užívateľa. Pohyb manipulátorom môže slúžiť na 
premiestňovanie virtuálnych objektov alebo stláčanie virtuálnych tlačidiel. Na základe polohy hlavy 
užívateľa môže byť aplikovaný view-dependent rendering, čo zvýši zážitok z virtuálneho prostredia. 
Manipulátor bude tvorený LED diódou, aby sa dal ľahšie nájsť v obraze spôsobom opísaným 
v kapitole 4.1. Všetky tieto úlohy závisia od kamier tohto systému. Ich úlohy sú nasledovné: 
1. Minimálne dve kamery (kamery nasledovanie pohybu v obrázku 4.1) musia mať v zábere 
sledovaný manipulátor. Obrazy z týchto kamier budú použité na presnú lokalizáciu 
manipulátoru v 3D priestore. Pridaním viacerých kamier na túto úlohu môže zabezpečiť väčšiu 
presnosť výpočtu 3D polohy, a pomôže pri problémoch pri prekrytí manipulátoru v zábere. 
2. Ďalšie dve kamery (prídavné kamery v obrázku 4.1) slúžia na výpočet pozície projekčného 
plátna v súradnicovom systéme scény. Táto informácia dopomôže k previazaniu súradnicového 
systému scény so súradnicovým systémom virtuálnej reality. 
3. Aby kamery mohli plniť predchádzajúce dve úlohy, musíme poznať ich vzájomnú polohu 
a natočenie – musia byť kalibrované. Pri tejto aplikácii a pri tomto rozložení kamier je výhodné 





Obrázok 4.1: Schéma systému VR a optického interakčného systému.  
 
 Takto navrhnutý systém a optické systémy vo všeobecnosti nachádzajú využitie hlavne pri 
manipulácii s virtuálnymi objektmi, pretože pohyb rukou je pre užívateľa prirodzený a jednoduchý. 
Taktiež je možné interagovať stláčaním virtuálnych  tlačidiel, t.j. umiestnením manipulátoru do 
vyhradenej oblasti v priestore. Nevýhodou tohto systému je absencia feedbacku - fyzikálne odozvy na 
pohyby užívateľa ktorý poskytujú haptické zariadenia. 
4.1 Lokalizácia manipulátoru v záberoch z 
kamier 
Interakcia pomocou optických systémov prebieha pomocou pohybov manipulátoru v 3D priestore. 
Kamery umiestnené okolo užívateľského priestoru snímajú scénu v ktorej sa manipulátory 
nachádzajú. V každom zo záberov z kamier je potrebné zistiť, ktoré objekty sú v nich manipulátor, 
a ktoré naopak nie. V našom systéme použijeme ako manipulačný objekt vysoko-svietivé LED diódy, 
ktorých pohyb sa bude snímať, a interakcia bude prebiehať pomocou nich. Zároveň budú veľmi 
vhodnými objektmi pri kalibrácii systému. Výhoda tohto prístupu, je v tom, že sledovaný objekt 
ľahšie a rýchlejšie nájdeme, a zároveň výpočet pozície bodového objektu bude presnejší, ako pri 
metóde založenej na rozpoznaní ľudskej kože pri ktorej centrum objektu nie je jednoduché určiť. 
Experimentálne sa preukázalo, že pri správnom nastavení clony a rýchlosti uzávierky kamery je LED 
dióda v obraze jednoducho lokalizovateľná. 
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Obrázok 4.2: Vysoko svietivá LED je ľahko identifikovateľná v obraze – obrázky z kamery, 
použité rôzne rýchlosti uzávierky (farby v obrázku napravo sú invertované) 
 Jednou z možností hľadania objektov ktoré sú bodové, a vyznačujú nadpriemernou intenzitou 
je metóda Gaussian fitting. Bodové zdroje intenzity majú v obraze približne rozloženie 2D gaussovej 


























−=σ  (4.2) 
kde A  je amplitúda, 0x , 0y  je centrum, a σ  je rozptyl. Rozptyl nastavíme v závislosti od 
priemernej veľkosti hľadaného objektu v pixloch p podľa vzťahu 4.2. Algoritmus tejto metódy 
pozostáva z nasledujúcich krokov: 
1. Spravíme konvolúciu aktuálneho obrázku s konvolučným jadrom, ktorého hodnoty sú 
vygenerované podľa vzťahu 4.1.  
2. Nájdeme polohu v ktorej mala konvolúcia najvyššiu odozvu. 
Táto metóda je výhodná v tom, že ak sa nachádza v zábere veľký svetlý objekt ako napríklad 
okno alebo neónová lampa, nebude klasifikovaný ako potenciálny objekt. Ďalšou výhodou je, že 
presnejšie nájde stred objektu. Ak bol objekt v zábere v pohybe a zanechal sa sebou stopu, algoritmus 




Obrázok 4.3: Vľavo skutočný záber LED diódy, vpravo vygenerovaný záber pomocou 
2D gaussovej funkcie. 
Pri extrakcii pozícií objektov často nastávajú problémy s prekrytím hľadaného objektu časťou 
tela alebo objektom scény. Pri použití len dvoch kamier určených na sledovanie objektu toto zakrytie 
spôsobí znemožnenie výpočtu pozície objektu v 3D priestore. Tento problém sa čiastočne dá riešiť 
pridaním ďalšej kamery, tým pádom bude väčšia šanca, že objekt bude minimálne v dvoch záberoch z 
kamier viditeľný. Druhý spôsob je použitie algoritmu na predpokladanie pohybu objektu akým je 
napríklad Kalmanov filter [16].  
4.2 Kalibrácia systému  
Aby systém mohol pracovať správne potrebujeme zistiť vnútorné parametre všetkých kamier, ich 
vzájomnú pozíciu a natočenie. Dôležité je, aby kamery mali v zábere spoločnú časť priestoru. Všetky 
použité kamery v našom systéme boli kamery UniBrain, ktorých parametre ako svetlosť alebo dĺžka 
expozície sa dajú ovládať programovo pomocou ovládačov CMU [19]. Kamery sú napojené na 
počítač cez Firewire. Ich kalibrácia prebiehala využitím oboch metód spomínaných v kapitolách 3.1 
a 3.2. Schéma a postupnosť kalibrácie  sú zobrazené na obrázku 4.5. 
 Výpočet vnútorných parametrov kamier 
Vnútorné parametre kamier získame kalibráciou pomocou planárneho telesa so známou geometriou – 
štandardnou šachovnicou, a využijeme knižnicu Intel OpenCV [20], v ktorej sú implementované 
funkcie na výpočet vnútorných parametrov kamier, a zároveň koeficientov geometrického skreslenia. 
Aspoň šesť záberov kalibračného telesa z rôznych uhlov je potrebných na odhad vnútorných 
parametrov kamery. Táto kalibrácia môže byť vykonaná ešte pred rozmiestnením kamier do 
priestoru, ak predpokladáme, že vnútorné parametre kamier ako je zoom nebudeme meniť. Takisto 
pri použití rovnakých kamier (a rovnakého zoom-u) stačí počítať vnútorné parametre len pre jednu 




Obrázok 4.4: Zábery kalibračného telesa určené pre výpočet vnútorných paraetrov.  
 Výpočet vonkajších parametrov kamier 
Vonkajšie parametre kamier budeme počítať kalibráciou pomocou zodpovedajúcich si obrazov 3D 
bodov v snímkach z kamier. Za týmto účelom musíme zaobstarať minimálne osem obrazov 3D bodov 
v každom zábere z kamery. Keďže kamery sú usporiadané dookola priestoru pre užívateľa, 
nenachádzajú sa v ich spoločnej časti scény žiadne výrazné body ktorých obrazy by sa dali využiť na 
kalibráciu. Vhodné body na kalibráciu zaobstaráme pomocou asistencie užívateľa. Kamerám 
snímajúcim spoločný priestor nastavíme parametre uzávierky a svetlosti tak, aby bola svietiaca LED 
dióda najvýraznejším objektom v snímkach. V tomto  spoločnom priestore kamier pohybujeme LED 
diódou, a tým že ju nájdeme vo všetkých záberoch z kamier získame zodpovedajúce si obrazy 3D 
bodu. Tieto obrazy budú tvoriť vstup kalibračného algoritmu – maticu W. Nesmieme zabudnúť na to, 
že táto kalibrácia predpokladá hlavný bod kamery v bode [ ]T00 , Takže vstupné dáta je potrebné 
upraviť transformáciou počiatku súradnicovej sústavy do bodu [ ]Tyx cc −− . Na výstupe 
kalibračného algoritmu budú projekčné matice kamier a súradnice 3D kalibračných bodov. 
Súradnicová sústava získaná kalibráciou bude mať počiatok v mieste ťažiska kalibračných bodov. 
Výpočet vonkajších parametrov kamier z projekčných matíc vyžije hodnoty vnútorných parametrov 
získaných pri kalibrácii planárnym telesom a neznámu rotáciu a posun dopočíta. 
  
Obrázok 4.5: Schéma kalibrácie.  
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Implementovaný algoritmus zatiaľ nepodporuje chýbajúce obrazy, takže ak nebude obraz 
LED diódy v zábere všetkých troch kamier, nebudú obrazy v ostatných kamerách brané v úvahu. 
Dôležitá je tak isto presnosť extrakcie polohy LED diódy z obrazu.  
Optimalizácia kalibračného procesu normalizáciou obrazových 
súradníc 
Do implementovaného kalibračného algoritmu boli zahrnuté optimalizácie, ktoré zaručujú presnejší 
výpočet kamerových parametrov. V práci Multiple view geometry [15] je uvedená možná 
optimalizačná metóda, pomocou ktorej sa viditeľne zlepšujú výsledky kalibračného procesu. Jedná sa 
o normalizáciu súradníc, ktoré vstupujú do algoritmu. Normalizácia zahŕňa posun a škálovanie 
súradníc bodov z obrázkov, a mala by byť aplikovaná ešte pred výpočtom fundamentálnych matíc a 
epipólov. Výhodou normalizácie je aj nezávislosť na zvolení počiatku súradnicového systému.  
1. Prvým krokom normalizácie (pre každý obrázok zvlášť) je posun všetkých bodov, tak aby 









myq  (4.3) 
2. Všetky body sú násobené konštantou tak, aby priemerná vzdialenosť bodu od počiatku 
súradnicového systému bola rovná 2 . Takže „priemerný“ bod má súradnice [ ]T111 . 
 Pomocou tejto normalizácie sú dosiahnuté presnejšie výsledky pri rozklade matice W 
na maticu projekčných matíc a maticu 3D bodov, pretože pre zašumené vstupné dáta nebude mať 
presne hodnosť 4. Ale keďže takto vypočítame projekčné matice pre normalizované dáta, musíme 
vykonať spätnú transformáciu pre každú vypočítanú projekčnú maticu. 
Optimalizácia  kalibračného procesu balansovaním matice W 
Druhá optimalizácia sa aplikuje po výpočte projekčných hĺbok. Jej cieľom je aby stĺpce a riadky 
matice W boli rovnakého rádu. Pretože v ideálnych podmienkach pri absencií šumu v dátach platí vo 
vzťahu (3.2), že násobenie stĺpca l matice W nenulovým číslom a zodpovedá násobeniu Ql tým istým 
číslom. Analogicky násobenie riadku k nenulovým číslom b zodpovedá násobeniu projekčnej matice 
Pk číslom b. V reálnych dátach sa vyskytuje šum, takže matica W bude iba približne hodnosti 4, a 
také násobenia ako boli spomenuté ovplyvnia výpočet. Snažíme sa zabezpečiť približne rovnaký rád 
stĺpcov a riadkov matice W, tým pádom zvýšiť presnosť rozkladu tejto matice. 










ilw  (4.4) 








kiw  (4.5) 
3. Pokračujeme v bode 1, kým sa neprestanú hodnoty matice W výrazne meniť. 
4.3 Lokalizácia premietacieho plátna  
Ďalšou dôležitou informáciou, ktorú je potrebné pri kalibrácii zistiť, je poloha premietacieho plátna 
v súradnicovom systéme získaného kalibráciou. Táto informácia nám pomôže pri zistení správnej 
orientácie súradnicovej sústavy a previazaní so súradnicovým systémom virtuálnej reality. Hľadanie 
polohy plátna prebieha pomocou prídavných kamier (obrázok 4.1) v systéme. Predpokladáme, že 
projekčné plátno sa nachádza v zábere oboch kamier. Obrazy rohov projekčného plátna budeme 
hľadať pomocou premietnutia obrázku so zvýraznenými bodmi v jeho rohoch. V snímku z každej 
kamery extrahujeme pozície týchto rohov a korešpondenciu medzi nimi zabezpečíme pomocou 
epipolárnej geometrie. Nasledovne pomocou pozícií zodpovedajúcich si obrazov rohov vypočítame 
ich pozíciu v 3D priestore. 
 
Obrázok 4.6: Lokalizácia projekčného plátna.  
 
Problémy pri lokalizácii plátna môžu nastať, keď je miestnosť príliš osvetlená, a rohy plátna 
v záberoch z kamier nie sú správne nájdené. Z tohto dôvodu bola implementovaná aj manuálna 
lokalizácia plátna za pomoci užívateľa. Tento postup vyzve užívateľa, aby v zábere z 
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prídavných kamier myšou lokalizoval postupne štyri body zodpovedajúce štyrom rohom plátna. 
V najbližšom okolí určených bodov sú vyhľadané najvýraznejšie rohy pomocou knižnice OpenCV, 
a tie sa použijú ako vstup pre výpočet 3D pozícií rohov plátna. Po lokalizácii plátna je vhodné upraviť 
súradnicovú sústavu kamier podľa polohy plátna. Normála roviny zobrazovacieho plátna predstavuje 
os Z – hĺbku. Je možné predpokladať, že dlhšia hrana plátna predstavuje os X, a kratšia hrana os Y. Je 
potrebné určiť užívateľom jeden z rohov plátna ako referenčný, napríklad ľavý dolný, aby nedošlo 
k prevráteniu súradnicového systému o 180°. Takže nový súradnicový systém získame posunom a 
rotáciou pôvodného súradnicového systému. 
 33
5 Implementácia 
V tejto kapitole budú objasnené implementačné detaily, a knižnice použité na riešenie problémov, 
ktoré boli načrtnuté v predchádzajúcich kapitolách. Implementácia začala v novembri 2008, 
a funkčná verzia programu bola dokončená v apríli 2009. V aktuálnej verzii je program schopný 
kalibrovať systém kamier buď offline, z obrázkov kalibračného bodu, alebo v reálnom čase, kde je 
spracovávaný obraz z pripojených kamier. 
5.1 Použité technológie 
Jadro programu tvorí kalibračný algoritmus Sturm & Triggs [7], a algoritmus triangulácie bodu do 3D 
priestoru. Algoritmus bol najprv implementovaný v Matlabe, kde sa dali jednoducho vizualizovať 
priebežné výsledky algoritmu. Na testovanie prvej verzie algoritmu boli vygenerované virtuálne dáta. 
Funkčný program je napísaný v  jazyku C, za pomoci knižnice OpenCV [20], ktorá obsahuje užitočné 
štruktúry funkcie na spracovanie obrazu a taktiež na výpočet sústavy lineárnych rovníc. Z tejto 
knižnice taktiež používame funkcie na spracovanie vstupu z klávesnice a myši. Na spracovanie 
obrazu z napojených kamier bola použitá knižnica a ovládače 1394 Digital Camera Driver [19], ktoré 
podporujú digitálne kamery podľa špecifikácie IIDC 1394 Digital Camera Specification. Pomocou 
funkcii z tejto knižnice je možné získať snímky z viacerých kamier naraz, a jednoducho ovládať 
parametre kamery ako je svetlosť alebo čas expozície, čo sú dôležité parametre, ktoré je potrebné 
správne nastaviť pre platnú lokalizáciu kalibračného bodu. Ako vývojové prostredie bolo použité 
Microsoft Visual Studio 2005. 
5.2 Proces implementácie 
Implementácia mala tri hlavné časti. Prvou, najdôležitejšou, bolo zabezpečiť správnosť kalibračného 
algoritmu. Prvá verzia programu preto bola napísaná v Matlabe. Po overení správnej funkčnosti 
algoritmu bol prepísaný do jazyka C. V druhej časti boli pridané funkcie pre kalibráciu pomocou 
kamier v reálnom čase. Dôraz bol kladený aj na to, aby mohol byť kalibrovaný ľubovoľný počet 
kamier (minimálne 3), a aby mohlo byť použité rôzne množstvo kalibračných bodov (minimálne 25). 
V poslednej časti boli implementované funkcie na výpočet polohy bodu v 3D priestore, a lokalizáciu 
plátna. 
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5.3 Aktuálny stav projektu 
Program je konzolová aplikácia, všetky výstupy sú ukladané do výstupných súborov. Informácie 
o vnútorných parametroch kamier sú načítané z konfiguračného súboru. Program vie pracovať buď 
offline, alebo v reálnom čase. Pri offline móde načíta dáta z konfiguračného súboru, a pozície 
kalibračných bodov sú extrahované z obrázkov, ktoré boli zaobstarané z kamier, a uložené v zadanom 
adresári. Detaily ohľadom formátu konfiguračného súboru a spôsobu spustenia programu sú uvedené 
v programovej dokumentácii umiestenej na CD nosiči priloženom v tejto práci.  
Pri móde v reálnom čase sa program pokúsi nájsť pripojené kamery, a keď je ich počet rovný 
aspoň trom, pokračuje k nastaveniam parametrov pre každú kameru zvlášť. Po nastavení parametrov 
nastáva fáza kalibrácie, v každej kamere je hľadaný obraz kalibračného bodu a informácie o jeho 
polohe sa využijú na výpočet vonkajších parametrov kamier. Po úspešnej kalibrácii je možné 
vizualizovať výsledok, a vypočítať 3D pozíciu manipulátoru nachádzajúceho sa v zábere aspoň dvoch 
kamier. 
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6 Testy a správanie algoritmu 
6.1 Testy na simulovaných dátach 
Po implementácii kalibračného algoritmu potrebujeme overiť správnosť jeho jednotlivých častí. 
Zostavili sme niekoľko experimentov so simulovanými dátami, aby zistili presnosť algoritmu pri 
rôznych úrovniach šumu. Testované boli najdôležitejšie časti – presnosť kalibračného algoritmu, 
a presnosť triangulácie bodov. Na zaobstaranie dostatočného množstva kalibračných obrázkov bol 
napísaný program, ktorý generuje snímky 3D bodov z virtuálnych kamier so zadanými vonkajšími 
a vnútornými parametrami. Výstupy programu boli uložené do výstupného súboru a porovnanie dát 
bolo vykonané v Matlabe. 
Výpočet parametrov kamier a štruktúry scény 
V tomto teste sme vygenerovali do priestoru náhodných 22 bodov, a 8 bodov ktoré tvoria vrcholy 
kocky, ktorej stred je v počiatku súradnicového systému. Tieto body boli nasnímané tromi 
virtuálnymi kamerami s ohniskovými vzdialenosťami 700=xf , 700=yf . Kamery (obrázok 4.7 
vpravo) sú usporiadané dookola snímaných bodov, a vzdialenosť kamier od ťažiska bodov je 2,5 
násobok hrany kocky. Výsledkom kalibračného algoritmu sú vonkajšie parametre kamier a zároveň 
3D pozície kalibračných bodov. Rozhodli sme sa porovnávať oba tieto výsledky. Obrázok 4.7 vľavo 
zobrazuje skutočnú štruktúru scény, ktorú sme sa snažili v nasledujúcom teste rekonštruovať. Pri 
porovnávaní výsledkov algoritmu s referenčnými bodmi bolo potrebné vykonať transformácie 
súradnicových systémov, pretože súradnicové systémy referenčnej scény a vypočítanej scény sú 
rôzne. Za účelom porovnania boli súradnicové systémy transformované do súradnicových systémov 
prvej kamery, a škálované tak, aby vzdialenosti ťažísk kalibračných 3D bodov od pozície prvej 
kamery boli rovnaké. 
 
 





Obrázok 4.8: Na obrázku vľavo sú zobrazené reprojekčné chyby v zábere z kamery 2. Krížikom je 
označená pozícia kalibračného bodu, krúžkom je označená poloha vypočítaného 3D bodu 
premietnutého do obrázku. Vpravo je vizualizovaný výsledok kalibrácie – štruktúra kalibračných 3D 
bodov a polohy a natočenia kamier. 
Algoritmus testovania bol nasledovný: 
1. Vygeneruj do priestoru 8 pevných, a 22 náhodných bodov. 
2. Premietni body do obrázkov za základe parametrov virtuálnych kamier. 
3. Nájdi polohy 2D bodov v obrázku, a pridaj rôznu úroveň Gaussovského šumu. 
4. Vykonaj kalibračný algoritmus. 
5. Vypočítaj reprojekčnú chybu – rozdiely v polohách pôvodných kalibračných 2D bodov, 
a 2D bodov získaných premietnutím vypočítaných 3D bodov do zobrazovacích rovín 
kamier. 
6. Porovnaj štruktúru pôvodnej so štruktúrou vypočítanej scény. 
Test bol vykonaný päť krát pre rôznu úroveň 2D chyby lokalizácie obrazu kalibračných bodov. 
Meraniami bolo zistené, že 2D reprojekčná chyba v ideálnom prípade, keď všetky korešpondencie 
medzi bodmi sú správne, je menšia ako 7 pixlov, čo bola maximálna chyba, ktorá pri testovaní bola 
nameraná. Porovnané boli štruktúry referenčnej scény a vypočítané štruktúry, a výsledky ukazujú, že 
priemerná chyba rekonštrukcie 3D štruktúry (vzdialenosti vypočítaných bodov od referenčných 
bodov) sa pohybuje v rozmedzí 3 – 5 % dĺžky hrany kocky. Graf 4.1 zobrazuje závislosť 3D chyby 
od chyby lokalizácie obrazu kalibračného bodu. Pravé uhly zvierané hranami referenčnej kocky boli 
zachované s toleranciou °± 4 . V nasledujúcej tabuľke 4.1 sú porovnané pozície virtuálnych kamier 
s ich vypočítanými polohami pre úroveň šumu 1px. Počiatok súradnicovej sústavy bol umiestnený 






  Kamera 1 Kamera 2 Kamera 3 
Polohy virtuálnych 
kamier 
[0.00, 0.00, 0.00] [1.76, 0.00, -0.74] [2.50, 0.00, -2.50] 
Priemerné polohy 
vypočítaných kamier 
[0.00, 0.00, 0.00] [1.72, -0.06, -0.71] [2.48, 0.06, -2.56] 
Priemerná 3D chyba 0.0000 0.0781 0.0871 
Tabuľka 4.1: Namerané výsledky polohy kamier. 
Pri testovaní presnosti polôh kamier bola nameraná najväčšia odchýlka od referenčnej polohy 8% 
vzdialenosti polohy kamery od počiatku súradnicovej sústavy. Algoritmus je dostatočne presný ako 
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Graf 4.1: So zväčšujúcou sa 2D chybou sa zvyšuje aj 3D chyba. 
Presnosť triangulácie bodov 
Testovaná bola aj presnosť triangulácie bodov, pretože priamo vplýva na lokalizáciu premietacieho 
plátna a zároveň ja na výpočet polohy manipulátoru v priestore.  Znovu boli vygenerované 3D body 
do priestoru, a boli premietnuté do zobrazovacích rovín virtuálnych kamier. Do obrázkov bola 
pridaná rôzna úroveň  Gaussovského šumu. Testovaná bola presnosť pre rôzne úrovne šumu a pre 
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Graf 4.3: Chyba triangulácie bodov klesá v závislosti od počtu kamier, v ktorých záberoch je 
viditeľný obraz bodu. 
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Na grafe 4.2 je zobrazená závislosť 3D chyby od chyby lokalizácie bodu v 2D obrazoch. 
V prvom meraní neboli dáta zaťažené žiadnym šumom. 3D chyba je vypočítaná ako vzdialenosť 
pôvodného bodu od bodu vypočítaného triangulačným algoritmom.  
Graf 4.3 zobrazuje závislosť 3D chyby od počtu kamier v ktorých bol nájdený obraz 
triangulovaného bodu. Testy boli vykonávané pri konštantnej úrovni 2D chyby - 1 pixel. 
Z nameraných hodnôt môžeme zhrnúť, že je potrebná presná extrakcia pozície obrazu bodu, najlepšie 
na sub-pixelovej úrovni. Umiestnením viacerých kamier slúžiacich na sledovanie bodu v 3D priestore 
môžeme zmierniť vplyv nepresnej extrakcie 2D pozícií obrazu bodu. Už len pridanie jednej kamery 
sa znížila chyba výpočtu pozície bodu o takmer 30%.  
6.2 Testy na reálnych dátach 
Algoritmus sme testovali aj na reálnych dátach. Keďže pri reálnych dátach nemáme dostupné polohy 
kalibračných 3D bodov scény, ako porovnanie sme použili výsledky vygenerované  Multi-camera 
calibation systémom pre Matlab dostupný na [21]. Obrázky s 3D bodmi boli tak isto zaobstarané z 
web stránky [21] zaoberajúcou sa kalibráciou viacerých kamier, kde boli dostupné na stiahnutie.  
Výpočet parametrov kamier a štruktúry scény 
Na kalibráciu bolo použitých 44 záberov kalibračného bodu, a priestor bol snímaný tromi kamerami 
so známymi vnútornými parametrami. Obrázok 4.9 a) zobrazuje reprojekčnú chybu, ktorá pri tomto 
teste nepresiahla 6 pixlov. Obrázok 4.9 b) zobrazuje štruktúru scény vypočítanú našim kalibračným 
algoritmom, a obrázok 4.9 c) zobrazuje štruktúru scény vypočítanú programom [21]. Výsledky 
z oboch programov vychádzajú v rôznych súradnicových systémoch a sú rôzne škálované, takže pred 
porovnaním súradníc boli 3D body a pozície kamier transformované do súradnicovej sústavy prvej 
kamery a škálované, aby vzdialenosť ťažiska bodov od prvej kamery bola rovná 1. Priemerná 
odchýlka pozícií bodov vypočítaných naším algoritmom od bodov vypočítaných pomocou programu 








Obrázok 4.9: Na obrázku a) je znázornená reprojekčná chyba, b)  zobrazuje štruktúru scény získanú 
implementovaným algoritmom, c) zobrazuje štruktúru scény získanú pomocou programu Multi 
camera calibration.. 
Presnosť triangulácie bodov 
Pri tomto teste sme rozostavili do priestoru tri kamery, ktoré sme následne kalibrovali pomocou 
pohybu LED diódy v priestore. Po úspešnej kalibrácii sme umiestnili do priestoru pred kamerami 
manipulátor – LED diódu, a aplikovali sme triangulačný algoritmus aby sme získali jej pozíciu v 3D 
priestore. Merali sme reprojekčnú chybu - získaná 3D pozícia bola premietnutá do zobrazovacích 
rovín kamier, a porovnaná s pozíciami obrazov, ktoré tvorili vstup triangulačného algoritmu. Obrázky 
3.10 zobrazujú vstupy a výstup procesu testovania. Nameraná reprojekčná chyba sa pohybovala 
v rozmedzí 1 – 16 pixlov, keď sa LED dióda nachádzala v oblasti vymedzenej kalibračnými bodmi. 
Keď sme LED diódu umiestnili mimo tejto oblasti, začala preprojekčná chyba narastať na hodnoty 20 
– 60 pixlov. Z časti sa dajú tieto výsledky vylepšiť aplikáciou korekcie súdkového skreslenia na 
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zábery z kamier. Taktiež tieto testy preukázali, že by sme mali ako vstupné kalibračné body použiť 







Obrázok 4.10: a), b) Zábery z prvej a druhej kamery, čiernym krúžkom sú 
zvýraznené nájdené obrazy LED diódy. c) Vizualizovaná poloha LED diódy (plný krúžok) 
voči kamerám v 3D priestore. 
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Záver  
Cieľom práce bolo preštudovať dostupnú literatúru zaoberajúcu sa rôznymi metódami týkajúcimi sa 
priestorovej geometrie a 3D rekonštrukcie, a využiť získané informácie na návrh systému pre 
interakciu s virtuálnym systémom. Implementovaný systém otestovať na simulovaných a reálnych 
dátach, a zhodnotiť jeho výhody a nevýhody.  
Z dostupných riešení sme zvolili interakciu pomocou optického systému. Tento spôsob je 
finančne nenáročný, a vybavenie na jeho zostrojenie je dostupné na Fakulte informačných technológií 
VUT v Brne. S virtuálnymi objektmi sa touto metódou manipuluje pomocou jedného sledovaného 
bodu – LED diódy v priestore. Najväčším problémom tejto metódy bolo zaobstaranie správnej 
kalibrácie kamier. Vnútorné parametre pre kamery musia byť zaobstarané ešte pred ich 
rozmiestnením do priestoru. Vonkajšie parametre kamier sú získané pomocou algoritmu 
Sturm & Triggs [7]. Veľká časť práce je venovaná práve tomuto algoritmu, ktorý bol v rámci práce 
implementovaný a jeho výstup bol použitý na ďalšiu súčasť kalibrácie – získanie polohy 
premietacieho plátna. 
Triangulačný algoritmus, pomocou ktorého je plátno lokalizované sa ukázal byť pri správnej 
kalibrácii kamier pomerne presný, citlivosť na šum sa dá kompenzovať pridaním ďalšej kamery do 
systému. Pri samotnom kalibračnom algoritme štruktúra scény zodpovedala kalibračným dátam, a tak 
isto sa aj zhodovala s výsledkami získanými pomocou programu Multi camera calibration [21]. 
Optický interakčný systém bude možné použiť v aplikáciách vyžadujúcich interakciu pomocou 
pohybu ľudského tela, samotné kalibračné jadro môže byť použité na kalibráciu ľubovoľného počtu 
kamier, ktoré zdieľajú spoločný uhol pohľadu, alebo by tak isto mohol byť využitý pri rekonštrukcii 
scény (napríklad budovy) pomocou záberov z pohybujúcej sa kamery.  
Výhody optického systému sú hlavne vo finančnej dostupnosti, a v hĺbke vnímania. Výhody 
zvoleného postupu kalibrácie sa prejavia hlavne pri kalibrácii viac ako dvoch kamier, ktoré sú 
usporiadané dookola scény. Nie je potrebné zostrojiť kalibračné teleso, a na kalibráciu nám stačí 
jedna LED dióda, alebo jeden objekt, ktorý sa dá jednoducho lokalizovať v zábere. Tak isto pri 
použití kamier je možné ľahko lokalizovať premietacie plátno. 
Nevýhody optického systému, ako napríklad presnosť sa dajú kompenzovať použitím 
kvalitnejších, alebo viacerých kamier. Je potrebné nájsť kompromis, pretože použitie viacerých 
kamier  ovplyvňuje frekvenciu výpočtu pozície manipulátoru, pretože je potrebné nájsť jeho obraz vo 
viacerých snímkach. Pri použití viacerých bodov na manipuláciu s objektmi je potrebné riešiť správne 
priradenie zodpovedajúcich si obrazov. K ďalšiemu vylepšeniu systému navrhujeme zaoberať sa 
nasledovnými bodmi: 
• Modifikácia kalibračného algoritmu, aby bral do úvahy obrazy kalibračných bodov, aj 
keď sa nenachádzajú v záberoch všetkých kalibrovaných kamier 
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• Použitie rýchlejšieho algoritmu na vyhľadanie obrazu kalibračného bodu. 
• Implementácia automatickej lokalizácie obrazov rohov projekčného plátna bez nutnosti 
premietania snímku so zvýraznenými rohmi. 
• Miesto použitia LED diód použiť rozoznávanie rúk a hlavy človeka. 
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