In this paper, we study the cycle distribution of random low-density parity-check (LDPC) codes, randomly constructed protograph-based LDPC codes, and random quasicyclic (QC) LDPC codes. We prove that for a random bipartite graph, with a given (irregular) degree distribution, the distributions of cycles of different length tend to independent Poisson distributions, as the size of the graph tends to infinity. We derive asymptotic upper and lower bounds on the expected values of the Poisson distributions that are independent of the size of the graph, and only depend on the degree distribution and the cycle length. For a random lift of a bi-regular protograph, we prove that the asymptotic cycle distributions are essentially the same as those of random bipartite graphs as long as the degree distributions are identical. For random QC-LDPC codes, however, we show that the cycle distribution can be quite different from the other two categories . In particular, depending on the  protograph and the value of c, the expected number of cycles of  length c, in this case, can be either (N) or (1) , where N is the lifting degree (code length). We also provide numerical results that match our theoretical derivations. Our results provide a theoretical foundation for emperical results that were reported in the literature but were not well-justified. They can also be used for the analysis and design of LDPC codes and associated algorithms that are based on cycles.
I. INTRODUCTION
T HE performance of low-density parity-check (LDPC) codes under iterative message-passing algorithms is highly dependent on the structure of the code's Tanner graph, in general, and the distribution of short cycles, in particular, see, e.g., [1] - [4] . The cycles play a particularly important role in the error floor performance of LDPC codes, where they form the main substructure of the trapping sets [5] - [9] .
Counting and enumerating (finding) cycles of a given length in a general graph is known to be NP-hard [10] . (For a rather comprehensive literature review on algorithms to count and enumerate cycles in different types of graphs, including bipartite graphs, and their complexity, the reader is referred to [11] .) Manuscript It is thus of interest to have simple approximations for the number of cycles of a given length in a given graph. Related to this, it is also interesting to obtain the distribution of cycles of a given length in an ensemble of Tanner graphs (LDPC codes).
The knowledge of such a distribution, including the expected value and variance, can help in the analysis and in guiding the design of LDPC codes. The expected value can also be used as an approximation for the number of cycles of a given length in a given graph in the ensemble, with the variance providing a measure of accuracy of the approximation. Bollobás [12] showed that, for a given random graph with an arbitrary degree distribution and a fixed c, as the size of the graph tends to infinity, the multiplicities of cycles of lengths 3, 4, 5, . . . , c, tend to independent Poisson random variables. He also derived the expected values of the random variables. Later, McKay et al. [13] considered random bipartite graphs, in which all the nodes have the same degree d, and c can grow as a function of the number nodes in the graph, and proved that as the size of the graph tends to infinity, the distributions of cycles of different length c tend to independent Poisson distributions with expected values μ = (d − 1) c /c.
In this work, we consider the case of random bipartite graphs with arbitrary degree distributions {d i } and {d i } on the two parts of the graph, respectively, and prove that the multiplicities of cycles of different length c, as the size of the graph tends to infinity, tend to independent Poisson random variables with the following expected values:
where n and m are the number of nodes in the two parts of the graph, and |E| is the number of edges of the graph. The notation "≈" in (1) is used to mean "approximately equal," and the approximation is within some fixed multiplicative factor of the exact value. Unlike the bipartite graphs studied in [13] , the graphs studied in this work are those representing (irregular and bi-regular) LDPC codes. For the special case of bi-regular LDPC codes, Equation (1) reduces to
to mean "asymptotically equal." Equation (2) implies that, at sufficiently large block lengths, the average number of cycles, as well as the variances, do not depend on the block length of the code. This matches the observation made in [11] through numerical results. The construction of LDPC codes by lifting a small bipartite graph, called base graph or protograph, was first appeared in [14] . Sine then, there has been a flurry of research activity on the analysis and design of protograph-based LDPC codes, see, e.g., [15] , [16] , and the references therein. A particularly popular category of protograph-based LDPC codes are those constructed by cyclic liftings [6] , [17] - [22] . Such codes are quasi cyclic (QC), and are of most interest in practice, as they lend themselves to simpler implementation of encoding and decoding algorithms. For that reason, they have also been adopted in a number of standards [23] , [24] .
It was shown by Fortin and Rudinsky [25] that for a random lift of a protograph, the distributions of cycles of different length tend to independent Poisson distributions as the size of the graph tends to infinity. They also showed that the expected value of the number of cycles of length c is equal to T (G, c), where T (G, c) is the number of tailless backtrackless closed walks of length c in the protograph G. In this work, we calculate T (G, c) for bi-regular protographs, in general, and fully-connected bipartite protographs, in particular. Using these results, we show that the cycle distributions of random bi-regular graphs and those of random lifts of a bi-regular protograph with a similar degree distribution are essentially identical in the asymptotic regime, where the graph size tends to infinity.
In [20] , an efficient algorithm for counting short cycles in the Tanner graph of a QC-LDPC code is proposed. Using numerical results, it was shown in [20] , that randomly constructed QC-LDPC codes have a much better girth distribution compared to their counterparts that lack the QC structure. In this work, by viewing the Tanner graphs of QC-LDPC codes as cyclic lifts of protographs, we study their cycle distribution. We demonstrate that the cycle distributions for random cyclic lifts of a bipartite protograph can be quite different from those of random bipartite graphs and random lifts of bipartite protographs of similar degree distributions. In particular, we show that depending on the protograph and the cycle length c, the expected value of the number of cycles of length c in random cyclic lifts can increase linearly with the size of the graph. This is while for random bipartite graphs and random lifts of bipartite protographs, the expected number of cycles of length c remains constant with increase in the graph size, regardless of the value of c or the choice of protograph or degree distribution. These results explain the differences observed in [20] regarding the cycle distributions of QC-LDPC codes versus LDPC codes that lack the QC structure.
In addition to providing theoretical justification for empirical results in the literature, the results presented here can be used for the analysis and design of LDPC codes and associated algorithms that are based on cycles. As an example, it was shown very recently [26] that among trapping set structures with cycles, only those that contain a single (chordless) cycle have non-zero multiplicity asymptotically. This asymptotic multiplicity has been estimated in [26] using the results of this work. (More details are provided in Subsection III-B.) As another example, the d pl characterization and search algorithm of [9] and [27] is known to be the most efficient in exhaustively finding the elementary trapping sets of LDPC codes. The starting point of d pl search is chordless cycles in a graph. These cycles are then recursively expanded using three simple expansion techniques. Our theoretical results on the average number of cycles can be used to establish theoretical bounds on the average complexity of d pl search. In the absence of such theoretical results, complexity discussions in [9] , related to the number of cycles, relied on empirical results provided in [11] .
The organization of the rest of the paper is as follows: In Section II, we present some definitions and notations. This is followed in Section III by our results on the cycle distribution of random LDPC codes. In this section, we also present an application of our results to estimate the asymptotic multiplicity of trapping sets. In Section IV, we discuss the cycle distribution of random lifts of a protograph, and calculate T (G, c) for bi-regular protographs. The results on the expected value and the variance of the number of cycles for QC-LDPC codes are presented in Section V. Section VI is devoted to numerical results. The paper is concluded with some remarks in Section VII.
II. DEFINITIONS AND NOTATIONS
An undirected graph G = (V, E) is defined as a set of vertices or nodes V and a set of edges E, where E is a subset of the pairs {{u, v} : u, v ∈ V, u = v}. In this work, we consider graphs with no loop or parallel edges. A graph is called complete if every node is connected to all the other nodes. We use the notation K a for a complete graph with a nodes. A walk of length k in the graph G is a sequence
Equivalently, a walk of length k can be described by the corresponding sequence of k edges. A walk is a path if all the nodes v 1 , v 2 , . . . , v k are distinct. A walk is called a closed walk if the two end nodes are identical, i.e., if v 1 = v k+1 . Under the same condition, a path is called a cycle. We call a cycle chordless if no two nodes of the cycle are connected by an edge that does not itself belong to the cycle. Otherwise, such an edge is called a chord of the cycle. We denote cycles of length k, also referred to as k-cycles, by C k . We use N k for |C k |. The length of the shortest cycle in a graph is called girth.
Consider a walk W of length k represented by the sequence of edges e i 1 , e i 2 , . . . , e i k . The walk W is backtrackless, if e i s = e i s+1 , for any s ∈ {1, . . . , k − 1}. Also, the walk W is tailless, if e i 1 = e i k . In this paper, we use the term TBC walk to refer to a tailless backtrackless closed walk.
The adjacency matrix of a graph G is the matrix A = [a i j ], where a i j is the number of edges connecting the node i to the node j for all i, j ∈ V . Matrix A is symmetric and since we have assumed that G has no parallel edges or loops, a i j ∈ {0, 1} for all i, j ∈ V , and a ii = 0 for all i ∈ V .
One important property of the adjacency matrix that we will use for our results is that the number of walks between any two nodes of the graph can be determined using the powers of this matrix. More precisely, the entry in the i th row and the j th column of A k , [ A k ] i j , is the number of walks of length k between nodes i and j . In particular, [ A k ] ii is the number of closed walks of length k containing node i .
A graph G = (V, E) is called bipartite, if the node set V can be partitioned into two disjoint subsets U and W , i.e., V = U ∪ W and U ∩ W = ∅, such that every edge in E connects a node from U to a node from W . Tanner graphs of LDPC codes are bipartite graphs, in which U and W are referred to as variable nodes and check nodes, respectively. Parameters n and m in this case are used to denote |U | and |W |, respectively. Parameter n is the code's block length and the code rate R satisfies R ≥ 1 − (m/n).
The number of edges connected to a node v is called the degree of the node v, and is denoted by d v (or deg(v)). We call a bipartite graph G = (U ∪ W, E) bi-regular, if all the nodes on the same side of the given bipartition have the same degree, i.e., if all the nodes in U have the same degree d u and all the nodes in W have the same degree d w . Note that, for a bi-regular graph, |U |d u = |W |d w = |E|. A bipartite graph that is not bi-regular is called irregular. We call a bipartite graph fully-connected or complete, if it is bi-regular and if d u = |W | and d w = |U |.
Let G(V = U ∪ W, E) be a bipartite graph with |U | = n and |W | = m , and consider an assignment of a permutation π e ∈ S N to each edge e in E, where S N is the symmetric group over Z N = {0, 1, 2, . . . , N − 1}. Consider the following construction of the graphG(Ṽ ,Ẽ) from G(V, E): We make N copies of G such that for each node v ∈ V , we have a set of nodesṽ = {v 0 , . . . , v N−1 } inṼ . Similarly, for each edge e = {u, w} ∈ E, we have a set of edgesẽ = {e 0 , . . . , e N−1 } iñ E such that {u i , w j } belongs toẼ if and only if π e (i ) = j . In this construction, graphG is called an N-lifting of G. Graph G is called the base graph or protograph, and the parameter N is referred to as the lifting degree. The lifted graphG can be considered as the Tanner graph of an LDPC codeC, i.e., the parity-check matrixH ofC is defined to be the incidence matrix ofG. The codeC, in this case, is called the lifted code, and the incidence matrix H of G is called the base matrix. The m N ×n N parity-check matrixH ofC consists of m ×n
where each submatrix is a permutation matrix of size N × N, if the entry [H ] i j = 0; otherwise, [H ] i j is the all-zero matrix. The LDPC codes constructed by the lifting process, just explained, are referred to as protograph-based LDPC codes. In the lifting process, if the permutations are selected randomly from S N , the constructed codes are called random lifts.
Consider the subgroup C N of symmetric group S N over Z N , where C N contains all circulant permutations π p . The index p of the permutation π p corresponds to p cyclic shifts to the left. If the permutations in the lifting process are cyclic, i.e., if they are selected from C N , then the resulting graphG is called a cyclic lift of G, and the associated code is quasicyclic (QC). In this case, the non-zero submatrices ofH are circulant permutation matrices (CPM). In particular, when the entry [H ] i j = 0, then [H ] i j = I p i j , p i j ∈ Z N , where I p i j is a CPM whose rows are obtained by cyclically shifting the rows of the identity matrix to the left by p i j . We also take I +∞ to represent the all-zero matrix. We refer to the m × n matrix P = [p i j ]; 0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1, as the permutation shift matrix or the exponent matrix corresponding to the lifted codeC or to the lifted graphG. Clearly, there is a one-to-one correspondence between P andH .
Consider a QC-LDPC codeC corresponding to an exponent matrix P. It is well-known that a necessary condition for the existence of a cycle of length 2k in the Tanner graph ofC, corresponding toH , is
where n k = n 0 , m i = m i+1 , n i = n i+1 , and none of the permutation shifts in (3) is +∞ [17] . The sequence of permutation shifts in (3) corresponds to a TBC walk in the base graph, i.e., cycles of the lifted graph are the inverse images of TBC walks with zero permutation shift in the base graph [22] , [28] . In fact, an additional requirement for the sequence of permutation shifts in (3) to correspond to a cycle in the lifted graph is that no subsequence of the permutation shifts should correspond to a TBC walk of permutation shift zero in the base graph [22] , [28] . For a TBC walk w in G, we refer to the summation in (3) as the permutation shift corresponding to w and denote it by P(w). It is clear that depending on the starting index n 0 of w, or the direction of travel along w, the sign of P(w) may change. As we are only concerned about the value of P(w) being zero or nonzero, in the context of this work, the two values ±P(w) are considered equivalent. It is well-known that there are cycles in cyclic lifts of a base graph that are independent of the lifting degree N or the choice of the exponent matrix P [17] , [18] . Such cycles, referred to as inevitable cycles, occur if there exists a TBC walk w in the base graph, in which, each edge is traversed in both directions equal number of times. In this case, P(w) = 0 mod N, regardless of the value of N, or the choice of P. Such TBC walks are referred to as zero-permutation (ZP) TBC walks in this paper. We also use the terminology prime ZP TBC walk for a ZP TBC walk that does not contain any ZP TBC subwalk. In fact, inevitable cycles in the lifted graph are the inverse images of prime ZP TBC walks in the base graph. Clearly, inevitable cycles (prime ZP TBC walks) only depend on the structure of the base graph.
III. RANDOM IRREGULAR AND BI-REGULAR GRAPHS

A. Main Result
In the following, we prove our result on the cycle distribution of random irregular bipartite graphs with arbitrary degree distributions.
Theorem 1: Let u , w , δ u and δ w be fixed natural numbers
. . , u n }, W = {w 1 , w 2 , . . . , w m }, and in which the degree of node u i is d i and the degree of node w i is d i . Suppose that the graphs in G are selected uniformly at random. For G ∈ G, denote by N i (G) the number of cycles of length i in G. Then, as n, m → ∞, for any fixed even value of k ≥ 4, the random variables N 4 , N 6 , . . . , N k , are asymptotically independent Poisson random variables with N c having the expected value
where the approximation is an asymptotic upper bound within the fixed multiplicative factor of
. To prove the result of Theorem 1, we need a series of intermediate results as discussed below.
We first construct the ensemble G of random bipartite graphs, indicated in Theorem 1, in two steps. In the first step, for each node z, we consider a bin that contains deg(z) cells. We then consider random perfect matchings to pair the cells on the U side of the graph to the cells on the W side. The set of all such matchings is denoted by , and we have || = η!, where η is the number of edges in the graph. Corresponding to each matching, there is a so-called configuration, in which the matched cells on the two sides of the graph are connected by an edge. In the rest of the paper, we assume that configurations are selected uniformly at random. Corresponding to each matching (configuration), we construct a bipartite graph such that if there is an edge between two cells, then we place an edge between the corresponding nodes (bins) in the bipartite graph. The bipartite graphs are thus represented as images of the configurations. We denote the ensemble of bipartite graphs so constructed by G * . We note that G * contains bipartite graphs with parallel edges, 1 and that a uniform distribution over the configurations induces a non-uniform distribution over the ensemble G * . The second step in the construction of G is to remove all the bipartite graphs with parallel edges from G * . It is now straightforward to see that, with the condition that the bipartite graphs constructed from random configurations have no parallel edges, the distribution of bipartite graphs (those in G) is uniform. This is because corresponding to each graph in G, we have the same number d 1 !×· · ·×d n !×d 1 !×· · ·×d m of configurations.
We now prove a result on the cycle distribution of G * (Theorem 3) as an intermediate step to prove Theorem 1.
To prove the result of Theorem 3, we first recall the joint version of Poisson approximation theorem as follows (see, e.g., [29] , p. 145).
Theorem 2 (Joint Version of Poisson Approximation Theorem): For each i ∈ {1, 2, . . . , m}, consider the sequence of random variables X i,1 , X i,2 , . . ., each taking values in N∪{0}. Suppose there exist λ 1 , λ 2 , . . . , λ m ∈ R ≥0 , such that for any fixed r 1 , r 2 , . . . , r m ∈ N ∪ {0}, we have
Theorem 3: Let u , w , δ u and δ w be fixed natural numbers
. . , w m }, and in which the degree of node u i is d i and the degree of node w i is d i . (The probability distribution of graphs in G * is assumed to be induced by the uniform distribution over configurations.) For G ∈ G * , denote by N i (G) the number of cycles of length i in G. Then, as n, m → ∞, for any fixed even value of k ≥ 2, the random variables N 2 , N 4 , . . . , N k , are asymptotically independent Poisson random variables with N c having the expected value
where the approximation is an asymptotic upper bound within a fixed multiplicative factor from the exact value as described in Theorem 1. Proof: We start by computing the expectation of N c , also denoted by λ c in the course of the proof. We then apply Theorem 2 to prove that cycle multiplicities are independent Poisson random variables.
1) Calculation of E(N c ):
To simplify the calculation of E(N c ), rather than working in the non-uniform probability space of G * , we perform the calculations in the space of configurations (with uniform distribution). For a configuration, we define a cycle of length k to be a set of k edges, like
The connections are such that for each j ∈ {1, . . . , k}, the edge e j , connects a cell in bin D i j to a cell in bin D i j +1 , where D i k+1 = D i 1 , and the two cells in each bin D i j , connected to the two edges e j and e j −1 , are distinct (e 0 = e k ). We now compute the number of k-cycles, C k , in a configuration. To form a k-cycle, one needs to choose k/2 bins from U and k/2 bins from W . Next, from each bin, one needs to choose two cells (the order of the two cells is important). Suppose that bin i contains d i cells. We thus have (d i )(d i − 1) choices for the two cells of bin i . Hence, in order to choose all the cells on both sides of the graph, we have μ ⊂U |μ |=k/2
choices. To count the number of k-cycles in a configuration, we also need to consider different orderings of the k/2 bins on each side of the graph. This results in
where the division by k is for counting each cycle in the above process k times. We note that given a set of fixed edges, there are (η − )! configurations containing those edges. We then have
In the following, we derive asymptotic upper and lower bounds on (6) that differ only in a constant multiplicative factor. For this, we first use Maclaurin's inequality (see [30] , pp 117-119), as described below. Let a 1 , a 2 , . . . , a n be positive real numbers, and for k = 1, 2, . . . , n, define the averages S k as follows:
where the summation is over all distinct sets of k indices. Maclaurin's inequality then states:
Using Maclaurin's inequality, we thus have:
On the other hand, we have [31] :
where h = M m (≥ 1) with M and m equal to the maximum and minimum values of numbers a 1 , a 2 , . . . , a n , and Specht's ratio S(h) is defined by
in which e is Euler's number.
Combining (7) and (8), we have
Now, let a i k = d k (d k − 1). Focusing on the upper bound in (10), we then have μ ⊂U |μ |=c/2
Similarly, we can establish the following asymptotic lower bound:
Now, by applying (12) and (13) to (6) for both sides of the graph, we obtain the asymptotic upper and lower bounds on E(N c ). In particular, the asymptotic value of the upper bound, used as the approximate value of E(N c ), is calculated as follows:
The asymptotic lower bound on E(N c ) is equal to the upper bound of (14) multiplied by [S(h u ) × S(h w )] −c/2 , proving the claim about the accuracy of the approximation. This completes the calculation of E(N c ).
To continue the proof of Theorem 3, we need the following lemma, whose proof is provided in Appendix.
Lemma 1: Consider the ensemble of multigraphs G * in Theorem 3, and a fixed multigraph H with more edges than nodes. Then, the expected number of copies of H in a multigraph in G * is O( 1 n ). 2 We now proceed with the calculation of joint factorial moments E[(N 2 ) r 2 (N 4 ) r 4 · · · (N k ) r k ], where r 2i , i = 1, . . . , k/2, are arbitrary non-negative integers, constant with respect to n.
2) Calculation of Joint Factorial Moments: We begin with calculating E[(N c ) 2 ], and show that E[(N c ) 2 ] ∼ λ 2 c . This will then be generalized to the asymptotic expression for the joint factorial moments.
We note that (N c ) 2 is the number of ordered pairs of two distinct c-cycles in G * . The two c-cycles may or may not intersect. We thus write (N c ) 2 = N + N , where N is the number of ordered pairs of node disjoint c-cycles, and N is the number of ordered pairs of distinct c-cycles that have at least one node in common. Based on Lemma 1, we have E(N ) = O( 1 n ). In the following, we prove E[N ] ∼ λ 2 c . We first count the number C kk of ordered pairs of nodedisjoint k-cycles in a configuration. Similar to the derivation of (5), we have
In order to simplify (15), we use the following lemma, whose proof is provided in Appendix.
Lemma 2: Let X = {x 1 , x 2 , . . . , x n } be a set of variables such that for each i , 0 < s ≤ x i ≤ t, where both s and t are constant numbers. Also, let k be a constant number and let n tend to infinity. We then have μ ⊂X |μ |=k
By the application of Lemma 2 to (15), we obtain the following:
This together with (5) result in
We thus have
where in the last step, we have used (6) . We note that the joint factorial moment under consideration is the expected value of the product of the number of ordered r i distinct i -cycles, for even values i = 2, . . . , k. This can be interpreted as the expected number of sequences of β = r 2 + r 4 + . . . + r k distinct cycles such that the first r 2 have length 2, the next r 4 have length 4, and so on. In the following, we call such sequences β-sequences. Similar to the approach for two cycles, the number of β-sequences can be written as N + N , where N counts the sequences of node-disjoint cycles and N counts the sequences of distinct cycles such that in each sequence there are at least two cycles that share at least one node. For N , by Lemma 1, we have E(N ) = O( 1 n ). Now, we study N . We use the notation C to denote the number of possible β-sequences with node-disjoint cycles in a configuration. Similar to (15) , we have
where α = r 2 + 2r 4 + . . . + (k/2)r k . Lemma 2 can be extended to the following asymptotic equality:
Using (20) in (19), we obtain
By the application of (5) and (6) 
Thus, by Theorem 2, for any fixed even value of k ≥ 2, the random variables N 2 , . . . , N k , are asymptotically independent Poisson random variables with N c having the expected value
Proof of Theorem 1: We note that multigraphs in G * are simple if and only if N 2 = 0, and also that G * conditioned on N 2 = 0 yields G. Let S denote the event that the multigraphs in G * are simple. By Theorem 3, we have Pr(S) ∼ e −λ 2 , and thus, Pr(S) > 0. We now show that any property P that holds true asymptotically almost surely (a.a.s.) for G * (including that of Theorem 3 on cycle distributions), also holds true a.a.s. for G. Let P * and P denote the events that multigraphs in G * and bipartite graphs in G have Property P, respectively. We then have Pr(P) = Pr(P * |S) = Pr(P * ∩ S)
where the last part follows from the fact that Property P holds true a.a.s. on G * . Remark 1: For bi-regular graphs, where u = δ u and w = δ w , we have S(h u ) = S(h w ) = 1, and thus the asymptotic upper and lower bounds on E(N c ), derived in Theorem 1, coincide. In this case, the asymptotic approximation provided for E(N c ) in Theorem 1 turns into an asymptotic equality.
For irregular graphs, we have h u > 1 or h w > 1, and thus
s ratio S(h) is a monotone increasing function on (1, ∞), and thus the asymptotic lower bound on E(N c ) decreases monotonically with increase in h u or h w . The numerical results in Section VI, however, show that the asymptotic upper bound presented in Theorem 1 is often much tighter than the asymptotic lower bound presented in this theorem.
Corollary 1: Let G = (U ∪ W, E) be a random bi-regular graph in which all the nodes in U have the same degree d u and all the nodes in W have the same degree d w . Consider the ensemble of such graphs as the number of nodes tends to infinity. In this case, for a fixed even value k, random variables N 4 (G), . . . , N k (G), are independent with Poisson distribution, where the expected value of N c is given by
B. An Application
It is well-known that the performance of LDPC codes in the error floor region is determined by certain substructures of the code's Tanner graph, referred to as trapping sets [32] . The error floor performance of an LDPC code is not only a function of the Tanner graph of the code but also depends on the channel model, quantization scheme and the iterative algorithm used for the decoding. Depending on the scenario, different categories (types) of trapping sets may prove to be relevant. Such categories include elementary trapping sets (ETS), leafless ETSs (LETS), absorbing sets, and stopping sets. For example, while stopping sets are known to be the culprit in belief propagation decoding of LDPC codes over the binary erasure channel (BEC) [33] , LETSs are the relevant structures in the context of iterative decoding of LDPC codes over the additive white Gaussian noise (AWGN) channel [9] , [27] .
Very recently, it was shown in [26] that, regardless of the type of a trapping set structure, its asymptotic average multiplicity in a random ensemble of Tanner graphs depends only on the trapping set's constituent cycles. In particular, a structure with no cycle, with only one cycle, and with more than one cycle has an asymptotic average multiplicity of infinity, a non-zero constant, and zero, respectively. For the non-trivial case where the structure has only a single (chordless) cycle, the asymptotic average multiplicity can be estimated using Theorem 1.
Example 1: Consider the random ensemble of bi-regular LDPC codes with d u = 3 and d w = 6. The error floor of this ensemble over the AWGN channel is determined by the distribution of LETS structures of the codes. It is proved in [26] that among all (a, b) classes 3 of LETS structures for this ensemble, only those with b = a have a non-zero asymptotic multiplicity. Such structures correspond to chordless cycles of length 2a. We can thus use Corollary 1 and estimate the average number of such structures by 10 a /(2a). One should note that while Theorem 1 and Corollary 1 consider both chordless cycles and cycles with chords, the multiplicity of cycles with chords tends to zero asymptotically [26] , and thus the results given here provide good estimates for the asymptotic multiplicity of chordless cycles.
To demonstrate the accuracy of this estimate at finite block lengths, we have randomly constructed five LDPC codes with d u = 3 and d w = 6, and block lengths n = 816, 1008, 4000, 20000, and 50000. All the codes have girth 6. The multiplicity of (a, a) LETS structures of these codes for a = 3, 4, 5, are listed in Table I , along with the estimate of Corollary 1. As can be seen from Table I , the estimates for different values of a are rather accurate even for relatively short block lengths.
IV. RANDOM LIFTS OF AN ARBITRARY BIPARTITE BASE GRAPH
In this section, we study the cycle distribution of protograph-based LDPC codes that are random lifts of a base graph with no parallel edges. The following result shows that, similar to random bipartite graphs, for random lifts also, the cycles of different length have independent Poisson distributions.
Theorem 4 [25]: For a random N-lift of a protograph G, as N tends to infinity, the distributions of cycles of different length c tend to independent Poisson distributions with the expected value equal to T (G, c), where T (G, c) is the number of TBC walks of length c in G.
In the following, we calculate T (G, c) for two special cases of base graphs commonly used in the construction of protograph-based LDPC codes: fully-connected and bi-regular. Although, fully-connected graphs are themselves a special case of bi-regular graphs, in the following, we first consider the case of fully-connected graphs, since for this case, we can in fact, derive an exact expression for T (G, c) . For the more general case of bi-regular base graphs, our approximation is in the form of an upper bound.
A. Calculation of T (G, c) for Fully-Connected Base Graphs
Theorem 5: Let G = (U ∪W ) be a fully-connected bipartite graph with |U | = a and |W | = b. For any even value c ≥ 4, we have
Proof: To calculate T (G, c) , we consider the number of TBC walks of length c, R c,e , that go through a specific edge e in the base graph G. Due to the symmetry of G, this number is independent of e. In the rest of the proof, we thus use the notation R c for this number. Since there are ab edges in G, we have
where the division by c is because each TBC walk is accounted for c times through its c edges. To calculate R c , we note that any TBC walk of length c in the fully-connected based graph can be uniquely described by two interleaving sequences of variable and check nodes, where each sequence corresponds to a closed walk of length c/2 in the complete graph K a and K b , respectively. Suppose that the number of closed walks of length c/2 starting from a specific node in K a is denoted by W a c/2 . We thus have
To obtain W a k , we need to calculate a diagonal element of A k a , where A a is the a × a adjacency matrix of K a . It is easy to see that the k-th power of A a has the following general form
where
To solve the recursion β k+1 = (a − 2)β k + (a − 1)β k−1 , we solve the corresponding quadratic equation x 2 −(a −2)x − (a −1) = 0. The roots of this equation are −1 and a −1. Thus,
Combining (25) with (24) and (23) completes the proof. Corollary 2: Let G = (U ∪ W ) be a fully-connected bipartite graph with |U | = a and |W | = b. For any even value c ≥ 4, we have
Remark 2: Combination of Theorem 4 and Corollary 2, and the comparison with the result of Corollary 1 show that, in the asymptotic regime, where the size of the graph tends to infinity, the cycle distributions of random lifts of a fully-connected base graph are identical to those of random bi-regular graphs with the same variable and check node degrees.
B. Calculation of T (G, c) for General Bi-Regular Graphs
In this part, we consider the graphs that are bi-regular but not necessarily fully-connected.
Theorem 6: Let G = (U ∪ W ) be a bi-regular graph. Then, for any even value c ≥ 4, we have
Proof: By counting the TBC walks in G from the viewpoint of the edges, we have
where K c is defined as the maximum number of TBC walks of length c to go through a specific edge in G (the maximum is taken over all the edges in G). Now, for a given edge e in G, consider a potential TBC walk in G that starts from e. There are [(d u −1)(d w −1)] c/2−1 possibilities for selecting the following c−2 edges of such a potential TBC walk. For the last edge of the TBC walk, there would be only one choice e that can connect the end node of the last edge to the beginning node of e. This is if such an edge e = e exists. We thus have K c ≤ [(d u − 1)(d w − 1)] c/2−1 . This together with (26) completes the proof. Remark 3: Note that for a fully-connected base graph, the upper bound of Theorem 6 is approximately equal to the value given in Corollary 2.
V. RANDOM CYCLIC LIFTS OF AN ARBITRARY BIPARTITE BASE GRAPH
In this section, we focus on random cyclic liftings of degree N of a given bipartite base graph G. The randomness is with respect to the exponent matrix P, where each non-infinity element of P is selected in an independent and identically distributed (i.i.d.) fashion from a uniform distribution over Z N . In the following, we first derive upper and lower bounds on the expected value of the number of c-cycles, followed by an upper bound on the variance.
A. Calculation of E(N c )
We use the notation T (G, c) to denote the set of all TBC walks of length c in a base graph G. This set has size T (G, c). To derive our results, we need to partition T (G, c) into three subsets T 1 (G, c), T 2 (G, c), and T 3 (G, c) . The partition T 1 (G, c) is the set of all prime ZP TBC walks of length c in G, while T 2 (G, c) consists of all TBC walks w of length c in G such that w contains at least a ZP TBC subwalk. The partition T 3 (G, c) covers the rest of the TBC walks of length (G, c) ). In the following, for simplicity of notations, we use T for T (G, c), and T i for T i (G, c) .
Consider an edge e involved in a TBC walk w in T . Assume that e is traversed i times in one direction and j times in the opposite direction. The contribution of e in P(w) is thus (i − j ) p e , where p e is the permutation shift of e. In this case, we say edge e is of multiplicity |i − j | in w. We now organize the contribution of different edges of w in P(w) in accordance with their multiplicity, as follows:
where E i is the set of edges of multiplicity i , and k is the largest multiplicity of edges in w. In (27) , with a slight abuse of notation, we have used p e to denote either p e or − p e depending on the sign of i − j . In relation to (27) , we say TBC walk w is of degree k. Assuming that summations (out of k) in (27) are non-zero, we refer to w as a TBC walk of weight . Clearly, ZP TBC walks have both degree zero and weight zero. Lemma 3: Consider a random cyclic N-lift of a base bipartite graph G with no parallel edges, and consider a TBC walk w of length c and weight ≥ 1 in G. We then have
Proof: We first note that the degree k of a TBC walk of length c is at most c/4. This can be easily seen by noting that passing through an edge e, k times, requires passing through k closed walks, each containing e. Since graph G is assumed to have no parallel edges and is bipartite, the length of each such closed walk is at least 4.
For each non-empty set E i , the corresponding summation in (27) , denoted by X i , takes one of the N values in Z N with equal probability. Also, different summations in (27) are independent, since they share no permutation shifts.
The relationship (27) is then a linear integer combination of i.i.d. random variables X i 's, and we are interested in evaluating the probability that this linear combination is equal to zero modulo N. Considering that the weight of w is , we are thus interested in the probability that the following equation is satisfied:
where j i , i = 1, . . . , , are the indices corresponding to nonzero random variables. The lower bound of (28) immediately follows by noticing that setting all the random variables equal to zero satisfies (29) . For the upper bound, consider (29) , in which all the random variables except X j i are fixed. The number of solutions to this equation (considering X j i as the variable) is then at most gcd( j i , N), where gcd(·, ·) denotes the greatest common divisor. This implies that the probability of (29) being satisfied is upper bounded by gcd( j i , N)/N, and thus by min{gcd( j 1 , N)/N, · · · , gcd( j , N)/N}. Now, the upper bound in (28) follows from gcd( j i , N) ≤ j i ≤ k ≤ c/4, for any j i .
Lemma 4: Consider a random cyclic N-lift of a base bipartite graph G with no parallel edges, and consider a TBC walk w in T 1 . We then have
where A w is the event that none of the subsequences of permutation shifts for w corresponds to a TBC walk with zero permutation shift. Proof: Denote byĀ w , the complement event of A w . It is easy to see that the number of subwalks of w is upper bounded by c 2 . Each such subwalk, based on Lemma 3, is a TBC walk of permutation zero with probability at most c/(4N). We thus have Pr(Ā w ) ≤ c 3 / (4N) . This together with Pr(A w ) = 1 − Pr(Ā w ), completes the proof.
Theorem 7: LetG be a random cyclic N-lift of a base bipartite graph G with no parallel edges. For any even value c ≥ 4, we have
where T i is the size of the set T i . Proof: Consider the base graph G, and the ensemble of random cyclic N-liftsG. The number of cycles of length c iñ G is then given by the following random variable:
where I (·) is the indicator function, and A w is the event defined in Lemma 4. By (31) , and using the definition of conditional probability, we have Consider breaking down the summation over the set T in (32) to summations over the three partitions of T , i.e., over the sets T 1 , T 2 , and T 3 . In the following, we evaluate the probability Pr({P(w) = 0} ∩ A w ), for TBC walks w in the three sets, respectively. For each TBC walk w in T 1 , by the definition of T 1 , we have: Pr({P(w) = 0}) = 1. Combining this with Lemma 4, we have
For each TBC walk w in T 2 , by the definition of T 2 , there is a TBC subwalk w of w such that P(w ) = 0. So Pr(A w ) = 0, and thus
For each TBC walk w in T 3 , using (28) and 0 ≤ Pr(A w |P(w) = 0) ≤ 1, we have
Replacing (33), (34) , and (35) in (32) completes the proof. We note that, for a given base graph, the values T 1 and T 3 are fixed with respect to the lifting degree N. We thus have the following corollary, which demonstrates that the growth of the expected number of c-cycles with N can follow two very different trajectories depending on the value of c and whether the lifted graph has any inevitable cycle of length c or not.
Corollary 3: LetG be a random cyclic N-lift of a base bipartite graph G. IfG contains inevitable cycles of length c (i.e., graph G contains at least one prime ZP TBC walk of length c), then, as N tends to infinity, the expected number of cycles of length c inG will be dominated by that of inevitable cycles and grows as (N). 4 On the other hand, ifG contains no inevitable cycles of length c (i.e., graph G contains no prime ZP TBC walk of length c), then, as N tends to infinity, the expected number of cycles of length c inG is (1) (is asymptotically constant with respect to N). Remark 4: It was shown in [19] that cyclic liftsG of a base graph with girth g and no parallel edges have no inevitable cycles of length smaller than 3g. Thus, based on Corollary 3, for c < 3g, the expected number of cycles of length c iñ G is (1) .
Remark 5: It is important to note the difference between the expected number of c-cycles of random lifts, discussed in Section IV, and that of cyclic lifts, discussed in this section. While for random lifts, the expected value is (1) with respect to lifting degree N, regardless of the value of c or the base graph, for cyclic lifts, it can be (N), depending on the value of c and the base graph, as explained in Corollary 3.
B. Calculation of V ar(N c )
In the following, we prove that the variance of the number of cycles of length c in a random cyclic N-lift increases at most linearly with N.
Theorem 8: LetG be a random cyclic N-lift of a base bipartite graph G with no parallel edges. As N tends to infinity, for any fixed even value c ≥ 4, we have
Proof: Following the same notations as in Theorem 7, the number of cycles of length c inG is given by the following random variable:
In the following, we derive an upper bound on E[N 2 c (G)]. This together with the lower bound on E 2 [N c (G)], derived in Theorem 7, will prove the theorem. We have
To obtain an upper bound on E[N 2 c (G)], we break each of the two summations in (37) into three, each on one of the three partitions T 1 , T 2 , and T 3 of T .
Consider the case where w ∈ T 1 and w ∈ T 1 . In this case, we simply use the upper bound of one on Pr(P(w) = 0 ∩ A w ∩ P(w ) = 0 ∩ A w ). This contributes T 2 1 × N 2 to the upper bound on the variance. Now consider the case where w ∈ T 1 and w ∈ T 3 . In this case, we have
where the last inequality is from (28) . Based on (38), the contribution of this scenario plus the case where w ∈ T 3 and w ∈ T 1 in the upper bound is c/2 × T 1 × T 3 × N. Similarly, based on (38), the contribution of cases where w ∈ T 3 and w ∈ T 3 is upper bounded by c/4 × T 2 3 × N. For all the cases where either w or w is in T 2 , we have Pr(P(w) = 0 ∩ A w ∩ P(w ) = 0 ∩ A w ) = 0, and thus no contribution to the upper bound.
Adding up all the contributions of different cases, as discussed above, we obtain the following upper bound on
This combined with the lower bound of Theorem 7 on E 2 [N c (G)] complete the proof.
VI. NUMERICAL RESULTS
A. Random Regular and Irregular Bipartite Graphs
Karimi and Banihashemi [11] generated random codes from different bi-regular ensembles of LDPC codes, and empirically studied the distribution of cycles of different length in such codes as a function of code's degree distribution and block length. The conclusion of [11] was that the cycle distribution highly depends on the degree distribution but does not change much with the block length n. In Corollary 1, we reached a similar conclusion through our theoretical analysis. In fact, we proved that, in the asymptotic regime of n → ∞, the cycle distributions are independent of n, and that the expected values of the number of c-cycles increase polynomially with the node degrees and exponentially with the cycle length c.
In the following, we demonstrate through some examples that the expected values that we derived in Theorem 1 and Corollary 1, match the numerical results. We start by the same examples considered in [11, Table IV ]. The multiplicities of cycles of different lengths for rate-1/2 bi-regular codes of different degree distributions and lengths are reproduced in Table II here, and compared with the result of Corollary 1. As can be seen, the expected values of Corollary 1 are very close to the cycle multiplicities of random realizations of the graphs for different block lengths, ranging from 200 all the way to 20000.
As the next example, we consider two irregular degree distributions, and construct random codes of different block lengths with those degree distributions. The first degree distribution is selected as λ I (x) = 0.4286x 2 + 0.5714x 3 , and ρ I (x) = x 6 , where the coefficients λ i and ρ i represent the fraction of edges connected to variable and check nodes of degree i + 1, respectively. This degree distribution, which is mildly irregular, corresponds to an LDPC code with rate 0.5. We thus have n = 2m. The second degree distribution is selected from [34, Table I ]. It is more irregular than the first degree distribution and is as follows: λ I I (x) = 0.2690x + 0.2603x 2 + 0.0451x 4 + 0.4256x 9 , and ρ I I (x) = 0.6398x 6 + 0.3602x 7 . The code rate corresponding to this degree distribution is 0.4998 [34] , and thus n 2m. In Table III, Table III with those of Table II shows a larger discrepancy between the approximations of expected values and the cycle multiplicities in random realizations for irregular graphs vs. regular ones. This can be, at least in part, explained by Remark 1. Moreover, comparison of the results for the two irregular degree distributions, particularly for the largest block length of 20000, shows that the approximations provided for E(N c ) by the asymptotic upper bound of Theorem 1 are more accurate for the less irregular ensemble. We also note that the asymptotic lower bounds for E(N c ), c = 4, 6, 8, 10, corresponding to the irregular ensembles I and I I are 52, 512, 5577, 64840, and 10, 44, 210, 1077, respectively. One can clearly see that the asymptotic upper bound provides a much more accurate estimate for the number of cycles of different length in comparison with the asymptotic lower bound derived in Theorem 1. This is particularly the case for the more irregular degree distribution.
B. Random Lifts of a Base Graph
We consider random lifts of the 3 × 5 fully-connected base graph with lifting degrees 400, 1000 and 2000. The cycle multiplicities of the random lifts for cycles of length 4 all the way to 16 are shown in Table IV , and compared with the expected value obtained from Theorem 5. As can be seen, for different lifting degrees, the expected value provides a good approximation for the multiplicities of cycles of different length in random realizations.
C. Random QC Bipartite Graphs
Karimi and Banihashemi [20] studied the cycle distribution of random cyclic lifts of the 3 × 5 fully-connected base graph for different lifting degrees (block lengths), and observed that such graphs have generally larger girth compared to random bi-regular codes with the same degree distribution and block length. The example also showed that the girth of QC codes was improved by the increase in the lifting degree N. The above results reported in [20, Table I ] are reproduced here in Table V . We note that the 3×5 fully-connected base graph has girth 4, and thus, based on Remark 4, for c ≤ 10, cyclic random lifts of this base graph have no inevitable cycles of length c. This means that for c ≤ 10, the expected value of the number of cycles of length c does not increase with the lifting degree N. On the other hand, one can find prime ZP TBC walks of length 12, 14 and 16 in the base graph: let G = (U, W ) be the 3 × 5 fully-connected base graph with U = {1, 2, 3} and W = {4, 5, 6, 7, 8}. It is then easy to verify that the following TBC walks in G are prime with zero permutation shifts: w 12 = 5243514253415, w 14 = 342536143524163 and w 16 = 25362714263524172. This means that the random cyclic lifts of the base graph will have inevitable cycles with these lengths and that, based on Corollary 3, the expected value of cycles with these lengths increases linearly with N for sufficiently large N values. These theoretical predictions are consistent with the numerical results reported in Table V , for these cycle lengths. For cycles of length 18, however, there is no prime ZP TBC walk in the 3 × 5 fully-connected base graph, and thus the expected number of such cycles remains constant with respect to N. This is also consistent with the results of Table V. For comparison, we have also included, in the last column of Table V , the expected value of the number of cycles in random lifts of the 3 × 5 fully-connected base graph, obtained based on Theorem 5. One can see the large difference between these values and the corresponding values for random cyclic lifts for cases of c = 12, 14, and 16, where the cyclic lifts have inevitable cycles.
VII. CONCLUSION
In this paper, we studied the cycle distribution of different ensembles of LDPC codes, often used in the literature, in the asymptotic regime where the block length tends to infinity (but the degree distribution is fixed). These ensembles were random irregular and bi-regular, random lifts of protographs, and random cyclic lifts of protographs. We demonstrated that for the first ensemble, the multiplicities of cycles of different lengths have independent Poisson distributions. We derived asymptotic upper and lower bounds on the expected values of the distributions. These bounds are only a function of cycle length and degree distributions, and independent of the block length. We also showed that for the second ensemble, the asymptotic cycle distributions have the same behavior as those of the first ensemble as long as the degree distributions are identical. For the third ensemble, we proved that the cycle distributions can be significantly different than those of the first two ensembles. In particular, we showed that for some values of c, and depending on the protograph, the expected number of c-cycles can increase linearly with the block length. We also derived an upper bound, linearly increasing with the block length, on the variance of the number of c-cycles.
Using numerical results, we demonstrated that our asymptotic results provide good approximations for the number of cycles in realizations of finite-length LDPC codes, even when the block length is as short as a few hundred bits. Moreover, our results provided theoretical justification for some of the observations made empirically in the literature about cycle distributions of LDPC codes.
The results presented in this paper can be used in the analysis and design of LDPC codes in cases where such processes depend on the knowledge of the cycle distributions. As a particular example, we showed how the asymptotic average number of trapping sets can be estimated using the results presented in this work.
Finally, our numerical results show that for irregular graphs, the asymptotic upper bound provided in Theorem 1 on the expected value of cycle multiplicities is much more accurate than the asymptotic lower bound in estimating the cycle multiplicities. This suggests that it may be possible to tighten the asymptotic lower bound derived in Theorem 1.
APPENDIX
A. Proof of Lemma 1
Let |V (H )| and |E(H )| be the number of nodes and the number of edges of H , respectively, and let C H be the number of structures in a random configuration whose pojections in G * are copies of H . There are at most O( ( u +1)n |V (H )| ) choices for the node set of the copy of H . Thus, we have C H = O(n |V (H )| ). On the other hand, the probability of each given edge set of size |E(H )| is 
B. Proof of Lemma 2
Consider the left hand side of (16) . There are n k terms added together, each being a product of k distinct variables from the set X, and each with the multiplicative coefficient k k/2 . This implies that on the left side, we have n k × k k/2 = (n k ) terms, each a product of k distinct variables from the set X, added together. Now, consider the right hand side of (16) . It is the product of two identical expressions, each a sum of n k/2 terms, where each such term is a product of k/2 distinct variables from the set X. If we expand the product of the two identical expressions, we have the sum of n k/2 × n k/2 product terms, where each product involves k variables from the set X. We can partition such product terms into two categories: (1) those with all k variables being distinct, and (2) those with at least one variable repeated at least once. In the following, we show that the first category consists of exactly the same product terms as in the left hand side of (16) , and that the second category contains O(n k−1 ) terms. This will then prove the asymptotic equality of (16).
On the right hand side of (16), the number of product terms in Category 1 is equal to n k/2 × n−k/2 k/2 . The term n k/2 is the number of product terms of size k/2 in the first expression, and the term n−k/2 k/2 is the number of product terms in the second expression that have no common variable with the selected product term from the first expression. It is now easy to see that considering all the possible n k product terms with k distinct variables, each is repeated k k/2 times in the product terms of Category 1. In fact, we have n k/2 × n−k/2 k/2 = n k × k k/2 . Now, the number of terms in Category 2 is equal to n k/2 × n k/2 − n k/2 × n−k/2 k/2 , which is O(n k−1 ).
