Abstract. Dryland landscapes self-organize to form various patterns of vegetation patchiness. Two major classes of patterns can be distinguished: regular patterns with characteristic length scales and scale-free patterns. The latter form under conditions of global competition over the water resource. In this paper we show that the asymptotic dynamics of scale-free vegetation patterns involve patch coarsening similar to Ostwald ripening in two-phase mixtures. We demonstrate it numerically, using a spatially explicit model for water-limited vegetation, and further study it by drawing an analogy to an activator-inhibitor system that shares many properties with the vegetation system. The ecological implications of patch coarsening may not be highly significant due to the long time scales involved. The reported results, however, raise an interesting pattern formation question associated with the incompatibility of mechanisms that stabilize vegetation spots and the condition of global competition.
1. Introduction. Patterns in nature often show regular structures with characteristic length scales. Cloud streets and vegetation bands in drylands are two striking examples. The emergence of a characteristic length is attributed to self-organization mechanisms, such as shear and thermal instabilities in the case of cloud streets [1] and positive biomass-water feedbacks in the case of banded vegetation [2] . Numerous experimental and theoretical studies of fluid, chemical and optical systems, have established the relation between periodic spatiotemporal patterns and symmetry breaking instabilities, thereby confirming the interpretation of periodic patterns in nature as self-organization phenomena.
Natural patterns, however, do not necessarily possess characteristic lengths. In fact, irregular scale-free patterns are more common in nature than regular periodic patterns. Unlike periodic patterns, the association of scale-free patterns with selforganization mechanisms is not obvious, for nonuniform environmental conditions, which always exist in natural settings, may override such mechanisms and account for the lack of scale. An interesting context for studying the possible emergence of scale-free patterns as a self-organization phenomenon is vegetation patchiness in water limited systems. Recent field studies reported the observations of scale-free vegetation patterns with power-law like patch-size distributions [3, 4] . Following these reports, theoretical efforts to reconcile the observations of periodic and scalefree patterns, have begun [5, 6] . These studies, based on simple [5] and more elaborate [6, 7, 8] models, have identified fast water transport, relative to water exploitation, as a factor that can induce scale-free patterns, and described physical and ecological conditions under which such time-scale separation can be realized [6] .
While the predictions of these model studies await experimental tests, there are several theoretical issues that need further clarification. One such issue is whether scale-free patterns, in the context of dryland vegetation and other contexts as well, are long transients or asymptotic patterns. In this paper we address this question by drawing an analogy between the vegetation model studied in Ref. [6] and a simpler activator-inhibitor model. We begin in section 2 with a review of model studies of periodic and scale-free vegetation patterns and present new model simulations suggesting that scale-free patterns are transients undergoing a phase coarsening process. In section 3 we reproduce the phenomenology of the vegetation model with the activator-inhibitor model, and use the latter to study the phase coarsening process. We conclude in section 4 with a brief summary and discussion of the results.
Vegetation patch dynamics.
2.1. The model. As evidenced by several studies, vegetation patterning in drylands can result from feedback processes between water and biomass acting at different spatial scales. In particular mechanisms of local facilitation, coupled with long-range mechanisms of competition for the scarce water resource, have been found to play crucial roles. Increased infiltration under vegetation patches and shading represent important local facilitation processes, while overland water flow and competition through the root system are examples of important long-range feedbacks. A wide class of deterministic models, commonly based on PDEs, has been developed to encompass these mechanisms [9] . They range from simple onecompartment models representing only biomass [10, 11] , to models separating the distribution of water in the soil from surface flows [12, 7] . One important result of these studies is their robustness and consistency: all models are capable of reproducing the same phenomenology of periodic biomass patterns as soon as realistic ranges are chosen for the parameters. They differ mainly in the detail with which they represent different feedback mechanisms, enabling some of them to capture in richer detail the phenomenology of vegetation patterns, their resilience to environmental changes, or the creation of ecological niches. In particular the model used in [6] , falls into this class: it includes all main feedbacks considered in other models with the addition of non-local feedbacks associated with water uptake by spatially extended root systems, and the associated long-range competition. Thanks to its versatility the model could be applied to various distinct contexts of dryland vegetation including the effects of environmental conditions on pattern formation and resilience, pattern transitions, ecosystem engineering, species coexistence and the impact of rainfall intermittency [7, 8, 13, 14, 15, 16, 17, 18] . The model has also been shown to reproduce both periodic and scale-free pattern states [6] . We describe the dynamics of dryland vegetation using three non-dimensional variables: biomass per unit area, b(x, t), soil water density, w(x, t), and the height of a thin layer of water above ground surface, h(x, t), where x = (x, y) is space and t is time. The precipitation rate p represents the main control parameter in this study. We refer the reader to Ref. [8, 18] for a detailed description of the model and for a description of its non-dimensional form. On a plane topography, in non-dimensional units, the model equations can be written as:
where E(b), I(b), G b (b, w) and G w (b) are functionals of the variables representing the feedback processes at work in the problem. In particular E(b) = ν/(1 + ρb) represents locally reduced evaporation due to vegetation (shading feedback), I(b) = α(b + qf )/(b + q) represents increased infiltration under vegetation patches (infiltration feedback) and the two integral terms G b (b, w) = ν g(x, x , t)w(x , t)dx and
2 , represent increased vegetation growth and depletion of soil humidity due to root uptake (root feedback). All other quantities are constant parameters. The correspondence between non-dimensional and dimensional units and parameters is described in detail in [8] .
2.2. Regular patterns. In a wide range of parameter values, appropriate for describing vegetation in water-limited environments, uniform-vegetation solutions of the model (1) are found to be linearly unstable to finite wavelength spatial perturbations. The dynamics in this range lead to the development of five different basic pattern states along gradients of increasing precipitation as shown in Fig. 1 : bare soil, spots (approaching an hexagonal pattern), vegetation bands or labyrinths, holes in uniform coverage (approaching an hexagonal pattern), and uniform vegetation coverage. Moreover, any consecutive pair of basic states along the precipitation axis has a bistability range in which spatially mixed patterns are generally realized as shown in Fig. 2 . These bistability ranges also imply hysteretic state transitions [ 16, 19] . The emergence of periodic patterns is mainly a result of the ability of vegetation patches to draw water from their neighborhoods either by inducing overland flow, or by soil-water uptake through spatially extended root systems.
2.3. Scale-free patterns and patch coarsening. As discussed in detail in [6] , the model (1) also reproduces scale-free patterns, where no characteristic length scale can be identified, under conditions where the competition for the resource acts over very long distances. Examples of such situations are areas where surface water flows over long distances before infiltrating into the soil, or where long-range soil-water exchanges occur before significant uptake takes place. Common to all these situations is the presence of a mechanism for fast horizontal water transport relative to processes that absorb or exploit the water resource. Under this condition competition for water acts globally and imposes a global constraint on the maximal sustainable biomass. If other mechanisms that limit patch growth, such as strong root feedback, are inhibited, patch growth can be unbounded, leading to the emergence of scale-free patterns [6] as Fig. 3(a) shows. An important issue which still remained to be clarified in [6] is whether scale-free vegetation patterns represent stationary asymptotic states. To study this question, we performed a few very long simulations of the vegetation model, under conditions of fast surface-water flow and reduced root feedback, and we display one example in Figs. 3 and 4. It is evident from these figures that while the overall fraction of area covered by vegetation (see inset in Fig. 4 ) and the total biomass asymptote quickly to equilibrium constant values, determined by the actual precipitation rate, the pattern itself continues evolving, with growth and merger of patches, approaching eventually an asymptotic state containing a single circular patch. During this patchcoarsening process the average patch size grows linearly in time as Fig. 4 shows.
3. Activator-inhibitor dynamics.
3.1.
The FitzHugh-Nagumo model. The water-limited vegetation system discussed in Sec. 2 can be regarded as an activator-inhibitor system, where the activator is the above-ground biomass and the inhibitor is lack of soil-water. Biomass growth induces (activates) lack of water by water uptake, while lack of water inhibits biomass growth. In this respect we can draw an analogy between the vegetation model (1) and a modified version of the FitzHugh-Nagumo (FHN) model:
where
Here, u is the activator, v is the inhibitor and a 0 , a 1 , b, c, , δ are constant parameters. Apart of a 0 and b, which can be negative, and c which can be zero, all other parameters are positive. In addition, we assume that δ > 1. The stationary uniform solutions of (3) are given by the intersection points of the nonlinear nullcline g(u) − v = 0 and the linear nullcline u − a 1 v − a 0 = 0. We focus here on the case of a single intersection point (u 0 , v 0 ) at the middle branch of the nonlinear nullcline. In the symmetric case, where a 0 = 0, this intersection point describes a zero equilibrium state (u 0 , v 0 ) = (0, 0). Depending on the values of and δ the equilibrium state (u 0 , v 0 ) can lose stability to uniform oscillations in a Hopf bifurcation, or to stationary periodic patterns in a Turing bifurcation. A linear stability analysis gives the following thresholds for the Hopf ( H ) and Turing ( T ) bifurcations:
The Turing instability results from long-range competition induced by fast inhibitor diffusion to the neighborhoods of growing-activator areas.
Regular patterns.
The vegetation model has five basic vegetation states along the rainfall gradient and many more spatially mixed states in the bistability ranges of adjacent basic states. The existence and stability of localized spot solutions in the bistability range of bare soil and spots and of localized hole solutions in the bistability range of uniform vegetation and holes, are likely to be related to homoclinic snaking [20, 21] .
To obtain an analogous behavior in the FHN model we look for conditions that give rise to a subcritical Turing instability of the equilibrium state (u 0 , v 0 ). Such conditions imply a bistability range of a uniform and a patterned state in which localized solutions are expected to be found. A weak nonlinear analysis of the symmetric (a 0 = 0) FHN model, in one space dimension and in the vicinity of the Turing instability, gives the approximate solution
where the Turing wavenumber k T is given by
and the amplitude A satisfies (up to 3rd order in the amplitude)
Here λ = ( T − )/ T is the deviation from the Turing instability. The condition for a subcritical Turing instability is that the sign of the cubic term is positive (in which case the analysis should be continued to 5th order in order to get stable Turingpattern solutions). Since δ > 1, a subcritical bifurcation in the symmetric FHN model is obtained for b > 0. Choosing b > 0 and large enough, we can guarantee a subcritical bifurcation for the non-symmetric (a 0 = 0) FHN model too. A glance at Eq. (3) reveals that the parameter a 0 plays a similar role to the precipitation parameter p in the vegetation model. They both control the input sources for the inhibitor; an increase of a 0 leads to a decrease of the inhibitor v, very much like an increase of p which reduces the lack of soil water. Indeed, solving numerically the FHN model with b = 1 and c = 1 for increasing values of a 0 , we find the same basic states of the vegetation model, as Fig. 5 shows. We also find bistability ranges that give rise to stable spatial mixtures of any pair of consecutive basic states, as Fig. 6 shows, including localized structures analogous to a single vegetation patch and to a single vegetation hole.
3.3. Scale-free patterns. The condition of fast water transport relative to water exploitation in the vegetation model amounts to fast inhibitor diffusion relative to inhibitor production in the FHN model, or to δ/ 1. To avoid Hopf oscillations we choose > H ∼ O(1), and therefore require δ 1. In this range we can approximate ∇ 2 v = 0. Assuming periodic or Neumann boundary conditions, we deduce that v = v(t) is uniform in space, and averaging Eq. (3) over space we obtain
where u is the spatial average of u. Note that δ∇ 2 v is not necessarily small and the absence of this term in Eq. (9) is due to the spatial averaging. The vegetation counterpart to Eq. (9) in the limit of fast surface-water flow relative to infiltration is h t = p − I h, obtained from the equation for h in (1) in the limit δ h → ∞.
Numerical simulations of Eqs. (2) and (9), starting with random initial conditions about the equilibrium state (u 0 , v 0 ) reveal a remarkably different behavior than that Fig. 7(a) shows. However, on a longer time scale a phase coarsening process begins (Fig. 7(b-d) whereby small spots shrink and disappear while big spots grow and merge together. During this process the spot boundaries smooth out and approach circular forms. This behavior is similar to that found in the vegetation model in the limit of fast water transport and is reminiscent of Ostwald ripening in two-phase mixtures [22, 23, 24, 25, 26] .
To gain a better understanding of the emergence of scale-free patterns and the phase-coarsening processes that follows, we analyze Eqs. (2) and (9), assuming |v| 1. The consistency of this assumption will be tested later on. Equation (2) is the time-dependent Ginzburg-Landau equation, subjected to a small fluctuating field v that satisfies (9) . We will first analyze this equation in one space dimension. We will see that it has front solutions that separate domains of high and low u values (hereafter "up-state" and "down-state" domains), which describe the boundaries of "one-dimensional spots". Let Γ be the time-dependent position of a front solution. For v = 0 the front is stationary and Γ is constant, while for |v| 1 the front is slowly propagating. We quantify the smallness of v by introducing a small auxiliary parameter µ 1, and describe the slow front propagation by Γ = Γ(τ ), where τ = µt is a slow time coordinate. We now introduce a moving coordinate frame z = x − Γ(τ ), and express Eq. (2) in terms of u(z, τ ) and v(τ ) as
For simplicity we use the same notations for u and v even though they are now expressed as functions of the new coordinates z and τ . Expanding u and v as
we obtain at order unity, u 0zz + g(u 0 ) = 0 . (12) Equation (12) has front solutions that are biasymptotic to a symmetric pair of uniform states, u + and u − = −u + , the up and down states, that satisfy g(u ± ) = 0. For the specific choice of b = −1 and c = 0 in (4), u ± = ±1 and u 0 = ± tanh(z/ √ 2). These front solutions are the leading order approximations for the boundaries of one-dimensional spots.
At order µ we obtain
and the prime denotes derivative with respect to the argument. The linear operator L is singular since Lu 0z = 0 .
Solvability of (13) then gives
or in terms of the original timeΓ = αv .
For a front that is biasymptotic to u ± as z → ∓∞, α is negative. For the specific choice, b = −1 and c = 0 (and for |v| 1), α = −3/ √ 2. These results for front solutions have interesting implications for one-dimensional solutions of Eqs. (2) and (3) that describe stationary patterns in the limit δ → ∞. Since the boundaries of the spots that comprise a stationary pattern must be stationary too, we haveΓ = 0. Equations (17) and (9) then give
Thus, stationary pattern solutions should satisfy the global constraint u = a 0 .
To evaluate the stability of such solutions we first argue that u is a decreasing function of v. The dependence of u on v comes through the values of the up and down states, u ± (v), and through the widths of the up and down-state domains. The up and down states are decreasing functions of v. This is implied by the form (4) of g(u). For the choice b = −1 and c = 0, for example, u ± = ±1 − v/2 (for |v| 1). The widths of the up-state domains are also decreasing functions of v, because positive v impliesΓ < 0 for a front biasymptotic to u ± as z → ∓∞, anḋ Γ > 0 for a front biasymptotic to u ± as z → ±∞. Similarly, the widths of the down-state domains are increasing functions of v. Since decreasing the values of the up and down states, decreasing the widths of the up-state domains, and increasing the widths of the down-state domains all lower the value of u , we conclude that u ≡ h(v) must be a decreasing function. Writing Eq. (9) as v t = f (v) where f (v) = (h−a 1 v −a 0 ) we find that f (0) < 0 which implies the linear stability of the stationary solutions to perturbations along the v axis, and justifies the assumption |v| 1. The analysis described above does not take into account the interactions between nearby domains and therefore does not give us information about the asymptotic solutions that satisfy the global constraint (18) . These interactions, however, are exponentially weak [27, 28] , and apart of transients during which sufficiently nearby domains attract and merge, the dynamics freeze on an apparently stationary pattern, as Fig. 8 demonstrates. Depending on initial conditions, scale-free patterns can develop.
3.4. Phase coarsening. While scale-free patterns can develop in one space dimension, the dynamics in two dimensions clearly show a phase coarsening process (Fig. 7) that results asymptotically in a single circular spot. The major difference between the two cases is the curvature-induced front motion in two dimensions. A Figure 8 . A space-time plot, obtained by numerical integration of Eqs. (2) and (9), showing the development of a frozen scale-free pattern in the limit δ → ∞ of a one-dimensional system. The initial conditions consist of pink noise perturbations about the unstable equilibrium state (u 0 , v 0 ). Parameters: b = −1, c = 0, a 0 = −0.15, a 1 = 0.5, = 3.0 straightforward extension of the one-dimensional analysis to two dimensions, using a coordinate frame that moves with a curved front [29] , leads to
where C n is the normal front velocity (velocity component normal to the front line), κ is the front curvature, and s is the arclength coordinate. We defined here the curvature to be positive (negative) for a convex (concave) up-state domain, and assumed that the radius of curvature is much larger than the front width, i.e. |κ| 1. Consider now a stationary pattern consisting of an arbitrary number of up-state spot-like domains. Then C n = 0 for any spot and κ = αv. Note that for an up-state domain α < 0 and v should be negative to balance the curvature effect. Since v is independent of space the curvature of any spot should be constant (independent of the arclength), implying a circular geometry. For the same reason all spots should have the same radius. However, a stationary pattern consisting of two or more circular spots of equal size is unstable [23, 24, 25] . The instability of this state can be intuitively understood as follows. Imagine a perturbation that decreases the radius of a given spot. According to (19) , the increased curvature will induce a negative normal velocity, causing the spot radius to decrease even further. The local decrease of v opposes this process, but has a negligible effect on relatively small spots because of the immediate homogenization of v which, in turn, causes a slight increase of the radii of other spots. This instability drives the disappearance of small spots and the enlargement of big spots, and accounts for the Ostwald-ripening process shown in Fig. 7 . The process culminates in a stable state consisting of a single circular spot. The radius of the asymptotic spot, R = R 0 , can be found by looking for stationary solutions of Eqs. (9) and (19) written in the form
where h(v, R) = u . The function h can be approximated as
where A is the total area of the system and A ± are the areas occupied by the up state (i.e. the spot area πR 2 ) and by the down state. The general analytical expression for R 0 is pretty long [30] and we do not present it here, but it agrees very accurately with a calculation based on direct integration of Eqs. (2) and (9) . For large systems we find that the spot area A + = πR 2 0 is approximately A(1 + a 0 )/2. We also used Eqs. (21) to study the stability of a single stationary spot solution, and found it to be linearly stable in the parameter range of interest ( > H and 0 < κ 1). Ostwald-ripening processes are characterized by power-law growth forms of the average spot radius. Two main growth forms are known: interface-controlled with power lawR ∼ t 1/2 , and diffusion-controlled with power lawR ∼ t 1/3 [23] . A power lawR ∼ t 1/2 is known to exist for Eq. (2) with a global constraint, resulting, for example, from mass conservation [23] . We tested this power law with numerical studies of Eqs. (1) and confirmed its validity for these equations too (see also Fig.  4 ). This implies that vegetation-patch coarsening in the limit of large δ h is an interface-controlled Ostwald-ripening process.
The phase coarsening shown in Fig. 7 has been found for a supercritical Turing bifurcation, but numerical studies show the occurrence of phase coarsening also in the case of a subcritical bifurcation. Under conditions of finite-range competition, the subcritical Turing bifurcation provides a mechanism, homoclinic snaking [20] , that stabilizes isolated spots, as Fig. 6(a) shows. Can this mechanism apply to the case of global competition and thereby prevent the coarsening of scale-free patterns? In an attempt to address this question we considered the limit of fast inhibitor diffusion, δ → ∞, but increased too to remain in the snaking range close to the Turing bifurcation (see (5) ). This has resulted in the formation of regular patterns with characteristic length, highlighting the importance of the condition δ/ 1, or fast inhibitor diffusion relative to inhibitor production, for the formation of scale free patterns. 4 . Conclusion. Observations of vegetation patterns in arid and semi-arid regions have motivated numerous model studies of vegetation pattern formation [9] . Including in the models mechanisms of long range competition over the limited water resource yields finite-wavenumber instabilities of uniform vegetation and vegetation patterns with characteristic length scales, such as hexagonal spot and hole patterns, and stripes patterns [8, 18] . When the competition range is increased to length scales of the order of the system's size, i.e. becomes global, scale-free patterns emerge [6] . On long time scales, however, a slow process of patch coarsening is numerically observed in which small patches shrink and disappear while large patches grow and merge (Fig. 3) . The process approaches a single stationary circular patch.
To gain a better understanding of vegetation patch coarsening we first observed that Eqs. (1) represent an activator-inhibitor system, in which the activator corresponds to the above-ground biomass and the inhibitor corresponds to the lack of soil-water. We further observed that this system is qualitatively similar to a simpler activator-inhibitor system described by a modified FitzHugh-Nagumo (FHN) model. In both systems pattern formation results from sufficiently fast transport of the inhibitor. In the FHN model it is the diffusion of the inhibitor from the activator growth area, where it is produced, to the neighborhood of this area, where it inhibits the activator growth. In the vegetation model it is the flow of surface water towards a growing vegetation patch which inhibits vegetation growth in the patch neighborhood (by inducing lack of soil-water). We then found that the (modified) FHN model reproduces the basic phenomenology of the vegetation model. This includes the sequence of basic states along the control-parameter axis (compare Fig.  1 with Fig. 5 ), bistability ranges of any consecutive pair of basic states and spatially mixed patterns in these ranges (compare Fig. 2 with Fig. 6 ), and scale-free patterns that go through phase coarsening in the limit of global competition obtained by fast inhibitor diffusion relative to inhibitor production (compare Fig. 3 with Fig. 7) .
Motivated by this close phenomenological analogy between the two models, we used the simpler FHN model to study the phase coarsening process. We found that the limit of global competition corresponds to a Ginzburg-Landau two-phase system subjected to a global constraint. In one space dimension it yields scale free patterns, whereas in two dimensions it shows an interface-controlled Ostwald-ripening process in which the average patch size increases in time like t 1/2 and the dynamics culminates in a single stationary circular domain. These results suggest that the patch coarsening process observed in the vegetation model is also an example of an interface-controlled Ostwald-ripening process. Indeed numerical computations of the average patch size during this process support a t 1/2 power law for the average patch radius (or a linear growth of the patch area) as Fig. 4 indicates.
The coarsening of vegetation patches under conditions of global competition may not have significant ecological implications because of the long time scales involved, e.g. thousands of years in the late coarsening stage for a woody species in a system whose size is about 1 km 2 . On such long time scales ecosystems are subjected to strong disturbances of various kinds and the states of the undisturbed systems may not be relevant any more. But the observation of Ostwald ripening processes, even in complex models such as the vegetation model, raises an interesting mathematical question: can stationary scale-free patterns in deterministic continuum models exist asymptotically? For that to happen a mechanism that stabilizes small spots should exist. Small spots exist as stable localized structures in the snaking range near a subcritical Turing bifurcation [20, 21] (see Figs. 5(a) and 6(a) ). This mechanism, however, is ruled out by the numerical observation that approaching the fast inhibitor-diffusion limit, δ → ∞, while keeping the system close to the subcritical Turing bifurcation (by increasing ) does not lead to scale free patterns.
