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The periodic quasilinear system of differential equations with small parameter and
piecewise constant argument of generalized type [M.U. Akhmet, Integral manifolds of
differential equations with piecewise constant argument of generalized type, Nonlinear
Anal. TMA, 66 (2007) 367–383, M.U. Akhmet, On the reduction principle for differential
equations with piecewise argument of generalized type, J. Math. Anal. Appl. 336 (2007)
646–663] is addressed.We consider the critical case, when associated linear homogeneous
system admits nontrivial periodic solutions. Criteria of existence of periodic solutions of
such equations are obtained. One of themain auxiliary results of our paper is an analogue of
Gronwall–Bellman Lemma for functions with piecewise constant and retarded–advanced
type arguments. Dependence of solutions on the parameter is investigated. Appropriate
examples are given to show our results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The problem of the existence of periodic solutions is one of the most interesting topics for applications. Poincaré [3]
introduced the method of small parameter to investigate the problem and it has been developed by many authors (see,
for example, [4,5], and the references cited therein) and this method remains as one of the most effective methods for this
problem. It is important that the results obtained in this field can be extended to the bifurcation theory [6,7].
The study of differential equations with piecewise constant argument (EPCA) was initiated in [8–10]. These equations
have been investigated widely using the method of reduction to discrete equations by many authors [11–21]. In [16]
some limit relations between the solutions of delay differential equations with continuous arguments and the solutions
of some retarded delay EPCA have been proved. The results were used to compute numerical solutions of ordinary and
delay differential equations. For brief summary on theory, the reader is referred to the book by Wiener [20].
The significance of the equations for practice can be seen from the following result. The authors of [22] investigated the
damped loading system subjected to a piecewise constant voltage described by the equation of charge:
Lq′′(t)+ Rq′(t)+ C−1q(t) = Aq
( [Nt]
N
)
, (1)
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which was compared with a similar linear loading system governed by the following equation of charge
Lq′′(t)+ Rq′(t)+ C−1q(t) = Aq(t). (2)
They considered, through numerical simulation, the phenomena of sensitivity on the initial data, stability and existence
of oscillating solutions. On the basis of equations of type (1) we will show in Examples 5.1 and 5.2 that the results of the
paper can be used for electronics, as well as for mechanical problems [13]. That is, theorems of the paper may give a new
theoretical background for the scrupulous investigation of wide spectra problems of theoretical mechanics and electronics.
Let Z,N and R be the sets of all integers, natural numbers and real numbers, respectively. Denote by ‖ . ‖ the Euclidean
norm in Rn, n ∈ N. Fix two real-valued sequences θi, ζi, i ∈ Z, such that θi < θi+1, θi ≤ ζi ≤ θi+1 for all i ∈ Z, |θi| → ∞ as
|i| → ∞.
In this paper we shall consider the following equation
z ′(t) = A(t)z(t)+ f (t)+ µg(t, z(t), z(γ (t)), µ), (3)
where z ∈ Rn, t ∈ R, µ ∈ J ⊂ R, where J is an open interval containing 0, and γ (t) = ζi, if t ∈ [θi, θi+1), i ∈ Z.
The following assumptions will be needed throughout the paper:
(C1) A : R→ Rn×n, f : R→ Rn and g : R× Rn × Rn × J → Rn are continuous functions.
(C2) The function g(t, x, y, µ) is Lipschitzian in the second and third arguments with a positive Lipschitz constant L such
that
‖g(t, x1, y1, µ)− g(t, x2, y2, µ)‖ ≤ L(‖x1 − x2‖ + ‖y1 − y2‖)
for all t ∈ R, µ ∈ J and x1, x2, y1, y2 ∈ Rn.
(C3) The matrix A is uniformly bounded on R.
(C4) There exists a number θ¯ > 0 such that θi+1 − θi ≤ θ¯ , i ∈ Z.
(C5) There exists a number θ > 0 such that θi+1 − θi ≥ θ, i ∈ Z.
In [1,2], it was proposed to investigate differential equations of type (3), that is, the differential equations with piecewise
constant argument of generalized type (EPCAG).Moreover, a newmethod based on the construction of an equivalent integral
equation was used.
We combine that method with the method of small parameter [3,4,7] to investigate the problem of the existence of
periodic solutions of Eq. (3) in the so-called critical case, when the corresponding linear homogeneous system admits
nontrivial periodic solutions.
Our paper is organized in the followingway. In the next section,we give knowndefinitions and results thatwill be needed
further. Section 3 considers continuous and differentiable dependence of solutions on the initial value and the parameter.
The main result of the paper: the existence of periodic solutions of Eq. (3) is discussed in Section 4. Appropriate examples
are given to illustrate the theory in the last section.
2. Preliminaries
In this section, we shall introduce some definitions and lemmas.
Definition 2.1 ([1]). A continuous function z(t) is a solution of Eq. (3) on R if:
(i) The derivative z ′(t) exists at each point t ∈ R with the possible exception of the points θi, i ∈ Z, where the one-sided
derivatives exist.
(ii) The equation is satisfied for z(t) on each interval (θi, θi+1), i ∈ Z, and it holds for the right derivative of z(t) at the points
θi, i ∈ Z.
The following lemmas of this section are similar to the assertions from [23]. That is why, we provide them without proof.
Let X(t) be the fundamental matrix solution of the homogeneous system, corresponding to Eq. (3),
x′(t) = A(t)x(t), t ∈ R, (4)
such that X(0) = I , where I is an n× n identity matrix. Denote by X(t, s) = X(t)X−1(s), t, s ∈ R the transition matrix.
Let us now define the solutions of quasilinear system (3).
Lemma 2.1. Suppose that (C1) is satisfied. A function z(t) = z(t, t0, z0, µ), where t0 is a fixed real number, is a solution of (3)
in the sense of Definition 2.1 if and only if it is a solution, on R, of the following integral equation
z(t) = X(t, t0)z0 +
∫ t
t0
X(t, s)[f (s)+ µg(s, z(s), z(γ (s)), µ)]ds. (5)
Denote κ = supt∈R ‖A(t)‖ <∞. For the transition matrix, X(t, s), one can obtain the following inequatility [1,24]:
m ≤ ‖X(t, s)‖ ≤ M, (6)
wherem = exp(−κθ¯) andM = exp(κθ¯), if t, s ∈ [θi, θi+1] for all i ∈ Z.
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From now on we make the following assumption:
(C6) 2|µ|MLθ¯ < 1, |µ|M2Lθ¯
{
1+|µ|MLθ¯e|µ|MLθ¯
1−|µ|MLθ¯e|µ|MLθ¯ + e|µ|MLθ¯
}
< m.
Lemma 2.2 ([23]). Assume that conditions(C1)–(C6) are fulfilled. Then for fixed i ∈ Z and every (ξ , z0) ∈ [θi, θi+1] × Rn there
exists unique solution z(t) = z(t, ξ , z0, µ) of Eq. (3) on [θi, θi+1].
From Lemma 2.2, one can obtain the following assertion.
Lemma 2.3 ([23]). Assume that conditions(C1)–(C6) are fulfilled. Then for every (t0, z0) ∈ R×Rn there exists a unique solution
z(t) = z(t, t0, z0, µ) of Eq. (3) in the sense of Definition 2.1 such that z(t0) = z0.
3. Dependence of the solutions on initial value and parameter
Let us fix t0 ∈ R, z0 ∈ Rn and µ0 ∈ J . There exists j ∈ Z such that θj ≤ t0 < θj+1. Let us denote by ‖ . ‖t a max-
norm, ‖v‖t = maxξ∈[θj,t] ‖v(ξ)‖. Define a function χ(t) = max{t, γ (t)}. The next theorem proves continuous dependence
of solutions of (3) on an initial value z0. To prove the theorems, we use the following assertion, which is analogue of
Gronwall–Bellman Lemma.
Lemma 3.1. Let u(t) be continuous, η1(t) and η2(t) nonnegative piecewise continuous scalar functions defined for t ≥ θj.
Suppose that α is a nonnegative real constant and that u(t) satisfies the inequality
‖u(t)‖ ≤ α +
∫ t
θj
[η1(s) ‖u(s)‖ + η2(s) ‖u(γ (s))‖]ds, (7)
for t ≥ θj. Then the inequality
‖u‖χ(t) ≤ α exp
(∫ χ(t)
θj
[η1(s)+ η2(s)]ds
)
(8)
is satisfied for t ≥ θj.
Proof. Let us first show that
‖u‖χ(t) ≤ α +
∫ χ(t)
θj
[η1(s)+ η2(s)]‖u‖χ(s)ds, t ≥ θj. (9)
As χ(t) ≥ θj, using (7), we have
‖u(χ(t))‖ ≤ α +
∫ χ(t)
θj
[η1(s) ‖u(s)‖ + η2(s) ‖u(γ (s))‖]ds. (10)
Since θj ≤ γ (s) ≤ χ(s) for all s ≥ θj, we have that
‖u(γ )‖χ(s) = max[θj,χ(s)] ‖u(γ (ξ))‖ = max[ζj,γ (s)] ‖u(ξ)‖ ≤ max[θj,χ(s)] ‖u(ξ)‖ = ‖u‖χ(s).
Hence, using (10), the inequality
‖u(χ(t))‖ ≤ α +
∫ χ(t)
θj
[η1(s)+ η2(s)]‖u‖χ(s)ds
is satisfied.
If ‖u(χ(t))‖ = ‖u‖χ(t) is satisfied for a given t ≥ θj, then inequality (9) follows. Suppose that ‖u(χ(t))‖ < ‖u‖χ(t) holds.
One can see that by the definition of max-norm, there is a moment t˜ ∈ [θj, χ(t)] such that ‖u‖χ(t) = ‖u(t˜)‖.
Then, using (7), we have
‖u‖χ(t) = ‖u(t˜)‖
≤ α +
∫ t˜
θj
[η1(s) ‖u(s)‖ + η2(s) ‖u(γ (s))‖]ds
≤ α +
∫ χ(t˜)
θj
[η1(s)+ η2(s)]‖u‖χ(s)ds
≤ α +
∫ χ(t)
θj
[η1(s)+ η2(s)]‖u‖χ(s)ds,
as χ(t˜) ≤ χ(t). Hence, inequality (9) is valid. Now, set the function ‖u‖χ(s) = ψ(s), and note that ψ(s) = ψ(χ(s)).
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Thus we have the inequality
ψ(χ(t)) ≤ α +
∫ χ(t)
θj
[η1(s)+ η2(s)]ψ(χ(s))ds.
Applying Gronwall–Bellman Lemma to the last inequality, we complete the proof. 
Let us fix a number T > 0. Now, we set continuous dependence of solutions of (3) on an initial value z0 by the following
theorem.
Theorem 3.1. Suppose that(C1)–(C6) are valid. If z(t) = z(t, t0, y0, µ0) and z˜(t) = z(t, t0, z0 +∆z, µ0) are the solutions of
Eq. (3), where∆z is an n-dimensional vector, then the inequality
‖z˜(ξ)− z(ξ)‖χ(t) ≤ M‖∆z‖ exp
(
2|µ0|ML(χ(t0 + T )− θj)
)
(11)
is satisfied for t ∈ [t0, t0 + T ].
The last theorem can be proved by applying Lemma 3.1. The differential dependence of a solution of Eq. (3) on an initial
value is established by our next theorem, which requires the following assumption:
(C7) g(t, x, y, µ) has continuous first partial derivatives in all of its arguments t ∈ R, x, y ∈ Rn, µ ∈ J.
Let us introduce the following equations
U ′(t) = A(t)U(t)+ µ0[A1(t)U(t)+ A2(t)U(γ (t))], (12)
U(t0) = I, (13)
where U ∈ Rn×n and the functions
A1(t) = ∂g
∂x
(t, z(t), z(γ (t)), µ0), A2(t) = ∂g
∂y
(t, z(t), z(γ (t)), µ0)
are n× nmatrices.
Theorem 3.2. Suppose that(C1)–(C7) are valid. Let ei = (0, . . . , 0, 1, 0, . . . , 0)T be the n-tuplewhose ith component is1 and all
others are 0 for i = 1, . . . , n, and δ a real positive constant. If U(t) is a solution of (12) and (13) onR, and z(t) = z(t, t0, z0, µ0)
and z˜i(t) = z(t, t0, z0+∆zi, µ0) are solutions of Eq. (3), where∆zi = δei is an n-dimensional vector in the sense of Definition 2.1,
then
z˜i(t)− z(t)− U(t)∆zi = o(∆zi) (14)
is satisfied on a section t ∈ [t0, t0 + T ], T > 0.
Proof. By Lemma 2.1, the functions z˜i(t), z(t) and U(t) satisfy the following integral equations:
z˜i(t) = X(t, t0)(z0 +∆zi)+
∫ t
t0
X(t, s)[f (s)+ µ0 g(s, z˜i(s), z˜i(γ (s)), µ0)]ds,
z(t) = X(t, t0)z0 +
∫ t
t0
X(t, s)[f (s)+ µ0 g(s, z(s), z(γ (s)), µ0)]ds,
U(t) = I + µ0
∫ t
t0
X(t, s)[A1(s)U(s)+ A2(s)U(γ (s))]ds,
respectively. An easy computation shows that, if t ∈ [t0, t0 + T ], we have
z˜i(t)− z(t)− U(t)∆zi = µ0
∫ t
t0
X(t, s)[g(s, z˜i(s), z˜i(γ (s)), µ0)− g(s, z(s), z(γ (s)), µ0)
− A1(s)U(s)∆zi − A2(s)U(γ (s))∆zi]ds.
By expanding g(s, z˜j(s), z˜j(γ (s)), µ0) about the point (s, z(s), z(γ (s)), µ0), we write
g(s, z˜i(s), z˜i(γ (s)), µ0) = g(s, z(s), z(γ (s)), µ0)+ A1(s)[z˜i(s)− z(s)] + A2(s)[z˜i(γ (s))− z(γ (s))] + ξ(s),
where ξ(s) = o(∆zi). Hence, the inequality
‖z˜i(t)− z(t)− U(t)∆zi‖ ≤ ζ + |µ0|M
∫ t
t0
[‖A1(s)‖‖z˜i(s)− z(s)− U(s)∆zi‖
+‖A2(s)‖‖z˜i(γ (s))− z(γ (s))− U(γ (s))∆zi‖]ds,
where ζ = |µ0|M
∫ t0+T
t0
‖ξ(s)‖ds, is valid. Consequently, by applying Lemma 3.1 to the last inequality, we prove that (14)
is true. 
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As a result of the last theorem, we have shown that the initial value problem (12) and (13) is a variation of Eq. (3).
4. Existence of the periodic solutions
In this section, we prove the main result of this paper. Let us introduce the following assumptions:
(C8) The functions A(t), f (t) and g(t, x, y, µ) are periodic in t with a fixed positive real period ω.
(C9) The sequences θi and ζi, i ∈ Z, satisfy an (ω, p)-property, that is there is a positive integer p such that the equations
θi+p = θi + ω and ζi+p = ζi + ω hold for all i ∈ Z.
We consider the following version of Poincaré criterion.
Lemma 4.1. Suppose that(C1)–(C6), (C8) and (C9) hold. Then, the solution z(t) = z(t, t0, x0, µ) of Eq. (3), is ω-periodic if and
only if
z(ω) = z(0). (15)
Proof. If z(t) is ω-periodic, then Eq. (15) is obviously satisfied. Suppose that Eq. (15) holds. Let y(t) = z(t + ω) on R. Then,
Eq. (15) can be written as y(0) = z(0).
One can show that γ (t + ω) = γ (t)+ ω for all t ∈ R. Hence,
y′(t) = z ′(t + ω)
= A(t + ω)z(t + ω)+ f (t + ω)+ µg(t + ω, z(t + ω), z(γ (t + ω)), µ)
= A(t)y(t)+ f (t)+ µg(t, y(t), y(γ (t)), µ).
That is, y(t) is a solution of Eq. (3). By the uniqueness of the solution, we have z(t) = y(t) on R. The lemma is proved. 
In [25], we considered the noncritical case. Now, we suppose that the homogeneous equation, corresponding to Eq. (3),
has a nontrivial ω-periodic solution.
Let φj, j = 1, . . . , k, k ≤ n, be the solutions of Eq. (4), which form a maximal set of linearly independent ω-periodic
solutions. Then, the corresponding adjoint system of (4),
x′(t) = −AT(t)x(t), (16)
has a maximal set of linearly independent ω-periodic solutions, ψj, j = 1, . . . , k.
We compose an n× kmatrix K1(t), whose columns are solutions ψj, j = 1, . . . , k.
Let us introduce the following condition:
(C10)
∫ ω
0 K
T
1 (s)f (s)ds = 0.
Theorem 4.1 ([4,5]). Suppose that (C1)–(C3), (C8) and (C10) hold. Then, if Eq. (4) admits k ≤ n linearly independent ω-periodic
solutions, then there exists a family of k linearly independent ω-periodic solutions of the equation
z ′(t) = A(t)z(t)+ f (t), (17)
of the form z(t, α) = α1φ1(t)+ · · · + αkφk(t)+ z˜(t), where α = (α1, . . . , αk) is a real constant vector and z˜(t) is a particular
ω-periodic solution of Eq. (17).
Now let us investigate the question of existence of periodic solutions of (3). The next theorem is a generalization of
a classical theorem due to Malkin [4] for EPCAG. The proof of this theorem for ordinary differential equations without
piecewise argument can be found in [5, p. 179].
Theorem 4.2. Suppose that conditions (C1)–(C10) hold and (17) admits a family of ω-periodic solutions z(t, α). Let α0 be a
solution of the equation h(α) = 0, where the function h is given by
h(α) =
∫ ω
0
K T1 (s)g(s, z(s, α), z(γ (s), α), 0)ds, (18)
such that
det
(
∂h
∂α
∣∣∣∣
α=α0
)
6= 0.
Then for sufficiently small |µ| Eq. (3) has an ω-periodic solution that converges to z(t, α0) when µ→ 0.
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Proof. Let z(t) be a solution of (3) and let us complete thematrix K1(t) by columnsψj, j = k+1, . . . , n, which are solutions
of (16) to obtain a fundamental matrix of solutions K(t). Performing the substitution y(t) = K T(0)z(t) in (3), we obtain the
equation
y′(t) = P(t)y(t)+ r(t)+ µF(t, y(t), y(γ (t)), µ), (19)
where
P(t) = K T(0)A(t)K T(0)−1, r(t) = K T(0)f (t),
F(t, y(t), y(γ (t)), µ) = K T(0)g(t, K T(0)−1z(t), K T(0)−1z(γ (t)), µ).
Denote y(t, α) = K T(0)z(t, α), β = (βk+1, . . . , βn) and let v(t) = y(t, α, β) be a solution of (19) with the initial
condition v(0) = y(0, α)+ (0, β)T. Further, let L(t) = K−1(0)K(t), L1(t) = K−1(0)K1(t), L2(t) be the matrix composed of
the entries of the last n − k columns and n − k rows of the matrix L(t), and L3(t) be the matrix composed of the last n − k
rows of LT(t). Denote
U(α, β, µ) =
∫ ω
0
LT1(s)F(s, v(s), v(γ (s)), µ)ds,
V (α, β, µ) = (LT2(ω)− I)β − µ
∫ ω
0
L3(s)F(s, v(s), v(γ (s)), µ)ds.
Then the ω-periodicity condition for the solution v(t) takes on the form of the equations
U(α, β, µ) = 0, (20)
V (α, β, µ) = 0. (21)
If, in (21), taking µ = 0, we obtain β = 0, and then Eq. (20) has the form
U(α, 0, 0) =
∫ ω
0
LT1(s)F(s, y(s, α), y(γ (s), α), 0)ds = 0. (22)
Let α0 = (α01, . . . , α0k ) be a solution of (22). Since the function U has continuous partial derivatives with respect to
αj, j = 1, . . . , k, in a sufficiently small neighborhood of the point (α0, 0, 0), it follows that under the assumption
det
(
∂U
∂α
∣∣∣∣
α=α0
)
6= 0
the system of Eqs. (20) and (21) is solvable with respect to α and β so that the functions αj(µ) and βs(µ), j = 1, . . . , k, s =
k+ 1, . . . , n are continuous and αj(µ)→ α0j , βs(µ)→ 0 as µ→ 0.
Thus, we establish that for sufficiently small |µ|, system (3) admits an ω-periodic solution, which converges to the
solution z(t, α0) of (17) as µ→ 0. The theorem is proved. 
5. Illustrative examples
We will introduce appropriate examples in this section. These examples will show the feasibility of our theory. The
equations of Duffing type are widely investigated in the field of nonlinear dynamics, and used to model many processes in
mechanics and electronics [15,26]. We construct the examples with Duffing equations below.
Example 5.1. Let us consider the following EPCAG
q′′(t) = −q(t)+ 3 sin2(t)+ µ
(
q(t)+ q′
(
2pi
[
t + pi
2pi
])
cos t
)
. (23)
The form of the perturbation of the last equation is chosen to be linear since the simulation of the solutions for the
equation with retarded and advanced argument is difficult in nonlinear case.
We write the last equation in the system form
z ′(t) =
(
0 1
−1 0
)
z(t)+
(
0
3 sin2 t
)
+ µ
 0
z1(t)+ z2
(
2pi
[
t + pi
2pi
])
cos t
 . (24)
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Let us slightly generalize it as the following system
z ′(t) =
(
0 1
−1 0
)
z(t)+
(
0
3 sin2 t
)
+ µ
a z1
(
2pi
[
t + pi
2pi
])
sin t + b z2(t)
c z1(t)+ d z2
(
2pi
[
t + pi
2pi
])
cos t
 , (25)
where a, b, c and d are real constants.
One can see that Eq. (24) is a particular case of (25) when a = 0, b = 0, c = 1, and d = 1.
If µ = 0, Eq. (25) takes the form
z ′(t) =
(
0 1
−1 0
)
z(t)+
(
0
3 sin2 t
)
. (26)
It is easy to find 2pi-periodic solutions ψj, j = 1, 2, as
ψ1 =
(
cos t
− sin t
)
, ψ2 =
(
sin t
cos t
)
of the adjoint system of the last equation. Then, condition (C10) can be verified∫ 2pi
0
K T1 (s)f (s)ds =
∫ 2pi
0
(
cos s − sin s
sin s cos s
)(
0
3 sin2 s
)
ds
= 0.
Hence, the family of 2pi-periodic solutions of (26) is given by
z(t, α) =
(
α1 cos t + α2 sin t + 32 +
cos 2t
2−α1 sin t + α2 cos t − sin 2t
)
, (27)
where α1, α2 ∈ R are the parameters.
Next, let us show that Eq. (25) has a 2pi-periodic solution.
The function h(α) in Theorem 4.2 can be evaluated as
h(α) =
∫ 2pi
0
K T1 (s)g(s, z(s, α), z(γ (s), α), 0)ds,
=
∫ 2pi
0
(
cos s − sin s
sin s cos s
)a z1
(
2pi
[
s+ pi
2pi
]
, α
)
sin s+ b z2(s, α)
c z1(s, α)+ d z2
(
2pi
[
s+ pi
2pi
]
, α
)
cos s
 ds
=
∫ 2pi
0
( −c α2 sin2 s+ bα2 cos2 s
(a (α1 + 2)− bα1) sin2 s+ (c α1 + dα2) cos2 s
)
ds
=
(
pi(b− c)α2
pi((a− b+ c)α1 + dα2 + 2a)
)
.
Suppose that b 6= c and a 6= b − c. By straightforward calculation one can see that the zero of the equation h(α) = 0 is
α0 = ( −2aa−b+c , 0), and the determinant is
det
(
∂h
∂α
∣∣∣∣
α=α0
)
= det
(
0 pi(b− c)
pi(a− b+ c) d
)
= −pi2(b− c)(a− b+ c)
6= 0.
Hence, using Theorem4.2,we can conclude that for sufficiently small |µ| Eq. (25) has a 2pi-periodic solution and this solution
tends to z(t, α0) as µ → 0. Since we know that the initial value of the solution is close to the initial value of the periodic
solution of Eq. (26), and there is continuous dependence on parameter µ, one can make the following simulations with
identical initial data, z(0) = (2, 0)T. They can be seen from Fig. 1, where the solid lines are graphs of the periodic solution of
Eq. (26), and graphs of two coordinates of the periodic solution of Eq. (25) are near the dashed lines. Simulations are carried
out by using MATLAB 7.3.
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Fig. 1. Simulation of the periodic solution of (26) (solid) and the solution of (25) (dashed) which is near the periodic solution of the perturbed system if
a = 0, b = 0, c = 1, d = 1, with identical initial data, z(0) = (2, 0)T . In (a) the first coordinates are shown, and second coordinates of the solutions are
given in (b).
Example 5.2. Let us consider another example when the perturbation is nonlinear. In this case, we cannot provide a
numerical simulation, but we can show the existence of periodic solutions following the result of this paper.
Consider the equation
z ′(t) =
(
0 1
−1 0
)
z(t)+
(
0
3 sin2 t
)
+ µ
 z1
(
2pi
[
t + pi
2pi
])2
sin t + z2(t)
2 z1(t)+ z2
(
2pi
[
t + pi
2pi
])2
cos t
 . (28)
Similar to the previous example, one can see that conditions (C1)–(C10) hold. The function h(α) can be evaluated as
h(α) =
∫ 2pi
0
K T1 (s)g(s, z(s, α), z(γ (s), α), 0)ds,
=
∫ 2pi
0
(
cos s − sin s
sin s cos s
) z1
(
2pi
[
s+ pi
2pi
]
, α
)2
sin s+ z2(s, α)
2 z1(s, α)+ z2
(
2pi
[
s+ pi
2pi
]
, α
)2
cos s
 ds
=
∫ 2pi
0
( −2α2 sin2 s+ α2 cos2 s
((α1 + 2)2 − α1) sin2 s+ (2α1 + α22) cos2 s
)
ds
=
( −pi α2
pi((α1 + 2)2 + α1 + α22)
)
.
Then, the zeros of the equation h(α) = 0 are α1 = (−1, 0) and α2 = (−4, 0). By straightforward calculation one can see
that the determinant
det
(
∂h
∂α
∣∣∣∣
α=αi
)
6= 0, i = 1, 2.
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Hence, using Theorem 4.2, we conclude that for sufficiently small |µ| Eq. (28) has two 2pi-periodic solutions and these
solutions tend to z(t, α1) and z(t, α2), respectively, as µ→ 0.
References
[1] M.U. Akhmet, Integral manifolds of differential equations with piecewise constant argument of generalized type, Nonlinear Anal. TMA 66 (2007)
367–383.
[2] M.U. Akhmet, On the reduction principle for differential equations with piecewise argument of generalized type, J. Math. Anal. Appl. 336 (2007)
646–663.
[3] H. Poincaré, Les methodes nouvelles de la mecanique céleste, Gauthier-Villars, Paris, 1882, T. 2, Gauthier-Villars, Paris, 1892.
[4] I.G. Malkin, Some problems in the theory of nonlinear oscillations, GITTL, Moscow, 1956. (in Russian); English Transl., U.S. Atomic Energy Commission
Translation AEC-tr-3766, Books 1 and 2.
[5] M. Roseau, Vibrations non linéaires et théorie de la stabilité, Springer-Verlag, Berlin-New York, 1966.
[6] A.A. Andronov, A.A. Vitt, S.E. Khaikin, Theory of Oscillators, Dover Publications, New York, 1987.
[7] N. Minorsky, Nonlinear Oscillations, Krieger Publishing, Huntington, New York, 1962.
[8] S. Busenberg, K.L. Cooke, Models of vertically transmitted diseases, in: Nonlinear Phenomena in Mathematical Sciences, Academic Press, New York,
1982, pp. 179–187.
[9] K.L. Cooke, J. Wiener, Retarded differential equations with piecewise constant delays, J. Math. Anal. Appl. 99 (1984) 265–297.
[10] S.M. Shah, J. Wiener, Advanced differential equations with piecewise constant argument deviations, Int. J. Math. Math. Sci. 6 (1983) 671–703.
[11] M.U. Akhmet, H. Öktem, S.W. Pickl, G.W. Weber, An anticipatory extension of malthusian model, in: D.M. Dubois (Ed.), CASYS 2005 — Seventh
International Conference, in: AIP Conference Proceedings, vol. 839, The American Institute of Physics, 2006, pp. 260–264.
[12] A. Cabada, J.B. Ferreiro, J.J. Nieto, Green’s function and comparison principles for first order periodic differential equations with piecewise constant
arguments, J. Math. Anal. Appl. 291 (2004) 690–697.
[13] L. Dai, M.C. Singh, On oscillatory motion of spring-mass systems subjected to piecewise constant forces, J. Sound Vibration 173 (1994) 217–232.
[14] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations, Kluwer Academic Publishers Group, Dordrecht, 1992.
[15] J. Guckhenheimer, P. Holmes, Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector Fields, Springer-Verlag, New York, 1990, Revised
and Corrected Reprint of the 1983.
[16] I. Györi, On approximation of the solutions of delay differential equations by using piecewise constant argument, Int. J. Math. Math. Sci. 14 (1) (1991)
111–126.
[17] I. Györi, G. Ladas, Oscillation Theory of Delay Differential Equations with Applications, Oxford University Press, New York, 1991.
[18] T. Küpper, R. Yuan, On quasi-periodic solutions of differential equations with piecewise constant argument, J. Math. Anal. Appl. 267 (2002) 173–193.
[19] Y. Muroya, Persistence, contractivity and global stability in logistic equations with piecewise constant delays, J. Math. Anal. Appl. 270 (2002) 602–635.
[20] J. Wiener, Generalized Solutions of Functional Differential Equations, World Scientific, Singapore, 1993.
[21] P. Yang, Y. Liu, W. Ge, Green’s function for second order differential equations with piecewise constant argument, Nonlinear Anal. 64 (2006)
1812–1830.
[22] N.M. Murad, A. Celeste, Linear and nonlinear characterisation of loading systems under piecewise discontinuous disturbances voltage: analytical and
numerical approaches, in: Proceedings of International Conference on Power Electronics Systems and Applications, Nov. 2004, pp. 291–297.
[23] M.U. Akhmet, Stability of differential equations with piecewise argument of generalized type, Nonlinear Anal. 68 (2008) 794–803.
[24] A. Halanay, D. Wexler, Qualitative Theory of Impulsive Systems, Edit. Acad. RPR, Bucuresti, 1968 (in Romanian).
[25] M.U. Akhmet, C. Büyükadalı, Tanıl Ergenç, Periodic solutions of the hybrid systems with small parameter, Nonlinear Anal.: Hybrid Systems 2 (2008)
532–543.
[26] A.H. Nayfeh, B. Balachandran, Applied Nonlinear Dynamics Analytical Computational and Experimental Methods, Wiley, New York, 1995.
