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The correct answer regarding which nonlinear optimization algorithm should we use for a given problem is
that “it depends.” In this paper, we would like to add that “it depends, but use multiple programs whenever
possible.” Here we consider 23 algorithms, implemented in MATLAB, evaluating their performance both on a
lumped kinetic model for vacuum gas oil hydrocracking and a few-step kinetic model for ethane pyrolysis;
the former particularly raised our interest as the kinetic parameters have no reference values in such models.
We can use the results of such a study to estimate model variance; moreover, the statistical analysis of the
identified minimum values can also quantify the parameter uncertainty. We can also identify key operating
conditions where the applied kinetic model shows the highest sensitivity to the identified parameters, open-
ing up the possibility to further reduce the uncertainty by targeting additional experimental work or by refin-
ing the identification problem.
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In the case of any engineering-related optimization problem, it is
vital to select the best-suited algorithm in order to reach such a solu-
tion that can be reasonably applied during process design, debottle-
necking, or scale-up. For example, Gomez-Gonzalez et al. modeled
adsorption and used three different stochastic optimization routines
to fit the adsorption isotherm parameters, here, a particle swarm
algorithm stood out, because unlike the other methods, it gave a fea-
sible solution every time [1]. However, the range of choice is quite
extensive. Li et al. employed the Genetic Algorithm (GA) to identify
the kinetics of the pyrolysis of fiberboards [2]. They suggested that
the high computational demand of GA can be effectively countered
by providing a good initial guess for the parameters using Kissinger’s
method [3]; however, it is only applicable for thermogravimetric
analysis. Ghahraloud and Farsi also used a genetic algorithm to opti-
mize the heterocatalytic process of methanol oxidation [4]. Kumar
and Balasubramanian utilized Particle Swarm Optimization, followed
by a gradient-based step by the Levenberq-Marquardt algorithm for
kinetic parameter estimation in case of hydrocracking of heavier
petroleum feedstock [5]. Such combinations of heuristic and conven-
tional search methods are promising to eliminate the randomness in
the solution.
Therefore, the question arises from time to time on how to find
the best-suited algorithm to solve a particular problem.Unfortunately, in most works dealing with algorithm comparison,
only benchmark problems are used instead of the ones related to
chemical engineering. Rios and Sahinidis provided an extensive com-
parison of more than 20 derivative-free solvers on convex and non-
convex test problems, reaching a similar conclusion that there is no
solver exist that dominates all the others [6]. Though overall they
found the performance of some commercial solvers (that are not con-
sidered in this work) outstanding, there is a handful of solvers avail-
able on the public domain that performed well (e.g., PSwarm). There
are other, less-extensive comparisons in the literature dealing with
test problems available [7,8]. These also indicated that there is no sin-
gle best choice.
In the case of kinetic identification problems (i.e., the particular
scope of this work), it is much less common to use multiple algorithms
on one problem and it is even rarer to compare them; usually, only the
results of the leading algorithm are accepted, such as in the case of the
VGO hydrocracking study of Zhang et al. [9]. Nevertheless, such works
can be found, e.g., Baker et al. analyzed four popular global optimiza-
tion methods in estimating the parameters of the upper part of glycol-
ysis, emphasizing that balance has to be found between success and
computational time [10]. Another good benchmark of optimization
methods for kinetic parameter identification is the work of Villaverde
et al. [11]. It only considers a limited number of methods but also deals
with the scaling of the search variables, investigating the possible
advantages of logarithmic scaling, showing that it has its advantages
in the case of local and global optimization as well.
The solution of non-convex optimization problems (such as the
kinetic identification problems considered in this paper) is likely to
Abbreviations
c concentration ([kmol m3] or [kg m3])
comp component
Ea activation energy [J mol1]
GHSV gas hourly space velocity ([h1] or [s1])
k reaction rate coefficient ([s1] or [m3 mol1 s1])
k0 pre-exponential factor ([s1] or [m3 mol1 s1])
‘ dimensionless length [-]
LB lower bound
LHSV liquid hourly space velocity ([h1] or [s1])
N number of observations
r reaction rate [kmol m3 s1]
Rc component source vector [kmol m3 s1]
T temperature ([°C] or [K])
y dimensionless linear flow velocity [s1]
UB upper bound
x kinetic parameter vector
y mass fraction [% (m/m)]
Greek letters
e’ catalyst volume fraction [-]
h catalyst efficiency factor [-]
m mean value
v
═
stoichiometric matrix
r correlation coefficient
s standard deviation
Pseudocomponents
D diesel
G gaseous products
HN heavy naphtha
K kerosene
LN light naphtha
VGO vacuum gas oil
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be fitted with multiple sets of adjustable parameter values [12]. It is
possible to reformulate it to a convex optimization problem that in
turn would have a unique global optimum [13,14]; nevertheless,
such methods are less commonly used in the engineering practice
due to their complexity. Alternatively, the application of statistical
tools can be an effective way to compare the similar solutions [15].
The key idea of this paper is we can apply several different meth-
ods simultaneously to obtain valuable information regarding the
nature of the solution of the kinetic parameter identification prob-
lems. Through two examples (a lumped kinetic model for vacuum
gas oil hydrocracking and a few-step kinetic model for ethane pyroly-
sis), we highlight the several advantages of this approach. Firstly,
model variance and total model error can be calculated. Secondly, the
uncertainty of the model can be quantified. Thirdly, further experi-
mental work can be targeted to reduce model uncertainty.Fig. 1. Lumped kinetic network for VGO hydrocracking. Dashed lines indicate reac-
tions only present in the VGO-15 model.2. Investigated kinetic models
2.1. A lumped kinetic model for vacuum gas oil hydrocracking (VGO-15
and VGO-5)
The first kinetic model investigated in this paper is from the field
of the so-called discrete lumping. The specific example is a lumped
kinetic model for vacuum gas oil (VGO) hydrocracking, proposed by
Sadighi and Reza Zahedi [16], consisting of 6 lumps (VGO, diesel (D),
kerosene (K), heavy naphtha (HN), light naphtha (LN) and gaseous
products (G)) and 15 (VGO-15) or 5 (VGO-5) reactions between themPlease cite this article as: Z. Till et al., Improved understanding of
optimization algorithms, Journal of the Taiwan Institute of Chemical Engi(Fig. 1). Reactions not present in the VGO-5 model are marked with
dashed lines.
All details of the VGO hydrocracking model necessary for repro-
duction can be found in the Supplementary material. The reactor
mass balance, given steady-state operation is:
d c ¢ y rð Þð Þ
d‘
¼ h ¢ e0 ¢Rc ð1Þ
The component source vector, Rc , can be calculated using the follow-
ing equation:
Rc ¼ v═ ¢ r ð2Þ
where v
═
is the stoichiometric matrix of the reaction network, and r is
the reaction rate vector. Each reaction in r is modeled by a standard
rate equation, where the reaction rate coefficient has an Arrhenius-
type temperature dependency. Because of that, the reactor model
becomes nonlinear. Component mass concentrations were available
at four temperatures (380, 400, 410 and 420 °C) and four LHSV (0.5,
1, 1.5, 2 h1) levels.
Using a lumped kinetic model for benchmarking optimization
algorithms is genuinely challenging because, unlike the standard
problems, the location and value of the global minimum is unknown
as the kinetic parameters have no reference values. Moreover, if we
have two points whose difference in the objective function value is in
the same range as the error of the measurement, it will become diffi-
cult to decide which one is correct. Here we would like to suggest
that the solution with lower objective function value is not necessar-
ily better, i.e., the problem has multiple global minima, even if the
function values are not precisely the same.
2.2. A few-step kinetic model for ethane pyrolysis (ETP)
The second kinetic model considered here involves regular com-
ponents. This model describes the gas-phase autocatalytic pyrolysis
of ethane, studied extensively by Nurislamova et al. [17] and Snytni-
kov et al. [18]. The reaction network of the pyrolysis process is
depicted in Table 1, with its size is comparable to the hydrocracking
model with the 15 reactions. Furthermore, the reference values of
the kinetic parameters are also available, making the performance
evaluation of the optimization algorithms more straightforward.
The plug flow reactor model (similar to that in Eq. (1)), including
all parameters necessary to reproduce the results, is included in the
Supplementary material. Using the kinetic parameters from Table 1,
data points were generated at eight temperature levels between 950reaction kinetic identification problems using different nonlinear
neers (2020), https://doi.org/10.1016/j.jtice.2020.05.013
Table 1
List of reactions and kinetic parameters for the ethane pyrolysis model.
Reaction Pre-exponential factor
[s1 or m3 mol1 s1]
Activation energy
[J mol1]
1 C2H6! CH3¢ + CH3¢ 1016 3.6¢105
2 CH3¢ + C2H6! CH4 + C2H5¢ 107 5¢104
3 C2H5¢! C2H4 + H¢ 3.16¢1013 1.7¢105
4 H¢ + C2H6!H2 + C2H5¢ 108 4¢104
5 H¢ + C2H4! C2H5¢ 2.51¢107 8.4¢103
6 CH3¢ + C2H4! C3H7¢ 7.94¢107 3.3¢104
7 C3H7¢! CH3¢ + C2H4 7.94¢1013 1.37¢105
8 C2H5¢ + C2H5¢! C2H4 + C2H6 107 8.4¢103
9 C3H7¢ + C2H4! C2H5¢ + C3H6 2.51¢104 2.76¢104
10 CH3¢ + C2H4! CH4 + C2H3¢ 3.98¢105 3.5¢104
11 CH3¢ + C2H3¢! CH4 + C2H2 8.91¢106 3.2¢103
12 C2H3¢ + H¢! C2H2 + H2 107 
13 C2H4!¢C2H4¢ 6.31¢1015 2.53¢105
14 ¢C2H4¢ + C2H6! CH3¢ + C3H7¢ 5.01¢1011 2.16¢105
15 ¢C2H4¢! C2H4 2.40¢105 
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sponding to 0.05, 0.1, 0.2, 0.4, 0.7, 1, 1.6 and 2 s1 GHSV values). The
temperature and GHSV ranges were determined concerning the vali-
dation range of the kinetic model.
It is important to note that no noise was applied during data gen-
eration to keep the uncertainty of the ETP model as low as possible.
This way, the global minimum of the identification problem (that
measures the difference between the experimental and calculated
data) will be zero because there is no residual error present.
3. The optimization target
The nonlinear optimization function to be minimized here
describes the overall relative squared error between component
yields from experiments and simulation as a function of the kinetic
parameters of the reactions occurring between these components:
f ðxnÞ ¼
X
T
X
LHSV
GHSV
X
comp
ymyc
ymaxm
 2
ð3Þ
where the measured (m) and calculated (c) component mass frac-
tions (y) are summarized over the different temperature levels (T),
components (comp), and space velocities (LHSV or GHSV). ymaxm indi-
cates the maximum measured concentration for a given component
considering all temperature values and velocities. This type formula-
tion of the identification problem performed well in the case of VGO
hydrocracking in our previous work [19]; therefore, we have retained
its use. We have also applied it in the case of the ETP model for the
sake of simplicity and better comparison. Nevertheless, there are
many options for an objective function to choose from and it certainly
could affect the results. Siouris and Blakey compared nine different
objective functions, evaluating their performance under a genetic
algorithm in case of a kinetic identification problem and concluded
that there are two main types of objective functions regarding
whether we treat all component concentrations as equally important
or not [20]. The case discussed here is the latter because we do not
want the algorithm to “overlook” some species because of their low
concentrations. Unfortunately, comparing 23 algorithms and multi-
ple objective functions at the same time would be impracticable
within a reasonable time.
For the formulation of the optimization problem, the lower and
upper bounds of the kinetic parameters also to be defined as most
algorithms deal with constrained problems. These are listed in the
Supplementary material. In case of the ETP model, the constraints
were defined following a preliminary sensitivity study starting from
the reference values, whereas in case of the VGO hydrocrackingPlease cite this article as: Z. Till et al., Improved understanding of
optimization algorithms, Journal of the Taiwan Institute of Chemical Engimodels we mainly defined a wide radius based on the original values
identified by Sadighi and Reza Zahedi [16], aiming to set the lower
and upper bounds in a way that they will pose the smallest limitation
as possible in practice.
It varies whether a specific algorithm can handle the different
order of magnitude of the search variables. For the sake of simplicity,
we used linearly normalized variables ðxnÞ between 0 and 1 (Eq (4))
to assure that this does not affect the convergence of the algorithms.
xact ¼ xnB UB  LBð Þ þ LB ð4Þ
The kinetic identification problems discussed in this paper do not
include more sophisticated linear and nonlinear constraints. Most of
these algorithms cannot handle such problems; nevertheless, there
would be some options available, even if not this many.
4. Identification methods
The algorithms discussed in this paper have been chosen based on
the following aspects:
 It is considered as a global optimization method or a metaheuris-
tic one. If not, it was already applied in solving kinetic parameter
identification problems in the literature. For example, the Active-
Set Optimization or Levenberg-Marquardt algorithm is widely
used in such works [21].
 For the sake of simplicity, we have only considered such algo-
rithms that have a compatible interface with the implemented
kinetic models. In general, the aim is to draw attention to the fact
that there are several programs which we can choose from to
solve the optimization problem, and it is beneficial to apply more
than one in parallel.
The final list of the algorithms is shown in Table 2. There are at
least two things that were not essential in compiling this list.
Firstly, although we intended to make a comprehensive overview
and to take all major types of algorithms into consideration, Table 2
is not a review of all possible choices. Secondly, we did not deal
with the novelty of these algorithms in terms of operations
research. We are aware of the explosion in the field of “novel”
metaheuristic algorithms, i.e., in some cases, only the nomencla-
ture of the proposed algorithm shows some novelty, and any natu-
ral phenomenon could be an inspiration [22,23]. On the other
hand, the main idea behind this paper is not to make a comparative
study (mainly because the results would absolutely depend on the
case studies), but to point out how the application of multiple algo-
rithms gives a much better understanding of a given complex
problem.reaction kinetic identification problems using different nonlinear
neers (2020), https://doi.org/10.1016/j.jtice.2020.05.013
Table 2
List of nonlinear optimization algorithms considered for comparison.
Nr. Name Short name Type
1 Active-Set Optimization [24] active-set derivative-based
2 Biogeography-Based Optimization [25] BBO evolutionary
3 Bees Algorithm [26] BeA swarm-based
4 Cultural Algorithm [27] CA evolutionary
5 Evolution Strategy with Covariance Matrix Adaptation [28] CMA-ES evolutionary
6 Controlled Random Search with local mutation [29] CRS2 evolutionary
7 SCH Evolutionary Algorithm [30] ESCH evolutionary
8 Enhanced Scatter Search [31] eSS scatter search
9 Firefly Algorithm [32] FA swarm-based
10 Genetic Algorithm [33] GA evolutionary
11 Harmony Search [34] HS evolutionary
12 Interior Point Algorithm [35] interior-point derivative-based
13 Improved Stochastic Ranking Evolution Strategy [36] ISRES evolutionary
14 Levenberg-Marquardt [37] LM derivative-based
15 Nonlinear Optimization with Mesh Adaptive Direct Search [38] NOMAD direct search
16 MATLAB Particle Swarm Optimization [39] particleswarm swarm-based
17 Pattern Search [40] patternsearch direct search
18 Constrained Particle Swarm Optimization [41] psopt swarm-based
19 Particle Swarm Pattern Search [42] PSwarm swarm-based
20 Shuffled Complex Evolution [43] SCE-UA evolutionary
21 Constrained Simplex Method [44] simplex direct search
22 Simulated Annealing [45] simulanneal direct search
23 Sequential Quadratic Programming [46] sqp derivative-based
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most options of these algorithms were left on their default values.
This way, the “raw” efficiency of the algorithms can be compared.
One exception is the sample size of the initial values that was stan-
dardized as 40 for the VGO-15 and VGO-5 models, and 100 for the
ethane pyrolysis model. In the case of the algorithms that work
with one initial value vector, that resulted in a multi-start
approach using each initial value as a starting point. In the case of
population-based algorithms, the sample size corresponds to the
size of the initial population. Due to the stochastic nature of these
algorithms, parallel runs were conducted starting from the same
population. The number of parallel runs was chosen to be three
and ten for the VGO and ETP models, respectively. In all cases, the
result associated with the minimum objective function value was
accepted.Fig. 2. Performance of different algorithms for VGO hydro
Please cite this article as: Z. Till et al., Improved understanding of
optimization algorithms, Journal of the Taiwan Institute of Chemical Engi5. Results and discussion
5.1. Reaching the optimization target
We compared the solutions of the applied optimization algo-
rithms from a fixed-target viewpoint. A zero objective function value
in Eq. (3) corresponds to a case where there is no residual error
between the experimental and model results. It is not necessarily the
goal to reach a zero value, especially if measurement noise is present,
but this provides a joint reference, making the comparison of the
results from different kinetic models possible. Fig. 2 shows the objec-
tive function values reached in the case of the VGO model as a func-
tion of the computational time, while Fig. 3 shows these values for
the ETP model. For all kinetic models, there is a group of successful
algorithms that can be separated from the others because they arecracking a) full reaction network b) reduced network.
reaction kinetic identification problems using different nonlinear
neers (2020), https://doi.org/10.1016/j.jtice.2020.05.013
Fig. 3. Performance of different algorithms for ethane pyrolysis.
ARTICLE IN PRESS
JID: JTICE [m5G;June 25, 2020;9:21]
Z. Till et al. / Journal of the Taiwan Institute of Chemical Engineers 00 (2020) 17 5associated with significantly lower objective function values (an
approximate value of 2 in the case of the VGO models, and below 1 in
the case of the ETP model). Each successful solution of the optimiza-
tion problem can be interpreted as a slightly different realization of
the same kinetic model, but with different parameters.
It can be seen in Fig. 2 that noticeably more algorithms were suc-
cessful in the case of the VGO-15 model and the associated objective
function values are generally lower; on the other hand, the variance
of the results is higher. This is a classic case of the bias-variance trade-
off between the two models with different complexity. Hence, the
total model error can be estimated. Assuming a normal distribution
of the results from the successful runs, the errors are f ðxnÞ ¼ 0:84§
0:32 and f ðxnÞ ¼ 1:87§0:12 for the full and the reduced reaction net-
works, respectively.
Fig. 3, which shows the performance of the algorithms in the case
of the ETP model, is analogous to Fig. 2. Because here reaching f ðxnÞ ¼
0 is a realistic target due to lack of measurement noise, the perfor-
mance of the successful algorithms is associated with significantly
lower objective function values. The number of successful algorithms
(six), however, is significantly smaller than in the previous cases,
mainly because second-order reactions are also present in the sys-
tem, increasing its complexity. This is also the reason behind the
higher computational time requirements, with the exception of the
eSS (8) algorithm, indicating the advantages of combined global and
local optimization approaches, as pointed out elsewhere [5]. The
acceptable error level of the model is f ðxnÞ ¼ 0:07§ 0:11, in line with
the expected target value.
As mentioned earlier, in the case of the VGO hydrocracking mod-
els, the location and the value of the global minimum are unknown.
However, at this point, it can be suggested that the error level of the
VGO-15 and VGO-5 models reported above quantifies the global min-
imum. Firstly, the size and nature of the optimization problems are
very similar, i.e., they are kinetic identification problems with the
same number of parameters to be identified for the ETP and VGO-15Please cite this article as: Z. Till et al., Improved understanding of
optimization algorithms, Journal of the Taiwan Institute of Chemical Engimodel. Secondly, the complexity of the VGO-15 and VGO-5 models is
lower. Given that the performance of the successful algorithms char-
acterizes the global optimum in the case of the more complex ETP
problem, it stands to reason to suggest that the estimated total error
values of the VGO-15 and VGO-5 models also correspond to the
global optimum. In conclusion, the application of different nonlinear
optimization methods on the same kinetic identification problem
provides a convenient way to estimate the location of the global min-
imum and the total model error with high certainty.5.2. The importance of model reduction
As mentioned in Section 5.1, the VGO-15 model has a lower error
but also higher variance. Fig. 2 only shows this in the case of the
objective function values, but it is also worth examining how the
identified kinetic parameter sets differ from each other. To that end,
their correlation should be examined, because high correlation would
indicate that the kinetic parameters obtained by the application of
different GNLOPT algorithms are similar. The correlation coefficient
of two kinetic parameters (denoted as A and B) can be calculated
using the following equation:
r A;Bð Þ ¼ 1
N1
XN
i¼1
AimA
sA
 
BimB
sB
 
ð5Þ
where m and s are the mean and standard deviation of the parame-
ters, and N is the number of observations (i.e., the number of kinetic
parameter sets obtained in the successful runs). Graphical represen-
tations of the obtained correlation matrices in the case of the VGO-15
and VGO-5 models can be seen in Fig. 4. (Numerical values can be
found in the Supplementary material.) Here, the tendency is the
same as earlier, namely, the VGO-15 results show significantly higher
variation; in fact, the correlation values are close to zero. This result
is inconsistent with the very nature of the reaction network from
Fig. 1 as the reactions should correlate through the concentrations of
the component lumps. At the very least, the pre-exponential factors
and activation energy values corresponding to the same reaction
should be strongly correlated. The lack of this indicates high uncer-
tainty in the identified kinetic parameters.
On the other hand, the correlation matrix of the kinetic parame-
ters of the VGO-5 model in Fig. 4b has significantly higher values, in
other words, the identified parameters have lesser uncertainty. This
is an important result because lumped reaction networks are gener-
ally dense like the VGO-15 example. It is possible to identify the
kinetic parameters of such networks so that the error of the model is
reasonably low; nevertheless, the identified parameters would not
be reliable, hindering the application of these models to solve reactor
scale-up and design problems. Instead, it is important to reduce the
reaction network to keep the uncertainties in the model as low as
possible.5.3. Differences between the identified kinetic parameters
So far only the overall performance of the identified kinetic
parameters has been evaluated based on Eq. (3). For example, there
were 16 successful optimization methods in the case of the VGO-5
model in Fig. 2b, associated with approximately the same objective
function values. In addition, it is worth to investigate the possible dif-
ference between the results more in-depth. An effective way to do
that is to compute the difference between the concentration profiles
obtained using the identified kinetic parameters. The standard devia-
tion of the simulated pseudocomponent mass concentrations was
calculated in case of the VGO-5 model (using the ESCH, eSS, GA, HS,
NOMAD, and PSwarm algorithms) by the following equation:reaction kinetic identification problems using different nonlinear
neers (2020), https://doi.org/10.1016/j.jtice.2020.05.013
Fig. 4. Correlation between the identified parameters in the case of the a) VGO-15 and b) VGO-5 model.
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1
N
XN
j¼1
ycj
0
@
1
A
2
vuuut ð6Þ
where N is the number of observations, i.e., the number of calculated
mass concentrations from each global minimum at a given tempera-
ture and LHSV value. The resulting standard deviations are shown in
Fig. 5a in the case of VGO, where the highest values were obtained. It
can be seen that even though the value of the objective function is
nearly the same, the calculated mass concentrations can differ con-
siderably under certain operating conditions. Fig. 5b shows thisFig. 5. VGO concentration obtained using different kinetic parameters a) Standard
deviation b) Measured and calculated values.
Please cite this article as: Z. Till et al., Improved understanding of
optimization algorithms, Journal of the Taiwan Institute of Chemical Engidifference at LHSV = 0.5 h1. Apparently, that even low standard devi-
ation can represent a high bias from the measured value, as is the
case at 400 °C.
This type of investigation also highlights the possible experimen-
tal conditions where further measurements would be advantageous
[47]. For example, the measured value at 400 °C (or alternatively, at
380 °C) seems to be not in line with the other data points, therefore,
carrying out the hydrocracking experiment at these temperature lev-
els anew, and subsequently identifying of the kinetic parameters
would enhance the performance of the kinetic model. This is a further
advantage of the application of multiple algorithms during the kinetic
parameter identification.6. Conclusions and next steps
Studies assessing the performance of nonlinear optimization algo-
rithms in kinetic model identification are scarce in the literature, and
the reason behind this is simple: there is no one “best” algorithm for
all cases. Even in the case of the three identification problems dis-
cussed here, some algorithms performed well in one case and not so
well in the other. On the other hand, we think imperative to provide
some guidelines for non-mathematicians dealing with similar prob-
lems which algorithms to choose from. The answer is simple but
peculiar on second thought: never choose only one. Applying
completely different NLP solvers to the same problems might as well
provide valuable insight into the problem regarding the uncertainty
of the solution or even of the whole model. In the next step, we
would like to quantify the latter further, especially how the relations
between similar minima describes the variance of the given model. It
appears to be equally interesting to find out how the characteristic of
the objective function contributes to the uncertainty of the solution
of the identification problem. Still, the most important thing is to
keep the practical approach in mind.Declaration of Competing Interest
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