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21
All graphs and digraphs are supposed to be finite, and they may contain loops 22 or multiple arcs or edges. Notation follows [1] , and we recall the most relevant 23 concepts here. In order to distinguish between directed cycles in a digraph D
24
and cycles in its underlying graph UG(D) we use the name dicycle for a directed 25 cycle in D and cycle for a cycle in UG(D). Whenever we consider a (directed) 26 path P containing vertices a, b such that a precedes b on P , we denote by 27 P [a, b] the subpath of P which starts in a and ends in b. Similarly, we denote by 28 P (a, b], P [a, b), and P (a, b), respectively, the subpath that starts in the successor 29 of a on P and ends in b, starts in a and ends in the predecessor of b, and starts 30 in the successor of a on P and ends in the predecessor of b, respectively. The 31 same notation applies to dicycles. In [2] , an extension of this has been studied, where H might be a mixed graph,
34
having both arcs and edges, and the edges of H are asked to be mapped to 35 cycles and paths of UG(D) [2] . 2 We found it surprising that, as a consequence of 36 1 Where, in the case of a cycle C of D assigned to a loop of H at x, we consider its internal vertices to be all but f (x).
2 We are always assuming that D and UG(D) have the same set of vertices and arcs, respectively, i.e. they differ only by means of incidence relations.
After this we show that Problem 1 is N P-complete for digraphs with τ (D) = 1, 23 and, hence, N P-complete in general.
24
The case τ (D) ≥ 3 is easily dealt with due to the following result from [3] . can find such cycles in polynomial time. 28 Since a digraph with at least two non-trivial strong components of size greater 29 than one has two disjoint dicycles, we get, as an immediate consequence: In this section we describe the characterization in [3] of the strongly connected no-instances to Problem 1. They fall into three infinite classes called vaults,
19
multiwheels, and trivaults.
20
We start by describing the vaults. Let ≥ 5 be odd, let P 0 , . . . , P −1 be disjoint 21 nonempty paths, and, for each i ∈ {0, . . . , − 1}, let a i be the initial vertex, d i
22
be the terminal vertex, and b i , c i be vertices of P i such that either b i c i is an arc there exist arcs pq, rs from some P i to P i+1 such that p occurs before r on P i 31 and q occurs after s on P i+1 . In that case,
is a dicycle of D, disjoint from the cycle of UG(D) constituted by the path
and the arc rs. are the only arcs from P i to P i+2 . 
(iv) similarly, for distinct i, j ∈ {0, 1, 2}, if R i is a path and L j is a nontrivial 
23
Observe that every trivault is strongly connected. It might contain a vertex of 24 in-and out-degree 1; however, this is either in some path R i − x i or in some Now we are ready to state the characterization from [3] of the strongly connected (ii) D is a subdivision of either a multiwheel or a split multiwheel.
10
(iii) D is a subdivision of a trivault without a niche.
11
Furthermore, if D satisfies one of (i)-(iii), we can produce a certificate for this 12 in polynomial time.
13
In order to obtain a certificate that a given strongly connected digraph D with 14 τ (D) = 2 is in fact a no-instance, we first reduce to an equivalent instanceD 15 which has minimum in and out-degree 2 and then apply the following theorem 16 from [3] .
Figure 4: A typical display member P v . Arcs not in A(P v ) but incident with some vertex from V (P v ) will start in its out-tree or terminate in its in-tree (or both). The in-and out-trees are displayed on the left and right hand side of the drawing, respectively. Instead of being adjacent as indicated, their respective roots might be the same ("thought of being on the dashed line"). 
4
(i) A complete digraph on 3 vertices (with arbitrary multiplicities).
5
(ii) A digraph obtained from a cycle Z on at least 3 vertices by adding a new 6 vertex a and at least one arc from a to every b ∈ V (Z) and at least one 7 arc from every b ∈ V (Z) to a. We now look at the case that our input digraph D to Problem 1 has dicycle 8 transversal number 2. As we have mentioned in the introduction, we may assume 
26
We further simplify the problem by observing that each of the following oper- cycle). Otherwise we delete all but one copy of uv.
34
(ii) Delete all external vertices with degree at most one (they are on no cycle).
35
(iii) Contract the outgoing arc of a vertex v with d
We now analyze connections between pairs of vertices in D and external ver- i ∈ {0, ..., −1} (all indices modulo ). We may assume that consecutive vertices 21 on P i are not subdivided (so that the P i are paths in D , too). Ifḋ i a i+2 is non-
22
trivial then we enlarge the wall P i byḋ i a i+2 − a i+2 and redefine d i accordingly.
23
Hence we may assume that non-trivial links always connect consecutive walls.
24
Lemma 3 There is always a directed cycle avoiding any prescribed wall, but
25
there is no directed cycle avoiding two consecutive walls.
26
Proof. It is easy to check that the subdigraph consisting of the walls P i−1 ,
27
P i+1 , P i+3 , . . . , P i−4 , P i−2 and all links between them contains a directed cycle 28 avoiding P i . On the other hand a directed cycle avoiding walls P i , P i+1 , if it 29 existed, could not contain vertices of P i+2 , because V (P i+2 ) has no in-degree in
Repeating this argument inductively one sees that no 31 wall could be part of the cycle, hence such a cycle cannot exist. containing α, u, v and using only vertices from V (P i ) ∪ {α}. If u and v are not 1 on the same P i it is possible to relabel everything in such a way that u is on the 2 wall P 0 and v is on wall P 2k , where 2k > 0 and 2k < − 1. The undirected cycle
, v]αu is therefore disjoint from any directed cycle 4 contained in the subdigraph induced by P 1 , P 3 , P 5 , . . . , P −4 , P −2 , P −1 and all 5 the links between them. (ii) ({u, v}, α) is not a pin if and only if ({u, v}, α) is a 1-clasp.
19
Proof. Since it is not possible that {u, v} is a dicycle transversal of D while
20
({u, v}, α) is a 1-clasp, it suffices to prove the only-if-parts of (i) and (ii).
21
For (i), suppose that ({u, v}, α) is a pin, and let i be as in the definition of a pin.
1
We show that the walls P i and P i+1 containing u and v, respectively, cannot 2 be part of a dicycle which avoids u, v and then use Lemma 3 to conclude that 3 {u, v} is a dicycle transversal. If we remove u then, as u does not occur before 4 b i , the path starting from u's out-neighbour on P i (if one exist) and ending at 5 d i has in-degree zero and hence cannot be contained in a directed cycle, so we 6 can remove it during our the search. Symmetrically, the path starting from a i+1 7 and ending at v's in-neighbour (if one exist) on P i+1 has out-degree zero and 8 can be removed. At this stage the set consisting of the remaining vertices on 9 P i and the set consisting of the remaining vertices on P i+1 have zero out-degree 10 and in-degree respectively, hence they cannot be part of a dicycle. Now Lemma 11 3 implies that {u, v} is a dicycle transversal.
12
For (ii), suppose that ({u, v}, α) is not a pin. We prove that ({u, v}, α) is a such that u is on P i and v ∈ P i+1 . If u comes before b i on P i then there is a 17 linkẑb i , with z ∈ P i−1 , and the directed cycleẑb
of Figure 5 ). Symmetrically if v comes after c i+1 then there is a linkċ i+1 z ,
20
with z ∈ P i+2 and the directed cycleċ
is disjoint from the undirected cycle of Figure 5 ), certifying that ({u, v}, α) is a 1-clasp.
27
Now consider the case that one of u, v, say, u, is not on a wall and, hence, an avoids all walls except for P i , and hence, by Lemma 3, ({u, v}, α) is a 1-clasp.
34
If u g and v h are on distinct non-consecutive walls then we can relabel every-
35
thing in the same way as in the proof of Lemma 4 having one of u g , v h on 36 P 0 and the other on P 2k , where 0 < 2k < − 1. If u g in P 0 and v h in P 2k 37 then u, ..., u g , R, v h , ..., v, α, u -where R is the path joining u g and v h through 38 walls P 0 , P 2 , . . . , P 2k -forms a cycle in UG(D) disjoint from any directed cy-
39
cle contained in the subdigraph induced by P 1 , P 3 , ..., P −2 , P −1 and all the 40 links between them. Otherwise, v, ..., v h , R, u g , ..., u, α, v -where R is the path 41 joining v h and u g through walls P 0 , P 2 , . . . , P 2k -is the desired cycle.
42
Theorem 7 There is a polynomial time algorithm that decides whether a given Proof. We first reduce to the situation described immediately before Lemma 3.
5
For every α ∈ D − D consider the sets {u, v} formed by two distinct neighbors of X i then it enters X i via an arc from some vertex from R j with j = i to 35 some ∈ L i , and it exits X i via an arc from some r ∈ R i to some vertex from 1 L k with k = i. Moreover, the dicycle will contain the unique , r-path in X i 2 and, in particular, b i and c i -hence it cannot traverse X i more than once. triple (a, b), (c, d) , (e, f ) with
path in X 1 , the unique (d, e)-path in X 2 , and the unique (f, a)-path in X 0 , or (iii) The aim of this section is to prove that Problem 1 is N P-complete for digraphs 17 with transversal number 1 and an unbounded number of transversal vertices.
18
We start with a quite different N P-complete problem on bipartite graphs and 19 then show how to reduce from this problem.
20
Problem 2 Let G be a 2-connected bipartite graph with color classes U and V
21
and let V 1 , V 2 , . . . , V k be a partition of V into disjoint non-empty sets. Decide
22
if there exists a cycle C in G which avoids at least one vertex from each V i .
23
Lemma 5 Problem 2 is N P-complete.
24
Proof. We will show how to reduce 3SAT to Problem 2 in polynomial time. 
2
For each i ∈ {1, 2, . . . , m} we associate the clause C i with three of the vertices
, a i,3 } (this is the clause gadget) from the graph G above as 4 follows: assume C i contains variables x j , x k , x (negated or not). If x j is not 5 negated in C i and this is the rth occurence of x j (in the order of the clauses that 6 use x j ), then we identify a i,1 with y j,2r−1 and if C i containsx j and this is the 7 hth occurrence ofx j , then we identify a i,1 with z j,2h−1 . We proceed similarly 8 with x j , a i,2 and x k , a i,3 , respectively. Thus G contains all the vertices a j,i , 9 j ∈ {1, . . . , m}, i ∈ {1, 2, 3}.
10
Claim. G contains an (s, t)-path P which avoids at least one vertex from 11 {a j,1 , a j,2 , a j,3 } for each j ∈ {1, . . . , m} if and only if F is satisfiable.
12
For a proof, suppose P is an (s, t)-path which avoids at least one vertex from 13 {a j,1 , a j,2 , a j,3 } for each j ∈ {1, . . . , m}. By construction of G , for each vari- consists of an (s, t)-path in G and one of the two (t, s)-paths tz 1 s, tz 2 s.
31
We show that G has a cycle C which avoids at least one vertex from each of the avoids at least one vertex from V j = {a j,1 , a j,2 , a j,3 } for each j ∈ {1, . . . , m}.
36
Note that the sets V i , i ∈ {1, . . . , m}, exclude cycles of the form
and V m+1 excludes the cycle sz 1 tz 2 s.
38
We now reduce Problem 2 to Problem 1 restricted to the case of dicycle transver-39 sal number 1 and an unbounded number of transversal vertices. Proof. First suppose there is a cycle in H avoiding the vertex p i,ai of V i for 10 each i. Then, by the construction of D, the same cycle will be a cycle in UG(D).
11
The cycle
cycle, and we are done.
13
Now suppose there is an undirected cycle C disjoint from some dicycle in D.
14 Note that every dicycle in D is formed by the arc v k v 0 and some (v 0 , v k )-path.
15
The path is of the form alternates between them. Therefore C has a corresponding cycle in H, and this 18 one avoids at least the vertex p i,ai from of the set V i for each i ∈ {1, . . . , k}.
19
From the previous two lemmas we immediately get:
20
Theorem 10 Problem 1 is N P-complete. Note that no vertex except a 1 , . . . , a k−1 belongs to more than one system P x .
3
Now suppose that there exists an (a 0 , a k )-dipath C inD and a cycle C in 4 UG(D) disjoint from C. We show that we can take them such that C changes 5 from one path to another at most once in any of the path systems. In fact,
6
we can take C, C as above such that the number of their arcs not in the path 7 system, that is,
is minimized. For all paths P and get, again, a smaller value for (1). This proves Claim 3.
27
We define a bridge as the subdigraph ofD formed by either a single arc of if it would then we easily find a dipath C and C with a smaller value for (1).
32
A switch is a maximal subpath of C of length at least one such that all its edges and finds these cycles if they exist.
24
Proof. The problem is (polynomially) equivalent to finding C, C inD as in 25 the first three paragraphs of this section (or decide that they do not exist). All 26 further objects, in particular suitable maximal path systems P x , can be com- 
35
Now we are in a stage where a solution would use at least one switch. However,
36
at the same time, we have control on the number of hypothetical x-switches and 37 can determine these. For all pairs (e, f ) of arcs we check if e starts on some time, and such a path is uniquely determined because otherwise there would 41
