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For variational algorithms on the near term quantum computing hardware, it is highly desirable
to use very accurate ansatze with low implementation cost. Recent studies have shown that the
antisymmetrized geminal power (AGP) wavefunction can be an excellent starting point for ansatze
describing systems with strong pairing correlations, as those occurring in superconductors. In this
work, we show how AGP can be efficiently implemented on a quantum computer with circuit depth,
number of CNOTs, and number of measurements being linear in system size. Using AGP as the
initial reference, we propose and implement a unitary correlator on AGP and benchmark it on the
ground state of the pairing Hamiltonian. The results show highly accurate ground state energies in
all correlation regimes of this model Hamiltonian.
I. INTRODUCTION
Recent advances in quantum computing have opened
up new avenues to tackle the strong correlation problem
in electronic structure theory. [1–3] Due to the expo-
nential cost of simulating the entire Hilbert space on a
digital computer, a quantum computer with as few as
50–100 qubits could in principle outperform their clas-
sical counterparts in some tasks. [3–5] However, exist-
ing noisy intermediate scale quantum (NISQ) devices,
suffer from short coherence-time and lack of error cor-
rection. [3, 4, 6, 7] Therefore, while there exist algo-
rithms such as quantum phase estimation (QPE) that
can compute the ground state energies of any fermionic
system with exponential speedup, [8, 9] they cannot be
reliably implemented on NISQ devices. A promising al-
ternative is to use hybrid quantum-classical algorithms,
chief among which is the variational quantum eigensolver
(VQE) [10, 11]. In VQE, the ground state of a Hamil-
tonian, Hˆ, is obtained by variationally optimizing the
energy over an ansatz |ψ(θ)〉 that depends on a set of
parameters θ. That is,
Egs = min
θ
〈ψ(θ)|Hˆ|ψ(θ)〉, (1)
such that the state preparation is done on a quantum
computer, while the parameter optimization is performed
on a classical computer. The role of a quantum computer
in VQE is to overcome the exponential cost of storing the
wavefunction, which would be intractable on a classical
computer.
Choosing an appropriate ansatz in VQE is abso-
lutely crucial in converging to or near the ground state.
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[2, 3, 12] On the one hand, we demand that the physi-
cal resources needed for implementing |ψ(θ)〉 should scale
polynomially in system size and accuracy. On the other
hand, we want the ansatz to have a large overlap with
the ground state and guarantee that it can access the
relevant parts of the Hilbert space in the optimization.
[2, 3, 13, 14] A common approach is to use variants of
unitary coupled cluster singles and doubles (UCCSD)
on the Hartree-Fock (HF) reference. [11, 15–24] Such
physically-inspired ansatze are typically more accurate
that their ad-hoc, hardware-efficient counterparts, but
they often require relatively deeper and more expensive
circuits to implement. [3, 25–28] The cost is exacerbated
in the strong correlation regime where collective exci-
tations become important, which in turn requires even
deeper circuits to implement. [23, 24] Moreover, consid-
erations concerning the so-called “symmetry dilemma”
could further complicate the applications of unitary cou-
pled cluster in the presence of strong correlation. [29–31]
Yet, there exist strongly correlated systems for which
neither HF-based nor multireference methods might be
the best starting points. Consider for example the at-
tractive pairing—also known as the reduced Bardeen-
Cooper-Schrieffer (BCS)—Hamiltonian [32–35], which
can be written as
Hˆ =
∑
p
p(nˆp↑ + nˆp↓)−G
∑
pq
c†p↑c
†
p↓cq↓cq↑, (2)
where c†pσ and nˆpσ are the creation and number operators
respectively of a fermion in orbital p and spin σ = {↑, ↓}.
Here, and in the rest of the paper, we assume for sim-
plicity that p = p∆ is the single-particle energy level
such that ∆ is the level-spacing, and G is a constant
that tunes the strength of the pairwise interaction. Note
that the interaction is infinite-range, and it is attractive
when G > 0. The relevant symmetries of this Hamilto-
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2nian are seniority [36] (i.e. each orbital is either doubly
occupied or empty) and the total particle number. The
lowest energy mean-field solution spontaneously breaks
number symmetry in finite systems at some critical value
G = Gc > 0. This gives rise to the well-known BCS
wavefunction [32] for G > Gc and a symmetry preserving
Slater determinant for all G < Gc. While this Hamilto-
nian is exactly solvable by the Richardson-Gaudin equa-
tions, [35, 37] some of the widely used many-body meth-
ods, e.g. coupled cluster theory, break down in the regime
where the attractive interaction is strong. [38–42] In
particular, it has been shown that neither symmetry-
adapted nor broken-symmetry single-reference coupled
cluster theory is a suitable approach to solve this prob-
lem. [42] Thus, by extension, one might conjecture their
unitary counterparts are similarly ineffective. Multirefer-
ence methods are not suitable either, because in the limit
where G  Gc, all Slater determinants become equally
important, which makes it impossible to select an active
orbital space. [42]
Meanwhile, the AGP wavefunction has emerged as an
excellent starting point for this problem. [42–44] AGP,
which is equivalent to the number-projected BCS wave-
function, [45–47] is well known for its ability to describe
off-diagonal long-range order without breaking number
symmetry. [48] While AGP is not necessarily a good
wavefunction per se, since geminals are not all the same in
most physical problems, it has been shown recently that
correlated wavefunctions built from AGP are good at de-
scribing both the weak and strong pairing correlations—
at least in the reduced BCS Hamiltonian. [42–44] There
are many qualities that could make AGP an attractive
starting point for a more generic Hamiltonian wherein
pairing correlations play a role. First, it inherently con-
tains the same number of Slater determinants as doubly
occupied configuration interaction (DOCI), [36, 49–51]
yet it can be optimized with mean-field cost, i.e. O(M3)
where M is the system size. [52, 53] (Note that DOCI is
exact for Hamiltonians where seniority is a good quantum
number, but it has combinatorial cost.) Moreover, AGP
contains HF, thus it has a much richer structure as an
initial reference. Secondly, many-body reduced density
matrices (RDMs) can be computed efficiently over AGP.
In particular, any n-body density matrix can be written
as a linear combination of lower rank density matrices
and geminal coefficients. [54] Indeed, this is reminiscent
of HF theory where all RDMs can be obtained from lower
order ones.
In this paper, we propose an efficient algorithm to im-
plement AGP on a quantum computer. That is, having
decided to explore the use of AGP as an initial reference,
we first optimize AGP on a classical computer, and then
improve it on a quantum computer by a unitary correla-
tor acting on it. Our method paves the way for taking ad-
vantage of unitary ansatze built atop of AGP, which are
only accessible in approximate form on a classical com-
puter. [55] In Sec. II D we make use of an operator which
we colloquially call unitary pair-hopper and benchmark
the ansatz by optimizing it for the pairing Hamiltonian.
As we shall see in Sec. III, this ansatz is accurate not only
for attractive interactions where the conventional meth-
ods break down, but it is also well-behaved for repulsive
interactions where coupled cluster is accurate.
II. THEORY
Our strategy for implementing AGP on a quantum
computer is to first efficiently simulate the correspond-
ing BCS wavefunction and then number-project it in a
NISQ-friendly manner. In Sec. II A, we take advantage of
an economic mapping between fermion pairs and qubits
which proves to be highly advantageous in reducing the
number of qubits and making the circuits shallow. In
Sec. II B, we show an efficient implementation of the
BCS wavefunction using single-qubit rotations only. In
Sec. II C we discuss a procedure to carry out number pro-
jection with the aid of a series of measurements. Finally,
in Sec. II D we derive our correlator from the killers of
AGP and discuss its implementation.
A. Mapping geminals to qubits
A geminal creation operator can be expressed as
Γ† =
2M∑
p,q=1
ηpqc
†
pc
†
q, (3)
where c†p is the creation operator of a fermion in spin-
orbital p, ηpq is the geminal coefficient (an antisymmet-
ric matrix), and there are a total of 2M spin-orbitals in
the system. AGP with N pairs is a geminal-based wave-
function where all 2N fermions are in the same geminal
[56]
|AGP〉 = 1
N !
(Γ†)N |vac〉, (4)
where |vac〉 is the physical vacuum and the 1/N ! factor
is introduced for convenience.
While it is possible to implement the geminal oper-
ator on a quantum computer by mapping fermions to
qubits using the Jordan-Wigner, Bravyi-Kitaev, or other
transformations, [57–59] we show that a more efficient
implementation can be obtained by mapping each pair
of fermions to a qubit.
To this end, without loss of generality, we apply an
orbital rotation that brings the matrix of the geminal co-
efficients into a block-diagonal form. [60] This expresses
the geminal operator in the natural-orbital basis of the
geminal wherein all orbitals are paired. Therefore, we
can write the geminal operator readily in terms of pair
creation operators
Γ† =
M∑
p=1
ηpP
†
p, (5)
3where we define
P†p = c
†
pc
†
p¯, (6a)
Np = c
†
pcp + c
†
p¯cp¯, (6b)
such that p¯ is the “paired” companion of p. Therefore,
the AGP wavefunction in Eq. (4) can be written as
|AGP〉 =
∑
1≤p1<...<pN≤M
ηp1 ...ηpNP
†
p1 ...P
†
pN |vac〉. (7)
The operators, P†p, Np, and Pp are generators of a
su(2) Lie algebra [47, 54, 61]
[
Pp,P
†
q
]
= δpq (1−Np) , (8a)[
Np,P
†
q
]
= 2δpqP
†
q, (8b)
thus can be naturally mapped to the standard model of
quantum computation [62] as follows: Let |0〉p = ( 10 ) and
|1〉p = ( 01 ) represent the doubly-unoccupied and doubly-
occupied natural orbital p respectively, then
|vac〉 7→ |0〉M ⊗ ...|0〉1 ≡ |0¯〉, (9a)
P†p 7→
1
2
(Xp − iYp) ≡ σ+p , (9b)
Np 7→ 1− Zp ≡ np, (9c)
Pp 7→ 1
2
(Xp + iYp) ≡ σ−p , (9d)
where X, Y , and Z are the standard Pauli operators.
Note that the tensor products are ordered in such a way
that those with smaller indices are placed on the right.
It is easy to show that the two algebras are isomorphic.
The advantage of this mapping is that we need half as
many qubits (M as opposed to the original 2M) in the
implementation. Moreover, since the pair operators com-
mute for off-site indices, the Pauli Z strings associated
with the anticommutation of fermions are absent.
B. BCS wavefunction on a quantum computer
Recall that the normalized BCS wavefunction can be
written as [32]
|BCS〉 =
M∏
p=0
(
up + vpe
iλpc†pc
†
p¯
)
|vac〉, (10)
where up and vp are real numbers such that u
2
p + v
2
p = 1,
and λp is a phase angle and is real valued. Define ηp =
exp(iλp)vp/up, then we can write [45]
|BCS〉 = N
M∏
p=1
(1 + ηpP
†
p)|vac〉 (11a)
= N
(
1 +
∑
p
ηpP
†
p +
∑
p>q
ηpηqP
†
pP
†
q + ...
+ η1η2...ηMP
†
1P
†
2...P
†
M
)
|vac〉 (11b)
= N
M∑
N=0
1
N !
(
Γ†
)N |vac〉, (11c)
where N = 1/√〈BCS|BCS〉. One can readily see from
Eq. (11c) and Eq. (4) that the BCS wavefunction is a
superposition of AGPs with different numbers of pairs
up to a normalization factor.
Implementation of |BCS〉 on a quantum computer un-
der the transformation Eq. (9) takes the form
|BCS〉 = N
(
1 +
∑
p
ηpσ
+
p +
∑
p>q
ηpηqσ
+
p σ
+
q + ...
+ η1...ηMσ
+
M ...σ
+
2 σ
+
1
)
|0¯〉. (12)
We show that this can be implemented efficiently with
a depth of O(1) using single-qubit rotations. Explicitly,
define θp = 2 arctan(vp/up), then the BCS state can be
obtained by
|BCS〉 =
M∏
p=1
e−iλpZp/2e−iθpYp/2|0¯〉. (13)
where exp(−iλpZp/2) exp(−iθpYp/2) = Rz(λp)Ry(θp) =
u(λp, θp) is an Euler rotation applied to qubit p. [63]
This is because
M∏
p=1
e−iλpZp/2e−iθpYp/2|0¯〉 =
M∏
p=1
e−iλpZp/2
(
cos
(
θp
2
)
I + (σ+p − σ−p ) sin
(
θp
2
))
|0¯〉
(14a)
= N
M∏
p=1
(
I + tan
(
θp
2
)
eiλpσ+p
)
|0¯〉 (14b)
= N
(
1 +
∑
p
ηpσ
+
p +
∑
p>q
ηpηqσ
+
p σ
+
q + ...
+ η1...ηMσ
+
M ...σ
+
2 σ
+
1
)
|0¯〉 (14c)
which is the same as Eq. (12) up to an inconsequential
global phase.
4|0〉a H •
|0〉1 u(λ1, θ1)
Rz(φj)
|0〉2 u(λ2, θ2)
...
...
|0〉M u(λM , θM)
FIG. 1. Circuit for number projecting the BCS wavefunction.
The operations in the dashed box implement the BCS state
where u(λp, θp) = Rz(λp)Ry(θp). The top wire corresponds
to the ancilla qubit, and the controlled block consists of at
most M controlled Rz(φj).
C. Number projecting BCS
As it is clear from Eq. (11c), AGP is nothing but
the BCS state projected onto a particular number mode.
Therefore, denote the number projection operator onto
the N -pairs mode as [45]
PN = 1
2pi
∫ 2pi
0
dφ eiφ(Nˆ−N), (15)
where N is the desired number of pairs, and Nˆ =
1
2
∑
p Np in our formalism. Therefore, for the AGP with
N pairs we have
|AGP〉 = 1N PN |BCS〉. (16)
Numerically, the integral in Eq. (16) can be evaluated
exactly by a sequence of “half-projections” [64, 65]
PN |BCS〉 =
k∏
j=0
1
2
(
1 + eiφj(Nˆ−N)
)
|BCS〉, (17)
where φj = pi2
−j and k = blog2 max{N,M −N}c. That
is, every product eliminates half of the contaminants suc-
cessively until the desired number of pairs is achieved.
To implement the number projection on a quantum
computer, first observe that
eiφ(Nˆ−N) 7→ γ(φ)
M∏
p=1
e−iφZp/2, (18)
where exp
(
−iφ2Zp
)
= Rz(φ) is an elementary gate act-
ing on qubit p, and γ(φ) = exp (iφ(M/2−N)) is a global
phase. On an ideal quantum computer, one can in princi-
ple prepare AGP by directly implementing Eq. (17) and
using the methods prescribed in Ref. [66]. However, this
would require a relatively deep circuit which could render
its applicability on NISQ devices. Recognizing that for
all practical purposes we want to compute expectation
values of observables over AGP, a more efficient method
is to trade depth for more measurements. This can be
done by expanding the product in Eq. (17) into a sum
and using Eq. (16) to obtain
〈AGP|Aˆ|AGP〉
〈AGP|AGP〉 =
∑
j〈BCS|Aˆeiφj(Nˆ−N)|BCS〉∑
j〈BCS|eiφj(Nˆ−N)|BCS〉
, (19)
where Aˆ is an arbitrary number-preserving observable
and we used the property 〈P†N AˆPN 〉 = 〈AˆPN 〉. If Aˆ is
not number preserving, then its expectation value over
AGP is zero. Recently, Ref. [31] used a similar technique
to implement spin projection.
To minimize the number of measurements on a quan-
tum computer, it is sufficient to only measure the terms
in the numerator of the right hand side of Eq. (19).
The denominator is nothing but N 2〈AGP|AGP〉 which
can be computed on a classical computer efficiently;
〈AGP|AGP〉 is an elementary symmetric polynomial over
{η2p}, [54] and N =
∏
p up from Eq. (11). Thus, using
the expanded form of Eq. (17) in particular, we obtain
〈AGP|Aˆ|AGP〉
〈AGP|AGP〉 = C
n∑
j=1
〈BCS|Aˆeiφj(Nˆ−N)|BCS〉, (20)
where n = 2k+1, φj = 2pi(j − 1)/n and
C = 1
n
〈BCS|BCS〉
〈AGP|AGP〉 , (21)
is computed on a classical device. Furthermore, for nu-
merical convenience we can scale the geminal coefficients
beforehand, say by
ηp → ηp
2N
√〈AGP|AGP〉 , (22)
so that 〈AGP|AGP〉 = 1.
Lastly, since Aˆeiφj(Nˆ−N) is not Hermitian, we com-
ment on how to evaluate each term in the right hand
side of Eq. (20) on a quantum computer. For this, we
invoke the well-known Hadamard test [67, 68] for which
we must introduce a single ancilla qubit and use 2-qubit
controlled-Rz rotations to obtain
|Ψ〉 = 1√
2
(
|BCS〉|0〉a + Rˆ(φj)|BCS〉|1〉a
)
, (23)
where Rˆ(φj) =
⊗M
p=1Rz(φj). See Fig. 1 for a cir-
cuit diagram. Then for an observable Aˆ, we measure
Re [2〈σ−a 〉] = 〈Xa〉 for each φj . Note that it is not nec-
essary to involve Aˆ in the Hadamard test; since Aˆ is
Hermitian, we can always measure the qubits in the basis
where Aˆ is diagonal, hence avoiding additional controlled
operations.
5D. Correlated AGP and unitary pair-hopper on a
quantum computer
Expectation values of many-body operators over AGP
can be efficiently computed on a classical computer. [54]
The advantage of using a quantum computer emerges
when we want to correlate AGP by some unitary oper-
ator. In our method, adding correlation by a unitary
operator Uˆ simply amounts to changing Aˆ → Uˆ†AˆUˆ in
Eq. (20) while everything else remains the same.
There are several candidates for Uˆ . For example,
Ref. [69] suggested using a Jastrow-type correlator ap-
plied to AGP. In this paper, we propose to use another
correlator which we derive from the 2-body killer of AGP,
i.e. Kpq|AGP〉 = 0. [43] It was shown that one can build
excitations on top of AGP using the adjoint of the killer,
which can be written as
K†pq = η
2
qP
†
pPq + η
2
pP
†
qPp +
1
2
ηpηq (NpNq −Np −Nq) .
(24)
Here, we propose to build an anti-Hermitian correlator
from Kpq −K†pq ∝ P†pPq − P†qPp, and use its exponen-
tial as a unitary correlator. Formally, define the anti-
Hermitian pair-hopper operator as
Tˆ =
M∑
p>q
τpq
(
P†pPq −P†qPp
)
, (25)
where τpq are the variational coefficients and τpq = −τqp.
Under the transformation in Eq. (9), each term becomes(
P†pPq −P†qPp
) 7→ i (XpYq − YpXq) /2. (26)
We define the unitary pair-hopper correlator Uˆ as
Uˆ ≡ exp(Tˆ ) = exp
(
i
∑
p>q
τpq
2
(XpYq − YpXq)
)
. (27)
In order to implement Eq. (27) on a quantum computer,
we decompose Uˆ as a product of elementary gates. How-
ever, since the terms in the anti-Hermitian pair-hopper
do not commute, we resort to implementing Uˆ as a prod-
uct of exponentials, that is
Uˆ =
M∏
p>q
exp
(
i
τpq
2
(XpYq − YpXq)
)
. (28)
Notice that the matrix representation of each exponential
is simply
Uˆpq =
1 0 0 00 cos τpq − sin τpq 00 sin τpq cos τpq 0
0 0 0 1
 , (29)
q •
p • Ry(2τpq) •
FIG. 2. Circuit for implementing Uˆpq. The top and bottom
wire corresponds to the qubits indexed by q and p respectively.
Ry(2τpq) = exp (−τpqY ) is an elementary gate.
where Uˆpq ≡ exp (iτpq(XpYq − YpXq)/2). As such, Uˆpq
can be conceived of as a 2-qubit entangling gate [13, 14,
20, 70] leaving the states |00〉 and |11〉 untouched, and
|01〉 → cos (τpq)|01〉+ sin (τpq)|10〉, (30a)
|10〉 → cos (τpq)|10〉 − sin (τpq)|01〉. (30b)
Note that Uˆpq is number conserving. Fig. 2 shows a sim-
ple circuit to implement Uˆpq. [20]
III. APPLICATION
In this section, we benchmark the unitary pair-hopper
ansatz on the reduced BCS Hamiltonian. Using Eq. (9),
the Hamiltonian in Eq. (2) can be written as
Hˆ =
M∑
p=1
(p − G
2
)(1− Zp)− G
2
M∑
p>q
(XpXq + YpYq) ,
(31)
The geminal coefficients can be chosen to be real, and we
normalize ηp according to Eq. (22) so that 〈AGP|AGP〉 =
1. Our goal is to obtain the ground state by variationally
optimizing the energy as follows
Egs = min
τ
{
〈AGP|Uˆ†(τ)HˆUˆ(τ)|AGP〉
〈AGP|AGP〉
}
. (32)
The gradients are computed numerically when necessary.
Since the anti-Hermitian pair-hopper does not form a
closed and compact subalgebra, the ansatz is generally
order-dependent. [27, 71, 72] Therefore, for simplicity,
we take the following ordering
M∏
p>q
Uˆpq = UˆMM−1...Uˆ31Uˆ21. (33)
We observe that in the limit where the dimension of this
ansatz is equal to that of FCI (DOCI), i.e. when M = 4
and N = 2, the energy converges to the exact value.
While this justifies the use of this particular ansatz, [71]
finding an optimal ordering for pair-hoppers will be the
subject of future research. For this choice, the depth and
number of CNOTs grow asymptotically as O(M2), and
the number of variational parameters is M(M − 1)/2.
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FIG. 3. Energy error of the unitary pair-hopper ansatz optimized for the pairing Hamiltonian as a function of G/Gc. The left
figure corresponds to 6 levels and the right is for 12 levels at half-filing
The numerical simulations reported in this section were
performed on a classical computer in the absence of
noise. We used IBM’s Qiskit libraries [73] for the back-
end simulator. The unconstrained minimization of en-
ergy were carried out using a combination of sequen-
tial least squares programming (SLSQP) and limited-
memory BroydenFletcherGoldfarbShanno (BFGS) algo-
rithms [74, 75].
We report the optimized energy in both the attractive
and repulsive regimes of the pairing Hamiltonian. Fig. 3
shows the energy error for M = 6, 12 as a function of
G/Gc at half-filling. The bare AGP wavefunction is exact
on the attractive side in the limit where G/Gc → +∞,
but on the repulsive side (G < 0), it gradually deterio-
rates as G gets smaller. In contrast, the application of
unitary pair-hoppers on AGP recovers a significant por-
tion of the correlation energy in both the attractive and
repulsive regimes. Although the optimized energies are
not exact, this shows that our ansatz is robust and highly
accurate for the pairing Hamiltonian. To make this point
clear, we also plot the fraction of the correlation energy
computed as
Ec/E
exact
c =
E − EHF
Eexact − EHF , (34)
as a function of G/Gc in Fig. 4. The plots show that more
than 99% of the correlation energy has been recovered by
the unitary pair-hopper in either system.
As was noted earlier in this paper and elsewhere [42,
43], the interaction in the pairing Hamiltonian is infinite-
range which makes the exact energy a nonlinear function
of system size. This complicates the discussion about
size-extensivity of the ansatz which we do not intend to
address in this work.
IV. CONCLUSIONS
Motivated by using AGP as an initial reference for
strongly correlated systems, we have shown an efficient
and NISQ-friendly implementation of AGP on a quan-
tum computer. The main purpose of so doing is to build
unitary ansatze over AGP in order capture the remaining
correlation error. Such ansatze are not easily accessible
on a classical computer, but they can be implemented
efficiently on a quantum computer as we demonstrated
in this paper.
Our method for implementing AGP uses a hybrid of
classical and quantum methods wherein we first opti-
mize the geminal coefficients on a classical computer then
use them to implement AGP on a quantum device. The
quantum implementation involves two steps: First, we
implement the BCS wavefunction efficiently using single-
qubit rotations with the total depth of O(1). Second,
we carry out the number projection with at most O(M)
measurements. The depth and number of CNOTs in-
volved in the number projection circuit grow linearly in
system size. A key observation that makes an efficient
implementation of AGP and its correlators possible is
the use of an economic mapping between fermion pairs
and qubits. Under this mapping, the Pauli Z strings as-
sociated with the fermionic anticommutation are inher-
ently absent, and, compared to an implementation based
on fermionic representation, our approach uses half the
number of qubits thus leading to shallower circuits.
Finally, we demonstrated how to correlate AGP on a
quantum computer by applying the unitary pair-hopper
on AGP. Our numerical simulations show that this ansatz
is capable of recovering highly accurate energies in both
the attractive and repulsive regimes of the pairing Hamil-
tonian, thereby making it a potentially useful ansatz for
more sophisticated Hamiltonians.
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