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Abstract
The port-Hamiltonian formulation is a powerful method for modeling and interconnecting systems
of different natures. In this paper, the port-Hamiltonian formulation in tensorial form of a thick plate
described by the Mindlin-Reissner model is presented. Boundary control and observation are taken
into account. Thanks to tensorial calculus, it can be seen that the Mindlin plate model mimics the
interconnection structure of its one-dimensional counterpart, i.e. the Timoshenko beam.
The Partitioned Finite Element Method (PFEM1) is then extended to both the vectorial and tensorial
formulations in order to obtain a suitable, i.e. structure-preserving, finite-dimensional port-Hamiltonian
system (PHs2), which preserves the structure and properties of the original distributed parameter system.
Mixed boundary conditions are finally handled by introducing some algebraic constraints.
Numerical examples are finally presented to validate this approach.
Introduction
The Hamiltonian formalism arising from the Legendre transformation of Euler-Lagrange system has been
already widely explored [1]. The Legendre transformation gives rise to a system of equations ruled by a
Hamiltonian matrix on a symplectic space. Port-Hamiltonian systems (PH) are instead defined with respect
to a Hamiltonian operator [2, Chapter 7]. For a complete discussion on as the relation between Lagrangian
and Hamiltonian formulation the reader may consult [3, 4]. The PH framework is acquiring more visibility
for its capability to represent a huge class of systems coming from different realms of physics in a modu-
lar way. Finite-dimensional port-Hamiltonian systems can be easily interconnected together, as shown in
[5], allowing the construction of complex multi-physics systems. The interconnection is possible also in the
infinite-dimensional case [6], even if the procedure is not as straightforward as in the finite-dimensional case.
Eventually, it is also possible to merge finite and infinite PH systems [7]. These features and capabilities
are particularly appealing for control engineers in order to simplify the modeling task in preliminary analyses.
Distributed parameter systems are of relevant interest given the increased computational power available
for simulations. PH distributed systems were initially presented in [8], by using the theory of differential
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1PFEM stands for partitioned finite element method.
2PHs stands for port-Hamiltonian systems.
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forms. Links towards functional analysis have been made in [9] and an exhaustive reference about the
subject can be found in [10]. The fundamental feature of a distributed PH system is the underlying geo-
metric interconnection structure, the so-called Stokes-Dirac structure, that describes the power flow across
the boundary and inside the system, together with an energy functional, the Hamiltonian, that determines
the nature of the system. Linear/nonlinear, parabolic/hyperbolic systems can be all recast into this frame-
work, [11]. Port-Hamiltonian systems are by definition open systems, able to interact with the environment
through boundary ports. The definitions of these boundary variables is of utmost importance to show that
a PH system is well posed (see [12] for the proof in the 1D case). Applications coming from continuum
mechanics, electrodynamics and thermodynamics can be integrated inside this framework. Academic exam-
ples typically considered are the transmission line, the shallow water equations and the Maxwell equations [8].
Numerical simulations and control techniques require a spatial discretization that is meant to preserve
the underlying properties related to power continuity. The discretization procedure for systems under PH
formalism consists of two steps:
• Finite-dimensional approximation of the Stokes-Dirac structure, i.e. the formally skew symmetric dif-
ferential operator that defines the structure. The duality of the power variables has to be mapped
onto the finite approximation. The subspace of the discrete variables will be represented by a Dirac
structure.
• The Hamiltonian requires as well a suitable discretization, which gives rise to a discrete Hamiltonian.
The research community is focusing on structure-preserving discretization techniques since several years.
In [13], the authors made use of a mixed finite element spatial discretization for 1D hyperbolic system of
conservation laws, introducing different low-order basis functions for the energy and co-energy variables.
Pseudo-spectral methods relying on higher-order global polynomial approximations were studied in [14].
This method was used and extended to take into account unbounded control operators in [15]. More recently
a simplicial discretization based on discrete exterior calculus was proposed in [16]. This approach comes
with additional complexities, since a primal and a dual meshes have to be defined but the discretization is
structure-preserving, regardless of the spatial dimension of the problem. Weak formulations which lead to
Galerkin numerical approximations began to be explored in the last years. In [17] the prototypical example
of hyperbolic systems of two conservation law was discretized by a weak formulation. In this approach the
boundary is split according to the causality of boundary ports, so that mixed boundary conditions are easily
handled, but still dual meshes have to be defined.
The symplectic approach based on the Legendre transformation has been used to deal with the Mindlin
plate model in [18]. It has been capable of providing insights on analytical solutions for the eigenproblem of
rectangular plates. This methodology is of use whenever easy engineering solutions are sought after. On the
contrary, the port-Hamiltonian framework is a powerful tool whenever complex systems have to be modeled
in a structured way. The main contribution of this paper is the enrichment of the PH formulation for the
Mindlin plate model, by making use of tensor calculus [19, Chapter 16]. This kind of model was already
presented in [20] and using the jet bundle formalism in [21] but here a novel formulation based on tensorial
calculus is introduced. The second contribution of this paper concerns the extension of the Partitioned Finite
Element Method (PFEM) to the Mindlin plate model. In this approach, originally presented in [22], once
the system has been put into weak form, a subset of the equations is integrated by parts, so that boundary
variables are naturally included into the formulation and appear as control inputs, the collocated outputs
being defined accordingly. Then, the discretization of energy and co-energy variables (and the associated test
functions) leads directly to a full rank representation for the finite-dimensional port-Hamiltonian system. If
mixed boundary conditions are to be considered, the finite-dimensional system contains constraints, leading
to an algebraic differential system (DAE), which can be treated and analyzed by referring to [23, 24]. This
approach, similarly to the one detailed in [17], makes possible the usage of FEM software, like FEniCS [25].
The final discretized system can be further reduced by using appropriate model reduction techniques, as
explained in [26, 27].
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The paper is divided into five main sections
1. The framework of finite-dimensional port-Hamiltonian systems (PHs) and the notion of Dirac and
Stokes-Dirac structures are recalled. The infinite-dimensional case is then illustrated by means of the
Timoshenko beam model, the 1D counterpart of the Mindlin plate model.
2. The constitutive relations, equations of motions and energies for the Mindlin-Reissner plate are detailed.
3. The Mindlin plate port-Hamiltonian formulation is highlighted by defining energy and co-energy vari-
ables and the interconnection structure. The boundary variables are found by introducing the energy
balance. Then the underlying Stokes-Dirac structure is easily obtained by defining the flow and effort
spaces, together with the space of boundary variables.
4. The PFEM discretization for the Mindlin plate is detailed. The problem is put into weak form first,
then the necessary integrations by parts are performed and finally the basis functions for the energy,
co-energy and test functions are chosen.
5. To demonstrate the consistency of the approach an eigenvalue study of a square plate considering
various boundary conditions is performed, together with some time-domain simulation.
1 Reminder on port-Hamiltonian systems
In this section the concepts of Dirac structure and Stokes-Dirac structure are recalled. From these concepts
finite and infinite dimensional port-Hamiltonian system are then derived by considering the port behavior.
1.1 Dirac Structures
Consider an n-dimensional space F over the field R and E ≡ F ′ its dual, i.e. the space of linear operator
e : F → R. The elements of F are called flows, while the elements of E are called efforts. Those are port
variables and their combination gives the power flowing inside the system. The space B = F × E is called
the bond space of power variables. Therefore the power is defined as 〈e,f〉 = e(f), where 〈e,f〉 is the dual
product between f and e.
Definition 1 ([28], Def. 1.1.1). Given the space F and its dual E with respect to the inner product 〈·, ·〉 :
F × E → R, define the symmetric bilinear form:
〈〈(f1, e1), (f2, e2)〉〉 := 〈e1,f2〉+ 〈e2,f1〉 , with (fi, ei) ∈ B, i = 1, 2 (1)
A Dirac structure on B := F × E is a subspace D ⊂ B, which is maximally isotropic under 〈〈·, ·〉〉.
This definition can be extended to consider distributed forces and dissipation [9].
Proposition 1. Consider the space of power variables F × E and let X denote an n-dimensional space, the
space of energy variables. Suppose that F := (Fs, Fe) and that E := (Es, Ee), with dimFs = dim Es = n and
dimFe = dim Ee = m. Moreover, let J(x) denote a skew-symmetric matrix of dimension n and by B(x) a
matrix of dimension n×m. Then, the set
D :=
{
(fs,fe, es, ee) ∈ F × E| fs = −J(x)es −B(x)fe, ee = B(x)
T es
}
(2)
is a Dirac structure.
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1.2 Finite-dimensional PHs
Consider the time-invariant dynamical system:{
x˙ = J(x)∇H(x) +B(x)u,
y = B(x)T∇H(x),
(3)
where H(x) : X → R, the Hamiltonian, is a real-valued function bounded from below. Such system is called
port-Hamiltonian, as it arises from the Hamiltonian modelling of a physical system and it interacts with the
environment through the input u included in the formulation. The connection with the concept of Dirac
structure is achieved by considering the following port behavior:
fs = −x˙, es =
∂H
∂x
,
fe = u, ee = y.
(4)
With this choice of the port variables system (3) defines, by proposition 1, a Dirac structure. Dissipation and
distributed forces can be included and the corresponding system defines an extended Dirac structure, once
the proper port variables are introduced.
1.3 Constant matrix differential operators
The treatment provided in [29] is here recovered, in order to have the most suitable definition of Stokes-
Dirac structure for the mechanical systems considered in this paper. Let Ω denote a compact subset of Rd
representing the spatial domain of the distributed parameter system. Then, let U and V denote two sets of
smooth functions from Ω to Rqu and Rqv respectively.
Definition 2. A constant matrix differential operator of order N is a map L from U to V such that, given
u = (u1, . . . , uqu) ∈ U and v = (v1, ..., vqv ) ∈ V:
v = Lu ⇐⇒ v :=
N∑
|α|=0
PαD
αu, (5)
where α := (α1, . . . , αd) is a multi-index of order |α| :=
∑d
i=1 αi, Pα are a set of constant real qv × qu
matrices and Dα := ∂α1x1 . . . ∂
αd
xd
is a differential operator of order |α| resulting from a combination of spatial
derivatives.
Definition 3. Consider the constant matrix differential operator (5). Its formal adjoint is the map L∗ from
V to U such that:
u = L∗v ⇐⇒ u :=
N∑
|α|=0
(−1)|α|P Tα D
αv. (6)
Definition 4. Let J denote a constant matrix differential operator. Then, J is skew-symmetric if and only
if J = −J∗. This corresponds to the condition:
Pα = (−1)
|α|+1P Tα , ∀α. (7)
An important relation between a differential operator and its adjoint is expressed by the following theorem.
Theorem 1 ([30], Chapter 9, theorem 9.37). Consider a matrix differential operator L and let L∗ denote its
formal adjoint. Then, for each function u ∈ U and v ∈ V:∫
Ω
(
vTLu− uTL∗v
)
dΩ =
∫
∂Ω
B˜L(u,v) dA, (8)
where B˜L is a differential operator induced on the boundary ∂Ω by L, or equivalently:
vTLu− uTL∗v = div B˜L(u,v). (9)
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It is important to note that B˜L is a constant differential operator. The quantity B˜L(u,v) is a constant
linear combination of the functions u and v together with their spatial derivatives up to a certain order and
depending on L.
Corollary 1. Consider a skew-symmetric differential operator J . Then, for each function u ∈ U and v ∈ V
with qu = qv = q: ∫
Ω
(
vTJu+ uTJv
)
dΩ =
∫
∂Ω
B˜J(u,v) dA, (10)
where B˜J is a symmetric differential operator on ∂Ω depending on the differential operator J .
1.4 Constant Stokes-Dirac structures
Following again [29] let F denote the space of flows, i.e. the space of smooth functions from the compact
set Ω ⊂ Rd to Rq. For simplicity assume that the space of efforts is E ≡ F (generally speaking these spaces
are Hilbert spaces linked by duality, as in [9]). Given f = (f1, . . . , fq) ∈ F and e = (e1, . . . , eq) ∈ E . Let
z = B∂(e) denote the boundary terms, where B∂ provides the restriction on ∂Ω of the effort e and of its
spatial derivatives of proper order. Then it can be written:∫
∂Ω
B˜J (e1, e2) dA =
∫
∂Ω
BJ(z1, z2) dA, with B˜J (·, ·) = BJ(B∂(·), B∂(·)). (11)
Define the set
Z := {z|z = B∂(e)} . (12)
Theorem 2 ([29]). Consider the space of power variables B = F × E × Z. The linear subspace D ⊂ B
D = {(f , e, z) ∈ F × E × Z | f = −Je, z = B∂(e)} , (13)
is a Stokes–Dirac structure on B with respect to the pairing
〈〈(f1, e1, z1), (f2, e2, z2)〉〉 :=
∫
Ω
(
eT1 f2 + e
T
2 f1
)
dΩ +
∫
∂Ω
BJ(z1, z2) dA. (14)
Remark 1. The constant Stokes-Dirac structure has been defined in case of smooth vector valued functions for
simplicity. In this context the pairing has been defined as the L2 inner product of vector-valued function. The
definition is indeed more general and encompasses the case of more complex functional spaces. The Mindlin
plate for example is defined on a mixed function space of scalar-, vector- and tensor- valued functions. The
result presented here remains valid provided that the proper pairing is being chosen. Furthermore, the constant
differential operator may contain intrinsic operators (div, grad) as it will be shown for the Mindlin plate case.
1.5 Infinite-dimensional PHs
Following [10, Chapter 3], the prototypical example of the Timoshenko beam will be used to illustrate the
class of distributed port-Hamiltonian systems. This model consists of two coupled PDEs, describing the
vertical displacement and rotation scalar fields:
ρ(x)
∂2w
∂t2
(x, t) =
∂
∂x
[
K(x)
(
∂w
∂x
(x, t)− φ(x, t)
)]
, x ∈ (0, L), t ≥ 0
Iρ(x)
∂2φ
∂t2
(x, t) =
∂
∂x
(
EI(x)
∂φ
∂x
(x, t)
)
+K(x)
(
∂w
∂x
(x, t)− φ(x, t)
)
,
(15)
where w(x, t) is the transverse displacement and φ(x, t) is the rotation angle of a fiber of the beam. The
coefficients ρ(x), Iρ(x), E(x), I(x) and K(x) are the mass per unit length, the rotary moment of inertia of a
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cross section, Young’s modulus of elasticity, the moment of inertia of a cross section and the shear modulus,
respectively. The energy variables are chosen as follows:
αw := ρ(x)
∂w
∂t
(x, t), Linear Momentum,
αφ := Iρ(x)
∂φ
∂t
(x, t), Angular Momentum,
ακ :=
∂φ
∂x
(x, t), Curvature,
αγ :=
∂w
∂x
(x, t) − φ(x, t), Shear Deformation.
(16)
Those variables are collected in the vectorα := (αw, αφ, ακ, αγ)
T , so that the Hamiltonian can be written
as a quadratic functional in the energy variables:
H =
1
2
∫ L
0
αTQα dx, where Q =

1
ρ(x) 0 0 0
0 1Iρ(x) 0 0
0 0 EI(x) 0
0 0 0 K(x)
 . (17)
The co-energy variables are found by computing the variational derivative of the Hamiltonian (see [31]):
ew :=
δH
δαw
=
∂w
∂t
(x, t), Linear Velocity,
eφ :=
δH
δαφ
=
∂φ
∂t
(x, t), Angular Velocity,
eκ :=
δH
δακ
= EI(x)
∂φ
∂x
(x, t), Flexural Momentum,
eγ :=
δH
δαγ
= K(x)
(
∂w
∂x
(x, t) − φ(x, t)
)
, Shear Force.
(18)
These variables are again collected in the vector e = (ew, eφ, eκ, eγ)
T , so that system (15) can be rewritten
in terms of energy and co-energy variables:
∂α
∂t
= Je, where J =

0 0 0 ∂∂x
0 0 ∂∂x 1
0 ∂∂x 0 0
∂
∂x −1 0 0
 . (19)
By Definition (4), the constant matrix differential operator J is skew-symmetric. In order to unveil the
Stokes-Dirac structure for this model, boundary variables have to be defined. The energy rate is given by
(see [10] for a detailed derivation):
H˙ = fT∂ e∂ , (20)
where
f∂ =
[
ew(0) eφ(0) eγ(L) eκ(L)
]T
,
e∂ =
[
−eγ(0) −eκ(0) ew(L) eφ(L)
]T
.
(21)
Consider now the power space
B := {(f , e, z) ∈ F × E × Z} , (22)
where F ≡ E = L2((0, L);R4) and
Z :=
{
z | z =
(
f∂
e∂
)}
. (23)
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The duality pairing between elements of B is then defined as follows:
〈〈(f1, e1, z1), (f2, e2, z2)〉〉 :=
∫ L
0
(
eT1 f2 + e
T
2 f1
)
dx+BJ(z1, z2), (24)
where BJ (z1, z2) := (f∂,1)
T e∂,2 + (f∂,2)
Te∂,1. It is now possible to state the following theorem:
Theorem 3 (Stokes-Dirac Structure for the Timoshenko beam). Consider the space of power variables B
defined in (22). By theorem 2 the linear subspace D ⊂ B
D =
{
(f , e, z) ∈ B| f = −
∂α
∂t
= −Je, z =
(
f∂
e∂
)}
, (25)
is a Stokes-Dirac structure with respect to the pairing 〈〈·, ·〉〉 given by (24).
2 Mindlin theory for thick plates
In this section the classical model of thick plates is first recalled by making use of a tensorial formalism to
simplify the discussion on the port-Hamiltonian formulation. The Mindlin plate theory, originally presented
in [32], is more suited for plates having a large thickness. The fibers, i.e. a segment perpendicular to the
mid-plane, of the plate are supposed to remain straight after the deformation, but not necessarily normal
to the mid-plane. For this reason two new kinematic variables have to be added, in order to represent the
deflection of the cross sections. Let θx denote the deflection of the cross section with respect to the opposite
side of the y axis and θy its deflection along the x axis. The displacement field is therefore given by the
following relations:
u(x, y, z) = −zθx(x, y), Displacement along x,
v(x, y, z) = −zθy(x, y), Displacement along y,
w(x, y, z) = w(x, y), Displacement along z.
(26)
Both bending and shear deformations are taken into account. The bending part is described by the second
order shear tensor:
Eb =
[
ǫxx γxy
γxy ǫyy
]
= −z Grad(θ) = −z
 ∂θx∂x 12 (∂θy∂x + ∂θx∂y )
1
2
(
∂θy
∂x +
∂θx
∂y
)
∂θy
∂y
 , (27)
where θ = (θx, θy)
T . The tensor Grad(θ) stands for the symmetric gradient of the vector θ and corresponds
to the curvature tensor:
K =
[
κxx κxy
κxy κyy
]
:= Grad(θ) =
1
2
(
∇⊗ θ + (∇⊗ θ)T
)
, (28)
where u ⊗ v denotes the outer product of vectors, equivalent to the dyadic product given by uvT . The
corresponding bending stress field Sb is obtained by considering the constitutive relation which, for an isotropic
homogeneous material, reads:
Sb =
E
1− ν2
{(1− ν)Eb + νI2×2 Tr(Eb)} , (29)
where E is Young’s modulus, ν Poisson’s ratio, I2×2 the identity operator in R
2 and Tr the trace operator.
By averaging the torques produced by stresses along a fiber, it is possible to define the flexural momenta
tensor:
Mij =
∫ h
2
−h
2
−z Sb, ij dz = Dijkl Kkl, (30)
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where h is the plate thickness and D is the a fourth order symmetric tensor and represents the bending
rigidity tensor. The components of the momenta tensor are given by the following relations:
M =
[
Mxx Mxy
Mxy Myy
]
,
Mxx = D (κxx + νκyy) ,
Myy = D (κyy + νκxx) ,
Mxy = D (1− ν) κxy,
(31)
where D = Eh
3
12(1−ν2) is the bending rigidity. The shear deformations are described using the shear strain
vector:
ǫs =
(
γxz
γyz
)
=
(∂w
∂x − θx
∂w
∂y − θy
)
. (32)
The corresponding stress field is simply given by σs = Gǫs, where G is the shear modulus G =
E
2(1+ν) . The
shear forces are again obtained by averaging the shear stress along plate fibers. However, given the excessive
rigidity of the shear contribution, a correction factor k = 5/6 (see [32]) is introduced:
q =
(
qx
qy
)
=
∫ h
2
−h
2
kσs dz = kGh ǫs = kGh
(
γxz
γyz
)
. (33)
All the needed variables are now defined and the equations of motions can be recalled (see [32]):
ρh
∂2w
∂t2
= div(q),
ρ
h3
12
∂2θ
∂t2
= q +Div(M),
(34)
where ρ is the plate mass density. The differential operators div() and Div() denote the divergence of a vector
and of a tensor, respectively:
a = Div(A) with ai = div(Aji) =
n∑
j=1
∂Aji
∂xj
,
where a is defined column-wise. The kinetic and potential energy densities per unit area (K and U), are
given respectively by:
K =
1
2
ρ
{
h
(
∂w
∂t
)2
+
h3
12
∂θ
∂t
·
∂θ
∂t
}
,
U =
1
2
{M ..K+ q · ǫs} .
where the tensor contraction M ..K in Cartesian coordinates is expressed as:
M ..K =
2∑
i,j=1
Mijκij = Tr(M
T
K).
The total energy density is the sum of kinetic and potential energies
H = K + U (35)
and the corresponding energies
H =
∫
Ω
H dΩ, K =
∫
Ω
K dΩ, U =
∫
Ω
U dΩ, (36)
where Ω is an open connected set of R2.
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3 PH tensorial formulation of the Mindlin plate
In this section the new tensorial formulation for the Mindlin plate is presented. Obviously this result is
equivalent to the one found in the vectorial case [20], but the tensorial formulation is more suitable from the
point of view of functional analysis since it makes appear intrinsic operators (div,Div, grad,Grad) as it will
be shown in the following, regardless of the choice of coordinate frame.
The Hamiltonian energy is first considered in order to find the proper energy variables:
H =
∫
Ω
1
2
{
ρh
(
∂w
∂t
)2
+
ρh3
12
∂θ
∂t
·
∂θ
∂t
+M ..K+ q · ǫs
}
dΩ, (37)
The choice of the energy variables is the same as in [20] but here scalar, vector and tensor variables are
gathered together:
αw = ρh
∂w
∂t
, Linear momentum,
Aκ = K, Curvature Tensor,
αθ =
ρh3
12
∂θ
∂t
, Angular momentum,
αγ = ǫs. Shear Deformation.
(38)
The co-energy variables are found by computing the variational derivative of the Hamiltonian:
ew :=
δH
δαw
=
∂w
∂t
, Linear velocity,
Eκ :=
δH
δAκ
= M, Momenta Tensor,
eθ :=
δH
δαθ
=
∂θ
∂t
, Angular velocity,
eγ :=
δH
δǫs
= q Shear stress.
(39)
Proposition 2. The variational derivative of the Hamiltonian with respect to the curvature tensor is the
momenta tensor δHδAκ = M.
Proof. The contribution due to the bending part in Hamiltonian is given by:
Hb(K) =
1
2
∫
Ω
M ..K dΩ =
1
2
∫
Ω
Tr(MTK) dΩ,
where the momenta tensor depends on the curvatures tensor Mij = DijklKkl where D = D
T is a fourth order
symmetric positive definite tensor. So a variation δK of the curvatures tensor with respect to a given value
K0 leads to:
Hb(K0 + εδK) =
1
2
∫
Ω
Tr(MT0 K0) dΩ + ε
1
2
∫
Ω
{
Tr(MT0 δK) + Tr(δM
T
K0)
}
dΩ +O(ε2).
The term Tr(δMTK0) can be further manipulated as follows
Tr(δMTK0) = Tr(K
T
0 δM) = Tr(K
T
0 D δK) = Tr(M
T
0 δK),
so that
Hb(K0 + εδK) =
1
2
∫
Ω
Tr(MT0 K0) dΩ + ε
∫
Ω
{
Tr(MT0 δK)
}
dΩ +O(ε2).
By definition of the variational derivative (see e.g. [8]) it can be written:
Hb(K0 + εδK) = Hb(K0) + ε
〈
δHb
δK
, δK
〉
H
+O(ε2),
where H is the space of the square integrable symmetric tensors endowed with the integral of the tensor
contraction as inner product. Then, by identification δHbδK =
δH
δK = M0.
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The port-Hamiltonian system is expressed as follows:
∂αw
∂t
= div(eγ),
∂αθ
∂t
= Div(Eκ) + eγ ,
∂Aκ
∂t
= Grad(eθ),
∂αγ
∂t
= grad(ew)− eθ,
(40)
If the variables are concatenated together, the formally skew-symmetric operator J can be highlighted:
∂
∂t

αw
αθ
Aκ
αγ
 =

0 0 0 div
0 0 Div I2×2
0 Grad 0 0
grad −I2×2 0 0

︸ ︷︷ ︸
J

ew
eθ
Eκ
eγ
 , (41)
where all zeros are intended as nullifying operators from the space of input variables to the space of output
variables.
Remark 2. It can be observed that the interconnection structure given by J in (41) mimics that of the
Timoshenko beam given in (19).
Theorem 4. The adjoint of the tensor divergence Div is −Grad, the opposite of the symmetric gradient.
Proof. Let us consider the Hilbert space of the square integrable symmetric tensors of size n×n over an open
connected set Ω. This space will be denoted by H1 = L
2(Ω,Rn×nsym ). This space is endowed with the integral
of the tensor contraction as scalar product:
〈E,F〉
H1
=
∫
Ω
E .. F dΩ =
∫
Ω
Tr(ETF) dΩ, ∀E,F ∈ L2(Ω,Rn×nsym ).
Moreover the Hilbert space of the square integrable vector functions over the same open connected set Ω
will be denoted by H2 = L
2(Ω,Rn). This space is endowed with the following scalar product:
〈ε,φ〉
H2
=
∫
Ω
ε · φ dΩ =
∫
Ω
εTφ dΩ, ∀ε,φ ∈ L2(Ω,Rn).
Let us consider the tensor divergence operator defined as:
A : H1 → H2,
E→ Div(E) = ε,
with εi = div(Eji) =
n∑
j=1
∂Eji
∂xj
.
We try to identify A∗
A∗ : H2 → H1,
φ→ A∗φ = F,
such that
〈AE,φ〉
H2
= 〈E, A∗φ〉
H1
,
∀E ∈ Domain(A) ⊂ H1
∀φ ∈ Domain(A∗) ⊂ H2
Now let us take E ∈ C10(Ω,R
n×n
sym ) ⊂ Domain(A) the space of differentiable symmetric tensors with compact
support in Ω. Additionally φ will belong to C10(Ω,R
n) ⊂ Domain(A∗), the space of differentiable vector
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Figure 1: Cauchy law for momenta and forces at the boundary.
functions with compact support in Ω. Then
〈DivE,φ〉
H2
=
∫
Ω
ε · φ dΩ
=
∫
Ω
n∑
i=1
n∑
j=1
∂Eji
∂xj
φi dΩ ,
= −
∫
Ω
n∑
i=1
n∑
j=1
Eji
∂φi
∂xj
dΩ , since the functions vanish at the boundary,
= −
∫
Ω
n∑
i=1
n∑
j=1
EjiFji dΩ , if we first choose Fji =
∂φi
∂xj
.
But in this latter case, it could not indeed be stated that F ∈ L2(Ω,Rn×nsym ). Now, since E ∈ L
2(Ω,Rn×nsym ),
Eji = Eij , thus we are allowed to further decompose the last equality as:∑
i,j
Eji
∂φi
∂xj
=
∑
i,j
Eji
1
2
(
∂φi
∂xj
+
∂φj
∂xi
)
=
∑
i,j
EjiFji, with Fji :=
1
2
(
∂φi
∂xj
+
∂φj
∂xi
)
.
Thus F ∈ L2(Ω,Rn×nsym ) and it can be stated that:
〈DivE,φ〉
H2
= −
∫
Ω
∑
i,j
Eji
1
2
(
∂φi
∂xj
+
∂φj
∂xi
)
dΩ = −
∫
Ω
∑
i,j
EjiFji dΩ = 〈E,−Gradφ〉H1 .
It can be concluded that the formal adjoint of Div is Div∗ = −Grad.
We shall now establish the total energy balance in terms of boundary variables. Those will then be part
of the underlying Stokes-Dirac structure of this model:
H˙ =
∫
Ω
{
∂αw
∂t
ew +
∂αθ
∂t
· eθ +
∂Aκ
∂t
.
. Eκ +
∂αγ
∂t
· eγ
}
dΩ
=
∫
Ω
{div(eγ)ew +Div(Eκ) · eθ + Grad(eθ)
.
. Eκ + grad(ew) · eγ} dΩ
=
∫
∂Ω
{wt qn + ωnMnn + ωsMns} ds,
(42)
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where s is the curvilinear abscissa. The last integral is obtained by applying Green-Gauss theorem. The
boundary variables appearing in the last line of (42) and illustrated in Fig. 1 are defined as follows:
Shear Force qn := q · n = eγ · n,
Flexural momentum Mnn := M
.
. (n⊗ n) = Eκ
.
. (n⊗ n)
Torsional momentum Mns := M
.
. (s⊗ n) = Eκ
.
. (s⊗ n),
, (43)
Vectors n and s designate the normal and tangential unit vectors to the boundary, as shown in Fig. 2. The
corresponding power conjugated variables are:
Vertical velocity wt :=
∂w
∂t
= ew,
Flexural rotation ωn :=
∂θ
∂t
· n = eθ · n
Torsional rotation ωs :=
∂θ
∂t
· s = eθ · s.
, (44)
Analogously to the Timoshenko beam case, the Stokes-Dirac structure for the Mindlin plate can now be
defined. Consider now the bond space:
B := {(f , e, z) ∈ F × E × Z} , (45)
where F = L 2(Ω) := L2(Ω)×L2(Ω;R2)×L2(Ω,R2×2sym)×L
2(Ω;R2) and E = H 1(Ω) = H1(Ω)×H1(Ω,R2)×
HDiv(Ω,R2×2sym)×H
div(Ω,R2). Consider the space of boundary port variables:
Z :=
{
z | z =
(
f∂
e∂
)}
, with f∂ =
wtωn
ωs
 and e∂ =
 qnMnn
Mns
 (46)
The duality pairing between elements of B is then defined as follows:
〈〈(f1, e1, z1), (f2, e2, z2)〉〉 := 〈e1,f2〉L 2(Ω) + 〈e2,f1〉L 2(Ω) +
∫
∂Ω
BJ(z1, z2) ds, (47)
where the pairing 〈·, ·〉
L 2(Ω) is the L
2 inner product on space L 2(Ω) and BJ (z1, z2) := (f∂,1)
Te∂,2 +
(f∂,2)
T e∂,1.
Theorem 5 (Stokes-Dirac Structure for the Mindlin plate in tensorial form). Consider the space of power
variables B defined in (45) and the matrix differential operator J in (41). By theorem 2, the linear subspace
D ⊂ B:
D =
{
(f , e, z) ∈ B| f = −
∂α
∂t
= −Je, z =
(
f∂
e∂
)}
, (48)
is a Stokes-Dirac structure with respect to the pairing 〈〈·, ·〉〉 given by (47).
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Remark 3. The Hamiltonian formulation and associated Stokes-Dirac structure involve a Hamiltonian skew-
symmetric differential operator J on the space E of the coenergy variables. This represents a significant
difference with respect to the Hamiltonian system obtained by the Legendre transformation of the Euler-
Lagrange system [21]. In the former formulation the total dimension of this system is 8, in the latter 6.
Furthermore, the latter system is ruled by an algebraic operator, the differential part being hidden in the
variational derivative of the Hamiltonian, leading to the following system:
w
θx
θy
pw
pθ,x
pθ,y
 =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0


δwH
δθ,xH
δθ,yH
δpwH
δpθ,xH
δpθ,yH
 , (49)
where pw is the linear momentum and pθ,x, pθ,y are the angular momenta.
4 Discretization of the Mindlin plate using a Partioned Finite El-
ement Method
The Partioned Finite Element Method (PFEM) [22] consists of putting the system into weak form first and
of applying the integration by parts on a subset of the overall system second. For the Mindlin plate the
integration by parts can be applied to first two lines of system (41). This choice will make appear the
momenta and forces at the boundary as control inputs. Alternatively, the last two of (41) could have been
selected to perform the integration by parts. In this latter case the linear and angular velocities at the
boundary would appear as control inputs. Keeping this in mind, the most suitable choice will depend on the
physical problem under consideration.
4.1 Weak form
The test functions are of scalar, vectorial and tensorial nature. Keeping the same notation as in section 3,
the scalar test function is denoted by vw, the vectorial one by vθ, vγ the tensorial one by Vκ.
4.1.1 Boundary control through forces and momenta
The first line of (41) is multiplied by vw (multiplication by a scalar), the second line and the fourth by vθ,
vγ (scalar product of R
2) and the third one by Vκ (tensor contraction):∫
Ω
vw
∂αw
∂t
dΩ =
∫
Ω
vwdiv(eγ) dΩ, (50)∫
Ω
vθ ·
∂αθ
∂t
dΩ =
∫
Ω
vθ · (Div(Eκ) + eγ) dΩ, (51)∫
Ω
Vκ
.
.
∂Aκ
∂t
dΩ =
∫
Ω
Vκ
.
.Grad(eθ) dΩ, (52)∫
Ω
vγ ·
∂αγ
∂t
dΩ =
∫
Ω
vγ · (grad(ew)− eθ) dΩ. (53)
The right-hand side of equation (50) has to be integrated by parts∫
Ω
vwdiv(eγ) dΩ =
∫
∂Ω
vw n · eγ︸ ︷︷ ︸
qn
ds−
∫
Ω
grad(vw) · eγ dΩ, (54)
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as well as the right-hand side of equation (51)∫
Ω
vθ · (Div(Eκ) + eγ) dΩ =
∫
∂Ω
vθ · (n · Eκ) ds−
∫
Ω
{Grad(vθ) .. Eκ − vθ · eγ} dΩ. (55)
The usual additional manipulation is performed on the boundary term containing the momenta, so that
the proper boundary values arise:∫
∂Ω
vθ · (n · Eκ) ds =
∫
∂Ω
{(vθ · n)n+ (vθ · s)s} · (n · Eκ) ds
=
∫
∂Ω
{vωnMnn + vωsMns} ds.
(56)
So defining vωn := vθ · n and vωs := vθ · s the final weak form obtained from system (41) reads:
∫
Ω
vw
∂αw
∂t
dΩ = −
∫
Ω
grad(vw) · eγ dΩ +
∫
∂Ω
vwqn ds,∫
Ω
vθ ·
∂αθ
∂t
dΩ = −
∫
Ω
{Grad(vθ) .. Eκ − vθ · eγ} dΩ +
∫
∂Ω
{vωnMnn + vωsMns} ds,∫
Ω
Vκ
..
∂Aκ
∂t
dΩ =
∫
Ω
Vκ
..Grad(eθ) dΩ,∫
Ω
vγ ·
∂αγ
∂t
dΩ =
∫
Ω
vγ · (grad(ew)− eθ) dΩ.
(57)
In this first case, the boundary controls u∂ and the corresponding output y∂ are:
u∂ =
 qnMnn
Mns

∂Ω
, y∂ =
wtωn
ωs

∂Ω
.
4.1.2 Boundary control through kinematic variables
Alternatively, in this second case, the same procedure can be performed on the two last lines of the system
written in weak form (equations (52), (53)). Once the due calculations are carried out, it is found:
∫
Ω
vw
∂αw
∂t
dΩ =
∫
Ω
vwdiv(eγ) dΩ,∫
Ω
vθ ·
∂αθ
∂t
dΩ =
∫
Ω
vθ · (Div(Eκ) + eγ) dΩ,∫
Ω
Vκ
..
∂Aκ
∂t
dΩ = −
∫
Ω
Div(Vκ) · eθ dΩ +
∫
∂Ω
{vMnnωn + vMnsωs} ds,∫
Ω
vγ ·
∂αγ
∂t
dΩ = −
∫
Ω
{div(vγ)ew + vγ · eθ} dΩ +
∫
∂Ω
vqnwt ds,
(58)
where vMnn = Vκ
.. (n ⊗ n), vMns = Vκ
.. (s ⊗ n) and vqn = vγ · n. In this second case, the boundary
controls u∂ and corresponding output y∂ are:
u∂ =
wtωn
ωs

∂Ω
, y∂ =
 qnMnn
Mns

∂Ω
.
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4.2 Finite-dimensional port-Hamiltonian system
In this section the formulation (57) is used is order to explain the discretization procedure. Test and co-energy
variables are discretized using the same basis functions (Galerkin Method):
vw =
Nw∑
i=1
φiw(x, y) v
i
w,
vθ =
Nθ∑
i=1
φiθ(x, y) v
i
θ ,
Vκ =
Nκ∑
i=1
Φiκ(x, y) v
i
κ,
vγ =
Nγ∑
i=1
φiγ(x, y) v
i
γ ,
ew =
Nw∑
i=1
φiw(x, y) e
i
w(t),
eθ =
Nθ∑
i=1
φiθ(x, y) e
i
θ(t),
Eκ =
Nκ∑
i=1
Φiκ(x, y) e
i
κ(t),
eγ =
Nγ∑
i=1
φiγ(x, y) e
i
γ(t).
(59)
The basis functions φiw , φ
i
θ, Φ
i
κ, φ
i
γ have to be chosen in a suitable function space V
h in the domain of
operator J , defined in (41), i.e. Vh ⊂ V ∈ D(J). This will be discussed in section 5. The discretized
skew-symmetric bilinear form on the right-hand side of (57) then becomes:
Jd =

0 0 0 −DTgrad
0 0 −DTGrad −D
T
0
0 DGrad 0 0
Dgrad D0 0 0
 , (60)
where the matrices are computed in the following way:
DGrad(i, j) =
∫
Ω
Φiκ : Grad(φ
j
θ) dΩ, ∈ R
Nκ×Nθ ,
Dgrad(i, j) =
∫
Ω
φiγ · grad(φ
j
w) dΩ, ∈ R
Nγ×Nw ,
D0(i, j) = −
∫
Ω
φiγ · φ
j
θ dΩ, ∈ R
Nγ×Nθ .
(61)
The notation D(i, j) indicates the entry in matrix D corresponding to the i th row and j th column. The
energy variables are deduced from the co-energy variables:
αw = ρhew,
αθ =
ρh3
12
eθ,
Aκ = D
−1
Eκ,
αγ =
1
Ghk
eγ .
(62)
The symmetric bilinear form on the left-hand side of (57) is discretized as:
M = diag[Mw, Mθ, Mκ, Mγ ], with
Mw(i, j) =
∫
Ω
ρhφiw φ
j
w dΩ, ∈ R
Nw×Nw ,
Mθ(i, j) =
∫
Ω
ρh3
12
φiθ · φ
j
θ dΩ, ∈ R
Nθ×Nθ ,
Mκ(i, j) =
∫
Ω
(
D
−1Φiκ
) .
.Φjκ dΩ, ∈ R
Nκ×Nκ ,
Mγ(i, j) =
∫
Ω
1
Ghk
φiγ · φ
j
γ dΩ, ∈ R
Nγ×Nγ .
(63)
The boundary variables are then discretized as:
qn =
Nqn∑
i=1
φiqn(s)q
i
n, Mnn =
NMnn∑
i=1
φiMnn(s)M
i
nn, Mns =
NMns∑
i=1
φiMns(s)M
i
ns. (64)
15
The variables are defined only over the boundary ∂Ω. Consequently, the input matrix reads:
B =

Bqn 0 0
0 BMnn BMns
0 0 0
0 0 0
 . (65)
The inner components are computed as:
Bqn(i, j) =
∫
∂Ω
φiw φ
j
qn ds, ∈ R
Nw×Nqn ,
BMnn(i, j) =
∫
∂Ω
(φiθ · n)φ
j
Mnn
ds, ∈ RNw×NMnn ,
BMns(i, j) =
∫
∂Ω
(φiθ · s)φ
j
Mns
ds, ∈ RNw×NMns .
(66)
The final port-Hamiltonian system (as defined in [24], where the presence of a mass matrix M is taken into
account) is written as:
Me˙ = Jd e+Bu∂ ,
y∂ = B
T e,
(67)
where e =
(
e1w, · · · , e
Nγ
γ
)T
and u∂ =
(
q1n, . . . ,M
NMns
ns
)T
are the concatenations of the degrees of freedom
for the different variables. The discrete Hamiltonian is then found as:
Hd =
1
2
∫
Ω
{αwew +αθ · eθ + Aκ
.
. Eκ +αγ · eγ} dΩ
=
1
2
{
eTwMw ew + e
T
θ Mθ eθ + e
T
κ Mκ eκ + e
T
γ Mγ eγ
}
=
1
2
eTMe.
(68)
Then it naturally follows that:
H˙d = y
T
∂ u∂ . (69)
This is equivalent to the energy balance of the continuous system, expressed by equation (42). Definition
(68), together with system (67) are the finite-dimensional equivalent of (37) and (41). Again, the discretized
system obtained via PFEM shares the same properties as those of the original infinite-dimensional system,
the discretization method is therefore structure-preserving.
4.3 Mixed boundary conditions
This formulation provides as control term the dynamic variables at the boundary, namely forces and momenta,
whereas the kinematic variables do not appear. In order to handle mixed boundary conditions, i.e. a clamped
or a simply supported plate with free or loaded edges (see Fig. 3), the boundary control term has to be
split into known and unknown variables, i.e. given boundary conditions and reactions at the boundaries
respectively. These terms may be rearranged by introducing a permutation matrix P . The control term may
be rewritten in the following way:
u∂ = BP
(
f
λ
)
= B
[
Pf Pλ
] (f
λ
)
. (70)
Equivalently the boundary outputs can be split. The terms corresponding to λ will be the kinematic variables
set by the boundary conditions. The term corresponding to f are the kinematic variables at the controlled
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Figure 3: Clamped plate with distributed shear forces and torsional and flexural momenta at the border.
boundaries. The following equation allows splitting up the outputs into these two contributions:
y∂ = P
(
yf
yλ
)
=
[
Pf Pλ
](yf
yλ
)
. (71)
So that the output equation becomes: (
yf
yλ
)
=
[
P Tf
P Tλ
]
BTe. (72)
The port-Hamiltonian finite-dimensional system is rewritten equivalently by highlighting the known con-
trol terms, the Lagrange multipliers (reactions at the boundary) and the constraints, arising from the fact
that the function yλ is known. In case of a homogenous Dirichlet condition, i.e. yλ = 0, it is obtained:[
M 0
0 0
]
d
dt
(
e
λ
)
=
[
Jd BPλ
−P Tλ B
T 0
](
e
λ
)
+
[
BPf
0
]
f ,
yf =
[
P Tf B
T 0
](e
λ
)
.
(73)
This differential-algebraic port-Hamiltonian system can be treated applying results detailed in [23, 24].
5 Numerical studies
In this section, the consistency of the proposed model is illustrated numerically. For this purpose the com-
putation of the eigenvalues of a square plate and time-domain simulations for several boundary conditions
are presented. The formulation used in the numerical implementation is the one presented in section 4.2.
5.1 Finite Element Choice
The domain of the operator J in (41) is
D(J) = H1(Ω)×H1(Ω,R2)×HDiv(Ω,R2×2sym)×H
div(Ω,R2) and boundary conditions.
For this reason a suitable choice for the functional space is:
(vw, vθ, Vκ, vγ) ∈ H
1(Ω)×H1(Ω,R2)×H1(Ω,R2×2sym)×H
1(Ω,R2) ≡ H , (74)
since H ⊂ D(J). Then, for the Finite Element choice, denote:
H1r (Pl) = {v ∈ H
1(Ω)| v|T ∈ Pl ∀T ∈ Tr}
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the finite element space which is a subspace of H1(Ω), based on the shape function space of piecewise
polynomials of degree l. The shape function space is defined over the mesh Tr =
⋃
i Ti, where the cells Ti
are triangles. These spaces can be scalar-valued, vector-valued or symmetric tensor-valued, depending on the
variables to be discretized. The parameter r is the average size of a mesh element. In the following all the
co-energy variables e are discretized by the same finite element space. The analysis were conducted using
two different finite element spaces:
1. the first order Lagrange polynomials H1r (P1);
2. the second order Lagrange polynomials H1r (P2).
The Lagrange multipliers λ are discretized by using Lagrange polynomials defined over the boundary part
where Dirichlet conditions apply. The order of the Lagrange polynomials is the same as the one chosen for
the co-energy variable. The corresponding finite element space is denoted by H1r (Pl, ∂Ω).
5.2 Eigenvalues Computation
The test case for this analysis is a simple square plate of side L, a benchmark problem which has been studied
in [33, 34, 35] for different boundary conditions:
• all clamped CCCC, i.e. wt = 0, ωn = 0, ωs = 0;
• simply supported hard SSSS, i.e. wt = 0, Mnn = 0, ωs = 0;
• half-clamped half-simply supported SCSC;
• all clamped but one side free CCCF (for the free condition it holds qn = 0, Mnn = 0, Mns = 0).
Two different thickness to length ratios h/L are considered: h/L = 0.1 representative of a thick plate and
h/L = 0.01 representative of a thin plate. In order to compare our results with [33], the frequencies ωhmn are
computed in the following non-dimensional form:
ω̂hmn = ω
h
mnL
(
2(1 + ν)ρ
E
)1/2
,
m and n being the numbers of half-waves occurring in the mode shapes in the x and y directions, respectively.
The only parameters which influence the results are Poisson’s ratio ν = 0.3, the correction factor k, whose
value is taken equal to k = 0.8601 for CCCC and CCCF, k = 0.8333 for SSSS, k = 0.822 for SCSC (for
comparison purposes) and the thickness-to-span ratio h/L. The reported non-dimensional frequencies are
independent of the remaining geometrical and physical parameters. The error is computed as:
ε =
abs(ω̂hmn − ω
DR
mn )
ωDRmn
,
where ωDRmn are the eigenvalues calculated in [33] using an analytical procedure. The results obtained using
H1r (P1), H
1
r (P2) for the thick and thin case are reported in Tables 1, 2 respectively, together with the results
from [33] (D-R) and [34] (H-H). For linear polynomials the mesh consists of a regular grid with 10 and 20
elements by side. For quadratic polynomials the mesh consists of a regular grid with 5 and 10 elements
by side. Ten elements in H1r (P1) and 5 in H
1
r (P2) have the same number of degree of freedom n = 968.
Analogously, 20 elements in H1r (P1) and 10 in H
1
r (P2) have the same degree of freedom n = 3528. In the
thick plate case, the error is limited to 2% in each for any choice of the finite element space. On the contrary
the thin case exhibits worse results, particularly for the polynomials of order 1. This must be linked to the
shear locking phenomenon since Mw ∝ h, Mθ ∝ h
3, Mκ ∝ h
−3 and Mγ ∝ h
−1. Higher order elements (like
the second order Lagrange polynomials P2) allow alleviating the problem, but this issue is still present with
very thin plate as the results worsen when the thickness to length ratio decreases to h/L = 0.01. Anyway,
the computed eigenvalues are consistent with those obtained with other methods. The first four eigenvectors
for the different cases are reported as well (see Figs. 4 to 7).
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BCs Mode N = 10 (P1) N = 20 (P1) N = 5 (P2) N = 10 (P2) H-H D-R
CCCC
ω̂11 1.5999 1.5917 1.5976 1.5914 1.591 1.594
ω̂21 3.0615 3.0410 3.0584 3.0405 3.039 3.046
ω̂12 3.0615 3.0410 3.0677 3.0405 3.039 3.046
ω̂22 4.3161 4.2682 4.3109 4.2662 4.263 4.285
SSSS
ω̂11 0.9324 0.9324 0.9304 0.9302 0.930 0.930
ω̂21 2.2227 2.2226 2.2223 2.2194 2.219 2.219
ω̂12 2.2227 2.2226 2.2224 2.2194 2.219 2.219
ω̂22 3.4142 3.3608 3.4128 3.4061 3.405 3.406
SCSC
ω̂11 1.3111 1.3013 1.3053 1.3004 1.300 1.302
ω̂21 2.4155 2.3966 2.4040 2.3946 2.394 2.398
ω̂12 2.9082 2.8871 2.9060 2.8858 2.885 2.888
ω̂22 3.8906 3.8458 3.8721 3.8415 3.839 3.852
CCCF
ω̂ 1
2
1 1.0855 1.0982 1.0845 1.0797 1.081 1.089
ω̂ 3
2
1 1.7636 1.7461 1.7559 1.7425 1.744 1.758
ω̂ 1
2
2 2.6696 2.6575 2.6762 2.6547 2.657 2.673
ω̂ 5
2
1 3.2248 3.1997 3.2186 3.1954 3.197 3.216
Table 1: Eigenvalues for h/L = 0.1 using P1 and P2:
reference, ε < 2%.
BCs Mode N = 10 (P1) N = 20 (P1) N = 5 (P2) N = 10 (P2) H-H D-R
CCCC
ω̂11 0.1967 0.1765 0.1872 0.1762 0.1754 0.1754
ω̂21 0.4030 0.3604 0.3725 0.3598 0.3574 0.3576
ω̂12 0.4030 0.3604 0.4055 0.3598 0.3574 0.3576
ω̂22 0.6431 0.5358 0.6043 0.5335 0.5264 0.5274
SSSS
ω̂11 0.1706 0.1128 0.0963 0.0963 0.0963 0.0963
ω̂21 0.3576 0.2660 0.2422 0.2406 0.2406 0.2406
ω̂12 0.3576 0.2660 0.2430 0.2406 0.2406 0.2406
ω̂22 0.5803 0.4442 0.3874 0.3848 0.3847 0.3848
SCSC
ω̂11 0.1864 0.1487 0.1492 0.1418 0.1411 0.1411
ω̂21 0.3649 0.2829 0.2827 0.2683 0.2668 0.2668
ω̂12 0.3987 0.3485 0.3608 0.3394 0.3377 0.3377
ω̂22 0.6075 0.4933 0.4940 0.4654 0.4604 0.4608
CCCF
ω̂ 1
2
1 0.1238 0.1166 0.1197 0.1169 0.1166 0.1171
ω̂ 3
2
1 0.2207 0.1954 0.2092 0.1960 0.1949 0.1951
ω̂ 1
2
2 0.3204 0.3078 0.3188 0.3089 0.3080 0.3093
ω̂ 5
2
1 0.4144 0.3751 0.3938 0.3757 0.3736 0.3740
Table 2: Eigenvalues for h/L = 0.01 using P1 and P2:
reference, ε < 2%, ε < 5%, ε < 15%, ε < 30%, ε < 50%, ε < 80%.
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Figure 4: Eigenvectors for the CCCC case.
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Figure 5: Eigenvectors for the SSSS case.
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Figure 6: Eigenvectors for the SCSC case.
x
0.0
0.2
0.4
0.6
0.8
1.0
y
0.0
0.2
0.4
0.6
0.8
1.0
0.0000
0.0039
0.0078
0.0117
0.0156
0.0195
0.0234
0.0273
0.0312
0.0351
vep,w
ω̂ 1
2
1
x
0.0
0.2
0.4
0.6
0.8
1.0
y
0.0
0.2
0.4
0.6
0.8
1.0
-0.0231
-0.0187
-0.0143
-0.0099
-0.0055
-0.0011
0.0033
0.0077
0.0121
0.0166
vep,w
ω̂ 3
2
1
x
0.0
0.2
0.4
0.6
0.8
1.0
y
0.0
0.2
0.4
0.6
0.8
1.0
-0.0192
-0.0149
-0.0106
-0.0064
-0.0021
0.0021
0.0064
0.0106
0.0149
0.0192
vep,w
ω̂ 1
2
2
x
0.0
0.2
0.4
0.6
0.8
1.0
y
0.0
0.2
0.4
0.6
0.8
1.0
-0.0159
-0.0129
-0.0100
-0.0070
-0.0041
-0.0011
0.0018
0.0048
0.0077
0.0106
vep,w
ω̂ 5
2
1
Figure 7: Eigenvectors for the CCCF case.
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Figure 8: Hamiltonian trend for the two simulations.
5.3 Time-domain Simulations
Plate Parameters
E 70 [GPa]
ρ 2700 [kg/m3]
ν 0.35
k 5/6
h/L 0.1
L 1 [m]
Simulation
Settings
Integrator Sto¨rmer-Verlet
∆t 0.001 [ms]
tend 10 [ms]
N◦ Elements 10
FE space H1r=L/10(P2) for e×H
1
r=L/10(P2, ∂Ω) for λ
Table 3: Physical parameters and simulations settings.
In this analysis, a square plate, subject either to a non null shear force on the boundaries, either to a
distributed force over the domain is considered. The physical parameters and simulation settings are reported
in Table 3. Ten elements for each side and second order Lagrange polynomials are used. The Sto¨rmer-Verlet
time integrator is employed, so that the symplectic structure is preserved. Two different simulations with
different boundary conditions are considered. The initial conditions are set to zero for each variable. For the
first simulation, a cantilever plate subject to gravity is considered. In order to add gravity the corresponding
functional has to be discretized:
fgravity = −
∫
Ω
vwρhg dΩ,
where g = 10[m/s2] is the gravity acceleration. This excitation, that applies from t = 0, is then simply added
to the first line of system (73). For the first simulation the following boundary conditions, corresponding to
the CFCF cases, are considered:
Simulation n◦ 1

wt = 0, ωn = ωs = 0, for x = 0 and x = 1,
qn = 0, Mnn =Mns = 0, for y = 0,
qn = 0, Mnn =Mns = 0, for y = 1.
Since this force admits a potential, the Hamiltonian does not correspond to the the total energy, that now
includes the potential energy:
Ep =
∫
Ω
ρhgw dΩ,
21
where w is the vertical displacement field.
For the second simulation, the following boundary conditions are considered:
Simulation n◦ 2

wt = 0, ωn = ωs = 0, for x = 0,
qn = 0, Mnn =Mns = 0, for x = 1,
qn = +f(x, t), Mnn =Mns = 0, for y = 0,
qn = −f(x, t), Mnn =Mns = 0, for y = 1,
where f(x, t) is the excitation defined by:
f(x, t) =
{
105 sin
(
pi
Lx
)
[Pa ·m], ∀t < 0.25 tend,
0, ∀t ≥ 0.25 tend,
tend being defined in Table 3. In this case inhomogeneous boundary conditions are considered.
Snapshots of the vertical displacement field are reported in Figures 9, 10. This field is obtained from the
velocity field ew =
∂w
∂t by applying the trapezoidal rule integration. For both simulations the output is
consistent with the imposed BC and with the physical intuition of the observed phenomenon. The symplectic
integration has been used to demonstrate numerically the conservation of total energy. The Hamiltonian for
both simulations is reported in Fig. 8. For the first one the total energy Et = H + Ep is the conserved
quantity and it remains constant equal to zero as expected. For the second simulation the Hamiltonian is the
conserved quantity, once the excitation is set back to zero. The conservation of energy is also obvious from
Fig. 10. The boundary conditions are such that the energy increases monotonically as long as the excitation
is present. The deformation attained at the final time of the excitation repeats itself symmetrically with
respect to axis y = L/2 with period given by 1/2 tend.
Conclusions and Perspectives
In this paper the port-Hamiltonian formulation of the Mindlin plate was enriched by the equivalent tensorial
formulation and by a symplectic discretization method. The PFEM method, applied to this formulation,
proves again its versatility, since it stays valid and applicable even in more complicated examples like the one
presented in this article. Many features of this method and of the tensorial PH formulation are of interest:
• its capability of preserving the port-Hamiltonian structure;
• the natural derivation of boundary port-variables as inputs;
• the possibility of dealing with mixed boundary conditions inside the framework of port-Hamiltonian
descriptor systems PHDAEs, detailed in [24];
• the easy implementability of the method using standard Finite Element libraries (Fenics [25] in our
case);
• a coordinate free representation which makes possible to treat other planar geometries (circular, ellip-
soidal, annular etc).
The formulation presented in this paper could be completed with a precise analysis of the well-posedness, in
the input-output sense (as in [36] for the wave equation in Rd). Furthermore, a proper convergence analysis
is needed. The Arnold-Winther element [37] should be investigated as they provide a conforming approxima-
tion of space HDiv(Ω,R2×2sym). Unfortunately, this are not included inside FEniCS (or in any standard library).
Another important aspect is the implementation of suitable control laws. The proposed method paves the
way to the use of passivity-based approaches and of energy shaping methods. These techniques have already
been largely studied in the literature [38, 39] for the finite-dimensional case. However, the distributed case is
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Figure 9: Snapshots for Simulation n◦1.
mainly limited to one geometrical dimension [40]. It would be of great interest, especially for control engineers,
to conceive a controller able to respect given performance specifications. The port-Hamiltonian formalism
and its powerfulness in modeling complex systems could be linked to standard control methodologies, already
well known in the industrial field, like the LQR or H∞ methodologies.
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