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We demonstrate the use of a pulsed quantum cascade laser, wavelength tuneable between 6 and
10lm, with a scattering-type scanning near-field optical microscope (s-SNOM). A simple method
for calculating the signal-to-noise ratio (SNR) of the s-SNOM measurement is presented. For pulsed
lasers, the SNR is shown to be highly dependent on the degree of synchronization between the laser
pulse and the sampling circuitry; in measurements on a gold sample, the SNR is 26 with good
synchronization and less than 1 without. Simulations and experimental s-SNOM images, with a
resolution of 100 nm, corresponding to k/80, and an acquisition time of less than 90 s, are presented
as proof of concept. They show the change in the field profile of plasmon-resonant broadband
antennas when they are excited with wavelengths of 7.9 and 9.5lm. VC 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4832859]
Scattering-type scanning near-field optical microscopy
(s-SNOM) has proven itself to be a valuable tool for non-
invasive nanoscale imaging. A wide variety of applications
have been demonstrated, ranging from mapping plasmonic
resonances to chemical spectroscopy.1–8 In an s-SNOM mea-
surement, laser light is focused on to the apex of a very sharp
metallic tip (typically of radius 10 nm). Depending on the
polarization of this incident light, different sample properties
can be measured. If the incident radiation is p-polarised, the
probe is sensitive to changes in the dielectric constant of the
surface beneath.9 If the sample can support localized surface
plasmons, s-polarised light can be used to excite the plasmon
and measure its field distribution without being sensitive to
any changes in chemical contrast, as shown in Figure 1.10–17
In both cases, changes in the amplitude and phase of the
back-scattered light are measured by an interferometric
detection scheme and formed into an image.
If s-SNOM is to be effective in performing nanoscale
spectroscopy, its light source should be able to scan through
the “chemical fingerprint” region—i.e., mid-infrared (mid-
IR) wavelengths spanning approximately a 5 to 10 lm range,
where molecular bonds typically have their vibronic absorp-
tion peaks. Several groups have recently adapted s-SNOM
for use with broadband sources (often referred to as nano-
FTIR), where a full mid-IR spectrum is gathered at each
pixel,18–21 but image acquisition times are long. If single
wavelength sources are to be viable for spectroscopy, there-
fore, they must provide comparable tuneability, so that the
wavelength can be altered sufficiently to gather useful chem-
ical information.
The most recently commercialised quantum cascade
lasers (QCLs) are ideal candidates for the tuneable approach;
they are compact, turn-key devices that can scan through
wavelength ranges of several microns when arranged in an
external cavity configuration.22,23 However, the majority of
the current generation of QCLs operate pulsed, rather than
continuous wave (CW). If unaccounted for, this can add a
substantial amount of digitization noise to a measurement.
Here, we address the digitization issue and implement an
s-SNOM based on a tuneable pulsed QCL laser. The tech-
nique is tested by imaging the wavelength-dependent local-
ised plasmon electric field distribution of a broadband
log-periodic nanoantenna.24,25
A commonly used detection scheme for s-SNOM is the
pseudo-heterodyne method (Figure 2).26 Similar to optical
heterodyning,1 it exploits the square law properties of light
detectors, to multiply the backscattered light from the probe,
FIG. 1. In s-SNOM measurements of plasmonic samples, s-polarised light is
focused onto the sample to excite a plasmon resonance. The tip is a particu-
larly strong scatterer for the out-of-plane component of the plasmon’s
electric fields. Using this “cross-polarization scheme” to measure just the
p-polarised component of the scattered light therefore maps the Ez compo-
nent of the plasmon resonance.
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by a much brighter beam (the reference beam). The refer-
ence beam is phase modulated at frequency X by a vibrating
mirror. The backscattered light is also modulated (at fre-
quency x, where xX) by oscillating the probe vertically
with an amplitude of approximately 30 nm. This backscat-
tered light is made up of two components: The signal, Isig,
comprising the light that has been modified by the near-field
interaction between the tip and the surface, and the back-
ground, Iback—light scattered from the probe and the sample
that is unaffected by the interaction between the two. As the
height of the oscillating probe increases, the signal strength,
Isig, rapidly decreases. This decrease occurs over length
scales corresponding to the radius of the probe (typically
10 nm). The background, Iback, on the other hand, is only
weakly affected by the probe oscillations, as its strength
varies over probe height length scales that are much larger,
i.e., of the order of the k 10 lm wavelength.
To suppress the effect of the background, Iback, on the
measurement, therefore, the voltage waveform from the
detector is first Fourier transformed. Due to the phase modu-
lation of the reference beam, the Fourier components at the
harmonics of the probe oscillation frequency, x, are split
into sidebands separated by the mirror vibration frequency,
X (Figure 3). As the signal, Isig, is highly sensitive to the
probe vibration, the sidebands around the higher harmonics
of the probe oscillation frequency contain more of the signal,
Isig, relative to the background, Iback. The actual harmonic
required to suppress the contribution of the background to
a negligible level depends on the wavelength. In the
mid-infrared, the second harmonic is usually sufficient,
whereas in the visible or near-infrared, the third harmonic is
typically necessary.27
We use a cross-polarization scheme to image the near-
field distribution of plasmon resonant samples without
recording the chemical differences of the surface. In this
setup, s-polarised light is used to illuminate the tip and the
sample. A simple way to visualise the scattering process is
that this light excites the resonant in-plane plasmon modes in
the sample, without itself significantly interacting with the
probe (which is a very poor antenna to anything but light
polarised perpendicularly to the surface). The excited plas-
mons then have a p-polarised component, which is subse-
quently scattered strongly by the tip into the far-field. In
some cases, the actual scattering process is significantly
complicated by the fact that the structure supporting the plas-
mons can also itself scatter light into the far-field. Whatever
the scattering mechanism though, the overall scattering of
the probe can be written as
Eout ¼ sEin; (1)
where the complex scattering coefficient s has a magnitude s
and a phase /. For measurements of plasmon resonant sam-
ples, the s-SNOM measured values of sn and /n (where n is
the measurement harmonic of the probe vibration frequency)
correspond to the magnitude and phase of the Ez field of the
FIG. 2. Example of the pseudo-heterodyne detection system, employing a cross-polarization scheme. S-polarised light from a laser is passed through a beam
splitter. The illuminating beam is passed to the probe (vibrating at frequency x) and excites the plasmon modes, the Ez field of which is strongly scattered by
the tip. The second path to the vibrating mirror (which oscillates at frequency X where x X) uses a 45 polarizer to create a p-polarised component in the
reference beam. After recombination of the two beams at the beamsplitter, this p-polarised reference beam component interferes with the signal beam scattered
from the probe. A vertical polarizer is used to ensure that no s-polarised light—which carries no useful signal—can reach the detector.
FIG. 3. Representation of a pseudo-heterodyne spectrum found by Fourier
transforming the detector’s voltage waveform. The amplitude and phase
changes of the light scattered from the probe, oscillating at frequency x, are
deduced from the relationship between the amplitudes of the odd and even
sidebands.
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plasmon resonance. The values of sn and /n can be inferred
from the magnitude of the measured odd and even sidebands









For any image taken with an s-SNOM, noise in the measure-
ment will limit its sensitivity. Mechanical vibration, thermal
fluctuations, and imperfect electronics all play a role, but for
our setup, the biggest contribution arises from fluctuations in
the intensity of the illuminating laser. The voltage waveform
from a detector illuminated by such a noisy laser can be writ-
ten as
V tð Þ ¼ x tð Þ þ y tð Þ; (4)
where xðtÞ is the part of the voltage containing the signal
(which may be time varying itself) and yðtÞ is the noise. As
s-SNOM measurements take place in the frequency domain,
it is necessary to understand how yðtÞ behaves after having
been Fourier transformed. This can be done qualitatively
with Parseval’s theorem, which states that the total energy
contained in a waveform integrated over time is the same as
the energy contained in its Fourier components summed over
all frequencies. Hence, the larger the variance of yðtÞ, the
larger will be its Fourier components, Yðf Þ.
For the frequency range in which s-SNOM measure-
ments are typically made (100–1000 kHz), the distribution
of the noise power is, to a good approximation, white. This
means that the Fourier components of yðtÞ are equal at all
frequencies.
Taking into account Parseval’s theorem and the assump-
tion that the noise power is equally spread among all frequen-
cies, it is clear that if the laser intensity noise yðtÞ is large
enough, then its Fourier components, Y fð Þ; can drown out
the peaks and sidebands of the pseudo-heterodyne system
(Figure 3), especially at the higher harmonics of the probe fre-
quency where the overall signal strength, Isig, is itself lower.
Our experimental setup is based on a union of two com-
mercially available systems: An s-SNOM from Neaspec,
Germany (NeaSNOM) and a pulsed QCL from Block
Engineering, USA (Lasertune), the latter modified to accept
external triggering of its laser pulses.
When considering a pulsed laser system in conjunction
with s-SNOM, one must consider the Nyquist Limit at two
different levels. To accurately replicate the laser pulses, the
sampling frequency of the analogue-to-digital (ADC) cir-
cuitry must be at least twice that of the laser repetition rate f.
This repetition rate must, in turn, be more than twice the
probe vibration harmonic of interest, to be able to accurately
replicate the signal at this frequency. In our system, the
bandwidth is limited by the detector (Kolmar Technologies,
Model KLD-0.5-J1-3/10/DC) at 2.5MHz, so we chose a laser
repetition rate of f¼ 625 kHz and a probe vibration fre-
quency of x 75 kHz.
In the mid-infrared, measuring at the second harmonic
of the probe vibration frequency is sufficient to suppress the
unwanted background scattering, Iback, from the probe and
sample, corresponding to a measurement frequency of
approximately 2x 150 kHz. For this paper, we used gold
coated tips from Budget Sensors (Multi75GB-G).
Our QCL can be triggered by its own internal clock or
via an external signal. The duty cycle of its output—regardless
of the triggering mechanism—is limited to a maximum of
5%. We chose to externally trigger the pulses at a frequency
of 625 kHz. This means that the ADC sampling circuitry
records many samples when the laser is off.
If the sampling and the laser pulses are not well synchron-
ized, it is possible that the sampling will record a rising or fall-
ing edge (instead of the peak maximum), resulting in a
randomly measured pulse height (Figure 4). The digitization
of the detector voltage, therefore, is potentially a major source
of “artificial” noise—this noise does not exist physically but is
an artefact of the electronic waveform sampling process.
If the laser pulses and the digitization circuitry are prop-
erly synchronized, one can be sure that the sampling will fall
on a peak maximum. In practice, we achieve this by trigger-
ing the laser with an integer multiple of the sampling fre-
quency—in our case 4. This corresponds to a laser repetition
rate of 625 kHz with a cycle length of 1600 ns and a lasing
period of 80 ns.
Information for s-SNOM measurements is taken in fre-
quency space. The signal-to-noise ratio (SNR) is, therefore,




where sn is the amplitude measurement at the nth harmonic,
as given by Eq. (2) and r is the standard error of this value.
The source of this error is predominantly laser intensity
noise. sn can be replaced with /n for phase measurements.
Conveniently, the standard error for the amplitude and phase
measurements of Eqs. (2) and (3) is the same for all the indi-
vidual sidebands cnxþmX
FIG. 4. An example of a pulse train measured at the detector when the laser
is internally triggered (at 185 kHz) and therefore not synchronized with the
ADC sampling circuit. The lack of synchronization between the laser pulses
and the sampling leads to a recorded measurement with a very large appa-
rent pulse-to-pulse variation. The inset box shows the detector waveform
when the sampling and laser pulses are properly synchronized (at 625 kHz).
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rs ¼ r/ ¼ rc: (6)
Therefore, if we assume that the noise is white, we can find
r by measuring the noise power at frequencies in between
the sideband clusters in Figure 3, and the SNR can be readily
calculated.
This principle is demonstrated by the two traces in
Figure 5. In the unsynchronized case (b), r is 1 105 V.
The signal at the second harmonic is clearly considerably
smaller than this, and the SNR is therefore <1, making
imaging impossible. In the synchronized case (a), r is
much smaller, at 3 107 V, and by combining the side-
band heights according to Eq. (2) gives s2 8 106 V,
corresponding to an SNR of 26. In both cases, the measure-
ment bandwidth is 153 Hz. r can be further reduced by
decreasing the measurement bandwidth or, equivalently,
by increasing the integration time at each pixel. As always,
the trade-off for lower noise is a longer image acquisition
time.
To demonstrate the ability of the pulsed QCL and
s-SNOM to take near-field images over a range of wave-
lengths, we present pictures of a broadband mid-infrared
log-periodic nanoantenna.24,25 This sample exhibits plas-
monic resonances over a broad range of wavelengths and, as
the wavelength is scanned, the electric field distribution
across the nanoantenna changes significantly.
Simulation results, generated using finite-difference time-
domain (FDTD) commercial software (Lumerical FDTD
Solutions v8.6.0), were used to compare with the experimental
images. A 40nm thick gold nanoantenna, lying over a 2 nm
chromium adhesion layer and a semi-infinite BaF2 substrate,
was discretised with a non-uniform mesh. As a default, the
mesh had a volume grid of 7 nm 7 nm 5 nm within the
total-field scattered field (TFSF) source volume. However, at
the nanoantenna gap, a finer mesh of 4 nm 4 nm  5 nm was
used, and in the chromium, the length of the discretization in
the z-direction was 0.5 nm.
The incident illumination, generated by the TFSF, is
polarized parallel to the teeth of the nanoantenna, and is inci-
dent, as in the experiment, at an angle of 60 with respect
to the sample normal. The optical properties of gold and
chromium are modelled with multi-coefficient functions
to fit experimental tabulated data,28 whereas the BaF2 is
assumed to be lossless with a constant refractive index of
n¼ 1.465.28 Note that in the simulation, the presence of the
s-SNOM probe is not considered. Similar simulation setup
parameters, precautions, and convergence analyses to our
previous works24,25 were carried out to ensure accurate CW
information. A 2D field profile monitor was used to record
the field distribution at the xy-cross-sectional plane, 20 nm
above the gold-air interface.
The resulting images, taken at wavelengths of k¼ 7.9
and 9.5 lm, are shown in Fig. 6. The pixel resolution was set
at 100 nm, corresponding to a value of approximately k=80.
The acquisition time for each image was less than 90 s.
Despite the 180 rotational symmetry of the structures, the
field profile itself is not rotationally symmetrical. This is due
to retardation effects which occur due to the fact that our
setup uses light incident at 60 from the surface normal. As
the size of the nanoantenna is comparable to the wavelength,
there is a significant shift in the phase of the exciting IR field
across it, so the field strength and direction across the sample
are not uniform.
In terms of the image quality, the k¼ 9.5 lm image is
superior due to the lower intrinsic pulse-to-pulse intensity
variation of the laser at this wavelength. At the position of
greatest field enhancement, the SNR is 17 at k¼ 9.5 lm and
9 at k¼ 7.9 lm.
There is a good qualitative match between the simula-
tion and experiment on the lower half of the antenna; the
field profile is similar between the two images at k¼ 7.9 and
k¼ 9.5 lm in the experiment, and this similarity between the
two wavelengths is mirrored in the simulations. On the upper
half of the antenna—at both wavelengths—there is a better
quantitative match. At k¼ 9.5 lm, a “hot spot,” P1, is
observed on the outermost left tooth. In the image at 7.9 lm,
this area of high intensity has clearly shifted to the right onto
the second tooth from the top, P2, in accordance with the
simulations.
In conclusion, we have demonstrated the use of a widely
tuneable pulsed QCL for an s-SNOM measurement. This
combination of technology is potentially a powerful tool for
ultra-high resolution spectroscopy.
QCLs can provide a versatile imaging system, offering
high spatial and spectral resolution coupled with a wide
wavelength tuning range, fast image acquisition times, and
FIG. 5. Fourier transform of (a) synchronized and (b) unsynchronized digi-
tised pulse trains for an s-SNOM measurement on a gold substrate using a
6.5ms signal integration period. The probe vibration frequency is
x¼ 63.5 kHz and the reference mirror oscillation frequency is X¼ 300Hz.
The first and second harmonic sidebands are clearly visible in the (synchron-
ized) low-noise case, whereas with the laser unsynchronized, they are buried
in the extra noise artefacts generated in the digitization process.
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simple turn-key operation. Their use with s-SNOM could,
therefore, open up fresh regions of the electromagnetic spec-
trum for nanoscale studies.
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