Lezione 19: 7 dicembre 2011 by Ritelli, Daniele
1/19 Pi?
22333ML232
Dipartimento di Matematica per le scienze economiche e
sociali Universita` di Bologna
Modelli 1
lezione 19 7 dicembre 2011
Quoziente di Variabili aleatorie congiunte
Spazi con prodotto interno
professor Daniele Ritelli
www.unibo.it/docenti/daniele.ritelli
2/19 Pi?
22333ML232
13/22 P!i?"##$$$!"#$#
Densita` di Cauchy
f(x) =
1
pi
1
1 + x2
Densita` esponenziale
f(x) =

1
λ
e−λx se x ≥ 0
0 altrimenti
Figura 1: errata 24 novembre
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0 altrimenti
Figura 2: corrige 24 novembre
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Esercizio 1 3.28 pagina 117 Hwei Hsu: Probabilita` variabili casuali
e processi stocastici.
Sia (X, Y ) una variabile casuale bidimensionale con la funzione densita`
congiunta
fXY (x, y) =
x2 + y2
4pi
e−(x
2+y2)/2 (x, y) ∈ R2
dimostrare che X e Y sono dipendenti ma non sono non correlate
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Esercizio 1 3.28 pagina 117 Hwei Hsu: Probabilita` variabili casuali
e processi stocastici.
Sia (X, Y ) una variabile casuale bidimensionale con la funzione densita`
congiunta
fXY (x, y) =
x2 + y2
4pi
e−(x
2+y2)/2 (x, y) ∈ R2
dimostrare che X e Y sono dipendenti ma non sono non correlate
Ricordo che si ha indipendenza quando fXY (x, y) = fX(x)fY (y)
fX(x) :=
∫ ∞
−∞
fXY (x, y)dy fY (y) :=
∫ ∞
−∞
fXY (x, y)dx
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fX(x) =
∫ ∞
−∞
1
4pi
(x2 + y2)e−(x
2+y2)/2dy
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fX(x) =
∫ ∞
−∞
1
4pi
(x2 + y2)e−(x
2+y2)/2dy
=
e−x
2/2
4pi
(
x2
∫ ∞
−∞
e−y
2/2dy +
∫ ∞
−∞
y2e−y
2/2dy
)
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fY (y) =
e−y
2/2
2
√
2pi
(
y2 + 1
)
fXY (x, y) 6= fX(x)fY (y)
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Infine due variabili X e Y sono non correlate se
E(XY ) = E(X)E(Y )
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Infine due variabili X e Y sono non correlate se
E(XY ) = E(X)E(Y )
Nel nostro caso
E(X) =
∫ ∞
−∞
xfX(x)dx = 0
E(Y ) =
∫ ∞
−∞
yfY (y)dy = 0
perche` le densita` marginali sono funzioni pari
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mentre
E(XY ) =
∫ ∞
−∞
∫ ∞
−∞
xyfXY (x, y)dxdy
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ρ5e−ρ
2
sin θ cos θdρdθ
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Esercizio 2 La densita` congiunta di due variabili aleatorie X, Y e`
f(X,Y ) =
ke−(ax+by) se x > 0, y > 00 altrimenti
dove a, b sono costanti positive e k un parametro da determinare
affinche´ f(X,Y ) sia effettivamente una densita` di probabilita`.
1. Determinare il corretto valore di k.
2. Determinare le densita` marginali fX(x) e fY (y) e dire se X e Y
siano indipendenti.
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Si ha ∫ +∞
0
∫ +∞
0
e−axe−bydxdy =
1
a
1
b
quindi k = ab
9/19 Pi?
22333ML232
Si ha ∫ +∞
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∫ +∞
0
e−axe−bydxdy =
1
a
1
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quindi k = ab
La distribuzione marginale X ha densita` data da
fX(x) =
∫ +∞
−∞
f(X,Y )(x, y)dy = ab
∫ +∞
0
e−(ax+by)dy = ae−ax, x > 0
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La distribuzione marginale Y ha densita` data da
fY (y) =
∫ +∞
−∞
f(X,Y )(x, y)dx = ab
∫ +∞
0
e−(ax+by)dx = be−by, y > 0
9/19 Pi?
22333ML232
Si ha ∫ +∞
0
∫ +∞
0
e−axe−bydxdy =
1
a
1
b
quindi k = ab
La distribuzione marginale X ha densita` data da
fX(x) =
∫ +∞
−∞
f(X,Y )(x, y)dy = ab
∫ +∞
0
e−(ax+by)dy = ae−ax, x > 0
La distribuzione marginale Y ha densita` data da
fY (y) =
∫ +∞
−∞
f(X,Y )(x, y)dx = ab
∫ +∞
0
e−(ax+by)dx = be−by, y > 0
f(X,Y ) = fX(x)fY (y) il che significa che le variabili aleatorie sono
indipendenti
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Teorema
Siano X e Y due variabili aleatorie indipendenti assolutamente con-
tinue con densita` fX(x) e fY (y). Allora la densita` della variabile
aleatoria quoziente Z = Y/X e`
fX(z) =
∫ ∞
−∞
|x|fY (zx)fX(x)dx
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(∫ ∞
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derivando ottengo la densita`
fZ(z) =
∫ 0
−∞
−zfY (zx)fX(x)dx+
∫ ∞
0
xfY (zx)fX(x)dx
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quindi
fZ(z) =
∫ ∞
−∞
|x|fY (zx)fX(x)dx = 1
2pi
∫ ∞
−∞
|x| exp
(
−1
2
(1 + z2)x2
)
dx
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quindi
fZ(z) =
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−1
2
(1 + z2)x2
)
dx
ma vale se a > 0 la formula
∫ ∞
0
xe−ax
2
dx =
1
2a
quindi
fZ(z) =
1
pi
1
1 + z2
quindi la densita` del quoziente e` una Cauchy
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Esercizio (continuazione esercizio 2)
Se X e Y sono distribuite come nell’esercizio 2 dimostrare che la
densita` di Z = X/Y e` fZ(z) =
ab
(az + b)2
, z ≥ 0
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∫
xe−αxdx = −(1 + αx)e
−αx
α2
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Esercizio (continuazione esercizio 2)
Se X e Y sono distribuite come nell’esercizio 2 dimostrare che la
densita` di Z = X/Y e` fZ(z) =
ab
(az + b)2
, z ≥ 0
fZ(z) =
∫ ∞
−∞
|x|fX(xz)fY (x)dx = ab
∫ ∞
0
xe−(az+b)xdx
Si conclude osservando che
∫
xe−αxdx = −(1 + αx)e
−αx
α2
Prova del “ nove”
∫ ∞
0
ab
(a+ bz)2
dz =
[
− b
az + b
]z=∞
z=0
= 1
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Teorema
Siano X e Y due variabili aleatorie indipendenti assolutamente con-
tinue con densita` fX(x) e fY (y). Allora la densita` della variabile
aleatoria prodotto Z = XY e`
fX(z) =
∫ ∞
−∞
1
|x|fX(x)fY
(z
x
)
dx
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Spazi con prodotto interno
Premettiamo la nozione di Spazio vettoriale reale
Uno spazio vettoriale (H+, ·) su R e` un insieme non vuoto H i cui
elementi sono chiamati vettori, in cui sono definite due operazioni +
(addizione vettoriale), e · (moltiplicazione scalare) che soddisfano agli
assiomi seguenti, fissati a,b, c ∈ H, α, β ∈ R
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VS1 Chiusura rispetto alla somma vettoriale :
a + b ∈ H,
VS2 Chiusura rispetto alla moltiplicazione per scalare
αa ∈ H,
VS3 Commutativita`
a + b = b + a
VS4 Associativita`
(a + b) + c = a + (b + c)
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VS5 Esistenza di un elemento neutro additivo
∃ 0 ∈ H : a + 0 = a + 0 = a
VS6 Esistenza dell’elemento opposto
∃ − a ∈ H : a + (−a) = (−a) + a = 0
VS7 Distributivita`
α(a + b) = αa + αb
VS8 Distributivita`
(α + β)a = αa + βa
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VS9
1 a = a
VS10
(αβ)a = α(βa)
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Definizione
Un prodotto interno su spazio vettoriale H e` una mappa
〈· | ·〉 : H ×H → R
che soddisfa le quattro condizioni
Simmetria 〈f | g〉 = 〈g | f〉
Linearita` 〈f + g | h〉 = 〈f | h〉+ 〈g | h〉
Omogeneita` 〈λf | g〉 = λ〈f | g〉
Positivita` 〈f | f〉 ≥ 0, 〈f | f〉 = 0 ⇐⇒ f = 0
