Specht modules labelled by hook bipartitions II by Sutton, Louise
Specht modules labelled by hook bipartitions II
Louise Sutton∗†
Queen Mary University of London
Mile End Road
London E1 4NS
Abstract
We continue the study of Specht modules labelled by hook bipartitions for the Iwahori–Hecke
algebra of type B with e ∈ {3, 4, . . . } via the cyclotomic Khovanov–Lauda–Rouquier algebra H Λn .
Over an arbitrary field, we explicitly determine the graded decomposition submatrices for H Λn
comprising rows corresponding to hook bipartitions.
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1 Introduction
The study of the representations of the Z-graded cyclotomic Khovanov–Lauda–Rouquier algebras
(alternatively the cyclotomic quiver Hecke algebras), denoted H Λn , has been motivated by their con-
nection with the well-studied complex reflection groups and their deformations via Brundan and
Kleshchev’s Graded Isomorphism Theorem in [6]. This allows us to consider the Ariki–Koike algebras
associated to a complex reflection group of type G(l, 1, n) as graded algebras.
The most important open question in the representation theory of the Ariki-Koike algebras is
the Decomposition Number Problem. One aims to understand the graded composition multiplicity
[Sλ : Dµ〈k〉]v of the irreducible module, Dµ, as a composition factor of the Specht module, Sλ, for all
multipartitions λ and for all regular multipartitions µ. Throughout this paper, we will fix l = 2 and
study the graded representation theory of the corresponding Iwahori–Hecke algebra of type B from
the perspective of H Λn . In particular, we continue the study from [28] of the special family of Specht
modules labelled by hook bipartitions, namely S((n−m),(1m)), as H Λn -modules. For the first time, we
determine the corresponding graded decomposition numbers, which we observe are independent of
the characteristic of the ground field.
Main Result
Let F be arbitrary, e ∈ {3, 4, . . . }, and λ = ((n−m), (1m)) with m ∈ {0, . . . , n}. We completely
determine the graded decomposition numbers [Sλ : Dµ〈k〉]v for all regular bipartitions µ.
Over a field of characteristic zero, we note that there exist recursive algorithms for determining
decomposition numbers for the Ariki–Koike algebras. We know from Ariki’s Categorification Theorem
in [1], together with recent work of Brundan and Kleshchev [7], that the graded decomposition numbers
for the cyclotomic Khovanov–Lauda–Rouquier algebras can be determined from the canonical basis
elements of the quantum affine algebra Uq(ŝle) via the LLT algorithm [22] in level one, and via an
analogous algorithm [11] in higher levels. While these are major breakthroughs in the field, the
recursive nature of these algorithms means that explicit computations for all but sufficiently small n
are impossible, and the Decomposition Number Problem remains unsolved.
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In positive characteristic, we obtain the decomposition matrices for the Ariki–Koike algebras from
the decomposition matrices in characteristic zero by post-multiplying them by certain adjustment
matrices. However, there exists no analogue of the LLT algorithm for determining these adjustment
matrices in positive characteristic, and moreover, we have very few explicit examples to hand. One
of the most fundamental problems is to determine when the decomposition numbers in characteristic
zero and positive characteristic coincide, and hence when the adjustment matrices are trivial. Due
to Williamson’s counterexamples for the symmetric groups [29], we now know that the long-standing
James Conjecture [16, §4] can no longer hope to provide a partial solution to this problem. Except in
a few cases, it is completely unknown when the adjustment matrices are trivial. In level two, Brundan
and Stroppel [9] and Hu and Mathas [14, Corollary B.5] show that the decomposition numbers of the
Iwahori–Hecke algebra of type B do not depend on the characteristic of the ground field when e is
either infinite or sufficiently large. In level three, Lyle and Ruff [23] study certain blocks of the Ariki–
Koike algebras, and determine that their corresponding adjustment matrices are, in fact, trivial for all
quantum characteristics. This paper works in finite quantum characteristic e ∈ {3, 4, . . . }, and adds
to these recent developments by providing a special family of Specht modules for the Iwahori–Hecke
algebra of type B whose corresponding decomposition numbers are independent of the characteristic
of the ground field.
In this paper, we add to this literature by studying the structure of Specht modules labelled by
hook bipartitions. We first recall from [28] that the explicit presentation ofH Λn was used to determine
composition series of S((n−m),(1m)) in which we defined its composition factors in terms of quotients
either of the kernels or of the images of certain Specht module homomorphisms. In this way, we can
write down explicit spanning sets for these composition factors in terms of standard basis elements of
S((n−m),(1m)), which will later help us to determine certain properties of their gradings. In general, we
note that it is a non-trivial task to explicitly determine which of the regular multipartitions label the
irreducible modules arising in the composition series of Specht modules. However, since we know that
every composition factor of a Specht module arises as the head of a Specht module labelled by a regular
multipartition, we are able to use Brundan and Kleshchev’s i-restriction and i-induction functors [5]
to find isomorphisms between the composition factors of S((n−m),(1m)) as presented in [28] and the
irreducible heads Dµ of certain Specht modules labelled by regular bipartitions. We thus determine
characteristic-free ungraded multiplicities [S((n−m),(1m)) : Dµ] for all regular bipartitions µ, and hence
observe that the corresponding submatrices of the adjustment matrices are trivial. Furthermore,
we completely determine the analogous graded composition multiplicities [S((n−m),(1m)) : Dµ]v by
exploiting the combinatorial grading on Specht modules as defined in [8].
We remark that one can alternatively keep track of the grading shifts throughout the preceding
paper [28] so that we immediately arrive at the graded results and hence implicitly recover the un-
graded ones, however this method would give us little to no advantage since the resulting computations
would be similar to those presented in this article. We instead only enter into the graded world in
this paper to provide a distinction between the combinatorial calculations we now perform and those
given in [28] of the action of the H Λn -generators on standard basis elements of Specht modules.
The structure of this paper is as follows. In Section 2, we present necessary background details
of the graded representation theory of the cyclotomic Khovanov–Lauda–Rouquier algebras, and in
particular we provide a brief overview of Specht modules labelled by hook bipartitions. In Sections 3
and 4, we determine the composition factors of these Specht modules in terms of irreducible heads
Dµ of Specht modules for certain regular bipartitions µ. In doing so, it follows from [28] that we
completely determine the ungraded decomposition matrices ofH Λn corresponding to hook bipartitions;
we present these results in Section 5. Furthermore, by obtaining results in Sections 6 and 7 on the
graded dimensions of Specht modules labelled by hook bipartitions and of their composition factors,
we present the explicit graded decomposition numbers of H Λn corresponding to hook bipartitions in
Section 8.
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2 Background
Throughout this paper, we let F be an arbitrary field and let Sn be the symmetric group on n
letters. Let q ∈ F× be a cyclotomic eth root of unity such that e ∈ {3, 4, . . . }; we call e the quantum
characteristic. We set I := Z/eZ and identify I with the set {0, 1, . . . , e− 1}. Recall that for a fixed
level, l, we let the e-multicharge of l be the ordered l-tuple κ = (κ1, κ2, . . . , κl) ∈ I l, with associated
domaninant weight Λ = Λκ1 + · · ·+ Λκl of level l. We refer the reader to [28, §2.2] for further details
on the corresponding Lie-theoretic notation.
2.1 Graded algebras and graded modules
We familiarise the reader with the fundamental theory of graded algebras and modules; [26] provides
a superb guide to graded representation theory.
An F-algebra A is called graded, more precisely Z-graded, if there exists a direct sum decomposition
A =
⊕
i∈ZAi such that AiAj ⊆ Ai+j for all i, j ∈ Z. An element in the summand Ai is said to be
homogeneous of degree i. For ai ∈ Ai, we write deg(ai) = i.
Given a graded F-algebra A, we say that the (left) A-module M is Z-graded if there exists a direct
sum decomposition M =
⊕
i∈ZMi such that AiMj ⊆ Mi+j for all i, j ∈ Z. We denote the abelian
category of all finitely generated graded (left) A-modules by A -mod. If M ∈ A -mod, then we obtain
the module M〈k〉 by shifting the grading on M upwards by k ∈ Z. For an indeterminate v, we set
M〈k〉 = vkM , so that the grading on M〈k〉 is defined by (M〈k〉)i =
(
vkM
)
i
= Mi−k. The graded
dimension of M is defined to be the Laurent polynomial
grdim(M) =
∑
i∈Z
dim(Mi)v
i ∈ N[v, v−1].
Suppose that A has a homogeneous anti-involution ∗ : A → A, and write a∗ for the image of a ∈ A
under this map. Then we define the dual of M to be the Z-graded A-module
M~ =
⊕
k∈Z
HomF(M〈k〉,F),
where the A-action is given by (af)(m) = f(a∗m) for all a ∈ A, f ∈M~ and m ∈M .
We say that a graded composition series for M ∈ A -mod is a filtration of graded submodules
{0} = M0 ⊂ M1 ⊂ · · · ⊂ Mn−1 ⊂ Mn = M such that the quotients Mi/Mi−1 are irreducible for
all i ∈ {1, . . . , n}, which we refer to as the graded composition factors of M . The Jordan–Ho¨lder
theorem yields an analogous graded version, and thus it makes sense to study graded decomposition
numbers [M : L]v of M , where L is a graded irreducible A-module. The graded multiplicity of L as
a composition factor of M is defined to be the Laurent polynomial
[M : L]v =
∑
i∈Z
[M : L〈i〉]vi ∈ N[v, v−1].
Note that by setting v = 1 into the above definitions, we recover the ungraded analogues.
2.2 Multipartitions, Young diagrams and tableaux
We recall from [28, §3] basic combinatorial notation and definitions in this section.
We write P ln for the set of all l-multipartitions of n, and in particular, we write ∅ for the empty
multipartition. Let λ = (λ(1), . . . , λ(l)) ∈P ln. We define the Young diagram of λ to be
[λ] :=
{
(i, j,m) ∈ N× N× {1, . . . , l}
∣∣∣ 1 6 j 6 λ(m)i } .
We draw the ith component λ(i) of [λ] above its (i+1)th component λ(i+1) for all i ∈ N. Each element
(i, j,m) ∈ [λ] is called a node of λ, and in particular, an (i, j)-node of the mth component λ(m). We
say that the node (i1, j1,m1) ∈ [λ] lies strictly above the node (i2, j2,m2) ∈ [λ] if either i1 < i2 and
m1 = m2 or m1 < m2.
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We say that A ∈ [λ] is a removable node for λ if [λ]\{A} is a Young diagram of an l-multipartition
of n− 1. Similarly, we say that A 6∈ [λ] is an addable node for λ if [λ] ∪ {A} is a Young diagram of an
l-multipartition of n+ 1.
A λ-tableau T is a bijection T : [λ] → {1, . . . , n}. We call T standard if the entries in each row
increase from left to right along the rows of each component, and the entries in each column increase
from top to bottom down the columns of each component. We denote the set of all standard λ-
tableaux by Std(λ). The column-initial tableau Tλ is the λ-tableau whose entries 1, . . . , n appear in
order down consecutive columns, working from left to right in components l, l − 1, . . . , 1, in turn.
2.3 Residues and degrees
We fix an e-multicharge κ = (κ1, . . . , κl) ∈ I l. The e-residue of a node A = (i, j,m) lying in the space
N× N× {1, . . . , l} is defined to be
resA := κm + j − i (mod e).
We say that an i-node is a node of residue i.
Let T be a λ-tableau. We write r = T(i, j,m) to denote that the integer entry r lies in node
(i, j,m) ∈ [λ], and set resT(r) = res(i, j,m). The residue sequence of T is defined to be
iT = (resT(1), . . . , resT(n)).
We define the degree of an addable i-node A of λ ∈P ln to be
dA(λ) := # {addable i-nodes of λ strictly above A} −# {removable i-nodes of λ strictly above A} .
Let T ∈ Std(λ) be such that n lies in node A of λ. We set deg(∅) := 0, and define the degree of T
recursively via
deg(T) := dA(λ) + deg(T6n−1),
where T6n−1 is the standard tableau obtained by removing node A from T.
Example 2.1. Let e = 3 and κ = (0, 0). There are five standard ((1), (14))-tableaux, namely
T1 = 1
2
3
4
5
, T2 = 2
1
3
4
5
, T3 = 3
1
2
4
5
, T4 = 4
1
2
3
5
, T5 = 5
1
2
3
4
.
We find the degree of T1 as follows. We note that the degree of any node in the first row of the first
component is 0, so d(1,1,1) = 0 and hence deg(T61) = 0. Observe that
T62 = 1
2
,which has 3-residues 0
0
.
Thus (1, 1, 2) has removable 0-node (1, 1, 1) (shaded above), and hence d(1,1,2) = −1. Now observe
T63 = 1
2
3
,which has 3-residues 0
0
2
.
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Thus (2, 1, 2) has addable 2-node (2, 1, 1) (outlined above), and hence d(2,1,2) = 1. Now observe
T64 = 1
2
3
4
,which has 3-residues 0
0
2
1
.
Thus (3, 1, 2) has addable 1-nodes (1, 2, 1) and (1, 2, 2) (outlined above), and hence d(3,1,2) = 2. We
finally observe that
T1 = 1
2
3
4
5
,which has 3-residues 0
0
2
1
0
.
Thus (4, 1, 2) has removable 0-node (1, 1, 1) (shaded above), and hence d(4,1,2) = −1. Hence
deg(T1) = d
(1,1,1) + d(1,1,2) + d(2,1,2) + d(3,1,2) + d(4,1,2) = 1.
Similarly, one can find that deg(T2) = deg(T5) = 3, deg(T3) = 2 and deg(T4) = 1.
2.4 Cylotomic Khovanov–Lauda–Rouquier algebras and Specht modules
The presentation of the cyclotomic Khovanov–Lauda–Rouquier algebra, H Λn , introduced indepen-
dently by Khovanov and Lauda in [17] and Rouquier in [27] endows H Λn with a canonical Z-grading.
We know from Brundan and Kleshchev’s Graded Isomorphism Theorem [6, Main Theorem] that H Λn
is isomorphic to a cyclotomic Hecke algebra (of type A).
We refer the reader to [21] for the construction of Specht modules, Sλ, over the cyclotomic
Khovanov–Lauda–Rouquier algebras, which are indexed by multipartitions λ and generated by the
element zλ as an H
Λ
n -module. We study (column) Specht modules as given in [21], which are dual to
those given in [8] and consistent with James’ classical construction of Specht modules over FSn. For
a λ-tableau T, we recall from [28, §4] that for a reduced expression of wT ∈ Sn such that wTTλ = T, we
can define the vector vT = ψwTzλ for some element ψwT ∈H Λn associated to the reduced expression of
wT. In general, we note that the vector vT depends on the choice of a reduced expression of wT. We
observe that the existence of these vectors ensures that Specht modules naturally inherit a Z-grading
from H Λn .
Theorem 2.2. [8, Corollary 4.6] and [21, Proposition 7.14] Let λ ∈P ln. Then the set of vectors
{vT | T ∈ Std(λ)}
is a homogeneous F-basis of Sλ of degree determined by deg(vT) = deg(T).
Recall that this basis is called the standard homogeneous basis of Sλ. We can now define the
graded dimensions of Specht modules using the degree function on standard tableaux as follows.
Definition 2.3. Let λ ∈P ln. Then the graded dimension of Sλ is defined to be
grdim (Sλ) :=
∑
T∈Std(λ)
vdeg(T).
We thus note that the graded dimensions of Specht modules depend only on the quantum char-
acteristic e and not directly on the ground field F.
Example 2.4. Let e = 3 and κ = (0, 0). Following Example 2.1, we know that
grdim
(
S((1),(14))
)
= vdeg(T1) + vdeg(T2) + vdeg(T3) + vdeg(T4) + vdeg(T5) = 2v3 + v2 + 2v.
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2.5 Regular multipartitions
We introduce numerous combinatorial definitions following [20], most of which date back to [25], and
we adopt notation introduced by Fayers in [12].
Let λ ∈P ln. We denote the total number of removable i-nodes of λ by remi(λ), and we denote the
total number of addable i-nodes of λ by addi(λ). We write the l-multipartition obtained by removing
all of the removable i-nodes from λ as λOi, and we write the l-multipartition obtained by adding all
of the addable i-nodes to λ as λMi.
We define the i-signature of λ ∈ P ln by reading the Young digram [λ] from the top of the first
component down to the bottom of the last component, writing a + for each addable i-node and writing
a − for each removable i-node, where the leftmost + corresponds to the highest addable i-node of
λ. We obtain the reduced i-signature of λ by successively deleting all adjacent pairs +− from the
i-signature of λ, always of the form − · · · −+ · · ·+.
Example 2.5. Let e = 3, κ = (0, 0) and λ = ((7, 42), (4)). The 3-residues of λ, as well as the
0-addable and 0-removable nodes of λ are labelled, respectively, as follows
0 1 2 0 1 2 0
2 0 1 2
1 2 0 1
0 1 2 0
, −
+
+
−
. (2.1)
Thus, by removing all of the removable 0-nodes from λ (corresponding to the outlined nodes below),
and respectively, adding all of the addable 0-nodes of λ (corresponding to the shaded nodes below) we
have the following Young diagrams of multipartitions[
λO0
]
= ,
[
λM0
]
= .
Referring to (2.1), the 0-signature of λ is −+ +− (corresponding to the − and + labels from top to
bottom in the diagram), and the reduced 0-signature is −+ (corresponding to the nodes (1, 7, 1) and
(2, 5, 1), respectively).
The removable i-nodes corresponding to the − signs in the reduced i-signature of λ are called the
normal i-nodes of λ, and similarly, the addable i-nodes corresponding to the + signs in the reduced
i-signature of λ are called the conormal i-nodes of λ. We denote the total number of normal i-nodes
of λ by nori(λ) and the total number of conormal i-nodes of λ by conori(λ). The lowest normal
i-node of [λ], if there is one, is called the good i-node of λ, which corresponds to the last − sign in
the i-signature of λ. Similarly, the highest conormal i-node of [λ], if there is one, is called the cogood
i-node of λ, which corresponds to the first + sign in the i-signature of λ.
For r ∈ {0, . . . ,nori(λ)}, we denote the multipartition obtained from λ by removing the r lowest
normal i-nodes of λ by λ ↓ri , and for r ∈ {0, . . . , conori(λ)}, we denote the multipartition obtained
from λ by adding the r highest conormal i-nodes of λ by λ ↑ri . We set ↑i:=↑1i when adding the cogood
i-node of λ and we set ↓i:=↓1i when removing the good i-node of λ. It is easy to see that A is a cogood
i-node of λ ∈P ln if and only if A is a good i-node of λ ∪ {A}. The operators ↑ri and ↓ri act inversely
on a multipartition λ ∈P ln in the following sense:
λ ↓ri ↑ri= λ (0 6 r 6 nori(λ)) ; λ ↑si↓si= λ (0 6 s 6 conori(λ)) . (2.2)
We define the set of all regular l-multipartitions of n to be
RP ln := {∅ ↑i1 . . . ↑in | i1, . . . , in ∈ I} . (2.3)
If a multipartition λ lies in RP ln, then λ is called regular. Hence λ ∈P ln is regular if and only if [λ]
is obtained by successively adding cogood nodes to ∅.
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2.6 Graded irreducible H Λn -modules
In this section, we review a classification of the graded irreducibleH Λn -modules. It is well known that
the Specht module Sλ has the quotient Dλ := Sλ/ radSλ for each λ ∈P ln, where the radical of Sλ is
defined from a homogeneous symmetric bilinear form on Sλ of degree zero (see [13, §2] for details).
We know that each Dλ is either absolutely irreducible or zero by [13, Lemma 2.9], and moreover, Dλ
is absolutely irreducible if and only if λ ∈ RP ln [13, Corollary 5.11].
Theorem 2.6. [7, Theorem 4.11] and [13, Proposition 2.18]
1.
{
Dλ〈i〉
∣∣∣ λ ∈ RP ln, i ∈ Z} is a complete set of pairwise non-isomorphic irreducible graded H Λn -
modules.
2. For all λ ∈ RP ln, Dλ ∼= D~λ as graded H Λn -modules.
2.7 Graded decomposition numbers
Decomposition numbers record information about the structure of Specht modules. We denote the
ungraded decomposition number by dλ,µ = [Sλ : Dµ] where λ ∈ P ln and µ ∈ RP ln, which is the
multiplicity of Dµ appearing as a composition factor of Sλ.
We denote the ungraded decomposition matrix for H Λn by (dλ,µ), and we write (d
F
λ,µ) when we
want to emphasise the ground field. It is well known that we can compute the ungraded decompo-
sition matrices, (dCλ,µ), for H
Λ
n via the generalised LLT algorithm given by Fayers in [11], whereas
determining decomposition numbers in positive characteristics is an open problem. We know from [7]
that there exists an adjustment matrix (aFν,µ) such that (d
F
λ,ν) = (d
C
λ,ν)(a
F
ν,µ) where ν, µ ∈ RP ln, but
there exists no algorithm for determining the entries in this matrix.
We know from Theorem 2.2 that we can endow Specht modules with a Z-grading, and since there
exists a graded version of the Jordan–Ho¨lder theorem, we can study their graded composition factors.
We define the graded decomposition number to be
dλ,µ(v) = [Sλ : Dµ]v :=
∑
i∈Z
[Sλ : Dµ〈i〉] vi ∈ N
[
v, v−1
]
,
where λ ∈ P ln and µ ∈ RP ln. We record these graded multiplicities in a graded decomposition
matrix, (dλµ(v)), where its rows are indexed by multipartitions and its columns are indexed by regular
multipartitions.
The following result for H Λn is a more general version of [15, Corollary 12.2] for FSn.
Theorem 2.7. [7, Theorem 3.9 and Corollary 5.15] Let λ ∈P ln and µ ∈ RP ln. Then
1. dµ,µ(v) = 1;
2. dλ,µ(v) 6= 0 only if µD λ.
Moreover, if F = C then dλ,µ(v) ∈ vN(v) whenever µB λ.
We denote the graded adjustment number by aFν,µ(v).
Theorem 2.8. [7, Theorem 5.17] Let λ ∈P ln and µ ∈ RP ln. Then
dFλ,µ(v) =
∑
ν∈RPln
dCλ,ν(v)a
F
ν,µ(v),
for some aFν,µ(v) ∈ N[v, v−1] with aFν,µ(v) = aFν,µ(v−1).
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2.8 Induction and restriction of H Λn -modules
The Decomposition Number Problem forH Λn of determining the multiplicities [Sλ : Dµ] for all λ ∈P ln
and for all µ ∈ RP ln is equivalent to the Branching Problem of determining the multiplicities[
res
H Λn
H Λn−1
Dλ : Dµ
]
for all λ ∈P ln and for all µ ∈ RP ln. The restriction of the ordinary representations of the symmetric
group and their composition factors are well understood via the Classical Branching Rule for FSn
(for example, see [15, Theorem 9.2]), which was first extended to the Ariki–Koike algebras (or the
cyclotomic Hecke algebras) by Ariki–Koike [3, Corollary 3.12], and which has recently been extended
to the cyclotomic Khovanov–Lauda–Rouquier algebras by Mathas [24].
We first introduce Brundan and Kleshchev’s i-restriction and i-induction functors, ei and fi re-
spectively, acting on FSn-modules, as given in Section 2.2 of [5]. These functors are exact, and
originate from Robinson [10]; we extend these functors to act on H Λn -modules.
Let M be an H Λn -module. For i ∈ Z/eZ, there are i-restriction functors ei : H Λn -mod →
H Λn−1 -mod, and i-induction functors fi :H Λn -mod→H Λn+1 -mod, such that [5, Lemma 2.5]
res
H Λn
H Λn−1
M ∼=
⊕
i∈Z/eZ
eiM and ind
H Λn+1
H Λn
M ∼=
⊕
i∈Z/eZ
fiM. (2.4)
For i ∈ Z/eZ and r > 0, there exist the divided power i-restriction functors e(r)i : H Λn -mod →
H Λn−r -mod and the divided power induction i-functors f
(r)
i :H
Λ
n -mod→H Λn+r -mod, which satisfy [5,
Lemma 2.6]
eriM
∼=
r!⊕
k=1
e
(r)
i M and f
r
iM
∼=
r!⊕
k=1
f
(r)
i M.
For a non-zero H Λn -module M , we define
i(M) = max
{
r > 0
∣∣∣ e(r)i M 6= 0} and ϕi(M) = max{r > 0 ∣∣∣ f (r)i M 6= 0} . (2.5)
We now set
e
(max)
i M = e
(iM)
i M and f
(max)
i M = f
(ϕiM)
i M.
By refining the Branching Rule for H Λn -modules, we obtain [12, Lemma 4.1] and its analogue.
Lemma 2.9. Let i ∈ Z/eZ and λ ∈P ln.
1. Then i (Sλ) = remi(λ) and e
(max)
i Sλ
∼= SλOi.
2. Then ϕi (Sλ) = addi(λ) and f
(max)
i Sλ
∼= SλMi.
2.9 Modular branching rules for H Λn -modules
Kleshchev developed the analogous theory for restricting the modular representations of the symmetric
group [18, 19, 20], which Brundan extended to Hecke algebras of type A [4]. These modular branching
rules were generalised for cyclotomic Hecke algebras, proven by Ariki in the proof of [2, Theorem 6.1].
Thus modular branching rules for the cyclotomic Khovanov–Lauda–Rouquier algebras make sense,
which we note here.
Theorem 2.10. [5, §2.6] Let i ∈ Z/eZ and λ ∈ RP ln.
1. Then i (Dλ) = nori(λ) and e
(max)
i Dλ
∼= D
λ↓nori(λ)i
.
2. Then ϕi (Dλ) = conori(λ) and f
(max)
i Dλ
∼= D
λ↑conori(λ)i
.
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0 1 2 0 1 2 0 1 2 0
2 0 1 2 0 1 2
1 2 0
0 1
2 0
1
2 0 1 2 0
1 2 0 1
0 1 2
2
e
(2)
2 f
(2)
2
Figure 1: The 3-residues of ((9, 6, 22, 1), (4, 3, 2)), ((9, 6, 22, 1), (4, 3, 2)) ↓nor2(λ)2 and ((9, 6, 22, 1), (4, 3, 2)) ↑conor2(λ)2 .
Example 2.11. Let e = 3, κ = (0, 2) and λ = ((9, 6, 22, 1), (4, 3, 2)). Since we can obtain λ from
(∅,∅) by adding certain conormal nodes as follows
λ = (∅,∅) ↑2↑1↑0↑2↑0↑21↑22↑40↑41↑2↑0↑42↑20↑31↑2,
we know from (2.3) that λ is a regular bipartition. We observe from Figure 1 the 3-residues of λ,
together with its addable nodes. Thus λ has 2-signature −+−−++ and reduced 2-signature −−++.
One can also observe that we have drawn the bipartitions obtained from λ by: 1) removing all of the
normal 2-nodes of λ (outlined in Figure 1), corresponding to the − signs in the reduced 2-signature of
λ, and 2) adding all of the conormal 2-nodes of λ (shaded in Figure 1), corresponding to the + signs
in the reduced 2-signature of λ. It thus follows from Theorem 2.10 that
e
(2)
2 Dλ
∼= D((8,6,22,1),(32,2)); f (2)2 Dλ ∼= D((9,6,22,1),(4,32,1)).
For each i ∈ Z/eZ, there is at most one good i-node of λ, and hence at most e good nodes of λ.
It follows from [19, Theorem 0.5] that the socle of the restriction of an irreducible H Λn -module Dλ
to an H Λn−1-module is a direct sum of at most e indecomposable H Λn -summands. Moreover, we also
know from [19] that we can verify that the residue sequence of λ\{A} is distinct for each good node
A of λ, so that each summand Dλ\{A} belongs to a distinct block of H Λn . We generalise this result
to “divided powers” as follows.
Corollary 2.12. Let i ∈ Z/eZ and λ ∈ RP ln.
1. If r 6 nori(λ), then soc
(
e
(r)
i Dλ
) ∼= Dλ↓ri .
2. If r 6 conori(λ), then soc
(
f
(r)
i Dλ
) ∼= Dλ↑ri .
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It follows that the modular branching rules for Specht modules of the cyclotomic Khovanov–Lauda–
Rouquier algebras H Λn , together with the operators ↑ri and ↓ri , provide a combinatorial algorithm for
determining the labels of irreducible H Λn -modules.
Proposition 2.13. Let r > 0 and i ∈ Z/eZ. If D is an irreducible H Λn -module with e(r)i D ∼= Dλ for
some λ ∈ RP ln−r, then D = Dλ↑ri .
Proof. Suppose that D = Dµ where µ ∈ RP ln, so that e(r)i D = e(r)i Dµ ∼= Dλ. We know that
r 6 nori(µ) since e(r)i D 6= 0, then from the first part of Corollary 2.12 we have soc
(
e
(r)
i Dµ
) ∼= Dν
where ν = µ ↓ri . Since e(r)i Dµ ∼= Dλ, we have ν = λ. Then, by (2.2), λ ↑ri= µ ↓ri ↑ri= µ, as required.
Let 0 6 r 6 nori(λ) with e(r)i Dµ ∼= Dλ for some µ ∈ RP ln and λ ∈ RP ln−r. Then the normal
i-nodes of µ and the conormal i-nodes of λ coincide, and hence
soc
(
f
(r)
i
(
e
(r)
i Dµ
)) ∼= Dµ↓ri ↑ri = Dµ.
For non-irreducible H Λn -modules, we can determine the labels of their composition factors by
applying the same combinatorial algorithm using the following result.
Corollary 2.14. Let r > 0 and i ∈ Z/eZ. If M is an H Λn -module with e(r)i M ∼= Dµ for some
µ ∈ RP ln−r, then one of the composition factors of M is Dµ↑ri . Moreover, all of the other composition
factors of M are killed by e
(r)
i .
Example 2.15. Let e = 3, κ = (0, 2) and λ = ((6), (13)). We successively remove the maximum
number of removable i-nodes (shaded below) from λ as follows.
0 1 2 0 1 2
2
1
0
e2−→ 0 1 2 0 1
2
1
0
e1−→ 0 1 2 0
2
1
0
e
(2)
0−−→ 0 1 2
2
1
e2−→ 0 1
2
1
e
(2)
1−−→ 0
2
e2−→ 0
∅
e0−→ ∅
∅
.
Hence e0e2e
(2)
1 e2e
(2)
0 e1e2Sλ
∼= S(∅,∅), which we know is irreducible, and moreover, (∅,∅) ↑0↑2↑21↑2↑20↑1↑2=
((6, 2, 1),∅). It thus follows from Corollary 2.14 that D((6,2,1),∅) is a composition factor of Sλ.
2.10 Specht modules labelled by hook bipartitions
We fix l = 2 from now on and recall that e ∈ {3, 4, . . . }. A hook bipartition of n is defined to be a
bipartition of the form ((n −m), (1m)) for some m ∈ {0, . . . , n}. We refer to the first component of
a hook bipartition as its arm and to its second component as its leg. We call the node (1, n −m, 1)
lying at the end of its arm its hand node, and the node (m, 1, 2) lying at the end of its leg its foot
node.
Let T be the standard ((n−m), (1m))-tableau with entries a1, . . . , am ∈ {1, . . . , n} lying in its leg,
and recall from [28, §5.2] that we define v(a1, . . . , am) := vT to be the corresponding standard basis
element of S((n−m),(1m)). We note that since T is completely defined by the strictly increasing entries
a1, . . . , am that lie in a single column, the corresponding vector vT is independent of the choice of a
reduced expression of wT (which is generally not the case).
We remind the reader of some of the Specht module homomorphisms that were introduced in [28,
Proposition 5.6], which we will require later on.
Proposition 2.16. We have the following non-zero homomorphisms of Specht modules.
 If n ≡ κ2 − κ1 + 1 (mod e) and 0 6 m 6 n− 1, we have
γm : S((n−m),(1m)) −→ S((n−m−1),(1m+1)), γm(z((n−m),(1m))) = v(1, . . . ,m, n).
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 If κ2 ≡ κ1 − 1 (mod e) and 1 6 m 6 n− 1, we have
χm : S((n−m,1m),∅) −→ S((n−m),(1m)), χm(z((n−m,1m),∅)) = v(2, 3, . . . ,m+ 1).
 If κ2 ≡ κ1 − 1 (mod e), n ≡ 0 (mod e) and 1 6 m 6 n− 1, we have
φm : S((n−m+1,1m−1),∅) −→ S((n−m),(1m)), φm(z((n−m+1,1m−1),∅)) = v(2, 3, . . . ,m, n).
3 One-dimensional Specht modules
We determine the labels of the irreducible H Λn -modules that are isomorphic to the one-dimensional
Specht modules, namely S((n),∅) and S(∅,(1n)), which arise as composition factors of S((n−m),(1m)). We
note that we work solely with ungraded cyclotomic Khovanov–Lauda–Rouquier modules up to and
including Section 5. We let l be the residue of κ2−κ1 modulo e throughout, so that l ∈ {0, . . . , e−1}.
We know that S((n),∅) =
{
z((n),∅)
}
and S(∅,(1n)) =
{
z(∅,(1n))
}
are both one-dimensional H Λn -
modules, and hence are both irreducible. In fact, S((n),∅) = D((n),∅). We now introduce a sgn-functor
to determine the bipartition µ ∈ RP2n such that S(∅,(1n)) ∼= Dµ as ungradwed H Λn -modules.
For 1 6 r 6 n, S(∅,(1r)) has only one removable node, namely (r, 1, 2), that satisfies res(r, 1, 2) =
κ2 + 1− r (mod e). Thus the only restriction functor which acts non-trivially on S(∅,(1r)) is eκ2+1−r :
H Λr -mod −→ H Λr−1 -mod, where eκ2+1−rS(∅,(1r)) ∼= S(∅,(1r−1)). For r > 0, we now define the sgn-
restriction functor to be the composition of restriction functors
esgn := eκ2 ◦ eκ2−1 ◦ · · · ◦ eκ2+1−r :H Λr -mod −→H Λ0 -mod,
with the property that
esgnS(∅,(1r)) ∼= S(∅,∅).
With r = n, we observe that esgn is the only composition of n i-restriction functors which acts
non-trivially on S(∅,(1n)). Analogously, we now define the sgn-induction functor to be
fsgn := fκ2+1−r ◦ fκ2+2−r ◦ · · · ◦ fκ2 :H Λ0 -mod −→H Λr -mod
for r > 0. The sgn-induction functor acts non-trivially on S(∅,∅); we now determine the socle of
fsgnS(∅,∅).
Definition 3.1. For each a ∈ N ∪ {0}, we define the following weakly decreasing sequence of e − 1
integers that sum to a and that differ by at most one
{a} :=
⌊
a+ e− 2
e− 1
⌋
,
⌊
a+ e− 3
e− 1
⌋
, . . . ,
⌊
a
e− 1
⌋
.
We now give an explicit description of the regular bipartition that labels the irreducible H Λn -
module that is isomorphic to S(∅,(1n)).
Definition 3.2. Let (∅, (1n))R :=
{
(∅, (1n)) if n < l,(
({n− l}) , (1l)) if n > l.
Lemma 3.3. Let n ∈ N ∪ {0}. Then S(∅,(1n)) ∼= D(∅,(1n))R as ungraded H Λn -modules.
Proof. Let 1 6 r 6 n, and suppose that S(∅,(1n)) ∼= Dµ for some µ ∈ RP2n. It follows from (2.4) that
res
H Λn
H Λ0
S(∅,(1n)) ∼= esgnS(∅,(1n)).
For any r > 1, there is only one removable (κ2+1−r)-node of [(∅, (1r))], so that κ2+1−r
(
S(∅,(1r))
)
= 1.
It thus follows from Lemma 2.9 that
esgnS(∅,(1n)) ∼= S(∅,(1n))Oesgn = S(∅,(1n))O(κ2+1−n)O(κ2+2−n)···Oκ2 ∼= S(∅,∅).
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Define (∅,∅) ↑nsgn:= (∅,∅) ↑κ2↑κ2−1 . . . ↑κ2+1−n. Since S(∅,(1n)) is irreducible, we know from Propo-
sition 2.13 that S(∅,(1n)) ∼= S(∅,∅)↑nsgn = D(∅,∅)↑nsgn . To calculate (∅,∅) ↑nsgn, we successively add the
highest conormal node of e-residue κ2, κ2 − 1, . . . , κ2 + 1− n, respectively, to [(∅,∅)].
Firstly, we successively add the highest l conormal nodes of e-residue κ2, κ2 − 1, . . . , κ2 − l + 1,
respectively, to [(∅,∅)]. Since κ1 = κ2 − l (mod e), it is easy to see that (∅, (1i)) has (κ2−i)-signature
+, corresponding to node (i+ 1, 1, 2) for each i ∈ {0, . . . , l − 1}. Hence
(∅,∅) ↑κ2↑κ2−1 . . . ↑κ2−l+1= (∅, (1l)).
If n 6 l, then we are done. Instead suppose that n > l. We now successively add the highest e
conormal nodes to [(∅, (1l))] of e-residue κ1, κ1 − 1, . . . , κ1 + 1, respectively. Notice that ((1i), (1l))
has (κ1 − i)-signature + for each i ∈ {0, . . . , e− 1}, corresponding to node (i+ 1, 1, 1), except in the
following cases.
 The κ1-signature of (∅, (1l)) is ++, corresponding to the nodes (1, 1, 1) and (l+ 1, 1, 2), respec-
tively. Hence (∅, (1l)) ↑κ1= ((1), (1l)).
 Let l > 0. Then the (κ1 + l + 1)-signature of ((1e−l−1), (1l)) is ++, corresponding to the nodes
(e− l, 1, 1) and (1, 2, 2), respectively. Hence ((1e−l−1), (1l)) ↑κ1+l+1= ((1e−l), (1l)).
 If l > 0, then the (κ1 + 1)-signature of ((1e−1), (1l)) is + + −, corresponding to the nodes
(1, 2, 1), (e, 1, 1) and (l, 1, 2), respectively. If l = 0, then the (κ1 + 1)-signature of ((1
e−1),∅) is
++, corresponding to the nodes (1, 2, 1) and (e, 1, 1), respectively. Hence ((1e−1), (1l)) ↑κ1+1=
((2, 1e−2), (1l)).
It thus follows that
(∅, (1l)) ↑κ1↑κ1−1 . . . ↑κ1+1= ((2, 1e−2), (1l)),
and so the first component of (∅,∅) ↑nsgn has e− 1 non-empty rows.
Finally, we successively add the remaining nodes to the first component of [((2, 1e−2), (1l))], down
each column from left to right. Observe that there are n− l − r + 1 nodes in
[(∅,∅) ↑nsgn]\{(1, 1, 1), . . . , (r − 1, 1, 1)} ∪ {(1, 1, 2), . . . , (l, 1, 2)}
for all r ∈ {1, . . . , e−1}. Since there are e−1 non-empty rows in the first component of [((2, 1e−2), (1l))],
there are also e− 1 non-empty rows in the first component of µ, and moreover, we observe that there
are
⌊
n−l−r+e−1
e−1
⌋
nodes in the rth row of the first component of [(∅,∅) ↑nsgn].
4 Labelling the composition factors of S((n−m),(1m))
In the preceding paper [28, §6], the composition factors of S((n−m),(1m)) were constructed as quotients
either of the images or of the kernels of the Specht module homomorphisms given in Proposition 2.16 —
both of which do not depend on the characteristic of F. Since each of these quotients is isomorphic (up
to a grading shift) to a particular head of a Specht module, we now determine the regular bipartitions
that label these irreducible H Λn -modules. Recall that l is the residue of κ2 − κ1 modulo e.
4.1 Labelling the composition factors of S((n−m),(1m)) with κ2 6≡ κ1 − 1 (mod e)
We fix κ2 6≡ κ1 − 1 (mod e) throughout this subsection.
When n 6≡ l + 1 (mod e), we recall from [28, Theorem 6.8] that S((n−m),(1m)) is an irreducible
H Λn -module, that is, S((n−m),(1m)) ∼= Dλm for some regular bipartition λm ∈ RP2n.
Definition 4.1. Let κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e). For 0 6 m < n, we define
µn,m :=

((n−m), (1m)) if 0 6 m < l + 1,
((n−m, {m− l − 1}), (1l+1)) if l + 1 6 m < n− ne ,
(({m− l}, n−m− 1), (1l+1)) if n− ne 6 m < n.
Specht modules labelled by hook bipartitions II 13
In fact, we claim that λm = µn,m for all m ∈ {0, . . . , n− 1}.
When n ≡ l + 1 (mod e) and 1 6 m < n, we recall from [28, Corollary 6.11] that S((n−m),(1m)) has
two composition factors, namely im(γm−1) and im(γm). Thus im(γm−1) ∼= Dλm and im(γm) ∼= Dµm
for some regular bipartitions λm, µm ∈ RP2n.
Definition 4.2. Let κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e). For 0 6 m < n, we define
µn,m :=

((n−m), (1m)) if 0 6 m < l + 1,(
(n−m, {m− l − 1}) , (1l+1)) if l + 1 6 m < n− ne ,(
({m− l + 1}, n−m− 2) , (1l+1)) if n− ne 6 m 6 n− 2,(
({n− l}) , (1l)) if m = n− 1.
Notice that µn,m−1 and µn,m are distinct. We claim that the two labels λm, µm of the composition
factors of S((n−m),(1m)) as heads of some Specht modules are, in fact, µn,m−1 and µn,m, respectively,
and hence that the corresponding composition factors are non-isomorphic.
We require the following combinatorial result in order to confirm our claims.
Lemma 4.3. Let κ2 6≡ κ1 − 1 (mod e) and 0 6 m < n.
1. If n ≡ l (mod e), then
µn,m ↑κ2−m= µn+1,m. (4.1)
2. If n 6≡ l (mod e), then
µn,m ↑κ2−m= µn+1,m+1. (4.2)
Proof. (i) Let 1 6 m < l+ 1. Observe that ((n−m), (1m)) has addable (κ2−m)-node (m+ 1, 1, 2),
as well as (1, n − m + 1, 1) if n ≡ l (mod e), and has removable (κ2 − m)-node (1, n − m, 1)
if n ≡ l + 1 (mod e). We note that the addable nodes (2, 1, 1) and (1, 2, 2) of ((n −m), (1m))
cannot have residue κ2 −m since l < e− 2.
If n ≡ l (mod e) then ((n−m), (1m)) has (κ2−m)-signature ++, corresponding to the conormal
nodes (1, n−m+ 1, 1) and (m+ 1, 1, 2). Adding the higher of these conormal nodes, we have
µn,m ↑κ2−m= ((n−m), (1m)) ↑κ2−m= ((n−m+ 1), (1m)) = µn+1,m.
Now suppose that n ≡ l + 1 (mod e). Then ((n−m), (1m)) has (κ2 −m)-signature −+, and if
n− l 6≡ 0, 1 (mod e) then ((n−m), (1m)) has (κ2−m)-signature +. The conormal node in each
sequence is (m+ 1, 1, 2), whereby adding this node gives us
µn,m ↑κ2−m= ((n−m), (1m)) ↑κ2−m= ((n−m), (1m+1)) = µn+1,m+1.
(ii) Let l + 1 6 m < n− ne . Observe that ((n −m, {m − l − 1}), (1l+1)) has the following addable
and removable (κ2 −m)-nodes
 addable node (1, n−m+ 1, 1) if n ≡ l (mod e),
 removable node (1, n−m, 1) if n ≡ l + 1 (mod e),
 addable node at the end of the b(m+ e− l− 2)/(e− 1)cth column in the first component,
 addable node (e+ 1, 1, 1) and removable node (l + 1, 1, 2) if m ≡ l (mod e),
 addable node (1, 2, 2) if m ≡ −1 (mod e),
 addable node (l + 2, 1, 2) if m ≡ l + 1 (mod e).
First suppose that n ≡ l (mod e). Then ((n−m, {m− l − 1}), (1l+1)) has (κ2 −m)-signature
 + + +− if m ≡ l (mod e),
 + + ++ if m ≡ −1 (mod e) and l = e− 2,
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 + + + if m ≡ −1 (mod e) and l 6= e− 2 or m 6≡ −1 (mod e) and m ≡ l + 1 (mod e),
 ++ for all other cases.
Adding the highest conormal (κ2 −m)-node in these sequences, (1, n−m+ 1, 1), we have
µn,m ↑κ2−m = ((n−m, {m− l − 1}), (1l+1)) ↑κ2−m
= ((n−m+ 1, {m− l − 1}), (1l+1))
= µn+1,m.
We now suppose that n 6≡ l (mod e). If n ≡ l + 1 (mod e), then ((n −m, {m − l − 1}), (1l+1))
has (κ2 −m)-signature
 −+ +− if m ≡ l (mod e),
 −+ ++ if m ≡ −1 (mod e) and l = e− 2,
 −+ + if m ≡ −1 (mod e) and l 6= e− 2 or m 6≡ −1 (mod e) and m ≡ l + 1 (mod e),
 −+ for all other cases.
If n− l 6≡ 0, 1 (mod e), then ((n−m, {m− l − 1}), (1l+1)) has (κ2 −m)-signature
 + +− if m ≡ l (mod e),
 + + + if m ≡ −1 (mod e) and l = e− 2,
 ++ if m ≡ −1 (mod e) and l 6= e− 2 or m 6≡ −1 (mod e) and m ≡ l + 1 (mod e),
 + for all other cases.
Thus, for n 6≡ l (mod e), we observe that the highest conormal (κ2 − m)-node in each (κ2 −
m)-signature of ((n − m, {m − l − 1}), (1l+1)) is the addable node lying at the bottom of its
b(m+ e− l − 2)/(e− 1)cth column in the first component. Adding this node, we have
µn,m ↑κ2−m = ((n−m, {m− l − 1}), (1l+1)) ↑κ2−m
= ((n−m, {m− l}), (1l+1))
= µn+1,m+1.
(iii) Let m > n− ne . Firstly, suppose that n 6≡ l + 1 (mod e). If n ≡ l (mod e), then we find that
(({m− l}, n−m− 1), (1l+1)) has (κ2 −m)-signature
 + + +− if m ≡ l (mod e),
 + + ++ if m ≡ −1 (mod e) and l = e− 2,
 + + + if m ≡ −1 (mod e) and l 6= e− 2 or m 6≡ −1 (mod e) and m ≡ l + 1 (mod e),
 ++ for all other cases.
For n− l 6≡ 0, 1 (mod e), (e, n−m, 1) is no longer an addable (κ2−m)-node. Upon discounting
this node, we observe that (({m− l}, n−m− 1), (1l+1)) has (κ2−m)-signatures + +−, + + +,
++ and + corresponding to the above cases, respectively. Thus, for n 6≡ l + 1 (mod e), the
highest conormal (κ2 −m)-node in each (κ2 −m)-signature of (({m− l}, n−m− 1), (1l+1)) is
the addable node at the bottom of the b(m+e− l−2)/(e−1)cth column in the first component.
Hence
µn,m ↑κ2−m = (({m− l}, n−m− 1), (1l+1)) ↑κ2−m
= (({m− l + 1}, n−m− 1), (1l+1))
=
{
µn+1,m if n ≡ l (mod e),
µn+1,m+1 if n− l 6≡ 0, 1 (mod e).
Secondly, suppose that n ≡ l + 1 (mod e). Then we find that (({m− l+ 1}, n−m− 2), (1l+1))
has (κ2 −m)-signature
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 −+ +− if m ≡ l (mod e),
 −+ ++ if m ≡ −1 (mod e) and l = e− 2,
 −+ + if m ≡ −1 (mod e) and l 6= e− 2 or m 6≡ −1 (mod e) and m ≡ l + 1 (mod e),
 −+ for all other cases.
The highest conormal (κ2−m)-node in each sequence is (e, n−m− 1, 1), and adding this node
we have
µn,m ↑κ2−m = (({m− l + 1}, n−m− 2), (1l+1)) ↑κ2−m
= (({m− l + 1}, n−m− 1), (1l+1))
= µn+1,m+1.
Theorem 4.4. Suppose that κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e). Then S((n−m),(1m)) ∼= Dµn,m
as ungraded H Λn -modules for all m ∈ {0, . . . , n− 1}.
Proof. We proceed by induction on m.
1. Suppose that n − l 6≡ 2 (mod e). First observe that eκ2S((n−1),(1)) ∼= S((n−1),∅), and moreover,
by applying Equation (4.2) we have ((n − 1),∅) ↑κ2= ((n − 1), (1)). It thus follows from
Corollary 2.14 that S((n−1),(1)) ∼= D((n−1),(1)).
Assuming that S((n−m),(1m−1)) ∼= Dµn−1,m−1 for some m > 1, then
eκ2+1−mS((n−m),(1m)) ∼= S((n−m),(1m−1)) ∼= Dµn−1,m−1 .
Since S((n−m),(1m)) is an irreducibleH Λn -module, we can apply Corollary 2.14 and Equation (4.2)
to obtain
S((n−m),(1m)) ∼= Dµn−1,m−1↑κ2−m+1 = Dµn,m .
2. Suppose that n − l ≡ 2 (mod e). We obtain the regular bipartition that labels the irreducible
module which S((n−m),(1m)) is isomorphic to, up to a grading shift, as follows. We first restrict
S((n−m),(1m)) to an irreducibleH Λn−2-module, sayDµ for some µ ∈ RP2n−2, by removing both the
hand and foot node of residue κ2+1−m modulo e from the hook bipartition ((n−m), (1m)), and
then inducing Dµ to an irreducibleH Λn -module by adding the two highest conormal (κ2+1−m)-
nodes to µ. We have e
(2)
κ2 S((n−1),(1)) ∼= S((n−2),∅). By both Equations (4.1) and (4.2), ((n −
2),∅) ↑2κ2= ((n− 1),∅) ↑κ2= ((n− 1), (1)). Hence S((n−1),(1)) ∼= D((n−1),(1)) by Corollary 2.14.
Assuming that S((n−m−1),(1m−1)) ∼= Dµn−2,m−1 for some m > 1, then
e
(2)
κ2−m+1S((n−m),(1m))
∼= S((n−m−1),(1m−1)) ∼= Dµn−2,m−1 .
Since S((n−m),(1m)) is an irreducible H Λn -module, we apply Corollary 2.14 to obtain
S((n−m),(1m)) ∼= Dµn−2,m−1↑2κ2−m+1 = Dµn−1,m−1↑κ2−m+1 (by Equation (4.1))
= Dµn,m (by Equation (4.2)).
We now use this result to give an explicit description of the composition factors of Specht modules
labelled by hook bipartitions in the following case.
Theorem 4.5. Suppose that κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e). Then the composition
factors of S((n−m),(1m)) are Dµn,m−1 and Dµn,m for all m ∈ {1, . . . , n−1}. Moreover, Dµn,m ∼= im(γm)
as ungraded H Λn -modules.
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Proof. We obtain the regular bipartitions that label the two composition factors of S((n−m),(1m)) as
heads of some Specht modules by first restricting this Specht module to an irreducible H Λn−1-module,
say Dµ for some µ ∈ RP2n−1, by either 1) removing the foot node of residue κ2 + 1 − m from
((n −m), (1m)) or 2) by removing the hand node of residue κ2 −m from ((n −m), (1m)). We then
induce Dµ to an irreducible H Λn -module by adding the highest conormal node of residue κ2 + 1−m
or κ2 −m, respectively, to µ.
1. By removing the foot node of [((n−m), (1m))], we obtain
eκ2−m+1S((n−m),(1m)) ∼= S((n−m),(1m−1)) ∼= Dµn−1,m−1 (by Theorem 4.4).
We now observe from Equation (4.1) that µn−1,m−1↑κ2+1−m = µn,m−1. It thus follows that
Dµn,m−1 is a composition factor of S((n−m),(1m)) by Corollary 2.14.
2. By removing the hand node of [((n−m), (1m))], we obtain
eκ2−mS((n−m),(1m)) ∼= S((n−m−1),(1m)) ∼= Dµn−1,m (by Theorem 4.4).
We now observe from Equation (4.1) that µn−1,m ↑κ2−m= µn,m. Then, by Corollary 2.14, Dµn,m
is a composition factor of S((n−m),(1m)).
Furthermore, we know from [28, Corollary 6.11] that im(γm−1) and im(γm) are in bijection with
Dµn,m−1 and Dµn,m , up to isomorphism and grading shift. We notice that im(γm) is a composition
factor of both S((n−m),(1m)) and S((n−m−1),(1m+1)), and hence must be isomorphic to Dµn,m , as required.
4.2 Labelling the composition factors of S((n−m),(1m)) with κ2 ≡ κ1 − 1 (mod e)
We note that κ2 ≡ κ1 − 1 (mod e) throughout this subsection.
For n 6≡ 0 (mod e) and 1 6 m 6 n− 1, we recall from [28, Proposition 6.13] that S((n−m),(1m))
has two composition factors, namely im(χm) and S((n−m),(1m))/ im(χm). Thus im(χm) ∼= Dλm and
S((n−m),(1m))/ im(χm) ∼= Dµm for some regular bipartitions λm, µm ∈ RP2n.
Definition 4.6. Let κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e). For 1 6 m 6 n− 1, we define
µn,2m :=
{
((n−m, {m}),∅) if 1 6 m < n− ne ,
(({m+ 1}, n− 1−m),∅) if n− ne 6 m 6 n− 1,
µn,2m+1 :=

((n−m), (1m)) if 1 6 m < e,
((n−m, {m− e}), (2, 1e−2)) if e 6 m < n− ne ,
(({m− e+ 1}, n− 1−m), (2, 1e−2)) if n− ne 6 m 6 n− 1.
Notice that µn,2m and µn,2m+1 are distinct. We claim that the labels λm, µm of the two compo-
sition factors of S((n−m),(1m)) are µn,2m and µn,2m+1, respectively, and hence that the corresponding
composition factors are non-isomorphic.
For n ≡ 0 (mod e), we recall from [28, Theorem 6.16] that S((n−m),(1m)) has four composition
factors im(φm), im(φm+1), ker(γm)/ im(φm) and ker(γm+1)/ im(φm+1) for m ∈ {2, . . . , n − 2}, and
that S((n−1),(1)) and S((1),(1n−1)) both have three composition factors. Thus, for m ∈ {2, . . . , n − 2},
im(φm) ∼= Dλm , im(φm+1) ∼= Dµm , ker(γm)/ im(φm) ∼= Dνm and ker(γm+1)/ im(φm+1) ∼= Dηm for
some regular bipartitions λm, µm, νm, ηm ∈ RP2n.
Definition 4.7. Let κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e). For 2 6 m 6 n− 1, we define
µn,2m :=
{
((n−m+ 1, {m− 1}),∅) if 2 6 m 6 n− ne ,
(({m+ 1}, n−m− 1),∅) if n− ne < m 6 n− 1,
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µn,2m+1 :=

((n−m+ 1), (1m−1)) if 2 6 m 6 e,
((n−m+ 1, {m− e− 1}), (2, 1e−2)) if e < m 6 n− ne ,
(({m− e+ 1}, n−m− 1), (2, 1e−2)) if n− ne < m 6 n− 1.
We notice that µn,2m, µn,2m+1, µn,2m+2 and µn,2m+2 are distinct bipartitions. For m ∈ {2, . . . , n−
2}, we claim that the labels λm, µm, νm, ηm of the four composition factors of S((n−m),(1m)) are µn,2m,
µn,2m+2, µn,2m+1 and µn,2m+3, respectively, and hence that the corresponding composition factors are
non-isomorphic.
To confirm our claims above, we need the following combinatorial result, which is analogous to
Lemma 4.3 and can be proved in a similar manner.
Lemma 4.8. Suppose that κ2 ≡ κ1 − 1 (mod e).
1. Let m ∈ {1, . . . , n− 1}. If n 6≡ 0 (mod e), then
µn,2m ↑κ2−m= µn+1,2m+2, (4.3a)
µn,2m+1 ↑κ2−m= µn+1,2m+3. (4.3b)
2. Let m ∈ {2, . . . , n− 1}. If n ≡ 0 (mod e), then
µn,2m ↑κ2+1−m = µn+1,2m, (4.4a)
µn,2m+1 ↑κ2+1−m = µn+1,2m+1. (4.4b)
Theorem 4.9. Suppose that κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e). Then the composition factors
of S((n−m),(1m)) are Dµn,2m and Dµn,2m+1 for all m ∈ {1, . . . , n− 1}. Moreover, Dµn,2m ∼= im(χm) and
Dµn,2m+1
∼= S((n−m),(1m))/ im(χm) as ungraded H Λn -modules.
Proof. We first show that Dµn,3 is a composition factor of S((n−1),(1)). We have f
(2)
κ2−1S((n−1),(1))
∼=
S((n),(12)) if n ≡ −1 (mod e), and fκ2−1S((n−1),(1)) ∼= S((n−1),(12)) if n 6≡ −1 (mod e).
For n ≡ −1 (mod e), Dµn+2,5 is a composition factor of S((n),(12)) by downwards induction on n.
Hence, by Corollary 2.14, Dµn+2,5 ↓2κ2−1 is a composition factor of S((n−1),(1)). We have
((n− 1), (1)) ↑2κ2−1= µn,3 ↑2κ2−1 = µn+1,5 ↑κ2−1 (Equation (4.3b))
= µn+2,5 (Equation (4.4b))
= ((n), (12)).
Its inverse gives us µn,3 = µn+2,5 ↓2κ2−1, and hence Dµn,3 is a composition factor of S((n−1),(1)).
Similarly, for n 6≡ −1 (mod e), Dµn+1,5 is a composition factor of S((n−1),(12)). Thus, by Corol-
lary 2.14, Dµn+1,5 ↓κ2−1 is a composition factor of S((n−1),(1)). Observe that
((n− 1), (1)) ↑κ2−1= µn,3 ↑κ2−1= µn+1,5 = ((n− 1), (12)) (Equation (4.3b)).
Its inverse gives us µn,3 = µn+1,5 ↓κ2−1, and hence Dµn,3 is a composition factor of S((n−1),(1)).
1. Suppose that n − l 6≡ 2 (mod e). We have eκ2+1−mS((n−m),(1m)) ∼= S((n−m),(1m−1)), and by
induction, Dµn−1,2m−2 and Dµn−1,2m−1 are composition factors of S((n−m),(1m−1)). It thus fol-
lows from Corollary 2.14 that Dµn−1,2m−2↑κ2+1−m and Dµn−1,2m−1↑κ2+1−m are composition fac-
tors of S((n−m),(1m)). We observe that µn−1,2m−2 ↑κ2+1−m= µn,2m by Equation (4.3a), and
µn−1,2m−1 ↑κ2+1−m= µn,2m+1 by Equation (4.3b). Hence Dµn,2m and Dµn,2m+1 are composition
factors of S((n−m),(1m)).
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2. Suppose that n − l ≡ 2 (mod e). We have e(2)κ2+1−mS((n−m),(1m)) ∼= S((n−m−1),(1m−1)), and by
induction, Dµn−2,2m−2 and Dµn−2,2m−1 are composition factors of S((n−m−1),(1m−1)). We observe
that
µn−2,2m−2 ↑2κ2+1−m = µn−1,2m−2 ↑κ2+1−m (Equation (4.4a))
= µn,2m (Equation (4.3a)).
Thus, by Corollary 2.14, Dµn,2m is a composition factor of S((n−m),(1m)).
We also observe that
µn−2,2m−1 ↑2κ2+1−m = µn−1,2m−1 ↑κ2+1−m (Equation (4.4b))
= µn,2m+1 (Equation (4.3b)).
Thus, by Corollary 2.14, Dµn,2m+1 is composition factor of S((n−m),(1m)).
Furthermore, we know from [28, Proposition 6.13] that the composition factorsDµn,2m andDµn,2m+1
of S((n−m),(1m)) are in bijection with im(χm) and S((n−m),(1m))/ im(χm), up to isomorphism and grad-
ing shift. By [28, Lemma 5.10],
 im(χm) = span {vT | T ∈ Std((n−m), (1m)), T(1, 1, 1) = 1};
 S((n−m),(1m))/ im(χm) = span {vT | T ∈ Std((n−m), (1m)), T(1, 1, 2) = 1}.
Now let S, T ∈ Std((n−m), (1m)) be such that 1 lies in the arm of T and 1 lies in the leg of S. Then
every tableau T has residue sequence (κ1, i2, . . . , in) where ir ∈ {0, . . . , e−1}, and every tableau S has
residue sequence (κ2, j2, . . . , jn) where jr ∈ {0, . . . , e − 1}. The only non-empty component of µn,2m
is its first component, whereas both of the components of µn,2m+1 are non-empty. Thus, only the
residue sequence of µn,2m+1 can begin with residue κ2, and hence Dµn,2m
∼= im(χm), as required.
Similarly to the results in Subsection 4.1, we use this result to describe the composition factors of
Specht modules labelled by hook bipartitions in the following case.
Theorem 4.10. Suppose that κ2 ≡ κ1 − 1 (mod e), n ≡ 0 (mod e) and let m ∈ {1, . . . , n− 1}. Then
S((n−m),(1m)) has composition factors
1. S((n),∅), Dµn,4 and Dµn,5 if m = 1;
2. Dµn,2m, Dµn,2m+1, Dµn,2m+2 and Dµn,2m+3 if m ∈ {2, . . . , n− 2};
3. S(∅,(1n)), Dµn,2n−2 and Dµn,2n−1 if m = n− 1.
Moreover, Dµn,2m
∼= im(φm) and Dµn,2m+1 ∼= ker(γm)/ im(φm) as ungraded H Λn -modules.
Proof. (i) Firstly, by removing the foot node of ((n− 1), (1)), we have
eκ1S((n−1),(1)) ∼= S((n−1),∅) ∼= D((n−1),∅).
The κ2-signature of ((n−1),∅) is ++, corresponding to the conormal nodes (1, n, 1) and (1, 1, 2).
Adding the higher of these nodes, ((n− 1),∅) ↑κ2= ((n),∅), and by Corollary 2.14, D((n),∅) is
a composition factor of S((n−1),(1)).
Now suppose that 2 6 m 6 n− 1. By removing the foot node of ((n−m), (1m)), we have
eκ2+1−mS((n−m),(1m)) ∼= S((n−m),(1m−1)).
It follows from Theorem 4.9 thatDµn−1,2m−2 andDµn−1,2m−1 are composition factors of S((n−m),(1m−1)).
Observe that µn−1,2m−2 ↑κ2+1−m= µn,2m by Equation (4.3a), and that µn−1,2m−1 ↑κ2+1−m=
µn,2m+1 by Equation (4.3b). Thus, by Corollary 2.14, both Dµn,2m and Dµn,2m+1 are composi-
tion factors of S((n−m),(1m)).
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(ii) First suppose that 1 6 m 6 n− 2. By removing the hand node of ((n−m), (1m)), we have
eκ2−mS((n−m),(1m)) ∼= S((n−m−1),(1m)).
By Theorem 4.9, Dµn−1,2m and Dµn−1,2m+1 are composition factors of S((n−m−1),(1m)). Observe
that µn−1,2m ↑κ2−m by Equation (4.3a), and that µn−1,2m+1 ↑κ2−m= µn,2m+3 by Equation (4.3b).
Thus, Dµn,2m+2 and Dµn,2m+3 are also composition factors of S((n−m),(1m)) by Corollary 2.14.
Secondly, suppose that m = n− 1. By removing the hand node of ((1), (1n−1)), we have
eκ1S((1),(1n−1))
∼= S(∅,(1n−1)) ∼= D({n−e},(1e−1)) (by Lemma 3.3).
The κ1-signature of ({n − e}, (1e−1)) is + + +, corresponding to the conormal nodes (1, b(n −
2)/(e − 1)c + 1, 1), (1, 2, 2) and (e, 1, 2). Adding the highest of these nodes, we have ({n −
e}, (1e−1)) ↑κ1= ({n − e + 1}, (1e−1)). By Lemma 3.3, D({n−e+1},(1e−1)) ∼= S(∅,(1n)), and hence
S(∅,(1n)) is a composition factor of S((1),(1n−1)) by Corollary 2.14.
Furthermore, for all m ∈ {2, . . . , n−2}, we know from [28, Theorem 6.16] that the composition fac-
tors Dµn,2m , Dµn,2m+1 , Dµn,2m+2 and Dµn,2m+3 of S((n−m),(1m)) are in bijection with im(φm), im(φm+1),
ker(γm)/ im(φm) and ker(γm+1)/ im(φm+1), up to isomorphism and grading shift. Moreover, im(φm+1)
and ker(γm+1)/ im(φm+1) are composition factors of both S((n−m),(1m)) and S((n−m−1),(1m+1), and
hence are in bijection with Dµn,2m+2 and Dµn,2m+3 , up to isomorphism and grading shift.
Let T = Std((n−m), (1m)). Then, by [28, Lemmas 5.9 and 5.10], we have that
 im(φm+1) ∼= span {vT | T ∈ T , T(1, 1, 1) = 1, T(1, n−m, 1) = n};
 ker(γm+1)/ im(φm+1) ∼= span {vT | T ∈ T , T(1, 1, 2) = 1, T(1, n−m, 1) = n}.
It follows, together with [28, Lemma 5.10], that
 T(1, 1, 1) = 1 if vT lies in either im(φm) or im(φm+1);
 T(1, 1, 2) = 1 if vT lies in either ker(γm)/ im(φm) or ker(γm+1)/ im(φm+1).
We now observe that only the first component of µn,2m is non-empty, whereas both components of
µn,2m+1 are non-empty. It follows that 1 can only lie in the leg of T if vT lies in Dµn,2m+1 or Dµn,2m+3 ,
and hence Dµn,2m
∼= im(φm) and Dµn,2m+1 ∼= ker(γm)/ im(φm), as required.
5 Ungraded decomposition numbers corresponding to S((n−m),(1m))
We remind the reader that we found the characteristic-free composition series of Specht modules
labelled by hook bipartitions in terms of the basis vectors of S((n−m),(1m)) in [28, §6], and furthermore,
in Subsections 4.1 and 4.2 we established the regular bipartitions that label these composition factors.
We can thus determine the ungraded multiplicities [S((n−m),(1m)) : Dµ] for all regular bipartitions
µ ∈ RP2n. Recall that l ≡ κ2 − κ1 (mod e).
5.1 Case I: κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e)
We recall from [28, Theorem 6.8] that S((n−m),(1m)) is irreducible for all m ∈ {0, . . . , n}. Moreover, we
know from Lemma 3.3 that S(∅,(1n)) ∼= D(∅,(1n))R and from Theorem 4.4 that S((n−m),(1m)) ∼= Dµn,m
for all m < n, leading us to the following result.
Theorem 5.1. Let κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e). Then the decomposition submatrix(
d((n−m),(1m)), µ
)
of H Λn , under a specific ordering on its columns, is

S((n),∅) 1
S((n−1),(1)) 1 0
S((n−2),(12)) 1 0
... 0 . . .
S(∅,(1n)) 1
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for all regular bipartitions µ ∈ RP2n.
5.2 Case II: κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e)
We know from Theorem 4.5 that the composition factors of S((n−m),(1m)) are Dµn,m−1 and Dµn,m for
all m ∈ {1, . . . , n−1}. Hence Dµn,m is a composition factor of both S((n−m),(1m)) and S((n−m−1),(1m+1))
whenever m ∈ {1, . . . , n− 2}. We also note that Dµn,0 = S((n),∅) and Dµn,n−1 = D(∅,(1n))R . Further-
more, since the bipartitions µn,0, µn,1, . . . , µn,n−1 are distinct, the irreducible modulesDµn,0 , Dµn,1 , . . . , Dµn,n−1
are non-isomorphic.
Theorem 5.2. Let κ2 6≡ κ1 − 1 (mod e) and n ≡ κ2 − κ1 + 1 (mod e). Then the decomposition
submatrix
(
d((n−m),(1m)), µ
)
of H Λn , under a specific ordering on its columns, is

S((n),∅) 1
S((n−1),(1)) 1 1 0
S((n−2),(12)) 1 1
S((n−3),(13)) 1 1 0
...
. . .
. . .
S((1),(1n−1)) 0 1 1
S(∅,(1n)) 1
for all regular bipartitions µ ∈ RP2n.
5.3 Case III: κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e)
We know from Theorem 4.9 that the composition factors of S((n−m),(1m)) are Dµn,2m and Dµn,2m+1 for
all m ∈ {1, . . . , n − 1}. Furthermore, since the bipartitions ((n),∅), µn,2, µn,3, . . . , µ2n−1, (∅, (1n))R
are distinct, we know that the irreducible modules S((n),∅), Dµn,2 , Dµn,3 , . . . , Dµn,2n−1 , D(∅,(1n))R are
non-isomorphic.
Theorem 5.3. Let κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e). Then the decomposition submatrix(
d((n−m),(1m)), µ
)
of H Λn , under a specific ordering on its columns, is

S((n),∅) 1
S((n−1),(1)) 1 1 0
S((n−2),(12)) 1 1
S((n−3),(13)) 1 1 0
...
. . .
. . .
S((1),(1n−1)) 0 1 1
S(∅,(1n)) 1
for all regular bipartitions µ ∈ RP2n.
5.4 Case IV: κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e)
We recall from Theorem 4.10 that the composition factors of S((n−m),(1m)) are: S((n),∅), Dµn,4 and
Dµn,5 if m = 1; Dµn,2m , Dµn,2m+1 , Dµn,2m+2 and Dµn,2m+3 if m ∈ {2, . . . , n − 2}; Dµn,2n−2 , Dµn,2n−1
and D(∅,(1n))R if m = n − 1. Thus, for all m ∈ {1, . . . , n − 2}, Dµn,2m+2 and Dµn,2m+3 are com-
position factors of both S((n−m),(1m)) and S((n−m−1),(1m+1)). Furthermore, since the bipartitions
((n),∅), µn,4, . . . , µn,2n−1, (∅, (1n))R are distinct, the irreducible modules S((n),∅), Dµn,4 , . . . , Dµn,2n−1 ,
D(∅,(1n))R are non-isomorphic.
Specht modules labelled by hook bipartitions II 21
Theorem 5.4. Let κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e). Then the decomposition submatrix(
d((n−m),(1m)), µ
)
of H Λn , under a specific ordering on its columns, is

S((n),∅) 1
S((n−1),(1)) 1 1 1 0
S((n−2),(12)) 1 1 1 1
S((n−3),(13)) 1 1 1 1
S((n−4),(14)) 1 1 1 1 0
...
. . .
. . .
. . .
. . .
S((2),(1n−2)) 1 1 1 1
S((1),(1n−1)) 0 1 1 1
S(∅,(1n)) 1
for all regular bipartitions µ ∈ RP2n.
Remark 5.5. Notice that the above decomposition submatrices of H Λn are independent of the char-
acteristic of the ground field, and thus the corresponding adjustment submatrices are trivial.
6 Graded dimensions of S((n−m),(1m))
From now on, we study graded Specht modules labelled by hook bipartitions, using the combinatorial
Z-grading defined on these H Λn -modules to determine their graded dimensions.
We first determine the removable and addable i-nodes of hook bipartitions as follows.
Lemma 6.1. Let 1 6 i 6 k. Then ((k− i), (1i)) has neither an addable nor a removable (κ2 + 1− i)-
node in the first row of the first component, except in the following cases.
(i) If k ≡ l + 1 (mod e), then (1, k − i+ 1, 1) is an addable (κ2 + 1− i)-node of ((k − i), (1i)).
(ii) If k ≡ l + 2 (mod e) and k > i, then (1, k− i, 1) is a removable (κ2 +1− i)-node of ((k− i), (1i)).
Proof. Let T ∈ Std((n−m), (1m)) be such that T(i, 1, 2) = k.
1. Suppose that T(i, 1, 2) = l + 1 + αe for some α ∈ N ∪ {0}. Then 1, . . . , l + αe must lie in the
set of nodes {(1, 1, 2), . . . , (i− 1, 1, 2)} ∪ {(1, 1, 1), . . . , (1, j, 1)}, where j = l+ αe− i+ 1. There
are j and i− 1 entries strictly smaller than l+ αe+ 1 in the arm and the leg of T, respectively.
We now observe that res(1, j + 1, 1) = κ1 + j = κ2 − i + 1 = res(i, 1, 2) (mod e), and since
T(i, 1, 2) > T(1, j, 1), it follows that (1, j+ 1, 1) = (1, k− i+ 1, 1) is an addable (κ2 + 1− i)-node
for ((k − i), (1i)).
2. Suppose that T(i, 1, 2) = l + k + αe for some α ∈ N ∪ {0} such that k ∈ {2, . . . , e}, and prove
this is in a similar fashion to the first part, treating the cases k = 2 and k > 2 separately.
For any T ∈ Std((n−m), (1m)), we define
aT := #{i | T(i, 1, 2) ≡ l + 1 (mod e)} −#{i | T(i, 1, 2) ≡ l + 2 (mod e)}.
We are now able to obtain the degree of an arbitrary standard ((n−m), (1m))-tableau.
Lemma 6.2. Let T ∈ Std((n−m), (1m)) and 1 6 i 6 m < n. Then
deg(T) =
⌊
m+e−l−2
e
⌋
+ b l+1e c+
⌊
m
e
⌋
+ aT.
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Proof. Suppose that T(i, 1, 2) = k for some k ∈ {i, . . . , n}, so that T6k is a standard ((k − i), (1i))-
tableau. Applying Lemma 6.1, we have
deg(T) = #{i | (i, 1, 2) has addable (κ1 − 1)-node (2, 1, 1)}
+ #{i | (i, 1, 2) has addable (κ2 + 1)-node (1, 2, 2)}
+ #{i | (i, 1, 2) has addable (κ2 + 1− i)-node in the first row of T}
−#{i | (i, 1, 2) has removable (κ2 + 1− i)-node in the first row of T}
= #{i | i ≡ l + 2 (mod e), k > i}
+ #{i | i ≡ 0 (mod e)}
+ #{i | k ≡ l + 1 (mod e)}
−#{i | k ≡ l + 2 (mod e), k > i}
= #{i | i ≡ l + 2 (mod e)} −#{i | i ≡ l + 2 (mod e), k = i}
+ #{i | i ≡ 0 (mod e)}
+ #{i | k ≡ l + 1 (mod e)}
−#{i | k ≡ l + 2 (mod e)}+ #{i | k ≡ l + 2 (mod e), k = i}
= #{i | i ≡ l + 2 (mod e)}+ #{i | i ≡ 0 (mod e)}
+ #{i | k ≡ l + 1 (mod e)} −#{i | k ≡ l + 2 (mod e)}
=
⌊
m+e−l−2
e
⌋
+ b l+1e c+
⌊
m
e
⌋
+ #{i | k ≡ l + 1 (mod e)} −#{i | k ≡ l + 2 (mod e)}.
For any non-empty subset T ⊆ Std((n −m), (1m)), we define the set AT := {aT | T ∈ T }. We
now define the maximum degree of T to be maxdeg(T ) := max{deg(T) | T ∈ T } and the minimum
degree of T to be mindeg(T ) := min{deg(T) | T ∈ T }. By Lemma 6.2, we have
 maxdeg(T ) = ⌊m+e−l−2e ⌋+ ⌊ l+1e ⌋+ ⌊me ⌋+ max(AT ),
 mindeg(T ) = ⌊m+e−l−2e ⌋+ ⌊ l+1e ⌋+ ⌊me ⌋+ min(AT ).
We now set
an := #{i | 1 6 i 6 n, i ≡ l + 1 (mod e)},
bn := #{i | 1 6 i 6 n, i ≡ l + 2 (mod e)},
cn := #{i | 1 6 i 6 n, i− l 6≡ 1, 2 (mod e)}.
Remark 6.3. The values of an, bn and cn in each of the cases given in Section 5 are as follows.
 Case I: an = bn = bn−l−1e c+ 1 and cn = n− 2bn−l−1e c − 2,
 Case II: an = bn−l−1e c+ 1, bn = bn−l−1e c, cn = n− 2bn−l−1e c − 1,
 Case III: an = bne c, bn = bne c+ 1, cn = n− 2bne c − 1,
 Cases IV: an = bn = bne c and cn = n− 2bne c.
Lemma 6.4. Let T = Std((n−m), (1m)) and 1 6 m < n.
1. If 1 6 m 6 ne , then max(AT ) = m and min(AT ) = −m.
2. If ne < m < n− ne , then max(AT ) = an and min(AT ) = −bn.
3. If n− ne 6 m < n, then max(AT ) = n−m+ an − bn and min(AT ) = m− n+ an − bn.
Proof. Let S, T ∈ T be such that deg(T) = maxdeg(T ) and deg(S) = mindeg(T ). It follows from
Lemma 6.2 that T (respectively, S) is a standard ((n −m), (1m))-tableau with the maximum (resp.,
minimum) number of entries congruent to l+1 modulo e, say iT (resp., iS), together with the minimum
(resp., maximum) number of entries congruent to l + 2 modulo e, say jT (resp., jS), which lie in the
leg of T (resp., S). We then compute deg(S) = iS − jS and deg(T) = iT − jT.
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Proposition 6.5. Let 1 6 m 6 n and T = Std((n−m), (1m)). Then grdim (S((n−m),(1m))) is
max(AT )−min(AT )∑
i=0
max(AT )∑
j=0
((
an
m− i+ j
)(
bn
j
)(
cn
i− 2j
))
v(max(AT )−i+bme c+bm+e−l−2e c+b l+1e c)
 .
Proof. Let T ∈ T . By Lemma 6.2, there are at most max(AT ) entries in the leg of T congruent to
l+1 modulo e, and at most min(AT ) entries congruent to l+2 modulo e. Thus, there exists a tableau
with degree
di := max(AT )− i+
⌊
m
e
⌋
+
⌊
m+e−l−2
e
⌋
+
⌊
l+1
e
⌋
for all i ∈ {0, . . . ,max(AT )−min(AT )}, and hence grdim(S((n−m),(1m))) has max(AT )−min(AT )+1
terms.
Suppose that T has degree di for some i and that there are j entries congruent to l+2 modulo e in
the leg of T. These j entries contribute −j to the degree of T. Hence, there must be m− i+ j entries
congruent to l+1 modulo e in the leg of T, and the remaining i−2j nodes in the leg of T must contain
entries congruent to neither l + 1 modulo e nor l + 2 modulo e. Thus, there are
(
an
m−i+j
)(
bn
j
)(
cn
i−2j
)
standard ((n−m), (1m))-tableaux with this combination of entries in its leg for some j ∈ {0, . . . , ⌊ i2⌋},
and summing over j gives the number of standard ((n−m), (1m))-tableaux with degree di.
Later on, we will require the explicit leading and trailing terms in the graded dimensions of Specht
modules labelled by hook bipartitions as given below.
Corollary 6.6. Let 1 6 m 6 n and x = bme c+ bm+e−l−2e c+ b l+1e c. Then the first and last two terms
in the graded dimension of S((n−m),(1m)) are displayed in the following table.
1 6 m 6 ne
n
e < m < n− ne n− ne 6 m < n
1st term
(
an
m
)
v(m+x)
(
cn
m−a
)
v(an+x)
(
bn
n−m
)
v(n−m+an−bn+x)
2nd term cn
(
an
m−1
)
v(m−1+x)
(
an
(
cn
m−an+1
)
+ bn
(
cn
m−an−1
))
v(an−1+x) cn
(
bn
n−m−1
)
v(n−m+an−bn−1+x)
2nd last term cn
(
bn
m−1
)
v(1−m+x)
(
bn
(
cn
m−bn+1
)
+ an
(
cn
m−bn−1
))
v(1−bn+x) cn
(
an
n−m−1
)
v(1+m−n+an−bn+x)
last term
(
bn
m
)
v(−m+x)
(
cn
m−bn
)
v(−bn+x)
(
an
n−m
)
v(m−n+an−bn+x)
7 Graded dimensions of the composition factors of S((n−m),(1m))
We now study the graded composition factors of Specht modules labelled by hook bipartitions, and
determine the leading terms in their graded dimensions. Our results rely on the basis elements that
span these irreducible H Λn -modules, which we deduce from the spanning sets of the images and the
kernels of certain Specht module homomorphisms given in [28, Lemma 5.10].
Recalling from Theorem 2.6 that irreducible H Λn -modules are self-dual as graded modules, leads
us to the following.
Proposition 7.1. Let λ ∈ RP ln. Then grdim (Dλ) is symmetric in v and v−1.
Thus, by the symmetry of the graded dimensions of irreducible H Λn -modules, we automatically
recover their trailing terms if we know their leading terms. Together with Definition 2.3, the following
result is an immediate consequence.
Corollary 7.2. Let λ ∈ P ln and T ⊆ Std(λ). Suppose that M is an irreducible H Λn -module with
spanning set span{vT | T ∈ T } such that M ∼= Dµ as ungraded H Λn -modules for some µ ∈ RP ln.
Then
grdim(Dλ) = v
i
∑
T∈T
vdeg(T) ∈ N ∪ {0}[v + v−1],
where 2i = −maxdeg(T )−mindeg(T ). Moreover, the highest degree in the graded dimension of Dµ
is 12(maxdeg(T )−mindeg(T )).
Specht modules labelled by hook bipartitions II 24
7.1 Case I: κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e)
We recall from Theorem 4.4 that S((n−m),(1m)) is irreducible in this case, and moreover, we know that
S((n−m),(1m)) ∼= Dµn,m〈i〉 as graded H Λn -modules for some i ∈ Z.
Proposition 7.3. Suppose that κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e), and let 1 6 m < n.
Then the leading term of grdim
(
Dµn,m
)
is
1.
(⌊n−l−1
e
⌋
+ 1
m
)
vm if 1 6 m 6 ne + 1,
2.
(
n− 2 (⌊n−l−1e ⌋+ 1)
m− ⌊n−l−1e ⌋− 1
)
vbne c if ne + 1 < m < n− ne − 1,
3.
(⌊n−l−1
e
⌋
+ 1
n−m
)
vn−m if n− ne − 1 6 m < n.
Moreover, Dµn,m
〈⌊
m
e
⌋
+
⌊
m+e−l−2
e
⌋〉 ∼= S((n−m),(1m)) as graded H Λn -modules.
Proof. Since S((n−m),(1m)) is irreducible, the coefficients of the leading terms in grdim
(
Dµn,m
)
and
grdim
(
S((n−m),(1m))
)
are equal, which we know from Corollary 6.6.
Let T = Std ((n−m), (1m)). If 1 6 m 6 ne + 1, then maxdeg(T ) = m + bme c + bm+e−l−2e c
and mindeg(T ) = −m + bme c + bm+e−l−2e c, by Lemma 6.4. It thus follows from Corollary 7.2 that
the highest degree in the graded dimension of D((n−m),(1m)) is 12 (maxdeg(T )−mindeg(T )) = m.
Similarly, one can deduce the leading degrees in the other two cases.
We now determine i ∈ Z such that D((n−m),(1m)) ∼= S((n−m),(1m))〈i〉 as graded H Λn -modules. By
above, we also know from Corollary 7.2 that, for all m ∈ {1, . . . , n − 1}, i = −12 maxdeg(T ) −
1
2 mindeg(T ) = −bme c − bm+e−l−2e c, as required.
Example 7.4. Let e = 3, κ = (0, 1). The following tableaux index the basis vectors of S((2),(12))
T1 = 3 4
1
2
T2 = 2 4
1
3
T3 = 2 3
1
4
T4 = 1 4
2
3
T5 = 1 3
2
4
T6 = 1 2
3
4
It is easy to check that deg(T1) = deg(T5) = 1, deg(T2) = deg(T6) = −1 and deg(T3) = deg(T4) = 0.
Hence grdim
(
S((2),(12))
)
= 2v + 2 + 2v−1 is symmetric in v and v−1, and thus S((2),(12)) ∼= Dµ4,2 =
D((2),(12)) as graded H
Λ
n -modules.
7.2 Case II: κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e)
For m ∈ {1, . . . , n− 1}, we recall from Theorem 4.5 that S((n−m),(1m)) has graded composition factors
Dµn,m−1 and Dµn,m such that Dµn,m−1
∼= im(γm−1)〈i〉 and Dµn,m ∼= im(γm)〈j〉 for some i, j ∈ Z.
Proposition 7.5. Suppose that κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e), and let 1 6 m < n.
Then the leading term of grdim
(
Dµn,m
)
is
1.
(⌊n−l−1
e
⌋
m
)
vm if 1 6 m 6 ne ,
2.
(
n− 2 ⌊n−l−1e ⌋− 1
m− ⌊n−l−1e ⌋
)
vbn−l−1e c if ne < m < n− ne ,
3.
( ⌊n−l−1
e
⌋
n−m− 1
)
vn−m−1 if ne 6 m < n.
Moreover, Dµn,m
〈⌊
m+e−l−2
e
⌋
+
⌊
m
e
⌋〉 ∼= im(γm) as graded H Λn -modules.
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Proof. Let T = {T ∈ Std((n−m), (1m)) | T(1, n−m, 1) = n}. Then we know from [28, Lemma 5.10]
that the set of vectors {vT | T ∈ T } spans im(γm). By Corollary 7.2, we have
grdim
(
Dµn,m
)
= vi grdim (im(γm)) = v
i
∑
T∈T
vdeg(T),
where 2i = −maxdeg(T ) − mindeg(T ), and moreover, we know from Proposition 7.1 that the
coefficients in the leading and trailing terms of the graded dimension of Dµn,m are equal. We now
recall from Remark 6.3 that an =
⌊
n−l−1
e
⌋
+ 1, bn =
⌊
n−l−1
e
⌋
and cn = n− 2
⌊
n−l−1
e
⌋− 1, and suppose
that S, T ∈ T are such that deg(S) = maxdeg(T ) and deg(T) = mindeg(T ). Then the proof follows
similarly to that of Lemma 6.4, by applying Lemma 6.2. We note that n, which is congruent to l+ 1
modulo e, lies in the hand node of both S and T.
1. Observe that each node in the leg of S contains one of the a − 1 entries congruent to l + 1
modulo e (excluding n), and hence there are
(
an−1
m
)
standard ((n − m), (1m))-tableaux with
degree deg(S). We now observe that each node in the leg of T contains one of the bn entries
congruent to l + 2 modulo e. Hence max(AT ) = m and min(AT ) = −m.
2. Firstly, the leg of S contains all of the remaining an− 1 entries congruent to l+ 1 modulo e and
m− an + 1 of the cn entries neither congruent to l+ 1 modulo e nor congruent to l+ 2 modulo
e. Secondly, the leg of T contains all of the bn entries congruent to l+ 2 modulo e, and m− bn of
the cn entries congruent to neither l+ 1 modulo e nor l+ 2 modulo e. Hence max(AT ) = an− 1
and min(AT ) = −bn.
3. Except for the hand nodes of S and T, we observe that each node in the arm of S contains one
of the bn entries congruent to l+ 2 modulo e, and that every node in the arm of T contains one
of the remaining a− 1 entries congruent to l + 1 modulo e. Hence max(AT ) = n−m− 1 and
min(AT ) = m− n+ 1.
For allm, we notice that min(AT ) = −max(AT ). Moreover, i = −12 maxdeg(T )− 12 mindeg(T ) =
−bm+e−l−2e c − bme c, as required.
Example 7.6. Let e = 3, κ = (0, 0), n = 7 and T = {T ∈ Std((5), (12)) | T(2, 1, 2) = 7}. We know
from [28, Lemma 5.10] that im(γ1) is spanned by {vT | T ∈ T }. The tableaux lying in T are
T1 = 2 3 4 5 6
1
7
T2 = 1 3 4 5 6
2
7
T3 = 1 2 4 5 6
3
7
T4 = 1 2 3 5 6
4
7
T5 = 1 2 3 4 6
5
7
T6 = 1 2 3 4 5
6
7
Let S, T ∈ T be such that deg(S) = maxdeg(T ) and deg(T) = mindeg(T ). Then, by Lemma 6.1,
{1, 4} ∈ S(1, 1, 2) and {2, 5} ∈ T(1, 1, 2). Hence deg(T1) = deg (T4) > deg (T3) = deg (T6) > deg (T2) =
deg (T5). One can check that deg(T1) = 3, deg (T2) = 1 and deg (T3) = 2, obtaining grdim (im(γ1)) =
2v3 + 2v2 + 2v. By Theorem 4.5, im(γ1) ∼= Dµ7,1 = D((6),(1)) as ungraded H Λ7 -modules, and thus by
shifting the grading of im(γ1), we have
grdim
(
D((6),(1))
)
= grdim (im(γ1)〈−2〉) = 2v + 2 + 2v−1.
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7.3 Case III: κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e)
We recall from Theorem 4.9 that S((n−m),(1m)) has graded composition factors Dµn,2m and Dµn,2m+1 ,
for all m ∈ {1, . . . , n − 1}, such that Dµn,2m ∼= im(χm)〈i〉 and Dµn,2m+1 ∼= (S((n−m),(1m))/ im(χm))〈j〉
for some i, j ∈ Z.
Proposition 7.7. Suppose that κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e), and let 1 6 m < n.
1. Then the leading term of grdim(Dµn,2m) is
(a)
(⌊n
e
⌋
m
)
vm if 1 6 m 6 ne ,
(b)
(
n− 2 ⌊ne ⌋− 1
m− ⌊ne ⌋
)
vbne c if ne < m < n− ne ,
(c)
( ⌊n
e
⌋
n−m− 1
)
v(n−m−1) if n− ne 6 m < n.
Moreover, Dµn,2m
〈⌊
m
e
⌋
+
⌊
m−1
e
⌋− 1〉 ∼= im(χm) as graded H Λn -modules.
2. Then the leading term of grdim(Dµn,2m+1) is
(a)
( ⌊n
e
⌋
m− 1
)
vm−1 if 1 6 m 6 ne ,
(b)
(
n− 2 ⌊ne ⌋− 1
m− 1− ⌊ne ⌋
)
vbne c if ne < m < n− ne ,
(c)
( ⌊n
e
⌋
n−m
)
vn−m if n− ne 6 m < n.
Moreover, Dµn,2m+1
〈⌊
m−1
e
⌋
+
⌊
m
e
⌋〉 ∼= S((n−m),(1m))/ im(χm) as graded H Λn -modules.
Proof. The proof follows the same structure as that of Proposition 7.5, using the spanning sets of
im(χm) and S((n−m),(1m))/ im(χm) determined from [28, Lemma 5.10]. In particular, we apply Corol-
lary 7.2 with λ = µn,2m and T = {T ∈ Std((n−m), (1m)) | T(1, 1, 1) = 1} for the first part, and with
λ = µn,2m+1 and T = {T ∈ Std((n−m), (1m)) | T(1, 1, 2) = 1} for the second part.
Example 7.8. Let e = 3, κ = (0, 2), n = 5 and T = {T ∈ Std((3), (12)) | T(1, 1, 1) = 1}. By [28,
Lemma 5.10], im(χ2) is spanned by {vT | T ∈ T }. There are six tableaux in T , namely
T1 = 1 4 5
2
3
T2 = 1 3 5
2
4
T3 = 1 3 4
2
5
T4 = 1 2 5
3
4
T5 = 1 2 4
3
5
T6 = 1 2 3
4
5
One can check from Lemma 6.2 that deg(T1) = deg(T5) = 2, deg(T2) = deg(T6) = 0 and deg(T3) =
deg(T4) = 1, and hence grdim (im(χ2)) = 2v
2 + 2v+ 2. By Theorem 4.9, im(χ2) ∼= Dµ5,4 = D((3,12),∅)
as ungraded H Λ5 -modules, and by shifting the degree of im(χ2), we have
grdim
(
D((3,12),∅)
)
= grdim (im(χ2)〈−1〉) = 2v + 2 + 2v−1.
Let S = {S ∈ Std((3), (12)) | S(1, 1, 2) = 1}. It follows from above that S((3),(12))/ im(χ2) is
spanned by {vS | S ∈ S }, and moreover, we know that S((3),(12))/ im(χ2) ∼= Dµ5,5 = D((3),(12)) as
ungraded H Λ5 -modules by Theorem 4.9. We see that S contains the following tableaux
S1 = 3 4 5
1
2
S2 = 2 4 5
1
3
S3 = 2 3 5
1
4
S4 = 2 3 4
1
5
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One can easily check that deg(S1) = deg(S4) = 0, deg(S2) = 1 and deg(S3) = −1. Thus
grdim
(
D((3),(12))
)
= grdim
(
S((3),(12))/ im(χ2)
)
= v + 2 + v−1,
and S((3),(12))/ im(χ2) ∼= D((3),(12)) as graded H Λ5 -modules.
7.4 Case IV: κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e)
Let 1 < m < n. Then we know from Theorem 4.10 that S((n−m),(1m)) has graded composition
factors Dµn,2m and Dµn,2m+1 such that Dµn,2m〈i〉 ∼= im(φm) and Dµn,2m+1〈j〉 ∼= ker(γm)/ im(φm)
for some i, j ∈ Z. Except for the one-dimensional Specht modules, recall from Theorem 4.10 that
S((n−m),(1m)) has either three or four composition factors. Hence we not only find the leading terms
of grdim
(
Dµn,2m
)
and grdim
(
Dµn,2m+1
)
, but the second leading terms too. It will become apparent
to the reader in Section 8 that these extra terms are, in fact, necessary in order to determine the
corresponding graded decomposition numbers in this case.
Proposition 7.9. Suppose that κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), and let 1 < m < n.
1. Then the first two leading terms of grdim(Dµn,2m) are
(a)
( n−e
e
m− 1
)
vm−1 and
(e− 2)n
e
( n−e
e
m− 2
)
vm−2 if 1 < m 6 ne ,
(b)
( (e−2)n
e
em−n
e
)
v
n−e
e and
n− e
e
(( (e−2)n
e
m− ne + 1
)
+
( (e−2)n
e
m− ne − 1
))
v
n−2e
e if ne < m 6
n(e−1)
e ,
(c)
( n−e
e
n−m− 1
)
vn−m−1 and
(e− 2)n
e
( n−e
e
n−m− 2
)
vn−m−2 if n(e−1)+ee 6 m < n.
Moreover, Dµn,2m
〈⌊
m−1
e
⌋
+
⌊
m
e
⌋
+ 2
〉 ∼= im(φm) as graded H Λn -modules.
2. Then the first two leading terms of grdim(Dµn,2m+1) are
(a)
( n−e
e
m− 2
)
vm−2 and
(e− 2)n
e
( n−e
e
m− 3
)
vm−3 if 1 < m 6 ne ,
(b)
( (e−2)n
e
e(m−1)−n
e
)
v
n−e
e and
n− e
e
(( (e−2)n
e
em−n
e
)
+
( (e−2)n
e
e(m−2)−n
e
))
v
n−2e
e if ne < m 6
n(e−1)
e ,
(c)
( n−e
e
n−m
)
vn−m and
(e− 2)n
e
( n−e
e
n−m− 1
)
vn−m−1 if n(e−1)+ee 6 m < n.
Moreover, Dµn,2m+1
〈⌊
m−1
e
⌋
+
⌊
m
e
⌋
+ 1
〉 ∼= ker(γm)/ im(φm) as graded H Λn -modules.
Proof. We follow the same structure as the proof of Proposition 7.5, using the spanning sets of im(φm)
and ker(γm)/ im(φm) determined from [28, Lemma 5.10]. In particular, we apply Corollary 7.2 with
λ = µn,2m and T = {T ∈ Std((n −m), (1m)) | T(1, 1, 1) = 1, T(m, 1, 2) = n} for the first part, and
with λ = µn,2m+1 and T = {T ∈ Std((n −m), (1m)) | T(1, 1, 2) = 1, T(m, 1, 2) = n} for the second
part.
Example 7.10. Let e = 3, κ = (0, 2), n = 6 and T = {T ∈ Std((3), (13)) | T(1, 1, 1) = 1, T(3, 1, 2) =
6}. By [28, Lemma 5.10], im(φ3) is spanned by {vT | T ∈ T }. There are six tableaux in T , namely
T1 = 1 4 5
2
3
6
T2 = 1 3 5
2
4
6
T3 = 1 3 4
2
5
6
T4 = 1 2 5
3
4
6
T5 = 1 2 4
3
5
6
T6 = 1 2 3
4
5
6
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One can check that deg(T1) = deg(T5) = 4, deg(T2) = deg(T6) = 2 and deg(T3) = deg(T4) = 3, and
hence grdim (im(φ3)) = 2v
4+2v3+2v2. We know from Theorem 4.10 that im(φ3) ∼= Dµ6,6 = D((4,12),∅)
as ungraded H Λ6 -modules. Thus, by shifting the grading on im(φ3), we obtain
grdim
(
D((4,12),∅)
)
= grdim (im(φ3)〈−3〉) = 2v + 2 + 2v−1.
Let S = {S ∈ Std((3), (13)) | S(1, 1, 2) = 1, S(3, 1, 2) = 6}. By [28, Lemma 5.10], ker(γ3)/ im(φ3)
is spanned by {vS | S ∈ S }. There are four tableaux in S , namely
S1 = 3 4 5
1
2
6
S2 = 2 4 5
1
3
6
S3 = 2 3 5
1
4
6
S4 = 2 3 4
1
5
6
One can check that deg(S1) = deg(S4) = 2, deg(S2) = 3 and deg(S3) = 1, and hence grdim (ker(γ3)/ im(φ3)) =
v3 + 2v2 + v. We know from Theorem 4.10 that ker(γ3)/ im(φ3) ∼= Dµ6,7 = D((4),(12)) as ungraded
H Λ6 -modules. By shifting the grading on ker(γ3)/ im(φ3), we obtain
grdim
(
D((4),(12))
)
= grdim (ker(γ3)/ im(φ3)〈−2〉) = v + 2 + v−1.
8 Graded decomposition numbers corresponding to S((n−m),(1m))
Recall that we determined the ungraded decomposition numbers for H Λn corresponding to Specht
modules labelled by hook bipartitions in Section 5, and then in Section 6 and Section 7, we determined
the graded dimensions of Specht modules labelled by hook bipartitions and of their composition
factors, respectively. These findings are equivalent to solving part of the Decomposition Number
Problem, corresponding to hook bipartitions, which we now provide an answer to.
Recall from Subsection 2.7 that the graded decomposition numbers are defined to be the Laurent
polynomials [Sλ : Dµ]v =
∑
i∈Z[Sλ : Dµ〈i〉]vi for all λ ∈P ln and for all µ ∈ RP ln.
We first determine the grading shifts on the trivial and sign representations to obtain the anal-
ogous graded representations. The trivial representation S((n),∅) is generated by vT((n),∅)) where
deg(T((n),∅))) = 0, so that S((n),∅) = D((n),∅) as graded H
Λ
n -modules. Hence[
S((n),∅) : Dµ
]
v
=
{
1 if µ = ((n),∅),
0 otherwise.
Recall from Lemma 3.3 that S(∅,(1n)) ∼= D(∅,(1n))R as ungradedH Λn -modules. We now find i ∈ Z such
that S(∅,(1n)) ∼= D(∅,(1n))R〈i〉 as graded H Λn -modules.
Lemma 8.1. Let λ = (∅, (1n))R. Then
[
S(∅,(1n)) : Dλ
]
v
=
{
v2b
n
e
c if κ2 ≡ κ1 − 1 (mod e),
v(b
n
e
c+bn−l−1
e
c+1) if κ2 6≡ κ1 − 1 (mod e).
Moreover, [S(∅,(1n)) : Dµ]v = 0 for all other µ ∈ RP2n.
Proof. We have [S(∅,(1n)) : Dλ]v = v
deg(T(∅,(1n))) since grdim (Dλ) = 1 and grdim
(
S(∅,(1n))
)
=
deg(T(∅,(1n))). We now deduce from the proof of Lemma 6.2 that
deg
(
T(∅,(1n))
)
=
⌊
n
e
⌋
+ #
{
i | T(∅,(1n))(i, 1, 2) ≡ l + 2 (mod e)
}
,
where res(i, 1, 2) ≡ κ1 (mod e). In the leg of [(∅, (1n))], we notice that there are
⌊
n
e
⌋
κ1-nodes if
κ2 ≡ κ1 − 1 (mod e) and
⌊
n−l−1
e
⌋
+ 1 κ1-nodes otherwise, and we are done.
For all regular bipartitions λ ∈ RP2n, we now establish the graded composition multiplicities
[S((n−m),(1m)) : Dλ]v of irreducible H Λn -modules Dλ arising as composition factors of S((n−m),(1m)),
for all m ∈ {1, . . . , n − 1}, depending on whether κ2 ≡ κ1 − 1 (mod e) or not and whether n ≡
l + 1 (mod e) or not.
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8.1 Case I: κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e)
Let κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e). We recall from Theorem 4.4 that S((n−m),(1m)) is
irreducible and isomorphic to Dµn,m as an ungraded H
Λ
n -module for all m ∈ {1, . . . , n}. To find the
graded multiplicity of Dµn,m arising as a composition factor of S((n−m),(1m)), it suffices to find the
grading shift on Dµn,m so that it is isomorphic to S((n−m),(1m)) as a graded H Λn -module.
Theorem 8.2. Suppose that κ2 6≡ κ1 − 1 (mod e) and n 6≡ l + 1 (mod e), and let µ ∈ RP2n. Then,
for all m ∈ {1, . . . , n− 1}, we have
[
S((n−m),(1m) : Dµn,m
]
v
=
{
v(bme c+bm+e−l−2e c) if µ = µn,m,
0 otherwise.
Proof. We determine i ∈ Z where [S((n−m),(1m)) : Dµn,m]v = vi, which is equivalent to finding i ∈ Z
such that S((n−m),(1m)) ∼= Dµn,m〈i〉 as graded H Λn -modules. Thus, the result follows from Proposi-
tion 7.3.
Example 8.3. Let e = 3 and κ = (0, 0). Then the decomposition submatrix of H Λ6 with rows
corresponding to Specht modules labelled by hook bipartitions can be written as

S((6),∅) 1
S((5),(1)) 1 0
S((4),(12)) v
S((3),(13)) v
2 0
S((2),(14)) v
2
S((1),(15)) 0 v3
S(∅,(16)) v
4
8.2 Case II: κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e)
Let κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e). Recall from Theorem 4.5 that S((n−m),(1m)) has
ungraded composition factors Dµn,m−1 and Dµn,m for all m ∈ {1, . . . , n − 1}. We now determine the
grading shifts i, j ∈ Z so that Dµn,m−1〈i〉 and Dµn,m〈j〉 are graded composition factors of S((n−m),(1m)).
Theorem 8.4. Let κ2 6≡ κ1 − 1 (mod e) and n ≡ l + 1 (mod e). Then, for all m ∈ {1, . . . , n− 1},
 [S((n−m),(1m)) : Dµn,m−1]v = v(bme c+bm+e−2−le c+1),
 [S((n−m),(1m)) : Dµn,m]v = v(bme c+bm+e−2−le c).
Moreover, [S((n−m),(1m)) : Dµ]v = 0 for all other µ ∈ RP2n.
Proof. We determine x, y ∈ Z such that grdim(S((n−m),(1m))) = vx grdim(Dµn,m−1)+vy grdim(Dµn,m).
1. Let 0 6 m 6 bne c. By Corollary 6.6, the leading and trailing terms, respectively, in the graded
dimension of S((n−m),(1m)) are(bn−l−1e c+ 1
m
)
v(m+b
m
e
c+bm+e−2−l
e
c) and
(bn−l−1e c
m
)
v(−m+b
m
e
c+bm+e−2−l
e
c),
and by Proposition 7.5, the leading terms in the graded dimensions of im(γm−1) and im(γm),
respectively, are (bn−l−1e c
m− 1
)
vm−1 and
(bn−l−1e c
m
)
vm.
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First observe that the graded dimensions of Dµn,m and S((n−m),(1m)) both have 2m + 1 terms,
and hence y = bme c + bm+e−2−le c. Thus x − bme c − bm+e−2−le c equals 0 or 1 since the trailing
coefficients in the graded dimensions of Dµn,m and S((n−m),(1m)) are equal. Now observe that
the sum of the leading coefficients in the graded dimensions of Dµn,m−1 and Dµn,m equals the
leading coefficient in the graded dimension of S((n−m),(1m)). Hence x = bme c+ bm+e−2−le c+ 1.
2. Let bne c < m < n−bne c. By Corollary 6.6, the leading and trailing terms in the graded dimension
of S((n−m),(1m)), respectively, are(
n− 2bn−l−1e c − 1
m− bn−l−1e c − 1
)
v(b
n−l−1
e
c+1+bm
e
c+bm+e−2−l
e
c),
(
n− 2bn−l−1e c − 1
m− bn−l−1e c
)
v(−b
n−l−1
e
c+bm
e
c+bm+e−2−l
e
c).
By Proposition 7.5, the leading terms in the graded dimensions of Dµn,m−1 and Dµn,m , respec-
tively, are (
n− 2bn−l−1e c − 1
m− bn−l−1e c − 1
)
vb
n−l−1
e
c and
(
n− 2bn−l−1e c − 1
m− bn−l−1e c
)
vb
n−l−1
e
c.
Observing that the leading coefficients in the graded dimensions of S((n−m),(1m)) and Dµn,m−1
are equal, we deduce that x = bme c + bm+e−2−le c + 1. Similarly, observing that the trailing
coefficients in the graded dimensions of S((n−m),(1m)) and Dµn,m are equal, we deduce that
y = bme c+ bm+e−2−le c.
3. Let bne c 6 m 6 n− 1. By Corollary 6.6, the leading and trailing terms in the graded dimension
of S((n−m),(1m)) are(bn−l−1e c
n−m
)
v(n−m+1+b
m
e
c+bm+e−2−l
e
c) and
(bn−l−1e c+ 1
n−m
)
v(m−n+1+b
m
e
c+bm+e−2−l
e
c),
respectively, and by Proposition 7.5, the leading terms in the graded dimension of Dµn,m−1 and
Dµn,m , respectively, are (bn−l−1e c
n−m
)
v(n−m) and
( bn−l−1e c
n−m− 1
)
v(n−m−1).
First observe that the graded dimensions of S((n−m),(1m)) and Dµn,m−1 both have 2n − 2m + 1
terms, and hence x = bme c+ bm+e−2−le c+ 1. Thus y − bme c − bm+e−2−le c equals 0 or 1 since the
leading coefficients in the graded dimensions of S((n−m),(1m)) and Dµn,m−1 are equal. Now observe
that the sum of the trailing coefficients in the graded dimensions of Dµn,m−1 and Dµn,m equals
the trailing coefficient in the graded dimension of S((n−m),(1m)). Hence, y = bme c+ bm+e−2−le c.
Example 8.5. Let e = 3 and κ = (0, 0). Then the decomposition submatrix of H Λ7 with rows
corresponding to Specht modules labelled by hook bipartitions can be written as

S((7),∅) 1
S((6),(1)) v 1 0
S((5),(12)) v
2 v
S((4),(13)) v
3 v2 0
S((3),(14)) v
3 v2
S((2),(15)) v
4 v3
S((1),(16)) 0 v5 v4
S(∅,(17)) v
5
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8.3 Case III: κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e)
Let κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e). Recall from Theorem 4.9 that the ungraded composition
factors of S((n−m),(1m)) are Dµn,2m and Dµn,2m+1 for all m ∈ {1, . . . , n − 1}. Hence as graded H Λn -
modules, the composition factors of S((n−m),(1m)) are Dµn,2m〈i〉 and Dµn,2m+1〈j〉 for some integers i
and j, which we now determine.
Theorem 8.6. Let κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e). Then, for all m ∈ {1, . . . , n− 1},
 [S((n−m),(1m)) : Dµn,2m]v = v(bme c+bm+e−1e c),
 [S((n−m),(1m)) : Dµn,2m+1]v = v(bme c+bm+e−1e c−1).
Moreover, [S((n−m),(1m)) : Dµ]v = 0 for all other µ ∈ RP2n.
Proof. Similar to the proof of Theorem 8.4: we determine x, y ∈ Z such that grdim(S((n−m),(1m))) =
vx grdim(Dµn,2m) + v
y grdim(Dµn,2m+1) using Corollary 6.6 and Proposition 7.7, for each of the three
cases 1 6 m 6 bne c, bne c < m < n− bne c and n− bne c 6 m 6 n− 1.
Example 8.7. Let e = 3 and κ = (0, 2). Then the decomposition submatrix of H Λ7 with rows
corresponding to Specht modules labelled by hook bipartitions can be written as

S((7),∅) 1
S((6),(1)) v 1 0
S((5),(12)) v 1
S((4),(13)) v
2 v 0
S((3),(14)) v
3 v2
S((2),(15)) v
3 v2
S((1),(16)) 0 v4 v3
S(∅,(17)) v
4
8.4 Case IV: κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e)
Let κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e). Recall from Theorem 4.10 that Dµn,2m , Dµn,2m+2 ,
Dµn,2m+1 and Dµn,2m+3 are the ungraded composition factors of S((n−m),(1m)) for all m ∈ {2, . . . , n −
2}; S((n−1),(1)) and S((1),(1n)) both have three composition factors. Hence as graded H Λn -modules,
S((n−m),(1m)) has composition factors Dµn,2m〈i1〉, Dµn,2m+2〈i2〉, Dµn,2m+1〈i3〉 and Dµn,2m+3〈i4〉 for some
i1, i2, i3, i4 ∈ Z, which we now determine.
Firstly, one observes that the graded dimension of Dµn,2m equals the graded dimension of Dµn,2m+3 ,
under a grading shift, which follows immediately from Proposition 7.9.
Lemma 8.8. Let κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e). Then, for all m ∈ {1, . . . , n− 2},
v2
[
S((n−m),(1m)) : Dµn,2m+3
]
v
=
[
S((n−m),(1m)) : Dµn,2m
]
v
.
Theorem 8.9. Suppose that κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), and let 1 6 m < n. Then
 [S((n−m),(1m)) : Dµn,2m]v = v(bme c+bm+e−1e c+1) for all m ∈ {1, . . . , n− 1},
 [S((n−m),(1m)) : Dµn,2m+2]v = v(bme c+bm+e−1e c) for all m ∈ {1, . . . , n− 2},
 [S((n−m),(1m)) : Dµn,2m+1]v = v(bme c+bm+e−1e c) for all m ∈ {2, . . . , n− 2},
 [S((n−m),(1m)) : Dµn,2m+3]v = v(bme c+bm+e−1e c−1) for all m ∈ {1, . . . , n− 2}.
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Moreover, [S((n−m),(1m)) : Dµ]v = 0 for all other µ ∈ RP2n.
Proof. 1. Let m = 1. We know from Theorem 4.10 that S((n−1),(1)) has three composition factors,
namely Dµn,2 = S((n),∅), Dµn,4 and Dµn,5 . It follows thus from Lemma 8.8 that, for some
x, y ∈ Z, we have
grdim
(
S((n−1),(1))
)
= vx grdim
(
S((n),∅)
)
+ vy grdim
(
Dµn,4
)
+ vx−2 grdim
(
Dµn,5
)
.
Furthermore, one determines that S((n),∅) ∼= 〈v(n)〉 and Dµn,5 ∼= ker(γ2)/ im(φ2) ∼= 〈v(1)〉 as
ungradedH Λn -modules, and thus grdim
(
S((n),∅)
)
= grdim
(
Dµn,5
)
= 1. Hence, by Corollary 6.6
and Proposition 7.9, we have
grdim
(
S((n−1),(1))
)
= ne v
2 + (e−2)ne v +
n
e = v
2x−2 + vy
(
n−e
e v +
(e−2)n
e +
n−e
e v
−1
)
.
Thus, by equating terms, y = 1 = x− 1.
2. Let 1 < m < n−1. We know from Theorem 4.10 that S((n−m),(1m)) has four composition factors,
Dµn,2m , Dµn,2m+1 , Dµn,2m+2 and Dµn,2m+3 . Following Lemma 8.8, we know that
grdim
(
S((n−m),(1m))
)
=vx grdim
(
Dµn,2m
)
+ vy grdim
(
Dµn,2m+1
)
+ vz grdim
(
Dµn,2m+2
)
+ vx−2 grdim
(
Dµn,2m+3
)
for some x, y, z ∈ Z, which we now determine.
Firstly, let 2 6 m 6 ne . Let η = bme c + bm+e−1e c. Then it follows from Corollary 6.6 that the
leading and trailing terms of grdim
(
S((n−m),(1m))
)
are as follows.
1st term 2nd term 2nd last term last term( n
e
m
)
v(m+η) (e−2)ne
( n
e
m−1
)
v(m−1+η) (e−2)ne
( n
e
m−1
)
v(1−m+η)
( n
e
m
)
v(−m+η)
By Proposition 7.9, the first two leading terms in the graded dimensions of Dµn,2m , Dµn,2m+1 ,
Dµn,2m+2 and Dµn,2m+3 are presented in the following table.
Dµn,2m Dµn,2m+1 Dµn,2m+2 Dµn,2m+3
1st term
( n−e
e
m−1
)
vm−1
( n−e
e
m−2
)
vm−2
(n−e
e
m
)
vm
( n−e
e
m−1
)
vm−1
2nd term (e−2)ne
( n−e
e
m−2
)
vm−2 (e−2)ne
( n−e
e
m−3
)
vm−3 (e−2)ne
( n−e
e
m−1
)
vm−1 (e−2)ne
( n−e
e
m−2
)
vm−2
The graded dimensions of S((n−m),(1m)) and Dµn,2m+2 both have 2m + 1 terms, and hence z =
bme c + bm+e−1e c. Now observe that the graded dimensions of Dµn,2m and Dµn,2m+3 both have
2m− 1 terms, so together with Lemma 8.8, x = bme c+ bm+e−1e c+ 1.
We thus have −2 6 y − bme c − bm+e−1e c 6 2, and observe that the sum of the second leading
(trailing, respectively) coefficients in the graded dimensions of Dµn,2m and Dµn,2m+2 (Dµn,2m+2
and Dµn,2m+3 , respectively) form the second leading (trailing, resp.) coefficient in the graded
dimension of S((n−m),(1m)). Hence y = bme c+ bm+e−1e c.
We similarly find x, y, z using Corollary 6.6 and Proposition 7.9 for ne < m <
n(e−1)
e and
n(e−1)
e 6 m 6 n− 2, respectively.
3. Let m = n − 1. We know from Theorem 4.10 that S((1),(1n−1)) has three composition factors,
namely D(∅,(1n))R , Dµn,2n−1 and Dµn,2n−2 . One determines that D(∅,(1n))R
∼= 〈v(1, 2, . . . , n− 1)〉
andDµn,2n−2
∼= im(φn−1) = 〈v(2, 3, . . . , n)〉 as ungradedH Λn -modules, and hence grdim
(
D(∅,(1n))R
)
=
grdim
(
Dµn,2n−2
)
= 1. Moreover, we find that
deg (v(2, 3, . . . , n)) = 2bme c+ 2 = deg (v(1, 2, . . . , n− 1)) + 2,
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so that
v2
[
S((1),(1n−1)) : D(∅,(1n))R
]
v
=
[
S((1),(1n−1)) : Dµn,2m−2
]
v
.
It thus follows that
grdim
(
S((1),(1n−1))
)
= vx grdim
(
Dµn,2n−2
)
+ vy grdim
(
Dµn,2n−1
)
+ vx−2 grdim
(
D(∅,(1n))R
)
for some x, y ∈ Z, which we now determine. Applying Corollary 6.6 and Proposition 7.9,
grdim
(
S((1),(1n−1))
)
=ne v
(1+bme c+bm+e−1e c) + (e−2)ne v
(bme c+bm+e−1e c) + ne v
(bme c+bm+e−1e c−1)
=v2x−2 + vy
(
n−e
e v +
(e−2)n
e +
n−e
e v
−1
)
.
Equating terms, we deduce that y = bme c+ bm+e−1e c = x− 1, as required.
Example 8.10. Let e = 3 and κ = (0, 2). Then the decomposition submatrix of H Λ6 with rows
corresponding to Specht modules labelled by hook bipartitions can be written as

S((6),∅) 1
S((5),(1)) v
2 v 1 0
S((4),(12)) v
2 v v 1
S((3),(13)) v
3 v2 v2 v 0
S((2),(14)) v
4 v3 v3 v2
S((1),(15)) 0 v4 v3 v2
S(∅,(16)) v
4
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