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Abstract
Let N  3, 2 <p <N , 0 s < p and p∗(s) := p(N−s)
N−p . Via the variational methods and analytic
technique, we prove the existence of nontrivial solution to the singular quasilinear problem −∆pu+
|u|p−2u = |u|p
∗(s)−2
|x|s u+ f (u), u ∈W1,pr (RN) for N  p2 and suitable functions f (u).
 2004 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Consider the following quasilinear elliptic problem:


−∆pu+ |u|p−2u = |u|p
∗(s)−2
|x|s u+ f (u), x ∈RN,
u → 0 as |x| → +∞,
(1.1)
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N−p is the critical Sobolev–Hardy
exponent for the embedding W 1,pr (RN) ↪→ Lp∗(s)(RN, |x|−s) with
W
1,p
r (R
N) := {u | u ∈ W 1,p(RN), u(x) = u(|x|)}.
Note that p∗(0) = p∗ := Np
N−p is the critical Sobolev exponent. Throughout this paper we
assume that
(f1) f (t) ∈ C2(R1), lim
t→0
f (t)
tp−1
= 0 and lim
t→∞
f (t)
tp
∗−1 = 0.
(f2) There exists τ  0 small enough such that
t
(
f (t)
)′  (p − 1 + τ )f (t) 0 for all t  0. (1.2)
(f3) f (t) is odd.
Note that it follows directly from (f2) that
u∫
0
f (t) dt  uf (u)
p + τ . (1.3)
We define the variational functional corresponding to (1.1) on W 1,pr (RN) by
I (u) = 1
p
∫
RN
(|∇u|p + |u|p)dx − 1
p∗(s)
∫
RN
|u|p∗(s)
|x|s dx −
∫
RN
F (u) dx,
where F(u) = ∫ u0 f (t) dt .
It should be mentioned that Ghoussoub and Yuan in [4] studied the following singular
quasilinear problem:{
−∆pu = |u|p
∗(s)−2
|x|s u+ λ|u|q−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1.4)
where Ω is a bounded domain in RN containing 0, p  q < p∗. Due to the invariance of∫
Ω |∇u|p dx and
∫
Ω
|u|p∗(s)
|x|s dx with respect to the rescaling u → uε = ε
N−p
p u(ε(·)) and the
existence of nontrivial entire solution of the limiting problem (see [4]){
−∆pu = |u|p
∗(s)−2u
|x|s , x ∈ RN,
u → 0 as |x| → ∞,
the functional corresponding to problem (1.4),
J (u) := 1
p
∫
|∇u|p dx − 1
p∗(s)
∫ |u|p∗(s)
|x|s dx −
λ
q
∫
|u|q dx,Ω Ω Ω
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a local PS condition can be established. Indeed, define the best constant
As := inf
u∈W 1,p0 (Ω)\{0}
∫
Ω |∇u|p dx( ∫
Ω
|u|p∗(s)
|x|s dx
) 2
p∗(s)
,
suppose {un} ⊂ W 1,p0 (Ω) is a sequence such that J (un) c < p−sp(N−s)A
N−s
p−s
s , J
′(un) → 0
in W−1(Ω) = (W 1,p0 (Ω))∗, then {un} contains a strongly convergent subsequence. Using
this local PS condition, Ghoussoub and Yuan in [4] proved the existence of positive solu-
tions and sign-changing solutions to (1.4) in W 1,p0 (Ω) for suitable positive parameters λ,
N , p and r . Moreover, they found that for ε > 0, the functions
Uε(x)=
(
ε(N − s)
(
N − p
p − 1
)p−1) N−p
p(p−s)/(
ε + |x| p−sp−1 )N−pp−s
solve the equation
−∆pu = |u|
p∗(s)−2
|x|s u in R
N \ {0}
and satisfy
∫
RN
|∇Uε|p dx =
∫
RN
|Uε|p∗(s)
|x|s dx = (As)
N−s
p−s
,
As is independent of Ω and is achieved by Uε on RN .
In the case when Ω is an unbounded domain in RN , the corresponding problem be-
comes more complicated, since the Sobolev embedding W 1,p(Ω) ↪→ Lq(Ω) is not com-
pact for all q ∈ [p,p∗]. However, thanks to the Struass’s lemma (see [6]), the embedding
W
1,p
r (R
N) ↪→ Lq(RN) is compact for all q ∈ [p,p∗). Thus we can discuss the nontrivial
solutions of (1.1) in W 1,pr (RN) by standard variational methods. But there are also some
difficulties for (1.1), because the embedding W 1,pr (RN) ↪→ Lp∗(s)(RN, |x|−s) is still not
compact.
Many authors have studied the existence of nontrivial solutions for quasilinear ellip-
tic problems with critical Sobolev exponent 2∗ (see, for instance, [2–4,7]). However, to
our knowledge, there are no results on the existence of nontrivial solutions for (1.1) as
0 < s < p. Recently, Deng et al. in [2] studied problem (1.1) in the case s = 0, i.e., the
nonsingular case of (1.1), obtained the existence results of nontrivial solutions and nodal
solutions.
Inspired by [2] and [4], we continue to study the existence of nontrivial solutions
for (1.1) in this paper. The main results we obtained are presented in the following the-
orem.
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has a nontrivial solution u ∈ W 1,pr (RN) such that
I (u) <
p − s
p(N − s) (As)
N−s
p−s
.
This paper is organized as follows. In Section 2, firstly we prove the weak continuity
of the operator −∆pu. Then by standard mountain pass arguments, we manage to give the
proof of Theorem 1.1. In the following discussion, we denote various positive constants
as C and omit dx in integration for convenience.
2. Proof of the main results
We first give some definitions and lemmas.
Definition 2.1. Let {un} be a sequence in W 1,pr (Ω), if there exists a constant c ∈ R1 such
that
I (un) → c, I ′(un) → 0 in
(
W
1,p
r (Ω)
)∗
as n → ∞, then {un} is called a (PS)c sequence in W 1,pr (Ω).
We say I (u) satisfies (PS)c condition if any sequence {un} ⊂ W 1,pr (Ω) satisfying
I (un) → c and I ′(un) → 0 in (W 1,pr (Ω))∗ as n → ∞ has a convergent subsequence.
Definition 2.2. Let {un} be a sequence in W 1,pr (Ω). If for any η  0, there exists T  0
such that for all n ∈N,
∞∫
T
∣∣un(r)∣∣p∗rN−1 dr  η,
then we say {un} is a tight sequence in W 1,pr (Ω).
By a standard argument, we can obtain the following lemma by the concentration com-
pactness (cf. [7]).
Lemma 2.1. Assume that (f1), (f2) and (f3) hold, {un} is a tight sequence. Then there
exists a subsequence (without loss of generality still denoted by {un}) and u ∈ W 1,pr (RN)
such that
un → u weakly in W 1,p(RN),
∇un → ∇u a.e. in RN,
|∇un|p−2∇un → |∇u|p−2∇u weakly in
[
L
p
p−1 (Ω)
]N
.
Lemma 2.2. Assume that (f1), (f2) and (f3) hold, {un} is a (PS)c sequence in W 1,pr (RN).
Then there exists a subsequence (still denoted by {un}) and u ∈ W 1,pr (RN) such that
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∇un → ∇u a.e. in RN,
|∇un|p−2∇un → |∇u|p−2∇u weakly in
[
L
p
p−1 (Ω)
]N
.
Proof. By Lemma 2.1, it suffices to prove that {un} is a tight sequence in W 1,pr . To this
end, suppose that {un} is a (PS)c sequence in W 1,pr (RN), then as n → ∞ we have
I (un) → c, I ′(un) → 0 in
(
W
1,p
r (R
N)
)∗
.
Hence
1
p
∫
RN
(|∇un|p + |un|p)− 1
p∗(s)
∫
RN
|un|p∗(s)
|x|s −
∫
RN
F (un) = c + o(1), (2.1)
∫
RN
(|∇un|p + |un|p)−
∫
RN
|un|p∗(s)
|x|s −
∫
RN
f (un)un = 〈ξn,un〉, (2.2)
where ξn = I ′(un). By (2.1), (2.2) and (1.3) we get(
1
p
− 1
p + τ
) ∫
RN
f (un)un  c + o(1)+ 1
p
‖ξn‖‖un‖,
p − s
p(N − s)‖un‖
p
W 1,p

(
1
p + τ −
1
p∗(s)
) ∫
RN
f (un)un
+ c + o(1)+ 1
p∗(s)
‖ξn‖‖un‖
C1 +C2‖un‖, (2.3)
where we have used (2.3) and the fact that ‖ξn‖ → 0, C1 and C2 are positive constant.
Hence we conclude that {un} is a bounded sequence in W 1,pr (RN), i.e., ‖un‖  C < ∞.
On the other hand, it follows from Lemma 2.1 in [5] that∣∣un(r)∣∣r N−2p  C‖un‖W 1,p  C¯ < ∞.
Thus ∣∣un(r)∣∣p∗rN−1  (C¯)p∗r−(N(p−2)N−p +1).
Since N(p−2)
N−p + 1 > 1, for any η > 0, there exists some T > 0, such that
∞∫
T
∣∣un(r)∣∣p∗rN−1 dr  (C¯)p∗
∞∫
T
r
−(N(p−2)N−p +1) dr  η
holds for all n ∈ N. By Definition 2.2, {un} is a tight sequence and we complete the
proof. 
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tain pass theorem. For convenience, we denote
∫
RN
, ‖ · ‖W 1,p , ‖ · ‖LP and W 1,pr (RN) by∫
, ‖ · ‖, ‖ · ‖p and W 1,pr , respectively.
Lemma 2.3. Assume that (f1), (f2) and (f3) hold, c ∈
(
0, p−s
p(N−s)A
N−s
p−s
s
)
. Then I (u) satis-
fies (PS)c condition.
Proof. Let {un} ∈ W 1,pr be a (PS)c sequence, by the proof of Lemma 2.2, {un} is bounded
in W 1,pr . Passing to a subsequence (still denoted by {un}), as n → ∞ we get that
un → u weakly in W 1,pr , (2.4)
un → u in Lq(RN), q ∈ [p,p∗), (2.5)
un → u a.e. in RN . (2.6)
From Lemma 2.2, by subtracting a subsequence, we have that
|∇un|p−2∇un → |∇u|p−2∇u weakly in
[
L
p
p−1 (Ω)
]N
. (2.7)
By (2.4)–(2.6), using Lemma 2.1 in [6], we deduce that
F(un) → F(u) in L1(RN), (2.8)
f (un)un → f (u)u in L1(RN). (2.9)
It follows from Sobolev–Hardy inequality (see [4]) that |un|p∗(s)−2un is bounded in
L
p∗(s)
p∗(s)−1 (RN, |x|−s), thus we have that
|un|p∗(s)−2un → |u|p∗(s)−2u weakly in L
p∗(s)
p∗(s)−1
(
R
N, |x|−s). (2.10)
Since I ′(un) → 0, by (2.4) and (2.7)–(2.10) we obtain that∫ (|∇u|p + |u|p)− ∫ |u|p∗(s)|x|s −
∫
f (u)u = 0. (2.11)
From (1.3),
I (u) =
(
1
p
− 1
p∗(s)
)∫ |u|p∗(s)
|x|s +
1
p
∫
f (u)u−
∫
F(u) > 0. (2.12)
On the other hand, since I (un) → c, I ′(un) → 0 and {un} is bounded, we have that
1
p
‖un‖p − 1
p∗(s)
∫ |un|p∗(s)
|x|s −
∫
F(u) = c + o(1) (2.13)
and
‖un‖p −
∫ |un|p∗(s)
s
−
∫
f (u)u = o(1). (2.14)|x|
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|x|s =
∫ |u|p∗(s)
|x|s +
∫ |vn|p∗(s)
|x|s + o(1) (2.15)
and ∫
|un|p =
∫
|u|p + o(1). (2.16)
It follows directly from (2.13)–(2.16) that
I (u) + 1
p
∫
|∇vn|p − 1
p∗(s)
∫ |vn|p∗(s)
|x|s = c + o(1) (2.17)
and ∫
|∇vn|p −
∫ |vn|p∗(s)
|x|s = o(1).
Without loss of generality, we may assume that limn→∞
∫ |∇vn|p = k. Then we get that
lim
n→∞
∫ |vn|p∗(s)
|x|s = k.
By Sobolev–Hardy inequality,∫
|∇vn|p As
(∫ |vn|p∗(s)
|x|s
) p
p∗(s)
for all n ∈ N.
Then by taking n → ∞, we obtain
k Ask
p
p∗(s) .
If k > 0, then we have that k  (As)
N−s
p−s
. By (2.17) we deduce that
I (u) c − p − s
p(N − s) (As)
N−s
p−s  0,
which contradicts to (2.12). Thus k = 0. By the definition of vn we conclude that I (u)
satisfies (PS)c condition. 
By Lemma 2.3 and the mountain pass theorem given in [1], we can verify the following
lemma.
Lemma 2.4. Assume that (f1), (f2) and (f3) hold. If there exists u0 ∈ W 1,pr , u0 ≡ 0, such
that
sup
t0
I (tu0) <
p − s
p(N − s) (As)
N−s
p−s , (2.18)
then (1.1) has at least one nontrivial weak solution.
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end, for ε > 0 set
uε(x)= Qε
N−p
p(p−1)
(
ε
p−s
p−1 + |x| p−sp−1 ) p−Np−s ,
we can choose Q> 0 such that uε satisfies∫
|∇uε|p =
∫ |uε|p∗(s)
|x|s = (As)
N−s
p−s .
Let 0  φ(x)  1 be a cutting-off function in C∞0 (RN) ∩ W 1,pr such that φ(x) = 1 for|x| R and φ(x) = 0 for |x| 2R. Set vε(x) = φ(x)uε(x), then we have the following
estimating results (see [4]).
Lemma 2.5. vε(x) satisfies the following estimates:
(1)
∥∥∇vε∥∥pp = (As)N−sp−s +O(ε N−pp−1 ),
(2)
∫ |vε|p∗(s)
|x|s = (As)
N−s
p−s +O(ε N−sp−1 ),
(3) ‖vε‖rr =


O(ε
N− r(N−p)
p ), r > p∗
(
1 − 1
p
)
,
O(ε
(N−p)r
p(p−1) | lnε|), r = p∗(1 − 1
p
)
,
O(ε
(N−p)r
p(p−1) ), r < p∗
(
1 − 1
p
)
,
(4) ‖vε‖pp =


O(εp), N > p2,
O(εp| lnε|), N = p2,
O(ε
N−p
p−1 ), N < p2,
(5) ‖vε‖p−1p−1 = O(ε
N−p
p ).
(6) ‖vε‖p
∗
p∗ = D +O(ε
N
p−1 ).
Here D > 0 is a constant, by O(ετ ) we denote the quantity α satisfying |α| < Kετ as
ε → 0+, τ  0, K is some positive constant.
Lemma 2.6. Assume that (f1), (f2) and (f3) hold. Then there exists u0 ∈ W 1,pr , u0 ≡ 0,
such that (2.18) holds for N  p2.
Proof. We divide the proof into four steps.
Step 1. We claim that for ε small enough, there exists some tε > 0 such that
I (tεvε) = sup I (tvε)
t0
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0 <C1 < tε < C2 < ∞, (2.19)
where C1,C2 are positive constants independent of ε.
In fact, by (f1), there exists some tε > 0 such that
I (tεvε) = sup
t0
I (tvε) and
dI (tvε)
dt
∣∣∣∣
t=tε
= 0.
Thus we have that∫
(|∇vε|p + |vε|p)∫ |vε |p∗(s)
|x|s
− tp∗(s)−pε −
1
t
p−1
ε
∫
f (tεvε)vε∫ |vε |p∗(s)
|x|s
= 0. (2.20)
By Lemma 2.5 and (f1), for any δ > 0, there exists some constants k1, k2, k3 > 0 such that
1
t
p−1
ε
∫
f (tεvε)vε
(∫ |vε|p∗(s)
|x|s
)−1
 k1
1
t
p−1
ε
∫ (
δtp
∗−1
ε v
p∗−1
ε + k2tp−1ε vp−1ε
)
vε
= k1
∫ (
δtp
∗−p
ε v
p∗
ε + k2vpε
)→ δk3tp∗−p0 as ε → 0+.
From (2.20), as ε → 0+ we get that
1 − tp∗(s)−p0 − δk3tp
∗−p
0  0,
thus t0 > 0 and there exists some C1 > 0 such that
tε > C1 as ε small enough.
On the other hand, from Lemma 2.5 and (2.20), as ε → 0+ there exists some positive
constant C2 > 0 such that
tε 
(∫ (|∇vε|p + |vε|p)
) 1
p∗(s)−p
(∫ |vε|p∗(s)
|x|s
) −1
p∗(s)−p
 C2.
Step 2. As N > p2, we claim that
I (tεvε) = t
p
ε
p
∫
|∇vε|p − t
p∗(s)
ε
p∗(s)
∫ |vε|p∗(s)
|x|s +
t
p
ε
p
∫
|vε|p −
∫
F(tεvε)
 p − s
p(N − s) (As)
N−s
p−s +O(εp)−
∫
F(tεvε). (2.21)
Indeed, define the function
g(t) := t
p
p
∫
|∇vε|p − t
p∗(s)
p∗(s)
∫ |vε|p∗(s)
|x|s , t ∈ (0,∞).
Then g(t) attains its maximum at
t0 :=
(∫
|∇vε|p
) 1
p∗(s)−p
(∫ |vε|p∗(s)
s
) −1
p∗(s)−p = 1 +O(ε N−pp−1 )|x|
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g(t0) = t
p
0
p
∫
|∇vε|p − t
p∗(s)
0
p∗(s)
∫ |vε|p∗(s)
|x|s
= 1
p
∫
|∇vε|p − 1
p∗(s)
∫ |vε|p∗(s)
|x|s +O(ε
N−p
p−1 )
= p − s
p(N − s) (As)
N−s
p−s +O(ε N−pp−1 ).
Note that N−p
p−1 >p as N > p
2, then (2.21) follows.
Similarly, as N = p2 we can also get
I (tεvε) = t
p
ε
p
∫
|∇vε|p − t
p∗(s)
ε
p∗(s)
∫ |vε|p∗(s)
|x|s +
t
p
ε
p
∫
|vε|p −
∫
F(tεvε)
 p − s
p(N − s) (As)
N−s
p−s +O(εp| lnε|)− ∫ F(tεvε). (2.22)
Step 3. We claim that if (f1), (f2) and (f3) hold, then
lim
ε→0+
εN−p | lnε|−1
1/ε∫
0
F
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)
rN−1 dr = +∞. (2.23)
In fact, from (f2), for t > 0 we have that(
f (t)
tp−1+τ
)′
= tf
′(t) − (p − 1 + τ )f (t)
tp+τ
 0.
Thus there exists some constant C > 0 such that F(t) Ctp+τ . Therefore
F
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)
C
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)p+τ
.
Hence
εN−p | lnε|−1
1/ε∫
0
F
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)
rN−1 dr
 CεN−p | lnε|−1
1/ε∫
0
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)p+τ
rN−1 dr
= Cε τ(p−N)p | ln ε|−1
1/ε∫
0
rN−1
(1 + r p−sp−1 ) (N−p)(p+τ )p−s
dr → +∞ as ε → 0+.
Step 4. We claim that if N  p2, then I (tεvε) < p−sp(N−s) (As)
N−s
p−s as ε small enough.
Indeed, by (2.21), it suffices to verify that
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ε→0+
ε−p| ln ε|−1
∫
F(tεvε) dx = lim
ε→0+
ε−p| lnε|−1
∫
B2R
F (tεvε) dx = +∞. (2.24)
It follows from (f2) and (2.19) that
lim
ε→0+
ε−p| lnε|−1
∫
B2R
F (tεvε) dx
 lim
ε→0+
εN−p | ln ε|−1
R/ε∫
0
F
(
Cε
p−N
p
(1 + r p−sp−1 )N−pp−s
)
rN−1ωN dr
= C lim
ε→0+
εN−p | ln ε|−1
R′/ε∫
0
F
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)
rN−1ωN dr,
where ωN is the area of the unit sphere in RN and C is a positive constant.
As R′  1, then (2.24) is a consequence of (2.23).
As R′ < 1, from (f1) we have that
Zε := εN−p| ln ε|−1
1/ε∫
R′/ε
F
(
ε
p−N
p
(1 + r p−sp−1 )N−pp−s
)
rN−1 dr
= εN−p| ln ε|−1F
(
ε
p−N
p
(1 + (θε−1) p−sp−1 )N−pp−s
)
(θε−1)N−1(1 −R′)ε−1
 CεN−p | lnε|−1F(C1ε
N−p
p(p−1) )ε−N
 Cε−p| lnε|−1o(ε N−pp−1 )M as N  p2,
where θ ∈ (R′,1),C and M are positive constants, by o(ετ ) we denote the quantity β > 0
satisfying βε−τ → 0 as ε → 0+. Hence Zε is bounded as ε → 0+. It follows naturally
that (2.24) is again a consequence of (2.23). Let u0 = vε, ε small enough, from Step 4 we
deduce that
sup
t0
I (tu0) = I (tεvε) < p − s
p(N − s) (As)
N−s
p−s .
The proof of this lemma is completed. 
Proof of Theorem 1.1. The results of Theorem 1.1 follows from Lemmas 2.4 and 2.6. 
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