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1. INTR~INJCTI.~N 
In 1948 Hille [5] established criteria for non-oscillation of the differential 
equation 
y” -I-f(x)y = 0, for 0 < x < 03, (1.1) 
with f a nonnegative real valued function on (0, ~1); his method of proof 
utilized the nonlinear (Riccati) integral equation 
In a subsequent study, Sternberg [21] extended certain results of Hille to 
matrix differential equations of the form 
Y’ = G(x)Z, Z’ =L --F(x)Y, U-3) 
whcrc G and F were 12 x n real symmetric matrices with G nonnegative 
definite and of constant rank. I-Iowcver, Sternberg obtained a relationship 
between (1.3) and an analogue of (I .2) only in the case of G nonsingular. 
In Section 4 we use a generalization of the proof given by Hille to obtain 
a corresponding result without the assumption of nonsingularity of G. That 
result, and a corresponding dual, are used to extend the n.ecessary conditions 
for non-oscillation which were given by Hille and Sternberg; also, there 
are obtained relationships between boundary problems invol,ving system (1.3) 
and a corresponding system with G and F interchanged. Improvements of 
Sternberg’s sufficiency criteria are given in Section 5; tinally, the results of 
Sections 4 and 5 are applied to certain even order equations in Section 6. 
Matrix notation is used throughout; in particular, matrices of one column 
are called vectors, all n x n, n 3 1, identity matrices are denoted by the 
..--. -- 
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common symbol B, and 0 is used indiscriminately for the zero matrix of 
any dimensions. The conjugate transpose of a matrix II is denoted by IT*, 
and A is called hermitian whenever H* := II. If H and K are rz x n hermitian 
matrices, we write H > K, [H > K], to indicate that H - K is a non- 
negative, [positive], definite matrix. The symbol X is used throughout to 
denote a fixed subintcr-val (a,, ok), a,, > --co, of the real line. An n x 1z 
hermitian matrix I-i =-: H(x) on X will be referred to as nondecreasing, 
[increasing], whenever a() < Xl < 2-g < co implies H(x,) > H(x,), 
[H(x,) > kI(x,)]. If x0 is a subinterval of X, we say that a matrix has a 
property of boundedness, differentiability, continuity, or intcgrability on X0 
if and only if all entries of the matrix have that property on X,, ; the classes 
of all matrices which on arbitrary cornpact subizteraals of X0 are Lcbesguc 
integrable, a.c. (absolutely continuous), and measurable and essentially 
bounded, are respectively dcnotcd by 2(X,,), 6&X,,), and 5?“m(X0). It is to 
be noted that this usage of these symbols differs from standard conventions. 
Notations such as Z([a, co)), LP([a, b]), etc., are abridged to T[a, CO), 
Xm[a, b], etc. If a is an accumulation point of X, WC say that a matrix H(x) 
on X has a limit K at a whenever each entry of H(x) has the corresponding 
entry of K as a limit at a. Also, sr H(t) dt is said to exist whenever each 
entry of lz fZ(t) dt has a finite limit at co. A particular condition is said to 
hold for large .v if and only if there exists a point c E X such that the condition 
holds on [c, cc). 
2. FORMULATION OF THE PROBLEM 
Consider a matrix differential system 
u’ = A(x)U + B(x)V, V’ ;-= C(x)U - A*(x)V (2.1) 
on X : a,, < .z < 03, a, > -co, where A(x), B(x), and C(x) are n x n 
complex matrices in Z(X). If U and V are n x r matrices, Y > 1, the 
symbol (U, V) will denote the 2n x r partitioned matrix (U* P)*. If U 
and V are n x r complex matrices, then (U; V) will be said to be a solution 
of (2.1) whenever U and V are in G?(X) and satisfy (2.1) a.e. (almost evcry- 
where) on X. 
For a nondcgenerate closed subinterval [a, b] of X, the system (2.1) is 
said to be have ahnormality ofor&r q on [a, b] if and only if the linear manifold 
of 2n x 1 solutions of (2.1) which are of the form (0; V(X)) on [a, b] has 
dimension q. We say that (2.1) is normal orz [a, b] whenever (2.1) has ab- 
normality of order 0 on [a, b]. For a nondegenerate subinterval X0 of X, 
the system (2.1) is said to be identically nornzal on X,, if and only if (2.1) is 
normal on every nondegenerate subinterval of X,, . 
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Two distinct points 3c, and x2 in X are said to be con&nte relative to (2.1) 
whenever there exists a 2n x I solution (u; V) of (2.1) such that u(+Q) = 
0 = u(~v~) and U(X) is not identically 0 between x1 and x, . If X0 is a non- 
degenerate subinterval of X, then (2.1) is said to be disco?z&ate ([23]; p. 368) 
on X0 whenever no two distinct points of X0 are conjugate relative to (2.1). 
If R(x) and C(r) are hermitian and (U, ; V,), (i == I, 2), are solutions of 
(2.1) on X, then the matrix UTV, --- V,*lJz is a constant on X since it has 
zero derivative a.e. on X. Following Reid ([IS]; p. 576), a solution (U; V) 
of (2. I) is called a nzatri.lc of conjoined solutions whenever U*V --- I,‘*ll -= 0 
011 x. 
If II is a fundamental matrix for 
D’ == a(x)D 
on X, then under the transformation 
(2.2) 
iy zzzx Dl’, 
the system (2.1) reduces to 
Y’ = G(x)Z, 
where G and F are the matrices 
G _ L)-l~D%4 , p z -D”CD. (2.5) 
Since (2.4) is a special case of the formally more general system (2.1), any 
definition made for (2.1) applies to (2.4). 
For X0 a generic nondegenerate subinterval of X, the following hypotheses 
are stated for future refcrencc: 
&(X0): G,6’ E 9(X,), and G* = G on Xc, ~ 
5&&l> : 50(-u and I+‘* = I+’ on X 0 . 
If G > 0 on X, in addition to hypothesis &,(X,,), [$(XJ], the combined 
condition is denoted by the symbol $,(G > 0 j X,), [$(G >3 0 1 X0)]. The 
condition that $(G -> 0 ( X0) holds and F > 0 on X,, is abbreviated by the 
symbol $(G > 0;F > 0 1 X,,); if X,, :..:: X, then the notation ‘&I X0” is 
deleted from these symbols. 
If hypothesis B(X) holds, then the transformation (2.2), (2.3), (2.5) between 
systems (2.1) and (2.4) prcscrves conjoined solutions and pairs of conjugate 
points, and for each x: E X the rank and index, that is, the number of positive 
proper values, of B(x) arc the same as those of G(x) defined by (2.5). 
An n x TZ hermitian nonnegative definite matrix K - K(s) in 9(X) is 
said to satisfy condition ‘%r(K) if and only if for each point LQ E X, there 
exists an xg E (q , co) such that J’z I+) d x is positive definite. It is to be 
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noted that a nonnegative real valued function f E 3’(X) satisfies condition 
al(f) if and only iff d oes not vanish a.e. for large x. If X0 is a subinterval 
of X of the form [a, c), where a < c -(; co, and K(x) is an n x n hermitian 
nonnegative definite matrix in 9(X,,), then K is said to satisfy condition 
%,(K ) CZ) whenever c K(t) dt is positive definite for each x E (a, c). 
If [a, b] is a nondegenerate subinterval of X and (0; z(x)) is a 2n x 1 
solution of (2.4) on [a, b], then z(z) is constant on [u, h], and hence we have 
the following characterization of abnormality. 
LEMMA 2.1. If hypothesis !&,(G > 0 1 [a, b]) holds, then the following 
conditions are equivalent : 
(i) The system (2.4) has abnormality of order q on [a, b]. 
(ii) The linear mun$old of constant n-vectors r such that G(x)p :=: 0 
a.e. on [a, b] has dimension q. 
(iii) The runh of sft G(x) dx is n - q. 
Consequently, if X0 is a nondegenerate subinterval of X which is open 
on the right and such that hypothesis &,(G > 0 1 X0) holds, then (2.4) 
is identically normal on X0 if and only if condition ‘Jls(G 1 s) holds for 
every SEX,. 
For X0 an arbitrary subinterval of X, and for n x n hermitian matrices 
W(T) in @(X0), let K@T), (i = 1,2), be the Riccati matrix differential 
operators defined by 
K,[W] = w’ + G -j- WFW. 
It is to be noted that an 7t x n hermitian nonsingular matrix W in 6Y(X,) 
satisfies KJW] = 0 on X0 if and only if W, = -W-l satisfies Ka[ W,,] = 0 
on X”. 
For a nondegenerate closed subinterval [u, b] of X, let %‘,,*[a, b] denote 
the class of n-dimensional vector functions 7 in @[a, b] with ~(a) = 0, and 
for which there exists a vector 5 E Tm[u, b] such that 7’ ==: G(x)< a.e. 
on [a, b]. Let BC,,Ju, b] be the class of functions 7 in BO.+[a, b] such that 
y(b) = 0. The symbol P,,[u, b] denotes the condition that the functional 
I[7 : a, b] = s” [[*GC - ~*jk;7] dx 
a 
is positive definite on z~~,-,[u, b]; that is, I[7 : a, b] > 0 for r] E~,,,,[u, b], with 
equality holding only if r(x) = 0 on [a, b]. Correspondingly, P,,*[u, b] 
denotes the condition that I[7 : a, b] is positive definite on SJ,,*[u, b]. 
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The fundamental theorem concerning disconjugacy on [a, b] is the fol- 
lowing result (see, for example, Reid [18]; p. 415, and the remarks in [Z4]; 
pp. 740-741). 
THEOREM 2.1. If hypothesk Q([a, b]) holds, then P&a, b] holds if and 
only if G 2 0 holds on [a, b], together with one af the following: 
(i) (2.4) is disconjugate on [u, 61; 
(ii) there exists a 2n x n matrix of conjoined solutions (Y(x); Z(x)) of 
(2.4) with Y(x) nonsingular on [a, b]; 
(iii) there exists an n X n a.c. Aez7nitiaa nzatrix TV(x) on [a, b] Zuhick 
sati.s$es K,[W] --_ 0 a.e. on [a, b]. 
Let the proper values of an n x n hermitian matrix H be ordered 
h(H) = h,(H) :s -.. < X,(H) =z ,u(N). F or future reference we state the 
following well-known properties of hermitian matrices. 
(lo) ([f6]; p. 99). If II = II(x) is an n x n hermitian nondecreasing matrix 
on X, then h(H(x)) -+ co as x -+ 03 ;f und on@ iff or every nontrivial constant 
n-vector T, ze have n*H(x)~ -+ CQ as x + co. 
(29 If ti =: H( x is an n X’ n hermitian matrix an X and k is a real number, ) 
thetz the following conditions are equivalent: 
(i) H(x) --t kE as x -* c-0, 
(ii) A(H@)) -+ h and p(II(x)) -+ k as x + a, 
(iii) rr*H(~)~ + kn*n as x -+ 00, for every constant vector m. 
(3”) (131; p. 115). IfH and K are hermitian matrices with H > K, [II > K], 
then A,?(H) 2: Xj(K), [&(H) > h,(K)], (j = I ,..., n). 
(4”) ([20]; pp. 265-268). If II is a nonnegative dejirzite hermitian mutrix, 
then II has a unique nonnegative de&ite hermitian square root H1f2, and WI2 
permutes with any matrix that permutes with II. Also ;fII > 0, then HJj2 > 0 
ad (fjl/Z)-1 _ (ff-1)1/2. 
(59 ([2] ; p. 634). If H and K are n x n hermitian matrices such that 
II > .K :x 0, then K-1 3 II-I > 0. 
3. PRELIMINARY I~SCONJUGACY CRITERIA 
For fixed s E: X : a, < x < co, let (Y(x, s); 2(x, s)) and (YJx, s); ZO(x, s)) 
denote the respective solutions of (2.4) which satisfy (Y(s, s); Z(s, s)) - (0; E) 
and (Y,,(s, s); Z,(s, s)) = (I?; 0). It is to be observed that if hypothesis b(X) 
holds an.d s E X then each of the matrices (Y(q s); Z(x, s)) and 
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(Y,(r, s); Za(x, s)) is a matrix of conjoined solutions of (2.4). If hypothesis 
!$G 3 0) holds, and there exists a point a in X such that ‘JI,(G / a) holds, 
then Lemma 2.1 implies that (2.4) is normal on [a, b], for every point b > a, 
and the points of (a, co) which are conjugate to a are characterized by the 
values of x for which Y(x, a) is singular. These facts, together with 
Theorem 2.1, give the following theorem. 
THEOREM 3.1. Let [a, c) be a subinterval of X with a ( c < co. If 
hypotheses $(G 3 0 1 [a, c)) and ‘92,(G 1 a) hold, then (2.4) is disconjugute on 
[a, c) $ and only if Y(x, a) is nonsingular on (a, c). 
THEOREM 3.2. Suppose that hypothesis $(G > 0; F > 0) holds, a E X, 
while c is mch that a < c :< co and 2(-v, a) is nonsingular on (a, c). Then 
rurzk [ Y((x, u)] > rank [[G(t)dt],forx~(u,c). 
If, in addition, 9t,(G 1 a) holds, then Y(x, a) is nonsingular on (a, c). 
Indeed, if W(x) = Y(x, a).?r(x, u) on [u, c), then W is hermitian, satisfies 
]%L[- WJ = 0 on [u, c), and 
Iv(x) = j- G(t) dt + Jr W(t)F(t) W(t) dt > Iz G(t) dt > 0, 
n a a 
for x E [CZ, c). Therefore, the relations 
rank [Y(x, u)] = rank [W’(x)] > rank [s: G(t) dt] 
are satisfied on [a, c). 
The following theorem gives conditions under which nonsingularity of 
Y(r, a) on (a, co) implies nonsingularity of Z(x, a). This result was essentially 
obtained by Reid ([16]; Corollary 1, p. 100) for identically normal systems 
(2.4) with G(. ) f 2: o constant rank. In a recent paper of Reid ([19]; Section 5), 
conditions (i) and (v) have been related to the least proper value of an 
associated boundary value problem without the assumption that G is of 
constant rank. 
TIIEOFCEM 3.3. Suppose that hypotheses $(G > 0; F > 0) and ‘9&(F) hold. 
Suppose also that there exists u point a E X such that A(sz G(t) dt) + CO as 
x -+ co, and hypothesis 91,(G / a) holds. Then the following comitions are 
equivalent: 
(i) (2.4) is disconjugate on [a, CCI); 
(ii) Y(x, a) is nonsinguZu~ on (a, co); 
(iii) Z(x, ~7) is nonsin,nzclar on (a, co). 
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If, in addition, (2.4) is identically normal on [a, CO), each qf conditions (i), (ii), 
(iii) is equivalent to each of the followirzg: 
(iv) for each point h in (a, uo), the matrix Y&x, 6) is nonsingular 071 [u, 61; 
(v) for each .point b in (a, CO), condition P,,[a, h] Yzolds. 
Because of Theorems 3.1 and 3.2, conditions (i), (“j u , and (iii) arc equivalent 
if (ii) implies (iii), and we shall proceed to establish this result. 
Suppose that Y(x, a) is nonsingular on (a, co) and let W(x) II--C+ 
%(xI a)k’-‘(r, a) on (a, to). Then W(x) is hermitian, satisfies k;(W) = 0 on 
(a, to), and if a < x1 < .v~ < 03, then 
Hence, W(x) is non-increasing, and condition ‘9’&(F) implies that for each 
point X, in (a, co), there exists an X, in (x1 , co) such that W(xr) > W(,Q). 
Since all proper values of W(s) are non-increasing, and, by property (39 
above, no proper value of W’(x) can be constant on any interval of the form 
(6, CD), it follows that there exists a real number c in (a, 00) such that all 
proper values of W(x) arc non-zero on (c, co). Let W,(.v) z W.‘(X), for 
x E (c, 00)” Then W,(x) is hermitian, satisfies K&-Ws:] = 0 on (c, OS), and 
if c < x1 < xg < co, then we have 
Wo(xg) -.- t&(X1) 7-- j”” G(t) dt $ j-Z2 W&V(t) W&J dt 3: 0. (3.2) 
z1 Cl 
Therefore, TV,, is nondecreasing on (c, XI) and ~.*W;(x)rr + CO as s .-+ co, 
for every nontrivial constant vector 7r. From property (lo) we have that 
h(W,(x)) -+ co as x -+ 03, and there exists a real number d in (c, co) such 
that W,,(x) is positive definite on (d, CO). ‘The matrix W(x) is also positive 
definite on (d, OL)), and consequently W(X) is positive definite on (a, oo) 
since W(x) is non-increasing on (a, co). Hence 2(x, a) is nonsingular on (a, KY). 
The equivalence of(i), ( iv , and (v) will be shown by proving the following ) 
sequence of statements: (a) (i) 3 (iv); (b) (iv) =S (v); (c) (v) => (ij. 
Suppose that (i) holds and there exist points b and c such that 
a :< c < b < co and YO(c, h) is singular. Then there exists a nontrivial 
constant vector QT such that Y,(c, ZJ)GT = 0. The solution (y(X); a(x)) -:E 
(YO(x, b)n; Z,,(x, b)rr) has (y(b); z(b)) -= (z-; 0) and (y(c); z(c)) = (0; &(occ> 6)~). 
Due to the uniqueness of solutions of (2.4) which pass through (0; Z&c, b)> 
at c, the vector &(c, b)rr is nontrivial and the relation 
(y(x); X(X)) = (Y(x, c) Zo(c, b)Tr; Z(x, c) &(c, bj7r) (3.3) 
505/6/2-6 
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holds on [c, b]; consequently Z(b, c) is singular. However, (2.4) is disconjugate 
on [c, a), and from the comment following Lemma 2.1, it follows that 
condition %,(G ) c) holds; moreover, Z(x, c) is nonsingular on (c, co) from 
condition (iii) of Theorem 3.3. Therefore statement (a) must hold. 
Statement (1)) follows from relations (5.2), (5.3) of Reid ([17]; pp. 678-6791; 
in turn, the relation g,,,,[a, b] C ,9&u, b] and Theorem 2.1 yield (c). 
The following generalization of Theorem 5.1 of Hunt ([9]; p. 958) is of 
the nature of the separation theorems of classical Sturm theory (see, for 
example, Morse [12]). For convenience in wording, we say that an n x n 
matrix H has a singularity of or&r k, 0 :.:I k < n, whenever lil has rank n - k. 
r~IIEOREM 3.4. Suppose that (a, c) is a s&interval of X with c < 03 such 
that hypothesis $(G 3 0; F > 0 1 (u, c)) hoI&, and condition Q(F 1 s) holds 
fOY each s E (a, c). If (Y(x); Z( x )) is u 2n x n m&ix of conjoined solutions of 
(2.4) on (a, c) such that Y(x) is nonsingular on (a, c), tken there are at most n 
singularities of the matrix Z(x) on (a, c), where singularities of order k are 
counted k times. 
If W(x) FE Z(X) Y-l(x) on (a, c), then W( a) ” h .z IS ermitian and satisfies (3.1), 
for a < x1 < x2 < c. Hence JV(X) is decreasing on (n, c), and due to 
property (3”) each proper value of W(x) can have at most one zero on (a, c). 
Theorem 3.4 follows immediately upon noting that W(x) has rank n - k, 
k > 0, whenever k of its proper values are zero at SC. An improvement of 
the above mentioned result of Hunt is given by choosing (Y(x); Z(X)) == 
(Y(x, a); Z(X, a)). The following result may be obtained by an analogous 
proof; however, with the aid of the discussion which will be given after 
Theorem 4.6, it follows that this result may be deduced as a corollary to 
the above Theorem 3.4. 
COROLLARY. Suppose that (a, c) is a subinterval of X with c L< co such 
that hypothesis $3(G > 0; F > 0 1 (a, c)) holds and (2.4) is identically normal 
on (n, c). If (Y(x); Z( x )) is a 2n x n matrix of conjoined solutions of (2.4) on 
(a, c) such that Z(x) is nonsingular on (a, c), then there are at most n singularities 
of the matrix Y(x) on (a, c), where sin@arities of order k are counted k times. 
The above pair of results also extend Theorem 1.3 of Etgen ([4]; p. 292). 
4. TESTS FOR DISCONJUGACY FOR LARGE x 
The following theorem is an extension of results of Hille ([5]; p. 243) and 
Sternberg ([2]; p. 316). 
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‘I’HEOREM 4.1. Suppose that hypotheses FJ(G 3 0; F > 0) and 9$(F) hold. 
Suppose also that there exists a point a E X such that (2.4) is identically normal 
olz [a, m), and h(c G(t) dt) --z 03 as x -+ we. Then (2.4) is disconjugate for 
large x $ and only if the improper matrix integral SzF(t) dt exists, and .for 
large x there exists a continuous n >( n hermitian matrix W = W(x) such that 
for large x the integral sz W(t) G(t) W(t) dt exi.sts and 
W(x) = jmF(t) dt -/- ja W(t) G(t) W(t) dt. 
+ J; (4.1) 
Inparticular, 1yf2.4) is disconjugate on [a, WJ), and identical normality on [a, CD) 
is relaxed to condition !Q(G 1 a), then W(x) = Z(x, a) Y1(x, a) has the abozqe 
properties on (a, CCI) and satisjes the inequalities 
0 -’ .
s 
m F’(r) dt < W(x) < [j: G(t) dt]-I., .fw x e (a, 00). (4.2) 
z 
It is to be remarked that existence of .fzF(t) dt as a necessary condition 
for disconjugacy of (2.4) for large x under the hypotheses of Theorem 4.1 
has been shown earlier; indeed, as a consequence of Theorem 3.3 of Reid [16], 
it follows that this condition is necessary without the assumption %r(F). 
Suppose that a is such that hypothesis %,(G 1 a) holds, h(JE G(t) dt) -+ w 
as x -* co, and (2.4) is disconjugate on [a, co). In this case Z((x, a) is non-. 
singular on [a, co) by condition (iii) of Theorem 3.3, and if W,(X) =+ 
Y(x, a) Z-l( x, a on [(z, co), then lV(,(a) r_:: 0, aud W,)(x) is hermitian and ) 
satisfies I<*[-WO] = 0 on [a, 03). 
From relation (3.2), it follows that 
W,(x) 3 j= G(t) dt > 0, for x E (a, co), (4.3) u 
and, therefore, A[W”(x)] - l co as x -+ 03. If W(x) 5 W;l(x), for x E (a, oo), 
then W(x) is positive definite on (a, CO) and we have that W(X) --b 0 as 
x -+ co, by property (29. For a < x1 < x2, we have 
bv(.r,) > w(n;) -- w(x2) = [“F(t) dt + j” W(t) G(t) W(t) dt. 
* 51 21 
As a function of x, each of the integrals is bounded above and nondecreasing, 
and hence, equation (4.1) follows upon letting xa -3 co. The converse 
statement follows immediately from Theorem 2.1 upon differentiation of 
each member of (4.1). Since (4.3) is equivalent to the condition 
0 -=c W(X) d [Jl G(t) dt]-‘, for x E (a, oo), 
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and from (4.1) and condition %r(.F) we have the inequalities 
W(x) 2 jyt) dt > 0, for x E (a, co), 
z 
it follows that relation (4.2) holds on (a, co). 
One may note that under the hypotheses of Theorem 3.3, inequalities (4.2) 
imply that the conditions 
pi (j;“(t) dt)] [An,+, (j: G(t) dt)] G 1, (i = I~-., 4, (4.4) 
arc necessary for disconjugacy of (2.4) on [a, co). Ilowevcr, the uscfulncss 
of criteria (4.4) as tests for disconjugacy for large x is limited by the fact 
that failure of (2.4) to bc disconjugate on [a, co) does not preclude dis- 
conjugacy for large x. 
The following discourse deals with the derivation of tests for disconjugacy 
for large x which are extensions of criteria of Hille (151; p. 243) and Sternberg 
([21]; pp. 316-328) to systems (2.4) in which G is not assumed to hc of rank 1~. 
If 11 is a point of X, an ordered pair (p, 0) of real valued functions on 
(a, co) will be called an acceptnb~epair on (a, co) if P(X) and 6(x) arc positive, 
continuous, nondccreasing on (a, oo), y(s) -+ co as .2* 3 co, 0(x)/v(x) + 0 
as x: -* GO, and sz H(t) d[-(~(2)))I] t. f cxis s or ai 1 ‘g e X. For an acceptable 
pair (p, 0) on (a, cc), let 
p(x; fp, 0) = [jr O(t) d( -.- (y(t))-l)]-‘, for x E (a, oo). 
hMMA 4.1. &q$ose that hypotheses $(G 3 0;P > 0) and 9iQF) hold, 
and for large x the system (2.4) is disconjugate and identically normal. Su..~pose 
also that there is a point a E X, together with an acceptable pair (y, 0) on (a, to), 
such that fiv each b E (a, CD) there exi.sts a point c E [b, a) with 
A(J; G(t) 4 > d4,f or x E (c, co). Then for large x the integral sz 0(t)F(t) dt 
exists, and 
P(X; 9, e) /“w e(tp(t) dt d B. 
*CZ 
(4.5) 
Suppose that (2.4) is disconjugate and identically normal on [b, co). 
Then we may assume that 6 > a, and consequently, there exists a point c in 
[b, co) such that X(Jz G(1) dt) 3 ‘p( *) A. on (c, co). From Theorem 4.1, the 
ehrmitian matrix W(x) =: Z(x, b)Y-‘(x, 6) satisfies the inequalities 0 < W(x)< 
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(q(x))-II3 on (c, 00). Now K,[W(x)] =I 0 a.e. on (c, CQ), and hence for 
c < xl < x2 we have 
Upon integration by parts, this latter quantity is seen to be equal to 
and the conclusions of the Lemma follow upon letting x8 -+ cc. 
~HEORI%I 4.2. Suppose that hypotheses 5(G > 0; F > 0) and !Y&(F) hold7 
and for large x the systena (2.4) is disconjugate and identically normal. Suppose 
also that there exists a point a E X, together with an acceptable pail- (93, 0), such 
that fey each point b E (a, oo), there are points c, , (i = II,...), in [b, NJ) with 
X (j: G(t) dt) 2 &(x)l(i + 11, for x E (Ci , co). (4.6) 
Then s; O(t) F(t) dt exists for lavge x, and 
lim-;ip ,U [p(~; v, 8) jm B(t) F(t) dt] < 1. 
z 
(4”7) 
For each positive intcgcr j, application of the above Lemma with the 
acceptable pair (j&j -/- l), 0) im pl ies that the left member of (4.7) is no 
larger than (j .-I- J)!j. It is to be observed that if hypotheses $,(G 3 0) and 
Y&(6 1 a) hold, and X(sz G(t) dt) + cc as x -+ 00, then (h(Jz G(t) dt), 1) 
constitutes an acceptable pair on (a, co) of the type considered in Theorem 4.2 
with p(x; h(Jz G(t) dt), 1) --- X(l,” G(t) dt), for x E (a, E). 
To see that relation (4.7) reduces to a criterion of the type given by Hille 
and Sternberg in the special cases considered by those authors, suppose that 
there exists a real number q > --1 such that G(x) > xqE for large x. If Y 
is any real number such that 0 < r < 1 -I-TJ, and (v(x), e(x)) = (x1 ++I( 1j-q), x’) 
for x E (0, co), then (v, 0) constitutes an acceptable pair on (0, co). For 
each sufficiently large b E X, we have the inequality 
h (j)-Wt) > (q + l)-” x’l+l[l -- (b/+x], 
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and consequently, there exist points ct E (b, co), (i c l,...), such that 
relation (4.6) holds. Inequality (4.7) becomes 
liy-:tp p [zl+g--l Srn try dt] < (1 + ~)~/(l + 4 - r), (4.8) 
z 
which in the case r = 0, q =: --p yields the inequality involving limit 
superior given in relation (5.1) of Sternberg ([221] ; p. 3 18). For the case n = 1, 
Y ::= 0 == q, relation (4.8) .>d rt uces to a criterion of Hille ([5]; 13. 243). 
It should be pointed out that the proof given for Theorem 4.1 is a generali- 
zation of that used by Hille in the scalar case.Although Hille ([5]; pp. 241-24 ) 
WCS the condition %r(F), the generalization due to Sternberg ([21] 
pp. 316-318) does not require that condition. However, by placing our 
hypotheses on c G(t) dt we may allow G to be singular, whereas Sternberg 
demands nonsingularity of G in his Theorems 4.4 and 5.1. A specific example 
in which G is singular, and Theorems 4.1 and 4.2 are applicable, will be 
considered in Section 6. 
The next two theorems arc duals of Theorems 4.1 and 4.2. 
THEOREM 4.3. Suppose that hypotheses 5(G > 0; F > 0) and ‘Sl(G) hold, 
and there exists a point a E X such that h(Sz F(t) dt) -+ CO as x -+ CO. Then 
(2.4) is disconjugate for large x g and only ;f sz G(t) dt exists, and for lurge x 
there exists a continlcous n x n hermitian nonsingular matrix W = W(x) such 
that for large x the integral sr W(t)F(t) W(t) dt exists and 
w(X) = lrn W(t)F(t) W(t) dt + Cm G(t) dt. (4.9) 
.x * 2 
If a is such that the set of points of (a, co) which are conjugate to a is either 
empty or bozmded above, then there exists a real number 6 in [n, CQ) such that 
Y(x, a) is nonsingular on (b, CO), system (2.4) is disconjugute on (b, oo), there 
exists a real number c in (b, CO) together with a constant hermitian matrix M 
slcch that 2(x, a) is nonsingular on [c, co), and if W(x) =z -Y(x, a) Z-l(x, a) 
for x E [c, CD), then on this interval W(x) is hermitian, positive definite, satisfies 
(4.9), and 
E < M + j-:F(t) dt < W-l(x) < [/; G(t) dt]-‘I. (4.10) 
Relation (4.10) is a generalization of a result obtained by Barrett ([I]; 
Corollary 3.1.1, p. 557). 
If W(x) is a nonsingular hcrmitian element of GL’(b, co) which satisties (4.9) 
on (b, co), then W satisfies the relations K,[W] q = 0, Kl[- W-l] = 0 a.e. on 
(b, co), and by Theorem2.1 equation (2.4) is disconjugate on (b, 00). 
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Suppose that a is a point of X such that there exists a point 6 E [a, oo) 
with no point of (b, 00) conjugate to a, and st G(t) dt is positive definite 
on (b, co). Then Y(x, a) is nonsingular on (b, co), and Theorem 2.1 implies 
that (2.4) is disconjugate on (b, co). Suppose that W,(x) ZE --2(x, a) Y-l(x, a), 
for x on (a, co). Then IV, is hermitian and satisfies K,[--M/,] = 0 on this 
interval. If d is a point in (6, co), then 
W,(x) = T(x) + H(x), for x 6 (b, co), 
where T(x) s W,(d) $- Jz Wr(t) G(t) IVi(t) dt - SzE’(t) dt, and H(x) :+ 
Ja” F(t) dt on (b, co). S’ mcc T(x) is nondecreasing, we have W,(r) > T(d)+H(x) 
on (d, co). Choose c such &at c 2 d and H(N) > E - T(d) on [L’, km). For 
every nontrivial constant vector rr we have that ~*IVi(x)n -+ co as x -> co, 
and since I’,(x) is nondecreasing, property (lo) implies that X(W1(~)) -3 co 
as x -> XI. Then W(X) = $5’;.I(X), f or x 6 (c, co), satisfies the equation 
K2[Wj =.y 0 on [c, cm), W(x) > 0 on [c, co), and W(X) -+ 0 as x -+ co by 
property (20). If c < x1 < x2 , then we have 
W(%,) = w(xJ -1. jz” W(t)F(t) W(t) dt f 1” G(t) dt 
2 1 51 
> j;; W(t)F(t) W(t) dt + s” G(r) dt. 
“, 
As a function of x, each of the integrals is bounded above and nondecreasing, 
and hence, equation (4.9) follows ‘upon letting xg -+ co. Relation. (4.10) 
follows with the choice M = T(d). 
THEOREM 4.4. Suppose that hypotheses !Tj(G > O;F > 0) and ‘9&(G) 
hold, and (2.4) is disconjugate for lqe x. Suppose also that there exists a point 
a E X, together with an acceptable pair (p,, 0) on (a, a), such that for each 
b E (a, m), there are points ci , (i = l,... ), in [b, 03) with 
h (j:F(t) dt) 3 irp(x)/(i + I), for x E (ci , m). (4.11) 
Then Jr 0(t) G(t) dt exists for large x, and 
(4.12) 
In view of the device used in establishing Theorem 4.2, it will suffice to 
establish that relation (4.12) holds under the stronger hypothesis that for each 
b E [a, co) there is a point c E (b, co) with A(SrF(t) dt) 3 p(x) for x E (c, co), 
Suppose that a, is a point of (a, co) such that (2.4) is disconjugate on [ur , CD). 
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By Theorem 4.3 there exists a real number h,, in (ur , co), together with 
a constant hermitian matrix M, such that Y(x, a,) and Z(x, ar) are nonsingular 
on [b, , co) and W(x) = -Y(x, a,) Z-Q, ar), for x E [& , KI), satisfies 
E < M -I- H(x) < E-l(x) on [I!$ , co), where a(x) G Jh”,F(t) dt. Let 
N(x) -- v-‘(x)M -I- E on [b, , CO), and let c be such that c > 6,) and 
h(H(x)) > p(x) on (c, co). Since N(x) -+ E as x + co, property (2”) implies 
that there exist points & , (; == I,...), in (c, co) such that N(x) > iE/(i -I,- 1) 
holds on (& , co). Since 
v(x) N(x) = M + cp(x)E < M + H(x) < W-l(x) 
holds on (c, co), then due to (50) we have 
0 < W(x) < (i -t 1 )E/(i&)), for x E (& , co). 
Hence 0(x) W(x) -> 0 as x --+ co, and by an argument similar to that used 
in the proof of Lemma 4.1, it follows that if dj < x, < xs then 
I ” O(x) G(x) dx “I < [(j -I-- 1)/j] [0(x2) @(xJ + 1; B(x) d(-+(x))] E. 
Consequently, the left member of (4.12) does not exceed (j + I)lj for 
jx I,2 ,-**, and therefore (4.12) holds. 
THEOREM 4.5. Suppose that hypotheses $(G > 0; F > 0) aud ‘3&(G) hold, 
and (2.4) is disconjugate for large x. Suppose also that there exists a continuous 
real valued function 4/1 on X such that F(x) > #(x)E > 0 a.e. for large x, and 
there exists a point a E X such that sz #(x) dx = co. If 0 is any real valued 
function on (a, co) such that (v(x), B(x)) = (c #(t) dt, e(x)) constitutes an 
acceptable pair on (a, co), then the integral sz 0(t) G(t) dt exists for large x, 
and for every constant unit vector rr, zce have 
liF+yp 
[ 
,+; v, e) + (‘sm e(t) G(t) dt) n] < I, (4.13) 
z 
and 
lizrrf [v(x) rr* (jr G(t) dt) zr] < l/4. (4.14) 
Theorem 4.4 assures that s; e(t) G(t) dt exists for large x and inequality 
(4.13) holds. From Theorem 4.3 it follows that there exists a point 6 E [a, co), 
together with hermitian matrices W(x) > 0 and M such that relations (4.9) 
and (4.10) hold on [b, co), and consequently there exists a point c E [b, co) 
such that p(x)E < jzF(t) dt and 
FV(x) MW112(x) + v(x) W(x) < E, for x E [c, co), 
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where W/s(x) is as in (40). Let n be a fixed constant unit vector. Then 
h E lizj;lf (p(x) n*W(x) T < 1, 
and from the Schwarz inequality we have 
n”~Jqqv~ :> /J,*~w%r 2: yqT”CVn)” on [c, co). 
If 0 < 6, < k, then there exists a point x,, in [c, co) such that 
holds on (x,) , co), and since v’ =- $ we have the inequalities 
It is to be noted that in the case of e(t) ~2 1, Theorem 4.5 has a dual which 
may be obtained by interchanging the roles of G andFwithout the assumption 
9&(P). That result, which is a generalization of Theorem 5 of Hillc ([5]; 
p. 243) ~nay be established by employing Theorem 4.,4, a criterion of Reid 
([I#]; p. 747), and the method of proof used by Stcrnberg ((211; pp. 316-319). 
TIIEOKEM 4.6. Suppose thut hyfotheses $(G 2 0; F ;-> 0) and Sl(F) hold. 
Suppose also that (2.4) is identically normal and Gl z++ F, Fl .=:=: G m X. If 
there exists a point a E X such that h(J-E G(t) dt) + 03 us x -+ m, then (2.4) 
is disconjugate for large x if and only if 
I;’ E G,Z, 
is disconjugate for large x. 
Z’ ::= -& I; (4.15) 
It is to be observed that to assume the hypotheses of Theorem 4.6 is 
equivalent to requiring that (4.15) satisfics hypotheses $$G, > O;Fr > 0), 
92,(G,), %#‘, / s) holds for every s E X, and that there exists a point a E X 
such that A(J,“Fl(t) dt) -P 03 as x -+ co. A matrix (Y; Z) is a solution of 
(2.4) if and only if (-2, Y) is a solution of (4.15). For fixed s E X, let 
(Yl(X, s); Zl(X, s)) == (---Z(x, s); Y(x, s)) 
and 
( Yz(x, s); z&Y, s)) = ( --Zo(x, s); Y&t, s)). 
If (2.4) is disconjugate on [b, co), then Theorem 3.3 implies that Z(zc, 6) T:=: 
-. Y1(x, 6) is nonsingular on [6, co) and (4.15) is disconjugate on [h, CO) by 
Theorem 2.1, since (Yr(x, 6); Zr(x, 6)) constitutes a 2n ‘I: n matrix of 
conjoined solutions of (4.15) with Y1(x, 6) nonsingular on [h, CO). 
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If (4.15) is disconjugate on [6, oo), then by Theorem 4.3 there exists 
a point c E (h, co) such that 2,(x, b) = Y~(x, 6) is nonsingular on [c, co) 
and therefore (2.4) is disconjugate on [c, co). 
By interchanging the roles of (2.4) and (4.15) in Theorem 4.6, we have 
the following corollary. 
C~R~LIARY. Suppose that hypotheses $(G > 0; F > 0) and !!$(G) hold. 
Suppose also that GI == F, FI :*I G on X, and,for each s E X, condition gzB(F ( s) 
ho1d.s. If there exists a point u E X such that A(cF(t) dt) ---t co as x -+ co, 
then (2.4) is disconjugate for large x ;f and onZy if (4.15) is disconjugate for 
large x. 
We say that a E X has b, a < b, [a > b], as a right, [left], focal point 
with respect to (2.4) if there exists a nontrivial 2n x 1 solution (y; z) of (2.4) 
such that z(a) = 0 = y(b). A s a consequence of Theorem 4.6 and its 
Corollary, together with conditions (iii) and (iv) of Theorem 3.3, we have 
the following relationship between focal point and conjugate point problems. 
THEOREM 4.7. Suppose that hypothesis $(G > 0; F > 0) holds, and there 
exists an a E X such that sz G(t) dt and sz F(t) dt are increasing matrix functions 
of x on [a, CD). Suppose aho that h(JE G(t) dt) + CO, [h(jzF(t) dt) + CO], as 
x --+ co, and GI I== F, FI = G on X. Then thefollowing conditions are equivalent: 
(i) (2.4) is disconjugate for large x; 
(ii) (4.15) is disconjugate for large x; 
(iii) there exists a point h E X such that relative to system (2.4), [system 
(4.15)], no point of (b, co) has b as a Ieft focalpoint; 
(iv) there exists a point 6 E X such that relative to system (2.4), [system 
(4.15)], no point of (b, W) has a left focal point in [b, a). 
Since a is a left focal point of h relative to system (2.4) whenever b is 
a right focal point of a relative to system (4.15), conditions (iii) and (iv) 
may be stated in terms of right focal points by interchanging the roles of 
systems (2.4) and (4.15). 
THEOREM 4.8. Under the hypotheses of Theorem 4.7, the following con- 
ditions are necessary for each of conditions (i), (ii), (iii), (iv) of Theorem 4.7, 
with the alternatives respective of the alternatives in the hypotheses of 
Theorem 4.7: 
(i) J’c F(t) dt, [Jr G(t) dt], exists; 
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(ii) there exists a point 6 E [a, CD) such that 
s ‘a F(t) dt < (jr G(t) df)-l, z 
m 
1s G(t) dt < (j; F(t) dt)-‘] , for .y E (h, rn); ;u 
(iii) ench of the products 
A, (j: G(t) dt) h,-.i+l (j; F(t) dt) , 
[Ai (-[F(t) dt) X,-i+l (F; G(t) di)] , (i == l,..., II), 
is bounded on [u, CO); 
(iv) lim sup h ;y+,x ( (j’ G(t) dt) p (j’m F(t) dt)) d I, ,A + 
Suppose that X(s,” G(t) dt) - > 03 as x --f 03, and b E [a, KJ) is such that 
(2.4) is dkconjugate on [h, co). Then conclusions (i) and (ii) follow from 
Theorem 4.1. Moreover, 
hi (I”, G(t) dt) ‘7.7 hi (j: G(t) dt + ,‘: G(t) dt) 
:.< A, (j (ST, G(t) dt) E -I- L G(t) dtj , 
for x >, b, (i =-= I.,..., n), and this latter quantity is equal to 
EL (j”, G(t) dt) + Ai (j; G(t) dt) . 
Conclusion (iii) is a result of the inequality 
which follows from the above remarks and the discussion following the proof 
of Theorem 4. I. Theorem 4.2 with 
P k; x (11 G(t) dt) , 1) = X (11 G(t) dt) 
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yields (iv). In the case A(JzF(t) dt) -+ CC as x --f co, we have A(st G,(t) dt) -+ co 
as IV -> co, and due to the equivalence of conditions (i) and (ii) in Theorem 4.7, 
application of the above results to system (4.15) g ives the alternate statements. 
It is to be observed that the duality between the alternatives in condition (ii) 
of Theorem 4.8 is more complete than that between relations (4.2) and (4.10) 
of Theorems 4.1 and 4.3, respectively. 
5. SUFFICIENT CONDITIONS FOR DISCONJUGACY 
Whereas in Section 4 we considered only systems (2.4) in which both G 
and F were nonnegative definite, the following theorem gives sufficient 
conditions for disconjugacy without requiring that F is nonnegative definite. 
THEOREM 5.1. Suppose that X0 is a subinterval of X : a, < x < co, 
either of theform [a, d] witlz a < d < CO, or of theform [a, c) with a < c < co. 
Zf hypothesis $j(G > 0 1 X0) hoMy, and there exists a real valued function (Y 
of class C’ on X,, with a(‘~.) nonxero and a’(x) positive OH X, , together with 
a constant hermitian matrix IT such that ,for M(x) z II - Sz a(t)F(t) dt on 
X,, either 
M(x) > 0 and a’(x) G(x) i> G(x) M(x) G(x) a.e. on X,, , 
OY 
M(x) > 0 and d(x) G(r) > G(x) M(x) G(x) ax. OH X0 , 
then (2.4) is disconjugate on X0 . 
It is to be observed that under the change of indepcndcnt variable 7 = U(X) 
the system (2.4) on X0 becomes 
dY,/dT =-: G,(T) Z, , dZ,/dT := -F&) Yl , for 7 E X, :e oc(Xs), (5.1) 
where ( Y1(7); ZJT)) = ( Y(u’(T)); Z(&(T)), G,(T) --_ [cz’(c~-~(~))]-l G(c~r(7-)) 
and ;ci(~) = [o~‘(&(T))] --lF(a-l(~)) on X1 . Now M(ott(~)) = I-I’- &a) s.&(s) ds 
and 
[W) - Gl(d M(64) G(m+-‘b-N” 
= a’(~I(T)) G(c+(T)) - G(a-‘(7)) M-(&(T)) G(n-I(T)), 
for 7 E X, , and X, is an interval of the type considered in Theorem 5.1 
which does not contain zero. Consequently, it will suffice to establish 
Theorem 5.1 for a(x) :s x on X,, , although the theorem may be proved 
directly by the same general type of argument. 
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Suppose that b is a point of X0 which is distinct from a, and ‘/I E .$?“,,[a, @” 
Since 
= . I‘, 1 [(“(G - GMG) 5 -+- (77*’ - t-h,?+) M(r/’ - t-‘r# dt, 
for any 6 E 5+[u, b] such that 7’ = G[ on [a, b]. Hence condition P,,[a, h] 
holds for every b 1;. n in X0 , and (2.4) is disconjugate on X0 by Theorem 2.1. 
COROLLARY I. Suppose that hypothesis Sj(G 3 0) holds, and there exists 
a .poikt a E X together with a Teal valued function a of class c’ on [a, ~0) with 
m(x) nonzero, or’(x) positive m [a, CO), such that sr a(x) F(X) dx exists and G/U’ 
is essentially bounded on [a, CO). IfF,,(. ) 1c is any n X 12 h~ermitinn matrix on X 
such that each entry ofFI, is of the form CE,+, c,~E’~~(x), .where the cij’s are 
complex constants, then the system 
Z’ z --.Fb y (5.2) 
Since existence of sr CX(X) F(r) d x implies existence of sz CL(X) F,,(x) d,q 
it will s&ice to establish Corollary 1. for F0 = F. Suppose that h is a positive 
constant such that G/CL’ < h-l]? a.e. on [a, co). Because J’z a(t)&‘(t) dt -+ 0 
as x -,--> CO, it follows from property (20) that there exists a point B E [a, GO) 
such tha.t 
-(h/2) E ,: irn #F(t) dt < (h/2) E, for x E [b, co). 
2 
If El = j; a(t) F(t) dt -/- (h/2),% and M(x) = II - J’t a(i).!+‘(t) dt, then M 
satisfies 0 xc M(x) < hE on [b, co). Since G 2; 0, th.e rela.tion 
GMG < hG2 < ol’G 
holds on [b, 03), and (2.4) is disconjugatc on [b, co) by Theorem 5.1. 
Under the choisc F,, = pF where p is a real number, Corollary 1 gives 
a sufficient condition for what in the scalar case has been called (see, for 
example, [13]; p. 429), “strong non-oscillation of (2.4).” 
The symbol G# will be used to denote the general reciprocal of G in 
the sense of E. H. Moore, (see, for example, Reid [18]; Section VI). 
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The relation G = GG#G, and the choice of the matrix H in Theorem 5.1 as 
K -I- sr a(t)F(t) CEt, yield the following result. 
COROLLARY 2. Suppose that hypothesis $(G > 0) holds, and there exist 
a point a E X and a real valued function 01 of class c’ on [a, co) with a(x) 
nonxero and 01’(x) > 0 on [u, co) such that j,T a(t)F(t) dt exists. If there exists 
a constant hermitian matrix K such that either 
0 < K -I- jm a(t)F(t) dt < L(x) G#(x), a.e. on [a, 03), 
2 
Ol- 
O<K+ co 
s 
a(t)F(t) dt < a’(x) G#(x), a.e. on [a, co), z 
then (2.4) is disconjugute on [a, cry). 
The choice of 11 = K + si a(t)F(t) dt gives a resuh for an interval [a, b] 
which corresponds to the result of Corollary 2. 
COROLLARY 3. Suppose t?iat f and g are positive continuous real valued 
functions on X0 , u subinterval of X as in Theorem 5.1. Suppose also that there 
exists a positive, [nonnegative], function w on X,, such that w and w’lf have 
continuous derivatives on X0 with w’(x) nonvanishing and (w’/f )’ -+ gw non- 
positive, [negative], on X,, . Then the scalar equation (y’/g)’ + fy = 0 is 
disconjugate on X0 . 
Corollary 3 follows readily from Theorem 5.1 by choosing cy - -w’lf 
and H = w(a). 
THEOREM 5.2. Suppose that there exists a point a E X, together with 
a positive real valued function 01 on [a, CO) which has a continuous positive 
derivative on (a, co) such that the following hypotheses are satisfied: 
(i) 5(G 3 0;P > 0 ( [a, CO)); 
(ii) G/a’ is essentially bounded for large x; 
(iii) sz F(t) dt exists; 
(iv) there exists an n x n hermitian nonnegative definite matrix II = H(x) 
zkz 9[a, 00) such that sr a(t) H(t) dt exists, and 
s” F(t) dt < Jrn H(t) dt for large x. 
2 5 
Then Jz a(t) F(t) dt exists and the conclusion of Corollary 1 to Theorem 5.1 holds. 
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Since sz H(t) dt < (l/a(a)) g a(t) H(t) dt, for x >. a, it follows that 
sz R(t) dt exists. If 6 E (a, CD) is such that jrF(t) dt < fj,m H(t) dt holds 
on [6, co), then for x 3 6 we have the relations 
j: .(t)F(t) dt -I-- m(x) jmF(t) dt = a(b) j;F(s) ds +- 1; c?(t)[j;E’(s) ds] dt 
3c 
< a(6) jm H(s) ds -t 1’ a)(t)[sl” H(s) ds] dt. 
b b 
Since R(X) sz F(t) dt > 0, and 
:< 1 m a(t) II(t) dt, b 
we have jz a(t) F(t) dt < sr a(t) Ii(t) dt. Consequently, jz a(t)F(t) dt exists 
and Corollary I to Theorem 5.1 applies. 
Suppose that /3 is a nonnegative real valued function in Y[a, co) such 
that fz /3(t) dt exists, and 01 E C’[a, co) is such that both LX(X) and 01’(x) are 
positive on [a, co). Then one particular choice of the matrix H in Theorem 5.2 
is (/3/c~)E. With this form of H, if 01 and /3 are defined by a(~) = P, 
/I(X) := A(v + 6) X--~-C, for 6, V, E positive constants, then we o&am the 
following extension of the sufficient condition given in Theorem 5.5 of 
Sternberg ([ZZ]; p. 321). 
CQROLLARY. Suppose that hypothesis %(G > 0;F > 0) holds, mad 
fz F(t) dt exists for large x. If there exist positive reul constants v and F such 
that for large 3c the matrices xl-“G(x) and xY+c s: F(t) dt ure essentially bounded, 
then the conclusion oj Corollary 1 to Theorem 5.1 holds. 
6. APPLICATIONS TO SELF-ADJOINT SCALAR QUASI-DIFFERENTIAL EQUATIONS 
OF EVEN ORDER 
Suppose that c is a constant n-vector, 12 > 1, with real components c, ,..., c, , 
while r(a), P,(X) ,..., e( x are real valued functions in .9(,X) with Y(X) positive ) 
on X : a, < x < 0~). Let the n x IZ matrices A(x), B(x), and C(X) in (2.1) 
have A, i+l(~) = 1, (i = l,..., n - l), B&) = r(x), CL,(X) == -c,-i., pa-&), 
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(i =-= I,..., n), with all other entries identically zero. Then the system (2.1) 
becomes 
, u,j, = 2.+-l , (i = I,..., n --- l), 
, 
%, - WL 2 
(6.1) 
v; == -c,p,,uI) 
I t7.i := ---C,p~+l p U.-V&.,, n-t+1 ,& (i = 2,..., n). 
A 2n x 1 vector (u; v) is a solution of (6.1) on X if and only if there exists 
a scalar function zu E C(n-l)(X) with w(“-l) E 02(X), together with scalar 
functions vi E Q!(X), (j = l,..., n), which satisfy 
Zdj = y#-J), (j = l,..., 72), 
W(n) = T’u, , 
(6.2) 
, 
Q-j+1 -;l -cjpiw(" -33 -. v,-j , (j = I,..“, 72 - l), 
v; = --&P,W. 
For the above functions r,pr ,..., p, and constant vector c, let D:“>, 
(?z = II,..., 2n) be the following operators, (see Reid [lb]; p. 102), 
U$z-l 0 = DDc<nl-i--l: + (-l)i’1 cipiDn-.i, (i := I,..., n - l), (6.3) 
D:zn> z-z DDi”“-1) + (--I>“-’ Q$Q, 
where D is the usual derivative operator. 
The system (6.2) is equivalent to the quasi-differential equation 
D<a”>w zzz 0. c (6.4) 
Two distinct points, x, and xs , of X are said to be conjugate relative to 
equation (6.4) if and only if there exists a solution w of equation (6.4) such 
that we have 
&j--1)(@ E 0, (i = 1, 2; j = l,..., n), (6.5) 
with w(x) + 0 between x, and xp , and equation (6.4) is said to be discon- 
jugate on a subinterval X0 of X whenever X,, contains no pairs of conjugate 
points. 
One particular fundamcntdl matrix D of D’ = AD has Dij(x) = xjmi(j - i)! 
for i < j and Dij(x) z 0 for i > j, so that the inverse matrix D-l is given 
by D$(x) :z (-])++/(j - ). f i 1 ori<jandDz(x)=Ofori>j. 
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If z is a constant n-vector and E(x; V) z D(x)TT, then 
n 
and 
&(x; 7r) = 1 (Xwri/(j - i)!), (i = l,..., n), 
j=. i 
The following theorem includes Theorem A of Kaufman and Sternberg 
(L/O]; p. 527) under the choice of CL(X) c x on X. 
THEOREM 6. I. If there exists a point a E S together with a real valued 
.furzctivn a of class C’ on [a, 03) with a(x) > 0 and a’(x) :‘> 0, for x F (a, co), 
such that ~(x)a+-~~~/ 01’ x is essentiaally bounded OS (a f-- 1, 00) a8d each of the ( ) 
intcgraZ.s sa” a(x) p,(x) x2j--2 dx, (j = l,..., n), converges, thelz .for every constant 
n-vector c with real components, equation (6.4) is disconjugate for large x. 
Since Abel’s theorem for improper integrals assures that each of the 
integrals sz CY.(X)$~(.V) xi &, (i = O,..., 2j - 2), exists, and because the 
entries of G(x)/+) arc polynomials of degree not exceeding 2n - 2, 
Theorem 6.1 follows from Corollary 1 of Theorem 5.1. 
The results of Section 4 will now be applied to equation (6.4) in the 
special case n :- 2, c1 =:: c2 : 1; that is, 
((WV/T)’ + plw’)’ - p,w = 0. (6.6) 
‘~FIEOIUZM 6.2. Suppose that ,p, and p, are nonngatiw real valued fumtions 
in X(X) and condition 911( p,) holds. Suppose also that (6.6) is disconjugate 
J?JY large x, and there exists a real nmzber 8 C. 1 such that T(X) > rd holds 
a.e. for large x. Tf Y is any real number such that 0 Z< v < I - 6: then 
J; [l”‘~~p,(f) + t’ygt)] dt exists for large x, and we have 
where co :r= (1 -- S)-“(2 - q-y I - 6 - u). 
Results of this type have been obtained by various authors, ([22]; p. 416, 
[II]; pp. 349-351, [7]; p. 306, [HI; p. 105, [2]; p. 633, [g]; 11’. 961) [li]; p. 136) 
although none of those results explicitly contains Theorem 6.2. 
Suppose that a is a positive point of X such that Y(X) > x-~ on [a, a)” 
If 6 is a point of [a, co), then 
2: A(n(x)) - /@l(b)), 
505/6/2-5 
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where H,(X) = (-l)i+“(5 - i - j - s)--?++-j-*, (i, j = 1,2). Conse- 
quently, there exists a real valued function A(X) on [a, co) such that K(X) + 1 
as x -> co and h(l!@)) = K(X) p(x) on [b, co), where v(x) = (I- 332 - 8)-s~l-~ 
on [b, co). Hence h(J,” G(t) dt) 3 h(x) p(x) on (b, co), where 
Since h(r) -+ 1 as x + CO, there exist points ci , (i = I,...), in (b, co) such 
that h(x) > i/(; + 1) on (ci , co). Because condition %r(F) follows from 
condition %r( pa), the conclusions of Theorem 6.2 follow by applying 
Theorem 4.2 with D(X) := xy and the above choice of p)(x). 
A dual of Theorem 6.2, which may be obtained by changing the hypothesis 
r(x) > .& to pa(~) 3 x-~, replacing F by G and changing the integrands 
to ta+“r(t), follows readily from Theorem 4.4 by the type of proof used for 
Theorem 6.2, after noting that F(x) does not increase if pr(~) is reduced to 
zero, and the matrix which corresponds to the above H(X) has the same 
characteristic equation as H(X). These theorems may also be stated in terms 
of functions O(x) such that (.a+--~~, O(X)) constitutes an acceptable pair. It is 
perhaps of more interest to note the following “Hille type” criterion. 
THEOREM 6.3. If (6.6) is disconjugate for large x and there exists a real 
valued function k(x) in 9(X) such that p.,(x) > k(x) > 0, (i = 1,2), holds 
a.e. for large x, and sz Pk(t) dt = co for large x, then J,: t‘%(t) dt exists for 
large x, and for every positive point x0 E X, 
t-zk(t) dt 11 )j-” tW> d”] G 11,4. 2: 
Since it follows readily that there exist points ci , (i = l,...), in X such 
that h(F(.r)) > ix-2k(x)/(i + 1) on (c+, , co), relation (6.8) follows by applica- 
tion of Theorem 4.5 with 4(x) = ix-2k(x)/(i + 1) and letting i---f CO. It 
should be noted, however, that the dual of Theorem 4.5 is not applicable 
to equation (6.6). 
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