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Abstract
This dissertation focuses on studying the association between random variables or
random vectors from the Bayesian perspective. In particular, it consists of two topics:
(1) hypothesis testing for the independence among groups of random variables; and
(2) modeling the dynamic association between two random variables given covariates.
In Chapter 2, a nonparametric approach for testing independence among groups of
continuous random variables is proposed. Gaussian-centered multivariate finite Polya
tree priors are used to model the underlying probability distributions. Integrating
out the random probability measure, a tractable empirical Bayes factor is derived and
used as the test statistic. The Bayes factor is consistent in the sense that it tends to
infinity under the alternative hypothesis and zero under the null. A p-value is then
obtained through a permutation test based on the observed Bayes factor. Through a
series of simulation studies, the performance of the proposed approach is examined
and compared to several existing approaches based on the power of the test and the
observed Bayes factor. Based on these comparisons, it showed its superiority over
other methods in all bivariate cases we considered and several higher-dimensional
situations. Finally, the proposed method is applied to a set of real data in ecology,
where we test whether the spread of a specific disease among amphibians in an area
exhibits spatial-temporal dependency.
Chapter 3 proposes three approaches to analyzing the dynamic association among
multivariate count data. A direct approach utilizes a bivariate negative binomial
probability mass function developed in Famoye (2010, Journal of Applied Statistics).
The second approach models bivariate count data indirectly using a bivariate Poisson-
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gamma mixture model. The third approach is a bivariate Gaussian copula model. In
all three cases, the marginal means and the correlation are simultaneously regressed
onto covariates. Based on the simulation results, the indirect and copula approaches
perform better overall than the direct approach in terms of model fitting and identi-
fying covariate-dependent association. The proposed approaches are applied to two
RNA-sequencing data sets for studying breast cancer and melanoma (BRCA-US and
SKCM-US) from The Cancer Genome Atlas.
With the recent advance in technologies to profile multi-omics data at the single-
cell level, integrative multi-omics data analysis has been increasingly popular. For
example, information such as methylation changes, chromatin accessibility, and gene
expression are jointly collected in a single-cell experiment. These different data types
often have distinct marginal distributions. Chapter 4 extends the Gaussian copula
model in Chapter 3 to this multi-omics setting and proposes a flexible copula-based
framework to study the dynamic association across different data types. This ap-
proach can incorporate a wide variety of marginal distributions, including the class of
zero-inflated distributions. A Gaussian copula is used to jointly model variables with
different marginal distributions while accommodating flexible correlation structure.
We present a Markov chain Monte Carlo sampling algorithm to estimate the param-
eters. The usefulness of the proposed framework is demonstrated through a series of
simulation studies. Finally, it is applied to a set of real data to investigate the dy-
namic relationship between single-cell RNA-sequencing, chromatin accessibility, and
DNA methylation at different germ layers during mouse gastrulation.
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Association or correlation between random quantities has been one of the most crucial
topics in statistics, both in theory and in application. In this section, we briefly review
two aspects on the study of association, namely hypothesis tests of independence
between random variables, and covariate-dependent correlation. These two topics
will be further studied in great detail in Chapters 2 and 3, respectively.
1.1.1 Hypothesis test of independence
The first variety of research on the study of association is the independence test
problem, namely the hypothesis test for the association between random variables
or random vectors. This topic has a long history which dates back to the works by
Pearson and Spearman. These first contributions to testing for dependence between
two random variables mostly simplified the problem to testing for linear dependence.
For instance, Spearman’s correlation (Spearman, 1904) is simply the Pearson correla-
tion for the ranks of the two variables. Though it is powerful in identifying monotone
dependency, this method loses power when the dependence is non-monotone. Hoeffd-
ing (Hoeffding, 1948) introduced a rank-based method on testing against all bivariate
dependent alternatives which has become one of the most prominent in dealing with
the independence problem. Along this line, Blum et al. (1961) considered an approx-
imation to Hoeffding’s test statistic using 2 × 2 contingency tables, and Thas and
Ottoy (2004) generalized their work to k× k contingency tables with k > 2. Another
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stream of nonparametric tests for independence are distance-based methods. Szekely
et al. (2007) developed a distance covariance between random vectors, which was fur-
ther studied in Szekely and Rizzo (2009). A similar approach using ranks of distances
can be seen in Heller et al. (2013). Both methods can be extended to more than two
groups of random vectors. An outstanding review of research along this line can be
found in Sejdinovic et al. (2013).
The aforementioned methods all approached the independence test from the fre-
quentist perspective. Much of the difficulty in studying the independence problem lies
in the uncertainty of the underlying probability distributions. It is rather straight-
forward, however, to approach this problem from the Bayesian nonparametric per-
spective, as we are able to model the uncertainty directly by considering priors with
support over the space of probability measures (see, for instance, Ghosal and van der
Vaart, 2017). Following this rationale, Kao et al. (2015) utilized Dirichlet process mix-
ture priors in their independence testing procedure. The Bayes factor is not tractable,
and a reversible jump MCMC scheme needs to be implemented. Filippi and Holmes
(2017) first utilized the Polya tree as a prior measure on the space of probability dis-
tributions in testing for association between two random variables. The Bayes factor
has a closed form in their work, and hence the approach is much faster than that
in Kao et al. (2015). However, to accommodate the fact that a Polya tree model is
strongly affected by the partition over the data space, the authors proposed a parti-
tion optimization scheme, deemed an “empirical Polya tree” approach, that involves
shifting a portion of the data along the x-axis before partitioning the data. Despite
this approach being more powerful in detecting some nonlinear patterns compared to
other existing methods, it is difficult to generalize this scheme to higher dimensions.
In Chapter 2, we propose a new approach to conducting independence test based on
the Polya tree priors, which is not only more powerful than the approach in Filippi
and Holmes (2017) but also straightforward to generalize to higher dimensions.
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1.1.2 Covariate-dependent correlation
Apart from testing for independence between random variables or vectors as described
in the previous subsection, it has been of increasing interest in recent years to model
covariate-dependent correlation, which has important applications in areas such as
genomics and epidemiology. For example in analyzing RNA-sequencing (RNA-seq)
data generated by next-generation sequencing technologies, the strength and direc-
tion of the correlation between two genes (namely the coexpression level) could vary
depending on various cellular conditions. These cellular conditions can be character-
ized by other covariates in the data such as tissue type, disease status, or expression
level of a third gene. Several statistical approaches have been introduced to study
these dynamic coexpression changes, known as liquid association (Li, 2002), based on
multivariate Gaussian distributions (Ho et al., 2011).
Despite its importance in applications, works on modeling covariate-dependent
correlation have been scarce. Hoff and Niu (2012) provides a review on covariance
regression models for continuous responses. This work itself proposes a parametric
quadratic covariance regression model analogous to the common linear mean regres-
sion. A Bayesian nonparametric method is used in Fox and Dunson (2015) to regress
the covariance matrix using Gaussian processes. It also attempts to reduce the di-
mensionality of the response matrix and hence produce sparse solutions. Both works
assume continuous and normally distributed responses.
However, in certain applications, the data are discrete and integer-valued, which is
often the case for the aforementioned RNA-seq data. Works on quantifying covariate-
dependent correlation for this type of data have been scarce, although research on
multivariate regression for count data can be dated at least back to McCullagh and
Nelder (1983). In Chapter 3, we explore several approaches to regressing multivariate
count data onto covariates while taking into consideration the covariate-dependent
correlation structure.
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Further, with the recent development of profiling multi-omics data at single-cell
resolution, such analysis on the dynamic association across random variables is not
only limited to multivariate count data alone. Oftentimes multi-omics data are of
different types and contain information complement to each other. Analyzing them
together may bring insights that cannot be revealed by analyzing each data type
separately. From a more general perspective, this type of data belongs to the category
of multimodal data, i.e., data with multiple modalities. The recent work of Lee et al.
(2020) provides a comprehensive review on the multi-omics studies at the single-cell
resolution, including the technologies and data analysis methods. In the article, the
authors listed three major directions of statistical analysis on single-cell multi-omics
data: (1) correlation analysis of different modalities of data, e.g., between DNA
methylation and RNA expression (Hu et al., 2016); (2) analysis of a single modality,
followed by the integration by another data-type (for instance Cao et al., 2018); and
(3) the integrative analysis of all types of data to generate an overall single-cell map
(Argelaguet et al., 2019).
In Chapter 4, we follow the first path listed above and develop a framework to
model how two types of -omics data are associated with each other given other data
modalities and cell types information. The statistical challenge in this context is
that different data types often have distinct marginal distributions. For instance,
raw counts of single-cell RNA-sequencing data (scRNA-seq) are usually non-negative
integers with zero-inflation. After being normalized, scRNA-seq is transformed into
non-negative reals. Methylation changes and chromatin accessibility data are often
measured as proportions.
1.2 Background concepts
In this section we review two key concepts which will appear in later chapters. The
first is the Polya tree process, which constructs a prior distribution over the space
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of probability distributions. The second is model comparison criteria within the
Bayesian framework, which mainly involve Bayes factor and log-pseudo marginal
likelihood.
1.2.1 Polya tree priors
Many problems in statistics require estimating the distribution of the variables of
interest. From the Bayesian perspective, this further requires the construction of
prior distribution over probability measures. The Polya tree process is one such prior
distribution. Works on the Polya tree process started with Kraft (1964). Its use as
a prior distribution on the space of probability measures over R was first studied
in Ferguson (1974). The first major contributions to the development of Polya tree
priors were due to Mauldin et al. (1992) and Lavine (1992, 1994). This series of
articles provided a number of important results, including sufficient conditions for
the random probability measure to be absolutely continuous with probability one.
In other words, they provide the sufficient conditions under which a density function
with respect to Lebesgue measure exists almost surely, making it suitable for modeling
continuous distributions. Also provided in this series of articles was the notion that
common parametric families of probability distributions can be easily embedded in
the construction of Polya trees. Berger and Guglielmi (2001) exploited this concept in
which the authors considered a goodness-of-fit test for a given continuous parametric
family against a Polya tree alternative. Recent work using centered Polya tree priors
includes Mallick and Walker (2003); Branscum and Hanson (2008); Bharath and Dey
(2011); Chen and Hanson (2014).
In Chapter 2, we construct multivariate probability measures from multivariate
finite Polya tree priors in the hypothesis test of independence between two random
vectors. Multivariate Polya tree was first studied in Paddock (2002) in the context of
multiple imputation. Hanson (2006) was the first to systematically study multivariate
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Polya tree centered at a parametric family, and derived its marginal likelihood. This
was later developed and generalized in Hanson et al. (2008) and Hanson et al. (2011).
Hanson (2006) considered a more general situation where the Polya tree prior is
centered at a location-scale family; the Polya tree prior used here is centered at the
multivariate normal distribution. The notations in this section are primarily adopted
from Hanson (2006).
A multivariate normal-centered Polya tree prior assigns a random probability mea-
sure on (Rd,B(Rd)), constructed by firstly splitting Rd into recursive binary partitions
of each axis according to the quantiles of a univariate normal distribution, and then
assigningrandom probability masses to the partitioned sets. For instance, to partition
R2, the x-y plane is divided into 4 sets at level 1. Then at level 2, each of the 4 sets is
further divided into another 4 sets, and so the plane is partitioned into 16 sets. For
the 4 sets nested within the same “mother” set, the conditional random probability
mass follows a 4-dimensional Dirichlet distribution. This procedure is repeated until
a maximum partition level is reached.
Formally, first consider the binary partition of each axis. Let Φ be the cumula-
tive distribution function (cdf) of N(0, 1), and Φ−1 its inverse with Φ−1(0) = −∞
and Φ−1(1) = ∞. At each partition level j ∈ {1, 2, . . . , J}, define disjoint inter-
vals B(ej(k)) = (Φ−1((k − 1)/2j),Φ−1(k/2j)], k = 1, 2, . . . , 2j − 1 and B(ej(2j)) =
(Φ−1((2j − 1)/2j),Φ−1(1)). Also set B(e0(1)) ≡ R for j = 0 and k = 1. Here
ej(k) = ε1 · · · εj is the j-fold binary representation of k−1. For instance, for j = 5 and
k = 11, ej(k) = 01010. The disjoint intervals are B(e1(1)) = (Φ−1(0),Φ−1(1/2)] and
B(e1(2)) = (Φ−1(1/2),Φ−1(1)) at level j = 1. Let Πj = {B(ej(k)) : k = 1, 2, . . . , 2j}
be the collection of these disjoint sets at level j. Clearly Πj partitions R for all j. Ob-
serve that the sets in Πj have the properties that (1) the probability mass on B(ej(k))
according to Φ is 2−j for all k; and (2) B(ε1 · · · εj) = B(ε1 · · · εj0)∪B(ε1 · · · εj1), mean-
ing that each set in Πj branches into two sets in Πj+1. As an illustration, Figure 1.1
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shows the first three levels of partition of R based on N(0, 1). At level 1, the real
line is split into two sets, B0 and B1, according to the 50th percentile of N(0, 1). At
level 2, each of the two sets is further split into two smaller sets according to the
25th and 75th percentiles of N(0, 1). And at level 3, each of the four level-two sets is
partitioned into two sets.
B000 B001 B010 B011 B100 B101 B110 B111
B00 B01 B10 B11
B0 B1
Figure 1.1. First three levels of partition of R according to N(0, 1).
We now consider the partition of Rd. At level j ∈ {1, 2, . . . , J}, the partition of Rd
is obtained from a d-fold cross product of sets in Πj. For simplicity, we denote by k
the d-tuple (k1, . . . , kd), and by ej(k) the d-tuple (ej(k1), . . . , ej(kd)). Let B0(ej(k)) =
B0(ε11 · · · ε1j, . . . , εd1 · · · εdj) be a set in Rd such that
B0(ej(k)) = B(ej(k1))×B(ej(k2))× · · · ×B(ej(kd)),
where ks = 1, 2, . . . , 2j and s = 1, 2, . . . , d. Intuitively, each set B0(ej(k)) is a hyper-
rectangle in Rd bounded by an interval B(ej(ks)) on each axis. Let Πj0 = {B0(ej(k)) :
k ∈ {1, 2, . . . , 2j}d} be the collection of all such sets at level j. Further, denote by
Φθ the cdf of a d-variate normal distribution Nd(µ,Σ) with parameters θ = (µ,Σ),
Σ positive definite. Let Πjθ = {Bθ(ej(k)) : k ∈ {1, 2, . . . , 2j}d} be the collection of
all partition sets Bθ(ej(k)) at level j such that, for all B0(ej(k)) ∈ Πj0,
Bθ(ej(k)) = {µ + Σ1/2z : z ∈ B0(ej(k))}.
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This is nothing but shifting and scaling the sets in Πj0 according to θ. Similar to the
partition of R, the sets in Πjθ possess the properties that (1) they are disjoint and
partition Rd; (2) the probability mass on Bθ(ej(k)) according to Φθ is 2−dj for all k
at level j; and (3) each set in Πj−1θ is split into 2d disjoint sets in Π
j
θ, that is,
Bθ(ej−1(k)) = Bθ(ε11 · · · ε1(j−1), . . . , εd1 · · · εd(j−1))
=
⋃
Bθ(ε11 · · · ε1(j−1)ε1j, . . . , εd1 · · · εd(j−1)εdj),
where the union is taken over all (ε1j, · · · , εdj) ∈ {0, 1}d.
The properties above lead directly to the Polya tree construction of a random
probability measure on Rd. For x ∈ Rd, define a 2d-tuple Y(ej−1(k)) associated with
the setBθ(ej−1(k)), where the elements are given by Y (ε11 · · · ε1j, . . . , εd1 · · · εdj) such
that, for (ε1j, · · · , εdj) ∈ {0, 1}d,
Y (ε11 · · · ε1j, . . . , εd1 · · · εdj) = P
{
x ∈ Bθ(ε11 · · · ε1(j−1)ε1j, . . . , εd1 · · · εd(j−1)εdj)
∣∣∣
x ∈ Bθ(ε11 · · · ε1(j−1), . . . , εd1 · · · εd(j−1))
}
,
with Bθ(e0(k)) = Rd. In words, this is the conditional probability that a point
x ∈ Rd is in one of the 2d sets nested within Bθ(ej−1(k)) at level j, provided x is in
the set Bθ(ej−1(k)) at level (j − 1). We now provide the definition of a multivariate
normal-centered finite Polya tree prior.
Definition 1.1. Let c > 0. Given the collection {Πjθ}Jj=1, a random distribution
G on (Rd,B(Rd)) is said to have a finite Polya tree prior with parameters (c,Φθ),
written as G ∼ PT Jd (c,Φθ), if there exist random vectors Y = {Y(ej(k)) : k ∈
{1, 2, . . . , 2j}d, j = 0, 1, . . . , J − 1} such that the following hold:
1. The vectors in Y are independent.
2. Y(ej(k)) ∼ Dirichlet(cj212d), 12d being the vector of 2d 1’s.




Y (ε11 · · · ε1k, . . . , εd1 · · · εdk).
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4. G follows Nd(µ,Σ) on the sets in ΠJθ .
The above definition is directly from Hanson (2006). In general, G is absolutely
continuous for any ρ(j) such that ∑∞j=1 ρ(j)−1 < ∞. In this paper, we specifically
set ρ(j) = j2. This choice of parameter has been used in, among others, Walker
and Mallick (1999); Chen and Hanson (2014); Filippi and Holmes (2017). Ghosal
et al. (1999) pointed out that fully specified Polya trees (J = ∞) with ρ(j) = j2+δ
for some δ > 0 are consistent. The parameter c controls how much the random
distribution G resembles the centering distribution Φθ; larger values of c indicate
that the centering distribution has more influence on G. Intuitively, the probability
of the event [x ∈ Bθ(ej(k))] at level j is the product of probabilities that x is in
the sets containing Bθ(ej(k)) at all levels less than or equal to j. By assigning
Y(ej(k)) ∼ Dirichlet(cj212d) for all j, the density of Y(ej(k)) is symmetric over the
appropriate simplex, and so E[Y (ε11 · · · ε1k, . . . , εd1 · · · εdk)] = 2−d for all k = 1, . . . , j.
Consequently by the independence of the vectors in Y , E[G (Bθ(ej(k)))] = 2−dj,
which is precisely the measure of the same set according to Φθ. This property is
what we mean by the random distribution G being centered at a multivariate normal
distribution. Assuming a Gaussian base measure provides a generalization of the
widely-known likelihood ratio test for independence for normal data in Mardia et al.
(1979). Certainly other base measures may be considered for data that, for instance,
exhibit heavier tails, or are strictly positive. Note that the method developed in
this paper is applicable to any multivariate location-scale family, and the resulting
formulae remain valid.
Further, given the collection of branching probabilities Y , the density function
associated with G at a point x ∈ Rd is given by
g (x|c,θ,Y) = 2dJφθ(x)
 J∏
j=1
Y (ε11 · · · ε1j, . . . , εd1 · · · εdj)
×
I (x ∈ Bθ(ε11 · · · ε1J , . . . , εd1 · · · εdJ)) , (1.1)
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where φθ is the density function associated with Φθ, and I(·) denotes the indicator
function. Taking expectation of (1.1) with respect to Y , by Properties 1 and 2 in




Y (ε11 · · · ε1j, . . . , εd1 · · · εdj)
 = 2−dJ .
Consequently, E[g (x|c,θ,Y)] = φθ(x).
Now consider a random sample X1,X2, . . . ,Xn such that
X1,X2, . . . ,Xn|G
iid∼ G
G|c,θ ∼ PT Jd (c,Φθ).
To obtain the marginal likelihood of (X1,X2, . . . ,Xn) given c and θ, the random
branching probabilities in Y need to be integrated out. At each level j = 1, . . . , J ,
let nθ(ε11 · · · ε1j, . . . , εd1 · · · εdj) be the count of the number of observations in the
corresponding set Bθ(ε11 · · · ε1j, . . . , εd1 · · · εdj), i.e.
nθ(ε11 · · · ε1j, . . . , εd1 · · · εdj) =
n∑
i=1
I [Xi ∈ Bθ(ε11 · · · ε1j, . . . , εd1 · · · εdj)] .
Combining the likelihood ∏ni=1 g (xi|c,θ,Y) and the independent Dirichlet priors on
Y , the marginal likelihood has a closed-form expression given by





















The terms in the curly bracket are due to the multinomial-Dirichlet conjugacy on
Y . The product ∏εsj Γ(cj2 + nθ(ε11 · · · ε1j, . . . , εd1 · · · εdj)) at each partition level j is
taken over all (ε1j, · · · , εdj) ∈ {0, 1}d, namely all sets at level j that branch out from
the same set at level j − 1. The summation on the denominator is taken over the
same sets. Note that (1.2) generalizes Equation (3) from Filippi and Holmes (2017)
to d ≥ 3.
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Equation (9) in Hanson (2006) characterizes the marginal likelihood in (1.2) in a
different form given by






2dcj2 + 2dnθ(j; i)
2dcj2 + nθ(j − 1; i)
, (1.3)
where nθ(j; i) counts the number of observations in x1, . . . ,xi−1 that are in the same
partition set as xi at level j, with nθ(0; i) = i − 1 and nθ(j; 1) = 0. This charac-
terization is similar to the univariate case presented in Theorem 4 in Lavine (1994).
This relationship between (1.2) and (1.3) is due to constructing the likelihood one
observation at a time and conditioning. To begin with, note that, after observing x1,






since x1 falls in exactly one set at each partition level. Hanson and Johnson (2002)
provides an expression for the predictive density at w ∈ Rd conditional on a set of
observations (x1, . . . ,xm), which is given by






where nj(w) represents the number of observations in (x1, . . . ,xm) in the same par-
tition set as w at each level j. Recursively taking m = (i−1) and w = xi in (1.4) for
i ≥ 2 and combining it with g(x1|c,θ), the expression in (1.3) follows from a simple
exercise of chain rule of conditional probabilities. Equation (1.3) is the expression we
use in Section 2.2 to construct the independence test statistic.
1.2.2 Bayesian model comparison
In this section we review several Bayesian model selection criteria. Traditionally,
Bayesian model comparison relies on the Bayes factor (see, for instance, Kass and
Raftery, 1995). LetM1 andM2 be two models with associated parameters θ1 and
11








p(x|θj,Mj)π(dθj) with the prior of θj given by π(·). The integral
is not tractable in most situations. Chib (1995) and Chib and Jeliazkov (2001)
proposed estimation approaches using Markov chain Monte Carlo (MCMC) sampling
algorithms.
Alternatively, Geisser and Eddy (1979) developed the log-pseudo marginal likeli-
hood (LPML), which was further studied by Gelfand and Dey (1994). Let CPOi =
f(xi|x−i), the marginal pdf or pmf of xi given the remaining, be the conditional
predictive ordinate (CPO) of the ith observation. The LPML, given by LPML =∑n
i=1 log(CPOi), measures the out-of-sample prediction ability of a model. Gelfand
and Dey (1994) provided an approach to estimating CPOi through a single chain of











where f(xi|θ(t)) is the density of the single observation xi given the tth draw θ(t) of the
parameter from the Markov chain. An estimate of LPML is then the sample mean of
log(ĈPOi)’s; that is L̂PML =
∑n
i=1 log(ĈPOi). A better model should have a larger
LPML. Further, given two models and their respective LPML, a pseudo Bayes factor
(PBF) for comparingM2 toM1 is defined to be PBF = exp(LPML2 − LPML1).
The larger the pseudo Bayes factor is, the better model 2 is in terms of predictive
ability.
The recent work of Vehtari et al. (2017) pointed out that the leave-one-out distri-
bution p(θ|x−i) tends to have heavier tails than the posterior p(θ|x), which leads to
ĈPOi above with infinite variance. The authors then proposed a refinement called
Pareto smoothed importance sampling for leave-one-out cross-validation (PSIS-LOO)
to smooth out larger values of f(xi|θ(t)) using the generalized Pareto distribution. In
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doing so, the ĈPOi is guaranteed to have a finite variance. The computation of
LPML is fairly straightforward, requiring only the likelihood f(xi|θ(t)) for all i and
all t in the MCMC scheme. The computation of PSIS-LOO can be done through the
R package loo.
1.3 Structure of the dissertation
The rest of the dissertation is organized as follows. In Chapter 2, we propose a non-
parametric hypothesis testing procedure for independence between random vectors
using the Polya tree process. Section 2.1 reviews in detail existing methods, their ad-
vantages and limitations. In Section 2.2, a measure of dependency in the form of an
empirical Bayes factor is developed as the test statistic. Based on the test statistic, a
method to obtain p-values through permutation is provided. Consistency of the Bayes
factor is presented as a theorem. Section 2.3 presents four simulation studies and an
application of the proposed method to ecology. Of the four simulation studies, the
first one compares the proposed methods to five existing approaches under different
dependence scenarios in R2. The second and third examples compare the proposed
methods to the distance correlation (Szekely and Rizzo, 2009) in higher dimensions.
The last example explores the potential of the proposed approach to testing mu-
tual independence across multiple random vectors. The chapter is concluded with a
discussion in Section 2.4.
In Chapter 3, we propose three approaches in bivariate count data regression
that simultaneously regress the mean and the correlation onto covariates. Section
3.1 reviews the existing literature on this topic. Section 3.2 presents the details of
the three proposed approaches, including the formulation of the likelihood function
and MCMC sampling schemes. Results of four simulation scenarios are presented in
Section 3.3. In Section 3.4, the proposed approaches are applied to two real data
sets: breast cancer (BRCA-US) and melanoma data (SKCM-US) obtained from The
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Cancer Genome Atlas, in which we explore the dynamic association across genes in
tumor samples. A conclusion is drawn in Section 3.5.
In Chapter 4, we extend the Gaussian coupla approach from Chapter 3 to inte-
grative multi-omics data analysis, where different data types have distinct margins.
Section 4.1 reviews existing literature. Section 4.2 presents the framework of the
Gaussian copula model. It also provides an illustrated example and a brief discussion
on fitting marginal mean regression for several parametric distributions, which fre-
quently appear in genomics. Section 4.3 presents the details of parameter estimation.
Section 4.4 demonstrates the usefulness of the proposed model through simulation
studies where we examine the coverage probability and mean squared error of the
parameters and compare the proposed model and a simpler model without dynamic
association. Section 4.5 presents the results of the analysis on the single-cell mouse
gastrulation data set. Section 4.6 concludes the article with a discussion.
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Chapter 2
Bayesian nonparametric independence test
2.1 Introduction
Hypothesis testing for independence between groups of random variables, especially
when the underlying dependence is nonlinear, is both of theoretical interest and
crucial in applications such as genomics or social networks. In this article, we propose
a Bayesian nonparametric approach to testing whether two groups of continuous
random variables exhibit dependence. Specifically, let X1 and X2 be two random
vectors, not necessarily of the same dimensionality, with joint distribution F12 and
marginal distributions F1 and F2. Here the distributions are not assumed to have
some specific parametric forms. The competing hypotheses under consideration are
the null H0 : F12 = F1 × F2 against the alternative H1 : F12 6= F1 × F2.
The first contributions to testing for dependence between two random variables
mostly simplified the problem to testing for linear or monotone dependence. For
instance, Spearman’s correlation (Spearman, 1904) is simply the Pearson correlation
for the ranks of the two variables. Though it is powerful in identifying monotone de-
pendency, this method loses power when the dependence is non-monotone. Hoeffding
(1948) introduced a rank-based method on testing against all bivariate dependent
alternatives which has become one of the most prominent in dealing with the inde-
pendence problem. Along this line, Blum et al. (1961) considered an approximation
to Hoeffding’s test statistic using 2×2 contingency tables, and Thas and Ottoy (2004)
generalized their work to k×k contingency tables with k > 2. Another variety of non-
15
parametric tests for independence are distance-based methods. Szekely et al. (2007)
developed a distance covariance between random vectors, which was further studied
in Szekely and Rizzo (2009). A similar approach using ranks of distances can be seen
in Heller et al. (2013). An outstanding review of research along this line can be found
in Sejdinovic et al. (2013), in which the authors compared the distance-based methods
in testing for association in the statistics community with the kernel-based methods
in the machine learning community such as Gretton et al. (2012), and pointed out
their equivalence.
Much of the difficulty in studying the independence problem lies in the uncertainty
of the underlying probability distributions. However, it is rather straightforward to
approach this problem from the Bayesian nonparametric perspective, as we are able
to model the uncertainty directly by considering priors with support over the space of
probability measures (see, for instance, Ghosal and van der Vaart, 2017). Following
this logic, we use multivariate Polya tree priors to model the unknown distributions
of the data under both the null and alternative hypotheses. Specifically, we consider
multivariate finite Polya tree priors centered at multivariate normal distributions.
After averaging out the random probability measures constructed using Polya trees,
we use an empirical Bayes factor as our test statistic to evaluate the relative evidence
against independence. Due to the conjugacy and marginalization, the test statistic
derived from the marginalized Polya tree is tractable and very fast to compute.
The Polya tree prior naturally fits into the study of independence problems due
to its capability for modeling continuous probability distributions. Under proper
conditions, the support of Polya tree process is the space of continuous probability
measures almost surely. This property has made Polya tree priors very useful in
hypothesis test problems. For example, Ma and Wong (2011) and Holmes et al.
(2015) considered the two-sample goodness-of-fit problem of testing whether random
variables are equal in distribution, and Chen and Hanson (2014) generalized to k-
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sample goodness-of-fit test for k ≥ 2, all using the Polya tree process as the prior
distribution on the unknown probability distributions.
In terms of independence testing, Filippi and Holmes (2017) first utilized the
Polya tree as a prior measure on the space of probability distributions in testing for
association between two random variables. Although promising in two dimensions,
the work in Filippi and Holmes (2017) has two major limitations. Firstly, to accom-
modate the fact that a Polya tree model is strongly affected by the partition over
the data space, the authors proposed a partition optimization scheme, deemed an
“empirical Polya tree” approach, that involves shifting a portion of the data along
the x-axis before partitioning the data. Despite this approach being more powerful in
detecting some nonlinear patterns compared to other existing methods, it is difficult
to generalize to higher dimensions. The second limitation is that the authors fixed
the Polya tree precision parameter. Similar to the Dirichlet process, the Polya tree
precision parameter controls how much the posterior should resemble the centering
distribution. In contrast, as we shall see in the following sections, by centering the
Polya tree at multivariate Gaussian, our proposed method is readily suitable for X1
and X2 with dimensions higher than 1. Moreover, instead of fixing the precision
parameter, following Berger and Guglielmi (2001), our method attempts to find the
optimal value of the precision by maximizing the marginal likelihood. These enhance-
ments rendered our proposed approach more powerful than Filippi and Holmes (2017)
in every simulation we looked at, as well as allowing consideration of more than two
dimensional data.
Other than the works using Polya tree priors, Kao et al. (2015) utilized Dirichlet
process mixture priors in their independence testing procedure. The Bayes factor is
not tractable, and a reversible jump MCMC scheme is implemented. Along the same
line, Filippi et al. (2016) derived an approach to testing for pairwise dependence that
also uses Dirichlet process mixtures to estimate the underlying distributions. Ma and
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Mao (2017) developed their testing procedure combining the recursive partition of
the sample space and a generalized version of Fisher’s exact test for dependency on
contingency tables of various sizes constructed through partitions.
2.2 Method
2.2.1 Formulation of test statistic
Let X1 = (X11, X12, . . . , X1d1) and X2 = (X21, X22, . . . , X2d2) be absolutely continu-
ous random vectors with support Rd1 and Rd2 respectively. Consider a hypothesis test
on whether X1 and X2 are independent. Formally, let F12 be the joint distribution
of X = (X1,X2), and Fk the marginal distribution of Xk for k = 1, 2. We wish to
test the following competing hypotheses
H0 : F12 = F1 × F2 vs. H1 : F12 6= F1 × F2.
Note that the above hypotheses can also be expressed in terms of the associated
density functions due to the absolute continuity of X1 and X2.
Suppose {Xi1}ni=1 and {Xi2}ni=1 are n copies of X1 and X2. First consider the
joint distribution F12 and the observed pairs {(Xi1,Xi2)}ni=1. We assume that, given
F12, the observations are iid from F12, while F12 itself is assigned a multivariate
normal-centered Polya trees prior. That is,
(X11,X12), (X21,X22), . . . , (Xn1,Xn2)|F12 iid∼ F12
F12|c,θ ∼ PT Jd (c,Φθ),
where d = d1 + d2 is the overall dimensionality, and θ = (µ12,Σ12) is the parameter
in the d-variate normal distribution. By (1.3), the marginal likelihood of {xi =
(xi1,xi2)}ni=1 is given by






2dcj2 + 2dnθ(j; i)
2dcj2 + nθ(j − 1; i)
. (2.1)
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On the other hand, for k = 1, 2, consider the marginal distribution Fk. We assume
that marginally
X1k,X2k, . . . ,Xnk|Fk
iid∼ Fk
Fk|ck,θk
ind∼ PT Jkdk (ck,Φθk).
where θk = (µk,Σk) is the parameter in the dk-variate normal distribution. Here
the two marginal distributions F1 and F2 are assumed to independently follow two
different multivariate Polya trees priors of dimensionality d1 and d2 respectively. The
marginal likelihood of {xik}ni=1 is given by






2dkckj2 + 2dknθk(j; i)
2dkckj2 + nθk(j − 1; i)
(2.2)
for k = 1, 2.
Note that (2.1) is precisely the marginal likelihood under H1, while the product
of the two marginal likelihood given by (2.2), ∏ni=1[f1(xi1|c1,θ1) × f2(xi2|c2,θ2)], is
the likelihood under H0 after averaging out both F1 and F2. Hence, the Bayes factor
for the hypothesis test, denoted by BF10, is naturally obtained through
BF10 =
f12(x1, . . . ,xn|c,θ)∏2
k=1 fk(x1k, . . . ,xnk|ck,θk)
. (2.3)
For a thorough discussion on Bayes factors, see Kass and Raftery (1995).
Replacing the parameters in (2.3) with their estimates, we provide the test statistic
in the proposed method, given by
B̂F 10 =
f12(x1, . . . ,xn|ĉ, θ̂)∏2
k=1 fk(x1k, . . . ,xnk|ĉk, θ̂k)
, (2.4)
which is simply the empirical Bayes factor. Intuitively, if the null hypothesis is true,
the denominator in (2.4) would dominate the numerator. In such case, B̂F 10 would
be small. On the other hand, if the alternative is true and the two random vectors are
not independent, the numerator in (2.4) would dominate the denominator, and the
test statistic B̂F 10 would be large. Following this observation, we further construct
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a permutation test Fisher (1935). Suppose the two random vectors X1 and X2 are
indeed dependent, leading to a large B̂F 10 given the observations {(xi1,xi2)}ni=1.
Now, for m = 1, 2, . . . ,M , couple the xi1’s in their original order with the xi2’s in a
randomly permuted order. Denote these permuted samples by {(xi1,x(m)i2 )}ni=1. Then,
for each of the M permuted samples, a test statistic B̂F (m) based on the permuted
sample can be obtained using (2.4). Intuitively, the B̂F (m)’s would be typically
smaller than B̂F (m) under H0. As a result, we may obtain a p-value by counting the
number of B̂F (m) that are even larger than the observed B̂F 10, meaning that they













For a sample of size n, the total number of permuted samples is n! including the
observed one.
Observe that, although the proposed procedure concerns testing for independence
between only two groups of random variables, it can be easily extended to situations
concerning more than two groups of random variables. In such circumstances, after
observing {(xi1,xi2, . . . ,xip)}ni=1, the numerator in (2.4) is still the joint likelihood,
while the denominator becomes the product of all marginal likelihood functions as-
sociated with {xik}ni=1 for k = 1, 2, . . . , p. After obtaining the test statistic Tobs, the
method to compute the p-value through permutation can be carried out in similar
fashion as in the situation where p = 2.
As a concluding remark, we are well aware of the apparent cognitive dissonance
involved in using a Bayes factor as a test statistic to produce a p-value. The permuta-
tion test proposed here is borne of pragmatism: it is very easy to preserve a fixed Type
I error rate through traditional significance tests, and regulatory bodies such as the
F.D.A., despite recently advocating for and promoting the use of Bayesian methods,
very typically require a bound on Type I error in randomized clinical trials regardless
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of the paradigm used. Indeed p-values have rightfully been strongly criticized in the
literature for violating the likelihood principle, for overstating the evidence in favor of
the alternative, and for often being misinterpreted. Having said that, p-values are still
very widely used and will likely see continued use for the foreseeable future. As first
steps towards at least providing enhanced interpretation of p-values, Benjamin and
Berger (2019) suggest augmenting the p-value with three possible additional features,
in increasing order of sophistication: (i) Reserving the phrase “statistically signifi-
cant” for the more stringent requirement p < 0.005, and the evidence being termed
only “suggestive” for 0.005 ≤ p < 0.05; (ii) along with the p-value, also reporting
the upper bound on the Bayes factor, [−ep log(p)]−1; and (iii) reporting the actual
BF along with the p-value. According to Kass and Raftery (1995), p < 0.003 implies
“strong” evidence in favor of the alternative. In the simulations we consider the use
of both Bayes factors and p-values.
2.2.2 Consistency
This section discusses the consistency of the Bayes factor in the proposed testing
procedure when the sample size tends to infinity. The following theorem provides the
asymptotic behavior of BF10.
Theorem 2.1. For the hypotheses given in Section 2.2.1, the Bayes factor defined
in (2.3) is consistent in the sense that
I. BF10 a.s.→ 0 under H0;
II. BF10 a.s.→ ∞ under H1.
A proof of this theorem based on the notion of Kullback-Leibler property is pro-
vided in Appendix 1. In the proof, we show that BF10 is consistent when the Polya
trees prior is fully specified (J =∞). In practice, the maximum level of partition J is
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necessarily finite. However, the consistency still holds as long as J is made arbitrarily
large (Walker et al., 2004).
2.3 Applications
This section presents five examples, of which the first four are simulation studies and
the last example is an application to real data in ecology. Of the four simulated
examples, Example 2.1 aims to examine the behavior of the Bayes factor and to
compare the proposed method to several existing methods based on Type I error
and power in R2; Examples 2.2 and 2.3 together compare the power between the
proposed method and the distance correlation in Szekely and Rizzo (2009) in higher
dimensions; and Example 2.4 involves testing for mutual independence among more
than two groups of variables.
Example 2.1. The first example examines the proposed finite Polya tree (FPT)
approach to testing for independence in R2, namely testing if X1 is independent of X2
for X1 ∈ R and X2 ∈ R. Consider first, under H1, five dependent scenarios simulated
according to Table 2.1, where ε, ε′ iid∼ N(0, σ2) at each noise level σ = 1, 2, . . . , 20. In











and V2 ∼ Cat({2, 4}, (12 ,
1
2)). These scenarios are illustrated by the scatter plots in
Figure 2.1 with σ = 1. They are representative of a wide variety of dependency
structures, and have been used in recent works such as Kinney and Atwal (2014) and
Filippi and Holmes (2017) and references therein in the context of independence test.
In each scenario and noise level σ, 10000 random samples are simulated according
to Table 2.1. For each sample, log10 B̂F 10 is computed, where B̂F 10 is given by (2.4).
Figure 2.2 summarizes the values of log10 B̂F 10 in each scenario and noise level. Each
black dot represents the mean of log10 B̂F 10, averaged over the corresponding 10000
random samples, and each gray vertical line covers from 2.5th to 97.5th percentile
of log10 B̂F 10. Note that, when σ is small, the average is beyond at least 5 in all
22
Table 2.1. Settings of the five dependent scenarios in Example 2.1.
Scenario Sample size Simulation setting
(1) Linear 300 X1 ∼ Unif(−10, 10) and X2 = 23X + ε
(2) Parabolic 300 X1 ∼ Unif(−10, 10) and X2 = 23X2 + ε
(3) Sinusoidal 300 X1 ∼ Unif(−10, 10) and X2 = 2 sin(X) + ε
(4) Circular 300 X1 = 10 cos(θ) + ε and X2 = 10 sin(θ) + ε′
(5) Checkerboard 500 X1 = 10 ·W + ε and
X2 =
{
10 · V1 + ε′ if W is odd





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.1. Scatter plots of the dependent scenarios in Table 2.1 with ε, ε′ ∼ N(0, 1).
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Figure 2.2. Summary of log10 B̂F 10 for dependent scenarios in Example 1. Black
dots represent the mean averaged over 10000 samples of size n = 300, and each gray
vertical line covers 2.5th to 97.5th percentile under each scenario and noise level σ.
scenarios, far greater than 2, which is suggested in Kass and Raftery (1995) as a
threshold for “decisive evidence” against H0.
We now turn to the comparison of the power under H1 between FPT and the
distance correlation (dCor) in Szekely et al. (2007), the Fisher scanning (FES) in
Ma and Mao (2017), the empirical Polya tree (EPT) in Filippi and Holmes (2017),
the pairwise independence test based on a Dirichlet process mixture model (DP) in
Filippi et al. (2016), and the classic Hoeffding’s test (Hoeff) in Hoeffding (1948).
The simulation was conducted as follows. Under each scenario from Table 2.1, 10000
random samples were generated at each noise level σ = 1, 2, . . . , 20. For each random
sample, p-values were obtained from each of the five testing procedures. The power
was computed as the proportion of p-values less than the Type I error α = 0.05 out
of the 10000 random samples. For FPT, p-values were computed using M = 500
permutations.
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Figure 2.3. Comparison of power under dependent scenarios. Under each scenario
and noise level, the power is the proportion of times in which H0 is rejected at
significance level of 0.05 over 10000 random samples.
Figure 2.3 provides a comparison of power under the five dependency scenarios.
FPT is consistently more powerful than the other approaches in all five scenarios.
Specifically, when X1 and X2 are linearly dependent, performance of the approaches
are very close to each other except for FES. However, FPT distinguishes itself from
the other methods in all four nonlinear cases. This is the most striking in the last
scenario in which pockets of data are scattered in R2, forming a pattern that resembles
a checkerboard. In the sinusoidal case with fairly low noise, FPT is more than 6%
more powerful than all other approaches with σ = 2, and around 30% more powerful
than FES, the second best approach in this scenario, with σ = 3. The results are
similar in the circular case, where FPT out-performs the other approaches by more
than 8% with σ = 2, and nearly doubles the power of the second best FES approach.
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On the other hand, consider the situation where H0 holds and the two variables
are indeed independent. Under independence, we examine whether the size of our
test retains the nominal Type I error of α = 0.05. Let X1, X2 iid∼ N(0, 1). For each
sample size n = 100, 200, . . . , 1000, Type I error rate is calculated as the proportion
of times H0 is falsely rejected under the nominal significance level of 0.05 over 10000
random samples. The results are shown in Figure 2.4, where it is obvious that all
approaches are able to attain the nominal Type I error.



























Figure 2.4. Comparison of Type I error under H0. For each sample size n, Type
I error rate is the proportion of times H0 is rejected under the nominal level of 0.05
over 10000 random samples.
Example 2.2. This example examines the performance of FPT in dimensions
higher than two by comparing FPT to dCor using the same set-up as Example 3 in
Szekely et al. (2007). Let X1 ∈ Rd1 and X2 ∈ Rd2 be of equal dimensionality with
d1 = d2 > 1. For j = 1, 2, . . . , d1, let X1j iid∼ N(0, 1) and X2j = log(X21j). Here we
set the dimensionality to be d1 = 2, 3, . . . , 5. Comparison between FPT and dCor
are based on the power of rejecting H0 under a fixed significance level at α = 0.05,
26
averaging over 10000 random samples of size n = 100, 200, . . . , 500. For FPT, the
number of permutations is set at M = 500 as in the first example.
Table 2.2. Comparison of power between FPT and dCor in Example
2.2. For each combination of n and d1, the two numbers represent an
estimate of the power, i.e. the proportion that H0 is rejected at signifi-
cance level of 0.05 over 10000 random samples for FPT (top) and dCor
(bottom).
d1 = d2 = 2 d1 = d2 = 3 d1 = d2 = 4 d1 = d2 = 5
n = 100 1.000 0.976 0.739 0.324
1.000 1.000 0.966 0.904
n = 200 1.000 1.000 0.964 0.550
1.000 1.000 1.000 0.997
n = 300 1.000 1.000 1.000 0.718
1.000 1.000 1.000 1.000
n = 400 1.000 1.000 1.000 0.802
1.000 1.000 1.000 1.000
n = 500 1.000 1.000 1.000 0.913
1.000 1.000 1.000 1.000
Example 2.3. This example compares again the performance between FPT and
dCor in higher dimensions under a different scenario than the previous example. Let
d1 = d2 ≥ 2 and d = d1 + d2. Let Z iid∼ Nd(0, I), the d-dimensional standard Gaussian
distribution, and U = Z√Z′Z . The random vector U follows a uniform distribution on
a hyper-sphere with center at the origin and radius 1 in Rd. Then, let X = ε · U,
where ε ∼ N(10, 1). This amplifies the radius of the sphere to 10 and injects an
amount of noise so that X does not fall directly onto but rather about the sphere.
This data generative model generalizes the circular scenario in R2 from Example 1 to
higher dimensions. Now, take X1 to be the first d1 random variables in X, and X2
to be the rest. It is of interest to test whether X1 and X2 are independent given n
copies of (X1,X2). Sample sizes of n = 500, 750, 1000 are considered. Dimensionality
is set to be d1 = d2 = 2, 3, 4, 5 as in Example 2.2. Table 2.3 provides a summary of
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the simulation results. Note that, very much the opposite of the previous example
in which dCor dominates FPT in terms of power, FPT is the considerably - often
double - more powerful of the two approaches in this example. Combining this result
and the one presented in Table 2.2, it seems that in higher dimensions the relative
performance of each method is data-dependent.
Table 2.3. Comparison of power between FPT and dCor in Example 2.3.
For each combination of n and d1, the two numbers represent an estimate
of the power, i.e. the proportion that H0 is rejected at significance level
of 0.05 over 10000 random samples for FPT (top) and dCor (bottom).
d1 = d2 = 2 d1 = d2 = 3 d1 = d2 = 4 d1 = d2 = 5
n = 500 0.641 0.289 0.143 0.075
0.368 0.112 0.077 0.056
n = 750 0.901 0.648 0.286 0.127
0.543 0.281 0.136 0.060
n = 1000 1.000 0.928 0.489 0.228
0.915 0.440 0.217 0.114
Example 2.4. The last simulation explores the potential to generalize FPT to an
test on mutual independence for d ≥ 3 variables as mentioned in Section 3.1. The
data are generated the same way as in Example 3. The difference is that, instead
of splitting X = (X1, X2, . . . , Xd)′ into two vectors X1 and X2, we now treat each
Xj, j = 1, 2, . . . , d separately as an individual random variable, and test whether they
are mutually independent given a random samples of size n. In this simulation, we
consider sample sizes of n = 500, 1000 and dimensionality d = 2, 3, 4, 5. For each
pair of n and d, 10000 random samples are simulated. The results of the power as
well as the Bayes factors are given in Table 2.4. Note that the performance is fairly
comparable to previous examples.
Example 2.5. Data on the number of years from discovery to the time-to-arrival
of the fungus Batrachochytrium dendrobatidis (Bd) in mountain yellow-legged frog
populations throughout Sequoia-Kings Canyon National Park was considered by Zhou
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Table 2.4. Performance of testing for mutual independence of d variables
using FPT. For each pair of n and d, the first number represents the power
of FPT at significance level of 0.05. The second number represents the
mean log10 Bayes factor. The interval represents of the middle 95% of the
log10 Bayes factor. Results are based on 10000 random samples.
d = 2 d = 3 d = 4 d = 5
n = 500
1.000 0.880 0.685 0.490
33.653 21.293 15.714 12.595
(23.434, 44.020) (12.187, 30.654) (7.107, 24.431) (4.954, 20.462)
n = 1000
1.000 1.000 1.000 0.961
89.078 56.007 42.571 34.101
(62.830, 114.298) (34.714, 80.882) (22.016, 65.324) (16.632, 55.403)
et al. (2015). The data consist of n = 309 frog populations initially discovered
during park-wide surveys conducted from 1997 to 2002, and then resurveyed regularly
through 2011. Figure 2.5 shows an ordinary kriging estimate of event time throughout
the park based on a fitted exponential variogram (Chiles and Delfiner, 1999). The
observed event time is calculated as the number of years from the initial survey to





































































































































Figure 2.5. Scatterplot of observed event time (left) and ordinary
kriging estimated event time (right)
Here, we test whether the event time is independent of spatial location. Time is
a one-dimensional vector, while location is two-dimensional providing the longitude
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and latitude of Bd arrival. The observed Bayes factor is 1.65 on log10 scale, which
indicates “strong evidence” against H0 according to Kass and Raftery (1995). The
p-value for the proposed method is 0 based on M = 500 permutations, which implies
that there is a dependence between the time and location of Bd arrival.
2.4 Discussion
The FPT method presented in this chapter has demonstrated its capability for testing
independence between groups of continuous random variables, and is an appealing
approach from several angles. Firstly, in Example 2.1, FPT is more powerful than
all other methods that we have compared in both linear and nonlinear scenarios in
R2, while maintains a Type I error at the nominal level under H0. Secondly, when
comparing the power between FPT and dCor in higher dimensions, it is clear that
either model can be quite competitive relative to the other depending on the data.
Further, although much of this paper focuses on testing for independence between
two groups of random variables, it is rather simple to generalize of the approach to
testing for mutual independence across multiple groups of variables; the Bayes factors
obtained in Example 2.4 suggest that FPT is able to yield decent results in this case.
It is not clear if dCor can be generalized to an omnibus test for mutual independence
of more than two groups of variables.
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Chapter 3
Correlated count data regression
3.1 Introduction
Count data are common in many disciplines such as genomics, finance, epidemiology,
and industrial statistics. The variables in such data are typically not independent of
each other and often exhibit complex positive or negative dependency structures. For
example, in analyzing RNA-sequencing (RNA-seq) data generated by next-generation
sequencing technologies, the strength and direction of the correlation between two
genes, namely the coexpression level, could vary depending on various cellular condi-
tions. These cellular conditions can be characterized by other covariates in the data
such as tissue type, disease status, or expression level of a third gene. Several statis-
tical approaches have been introduced to study these dynamic coexpression changes,
known as liquid association, based on multivariate Gaussian distributions. However,
multivariate regression models based on the Gaussian distribution are not always
adequate in capturing the discrete nature of count data.
Multivariate count data regression dates at least back to the multinomial-logit
model which treats each observation as a realization from a multinomial distribution.
A major limitation of this model is that it only allows models for negative correlations
(McCullagh and Nelder, 1983). A more flexible version of this model was proposed by
utilizing the Dirichlet-multinomial conjugacy (Zhang et al., 2017b). Though adequate
in modeling data with correlations of any direction, it is difficult to directly quantify
the relationship between correlation and covariates with this model. A second stream
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of multivariate count data regression literature generalizes univariate Poisson regres-
sion. The most straightforward is to fit a multivariate Poisson regression model with
flexible covariance structure on the responses (Karlis and Meligkotsidou, 2005). Esti-
mation of the regression coefficients is achieved through either a maximum likelihood
approach via the expectation-maximization (EM) algorithm or a Bayesian approach
via Markov chain Monte Carlo (MCMC). As in a univariate Poisson distribution,
an implicit assumption here is that the variance and the mean are equal, which is
inappropriate for over-dispersed data. A remedy for this limitation, following uni-
variate Poisson regression, is to fit a multivariate negative binomial (NB) regression
by either directly proposing a multivariate negative binomial probability mass func-
tion (Famoye, 2010) or fitting a Poisson-gamma random effects model (Solis-Trapala
and Farewell, 2005). In this paper, we generalize these two models by considering
covariate-dependent mean and correlation.
Works on modeling covariate-dependent correlation have been scarce. One method
is to fit a parametric quadratic covariance regression model that is analogous to the
linear mean regression (Hoff and Niu, 2012). Another approach combines factor anal-
ysis on the covariance matrix with a Gaussian process regression on the loading matrix
(Fox and Dunson, 2015). Both methods assume normally distributed responses, and
hence are not directly applicable to count data.
In this chapter, we propose three novel approaches for modeling correlated bivari-
ate count data regression which also facilitates the modeling of covariate-dependent
correlation from a Bayesian perspective. The first method, named the direct approach,
fits a Bayesian generalization of a bivariate negative binomial (NB) model (Famoye,
2010). The second method, an indirect approach, can be described as a generaliza-
tion of the Poisson-gamma mixture model (Solis-Trapala and Farewell, 2005) to the
bivariate situation. Lastly, the third method, a copula approach, utilizes a Gaussian




Consider a bivariate nonnegative integer-valued random vector (Y1, Y2). Famoye
(2010) defined a bivariate NB distribution with an explicit probability mass func-
tion (pmf) given by























= [(1− θj)/(1− θje−1)]φj with θj = µj/(φj + µj) for j = 1, 2.
We denote this distribution by BV NB(µ,φ, λ) with µ = (µ1, µ2) and φ = (φ1, φ2).
Within the first bracket is the product of two univariate NB pmf’s for Y1 and Y2 with
mean µ1 and µ2 respectively; the parameter φj > 0 is the dispersion. The bivariate NB
distribution reduces to a bivariate Poisson distribution defined in Lakshminarayana
et al. (1999) if φj →∞ for both j = 1, 2, while φj > 0 indicates over-dispersion. The
term within the second bracket is related to the correlation between Y1 and Y2. If
the parameter λ = 0, Y1 and Y2 are independent. When λ 6= 0, the sign of λ decides
the direction of the association between Y1 and Y2. In Famoye (2010), µ1 and µ2
are regressed onto covariates through a log-linear link function, but the dispersion φ1
and φ2 and the correlation parameter λ are free of covariates. All the parameters are
estimated through maximizing the likelihood function. Here we point out that this is
not the only definition of a bivariate NB distribution. Earlier versions of bivariate or
multivariate NB mass functions can be traced to Subrahmaniam and Subrahmaniam
(1973), and Doss (1979). For a thorough survey on this topic, see Johnson et al.
(1997).
Now consider a Bayesian version of the above model. Let θ denote the vector of
all parameters. Under the direct approach, the bivariate responses are conditionally
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independent given the set of parameters θ, i.e.
[(Y11, Y12), (Y21, Y22), . . . , (Yn1, Yn2)|θ] ind.∼ BV NB(µi,φ, λi),
where µi = (µi1, µi2) and λi are functions of covariates, and φ = (φ1, φ2)′. For
xi = (1, xi1, . . . , xip)′ and wi = (1, wi1, . . . , wiq)′, i = 1, 2, . . . , n, and j = 1, 2,
log(µij) = x′iβj; λi = w′iτ ,
where βj is a (p+ 1)- and τ is a (q+ 1)-vector. Here the model is flexible in that the
set of covariates associated with µij and λi can be different.
The link functions for the mean and the dispersion are both log-linear to guar-
antee positivity. Explicitly, the vector of parameters is then θ = (β1,β2,φ, τ ). The




P (Y1 = yi1, Y2 = yi2|θ)
where the right-hand side follows the expression in (3.1). This model can be readily
fitted in the automated Marcov chain Monte Carlo (MCMC) compiler JAGS (Plum-
mer, 2003). For the prior distributions on βj, φ and τ , in the simulation studies
and data applications which we have conducted, although it is also possible to use
informative priors as well, it has been adequate to consider non-informative priors
on all the parameters. For instance, in the real data analysis in Section 3.4, we con-
sidered independent N(0, 1000) priors on the regression coefficients in βj and τ , and
independent Gamma(0.001, 0.001) prior on φ1 and φ2.
3.2.2 Indirect approach
Consider univariate count data Yi that is over-dispersed relative to Poisson, i.e.
E(Yi) = µi implies Var(Yi) ≥ µi. Standard Poisson models can be extended to handle
such data through the use of subject-specific random effects, the most common being
log-normal:
Yi|ui ∼ Poisson(µiui), log ui ∼ N(0, σ2).
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However, this model, considered by Zhang et al. (2017a), does not marginally produce
negative binomial counts and the mean of Yi is no longer µi. If, instead of log-
normal, the random effects follow a gamma distribution with identical shape and
rate parameters
Yi|ui ∼ Poisson(µiui), ui ∼ Γ(αi, αi),












by integrating out ui, and E(Yi) = µi as in the Poisson case. Two variance param-
eterizations are commonly used. If αi = µiφ, then Var(Yi) = µi(1 + 1/φ) is a linear
function of the mean µi, whereas αi = 1/φ implies Var(Yi) = µi(1+φµi) is a quadratic
function of µi. In both cases, the parameter φ is the dispersion.
Generalizing this idea, consider the correlated bivariate counts yi = (yi1, yi2)′ for
i = 1, . . . , n. The correlation is modeled implicitly through the random effects. For
i = 1, 2, . . . , n, let zi = (zi1, zi2)′ be latent variables such that
z1, z2, . . . , zn









Hence marginally zij ∼ N(0, 1). Let Fα(·) be the cumulative distribution function
(cdf) of a Γ(α, α) distribution. Note that then F−1αij [Φ(zij)] ∼ Γ(αij, αij), where Φ(·)
is a standard normal cdf, for i = 1, . . . , n and j = 1, 2, for any αij > 0. Further, let




, j = 1, 2. (3.3)
Integrating out the latent zij yields a marginal NB distribution








when αij = φijµij or
Yij|µij, φij ∼ NB [µij, µij (1 + φijµij)] (3.5)
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when αij = φ−1ij . Here the NB distribution is parameterized in terms of the mean
and the variance. The two parameterization of the variance in (3.4) and (3.5) can be
compared using standard model comparison criteria.
To regress yi onto covariates, we consider











is the Fisher transformation, ensuring the correlation coefficient ρi






f (yij|µij, φj, zij)
 f (zi|τ ) ,





evaluated at yij, and f (zi|τ ) the pdf ofN2(0,Σi) evaluated
at zi. Similar to the direct approach, this model can be readily fitted in JAGS. Non-
informative priors on βj, φ, and τ as in the direct approach are considered in practice.
3.2.3 Gaussian copula approach
The third approach utilizes the fact that any discrete random variable can be recast in
terms of an underlying standard normal random variable. Let Y ∼ F (·) be a random
variable with support {0, 1, 2, . . .}, and let Z ∼ N(0, 1). Then, for k = 0, 1, . . .,
P (Y = k) = P
[
Φ−1(F (k − 1)) < Z ≤ Φ−1(F (k))
]
.
Now consider the bivariate counts yi. Let F (·|µij, φj) be a univariate NB cdf with
mean µij and dispersion φj. The dispersion takes on one of the two forms in (3.4) or
(3.5). Start with the same latent bivariate random vectors defined in (3.2). Then,
P (yi1, yi2) = P
{
Φ−1[F (yi1 − 1)|µi1, φ1)] < zi1 ≤ Φ−1[F (yi1)|µi1, φ1],




Intuitively, this means that observing yi = (yi1, yi2)′ is equivalent to observing the
latent zi in a rectangle bounded by the corresponding quantiles of N(0, 1). Again,
we consider µij and ρi as functions of covariates defined in (3.6).
Directly fitting the model involves constructing the likelihood by computing a
product of n double integrals defined in (3.7), which is often not feasible. Alterna-
tively (Pitt et al., 2006), instead of working with a bivariate normal distribution on
zi’s, one can alternate in between the conditional distribution of zi1|zi2 and that of
zi2|zi1 iteratively, giving rise to the following sampling scheme. Within each MCMC
iteration,
(i) sample β1 from
















(ii) sample φ1 from
















(iii) for i = 1, 2, . . . , n, sample zi1 from N(ρizi2, 1 − ρ2i ) truncated to (Φ−1[F (yi1 −
1|µi1, φ1)],Φ−1[F (yi1|µi1, φ1)]);



































(vi) for i = 1, 2, . . . , n, sample zi2 from N(ρizi1, 1 − ρ2i ) truncated to (Φ−1[F (yi2 −
1|µi2, φ2)],Φ−1[F (yi2|µi2, φ2)]);
(vii) sample τ from




where f(zi|0,Σi) denotes the bivariate normal distribution pdf in (3.2) evalu-
ated at zi = (zi1, zi2)′.
Except steps (iii) and (vi) which are Gibbs updates, the other steps can be
carried out through a regular Metropolis-Hastings scheme, or through an adaptive
Metropolis-Hastings (Haario et al., 2001, 2005) scheme to improve the mixing of the
Markov chain. In terms of prior distributions, one can consider flat priors on all
the regression parameters as in the other two approaches. Alternatively, informative
priors such as the g-prior (Zellner, 1986) can be used as the prior distribution on the
βj’s.
3.3 Simulation
We now compare the proposed approaches through four simulation examples, the
first three examine different aspects related to the dynamic covariate-dependent cor-
relation, while the last one is aimed at model comparison. Example 3.1 concerns
regressing the mean and the correlation onto a single covariate, while Example 3.2
regresses the mean and the correlation onto two covariates, of which one is integer
and the other binary. Example 3.3 concerns the impact of regressing the mean and
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the correlation onto different covariates. Example 3.4 compares the three approaches
based on the LPML and PSIS-LOO statistics.
Example 3.1. Consider the hypothesis test of covariate-dependent correlation,
that is, the test on whether the correlation between yi1 and yi2 changes with the
covariates. Since we are directly regressing the correlation ρi onto covariates through
τ1, testing for covariate-dependent correlation is equivalent to testing the following
H0 : τ1 = 0 vs. H1 : τ1 6= 0
for all three approaches. In this simulation we examine the power of the three pro-
posed models for the above hypothesis test. Specifically, the simulation is conducted
as follows. Fix µ1 = µ2 = 1000, φ1 = φ2 = 1, and τ0 = 0. In other words, the mean
and dispersion parameters are not regressed onto covariates throughout this example.
Let τ1 = 0, 0.0005, 0.001, . . . , 0.008. For each value of τ1, we simulate a set of covari-
ates {xi}ni=1 with n = 300 from a univariate NB distribution with mean 1000 and
size 1, and the bivariate counts yi from the Gaussian copula given the parameters.
Then the three models are fitted to the simulated data using MCMC with 10000 it-
erations and thinning by 10, from which we obtain three posterior samples of τ1, and
the associated 95% credible intervals (CI). We repeat this procedure for 500 different
random samples, and obtain an estimate of the power for testing covariate-dependent
correlation for each model based on the proportion of times that 0 is not included in
the CI out of the 500 random samples.
Figure 3.1 provides the result of this simulation. For clarity, the horizontal axis
displays the values of τ1 multiplied by 1000. The three approaches have very similar
power when the dynamic correlation is weak, i.e. when τ1 < 0.002. As τ1 increases,
the direct model falls short comparing to the other two models. The indirect and the
copula model are roughly equally powerful up to τ1 = 0.0005. However, when τ1 is
large, the copula model distinguishes itself as the most powerful model in identifying
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dynamic correlation out the three approaches. Here we note that this might be due
to the fact that the data are generated using the copula approach.




















Figure 3.1. Comparison of power for testing H0 : τ1 = 0 vs. H1 : τ1 6= 0
Example 3.2 Motivated by the real data study on melanoma data in Section
3.4.2, we now examine the 95% coverage probability of regression coefficients in the
correlation where we include both numeric and categorical covariates. The simulation
is conducted as such. For i = 1, 2, . . . , n and j = 1, 2, we simulate the mean µij and
the correlation ρi according to







= τ0 + τ1xi1 + τ2xi2 + τ3xi1xi2,
where xi1 follows a univariate negative binomial distribution with mean 400 and
dispersion 3, and xi2 is a binary variable, such as an indicator for metastasis status,
with xi2 = 1 with probability 0.8. According to the model described above, we denote
βj = (β0j, β1j, β2j, β3j) and τ = (τ0, τ1, τ2, τ3).
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Table 3.1. 95% coverage probability (95% CP) and mean squared error (MSE) in
Example 3.2. Results are averaged over 1000 random samples generated from the
corresponding model.
Indirect Copula Indirect Copula
95% CP MSE 95% CP MSE 95% CP MSE 95% CP MSE
n = 100
β01 0.923 0.208 0.920 0.208
n = 500
β01 0.937 0.106 0.937 0.087
β02 0.891 0.200 0.888 0.192 β02 0.950 0.104 0.956 0.105
β11 0.910 0.000 0.910 0.000 β11 0.949 0.000 0.953 0.000
β12 0.877 0.000 0.876 0.000 β12 0.958 0.000 0.949 0.000
β21 0.883 0.631 0.883 0.642 β21 0.955 0.112 0.946 0.113
β22 0.882 0.583 0.883 0.576 β22 0.947 0.115 0.951 0.118
β31 0.835 0.000 0.832 0.000 β31 0.951 0.000 0.952 0.000
β32 0.839 0.000 0.845 0.000 β32 0.944 0.000 0.936 0.000
φ1 0.924 0.911 0.921 0.913 φ1 0.948 0.441 0.947 0.443
φ2 0.936 1.304 0.936 1.302 φ2 0.949 0.482 0.949 0.482
τ0 0.940 0.047 0.941 0.046 τ0 0.945 0.017 0.947 0.016
τ1 0.928 0.000 0.931 0.000 τ1 0.955 0.000 0.956 0.000
τ2 0.910 0.106 0.912 0.095 τ2 0.955 0.033 0.957 0.033
τ3 0.907 0.009 0.905 0.010 τ3 0.950 0.000 0.951 0.000
n = 200
β01 0.928 0.162 0.926 0.161
n = 1000
β01 0.941 0.040 0.941 0.049
β02 0.927 0.145 0.925 0.147 β02 0.955 0.024 0.956 0.024
β11 0.916 0.000 0.911 0.000 β11 0.948 0.000 0.951 0.000
β12 0.906 0.000 0.904 0.000 β12 0.954 0.000 0.955 0.000
β21 0.929 0.377 0.933 0.361 β21 0.955 0.045 0.947 0.042
β22 0.931 0.362 0.927 0.376 β22 0.948 0.044 0.953 0.044
β31 0.912 0.000 0.919 0.000 β31 0.957 0.000 0.950 0.000
β32 0.937 0.000 0.925 0.000 β32 0.940 0.000 0.953 0.000
φ1 0.943 0.563 0.941 0.563 φ1 0.954 0.024 0.940 0.023
φ2 0.944 0.595 0.946 0.595 φ2 0.952 0.029 0.948 0.028
τ0 0.949 0.037 0.952 0.039 τ0 0.951 0.002 0.948 0.001
τ1 0.938 0.000 0.922 0.000 τ1 0.949 0.000 0.955 0.000
τ2 0.929 0.055 0.932 0.054 τ2 0.951 0.009 0.954 0.011
τ3 0.912 0.000 0.917 0.000 τ3 0.957 0.000 0.950 0.000
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Based on the results obtained from real data analysis in Section 5.2, the pa-
rameters are set as β1 = β2 = (4, 0.002, 0.003, 0)′, τ = (−1, 0.003, 0, 0.001)′, and
φ1 = φ2 = 2. For each sample size n = 200, 500, 1000, pairs of (yi1, yi2)′ are generated
from the indirect and the copula model. Then the corresponding data-generative
model is used to fit the data. In each sample, we obtained the 95% credible intervals
of each parameter in τ . Averaged over 1000 random samples, Table 3.1 presents the
coverage probability of the true parameters as well as the mean squared error. Note
that when the sample size is small, both approaches were permissive in terms of the
coverage probability for τ2 and τ3. However, as the sample size increases, the coverage
probability produced by both approaches is very close to the nominal 95% level.
Example 3.3. The third simulation study examines the situation where the covari-
ates in the mean and in the correlation are different from each other. The simulation
is set up as the following. For i = 1, 2, . . . , n and j = 1, 2, let







= τ0 + τ1xi2,
where {xi1}ni=1 is from a univariate negative binomial distribution with mean 300 and
dispersion 2; {xi2}ni=1 from a univariate negative binomial distribution with mean
50 and dispersion 1. Comparing to the previous two simulation studies, the crucial
difference in this example is that the covariate in mean regression, namely {xi1}ni=1,
is different from the covariate in correlation regression, namely {xi2}ni=1. Here we
consider the sample size n = 100, 200, 500, 1000 as in the previous example. Here let
βj = (β0j, β1j) and τ = (τ0, τ1) in the model described above in this scenario.
Further, we set β1 = β2 = (2, 0.1)′, φ1 = φ2 = 2, and τ = (0, 0.01)′. Also as
in the previous example, we generate data from the indirect and the copula model,
then fit the simulated sample using the data-generative model. Table 3.2 provides
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Table 3.2. 95% coverage probability (95% CP) and mean squared error (MSE) in
Simulation 2. Results are averaged over 1000 random samples generated from the
corresponding model.
Indirect Copula Indirect Copula
95% CP MSE 95% CP MSE 95% CP MSE 95% CP MSE
n = 100
β01 0.929 0.211 0.920 0.196
n = 500
β01 0.945 0.076 0.950 0.067
β02 0.911 0.192 0.910 0.198 β02 0.941 0.074 0.953 0.068
β11 0.943 0.000 0.951 0.000 β11 0.955 0.000 0.951 0.000
β12 0.955 0.000 0.948 0.000 β12 0.953 0.000 0.949 0.000
φ1 0.949 0.843 0.945 0.909 φ1 0.951 0.241 0.948 0.218
φ2 0.942 0.716 0.963 1.003 φ2 0.953 0.239 0.950 0.176
τ0 0.949 0.000 0.946 0.000 τ0 0.949 0.000 0.950 0.000
τ1 0.948 0.000 0.951 0.000 τ1 0.952 0.000 0.948 0.000
n = 200
β01 0.931 0.142 0.928 0.156
n = 1000
β01 0.949 0.051 0.950 0.046
β02 0.925 0.156 0.936 0.150 β02 0.947 0.048 0.952 0.044
β11 0.948 0.000 0.948 0.000 β11 0.954 0.000 0.953 0.000
β12 0.953 0.000 0.941 0.000 β12 0.951 0.000 0.948 0.000
φ1 0.951 0.432 0.948 0.342 φ1 0.951 0.027 0.953 0.031
φ2 0.944 0.397 0.952 0.411 φ2 0.950 0.021 0.956 0.033
τ0 0.954 0.000 0.946 0.000 τ0 0.950 0.000 0.948 0.000
τ1 0.955 0.000 0.952 0.000 τ1 0.955 0.000 0.950 0.000
the coverage probability of the true parameters and the mean squared error. As in
Example 3.2, the performance of the indirect and the copula approach are somewhat
similar to each other. Further, it’s worth to point out that the coverage probability
of τ0 and τ1 are close to 95% even if the sample size is relatively small in this setting.
Example 3.4 This last simulation study examines how well each model fits the
data, specifically, when the data arise from a particular model, whether this model is
better in terms of having the largest LPML or PSIS-LOO statistic. Here we provide
two different simulation cases, both arising from the results in the real data analysis
in Section 3.4.
In the first case (4(a)), we simulate xi from a univariate negative binomial dis-
tribution with mean 900 and dispersion 1.5, for i = 1, 2, . . . , n = 1041, and set
β1 = β2 = (5, 0.0005)′, τ = (0, 1), and φ1 = φ2 = 0.1 for the direct model, and
β1 = β2 = (6, 0.0002)′, τ = (1, 0.0005)′, and φ1 = φ2 = 0.5 for the both the indirect
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and the copula model. This reproduces similar data as in the real data application
in Section 5.1. Further, we simulate 50 random samples of {(yi1, yi2)}1041i=1 from each
of the three models according to the aforementioned setup, and fit each data set with
these three approaches. LPML and PSIS-LOO statistics are computed for each fit-
ted model, and the one with the largest LPML/PSIS-LOO is considered as the best
model.
Table 3.3. Number of times when a fitted model is selected as the best
model based on LPML and PSIS-LOO in Example 3.4(a) and 3.4(b). For
each combination of true and fitted model, the number on top represents
the number of times that the fitted model is the best according to LPML,
and the number on the bottom according to PSIS-LOO.
Fitted model
True model Direct Indirect Copula
Case 4(a)
Direct 39 4 7
46 1 3
Indirect 0 48 2
0 50 0
Copula 0 1 49
0 0 50
Case 4(b)
Direct 43 3 4
47 1 2
Indirect 0 47 3
0 49 1
Copula 0 0 50
0 0 50
The second case (4(b)) in this study is fairly similar to the one in Simulation Sce-
nario 2, where we consider a numeric covariate, a binary covariate, and their interac-
tion. For i = 1, 2, . . . , n = 430, we simulate xi1 from a univariate negative binomial
distribution with mean 400 and dispersion 3, and xi2 from a Bernoulli distribution
with success probability 0.2. We also set β1 = β2 = (5, 0.0002, 0.0005,−0.001)′, τ =
(0, 1, 0, 1)′, and φ1 = φ2 = 0.1 for the direct model, and β1 = β2 = (4, 0.002, 0.003, 0)′,
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τ = (−1, 0.003, 0, 0.001)′, and φ1 = φ2 = 2 for the indirect and copula model. As
in the first case, we simulate 50 random samples of the bivariate response from each
of the three model, and keep track of the best fitted model based on LPML and
PSIS-LOO.
The simulation results are presented in Table 3.3. Results from the two cases
are fairly comparable, as the indirect approach and the copula approach are able to
outperform the direct approach in both. Although the indirect and copula approach
do perform similarly, the copula model seems to be slightly better. Discrepancies
between results based on LPML and those based on PSIS-LOO is due to the instability
in the estimation of LPML. This underscores the importance of using a more refined
approach to estimating the CPO statistics. The copula model suffers less from this
problem than the other two models.
3.4 Real Data Applications
3.4.1 Breast cancer
In this real data example, we examine the interplay between the breast cancer sus-
ceptibility genes Brca1 and Brca2, and their relation with the Hmmr gene based on
the data from the International Cancer Genome Consortium (ICGC) controlled-data
portal (Zhang et al., 2011). For each of the three genes, the data consists of n = 1041
integer-valued readings generated from RNA-seq. It is well known that the Brca1/2
genes as tumor suppressors function together during the process of cancer tumors
arising in their mutation carriers. However, previous work has shown that this coor-
dination is affected by the existence of the Hmmr gene, which is often over-expressed
in breast cancer (Rhodes et al., 2004; Maxwell et al., 2011). Specifically, over the
regions where Hmmr were detected, there is significant modification of breast cancer
risk among Brca1, but not Brca2 mutation carriers. Figure 3.2 gives an illustration
of this dynamic relationship. The whole data set is split into four subsets according
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to the quartiles of Hmmr, and the readings of Brca1/2 are graphed as a scatterplot
for each subset. Further, the Pearson correlations between the two Brca genes are
computed for each subset, shown on the title of each plot, and indicate that they are























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Pearson cor. = 0.17
Figure 3.2. Scatterplot of Brca1/2 given Hmmr less than its first quartile (top
left), between first and second quartile (top right), between second and third quartile
(bottom left), and greater than the third quartile (bottom right).
The three models were fitted to the data. In terms of model comparison, the
direct model is substantially inferior than the other two, while the indirect and the
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copula models are fairly close. The PSIS-LOO statistic for the direct approach is
−12.7, for the indirect approach −10.3, for the copula approach −10.2. Using the
direct model as the baseline model, the pseudo Bayes factor of the indirect model is
11.02, and that of the copula model is 12.18.
Table 3.4. Point and interval estimates of τ1
on regressing Brca1/2 against Hmmr




Table 3.5. Averages of ρ̂i’s for various ranges of Hmmr
Hmmr< Q1 Q1 <Hmmr< Q2 Q2 <Hmmr< Q3 Hmmr> Q3
Direct 0.36 0.33 0.21 0.12
Indirect 0.55 0.48 0.42 0.24
Copula 0.42 0.41 0.31 0.19
Pearson 0.45 0.43 0.34 0.17
Results related to the covariate-dependent correlation pattern are presented in
Table 3.4, which provides the posterior mean of τ1 as a point estimate, denoted by τ̂1,
and a corresponding 95% credible interval (CI) under each of the three approaches.
The point estimate τ̂1 is negative under all three methods, and all three CI’s for τ1 ex-
clude zero. This indicates that larger values of Hmmr reduce the correlation between
Brca1 and Brca2, which agrees with both the related literature in genomics and the
scatterplots we have seen in Figure 3.2. We should point out that ρi have different
meanings in the three approaches, hence the magnitude of the τ̂1’s are not directly
comparable to each other. Further, using the point estimates of τ1, we calculated ρ̂i’s
as estimates of the ρi’s under each model, and computed the average of ρ̂i’s for each
of the four subsets as shown in Figure 3.2. The results are given in Table 3.5 together
with the estimated Pearson correlation. Note that the average correlations under the
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copula model is the closest to the Pearson correlations in this situation. The indi-
rect approach provides higher correlations, while the direct approach provides lower
correlations.
3.4.2 Skin cutaneous melanoma
To demonstrate the implementation of the proposed methods, we examined the bulk
RNA-sequecing data on skin cutaneous melanoma (SKCM-US) obtained through
ICGC controlled-data portal, which contains expression levels of 20501 genes from
430 donors. According to the melanoma pathway in the Kyoto Encyclopedia of Genes
and Genomes(Kanehisa et al., 2010), the melanoma pathway contains 72 genes. Of
these 72 genes, we excluded 14 genes due to more than 50% observations in each gene
being exactly zero. Further, we studied Braf expression level as a covariate, since the
mutation of this gene is very common among melanoma patients. The other covariate
we considered is the status of the tumor, either primary or metastatic. Two donors
of the total 430 contributed specimens of both types, and we chose to exclude these
two donors from both groups. The total sample size is then n = 428 with 78 primary
tumor and 350 metastatic tumor.






= 1596 pairs of responses, we fitted the proposed models to the data. For
i = 1, 2, . . . , n and j = 1, 2,







= τ0 + τ1xi1 + τ2xi2 + τ3xi1xi2,
where xi1 represents the observed Braf expression level for the ith individual, and
xi2 the type of tumor with xi2 = 1 if metastatic and xi2 = 0 if primary. Note that
τ1 is the covariate-dependent correlation associated with Braf between each pair of
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genes for primary tumor, τ3 the difference of covariate-dependent correlation between
primary tumor and metastatic tumor, and τ1 +τ3 the covariate-dependent correlation
for metastatic tumor.
For each pair of genes, we fitted the indirect model and the copula model with
Markov chains of 35000 iterations, the first 5000 as burn-ins, and thinned by 100. This
MCMC setup guaranteed convergence for all 1596 pairs of genes that we ran, based
on the Gelman-Rubin convergence diagnostic using four different chains(Gelman and
Rubin, 1992). Estimates from the two models are very similar to each other. Ta-
ble 3.6, based on the indirect model, presents the posterior mean as well as the 95%
credible interval for τ1, τ3, and τ1 + τ3. First note that, in the primary tumor group,
with the exception ofMapk3 and Bak1, all estimates of τ1 are positive, indicating that
the correlation between these genes increases with the expression level of Braf for pri-
mary tumor. However, the largely positive dynamic correlation in primary tumor may
decrease sharply toward zero in metastatic tumor. For instance, τ̂1 for the pair Akt1
and Kras in primary tumor is 0.0024. In the mean time, τ̂3 is −0.0023. Consequently,
the covariate-dependent correlation between Akt1 and Kras for metastatic tumor is
very close to 0. On the other hand, the opposite might be true to certain pairs of
genes as well. For instance, the covariate-dependent correlation between Pik3ca and
Mapk3 is close to 0 in primary tumor cells, but fairly strong, with τ̂1 + τ3 = 0.0026,
in metastatic tumor cells, indicating the regulatory mechanism of Braf gene changed
between primary and metastatic cells in both scenarios.
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Table 3.6. Posterior mean and 95% credible interval for the twenty pairs of genes with the largest covariate-dependent
correlation in the primary tumor group (τ̂1), the largest change between the two groups (τ̂3), and the largest covariate-dependent
correlation in the metastatic tumor group (τ̂1 + τ3).
Primary tumor Difference Metastatic tumor
Gene 1 Gene 2 τ̂1 95% CI Gene 1 Gene 2 τ̂3 95% CI Gene 1 Gene 2 τ̂1 + τ3 95% CI
1 PIK3CA PIK3R2 0.0036 (0.0028, 0.0043) PIK3CA KRAS 0.0032 (0.0026, 0.0037) PIK3CA AKT3 0.0029 (0.0024, 0.0033)
2 PIK3CA BAK1 0.0036 (0.0027, 0.0043) PIK3CA MAPK3 0.0031 (0.0023, 0.0037) PIK3CA MAPK3 0.0026 (0.0020, 0.0030)
3 PIK3CA BAX 0.0034 (0.0027, 0.0040) KRAS BAD 0.0029 (0.0021, 0.0036) MAPK3 POLK 0.0025 (0.0019, 0.0029)
4 PIK3CA PIK3CD 0.0033 (0.0023, 0.0041) NRAS RAF1 0.0026 (0.0021, 0.0032) PIK3CA PIK3R2 0.0023 (0.0018, 0.0027)
5 PIK3CA MDM2 0.0032 (0.0026, 0.0038) POLK FGF22 0.0026 (0.0014, 0.0039) PIK3CA IGF1R 0.0023 (0.0018, 0.0027)
6 MAP2K1 CDK4 0.0032 (0.0026, 0.0037) PIK3R2 MDM2 −0.0025 (−0.0030,−0.0020) PIK3CA MAP2K1 0.0022 (0.0016, 0.0027)
7 PIK3CA RAF1 0.0031 (0.0020, 0.0041) PDGFC FGF22 −0.0025 (−0.0042,−0.0008) PIK3CA AKT1 0.0022 (0.0017, 0.0027)
8 PIK3R2 POLK 0.0029 (0.0019, 0.0036) MAP2K1 CDK4 −0.0024 (−0.0030,−0.0018) PIK3CA PIK3R3 0.0021 (0.0016, 0.0026)
9 MAPK3 POLK 0.0028 (0.0021, 0.0036) HRAS ARAF 0.0024 (0.0017, 0.0031) E2F3 POLK 0.0021 (0.0016, 0.0024)
10 KRAS CDK4 0.0028 (0.0020, 0.0035) FGF7 FGF22 −0.0024 (−0.0040,−0.0007) PIK3CA BAX 0.0020 (0.0016, 0.0024)
11 PIK3CA IGF1R 0.0028 (0.0019, 0.0035) AKT1 KRAS −0.0023 (−0.0030,−0.0016) PIK3R1 POLK 0.0020 (0.0012, 0.0026)
12 PIK3CA AKT1 0.0028 (0.0021, 0.0033) IGF1R RAF1 0.0023 (0.0018, 0.0031) PDGFRB FGF7 0.0019 (0.0014, 0.0024
13 FGF7 FGF22 0.0027 (0.0008, 0.0041) IGF1R MAPK3 0.0023 (0.0017, 0.0029) PIK3CA BAK1 0.0019 (0.0015, 0.0023)
14 MAPK1 MAP2K1 0.0027 (0.0020, 0.0033) KRAS CDK4 −0.0023 (−0.0031,−0.0016) PIK3CB POLK 0.0019 (0.0012, 0.0025)
15 MAPK3 RAF1 0.0026 (0.0017, 0.0035) MAP2K1 RB1 0.0023 (0.0018, 0.0028) PIK3R2 POLK 0.0018 (0.0013, 0.0024)
16 AKT2 CDK6 0.0026 (0.0014, 0.0033) MAPK3 TP53 0.0023 (0.0017, 0.0029) PIK3CA E2F3 0.0018 (0.0013, 0.0023)
17 MAPK3 BAK1 −0.0025 (−0.0031,−0.0019) MAPK3 BAK1 0.0023 (0.0014, 0.0030) PIK3CA E2F1 0.0018 (0.0011, 0.0026)
18 PDGFC FGF22 0.0025 (0.0005, 0.0042) NRAS BAK1 0.0023 (0.0016, 0.0033) AKT2 RAF1 0.0018 (0.0013, 0.0022)
19 MAPK3 MAP2K1 0.0025 (0.0017, 0.0033) KRAS CCND1 −0.0022 (−0.0028,−0.0014) PIK3CA EGFR 0.0018 (0.0011, 0.0023)
20 AKT1 KRAS 0.0024 (0.0019, 0.0030) PDGFRB CDK4 −0.0022 (−0.0029,−0.0014) PIK3CA CCND1 0.0017 (0.0013, 0.0021)
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3.5 Discussion
We have proposed three Bayesian regression models and examined their performance
in fitting bivariate count data regression as well as modeling their correlation structure
through simulation studies and two real data examples. Each of the three models has
its own advantage and weakness. The direct method, relying on an explicit bivariate
negative binomial pmf, provides a straightforward approach to modeling this type of
data. Because of the explicit likelihood, this model can be readily fitted in JAGS.
However, as was seen in Section 3.3, the direct method is the least favorable in terms
of model fitting as well as its power in identifying covariate-dependent correlation
comparing to the other two approaches. Further, due to its explicitly defined bivariate
pmf, the direct method cannot be easily extended to higher dimensions.
The second proposed method, the indirect approach, models over-dispersed bi-
variate count data using a Poisson-gamma mixture, with a transformed bivariate
Gaussian random effect modeling the potential covariate-dependent correlation. This
method can be easily fitted using JAGS as well. The third approach models the count
data through a Gaussian copula, with the bivariate Gaussian random effects model-
ing the correlation between the responses, similar to that in the indirect approach.
In comparison, the indirect approach and the copula approach are similar in terms
of model fitting and power, with the copula approach being more powerful when the
signal of covariate-dependent correlation is fairly strong.
Among the three proposed models, the convergence is often easier met for the
direct approach than for the other two approaches, since it does not rely on the point-
wise sampling of the random effect zi in each MCMC iteration. In the simulation
studies and real data analyses, Gelman-Rubin diagnostic statistic using 4 Markov
chains were implemented to ensure convergence.
For computational time, it took 44 seconds to fit the direct model, 101 seconds
to fit the indirect model, and 126 seconds to fit the copula model, all using the same
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computer with 2.8 GHz of processor speed and 128 GB of RAM. The difference in
running time between the indirect and copula model is mostly due to the fact that
the indirect model is fitted using the automated JAGS compiler, while the copula
model cannot be fitted using JAGS.
In this work, we chose to estimate the model parameters using Bayesian ap-
proaches. The advantage of a Bayesian model here is at least two-fold. First, es-
timating the proposed models from a Bayesian perspective is fairly straightforward.
As mentioned above, two of the three approaches can be automated in JAGS. The
copula model, though cannot be implemented in JAGS, can be fitted using a standard
MCMC scheme. More importantly, we can obtain a full posterior probability distri-
bution of the parameters. Other frequentist perspective estimation procedure such as
generalized estimating equations (GEE) could be an alternative choice. The standard
error of parameters in the existing GEE methods to analyzing covariate-dependent
correlation have resorted to using resampling schemes such as jackknifing (Yan and
Fine, 2004). Statistical inferences for model parameters could rely on large-sample
approximation in the GEE-based estimation framework.
The proposed approaches can be extended to several directions for future work.
Firstly, by utilizing the Fisher transformation, we have implicitly assumed that the
correlation between the bivariate responses is a monotone function of the covariate.
This can be extended to more complex scenarios using semi-parametric or nonpara-
metric methods to accommodate situations where the dynamic correlation is non-
linear on the transformed scale. Secondly, both the indirect and the copula approach
can be generalized to higher dimensional data with more than two responses, al-
though this generalization may not be feasible in terms of the direct approach since
we would have to look for an exact multivariate NB distribution. In terms of the
other two approaches, difficulties may rise due to the restriction that a correlation
matrix has to be positive definite. A third extension may deal with zero-inflated data.
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The proposed methods in this article are largely motivated by RNA-seq data, which
often have fairly large readings, instead of small readings with an excessive number of
zeros. In such a situation, one may consider incorporating multivariate binary data,
similar to the univariate zero-inflated count data regression models.
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Chapter 4
Bayesian copula model for integrating
single-cell multi-omics data
4.1 Introduction
Integrative genomic studies have been an emerging area of research over the past
decade. Integrative studies aim to jointly analyze or integrate data arising from
multiple -omics studies. Oftentimes these data are of different types and contain
information complement to each other. Analyzing them together may bring insights
that cannot be revealed by analyzing each data type separately. From a more gen-
eral perspective, this type of data belongs to the category of multimodal data, i.e.,
data with multiple modalities. The recent work of Lee et al. (2020) provides a com-
prehensive review on the multi-omics studies at the single-cell resolution, including
the technologies and data analysis methods. In the article, the authors listed three
major directions of statistical analysis on single-cell multi-omics data: (1) correlation
analysis of different modalities of data, e.g., between DNA methylation and RNA
expression (Hu et al., 2016); (2) analysis of a single modality, followed by the inte-
gration by another data-type (for instance, Cao et al., 2018); and (3) the integrative
analysis of all types of data to generate an overall single-cell map (Argelaguet et al.,
2019).
This chapter aims to follow the first path listed above and study the dynamic cor-
relation pattern in multi-omics data arising from single-cell experiments. Specifically,
we intend to model the association between two types of -omics data given other
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data modalities and cell types information. The statistical challenge in this context
is that different data types often have distinct marginal distributions. For instance,
raw counts of single-cell RNA-sequencing data (scRNA-seq) are usually non-negative
integers with zero-inflation. After being normalized, scRNA-seq is transformed into
non-negative reals. Methylation changes and chromatin accessibility data are often
measured as proportions.
Our motivating work is a single-cell multi-omics profiling study of mouse gastru-
lation (Argelaguet et al., 2019). In the study, scRNA-seq, DNA methylation, and
chromatin accessibility information is profiled together from different germ layers
of mouse embryonic cells. At the formation stage of primary germ layers during
gastrulation, it is unclear how gene expression, chromatin accessibility, and DNA
methylation coordinate with each other. It is of interest to study the dynamic asso-
ciation between scRNA-seq and chromatin accessibility given the type of germ layer
and the DNA methylation level at promoter regions and gene bodies. A notable trait
for this data set is that scRNA-seq data, after being normalized, are nonnegative re-
als with zero-inflation, while chromatin accessibility and DNA methylation data are
proportion-valued.
In statistical terms, this problem involves modeling the joint distribution of Y =
(Y1, Y2)′ with different marginal distribution, where both the marginal means and the
association between Y1 and Y2 are functions of a set of covariates x. In particular, we
focus on studying the association between Y1 and Y2 and how it could change given
different values of x. In the motivating example, Y1 and Y2 represent scRNA-seq and
chromatin accessibility, respectively, and the set of covariates x include methylation
level, gastrulation stage, and germ layer type.
Studies on this type of dynamic association have been relatively few in the statis-
tics literature. Li (2002) proposed one such measure called the liquid association.
Under the assumption that Y1 and Y2 are standardized with mean 0 and variance 1
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and X follows a standard normal distribution, the liquid association between Y1 and
Y2 given X is given by the conditional expectation E(Y1Y2|X), which is also equiva-
lent to the three-product moment E(Y1Y2X). Following this ground-breaking work,
Li et al. (2004) extended this notion to multivariate Y1 and Y2 and a scalar X, and
derived the liquid association of linear combinations of Y1 and linear combinations of
Y2 given X. Several other works along this line include Ho et al. (2011), in which the
authors proposed a parametric family of multivariate distributions that estimates the
trivariate dependencies encompassed by liquid association, and Chen et al. (2011),
which developed a bivariate conditional Gaussian model where the dynamic associ-
ation is modeled by a generalized linear regression on the correlation coefficient. In
Ho et al. (2011) and Chen et al. (2011), the marginal distributions of Y1 and Y2 given
X are both Gaussian.
We propose a general parametric framework for studying the dynamic associa-
tion between Y1 and Y2 given x where the marginal distributions are not limited to
be Gaussian and can be adapted to any univariate distribution. Unlike the afore-
mentioned literature, which has close ties to the liquid association approach in Li
(2002), we take a different approach by estimating the joint probability distribution
of (Y1, Y2) through Gaussian copula regression (Masarotto and Varin, 2012). Under
this framework, parametric marginal distributions of Y1 and Y2 are formed into a
joint distribution via the Gaussian copula. Their dynamic association is modeled by
regressing the copula parameter ρ onto covariates using a generalized linear model.
In the meantime, each respective marginal mean could be also covariate-dependent.
This approach can be adapted to many practical situations where the marginal distri-
butions can be either continuous or discrete, including zero-inflated distributions. To
facilitate estimation, we follow the Bayesian path and propose an adaptive Markov
chain Monte Carlo algorithm in fitting the model.
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In terms of copula regression, the proposed method can be viewed as a conditional
copula regression model and a generalization of Craiu and Sabeti (2012). The main
distinction is that in their work, the authors only considered the marginal distribution
to be either Gaussian or binary, whose applications are relatively limited. Instead,
our proposed method works for any parametric marginal distributions. In addition,
we note here that our proposed framework can be adapted to non-Gaussian copulas
such as the family of Archimedean copulas (Nelsen, 2006). However, the Gaussian
copula parameter ρ has a readily interpretable meaning connected to the correlation
in a bivariate Gaussian distribution.
4.2 Framework
Let Y = (Y1, Y2)′ be a pair of random variables with joint distribution FY. The
marginal distributions are given by F1 and F2, respectively. By a slight abuse of
notation, we let FY, F1 and F2 also represent the respective cumulative distribution
functions (CDF). Consider the construction of FY via Gaussian copula with covariate-









ρ = corr(Z1, Z2) =
exp(x′τ )− 1
exp(x′τ ) + 1 , (4.2)
where x′ = (1, x1, . . . , xp) and τ = (τ0, τ1, . . . , τp)′. The variables x1, . . . , xp are co-
variates and completely known. This formulation imposes liquid association between
Y1 and Y2, i.e. association that depends on covariates, through the correlation be-
tween Z1 and Z2. We denote the CDF of Z by Φτ to reflect its dependence on τ . By
Theorem 1 in Sklar (1973), the joint CDF FY can be written as a copula function of
the marginals F1 and F2. Specifically, using the Gaussian copula, for y = (y1, y2)′,






where θj represents the parameters associated with the marginal distribution Fj for
j = 1, 2, and Φ−1 represents the inverse CDF ofN(0, 1). Note that the marginal distri-
bution Fj can be either continuous or discrete. When marginal regression (Masarotto
and Varin, 2012) is performed simultaneously as the correlation regression on ρ, θj’s
are regressed onto covariates as well.
We now turn to the discussion on several univariate marginal distributions and
their associated regression models. This discussion serves two purposes. The first
is that these distributions frequently arise in single-cell experiments. The second is
that they will appear in the simulation studies and real data analysis in Sections 4
and 5. We begin with the class of zero-inflated distributions for count data, includ-
ing primarily the zero-inflated Poisson distribution (ZIP) and zero-inflated negative
binomial distribution (ZINB). These two distributions come about in the analysis of
single-cell RNA-sequencing (scRNA-seq) data (e.g. Hafemeister and Satija, 2019). In
ZINB, the distribution of Y is the mixture of a degenerate distribution at 0 and a
non-degenerate negative binomial distribution with mean µ and dispersion φ. The
mixing distribution is Bernoulli(π). The probability mass function (PMF) of Y is
given by
Pr(Y = y;m,λ, π) = (1− π)
(







+ π · 1(y=0). (4.4)
As in univariate ZINB regression (Lambert, 1992), the mean m and the zero-inflation









If the scRNA-seq data are normalized (Lytal et al., 2020), the positive integer-
valued expressions are transformed to positive reals while samples with expression
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zero remain zero. In this case, a zero-inflated gamma distribution can be useful
(Ding et al., 2015). In this distribution, Y degenerates at 0 with probability π, and
follows a gamma(mλ, λ) distribution otherwise. Its marginal density function is given
by
f(y;m,λ, π) = (1− π) λ
mλ
Γ(mλ) y
mλ−1e−λy · 1(y>0) + π · 1(y=0). (4.6)
The parameters m and π can be regressed onto covariates via (4.5) as well.
The third type of data is proportion-valued within the interval (0, 1), which often
arises from epigenetic experiments such as quantifying DNA methylation. In this
case, a beta distribution of the form
f(y;µ, φ) = Γ(φ)Γ(µφ)Γ[(1− µ)φ] y
µφ−1(1− y)(1−µ)φ−1, 0 < y < 1 (4.7)







for covariates xi and unknown parameter θ, and φ is the dispersion parameter.
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Figure 4.1. Scatter plot of subsets of {(yi1, yi2)} for xi falling within specific in-
tervals. Conditional on xi, yi1 follows a gamma distribution, and yi2 follows a beta
distribution, and the parameter ρi is given by the equation log[(1 + ρi)/(1− ρi)] = xi
so that ρi increases with the magnitude of xi.
We end this section with a simple simulated data set to illustrate this framework
described by Expressions (4.1) to (4.3). For i = 1, . . . , 1000, let the covariates xi ∼
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Uniform(−1, 1). For xi = (1, xi)′, set τ = (0, 1)′ in (4.2) so that log[(1 + ρi)/(1 −
ρi)] = xi. A total of 1000 pairs of (Yi1, Yi2) are simulated, where Yi1 given xi follows
a gamma distribution according to (5) and (6) with β = (1, 0.5)′, η = (0, 0)′, and
λ = 10, while Yi2 given xi follows a beta distribution according to (7) and (8) with
θ = (1, 0.5)′ and φ = 10. In Figure 4.1, the entire interval of (−1, 1) is cut into eight
sub-intervals of equal length. Subsets of {(yi1, yi2); i = 1, . . . , 1000} are plotted for
xi falling within each interval. The Pearson correlation of each subset is calculated.
There is a gradual increase in the Pearson correlation between Y1 and Y2 as x increases.
4.3 Estimation
Let Y1, . . . ,Yn be independent copies of Y described by (4.3), and {yi = (yi1, yi2)′}ni=1
an observed sample. Note that these copies of Y’s are not identically distributed since
the latent Zi = (Zi1, Zi2)′ depends on covariates xi through the correlation
ρi = corr(Zi1, Zi2) =
exp(x′iτ )− 1
exp(x′iτ ) + 1
. (4.9)
Then, the likelihood function is given by
L(θ1,θ2,π, τ |y,x) =
n∏
i=1
fY(yi; θ1,θ2,π, τ ). (4.10)
The joint probability density or mass function fY(yi; θ1,θ2,π, τ ) depends on the
nature of F ∗1 and F ∗2 . First suppose that both F ∗1 and F ∗2 are discrete. Note that
the probability of observing Y = y = (y1, y2)′ can be recast as the probability of
observing Z bounded within a rectangle; i.e.
fY(y; θ1,θ2,π, τ ) = Pr (Y1 = y1, Y2 = y2 |θ1,θ2,π, τ )
= Pr
(
Φ−1 [F1(y1 − 1; θ1, π1)] < Z1 ≤ Φ−1 [F1(y1; θ1, π1)] ,




On the surface, Equation (4.11) might suggest a double integral of the joint density
function of z over the appropriate rectangle. However, this can be circumvented
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through sampling from the conditional distribution of Z1|Z2 and Z2|Z1. We discuss
this aspect in detail shortly.
Suppose that on the other hand F ∗1 and F ∗2 are both continuous and strictly
increasing with density functions f ∗1 and f ∗2 , respectively, and the only discontinuous
point in F1 and F2 is at 0. The expression of fY(y; θ1,θ2,π, τ ) further depends on
whether yj = 0 for j = 1, 2. First assume that y1 6= 0 and y2 6= 0. It is straightforward
that fj(yj; θj, πj) = (1− πj) f ∗j (yj; θj). Then, by Equation (4) in Song (2000),





f1(y1; θ1, π1) f2(y2; θ2, π2), (4.12)
where z = (Φ−1[F1(y1; θ1, π1)],Φ−1[F2(y2; θ2, π2)])′, and I is the identity matrix.
Further, in the case where F ∗1 and F ∗2 are both continuous, and exactly one 0 is
observed. Without loss of generality, assume y1 = 0 and y2 6= 0. First note that, Y1 =
0 conditional on Y2 = y2 is equivalent to Φ−1[F1(0−; θ1, π1)] < Z1 ≤ Φ−1[F1(0; θ1, π1)]
conditional on Z2 = z2 = Φ−1[F2(y2; θ2, π2)], where F1(0−; θ1, π1) represents the left
limit of F1 at 0. Since Z1|Z2 = z2 ∼ N(ρz2, 1− ρ2) and Z2 ∼ N(0, 1),














where φ(·) is the density function of N(0, 1). The expression for y1 6= 0 and y2 = 0 is
different from (4.13) only by a swap of indices.
Lastly, in the case where F ∗1 and F ∗2 are both continuous but Y1 and Y2 are both
observed at 0, the expression of fY(y; θ1,θ2,π, τ ) is very similar to that in (4.11),
given by















where, for j = 1, 2, the left limit Fj(0−; θj, πj) = (1− πj)F ∗j (0; θj).
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Calculating (4.11) and (4.14) directly through a double integral of bivariate normal
density may present difficulties in practice. Instead, we employ a sampling scheme
introduced in Pitt et al. (2006) and Smith and Khaled (2012) that iterates between
two conditional likelihood functions. We now present the following posterior sampling
algorithm.
1. Initiate (θ1, π1), (θ2, π2), τ , and {zi}ni=1. Set t = 1.
2. For j = 1, 2 and i = 1, . . . , n,











b) if F ∗j is discrete, or F ∗j is continuous but yij = 0,
i. calculate
f(zij | zi(−j), else) = Φ
[















truncated at (Φ−1[Fj(y−ij ; θj, πj)],Φ−1[Fj(yij; θj, πj)]);





f(zij | zi(−j), else)
]
f(θj) f(πj),
where f(θj) and f(πj) represent the prior distributions of θj and πj, re-
spectively.









where f(zi|τ ) is the density function of N2(0,Ri) given τ , and f(τ ) the prior
density of τ .
4. Set t = t+ 1 and return to Step 2.
In the algorithm, note that when F ∗j is continuous over (0, a) for a > 0 or a = +∞
(e.g. gamma or beta distribution), the expression in Step 2(b[i]) reduces to




Step 2(b[ii]) reduces to sample zij ∼ N(ρizi(−j), 1− ρ2i ) truncated at (−∞,Φ−1(πj)).
Step 2(b[ii]) is a direct sampling from a truncated normal distribution. Steps
2(c) and 3 require a Metropolis scheme. Here we adopt an adaptive random-walk
Metropolis sampling algorithm proposed in Haario et al. (2001). Suppose θj ∈ Rd.
By the adaptive Metropolis sampling algorithm, we sample θ∗j ∼ Nd(θ
(t)
j , Ct), where
Ct =

C0 t ≤ t0,
sd · cov(θ(0)j , . . . ,θ
(t)
j ) + sd · ε · Id t > t0.
(4.16)
To prevent a degenerate Ct, we set ε = 0.005 in practice. The scaling parameter sd




and θ∗ is accepted with probability min{1, r}.
When a parameter has bounded support, we may sample a candidate from an un-
bounded proposal distribution such as the normal distribution, and then transform
the candidate to the support of the target distribution via a one-to-one transforma-
tion. For instance, consider sampling the dispersion parameter λ > 0 in (4.6). We
may first sample log(λ∗) ∼ N(log(λ(t)), σ2) for some step size σ2. After an exponential





φ(log(λ∗)| log(λ(t)), σ2)/λ∗ , (4.18)
and λ∗ is accepted with probability min{1, r}.
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4.4 Simulation Studies
4.4.1 Random variate generation
In this section, we describe the mechanism used to generate correlated data in the
simulation studies. For i = 1, 2, . . . , n, given covariates xi and τ , first generate
(zi1, zi2) with correlation ρi according to (4.1) and (4.2). Then set uij = Φ(zij).
Finally, generate the response
yij = F−1j (uij; θj, πj) = inf {y : Fj(y; θj, πj) ≥ uij} , (4.19)
where Fj denotes the jth marginal CDF.
To simulate from a zero-inflated distribution, suppose yij = 0 with probability πj,








if uij < (1− πj)Fj(0; θj)






if uij ≥ (1− πj)Fj(0; θj) + πj
. (4.20)
4.4.2 Simulation studies and results
This section presents the results from two simulation studies. In the two simula-
tions, we are interested in (i) the estimation of parameters in terms of the coverage
probability and the mean squared error; and (ii) model comparison between a model
with the dynamic association and a model with a constant association based on the
LPML criterion. Motivated by the real data analysis in Section 4.5, conditioning
on the covariates, the bivariate responses are generated from a zero-inflated gamma
distribution and a beta distribution.
Example 4.1. In this simulation we examine the coverage probability of parame-
ters. For i = 1, 2, . . . , n, let (yi1, yi2) be the bivariate response, and xi = (1, xi)′ where
xi ∼ N(0, 1) is the covariate. We assume Yi1 follows a zero-inflated gamma(miλ, λ)
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with mean mi > 0, rate λ > 0, and zero-inflation πi ∈ (0, 1). We regress these






















= x′iτ . (4.23)
For simplicity, we set β = η = θ = τ = (1, 1)′, and λ = φ = 10. For sample sizes
n = 100, 200, 500, 1000, a total of 1000 random samples were generated using this
setup. The proposed model is fitted for each sample, and 95% equal-tail credible
intervals (CI) were obtained from the MCMC output, where the total number of
iterations was 10000, and with the first 1000 as burn-ins, and thinned by 20. We then
calculated the proportion of CIs covering the true value of each parameter averaged
over these 1000 replicates as the 95% coverage probability (95% CP). Results are
shown in Table 4.1. When the sample sizes are small, the estimated 95% CPs are
lower than the nominal level, and the MSEs tend to be large. With the increase in
the sample size, 95% CPs are about the nominal level, and there is a gradual decrease
in the MSEs.
Example 4.2. In this simulation, we compare two models based on the LPML
approach described in Section 1.2.2. One model (M1) is exactly the same as the
set-up in Example 1, where ρi depends on the covariates xi through τ = (1, 1)′. The
other model (M2) is a simpler model where ρi is not regressed onto xi, but a constant
for all i. In second case, we set τ = (1, 0)′, which is equivalent to ρi ≈ 0.462 for all
i. From each of the two models, we simulated 1000 random samples of size n = 250.
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Table 4.1. The 95% coverage probability (95% CP) and mean squared error (MSE)
of parameters in Example 1 based on 1000 random samples. For each parameter
and sample size, the number on top represents the 95% CP, and the number on the
bottom in parentheses represents the MSE.
n = 100 n = 200 n = 500 n = 1000 n = 100 n = 200 n = 500 n = 1000
β0
0.931 0.939 0.946 0.948
β1
0.934 0.942 0.955 0.952
(0.196) (0.156) (0.075) (0.041) (0.092) (0.061) (0.016) (0.001)
η0
0.937 0.938 0.949 0.952
η1
0.938 0.938 0.950 0.950
(0.198) (0.150) (0.068) (0.046) (0.012) (0.008) (0.037) (0.000)
θ0
0.935 0.941 0.948 0.947
θ1
0.939 0.941 0.954 0.951
(0.215) (0.162) (0.109) (0.054) (0.019) (0.011) (0.004) (0.000)
τ0
0.932 0.937 0.952 0.948
τ1
0.922 0.936 0.948 0.951
(0.141) (0.105) (0.067) (0.023) (0.013) (0.009) (0.005) (0.000)
λ
0.931 0.935 0.949 0.953
φ
0.934 0.940 0.953 0.949
(0.909) (0.342) (0.218) (0.110) (1.003) (0.411) (0.176) (0.063)
The two models are fitted back to each simulated sample, and an estimate of LPML is
calculated from the MCMC output in each model. If the two models are comparable
to each other, then the LPMLs produced by the fitted models are roughly the same.
Consequently, the pseudo Bayes factor should be close to 1. Otherwise, if one model
fits better, the corresponding LPML should be larger.
For the 1000 random samples generated fromM1 where there exhibits dynamic
association, LPML1 is greater than LPML2 in 987 samples. The average difference
LPML1−LPML2 is about 99.78. On the other hand, for the 1000 random samples
generated fromM2 where the association does not change with covariates, LPML2
is greater than LPML1 in 594 samples. The average difference of LPML2−LPML1
is about 0.50. Therefore, when the data do exhibit dynamic association, fittingM1
is much better than fitting M2. On the other hand, when the dynamic association
does not exist, the two models are comparable. In practice, if dynamic association
is of concern, this simulation has suggested that it is usually better to fit a dynamic
association model instead of a constant association model.
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4.5 Multi-omics Profiling of Mouse Gastrulation
Argelaguet et al. (2019) studied the multi-omics profiling of mouse gastrulation
at single-cell resolution. The data set is provided in the Bioconductor package
SingleCellMultiModal. In this study, n = 627 biological samples were taken from
different germ layers of embryonic cells between 4.5 and 7.5 days. During early stages
of development (4.5-5.5 days), samples solely came from the epiblast. At 6.5-7.5 days,
samples were taken from epiblast, endoderm, mesoderm, and ectoderm. For each
sample, the expression levels of 18345 genes were profiled at the single-cell resolution
using scRNA-seq and then normalized into non-negative reals. Of these genes, we
kept a total of 9552 genes with less than 80% zero-inflation. Further, proportion-
valued chromatin accessibility levels were profiled at the gene bodies. For each of the
9552 genes and the ith sample, the scRNA-seq and the gene-body chromatin acces-
sibility measurements were paired as Yi1 and Yi2, respectively. We denote by G1 the
set of genes associated with the pairs of (Yi1, Yi2). In Argelaguet et al. (2019), the
authors identified 15 important genes at different germ layers whose methylation at
the promoter regions as well as gene bodies may affect how scRNA-seq interacts with
chromatin accessibility. We call the set of these 15 genes G2.
For each pair of genes belong to G1 and G2 respectively, we fit the proposed copula
model with covariates xi = (1, xi1, xi2 , xi3, . . . , xi6)′, where xi1 is the methylation at
the promoter region, xi2 is the methylation over the gene body, and xi3 to xi6 dummy
variables indicating that the ith sample comes from epiblast (6.5-7.5 days), endoderm,
mesoderm, or ectoderm, respectively. The reference level is epiblast (4.5-5.5 days).
Note that the total number of models is 9552×15 = 143280. When fitting each model,
we assume that Yi1 follows a zero-inflated gamma distribution with marginal mean
regression performed via (6), and that Yi2 follows a beta distribution with marginal
mean regression performed via (7). The latent correlation ρi is regressed onto xi
according to (9). In the regression on ρi, τ1 represents the dynamic association
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between scRNA-seq and chromatin accessibility for genes in G1 due to the DNA
methylation at the promoter region of the genes in G2 in epiblast (4.5-5.5 days),
and τ2 represents the dynamic association due to the DNA methylation at the gene
body in epiblast (4.5-5.5 days). Parameters τ3 to τ6 represent the change in ρi from
epiblast (4.5-5.5 days) to epiblast (6.5-7.5 days), endoderm, mesoderm, and ectoderm,
respectively, for fixed DNA methylation levels.
For each gene in G2, we ranked the 9552 genes in G1 by the magnitude of τ̂1 and τ̂2,
with associated 95% credible interval estimates excluding 0. In general, we found that
the gene body methylation exhibits more variation than the promoter methylation,
and hence the rankings of genes based on τ̂2 are more interesting than the rankings
based on τ̂1. For the twelve genes with the largest magnitude of τ̂2, point and interval
estimates of τ are shown in Table 4.2 for the gene Elf3, which appears frequently in
literature for mouse gastrulation (see, for instance Boroviak et al., 2015; Cui et al.,
2018).
We now illustrate the results by considering the association between scRNA-seq
and chromatin accessibility for the gene Ice2, which is the first gene in Table 4.2.
Fixing the promoter methylation of Elf3 at its median level of x1 = 0.48, Figure 4.2
presents an illustration of the estimated ρ as a function of the gene body methyla-
tion of Elf3 at different germ layers based on the estimated τ from the first row of
Table 4.2. At the same level of gene body methylation, ρ̂ is lower at the baseline
(epiblast, 4.5-5.5 days) than at other germ layers. For instance, when the methyla-
tion level is 0.3, ρ̂ at the baseline is about 0.3, but it is above 0.5 in all other germ
layers. On the other hand, at all germ layers, ρ̂ decreases as the methylation level of
Elf3 increases.
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Table 4.2. For the dynamic association between scRNA-seq and chromatin accessibility due to the DNA methylation in the
gene body of Elf3 in epiblast (4.5-5.5 days), top 12 genes with the largest τ̂2 in absolute value (in bold), with the 95% credible
intervals excluding 0.
Gene τ̂0 τ̂1 τ̂2 τ̂3 τ̂4 τ̂5 τ̂6
1 Ice2 1.41 0.58 -3.85 1.56 1.03 1.43 1.04
(0.39, 2.24) (-0.83, 2.27) (-5.57, -1.35) (0.56, 2.25) (0.30, 1.79) (0.57, 2.02) (-0.02, 1.87)
2 Hras -0.82 -2.09 3.18 -1.38 -0.99 -0.39 -1.51
(-1.55, 0.04) (-4.14, -0.23) (1.01, 5.08) (-2.39, 0.18) (-1.89, 0.12) (-1.16, 0.77) (-2.84, 0.00)
3 Pcna 0.69 1.60 -3.15 0.92 0.83 0.79 0.80
(-0.09, 1.46) (0.05, 3.39) (-5.46, -1.30) (0.16, 2.02) (0.04, 1.75) (-0.04, 1.79) (-0.14, 2.25)
4 Ltn1 1.31 1.01 -3.13 0.31 0.02 0.05 -0.16
(0.57, 1.98) (-0.50, 2.44) (-4.22, -1.61) (-0.23, 0.82) (-0.52, 0.62) (-0.45, 0.67) (-0.92, 0.75)
5 Ppp2ca 1.25 0.91 -3.04 0.86 0.69 0.43 1.01
(-0.25, 2.78) (-2.86, 2.62) (-4.82, -0.76) (-0.12, 1.53) (-0.41, 1.40) (-0.28, 1.07) (-0.84, 2.62)
6 Rprd2 -0.40 -1.03 2.97 -0.86 -1.35 -1.14 -1.42
(-1.33, 0.56) (-2.89, 0.83) (1.41, 4.21) (-1.52, -0.07) (-2.21, -0.47) (-1.71, -0.48) (-2.75, 0.01)
7 Tpd52 1.26 -0.21 -2.83 1.13 0.37 1.30 1.23
(0.17, 2.14) (-1.75, 1.50) (-4.60, -0.17) (-0.02, 1.98) (-0.56, 1.11) (0.21, 2.12) (-0.20, 2.46)
8 Telo2 0.19 1.23 -2.73 1.15 1.18 1.02 1.51
(-0.60, 1.16) (-0.06, 2.79) (-4.38, -1.28) (0.31, 1.85) (0.43, 1.86) (0.28, 1.72) (0.64, 2.54)
9 Setd7 0.94 1.13 -2.67 0.43 0.53 0.69 0.13
(0.20, 1.53) (-0.28, 2.75) (-3.85, -1.10) (-0.07, 0.87) (-0.19, 1.01) (0.04, 1.15) (-0.62, 0.89)
10 Lin28b -1.35 -1.52 2.62 -0.05 -0.26 0.09 0.35
(-2.01, -0.66) (-2.94, -0.17) (1.43, 4.21) (-0.58, 0.55) (-0.91, 0.40) (-0.50, 0.69) (-0.32, 1.01)
11 Mettl5 -0.65 -1.68 2.61 -0.49 -0.31 -0.30 -0.42
(-1.58, 0.13) (-3.41, 0.03) (0.82, 4.12) (-1.37, 0.47) (-1.34, 0.82) (-0.97, 0.57) (-1.60, 0.55)
12 Ncor1 1.41 1.82 -2.59 0.07 0.01 -0.36 -0.50
(-0.24, 2.40) (-0.38, 5.13) (-5.06, -0.22) (-0.90, 0.98) (-0.87, 0.81) (-1.02, 0.44) (-1.43, 0.56)
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Figure 4.2. Estimated ρ between scRNA-seq and chromatin accessibility in the
gene Ice2 as a function of the gene body methylation of Elf3, with the promoter
methylation fixed at its median level. Results are based on the point estimates of τ
in the first row of Table 4.2.
To further demonstrate this dynamic relationship, Figure 4.3 provides the contour
plots of the posterior predictive density of (Y1, Y2) at the 10th, 50th, and 90th sample
percentile of the gene body methylation of Elf3 in each germ layer, which corresponds
to 0.42, 0.75, and 0.875, respectively. The promoter methylation of Elf3 is fixed at its
median level of 0.48. The points superimposed on each plot represent the observed
data in each germ layer for the gene body methylation falling within a 20% equal-tail
neighborhood of the corresponding sample percentiles. Posterior predictive density
is computed by taking a Monte Carlo average of Equation (4.12) over the posterior
draws from the MCMC sampling scheme. When the methylation level is small, the
association between scRNA-seq and chromatin accessibility of Ice2 is generally posi-
tive. As the methylation level increases, the association gradually decreases towards
being negatively associated. For instance, at the baseline (epiblast, 4.5-5.5 days),














































































































































































































































































































































































Figure 4.3. Contour of posterior predictive density of scRNA-seq against chromatin
accessibility of Ice2 for the gene body methylation of Elf3 at its 10th, 50th, and 90th
sample percentile, corresponding to the three rows respectively, with the promoter
methylation of Elf3 fixed at its median level. Points on each plot represent the
observed data in each germ layer within a 20% equal-tail neighborhood of the sample
percentiles of the gene body methylation of Elf3.
when the methylation of Elf3 is low. As the methylation level of Elf3 increases, the
association pattern becomes negative, and the strength of the negative association
increases with the methylation level.
4.6 Discussion
We have presented in this chapter a general framework for analyzing the dynamic
association between two random variables given a set of covariates by fitting a bivari-
ate Gaussian copula regression model. The dynamic covariate-dependent association
is introduced through regressing the copula parameter ρ onto covariates. In addi-
tion, the marginal means can be simultaneously regressed onto covariates as well.
An MCMC sampling algorithm is presented as a guide to fitting the model. The
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usefulness of the proposed framework is demonstrated through a series of simulation
studies and an analysis of a set of single-cell multi-omics data of mouse embryonic
cells during gastrulation.
We have left out the issue of misspecification of the marginal distribution, as we
do not think it fits the theme of this paper. However, since parametric univariate
distributions have to be chosen as the marginal distributions in the copula model, it
may be misspecified. For instance, a Poisson distribution is used instead of a more
flexible negative binomial when there is evidence of over-dispersion. A somewhat
cumbersome remedy for this issue is to fit the copula model with both Poisson and
negative binomial as the marginal distribution and then select the better model using
LPML.
An interesting extension to the current framework is to regression ρ onto covariates
x nonparametrically using, say, splines. In this article, the function ρ(x), after the
Fisher transformation, is linear. Fitting a nonparametric regression will adapt to
more versatile situations where Y1 and Y2 have very complex association structures,
often the case in single-cell multi-omics data.
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Proof of Theorem 2.1
Without loss of generality, we only consider the bivariate case here, but the result can
be generalized to more complex situations. For a bivariate random vector (X1, X2) ∈
R× R, we test the pair of hypotheses:
H0 : X1 and X2 are independent vs. H1 : X1 and X2 are dependent.









where, for j = 1, 2, fj is the univariate density function with respect to a random
probability measure for each Xj, and f12 the bivariate density function with respect
to a random probability measure for (X1, X2), all associated with Polya tree priors.
We show that the Bayes factor is consistent in the sense that
I. limn→∞BF10 a.s.−→ 0 under H0;
II. limn→∞BF10 a.s.−→∞ under H1.
Before proving the consistency of the Bayes factor, we introduce several definitions
and results which we need in the proof. Let F denote the space of all density functions,
and X the support of a random variable X. The Kullback-Leibler (KL) divergence




g(x)π(dx), f, g ∈ F ,
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where π is a σ-finite measure on X . For ε > 0, the KL neighborhood of a density
f ∈ F is defined as
Aε(f) = {g ∈ F : DKL(f ||g) < ε} .
Suppose µ is a prior on F . The density f is said to be in the KL support of µ if, for
all ε > 0,
µ (Aε(f)) > 0.
Theorem (Walker et al., 2004) Let X1, X2, . . . , Xn iid∼ F with density function f .
Suppose the prior µ on F has the following properties:
(i) There exists δ ≥ 0 such that µ {g ∈ F : DKL(f ||g) < c} > 0 only for, and for
all, c > δ. This is referred to in literature as the KL (δ) property.
(ii) Let A(ε) = {g ∈ F : DKL(f ||g) > ε}. Define gnA(ε) as the predictive density of
the posterior restricted to A(ε). Then for all ε > 0, lim infn→∞DKL(f ||gnA(ε)) ≥
ε.







−2V ar (log(In/In−1)) <∞.
Then,
n−1 log(In) a.s.−→ −δ. (A.2)
Lemma (Dass and Lee, 2004) Suppose the sequence of random variables X1, . . . , Xn
are iid with distribution F , and the corresponding density function f is in the KL










Now we are well-equipped for the proof of consistency.
Proof. To begin the proof, we define the following:
- F ∗12 is the true joint distribution, and f ∗12 its density function;
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- For j = 1, 2, F ∗j is the marginal distribution of Xj, and f ∗j its density function;
- F ∗1|2 is the conditional distribution of X1 given X2, and f ∗1|2 its density function.
Further assume that µ12, µ1 and µ2 all satisfy properties (i)-(iii). Dividing the de-




i=1 [f12(Xi1, Xi2)/f ∗12(Xi1, Xi2)]µ12(df12)∫ ∏n
i=1 [f1(Xi1)/f ∗1 (Xi1)]µ1(df1)×
∫ ∏n















= 1. As a conse-
quence, the Bayes factor in (A.4) reduces to
BF10 =
∫ ∏n
i=1 [f12(Xi1, Xi2)/f ∗12(Xi1, Xi2)]µ12(df12)∫ ∏n
i=1 [f1(Xi1)/f ∗1 (Xi1)]µ1(df1)×
∫ ∏n
i=1 [f2(Xi2)/f ∗2 (Xi2)]µ2(df2)
.
(A.5)
























by (A.3). And so the denominator converges to infinity.































We denote this constant δ associated with f12 hereafter as δ12. Consequently,
if we take ε to be arbitrarily small such that 0 < ε < δ12/2, the numerator
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converges to 0 almost surely. Coupling this result with (A.6), BF10 a.s.−→ 0
under H0.
II. Now consider the situation under H1. The Bayes factor is of the form in (A.4).
First examine the second fraction which is no longer 1 under the alternative.





















Since n−1∑ni=1 log(f∗1|2(Xi1|Xi2)f∗1 (Xi1)
)
a.s.→ DKL(f ∗1|2||f ∗1 ) > 0 by the strong law of large














































































Combining this with (A.8) and (A.9), we have shown BF10 a.s.→ +∞ under H1.
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