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CHAPTER 1. GENERAL INTRODUCTION 
1.1 Introduction 
An experimental situation in which a trend may be present across experimental units 
over time or space for one-way designs or for block designs is considered in this study. For 
experiments using a one-way design in which v treatments are applied to n experimental 
units, a possible temporal or spatial trend is assumed across the sequence of units. For 
experiments using block designs in which bk units are grouped into 6 blocks of size k 
each, it is assumed that a common temporal or spatial trend can exist over units within 
each block. 
In planning a design, many factors need to be considered, such as the number of 
experimental units in a one-way design or the number of blocks and the number of 
units for each block in a block design. In general, the number of treatments, v, and 
the replications of the treatments, r,-, i = 1,2,... , u, have to be decided (thus the total 
number of experimental units, n = r,-, is decided, too) for a one-way design, and a 
treatment-block incidence matrix N has to be decided for a block design. In the case that 
no trend is present, the treatments are randomly assigned to units in a one-way design, 
which, is known as a completely randomized design, or the treatments axe randomly 
assigned to plots within blocks in a block design, which is known as a randomized block 
design. By a "design" in this study, we will mean that the allocation of treatments to 
units is determined. If a trend is present, a design that reduces the influence of the 
trend on the estimation of treatment comparisons can be preferable to a design, based 
on randomly assigning treatments to units within each block, because, according to 
Cox (1951), the former method would make computation easier and. more important, it 
would make the estimation more precise. A question thus is naturally raised: how can we 
construct or find designs that can reduce the influence of the trend on the estimation of 
treatment comparisons under the considered experimental situation? Before discussing 
this further, we present an example from which the motivation for studying of this topic 
will become clear. 
Federer and Schlottfeldt (1954) described an experiment using a randomized com­
plete block design in which the effects of seven different dosages of cathode rays (7 
treatments) on the growth of tobacco plants were compared; they pointed out that the 
environmental gradient changed over plots within each block. The design and data are 
shown in Table 1.1. 
Tobacco seeds selected from a single strain of tobacco, genetically highly homo­
geneous, were exposed to one of 7 different cathode rays before being planted. The 
experimental units were 56 plots, and the experiment used a randomized complete block 
design with S blocks of 7 plots each. Each plot contained two rows of 10 plants, with 3 
Table 1.1: Plant height (cm), first measurement (totals for 20 plants) 
Flot (Jovanace block number Kow 
number X 1 2 3 4 5 6 8 Cotals 
1 -3 9 
F 
1299.2 
B 
1369.2 
A 
1169.5 
F 
1219.1 
F 
1120.0 
G 
1031.5 
B 
1076.4 
D 
1099.6 9384.5 
2 -2 4 
G 
875.9 
E 
844.2 
E 
975.8 
A 
971.7 
G 
827.0 
B 
846.5 
A 
917.9 
E 
947.4 7206.4 
3 -1 1 
D 
960.7 
F 
968.7 
C 
873.4 
G 
607.6 
D 
671.9 
D 
667.8 
E 
627.6 
B 
787.1 6164.8 
4 0 0 
C 
1004.0 
G 
975.5 
G 
797.8 
D 
1000.0 
C 
972.2 
C 
853.6 
F 
776.4 
A 
898.3 7277.8 
5 1 1 
A 
1173.2 
C 
1322.4 
B 
1069.7 
B 
1343.3 
A 
1083.7 
A 
1087.1 
C 
960.4 
C 
1174.9 9214.7 
6 2 4 
B 
1031.9 
A 
1172.6 
F 
1093.3 
E 
999.4 
B 
1146.9 
E 
990.2 
G 
852.4 
F 
1003.3 8290.0 
7 3 9 
E 
1421.1 
D 
1418.9 
D 
1169.6 
C 
1181.3 
E 
993.8 
F 
1021.9 
D 
1006.2 
G 
947.6 9160.4 
Column Cotals 7766.0 8071.5 7149.1 7322.4 6815.5 6498.6 6217.3 6858.2 56698.6 
3 
feet between rows and 1.5 feet between plants. The plots were blocked according to soil 
fertility; the fertility decreased from block 1 to block S. Plots within each block were 
supposed to be homogeneous but it was found, shortly after the plants were transplanted 
to the field, that a curvilinear environmental gradient was present. Five measurements 
were made on each plant on different dates. Table 1.1 shows plant heights for the first 
measurement. A graph of average plant height versus plot position for each block is 
shown in Figure 1.1. 
§ -
t 
t 
6 O T 1 
Figure 1.1: Tobacco plant growth data 
There is a strong suggestion of a curvilinear relationship between plant height and 
plot position. Results of a two-way analysis of variance for the data, ignoring the pos­
sible relationship between plant height and plot position, are shown in Table 1.2. The 
treatment effects are not significantly different at the 0.05 level. The p-value for a test 
for possible differences between block effects, 0.1056, shows that results of the two-way 
analysis of variance model do not support the experimenters belief that the soil fertility 
decreased from block 1 to block 8. 
The normcil probability plot of residuals is shown in Figure L2(a) and the plot of 
residuals versus plot position in Figure 1.2(b). Figvure 1.2(b) shows that a common trend 
is present over the plots within each block. 
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Table 1.2: Analysis of variance for tobacco plant growth data 
Source ol 
Variation 
Degrees ot 
Freedom 
yum of 
Squares 
Mean 
Square F p-value 
Blocks 7 388314.9 55^473.6 1.84 0.1056 
Treatments 6 273875.5 45645.9 1.51 0.1985 
Error 42 1269586.3 30228.2 
(a) Normal probability plot 
-300 -200 -100 0 100 
residuals 
200 300 
(b) Residuals vs. plot positions 
S 
CM 
I o 
S 
plot positions 
Figure 1.2: Residual plots from the two-way model 
Now, taking into account the plot position (environmental gradient) effect on plant 
height, a model that can be used to fit the data is 
7 
V j i  = M + ^ 1=^' + ^22;? + t j i ,  i = 1,2,... , 8, / = 1,2,... , 7, (1.1) 
i=i 
where yji is the observation from the /th plot of block j] fi is an overall mean; r,- is the 
effect of the zth treatment; 5ji is the treatment-plot indicator variable with = 1 if the 
ith treatment is assigned to the /th plot of block j, Sji = 0 otherwise; Oi is the regression 
coefficient associated with xi; xi = I — A is the value of the first degree polynomial 
5 
function on /, listed in the second column of Table 1.1; 62 is the regression coefficient 
associated with the quadratic term if; and tji's are i.i.d. Normal (0, a'). 
In the model (1.1), the second degree polynomial in the plot positions is used to 
approximate the curvilinear relationship between plant height and plot position. The 
analysis for this model is shown in Table 1.3. 
The normal probability plot of the residuals from the model (1.1) and the plot of 
residuals versus plot position for each block are shown in Figures 1.3(a) and 1.3(b). 
respectively. 
Table 1.3: Analysis for tobacco plant growth data with a quadratic trend 
Source of 
Variation 
Degrees of 
Freedom 
Sum of 
Squares 
Mean 
Square F p-value 
Blocks 7 388314.9 55473.6 3.48 0.0052 
Covariates (adj. 2 546628.4 273314.2 17.20 0.0000 
for Blocks) 
Treatments (adj. for 6 360047.8 60008.0 3.77 0.0046 
Blocks, Covariates) 
Error 40 636785.6 15919.6 
Total 00 1931776.6 
A model similar to (1.1) but without the term O^x] was also fitted to the data. .As 
expected based on Figures 1.1 and 1.2, this model did not provide a good fit. 
From the analysis in Table 1.3 and the residual plots in Figure 1.3 we see that using 
model (1.1) to analyze the data is more appropriate than using the two-way analysis 
of variance. The p-value for block effect is 0.0052. The experimenters belief that soil 
fertility decreased from block 1 to block S seems to find support based on model (1.1). 
The p-value for treatment effect now is 0.0046. 
Another method to analyze the data is to represent the trend by a different function, 
also taking values on plot positions I = 1,2,... , A:. Since "the gradient across the 
treatment plots within replicates is curvilinear with the bottom part of the curve lying in 
the center of the replicates" (Federer and Schlottfeldt (1954)) and based on examination 
of the residual plot in Figure 1.2(b), a possible model is 
6 
(a) Normal probability plot 
-200 -100 0 100 
residuals 
(b) Residuals vs. plot positions 
200 300 
plot positions 
Figure 1.3: Residual plots from the model (1.1) 
V j i  = M ^H^p,/ _ .1 t-xp + ^ J h J  =  1 , 2 , . . .  , 8 ,  / =  1 , 2 , . . . . 7 .  ( 1 . 2 )  
(=1 p=i 
where and 02 are now the regression coefficients associated with the terms l/(/ — 3.5) 
and l/(/ — 3.5)^. Results of the covariance analysis of model (1.2) are shown in Table 
1.4. The residual plots axe in Figure 1.4. The conclusions about the treatment effects 
and block effects axe the same as those obtained from the analysis of model (1.1). The 
coefficients of determination for model (1.1) and (1.2) are = 0.67 and = 0.76, 
respectively. So, for these data, the reciprocal of (I — 3.5) and its square are more 
appropriate covariates than I — 4 and its square to explain the systematic variation 
among the plots within each block. 
It is always possible to represent a trend by using other fimctions, for example, 
trigonometric functions. But the decision of which function to be used is often difficult. 
Therefore, a trend is generally represented by an orthogonal polynomial in the literature. 
Table 1.4: Covariance analysis for tobacco plant growth data from model (1.2) 
Source ot 
Variation 
Degrees of 
Freedom 
Sum of 
Squares 
Mean 
Square F p-value 
Blocks 
Covariates (adj. 
1 
2 
38S314.9 
840632.9 
55473.^ 
420316.4 
4.78 
36.20 
0.0006 
0.0000 
for Blocics) 
Treatments (adj. for 6 238314.3 39719.1 3.42 0.0081 
Blocics, Covariates) 
Error 40 464514.0 11612.9 
Total 00 1931776.6 
-200 
(a) Normal probability plot 
-100 0 
residuals 
100 
(b) Residuals vs. plot positions 
200 
(/) 
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5 OC kti 
plot positions 
Figure 1.4: Residual plots from the model (1.2) 
as well as in this study. For analyzing the tobacco growth data, an alternative is to 
change the model. For example a spatially correlated errors model can be used to 
analyze this data also; instead of the i.i.d. normally distributed assumption in model 
(1.1), we can consider a correlated errors structure on eji for each block j. However, this 
is not a goal at this stage. 
Considering that an orthogonal polynomial will be used to approximate a trend, 
an interesting question arises with regards to the tobacco growth experiment. If the 
8 
experimenters had suspected, prior to the experiment, that the environmental gradient 
of plots within each block presents a common curvilinear trend across the plots, in 
addition to the systematic fertility change from block 1 to block S, then what would 
or should they have done in designing the experiment to increase the precision of the 
estimation of treatment comparisons? 
The experimental design presented in Table I.l, with capital letters denoting the 
treatments, will be called design c/j. For a varietal design d, let .4^ be the overall 
average of the variance of all possible treatment comparisons, r,- — r^, i ^ j. Computing 
Ad,, we have .4^, = 0.258(7^, Because the objective of the experiment is to compare the 
effects of the seven treatments on plant growth, a natural way to compare the relative 
efficiency of design di to that of another design, d2, is to examine the reciprocal of .4^, 
and of Adi. 
Under the experimental conditions of the tobacco plant growth experiment, if the 
design <^2 in Table 1.5 had been used, then Ad,^ can be reduced to 0.25cr^. Therefore, 
the relative efficiency of di to d2 is AdjIAdi, or 0.97. The design di does not lose much 
efficiency in this example. However, for the worst case, the treatment differences r, — TJ, 
i ^ J, are not even estimable if the treatment order is the same for all blocks. Even if 
all these treatment differences are estimable, the relative efficiency of a design can be as 
small as 0.79. This occurs if for the design with treatments A, B, C, D, E, F, G assigned 
to plots 1, 2, 3, 4, 5, 6, 7, respectively, for the first 7 blocks and treatments B, A, C, D, 
E, F, G assigned to plots 1, 2, 3, 4, 5, 6, 7, respectively, for the last block. Note that for 
each treatment i in Table 1.5, the following equations are satisfied: 
Moreover, the design d2 in Table 1.5 has the same treatment-block incidence as that of 
di. In both cases each treatment is assigned to precisely one plot in each of the blocks. 
In case a trend across units is suspected at the beginning of an experiment, it is 
8 8 
(1.3) 
9 
Table 1.5: A complete block design with b=S, v=k=7 
Plot Covariate Block number 
number X A'2 1 2 3 4 5 6 7 8 
1 -3 9 C G B D F B A C  
2 -2 4 E F E E A A E F  
3 -1 1 G D D G D G D G  
4 0 0 F B C A C C B B  
5 1 1 D A G C B F F A  
6 2 4 B E A F E E C E  
7 3 9 A C F B G D G D  
desirable to use an experimental design that ensures the trend will have little or no 
influence on the estimation of treatment contrasts, as previously stated. One goal of 
this study is to find such experimental designs in the presence of a polynomial trend of 
specified degree. We will focus only on the varietal trials, i.e., trials in which treatments 
are without factorial structure. 
A practical question is how an experimenter can be aware that a trend is present 
prior to performing the experiment. The information can be obtained by previous study 
or by empirical mecins, or from other sources. For example, in the tobacco plant growth 
experiment, information on variations in soil fertility had been obtained prior to the 
experiment by the experimenters, who therefore used soil fertility as the blocking vari­
able. And, after the data analysis, the experimenters obtained that a trend is also 
present across plots within each block for the experimental plots, and the trend can be 
approximated by a quadratic polynomial. 
A design for which the plots assignments need to satisfy certain requirements for each 
treatment is called a systematic design. For example, the design in Table 1.5 satisfies 
the restrictions of (1.3). Before we can obtain a desired systematic design, we need to 
10 
specify the requirements we would like to be satisfied in the allocation of treatments 
to plots. Following is an introduction to p-trend-free one-way designs and p-trend-free 
block designs; the requirements for allocating treatments to plots of p-trend-free designs 
will then be given. 
For a given p, p < n - 1, by - ,Op we denote polynomials with (i) OH is 
of degree h  with leading coefficient 1, h  =  0,1,... ,p. (n) Oh{ l )Oh' i l )  = 0, for 
all h ^ h', (Hi) ^ - 0,1,... ,p. Thus, these are unique orthogonal 
polynomials on 1,2,... fc. 
Let yi be the observation from plot /, / = 1,2,... ,n, of a one-way design, and Sj the 
treatment-plot indicator variables with Sj = 1 if treatment i is assigned to plot /, Sj = 0 
otherwise. Then the model is assumed to be 
!/i = M + / = 1.2 n. (1.4) 
i=l h=l 
where y. is the overall mean, r,-'s are the treatment effects, 6hS are the regression param­
eters associated with the (p/i(/)'s, and the e,'s are uncorrelated random error terms with 
zero mean and unknown consteint variance cr^. 
Let R {T\FJ, , 6 )  ajid R {T\fi) be the treatment sums of squares adjusted for FI and all 
BhS and for fz only, respectively, A p-trend-free one-way design d is defined eis a design 
for which R{T\fi,d) = /2(r(/z). It can be shown that a design d is p-trend-free if and only 
if the least squares estimator f,- — TJ of r,- — TJ for model (1.4) is identical to that for the 
model that ignores the trend effects, for i ^ j. Or, equivalently, d is p-trend-free if and 
only if 
Q ,  =  E E ( L W ) )  = 0 .  ( U )  
1=1 A=i \/=i / 
In particular, a 1-trend-free design is called a linear trend-free (LTF) design. 
Note that the contribution of 4>h to the response of plot / is 0/i<^/i(/). The overall 
effect to the response of plots to which treatment i is assigned is thus Oh Si(l)h{l), 
which is 0 for a p-trend-free design by (1.5), for all i = 1,2,... , u and h = 1,2,... , p. 
11 
Analogous to the formulation of a p-trend-free one-way design, we can define a p-
trend-free block design. Let Jj, be the treatment-plot indicator variables with Sji = I if 
treatment i is assigned to the Ith. plot of block j and S'ji = 0 otherwise. Let yji be the 
observation from plot I of block j for a block design. The model is assumed to be 
yji = H + Cji, i=1.2 b. 1 = 1.2 /c, (1.6) 
i=l h.= l 
where /3j's are the block effects, and all other symbols are as in model (1.4). 
Let R(r\iJ,, and R{T\fj.,/3) be the treatment sums of squares adjusted for param­
eter /U, /?/s, and all 0's and for fj, and 0^3 only, respectively. A block design d is said to 
be p-trend-free if R{t\IJ.,I3,6) = /?(rl^,/3); see Bradley and Yeh (1980). Or. equivalently, 
d is p-trend-free if 
= =0. (1.7) 
>•=1 k=i \j=l 1=1 j 
Note that it is now dh{T,'j=i ^ji^h(l-)) that represents the entire contribution of 
0h to the response of plots to which treatment i is assigned. 
For given values of v and r,'s or for aji incidence matrix N, if a p-trend-free design 
does not exist, then a one-way design d with these r.'s or a block design db with this 
incidence N will be called a nearly p-trend-free design if d or db minimizes the Qp in 
(1.5) or Qb,p in (1.7), respectively. 
Some systematic methods to construct (nearly) p-trend-free designs and an algorithm 
to find (nearly) linear trend-free designs have been proposed in the literature. One goal 
in this study is to develop efficient algorithms to find (nearly) p-trend-free designs. 
The following two sections, Section 1.2 and Section 1.3, briefly review the literature 
on one-way designs and block designs in the presence of a trend, respectively. The last 
section. Section 1.4, describes the dissertation organization. 
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1.2 Literature Review of Vsirietal One-Way Designs in the Pres­
ence of a Ttend 
For a one-way classification with v treatments to be applied to n units over equal time 
intervals or over equally spaced plots, the v treatments will be denoted by i = 1.2 c, 
and the n units will be labeled I = 1.2.... .n. Let r; be the number of replications for 
treatment i. As considered in Section 1.1, it is assumed that a temporal or spatial trend 
is present across the sequence of units, and the trend could be approximated by an 
orthogonal polynomial function that takes values on 1,2,... ,n, of degree p. where p is 
a positive integer and p < (n — 1). 
Cox (1951, 1952, 1958) first considered using systematic one-way designs in the pres­
ence of a trend across the units. Cox used a wool textile example without presenting the 
data and discussed some experimental situations in which a trend across experimental 
units may occur. Because in varietal trials the purpose of experimentation is to investi­
gate the difference between treatment effects, Cox attempted to measure the efficiency 
of designs in the presence of a trend by attempting to minimize the overall average of 
the variance of aJl pairwise treatment comparisons, an approach also considered in some 
of the later research and in this study. 
A one-way design d' is called A-optimal (for r) under the model (1.4), if for any 
other one-way design d 
U—I V I V 
v a r { T d - i  - f d - j )  < Y  E v a r { f d i ~ f d j ) ,  
1=1 j=i+l 1=1 i=i+l 
where var{Tdi — Tjj) is the variance of Tdi — Tdj, and fdi — fdj is the least squares estimator 
of Ti — Tj when using design d. 
Phillips (1968) presented construction methods for linear trend-free designs when 
r(n -h 1) = 0 (mod 2), where r is the common replication of the treatments, and for 
2-trend-free designs when n = 2u^, by citing a literature that is relatively inaccessi­
13 
ble. Jacroux and Saha Ray (1990) used a "fold over" technique described by Coster 
and Cheng (1988) to construct linear trend-free and higher order p-trend-free designs. 
Jacroux and Saha Ray (1992) showed methods to construct unequally replicated linear 
trend-free designs that are A-optimal or optimal by another criterion, and equally repli­
cated higher order p-trend-free designs that are .A.-optimal among the class of all designs 
that have the same n and v. A disadvantage of the designs constructed by Jacroux and 
Saha Ray (1990, 1992) is that the number of units tends to be large. In fact, the form 
of n must be n = uu"', where u and w are positive integers. Mukerjee and Sengupta 
(1994) presented an A-optimal design for each of all possible combinations of n and c 
in the presence of a linear trend. 
In experiments that compare c controls (standard treatments), denoted by i = 1,2, 
... , c, to i test treatments, denoted by i = c + 1, c -t- 2,... ,c + t {= v), where c > 0, the 
estimation of treatment differences Tj — rj, for i = 1,2,... .c, j = c -f 1. c + 2 L\ is 
of primary concern. A p-trend-free design d in this case is defined as one for which the 
lezist squares estimates f,- — TJ of TI — TJ are the same £is those obtained from (1.4) when 
= $2 = ... = Op = 0. A design d' is called A{c,t)-optimal (for r) under model (1.4) 
if for any other design d 
C V C V 
Y, - Td'i) < S 51 vaT^Tdi - Tij). 
1=1 j~c+l «=1 j—c+l 
Jacroux (1993) considered designs for comparing c controls with t test treatments 
in the presence of a trend and gave methods of constructing p-trend-free designs. The 
constructed designs are also A(c,t)-optimal or optimal by another criterion among the 
class of designs that have the same number of n, c, and t. One disadvantage of these 
designs is, again, that n must he n = uv'". Githinji and Jacroux (1998) gave methods 
to determine and construct A(c,t)-optimal one-way designs in the presence of a linear 
trend for c < < and r,- > 2 (thus n > 2u). 
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1.3 Literature Review of Varietal Block Designs in the Presence 
of a Trend 
For a proper block design in whicli v treatments axe to be applied to experimental 
units that are arranged in b blocks each with k plots, let the v treatments be i = 
1,2 t". the 6 blocks be j = 1,2,... ,6, the k plots be / = 1.2 k. and r,- be 
the replication of treatment i. An equireplicated design has r, equal to r. say. for 
t = 1,2 , 0. As considered in Section 1.1, we now assume that a common temporal or 
spatial trend is present over the plots of each block, and the trend could be approximated 
by a polynomial, taking its values on 1,2,... . fc, of degree p. where p is a positive integer 
and p < {k — 1). 
An A-optimal block design (for r) under the model (1.6) is defined analogously to 
that for a one-way design in Section 1.2. 
We will say that a block design d can be converted to a p-trend-free design dt/ if c/ 
and DTF have the same incidence matrix N and DT/ is p-trend-free. 
Bradley and Yeh (1980) derived a necessary and sufficient condition for a block 
design to be linear trend-free, and established the optimality for linear trend-free block 
designs. Yeh and Bradley (1983) addressed the existence and construction of linear 
trend-free binary and connected block designs. They gave, as a necessary condition for 
an equireplicated binary block design to be convertible to a lineax trend-free design, that 
r{k -i-1) = 0 (mod 2). Yeh and Bradley then made the following conjecture. 
Yeh-Bradley Conjecture: A binairy, connected and equireplicated block design can 
be converted to a lineax trend-free design if and only if r(.t -I- 1) =0 (mod 2). 
Stufken (1988) showed that the sufficiency of the condition in the conjecture does 
not hold by giving a class of counterexamples for the case that k is odd. 
As for designs that are not binary or not equally replicated, it can be shown (cf. 
Theorem 6.1 of Chapter 2) that a necessary condition for a block design to be convertible 
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to a linear trend-free design is that 
r;(fc + 1) = 0 (mod 2), for z = 1,2 v. (l.S) 
Chai and Majumdar (1993) show the necessary condition (l.S) is also sufficient for 
several classes of designs, including the cases in which k and all r,'s are even, balanced 
incomplete block (BIB) designs, and balanced block (BB) designs. Majumdar (1997) 
established the sufficiency of the condition (1.8) for a class of designs called balanced 
treatment incomplete block designs. Another goal of this study is along this direction, 
that is, to investigate a more general class of designs for which the sufficiency of the 
condition (1.8) will be hold. The results, using graph theory as a major tool, will be 
presented in Chapter 4. 
Yeh, Bradley and Notz (1985) introduced two types of nearly p-trend-free block 
designs and presented results concerning the optimality and the efficiency of nearly p-
trend-free designs. Whittinghill (1989) extended a result of Yeh. Bradley and Notz 
(1985) by enlarging the class of designs and by considering a more general optimality 
criterion. 
Bhaumik (1993) presented a method to construct an A-optimal BIB design in the 
presence of a linear trend for the case that k is even and r is odd, i.e., r{k -j-1) = 1 (mod 
2). Chai (1995) constructed nearly lineaj: trend-free designs for BIB designs and BB 
designs when r{k -f 1) = 1 (mod 2) and proved that a nearly linear trend-free design is 
A-optimal, and is also optimal by some other criteria, among the class of all connected 
block designs with the same parameters 6, v and k. 
Chai and Stufken (1998) provided methods ajid tools to investigate the existence of 
higher order p-trend-free equireplicated binary designs for A: < 8 and 2 <p < k — I. For 
BIB designs for u < 20, 6 < 100 that satisfy the necessary conditions derived by them, 
they also can find a p-trend-free design. 
Bradley and Odeh (1988) developed an algorithm, coded in Fortran, to randomly 
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search for (nearly) linear trend-free binary block designs. 
The trend within each block is cissumed to be the same in the literature reviewed so 
far. Jacroux, Majumdar and Shah (1995, 1997) investigated the case for which trends 
within blocks could be different and developed methods to determine and construct 
designs that are universally optimal, thus also .A-optimal, in several classes of block 
designs. Jacroux (1998) gave methods to determine and construct designs that are 
optimal by a special criterion for the block size A: = 3. 
1.4 Dissertation Organization 
Although we focus on varietal trials in the presence of a trend, the literature about 
factorial designs in the presence of a trend will be given in Section 2.1. For a discussion of 
the use of systematic designs, see Section 2.2. The construction of (nearly) p-trend-free 
one-way designs and (nearly) p-trend-free block designs is the focus of Sections 2.4, 2.5, 
2.6 and 2.7. As stated in Section 1.1, one goal of this study is to develop some efficient 
algorithms to find (nearly) p-trend-free one-way designs and to find (nearly) p-trend-free 
block designs. Chapter 2 contains two algorithms for searching for (nearly) />-trend-free 
one-way designs; Chapter 3 contains two algorithms for searching for (nearly) linear 
trend-free binary block designs and (nearly) p-trend-free binary block designs for p > 2; 
Appendix A contains one algorithm for searching for (nearly) linear trend-free block 
designs which are not necessarily binary. 
Another goal of this study is to investigate the kinds of conditions for block designs 
under which the necessaxy condition (1.8) in Section 1.3 is also sufficient. The results of 
this investigation are in Chapter 4. Chapters 2, 3 and 4 are presented in the form of 
papers. 
Chapter 5 presents discussion and further research. References cited in the general 
introduction, in Chapter 5 and in appendices are listed at the end of this dissertation. 
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CHAPTER 2. VARIETAL TRIALS IN THE PRESENCE OF 
TRENDS^ 
A paper to be published in a special issue of the Journal of Combinatorics. 
Information and System Sciences in honor of J.N. Srivastava 
Win-Chin Lin and John Stufken 
Abstract 
This paper presents (i) philosophical issues concerning the use of systematic designs: 
(ii) a review of current knowledge concerning existence and construction of (nearly) 
trend-free designs for varietal trials, with or without blocking; and (iii) algorithms to 
obtain (nearly) trend-free designs as described in (ii). An important message of the paper 
is that efficient algorithms that enable users to obtain good designs without difficulty 
are now available. 
2.1 Introduction 
When different vaxieties or treatments cire compared in an experiment, it is importajit 
to account for possible systematic differences among the experimental units. If this 
is done efficiently, the sensitivity of the experiment for detecting possible differences 
^Research Sponsored by NSF grant DMS-9504882 
AMS classification: 62K10, 62K05 
Keywords: Systematic designs; trend-free designs; nearly trend-free designs; block 
designs; algoritlims 
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among varieties will increzise. Blocking and the use of covariates. both of which are well 
established tools to account for such systematic differences, will play a role in this paper. 
The covariates to be considered are based on the natural ordering of experimental 
units typically induced by time or spatial location. The designs to be discussed are 
relevant if it is thought likely that units will change gradually across this ordering because 
of, for example, a learning process, equipment deterioration, or geographical location. 
Both the one-way classification, with varieties as the only factor and units labeled from 
1 to n, and the two-way classification, with varieties and blocks as the two factors and 
units labeled from 1 to k within each block, will be considered. For some examples and 
further discussion, we refer the reader to Bradley and Yeh (1980), Cox (1951, 1952, and 
1958, pp. 279-281), Federer and Schlottfeldt (1954), Cox and Snell (1981, pp. 77-80). 
Bradley and Odeh (1988), and Lin and Dean (1991). 
Although we will consider only varietal trials, there is also an extensive literature 
on factorial experiments in the presence of a trend. For some interesting examples, 
see Joiner and Campbell (1976). Among relevant papers on multifactorial experiments 
in the presence of trends, including quantitative factors, or on run orders of factorial 
experiments are Atkinson and Donev (1996), Bailey, Cheng and Kipnis (1992), Box 
(1952), Box and Hay (1953), Chatterjee and Mukerjee (1986), Cheng (1985, 1990), 
Cheng and Jacroux (1988), Cheng and Steinberg (1991), Coster (1993ab), Coster and 
Cheng (1988), Daniel and Wilcoxon (1966), Dickinson (1974), Draper and Stoneman 
(1968), Hill (1960), Jacroux (1990, 1993, 1994ab, 1996), Jacroux and Saha Ray (1990b, 
1991), John (1990), Lin and Dean (1991), Phillips (1964, 1968), Steinberg (1988), and 
Wang (1991, 1996). 
In Section 2 of this paper we present a brief introduction to systematic designs and 
different opinions about their use. Section 3 provides some notation and terminology 
required for the remainder of the paper. Sections 4 and 5 review basic results on the 
existence and construction of (nearly) trend-free varietal trials for the one-way classifi­
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cation, while Sections 6 and 7 address these same aspects for block designs. Algorithms 
play a vital role in each of the last four sections. 
2.2 Systematic Designs 
Suppose that two treatments. A and B, are to be compared on six e.xperimental 
units, ordered according to time or location. When both treatments are replicated three 
times, complete randomization amounts to randomly selecting a sequence of three .-^'s 
and three B's. However, if a reasonable model is given by 
response variable for unit i  = treatment effect -f- x / + x error term (2,1) 
for unknown parameters (3 and a and i,i,d, standard normal error terms, then the 
sequence AAABBB gives rise to a larger variance of the best linear unbiased estimator 
of [treatment effect A - treatment effect B] than, for example, the sequence .ABABB.A.. In 
general, some sequences can be much less efficient than others for estimating treatment 
contrasts. The goal is to select a particular sequence known to be highly efficient. 
Systematic selection of a particular sequence corresponds to the selection of a sys­
tematic design. This imposes a severe constraint on the randomization of the experiment 
and annuls the justification for the common inference techniques. In general, the only 
randomization possible when using a systematic design may consist of randomly per­
muting letters, allowing us to select between the sequences ABABBA and BABAAB in 
our example. In such a small exeimple, it is actually not difficult to find all possible se­
quences that are most efficient. In this example, there are six such sequences: ABABBA, 
ABBAAB, BABAAB, BAABBA, ABBABA, and BAABAB. We could randomly select 
one of these six sequences, a strategy that is not as easily available for more realistic 
situations. For larger sequences or more complicated models, we advocate using com­
puter algorithms with a stochastic component for generating efficient sequences instead 
of using a very specific sequence from the literature. 
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Opinions differ on the use of systematic designs, and it is of considerable interest to 
present some of these opinions. Cox (1952) points out that "systematic designs [•••] 
were much used in early work on agricultural field trials." He also notes that "they 
were severely criticized by Fisher [• • • ] and are now rarely used in agricultural research 
in Great Britain." In discussing estimation of error, he concludes that "randomized 
designs always give unbiased estimates of error [•••], and this is a completely convincing 
argument for randomizing in all cases except those in which we have special reason to 
expect a systematic design to be either more accurate or more convenient." Daniel and 
Wilcoxon (1966), in reference to experiments in physical and engineering sciences, argue 
very strongly for the use of restricted randomization, even with systematic designs, when 
systematic differences among the experimental units may exist. They state that "only 
a small fraction of all experimental work [•••] meets the orthodox design statistician's 
requirements for objective randomization," and continue, "How does it happen then 
that a considerable part of all this work produces useful, even valid, results?" Their 
answer is that "it happens because randomization, while generally sufficient, is not 
always necessary. [• • • ] Full randomization would in many situations guarantee results 
which, while entirely valid, would not detect any effects." 
An "orthodox design statistician's" view is formulated by Kempthorne (1992). In 
reference to what he calls experimentation on a line, he writes: "I remember with 
vividness being given a set of data of an experiment like this [• • • ] when I had completed 
a bachelor degree in mathematics at Cambridge. I was scared stiff - petrified, then. 
After many decades of becoming comfortable with the standard programs of statistical 
methods, I find I am again scared, except when randomization is used." 
As part of their argument, Daniel and Wilcoxon (1966) refer to the universal accep­
tance of the randomization restriction induced by blocking. However, the randomization 
analysis for block designs continues to provide theoretical support for use of the usual 
inference procedures as approximately valid (cf. Hinkelmann and Kempthorne, 1994); 
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no such support is available, of course, when systematic designs are used. While sharing 
some of Kempthorne's fears, we would however also be scared if a known or suspected 
trend across units were ignored entirely just to accommodate "proper randomization." 
.\n alternative, which requires further development for some cases, is to use computer 
algorithms to (more or less) randomly select a design that is efficient under a suspected 
trend. Although there is no theoretical justification for assuming that this supports the 
common inference procedures, it will reduce use of the often highly structured system­
atic designs that can be found in the literature. We will refer to such algorithms in the 
next sections. 
2.3 Notation and Terminology 
By n and v we will mean the number of experimental units and the number of 
treatments, respectively. We will use r,-, i = 1,2,... ,v, to denote the replication of 
treatment i. while, for a block design, 6 and k will denote the number of blocks and 
their common size, respectively. 
For a given positive integer m, let 0o,(pi,... denote orthogonal polynomials 
on {1,2,... ,m} such that 
m  
= 1' = 0,1,... ,m - 1. 
j=i 
m 
= 0^ /i,/i'= 0,1,... ,m - 1. 
degree(0/i) = h. 
The vector Y_ = (V'l, denotes the random vector whose l-th. element is the 
response variable associated with unit I. For the statistical model we will assume that 
Y = Xii,  + A'2£2 + + i (2.2) 
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where Xi,X2 and A'3 are known matrices. £i,i2 ^ vectors of unknown (fixed) 
parameters, and e is a random vector. The vector di = (ti.tj r^,)' is the vector 
of treatment effects; £2 consists only of the general mean fj. for the one-way classi­
fication, whereas it is the vector of block effects ,^4)' for a block design: 
= (qi, Q2. • • • 1 ^ip)' is a vector of coefficients for the orthogonal polynomials of degree 
1 through p, where p is assumed known. 
The matrix A'2 may be taken as X2 = !„ (the n x 1 vector of ones) for the one-way 
classification, and as 
ifc Qjt ... Qji. 
Qjt Ijt • • • Qi 
A2 = 
Q f c  Q a • • •  U  
the n X b unit-block incidence matrix, for a block design. In either case, A'[ is the 
n X V unit-treatment incidence matrix. The entries of A3 are determined by the or­
thogonal polynomials <pi,(p2,... ,(^p. For a one-way classification, the polynomials are 
on 1,2,... ,n, and column h of A'3 is equal to (0/,(l),<?/i(2), ... ,(p/,(n))'. For a block 
design, the polynomials are on 1.2,... ,A; and, if the natural order of the units within 
blocks is used, the h-th. column of X3 can now be taken as Ij,® (<?j/i(l), c£>/i(2),... ,0k{k)y, 
where ® denotes the Kronecker product. 
In practice, the value of p is of course not always known, .\lthough the experimenter 
may at times have some idea of the value, based on past experience, at other times a 
value will have to be chosen on the basis of very little information. The ideas discussed 
in this paper axe especially recommended if a relatively simple trend across the units is 
anticipated, because values of p = 2 or 3 may then suffice to approximate the trend. A 
value of p = 1 would seem reasonable only if there is additional information about the 
trend, for example, knowledge based on past experience. 
Note that for a block design this model assumes that the trend across the units is the 
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same within each block. In some applications, this assumption is quite reasonable: see, 
for example, Federer and Schlottfeldt (1954). In other cases, it may not be reasonable 
at all. Jacroux, Majumdar and Shah (1995, 1997) studied the problem of different linear 
trends {p = 1) in each of the b blocks. 
If we ignore the vector of trend effects ^ = (ai, aa,... . Op)' in model (2.2). then the 
information matrix for , the vector of treatment effects, is 
Ci=A';(/„-Pa'J-VI. 
where denotes the n x n identity matrix and Pxj = A'2(A'2A'2)"A'2. Under model 
(2.2), the information matrix for 6^ is 
=  X [ i l n  -  P [ X ,  A'3j)A'i = A'((/„ - P x ,  - Pa'3)A'i = C, - A'(A'3(A'^A3)-^V^AV 
Hence Ci — C2 is nonnegative definite, and Ci = Cj if and only if 
A[A'3 = 0. (2.3) 
Any (systematic) design for which (2.3) holds is said to be a p-trend-free design. 
Alternative characterizations of p-trend-free designs can easily be established. For ex­
ample, a design is p-trend-free if and only if for every estimable function its ordinary 
least squares estimator for model (2.2) is identical to that for the model that ignores the 
trend effects. Or, a design is p-trend-free if and only if the adjusted treatment sums of 
squares and R{^x\^) are identical as functions of Y_. 
The next four sections center around the existence and construction of p-trend-free 
designs for various values of n,u,p, the r, 's and, in the case of block designs, 6 and k. 
Such designs may not exist for all combinations of these design parameters. A design 
that is closest to being p-trend-free may, in some sense, be desirable in that Ccise. In a 
class of designs that does not contain a p-trend-free design, we will call a design nearly 
p-trend-free if it minimizes Tr{X[X3X2Xi) over all competing designs. Note that this 
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trace may also be written as 
u p / 6 
EE . i=ih=i \i=i / 
(2.4) 
where 6 = 1 for a one-way classification, the summation over / is from 1 to n (one-way 
classification) or 1 to A: (block design), and 
1 if unit I (in block j) receives treatment i  
0 otherwise. 
Yeh, Bradley and Notz (1985) refer to designs that minimize (2.4) as nearly trend-free 
designs of type A. 
2.4 The One-Way Classification: A Linear IVend 
Given a sequence of treatments from 1,2,... , u in which treatment i  occurs r,- times. 
n = n, can we arrange the treatments in a p-trend-free or nearly p-trend-free order 
without changing the r.'s? This is the first and main question to be considered in this 
and the next section. In this section, we will focus on p = 1, leaving p > 2 for the next 
section. Throughout, we will assume that n > 2 for all / = 1,2,... , v. 
In dealing with the case p = 1, it is convenient to define 0i(/) = 2/ — n — 1, which 
differs from <^i(/) by a multiplicative constant only. 
Theorem 2.1. A sequence of treatments can be converted to a linear trend-free sequence 
by reordering the treatments if and only if r,(n + 1) is even for all i = 1,2,... , u. 
Proof: From (2.4) and the relation between i/ti and 0i, a treatment order is linear trend-
free if and only if = 0 for all i = 1,2,... , u. (For simplicity of notation we 
will in this section and the next replace 6ji in (2.4) by 5}.) Hence 
0 = E W(/) = - (n + 1) = 2^<J;7 - r.(n 1), 
Isl 1=1 1=1 1=1 
which shows that r,(n + 1) must be even for all i .  
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Conversely, if r,(n + 1) is even for all f, a linear trend-free order can be obtained 
as follows. If all r,'s are even, which implies also that n is even, then fill the first n/2 
positions arbitrarily using precisely r,/2 replications of treatment i .  i  = 1.2 i\  and 
reverse this order for the last n/2 positions. If some r,'s are odd, which implies also 
that n is odd, then we may assume without loss of generality that ri,r2 .r^,,  where 
1 < 10 < u, denote all the odd r,'s. Note that w must be odd. Fill the positions for 
the first no = Ei=i(n ~ 3)/2 -i- r,/2 units arbitrarily, using the zth treatment 
(r; — 3)/2 or r;/2 times for i  < w ov i  > w, respectively. Reverse this sequence for the 
last no units. Writing w = 2a-{-1, fill the 3w positions in the middle with the sequence 
1,2,... , lu, a + 2, a + 3,... ,a -h La -f-1, ia,a.w — 1 2. a -f- 2.1. 
The result follows by checking that the constructed sequences are linear trend-free. • 
The essential ideas for the above constructions appeared earlier in Phillips (1968). 
Others who have used and extended these ideas include Jacroux and Saha Ray (1992), 
Jacroux (1993), Mukerjee and Sengupta (1994), Githinji and Jacroux (199S). and 
Jacroux, Majumdar and Shah (1997). 
If n is even and ri, say, is odd, then J2"=i 's odd. Letting it.' again denote the 
number of odd r, 's, this means that 
E(E^}^i(0) >^- (2.5) 
t=i \(=i } 
Theorem 2.2. For a given sequence of treatments, let n be even and let the number 
of odd r.'s he w, I < w < V. Then, by reordering the treatments, the sequence can be 
converted to a nearly linear trend-free sequence for which equality holds in (2.5). 
Proof: Without loss of generality let ri, rj,... ,r^, be the odd r.'s. With no as in the 
proof of Theorem 2.1, fill the positions for the first and last no units as in that proof. 
This leaves again 'iw positions in the middle to be determined, but with w now being 
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even. With w = 2a + 2, use the sequence 
1,2,... ,u;,a + 2,a + 3,... ,u;, 1,... ,a + l,a + l,w,a.w -  I.. . .  . l.a + 2. 
Then is -1 if i < (a + 1), 1 if [ a  + 2) < i < w ,  and 0 otherwise. • 
Note that the results of Theorems 2.1 and 2.2 exhaust all possibilities for n and the 
r.'s, provided that r,- > 2 for all i. For given n and r,'s there are almost always many 
(nearly) linear trend-free sequences, only some of which are provided by the constructions 
given in the proofs. In order to avoid limiting one's choice to these particular sequences, 
an algorithm to select a (nearly) linear trend-free sequence more or less randomly is very 
useful. Following is a description of such an algorithm that appears to result each time 
in a (nearly) linear trend-free sequence. 
For given r,-'s, i  = 1,2,... ,u, and n = r,-, the algorithm starts by randomly 
selecting a treatment sequence in which treatment i is replicated r, times. The algorithm 
attempts to reduce the value of Q = iri'=i(Er=i by a sequence of pairwise inter­
changes of treatments on neighboring units. Which interchange is made at a given stage 
is decided as follows. For m = 1,2,... ,n — 1, let = 1, 7^ im+i- Compute 
the maximum of these values over m € {1,2 n — 1} 
with im ^ tm+i- For an m that results in this maximum, change treatment im. to po­
sition m + I and fm+i to position m. If an m that maximizes the above expression is 
not unique, interchange two treatments corresponding to a value of m randomly selected 
from those that maximize the above expression. 
To motivate this zdgorithm, let D,- = ^/V'i(O) ' = ,v. Then, with Qoid 
denoting the current Q-value, Qoid = Dj. An interchange of treatments i m  and 
im+i, im ^ im+ij OH plots m and m -h 1, respectively, would change the Q-vaiue to 
t .  D?+(A-.+2)^ + (D.„,.-2)'. 
t=l 
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Hence, 
QM  - = 4( _ Di„) -  8 = 4 - s;~ )f,(0 - s. (2.6) 
1=1 
The reduction in the i^-value achieved at each step of the algorithm is thus as large as 
for any other pairwise interchange of different treatments on neighboring units. 
The following result gives an additional desirable property of the algorithm. 
Theorem 2.3. For a given sequence with r,(n + 1) = 0 (mod 2), i = 1.2..., .c. let 
Qoid and Qnew,m be defined as above. If for all m 6 {1,2,,,. .n - 1} with ^ im+i 
Qold Qnew.m ^ (2 . (  )  
then the sequence is already linear trend-free. 
Proof: Under the conditions stated in the theorem, assume that the sequence is not 
linear trend-free. Since r,(n + 1) = 0 (mod 2), we have that D,- is even for all /. From 
(2.6) and (2.7), this implies that 
Am+, - Av. < 0. m = 1,2.... ,n - 1. (2.8) 
Define 
Vi = {i € {1,2,,... ,u} : A- < 0} and = {/ € {1,2,,... , t'} : A > 2}. 
The set V'l and V2 form a partition of {1, 2 , . . .  ,t;}. Since the sequence is not linear 
trend-free, neither Vi nor V2 is empty. Next define 
5 = {/ € {1,2,... , n — 1} : there are elements i  6 VI and i '  6 V2 
such that 5i = = 1}-
Since T,ieVi A < 0, IZigVj Di > 0, and Di = 0, it follows easily that S is not 
empty. But, with I 6 5, this implies that — D,-, > 2, which contradicts (2.8). • 
The implication of this result is that the proposed algorithm will never lead to an 
increased (^-value if r ,(n -h 1) = 0 (mod 2) for all i .  
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Fortran 77 code for the algorithm, available from the authors, allows answers to be 
obtained almost instantaneously, even with n as large as 100. Moreover, every (nearly) 
linear trend-free sequence has a positive probability of being selected through this algo­
rithm, although the probability is not necessary equal for different sequences. 
The approach we advocate here is to start with a treatment sequence that would 
have been used if there had not been a trend. Then, if a linear trend is believed to ex­
tend across the units, convert this sequence to a linear trend-free sequence. Some other 
authors have chosen to search for optimal designs under model (2.2) for the one-way 
classification with p = 1. Examples axe Mukerjee and Sengupta (1994), who deter­
mined A-optimal designs for under this model, and Githinji and .Jacroux (1998). who 
determined .'\-optimal designs for comparing treatments with controls, .\lthough the 
approach advocated here is not guaranteed to lead to optimal designs under a specific 
optimality criterion, it will generally lead to highly efficient designs, a claim supported 
by results in Mukerjee and Sengupta (1994) that can be expressed as follows: 
Theorem 2.4. Consider model (2.2) for the one-way classification with p = 1. Let n 
and V be given. To obtain an A-optimal design for £i, take r,- € {[n/t']. [n/r] -h 1} for 
all J, and convert a treatment sequence with these r,'s to a (nearly) linear trend-free 
sequence, ([x] stands for the largest integer that does not exceed x.) 
2.5 The One-Way Classification: Higher Order Trends 
Unlike ajiswers obtained when p = 1, answers concerning the existence of p-trend-
free designs for p > 2 are often not available. Algorithms are therefore particularly 
important for this case, although a straightforward extension of the algorithm for p = 1 
is not very efficient. 
One of the few tools available in the literature (Jacroux and Saha Ray (1990a)) allows 
p-trend-free sequences to be constructed from equireplicated (p—l)-trend-free sequences, 
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p > 1. Let a j ,  j  = 1,2,... ,u, denote the permutation of {1,2 (.•} that maps i  to 
i  + j — 1. where computations are modulo v. For a sequence d based on 1.2 i\  let 
(7j{d) denote the sequence obtained from d by applying to each treatment in d. The 
result obtained by Jacroux and Saha Ray (1990a) may now be stated as follows: 
Theorem 2.5. Let d be an equireplicated (p— l)-trend-free sequence based on {1.2 
v}. Then d' = {ai{d).cr2{d),. . .  ,(T,j{d)) is a /^trend-free sequence. 
Proof: Let Sj and i  = I,. . .  ,v, j = 1, . . .  .y, / = 1 n. denote the 
treatment-unit indicator functions for sequences d and d". respectively. From the defi­
nition of d' it follows that 
We need to show that — l)n+ /)''. I < h < p. does not depend 
on j, because, for an equireplicated sequence such as d', this is equivalent to the sequence 
being p-trend-free. In showing so, we can use the fact that rrih, = 1 < /i < p—1. 
does not depend on i .  But 
t, t. - l)n + 0' = E Z - l)n +1)" j=l/=l j=l/=! 
= E L (^) t(i - Dn)"-1= t E (^) ((J -1)")'-'"".+1 j=lx=0 \^/ 1=1 j=lx=0 \^/ (=l 
which clearly does not depend on i  for /i < p. • 
Sequence d' in Theorem 2.5 is equireplicated even if d is not. However, if d is not 
equireplicated, then d" will not even be 1-trend-free. 
The following corollary from Jacroux (1993) is aji immediate consequence of Theorem 
2.5. 
Corollary 2.6. For p > 1, let n = uv^ for a positive integer u. Then an equireplicated 
(p — l)-trend-free sequence can be constructed. Moreover, if u is even or if both u >Z 
and V are odd, then a p-trend-free sequence exists. 
Proof: Let d be any sequence that replicates each of the treatments u times. Applying 
Theorem 2.5 p — 1 times leads to a (p — l)-trend-free sequence d' for n = uv'' .  If u 
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is even or if both u > 3 and v are odd, then we can take the above sequence d to be 
1-trend-free (Theorem 2.1), resulting in a />-trend-free sequence d'. • 
For the construction of /?-trend-free sequences with unequal replication, we can start 
with an equireplicated p-trend-free sequence and reduce the number of treatments by 
combining some to form a new treatment. Thus, with Uj_,V} = {1.2 v} being a 
partition of {1,2,... ,i;}, we replace all treatments in V} by j .  If the original sequence 
is p-trend-free, then so is the new sequence. The latter is based on c treatments, with 
treatment J replicated n|Vj|/u times. 
One final tool for the construction of p-trend-free sequences, essentially from Jacroux 
and Saha Ray (1992), is the combination of p-trend-free sequences. 
Theorem 2.7. Let di and d^ be two p-trend-free sequences based on {1.2 u}. 
Let Tii and i  = 1,2,... ,u denote the replications for di and d^, respectively, and 
let ill — rii, 712 = 121=1 ^2i- The juxtaposition d = (d]_,d2) is then a p-trend-free 
sequence if ru/ni = r2i/n2, for all i. 
Proof: Define ruih = T!ilil^-,ra2h = and mzh = Etei""''''• ^1/ (' = 
1,2,... ,ni) and ^21 {I = 1,2,... .nj) denote the treatment-unit indicator functions for 
di and c/2, respectively. Since di and d2 are p-trend-free we have (proof left to the reader) 
for 1 < /i < p that 
ni "2 . 
= rumih/ni and = r2im2h/n2, 
1=1 1=1 
for all i = 1,2,... , V .  We need to show that for 1 < /i < p, 
X! + 0'' = (ni + r2i)Tn3h/{ni -t- nj) 
1=1 1=1 
for all z = 1,2,... , v, i.e., 
ruTnih/ni+r2i 51 \\ni~' 'm2x/n2 = (n.- -f-r2.)m3/,/(ni +n2). (2.9) 
^0 \^J 
But 
ni+n2 nj h. 
"^3/1= ^ =rnih + ^ {Tii+l)'^ =mih. + ^ { jni ^m2x-
1=1 /=! x=0 \^/ 
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Therefore, (2.9) holds if 
rumih/ni + r2,(m3h - mih)ln2 = {ru + r2i)m3hl{ni + n^) 
for all z = 1,2,... , u. This holds if 
ru/ni = r2i/n2, i  =  L 2 , . . .  .  u .  •  
The condition in Theorem 2.7 is satisfied if, for example, (i) ru = ... = riv = tii/v 
and r2i = ... = r2„ = n2/v, i.e., both di and d2 are equireplicated. or (ii) ru = r^,-. 
i = 1,2,... , V. (The latter implies, of course, that NI = no.) 
Jacroux and Saha Ray (1992) showed that, if the conditions in (i) and (ii) hold for 
only some values of f, then, for sequence d = {di.di) and for the model that ignores the 
trend, the OLS estimator of a contrast that involves only the corresponding r, "s remains 
its OLS estimator if a trend of degree p is included in the model. 
An algorithm that considers only pairvvise interchanges of treatments on neighboring 
units, as described for p = 1 in Section 4, is not very efficient for p > 2. Therefore, 
for specified values of p, v and the r,'s, we wrote an algorithm that instead considers 
at each stage all possible pairwise interchanges. The algorithm randomly selects 
an interchange from those that lead to the best value of the objective function Qp = 
ULi IIft=i(IZr=i A-t any stage, if the algorithm is unsuccessful in reducing Qp, 
it will randomly select weights Wi,W2,... ,Wp, and temporarily use the new objective 
function Qp{w) = Based on our experience, temporarily 
using Qpiiv) as the objective fimction often allows the algorithm to move away from 
a sequence that cannot be improved upon under the Qp-criterion by only one pairwise 
interchange, and can eventually result in sequences with a smaller Qp-value. If, after 
use of several sets of weights, such excursions do not lead to further reduction of Qp, 
assignments to some selected units are changed randomly. At any time, the sequence 
with the smallest Qp value encountered up to that time is kept in storage, and will 
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be printed if a stopping rule terminates the algorithm without finding a p-trend-free 
sequence. Fortran 77 code of this algorithm is also available from the authors. 
Computer time is no issue for smaller values of n. For example. 2-trend-free .-K-
optimal sequences for for n < 20 as listed in Mukerjee and Sengupta (1994) are found 
instantaneously by the algorithm. Values of v and n < 50 for which a 2-trend-free 
sequence was found with [r; — r,/| < 1 for all i ^ i' are presented in Table 2.1. When 
possible, a sequence that is also p-trend-free for p > 3 is presented. The technique from 
Theorem 2.5 works for only a small number of these parameters. 
Because p-trend-free sequences are relatively rare for n < 50, in particular for p > 3 
or u > 3, an algorithm is especially valuable for finding nearly p-trend-free sequences. 
The algorithm appears to be very successful at finding such sequences as well, and shows 
great consistency over different tries with the same parameters. 
For larger values of n, say n > 100, the algorithm is considerably slower and multiple 
tries may be required to find (nearly) p-trend-free sequences. Such large sequences would, 
however, seem to be of little practical value at this time. 
2.6 Block Designs: A Linear Trend 
Throughout this section and Section 7, we will assume that b > 2, k > 2 and r,- > 
2, i = 1,2,... ,y. As alluded to in Section 3, we will restrict our attention to the czise 
in which the linear trend across the units within a block is identical for each block. The 
question of major interest in this and the next section is whether a given block design 
can be converted to a p-trend-free block design merely by reordering treatments within 
blocks. In this section we will focus on p = 1. A block design is said to be accommodating 
to a linear trend (ALT) if it can be converted to a linear trend-free design as described 
above. 
As in Section 4, we will use = 2/ — fc — 1 instead of 0i(O for the first degree 
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Table 2.1: 2-trend-free sequences, n < 50 
v=2 0
0 11 c
 21121 221 
n=ll 21122 12211 2" 
n=l2 21211 12221 21 
n=l3 21122 12122 112" 
n=l6 21121 22112 21211 2* 
n=l7 21121 22211 22112 12 
n=i9 12212 21112 12221 2112* 
n=20 12121 22122 11211 21212 
n=23 21211 21221 21212 21211 212" 
n=24 21211 21211 22221 12121 1212* 
n=25 12212 12121 12221 12121 21221" 
n=28 11212 12222 21221 11111 12212 221 
n=29 12122 12212 11211 21212 22121 2112* 
n=31 12221 12112 21112 21222 22111 11221 2' 
n=32 12212 11221 12122 12112 12211 22121 12" 
n=35 12122 12121 22211 11121 22221 12221 11212" 
n=36 22112 11212 11122 22121 21212 21121 11222 I 
n=37 22121 11121 21212 22212 22111 12121 21212 12* 
n=40 12221 11221 11212 22121 12212 21112 21121 22112' 
n=:41 11122 22222 12111 12111 21221 22112 21221 21212 l" 
n=43 21112 22221 11211 12211 22222 21111 12211 22211 221-" 
n=44 21122 11122 11222 11212 21222 11211 21212 12111 1222 
n=47 22112 12121 11221 21221 11212 22122 22211 12111 21112 22" 
ns:48 21221 11112 22121 22212 11221 11122 11222 12122 11112 221* 
v=3 n=18 13223 12133 12321 123 
n=19 23113 32213 21133 2231 
n=23 22313 11313 32222 31213 213 
n=25 13212 33322 11213 33211 32123 
n=27 31223 12131 23231 13132 23221 13 
n=29 21312 33233 11221 22113 32332 1312* 
n=31 13212 23331 13212 32331 21211 23313 2 
n=35 23132 32111 21313 32232 22313 12131 32312 
n=36 32112 32313 12112 23333 22112 13132 32112 3* 
n=37 22313 31131 11223 23232 32322 11131 13313 22* 
n=41 23121 33131 22231 22313 13123 21232 31312 21313 2" 
n=43 23131 21123 32131 32322 22333 12131 11312 21313 223 
n=45 31121 33212 32132 23222 31231 13131 31131 22313 22123 
n=47 31222 11223 33331 31231 11113 22233 21232 32212 12331 13 
n=49 12213 22133 32113 33132 31331 21122 12132 22323 21112 3133 
<
 II n=29 21442 31333 41421 42312 14242 3431 < II 
n=31 14332 22341 44142 11232 33314 42342 1 
<
 II 
n=32 43212 41132 33144 32412 42213 43113 42 
<
 II 
n=35 23231 44411 43213 14223 43221 33421 42431 
<
 II 
n=40 12334 12413 43224 42421 13141 13324 23331 22414 
<
 II 
n=41 13213 41324 24442 44232 31121 33431 12113 42344 2 
<
 II 
n=43 14233 22311 44344 12124 32324 14331 43221 12312 344 
<
 II 
n=47 32334 24411 11242 42124 31311 24334 33222 33444 21341 12 
<
 II 
n=48 13122 42431 31423 44434 23324 12113 21133 21142 24421 343 
<
 II 
n=49 34241 23413 32124 11421 32134 14422 32143 43433 12432 2411 
v=5 n=30 43211 45532 55221 33134 44421 15523 
n=40 54243 15121 33122 53S43 43424 55122 15141 45332 
n=41 25132 45134 43534 11524 51522 23215 31443 35542 I 
n=49 51344 22531 54313 22S21 41342 45233 45515 15342 41231 3452 
n=50 21334 54155 34215 32241 22451 41255 13143 43333 52452 15214 
*, *" and denote p-trend-free sequences for p=3, 4, and 5, respectively. 
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polynomial on 1,2,... ,fc. A necessary condition for a block design to be .^.LT is now 
easily established (Yeh and Bradley (1983)). 
Theorem 2.8. For a block design to be accommodating to a linear trend, ri{k + 1) 
must be even for all i .  
Proof: We see that this follows, as in the proof of Theorem 2.1. by observing that a 
linear trend-free block design must satisfy the condition that 
0 = = 2^ - r,(*: + 1). • 
j=l t=l j=l 1=1 
Unlike the result of Theorem 2.1, the condition in Theorem 2.8 is not sufficient for a 
block design to be ALT. Stufken (1988) showed that for every odd k > 3, a connected 
equireplicated binary block design that satisfies the condition in Theorem 2.8 but is not 
ALT can be constructed. For fc = 3, such a design is given in Table 2.2. 
Table 2.2: A block design with (u,6, r, fc) = (15,10,2,3) that is not ALT 
1 1 3 6 6 8 11 11 13 5 
2 2 4 7 7 9 12 12 14 10 
3 4 5 8 9 10 13 14 15 15 
However, block designs with r,(fc + 1) = 0 (mod 2) that are not ALT appear to be 
relatively rare. Yeh and Bradley (1983), Chai and Majumdar (1993), and Majumdar 
(1997) identified certain broad families of block designs that are ALT if the necessary 
condition r,(fc + 1) = 0 (mod 2) is satisfied. We will use the term "complete block 
design" for a block design in which each treatment appears precisely once in each block 
(so that r = b and k = v). 
Theorem 2.9. (Yeh and Bradley (1983)) For a complete block design, if r{k +1) is an 
even integer, then the design is accommodating to a linear trend. 
Proof: The proof is by construction. If b is even, taice each of the blocks (1,2,..., u) and 
(u, u — 1,... ,1) 6/2 times. If 6 is odd, which implies that 6 > 3 and that v is odd, take 
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each of the aforementioned blocks (6 —3)/2 times and, with v = 2a +1, add to this the 3 
blocks (1,2,... ,u), (a + 2,a + 3,... ,u, 1,... ,a + l) and (a + 1, u,a, t'-1 2, a+2.1). 
Computations are modulo v. •  
It may be observed that the designs as constructed in this proof can be very inefficient 
if the trend is actually of degree 2 or more. If there is uncertainty about the degree of 
the trend, it is advisable to use designs that are (neaxly) quadratic or cubic trend-free. 
Theorem 2.10. (Chai and Majumdar (1993)) Consider a block design for which k and 
all r,'s are even. Such a design is accommodating to a linear trend. 
Theorem 2.11. (Chai and Majumdar (1993)) Any balanced incomplete block design 
with r{k -j-1) an even integer is accommodating to a linear trend. 
Because proofs of the two previous results are rather technical, they are omitted 
here. Two major tools are used in the proofs. The first is a technique that may be 
called treatment cleavage. For one or more treatments, a treatment, say i. is split into 
multiple treatments. Some replicates of treatment i are replaced by a new treatment, 
say z'l, others by • • • ,Ju, say. Treatment i is split in such a way that each of the new 
treatments is replicated at least twice, with the sum of their replications being r,-. The 
key idea is that if this new design is ALT, then so is the original design. This follows 
from the observation that a linear trend-free design after cleavage can be converted into 
a linear trend-free design based on the original treatments by reversing the cleavage 
results, i .e.,  by replacing each of z 'l , . . .  ,  4 by i .  
The second major tool is the use of existing results on generalizations of systems of 
distinct representatives (see, for example, Hall (1986)), in particularly a result obtained 
by Agrawal (1966). Chai and Majumdar (1993) used this cleverly to obtain linear trend-
free designs by reordering treatments within blocks. (Actually, Chai and Majumdar 
(1993) showed that the conclusions in Theorems 2.10 and 2.11 can be strengthened to 
the existence of odd-degree trend-free designs. See Lin and Dean (1991) for a definition 
of odd-degree trend-free designs.) 
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Majumdar (1997) showed that a conclusion similar to that of Theorem 2.11. as well 
as its extension to the existence of odd-degree trend-free designs, holds for balanced 
treatment incomplete block designs in which a control treatment is replicated t times in 
b — s blocks and ^ 1 times in s blocks, i > 0, 0 < s < 6. 
Chai (1995) studied nearly linear trend-free designs for cases where r,(/: -j-1) is odd 
for some i. .Among his conclusions, which would require a lengthy proof, is the following: 
Theorem 2.12. Any balanced incomplete block design for which r{k -t- 1) is odd can 
be converted by reordering treatments within blocks to a nearly linear trend-free design 
with 
JL _L 
= 1 EE Si,Ml) 
:j=l 1=1 
for all 1 = 1,2,..., V .  
Versions of Theorems 2.11 and 2.12 with balanced incomplete block designs replaced 
by balanced block designs axe also valid (Chai and Majumdar (1993); Chai (1995)). 
Bradley and Odeh (19SS) first presented an algorithm for finding (nearly) linear 
trend-free designs. For a given treatment-block incidence matrix of an equireplicated 
proper binary block design, their algorithm attempts to decrease the value oi Qi = 
Hi'sidljsi by pairwise interchanges of treatments within blocks. Lin and 
Stufken (1998) suggested an alternative; their algorithm, like Bradley and Odeh's algo­
rithm, attempts to reduce Qi by considering one block at a time, but obtains a (locally) 
optimal treatment order for each block without considering pairwise interchanges. With 
Bi, B2,... ,Bb denoting the b blocks, to obtain an optimal order for block Bk, Lin and 
Stufken (1998) compute 
i € B A ,  
1=1 
and order the treatments of block Bh as (u, 12, • • • , h) when Di^ > ...> Di^. Such 
an order for Bf^, which may not be unique, minimizes Qi subject to the other 6 — 1 
blocks remaining unchanged. This process is used one block at a time for each of the 6 
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blocks, possibly multiple times, until a 1-trencl-free block design is found or until a user 
specified stopping rule takes effect. 
Lin and Stufken's algorithm does not require that the block design be equireplicated: 
however, the design must be binary and proper. 
Both algorithms contain certain randomization elements. At the beginning, for e.xam-
ple, treatments are randomly assigned to units within each block. For Lin and Stufken's 
algorithm, as another example, a random selection is made from all optimal orders for 
a block Bh if more than one such order exists. The algorithms are very successful and 
fast in finding (nearly) trend-free designs and make the use of such designs practicable. 
The reader is referred to the original articles for more details. 
The pairwise interchange algorithm of Bradley and Odeh (19SS) can. without much 
difiiculty, be generalized to non-binary, unequally replicated block designs. One such 
generalization is given in Appendix A, 
2.7 Block Designs: Higher Order Trends 
As for the one-way classification, very few results are available on (nearly) p-trend-
free block designs, p > 2. Only through an efficient algorithm is use of such designs now 
a realistic option. This is very important, since an arbitrary l-trend-free block design 
may be highly ineflacient if p > 2. 
Yeh and Bradley (1983) listed values of v and b, v < 16, for which a 2-trend-free 
complete block design exists and gave values for v and 6 for which such a design does 
not exist. Yeh, Bradley and Notz (1985) provided highly efficient complete block designs 
under a trend of degree 2, especially useful for smaller values of b for which a 2-trend-
free design may not exist. Chai and Stufken (1998) provided a complete solution to the 
existence question of p-trend-free complete block designs for 2 < p < u — 1, v <8; Table 
2.3 presents their results. 
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Table 2.3: Existence of p-trend-free complete block designs [v = k. b = r) 
V p Necessary and sufficient condition for existence 
3 2 6 = 0 (mod 3) 
4 2 6 = 0 (mod and 6 > 4 
3 6 = 0 (mod 4) 
5 2 6 = 5 or 6 > 8 
3 6 = 5,10,12,15,16,17,18, or 6 >20 
4 6 = 0 (mod 5) 
6 2 6 = 0 (mod 6) 
3 6 = 0 (mod 6) 
4 6 = 0 (mod 6) 
5 6 = 0 (mod 6) 
7 2 6 > 6 
3 6 = 7,10,12, or 6 > 14 
4 6 = 7,14,21,28,30,35,37,40,42,44,45,47,49,50,51,52,or 6 > 54 
5 6 = 7,14,21,28,35,42,49,56,60,63,67,70,74,75,77,80,81,82,84,87.88.89.90.91.94.95. 
96,97,98,100,101,102,103,104,105,107,108,109,110, 111, 112 or 6 > 114 
6 6 = 0 (mod 7) 
8 2 6 = 0 (mod 2), except 6 = 2,6 
3 6 = 0 (mod 4) and 6 > 8 
4 6 = 8, or 6 = 0 (mod 4) and 6 > 16 
5 6 = 8,16,24, or 6 = 0 (mod 4) and 6 > 32 
6 6 = 8,16,24, • • •, 128, or 6 = 0 (mod 4) and 6 > 136 
7 6 = 0 (mod 8) 
Chai and Stufken (1998) also provided tools for studying the existence of jt>-trend-
free block designs for A: < 8 other than complete block designs, with emphasing on 
equireplicated binary proper block designs with v < 16. As an example, consider the 
case /t = 4. A necessary condition for the existence of a p-trend-free design is r = 0 
(mod 2) and r = 0 (mod 4) for p = 2 and p = 3, respectively. For p = 3, this necessary 
condition is also sufficient for the design to be accommodating to a cubic trend. If r = 2 
(mod 4), then it follows from rv = bk = 46 that v = 0 (mod 2); Chai and Stufken (1998) 
showed that 2-trend-free balanced incomplete block designs exist for all such r and u, 
V < 16, for which a balanced incomplete block design exists. Table 2.4 gives an example 
of a 2-trend-free BIBD(6,15,10,4,6). 
A {k — l)-trend-free design, which in some cases is of interest only because it is also 
p-trend-free for p < (A: — 1), exists if and only if the treatments can be ordered within 
blocks so that, for z = 1,2,... , u, treatment i appears r./fc times in each of the k possible 
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Table 2.4: A 2-trend-free BIBD(6,lo,10,4.6) 
1 1 1 5 4 5 
CO 
6 CO
 
4 2 2 6 2 3 
4 5 2 4 6 1 4 3 5 6 4 6 5 6 5 
3 2 3 2 2 2 1 1 1 1 5 3 3 4 6 
2 3 6 1 1 6 5 4 6 5 3 4 2 5 4 
positions within a block (cf. Lin and Dean (1991)). The following result states that such 
an arrangement is always possible for a binary block design in which r,- = 0 (mod k) for 
all i .  
Theorem 2.13. For a binary proper block design, treatments can be ordered within 
b l o c k s  s u c h  t h a t  t h e  d e s i g n  i s  { k  —  l ) - t r e n d - f r e e  i f  a n d  o n l y  i f  r , -  =  0  ( m o d  k ) ,  i  =  
10 u 
Proof: In view of the paragraph just before Theorem 2.13, what needs to be shown is 
that if r,- = 0 (mod k) for all i, then treatments can be ordered within blocks such that 
treatment i appears r./Ar times in each of the k possible positions in a block. This can 
be shown in a manner completely analogous to the proof of Theorem 3.1 in .Agrawal 
(1966), where it was shown for equireplicated designs. • 
The result in Theorem 2.13 explains why the entries for p = v — 1 in Table 3 are 
always of the form 6 = 0 (mod v). 
Lin and Stufken (1998) gave an algorithm for finding (nearly) p-trend-free block 
designs for p > 2. This algorithm is based on an extension of their algorithm for p = 1 
and makes extensive use of an algorithm for the well known optimal cissignment problem 
(Kuhn (1955)). 
As an example, using the algorithm for the BIBD(6,15,10,4,6) with the treatment-
block incidence matrix as shown in Table 4 results immediately (in about 1 second of real 
time) in a 2-trend-free design. Moreover, running the algorithm with different random 
seed numbers results in different 2-trend-free designs with this treatment-block incidence 
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matrix. 
In conclusion, although further theoretical development toward answering existence 
and construction questions concerning the designs in this and the previous sections can be 
helpful and insightful, algorithms are essential to make use of these designs practicable. 
Good algorithms are now available for the one-way classification and binary proper block 
designs. 
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CHAPTER 3. ON FINDING TREND-FREE BLOCK 
DESIGNS^ 
A paper to be published in the Journal of Statistical Planning and Inference 
Win-Chin Lin and John Stufken 
Abstract 
We introduce and discuss a new algorithm to convert a given binary block design, 
if possible, into a linear trend-free block design. The only permissible operation in this 
process is reailocation of treatments to plots within blocks; changes in the treatment-
block incidence structure are not allowed. We discuss an extension of the algorithm 
to cases where the trend is thought to be of higher degree, and we establish a relation 
between the algorithm and the optimzil assignment problem, a well known problem in 
operations research. 
3.1 Introduction 
An important aspect of designing an experiment is the consideration of possible sys­
tematic changes in experimental units. If such changes are thought to exist, blocking 
and use of covariates are among the well known tools to increeise the experiment's sen-
Research Supported by NSF grant DMS-9504882 
AMS classification; 62K10 
Keywords: Trend-free designs; time or spatial trends; searcii algorithm; optimal 
assignment problem 
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sitivity for detecting differences between treatments. In this paper, we will assume that 
the experiment calls for grouping the experimental units into b blocks of size k each: 
that there is a natural temporal or spatial ordering of the units within each block: and 
that this ordering is used to label the units in each block from 1 to k. We will focus 
on the situation in which a gradual change, similar for each block, takes place across 
the units within a block. To model the change, or trend, within each block, we use a 
polynomial in the unit labels. By (po,^i. •• • ,0fc-i we denote the normalized orthogonal 
polynomials on 1,2,... ,k, where degree(0m) = m, m = 0.1 Ar - 1; thus 
fc 
= 1 for m = 0,1 k - l ,  
t=i 
k  
y] = 0 for m, m' = 0,1,... , k — l . m ^  m ' .  
1=1 
The number of treatments, denoted by u. is. unless noted otherwise, assumed to be at 
least equal to k. The random variable corresponding to the response from the /-th unit 
in block j is denoted by yji. By a "design" we mean any allocation of the treatments to 
the bk units. The indicator variables defined as 1 if treatment i is assigned to the 
/th unit in block j and as 0 otherwise, determine the design, and vice versa. 
The linear model to be considered may now be written as 
V j i  = /" + ^  ^j i T i  + /?y + 21 dm<Pm{l) + J = 1,2,... , 6, / = 1,2,... , A:, (3.1) 
1=1 m=l 
where is aji overall mean; Ti's are the treatment effects; f S j ' s  are the block effects; p  
is a known constant with I < p < k — I] 6m^s are the unknown regression parameters 
corresponding to the orthogonal polynomials; and cji's are the uncorrelated random error 
terms with mean 0 and common unknown variance cr^. 
The trend in the model, in the form of a lineeir combination of the orthogonal polyno­
mials, is said to be a p-th degree trend. We wiU also refer to it as a linear trend (p = 1), 
quadratic trend {p = 2), and so on. As already pointed out, it is assumed that the trend 
47 
is the same for every block. For some examples in which this is a reasonable assump­
tion, see Federer and Schlottfeldt (1954) and Lin and Dean (1991). In most situations 
in which this assumption is reeisonable, the value of p is small. We will therefore pay 
special attention to p = 1,2 and 3. 
Depending on the design, the best linear unbiased estimators (BLUEs) of treatment 
contrasts may, because of the p-th degree trend in the model, be different from what 
they would have been if the trend had been ignored, A block design is called a p-trend-
free block design if every treatment contrast has the same BLUE under model (3.1) as 
under the model that ignores the p-th degree trend. We will also use the terms linear 
trend-free block design (p = 1), quadratic trend-free block design (p = 2). and so on. 
An algorithm for finding p-trend-free block designs will be introduced and discussed. 
In Section 2 we will discuss and motivate our general strategy. Sections 3 (for p = 1) and 
4 (for general p) cover algorithms for finding 7>-trend-free designs, including a relationship 
to the optimal assignment problem (Section 4), Examples illustrating the algorithms 
are also presented. Fortran code for the algorithms discussed in this paper is available 
from the authors. 
For a review of results concerning trend-free designs for varietal trials, we refer the 
reader to Lin and Stufken (1997). 
3.2 Formulation of the Problem 
In matrix notation we will write model (3.1) as 
y — (3-2) 
where X i  { b k x v ) , X 2  { b k x  b )  and X3 [bk x p) are known matrices; (6/: X 1) is a vector 
of ones; and n, r = (n,... , r,,)', §_=• (A,... ,j3b)' and 6 = (0i,... , Op)' are unknown 
vectors of parameters. 
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The information matrix C for r is equal to 
C  =  x [ ( h t  -  - i.VlA'aAl.Y, = A(r) - i'ViV - ix;A'aAlA',. 
where A(r) is the v x v diagonal matrix with the elements of the y x 1 vector r = 
(ri,r2,... .Tu)', consisting of the treatment replications, along the diagonal and where 
N is the u X 6 treatment-block incidence matrix. 
It is easily shown (see Bradley and Yeh (1980)) that a block design is p-trend-free 
if and only if XJXa = 0, i.e., if and only if the information matrix C for r is the same 
under model (3.2) as under the model obtained from model (3.2) by ignoring A'3^. If we 
call the latter matrix Co, so that 
Co = A(r) - iiViV , 
then Co > C, with equality if and only if X[X2 = 0. 
There is an extensive literature on optimal and efficient block designs for r, or for 
a vector Pr of special treatment contrasts, under the model that ignores A'ai in model 
(3.2). Normally, such a design would specify only 6 groups of k treatments to be used for 
the 6 different blocks. Our strategy will be to start with such a design, with treatments 
randomly allocated to units in each of the blocks. By reallocating treatments within 
blocks, one block at a time, we will try to improve the information matrix, in a sense to 
be specified later. Because Co, which is completely determined by the treatment-block 
incidence matrix, does not change under this process, our goal is to reach a design for 
which C = Co, or, if this is not possible, for which C is in some sense as close to Cq as 
possible. 
Because we search only among designs with a given treatment-block incidence matrix, 
the problem is more tractable than if we were searching for an optimal block design, 
u n d e r  a  s p e c i f i e d  o p t i m a l i t y  c r i t e r i o n ,  a m o n g  a l l  b l o c k  d e s i g n s  f o r  g i v e n  v , b  a n d  k .  
Moreover, the restriction to a particular treatment-block incidence matrix is not as 
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stringent as it may first appear. If Co corresponds to a highly efficient design under 
the model that ignores then the best matrix C. possibly equal to Cq. tends to 
correspond to a highly efficient design under model (3.2). See also Chai and Majumdar 
(1993) for a general optimality result. 
Note that the elements of the matrix are of the form 
j=i 1=1 
for some i  € {1.2,.,. ,u} and m  € {1.2.... . p } .  Hence a design is p-trend-free if and 
only if 
t t  [z i ;  «>»(')]'=0. 
i=l m=l j=l 1=1 
Denoting the expression at the left-hand side of this equation by Qp, our basic approach 
will be to find, for a given treatment-block incidence matrix, a design that minimizes 
Qp. If possible, this design will satisfy Qp = 0; where this is not possible, we will seek 
a nearly trend-free design of Type A (Yeh, Bradley and Notz (1985)). Occasionalh'. for 
p > 2, we will change the objective function from Qp to 
r L n 2 
Qpim.) = E S 
t=l m=l 
for a vector w = {wi,w2,, Wp)' of positive weights. Details appear in Section 4. 
j=i 1=1 
3.3 Linear Trend-Free Block Designs 
In this section we will consider model (3.2) for p = 1. For a given treatment-block 
incidence matrix N, we will try to find a design that minimizes Qi. Throughout, we 
will asstmie that N corresponds to a binary, proper block design. 
Bradley and Odeh (1988) present an aigorithm for this problem that considers one 
block at a time and one pjiir of treatments within a block at a time, to determinate 
whether interchanging two treatments reduces the value of Qi. An interchange is made 
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if it reduces Qi and is not made if it increases Qi; the decision is postponed if the 
interchange does not change Qi. The algorithm proposed in this section also works one 
block at a time. However, instead of considering each possible pairwise interchange of 
treatments within a block, this alternative algorithm will, conditional on the allocation 
of treatments to units in all other blocks, immediately identify an optimal allocation of 
treatments in the block under consideration. 
We will say that an incidence matrix N is accommodating to a linear trend (ALT) if 
there is a linear trend-free block design with this incidence matrix. We will call a block 
design .ALT if the corresponding incidence matrix is ALT. 
It is well known that a necessary condition for a proper block design to be .ALT 
is ri[k + 1) = 0 (mod 2) for i = 1,2,... , u (Yeh and Bradley (19S3). Lin and Dean 
(1991)). Chai and Majumdar (1993) showed that this necessary condition is sufficient 
for some classes of designs, including BIBDs, but the condition is not sufficient in general 
(Stufken(198S)). 
Finding a block design with the minimum value of Qi for a given incidence matrix iV 
is in general not simple, even if N is known to be ALT. Efficient algorithms for performing 
this task are therefore useful. Before describing our algorithm, we will introduce some 
notation. 
For a given block design we define 
^> = EE4(2/-A:-1), i = L2,...,v 
j=i 1=1 
and 
<3 = Eo?. 
t=i 
Q differs from Qi only by a multiplicative constant, and it is slightly more convenient 
to work with Q instead of Qi in this section. For h 6 {1,2,... ,6} we define 
A(A) = E E iiv(2i  -  A: -  1),  i  = 1.2, . . .  ,  0.  
J"' J=i 
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Hence 
Di = Di{h) + f; ^ 5 U 2 l - k - l ) .  (3.3) 
/=i 
The basic idea of the algorithm is as follows: If only the allocation of the treatments 
in the h-th. block, say Bh-. can be changed, then for that block, we want to select an 
allocation, which we will call an optimal allocation, that minimizes Q. Having changed 
the allocation in Bh. to an an optimal allocation, we move on to the next block and 
repeat the process. We go through this process for all b blocks, one block at a time, a 
sequence referred to as an iteration. Multiple iterations may be needed to arrive at a 
design that minimizes Q for the given incidence matrix. 
For a given block, finding an optimal allocation, which may not be unique, turns out 
to be quite simple. For a block, say Bk, we have that 
Q = t '^ i  =  E  0 ? +  E  
i=l 'SSh iiBh 
The latter sum on the right-hand side will not change if we change only the allocation 
of treatments in block Bh, so it suffices to consider only the first sum on the right-hand 
side. By using (3.3), we have 
OfC-j+Z +2 (3.4) 
<€flh lefih i€Bh v=i I ieBh /=i 
The first sum on the right-hand side of (3.4) is, by definition, a constant under changes 
in block Bh- For the second sum on the right-hand side of (3.4), we obtain 
Z  ( i w '  - « : - ! ) ]  =  E  E 4i(2/ - k -  1)^ =  - k -  1)\ 
ieBh. \l=l / i6Sh/=l (=1 
where we have used that the design is binary. Hence, an optimal allocation for Bh is 
one that minimizes 
^ i : U 2 l - k - l ) D i { h ) .  (3.5) 
t€Bh/=1 
It is now straightforward to obtain an optimal allocation for block Bh- If ii, iai • • • i h 
denote the treatments in Bh such that 
D i , { h ) > - - - > D i , { h ) ,  (3.6) 
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then (3.5) is minimized by assigning treatment i'l to unit 1 in block B/,, 12 to unit 2, and 
so on (see Hardy, Littlewood, and Polya (1952), Theorem 368). Note that the optimal 
allocation is unique if and only if all inequalities in (3.6) are strict. 
Although the Di(/i)-values depend on 6 — 1 blocks, they are of course much more 
easily computed by using (3.3). Hence, it suffices to update the D,-values and the new 
optimal allocation after every change. Computations are thus extremely simple, and the 
algorithm is extremely fast. 
The previous paragraphs contain the essential idea for the algorithm: some additional 
features that make it more successful are briefly explained in the next paragraphs. 
The algorithm makes use of randomization techniques at two stages. First, after 
a user has specified an input design, the algorithm uses a random starting point by 
randomly allocating treatments to units within blocks. Second, if not all inequalities for 
Bh. in (3.6) are strict, the algorithm randomly selects one of the optimal allocations. 
The algorithm stops when it hcis found a design with Q = 0 or after a user-specified 
number of iterations. In either case, the best design found up to that point is pre­
sented, along with the corresponding value of Q. Because of the random elements in the 
edgorithm, rimning it multiple times with the same input will generally lead to differ­
ent answers. However, provided that the number of iterations is sufficiently large, the 
Q-values of these different output designs are typically the same. 
Finally, after a change in allocation in block Bh that does not result in a design 
with Q = 0, the algorithm checks every block to see whether a change in one block can 
now lead to a lineax trend-free design. For this, it suffices to check whether an optimal 
allocation results in a linear trend-free design. If so, the change is made and the resulting 
linear trend-free design is presented in the output; if not, the algorithm moves to the 
next block, Bh+i-
The following result shows a desirable property of this algorithm. 
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Theorem 3.1. For a binary block design with ri{k + 1) = 0 (mod 2) for ? = 1,2 i\ 
if, for every block, treatments are allocated to units according to a unique optimal 
allocation, then the design is linear trend-free. 
Proof: We need to show that £),• = 0, i = 1,2,... , u. Since 
= E E 4(2' - - 1) = 2 E l; - r,«: + 1). j=l (=1 J=1 /=l 
all DiS are even. If ii,Z2,... ,4 are the treatments in Bh, this implies by (3.3) that 
Di^{h), Di^{h), ..., Di^{h) are either all even (if k is odd) or all odd (if k is even). 
If Di^[h) > Di^[h) > ••• > as in (3.6), the assumption that treatments are 
allocated to units according to a unique optimal allocation for each block means now 
that successive £>,(/i)-values in this sequence of inequalities differ by at least 2. 
Without loss of generality let > ... > Assume that the design is not linear 
trend-free. Since D,- = 0, there is then a Ui < u such that 
£?! = ••• = Z)y, > Dvi+i- (3.7) 
Let U2 and vs be two consecutive treatments in one of the blocks, say = 1. 
Then 
D ^ - D , ,  =  D ^ { h ) - D , , { h ) - 2 > Q .  
Consequently, for every block Bk, h — 1,2,... ,6, there is a constant € {0,1,... , k} 
such that the first //i units in Bh, receive a treatment from {1,... ,ui}, while all others 
receive one from {ui -f-1,... , t;}. This implies that 
I;A<O, 
i=l 
which, together with Di = 0, contradicts (3.7). O 
We conclude this section with three examples; the first shows the steps of the al­
gorithm in detail (and is therefore for a very small design), while the next two provide 
only the output for some more interesting designs. 
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Example 3.2. Suppose that, after the initial random assignment of treatments within 
blocks, the starting design for a BIBD with u = 6 = 4 and k = Z is given by 
3 2 2 1 
2 1 3 3 
1 4 4 4 
Changing the allocation in only one block cannot result in a linear trend-free design, so 
the algorithm starts with block 1. We have Di{l) = —2, Z)2(l) = —4, and ^3(1) = 0. 
Since £>3(1) > Di(l) > D2(l), the unique optimal allocation for the first block is 3, 1, 
2. This gives the new design 
3 
CM 2 1 
1 1 
CO 
3 
2 4 4 4 
Making a change in only one block still does not lead to a linear trend-free design, so the 
algorithm now moves to block 2 of the new design. We observe that > D2{2] > 
Di(2), so changing block 2 to its optimal order results in the design 
3 4 2 1 
1 2 3 3 
2 1 4 4 
For this design, the algorithm now recognizes that the optimal allocation for the third 
block results in a linear trend-free block design. The algorithm stops and presents the 
following design: 
3 4 2 1 
1 2 4 3 
2 1 3 4 
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In this example, chosen for its simplicity, no ties among the D,(/i)-values were encoun­
tered at any step. However, this should not be perceived as typical; failure to encounter 
ties is actually very exceptional. 
Example 3.3. Using the BIBD with u = 6 = 13, r = ^' = 9, A = 6, presented by 
Cochran and Cox (1957, p524), the algorithm obtains the linear trend-free design shown 
in Table 3.1. This design was found during the first iteration, and the allocations in 
only the first 7 blocks were changed from the starting design, which had been obtained 
by randomly allocating treatments to units within blocks. 
Table 3.1: A linear trend-free design for u = 6 = 13, k = 9 
5 1 4 5 13 3 12 7 4 7 10 9 10 
6 6 12 2 1 2 13 9 13 9 4 5 1 
11 3 1 8 6 5 4 12 2 11 8 7 8 
12 11 11 3 2 10 8 6 m ( 3 2 3 6 
10 12 13 10 11 11 11 3 8 8 6 4 9 
13 S 9 13 9 12 2 1 5 2 9 13 5 
7 7 7 1 10 7 3 4 10 1 12 10 11 
9 10 8 12 3 1 6 13 6 5 7 8 4 
2 13 2 9 4 4 5 5 1 6 3 11 12 
Of course, the allocation of treatments presented by Cochran and Cox (1957) can be 
viewed as that of an 8-trend-free block design. There are, however, many linear trend-
free designs, and the algorithm allows one of these to be selected in a rather random 
faishion. 
Example 3.4. This example is based on the BIBD(10,15,9,6;5) on page 476 of Cochran 
and Cox (1957). In this example, the necessajy condition for a design to be ALT, 
r,(fc -h 1) = 0 (mod 2), is violated for each of the 10 treatments. A nearly hnetir trend-
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free design has, therefore, a Q-value of 10, and one such design obtained by use of the 
algorithm is given in Table 3.2. 
The algorithm was also tested on some larger designs, such as a BIBD(2S,36.9.7:2) in 
Cochran and Cox (1957, p482) and the V-BIB(22,33,r2,8,4;2) in Table 5.1 of Hedayat. 
Stufken and Zhajag (1995), each time almost instantaneously resulting in a linear trend-
free design whenever the starting design satisfied the necessary conditions to be .\LT. 
Table 3.2: ,A. nearly linear trend-free design for v = 10.6 = io. /t = 6 
8 10 10 4 8 6 9 8 1 5 7 5 5 4 3 
2 5 9 2 9 4 6 1 8 3 1 10 3 6 7 
1 7 2 7 Ff ( 2 1 3 2 9 4 3 6 10 4 
9 8 5 6 10 8 7 6 3 7 10 2 2 1 6 
4 9 4 1 4 10 2 9 9 2 5 1 7 3 9 
5 6 6 8 3 3 10 5 10 4 8 7 8 5 1 
3.4 Higher Order Trends 
Although extension of the algorithm in the previous section to an algorithm for 
finding p-trend-free or nearly trend-free designs is conceptually not extremely difficult, 
it does offer new computational challenges. As observed in Section 2, a design is p-trend-
free if and only if Qp = 0. Let 
j=i 1=1 
and, for /i € {1,2,... , 6}, 
A^(A) = E E S i i M l )  = Am -
j=i ;=i t=i 
Then Qp = ^nd Da {Dii{h)) is, except for a multiplicative constant, 
equal to Di  {D i {h ) )  of Section 3. 
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As before, for a given block design or treatment-block incidence matrix A", we try 
to minimize Qp by finding an optimal allocation of treatments to units, one block at a 
time. When considering block Bh, it follows as in Section 3 that, assuming the design 
to be binary, an optimal allocation of treatments in this block is one that minimizes 
E E E s h M i ) D U k ) .  
771=1 i^Bfx 
To find such an optimal allocation is more difficult when p > 2. We form a Ar x /r 
matrix in which the rows are labeled 1,2... ,A: and the columns by the treatments in 
Bfi- We then compute the entry in position i € Bk. for this matrix as 
m=:l 
Finding an optimal allocation for the treatments in block Bh. is now equivalent to finding 
a diagonal of this matrix that minimizes the sum of its entries. This is precisely what is 
known in the operations research literature as the optimal assignment problem, for which 
eflBcient algorithms are available (Kuhn (1955); see also Gale (I960)). This observation 
is the key to the success of our algorithm. 
Thus the basic steps in our algorithm are now as follows: For a given incidence 
matrix N, we start with treatments randomly allocated to units within blocks. For a 
user-specified value of p, cin optimal allocation for the treatments in the first block is 
found by the optimal assigimient algorithm. With the new allocation in this block, we 
move to the second block, and so on. The ntunber of iterations is again user specified. 
Without further modifications, the above algorithm would be very inefficient, fre­
quently getting trapped at designs with Qp-values that are not close to the optimal 
ones. Part of the problem is that each time the optimal assignment algorithm is used, it 
finds only one optimal allocation in a block, without providing information as to whether 
this solution is unique. Trying to determine all the optimal allocations in a block re­
quires extensive computations for p > 2, and is in our experience not worth the effort, 
in part because optimal allocations for p > 2 are often unique. 
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Another problem is that there is no analogue of Theorem 3.1 when p > 2. It is 
indeed possible to have a design for which any change in allocation in any block leads to 
an increase in Q21 while the design is not 2-trend-free and its treatment-block incidence 
matrix is accommodating to a quadratic trend (AQT). An example of such a design is 
shown in Table 3.3. 
Table 3.3: A design for u = 6 = = 6; AQT, not 2-trend-free. 
but with a unique optimal allocation in each block 
4 CO
 
5 6 1 1 
5 5 4 2 2 2 
6 6 6 3 3 3 
1 1 1 4 4 4 
2 2 3 5 5 5 
3 4 2 1 6 6 
To prevent the algorithm from becoming trapped, we use the following modified ver­
sion for p > 2. As before, we start with a random allocation of treatments to units within 
blocks for a given treatment-block incidence matrix N. Starting with the first block, we 
use the optimal assignment algorithm to find optimal allocations within blocks, one block 
at a time. However, if there is a sequence of 6 blocks, say Bh, 5/i+i,... , 5fc, 5i,... , Bh-i-, 
where Qp does not change, then we store the current design, say di^ and, for a vector 
of weights Wi that is partly user specified, change the objective function to Qp(uii), 
as defined in Section 2. An optimal allocation for a block is now defined as one that, 
conditional on other blocks not being changed, minimizes Qp(uii). Using the optimal 
assignment algorithm, we start at block Bk to find optimal allocations, one block at a 
time, under this new criterion, continuing until we reach a sequence of h blocks where 
Qp{w.\.) does not change. The design at that time, say (fj, is now compared to di with 
Qp used as the objective function. If <^2 tias a smaller (5p-\'alue than di, then we remove 
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di from storage, replace it by 6.2^ and use ^2 to search for optimal allocations in blocks, 
one blocii at a time, now again using Qp as the objective function. On the other hand, 
if d2 does not have a smaller Qp-value than di, then we keep di and repeat the above 
process for a second vector of weights, ujj, using Qp{w2) the objective function. If. 
after exhausting all vectors of weights, we have not found a design that has a smaller 
Qp-value than rfi, then we return to di and, after selecting a random allocation for the 
treatments in block fi/,, continue with the optimal assignment algorithm for block B/i+i, 
using Qp as the objective function. The random allocation in block Bh has probably 
increased the (^p-value of the design; di will therefore be kept in storage until a better 
design has been found. 
The algorithm stops any time a design with Qp = 0 is found or when a user-specified 
number of iterations has been completed. In the latter case, it presents a design with 
the smallest <5p-value that has been found. 
Concerning the vectors of weights uj,- that are used in the algorithm, the user has a 
choice. For p = 2, the number of vectors = {wi, 1 — lu,-)' to be used is 2a. where a > 0 
is user specified; for z = 1,2,... , 2a, a > 1, Wi is defined as 
0.5 + 0.4(i + l)/(2a) if i is odd 
0.5 — 0.4z7(2a) if i is even. 
Thus the iu,'s alternate between values that are larger and smaller than .5, moving fur­
ther away from .5 if more weights are needed to make improvements. While experience 
has shown that use of unequal weights Ccin be of great help when the main algorithm 
gets trapped, how to change the weights efficiently is not very clear and may be de­
sign dependent. The above values of lu,- explore therefore a range of equidistant values 
between .1 and .9. 
For p > 3, the number of vectors that wiU be used is equal to a, which is again 
user specified. The actual vectors are now randomly selected. In both cases, p = 2 
and p > 3, a choice of a < 8 seems to work quite well. If a = 0, only Qp is used as 
Wi = 
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objective function, and a random allocation is used in a block whenever the algorithm 
gets trapped. 
The following examples illustrate the efficiency of the algorithm. Note again that, as 
a result of the various rajidom steps in the algorithm, answers in different runs of the 
same incidence matrix are rarely the same in terms of the resulting designs: they do. 
however, typically yield the same Qp-values, provided that enough iterations have been 
used. 
Example 3.5. Although the design in Example 3.3 is linear trend-free, it is not 
quadratic trend-free. The incidence matrix is, however, .A.QT, and also accommodating 
to higher order trends; the algorithm easily finds a quadratic trend-free design with this 
incidence matrix. One such design is presented in Table 3.4. 
Table 3.4: A quadratic trend-free design for y = 6 = 13, A: = 9 
13 6 12 3 2 1 13 9 4 7 10 9 1 
12 12 4 8 6 5 11 3 7 11 2 7 5 
10 8 11 2 9 3 5 13 8 3 8 8 10 
11 1 1 0 10 4 4 6 2 5 6 10 11 
2 11 13 1 4 7 6 12 5 9 12 4 6 
6 ( 9 9 13 10 3 4 10 2 7 13 8 
7 3 7 12 1 2 12 5 13 1 3 11 9 
9 13 8 13 3 12 2 1 1 8 9 3 12 
5 10 2 10 11 11 8 7 6 6 4 5 4 
The algorithm also has no problem finding a 3-trend-free design with this same 
incidence matrix. 
Example 3.6. The BIBD with u = 10, 6 = 15 and A; = 6 in Example 3.4 had a minimal 
Q-value of 10. This corresponds to a minimal Qi-value of 1/7, so that Q2 > 1/7. Designs 
with. Q2 = 1/7 do indeed exist and can easily be foimd by the algorithm. One such design 
61 
is given in Table 4.3. To illustrate the efficiency of the algorithm, we list the (52-values 
of 10 randomly generated designs from this incidence matrix; 45.73, 55.64, 32.16, 27.40. 
29.16, 20.53, 36.16, 30.40, 23.32, 22.59. We then ran the algorithm 10 times, allowing for 
slightly over 60 iterations each time. With such a small number of iterations, answers 
are obtained instantaneously; nevertheless, for all 10 runs the algorithm gave a design 
with Q2 — 1/7, the minimum possible value. 
Table 3.5: A nearly quadratic trend-free design for u = 10, 6 = 15, = 6 
4 7 9 2 8 4 1 5 3 5 10 3 7 6 6 
8 9 10 7 9 3 2 1 1 2 8 10 6 10 9 
5 8 5 4 4 10 6 8 2 7 4 5 2 1 1 
9 5 2 6 7 8 9 6 9 3 7 1 5 3 3 
2 10 6 8 10 6 rj i 3 10 4 1 7 3 4 4 
1 6 4 1 3 2 10 9 8 9 5 2 8 5 7 
Another set of 10 randomly selected designs with the incidence matrix of the design 
in Table 3.5 led to Qa-values of 58.21, 45.46, 40.06, 49.90, 35.14, 47.41, 48.40, 40.44, 30.43 
and 35.19. After about 60 iterations, we obtained Qa-values of 1.13, 1.08, 1.17, 1.08, 
1.08, 1.08, 1.17, 1.13, 1.17 and 1.17. The best Qa-value we have been able to obtain for 
this incidence matrix, 1.03175, required a number of iterations that was larger, but still 
so small that the answer was provided instantaneously. We have also run the algorithm 
multiple times with as many as 10,000 iterations each time, which has always resulted 
in designs with Q3 = 1.03175. 
Example 3.7. For larger designs, it can be more difficult to find the best design, 
although it is not difficult to find good designs. Among the larger designs that we 
considered were the BIBD with u = 28, 6 = 36 and fc = 7 in Cochran and Cox (1957, 
p482) and the V-BIBD with u = 22, 6 = 33 and k = S in Hedayat, Stufken and Zhang 
(1995). For the BIBD, a large number of iterations consistently resulted in designs with 
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Q2 = 0.0952 or Q3 = 2,0952. For the V-BIBD, the algorithm did find a quadratic trend-
free design, needing only about 1,000 iterations for one of the successful runs. For some 
other runs, as many as 6,000 iterations (in which case, more than 20 minutes may be 
required to obtain an answer) did not result in a quadratic trend-free design, although 
the Q2 value was always less then 0.10. For the same V-BIBD, the smallest value that 
we found for Q3 was 0.41, and, even with a large number of iterations, this value was 
only rarely obtained. On the other hand, just a very few iterations give very efficient 
designs. For 10 runs with less than 50 iterations each, the (^a-values were 1.03, 0.64, 
0.89, 0.72, 0.92, 0.94, 1.14, 0.92, 0.84 and 0.58. All are only marginally larger than the 
value we believe to be the best possible value, 0.41. 
3.5 Closing Remarks 
The algorithms presented in the previous sections are highly efficient for finding 
trend-free or nearly trend-free block designs for a given treatment-block incidence ma­
trix of a binary block design. For trends of degree p > 2, theoretical results for the 
construction of trend-free or nearly trend-free designs are sparse, and the algorithm in 
Section 4 is consequently extremely useful. The algorithms are also useful if theoretical 
results do exist; in that ceise, they offer the opportunity to select a trend-free or nearly 
trend-free design more or less randomly from ail such designs. 
The algorithm in Section 3 for p = I is extremely fast and, where linear trend-free 
designs exist, provides them instantaneously, even, for example, for a design with v = 22, 
b = 33, and fc = 8. The algorithm in Section 4 for p > 2 comes up very fast with the best 
possible designs only for, roughly, 6 < 30 and k <7. It is also very fast in finding highly 
eflBcient designs for other values of b and fc, but a much larger number of iterations may 
then be needed to find the best possible design. Usually, we have used a number of 
iterations 500 times the block size k. (Actually, iterations during searches with unequal 
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weights are not counted in this number; thus 500A: is the maximum number of iterations 
when using Qp as the objective function. This means that the length of a search is 
also affected by the choice of the number of different weights, 2a.) For larger fc, more 
iterations may be needed to find a p-trend-free design, if it exists. However, computer 
time is not an issue for any case. 
The length of a search also depends of course on the outcome of the initial random 
assignment of treatments within blocks. In view of that, when a p-trend-free design was 
not immediately found, we have run the algorithm multiple times, each time with a new 
initial random assignment. If the minimum of the Qp-values of the best designs from 
10 such runs, say, is obtained only for a couple of the runs, increasing the number of 
iterations may improve the design. If, however, all 10 runs result in the same ^p-values, 
it is unlikely that increasing the number of iterations will lead to a better design. Thus, 
repeatability (in terms of Qp) has been an important consideration in deciding whether 
an initial number of iterations sufficed for a particular design. 
An extension of these aJgorithms to non-binary block designs is not straightforward. 
The only algorithm that we have for such designs, a variation on the pairwise interchange 
algorithm of Bradley and Odeh (1988), is relatively slow. Further work on this is in 
progress. 
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CHAPTER 4. GRAPH THEORY AND THE EXISTENCE 
OF LINEAR TREND-FREE BLOCK DESIGNS^ 
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Abstract 
A sufficient condition is given for conversion of a block design, without alteration of 
its treatment-block incidence matrix, to a linear trend-free design when the block size 
is odd. This condition is necessary for conversion to a strongly linear trend-free design. 
Through introduction of a method of representing a block design by a graph and appli­
cation of Tutte's 1-factor theorem, one variant of the given condition is obtained. This 
variant condition caji be used to prove that several classes of block designs (including the 
balanced incomplete block (BIB) designs and balanced block designs) can be converted 
to linear trend-free designs. The results connect graph theory and linear trend-free block 
designs, and extend the known cIelsscs of block designs that can be converted to linear 
trend-free designs. 
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Keywords: Linear trend-free designs; block designs; Edmonds' adgorithm; Tutte's 
1-factor theorem; graph theory 
66 
4.1 Introduction and Preliminary Results on Linear Trend-Free 
Designs 
A block design d with parameters u, 6 and k has 6 blocks, denoted by Bi. B2 
Bbi and v treatments, denoted by 1, 2 . . .  ,t'; each block contains k plots and each plot 
is assigned a treatment. If the replication number for treatment i is denoted by r,, and 
if all r,'s are equal, say, to r, then we have an equireplicated block design. It is assumed 
that r,- > 2 for all i. 
We consider an experimental situation in which a trend over plots within each block 
is potentially present, and assume that the trend is the same in each block. Co.k (1951. 
1952) first studied the problem of planning experimental designs in the context of one­
way designs in the presence of a temporaJ or spatial trend extended over all experimental 
units. Federer and Schlottfeldt (1954) discussed an excellent example and in that paper 
they listed 5 types of experiment in which the considered situation can occur. The trend 
is in general approximated by polynomial t/i of degree p, where p is a positive integer 
less than fc, and tp takes its values on the plot positions / = 1,2,... , Ar. For a thorough 
review of results of varietal trials in the presence of a trend, see the recent paper by Lin 
and Stufken (1998). Here we will focus on p = 1. 
Let yji be the observation from the /th plot in block j and let 5ji be the treatment-
plot indicator variables defined by Sji = 1, if treatment i is assigned to plot I in block j 
and S'ji = 0 otherwise. The linear model to be considered is 
Vji  = fi  + i = ...,6, / = l,2,...,fc, (4.1) 
1=1 
where y. is the overall mean; r,-'s zire the treatment effects; (3j's axe the block effects; 9 is 
the unknown regression coefficient; V'i(/) = 21 —k —I; and ey/'s are uncorrelated random 
error terms with mean 0 and common unknown variance <r^. 
Let a'r, where r = (ri,T2,... ,r^)', be an estimable function for the model obtained 
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from (4.1) by deleting the trend effect term. A block design is called linear trend-free 
(LTF) if, for any such a'r, the least squares estimator of a'r for model (4.1) is identical 
to that for the model that ignores the trend effects. It can be shown that a block design 
is LTF if and only if D,- = EjLj for i = 1.2,... .v: see Bradley and 
Yeh (1980) and comments from Lin and Dean (1991). 
For a block design d, let N be the treatment-block incidence matrix. .A.n incidence 
matrix N is accommodating to a linear trend (ALT) if there exists a linear trend-free 
block design dtj that has M as its incidence matrix. A block design d is called ALT if 
the corresponding incidence matrix is ALT, and in such case, for convenient formulation 
o f  o u r  r e s u l t s ,  w e  a l s o  s a y  t h a t  d  c a n  b e  c o n v e r t e d  t o  a  l i n e a r  t r e n d - f r e e  d e s i g n  d t f .  
Yeh and Bradley (1983) conjectured that a binary, equirephcated and connected block 
design is ALT if and only if r{k -|-1) is even, where r is the common replication. Stufken 
(1988) constructed a family of binary, equireplicated and connected block designs with 
odd k in which no design is ALT. Hence the conjecture is not true. 
It can be shown that a necessary condition for a connected block design d to be ALT 
is that ri{k + l) is even for any treatment i in d. Chai and Majumdar (1993) established 
the sufficiency of the condition for several classes of block designs, including that in which 
k and r,'s are all even, balanced incomplete block (BIB) designs, and balanced block 
(BB) designs. Actually, Chai and Majumdar showed that each design of these classes of 
block designs can be converted to a strongly linear trend-free design except the class of 
BB designs. A block design is strongly linear trend-free if treatment i appejirs equally 
often in the Ith. plot as the {k+l — /)th plot for all z = 1,2,... ,u, / = 1,2,... , [fc/2J, 
where [ij denotes the greatest integer less than or equal to x. Obviously, a strongly 
LTF design is an LTF design, but not the reverse. 
When k is odd, we find that a necessary and sufficient condition for conversion of a 
connected block design to a strongly LTF design is easily obtained. The condition will 
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be presented in section 4.3. Also, a metiiod based on graph theory will be presented, 
which will allow a block design to be depicted by a graph. The mentioned necessary 
and sufficient condition for a block design with odd k to be convertible to a strongly 
LTF design then corresponds to the existence of a 1-factor for the corresponding graph. 
Since efficient algorithms for finding a 1-factor of a graph are available in the literature, 
the condition can be verified easily, and is thus useful. References regarding these 
algorithms will also be given in section 4.3. Moreover, through the connection to graph 
theory, we can obtain another necessary and sufficient condition that a block design can 
be converted to a strongly LTF design when k is odd from Tutte's 1-factor theorem. 
This variant is useful for applications in section 4.4, where the possible conversion of 
designs from several classes of block designs (including BIB designs and BB designs) is 
studied. 
For ease of reference, we reproduce the following result. 
Theorem 4.1, [Chai and Majumdar (1993)] For a connected block design d, if k and 
all r, 's are even, then d can be converted to a strongly LTF design. 
Section 4.2 presents preliminary notation and definitions from graph theory, while 
section 4.5 contains concluding remarks. 
4.2 Preliminary Notation and Definitions from Graph Theory 
In this section, we briefly give the notation and terminology from graph theory needed 
in developing the main results in section 4.3. 
(1). A graph G = {V{G), E{G)) consists of a vertex set V { G )  = {61,62,... ,6„} and an 
edge set E{G) = {ei, 62,.. • , e^}, where each edge is an unordered pair of vertices 6i6y; 
bi and bj are called end vertices of the edge. The cardinality of V(G), |V'(G)1, is called 
the order of the graph G. If two end vertices of an edge are identical, the edge is called 
a loop. 
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(2). A path of G between vertices u and ly is a finite, alternating sequence of vertices 
and edges, u = 61,61,62,62,... ,et,6j+i = to, beginning with vertex u and ending with 
vertex w such that 6,- = 6;6,+i, for i = 1,2,... , and no vertex is repeated. 
(3). Two vertices u and w Q { G are called connected if there exists a path from u to w. 
(4). A graph is connected if every pair of its vertices is connected. 
(5). A multigraph {simple graph) is a graph that allows (does not allow) repeated edges 
and loops. 
(6). A subgraph of a graph G is a graph H such that V{H) C V'(G) and E [ H )  C E [ G ) .  
If V{H) = V(G), then H is called a spanning subgraph of G. .An induced subgraph of G 
i s  a  s u b g r a p h  H  s u c h  t h a t  e v e r y  e d g e  o f  G  w i t h  b o t h  e n d  v e r t i c e s  i n  V { f { ]  i s  i n  E { H ) .  
T h e  s u b g r a p h  H  i s  t h e n  c a l l e d  t h e  s u b g r a p h  i n d u c e d  b y  V { H ) .  
(7). The degree of a vertex u in G, deg{u), is the number of edges of G  with t i  as an 
end vertex. Each loop is counted twice. If deg{u) = g for every vertex u of G, then G is 
called a g-regular graph. 
(8). A 1-factor of G is a 1-regular spanning subgraph of G. 
(9). .A, connected subgraph of G that is not properly contained in any other connected 
subgraph of G is called a component of G. An odd (even) component of a graph G is a 
component of odd (even) order. 
(10). Given a subset S  of V(G), h { S )  is defined as the number of odd components of 
G [ y ( G ) \ 5 ] ,  w h e r e  G [ y ( G ) \ 5 ]  i s  t h e  s u b g r a p h  o f  G  i n d u c e d  b y  V { G ) \ S .  
It is clear that if G has a 1-factor, it must have even order. A classical result on the 
existence of a 1-factor is Tutte's 1-factor theorem, which is reproduced below. 
Theorem 4.2. [Tutte (1947), also Tutte (1984, p 177)]. An arbitrary graph G has either 
a 1-factor or a subset S of V(G) such that [S"! < h{S), but not both. 
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4.3 Conditions for the Existence of Strongly Linear Trend-Free 
Block Designs when the Block Size Is Odd 
Throughout this section, unless otherwise stated, a block design d is a connected 
block design. Let B = {1,2,... ,6}. 
There are two kinds of block designs derived from a given block design that we will 
use at times. First, for a block design d with 6 blocks of size k and for 5 C B. |51 < b— 1, 
we use d{S) to denote the subdesign of d obtained by keeping blocks Bi. i € 5. from 
d .  S e c o n d ,  w i t h  d  a s  a b o v e  a n d  5  =  a  s e q u e n c e  o f  t r e a t m e n t s  w i t h  v j  €  B j ,  
j  = 1,2,... ,6, we will use d { s )  to denote the design with block size k  —  i  obtained by 
deleting vj once from Bj, j = 1,2,... ,6. We will refer to d{$) as a reduced design (of 
d ) ,  a n d  w i l l  w r i t e  r , - ( s )  f o r  t h e  r e p l i c a t i o n  o f  t r e a t m e n t  i  i n  d { s ) .  
Theorem 4.3. Let d he a. block design with odd block size. Then d can be converted 
t o  a  strongly linear trend-free design if and only if there exists a reduced design d[s) of 
d such that the r,-(5)'s are even, for all z = 1,2,... , v. 
Proof: The necessity of the existence of a sequence as in the statement is obvious. The 
following arguments, very much in the spirit of Chai and Majumdar (1993), establish 
the sufficiency. 
Let be as in the statement of the theorem and let d { s )  be the reduced design 
obtained by deleting Vj from Bj, for y = 1,2,... , 6. Then the block size in d { s )  is even, 
and so are the r,(5)'s. Note that r,(5) could be 0 for some i. By Theorem 4.1, (/(s) can 
b e  c o n v e r t e d  t o  a  s t r o n g l y  l i n e a x  t r e n d - f r e e  d e s i g n  d t f { s ) .  
Let d t j  be the following block design with b  blocks ajid k plots. The first and the 
last (A: — l)/2 plots of the jih. block of dt/ will be assigned the same treatments as those 
in the first and the last {k —1)/2 plots of the jih block in dtf(s), respectively. Also, the 
^th plot in the jth. block of dtf is assigned the treatment Vj. Then dtf is a strongly 
LTF design with the same treatment-block incidence matrix as • 
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Note that for a block design d with odd k, there are [1^=1 kj possible sequences {uj}, 
where kj is the number of distinct treatments assigned to block j. Therefore, to judge 
whether a sequence as stated in the theorem exists for a block design with k odd 
by an exhaustive enumeration is not practical or feasible for large b. 
For a block design d with k odd and all r,'s even, the representative graph of d is the 
simple graph Gd of order b defined as follows: The vertices 61.62,... ,64 in Gd represent 
the blocks 81,82,... , fit in d, and two vertices 6,- and bj are joined by an edge if blocks 
Bi and 8j have at least one treatment in common. 
The above representative method was inspired by the definition of the representative 
graph as a hypergraph in Berge (1976, p 400). Methods of representing a block design by 
a graph are not unique; for example, see Patterson and Williams (1976) and Raghavarao 
(1971, chapter 9). 
When does a sequence cis required in Theorem 4.3 exist? Suppose there are t  treat­
ments, without loss of generality say 1,2,... ,t, that have an odd replication in a de­
sign d, where 1 < t < v. We construct a block design dt from d by adding t blocks, 
Bb+i, ^ 6+21 • • • 1 Sb+t, to d. In the (6 + i)th block of dt, all plots are assigned the same 
treatment i ,  for i  = 1,2,. . .  , t .  Let dt\d denote the last t  blocks of df Note that dt,  
called the augmented block design of d, is not binary, but it has all r,'s even. The repre­
sentative graph of dt will be denoted by Gt. Observe that for j  = b + i,  i  = 1,2,. . .  ,  t ,  
we have that deg{bj)=ri in Gf For convenience we will  also use do and Go to denote d 
and G<i, respectively. 
Theorem 4.4. Let be a block design with odd block size, and let t  denote the number 
of treatments, 0 < t < v, with an odd replication in d. Then the following three 
statements are equivalent. 
(1) There exists a sequence of treatments Vj € Bj, in d, such that if Vj is deleted 
once from 8j for j = 1,2,... , 6, all ri(s)'s are even in the design d{s) of d. 
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(2). There exists a sequence of treatments Vj € in dt, such that if Vj is 
deleted once from Bj for j = 1,2,... ,6 + i, all r,(s)'s are even in the reduced design 
dt{s) of dt.  
(3). There exists a l-factor for the representative graph Gt of c/,. 
Proof: The equivalence of statements (1) and (2) are easily seen. The following we will 
establish the eqvivalence of statements (2) and (3). Note that 6 + Ms always even. Let 
/ = (6 + 0/2. 
Since all replications are even in dt,  and all r,(5)'s are also even in d{s) by (2). 
we know that each treatment must appear an even number of times in The 
sequence {vj}'jt[ can therefore be rearranged as •. • , such that uj^ = 
for /i = 1,3,5,... ,6 + f - 1, and U^t'i{ j h }  = {1,2,... , b  +  t } .  Now choose / edges, 
ei = 6y,6j2,e2 = ... , e/ = from Gf Then (fi, {ei, 62,... .e/}) is a 
l-factor of Gt. This shows that (2) implies (3). 
For the converse, suppose that there exists a l-factor in Gf Let ei = bj^bj^, 62 = 
bj^bj^,... , e/ = be the edges ajid their end vertices in this subgraph. Let 
be any treatment assigned to both blocks Bj^ and for k = 1,3,5 b + t — I.  
For j  = 1,2,... ,b + t we can define Vj = if j  = jh or j  = jhJri- Then the sequence 
satisfies the condition in (2). • 
A matching of a graph G is a set of pairwise disjoint edges. A l-factor of G is also 
called a perfect matching or a complete matching of G. The literature contains some 
algorithms for finding a maximum matching of a graph. Edmonds' Blossom Algorithm 
(Edmonds, 1965) is such an algorithm, one variant of which can be found in Ahuja, Mag-
nanti and Orlin (1993, chapter 12); more references are available on p 499 of this book. 
A Fortran code based on Edmonds' Blossom Algorithm is available in Lau (1989). Over­
all, these algorithms are efficient, because they can be carried out in 0{n^) operations, 
where n is the number of vertices in a graph and x < 4. 
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We can use such algorithms to determine whether a 1-factor exists in a representative 
graph Gi of df Thus, from Theorem 4.4, whether or not the condition in Theorem 4.3 is 
satisfied for a design dt is easily determined. This greatly enhances the value of Theorem 
4.3. In the following we will present another aspect of condition (3) in Theorem 4.4. 
The famous Tutte's 1-factor theorem, Theorem 4.2, gives a necessary and sufficient 
condition for the existence of a 1-factor of a simple graph or a multigraph. The necessary 
and sufficient condition of Theorem 4.2 applied to a representative graph Gt can be 
translated to a necessary and sufficient condition for a block design df An equivalent 
condition corresponding to the condition in Theorem 4.3 can then be obtained. 
A block design is called odd (even) if the number of blocks in the design is odd 
(even). 
Tutte's condition: Let c/ be a block design such that k is odd and all r,'s are even. 
For every proper subdesign d{B\S) of d, the number of odd connected subdesigns in 
d{B\S), denoted by hd{S), is less than or equal to the number of blocks in 5, |5(; i.e. 
15| > M5). 
Note the proper subset 5 in Tutte's condition could be empty. In that case, |0|=O. 
Tutte's condition holds in that case, since b + t is always even if there are t treatments 
having odd replications, where 0 <t <v. From Theorems 4.3, 4.4 and Tutte's 1-factor 
theorem, we have the following result. 
Theorem 4.5. Let be a block design with odd block size. Assume that there are 
t treatments having odd replications in d, where 0 < i < u. Then dt satisfies Tutte's 
condition if and only if d can be converted to a strongly LTF design. 
For block size 3, any LTF design is a strongly LTF design. The conditions in Theo­
rems 4.3 and 4.5 are then necessary and sufficient conditions for the existence of a linear 
trend-free block design. The following example illustrates this. 
Example 4.6. Let dt in Table 4,1 be the augmented design of the design d consisting 
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Table 4.1: Block design of example 3.4 
1 1 2 1 5 8 8 10 12 15 15 17 19 6 7 1 2 3 
2 2 3 3 6 9 9 11 13 16 16 18 20 13 14 1 2 3 
3 4 4 5 7 10 11 12 14 17 18 19 21 20 21 1 2 3 
Figure 4.1: Representative grapii of the design in Example 3.4 
of the first 15 blocks (to the left of the double line). The design d has ri = r2 = ra = 3 
and r,- = 2, for i = 4,5,... ,21. 
If we delete the 5th, 9th and 13th blocks, the resulting subdesign has 5 odd con­
nected subdesigns. Therefore, the design is not ALT according to Theorem 4.5. The 
representative graph Gt of dt is shown in Figure 4.1. For this Gi, it is easy to see that 
there is no 1-factor in Gt. 
For block designs to which Tutte's condition cannot easily be applied directly, al­
gorithms as in section 3.1 can be used. From Theorem 4.3, a necessary condition for 
a block design d to be convertible to a strongly LTF design is that t < b, where t is 
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the number of treatments with odd replication. However, a more complete necessary 
condition is as follows. 
Condition 4.7. A necessary condition for d to be convertible to a strongly LTF design 
is that for any subdesign </(5), 1 < 151 < 6, it holds that Vodd-4[S) <151, where Vodd-.d(S) 
is the number of treatments that appear an odd number of times in d{S) and not at all 
in d{B\S).  
Remark 4.8. (1). Since a strongly linear trend-free design is a "odd-degree trend-free" 
design, any design d that satisfies the conditions of Theorem 4.3 or Theorem 4.5 can 
be converted to an "odd-degree trend-free" design; see Lin and Dean (1991), Corollary 
2.1.2. 
(2). If the representative graph Gt for a design dt is defined to be the multigraph, 
without loops, of order 6, such that two vertices 6,- and bj in Gt will have e,j edges if 
and only if blocks 5,- and Bj in dt have e,y common treatments, then Theorems 4.4 
and 4.5 still hold. Patterson and Williams (1976) call such a representative graph the 
block concurrence graph. However, there appears to be no gain in working with such a 
multigraph instead of a simple graph. 
4.4 Applications 
In this section, we will apply the results in section 4.3 to several special classes of 
block designs. Because the condition in Theorem 4.3 is satisfied for these classes of 
designs, they can all be converted to strongly LTF designs. Note that some results have 
been proved and have been published in the literature. 
For a block design d ,  let n,j, i  = 1,2,... , v , j  = 1,2,... ,6, be the number of times 
that treatment i is assigned to block j and A,-,-/ = J2'j=i iT'ijiT'i'j- If d, is binary, then A,-,/ is 
the number of blocks to which treatments i and i' are commonly assigned. In general, 
A,-,/ denotes the number of comparisons between an observation with treatment i and 
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one with treatment i '  that can be made within blocks. 
Theorem 4.9. If any two blocks have at least one common treatment in a block design 
d in which k is odd and the condition 4.7 is satisfied, then d can be converted to a 
strongly LTF design. 
Proof; First, consider the case that all r,'s are even, so that 6 is also even. Let 5 be any 
proper subset of B. Because b is even and any two blocks have at least one treatment 
in common, we have hd{S) = 1, if  (S"] is  odd, = 0, if  |5[ is even. So, |5 |  > hd{S). 
Now, suppose that d has t  treatments with an odd replication, where I < t < v. 
Let S be any proper subset of 7" = {1,2,. . .  ,6 + 0- Furthermore, let  Z C {T\B)\S 
corresponds to the blocks of dt{{T\B)\S) that contain treatments which appear at least 
once in d{B\{B D 5)). Since condition 4.7 holds and any two blocks have at least one 
common treatment, it is easily seen that 
hd^iS) < 
Vodd;d [ S )  if |(5\(5 n S)) U Z\ is even (4.2) 
Vodd;d[S) + 1 if \{B\{B n 5)) U Z\ is odd. 
(We have used d{S) to denote (f(5 fl B).) 
If |(B\(5 n 5)) U Z\ is even, then hd,{S) < Vodd;d(,s) < fl 5| < |5|. 
If \{B\{B n 5)) U Z\ is odd, since b + t is even and 6 + f = |5| + Vodd;d{S) + |B\(^ 
5)1 + \Z\, then we know that [Sj + Uo(i<i;(/(S) niust be odd; i.e. \S\ and Vodd-,d{S) can not be 
simultaneously odd or even. Together this fact with the given condition VQdd-,d{S) < l^l 
implies that Vodd;d(S) < \S\. So, hdt{S) < Vodd-,d(S) + 1 < \S\- • 
Next we discuss whether balanced block (BB) designs, as defined in Kiefer (1975), 
can be converted to strongly linear trend-free block designs for the Ccise k is odd (when 
k is even, the result is implied by Theorem 4.1). Let k = av + fc', where a and k' are 
normegative integers and k' < k. If q = 0 then a BB design is a BIB design, a case 
that is postponed until Theorem 4.14. If fc' = 0 (fc is a multiple of v) then the resvilt is 
implied in Theorem 4.9. The condition 4.7 simply reduces to y < 6 for a BB design to 
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be convertible to a strongly LTF design. For example, let (/ be a BB design with 6 = 3, 
k = 15, and u = 5, then d can not be converted to a strongly LTF design, although d is 
ALT. The following result is for the case q > 0 and k' > 0. 
Theorem 4.10. A BB design d with odd block size k and k> v and k is not a multiple 
of V can be converted to a strongly LTF design. 
Proof: Consider any proper subset S of {1,2,... ,6 + t},  where t  is the number of 
treatments with an odd replication. Note that t = 0 or t = v; note also that 6 + < — |5| 
and jSj are simultaneously odd or even. U B S, from the definition of a BB design and 
A: > u, we have that hd,{S) = 1, if \S\ is odd, or hd,{S) = 0, if 1S| is even. When fc' > 1 
then d can be written as the juxtaposition of one or more complete block designs and one 
BIB design all with b blocks. When k' = I then d can be written as the juxtaposition of 
one or more complete block designs with 6 blocks and a block design with b blocks, only 
one plot and each treatment replicated b/v times. Now, B C S (only possible when 
t = u), using the Fisher's inequality for BIB designs, we have |5| > 6 > v. for k' > 1. 
Therefore, /id,(S) = 6 + u-|5| < b < |S|, for k' > 1. The result is then from Theorem 
4.5. • 
Theorem 4.H. Suppose that a binary block design d has k odd and all r,'s even and 
A,-,' > 1, for all i ^  f, and i, f = 1,2,... , v. Then d can be converted to a strongly LTF 
design. 
Proof: To apply Theorem 4.5, we need to show that |5| > h,d{S),  for any proper subset 
S of B. If S = 0, then hd{S) = 0 since d is connected and b is even. 
For 151 > 1, if h,d{S) > 2, from the fact that d is binary and A,-,' > 1, we have 
|5|M^ > > A.(5)^. (4.3) 
So, |5| > /ij(5). o 
Unfortunately, if d contains t  treatments with an odd replication, I < t < b, then, 
despite the necessary condition in condition 4.7 being satisfied. A,-,-/ > 1 does not 
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Table 4.2: The block design of Example 4.4 
1 1 1 2 2 3 3 8 29 1 2 3 4 5 6 7 
2 4 6 4 5 4 5 9 30 1 2 3 4 5 6 7 
3 5 7 6 7 7 6 10 31 1 2 3 4 5 6 7 
8 8 8 9 9 10 10 11 32 1 2 3 4 5 6 7 
9 11 13 11 12 11 12 12 33 1 2 3 4 5 6 7 
10 12 14 13 14 14 13 13 34 1 2 3 4 5 6 7 
15 15 15 16 16 17 17 14 35 1 2 3 4 5 6 7 
16 18 20 18 19 18 19 15 36 1 2 3 4 5 6 7 
17 19 21 20 21 21 20 16 37 1 2 3 4 5 6 7 
22 22 22 23 23 24 24 17 38 1 2 3 4 5 6 7 
23 25 27 25 26 25 26 18 39 1 2 3 4 5 6 7 
24 26 28 27 28 28 27 19 40 1 2 3 4 5 6 7 
29 29 29 30 30 31 31 20 41 1 2 3 4 5 6 7 
30 32 34 32 33 32 33 21 42 1 2 3 4 5 6 7 
31 33 35 34 35 35 34 22 43 1 2 3 4 5 6 7 
36 36 36 37 37 38 38 23 44 1 2 3 4 5 6 7 
37 39 41 39 40 39 40 24 45 1 2 3 4 5 6 7 
38 40 42 41 42 42 41 25 46 1 2 3 4 5 6 7 
43 43 43 44 44 45 45 26 47 1 2 3 4 5 6 7 
44 46 48 46 47 46 47 27 48 1 2 3 4 5 6 7 
45 47 49 48 49 49 48 28 49 1 2 3 4 5 6 7 
guaxantee that d can be converted to a strongly LTF design, as the following example 
illustrates. 
Example 4.12. The design dt in Table 4.2 is the augmented design of the design d 
consisting of the first nine blocks in Table 4.2. Tutte's condition is not satisfied for dt, as 
can be seen by letting S correspond to the first seven blocks of dt. Then /id5(5) = 9 > 151. 
Hence the design d cannot be converted to a strongly LTF design, although d is ALT. 
Theorem 4.13. Let d he a. binary block design with odd k. Suppose that there are t 
treatments having an odd number of replicates, where I <t < b and Xw > for 
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all i  ^  i', z, z' = 1,2,... , u. Then d can be converted to a strongly LTF design. 
Proof: For any proper subset S of T, we partition S into (5n 5) U (5n {T\B)).  dt{T\S) 
need not be a connected design. We will partition the blocks of dt{T\S) as 
where hi+h2 denotes the number of disconnected sets of dt{T\S),  each is a connected 
subdesign, and contains at least one block of d if and only if j < hi. Thus, if h2 > 0. 
for j > hi the design d^^^ is a subdesign of dt{T\B) that consists of precisely 1 block. We 
will  show that \d{S)\ >hi+ h^. Then from the fact that \S\ > l£^(5)| .  hi + h2> hd,{S) 
and Theorem 4.5, d can be converted to a strongly LTF design. 
Case 1: hi = 0. 
If  hi  = 0 then S J B, so that |c^(5)| = b > t > h2. 
Case 2: /12 = 0. 
Replace S hy S C\ B and hi[S) by hi in the inequality (4.3), we have \d{S)\ > hi.  
Case 3: hi = h2 = 1. 
Since d is binaxy and r,- > 2, from the fact that all blocks in d receiving the treatment 
in d^'^^ are in rf(5), |<i(5)| >2 = hi+h2-
Case 4: hi = 1, /i2 > 1. 
Let A be the smallest integer larger then By the given conditions, we have 
\d{S)\{'^ > A[(u - 1) + (u -2) +... + (u -/i2)l. Then, \d{S)\ > By hi = 1, 
we have h2 < {v — k),  and thus {2v — h2 — 1) > {v + k — 1). Since \d{S)\ is an integer, 
|f/(5')| ^ 1 + h2' 
Case 5: hi >1, = 1. 
In this case, with A defined as in case 4, + (u — 1)]. Thus 
\d{S)\ >hi + 2X{v -  l)/k{k -  1). So, \d{S)\ >hi + L 
Case 6: hi >1, /ij > 1. 
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In this case, again with A as in case 4, |</(5)|(2) > ~ ("•' ~ 
... + (u — /ij)]}- By applying the same arguments used in case 4 and case 5. we can 
easily show that |6^(5)| > hi + h2. D 
Theorem 4.14. [Chai and Majumdar (1993)] Let rf be a BIB design with parameters 
{v,b,k,r-, X). If k is odd, then d can be converted to a strongly LTF design. 
Proof: For a BIB design, A,,/ = A > 1, for all i  ^ f, and i , i '  = 1,2,... ,v.  Since 
r > k (which is implied by the Fisher inequality, 6 > u, for BIB designs), we have 
_ [k-i)r ^ The result then follows from Theorem 4.13. • 
u—l U+A:—I 
4.5 Concluding Remarks 
For a block design d such that k is odd, under the assumption that a linear trend is 
present across plots within each block and the trend is the same for each block, if d is 
ALT, it can sometimes be converted to a strongly LTF design. 
In Theorem 4.3, we present a necessary and sufficient condition for a block design to 
be convertible to a strongly LTF design. It seems the condition would not have much 
use without any further investigation. So, a graph representative method is introduced 
to represent a block design by a graph. Then, the condition can be easily verified by 
using some well developed, efficient algorithms in graph theory. What we have obtained 
from such a graph representative method is that for an individual block design whether 
it can be converted to a strongly LTF design can be easily known. Moreover, the Tutte's 
l-factor theorem in graph theory provides us one variant of Theorem 4.3, Theorem 4.5. 
Theorem 4.5 shows us directly what kinds of structure of block designs can be converted 
to strongly LTF designs. We have shown Theorem 4.5 to be useful in extending the 
known classes of block designs that can be converted to linear trend-free designs in 
section 4.4. 
The results partially solve the question of what kinds of incidence matrix iV, or 
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corresponding blocic designs, are ALT when k is odd: the result completely answer the 
same question for fc = 3. If we want to solve the question completely, we can investigate 
next, for example, what kinds of structure of block designs are ALT and can be converted 
to non-strongly LTF designs only. It is apparent that many more investigations are 
required. As an example of a block design that can be converted to a non-strongly LTF 
design only, it is easily verified that the necessary condition 4.7 is not satisfied for a 
complete block design with v = k = o and 6 = 3. 
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CHAPTERS. DISCUSSION 
Varietal trials in which a trend is present across the experimental units or plots are 
considered. The trend is approximated by an orthogonal polynomial of degree p, taking 
values on plot positions. Algorithms have been developed in this context, for finding 
both eflBcient one-way designs and efficient block designs. These algorithms are described 
in sections 2.4, 2.5, 3.3, and 3.4 and in appendix A. 
Five algorithms have been developed for finding (neaxly) p-trend-free designs. The 
algorithm in section 2.4 is used for finding linear trend-free one-way designs. The al­
gorithms in section 3.3 and appendix A are used for finding (nearly) linear trend-free 
binary block designs and (nearly) linear trend-free block designs that need not be bi­
nary, respectively. The algorithms in section 2.5 and section 3.4 can be used for finding 
(nearly) p-trend-free one-way designs and (nearly) p-trend-free binary block designs, 
respectively. 
These algorithms are of value in obtaining highly efficient varietal designs in the 
presence of a trend that can be approximated by a polynomial. The algorithms thus 
allow systematic varietal one-way designs and block designs to be put into practice easily. 
Even if a construction method of (nearly) p-trend-free designs exists for a combination 
of parameters {v and r,-'s for a one-way design, or an incidence matrix N for a block 
design), the algorithms are useful, because, in general, they can provide many different 
(nearly) p-trend-free designs with the same parameters. The different (nearly) p-trend-
free designs are obtained by running Fortran programs, coded from algorithms, several 
times, using different groups of random seeds. A group of three random seeds is required 
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for running these programs. The random seeds are used to assign treatments randomly 
to plots at the beginning of the search and to select one of several designs randomly in 
the case of ties in the value of an objective function during the search. The efficiency 
of these algorithms will be discussed in section 5.1. An algorithm for finding linear 
trend-free binary block designs, as in section 3.3, appears already in Bradley and Odeh 
(1988). Algorithms developed for other trends and other types of design are the first of 
their kind. 
The existence of linear trend-free block designs has been studied further: the results 
have been presented in chapter 4. The value of these results is twofold. First, graph 
theory is the tool used to obtain the results. Thus a connection is established between 
the existence of linear trend-free block designs and graph theory. Second, the results 
extend the classes of block designs that can be converted to linear trend-free designs. A 
brief summary will be presented in section 5.2. 
In section 5.3, some topics that deserve further investigation will be discussed. 
5.1 Performance of Algorithms 
To find a p-trend-free design for a combination of parameters, v  and r,'s for a one­
way design or an incidence matrix N for a block design, the higher the value of p, the 
more the computer time required to find a (nearly) p-trend-free design. This is because 
for the considered combination of parameters, the higher the value of p, the greater the 
number of restrictions that need to be satisfied on the eissignment of treatments to plots. 
For example, consider two one-way designs. One has parameters u = 2, ri = rj = 32, 
and n = 64, denoted by CRD.2.64; the other has v = Z, vy = r2 = — 108, and 
n = 324, denoted by CRD.3.324. A 5-trend-free CRD.2.64 and a 5-trend-free CRD.3.324 
are available. We run each program, coded from the algorithm in section 2.4 and the 
cilgorithm in section 2.5, ten times, using a different group of random seeds each time, 
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in UNIX on DEC ALPHAstation 500/400 MHZ workstations. We will refer to this as 
ten RUNs. For each RUN, a predetermined number ITER of iterations. 500 times the 
value of n, will be used as an upper bound of iterations for searching for a (nearly) linear 
trend-free one-way design. If a (nearly) linear trend-free one-way design is found in less 
than ITER iterations, then the design and its corresponding Q-value will be printed and 
the searching process will stop. However, if a (nearly) linear trend-free one-way design 
cannot be found by using ITER pairwise interchanges of treatments, then the design 
with the minimum Q found in the searching process will be saved. Whenever a design is 
found, either a (nearly) linear trend-free design or one obtained after ITER iterations, 
we will say that a TRY has been completed. For each RUN, the searching process will 
continue until a user-decided number of TRYs have been completed or a (nearly) linear 
trend-free one-way design has been found. Ten TRYs for each RUN were used in this 
report. For each TRY, before the start of the searching process, the treatments were 
randomly assigned to units. Table 5.1 and Table 5.2 give the average CPU time (in 
seconds) for these ten RUNs. The number in parentheses is the standard error of these 
10 times. The numbers x/y within square brackets in the third column of both tables 
indicate that the corresponding Qp was obtained x times out of a total y TRYs. 
Table 5.1: Searching for p-trend-free CRD.2.64 designs 
Algorithm Average CPU Time Best Qp Found from 
p (section) for Ten RUNs Ten RUNs 
I 2.4 0.06 (0.01) [10/10] 0.00 
2 2.5 0.11 (0.05) [10/10] 0.00 
3 2.5 47.60 (37.83) [10/25] 0.00 
4 2.5 239.86 (17.08) [1/100] O.llE-7 
5 2.5 267.95 (3.49) [1/100] 0.93E-6 
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Table 5.2: Searching for p-trend-free CRD.3.324 designs 
Algorithm Average CPU Time Best Qp Found from 
p (section) for Ten RUNs Ten RUNs 
1 2.4 0.51 (0.42) [10/10] 0.00 
2 2.5 18.70 (12.00) [10/101 0.00 
3 2.5 21375.30 (137.12) [1/100] 0.19E-S 
4 2.5 67141.60 (113.64) [1/100] 0.94E-S 
5 2.5 69630.12 (409.02) [1/100] 0.58E-7 
As seen from Tables 5.1 and 5.2, the algorithm in section 2.4 is highly efficient for 
finding linear (p=l) trend-free designs for these two cases. The algorithm is also highly 
efficient for n < 400 and any combinations of v and r,"s. A value of n = 400 is the 
maximum value that we tested the performance of the algorithms in sections 2.4 and 
2.5. Section B.l of appendix B studies the efficiency of the algorithm in section 2.4 in 
more detail. As for the algorithm for searching for higher order p-trend-free one-way 
designs in section 2.5, it is efficient for small values of n, such as n < 60. For relatively 
large values of n, the algorithm is efficient only for p = 2 and small v, such as u < 5. A 
more detailed study for p = 2 is presented in section B.2 of appendix B. 
However, for the algorithm in section 3.4 (used to search for p-trend-free block de­
signs), whether it is true that the higher the value of p, the more computer time is 
required is not clear, especially for moderately small block designs. One possible expla­
nation for this algorithm appearing to be faster for values of p near k — 1 than for p = 2 
or 3, for example, is that for the smaller values of p the optimal order in a block is more 
often not unique. If this occurs it seems to be difficult for the algorithm to make progress 
in reducing the value of the objective function. But ail of this is mostly guess work, and 
we are not entirely certain for the reasons of this phenomenon. To support this claim, 
we again consider two block designs. The first has an incidence matrix IV = I7I7, the 
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7 x 7  m a t r i x  o f  T s ,  c o r r e s p o n d i n g  t o  a  c o m p l e t e  b l o c k  d e s i g n  w i t h  v = 7 and 6 = 7, 
which will be denoted by CB.7.7. A 6-trend-free CB.7.7 is available. The second is a 
balanced incomplete block design with parameters u = 10, 6 = 45, r = 36, A: = 8 and 
A = 28, denoted by BIB.10.45.36.8, for which a 5-trend-free BIB.10.45.36.8 is available 
(Chai and Stufken (1998)). 
We run each program, coded from the algorithm in section 3.4 and the algorithm 
in appendix A, ten times, using a different group of random seeds each time, in UNIX 
on DEC ALPHAstation 500/400 MHZ workstations. We will again refer to this as 
ten RUNs. For each RUN, a predetermined number IBLOCK of blocks, namely 5006A: 
(which equals 500k iterations, as defined in chapter 3), is used as an upper bound for 
searching for a (nearly) p-trend-free block design. If a (nearly) p-trend-free block design 
is found when the number of'investigated' blocks is less than IBLOCK, then the (nearly) 
p-trend-free block design is printed and the searching process will stop. However, if a 
(nearly) p-trend-free block design cannot be found by investigating IBLOCK blocks, 
then the design with the minimum Q found will be saved. Whenever a design is found, 
either a (nearly) linear trend-free design or one obtained after IBLOCK blocks, we will 
say that a TRY has been completed. The searching process will continue until a user-
decided number of TRYs have been completed or a (nearly) trend-free block design has 
been found. Ten TRYs for each RUN are used in this example. Also, at the beginning 
of each TRY, the treatments are randomly allocated to plots within blocks. 
Table 5.3 gives the average CPU time (in seconds) and the number of blocks that were 
considered to find a p-trend-free design. The numbers in parentheses are the standard 
errors over the 10 RUNs. Columns in Table 5.4 are interpreted the same as in Tables 
5.1 and 5.2. 
As seen from Tables 5.3 and 5.4, the algorithm in appendix A is highly efficient for 
finding linear trend-free designs for these two Ccises. For other incidence matrices or 
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Table 5.3; Seaxching for p-trend-free CB.7.7 designs 
Algorithm Average CPU Time Average Number of Blocks to 
p (section) for Ten RUNs Obtain a p-Trend-Free Design 
1 appendix A 0.06 (O.OI) 3.40 (1.43) 
2 3.4 0.08 (0.03) 62.80 (44.66) 
3 3.4 0.05 (0.01) 41.40 (20.99) 
4 3.4 0.07 (0.02) 80.50 (45.65) 
5 3.4 0.06 (0.01) 41.30 (30.18) 
6 3.4 0.04 (0.01) 10.90 (4.99) 
Table 5.4: Searching for p-trend-free BIB.10.45.36.8 designs 
Algorithm Average CPU Time Best Qp Found from 
p (section) for Ten RUNs Ten RUNs 
1 appendix A 0.03 (0.00) [10/10] 0.00 
2 3.4 0.05 (0.30) [10/10] 0.00 
3 3.4 1535.48 (16.02) [4/100] 0.26E-1 
4 3.4 1661.98 (9.54) [1/100] 0.19E-1 
5 3.4 1701.33 (8.83) [16/100] 0.24 
block designs, the algorithm is also highly efficient with 6 < 300 and k <50, the limits of 
our tests. Section B.3 of appendix B considers the efficiency of the algorithm in appendix 
A in more detail. The algorithm in section 3.3 used for finding linear trend-free binary 
block designs is also highly efficient for b < 300 ajid A: < 50, although the efficiency will 
not be discussed here. The algorithm in section 3.4 works very well for the design CB.7.7, 
as seen from Table 5.3, and works well only for p = 2 for the design BIB.10.45.36.8, as 
shown in Table 5.4. Section B.4 of appendix B discusses the efficiency, for p = 2, of this 
algorithm. 
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In summary, the efficiencies of the two algorithms used for searching for higher order 
p-trend-free one-way designs and p-trend-free block designs as presented in sections 2.5 
and 3.4 are design-dependent. The best found designs and the computer time required 
for using these algorithms (programs) are influenced by the following factors; 
(1) The size of a design; this is determined by the number of treatments v. and the 
replication number for treatments ri, r2,... , r„, for a one-way design, or the number of 
blocks 6, and the size A: of a block, for a block design. The bigger the v and r,'s or the 
bigger the 6 and k, the more the computer time needed to obtain a design with small 
value of Qp. 
(2) The three random seeds; they affect both the best found designs and the computer 
time through the ways the algorithms randomly reallocate treatments to plots at the 
beginning of the search process, as well as the random selection of a design when there 
are ties in terms of the objective function. 
(3) The degree of the polynomial trend p; in general, the higher the value of p, the 
more the computer time is needed to find a one-way design with small Qp. Examples 
are shown in Tables 5.2. 
The three algorithms used for finding linear trend-free one-way designs, linear trend-
free binary block designs, and linear trend-free block designs that are not necessarily 
binary (in sections 2.4, 3.3 and appendix A, respectively) are eflBcient, based on empirical 
evidence. Despite the results in Theorem 2.3 of chapter 2, Theorem 3.1 of chapter 3, 
and Theorem A.l of appendix A and all empirical evidence, we do not have a proof 
that the algorithms will eventually find a design with the optimal (^-value for the given 
parcimeters. The problem is that when ties occxir, it is not known whether the objective 
function Q wiU be eventually reduced by a sequence of interchanges of neighboring 
treatments (the algorithm in section 2.4) or by optimal allocation of treatments to a 
block each time (the algorithm in 3.3) or by a sequence of interchanges of two treatments 
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in a block to arrive at the optimal allocation of treatments within a block each time (the 
algorithm in appendix A). However, these algorithms are satisfactory for the purposes 
for which they were developed, and the computer time spent on finding linear trend-free 
designs is not an issue. 
Because random seeds (bits) are involved, the five algorithms are called randomized 
algorithms. The two primary reasons for using a randomized algorithm are simplicity 
and speed. For these five algorithms, use of random seeds is quite natural, because ties 
occur during the searching processes and a deterministic algorithm to select a design 
that would lead to fast and efficient searching obviously would be quite complicated. 
This is especially true for the three algorithms for finding linear trend-free designs; ties 
very often occur during the process of searching for linear trend-free designs. The two 
advantages of randomized algorithms are therefore significant for these three algorithms. 
For an experimenter, the question of whether to use a systematic design generated 
by an algorithm or by a special construction method, and what order, p, of a polynomial 
function to use to approximate the trend when a trend is present across the units, might 
be summarized as follows: "Clearly these questions can only be answered from practical 
knowledge of the experimental situation" (Cox (1952)). The algorithms developed here 
can help an experimenter to select, in a flexible manner, a systematic design in the 
presence of a trend. 
5.2 Discussion of the Results about Graph Theory and the Ex­
istence of Linear Trend-Free Block Designs 
The existence of linear trend-free block designs has been further studied in chapter 
4. Theorem 4.5 shows us the structure of a block design with odd block size for which it 
can be determined whether or not a strongly linear trend-free block design is available. 
Some efficient algorithms Ccm be used to implement this theoretical result; the references 
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regarding the existing algorithms were given in section 4.3. The results progress further 
toward a complete understanding of the existence of linear trend-free block designs. 
Because of insufficient knowledge about characteristics or structure of linear trend-
free designs that axe not strongly linear trend-free, more efforts are apparenth' required 
for the solution of a complete understanding of the existence of linear trend-free designs. 
New tools would therefore be necessary for tackling this problem. 
5.3 Further Research 
In this study, we have assumed that the trend is the same for each block of varietal 
block designs in the presence of a trend. However, the assumption of different trends 
for different blocks may be more realistic in some experimental situations; Jacroux, 
Majumdar and Shah (1995, 1997) give some references for experimental situations in 
which different trends can occur. In such situations, finding efficient block designs can 
be a problem. 
The second interesting topic is whether the three algorithms used for finding linear 
trend-free designs, which work very well empirically, really work in theory? In other 
words, for any given v and r,'s of a one-way design, or for any given incidence matrix 
iV of a block design, can the corresponding algorithm(s) always find a design with the 
given parameters that has the optimal Q-vaiue? In attempting to understand whether 
the three algorithms have this property, we find that the search for a p-trend-free design 
problem can be formulated eis the constrained BooIean^ quadratic problem; see Padberg 
and Rijal (1996). 
Given a set Z = {1,2,... , n}, a vector c 6 i?" with components ci, C2,... , Cn, and 
a n X n matrix A, the constrained Boolean quadratic problem (BQPc) is the quadratic 
zero-one optimization problem 
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Min c'l-fi'Ai 
Subject to 
^Xi = aj, fori = 1, 2 , . . .  ,m 
ie5j 
Xi € {0,1}, for 2 = 1,2,... , n 
where Sj C Z, 1 < i < m, are nonempty subsets of Z and WJliSj = Z. The BQPc 
is in general NP hard; i.e., no polynomial time algorithm has been found to solve the 
general BQPc-
The formulation is given in appendix C. Although such a formulation still can not 
help us to explain why these three algorithms work in theory, it, however, sheds light 
on an approach to solve the problem. In addition, the formulation can somehow explain 
the difficulty of developing an efficient algorithm for finding higher order p-trend-free 
designs. This is because the problem of searching for a p-trend-free design is one of a 
NP hard problem and p = I (linear trend-free) might be a very special case. 
The third topic is that the existence of linear trend-free block designs can be further 
investigated. 
Finally, if the method of data analysis is based on a spatial model for which the errors 
are not i.i.d., then how to construct or search for efficient designs is worth investigating. 
Literature regarding this research direction is available; for example, see Martin (1996) 
and the references cited there. 
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APPENDIX A. AN ALGORITHM FOR FINDING LINEAR 
TREND-FREE GENERAL BLOCK DESIGNS 
The algorithm used to find linear trend-free designs in section 3.3 is for binary block 
designs only. Thus, an algorithm that can be used to find linear trend-free block designs 
that are possibly not binary is desirable. Such an algorithm is proposed here. 
Let 0i(/) = 2/ — — 1, for / = 1,2,... ,k. .^s in chapter 3, we define 
D {  =  J 2 H ?  =  1 , 2 , . . .  , u .  a n d  ^ D f ,  
j=l 1=1 i=l 
This algorithm, like that for finding linear trend-free binary block designs, works one 
block at a time. For a given block, say Bg, we have 
Q  =  t o ; = E o l + Z D l  
1 = 1 iiBg iSBg 
The first sum on the right-hand side will not change if we change only the allocation of 
treatments in block Bg, so that it suffices to consider the latter sum on the right-hand 
side; to reduce Q by changing the allocation of treatments in Bg corresponds to reducing 
Dl 
The basic idea, which is the point that differs from the algorithm in section 3.3, is by 
sequentially interchanging two treatments assigned to two plots in block Bg at each stage, 
to attempt arriving at an optimal allocation (see section 3.3) of treatments within the 
block Bg. Each time, a pair of treatments is selected such that if that pair of treatments 
were interchanged, among all possible pairs of interchanges of two treatments, Q will be 
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reduced most. The number of interchanges in Bg is set to be at most lOfc. Other steps 
of this algorithm are the same as those of the algorithm in section 3.3. 
To be more precise, let m, n € {1,2,... , &} with m < n, so that = I with 
^ Compute 
j=i1=1 
and, find the pair m^n E {1,2,... .A:} as above that maximizes (.A.l). For such a pair 
m,n, change treatment im to position n and to position m in block B^. If there is 
more than one pair that maximizes (A.l), interchange two treatments corresponding to 
a pair of m and n randomly selected from those that maximize (.4.1). The following is 
the motivation of this algorithm. 
Let Qotd denote the current (^-value, Qau = ELi D] = Et^s, + E.es, An 
interchange of treatments im and j„, im i=- in, on plots m and n of block Bg, respectively, 
would change the Q-value to 
Qntw,m,n= + (A'm + 2(n - m))^ + {Di„ -2{n -m)f.  
iiBg 'GSg 
Hence, 
Qoid - Qnew,m.n = 4(n - - Di„) - 8{n - m)-. (A.2) 
The following result shows a desirable property of this algorithm. 
Theorem A.l. For a given proper and connected block design with ri{k +1) = 0 (mod 
2), z = 1,2,... , u, let Qoid and Qnew,m,n be defined as above. If, for every block, for any 
m <n and m, n 6 {1,2,... ,k} with im 7^ in 
Qoid Qnexu,Tn,n (•^•3) 
then the design is already linear trend-free. 
Proof: Suppose that the assumptions hold and the design is not linear trend-free. 
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Since r,(/s: + 1) = 0 (mod 2), we have that Di is even for all i .  Then (.4.2) and (.4.3) 
imply that for every block, for any m < n and m,n € {L2— ,k} with im ^ in-
Di„ - Di„ <2{n-m- I). (.4.4) 
Define 
Vi = {z 6 {1,2,... , u} : Di < 0} and V2 = {i € {1,2,. . .  ,v} : Di> 2}. 
The sets Vi zmd V2 form a partition of {1,2,... ,u}. Since the design is not linear 
trend-free, neither VI nor V2 is empty. Further, define 
= {j 6 {1,2,.... 6} : for all / = 1,2,... , A:, if 6ji = 1, then i  6 Vi}, x = 1,2 
and 
53 = {;• 6 {1,2,... ,6} : there exist i '  6 Vi, i  € Vj,and m,n € {1,2,... .fc}, 
such that Sjjn = = 1}. 
(Thus, if Bj contains only treatments from VI then j  € Si; if all treatments are from Vj 
then j  € S2; otherwise j  € S3.) The sets 5i,  52, and S3 form a partit ion of {1 ,2 , . . .  ,  b}. 
By the connectedness of the design, it is seen that 5i U 52 = {1,2,.,. , 6} is impossible. 
So, S3 is not empty. Next define 
S = {(i,m,n), j € {1,2,... ,6}, m,n 6 {1,2,... , k }  and m  < n  :  there exist 
elements i' 6 Vi,i 6 V2, such that = 1 and D,- — Di> > 2(n — m)}. 
It is necessary only to consider the case n = m + I to insure that S is not empty. Since 
HieVi Di < 0, E16K2 Di > 0) Ei=i Di = 0, there exists one element, say 5, in S3 and 
i' € Vi, z 6 V2, such that = ^}'m = 1, and we know that Di — Dv > 2. Therefore, 
S is not empty. But this contradicts (A.4). • 
A Fortran code for the algorithm is available. With the algorithm, even with h and 
k as large as 100 and 24, respectively, answers are obtained instantaneously. As with 
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those algorithms in chapters 2 and 3, every (nearly) linear trend-free design has a positive 
probability, though not necessary equal for all designs, of being selected through this 
algorithm. 
Figure A.l gives a formal description of the algorithm. 
Algorithm: blkltfpi. f  
Input: a general block design and a group of three random seeds 
Output: a linear trend-free design and/or best found designs and the corresponding 
^-values. 
Begin 
While ITRY > 0 do; otherwise, print the best found designs and the corresponding 
(^-values; stop 
Compute Q 
Start searching; N=1 
While N < IB LOCK do; otherwise, save the best found design 
If a linear trend-free design can be obtained by interchange of one more pair of 
treatments in one block, then print the design; stop 
M = (N-1) (mod b) +1 [Investigate the Mth block] 
Call procedure crdpi2[M,Q) 
If Q=0 then print the linear trend-free design; stop 
N=N+1; End searching 
ITRY=ITRY-1 
End 
Procedure: crdpi2{M,Q) 
In the Mth block, make the optimal pair of interchange of two treatments among all 
k{k-l)/2 possible pairs of interchanges in any stage, until Q cannot be improved or the 
times of interchanges is at most lOA:, where k is the size of a block. If there are more 
than two optimal pairs of interchange of two treatments, then randomly select one pair 
among those ties. 
Note: in this program, we merely count how many blocks are investigated. The number 
of blocks that will be investigated is announced by 'IBLOCK'; the times of pairwise 
interchanges, at most lOfc, in any block is not taken into account. 
Figure A.l: An algorithm for finding linear trend-free general block designs 
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APPENDIX B. EFFICIENCY TEST OF THE 
ALGORITHMS 
B.l Efficiency Test of the Algorithm for Searching for Linear 
Trend-Free One-Way Designs 
In this section, we present results obtained with the Fortran program, called adjltf.f, 
of the algorithm in Section 2.4, which was developed for searching for linear trend-free 
one-way designs. To run this program, the user needs to input information about a 
one-way classification such as the number of treatments v, the total number of units n, 
the replication numbers r,'s, (or a one-way design with those parameters), and a group 
of three random seeds, each between 1 and 30,000. 
Recall that the algorithm attempts to reduce the value of Q = IZy=i(Iir=i 
by a sequence of pairwise interchanges of treatments on neighboring units. We will 
call each pairwise interchcmge, selected from the n — 1 possible pairwise interchanges of 
treatments on neighboring units, an iteration. 
For each of twenty selected one-way designs, we will run the program ten times, 
using a different group of random seeds each time. We will designate this as ten RUNs. 
For each RUN, a predeterminated number ITER of iterations, 500 times the value of n, 
will be used as an upper bound of iterations for searching for a (nearly) linecu: trend-
free one-way design. If a (nearly) linear trend-free one-way design is found in less than 
ITER iterations, then the design and its corresponding Q-value will be printed and 
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the searching process will stop. However, if a (nearly) linear trend-free one-way design 
cannot be found by using ITER pairwise interchanges of treatments on neighboring 
units, then the design with the minimum Q found in the searching process will be saved. 
Whenever a design has been found, either a (nearly) linear trend-free design or one 
obtained after ITER iterations, we will say that a TRY has been completed. For each 
RUN, the searching process will continue until a user-decided number of TRYs have been 
completed or a (nearly) linear trend-free one-way design has been found. Ten TRYs for 
each RUN were used in this report. For each TRY, before the start of the searching 
process, the treatments will be randomly assigned to units. 
Note that for a given u, and its replication numbers r,'s, the optimal Q is zero if n 
is odd or if all r,'s are even; Q is equal to the number of odd r,'s otherwise. With this 
theoretical support (theorem 2.1 and theorem 2.2 of chapter 2), the searching time was 
shortened with great success. 
Table B.l presents results of running the program ten RUNs for each of twenty 
selected one-way designs. The difference between any two replication numbers for each 
of these one-way designs is at most one. Following is an explanation of information in 
each column of Table B.l. 
The first column represents the number of the twenty selected one-way designs. 
The second column represents the parameters of each one-way design. The number 
to the left of the period represents the number of treatments, u; the number to the right 
of the period is the total number of units, n; and the suflBx 'u', if present, indicates 
that the one-way design is unequally replicated. For example, '3.19u', the parameters of 
the design chOl, means that the design chOl has three unequally replicated treatments 
assigned to 19 units and that the difference between any two replication numbers is at 
most one, i.e., r,'s are 6, 6, 7. Note that the order of the replication numbers does not 
matter in the searching process or in the searching results. 
The third column presents the best (minimum) Q for each design found by nmning 
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the algorithm. The best Q is also the theoretically optimal Q for the twenty selected 
one-way designs. We have tested many other combinations of parameters of v and r,'s; 
a design with the theoretically optimal Q could always be found on the first TRY of 
each RUN. 
The fourth column shows the average CPU time (in seconds) for 10 RUNs of the 
program in UNIX on DEC ALPHAstation 255/300 MHZ workstations. The number in 
parentheses is the standard error of these 10 times. 
The leist (fifth) column is the average number of iterations required to obtain a 
(nearly) linear trend-free design for ten RUNs for each one-way design. Since, for each 
of the twenty selected one-way designs, a (nearly) linear trend-free design could always 
be obtained with the first TRY of each RUN, the average number of iterations provides 
a meaningful indicator of performance of the algorithm. The number in parentheses is 
the standard error of iterations among these 10 TRYs. 
The formal description of the algorithm is in Figure B.l. 
Algorithm: adjltf.f 
Input: parameters of a one-way design, and a group of three random seeds 
Output: a linear trend-free design and/or best found designs and the corresponding 
Q-values 
Begin 
compute the theoretically optimal Q-vcilue, BESTQ, for the given parameters 
While TRY > 0 do; otherwise, print the best found designs; stop 
randomly allocate treatments to plots 
compute Q 
While ITER > 0 do 
If (5=BESTQ then print the (nearly) linear trend-free design; stop 
choose and make an optimal interchange of two treatments on neighboring units; 
in case of ties, reindomly select one from those ties 
ITER=ITER-1 
TRY=TRY-1 
End 
Figure B.l: An algorithm for searching for linear trend-free one-way design 
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Table B.l: Searching for linear trend-free one-way designs test data 
Code Descrip­ Best Q Average CPU Time Average Number 
of tion of Found from (in seconds) of 
Design Design Ten RUNS for Ten RUNs Iterations 
chOl 3.19U 0 0.05 (0.01) 9.50 (6.92) 
cli02 4.40 0 0.05 (0.01) 54.00 (26.29) 
ch03 5.72U 0 0.06 (0.01) 134.30 (48.50) 
ch04 6.98U 0 0.08 (0.01) 345.40 (134.46) 
cii05 5.125 0 0.09 (0.02) 438.80 (231.53) 
ch06 6.216U 0 0.20 (0.06) 918.70 (414.91) 
ch07 12.288 0 0.78 (0.15) 2381.20 (511.67) 
ch08 5.300 0 0.35 (0.11) 1518.70 (580.21) 
ch09 7.343 0 0.64 (0.17) 2216.50 (664.25) 
clilO 5.400 0 0.74 (0.18) 2744.90 (750.99) 
clll 3.400U 2 0.65 (0.57) 1227.30 (717.52) 
cll2 8.400 0 0.98 (0.22) 3010.30 (710.36) 
dl3 14.400u 8 2.25 (0.41) 4623.10 (980.08) 
cll4 17.400U 8 2.89 (0.31) 5204.40 (617.43) 
dl5 20.400 0 3.41 (0.59) 5191.80 (906.15) 
cI16 23.400U 14 4.50 (0.74) 6116.20 (1056.88) 
cllT 26.400U 16 5.60 (1.20) 6801.70 (1492.15) 
cllS 29.400U 6 6.18 (0.88) 6891.60 (1007.10) 
cil9 32.400U 16 6.95 (0.85) 7132.70 (916.34) 
cl20 35.400U 20 7.96 (0.77) 7320.40 (732.51) 
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B.2 Efficiency Test of the Algorithm for Searching for 2-Trend-
Free One-Way Designs 
In this section, we present results obtained with running the Fortran program, called 
crdptf.f, of the algorithm in Section 2.5, which was developed for searching for higher 
order p-trend-free one-way designs. 
Recall that the algorithm attempts to reduce the objective function Qp = Yfh=i 
(or Qpim.) = by a sequence of pairwise 
interchanges. At each stage, the algorithm randomly selects the interchange that leads 
to the best value of Qp among all (2) possible pairwise interchanges. Figure B.2 gives 
the formal description of the algorithm. 
For each of twenty selected one-way designs, we again ran the program ten times, 
using a different group of random seeds each time. We will call each pairwise inter­
change, selected from the ^2) possible pairwise interchanges of treatments an iteration. 
Definitions such as RUN, TRY and ITER are the same as in section B.l. In this report, 
only p = 2 is considered. 
For the p-trend-free case, p > 2, for given v and r,'s, the theoretically optimal Qp 
is in general unknown. However, for some special Ccises, especially those for which a 
p-trend-free design is available in the literature, the optimal Qp's (= 0.00) are known. 
Table B.2 presents the results from running the program for the twenty selected 
one-way designs. The first ten are the same as those used in section B.l. 
The explanations for the first column and second columns are the same as for Table 
B.l. 
The third column gives the known optimal Q2 value. The absence of a ^ indicates that 
the Q2 value is known to be theoretically optimal, while the presence of a ^ indicates 
that the Q2 value was obtained by rimning the program a large number of times, in 
addition to the 10 RUNs described here. 
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The fourth column represents the same as the fourth in Table B.l. And, the number 
in square brackets represents the number of TRYs, out of a total of 100 TRYs (10 x 
10), for which the best Q2 for ten RUNs was obtained. 
The fifth column shows the average CPU time (in seconds) for running the program in 
UNIX on DEC ALPHAstation 500/400 MHZ workstations. The number in parentheses 
is the standard error of these 10 times. 
The sixth column represents the average number of TRYs for ten RUNs. 
Algorithm: crdptf.f 
Input: parameters of a one-way design, and a group of random seeds 
Output: a p-trend-free design and/or best found designs and the corresponding Qp-values 
Begin 
While TRY > 0 do; otherwise, print the best designs cind Qp-values; stop 
randomly allocate treatments to plots; compute Qp 
If Qp = 0, then print the p-trend-free design; stop 
While ITER > 0 do 
save the best design and its ^p-value 
Start searching; ITM=0 [ITM is used as the count of times of pairwise interchanges] 
call procedure optorde2{Qp) 
If Qp cannot be improved, then call sub-search procedure, (ITM) 
If Qp still Ccuinot be improved from the sub-search process and ITM < ITER, 
then randomly reassign [n/4] treatments to plots 
End searching; ITM=ITM+1 
ITER=ITER-1; TRY=TRY-1 
End 
Procedure: uari/K;f(ITM) 
randomly generate 'IPLT' groups of weights, wjs 
While IPLT > 0 do; otherwise, return to main-search process 
While ITM < ITER do; otherwise, return to main-search process 
compute Qp{w) 
call procedure optorde2{Qp{w)) 
If Qp can be improved then return to main-search process; 
ITM=ITM-|-1; IPLT=IPLT-1 
Procedure: optorde2{Qp) 
Consider all n(n — l)/2 possible pairwise interchanges and choose the one leading 
to the best Qp-value; in case of ties then randomly select one among those ties. 
Figure B.2: An algorithm for searching for p-trend-free one-way design 
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Table B.2: Searching for 2-trend-free one-way designs test data 
Code Descrip­ Known Best Q2 Average CPU Time .\verage Number 
of tion of Optimal Found from (in seconds) of TRYs for 
Design Design Q2 Ten RUNs for Ten RUNs Ten RUNs 
chOl 3.19U 0.00 0.00 0.46 (0.52) 1.0 (0.0) 
ch02 4.40h 0.00 0.00 8.39 (7.41) 2.9 (2.1) 
ch03 5.72u 0.00 0.00 177.05 (62.08) 8.2 (2.5) 
ch04 6.98u 0.00 [3]0.80E-7 558.70 (3.29) 10.0 (0.0) 
ch05 5.125 0.00 0.00 941.46 (415.99) 8.1 (3.3) 
ch06 6.216u 0.00 [l]0.10E-8 6440.85 (79.70) 10.0 (0.0) 
ch07 12.288 0.00 [l]0.34E-7 16126.26 (344.75) 10.0 (0.0) 
ch08 5.300 0.00 0.00 2576.94 (2383.47) 2.1 (1.4) 
ch09 7.343 0.00 0.00 22998.01 (4087.60) 9.6 (1.3) 
chlO 5.400 0.00 0.00 895.53 (944.30) 1.0 (0.0) 
chll 2.11U 0.00^ 0.00 0.03 (0.01) 1.0 (0.0) 
chl2 3.15 0.23E-2^ [100]0.23E-2 1.95 (0.01) 10.0 (0.0) 
chl3 4.25U 0.74E-4^ [100]0.74E-4 9.06 (0.03) 10.0 (0.0) 
chl4 5.45 o.oot 0.00 35.21 (22.43) 6.6 (3.9) 
chl5 6.61U 0.00^ 0.85E-6 140.32 (0.88) 10.0 (0.0) 
chl6 7.84 0.34E-6t [2]0.69E-6 375.04 (3.63) 10.0 (0.0) 
chlT 10.130 0.47E-5t [l]0.69E-5 1433.08 (7.70) 10.0 (0.0) 
oh 18 15.190U 0.19E-5t [l]0.26E-5 4522.12 (30.45) 10.0 (0.0) 
chl9 12.220u 0.50E-6t [l]0.66E-6 7118.72 (53.01) 10.0 (0.0) 
ch20 18.350U 0.29E-6t [l]0.41E-6 29109.27 (167.94) 10.0 (0.0) 
104 
B.3 Efficiency Test of the Algorithm for Searching for Linear 
Trend-Free Block Designs 
In this section, we present results obtained by running the Fortran program, called 
blkltfpi.f, of the algorithm (appendix A) developed for searching for linear trend-free 
block designs that are not necessarily binary. To run the program, the user must input 
information about a block design such as the number of treatments i\ the number of 
blocks 6, the block size k, a block design with those parameters, and a group of three 
random seeds, each between 1 and 30,000. 
Recall that the basic idea of the algorithm is to find a sequence of interchanges of 
two treatments assigned to two plots in a block, say Bg, to achieve an optimal allocation 
of treatments within block Bg. The number of interchanges in any block is at most lO/c, 
Each time, a peiir of treatments is selected such that if that pair of treatments were 
interchanged, among at most k{k —1)/2 possible pairs of interchanges of two treatments 
in block Bg, Q would be reduced most. Now, Q = IZf=i  
For each of twenty selected block designs, we run the program ten times, using a 
different group of random seeds each time. We will call this process ten RUNs. For each 
RUN, a predeterminated number IBLOCK of blocks, 100 times of 6 x /c (which equals 
lOOA: iterations, as defined in chapter 3), is used as an upper bound for searching for 
a (nearly) trend-free block design. If a (nearly) trend-free block design is found when 
the number of blocks investigated is less than IBLOCK, then the (nearly) trend-free 
block design will be printed and the searching process will stop. However, if a (nearly) 
linear trend-free block design cannot be found by investigating IBLOCK blocks, then 
the design with the minimimi Q found in the searching process will be saved. Whenever 
a design has been found, either a (nearly) linear trend-free design or one obtained after 
IBLOCK blocks, we will say that a TRY has been completed. The searching process 
will continue until a user-decided number of TRYs have been completed or a (nearly) 
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trend-free block design lias been found. Ten TRYs for each RUN were used in this 
report. .Also, for each TRY, before the start of the searching process, the treatments 
will be randomly allocated to plots within blocks. 
Table B.3 presents the results from running the program ten RUNs for each of the 
twenty selected block designs. The twenty designs will be described after the explanation 
of what each column in Table B.3 represents. 
The first column represents the number of the twenty selected block designs. 
The second column represents the parameters of the twenty block designs: notation 
will be explained later. 
The third column represents the known optimal Q value. The absence of a *• indicates 
that the Q2 value is known to be theoretically optimal, while the presence of a '' indicates 
that the Q2 value was obtained by running the program a large number of times, in 
addition to the 10 RUNs described here. Except for those classes of block designs for 
which a (nearly) linear trend-free block design is available, in general, there is no formula 
to compute the optimal Q for a given block design. However, the lower bound of Q equals 
the number of odd r,'s if k is even, and equals 0 if /: is odd. Note that 0i(/) = 2/ — — 1, 
for / = 1,2,... 
The fourth column represents the best Q-values of designs found from the output by 
running the program ten RUNs. 
The fifth column is the average CPU time (in seconds) for running the program in 
UNIX on DEC ALPHAstation 255/300 MHZ workstations. The number in parentheses 
is the standard error of these 10 times. 
The sixth column represents the average number of blocks for ten RUNs to obtain the 
best Q-values in the fourth column. Since, for each of the twenty selected block designs 
a (nearly) linear trend-free design could always be obtained with the first TRY of each 
RUN, the average number of iterations provides a meaningful indicator of performance 
of the algorithm. The number in parentheses is the standard error of blocks among these 
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10 TRYs. 
Following, is a description of the selected twenty block designs. 
The first ten designs in the second column of Table B.3 represent balanced incom­
plete block (BIB) designs. The standard notation BIB(u, 6, r, A) denotes a BIB design 
with parameters •u,6, r,/c and A; these ten designs are thus BIB designs, with 'BIB' 
omitted and with the commas of BIB(u,6, r.fc; A) changed into periods, retaining the 
corresponding parameters. For example, '6.15.10.4;6' is a BIB(6,15.10.4:6). 
The design gbll is a balanced block (BB) design d. Let 
d = (5.1) 
di 
d2 
where di is a complete block (CB) design with parameters v = k = A and 6 = r = 6, 
denoted by CB.4.6, and d-z is a BIB(4,6,3,'2;1). 
The design gbl2 and gbl5 are ABIB with parameters v = 28, 6 = 28. k = S, t = 2 
and u = 40, 6 = 40, A: = 13, t = 2, respectively, in Hedayat, Jacroux and Majumdar 
(1988). 
The designs gbl3, gbl4, gbl6 and gbl7 are BB designs with the form (5.1); the 
corresponding di are CB.6.15, CB.S.14, CB.12.99 and CB.16.24 and the correspond­
ing di are BIB(6,15,10,4;5), BIB(8,14,7,4;3), BIB(12,99,66,8;42) and BIB(16,24,9,6;3), 
respectively. 
The design gbl8 has u = 6, 6 = 69, /c = 30 and r = 345. For each block of gbl8, 
each treatment has replication number 5. 
The design gbl9 has v = 14, b = 71, k = 42 and r = 213. For each block of gbl9, 
each treatment has replication number 3. 
The design gb20 has v = 25, 6 = 200, k = 50 and r = 400. For each block of gb20, 
each treatment has replication number 2. 
For the formal description of this algorithm, see appendix A. 
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Table B.3: Searching for linear trend-free block designs test data 
Code Description Optimal Best Q Average CPU Average 
of of Found from Time (in seconds) Number of 
Design Design Q Ten RUNS for Ten RUNs Blocks 
bibOl 6.15.10.4;6 0 0 0.07 (0.01) 7.10 (4.12) 
bib02 10.72.36.5;16 0 0 0.08 (0.01) 19.30 (9.68) 
bib03 14.78.39.7;18 0 0 0.09 (0.01) 33.20 (7.52) 
bib04 14.91.52.8;28 0 0 0.09 (0.01) 36.50 (8.13) 
bib05 20.285.114.8:42 0 0 0.18 (0.01) 118.70 (19.69) 
bib06 25.25.9.9;3 0 0 0.08 (0.01) 71.10 (23.24) 
bib07 23.23.11.11;5 0 0 0.08 (0.01) 36.10 (16.32) 
bib08 13.39.36.12,-33 0 0 0.08 (0.01) 15.30 (2.26) 
bib09 15.60.56.14,-52 0 0 0.11 (0.01) 24.00 (3.68) 
biblO 16.80.75.15,-70 0 0 0.14 (0.01) 28.90 (5.69) 
gbll BBl 4 4 0.06 (0.01) 1.20 (0.42) 
gbl2 ABIBl 8^ 8 0.07 (0.01) 15.00 (1.83) 
gbl3 BB2 6 6 0.06 (0.01) 3.00 (1.15) 
gbl4 BB3 8 8 0.07 (0.01) 3.20 (1.81) 
gbl5 ABIB2 0^ 0 0.18 (0.02) 81.40 (19.27) 
gbl6 BB4 12 12 0.16 (0.01) 14.50 (2.32) 
gbl7 BBS 16 16 0.11 (0.01) 6.40 (0.84) 
gbl8 v6.b69.r345.k30 6+ 6 0.12 (0.01) 3.50 (1.27) 
gblQ vl4.b71.r2I3.k42 14t 14 0.41 (0.04) 7.20 (1.32) 
gb20 v25.b200.r400.k50 0 0 3.94 (0.20) 32.10 (3.31) 
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B.4 Efficiency Test of the Algorithm for Searching for 2-Trend-
Free Block Designs 
This section of Appendix B presents results from running the Fortran program, called 
bnyptf.f, of the algorithm in Section 3.4 that was developed for searching for higher order 
p-trend-free block designs. 
Recall that the basic idea of the algorithm is to reduce Q p  (or Q p { w ) )  by finding an op­
timal allocation for treatments to units one block at a time. To find an optimal allocation 
for treatments to units in a block, the optimal assignment algorithm is used. Note that 
Qp = ZU EL. ZL and Q,{w) = EL. el. 
Table B.4 presents the results from running the program for the twenty selected block 
designs in UNIX on DEC ALPHAstation 500/400 MHZ workstations. The first ten are 
the same as those used in section B.3. 
The first and second columns represent the same as those of Table B.3. 
The third, fourth, fifth and sixth columns represent the same as those of Table B.2. 
The following describes the designs numbered from buy 11 to bny'20 in Table B.4. 
The design bnyll is: 
1 1 4 10 10 13 19 19 22 28 28 31 37 37 40 7 8 9 
2 2 5 11 11 14 20 20 23 29 29 32 38 38 41 16 17 18 
3 3 6 12 12 15 21 21 24 30 30 33 39 39 42 25 26 27 
4 6 8 13 15 17 22 24 26 31 33 35 40 42 44 34 35 36 
5 7 9 14 16 18 23 25 27 32 34 36 41 43 45 43 44 45 
This design can be used as a counterexample to the Yeh-Bradley conjecture. Note 
that u = 45, 6 = 18, fc = 5, and r,- = 2, for z = 1,2,... , 45. 
The designs bnyl2 and design bnyl4 are V-BIBDs with u = 15, 6 = 21, A: = 5 and 
u = 22, 6 = 33, fc = 8, respectively, in Hedayat, Stufken and Zhang (1995). 
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The designs bnyl3, bnylo, bnyl6, bnylT, bnylQ and bny'iO are complete block (CB) 
designs with the corresponding parameters. For example, CB.S.7 represents a CB design 
with V = 8 and 6=7. The design bnylS is a BIBD(32,32,31,31;30). 
The following Figure B.3 is the formal description of the algorithm. 
Algorithm: bnyptf.f 
Input: a block design, and a group of three random seeds 
Output: a p-trend-free design and/or best found designs and the corresponding (^p-values 
Begin 
While TRY > 0 do; otherwise print the best found designs, and Qp-values: stop 
randomly allocate treatments to plots within blocks; compute Qp 
While N < IB LOCK do; otherwise, save the best found design and Qp 
M=module(N-l,b)+l [Investigate the Mth block] 
If Qp=0, then print the p-trend-free design; stop 
If Qp cannot be improved after b blocks have been investigated, then call 
sub-search process, varyweth(N,Qp) 
If Qp still cannot be improved from the sub-search, then randomly reassign 
treatments to the Mth block 
main search process { reallocate treatments within the Mth block according to 
the optimal order obtained from the algorithm for linear assignment problem } 
N=N-|-1; TRY=TRY-1 
End 
Procedure: varyweth(N,Qp) 
randomly generate IPLT groups of weights, w's 
While IPLT > 0 do; otherwise, return to main-search process 
While N < IBLOCK do; otherwise, return to main-search process 
M=module(N-l,b)-M 
reallocate treatments within the Mth block according to the optimal order obtained 
from the algorithm for linear assignment problem; compute Q p ( w )  
If Qpim) cannot be improved after b blocks have been investigated, then compare 
the Qp-value found in this sub-search process to that best foimd Qp-value before 
using the sub-search process; 
If Qp is improved, then return to main-search process 
N=N-f-l; IPLT=IPLT-1 
Figure B.3: An algorithm for searching for p-trend-free block design 
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Table B.4: Searching for 2-trend-free block designs test data 
Code Description Known Best Q-i Average CPU time .Average of 
of of Optimal Found from (in second) TRYs for 
Design Design Q2 Ten RUNs for Ten RUNs Ten RUNs 
bibOl 6.15.10.4;6 0.00 0.00 0.04 (0.01) 1.0 (0.0) 
bib02 10.72.36.5:16 0.00 0.00 0.11 (0.10) 1.0 (0.0) 
bib03 14.78.39.7;18 0.00 0.00 0.56 (0.48) 1.0 (0.0) 
bib04 14.91.52.8;28 0.00 0.00 1.43 (1.07) 1.0 (0.0) 
bib05 20.285.114.8;42 0.00 0.00 2.66 (1.82) 1.0 (0.0) 
bib06 25.25.9.9;3 0.66E-1^ [4]0.66E-1 824.59 (8.55) 10.0 (0.0) 
bib07 23.23.11.11;5 0.25E-1^ [1]0.25E-1 972.30 (5.75) 10.0 (0.0) 
bib08 13.39.36.12;33 0.00^ 0.00 10.46 (7.78) 1.0 (0.0) 
bib09 15.60.56.14:52 0.00^ 0.00 15.17 (11.12) 1.0 (0.0) 
biblO 16.80.75.15;70 o.oot 0.00 10.08 (8.76) 10.0 (0.0) 
bnyll v45.bl8.r2.k5 12.86^ [100]12.86 1209.32 (9.81) 10.0 (0.0) 
bnyl2 VBIB.15.21.5 0.97^ [100]0.97 115.94 (0.71) 10.0 (0.0) 
bnylS CB.8.7 0.00 0.00 0.23 (0.14) 1.00 (0.0) 
bnyl4 VBIB.22.33.8 o.oot [23]0.48E-1 787.53 (4.92) 10.0 (0.0) 
bnyl5 CB.12.10G 0.80E-2^ [100]0.80E-2 4372.67 (26.55) 10.0 (0.0) 
bnyl6 CB.16.35 0.15E-lt [100]0.15E-1 2499.74 (11.33) 10.0 (0.0) 
bnyl7 CB.20.120 0.00 0.00 190.05 (103.45) 1.0 (0.0) 
bnylS 32.32.31.31;30 0.30E-3t [2]0.35E-3 21707.44 (252.97) 10.0 (0.0) 
bnylQ CB.25.80 0.00^ [61]0.15E-3 32364.00 (489.34) 10.0 (0.0) 
bny20 CB.40.50 0.14E-3^ [7]0.14E-3 88861.43 (630.44) 10.0 (0.0) 
I l l  
APPENDIX C. THE PROBLEM OF FINDING 
TREND-FREE DESIGNS FORMULATED AS A 
CONSTRAINED BOOLEAN QUADRATIC PROBLEM 
C.l Formulate the Problem of Finding Trend-Free One-Way De­
signs as a Constrained Boolean Quadratic Problem 
Let be a one-way design with parameters v and r,-, the number of treatments and 
the replication of treatment i, i = 1,2,... ,u, respectively. Thus, the total number of 
units n = r,-. In this appendix, the problem of finding (nearly) p-trend-free one-way 
designs with the given parameters v and r,'s will be formulated cis a constrained Boolean 
quadratic problem defined in Padberg and Rijal (1996). 
On searching for a 7>-trend-free one-way design, in chapter 2 we minimize 
P V 
'? = EE 
/i=l i=l Ewo U=l 
Now, let Xii = Sj, for I = 1,2,... ,u, / = 1,2,... ,n, I„ be the identity matrix of 
order v, and 1„ be the u x 1 vector of ones. Recall that by - ,<^p we denote 
polynomials with (i) <^h is of degree h with the leading coefficient 1, h = 0,1,... ,p, 
(ii) ELiMOMn = 0, for all h ^ h', (m) = 1, A = 0,1,... ,p. Thus, 
these are unique orthogonal polynomials on 1,2,.../:. Denote 
— (^11) 3^21, • • • , 2^ul, 2Ji2, 2J22, • • • , 2!V2, • • • , 3Jln, ^2n, • • • , ^ tm) 
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and 
$ = O ® lu, . . . ,$p ® Iv] = [^1)^2' • • • '^p] ® 
where 0 represents the Kronecker product. 
Then ^ symmetric matrix 
and Q = x'^^'x. Note that the projection matrix onto the column 
space of $. 
The following Q — x'^^'x will be expressed in the form c'x + x'Ax, where c is an 
nv vector and A is an upper angular matrix with zero-diagonal. 
Let c' = E^^i((^^(l),(p^(2),... and 
A = 
0 QI2 QI3 
0 0 Q23 
0 0 
0 0 
0 
0 
Qln 
Qan 
Qn—l,n 
0 
where 0 is a u x u matrix of zeros and Qji = (25Z^_i for j < I and 
i, I €{1,2,... , n}. Since XijXki = XkiXij, for i, fc € {1,2,... , u}, j, / € {1,2,... , n}, we 
have Q = = dx+^Ax. Therefore, to search for a (nearly) p-trend-free one-way 
design, i.e., to find a design that minimizes Q, corresponds to finding an optimal solution 
to the following 0-1 quadratic optimization problem. 
Min 
Subject to 
c'l-I-x'Az 
^Xii = 1, for / = 1, 2 , . . .  ,n 
i=l 
n 
J^a:,7 = r.-, for i = 1,2,... ,u 
/=i 
Xii e {0,1}. 
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The above 0-1 quadratic optimization problem is called a constrained Boolean quadratic 
problem (see Padberg and Rijal (1996), section 2.10). More specifically, it is a Boolean 
quadratic problem with special ordered sets of constraints (BQPS). There are two sets 
of assignment type constraints in the above BQPS. Hence, according to Padberg and 
Rijal (1996), the problem of finding p-trend-free one-way designs and the well known 
quadratic assignment problem (QAP) are in the same subclass of BQPS. The QAP that 
includes Koopmans and Beckmann location and allocation problem is NP-hard and, in 
general, the BQPS is NP-hard. In other words, no polynomial time algorithm has been 
found to solve the general BQPS. Note that even though Padberg and Rijal classify the 
BQPS, according to the number of sets of constraints, the symmetric property of Qji 
and variability of the diagonal elements of Qji, into several subclasses of problems, it 
does not mean that efficient algorithms have been developed to tackle the problems of 
any of these subclasses. Here, by efficient algorithms we mean algorithms that can be 
carried out in a polynominal time function on the size of the problems. But for a few 
special cases of BQPS, there are efficient algorithms to solve them (see Padberg and 
Rijal (1996), section 3.5). 
C.2 Formulate the Problem of Finding TVend-Free Block Designs 
as a Constrained Boolean Quadratic Problem 
Let be a block design with parameters u, b and k, representing the number of 
treatments, the number of blocks and the size of each block, respectively, and with the 
inc idence  mat r ix  oi  d ,  N  = (no) ,  known,  where  i  = 1,2 , . . .  ,u ,  j  =  1 ,2 , . . .  ,6 .  In  
this section, the problem of finding a (nearly) p-trend-free block design that has N as 
incidence matrix will be formulated as a BQPS. 
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In searching for a p-trend-free block design, in chapter 3 we minimize 
h=i 1=1 j=i 
Now, define = Jj;, for i = 1,2,... , u, j = 1,2,... , 6, / = 1,2,... , fc. Denote 
for ;• = 1,2,... ,6, and x = (fe'i, 62,... Let be the identity matrix of order v and 
I4 be the vector of ones. Now, ^ = ((/>;,(1),^6a(2), ... ,<l>h{k))' is the hth degree of the 
orthogonal polynomial on 1,2,... , A:, for h = 1,2,... , p. Let 
Then ® a bkv x bkv symmetric matrix and Q = 
Note that So, = 6P<t, where Pt is the projection matrix of 
The following Q = will be expressed in the form c'x 4- x'Ax, where c is an 
bkv vector and A is an upper angular matrix with zero-diagonal. 
Let u = bk. For any m,n 6 {1,2,... , w}, write m = xk + qi, n = yk + q2, where 
bj — (Xiji, X2ji, • • • , Xyji, Xij2j ^ 2j2i • • • 1 ^vj2^ • • • i ^Ijk^ ^2jkt • • • t ^vjk) ? 
$ = ii ® (^1 ® lu, 02 ® " ' t p ®  • 
X, y € {0 ,1 , . . .  ,  (6  -  1)} ,  91,92 €{1,2 , . . . ,  k}. 
Let c = ELi((1;® and 
0 Qi2 QI3 • • • Qlu 
0 0 Q23 * Q2U 
A = 
0 0 0 Qu-l,u 
0 0 0 0 
where 0 is a u x u matrix of zeros and 
0 if m > n 
Qmn = < 2 ELi if 91 = 92 = q 
(2 ELi if 9i ^ 92 • 
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Sinc6 XfjiXiijii* — X{fjtiiXiji<f for G {1,2,,.. ,u}', j^j G {1, 2 , . . .  ,6^ ,  a-nc i  , / , /  G 
{1,2,... we have Q = x'^^'x = c'x + x'Ax. Therefore, to search for a (nearly) 
p-trend-free block design, i.e., to find a design that minimizes Q, corresponds to finding 
an optimal solution to the following 0-1 quadratic optimization problem. 
Min c 'x  - t -  x'Ax 
Subject to 
^Xi j i  =  l ,  for  i  =  1 , 2 , . . .  ,6 ,  /  =  1 , 2 , . . .  ,A: (C.l) 
t=i  
k  
^Xi j i  =  n{j ,  for  i  =  1 ,2 , . . .  ,u ,  i  =  1 ,2 , . . .  ,6  (C.2)  
1=1 
^ijl 6 {0,1}. 
Note that for a block design d, we know that for each j, j = 
1,2 , . . .  ,6 ,  and  tha t  Xi j i  =  r , - ,  fo r  each  z ,  /  =  1 ,2 , . . .  ,  u ,  which  a re  impl ied  in  
(C. l )  and  (C.2) ,  respec t ive ly .  
Hence, the problem of finding a p-trend-free block design is also a BQPS and it 
belongs to the same subclass as that of the QAP. 
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