Abstract. In this paper we construct free resolutions of certain class of closed subvarieties of affine space of symmetric matrices (of a given size). Our class covers the symmetric determinantal varieties (i.e., determinantal varieties in the space of symmetric matrices), whose resolutions were first constructed by Józefiak-Pragacz-Weyman[JPW81]. Our approach follows the techniques developed in [KLPS15] , and uses the geometry of Schubert varieties.
Introduction
This paper is a sequel to [KLPS15] . In [Las78] , Lascoux constructed a minimal free resolution of the coordinate ring of the determinantal variety D k (consisting of m × n matrices (over a field K) of rank at most k, considered as a closed subvariety of the mn-dimensional affine space of all m × n matrices), as a module over the the mn-dimensional polynomial ring (the coordinate ring of the the mn-dimensional affine space).
In [KLPS15] , the authors construct free resolutions for a larger class of singularities, viz., Schubert singularities, i.e., the intersection of a singular Schubert variety and the "opposite big cell" inside a Grassmannian. The technique adopted in [KLPS15] is algebraic group-theoretic, and in this paper we follow this approach.
We now describe the results of this paper. Let n be a positive integer. Let V = C 2n together with a non-degenerate skew-symmetric bilinear form (·, ·). Let H = SL(V ) and G = Sp(V ) = {Z ∈ SL(V ) | Z leaves the form (·, ·) invariant}. We take the matrix of the form, with respect to the standard bais of V , to be
where J is the anti-diagonal (1, ..., 1), in this case of size n. To simplify our notation we will normally omit specifying the size of J as it will be obvious from the context. We may realize Sp(V ) as the fixed point set of the involution σ : H → H given by σ(Z) = F (Z T ) −1 F −1 (cf. [Ste68] The second author was supported by NSA grant H98230-11-1-0197.
and
Thus we obtain W G = {(a 1 · · · a 2n ) ∈ S 2n | a i = 2n + 1 − a 2n+1−i , 1 ≤ i ≤ 2n}.
(here, S 2n is the symmetric group on 2n letters). Thus w = (a 1 · · · a 2n ) ∈ W G is known once (a 1 · · · a n ) is known. We shall denote an element (a 1 · · · a 2n ) in W G by just (a 1 · · · a n ). Further, for w ∈ W G , denoting by X G (w) (resp. X H (w)), the the associated Schubert variety in G/B G (resp. H/B H ), we have that under the canonical inclusion G/B G ֒→ H/B H , X G (w) = X H (w) ∩ G/B G , scheme-theoretically. Let P = P n , the maximal parabolic subgroup of G corresponding to omitting the simple root α n , the set of simple roots of G being indexed as in [Bou68] . Let 1 ≤ k < r ≤ n be positive integers, and let w ∈ W k,r (cf. (3.2)). Our main result (cf. Theorem 3.22) is a description of the minimal free resolution of the coordinate ring of Y P (w) := X P (w) ∩ O − G/P , the opposite cell of X P (w), as a module over the coordinate ring of O − G/P . For this, we use the Kempf-Lascoux-Weyman "geometric technique" of constructing minimal free resolutions, as described below: Suppose that we have a commutative diagram of varieties (1.1)
where A is an affine space, Y a closed subvariety of A and V a projective variety. The map q is first projection, q ′ is proper and birational, and the inclusion Z ֒→ A × V is a sub-bundle (over V ) of the trivial bundle A × V . Let ξ be the dual of the quotient bundle on V corresponding to Z. Then the derived direct image Rq ′ * O Z is quasi-isomorphic to a minimal complex F • with
Here R is the coordinate ring of A; it is a polynomial ring and R(k) refers to twisting with respect to its natural grading. If q ′ is such that the natural map O Y −→ Rq ′ * O Z is a quasi-isomorphism, (for example, if q ′ is a desingularization of Y and Y has rational singularities), then F • is a minimal free resolution of C[Y ] over the polynomial ring R .
In applying this technique in any given situation, there are two main steps involed: one must find a suitable Z and a suitable morphism q ′ : Z −→ Y such that the map O Y −→ Rq ′ * O Z is a quasi-isomorphism and such that Z is a vector-bundle over a projective variety V ; and, one must be able to compute the necessary cohomology groups. We carry this out for opposite cells
As the first step, we establish the existence of a diagram as above, using the geometry of Schubert varieties. We now describe this briefly:
We take A = O
, which arises as the restriction (to
(w ′ ), we get:
In this diagram, q ′ is a desingularization of Y P (w). Since it is known that Schubert varieties have rational singularities, we have that the map
As the second step, we need to determine the cohomology of the bundles ∧ t ξ over V . In the above situation,
; further, the bundles ∧ t ξ (on GL r /P ′′ r−k ) are homogeneous, but are not of Bott-type, namely, they are not completely reducible (so one can not apply Bott-algorithm for computing the cohomology). This can be resolved in two ways. In [OR06] the authors determine the cohomology of general homogeneous bundles on Hermitian symmetric spaces, and thus their results can be used to determine H • (V, ∧ t ξ). Alternatively, using a technique from [Wey03] , we may compute the resolution of a related space (whose associated homogeneous vector bundle is of Bott-type) from which we retrieve the resolution of the coordinate ring of Y P (w) as a subresolution.
We hope to extend the results of this paper to Schubert varieties in the orthogonal Grassmannian. Details will appear in a subsequent paper.
The paper is organized as follows. Section 2 contains notations and conventions and the necessary background material on Schubert varieties in the flag variety(Section 2.1) and Schubert varieties in the symplectic flag variety (Section 2.2,Section 2.3) and homogeneous bundles (Section 2.4). In Section 3, we discuss properties of Schubert desingularization, including the construction of Diagram (1.2). Section 4 is devoted to a review of the Kempf-Lascoux-Weyman technique and completes step one of the two part process of the geometric technique. Section 5 explains how the cohomologies of the homogeneous bundles constructed in step one may be calculated.
2.1. Notation and Conventions in Type A. We collect the symbols used and the conventions adopted in the rest of the paper here. For details on algebraic groups and Schubert varieties, the reader may refer to [Bor91, Jan03, BL00, Ses07] .
Let N be positive integer. We denote by GL N (respectively, B N , B − N ) the group of all (respectively, upper-triangular, lower-triangular) invertible N × N matrices over C. The Weyl group W of GL N is isomorphic to the group S N of permutations of N symbols and is generated by the simple reflections s i , 1 ≤ i ≤ N − 1, which correspond to the transpositions (i, i + 1). For w ∈ W , its length is the smallest integer l such that w = s i 1 · · · s i l as a product of simple reflections. For every 1 ≤ i ≤ N − 1, there is a minimal parabolic subgroup P i containing s i (thought of as an element of GL N ) and a maximal parabolic subgroup P i not containing s i . Any parabolic subgroup can be written as P A := i∈A P i for some A ⊂ {1, ... , N − 1}. On the other hand, for A ⊆ {1, ... , N − 1} write P A for the subgroup of GL N generated by P i , i ∈ A. Then P A is a parabolic subgroup and P {1,...,N −1}\A = P A .
We We identify
, then we call the the flag variety a full flag variety; otherwise, a partial flag variety. The
LetP be any parabolic subgroup containing B N and τ ∈ W . The Schubert variety XP (τ ) is the closure inside GL N /P of B N · e w where e w is the coset τP , endowed with the canonical reduced scheme structure. Hereafter, when we write XP (τ ), we mean that τ is the representative in WP of its coset. The opposite big cell O
; we refer to YP (τ ) as the opposite cell of XP (τ ).
We will write R + , R − , R
, to denote respectively, positive and negative roots for GL N and forP . We denote by ǫ i the character that sends the invertible diagonal matrix with t 1 , ... , t n on the diagonal to t i .
Notation and Conventions in Type C.
Below we review the properties of symplectic Schubert varieties relevant to this paper. For a more in depth introduction the reader may refer to [LR08, Chapter 6].
Let n be a positive integer. Let V = C 2n together with a non-degenerate skew-symmetric bilinear form (·, ·).Let H = SL(V ) and G = Sp(V ) = {Z ∈ SL(V ) | Z leaves the form (·, ·) invariant}. We take the matrix of the form, w.r.t the standard bais of V , to be
where J is the anti-diagonal (1, ..., 1), in this case of size n. To simplify our notation we will normally omit specifying the size of J as it will be obvious from the context. We may realize Sp(V ) as the fixed point set of the involution σ : 
Thus we obtain
(here, S 2n is the symmetric group on 2n letters).
Now it is easily seen that the under the canonical surjective map 
the set of roots of G with respect to T G (resp. the set of positive roots with respect to B G ). Using the above facts and the explicit nature of the adjoint representation of G on Lie G, we deduce that
gets identified with the orbit space of R H (resp. R + H ) modulo the action of σ. Thus we obtain the following identification:
Let us denote the simple reflections in W G by {s i , 1 ≤ i ≤ n}, namely, s i = reflection with respect to ǫ i − ǫ i+1 , 1 ≤ i ≤ n − 1, and s n = reflection with respect to 2ǫ n . Then we have (2.2.1)
Notation 2.2.3. For the remainder of the paper we fix the following notation. Let 1 ≤ k < r ≤ n be positive integers. Let Q = Qn to be the parabolic subgroup of H corresponding to omitting the root α n and P = Pn to be the parabolic subgroup of G corresponding to omitting the root α n . LetP be the two-step parabolic subgroup P r−k, n of G. LetQ be the three step parabolic
Finally, we will identify P/P with
is the parabolic subgroup of GL n omitting the root α r−k .
Definition 2.2.4.
Remark 2.2.5. Let K be the subgroup of H consisting of matrices of the form 
Opposite Cells in Schubert Varieties in the Symplectic Flag Variety
is an element of G if and only if Z T F Z = F , i.e. if and only if the following conditions hold on the n × n blocks.
(2.3.1)
The following proposition will prove useful throughout the rest of the paper. 
Moreover, two matrices
A n×n 0 n×n D n×n J(A T ) −1 J and A ′ n×n 0 n×n D ′ n×n J(A ′T ) −1 J in G represent the
same element moduloP if and only if there exists a matrix
q ∈ P ′ r−k (cf. (2.2.3)) such that A ′ = Aq and D ′ = Dq. (d) P/P is isomorphic to GL n /P ′ r−k . In particular, the projection map O − G/P × P/P → P/P is given by A n×n 0 D n×n J(A T ) −1 J modP −→ A mod P ′ r−k ∈ GL n /P ′ r−k ∼ = P/P Proof. (a): Note that U − P is the subgrioup of G generated by the root subgroups U −α , α ∈ R + \R + P . Under the canonical projection G → G/P , g → gP , U − P is mapped isomorphically onto its image O − G/P (c.f. [2-SingLoci] 4.4
.4). Thus we obtain the identification of O
Hence A = A ′ , and A ′ inveritble implies A invertible. Conversely, suppose A is invertible. Let
Since A is invertible we may write
We shall now show that z 1 , z 2 ∈ G. We will need two important identities. For the first, (2.3.1) implies that (2.3.5)
Now (2.3.5) shows that z 1 ∈ U − P , and hence z 1 ∈ G. Next we show that z 2 ∈ G. Let F be as in Section 2.2, then
and finally
Combining these two results and (2.3.6) we have z T 2 F z 2 = F , and thus z 2 ∈ G. Further, since A is invertible z 2 ∈ P . Hence the coset zP = z 1 P , which in view of the fact that
The asserted isomorphism follows by part (a) from taking P ′ =P . To see the second assertion consider
Note that the n × n block matrices satisfy properties (2.3.1)-(2.3.3) and by (b) A is invertible.
We have by the first part of (c) that the coset zP is an element of O
We first check that z = y 1 y 2 . We first reformulate 2.3.6 into
With this is easily verified that z = y 1 y 2 . It is clear that y 1 ∈ G. To show y 2 ∈ G we need to check that J(A −1 C) T J = A −1 C.
Thus y 2 ∈ G. It is clear additionally that y 2 ∈P (in fact y 2 ∈ B G ).
Hence our claim follows and we have , and q ′ ∈ Mat n such that 
Homogeneous Bundles and Representations.
Let Q be a parabolic subgroup of GL n . We collect here some results about homogeneous vector-bundles on GL n /Q. Most of these results are well-known, but for some of them, we could not find a reference, so we give a proof here for the sake of completeness. Online notes of G. Ottaviani [Ott95] and of D. Snow [Sno14] discuss the details of many of these results. Let L Q and U Q be respectively the Levi subgroup and the unipotent radical of Q. Let E be a finite-dimensional vector-space on which Q acts on the right.
Definition 2.4.1. Define GL n × Q E := (GL n × E)/ ∼ where ∼ is the equivalence relation (g, e) ∼ (gq, eq) for every g ∈ GL n , q ∈ Q and e ∈ E. Then π E : GL n × Q E −→ GL n /Q, (g, e) → gQ, is a vector-bundle called the vector-bundle associated to E (and the principal Q-bundle GL n −→ GL n /Q). For g ∈ GL n , e ∈ E, we write [g, e] ∈ GL n × Q E for the equivalence class of (g, e) ∈ GL n ×E under ∼. We say that a vector-bundle π : E −→ GL n /Q is homogeneous if E has a GL n -action and π is GL n -equivariant, i.e, for every y ∈ E, π(g · y) = g · π(y).
Remark 2.4.2.
There is a similar construction in the case when E is a left Q-module.
In this section, we abbreviate GL n × 
Hence the irreducible homogeneous vectorbundles on GL n /Q are in correspondence with Q-dominant weights. We describe them now. If Q = P n−i , then GL n /Q = Grass i,n . (Recall that, for us, the GL n -action on C n is on the right.) On Grass i,n , we have the tautological sequence
of homogeneous vector-bundles. The bundle R i is called the tautological sub-bundle (of the trivial bundle C n ) and Q n−i is called the tautological quotient bundle. Every irreducible homogeneous bundle on Grass i,n is of the form Weyman 's definition, we should keep in mind that our action is on the right. We only have to be careful when we apply the Borel-Weil-Bott theorem (more specifically, the Bott-algorithm). In this paper, our computations are done only on Grassmannians. If µ and ν are partitions, then (µ, ν) will be Q-dominant (for a suitable Q), and will give us the vector-bundle S µ Q * ⊗ S ν R * (this is where the right-action of Q becomes relevant) and to compute its cohomology, we will have to apply the Bott-algorithm to the Q-dominant weight (ν, µ). (In [Wey03] , one would get S µ R * ⊗ S ν Q * and would apply the Bott-algorithm to (µ, ν).)
We now give a brief description of the Bott-algorithm for computing the cohomology of irreducible homogeneous vector bundles [Wey03, Remark 4.1.5].
Let α = (α 1 , ... , α n ) be a weight. The permutation σ i acts on the set of weights in the following way:
The Bott-algorithm may be applied to our case as follows. Let Q = P m , with 1 ≤ m ≤ n − 1 and let λ = (λ 1 , ... , λ n ) be a Q-dominant weight with associated homogeneous vector bundle V (α). Let λ ′ = (λ m+1 , ... , λ n , λ 1 , ... , λ m ) .
If λ ′ is nonincreasing, then H 0 (GL n /Q, V (λ)) = S λ ′ C n and H i (GL n /Q, V (λ)) = 0 for i > 0. Otherwise we start to apply the exchanges of type (2.4.5), trying to move bigger numbers to the right past the smaller numbers. Two possibilities can occur:
(1) We apply an exchange of type (2.4.5) and it leaves the sequence unchanged. In this case H i (GL n /Q, V (λ)) = 0 for i ≥ 0. (2) After applying j exchanges, we transform λ ′ into a nonincreasing sequence β. Then we have
Properties of Schubert Desingularization in Type C
Recall the following result about the tangent space of a Schubert variety, see [BL00, Chapter 4] for details. 
Let 1 ≤ k < r ≤ n be integers. Let w ∈ W k,r withw its minimal representative in WP .
Proposition 3.3. The Schubert variety XQ(w) in H/Q is smooth.
Proof. Let w max ∈ W H (= S 2n ) be the maximal representative ofw. Then
To see this we need to show that Note that the claim implies the required result (since, the canonical morphism G/B G → G/P is a fibration with nonsingular fibers (namely,P /B G )). To prove the claim, as seen in the proof of Proposition 3.3, we have that X B H (w max ) is smooth. We conclude the smoothness of X B G (w max ) using the following two formulas [Lak87, §3(VI), Remark 5.8]: Let θ ∈ W G , say, θ = (a 1 , · · · a n ).
(
where m(θ) = #{i, 1 ≤ i ≤ m|a i > m}.
where can be identified with the affine space of lower-triangular matrices with possible non-zero entries x ij at row i and column j where (i, j) is such that there exists a l ∈ {r − k, n, 2n − (r − k)} such that j ≤ l < i ≤ N . To see this, note that we are interested in those (i, j) such that the root
, we see that we are looking for
Thus we have the following identification
where the block matrices have possible non-zero entries x ij given by is the r − k × r − k minor of (3.7) with column indices {1, 2, ... , r − k} and row indices {1, ... , j − 1, j + 1, ... , r − k, i}. This minor is the determinant of a r − k × r − k matrix with the top (r − k) − 1 rows equal to Id r−k omitting the jth row, and the bottom row equal to the first r − k entries of the ith row of (3.7). The determinant of this matrix is thus (−1) (r−k)−j x ij . Thus for i > r, j ≤ r − k
on the Grassmannian H/Q 2n−(r−k) lifts to a regular function on H/Q. Its restriction to O − H/Q is the 2n−(r−k)×2n−(r−k) minor of (3.7) with column indices {1, 2, ... , 2n − (r − k)} and row indices {1, ... , j − 1, j + 1, ... , 2n − (r − k), i}. This minor is the determinant of (3.9)
whereD 1 ,D 2 , andÎ 1 are equal to, respectively, D 1 , D 2 , and Id n−(r−k) with their (j − n)th rows omitted. The determinant of (3.9) is equal to the determinant of Î 1
As above this is just an identity matrix with a single row replaced and so its determinant is just
on the Grassmannian is the 2n−(r−k)×2n−(r−k) minor of (3.7) with column indices {1, 2, ... , 2n − (r − k)} and row indices {1, ... , j − 1, j + 1, ... , 2n − (r − k), i}. This minor is the determinant of (3.11)
whereÂ ′ andÎ 2 are equal to, respectively, A ′ and Id n−(r−k) with their j − (r − k)th rows omitted. The determinant of (3.11) is equal to the determinant of (3.12)
To calculate this shift the bottom row so that it becomes the j − (r − k)th row ofÎ 2 . Let M = 2n − (r − k) − j. Then the determinant of (3.12) will be (−1) M times the determinant of (3.13)
where I 3 is Id n−(r−k) with the j − (r − k)th row replaced by x i (r−k)+1 ... x i n and Z is the zero matrix with the j − (r − k)th row replaced by x i n+1 ... x i 2n−(r−k) . Since the lower right block matrix of (3.13) commutes with its lower left block matrix we have that the determinant of (3.13) is equal to the determinant of I 3 − ZD 2 . We have that ZD 2 is equal to the zero matrix with its j − (r − k)th row replaced by
And thus I 3 − ZD 2 is equal to Id n−(r−k) with the j − (r − k)th row replaced by
And so the determinant of I 3 − ZD 2 is merely equal to the j − (r − k)th entry of I 3 − ZD 2 which is
Combining all our steps, we finally have that for i > 2n given by matrices of the form , j) equals (1, 2, .., j − 1, j + 1, .., n, i) andw is equal to (k + 1, ..., r, n ′ , ...,
. Thus for i > 2n − (r − k), and j ≤ 2n − r we have the reflection (i, j) is not smaller thanw in W/W Q 2n−(r−k)
. We break these into two cases, ignoring those j ≤ r − k as we have already shown above that for j ≤ r − k and i > 2n − (r − k) we have x ij ≡ 0 on YQ(w).
The first case is for (i, j) with i > 2n − (r − k), and n < j ≤ 2n − r. The fact that (i, j) is not smaller thanw in W/W Q 2n−(r−k)
implies that the Plücker coordinate p
vanishes on
XQ(w).
We saw in (3.10) that for such (i, j) we have p
The second case is for (i, j) with i > 2n
vanishes on XQ(w). We saw in (3.14)
that for such (i, j) we have p
Combining these two facts we get
Noting that
On given by matrices of the form
with JD 2 ∈ Sym n−(r−k) and A ′ ∈ Mat n−(r−k)×r−k with the bottom n − r rows of A ′ all zero.
Proof. Let y ∈ YP (w) = (YQ(w)) σ ⊂ YQ(w). So y is just an element of YQ(w) that is fixed under the involution σ. That is, an element which satisfies (2.3.1)-(2.3.3). Theorem 3.15 gives us that y is of the form
with D 2 ∈ Mat n−(r−k) , A ′ ∈ Mat n−(r−k)×r−k with the bottom n − r rows of A ′ all zero, and E ′ ∈ Mat r−k×n−(r−k) with the left n−r columns of E ′ all zero. We must now check what restrictions on y are required for it to satisfy (2.3.1)-(2.3.3). For y to satisfy (2.3.3) we know that
Any y clearly satisfies (2.3.2). And finally for y to satisfy (2.3.1) we must have 0 given by x ij = 0 if i > r and j ≤ r − k.
Consider the map δ :
, where the first map is inclusion, the second is simply the product decomposition, and the final map is from Remark 3.18. This map is given explicitly by
We have that under the map γ • δ, YP (w) gets identified with V w × V ′ w . This follows by a simple computation and Corollary 3.17. 
) where the first map is the inclusion and the second map is the projection. Using Proposition 2.3.4(c) and (d) we see that
Note that A is invertible by 2.3.4(b). Using the injective map Proof. Let z ∈ Sp 2n such that zP ∈ ZP (w). Then by Proposition 2.3.4(c) we may write 
Corollary 3.25. We have the following realization of the diagram in (1.2):
Free Resolutions
Kempf 
We give a sketch of the proof because one direction of the equivalence is only implicit in the proof of [Wey03, 5.1.3].
Sketch of the proof. One constructs a suitable q * -acyclic resolution I • of the Koszul complex that resolves O Z as an O A×V -module so that the terms in q * I • are finitely generated free graded Rmodules. One places the Koszul complex on the negative horizontal axis and thinks of I • as a second-quadrant double complex, thus to obtain a complex G • of finitely generated free R-modules whose homology at the ith position is R −i q * O Z . Then, using standard homological considerations, one constructs a subcomplex (F • , ∂ • ) of G • that is quasi-isomorphic to G • with ∂ i (F i ) ⊆ mF i−1 (we say that F • is minimal if this happens), and since H i (G • ) = 0 for every |i| ≫ 0, F i = 0 for every |i| ≫ 0. Now using the minimality of 
Computing the cohomology groups required in Theorem 4.2 in the general situation is a difficult problem. Techniques for computing them in our specific case are discussed in the following section.
Cohomology of Homogeneous Vector-Bundles
We have shown in Theorem 4.2 that the calculation of a minimal R-free resolution of C[Y P (w)] comes down to the computation of the cohomology of certain homogeneous bundles over GL r /P ′′ 
is not completely reducible (the unipotent radical of P ′′ r−k does not act trivially), and thus we can not use the Bott-algorithm to compute its cohomology. In [OR06] the authors determine the cohomology of general homogeneous bundles on Hermitian symmetric spaces. As GL r /P ′′ r−k is such a space their results could be used to determine (5.1). In practice proceeding along these lines is possible though extremely complicated.
Another approach to the calculation of these cohomologies comes from using a technique employed in [Wey03, Chapter 6.3]. There the minimal R-free resolution of a related space is computed and the minimal R-free resolution of C[Y P (w)] can be seen as a sub-resolution. In [Wey03] this method is used for the case when n = r. That is, the case where Y P (w) is the symmetric determinental variety. In this case the authors assume that k = 2u(the odd case can be reduced to this even case). They look at the subspace T w of Sym n given by symmetric matrices of block form 0 n−u×n−u R R T S u×u Let P ′ n−u be the parabolic subgroup of GL n omitting the root α n−u , then T w is a P ′ by Z w ) is completely reducible and thus the cohomology of the corresponding homogeneous vector bundles t ξ may be computed using the Bott-algorithm, leading to
