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ABSTRACT
In this work, we introduce the use of the differential geometry Frenet-Serret equations
to describe a magnetic line in a pulsar magnetosphere. These equations, which need
to be solved numerically, fix the magnetic line in terms of their tangent, normal, and
binormal vectors at each position, given assumptions on the radius of curvature and
torsion. Once the representation of the magnetic line is defined, we provide the relevant
set of transformations between reference frames; the ultimate aim is to express the map
of the emission directions in the star co-rotating frame. In this frame, an emission map
can be directly read as a light curve seen by observers located at a certain fixed angle
with respect to the rotational axis. We provide a detailed step-by-step numerical recipe
to obtain the emission map for a given emission process, and give a set of simplified
benchmark tests. Key to our approach is that it offers a setting to achieve an effective
description of the system’s geometry together with the radiation spectrum. This allows
to compute multi-frequency light curves produced by a specific radiation process (and
not just geometry) in the pulsar magnetosphere, and intimately relates with averaged
observables such as the spectral energy distribution.
Key words: methods: data analysis, observational – gamma-rays: pulsars – X-rays:
pulsars – radiation mechanisms: non-thermal – stars: neutron
1 INTRODUCTION
About 250 neutron stars show detectable periodicity in the
γ-ray range, with spinning periods from milliseconds to sec-
onds. Detections include all pulsar classes except magnetars
(Abdo et al. 2013, 2010; Li et al. 2017).
Ideally, in order to understand the spectral and geomet-
rical properties of the pulsar emission, one has to consider
the pulsar rotation, the inclination angle (the angle between
the magnetic moment and the rotation), the global electro-
magnetic field distribution, the spatial distribution of the
charged particles, their trajectories, and the spectral and
angular distribution of the emitted radiation at each point
of their trajectories.
It is not a surprise, then, that due to the complexity of
the problem, the modelling of the pulsars’ observable proper-
ties has usually considered the light curves and the spectral
energy distribution separately. On the one hand, light curves
were usually computed from a purely geometrical perspec-
tive, where the acceleration region is assumed to be localized
in some specific regions of the magnetosphere, the photon
flux emitted by the accelerated particles is assumed to be
constant throughout the region, and its dependence with
energy is not studied (e.g., Watters et al. (2009); Venter
et al. (2009); Bai & Spitkovsky (2010b); Romani & Wat-
ters (2010); Pierbattista et al. (2012); Cao & Yang (2019)).
In these studies, an exact solution of the force-free, rotat-
ing dipole-dominated magnetosphere is commonly taken as
a background on top of which an accelerating region (i.e.,
a breakdown of the force-free approximation) is placed by
hand (for instance, close to the last open field line). An al-
ternative has appeared with the FIDO models (force-free
inside, dissipative outside) introduced by Kalapotharakos
et al. (2014), see e.g., Brambilla et al. (2015); Cao & Yang
(2019). Only recently, particle-in-cell simulations tried to
identify more consistently the appearance of possible accel-
erating regions, which appear to be located usually beyond
the light cylinder (e.g., Cerutti et al. (2016); Philippov &
Spitkovsky (2018); Kalapotharakos et al. (2018), and for
a perspective on such recent works and on what have we
learned see Cerutti (2018)). These latest works accurately
solve the magnetic configuration for a given set of parame-
ters (inclination angle, light cylinder, magnetic field at the
surface). However, due to the computational costs and the
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ad-hoc assumptions made, they are neither easily usable for
fitting the light curves of a specific pulsar, nor to address
the variety of the known sources.
On the other hand, the spectral distributions have been
described by synchro-curvature radiation (or simply cur-
vature), see, e.g., Romani (1996); Zhang & Cheng (1997);
Hirotani & Shibata (1999a); Takata et al. (2008); Takata
& Cheng (2017); Hirotani (2015); Vigano` et al. (2015d);
Pe´tri (2019), or inverse Compton, see e.g., Hirotani & Shi-
bata (1999b); Lyutikov et al. (2012). In our previous works,
we have used the full synchro-curvature radiation formu-
lae (providing a more compact formulation (Vigano` et al.
2015a) than the one originally introduced by Cheng & Zhang
(1996)). After general considerations about the usually over-
looked strong assumptions of the so-called outer gap (Vigano`
et al. 2015b), we have presented a new emission model (Vi-
gano` et al. 2015c) based on a few effective parameters that
allow to calculate the trajectories of the particles in a generic
accelerating region, together with the related emitted radia-
tion. In this way, we have successfully fitted the γ-ray radia-
tion of the observed pulsars (Vigano` & Torres 2015; Vigano`
et al. 2015d). This effective, reverse-engineering approach al-
lows to infer physical quantities defining the spectrum, like
the accelerating electric field or the magnetic gradient, in-
stead of fixing them a-priori, and then to find correlations
among them. A recent extension of the model to encompass
also the X-ray regime (Torres 2018) has allowed to fit the
spectra of pulsars across an energy range of about ten orders
of magnitude with just three parameters. We already showed
how these spectral models are predictive, since from the γ-
ray best fit alone, one can infer the plausible luminosity in
X-rays in most of the cases. Such γ-ray-driven search of pre-
viously unseen X-ray pulsators has already led to new detec-
tions (Li et al. 2018). Additionally, our model has also been
recently applied to the full sample of non-thermal X-ray/γ-
ray pulsars, a sizeable sample formed by 40 members (Coti
Zelati et al. 2019), finding a good agreement in all cases, with
minimal conceptual extensions requirements (Torres et al.
2019).
However, in all our earlier works, we have ignored the
geometry and the angular distribution of the radiation emit-
ted. In this paper, then, we lay the foundations for perform-
ing pulsar light curves calculations coupled to our spectral
emission models. We intend to proceed with the same idea:
we want to isolate the minimum set of assumptions so that
a meaningful light curve prediction can be made. The ulti-
mate goal will be to obtain a light curve concurrently with a
spectral prediction, in a way that is versatile enough so that
we can apply it to describe the many well-characterized pul-
sars we know (or shall know with future surveys), as well
as to make multi-frequency prognosis even when based on
partial sets of data. We aim to an approach in which one
considers a pulsar with known timing properties, and sets
a few input parameters: the curvature of the field lines, the
value of the magnetic field along them, and the accelerat-
ing field. Starting from that, one can calculate the emission
map of the sky, considering point by point the direction and
spectra of the emitted radiation.
2 GEOMETRIC MODEL
2.1 Differential geometry of the lines
In order to have an effective description of the system’s ge-
ometry together with the radiation spectrum, we shall em-
ploy the Frenet–Serret differential geometry formulae to de-
scribe particles’ trajectories. The Frenet–Serret equations
are introduced here to describe the geometry of a line given
the radius of curvature and torsion as functions of the po-
sition. The derivatives of the tangent tˆ, normal nˆ (pointing
towards the curvature center), and the binormal (bˆ = tˆ× nˆ)
unit vectors are expressed in these formulae in terms of each
other. First, we consider a line parametrized by λ = l/Rlc,
1
i.e. the position of the particle measured along the field line,
normalized by the light cylinder Rlc = cP/2pi = c/Ω, where
Ω is the angular spin velocity of the star considered, and P
its spin period. Second, we need the curvature radius rc(λ)
and the torsion τ(λ) along the line, as functions of the po-
sition, in order to solve the following set of equations:
dtˆ
dλ
=
1
rc
nˆ , (1)
dnˆ
dλ
= − 1
rc
tˆ+ τ bˆ , (2)
dbˆ
dλ
= −τ nˆ . (3)
We shall use a fourth-order Runge-Kutta method to prop-
erly integrate the curves.
For simplicity, and in order to avoid introducing a fur-
ther parameter, we shall assume that the torsion τ is zero,
which is an acceptable approximation if the twist of the line
is negligible compared to its curvature. This allows us to
consider that the lines are contained in a 2D plane. In case
one wants to consider the toroidal field Bt, one needs to in-
clude the torsion as well, and consider the three non-zero
components of the direction. We leave this out of our treat-
ment for the moment, but can be easily included, if concur-
rently considering the additional degrees of freedom. The
zero torsion assumption might end up being not realistic in
a twisted magnetosphere. Close to the light cylinder, and for
some lines at least, the overall twist may become important,
as numerical simulations show, see e.g., Spitkovsky (2006).
On the other hand, though, from what we know after our
spectral-only model (see Torres (2018); Torres et al. (2019)),
the relevant region of emission is always small in comparison
with the scale of the light cylinder. In these small regions,
the torsion of the lines can indeed be negligible, even if it
is not negligible for the whole line. But in fact, we simply
do not know whether torsion is essential for reproducing the
real pulsar light curves observed. Thus, it seems appropri-
ate to try a simpler model first and only add the torsion
complexity if needed, later.
1 We explicitly note here that we have called x the coordinate
along the trajectory in our previous papers, but we allow us to
change the name convention here from x to λ in order to avoid
confusion with the coordinate grid used later in this paper.
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32.2 Emission distribution in the local particle
reference frame (PRF)
For a given point λ along the trajectory, we can consider a
local Particle Reference Frame (PRF), such that the local
values of the tangent and normal of the line, tˆ(λ) and nˆ(λ),
are given by (θp, φp) = (0, 0) and (pi/2, 0), respectively, or
(xp, yp, zp) = (0, 0, 1) and (1, 0, 0) in Cartesian coordinates.
Let us consider the radiation locally emitted by a par-
ticle. When particles travel with a Lorentz factor Γ, the an-
gular distribution of their emission is spread, but it sharply
peaks at the boundary of a cone, centered around the di-
rection of motion. The opening of such cone is energy-
dependent, with less energetic photons being more spread
than the more energetic ones. However, such opening angle
is of the order of ∼ 1/Γ, which, in our scenario, is always a
negligible value (. 10−4), compared with the other angular
size values at play.
Therefore, we shall consider that all the photons are
emitted in the instantaneous direction of motion of the par-
ticle, regardless of their energy. Parameterizing the gyration
angle with χ ∈ [0, 2pi], the instantaneous emission direction
in the PRF is therefore given by
θe(λ) = α(λ) , (4)
φe(χ) = χ , (5)
where α(λ) is the particle pitch angle, which is the angle be-
tween the spiraling trajectory around the magnetic field line
and the line tangential direction tˆ. Since the gyration period
is much smaller than any relevant time scale (i.e., the re-
gion crossing time, the instrumental resolution...), and many
particles are supposedly emitting at the same time, we shall
consider the emission distribution integrated over a gyration
period. Therefore the gyro-averaged emission distribution,
for a given λ, describes a circle centered around tˆ(λ) in the
PRF unit sphere, with a radius given by the particle pitch
angle.
In order to have an expression for α(λ), one need to
consider the equations of motion for the particle relativistic
momentum ~p, related to the accelerating electric field E‖
and to the synchro-curvature power, Psc, by:
d~p/dt = eE‖bˆ− (Psc/v) pˆ, (6)
where e is the particle charge and v its velocity modulus. In
Vigano` et al. (2015a) and following works, we evolved the
parallel and perpendicular momenta of particles, considering
how Psc depends on the Lorentz factor Γ, α itself, the local
value of the magnetic field B, and rc. For a given parame-
terization of E‖, B, rc, one can consistently evolve the pitch
angle and Lorentz factor values along the trajectory calcu-
lation (see examples and details in Vigano` et al. (2015a)).
In general, the pitch angle can have a sizeable value at the
beginning of its acceleration phase. In this first stage, the
emission is close to the standard synchrotron emission. How-
ever, the pitch angle soon tends (exponentially) to zero due
to the perpendicular moment losses, so that the whole radi-
ation will be essentially directed along the field line (tangent
direction tˆ, θe = 0), and the emission can be approximated
well by the standard curvature formulae.
Fig. 1 helps describe the geometry considered and is
further relevant for the next section, where we consider how
to convert the PRF emission directions into other reference
frames.
2.3 Change of coordinates
Ultimately, we want to express the map of the emission direc-
tions in the star co-rotating frame. Starting from the latter,
and for a given radiative process, an emission map can be
used to generate a light curve as seen by observers located
at a fixed angle with respect to the rotational axis. For this
we have to take into account:
• the two angles of the inner point of the accelerating
region with respect the magnetic moment ~µ (magnetic co-
latitude and longitude);
• the angle between the magnetic moment ~µ and the ro-
tational axis (inclination angle);
• the time-of-flight delay and relativistic aberration ef-
fects.
Note that we ignore any involved translations that may be
needed in changing reference frames. This is because the
distances between the frame origins (the size of the magne-
tosphere at most, i.e. typically up to thousands of km) are
negligible compared to the distance from the source to the
observers (typically several kpc). Observers are effectively
taken to be at infinity. Below, we explicitly describe the ro-
tations one by one.
2.3.1 Rotation matrices
If we consider the unit sphere (or sky map) described by
two angles, the co-latitude θ ∈ [0, pi] and the longitude φ ∈
[0, 2pi], the Cartesian coordinates as a function of the co-
latitude and longitude are given by:
x = sin θ cosφ ,
y = sin θ sinφ , (7)
z = cos θ ,
while the inverse relations are
θ = arccos(z), (8)
φ = sign(y) arccos
(
x
(x2 + y2)1/2
)
. (9)
In order to perform all the necessary changes of coordinates,
we shall first quite generally consider a unit vector, for which
the coordinates rˆa in the frame A are generally described by
a frame B by means of the application of a rotation on the
vector rˆa (hereafter we indicate with a subscript the frame
to which the coordinates refer to). A rotation around the
z-axis by an angle ξ (azimuthal rotation) is defined by a
matrix
Rz(ξ) =
 cos ξ sin ξ 0− sin ξ cos ξ 0
0 0 1
 , (10)
and a rotation around the y-axis by an angle Ψ (meridional
rotation) is defined by a matrix
Ry(Ψ) =
cos Ψ 0 − sin Ψ0 1 0
sin Ψ 0 cos Ψ
 . (11)
MNRAS 000, 1–16 (2018)
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Figure 1. Geometrical definitions related to the particle (PRF) and line (LRF) reference frames. See text for a discussion.
A general rotation can then be described as a combination
of two matrices, remembering that:
(i) their inverse are simply Rz(−ξ) and Ry(−Ψ),
thus obtained changing the sign of the off-diagonal matrix
elements,
(ii) rotations commute only if they are performed
around the same axis, i.e., Rz(ξ1)R
z(ξ2) = R
z(ξ1 + ξ2) and
Ry(Ψ1)R
y(Ψ2) = R
y(Ψ1 + Ψ2).
In the following, we shall operate three times the same
transformations in order to align the z-axis to the following
reference vectors: the tangent to the magnetic line at the
beginning of the accelerating region, the magnetic moment
~µ, and the rotational vector ~Ω. In each frame, we can de-
scribe the unit sphere using the spherical coordinates θ and
φ, useful to visualize maps and for practical purposes, or the
Cartesian components, given by eq. (7), over which we can
apply directly the rotation matrices (10)-(11).
2.3.2 Line reference frame (LRF)
The first frame considered is the line reference frame (LRF),
also sometimes referred to as locally co-rotating frame, in
which the line is still. We choose the coordinates so that
the tangent line at the innermost point of the region, λin,
is along the axis zl, and the normal is along xl (see Fig. 1).
Therefore, the projection of the tangent to the line in the
LRF sky map is:
Ψt(λ) = arccos(zt(λ)) , (12)
ξt(λ) = 0 , (13)
where xt and zt are evolved according to the Frenet–Serret
formulae and, as mentioned above, we consider that the line
has no torsion, so that it is contained in a 2D plane identified
by φl = 0 (or yl = 0), which is defined so that it contains
the magnetic dipolar moment ~µ.
In order to transform from the PRF to the LRF, one
has to perform a rotation around the yp-axis, by Ψt(λ):
rˆl = R
y(−Ψt)rˆp . (14)
Note, that, in the LRF, the emission cone distribution of the
instantaneous radiation is spread around a circle of angular
radius α(λ), centered at the angle (θe, φe) = (Ψt(λ), 0).
2.3.3 Magnetic reference frame (MRF)
Let us now consider the transformation from the LRF to
the magnetic reference frame (MRF), where the magnetic
moment is aligned with the zµ-axis. The top panel of Fig. 2
is a useful reference for what follows.
First, we have to fix the magnetic co-latitude of the
inner point of the accelerating region, i.e. the angle Ψµ be-
tween its physical position ~x(λin) and the magnetic axis of
the star µ, measured from the center of the star. Second, ξµ
is defined as the angle, measured on the plane perpendic-
ular to µ from φµ = 0, i.e. between the projections of the
given magnetic field line and Ω.2 Therefore, we need two
inverse rotations to identify a certain line in the MRF: a
meridional one (the magnetic co-latitude Ψµ) around y and
an azimuthal one (the magnetic longitude ξµ) around z. The
2 Note that, for an aligned rotator, the projection of Ω becomes
singular, and the definition of φµ = 0 coincides then with φΩ = 0.
MNRAS 000, 1–16 (2018)
5Figure 2. Geometrical definitions related to the transformation from the line to the magnetic reference frame (first panel) and from the
magnetic to the co-rotating reference frame (second panel). See text for a discussion.
transformation to pass from the LRF to the MRF is given
by
rˆµ = R
z(−ξµ)Ry(−Ψµ)rˆl . (15)
In these coordinates, the magnetic axis coincides with zµ,
and yµ is perpendicular to the plane defined by ~µ and ~Ω.
If we consider different lines, or a bundle of them (a
finite accelerating region), the picture gets formally more
complicated. A simplifying model assumption consists in
considering that for all lines the trajectory has the same
coordinates, Eqs. (12)-(13), in their respective LRF. The
approximation comes from the idea that the bundle is lim-
ited in its transversal direction, so that the range of ξµ and
Ψµ can be considered small. This could certainly be a too
rough approximation, especially for the misaligned case, for
which lines with footprint at the same magnetic co-latitude
may have very different geometries (e.g., crossing or not the
light cylinder, being more or less twisted, etc.). Moreover, as
mentioned before, our earlier spectral fitting studies showed
that the required effective size of the accelerating region (i.e.,
the region along which most of the detected emission comes
from) is of the order of λ0/Rlc ∼ 10−3 or smaller. There-
fore, one may think that the traversal width is small as well.
This limitation may be subject to further exploration in the
future, if need arise. For the moment, this simplification is
mostly motivated by the pursued effective approach with a
limited number of free parameters.
2.3.4 Co-rotating frame (CRF)
We then consider the inclination angle ΨΩ, i.e. the angle
between the rotational axis, ~Ω, and the magnetic axis, ~µ.
This will define the co-rotating reference frame (CRF), in
which the star and the magnetic field lines do not rotate.
Fig. 2 (bottom panel) is a useful reference for what follows.
Since the ~Ω − ~µ plane is described by yµ = 0 in the
MRF, then a rotation around the y axis by ΨΩ will account
for the meridional inclination:
rˆΩ = R
y(−ΨΩ)rˆµ . (16)
MNRAS 000, 1–16 (2018)
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Now, the rotational axis coincide with zˆΩ and the phase is
φΩ = 0 corresponds to the direction of the observer at the
time reference t = 0 (which is arbitrary, so that different
choices produce a shift in phase)3. In the CRF, the star is
still and not rotating, a fixed observer at infinity draws a
circle at a given co-latitude (calculated from the rotational
axis) θΩ. Seen by an observer at infinity, the azimuthal co-
ordinates directly corresponds to the rotational phase of the
star.
2.4 Time delay
There is a further geometrical effect to consider when we
calculate the radiation map: the phase flight delay ξf , which
arises from the difference in the path length from the emis-
sion point to the observer. As a matter of fact, the radiation
emitted at two different positions along the same line, with
physical positions ~r1 and ~r2, will have a relative time delay
given by
δtf =
1
c
(~r1 − ~r2) · rˆe , (17)
where rˆe = rˆe(λ, α, χ) indicates the direction of emission, as
given by the angles in Eqs. (4).
The phase delay of the radiation emitted from a given
~r(λ) in the direction rˆe, is therefore φf (λ, χ) = Ωδtf (λ) =
δtfc/Rlc:
ξf (λ, χ) =
1
Rlc
~r · rˆe + ξ0 , (18)
where ξ0 is the reference phase corresponding to φΩ = 0,
that we can set to zero without loss of generality. Then,
taking into account the radiation flight delay effect implies
making an additional rotation to obtain the direction in the
final sky map:
rˆrad = R
z(−ξf )rˆΩ . (19)
The phase delay depends on the position along the line. If
we are considering different lines, particles at the same λ but
on different lines will have a different phase delay.
2.5 Aberration
As pointed out by Bai & Spitkovsky (2010a), aberration
can play an important role in defining some details of the
light curves, especially related to the cusps. This effect comes
from special relativity, according to which the values of the
magnetic field components change with the reference frame
under a Lorentz transformation.
In particular, in presence of a co-rotation velocity of the
lines, the magnetic field seen by the observer is different to
the one seen in the co-rotating frame, thus the direction of
photon emission is deviated. For instance, a purely rotating
poloidal field is reduced by a Lorentz factor Γ, and a toroidal
component ∝ Γ appears due to the co-rotation velocity, thus
becoming non-negligible close to the light cylinder. When
the dipole is not aligned, things are more complicated, but
3 In the extreme (and not interesting) case for which the observer
is located along the rotational axis, θΩ = 0 or pi, the map becomes
singular since the phase is ill-defined and has no meaning (a light
curve constant in phase is seen by definition).
in general, in the inertial (observer) frame, a component of
the magnetic field in the direction of the velocity appears
to be larger than in the co-rotating frame. In what Bai &
Spitkovsky (2010a) called instantaneous co-rotating frame,
which is what we have called LRF, the poloidal magnetic
field is reduced by a factor Γ (see Bai & Spitkovsky (2010a)
for the details about the Lorentz transformations). There-
fore, as shown in detail by Bai & Spitkovsky (2010a), when
we go back to the observer frame, the directions of the pho-
tons are aberrated, and their toroidal and poloidal emis-
sion directions (where the poloidal/toroidal decomposition
is made with respect to the rotation axis) are given by
rˆe,t =
βrotB
2
p ±BtB′0
B20
,
rˆe,p =
±B′0 − βrotBt
B20
~Bp , (20)
where B
′2
0 = B
2
t + (1 − β2rot)B2p and B20 = B2t + B2p. For
instance, in the limit of Bt = 0 (e.g., a dipole aligned with
the rotational axis), this means that the aberration would
introduce a component in the toroidal direction (e.g., in the
azimuthal direction around the rotation axis):
rˆe,t = βrot ,
rˆe,p =
√
1− β2rot
~Bp
| ~Bp|
. (21)
In the limit of βrot = 0, then rˆe,t → Bt/B0, and rˆe,p =
~Bp/| ~Bp|, which is what we are already using rˆe = ~B/B0.
Overall, knowing a functional form for βrot(λ) and the exact
form of the magnetic field components Bt and ~Bp, we can
calculate the aberration given by the velocity.
However, we pose that introducing this level of refine-
ment in the calculation in our approach would likely bring
in more problems than advantages, and can be unwarranted.
First of all, it would mean to introduce free functional forms,
which are not trivial. Second, and more important, Bai
& Spitkovsky (2010a) –as well as other authors of similar
works– carefully model the geometry of a rotating retarded
vacuum dipole, assuming at the same time βrot = $/Rlc,
where $ is the distance from the rotation axis. However,
this description clearly breaks down at the light cylinder,
since the co-rotating velocity reaches the speed of light.
As a matter of fact, retarded vacuum dipoles are not
thought to hold as a good description for rotating pulsars,
especially in the outer magnetosphere where the lines get
more distorted. That approach does not allow to have emis-
sion regions beyond the light cylinder. But indeed, acceler-
ating regions are supposed to appear either in the current
sheet outside the light cylinder (where then the dipole de-
scription is incorrect), or in the border among the open and
field close lines, where the opening out of the lines is an im-
portant effect, being connected to what is known as the wind
zone. There are many numerical works that show the form
of the magnetosphere in these regions, with force-free MHD
(see for instance Contopoulos et al. (1999); Gruzinov (2006);
McKinney (2006); Spitkovsky (2006); Carrasco et al. (2018))
or particle-in-cell (Kalapotharakos et al. 2018) simulations.
In order to use a more consistent rotating dipole, then,
one should rely on a limited number of numerical solutions,
for a limited set of inclination parameters. Those configu-
rations are not analytically describable, therefore limiting
MNRAS 000, 1–16 (2018)
7the exploration only to the few cases available from simu-
lations (with fixed light cylinder, usually very close to the
surface, fixed inclination angle, etc.). Thus, whereas it is true
that the accuracy of the Lorentz transformation, based on
the perfect co-rotation approximation, would represent an
important inclusion in the model, changing from a vacuum
dipole to a more realistic or more general configuration most
likely will have much stronger effects on the light curves and
spectra than aberration itself.
More importantly, we also note that even including the
aberration effect, the changes are important only in the
peaks of the light curves Bai & Spitkovsky (2010a), and
mostly goes without introducing qualitative differences in
their overall shape. Because of that, we shall not model
aberration here, keeping it in mind as a possible further
complication of the model.
2.6 Final expression for the transformation
The total coordinate transformation from the emission di-
rections as seen in the PRF, rˆe (the rightmost vector in the
right hand side of the equation below, given by eq. (4)) to
the Delayed Radiation Reference Frame (DRRF) is given by
rˆmap = R
z(−ξf )Ry(−ΨΩ)Rz(−ξµ)Ry(−Ψµ)Ry(−Ψt) rˆe,
(22)
where we remind that ξf and Ψt depend on λ. This relation
allows to transform the coordinates of the emitted radiation
direction rˆe(λ, χ) into the corresponding coordinates in the
DRRF, rˆmap(λ, χ). Finally, the latter Cartesian coordinates
can be translated into the usual angular ones, (θmap, φmap),
using Eqs. (8)-(9).
The variables in the transformation of eq. (22) play
different roles. Some are free parameters while others are
just used in averaging integrals and to define the position
along the trajectory of the particles. In particular, note that
(i) both the running variable along the trajectory,
λ ∈ [λin, λout], and the gyration angle, χ ∈ [0, 2pi], enter
in the coordinates of the emission in the LRF and in the
time-delay effect (the last rotation to apply), and
(ii) ΨΩ, ξµ, Ψµ are three free parameters from which
the radiation map will depend upon (in addition of the other
parameters of the spectral-only model, and possibly fixed by
the spectral analysis if observational data exist).
3 EMISSION MAP
In order to obtain the emission map, we start considering
the direction of the particles. Remember that, for a given
position λ, each particle points toward a gyration-averaged
direction given by Eqs. (4)-(5) in the PRF. We need to em-
ploy eq. (22) to find the corresponding values in the DRRF
sky, (θmap, φmap). Note that they depend on the trajectory-
related variables, α(λ), χ, and on a set of three parametric
angles: Ψµ, ξµ,ΨΩ. We can formalize the directions distribu-
tion (i.e., per unit DRRF solid angle dΩΩ = sin θΩdθΩdφΩ,
normalized to unity) pointed by a particle at a given λ, av-
eraged over the gyration angle χ (for the reasons mentioned
in § 2.2), as:
dD(λ)
dΩΩ
=
1
2pi sin θΩ
∫ 2pi
0
δ[θΩ − θmap(χ)]δ[φΩ − φmap(χ)]dχ ,
(23)
where we left implicit the dependencies of θmap and φmap
on λ and χ, and δ[·]δ[·] is the Dirac delta function in unit
sphere coordinates, which is here formally used to describe
the projection in the DRRF sky of the emission directions
pointed by the particle during a gyration period. These di-
rections are simply seen as a ring with radius α in the PRF,
eqs. (4)-(5), but the rotations have the effect to distort its
shape in the DRRF sky (see also the benchmark tests, § 5).
We can now consider a generic single-particle spectral
photon flux IE , defined as the number of photons emitted
per unit energy, per unit time, per particle, at a given point.
The distribution in the DRRF map of the single-particle
spectral photon intensity, defined as the gyration-averaged
single-particle spectral flux per unit solid angle, is:
dIE
dΩΩ
= IE(λ)
dD(λ)
dΩΩ
. (24)
If one assumes that IE is given by the synchro-curvature
emission as derived in Vigano` et al. (2015a), then it will
depend on the photon energy E, and on the values of α, rc
and B. They are ultimately reduced to a λ-dependency if the
particle trajectory is solved as well for a specific pulsar of pe-
riod P and accelerating region properties (E‖, b), where the
latter is the magnetic gradient as defined in Torres (2018)
and references therein. In that case, the expression (24) de-
pends on (E, λ,Ψµ, ξµ,ΨΩ). The next step is to consider a
particle distribution along the line, dN/dλ(λ). Furthermore,
one can consider a finite size (and/or number) of accelerat-
ing region(s), describing the corresponding bundle of lines
by the a range of value for Ψµ and ξµ (for the magnetic
meridional and azimuthal extensions, respectively).
The convolution of eq. (24) with the particle distribu-
tion, integrated over the traversal size of the accelerating
region and along the line, gives the final expression of the
total spectral photon intensity map (emission map hereafter
for simplicity) defined as the number of photons emitted,
per unit solid angle, per unit time, per unit energy:
ME(θΩ, φΩ) =
∫ λout
λin
∫
δξµ
∫
δΨµ
dN
dλ
dIE
dΩΩ
dΨµdξµdλ . (25)
This map represents the energy-dependent photon distribu-
tion emitted by the whole system over the unit sphere, al-
ready corrected for the time of flight (and for aberration if
included in the calculation). Remember that, in the DRRF
coordinates, θΩ sets the observer’s line of sight (θΩ = 0 coin-
cident the direction of the rotation vector), while φΩ spans
the spin phases.
In order to reduce the number of free parameters at
play, we shall assume that, in the case of a wide region
(finite values of δΨµ and/or δξµ), the trajectories and the
particle distributions are roughly the same for all the lines
considered (as mentioned in § 2.3.3). Another simplification
is to assume dN/dλ(λ) constant along a magnetic field line,
which would effectively hold if the pair production in the
region itself is not dominating the total number of particles
being accelerated. These assumptions follow the same effec-
tive approach of the previous works, to keep the number of
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free parameters limited. They could be relaxed, introducing
further complications in the model.
Last, we note that we can directly recover the effective
value dNeff/dλ used in previous works where we performed
spectral fits without any geometry or emission map calcu-
lation.4 That value represented the number of particles per
unit λ which effectively emit towards an observer at infinity
located at a direction θΩ, and is given by the integration in
phase and accelerating region transversal sizes of the direc-
tions distribution, eq. (23):
dNeff
dλ
(θΩ, λ) =
dN
dλ
∫ 2pi
0
∫
δξµ
∫
δΨµ
dD(λ)
dΩΩ
dΨµdξµdφΩ .
(26)
This is the key to directly connect light curves and spectra,
on which we shall focus our forthcoming work.
4 NUMERICAL PROCEDURE
In order to numerically obtain the emission map in the
DRRF, from where the light curves can be extracted, we
shall apply the following numerical approach.
(i) Set the magnetic line curvature dependence (rc(λ)),
the magnetic field dependence along the line (B(λ)), the
initial pitch angle (see Vigano` & Torres (2015); Torres
(2018) for details), and assume a given particle distribution
dN/dλ (which we shall just take as a constant, see below).
(ii) Consider a set of N¯λ values λi, i ∈ [0, N¯λ−1], param-
eterizing the line. At each λi, consider the corresponding
B and rc and calculate the trajectories of the particle by
numerically solving the equations of motion. This provides
the corresponding values of the pitch angle αi and the
Lorentz factor Γi.
(iii) By solving the Frenet-Serret equations, we obtain
the tangent and normal directions of the magnetic line in
the PRF tˆi, nˆi. Given a physical distance from the inner
part of the accelerating region to the star’s center, rin, we
can then calculate the set of physical positions ~ri, necessary
to determine the relative phase delay between the emission
at different positions. At this step, the trajectory of the
particles and the geometry of the line are completely defined.
(iv) Considering each position λi, calculate the con-
tribution to the single-particle spectral photon flux
Ii = IE(λi)dλi (where dλi is the discrete numerical bin
around the considered position) for the given effective
parameters (accelerating electric field E||, contrast x0/Rlc,
magnetic gradient b, and normalization N0) that define the
average spectral energy distribution. This step was the key
in our earlier spectral-only studies, e.g. Torres (2018).
(v) At each position along the line, the emission occurs
in the projected circle with opening α and center (θt, 0) in
the LRF. Therefore, for every θt,i(λi), we define a set of
N¯χ, equally spaced discrete values of the angle χj ∈ [0, 2pi].
4 In the notation of Vigano` et al. (2015a) to Torres (2018) we use
dN/dx.
For a given λi, we therefore consider that the corresponding
emission is homogeneously spread across the discrete values
θe,ij = θt,i + αi cosχj and φe,ij = αi sinχj . For every
value of the pair of angles (θe,ij , φe,ij), we compute also the
corresponding Cartesian discrete coordinates in the LRF,
rˆe,ij , via eq. (7).
(vi) Parameterize the angles of the inner accelerating
region in the MRF: N¯l values of ξµ (the magnetic longi-
tude), and N¯k values of Ψµ (the magnetic co-latitude). In
principle, such values depend both on k, l, since moving the
line the inner accelerating region can vary both in longitude
and co-latitude: we have discrete values given by ξµ,kl
and Ψµ,kl. In the simplest case, we consider only one line
(N¯l = N¯k = 1). Otherwise, we will have a uniform sampling
of both angles, with bins dξµ,kl and dΨµ,kl.
(vii) For each line, characterized by the indices l, k,
we apply a set of rotations to each direction of emis-
sion rˆe,ijlk, corresponding to the emission direction
in LRF (trajectory position i and the sampling of
angle j in the circle of angular radius given by the
pitch angle αi), to obtain the coordinates in the map
rˆmap,ijkl = R
z(−ξf )Ry(−ΨΩ)Rz(−ξµ,kl)Ry(−Ψµ,kl)rˆe,ijkl.
Then we transform the DRRF Cartesian coordi-
nates, rˆmap,ijlk, into the DRRF sky coordinates,
(θmap,ijkl, φmap,ijkl).
(viii) Considering the DRRF sky (described by the
coordinates (θΩ, φΩ)), sample it with a number of patches
centered in (θp, φq), with p ∈ [0, N¯p], q ∈ [0, 2N¯p] equally
spaced in the ranges θ ∈ [0, pi] and φ ∈ [0, 2pi], respectively.
(ix) For each discrete emission direction numerically con-
sidered, (θmap,ijl, φmap,ijlk) we find the patch of the DRRF
sky wherein falls, identified by (p, q), and add to it the emis-
sion given, as said above, by the value IE(λi)dλidχj . We
obtain the final emission map considering the discretized
version of eq. (25), where the integral is numerically given
by the sum of N¯e,tot = N¯λ × N¯χ × N¯k × N¯l contributions
(i.e. for the different λi, χij , ξµ,kl and Ψµ,kl):
MΩ(p, q) =
∗∑
i,j,k,l
[
dN
dλ
(λi)IE(λi) dλi dχ dξµ dΨµ
]
, (27)
where the sum
∑∗ is performed only over those set of
values of the indexes such that (θmap,ijlk, φmap,ijlk) ∈ (p, q),
dλi, dξµ, dΨµ take into account the discretized bins of the
accelerating region volume, and dχ the uniform discretized
bins of the gyration angle.
The calculation of the emission over the discrete 2N¯2p
patches is performed by integrating the emission over a four-
dimensional space parameters (λ, χ, ξµ,Ψµ). We deal with
the election of N¯p, N¯λ, N¯χ, N¯l, N¯k. In order to save com-
putational time, we consider a single direction (the tan-
gent to the trajectory) instead of integrating over χ, in
case sinα  pi/N¯p (i.e., the circle of emission in the sky
is very likely contained in the same patch, of angular open-
ing ∼ pi/N¯p  α). Furthermore keep in mind that some
calculations are directly simplified if one takes the assump-
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9tions described at the end of the previous section: constant
dN/dλ, single value of Ψµ and/or ξµ.
We have performed convergence tests, by comparing the
maps coming out from the same geometrical set-up but dif-
ferent resolutions. For a one-line case, we found that accept-
able values, for which the maps are smooth and show nu-
merical convergence, are typically ' N¯χ ' N¯λ & 100, with
N¯2p  N¯λ × N¯χ (typically, N¯p ' 100), in order to avoid an
oversampling of the displayed sky patches (see Appendix). In
other words, we want each sky patch to have enough statis-
tics, which in our case are the number of discrete directions
considered. Although the precise number can depend on the
chosen geometry, and on the need to resolve fine details in
the light curve, the recipe above can be considered as a rule-
of-thumb.
5 BENCHMARK TESTS
Hereafter we provide a set of tests with simplified geome-
tries, in order to check the correct geometrical implementa-
tion. We will consider a given set of values for ΨΩ, Ψµ, and
ξµ, which are the three main geometrical free parameters.
Only for the sake of numerical testing some of the cases in-
clude a very wide range of ξµ (likely unphysical), keeping
the same Ψµ.
For these tests, we do not solve the trajectories of the
particles, instead we shall first assume an ad hoc, decreasing
triviality of the parameters involved. We shall also consider
an energy-independent spectral photon flux IE = 1. These
cases are not meant to represent realistic cases (which will be
done elsewhere), but, and thanks to their relatively simpler
geometry, allow us to test the overall implementation of the
method. Table 1 shows the models tested.
5.1 Geometrical tests for aligned rotators
First, we present a set of cases neglecting the time delay,
so that the specific length of the accelerating region and the
position of the inner accelerating region do not play any role.
The models AD1–AP2 test mainly the parameters α, ξµ,Ψµ,
considering an aligned rotator, ΨΩ = 0. Results are shown
in Fig. 3. As a first set of models, we consider straight radial
lines (zt = 1), fixed α and a single line. We progressively
complicate the scenario.
• In the simplest cases, see models AD1-AD4, the map
is just a projection of the lines considered. Note that these
models (constant zt, α, IE , single values of Ψµ, ξµ) basically
tests the direction distribution, eq. (23) (hence the D in
the model names), not considering any variation along the
magnetic field line. In the first case, AD1, the straight
line points to the polar direction Ψµ = 0, so that the
emission encircles the axis by definition, with a co-latitude
set by the chosen value of α (the circle around the axis
becomes a straight line in the rectangular projection). In
the model AD2, and whenever α  Ψµ, with a given ξµ,
the emission map appears like a circle (distorted by the
projection) around the corresponding point in the sky map.
Considering a high value of α & Ψµ (model AD3, in which
case α = pi/2, Ψµ = pi/3), the emission cone is still centered
around one specific direction (since we have a single value
ξµ = pi/4), but, due to the large value of the opening angle,
it encircles one pole, appearing as a wavy pattern. The
same model can be brought to the extreme of vertical lines
for the case Ψµ = α = pi/2 (model AD4), with ξµ playing,
as in the other cases, the role of displacing the emission
along the phase.
• When we add a width, like in model AW1, where we
have set sinα = 0 for each λ, so that the line point to a
non-zero co-latitude (pi/4), and the azimuthal width of the
accelerating region is evident in the width of the emission
projection (in this case, ξµ ∈
[
1
2
− 3
2
]
pi) along the phase
direction.
All the examples so far are ignoring the variation of the
pitch angle, which is unrealistic. We do not expect it to be
constant, at most one can entertain it to be zero from the be-
ginning, but this would not be the result of a random injec-
tion of particles in the accelerating region, like for instance
in the case of pair production. Thus, we explore non-zero
variations of the pitch angle next, to see the response of our
geometrical approach.
• If we let sinα vary linearly with λ, ranging between 0.4
and 0.2 (model AP1), and 0.7 and 0.1 (model AP2, P is used
to refer to the pitch angle variation), we can see how we
obtain a thickness in the projected emission, corresponding
to the superposition of decreasing opening angles (smaller
circles in the map) for increasing λ. Both cases show the
same features, with the difference of where the emission
is centered (close to one pole, AP1, or far from it, as in AP2).
These models show an equatorially specular map,
MΩ(θ, φ) → MΩ(pi − θ, φ), under any meridional reversal
of inclination angle, ΨΩ → (pi − ΨΩ), or co-latitude of the
line in the MRF, Ψµ → (pi−Ψµ). Similarly, any model shows
a phase shift in the map, MΩ(θ, φ)→MΩ(θ, φ+ δ), for any
shift of the accelerating region line azimuth in the MRF,
ξµ → (ξµ+δ). This can be seen comparing, for instance, the
emission maps of the models AD1 and AP1 (specular values
of Ψµ), and AD2 and AP2 (shift pi in ξµ), respectively (the
thickness of the lines is due to the above-mentioned different
sinα(λ) dependence being tested).
5.2 Geometrical tests for oblique rotators
We now relax the alignment hypothesis (ΨΩ = 0), and con-
sider again different simplified geometries with an arbitrary
value that we set to ΨΩ = pi/3. We describe the family of
the models O, shown in Fig. 4.
• The first two cases (OD1 and OD2) consider the values
Ψµ = 0, sinα = 0.2, with the only difference between them
found in the value of the tangent direction (in both cases,
constant): zt = 1 in OD1 (as in the models A and the other
models O), and zt = 0.6 in OD2. The first case corresponds
to the emission along a cone centered around the magnetic
axis, that in the sky map is defined at phase equal to 0.
The second case, instead, moves the position according to
the tangent direction chosen and the azimuthal position of
the line considered.
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Figure 3. Emission maps for the aligned rotator geometrical models Axx described in Table 1. See text for discussion.
• In the models labelled OW1 and OW2, we consider an
accelerating region that encompasses the star entirely in
the azimuthal direction, and, with the same fixed value of
sinα = 0.2, explore the dependence on Ψµ. The difference
in the patterns appears because for Model OW1 Ψµ < ΨΩ,
while for model OW2 Ψµ > ΨΩ, so that the wavy pattern
appears again (for the same reason as it does in model AD3
above). In both cases, the thickness of the pattern is due to
the value of sinα, while its evolution in phase reflects the
azimuthal range ∆ξµ = 2pi.
• The latter effect can be understood better in model
OW3, which only differs from OW1 and OW2 in the values
∆ξµ = 0.5pi (hence, a quarter-circle only appears), and
Ψµ = (2/3)pi (affecting the position in the map).
In order to increase the complexity we finally introduce
λ-dependencies in sinα (models OP1, OP2), zt (models OZ1,
OZ2), or in both of them (model OZP). While the effect
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Figure 4. Emission maps for the oblique rotator geometrical models Oxx described in Table 1. See text for discussion.
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Figure 5. Emission maps from a pulsar-like, trajectory-based simplified model (see text for parameters). The different geometrical
parameters are indicated in each panel, where the (+pi) indicates that we consider a second range displaced by pi compared to the first
one, indicated explicitly. We consider here N¯p = 100. See text for discussion.
Figure 6. Light curves seen by observers located at different θΩ (indicated in the legend), obtained by cutting the emission maps shown
in Fig. 5.
of the former can be understood easily from the combined
examples above, the latter has the effect of moving the center
of the emission along the map. The larger the variation, the
more spread appears the emission, with the specific trend
depending on the non-trivial geometry adopted.
6 LIGHT CURVES FROM PULSAR-BASED
PARTICLE TRAJECTORIES
We now consider a last example using particle trajectories.
We express the the local values of magnetic field and radius
of curvature as a function of λ, setting, respectively, B(λ) =
Bs(R?/(rin + λ))
b (with b being the magnetic gradient, set
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Table 1. Table of the benchmark geometric models, with no time
delay considered (therefore, the models are not sensitive to the
position of the inner region rin, and the field line length L). Mod-
els A are aligned rotators (Ψµ = 0), while models O are oblique
rotators. With ”any“ we indicate that the map is independent on
the choice of that parameter. See text for further information.
Note that ΨΩ is a unique value by definition, while for these test
cases we consider that Ψµ and ξµ can be a fixed value or a range,
and sinα and zt can be either a fixed value, or an analytical
function of λ.
Model Ψµ ξµ ΨΩ sinα(λ) zt(λ)
AD1 0 any 0 fixed 0.2 fixed 1
AD2 2
3
pi 1
2
pi 0 fixed 0.3 fixed 1
AD3 1
3
pi 1
4
pi 0 fixed 1 fixed 1
AD4 1
2
pi 1
4
pi 0 fixed 1 fixed 1
AW1 1
4
pi
[
1
2
− 3
2
]
pi 0 fixed 0 fixed 1
AW2 2
3
pi
[
1
2
− 1]pi 0 fixed 0.3 fixed 1
AP1 pi any 0 = 0.4− 0.2 λ
L
fixed 1
AP2 2
3
pi 3
2
pi 0 = 0.7− 0.6 λ
L
fixed 1
OD1 0 any 1
3
pi fixed 0.2 fixed 1
OD2 0 any 1
3
pi fixed 0.2 fixed 0.6
OW1 1
4
pi [0− 2]pi 1
3
pi fixed 0.2 fixed 1
OW2 1
2
pi [0− 2]pi 1
3
pi fixed 0.2 fixed 1
OW3 2
3
pi [0.5− 1]pi 1
3
pi fixed 0.2 fixed 1
OP1 2
3
pi [0.5− 1]pi 1
3
pi = 0.6− 0.2 λ
L
fixed 1
OP2 2
3
pi [0.5− 1]pi 1
3
pi = 0.6− 0.6 λ
L
fixed 1
OZ1 2
3
pi [0.5− 1]pi 1
3
pi 0.2 fixed = 1− λ
L
OZ2 2
3
pi [0.5− 1]pi 1
3
pi 0.2 fixed = 1− 0.2 λ
L
OZP 2
3
pi [0.5− 1]pi 1
3
pi = 0.2− 0.2 λ
L
= 1− 0.2 λ
L
here to b = 2.5) and rc(λ) = Rlc((rin + λ)/Rlc)
η (here set
η = 0.5), the distance of the inner part of the region from
the star rin = 0.5 Rlc, the region length (measured along
the magnetic field line) L = Rlc. The initial pitch angle of
particles is αin = pi/4.
We consider typical parameters of standard pulsars:
spin period P = 100 ms and Bs = 10
12 G. We consider
a constant value of E‖ = 10
8 V/m (a typical value from
our previous works (Vigano` et al. 2015a,b,c; Vigano` & Tor-
res 2015; Vigano` et al. 2015d; Torres 2018)), to which we
refer also for further details about the significance of these
parameters, and the characteristic parameters along the tra-
jectories.
With the chosen parameters, we solve the equations of
motion, eq. (6), and the Frenet-Serret equations, to deter-
mine the directions where the charged particles are radiat-
ing, as described in § 4. The emission map depends on the
evolution of the physical properties (like pitch angle, Lorentz
factor, etc.) along the trajectory. The trajectories give also
spatial position of the emitting particles at a given λ, needed
to take into account the time delay, eq. (18).
For the purposes of considering the geometrical effects
(the main aim of this paper), we consider uniform photon
intensity and uniform particle distribution IE = dN/dλ = 1
(both independent on λ and on the line considered). We look
at the bolometric map (not considering any energy distribu-
tion). Note, therefore, that the units of the intensities are
arbitrary.
As in the simpler tests above, we consider different geo-
metrical angles, as indicated in the legends of Fig. 5, where
we show the bolometric emission maps obtained by different
choices of parameters. In Fig. 6 we show the corresponding
light curves ME(θobs, φΩ) as seen by different observers, i.e.
values of θΩ = θobs. We consider a fixed value for ΨΩ, Ψµ
and a range for ξµ. Depending on the range of value of the
free parameters, the emission maps can change a lot. Maps
are very sensitive to the range of ξµ: the wider the latter,
the more spread the map. Note also that the map clearly
show when we consider two different ranges of ξµ.
Note that light curves can have very different shapes
and intensities, showing one (many of them) or two peaks
(e.g., the red or green light curves in the top right panel), or
being invisible at all. These qualitative behaviours, together
with a sensitivity analysis, can be used to infer the position,
size and numbers of such regions, which here, for simplicity,
we consider to be only one with different azimuthal width.
Scanning the influence that each of the parameters has
on the light curves, we could see that what dominates the
shapes shown in the examples are the geometrical param-
eters, the length of the region L and the curvature radius
rc(λ) (in our case, parametrized by η and rin). Maps are
instead quite insensitive to the value of E‖, Bs and b, which
are instead important for spectral fits. This is a result of
the fact that we are considering a constant spectral photon
intensity, so that, in this simplified test, the only impact of
the three parameters is reduced to slight changes of the pitch
angle evolution in the initial synchrotron-dominated part of
the trajectory. This also serves as a test of the implementa-
tion: we do not expect significant changes on the light curves
being produced by the parameters which can be spectrally
constrained.
Last, note that these tests shown in this paper are not
meant to be the most realistic geometrical description of
the accelerating regions: we are showing the capabilities of
the numerical approach. It is not the purpose of this paper
to explore the range of parameters and assess their more
physically likely values, which deserves a dedicated study (in
preparation). Instead, these tests show how our approach
can provide a large variety of maps and light curves with
realistic particle trajectories.
In particular, the constant IE used here is an over-
simplification: besides not considering the spectral distri-
bution, the bolometric intensity emitted grows fast with
the Lorentz factor, i.e. the outer parts of the trajectory
will provide more photons. When self-consistently imple-
mented with the proper trajectory-dependent spectral inten-
sity IE(λ), already calculated in our previous works (Vigano`
et al. 2015a; Vigano` & Torres 2015; Vigano` et al. 2015d; Tor-
res 2018), these maps and light curves can be actually used
in our reverse engineering approach, in order to infer the
values of the parameters from the comparison with data.
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7 CONCLUDING REMARKS
This paper lays the foundation for a general approach for
computing multi-frequency and simultaneous spectral and
light curve predictions for pulsars. At this stage, we have on
purpose focused on describing the geometry, and our use of
the Frenet-Serret equations to determine the magnetic lines
in the magnetospheres. We have provided a detailed numer-
ical scheme that prescribes how the necessary geometry can
be obtained. Our scheme is already prepared to deal with
any spectral photon flux required, in particular, with the
synchro-curvature radiation that so successfully described
the spectral energy distribution of pulsars. When such is in-
corporated, we shall have all the necessary ingredients to
produce a simultaneous, multi-frequency prediction of both
light curves and spectra.
Some assumptions and caveats have still to be kept in
mind. For instance, it is sane to recall that our magnetic
lines have no torsion (i.e., twist). This might end being not
a realistic approximation, having in mind the sweepback
of lines caused by rotation, especially strong near and be-
yond the light cylinder, as shown by numerical simulations
(e.g., Spitkovsky (2006) or any work about rotating magne-
tospheres). The inclusion of torsion represent a further de-
gree of freedom and can change the particle dynamics, and
it is unclear whether it is indeed needed in case the relevant
emission regions are as small as suggested in the spectral
only models. The comparison with real light curves will tell
whether this extra complexity is warranted or not.
A similar simplifying approximation is to assume a con-
stant Ψµ for all lines, in case of a tranverally-extended accel-
erating region. This is certainly not exact for oblique rota-
tors, if the region is large. However, again, this assumption
can be overcome only at the cost of complicating the model
and making it less effective in for fitting purposes, and again
we are not yet uncertain such complication is warranted if
the emission regions are small.
When a sizeable accelerating region is considered to
have a finite width, we assume that the effective parame-
ters describing it do not vary (i.e., the rc(λ) are the same
for all lines). This is a simplification that has to be read in
the perspective of having an effective and reduced parame-
terization of the complex magnetosphere and/or on the as-
sumption that the width is not large so as to imply a large
difference in rc(λ) or E|| when moving across it.
We consider that all particles are born (or injected) at
the same place. That is, that a single trajectory describes the
whole particle population. This is obviously not the case, and
is done so (as was the case in our earlier papers) for a twofold
reason. On the one hand, the obvious simplification that
this brings make the model practical –it would be simply
impossible to numerically consider the whole population of
particles one by one. Some improvements can however be
envisaged, as for instance, a distribution of injection places
so that we average on a few trajectories before obtaining
final results. However, on the other hand we noted already
that the exact value of λin is not dominating the spectral
shape. On the contrary, it is actually the transition (the
relative weight of the particle population) from synchrotron
to curvature-dominated regimes what does dominate.
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APPENDIX A: NUMERICAL CONVERGENCE
As a numerical convergence test, we consider different res-
olutions, fixing N¯p = N¯λ = N¯χ = N¯l and considering the
model OP1 of Table 1. In Fig. A1 we show the effect of in-
creasing all the sampling numbers simultaneously. In Fig. A2
we change one by one the sampling numbers, compared to
a baseline one. Sampling effects include the appearance of
intereference-like patterns, due to the low values of one or
more physical sampling numbers N¯λ, N¯χ, N¯l compared to
the number of patches in the sky, 2N¯2p .
We stress that the geometry plays an important role,
so that each model has to be tuned, depending on which
sampling numbers are more important. Generally speak-
ing, if a sampling number is associated to a spreading
of radiation over the space (for instance, due to a large
value of α which require a good sampling N¯χ, or due to
a wide range of values of zt along the trajectory, which re-
quires a good sampling N¯x). A safe rule-of-thumb is to take
N¯λ = N¯χ = N¯l = 4N¯p ≥ 200: with this recipe, the varia-
tions of the physical parameters are fairly sampled and the
sky maps do not present noise, converging to a smooth im-
age. Note that cusps and sharp feature in the map can still
be present and be resolved.
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