Abstract. In 1980, J. Roe proved that if {f k } k∈Z is doubly infinite sequence of functions in R which is uniformly bounded and satisfies (df k /dx) = f k+1 for all k ∈ Z then f0(x) = a sin(x+θ) for some a, θ ∈ R. Later in 1993 Strichartz suitably extended the above result to R n . In this article we prove a version of their result for homogeneous trees.
Introduction
Let {f k } k∈Z be a doubly infinite sequence of real-valued functions of a real variable with d dx f k = f k+1 . In 1980, J. Roe [14] proved that if there exists a constant M > 0 such that |f k (x)| ≤ M for all n and x then f 0 (x) = a sin(x + θ) for some a, θ ∈ R. Many generalization of this result is available in the literature (see [9] , [10] ). In 1993, Strichartz [15] extended the above result to R n by substituting d/dx with the Laplacian ∆ R n on R n . Strichartz's result can be stated as follows. Theorem 1.1 (Strichartz) . Let {f k } k∈Z be a doubly infinite sequence of functions in R n satisfying ∆ R n f k = f k+1 for all k ∈ Z and |f k (x)| ≤ M for all k ∈ Z and x ∈ R n , where M is a real number. Then ∆ R n f 0 = −f 0 . Furthermore, Strichartz also proved that the above result holds for Heisenberg groups but fails for hyperbolic 3-space. It turns out that the negative result on hyperbolic 3-space can indeed be extended to homogeneous trees ( which can be considered as a discrete version of hyperbolic spaces). A homogeneous tree X of degree q + 1 is a connected graph with no loops such that every vertex is adjacent to q + 1 other vertices. For details about notation and preliminary results, we refer to section 2. Henceforth we assume q ≥ 2. The distance d(x, y) between two vertices x and y defined as the number of edges joining x and y. The natural Laplace operator (or Laplacian) L on X is defined by (1.1) Lf (x) = f (x) − 1 q + 1 y:d(x,y)=1 f (y).
Consider the spherical function φ z which is a radial eigenfunction of the Laplacian with eigenvalue γ(z), where γ is an analytic function defined by the formula (1.2) γ(z) = 1 − q 1/2+iz + q 1/2−iz q + 1 .
Note that the image of S 1 = {z ∈ C : |ℑz| ≤ 1/2} under the map γ is an elliptic region which intersects {w ∈ C : |w| = 1} in infinitely many points. Assume f k (x) = γ(z 1 ) k φ z 1 (x) + γ(z 2 ) k φ z 2 (x) for some z 1 , z 2 in S 1 such that γ(z 1 ) = γ(z 2 ) and |γ(z 1 )| = |γ(z 2 )| = 1. Since φ z is uniformly bounded on S 1 , {f k } satisfy all the hypothesis of the Theorem 1.1, but f 0 fails to be an eigenfunction of L.
A careful analysis of the above counterexample reveals that the failure of Strichartz's result on X is mainly due to the spectrum of L. It was also observed in [12] that failure of Strichartz results is rooted in the p-dependence of the L p −spectrum of the Laplacian on the hyperbolic spaces. In [12] it was proved that the theorem indeed remains valid when uniform boundedness is replaced by uniform "almost L p boundedness". Here it is worth mentioning that these size estimates arise naturally due to the behaviour of the Poisson transforms, which also acts as the eigenfunctions of L with the eigenvalues lying in the interior of the ellipse (2.5) (For details see [11] ). The version of Roe's theorem that we have proved in this article in the context of homogeneous trees are the following. A similar result is also proved for the harmonic N A groups and symmetric spaces (see [12] , [13] ).
Since γ(z) ∈ R whenever z ∈ R\(τ /2)Z, Theorem A can be thought of as a suitable extension of Strichartz's result on homogeneous tree. In particular if we define f k = γ(z) −k L k f , then the statement of Theorem A resembles Theorem 1.1 with the only difference that the L ∞ boundedness is being replaced by weak L 2 boundedness.
Theorem B. Let f be a measurable on X and 1 < p < 2.
In either of these cases, there exists
It was proved in [11] that any weak L p eigenfunction of the Laplacian of X can be represented by the Poisson transform of a L p function on the boundary. Therefore the conclusion of these theorems is more precise than that of Theorem 1.1.
We conclude this section by summarizing the contents of this article. In Section 2 we discuss some basic notation, definition, and a few well-known results on X. In Section 3 we shall provide a detailed proof of the Theorem A and Theorem B. In the last section we shall discuss the sharpness of our main results and provide an outline of the Roe's result separately on Z (i.e., the case when q = 1). To make this article self-contained, we have also included a small appendix about the isomorphism theorem at the end of the paper.
Preliminaries
For notation and some preliminary result about homogeneous tree and their group of isometries, we will mainly follow [1, 2, 3, 5, 7] . Most of our other notation are standard. The letters Z + , Z, R and C will respectively denote the set of all non-negative integers, integers, real numbers and complex numbers. For z ∈ C we use the notation Re z and ℑz for real and imaginary part of z respectively. We also need some basic facts about the Lorentz spaces that can be found in [8] .
Let G be the group of isometries of the metric space (X, d) and let K be the stabilizer of o in G. The map g → g·o identifies X with the coset space G/K, so that functions on X corresponds to K-right invariant functions on G. Further radial functions on X corresponds to K-biinvariant functions on G. If E(X) is a function space on X we will denote by E(X) # the radial functions in E(X). An infinite geodesic ray ω in X is an one-sided sequence {ω n : n = 0, 1, 2 . . .} where ω n 's are in X. Let o be some arbitrarily fixed point in X. The boundary of X is the set of all infinite geodesic rays starting at o and will be denoted by Ω. Notice that the map k → k · ω 0 represents a transitive action of K on Ω. Let ν be the G-quasi-invariant probability measure on the boundary Ω. The Poisson kernel p(g · o, ω) is the Radon-Nikodym derivative dν(g −1 ω)/dν(ω) and explicitly written as
where h ω (x) is the height of x in X with respect to ω (see [5] for details). The Poisson transformation P z : C(Ω) → C(X) is given by the formula
It is obvious that P z = P z+τ , where τ = 2π/ log q. We denote the torus R/τ Z by T, which can be identified with the interval [−τ /2, τ /2). Let L be the Laplacian on X defined in (1.1). It is a well-known fact that LP z η(x) = γ(z)P z η(x) for every z in C, where expression of γ(z) is given in (1.2). The elementary spherical function φ z on X is the Poisson transform of the constant function 1. Note that φ z is the radial eigenfunction of L with eigenvalue γ(z) such that φ z (o) = 1. For a suitable function f on X, its radialization εf is defined as
where dk is the normalized measure on K. Some useful facts about radialization:
The following expression of the function φ z is well-known (see [6] )
where c is a meromorphic function given by
It is easy to verify that |φ z (x)| ≤ 1 for all x ∈ X whenever z ∈ S 1 = {z ∈ C : |ℑz| ≤ 1/2}. Now we give some L p −type estimates of φ z (x). For p ∈ (1, ∞) we define
It is important to note that δ p = −δ p ′ and S 2 = R. We assume δ 1 = −δ ∞ = 1/2 so that S 1 = {z ∈ C : |ℑz| ≤ 1/2}. We shall henceforth write S • p and ∂S p to denote the usual interior and boundary of S p respectively. The following norm estimates of φ z can be derived by using (2.4) (see [6] for details).
From the above lemma it is clear that γ(S • p ) lies in the point spectrum of the L, which is a bounded operator on L p ′ (X). The following observation given in [3, page 4275] 
of L is the image of S p under the map γ, which is precisely the set of all w in C which satisfies
The spherical Fourier transformf of a finitely supported radial function f is defined by
The symmetric properties of the spherical function implies thatf is even and τ -periodic on C. For 1 < p ≤ 2, we define the space S p (X) which consists of all those functions f defined on X such that
It is known that S p (X) form Fréchet space with respect to these countable seminorms ν m (·) and are also known as the p-Schwartz spaces of rapidly decreasing functions on X (see [2] ). For 1 < p ≤ 2, we also define the space H(S p ) # of all even, τ -periodic function g on S p which are holomorphic on S • p , continuous on ∂S p and satisfies
It was proved in [1] that the spherical Fourier transform is a topological isomorphism from
In fact a similar result also holds when we consider 1 < p < 2. The proof is given in appendix.
In fact the radial part of an
The left translation τ x of T by an element x ∈ G is defined as follow if f ∈ S p (X) then
where f * (x) = f (x −1 ). Finally, the spherical Fourier transformT of a radial L p -tempered distribution T is a linear functional on H(S p ) # defined by the following rule:
Proof of Theorem A and theorem B
Our approach is motivated by proof given in [12] , which in turn is influenced by Strichartz's approach. In both the papers, the Fourier transform of a tempered distribution played an important role. Proof of Theorem A and Theorem B is an immediate consequence of following three key results, namely, Lemma A, Lemma B1, and Lemma B2.
, where ν is some fixed semi-norm of S 2 (X) and M > 0.
Then we have the following results.
Proof. We first prove part (a) of the theorem with an additional assumption that the dis-
where θ = arg z 0 . It follows from hypothesis (1) of the theorem that
where r > 0. Observing the fact that γ(α) k /γ(·) k φ ∈ H(S 2 ) # and using hypothesis (2) of the theorem, we have
By the isomorphism theorem 5.1, there exists a fixed seminorm µ on H(S 2 ) # such that
By similar argument as above and letting k → −∞, we can show that T 0 , φ = 0 for every φ ∈ H(S 2 ) # with supp(φ) ⊆ [−α + r, α − r]. We proved that for any r > 0 and for every
We now show that
In view of the fact that the spherical transform is an isomorphism from S 2 (X) # onto H(S 2 ) # , it is enough to prove that
Let g be an infinitely differentiable even function on R such that g ≡ 1 on [−1/2, 1/2] and supp(g) ⊆ (−1, 1). Define
Here ǫ is suitably chosen positive number such that ψ ǫ ∈ H(S 2 ) # with supp(
. and using the result proved in step 1, we have
Choose N large enough e.g. N = 10m + 1. Then for every s ∈ (α − ǫ, α + ǫ) we have the following estimates:
The above estimates together with (3.12) implies that
This proves (3.11) . Using the same argument given in [12] one can easily prove that
This prove part (a) for radial distribution. Now we shall prove the result for general case. To avoid triviality, we further assume that T k is nonzero for some (and hence for all) k ∈ Z.
Observe that for any L 2 -tempered distribution T , if ε(τ x T ) = 0 for every x ∈ X then T = 0. Indeed the above assumption on T implies that
for all x ∈ X, where δ 0 denotes the Dirac-Delta function at o. Since T * δ 0 = T in the sense of distribution thus T = 0. This shows that for every k ∈ Z, there exists an x ∈ X such that the distribution τ x T k has a nonzero radial part. Now we claim that if ε(τ x T 0 ) = 0 for some x ∈ X, then ε(τ x T k ) = 0 for every k ∈ Z. To prove this it is enough to show that if ε(τ x T 0 ) = 0 for some x ∈ X, then ε(τ x T −1 ) = 0 and ε(τ x T 1 ) = 0. If ε(τ x T −1 ) = 0 then Lε(τ x T −1 ) = 0. Since L commutes with translation and radialization, and LT −1 = z 0 T 0 for z 0 = 0 thus ε(τ x T 0 ) = 0. On the other hand if ε(τ x T 1 ) = 0 then
for every φ ∈ S 2 (X) # . Since γ(s) −1ψ (s) ∈ H(S 2 ) # for every ψ ∈ S 2 (X) # . Thus ψ can be written as ψ = Lφ for some φ ∈ S 2 (X) # . Hence τ x T 0 = 0 for all x ∈ X. This proves our claim.
It is easy to show that for every x ∈ X, the sequence {ε(τ x T k )} of radial distributions satisfies the hypothesis of this theorem. Since the result is already proved for radial L 2 -tempered distributions, we have
Therefore ε(τ x (LT 0 − |z|T 0 )) = 0 for all x ∈ X. From above observation we have LT 0 = |z|T 0 . This complete the proof of part (a).
We shall prove part (b) of the theorem only for radial case. The proof for the general case follows in a similar way as in part (a). Now assuming that T k are radial, we have for any φ ∈ S 2 (X) # ,
If |z 0 | < γ(s) (resp. |z 0 | > γ(s)) for s ∈ [−τ /2, τ /2], then letting k → ∞ (resp. k → −∞) in the above equation we conclude that T 0 , φ = 0 for all φ ∈ S 2 (X) # . This completes the proof. Now we consider the case 1 < p < 2. The main difference from the above lemma and the classical Euclidean case is that the L p -tempered distribution acts on holomorphic functions. Therefore the main technique of the previous lemma, namely, the use of function whose Fourier transform are supported outside of an interval will not work.
(1) LT k = λT k+1 for some non-zero λ ∈ C and (2) | T k , φ | ≤ M ν(φ) for all φ ∈ S p (X), where ν is some fixed semi-norm of S p (X) and M > 0.
(c) There are solutions which are not eigen-distributions whenever
Proof. We prove the this result for radial distributions, while the general case follows in a similar way as in Theorem 3. For p ∈ (1, 2) let z 0 = iδ p ′ . For a fixed N ∈ Z + we claim that
As observed earlier, for any φ ∈ H(S p ) # we have,
Since γ(z) and φ(z) are τ −periodic, even functions on S p , so the seminorm µ on H(S p ) # is given by
where S + p = {z ∈ S p : |Re z| ≤ τ /2 and ℑz ≥ 0}. To prove our claim it is enough to show that sup
From above inequality we also have (3.14)
In the above calculation we have also used the following estimates. For every z ∈ S + p , (i)
In order to prove that sup
where for k (large enough)
First we deal with (a). In view of equation (3.14) , it is sufficient to show that for every z ∈ V c k there exists a constant c > 0 such that
This together with (3.16) gives the desired inequality (3.15).
Other case if z ∈ V c k is such that τ /2 ≥ |Re z| ≥ (k 1/4 log q) −1 , then
Thus for every z ∈ V c k , inequality (3.15) holds. Eventually, sup
Now let us assume that z ∈ V k . Then z = a + iδ r , where |a| < (k 1/4 log q) −1 and δ p − log(1 + 1/k 1/6 )(log q) −1 < δ r ≤ δ p and we have
It follows from the inequality |x| 2 + |y| 2 ≤ |x| + |y| that
Thus from above estimates and equation (3.13), we finally have sup
where C is independent of k and sup z∈Sp F k → 0 as k → ∞. Using the same argument given in [12] one can easily prove that N = 0. This completes the proof of part (a) for radial and eventually for general distributions.
The proof of part (b) is similar to that of part (b) Lemma A. To prove part (c),
intersects {w ∈ C : |w| = |λ|} at infinitely many points. Let p < q < r < 2 be such that γ(α + iδ q ′ )e −iθ 1 = γ(β + iδ r ′ )e −iθ 2 = λ for some θ 1 , θ 2 ∈ (0, 2π). If we define T k = e ikθ 1 φ α+iδ q ′ + e ikθ 2 φ β+iδ r ′ where k ∈ Z + , then T k satisfies all the hypothesis of Lemma B1 but T 0 fails to be an eigen-distribution of L. Now we state the another important lemma whose proof is just a repetation of the arguments of the Lemma B1.
, where ν is some fixed semi-norm of S p (X) and M > 0.
Proof of Theorem A and Theorem B: Now we will conclude the rest of the proof of the our main theorems. Let z 0 = γ(z) for z ∈ R \ τ /2Z. From the give assumption in Theorem A if we define
-tempered distribution and the proof of the Theorem A is a consequence of the Lemma A. Similarly if we assume that
According to the hypothesis of Theorem B, T k p ′ ,∞ ≤ M for all k ∈ Z + . It is easy to show that each T k is an L p -tempered distribution which satisfies all the hypothesis of Lemma B1. Hence Lf = γ(iδ p ′ )f . This completes the proof of the 1st part of Theorem B. The remaining part of Theorem B will follow from the Lemma B2.
4. Sharpness of the main results and the case q = 1
In view of Lemma 2.1 this not true as φ z does not belong to L 2,∞ (X) whenever z ∈ (τ /2)Z. This observation shows that Theorem A is no longer valid for any z ∈ (τ /2)Z. However if we replace the L 2,∞ estimate by φ
(2) It follows from equation (2.4) and Lemma 2.1 that in Theorem A (resp. in Theorem B), the L 2,∞ (resp. the L p ′ ,∞ ) estimate cannot be replaced by L 2,r , r < ∞ (resp. L q ′ ,r with q > p or L p ′ ,r with r < ∞). The proof is similar as above. (3) Unlike Theorem B, it is necessary to consider all integral powers of L in Theorem A.
Otherwise for z ∈ R \ (τ /2)Z, if we choose
for each i = 1, 2 and define f = φ s 1 + φ s 2 then f satisfies all the hypothesis of Theorem A but Lf = γ(z)f . (4) The conclusions of Theorem B, Part 1 (resp. Part 2) does not hold for z = α ± iδ p ′ where α ∈ R \ (nτ )Z (resp. α ∈ R \ ((2n + 1)τ /2)Z). The counterexamples can be constructed in a similar way as we did in Lemma B1, part (c). (5) In Theorem B (resp. in Theorem A), if we consider z = α ± iδ p ′ where α ∈ R (resp. z ∈ R) and substitute the L p ′ ,∞ norm (resp. L 2,∞ ) by the L q ′ ,r where 1 ≤ q < p < 2 (resp. L p ′ ,r where 1 < p < 2, 1 ≤ r ≤ ∞ or L ∞ ), then there are functions which satisfies the hypothesis but are not eigenfunctions of L.
Results on Z.
Having dealt with all viable generalizations of Roe's result on homogeneous trees of degree q + 1 where q ≥ 2, it becomes quite plausible to consider this problem on a homogeneous tree of degree 2 (i.e., when q = 1), which may be identified to Z. This identification distinguishes it from others in terms of its geometric and analytic properties. However, the most intriguing difference in the context of this article lies in the spectrum of their respective Laplace operators. Hence we deal with this case separately. The Laplace operator on Z is defined as
Unlike the spectrum of L which is a p-depend on the elliptic region, the spectrum of ∆ Z is always a line segment. Having said that, it must also be noted that the term −2∆ Z is in some way, a 'discrete' representation of the operator −d 2 /dx 2 whose spectrum is also a line segment in R. These observations allowed us to use the Fourier transform techniques and motivated us to emphasize an analogy with Roe's result on R. The Fourier transform f of a finitely supported function f defined on Z, is a function on T given by
represents it's inverse Fourier transform. Let us define the Schwartz space S(Z) = {f : Z → C : λ n (f ) < ∞ for all n ∈ N}, equipped with the countable family of semi-norms λ n (f ) = sup(1 + |m|) n |f (m)|. It is easy to see that the map f → f is a topological isomorphism from S(Z) onto C ∞ (T) where C ∞ (T) = {g : R → C : g is infintely differentiable on R, g(x + π) = g(x) and µ l (g) < ∞ for all x ∈ R, l ∈ N respectively} where µ l (g) = sup |g (l) (s)| defines a countable family of semi-norms. Analogous to the Euclidean case, a distribution T is a continuous linear functional on S(Z) whose Fourier transform is defined as
Now we state the Theorem on Z, which can be proved by the similar argument developed by Roe in [14] . Remark: We can also extend the above result to Z n (as done by Strichartz [15] ) where the Laplacian is defined as
But here we assume that M k satisfies a sublinear growth, that is lim
Appendix
To make our exposition self-contained, we now prove the isomorphism theorems for the spherical Fourier transform defined on the space S p (X) # where 1 < p ≤ 2. However, the S 2 (X) # isomorphism theorem is already proved in [1] (see Theorem 3.3). Recalling expression (2.6), the spherical Fourier transform of a function f ∈ D(X) # can also be written as We use the above result to prove the following isomorphism theorem. Proof of this theorem is influenced by the technique given in [2] and [4] . Proof. Fix p ∈ (1, 2) (proof of the case p = 2 is similar). Let f ∈ S p (X) # and z ∈ S p . Then it is clear that the infinite series (5.17) converges uniformly on S p and consequentlyf is welldefined. The analyticity off on S • p follows directly from the analyticity of q inz together with the fact that the infinite series (5.17) converges uniformly on any compact subset of S o p . Infact for every m ∈ Z + ,f The above expression together with equation (5.18) implies that for every semi-norm µ m of H(S p ) # , there exists a semi-norm ν (m+4) of S p (X) # such that, µ m (f ) ≤ Cν (m+4) (f ) for all f ∈ S p (X) # .
Conversely, assume g ∈ H(S p ) # . Then for all r with p < r ≤ 2, the function g(· + iδ r ) is an infinitely differentiable function of period τ . Hence g has a Fourier series representation of the form g(s) = n∈Z F (n)q ins , where
−τ /2 g(s)q −ins ds yields the n th Fourier co-efficient of the function g. Our aim is to prove that F ∈ q −δp|·| S ev (Z). Applying the Cauchy's integral theorem to g, it is easy to verify that for every r ∈ (p, 2] and n ∈ Z, Infact the first equality in (5.19) can be proved using the closed rectangle Γ(z) = {z ∈ C : ℑz = 0, −τ /2 ≤ Re z ≤ τ /2} ∪ {z ∈ C : Re z = τ /2, 0 ≤ ℑz ≤ δ r } ∪ {z ∈ C : ℑz = δ r , τ /2 ≤ Re z ≤ −τ /2} ∪ {z ∈ C : Re z = −τ /2, δ r ≤ ℑz ≤ 0}.
Using the identities (5.19) and noting that g is even, one can easily prove that F (−n) = F (n) for all n ∈ N, that F is even in Z. Integrating by parts the second equation in (5.19) (m times) and further using the Dominated convergence theorem and letting r → p we have, (5.20) λ m (q δp|·| F ) ≤ Cµ m (g) for every m ∈ Z + .
Hence there exists an unique f ∈ S p (X) # such that Af = F and g =f . Further using equations ( This completes the proof.
