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Gibbsov fenomen
Povzetek
Gibbsov fenomen je pojav, ki ga lahko opazimo, ko gledamo delne vsote Fourierove
vrste v bliºini to£ke nezveznosti druga£e zvezne funkcije. Ne glede na to, da je
neskon£na Fourierova vrsta enaka funkciji, ki jo aproksimiramo, povsod, kjer je
ta zvezna, njene delne vsote vedno preseºejo vrednost funkcije v skoku za ksno
vrednost, ki je odvisna samo od leve in desne limite funkcije v to£ki nezveznosti ter
sinusovega integrala, izra£unanega v vrednosti π. Ta fenomen se pojavi pri vseh
zveznih funkcijah s kon£nim ²tevilom to£k nezveznosti.
Gibbs phenomenon
Abstract
Gibbs phenomenon is a occurrence which can be observed when we look at the
partial sums of the Fourier series near the point of discontinuity of otherwise conti-
nuous function. Although the innite Fourier series is equal to the function that we
approximate where the function is continuous, partial sums always exceed the value
of the jump function for a xed value that depends only on the left and right limits
of the function at the point of discontinuity and the sinus integral calculated in the
value π. This phenomenon occurs for all continuous functions with a nite number
of points of discontinuity.
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1. Uvod
e pred ve£ kot 200 leti je Leonhard Euler ugotovil, da lahko odsekoma zvezne
funkcije (glej denicijo 2.1) razvijemo v neskon£ne vrste sinusov in kosinusov
∞∑︂
n=0
(an cos (nx) + bn sin (nx)) ,
ta razvoj pa je danes znan pod imenom trigonometri£na Fourierova vrsta. Bolj
podrobno interpretacijo tega razvoja si bomo pogledali v poglavju 2. Pri opazovanju
delnih vsot Fourierove vrste v okolici to£k nezveznosti te funkcije pride do posebnega
obna²anja, in sicer do osciliranja in preseganja vrednosti funkcije v teh to£kah. Ta
pojav bomo podrobneje predelali in ga dokazali. Na koncu dela bomo pogledali ²e
malo druga£e denirane delne vsote, pri katerih pa Gibbsov fenomen ni opazen.
eprav se ta pojav imenuje Gibbsov fenomen, pa ni bil ameri²ki znanstvenik
Josiah W. Gibbs prvi, ki je to opazil, temve£ angle²ki matematik Henry Wilbraham
leta 1848. To je bilo ve£ kot 50 let pred Gibbsovim odkritjem pojava. Wilbraham
se je pri dokazovanju tega ukvarjal z vrsto
∞∑︂
k=0
(−1)k cos ((2k + 1)x)
2k + 1
,
ki je Fourierov razvoj v trigonometri£no vrsto za funkcijo
f(x) =
{︄
π/4; |x| < π/2
−π/4; π/2 < |x| < π
.
Slika 1. Funkcija f(x).
Leta 1898 sta Michelson in Stratton objavila opis naprave, ki je risala grafe kon£nih
trigonometri£nih vrst do £lenov cos(80x) in sin(80x). Objavila sta tudi nekaj grafov
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razli£nih funkcij, vendar pa stroj ni bil dovolj natan£en, da bi se iz njegovih slik
opazilo Gibbsov fenomen.
Kasneje istega leta je Gibbs objavil £lanek, v katerem je napisal, da obstaja razlika
med tem, kam gra kon£nih trigonometri£nih vrst limitirajo in med samim grafom
oz. neskon£no vrsto. V drugem £lanku pa nato natan£no opi²e limitno krivuljo na
izbranem primeru, vendar brez dokaza. Tega je podal ameri²ki matematik Maxime
Bôcher leta 1906, ko je tudi vpeljal ime Gibbsov fenomen [4, str. 147153].
V diplomskem delu bomo najprej predstavili Fourierove vrste in razvoj v le-te
ter dokazali konvergenco vrste k funkciji po to£kah. V poglavju 3 bomo vpeljali
t. i. Dirichletovo jedro, ki bo sluºilo pri dokazu konvergence v naslednjem poglavju.
Nato bomo vpeljali sinusov integral in v poglavju 5 natan£neje predstavili Gibbsov
fenomen na nekaj primerih. Na koncu poglavja ga bomo tudi dokazali. Zadnji del
diplomske naloge pa je poglavje o Cesàrovih vsotah, denirali bomo Fejérjevo jedro,
ki bo povezano s prej deniranim Dirichletovim jedrom in denirali prej omenjene
Cesàrove vsote s pomo£jo ºe znanih delnih vsot. Dokazali bomo njihovo konvergenco
in kako se z uporabo le-teh lahko izognemo Gibbsovemu fenomenu.
2. Fourierove vrste
Gibbsov fenomen se pojavi pri odsekoma zveznih funkcijah, deniranih na po-
ljubnem intervalu [a, b), a < b. V diplomski nalogi pa bomo opazovali te funkcije,
denirane na intervalu [−π, π) oz. [0, 2π) zaradi laºje notacije.
Denicija 2.1 ([8, denicija 3.8.4, str. 38]). Funkcija f : [−π, π) → C je odsekoma
zvezna, £e obstaja kon£no ²tevilo to£k
−π = a0 < a1 < · · · < an−1 < an = π,
tako da velja:
• f je zvezna na vsakem podintervalu (ai, ai+1) in
• za vsako to£ko ai obstajata leva in desna limita funkcije f , kar pomeni, da
obstajata limiti
f(aj−) = lim
x↑aj
f(x); j = 1, . . . , n in
f(ak+) = lim
x↓ak
f(x); k = 0, . . . , n− 1.
Funkcija f : [−π, π) → C je odsekoma zvezno odvedljiva, £e je odsekoma zvezna
na [−π, π) in zvezno odvedljiva na [−π, π) razen v kon£no mnogo to£kah, v katerih
obstajata leva in desna limita odvoda.
Odsekoma zvezne funkcije so na ustreznih podintervalih zvezne in omejene in zato
integrabilne, druºina teh funkcij pa je zaprta za vsoto in produkt. Vsako odsekoma
zvezno funkcijo lahko zapi²emo v obliki
(1) f(x) = lim
t→0
f(x+ t) + f(x− t)
2
.
Vsako odsekoma zvezno funkcijo lahko periodi£no raz²irimo na celoten R in jo
razvijemo v trigonometri£no ali v kompleksno vrsto. Pri slednji namesto sinusov in
kosinusov uporabimo eksponentne funkcije, kot bomo videli kasneje v tem poglavju.
Ta dva razvoja sta si povsem ekvivalentna in vrsti konvergirata k funkciji po to£kah,
kar bomo pokazali v poglavju 4.
Za tako denirano funkcijo bo perioda enaka 2π (za splo²en interval bi bila perioda
enaka b− a).
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Denicija 2.2. Naj bo f : [−π, π) → C odsekoma zvezna funkcija. Njena trigono-
metri£na Fourierova vrsta je funkcija
S(x) =
a0
2
+
∞∑︂
n=1
(an cos(nx) + bn sin(nx)).
Koecientom an in bn za n = 0, 1, . . . pravimo Fourierovi koecienti in so enaki
an =
1
π
∫︂ π
−π
f(x) cos(nx) dx in bn =
1
π
∫︂ π
−π
f(x) sin(nx) dx.
e je funkcija ²e odsekoma odvedljiva, potem njena Fourierova vrsta konvergira k
funkciji povsod, razen v to£kah nezveznosti. Taki konvergenci pravimo konvergenca
po to£kah. To bomo podrobneje obravnavali v poglavju 4. V izreku 4.2 bomo tudi
dokazali konvergenco Fourierove vrste k njeni funkciji f .
Velikokrat pa je laºje delati s kompleksnim razvojem. Iz Eulerjeve formule
(2) eiφ = cosφ+ i sinφ
dobimo zvezi
(3) sinx =
eix − e−ix
2i
in cosx =
eix + e−ix
2
.
e ju vstavimo v trigonometri£en razvoj, dobimo
S(x) =
a0
2
+
1
2
∞∑︂
n=1
(︁
an
(︁
einx + e−inx
)︁
+ bn
(︁
−ieinx + ie−inx
)︁)︁
=
a0
2
+
1
2
∞∑︂
n=1
(︁
(an − ibn) einx + (an + ibn) e−inx
)︁
.
Z uporabo Eulerjeve formule (2) sledi
S(x) =
∞∑︂
n=−∞
cne
inx za cn =
1
2π
∫︂ π
−π
f(x)e−inx dx,
kjer so relacije med koecienti iz trigonometri£nega in kompleksnega razvoja:
c0 =
a0
2
, cn =
an − ibn
2
, c−n =
an + ibn
2
za n = 1, 2, . . . .
Denicija 2.3. Za vsak n ∈ N ozna£imo s
(4) Sn(x) =
a0
2
+
n∑︂
k=1
(ak cos(kx) + bk sin(kx)) =
n∑︂
k=−n
cke
ikx
n-to delno vsoto Fourierove vrste.
Delne vsote pa lahko predstavimo tudi z dolo£enimi integrali. Da lahko to storimo,
pa moramo denirati t. i. Dirichletovo jedro.
3. Dirichletovo jedro
Denicija 3.1. Dirichletovo jedro Dn(x) je denirano kot vsota
Dn(x) =
n∑︂
k=−n
e−ikx.
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To je 2π-periodi£na funkcija z 2n+ 1 £leni. Vrsto pa lahko ²e nekoliko poenosta-
vimo.
Trditev 3.2. Naj bo Dn Dirichletovo jedro. Za vsak x ̸= 2mπ, kjer je m ∈ Z, velja
(5) Dn(x) =
sin ((n+ 1/2)x)
sin (x/2) .
Dokaz. Sledimo [1, str. 89]. Z uvedbo nove spremenljivke j = k + n, dobimo
Dn(x) =
2n∑︂
j=0
e−i(j−n)x
=
2n∑︂
j=0
einxe−ijx.
Vemo, da za q ̸= 1, velja
(6)
n∑︂
k=0
qk =
1− qn+1
1− q
.
Torej, za e−ix ̸= 1 uporabimo (6) in dobimo
Dn(x) =
einx
(︁
1− e−i(2n+1)x
)︁
1− e−ix
eix/2
eix/2
=
2i
(︁
eix(n+1/2) − e−ix(n+1/2)
)︁
2i (eix/2 − e−ix/2)
=
sin ((n+ 1/2)x)
sin (x/2)
za x ̸= 2mπ,m ∈ Z.
Za x = 2mπ,m ∈ Z pa dobimo
Dn(2mπ) = 2n+ 1. 
Na sliki 2 so prikazani gra prvih nekaj Dirichletovih jeder.
Iz slike lahko zaslutimo, da vrednost Dn v to£ki x = 0 nara²£a v neskon£nost, ko
gre n → ∞. To seveda velja, saj je
lim
n→∞
Dn(0) = lim
n→∞
(2n+ 1) = ∞.
Za x ̸= 0 pa Dn(x) vedno bolj oscilira. Teºava pri delu z Dirichletovim jedrom je,
da integrali absolutne vrednosti po intervalu [−π, π) rastejo v neskon£nost (trditev
3.3, to£ka iv). Zato je z njim zelo teºko delati. V poglavju 6 si bomo ogledali drug
na£in sumacije, pri katerem se bo zaradi povpre£enja Dirichletovo jedro spremenilo
v Fejérjevo jedro in se bomo tako izognili Gibbsovemu fenomenu [8, str. 42].
Trditev 3.3. Za Dirichletovo jedro Dn veljajo naslednje trditve:
i) Dn je soda funkcija.
ii) Maksimalno vrednost doseºe v to£ki x = 0 in tam ima vrednost Dn(0) = 2n+1.
iii) Za vsak n ∈ N velja ∫︂ π
−π
Dn(x) dx = 2π.
iv) Velja
lim
n→∞
∫︂ π
−π
|Dn(x)| dx = ∞
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Slika 2. Gra prvih nekaj Dirichletovih jeder.
[8, lema 3.9.2, str. 4243].
Dokaz. i) Sodost Dn o£itno sledi iz zveze (5).
ii) Izra£unajmo maksimalno vrednost funkcije Dn :
|Dn(x)| =
⃓⃓⃓⃓
⃓
n∑︂
k=−n
eikx
⃓⃓⃓⃓
⃓ ≤
n∑︂
k=−n
⃓⃓
eikx
⃓⃓
=
n∑︂
k=−n
1 = 2n+ 1 = Dn(0).
iii) Naj bo n ∈ N poljuben. Sledi
1
2π
∫︂ π
−π
Dn(x) dx =
1
2π
∫︂ π
−π
n∑︂
k=−n
eikx dx
=
n∑︂
k=−n
1
2π
∫︂ π
−π
eikx dx
=
(︄
−1∑︂
k=−n
+
n∑︂
k=1
)︄
1
2π
1
ik
(︁
eikπ − e−ikπ
)︁
+
1
2π
∫︂ π
−π
ei0x dx
=
(︄
−1∑︂
k=−n
+
n∑︂
k=1
)︄
sin(kπ)
kπ
+
1
2π
∫︂ π
−π
1 dx = 1.
iv) Upo²tevamo neenakost |sin(t)| ≤ |t| za vsak t, ki sledi iz Lagrangeovega izreka,
ter (5) in dobimo
(7) |Dn(x)| =
|sin ((n+ 1/2)x)|
|sin (x/2)|
≥ 2 |sin ((n+
1/2)x)|
|x|
.
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Zaradi sodosti funkcije Dn dobimo∫︂ π
−π
|Dn(x)| dx =
∫︂ π
0
2 |Dn(x)| dx.
Vstavimo izra£unano neenakost (7) in z uvedbo nove spremenljivke
u = (n+ 1/2)x
dobimo ∫︂ π
−π
|Dn(x)| dx ≥
∫︂ π
0
4 |sin ((n+ 1/2)x)|
|x|
dx
=
∫︂ (n+1/2)π
0
4 |sinu|
u
du
≥
n∑︂
k=1
∫︂ kπ
(k−1)π
4 |sinu|
kπ
du
=
n∑︂
k=1
4
kπ
∫︂ kπ
(k−1)π
| sinu| du.
Uporabimo enakost ∫︂ kπ
(k−1)π
|sinu| du =
∫︂ π
0
sinu du = 2
da dobimo ∫︂ π
−π
|Dn(x)| dx ≥
8
π
n∑︂
k=1
1
k
.
Na desni imamo delno vsoto harmoni£ne vrste, za katero vemo, da divergira, ko gre
n → ∞. Torej tudi limita integralov na levi divergira. 
3.1. Izrazitev delne vsote z Dirichletovim jedrom. Uporabimo sedaj Dirichle-
tovo jedro Dn za zapis delne vsote Fourierove vrste. Iz formul v poglavju 2 dobimo
Sn(x) =
n∑︂
k=−n
cke
ikx =
n∑︂
k=−n
1
2π
∫︂ π
−π
f(u)e−iku du eikx.
Ker imamo kon£no vsoto, lahko zamenjamo vrstni red integriranja in sumiranja ter
z vpeljavo nove spremenljivke u− x = t dobimo:
Sn(x) =
1
2π
∫︂ π
−π
f(u)
n∑︂
k=−n
e−ik(u−x) du
=
1
2π
∫︂ π−x
−π−x
f(x+ t)
n∑︂
k=−n
e−ikt dt
=
1
2π
∫︂ π−x
−π−x
f(x+ t)Dn(t) dt
=
1
2π
∫︂ π
−π
f(x+ t)Dn(t) dt,
kjer upo²tevamo, da sta funkciji f in Dn 2π-periodi£ni, kar pomeni, da je tudi
produkt 2π-periodi£na funkcija in je tako vseeno, po katerem intervalu dolºine 2π
jo integriramo.
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Opomba 3.4. Lahko bi ºe v drugem koraku zaklju£ili in dobili
(8) Sn(x) =
1
2π
∫︂ π
−π
f(t)Dn(x− t) dt.
Dokazali smo naslednjo trditev:
Trditev 3.5. Naj bo f : [−π, π) → R odsekoma zvezna funkcija. Tedaj za vsak
x ∈ R in vsak n ∈ N velja
Sn(x) =
1
2π
∫︂ π
−π
f(x+ t)Dn(t) dt.
4. Konvergenca po to£kah
V tem razdelku bomo obravnavali konvergenco Fourierove vrste k funkciji po
to£kah. Najprej se spomnimo denicije.
Denicija 4.1. Naj bo Ω ⊂ R. Zaporedje funkcij fn : Ω → R, kjer je n ∈ N,
konvergira po to£kah k funkciji f : Ω → R, £e za vsak x ∈ Ω velja
f(x) = lim
n→∞
fn(x).
Slika 3. Konvergenca Fourierove vrste k funkciji po to£kah.
V tem poglavju bomo dokazali izrek o konvergenci Fourierove vrste.
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Izrek 4.2. Naj bo f : [−π, π) → R odsekoma zvezno odvedljiva funkcija. Potem
Fourierova vrsta za funkcijo f konvergira proti f po to£kah povsod, kjer je ta zvezna.
V skokih pa konvergira proti povpre£ju leve in desne limite f :
∞∑︂
n=−∞
cne
inx =
f(x+) + f(x−)
2
.
V kraji²£u x = −π pa konvergira k vrednosti
f(−π) + f(π−)
2
.
Opomba 4.3. • e je f zvezna funkcija, potem velja f(x) = (f(x+) + f(x−))/2.
• Za dano odsekoma zvezno odvedljivo funkcijo f : [−π, π) → R denirajmo
funkcijo
f̃(x) =
f(x+) + f(x−)
2
in jo periodi£no raz²irimo na celoten R. Tedaj se f̃ ujema z vsoto Fourierove
vrste za funkcijo f .
Preden se lotimo dokaza, si poglejmo nekaj lastnosti Fourierovih koecientov, ki
nam bodo v pomo£ pri nadaljnjem dokazovanju.
Najprej pokaºimo, da je vsota kvadratov Fourierovih koecientov odsekoma zve-
zne funkcije kon£na.
Trditev 4.4 (Besselova neenakost, [1, trditev 4.1, str. 8788]). Za odsekoma zvezno
periodi£no funkcijo f in koeciente njene Fourierove vrste cn velja
(9)
∞∑︂
n=−∞
|cn|2 ≤
1
2π
∫︂ π
−π
|f(x)|2 dx.
Dokaz. Za ksen n ∈ N in −n ≤ k ≤ n velja
1
2π
∫︂ π
−π
(f(x)− Sn(x)) e−ikx dx =
1
2π
∫︂ π
−π
f(x)e−ikx dx− 1
2π
n∑︂
l=−n
cl
∫︂ π
−π
ei(l−k)x dx,
kjer je Sn n-ta delna vsota, denirana kot v (4). Prvi integral na desni je ravno ck.
Integrali v vsoti so za l ̸= k enaki 0, za l = k pa je integral enak 2π. Tako dobimo
(10)
1
2π
∫︂ π
−π
(f(x)− Sn(x)) e−ikx dx = ck − ck = 0.
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Izra£unajmo sedaj naslednji integral.∫︂ π
−π
(f(x)− Sn(x))(f(x)− Sn(x)) dx
=
∫︂ π
−π
(f(x)− Sn(x)) f(x) dx−
n∑︂
k=−n
ck
∫︂ π
−π
(f(x)− Sn(x)) e−ikx dx.
Zaradi (10) sledi
=
∫︂ π
−π
(f(x)− Sn(x)) f(x) dx
=
∫︂ π
−π
f(x)f(x) dx−
∫︂ π
−π
Sn(x)f(x) dx
=
∫︂ π
−π
|f(x)|2 dx−
n∑︂
k=−n
ck
∫︂ π
−π
eikxf(x) dx
=
∫︂ π
−π
|f(x)|2 dx−
n∑︂
k=−n
ck
∫︂ π
−π
e−ikxf(x) dx
=
∫︂ π
−π
|f(x)|2 dx−
n∑︂
k=−n
ck2πck
=
∫︂ π
−π
|f(x)|2 dx− 2π
n∑︂
k=−n
|ck|2 .
Za£etni integral je ve£ji oz. enak 0, saj velja
(f(x)− Sn(x)) (f(x)− Sn(x)) = |f(x)− Sn(x)|2 ≥ 0.
Tako dobimo ∫︂ π
−π
|f(x)|2 dx ≥ 2π
n∑︂
k=−n
|ck|2 .
Ker ta neenakost velja za vsak n ∈ N in so vsi £leni v vsoti pozitivni, leva stran pa
je neodvisna od n, velja
∞∑︂
n=−∞
|cn|2 = lim
n→∞
n∑︂
k=−n
|ck|2 ≤
1
2π
∫︂ π
−π
|f(x)|2 dx. 
e je funkcija f odsekoma zvezna, potem je tudi |f |2 odsekoma zvezna, saj je
absolutna vrednost odsekoma zvezne funkcije odsekoma zvezna, druºina odsekoma
zveznih funkcij pa je zaprta za produkt. Potem je desna stran v neenakosti (9)
kon£na. Med drugim sledi, da vrsta
∑︁∞
n=−∞ |cn|
2 konvergira. Zato velja cn → 0, ko
gre n → ∞, kar je znano kot Riemann-Lebesguova lema.
Lema 4.5 (Riemann-Lebesguova lema, [3]). Naj bo f odsekoma zvezna periodi£na
funkcija. Potem koecienti njene Fourierove vrste f̂(n) =
1
2π
∫︂ π
−π
f(x)e−inx dx kon-
vergirajo proti 0, ko gre n → ±∞ :
lim
n→±∞
f̂(n) = 0.
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Opomba 4.6. Riemann-Lebesguovo lemo lahko posplo²imo tudi za funkcijo deni-
rano na splo²nem intervalu [a, b].
Denicija 4.7. Funkcija f : R → C je absolutno integrabilna, £e obstaja integral∫︂ ∞
−∞
|f(t)| dt.
Pokaºimo bolj splo²no razli£ico Riemann-Lebesguove leme.
Lema 4.8 ([1, trditev 7.1, str. 165166]). Naj bo funkcija f absolutno integrabilna
in odsekoma zvezna na R. Potem velja
lim
n→±∞
∫︂ ∞
−∞
f(t)e−int dt = 0.
Zaradi Eulerjeve formule (2), iz leme 4.8 takoj sledi
lim
n→±∞
∫︂ ∞
−∞
f(t) sin(nt) dt = 0 in lim
n→±∞
∫︂ ∞
−∞
f(t) cos(nt) dt = 0.
Dokaz. Naj bo ε > 0. Ker je f absolutno integrabilna, obstajata a, b ∈ R, da velja∫︂ ∞
b
|f(t)| dt+
∫︂ a
−∞
|f(t)| dt < ε
2
.
Na intervalu [a, b] pa upo²tevamo lemo 4.5. Obstaja M > 0, da za |n| > M velja⃓⃓⃓⃓∫︂ b
a
f(t)e−int dt
⃓⃓⃓⃓
<
ε
2
.
Ve£krat uporabimo trikotni²ko neenakost in za |n| > M dobimo:⃓⃓⃓⃓∫︂ ∞
−∞
f(t)e−int dt
⃓⃓⃓⃓
≤
⃓⃓⃓⃓∫︂ a
−∞
f(t)e−int dt
⃓⃓⃓⃓
+
⃓⃓⃓⃓∫︂ b
a
f(t)e−int dt
⃓⃓⃓⃓
+
⃓⃓⃓⃓∫︂ ∞
b
f(t)e−int dt
⃓⃓⃓⃓
≤
∫︂ a
−∞
|f(t)| dt+
⃓⃓⃓⃓∫︂ b
a
f(t)e−intdt
⃓⃓⃓⃓
+
∫︂ ∞
b
|f(t)| dt
≤ ε
2
+
ε
2
= ε.
S tem je lema dokazana. 
Dokaz izreka 4.2. Po trditvi 3.5 lahko delno vsoto Fourierove vrste zapi²emo s po-
mo£jo Dirichletovega jedra.
Po to£kah i in iii iz trditve 3.3 sledi
1
π
∫︂ 0
−π
Dn(φ) dφ = 1 in
1
π
∫︂ π
0
Dn(φ) dφ = 1.
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Denirajmo funkcijo f̃ kot v opombi 4.3 in zapi²imo Sn kot v trditvi 3.5, pri £emer
zapi²emo Dirichletovo jedro Dn kot v zvezi (5). Tedaj sledi
Sn(x)− f̃(x) = Sn(x)−
f(x−) + f(x+)
2
=
1
2π
∫︂ π
−π
f(x+ φ)Dn(φ) dφ−
f(x−)
2
1
π
∫︂ 0
−π
Dn(φ) dφ
− f(x+)
2
1
π
∫︂ π
0
Dn(φ) dφ
=
1
π
∫︂ 0
−π
(f (x+ φ)− f(x−)) sin (
(2n+ 1)φ/2)
2 sin (φ/2)
dφ
+
1
π
∫︂ π
0
(f (x+ φ)− f(x+)) sin (
(2n+ 1)φ/2)
2 sin (φ/2)
dφ.
Ozna£imo
h−(φ) =
f(x+ φ)− f(x−)
2 sin(φ/2)
in h+(φ) =
f(x+ φ)− f(x+)
2 sin(φ/2)
in dobimo
Sn(x)− f(x) =
1
π
∫︂ 0
−π
h−(φ) sin ( (2n+ 1)φ/2) dφ+
1
π
∫︂ π
0
h+(φ) sin ( (2n+ 1)φ/2) dφ.
Ko gre n → ∞, gre ta razlika proti 0, £e sta h− in h+ odsekoma zvezni funkciji (po
Riemann-Lebesguovi lemi 4.5). Edine to£ke, kjer funkciji morda nista odsekoma
zvezni, so ni£le imenovalca
sin (φ/2) = 0 ⇒ φ
2
= 0 ⇒ φ = 0.
Toda v tej to£ki velja
lim
φ↓0
h+(φ) = lim
φ↓0
f(x+ φ)− f(x+)
2 sin(φ/2)
= lim
φ↓0
f
′
(x+ φ)
cos(φ/2)
= f ′(x+).
Limita obstaja, saj je funkcija f ′ odsekoma zvezna. Podobno pokaºemo, da je
lim
φ↑0
h−(φ) = f(x−).
Torej sta funkciji h− in h+ odsekoma zvezni in je s tem izrek dokazan. 
Mo£nej²i pojem je enakomerna konvergenca.
Denicija 4.9. Naj bo fn zaporedje funkcij, za katere velja fn : I → R, kjer je I ⊂ R
in n = 1, 2, . . . . Pravimo, da zaporedje konvergira enakomerno k funkciji f : I → C,
£e za vsak ε > 0 obstaja n0 ∈ N, da za vsak n > n0 velja | fn(x)− f(x) |< ε za vsak
x ∈ I.
Pri odsekoma zveznih funkcijah so pri konvergenci Fourierove vrste problema-
ti£ne to£ke nezveznosti. e pa vzamemo zvezno funkcijo, katere odvod je odsekoma
zvezen, vrsta konvergira k funkciji enakomerno. To nam pove naslednja trditev.
Trditev 4.10 ([7, trditev 4.3, str. 11]). e je f 2π-periodi£na, zvezna in odse-
koma zvezno odvedljiva funkcija, potem njena Fourierova vrsta S konvergira proti f
enakomerno.
Za dokaz trditve potrebujemo ²e naslednjo lemo.
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Slika 4. Enakomerna konvergenca.
Lema 4.11 ([7, trditev 2.4, str. 4]). e vrsta
∑︁∞
k=−∞ |ck| konvergira, potem trigo-
nometri£na vrsta
∞∑︂
k=−∞
cke
ikx
konvergira enakomerno na R.
Opomba 4.12 (Weierstrassov M-test, [5, izrek 4, str. 16]). Naj za £lene funkcijske
vrste
∑︁∞
k=1 fk velja za vsak x in za vsak k ≥ 1 ocena |fk(x)| ≤ ak. e ²tevilska vrsta∑︁∞
k=1 ak konvergira, potem funkcijska vrsta konvergira enakomerno.
Dokaz leme 4.11, [6, trditev 1.1.5, str. 4]. Ker velja
⃓⃓
cke
ikx
⃓⃓
= |ck| , rezultat sledi
direktno iz Weierstrassovega M-testa 4.12. 
Lema 4.13 ([7, lema 4.2, str. 11]). Naj bo f 2π-periodi£na zvezna in odsekoma
zvezno odvedljiva funkcija. Potem je njen odvod 2π-periodi£na odsekoma zvezna
funkcija in njeni Fourierovi koecienti zado²£ajo ena£bi cn(f
′
) = incn(f) za vsak
n ∈ Z.
Dokaz. Ker je f
′
odsekoma zvezna funkcija, koecienti njene Fourierove vrste ob-
stajajo in za njih velja
cn(f
′
) =
1
2π
∫︂ π
−π
f
′
(x)e−inx dx.
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Ker je funkcija f zvezna, lahko integriramo po delih in dobimo
cn(f
′
) =
1
2π
f(x)e−inx
⃓⃓⃓π
−π
+ in
1
2π
∫︂ π
−π
f(x)e−inx dx.
Zaradi periodi£nosti funkcije f in enakosti e−inπ = einπ je prvi £len ni£eln, drugi pa
je ravno enak incn(f) [1, trditev 4.10, str. 101102]. 
Dokaz trditve 4.10. Po izreku 4.2 vemo, da Fourierova vrsta za f konvergira proti
f po to£kah. e lahko pokaºemo, da
∑︁∞
k=−∞ |ck| konvergira, potem enakomerna
konvergenca sledi iz leme 4.11. Za dokaz bomo uporabili Besselovo neenakost, ven-
dar ne za funkcijo f temve£ za njen odvod, saj Besselova neenakost velja za vsoto
kvadratov absolutnih vrednosti Fourierovih koecientov ne pa za vsoto absolutnih
vrednosti samega koecienta.
Z uporabo leme 4.13 in neenakosti
ab =
1
2
a2 +
1
2
b2 − 1
2
(a− b)2 ≤ 1
2
a2 +
1
2
b2, a, b > 0,
dobimo
|ck(f)| =
1
|k|
⃓⃓⃓
ck(f
′
)
⃓⃓⃓
≤ 1
2 |k|2
+
1
2
⃓⃓⃓
ck(f
′
)
⃓⃓⃓2
.
Vemo, da je vrsta
∑︁∞
k=1 k
−2 konvergentna, in iz Besselove neenakosti (trditev 4.4)
sledi, da je tudi vrsta
∑︁∞
k=1
⃓⃓
ck(f
′
)
⃓⃓2
konvergentna. Po primerjalnem kriteriju je
torej tudi vrsta
∑︁∞
k=1 |ck(f)| konvergentna [7, str. 12]. 
5. Gibbsov fenomen
Gibbsov fenomen opisuje pojav pri aproksimaciji funkcije v bliºini to£k nezveznosti
s kon£nimi Fourierovimi vrstami. Poudarek na kon£ni vrsti je pomemben, saj ne
glede na to, da delne vsote preseºejo vrednost funkcije v bliºini skoka, je limita
delnih vsot, torej neskon£na Fourierova vrsta, ne preseºe, temve£ je enaka funkciji
f. Vrednost, v kateri delna vsota doseºe lokalni maksimum, ki je najbliºji to£ki
nezveznosti, se z nara²£anjem n → ∞ premika vedno bliºje to£ki nezveznosti in jo
v limiti tudi doseºe. Tako imamo konvergenco po to£kah.
Na majhni okolici to£ke nezveznosti je konvergenca po£asnej²a in delne vsote
Fourierove vrste Sn v bliºini te to£ke vedno odstopajo, najve£je odstopanje pa z
nara²£anjem n → ∞ ne pada, temve£ konvergira k neki ksni vrednosti v odvisnosti
od funkcije f . Na spodnji sliki je to prikazano za razli£ne n. Opazimo lahko, da
magnituda preseºka ostaja ista.
Slika 5. Gibbsov fenomen za delne vsote Sn za n = 10, 20, 35.
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Ta pojav je Gibbs razloºil in pokazal, da bodo delne vsote Sn vedno presegale
vrednost v to£ki nezveznosti in to za vrednost, ki je odvisna od dolºine skoka in
konstante. Pred dokazom tega pojava pa si poglejmo sinusov integral, ki je klju£nega
pomena pri dolo£itvi te konstante.
5.1. Sinusov integral. To poglavje v celoti sledi poglavju 4.4.1 v [1] na str. 106
107.
Denicija 5.1. Sinusov integral je funkcija Si(x), denirana kot
Si(x) =
∫︂ x
0
sin t
t
dt.
Ta integral je dobro deniran, saj je⃓⃓⃓⃓
sin t
t
⃓⃓⃓⃓
≤ 1 za vsak t ̸= 0,
kar pomeni, da je integrand zvezen ter omejen in zato integral obstaja. Velja tudi
Si(0) = 0 in za nas je posebej pomemben
Si(π) =
∫︂ π
0
sin t
t
dt = 1,85193705198246617036105 . . . .
To konstanto imenujemo tudi Wilbraham-Gibbsova konstanta.
Trditev 5.2. Na intervalu [0,∞) so lokalni maksimumi funkcije Si(x) doseºeni v
to£kah π, 3π, . . . , lokalni minimumi pa v to£kah 2π, 4π, . . . . Globalni maksimum je
doseºen v to£ki x = π.
Dokaz. Poi²£imo najprej lokalne ekstreme funkcije Si .
Si′(x) =
sinx
x
= 0
Kandidati za lokalne ekstreme so doseºeni v ni£lah funkcije sin, torej v x = kπ, k ∈
Z/{0}.
Za dokaz globalnega maksimuma moramo pokazati, da velja Si(x) ≤ Si(π) za
vsak x ≥ 0. Vendar, ker je globalni maksimum doseºen v lokalnem maksimumu, je
potrebno pokazati, da velja Si(x) ≤ Si(π) za x = 3π, 5π, . . . .
Si(π) = 1,85194 > Si(3π) = 1,67476 > Si(5π) = 1,63396 > . . .
Opazimo, da vrednosti v ekstremih padajo. Da padajo k vrednosti π/2, bomo dokazali
v trditvi 5.3. 
Denicijo lahko raz²irimo tudi na negativne vrednosti, iz £esar sledi, da je Si liha
funkcija.
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Slika 6. Sinusov integral.
Iz grafa lahko vidimo, da ko gre x → ∞, Si(x) konvergira k π/2. Kljub temu,
da sinusovega integrala ne moremo analiti£no izra£unati, lahko izra£unamo njegovo
limito.
Trditev 5.3. Za sinusov integral velja
lim
x→∞
Si(x) =
∫︂ ∞
0
sin t
t
dt =
π
2
.
Dokaz. Za dokaz trditve si bomo pomagali s funkcijo
I(p) =
∫︂ ∞
0
e−pt sin t dt,
denirano za p > 0.
Dvakrat uporabimo per partes in dobimo
I(p) =
∫︂ ∞
0
e−pt sin t dt
= −e
−pt sin t
p
⃓⃓⃓∞
0
+
1
p
∫︂ ∞
0
e−pt cos t dt
=
1
p
∫︂ ∞
0
e−pt cos t dt
= −e
−pt cos t
p2
⃓⃓⃓∞
0
− 1
p2
∫︂ ∞
0
e−pt sin t dt
=
1
p2
− 1
p2
I(p).
Za£etek in konec nam dasta
I(p) =
1
p2
− 1
p2
I(p),
iz £esar sledi
I(p) =
1
1 + p2
.
Integrirajmo sedaj I(p) na intervalu (0,∞) in dobimo∫︂ ∞
0
I(p) dp =
∫︂ ∞
0
1
1 + p2
dp = arctan p
⃓⃓⃓∞
0
=
π
2
.
18
Po drugi strani pa dobimo∫︂ ∞
0
I(p) dp =
∫︂ ∞
0
∫︂ ∞
0
e−pt sin t dt dp
=
∫︂ ∞
0
sin t
∫︂ ∞
0
e−ptdp dt
=
∫︂ ∞
0
sin t
(︃
−1
t
e−pt
⃓⃓⃓∞
0
)︃
dt
=
∫︂ ∞
0
sin t
t
dt.
Pri tem lahko zamenjamo vrstni red integriranja, saj je funkcija e−pt sin t zvezna,
integrala ∫︂ ∞
0
⃓⃓
e−pt sin t
⃓⃓
dt in
∫︂ ∞
0
⃓⃓
e−pt sin t
⃓⃓
dp
pa sta lokalno enakomerno konvergentna. Za t ∈ [α, β] velja namre£⃓⃓
e−pt sin t
⃓⃓
≤
⃓⃓
e−pt
⃓⃓
≤
⃓⃓
e−pα
⃓⃓
= e−pα,
funkcija p ↦→ e−pα pa je integrabilna na (0,∞). Podobno dobimo za p ∈ [α, β] ⊂
(0,∞) ⃓⃓
e−pt sin t
⃓⃓
≤
⃓⃓
e−pt
⃓⃓
≤ e−αt
in funkcija t ↦→ e−αt je integrabilna na [0,∞).
Z ena£enjem integralov je na²a trditev dokazana. 
Oglejmo si sedaj Gibbsov fenomen.
Izrek 5.4. Naj bo f realna funkcija s periodo 2π, f in f
′
odsekoma zvezni funkciji
na intervalu [−π, π) in naj bo a to£ka nezveznosti te funkcije. Naj bosta xmaxn in
xminn lokalna ekstrema funkcije Sn, ki sta najbliºje to£ki a. Potem velja, da je
lim
n→∞
Sn(x
max
n ) =
f(a+) + f(a−)
2
+
|f(a+)− f(a−)|
π
Si(π) in
lim
n→∞
Sn(x
min
n ) =
f(a+) + f(a−)
2
− |f(a+)− f(a−)|
π
Si(π).
Preden se lotimo dokaza tega izreka, si ga poglejmo na konkretnih primerih.
Primer 5.5. Pokaºimo Gibbsov fenomen na primeru funkcije
g(x) =
{︄
a; −π ≤ x ≤ 0
b; 0 < x ≤ π
za neka a, b ∈ R.
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Slika 7. Graf funkcije g.
Funkcijo g lahko zapi²emo s pomo£jo funkcije f, denirane kot
f(x) =
{︄
−1; −π ≤ x ≤ 0
1; 0 < x ≤ π
,
in sicer kot
g(x) =
b− a
2
f(x) +
b+ a
2
.
Razvijmo najprej funkcijo f v Fourierovo vrsto. Zaradi lihosti integranda je an =
0.
bn =
1
π
∫︂ π
−π
f(x) sin(nx) dx
= − 1
π
∫︂ 0
−π
sin(nx) dx+
1
π
∫︂ π
0
sin(nx) dx
=
1
nπ
cos(nx)
⃓⃓⃓0
−π
− 1
nπ
cos(nx)
⃓⃓⃓π
0
=
2
nπ
− 2
nπ
cos(nπ)
Da bo bn ̸= 0,mora veljati cos(nπ) ̸= 1, to pa bo veljalo samo za n = 2k−1, k ∈ Z.
Takrat je bn = 4(2k−1)π , k ∈ Z, in Fourierova vrsta za f je
4
π
∞∑︂
k=1
1
2k − 1
sin((2k − 1)x).
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Posledi£no je Fourierova vrsta za funkcijo g oblike
S(x) =
2(b− a)
π
∞∑︂
k=1
1
2k − 1
sin((2k − 1)x) + b+ a
2
oz. njene delne vsote so oblike
Sn(x) =
2(b− a)
π
n∑︂
k=1
1
2k − 1
sin((2k − 1)x) + b+ a
2
.
Odvajajmo funkcijo Sn(x) in poi²£imo njene lokalne ekstreme:
S ′n(x) =
2(b− a)
π
n∑︂
k=1
cos((2k − 1)x).
Uporabimo zvezo za kosinus iz (3) in znano zvezo za geometrijsko vrsto, da dobimo
S ′n(x) =
2(b− a)
π
n∑︂
k=1
(︃
e(2k−1)ix + e−(2k−1)ix
2
)︃
=
2(b− a)
π
1
2
(︃
eix
1− e2nix
1− e2ix
+ e−ix
1− e−2nix
1− e−2ix
)︃
=
2(b− a)
π
1
2
(︃
(eix − e−ix)(1− e2nix)− (eix − e−ix)(1− e−2nix)
(1− e2ix)(1− e−2ix)
)︃
=
2(b− a)
π
1
2
(︃
(eix − e−ix)(e−2nix − e2nix)
2− 2 cos(2x)
)︃
=
2(b− a)
π
1
2
(︃
−e(2n+1)ix + e−(2n−1)ix + e(2n−1)ix − e−(2n+1)ix
2− 2 cos(2x)
)︃
=
2(b− a)
π
cos((2n− 1)x)− cos((2n+ 1)x)
2(1− cos(2x))
.
Uporabimo zvezo
cosα− cos β = 2 sin
(︃
α + β
2
)︃
sin
(︃
α− β
2
)︃
ter lihost funkcije sinus, da dobimo
S ′n(x) =
2(b− a)
π
−2 sin(2nx) sin(−x)
2(1− cos 2x)
=
2(b− a)
π
sin(2nx) sinx
1− cos 2x
.
Kandidati za ekstreme Sn(x) so njene stacionarne to£ke oz. ni£le odvoda S ′n(x):
S ′n(x) =
2(b− a)
π
sin(2nx) sinx
1− cos 2x
= 0.
To pa velja natanko takrat, ko je 2nx = mπ oz. x = mπ/2n za m ∈ Z in x ̸= kπ za
k ∈ Z.
Najbliºji lokalni maksimum v okolici skoka (to je, v okolici to£ke 0) funkcija Sn
doseºe v xmaxn = π/2n, najbliºji lokalni minimum pa v x
min
n = −π/2n.
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Slika 8. Graf Sn ter to£ki xminn in x
max
n .
Poglejmo sedaj limiti Sn(xmaxn ) in Sn(x
min
n ), ko gre n → ∞:
lim
n→∞
Sn
(︂ π
2n
)︂
= lim
n→∞
(︄
b− a
2
n∑︂
k=1
4
(2k − 1)π
sin
(︂
(2k − 1) π
2n
)︂
+
b+ a
2
)︄
=
b− a
2
lim
n→∞
n∑︂
k=1
4
2n
sin((2k − 1)π/2n)
(2k − 1)π/2n
+
b+ a
2
=
b− a
π
lim
n→∞
n∑︂
k=1
π
n
sin((2k − 1)π/2n)
(2k − 1)π/2n
+
b+ a
2
.
Opomba 5.6. e upo²tevamo, da je
n∑︂
k=1
π
n
sin((2k − 1)π/2n)
(2k − 1)π/2n
ravno Riemannova vsota funkcije sin y/y na intervalu [0, π] pri delitvi {0, π
n
, . . . , π} in
testnih to£kah { π
2n
, . . . , (2n−1)π
2n
}, dobimo enakost
lim
n→∞
n∑︂
k=1
π
n
sin((2k − 1)π/2n)
(2k − 1)π/2n
=
∫︂ π
0
sin(x)
x
dx = Si(π).
Dobimo
lim
n→∞
Sn
(︂ π
2n
)︂
=
b− a
π
Si(π) +
b+ a
2
.
Zaradi lihosti sinusa sledi
lim
n→∞
Sn
(︂
− π
2n
)︂
= −b− a
π
Si(π) +
b+ a
2
.
To pa je ravno to, kar nam pove izrek 5.4. ♦
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Primer 5.7 ([4] in [6, poglavje 1.2.8]). Poglejmo si sedaj ²e primer tako imenovane
ºagaste funkcije, ki nam bo pri²el prav pri dokazu glavnega izreka.
f(x) =
⎧⎨⎩
−π − x
2
;−π < x < 0
π − x
2
; 0 < x < π
.
Slika 9. Graf funkcije f .
Razvijmo funkcijo v Fourierovo vrsto. Zaradi lihosti integranda je tudi v tem
primeru an = 0. Pri ra£unanju bn pa upo²tevamo sodost integranda in dobimo
bn =
1
π
∫︂ π
−π
f(x) sin(nx) dx
=
2
π
∫︂ π
0
π − x
2
sin(nx) dx
=
∫︂ π
0
sin(nx) dx− 1
π
∫︂ π
0
x sin(nx) dx
= − 1
n
cos(nx)
⃓⃓⃓π
0
+
1
π
(︃
x cos(nx)
n
− sin(nx)
n2
)︃ ⃓⃓⃓π
0
=
1
n
Delne vsote Fourierove vrste so torej
Sn(x) =
n∑︂
k=1
sin(kx)
k
.
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Odvajamo, uporabimo ustrezne formule za trigonometri£ne funkcije in izra£unamo
stacionarne to£ke:
S ′n(x) =
n∑︂
k=1
cos(kx)
= Re
(︄
n∑︂
k=1
eikx
)︄
= Re
(︃
eix
einx − 1
eix − 1
)︃
= Re
(︃
eixeinx/2
eix/2
einx/2 − e−inx/2
eix/2 − e−ix/2
)︃
= Re
(︃
e
i(n + 1)x/2 sin(
nx/2)
sin(x/2)
)︃
=
sin(nx/2) cos((n+ 1)x/2)
sin(x/2)
= 0.
To velja natanko takrat, ko je
x =
2mπ
n
in x =
(2m+ 1)π
n+ 1
za m = −n
2
, . . . ,
n
2
in x ̸= 0.
Najbliºji lokalni maksimum funkcija Sn torej doseºe v xmaxn = π/(n+ 1), najbliºji
lokalni minimum pa v xminn = −π/(n+ 1).
Slika 10. Graf Sn ter to£ki xminn in x
max
n .
Opomba 5.8. Na sliki 10 je za xminn vzeta vrednost (2n+ 1)π/(n+ 1), da je slika bolj
nazorna. Zaradi periodi£nosti funkcije sta vrednosti funkcije v to£kah −π/(n+ 1) in
(2n+ 1)π/(n+ 1) enaki.
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Izra£unajmo sedaj ustrezni limiti.
lim
n→∞
Sn(x
max
n ) = lim
n→∞
Sn
(︃
π
n+ 1
)︃
= lim
n→∞
n∑︂
k=1
sin (kπ/n+ 1)
k
= lim
n→∞
n∑︂
k=1
sin (kπ/n+ 1)
kπ/n+ 1
π
n+ 1
.
To pa je podobno kot v opombi 5.6, le da izberemo delitev {0, π
n+1
, . . . , π} in testne
to£ke { π
n+1
, . . . , nπ
n+1
}. Tako dobimo
lim
n→∞
Sn(x
max
n ) = Si(π).
Pri ra£unanju limite v xminn na podoben na£in dobimo
lim
n→∞
Sn
(︃
− π
n+ 1
)︃
= − Si(π). ♦
Pokazali smo naslednjo lemo:
Lema 5.9. Naj bo Sn denirana kot v primeru 5.7. Potem velja:
lim
n→∞
Sn
(︃
π
n+ 1
)︃
= Si(π) in
lim
n→∞
Sn
(︃
− π
n+ 1
)︃
= − Si(π).
Dokaºimo sedaj Gibbsov fenomen za splo²ne funkcije.
Dokaz izreka 5.4. Ozna£imo
Φ(x) =
∞∑︂
k=1
sin(kx)
k
.
To je Fourierova vrsta za funkcijo iz primera 5.7. Torej je dobro denirana in
odsekoma zvezna, na intervalu [−π, π) pa je njena edina to£ka nezveznosti to£ka 0.
Predpostavimo, da je funkcija f taka, da velja f(a+) ≥ f(a−)(sicer funkcijo f
zamenjamo z −f). Denirajmo funkcijo
f ∗(x) = f(x)− f(a+)− f(a−)
π
Φ(x− a).
Opomba 5.10. Zaradi laºjega dokazovanja privzamemo, da je edina to£ka nezvezno-
sti za funkcijo f na intervalu [−π, π) to£ka a. V splo²nem, £e je {a1, . . . am},m ∈ N,
mnoºica to£k nezveznosti za funkcijo f na intervalu [−π, π), deniramo f ∗ s pred-
pisom
f ∗(x) = f(x)−
m∑︂
i=1
f(ai+)− f(ai−)
π
Φ(x− ai).
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Ker sta funkciji f in Φ odsekoma zvezni, je tudi je f ∗ odsekoma zvezna. Na
intervalu [−π, π) je edina to£ka, kjer bi ta lahko bila nezvezna, to£ka a, tam pa velja
lim
x↑a
f ∗(x) = lim
x↑a
(︃
f(x)− f(a+)− f(a−)
π
Φ(x− a)
)︃
= lim
x↑a
f(x)− f(a+)− f(a−)
π
lim
x↑a
Φ(x− a)
= f(a−)− f(a+)− f(a−)
π
(︂
−π
2
)︂
=
f(a+) + f(a−)
2
.
Podobno dobimo
lim
x↓a
f ∗(x) =
f(a+) + f(a−)
2
.
Leva in desna limita sta enaki, torej je funkcija f ∗ zvezna na celem intervalu. Ker
sta funkciji f in Φ tudi 2π-periodi£ni, po trditvi 4.10 delne vsote Fourierove vrste
S∗n funkcije f
∗ enakomerno konvergirajo k f ∗ na nekem intervalu, ki vsebuje to£ko
nezveznosti a. Lahko zapi²emo
Sn(x) = S
∗
n(x) +
f(a+)− f(a−)
π
Φn(x− a),
kjer je Sn delna vsota Fourierove vrste za funkcijo f. Na neki okolici to£ke a se
zgodi, da delne vsote Sn v najbliºjem lokalnem maksimumu doseºejo vrednost ve£jo
od f(a+), v najbliºjem lokalnem minimumu pa vrednost manj²o od f(a−). Zaradi
enakomerne konvergence S∗n k f
∗ je ta vrednost odvisna samo od vrednosti, ki jo
doseºe vsota
Φn(x− a) =
n∑︂
k=1
sin(k(x− a))
k
.
Ta je doseºen v najbliºjem lokalnem ekstremu funkcije Φn v okolici to£ke a. Iz pri-
mera 5.7 vemo, da ima ta funkcija ekstrema v to£kah π/(n+ 1) in −π/(n+ 1). Uporabimo
lemo 5.9, da dobimo naslednji rezultat:
lim
n→∞
Sn
(︃
a+
π
n+ 1
)︃
= lim
n→∞
S∗n
(︃
a+
π
n+ 1
)︃
+
f(a+)− f(a−)
π
lim
n→∞
Φn
(︃
π
n+ 1
)︃
=
f(a−) + f(a+)
2
+
f(a+)− f(a−)
π
Si(π)
in podobno
lim
n→∞
Sn
(︃
a− π
n+ 1
)︃
=
f(a−) + f(a+)
2
− f(a+)− f(a−)
π
Si(π).
S tem je izrek dokazan. 
6. Cesàrova sumabilnost
To poglavje sledi [5, str. 3033] in [8, poglavje 3.10 na str. 4449].
Gibbsov fenomen je povezan s tem, kako gladka je funkcija. Velja namre£, da za
bolj gladke funkcije koecienti Fourierove vrste hitreje padajo proti 0. To smo videli
v poglavju 4, kjer smo dokazali, da Fourierova vrsta za odsekoma zvezno funkcijo
konvergira k funkciji po to£kah, medtem ko je konvergenca za zvezno funkcijo z
odsekoma zveznim prvim odvodom enakomerna. Za nezvezne funkcije bodo tako
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koecienti po£asneje konvergirali k 0, kar povzro£a po£asnej²o konvergenco vrste.
Temu se lahko izognemo, £e izberemo namesto standardno deniranih delnih vsot
druga£en na£in sumacije. V tem poglavju bomo obravnavali t. i. Cesàrove delne
vsote.
Denicija 6.1. Naj bo f integrabilna na [−π, π), raz²irjena periodi£no na celoten
R. Cesàrove delne vsote funkcije f so denirane kot aritmeti£na sredina obi£ajnih
delnih vsot Fourierove vrste za to funkcijo:
σN(x) =
1
N + 1
N∑︂
n=0
Sn(x).
Ker poznamo dva razvoja obi£ajnih delnih vsot Sn, in sicer vsoto in integral, lahko
tudi Cesàrove delne vsote σN predstavimo na dva na£ina.
6.1. Razvoj v vsoto. Ker je
Sn(x) =
n∑︂
k=−n
cke
ikx,
dobimo
σN(x) =
1
N + 1
N∑︂
n=0
n∑︂
k=−n
cke
ikx.
Ker sta to kon£ni vsoti, lahko zamenjamo vrstni red se²tevanja.
σN(x) =
1
N + 1
N∑︂
k=−N
N∑︂
n=|k|
cke
ikx
=
1
N + 1
N∑︂
k=−N
cke
ikx(N − |k|+ 1)
=
N∑︂
k=−N
(︃
1− |k|
N + 1
)︃
cke
ikx.
Koecienti delne vsote σN gredo proti koecientom Fourierove vrste za f, ko gre
N → ∞
lim
N→∞
(︃
1− |k|
N + 1
)︃
ck = ck.
Konvergenco bomo obravnavali v podpoglavju 6.4.
Za razvoj v integral moramo, podobno kot smo pri delnih vsotah Fourierove vrste
denirali Dirichletovo jedro Dn, tokrat denirati Fejérjevo jedro.
6.2. Fejérjevo jedro.
Denicija 6.2. Fejérjevo jedro FN je denirano kot aritmeti£na sredina Dirichle-
tovih jeder:
FN(x) =
1
N + 1
N∑︂
n=0
Dn(x).
e upo²tevamo formulo (5), lahko tudi FN poenostavimo.
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Trditev 6.3 ([8, lema 3.10.3, str. 4546]).
FN(x) =
1
N + 1
(︃
sin ( (N + 1)x/2)
sin (x/2)
)︃2
za x ̸= 2kπ za vsak k ∈ Z in
FN(0) = N + 1.
Dokaz. Upo²tevajmo formulo za Dn
FN(x) =
1
N + 1
N∑︂
n=0
Dn(x)
=
1
N + 1
N∑︂
n=0
sin ((n+ 1/2)x)
sin (x/2)
=
1
(N + 1) sin (x/2)
N∑︂
n=0
sin ((n+ 1/2)x)
Uporabimo formulo (2) za zapis funkcije sin ter (6) za izra£un vsote in dobimo
N∑︂
n=0
sin ((n+ 1/2)x) = Im
(︄
N∑︂
n=0
ei(n+
1/2)x
)︄
= Im
(︄
e
ix/2
N∑︂
n=0
einx
)︄
= Im
(︃
e
ix/21− ei(N+1)x
1− eix
)︃
= Im
(︃
1− ei(N+1)x
e−ix/2 − eix/2
)︃
= Im
(︃
e
i(N + 1)x/2 e
−i(N + 1)x/2 − ei(N + 1)x/2
e−ix/2 − eix/2
)︃
=
sin2 ((N + 1)x/2)
sin (x/2)
e to zdruºimo, dobimo prvo enakost.
FN(0) =
1
N + 1
N∑︂
n=0
Dn(0) =
1
N + 1
N∑︂
n=0
(2n+ 1) = N + 1. 
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Slika 11. Fejérjevo jedro.
Na prvi pogled sta si grafa Fejérjevega FN in Dirichletovega jedra Dn podobna.
Vendar pa najve£ja vrednost FN nara²£a po£asneje kot najve£ja vrednost Dn, saj
je FN(0) = N + 1, medtem ko je Dn(0) = 2n + 1. Z ve£anjem N → ∞ skoraj
celotna plo²£ina pod grafom FN pripada prevladujo£emu vrhu na sredini. Skupaj s
pozitivnostjo se Fejérjevo jedro izkaºe za dosti bolj obvladljivo kot Dirichletovo.
Poglejmo si nekaj lastnosti Fejérjevega jedra.
Trditev 6.4. Fejérjevo jedro je zvezna, periodi£na, soda in pozitivna funkcija.
Trditev 6.5 ([8, trditev 3.10.4, str. 47]). Za Fejérjevo jedro velja
1
2π
∫︂ π
−π
FN(x) dx = 1.
Dokaz. Iz trditve 3.3 sledi
1
2π
∫︂ π
−π
FN(x) dx =
1
2π
∫︂ π
−π
1
N + 1
N∑︂
n=0
Dn(x) dx
=
1
N + 1
N∑︂
n=0
1
2π
∫︂ π
−π
Dn(x) dx
=
1
N + 1
N∑︂
n=0
1
= 1. 
Trditev 6.6. Za vsak x ∈ [−π, π], x ̸= 0, velja
0 ≤ FN(x) ≤
π2
(N + 1)x2
.
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Dokaz. Iz slike 6 je razvidno, da za t ∈ [−π
2
, π
2
] velja 2/π ≤ sin t/t. To lahko enostavno
pokaºemo, saj ima funkcija sin t/t lokalni maksimum v vrednosti 0, na robu intervala
pa doseºe vrednost 2/π. Iz tega sledi
FN(x) =
1
N + 1
sin((N + 1)x/2)2
sin2(x/2)
≤ 1
(N + 1) (x/π)2
=
π2
(N + 1)x2
. 
Sedaj lahko razvijemo σN v integralsko obliko.
6.3. Razvoj v integral. Iz formule (8) dobimo
σN(x) =
1
N + 1
N∑︂
n=0
1
2π
∫︂ π
−π
f(t)Dn(x− t) dt
=
1
2π
∫︂ π
−π
f(t)
1
N + 1
N∑︂
n=0
Dn(x− t) dt
=
1
2π
∫︂ π
−π
f(t) FN(x− t) dt.
Opomba 6.7. Podobno kot v trditvi 3.5 lahko zapi²emo σN(x) tudi kot
(11) σN(x) =
1
2π
∫︂ π
−π
f(x+ t) FN(t) dt.
Poglejmo, kako je s konvergenco Cesàrovih delnih vsot.
6.4. Konvergenca Cesàrovih delnih vsot. V poglavju 4 smo pokazali, da delne
vsote Fourierove vrste za odsekoma zvezno odvedljive funkcije konvergirajo k funkciji
po to£kah. Pri Cesàrovih delnih vsotah pa velja, da za te iste funkcije njene Cesàrove
delne vsote konvergirajo lokalno enakomerno proti f. To nam pove naslednji izrek.
Izrek 6.8 ([8, str. 4749]). Naj bo f odsekoma zvezna funkcija na [−π, π). Po-
tem Cesàrove delne vsote σN konvergirajo k f enakomerno povsod razen v to£kah
nezveznosti. Tam konvergirajo k povpre£ni vrednosti leve in desne limite
lim
N→∞
σN(x) =
1
2
(f(x+) + f(x−)) .
Dokaz. Naj bo ε > 0. I²£emo tak n0 ∈ N, da bo |σN(x)− f(x)| < ε za vsak N ≥ n0.
Najprej zapi²imo σN in f malo druga£e, in sicer iz formule (11) izpeljemo
σN(x) =
1
4π
∫︂ π
−π
(f(x+ t) + f(x− t)) FN(t) dt,
po trditvi 6.5 pa lahko f zapi²emo kot
f(x) =
1
2π
∫︂ π
−π
f(x) FN(t) dt.
Ker je f odsekoma zvezna funkcija, obstaja δ > 0, da velja
|f(x+ t) + f(x− t)− 2f(x)| < ε za |t| < δ.
Upo²tevamo zvezo (1) da zapi²emo
|σN(x)− f(x)| =
1
4π
∫︂ π
−π
|f(x+ t) + f(x− t)− 2f(x)|FN(t) dt
=
1
4π
(︃∫︂ −δ
−π
+
∫︂ δ
−δ
+
∫︂ π
δ
)︃
|f(x+ t) + f(x− t)− 2f(x)|FN(t) dt.
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Poglejmo sedaj posamezne integrale in jih ocenimo.
1
4π
∫︂ δ
−δ
|f(x+ t) + f(x− t)− 2f(x)|FN(t) dt ≤
1
4π
∫︂ δ
−δ
εFN(t) dt
≤ 1
4π
∫︂ π
−π
εFN(t) dt
=
ε
2
.
e ozna£imo z
M = sup
x∈[−π,π]
|f(x)| ,
iz trditve 6.6 dobimo oceno
0 ≤ FN(x) ≤
π2
(N + 1)x2
≤ π
2
Nx2
, x ∈ [−π, π], x ̸= 0.
Tako lahko ocenimo naslednji integral kot
1
4π
∫︂ −δ
−π
|f(x+ t) + f(x− t)− 2f(x)|FN(t) dt ≤
1
4π
∫︂ −δ
−π
4M
π2
Nδ2
dt
≤ π
2M
Nδ2
.
Podobno dobimo ²e oceno za zadnji integral
1
4π
∫︂ π
δ
|f(x+ t) + f(x− t)− 2f(x)|FN(t) dt ≤
π2M
Nδ2
.
e izberemo N >
4π2M
δ2ε
, dobimo |σN(x)− f(x)| < ε. Tako smo dokazali konver-
genco.
Za enakomerno konvergenco moramo ²e preveriti, da je ta N dober za vsak x ∈ I,
kjer je I ⊂ [−π, π) in je f na I zvezna funkcija. N je odvisen od x samo preko
izbire δ. Torej je dovolj, da pokaºemo, da je lahko isti δ dober za vsak x ∈ I.
Velja, da je zvezna funkcija na kompaktnem intervalu I enakomerno zvezna, vendar
ker ni nujno, da sta x + t, x − t ∈ I ne glede na to, da je x ∈ I, ne moremo tega
neposredno uporabiti. Ker pa je f odsekoma zvezna funkcija, mora biti zvezna (in
zato tudi enakomerno zvezna) na malo ve£jem intervalu, ki vsebuje I. e ozna£imo
I = [a, b], potem mora biti f zvezna na [a− µ, b + µ] za nek µ > 0. To pomeni, da
lahko uporabimo isti δ < µ za vsak x, x ± t ∈ [a − µ, b + µ] in s tem je izrek tudi
dokazan. 
6.5. Izognitev Gibbsovemu fenomenu. Vrnimo se na primer 5.7, kjer smo obrav-
navali ºagasto funkcijo. Na sliki 12 je prikazana konvergenca obi£ajno deniranih
delnih vsot Fourierove vrste Sn, na sliki 13 pa je konvergenca Cesàrovih vsot σN te
iste funkcije.
Iz grafa delnih vsot Fourierove vrste Sn je lepo razviden preseºek, ki ga funkcija
doseºe v bliºini to£ke nezveznosti. Z nara²£anjem n → ∞ pa nara²£a tudi preseºek
in sicer konvergira k ksni to£ki, ki je, kot smo dokazali, odvisna od dolºine skoka.
Pri grafu Cesàrovih delnih vsot σN pa tega preseºka ni, saj se mu preprosto izognemo
s tem, da povpre£imo navadne delne vsote.
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Slika 12. Konvergenca Sn za funkcijo iz primera 5.7.
Slika 13. Konvergenca σN za funkcijo iz primera 5.7.
7. Konec dela
Gibbsov fenomen je pojav, ki se zgodi v okolici to£ke nezveznosti odsekoma zve-
zne funkcije pri obravnavi navadnih delnih vsot Fourierove vrste. Te, zaradi slabe
konvergence, v absolutni vrednosti vedno preseºejo vrednost funkcije v skoku in sicer
za ksno vrednost, ki je odvisna od dolºine skoka in Wilbraham-Gibbsove konstante
Si(π). Ker pa vrsta konvergira proti funkciji, v neskon£nosti tega preseºka ni, temve£
se neskon£na vrsta popolnoma ujema s funkcijo, ki jo aproksimira. Temu pojavu
smo se na preprost na£in izognili s povpre£enjem navadnih delnih vsot. Tako smo
32
dosegli enakomerno konvergenco in s tem izgubili odve£en preseºek v bliºini to£ke
nezveznosti.
Slovar strokovnih izrazov
series vrsta
piecewise continuous function odsekoma zvezna funkcija
discontinuity nezveznost
overshoot preseºek
partial sum delna vsota
sawtooth function ºagasta funkcija
Dirichlet kernel Dirichletovo jedro
pointwise convergence konvergenca po to£kah
uniform convergence enakomerna konvergenca
sine integral sinusov integral
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