Introduction
Methods combining Semi-supervised Learning (SSL) approaches and variational models have recently received increasing attention in image processing and inverse problems. The SSL approaches are based on the given prior knowledge of the problem in terms of a training set. In image denoising, for example, such prior knowledge might be a pair images: a corrupted image u η , and the corresponding clean image u c . SSL approaches produce optimal recovery models, by minimizing an assessment function based on the underlying variational problems.
An example of such learning schemes in image denoising is a bilevel training scheme (see [6, 7, 17, 18] ) coupled with the celebrated ROF imaging denosing model ( [15] ) as follows. We will refer to it as scheme B . In the ROF model (embedded in (B-L2)) we denoted by Q = (0, 1) N the domain of the image, α ∈ R + the intensity parameter, and T V (u) the total variation of u (also known as regularizer in image processing problems). In the ROF problem alone, without additional supervision, choosing α too large would often result in the loss of relevenat image details; on the other hand, choosing α too small would produce an image with too much noise. Such issue is attacked by using the SSL scheme B , in which the optimal intensity parameterα from Level 1 is obtained by minimizing the assessment function, plus the L 2 -distance from the clean image u c .
However, it is well known that the ROF model in (B-L2) suffers from several drawbacks: particularly relevant is the stair-casing effect, and unfortunately, the optimal image uα reconstructed from scheme B inherits such defects. One choice to mitigate such drawback is to use a fractional order total variation T V r , in which r ∈ R + represents the order of derivative (when r = 1 we get the standard T V used in (B-L2)). The definition of fractional order total variation will be presented in the next section. We first present an overview of the current state of art.
There are several types of point-wise defined non-integer order derivative, such as the Riemann-Liouville (RL) derivative, Caputo derivative, Marchaud derivative, Grünwald-Letnikov (GL) derivative (see for instance [13, 14] ). By combining such non-integer order derivative and the standard total variation T V , we introduce the the total r order variationbased model (see e.g., [4, 19, 2] ). This also defines the following imaging denosing model: minimize
The existence of minimizers of (1.1), for fixed r ∈ (1, 2) and α ∈ R + , has been proven in [19] , along with numerical algorithms to solve such minimizer.
Apart from [5] , all existing approaches for fractional order imaging processing models are formulated and analyzed with fixed derivative order r ∈ (1, 2), and the main goal is to study the minimizing problem (1.1). However, numerical simulations show that for different images, different derivative orders might give different results. Thus, it is relevant to study how to obtain the optimal order r to get the best reconstructed image. This paper is the first of our series of works in imaging processing models, where both the optimal order r and intensity parameter α are subject to optimization. We include the order r into the learning scheme (B-L1)-(B-L2), and introduce the following new scheme, which we denote by T .
Level 1.
(α,r) ∈ arg min u α,r − u c : (α, r) ∈ R + × R
The new scheme T allows us to simultaneously optimize both the intensity parameter α and the order r of derivative. Moreover, since we shall study the properties of sequences
, where each r could be either fractional or integer, we will refer to our new functional T V r as the real order total variation seni-norm. Thus T V r can be considered as an extension of the classic total variation semi-norm, which corresponds to the case r = 1 .
We emphasize that, although the RL fractional derivatives are defined point-wise, due to the lack of information on the differential properties of the fractional integral and the singularities at the boundary in definition (see [2, 19] ), the space BV r introduced in (1.2) is sometimes too large to work with. Therefore, to develop a satisfactory theory of fractional total variation we restrict the discussion to the smaller space SV r (see Definition 3.5 below), which enjoys several advantages, such as approximation via smooth functions. We shall later show in Section 5 that, under certain restrictions (compatible in imaging processing problem) on the boundary values, the restricted space SV r is equivalent to the full space BV r .
In this article we focus mainly on the theoretical analysis of T V r , with varying orders r ∈ R + . The existence of optimal solutions of the scheme T , as well as the numerical realization and demonstration, will be the main topic of our second work [12] of this series.
The aim of this article is threefold. In the first part we study the basic properties of functions with bounded fractional order total variation, such as the lower semi-continuity (l.s.c.) with respect to the function, and compact embedding from BV r to L 1 . In particular, we prove the following result:
Then, there exists u ∈ BV s (Q) such that, upon subsequence, u n → u strongly in L 1 (Q).
In the second part we investigate the functional properties of {T V rn } ∞ n=1 with respect to a sequence of orders {r n } ∞ n=1 ⊂ R + . In particular, the main theorem is:
, and assume there exists p ∈ (1, +∞] such that
Then, the following statements hold.
1. There exists u ∈ BV r (Q), such that, upon subsequence, u n ⇀ u weakly in L p (Q) and
Assuming in addition that
is uniformly bounded, and r n → r > 0 , we have that
Lastly, in Section 5 we study functions u ∈ BV r (Q) vanishing on the boundary. In particular, Theorem 5.1 shows that for a function u ∈ BV r (Q) such that all the terms ∇ k u (0 ≤ k ≤ ⌊r⌋ ), vanish on the boundary, there exists a sequence
The paper is organized as follows. In Section 2 we collect some notations and preliminary results on the fractional order derivative. In Section 3 we analyze the main properties of the fractional r -order total variation, with r ∈ R + \ N fixed. The compact embedding, the lower semi-continuity with respect to the order r , and relation between the fractional order total variation and its integer order counterpart will be the subjects of Section 4. Finally, in Section 5, we show that the space SV r (Q) and BV r (Q) are equivalent under certain boundary conditions.
Preliminary results on fractional order derivatives
Through this article, r ∈ R + will denote a positive constant, and we will always write r = ⌊r⌋ + s where ⌊r⌋ denotes the integer part of r , and s ∈ [0, 1).
We collect the definitions of fractional order derivative in dimension one as follows. Definition 2.1 (the fractional order derivative on unit interval). Let I := (0, 1) and x ∈ I be given. 1. The left (right)-sided Riemann-Liouville derivative of order r = ⌊r⌋ + s ∈ R + (see [16] ) is defined by (resp.) 
The left (right)-Riemann-Liouville fractional order integrals (of order
We collect some immediate results regarding Definition 2.1 from literatures Remark 2.2. Let w ∈ C ∞ (Ī) and φ ∈ C ∞ c (I) be given. 1. The following integration by parts formula hold (see, e.g., [1] ), i.e., 
Thus, we could re-write Assertions 1 to bê
3. For any functions w 1 , w 2 ∈ C ∞ (Ī), and a, b ∈ R. the linearity holds, i.e., 
Definition 2.4 (Representable functions). We denote by I
r (L 1 (I)), r > 0 , the space of functions f represented by the r -order derivative of a summable function. That is,
Next we recall several theorems on representable functions in one dimension from [16] .
Theorem 2.5. For convenience, we unify our notation by writing I r = d −r for r < 0 .
The relation
is valid if one of the following conditions holds: 
We close this section by introducing the notations for (partial) fractional order derivative in multi-dimensions.
, we define the r -order partial derivative:
and similarly for ∂ r i u(x), i = 2, . . . , N .
We next recall the integration by parts formula of fractional order from [4] :
Then, by Theorem 2.5, Assertion 2, we have the following multi-index integration by parts formula:ˆQ
We conclude this section by recalling the following technical lemma. Let k ∈ N be given.
Lemma 2.7 ([16]).
For every s ∈ [0, 1) and x ∈ I the following assertions hold.
We have
3. 
and we note that |·| ℓ p are equivalent norms on R N . That is, for any 1 ≤ q < p ≤ ∞, we have
We recall the following definition.
1. The first order total variation with underlying Euclidean ℓ p -norm:
where |·| * ℓ p denotes the dual norm associated with |·| ℓ p . 2. The second order total variation with underlying Euclidean ℓ p -norm:
3. Generally, the k -th order total variation, k ∈ N, with underlying Euclidean ℓ p -norm:
For example, when N = 2 , we have ϕ = [ϕ 1 , ϕ 2 ; ϕ 3 , ϕ 4 ] and
Remark. We could recovery the classical isotropic total variation (T V ) and an-isotropic total variation (AT V ) by letting p = 2 and p = 1 , respectively. Moreover, we note that in dimension one, all T V ℓ p are the same.
We recall the usual trace operator for function with bounded total variation. 
1. For r = s ∈ (0, 1) (i.e. ⌊r⌋ = 0 ), we define
where we set
2. For r = ⌊r⌋ + s where ⌊r⌋ ≥ 1 , we define
Remark 3.4. In (3.3) we applied the Right-sided derivative on the test function ϕ. We do this so that when u is sufficient regular, for example u ∈ C ∞ (Q), the integration by parts formula holds so thatˆQ
That is, we have Left-sided operator on function u , as we mentioned in Remark 2.3 that we primally work on Left-sided operator in this article. Moreover, if we choose to work primally on Right-sided derivative, we shall use Left-sided derivative on test function ϕ in (3.3).
Definition 3.5. Let r ∈ R + and p ∈ [1, +∞] be given.
we say it is strictly converging to u ∈ L 1 (Q) with respect to the T V r ℓ p seminorm, and write
We define the space SV r (Q) by
That is, SV r (Q) is the intersection (among all p ∈ [1, +∞]) of the closures of C ∞ (Q) with respect to the ss-(p) convergence. 3. We define the (standard) BV r (Q) space by
Remark 3.6 (Equivalence between T V r ℓ p ). Definition 3.5 has several consequences. 1. By (3.1) we have that, for any 1 ≤ q < p ≤ +∞,
. Thus, we could simplify the real r -order bounded variation space
The space SV r (Q), defined in (3.6), enjoys the "smooth approximation" property: for each u ∈ SV r (Q) and p ∈ [1, +∞], there exists a sequence (3.5) holds. In the case of integer order, i.e. r = k ∈ N, we do have [8] ). However, due to the singularities at the boundary arising from the definition of fractional derivatives, we are unable to prove a smooth approximation result. In particular, the construction from [8] would not work, unless additional conditions are assumed. In Section 4 and Theorem 5.1, we will discuss certain special conditions, compatible with the imaging processing problems, where such smooth approximation results could be proven.
We conclude this subsection with some definitions and properties of fractional order Sobolev seminorms.
Definition 3.7. For r ∈ R + , we define the r -order fractional Sobolev space by
where
is the weak r -order fractional derivative of u . Also, we equip it with norm
Definition 3.8. Let r = ⌊r⌋ + s. By AC r,1 (I) we denote the set of all functions w : I → R admitting a representation of the form
where c 0 , . . . , c k ∈ R and φ ∈ L 1 (I).
We recall the following results form [9] .
Theorem 3.9. Let r = ⌊r⌋ + s be given.
[9, Theorem 7] the function w ∈ L 1 (I) admits the r -order derivative if and only if w ∈ AC
r,1 (I). In this case, w has the representation (3.9) and we have 
Remark. From (3.10) and (3.11), we see that for w ∈ W r,1 (I), the corresponding φ ∈ L 1 (I) satisfies I r φ L 1 (I) < +∞, and hence φ ∈ I r (L 1 (I)) in view of Definition 2.4.
The proof follows directly from [19, Proposition 3.5] . Equation (3.12) allows us to use the fact that the an-isotropic total variation T V ℓ 1 can be computed axis by axis. For example, let N = 2 , by (3.12) we have
That is, we are able to separate the integration in the two variables. This will be crucial in allowing us to study properties of real order total variation in the multi-dimensional setting, by using results from the (often easier) one dimensional case.
3.2.
Basic properties of T V r with fixed order of derivative. For brevity, we will only write T V r without explicit reference to the underlying Euclidean ℓ p -norm. However, in several arguments it will be advantageous to use the T V r ℓ 1 seminorm (see Remark 3.10). In such instances, we will thus write T V r ℓ 1 to clarify that we are relying on the underlying norm being the Euclidean ℓ 1 -norm. We first prove a lower semi-continuity result with fixed order r ∈ R + .
Theorem 3.11. Given u ∈ M b (Q), and sequence {u n } ∞ n=1 ⊆ BV r (Q) satisfying one of the following conditions:
is locally uniformly integrable and u n → u a.e., 2.
Note that (3) is stronger than (2), but we stated it explicitly since it constitutes a special case widely used in this paper. To prove Theorem 3.11, a preliminary result is required.
Then the following statements hold.
For any fixed
T ∈ N, we have sup d r ϕ L ∞ (Q) : r ∈ (0, T ) < +∞.
For a.e. x ∈ Q , we have
Proof. We first consider the one dimensional case, i.e. Q = I = (0, 1). In view of (2.2), for any r = ⌊r⌋ + s, we have
Note also that, by Euler's reflection formula,
The same arguments give the desired results for the right and central sided RL derivatives.
We next prove Statement 2, for the case 0 < r < 1 . The case r ≥ 1 is proven using similar arguments. In view of (2. 
and hence we conclude that
as desired.
The multidimensional case can be directly inferred from one dimensional case. We discuss the two dimensional case (i.e. N = 2 ) as example. Recall that we defined
Proof of Theorem 3.11. Let r = ⌊r⌋+s be given, and fix an arbitrary
If we are assume condition (1) holds. Since {u n } ∞ n=1 is locally uniformly integrable and u n → u a.e., by the dominated convergence theorem
If we are assume either condition (2), or the even stronger (3), note that since
Thus, in all cases, we have lim inf
Taking the supremum over all ϕ ∈ C ∞ c (Q; M N ×(N ⌊r⌋ ) ) with |ϕ| ≤ 1 , we conclude (3.13), as desired.
We recall the Riesz representation theorem.
Then there exists a Radon measure µ on R N , and a µ-measurable function σ :
Next, we claim that the T V r semi-norm is a Radon measure.
Lemma 3.14. Given a functions u ∈ BV r (Q), there exists a Radon measure µ on Q and a µ-measurable function σ : Q → R N such that
Proof. We first define the linear functional
Since T V r (u) < +∞, we have, in view of (3.4),
Now we extend by continuity the definition of L to the entire space C c (Q; R N ): for an arbitrary ϕ ∈ C c (Q; R N ), we consider the mollifications ϕ ε := ϕ * η ε (for some ininfluent mollifier η e ) and, by [8 
Therefore, we by definingL
in view of (3.14) and (3.15), we conclude that
Thus, by Theorem 3.13, the proof is complete.
Next, by relying on the geometry of the domain Q = (0, 1) N , we can further restrict the smooth approximation function of u ∈ SV r (Q) by forcing them to belong to C ∞ (Q).
Proposition 3.15 (strict approximation with smooth functions). Let r ∈ R + and u ∈ SV r (Q) be given. Then there exists a sequence
Proof. Let u ∈ SV r (Q) be given. In view of Definition 3.5, there exists sequence
Next, let x 0 := (1/2, · · · , 1/2) be the center of Q . For sufficiently small ε > 0 , we define
Note that by construction, u ε n will be a scaled version of the restriction u n to
We next show that T V r (u ε n ) → T V r (u n ). Let ε > 0 be fixed, then clearly we have (see e.g. Lemma 3.14)
On the other hand, for any ϕ ∈ C ∞ c (Q), we havê
where in the last inequality we used (3.19) . Hence, we have
On the other hand, in view of (3.18), we have u 
This allows us to compute multi-dimensional an-isotropic total variation T V l+s ℓ 1 (u), by computing one dimension total variations T V l ′ +s (w), l ′ = 0, 1, . . . , l , w ∈ L 1 (I), along each coordinate axis.
4. Analytic properties of function space SV r (Q) Remark 4.1. As the goal of this article is to construct models specifically for imaging applications, we assume the function u ∈ L 1 (Q) analyzed here represents an image. That is, we could restrict ourself to consider only functions in the space
We remark that most of the conclusions of this article are independent of (4.1). However, certain results can be improved with (4.1). We shall always highlight the assumption of (4.1) when we use it. We also note that assumption (4.1) is crucial in numerical realization of fractional order derivative. We refer readers to [4, Section 4] and the references therein.
4.1.
Compact embedding for BV s with fixed s ∈ (0, 1). We start by recalling the following theorem from [3] .
Then, the closure of F ⌊Ω in L p (Ω) is compact for any measurable set Ω ⊂ R N with finite measure.
The main result of Section 4.1 reads as follows.
We prove Theorem 4.3 in several steps. We first recall a revisited left sided RL s-order derivative from [10] , which we denote byd s L w(x), as follows:
That is, the singularity of d 
Proof. We start by recalling the fractional mean value formula for 0 < s < 1 from [10, Corollary 4.3]: for h ∈ R small,
where the revised left-sided RL s-order derivatived s L is defined in (4.3) and θ ∈ R, say θ(h), depends upon h, and satisfies
We note thatd
We also, by the definition ofw , summarize the following 4 cases (w.l.o.g we only consider |h| < 0.1 ). Case 1. Both x and (x + h) ∈ R \ I . In this case we have
Case 2. x ∈ I , h < 0 and x + h < 0 . In this case we have 0 < x < −h and
Case 3. x ∈ I , h > 0 and x + h > 1 . In this case we have 0 < 1 − x < h and
Case 4. Both x and x + h ∈ I . In this case we have
We now claim (4.4). In any of above cases, we could deduce that
where I h = (|h| , 1 − |h|) and I h = (− |h| , 1 + |h|). Next, for x and x + h ∈ I , we observe that
where we used (4.5) and (4.6).
That is, we have
and combining with (4.7) we obtain
hence (4.4).
Now we are ready to prove Theorem 4.3 by using the approximation and slicing argument.
Proof of Theorem 4.3. We shall only argue in the case that N = 2 , as the general case N ≥ 3 can be obtained similarly. Let {u n } ∞ n=1 ⊂ BV s (Q) be given be such that the assumption (4.2) holds. Letũ n ∈ L 1 (R 2 ) be defined as
Then, by Proposition 4.4, we have, for any given x 2 ∈ R and small h ∈ R,
. Thus, we have, for vector h ∈ R 2 with small norm and parallel to the x 1 axis,
Similarly, for h ∈ R 2 with small norm and parallel to the x 2 axis,
, we write h = (h 1 , h 2 ), and
Thus, in view of Theorem 4.2, there exists u ∈ L 1 (Q) such thatũ n → u strongly in L 1 (Q). That is, u n → u strongly in L 1 (Q) and the proof is complete. 
Proof. The proof is done by combining Theorems 4.3 and 3.11.
4.2.
Lower semi-continuity with respect to sequences of orders. We first perform our analysis for the an-isotropic total variation T V r ℓ 1 , and then use the equivalence condition (Remark 3.6) to recover the case of isotropic total variation T V r .
Interpolation properties of an-isotropic total variation.
We start by studying an monotonicity result of T V s ℓ 1 with respect to the order s ∈ (0, 1), for function u ∈ IM (Q) (recall space IM (Q) from (4.1)).
Proposition 4.6 (monotonicity of an-isotropic T V s ℓ 1 ). Let 0 < s < t < 1 be given and
Proof. For a moment we assume that 0 < s < t < 1 . We again deal in one dimension first and we assume also that w ∈ BV t (I) ∩ C ∞ (I). We claim w ∈ I t (L 1 (I)). Indeed, we have
Thus, by assumption we have
and hence (2.3) holds.
We next claim (2.4). Indeed, we only need to consider the case l = 0 and we observe that
(4.9) Thus, (4.8) and (4.9) allows us to use Theorem 2.5, Assertion 1 to infer the existence of f ∈ L 1 (I) such that w = I t [f ]. Moreover, in view of Theorem 2.5, Assertion 2, we have
We observe that
where by |I t−s | we denote the operator norm. Thus, in view of (2.5), and setting δ = t − s > 0 , we have
whenever b − a ≤ 1 . This, together with (4.10), gives
We next deal with the multi-dimensional case. We shall only write in details for N = 2 , as the case N ≥ 3 is similar. Assume that u ∈ BV t (Q) ∩ C ∞ (Q), and in view of Remark 3.16, we have
Since u ∈ C ∞ (Q) ∩ BV t (Q), we have, for each x 2 ∈ (0, 1), the slice w x2 (x 1 ) := u(x 1 , x 2 ) is well defined and belongs to BV t (I). Thuŝ
Integrating over x 2 ∈ I , we havê
Similarly we can shoŵ
This, together with (4.12) and (4.11), gives
Finally, assume u ∈ SV t ℓ 1 (Q) only. From Definition 3.5 we could obtain a sequence
Then, in view of (4.13), for each u n we have
1 , in view of Theorem 3.11, and together with (4.14), we conclude that
In the end, take any ϕ ∈ C ∞ c (Q; R 2 ), we observe, in view of Lemma 3.12 and (3.3), that lim inf
and hence, we conclude, by the arbitrariness of ϕ, that
which concludes the case that s = 0 , and hence the thesis.
We next investigate the lower semi-continuity and compactness with respect to the order. 
Proposition 4.7. Given sequences {s
2. Assuming in additional that u n ∈ SV sn (Q) for each n ∈ N, s n → s ∈ (0, 1], and
be given, such that (4.15) holds. Since u n L p (Q) (with p > 1 ) is uniformly bounded, there exists u ∈ L p (Q) such that, upon subsequence,
We now prove Statement 1. In view of Lemma 3.12 we get that for any ϕ ∈ C ∞ c (Q) and 
Therefore, we have 18) and hence lim inf
and (4.16) follows by the arbitrariness of ϕ ∈ C ∞ c (Q; R N ).
We next prove Statement 2. By Remark 3.6 and (4.15) we have that sup u n L p + T V sn ℓ 1 (u n ) : n ∈ N < +∞, Since s n → s ∈ (0, 1], in view of Proposition 4.6, there exist a (sufficiently large) N ∈ N and s N < 1 , such that
for all n ≥ N.
Combined with the assumption that {u n } ∞ n=1 ⊂ IM (Q) allows us to use Theorem 4.3 to infer Statement 2.
The next theorem provides a connection between the lower order T V s to the higher order T V r , where we recall again that r = ⌊r⌋ + s.
Theorem 4.8. Let r = ⌊r⌋ + s be given. There exists a constant C r > 0 such that
for all u ∈ SV r (Q).
Before we prove Theorem 4.8, we first prove an one dimension version.
Lemma 4.9. Let I = (0, 1) and r = ⌊r⌋ + s be given. There exists a constant C r > 0 such that
for all w ∈ SV r (I).
Proof. We deal with the case ⌊r⌋ = 1 first. That is, we have r = 1 + s.
Assume no such C r exists, i.e., there exists a sequence {w n } ∞ n=1 ⊂ SV 1+s such that, for each n ∈ N, T V s (w n ) = 1 and w n L 1 (I) + T V 1+s (w n ) < 1/n.
In view of Theorem 3.15, we may as well assume that {w n } ∞ n=1 ⊂ C ∞ (I) ∩ BV 1+s (I) and we may write
Thus, we have that {w n } ∞ n=1 ⊂ W 1+s (I) and
Recall from Theorem 3.9, we may write that, for each w n ,
and
Thus, in view of (4.20) we have
and together with (2.5), we have, for any 0 ≤ s ′ ≤ s,
We next claim that c 0,n → 0 and c 1,n → 0. (4.22) By the mean value theorem we have
Since w ∈ W 1+s (I), we have (I 1−s w) is absolutely continuous, hence
Thus, for any t ∈ [0, 1],
where at the last inequality we used (2.5). This, and together with (3.10), we obtain that
Similarly, we may show that
Thus, in view of (4.19), we have
We also notice that c 0,n Γ(s) 
Thus, we have
and together with (4.21) and (4.22), we conclude that
which contradicts (4.19).
Now we consider the general case ⌊r⌋ ∈ N. In view of (3.9), we write
Similarly to (4.24), we may show that
for l = 1, . . . , ⌊r⌋ − 1 , and further deduce that c l,n → 0 for i = 0, . . . , ⌊r⌋.
Note that, for each i = 0, . . . , ⌊r⌋ − 1 ,
Therefore, we obtain that
which is a contradiction, and hence we conclude our thesis.
Proof of Theorem 4.8. We again only deal with the case N = 2 , as the case N ≥ 3 is similar. We first show that
We assume for a moment that u ∈ BV r (Q) ∩ C ∞ (Q). We start with the case ⌊r⌋ = 1 . That is, r = 1 + s. In view of Remark 3.16, we have Let w(t) := u(t, x 2 ), with a fixed x 2 ∈ I . Then, by Lemma 4.9, we have
and hencê
We may analogously provê
and, in view of (4.27) and (4.28),
To conclude, we take an approximating sequence
and together with (4.29) we conclude that, for u ∈ SV 1+s (Q),
Now we assume ⌊r⌋ = 2 . Similarly to the case ⌊r⌋ = 1 , we observe that
That is, we conclude that
For the general case that ⌊r⌋ ∈ N, we shall always have, in view of Lemma 4.9, that
and we conclude (4.26) as the right hand side is bounded by u L 1 (Q) + T V r ℓ 1 (u). Finally, we conclude our thesis by invoking again the equivalent condition (3.8).
We close Section 4.2.1 by proving that the constant C r from Theorem 4.8 can be taken independent of r . 
Proof. We only proof this proposition for case of dimension one, i.e., N = 1 . The case in which N ≥ 2 can be obtained from the one dimensional result, and the arguments from Theorem 4.8.
Let w ∈ BV k+s (I) be given. In view of Lemma 4.8 we have, for each s ∈ (0, 1), a constant C s > 0 (depending on s) such that
for all w ∈ L 1 (I).
We shall only deal with the case ⌊r⌋ = 1 , as the case ⌊r⌋ > 1 can be treated analogously. Suppose (4.30) fails, i.e. there exist sequences
In view of (4.23), we have
Hence, there exist c 0 and c 1 such that c 0,n → c 0 and c 1,n → c 1 . Then, we may reach the contradiction by using the same arguments from (4.22) to (4.25).
Compact embedding and lower semi-continuity.
We start again with a result on the an-isotropic total variation. Recall the image space IM (Q) from (4.1).
then, the following statement hold.
There exists
u ∈ BV r (Q), such that, up to a subsequence, u n ⇀ u in L p (Q) and lim inf n→∞ T V rn ℓ 1 (u n ) ≥ T V r ℓ 1 (u).
Assuming in addition that
Proof. Write r n = ⌊r n ⌋ + s n for s n ∈ [0, 1). By (4.31), there exists u ∈ L p (Q) such that, up to a subsequence, u n ⇀ u weakly in L p (Q). (4.32) Then Statement 1 can be proved by using the same arguments from Proposition 4.7.
We next prove Statement 2. We only study the case of 1 ≤ r n ≤ 2 , or equivalently ⌊r⌋ = 1 , as the case in which ⌊r⌋ ≥ 2 can be dealt analogously. Again by applying Proposition 4.10 we have
where C > 0 , obtained from Proposition 4.10, is a constant independent of r n . Assume in addition that there exists ε > 0 such that {s n } ∞ n=1 ⊂ [ε, 1]. Then, in view of Proposition 4.7, there exists u ∈ L 1 (Q) such that, up to a subsequence, that u n → u strongly in L 1 (Q), which gives Statement 2.
We now deal with the situation that s n ց 0 , that is, r n ց 1 . In this case, although (4.33) still holds, Proposition 4.7 does not produce a subsequence strongly converging in L 1 (Q). We proceed by using Theorem 3.15 to relax u n , for each n ∈ N, such that
which implies
Moreover, by Proposition 4.10,
We claim lim sup
We start from the one dimensional case, i.e. Q = I = (0, 1), and use w n to represent u n . By Theorem 3.9, for each n ∈ N, there exists φ n (t) ∈ L 1 (I) such that
for a.e. t, and
Next, in view of (2.1), we have, for each n ∈ N fixed, that
However, t s−1 → +∞ as t → 0 + . Hence, c 0,n = 0 must hold, as the opposite gives w n (t) → +∞ as t → 0 , which contradicts our assumption w n ∈ IM (Q). Thus, we have w n (t) = c 1,n Γ(s + 1) t s + I 1+s φ n (t), for a.e. t.
Then, direct computation gives
(4.37)
Moreover, using the same argument from the proof of (4.23), we have
This, combined with (4.37), implies that
By Theorem 2.5, Assertion 3, we have I sn+1 − I 1 → 0 , as s n → 0 , and hence we conclude (4.36). Next, by (4.34) and (4.35), and the compact embedding in standard BV (Q) space, up to a subsequence, there existsū ∈ BV (Q), that
Hence, by (4.36), we have
that is, we have u n →ū strongly in L 1 (Q). Finally, in view of (4.32), we have u =ū , and hence the thesis.
We conclude this section by proving the second main result of this article. 
then, the following statements hold.
1. There exists u ∈ BV r (Q) such that, up to a subsequence, u n ⇀ u weakly in L q (Q) and
2. Assuming in addition that u n ⊂ IM (Q) ∩ SV rn (Q) and r n → r > 0 , we have
Proof. By applying Remark 3.6, we deduce that (4.38) implies (4.31), and the thesis follows by combining (4.18) and Theorem 3.11. 
where we recall u η ∈ L 2 (Q) is a given corrupted image.
The following proposition is a direct consequence of Theorem 4.12. admits a unique solution u r ∈ BV r (Q) and u r ∈ SV r (Q), respectively.
be an minimizing sequence. That is, we have
This, combined with Theorem 4.12 (with p = 2 and r n = r ∈ R + ), gives that, up to a subsequence, Thus, by a standard argument from the Calculus of variation, we conclude that u 0 is the unique solution of (4.39).
We could similarly show that there exists u 0 ∈ BV r (Q) belongs to (4.40). We only need to claim that u 0 ∈ SV r (Q). Indeed, by combining (4.41), (4.42), and (4.43), we have that
This implies that v n → u 0 in L 2 strong and also
Together with (4.44), we have
, and hence we have u 0 ∈ SV r (Q).
5. Special case with zero boundary conditions and center-sided operations 5.1. Equivalence between space SV and BV in zero boundary conditions. Theorem 5.1. Let r ∈ R + and u ∈ BV r (Q) be given such that the zero boundary is satisfied, i.e.,
Then there exists a sequence
Proof. We first prove a regularity result:
for all j = 1, · · · , n and indices α 1 , · · · , α n such that
Let r > 0 be given, and assume that r ∈ R + \ N. Let s := r − ⌊r⌋ , and by integration by parts, for any ϕ ∈ C ∞ c , there holds
where the boundary term
and by taking all the derivatives, we get
Since u ∈ H ⌊r⌋+1 0 (Q), we get
and since clearly
Now we turn our attention to (5.1). We need only to discuss the left-sided RL derivative, as the discussion for the right-sided RL derivative is completely analogous.
We first present the 1D case. Note that
which implies that
.
Let u n ⊆ C ∞ c (I) be a sequence of smooth functions such that u n → u strongly in H ⌊r⌋+1 0
(I). Then
(I), and clearly
Now we deal with the case that N ≥ 2 . The proof is essentially analogous to the 1D case: by integration by parts,
and, in view of Remark 3.16, it suffices to discuss each component of D ⌊r⌋ (D s u) separately. That is, we will show the existence of a sequence
where ε n → 0 as n → +∞. Here D s Lxj denotes the RL derivative in the x j coordinate. We discuss the case j = 1 , as the cases j = 2, · · · , n are analogous.
Similarly to (5.3), by integration by parts and using the zero boundary condition of u (and its derivatives, up to the ⌊r⌋ -th order), we get
, where
Now we turn our attention to the case of p-norm, with p > 1 . Like in the previous case (where we had p = 2 ), we again discuss first the case with s ∈ (0, 1), in the generic n dimensional case, and only with the left-sided RL derivative (since the proof for the rightsided RL derivative is analogous).
Recall that
Like in the case of p = 2 , where we had the optimal ϕ = −D Now we discuss the case p = 1 , where the previous computations would need additional care due to the presence of p p−1 in several places. However, the discussion will be quite similar to the previous case. For clarity purposes, we start by discussing the case r ∈ (0, 1). Note that, quite similarly to the case p > 1 , we choose a fixed x, and let a k be the components of D 
The proof is thus complete. 
