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Abstract In the past decades, the finite difference methods for space frac-
tional operators develop rapidly; to the best of our knowledge, all the existing
finite difference schemes, including the first and high order ones, just work
on uniform meshes. The nonlocal property of space fractional operator makes
it difficult to design the finite difference scheme on non-uniform meshes. This
paper provides a basic strategy to derive the first and high order discretization
schemes on non-uniform meshes for fractional operators. And the obtained first
and second schemes on non-uniform meshes are used to solve space fractional
diffusion equations. The error estimates and stability analysis are detailedly
performed; and extensive numerical experiments confirm the theoretical anal-
ysis or verify the convergence orders.
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1 Introduction
The continuous time random walk (CTRW) model plays a key role in statis-
tical physics; and it describes the Le´vy flight of anomalous diffusion when the
first moment of waiting time distribution is finite and the distribution of the
jump length is power law with divergent second moment. Based on this con-
crete CTRWmodel, the corresponding Fokker-Planck equation can be derived,
which is the space fractional diffusion equation describing the time evolution
of the probability density function of the Le´vy-flight particles [11].
Over the last decades, the finite difference methods have achieved impor-
tant developments in solving the space fractional differential equations with
Riemann-Liouville derivative, e.g., [1,4,10,20]. The Riemann-Liouville space
fractional derivative can be naturally discretized by the standard Gru¨nwald
formula [14] with first order accuracy or Lubich’s high order formulas [8], but
the finite difference schemes derived by the discretization are unconditionally
unstable for the initial value problems including the implicit schemes that
are well known to be stable most of the time for classical derivatives [10]. To
remedy the instability, Meerschaert and Tadjeran in [10] firstly propose the
shifted Gru¨nwald formula to approximate fractional advection-dispersion flow
equations with still first order accuracy. At that time, the shifted Gru¨nwald
discretization was the most effective and popular approximation to the space
fractional operator.
Recently, the effective high order approximations to space fractional deriva-
tives appeared [3,4,7,17,19,21,22]. Using the idea of second order central dif-
ference formula, a second order discretization for Riemann-Liouville fractional
derivative is established in [17], and the scheme is extended to two dimensional
two-sided space fractional convection diffusion equation in finite domain in
[3]. By assembling the Gru¨nwald difference operators with different weights
and shifts, a class of stable second order discretizations for Riemann-Liouville
space fractional derivative is developed in [19,7]; and its corresponding third
order quasi-compact scheme is given in [22]. Allowing to use the points out-
side of the domain, a class of second, third and fourth order approximations
for Riemann-Liouville space fractional derivatives are derived in [4] by using
the weighted and shifted Lubich difference operators. More high order quasi-
compact schemes based on the superconvergent approximations for fractional
derivatives can be found in [21].
Generally speaking, high order schemes lead to more accurate results, sup-
posing that the solution of the equation to be solved is regular enough. In fact,
compared with the classical partial differential equations (PDEs), the high or-
der finite difference schemes obtain more striking benefits than the low order
ones in solving the fractional PDEs. The reason is that the high order schemes
can keep the same computational cost as the first order ones but greatly im-
prove the accuracy. Usually, the high and low order schemes have the same
algebraic structures, e.g., (T−A)Un+1 = (T+A)Un+bn+1, where T is tri-
diagonal, and A is Toeplitz-like full matrix. Regarding to the possible weak
regularity of the solution to the space fractional PDEs at the closest regions
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of the boundaries, the techniques introduced in the present paper and [2,21]
can effectively treat it.
The techniques proposed in [2,21] deal with the boundary issue, essen-
tially the issue of regularity of the solution in (extended) unbounded do-
main. More concretely, for obtaining the l-th convergence order, the solution
of the equation must satisfy: u(x) ∈ Cl+⌊α⌋−1[a, b], Dl+⌊α⌋ ∈ L1[a, b], and
Dku(a) = 0, k = 0, 1, · · · , l + ⌊α⌋ − 2, where α is the order of fractional
derivative [19,22]. The techniques in [2,21] remove the nonphysical bound-
ary requirement but keep high convergence order; however, high regularity
requirements on the whole domain [a, b] are still needed. Generally, the regu-
larity of the solution varies on the domain; in particular, for space fractional
problem, the regularity of its solution at the region close to the boundary
is much different from other places. As to that, the existing high order ap-
proaches cannot work effectively. This paper targets this issue by providing
the numerical schemes on non-uniform meshes. Roughly speaking, similar to
deal with the classical problems on non-uniform meshes, the basic idea here is
that fine grids are used on the domain of weaker regularity, while coarse grids
apply to the high regularity area. The nonlocal property of fractional opera-
tors makes it much complex or difficult to design the finite difference scheme
on non-uniform meshes; currently, it seems there are no published works to
deal with this topic.
Our idea of deriving the scheme is first to rewrite the function to be ap-
proximated as the sum of two functions having at least the same regularities
as itself, then use different meshes to discretize the two functions; the common
support of the functions are usually small. The obtained first and second order
schemes on non-uniform meshes are used to solve the space fractional diffusion
equation; and it should be noted that the interpolation is used in discretiz-
ing the equation. The error estimate and numerical stability of the schemes
are detailedly discussed. And the extensive numerical experiments verify the
theoretical results, including the convergence orders.
The organization of this paper is as follows. In Section 2, we introduce a
kind of smooth functions, by which a function to be fractionally differentiated
can be rendered into two other ones, which are much more manageable; in
this way, two kinds of approximations on non-uniform meshes are discussed.
The derived schemes are used to solve a space fractional diffusion equation in
Section 3, and the convergence and stability analysis are performed in detail.
Numerical results are given in Section 4, which confirm the theoretical analysis
and convergence orders. We conclude the paper with some remarks in Section
5. For the concrete expressions of the matrix forms in Section 3, refer to
Appendix.
2 Discretization on non-uniform meshes for fractional derivative
This section focuses on deriving the discretization methods on non-uniform
meshes for the left Riemann-Liouville fractional derivative; the ones for the
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right Riemann-Liouville fractional derivative or Riemann-Liouville fractional
integral can be got by almost the same way, so they are omitted here. The left
Riemann-Liouville fractional derivative of a function u(x) on [a, b], −∞ ≤ a <
b ≤ ∞ is defined by [14,16]
aD
α
xu(x) = D
m
aD
−(m−α)
x u(x), (1)
where α ∈ (m− 1,m) and
aD
−γ
x u(x) =
1
Γ (γ)
∫ x
a
(x− ξ)
γ−1
u(ξ)dξ, γ > 0, (2)
is the γ-th left Riemann-Liouville fractional integral.
For classical problem, designing the finite difference scheme on non-uniform
meshes is an easy task. Is it still true for fractional operators? Let us see the
following example. Using the Gru¨nwald difference operator [9] as an approxi-
mation, if u(x) ∈ C1[0, b], D2u(x) ∈ L1(0, b), and u(0) = 0, then
0D
α
xu(xmn)
= h−α1
n∑
k=0
g
(α)
k u ((n− k)h1) +O(h1)
= h−α2
mn∑
k=0
g
(α)
k u ((mn− k)h2) +O(h2) (3)
holds [21], where h1 = mh2, xk = kh2, g
(α)
k = (−1)
k
(
α
k
)
are the coeffi-
cients of the power series of the generating function (1− ζ)α; and they can be
calculated by the following recursive formula
g
(α)
0 = 1, g
(α)
k =
(
1−
α+ 1
k
)
gαk−1, k ≥ 1. (4)
For non-uniform grids, two naives ways are to replace the right side of (3) by
0D
α
xu(xmn) ≈ Φmn
:= h−α2
mn−[ a
h2
]−1∑
k=0
g
(α)
k u ((mn− k)h2)
+h−α1
n∑
k=n−[ a
h1
]
g
(α)
k u ((n− k)h1) , (5)
or
0D
α
xu(xmn) ≈ Ψmn
:= h−α1
n−[ a
h1
]−1∑
k=0
g
(α)
k u ((n− k)h1)
+h−α2
mn∑
k=mn−[ a
h2
]
g
(α)
k u ((mn− k)h2) , (6)
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Table 1 The discrete L2 errors of (5) w.r.t. the stepsize h1 for u(x) = x1+α with different
α and h1, where a = 1/3, b = 1, and h2 = h1/2.
α 1.2 1.4 1.6 1.8
h1 e rate e rate e rate e rate
1/10 5.02 1e-1 - 9.16 1e-1 - 1.63 1e+0 - 2.82 1e+0 -
1/20 8.42 1e-1 -0.75 1.74 1e+0 -0.92 3.49 1e+0 -1.10 6.87 1e+0 -1.28
1/40 1.64 1e+0 -0.96 3.91 1e+0 -1.17 9.08 1e+0 -1.38 2.06 1e+1 -1.59
1/80 2.66 1e+0 -0.70 7.25 1e+0 -0.89 1.93 1e+1 -1.09 5.01 1e+1 -1.28
1/160 4.50 1e+0 -0.76 1.41 1e+1 -0.96 4.31 1e+1 -1.16 1.29 1e+2 -1.37
Table 2 The discrete L2 errors of (6) w.r.t. the stepsize h1 for u(x) = x1+α with different
α and h1, where a = 1/3, b = 1, and h2 = h1/2.
α 1.2 1.4 1.6 1.8
h1 e rate e rate e rate e rate
1/10 5.59 1e-1 - 9.95 1e-1 - 1.74 1e+0 - 2.95 1e+0 -
1/20 1.03 1e+0 -0.89 1.93 1e+0 -0.96 3.56 1e+0 -1.03 6.45 1e+0 -1.11
1/40 1.65 1e+0 -0.67 3.92 1e+0 -1.02 9.09 1e+0 -1.36 2.07 1e+1 -1.68
1/80 2.55 1e+0 -0.63 6.24 1e+0 -0.67 1.50 1e+1 -0.72 3.59 1e+1 -0.80
1/160 4.50 1e+0 -0.82 1.41 1e+1 -1.18 4.31 1e+1 -1.52 1.29 1e+2 -1.85
where 0 < a < b is the dividing point. Figure 1 illustrates the non-uniform
grids of considering discretization formula of Eq. (5). However, neither of these
two schemes don’t work. By taking u = x1+α, a = 1/3, b = 1, and h2 = h1/2,
we can see from Tables 1 and 2 that the discrete L2 errors e = ‖ 0D
α
xu− Φ‖
w.r.t. the stepsize h1 do not decreace with the reducing of h1 and h2.
g0g1g2......g10 g9 g8 g7
g0g1g2......g20 g19 g18
...... g14 g13 g12
g0g1g2......g13 g12
a
g10 g9 g8 g7
h1:
h2:
Fig. 1 The non-uniform grids illustrating the intuition of considering the formula of Eq.
(5) where h2 = h1/2
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Now we dig out the reason of non-convergence of (5). In fact, if we rewrite
u(x) as the sum of u˜1(x) and u˜2(x), where
u˜1(x) =
{
u(x), 0 < x ≤ a,
0, a < x ≤ b,
u˜2(x) =
{
0, 0 < x ≤ a,
u(x), a < x ≤ b,
(7)
and approximate u˜1(x) and u˜2(x) by the Gru¨nwald formulae with stepsize h1
and h2, respectively, then the discretization scheme (5) is obtained. However,
it can be noticed that both u˜1(x) and u˜2(x) are not even continuous, which
violates the regularity requirements, being given in (3), for the function to be
approximated.
Remark 1 It should be clarified that for the errors e = | 0D
α
xu− Φ| at one
point x = b, we can observe their convergence behaviors. See Table 3. The
following analysis illustrates the reason.
Since
g
(α)
k = (−1)
k
(
α
k
)
=
Γ (k − α)
Γ (k + 1)
, (8)
by using Stiring’s formula Γ (x + 1) ∼ (2π)
1
2xx+
1
2 e−x as x → ∞, there is
g
(α)
k ∼ k
−α−1 as k →∞. Then
0D
α
xu(xmn)− Φmn
= h−α2
mn∑
k=0
g
(α)
k u ((mn− k)h2) +O(h2)
−h−α2
mn−[ a
h2
]−1∑
k=0
g
(α)
k u ((mn− k)h2)− h
−α
1
n∑
k=n−[ a
h1
]
g
(α)
k u ((n− k)h1)
= h−α2
mn∑
k=mn−[ a
h2
]
g
(α)
k u ((mn− k)h2)− h
−α
1
n∑
k=n−[ a
h1
]
g
(α)
k u ((n− k)h1)
+O(h2)
= h−α2
n∑
k=n−[ a
h1
]
[
m−1∑
q=0
g
(α)
km+qu (((n− k)h1 − qh2))−m
−αg
(α)
k u ((n− k)h1)
]
+O(h2)
∼ h−α2
n∑
k=n−[ a
h1
]
[
m−1∑
q=0
(km+ q)−α−1u (((n− k)h1 − qh2))
− (mk)−αk−1u ((n− k)h1)
]
+O(h2)
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Table 3 The errors e = | 0Dαxu− Φ| at x = 1 by using the approximation (5) for u(x) =
x1+α with different α and h1, where a = 1/3, and h2 = h1/2.
α 1.2 1.4 1.6 1.8
h1 e rate e rate e rate e rate
1/10 7.11 1e-2 - 1.02 1e-1 - 1.46 1e-1 - 2.09 1e-1 -
1/20 3.68 1e-2 0.95 5.28 1e-2 0.94 7.50 1e-2 0.96 1.06 1e-1 0.98
1/40 1.78 1e-2 1.05 2.55 1e-2 1.05 3.65 1e-2 1.04 5.24 1e-2 1.02
1/80 9.19 1e-3 0.95 1.32 1e-2 0.95 1.87 1e-2 0.96 2.65 1e-2 0.98
1/160 4.45 1e-3 1.05 6.37 1e-3 1.05 9.13 1e-3 1.04 1.31 1e-2 1.02
∼
n∑
k=n−[ a
h1
]
(kh1)
−αk−1
[
m−1
m−1∑
q=0
u (((n− k)h1 − qh2))− u ((n− k)h1)
]
+O(h2)
∼
n∑
k=n−[ a
h1
]
k−1O(h2) +O(h2) ∼ O(h2), (9)
for large k. This means that if the dividing point a is far away from the
node xmn at which we approximate 0D
α
xu(xmn) by (5), then the error e =
| 0D
α
xu(xmn)− Φmn| might have the first convergence order. However, this
explanation does not hold when k is small. That is the reason why the discrete
L2 error does not converge with the decreasing of h1 and h2 from another point
of view.
For overcoming the above challenge, a natural idea is to smooth the func-
tions u˜1(x) and u˜2(x), such that they possess the regularities as well as their
predecessor u(x). Firstly, we introduce some properties of the mollificator,
which plays a key role in our further discussion.
2.1 Mollification
In this subsection, we introduce definitions on some special one-dimensional
functions, such as smooth function, characteristic function and smooth trun-
cated function, and some properties of these functions.
Definition 1 ([5]) Define ρ(x) ∈ C∞(R) by
ρ(x) :=
{
C−1e
1
x2−1 if |x| < 1
0 if |x| ≥ 1,
(10)
where the constant C is selected as
∫ 1
−1 e
1
x2−1 , so that∫
R
ρ(x)dx =
∫ 1
−1
ρ(x)dx = 1. (11)
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By (11) and because of ρ(x) being an even function, i.e., ρ(x) = ρ(−x) for
all x ∈ R, there is ∫ x
−1
ρ(z)dz =
∫ 1
−x
ρ(z)dz
=
∫ 1
−1
ρ(z)dz −
∫ −x
−1
ρ(z)dz
= 1−
∫ −x
−1
ρ(z)dz. (12)
Definition 2 ([5]) If f : U → R is locally integrable, where U ⊂ R is open,
define its mollification
(Jǫf)(x) :=
∫ 1
−1
ρ(z)f(x− ǫz)dz =
∫ 1
−1
ρ(z)f(x+ ǫz)dz in Uǫ, (13)
where Uǫ = {x ∈ U |dist(x, ∂U) > ǫ}. The second equality of (13) holds because
of ρ(x) being an even function. It is well known (see such as Appendix C.4 in
[5]) that (Jǫf)(x) ∈ C
∞(Uǫ).
IfΩ ⊆ R is open, ǫ > 0, writeΩ1 := {x|dist(x,Ω) < ǫ},Ω2 := {x|dist(x,Ω) <
2ǫ}.
Definition 3 ([5]) Define the characteristic function of Ω1 as
χΩ1(x) :=
{
1 x ∈ Ω1
0 x ∈ R\Ω1;
(14)
and define its mollification η(x) := JǫχΩ1(x), naming as the smooth truncated
function of Ω.
By the above definitions, we can see that the truncated function has the
following properties.
Lemma 1 The smooth truncated function of Ω belongs to C∞0 (R), and
η(x) =
{∫ 1−d(x)/ǫ
−1
ρ(z)dz x ∈ Ω2
0 x ∈ R\Ω2,
(15)
where d(x) = dist(x,Ω).
Proof Without loss of generality, we take Ω = (a, b). By the above definitions,
η(x) =
∫ 1
−1
ρ(z)χΩ1(x− ǫz)dz =
∫ 1
−1
ρ(z)χΩ1(x+ ǫz)dz. (16)
a) If x ∈ Ω, then x+ ǫz ∈ Ω1 for |z| ≤ 1, and χΩ1(x+ ǫz) = 1. Thus, by (16)
and (11),
η(x) =
∫ 1
−1
ρ(z)dz =
∫ 1−d(x)/ǫ
−1
ρ(z)dz = 1. (17)
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b) If x ∈ Ω2\Ω and x = b+ rǫ, 0 ≤ r < 2, then x + ǫz = b+ (r + z)ǫ. When
r + z < 1, i.e., z < 1 − r, we have x+ ǫz ∈ Ω1, and χΩ1(x + ǫz) = 1; else,
χΩ1(x+ ǫz) = 0. Thus, by (16),
η(x) =
∫ 1−r
−1
ρ(z)dz =
∫ 1− x−b
ǫ
−1
ρ(z)dz =
∫ 1−d(x)/ǫ
−1
ρ(z)dz. (18)
c) If x ∈ Ω2\Ω and x = a− rǫ, 0 ≤ r < 2, then x− ǫz = a− (r + z)ǫ. When
r + z < 1, i.e., z < 1 − r, we have x− ǫz ∈ Ω1, and χΩ1(x − ǫz) = 1; else,
χΩ1(x− ǫz) = 0. Thus, by (16),
η(x) =
∫ 1−r
−1
ρ(z)dz =
∫ 1− a−x
ǫ
−1
ρ(z)dz =
∫ 1−d(x)/ǫ
−1
ρ(z)dz. (19)
d) If x ∈ R\Ω2, then x + ǫz /∈ Ω1 for |z| ≤ 1, and χΩ1(x + ǫz) = 0. Thus, by
(16), η(x) = 0.
Given a function v(x) : [0, b] → R for some b > 0, and without ambiguity,
after zero extending its definition to R, we still denote the function as v(x).
For fixed values a > 0, ǫ > 0, with a + 2ǫ < b. Let η1(x) be the smooth
truncated function of open set (0, a), and η2(x) be the one of (a + 2ǫ, b). By
Lemma 1, it is easy to see that
v1(x) := η1(x)v(x) =

v(x) x ∈ (0, a)
v(x)
∫ 1− x−a
ǫ
−1
ρ(z)dz x ∈ [a, a+ 2ǫ)
0 else;
(20)
v2(x) := η2(x)v(x) =

v(x)
∫ x−a
ǫ
−1
−1 ρ(z)dz x ∈ (a, a+ 2ǫ]
v(x) x ∈ (a+ 2ǫ, b)
0 else.
(21)
For the convenience of the following presentation, we define the smooth
operators Ma,ǫj : C(Ω)→ C(Ω), j = 1, 2, as
Ma,ǫj v(x) := vj(x) ∀v ∈ C(Ω), j = 1, 2, (22)
where vj(x) are defined in (20) and (21), C(Ω) denotes the space of continuous
functions defined on Ω. Obviously, there is
Ma,ǫj (cv) (x) = cM
a,ǫ
j v(x), ∀c ∈ R, v ∈ C(Ω), j = 1, 2; (23)
Ma,ǫj (u+ v) (x) = M
a,ǫ
j u(x) +M
a,ǫ
j v(x), ∀u, v ∈ C(Ω), j = 1, 2. (24)
Lemma 2 If v(x) ∈ C(Ω), Ω ⊂ R, then Ma,ǫ1 v(x) +M
a,ǫ
2 v(x) = v(x) for all
x ∈ Ω, and both regularities of Ma,ǫ1 v(x) and M
a,ǫ
2 v(x) are as high as the one
of v(x).
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Proof By Eq. (12) and the definitions of v1(x) and v2(x) in (20) and (21),
it is clear that v1(x) + v2(x) = v(x). From Lemma 1, the smooth truncated
functions η1(x) and η2(x) belong to C
∞
0 (R), thus the regularities of v1(x) as
well as v2(x) are no lower than the one of v(x) for all x ∈ R.
After restricting the domain onto Ω, it is clear by (22) that Ma,ǫ1 v(x) +
Ma,ǫ2 v(x) = v(x) for all x ∈ Ω, also the regularities of M
a,ǫ
j v(x), j = 1, 2 are
as high as the one of v(x).
Remark 2 In real computation, the integration
∫ 1− x−a
ǫ
−1 ρ(z)dz for any given
x is numerically calculated by the Gauss quadrature with 32 Gauss nodes.
Experiments show that max0≤x≤b |vˆ1(x)+vˆ2(x)−v(x)| = C ·10
−8, where vˆ1(x)
and vˆ2(x) are respectively the approximations of v1(x) and v2(x) numerically
calculated by this Gauss quadrature.
Figures 2 and 3 are illustrations of these two smooth truncationsMa,ǫ1 u(x)
andMa,ǫ2 u(x) for function u(x) = x
1.5, comparing to functions u˜1(x) and u˜2(x)
defined in (7), with a = 0.4, b = 1, and ǫ = 0.1.
Compared with (5) or (6), currently, we can easily get the following con-
vergent discretization
0D
α
xu(xmn)
= 0D
α
xu1(xmn) + 0D
α
xu2(xmn)
= h−α1
n∑
k=0
g
(α)
k u1((n− k)h1) +O(h1)
+h−α2
mn∑
k=0
g
(α)
k u2((mn− k)h2) +O(h2), (25)
or
0D
α
xu(xmn)
= 0D
α
xu1(xmn) + 0D
α
xu2(xmn)
= h−α2
mn∑
k=0
g
(α)
k u1((mn− k)h2) +O(h2)
+h−α1
n∑
k=0
g
(α)
k u2((n− k)h1) +O(h1). (26)
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
a a+2ε b
 
 
M1u(x)
u1(x)
Fig. 2 The comparison between Ma,ǫ1 u(x) (appeared as M1u(x) in the legend) and u˜1(x)
(appeared as u1(x) in the legend) for u(x) = x1.5, where a = 0.4, b = 1, and ǫ = 0.1.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
a a+2ε b
 
 
M2u(x)
u2(x)
Fig. 3 The comparison between Ma,ǫ2 u(x) (appeared as M2u(x) in the legend) and u˜2(x)
(appeared as u2(x) in the legend) for u(x) = x1.5, where a = 0.4, b = 1, and ǫ = 0.1.
More specifically, by Proposition 3.1 of [18] or Theorem 1 in [21], there is
0D
α
xu(xmn)
= 0D
α
xu1(xmn) + 0D
α
xu2(xmn)
= h−α1
n∑
k=0
g
(α)
k u1((n− k)h1) +
α
2
0D
α+1
x u1(xmn) · h1
+h−α2
mn∑
k=0
g
(α)
k u2((mn− k)h2) +
α
2
0D
α+1
x u2(xmn) · h2
+O(h21 + h
2
2), (27)
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Table 4 The discrete L2 errors, denoted as e, of (25) for different α and h1, with a = ǫ = 1,
b = 4, h2 = h1/2, and u(x) = x1+α.
α 1.2 1.4 1.6 1.8
h1 e rate e rate e rate e rate
1/10 2.52 1e-1 - 3.03 1e-1 - 3.57 1e-1 - 3.98 1e-1 -
1/20 1.26 1e-1 1.00 1.51 1e-1 1.00 1.76 1e-1 1.01 1.95 1e-1 1.03
1/40 6.33 1e-2 1.00 7.56 1e-2 1.00 8.63 1e-2 1.03 8.38 1e-2 1.22
1/80 3.17 1e-2 1.00 3.78 1e-2 1.00 4.30 1e-2 1.01 3.98 1e-2 1.08
1/160 1.59 1e-2 1.00 1.89 1e-2 1.00 2.15 1e-2 1.00 1.96 1e-2 1.02
Table 5 The discrete L2 errors, denoted as e, of (26) for different α and h1, with a = ǫ = 1,
b = 4, h2 = h1/2, and u(x) = x1+α.
α 1.2 1.4 1.6 1.8
h1 e rate e rate e rate e rate
1/10 3.04 1e-1 - 3.42 1e-1 - 3.81 1e-1 - 4.08 1e-1 -
1/20 1.52 1e-1 1.00 1.70 1e-1 1.01 1.88 1e-1 1.02 2.00 1e-1 1.03
1/40 7.58 1e-2 1.00 8.47 1e-2 1.00 9.20 1e-2 1.03 8.62 1e-2 1.21
1/80 3.79 1e-2 1.00 4.23 1e-2 1.00 4.58 1e-2 1.01 4.10 1e-2 1.07
1/160 1.89 1e-2 1.00 2.12 1e-2 1.00 2.29 1e-2 1.00 2.02 1e-2 1.02
or
0D
α
xu(xmn)
= 0D
α
xu1(xmn) + 0D
α
xu2(xmn)
= h−α2
mn∑
k=0
g
(α)
k u1((mn− k)h2) +
α
2
0D
α+1
x u1(xmn) · h2
+h−α1
mn∑
k=0
g
(α)
k u2((n− k)h1) +
α
2
0D
α+1
x u2(xmn) · h1
+O(h21 + h
2
2). (28)
Tables 4 and 5 shows the numerical discrete L2 errors of (25) and (26)
w.r.t. the stepsize h1 for u = x
1+α and different α, h1, by taking a = ǫ = 1,
b = 4, and h2 = h1/2. It is easy to see that the mollification process does
contribute to the approximation.
As a matter of fact, since u1(x) and u2(x) are mutually independent, it is
certainly possible to approximate them using different schemes, respectively.
So, similar to the h-p finite element methods, in our provided finite difference
schemes, we can flexibly choose small/big stepsize and low/high order scheme
with the change of the regularities of the solution in different parts of the
domain.
In the next subsection, we give two kinds of non-uniform meshes and some
notations.
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2.2 Interval partitions and some notations
Now we list two kinds of non-uniform meshes; and the solution domain is [0, b],
and 0 < a < a+ 2ǫ < b.
1. Case 1: h1 ≤ h2
We partition the interval [0, a] into a uniform mesh with the stepsize h1 =
a/(N1 + 1):
0 = x0 < x1 < · · · < xN1 < xN1+1 = a, (29)
where xi = ih1, 0 ≤ i ≤ [
b
h1
], and xi ∈ [a, b] when i > N1 + 1; and
supposing that a+2ǫ can be divisible by h2 := mh1, m ∈ N+, we partition
the interval [0, b] into a uniform mesh with the stepsize h2:
0 = y
−
N1+NI
m
< · · · < a+ 2ǫ = y0 < y1 < · · · < yN2 < yN2+1 = b, (30)
where yj = xN1+NI+jm, −
N1+NI
m ≤ j ≤ N2 + 1; and we partition the
interval [a, a+ 2ǫ] into a uniform mesh with the stepsize h1:
a = z1 < z2 < · · · < zNI = a+ 2ǫ, (31)
where zk = xN1+k, 1 ≤ k ≤ NI .
2. Case 2: h2 ≤ h1
We partition the interval [a+ 2ǫ, b] into a uniform mesh with the stepsize
h2 = (b − a− 2ǫ)/(N2 + 1):
a+ 2ǫ = y0 < y1 < · · · < yN2 < yN2+1 = b, (32)
where yi = ih2, −(N1+1)m−NI+1 ≤ i ≤ N2+1, and yi ∈ [0, a+2ǫ] when
i < 0; and supposing that b − a can be divisible by h1 := mh2, m ∈ N+,
we partition the interval [0, b] into a uniform mesh with the stepsize h1:
0 = x0 < x1 < · · · < xN1 < xN1+1 = a < · · · < xN2+NI
m
+N1+1
= b, (33)
where xj = y(j−N1−1)m−NI+1, 0 ≤ j ≤ N1 + 1 +
NI+N2
m ; and we partition
the interval [a, a+ 2ǫ] into a uniform mesh with the stepsize h2:
a = z1 < z2 < · · · < zNI = a+ 2ǫ, (34)
where zk = yk−NI , 1 ≤ k ≤ NI .
Denoting N := N1+NI +N2+1, the above grids on the interval [0, b] can
be re-labeled on non-uniform meshes as
0 = x˜0 < x˜1 < · · · < x˜N1 < x˜N1+1 = a < · · · < x˜N1+NI
= a+ 2ǫ < x˜N1+NI+1 < · · · < x˜N1+NI+N2 < x˜N = b, (35)
where
x˜n =
{
xn, 0 ≤ n ≤ N1 +NI ,
yn−N1−NI , N1 +NI + 1 ≤ n ≤ N,
(36)
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if h1 ≤ h2; and
x˜n =
{
xn, 0 ≤ n ≤ N1,
yn−N1−NI , N1 + 1 ≤ n ≤ N,
(37)
if h2 ≤ h1.
From Figures 4 and 5, we can have a better understanding of the relations
among these partitions with the truncated functions.
0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
a a+2ε b
x1
xN
1
z1
zN
I y1 yN2
 
 
M1u(x)
M2u(x)
u(x)
Fig. 4 An illustration of the partitions and the smooth truncations for u(x) = x1.5, where
a = 0.4, b = 1, ǫ = 0.1, and h1 = 1/100, h2 = 1/10.
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M1u(x)
M2u(x)
u(x)
Fig. 5 An illustration of the partitions and the smooth truncations for u(x) = x1.5, where
a = 0.4, b = 1, ǫ = 0.1, and h2 = 1/100, h1 = 1/10.
2.3 Approximation to the fractional derivative on non-uniform meshes
In this subsection, we derive several approximations to the fractional derivative
on non-uniform meshes.
By Theorem 2 in [21], if f(x) ∈ Cl[a, b],Dl+1u(x) ∈ L1(a, b), andDku(a) =
0, k = 0, 1, · · · , l−1, then there are two sets of data {c−1, c0, c1} and {d−1, d0, d1},
such that
c−1 0D
α
x f(x− h) + c0 0D
α
x f(x) + c1 0D
α
xf(x+ h)
= d−1δ
α
h,−1f(x) + d0δ
α
h,0f(x) + d1δ
α
h,1f(x) +O(h
l) (38)
holds for any given l ∈ N+, where
δαh,pf(x) :=
1
hα
[ x
h
]+p∑
k=0
g
(α)
k f(x− (k − p)h), p ∈ Z. (39)
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For the convenience of presentation, we just discuss some selected schemes
of (38) on non-uniform meshes, where the parameters {c−1, c0, c1} are given
as {0, 1, 0} and l = 1, 2, such as the first order shifted Gru¨nwald formula, and
a family of the second order approximations discussed in [7]. The process is
similar for the other methods.
Firstly, for Case 1 in Subsection 2.2 where h1 ≤ h2, we suppose that
function u(x) : [0, b] → R for some b > 0 satisfies: u(x) ∈ C1[0, b], D2u(x) ∈
L1(0, b), and Dlu(x) ∈ C[δ, b] for any δ > 0 and l > 1. That is, u(x) is
sufficiently smooth except at the left endpoint, and 0D
α
xu(x), 1 < α ≤ 2, can
still be approximated with the first order accuracy by combining the shifted
Gru¨nwald difference operator with the techniques introduced in [2] and [21].
Specifically, the approximation is given as
0D
α
xu(x)
= 0D
α
x
[
u(x)− u0 + u0
]
:= 0D
α
x r(x) + 0D
α
xu0
= h−α
[ x
h
]+p∑
k=0
g
(α)
k r
(
x− (k − p)h
)
+ u0
x−α
Γ (1− α)
+O(h)
= h−α
[ x
h
]+p∑
k=0
g
(α)
k
[
u
(
x− (k − p)h
)
− u0
]
+ u0
x−α
Γ (1− α)
+ O(h)
= h−α
[ [ x
h
]+p∑
k=0
g
(α)
k u
(
x− (k − p)h
)
−
[ x
h
]+p∑
k=0
g
(α)
k u0
]
+ u0
x−α
Γ (1− α)
+O(h)
= h−α
[ x
h
]+p∑
k=0
g
(α)
k u
(
x− (k − p)h
)
+ u0
[
− h−α
[ x
h
]+p∑
k=0
g
(α)
k +
x−α
Γ (1− α)
]
+O(h), (40)
where u0 := u(0), r(x) = u(x) − u0, r(x) ∈ C
1[0, b], D2r(x) ∈ L1(0, b), also
r(0) = 0.
According to Lemma 2, there exists 0D
α
x r(x) = 0D
α
x r1(x) + 0D
α
x r2(x),
where rj(x) =M
a,ǫ
j r(x), j = 1, 2. Hence, computing 0D
α
x r(x) is equivalent to
computing 0D
α
x r1(x) and 0D
α
x r2(x). By the regularity assumption of u(x) and
Lemma 2, for ensuring accuracy with small computational cost, 0D
α
x r1(x) can
be approximated by the first order method (40) with fine scale, while 0D
α
x r2(x)
by high order methods with coarse scale.
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Combining with the non-uniform partitions and notations in Case 1 of
Subsection 2.2, there are
0D
α
x r1(xn)
= h−α1
n∑
k=0
g
(α)
k r1(xn−k+1) +O(h1)
= h−α1
n∑
k=0
g
(α)
k u1(xn−k+1)− h
−α
1
n∑
k=0
g
(α)
k u0,1(xn−k+1) +O(h1), (41)
for n = 1, 2, · · · , N1+NI , N1+NI +m, · · · , N1+NI +mN2, where xn = nh1,
u1(x) =M
a,ǫ
1 u(x), u0,1(x) =M
a,ǫ
1 u0(x);
0D
α
x r2(xN1+NI+nm)
= 0D
α
x r2(yn)
= h−α2
n∑
k=0
w
(2,α)
k r2(yn−k+1) +O(h
l2
2 )
= h−α2
n∑
k=0
w
(2,α)
k u2(yn−k+1)− h
−α
2
n∑
k=0
w
(2,α)
k u0,2(yn−k+1) +O(h
l2
2 )
= h−α2
n∑
k=0
w
(2,α)
k u2(xN1+NI+(n−k+1)m)
−h−α2
n∑
k=0
w
(2,α)
k u0,2(xN1+NI+(n−k+1)m) +O(h
l2
2 ), (42)
for n = −N1+NIm + 1, · · · , N2, where u2(x) =M
a,ǫ
2 u(x), u0,2(x) =M
a,ǫ
2 u0(x),
and 
w
(2,α)
0 = d
(2)
1 g
(α)
0 ,
w
(2,α)
1 = d
(2)
0 g
(α)
0 + d
(2)
1 g
(α)
1 ,
w
(2,α)
k = d
(2)
−1g
(α)
k−2 + d
(2)
0 g
(α)
k−1 + d
(2)
1 g
(α)
k , k ≥ 2,
(43)
and the value of l2 depends on the choosing of d
(2)
−1, d
(2)
0 , and d
(2)
1 [21], i.e., for
sufficiently smooth function v(x),
0D
α
xv(x) = d
(2)
−1δ
α
h,−1v(x) + d
(2)
0 δ
α
h,0v(x) + d
(2)
1 δ
α
h,1v(x) +O(h
l2). (44)
While for 0D
α
x r2(xN1+NI+nm+q), n = −
N1+NI
m + 1, · · · ,−1, and q =
1, 2, · · · ,m−1, since r2(x) is smooth enough, by the linear interpolation there
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exists
0D
α
x r2(xN1+NI+nm+q)
= (1 −
q
m
) 0D
α
x r2(yn) +
q
m
0D
α
x r2(yn+1) +O(h
l2
2 )
= (1 −
q
m
)h−α2
n∑
k=0
w
(2,α)
k r2(yn−k+1) +
q
m
h−α2
n+1∑
k=0
w
(2,α)
k r2(yn−k+2) +O(h
l2
2 )
= h−α2
n+1∑
k=0
̟
(2,α)
k,q u2(yn−k+2)− h
−α
2
n+1∑
k=0
̟
(2,α)
k,q u0,2(yn−k+2) +O(h
l2
2 )
= h−α2
n+1∑
k=0
̟
(2,α)
k,q u2(xN1+NI+(n−k+2)m)
−h−α2
n+1∑
k=0
̟
(2,α)
k,q u0,2(xN1+NI+(n−k+2)m) +O(h
l2
2 ), (45)
where {
̟
(2,α)
0,q =
q
mw
(2,α)
0 ,
̟
(2,α)
k,q = (1 −
q
m)w
(2,α)
k−1 +
q
mw
(2,α)
k , k ≥ 1.
(46)
Note that there are
̟
(2,α)
k+1,0 = w
(2,α)
k , ̟
(2,α)
k,m = w
(2,α)
k . (47)
Combining Eq. (41)-(45) with
0D
α
xu(x˜n) = 0D
α
x r1(x˜n) + 0D
α
x r2(x˜n) + u0
x˜−αn
Γ (1− α)
, (48)
for n = 1, 2, · · · , N − 1, we can get
0D
α
xu(x˜mn)
= h−α1
mn∑
k=0
g
(α)
k u1(x˜mn−k+1) + h
−α
2
n∑
k=0
w
(2,α)
k u2(x˜(n−k+1)m)
−h−α1
mn∑
k=0
g
(α)
k u0,1(x˜mn−k+1)− h
−α
2
n∑
k=0
w
(2,α)
k u0,2(x˜(n−k+1)m)
+h−α1
(mn)−α
Γ (1− α)
u0 +O(h1) +O(h
l2
2 ), (49)
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for n = 1, 2, · · · , N1+NIm ;
0D
α
xu(x˜mn+q)
= h−α1
mn+q∑
k=0
g
(α)
k u1(x˜mn+q−k+1) + h
−α
2
n+1∑
k=0
̟
(2,α)
k,q u2(x˜(n−k+2)m)
−h−α1
mn+q∑
k=0
g
(α)
k u0,1(x˜mn+q−k+1)− h
−α
2
n+1∑
k=0
̟
(2,α)
k,q u0,2(x˜(n−k+2)m)
+h−α1
(mn+ q)−α
Γ (1− α)
u0 +O(h1) +O(h
l2
2 ), (50)
for q = 1, 2, · · · ,m− 1 and n = 0, 1, · · · , N1+NIm − 1; and
0D
α
xu(x˜n)
= h−α1
[ n∑
k=n+2−N1−NI
g
(α)
k u1(x˜n−k+1) +m
−α
n+1−N1−NI∑
k=0
w
(2,α)
k u2(x˜n−k+1)
+m−α
n−m−1
m
(N1+NI)∑
k=n+2−N1−NI
w
(2,α)
k u2(x˜N1+NI+(n−N1−NI−k+1)m)
]
−h−α1
[ n∑
k=n+2−N1−NI
g
(α)
k u0,1(x˜n−k+1)
+m−α
n+1−N1−NI∑
k=0
w
(2,α)
k u0,2(x˜n−k+1)
+m−α
n−m−1
m
(N1+NI)∑
k=n+2−N1−NI
w
(2,α)
k u0,2(x˜N1+NI+(n−N1−NI−k+1)m)
]
+h−α1
[(n−N1 −NI)m+N1 +NI ]
−α
Γ (1− α)
u0 +O(h1) +O(h
l2
2 ), (51)
for n = N1 +NI + 1, · · · , N1 +NI +N2.
Remark 3 From the above equalities (49)-(51), it can be noticed that if u(x) is
taken just as a constant u0, then u1 = u0,1, u2 = u0,2, and the approximations
are exact. In other words, for a nonhomogeneous function u(x), the approxi-
mation accuracy is the same as its corresponding homogeneous one u(x)− u0.
That is why in the above methods, we divide the function r(x) = u(x) − u0
into r1(x) and r2(x), rather than directly divide u(x) into u1(x) and u2(x).
Remark 4 Noting that the number of terms in the summation related to u1(x)
in (51) equals to N1+NI − 1 and does not change with n, we can see the cost
of calculation in this way can be reduced notably than computing 0D
α
xu(x)
on (0, b) totally by the first order method (40) with fine stepsize h1.
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As for Case 2 in Subsection 2.2, we simply assume that u(x) ∈ C2[0, b],
D3u(x) ∈ L1(0, b), and u(0) = u′(0) = 0. At this time, we have
0D
α
xu2(yn)
= h−α2
n+N1m+NI∑
k=0
w
(2,α)
k u2(yn−k+1) +O(h
l2
2 ), (52)
for n = −N1m−NI , · · · , N2, where yn = nh2, u2(y) =M
a,ǫ
2 u(y);
0D
α
xu1(y(n−N1−1)m−NI+1)
= 0D
α
xu1(xn)
= h−α1
n∑
k=0
w
(1,α)
k u1(xn−k+1) +O(h
l1
1 )
= h−α1
n∑
k=0
w
(1,α)
k u1(y(n−N1−k)m−NI+1) +O(h
l1
1 ), (53)
for n = 1, · · · , N1 + 1 +
N2+NI
m , where u1(y) = M
a,ǫ
1 u(y), and w
(j,α)
k , j =
1, 2, are defined as in (43); while for 0D
α
xu1(y(n−N1−1)m−NI+1+q), n = N1 +
1, · · · , N1+
N2+NI
m , and q = 1, 2, · · · ,m− 1, since u1(x) is smooth enough, by
the linear interpolation there exists
0D
α
xu1(y(n−N1−1)m−NI+1+q)
=
(
1−
q
m
)
0D
α
xu1(xn) +
q
m
0D
α
xu1(xn+1) +O(h
2
1)
=
(
1−
q
m
)
h−α1
n∑
k=0
w
(1,α)
k u1(xn−k+1) +
q
m
h−α1
n+1∑
k=0
w
(1,α)
k u1(xn−k+2) +O(h
l1
1 )
= h−α1
n+1∑
k=0
̟
(1,α)
k,q u1(xn−k+2) +O(h
l1
1 )
= h−α1
n+1∑
k=0
̟
(1,α)
k,q u1(y(n−N1−k+1)m−NI+1) +O(h
l1
1 ), (54)
where ̟
(1,α)
k,q are similarly defined as the ones in (46).
Combining Eq. (52)-(54) with
0D
α
xu(x˜n) = 0D
α
xu1(x˜n) + 0D
α
xu2(x˜n), (55)
for n = 1, 2, · · · , N − 1, we get
0D
α
xu(x˜n)
= h−α1
n∑
k=0
w
(1,α)
k u1(x˜n−k+1) + h
−α
2
mn∑
k=0
w
(2,α)
k u2(x˜mn−k+1)
+O(hl11 ) +O(h
l2
2 ), (56)
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for n = 1, 2, · · · , N1 + 1;
0D
α
xu(x˜(n−N1−1)m+N1+1)
= h−α2
[
m−α
n−N1∑
k=0
w
(1,α)
k u1(x˜(n−k−N1)m+N1+1)
+m−α
n∑
k=n−N1+1
w
(1,α)
k u1(x˜n−k+1)
+
(n−N1−1)m+1∑
k=0
w
(2,α)
k u2(x˜(n−N1−1)m+N1+2−k)
]
+O(hl11 ) +O(h
l2
2 ), (57)
for n = N1 + 1, N1 + 1 +m, · · · , N1 + 1 +
NI+N2
m ;
0D
α
xu(x˜(n−N1−1)m+N1+1+q)
= h−α2
[
m−α
n−N1+1∑
k=0
̟
(1,α)
k,q u1(x˜(n−k−N1+1)m+N1+1)
+m−α
n+1∑
k=n−N1+2
̟
(1,α)
k,q u1(x˜n−k+2)
+
(n−N1−1)m+1+q∑
k=0
w
(2,α)
k u2(x˜(n−N1−1)m+N1+2−k+q)
]
+O(hl11 ) +O(h
l2
2 ), (58)
for q = 1, 2, · · · ,m− 1, and n = N1 + 1, N1 + 1 +m, · · · , N1 + 1+
NI+N2
m .
Remark 5 For the case h2 ≤ h1, there is no difficulty to generate the above
non-uniform schemes for the function u(x) with u(0) 6= 0 or u′(0) 6= 0, by
using the techniques introduced in [2] and [21]. We omit the details here.
3 Application to Space Fractional Diffusion Equations
In this section, we develop a general non-uniform scheme for space fractional
diffusion equation:
∂u(x,t)
∂t = K 0D
α
xu(x, t) + f(x, t)
for (x, t) ∈ (0, b)× (0, T ),
u(x, 0) = φ0(x) for x ∈ [0, b],
u(0, t) = u0(t) for t ∈ [0, T ],
u(b, t) = ub(t) for t ∈ [0, T ],
(59)
where 0D
α
x is the left Riemann-Liouville fractional derivative with 1 < α ≤ 2.
The diffusion coefficient K is a nonnegative constant.
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3.1 Numerical schemes on non-uniform meshes
We partition the interval [0, b] as discussed in Subsection 2.2 and denote the
time steplength τ = T/M , where M is a positive integer. The mesh points in
time direction are denoted by ti = iτ for 0 ≤ i ≤M . Let ti+1/2 = (ti+ ti+1)/2
for 0 ≤ i ≤M − 1. And the following notations are used in the sections below
uin = u(x˜n, ti), u
i
j,n = uj(x˜n, ti), j = 1, 2,
f i+1/2n = f(x˜n, ti+1/2),
ui0 = u0(ti), u
i
0,j,n = u0,j(x˜n, ti), j = 1, 2. (60)
Let u(x, ·) ∈ C1[0, b], D2u(x, ·) ∈ L1(0, b), and D2u(x, ·) ∈ C[δ, b] for any
δ > 0, and h1 ≤ h2. Using the Crank-Nicolson (CN) technique to discretize
the time derivative of (59) and non-uniform discretization (49)-(51) in space
direction leads to
ui+1mn −
τ
2
Kh−α1
[ mn∑
k=0
g
(α)
k u
i+1
1,mn−k+1 +m
−α
n∑
k=0
w
(2,α)
k u
i+1
2,(n−k+1)m
]
= uimn +
τ
2
Kh−α1
[ mn∑
k=0
g
(α)
k u
i
1,mn−k+1 +m
−α
n∑
k=0
w
(2,α)
k u
i
2,(n−k+1)m
]
−
τ
2
Kh−α1
[ mn∑
k=0
g
(α)
k
(
ui0,1,mn−k+1 + u
i+1
0,1,mn−k+1
)
+m−α
n∑
k=0
w
(2,α)
k
(
ui0,2,(n−k+1)m + u
i+1
0,2,(n−k+1)m
) ]
+
τ
2
Kh−α1
(mn)−α
Γ (1− α)
(
ui0 + u
i+1
0
)
+τf i+1/2mn +O
(
τ(h1 + h
l2
2 ) + τ
3
)
, (61)
for n = 1, 2, · · · , N1+NIm ;
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ui+1mn+q −
τ
2
Kh−α1
[mn+q∑
k=0
g
(α)
k u
i+1
1,mn+q−k+1 +m
−α
n+1∑
k=0
̟
(2,α)
k,q u
i+1
2,(n−k+2)m
]
= uimn+q +
τ
2
Kh−α1
[mn+q∑
k=0
g
(α)
k u
i
1,mn+q−k+1 +m
−α
n+1∑
k=0
̟
(2,α)
k,q u
i
2,(n−k+2)m
]
−
τ
2
Kh−α1
[mn+q∑
k=0
g
(α)
k
(
ui0,1,mn+q−k+1 + u
i+1
0,1,mn+q−k+1
)
+m−α
n+1∑
k=0
̟
(2,α)
k,q
(
ui0,2,(n−k+2)m + u
i+1
0,2,(n−k+2)m
)]
+
τ
2
Kh−α1
(mn+ q)−α
Γ (1− α)
(
ui0 + u
i+1
0
)
+τf
i+1/2
mn+q +O
(
τ(h1 + h
l2
2 ) + τ
3
)
, (62)
for q = 1, 2, · · · ,m− 1 and n = 0, 1, · · · , N1+NIm − 1; and
ui+1n
−
τ
2
Kh−α1
[ n∑
k=n+2−N1−NI
g
(α)
k u
i+1
1,n−k+1 +m
−α
n+1−N1−NI∑
k=0
w
(2,α)
k u
i+1
2,n−k+1
+m−α
n−m−1
m
(N1+NI)∑
k=n+2−N1−NI
w
(2,α)
k u
i+1
2,N1+NI+(n−N1−NI−k+1)m
]
= uin
+
τ
2
Kh−α1
[ n∑
k=n+2−N1−NI
g
(α)
k u
i
1,n−k+1 +m
−α
n+1−N1−NI∑
k=0
w
(2,α)
k u
i
2,n−k+1
+m−α
n−m−1
m
(N1+NI)∑
k=n+2−N1−NI
w
(2,α)
k u
i
2,N1+NI+(n−N1−NI−k+1)m
]
−
τ
2
Kh−α1
[ n∑
k=n+2−N1−NI
g
(α)
k
(
ui0,1,n−k+1 + u
i+1
0,1,n−k+1
)
+m−α
n+1−N1−NI∑
k=0
w
(2,α)
k
(
ui0,2,n−k+1 + u
i+1
0,2,n−k+1
)
+m−α
n−m−1
m
(N1+NI)∑
k=n+2−N1−NI
w
(2,α)
k
(
ui0,2,N1+NI+(n−N1−NI−k+1)m
+ ui+10,2,N1+NI+(n−N1−NI−k+1)m
)]
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+
τ
2
Kh−α1
[(n−N1 −NI)m+N1 +NI ]
−α
Γ (1− α)
(
ui0 + u
i+1
0
)
+τf i+1/2n +O
(
τ(h1 + h
l2
2 ) + τ
3
)
, (63)
for n = N1 +NI + 1, · · · , N1 +NI +N2.
Let u(x, ·) ∈ C2[0, b], D3u(x, ·) ∈ L1(0, b), and u(0, t) = u′(0, t) = 0, and
h2 ≤ h1. Using the CN technique to discretize the time derivative of (59) and
non-uniform discretization (56)-(58) in space direction leads to
ui+1n −
τ
2
Kh−α2
[
m−α
n∑
k=0
w
(1,α)
k u
i+1
1,n−k+1 +
mn∑
k=0
w
(2,α)
k u
i+1
2,mn−k+1
]
= uin +
τ
2
Kh−α2
[
m−α
n∑
k=0
w
(1,α)
k u
i
1,n−k+1 +
mn∑
k=0
w
(2,α)
k u
i
2,mn−k+1
]
+τf i+1/2n +O
(
τ(hl11 + h
l2
2 ) + τ
3
)
, (64)
for n = 1, 2, · · · , N1 + 1;
ui+1(n−N1−1)m+N1+1
−
τ
2
Kh−α2
[
m−α
n−N1∑
k=0
w
(1,α)
k u
i+1
1,(n−k−N1)m+N1+1
+m−α
n∑
k=n−N1+1
w
(1,α)
k u
i+1
1,n−k+1
+
(n−N1−1)m+N1+1∑
k=0
w
(2,α)
k u
i+1
2,(n−N1−1)m+N1+2−k
]
= ui(n−N1−1)m+N1+1
+
τ
2
Kh−α2
[
m−α
n−N1∑
k=0
w
(1,α)
k u
i
1,(n−k−N1)m+N1+1
+m−α
n∑
k=n−N1+1
w
(1,α)
k u
i
1,n−k+1
+
(n−N1−1)m+N1+1∑
k=0
w
(2,α)
k u
i
2,(n−N1−1)m+N1+2−k
]
+τf
i+1/2
(n−N1−1)m+N1+1
+O
(
τ(hl11 + h
l2
2 ) + τ
3
)
, (65)
for n = N1 + 1, N1 + 1 +m, · · · , N1 + 1 +
NI+N2
m ; and
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ui+1(n−N1−1)m+N1+1+q
−
τ
2
Kh−α2
[
m−α
n−N1+1∑
k=0
̟
(1,α)
k,q u
i+1
1,(n−k−N1+1)m+N1+1
+m−α
n+1∑
k=n−N1+2
̟
(1,α)
k,q u
i+1
1,n−k+2
+
(n−N1−1)m+N1+1+q∑
k=0
w
(2,α)
k u
i+1
2,(n−N1−1)m+N1+2−k+q
]
= ui(n−N1−1)m+N1+1+q
+
τ
2
Kh−α2
[
m−α
n−N1+1∑
k=0
̟
(1,α)
k,q u
i
1,(n−k−N1+1)m+N1+1
+m−α
n+1∑
k=n−N1+2
̟
(1,α)
k,q u
i
1,n−k+2
+
(n−N1−1)m+N1+1+q∑
k=0
w
(2,α)
k u
i
2,(n−N1−1)m+N1+2−k+q
]
+τf
i+1/2
(n−N1−1)m+N1+1+q
+O
(
τ(hl11 + h
l2
2 ) + τ
3
)
, (66)
for q = 1, 2, · · · ,m− 1, and n = N1 + 1, N1 + 1 +m, · · · , N1 + 1+
NI+N2
m .
Denote Uni as the numerical approximation to u
n
i , and define the column
vectors
Ui =
[
U i1, U
i
2, · · · , U
i
N−1
]T
, (67)
Fi+1/2 =
[
f
i+1/2
1 , f
i+1/2
2 , · · · , f
i+1/2
N−1
]T
. (68)
Eq. (61)-(63) and Eq. (64)-(66) share a general matrix form as(
I−
τK
2
D
)
Ui+1 =
(
I+
τK
2
D
)
Ui + τFi+1/2 +Hi; (69)
Similar process can be carried out in Case 1 as well as in Case 2 for right
Riemann-Liouville fractional derivative, just by replacing the weights, say, gk,
k ↓, with gk, k ↑, and (1−
q
m ) with
q
m , and N1, N2 with N2, N1. Figuratively
speaking, u1 or u2 in Case 1 or Case 2 for left Riemann-Liouville fractional
derivative can be seen as the “transposition” of u2 or u1 in Case 2 or Case
1 for right Riemann-Liouville fractional derivative. Therefore, the general ap-
proximate scheme for right Riemann-Liouville problem is(
I−
τK
2
D˜
)
Ui+1 =
(
I+
τK
2
D˜
)
Ui + τFi+1/2 + H˜
i
; (70)
see Appendix A for the concrete expressions of these matrices and vectors.
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Remark 6 It is easy to see that if m = 1, and [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ],
then the scheme (69) turns to the one of uniform meshes, and the differential
matrix D reduces to the uniform finite differential matrix which has been
widely discussed such as in [7,19,21,22], etc.
3.2 Convergence and stability analysis
Now we consider the error estimates for the general scheme (69) under the
following discrete L2 norm defined as
‖U‖h1,h2 =
(
h1
N1+NI∑
n=1
U2n + h2
N−1∑
n=N1+NI+1
U2n
)1/2
∀ U ∈ RN−1, (71)
if h1 ≤ h2; and
‖U‖h1,h2 =
(
h1
N1∑
n=1
U2n + h2
N−1∑
n=N1+1
U2n
)1/2
∀ U ∈ RN−1, (72)
if h2 ≤ h1.
FromRemark 6 we know that ifm = 1, and [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ],
then the scheme (69) is just one of the widely discussed scheme on uniform
meshes. For different choice of d
(1)
−1, d
(1)
0 , and d
(1)
1 , we can get different scheme
(69). Here we are only interested in those ones whose corresponding schemes
on uniform meshes are stable and convergent; that is, the following lemma
holds.
Lemma 3 Let uin be the exact solution of problem (59) and sufficiently smooth,
and U in the solution of a difference scheme (69) at the grid point (xn, ti). If
m = 1, and [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ], then for all 1 ≤ i ≤M , we have
‖ui −Ui‖ ≤ c(τ2 + hl), (73)
where h := h1 = h2, l := l1 = l2, c denotes a positive constant and ‖ · ‖ stands
for the discrete L2 norm.
Now we prove the convergence of the scheme (69) on non-uniform meshes.
Theorem 1 Fix a and ǫ. Let uin be the exact solution of problem (59), and U
i
n
the solution of a non-uniform difference scheme (69) at the grid point (xn, ti).
Then the following estimates
‖ui −Ui‖h1,h2 ≤ c(τ
2 + h1 + h
l2
2 ), (74)
if h1 ≤ h2, and
‖ui −Ui‖h1,h2 ≤ c(τ
2 + hl11 + h
l2
2 ), (75)
if h2 ≤ h1, hold, where c denotes a positive constant which depends on α, a, b
and ǫ, and ‖ · ‖h1,h2 stands for the discrete L
2 norm defined in (71) or (72).
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Proof We only prove the case h2 ≤ h1 where u0(t) = 0. Similar analysis can
be done for the situation h1 ≤ h2.
Firstly, let Ui = Ui1 + U
i
2, where U
i
j := MjU
i, and Mj , j = 1, 2, are
defined in (111) and (131). Then (69) can be rewritten as(
I− τK2 A1
)
Ui+11 +
(
I− τK2 A2
)
Ui+12
=
(
I+ τK2 A1
)
Ui1 +
(
I+ τK2 A2
)
Ui2 + τF
i+1/2 +Hi.
(76)
Let
F
i+1/2
1 :=
1
τ
[(
I−
τK
2
A1
)
Ui+11 −
(
I+
τK
2
A1
)
Ui1
]
, (77)
and
F
i+1/2
2 :=
1
τ
[(
I−
τK
2
A2
)
Ui+12 −
(
I+
τK
2
A2
)
Ui2 −H
i
]
. (78)
Then 
(
I− τK2 A1
)
Ui+11 =
(
I+ τK2 A1
)
Ui1 + τF
i+1/2
1 ,
U i1,n = 0, n = N1 +NI , · · · , N − 1,
U01,n =M
a,ǫ
1 φ0(x˜n), n = 1, · · · , N − 1,
(79)
and 
(
I− τK2 A2
)
Ui+12 =
(
I+ τK2 A2
)
Ui2 + τF
i+1/2
2 +H
i,
U i2,n = 0, n = 1, · · · , N1 + 1,
U02,n =M
a,ǫ
2 φ0(x˜n), n = 1, · · · , N − 1,
(80)
are numerical schemes of
∂u1(x,t)
∂t = K 0D
α
xu1(x, t) + f1(x, t)
for (x, t) ∈ (0, b)× (0, T ),
u1(x, 0) =M
a,ǫ
1 φ0(x) for x ∈ [0, b],
u1(0, t) = 0 for t ∈ [0, T ],
u1(b, t) =M
a,ǫ
1 ub(t) for t ∈ [0, T ],
(81)
and 
∂u2(x,t)
∂t = K 0D
α
xu2(x, t) + f2(x, t)
for (x, t) ∈ (0, b)× (0, T ),
u2(x, 0) =M
a,ǫ
2 φ0(x) for x ∈ [0, b],
u2(0, t) = 0 for t ∈ [0, T ],
u2(b, t) =M
a,ǫ
2 ub(t) for t ∈ [0, T ],
(82)
respectively, where fj(x, t), j = 1, 2, be a function, which satisfies[
fj(x˜1, ti+1/2), fj(x˜2, ti+1/2), · · · , fj(x˜N−1, ti+1/2)]
T = F
i+1/2
j . (83)
Since f1(x˜n, t)+f2(x˜n, t) = f(x˜n, t), 1 ≤ n ≤ N −1, it is clear that if u1(x˜n, t)
and u2(x˜n, t) are the solutions of (81) and (82) at (x˜n, t), respectively, then
u(x˜n, t) = u1(x˜n, t) + u2(x˜n, t), 1 ≤ n ≤ N − 1, where u(x, t) is the solution of
(59).
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Denoting ei2 := u
i
2−U
i
2, since e
i
2,n = 0 for n = 1, 2, · · · , N1+1, by Lemma
3, there is
h2
N−1∑
n=N1+2
|ei2,n|
2 = ‖ei2‖
2
h1,h2 ≤ c(τ
2 + hl22 )
2. (84)
For the convenience of evaluating ei1 := u
i
1 − U
i
1, we introduce a linear
interpolation function v(x) : [0, b] → R, which goes through the elements of
v = [v0, v1, · · · , vN ]
T . Denote
ei1,h1 = [u
i
1(x1)−U
i
1(x1), u
i
1(x2)−U
i
1(x2), · · · , u
i
1(xN1+NI+N2m
)−U i1(xN1+NI+N2m
)]T .
(85)
Because these nodes
{
U i1(xn)
}N1+NI+N2m
n=1
are computed by use of a l1-th order
approximation, by Lemma 3, we have
h1
N1+
NI+N2
m∑
n=1
|ei1,h1,n|
2 ≤ c(τ2 + hl11 )
2. (86)
For the errors
ei1,h2(y(n−N1−1)m−NI+1+q)
:= ui1(y(n−N1−1)m−NI+1+q)− U
i
1(y(n−N1−1)m−NI+1+q), (87)
where 0 ≤ q ≤ m, n = N1 + 1, · · · , N1 +
NI+N2
m , from Eq. (54), it yields that
ei+11,h2(y(n−N1−1)m−NI+1+q)− e
i
1,h2(y(n−N1−1)m−NI+1+q)
=
τK
2hα1
[ (
1−
q
m
) n∑
n=0
w
(1,α)
k
(
ei1,h1(xn−k+1) + e
i+1
1,h1
(xn−k+1)
)
+
q
m
n+1∑
n=0
w
(1,α)
k
(
ei1,h1(xn−k+2) + e
i+1
1,h1
(xn−k+2)
) ]
+c(τ3 + τhl11 ). (88)
Particularly, there are
ei+11,h2(y(n−N1−1)m−NI )− e
i
1,h2(y(n−N1−1)m−NI )
= ei+11,h1(xn)− e
i
1,h1(xn)
=
τK
2hα1
n∑
n=0
w
(1,α)
k
(
ei1,h1(xn−k+1) + e
i+1
1,h1
(xn−k+1)
)
+ c(τ3 + τhl11 ), (89)
and
ei+11,h2(y(n−N1−1)m−NI+m)− e
i
1,h2(y(n−N1−1)m−NI+m)
= ei+11,h1(xn+1)− e
i
1,h1(xn+1)
=
τK
2hα1
n+1∑
n=0
w
(1,α)
k
(
ei1,h1(xn−k+2) + e
i+1
1,h1
(xn−k+2)
)
+ c(τ3 + τhl11 ). (90)
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Thus,
ei+11,h2(y(n−N1−1)m−NI+1+q)− e
i
1,h2(y(n−N1−1)m−NI+1+q)
=
(
1−
q
m
) [
ei+11,h1(xn)− e
i
1,h1(xn)
]
+
q
m
[
ei+11,h1(xn+1)− e
i
1,h1(xn+1)
]
+c(τ3 + τhl11 ). (91)
Summing up for all 0 ≤ k ≤ i− 1, we have
ei1,h2(y(n−N1−1)m−NI+1+q)
=
(
1−
q
m
)
ei1,h1(xn) +
q
m
ei1,h1(xn+1) + c(τ
2 + hl11 ); (92)
so ∣∣ei1,h2(y(n−N1−1)m−NI+1+q)∣∣2
≤ c
[
|ei1,h1(xn)|
2 + |ei1,h1(xn+1)|
2 + (τ2 + hl11 )
2
]
. (93)
Summing up q and n, and multiplying by h2, by the evaluation (86), Eq. (93)
turns to be
h2
N1+
NI+N2
m∑
n=N1+1
m−1∑
q=1
∣∣ei1,h2(y(n−N1−1)m−NI+1+q)∣∣2
≤ c
h2 m−1∑
q=1
N1+
NI+N2
m∑
n=N1+1
|ei1,h1(xn)|
2 + h2
m−1∑
q=1
N1+
NI+N2
m∑
n=N1+1
(τ2 + hl11 )
2

≤ c(τ2 + hl11 )
2. (94)
Combining (84), (86), and (94), by the definition of the discrete norm (72),
we finally obtain that
‖ui −Ui‖2h1,h2
≤ h2
N−1∑
n=N1+2
|ei2,n|
2 + h1
N1+
NI+N2
m∑
n=1
|ei1,h1,n|
2
+h2
N1+
NI+N2
m∑
n=N1+1
m−1∑
q=1
∣∣ei1,h2(y(n−N1−1)m−NI+1+q)∣∣2
≤ c(τ2 + hl11 + h
l2
2 )
2, (95)
which completes the proof.
For the stability of the general scheme (69), it can be discussed almost
the same as the convergence analysis. The details are omitted here, and the
stability results are given as follows.
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Theorem 2 Fix a and ǫ. The scheme (69) is unconditionally stable.
Denoting the iteration matrix of (69) as G =
(
I − τK2 D
)−1(
I + τK2 D
)
,
Figs. 6-8 numerically show that the spectral radius of G is indeed no bigger
than 1 for all α ∈ (1, 2), and different partitions, with a = ǫ = 1, m = 2, b = 4,
and τ = 1/400.
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Fig. 6 The relationship among max |λ(G)|, α and h2 for the scheme (69) in which l1 =
l2 = 1 and [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ] = [0, 0, 1] on the partition Case 1 of Subsection
2.2 with a = ǫ = 1, m = 2, b = 4, and τ = 1/400.
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Fig. 7 The relationship among max |λ(G)|, α and h1 for the scheme (69) in which l1 = l2 =
1 and [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ] = [0, 0, 1] on the partitions Case 2 of Subsection 2.2
with a = ǫ = 1, m = 2, b = 4, and τ = 1/400.
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Fig. 8 The relationship among max |λ(G)|, α and h1 for the scheme (69) in which l1 =
l2 = 2 and [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ] = [0, 1 −
α
2
, α
2
] on the partitions Case 2 of
Subsection 2.2 with a = ǫ = 1, m = 2, b = 4, and τ = 1/400.
4 Numerical Experiments
We perform numerical experiments in this section to confirm the theoretical
analysis and convergence orders. For the convenience of the following presen-
tation, we denote (11+ 11) as the scheme (69) which combines two first order
shifted Gru¨nwald formula [10], i.e., [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ] = [0, 0, 1];
denote (21 + 21) as the scheme (69) which combines two second order finite
difference schemes with [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ] = [0, 1−
α
2 ,
α
2 ]; denote
(22+22) as the scheme (69) which combines two second order finite difference
schemes with [d
(1)
−1, d
(1)
0 , d
(1)
1 ] = [d
(2)
−1, d
(2)
0 , d
(2)
1 ] = [
2−α
4 , 0,
2+α
4 ].
Example 1 Consider the following problem
∂u(x, t)
∂t
= aD
α
xu(x, t) + f(x, t), (x, t) ∈ (0, 4)× (0, 1], (96)
with the source term
f(x, t)
= −e−t
(
x2+α + x2 +
Γ (3 + α)
2
x2 +
2
Γ (3− α)
x2−α
)
,
and the boundary conditions
u(0, t) = 0, u(4, t) = e−t(16 + 42+α), t ∈ [0, 1], (97)
and the initial value
u(x, 0) = x2+α + x2, x ∈ [0, 4]. (98)
Then the exact solutions of (96) is e−t
(
x2+α + x2
)
.
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Table 6 The discrete L2 errors (eh1,h2 = ‖u − U‖h1,h2 ) and their convergence rates to
Example 1 at t = 1 by using several specific schemes on non-uniform meshes for different α
with a = ǫ = 1, h2 = h1/2, and τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h1 eh1,h2 rate eh1,h2 rate eh1,h2 rate eh1,h2 rate
1/8 5.13 1e-1 - 4.35 1e-1 - 3.47 1e-1 - 2.38 1e-1 -
1/16 2.58 1e-1 0.99 2.07 1e-1 1.00 1.71 1e-1 1.02 1.07 1e-1 1.15
(11+11) 1/32 1.29 1e-1 1.00 1.08 1e-1 1.00 8.49 1e-2 1.01 5.21 1e-2 1.04
1/64 6.47 1e-2 1.00 5.42 1e-2 1.00 4.24 1e-2 1.00 2.59 1e-2 1.01
1/128 3.24 1e-2 1.00 2.71 1e-2 1.00 2.12 1e-2 1.00 1.29 1e-2 1.00
1/8 4.90 1e-2 - 5.26 1e-2 - 6.79 1e-2 - 1.07 1e-1 -
1/16 1.27 1e-2 1.95 1.41 1e-2 1.90 1.85 1e-2 1.88 2.70 1e-2 1.99
(21+21) 1/32 3.22 1e-3 1.98 3.51 1e-3 2.01 4.50 1e-3 2.04 6.49 1e-3 2.05
1/64 8.09 1e-4 1.99 8.53 1e-4 2.04 1.05 1e-3 2.10 1.44 1e-3 2.17
1/128 2.06 1e-4 1.98 2.09 1e-4 2.03 2.42 1e-4 2.12 3.03 1e-4 2.25
1/8 8.71 1e-2 - 7.48 1e-2 - 8.20 1e-2 - 1.14 1e-1 -
1/16 2.18 1e-2 2.00 1.92 1e-2 1.96 2.10 1e-2 1.97 2.73 1e-2 2.06
(22+22) 1/32 5.45 1e-3 2.00 4.81 1e-3 2.00 5.20 1e-3 2.01 6.70 1e-3 2.03
1/64 1.36 1e-3 2.00 1.19 1e-2 2.02 1.24 1e-3 2.07 1.50 1e-3 2.16
1/128 3.44 1e-4 1.99 2.95 1e-4 2.01 2.94 1e-4 2.07 3.23 1e-4 2.21
By applying non-uniform schemes with τ = 1/400, and h2 = h1/2 for
scheme (11+ 11), (21+ 21) as well as (22+ 22), we can see from Table 6 that
the optimal convergence orders can be obtained.
Example 2 Consider the following problem
∂u(x, t)
∂t
= aD
α
xu(x, t) + f, (x, t) ∈ (0, 4)× (0, 1], (99)
with the source term
f(x, t)
= −e−t
(
Γ (1 + α4 )
Γ (1− 3α4 )
x−3α/4 +
1
Γ (1− α)
x−α + xα/4 + 1
)
,
and the boundary conditions
u(0, t) = e−t, u(4, t) =
(
4α/4 + 1
)
e−t, t ∈ [0, 1], (100)
and the initial value
u(x, 0) = xα/4 + 1, x ∈ [0, 4]. (101)
Then the exact solution of (99) is e−t
(
xα/4 + 1
)
.
32 Lijing Zhao, Weihua Deng
Table 7 The discrete L2 errors (eh1,h2 = ‖u − U‖h1,h2 ) and their convergence rates to
Example 2 at t = 1 by using uniform as well as non-uniform first order methods for different
α, where a = ǫ = 1 and τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h2 eh1,h2 rate eh1,h2 rate eh1,h2 rate eh1,h2 rate
1/8 1.13 1e-2 - 1.09 1e-2 - 1.46 1e-2 - 2.56 1e-2 -
S-G-L 1/16 6.98 1e-3 0.70 6.51 1e-3 0.74 8.84 1e-3 0.73 1.66 1e-2 0.63
(h1 = h2) 1/32 4.19 1e-3 0.74 3.80 1e-3 0.78 5.23 1e-3 0.76 1.07 1e-2 0.64
1/64 2.47 1e-3 0.77 2.18 1e-3 0.80 3.05 1e-3 0.78 6.79 1e-3 0.65
1/128 1.45 1e-3 0.77 1.24 1e-3 0.81 1.76 1e-3 0.79 4.30 1e-3 0.66
1/8 2.22 1e-2 - 1.62 1e-2 - 2.19 1e-2 - 5.09 1e-2 -
(11+11) 1/16 1.12 1e-2 0.99 7.33 1e-3 1.15 6.00 1e-3 1.87 9.39 1e-3 2.44
(h1 = h2/5) 1/32 5.55 1e-3 1.01 3.43 1e-3 1.10 2.60 1e-3 1.21 4.62 1e-3 1.02
1/64 2.79 1e-3 0.99 1.71 1e-3 1.00 1.26 1e-3 1.04 2.47 1e-3 0.91
1/128 1.41 1e-3 0.98 8.68 1e-4 0.98 6.63 1e-4 0.93 1.51 1e-3 0.71
Table 7 shows that by using the usual shifted Gru¨nwald formula on uni-
form meshes, the convergence orders of the approximations to the solution
of Example 2 are less than one. While by applying the non-uniform scheme
(11 + 11), with a = ǫ = 1, h1 = h2/5, and τ = 1/400, we can see that errors
caused by h2 are dominant, and thus the desired first order convergence is
reached.
Example 3 Consider the following problem
∂u(x, t)
∂t
= aD
α
xu(x, t) + f(x, t), (x, t) ∈ (0, 4)× (0, 1], (102)
with the source term
f(x, t)
= −e−t
(
x1+α + x+ Γ (2 + α)x+
1
Γ (2− α)
x1−α
)
,
and the boundary conditions
u(0, t) = 0, u(4, t) = e−t(4 + 41+α), t ∈ [0, 1], (103)
and the initial value
u(x, 0) = x1+α + x, x ∈ [0, 4]. (104)
Then the exact solutions of (102) is e−t
(
x1+α + x
)
.
From Table 11 we can see that by using second order schemes on uni-
form meshes, the convergence order of the approximations to the solution of
Example 3 can not reach to 2. While by applying non-uniform schemes with
τ = 1/400, and h1 = h2/5 for schemes (21 + 21) as well as (22 + 22), we can
see from Table 9 that errors caused by h2 are dominant, and thus the optimal
convergence orders can be obtained.
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Table 8 The discrete L2 errors and their convergence rates to Example 3 at t = 1 by using
specific schemes on uniform meshes for different α with τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h ‖u− U‖ rate ‖u− U‖ rate ‖u− U‖ rate ‖u− U‖ rate
1/8 1.12 1e-3 - 1.83 1e-3 - 2.49 1e-3 - 2.50 1e-3 -
1/16 3.72 1e-4 1.59 6.62 1e-4 1.47 9.87 1e-4 1.34 1.11 1e-3 1.18
21 1/32 1.28 1e-4 1.53 2.42 1e-4 1.45 3.91 1e-4 1.34 4.90 1e-4 1.17
1/64 4.57 1e-5 1.49 8.89 1e-5 1.44 1.55 1e-4 1.33 2.18 1e-4 1.17
1/128 1.79 1e-5 1.35 3.38 1e-5 1.39 6.25 1e-5 1.31 9.79 1e-5 1.15
1/8 3.42 1e-3 - 2.03 1e-3 - 2.17 1e-3 - 2.38 1e-3 -
1/16 1.25 1e-3 1.45 7.67 1e-4 1.40 8.72 1e-4 1.32 1.05 1e-3 1.17
22 1/32 4.49 1e-4 1.48 2.83 1e-4 1.44 3.53 1e-4 1.30 4.73 1e-4 1.16
1/64 1.60 1e-5 1.49 1.04 1e-4 1.45 1.43 1e-4 1.30 2.13 1e-4 1.15
1/128 5.74 1e-5 1.48 3.90 1e-5 1.42 5.88 1e-5 1.28 9.65 1e-5 1.14
Table 9 The discrete L2 errors (eh1,h2 = ‖u − U‖h1,h2 ) and their convergence rates to
Example 3 at t = 1 by using specific schemes on non-uniform meshes for different α with
a = ǫ = 1, h1 = h2/5 and τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h2 eh1,h2 rate eh1,h2 rate eh1,h2 rate eh1,h2 rate
1/8 6.18 1e-2 - 9.13 1e-2 - 1.90 1e-1 - 5.78 1e-1 -
(21+21) 1/16 2.28 1e-2 1.44 3.76 1e-2 1.28 5.70 1e-2 1.73 9.40 1e-2 2.62
1/32 5.50 1e-3 2.05 8.43 1e-3 2.15 1.46 1e-2 1.96 3.51 1e-2 1.42
1/64 1.27 1e-3 2.11 1.72 1e-3 2.29 3.34 1e-3 2.13 8.50 1e-3 2.05
1/128 2.77 1e-4 2.20 3.42 1e-4 2.33 7.95 1e-4 2.07 1.88 1e-3 2.18
1/8 8.01 1e-2 - 1.02 1e-1 - 1.90 1e-1 - 5.70 1e-1 -
(22+22) 1/16 2.57 1e-2 1.64 3.84 1e-2 1.41 5.66 1e-2 1.75 9.32 1e-2 2.61
1/32 6.16 1e-3 2.06 8.69 1e-3 2.14 1.47 1e-2 1.94 3.50 1e-2 1.41
1/64 1.43 1e-3 2.11 1.79 1e-3 2.28 3.36 1e-3 2.13 8.48 1e-3 2.04
1/128 3.20 1e-4 2.16 3.64 1e-4 2.30 7.98 1e-4 2.08 1.88 1e-3 2.18
Example 4 Consider the following problem
∂u(x, t)
∂t
= aD
α
xu(x, t) + f(x, t), (x, t) ∈ (0, 4)× (0, 1], (105)
with the source term
f(x, t)
= −e−t
(
x1+|α−1.5|/2 +
Γ (2 + |α− 1.5|/2)
Γ (2− α+ |α− 1.5|/2)
x1−α+|α−1.5|/2
)
,
and the boundary conditions
u(0, t) = 0, u(4, t) = e−t(41+|α−1.5|/2), t ∈ [0, 1], (106)
and the initial value
u(x, 0) = x1+|α−1.5|/2, x ∈ [0, 4]. (107)
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Table 10 The discrete L2 errors and their convergence rates to Example 4 at t = 1 by
using specific schemes on uniform meshes for different α with τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h ‖u− U‖ rate ‖u− U‖ rate ‖u− U‖ rate ‖u− U‖ rate
1/8 8.19 1e-4 - 1.25 1e-3 - 2.09 1e-3 - 2.30 1e-3 -
1/16 2.41 1e-4 1.76 4.57 1e-4 1.45 8.27 1e-4 1.34 9.70 1e-4 1.25
21 1/32 7.41 1e-5 1.70 1.65 1e-4 1.47 3.22 1e-4 1.36 3.99 1e-4 1.28
1/64 2.32 1e-5 1.68 5.89 1e-5 1.48 1.24 1e-4 1.38 1.62 1e-4 1.30
1/128 7.44 1e-6 1.64 2.10 1e-5 1.49 4.73 1e-5 1.39 6.53 1e-5 1.31
1/8 3.92 1e-3 - 2.10 1e-3 - 1.68 1e-3 - 2.00 1e-3 -
1/16 1.19 1e-3 1.72 7.12 1e-4 1.56 7.09 1e-4 1.25 8.90 1e-4 1.17
22 1/32 3.70 1e-4 1.69 2.47 1e-4 1.53 2.87 1e-4 1.30 3.78 1e-4 1.23
1/64 1.16 1e-4 1.67 8.59 1e-5 1.52 1.13 1e-4 1.34 1.56 1e-4 1.27
1/128 3.69 1e-5 1.66 3.00 1e-5 1.52 4.41 1e-5 1.36 6.37 1e-5 1.30
Table 11 The discrete L2 errors (eh1,h2 = ‖u − U‖h1,h2) and their convergence rates to
Example 4 at t = 1 by using specific schemes on non-uniform meshes for different α with
a = ǫ = 1, h1 = h2/5, and τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h1 eh1,h2 rate eh1,h2 rate eh1,h2 rate eh1,h2 rate
1/8 1.73 1e-2 - 1.97 1e-2 - 3.49 1e-2 - 9.54 1e-2 -
(21+21) 1/16 6.10 1e-3 1.51 7.37 1e-3 1.42 9.25 1e-3 1.92 1.50 1e-2 2.67
1/32 1.47 1e-3 2.05 1.66 1e-3 2.15 2.47 1e-3 1.91 5.53 1e-3 1.44
1/64 3.38 1e-4 2.12 3.42 1e-4 2.28 5.76 1e-4 2.10 1.33 1e-3 2.06
1/128 7.39 1e-5 2.19 6.96 1e-5 2.30 1.38 1e-4 2.06 2.93 1e-4 2.18
1/8 2.31 1e-2 - 2.24 1e-2 - 3.52 1e-2 - 9.43 1e-2 -
(22+22) 1/16 7.07 1e-3 1.70 7.67 1e-3 1.55 9.26 1e-3 1.93 1.50 1e-2 2.65
1/32 1.70 1e-3 2.06 1.74 1e-3 2.14 2.49 1e-3 1.89 5.52 1e-3 1.44
1/64 3.95 1e-4 2.10 3.65 1e-4 2.26 5.83 1e-4 2.10 1.33 1e-3 2.05
1/128 8.93 1e-5 2.14 7.65 1e-5 2.25 1.39 1e-4 2.06 2.92 1e-4 2.19
Then the exact solutions of (105) is e−t(x1+|α−1.5|/2).
From Table 10 we can see that by using second order schemes on uni-
form meshes, the convergence order of the approximations to the solution of
Example 4 can not reach to 2. While by applying non-uniform schemes with
τ = 1/400, and h1 = h2/5 for schemes (21 + 21) as well as (22 + 22), we can
see from Table 11 that errors caused by h2 are dominant, and thus the optimal
convergence orders can be obtained.
5 Conclusions
It is well known that most of the time putting more nodes around singularities
and less nodes in smooth region is required in numerically solving PDEs. How-
ever, for this kind of meshes, it is not easy to get a convergent finite difference
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scheme of space fractional operators. This paper provides a basic strategy to
overcome this challenge: based on the technique of mollification, to be approx-
imated solution is firstly decomposed into the exact sum of some functions
which are no lower regular than the original function and have relatively small
common support; then the functions are discretized with different stepsizes;
adding all the discretizations of the functions leads to the approximation of
the solution on non-uniform meshes; when solving the equation, may the tech-
niques of interpolation be needed in the approximation. In fact, by this way,
it is very flexible to design numerical schemes because of the independence
of the mollified functions; similar to the h-p finite element methods, both the
h approximation (different stepsizes are used) and the p approximation (low
and high order schemes are simultaneously used) work well. The proposed
schemes, including the h and p approximations, are theoretically and numer-
ically discussed in detail. We rigorously prove their optimal convergence and
unconditional stability. The extensive numerical experiments are performed
to show the powerfulness of the schemes and confirm the theoretical results.
The ideas given in this paper are expected to stimulate more research in the
numerical solutions of fractional PDEs.
Appendix A
1. Elements in the scheme of left Riemann-Liouville problem
Here we show the specific expressions of the matrices and vectors in (69), where
D = D1 +D2, (108)
D1 = A1M1, (109)
D2 = A2M2, (110)
M1 +M2 = I. (111)
If h1 ≤ h2, then
A1 = h
−α
1 ·


g
(α)
1 g
(α)
0
g
(α)
2 g
(α)
1 g
(α)
0
. . .
. . .
. . .
. . .
g
(α)
N1+NI−1
g
(α)
N1+NI−2
· · · g
(α)
2 g
(α)
1 g
(α)
0 0 · · · 0
g
(α)
N1+NI
g
(α)
N1+NI−1
· · · g
(α)
3 g
(α)
2 g
(α)
1 0 · · · 0
g
(α)
N1+NI+m
g
(α)
N1+NI+m−1
· · · g
(α)
m+3 g
(α)
m+2 g
(α)
m+1 0 · · · 0
. . .
. . .
. . .
. . .
. . .
...
...
g
(α)
N1+NI+N2m
g
(α)
N1+NI+N2m−1
· · · g
(α)
N2m+3
g
(α)
N2m+2
g
(α)
N2m+1
0 · · · 0


︸ ︷︷ ︸
N2
;
(112)
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A2 = h
−α
2 ·


A2,1
A2,2
..
.
A
2,
N1+NI
m
−1
A
2,
N1+NI
m
A
2,
N1+NI
m
+1


, (113)
where
A2,k =


0 · · · 0 ̟
(2,α)
k,1 0 · · · 0 ̟
(2,α)
k−1,1 0 · · · 0 · · · 0 · · · 0 ̟
(2,α)
1,1 0 · · · 0 ̟
(2,α)
0,1 0 · · · 0
0 · · · 0 ̟
(2,α)
k,2 0 · · · 0 ̟
(2,α)
k−1,2 0 · · · 0 · · · 0 · · · 0 ̟
(2,α)
1,2 0 · · · 0 ̟
(2,α)
0,2 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
0 · · · 0 ̟
(2,α)
k,m 0 · · · 0 ̟
(2,α)
k−1,m 0 · · · 0 · · · 0 · · · 0 ̟
(2,α)
1,m 0 · · · 0 ̟
(2,α)
0,m 0 · · · 0


m×(N−1)︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
N−1−(k+1)m
(114)
for k = 1, 2, · · · , N1+NI
m
− 1, and
A
2,
N1+NI
m
=

0 · · · 0 ̟
(2,α)
N1+NI
m
,1
0 · · · 0 · · · 0 · · · 0 ̟
(2,α)
2,1 0 · · · 0 ̟
(2,α)
1,1 ̟
(2,α)
0,1 0 · · · 0
0 · · · 0 ̟
(2,α)
N1+NI
m
,2
0 · · · 0 · · · 0 · · · 0 ̟
(2,α)
2,2 0 · · · 0 ̟
(2,α)
1,2 ̟
(2,α)
0,2 0 · · · 0
...
...
...
...
...
...
...
...
...
0 · · · 0 ̟
(2,α)
N1+NI
m
,m
0 · · · 0 · · · 0 · · · 0 ̟
(2,α)
2,m 0 · · · 0 ̟
(2,α)
1,m ̟
(2,α)
0,m 0 · · · 0


m×(N−1)︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
N2−1
,
(115)
and
A
2,
N1+NI
m
+1
=

0 · · · 0 w
(2,α)
N1+NI
m
+1
0 · · · 0 · · · 0 · · · 0 w
(2,α)
2 w
(2,α)
1 w
(2,α)
0
...
...
...
...
...
. . .
. . .
. . .
0 · · · 0 w
(2,α)
N1+NI
m
+N2−1
0 · · · 0 · · · 0 · · · 0 w
(2,α)
N2
w
(2,α)
N2−1
· · · w
(2,α)
1 w
(2,α)
0
0 · · · 0 w
(2,α)
N1+NI
m
+N2
0 · · · 0 · · · 0 · · · 0 w
(2,α)
N2+1
w
(2,α)
N2
· · · w
(2,α)
2 w
(2,α)
1


N2×(N−1)︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
;
(116)
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M1 =


1
1
. . .
1
sh1,ǫ0
sh1,ǫ1
. . .
sh1,ǫNI−1
0
. . .
0




N1


NI

N2
, (117)
where
sh1,ǫk =
∫ 1−kh1/ǫ
−1
ρ(z)dz, k = 0, 1, · · · , NI − 1; (118)
Hi = Hi0 +H
i
N , (119)
where
Hi0 =
τK
2
(
h−α1 h
D
0 − h
S
0
)(
ui0 + u
i+1
0
)
, (120)
HiN =
τK
2hα2
hDN
(
uib + u
i+1
b
)
, (121)
hD0 (n) =


n−α
Γ (1−α)
, 1 ≤ n ≤ N1 +NI − 1,
(
N1+NI+(n−N1−NI)m
)
−α
Γ (1−α)
, N1 +NI ≤ n ≤ N − 1;
(122)
hS0 = D [1, 1, · · · , 1]
T + h−α2
[
0, 0, · · · , 0, w
(2,α)
0
]T
; (123)
and
hDN =
[
0, 0, · · · , 0, w
(2,α)
0
]T
. (124)
If h2 ≤ h1, then
A1 = h
−α
1 ·


A1,1
A1,2
...
A
1,
N1+NI
m
−1
A
1,
N1+NI
m
A
1,
N1+NI
m
+1


, (125)
where
A1,1 =


w
(1,α)
1 w
(1,α)
0 0 0 0 · · · 0
w
(1,α)
2 w
(1,α)
1 w
(1,α)
0 0 0 · · · 0
. . .
. . .
. . .
w
(1,α)
N1
w
(1,α)
N1−1
· · · w
(1,α)
0 0 · · · 0


N1×(N−1)︸ ︷︷ ︸
N−2−N1
, (126)
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and
A1,k =

̟
(1,α)
N1+k,0
· · · ̟
(1,α)
k,0 0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
1,0 0 · · · 0 ̟
(1,α)
0,0 0 · · · 0
̟
(1,α)
N1+k,1
· · · ̟
(1,α)
k,1 0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
1,1 0 · · · 0 ̟
(1,α)
0,1 0 · · · 0
. . .
. . .
...
...
...
...
...
...
...
...
̟
(1,α)
N1+k,m−1
· · · ̟
(1,α)
k,m−1 0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
1,m−1 0 · · · 0 ̟
(1,α)
0,m−1 0 · · · 0


m×(N−1)︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
N−2−N1−km
(127)
for k = 2, · · · , N1+NI
m
− 1, and
A
1,
N1+NI
m
=

̟
(1,α)
N1+
NI+N2
m
,0
· · · ̟
(1,α)
NI+N2
m
,0
0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
2,0 0 · · · 0 ̟
(1,α)
1,0 0 · · · 0
̟
(1,α)
N1+
NI+N2
m
,1
· · · ̟
(1,α)
NI+N2
m
,1
0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
2,1 0 · · · 0 ̟
(1,α)
1,1 0 · · · 0
. . .
. . .
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
̟
(1,α)
N1+
NI+N2
m
,m−1
· · · ̟
(1,α)
NI+N2
m
,m−1
0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
2,m−1 0 · · · 0 ̟
(1,α)
1,m−1 0 · · · 0


m×(N−1)︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
,
(128)
A
1,
N1+NI
m
+1
=

̟
(1,α)
N1+
NI+N2
m
+1,0
· · · ̟
(1,α)
NI+N2
m
+1,0
0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
3,0 0 · · · 0 ̟
(1,α)
2,0 0 · · · 0
̟
(1,α)
N1+
NI+N2
m
+1,1
· · · ̟
(1,α)
NI+N2
m
+1,1
0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
3,1 0 · · · 0 ̟
(1,α)
2,1 0 · · · 0
. . .
. . .
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
̟
(1,α)
N1+
NI+N2
m
+1,m−1
· · · ̟
(1,α)
NI+N2
m
+1,m−1
0 · · · 0 · · · 0 · · · 0 ̟
(1,α)
3,m−1 0 · · · 0 ̟
(1,α)
2,m−1 0 · · · 0


m×(N−1)︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
︸ ︷︷ ︸
m−1
;
(129)
A2 = h
−α
2 ·


0 · · · 0 0 · · · · · · · · · · · · 0
...
...
...
0 · · · 0 0 · · · · · · · · · · · · 0
0 · · · 0 w
(2,α)
1 w
(2,α)
0
0 · · · 0 w
(2,α)
2 w
(2,α)
1 w
(2,α)
0
...
. . .
. . .
. . .
. . .
0 · · · 0 w
(2,α)
N2+NI−1
w
(2,α)
N2+NI−2
· · · w
(2,α)
2 w
(2,α)
1 w
(2,α)
0
0 · · · 0 w
(2,α)
N2+NI
w
(2,α)
N2+NI−1
· · · w
(2,α)
3 w
(2,α)
2 w
(2,α)
1



N1
︸ ︷︷ ︸
N1
;
(130)
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M1 =


1
1
. . .
1
sh2,ǫ0
sh2,ǫ1
. . .
sh2,ǫNI−1
0
. . .
0




N1


NI

N2
, (131)
where
sh2,ǫk =
∫ 1−kh2/ǫ
−1
ρ(z)dz, k = 0, 1, · · · , NI − 1; (132)
Hi =
τK
2hα2
hDN
(
uib + u
i+1
b
)
, (133)
and
hDN =
[
0, 0, · · · , 0, w
(2,α)
0
]T
. (134)
2. Elements in the scheme of right Riemann-Liouville problem
As for the matrices and vectors in (70), there is
D˜ = D˜1 + D˜2, (135)
D˜1 = A˜1M1, (136)
D˜2 = A˜2M2. (137)
If h1 ≤ h2, then
A˜1 = Â
T
2 , (138)
A˜2 = Â
T
1 , (139)
where Â1 and Â2 are same like A1 in (125) and A2 in (130), respectively, just by
replacing N1 with N2, N2 with N1, (1−
q
m
) with q
m
, h1 with h2, and h2 with h1. And
H˜
i
=
τK
2hα1
h˜
D
0
(
ui0 + u
i+1
0
)
, (140)
where
h˜
D
0 =
[
w
(2,α)
0 , 0, 0, · · · , 0
]T
. (141)
If h2 ≤ h1, then
A˜1 = Â
T
2 , (142)
A˜2 = Â
T
1 , (143)
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where Â1 and Â2 are same like A1 in (112) and A2 in (113), respectively, just by
replacing N1 with N2, N2 with N1, (1−
q
m
) with q
m
, h1 with h2, and h2 with h1. And
H˜
i
= H˜
i
0 + H˜
i
N , (144)
where
H˜
i
N =
τK
2
(
h−α2 h˜
D
N − h˜
S
N
)(
uib + u
i+1
b
)
, (145)
H˜
i
0 =
τK
2hα1
h˜
D
0
(
ui0 + u
i+1
0
)
, (146)
h˜
D
N (n) =


(
N2+NI+(N1+1−n)m
)
−α
Γ (1−α)
, 1 ≤ n ≤ N1 + 1,
(N−n)−α
Γ (1−α)
, N1 + 2 ≤ n ≤ N − 1;
(147)
h˜
S
N = D˜ [1, 1, · · · , 1]
T + h−α1
[
w
(2,α)
0 , 0, 0, · · · , 0
]T
; (148)
and
h˜
D
0 =
[
w
(2,α)
0 , 0, 0, · · · , 0
]T
. (149)
Appendix B
During the real computation, perturbation on matrix D in Eq. (66) should be taken into
consideration, since
∫ 1−d(x)/ǫ
−1 ρ(z)dz is numerically computed as in Remark 2. Now we give
a brief estimate for the difference Ui+1 − U˜
i+1
, where U˜
i+1
is the solution of the system(
I−
τK
2
(D+ δD)
)
U˜
i+1
=
(
I+
τK
2
(D+ δD)
)
Ui + τFi+1/2 +Hi, (150)
and δD is the perturbation matrix of D, assuming that as I − τK
2
D, I − τK
2
(D+ δD) is
nonsingular and real, too.
Here, we need a basic result about error estimates and condition numbers as in the
following lemma:
Lemma 4 ([13]) Assume that x and y satisfies
Ax = b (151)
and
(A+ δA) y = b+ δb, (152)
respectively, where A and δA are real (N−1)×(N−1) matrices, b and δb are real (N−1)×1
vectors. If ‖A−1‖ · ‖δA‖ < 1, then A+ δA is nonsingular, and
‖x− y‖
‖x‖
≤
K(A)
1−K(A)‖δA‖/‖A‖
(
‖δA‖
‖A‖
+
‖δb‖
‖b‖
)
, (153)
where K(A) := ‖A−1‖ · ‖A‖ is the condition number of A.
It is obvious that (69)− (150) leads to(
I −
τK
2
D
)(
Ui+1 − U˜
i+1
)
+
τK
2
δD · U˜
i+1
= −
τK
2
δD ·Ui, (154)
and (151)− (152) leads to
A (x− y)− δA · y = −δb. (155)
Comparing Eq. (154) with Eq. (155), and using Lemma 4, we can get the following error
estimate for the difference between the solutions of (69) and (150).
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Table 12 The condition numbers of L and the preconditioned matrix P−1L for several
specific schemes on non-uniform meshes and different α with a = ǫ = 1, h1 = h2/5, and
τ = 1/400.
α 1.2 1.4 1.6 1.8
scheme h2 K(L) K(P
−1L) K(L) K(P−1L) K(L) K(P−1L) K(L) K(P−1L)
1/8 1.25 1.04 1.60 1.05 2.43 1.08 4.45 1.12
1/16 1.58 1.09 2.62 1.15 5.53 1.26 13.96 1.44
(11+11) 1/32 2.39 1.21 5.52 1.43 16.26 1.88 54.02 2.88
1/64 4.37 1.52 14.36 2.28 56.01 4.57 226.33 13.46
1/128 9.58 2.32 42.46 5.58 199.39 23.16 911.40 131.36
1/8 1.06 1.02 1.24 1.04 1.86 1.06 3.75 1.11
1/16 1.15 1.06 1.69 1.12 3.71 1.22 11.28 1.41
(21+21) 1/32 1.42 1.14 3.07 1.33 10.07 1.77 42.96 2.76
1/64 2.24 1.35 7.44 2.03 33.79 4.12 180.27 12.56
1/128 4.68 1.95 21.67 4.78 120.30 20.04 728.43 123.01
1/8 1.25 1.03 1.59 1.05 2.42 1.07 4.44 1.11
1/16 1.58 1.07 2.59 1.13 5.49 1.24 13.88 1.42
(22+22) 1/32 2.35 1.17 5.40 1.36 15.90 1.77 53.33 2.73
1/64 4.25 1.39 13.76 2.01 54.25 3.89 223.75 11.83
1/128 9.19 1.94 40.67 4.35 195.60 17.47 906.94 109.96
Lemma 5 If If ‖
(
I− τK
2
D
)
−1
‖ · ‖ τK
2
δD‖ < 1, then I − τK
2
(D+ δD) is nonsingular,
and
‖Ui+1 − U˜
i+1
‖
‖Ui+1‖
≤
K(L)
1−K(L)‖δL‖/‖L‖
(
‖δL‖
‖L‖
+
‖δvi‖
‖vi‖
)
(156)
holds, where δL = − τK
2
δD, L = I − τK
2
D, δvi = τK
2
δD ·Ui, and vi =
(
I+ τK
2
D
)
Ui +
τFi+1/2 +Hi.
Table 12 lists sets of condition numbers of L = I − τK
2
D in the sense of 2-norm for
several schemes with a = ǫ = 1, h1 = h2/5, b = 4, and τ = 1/400. Results for h1 > h2 are
similar. Here (11)+(11), (21)+(21), and (22)+(22) present the schemes (69) that combine
with specific formulae as state in numerical section.
We can see from Table 12 that normally the condition number K(L) is not very large,
except when α tends to 2 and h1, h2 are much small, attributing to h
−α
1 being comparably
much larger than h−α2 in D.
Since the coefficients gk are decreasing to zero from g2 [10,14], and so do w
(α)
k and ̟
(α)
k
in (43) and (46) for large k, also, the elements of A2 in (113) are non-zero very m columns
in the first (N1 +NI) lines, when solving the fractional PDEs and well as ODEs for large α
and small h1, h2, we can simply take the preconditioner P of the matrix L as
P−1 =
2∑
k=−2
Lk +
2m∑
k=3
L−k, (157)
where Lk is the matrix in which the entries outside the k-th diagonal are all zeros. Table 12
shows that by using this preconditioning procedure, the condition numbers of L in several
specific schemes can be effectively reduced for different α and a = ǫ = 1, h1 = h2/5, and
τ = 1/400.
Remark 7 Since in the numerical section, the condition numbers of L are tolerable, i.e.,
there is no difference between the numerical errors whether been preconditioned or not, we
don’t take the preconditioning procedure for the left matrix L = I− τK
2
D.
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