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Abstract
The use of a matrix-free, memory-efficient approach to generate large-scale spatially
variant lattices (SVL) was explored. A matrix-free iterative SVL generation algorithm was
formulated and then implemented with a tremendous memory reduction observed. The algorithm
consists of solving first-order central finite-differences along the entirety of the problem space
point-by-point to obtain the grating phase function Φ(𝑠⃗) to which all desired spatially variant
lattice properties are applied to. The algorithm was studied to identify key areas of data and task
parallelism to exploit in heterogeneous computing systems consisting of clusters of central
processing units (CPU) and graphics processing units (GPU) combinations. A sequential version
of the algorithm was implemented in MATLAB to study memory usage; the sequential
implementation proved to cut memory usage in the generation of large-scale SVLs when compared
to the traditional matrix approach. Some preliminary efforts were made to map the algorithm to a
GPU with the use of the Compute Unified Device Architecture (CUDA); these efforts are presented
as the basis to improve the scaling problems inherent with traditional matrix approaches.
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Literature Review
PERIODIC STRUCTURES IN ELECTROMAGNETICS
The control over the behavior of all the properties of an electromagnetic wave has become
a desired feature in fabricated structures and devices. For any control of an electromagnetic wave
to occur, the medium through which it propagates cannot be homogeneous; a gradient of material
properties, a set of device interfaces, or the periodic arrangement of elements is necessary to obtain
control of a wave. Interest in the behavior of an electromagnetic wave when in contact with manmade structures with a periodic arrangement of macroscopic scatterers led to the development of
mathematical foundations that explain the existence of stop-bands, pass-bands, and even bandgaps [1]. The use of spatially variant lattices (SVL) in electromagnetics has allowed for the
generation of metamaterials [2], self-collimating photonic crystals (PCs) [3][4], apodized antennas
used in synthetic aperture radar [5], optical metasurfaces [6], and photonic crystal optics [7][8],
that can be bent, twisted, and functionally graded with minimization of unit cell deformation.
GENERATION OF SPATIALLY VARIANT LATTICES
The direct synthesis of volumetrically-complex spatially variant lattices (SVL) has been a
largely ignored topic. Approaches to synthesize SVLs have dealt with the use of coordinate
transform techniques, such as transformation optics [9][10] and optical conformal mapping [11].
Both of these techniques incorporate spatial variance with the use of coordinate transformations
that result in the generation of permittivity and permeability tensors functions. These methods,
however, do not provide a direct description of the physical geometry of the devices necessary to
satisfy the material tensors.
Rumpf [12] derived a method that directly calculates the geometry of SVLs and prototyped
the algorithm using the finite-difference method (FDM) [12]. Spatial transforms map points in one
space to points in a second space so they fundamentally deform unit cells. The SVL algorithm is
not based on a spatial transform at all and essentially builds a lattice from scratch following
pictures of how the user wishes to spatially vary the lattice. This allows the algorithm to generate
1

the lattice with dramatically minimized deformations to the unit cells. Through a discrete Fourier
transform, a periodic structure is decomposed into a set of planar gratings. Each of the planar
gratings is spatially varied throughout the volume of the lattice and then summed to give the overall
SVL. The orientation and spacing of the planar gratings are described through the grating vector
function K  s  . In concept, the spatially variant grating could be calculated according to
cos  K  s   s  ; however, when the grating vector varies a function of position s , this calculation

is no longer correct. Instead, an auxiliary function is used, called the grating phase   s  . The
grating vector function and grating phase are related through   s   K  s  . Given the grating
phase, the spatially variant planar grating is calculated according to cos   s   .

The

computational bottleneck in this algorithm is solving for the grating phase given the grating vector
function. To date, this was accomplished using the FDM and a lower-upper (LU) decomposition.
It is important to note that this method is largely dependent on the use of large matrices and matrix
algebra libraries to solve for the fundamental equation.
The method described previously suffers from the major drawback of being memoryinefficient when implemented due to its reliance on matrices and linear algebra functions, thus
limiting the scale to which SVLs can be synthesized. The present thesis proposes the formulation
of an iterative SVL generation algorithm based on similar approaches to those used in
electromagnetic simulation tools, such as the finite-difference time-domain (FDTD) method, in
which an update equation is used to explicitly solve the underlying system of partial differential
equations point-by-point throughout the problem space. This approach to the generation of SVLs
allows for the computation of much larger structures due to its matrix-free nature and is, by design,
easily parallelizable in a computer system.
As an exercise to visualize the main drawbacks of the FDM method presented in the
introduction of this body of work, the original matrix FDM algorithm is benchmarked against the
iterative FDM algorithm. Figure 1 presents the results of the benchmark where two sets of data
were compared. The first set of data presented is the execution time of each method for lattices of
increasing size. The iterative FDM approach is observed to have longer execution times as the
2

lattice size increases when compared to the matrix FDM one. This longer execution time is
believed to occur because the differences between the grating phase elements between two
different iterations do not change enough to meet the convergence metric needed to stop iteration.
In larger lattices than the ones presented, the grating phase terms change at a much faster pace,
allowing the algorithm to reach convergence sooner. When sufficiently large lattice sizes are
generated, the matrix FDM approach will execute slower due to the reliance of the method on
matrices and computationally expensive LU decompositions to solve for the fundamental equation.
The second set of data recorded the reported memory usage by MATLAB when generating lattices
of growing numbers of unit cells; in this scenario, the major downside to the matrix FDM approach
is shown in the form of exponentially growing memory usage due to its use of large matrices,
whereas the iterative implementation exhibits a linear trend in memory usage because of only
requiring simple calculations on array elements that scale with lattice size instead of memory
inefficient LU decompositions.

Figure 1: Execution time and memory usage data of matrix and iterative SVL solvers.
3

Methods
The methodology implemented for this study is divided into two sections: Formulation and
Implementation. The Formulation section provides the mathematical framework and methods used
to synthesize large-scale, volumetrically complex SVL structures computationally; it also
describes the mathematical tools used to arrive to the desired SVL solver in detail, as well as
introduces the basic workflow of the algorithm. The Implementation section describes the areas of
the algorithm where parallelization inside of a heterogeneous computing system can be exploited.
FORMULATION
This section introduces the mathematical framework used in the formulation of the overall
algorithm for generation of SVLs. The formulation process begins with the concepts of spatial
variance on a single planar grating. Afterwards, the generalized process to incorporate spatial
variance in arrays of periodic elements is explained. Finally, the necessary update equations to
generate SVLs are derived.
Spatially Variant Planar Gratings
⃗⃗ . This vector has a
A simple sinusoidal planar grating is described by a grating vector 𝐾
direction that is perpendicular to the planes of the grating and has a magnitude of 2𝜋 divided by
the period of the grating Λ. Figure 2 shows a uniform planar grating with an orientation of 𝜃 = 45°
and a period of Λ = 1 .

1

Figure 2: Illustration of how a grating vector describes the period  and orientation  of a planar
grating
Given a grating vector, the grating is calculated by
⃗⃗ ⋅ 𝑠⃗)
𝜀𝑎 (𝑠⃗) = 𝑐𝑜𝑠(𝐾

(1)

⃗⃗ = 𝐾𝑥 𝑥̂ + 𝐾𝑦 𝑦̂ + 𝐾𝑧 𝑧̂
𝐾

(2)

⃗⃗ is of the form
Where 𝐾

With a magnitude
⃗⃗| =
|𝐾

2𝜋
𝛬

(3)

And 𝑠⃗ is
𝑠⃗ = 𝑥𝑥̂ + 𝑦𝑦̂ + 𝑧𝑧̂

(4)

The value 𝜀a (𝑟⃗) is known as the analog grating because of its continuous variation between
the values of -1 and 1.
⃗⃗ needs to become a function of position in order to spatially
The vector quantity 𝐾
⃗⃗ becomes 𝐾
⃗⃗ (𝑠⃗), the
vary the grating by varying the period or direction. As the vector quantity 𝐾
calculation in Eq. (1) fails to properly compute the analog grating [13],

2

⃗⃗(𝑠⃗) ⋅ 𝑠⃗]
𝜀𝑎 (𝑠⃗) ≠ 𝑐𝑜𝑠[𝐾

(5)

To properly incorporate spatial variance in a planar grating, an intermediate parameter
called the grating phase Φ(𝑠⃗) is introduced. The definition of the grating phase can be explained
in the context of waves, since they have a similar mathematical form. As a wave propagates
through a medium, it accumulates phase; as such, the wave can be calculated from just the phase.
The grating phase is related to the grating vector through the gradient operation
⃗⃗(𝑠⃗)
𝛻𝛷(𝑠⃗) = 𝐾

(6)

To calculate the grating phase, it is necessary to solve Eq. (6) numerically because no
analytical solution exists for this equation. Furthermore, the problem needs to be solved using a
best fit because there are more attributes that are being controlled at the same time than there are
degrees of freedom. In this body of work, the best fit framework being used is that of least squares
due to its mathematical simplicity [14]. It is important to note that this solution as a best fit problem
leads to the generation of SVLs that will usually still have some deformations, albeit greatly
reduced. After numerically solving for the grating phase, the analog grating can be computed by
𝜀𝑎 (𝑠⃗) = 𝑐𝑜𝑠[𝛷(𝑠⃗)]

(7)

Equation (7) is important because it provides the mathematical means through which spatial
variance can be incorporated into planar gratings without failing in specific cases. In the following
section, the extension from planar gratings to lattices is presented.
Spatially-variant lattices
The generalization from planar grating to full SVLs is straightforward. The single unit cell
that describes the periodic structure to be spatially varied is Fourier transformed into a set of planar
gratings. It is pertinent to mention that Fourier transform of a periodic array of elements is reduced
into a discrete Fourier transform (DFT); therefore, the DFT is performed on the baseline unit cell
to obtain each planar grating. Each of those resulting gratings are then spatially varied individually
and finally summed to obtain the overall lattice.
3

This simple generalization to the formulation proves to be of utmost importance to generate
SVLs because it allows a unit cell of arbitrary size and shape to be spatially varied throughout a
lattice. This means that commonly known unit cells that show a very strong electromagnetic
response can be exploited further by spatially varying them.
The update equation
At this point, we shift the focus from the underlying mathematical constructs that aide in
the generation of SVLs into laying out the fundamental equations that will be used for the
⃗⃗
remainder of this body of work; the goal is to obtain an iterative solver for the ∇ Φ(𝑠⃗) = 𝐾
problem. The expression in Eq. (6) can be expanded to Cartesian coordinates.
𝜕𝛷(𝑠⃗) 𝜕𝛷(𝑠⃗) 𝜕𝛷(𝑠⃗)
+
+
= 𝐾𝑥 (𝑠⃗)𝑎̂𝑥 + 𝐾𝑦 (𝑠⃗)𝑎̂𝑦 + 𝐾𝑧 (𝑠⃗)𝑎̂𝑧
𝜕𝑥
𝜕𝑦
𝜕𝑧

(8)

This single vector equation can be separated into three independent scalar equations
𝜕𝛷(𝑠⃗)
= 𝐾𝑥 (𝑠⃗)
𝜕𝑥
𝜕𝛷(𝑠⃗)
= 𝐾𝑦 (𝑠⃗)
𝜕𝑦

(9)
(10)

𝜕𝛷(𝑠⃗)
= 𝐾𝑧 (𝑠⃗)
𝜕𝑧

(11)

Equation (9) can be approximated by a central finite-difference to the 𝑖 − 1 side or a central
finite-difference to the 𝑖 + 1 side.
𝛷|𝑖,𝑗,𝑘 − 𝛷|𝑖−1,𝑗,𝑘 𝐾𝑥 |𝑖,𝑗,𝑘 + 𝐾𝑥 |𝑖−1,𝑗,𝑘
=
𝛥𝑥
2
𝛷|𝑖+1,𝑗,𝑘 − 𝛷|𝑖,𝑗,𝑘 𝐾𝑥 |𝑖+1,𝑗,𝑘 + 𝐾𝑥 |𝑖,𝑗,𝑘
=
𝛥𝑥
2

𝑖 − 1 𝑠𝑖𝑑𝑒

(12)

𝑖 + 1 𝑠𝑖𝑑𝑒

(13)

Solving Eqs. (12) and (13) for Φ|𝑖,𝑗,𝑘 results in
𝛥𝑥
(𝐾𝑥 |𝑖,𝑗,𝑘 + 𝐾𝑥 |𝑖−1,𝑗,𝑘 )
2
𝛥𝑥
= 𝛷|𝑖+1,𝑗,𝑘 +
(𝐾𝑥 |𝑖+1,𝑗,𝑘 + 𝐾𝑥 |𝑖,𝑗,𝑘 )
2

𝛷|𝑖,𝑗,𝑘 = 𝛷|𝑖−1,𝑗,𝑘 +

(14)

𝛷|𝑖,𝑗,𝑘

(15)

Adding Eqs. (14) and (15) and solving for |i,j,k results in

4

𝛷|𝑖,𝑗,𝑘 =

 i , j ,k

𝛷|𝑖−1,𝑗,𝑘 + 𝛷|𝑖+1,𝑗,𝑘 𝛥𝑥
+
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥|𝑖+1,𝑗,𝑘 )
2
4

(16)

Equation (16) can then be interpreted as an update equation to calculate a new value of
from the old values.
𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 =

𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
+
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥 |𝑖+1,𝑗,𝑘 )
2
4

(17)

By inspection, Eqs. (10)-(11) can be derived into similar equations as Eq. (16)
𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
+
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 )
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
=
+ (𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑧 |𝑖,𝑗,𝑘+1 )
2
4

𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 =

(18)

𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘

(19)

By inspection of Eqs. (17)-(19), it is clear to see that we are presented with a system of
equations in which there are more equations than unknowns. Given this information, it is not
possible to use this system of equations simultaneously to obtain Φnew |𝑖,𝑗,𝑘 ; it is necessary to solve
the set of equations in the sense of least squares. To do this, Eqs. (17)-(19) are written with error
terms incorporated
𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
+
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥 |𝑖+1,𝑗,𝑘 ) + 𝜀1
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 =
+
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 ) + 𝜀2
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 =
+ (𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑧 |𝑖,𝑗,𝑘+1 ) + 𝜀3
2
4
𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 =

(20)

Solving each equation in (20) for the error term yields
𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
−
(𝐾𝑥 |𝑖−1,𝑗,𝑘 + 𝐾𝑥 |𝑖+1,𝑗,𝑘 )
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
𝜀2 = 𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −
−
(𝐾𝑦 |𝑖,𝑗−1,𝑘 + 𝐾𝑦 |𝑖,𝑗+1,𝑘 )
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
𝜀3 = 𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −
− (𝐾𝑧 |𝑖,𝑗,𝑘−1 + 𝐾𝑧 |𝑖,𝑗,𝑘+1 )
2
4
𝜀1 = 𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −

(21)

In the framework of least squares, the overall error 𝐸 is
𝐸 = 𝜀12 + 𝜀22 + 𝜀32

5

(22)

It is necessary to minimize the value in Eq. (22) by calculating Φnew |𝑖,𝑗,𝑘 with the use of
the first-derivative rule
0=
0=
0=

𝑑𝐸
𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘

𝑑
𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘

(𝜀12 + 𝜀22 + 𝜀32 )

𝑑𝜀12
𝑑𝜀22
𝑑𝜀32
+
+
𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘
2

𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
0=
[𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −
−
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥 |𝑖+1,𝑗,𝑘 )] + ⋯
𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘
2
4
𝑑

+

2

𝑑
𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘

[𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −

𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
−
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 )] + ⋯
2
4
2

𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
+
[𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −
−
(𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑧 |𝑖,𝑗,𝑘+1 )]
𝑑𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘
2
4
𝑑

Using the derivative chain rule
0 = 2 [𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −
+2 [𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −

𝑑𝑓(𝑔(𝑥))
𝑑𝑥

=

𝑑𝑓(𝑥)
𝑑𝑢

𝑑𝑢

⋅ 𝑑𝑥

𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
−
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥 |𝑖+1,𝑗,𝑘 )] + ⋯
2
4

𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
−
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 )] + ⋯
2
4

+2 [𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 −

𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
− (𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑧 |𝑖,𝑗,𝑘+1 )]
2
4

Solving for Φnew |𝑖,𝑗,𝑘 yields
1 𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 = [
+
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥 |𝑖+1,𝑗,𝑘 )]
3
2
4
1 𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
+ [
+
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 )]
3
2
4

(23)

1 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
+ [
+ (𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑧 |𝑖,𝑗,𝑘+1 )]
3
2
4

Comparing the terms inside the square brackets in Eq. (23) to Eqs. (17)-(19) shows that the
system of equations in Eq. (23) by least squares equals to the arithmetic mean of the value of
Φnew |𝑖,𝑗,𝑘 generated by solving Eqs. (17)-(19) individually. Therefore,
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𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘 =

𝛷𝑥 |𝑖,𝑗,𝑘 + 𝛷𝑦 |𝑖,𝑗,𝑘 + 𝛷𝑧 |𝑖,𝑗,𝑘
3

(23)

Where,
𝛷𝑜𝑙𝑑 |𝑖−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖+1,𝑗,𝑘 𝛥𝑥
+
(𝐾𝑥 |𝑖−1,𝑗,𝑘 − 𝐾𝑥 |𝑖+1,𝑗,𝑘 )
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
𝛷𝑦 |𝑖,𝑗,𝑘 =
+
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 )
2
4
𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
𝛷𝑧 |𝑖,𝑗,𝑘 =
+
(𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑧 |𝑖,𝑗,𝑘+1 )
2
4
𝛷𝑥 |𝑖,𝑗,𝑘 =

(25)

Incorporating boundary conditions
It is important to note that the terms in Eq. (25) fail to properly compute at the edges of the
grid. The first condition is when 𝑖 = 1 since the calculation for Eq. (25) becomes
𝛷𝑥 |1,𝑗,𝑘 =

𝛷𝑜𝑙𝑑 |0,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |2,𝑗,𝑘 𝛥𝑥
+
(𝐾𝑥 |0,𝑗,𝑘 − 𝐾𝑥 |2,𝑗,𝑘 )
2
4

(26)

This is attempting to compute Φ𝑥 when 𝑥 = 0, which exists outside of the grid range of
1 < 𝑥 < 𝑁𝑥. . In a similar manner, the second condition for improper computation occurs when
𝑖 = 𝑁𝑥 . The calculation then becomes,
𝛷𝑥 |𝑁𝑥 ,𝑗,𝑘 =

𝛷𝑜𝑙𝑑 |𝑁𝑥−1,𝑗,𝑘 + 𝛷𝑜𝑙𝑑 |𝑁𝑥 +1,𝑗,𝑘 𝛥𝑥
+
(𝐾𝑥 |𝑁𝑥 −1,𝑗,𝑘 − 𝐾𝑥 |𝑁𝑥 +1,𝑗,𝑘 )
2
4

(27)

Where Φold |𝑁𝑥 +1,𝑗,𝑘 and 𝐾𝑥 |𝑁𝑥 +1,𝑗,𝑘 are attempting to access values of Φold and 𝐾𝑥 when
𝑥 is outside of the upper limit set by 𝑁𝑥 . To compensate for this, it is necessary to reformulate the
update equation in (25); this expression was obtained by adding Eqs. (14) and (15). To properly
reformulate, only Eq. (15) is interpreted as being the update equation.
𝛷𝑥 |1,𝑗,𝑘 = 4𝛷𝑜𝑙𝑑 |2,𝑗,𝑘 − 2𝛥𝑥(𝐾𝑥 |2,𝑗,𝑘 + 𝐾𝑥 |1,𝑗,𝑘 )

(28)

In a similar fashion, the infringing terms in Eq. (27) are ignored in Eqs. (14) and (15); Eq.
(15) is then interpreted as the update equation:
𝛷𝑥 |𝑁𝑥 ,𝑗,𝑘 = 4𝛷𝑜𝑙𝑑 |𝑁𝑥 −1,𝑗,𝑘 + 2𝛥𝑥(𝐾𝑥 |𝑁𝑥 ,𝑗,𝑘 + 𝐾𝑥 |𝑁𝑥 −1,𝑗,𝑘 )

(29)

To complete the formulation for Φ𝑥 , the terms in Eqs. (25), (28), and (29) are used to yield
7

4Φold |2,j,k − 2Δx(K x |2,j,k + K x |1,j,k )
Φold |i−1,j,k +Φold |i+1,j,k

Φx |i,j,k =

2

{

+

Δx
4

(K x |i−1,j,k − K x |i+1,j,k )

4Φold |Nx −1,j,k + 2Δx(K x |Nx ,j,k + K x |Nx −1,j,k )

for i = 1
2 ≤ i ≤ Nx − 1

(30)

for i = Nx

By inspection of Eq. (30), the expressions for Φ𝑦 and Φ𝑧 become,
4𝛷𝑜𝑙𝑑 |𝑖,2,𝑘 − 2𝛥𝑦(𝐾𝑦 |𝑖,2,𝑘 + 𝐾𝑦 |𝑖,1,𝑘 )
𝛷𝑜𝑙𝑑 |𝑖,𝑗−1,𝑘 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗+1,𝑘 𝛥𝑦
+
(𝐾𝑦 |𝑖,𝑗−1,𝑘 − 𝐾𝑦 |𝑖,𝑗+1,𝑘 )
2
4

𝛷𝑦 |𝑖,𝑗,𝑘 =

{

𝛷𝑧 |𝑖,𝑗,𝑘 =

2 ≤ 𝑗 ≤ 𝑁𝑦 − 1

4𝛷𝑜𝑙𝑑 |𝑖,𝑁𝑦 −1,𝑘 + 2𝛥𝑦 (𝐾𝑦 |𝑖,𝑁𝑦 ,𝑘 + 𝐾𝑦 |𝑖,𝑁𝑦 −1,𝑘 )

𝑓𝑜𝑟 𝑗 = 𝑁𝑦

4𝛷𝑜𝑙𝑑 |𝑖,𝑗,2 − 2𝛥𝑧(𝐾𝑧 |𝑖,𝑗,2 + 𝐾𝑧 |𝑖,𝑗,1 )

𝑓𝑜𝑟 𝑘 = 1

𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘−1 + 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘+1 𝛥𝑧
+ (𝐾𝑧 |𝑖,𝑗,𝑘−1 − 𝐾𝑥 |𝑖,𝑗,𝑘+1 )
2
4
{

𝑓𝑜𝑟 𝑗 = 1

4𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑁𝑧−1 + 2𝛥𝑧(𝐾𝑧 |𝑖,𝑗,𝑁𝑧 + 𝐾𝑧 |𝑖,𝑗,𝑁𝑧−1 )

2 ≤ 𝑘 ≤ 𝑁𝑧 − 1

(31)

(32)

𝑓𝑜𝑟 𝑘 = 𝑁𝑧

IMPLEMENTATION
In this section, the step-by-step description of the overall algorithm to generate SVLs is
presented. The first subsection discusses the input maps that define the spatial variance to be
implemented. The following sub-sections define the steps necessary to synthesize a SVL as well
as presenting the flow-diagram of the algorithm for ease of implementation on a computer system.
Algorithm inputs
There are two pieces of data needed by the algorithm to synthesize SVLs, the baseline unit
cell and the functions defining the spatial variance of the lattice parameters.
Construction of baseline unit cell
The baseline unit cell describes the geometry of the singular element in a periodic array to
be spatially varied. Figure 3 shows an example of what type of unit cell data is expected as an
8

input for the algorithm. To simplify the implementation of the algorithm, the function describing
the unit cell 𝜀uc (𝑠⃗) is initialized to all zeros and any coordinate where dielectric exists is set to 1.

Figure 3: Baseline unit cell
The constructed unit cell is then decomposed into a complex Fourier series via a fast
Fourier transform (FFT). The resultant coefficients in each term of the series can be interpreted as
a one-dimensional (1D) sinusoidal grating. Since the Fourier expansion results in an infinite
number of terms, the decomposition of the unit cell needs to be truncated to a finite number of
harmonics, 𝑀, for it to be feasible to implement on a computer. Thus, the unit cell function 𝜀uc (𝑠⃗)
becomes,
𝑀

𝜀𝑢𝑐 (𝑠⃗) = ∑ 𝛼𝑚 𝑒 𝑗𝐾⃗⃗𝑚 ⋅𝑠⃗

(33)

𝑚=1

Where 𝑠⃗ is the position, 𝛼𝑚 is the complex Fourier coefficient of the 𝑚𝑡ℎ spatial harmonic,
⃗⃗𝑚 is the grating vector associated with the 𝑚𝑡ℎ spatial harmonic. The associated grating
and 𝐾
vectors are calculated with
⃗⃗𝑚 =
𝐾

2𝜋𝑝
2𝜋𝑞
2𝜋𝑟
𝑥̂ +
𝑦̂ +
𝑧̂
𝛬𝑥
𝛬𝑦
𝛬𝑧

9

(34)

Where 𝑝, 𝑞, and 𝑟 are integers that represent the indices of the spatial harmonics and Λ 𝑥 ,
Λ 𝑦 , and Λ 𝑧 are the unit cell dimensions in the 𝑥, 𝑦, and 𝑧 directions.
The decomposition of the unit cell shown in Figure 3 into its spatial harmonics is shown in
Figure 4 for both two-dimensional (2D) and three-dimensional (3D) cases. For the remainder of
this body of work, the final generated lattice will consist of the summation of three planar gratings,
resulting in a simple cubic unit cell.

Figure 4: Spatial harmonic decomposition for a) 2D and b) 3D unit cells [12]
Define spatially variant functions
Of all the lattice parameters that can be spatially varied, the period, orientation, and fill
fraction of each unit cell seem to be the most common. A function that defines each parameter of
interest needs to be constructed before the implementation of the algorithm. This is done by
generating maps, either two-dimensional or three-dimensional, where each point in space describes
the variation that is desired. For illustration purposes, the maps shown in Figure 5 represent sample
spatial variance maps for a 2D lattice in which the lattice spacing is spatially varied radially, the
orientation of each unit cell is slightly bent along the 𝑥-axis, and the unit cell’s fill fraction is
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linearly graded from left to right. It is important to note that any arbitrary pattern can be used to
control the spatial variance of these parameters.

Figure 5: Spatially variant input functions for 2D cases [12]
Iterative Synthesis of SVLs
The proposed algorithm generates the overall lattice by spatially varying each planar
grating for the decomposed unit cell. The algorithm described below illustrates the steps to
spatially vary each harmonic.
⃗⃗⃗ function
Generate spatially variant 𝑲
To compute the spatially variant 𝐾 function, a grid that encompasses the problem space is
⃗⃗𝑚 grating vector associated with the 𝑚𝑡ℎ spatial harmonic is extracted and
constructed. The 𝐾
applied to the entirety of the grid. A simple addition operation is then performed to incorporate
the tilt of the orientation function and obtain an intermediary 𝐾 function. Finally, the magnitude
of this intermediary 𝐾 function is multiplied by the nominal lattice spacing and then further divided
by the spatially variant period information to produce the final spatially variant 𝐾 function. This
process is summarized in Figure 6 for a 2D case.
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Figure 6: Generation of the spatially variant K function [12]
⃗⃗)
Calculate grating phase 𝜱(𝒔
The computation of the grating phase is carried out in three independent calculations per
iteration. As shown in Eqs. (30)-(32) each individual component of Φ(𝑠⃗) can be calculated
independently from each other. The grating phase is initialized to be all zeros; more sophisticated
initialization schemes that minimize the amount of iterations needed to converge to a result might
be used but are not within the scope of this work. Each point in the problem space is iterated
through to calculate Φ𝑥 , Φ𝑦 , and Φ𝑧 . Following the calculation of each phase component, the
updated grating phase is calculated using Eq. (1). The newly obtained grating phase is then
compared to the grating phase one previous iteration to compute the step increment of the problem
space; the process is repeated until the problem space step increment converges to a preset
threshold.
Calculate step increment
The newly obtained grating phase is then compared to the grating phase from the previous
iteration to compute the overall step increment of the problem space; the process is repeated until
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the problem space step increment in the grating phase falls below some predefined threshold. In
this regard, the error is calculated with the use of the following set of equations:
𝐼

𝐽

𝐾

𝛷𝑜𝑙𝑑 = ∑ ∑ ∑ 𝛷𝑜𝑙𝑑 |𝑖,𝑗,𝑘

(35)

𝑖=1 𝑗=1 𝑘=1
𝐼

𝐽

𝐾

𝛷𝑛𝑒𝑤 = ∑ ∑ ∑ 𝛷𝑛𝑒𝑤 |𝑖,𝑗,𝑘

(36)

𝑖=1 𝑗=1 𝑘=1

𝑒𝑟𝑟 =

(𝛷𝑜𝑙𝑑 − 𝛷𝑛𝑒𝑤 )
𝐼∗𝐽∗𝐾

(37)

Compute spatially variant 1-D grating
After computing the overall grating phase for the problem space, the spatially variant
grating, 𝜀v (𝑠⃗), is calculated with the use of the following equation:
𝜀𝑣 (𝑠⃗) = 𝛼𝑚 𝑒 𝑖𝛷(𝑠⃗)

(38)

Where 𝛼𝑚 represents the Fourier coefficient of the 𝑚𝑡ℎ spatial harmonic, obtained from
the decomposition of the baseline unit cell.
Compute overall lattice
Having calculated each spatially variant 1-D grating, the overall lattice is obtained from
their sum.
𝑀

𝜀𝑣 (𝑠⃗) = 𝑅𝑒 [ ∑ 𝜀𝑣 (𝑠⃗)]

(39)

𝑚=1

The numerical noise caused by the use of the FFT and the construction of the lattice via
the use of (33) may cause the dielectric values in 𝜀v (𝑠⃗) to contain a small complex component,
which is negligible and is ignored with the use of only the real component of the summation.
Algorithm flowchart
Having defined the steps necessary to generate SVLs iteratively, it is useful to visualize
the flow of the algorithm through a block diagram. This visualization allows for the quick
understanding of the key points of the workflow and the necessary parameters that need to be
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generated to properly compute SVLs. The diagram in Figure 7 shows the basic workflow for
generating SVLs.

Figure 7: Algorithm flowchart
Identifying key areas of parallelism
To facilitate the implementation of the presented algorithm inside of a heterogeneous
computing system, the key areas of data parallelism need to be identified. The algorithm is solving
for the underlying partial differential equations in Eq. (6) throughout the entire problem space.
This distribution of the calculations means that the bulk of the computations occurs whenever the
algorithm is rasterizing through each point in the volume of the problem. At first glance, the
computation of the auxiliary Φ𝑥 , Φ𝑦 , and Φ𝑧 parameters, as well as the computation of the overall
grating phase Φ(𝑠⃗) and the calculation of the final SVL pose ideal candidates for parallelization.
Given these considerations, it is easy to begin the exploration of areas of potential parallelism by
focusing on these terms.
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The study of possible areas of parallelism begins with the computation of the auxiliary Φ
terms. Given that these calculations in equations (30)-(32) can be performed independent from one
another over each iteration, they pose a very attractive candidate for task parallelism, where each
CPU core in a multi-core system handles execution of these calculations in parallel. Furthermore,
to study the level of data parallelism for these equations, it is necessary to study how the algorithm
handles data during these computations. For each intermediate term, the algorithm rasterizes for
each point in the problem space to evaluate the expressions in equations (30)-(32); these
expressions depend only on previous values of the overall Φ(𝑠⃗) term, the grid resolution, and
information about the spatial variance maps absorbed under the 𝐾 function. These calculations are
therefore a prime candidate for mapping inside of a massively parallel processor such as a GPU
because they can be performed as a distribution of threads that compute each individual voxel in
the problem space. A thoughtful implementation of these terms inside of a GPU breaks apart the
problem space into smaller sub-sections that can be loaded in fast-access memory to save the
computational overhead of host-to-device memory accesses.
The following snippets of code, presented in Figure 8, aim to contextualize the areas in
which the computation of these intermediate Φ pose an ideal candidate for parallelization. In
Figure 8a, the sequential implementation of the iterative method for calculating Φ𝑥 is presented as
a triple for loop that calculates Φ𝑥 for every point in the problem space. This sequential version of
the implementation has the major drawback that for large values of 𝑁𝑥, 𝑁𝑦, and 𝑁𝑧, the triple loop
implemented takes a long time to execute. Furthermore, these computations do not depend on other
values of Φ𝑥 , they can be carried independently from each other as a GPU kernel. In Figure 8b,
the GPU kernel implementation is presented where each thread in a CUDA grid is tasked with
calculating a Φ𝑥 value in space.
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Figure 8: a) Sequential and b) parallel kernel implementations to calculate intermediate grating
phase parameters
Following the study of the intermediate grating phase terms, the focus shifts to studying
the levels of parallelism available for exploitation in the calculation of the overall grating phase
term in equation (24). In a similar fashion to the calculation of the intermediate grating phase
terms, the overall Φ(𝑠⃗) term is calculated by rasterizing through the entire problem space size; the
main difference lies with the terms that this calculation is dependent on. As evidenced in equation
(24), the grating phase depends only on the values at each coordinate in space for the intermediate
Φ𝑥 , Φ𝑦 , and Φ𝑧 terms. This equation is therefore also a prime candidate for data level parallelism
and mapping inside of a GPU because it only requires memory accesses to certain points in space
that are not dependent on one another.
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In Figure 9a, the sequential implementation to calculate the Φ(s⃗) parameter rasterizes
through the problem space with the use of a triple loop. In a similar manner to the calculation of
the intermediate Φ terms, this approach can take long execution times with large grid sizes. Given
that the parameters needed to calculate Φ(s⃗) are distributed independently through the volume of
the problem gird, they can be parallelized inside of a CUDA kernel by launching a grid of threads
in which each thread reads the Φx , Φy , and Φz values throughout space and then calculates Φ(s⃗)
as shown in Figure 9b.

Figure 9: a) Sequential and b) parallel implementations to calculate the overall grating phase on a
volume.
The next term of interest to study for parallelism is the calculation of the error term that
determines if the grating phase calculation continues or if it is interrupted. In this case, data
parallelism is the main mechanism that can be exploited since it depends only on addition of terms
of Φ(𝑠⃗) of two consecutive iterations. This section of the algorithm can be easily mapped to a
GPU capable of executing the concurrent accesses to allocated space in memory. In this case, to
avoid race conditions [15] on data accesses, the use of atomic operations was performed at the cost
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of execution time. In Figure 10a, the sequential implementation, in a trend similar to the two
previous calculations explored, uses triple loops to rasterize through the problem space to obtain
the absolute maximum difference between two successive iterations to obtain the Φ(𝑠⃗) parameter.
In the parallel case, shown in Figure 10b, the kernel exploits the GPU’s capabilities to use many
different threads to access variables to add all of the contents of Φold and Φnew into single
numbers. These variables are then further used in host code to obtain the absolute maximum
difference between these two parameters. It is important to note that the use of atomic operations
in this implementation has a negative effect on the performance of the algorithm, but were
necessary to avoid race conditions that destroy the data present in these arrays. Further
improvements to the algorithm can be obtained by completely avoiding the use of atomics.

Figure 10: a) Sequential and b) parallel implementation to calculate overall error
The final term to explore for possible parallelism is the calculation of the overall SVL
structure with the use of equation (39). In a very similar vein to the terms discussed thus far, the
calculation of the overall SVL can be parallelized via the mapping of the calculations to a GPU
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because of its high level of data parallelism. The SVL is initially set to all zeroes for all points in
the problem space and each planar grating iteration, the cosine calculation of each element of the
grating phase array is added to it; this process is repeated for 𝑁𝐾 number of spatial harmonics. In
Figure 11a, the sequential implementation happens in two separate steps: the first one calculates
the analog grating for the 𝑛𝑘 𝑡ℎ harmonic with a cosine operation on a point-by-point basis, the
second one calculates the overall SVL by adding the 𝑛𝑘 𝑡ℎ grating to the overall SVL array. In
Figure 11b, the parallel implementation is also comprised of two separate kernels: the first kernel
distributes the calculation of the analog grating such that each thread in the grid calculates the
cosine of the grating phase. The second step adds each value of the analog grating point-by-point
to the overall SVL array.
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Figure 11: a) Sequential and b) parallel implementations to calculate the overall SVL
The appendix contains the first steps taken to map the iterative SVL solving algorithm to a
CUDA-enabled GPU.
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Results
For illustration purposes, a lattice with orientation maps following a meandering line in a
volume of space and a constant lattice constant function (as shown in Figure 12) was generated.

Figure 12: 3D spatial variance maps
Figure 13 shows the generated lattice with 10 × 10 × 10 unit cells. As can be seen, the
lattice output shows no signs of discontinuities, or changes to the overall geometry of the unit cells
that compose it. As referenced in Figure 1, the total memory utilized for this lattice never exceeded
2 GB, which is an ideal characteristic of the iterative SVL solver that allows for the generation of
large-scale devices.

Figure 13: Double-bend lattice generated iteratively
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Conclusions
The generation of SVLs with conventional finite-difference methods has proven to be
memory inefficient, thus limiting the synthesis of large-scale lattices that can be of special
importance in electromagnetics. In this body of work, an iterative, matrix-free, approach to
compute these periodic structures was derived and the main points of parallelization were
identified.
Using a similar approach to that of the finite-difference time-domain method[16], the
fundamental underlying equations that allow for the generation of SVLs were derived. These
equations were then organized into a cohesive algorithm that serves as the foundation for a
computational implementation. This algorithm was further analyzed to understand the main areas
of heavy computational tasks as well as the overall memory consumption. Finally, the possibility
to map these key areas of parallelism to a heterogeneous computing system consisting of many
CPU cores and GPU cores was explored to allow data scientists and distributed computing
architects to easily implement the presented algorithm.
The main focus of this body of work was to develop a novel approach to generating largescale spatially variant lattices. The algorithm derived was implemented in a sequential MATLAB
script and memory usage reductions of upwards of 15 GB were observed, thus proving the viability
of the proposed method to generate large-scale lattices. The method proposed succeeded at this
task given its matrix-free nature and due to the avoidance of use of expensive lower-upper
decompositions that the original matrix method extensively used. An execution speedup is
expected at larger lattice sizes due to the tendency of the intermediate parameters calculated
iteratively (Φ(𝑠⃗)) to change more abruptly, allowing for convergence to occur at a faster pace.

22

Future Work
Although preliminary work was done to map the current algorithm to a CUDA-capable
GPU, the expected performance boost and results were not obtained. As part of future work to
continue this research, and following the identification of the key areas of parallelism within the
algorithm, an efficient heterogeneous computing system application of the algorithm needs to be
implemented. To achieve this with the best performance boost, a few considerations need to be
accounted for. The first is that large size computations need to be automatically broken apart into
smaller sections to allow the hardware to use shared memory to improve computational overhead,
the second is to efficiently distribute the computing tasks between CPU cores and GPU
architectures.
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Appendix
CUDA PROGRAM ANATOMY
At the core of the CUDA programming paradigm, the coexistence of a host (CPU) and one
or more devices (GPUs) is expressed with the use of the programming toolkit provided by
NVIDIA. The structure of a CUDA program is, therefore, a combination of pure C++ code—meant
to be executed sequentially in the host—and device code that exhibits a great level of data
parallelism. These pieces of data-parallel code, called kernels, are executed one at a time by the
host code. Figure 14 shows a typical execution diagram for a CUDA C++ program; it is important
to note that the programming model allows for the distribution of data parallelism inside of the
kernel to be made in a grid containing blocks of n threads that can be mapped to nth dimensional
data.

Figure 14: Heterogeneous programming model in CUDA [15]
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CUDA HARDWARE IMPLEMENTATION
With the advent of high-demand, high-definition 3D graphics, graphics processing units
have evolved into a highly parallel, multi-threaded, manycore processor [15]. Any CUDA-enabled
GPU contains a high number of streaming multiprocessors (SMs) which in turn contain a set of
streaming processors (SPs) [17]. By design, each of these processors is capable of processing large
amounts of data concurrently (given the intended use of these to draw images on a computer
screen) by following a single-instruction multiple-thread (SIMT) approach to scheduling the
processing of data. This SIMT approach is achieved by executing multiple threads of data in warps
that execute common instructions one at a time [15].
IMPLEMENTING CUDA-ENABLED ALGORITHM
The first step towards implementing the workflow presented in Figure 7 is to identify the
sections of high data parallelism in the algorithm. At a first glance, the bulk of data processing
occurs in the calculation of the Φ𝑥 , Φ𝑦 , 𝑎𝑛𝑑 Φ𝑧 components for the grating phase as well as the
calculation of the overall Φ(𝑠⃗) term representing the grating phase of the entire problem space.
Computation of the Φ𝑥 , Φ𝑦 , and Φ𝑧 components—according to equations (30), (31), and (32)—
are independent from each other and can be therefore be easily parallelized with the use of CUDA.
In the following sub-sections, the iterations taken to parallelize these sections of the algorithm are
presented in chronological order.
First Iteration
As a first step towards parallelizing the algorithm, the flowchart provided in Figure 7 needs
to be modified to incorporate which areas are executed in host code and device code respectively.
As mentioned in the previous section, the sections of highest-data parallelism are those where the
𝑥, 𝑦, 𝑎𝑛𝑑 𝑧 components of the Φ terms are calculated. Therefore, as shown in Figure 15, all the
calculations involving Φ and Φ(s⃗) are absorbed under one kernel.
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Figure 15: First iteration of parallel SVL generator
Although this provided a first good approach to parallelize the algorithm, the
implementation exhibits bottlenecks on high-performance computing capabilities of a GPU.
By observing the data flow in the code, two main points of performance bottleneck can be easily
identified. The first is the use of if statements to determine the appropriate array positions to
implement Neumann boundary conditions; this causes branching divergence of the threads
executed within a warp and has a negative effect on performance because the thread scheduler
needs to re-launch the computational grid to accommodate for all of the divergent paths [15]. The
second performance bottleneck comes from the read-write operations on large chunks of global
memory space to compute the error terms, as well as to copy values of Φnew to Φold.
Second Iteration
Following the identification of the main areas of performance bottleneck, it was necessary
to break down the modified algorithm in Figure 15 to accommodate for the concepts of data
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coalescence [18]. To perform these modifications, the calculation of all intermediate terms
necessary to compute the overall SVL are separated in individual kernels to allow for better data
coalescence and thread coalescence. In Figure 16,the overall algorithm is broken apart into sections
of code that execute in host code and sections that execute in device code. An important difference
between the information presented in Figure 15 and Figure 16 is that the computation of infringing
terms at the boundaries are implemented as their own kernel to better coalesce the threads in the
grid.

Figure 16: Adapted algorithm flowchart
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