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6
1Introduction
The central theme of this dissertation is logic, i.e., the study of
formal reasoning. As far as we know, logic has its origin in the
time of the ancient Greeks. The Greek philosophers discussed the
principles of valid reasoning, culminating in the work of Aristotle
(384-322 BC). His logical writings, collected under the title Organon
(instrument of science), provide the earliest remaining evidence of
the formal study of logic and have strongly influenced the subsequent
study of logic [51].
Today, logic has developed into an exciting field of mathematics on
its own, interacting with various other fields, such as algebra, topo-
logy and category theory. Below, we elaborate on some of the central
and intriguing aspects of logic that play a role in this dissertation.
Logic and algebra
In 1847 George Boole published his booklet Mathematical Analysis
of Logic [13], in which he argues that the ‘laws of thought’ give rise
to an algebraic system. Further development of his ideas has led
to an axiomatic description of Boolean algebras, which provide al-
gebraic semantics for what we now call classical propositional logic
(CPL). Hence we may obtain information about CPL through the
study of the class of Boolean algebras. For example, the fact that
the free Boolean algebra on n generators {x1, . . . , xn} is the power-
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set algebra P(P({x1, . . . , xn})) translates to the so-called disjunctive
normal form for CPL.
Many other logics may also be studied algebraically. In the algebraic
study of a logic L, one assigns a class of algebras VL to the logic
and uses algebraic methods to obtain properties of this class. The
results of this algebraic study can be translated back to properties
of L. Algebraic methods may be applied to study issues such as
term complexity, decidability of logical equivalence, interpolation
and normal forms. In particular, if the class of algebras VL contains
(finitely generated) free algebras, a thorough understanding of these
can yield powerful results about the logic L. Indeed, the construction
of finitely generated free algebras is the topic of Chapter 2 of this
dissertation.
Logic and duality
Boole introduced his calculus in order to advocate the algebraic char-
acter of logic and hence of reasoning. However, his system was based
on the idea of ‘classes’ and on properties of the operation of intersec-
tion on classes, which originate in a spatial intuition. This illustrates
that there are inherently two sides to the study of a logic: a syntac-
tic and a semantic side. On the syntactic side, one describes a logic
by specifying a set of axioms and derivation rules. This approach
to logic is algebraic in nature. On the semantic side, one specifies a
logic through an intended meaning or interpretation in some world.
This approach is more geometric in nature. Ideally, a logic has both
sides: it comes with a derivation system and carries a meaning /
intended interpretation. In this case, one can apply both syntactic
and semantic techniques to obtain information about the logic.
Before we continue, we make a short remark on terminology. In the
previous section we stated that Boolean algebras provide algebraic
semantics for classical propositional logic. This seems to contradict
the above remark relating syntax to algebra and semantics to geo-
metric intuition. When associating a class of algebras to a logic, one
does provide an interpretation of the logic (hence the term seman-
tics). However, this interpretation is still very close to the syntactic
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description of the logic. Recall in particular the construction of the
Lindenbaum algebra for a logic, which captures exactly the deriv-
ability relation of the logic. Therefore, we consider the study of a
logic via algebraic semantics, despite this name, a syntactic study of
the logic.
Understanding the connection between syntax and semantics is cru-
cial in the study of a logic. The duality theory developed by Stone in
[75] lies at the heart of many such connections. As an example, we
consider normal modal logics. Modal logic is an extension of classical
propositional logic by modal connectives, usually denoted by 3 and
2. These may be used to express, for example, possibility, knowledge
or provability. Modal logic already appears in the work of Aristotle,
as he investigates statements of the form ‘it is necessary that . . .’
and ‘it is possible that . . .’. However, the algebraic (syntactic) study
of modal logic started at the beginning of the twentieth century,
notably with Lewis’ Survey of Symbolic Logic from 1918 [58]. The
algebras associated to normal modal logics are modal algebras, i.e.,
Boolean algebras extended with operators, where an operator is a
function which preserves finite joins in each coordinate.
Normal modal logics admit a semantic interpretation in terms of
Kripke frames which are sets equipped with an (n+1)-ary relation,
for each n-ary modality. Introduction of these semantics in the late
fifties was a turning point in the development of modal logic. Prob-
lems that previously had been hard to crack, such as determining
whether two sets of axioms yield the same logic, could suddenly be
solved relatively easily by semantic arguments [11].
Stone duality is the mathematical mechanism which accounts for the
tight relationship between modal algebras and Kripke frames, that is,
between the sytactic and semantic side of modal logic. Basic Stone
duality describes a dual equivalence between Boolean algebras and
a certain class of topological spaces, called Stone spaces or Boolean
spaces. Under this equivalence an n-ary modal operator on a Boolean
algebra translates to an (n+1)-ary relation (with certain topological
properties) on the corresponding dual space, hence giving rise to a
so-called relational Stone space. Forgetting the topology recovers
the notion of a Kripke frame. This duality allows one to translate
9
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a syntactic property of the algebra to a semantic condition on the
corresponding Kripke frames. For example, the property that an
algebra satisfies φ ≤ 3φ translates to its dual relation being reflexive.
Besides Stone’s topological duality, there is also a discrete duality in
play here. First of all there is a dual equivalence between sets and
complete atomic Boolean algebras (i.e., powerset algebras). This du-
ality extends to a duality between Kripke frames and perfect modal
algebras, i.e., powerset algebras with complete operators.
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perfect
modal algebras
// Kripke
frames
discrete dualityoo
modal
algebras
canonical extension
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topological duality
// relational
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Figure 1.1: Overview of dualities in modal logic.
Figure 1.1 provides an overview of the dualities in modal logic which
we described above. The squiggly arrow in the left bottom corner in-
dicates the assignment of a class of algebras to a logic. The squiggly
arrow in the right upper corner tells us how to interpret modal for-
mulas in Kripke frames. The left upward arrow, labeled ‘canonical
extension’, will be discussed in the next section.
An essential feature of duality, which we have neglected up to now,
is its effect on morphisms. A duality reverses the direction of the
morphisms and this is what accounts for the power of duality theory.
For example, a morphism between modal algebras corresponds to a
morphism between relational Stone spaces in the opposite direction.
10
This reversal of the direction of morphisms is natural from a logical
point of view. Let us illustrate this with two examples, again in
the setting of modal logic. We start from a normal modal logic L
over a set of variables P . First, suppose we add an extra axiom
to the logic L. We write L′ for the resulting logic. This gives us
a quotient LAL(P )  LAL′(P ) of the corresponding Lindenbaum
algebras. Dually, some worlds (points) in the canonical relational
Stone space CSL(P ) for L (the dual space of LAL(P )) might violate
the extra axiom. These worlds have to be removed to obtain the
canonical relational Stone space CSL′(P ) for L
′. Hence we have an
embedding CSL′(P )  CSL(P ) of relational Stone spaces, in the
opposite direction, on the spatial side.
Secondly, suppose we restrict our attention to a subalgebra of the
Lindenbaum algebra for L, that is, on the algebra side we have an
embedding B  LAL(P ). On the dual side of relational Stone
spaces, the dismissal of some of the elements of LAL(P ) forces us
to equate various different worlds (points of the frame CSL(P )), as
they cannot be distinguished by the elements in B. Hence on the
spatial side we obtain a quotient CSL(P )  CSL(P )/∼B of the
corresponding relational Stone spaces, in the opposite direction.
As every (modal algebra) homomorphism may be factored as a quo-
tient followed by an embedding, the above examples essentially ac-
count for all morphisms.
Logic and canonical extension
In the previous section we explained how to apply topological du-
ality to obtain relational semantics for modal logics, essentially by
first moving ‘right’ and then ‘up’ in Figure 1.1. However, many inter-
esting logics, including substructural logics, have algebraic semantics
which are not based on Boolean algebras, or even on distributive lat-
tices. For these, duality theory is vastly more complicated or even
non-existent. Fortunately, Figure 1.1 also indicates an alternative
route to obtain relational semantics: first move up and then move
right via discrete duality. The (left) upward mapping is given by
taking the canonical extension of a Boolean algebra with operators
11
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(BAO). Indeed, canonical extensions were introduced in the 1950s
by Jo´nsson and Tarski precisely for BAOs [48, 49] and they provide
an algebraic description of topological duality. However, suprisingly,
their significance to the study of modal logic was only recognised in
the 1970s, after Kripke semantics had been developed independently.
For a modal algebra B, its canonical extension Bδ may be obtained
by moving left-up-right in Figure 1.1. That is, first take the topo-
logical dual of B, then forget the topology to get a Kripke frame,
and finally take the discrete dual of this Kripke frame. However, the
embedding B  Bδ may also be characterised purely in algebraic
terms, as an embedding of B in a perfect modal algebra, satisfying
some additional conditions. For this description the existence of the
two dualities (depicted in Figure 1.1) is not required.
In the last decades the theory of canonical extensions has been sim-
plified and generalised, and it is now applicable in the broad setting
of distributive lattices and even partially ordered sets [33, 34, 27].
Hence, canonical extension may be applied to obtain relational se-
mantics for logics whose algebraic semantics are based on ordered
structures for which there is no known topological duality. For ex-
ample, in [27, 29] this is done for various substructural logics. The
power of the theory of canonical extensions lies in the fact that it al-
lows a modular and uniform treatment of additional operations and
axioms. This is illustrated in Chapter 3 of this dissertation, where
we derive relational semantics for linear logic. Linear logic has vari-
ous applications in computer science and we return to it in the next
section.
Applications of logic
At the beginning of the twentieth century, research in mathematical
logic centered around the foundations crisis and logic was mainly
viewed as a means to formalise mathematical reasoning. However,
especially the emergence of computer science has led to applications
of logic in various fields outside mathematics. This has broadened
the scope of research in logic and has shifted its focus.
Applying logic requires the development of logics that model a par-
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ticular problem. For example, we already discussed modal logics,
which may model, among others, knowledge, possibility or temporal
aspects. Furthermore, we mentioned linear logic, which is applied in
computer science, for example in the development of programming
languages and denotational semantics. In linear logic, formulas rep-
resent resources which may be used exactly once. Proof-theoretically,
this is witnessed by the fact that the structural rules of contraction
and weakening are not admissible in general. However, these struc-
tural rules are allowed in a controlled way by means of a new modal-
ity, viz. the exponential !, which expresses the case of unlimited
availability of a specific resource.
Duality theory often plays a central role in the application of logic.
As a case in point, in Chapter 4 of this thesis we apply duality theory
and canonical extension to describe a method for ordering databases.
First-order logic
So far, duality theory and canonical extension have proven to be
powerful tools in the study of propositional logics. This motivates the
search for a generalisation of these notions to the setting of predicate
logics.
The first step in this proces lies in obtaining algebraic semantics
for first-order logic. The distinguishing property of first-order logic
is the presence of quantifiers, which should be captured in the alge-
braic models. In the fifties, several notions of algebraic semantics for
first-order logic have been introduced, notably in the form of cylin-
dric algebras by Tarski [44] and of polyadic algebras by Halmos [43].
In both approaches, the existential quantifiers are described by ex-
tending Boolean algebras with additional (unary) operations. In the
sixties, Lawvere observed that logical quantifiers may be described
as adjoints to specific maps induced by substitutions [57]. This has
led to the development of categorical semantics for first-order logic,
in which ‘algebraic’ semantics for a theory in first-order logic is given
by a class of categories (instead of a class of algebras).
Duality for first-order logic has been investigated by Makkai [61].
He has posed the question: ‘How to endow the category of mod-
13
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els of a first-order theory with some appropriate ‘natural’ structure
such that one may recover the original theory?’. The ultraproduct
construction plays an important role in model theory. This has led
Makkai to introduce the notion of an ultracategory, which is essen-
tially a category equipped with an ultraproduct structure, and to
describe an adjunction between so-called Boolean pretoposes (which
provide categorical semantics for classical first-order logic) and ultra-
categories. In this adjunction, a Boolean pretopos may be recovered,
up to equivalence, from its dual ultracategory.
Recently, Forssell and Awodey [4] have proposed a different answer
to Makkai’s question. They endow the models of a theory with topo-
logical structure so as to enable the recovery of the original theory.
This gives an adjunction between Boolean pretoposes and certain
topological groupoids that generalises the basic Stone duality.
We take the algebraic description of duality via canonical extension
as a starting point. In Chapter 5 we generalise the notion of canon-
ical extension to the setting of categories that provide semantics for
coherent and intuitionistic first-order logic.
Outline
We now summarise the content of the remaining chapters of this
thesis, which can be read independently. Various prerequisites are
collected in the appendices.
In Chapter 2 we introduce a new setting, based on partial algebras,
for studying the construction of finitely generated free algebras. We
focus (mainly for the sake of readability) on modal algebras. We
show that the finitely generated free algebras for a given variety of
modal algebras may be described as the colimit of a chain of finite
partial modal algebras that is obtained by repeated application of
a suitable functor. This description is particularly useful when the
maps in the chain are embeddings. The algebras in the chain then
approximate the (generally infinite) free algebra by its finite pieces.
We set up a duality for finite partial modal algebras, which enables
us to prove that our method indeed yields chains of embeddings for
various classes of modal algebras, notably for the classes of modal al-
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gebras corresponding to the modal logics S4, T, K4, KB and K5. For
these varieties, the duality allows us to give a concrete description
of a chain of finite partial modal algebras appproximating their free
algebra. Our new method encompasses the construction of finitely
generated free algebras for varieties of algebras for a functor as in
[9], Heyting algebras as in [7] and S4 algebras as in [37].
In [27, 29], the theory of canonical extensions is applied to obtain
relational semantics for various substructural logics. We extend this
work in Chapter 3, where we derive relational semantics for linear
logic. The main hurdle is the exponential operation !. We analyse
this operation algebraically and use canonical extension to obtain
relational semantics. Traditionally, so-called phase spaces are used as
models for (provability in) linear logic [39]. These have the drawback
that, unlike our approach, they do not allow a modular treatment of
additional operations and axioms. However, the two approaches are
related, as we work out.
Chapter 4 concerns an application of logic and duality theory in
computer science. We describe a language and a method for deriv-
ing ontologies and ordering databases. The ontological structures
arrived at are distributive lattices with attribution operations that
preserve ∨, ∧ and ⊥. The preservation of ∧ allows the attributes to
model the natural join operation in databases. We start by intro-
ducing ontological frameworks and knowledge bases and define the
notion of a solution of a knowledge base. The significance of this
definition is that it specifies under what condition all information
relevant to the domain of interest is present. It allows us to prove
that a knowledge base always has a smallest, or terminal, solution.
Though universal or initial solutions almost always are infinite in
this setting with attributes, the terminal solution is finite in many
cases. We describe a method for computing terminal solutions and
give some conditions for termination and non-termination.
In Chapter 5 we describe a generalisation of the theory of canonical
extension to the setting of first-order logic. We define a notion of
canonical extension for coherent categories. These are the categor-
ical analogues of distributive lattices and they provide categorical
semantics for coherent logic, i.e., the fragment of classical first-order
15
1. Introduction
logic in the connectives ∧, ∨, ⊥, > and ∃. We describe a universal
property of our construction and show that it generalises the existing
notion of canonical extension for distributive lattices. Subsequently
we restrict our attention to Heyting categories. These provide re-
lational semantics for intuitionistic first-order logic and they form
a non-full subcategory of the category of coherent categories. We
prove that, for any coherent category, its canonical extension is a
Heyting category. Furthermore, we show that the canonical exten-
sion of a morphism of Heyting categories is again a morphism of
Heyting categories.
Our new construction for coherent categories leads us to an alterna-
tive description of the topos of types, introduced by Makkai in [60].
This allows us to give new and transparent proofs of results on the
action of the topos of types construction on morphisms. Further-
more, we prove a new result, relating, for a coherent category C, its
topos of types to its category of models (in Set).
The crucial ingredient of all chapters of this thesis is the applica-
tion of duality and canonical extension in the study of logic. Thus
we illustrate the diverse applications of this powerful general theory.
16
2On generalising free
algebras for a functor
In this chapter we introduce a new setting, based on partial algebras,
for studying constructions of finitely generated free algebras. This
chapter is based on a joint paper with Sam van Gool [25]. Recent
work of N. Bezhanishvili, Ghilardi and Jibladze [8] made us realise
that the method we described in that paper may actually be applied
in a more general setting. Here we present this more general result.
Some preliminaries on universal algebra are collected in Appendix A.
In the algebraic study of a logic L, one assigns a class of algebras
VL to the logic in question and uses algebraic methods to obtain
properties of this class. The results of this algebraic study can be
translated back to properties of L. In particular, an understanding
of the (finitely generated) free algebras for VL (if they exist) may
yield powerful results about the logic L.
In [9] N. Bezhanishvilli and Kurz study classes of algebrasVL associ-
ated with a logic L that is axiomatised by equations which are rank
1 for an operation f 1. In this case, the algebras for the logic can be
represented as algebras for a functor FL on the category of under-
lying algebras without the operation f . The authors show that this
1An equation is of rank 1 for an operation f if every variable occurs under
the scope of exactly one occurrence of f .
17
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functor FL enables a constructive description of the freeVL algebras.
As many interesting logics are not axiomatised by rank 1 axioms,
one would want to extend these existing techniques. However, as
shown in [54], non-rank 1 logics cannot be represented as algebras
for a functor and therefore we cannot use the standard construction
of free algebras in a straightforward way.
In [35] Ghilardi pioneered the construction of free algebras for non-
rank 1 varieties. Here he describes a method to incrementally build
finitely generated free Heyting algebras by constructing a chain of
distributive lattices, where, in each step, implications are freely
added to the lattice, while keeping a specified set of implications
which are already defined in the previous step. In a subsequent pa-
per, Ghilardi extended these techniques to modal logic [36], and used
his algebraic and duality theoretic methods to derive normal forms
for modal logics, notably S4.
Recently, this line of research has been picked up again. In [7] N.
Bezhanishvili and Gehrke have re-analysed Ghilardi’s incremental
construction and have described it by repeated application of a func-
tor on the category of algebras for the logic, based on the ideas of
the coalgebraic approach to rank 1 logics and Birkhoff duality for
finite distributive lattices. Shortly after, Ghilardi [37] gave a new
construction of the free S4 algebra in the same spirit. However, the
methods in [7] and [37] rely on specific properties of Heyting alge-
bras and S4 algebras, respectively, and they do not directly apply in
a general setting. Studying this work has led us to the insight that
partial algebras are the natural structures to consider when building
free algebras step by step. This insight has enabled us to describe
a general functorial method for constructing free algebras, which is
applicable outside the setting of pure rank 1 logics.
We will now outline our method in a bit more detail. Although
our method is applicable to more general logics, we focus (mainly
for the sake of readability) on modal logics, i.e., Boolean logics with
one additional unary ∨-preserving connective 3, and their associ-
ated algebras: modal algebras. The notion of rank of a modal term
is central and therefore we give a precise definition.
18
Definition 2.0.1. Let P be a set of variables. We denote the set of
Boolean terms in P by TBA(P ). The sets T
n
MA(P ) of modal terms
in P of rank at most n are defined inductively as follows.
T
0
MA(P ) := TBA(P ),
T
n+1
MA(P ) := TBA(P ∪ {3t | t ∈ T
n
MA(P )}).
Given a set of (quasi-)equations E , we denote by VE the quasi-
equational class of modal algebras satisfying all (quasi-)equations
in E . It follows from a classical theorem of Birkhoff that, for every
(quasi-)equational class V of modal algebras and set of variables P ,
the free V algebra over P , FV(P ), exists [10].
The notion of rank allows us to understand this free algebra in a
layered manner as follows. For each n ≥ 0, the (equivalence classes
of) terms of rank at most n form a Boolean subalgebra Bn of FV(P ).
Furthermore, for each n, the operator 3 on FV(P ) yields a join
preserving map 3n+1 : Bn → Bn+1. Hence we have a chain
B0 B1 B2 · · ·
31 32 33
of Boolean algebras with embeddings and join-preserving maps be-
tween them. The Boolean reduct of FV(P ) is the colimit of the
chain of Boolean algebras and embeddings and the operator 3 is the
unique extension of the functions 3n to a function on FV(P ).
The new perspective on this chain that we propose is the following.
Instead of considering 3n+1 as a mapBn → Bn+1, we propose to view
it as a partial operator on Bn+1 (which is only defined on elements
in the subalgebra Bn). This leads to the notion of partial modal
algebra (cf. Definition 2.1.1) and the above chain may be described
as a chain in the category of partial modal algebras:
(B1,31) (B2,32) (B3,33) · · ·
We will call this chain the approximating chain of FV(P ).
The crucial point of our method is that we can prove that, in a
fairly general setting, it is possible to obtain the approximating chain
19
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of FV(P ) by a uniform construction, using a notion of free image-
total pair on a given category pV of partial algebras, as we describe
in Section 2.1. Such a pair consists of a free image-total functor
F : pV → pV and a natural transformation η : 1 → F satisfying
some conditions. The total algebras in pV form a full subcategory
V of pV. We prove that, for a pV algebra B and a free image-total
pair (F, η), repeated application of the functor F yields a chain of
pV algebras
B F (B) F 2(B) · · ·
ηB ηF (B)
ηF2(B)
whose colimit is the free total V algebra over the pV algebra B.
To obtain a chain whose colimit is the free V algebra FV(P ) over
a given set P , it then remains to describe the first pV algebra B
of the chain, which is often easy to do. However, for this chain to
be the approximating chain of FV(P ), and thereby to be of help
in understanding this free algebra, the maps F n(B) → F n+1(B)
should be embeddings. We will prove in some specific cases that we
get a chain of embeddings. Determining when you get embeddings
in general remains an important topic of future research.
In Section 2.2 we show that a set of quasi-equations E of rank at
most 12 naturally gives rise to a free image-total functor FE on the
subcategory pVE of partial algebras satisfying the quasi-equations
in E .
Duality theory is a useful tool to determine, for a set of quasi-
equations E , whether repeated application of the functor FE yields a
chain of embeddings and thereby the approximating chain of the free
VE algebra. Therefore, we develop a Stone-type duality for partial
modal algebras in Section 2.3.
To summarise, our main theoretical contributions towards under-
standing the approximating chain are the following:
• Theorem 2.1.11. We show that, given a free image-total
functor F on a category pV of partial algebras, repeated ap-
2This is no restriction as any set of quasi-equations may be rewritten to a
logically equivalent set of quasi-equations of rank at most 1 using flattening, see
Remark 2.2.1.
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plication of F to a pV algebra B yields a chain whose colimit
is the free total V algebra over B.
• Lemma 2.2.12. We show that any logic defined by a set
of quasi-equations of rank at most 1 yields a free image-total
functor.
• Theorems 2.2.14 and 2.2.13. We describe, for a set E of
quasi-equations of rank at most one, the free VE algebra as the
colimit of a chain that is obtained by repeated application of
a free image-total functor.
• Section 2.3. We describe a duality between partial modal
algebras and q-frames, and show how quotients dually corre-
spond to generated subframes under this duality.
The rest of the chapter discusses important examples, which are
applications of these general results:
• In Section 2.4 we focus on the variety of S4 algebras. The
duality theory developed in Section 2.3 enables us to give a
concrete (dual) description of the functor FS4. Using this de-
scription we show that repeated application of FS4 yields a
chain of embeddings and thus the approximating chain of the
free S4 algebra over a finite set. We end Section 2.4 by showing
how the recent work of Ghilardi [37] relates to our work.
• Our general construction also applies to the class of modal alge-
bras satisfying T, K4, KB and K5 respectively. In Section 2.5
we briefly discuss these results.
• In [9], Kurz and Bezhanishvili constructed the free algebras for
classes VE where E consists of pure rank 1 equations. They do
so by describing a chain of Boolean algebras whose colimit is
the free VE algebra.
3 Our method encompasses this construc-
tion, as we will outline in Section 2.6.
3To be more precise, the colimit is the Boolean reduct of the free algebra,
but it possesses a canonical modal structure.
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We conclude the chapter by mentioning some future research ques-
tions in Section 2.7.
2.1 Chains of partial modal algebras
In our opinion, partial modal algebras form the most natural setting
for building the free algebra for a variety of modal algebras. There
exists an extensive literature on partial algebras, see for example
[17] and Chapter 2 of [41]. For our exposition here, we choose to
introduce only the concepts we need, in order to make the chapter
self-contained. Many of the general results in this section could have
been obtained from the existing literature on partial algebras, with
the exception of the definition of free image-total functor and the
theorem following it, which is original, as far as we know.
Definition 2.1.1. A partial modal algebra (pMA) is a pair (B,3B),
where B is a Boolean algebra, and 3B : B ⇀ B is a partial function
that is defined on a Boolean subalgebra dom(3B) of B, such that
3
B⊥ = ⊥, and, for all a, a′ ∈ dom(3B), 3B(a ∨ a′) = 3Ba ∨3Ba′.
A partial modal homomorphism (B,3B)→ (C,3C) is a Boolean al-
gebra homomorphism f : B → C such that f [dom(3B)] ⊆ dom(3C),
and, for all a ∈ dom(3B), f(3Ba) = 3Cf(a).
We denote the category of partial modal algebras with partial modal
homomorphisms by pMA, and its full subcategory of partial modal
algebras based on finite Boolean algebras by pMAω.
Note that the category MA of modal algebras is isomorphic to the
full subcategory of pMA, consisting of those objects (B,3B) with
dom(3B) = B, which we call total modal algebras.
Remark 2.1.2. 1. A more categorically motivated way to de-
scribe the category of partial modal algebras is that it is the
category of diagrams of the form
A B
i
3
B
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where A and B are Boolean algebras, i is an embedding, and
3
B : A → B is a (⊥,∨)-preserving function. A partial modal
homomorphism from (B,A, i,3B) to (B′, A′, i′,3B
′
) can then
be described as a pair of BA homomorphisms (f, f ′) making
the following diagrams commute:
A B
A′ B′
i
3
B
i′
3
B′
f ′ f
Put into words, this simply means that partial modal algebras
can also be described as ‘Boolean algebras with a distinguished
subalgebra and a modal operator from the subalgebra to the
full algebra’.
2. Building on the previous remark, the invertible morphisms
in the category pMA may be described as follows: a par-
tial modal homomorphism f : (B,3B) → (C,3C) is a pMA
isomorphism if and only if both functions f : B → C and
f |dom(3B) : dom(3
B)→ dom(3C) are bijective.
3. The category pMA has two ‘forgetful’ functors toBA. First of
all, we have the obvious U : pMA→ BA that sends (B,3B)
to B, and a pMA morphism f to the same function between
the underlying Boolean algebras. Secondly, we have a functor
Ud : pMA → BA that sends (B,3B) to the Boolean algebra
dom(3B), and a pMA morphism f : (B,3B) → (C,3C) to
its restriction f |dom(3B) : dom(3
B) → dom(3C). Note that f
restricts correctly, by the definition of pMA morphisms. Also
note that a partial modal algebra (B,3B) is total precisely
when U(B,3B) = Ud(B,3B).
In Proposition 2.2.10, we will show that Ud has a left adjoint,
constructing a ‘free partial modal algebra’ over a given Boolean
algebra.
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4. One could extend the concept of partial modal algebra to more
general classes of Boolean algebras with additional operators,
and we will define ‘partial algebras for a functor’ in Section 2.6.
We choose to focus on partial modal algebras for the larger
part of this chapter, since our applications lie in that field,
but we notice that the material in this section is more widely
applicable in other varieties which have a locally finite reduct.
As in usual universal algebra, we have an equational and quasi-
equational theory of partial algebras.
Definition 2.1.3. Let {si, ti | 1 ≤ i ≤ m} be an indexed family of
modal terms of rank at most 1 in variables {p1, . . . , pk, q1, . . . , ql},
such that the variables p1, . . . , pk are exactly the variables occurring
in the scope of 3 in some of the terms {si, ti | 1 ≤ i ≤ m}.
We say a partial modal algebra (B,3B) satisfies the quasi-equation
(s1 ≈ t1& · · · & sm−1 ≈ tm−1)→ (sm ≈ tm)
iff the quasi-equation is true for all assignments of the variables pi
by elements ai ∈ dom(3
B) and of the variables qj by bj ∈ B.
Let E be a set of quasi-equations of rank at most 1. We write pVE
for the full subcategory of pMA consisting of the partial modal
algebras (B,3B) that satisfy all quasi-equations in E .
Note that we restrict ourselves to quasi-equations of rank at most 1,
as allowing terms of higher rank would require multiple applications
of 3 to some of the variables, while there is no guarantee that if
a ∈ dom(3), then 3a ∈ dom(3). This is no real restriction, because
any set of quasi-equations may be rewritten to a logically equivalent
set of quasi-equations of rank at most 1 (see also Remark 2.2.1).
We now state some results regarding the preservation of terms and
(quasi-)equations in homomorphic images, subalgebras, and colimits
of partial algebras. The proofs of these results are similar to their
counterparts in universal algebra, so we will often omit them.
We say a pMA morphism h is an embedding if h is injective, and we
say it is a quotient if it is surjective and h[dom(3B)] = dom(3C).
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Lemma 2.1.4 (Preservation of terms and equations of rank ≤ 1).
Let s(p1, . . . , pk, q1, . . . , ql), t(p1, . . . , pk, q1, . . . , ql) be modal terms of
rank at most 1 such that no qi is in the scope of 3 in s or t, and
let h : (B,3B)→ (C,3C) be a pMA morphism. Then the following
properties hold.
1. For all a1, . . . , ak ∈ dom(3
B), b1, . . . , bl ∈ B,
h(sB(a1, ..., ak, b1, ..., bl)) = s
C(h(a1), ..., h(ak), h(b1), ..., h(bl)).
2. If h is a quotient and (B,3B) satisfies s ≈ t, then (C,3C)
satisfies s ≈ t.
3. If h is an embedding and (C,3C) satisfies s ≈ t, then (B,3B)
satisfies s ≈ t.
We will now show that we can take colimits (in algebraic terms,
direct limits) of certain chains of partial modal algebras, and that
the quasi-equations that hold throughout the chain still hold in the
colimit. Let us first recall the definition of colimit in this setting.
Definition 2.1.5. Let (αn : (Bn,3n) → (Bn+1,3n+1))n∈N be a
chain of partial modal algebras with pMA morphisms between them.
We say that a partial modal algebra (Bω,3
Bω), equipped with pMA
morphisms kn : (Bn,3n) → (Bω,3
Bω), for every n, is the direct
limit or colimit of this chain if, for every co-cone of pMA morphisms
(fn : (Bn,3n)→ (C,3
C))n∈N, there exists a unique pMA morphism
f¯ : (Bω,3
Bω)→ (C,3C) such that f¯ ◦ kn = fn, for all n.
We now specialise to a situation where we can show that the colimit
exists, simply by lifting the colimit from Boolean algebras to partial
modal algebras. The extra condition we need for this to work is
that the maps αn in the chain are image-total, in the sense of the
following definition and theorem. In particular, we will see below
that the approximating chain for the free algebra is of this form.
Definition 2.1.6. A pMA morphism f : (B,3B) → (C,3C) is
image-total if f [B] ⊆ dom(3C).
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Theorem 2.1.7. Let (αn : (Bn,3n)→ (Bn+1,3n+1))n∈N be a chain
of partial modal algebras with image-total pMA morphisms between
them. Let (kn : Bn → Bω)n∈N be the colimit of the underlying chain
of Boolean algebras. Then the following hold.
1. There exists a unique total operation 3Bω : Bω → Bω such that
each of the functions kn preserves 3, i.e., for all a ∈ dom(3n),
kn(3na) = 3
Bωkn(a).
2. If (s1 ≈ t1& · · · & sm−1 ≈ tm−1) → (sm ≈ tm) is a quasi-
equation of rank at most 1 that holds in (Bn,3n), for each n,
then it holds in the algebra (Bω,3
Bω).
3. The algebra (Bω,3
Bω) is a modal algebra, and it is the pMA-
colimit of the chain.
Remark 2.1.8. By a theorem of Manes [64], the colimit in BA is
given by lifting the colimit in Set. Concretely, the underlying set
of Bω can be described by taking the disjoint union
⊔
n∈NBn, and
quotienting it by the equivalence relation ∼Bω , which is defined to be
the smallest equivalence relation containing all pairs 〈bn, αn(bn)〉, for
n ∈ N, bn ∈ Bn. The Boolean algebra operations on B are then well-
defined, and the nth ‘leg’ of the colimiting cone, kn, is the inclusion
of Bn into
⊔
n∈NBn, followed by taking the class under ∼Bω .
Proof. 1. Note that the functions kn+1◦3n+1◦αn : Bn → Bω form
a cone under the diagram in Set of which (kn : Bn → Bω)n∈N
is the colimit:
kn+2◦3n+2◦αn+1◦αn = kn+2◦αn+2◦3n+1◦αn = kn+1◦3n+1◦αn,
where we have used in the first equality that αn+1 is an image-
total partial modal homomorphism, and in the second equality
that the kn form a co-cone.
By the universal property of the colimit in Set, there exists
a (unique) function Bω → Bω, which we will denote by 3
Bω ,
such that, for all n, 3Bω ◦ kn = kn+1 ◦3n+1 ◦ αn.
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We thus get a total operation 3Bω on Bω. To see that the
maps kn : (Bn,3n)→ (Bω,3
Bω) indeed preserve 3, note that,
for b ∈ dom(3n), we have
3
Bωknb = kn+13n+1αnb = kn+1αn3nb = kn3nb.
2. To ease the notation we assume m = 2.
Let s1 ≈ t1 → s2 ≈ t2 be a quasi-equation that holds in
each Bn. Let b1, . . . bk ∈ Bω be an assignment of the variables
occuring in this quasi-equation such that
sBω1 (b1, . . . , bk) = t
Bω
1 (b1, . . . , bk).
We have to prove that sBω2 (b1, . . . , bk) = t
Bω
2 (b1, . . . , bk). Pick
n sufficiently large such that
{b1, . . . , bk} ⊆ kn[Bn] = kn+1[im(αn)].
For i = 1, . . . , k, pick ai ∈ im(αn) ⊆ dom(3n+1) such that we
have bi = kn+1(ai). Then s
Bn+1
1 (a1, . . . , ak) and t
Bn+1
1 (a1, . . . , ak)
are well-defined. These two terms need not be equal in Bn+1.
However, using the definition of 3Bω and the fact that kn+1
preserves the Boolean connectives
kn+1(s
Bn+1
1 (a1, . . ., ak)) = s
Bω
1 (b1, . . ., bk)
= tBω1 (b1, . . ., bk)
= kn+1(t
Bn+1
1 (a1, . . ., ak)).
Hence there exists l ≥ n+ 1 such that
(αl◦...◦αn+1)(s
Bn+1
1 (a1, ..., ak)) = (αl◦...◦αn+1)(t
Bn+1
1 (a1, ..., ak)).
Define a′i = (αl ◦ ... ◦ αn+1)(ai) ∈ Bl. Using Lemma 2.1.4.1
sBl1 (a
′
1, . . ., a
′
k) = t
Bl
1 (a
′
1, . . ., a
′
k).
Applying the fact that the quasi-equation holds in Bl yields
sBl2 (a
′
1, . . . , a
′
k) = t
Bl
2 (a
′
1, . . . , a
′
k). As bi = kn+1(ai) = kl(a
′
i), we
may conclude sBω2 (b1, . . . , bk) = t
Bω
2 (b1, . . . , bk), as required.
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3. The fact that (Bω,3
Bω) is a modal algebra follows from part
(2), and it is straightforward to check that it satisfies the uni-
versal property for the colimit, using the definition of 3Bω .
We are now ready to present our new result on obtaining a free
algebra by repeated application of a functor, in the setting of partial
modal algebras.
Definition 2.1.9. Let pV be a full subcategory of pMA, and write
V for the full subcategory of pV whose objects are the total algebras
in pV.
Let B0 ∈ pV. We say an object B∗ of V, together with a pMA
morphism k0 : B0  B∗, is the free total V algebra over B0 if, for
every C ∈ V and every pMA morphism f0 : B0 → C, there exists a
unique modal algebra morphism f¯ : B∗ → C such that f¯ ◦ k0 = f0.
The following definition describes an essential property of a functor
F : pV → pV that ensures that, given a partial algebra B0 ∈ pV,
the free total V algebra B∗ over B0 can be built as the colimit of a
chain that is obtained by repeatedly applying F .
Definition 2.1.10. Let pV be a full subcategory of pMA. We say
a pair (F, η), where F is a functor on pV, and η : 1pV → F is a
natural transformation, is a free image-total pair if
1. for all B ∈ pV, ηB is image-total;
2. if h : B → C is an image-total morphism in pV, then there
exists a unique pMA morphism h¯ : FB → C s.t. h¯ ◦ ηB = h.
B FB
C
h
h¯
ηB
A functor F on pV is called a free image-total functor if there exists
an η such that (F, η) is a free image-total pair.
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As mentioned in the introduction, in our intended applications, the
objects of the category pV will form a class of partial modal algebras
axiomatised by a set E of quasi-equations of rank at most 1, and we
will be able to define a free image-total functor FE on pV.
Given an image-total pair (η, F ) and an object B0 ∈ pV, we now
inductively define a chain in pV by setting, for n ∈ N,
Bn+1 := FBn.
This yields:
(B0,30) (B1,31) (B2,32) · · ·
ηB0 ηB1 ηB2
in which each map ηBn is image-total, by assumption. We may now
apply Theorem 2.1.7 and take the pMA-colimit Bω of this chain
diagram, with pMA morphisms kn : Bn → Bω for each n. The
following theorem shows that Bω is the free total V algebra over B0.
Theorem 2.1.11. Let pV be a full subcategory of pMA and let
F : pV → pV be a free image-total functor with associated natural
transformation η : 1 → F . Let (kn : F
nB0 → Bω) be the pMA-
colimit of the image-total chain (ηFnB0 : F
nB0 → F
n+1B0)n∈N, ob-
tained by repeated application of F to B0 ∈ pV. Then Bω is the free
total V algebra over B0.
Proof. Before proving the theorem, we first prove two lemmas.
Lemma 2.1.12. For any C ∈ V, the map ηC : C → FC is an
isomorphism.
Proof. If C ∈ V, then the identity map idC : C → C is image-total.
The result follows from applying the free image-total property of F
to idC .
Lemma 2.1.13. If Bω ∈ V, then ηBω ◦ kn+1 = Fkn, for all n.
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Proof. Note that ηBω ◦ kn : Bn → FBω is an image-total morphism,
since FBω is total, being isomorphic to Bω by Lemma 2.1.12. Now,
since (Fkn)◦ηBn = ηBω ◦kn (by naturality of η) and ηBω ◦kn+1◦ηBn =
ηBω ◦ kn (as the maps kn form a co-cone under the chain), the result
follows from the uniqueness part of the free image-total property of
F , applied to ηBω ◦ kn.
We now prove the theorem. As, for each n, the partial algebra
(Bn,3n) is in pV, by Theorem 2.1.7 we have Bω ∈ V. To show that
Bω has the required universal property let f0 : B0 → C be a pMA
morphism into some C ∈ V. Inductively define fn+1 : Bn+1 → C to
be η−1C ◦ Ffn, so that the following diagram commutes.
Bn Bn+1
C FC
ηBn
fn fn+1
Ffn
ηC
η−1C
Let f¯ : Bω → C be the unique pMA morphism such that f¯ ◦kn = fn.
It follows in particular that f¯ ◦ k0 = f0.
To show that f¯ is unique, suppose that g : Bω → C is a pMA
morphism such that g◦k0 = f0. It suffices to show that g◦kn = fn, by
induction. If g◦kn = fn, then Fg◦Fkn = Ffn. The commutativity of
the following diagram then shows that g◦kn+1 = η
−1
C ◦(Ffn) =: fn+1.
Bn+1
Bω FBω
C FC
kn+1
Fkn
Ffn
ηBω
g
ηC
η−1C
Fg
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In this diagram, the upper triangle commutes by Lemma 2.1.13, and
the lower square commutes by naturality of η.
2.2 The functor for a quasi-equational
class
In this section we show how to define, given a set E of rank 0,1
quasi-equations, a free image-total functor FE on the category pVE
of partial modal algebras satisfying the quasi-equations in E . By
Theorem 2.1.11, the colimit of the chain obtained by repeated ap-
plication of FE is then the free total VE algebra over a given partial
VE algebra. We end the section by showing how to then construct
the free VE algebra over a given set.
Remark 2.2.1 (On rewriting arbitrary quasi-equations into quasi-e-
quations of rank 0,1). For any set E of quasi-equations, there is a set
E ′ of quasi-equations of rank 0,1 such that a partial algebra satisfies
E iff it satisfies E ′. The method to produce this set E ′ is completely
general, and is sometimes called flattening. The idea of this method
is that one may repeatedly replace higher-rank terms by newly in-
troduced variables.
Consider for example the class of S4 algebras. This class is usually
axiomatised by the equations
a ≤ 3a (2.1)
33a ≤ 3a. (2.2)
The first equation is already of rank 0,1. To rewrite the second
equation, we introduce a new variable a′ to replace the inner 3a in
33a. The second equation is then equivalent to
a′ ≤ 3a implies 3a′ ≤ 3a,
which is a rank 0,1 quasi-equation.
We briefly sketch how this approach works in general, leaving out
the details for the reader to fill in. If (
∧n
i=1 si ≤ ti) → s ≤ t is a
quasi-equation in which a variable x occurs with rank > 1, say in s,
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then let u be the largest subterm of s in which that occurrence of x
is not under the scope of a diamond. Then 3u is a subterm of s. Let
us assume for now that 3u occurs positively in s. Let y be a fresh
variable. Now let sn+1 ≤ tn+1 be the equation y ≤ 3u, which is of
rank 0,1 by definition. Let s′ be the term s, except that the entire
subterm 3u is replaced by the fresh variable y. One may prove that
an algebra satisfies the quasi-equation (
∧n
i=1 si ≤ ti) → s ≤ t iff
it satisfies (
∧n+1
i=1 si ≤ ti) → s
′ ≤ t. The occurrence of y in s′ is
of strictly lower rank than the occurrence of x in s that we started
from. Now proceed by induction.4
For the rest of this section, we fix a set E of rank 0,1 quasi-equations.
To define the functor FE : pVE → pVE , we need the concept of an
E-congruence, which in turn derives from the concept of a partial
modal algebra congruence. Recall that we defined a partial modal
quotient to be a pMA morphism p : B → C which is surjective, and
maps dom(3B) onto dom(3C).
Definition 2.2.2. Let (B,3B) be a partial modal algebra. A partial
modal algebra congruence on (B,3B) is a Boolean algebra congru-
ence ϑ on B satisfying5
if a, a′ ∈ dom(3B) and a ≈ a′, then 3Ba ≈ 3Ba′.
We now have the following connection between pMA quotients and
pMA congruences, as one would expect.
Proposition 2.2.3. If ϑ is a pMA congruence on (B,3B), then
there exists a pMA quotient p : (B,3B)  (B/ϑ,3B/ϑ) such that
ker(p) = ϑ.
Proposition 2.2.4. If p : (B,3B)  (C,3C) is a pMA quotient,
then ker(p) := {(b, b′) | p(b) = p(b′)} is a pMA congruence, and there
exists a pMA isomorphism f making the following diagram commute.
4To complete the formal proof, one would also consider the case in which 3u
occurs negatively in s, as well as the cases in which the occurrence of x with
rank > 1 is in one of the si, ti, or in t. All of these cases are treated similarly.
5Given a congruence ϑ, we write a ≈ϑ a′ if the elements a and a′ are identified
by the congruence ϑ. We usually omit the subscript ϑ and simply write a ≈ a′,
if it is clear from the context which congruence we mean.
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(B,3B) (C,3C)
(B/ker(p),3B/ker(p))
[·]ker(p)
p
f
∼=
It is now natural to wonder, given a partial modal algebra (B,3B),
whether it has any congruences at all. As is to be expected, there
are always two trivial pMA congruences, namely the full product
∇ := B × B, which is the largest pMA congruence on (B,3B),
and the diagonal ∆ := {(b, b) | b ∈ B}, which is the smallest pMA
congruence on (B,3B). The following lemma and definition show
that we can define a smallest pMA congruence which identifies a
given set of pairs.
Lemma 2.2.5. Let (B,3B) be a partial modal algebra, and Θ a
collection of pMA congruences on B. Then
⋂
ϑ∈Θ ϑ is a pMA con-
gruence on (B,3B).
Definition 2.2.6. Let (B,3B) be a partial modal algebra, and let
S ⊆ B × B be a set of pairs. Then
Θ(S) :=
⋂
{ϑ ⊆ B ×B | ϑ is a pMA congruence and S ⊆ ϑ}
is the smallest pMA congruence containing S, and we call it the pMA
congruence generated by S.
We can now also define ‘partial E-congruences’ in the obvious way,
and have exactly the same theory as described above for partial MA
congruences.
Definition 2.2.7. Let (B,3B) be a partial modal algebra. A pMA
congruence ψ is called a partial E-congruence if (B/ψ,3B/ψ) satisfies
all quasi-equations in E .
As before, the collection of partial E-congruences is stable under
intersections, so we get the following analogue to Definition 2.2.6.
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Definition 2.2.8. Let (B,3B) be a partial modal algebra, and
let S ⊆ B × B be a set of pairs. Then there exists a smallest
E-congruence containing S, which we call the partial E-congruence
generated by S.
The above observation allows us to describe a left adjoint to the
inclusion functor IE : pVE → pMA as follows. Let (B,3
B) be
an arbitrary pMA. Denote by ψB the smallest E-congruence on
(B,3B), and let JE(B,3
B) be the pMA quotient of (B,3B) by the
congruence ψB. By definition, JE(B,3
B) is in pVE . We denote the
quotient map by ρB : (B,3
B) → JE(B,3
B). For a pMA morphism
f : (B,3B)→ (C,3C), the composition ρCf : (B,3
B)→ JE(C,3
C)
is a map into a pVE algebra. Hence there is a unique factorisation
JEf : JE(B,3
B)→ JE(C,3
C). Thus we have constructed a functor
JE : pMA→ pVE .
Proposition 2.2.9. The functor JE is left adjoint to the inclusion
functor IE : pVE → pMA.
Proof. If (C,3C) ∈ pVE , then a pMAmorphism (B,3
B)→ (C,3C)
factors uniquely through JE(B,3
B).
We now define a left adjoint to the forgetful functor Ud from Re-
mark 2.1.2.3. We will use this left adjoint and the functor JE to
obtain a free image-total functor on pVE .
Intuitively, the left adjoint to Ud acts on a Boolean algebra B by
formally adding elements _b to B, for all b ∈ B, and turning the
resulting set into a partial modal algebra. To make this precise in
Proposition 2.2.10 below, we recall the following free construction
on the category of Boolean algebras. Let _ : BA → SL be the
functor from the category of Boolean algebras to the category of
join-semilattices which sends a Boolean algebra B to the semilattice
_B := {_b | b ∈ B}, on which the join operation is defined by
_b ∨ _b′ := _(b ∨ b′). The functor _ is naturally isomorphic to the
forgetful functor U : BA→ SL, hence it has a left adjoint which we
call F∨BA, so that F
∨
BA(_B) is the free Boolean algebra over the join-
semilattice _B. We use the notation _ for this functor to distinguish
the original elements in B from their counterparts in F∨BA(_B).
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Proposition 2.2.10. Let H : BA→ pMA be the functor that sends
a Boolean algebra B to the partial modal algebra (B+F∨BA(_B),_),
where we regard B as subalgebra of B + F∨BA(_B) and let _ be the
modal operator that sends b ∈ B to _b and is undefined elsewhere.
For a BA homomorphism f : B → C we define
H(f) : B + F∨BA(_B)→ C + F
∨
BA(_C)
to be the coproduct of the assignments
b 7→ f(b) for b ∈ B,
_b 7→ _f(b) uniquely extended to F∨BA(_B).
Then H is left adjoint to Ud.
Proof. Since UdHB = dom(3HB) ∼= B, we have an obvious function
ζB : B → HB, namely the coproduct map into the first component.
We claim that the arrow ζB is universal. To see this, let B be a
Boolean algebra, (C,3C) a pMA, and f : B → dom(3C) a BA
homomorphism. Define
f¯ : B + F∨BA(_B) → C
b 7→ f(b) for b ∈ B,
_b 7→ 3Cf(b) uniquely extended to F∨BA(_B).
Then f¯ ζB = f , and it is clear that f¯ is the unique pMA morphism
HB → C with this property.
We are now ready to define a free image-total functor FE on the
category pVE . Essentially this functor sends a pVE (B,3
B) first
to the partial modal algebra H(B) = (B + F∨BA(_B),_), defined in
Propostion 2.2.10, and thereafter takes the smallest pVE -quotient
ensuring that the newly defined partial operator agrees with the old
one. This is made precise as follows.
Definition 2.2.11. Let (B,3B) be a partial VE algebra. We define
FE(B,3
B) = (B + F∨BA(_B),_)/ϑB,
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where ϑB denotes the smallest pVE congruence on (B+F
∨
BA(_B),_)
satisfying
∀a ∈ dom(3B). _a ≈ 3Ba. (2.3)
To define F on morphisms, let f : (B,3B)→ (C,3C) be a morphism
in pVE . First define f˜ to be the pMA morphism
B + F∨BA(_B)
H(f)
−−−→ C + F∨BA(_C)
[ ]ϑC−−−→ FEC.
As ϑB ⊆ ker(f˜), the map f˜ factors uniquely through the quotient
FEB, and thus yields a well-defined function FEf : FEB → FEC that
sends [b]ϑB to f˜(b).
Finally we define a natural transformation η : 1 → FE , whose com-
ponent ηB : B → FEB is given by b 7→ [b]ϑB .
Lemma 2.2.12. The pair (FE , η) is a free image-total pair on pVE .
Proof. Clearly, for all B ∈ pVE , the component ηB is image-total.
Now let h : B → C be an image-total morphism in pVE . First define
the function
h˜ : B + F∨BA(_B) → C
b 7→ h(b) for b ∈ B,
_b 7→ 3Ch(b) uniquely extended to F∨BA(_B).
As h is image total, the function h˜ is well-defined. From the fact that
h is a morphism in pVE it follows that ϑB ⊆ ker(h˜), hence h˜ factors
uniquely through the quotient FEB yielding a map h¯ : FEB → C.
One readily checks that h¯ is the unique extension of h satisfying
h¯ ◦ ηB = h.
We may now apply Theorem 2.1.11 to derive the following.
Theorem 2.2.13. Let B0 be a partial VE algebra and consider the
colimit (kn : F
n
E B0 → Bω) in pMA of the image-total chain (ηFnE B0 :
F nE B0 → F
n+1
E B0)n∈N. Then Bω is the free total VE algebra over B0.
Proof. Combine Theorem 2.1.11 and Lemma 2.2.12.
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By the above theorem the forgetful functor UVEpVE : VE → pVE has a
left adjoint, which we will denote by FVEpVE . Propositions 2.2.9 and
2.2.10 now allow us to describe the free VE algebra over a given set.
Theorem 2.2.14. Let E be a set of quasi-equations of rank at most
1. For a set P , the total VE algebra F
VE
pVE
(JE(H(FBA(P )))) is the
free VE algebra over P .
Proof. Combine the universal properties of the functors FBA, H , JE
and FVEpVE .
For a set of quasi-equations E and a set P of variables, we define a
chain of pVE algebras by setting B0 = JE(H(FBA(P ))) and induc-
tively defining, for n ∈ N,
Bn+1 = FE(Bn),
and letting the morphism Bn → Bn+1 be ηBn . By the above theorem,
the colimit of this chain is the freeVE algebra over P . For a finite set
P , all the algebras in this chain are finite. In case, for each n ∈ N,
the map ηBn is an embedding, the algebras in this chain approximate
the (generally infinite) free algebra by its finite pieces, allowing as a
direct application, for example, a procedure to decide equivalence of
VE terms.
However, if the morphisms in the chain are not embeddings, the
algebras do not give a faithful approximation of the total free algebra.
Hence it is essential to determine whether the morphisms in the chain
are embeddings. Duality theory may be a useful tool in this regard.
Therefore, we develop a duality theory for partial modal algebras
in the next section. In Section 2.4 we study the particular case of
S4 algebras and apply the developed duality to show that, for each
finite partial S4 algebra B, the mapping ηB is an embedding. In
addition, the duality will enable us to give a concrete description of
the (duals of) the algebras in the chain approximating the free S4
algebra.
Using duality one may also show that our construction yields the
approximating chains of the finitely generated free algebras for the
class of modal algebras satisfying T, K4, KB and K5, respectively.
We briefly discuss these results in Section 2.5.
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2.3 Duality for partial modal algebras
In this section we describe a duality for finite partial modal algebras.
As is to be expected, this duality is closely related to the duality
for (total) modal algebras, which is discussed in Appendix B. We
focus on finite partial modal algebras as we only encounter those
in our current application. This makes the technical details of the
duality a bit easier, since topology can then be left out of the picture.
However, one may show that this duality for finite algebras is the
restriction to the finite case of a general Stone-type duality.
From the first item in Remark 2.1.2, we see that partial modal alge-
bras dually correspond to ‘Kripke frames with a distinguished quo-
tient and a relation into the quotient’. This leads us to define the
following Kripke structures for partial modal algebras, which we call
‘q-frames’ because we think of them as ‘Kripke frames with a quo-
tient’.
Definition 2.3.1. A q-frame is a triple (X,∼, R), where ∼ is an
equivalence relation on X , and R is a relation on X such that, for
all x, y, y′ ∈ X , if xRy ∼ y′, then xRy′ (i.e., R ◦ ∼⊆ R).
A bounded morphism (X,∼X , RX)→ (Y,∼Y , RY ) between q-frames
is a function f : X → Y satisfying
1. if x ∼X x
′, then f(x) ∼Y f(x
′);
2. if xRXx
′, then f(x)RY f(x
′);
3. if f(x)RY y, then there exists x
′ ∈ X such that xRXx
′ and
f(x′) ∼Y y.
We denote the category of q-frames with bounded morphisms by
qFr, and its full subcategory of q-frames based on a finite set by
qFrω.
Remark 2.3.2. Again, q-frames could also be equivalently described
as structures of the form (X,X ′, q, R), where q : X → X ′ is a sur-
jective map and R is a relation from X to X . The definition of
bounded morphism can then also be reformulated with commuta-
tive diagrams, in a similar way as we did in Remark 2.1.2.1.
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Condition 3 is a generalisation of the notion of ‘relativised openess’,
which was introduced by Ghilardi in [35]. He only works with pre-
ordered structures, but extending his notion to more general rela-
tions, one would formulate Condition 3 in his language by saying
that the map f is q-open.
We now have the following duality between finite partial modal al-
gebras and finite q-frames.
Theorem 2.3.3. There is a dual equivalence between the categories
pMAω and qFrω.
Proof. The quickest way to see that this is true is using the categor-
ical framework outlined in Remarks 2.1.2.1 and 2.3.2 and the basic
Stone duality Setopω ' BAω. However, the following proof gives a
more concrete description of the duality, which we will use later. We
define functors Φ : qFropω  pMA : Ψ. For a q-frame (X,∼, R), let
Φ(X,∼, R) be the partial modal algebra (B,3B), where
• B := P(X), the powerset of X ;
• dom(3B) := {U ∈ P(X) | U is ∼ -saturated};
• for U ∈ dom(3B), 3B(U) := {x∈X | ∃y ∈ U. xRy} = R−1[U ].
For a partial modal algebra (B,3B), let Ψ(B,3B) be the q-frame
(X,∼, R), where
• X = At(B), the set of atoms of B;
• for x, x′ ∈ X , x ∼ x′ iff, for all a ∈ dom(3B), x ≤ a⇔ x′ ≤ a;
• for x, x′ ∈ X , xRx′ iff x ≤ 3B
(∧
{a ∈ dom(3B) | x′ ≤ a}
)
.
To understand the definition of the relation R, note that, for x′ ∈ X ,∧
{a ∈ dom(3B) | x′ ≤ a} is the ‘best approximation’ of the atom
x′ of B by an element of dom(3B): it is the value of the left adjoint
of the inclusion homomorphism i : dom(3B) ↪→ B. Unravelling the
definitions and using the known duality Setopω ' BAω, one may
now show that (B,3B) ∼= ΦΨ(B,3B), for any finite partial modal
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algebra (B,3B) and (X,∼, R) ∼= ΨΦ(X,∼, R), for any finite q-frame
(X,∼, R).
Regarding morphisms, we also rely on the known duality Setopω '
BAω, as follows. For f : (X,∼X , RX) → (Y,∼Y , RY ), a bounded
morphism between q-frames, let Φ(f) := f−1, as in the duality
Setopω ' BAω. This is a BA homomorphism from P(Y ) to P(X),
and one may check from the definitions that it is in fact a partial
modal homomorphism from Φ(Y,∼Y , RY ) to Φ(X,∼X , RX). In the
other direction, if h : (B,3B) → (C,3C) is a partial modal homo-
morphism, let Ψ(h) := h[|At(C) be the function At(C) → At(B)
that we get from the duality Setopω ' BAω. Again, one may check
that f is a bounded morphism from Ψ(C,3C) to Ψ(B,3B). We
already know from the duality Setopω ' BAω that these assignments
on morphisms are mutually inverse and natural, which concludes the
proof.
We now develop, in the partial setting, an analogue of the correspon-
dence between quotients of modal algebras and generated subframes
of Kripke frames.
Definition 2.3.4. Let (X,∼X , RX) be a q-frame. We say the q-
frame (Y,∼Y , RY ) is a generated sub-q-frame of (X,∼X , RX) if we
have Y ⊆ X , ∼Y = ∼X ∩ (Y × Y ), RY = RX ∩ (Y × Y ), and
for y ∈ Y , x ∈ X with yRXx, there exists x
′ ∈ Y s.t. x ∼X x
′.6
An embedding of a q-frame (Y,∼Y , RY ) into a q-frame (X,∼X , RX)
is a bounded morphism i : (Y,∼Y , RY ) → (X,∼X , RX) such that
both i : Y → X and i¯ : Y/∼Y→ X/∼X are injective functions. An
isomorphism of q-frames is an embedding i for which moreover both
i and i¯ are surjective.
Lemma 2.3.5. Let (X,∼X , RX) and (Y,∼Y , RY ) be q-frames. The
following are equivalent:
1. there exists an embedding i : (Y,∼Y , RY ) (X,∼X , RX);
6Note that, in this situation, it also follows that yRY x
′, since RX ◦ ∼X ⊆ RX .
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2. the q-frame (Y,∼Y , RY ) is isomorphic to a generated sub-q-
frame of (X,∼X , RX).
Now, using the duality and the characterisations of quotients of par-
tial modal algebras and embeddings of q-frames, we can quickly de-
duce the following correspondence.
Proposition 2.3.6. Let (B,3B) be a finite partial modal algebra and
(X,∼X , RX) its dual q-frame. There is a one-to-one correspondence
between pMA congruences on (B,3B) and generated sub-q-frames of
(X,∼X , RX).
Proof. By Proposition 2.2.4, pMA congruences on (B,3B) corre-
spond to isomorphism classes of pMA quotients of (B,3B), which
correspond to isomorphism classes of embeddings into the dual q-
frame (X,∼X , RX) by the duality (Theorem 2.3.3), which correspond
to generated sub-q-frames of (X,∼X , RX) by Lemma 2.3.5.
Suppose a pMA congruence is generated by a given set of pairs, in
the sense of Definition 2.2.6. We can now calculate the generated
sub-q-frame that the quotient corresponds to, as follows.
Proposition 2.3.7. In the context of the previous proposition, if
S ⊆ B×B is a set of pairs, then the pMA congruence Θ(S) generated
by S corresponds to the largest generated sub-q-frame of (X,∼, R)
whose domain is a subset of the set
P (S) := {x ∈ X | ∀(b, b′) ∈ S. x ≤ b⇔ x ≤ b′}.
In the following section we will use this duality to construct the free
S4 algebra over a finite set of variables.
2.4 Partial S4 algebras
In Remark 2.2.1, we have shown how the usual equations for the
class of S4 modal algebras may be rewritten into equivalent quasi-
equations of rank 0, 1. This axiomatisation leads to the following
definition.
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Definition 2.4.1. A partial S4 algebra is a partial modal algebra
satisfying the quasi-equations
1. a ≤ 3a;
2. a ≤ 3a′ implies 3a ≤ 3a′.
We write pS4 for the class of partial S4 algebras, and pS4ω for its
full subcategory of finite partial S4 algebras.
In this section we give a dual description of the functor FS4 (re-
stricted to pS4ω) and the natural transformation η. This enables us
to show that, for each finite pS4 algebra B, ηB is injective. Hence
the construction described in Section 2.2 may be applied to build,
for a finite set P , a chain of embeddings of finite pS4 algebras whose
colimit is the free S4 algebra over P . Moreover, the dual description
of FS4 will give a concrete description of the duals of the algebras in
this chain.
2.4.1 Duality for partial S4 algebras
We start by describing which q-frames correspond to partial S4 al-
gebras. Since we know that S4 algebras correspond to qosets, i.e.,
Kripke frames whose relations are quasiorders (reflexive and transi-
tive), it is reasonable to suspect that something similar happens for
q-frames. This is why we choose to call the frames corresponding to
partial S4 algebras ‘q-qosets’.
Definition 2.4.2. We say a q-frame (X,∼, R) is a q-qoset if
1. R is reflexive;
2. for all x, y ∈ X , if xRy, then there exists y′ ∼ y such that
R[y′] ⊆ R[x].
We denote the full subcategory of qFr whose objects are q-qosets by
qQoset.
Let (X,∼X , RX) be a q-frame. We say a q-frame (Q,∼Q, RQ) is a
generated sub-q-qoset of (X,∼X , RX) if it is a generated sub-q-frame
of (X,∼X , RX), which is moreover a q-qoset.
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Remark 2.4.3. Intuitively, the second condition in the definition of
q-qoset says that R is ‘transitive up to ∼-equivalence’.7 We will see
in Proposition 2.4.6 that this condition is the right generalisation of
transitivity to the setting of q-frames.
We can write the definition of a q-qoset more concisely by defining,
for x ∈ X ,
Tx := {z ∈ X | R[z] ⊆ R[x]}.
The second condition then says that R[x] ⊆ [Tx]∼, where [Tx]∼ de-
notes the ∼-saturation of the set Tx. It is not hard to see that
reflexivity of R is equivalent to [Tx]∼ ⊆ R[x], for all x ∈ X .
From this remark, we conclude
Lemma 2.4.4. A q-frame (X,∼, R) is a q-qoset iff for all x ∈ X,
R[x] = [Tx]∼.
For a partial modal algebra (B,3B) with dual q-frame (X,∼, R),
partial S4 congruences on (B,3B) correspond to generated sub-q-
frames of (X,∼, R), which are in addition q-qosets. The following
lemma will be of use in the description of the dual of FS4, where we
have to compute the generated sub-q-qoset corresponding to a given
partial S4 quotient.
Lemma 2.4.5. Let (X,∼X , RX) be a q-frame, Q ⊆ X a subset,
∼Q := ∼X ∩ (Q×Q), and RQ := RX ∩ (Q×Q). Then the following
are equivalent:
1. (Q,∼Q, RQ) is a generated sub-q-qoset of (X,∼X , RX);
2. for all q ∈ Q, x ∈ X,
qRXx ⇔ ∃x
′ ∈ Q. x ∼ x′ and RX [x
′] ⊆ RX [q].
Proof. It is not hard to see that (2) implies (1). Suppose (1) holds,
and let q ∈ Q and x ∈ X with qRXx. As Q is the underlying set of a
generated sub-q-frame, pick p ∈ Q with x ∼ p, which implies qRQp.
7Note that a relation R is transitive if and only if, for all x, y ∈ X , if xRy,
then R[y] ⊆ R[x].
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Since Q is a q-qoset, pick x′ ∈ Q with p ∼ x′ and RQ[x
′] ⊆ RQ[q].
By transitivity of ∼, we have x ∼ x′, and because RX ◦ ∼ = RX and
Q is a generated sub-q-frame, we also get RX [x
′] ⊆ RX [q]. For the
other direction, use that RX is reflexive and RX ◦ ∼X = RX .
The justification for the definition of q-qoset lies in the following
proposition.
Proposition 2.4.6. Let (B,3B) be a finite partial modal algebra
and (X,∼, R) its dual q-frame. The following are equivalent:
1. (B,3B) is a partial S4 algebra;
2. (X,∼, R) is a q-qoset.
Proof. In fact, we can show that the conditions (1) and (2) in the
definitions of partial S4 algebra and q-qoset are equivalent, respec-
tively. This is an exercise in correspondence theory. With regard to
condition (1), note that:
∀a ∈ dom(3B). a ≤ 3Ba ⇔ ∀x ∈ At(dom(3B)). x ≤ 3Bx
⇔ ∀x ∈ X. [x]∼ ⊆ R
−1[x]
⇔ ∀x ∈ X. xRx
For the last backward implication, one uses that R ◦ ∼ = R.
The calculation of the correspondent of condition (2) is slightly more
complicated, but follows standard Sahlqvist procedures, as illus-
trated below. First of all, unravelling the definitions, and using
R ◦ ∼ = R, we get:
∀a, a′ ∈ dom(3B) (a ≤ 3Ba′ → 3Ba ≤ 3Ba′) ⇔
∀y ∈ X ∀S ⊆ X ([y]∼ ⊆ R
−1[S]→ R−1[y] ⊆ R−1[S]).
Taking the contrapositive of the last condition and pulling out an
existential quantifier, we see it is equivalent to
∀x, y ∈ X ∀S ⊆ X [xRy ∧ (∀s ∈ S. ¬xRs)]→
[∃y′ ∈ X. y′ ∼ y ∧ (∀s ∈ S. ¬y′Rs)].
Let us abbreviate the long implication after the three initial universal
quantifiers by φ(x, y, S). Note that, for x, y ∈ X and S0 ⊆ X , if
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φ(x, y, S0) holds, then, for any S ⊆ S0, we have that φ(x, y, S) still
holds.
The largest subset S0 for which the antecedent is true is S0 := R[x]
c,
showing that this condition is in fact equivalent to the first-order
condition
∀x, y ∈ X [xRy → ∃y′ ∈ X. y′ ∼ y ∧ (∀w ∈ R[x]c. ¬y′Rw)],
which is clearly equivalent to condition (2) in the definition of q-
qoset.
From this fact, we deduce the following corollaries from Theorem 2.3.3,
Proposition 2.3.6 and Proposition 2.3.7, respectively.
Corollary 2.4.7. The dual equivalence of Theorem 2.3.3 restricts
to a dual equivalence between the categories pS4ω and qQosetω.
Corollary 2.4.8. Let (B,3B) be a finite partial modal algebra and
(X,∼X , RX) its dual q-frame. There is a one-to-one correspondence
between pS4 congruences on (B,3B) and generated sub-q-qosets of
(X,∼X , RX).
Corollary 2.4.9. In the context of the previous proposition, if S ⊆
B × B is a set of pairs, then the pS4 congruence generated by S
corresponds to the largest generated sub-q-qoset of (X,∼, R) whose
domain is a subset of the set
P (S) := {x ∈ X | ∀(b, b′) ∈ S. x ≤ b⇔ x ≤ b′}.
2.4.2 Construction of the free S4 algebra
Using the duality for partial S4 algebras, we will now show that the
map ηB for the free image-total functor FS4 is injective, for all finite
partial S4 algebras B (Corollary 2.4.15). Hence, in particular, for
a finite set P , the maps in the chain obtained by repeated applica-
tion of FS4 to JE(H(FBA(P ))) (see Theorem 2.2.14) are embeddings.
Thus this is the approximating chain of the free S4 algebra over P .
To obtain the result that each ηB is injective, we give a dual de-
scription of the functor FS4. Throughout this section, B will be a
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finite partial S4 algebra, with dual frame (X,∼, R). We start by
describing the dual of the partial modal algebra (B +F∨BA(_B),_).
Lemma 2.4.10. The q-frame dual to the pMA (B + F∨BA(_B),_)
is (X × P(X),=1, R3), where, for pairs (x, T ), (y, S) ∈ X × P(X),
(x, T ) =1 (y, S) iff x = y and (x, T )R3(y, S) iff y ∈ T .
Proof. It is well-known that At(F∨BA(_B))
∼= P(X) (for more de-
tails, see for example [78, Section 15]). Hence, as the duality turns
coproducts into products,At(B+F∨BA(_B))
∼= X×P(X). Using the
description of the dual q-frame given in the proof of Theorem 2.3.3,
the descriptions of the dual relations follow from a straightforward
computation.
To compute the dual of (B+F∨BA(_B),_)/ϑB, we wish to calculate
the subset PX of atoms of X × P(X) satisfying the equality
∀a ∈ dom(3B). _a ≈ 3Ba, (2.3)
which we used to define the partial S4 congruence ϑB, as in Defini-
tion 2.2.11. By Corollary 2.4.9, the q-frame dual to FS4B is then the
largest generated sub-q-qoset of (X × P(X),=1, R3) whose domain
is contained in PX .
Let (x, T ) ∈ X × P(X). We want to find conditions on (x, T ) so
that
∀a ∈ dom(3B). (x, T ) ≤ _a ⇔ (x, T ) ≤ 3Ba.
The domain of 3B consists of the ∼-saturated subsets of X . As
both _ and 3B preserve joins, it suffices to consider the atoms of
dom(3B), i.e., the elements of B ∼= P(X) of the form [y]∼, where
y ∈ X . As R ◦ ∼ = R, R−1[[y]∼] = R
−1[y]. Note that
(x, T ) ≤ 3B[y]∼ ⇔ x ≤ R
−1[y] ⇔ y ∈ R[x].
Furthermore,
(x, T ) ≤ _[y]∼ ⇔ T ∩ [y]∼ 6= ∅ ⇔ y ∈ [T ]∼.
Hence (x, T ) satisfies the equality for all a ∈ dom(3B) iff
R[x] = [T ]∼.
We conclude
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Lemma 2.4.11. The collection PX of atoms in X ×P(X) that sat-
isfy (2.3) is
PX = {(x, T ) ∈ X × P(X) | R[x] = [T ]∼}.
Therefore, the dual of the functor FS4 takes a q-frame (X,∼, R)
to the largest generated sub-q-qoset of (X × P(X),=1, R3) whose
domain is contained in PX . Let us call the domain of this q-qoset QX .
Applying Lemma 2.4.5 and filling in the definitions of the relations
=1 and R3 yields that QX is the largest subset Q of PX satisfying,
∀(x, T )∈Q, y∈X. y∈T ⇔ ∃S ⊆ X. (y, S)∈Q and S ⊆ T. (2.4)
Although this gives some description of the dual of the functor FS4,
we can give a more explicit description of the subset QX here. Recall
that we defined in Remark 2.4.3, for x ∈ X ,
Tx = {z ∈ X |R[z] ⊆ R[x]}.
We noted in Lemma 2.4.4 that, for a q-qoset (X,∼, R), [Tx]∼ = R[x],
i.e., (x, Tx) ∈ PX . From the fact that QX satisfies (2.4), we deduce
the following properties.
Lemma 2.4.12. For any element (x, T ) ∈ QX ,
1. x ∈ T ;
2. if y ∈ T , then there exists S ⊆ T such that (y, S) ∈ QX ;
3. T ⊆ Tx.
Let us therefore define the auxiliary set
P ′X := {(x, T ) ∈ PX | x ∈ T, T ⊆ Tx},
which will contain QX . We are now ready to give a characterisation
of the set QX .
Proposition 2.4.13. Let (X,∼, R) be a q-qoset. Let
Q := {(x, T ) ∈ P ′X | ∀y ∈ T∃S ⊆ T. (y, S) ∈ P
′
X}.
Then Q is equal to QX , i.e., Q is the largest generated sub-q-qoset
of (X,∼, R) whose domain is contained in PX .
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Proof. By Lemma 2.4.12, any element (x, T ) ∈ QX will satisfy the
conditions defining Q, so QX ⊆ Q. It remains to show that Q indeed
satisfies (2.4).
Suppose (x, T ) ∈ Q, y ∈ X . First of all, if (y, S) ∈ Q for some
S ⊆ T , then y ∈ S, so y ∈ T .
Conversely, suppose y ∈ T . By definition of Q, there exists S ⊆ T
such that (y, S) ∈ P ′X . We now aim to show that (y, T ∩ Ty) ∈ Q.
To see that (y, T ∩ Ty) ∈ PX , note that
S ⊆ T ∩ Ty ⊆ Ty,
and [S]∼ = R[y] = [Ty]∼, so [T ∩ Ty]∼ = R[y]. As y ∈ T (by
assumption) and also y ∈ Ty, we have y ∈ T ∩Ty ⊆ Ty and therefore
(y, T ∩ Ty) ∈ P
′
X .
To show (y, T ∩ Ty) ∈ Q, let z ∈ T ∩ Ty be arbitrary. We have to
find U ⊆ T ∩ Ty such that (z, U) ∈ P
′
X . As z ∈ T ∩ Ty ⊆ T and
(x, T ) ∈ Q, there exists U ⊆ T such that (z, U) ∈ P ′X . It remains
to show that U ⊆ Ty, from which we then conclude U ⊆ T ∩ Ty, as
required. Since z ∈ Ty, we have R[z] ⊆ R[y], which implies Tz ⊆ Ty.
Now, since (z, U) ∈ P ′X , it follows that U ⊆ Tz ⊆ Ty.
Note that it follows from the proof above that, for (x, T ) ∈ P ′X and
y ∈ T , there exists some S ⊆ T with (y, S) ∈ P ′X iff (y, T ∩Ty) ∈ P
′
X .
Furthermore, under these condititions, y ∈ T ∩ Ty ⊆ Ty. Hence
(y, T ∩ Ty) ∈ P
′
X iff R[y] = [T ∩ Ty]∼. Therefore, the functor FS4 on
pS4ω (as defined in the previous section) may be described dually
(on objects) by
GS4 : (X,∼, R) 7→ (QX ,=1 ∩ (QX ×QX), R3 ∩ (QX ×QX))
where
QX = {(x, T ) ∈ X × P(X) |R[x] = [T ]∼, x ∈ T, T ⊆ Tx,
∀y ∈ T.R[y] = [T ∩ Ty]∼}.
This mapping extends to a functor GS4 on the category qQosetω
dual to FS4. More precisely, if we write Ψ : pS4
op
ω → qQosetω for
the functor in the duality from Corollary 2.4.7, then, for every finite
partial S4 algebra (B,3B), (Ψ ◦ FS4)(B,3
B) ∼= (GS4 ◦Ψ)(B,3
B).
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The natural transformation η : 1→ FS4 corresponds dually to a nat-
ural transformation pi : GS4 → 1. For a finite q-qoset X , piX is the
restriction of the projection function X × P(X)→ X to a function
QX → X . The following lemma shows that piX is surjective, for
every finite q-qoset X . By duality we may then conclude that ηB is
an embedding for every finite S4 algebra B.
Lemma 2.4.14. Let (X,∼, R) be a finite q-qoset. For all x ∈ X,
(x, Tx) ∈ QX .
Proof. Let x ∈ X . As (X,∼, R) is a q-qoset, R[x] = [Tx]∼. Further-
more, clearly x ∈ Tx and Tx ⊆ Tx. Now let y ∈ Tx, that is, y ∈ X
with R[y] ⊆ R[x]. Then Ty ⊆ Tx and R[y] = [Ty]∼ = [Tx ∩ Ty]∼.
Hence (x, Tx) ∈ QX .
Corollary 2.4.15. Let B be a finite partial S4 algebra. The partial
modal homomorphism ηB : B → FS4B is an embedding.
It follows that defining, for a set P ,
B0 = JS4(H(FBA(P ))) = (B + F
∨
BA(_B),_)/ϑS4,
where ϑS4 denotes the smallest pVS4 congruence on (B+F
∨
BA(_B),_),
and inductively defining, for n ∈ N,
Bn+1 = FS4(Bn),
yields a chain of embeddings of partial S4 algebras whose colimit is
the free (total) S4 algebra over P .
The duality allows us to give a concrete description of the algebras
in this chain. The dual of B0 is the largest generated sub-q-qoset
of (XP × P(XP ),=1, R3), where XP = At(FBA(P )) ∼= P(P ). The
duals of the further partial S4 algebras in the chain may be obtained
by repeatedly applying the functor GS4 described above.
The first two q-frames in the dual chain for the 1-generated free S4
algebra, i.e., P = {p}, are depicted in Figure 2.1. In the diagrams,
the equivalence relation is depicted as a partition. The arrows rep-
resent the non-reflexive part of the relation R. Note that R can
indeed be regarded as a relation from points to equivalence classes
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of points, since R ◦ ∼= R. Moreover, in the first two diagrams,
the points (which are atoms of the algebra) are labelled by the for-
mula they represent. The formulas become considerably longer in
the third step, so we have omitted them.
p ¬p
p∧_p∧_¬p
p∧_p∧¬_¬p
¬p∧_p∧_¬p
¬p∧_p∧¬_¬p
P(P ) X0
GS4(X0)
Figure 2.1: Dual chain for the 1-generated free S4 algebra.
2.4.3 Comparison with the work of Ghilardi
As stated in the introduction, our method for constructing free al-
gebras was partly inspired by the work of Ghilardi. In this section
we explain how the two methods relate, thereby also shedding new
light on Ghilardi’s construction.
We fix a finite set P . In [37], Ghilardi defines a chain of total S4
algebras, with so-called continuous maps between them:
(A0,0) (A1,1) (A2,2) · · ·
0 1 2
where a continuous map between modal algebras (B,3B) and (C,3C)
is a Boolean algebra homomorphism f : B → C satisfying in addi-
tion 3Cf(b) ≤ f(3Bb), for all b ∈ B. Ghilardi then takes the colimit
Aω of the chain of underlying Boolean algebras and equips it with
a modal operator  by defining [a ∈ An] = [n+1(n(a)) ∈ An+1].
The modal algebra (Aω,) is the free S4 algebra FVS4(P ) over P .
We compare this incremental construction to our chain
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(B0,30) (B1,31) (B2,32) · · ·
ηB0 ηB1 ηB2
of partial S4 algebras approximating FVS4(P ), as described at the
end of the previous section. The underlying Boolean parts of the
two chains coincide, with the only exception that our chain starts
one step later, that is, Bn = An+1 and ηBn = n+1.
The essential observation leading to our chain of partial algebras is
the fact that on the image of n, the total operator n+1 takes the
same value as  does in the colimit. This image of n is exactly the
domain of the partial diamond in our chain. Ghilardi constructs his
chain in such a way that the map n+1 is n-open, i.e., for all a ∈ An,
n+1(n+1n(a)) = n+2n+1(n(a)). This corresponds to the fact
that our map ηBn preserves the partial diamond.
Conversely, Ghilardi’s chain may be obtained from our chain of par-
tial algebras by defining the total operator n+1 by
n+1 = η
[
Bn ◦3
n+1 ◦ ηBn ,
where η[Bn is the left adjoint to the embedding ηBn : Bn  Bn+1.
Lemma 4.2 in [37] is the essential ingredient needed to prove that the
colimit of Ghilardi’s chain is indeed the free S4 algebra. The notion
of free image-total functor, which we introduced in Definition 2.1.10,
is already implicit in this lemma. However, Ghilardi’s approach,
using continuous morphisms, is tailored to work in the specific case
of the logic S4. Working in the setting of partial modal algebras has
enabled us to put his construction in a broader perspective.
2.5 Examples
In the previous section we have worked out in detail the application
of our general construction to the class of S4 modal algebras. We
now briefly discuss some other classes of modal algebras. We only
state the results and leave the computations to the reader.
For the remainder of this section we fix a finite set P and write
XP = At(FBA(P )) ∼= P(P ). The class of S4 algebras consists of the
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modal algebras that are both a T algebra, i.e., that satisfy
a ≤ 3a, (T)
and a K4 algebra, i.e., that satisfy
33a ≤ 3a. (4)
Also for the separate classes of T algebras and K4 algebras our gen-
eral construction yields chains of embeddings and thereby the ap-
proximating chains of their respective free algebras. Let us first con-
sider T algebras. It follows from the proof of Proposition 2.4.6 that
the duals of partial T algebras are q-frames (X,∼, R) for which the
relation R is reflexive. The dual of the functor FT may be described
as
GT(X,∼, R) = ({(x, T ) ∈ X × P(X) |R[x] = [T ]∼, x ∈ T},=1, R3),
where we just write =1 and R3 for the restriction of these relations
on X×P(X) to the underlying set of the described q-frame. For any
T q-frame (X,∼, R) and x ∈ X , we have (x,R[x]) ∈ GT(X,∼, R).
Hence the projection map GT(X,∼, R) → (X,∼, R) is surjective
and the approximating chain of the free T algebra over P may be
described dually by repeated application of the functor GT to
X0 = ({(x, T ) ∈ XP ×P(XP ) | x ∈ T},=1, R3),
which is the largest generated sub q-frame of (XP ×P(XP ),=1, R3)
that is a T q-frame. More details may be found in [77].
The case of K4 algebras is very similar to the S4 algebra case. We
explained in Remark 2.2.1 that equation (4) is equivalent to the
quasi-equation
a ≤ 3a′ implies 3a ≤ 3a′
and by the proof of Proposition 2.4.6 the duals of partial K4 algebras
are q-frames that satisfy condition 2 of Definition 2.4.2. The dual of
the functor FK4 may be described as
GK4(X,∼, R) = ({(x, T ) ∈ X ×P(X) |R[x] = [T ]∼, T ⊆ Tx,
∀y ∈ T.R[y] = [T ∩ Ty ∩R[y]]∼},=1, R3).
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Comparing this functor to the functor GS4 described on page 48, we
note two differences. First of all, the condition x ∈ T is dropped,
which corresponds to the fact that the sub q-frame of X × P(X)
that we are describing is not required to be reflexive. Secondly, the
condition ‘R[y] = [T ∩ Ty]∼’ is replaced by ‘R[y] = [T ∩ Ty ∩R[y]]∼’.
For a q-qoset, i.e., for a q-frame dual to a partial S4 algebra, we
have Ty ⊆ R[y]. For K4 q-frames this does not hold in general and
therefore the additional intersection with R[y] on the right-hand side
of the equality has to be added here. For any K4 q-frame (X,∼, R)
and x ∈ X , we have (x, Tx∩R[x]) ∈ GK4(X,∼, R). So the projection
map GK4(X,∼, R)→ (X,∼, R) is surjective and the approximating
chain of the free K4 algebra over P may be described dually by
repeated application of the functor GK4 to
(XP × P(XP ),=1, R3),
which happens to be a K4 q-frame already.
Our method also yields the approximating chain for the class of KB
algebras, that is, the class of modal algebras satisfying8
a ≤ 23a, (KB)
which can be rewritten into a quasi-equation of rank 0,1 as:
a ≤ ¬3a′ implies a′ ≤ ¬3a. (2.5)
Total KB algebras are dual to frames with a symmetric relation.
In the partial algebra setting, a q-frame (X,∼, R) corresponds to a
partial KB algebra iff it satisfies, for all x, y ∈ X ,
if xRy, then there exists y′ ∼ y such that y′Rx.
The dual of the functor FKB may be described as
GKB(X,∼, R) = {(x, T ) ∈ X ×P(X) |R[x] = [T ]∼, ∀y ∈ T.yRx},
equipped with the restrictions of the relations =1 and R3. Again,
the projection map GKB(X,∼, R)→ (X,∼, R) is surjective, for any
KB q-frame, as, in this case,
(x, {y ∈ X | yRx andxRy}) ∈ GKB(X,∼, R),
8As usual in modal logic, 2b is shorthand for ¬3¬b.
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for all x ∈ X . The approximating chain of the free KB algebra over
P may be described dually by repeated application of the functor
GKB to
(XP × P(XP ),=1, R3),
as this is a KB q-frame.
A final interesting example is the class of K5 algebras, i.e., the class
of modal algebras satisfying
3a ≤ 23a. (K5)
These are the modal algebras dual to so called Euclidean frames. A
q-frame (X,∼, R) is dual to a partial K5 algebra iff it satisfies, for
all x, y, z ∈ X ,
if zRx and zRy, then there exists x′ ∼ x such that x′Ry.
In this case the projection map piX : GK5(X,∼, R) → (X,∼, R) is
not always surjective, as may be seen by considering the K5 q-frame
depicted in Figure 2.2.
Figure 2.2: K5 q-frame.
However, the q-frame (XP × P(XP ),=1, R3) is a K5 q-frame and
repeated application of GK5 yields a chain with surjective projective
maps. In fact, from the fourth step onwards this chain is constant,
which implies that the finitely generated K5 algebras are finite.
The examples mentioned in this section may be compared with the
finite models in [66], which are similar, but were obtained indepen-
dently and via completely different methods. We believe a com-
parison of our results with those in [66] would be interesting future
work.9
9We thank Tadeusz Litak for pointing us to this reference, and for interesting
discussions on this line of work.
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2.6 Partial algebras for a functor
In this section, we show how our construction encompasses the fol-
lowing result of Kurz and Bezhanishvili [9]. If a modal logic L is
axiomatised by pure rank 1 axioms, then, by results in [54], its class
of algebras VL consists exactly of the algebras for a functor L on the
category of Boolean algebras. It was shown in [9] that the approxi-
mating chain for the free VL algebra can be obtained by a uniform
step-by-step construction using the functor L.
We will sketch the translation of their result into our setting. In
order to do so we define the category pLA of partial L-algebras for
a given functor L on Boolean algebras, as follows.
Definition 2.6.1. Let L : BA → BA be a functor.10 A partial
L-algebra is a tuple (B,A, i, α), where A, B are Boolean algebras,
i : A  B is an embedding, and α : LA → B is a Boolean homo-
morphism.
A pLA morphism from (B1, A1, i1, α1) to (B2, A2, i2, α2) is a pair
(f, f ′), with f : B1 → B2 and f
′ : A1 → A2 homomorphisms such
that the following diagrams commute:
A1 B1
A2 B2
i1
i2
f ′ f
LA1 B1
LA2 B2
α1
α2
Lf ′ f
We denote the category of partial L-algebras by pLA, and the full
subcategory of partial L-algebras for which B is finite by pLAω. We
call a partial L-algebra (B,A, i, α) total if i is an isomorphism, and
denote the full subcategory of total L-algebras by tLA.
Remark 2.6.2. Note in particular that for the functor L = F∨BA,
the category pLA is equivalent to the category pMA of partial
modal algebras. Hence the free algebra for the variety VK associated
10Throughout this section, we assume that L sends finite Boolean algebras to
finite Boolean algebras
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with the basic modal logic K can now also be constructed using the
method outlined in this section. More generally, if L is a functor for
a modal logic whose variety V is defined by rank 1 equations, then
the category pV is equivalent to the category pLA.
We now have a functor FL on the category of finite partial L-algebras,
as follows. Given a finite partial L-algebra (B,A, i, α), let (FLB, j, β)
be the following pushout in BA:
LA LB
B FLB
Li
α
j
β
Then (FLB,B, j, β) is a partial L-algebra, by the following lemma.
Lemma 2.6.3. The map j is an embedding.
Proof. Since i has a left inverse, Li has a left inverse. By the uni-
versal property of the pushout, we obtain a left inverse for j.
We now define the action of FL on morphisms. For a pLA morphism
(f, f ′) : (B1, A1, i1, α1)→ (B2, A2, i2, α2), we define the pair
FL(f, f
′) := (g, g′) : (FLB1, B1, j1, β1)→ (FLB2, B2, j2, β2)
by letting g′ := f , and defining g : FLB1 → FLB2 to be the unique
map, given by the universal property of the pushout FLB1, which
factors the following commutative diagram.
LA1 LB1
B1 FLB2
Li1
α1
j2◦f
β2◦Lf
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Remark 2.6.4. Suppose VE is a variety of partial modal algebras
defined by pure rank 1 equations. Let L be the functor associated
with this variety. Then, in this special case, the free image-total
functor FE from Definition 2.2.11 and the functor FL coincide. (Here,
we identify the categories pV and pLA, which are equivalent by
Remark 2.6.2).
We will now show that repeated application of the functor FL yields
essentially the same chain of algebras as defined by Kurz and Bezhan-
ishvili [9], and hence, by their result, it is the approximating chain
of the free VL algebra.
Recall that Kurz and Bezhanishvili constructed a chain of Boolean
algebras by defining, starting from a given Boolean algebra C0,
Cn+1 := C0 + L(Cn), (2.6)
and letting e0 : C0 → C1 = C0 + LC0 be the inclusion map into the
first summand, and then inductively defining
en+1 := idC0 + Len : C0 + LCn → C0 + LCn+1.
Now, to obtain this chain of Boolean algebras (Cn)n≥0 in our setting,
let C0 be a finite Boolean algebra. We associate to it the partial L-
algebra B1 := (C0 +LC0, C0, κ1, κ2), where κ1 : C0 → C0 +LC0 and
κ2 : LC0 → C0 + LC0 are the coprojection maps (note that, in the
category BA, both κ1 and κ2 are monomorphisms). Now simply
define a chain of partial L-algebras by putting, for n ≥ 1,
Bn+1 := FL(Bn).
Proposition 2.6.5. For all n, the partial L-algebra Bn+1 = FLBn is
(isomorphic to) (Cn+1, Cn, en, κ
n
2 ), where (en : Cn → Cn+1)n≥0 is the
chain defined in (2.6) above, and κn2 : LCn → Cn+1 is the coproduct
map into the second coordinate.
Proof. For n = 0, this is true by definition of B1 and e0. For n ≥ 1,
using induction, this amounts to showing that the following diagram
is a pushout.
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LBn LBn+1
B0 + LBn B0 + LBn+1
Len
κn2
idB0+Len
κn+12
This can be done easily, either using duality for Boolean algebras or
directly.
Theorem 4.2 of [9] states that the colimit of the chain (Cn)n≥0 yields
the free VL algebra. We have proved here that this chain can also
be obtained by repeated application of the functor FL, and thus
this method also yields the free VL algebra. By Remark 2.6.4, it
now follows that our construction of a free image-total functor FE in
Section 2.2 encompasses the known result from [9].
2.7 Future work
We have seen in this chapter that any variety V (of modal algebras)
may be axiomatised by a set E of rank 0-1 quasi-equations. The free
VE algebra can then be described as the colimit of a chain of pVE
algebras that is obtained by repeatedly applying the free image-total
functor FE . As remarked before, this method for building the free
algebra is particularly useful for applications in the case where we
get a chain of embeddings and thereby faithful approximations of
the free VE algebra.
It follows from [9] that in case the set E consists of pure rank 1 equa-
tions the natural transformation η : 1 → FE is point-wise injective,
whence one gets a chain of embeddings. We have shown that this is
also the case for the classes of finite partial modal algebras for S4, T,
K4 and KB, respectively. We do not get embeddings in general for
partial K5 algebras, however, the maps arising in our construction
of the free K5 algebras over a finite set are all embeddings.
It follows from the existence of non-decidable logics that we cannot
hope that, for every set of quasi-equations, the maps ηBn in the con-
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struction of the free algebra are embeddings. We conjecture that
there even exist decidable logics for which the maps ηBn are not
all embeddings. Finding examples of such logics is left for future
work. An interesting example to study would be the class of GL
modal algebras, which correspond to provability logic. Furthermore,
our method may readily be extended to multimodal algebras. This
provides a new supply of examples (with relatively simple axiomati-
sations), which may lead to new insights.
Finally, we have remarked that if we have an approximating chain
for a quasi-variety VE in which all maps ηBn are injective, then
we get normal forms for the logic to which the quasi-variety VE
is associated. It is therefore natural to ask whether normal forms
always arise in this way, i.e., if a logic has normal forms, must the
approximating chain arising from the functor FE then necessarily
be injective? If this is true, then it would entail that the method
outlined in this chapter provides an exhaustive search for normal
forms, in the sense that if a logic has normal forms, then the method
outlined in this chapter will yield them.
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3Relational semantics for full
linear logic
In this chapter we derive relational semantic for full linear logic and
compare the resulting structures with phase spaces, which are the tra-
ditional models for (provability in) linear logic. This chapter is based
on joint work with Mai Gehrke and Lorijn van Rooijen [23].
Relational semantics, given by Kripke frames, play an essential role
in the study of modal and intuitionistic logic [11]. They provide an
intuitive interpretation of the logic and a means to obtain informa-
tion about it. The possibility of applying semantic techniques to
obtain information about a logic motivates the search for relational
semantics in a more general setting.
In this chapter we derive relation semantics for linear logic. Lin-
ear logic was introduced by Jean-Yves Girard [39] and has various
application in computer science, for example in the development
of programming languages and denotational semantics. Formulas
in linear logic represent resources that may be used exactly once.
Proof-theoretically this is witnessed by the fact that the structural
rules of contraction and weakening are not admissible in general.
However, these structural rules are allowed in a controlled way by
means of a new modality, the exponential !, which expresses the case
of unlimited availability of a specific resource. Traditionally, phase
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spaces are used as semantics for linear logic. These have the draw-
back that, contrary to the approach we will describe, they do not
allow a modular treatment of additional operations and axioms.
Linear logic is an example of a substructural logic. Algebraic seman-
tics for substructural logics is given by partially ordered sets with
additional operations on them (partially ordered algebras). For these
structures no duality theory is available. Therefore, the method of
deriving relational semantics using Stone duality, which we discussed
in the Introduction (see Figure 1.1), is not applicable in this setting.
Luckily, we also indicated a different route to obtaining relational
semantics there: via canonical extension and discrete duality.
In [27] a notion of canonical extension for partially ordered algebras
is defined to obtain relational semantics for the implication-fusion
fragment of various substructural logics. Their approach is purely
algebraic. In [29] this work is translated to the setting of possible
world semantics. A class of frames (RS-frames) is described which
generalise Kripke frames and provide semantics for substructural
logics in a purely relational form. This is summarised in Figure 3.1.
relational
semanticsOO

O
O
perfect lattices with
additional operations
// RS-frames with
additional relations
discrete dualityoo
partially ordered
algebras
canonical extension
OO
syntactic
specification

OO
O
O
Figure 3.1: Deriving relational semantics.
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In [27, 29] relational semantics for the basic implication-fusion frag-
ment of linear logic was obtained. In this chapter we extend their
approach to derive relational semantics for full linear logic. The
main additional hurdle is the exponential. We analyse this opera-
tion algebraically and use canonical extension to obtain relational
semantics. Thus we illustrate the strength of using canonical ex-
tension to retrieve relational semantics: it allows a modular and
uniform treatment of additional operations and axioms. The modu-
larity distinguishes our work from earlier derivations of Kripke-style
semantics for linear logic [1].
The chapter is structured as follows. First we describe the discrete
duality between perfect lattices, which arise as canonical extensions
of partially ordered sets, and RS-frames (Section 3.1). Thereafter we
elaborate on the general methods of obtaining complete relational se-
mantics by moving ’up-right’ in Figure 3.1 (Section 3.2). We focus
on the parts of this general theory that are important for the remain-
der of the chapter and refer the reader to [27, 29] for more details.
In Section 3.3 this method is applied to obtain relational semantics
for the multiplicative additive fragment of linear logic (MALL). The
modular set-up allows us to augment this result by deriving rela-
tional semantics for the exponential, as we work out in Section 3.4.
This gives relational semantics for full linear logic. In Section 3.5,
which serves as an intermezzo, we look at the exponentials from an
algebraic perspective. Finally, in Section 3.6 we discuss how our
results relate to phase semantics.
3.1 Duality between perfect lattices and
RS-polarities
Algebraic semantics for substructural logics are given by partially
ordered sets (posets) with additional operations on them (partially
ordered algebras). In Appendix C some relevant facts on canonical
extension for posets are collected. The structures arising as canonical
extensions of poset are perfect lattices.
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Definition 3.1.1. A perfect lattice is a complete lattice L that
is both join-generated by its completely join-irreducible elements
J∞(L) and meet-generated by its completely meet-irreducible ele-
ments M∞(L).
To move horizontally in Figure 3.1 one should identify relational
structures that are in a duality with perfect lattices. In [29] a class
of (two-sorted) frames fulfilling this requirement is described. These
frames generalise the traditional notion of a Kripke frame. We in-
troduce these structures here and briefly discuss this duality.
Definition 3.1.2. A (two-sorted) frame is a triple F = (X, Y,4)
where X and Y are sets and 4⊆ X × Y is a relation from X to Y .
As explained in [29], the set X can be thought of as a set of worlds
and the set Y as a set of ‘information quanta’ or ‘co-worlds’. If x 4 y,
then y is said to be a part of x. Interpretants in these models consist
of both a set of worlds and a set of information quanta, and we want
either of these to completely determine the interpretant. This allows
us to describe the interpretant in either of the two ways, whichever
is most convenient given a particular situation. This requirement
is fulfilled if the interpretants are Galois-closed subsets of the fol-
lowing Galois connection, associated with the frame F , between the
powersets ℘(X) and ℘(Y ):
( )u : ℘(X) → ℘(Y )
A 7→ {y ∈ Y | ∀x. x ∈ A → x 4 y}
( )l : ℘(Y ) → ℘(X)
B 7→ {x ∈ X | ∀y. y ∈ B → x 4 y}.
The complete lattice of Galois-closed subsets of X is given by
G(F ) = {A ⊆ X | (Au)l = A},
which is a perfect lattice.
Conversely, for every perfect lattice L, we define a frame F(L) by
X = J∞(L), Y = M∞(L) and, for all x ∈ X, y ∈ Y ,
x 4 y ⇔ x ≤L y.
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This frame is separating , i.e., the following two conditions hold:
1. ∀x1, x2 ∈ X. x1 6= x2 → {x1}
u 6= {x2}
u;
2. ∀y1, y2 ∈ Y. y1 6= y2 → {y1}
l 6= {y2}
l.
Furthermore, it is reduced , i.e., the following two conditions hold:
1. ∀x ∈ X ∃y ∈ Y (x 64 y and ∀x′ ∈ X. {x′}u ⊃ {x}u → x′ 4 y);
2. ∀y ∈ Y ∃x ∈ X (y 6< x and ∀y′ ∈ Y. {y′}l ⊂ {y}l → y′ < x).
A frame that is both separating and reduced is called an RS-frame.
The separating property implies that the maps
X → G(F ) Y → G(F )
x 7→ ({x}u)l y 7→ {y}l
are injective. Therefore, we may think of X and Y as subsets of
G(F ) and we will write x both for the element of X and for the
corresponding element {x}ul of G(F) (and similarly for elements of
Y ). For a separating frame, being reduced means that the elements
of X are completely join-irreducible in G(F ) and the elements of Y
are completely meet-irreducible in G(F ).
An RS-frame morphism F1 = (X1, Y1,4) → (X2, Y2,4) = F2 is
a pair of relations S1 ⊆ Y1 × X2, S2 ⊆ X1 × Y2 satisfying some
conditions. These conditions ensure that the pair of relations gives
rise to a complete lattice homomorphism G(S1, S2) : G(F2)→ G(F1).
Conversely, for each complete lattice homomorphism f : L1 → L2
between perfect lattices, one may define an RS-frame morphism
F(f) : F(L2)→ F(L1).
Proposition 3.1.3. The mappings F and G form a duality between
the category of perfect lattices and the category of RS-frames.
For further details and a proof of the above proposition, the reader
is referred to [29].
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3.2 Relational semantics via canonical
extension
We will now extend and apply the basic theory of the previous section
to describe a general method for obtaining relational semantics for
substructural logics. To this extend, we apply the theory of canon-
ical extension in the setting of partially ordered sets enriched with
additional operations. As described in Appendix C, there are two
natural ways to extend an operation on a poset P to an operation
on its canonical extension P δ: its σ-extension and its pi-extension
(cf. Definition C.5). For the operations we study in this chapter, it
is most natural to work with their σ-extensions. We postpone the
justification of this claim till after Theorem 3.4.2 and ask the reader
to go along with it for now.
The basic substructural logic we consider is non-associative Lambek
calculus (NLC). Its signature consists of three binary operations ⊗,
→, ←. The axioms of NLC state that the implications → and ←
are residuals of the fusion ⊗. Algebraic semantics for this logic is
given by residuated algebras.
Definition 3.2.1. A residuated algebra is a structure (P,⊗,→,←),
where P is a partially ordered set and, for all x, y, z ∈ P ,
x⊗ y ≤ z ⇔ y ≤ x→ z ⇔ x ≤ z ← y.
A residuated algebra is called perfect if and only if its underlying
poset is a perfect lattice.
For a perfect residuated algebra, the underlying perfect lattice L
corresponds dually to the RS-frame F(L) = (J∞(L),M∞(L),≤L),
as explained in Section 3.1. The action of the fusion (and thereby
of its residuals) may be encoded on this dual frame as follows. First
note that, as the fusion is residuated, it is completely join-preserving
in both coordinates. Therefore, its action is completely determined
by its action on pairs from J∞(L) × J∞(L). We define a relation
R⊗ ⊆ J
∞(L)× J∞(L)×M∞(L) by
R⊗(x1, x2, y) ⇔ x1 ⊗ x2 6 y.
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The relation R⊗ is compatible, that is, for all x1, x2 ∈ J
∞(L) and
y ∈M∞(L), the sets
R⊗[x1, x2, ] R⊗[x1, , y] R⊗[ , x2, y]
are Galois-closed. Remark that we may also witness the fusion ⊗
dually by the relation R↓ ⊆ (J
∞(L))3 defined by
R↓(x1, x2, x3)⇔ x3 6 x1 ⊗ x2.
In that case, however, the conditions stating that R arises from a
fusion are less natural.
Definition 3.2.2. A structure F = (X, Y,4, R), where (X, Y,4) is
an RS-frame and R ⊆ X ×X × Y is a compatible relation, is called
a relational RS-frame.
Conversely, for an RS-frame F = (X, Y,4), a relation R ⊆ X×X×Y
gives rise to a fusion ⊗R on G(F ), by defining, for all x1, x2 ∈ X and
u1, u2 ∈ G(F ),
x1 ⊗R x2 =
∧
{y ∈ Y |R(x1, x2, y)};
u1 ⊗R u2 =
∨
{x1 ⊗R x2 | x1, x2 ∈ X, x1 6 u1, x2 6 u2}.
This operation is completely join-preserving in both coordinates and
therefore it is residuated, with residuals→R and←R. For any resid-
uated fusion operation ⊗ on a perfect lattice, ⊗R⊗ = ⊗ and, for any
compatible relation R on an RS-frame, R⊗R = R.
Proposition 3.2.3 (Proposition 6.6 in [27]). The above defined
maps
(L,⊗,→,←) 7→ (F(L), R⊗)
(X, Y,4, R) 7→ (G(X, Y,4),⊗R,→R,←R)
yield a duality between perfect residuated algebras and relational RS-
frames.1
1Note that we have not spelled out which morphisms we consider in both
categories. The reader interested in more details is referred to [27].
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We denote the extended mappings of the above proposition by Fra
and Gra. For a residuated algebra P , the σ-extension of its fusion,
⊗σ : P δ × P δ → P δ, is a residuated operator on the canonical ex-
tension P δ (Corollary 3.7 of [27]). This completes the description
of the walk through Figure 3.1 for NLC: We start with a residuated
algebra P , its canonical extension is a perfect residuated algebra P δ,
which yields a relational frame via the mapping Fra.
The logic NLC may be interpretated on relational RS-frames as fol-
lows.
Definition 3.2.4. Let S be a set of propositional letters. An inter-
pretation of S in a frame F = (X, Y,4, R) is a map V : S → Gra(F ).
This yields a satisfaction relation defined by, for x ∈ X , s ∈ S,
(F, V ), x  s ⇔ x ≤ V (s).
In case (F, V ), x  s holds, we say s holds at x in (F, V ). We also
obtain an information content relation defined by, for y ∈ Y ,
(F, V ), y  s ⇔ y ≥ V (s).
In case (F, V ), y  s holds we say y is part of s in (F, V ).
Let Fm(S) be the collection of all formulas over S in the lan-
guage (⊗,→,←). Quotienting Fm(S) by provable equivalence (in
NLC) and defining the operations ⊗, → and ← on equivalence
classes of formulas yields a residuated algebra Fm(S). An interpre-
tation V : S → Gra(F ) in F uniquely extends to a homomorphism
V : Fm(S) → Gra(F ). We may inductively extend the relations 
and  to the collection Fm(S), in such a way that, for φ ∈ Fm(S),
(F, V ), x  φ ⇔ x ≤ V ([φ]),
(F, V ), y  φ ⇔ y ≥ V ([φ]),
where [φ] denotes the equivalence class of φ in Fm(S). A concrete
description of these relations is given in Section 4 of [29]. For exam-
ple, for φ, ψ ∈ Fm(S), x ∈ X , y ∈ Y ,
y  φ⊗ ψ ⇔ ∀x1, x2 ∈ X. (x1  φ and x2  ψ) → R(x1, x2, y);
x  φ⊗ ψ ⇔ ∀y ∈ Y. y  φ⊗ ψ → x 4 y.
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For formulas φ and ψ in Fm(S), we say the sequent φ ` ψ is valid in
the frame F if and only if, for every valuation V in F , the following
equivalent conditions hold:
1. ∀x ∈ X. (F, V ), x  φ → (F, V ), x  ψ;
2. ∀y ∈ Y. (F, V ), y  φ → (F, V ), y  ψ;
3. V ([φ]) ≤ V ([ψ]).
It immediately follows that,
φ  ψ is valid in F ⇔ φ 6 ψ holds in Gra(F ). (3.1)
We are now ready to describe our method for obtaining relational
semantics for a substructural logic. Let E be a collection of inequal-
ities axiomatising a logic LE in the connectives ⊗,→,←, extending
NLC. The collection AlgE of residuated algebras satisfying the in-
equalities in E provides complete algebraic semantics for LE , in the
sense that, for all formulas φ, ψ,
φ ` ψ is derivable in LE ⇔ φ 6 ψ holds in all algebras in AlgE .
Our aim is to describe a collection of relational frames K which pro-
vides complete relational semantics for LE . We define, for a collection
of relational frames K,
K+ = {Gra(F ) |F ∈ K}.
By (3.1), K provides complete relational semantics for LE if and only
if LE = EqThr(K
+), where EqThr(K+) is the equational theory of
K+, i.e., the collection of inequalities that hold in all algebras in K+.
We will show that, to obtain complete relational semantics for LE ,
it suffices to:
1. prove that AlgE is closed under canonical extension, that is,
for all P ∈ AlgE , P
δ ∈ AlgE (canonicity);
2. describe a class of frames K that satisfies AlgδE ⊆ K
+ ⊆ AlgE ,
where AlgδE = {P
δ |P ∈ AlgE} (correspondence).
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Proposition 3.2.5. If AlgE is closed under canonical extension,
then EqThr(AlgE) = EqThr(Alg
δ
E).
Proof. We assume AlgE is closed under canonical extension, that is,
AlgδE ⊆ AlgE . Then clearly EqThr(AlgE) ⊆ EqThr(Alg
δ
E). For the
converse inclusion, suppose φ 6 ψ holds in AlgδE and P ∈ AlgE . As P
embeds in its canonical extension P δ and P δ ∈ AlgδE , the inequality
φ 6 ψ holds in P .
If AlgE is closed under canonical extension we say the collection of
axioms E is canonical. It follows from the above proposition that in
this case any collection K of frames satisfying AlgδE ⊆ K
+ ⊆ AlgE
provides complete relational semantics for LE . In case the axioms in
E are ‘sufficiently simple’ one may obtain, in a mechanical way, first-
order conditions on relational frames describing a class K with this
property. Many well-known logics may be axiomatised by canonical
and ‘sufficiently simple’ axioms, hence the procedure described above
may be applied to obtain complete relational semantics for these
logics. In [27] this is worked out for the fusion-implication fragment
of the Lambek calculus, linear logic, relevance logic, BCK logic and
intuitionistic logic.
We will apply an extension of the above method to obtain relational
semantics for linear logic. Algebraic semantics for linear logic is
given by residuated algebras equipped with additional operations
(corresponding to the additional connectives of linear logic). To
obtain relational semantics, one has to give a description of these
additional operations on the relational frames. In the next section
we will illustrate this procedure by deriving relational semantics for
multiplicative additive linear logic. In the subsequent section we
augment this result by describing the exponentials on the frame side,
thereby obtaining relational semantics for full linear logic.
3.3 Relational semantics for MALL
In this section we derive relational semantics for the multiplicative
additive fragment of linear logic (MALL). Its algebraic semantics is
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given by classical linear algebras, which are extensions of the resid-
uated algebras studied in the previous section.
Definition 3.3.1. A classical linear algebra (CL-algebra) is a struc-
ture (L,⊗,→,←, 1, 0), where
1. (L,⊗,→,←) is a residuated algebra;
2. the fusion ⊗ is associative and commutative and has a unit 1;
3. L is a bounded lattice;
4. for all a ∈ L, (a→ 0)→ 0 = a.
A perfect CL-algebra is a CL-algebra whose underlying lattice is
perfect.
In linear logic, the meet operation is denoted by & (with unit >),
the join by ⊕ (with unit 0), the implication by( and our constant
0 is denoted by ⊥. However, as we will refer to the literature from
lattice theory we stick to the usual lattice theoretic notation and
denote meet by ∧ (with unit >) and join by ∨ (with unit ⊥). For
further details on CL-algebras the reader is referred to [76], which
uses a notation similar to ours.
We denote x → 0 by x⊥ and call this operation linear negation.
Implication sends joins in the first coordinate to meets, hence ( )⊥
sends joins to meets. As ( )⊥ is a bijection, it follows that it is a
(bijective) lattice homomorphism L → L∂ , where L∂ is the lattice
obtained by reversing the order in L. Hence the σ- and pi-extension
of the linear negation coincide and we denote the unique extension
of ( )⊥ to the canonical extension Lδ by ( )⊥
δ
.
The first step in obtaining relational semantics for MALL is checking
canonicity, i.e., ensuring that the class CL of CL-algebras is closed
under canonical extension.
Proposition 3.3.2. The class CL is closed under canonical exten-
sion.
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Proof. Let L be a CL-algebra and let Lδ be its canonical extension.
In [27] it is shown that Lδ is a perfect residuated algebra. Hence,
in particular, it is a bounded lattice. Furthermore, it is shown that,
if ⊗ is associative (resp. commutative), then so is its extension ⊗σ.
The unit 1L of the fusion in L is the unit for ⊗
σ as, for all w ∈ Lδ,
w ⊗σ 1L =
∨
{x | w > x ∈ F (Lδ)} ⊗σ 1L
=
∨
{x⊗σ 1L | w > x ∈ F (L
δ)}
=
∨
{
∧
{p⊗ 1L | x 6 p ∈ L} | w > x ∈ F (L
δ)}
=
∨
{
∧
{p | x 6 p ∈ L} | a > x ∈ F (Lδ)}
=
∨
{x | w > x ∈ F (Lδ)} = w.
It follows from the results in [2] that, for all w ∈ Lδ, (w⊥
δ
)⊥
δ
= w.
This completes the proof that Lδ is a CL-algebra.
To describe the constants 1 and 0 dually, we have to extend the
relational frames with two Galois-closed subsets, U ⊆ X and Z ⊆ Y .
Starting from a perfect CL-algebra L, these sets are given by
UL = {x ∈ J
∞(L) | x 6 1} and ZL = {y ∈M
∞(L) | 0 6 y}.
We could also have described Z as a subset of X , however as it
occurs in the axiom (a → 0) → 0 = a and the implication is meet-
preserving in the second coordinate, it is more convenient to describe
it by the collection of meet-irreducibles above it, i.e., by a subset of
Y .
Our next step is to characterise the collection of frames of the form
F = (X, Y,4, R, U, Z) such that G(F ) is a (perfect) CL-algebra (this
constitutes the correspondence result). In the remainder of this sec-
tion, we assume that any element named x (resp. y) with any super-
or subscript comes from X (resp. Y ).
By Corollary 6.14 in [27], the fusion in G(F ) is associative if and
only if F satisfies:
∀x1, x2, x3 ∀y.[
∀x′2 (∀y
′ [R(x2, x3, y
′) → x′2 4 y
′] → R(x1, x
′
2, y))
]
⇔
[
∀x′1 (∀y
′′ [(R(x1, x2, y
′′) → x′1 4 y
′′)] → R(x′1, x3, y))
]
.
(Φa)
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Furthermore, by Corollary 6.17 in [27], the fusion in G(F ) is com-
mutative if and only if F satisfies Φc:
∀x1, x2 ∀y. R(x1, x2, y) ⇔ R(x2, x1, y). (Φc)
For U to be the unit of the fusion in G(F ) we have to ensure that
W ⊗U = W for all W ∈ G(F ). As the fusion on G(F ) is completely
join-preserving in both coordinates, it suffices to ensure x⊗ U = x,
for all x ∈ X (= J∞(G(F ))). Note that,
x⊗ U 6 y ⇔
∨
{x⊗ x′ | x′ 6 U} 6 y
⇔ ∀x′ ∈ U. x⊗ x′ 6 y
⇔ U ⊆ R[x, , y].
Hence U is the unit of the fusion in G(F ) if and only if F satisfies:
∀x ∀y. x 4 y ⇔ U ⊆ R[x, , y]. (Φu)
Now we have come to the last axiom: (a→ 0) → 0 = a. First note
that, by the adjunction property,
a 6 (a→ 0)→ 0 ⇔ (a→ 0)⊗ a 6 0 ⇔ a→ 0 6 a→ 0.
So the inequality a 6 (a → 0) → 0 holds in any case. Further-
more, the mapping a 7→ (a → 0) → 0 is completely join-preserving
and therefore it again suffices to consider completely join-irreducible
elements. Note that, for x′ ∈ J∞(G(F )),
x′ 6 (x→ 0)→ 0 ⇔ (x→ 0)⊗ x′ 6 0
⇔ x→ 0 6 x′ → 0
⇔ ∀x′′. x′′ 6 x→ 0 → x′′ 6 x′ → 0
⇔ ∀x′′. x⊗ x′′ 6 0 → x′ ⊗ x′′ 6 0
⇔ ∀x′′. Z ⊆ R[x, x′′, ] → Z ⊆ R[x′, x′′, ].
Hence the equation (a→ 0)→ 0 = a holds in G(F ) if and only if F
satisfies:
∀x, x′.
(
∀x′′. Z ⊆ R[x, x′′, ] → Z ⊆ R[x′, x′′, ]
)
→ x′ 6 x. (Φdd)
In Φdd, the statement x
′ 6 x uses the ordering of G(F ). We may
also write this in the language of the frame as: ∀y. x 4 y → x′ 4 y.
For readability we use the shorthand x′ ≤ x.
The above calculations lead to the following duality result.
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Definition 3.3.3. A CL-frame is an extended relational RS-frame
F = (X, Y,4, R, U, Z), where U is a Galois-closed subset of X , Z is
a Galois-closed subset of Y and the extended frame F satisfies Φa,
Φc, Φu and Φdd.
Theorem 3.3.4. The mappings L 7→ (Fra(L), UL, ZL) = Fcl(L)
and F 7→ (Gra(F ), U, Z) = Gcl(F ) yield a duality between perfect
CL-algebras and CL-frames.
Combining (an extension of) Proposition 3.2.5 and Proposition 3.3.2,
it follows that perfect CL-algebras provide complete algebraic seman-
tics for MALL. Using the duality result obtained above we may now
conclude the following.
Corollary 3.3.5. The class of CL-frames gives complete semantics
for MALL.
3.4 Relational semantics for full linear
logic
We are now ready to consider full linear logic. This is an extension of
the previously defined multiplicative additive fragment with a unary
operation, which is called an exponential. A special feature of this
exponential is the fact that on formulas that are in its image, the
structural rules contraction and weakening are allowed. We start by
describing the algebraic semantics of the exponential. The following
definition is equivalent to the one given in [76].
Definition 3.4.1. Let L be a CL-algebra. An exponential on L is
a mapping ! : L→ L such that, for all a, b ∈ L,
1. !!a = !a 6 a;
2. a 6 b ⇒ !a 6 !b;
3. !> = 1;
4. !a ⊗ !b = !(a ∧ b).
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In this case, (L, !) is called a CLS-algebra. We write CLS for the
class of CLS-algebras.
To obtain relational semantics for full linear logic, we have to prove
that the properties of the exponential satisfy canonicity, and we have
to describe the exponentials dually.
3.4.1 Canonicity of the exponential
In this subsection we prove that the class of CLS-algebras is closed
under canonical extension. In Proposition 3.3.2 of Section 3.3, we
already showed that the canonical extension of a CL-algebra is again
a CL-algebra. Using this result, it is only left to prove that the
extended version !σ of ! is an exponential on Lδ.
Theorem 3.4.2. The class CLS is closed under canonical exten-
sion.
Proof. We will check that the map !σ on Lδ satisfies the four prop-
erties of Definition 3.4.1.
1. Using that !p 6 p for all p ∈ L, we have, for all x ∈ F (Lδ),
!σx =
∧
{!p | x 6 p ∈ L}
6
∧
{p | x 6 p ∈ L}
= x.
This result for filter elements implies that for all a ∈ Lδ,
!σa =
∨
{!σx | a > x ∈ F (Lδ)}
6
∨
{x | a > x ∈ F (Lδ)}
= a.
It follows that !σ!σa 6 !σa, so it is left to show that !σa 6 !σ!σa.
Lemma 3.4 from [27] implies that !σ sends filter elements to
filter elements. Hence, for x ∈ F (Lδ), we have that !σx ∈
F (Lδ), and thus !σ!σx =
∧
{!p | !σx 6 p ∈ L}. For x ∈ F (Lδ),
we will prove that
!σ!σx =
∧
{!p | !σx 6 p ∈ L}
>
∧
{!q | x 6 q ∈ L}
= !σx,
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by showing that for every meetand of the first meet, there exists
a meetand in the second meet that is below it. Let p ∈ L be
such that !σx 6 p. Then
!σx =
∧
{!q | x 6 q ∈ L} 6 p.
By compactness, there exist q1, . . . , qn ∈ L such that x 6 qi,
for i ∈ {1, . . . , n}, and !q1∧. . .∧ !qn 6 p. Then x 6 q1∧. . .∧qn,
and since ! is order-preserving we have that
!(q1 ∧ . . . ∧ qn) 6 !q1 ∧ . . .∧ !qn 6 p.
We denote q := q1 ∧ . . . ∧ qn. By assumption, !q 6 !!q. This
implies, together with !q 6 p and the fact that ! is order-
preserving, that !q 6 !!q 6 !p. Furthermore, !q is a meetand of
the second meet since x 6 q and q ∈ L. Thus, we have now
proved, for all filter elements x, !σx 6 !σ!σx.
For a ∈ Lδ, we want to show that
!σa =
∨
{!σx | a > x ∈ F (Lδ)}
6
∨
{!σx | !σa > x ∈ F (Lδ)}
= !σ!σa.
Let x′ be such that !σx′ is a joinand of the first join, i.e.,
such that a > x′ ∈ F (Lδ). Lemma 3.4 from [27] states that
!σ is order-preserving, hence !σa > !σx′. Since !σ sends filter
elements to filter elements we have that !σx′ ∈ F (Lδ). Thus,
!σ!σx′ ∈ {!σx | !σa > x ∈ F (Lδ)}.
Since !σ!σx′ > !σx′ by the previous result for filter elements,
this means that there is a joinand in the second join that is
above the joinand of the first join that we started with.
2. The exponential ! is order-preserving, hence, by Lemma 3.4
from [27], !σ is order-preserving.
3. As !σ>Lδ = !
σ>L = !>L = 1L and 1L is the unit of the fusion
⊗σ on Lδ, it follows that !σ>Lδ = 1Lδ .
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4. Define [!, !] : (a, b) 7→ (!a, !b). For all a, b ∈ Lδ,
!σa ⊗σ !σb = (⊗σ ◦ [!, !]σ)(a, b)
(1)
= (⊗ ◦ [!, !])σ(a, b)
(2)
= (! ◦ ∧L)
σ(a, b)
(3)
= (!σ ◦ ∧σL)(a, b)
= (!σ ◦ ∧Lδ)(a, b)
= !σ(a ∧Lδ b).
Equalities (1) and (3) follow from Proposition C.6, using the
fact that all morphisms involved are order-preserving, ⊗ is
join-preserving in both coordinates (for (1)) and ∧L is meet-
preserving (for (3)). Equality (2) follows from the assumption
for ! on L.
Hence (Lδ, !σ) is a CLS-algebra.
In our definition of canonical extensions of CL-algebras and CLS-
algebras we have used the σ-extensions of the additional operations
rather than their pi-extensions (cf. Definition C.5). For canonical
extension experts, it should come as no surprise that we use the
σ-extension of the fusion operation: In a residuated algebra fusion
is a lower adjoint. This is precisely the property preserved by σ-
extension (whereas pi-extension preserves the property of being an
upper adjoint in any one coordinate).
However, the choice in the case of the exponential is a bit more
subtle. To explain it, note first that properties (1) and (2) of ex-
ponentials (Definition 3.4.1) are equivalent to saying that !, viewed
as a map from L to Im(!), is the upper adjoint of the inclusion map
e : Im(!) → L (Lemma 3.4.3). This indicates that the pi-extension
might be the more natural extension. However, since ! and e are
unary and are, as maps between Im(!) and L, meet-preserving and
join-preserving, respectively, they are in fact both smooth and their
pi- and σ-extensions agree.
In this light the map !, viewed as a map from L to L, is actually the
composition
L
!
−→ Im(!)
e
−→ L,
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and the question arises how the σ- and pi-extension of this compo-
sition relate to the composition of the (unique) extensions of the
two maps individually. Using Proposition C.6, we see that (e ◦ !)σ =
eσ ◦ (!)σ = eδ ◦ (!)δ and thus the σ-extension of !, viewed as a map
from L to L, captures the ‘right’ extension of !. On the other hand,
since e is not meet preserving and ! is not join-preserving, there is
no reason to believe that (e ◦ !)pi agrees with these other extensions
of e ◦ !.
3.4.2 Correspondence for the exponential
For the correspondence result for full linear logic, we have to extend
the relational structures from Section 3.3, which give complete se-
mantics for MALL, such that they also account for the exponential.
We start by observing some properties of the exponential.
Lemma 3.4.3. Let L be a CL-algebra, ! : L→ L an operation, and
write I = Im(!). Then the following are equivalent:
i. ! satisfies 3.4.1.1 and 3.4.1.2;
ii. ! is the upper adjoint of the embedding I ↪→ L.
In this case, I is closed under all (possibly infinitary) joins that exist
in L. If, in addition, ! satisfies 3.4.1.3, then I is a meet-semilattice
in the induced order and ! : L→ I is meet-preserving. Finally, under
the additional assumption of 3.4.1.4, the meet of I is given by the
fusion of L.
Proof. Proving the equivalence statement is left to the reader. Now
let S ⊆ I and suppose α :=
∨
L S exists. For all s ∈ S, s 6 α, hence
by 3.4.1.2, !s 6 !α. Since s ∈ I, we have that !s = s. Thus !α is an
upper bound for S and therefore !α >
∨
L S = α. By 3.4.1.1, !α 6 α,
hence α = !α. Since !α ∈ I, it follows that I is closed under all joins
that exist in L.
Now assume that !, in addition, satisfies 3.4.1.3. To show that I is a
meet-semilattice, let i, j ∈ I. Using 3.4.1.2, it follows that !(i ∧L j)
is a common lower bound for !i = i and !j = j, and !(i∧L j) ∈ I. For
78
3.4. Relational semantics for full linear logic
all k ∈ I such that k is a common lower bound for i and j, k 6 i∧L j,
hence by the adjunction property k 6 !(i∧Lj). Thus i∧I j = !(i∧Lj).
Using 3.4.1.3 we see that, for all i ∈ I, i = !i ≤ !>L = 1L. Hence 1L is
the top element of I and this is the unit of the meet. Since ! : L→ I
is the upper adjoint of the embedding, it is meet-preserving, i.e., for
all a, b ∈ L, !(a ∧L b) = !a ∧I !b.
Finally, in case ! satisfies 3.4.1.4 as well, the meet on I is given by
the fusion on L: i ∧I j = !(i ∧L j) = !i ⊗ !j = i⊗ j.
The following proposition shows that exponentials on L can be char-
acterised by certain subsets of L. Later on we will use this result
to describe exponentials dually. In Theorem 8.18 in [76], it was al-
ready shown that certain subsets give rise to exponentials. However,
contrary to [76], we work with subsets that are closed under certain
joins. In this way, we obtain a one-to-one correspondence between
specific subsets and exponentials.
Proposition 3.4.4. There is a bijective correspondence between ex-
ponentials on L and collections I ⊆ L such that
(I1) for all a ∈ L,
∨
{i ∈ I | i 6 a} exists and is an element of I;
(I2) I is closed under ⊗;
(I3) for all i ∈ I, i⊗ i = i;
(I4) 1 ∈ I and for all i ∈ I, i 6 1.
Proof. Let I ⊆ L satisfy (I1) - (I4). Define, for a ∈ L,
!I(a) =
∨
{i ∈ I | i 6 a}.
Using (I1), it follows that the image of !I is exactly I. It is readily
checked that !I is the upper adjoint of the inclusion map I ↪→ L,
whence, by Lemma 3.4.3, the first two properties of Definition 3.4.1
are satisfied. Furthermore, since !I is an upper adjoint, it sends >
to the top of I, which is 1 according to (I4).
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It remains to check that, for all a, b ∈ L, !I(a ∧ b) = !I(a)⊗!I(b).
Note that !I(a)⊗!I(b) 6 !I(a) ⊗ 1 = !I(a), and similarly for b. This
implies
!I(a)⊗!I(b) 6 !I(a) ∧I !I(b) = !I(a ∧L b),
where we use that, by Lemma 3.4.3, !I : L→ I is meet-preserving.
The other inequality is shown as follows,
!I(a ∧L b) =
∨
{i ∈ I | i 6 a ∧L b}
=
∨
{i ∈ I | i 6 a, i 6 b}
=
∨
{i⊗ i | i ∈ I, i 6 a, i 6 b} (by (I3))
6
∨
{i⊗ i′ | i, i′ ∈ I, i 6 a, i′ 6 b}
=
∨
{i ∈ I | i 6 a} ⊗
∨
{i ∈ I | i 6 b}
= !I(a) ⊗ !I(b).
Now, let ! be an exponential on L. Define I! = {a ∈ L | !a = a}.
Note that I! = Im(!), since, for all a ∈ I!, a = !a ∈ Im(!), and for all
!b ∈ Im(!), !!b =!b, hence !b ∈ I!. We leave it to the reader to check
that I! satisfies (I1) - (I4).
As I = I!I and ! = !I! , this correspondence is bijective.
Remark 3.4.5. In the setting of complete lattices, the first con-
dition of Proposition 3.4.4 is equivalent to the condition that I is
closed under all joins.
Our next goal is to describe the exponentials dually, i.e., to describe a
class of extended frames K such that the class K+ = {G(F ) |F ∈ K}
is contained in CLS and contains at least all CLS-algebras of the
form Lδ (where L ∈ CLS) (cf. Section 3.2).
It follows from Proposition 3.4.4 that an exponential on a CL-algebra
is completely determined by its image. Hence we could describe an
exponential dually by extending the frame with the collection of
Galois-closed sets corresponding to the elements in the image of the
exponential. But in fact, we can do with a much smaller set. As
the canonical extension Lδ of a CL-algebra L is a perfect lattice, by
Remark 3.4.5, the image Im(!σ) of the extended exponential !σ is a
complete join-sublattice of Lδ. Furthermore, Im(!σ) is isomorphic
to (Im(!))δ, whence, it is a perfect lattice itself. These observations
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allow us to describe the exponential dually using only the completely
join-irreducible elements of Im(!σ). The remainder of this section is
devoted to making these ideas precise.
Definition 3.4.6. A perfect CLS-algebra is a CLS-algebra (L, !) such
that L is a perfect CL-algebra and, in addition, the image of the ex-
ponential Im(!) is a complete join-sublattice of L, which is generated
by its completely join-irreducible elements.
Recall from Theorem 3.3.4 that the class of perfect CL-algebras is
dually equivalent to the class of CL-frames. To obtain relational
semantics for full linear logic, we extend such frames with a collection
J of Galois-closed sets. For a perfect CLS-algebra (L, !), J! is the
collection of completely join-irreducible elements of the image of the
exponential, i.e.,
J! = {v ∈ L | !v = v and v is completely join-irreducible in Im(!)}.
We now have to determine which frames F = (X, Y,4, R, U, Z, J)
give rise to a perfect CLS-algebra. Let IJ be the
∨
-closure of J
in G(F ). We have to ensure that IJ satisfies the four conditions
of Proposition 3.4.4 and that the Galois-closed sets in J are the
completely join-irreducible elements of IJ . As before, we assume
that any element named x (resp. y) with any super- or subscript
comes from X (resp. Y ).
(I1) Since I is the
∨
-closure of J in G(F ), this condition is auto-
matically satisfied.
(I2) As the fusion ⊗ in G(F ) is completely join-preserving in both
coordinates, IJ is closed under⊗ if and only if, for all w,w
′ ∈ J ,
w ⊗ w′ ∈ IJ . This is the case if and only if, for all w,w
′ ∈ J ,
w ⊗ w′ =
∨
{v ∈ J | v 6 w ⊗ w′}.
Since w ⊗ w′ >
∨
{v ∈ J | v 6 w ⊗ w′} is always true, the
property is satisfied if and only if the converse inequality holds,
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for all w,w′ ∈ J . This can be rewritten as:
w ⊗ w′ 6
∨
{v ∈ J | v 6 w ⊗ w′}
⇔ ∀y.
∨
{v ∈ J | v 6 w ⊗ w′} 6 y → w ⊗ w′ 6 y
⇔ ∀y.
(
∀v ∈ J. v 6 w ⊗ w′ → v 6 y
)
→ w ⊗ w′ 6 y.
Note that, as the collection J is a collection of Galois-closed
sets, this statement is intrinsically second order: we cannot
get around quantifying over J . However, all the other parts of
the statement can be rewritten in the language of the frame,
quantifying only over X and Y . For example,
w ⊗ w′ 6 y ⇔ ∀x, x′. x 6 w andx′ 6 w → x⊗ x′ 6 y
⇔ ∀x, x′. x ∈ w andx′ ∈ w → R(x, x′, y)
For the sake of readability we choose not to write down all the
derivations to statements in the language of the frame, but use
some operations of the corresponding CLS-algebra as a short-
hand. We conclude that IJ is closed under ⊗ if and only if F
satisfies:
∀w,w′ ∈ J ∀y.
(
∀v ∈ J. v 6 w ⊗ w′ → v 6 y
)
→ w ⊗ w′ 6 y.
(Φe2)
(I3) Again using that the fusion is completely join-preserving in
both coordinates, it follows that the fusion is idempotent on
IJ if and only if it is idempotent on J . Hence ⊗ is idempotent
on IJ if and only if F satisfies:
∀w ∈ J. w = w ⊗ w. (Φe3)
As above, the reader should view w = w⊗w as an abbreviation
of a statement in the language of the frame.
(I4) We have to ensure 1 ∈ IJ and, for all W ∈ IJ , W 6 1. Note
that this is equivalent to 1 =
∨
G(F ){w ∈ J}, and
1 =
∨
{w ∈ J}
⇔ ∀y. 1 6 y ⇔
∨
{w ∈ J} 6 y
⇔ ∀y.
(
∀x. x 6 1→ x 6 y
)
⇔
(
∀w ∈ J. w 6 y
)
⇔ ∀y.
(
∀x. x ∈ U → x 4 y
)
⇔
(
∀w ∈ J. w 6 y
)
.
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Thus, the fourth property is satisfied for IJ if and only if F
satisfies:
∀y.
(
∀x. x ∈ U → x 4 y
)
⇔
(
∀w ∈ J. w 6 y
)
. (Φe4)
Finally, we want J to be the collection of completely join-irreducible
elements of the lattice IJ . Note that v ∈ J is completely join-
irreducible in IJ if and only if
∨
{w ∈ J | w < v} < v. This can be
rewritten in the following way:∨
{w ∈ J | w < v} < v
⇔ ∃y.
∨
{w ∈ J | w < v} 6 y and v  y
⇔ ∃y.
(
∀w ∈ J. w < v → w 6 y
)
and v  y.
We conclude that the elements of J are completely join-irreducible
in IJ if and only if
∀v ∈ J ∃y.
(
∀w ∈ J. w < v → w 6 y
)
and v  y. (Φcji)
These calculations yield the following duality result.
Definition 3.4.7. A CLS-frame is an extended relational RS-frames
F = (X, Y,4, R, U, Z, J), where (X, Y,4, R, U, Z) is a CL-frame and
J is a collection of Galois-closed subsets of X , such that F satisfies
the above conditions Φe2, Φe3, Φe4, Φcji.
A CLS-frame F gives rise to a perfect CLS-algebra (L, !J), where L
is the perfect CL-algebra corresponding to the frame F as in Theo-
rem 3.3.4 and, for all W ∈ G(F ),
!J(W ) =
∨
{V ∈ J | V ≤W}.
Theorem 3.4.8. The defined mappings (L, !) 7→ (Fcl(L), J!) and
(F, J) 7→ (Gcl(F ), !J) yield a duality between perfect CLS-algebras
and CLS-frames.
Combining this duality theorem with the fact that, for every CLS-
algebra L, Lδ is a perfect CLS-algebra yields the following.
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Theorem 3.4.9. The class of CLS-frames provides complete rela-
tional semantics for full linear logic.
Up to now we have computed the conditions on the relational frames
corresponding to the axioms in a mechanical way, not worrying about
getting the simplest possible formulation. For the multiplicative
additive fragment, the axioms could all be reduced to statements
concerning only join-irreducible elements, hence these mechanical
translations yield first-order statements on the dual. To witness the
exponential dually, second order structure is needed.
This mechanical approach illustrates the strength of using duality
theory in the search for relational semantics: it allows a modular and
uniform treatment of additional operations and axioms. In Section
3.6 we will see that we may rewrite the conditions to get a cleaner
representation and we will show that our semantics are closely re-
lated to phase semantics which are traditionally used as semantics
for linear logic.
3.5 Properties of exponentials
It is well known that, on a given CL-algebra, there is not a unique
admissible !. In this intermezzo section, we will look at the family
of admissible exponentials from an algebraic perspective.
We say that an exponential ! is larger than an exponential !′, if, for
all a ∈ L, !′a 6 !a or, equivalently, if I!′ ⊆ I!, where I! = {a ∈
L | !a = a}. It is clear that every CL-algebra L has a smallest expo-
nential, namely the exponential corresponding to the subset {⊥, 1}.
Furthermore, every idempotent element of L below 1 gives rise to an
exponential in the following way.
Lemma 3.5.1. Let L be a CL-algebra. For all a ∈ L such that
a ⊗ a = a and a 6 1, the subset Ia := {⊥, a, 1} corresponds to an
exponential.
Proof. It is left to the reader to check that, for a ∈ L with a ≤ 1, Ia
satisfies the four properties of Proposition 3.4.4.
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Not every CL-algebra admits a largest exponential. We characterise
the CL-algebras which do.
Lemma 3.5.2. A CL-algebra L has a largest exponential if and only
if the collection of its idempotents of ⊗ below 1, that is, the set
{a ∈ L | a ⊗ a = a 6 1}, defines an exponential (which then is the
largest exponential on L).
Proof. It follows immediately from Proposition 3.4.4 that, for an
exponential !, I! is contained in {a ∈ L | a ⊗ a = a 6 1}. Hence
if this set defines an exponential, then it is the largest exponential.
Conversely, by Lemma 3.5.1, for all a ∈ L with a ⊗ a = a 6 1,
the set Ia := {⊥, a, 1} defines an exponential. Hence if L has a
largest exponential, the corresponding subset has to contain the set
{a ∈ L | a⊗ a = a 6 1} and is, by the first remark, in fact equal to
it.
Proposition 3.5.3. Every complete CL-algebra L has a largest ex-
ponential.
Proof. By lemma 3.5.2, it suffices to prove that the subset
I := {a ∈ L | a⊗ a = a 6 1}
satisfies the properties from Proposition 3.4.4.
(I1) Since L is complete,
∨
{i ∈ I | i 6 a} exists for all a ∈ L. We
have to show that this is an element of I.∨
{i | i 6 a} ⊗
∨
{i | i 6 a} =
∨
{i⊗ i′ | i, i′ 6 a}
(1)
=
∨
{i⊗ i | i 6 a}
=
∨
{i | i 6 a},
where (1) relies on the fact that i⊗ i′ 6 max(i, i′)⊗max(i, i′).
Furthermore, for all i ∈ I, i 6 1, thus
∨
{i ∈ I | i 6 a} 6 1.
(I2) For all a, b ∈ I, (a ⊗ b) ⊗ (a ⊗ b) = (a ⊗ a) ⊗ (b ⊗ b) = a ⊗ b.
And, a 6 1, b 6 1 implies that a ⊗ b 6 1 ⊗ 1 = 1, thus I is
closed under ⊗.
Properties (I3) and (I4) follow immediately from the definition of
the set I.
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3.5.1 Example of a CL-algebra without a largest
exponential
Lemma 3.5.2 provides a tool for determining whether a largest expo-
nential exists on a given CL-algebra. As we will see in the following,
this need not always be the case. In order to construct an algebra
K that does not have a largest exponential, we start by defining a
CL-algebra L of which K will be a subalgebra. Consider the poset
L = {(0, a) | a ∈ Z+} ∪ {(1, b) | b ∈ Z} ∪ {(2, c) | c ∈ Z−}
∪ {(1
2
, 0), (11
2
, 0)},
where the ordering is the lexicographic order on the product. The
poset L is a complete lattice with bottom (0, 0) and a top (2, 0) (see
Figure 3.2). We define a binary fusion operation on L as follows,
(i, a)⊗ (j, b) =


(0, 0) if {0} ⊆ {i, j} ⊆ {0, 1
2
, 1, 11
2
}
or {1
2
} ⊆ {i, j} ⊆ {1
2
, 1, 11
2
}
or (i = j = 1 and a+ b 6 0)
(0, 0 ∨ (a + b)) if {i, j} = {0, 2}
(1
2
, 0) if {i, j} = {1
2
, 2}
(1,min(a, b)) if i = j = 1 and a+ b > 0
(1, a) if i = 1 and j ∈ {11
2
, 2}
(1, b) if i ∈ {11
2
, 2} and j = 1
(11
2
, 0) if {11
2
} ⊆ {i, j} ⊆ {11
2
, 2}
(2, a+ b) if i = j = 2
Lemma 3.5.4. The fusion on L is both associative and commutative
and its unit is (2, 0).
Proof. It is clear from the definition that the fusion is commutative
and that (2, 0) is its unit. Associativity of the fusion is derived by a
tedious case distinction and computation.
Lemma 3.5.5. The fusion on L is residuated.
Proof. As L is a complete lattice, the fusion is residuated if and only
if it is completely join-preserving in both coordinates. It is clear that
the fusion is order-preserving. Hence it suffices to check the truly
infinite joins {(0, a) | a ∈ Z+} and {(1, a) | a ∈ Z+}, which we leave
to the reader.
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Lemma 3.5.6. For all (i, a) ∈ L, ((i, a)→ (0, 0))→ (0, 0) = (i, a).
Proof. Recall that, for u, v ∈ L, u → v =
∨
{w | u ⊗ w 6 v}. It
follows that
(0, a)→ (0, 0) = (2,−a), (11
2
, 0)→ (0, 0) = (1
2
, 0),
(1
2
, 0)→ (0, 0) = (11
2
, 0), (2, a)→ (0, 0) = (0,−a),
(1, a)→ (0, 0) = (1,−a)
which proves the claim.
•
•
•
•
•
•
•
•
•
(1, 0)
(1, 1)
(1,−1)
(0, 1)
(0, 0)
(2,−1)
(2, 0)
(1
2
, 0)
(11
2
, 0)






Figure 3.2: The poset L.
Combining Lemmas 3.5.4, 3.5.5 and 3.5.6 yields that the structure
(L,⊗,→, (2, 0), (0, 0)) is a CL-algebra. We now consider the subset
K = L − {(1
2
, 0), (11
2
, 0)}. One readily checks that this set is closed
under fusion and linear negation. As implication is expressible in
those two operations (by u→ v = (u⊗ v⊥)⊥), this implies that K is
the domain of a subalgebra of L, which is then a CL-algebra as well.
We claim that K does not possess a largest exponential. The collec-
tion of idempotents (below 1 = >) of K is
{(1, a) | a ∈ Z+} ∪ {(0, 0), (2, 0)}.
For any element of the form (2, b) with b 6= 0, the join of the idem-
potents below it does not exist. So the collection of all idempotents
below 1 does not yield an exponential onK and therefore, by Lemma
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3.5.2, there is no largest exponential on K.
Just like any complete CL-algebra, L possesses a largest exponential
corresponding to the collection of its idempotents below 1, which is
I = {(1, a) | a ∈ Z+} ∪ {(11
2
, 0), (0, 0), (2, 0)}.
The canonical extension of L may be described as
Lδ ∼= L ∪ {(12 ,−1), (
1
2
, 1), (11
2
,−1), (11
2
, 1)},
in which the canonical extension of I embeds as
Iδ ∼= I ∪ {(112 ,−1)} ⊆ L
δ.
Note that in Lδ, both (11
2
,−1) and (11
2
, 1) are idempotents of ⊗δ.
The first one is an ideal element and therefore,
(11
2
,−1)⊗δ (11
2
,−1) =
∨
{u⊗ v | u, v ∈ L | u, v 6 (11
2
,−1)}
=
∨
{(1, a) | a ∈ Z+}
= (11
2
,−1).
The element (11
2
, 1) is a filter element, whence
(11
2
, 1)⊗δ (11
2
, 1) =
∧
{u⊗ v | u, v ∈ L | u, v ≥ (11
2
, 1)}
=
∧
{(2, a) | a ∈ Z−}
= (11
2
, 1).
However, (11
2
, 1) 6∈ Iδ. This example shows that the canonical ex-
tension of the largest exponential on L may not yield the largest
exponential on the canonical extension Lδ.
3.6 Relational frames and phase seman-
tics
Traditionally so called phase semantics are used as models of (prov-
ability in) linear logic. We conclude this paper by describing the
connection between these phase semantics and the relational seman-
tics we derived in Sections 3.3 and 3.4. We first consider the multi-
plicative additive fragment of linear logic.
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Definition 3.6.1. A phase space is a tuple (M, ·, 1,⊥) where (M, ·, 1)
is a commutative monoid and ⊥ ⊆M . One defines an operation on
subsets A of M by
A⊥ = {m | ∀n ∈ A. m · n ∈ ⊥}. (3.2)
A fact is a subset F ⊆M such that (F⊥)⊥ = F .
MALL is interpreted in phase spaces by assigning facts to the basic
propositions and interpreting the connectives as operations on facts
[39]. As, for A,B ∈ ℘(M),
B ⊆ A⊥ ⇔ A ⊆ B⊥,
the mapping ( )⊥ yields a Galois connection on ℘(M) and the Galois-
closed sets are exactly the facts. The operations on facts correspond-
ing to the connectives of MALL turn this collection of facts into
a CL-algebra Fct(M). An inequality of MALL-formulas holds in a
phase spaceM if and only if it holds in the corresponding CL-algebra
Fct(M).
We now give an alternative presentation of the extended RS-frames
of Theorem 3.4.9, which enables us to relate them to phase semantics.
Proposition 3.6.2. Let L be a perfect CL-algebra. The subposets
J∞(L) and M∞(L) of L are dually order-isomorphic.
Proof. We will show that ( )⊥ restricts to a map J∞(L)→ M∞(L).
The claim then follows from the fact that this operation on L is its
own inverse and is order-reversing. Let x ∈ J∞(L) and A ⊆ L such
that x⊥ =
∧
A. Then
x = (x⊥)⊥ = (
∧
A)⊥ =
∨
{a⊥ | a ∈ A}.
As x ∈ J∞(L), it follows that there exists a ∈ A s.t. x = a⊥. Hence
x⊥ = (a⊥)⊥ = a.
By the previous proposition, for a perfect CL-algebra L, its com-
pletely join-irreducibles and its completely meet-irreducibles are du-
ally order-isomorphic. Therefore, the algebra L may be described
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by a one-sorted frame based on the set J∞(L). Note that, for
x1, x2 ∈ J
∞(L),
x1 ≤ x
⊥
2 ⇔ x1 ≤ x2 → 0 ⇔ x1 ⊗ x2 ≤ 0.
Hence the order relation between J∞(L) and M∞(L) is completely
determined by the fusion and the constant 0. Furthermore, in any
CL-algebra, 1 = 0⊥, hence 1 is definable from 0 and the linear nega-
tion.
For a perfect CL-algebra L we define a (one-sorted) frame
F1(L) = (X,R↓, Z↓),
by X = J∞(L), Z↓ = {x ∈ X | x ≤ 0} and, for x1, x2, x3 ∈ X ,
R↓(x1, x2, x3) ⇔ x3 ≤ x1 ⊗ x2.
Conversely, for a one-sorted RS-frame2 P = (X,R↓, Z↓) we define a
Galois connection on ℘(X) by, for A ∈ ℘(X),
A⊥ = {x ∈ X | ∀a ∈ A. R↓[x, a, ] ⊆ Z↓}. (3.3)
We define a fusion on G1(P ), the Galois-closed subsets of P , by, for
x1, x2 ∈ X and w1, w2 ∈ G1(P ),
x1 ⊗ x2 =
∨
R[x1, x2, ],
w1 ⊗ w2 =
∨
{x1 ⊗ x2 | x1, x2 ∈ X | x1 ≤ w1, x2 ≤ w2}.
For a CL-algebra L, the structures F(L) = (X, Y,4, R, U, Z) and
F1(L) = (X,R↓, Z↓) are directly inter-definable. For example, for
x1, x2, x3 ∈ X ,
R↓(x1, x2, x3) ⇔ ∀y ∈ Y. R[x1, x2, y] → x3 ≤ y
⇔ x3 ∈ R[x1, x2, ]
l.
2The notions ‘reduced’ and ‘separating’ are defined for one-sorted frames, as
in Section 3.1 for two sorted frames, in such a way that they ensure that X
embeds in G1(F ) as its completely join-irreducibles.
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This allows us to translate the conditions Φa, Φc, Φu and Φdd to
statements about one-sorted frames. E.g., Φdd becomes the state-
ment Φ′dd:
∀x, x′ (∀x′′. R↓[x, x
′′, ] ⊆ Z↓ → R↓[x
′, x′′, ] ⊆ Z↓) → x
′ ≤ x.
Translation of the other statements is left to the reader. For a one-
sorted RS-frame P , the algebra G1(P ), with constants 1 and 0 defined
in the evident way, is a CL-algebra if and only if P satisfies Φ′a, Φ
′
c,
Φ′u and Φ
′
dd.
Theorem 3.6.3. One-sorted RS-frames (X,R↓, Z↓), satisfying Φ
′
a,
Φ′c, Φ
′
u and Φ
′
dd give complete semantics for MALL. We will call
these structures one-sorted CL-frames.
For a one-sorted CL-frame P = (X,R↓, Z↓) we may define a phase
space (only lacking a unit for the multiplication3) by MP = ℘(X),
⊥P = ↓Z↓ = {A ∈ ℘(X) |A ⊆ Z↓} and, for all A,B ∈ ℘(X),
A ·P B =
⋃
{R[a, b, ] | a ∈ A, b ∈ B}.
As P satisfies Φ′c, ·P is commutative.
Lemma 3.6.4. For all A ∈ ℘(℘(X)), if A is a fact, i.e., (A⊥)⊥ = A,
then A is a principal downset in ℘(℘(X)). Furthermore, for all
A ∈ ℘(X), A is Galois-closed in P if and only if ↓ A is a fact in
MP .
Proof. We denote both the map (3.2) on ℘(MP ) and the map (3.3)
on ℘(X) by ( )⊥, as the reader may derive the intended meaning
from the context. Note that, for A ∈ ℘(MP ),
A⊥ = {B ∈MP | ∀A ∈ A. B ·P A ∈ ⊥P}
= {B ∈MP | ∀A ∈ A. B ·P A ⊆ Z↓}
= {B ∈MP |B ·P
⋃
A ⊆ Z↓}
= {B ∈MP |B ⊆ (
⋃
A)⊥}
= ↓((
⋃
A)⊥),
which proves the first claim. The second claim easily follows from
((↓A)⊥)⊥ = ↓((A⊥)⊥).
3This is not a big issue as 1 is definable from the linear negation and 0.
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Theorem 3.6.5. The CL-algebras G1(P ) and Fct(MP ) are isomor-
phic.
Proof. It follows from the previous lemma that the mapping A 7→↓A
is a bijection between the two underlying sets. It is left to the reader
to check that this map preserves the CL-structure.
Phase semantics for full linear logic is given by so-called topolinear
spaces. A topolinear space is a pair (M,O), whereM is a phase space
and O is a set of facts of M satisfying conditions (I1)-(I4) of Propo-
sition 3.4.4 (regarding O as a subset of the CL-algebra Fct(M)). As
described in that proposition, the collection O yields an exponen-
tial on Fct(M) by defining !O(U) = max({W ∈ O |W ⊆ U}), for
U ∈ Fct(M). Note that the collection O consists of all elements of
Fct(M) that are in the image of !O.
In a similar way as was done above for MALL, the extended RS-
frames for full linear logic may be described in a one-sorted fashion.
We denote these frames by (P, J), where P is a one-sorted CL-frame
and J is a collection of Galois-closed sets of P satisfying (transla-
tions of) Φe2, Φe3, Φe4 and Φcji (see Theorem 3.4.9). As before,
the collection J yields an exponential on G1(P ) by, for U ∈ G1(P ),
!J(U) =
∨
{W ∈ J |W ⊆ U}. CLS-frames provide complete seman-
tics for full linear logic.
A CLS-frame (P, J) gives rise to a topolinear space (MP ,OJ), where
OJ is the join closure of J in G1(P ) ∼= Fct(MP ). We obtain the
following extension of Theorem 3.6.5.
Theorem 3.6.6. For a CLS-frame (P, J), the CLS-algebras (G1(P ), !J)
and (Fct(MP ), !OJ ) are isomorphic.
Using Theorem 3.6.5 (resp. Theorem 3.6.6), completeness of the se-
mantics of phase spaces (resp. topolinear spaces) may be derived
from completeness of CL-frames (resp. CLS-frames). Given a phase
space M , it is not always possible to construct a CL-frame PM s.t.
G1(PM) ∼= Fct(M), as the complete lattice Fct(M) may not be per-
fect.
The topolinear space describing a specific CLS-algebra, (e.g., the
Lindenbaum algebra used in the completeness proof) is in general
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much larger than the corresponding CLS-frame. This size difference
is also visible in the proofs of the above two theorems: the underlying
set of the topolinear space associated to a CLS-frame (X,R↓, Z↓, J)
is ℘(X).
Obtaining relational semantics for linear logic that provides the clear
intuitions of Kripke semantics in modal logic still needs further work.
Neither phase semantics nor CL(S)-frames seem adequate in this
regard. However, there is a great advantage of working with CL(S)-
frames: they are in a duality with perfect CL(S)-algebras, which
enables a modular and uniform treatment of additional axioms and
operations. It is remarkable that the approach illustrated in this
paper derives, in a mechanical fashion, a semantics that is very close
to phase semantics.
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lattice-structured ontologies
This chapter concerns an application of logic and duality theory in
computer science. We describe a language and method for deriving
ontologies and ordering databases. Priestley duality and canonical
extension play an essential role in this and the relevant facts on these
topics are collected in Appendix D and Appendix C respectively. This
chapter is based on joint work with Hans Bruun and Mai Gehrke [16].
In traditional relational database models used in commercial ap-
plications, information is stored in tuples. Research in knowledge
representation, however, seeks models of information that are able to
accommodate more complex information forms. A key issue in this
respect is classification structures in the form of formal ontologies.
Although lattices are just what is called for to model the subsump-
tion relation of concepts captured by ontologies, they fall short of
providing tuples supported in the relational database model. In [67]
Fischer Nilsson showed that lattices with additional (unary) opera-
tions that preserve not only ⊥ and ∨, but also ∧ provide a common
framework generalising ontologies and traditional databases. The
tuples in relational databases may be represented as meets of basic
attribution terms ai(cj) and the database relations are then repre-
sented as lattice joins of such meets of basic attribution terms. In
95
4. Distributive lattice-structured ontologies
this representation, together with preservation of ∧ and ⊥ by the
attribution operations, the database natural join is given simply as
lattice meet. What makes this framework interesting from the ap-
plication perspective is thus that it combines and enriches relational
databases with lattice classifications. A preliminary algorithmisa-
tion was implemented for the OntoQuery project [69], which was
concerned with content-based querying of large text databases. A
description of an updated version of the algorithm is available in [15].
Here we describe the setting and the mathematical ideas behind the
algorithm and analyse it in mathematical terms.
In algebraic terms, we want to solve a given generators and relations
problem (modelling the dependencies between the basic concepts of
the expert domain in question) that imposes the appropriate order
and algebra structure on a given set of terms (which correspond to
the current entries of the database/ontology). This approach to gen-
erative knowledge representation generalises the work of Oles, which
was used in IBM’s medical knowledge representation tool [68]. Oles’
work differs from ours in two aspects: it does not allow additional
operations in the type, and the only solution that is identified is
the universal solution. Even in the plain distributive lattice setting
this solution is typically much too big and involves many irrelevant
concepts.
We introduce what we believe to be a key concept, namely that of
classification of a term with respect to a solution of an ontologi-
cal framework, and show that, given a set of terms, a generators
and relations problem has a minimal solution that classifies all the
given terms. We call this the terminal solution and it is the smallest
meaningful solution - also in Oles’ setting. In the setting with at-
tributes, the universal solution of a generators and relations problem
is typically infinite, and thus the generative approach to knowledge
representation is impossible without the key notion of a terminal
solution. While the terminal solution is typically finite, this is not
always the case. We give sufficient conditions for it to be finite and
infinite, respectively. However, these are not exhaustive and finding
sharp termination conditions remains an open problem.
The algebraic logics treated here are related to description logic [6] in
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the sense that both formalisms concern generator and relations prob-
lems for distributive lattices with additional operations, see, e.g.,
[74, 38, 5]. The operations in description logic are more general, as
they may just preserve ∧ or ∨ while ours preserve both. However,
the main difference lies in the problems treated: the main issue in
description logic is, given two compound concept descriptions (i.e.,
terms in the free distributive lattice with attribution operations over
the set of basic concepts), to determine whether the equivalence class
of one of them subsumes the equivalence class of the other in the uni-
versal solution of the generators and relations problem. This is a very
local piece of information that concerns only the two terms in ques-
tion. By contrast, we give the decomposition of a term into a join
of join-irreducibles relative to the universal solution (that is, when
such decomposition exists). This yields global information about
that term, and when we do this for each term of interest, we obtain
the full terminal solution. This is a global solution. In addition,
finding the normal form for a term identifies the irreducible building
blocks of the ontology which may not be readily identifiable from the
generators and relation problem. This is the sense in which these
ontologies are generative.
In Section 4.1 we introduce the key concepts, including ontological
frameworks, knowledge bases, classification of a term and terminal
solutions. In Section 4.2 we apply Priestley duality to obtain the
existence as well as a useful description of terminal solutions. Sub-
sequently, in Section 4.3, we describe the free algebra and its dual for
the variety we work in. We use this in Section 4.4 to give a method
for computing terminal solutions and end by supplying some results
on termination and non-termination.
4.1 Ontological frameworks and know-
ledge bases
An ontological framework, O = (C,A,Π), consists of three finite
sets. The first, C, is a set of basic concept names. We think of
these as generating elements. The second, A, is a set of attribution
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operation, or attribute, symbols. We assume these operations to
be unary. We write TL⊥A(C) for the collection of terms built up
from concepts from C using attributes in A and the lower bounded
lattice operation symbols in L⊥ = {∨,∧,⊥}. The third set, Π, is a
set of so-called terminological axioms. The elements of Π are pairs
(r, s) of terms from TL⊥A(C). The idea is that the terminological
axioms specify pairs of expressions that for ontological reasons must
be identified.
As a simple example one may consider an ontological framework on
real estate. The set C then consists of concepts relevant to real es-
tate, like ‘flat’, ‘villa’, names of geographical regions, different sizes,
etc. We may express the fact that the geographical region r2 is a
subregion of r1 by the terminological axiom (r1, r1 ∨ r2). The set A
may contain for instance an attribute L for ‘located in’, which maps
a region like r1 to the concept L(r1) which (extensionally) should
designate all real estates located in region r1.
There are various reasons why we only allow the use of ⊥ in the
specification of ontological frameworks, and not the use of >. First
of all, it is quite common in ontology to include ⊥ as the inconsistent
concept. However, a universal concept is less meaningful, especially
in the database setting. Secondly, for our attribution operations, >
and ⊥ play very different roles. We will elaborate on this further on.
The fundamental idea is that an ontological framework specifies a
class of ontological structures that are the solutions for the frame-
work. In this work we restrict ourselves to solutions that have a
lower bounded distributive lattice structure with attribution opera-
tions, one for each a ∈ A. We require the attribution operations to
preserve ∨, ∧, and ⊥. Requiring the preservation of ∧ allows the
attributes to model the so-called natural join operation in databases.
To facilitate the mathematical work below we add > to the type as
well as the laws a(>) = > for a ∈ A and call the corresponding
algebras DLAs.
Definition 4.1.1. Let A be a finite set. A distributive lattice with
attribution operations (DLA) over A is an algebra (L, aa∈A), where
L is a distributive lattice with, for each a in A, a unary operation,
which we also denote by a, preserving ∧, ∨, ⊥ and >.
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The addition of > to the type does not interact with our solutions,
as we make precise after Definition 4.1.3. It is important that in
ontologies (such as ontologically ordered databases) the top need
not be preserved by the attribution operations. The top we add
here is just a mathematical gadget and it will always remain an
unreachable join as the terminological axioms never include top. It
does not influence the action of the attributes on the elements of the
actual ontology and in particular, in case it exists, the action of the
attributes on the top of the ontology.
Every DLA generated by C is (isomorphic to) a quotient of FDLA(C),
the free bounded distributive lattice with attribution operations gen-
erated by C. Thus if we want solutions of the ontological framework
O = (C,A,Π) to be DLAs that are generated by C we only have
to look among quotients of FDLA(C). As said, the terminological
axioms, that is, the elements of Π, are pairs of DLA⊥ terms in the
basic concept names. Each such axiom may be seen as an identifica-
tion of particular elements in FDLA(C). This leads to the following
definition:
Definition 4.1.2. Let O = (C,A,Π) be an ontological framework.
A solution of O is a quotient of FDLA(C) in which r is identified
with s for each pair (r, s) in Π.
It follows that solutions of O are quotients of FDLA(C) by congru-
ences containing Π. Let ϑΠ be the smallest congruence containing
Π, then
ϑΠ =
∨
{ϑ(r,s) | (r, s) ∈ Π}
=
⋂
{ϑ | ϑ a congruence in FDLA(C) andΠ ⊆ ϑ},
where, for (r, s) ∈ Π, ϑ(r,s) is the principal congruence generated by
(r, s). The corresponding quotient of FDLA(C) is the least-collapsed
algebra satisfying the terminological axioms. This leads to the fol-
lowing definition.
Definition 4.1.3. Let O = (C,A,Π) be an ontological framework.
We call the quotient FO = FDLA(C)/ϑΠ the universal solution of O
and denote it by hO : FDLA(C)→ FO.
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Note that the solutions of O are exactly the quotients of the univer-
sal solution FO. We can now validate our claim that the addition of
> to the type does not influence the solutions we find. It is not hard
to see that FDLA⊥(C) ⊕ {>}
∼= FDLA(C), where FDLA⊥(C) is the
free lower bounded distributive lattice with, only lower bound pre-
serving, attribution operations and FDLA(C) is the free bounded dis-
tributive lattice with bound preserving attribution operations. Fur-
thermore, for any congruence ϑ generated by a set Π ⊆ TL⊥A(C)
2,
FDLA⊥(C)/ϑ⊕ {>}
∼= FDLA(C)/ϑ.
The universal solution is typically much too large in the sense that
there will be many points that are not relevant to the underlying
domain or database for which the ontology is made. Accordingly,
we give a definition of knowledge base that also specifies a set of
domain terms.
Definition 4.1.4. A knowledge base (KB) B = (C,A,Π, I) is an
ontological framework O = (C,A,Π) together with a specified finite
set I of DLA terms over C. We call the elements of I inserted or
inhabited terms and O the associated ontological framework.
The idea of this definition is that the inserted terms are the terms
that actually correspond to concepts of interest, or, in a more database
oriented view, to terms for which data is available and has to be clas-
sified by the ontology. The significance of this definition lies in the
companion definition of a solution of a KB. First we define the no-
tion of a classification of a term with respect to a solution of an
ontological framework.
Definition 4.1.5. Let O = (C,A,Π) be an ontological framework,
h : FDLA(C)→ L a solution of O, and t ∈ FDLA(C). We say that
t1, . . . , tn ∈ FDLA(C) is a classification of t with respect to h provided,
for each i, we have ti ≤ t and
h(t) = h(t1) ∨ . . . ∨ h(tn).
This formal definition generalises the idea of classifications as one has
in taxonomies: e.g., the animal kingdom is divided into a disjunction
of subclasses (mammals, ...).
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For a classification t1, . . . , tn ∈ FDLA(C) of t, t1 ∨ . . . ∨ tn ≤ t in
FDLA(C). If we actually have equality in FDLA(C), then this is a
classification with respect to any ontological framework, but these
classifications are trivial. The interesting ones are those forced by
the terminological axioms Π. Notice that any classification of a
term t with respect to the universal solution is also a classification
of t with respect to any other solution of O. However, the implica-
tion does not hold in the other direction. For the trivial quotient,
FDLA(C) → 1, the term ⊥ by itself is a classification of any term
t. This tells us that FDLA(C) → 1 is not a very useful solution.
A solution of a knowledge base is a solution of the associated onto-
logical framework that is faithful to the universal solution in terms
of classifying inserted terms. We are now ready to give the formal
definition.
Definition 4.1.6. Let B = (C,A,Π, I) be a KB. A solution of B
is a solution h : FDLA(C) → L of the associated ontological frame-
work O = (C,A,Π) with the additional property that, for each in-
serted term t ∈ I, every classification t1, . . . , tn of t with respect
to h : FDLA(C) → L is also a classification of t with respect to
hO : FDLA(C)→ FO.
Note that the solutions of a knowledge base may be characterised as
follows.
Lemma 4.1.7. For a knowledge base B = (C,A,Π, I) and a so-
lution h : FDLA(C) → L of the associated ontological framework
O = (C,A,Π), the map h is a solution of B if and only if
∀t ∈ I ∀s ∈ FDLA(C). h(t) ≤ h(s)→ hO(t) ≤ hO(s) (4.1)
Proof. Suppose h is a solution of B. Let t ∈ I and s ∈ FDLA(C) with
h(t) ≤ h(s). We define t1 = t∧s. Note that t1 alone is a classification
of t, as t1 ≤ t and h(t) = h(t) ∧ h(s) = h(t1). Since h is assumed to
be a solution of B, it follows that hO(t) = hO(t1) = hO(t) ∧ hO(s)
and thus that hO(t) ≤ hO(s), as required.
For the converse, suppose (4.1) holds and let t1, . . . , tn be a classifi-
cation of t with respect to h. Then
h(t) ≤ h(t1) ∨ . . . ∨ h(tn) = h(t1 ∨ . . . ∨ tn)
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and thus hO(t) ≤ hO(t1 ∨ . . . ∨ tn) = hO(t1) ∨ . . . ∨ hO(tn). On the
other hand, since t1, . . . , tn is a classification of t, we have ti ≤ t, for
all i, and thus hO(t1) ∨ . . . ∨ hO(tn) ≤ hO(t).
Clearly, the universal solution of the ontological framework associ-
ated to a knowledge base is a solution of the knowledge base. The
importance of the definition is that it allows us to work with smaller
solutions than the universal one, which still have all information
relevant to the domain that has to be searched or classified.
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Figure 4.1: The concept ‘human’.
As an example, consider the concept ‘human’. Let C = {h, a, c,m, f},
where we think of these five concepts as human, adult, child, male
and female. The free distributive lattice generated by these five
unrelated concepts has more than 7000 elements. Introducing a ter-
minological axiom to identify human with the disjuction of adult
and child (h, a ∨ c) and one to identify human with the disjunction
of male and female (h,m ∨ f), gives us an (attribute free) ontolog-
ical framework whose universal solution FO has 49 elements and is
depicted in Figure 4.1. The boldface h, a, c,m and f indicate the
map C → FO. Inserting just the concept h we obtain a knowledge
base for which the least solution (which we will define to be the
terminal solution in the next section) is the 16 element Boolean lat-
tice depicted in Figure 4.1. Four new concepts: man (m ∧ a), boy
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(m ∧ c), girl (f ∧ c), and woman (f ∧ a) have been identified as the
four concepts pertinent to the classification of human in this onto-
logical framework and the terminal solution is the lattice generated
by these four as irreducibles.
4.2 The terminal solution of a knowledge
base
In this section we show that every knowledge base has a least solu-
tion, which we will call its terminal solution. Moreover, for a broad
class of knowledge bases, this terminal solution is finite. Proving
these facts as well as giving a description of an algorithm for finding
the terminal solution of a knowledge base is best done using dual-
ity theory. The essential facts on Priestley duality are recapitulated
in Appendix D. Furthermore, we rely on the theory of canonical
extensions, which is described in Appendix C.
For a distributive lattice L, we denote its Priestley dual space by
(XL,≤, τ). To describe a DLA dually, the actions of the attribu-
tion operations have to be encoded on this dual topological frame.
Each attribution operation a on L may be viewed as a lattice ho-
momorphism L → L. Hence it is captured dually by a continuous,
order-preserving function fa : XL → XL.
Recall that solutions of an ontological framework correspond to quo-
tients of its universal solution. One may show that a DLA-quotient
h : L → K corresponds dually to a topologically closed subset
XK ⊆ XL, closed under the actions of the maps fa, dual to the at-
tributes a on L. In this case, the canonical extension hδ : Lδ → Kδ
of h may be described as
hσ : D(XL)→ D(XK)
U 7→ U ∩XK ,
where we use the fact that Lδ ∼= D(XL) (and similarly for K). Its
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lower adjoint is the map
(hδ)[ : D(XK)→ D(XL)
V 7→↓V,
where ↓V denotes the downset of V in XL. By applying this general
theory in the setting of knowledge bases, we obtain the following
characterisation of their solutions.
Theorem 4.2.1. Let B = (C,A,Π, I) be a knowledge base and let
the composite h = g ◦ hO : FDLA(C) → FO → L a solution of
the associated ontological framework O = (C,A,Π). The following
conditions are equivalent:
1. h is a solution of the knowledge base B;
2. the retraction F δO
gδ
−→ Lδ
(gδ)[
−→ F δO fixes hO(t) for each t ∈ I;
3. for each t ∈ I, max(ĥO(t)) is contained in XL,
where ĥO(t) denotes the clopen downset of XO (the frame dual to
FO) corresponding to hO(t), max(ĥO(t)) is the set of its maximal
elements and XL is the closed subspace of XO dual to the quotient
g : FO → L.
Proof. As explained above, the composition in condition 2 may be
viewed as
D(XO)
gδ
→ D(XL)
(gδ)[
→ D(XO)
S 7→ S ∩XL 7→ ↓(S ∩XL).
It is a basic fact of duality theory that every clopen S has enough
maximal points in the sense that every element of S is below a max-
imal element of S. Thus it is clear that a clopen S is fixed by the
above composition if and only if the maximal points of S are ele-
ments of XL. This shows that conditions 2 and 3 of the theorem are
equivalent.
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We prove the equivalence of 1 and 2 using the description of solutions
of a knowledge base given in Lemma 4.1.7. First suppose h is a
solution of B. The condition of Lemma 4.1.7, rephrased in terms of
g, says
∀t ∈ I ∀f ∈ FO. g(hO(t)) ≤ g(f) → hO(t) ≤ f, (4.2)
where we use the fact that hO is surjective. Since g is monotone, the
right to left implication in the condition always holds and we in fact
have
∀t ∈ I ∀f ∈ FO. g(hO(t)) ≤ g(f) ⇔ hO(t) ≤ f. (4.3)
We have to show that (gδ)[(gδ(hO(t))) = hO(t), for each t ∈ I. By
the adjunction property,
(gδ)[(gδ(hO(t))) =
∧
{u ∈ F δO | g
δ(hO(t)) ≤ g
δ(u)}.
As hO(t) ∈ FO, it follows that g
δ(hO(t)) = g(hO(t)) ∈ L. Since
the left adjoint (gδ)[ sends filter elements to filter elements, we have
(gδ)[(g(hO(t))) ∈ F (FO), and therefore
(gδ)[(g(hO(t))) =
∧
{f ∈ FO | g(hO(t)) ≤ g(f) },
which, using (4.3), yields
(gδ)[(g(hO(t))) =
∧
{f ∈ FO | hO(t) ≤ f } = hO(t),
as desired.
For the converse, suppose condition 2 holds. We prove that h is a
solution of B by showing that (4.2) holds. Let t ∈ I and f ∈ FO
with g(hO(t)) ≤ g(f). Then
hO(t) = (g
δ)[(g(hO(t))) (Condition 2)
≤ (gδ)[(g(f)) ((gδ)[ is monotone)
≤ f (adjunction property),
which completes the proof.
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For every knowledge base B = (C,A,Π, I), the universal solution
hO : FDLA(C)→ FO of the associated ontological framework is the
largest solution of B in the sense that any other solution factors
through it. Every KB also has a least solution in the sense of the
following theorem.
Theorem 4.2.2. Let B = (C,A,Π, I) be a knowledge base. There
exists a quotient hB : FDLA(C) → LB of FDLA(C) satisfying the
following conditions:
1. hB : FDLA(C)→ LB is a solution of B = (C,A,Π, I);
2. If h : FDLA(C) → L is any solution of B = (C,A,Π, I), then
there is a unique homomorphism hL : L → LB so that the
following diagram commutes.
FDLA(C) LB
L
hB
h hL
Proof. By Theorem 4.2.1 and general duality facts, a solution of the
knowledge base B = (C,A,Π, I) corresponds dually to a subspace Y
of XO that is topologically closed, is closed under the map fa, for
each a ∈ A, and for which max(ĥO(t)) ⊆ Y , for each t ∈ I. Since
each of these three requirements on Y is preserved under arbitrary
intersection, it follows that B has a least solution.
Note that this argument goes through unscathed in the setting of
arbitrary modalities: We just need Y to be closed under relational
image with respect to the dual Kripke relations Ra instead of under
the fas. In fact, using the canonical extension perspective, one can
see that the proof goes through even for monotone operations (not
necessarily join or meet preserving).
Definition 4.2.3. Let B = (C,A,Π, I) be a knowledge base. We
call the quotient hB : FDLA(C)→ LB the terminal solution of B.
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The terminal solution may also be described dually in a generative
way as follows.
Theorem 4.2.4. Let B = (C,A,Π, I) be a knowledge base. The
terminal solution of B is described dually by
XB =
( ⋃
{fw[max(ĥO(t))] | w ∈ A∗, t ∈ I}
)
,
where, for every word w = a0 . . . an in A
∗, fw = fan ◦ . . . ◦ fa0, the
map dual to a0 ◦ . . . ◦ an; and for a subset X ⊆ XO, X denotes the
topological closure of X.
4.3 Description of FDLA(C) and its dual
frame
Since every solution of a knowledge base with set of concepts C is a
quotient of the free DLA over C, we study the structure of FDLA(C)
and its dual frame. Analogously to Definition 2.0.1 in Chapter 2 for
modal terms, we define the rank of a DLA-term as follows.
Definition 4.3.1. Let C be a set of variables and A a set of (symbols
for) attribution operations. We denote the set of lattice terms in C
by TL(C). The sets T
n
DLA(C) of DLA terms in C of (A-)rank at
most n are defined inductively as follows
T
0
DLA(C) := TL(C),
T
n+1
DLA(C) := TL(P ∪ {a(t) | t ∈ T
n
DLA(C), a ∈ A}).
For a DLA term t we write rkA(t) for the smallest n ∈ N such that
t ∈ TnDLA(C). We often omit the subscript A and write just rk(t).
At first sight, the free DLA over C seems more complicated than
the free modal algebras constructed in Chapter 2, as we have to
deal with infinitely many attribution operations, in stead of having
only one modality. However, as the attribution operations are in
fact lattice homomorphism, the free algebra is easy to describe. Let
A∗(C) denote the free algebra over C of type A. That is,
A∗(C) = {w(c) |w∈A∗ and c∈C},
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where we equate λ(c) with c for each c ∈ C (λ being the empty
word). For n ∈ N, we denote by A≤n(C) the subset of A∗(C) of
all terms of the form w(c) with length(w) ≤ n. The sublattice of
FDLA(C) consisting of (equivalence classes of) terms of rank at most
n, is (isomorphic to) the free distributive lattice over A≤n(C). The
lattice reduct of FDLA(C) is the colimit of the following chain of
lattice embeddings
FDL(C) FDL(A
≤1(C)) FDL(A
≤2(C)) · · · , (4.4)
that is, it is the free distributive lattice over A∗(C). For each a ∈ A,
the attribution operation aF : FDL(A
∗(C)) → FDL(A
∗(C)) is the
unique bounded lattice homomorphism given by x 7→ aA
∗(C)(x), for
x ∈ A∗(C), where aA
∗(C) : A∗(C)→ A∗(C), w(c) 7→ aw(c).
The dual space of FDL(A
∗(C)) is the ordered Cantor space 2A
∗(C)
(with the order inherited from 2). In particular, the prime filters
of FDL(A
∗(C)) are in bijective correspondence with the subsets of
A∗(C). The principal prime filters, i.e., the ones with a minimum
element, are given by ↑ d, where d is a join-irreducible element of
FDL(A
∗(C)). These correspond to the finite subsets of, or finite
conjunctions over, A∗(C). The remaining subsets of A∗(C) (an un-
countable number of them) correspond to the non-principal filters
or infinite conjunctions over A∗(C). Hence we may describe the un-
derlying poset of the dual frame of FDL(A
∗(C)) as the free complete
meet-semilattice over A∗(C), viewed as a poset. We call the finite
conjunctions over A∗(C) basic conjunctions and call this part of the
dual space the finite part of the dual space.
For a set S, we denote by P (S) the free complete meet-semilattice
over S, considered as a poset. Note that P (S) may be described as
(P(S),⊇), i.e., as the powerset of S ordered by reverse inclusion.
We write P (A∗(C)) both for the toplogical frame dual to FDLA(C)
and for its underlying (po)set. Dual to each attribution operation,
we have a continuous order-preserving function fa : P (A
∗(C)) →
P (A∗(C)). It is not hard to see that a conjunction p is sent to a\p
which is the conjunction of all those w(c) such that aw(c) is one of
the conjuncts in p.
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The dual space P (A∗(C)) may also be obtained in an alternative
way. Applying duality to the chain of embeddings in (4.4) yields
P (C) P (A≤1(C)) P (A≤2(C)) . . . ,
where the projection P (A≤k−1(C)) P (A≤k(C)) is the map which,
from a conjunction, removes all conjuncts of rank k. Notice that we
also have embeddings going forward, making these into retractions.
The inverse limit of the projections is the dual space, and the direct
limit of the embeddings is what we call the finite part of the dual
space. Finally, for each a ∈ A, the map fa : P (A
∗(C))→ P (A∗(C))
dual to the attribute a is given by the maps
fka : P (A
≤k(C))→ P (A≤k−1(C)) P (A∗(C)),
which have the same action as fa as described above.
4.4 Computing the terminal solution
In this section we discuss how to compute the terminal solution of
a given knowledge base. We start by considering knowledge bases
without attributes. In this case the construction of solutions is con-
siderably simpler, as the free algebra and its dual frame are finite
and the topology on the dual frame is the trivial topology.
4.4.1 The attribute-free case
In the attribute-free case we work over the finite poset P (C) as
described above, and we want to calculate
XB =
(⋃
{max(ĥO(t)) | t ∈ I}
)
.
That is, we need to calculate max(ĥO(t)), for each t ∈ I, where hO
is the quotient map corresponding to the congruence
ϑΠ =
∨
{ϑ(r,s) | (r, s) ∈ Π}.
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Dually, this last equality tells us that
XO =
⋂
{X(r,s) | (r, s) ∈ Π},
where X(r,s) is the dual of FDL(C)/ϑ(r,s). This allows us to devise
a method to find XB by computing with the posets X(r,s). Since
we want to compute maximal antichains it makes more sense to
work with a slightly different representation of the duality where
the lattice dual to a poset is given in a way similar to the Hoare
powerdomain construction.
Definition 4.4.1. For any poset P , let H(P ) be the set of all anti-
chains of P with the Hoare order:
T ≤ T ′ if and only if ∀p∈T ∃p′∈T ′ p ≤ p′.
It is not hard to see that this turns H(P ) into a lattice with the
operations given by, for T, T ′ ∈ H(P ),
T ∨ T ′ = max(T ∪ T ′),
T ∧ T ′ = max{p ∈ P : ∃q ∈ T ∃q′ ∈ T ′ (p ≤ q and p ≤ q′)}.
For a finite poset P , H(P ) is isomorphic to the collection D(P ) of
downsets of P by T 7→ ↓T , with inverse S 7→ max(S). For a finite
lattice L, writing J(L) for the poset of join-irreducible elements of
L with the induced order, we have isomorphisms
L
∼=
−→ D(J(L))
∼=
−→ H(J(L))
d 7→ d̂ = ↓d ∩ J(L) 7→ d˜ := max(↓d ∩ J(L)).
Note that in the case of a term t ∈ FDL(C), the anti-chain t˜ consists
of the pure conjunctions in the disjunctive normal form of t. That
is, computing t˜ is just computing the disjunctive normal form of t.
Remark 4.4.2. For a poset P and a subposet P ′ ⊆ P , the corre-
sponding dual quotient map is given by
h : H(P ) → H(P ′)
T 7→ max[(↓T ) ∩ P ′].
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A nice property of this representation of the lattice dual to a finite
poset is that the lower adjoint of h, i.e., h[ : H(P ′)→ H(P ), is just
the identity map, and in particular, since adjoints satisfy h[h(T ) ≤
T , we have h(T ) ≤ T for all T ∈ H(P ). Further, if h : H(P ) →
H(P ′) factors through h′ : H(P ) → H(P ′′), i.e., if P ′ ⊆ P ′′ ⊆ P ,
then h(T ) ≤ h′(T ) ≤ T for all T ∈ H(P ).
For a pair (r, s) ∈ Π, the quotient FDL(C)/ϑ(r,s) corresponds dually
to the subset X(r,s) of all p ∈ P (C) satisfying p ≤ r ⇔ p ≤ s, or
equivalently p ≤ r ∨ s → p ≤ r ∧ s. Thus we may assume our pairs
(r, s) are given with r ≥ s and then
X(r,s) = P (C)−Q(r,s)
where Q(r,s) = {p ∈ P (C) | p ≤ r but p  s}.
The following proposition provides the basic step of the method for
computing XB for an attribute-free knowledge base B.
Proposition 4.4.3. Let (r, s) ∈ FDL(C)
2 and t ∈ FDL(C). Then
the quotient map h(r,s) : FDL(C) → FDL(C)/ϑ(r,s) may be described
as
h(r,s) : H(P (C)) → H(X(r,s))
t˜ 7→ max(
⋃
p∈t˜
h(r,s)(p))
where
h(r,s)(p) =
{
p if p  r˜
max({pp′ : p′ ∈ s˜}) if p ≤ r˜.
Note that p ≤ r˜ provided there is p′ ∈ r˜ with p ≤ p′ and the latter
holds if and only if p′ ⊆ p, when these are viewed as subsets of C.
Also, the conjunction of pure conjunctions p, p′ ∈ P (C) is just the
union of these, viewed as subsets of C.
Proof. First of all h(r,s) is join preserving, so h(r,s)(t˜) =
∨
p∈t˜ h(r,s)(p)
which is max(
⋃
p∈t˜ h(r,s)(p)). Also
X(r,s) = P (C)− {p ∈ P (C) | p ≤ r but p  s}.
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By Remark 4.4.2, h(r,s)(p) = max[↓ p ∩X(r,s)]. Thus it is clear that
if p  r˜ then h(r,s)(p) = p. The case p ≤ r˜ follows from the fact that
P (C) is closed under ∧.
Now we are able to compute hO(t˜). We start by computing t˜, i.e.,
the disjunctive normal form of t. Next we generate a sequence
T0, T1, T2, . . . by repeatedly applying the subroutine described above
for varying choices of (r, s) ∈ Π. Let (r0, s0), . . . , (rk, sk) be a list of
the elements in Π and define an infinite sequence {(un, vn)} by re-
peating this list time after time. That is, {(un, vn)} is the sequence
(r0, s0), . . . , (rk, sk), (r0, s0), . . . , (rk, sk), . . . . Define
T0 = t˜
Tn = h(un,vn)(Tn−1).
By Remark 4.4.2 it follows that
t˜ = T0 ≥ T1 ≥ T2 ≥ . . . ≥ hO(t˜).
Since H(P (C)) is a finite set, this sequence must eventually be
constant. In fact, one may show that once it has stayed constant
through a whole cycle of choices of (r, s) ∈ Π, we have reached
hO(t˜). To see this, pick n so that Tn satisfies h(r,s)(Tn) = Tn, for
each (r, s) ∈ Π. Then Tn = h(r,s)(Tn) ⊆ X(r,s), for each (r, s) ∈ Π.
Hence Tn ⊆
⋂
(r,s)∈ΠX(r,s) = XO. But, of course, if Tn ⊆ XO, then
hO(Tn) = max((↓Tn) ∩XO) = Tn,
and therefore, as hO is order-preserving and Tn ≤ t˜,
Tn = hO(Tn) ≤ hO(t˜).
But hO(t˜) ≤ Tn is also true and hence Tn = hO(t˜) as desired.
Having computed hO(t˜) for all inserted terms t, one finds XB by
taking the union of all their maximal elements.
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4.4.2 The general case
Adding attribution operations clearly complicates matters. We have
to deal with an infinite lattice and with its dual space, which carries
a non-trivial topology. However, some things remain the same: all
clopen downsets of P (A∗(C)) are in fact downsets of finite anti-
chains of the finite part of P (A∗(C)), and, with the graded view
on FDLA(C) and its dual P (A
∗(C)), we can work by approximating
in finite DLs of the same type as in the attribute-free case (the
generating set is just A≤n(C) for some n rather than C). In what
follows, we will neither make a notational difference between the
DLA term t and the corresponding anti-chain t˜, nor between hO(t),
ĥO(t) and max(ĥO(t)).
We first study the structure of XO. Recall, XO =
⋂
(r,s)∈ΠX(r,s),
where X(r,s) is the subspace of P (A
∗(C)) corresponding dually to
the quotient FDLA(C) → FDLA(C)/ϑ(r,s). In the attribute-free set-
ting X(r,s) is obtained by removing all points below r that are not
below s (assuming, as above, without loss of generality, that r > s).
However, with a set of attributes involved, the underlying set of
X(r,s) is not given by P (A
∗(C)) − (↓ r− ↓ s), as this set may not
be closed under the actions of the maps fa. On the algebra side of
the duality, this corresponds to the fact that requiring r = s induces
w(r) = w(s), for every composition of attributes w ∈ A∗. However,
we may understand DLA-quotients of FDLA(C) via DL-quotients
of FDL(A
∗(C)). We will use superscripts DLA and DL to indicate
which setting we are working in.
As QDL(r,s) =↓ r− ↓ s is open in P (A
∗(C)) and fw is continuous, it
follows that
P (A∗(C))−
⋃
w∈A∗
f−1w (Q
DL
(r,s))
is a closed subspace of P (A∗(C)). One easily proves that it is the
largest closed subspace of P (A∗(C)) closed under the f ′as for which r
and s get identified under the dual quotient map. By the adjunction
property it follows that fw(x) ∈ Q
DL
(r,s) iff x ∈ Q
DL
(w(r),w(s)), hence
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f−1w (Q
DL
(r,s)) = Q
DL
(w(r),w(s)) and thus
XDLAO = P (A
∗(C)) −
⋃
w∈A∗
(r,s)∈Π
QDL(w(r),w(s)).
This means we can attempt to find hO(t) by applying the same sub-
routine as in the attribute-free case: Starting from a term t (which is
necessarily an anti-chain in the finite part) we repeatedly apply quo-
tient maps hDL(x,y) (as described in Proposition 4.4.3) for (x, y) ∈ Π
∗,
where
Π∗ = {(w(r), w(s)) : (r, s) ∈ Π, w ∈ A∗}.
Note that, for any term t′ we reach in this way, t ≥ t′ ≥ hO(t). If,
at some point, we reach a term t′ which satisfies hDL(x,y)(t
′) = t′, for
all (x, y) ∈ Π∗, then t′ = hO(t).
This process may not stop in finitely many steps. However, checking
whether you have reached hO(t), i.e., whether or not h
DL
(x,y)(t
′) = t′
for all (x, y) ∈ Π∗, can be done in finite time as you only have to
consider finitely many pairs in Π∗. To explain this we first introduce
some terminology.
Definition 4.4.4. Let t ∈ FDLA(C) and (x, y) ∈ FDL⊥A(C)
2. We
say t is rejected by (x, y) if hDL(x,y)(t) 6= t.
Suppose the term t′ is rejected by (x, y) ∈ Π∗. Then there exists a
basic conjunction p in (the normal form of) t′ such that h(x,y)(p) 6= p.
It follows from the description of h(x,y) in Proposition 4.4.3 that
p ≤ x˜. Hence there exists a basic conjunction p′ in x˜ such that
p ≤ p′, which implies rk(t′) ≥ rk(p) ≥ rk(p′). So to check whether
t′ is rejected by some pair in Π∗ is suffices to consider the finite
collection of elements of Π∗ of the form (w(r), w(s)) with (r, s) ∈ Π
and w ∈ A≤rk(t
′).
There exist knowledge bases with inserted terms t for which hO(t)
is not in the finite part of the space P (A∗(C)). Consider for exam-
ple B = ({c}, {a}, {(c, ca(c))}, {c, a(c)}). Starting from the inserted
term c we get the following chain:
c ca(c) ca(c)a2(c) . . .
(c,ca(c)) (a(c),a(c)a2(c)) (a2(c),a2(c)a3(c))
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Above each arrow we have indicated which element of Π∗ was used.
In this case, hO(c) is the conjunction p =
∧
n≥0 a
n(c), an infinite
point of the dual frame. The dual of the terminal solution is the
two element chain, {p, q =
∧
n≥1 a
n(c)} for which fa(p) = p and
fa(q) = p. Obtaining solutions in which fa has fixpoints or maps
downwards is impossible in the finite part of P (A∗(C)).
In the above example, the solution is finite but requires using points
of the infinite part of P (A∗(C)). There are also KB’s for which the
terminal solution is infinite, e.g.,
B = ({c, d}, {a}, {(c, ca(c) ∨ cd)}, {c}).
We call a solution of a KB totally finite if it lies within the finite
part of P (A∗(C)). This implies in particular that the solution is fi-
nite. The algorithm for finding the terminal solution described above
terminates if and only if the terminal solution is totally finite. We
would like to be able to determine whether or not a given KB has a
totally finite terminal solution. We will give two sufficient conditions
for termination and a condition that implies non-termination, but
these are not exhaustive. The problem of finding a sharp termination
condition is still open, as far as we are aware.
Definition 4.4.5. Let C be a set of variables, A a set of (symbols
for) attribution operations and c ∈ C. For n ∈ N ∪ {−1}, we define
T
c≤n
DLA = TL(A
∗(C − {c}) ∪A≤n({c}) ).
For t ∈ FDLA(C), we write rkAc(t), or just rkc(t), for the smallest
n ∈ N ∪ {−1} such that t ∈ Tc≤nDLA.
We start by giving some syntactic termination conditions. To for-
mulate these, we first note that we may rewrite the terminological
axioms in a KB in a simpler form.
Definition 4.4.6. Let B = (C,A,Π, I) be a knowledge base. We
say B is reduced iff, for all (r, s) ∈ Π, r is a basic conjunction and
r ≥ s.
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Lemma 4.4.7. For every knowledge base B = (C,A,Π, I), there
exists a set of terminological axioms Π′ such that B′ = (C,A,Π′, I)
is a reduced knowledge base which has the same solutions as B.
Proof. Let B = (C,A,Π, I) be a knowledge base. We already re-
marked above that we may assume r ≥ s for all (r, s) ∈ Π. Define
Π′ = {(p, p ∧ s) | (r, s) ∈ Πand p ∈ r˜}.
The set Π′ still satisfies u ≥ v, for all (u, v) ∈ Π′. Consider a
quotient h : FDLA(C) → L of the free DLA over C. We have to
show that h satisfies the axioms in Π if and only if h satisfies the
axioms in Π′ (since the inserted terms do not play a role, we just
show that the solutions of the underlying ontological frameworks
coincide). Suppose h satisfies the axioms in Π. Let (r, s) ∈ Π and
p ∈ r˜. We have to show
h(p) = h(p ∧ s).
As p ∈ r˜ and h satisfies the axioms in Π, h(p) ≤ h(r) = h(s). So
also, h(p) ≤ h(s)∧ h(p) = h(s∧ p). As h preserves the order, in any
case h(p) ≥ h(p ∧ s).
Conversly, suppose h satisfies the axioms in Π′ and (r, s) ∈ Π. Then
h(r) =
∨
{h(p) | p ∈ r˜}
=
∨
{h(p ∧ s) | p ∈ r˜} (h is a solution of Π′)
= h(s) ∧
∨
{h(p) | p ∈ r˜}
= h(s) ∧ h(r).
Hence h(r) ≤ h(s). By assumption, r ≥ s, so h(r) ≥ h(s) and
therefore h(r) = h(s).
Theorem 4.4.8. (Termination condition I) Let B = (C,A,Π, I) be
a reduced KB. If, for every terminological axiom (r, s) ∈ Π, there is
a concept c that occurs in r, i.e., rkc(r) ≥ 0, with, for all (u, v) ∈ Π,
rkc(v) ≤ rkc(u), then the terminal solution of B is totally finite.
Proof. We will show that, under the condition stated in the theorem,
hO(t) is finite, i.e., it is a finite set of basic conjunctions, for every
term t. It then follows that the terminal solution is totally finite.
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Let t be a term and define
Π′ = {(w(r), w(s)) | (r, s) ∈ Π, w ∈ A≤rk(t)(C)}.
This is a finite set of terminological axioms and therefore we may
apply the algorithm for the attribute-free case and find a term t′ that
is not rejected by the terminological axioms in Π′. We claim that t′
is not rejected by any element of Π∗.
Let (x, y) = (w(r), w(s)) be an element of Π∗ that is not in Π′. By
assumption there exists a concept c that occurs in r such that for
all (u, v) ∈ Π, rkc(v) ≤ rkc(u). Using the fact that t
′ is the result of
finitely many applications of the subroutine of Proposition 4.4.3 and
B is reduced, one easily shows that rkc(t
′) = rkc(t). Suppose (x, y)
rejects t′. Then there exists p ∈ x˜ and p′ ∈ t˜′ such that p′ ≤ p. But
then
rkc(p) ≤ rkc(p
′) ≤ rkc(t
′) = rkc(t) ≤ rk(t),
which contradicts (x, y) /∈ Π′. So t′ is not rejected by (x, y).
Theorem 4.4.9. (Termination condition II) Let B = (C,A,Π, I) be
a reduced KB such that, for every terminological axiom (r, s) ∈ Π,
rk(r) = rk(s). Then the terminal solution of B is totally finite.
Proof. Again it suffices, for a given term t, to consider the set
Π′ = {(w(r), w(s)) : (r, s) ∈ Π, w ∈ A≤d(t)}
as, under the given condition, the rank of a term does not change
when applying the subroutine.
It is easy to find KB’s with totally finite terminal solutions that do
not satisfy either of the above conditions. Finding a sharp syntac-
tic termination condition does not seem likely to us, but the above
conditions cover most actual applications as concepts and their at-
tribution translates typically are disjoint (e.g., in an ontology for
real estate, where c = a geographical region and the concept a(c)
denotes being a piece of real estate located in region c, the terms c
and a(c) only have the inconsistent concept as a common subsumer
and a2 of anything is inconsistent). Nevertheless, finding a sharp
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condition for total finiteness seems worthwhile and we expect that
an algorithmic approach may be more fruitful. A first step in this
direction is made by the non-termination condition below. For sim-
plicity, we formulate it only for basic conjunctions, but it is readily
extended to incorporate disjunctions of basic conjunctions. We start
with a definition.
Definition 4.4.10. For two words w, w′, we say w′ is an extension
of w, notation w v w′, if there exists a word w′′ such that w′ = ww′′.
Theorem 4.4.11. (Non-termination condition) Let B = (C,A,Π, I)
be a KB such that all terminological axioms are pairs of basic con-
junctions and let t ∈ I be a basic conjunction. If there exists a chain
of rejections:
t = t0 t1 . . . tL
w0(r0,s0) w1(r1,s1) wL−1(rL−1,sL−1)
such that there exist n < L and wL ∈ A
∗ with fwn(tn) = fwL(tL) and
for every k with n ≤ k ≤ L−1, wk v wk+1, then hO(t) is an infinite
point of the dual frame.
Proof. It suffices to show that we may extend the chain of rejections
given above ad infinitum. We may assume n = 0. As, by assumption,
fwL(tL) = fw0(t0) ≤ r0, by adjunction tL ≤ wL(r0). Similarly one
shows tL 6≤ wL(s0). Hence tL is rejected by wL(r0, s0) and we define
tL+1 = tL ∧ wL(s0). As w0 v w1, there exists a word w
′
1 such that
w1 = w0w
′
1. One may show that tL+1 is rejected by (wLw
′
1)(r1, s1)
and we define tL+2 = tL+1 ∧ (wLw
′
1)(s1). It is readily seen that one
may continue this way, thereby forming an infinite chain of rejections.
Hence hO(t) is an infinite point of the dual frame.
This non-termination condition is not sharp. Consider for example
the knowledge base
B = ({c, d, e}, {a}, {z1, z2, z3}, {pa(p)}),
where p = cde and
z1 = (cde, cdea(c)),
z2 = (a(c)a(d), a(c)a(d)a
2(e)),
z3 = (a
2(c), a2(c)a2(d)).
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There exists no chain of rejections satisfying the non-termination
condition given above. Nevertheless, hO(pa(p)) is an infinite con-
junction, as we have the following unending chain of rejections:
pa(p) pa(p)a2(e) pa(p)a2(c)a2(e) pa(p)a2(p)
pa(p)a2(p)a3(e) . . .
z2 az1 z3
az2 a
2z1
However, when we add the pair az1 to our set Π, we do recognise
the chain above as one satisfying our non-termination condition. So
we may broaden the class of KB’s that are recognised as having an
infinite terminal solution by adding some of the elements of Π∗ to
the terminological axioms Π. This raises the question whether, for
a given knowledge base B = (C,A,Π, I), there is a general way to
extend the set of terminological axioms Π to a finite set Π′ ⊆ Π∗,
such that B has a totally finite terminal solution if and only if B′ =
(C,A,Π′, I) does not satisfy the above non-termination condition
(extended to disjunctions). We have no counterexample to this, but
the question is still open.
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120
5Canonical extension in the
categorical setting
In this chapter we describe a generalisation of the theory of canon-
ical extension to the setting of first-order logic. This chapter is an
extended version of [22].
Duality theory and canonical extension have proven to be power-
ful tools in the study of propositional logics. We have seen several
examples of this in the previous chapters. Duality theory allowed us
to give, for several varieties of modal algebras, concrete descriptions
of finite algebras approximating the free algebra (Chapter 2) and we
used canonical extension to derive relation semantics for linear logic
(Chapter 3). Generalising the notion of canonical extension to the
setting of first-order logic opens the way to transferring proofs that
rely on canonical extension or duality from the propositional setting
to the first order setting.
The first step in generalising canonical extension to the setting of
first-order logic consists in describing ‘algebraic’ semantics for first-
order logic. In the 1950s several notions of algebraic semantics for
first-order logic have been introduced, notably cylindric algebras by
Tarski and polyadic algebras by Halmos [44, 43]. In both approaches,
the existential quantifiers are described by enriching Boolean alge-
bras with additional (unary) operations. A list of axioms ensures
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that these additional operations indeed act appropriately to model
the existential quantifiers. A drawback of these structures is that
the operations act on the entire algebra. From a logical perspective,
the collection of formulas has a natural stratification. For a finite
sequence of variables ~x = 〈x0, . . . , xn−1〉, one may consider the col-
lection Fm(~x) of formulas whose free variables are among ~x. The
existential quantifier ∃x0 then maps a formula in Fm(〈x0, . . . , xn−1〉)
to a formula in Fm(〈x1, . . . , xn−1〉). Hence it is natural to study a
quantifier as a map between certain subcollections of the set of all
formulas. This is realised in semantics given by hyperdoctrines and
in categorical semantics, both of which were developed in the sixties.
These semantics rely on the crucial insight of Lawvere that logical
quantifiers may be described as adjoints to specific maps induced by
substitutions [57].
We focus on coherent logic (i.e., the fragment of classical first-order
logic in the connectives ∧, ∨, ⊥, > and ∃) and intuitionistic first-
order logic. Categorical semantics for coherent logic is given by co-
herent categories, which are the categorical analogue of distributive
lattices. In this chapter, we introduce a notion of canonical exten-
sion for coherent categories. Our construction has been inspired by
the work of Pitts. In [70, 71] he defines, for a coherent category
C, its topos of filters Φ(C), which is a categorical generalisation of
the functor that sends a lattice L to the lattice Idl(F lt(L)) of ideals
of the lattice of filters of L. In his description of Φ(C) he exploits
the correspondence between coherent categories and coherent hy-
perdoctrines. Roughly speaking, a coherent hyperdoctrines consists
of a collection of distributive lattices with lattice homomorphisms
between them, which satisfy some conditionss. For a coherent cat-
egory, its collection of subobject lattices with pullback morphisms
gives a coherent hyperdoctrine. This forms the basis of an adjunc-
tion between coherent categories and coherent hyperdoctrines. Pitts
shows that applying the ‘algebraic ideals of filters-construction’ to
all the separate distributive lattices and homomorphisms in a coher-
ent hyperdoctrine gives again a coherent hyperdoctrine. Using the
adjunction, this then yields a construction on coherent categories.
We take a similar approach to define a notion of canonical extension
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In Section 5.1 we describe coherent categories, coherent hyperdoc-
trines and the adjunction between them. In Section 5.2 we apply
this correspondence to define a notion of canonical extension for co-
herent categories. We show that our new notion extends the existing
notion of canonical extension for distributive lattices, which, viewed
as categories, are coherent categories. Furthermore, we prove that
our construction may be characterised by a universal property, which
is similar to the one known from the algebraic setting. At the end
of Section 5.2 we restrict our attention to Heyting categories. These
provide sound and complete semantics for intuitionistic first-order
logic. Heyting categories form a non-full subcategory of the cate-
gory of coherent categories. For any coherent category, its canonical
extension is a Heyting category. Furthermore, we prove that the
canonical extension of a morphism of Heyting categories is again a
morphism of Heyting categories.
In [60] Makkai introduces, for a coherent category C, the topos of
types T (C) of C. Magnan claims in his thesis [59] that the topos
of types construction is a natural generalisation of canonical exten-
sion to the categorical setting. Furthermore, at a talk at PSSL in
1999, Magnan’s PhD advisor Reyes announced (but did not prove)
that this construction may be used to prove interpolation for differ-
ent first-order logics [73]. In [20], Butz gives a logical description of
Makkai’s topos of types, also drawing attention to the connection
with canonical extension. The topos of types construction is closely
related to our construction of canonical extension for coherent cate-
gories and this has led us to an alternative description of the topos
of types (Theorem 5.3.4). We work this out in Section 5.3.
Our alternative description of Makkai’s construction sheds new light
on some of its properties, as we illustrate in Section 5.4. We study
the action of the topos of types construction on morphisms (Theo-
rem 5.4.1). Furthermore, we prove a new result (Theorem 5.4.11)
relating, for a coherent category C, the topos of types of C and the
category of models of C (in Set).
Pitts used his topos of filters construction to give a (new) proof
of the fact that intuitionistic first-order logic has the interpolation
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property. However, in his proof the topos of filters could be replaced
by the topos of types. Based on the algebraic situation, we expect
that, compared to the topos of filters, the topos of types construction
is better behaved with respect to preservation of additional axioms.
Therefore, we hope to apply this construction in the study of (open)
interpolation problems for first-order logics. This is left to future
work.
In Appendix E one finds a short introduction to coherent logic and
intuitionistic first-order logic. In the remainder, when we speak of
first-order logic, we always mean intuitionistic first-order logic.
5.1 Algebraic and categorical semantics
In this section we describe algebraic semantics for coherent logic,
which is the fragment of classical first-order logic in the connectives
∧, ∨, ⊥, > and ∃. Before we do so, let us quickly refresh our memory
about algebraic semantics for propositional logics. In the algebraic
study of a propositional logic L, the Lindenbaum construction plays
an essential role. One starts from a countable set of variables P and
considers the collection of L-formulas over P , modulo L-equivalence.
In the cases we are interested in, this collection has a natural alge-
braic structure and in fact it is the (countably generated) free algebra
for the variety VL associated to L. Hence the Lindenbaum algebra
is a generic example of an algebra for L. To get some intuition for
the ‘algebras’ thus associated to coherent logic, we first study the
collection of coherent formulas (modulo provable equivalence) and
determine its essential properties. This will naturally lead us to the
notion of coherent hyperdoctrines in Section 5.1.1.
Closely related to coherent hyperdoctrines are coherent categories,
which provide categorical semantics for coherent logic. We provide
a brief introduction to categorical logic and motivate the definition
of a coherent category in Appendix F.1. In Section 5.1.2 we recall
the important definitions.
We end by describing an adjunction between coherent hyperdoctrines
and coherent hyperdoctrines in Section 5.1.3.
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5.1.1 Coherent hyperdoctrines
For the remainder of this section we fix a set of variables X , a
signature Σ = (f0, . . . , fk−1, R0, . . . , Rl−1) of function symbols and
relation symbols and a coherent theory T over Σ. We will study
the structure of the collection of coherent formulas over Σ, so as to
naturally arrive at the notion of a coherent hyperdoctrine in Defini-
tion 5.1.1. This resembles the situation in propositional logic, where,
for example, the Lindenbaum algebra for a theory in classical propo-
sitional logic is a key example of a Boolean algebra. An essential
difference between propositional and first-order logic is the presence
of free variables in the latter. These make it necessary to study a
formula φ in a context ~x, where ~x contains all free variables of φ.
Therefore, we view the collection of first order formulas as a stratified
structure.
As described in Appendix E.2, for a context ~x, we define Formcoh(~x)
to be the set of coherent formulas over Σ whose free variables are
among ~x (to ease the notation, we do not mention Σ). We define an
equivalence relation ∼~x on Formcoh(~x) by, for φ, ψ ∈ Formcoh(~x),
φ ∼~x ψ ⇔ φ `~x ψ and ψ `~x φ are derivable in T.
In this case, we say that φ and ψ are T-provably equivalent (in
context ~x). We write Fmcoh,T(~x) for the set of coherent formulas
in context ~x, modulo T-provable equivalence. When confusion is
unlikely we will just write Fm(~x) for Fmcoh,T(~x ), ∼ for ∼~x and [φ]
for [φ]∼. The set Fm(~x) is equipped with a natural order which is
given by derivability.
It follows from the derivation rules for conjunction and disjunction
and from the distributivity axiom that, for every context ~x, Fm(~x)
is a distributive lattice. Hence the collection of equivalence classes
of coherent formulas in context may be thought of as a collection
of distributive lattices. What makes first-order logic complicated,
but also interesting, is that all these distributive lattices are related,
namely via substitution operations and existential quantification (see
Figure 5.1).
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∃x.φ(x)
Fm(〈〉)
φ(x)
Fm(〈x〉)
φ(f(x,y))
Fm(〈x, y〉)
∃x
[f(x,y)/x]
∃x
Figure 5.1: The syntactic hyperdoctrine.
We start by studying substitutions. Suppose we have a binary func-
tion symbol f in our language. Then we may consider the substitu-
tion operation x 7→ f(x, y). This operation induces a map
Fm(〈x〉) → Fm(〈x, y〉)
[φ(x)] 7→ [φ(f(x, y))].
This induced map is in fact a lattice homomorphism. As described
in Appendix E.2, the contexts and substitutions form a category
Con = (FAT)
op. The assignment ~x 7→ Fm(~x) extends to a functor
Fm : Conop → DL. For a morphism ~t : ~x→ ~y in Con,
Fm(~t ) : Fm(~y) → Fm(~x)
[φ] 7→ [φ[~t/~y]].
We also write (~t )∗ for Fm(~t ). The existential quantification and
equality of the logic show up as special properties of the functor Fm.
We first study existential quantification. The derivation rules for
existential quantification are
φ `~x,y ψ
∃y.φ `~x ψ
To translate these rules to a property of the functor Fm, first note
that, in the top line of the rule we view ψ, which is a formula in
context ~x, in the extended context ~x, y. This can be described us-
ing the finite product structure in Con. Recall from Appendix E.2
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that binary products in Con are given by concatenation of contexts
(possibly with renaming of the variables). The empty context is
the terminal object and the projection maps may be described as
pi1 : ~x × ~y
~x
−→ ~x. For a context ~x and a variable y (not occurring in
~x), as in the rule above, we may consider the projection map
pi1 : ~x× 〈y〉
~x
−→ ~x.
The image of this map under Fm is the weakening map
pi∗1 : Fm(~x)→ Fm(~x, y),
which sends (an equivalence class of) a formula in context ~x to that
same formula, viewed in the extended context ~x, y. The derivation
rules for the existential quantifier translate to the fact that, for all
[φ] ∈ Fm(~x, y) and [ψ] ∈ Fm(~x),
[∃y.φ] ≤ [ψ] ⇔ [φ] ≤ pi∗1([ψ]),
which says that existential quantification provides a left adjoint to
the weakening map pi∗1. This important insight is due to Lawvere
[56]. It follows that, for any projection map pi1 : ~x× ~y → ~x, the map
pi∗1 has a left adjoint, which is obtained by repeated application of
existential quantifiers. We denote this left adjoint by ∃pi1 . Note that
∃pi1, being a left adjoint, preserves finite joins. However, it does not
preserve meets in general. Hence it acts as a modal operator. We
will elaborate on this after Definition 5.1.1.
Quantification interacts nicely with substitutions. For example, given
a formula φ(x, y), a unary function symbol f and a fresh variable z,
first substituting f(z) for x and then quantifying over y yields the
same formula as first quantifying over y and then substituting f(z)
for x. To translate this to a property of the functor Fm, consider
the following diagram in Con:
〈z, y〉 〈z〉
〈x, y〉 〈x〉
pi1
〈f(z),y〉
pi1
〈f(z)〉
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This diagram has the so-called Beck-Chevalley property. That is, the
following diagram commutes:
Fm(〈x, y〉) Fm(〈x〉)
Fm(〈z, y〉) Fm(〈z〉)
∃pi1
〈f(z),y〉∗
∃pi1
〈f(z)〉∗
where we work in the category of lattices with join-preserving maps,
as the left adjoints ∃pi1 only preserve joins (and not meets). More
generally, any diagram in Con of the form
~z × ~y ~z
~x× ~y ~x
pi1
~t×id
pi1
~t
(5.1)
has the Beck-Chevalley property, i.e., ∃pi1 ◦ (~t× id)
∗ = (~t )∗ ◦ ∃pi1 .
Furthermore, the left adjoints ∃pi1 interact appropriately with con-
junction, as expressed by the Frobenius axiom. That is, for every
pair of contexts ~x, ~y and for all [φ] ∈ Fm(~x), [ψ] ∈ Fm(~x× ~y),
[φ] ∧ ∃pi1([ψ]) ≤ ∃pi1(pi
∗
1([φ]) ∧ [ψ]).
Note that we actually have an equality here, as the converse inequal-
ity follows from the adjunction ∃pi1 a pi
∗
1 .
The equality relation of the logic also gives rise to left adjoints. For
a variable x, consider the diagonal map
∆〈x〉 = 〈id, id〉 : 〈x〉 → 〈x〉 × 〈x〉,
which may also be described as 〈x〉
〈x,x〉
−−→ 〈x, y〉 ∼= 〈x〉 × 〈x〉. This
yields the following map between the formula algebras
∆∗〈x〉 : Fm(〈x, y〉) → Fm(〈x〉)
[φ(x, y)] 7→ [φ(x, x)]
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Note that, for [φ(x)] ∈ Fm(〈x〉) and [ψ(x, y)] ∈ Fm(〈x, y〉),
[φ(x) ∧ (x = y)] ≤ [ψ(x, y)] ⇔ [φ(x)] ≤ [ψ(x, x)].
As [ψ(x, x)] = ∆∗〈x〉([ψ(x, y)]), we see that the equality relation of
the logic ensures that the maps ∆∗〈x〉 have left adjoints. In fact, for
any (generalised) diagonal map
∆~z;~x = 〈id, pi2〉 : ~z × ~x→ (~z × ~x)× ~x,
the map ∆∗~z;~x has a left adjoint, which we denote by ∃∆~z;~x . Again,
these maps interact appropriately with substitution, in the sense
that any diagram of the form
~z × ~x (~z × ~x)× ~x
~y × ~x (~z × ~x)× ~x
∆~z;~x
~t×id (~t×id)×id
∆~y;~x (5.2)
has the Beck-Chevalley property, i.e.,
∃∆~z;~x ◦ (~t× id)
∗ = ((~t× id)× id)∗ ◦ ∃∆~y;~x .
Actually, for any morphism ~t : ~x→ ~y in Con, the substitution map
(~t )∗ : Fm(~y)→ Fm(~x) has a left adjoint ∃~t. This left adjoint may be
described using the equality relation and existential quantification.
This follows from the fact that, for formulas φ(~x) and ψ(~y) in context
~x and ~y, respectively,
[∃~x. (φ(~x) ∧ ~t = ~y)] ≤ [ψ(~y)] ⇔ [φ(~x)] ≤ [ψ(~t/~y)],
where ∃~x is shorthand for ∃x0 . . .∃xn−1.
We are almost ready to give the definition of a coherent hyperdoc-
trine, there is just one more technicality to deal with. The category
Con only has finite products. It is more convenient to work with
a (base) category that has all finite limits. The category Con may
readily be extended to a categoryQCon that also has equalizers (see
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Appendix E.2). The functor Fm : Conop → DL naturally extends
to a functor QConop → DL. We denote this extended functor by
Fm as well. For 〈~x,~s = ~t 〉 in QCon,
Fm(〈~x,~s = ~t 〉) = Formcoh(~x)/∼(T, ~s=~t ),
where, for coherent formulas φ and ψ in context ~x,
φ ∼(T, ~s=~t ) ψ ⇔
φ ∧ (~s = ~t) `~x ψ and ψ ∧ (~s = ~t) `~x ψ
are derivable in T.
As before, the action of Fm on morphism is given by substitution.
Note that the category Con is (isomorphic to) the full subcategory
of QCon consisting of all objects of the form 〈~x, 〈〉 = 〈〉〉. We
also write ~x for 〈~x, 〈〉 = 〈〉〉. Above we observed that the diagrams
(5.1) and (5.2) have the Beck-Chevalley property. These diagrams
are special pullback diagrams, and in fact any pullback diagram in
QCon has the Beck-Chevalley property. These considerations lead
to the following definition.
Definition 5.1.1. Let B be a category with finite limits. A coherent
hyperdoctrine over B is a functor P : Bop → DL such that, for every
morphism A
α
−→ B in B, the map P (α) : P (B) → P (A) has a left
adjoint ∃Pα satisfying:
1. the Beck-Chevalley condition, i.e., for every pullback square
Q B
A C
α′
β′
α
β
in B, P (β) ◦ ∃Pα = ∃
P
α′ ◦ P (β
′);
2. Frobenius reciprocity, i.e., for all a ∈ P (A), b ∈ P (B),
∃Pα (a ∧ P (α)(b)) = ∃
P
α (a) ∧ b.
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For A
α
−→ B in B, we also denote P (α) by α∗ and we often omit
the superscript P in ∃Pα . A coherent hyperdoctrine morphism from
P : Bop1 → DL to Q : B
op
2 → DL is a pair (K, τ), where K : B1 → B2
is a finite limit preserving functor and τ : P → Q ◦ K is a natural
transformation satisfying ∃QKα ◦ τA = τB ◦ ∃
P
α , for all A
α
−→ B. We
write CHyp for the category of coherent hyperdoctrines.
Hyperdoctrines were introduced by Lawvere [57]. In his original
definition, a hyperdoctrine is a B-indexed category, for some carte-
sian closed category B, where, for each A ∈ B, P (A) is cartesian
closed and for, f : A → B in B, P (f) has both a left and a right
adjoint. Since then, the term ‘hyperdoctrine’ has been used in a
broader sense as well. In [70] the structures defined above are called
‘polyadic distributive lattices’. We prefer to use the term ‘coherent
hyperdoctrine’, to avoid confusion with Halmos’s polyadic algebras.
Remark 5.1.2. As remarked earlier, the left adjoints ∃α act as
modal operators. For readers with a background in duality the-
ory and/or modal logic, we briefly discuss the dual content of the
Beck-Chevalley condition and Frobenius reprocity. We will prove
in Proposition 5.2.1 that these conditions are canonical. Hence
we may restrict our attention to the discrete setting of the dual-
ity J∞ : DL+  Posop : D, described in Theorem B.10, extended
to complete operators between distributive lattices and relations be-
tween posets. Let h : K → L be a morphism in DL+ with left
adjoint ∃h. The relation dual to ∃h is the opposite relation of the
graph of J∞(h) : J∞(L) → J∞(K), the order-preserving map dual
to h. To ease the notation we write h˜ for J∞(h). The left adjoint ∃h
satisfies Frobenius reciprocity if and only if the map h˜ is a bounded
morphism, that is, for all x ∈ J∞(L), y ∈ J∞(K),
y ≤ h˜(x) ⇒ ∃x′ ∈ J∞(L). x′ ≤ x and h˜(x′) = y.
For the Beck-Chevalley condition, let the following be a commutative
diagram in DL+:
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K L
M N
f
g h
j
and let ∃f and ∃j be left adjoint to f and j, respectively. Then we
have g ◦ ∃f = ∃j ◦ h if and only if in the dual diagram
J∞(K) J∞(L)
J∞(M) J∞(N)
f˜
g˜ h˜
j˜
for all y ∈ J∞(L), z ∈ J∞(M), we have
g˜(z) ≤ f˜(y) ⇒ ∃w ∈ J∞(N). h˜(w) ≤ y and j˜(w) = z. (5.3)
In case we restrict our attention to complete and atomic Boolean
algebras, the order on the dual posets is trivial. In this setting,
condition (5.3) states that the dual diagram is a weak pullback dia-
gram in Set. Here the adjective ‘weak’ refers to the fact that merely
existence of w is required, rather than uniqueness.
We arrived at the definition of coherent hyperdoctrines by consider-
ing, for a coherent theory T, the functor
Fm = Fmcoh,T : QCon
op → DL.
Hence this is a first example of a coherent hyperdoctrine. A second
natural example of a coherent hyperdoctrine is the powerset functor
P : Setop → DL, which maps a set A to its powerset P(A) and a
function A
f
−→ B to the inverse image function P(B)
f−1
−−→ P(A). In
this case, the left adjoint ∃f to f
−1 is given by taking direct images,
i.e., for U ∈ P(A),
∃f(U) = {b ∈ B | ∃a ∈ U. f(a) = b}.
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One readily checks that the Beck-Chevalley condition and Frobenius
reciprocity are satisfied.
There is a one-to-one correspondence between coherent hyperdoc-
trine morphisms Fm → P and models of the theory T (in Set).
From a coherent hyperdoctrine morphism (K, τ) : Fm→ P, we build
a model A as follows. First note that, as K preserves finite products,
K(〈x0, . . . , xn−1〉) ∼= K(〈x0〉)
n, for every context 〈x0, . . . , xn−1〉. We
define the underlying set A of A to be K(〈x0〉). An n-ary function
symbol f gives rise to a morphism
f˜ = 〈x0, . . . , xn−1〉
〈f(x0,...,xn−1)〉
−−−−−−−−→ 〈x0〉
in QCon. The interpretation of f in A is then defined to be
An = K(〈x0〉)
n ∼= K(〈x0, . . . , xn−1〉)
K(f˜)
−−−→ K(〈x0〉) = A.
An n-ary relation symbol R yields an element [R(~x)] of Fm(~x) (where
the length of ~x is n). This element is mapped, by the component τ~x,
to an element of P(K(~x)) ∼= P(An), i.e., to a subset of An, which is
defined to be the interpretation of R in A.
Conversely, given a model A of T, one may define a hyperdoctrine
morphism Fm → P and these assignments describe a one-to-one
correspondence. Checking this is left to the reader.
More generally, we have the following notion of a model in a coherent
hyperdoctrine.
Definition 5.1.3. Amodel of a coherent theory T over the signature
Σ in a coherent hyperdoctrine P : Bop → DL is a coherent hyper-
doctrine morphism (K, τ) : Fmcoh,T → P . We say a sequent φ `~x ψ
is satisfied in the model (K, τ) : Fm→ P iff
τ~x ([φ]) ≤ τ~x ([ψ]) in P (K(~x)).
A model in P : Bop → DL is determined, up to natural isomorphism,
by specifying:
1. an object A of B;
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2. for every n-ary function symbol f in Σ, a morphism An → A
in B;
3. for every n-ary relation symbol R in Σ, an element of P (An).
Conversely, each such specification gives rise to a hyperdoctrine mor-
phism Fmcoh,∅ → P , where Fmcoh,∅ is the coherent hyperdoctrine
corresponding to the empty theory, that is, it gives rise to a model
of the empty theory. The model Fmcoh,∅ → P in turn induces a
model of a theory T iff it satisfies all the sequents in T.
Theorem 5.1.4 (Soundness and completeness of coherent hyper-
doctrines). For a coherent theory T and coherent formulas φ and ψ
in context ~x,
φ `~x ψ is derivable in T ⇔
φ `~x ψ is satisfied in any model
of T in a coherent hyperdoctrine.
Proof. To prove that the semantics is sound, i.e., to prove that the
left to right implication holds, one has to show that, for any model
(K, τ) : Fmcoh,T → P of T,
1. all sequents of T hold in the model (K, τ);
2. for all derivation rules in coherent logic, if (K, τ) satisfies the
sequents above the line in the derivation rule, then (K, τ) also
satisfies its conclusion.
Checking these facts is left to the reader. Completeness of the se-
mantics follows by considering id : Fmcoh,T → Fmcoh,T, the identity
model of T.
We end this section by briefly considering first-order logic. For a the-
ory T in a first-order logic, the collection Fmfo,T(~x) of (T-equivalence
classes of) formulas in context ~x is a Heyting algebra. Furthermore,
the presence of universal quantifiers ensures that, for a morphism ~t
in QCon, the morphism Fmfo,T(~t) = (~t )
∗ also has a right adjoint.
This leads to the following definition and theorem.
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Definition 5.1.5. A first order hyperdoctrine is a coherent hyper-
doctrine P : Bop → DL in which P (A) is a Heyting algebra, for
all A ∈ B, and P (α) : P (B) → P (A) has a right adjoint ∀α, for
all A
α
−→ B. A morphism between first-order hyperdoctrines is a
morphism of coherent hyperdoctrines that preserves implication and
universal quantification. We write FHyp for the category of first-
order hyperdoctrines.
Note that in a first-order hyperdoctrine P : Bop → DL, for a mor-
phism α : A→ B in B, the left adjoint ∃α of P (α) satisfies Frobenius
reciprocity if and only if P (α) preserves the Heyting implication (cf.
Proposition V.1 in [50]). So we may view P as a functor Bop → HA.
To readers with some background in duality theory, this should not
come as a surprise, since in Remark 5.1.2 we stated that Frobenius
reciprocity for ∃α is equivalent to the dual of P (α) being bounded.
As for coherent theories, for a first-order theory T we may define
a ‘syntactic first-order hyperdoctrine’ Fmfo,T : QCon → HA. A
model of T in a first-order hyperdoctrine P is a morphism of first-
order hyperdoctrines (K, τ) : Fmfo,T → P and the notion of validity
of a sequent in a model is defined just as before.
Theorem 5.1.6. First-order hyperdoctrines provide a sound and
complete semantics for first-order intuitionistic logic.
5.1.2 Coherent categories
In the previous section we studied hyperdoctrines as semantics for
(coherent) first-order logic. The stratified structure of hyperdoc-
trines fits well with the perspective on logic where one views formu-
las relative to their context. Furthermore, it provides a natural way
to generalise algebraic constructions to hyperdoctrines. However, in
a coherent hyperdoctrine, one single formula is represented repeat-
edly, once for every context containing its free variables. These oc-
currences are all in different ‘fibres’ and cannot directly be equated.
In semantics given by coherent categories, on the other hand, all
formulas are studied within one structure. Objects of the category
corresponding to provably equivalent formulas in context, will be
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isomorphic. In particular, representations of one formula in various
contexts will be isomorphic.
Readers unfamiliar with categorical logic, and in particular with co-
herent categories and Heyting categories, may consult Appendix F.1,
where we briefly discuss the interpretation of first-order logic in cat-
egories (generalising the notion of interpretation in set-based mod-
els). We arrive at the definitions of a coherent category and Heyting
category by investigating which categorical structure is needed to in-
terpret coherent formulas and first-order formulas, respectively. We
quickly recall these definitions.
Definition 5.1.7. A coherent category is a category C satisfying:
1. C has finite limits;
2. for every morphism α : A → B in C, the pullback functor
α∗ : SubC(B) → SubC(A) has a left adjoint, denoted ∃α, such
that every pullback square
Q B
A C
α′
β′
α
β
in C has the Beck-Chevalley property, i.e.,
β∗ ◦ ∃α = ∃α′ ◦ (β
′)∗ : SubC(A)→ SubC(B).
3. C has stable finite joins, i.e., SubC(A) has finite joins, for all
A ∈ C, and, for any morphism α : A → B in C, the pullback
map α∗ : SubC(B)→ SubC(A) preserves these joins.
A coherent functor is a functor C→ D between coherent categories
that preserves finite limits, existential quantification and finite joins.
The category of (small) coherent categories is denoted by Coh.
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Definition 5.1.8. A Heyting category is a coherent category C in
which, for each α : A → B in C, α∗ : SubC(B) → SubC(A) has a
right adjoint ∀α. A Heyting functor is a coherent functor between
Heyting categories C → D that preserves these right adjoints ∀α.
The category of small Heyting categories is denoted by Heyt.
Coherent categories provide a sound and complete semantics for co-
herent logic, as stated in Theorem F.6. In the next section we show
that coherent categories are closely related to coherent hyperdoc-
trines. This relationships allow us to deduce Theorem F.6 from
Theorem 5.1.4, and vice versa.
5.1.3 Relating coherent hyperdoctrines and co-
herent categories
In this section we study the correspondence between coherent hyper-
doctrines and coherent categories. For a coherent category C, the
subobject functor SubC : C
op → DL is a coherent hyperdoctrine.
Conversely, from a coherent hyperdoctrine we can form a coherent
category by gluing together the separate distributive lattices (fibres)
in a natural way. To make this precise, we have to work in a 2-
categorical setting. However, the reader may also choose to follow
the general line of argument and skip the 2-categorical details.
The two constructions sketched above yield a (quasi) 2-adjunction
A : CHyp  Coh : S, where, for each coherent category C, the
counit C : A(S(C))→ C is an equivalence. This result is described
(in a slightly different form) in [70]. In this section we give an
overview of the proof, but leave the details to the reader.
First, we have to describe the 2-categorical structure in Coh and in
CHyp. The 2-cells in Coh are the natural transformations. To de-
scribe the 2-cells in CHyp, let (K, τ), (L, µ) : P → Q be morphisms
in CHyp, where P and Q are coherent hyperdoctrines over B1 and
B2, respectively. A 2-cell (K, τ)⇒ (L, µ) is a natural transformation
σ : K ⇒ L satisfying, for all A ∈ B1 and a ∈ P (A),
τA(a) ≤ Q(σA)(µA(a)).
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Intuitively, we think of the elements of Q(K(A)) as ‘predicates on
K(A)’. This may be more accurately expressed by working in the
internal language of Q. In this language, the requirement on the
morphisms states that ‘for all elements y of K(A), if y satisfies pred-
icate τA(a), then σA(y) satisfies predicate µA(a)’.
We are now ready to describe the 2-adjunctionA : CHyp Coh : S.
As remarked, for a coherent category C, the functor
S(C) = SubC : C
op → DL
that sends an object of C to the distributive lattice of its subobjects,
is a coherent hyperdoctrine. This assignment naturally extends to
a 2-functor S : Coh → CHyp, as follows. For a coherent functor
F : C→ D, we have
S(F ) = (F, τF ) : S(C)→ S(D),
where, for A ∈ C, the component τFA is the restriction of F to a map
τFA = FA : SubC(A)→ SubD(FA).
For a 2-cell σ : F ⇒ G in Coh, the natural transformation σ also
describes a 2-cell (F, τF )⇒ (G, τG) in CHyp. To ease the notation,
we usually write SC for S(C), and similarly for morphisms.
Conversely, we define a 2-functor A : CHyp→ Coh, as follows. For
a coherent hyperdoctrine P over B, the objects of the coherent cat-
egory A(P ) are pairs (A, a), where A ∈ B and a ∈ P (A). Again,
we think of the elements of P (A) as ‘predicates on A’, so that (A, a)
represents {x ∈ A | a(x)}. Using the internal language of P , a mor-
phism (A, a)→ (B, b) in A(P ) is an element f ∈ P (A×B) that is a
functional relation {x ∈ A | a(x)} → {y ∈ B | b(y)}. In other words,
f is an element of P (A×B) satisfying:
1. x : A | a(x) ` ∃y : B. f(x, y);
2. x : A, y : B | f(x, y) ` a(x) ∧ b(y);
3. y, y′ : B | ∃x : A. f(x, y) ∧ f(x, y′) ` y = y′,
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where we use the notation from [46]. Concretely, this comes down
to the element f satisfying:
1. a ≤ ∃pi1(f), where pi1 : A×B → A;
2. f ≤ pi∗1(a)∧ pi
∗
2(b), where pi1 : A×B → A and pi2 : A×B → B;
3. ∃pi(〈pi1, pi2〉
∗(f) ∧ 〈pi1, pi3〉
∗(f)) ≤ ∃∆B(>),
where 〈pi1, pi2〉, 〈pi1, pi3〉 : A×B × B → A× B,
pi : A× B × B → B × B,
∆B = 〈id, id〉 : B → B × B.
Note that, for a morphism A
α
−→ B in B, the element ∃〈id,α〉(>) of
P (A× B) is an internal functional relation
∃〈id,α〉(>) : {x ∈ A | >} → {y ∈ B | >}.
Intuitively, this is the graph of f . However, there may also be in-
ternal functional relations that do not come from a morphism in B.
These functions are definable in the language of P , even though they
do not correspond to actual maps in the base. In a coherent cate-
gory C, for A,B ∈ C, there is a bijective correspondence between
elements of SubC(A×B) that are internal functional relations from
A to B and actual morphisms A → B in C, see Lemma 2.8 in
[19]. This will be essential later on in order to define the counit
C : A(SC)→ C.
However, before we get to that, we have to complete the description
of the 2-functor A. For a morphism (K, τ) : P → Q of coherent
hyperdoctrines over B1 and B2 respectively, A(K, τ) is given by
A(K, τ) : A(P ) → A(Q)
(A, a)
(B, b)
f 7→
(K(A), τA(a))
(K(B), τB(b))
τA×B(f)
where we regard τA×B(f) as an element of P (K(A) × K(B)) (i.e.,
we omit the isomorphism P (K(A×B)) ∼= P (K(A)×K(B))). For a
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2-cell σ : (K, τ)⇒ (L, µ) between morphisms P → Q in CHyp, we
define a 2-cell A(σ) : A(K, τ)⇒ A(L, µ) in Coh by
A(σ)(A,a) : (KA, τA(a))
∃〈id,σA〉(τA(a))−−−−−−−−→ (LA, µA(a)),
where (A, a) ∈ A(P ). In the internal language of Q, this is the graph
of the morphism σA : KA→ LA restricted to a morphism
{y ∈ KA | τA(a)(y)} → {z ∈ LA |µA(a)(z)},
viewing τA(a) (or µA(a)) as a predicate on KA (or LA). For well-
definedness of A(σ) we use the fact that, by definition of the 2-cells
in CHyp, τA(a) ≤ Q(σA)(µA(a)). For naturality of A(σ) one has
to show that, for (A, a)
f
−→ (B, b) in A(P ), the following diagram
commutes:
(KA, τA(a)) (KB, τB(b))
(LA, µA(a) (LB, µB(b))
τA×B(f)
∃〈id,σA〉(τA(a))
µA×B(f)
∃〈id,σB〉(τB(b))
One may do so by reasoning in the internal language and using that,
by naturality of σ, the following diagram commutes:
K(A×B) L(A× B)
K(A)×K(B) L(A)× L(B)
σA×B
〈Kpi1,Kpi2〉
σA×σB
〈Lpi1,Lpi2〉
The 2-functors A and S form an adjunction, but the diagram ex-
pressing the naturality of the counit commutes merely up to isomor-
phism. In the literature, various names are used for such an adjunc-
tion. In [42] it is called a quasi 2-categorical adjunction, whereas in
[14] it is just called a 2-categorical adjunction.
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Proposition 5.1.9. The 2-functors A : CHyp  Coh : S form a
(quasi) 2-categorical adjunction, A a S, between the category of co-
herent hyperdoctrines and the category of coherent categories. For
C ∈ Coh, the counit at C, C : A(S(C)) → C is an equivalence in
the 2-category Coh (as in Definition 7.1.2 in [14]).
Proof (sketch). We define a 2-natural transformation
η : idCHyp → S ◦ A.
For a coherent hyperdoctrine P over B,
ηP = (K, τ) : P → S(A(P )),
where K : B→ A(P ) is given by
A
α
−→ B 7→ (A,>P (A))
∃P
〈id,α〉
(>P (A))
−−−−−−−−→ (B,>P (B)).
Here, >P (A) denotes the top element of the distributive lattice P (A)
and ∃P〈id,α〉(>P (A)) is, in the internal language of P , the graph of the
morphism α. For A ∈ B,
τA : P (A) → SubA(P )(A,>P (A))
u 7→ (A, u).
To prove that η is a 2-natural transformation one has to show that,
for all P,Q ∈ CHyp, the following diagram commutes:
CHyp(P,Q)
CHyp(S(A(P )),S(A(P ))) CHyp(P,S(A(Q)))
(S◦A)P,Q
ηQ◦
◦ηP
where, for example, CHyp(P,Q) denotes the category of coherent
hyperdoctrine morphisms P → Q with the 2-cells described above.
It is the definition of the counit  : S ◦ A → idCoh that it really
forces one to work in a 2-categorical setting. This is due to the
fact that in an arbitrary coherent category there is no canonical
choice of representatives for subobjects. We assume that we have
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chosen representatives for subobjects. For a subobject [m : U  A],
which is an equivalence class of monomorphisms into A, we write
r([m : U  A]) or, to ease the notation, r(U), for its chosen rep-
resentative. For C ∈ Coh we define a functor C : A(S(C)) → C
by
(A,U)
f
−→ (B, V ) 7→ r(U)
αf
−→ r(V ),
where αf is the unique morphism r(U)→ r(V ) such that
[r(U) r(U)× r(V ) A× B]
〈id,αf 〉
is the subobject f of A × B. Intuitively, αf is the unique mor-
phism whose graph is f . The existence of such a unique morphism
αf follows from the bijective correspondence noted earlier between
internal functional relations and actual morphisms in a coherent cat-
egory. For C,D ∈ Coh, the diagram
Coh(C,D) Coh(A(S(C)),A(S(D)))
Coh(A(S(C)),D)
(A◦S)C,D
◦C
D◦
then commutes up to a natural isomorphism, i.e.  is a (quasi) 2-
natural transformation.
To complete the proof that S and A form a (quasi) 2-categorical
adjunction, consider the following diagrams, for P ∈ CHyp and
C ∈ Coh:
A(P ) A(S(A(P ))) S(C) S(A(S(C)))
A(P ) S(C)
A(ηP )
id
A(P )
ηS(C)
id
S(C)
Under the assumption that in A(P ) the subobjects of (A, a) are rep-
resented by pairs (A, b) with b ≤P (A) a, and that inC the top element
of SubC(A) is represented by A
id
−→ A, these diagrams commute on
the nose.
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Finally, to prove that, for C ∈ Coh, the map C : A(S(C)) → C is
an equivalence in Coh, define ϑC : C→ A(S(C)) by
(A
f
−→ B) 7→ (A,>P (A))
〈id,f〉
−−−→ (B,>P (B)).
It is straightforward to define natural isomorphisms C ◦ ϑC → idC
and ϑC ◦ C → idA(S(C)).
To develop some intuition for the functors described above, we study
their action on distributive lattices (viewed as coherent categories).
Let L be a distributive lattice. For an element a ∈ L, its subobject
lattice in L is isomorphic to its downset (where a is the new top
element). For a ≤ b, the pullback functor ↓ b →↓ a is given by
meeting with a. That is, the coherent hyperdoctrine SL is given by
SL : L
op → DL
a 7→ ↓a
a ≤ b 7→ ↓b → ↓a
u 7→ u ∧ a.
Note that the left adjoint to SL(a ≤ b) is just the inclusion map
↓ a ↪→↓ b. Applying the functor A to SL should recover L, up to
equivalence. Let us look at that in some more detail. The objects of
A(SL) are pairs (a, u) where a ∈ L and u ∈↓a. Therefore, for u ∈ L,
there are many ‘copies of u’ in A(SL), namely one for each a ∈ L
with u ≤ a. However, all these copies (a, u) are isomorphic. To
prove this, we first describe the morphisms in A(SL). By definition,
a morphism (a, u) → (b, v) is an element w of SL(a × b) = ↓ (a ∧ b)
satisfying:
1. u ≤ ∃pi1(w) = w;
2. w ≤ pi∗1(u) ∧ pi
∗
2(v) = u ∧ (a ∧ b) ∧ v ∧ (a ∧ b) = u ∧ v;
3. ∃pi(〈pi1, pi2〉
∗(w)∧〈pi1, pi3〉
∗(w)) ≤ ∃∆J (>) = >, this is vacuously
true.
Hence the only candidate for a morphism (a, u) → (b, v) is u. It
follows that there is a (unique) morphism (a, u) → (b, v) if and
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only if u ≤ v. Therefore, for (a, u) ∈ A(SL), (a, u) ∼= (>, u). The
following functor defines an equivalence L→ A(SL):
L → A(SL)
u 7→ (>, u)
u ≤ v 7→ (>, u)
u
−→ (>, v).
The base category of SL is the entire lattice L. However, we could
also have considered the coherent hyperdoctrine P over the single
object base category, which sends this one object to the lattice L.
Also for this hyperdoctrine P , we have an equivalence A(P ) ' L.
This is a consequence of the fact that every element of L is below
the top element of L. More generally, for a coherent category C, let
B be a full subcategory of C that is closed under finite limits, such
that every object of C is a subobject of some object in B. Then the
restriction of the subobject functor SC to a functor on B
op is a coher-
ent hyperdoctrine and its associated coherent category is equivalent
to C. Hence C may be ‘realised as a coherent hyperdoctrine’ over
various bases. The category C itself provides a canonical basis, but
it may be much larger than necessary.
We now turn to first-order logic. The 2-adjunction of Proposi-
tion 5.1.9 restricts to a 2-adjunction between the category of first-
order hyperdoctrines FHyp and the category of (small) Heyting
categories Heyt. The 2-categorical structure in FHyp and Heyt is
as defined for CHyp and Coh.
Proposition 5.1.10. The 2-adjunction of Proposition 5.1.9 restricts
to a 2-adjunction A : FHyp Heyt : S.
Proof. It is clear that, for a Heyting category C, SC is a first-order
hyperdoctrine. Let F : C→ D be a morphism of Heyting categories.
We have to show that, for A ∈ C, the restriction of F to a map
SC(A) → SD(FA) preserves the implication. For U,W ∈ SC(A),
where U may be represented by m : U ↪→ A,
F (U → W ) = F (∀m(m
∗(W )))
= ∀F (m)(F (m)
∗(F (W )))
= F (U)→ F (W ),
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as required. It is clear that SF preserves universal quantification,
whence it is a morphism in FHyp.
Conversely, let P be a first-order hyperdoctrine. For a morphism
(A, u)
f
−→ (B, v) in A(P ), the pullback functor has a right adjoint.
For w ∈↓P (A)u ∼= SubA(P )(A, u), it may be described, in the internal
language of P , by
∀f(w) = {y ∈ B | ∀x ∈ A. (f(x) = y) → w(x)}.
Concretely,
∀f (w) = ∀
P
pi2
(f → P (pi1)(w)).
So A(P ) is a Heyting category. Let (K, τ) : P1 → P2 be a morphism
in FHyp and (A, u)
f
−→ (B, v) in A(P ). We have to show that
τB ◦ ∀f = ∀τA×B(f) ◦ τA : SubA(P )(A, u)→ SubA(Q)(KA, τB(v)).
Indeed, let w ∈↓P (A) u ∼= SubA(P )(A, u). Then
τB(∀f (w)) = τB(∀
P1
pi2 (f → P1(pi1)(w)))
= ∀P2Kpi2(τA×B(f → P1(pi1)(w)))
= ∀P2Kpi2(τA×B(f)→ τA×B(P1(pi1)(w)))
= ∀P2Kpi2(τA×B(f)→ P2(pi1)(τA(w)))
= ∀τA×B(f)(τA(w)).
Hence A(K, τ) is a morphism of Heyting categories, which completes
the proof.
The adjunction of Proposition 5.1.9 connects the soundness and com-
pleteness theorems for coherent hyperdoctrines and coherent cate-
gories (i.e., Theorem 5.1.4 and Theorem F.6, respectively). For a
coherent theory T in signature Σ, a model (K, τ) : FmT → P of T
in a coherent hyperdoctrine P naturally induces a model M(K,τ) of
T in the coherent category A(P ). For a formula φ in context ~x, the
interpretation of φ in this model is given by
J~x.φK = (K(~x), τ~x([φ])).
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It follows that, for a sequent φ `~x ψ,
φ `~x ψ holds in (K, τ) ⇔ φ `~x ψ holds in M(K,τ). (5.4)
The category A(Fmcoh,T) is called the syntactic category of T and is
denoted byCcohT . Models of T in a coherent categoryC correspond to
coherent functors CcohT → C. More precisely, there is an equivalence
of categories between the category of coherent functors CcohT → C
with natural transformations, and the category of models of T in
C with Σ-structure homomorphisms. A Σ-structure homomorphism
between models M and N in C is an arrow h : AM → AN in C such
that:
1. for every n-ary function symbol f in Σ, the following diagram
commutes:
AnM AM
AnN AN
Mf
hn
Nf
h
2. for every n-ary relation symbol R in Σ, there is a commutative
diagram in C of the form:
M(R) AnM
N(R) AnN
hn
This is elaborated in Section D1.4 of [47] (Theorem D1.4.7 and the
comment after Theorem D1.4.11).
Conversely, a model M of T in a coherent category C naturally
induces a model (KM , τM) : FmT → S(C) of T in the coherent hy-
perdoctrine S(C). For a sequent φ `~x ψ,
φ `~x ψ holds in M ⇔ φ `~x ψ holds in (K
M , τM). (5.5)
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Using (5.4) and (5.5), Theorem F.6 follows immediately from Theo-
rem 5.1.4 (and vice versa).
Also, for a theory T in first-order logic, its syntactic category CfoT
may be described as A(Fmfo,T). However, to get an equivalence
between the category of models of T in a Heyting category C and
Heyting functors CfoT → C, one has to restrict the morphisms con-
sidered in the category of models of T. For more details the reader
is referred to [47].
5.2 Canonical extension for coherent cat-
egories
In this section we define a notion of canonical extension for coherent
categories. We show that this notion extends the existing notion of
canonical extension for distributive lattices, which, viewed as cat-
egories, are coherent categories. Furthermore, we prove that our
construction may be characterised by a universal property, similar
to the one known from the algebraic setting. We end this section
by studying canonical extension in the restricted setting of Heyt-
ing categories. We rely on some facts about canonical extension for
(distributive) lattices, which are collected in Appendix C.
Canonical extension gives rise to an endofunctor ( )δ : DL → DL
on the category of distributive lattices. As we prove in the next
proposition, for a coherent hyperdoctrine P : Bop → DL, the com-
position ( )δ ◦ P : Bop → DL is again a coherent hyperdoctrine. In
combination with the 2-adjunction of Proposition 5.1.9 this yields
a natural notion of canonical extension for coherent categories in
Definition 5.2.2.
Proposition 5.2.1. Let P : Bop → DL be a coherent hyperdoc-
trine. The functor P δ = ( )δ ◦ P : Bop → DL is again a coher-
ent hyperdoctrine and the assignment P 7→ P δ extends to a func-
tor pDL → pDL. Furthermore, the morphism (id, ηP ) : P → P δ,
where, for A ∈ B,
ηPA = eP (A) : P (A)→ P (A)
δ = P δ(A),
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is the embedding of P (A) in its canonical extension, is a morphism
of coherent hyperdoctrines.
Proof. Let P : Bop → DL be a coherent hyperdoctrine. Adjunctions
are preserved under canonical extension, see e.g. Proposition 3.6 in
[27]. Hence, for A
α
−→ B in B, (∃α)
δ is left adjoint to the morphism
P δ(α) = (P (α))δ. To prove that P δ is a coherent hyperdoctrine, we
show that the Beck-Chevalley condition (BC) and Frobenius reci-
procity (F) are canonical, that is, if P satisfies (BC) (or (F)), then
so does P δ. First we consider (BC). Let the following diagram be a
pullback in B:
Q B
A C
α′
β′
α
β
Then we have
P (α)δ ◦ ∃δβ = (P (α) ◦ ∃β)
δ (Proposition C.6)
= (∃β′ ◦ P (α
′))δ (P satisfies (BC))
= ∃δβ′ ◦ P (α
′)δ (Proposition C.6).
To prove canonicity of the Frobenius reciprocity, note that this con-
dition (on P ) may be formulated by saying that, for all A
α
−→ B in
B, the following diagram commutes:
P (A)× P (B) P (A)× P (A) P (A)
P (B)× P (B) P (B)
id×P (α)
∃α×id
∧
∧
∃α
Note that the meet operation ∧ : L × L → L on a lattice L is
meet preserving and therefore has a unique extension ∧δ : Lδ×Lδ ∼=
(L×L)δ → Lδ. As meet is right adjoint to the diagonal map and ad-
junctions are preserved under canonical extension, the map ∧δ gives
the meet on Lδ. As above for (BC), we may use Proposition C.6 to
derive that also in P δ Frobenius reciprocity holds.
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For a morphism (K, τ) : P1 → P2 of coherent hyperdoctrines over B1
and B2, we define (K, τ
δ) : P δ1 → P
δ
2 by, for A ∈ B1,
τ δA = (τA)
δ : P1(A)
δ → P2(K(A))
δ.
To prove that τ δ is a natural transformation that preserves existen-
tial quantification, one may again rely on Proposition C.6 and use
the fact that τ has these properties.
Finally, it is readily checked that (id, ηP ) : P → P δ is a morphism of
coherent hyperdoctrines.
In particular, for a coherent category C, SδC is a coherent hyperdoc-
trine. This leads us to the following definition.
Definition 5.2.2. The canonical extension of a coherent category
C is the functor EC : C→ A(S
δ
C) given by
C
∼
−→ A(SC)
A(id,η)
−−−−→ A(SδC)
A
B
α 7→
(A,>)
(B,>)
〈id,α〉 7→
(A,>)
(B,>)
〈id,α〉∈SC(A×B)↪→S
δ
C
(A×B)
and we write Cδ = A(SδC). The assignment C 7→ C
δ extends to a 2-
functor on the categoryCoh, which is denoted by ( )δ : Coh→ Coh.
This definition extends the existing notion of canonical extension
for distributive lattices in the sense that, for a distributive lattice L
(viewed as a coherent category), the category A(SδL) is equivalent to
the (ordinary) canonical extension Lδ of L. To prove this we use the
following fact.
Lemma 5.2.3. For a distributive lattice L and a ∈ L, the canonical
extension (↓La)
δ of the downset of a in L is the restriction of the
embedding L ↪→ Lδ to ↓La ↪→↓Lδ a.
Proposition 5.2.4. Let L be a distributive lattice. Viewing L as a
coherent category, we have A(SδL) ' L
δ.
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Proof. Recall the description of the subobject hyperdoctrine SL given
after Proposition 5.1.9. It follows from the previous lemma that the
functor SδL : L
op → DL is the restriction of SLδ : (L
δ)op → DL to
Lop. Therefore, it suffices to show that L is a full subcategory of Lδ
closed under finite limits (i.e., meets), such that every object of Lδ is
a subobject of (i.e., is below) an object of L. This clearly holds.
Our construction of canonical extension for coherent categories has
a universal property similar to the one known from the algebraic
setting, as we prove in Theorem 5.2.9. It is slightly more complicated
than the universal property for distributive lattices because of the
existential quantifiers (the left adjoints). These are similar to the
diamond operators from modal logic (both are join-preserving maps)
and the Esakia Lemma plays a crucial role.
Lemma 5.2.5 (Esakia Lemma, [28]). Let f : L → K be a join-
preserving map between distributive lattices. For any filtered subset
F ⊆ F (Lδ), f δ(
∧
F ) =
∧
f δ[F ].
The following definition generalises the notion of DL+ to the cate-
gorical setting.
Definition 5.2.6. We define Coh+ to be the category of coherent
categories with the additional property that all subobjects lattices
are completely distributive algebraic and the pullback functors pre-
serve all joins. The morphisms in Coh+ are coherent functors that
preserve all meets and joins of subobjects.
Note that in Coh+ the pullback morphisms are complete lattice
homomorphisms, as pullback morphisms preserve all limits.
The mapping C 7→ Cδ is not left adjoint to the inclusion functor
Coh+ ↪→ Coh. Namely, although, for C ∈ Coh, D ∈ Coh+ and a
coherent functor M : C→ D, there is (up to isomorphism) a unique
extension of M to a functor M˜ : Cδ → D that preserves all meets
and joins of subobjects, this functor M˜ does not preserve existential
quantification in general. Therefore, to describe the desired universal
property of our construction, we have to restrict the morphisms we
consider. This leads to the definition of a p-model. A similar notion
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was introduced by Makkai in [60] to describe the universal property
of his topos of types construction.
Definition 5.2.7. Let C be a coherent category, take D ∈ Coh+
and let M : C → D be a coherent functor. We say M is a p-model
iff, for each A
α
−→ B in C and each prime filter ρ in SubC(A),
∃M(α)(
∧
{M(U) |U ∈ ρ}) =
∧
{∃M(α)(M(U)) |U ∈ ρ},
where the meets are taken in SubD(M(A)) and in SubD(∃M(α)(M(A))),
respectively.
Proposition 5.2.8. Let C be a coherent category. Its canonical
extension EC : C→ C
δ is a p-model.
Proof. LetC be a coherent category. First we show that the category
Cδ = A(SδC) is in Coh
+. For (A, u) ∈ A(SδC), the poset Sub(A, u)
is isomorphic to the downset ↓ u in SδC(A). As S
δ
C(A) = SubC(A)
δ
is the canonical extension of a distributive lattice, it is completely
distributive algebraic. Therefore, also Sub(A, u) is completely dis-
tributive algebraic.
For (A, u)
f
−→ (B, v) in A(SδC), consider the pullback functor
f ∗ : Sub(B, v) ∼= ↓Sδ
C
(B) v → ↓Sδ
C
(A)u
∼= Sub(A, u)
We have to show that the map f ∗ preserves arbitrary joins. Recall
that f ∈ SδC(A× B) is, in the internal language of S
δ
C, a functional
relation {x ∈ A | u(x)} → {y ∈ B | v(x)}. In this language, the
inverse image of w ∈↓Sδ
C
(B) v under f may be described as
f−1(w) = {x ∈ A | ∃y ∈ B. f(x, y) ∧ w(y)}.
Hence the pullback functor f ∗ is given by, for w ∈↓Sδ
C
(B) v,
f ∗(w) = ∃
Sδ
C
pi1 (f ∧ S
δ
C(pi2)(w))
As ∃
Sδ
C
pi1 is a left adjoint, it preserves all joins. Also, S
δ
C(pi2) preserves
all joins (being the extension of a join-preserving map). Using the
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fact that SδC(A × B) is completely distributive, it now follows that
f ∗ preserves all joins.
To show that EC is a p-model, let A
α
−→ B in C and let ρ be a prime
filter in SubC(A). We have to show that
∃EC(α)(
∧
{EC(U) |U ∈ ρ}) =
∧
{∃EC(α)(EC(U)) |U ∈ ρ}. (5.6)
Recall that SubA(Sδ
C
)(A,>) ∼= S
δ
C(A) = SC(A)
δ. For m : U ↪→ A in
SC(A), we have EC(U) = (U,>) ∼= (A,U), where the isomorphism
is given by
(〈id, m〉 : U ↪→ U ×A) ∈ SC(U × A) ⊆ SC(U ×A)
δ.
So EC sends subobjects of A to their images under the embedding
SC(A) ↪→ S
δ
C(A)
∼= SubA(Sδ
C
)(A,>), and we may identify EC(U)
with U . Equation (5.6) then comes down to
∃EC(α)(
∧
{U |U ∈ ρ}) =
∧
{∃EC(α)(U) |U ∈ ρ}. (5.7)
We will show that ∃EC(α) is the canonical extension of the map
∃α : SC(A)→ SC(B), so that (5.7) follows from the Esakia Lemma.
Since left adjoints are unique, it suffices to show that the pullback
morphism
EC(α)
∗ : SubA(Sδ
C
)(B,>)
∼= SC(B)
δ → SC(A)
δ ∼= SubA(Sδ
C
)(A,>)
is the canonical extension of α∗ : SC(B) → SC(A). As both EC(α)
∗
and (α∗)δ are complete homomorphisms and the lattice SC(B) is
dense in SC(B)
δ, it suffices to consider elements from SC(B). For
all V ∈ SC(B), we have
EC(α)
∗(V ) = 〈id, α〉∗(V )
= ∃
Sδ
C
pi1 (〈id, α〉 ∧ S
δ
C(pi2)(V ))
= ∃SCpi1 (〈id, α〉 ∧ SC(pi2)(V )) (V ∈ SC(B))
= α∗(V )
= (α∗)δ(V ),
where, in the second equality, we use the description of pullback mor-
phisms in A(SδC) given above. Hence EC(α)
∗ = (α∗)δ, and therefore
∃EC(α) = ∃
δ
α, so that the claim follows from the Esakia lemma.
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We are now ready to describe a universal property of our notion of
canonical extension for coherent categories. Let C be a coherent
category and take D ∈ Coh+. For a p-model M : C → D, there
exists a morphism M˜ : Cδ → D in Coh+ such that the following
diagram commutes:
C Cδ
D
EC
M
M˜
The morphism M˜ is unique up to a natural isomorphism. To make
this precise in the next theorem, we have to work in a 2-categorical
setting. For C ∈ Coh and D ∈ Coh+, we write Cohp(C,D) for the
category of p-models of C in D with natural transformations and
Coh+(Cδ,D) for the category of morphism Cδ → D in Coh+ with
natural transformations.
Theorem 5.2.9. Let C be a coherent category and D ∈ Coh+.
Precomposition with the functor EC : C→ C
δ yields an equivalence
F = ◦ EC : Coh
+(Cδ,D)→ Cohp(C,D)
in the 2-category Cat of (small) categories.
Proof. We first define a functor
G : Cohp(C,D)→ Coh
+(Cδ,D).
Let M : C → D be a p-model. We rely on Proposition 5.1.9 and
the natural isomorphism (C.2) to define a morphism G(M) : Cδ →
D. Consider SM : SC → SD. Recall that SM = (M, τ), where, for
A ∈ C, the map τA : SC(A)→ SD(M(A)) is the restriction of M to
SC(A). Consider (M, τ ) : S
δ
C → SD, where, for A ∈ C,
τA = τA : SC(A)
δ → SD(M(A)),
i.e., τA is the unique extension of τA to a complete lattice homomor-
phism. We first show that (M, τ ) is a morphism of coherent hyper-
doctrines. Clearly, M preserves limits (as it is a coherent functor)
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and, for each A ∈ C, the map τA is a (complete) lattice homomor-
phism. To prove naturality of τ , let A
α
−→ B in C. Then
τA ◦ SC(α)
δ = τA ◦ SC(α) (naturality of ( ))
= SD(M(α)) ◦ τB (naturality of τ)
= SD(M(α)) ◦ τB (naturality of ( )).
Finally, to prove that τ preserves existential quantification, we have
to show that, for all A
α
−→ B in C, the following diagram commutes:
SδC(A) S
δ
C(B)
SD(MA) SD(MB)
∃δα
τA
∃Mα
τB
This follows from Proposition C.9 as M being a p-model implies
that, for every prime filter ρ in SubC(A),
∃M(α)(
∧
{M(U) |U ∈ ρ}) =
∧
{∃M(α)(M(U)) |U ∈ ρ}.
We now define G(M) : Cδ = A(SδC)→ D to be the composite
A(SδC)
A(M,τ)
−−−−→ A(S(D))
D−→ D,
where D is the counit of the adjunction described in Proposition 5.1.9.
Since τA is a complete lattice homomorphism, for each A ∈ C, it
follows that G(M) preserves arbitrary meets and joins of subobjects.
Hence it is a morphism in Coh+. We leave it to the reader to define
the action of G on morphisms. One may show that F ◦ G = id
and that there is a natural isomorphism id → G ◦ F . Hence F is a
2-equivalence.
Note that, for a distributive lattice L and K ∈ DL+ (both viewed
as categories), a p-model L → K is just a lattice homomorphism
and the above theorem generalises Theorem C.8. The canonical
extension of a distributive lattice L is complete and completely dis-
tributive, hence it is in particular a Heyting algebra. In case L itself
154
5.2. Canonical extension for coherent categories
is already a Heyting algebra, the embedding eL : L → L
δ preserves
the Heyting implication. Furthermore, the canonical extension of a
morphism of Heyting algebras is again a morphism of Heyting alge-
bras. Therefore, canonical extension yields a functor on the category
of Heyting algebras (for more background on canonical extension for
Heyting algebras, see [31]). We end this section by explaining how
these results lift to the categorical setting.
For a coherent category C, the pullback functors in Cδ are complete
homomorphisms and therefore they have right adjoints. Hence the
canonical extension of a coherent category is a Heyting category.
Proposition 5.2.10. Canonical extension for coherent hyperdoc-
trines ( )δ : pDL → pDL restricts to a 2-functor on the 2-category
of first-order hyperdoctrines. Furthermore, for a first-order hyper-
doctrine P , the embedding (id, ηP ) : P → P δ preserves the Heyting
structure.
Proof. As the canonical extension of a Heyting algebra is again a
Heyting algebra and canonical extension preserves adjunctions, it
readily follows that the canonical extension P δ of a first-order hy-
perdoctrine P is again a first-order hyperdoctrine.
Now let (K, τ) : P1 → P2 be a morphism of first-order hyperdoctrines
over B1 and B2 respectively. As, for each A ∈ B1, τA preserves
implication, so does τ δA. It is left to show that τ
δ preserves universal
quantification. Let A
α
−→ B in B1. We have to show that
τ δB ◦ ∀
δ
α = ∀
δ
Kα ◦ τ
δ
A.
This follows from Proposition C.6, using τB ◦ ∀α = ∀Kα ◦ τA. Hence
(K, τ δ) is a morphism of first-order hyperdoctrines.
It is readily checked that (id, ηP ) : P → P δ is a morphism of first-
order hyperdoctrines.
Corollary 5.2.11. The functor ( )δ : Coh→ Coh restricts to a 2-
functor on the 2-category of Heyting categories. Furthermore, for
a Heyting category C, the functor EC : C → C
δ is a morphism of
Heyting categories.
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5.3 Topos of types
In [60] Makkai defines, for a coherent category C, its topos of types
T (C). He applies this construction to show the existence of full em-
beddings of certain coherent topoi into functor categories. Further-
more, he views the topos of types as a conceptual tool which enables
one to formulate precisely certain natural intuitive questions from
model theory.
For a coherent categoryC, the coherent hyperdoctrine SδC, defined in
the previous section, is an internal locale in SetC
op
(actually, even
in Sh(C, Jcoh), the category of sheaves over C with the coherent
topology). In this section we prove that T (C) is equivalent to the
topos of sheaves over this internal locale SδC (see Theorem 5.3.4 and
Theorem 5.3.7). We rely on the Comparison Lemma, as formulated
in Appendix F, Lemma F.7. We apply our alternative description
in Section 5.4, where we study some properties of the topos of types
construction.
Let C be a coherent category. To define the topos of types T (C),
Makkai starts from the category of filters ΛC of C. The objects of
ΛC are pairs (A, F ), where A ∈ C and F is a filter in SubC(A).
A morphism (A, F ) → (B,G) is a germ [α] of so-called ‘local con-
tinuous maps’. A local continuous map α : (A, F ) → (B,G) is a
morphism U
α
−→ B in C, where U ∈ F , such that α∗(V ) ∈ F , for all
V ∈ G. Two such maps α1 : U1 → B, α2 : U2 → B are equivalent if
and only if there exists U ∈ F with U ≤ U1∧U2 and α1  U = α2  U .
Using the adjunction A : pDL  Coh : S of Proposition 5.1.9, one
may give an alternative description of the category of filters of C,
relating it to the construction of the lattice of filters of a distributive
lattice. Let F l : DL→ DL be the functor that sends a distributive
lattice L to the lattice F l(L) of filters of L ordered by reverse inclu-
sion. For a morphism f : L → K, the map F l(f) : F l(L) → F l(K)
sends a filter F in L to the filter in K generated by the direct image
of F , i.e.,
F l(f)(F ) = ↑{f(a) | a ∈ F}.
For a coherent hyperdoctrine P , F l ◦ P is again a coherent hyper-
doctrine [70]. One may show that, for a coherent category C, the
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category of filters ΛC is isomorphic to A(F l ◦ SC). The category of
filters first seems to have appeared in [53]. More information on this
construction may also be found in [12, 20].
For a coherent category C, its category of filters ΛC is again a
coherent category. For a morphism (A, F )
[α]
−→ (B,G) in ΛC, its
image may be described as (B, ∃[α]F ), where
∃[α]F = {V ∈ SubC(B) |α
∗(V ) ∈ F}
= ↑{∃α(W ∧ dom(α)) |W ∈ F}.
Every coherent category carries a natural Grothendieck topology,
which is defined as follows.
Definition 5.3.1. Let C be a coherent category and A ∈ C. A
sieve S on A is covering in the coherent topology Jcoh on C iff there
exists a finite subset {Ai
αi−→ A | 1 ≤ i ≤ n} of S such that
A =
∨
{∃αiAi | 1 ≤ i ≤ n},
i.e., Jcoh is the topology generated by finite joins and images.
Makkai then defines the topos of types as follows.
Definition 5.3.2. Let C be a coherent category. The topos of types
T (C) of C is the topos of sheaves over (τC, Jp). Here τC is the
full subcategory of the category of filters ΛC consisting of all pairs
(A, ρ), where ρ is a prime filter in SubC(A), and Jp is the topology
induced by the coherent topology on ΛC.
For a coherent category C, the topology Jp on τC is the topology
generated by the singleton covers. To see this, note that, in ΛC, a
sieve S on (A, F ) is covering in the coherent topology if and only
if there exists a finite subset {(Ai, Fi)
[αi]
−−→ (A, F ) | 1 ≤ i ≤ n} of S
such that, for all U1 ∈ F1, . . . , Un ∈ Fn,∨
{∃αiUi | 1 ≤ i ≤ n} ∈ F.
So in case F is a prime filter in SubC(A), a sieve S on (A, F ) is
covering if and only if there is a morphism (A′, F ′)
[α]
−→ (A, F ) in S
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whose image is (A, F ). Hence the topology on τC induced by the
coherent topology on ΛC is the topology generated by the singleton
covers.
For a distributive lattice, the topos of types construction essentially
yields its canonical extension.
Proposition 5.3.3. Let L be a distributive lattice. Viewing L as a
coherent category, its topos of types T (L) is equivalent to the topos
of sheaves over its canonical extension Lδ, viewed as a locale.
Proof. By definition, the category τL consists of all pairs (a, ρ),
where a ∈ L and ρ is a prime filter in the downset of a. The category
τL is a preorder and, for all objects (a, ρ), one has (a, ρ) ∼= (>, ↑ρ),
where ↑ ρ denotes the upset of ρ in L, which is a prime filter in L.
We write EL for the full subcategory of τL consisting of all pairs of
the form (>, ρ). By the Comparison Lemma (Lemma F.7), the topos
of types T (L) = Sh(τL, Jp) is equivalent to the topos of sheaves over
EL with the topology induced by Jp.
Note that EL is (isomorphic to) the poset (PrF l(L),⊇) of prime fil-
ters of L with the reverse inclusion order, as there exists a morphism
(>, ρ) → (>, ρ′) if and only if ρ′ ⊆ ρ. Furthermore, the induced to-
pology on EL is the trivial topology. Therefore, the topos of types
T (L) is equivalent to the topos of presheaves on EL ∼= (PrF l(L),⊇).
As EL is a poset, this presheaf topos is localic. Its lattice of subter-
minal objects is isomorphic to the downset lattice of (PrF l(L),⊇),
i.e., to the canonical extension Lδ of L. Hence the topos T (L) is
equivalent to the topos of sheaves over the locale Lδ.
We will now give an alternative description of the topos of types
T (C) associated to a coherent category C, using the coherent hy-
perdoctrine SδC defined in the previous section. For all A ∈C, the
poset SδC(A) is a completely distributive lattice and therefore it is
in particular a frame. Using the fact that SδC is a coherent hyper-
doctrine, it follows from the description of internal locales in SetC
op
given in [50], that SδC is a locale in Set
Cop . In the following theorem
we prove that the topos of types of C is equivalent to the topos of
sheaves over the internal locale SδC.
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Theorem 5.3.4. Let C be a coherent category. The topos of types
T (C) of C is equivalent to the topos of sheaves over the internal
locale SδC = ( )
δ ◦ SubC in Set
Cop.
Proof. Using a general construction from [65], we may describe an
(external) site (CnSδC, J) such that the topos of sheaves over the
internal locale SδC is equivalent to the topos Sh(CnS
δ
C, J) of sheaves
over this site. We then have to show that Sh(CnSδC, J) is equivalent
to the topos of types T (C). The objects of CnSδC are pairs (A, u),
where A ∈ C and u ∈ SδC(A). A morphism (A, u) → (B, v) is a
morphism A
α
−→ B in C such that u ≤ SδC(α)(v). The Grothendieck
topology J on CnSδC is given by: a sieve {(Ai, ui)
αi−→ (A, u)}i∈I is
a cover if and only if ∨
{∃αiui | i ∈ I} = u,
where ∃αi is the left adjoint of S
δ
C(αi). Let D be the full subcategory
of CnSδC consisting of the objects of the form (A, x), where A ∈ C
and x ∈ J∞(SδC(A)). The induced topology J
′ on D is the topology
generated by the singleton covers. We now use the Comparison
Lemma (Lemma F.7) to prove
Sh(CnSδC, J) ' Sh(D, J
′) ' Sh(τC, Jp) = T (C).
The first equivalence follows from the fact that the inclusion func-
tor (D, J ′) ↪→ (CnSδC, J) satisfies the conditions of the Compari-
son Lemma; we leave it to the reader to check this. To prove the
second equivalence, we define a functor e : D → τC. Recall from
Appendix C that, for a distributive lattice L, the completely join-
irreducible elements J∞(Lδ) of its canonical extension Lδ correspond
to the prime filters PrF l(L) of L. We write
for ρ ∈ PrF l(L), xρ :=
∧
ρ ∈ J∞(Lδ),
for x ∈ J∞(Lδ), ρx := {a ∈ L | x ≤ a} ∈ PrF l(L).
Since, forA ∈ C, SδC(A) = SubC(A)
δ, the completely join-irreducible
elements of SδC(A) correspond to the prime filters in SubC(A). We
define a functor e : D→ τC by
(A, x)
α
−→ (B, z) 7→ (A, ρx)
[α]
−→ (B, ρz).
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We first show that this functor is well defined. Let (A, x)
α
−→ (B, z)
be a morphism in D. We have to show that α is a (local) continuous
map (A, ρx) → (B, ρz). Let U ∈ ρz , that is, U ∈ SubC(A) and
z ≤ U (in SδC(B) = SubC(B)
δ). We have to show α∗(U) ∈ ρx.
Recall that SδC(α) : S
δ
C(B) → S
δ
C(A) is the canonical extension of
α∗ : SubC(B)→ SubC(A), hence S
δ
C(α)(U) = α
∗(U). Using the fact
that (A, x)
α
−→ (B, z) is a morphism in CnSδC, it follows that
x ≤ SδC(α)(z) ≤ S
δ
C(α)(U) = α
∗(U).
Hence α∗(U) ∈ ρx.
We now check that the functor e : D→ τC satisfies conditions 1 to
5 of the Comparison Lemma.
1. Let S be a covering sieve of (A, x) in D. Then there exists
(B, z)
α
−→ (A, x) ∈ S s.t. ∃αz = x. It follows that in τC,
∃[α]ρz = {V ∈ SubC(A) |α
∗(V ) ∈ ρz}
= {V ∈ SubC(A) | z ≤ α
∗(V )}
= {V ∈ SubC(A) | ∃αz ≤ V }
= {V ∈ SubC(A) | x ≤ V }
= ρx,
where, in the third line, ∃α denotes the left adjoint to S
δ
C(α)
and we use that α∗(V ) = SδC(α)(V ). It follows that (e(S))
covers (A, ρx) = e(A, x).
2. Let e(A, x) = (A, ρx)
[α]
−→ (B, ρz) = e(B, z) in τC and let
m : U ↪→ A ∈ ρx be such that α : U → B. Then x is also
completely join-irreducible in SδC(U), where we view S
δ
C(U) as
a subset of SδC(A). Note that the arrow (U, x)
m
−→ (A, x) gen-
erates a covering sieve, as m being mono implies that the map
∃m : S
δ
C(U) → S
δ
C(A) is just the inclusion map. Commutativ-
ity of the following diagram:
e(A, x) e(B, z)
e(U, x)
[α]
e(m)
e(α)
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proves that this sieve satisfies the requirements.
Note that in τC the maps [idU ] : e(A, x)  e(U, x) : [m] are
each other’s inverse, whence, in τC one has e(A, x) ∼= e(U, x).
However, in D only one of the two maps is present.
3. Let α, β : (A, x) → (B, z) in D such that [α] = [β]. Then, by
definition, there exists m : U ↪→ A ∈ ρx with α ◦m = β ◦m.
As above, {(U, x)
m
−→ (A, x)} generates a covering sieve. This
sieve satisfies the requirements.
4. For (A, ρ) ∈ τC, one has e(A, xρ) = (A, ρ), so e is surjective
on objects.
5. Let {(Ai, ρi)
[αi]
−−→ e(A, x)}i∈I be a covering sieve in τC. For
each i, let Ui be the domain of αi. Then the arrow
e(Ui, xρi)
e(αi)
−−−→ e(A, x)
factors through (Ai, ρi)
[αi]
−−→ e(A, x) and the family
{(Ui, xρi)
αi−→ (A, x)}i∈I
generates a covering sieve in D.
Applying the Comparison Lemma twice, we finally have
Sh(CnSδC, J) ' Sh(D, J
′) ' Sh(τC, Jp) = T (C),
which completes the proof.
On a category D in Coh+, we may consider the topology generated
by images and arbitrary joins, i.e., the topology where a sieve S on
A ∈ D is covering iff
∨
{∃αB |B
α
−→ A ∈ S} = A. We denote this
topology by Jcoh+. For a coherent category C, the category τC is
(isomorphic to) the full subcategory of Cδ = A(SδC) consisting of all
pairs (A, x), with A ∈ C and x ∈ J∞(SδC(A)). The topology Jp on
τC is the topology induced by the topology Jcoh+ on C
δ. Using this,
it readily follows that also (Cδ, Jcoh+) is a site for the topos of types
T (C).
161
5. Canonical extension in the categorical setting
5.3.1 Involving the coherent topology
For a coherent category C, the category SetC
op
only remembers the
limit structure of C, because the Yoneda embedding y : C→ SetC
op
only preserves the finite limits of C, rather than joins and images.
Therefore, it is more natural to consider C with the coherent topo-
logy Jcoh and to work with the classifying topos Sh(C, Jcoh) of C. In
this section we show that, for a coherent category C, the functor SδC
is a sheaf over (C, Jcoh). Furthermore, the topos of internal sheaves
over SδC in Sh(C, Jcoh) is equivalent to the topos of internal sheaves
over SδC in Set
Cop , as we prove in Theorem 5.3.7.
To prove that SδC is a sheaf over (C, Jcoh), we start with a lemma.
Lemma 5.3.5. Let C be a coherent category and let {Ai
α
−→ A | i ∈ I}
be a finite collection of morphisms in C s.t.
∨
∃αiAi = A. For all
u ∈ SδC(A), one has u =
∨
∃δαi(S
δ
C(αi)(u)).
Proof. As usual, we view SC(Ai) as a sublattice of S
δ
C(Ai). In par-
ticular, the top element of SC(Ai) is the top element of S
δ
C(Ai), i.e.,
>Sδ
C
(Ai) = Ai ↪→ Ai ∈ SC(Ai) ⊆ S
δ
C(Ai).
For u ∈ SδC(A), we have∨
{∃δαi(S
δ
C(αi)(u)) | i ∈ I} =
∨
{∃δαi(S
δ
C(αi)(u) ∧ >Sδ
C
(Ai)
) | i ∈ I}
=
∨
{u ∧ ∃δαi(>SδC(Ai)) | i ∈ I}
= u ∧
∨
{∃αi(Ai) | i ∈ I}
= u ∧A = u,
where we apply Frobenius reciprocity to obtain the second equality
and rely on the complete distributivity of SδC(A) to obtain the third
equality.
To ease the notation, in the remainder of this section, for A
α
−→ B
in C, we write ∃α both for the left adjoint to the pullback functor
α∗ : SubC(B) → SubC(A) and for its canonical extension, which is
the left adjoint to SδC(α). The intended meaning should be clear
from the context.
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Proposition 5.3.6. The functor SδC : C
op → Set is a sheaf over
(C, Jcoh).
Proof. Let {Ai
α
−→ A | i ∈ I} be a finite collection of morphisms in C
with
∨
∃αiAi = A and let {ui ∈ S
δ
C(Ai)}i∈I be a matching family.
We have to show that there exists a unique element u ∈ SδC(A) with
SδC(αi)(u) = ui, for all i ∈ I. Consider u =
∨
{∃αjuj | j ∈ I}. For
i ∈ I, we have
SδC(αi)(u) = S
δ
C(αi)(
∨
{∃αjuj | j ∈ I}) ≥ S
δ
C(αi)(∃αiui) ≥ ui.
To prove SδC(αi)(u) ≤ ui, first recall that S
δ
C(α) preserves all joins,
and therefore
SδC(αi)(u) =
∨
{SδC(αi)(∃αjuj) | j ∈ I}.
We have to show that, for all j ∈ I, SδC(αi)(∃αjuj) ≤ ui. Let j ∈ J
and consider the pullback diagram
Ai ×A Aj Ai
Aj A
γi
γj
αj
αi
Using the fact that SδC is a coherent hyperdoctrine over C, we find
SδC(αi)(∃αjuj) = ∃γi(S
δ
C(γj)(uj)) (Beck-Chevalley)
= ∃γi(S
δ
C(γi)(ui)) (matching condition)
≤ ui (adjunction property).
Uniqueness of u follows from Lemma 5.3.5.
We conclude this section by showing that the topos of internal sheaves
over SδC in Sh(C, Jcoh) is equivalent to the topos of internal sheaves
over SδC in Set
Cop , and therefore, by Theorem 5.3.4, to the topos of
types T (C). We write Ĉ = SetC
op
and C˜ = Sh(C, Jcoh).
Theorem 5.3.7. For a coherent category C, Sh
Ĉ
(SδC) ' ShC˜(S
δ
C).
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Proof. As in the proof of Theorem 5.3.4, we use the construction of
[65] to describe the topoi Sh
Ĉ
(SδC) and ShC˜(S
δ
C) as sheaves over an
external site. Both external sites have the same underlying category
CnSδC. We will show that also the two topologies coincide. We write
J
Ĉ
and J
C˜
for the topologies on CnSδC corresponding to ShĈ(S
δ
C)
and Sh
C˜
(SδC), respectively. Let S be a sieve on (A, u). As described
in the proof of Theorem 5.3.4, S is a cover in J
Ĉ
if and only if
∨
{∃βv | (B, v)
β
−→ (A, u) ∈ S} = u.
To ease the notation we write (β, v) ∈ S for ((B, v)
β
−→ (A, u)) ∈ S.
When describing the topology J
C˜
, we have to take the coherent
topology on C into account. The sieve S is a cover in J
C˜
iff
∨
{∃γw | γ : C → A,w ∈ S
δ
C(C), (γ, w) ∈ S} = u,
where (γ, w) ∈ S iff there exists a cover {Ck
γk−→ C}k∈K , of the
domain C of γ in the coherent topology on C, such that, for all
k ∈ K, one has (γ ◦ γk,S
δ
C(γk)(w)) ∈ S. We will show that∨
{∃βv | (β, v) ∈ S} =
∨
{∃γw | (γ, w) ∈ S}.
Clearly,
∨
{∃βv | (β, v) ∈ S} ≤
∨
{∃γw | (γ, w) ∈ S}. For the con-
verse inequality, let C
γ
−→ A and w ∈ SδC(C) such that (γ, w) ∈ S.
Then there exists a finite set {Ck
γk−→ C | 1 ≤ k ≤ n} of mor-
phisms in C such that
∨
{∃γkCk | 1 ≤ k ≤ n} = C and, for all
k, (γ ◦ γk,S
δ
C(γk)(w)) ∈ S. Using Lemma 5.3.5,
∃γ(w) = ∃γ(
∨
{∃γk(S
δ
C(γk)(w)) | 1 ≤ k ≤ n})
=
∨
{∃γ(∃γk(S
δ
C(γk)(w))) | 1 ≤ k ≤ n}
=
∨
{∃γ◦γk(S
δ
C(γk)(w)) | 1 ≤ k ≤ n}
≤
∨
{∃βv | (β, v) ∈ S}.
Hence the topologies J
Ĉ
and J
C˜
coincide.
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5.4 Properties of the topos of types
In this final section we apply our alternative description of the topos
of types construction to investigate some of its properties. In Sec-
tion 5.4.1 we study the action of the topos of types construction on
morphisms. Of central importance in this section is the method of
proof of the main theorem (Theorem 5.4.1), as it clarifies the rela-
tionship between properties of the topos of types construction for
coherent categories and properties of the canonical extension con-
struction for distributive lattices. In Section 5.4.2 we describe, for a
coherent category C, a relationship between its topos of types T (C)
and the class of models of C (in Set). This result (Theorem 5.4.11)
is new, as far as we know.
5.4.1 The topos of types construction on mor-
phisms
In this section we study the action of the topos of types construction
on morphisms. The main theorem of this section is the following.
Theorem 5.4.1. Let F : C → D be a coherent functor. Then the
following hold:
1. if F is conservative, then T (F ) : T (D)→ T (C) is a geometric
surjection;
2. if F is a morphism of Heyting categories, then T (F ) is an open
geometric morphism.
Item 1. appears to be new, whereas item 2. was proved already in
[63], Corollary 8.6. However, our method of proof is very different
from the approach in [63]. Using our representation of the topos of
types as sheaves over the internal locale SδC, we may rely on results
on the canonical extension construction for distributive lattices and
the relationship between properties of internal locale morphisms and
properties of the corresponding geometric morphisms. This allows a
transparent proof of the above theorem, which exposes the analogue
with the algebraic situation.
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As described in Appendix F.2, a geometric morphism may be fac-
tored uniquely, up to equivalence, as a hyperconnected morphism fol-
lowed by a localic morphism. This gives the so-called hyperconnected-
localic factorisation. As any hyperconnected geometric morphism is
surjective (see Proposition C4.6.6 in [47]), a geometric morphism is
surjective if and only if its localic part is surjective. Similarly, a
geometric morphism is open if and only if its localic part is open
(see Corollary 3.1.9 in [47]). Therefore, to prove Theorem 5.4.1, we
first describe the hyperconnected-localic factorisation of the geomet-
ric morphism T (F ) associated to a coherent functor F and thereafter
we study the localic part of T (F ).
Let F : C → D be a coherent functor. Both SδC and S
δ
D ◦ F are
locales in SetC
op
and F induces a morphism of locales
τF : SδD ◦ F → S
δ
C.
where the frame homomorphism (τFA )
∗ : SδC(A) → S
δ
D(FA) is the
canonical extension of the restriction FA : SC(A) → SD(FA) of F ,
for each A ∈ C. We will also write F δA for (τ
F
A )
∗. This internal
morphism of locales in turn gives rise to a geometric morphism
ψ : Sh(SδD ◦ F )→ Sh(S
δ
C) ' T (C),
between the topoi of sheaves over the internal locales SδD ◦ F and
SδC, respectively. In Proposition 5.4.2 we show that ψ is the localic
part of the geometric morphism T (F ) : T (D) → T (C). We rely on
the fact that, for a locale X in SetC
op
, the subobject classifier in
ShĈ(X) may be described as
Ω: (CnX)op → Set
(A, u)
(B, v)
α 7→
↓X(A)u
↓X(B) v
w 7→X(α)(w)∧u
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Proposition 5.4.2. Let F : C → D be a morphism of coherent
categories. The hyperconnected localic factorisation of
T (F ) : T (D) = Sh
D̂
(SδD)→ ShĈ(S
δ
C) = T (C)
is given by
Sh
Ĉ
(SδD ◦ F )
T (D) = Sh
D̂
(SδD) ShĈ(S
δ
C) = T (C)
φ
T (F )
ψ
where φ is the geometric morphism induced by the morphism of sites
Cn(SδD ◦ F ) → DnS
δ
D
(A,w) 7→ (FA,w)
and ψ is the geometric morphism induced by the internal morphism
of locales τF : SδD ◦ F → S
δ
C, as described above Definition 5.4.4.
Proof. As ψ is induced by an internal morphism of locales, it is
localic. It remains to show that φ is hyperconnected. We write
E = Sh
Ĉ
(SδD ◦ F ). The geometric morphism φ is hyperconnected if
and only if the comparison map φ∗(ΩT (D))→ ΩE is an isomorphism.
For (A,w) ∈ Cn(SδD ◦ F ), we have
φ∗(ΩT (D)) ∼= ΩT (D)(FA,w)
∼= ↓Sδ
D
(FA) w
∼= ΩE(A,w),
which proves the claim.
In the next proposition we state some well-known facts about the
relation between properties of internal locale morphisms and prop-
erties of the corresponding geometric morphisms.
Proposition 5.4.3. Let τ : Y → X be an internal locale morphism
in SetC
op
and f : Sh(Y )→ Sh(X) the induced geometric morphism
between the topoi of internal sheaves over Y and X. If τ is a sur-
jection of locales, then f is a geometric surjection. If τ is an open
map of locales, then f is an open geometric morphism.
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It follows that, to prove Theorem 5.4.1, it suffices to study the in-
ternal morphism of locales τF : SδD ◦ F → S
δ
C.
Definition 5.4.4. A coherent functor F : C → D is conservative
if and only if, for all A ∈ C and all U, V ∈ SubC(A), FU ≤ FV
in SubD(FA) implies U ≤ V in SubC(A), i.e., for all A ∈ C, the
restriction FA : SubC(A)→ SubD(FA) is an order-embedding.
Proposition 5.4.5. Let F : C → D be a coherent functor. If F is
conservative, then τF : SδD ◦ F → S
δ
C is a surjection of locales.
Proof. The natural transformation τF : SδD ◦ F → S
δ
C is a surjection
of locales if and only if all maps τFA = F
δ
A : S
δ(A)
C → S
δ
D(FA) are
order-embeddings. This is indeed the case as, for each A in C,
FA : SC(A) → SD(FA) is an order-embedding and this property is
preserved under canonical extension.
To prove a similar relationship between Heyting functors and open
maps of locales, we use the following property of adjunctions between
partially ordered sets:
Lemma 5.4.6. Consider the following pairs of maps between par-
tially ordered sets.
A B C
f
f ′
g
g′
If f ′ is left adjoint to f and g′ is left adjoint to g, then f ′ ◦ g′ is left
adjoint to g ◦ f .
Proposition 5.4.7. Let F : C → D be a Heyting functor. Then
τF : SδD ◦ F → S
δ
C is an open map of locales.
Proof. The natural transformation τF is an open map of locales if
and only if the internal frame morphism (τF )∗ has an internal left
adjoint in SetC
op
satisfying Frobenius reciprocity. As the internal
order in SδC and S
δ
D ◦ F is computed component-wise, this left ad-
joint, if it exists, is given by taking component-wise left adjoints.
For all A ∈ C, (τFA )
∗ = F δA : S
δ
C(A)→ S
δ
D(FA) is a complete lattice
homomorphism and therefore it has a left adjoint σA.
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We have to prove that these maps σA constitute a natural trans-
formation, i.e., a morphism in SetC
op
. In order to do this, we rely
on Lemma 5.4.6 and use the fact that the morphisms involved in
the naturality diagram all have right adjoints that interact appro-
priately. Let A
α
−→ B in C. We have to show that the inner square
of the following diagram commutes:
SδD(FB) S
δ
C(B)
SδD(FA) S
δ
C(A)
F δB
σB
>
⊥
(α∗)δ a ∀δα∀
δ
Fα ` ((Fα)
∗)δ
σA
F δA
As F is a Heyting functor, it preserves universal quantification and
this property is preserved under canonical extension. This implies
that the outer square commutes. Using Lemma 5.4.6 and the unique-
ness of adjoints, it follows that also the inner diagram commutes.
This proves naturality of σ.
For the Frobenius condition, let A ∈ C, v ∈ SδC(A) and w ∈ S
δ
D(FA).
We have to show
σA(w ∧ F
δ
A(v)) = σA(w) ∧ v.
This is equivalent to the condition that, for all v ∈ SδC(A), the inner
square of the following diagram commutes:
SδD(FA) S
δ
C(A)
SδD(FA) S
δ
C(A)
F δA
σA
>
⊥
∧v a v→F δA(v)→ ` ∧F
δ
A(v)
σA
F δA
As F is Heyting functor, FA preserves implication and this property
is preserved under canonical extension. Hence the outer square com-
mutes. As above, it follows that the inner square commutes as well.
See also Proposition V.1 in [50].
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The above results add up to a proof of Theorem 5.4.1, formulated
at the beginning of this section.
Proof of Theorem 5.4.1. Let F : C→ D be a coherent functor. Sup-
pose F is conservative. Then, by Proposition 5.4.5,
τF : SδD ◦ F → S
δ
C
is a internal surjection of locales. Hence, by Proposition 5.4.3, the
induced geometric morphism Sh(SδD ◦ F )→ S
δ
C is a geometric sur-
jection. Finally, it follows from Proposition 5.4.2 that the localic
part of T (F ), and therefore T (F ) itself, is a geometric surjection.
The second claim follows similarly from the mentioned propositions
and Proposition 5.4.7.
5.4.2 The topos of types and models of C
An internal locale X in a topos E induces a localic geometric mor-
phism ShE(X) → E , where ShE(X) is the topos of internal sheaves
over X . In particular, for a coherent category C, the internal locale
SδC in Sh(C, Jcoh) = C˜ induces a localic geometric morphism
φt : T (C) = ShC˜(S
δ
C)→ Sh(C, Jcoh). (5.8)
The new main result of this section is Theorem 5.4.11. Here we prove
that the geometric morphism φt is the localic part of a geometric
morphism, which naturally arises from the class of models of C (in
Set).1
Let C be a coherent category. We write Mod(C) for the category
of coherent functors C → Set (models of C) with natural transfor-
mations. Now let K be a small full subcategory of Mod(C). There
is a natural evaluation functor ev : C → SetK that sends an object
A ∈ C to the functor
ev(A) : K → Set
M 7→ M(A)
M
σ
−→ N 7→ M(A)
σA−→ N(A).
1I thank Steve Awodey for suggesting this.
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A morphism A
α
−→ B in C is sent to the natural transformation
ev(A)
ev(α)
−−−→ ev(B), whose component at M ∈Mod(C) is
ev(α)M = M(α) : M(A)→M(B).
The following proposition is due to Joyal. A proof may be found in
[62], see 6.3.5(i).
Proposition 5.4.8. The evaluation functor ev : C → SetK is co-
herent.
In particular, the evaluation functor induces a geometric morphism
φev : Set
K → Sh(C, Jcoh). Concretely, this geometric morphism is
given by the adjoint pair Lev : Sh(C, Jcoh) Set
K : Rev. Here Lev is
the free colimit extension of ev restricted to Sh(C, Jcoh), as depicted
in the following diagram:
C SetC
op
Sh(C, Jcoh)
SetK
y
ev
Lev
a
i
and Rev may be described as
Rev : Set
K → Sh(C, Jcoh)
H 7→ Hom(ev( ), H).
In the remainder the notion of type will play an important role.
Remark that we use the word ‘type’ as in model theory (rather than
type theory).
Definition 5.4.9. For a model M , A ∈ C and a ∈M(A), we define
tA(a,M) = {U ∈ SubC(A) | a ∈M(U)}
and we call tA(a,M) the type of a in M(A).
From now on we restrict our attention to full subcategories K of
Mod(C) satisfying the following conditions (see also [60]):
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(M1) for all M ∈ K, M is a p-model (of C in Set, as in Defini-
tion 5.2.7);
(M2) for all A ∈ C and any prime filter ρ in SubC(A), there exist
M ∈ K and a ∈ M(A) s.t. ρ = tA(a,M);
(M3) for all A ∈ C, M,N ∈ K, a ∈ M(A) and b ∈ N(A), if
b ∈
∧
{N(U) |U ∈ tA(a,M)}, then there exists a morphism
h : M → N in K s.t. b = hA(a).
Let us first remark that such classes of models indeed exist. For
example, the class of λ-special models of C satisfies the above re-
quirements.2 The notion of a special model is a generalisation of
the notion of a saturated model, in the sense that any saturated
model is special. Under the assumption of the Generalised Con-
tinuum Hypothesis, every consistent theory has a saturated model.
This assumption is not required for the existence of special mod-
els. For more background on special models the reader is referred to
[21, 45].
For a coherent category C, any class of models K that satisfies the
above requirements contains enough models to faithfully represent
C. That is, in this case, the evaluation functor C→ SetK is conser-
vative and therefore the induced geometric morphism
φev : Set
K → Sh(C, Jcoh)
is a surjection. We will show in Theorem 5.4.11 that the geometric
morphism φt : T (C) → Sh(C, Jcoh) (see (5.8)) is the localic part of
φev. Before we embark on the proof, we first make a short remark
about the logical intuition behind this statement. A geometric mor-
phism F → E may be viewed as an expansion of the theory of E with
sorts, function symbols, relation symbols and axioms. In case the
geometric morphism is localic, no new sorts are added to the theory.
That is, a localic geometric morphism corresponds to an expansion
of the theory with only function symbols, relation symbols and ax-
ioms. When forming the hyperconnected localic factorisation of a
2Here λ is a cardinal depending on the size of C.
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geometric morphism, one splits the corresponding expansion of the
theory in two steps. First, one only adds the function and relation
symbols that concern sorts of the original theory and are definable
in the new theory, and as axioms one adds the statements that are
expressible in the language of the original theory and are derivable in
the new theory. Second, one completes the expansion of the theory.
From this point of view, Theorem 5.4.11 intuitively states that, for
a coherent category C, the topos of types of C contains the infor-
mation about the theory corresponding to C that may be derived
when studying the models of C.
To prove Theorem 5.4.11, we start with a lemma.
Lemma 5.4.10. Let K be a full subcategory of Mod(C) satisfying
(M1)-(M3). The evaluation functor ev : C→ SetK is a p-model.
Proof. Let A
α
−→ B in C and ρ a prime filter in SubC(A). We have to
show that the two subobjects of the functor ∃ev(α)(ev(A)) : K → Set,
given by
G1 := ∃ev(α)(
∧
{ev(U) |U ∈ ρ})
G2 :=
∧
{∃ev(α)(ev(U)) |U ∈ ρ},
are equal. We compute G1 and G2 at M ∈ K. We use the fact that
in a presheaf category SetD
op
, for a natural transformation G
τ
−→ H ,
the action of the left adjoint ∃τ : Sub(G) → Sub(H) is given by
taking component-wise direct images, i.e., for G′ ∈ Sub(G), D ∈ D,
∃τ (G
′)(D) = τD[G
′(D)].
G1(M) ∼= ∃ev(α)(
∧
{ev(U) |U ∈ ρ})(M)
∼= ev(α)M [(
∧
{ev(U) |U ∈ ρ})(M)]
∼= M(α)[
∧
{ev(U)(M) |U ∈ ρ}]
∼= M(α)[
∧
{M(U) |U ∈ ρ}]
and
G2(M) ∼= (
∧
{∃ev(α)(ev(U)) |U ∈ ρ})(M)
∼=
∧
{(∃ev(α)(ev(U)))(M) |U ∈ ρ}
∼=
∧
{ev(α)M [(ev(U))(M)] |U ∈ ρ}
∼=
∧
{M(α)[M(U)] |U ∈ ρ}.
As M is a p-model by (M1), it follows that G1(M) ∼= G2(M), for all
M ∈ K.
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Theorem 5.4.11. Let K be a full subcategory of Mod(C) satisfying
conditions (M1)-(M3). The hyperconnected localic factorisation of
φev : Set
K → Sh(C, Jcoh) is given by
T (C)
SetK Sh(C, Jcoh)
φt
φev
Proof. Let ΩSetK be the subobject classifier of Set
K. The hypercon-
nected localic factorisation of φev is given by
ShSh(C,Jcoh)(Rev(ΩSetK))
SetK Sh(C, Jcoh)
φev
As the topos of types T (C) is the topos of sheaves over the internal
locale SδC in Sh(C, Jcoh), it suffices to show Rev(ΩSetK)
∼= SδC as
locales in Sh(C, Jcoh). Recall that, for A ∈ C,
Rev(ΩSetK)(A) = HomSetK(ev(A),ΩSetK)
= SubSetK(ev(A)).
Let σ : SC → Rev(ΩSetK) be the natural transformation given by, for
A ∈ C,
σA : SC(A) → Sub(ev(A)) = Rev(ΩSetK)(A)
U 7→ ev(U).
Note that naturality of σ follows from the fact that the evaluation
functor ev : C→ SetK preserves finite limits, whence, for A
α
−→ B in
C and U ∈ SubC(A),
ev(α∗(U)) = ev(α)∗(ev(U)) in Sub(ev(A)).
As the component σA is a lattice homomorphism and Rev(ΩSetK)(A)
is in DL+, this map extends uniquely to a complete lattice homo-
morphism σA : S
δ
C(A) → Rev(ΩSetK)(A), given by the natural iso-
morphism (C.2). We will show that the components σA constitute
an internal frame isomorphism σ : SδC → Rev(ΩSetK).
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1. σ is a natural transformation.
Let A
α
−→ B in C. We have to show that the following diagram
commutes:
SδC(B) S
δ(A)
Sub(ev(B)) Sub(ev(A))
(α∗)δ
σB
ev(α)∗
σA
As ev(α)∗ is a complete lattice homomorphism, this follows
from the naturality of ( ) and the naturality of σ:
σA ◦ (α
∗)δ = σA ◦ α∗ = ev(α)∗ ◦ σB = ev(α)
∗ ◦ σB.
2. The map σ is an internal frame homomorphism.
Let A ∈ C. As σA is a morphism in DL
+, i.e., a compete lat-
tice homomorphism, it is in particular a frame homomorphism.
It is left to show that σ preserves existential quantification. Let
A
α
−→ B be a morphism in C and consider
SδC(A) S
δ(B)
Sub(ev(A)) Sub(ev(B))
(∃α)δ
σA
∃ev(α)
σB
We use Proposition C.9 to prove commutativity of the above
diagram. Recall that, for U ∈ SubC(A), σA(U) = ev(U). From
the fact that ev : C → SetK is a coherent functor it follows
that, for U ∈ SubC(A), ev(∃αU) = ∃ev(α)(U), i.e.,
σB ◦ ∃α = ∃ev(α) ◦ σA.
As, by Lemma 5.4.10, ev is a p-model, for every prime filter ρ
in SubC(A), we have
∃ev(α)(
∧
{ev(U) |U ∈ ρ}) =
∧
{∃ev(α)(ev(U)) |U ∈ ρ}.
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Hence Proposition C.9 applies, from which it follows that the
diagram commutes.
3. For all A ∈ C, the map σA is an embedding.
Let u, v ∈ SδC(A) with σA(u) ≤ σA(v). We have to show u ≤ v.
As SδC(A) is join generated by its completely join-irreducible
elements, it suffices to show that, for all x ∈ J∞(SδC(A)), x ≤ u
implies x ≤ v. Let x ∈ J∞(SδC(A)) with x ≤ u. Consider
ρx = {U ∈ SubC(A) | x ≤ U}.
By property (M2) of K there exist M ∈ K and a ∈M(A) such
that ρx = {U ∈ SubC(A) | a ∈M(U)}. Note that
σA(u)(M) =
∨
{σA(z) | u ≥ z ∈ J
∞(SδC(A))}(M)
=
∨
{
∧
{ev(U)(M) |U ∈ ρz} | u ≥ z ∈ J
∞(SδC(A))}
=
∨
{
∧
{M(U) |U ∈ ρz} | u ≥ z ∈ J
∞(SδC(A))}.
In particular, u ≥ x and∧
{M(U) |U ∈ ρx} =
∧
{M(U) | a ∈M(U)}.
Hence a ∈ σA(u)(M). As, by assumption, σA(u) ≤ σA(v), this
implies a ∈ σA(v)(M). So there exists z ∈ J
∞(SδC(A)) s.t.
v ≥ z and a ∈
∧
{M(U) |U ∈ ρz}. It follows that
ρz ⊆ {U ∈ SubC(A) | a ∈M(U)} = ρx.
Hence x ≤ z ≤ v, as required.
4. For all A ∈ C, the map σA is surjective.
Recall that σA : S
δ
C(A) → Sub(ev(A)). Let H ↪→ ev(A). For
N ∈ K and a ∈ H(N) ⊆ ev(A)(N) = N(A), define
ρN,a = {U ∈ SubC(A) | a ∈ N(U)}.
Note that ρN,a is a prime filter in SubC(A) and let xN,a be
the corresponding completely join-irreducible in SδC(A), i.e.,
xN,a =
∧
ρN,a. We set
u =
∨
{xN,a |N ∈ K, a ∈ H(N)}
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and we will show σA(u) = H in Sub(ev(A)). Let M ∈ K. We
have to show H(M) ∼= σA(u)(M). By definition
σA(u)(M) ∼= σA(
∨
{xN,a |N ∈ K, a ∈ H(N)})(M)
∼=
∨
{
∧
{σA(U) |U ∈ ρN,a} |N ∈ K, a ∈ H(N)}(M)
∼=
∨
{
∧
{ev(U)(M) |U ∈ ρN,a} |N ∈ K, a ∈ H(N)}
∼=
∨
{
∧
{M(U) |U ∈ ρN,a} |N ∈ K, a ∈ H(N)}.
It is easy to see that H(M) ⊆ σA(u)(M). Suppose b ∈ H(M).
Then b ∈
∧
{M(U) |U ∈ ρM,b}, whence b ∈ σA(u)(M). For the
converse inclusion, suppose b ∈ σA(u)(M). Then there exist
N ∈ K and a ∈ H(N) with b ∈
∧
{M(U) |U ∈ ρN,a}. By
property (M3) of K there exists h : M → N with b = hA(a).
As a ∈ H(N) and H is a subfunctor of ev it follows that
b = hA(a) ∈ H(M):
H(N) H(M)
ev(A)(N) ev(A)(M)
hA
hA
We may conclude that σ is an internal frame isomorphism, which
proves the theorem.
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Appendix A
Universal algebra
In this appendix we recall some basic facts about universal algebra.
For more details the reader may consult [18].
Definition A.1. An algebraic type is a set F of function symbols
with a map ar : F → N, which assigns to each function symbol its
arity. An algebra of type F , or an F-algebra, is a structure
A = (A, (fA)f∈F),
where A is a set (the underlying set of the algebra) and, for each
n-ary function symbol f ∈ F , fA : An → A is an n-ary operation on
A. When confusion is unlikely, we omit the superscripts and write
f both for the function symbol and for the corresponding operation
on A.
An (F-algebra) homomorphism from an F -algebraA to an F -algebra
B is a function h : A → B between their underlying sets such that,
for every n-ary function symbol f ∈ F and, for all a0, . . . , an−1 ∈ A,
h(fA(a0, . . . , an−1)) = f
B(h(a0), . . . , h(an−1)).
For the remainder of this appendix we fix and algebraic type F .
There are several standard constructions to build new algebras from
old ones. The first one of these is taking homomorphic images.
Definition A.2. LetA and B be algebras. We say B is a homomor-
phic image of A if there exists a surjective algebra homomorphism
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h : A  B. For a class of algebras K, we write H(K) for the class
of homomorphic images of algebras in K.
We say A and B are isomorphic if there exists a bijective homomor-
phism between them.
Homomorphic images of an algebra A are closely related to partic-
ular equivalence relations on A.
Definition A.3. A congruence relation on an algebraA is an equiv-
alence relation ϑ on A such that, for every n-ary function symbol
f ∈ F , for all a0, . . . , an−1, b0, . . . , bn−1 ∈ A, if aiϑbi holds, for all
0 ≤ i < n, then
fA(a0, . . . , an−1)ϑf
A(b0, . . . , bn−1).
The quotient A/ϑ of A by ϑ is the algebra whose underlying set is
A/ϑ = {[a] | a ∈ A},
i.e., the collection of equivalence classes of ϑ, and, for an n-ary
function symbol f ∈ F and [a0], . . . , [an−1] ∈ A/ϑ,
fA/ϑ([a0], . . . , [an−1]) = [f
A(a0), . . . , f
A(an−1)],
which is well defined by the definition of a congruence relation.
The natural map νϑ : A→ A/ϑ, which sends an element of A to its
equivalence class, is a surjective homomorphism. The First Homo-
morphism Theorem states that all homomorphic images of A essen-
tially arise in this way. Before we give a precise formulation of this
theorem, note that, for a homomorphism h : A→ B, the kernel
ker(h) = {(a, a′) ∈ A | h(a) = h(a′)}
of h is a congruence on A .
Theorem A.4 (First Homomorphism Theorem). Let h : A B be
a surjective algebra homomorphism. There exists an isomorphism
g : A/ker(h)→ B such that h = g ◦ νker(h).
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Two other important constructions on algebras are taking subalge-
bras and taking products.
Definition A.5. LetA and B be algebras. We say B is a subalgebra
of A if B ⊆ A and, for all f ∈ F , the operation fB is the restriction
of the operation fA to B. For a class of algebras K, we write S(K)
for the class of isomorphic copies of subalgebras of algebras in K.
Definition A.6. Let (Ai)i∈I be a family of algebras. The prod-
uct Πi∈I Ai of this family is the algebra A whose underlying set is
Πi∈I Ai, i.e., the product of the underlying sets, and, for an n-ary
function symbol f ∈ F , the operation fA is computed coordinate-
wise by, for a0, . . . , an−1 ∈ Πi∈I Ai and i ∈ I,
fA(a0, . . . , an−1)(i) = f
Ai(a0(i), . . . , an−1(i)).
For a class of algebras K, we write P (K) for the class of isomorphic
copies of products of algebras in K.
Classes of algebras that are closed under the constructions defined
above play an important role in universal algebra.
Definition A.7. A variety is a class of algebras which is closed
under taking homomorphic images, subalgebras and products. For
a class of algebras K, we write V (K) for the variety generated by
K, that is, V (K) is the smallest variety containing K.
It is a well-known fact from universal algebra that V (K) = HSP (K),
i.e., it suffices to take homomorphic images of subalgebras of prod-
ucts of algebras inK to obtain the variety generated byK. A famous
theorem by Birkhoff gives an alternative way of characterising vari-
eties, namely as classes of algebras definable by equations [10]. To
formulate this theorem we start with some definitions.
Definition A.8. Let X be a set of variables and F an algebraic
type. The set TmF(X) of terms of type F over X is the smallest
set T such that X ⊆ T and, for every n-ary function symbol f ∈ F
and t0, . . . , tn−1 ∈ T , f(t0, . . . , tn−1) ∈ T .
An equation of type F over X is a pair (s, t), also denoted s ≈ t,
where s, t ∈ TmF(X).
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For a term t, we write t(x0, . . . , xn−1) to indicate that the variables
occurring in t are all among {x0, . . . , xn−1}. Let A be an algebra and
let t(x0, . . . , xn−1) be a term. We inductively define a term function
tA : An → A by:
(i) if t is a variable xi,
tA(a0, . . . , an−1) = ai;
(ii) if t is of the form f(t0(x0, ..., xn−1), ..., tk−1(x0, ..., xn−1)), where
f ∈ F is a k-ary function symbol,
tA(a0, ..., an−1) = f
A(tA0 (a0, ..., an−1), ..., t
A
k−1(a0, ..., an−1)).
Definition A.9. We say that an algebra A satisfies the equation
s(x0, . . . , xn−1) = t(x0, . . . , xn−1), if, for all a0, . . . , an−1 ∈ A, we
have sA(a0, . . . , an−1) = t
A(a0, . . . , an−1). We say that A satisfies a
set of equations E if A satisfies all the equations in E .
Definition A.10. A class of algebras K is called an equational class
iff there exists a set of equations E such that K consists exactly of
all the algebras that satisfy E .
Theorem A.11. A class of algebras K is an equational class iff it
is a variety.
We also study classes of algebras which are not axiomatised by equa-
tions, but only by quasi-equations.
Definition A.12. A quasi-equation is an expression of the form
(s0 ≈ t0& · · · & sk−1 ≈ tk−1)→ (sk ≈ tk), (A.1)
where all si, ti are terms. Assume that all variables occurring in the
terms are among {x0, . . . , xn−1}. An algebra A satisfies the quasi-
equation (A.1) iff, for all a0, . . . , an−1 ∈ A,
sAi (a0, . . . , an−1) = t
A
i (a0, . . . , an−1), for all i < k,
implies sAk (a0, . . . , an−1) = t
A
k (a0, . . . , an−1). Satisfaction of a set of
quasi-equations is defined as to be expected.
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A class of algebras K is called a quasi-equational class iff there exists
a set of quasi-equations E such that K consists exactly of the alge-
bras satisfying E . Note that an equation is a special quasi-equation,
namely one with an empty set of premises. Hence every equational
class is in particular quasi-equational.
A class of algebras K is quasi-equational iff K is a quasivariety , that
is, iff K is closed under taking isomorphisms, subalgebras and re-
duced products. Reduced products result from a certain combination
of direct products and quotients. For a precise definition and more
details the reader is referred to Chapter V of [18].
Notation A.13. For a set of (quasi-)equations E we write VE for
the (quasi)variety corresponding to E .
We end this appendix with a discussion of the notion of free algebra.
Definition A.14. Let K be a class of algebras and X a set. An
algebra F ∈ K with a map i : X → F is called a free K algebra over
X , if, for every A ∈ K and every map h : X → A, there exists a
unique homomorphism h˜ : F→ A such that h˜ ◦ i = h.
Note that, if there exists a free K algebra over X , it is unique up to
isomorphism. For a type F and a set X , the term algebra TmF(X)
is the free algebra over X for the class of all F -algebras. We also
call TmF (X) the absolutely free F-algebra over X . Free algebras do
not exist for general classes of algebras, but for (quasi)varieties they
do. These may be constructed by taking an appropriate quotient of
the absolutely free algebra. This result is again due to Birkhoff.
Theorem A.15. Let V be a quasivariety. For any set X, the free
V algebra over X exists.
The free algebra for a quasivariety is actually completely determined
by the equations holding in the quasivariety. That is, for a quasiva-
riety V, we may consider the variety V that is axiomatised by the
equations holding in all algebras in V. For each set X , the free V
algebra FV(X) over X does not only satisfy the equations holding in
V, but, in fact, it satisfies all quasi-equations holding in V. Hence
the algebra FV(X) is an element of V and it is the free V algebra
over X .
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Notation A.16. In this dissertation we do not use bold face symbols
for algebras and write A both for the algebra A and its underlying
set.
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Appendix B
Order theory and discrete
duality
In this appendix we discuss the basic concepts of order theory that
play a role in this dissertation, mainly to introduce some notation.
Furthermore we give an overview of some discrete duality results.
More background may be found in [26, 40].
Notation B.1. For a concrete category C, we write Cω for the full
subcategory of C consisting of all objects whose underlying set is
finite.
Definition B.2. A partially ordered set (poset) is a structure (P,≤),
where P is a set and ≤ is a reflexive, transitive and anti-symmetric
relation on P . We write Pos for the category of partially ordered
sets with order-preserving maps.
Definition B.3. Let P be a poset. A downset of P is a subset
U ⊆ P such that, for all u ∈ U and p ∈ P , if p ≤ u, then p ∈ U . The
(po)set of downsets of P (ordered by inclusion) is denoted by D(P ).
For p ∈ P , we denote by ↓ p the principal downset {q ∈ P | q ≤ p}.
The upsets of P are defined order-dually and are denoted by U(P ).
For a poset P , the poset of its downsets D(P ) is a complete lattice,
which is completely distributive and algebraic.
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Definition B.4. A (bounded) lattice is a partially ordered set L that
has a greatest element >, a least element ⊥ and in which every pair
of elements a, b ∈ L has a greatest common lower bound (viz., their
meet, notation a ∧ b), and a least common upper bound (viz., their
join, notation a ∨ b).
Alternatively, lattices could be defined as algebraic structures of the
form (L,∧,∨,⊥,>) satisfying, for all a, b, c ∈ L,
(a ∨ b) ∨ c = a ∨ (b ∨ c) and (a ∧ b) ∧ c = a ∧ (b ∧ c),
a ∨ b = b ∨ a and a ∧ b = b ∧ a,
a ∨ a = a and a ∧ a = a,
a ∨ (a ∧ b) = a and a ∧ (a ∨ b) = a,
a ∨ ⊥ = a and a ∧ > = a.
The order is then definable by, for a, b ∈ L,
a ≤ b ⇔ a = a ∧ b (⇔ b = a ∨ b).
A lattice homomorphism L→ K is a function between their under-
lying sets which preserves ∧, ∨, ⊥, >.
A poset L is called a complete lattice iff, for all S ⊆ L, S has a
greatest lower bound
∧
S, and a least upper bound
∨
S. A complete
lattice homomorphism is a function between complete lattices that
preserves
∨
and
∧
(this implies that it preserves ⊥ and >).
Definition B.5. A lattice L satisfying, for all a, b, c ∈ L,
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)
(or, equivalently, a∨ (b∧ c) = (a∨ b)∧ (a∨ c)) is called distributive.
We write DL for the category of distributive lattices with lattice
homomorphisms.
A complete lattice L is called completely distributive iff, for every
subset {xij | i ∈ I, j ∈ Ji} ⊆ L, one has∧
i∈I
(
∨
j∈Ji
xij) =
∨
f∈F
(
∧
i∈I
xif(i)),
where F = {f : I →
⋃
i∈I Ji | ∀i ∈ I. f(i) ∈ Ji}, that is, F is the set
of choice functions f choosing for each i ∈ I some j ∈ Ji.
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For any set X , its powerset P(X), order by inclusion, is a complete
lattice. Joins and meets in P(X) are given by unions and intersec-
tions, respectively. It is readily checked that P(X) is completely
distributive. For a poset P , the poset D(P ) ⊆ P(X) is closed under
arbitrary unions and intersections. This implies that also D(P ) is a
completely distributive lattice.
Definition B.6. Let L be a complete lattice and a ∈ L. We say a
is compact iff, for every subset S ⊂ L, a ≤
∨
S implies there exists
a finite subset S ′ ⊆ S such that a ≤
∨
S ′. The collection of compact
elements of L is denoted by K(L).
A complete lattice L is called algebraic iff it is join-generated by its
compact elements, i.e., iff, for all a ∈ L, a =
∨
{x ∈ K(L) | x ≤ a}.
Note that, for a poset P , the compact elements of D(P ) are exactly
the finite unions of principal downsets. As every downset of P is the
union of the principal downsets contained in it, it follows that the
lattice D(P ) is algebraic.
We write DL+ for the category of completely distributive algebraic
lattices with complete lattice homomorphisms.
It is immediate from the definition that an algebraic lattice L is
join-generated by its compact elements. In case L is, in addition,
completely distributive, the completely join-irreducible elements suf-
fice to join-generate L.
Definition B.7. For a lattice L and a ∈ L, we say a is join-
irreducible iff a 6= ⊥ and, for all b, c ∈ L, a = b ∨ c implies a = b of
a = c. We write J(L) for the (po)set of join-irreducible elements of
L (with the induced order).
For a complete lattice L and a ∈ L, we say a is completely join-
irreducible iff, for all S ⊆ L, a =
∨
S implies there exists s ∈ S
such that a = s (in particular, a 6= ⊥ =
∨
∅). We write J∞(L)
for the (po)set of completely join-irreducible elements of L (with the
induced order).
The notion of (completely) meet-irreducible element is defined order-
dually and we denote the set of (completely) meet-irreducible ele-
ments of a (complete) lattice L by M(L) (M∞(L)).
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For a (completely) distributive lattice, its subposets of (completely)
meet-irreducible and (completely) join-irreducible elements are iso-
morphic. However, this does not hold for lattices in general.
In a completely distributive lattice, all completely join-irreducible
elements are compact. The converse does not hold. For example,
for a poset P , the completely join-irreducible elements in D(P ) are
exactly the principal downsets ↓p, with p ∈ P , whereas the compact
elements are finite unions of such principal downsets. Nevertheless,
a completely distributive lattice is algebraic if and only if it is join-
generated by its completely join-irreducible elements.
The mappings L 7→ J∞(L) and P 7→ D(P ) extend to contravariant
functors J∞ : DL+  Pos : D, which describe a dual equivalence.
To describe the action of these functors on morphisms first note
that, for an order-preserving map f : P → Q, its inverse image map
f−1 : P(Q) → P(P ) restricts to a function D(Q) → D(P ), which
is in fact a complete lattice homomorphism. Hence one may define
D(f) = f−1|D(Q). The action of J
∞ on morphisms is most easily
described using the notion of adjunction.
Definition B.8. Let f : P  Q : g be a pair of order-preserving
maps between partially ordered sets. We say f and g form an adjoint
pair , notation f a g, iff, for all p ∈ P, q ∈ Q,
f(p) ≤ q ⇔ p ≤ g(q).
In this case f is called the left adjoint of g (g has at most one left
adjoint) and g is called the right adjoint of f . We also write f = g[
and g = f ].
Proposition B.9. Let h : L→ K be a function between (the under-
lying sets of) complete lattices. Then h has a right adjoint iff h is
completely join-preserving. Order-dually, h has a left adjoint iff h is
completely meet-preserving.
It follows that a complete lattice homomorphism h : L→ K has both
a left and a right adjoint. Its left adjoint h[ : K → L sends com-
pletely join-irreducible elements of K to completely join-irreducible
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elements of L. The functor J∞ : DL+ → Pos is defined on mor-
phisms by sending h : L→ K to
J∞(h) = h[|J∞(K) : J
∞(K)→ J∞(L).
Theorem B.10. The functors J∞ : DL+  Posop : D describe a
dual equivalence between the category of completely distributive alge-
braic lattices and the category of posets.
Note that any finite distributive lattice is complete, completely dis-
tributive and algebraic. Hence DLω is a full subcategory of DL
+
and the dual equivalence described above restricts to a dual equiv-
alence between finite distributive lattices and finite posets. This is
Birkhoff’s Representation Theorem:
Theorem B.11. The functors J : DLω  Posω : D describe a dual
equivalence between the category of finite distributive lattices and the
category of finite posets.
We now specialise to Boolean algebras.
Definition B.12. A Boolean algebra is a structure (B,∧,∨,¬,⊥,>)
such that (B,∧,∨,⊥,>) is a distributive lattice and ¬ is a unary
operation satisfying a ∧ ¬a = ⊥ and a ∨ ¬a = >, for all a ∈ B.
A lattice homomorphism between Boolean algebras automatically
preserves the negation ¬. We write BA for the category of Boolean
algebras with lattice homomorphisms.
Definition B.13. Let B be a Boolean algebra. An atom of B is an
element x ∈ B with x 6= ⊥ and such that, for all a ∈ B, ⊥ ≤ a ≤ x
implies a = ⊥ or a = x. The set of atoms of B is denoted by
At(B). A complete Boolean algebra B is called atomic iff, for all
a ∈ B, a =
∨
{x ∈ At(B) | x ≤ a}. The category of complete
atomic Boolean algebras with complete homomorphisms is denoted
by CABA.
For a Boolean algebra B, the notions of atom and of completely join-
irreducible element coincide. The atoms of B are all incomparable.
Hence the order on At(B) induced by B is the discrete order. Fur-
thermore, for a poset P in which the order is discrete, the collection
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of downsets of P is just the powerset of P . It follows that the dual
equivalences of Theorems B.11 and B.10 restrict as follows.
Theorem B.14. The functors At : CABA  Setop : P describe
a dual equivalence between the category of complete atomic Boolean
algebras and the category of sets. These functors restrict to a dual
equivalence At : BAω  Set
op
ω : P between the category of finite
Boolean algebras and the category of finite sets.
The duality above may be generalised to the setting of modal alge-
bras. In this dissertation we only work with finite modal algebras,
but we mention the general discrete duality result for the sake of
completeness. For more background on modal algebras the reader is
referred to [11].
Definition B.15. A modal algebra is a pair (B,3), where B is a
Boolean algebra and 3 : B → B is a map satisfying 3(⊥) = ⊥ and,
for all a, b ∈ B, 3(a∨ b) = 3(a)∨3(b). A modal algebra morphism
(B,3B) → (C,3C) is a morphism between the underlying Boolean
algebras which, in addition, preserves the operation 3. The category
of modal algebras is denoted by MA.
A modal algebra (B,3) is called complete (and atomic) iff its un-
derlying Boolean algebra is complete (and atomic). A morphism of
complete modal algebras is a complete homomorphism iff the under-
lying Boolean homomorphism is complete. The category of complete
and atomic modal algebras with complete homorphisms is denote by
CAMA.
Complete and atomic modal algebras are dual to Kripke frames.
Definition B.16. A Kripke frame is a pair (X,R), where X is a
set and R ⊆ X ×X is a binary relation on X . A bounded morphism
from (X,RX) to (Y,RY ) is a function f : X → Y such that
(i) for all x, x′ ∈ X , xRXx
′ implies f(x)RY f(x
′);
(ii) for all x ∈ X , y ∈ Y , if f(x)RY y, then there exists x
′ ∈ X with
xRXx
′ and f(x′) = y.
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We write KFr for the category of Kripke frames and bounded mor-
phisms.
For a Kripke frame (X,R), we define a diamond operator 3R on
P(X) by
3R(U) = R
−1[U ] = {x ∈ X | ∃u ∈ U. xRu},
where U ⊆ X . For a bounded morphism f : (X,RX)→ (Y,RY ), the
inverse image map describes a morphism of complete and atomic
modal algebras f−1 : (P(Y ),3RY ) → (P(X),3RX ). Conversely, for
a complete and atomic modal algebra (B,3), we define a relation
R3 on At(B) by, for x, y ∈ At(B),
xR3y ⇔ x ≤ 3(y).
For a complete homomorphism h : (B,3B) → (C,3C), the restric-
tion of its left adjoint to the atoms of C describes a bounded mor-
phism h[|At(C) : (At(C), R3C) → (At(B), R3B). We also denote
these extended functors by P and At.
Theorem B.17. The functors At : CAMA KFrop : P describe a
dual equivalence between the category of complete and atomic modal
algebras and the category of Kripke frames. These functors restrict
to a dual equivalence At : MAω  KFr
op
ω : P between the category
of finite modal algebras and the category of finite Kripke frames.
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Appendix C
Canonical extension
In this appendix we recall some essential facts about canonical ex-
tension for partially ordered sets and (distributive) lattices and in-
troduce some notation along the way. For more details the reader
may consult [27, 32, 33, 34].
Definition C.1. A filter of a poset P is a non-empty upset F ⊆ P
which is down-directed, i.e., for all a, b ∈ F , there exists c ∈ F with
c ≤ a and c ≤ b. Note that, in case P is a lattice, a filter of P is an
upset of P closed under finite meets. A filter F of a lattice L which
in addition satisfies, for all a, b ∈ L,
a ∨ b ∈ F → a ∈ F or b ∈ F,
is called a prime filter . The notion of (prime) ideal is defined order-
dually.
Definition C.2. Let e : P → Q be an embedding of partially or-
dered sets. We identify the elements of P with their images in Q.
An element of Q is called a filter element if it is the infimum in Q of
some filter in P . We write F (Q) for the set of filter elements of Q.
Dually, an element of Q is called an ideal element if it is the supre-
mum in Q of some ideal in P . We denote the set of ideal elements
of Q by I(Q).
Definition C.3. A canonical extension of a poset P is an order
embedding e : P ↪→ C of P in a complete lattice C, satisfying:
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(i) every element of C is both the supremum of all filter elements
below it and the infimum of all ideal elements above it (dense-
ness);
(ii) for F a filter of P , I an ideal of P ,
∧
e[F ] 6
∨
e[I] implies
F ∩ I 6= ∅ (compactness).
Theorem C.4. Every poset has a canonical extension, which is
unique up to an isomorphism fixing P .
The canonical extension of P is denoted by eP : P ↪→ P
δ . Observe
that canonical extension preserves finite products, that is, for posets
P and Q, we have (P ×Q)δ ∼= P δ×Qδ. We will rely on this property
when extending (non-unary) operations on a poset to its canonical
extension.
For an embedding L ↪→ C of a lattice L in a complete lattice C,
the poset of filter elements F (C) in C coincides with the complete
meet closure of L in C. Dually, the poset of ideal elements I(C) in
C coincides with the complete join closure of L in C. It follows that,
for a lattice L, the denseness condition of Definition C.3 is equivalent
to the statement that every element of C may be written both as a
join of meets and as a meet of joins of elements of L.
The poset F (P δ) (with the induced order) is isomorphic to the poset
F l(P ) of filters of P ordered by reverse inclusion. This isomorphism
is given by
F l(P )  F (P δ)
F 7→
∧
F =: xF ,
Fx := {a ∈ P | x ≤ a} ← [ x.
(C.1)
Dually, the poset I(P δ) is isomorphic to the poset Idl(P ) of ideals
of P ordered by inclusion.
Note that, by the denseness of eP , for u, v ∈ P
δ,
u ≤ v iff for all x ∈ F (P δ), x ≤ u implies x ≤ v
iff for all y ∈ I(P δ), v ≤ y implies u ≤ y.
We will often rely on this property to prove inequalities in P δ.
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The denseness of eP gives us, in principle, two ways to lift an order-
preserving map f : P → Q between posets to a morphism between
their canonical extensions. These two extensions are defined as fol-
lows.
Definition C.5. Let P and Q be posets, and f : P → Q an order-
preserving map. Define maps fσ, fpi : P δ → Qδ by
fσ(x) =
∧
{f(a) | x ≤ a ∈ P} for x ∈ F (P δ);
fσ(u) =
∨
{fσ(x) | u ≥ x ∈ F (P δ)} for u ∈ P δ;
fpi(y) =
∨
{f(a) | y ≥ a ∈ P} for y ∈ I(P δ);
fpi(u) =
∧
{fpi(y) | u ≤ y ∈ I(P δ)} for u ∈ P δ.
In general, the mappings f 7→ fσ and f 7→ fpi do not preserve
composition. The following proposition describes situations in which
they do.
Proposition C.6. Let K,L and M be lattices with order-preserving
maps
M
g
−→ Ln
f
−→ K.
If either f preserves finite joins in each coordinate (whilst keeping
the other coordinates fixed) or g preserves all binary meets, then
(f ◦ g)σ = fσ ◦ gσ. Dually, if either f preserves finite meets in each
coordinate or g preserves all binary joins, then (f ◦ g)pi = fpi ◦ gpi.
For various order-preserving maps between lattices, their σ-extension
and pi-extension coincide, thus giving a unique lifting. Such maps
are called smooth.
Proposition C.7. Let f : L → K be an order-preserving map be-
tween lattices. If f is either finite join preserving or finite meet pre-
serving, then fσ = fpi : Lδ → Kδ. In this case we denote this unique
extension by f δ. If f preserves finite joins, then f δ is completely
join preserving. Order-dually, if f preserves finite meets, then f δ is
completely meet preserving.
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We now restrict our attention to distributive lattices. For a distribu-
tive lattice L, its canonical extension Lδ may be concretely described
as the downset lattice of the poset (PrF l(L),⊇) of prime filters of L
ordered by reverse inclusion. In this setting, the isomorphism (C.1)
restricts to an isomorphism between the prime filters PrF l(L) of
L and the completely join-irreducible elements J∞(Lδ) of Lδ. The
lattice Lδ is completely distributive and algebraic, i.e. a member of
DL+ (see Appendix B).
Theorem C.8. Let L be a distributive lattice. The lattice Lδ is
completely distributive and algebraic and the assignment L 7→ Lδ
extends to a functor ( )δ : DL → DL+, which is left adjoint to the
inclusion functor i : DL+ → DL.
Occasionally, we also write ( )δ for the functor on the category of
distributive lattices given by the composition
DL
( )δ
−−→ DL+
i
−→ DL.
Theorem C.8 implies that, for L ∈ DL and K ∈ DL+, each lattice
homomorphism f : L → K extends uniquely to a complete lattice
homomorphism f : Lδ → K. This yields an isomorphism
( ) : HomDL(L,K)→ HomDL+(L
δ, K), (C.2)
natural in L and K.
In Chapter 5 we consider join-preserving maps between distributive
lattices. We end this section by describing how these interact with
the natural isomorphism (C.2). The following result was already
known to Mai Gehrke and John Harding, but has never been pub-
lished before.
Proposition C.9. Consider the following commutative diagram
L1
f //
h1

L2
h2

K1 g
// K2
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where L1, L2 ∈ DL, K1, K2 ∈ DL
+, h1, h2 are lattice homomor-
phisms, f is a finite join-preserving map and g is a completely join-
preserving map. The following are equivalent:
1. for all prime filters ρ in L1,
g(
∧
{h1(a) | a ∈ ρ}) =
∧
{g(h1(a)) | a ∈ ρ}
2. g ◦ h1 = h2 ◦ f
δ.
Proof. As g, h1, h2 and f
δ are all completely join preserving and Lδ1 is
join-generated by its completely join-irreducible elements, the second
condition is equivalent to g(h1(x)) = h2(f
δ(x)), for all x ∈ J∞(Lδ).
Let x ∈ J∞(Lδ1) and let ρx = {a ∈ L1 | x ≤ a} be the corresponding
prime filter in L1. Then
g(h1(x)) = g(h1(
∧
{a | a ∈ ρx}))
= g(
∧
{h1(a) | a ∈ ρx}),
where we use the fact that h1 is a complete homomorphism extending
h1. On the other hand,
h2(f
δ(x)) = h2(
∧
{f(a) | a ∈ ρx})
=
∧
{h2(f(a)) | a ∈ ρx}
=
∧
{g(h1(a)) | a ∈ ρx}.
Hence, for x ∈ J∞(Lδ1), one has g(h1(x)) = h2(f
δ(x)) if and only if
g(
∧
{h1(a) | a ∈ ρx}) =
∧
{g(h1(a)) | a ∈ ρx}.
The claim now follows from the one-to-one correspondence between
completely join-irreducible elements of Lδ1 and prime filters of L1.
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Appendix D
Priestley duality
Priestley duality describes a dual equivalence between the category
of distributive lattices and the category of Priestley spaces, which
are special ordered topological spaces [72]. We give a quick overview
of this duality and some related facts.
Definition D.1. A Priestley space is an ordered topological space
(X,≤, τ) that is compact and totally order-disconnected, i.e., for all
x, y ∈ X with x 
 y there exists a clopen downset U such that y ∈ U
and x /∈ U . We write PrSp for the category of Priestley spaces with
order-preserving continuous maps.
For a distributive lattice L, its Priestley dual is the ordered topolog-
ical space Pr(L) = (XL,⊇, τ), where XL is the set of prime filters of
L, equipped with the reversed inclusion order. The topology τ on
XL is the topology generated by {â, (â)
c | a ∈ L}, where, for a ∈ L,
â = {ρ ∈ XL | a ∈ ρ} (D.1)
and (â)c denotes the complement of â in XL.
For a distributive lattice L, the space Pr(L) is a Priestley space and
the assignment L 7→ Pr(L) extends to a functor Pr : DL→ PrSpop.
For a morphism h : L→ K of distributive lattices, the inverse image
map h−1 : P(K)→ P(L) sends prime filters of K to prime filters of
L. Hence it restricts to a map h−1|XK : XK → XL. This restricted
map is continuous and order-preserving and it is defined to be the
Priestley dual of h.
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Conversely, for an ordered topological space (X,≤, τ), and in partic-
ular for a Priestley space, we denote its collection of clopen downsets
by ClDwn(X). This collection is closed under finite unions and in-
tersections and contains both ∅ and X . Hence it is a sublattice of
the powerset P(X) and, as such, it is a distributive lattice. Further-
more, for an order-preserving continuous map f between ordered
topological spaces, its inverse image map restricts to a homomor-
phism between their lattices of clopen downsets. This yields a func-
tor ClDwn : PrSpop → DL.
Theorem D.2 ([72]). The functors Pr : DL PrSpop : ClDwn de-
scribe a dual equivalence between the category of distributive lattices
and the category of Priestley spaces.
Boolean algebras are in particular distributive lattices. For a Boolean
algebra B, the (reversed) inclusion order on its set of prime filters
is discrete. This follows from the fact that, for F ⊆ B, the set F
is a prime filter of B iff F is a maximal filter of B (i.e., iff F is
maximal among all filters of B). Hence the order on the Priestley
dual of a Boolean algebra is discrete. Furthermore, in a poset with
the discrete order any subset is a downset. Thus, Priestley duality
restricts to the well-known Stone duality between Boolean algebras
and Boolean spaces (i.e., compact Hausdorff spaces with a basis of
clopens) [75]. Stone also formulated a duality for distributive lattices
that generalises his duality for Boolean algebras. However, for our
purposes the representation via Priestley duality is more convenient.
Using canonical extension (see Appendix C), one may give an alter-
native description of Priestley duality, which we rely on in Chapter 4.
Recall that, for a distributive lattice L, there is a one-to-one corre-
spondence between prime filters of L and completely join-irreducible
elements in the canonical extension Lδ of L. Hence the points of the
Priestley dual XL may be obtained as the completely join-irreducible
elements J∞(Lδ) of Lδ. The reversed inclusion order on the prime
filters corresponds to the order on the completely join-irreducibles
induced by Lδ. Finally, for a ∈ L, the set â (as in (D.1)) corresponds
to the set {x ∈ J∞(Lδ) | x ≤ a}.
For the description of the Priestley dual of a lattice homomorphism
h : L → K, first note that the canonical extension hδ : Lδ → Kδ
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of h is a complete homomorphism. Hence, in particular, it has a
left adjoint (hδ)[. This left adjoint sends completely join-irreducible
elements of Kδ to completely join-irreducible elements of Lδ, i.e., it
restricts to a map (hδ)[|XK : XK → XL, which is the Priestley dual
of h. Note that this restricted map is in fact the discrete dual of
hδ : Lδ → Kδ, as described in Appendix B, Theorem B.10.
The results on duality and canonical extension for distributive lat-
tices, as discussed in these appendices, are summarised in Figure D.1.
In this diagram, U : PrSp→ Pos is the functor that forgets the to-
pology.
DL+ Pos
DL PrSp
D
J∞
'
'
U( )δ a i
Pr
ClDwn
Figure D.1: Duality and canonical extension for distributive lattices.
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Appendix E
First-order logic
In this appendix we give an overview of the language and derivation
rules of first-order logic. We focus on coherent logic, the fragment
of classical first-order logic in the connectives ∧, ∨, ⊥, > and ∃, and
intuitionistic first-order logic. We follow Section D1 of [47], to which
the reader is referred for more details. In contrast to [47], however,
we restrict our attention to one-sorted logics.
E.1 Deduction system
For the remainder of this section, we fix a set of variables X and
a signature Σ = (f0, . . . , fk−1, R0, . . . , Rl−1) of function symbols and
relation symbols, all with an arity assigned to them (we view con-
stants as function symbols of arity 0). The collection of terms over
Σ in X , notation TmΣ(X), is the smallest collection satisfying:
(i) every variable x ∈ X is a term;
(ii) if f is an n-ary function symbol and t0, . . . , tn−1 are terms, then
f(t0, . . . , tn−1) is a term.
In first-order logic the notion of free (occurrence of a) variable is
essential. For a term t, we write FV (t) for the set of variables oc-
curring in t. To be more precise, we inductively define, for a variable
x, FV (x) = {x} and, for an n-ary function symbol f and terms
t0, . . . , tn−1, FV (f(t0, . . . , tn−1)) is the union of the sets FV (ti).
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The class Formfo(Σ), of first-order formulas over Σ, is the smallest
collection F satisfying the conditions below. Along the way, for each
formula φ, we inductively define the set FV (φ) of free variables in
φ.
(i) For an n-ary relation symbol R and terms t0, . . . , tn−1, the ex-
pression R(t0, . . . , tn−1) is in F , and its collection of free vari-
ables is the set of variables which occur in some term ti.
(ii) For terms s, t, the expression s = t is in F , and FV (s = t) is
the set of variables occurring in s or t.
(iii) Falsity (⊥) and truth (>) are in F , and FV (⊥) = FV (>) = ∅.
(iv) For φ, ψ ∈ F , the expressions φ∨ψ, φ∧ψ and φ→ ψ are in F .
All these formulas have FV (φ)∪FV (ψ) as set of free variables.
(v) For φ ∈ F and x ∈ X , the expressions ∃x.φ and ∀x.φ are in F ,
and both formulas have FV (φ)\{x} as set of free variables.
The set Formcoh(Σ) of coherent formulas over Σ is the smallest
collection closed under (i), (ii), (iii) and the parts of (iv) and (v)
involving ∧, ∨ and ∃.
For an occurrence of a variable x in a formula, we say that the
occurrence of x is a free occurrence if the variable at that spot is not
within the scope of a quantifier ∃x or ∀x. In case the variable is under
the scope of such a quantifier at the position under consideration,
we say it is a bound occurrence. For example, in the formula
R0(x) ∧ ∃x.R1(x),
the first occurrence of x is a free a occurrence and the second occur-
rence is a bound occurrence.
A context is a finite sequence ~x of variables, without repetitions. For
two disjoint contexts ~x and ~y, their concatenation is denoted by ~x, ~y.
For a formula φ, we say ~x is a context suitable for φ or φ is a formula
in context ~x iff all free variables of φ are in ~x. Similarly, a term t is
a term in context ~x iff all variables occurring in t are in ~x.
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Substitutions play an important role in first-order logic. For a term
t in context ~x and a string of terms ~s of the same length as ~x,
t[~s/~x] denotes the term obtained by replacing every occurrence of xi
in t by si. When defining substitution for formulas one has to be
more careful, as variables might unintentionally get in the scope of
a quantifier. Consider, for example, the formulas ∃y. f(y) = x and
∃z. f(z) = x. We want these formulas to express the same statement
(in context 〈x〉). However, substituting y for x yields ∃y.f(y) = y
and ∃z.f(z) = y, respectively. These are two different statements (in
context 〈y〉). Therefore, for a formula φ in context ~x and a string of
terms ~s of the same length as ~x, φ[~s/~x] denotes the formula obtained
by replacing every free occurrence of xi in φ by si only in case this
operation does not lead to the variables in ~s being captured within
the scope of a quantifier. Otherwise, the substitution is not allowed.
Once we have defined the deduction system for coherent logic, one
may show that renaming the bound variables in a formula yields
a provably equivalent formula. Hence in case a substitution in a
formula φ is not allowed, there exists a formula φ′ that is provably
equivalent to φ and in which the substitution can be applied.
As in [47] we describe the deduction system for coherent logic as a
sequent calculus. A sequent over Σ is an expression φ `~x ψ, where
~x is a context suitable for φ and ψ. The intended meaning of this
sequent is that under any interpretation of the variables in ~x, the
formula ψ follows from the formula φ. We write rules of inference in
the form
Γ
σ
where Γ is a finite list of sequents and σ is a single sequent. The
intended interpretation of this rule is that from the validity of the
sequents in Γ one may infer the validity of σ. In case Γ is empty, we
say σ is an axiom. For sequents σ and τ we sometimes write
σ
τ
to indicate that τ may be inferred from σ and vice versa.
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Coherent logic is obtained by specifying the following rules of infer-
ence:
(a) Structural rules:
φ `~x φ
φ `~x ψ
φ[~s/~x] `~y φ[~s/~x]
φ `~x ψ ψ `~x χ
φ `~x χ
where the lengths of ~s and ~x are equal and ~y is a context includ-
ing all the variables occurring in the string of terms ~s.
(b) Equality rules:
> `x x = x (~x = ~y ∧ φ) `~z φ[~y/~x]
where ~x and ~y are strings of variables of the same length, and
the string of variables ~z contains both ~x and ~y and all (other)
variables occurring in φ. Furthermore, ~x = ~y is shorthand for
the finite conjunction of formulas x0 = y0 ∧ . . . ∧ xn−1 = yn−1.
(c) Rules for conjunction:
φ `~x > φ ∧ ψ `~x φ φ ∧ ψ `~x ψ
φ `~x ψ φ `~x χ
φ `~x ψ ∧ χ
(d) Rules for disjunction:
⊥ `~x φ φ `~x φ ∨ ψ ψ `~x φ ∨ ψ
φ `~x χ ψ `~x χ
φ ∨ ψ `~x χ
(e) Rules for existential quantification:
φ `~x,y ψ
∃y.φ `~x ψ
Note that writing only ~x in the lower sequent implies that y does
not occur freely in ψ.
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(f) Distributivity:
φ ∧ (ψ ∨ χ) `~x (φ ∧ ψ) ∨ (φ ∧ χ)
(g) Frobenius axiom:
φ ∧ ∃y.ψ `~x ∃y.(φ ∧ ψ)
We say the sequent φ `~x ψ is derivable in coherent logic if there
exists a derivation tree, consisting of applications of the rules above,
with the sequent φ `~x ψ as conclusion. A coherent theory over Σ is
a set of sequents T such that all formulas in T are coherent formulas
over Σ. We say φ `~x ψ is derivable in T if there exists a derivation
tree with this sequent as conclusion, where one is allowed to use the
sequents in T as axioms.
In the study of intuitionistic first-order logic one considers the col-
lection Formfo(Σ) of all first-order formulas over Σ. A deduction
system for this logic is obtained by extending the deduction system
for coherent logic with the following rules:
(h) Rules for implication:
φ ∧ ψ `~x χ
ψ `~x φ→ χ
(i) Rules for universal quantification:
φ `~x,y ψ
φ `~x ∀y.ψ
In this case one may omit the distributivity axiom and the Frobenius
axiom, as they are derivable from the other rules. Similarly to the
above case, one defines a notion of derivability in intuitionistic first-
order logic (relative to a theory T).
One may obtain a deduction system for classical first-order logic by
augmenting the deduction system for intuitionistic first-order logic
with the law of excluded middle:
> `~x (φ ∨ ¬φ)
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where ¬φ is an abbreviation of φ → ⊥. Both intuitionistic first-
order logic and classical first-order logic are conservative extensions
of coherent logic in the sense that, for all formulas φ and ψ in the
language of coherent logic, if the sequent φ `~x ψ is derivable in
intuitionistic first-order logic (or in classical first-order logic), then
the sequent is also derivable in coherent logic. However, classical
first-order logic it is not a conservative extension of intuitionistic
first-order logic.
In this dissertation, when we speak of first-order logic, we always
mean intuitionistic first-order logic.
E.2 Properties of terms and formulas
Specifying a logic through a derivation system, as we did above, is
a purely syntactic approach to logic. We now study the terms and
formulas from an algebraic perspective. In Appendix A the reader
may find the necessary background on universal algebra.
As in the previous section, we fix a set of variables X and a signature
Σ = (f0, . . . , fk−1, R0, . . . , Rl−1). The collection TmΣ(X) of terms
over Σ in the variables X is the underlying set of the absolutely free
algebra of type F = (f0, . . . , fk−1) over X . The algebra structure on
TmΣ(X) is given by, for an n-ary function symbol f in F and terms
t0, . . . , tn−1 in TmΣ(X),
fTmΣ(X) : 〈t0, . . . , tn−1〉 7→ f(t0, . . . , tn−1).
We now also fix a coherent theory T over Σ. Using the second
structural rule one may show that, for terms s and t in TmΣ(X),
and contexts ~x and ~y that are both suitable for s and t,
`~x s = t is derivable in T ⇔ `~y s = t is derivable in T. (E.1)
In other words, the question whether the formula s = t is derivable
does not depend on the context in which we consider this formula.
The theory T gives rise to a quasivariety VT of F -algebras. Namely,
VT is the class of algebras satisfying all quasi-equations of the form
(u0 ≈ v0& · · · & un−1 ≈ vn−1)→ (s ≈ t),
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where ui, vi, s and t are terms of type F in context ~x, and the
sequent
~u = ~v `~x s = t
is derivable in T.
We study the free VT algebra generated by X . Recall from Ap-
pendix A that the free algebra for a quasivariety is determined by
the equations holding in the quasivariety. Therefore, the free VT
algebra may be described as follows. We define a binary relation ≈
on the term algebra TmΣ(X) by, for s, t ∈ TmΣ(X),
s ≈ t ⇔ `~x s = t is derivable in T,
where ~x is some context suitable for s and t. If s ≈ t, then we say
s and t are T-provably equal . Using the derivation rules, one may
show that ≈ is a congruence relation on TmΣ(X) (actually, it is
a fully invariant congruence). The algebra TmΣ(X)/≈ is the free
VT algebra generated by X . In the remainder, we do not make a
notational difference between a term t and its equivalence class in
TmΣ(X)/≈.
For each finite context ~x, the collection TmΣ(~x) of terms in context
~x is a subalgebra of TmΣ(X). We also denote the restriction of the
relation ≈ to TmΣ(~x) by ≈. The algebra
FT(~x) = TmΣ(~x)/≈
is the free VT algebra generated by ~x (viewing this finite sequence
just as a set). These finitely generated VT algebras with F -algebra
homomorphisms form a category FAT.
For contexts ~x and ~y, by the freeness property FT(~x), any function
~x→ FT(~y) extends uniquely to a homomorphism FT(~x)→ FT(~y). It
follows that a homomorphism FT(~x)→ FT(~y) is given by a substitu-
tion of terms in context ~y for the variables in ~x. Such a substitution
may be denoted by a sequence of terms ~t of the same length as ~x,
where all the terms in ~t are terms in context ~y. Two such sequences
of terms ~s and ~t give rise to the same homomorphism FT(~x)→ FT(~y)
iff ~s and ~t are T-provably equal.
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These considerations imply that the category FAT may be repre-
sented as follows. Its objects are the contexts ~x (the context ~x rep-
resents the algebra FT(~x)). A morphism ~x → ~y is an equivalence
class of finite sequences of terms [~t ]≈, where the length of ~t is equal
to the length of ~x and the variables occurring in the terms in ~t are all
in ~y. Two such sequences of terms ~s and ~t are equivalent iff they are
T-provably equal, i.e., iff the sequent `~y ~s = ~t is provable in T. We
again denote this equivalence relation by ≈. The equivalence class
[~t ]≈ represents the uniquely induced homomorphism FT(~x)→ FT(~y).
To ease the notation, we just write ~t for [~t ]≈. Note that the identity
on ~x is (the equivalence class of) ~x, and composition is computed by
substitution, that is, for ~x
~s
−→ ~y
~t
−→ ~z in FAT,
~t ◦ ~s = ~x
~s [~t/~y]
−−−→ ~z.
The category FAT has finite coproducts. To describe the coproduct
of FT(~x) and FT(~y), first note that, for a context ~z of the same length
as ~y, FT(~y) ∼= FT(~z). Hence we may assume that ~x and ~y are disjoint.
In that case, FT(~x) +FT(~y) ∼= FT(~x, ~y). So, using the representation
of FAT described above, coproducts are given by concatenation of
contexts (possibly with renaming of the variables). The initial object
of FAT is FT(〈〉), the free VT algebra over the empty set. In case
the language does not contain any constants, the underlying set of
this algebra is empty.
For technical reasons it will be convenient to consider an extension of
FAT to a suitable category with all finite colimits. In the quasivariety
VT the coequalizer of
FT(~x)
~u //
~v
// FT(~y) (E.2)
is the quotient of FT(~y) by the congruence relation ≈~u=~v that is
defined by, for s, t ∈ FT(~y),
s ≈~u=~v t ⇔ ~u = ~v `~y s = t is derivable in T.
We write FT, ~u=~v (~y) for the quotient of FT(~y) by the congruence
≈~u=~v. We consider the category QFAT of all algebras of the form
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FT, ~u=~v (~y) (where ~y is a finite sequence of variables and ~u and ~v are
finite sequence of terms of the same length, both in context ~y) with
F -algebra homomorphisms. This category has all finite colimits.
Note that FAT is (isomorphic to) a full subcategory of QFAT.
To get a representation ofQFAT similar to the one of FAT, we study
the morphisms
FT, ~s=~t (~x)→ FT, ~u=~v(~y).
As FT, ~u=~v(~y) is in the quasivariety VT, by the freeness property each
function ~x
f
−→ FT, ~u=~v(~y) extends to a unique homomorphism
FT(~x)
f˜
−→ FT, ~u=~v(~y).
The map f˜ induces a homomorphism FT, ~s=~t(~x) → FT, ~u=~v(~y) if and
only if the congruence ≈~s=~t is contained in the kernel of f˜ . Note that,
as above, the function f may be described by a finite sequence of
terms ~w of the same length as ~x in context ~y (where wi is a represen-
tative of the image of xi). The sequence ~w induces a homomorphism
FT, ~s=~t (~x)→ FT, ~u=~v(~y) if and only if
~u = ~v `~y ~s [~w/~x] = ~t [~w/~x] is derivable in T. (E.3)
Two such sequences ~w0 and ~w1 represent the same homomorphism
if and only if
~u = ~v `~y ~w0 = ~w1 is derivable in T. (E.4)
Hence the category QFAT may be represented as follows. Its objects
are pairs 〈~x,~s = ~t〉, where ~s and ~t are finite sequences of terms of the
same length, both in context ~x. A morphism 〈~x,~s = ~t 〉 → 〈~y, ~u = ~v〉
is an equivalence class of finite sequences of terms [~w], where ~w
satisfies (E.3), and two such sequences ~w0 and ~w1 are equivalent iff
they satisfy (E.4). Once again, we usually just write ~w for [~w].
In Chapter 5, the categories FAT and QFAT play an important role
when we obtain (some intuition for) algebraic semantics for first-
order logic. In this setting, one traditionally works with the opposite
categories of FAT and QFAT. Therefore, we define
Con = (FAT)
op and QCon = (QFAT)
op.
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We call Con the category of contexts and substitutions.
We end this section by observing some properties of the collections
of coherent formulas over Σ. As stated above, whether or not two
terms are T-provably equal does not depend on the context one stud-
ies them in. For coherent formulas the situation is different. For
example, the sequent > `〈x〉 ∃x.x = x is derivable in any theory T,
but the sequent > `〈〉 ∃x.x = x is not derivable in general. Hence we
have to study the derivability relation between formulas locally, i.e.,
within a context. For a context ~x, we define an equivalence relation
∼~x on the collection of coherent formulas in context ~x by
φ ∼~x ψ ⇔ φ `~x ψ and ψ `~x φ are derivable in T.
We say that φ is T-provably equivalent to ψ in context ~x iff φ ∼~x ψ.
We write Fmcoh,T(~x) for the set of coherent formulas in context ~x,
modulo T-provable equivalence. When confusion is unlikely we just
write Fm(~x) for Fmcoh,T(~x), ∼ for ∼~x and [φ] for [φ]∼. The set Fm(~x)
has a natural order on it, given by derivability.
Using the second structural rule one may show that, for a context ~x
and a variable y not occurring in ~x, for all coherent formulas φ and
ψ in context ~x,
φ `~x ψ is derivable in T ⇒ φ `~x,y ψ is derivable in T. (E.5)
Hence there is a well-defined order-preserving map
Fmcoh,T(~x)→ Fmcoh,T(~x, y)
that sends (an equivalence class of) a formula in context ~x to that
same formula in the extended context ~x, y. Maps of this form are
called weakening maps.
Unless ~x is the empty context, also the right to left implication in
(E.5) holds, and the corresponding weakening map is in fact an order-
embedding. As illustrated by the example concerning the formula
∃x.x = x, the right to left implication may fail for the empty context.
However, if we do not allow the empty model, for example by adding
the axiom > `〈〉 ∃x.x = x to the theory, or by adding a constant
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to the language, it does hold for the empty context as well, and all
weakening maps are embeddings. As we explain in Chapter 5, the
weakening maps are closely related to the quantifiers of the logic.
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Appendix F
Categorical logic and topos
theory
We assume the reader has some basic knowledge of category theory.
This suffices for the first chapters of this dissertation. However,
Chapter 5 requires some more background, especially in categorical
logic and topos theory. In this appendix we briefly discuss the central
concepts and introduce some notation. For further details the reader
may consult [47, 55].
F.1 Categorical logic
In categorical logic, one generalises the notion of interpretation of
a formula in a set-based model to the notion of interpretation of
a formula in a category (with sufficient structure). We focus on
coherent logic, the fragment of first-order logic in the connectives
∧, ∨, ⊥, > and ∃, as discussed in Appendix E. We investigate
which categorical structure is needed to interpret coherent formulas,
and thereby arrive at the notion of a coherent category. We fix a
signature Σ = (f0, . . . , fk−1, R0, . . . , Rl−1) of function symbols and
relation symbols and start by introducing some notation.
Notation F.1. Let C be a category with finite products. We denote
the terminal object of C by 1 and for objects A,B ∈ C we write
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A×B for their product. The projection maps are denoted by pii and
tupling is written as 〈f0, f1〉.
Definition F.2. For a category C and an object A ∈ C, we use the
notion of subobject of A both for a monomorphism with codomain A
and for an equivalence class of such monomorphisms. The partially
ordered set of subobjects of A is denoted by SubC(A), or just Sub(A).
For a morphism α : A→ B in a category C with pullbacks, we write
α∗ : SubC(B) → SubC(A) for the morphism between the subobject
(po)sets given by pullback. This allows us to view SubC( ) as a
functor Cop → Set.
The notion of a set-based model of a first-order language is gener-
alised to the setting of categories as follows.
Definition F.3. Let C be a category with finite products. A Σ-
structure M in C is given by:
(i) an object AM of C (generalising the notion of underlying set
of a model);
(ii) a morphism M(f) : AnM → AM in C, for every n-ary function
symbol f in Σ;
(iii) a subobjectM(R) AnM in C, for every n-ary relation symbol
R in Σ.
Given a Σ-structure M in C, one may define the interpretation of
a term in C as follows. A term t in context ~x is interpreted as a
morphism
J~x.tKM : (AM)
n → AM ,
where n = length(x). This morphism is recursively defined by:
(i) if t = xi, for some i ≤ n, then J~x.tKM is the i-th projection;
(ii) if t = f(t0, . . . , tm−1), for some terms tj in context ~x, then
J~x.tKM is the composite
(AM)
n 〈J~x.t0KM ,...,J~x.tm−1KM 〉−−−−−−−−−−−−−→ (AM)
m M(f)−−−→ AM .
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We often omit the subscript M and write A and J~x.tK. In a tra-
ditional model A with underlying set A, a formula φ(x0, . . . , xn−1)
is interpreted as a subset of An, namely as the set of all points
~a = (a0, . . . , an−1) for which φ[~a/~x] holds in the model A. Generalis-
ing this, we want to define an interpretation of a (coherent) formula
φ in context ~x, in a model M , as a subobject J~x.φK of (AM)
n, where
n = length(~x). We proceed by induction on the complexity of φ.
To be able to interpret all coherent formulas, the category C should
have some additional structure. First of all, we assume C has all
finite limits. This allows us to define the following.
(i) If φ is R(t0, . . . , tm−1), then J~x.φK is the pullback
J~x.φK M(R)
An Am
〈J~x.t0K,...,J~x.tm−1K〉
(ii) If φ is s = t, then J~x.φK is the equalizer of
An A.
J~x.sK
J~x.tK
(iii) If φ is >, then J~x.φK is the top element of SubC(A
n).
(iv) If φ is ψ ∧ χ, then J~x.φK is the meet of J~x.ψK and J~x.χK in
SubC(A
n). As C has finite limits, this meet exists and it is
given by the pullback
J~x.φK J~x.ψK
J~x.χK An
To enable the interpretation ∨ and ⊥, we assume all subobject posets
of C have finite joins.
217
Appendix F. Categorical logic and topos theory
(vi) If φ is ⊥, then J~x.φK is the bottom element of SubC(A
n).
(vii) If φ is ψ ∨ χ, then J~x.φK is the join of J~x.ψK and J~x.χK in
SubC(A
n).
To enable the interpretation of the existential quantifier ∃, we assume
that, for every morphism α : B → C in C, the pullback morphism
α∗ : SubC(C)→ SubC(B) has a left adjoint, which we denote by ∃α.
(viii) If φ is ∃y.ψ, then J~x.φK is ∃pi(J~x, y.ψK), where pi : A
n+1 → An is
the projection on the first n coordinates.
For a term t in context ~x, the pullback morphism
J~x.tK∗ : SubC(A)→ SubC(A
n)
corresponds to substituting t for y in a formula φ(y). In this sense,
the pullback morphisms correspond to substitutions. In Section 5.1.1
we elaborate on the description of existential quantifiers as left ad-
joints to specific substitution maps.
We have now determined which categorical structure is needed to
enable the interpretation of all coherent formulas. However, to de-
scribe semantics for coherent logic this does not suffice: the seman-
tics should be sound and complete. To make this precise, we need
the following definition.
Definition F.4. Let C be a category that enables the interpretation
of all coherent formulas. We say that a sequent φ `~x ψ, where φ and
ψ are coherent formulas in context ~x, is satisfied in a Σ-structure M
in C if
J~x.φKM ≤ J~x.ψKM in SubC(A
n).
We now want to determine a collection M of categories in which
we may interpret all coherent formulas and in which in addition, for
all sequents σ = φ `~x ψ, where φ and ψ are coherent formulas in
context ~x,
σ is provable in coherent logic ⇔
σ is satisfied in every Σ-
structure in a category in M.
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For simplicity, we do not involve a theory T yet. To ensure soundness
(i.e., the left to right implication), the mere existence of joins and
left adjoints to pullback morphisms in C is not enough. These con-
structions should be stable under pullback. Stability of the joins cor-
responds to the validity of the distributivity axiom and the fact that
join commutes with substitution. The fact that existential quan-
tification interacts appropriately with substitution is expressed by
saying that every pullback diagram in C has the so-called Beck-
Chevalley property. The notion of coherent category is now defined
as follows.
Definition F.5. A coherent category is a category C satisfying:
(i) C has finite limits;
(ii) for each morphism α : A → B in C, the pullback functor
α∗ : SubC(B) → SubC(A) has a left adjoint, denoted ∃α, such
that every pullback square
Q B
A C
α′
β′
α
β
in C has the Beck-Chevalley property, i.e.,
β∗ ◦ ∃α = ∃α′ ◦ (β
′)∗ : SubC(A)→ SubC(B).
(iii) C has stable finite joins, i.e., for all A ∈ C, SubC(A) has finite
joins and, for any morphism α : A→ B in C, the pullback map
α∗ : SubC(B)→ SubC(A) preserves these joins.
A coherent functor is a functor C→ D between coherent categories
that preserves finite limits, existential quantification and finite joins.
The category of (small) coherent categories is denoted by Coh.
For a coherent theory T, we say that a Σ-structure M is a model of
T iff all sequents in T are satisfied in M .
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Theorem F.6 (Soundness and completeness of coherent categories).
For a coherent theory T and coherent formulas φ and ψ in context
~x,
φ `~x ψ is derivable in T ⇔
φ `~x ψ holds in any model of T
in a coherent category.
We end this section by considering categorical semantics for first-
order logic. Here we have to consider categories with slightly more
structure, which also enables a sound interpretation of implication
and universal quantification.
Definition F.7. A Heyting category is a coherent category C in
which, for all α : A→ B inC, the map α∗ : SubC(B)→ SubC(A) has
a right adjoint ∀α. A Heyting functor is a coherent functor between
Heyting categories C → D that preserves these right adjoints ∀α.
The category of small Heyting categories is denoted by Heyt.
Note that in a Heyting category all subobject lattices are Heyting
algebras. For let C be a Heyting category, take A ∈ C and consider
SubC(A). For m : U ↪→ A ∈ SubC, the pullback functor
m∗ : SubC(A)→ SubC(U)
is given bym∗(V ) = U∧V . Its right adjoint ∀m yields the implication
by, for W ∈ SubC(A), U → W = ∀m(m
∗(W )). Morphisms between
Heyting categories preserve this implication.
Theorem F.8. Heyting categories provide sound and complete se-
mantics for intuitionistic first-order logic.
F.2 Topos theory
In this thesis we only work with Grothendieck topoi, that is, with
topoi of sheaves on a site, as we describe below.
Definition F.1. Let C be a category and A ∈ C. A sieve on A is a
family of morphisms in C, all with codomain A, that is closed under
pre-composition.
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Definition F.2. A Grothendieck topology on a category C is a func-
tion J which assigns to each object A of C a collection J(A) of sieves
on A such that
(i) the maximal sieve, consisting of all morphisms with codomain
A, is in J(A);
(ii) for all S ∈ J(A) and B
h
−→ A in C,
h∗(S) = {C
g
−→ B | hg ∈ S} ∈ J(B);
(iii) for all S ∈ J(A), if R is a sieve on A such that h∗(R) ∈ J(B),
for all B
h
−→ A in S, then R ∈ J(A).
A site is a pair (C, J), where C is a category and J is a Grothendieck
topology on C.
Definition F.3. Let (C, J) be a site. A sheaf on (C, J) is a functor
P : Cop → Set (presheaf ) such that, for all A ∈ C and all sieves
S ∈ J(A), for each family {xf ∈ P (B) |B
f
−→ A ∈ S} with, for all
B
f
−→ A in S and C
g
−→ B in C,
P (g)(xf) = xfg,
there is a unique element x ∈ P (A) such that, for all f ∈ S, one
has xf = P (f)(x). We write Sh(C, J) for the category of sheaves
on (C, J) with natural transformations.
A Grothendieck topos is a category that is equivalent to the category
Sh(C, J) of sheaves on some site (C, J).
The natural maps between (Grothendieck) topoi are so-called geo-
metric morphisms. We give the following definitions and result for
arbitrary topoi, but we will only use them for Grothendieck topoi.
Definition F.4. A geometric morphism f : F → E between topoi
is a pair of functors f∗ : F  E : f
∗ such that f ∗ is left adjoint to f∗
and f ∗ preserves all finite limits. The functor f∗ is called the direct
image part of f , and the functor f ∗ is called the inverse image part
of f .
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We have the following factorisation theorem for geometric morphisms
(see also Section A4.6 of [47]).
Definition F.5. Let F be a topos and let A,B ∈ F . We call A a
subquotient of B if there exists a diagram of the form
C A
B
i.e., if there exists an epimorphism from some subobject of B to A.
Let f : F → E be a geometric morphism. The map f is localic if
every object of F is a subquotient of an object of the form f ∗(A),
with A ∈ E . The map f is hyperconnected if f ∗ is full and faithful
and the image of f ∗ is closed under subquotients in F .
Theorem F.6. Every geometric morphism f : F → E may be fac-
tored uniquely, up to equivalence, as a hyperconnected morphism fol-
lowed by a localic one.
We end this appendix by stating the Comparison Lemma. This
lemma allows one to prove the equivalence of two Grothendieck topoi
by describing a functor, satisfying some properties, between sites for
these topoi. The basic form of this lemma is to be found in [3]. We
use a slightly more general form, as formulated in [52].
Lemma F.7 (Comparison Lemma, [52]). Let e : (D, K) → (C, J)
be a functor between essentially small sites satisfying:
1. e is cover preserving, i.e., for all D ∈ D, if S ∈ K(D), then the
sieve (e(S)), generated by the image of S in C, is in J(e(D));
2. e is locally full, i.e., if g : e(C) → e(D) is a map in C, then
there exists a cover (ξi : Ci → C)i∈I in D and there exist maps
(fi : Ci → D)i∈I such that, for all i ∈ I, g ◦ e(ξi) = e(fi);
3. e is locally faithful, i.e., if f, f ′ : C → D in D such that one
has e(f) = e(f ′), then there exists a cover (ξi : Ci → C)i∈I
such that, for all i ∈ I, one has f ◦ ξi = f
′ ◦ ξi;
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4. e is locally surjective on objects, i.e., for all C ∈ C, there
exists a covering family of the form (e(Ci)→ C)i∈I ;
5. e is co-continuous, i.e., if (ξi : Ci → e(D))i∈I is a cover in C,
then the set of arrows f : D′ → D in D, such that e(f) factors
through some ξi, covers D in D.
Then the functor e∗ : Sh(C, J)→ Sh(D, K) given by F 7→ F ◦ e, is
an equivalence.
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Een kijkje in de keuken
‘Wat doe je als wiskundige de hele dag?’ Ge¨ıntrigeerd door de,
voor hun mysterieuze, wereld van de wiskunde, hebben velen mij die
vraag de afgelopen jaren gesteld. Helaas is het lastig om iemand in
twee minuten daadwerkelijk een impressie te geven van de prachtige
vraagstukken waar ik aan werk, van de zoektocht naar nieuwe struc-
turen, van het vinden van een bewijs, . . . Aangezien ik graag mijn
enthousiasme over de schoonheid van de wiskunde wil delen, ben ik
erg blij dat ik hier de ruimte heb om een beeld te schetsen van waar
wiskunde (voor mij) om gaat en in het bijzonder van de fascinerende
onderwerpen die een rol spelen in mijn proefschrift.
Wat is wiskunde?
Laten we, om te begrijpen wat wiskunde is, beginnen bij het woord
‘wiskunde’. Met dit woord wijken we af van naburige landen, waar
bijvoorbeeld mathematics (Engels), mathe´matiques (Frans), Mathe-
matik (Duits) of matema´ticas (Spaans) wordt gebruikt. Het woord
‘wiskunde’ is bedacht door Simon Stevin. Simon Stevin (1548-1620)
was een Vlaming die werkte als natuurkundige, wiskundige en in-
genieur. Volgens Stevin was het Nederlands uitermate geschikt om
over wetenschap te communiceren. Hij introduceerde verschillende
Nederlandse woorden voor wiskundige concepten, zoals ‘loodrecht’
en ‘raaklijn’, om de in die tijd gangbare Griekse en Latijnse termen
te vervangen. Zoals gezegd is ook het woord ‘wiskunde’ van hem
afkomstig. Dit woord drukt haar1 inhoud prachtig uit. Wiskunde
1Ja, ‘wiskunde’ is vrouwelijk.
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betekent namelijk letterlijk ‘de kunst van het zeker weten’ en dat is
precies waar wiskundigen zich mee bezighouden.
Goed, dit zegt misschien nog niet zo veel. Laten we naar een voor-
beeld kijken. Op de middelbare school heeft iedereen de Stelling
van Pythagoras voorbij zien komen. Ter herinnering, deze stelling
beschrijft een verband tussen de lengtes van de zijden in een recht-
hoekige driehoek (een driehoek waarin een van de hoeken 90◦ is). De
stelling zegt: ‘voor elke rechthoekige driehoek geldt dat de som van
de kwadraten van de lengtes van de rechthoekszijden gelijk is aan
het kwadraat van de lengte van de schuine zijde’. Noemen we de
lengtes van de rechthoekszijden a en b en de lengte van de schuine
zijde c (zie Figuur 1), dan kunnen we de Stelling van Pythagoras
kort formuleren als: a2 + b2 = c2.
a
b c
Figuur 1: De Stelling van Pythagoras.
Hoe weten we nu zeker dat deze stelling klopt? Je kunt een aan-
tal rechthoekige driehoeken tekenen, de zijden opmeten en nagaan
dat de formule voor de getekende driehoeken geldt. Hierbij gaan
we er al van uit dat je he´e´l precies kunt tekenen en meten. Maar
zelfs met deze aanname kunnen we nooit alle mogelijke rechthoekige
driehoeken controleren. Dus om met zekerheid te kunnen zeggen dat
de Stelling van Pythagoras waar is, moeten we wat anders doen: we
moeten een bewijs geven.
In de wiskunde beginnen we met een aantal axioma’s. Dit zijn onze
basisaannamen over de objecten waar we mee werken. Zo beschrijven
de axioma’s in de (vlakke) meetkunde kenmerkende eigenschappen
van punten, lijnen en vlakken die de essentie van deze objecten uit-
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drukken. De uitspraak ‘door elk tweetal punten gaat precies e´e´n
lijn’ is een voorbeeld van zo’n axioma. Uitgaande van de axioma’s,
gebruiken we vervolgens redeneerregels om nieuwe (ware) uitspraken
af te leiden. Uit de axioma’s voor de meetkunde kun je de Stelling
van Pythagoras bewijzen. Hiermee staat voor een wiskundige onom-
stotelijk vast dat de Stelling van Pythagoras waar is.
Je kunt een bewijs vergelijken met een kookrecept. Het kookrecept
begint met een aantal ingredie¨nten (axioma’s) en geeft stap voor stap
aan wat je moet doen (redeneerregels toepassen) om tot een gerecht
(stelling) te komen.
Logica
Een deelgebied van de wiskunde dat mij bijzonder interesseert is
de logica. In de logica bestudeert men het wiskundig redeneren.
Het maakt hierbij geen verschil of een redenering over driehoeken,
getallen of functies gaat. Men analyseert redeneerregels op zich en
laat de inhoud van de redeneringen buiten beschouwing. Als voor-
beeld bekijken we de volgende redeneringen.
(I) Als het regent, dan wordt de straat nat. De straat is niet nat.
Dus het regent niet.
(II) Als het bakblik goed ingevet is, dan komt de taart makkelijk
uit de vorm. De taart komt niet makkelijk uit de vorm. Dus
het bakblik is niet goed ingevet.
Deze redeneringen gaan over totaal verschillende zaken, maar eigen-
lijk hebben ze allebei dezelfde vorm:
Als A dan B.
Niet B.
Niet A.
(1)
Bovenstaand schema is een voorbeeld van een redeneerregel. Het
schema lees je als volgt: als ik weet dat de twee uitspraken boven de
streep waar zijn, dan mag ik concluderen dat de uitspraak onder de
streep ook waar is. Hierbij mag je voor A en B invullen wat je wilt.
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In redenering (I) hebben we bijvoorbeeld voor A de uitspraak ‘het
regent’ ingevuld en voor B de uitspraak ‘de straat wordt nat’. Het
toestaan van deze redeneerregel betekent dat je deze redeneerregel
mag gebruiken in een bewijs.
Als logicus kun je jezelf afvragen: Wat gebeurt er als ik de rede-
neerregels aanpas? Kan ik nog steeds dezelfde stellingen bewijzen?
Denken we terug aan de analogie tussen wiskundige bewijzen en
kookrecepten, dan kun je dit vergelijken met je afvragen: ‘Als ik geen
mixer kan gebruiken, kan ik dan nog dezelfde gerechten maken?’. Het
veranderen van de redeneerregels geeft je een nieuwe logica. Hier
komen we later nog op terug.
Logica heeft, voor zover bekend, zijn oorsprong bij de oude Grieken.
Zij discussieerden over de principes van geldige redeneringen. Het
werk van Aristoteles (384-322 v.Chr.) is de oudste overgebleven
bron van de formele studie van logica. Zijn geschriften over logica
zijn door zijn volgelingen gebundeld onder de titel ‘Het Organon’,
dat ‘het instrument’ betekent. De moderne logica, zoals deze tegen-
woordig wordt bedreven, kwam tot ontwikkeling in de negentiende
eeuw. Grensverleggend werk werd verricht door George Boole (1815-
1864). In zijn manifest ‘Mathematical Analysis of Logic’ [13] betoogt
hij dat de regels van het redeneren (laws of thought) een algebra¨ısch
systeem geven dat lijkt op de algebra van getallen. Zoals je getallen
kunt optellen en vermenigvuldigen, zo kun je uitspraken aan elkaar
plakken, bijvoorbeeld door er het voegwoord ‘en’ tussen te plaatsen.
Deze ‘en’ voldoet aan bepaalde regels. Zo betekent
‘mijn proefschrift is klaar en mijn proefschrift is klaar’
hetzelfde als
‘mijn proefschrift is klaar’.
In plaats van ‘mijn proefschrift is klaar’ kun je elke willekeurige
uitspraak invullen. Dit kunnen we uitdrukken door te zeggen dat de
volgende regel geldt:2
A enA = A. (2)
2Wat preciezer: de regel geldt als je voor A een uitspraak invult die ‘waar’ of
‘niet waar’ is. We komen hier in de volgende paragraaf op terug.
242
Een kijkje in de keuken
Het inzicht van Boole dat logica en algebra nauw met elkaar ver-
want zijn, maakt het mogelijk om technieken uit de algebra te ge-
bruiken in de logica. In dit gehele proefschrift wordt logica vanuit
een algebra¨ısch perspectief bestudeerd. In het bijzonder worden in
Hoofdstuk 2 speciale algebra’s bekeken die een centrale rol spelen in
de logica. 3
Toepassingen van de logica
Tot nu toe hebben we logica beschouwd als een formele studie van
het redeneren. Bij de letters A en B in de regels (1) en (2) denken we
aan uitspraken, die ‘waar’ of ‘niet waar’ zijn. Dit is de interpretatie
van de logica die we in gedachten hebben. Bij deze ‘waar vs. niet-
waar interpretatie’ zijn de gegeven redeneerregels aannemelijk. Dit
sluit aan bij het onderzoek in de logica in het begin van de twintigste
eeuw. In die tijd werd logica met name gezien als een methode om
het wiskundig redeneren te formaliseren.
Echter, tegenwoordig heeft logica vele toepassingen in vakgebieden
buiten de wiskunde. Met name de opkomst van de informatica heeft
hieraan bijgedragen. Als je logica wilt gebruiken om een concreet
probleem aan te pakken, is het nodig om een logica te beschrijven
die het probleem modelleert. Een voorbeeld van zo’n logica is lineaire
logica. Hierbij representeren de letters in formules geen uitspraken
maar grondstoffen. Bij deze interpretatie is de regel ‘A enA = A’
(zie (2)) helemaal niet natuurlijk, want ‘e´e´n taart en e´e´n taart’ is
niet hetzelfde als slechts ‘e´e´n taart’. In een systeem van redeneer-
regels dat past bij deze interpretatie (letters staan voor grondstoffen)
komt regel (2) dus niet voor. Lineaire logica is het onderwerp van
3Voor de wiskundige lezer: in de algebra¨ısche studie van een logica L associeer
je een klasse van algebra’s VL aan L zodat je informatie over L kunt verkrijgen
door VL te bestuderen. In het bijzonder kennis van de eindig voortgebrachte
vrije algebras van VL kan tot krachtige resultaten over L leiden. De constructie
van eindige voortgebrachte vrije algebras is het onderwerp van Hoofdstuk 2.
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Hoofdstuk 3 van dit proefschrift.4
Logica wordt volop toegepast in de informatica, bijvoorbeeld in het
ordenen van databases. Het kost veel tijd om een grote hoeveelheid
informatie te ordenen. Wiskunde kan helpen om dit op een slimme
manier te doen. In Hoofdstuk 4 van dit proefschrift wordt een lo-
gica beschreven die past bij het ordenen van databases (deze logica
modelleert het probleem). Vervolgens wordt deze logica gebruikt om
een methode te geven om databases te ordenen. Het intu¨ıtieve idee
achter deze methode is dat je meestal slechts ge¨ınteresseerd bent in
een deel van de grote hoeveelheid beschikbare informatie. Als je bij-
voorbeeld vegetarisch wilt koken, dan hoeft er geen informatie over
vleesgerechten te worden opgenomen in je kookdatabase. Je kunt
wiskundig precies formuleren wanneer de onderwerpen waar je in
ge¨ınteresseerd bent, goed worden weergegeven in de database.
Meerdere gezichtspunten
Zoals in de vorige paragraaf al doorschemerde, heeft logica van na-
ture twee kanten. Aan de ene kant kun je de formele redeneerregels
van een logica bekijken. Dit noemen we de syntax. Aan de an-
dere kant kun je de betekenis van een logica in een bepaald model
beschouwen. Hierbij voeg je een betekenis toe aan de letters in je
formules, bijvoorbeeld ‘letters staan voor uitspraken’ of ‘letters staan
voor grondstoffen’. Dit noemen we de semantiek. Het begrijpen van
het verband tussen syntax en semantiek is essentieel in de studie
van een logica. De wiskundige dualiteitstheorie geeft inzicht in de
interactie tussen syntax en semantiek.
Binnen de wiskunde zijn er veel verschillende vakgebieden. Deze
vakgebieden hebben elk hun eigen methodes en technieken om pro-
blemen op te lossen. Dualiteitstheorie beschrijft specifieke verbanden
tussen wiskundige vakgebieden. Dit maakt het mogelijk om tech-
nieken uit verschillende vakgebieden te combineren om een probleem
aan te pakken. Je kunt je wel voorstellen dat dit erg handig is: als
4Met behulp van de theorie van canonieke extensies wordt relationele se-
mantiek voor lineaire logica afgeleid. Canonieke extensie is een algebra¨ısche
beschrijving van dualiteitstheorie, waar we in de volgende sectie op ingaan.
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je een moeilijk besluit moet nemen (probleem moet oplossen), dan
helpt het om dit met diverse mensen te bespreken. Iedereen (elk
vakgebied) heeft een andere kijk op de zaak en deze verschillende
gezichtspunten (wiskundige technieken) helpen je om een helder over-
zicht van het probleem te krijgen en tot een besluit (oplossing) te
komen.
Men is veelal ge¨ınteresseerd in dualiteiten tussen klasses van alge-
bra¨ısche objecten en klasses van meetkundige objecten. Zo’n du-
aliteit maakt het mogelijk om een probleem in de ene setting (bij-
voorbeeld een vraagstuk over algebra’s) te vertalen naar een nieuw
probleem in een andere setting (zoals meetkundige objecten). Dit
nieuwe probleem kan worden aangepakt met technieken uit de meet-
kunde die in de algebra niet voorhanden zijn. Een oplossing van
het nieuwe probleem kan vervolgens terugvertaald worden naar een
oplossing van het oorspronkelijke probleem.
De categoriee¨ntheorie, ontwikkeld in de twintigste eeuw, maakt het
mogelijk om een dualiteit tussen wiskundige vakgebieden precies te
formuleren. Het idee achter categoriee¨ntheorie is dat bij de bestude-
ring van een klasse van wiskundige objecten (bijvoorbeeld algebra’s)
de transformaties tussen deze objecten een belangrijke rol spelen.
Een categorie is een collectie (wiskundige) objecten met een be-
schrijving van de transformaties tussen deze objecten. Een dualiteit
beschrijft een nauw verband tussen twee categoriee¨n. Essentieel voor
de kracht van dualiteitstheorie is dat hierbij een omkering van de
transformaties optreedt. Denken we terug aan het voorbeeld van de
vertaling van een probleem in de algebra naar een probleem in de
meetkunde, dan zorgt de omkering van de transformaties ervoor dat
het nieuwe probleem (in de meetkunde) conceptueel daadwerkelijk
anders is dan het oorspronkelijke probleem (in de algebra).
Hoe kun je je die omkering van de transformaties voorstellen? Hier
gebruik ik graag een variant op een voorbeeld uit de oratie van mijn
promotor Mai Gehrke [30]. We bekijken het verband tussen taal
(een soort algebra) aan de ene kant en de interpretatie van taal in de
(ruimtelijke) wereld aan de andere kant. Stel dat we in onze taal de
woorden ‘taart’ en ‘chocoladetaart’ hebben. Nu passen we de taal
aan (een transformatie) door de woorden ‘taart’ en ‘chocoladetaart’
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gelijk te stellen. Wat voor effect heeft dat aan de interpretatiekant?
In de oorspronkelijke wereld geldt niet dat alle taarten chocolade-
taarten zijn. Om een wereld te krijgen die past bij de nieuwe taal
moeten we alle elementen weghalen die de uitspraak ‘alle taarten
zijn chocoladetaarten’ tegenspreken. Dus het gelijkmaken van twee
elementen van de taal correspondeert met het weghalen van een deel
van de wereld. Het gelijkmaken van woorden geeft een transformatie
van de oorspronkelijke taal naar de nieuwe taal, waarbij de woorden
‘taart’ en ‘chocoladetaart’ naar hetzelfde element worden gestuurd
(zie het linker diagram Figuur 2, de stippen representeren de woor-
den in de taal). Aan de interpretatiekant halen we een deel van
de wereld weg. Dit hebben we weergegeven in het rechter diagram
in Figuur 2. De punten buiten het grijze gedeelte bestaan niet in
de nieuwe wereld (bijvoorbeeld slagroomtaart). We hebben nu geen
transformatie van de oude wereld naar de nieuwe wereld: wat zou
er moeten gebeuren met de elementen die niet meer bestaan? Maar
we hebben wel een transformatie in de omgekeerde richting : van de
nieuwe wereld naar de oude. Deze transformatie stuurt elk element
naar zichzelf in de grotere wereld.
>
>
oude taal nieuwe taal
<
<
oude wereld nieuwe wereld
Figuur 2: Omkering van transformaties.
Dit voorbeeld illustreert hoe dualiteit, door zijn effect op transfor-
maties, een andere kijk op een probleem kan geven. Dat maakt het
een krachtig hulpmiddel in wiskundig onderzoek.
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Dualiteit en logica
Weer terug naar de logica. De syntax (redeneerregels) van de logica
is algebra¨ısch van aard. In veel gevallen kan een logica gekoppeld
worden aan een klasse van algebra’s die de syntax van de logica
beschrijft. De semantiek (interpretatie) van de logica is meetkundig
van aard en kan beschreven worden door een klasse van meetkundige
objecten aan de logica te koppelen. Een dualiteit tussen de klasse
van algebra’s en de klasse van meetkundige objecten die correspon-
deren met een logica verschaft inzicht in het verband tussen syntax
en semantiek. Bovendien maakt zo’n dualiteit het mogelijk om se-
mantische technieken te gebruiken om syntactische vraagstukken te
bestuderen en omgekeerd.
Een speciale tak binnen de logica is de propositielogica. De klassieke
propositielogica is de logica van het (wiskundig) redeneren, waar we
het al eerder over hadden. Ter herinnering, hierbij staan de let-
ters in formules voor uitspraken die ‘waar’ of ‘niet waar’ zijn, zoals
‘6 is groter dan 2’ of ‘10 is deelbaar door 4’. Je kunt in de pro-
positielogica uitspraken combineren door voegwoorden te gebruiken
zoals ‘en’, ‘of’, ‘als . . ., dan . . .’ en ‘niet’. De klasse van algebra’s
die hoort bij klassieke propositielogica is de klasse van Boolse alge-
bra’s. In 1936 beschreef Marshall Stone een dualiteit tussen de klasse
van Boolse algebra’s en de klasse van zogenaamde Stone ruimten,
speciale meetkundige ruimten die de semantiek van klassieke pro-
positielogica beschrijven. Sindsdien is de dualiteitstheorie verder
ontwikkeld en zijn voor vele klassen van algebra’s, corresponderend
met verschillende (propositie)logica’s, dualiteiten opgezet.
Een andere tak binnen de logica is de predicatenlogica. Een predicaat
is een uitspraak waarin een variabele voorkomt, bijvoorbeeld
x is groter dan 4. (3)
Of het predicaat waar of niet waar is, hangt af van wat je voor
de variabele invult. Zo is het predicaat in (3) waar als je 5 invult
voor x, maar het predicaat is niet waar als je 3 invult voor x. In
de predicatenlogica gebruik je naast voegwoorden (zoals ‘en’) ook
de kwantoren ‘er bestaat’ en ‘voor alle’, hiermee kun je uitspraken
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vormen als ‘er bestaat een getal dat groter is dan 4’ en ‘alle getallen
zijn deelbaar door 2’. De kwantoren kunnen algebra¨ısch worden
beschreven als transformaties tussen Boolse algebra’s. Zoals gezegd
spelen transformaties een belangrijke rol in categoriee¨ntheorie. Voor
het omschrijven van de syntax van predicatenlogica lijken dan ook
categoriee¨n, in plaats van algebra’s, de juiste wiskundige objecten.
Dit inzicht heeft in de jaren zestig geleid tot de oorsprong van de
‘categorische logica’ in het proefschrift van William Lawvere.
Om de krachtige dualiteitstheorie toe te kunnen passen in de studie
van predicatenlogica moet het werk van Stone voor (Boolse) alge-
bra’s gegeneraliseerd worden naar de setting van categoriee¨n. Dit is
het onderwerp van Hoofdstuk 5 van dit proefschrift.5
Hiermee komen we aan het eind van de rondleiding langs de onder-
werpen uit mijn proefschrift. Ik hoop dat je een impressie hebt
gekregen van de wereld waarin wiskundigen zich begeven. Het is
een wereld vol interessante vraagstukken, uitdagingen, frustraties
en vreugdevolle momenten van inzicht. Een wereld waarin ik de
afgelopen jaren met veel plezier heb rondgedwaald.
5In dit hoofdstuk wordt een notie van canonieke extensie gedefinieerd voor
coherente categoriee¨n. Deze categoriee¨n geven semantiek voor het fragment van
eerste orde logica in de voegtekens ∧, ∨, ⊥, > en ∃.
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