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Abstract
In this paper, we propose and analyze SPARQ-SGD, which is an event-triggered and com-
pressed algorithm for decentralized training of large-scale machine learning models. Each
node can locally compute a condition (event) which triggers a communication where quan-
tized and sparsified local model parameters are sent. In SPARQ-SGD each node takes at
least a fixed number (H) of local gradient steps and then checks if the model parameters
have significantly changed compared to its last update; it communicates further compressed
model parameters only when there is a significant change, as specified by a (design) criterion.
We prove that the SPARQ-SGD converges as O( 1nT ) and O(
1√
nT
) in the strongly-convex and
non-convex settings, respectively, demonstrating that such aggressive compression, includ-
ing event-triggered communication, model sparsification and quantization does not affect
the overall convergence rate as compared to uncompressed decentralized training; thereby
theoretically yielding communication efficiency for “free”. We evaluate SPARQ-SGD over
real datasets to demonstrate significant amount of savings in communication over the state-
of-the-art.
1 Introduction
There has been a recent interest in communication efficient decentralized training of large-scale
machine learning models e.g., [LZZ+17,TGZ+18,KSJ19]. In decentralized training, the nodes
do not have a central coordinator, and are not directly connected to all other nodes, but are
connected through a communication graph. This implies that the communication is inherently
more efficient, as the local connection (degree) of such graphs could be a small constant, indepen-
dent of the network size. In this paper, we propose SPARQ-SGD1 to improve communication
efficiency of decentralized training through event-driven exchange of quantized and sparsified
model parameters between the nodes.
Over the past few years, a number of different methods have been developed to achieve
communication efficiency in distributed SGD, where there exists a central coordinator. These
can be broadly divided into 2 categories. In the first category, to reduce communication, work-
ers send compressed updates either with sparsification [Str15,AH17,LHM+18, SCJ18,AHJ+18]
or quantization [AGL+17,WXY+17, SYKM17,KRSJ19] or a combination of both [BDKD19].2
1Acronym stands for SParsified Action Regulated Quantized SGD.
2In sparsification, the vector sparsification is done by selecting either its top k entries (in terms of the absolute
value) or random k entries, where k is less than the dimension of the vector. Quantization consists of discretization
of the vector by rounding off its entries either randomly or deterministically (in the extreme case, this can be
just the sign operator).
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Another class of algorithms that are based on the idea of infrequent communication, workers
do not communicate in each iteration; rather, they send the updates after performing a fixed
number of local gradient steps [BDKD19,Sti18,YYZ19,Cop15]. The idea of compressed commu-
nication, using quantization or sparsification, has been extended to the setting of decentralized
optimization [TGZ+18,KLSJ19,KSJ19].
In this paper, we propose the SPARQ-SGD with event-triggered communication, where a
node initiates a (communication) action regulated by a locally computable triggering condition
(event), thereby further reducing the communication among nodes. In particular, the proposed
triggering condition is such that at least a fixed number of local gradient steps or iterations
(say, H local iterations) are first completed and after that the condition checks if there is a
significant change (beyond a certain threshold) in its local model parameter vector since the last
time communication occurred. Only if the change in model parameter exceeds the prescribed
threshold, does a node trigger compressed communication. As far as we know, such an idea
of event-triggered and compressed communication has not been proposed and analyzed in the
context of decentralized (stochastic) training of large-scale machine learning models.
As mentioned earlier, in addition to event-triggered communication, we also incorporate
compression of the model parameters, when a node communicates; i.e., when a node communi-
cates its model parameters, it sends a quantized and sparsified version of the model parameters.
We therefore combine the recent ideas applied to communication efficient training (quantization
and sparsification) with our event-triggered communication to propose SPARQ-SGD3; see Algo-
rithm 1. We analyze the performance of our algorithm for both convex and (smooth) non-convex
objective functions, in terms of its convergence rate as a function of the number of iterations
T (and also the number of communication rounds) and the amount of communication bits ex-
changed to learn a model to a certain accuracy. We prove that the SPARQ-SGD converges as
O( 1nT ) and O(
1√
nT
) in the strongly-convex and non-convex settings, respectively, demonstrating
that such aggressive compression, including event-triggered communication does not affect the
overall convergence rate as compared to a uncompressed decentralized training [LZZ+17]. More-
over, we show that SPARQ-SGD yields significant amount of saving in communication over the
state-of-the-art; see Section 5 for more details.
Related work. In decentralized setting, [TGZ+18,RMHP18], propose unbiased stochastic com-
pression for gradient exchange. [ALBR18,TT17] analyze Stochastic Gradient Push algorithm for
non-convex objectives which approximates distributed averaging instead of compressing the gra-
dients. Our work most closely relates to [KSJ19] which proposed CHOCO-SGD, which uses com-
pressed (sparsified or quantized) updates; the distinction is that we propose an event-triggered
communication where sparsified and quantized model parameters are transmitted only when cer-
tain conditions are met, further reducing communication. The idea of event-triggered communi-
cation has been explored previously in the control community [HJT12, DFJ12, SDJ13, Gir15],
[LNTL17] and in optimization literature [KCM15, CR16, DYG+18]. These papers focus on
continuous-time, deterministic optimization algorithms for convex problems; in contrast, we
propose event-driven stochastic gradient descent algorithms for both convex and non-convex
problems. [CGSY18] propose an adaptive scheme to skip gradient computations in a distributed
setting for deterministic gradients; moreover, their focus is on saving communication rounds,
and do not have any compressed communication. As far as we know, our idea of event-triggered
and compressed communication has not been studied for decentralized stochastic optimization.
Contributions. We study optimization in a decentralized setup, where n different workers,
each having a different dataset Di (the dataset Di has an associated objective function fi : Rd →
3The idea of combining compression and fixed number of local iterations has been carried out in a distributed
setting (the master-worker architecture) in [BDKD19]. In this work, in addition to extending this combination
to the decentralized setting, we also propose and analyze event-triggered communication.
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R), are linked through a connected graph G = ([n], E), where [n] := {1, 2, . . . , n}. Vertex i in G
is associated with the ith worker who can only communicate with its neighbours Ni = {j ∈ [n] :
{i, j} ∈ E}. We consider the empirical risk minimization of the loss function:
f(x) =
1
n
n∑
i=1
fi(x), (1)
where fi(x) = Eξi∼Di [Fi(x, ξi)], where ξi ∼ Di denotes a random data sample from Di and
Fi(x, ξi) denotes the risk associated with the data sample ξi w.r.t. x at the ith worker node.
We solve the decentralized optimization in (1) using SPARQ-SGD. Our theoretical results are
the convergence analyses for both strongly convex and non-convex objectives in the synchronous
setting; see Theorem 1 and 2, respectively. In the strongly-convex setting, we show a convergence
rate of O ( 1nT )+O ( c0δ2T (1+))+O ( H2δ4ω2T 2)+O ( H3ω3δ6T 3) for some  ∈ (0, 1), the factors (c0 for
triggering threshold, H for number of local iterations, and ω for compression) for communication
efficiency, and δ, the spectral-gap of the connectivity matrixW , appear in the higher order terms.
Thus, for large enough T , they do not affect the dominating term O ( 1nT ), which, in fact, is the
convergence rate of centralized vanilla SGD with mini-batch size of n. Similar observation is also
made in the non-convex setting, where we get a convergence rate ofO( 1√
nT
); see Corollary 1 and 2
and the following remarks for more details. Hence, for both the objectives, we get essentially
the same convergence rate as that of vanilla SGD, even after applying SPARQ-SGD to gain
communication efficiency; and hence, we get communication efficiency essentially “for free”. Our
experimental results in Section 5 demonstrates that SPARQ-SGD communicates 10-15× less
number of bits compared to CHOCO-SGD ( [KSJ19,KLSJ19]) and about 1000× less number
of bits than (full-precision) vanilla decentralized SGD ( [LZZ+17]) to get the same performance
both for a convex objective simulated on the MNIST dataset as well as for a non-convex objective
simulated on the CIFAR-10 [KNH] dataset.
Paper organization. We describe SPARQ-SGD, our proposed algorithm, in Section 2. In
Section 3, we state our main results for strongly-convex and non-convex objectives, and give
proof outlines of these theorems in Section 4. We validate our theoretical findings with numerical
experiments in Section 5.
2 Our Algorithm: SPARQ-SGD
In this section, we describe SPARQ-SGD, our decentralized SGD algorithm with compression
and event-triggered communication. First we need to define its main ingredients.
Definition 1 (Compression, [SCJ18]). A (possibly randomized) function C : Rd → Rd is called
a compression operator, if there exists a positive constant ω < 1, such that the following holds
for every x ∈ Rd:
EC [‖x− C(x)‖22] ≤ (1− ω)‖x‖22, (2)
where expectation is taken over the randomness of C. We assume C(0) = 0.
It is known that some important sparsifiers as well as quantizers are examples of compression
operators: (i) Topk and Randk sparsifiers (in which we select k entries; see Footnote 2) with ω =
k/d [SCJ18], (ii) Stochastic quantizerQs from [AGL+17]4 with ω = (1−βd,s) for βd,s < 1, and (iii)
4Qs : Rd → Rd is a stochastic quantizer, if for every x ∈ Rd, we have (i) E[Qs(x)] = x and (ii) E[‖x−Qs(x)‖22] ≤
βd,s‖x‖22. Qs from [AGL+17] satisfies this definition with βd,s = min
{
d
s2
,
√
d
s
}
.
3
Deterministic quantizer ‖x‖1d Sign(x) from [KRSJ19] with ω =
‖x‖21
d‖x‖22
. It was shown in [BDKD19]
that if we compose these sparsifiers and quantizers, the resulting operator also gives compression
and outperforms their individual components. For example, for any Compk ∈ {Topk, Randk},
the following are compression operators: (iv) 1(1+βk,s)Qs(Compk) with ω =
(
1− kd(1+βk,s)
)
for
any βk,s ≥ 0, and (v) ‖Compk(x)‖1SignCompk(x)k with ω = max
{
1
d ,
k
d
( ‖Compk(x)‖21
d‖Compk(x)‖22
)}
.
Event-triggered communication. As mentioned in Section 1, our proposed event-triggered
communication consists of two phases: in the first phase, nodes perform a fixed number H of
local iterations, and in the second phase, they check for the communication-triggering condition
(event), if satisfied, then they send the (compressed) updates. Let IT ⊆ [T ] denote a set of
indices at which workers check for the triggering condition. Since we are in the synchronous
setting, we assume that IT is same for all workers. Let IT = {I(1), I(2), . . . , I(k)}. The gap of
IT is defined as gap(IT ) := maxi∈[k−1]{(I(i+1) − I(i))}, [Sti18], which is equal to the maximum
number of local iterations a worker performs before checking for the triggering condition. Note
that gap(IT ) = 1 is equivalent to the case when workers check for the communication triggering
criterion in every iteration.
Algorithm 1 SPARQ-SGD: SParsified Action Regulated Quantized SGD
1: Initial values x(0)i ∈ Rd on each node i ∈ [n], consensus stepsize γ, SGD stepsizes {ηt}t≥0, threshold
sequence {ct}t≥0 communication graph G = ([n], E) and mixing matrix W , set of synchronization
indices IT , initialize xˆ(0)i := 0 for all i
2: for t = 0 to T − 1 in parallel for all workers i ∈ [n] do
3: Sample ξ(t)i and compute stochastic gradient g
(t)
i := ∇Fi(x(t)i , ξ(t)i )
4: x
(t+ 12 )
i := x
(t)
i − ηtg(t)i
5: if (t+ 1) ∈ IT then
6: for neighbors j ∈ Ni ∪ i do
7: if ‖x(t+ 12 )i − xˆ(t)i ‖22 > ctη2t then
8: Compute q(t)i := Q(x
(t+ 12 )
i − xˆ(t)i )
9: Send q(t)i and receive q
(t)
j
10: else
11: Send 0 and receive q(t)j
12: end if
13: xˆ(t+1)j := q
(t)
j + xˆ
(t)
j
14: end for
15: x(t+1)i = x
(t+ 12 )
i + γ
∑
j∈Ni
wij(xˆ
(t+1)
j − xˆ(t+1)i )
16: else
17: xˆ(t+1)i = xˆ
(t)
i , x
(t+1)
i = x
(t+ 12 )
i for all i ∈ [n]
18: end if
19: end for
Our algorithm, SPARQ-SGD, for optimizing (1) in a decentralized setting is presented in
Algorithm 1. For designing this, in addition to combining sparsification and quantization, we
carefully incorporate local iterations and event-triggered communication into the CHOCO-SGD
algorithm from [KSJ19], which uses only sparsified or quantized updates. This poses several
technical challenges in proving the convergence; see the proofs of Theorem 1, 2, and in particular,
the proof of Lemma 1.
In SPARQ-SGD, each node i ∈ [n] maintains a local parameter vector x(t)i , and their goal
is to achieve consensus among themselves on the value of x that minimizes (1), while allowing
only for compressed and infrequent communication. Node i updates x(t)i in each iteration t by
4
a stochastic gradient step (line 4). An estimate xˆ(t)i of x
(t)
i is also maintained at each neighbor
j ∈ Ni and at i itself. Thus, each node maintains an estimate of all its neighbors’ local parameter
vectors and of itself. In our algorithm, IT is the set of indices for which the workers check for
the triggering condition and take a consensus step. We also allow the triggering threshold (ct) to
vary with t with the requirement that ct ∼ o(t). At time-step t, if (t+ 1) ∈ IT , the nodes check
for the triggering condition (line 7), if satisfied, then each node i ∈ [n] sends to all its neighbors
the compressed difference between its local parameter vector and its estimate that its neighbors
have (line 8); and based on the messages received from its neighbors, the ith node updates xˆ(t)j
– the estimate of the jth node’s local parameter vector (line 13), and then every node performs
the consensus step (line 15).
In SPARQ-SGD, observe that every worker node initializes its estimate xˆ(0)i of the ith node’s
local parameter vector x(0)i to be xˆ
(0)
i := 0, whereas, in principle, it should have been equal to
x
(0)
i . To ensure this, in the first round of our algorithm, every worker sends its (compressed)
local parameter vector to all its neighbours.
3 Main Results
Our main results are under the following assumptions:
Assumptions. (i) L-Smoothness: Each local function fi for i ∈ [n] is L-smooth, i.e, ∀x,y ∈
Rd, we have fi(y) ≤ fi(x) + 〈∇fi(x),y − x〉 + L2 ‖y − x‖2. (ii) Bounded variance: For
every i ∈ [n], we have Eξi‖∇Fi(x, ξi) − ∇fi(x)‖2 ≤ σ2, for some finite σ, where ∇Fi(x, ξi) is
the unbiased gradient at worker i such that Eξi [∇Fi(x, ξi)] = ∇fi(x). We define the average
variance across all workers as σ¯2 := 1n
∑n
i=1 σ
2
i . (iii) Bounded second moment: For every
i ∈ [n], we have Eξi‖∇Fi(x, ξi)‖2 ≤ G2, for some finite G.
Before stating the main results, we need some notations about the underlying communica-
tion graph G first. Let W ∈ Rn×n denote the weighted connectivity matrix of G, with wij
for every i, j ∈ [n] being its (i, j)th entry, which denotes the weight on the link between
worker i and j. W is assumed to be symmetric and doubly stochastic, which implies that
all its eigenvalues λi(W ), i = 1, 2, . . . , n, lie in [−1, 1]. Without loss of generality, assume that
|λ1(W )| > |λ2(W )| ≥ . . . ≥ |λn(W )|. Since W is doubly stochastic, we have λ1(W ) = 1,
and since G is connected, we have λ2(W ) < λ1(W ). Let the spectral gap of W be defined as
δ := 1−|λ2(W )|. Since |λ2(W )| ∈ [0, 1) we have that δ ∈ (0, 1]. It is known that simple matrices
W with δ > 0 exist for every connected graph, [KSJ19].
Now we state the main results of this paper both for strongly-convex and non-convex ob-
jectives. As mentioned in Section 1, even after applying the techniques of compression and
infrequent communication, we prove a convergence rate, matching with that of vanilla SGD in
both strongly-convex and non-convex settings.
Theorem 1 (Smooth and strongly-convex objective with decaying learning rate). Suppose fi,
for all i ∈ [n] be L-smooth and µ-strongly convex. Let C be a compression operator with parameter
equal to ω ∈ (0, 1]. Let gap(IT ) ≤ H. If we run SPARQ-SGD with consensus step-size γ =
2δω
64δ+δ2+16β2+8δβ2−16δω , (where β = maxi{1 − λi(W )}), an increasing threshold function ct ≤
c0t
(1−) for all t where constant c0 ≥ 0 and  ∈ (0, 1) and decaying learning rate ηt = 8µ(a+t) ,
where a ≥ max{5Hp , 32Lµ } for p = γδ8 , and let the algorithm generate {x
(t)
i }T−1t=0 for i ∈ [n], then
5
the following holds:
Ef(x(T )avg)− f∗ ≤
µa3
8ST
‖x(0) − x∗‖2 + 4T (T + 2a)
µST
σ¯2
n
+
512T
µ2ST
(2L+ µ)
(
160
p2
)
G2H2
+
6400c0ωT
(2−)
µ2(2− )ST
(
2L+ µ
p
)
where x¯(T )avg = 1ST
∑T−1
t=0 wtx¯
(t), where x¯(t) = 1n
∑n
i=1 x
(t)
i , weights wt = (a + t)
2, and ST =∑T−1
t=0 wt ≥ 13T 3.
We provide a proof of Theorem 1 in Appendix B.2. The analysis provided also works for
any ct ∼ o(t), however we provide it for ct ≤ c0t(−1) to highlight the main idea. Observe that
the consensus step-size γ does not appear explicitly in the above rate expression, but it does
affect the convergence indirectly through p = γδ/8. Note that δ ∈ (0, 1], β ≤ 2, and ω ≥ 0.
Substituting these in the expression of γ and p gives γ ≥ 2δω161 and p ≥ δ
2ω
644 ; see also the proof
of Lemma 1. Now we simplify the above expression to gain further insights as to how our
techniques for reducing communication is affecting the convergence rate.
Corollary 1. Using E
∥∥x(0) − x∗∥∥2
2
≤ 4G2
µ2
(from [RSS11, Lemma 2]) and p ≥ δ2ω644 , and hiding
constants (including L) in the O notation, we can simplify the rate expression in Theorem 1 to
the following:
E[f(x¯(T )avg)]− f∗ ≤ O
(
σ¯2
µnT
)
+O
(
c0
µ2δ2T (1+)
)
+O
(
G2H2
µ2δ4ω2T 2
)
+O
(
G2H3
µω3δ6T 3
)
Remark 1. Observe that the dominating term O
(
σ¯2
µnT
)
is not affected by the compression factor
ω, the number of local iterations H, the factor c0 in the triggering condition, and the topology of
the underlying communication graph (which is controlled by the spectral gap δ) – they all appear
in the higher order terms. In order to ensure that they do not affect the dominating term while
converging at a rate of O
(
σ¯2
µnT
)
, we would require T ≥ T0 := C ×max
{(
nc0
µδ2σ¯2
) 1

,
(
nH2G2
µσ¯2δ4ω2
)}
for sufficiently large constant C. This implies that for large enough T , we get benefits of all these
techniques in saving communication bits, without affecting the convergence rate significantly.
Now we analyze the effect of ω,H, c0, δ on the threshold T0: (i) if we compress the communi-
cation more, i.e., smaller ω, then T0 increases, as expected; (ii) if we take more number of local
iterations H, T0 would again increase, as expected, because increasing H means communicating
less frequently; (iii) if we increase c0, which means that the triggering threshold has become big-
ger, we expect less frequent communication, thus T0 increases, as expected; (iv) if the spectral
gap δ ∈ (0, 1] is closer to 1, which implies that the graph is well-connected, then the threshold
T0 decreases, which is also expected, as good connectivity means faster spreading of information,
resulting in faster consensus.5
Remark 2. Observe that after a large enough T ≥ T0, we get the same rate as that of distributed
vanilla SGD and also a distributed gain of n with the number of nodes. Thus, we essentially
converge at the same rate as that of vanilla SGD, while significantly saving in terms of commu-
nication bits among all the workers; this can be seen in our numerical results in Section 5.
Now we state our convergence result for the non-convex objective.
5If we are to design the underlying communication graph, one possible choice is to consider the expander
graphs, [CSWY16], that will simultaneously give low communication and faster convergence, as they have constant
degree and large spectral gap, [HLW06].
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Theorem 2 (Smooth and non-convex objective with fixed learning rate). Suppose fi, for all
i ∈ [n] be L-smooth. Let C be a compression operator with parameter equal to ω ∈ (0, 1].
Let gap(IT ) ≤ H. If we run SPARQ-SGD for T ≥ 64nL2 iterations with fixed learning rate
η =
√
n
T , an increasing threshold function ct such that ct <
1
η for all t and consensus step-
size γ = 2δω
64δ+δ2+16β2+8δβ2−16δω , (where β = maxi{1 − λi(W )}), and let the algorithm generate
{x(t)i }T−1t=0 for i ∈ [n], then the averaged iterates x¯(t) := 1n
∑n
i=0 x
(t)
i satisfy:∑T−1
t=0 E‖∇f(x¯(t))‖22
T
≤ 4
(
f(x¯0)− f∗ + Lσ¯2
)
√
nT
+
64G2H2L2n
Tp2
(
1 +
2p
ω
)
+
20L2ω
√
n(1+)
p
√
T (1+)
+
256G2H2L3n3/2
T 3/2p2
(
1 +
2p
ω
)
+
80L3ω
√
n(2+)
p
√
T (2+)
Here p = γδ8 and we assume ct ≤ 1η(1−) for all t where  ∈ (0, 1).
We prove Theorem 2 in Appendix B.4. As mentioned after Theorem 1, though the consensus
step-size γ does not appear in the rate expression, it does affect the convergence through the
parameter p. As argued after Theorem 1, we can show similarly show that p ≥ δ2ω644 . Now we
simplify the above expression in the following corollary.
Corollary 2. Let f(x¯(0))− f∗ ≤ J2, where J2 <∞ is a constant. Using p ≥ δ2ω644 , substituting
the value of A, and hiding constants (including L) in the O notation, we can simplify the rate
expression in Theorem 2 to the following:∑T−1
t=0 E‖∇f(x¯(t))‖22
T
≤ O
(
J2 + σ¯2√
nT
)
+O
((
n
T
+
n1.5
T 1.5
)[
(1 + δ2)G2H2
ω2δ4
])
+O
((n
T
) 1+
2
(
1 +
√
n
T
)[
1
δ2
])
Remark 3. Observe that ω,H, δ do not affect the dominating term O
(
J2+σ¯2√
nT
)
. Since The-
orem 2 provides non-asymptotic guarantee, we need to decide the horizon T before running
the algorithm; so, to ensure that the dominating term does not get affected by these differ-
ent factors, while converging at a rate of O
(
J2+σ¯2√
nT
)
, we would be required to fix T ≥ T1 :=
C1 × max
{(
n(2+)
(J2+σ¯2)2δ4
)1/
, n
3G4H4
(J2+σ¯2)2ω4δ4
}
for sufficiently large constant C1. This implies that
for large enough T , we get the benefits of all these techniques in saving on the communication bits,
essentially for “free”, without affecting the convergence rate by too much. The rest of Remark 1
and Remark 2 are also applicable here.
Note that the result of Theorem 2 is for fixed learning rate and gives non-asymptotic con-
vergence; the corresponding result with decaying learning rate, which gives an asymptotic con-
vergence rate of O
(
1
log T
)
is provided in Appendix B.5.
4 Proof Outlines
In this section, we give proof outlines of Theorem 1 and 2. Our proof outlines have been adapted
from [KLSJ19,KSJ19], with significant changes in the proof details arising due to event-triggered
communication. We provide complete proofs of both these theorems in Appendix B.2 and B.4,
respectively.
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4.1 Proof Outline of Theorem 1
Consider the collection of iterates {x(t)i }T−1t=0 , i ∈ [n] generated by Algorithm 1 at time t. For
any time t ≥ 0, we have from line 15 of Algorithm 1 that
x
(t+1)
i = x
(t+ 1
2
)
i + 1(t+1)∈IT γ
n∑
j=1
wij(xˆ
(t+1)
j − xˆ(t+1)i ),
where x(t+
1
2
)
i = x
(t)
i − ηt∇Fi(x(t)i , ξ(t)i ) (line 4). Note that we changed the summation from
j ∈ Ni to j = 1 to n; this is because wij = 0 whenever j /∈ Ni.
Let x¯(t) = 1n
∑n
i=1 x
(t)
i denote the average of the local iterates at time t. Now we argue that
x¯(t+1) = x¯(t+
1
2
). This trivially holds when (t + 1) /∈ IT . For the other case, i.e., (t + 1) ∈ IT ,
this follows because
∑n
i=1
∑n
j=1wij(xˆ
(t+1)
j − xˆ(t+1)i ) = 0, which uses the fact that W is a doubly
stochastic matrix. Thus, we have
x¯(t+1) = x¯(t) − ηt
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j ). (3)
Subtracting x∗ (the minimizer of (1)) from both sides gives
x¯(t+1) − x∗ = x¯(t) − ηt
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )− x∗ (4)
Using ηt ≤ 14L (which follows from substituting a ≥ 32Lµ in ηt = 8µ(a+t)), together with some
algebraic manipulations provided in Appendix B.2, we have the following sequence relation for
{x¯(t)}:
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− ηtet + ηt
(
2L+ µ
n
) n∑
j=1
E‖x¯(t) − x(t)j ‖2
(5)
where et := Ef(x¯(t))− f∗ and expectation is taken w.r.t. the entire process. We need to bound
the last term of (5). For this, let I(t0) denote the last synchronization index in IT before time t.
This, together with the assumption that gap(IT ) ≤ H, implies t− I(t0) ≤ H. Using this and the
bounded gradient assumption, we can easily bound the last term in the RHS of (5) (calculations
are done in the appendix in a more general matrix form):
n∑
j=1
E
∥∥∥x¯(t) − x(t)j ∥∥∥2 ≤ 2E n∑
j=1
∥∥∥x¯I(t0) − xI(t0)j ∥∥∥2 + 2nη2I(t0)H2G2 (6)
In the following lemma, we show that the local iterates x(t)j , j ∈ [n] asymptotically approach to
the average iterate x¯(t), thereby proving the contraction of the first term on the RHS of (6).
Lemma 1 (Contracting deviation of local iterates and the averaged iterates). Under the as-
sumptions of Theorem 1, for any I(t) such that I(t) ∈ IT , we have
n∑
j=1
E
∥∥∥x¯I(t) − xI(t)j ∥∥∥2 ≤ 20AI(t)η2I(t)p2 ,
where AI(t) = 2nG
2H2 + p2
(
8nG2H2
ω +
5ωncI(t)
4
)
with cI(t) denoting the threshold function evalu-
ated at timestep I(t).
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We give a proof sketch of the above lemma at the end of this proof; see Appendix B.1 for a
complete proof.
Note that ηI(t0) ≤ 2ηt, which follows from the following set of inequalities:
ηI(t0)
ηt
= a+ta+I(t0)
≤
a+I(t0)+H
a+I(t0)
(a)
≤ 2(a+I(t0))a+I(t0) = 2, where (a) follows from our assumption that a ≥ H. Now, substi-
tuting the bound from Lemma 1 in (6) and using ηI(t0) ≤ 2ηt gives
∑n
j=1 E
∥∥∥x¯(t) − x(t)j ∥∥∥2 ≤
4η2t
(
40At
p2
+ 2nH2G2
)
. Putting this back in (5) yields
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− ηtet + 4η3t
(
2L+ µ
n
)(
40At
p2
+ 2nH2G2
)
Substituting the value of At = 2nG2H2 + p2
(
8nG2H2
ω +
5ωnct
4
)
and defining at = E‖x¯(t) − x∗‖2,
Q = σ¯
2
n , R = 8 (2L+ µ)
(
40
p2
+ 80pω + 1
)
G2H2, U = 100
(
2L+µ
p
)
ω and Ut = Uct, we get the
recursion:
at+1 ≤
(
1− µηt
2
)
at − ηtet + η2tQ+ η3tR+ η3tUt
Employing a modified version of [SCJ18, Lemma 3.3], which is provided in the appendix, gives
1
ST
T−1∑
t=0
wtet ≤ µa
3
8ST
a0 +
4T (T + 2a)
µST
Q+
64T
µ2ST
R+
64c0T
(2−)
µ2(2− )ST U,
where we’ve used that ct ≤ c0t(1−) for c0 ≥ 0 and some  ∈ (0, 1), wt = (a + t)2 and ST =∑T−1
t=0 wt ≥ T
3
3 . Using convexity of the global objective f in the above inequality gives
Ef(x¯(T )avg)− f∗ ≤
µa3
8ST
a0 +
4T (T + 2a)
µST
Q+
64T
µ2ST
R+
64c0T
(2−)
µ2(2− )ST U,
where x¯(T )avg = 1ST
∑T−1
t=0 wtx¯
(t). Substituting the values of a0, Q,R, U in the above inequality
gives the result of Theorem 1.
Now we give a proof sketch of Lemma 1, which states that e(1)I(t) :=
∑n
j=1 E
∥∥∥x¯I(t) − xI(t)j ∥∥∥2
– the difference between local and the average iterates at the synchronization indices – decays
asymptotically to zero for decaying learning rate ηt. We show this by setting up a contracting
recursion for e(1)I(t) . First we prove that
e
(1)
I(t+1)
≤ (1− α1)e(1)I(t) + (1− α1)e
(2)
I(t)
+ c1η
2
I(t)
, (7)
where e(2)I(t) :=
∑n
j=1 E
∥∥∥xˆI(t+1) − xI(t)j ∥∥∥2, α1 ∈ (0, 1), and c1 is a constant that depends on
n, δ,H,G. Note that (7) gives a contracting recursion in e(1)I(t) , but it also gives the other term
e
(2)
I(t)
, which we have to bound. It turns out that we can prove a similar inequality for e(2)I(t) as
well:
e
(2)
I(t+1)
≤ (1− α2)e(1)I(t) + (1− α2)e
(2)
I(t)
+ c2(t)η
2
I(t)
, (8)
where α2 ∈ (0, 1); furthermore, we can choose α1, α2 such that α1 + α2 > 1. In (8), c2(t), in
addition to n, δ,H,G, also depends on the compression factor ω and ct which is the triggering
threshold at timestep t.
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Remark 4. Note that [KSJ19] also proved analogous inequalities (7) and (8) with constants
c1 = c2 = 0. Here c1, c2(t) are non-zero (with c2(t) possibly varying with t) and arise due to
the use of local iterations and event-triggered communication, which make the proof of these
inequalities (in particular, the inequality (8)) significantly more involved than the corresponding
inequalities in [KSJ19].
Define eI(t) := e
(1)
I(t)
+ e
(2)
I(t)
. Adding (7) and (8) gives the following recursion with α ∈ (0, 1):
eI(t+1) ≤ (1− α)eI(t) + c3(t)η2I(t) . (9)
From (9), we can show that eI(t) ≤ c(t)η2I(t) for some c(t) that depends on n, δ,H,G, ω, ct.
Lemma 1 follows from this because
∑n
j=1 E
∥∥∥x¯I(t) − xI(t)j ∥∥∥2 = e(1)I(t) ≤ eI(t) . See Appendix B.1 for
a complete proof of Lemma 1.
4.2 Proof Outline of Theorem 2
Note that (3) holds irrespective to the learning rate schedule. So, by substituting ηt with η in
(3), we get
x¯(t+1) = x¯(t) − η
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j ).
With some algebraic manipulations given in Appendix B.4, we have the following sequence
relation for {f(x¯(t))}:
E[f(x¯(t+1))] ≤ Ef(x¯(t))− η
4
E‖∇f(x¯(t))‖22 +
Lη2σ¯2
n
+
[
ηL2
2n
+
2L3η2
n
] n∑
j=1
E‖x¯(t) − x(t)j ‖2 (10)
where expectation is taken over the entire process. Let I(t0) be the last synchronization index
in IT before time t. Note that t− I(t0) ≤ H. Similar to (6), we can also bound the last term on
the RHS of (10) as (by replacing ηIt(0) in (6) by η)
n∑
j=1
E‖x¯(t) − x(t)j ‖2 ≤ 2E
n∑
j=1
‖x¯I(t0) − xI(t0)j ‖2 + 2nη2H2G2 (11)
We can use the following lemma to bound the first term in the RHS of (11). This lemma is
analogous to Lemma 1 in the fixed learning rate. Observe that if we simply replace ηI(t0) with
η in the bound of Lemma 1, we would get a slightly weaker bound than what we obtain in the
following lemma, which we prove in Appendix B.3
Lemma 2 (Bounded deviation of local iterates and the averaged iterates). Under the assump-
tions of Theorem 2, for any I(t) such that I(t) ∈ IT , we have
n∑
j=1
E‖x¯I(t) − xI(t)j ‖2 ≤
4Aη2
p2
,
where A = 2nG2H2 + p2
(
8nG2H2
ω +
5ωn
4η(1−)
)
.
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Using the bound from Lemma 2 in (11) gives
∑n
j=1 E
∥∥∥x¯(t) − x(t)j ∥∥∥2 ≤ C := 8Ap2 η2+2nη2H2G2.
Note that for the case of fixed learning rate η, we have to fix the time horizon (the number of
iterations) T before the algorithm begins. By setting η =
√
n
T and T ≥ 64nL2, we get η ≤ 18L .
Now, substituting the bound on
∑n
j=1 E
∥∥∥x¯(t) − x(t)j ∥∥∥2 and η ≤ 18L in (10), rearranging terms,
and then summing from t = 0 to T − 1 gives:
T−1∑
t=0
ηE‖∇f(x¯(t))‖22 ≤ 4
(
f(x¯(0))− Ef(x¯(t))
)
+
2L2C
n
T−1∑
t=0
η3 +
8L3C
n
T−1∑
t=0
η4 +
4Lσ¯2
n
T−1∑
t=0
η2
Dividing both sides by ηT , setting η =
√
n
T and substituting the value of A proves Theorem 2.
5 Experiments
In this section, we compare SPARQ-SGD with CHOCO-SGD ( [KSJ19,KLSJ19]), which only
employs compression (sparsification or quantization) and is state-of-the-art in communication
efficient decentralized training.
(a) (b)
(c) (d)
Figure 1 Figure 1a and 1b are for convex objective and we plot test error vs number of communication rounds
and test error vs total number of bits communicated, respectively, for different algorithms. Figure 1c and 1d
are for non-convex objective where we plot training loss vs epcohs and Top-1 accuracy vs total number of bits
communicated, respectively.
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5.1 Convex objectives
We run SPARQ-SGD on MNIST dataset and use multi-class cross-entropy loss to model the local
objectives fi, i ∈ [n]. We consider n = 60 nodes connected in a ring topology, each processing a
mini-batch size of 5 per iteration and having hetergenous distribution of data across classes.
The learning rate is ηt = b/(t+a), where the hyper-parameter b is tuned via grid search. We
take a = 5H/p, as in Theorem 1, where p = δγ/8 and H denotes the synchronization period.
Specifically, we work with ηt = 1/(t+ 100) and H = 5. For compression, we use the composed
operator SignTopK ( [BDKD19]) with k = 10 (out of 7840 length vector for MNIST dataset)
For our experiments, we initially set the triggering constant equal to 5000 in SPARQ-SGD (line
7) and keep it unchanged until a certain number of iterations and then increase it periodically
under assumptions of Theorem 1; this is to prevent all the workers satisfying the triggering
criterion c0η2t in later iterations, as ηt eventually becomes very small.
• Results. We use SignTopK compression in SPARQ-SGD and compare its performance
against CHOCO-SGD. In Figure 1a, we observe SPARQ-SGD can reach a target test error in
fewer comunication rounds while converging at a rate similar to that of vanilla SGD. The ad-
vantage to SPARQ-SGD comes from the significant savings in the number of bits communicated
to achieve a desired test error, as seen in Figure 1b: to achieve a test error of around 0.12,
SPARQ-SGD gets 250× savings as compared to CHOCO-SGD with Sign quantizer, around 10-
15× savings than CHOCO-SGD with TopK sparsifier, and around 1000× savings than vanilla
decentralized SGD. We also implement the composed operator SignTopK in the CHOCO-SGD
framework for comparison, though it was not done in that paper.
5.2 Non-convex objectives
We match the setting in CHOCO-SGD and perform our experiments on the CIFAR-10 ( [KNH])
dataset and train a Resnet-20 [WWW+16] model with n = 8 nodes connected in a ring topology.
We use a learning rate schedule consisting of a warmup period of 5 epochs followed by a piecewise
decay of 10 at epoch 100 and 150 and stop training at epoch 200. The SGD algorithm is
implemented with momentum with a factor of 0.9 and mini-batch size of 128. SPARQ-SGD
consists of H = 5 local iterations followed by checking for a triggering condition, and then
communicating with the composed SignTopK operator, where we take top 1% elements of each
tensor and only transmit the sign and norm of the result. The triggering threshold follows a
schedule piecewise constant: initialized to 2.0 and increases by 1.0 after every 5 epochs till 40
epochs are complete. The increment still ensures that the condition ct < 1/η of Theorem 2
is satisfied. We compare the performance of SPARQ-SGD against CHOCO-SGD with Sign,
TopK compression (taking top 1% of elements of the tensor) and decentralized vanilla SGD
[LZZ+17]. We also provide a plot for using the composed SignTopK operator in the CHOCO-
SGD framework for comparison.
• Results. We plot global loss function evaluated at average parameter across nodes in
Figure 1c, where we observe SPARQ-SGD converging at a similar rate to CHOCO-SGD and
vanilla decentralized SGD. Figure 1d shows the performance for a given bit-budget, where we
show the Top-1 accuracy 6 as a function of the total bits communicated. For Top-1 accuracy
of around 92%, SPARQ-SGD requires about 300× less bits than CHOCO-SGD with Sign or
TopK compression, and around 60000× less bits than vanilla decentralized SGD to achieve the
same Top-1 accuracy.
6Here, Top-1 accuracy corresponds to the percentage of test examples for which the correct label is equal to
the label considered most probable by the model.
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6 Conclusion
We propose SPARQ-SGD, a communication efficient algorithm for decentralized learning. This
efficiency stems from employing compression to exchanged updates and initiating communication
only when a locally computable triggering condition at a node is satisfied, specifically, we define
this triggering condition to be completion of some fixed number (same for each node) of local
gradient steps followed by observing a significant change in the model parameters since last
time communication occurred. We develop our convergence analysis for strongly convex and
non-convex objectives, and show that the proposed algorithm achieves the same rate as vanilla
decentralized SGD in each of these settings.
We also incorporate momentum in our numerical results, whose analysis is a topic for future
research (working on ideas from [YJY19]). Another potential technical extension to this work
would be to relax the bounded gradient assumption in the analysis.
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A Some Helpful Facts
A.1 Vector and Matrix inequalities
Fact 1. Let M ∈ Rp×q be a matrix with entries [mij ], i ∈ [p], j ∈ [q]. The Frobenius norm of
M is given by :
‖M‖F =
√√√√ p∑
i=1
q∑
j=1
|mij |2
Consider any two matrices A ∈ Rd×n, B ∈ Rn×n. Then the following holds:
‖AB‖F ≤ ‖A‖F ‖B‖2 (12)
Fact 2. For any set of n vectors {a1, . . . ,an} where ai ∈ Rd, we have:∥∥∥∥∥
n∑
i=1
ai
∥∥∥∥∥
2
≤ n
n∑
i=1
‖ai‖2 (13)
Fact 3. For any two vectors a,b ∈ Rd, for all γ > 0, we have:
2 〈a,b〉 ≤ γ ‖a‖2 + γ−1 ‖b‖2 (14)
Fact 4. For any two vectors a,b ∈ Rd, for all α > 0, we have:
‖a+ b‖2 ≤ (1 + α) ‖a‖2 + (1 + α−1) ‖b‖2 (15)
Similar inequality holds for matrices in Frobenius norm, i.e., for any two matrices A,B ∈ Rp×q
and for any α > 0 , we have
‖A+B‖2F ≤ (1 + α) ‖A‖2F + (1 + α−1) ‖B‖2F
A.2 Properties of functions
Definition 2 (Smoothness). A differentiable function f : Rd → R is L-smooth with parameter
L ≥ 0 if
f(y) ≤ f(x) + 〈∇f(x),y − x〉+ L
2
‖y − x‖2, ∀x,y ∈ Rd (16)
Definition 3 (Strong convexity). A differentiable function f : Rd → R is µ-strongly convex with
parameter µ ≥ 0 if
f(y) ≥ f(x) + 〈∇f(x),y − x〉+ µ
2
‖y − x‖2, ∀x,y ∈ Rd (17)
Lemma 3. Let f be an L-smooth function with global minimizer x∗. We have
‖∇f(x)‖2 ≤ 2L(f(x)− f(x∗)). (18)
Proof. By definition of L-smoothness, we have
f(y) ≤ f(x) + 〈∇f(x),y − x〉+ L
2
‖y − x‖2.
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Taking infimum over y yields:
inf
y
f(y) ≤ inf
y
(
f(x) + 〈∇f(x),y − x〉+ L
2
‖y − x‖2
)
(a)
= inf
v:‖v‖=1
inf
t
(
f(x) + t〈∇f(x),v〉+ Lt
2
2
)
(b)
= inf
v:‖v‖=1
(
f(x)− 1
2L
〈∇f(x),v〉2
)
(c)
=
(
f(x)− 1
2L
‖∇f(x)‖2
)
The value of t that minimizes the RHS of (a) is t = − 1L〈∇f(x),v〉, this implies (b); (c) follows
from the Cauchy-Schwartz inequality: 〈u,v〉 ≤ ‖u‖‖v‖, where equality is achieved whenever
u = v. Now, substituting inf
y
f(y) = f(x∗) in the RHS of (c) yields the result.
A.3 Matrix form notation
Consider the set of parameters {x(t)i }ni=1 at the nodes at timestep t and estimates of the parameter
{xˆ(t)i }ni=1. The matrix notation is given by :
X(t) := [x
(t)
1 , . . . ,x
(t)
n ] ∈ Rd×n, Xˆ(t) := [xˆ(t)1 , . . . , xˆ(t)n ] ∈ Rd×n, X¯(t) := [x¯(t), . . . , x¯(t)] ∈ Rd×n
∂F (X(t), ξ(t)) := [∇F1(x(t)1 , ξ(t)1 ), . . . ,∇Fn(x(t)n , ξ(t)n )] ∈ Rd×n
Where ∇Fi(x(t)i , ξ(t)i ) denotes the stochastic gradient at node i at timestep t and the vector x¯(t)
denotes the average of node parameters at time t, specifically : x¯(t) := 1n
∑n
i=1 x
(t)
i .
Let Γ(t) ⊆ [n] be the set of nodes that do not communicate at time t. We define P(t) ∈ Rn×n, a
diagonal matrix with P(t)ii = 0 for i ∈ Γ(t) and P(t)ii = 1 otherwise.
SPARQ-SGD in Matrix notation
Consider Algorithm 1 with synchronization indices given by the set {I(1), I(2), . . . , I(t), . . .}. Us-
ing the above notation, the sequence of parameters updates from synchronization index I(t) to
I(t+1) is given by:
X
I
(t+12 ) = XI(t) −
I(t+1)−1∑
t′=I(t)
ηt′∂F (X
(t′), ξ(t
′))
XˆI(t+1) = XˆI(t) + C((XI(t+12 ) − XˆI(t))P(I(t+1)−1))
XI(t+1) = X
I
(t+12 ) + γXˆI(t+1)(W − I)
where C(.) denotes the contraction operator applied column-wise to the argument matrix and I
is the identity matrix.
We now note some useful properties of the iterates in matrix notation which would be used
throughtout the paper:
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1. If W is a doubly stochastic matrix : W ∈ [0, 1]n×n, W = WT ,W1 = 1 ,1TW = 1T .
X¯(t) = X(t)
1
n
11
T , X¯(t)W = X¯(t) (19)
Where the first expression follows from the defintion of X¯(t) and the second expres-
sion follows from W11
T
n =
11
T
n as W is a doubly stochastic matrix and the fact that
W11
T
n =
11
T
n W.
2. The average of the iterates in Algorithm 1 follows :
X¯(t+1) = X¯(t+
1
2
) + 1(t+1)∈IT
[
γXˆ(t+1)(W − I) 1
n
11
T
]
= X¯(t+
1
2
) (20)
where IT denotes the set of synchronization indices of Algorithm 1. The above follows
from the observation that W11
T
n =
11
T
n as W is a doubly stochastic matrix.
A.4 Assumptions and useful facts
Assumption 1. (Bounded Gradient Assumption) We assume that the expected stochastic gra-
dient for any worker has a bounded second moment; specifically, for all i ∈ [n] with stochastic
sample ξi and any x ∈ Rd, we have:
Eξi ‖∇Fi(x, ξi)‖2 ≤ G2
Using the matrix notation established above, for all X, the second moment of ∂F (X, ξ) is bounded
as:
Eξ ‖∂F (X, ξ)‖2F ≤ nG2 (21)
Assumption 2. (Variance bound for workers) Consider the variance bound on the stochastic
gradient for nodes i ∈ [n] : Eξi ‖∇Fi(x, ξi)−∇fi(x)‖2 ≤ σ2i where Eξi [∇Fi(x, ξi)] = ∇fi(x),
then:
Eξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
(
∇fj(x(t)j )−∇Fj(x(t)j , ξ(t)j )
)∥∥∥∥∥∥
2
≤ σ¯
2
n
where ξ(t) = {ξ(t)1 , ξ(t)2 , . . . , ξ(t)n } denotes the stochastic sample for the nodes at any timestep t
and
∑n
j=1 σ
2
j
n = σ¯
2
Proof.
Eξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
∇fj(x(t)j )−
1
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
=
1
n2
n∑
j=1
Eξ(t)‖∇fj(x(t)j )−∇Fj(x(t)j , ξ(t)j )‖2
+
1
n2
∑
i 6=j
Eξ(t)
〈
∇fi(x(t)i )−∇Fi(x(t)i , ξ(t)j ),∇fj(x(t)j )−∇Fj(x(t)j , ξ(t)j )
〉
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Since ξi is independent of ξj , the second term is zero in expectation, thus the above reduces to:
Eξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
∇fj(x(t)j )−
1
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
=
1
n2
n∑
j=1
Eξ(t)‖∇fj(x(t)j )−∇Fj(x(t)j , ξ(t)j )‖2
≤ 1
n2
n∑
j=1
σ2j =
σ¯2
n
Definition 4. (Compression Operator [SCJ18] ) C: Rd → R is called a compression operator if
it satisfies :
EC ‖C(x)− x‖2 ≤ (1− ω) ‖x‖2 , ∀x ∈ Rd (22)
for a parameter ω > 0. EC denotes the expectation over internal randomness of operator C.
Fact 5. (Triggering rule) Consider the set of nodes Γ(t) which do not communicate at time t.
The triggering rule dictates :
‖x(t+
1
2
)
i − xˆ(t)i ‖22 ≤ ctη2t ∀i ∈ Γ(t)
for Algorithm 1 and threshold sequence {ct}T−1t=0 . Using notation from section A.3, this is trans-
lated as: ∥∥∥(X(t+ 12 ) − Xˆ(t))(I−P(t))∥∥∥2
F
≤ nctη2t (23)
Fact 6. For doubly stochastic matrix W with second largest eigenvalue 1− δ = |λ2(W)| < 1:∥∥∥∥Wk − 1n11T
∥∥∥∥
2
= (1− δ)k (24)
for any non-negative integer k. The proof follows from Lemma 16 in [KSJ19]
Fact 7. Consider the set of synchronization indices in Algorithm 1 : {I(1), I(2), . . . , I(k), . . .} ∈
IT . We assume that the maximum gap between any two consecitive elements in IT is bounded
by H. Let ξ(t) = {ξ(t)1 , ξ(t)2 , . . . , ξ(t)n } denote the stochastic samples for the nodes at any timestep
t. Consider any two consective synchronization indices I(k) and I(k+1) and define ξ := {ξ(t′) :
I(k) ≤ t′ ≤ I(k+1)}. Then using (21), we have:
Eξ
∥∥∥∥∥∥
I(k+1)−1∑
t′=I(k)
ηt′∂F (X
t′ , ξt
′
)
∥∥∥∥∥∥
2
F
 ≤ η2I(k)H2nG2 (25)
B Omitted details from Section 3
We restate the sequence of updates for Algorithm 1 in matrix form for reference (see Section
A.3):
X
I
(t+12 ) = XI(t) −
I(t+1)−1∑
t′=I(t)
ηt′∂F (X
(t′), ξ(t
′))
XˆI(t+1) = XˆI(t) + C((XI(t+12 ) − XˆI(t))P(I(t+1)−1))
XI(t+1) = X
I
(t+12 ) + γXˆI(t+1)(W − I)
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where {I(1), I(2), . . . , I(t), . . .} denote the synchronization indices and C(.) denotes the contraction
operator applied elementwise to the argument matrix. Let Γ(t) ⊆ [n] be the set of nodes that do
not communicate at time t. We define P(t) ∈ Rn×n, a diagonal matrix with P(t)ii = 0 for i ∈ Γ(t)
and P(t)ii = 1 otherwise.
The above equalities are used throughout the proofs in this section.
B.1 Proof of Lemma 1
Lemma. (Restating Lemma 1) Let {x(i)t }T−1t=0 be generated according to Algorithm 1 under as-
sumptions of Theorem 1 with stepsize ηt := b(a+t) (where a ≥ 5Hp , b > 0), an increasing threshold
fucntion ct ∼ o(t) and define x¯t = 1n
∑n
i=1 x
(i)
t . Consider the set of synchronization indices IT
= {I(1), I(2), . . . , I(t), . . .}. Then for any I(t) ∈ IT , we have:
E
n∑
j=1
∥∥∥x¯I(t) − xI(t)j ∥∥∥2 = E‖XI(t) − X¯I(t)‖2F ≤ 20AI(t)η2I(t)p2
for p = δγ8 , δ := 1 − |λ2(W)|, ω is compression parameter for operator C, AI(t) = 2nG2H2 +
p
2
(
8nG2H2
ω +
5ωncI(t)
4
)
and cI(t) and ηI(t) are respectively the triggering threshold and learning
rate evaluated at timestep I(t).
Our proof for Lemma 1 involves analyzing the following expression:
eI(t+1) := E‖XI(t+1) − X¯I(t+1)‖2F︸ ︷︷ ︸
e
(1)
I(t+1)
+E‖XI(t+1) − XˆI(t+2)‖2F︸ ︷︷ ︸
e
(2)
I(t+1)
The first term e(1)I(t+1) in RHS above captures the deviation of local parameters of the nodes from
the global average parameter. The second term e(2)I(t+1) captures the deviation of the node pa-
rameters from their copies. In the section for Proof Outlines 4, we proposed the idea of writing
a bound for e(1)I(t+1) (and e
(2)
I(t+1)
) in terms of e(1)I(t) (and e
(2)
I(t)
), enabling us to write a recursive
expression which could then be translated to a recursive expression for the sum eI(t+1) in terms
of eI(t) .
We follow a different approach here, where we bound e(1)I(t+1) and e
(2)
I(t+1)
individually in terms of
parameters evaluated at the auxillary index I(t+ 1
2
). These bounds are provided in Lemma 4 and
Lemma 5 below. These individual bounds are then added to yield a bound for the sum eI(t+1)
in terms of parameters evaluated at the auxillary index I(t+ 1
2
). Further simplification allows
us to bound eI(t+1) in terms of eI(t) , thus giving a recursive form. This recursion enables us to
bound eI(t+1) as eI(t+1) ≤
20AI(t+1)
p2
η2I(t+1) where AI(t+1) is defined in the statement of Lemma 1.
Thus, the quantity of interest e(1)I(t+1) = E‖X
I(t+1) − X¯I(t+1)‖2F is also bounded by
20AI(t+1)
p2
η2I(t+1) ,
proving Lemma 1.
We first state and prove bounds on e(1)I(t+1) and e
(2)
I(t+1)
in terms of parameters evaluated at the
auxillary index I(t+ 1
2
) in Lemma 4 and 5 respectively. Using these bounds, we then proceed to
prove Lemma 1.
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Lemma 4. Consider the sequence of updates in Algorithm 1 in matrix form (refer A.3). The
expected deviation between the local node parameter XI(t+1) and the global average parameter
X¯I(t+1) evaluated at some I(t+1) ∈ IT satisfies:
e
(1)
I(t+1)
= E‖XI(t+1) − X¯I(t+1)‖2F ≤ (1 + α1)(1− γδ)2E‖X
I
(t+12 ) − X¯I(t+12 )‖2F
+(1 + α−11 )γ
2β2E‖XI(t+12 ) − XˆI(t+1)‖2F
where α1 > 0 is a constant, δ is the spectral gap, γ is the consensus stepsize and β = ‖W − I‖2
where W a doubly stochastic mixing matrix.
Proof. (The proof uses techniques similar to that of [KSJ19, Lemma 17]).
Using the definition of XI(t+1) from matrix notation in Section A.3, we have:
‖XI(t+1) − X¯I(t+1)‖2F = ‖X
I
(t+12 ) − X¯I(t+1) + γXˆI(t+1)(W − I)‖2F
Noting that X¯I(t+1) = X¯
I
(t+12 ) from (20) and X¯
I
(t+12 )(W − I) = 0 from (19), we get:
‖XI(t+1) − X¯I(t+1)‖2F = ‖(X
I
(t+12 ) − X¯I(t+12 ))((1− γ)I+ γW) + γ(XˆI(t+1) −XI(t+12 ))(W − I)‖2F
Using the fact ‖A+B‖2F ≤ (1 + α1)‖A‖2F + (1 + α−11 )‖B‖2F for any α1 > 0,
‖XI(t+1) − X¯I(t+1)‖2F ≤ (1 + α1)‖(X
I
(t+12 ) − X¯I(t+12 ))((1− γ)I+ γW)‖2F
+ (1 + α−11 )‖γ(XˆI(t+1) −X
I
(t+12 ))(W − I)‖2F
Using ‖AB‖F ≤ ‖A‖F ‖B‖2 as per (12), we have:
‖XI(t+1) − X¯I(t+1)‖2F ≤ (1 + α1)‖(X
I
(t+12 ) − X¯I(t+12 ))((1− γ)I+ γW)‖2F
+ (1 + α−11 )γ
2‖(XˆI(t+1) −XI(t+12 ))‖2F .‖(W − I)‖22 (26)
To bound the first term in (26), we use the triangle inequality for Frobenius norm, giving us:
‖(XI(t+12 ) − X¯I(t+12 ))((1− γ)I+ γW)‖F ≤ (1− γ)‖XI(t+12 ) − X¯I(t+12 )‖F
+ γ‖(XI(t+12 ) − X¯I(t+12 ))W‖F
From (19), using X¯
I
(t+12 ) = X
I
(t+12 )
11
T
n and noting that X¯
I
(t+12 )
11
T
n = X¯
I
(t+12 ) , we get:
‖(XI(t+12 ) − X¯I(t+12 ))((1− γ)I+ γW)‖F ≤ (1− γ)‖XI(t+12 ) − X¯I(t+12 )‖F
+ γ
∥∥∥∥(XI(t+12 ) − X¯I(t+12 ))(W − 11Tn
)∥∥∥∥
F
Using ‖AB‖F ≤ ‖A‖F ‖B‖2 as per (12) and using (24) for k = 0, we can simplify the above to:
‖(XI(t+12 ) − X¯I(t+12 ))((1− γ)I+ γW)‖F ≤ (1− γδ)‖XI(t+12 ) − X¯I(t+12 )‖F
Substituting the above in (26) and using β = maxi{1− λi(W)} ⇒ ‖W − I‖22 ≤ β2, we get:
‖XI(t+1) − X¯I(t+1)‖2F ≤ (1 + α1)(1− γδ)2‖X
I
(t+12 ) − X¯I(t+12 )‖2F + (1 + α−11 )γ2β2‖X
I
(t+12 ) − XˆI(t+1)‖2F
22
Taking expectation w.r.t the entire process, we have:
E‖XI(t+1) − X¯I(t+1)‖2F ≤ (1 + α1)(1− γδ)2E‖X
I
(t+12 ) − X¯I(t+12 )‖2F
+ (1 + α−11 )γ
2β2E‖XI(t+12 ) − XˆI(t+1)‖2F
Lemma 5. Consider the sequence of updates in Algorithm 1 in matrix form (refer A.3) with the
threshold sequence {ct}T−1t=0 . The expected deviation between the local node parameters XI(t+1)
and their copies XˆI(t+2) evaluate at timestep I(t+1) satisfy:
e
(2)
I(t+1)
= E‖XI(t+1) − XˆI(t+2)‖2F ≤ r1E‖X
I
(t+12 ) − XˆI(t+1)‖2F + r2E‖X
I
(t+12 ) − X¯I(t+12 )‖2F
+ rI(t+1)η
2
I(t+1)
for r1 = (1 + γβ)2(1 + α4)(1 + α3)(1 + α2)(1− ω), r2 = γ2β2(1 + α−14 )(1 + α3)(1 + α2)(1− ω)
and rt = (1 +α−13 )(1 +α2)(1−ω)nH2G2 + (1 +α2)ωnct+ (1 +α−12 )nH2G2 with rI(t+1) denoting
its evaluation at timestep I(t+1). Here α2, α3, α4 are positive constants, ω is the compression
coefficient for operator C, γ is the consensus stepsize, β = ‖W − I‖2 with W being the doubly
stochastic mixing matrix and H denotes the synchronization period.
Proof. Using definition of XˆI(t+2) from matrix notation in Section A.3 and considering expecta-
tion w.r.t entire process, we have:
E‖XI(t+1) − XˆI(t+2)‖2F = E‖XI(t+1) − XˆI(t+1) − C((X
I
(t+32 ) − XˆI(t+1))P(I(t+2)−1))‖2F
= E‖XI(t+32 ) − XˆI(t+1) +XI(t+1) −XI(t+32 ) − C((XI(t+32 ) − XˆI(t+1))P(I(t+2)−1))‖2F
Using ‖A+B‖2F ≤ (1 + α2)‖A‖2F + (1 + α−12 )‖B‖2F for any α2 > 0,
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + α2)E‖X
I
(t+32 ) − XˆI(t+1) − C((XI(t+32 ) − XˆI(t+1))P(I(t+2)−1))‖2F
+ (1 + α−12 )‖XI(t+1) −X
I
(t+32 )‖2F
= (1 + α2)E‖XI(t+32 ) − XˆI(t+1) − C((XI(t+32 ) − XˆI(t+1))P(I(t+2)−1))‖2F
+ (1 + α−12 )
∥∥∥∥∥∥
I(t+2)−1∑
t′=I(t+1)
ηt′∂F (X
t′ , ξt
′
)
∥∥∥∥∥∥
2
F
(27)
Bounding the last term in (27) using (25), we get:
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + α2)E‖X
I
(t+32 ) − XˆI(t+1) − C((XI(t+32 ) − XˆI(t+1))P(I(t+2)−1))‖2F
+ (1 + α−12 )η
2
I(t+1)
nH2G2
Noting that the entries of P(I(t+2)−1) and I − P(I(t+2)−1) are disjoint, we can separate them in
the squared Frobenius norm:
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + α2)E‖(X
I
(t+32 ) − XˆI(t+1))P(I(t+2)−1) − C((XI(t+32 ) − XˆI(t+1))P(I(t+2)−1))‖2F
+ (1 + α2)‖(XI(t+32 ) − XˆI(t+1))(I−P(I(t+2)−1))‖2F + (1 + α−12 )η2I(t+1)nH2G2
23
Using the compression property of operator C as per (22), we have:
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + α2)(1− ω)E‖(X
I
(t+32 ) − XˆI(t+1))P(I(t+2)−1)‖2F
+ (1 + α2)E‖(XI(t+32 ) − XˆI(t+1))(I−P(I(t+2)−1))‖2F + (1 + α−12 )η2I(t+1)nH2G2
Adding and subtracting (1 + α2)(1− ω)E‖(XI(t+32 ) − XˆI(t+1))(I−P(I(t+2)−1))‖2F , we get:
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + α2)(1− ω)E‖X
I
(t+32 ) − XˆI(t+1)‖2F + (1 + α−12 )η2I(t+1)nH2G2
+ (1 + α2)ωE‖(XI(t+32 ) − XˆI(t+1))(I−P(I(t+2)−1))‖2F
The third term in the RHS above denotes the norm of nodes which did not communicate and
thus should be bounded by the triggering condition using (23),
E‖XI(t+1) − XˆI(t+2)‖2F
≤ (1 + α2)(1− ω)E‖XI(t+32 ) − XˆI(t+1)‖2F + (1 + α2)ωncI(t+1)η2I(t+1) + (1 + α−12 )η2I(t+1)nH2G2
= (1 + α2)(1− ω)E
∥∥∥∥∥∥XI(t+1) −
I(t+2)−1∑
t′=I(t+1)
ηt′∂F (X
t′ , ξt
′
)− XˆI(t+1)
∥∥∥∥∥∥
2
F
+ (1 + α2)ωncI(t+1)η
2
I(t+1)
+ (1 + α−12 )η
2
I(t+1)
nH2G2
≤ (1 + α3)(1 + α2)(1− ω)E‖XI(t+1) − XˆI(t+1)‖2F + (1 + α2)ωncI(t+1)η2I(t+1)
+ (1 + α−12 )η
2
I(t+1)
nH2G2 + (1 + α−13 )(1 + α2)(1− ω)E
∥∥∥∥∥∥
I(t+2)−1∑
t′=I(t+1)
ηt′∂F (X
t′ , ξt
′
)
∥∥∥∥∥∥
2
F
(28)
where in the last inequaility, we have used (4) for some constant α3 > 0. Using (25) to bound
the last term in (28) , we have:
E‖XI(t+1) − XˆI(t+2)‖2F
≤ (1 + α3)(1 + α2)(1− ω)E‖XI(t+1) − XˆI(t+1)‖2F + (1 + α−13 )(1 + α2)(1− ω)η2I(t+1)nH2G2
+ (1 + α2)ωncI(t+1)η
2
I(t+1)
+ (1 + α−12 )η
2
I(t+1)
nH2G2
= (1 + α3)(1 + α2)(1− ω)E‖XI(t+12 ) + γXˆI(t+1)(W − I)− XˆI(t+1)‖2F
+ (1 + α−13 )(1 + α2)(1− ω)η2I(t+1)nH2G2 + (1 + α2)ωncI(t+1)η2I(t+1) + (1 + α−12 )η2I(t+1)nH2G2
≤ (1 + α3)(1 + α2)(1− ω)E‖(XI(t+12 ) − XˆI(t+1))((1 + γ)I− γW) + γ(XI(t+12 ) − X¯I(t+12 ))(W − I)‖2F
+ (1 + α−13 )(1 + α2)(1− ω)η2I(t+1)nH2G2 + (1 + α2)ωncI(t+1)η2I(t+1) + (1 + α−12 )η2I(t+1)nH2G2
where in the last inequality we’ve used X¯
I
(t+12 )(W − I) = 0. For α4 > 0, using (4) gives us:
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + α4)(1 + α3)(1 + α2)(1− ω)E‖(X
I
(t+12 ) − XˆI(t+1))((1 + γ)I− γW)‖2F
+ (1 + α−14 )(1 + α3)(1 + α2)(1− ω)E‖γ(X
I
(t+12 ) − X¯I(t+12 ))(W − I)‖2F
+ (1 + α−13 )(1 + α2)(1− ω)η2I(t+1)nH2G2 + (1 + α2)ωncI(t+1)η2I(t+1)
+ (1 + α−12 )η
2
I(t+1)
nH2G2
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Using ‖(1 + γ)I − γW‖2 = ‖I + γ(I −W)‖2 = 1 + γ‖I −W‖2 = 1 + γβ (by definition of
β = maxi{1− λi(W)}) and ‖I−W‖2 = β along with ‖AB‖F ≤ ‖A‖F ‖B‖2 from (12):
E‖XI(t+1) − XˆI(t+2)‖2F ≤ (1 + γβ)2(1 + α4)(1 + α3)(1 + α2)(1− ω)E‖X
I
(t+12 ) − XˆI(t+1)‖2F
+ γ2β2(1 + α−14 )(1 + α3)(1 + α2)(1− ω)E‖X
I
(t+12 ) − X¯I(t+12 )‖2F
+ (1 + α−13 )(1 + α2)(1− ω)η2I(t+1)nH2G2 + (1 + α2)ωncI(t+1)η2I(t+1)
+ (1 + α−12 )η
2
I(t+1)
nH2G2
Proof of Lemma 1. We now proceed to the main proof of the lemma. Consider the following
expression :
eI(t+1) := E‖XI(t+1) − X¯I(t+1)‖2F︸ ︷︷ ︸
e
(1)
I(t+1)
+E‖XI(t+1) − XˆI(t+2)‖2F︸ ︷︷ ︸
e
(2)
I(t+1)
(29)
We note that Lemma 4 and Lemma 5 provide bounds for the first and second term of in RHS
of (29). Substituting them in (29) gives us:
eI(t+1) = E‖XI(t+1) − X¯I(t+1)‖2F + E‖XI(t+1) − XˆI(t+2)‖2F
≤ (1 + α1)(1− γδ)2E‖XI(t+12 ) − X¯I(t+12 )‖2F + (1 + α−11 )γ2β2E‖X
I
(t+12 ) − XˆI(t+1)‖2F
+ (1 + γβ)2(1 + α4)(1 + α3)(1 + α2)(1− ω)E‖XI(t+12 ) − XˆI(t+1)‖2F
+ γ2β2(1 + α−14 )(1 + α3)(1 + α2)(1− ω)E‖X
I
(t+12 ) − X¯I(t+12 )‖2F
+ (1 + α−13 )(1 + α2)(1− ω)η2I(t+1)nH2G2 + (1 + α2)ωncI(t+1)η2I(t+1)
+ (1 + α−12 )η
2
I(t+1)
nH2G2 (30)
Define the following:
pi1(γ) := γ
2β2(1 + α−11 ) + (1 + γβ)
2(1 + α4)(1 + α3)(1 + α2)(1− ω)
pi2(γ) := (1− δγ)2(1 + α1) + γ2β2(1 + α−14 )(1 + α3)(1 + α2)(1− ω)
pit := (1 + α
−1
3 )(1 + α2)(1− ω)nH2G2 + (1 + α2)ωnct + (1 + α−12 )nH2G2
The bound on eI(t+1) in (30) can be rewritten as:
eI(t+1) ≤ pi1(γ)E‖X
I
(t+12 ) − XˆI(t+1)‖2F + pi2(γ)E‖X
I
(t+12 ) − X¯I(t+12 )‖2F + piI(t+1)η2I(t+1)
≤ max{pi1(γ), pi2(γ)}E
[
‖XI(t+12 ) − XˆI(t+1)‖2F + ‖X
I
(t+12 ) − X¯I(t+12 )‖2F
]
+ piI(t+1)η
2
I(t+1)
Calculation of max{pi1(γ), pi2(γ)} and pit is given in Lemma 6, where we show that:
max{pi1(γ), pi2(γ)} ≤
(
1− γ∗δ8
)
≤
(
1− δ2ω644
)
and pit ≤
(
8nG2H2
ω +
5ωnct
4
)
. This yields:
eI(t+1) ≤
(
1− δγ
∗
8
)
E
[
‖XI(t+12 ) − XˆI(t+1)‖2F + ‖X
I
(t+12 ) − X¯I(t+12 )‖2F
]
+
(
8nG2H2
ω
+
5ωncI(t)
4
)
η2I(t)
where γ∗ = 2δω
64δ+δ2+16β2+8δβ2−16δω from Lemma 6 and we’ve used the fact that piI(t)η
2
I(t)
≥
piI(t+1)η
2
I(t+1)
which holds because ct ∼ o(t).
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From definition of eI(t+1) = E
[
‖XI(t+1) − X¯I(t+1)‖2F + ‖XI(t+1) − XˆI(t+2)‖2F
]
and defining p = γ
∗δ
8
and zt :=
(
8nG2H2
ω +
5ωnct
4
)
, we have:
E
[
‖XI(t+1) − X¯I(t+1)‖2F + ‖XI(t+1) − XˆI(t+2)‖2F
]
≤ (1− p)E
[
‖XI(t+12 ) − X¯I(t+12 )‖2F + E‖X
I
(t+12 ) − XˆI(t+1)‖2F
]
+ zI(t)η
2
I(t)
Noting the fact that X¯
I
(t+12 ) = X¯I(t) −∑(I(t+1)−1)t′=I(t) ηt′∂F (X(t′), ξ(t′))11Tn :
E
[
‖XI(t+1) − X¯I(t+1)‖2F + ‖XI(t+1) − XˆI(t+2)‖2F
]
≤ (1− p)E
∥∥∥∥∥∥X¯I(t) −XI(t) −
I(t+1)−1∑
t′=I(t)
ηt′∂F (X
(t′), ξ(t
′))
(
11
T
n
− I
)∥∥∥∥∥∥
2
F
+ (1− p)E
∥∥∥∥∥∥XˆI(t+1) −XI(t) +
I(t+1)−1∑
t′=I(t)
ηt′∂F (X
(t′), ξ(t
′))
∥∥∥∥∥∥
2
F
+ zI(t)η
2
I(t)
Using ‖A+B‖2F ≤ (1 + α5)‖A‖2F + (1 + α−15 )‖B‖2F for any α5 > 0,
E
[
‖XI(t+1) − X¯I(t+1)‖2F + ‖XI(t+1) − XˆI(t+2)‖2F
]
≤ (1− p)(1 + α−15 )E
[
‖X¯I(t) −XI(t)‖2F + ‖XˆI(t+1) −XI(t)‖2F
]
+ (1− p)(1 + α5)E
∥∥∥∥∥∥
I(t+1)−1∑
t′=I(t)
ηt′∂F (X
(t′), ξ(t
′))
(
11
T
n
− I
)∥∥∥∥∥∥
2
F
+ (1− p)(1 + α5)E
∥∥∥∥∥∥
I(t+1)−1∑
t′=I(t)
ηt′∂F (X
(t′), ξ(t
′))
∥∥∥∥∥∥
2
F
+ zI(t)η
2
I(t)
(31)
Using (12) to bound the second term in (31) and noting that E
∥∥∥∑I(t+1)−1t′=I(t) ηt′∂F (X(t′), ξ(t′))∥∥∥2F ≤
ηI(t)nH
2G2 from (25) and ‖11Tn − I‖22 = 1 from (24) (with k = 0) respectively, we get:
E
[
‖XI(t+1) − X¯I(t+1)‖2F + ‖XI(t+1) − XˆI(t+2)‖2F
]
≤ (1− p)(1 + α−15 )E
[
‖X¯I(t) −XI(t)‖2F + ‖XˆI(t+1) −XI(t)‖2F
]
+ 2(1− p)(1 + α5)H2G2nη2I(t) + zI(t)η2I(t)
(α5=
2
p
)
≤
(
1− p
2
)
E
[
‖X¯I(t) −XI(t)‖2F + ‖XˆI(t+1) −XI(t)‖2F
]
+
4n
p
η2I(t)G
2H2 + zI(t)η
2
I(t)
Define At := 2nG2H2 + pzt2 (where zt =
(
8nH2G2
ω +
5ωnct
4
)
as above), thus we have the following
relation:
E
[
‖XI(t+1) − X¯I(t+1)‖2F + ‖XI(t+1) − XˆI(t+2)‖2F
]
≤
(
1− p
2
)
E
[
‖X¯I(t) −XI(t)‖2F + ‖XˆI(t+1) −XI(t)‖2F
]
+
2AI(t)
p
η2I(t)
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Using eI(t) := E
[
‖X¯I(t) −XI(t)‖2F + ‖XˆI(t+1) −XI(t)‖2F
]
, above can be written as:
eI(t+1) ≤
(
1− p
2
)
eI(t) +
2AI(t)
p
η2I(t) (32)
Thus, employing Lemma 7, the sequence eI(t) follows the bound for all t:
eI(t) ≤
20AI(t)η
2
I(t)
p2
Note that we also have: E‖X¯I(t) −XI(t)‖2F ≤ E
[
‖X¯I(t) −XI(t)‖2F + ‖XˆI(t+1) −XI(t)‖2F
]
:= eI(t) .
Thus, we get:
E‖X¯I(t) −XI(t)‖2F ≤
20AI(t)η
2
I(t)
p2
where AI(t) := 2nG
2H2 + p2
(
8nH2G2
ω +
5ωncI(t)
4
)
and p = δγ
∗
8 with γ
∗ = 2δω
64δ+δ2+16β2+8δβ2−16δω
Lemma 6. (Variant of [KSJ19, Lemma 18]) Consider the following variables:
pi1(γ) := γ
2β2(1 + α−11 ) + (1 + γβ)
2(1 + α4)(1 + α3)(1 + α2)(1− ω)
pi2(γ) := (1− δγ)2(1 + α1) + γ2β2(1 + α−14 )(1 + α3)(1 + α2)(1− ω)
pit := (1 + α
−1
3 )(1 + α2)(1− ω)nG2H2 + (1 + α2)ωnct + (1 + α−12 )nG2H2
and the following choice of variables:
α1 :=
γδ
2
, α2 :=
ω
4
, α3 :=
ω
4
, α4 :=
ω
4
γ∗ :=
2δω
64δ + δ2 + 16β2 + 8δβ2 − 16δω
Then, it can be shown that:
max{pi1(γ∗), pi2(γ∗)} ≤ 1− δ
2ω
644
, pit ≤ 8nG
2H2
ω
+
5ωnct
4
Proof. Consider:
(1 + α4)(1 + α3)(1 + α2)(1− ω) = (1 + ω
4
)3(1− ω)
=
(
1− ω
4
64
− 11ω
3
64
− 9ω
2
16
− ω
4
)
≤
(
1− ω
4
)
This gives us:
pi1(γ) ≤ γ2β2
(
1 +
2
γδ
)
+ (1 + γβ)2
(
1− ω
4
)
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Noting that γ2 ≤ γ (for γ ≤ 1 which is true for γ∗ ) and β ≤ 2, we have:
pi1(γ) ≤ β2
(
γ +
2γ
δ
)
+ (1 + 8γ)
(
1− ω
4
)
Substituting value of γ∗ in above, it can be shown that:
pi1(γ
∗) ≤ 1− δ
2ω
4(64δ + δ2 + 16β2 + 8δβ2 − 16δω)
Now we note that:
pi2(γ) = (1− δγ)2
(
1 +
δγ
2
)
+ γ2β2
(
1 +
4
ω
)(
1 +
ω
4
)2
(1− ω)
Noting the fact that for x = δγ ≤ 1 : (1− x) (1 + x2) ≤ (1− x2) and (1− x) (1− x2) ≤ (1− x2)2,
pi2(γ) ≤
(
1− γδ
2
)2
+ γ2β2
(
1 +
4
ω
)(
1 +
ω
4
)2
(1− ω)
=
(
1− γδ
2
)2
+ γ2β2
(
3 +
3ω
4
+
ω2
16
+
4
ω
)
(1− ω)
≤
(
1− γδ
2
)2
+ γ2β2
4
ω
:= ζ(γ)
Note that ζ(γ) is convex and quadratic in γ, and attains minima at γ′ = 2δω
16β2+δ2ω
with value
ζ(γ′) = 16β
2
16β2+ωδ2
By Jensen’s inequality, we note that for any λ ∈ [0, 1]
ζ(λγ′) ≤ (1− λ)ζ(0) + λζ(γ′) = 1− λ δ
2ω
16β2 + δ2ω
For the choice λ′ = 16β
2+ωδ2
64δ+δ2+16β2+8δβ2−16δω , it can be seen that λ
′γ′ = γ∗. Thus we get:
pi2(γ
∗) ≤ ζ(λ′γ′) ≤ 1− δ
2ω
(64δ + δ2 + 16β2 + 8δβ2 − 16δω)
≤ 1− δ
2ω
4(64δ + δ2 + 16β2 + 8δβ2 − 16δω)
Now we note the value of pit (here ω ∈ (0, 1)):
pit =
(
1 +
4
ω
)
nG2H2 +
(
1 +
ω
4
)
(1− ω)
(
1 +
4
ω
)
nG2H2 +
(
1 +
ω
4
)
ωnct
=
(
1 +
4
ω
)
nG2H2
[
2− 3ω
4
− ω
2
4
]
+
(
1 +
ω
4
)
ωnct
≤ 2nG2H2
(
1 +
4
ω
)(
1− 3ω
8
)
+
5ωnct
4
= 2nG2H2
(
1− 3ω
8
+
4
ω
− 3
2
)
+
5ωnct
4
≤ 8nG
2H2
ω
+
5ωnct
4
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Thus we have:
max{pi1(γ∗), pi2(γ∗)} ≤ 1− δ
2ω
4(64δ + δ2 + 16β2 + 8δβ2 − 16δω)
from the value of γ∗ calculated above, we note that δ
2ω
4(64δ+δ2+16β2+8δβ2−16δω) =
δγ∗
8 . Using crude
estimates δ ≤ 1, ω ≥ 0, β ≤ 2, we thus have:
max{pi1(γ∗), pi2(γ∗)} ≤ 1− γ
∗δ
8
≤ 1− δ
2ω
644
Lemma 7. (Variant of [KSJ19, Lemma 22]) Consider the sequence {eI(t)} given by
eI(t+1) ≤
(
1− p
2
)
eI(t) +
2
p
η2I(t)AI(t)
where IT = {I(1), I(2), . . . , I(t), . . .} ∈ [T ] denotes the set of synchronization indices. For a
parameter p > 0, an increasing positive sequence {At}T−1t=0 , stepsize ηt = bt+a with parameter
a ≥ 5Hp and arbitrary b > 0, we have:
eI(t) ≤
20
p2
AI(t)η
2
I(t)
Proof. We will proceed the proof by induction. Note that for t=0, eI(0) := 0 (we assume first
synchronization index is 0), thus statement is true. Assume the statement holds for index I(t),
then for index I(t+1):
eI(t+1) ≤
(
1− p
2
)
eI(t) +
2
p
A(t)η
2
I(t)
≤
(
1− p
2
) 20
p2
A(t)η
2
I(t)
+
2
p
A(t)η
2
I(t)
=
A(t)η
2
I(t)
p2
(20− 8p)
(p≥ 5H
a
)
≤
20A(t)η
2
I(t)
p2
(
1− 2H
a
)
(33)
Now, we note the following:
(a+ I(t+1))
2
(
1− 2H
a
)
≤ (a+ I(t) +H)2
(
1− 2H
a
)
= (a+ I(t))
2 + 2H(a+ I(t)) +H
2
−
[
2H(a+ I(t))
2
a
+
4H2(a+ I(t))
a
+
2H3
a
]
≤ (a+ I(t))2 + 2H(a+ I(t)) +H2 −
[
2H(a+ I(t)) + 4H
2
]
≤ (a+ I(t))2
Thus, for ηI(t+1) =
b
a+I(t+1)
, we get:
η2I(t)
(
1− 2H
a
)
≤ η2I(t+1)
Substituting the above bound in the bound for eI(t+1) in (33) and using the fact that At is an
increasing function:
eI(t+1) ≤
20AI(t)η
2
I(t+1)
p2
≤
20AI(t+1)η
2
I(t+1)
p2
Thus, by induction : eI(t) ≤
20AI(t)η
2
I(t)
p2
for all I(t) ∈ IT .
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B.2 Proof of Theorem 1 (Strongly convex objective)
To proceed with the proof for Theorem, we first note the following lemma from [KSJ19, Lemma
20].
Lemma 8. Let {x(i)t }T−1t=0 be generated according to Algorithm 1 with stepsize ηt and define
x¯t =
1
n
∑n
i=1 x
(i)
t . Then we have the following result for x¯(t) :
Eξ(t)‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− 2ηt(1− 2Lηt)(f(x¯(t))− f∗)
+ ηt
(
2ηtL
2 + L+ µ
n
) n∑
j=1
‖x¯(t) − x(t)j ‖2
where ξ(t):={ξ(t)1 , ξ(t)2 , . . . , ξ(t)n } is the set of random samples at each worker at time step t and
σ¯2 = 1n
∑n
i=1 σ
2
i
Proof. Consider expectation taken over sampling at time instant t: ξ(t) = {ξ(t)1 , ξ(t)2 , . . . , ξ(t)n }
and using X¯(t) = X¯(t+
1
2
) (from (20)) which gives: x¯(t+1) = 1n
∑n
j=1∇Fj(x(t)j , ξ(t)j ) , we have:
Eξ(t)‖x¯(t+1) − x∗‖2
= Eξ(t)
∥∥∥∥∥∥x¯(t) − ηtn
n∑
j=1
∇Fj(x(t)j , ξ(t)j )− x∗
∥∥∥∥∥∥
2
= Eξ(t)
∥∥∥∥∥∥x¯(t) − x∗ − ηtn
n∑
j=1
∇fj(x(t)j ) +
ηt
n
n∑
j=1
∇fj(x(t)j )−
ηt
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥x¯(t) − x∗ − ηtn
n∑
j=1
∇fj(x(t)j )
∥∥∥∥∥∥
2
+ η2tEξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
∇fj(x(t)j )−
1
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
+
2ηt
n
Eξ(t)
〈
x¯(t) − x∗ − ηt
n
n∑
j=1
∇fj(x(t)j ),
n∑
j=1
∇fj(x(t)j )−
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
〉
(34)
The last term in (34) is zero as E
ξ
(t)
i
∇Fi(x(t)i , ξ(t)i ) = ∇fi(x(t)i ) for all i ∈ [n]. The second term
in (34) can be bounded via the variance bound (2) by η
2
t σ¯
2
n .
We thus consider the first term in the (34) :∥∥∥∥∥∥x¯(t) − x∗ − ηtn
n∑
j=1
∇fj(x(t)j )
∥∥∥∥∥∥
2
= ‖x¯(t) − x∗‖2 + η2t
∥∥∥∥∥∥ 1n
n∑
j=1
∇fj(x(t)j )
∥∥∥∥∥∥
2
︸ ︷︷ ︸
T1
− 2ηt
〈
x¯(t) − x∗, 1
n
n∑
j=1
∇fj(x(t)j )
〉
︸ ︷︷ ︸
T2
(35)
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To bound T1 in (35), note that:
T1 =
∥∥∥∥∥∥ 1n
n∑
j=1
(∇fj(x(t)j )−∇fj(x¯(t)) +∇fj(x¯(t))−∇fj(x∗))
∥∥∥∥∥∥
2
≤ 2
n
n∑
j=1
‖∇fj(x(t)j )−∇fj(x¯(t))‖2 + 2
∥∥∥∥∥∥ 1n
n∑
j=1
∇fj(x¯(t))− 1
n
n∑
j=1
∇fj(x∗)
∥∥∥∥∥∥
2
≤ 2L
2
n
n∑
j=1
‖x(t)j − x¯(t)‖2 + 4L(f(x¯(t))− f∗) (36)
where in the last inequality, we’ve used L−Lipschitz gradient property of f ′js to bound the first
term and optimality of x∗ for f (i.e ∇f(x∗) = 0) and L−smoothness property (18) of f to
bound the second term as:
∥∥∥ 1n∑nj=1∇fj(x¯(t))− 1n∑nj=1∇fj(x∗)∥∥∥2 = ∥∥∇f(x¯(t))−∇f(x∗)∥∥2 ≤
2L
(
f(x¯(t))− f∗).
To bound T2 in (35), note that:
− 1
ηt
T2 = − 2
n
n∑
j=1
[〈
x¯(t) − x(t)j ,∇fj(x(t)j )
〉
+
〈
x
(t)
j − x∗,∇fj(x(t)j )
〉]
Using expression for µ-strong convexity (17) and L-smoothness (16) for fj , j ∈ [n] :
≤ − 2
n
n∑
j=1
[
fj(x¯
(t))− fj(x(t)j )−
L
2
‖x¯(t) − x(t)j ‖2 + fj(x(t)j )− fj(x∗) +
µ
2
‖x(t)j − x∗‖2
]
= −2(f(x¯(t))− f(x∗)) + L+ µ
n
n∑
j=1
‖x¯(t) − x(t)j ‖2 −
µ
n
n∑
j=1
[
‖x¯(t) − x(t)j ‖2 + ‖x(t)j − x∗‖2
]
≤ −2(f(x¯(t))− f(x∗)) + L+ µ
n
n∑
j=1
‖x¯(t) − x(t)j ‖2 −
µ
2n
n∑
j=1
[
‖x¯(t) − x∗‖2
]
= −2(f(x¯(t))− f(x∗)) + L+ µ
n
n∑
j=1
‖x¯(t) − x(t)j ‖2 −
µ
2
‖x¯(t) − x∗‖2 (37)
Substituting (36),(37) in (35) and using it in (34), we get the desired result :
Eξ(t)‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− 2ηt(1− 2Lηt)(f(x¯(t))− f∗)
+ ηt
(
2ηtL
2 + L+ µ
n
) n∑
j=1
‖x¯(t) − x(t)j ‖2
We now proceed to the main proof for Theorem 1.
Proof of Theorem 1. From Lemma 8, we have that :
Eξ(t)‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− 2ηt(1− 2Lηt)(f(x¯(t))− f∗)
+ ηt
(
2ηtL
2 + L+ µ
n
) n∑
j=1
‖x¯(t) − x(t)j ‖2
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Taking expectation w.r.t the whole process gives us:
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− 2ηt(1− 2Lηt)(Ef(x¯(t))− f∗)
+ ηt
(
2ηtL
2 + L+ µ
n
) n∑
j=1
E‖x¯(t) − x(t)j ‖2 (38)
Let I(t+1)0 denote the latest synchronization step before or equal to (t+ 1). Then we have:
X(t+1) = XI(t+1)0 −
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
X¯(t+1) = X¯I(t+1)0 −
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
11
T
n
Thus the following holds:
E‖X(t+1) − X¯(t+1)‖2F 2 = E
∥∥∥∥∥∥XI(t+1)0 − X¯I(t+1)0 −
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
(
I− 1
n
11
T
)∥∥∥∥∥∥
2
F
≤ 2E‖XI(t+1)0 − X¯I(t+1)‖2F + 2E
∥∥∥∥∥∥
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
(
I− 1
n
11
T
)∥∥∥∥∥∥
2
F
Using (12) for the second term in above and noting that E
∥∥∥∑tt′=I(t+1)0 ηt′∂F (X(t′), ξ(t′))∥∥∥2F ≤
ηI(t+1)0nH
2G2 and ‖11Tn − I‖22 = 1 from (25) and (24) (with k = 0) respectively, we get:
E‖X(t+1) − X¯(t+1)‖2F≤2E‖XI(t+1)0 − X¯I(t+1)0‖2F + 2H2nη2I(t+1)0G
2 (39)
For AI(t+1)0 = 2nG
2H2 + p2
(
8nG2H2
ω +
5ωncI(t+1)0
4
)
, the first term in (39) can be bounded by
Lemma 1 as:
E‖XI(t+1)0 − X¯I(t+1)0‖2F ≤
20AI(t+1)0
p2
η2I(t+1)0
Substituting above bound in (39), we have:
E‖X(t+1) − X¯(t+1)‖2F ≤
40AI(t+1)0
p2
η2I(t+1)0
+ 2H2nη2I(t+1)0
G2
Using the above bound for the last term in (38), we have E‖X(t)−X¯(t)‖2F = E
[∑n
j=1 ‖x¯(t) − x(t)j ‖2
]
≤(
40AI(t)0
p2
η2I(t)0
+ 2H2nη2I(t)0
G2
)
where I(t)0 denotes the last synchronization step before or equal
to t. This gives us:
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− 2ηt(1− 2Lηt)(Ef(x¯(t))− f∗)
+ ηt
(
2ηtL
2 + L+ µ
n
)(
40AI(t)0
p2
+ 2nH2G2
)
η2I(t)0
(40)
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To proceed with the proof of the theorem, we note that AI(t)0 ≤ At as I(t)0 denotes the last
synchronization index before t and {At}T−1t=0 is an increasing sequence (as {ct}T−1t=0 is increasing
sequence). We also note the following relation for the learning rate:
ηI(t)0
ηt
=
a+ t
a+ I(t)0
≤ a+ I(t)0 +H
a+ I(t)0
=
(
1 +
H
a+ I(t)0
)
≤
(
1 +
H
a
)
(a≥H)
≤ 2
Using the above relation in (40), we get:
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 + η
2
t σ¯
2
n
− 2ηt(1− 2Lηt)(Ef(x¯(t))− f∗)
+ 4ηt
(
2ηtL
2 + L+ µ
n
)(
40At
p2
+ 2nH2G2
)
η2t
For ηt = 8µ(a+t) and a ≥ max{32Lµ , 5Hp }, we have ηt ≤ 14L . This implies : 2Lηt − 1 ≤ −12 and
(2ηtL
2 + L+ µ) ≤ (2L+ µ). Using these in the above equation gives:
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 − ηt(Ef(x¯(t))− f∗) + η
2
t σ¯
2
n
+ 4η3t
(
2L+ µ
n
)(
40At
p2
+ 2nH2G2
)
Substituting value of At = 2nG2H2 + p2
(
8nG2H2
ω +
5ωnct
4
)
, we get:
E‖x¯(t+1) − x∗‖2 ≤
(
1− ηtµ
2
)
E‖x¯(t) − x∗‖2 − ηt(Ef(x¯(t))− f∗) + η
2
t σ¯
2
n
+ 8η3t
(
2L+ µ
n
)(
40
p2
+
80
pω
+
50ωct
4pG2H2
+ 1
)
nG2H2
We use Lemma 9 for the sequence relation above by defining:
at = E‖x¯(t) − x∗‖2
et = Ef(x¯(t))− f∗
P = 1
Q =
σ¯2
n
R = 8 (2L+ µ)
(
40
p2
+
80
pω
+ 1
)
G2H2
Ut = 100
(
2L+ µ
p
)
ωct
For wt = (a+ t)2, a0 = ‖x¯(0) − x∗‖2 and et = Ef(x¯(t))− f∗, this gives us the relation:
1
ST
T−1∑
t=0
wtet ≤ µa
3
8ST
a20 +
4T (T + 2a)
µST
σ¯2
n
+
512T
µ2ST
(2L+ µ)
(
40
p2
+
80
pω
+ 1
)
G2H2
+
6400c0ωT
(2−)
µ2(2− )ST
(
2L+ µ
p
)
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where  ∈ (0, 1). From the convexity of f , we finally have:
Ef(x(T )avg)− f∗ ≤
µa3
8ST
a20 +
4T (T + 2a)
µST
σ¯2
n
+
512T
µ2ST
(2L+ µ)
(
40
p2
+
80
pω
+ 1
)
G2H2
+
6400c0ωT
(2−)
µ2(2− )ST
(
2L+ µ
p
)
where x¯(T )avg = 1ST
∑T−1
t=0 wtx¯
(t). We finally use the fact that p ≤ ω (as δ ≤ 1 and p := γ∗δ8 with
γ∗ ≤ ω). This simplies the above expression as:
Ef(x(T )avg)− f∗ ≤
µa3
8ST
a20 +
4T (T + 2a)
µST
σ¯2
n
+
512T
µ2ST
(2L+ µ)
(
160
p2
)
G2H2
+
6400c0ωT
(2−)
µ2(2− )ST
(
2L+ µ
p
)
This completes proof of Theorem 1.
Lemma 9. (Variant of [SCJ18, Lemma 3.3]) Let {at}t≥0, at ≥ 0, et}t≥0, et ≥ 0 be sequences
satisfying :
at+1 ≤
(
1− µηt
2
)
at − ηtetP + η2tQ+ η3tR+ η3tUt,
Let stepsize ηt = 8µ(a+t) and Ut = Uct, constants P > 0, Q,R ≥ 0, U ≥ 0, µ > 0, a > 1 and ct ≥ 0
for all t with ct ∼ o(t), specifically, assume that ct ≤ c0t(1−) for some c0 ≥ 0 and  ∈ (0, 1).
Then it holds that:
P
ST
T−1∑
t=0
wtet ≤ µa
3
8ST
a0 +
4T (T + 2a)
µST
Q+
64T
µ2ST
R+
64c0T
(2−)
µ2(2− )ST U,
where wt = (a+ t)2 and ST :=
∑T−1
t=0 wt =
T
6 (2T
2 + 6aT − 3T + 6a2 − 6a+ 1) ≥ 13T 3
Proof. The proof follows some steps similar to that of [SCJ18, Lemma 3.3]. We first multiply
both sides of the expression by wtηt which gives:
at+1
wt
ηt
≤
(
1− µηt
2
) wt
ηt
at − wtetP + wtηtQ+ wtη2tR+ wtη2tUt
Using the fact that
(
1− µηt2
)
wt
ηt
≤ wt−1ηt−1 (shown in [SCJ18, Lemma 3.3] ) and then substituting
the value of
(
1− µηt2
) wt−1
ηt−1 recursively, we get:
aT
wT−1
ηT−1
≤
(
1− µη0
2
) w0
η0
a0 −
T−1∑
t=0
wtetP +
T−1∑
t=0
wtηtQ+
T−1∑
t=0
wtη
2
tR+
T−1∑
t=0
wtη
2
tUt
Rearranging the terms in above and noting that w0η0 =
µa3
8 , we get:
P
T−1∑
t=0
wtet ≤ µa
3
8
+
T−1∑
t=0
wtηtQ+
T−1∑
t=0
wtη
2
tR+
T−1∑
t=0
wtη
2
tUt (41)
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We now bound the terms in the RHS of (41). The bounds for the second and third term are
given in [SCJ18, Lemma 3.3], which are:
T−1∑
t=0
wtηtQ ≤ 4QT (T + 2a)
µ
T−1∑
t=0
wtη
2
tR ≤
64RT
µ2
To bound the last term in RHS of (41), we note that Ut = Uct where ct ∼ o(t) and U ≥ 0 is a
constant. Thus, we can assume that ct ≤ c0t1− for some  ∈ (0, 1), and proceed to bound the
terms as:
T−1∑
t=0
wtη
2
tUt ≤ U
T−1∑
t=0
wtη
2
t c0t
(1−) =
64U
µ2
T−1∑
t=0
t(1−) ≤ 64Uc0
µ2
∫ T
0
t(1−)dt =
64Uc0T
(2−)
µ2(2− )
Substituting these bounds in (41) yields:
P
T−1∑
t=0
wtet ≤ µa
3
8
+
4QT (T + 2a)
µ
+
64RT
µ2
+
64Uc0T
(2−)
µ2(2− )
Dividing both sides in above by ST :=
∑T−1
t=0 wt =
T
6 (2T
2 + 6aT − 3T + 6a2 − 6a + 1) ≥ 13T 3,
we have:
P
ST
T−1∑
t=0
wtet ≤ µa
3
8ST
a0 +
4T (T + 2a)
µST
Q+
64T
µ2ST
R+
64c0T
(2−)
µ2(2− )ST U
B.3 Proof of Lemma 2
Lemma. (Restating Lemma 2 ) Let {x(i)t }T−1t=0 be generated according to Algorithm 1 under
assumptions of Theorem 2 with constant stepsize η and threshold function ct ≤ 1η(1−) for all t,
for some  ∈ (0, 1) and define x¯t = 1n
∑n
i=1 x
(i)
t . Consider the set of synchronization indices as
IT = {I(1), I(2), . . . , I(t), . . .}. Then for any I(t) ∈ IT , we have:
n∑
j=1
E‖x¯I(t) − xI(t)j ‖2 = E‖XI(t) − X¯I(t)‖2F ≤
4Aη2
p2
where p = δγ8 , δ := 1− |λ2(W )|, ω is compression parameter for operator C and A = 2nG2H2 +
p
2
(
8nG2H2
ω +
5ωn
4η1−
)
.
Proof of Lemma 2. We use the same steps for the Proof of Lemma 1 with ηt = η and ct ≤ 1η1−
(from some  ∈ (0, 1)) till (32). This gives us:
eI(t+1) ≤
(
1− p
2
)
eI(t) +
2A
p
η2
where eI(t+1) := E‖XI(t+1)−X¯I(t+1)‖2F+E‖XI(t+1)−XˆI(t+2)‖2F andA = 2nG2H2+p2
(
8nG2H2
ω +
5ωn
4η1−
)
.
It can be seen that eI(t) ≤ 4Ap2 η2 satisfies the recursion above, similar to argument in [KLSJ19,
Lemma A.1]. Observing that E[‖XI(t) − X¯I(t)‖2F ] ≤ eI(t) completes the proof.
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B.4 Proof for Theorem 2 (Non-convex objective with constant step size)
Proof of Theorem 2. We start the proof with learning rate set to ηt. We do not use any implicit
algebraic structure of the learning rate until (47), thus the analysis remains the same till then
for both constant learning rate ηt = η and for decaying ηt. We do this to reuse the analysis
till (47) in the proof for non-convex objective with varying step size (Theorem 3) provided in
Section B.5. We substitute ηt = η after (47) in this section to proceed with proof for non-convex
objective with fixed step size.
Initial part of the proof uses techniques from [KLSJ19, Theorem A.2]. Consider expectation
taken over sampling at time instant t: ξ(t) = {ξ(t)1 , ξ(t)2 , . . . , ξ(t)n } and using X¯(t) = X¯(t+
1
2
) (from
(20)) which gives: x¯(t+1) = 1n
∑n
j=1∇Fj(x(t)j , ξ(t)j ) , which gives us:
Eξ(t)f(x¯
(t+1)) = Eξ(t)f
x¯(t) − ηt
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )

Using the L-smoothness of f as in (16),we get:
Eξ(t)f(x¯
(t+1)) ≤ f(x¯(t))− Eξ(t)
〈
∇f(x¯(t)), ηt
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
〉
+ Eξ(t)
L
2
η2t
∥∥∥∥∥∥ 1n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
2
(42)
To estimate the second term in (42), we note that :
−ηtEξ(t)
〈
∇f(x¯(t)), 1
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
〉
= −ηt
〈
∇f(x¯(t)), 1
n
n∑
j=1
∇fj(x(t)j )
〉
(a)
= −ηt‖∇f(x¯(t))‖22 + ηt
〈
∇f(x¯(t)),∇f(x¯(t))− 1
n
n∑
j=1
∇fj(x(t)j )
〉
= −ηt‖∇f(x¯(t))‖22 + ηt
〈
∇f(x¯(t)), 1
n
n∑
j=1
(∇fj(x¯(t))−∇fj(x(t)j ))
〉
(b)
≤ −ηt
2
‖∇f(x¯(t))‖22 +
ηt
2n
n∑
j=1
‖∇fj(x¯(t))−∇fj(x(t)j )‖2
where in (a) we add and subtract ∇f(x¯(t)) and (b) follows by noting that 〈p,q〉 ≤ ‖p‖2+‖q‖22 for
any p,q ∈ Rd. Using L-Lipschitz continuity of gradient of fj for j ∈ [n],we have:
−ηtEξ(t)
〈
∇f(x¯(t)), 1
n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
〉
≤ −ηt
2
‖∇f(x¯(t))‖22 +
ηtL
2
2n
n∑
j=1
‖x¯(t) − x(t)j ‖2 (43)
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To estimate the last term in (42), we add and subtract∇f(x¯(t)) = 1n
∑n
j=1∇fi(x¯t) and 1n
∑n
j=1∇fj(x(j)t )
L
2
η2tEξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
2
= Eξ(t)
L
2
η2t
∥∥∥∥∥∥ 1n
n∑
j=1
(∇Fj(x(t)j , ξ(t)j )−∇fj(x(t)j )) +
1
n
n∑
j=1
(∇fj(x(t)j )−∇fj(x¯(t))) +∇f(x¯(t))
∥∥∥∥∥∥
2
2

≤ Lη2tEξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
(∇Fj(x(t)j , ξ(t)j −∇fj(x(t)j ))
∥∥∥∥∥∥
2
2
+
2Lη2t
n
n∑
j=1
∥∥∥(∇fj(x(t)j )−∇fj(x¯(t)))∥∥∥2
2
+ 2Lη2t
∥∥∥∇f(x¯(t))∥∥∥2
2
Using the variance bound (2) for the first term and L−Lipschitz continuity of gradients of fj
for j ∈ [n] for the second, we get:
L
2
η2tEξ(t)
∥∥∥∥∥∥ 1n
n∑
j=1
∇Fj(x(t)j , ξ(t)j )
∥∥∥∥∥∥
2
2
≤ Lη
2
t σ¯
2
n
+
2L3η2t
n
n∑
j=1
∥∥∥x(t)j − x¯(t)∥∥∥2
2
+ 2Lη2t
∥∥∥∇f(x¯(t))∥∥∥2
2
(44)
Substituting (43), (44) to (42) and taking expectation w.r.t the entire process gives:
E[f(x¯(t+1))] ≤ Ef(x¯(t))− ηt
(
1
2
− 2Lηt
)
E‖∇f(x¯(t))‖22 +
Lη2t σ¯
2
n
+
(
ηtL
2
2n
+
2L3η2t
n
) n∑
j=1
E‖x¯(t) − x(t)j ‖2 (45)
Let I(t+1)0 denote the latest synchronization step before or equal to (t+ 1). Then we have:
X(t+1) = XI(t+1)0 −
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
X¯(t+1) = X¯I(t+1)0 −
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
11
T
n
Thus the following holds:
E‖X(t+1) − X¯(t+1)‖2F = E
∥∥∥∥∥∥XI(t+1)0 − X¯I(t+1)0 −
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
(
I− 1
n
11
T
)∥∥∥∥∥∥
2
F
≤ 2E‖XI(t+1)0 − X¯I(t+1)0‖2F + 2E
∥∥∥∥∥∥
t∑
t′=I(t+1)0
ηt′∂F (X
(t′), ξ(t
′))
(
I− 1
n
11
T
)∥∥∥∥∥∥
2
F
Using (12) for the second term in above and noting that E
∥∥∥∑tt′=I(t+1)0 ηt′∂F (X(t′), ξ(t′))∥∥∥2F ≤
ηI(t+1)0nH
2G2 and ‖11Tn − I‖22 = 1 from (25) and (24) (with k = 0) respectively, we have:
E‖X(t+1) − X¯(t+1)‖2F ≤ 2E‖XI(t+1)0 − X¯I(t+1)0‖2F + 2H2nη2I(t+1)0G
2 (46)
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By noting that
∑n
j=1 E‖x¯(t) − x(t)j ‖2 = E‖X(t) − X¯(t)‖2F , we use (46) to bound the last term in
(45) which gives:
E[f(x¯(t+1))] ≤ Ef(x¯(t))− ηt
(
1
2
− 2Lηt
)
E‖∇f(x¯(t))‖22 +
Lη2t σ¯
2
n
+
(
ηtL
2
2n
+
2L3η2t
n
)[
2E‖XI(t)0 − X¯I(t)0‖2F + 2H2nη2I(t)0G
2
]
(47)
We now replace ηt with a fixed learning rate η to proceed with the proof :
E[f(x¯(t+1))] ≤ Ef(x¯(t))− η
(
1
2
− 2Lη
)
E‖∇f(x¯(t))‖22 +
Lη2σ¯2
n
+
(
ηL2
2n
+
2L3η2
n
)[
2E‖XI(t)0 − X¯I(t)0‖2F + 2H2nη2G2
]
Using Lemma 2, for A = 2nG2H2 + p2
(
8nG2H2
ω +
5ωn
4η(1−)
)
, we have E‖XI(t)0 − X¯I(t)0‖2F ≤ 4Aη
2
p2
.
Substituting this in above relation gives us:
Ef(x¯(t+1)) ≤ Ef(x¯(t))− η
(
1
2
− 2Lη
)
E‖∇f(x¯(t))‖22 +
Lσ¯2η2
n
+
(
ηL2
2n
+
2L3η2
n
)(
8A
p2
+ 2nH2G2
)
η2
For the choice of η =
√
n
T and T ≥ 64nL2, we have η ≤ 18L , giving:
Ef(x¯(t+1)) ≤ Ef(x¯(t))− η
4
E‖∇f(x¯(t))‖22 +
L2
2n
(
8A
p2
+ 2nH2G2
)
η3
+
2L3
n
(
8A
p2
+ 2nH2G2
)
η4 +
Lσ¯2η2
n
Rearranging the terms in above and summing from 0 to T − 1, we get:
T−1∑
t=0
ηE‖∇f(x¯(t))‖22 ≤ 4
(
f(x¯0)− Ef(x¯(t))
)
+
2L2
n
(
8A
p2
+ 2nH2G2
) T−1∑
t=0
η3
+
8L3
n
(
8A
p2
+ 2nH2G2
) T−1∑
t=0
η4 +
4Lσ¯2
n
T−1∑
t=0
η2
Dividing both sides by ηT and by noting that Ef(x¯(t)) ≥ f∗ , we have:∑T−1
t=0 E‖∇f(x¯(t))‖22
T
≤ 4 (f(x¯0)− f
∗)
ηT
+
2L2
n
(
8A
p2
+ 2nH2G2
)
η2
+
8L3
n
(
8A
p2
+ 2nH2G2
)
η3 +
4Lσ¯2
n
η
Noting that 8A
p2
≥ 2nH2G2, we get:∑T−1
t=0 E‖∇f(x¯(t))‖22
T
≤ 4 (f(x¯0)− f
∗)
ηT
+
32L2A
np2
η2 +
128L3A
np2
η3 +
4Lσ¯2
n
η
38
Substituting the value of A = 2nG2H2 + p2
(
8nG2H2
ω +
5ωn
4η1−
)
, we have:
∑T−1
t=0 E‖∇f(x¯(t))‖22
T
≤ 4 (f(x¯0)− f
∗)
ηT
+
32L2
np2
η2(1 + 4Lη)
[
2nG2H2 +
p
2
(
8nG2H2
ω
)]
+
32L2
np2
η2(1 + 4Lη)
(
5pωn
8η1−
)
+
4Lσ¯2
n
η
=
4 (f(x¯0)− f∗)
ηT
+
64G2H2L2
p2
η2(1 + 4Lη)
(
1 +
2p
ω
)
+
20L2ω
p
η(1+)(1 + 4Lη) +
4Lσ¯2
n
η
Substituting η =
√
n
T , we get the convergence rate as:∑T−1
t=0 E‖∇f(x¯(t))‖22
T
≤ 4
(
f(x¯0)− f∗ + Lσ¯2
)
√
nT
+
64G2H2L2n
Tp2
(
1 +
2p
ω
)
+
256G2H2L3n3/2
T 3/2p2
(
1 +
2p
ω
)
+
20L2ω
√
n(1+)
p
√
T (1+)
+
80L3ω
√
n(2+)
p
√
T (2+)
for some  ∈ (0, 1). This completes proof of Theorem 2.
B.5 Non-convex objective with varying stepsize
Theorem 3 (Smooth, non-convex case with decaying learning rate). Suppose fi, for all i ∈
[n] be L-smooth. Let C be a compression operator with parameter equal to ω ∈ (0, 1]. Let
gap(IT ) ≤ H. If we run SPARQ-SGD with decaying learning rate ηt := ba+t (with a ≥ 8bL
, b > 0), an increasing threshold function ct ∼ o(t), specifically, ct ≤ c0t(1−) for all t where
 ∈ (0, 1) and consensus step-size γ = 2δω
64δ+δ2+16β2+8δβ2−16δω , (where β = maxi{1 − λi(W )}),
and let the algorithm generate {x(t)i }T−1t=0 for i ∈ [n]. Then for p = γδ8 , the averaged iterates
x¯(t) := 1n
∑n
i=0 x
(t)
i satisfy:
∑T−1
t=0 ηtE‖∇f(x¯(t))‖22∑T−1
t=0 ηt
≤ 4 (f(x¯0)− f
∗)
b log
(
T+a−1
a
) + 3840L2G2H2
p2
(
b3
a3
+ b
3
2a2
)
b log
(
T+a−1
a
) + 400L2ω
p
(
c0b3
a3
+ b
3
(1+)a(1+)
)
b log
(
T+a−1
a
)
+
15360L3G2H2
p2
(
b4
a4
+ b
4
3a3
)
b log
(
T+a−1
a
) + 1600L3ω
p
(
c0b4
a4
+ b
4
(2+)a(2+)
)
b log
(
T+a−1
a
)
+
4Lσ¯2
n
(
b2
a2
+ b
2
a
)
b log
(
T+a−1
a
)
Thus, for decaying learning rate, we get a convergence rate of O
(
1
log T
)
.
Proof. We can use the proof of Theorem 2 exactly until (47) which gives us:
E[f(x¯(t+1))] ≤ Ef(x¯(t))− ηt
(
1
2
− 2Lηt
)
E‖∇f(x¯(t))‖22 +
Lη2t σ¯
2
n
+
(
ηtL
2
2n
+
2L3η2t
n
)[
2E‖XI(t)0 − X¯I(t)0‖2F + 2H2nη2I(t)0G
2
]
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By Lemma 1, for AI(t)0 = 2nG
2H2 + p2
(
8nG2H2
ω +
5ωncI(t)0
4
)
with p = γδ8 (γ is defined in
statement of Theorem 1), we have : E‖XI(t)0 − X¯I(t)0‖2F ≤
20AI(t)0
p2
η2I(t)0
. Substituting this in
above, we have:
E[f(x¯(t+1))] ≤ Ef(x¯(t))− ηt
(
1
2
− 2Lηt
)
E‖∇f(x¯(t))‖22 +
Lη2t σ¯
2
n
+
(
ηtL
2
2n
+
2L3η2t
n
)[
40AI(t)0
p2
η2I(t)0
+ 2H2nη2I(t)0
G2
]
(48)
We also note that:
ηI(t)0
ηt
= a+ta+I(t)0
≤ a+I(t)0+Ha+I(t)0 =
(
1 + Ha+I(t)0
)
≤ (1 + Ha ) (a≥H)≤ 2. As I(t)0
denotes the last synchronization index before t and ct is increasing in t, we have AI(t)0 ≤ At.
Ef(x¯(t+1)) ≤ Ef(x¯(t))− ηt
(
1
2
− 2Lηt
)
E‖∇f(x¯(t))‖22 +
Lη2t σ¯
2
n
+
(
ηtL
2
2n
+
2L3η2t
n
)(
160At
p2
+ 8nH2G2
)
η2t
where At = 2nG2H2 + p2
(
8nG2H2
ω +
5ωnct
4
)
. For the choice of ηt = bt+a and a ≥ 8bL, we have
ηt ≤ 18L , giving:
Ef(x¯(t+1)) ≤ Ef(x¯(t))− ηt
4
E‖∇f(x¯(t))‖22 +
Lη2t σ¯
2
n
+
L2
2n
(
160At
p2
+ 8nH2G2
)
η3t
+
2L3
n
(
160At
p2
+ 8nH2G2
)
η4t
Noting that 160At
p2
≥ 8nG2H2, we can simplify the above expression as:
Ef(x¯(t+1)) ≤ Ef(x¯(t))− ηt
4
E‖∇f(x¯(t))‖22 +
160L2
np2
Atη
3
t +
640L3
np2
Atη
4
t +
Lη2t σ¯
2
n
Substituting the value of At = 2nG2H2 + p2
(
8nG2H2
ω +
5ωnct
4
)
, we have:
Ef(x¯(t+1)) ≤ Ef(x¯(t))− ηt
4
E‖∇f(x¯(t))‖22 + 320L2G2H2
(
1
p2
+
2
pω
)
η3t +
100L2ω
p
ctη
3
t
+ 1280L3G2H2
(
1
p2
+
2
pω
)
η4t +
400L3ω
p
ctη
4
t +
Lη2t σ¯
2
n
Using the fact that p ≤ ω (as δ ≤ 1 and p := γ∗δ8 with γ∗ ≤ ω), the above can be further
simplified as:
Ef(x¯(t+1)) ≤ Ef(x¯(t))− ηt
4
E‖∇f(x¯(t))‖22 +
960L2G2H2
p2
η3t +
100L2ω
p
ctη
3
t
+
3840L3G2H2
p2
η4t +
400L3ω
p
ctη
4
t +
Lη2t σ¯
2
n
40
Rearranging the terms in above and summing from 0 to T − 1, we get:
T−1∑
t=0
ηtE‖∇f(x¯(t))‖22 ≤ 4
(
f(x¯0)− Ef(x¯(t))
)
+
3840L2G2H2
p2
T−1∑
t=0
η3t +
15360L3G2H2
p2
T−1∑
t=0
η4t
+
400L2ω
p
T−1∑
t=0
ctη
3
t +
1600L3ω
p
T−1∑
t=0
ctη
4
t +
4Lσ¯2
n
T−1∑
t=0
η2t
Dividing both sides by
∑T−1
t=0 ηt , we get:∑T−1
t=0 ηtE‖∇f(x¯(t))‖22∑T−1
t=0 ηt
≤ 4 (f(x¯0)− Ef(x¯T−1))∑T−1
t=0 ηt
+
3840L2G2H2
p2
∑T−1
t=0 η
3
t∑T−1
t=0 ηt
+
400L2ω
p
∑T−1
t=0 ctη
3
t∑T−1
t=0 ηt
+
15360L3G2H2
p2
∑T−1
t=0 η
4
t∑T−1
t=0 ηt
+
1600L3ω
p
∑T−1
t=0 ctη
4
t∑T−1
t=0 ηt
+
4Lσ¯2
n
∑T−1
t=0 η
2
t∑T−1
t=0 ηt
(49)
We now note the following bounds on the sums involved in the RHS of (49):
T−1∑
t=0
ηt ≥
∫ T−1
0
b
t+ a
dt = b log
(
T + a− 1
a
)
T−1∑
t=0
η2t ≤ η20 +
∫ T−1
0
b2
(t+ a)2
dt ≤ η20 +
∫ inf
0
b2
(t+ a)2
dt = η20 +
b2
a
=
b2
a2
+
b2
a
T−1∑
t=0
η3t ≤ η30 +
∫ T−1
0
b3
(t+ a)3
dt ≤ η30 +
∫ inf
0
b3
(t+ a)3
dt = η30 +
b3
2a2
=
b3
a3
+
b3
2a2
T−1∑
t=0
η4t ≤ η40 +
∫ T−1
0
b4
(t+ a)4
dt ≤ η40 +
∫ inf
0
b4
(t+ a)4
dt = η30 +
b4
3a3
=
b4
a4
+
b4
3a3
T−1∑
t=0
ctη
3
t ≤ c(0)η30 +
∫ T−1
0
b3t(1−)
(t+ a)3
dt ≤ c(0)η30 +
∫ T−1
0
b3(t+ a)(1−)
(t+ a)3
dt ≤ c(0)η30 +
b3
(1 + )a(1+)
T−1∑
t=0
ctη
4
t ≤ c(0)η40 +
∫ T−1
0
b4t(1−)
(t+ a)4
dt ≤ c(0)η40 +
∫ T−1
0
b4(t+ a)(1−)
(t+ a)4
dt ≤ c(0)η40 +
b4
(2 + )a(2+)
Substituting these bounds in (49) and noting that Ef(x¯T−1) ≥ f(x∗) = f∗ we get:
∑T−1
t=0 ηtE‖∇f(x¯(t))‖22∑T−1
t=0 ηt
≤ 4 (f(x¯0)− f
∗)
b log
(
T+a−1
a
) + 3840L2G2H2
p2
(
b3
a3
+ b
3
2a2
)
b log
(
T+a−1
a
) + 400L2ω
p
(
c(0)b
3
a3
+ b
3
(1+)a(1+)
)
b log
(
T+a−1
a
)
+
15360L3G2H2
p2
(
b4
a4
+ b
4
3a3
)
b log
(
T+a−1
a
) + 1600L3ω
p
(
c(0)b
4
a4
+ b
4
(2+)a(2+)
)
b log
(
T+a−1
a
)
+
4Lσ¯2
n
(
b2
a2
+ b
2
a
)
b log
(
T+a−1
a
)
This completes proof of Theorem 3 .
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