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ABSTRACT
SU(2) gauge theory coupled to massless fermions in the adjoint representation is
quantized in light-cone gauge by imposing the equal-time canonical algebra. The the-
ory is defined on a space-time cylinder with ”twisted” boundary conditions, periodic
for one colour component (the diagonal 3- component) and antiperiodic for the other
two. The focus of the study is on the non-trivial vacuum structure and the fermion
condensate. It is shown that the indefinite-metric quantization of free gauge bosons
is not compatible with the residual gauge symmetry of the interacting theory. A
suitable quantization of the unphysical modes of the gauge field is necessary in order
to guarantee the consistency of the subsidiary condition and allow the quantum rep-
resentation of the residual gauge symmetry of the classical Lagrangian: the 3-colour
component of the gauge field must be quantized in a space with an indefinite metric
while the other two components require a positive-definite metric. The contribution of
the latter to the free Hamiltonian becomes highly pathological in this representation,
but a larger portion of the interacting Hamiltonian can be diagonalized, thus allowing
perturbative calculations to be performed. The vacuum is evaluated through second
order in perturbation theory and this result is used for an approximate determination
of the fermion condensate.
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NOTATIONS AND CONVENTIONS
• x denotes space-time cohordinates ; x1 ≡ x and x0 ≡ t are the corresponding
space and, respectively, time components.
• Light-cone cohordinates are often used :
x− =
t− x√
2
, x+ =
t + x√
2
∂− =
∂
∂x−
=
∂0 − ∂1√
2
, ∂+ =
∂
∂x+
=
∂0 + ∂1√
2
.
• Greek indeces are Lorentz indeces while Latin indeces are colour indeces. To
avoid confusion when the symbols + and − are used as both Lorentz and colour
indeces, it may help to remember that colour indeces are always upper indeces.
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Chapter 1
INTRODUCTION
The vacuum of QCD is believed to contain a condensate of quark-antiquark pairs
with opposite helicities and a net chiral charge. This is a sign of spontaneous breaking
of the chiral symmetry. The complexity of realistic field theories like QCD makes it
convenient to investigate simpler models with analogous features. A great simplifica-
tion can be achieved by considering theories in one space and one time dimensions.
Because of the absence of transverse dimensions, there is no spin in two dimensions
and the chiral nature of massless fermions refers to their direction of motion. The
simplest model possessing a non-trivial vacuum structure and a chiral condensate
(given by the nonzero vacuum expectation value of the operator ψ¯ψ) is the Schwinger
model [1], which is the two-dimensional version of QED with massless fermions, an
exactly soluble abelian theory. It is interesting to consider the more complex case of a
two-dimensional QCD model. It is known that in non-abelian theories in two dimen-
sions a complex vacuum structure, reminiscent of the θ-vacuum of QCD, is present
when the Fermi field transforms according to the adjoint representation of SU(N)
[2][3][4]. Nonvanishing chiral condensates have been found for two-dimensional Yang-
Mills theories with adjoint fermions [5] [6] [11]. We shall use the canonical Hamilto-
nian formalism to obtain a perturbative evaluation of the vacuum and the condensate
for SU(2) gauge theory coupled to massless fermions in the adjoint representation.
The quantum Hamiltonian will be determined after quantizing the fields in a Fock
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space at t = 0. The theory will be studied on the space interval −L ≤ x ≤ L
with “twisted” boundary conditions [8] [9], periodic for one colour component (the
diagonal 3-component) and antiperiodic for the other two. Compactifying the space
dimension leads to a discrete set of allowed momenta , which provides a regularization
of the infrared divergences affecting two-dimensional theories. The gauge condition
that will be used to quantize the theory is the light-cone gauge A− = 0, belonging to
the family of algebraic gauges. These gauges have the important advantage that in
the path-integral quantization of Yang-Mills theories the Faddeev-Popov determinant
is independent of the gauge field and is absorbed by the normalization factor in the
generating functional of Green’s functions. The decoupling of Faddeev-Popov ghosts
brings about significant simplifications in the formalism. Two different methods are
commonly used to impose the light-cone gauge condition. In the light-front proce-
dure the coordinate x+ plays the role of time: the canonical commutation relations
are imposed at equal x+, instead of equal time, and Heisenberg fields evolve in x+.
The gauge condition is then compatible with Dirac’s procedure [10] for the quantiza-
tion of constrained systems. All the constraints involving the canonical variables can
be imposed in a strong sense and the redundant degrees of freedom associated with
gauge invariance can therefore be eliminated from the formalism. The main advan-
tage of the light-front representation is that the vacuum is very simple and can be
described completely, which makes it particularly suitable for the non-perturbative
study of field theories. In this approach, however, the condensate turns out to be
proportional to 1/L and therefore vanishes in the continuum limit [11]. We shall con-
sider the equal-time quantization of the model. In order to apply Dirac’s procedure
in this case, it is necessary to impose the gauge constraint by means of a Lagrange-
2
multiplier field [12], which introduces unphysical degrees of freedom that have to be
dealt with by requiring that the expectation value of the Lagrange multiplier vanishes
for physical states. The Lagrange multiplier evolves as an x−-independent free field,
which guarantees the stability of the physical subspace. By solving constraint equa-
tions for the colour components of this field, we shall express them in terms of the
other fields and determine the algebra they satisfy. This will allow us to show that
the three subsidiary conditions are not independent, and that we only need to require
that the 3-colour component of the Lagrange multiplier have zero expectation value
between physical states. As a consequence of the introduction of spurious degrees of
freedom, the non-zero modes of A+, which are not physical in two dimensions, are
present in the Hamiltonian and need to be quantized. Once the condition A− = 0
is imposed, the Lagrangian is still invariant under a class of gauge transformations
that do not affect A− . The quantization of the gauge field must allow a quantum
representation of these transformations. The existence of an operator implementing
the residual gauge symmetry of the classical Lagrangian is closely related to the ex-
istence of a non-trivial vacuum structure. We shall show that, in order to guarantee
both the consistency of the subsidiary condition and the possibility to implement the
residual symmetry, the 3-colour component of the gauge field must be quantized in a
Fock space with indefinite metric, while for the other two components the definition
of creation and annihilation operators must be compatible with a positive-definite
metric. Although with an indefinite metric the Hamiltonian for the free gauge theory
cannot be fully diagonalized, it does annihilate the Fock vacuum. But when two
colour components of the gauge field are quantized according to the positive-metric
scheme, their contribution to the Hamiltonian is highly pathological, containing terms
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that alter the number of particles. Although unphysical in the pure gauge theory,
the modes causing this pathology participate in the interaction with fermions. That
raises the problem of finding a vacuum state to perturb about. As we shall see, the
pathology can be cured by adding to the unperturbed Hamiltonian a term coming
from the gauge-invariant ultraviolet regularization of the fermion currents and kinetic
term. This piece is quadratic in the gauge field and the coupling constant. It has
the form of a mass term, where the mass is m = g√
π
(the well-known mass acquired
by the gauge field in the Schwinger model). The same procedure will be followed
for the zero mode of A3. This procedure allows standard Hamiltonian perturbation
theory to be applied for an approximate evaluation of the physical vacuum, starting
from a vacuum that has some non-perturbative information built in (the ultraviolet
renormalization giving the “mass term” for the gauge field is nonperturbative). It
will be shown that the state obtained in this way satisfies the subsidiary condition,
as must be required of the vacuum state for consistency reasons. Although the con-
densate is believed to be a non-perturbative effect we shall manage to treat it in a
perturbative framework. Chapter 2 reviews some basic facts about the theory under
study, the definition of bilinear products of Fermi fields and the bosonization of the
fermion degrees of freedom. The Lagrange multipliers and the issues concerning the
quantization of A+ are studied in Chapter 3. In Chapter 4 the vacuum is evaluated
through second order. The calculation of the condensate is presented in Chapter 5.
In order to test the method on a model with a known solution, we started by per-
forming perturbative calculation for the Schwinger model and found some interesting
results. In spite of the fact that the Hamiltonian for the free gauge theory does not
have a complete set of eigenstates, perturbation theory can be applied. Perturbing
4
about the states with one gauge boson satisfying the subsidiary condition in free
theory, which are the only eigenstates, gives rise to a bifurcation: two states with
different energies can be obtained from one unperturbed state. Thus, the complete
set of one-particle eigenstates of the interacting Hamiltonian can be obtained by per-
turbing about the incomplete set of one-particle eigenstates of the free Hamiltonian.
The calculations for the Schwinger model are reported in Appendix A.
5
Chapter 2
SU(2) GAUGE THEORY COUPLED TO ADJOINT FERMIONS
2.1 Basics.
The lagrangian density for the theory is1
L = −1
2
Tr(FµνF
µν) + Tr(Ψ¯γµDµΨ)
where
Fµν = ∂µAν − ∂νAµ + ig[Aµ, Aν ] , Dµ = ∂µ + ig[Aµ, ] .
Aµ and Ψ are matrices in the adjoint representation of SU(2):
Aµ = A
a
µτ
a , Ψ = Ψaτa a = 1, 2, 3
where τa = σ
a
2
and σa are the Pauli matrices, so that
[
τa, τ b
]
= iǫabc , Tr
(
τaτ b
)
=
1
2
δab .
γ0 and γ1 are 2× 2 matrices satisfying the Dirac algebra
{γµ, γν} = 2gµν .
We shall use the following representation
γ0 =
 0 −i
i 0
 , γ1 =
 0 i
i 0
 .
1The notation used here is similar to that of ref.[11].
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Ψa is a 2-component Dirac field :
Ψa =
 ΨaR
ΨaL

The lagrangian is invariant under the gauge transformation
Ψ′R/L = UΨR/LU
−1 ,
A′µ = UAµU
−1 +
i
g
∂µUU
−1
where U is a spacetime-dependent element of SU(2).
Note that Fµν and Dµ transform covariantly under gauge transformations:
F ′µν = UFµνU
−1 , D′µ = UDµU
−1 .
The equations of motion for the gauge fields are
DµF
µν = gJν (2.1)
where the fermion current Jµ is defined as
Jµ ≡ iΨ¯bγµΨa
[
τa, τ b
]
. (2.2)
The conservation law associated with the gauge invariance is
∂ν (J
ν − i [Aµ, F µν ]) = 0 ,
the fermion current being conserved in the covariant sense:
DµJ
µ = 0 .
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2.2 The light-cone gauge
The light-cone gauge condition
nµAaµ = 0 with n =
1√
2
(1,−1) (2.3)
or, equivalently,
Aa− ≡
1√
2
(Aa0 −Aa1) = 0 , (2.4)
can be enforced by means of a Lagrange multiplier λ(x) = λa(x)τa , by adding the
gauge-fixing term [12]
Lgf = 2Tr (λnµAµ)
to the Lagrangian. The theory defined by the Lagrangian
L′ = L+ Lgf
can be consistently quantized by means of Dirac’s procedure. The gauge conditions
(2.3) can be obtained as the Euler-Lagrange equations associated to the fields λa(x).
The quantum commutators corresponding to the classical Dirac’s brackets are
[Aa0(t, x), (π
1)b(t, y)] = [Aa1(t, x), (π
1)b(t, y)] = δab(x− y)
where (π1)b = F b01. We can see that the gauge constraint A
a
− = 0 can be imposed in
a strong sense while Aa+ satisfies
[Aa+(t, x), F
b
01(t, y)] =
√
2δab(x− y) .
This procedure introduces spurious degrees of freedom into the theory. The Euler-
Lagrange equations associated to the gauge fields
DµF
µν + λnν = gJν (2.5)
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are not equivalent to eqs.(2.1) owing to the presence of the Lagrange multiplier.
Equivalence with the original theory can be recovered by imposing the subsidiary
condition λ = 0. However, since the commutators of λ with the other fields are not
zero, such condition is incompatible with the quantization of the theory and cannot
be imposed in a strong sense. As in the standard Gupta-Bleuler quantization of QED
in the Feynman gauge, the subsidiary condition will have to be imposed as a weak
condition selecting the physical subspace Vphys of the theory:
|phys〉 ∈ Vphys ⇔ 〈phys|λ|phys〉 = 0 (2.6)
The stability of the physical subspace under time evolution is guaranteed by the fact
that, as we shall see, λ satisfies a free-field equation of motion and has, therefore,
a well defined decomposition into positive and negative frequency parts, so that one
can equivalently state the subsidiary condition as
|phys〉 ∈ Vphys ⇔ λ(+)|phys〉 = 0 (2.7)
where λ(+) denotes the annihilation, or positive frequency, component of the field
λ(x) .
2.3 Dynamics
It is convenient to introduce the helicity basis [11]
τ+ =
τ 1 + i τ 2√
2
, τ− =
τ 1 − i τ 2√
2
These satisfy
[τ+, τ−] = τ 3 , [τ 3, τ±] = ±τ± (2.8)
9
and
Tr(τ+τ−) = Tr(τ 3)2 =
1
2
, Tr(τ±)2 = Tr(τ 3τ±) = 0 . (2.9)
With respect to this basis Aµ and Ψ are decomposed as
Aµ = A
3
µτ
3 + A−µ τ
+ + A+µ τ
− (2.10)
where A±µ ≡ 1√2(A1µ ±A2µ) ,
ΨR/L = φR/Lτ
3 + ψR/Lτ
+ + ψ†R/Lτ
− (2.11)
where φR/L ≡ Ψ3R/L and ψR/L ≡ 1√2
(
Ψ1R/L − iΨ2R/L
)
, ψ†R/L ≡ 1√2(Ψ1R/L + iΨ2R/L) .
We shall restrict the space variable to the interval −L ≤ x ≤ L and impose
“twisted” boundary conditions: the fields ψR and ψL will be taken to be antiperiodic;
it will be convenient, however, to take φR and φL to be periodic. For consistency,
then, A±µ must be taken to be antiperiodic while A
3
µ is periodic.
With the above definitions the Lagrangian density can be written as
L = −1
2
(F 301)
2 − 1
2
F+01F
−
01 −
1
2
F−01F
+
01 +
i√
2
[φR∂+φR + φL∂−φL]
+
i√
2
[
ψ†R∂+ψR + ψR∂+ψ
†
R + ψ
†
L∂−ψL + ψL∂−ψ
†
L
]
(2.12)
− g√
2
[
A3+J
3
R + A
−
+J
+
R + A
+
+J
−
R + A
3
−J
3
L + A
−
−J
+
L + A
+
−J
−
L
]
+λ3A3− + λ
+A−− + λ
−A+−
where
A3,±− ≡
1√
2
(
A3,±0 − A3,±1
)
, A3,±+ ≡
1√
2
(
A3,±0 + A
3,±
1
)
10
and
J3,±L =
1√
2
(
J3,±0 + J
3,±
1
)
, J3,±R =
1√
2
(
J3,±0 − J3,±1
)
The equations of motion for the gauge fields take the form
∂−F 3 + J3R = 0 (2.13)
∂+F
3 + ig(F+A− − F−A+)− J3L + λ3 = 0 (2.14)
∂−F− + J−R = 0 (2.15)
∂+F
− + ig(F−A3 − F 3A−)− J−L + λ− = 0 (2.16)
∂−F
+ + J+R = 0 (2.17)
∂+F
+ + ig(F 3A+ − F+A3)− J+L + λ+ = 0 (2.18)
A− = 0 (2.19)
where A3,± ≡ A3,±+ and F 3,± ≡ F 3,±01 , which is the only non-vanishing component of
the antisymmetric tensor F 3,±µν in two dimensions. The condition A− = 0 implies
F 3,± = ∂0A
3,±
1 − ∂1A3,±0 = ∂−A3,±
From the expression of the energy-momentum tensor
Θµν =
∂L
∂(∂µϕα)
∂νϕα − Lgµν
one obtains the canonical Hamiltonian
P 0 ≡ H =
∫ L
−L
dxΘ00(x).
where
Θ00 = F 3∂0A
3
1 + F
−∂0A+1 + F
+∂0A
−
1 +
i
2
(
φR∂0φR + ψ
†
R∂0ψR + ψR∂0ψ
†
R
)
+
i
2
(
φL∂0φL + ψ
†
L∂0ψL + ψL∂0ψ
†
L
)
− L
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With some manipulations and using the constraint A− = 0 one gets
H =
∫ L
−L
dx
{
1
2
(
F 3
)2
+ F+F− − 1√
2
(
∂1F
3A3 + ∂1F
+A− + ∂1F−A+
)
+
i
2
(
φL∂1φL + ψ
†
L∂1ψL + ψL∂1ψ
†
L − φR∂1φR − ψ†R∂1ψR − ψR∂1ψ†R
)
+g
(
A3J3R + A
−J+R + A
+J−R
)}
.
2.4 Quantization of the Fermi field.
The Fock representation for the fermionic degrees of freedom at t = 0 is obtained by
Fourier expanding ΨR/L(0, x) . We have
φR(0, x) =
1√
2L
∞∑
N=1
(
rNe
ikNx + r†Ne
−ikNx
)
+
o
φR (2.20)
ψR(0, x) =
1√
2L
∞∑
n= 1
2
(
bne
iknx + d†ne
−iknx
)
(2.21)
φL(0, x) =
1√
2L
∞∑
N=1
(
ρNe
−ikNx + ρ†Ne
ikNx
)
+
o
φL (2.22)
ψL(0, x) =
1√
2L
∞∑
n= 1
2
(
βne
−iknx + δ†ne
iknx
)
, (2.23)
where
o
φR/L are the zero modes of φR/L. The lower-case (upper-case) indices run over
positive half-odd integers (integers) and kn = nπ/L, kN = Nπ/L .
The canonical anti-commutation relations for the Fermi fields are
{φR(0, x), φR(0, y)} = δP (x− y)
{φL(0, x), φL(0, y)} = δP (x− y) ,
where δP denotes the periodic delta function, which can be expanded in the interval
[−L,+L] as
δP (x− y) = 1
2L
∞∑
N=−∞
ei
π
L
N(x−y) ,
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and
{
ψR(0, x), ψ
†
R(0, y)
}
= δA(x− y) (2.24){
ψL(0, x), ψ
†
L(0, y)
}
= δA(x− y) , (2.25)
where δA denotes the anti-periodic delta function
δA(x− y) = 1
2L
+∞∑
n=−∞
ei
π
L
n(x−y) .
All the other anti-commutators vanish.
These induce the following algebra for the Fourier modes:
{ρ†N , ρM} = {r†N , rM} = δN,M (2.26)
{b†n, bm} = {d†n, dm} = {β†n, βm} = {δ†n, δm} = δn,m (2.27)
{ oφR,
o
φR} = {
o
φL,
o
φL} =
1
2L
, (2.28)
all other anti-commutators vanishing.
The fermionic Fock space is generated in the usual way by the action of the creation
operators on a vacuum state |0〉.
2.5 The currents.
A rigorous definition of quantum fields as operators in a Hilbert space requires smear-
ing with test functions. As mathematical objects quantum fields are operator-valued
distributions and the product of fields at the same point is not defined. Quantum
field theories are affected by ultraviolet singularities arising from ill-defined operator
products. A renormalization procedure is necessary to remove such singularities. The
13
most simple example is the normal ordering prescription for free fields, which can be
defined by means of a space-like point splitting as
:A(x)B(x): ≡ lim
ε→ 0
ε2 < 0
(
A(x+ ε)B(x)− 〈0|A(x+ ε)B(x)|0〉
)
.
Here the diverging vacuum expectation value (v.e.v.) is removed before the limit
ε→ 0 is taken.
Starting from the expression for the currents (2.2) we can define the free fermion
currents for this theory at t = 0 by means of a point-splitting in the space direction
J˜R(0, x) ≡ lim
ǫ→0
1√
2
ΨbR(0, x + ǫ)Ψ
a
R(0, x)
[
τa, τ b
]
(2.29)
J˜L(0, x) ≡ lim
ǫ→0
1√
2
ΨbL(0, x + ǫ)Ψ
a
L(0, x)[τ
a, τ b] (2.30)
or, for each colour component in the helicity basis,
J˜3R ≡ limǫ→0
1√
2
(
ψ†R(0, x + ǫ)ψR(0, x) + ψ
†
R(0, x)ψR(0, x + ǫ)
)
J˜+R ≡ limǫ→0
1√
2
(
φR(0, x + ǫ)ψ
†
R(0, x) + φR(0, x)ψ
†
R(0, x + ǫ)
)
J˜−R ≡ limǫ→0
1√
2
(
ψR(0, x + ǫ)φR(0, x) + ψR(0, x)φR(0, x + ǫ)
)
and analogous expressions for the left currents.
It is easy to see that the definition of J˜3 is equivalent to the normal ordering prescrip-
tion. As a matter of fact by evaluating 〈0|ψ†R(0, x+ ǫ)ψR(0, x)|0〉 one sees that in the
normal ordering procedure the ultraviolet divergence i
2πǫ
is subtracted. This purely
imaginary singularity is also removed by means of the hermitian point-splitting as in
the definition of J˜3. More explicitly, using the Fock representation (2.21) we have
ψ†R(0, x + ǫ)ψR(0, x) =
1
2L
∞∑
m,n= 1
2
(
dnbme
i(kn+km)xeiknǫ + dnd
†
me
i(kn−km)xeiknǫ
+b†nbme
−i(kn−km)xe−iknǫ + b†nd
†
me
−i(kn+km)xe−iknǫ
)
.
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Since
1
2L
∞∑
m,n= 1
2
dnd
†
me
i(kn−km)xeiknǫ = − 1
2L
∞∑
m,n= 1
2
d†mdne
i(kn−km)xeiknǫ +
1
2L
∞∑
n= 1
2
eiknǫ
and
1
2L
∞∑
n= 1
2
eiknǫ =
1
2L
∞∑
N=0
eiN
π
L
ǫei
π
2L
ǫ =
1
2L
1
1− ei πL ǫ e
i π
2L
ǫ =
i
2πǫ
+ o(ǫ)
we can write
ψ†R(0, x + ǫ)ψR(0, x) = :ψ
†
R(0, x)ψR(0, x):+
i
2πǫ
+ o(ǫ) (2.31)
and
J˜3R(0, x) =
√
2 :ψ†R(0, x)ψR(0, x): =
1√
2L
∞∑
m,n= 1
2
(
dnbme
i(kn+km)x − d†mdnei(kn−km)x
+b†nbme
−i(kn−km)x + b†nd
†
me
−i(kn+km)x
)
.
In a similar manner one gets:
ψ†L(0, x + ǫ)ψL(0, x) = :ψ
†
L(0, x)ψL(0, x):−
i
2πǫ
+ o(ǫ) (2.32)
and
J˜3L(0, x) =
√
2 :ψ†L(0, x)ψL(0, x):
From the above expression for J˜3R it is not hard to see that we can write
J˜3R(0, x) =
1√
2L
∞∑
N=1
(
C3Ne
ikNx + C3N
†
e−ikNx
)
+
C30√
2L
(2.33)
where
C3N =
∞∑
n= 1
2
(
b†nbN+n − d†ndN+n
)
−
N− 1
2∑
n= 1
2
bndN−n
and
C30 =
∑
n
(b†nbn − d†ndn) . (2.34)
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Analogously one can see that
J˜3L(0, x) =
1√
2L
∞∑
N=1
(
D3Ne
−ikNx +D3N
†
eikNx
)
+
D30√
2L
(2.35)
where
D3N =
∞∑
n= 1
2
(
β†nβN+n − δ†nδN+n
)
−
N− 1
2∑
n= 1
2
βnδN−n
and
D30 =
∑
n
(β†nβn − δ†nδn) . (2.36)
As for J+ and J− it is easy to see that the operator products are not singular and
the limit can be taken without subtractions:
J˜+R (0, x) =
1
2L
∞∑
N=0
∞∑
n= 1
2
(
rNdne
i(N+n) π
L − b†nrNei(N−n)
π
L
+r†Ndne
−i(N−n) π
L + r†Nb
†
ne
−i(N+n) π
L
)
J˜−R (0, x) =
1
2L
∞∑
N=0
∞∑
n= 1
2
(
bnrNe
i(N+n) π
L
x − r†Nbne−i(N−n)
π
L
x
+d†nrNe
i(N−n) π
L
x + d†nr
†
Ne
−i(N+n) π
L
x
)
where we have set
o
φR =
r0 + r
†
0√
2L
. (2.37)
We can write
J˜±R (0, x) =
1√
2L
∞∑
n= 1
2
(
C±n e
iknx + C∓n
†
e−iknx
)
(2.38)
where
C+n =
∞∑
M=0
r†Mdn+M −
∞∑
m= 1
2
b†mrn+m −
n∑
m= 1
2
dmrn−m (2.39)
C−n =
∞∑
m= 1
2
d†mrn+m −
∞∑
M=0
r†MbM+n −
n∑
m= 1
2
rn−mbm . (2.40)
16
Similar expressions can be found for the operators D±n such that
J˜±L (0, x) =
1√
2L
∞∑
n= 1
2
(
D±n e
−iknx +D∓n
†
eiknx
)
(2.41)
Using the fundamental anti-commutators (2.26), (2.27) and ( 2.28) one can verify
that these operators satisfy the commutation relations2[7]
[
C3N , C
3
M
]
= NδN,−M (2.42)[
C±n , C
±
m
]
= 0 (2.43)[
C3N , C
±
m
]
= ±C±N+m (2.44)[
C+n , C
−
m
]
= C3n+m + nδn,−m . (2.45)
where we have defined
C3−N ≡ (C3N)† , C±−n ≡ (C∓n )†
The algebra satisfied by the Ds is of course identical.
Definitions (2.29) and (2.30) are not suitable for regularizing the currents in the
interacting case because the gauge transformation properties of the currents are not
preserved. We want a prescription such that the regularized currents still transform
covariantly [11]:
J ′µ(x) = U(x)Jµ(x)U
†(x)
In order to achieve this we modify def.(2.29-2.30) by suitably inserting factors of the
form:
eig
∫ x+ε
x
A·dx
2Note that these relations do not hold in this form if the zero mode of φR/L is
discarded, as in ref. [11]
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which, under gauge transformations behave according to
eig
∫ x+ε
x
A·dx −→ U(x)eig
∫ x+ε
x
A·dxU †(x+ ε)
for ε infinitesimal. As a consequence we have:
eig
∫ x+ε
x
A·dxΨ(x+ ε)e−ig
∫ x+ε
x
A·dx −→ U(x)eig
∫ x+ε
x
A·dxΨ(x+ ε)e−ig
∫ x+ε
x
A·dxU †(x)
and the regularized interacting current Jˆ(0, x) defined by
JˆR(0, x) ≡ − lim
ǫ→0
ΨaR(0, x + ǫ)Ψ
b
R(0, x) [e
ig
∫ x+ǫ
x
A1·dx τa e−ig
∫ x+ǫ
x
A1·dx, τ b]
transforms covariantly.
Using
eig
∫ x+ǫ
x
A1·dxτae−ig
∫ x+ǫ
x
A1·dx = τa + igǫ[A1, τa] + o(ǫ2)
we have
JˆR(0, x) = J˜R(0, x)− lim
ǫ→0
(
i
2
gǫΨaR(0, x + ǫ)Ψ
b
R(0, x)A
c(0, x)
[
[τ c, τa], τ b
])
.
Since
[
[τ c, τa], τ b
]
= iǫcadiǫdbfτ f = δabτ c − δcbτa , we can write
JˆR(0, x) = J˜R(0, x)− ig lim
ǫ→0
[
ǫTr
{
ΨR(0, x + ǫ)ΨR(0, x)
}
A(0, x)
−ǫΨR(0, x + ǫ)Tr
{
ΨR(0, x)A(0, x)
}]
so that, going back to the helicity basis we have
Jˆ3R = J˜
3
R −
i√
2
g lim
ǫ→0
[
ǫ
{
ψ†R(0, x + ǫ)ψR(0, x) + ψR(0, x + ǫ)ψ
†
R(0, x)
}
A31(0, x)
−ǫφR(0, x + ǫ)ψ†R(0, x)A−1 (0, x)− ǫφR(0, x + ǫ)ψR(0, x)A+1 (0, x)
]
Jˆ+R = J˜
+
R −
i√
2
g lim
ǫ→0
[
ǫ
{
φR(0, x + ǫ)φR(0, x) + ψR(0, x + ǫ)ψ
†
R(0, x)
}
A+1 (0, x)
−ǫψ†R(0, x + ǫ)φR(0, x)A31(0, x)− ǫψ†R(0, x + ǫ)ψ†R(0, x)A−1 (0, x)
]
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Jˆ−R = J˜
−
R −
i√
2
g lim
ǫ→0
[
ǫ
{
φR(0, x + ǫ)φR(0, x) + ψ
†
R(0, x + ǫ)ψR(0, x)
}
A−1 (0, x)
−ǫψR(0, x + ǫ)φR(0, x)A31(0, x)− ǫψR(0, x + ǫ)ψR(0, x)A+1 (0, x)
]
As we have seen (eq. 2.31), the operator product ψ†R(0, x + ǫ)ψR(0, x) has a pole
in ǫ = 0, which cancels the ǫ in the numerator giving a non-zero limit. The same
singularity affects ψR(0, x+ǫ)ψ
†
R(0, x) = −
(
ψ†R(0, x + ǫ)ψR(0, x)
)†
. Moreover we have
φR(0, x + ǫ)φR(0, x) =
1
2L
∞∑
M,N=0
(
rNrMe
i(kN+kM )xeikN ǫ + r†NrMe
−i(kN−kM )xe−ikN ǫ
+r†Nr
†
Me
−i(kN+kM )xe−ikN ǫ − r†MrNei(kN−kM )xeikN ǫ+
1
2L
∞∑
N=0
eiN
π
L
ǫ
)
=
1
2L
∞∑
M,N=0
(
rNrMe
i(kN+kM )x + r†Nr
†
Me
−i(kN+kM )x
)
+
i
2πǫ
+ o(ǫ)
All the other operator products appearing in the above expressions for the regularized
currents do not have poles in ǫ = 0 and give no contribution, so that, after taking the
limit ǫ→ 0, one is left with
Jˆ3R = J˜
3
R +
g√
2π
A31
Jˆ+R = J˜
+
R +
g√
2π
A+1 (2.46)
Jˆ−R = J˜
−
R +
g√
2π
A−1 .
For the left currents we have non-zero contributions in the small ǫ limit from
ψ†L(0, x + ǫ)ψL(0, x) ∼ −
i
2πǫ
,
ψL(0, x + ǫ)ψ
†
L(0, x) ∼ −
i
2πǫ
,
φL(0, x + ǫ)φL(0, x) ∼ − i
2πǫ
.
and, therefore
Jˆ3L = J˜
3
L −
g√
2π
A31
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Jˆ+L = J˜
+
L −
g√
2π
A+1 (2.47)
Jˆ−L = J˜
−
L −
g√
2π
A−1 .
2.6 The kinetic term
As a gauge-covariant regularization of the kinetic term let us consider
[Tr(iΨR(0, x)∂1ΨR(0, x)]reg ≡
≡ lim
ǫ→0
{
Tr
(
ieig
∫ x+ǫ
x
A1(0,y)dyΨR(0, x + ǫ)e
−ig
∫ x+ǫ
x
A1(0,y)dy∂1ΨR(0, x)
)
− v.e.v.
}
Using
eig
∫ x+ǫ
x
A1(0,y)dyΨR(0, x + ǫ)e
−ig
∫ x+ǫ
x
A1(0,y)dy = ΨR(0, x + ǫ) + igǫ [A1(0, x),ΨR(0, x + ǫ)]
+
i
2
gǫ2[∂1A1(0, x),ΨR(0, x + ǫ)]− g
2
2
ǫ2 [A1(0, x), [A1(0, x),ΨR(0, x + ǫ)] ] + o(ǫ
3)
and disregarding terms that vanish in the limit ǫ→ 0, one gets
Tr
(
ieig
∫ x+ǫ
x
A1dxΨR(0, x + ǫ)e
−ig
∫ x+ǫ
x
A1dx∂1ΨR
)
≃ Tr (iΨR(0, x + ǫ)∂1ΨR(0, x))
+
[(
1
2
ǫgA31(0, x) +
1
4
ǫ2g∂1A
3
1(0, x)
)
ψ†R(0, x + ǫ)∂1ψR(0, x) + h.c.
]
−
[
i
4
ǫ2g2
(
A+1 (0, x)A
−
1 (0, x) + (A
3
1)
2(0, x)
)
ψ†R(0, x + ǫ)∂1ψR(0, x) + h.c.
]
−
[
i
4
ǫ2g2A+1 (0, x)A
−
1 (0, x)φR(0, x + ǫ)∂1φR(0, x) + h.c.
]
One finds that
ψ†R(0, x + ǫ)∂1ψR(0, x) ≃ :ψ†R∂1ψR : −
1
2iπǫ2
+ const.
φR(0, x + ǫ)∂1φR(0, x) ≃ :φR∂1φR : − 1
2iπǫ2
+ const.
and therefore
[Tr(iΨR(0, x)∂1ΨR(0, x)]reg =
i
2
:ψ†R
↔
∂ 1 ψR: +
i
2
:φR∂1φR: +
g2
4π
(
2A+1 A
−
1 + (A
3
1)
2
)
.
(2.48)
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Analogously, using
ψ†L(0, x + ǫ)∂1ψL(0, x) ≃ :ψ†L∂1ψL :+
1
2iπǫ2
+ const.
φL(0, x + ǫ)∂1φL(0, x) ≃ :φL∂1φL : + 1
2iπǫ2
+ const.
one gets
[Tr(iΨL(0, x)∂1ΨL(0, x)]reg =
i
2
:ψ†L
↔
∂ 1 ψL: +
i
2
:φR∂1φL: − g
2
4π
(
2A+1 A
−
1 + (A
3
1)
2
)
.
(2.49)
2.7 Bosonization.
It is convenient to consider an alternative representation of the anticommutation
relations (2.24) and (2.25), known as bosonization. This procedure will allow us to
express the fields ψR/L and ψ
†
R/L at t = 0 in terms of the bosonic operators C
3
N andD
3
N
appearing in the Fourier decomposition of the currents J˜3R and J˜
3
L (eqs. 2.33-2.35).
Following [14] we define
ϕ
(+)
R (0, x) = −
∞∑
N=1
1
N
C3Ne
ikNx
ϕ
(−)
R (0, x) =
∞∑
N=1
1
N
(C3N)
†e−ikNx
ϕ
(+)
L (0, x) = −
∞∑
N=1
1
N
D3Ne
−ikNx
ϕ
(−)
L (0, x) =
∞∑
N=1
1
N
(D3N)
†eikNx
and
σR/L(0, x) =
√
2Le
ϕ
(−)
R/L
(0,x)
ψR/L(0, x)e
ϕ
(+)
R/L
(0,x)
. (2.50)
The following relations hold [14]
σ+R(0, x)σR(0, x) = σR(0, x)σ
+
R(0, x) = 1 , (2.51)
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σ+L (0, x)σL(0, x) = σL(0, x)σ
+
L (0, x) = 1 , (2.52)
{σR(x), σL(y)} = {σR(x), σ+L (y)} = 0 , (2.53)
[C30 , σL] = [D
3
0 , σR] = 0 (2.54)
[C30 , σR] = −σR , [D30 , σL] = −σL (2.55)
[C3N , σR/L] = [D
3
N , σR/L] = 0 . (2.56)
The operators
σR/L ≡ σR/L(0, 0) (2.57)
are called spurions.
Let us consider the states
|M,N〉 = σML σNR |0〉 ,
where
σ−NR/L ≡ (σ†R/L)N .
One can show that, for M,N > 0 ,
|M,N〉 = δ†
M− 1
2
· · · δ†1
2
d†
N− 1
2
· · · d†1
2
|0〉
| −M,N〉 = β†
M− 1
2
· · ·β†1
2
d†
N− 1
2
· · · d†1
2
|0〉
|M,−N〉 = δ†
M− 1
2
· · · δ†1
2
b†
N− 1
2
· · · b†1
2
|0〉
| −M,−N〉 = β†
M− 1
2
· · ·β†1
2
b†
N− 1
2
· · · b†1
2
|0〉 .
It is easy to see that the states |M,N〉 are eigenstates of C30 and D30 :
C30 |M,N〉 = −N |M,N〉
D30|M,N〉 = −M |M,N〉 .
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One can verify that, for any P > 0
C3P |M,N〉 = 0 , D3P |M,N〉 = 0
and since
[C30 , C
3
P
†
] = [D30, C
3
P
†
] = 0
[C30 , D
3
P
†
] = [D30, D
3
P
†
] = 0
the action of C3P
†
and D3P
†
does not modify the eigenvalues of C30 and D
3
0.
It can be shown [15] that the fermion Fock space F , generated by the action of the
creation operators b†n , d
†
n , β
†
n , δ
†
n on the vacuum |0〉, can be decomposed as an
infinite direct sum of irreducible representations of the bosonic algebra satisfied by
the operators C3P andD
3
P (P 6= 0), each representation corresponding to an eigenspace
of C30 and D
3
0 . More explicitly we have
F = ⊕M,NFMN M,N = 0,±1,±2, . . .
where FMN is the Fock space generated by applying products of the operators C3P †
and D3P
†
to the vacuum |M,N〉 and
∀ |ΦMN 〉 ∈ FMN : C30 |ΦMN〉 = −N |ΦMN 〉 , D30|ΦMN 〉 = −M |ΦMN 〉 .
The free fermion hamiltonian
Hψ =
i
2
∫ L
−L
dx
(
ψ†L(0, x)
↔
∂ 1 ψL(0, x)− ψ†R(0, x)
↔
∂ 1 ψR(0, x)
)
=
∞∑
n= 1
2
kn(β
†
nβn + δ
†
nδn + b
†
nbn + d
†
ndn) (2.58)
and the momentum operator
Pψ =
i
2
∫ L
−L
dx
(
ψ†L(0, x)
↔
∂ 1 ψL(0, x) + ψ
†
R(0, x)
↔
∂ 1 ψR(0, x)
)
=
∞∑
n= 1
2
kn(β
†
nβn + δ
†
nδn − b†nbn − d†ndn) (2.59)
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can be expressed in terms of the boson operators by means of the following identities,
known as Kronig’s identities:
H =
π
2L
(
(C30 )
2 + (D30)
2
)
+
π
L
∞∑
N=1
(
C3N
†
C3N +D
3
N
†
D3N
)
(2.60)
P1 =
π
2L
(
(D30)
2 − (C30 )2
)
+
π
L
∞∑
N=1
(
D3N
†
D3N − C3N †C3N
)
. (2.61)
Finally, using
σR/L(0, x) = e
−iPψxσR/LePψx
it is easy to see that
σR(0, x) = e
iπ
2L
C30xσRe
iπ
2L
C30x
σL(0, x) = e
− iπ
2L
D30xσRe
− iπ
2L
D30x
and the operators ψR/L at t = 0 can then be written in terms of bosonic operators as
ψR(0, x) =
1√
2L
e−ϕ
(−)
R (0,x)e
iπ
2L
C30xσRe
iπ
2L
C30xe−ϕ
(+)
R (0,x) (2.62)
ψL(0, x) =
1√
2L
e−ϕ
(−)
L (0,x)e−
iπ
2L
D30xσLe
− iπ
2L
D30xe−ϕ
(+)
L (0,x) . (2.63)
2.8 The Hamiltonian
Using the regularized expressions (2.46) and (2.48) for the currents and the fermion
kinetic terms we obtain the regularized quantum hamiltonian
Hˆ =
∫ L
−L
dx
{
1
2
(
F 3
)2
+ F+F− − 1√
2
(
∂1F
3A3 + ∂1F
+A− + ∂1F−A+
)
+
i
2
(
:φL∂1φL: + :ψ
†
L
↔
∂ 1 ψL: +−:φR∂1φR:− :ψ†R
↔
∂ 1 ψR:
)
+g
(
A3J3R + A
−J+R + A
+J−R
)
+
g2
4π
[
(A3)2 + 2A+A−
] }
(2.64)
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where the products of gauge fields will also have to be defined.
Starting from the Fourier expansions of Aa1 =
1√
2
Aa and F a at t = 0 in the space
interval [−L, L] with the chosen boundary conditions :
A31(0, x) =
1√
2L
∑
N
a3Ne
−ikNx
A1,21 (0, x) =
1√
2L
∑
n
a1,2n e
−iknx
F 3(0, x) =
1√
2L
∑
N
b3Ne
−ikNx
F 1,2(0, x) =
1√
2L
∑
n
b1,2n e
−iknx
and using a3−N = a
3
N
†
, b3−N = b
3
N
†
, a±−n = a
1
n
†± ia2n† = a∓n † , b±−n = b∓n † , we can write
A3(0, x) =
1√
L
∞∑
N=1
(
a3Ne
−ikNx + a3N
†
eikNx
)
+
1√
L
a30 (2.65)
A±(0, x) =
1√
L
∞∑
n=−∞
a±n e
−ikn πLx =
1√
L
∞∑
n= 1
2
(
a±Ne
−iknx + a∓n
†
eiknx
)
(2.66)
F 3(0, x) =
1√
2L
∞∑
N=1
(
b3Ne
−ikNx + b3N
†
eikNx
)
+
1√
2L
b30 (2.67)
F±(0, x) =
1√
2L
∞∑
n=−∞
b±n e
−iknx =
1√
2L
∞∑
n= 1
2
(
b±n e
−iknx + b∓n
†
eiknx
)
. (2.68)
From the commutation relations
[Aa(0, x), F b(0, y)] = i
√
2δabδ(x− y)
we see that we must have
[A±(0, x), F∓(0, y)] = i
√
2δ(x− y)
[A3(0, x), F 3(0, y)] = i
√
2δ(x− y)
and
[a3M , b
3
N
†
] = iδMN , [a
±
m, b
±
n
†
] = iδmn , (2.69)
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all the other commutators vanishing.
We can now write
Hˆ = H0F +
1
2
(
b30
)2
+
g2
2π
(
a30
)2
+ g
√
2
L
C30a
3
0
+
∞∑
N=1
{
b3N
†
b3N + ikNa
3
N
†
b3N − ikNb3N †a3N +
g2
π
a3N
†
a3N + g
√
2
L
(
C3Na
3
N + C
3
N
†
a3N
†)}
+
∞∑
n= 1
2
{
b+n
†
b+n + b
−
n
†
b−n + ikna
+
n
†
b+n − iknb−n †a−n + ikna−n †b−n − iknb+n †a+n
+
g2
π
(
a+n
†
a+n + a
−
n
†
a−n
)
+ g
√
2
L
(
C+n a
−
n + C
−
n a
+
n + C
+
n
†
a−n
†
+ C−n
†
a+n
†)}
(2.70)
where H0F is the free fermion Hamiltonian
H0F =
∞∑
n= 1
2
kn
(
β†nβn + δ
†
nδn + b
†
nbn + d
†
ndn
)
+
∞∑
N=0
(
ρ†NρN + r
†
NrN
)
(2.71)
which, as we have seen, can also be expressed as
H0F =
π
2L
(
(C30)
2+(D30)
2
)
+
π
L
∞∑
N=1
(
C3N
†
C3N +D
3
N
†
D3N
)
+
∞∑
N=0
(
ρ†NρN + r
†
NrN
)
. (2.72)
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Chapter 3
THE QUANTIZATION OF THE GAUGE FIELD
3.1 The Lagrange multipliers and the subsidiary condition.
The Lagrange multipliers λ3, λ± are given in terms of the other fields by
λ3 = −
√
2∂1F
3 − igF+A− + igF−A+ +
√
2gJ˜30
λ+ = −
√
2∂1F
+ − igF 3A+ + igF+A3 +
√
2gJ˜+0
λ− = −
√
2∂1F
− − igF−A3 + igF 3A− +
√
2gJ˜−0 .
Consider the Fourier expansion
λ3(0, x) =
1√
2L
∞∑
N=−∞
λ3Ne
−ikNx ,
λ±(0, x) =
1√
2L
∞∑
n=−∞
λ±n e
−iknx .
Note that from λ3 = (λ3)† and λ± = (λ∓)† it follows that λ3−N = (λ
3
N)
† and λ±−n =
(λ∓n )
†. We want to show that the time evolution of the Lagrange multipliers in the
Heisenberg picture is that of free fields satisfying the simple equation ∂−λ = 0. In
order to see this let us evaluate their commutators with the Hamiltonian.
[Hˆ, λ3(0, y)] consists of the following terms:
1. ig
∫ L
−L
dx[F+(0, x)F−(0, x) , F−(0, y)A+(0, y)− F+(0, x)A−(0, y)]
2. − ig√
2
∫ L
−L
dx [ ∂1F
+(0, x)A−(0, x) + ∂1F−(0, x)A+(0, x) ,
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F−(0, y)A+(0, y)− F+(0, y)A−(0, y) ]
3.
∫ L
−L
dx [ ∂1F
3(0, x)A3(0, x) , ∂1F
3(0, y) ]
4. g
π
L
∞∑
N=1
[
C3N
†
C3N +D
3
N
†
D3N , J˜
3
R(0, y) + J˜
3
L(0, y)
]
−g
√
2
∫ L
−L
dx
[
A3(0, x)J˜3R(0, x) , ∂1F
3(0, y)
]
5. g2
∫ L
−L
dx
[
A3(0, x)J˜3R(0, x) , J˜
3
R(0, y)
]
− g
2
2
√
2π
∫ L
−L
dx
[
(A3)2(0, x), ∂1F
3(0, y)
]
6. g2
∫ L
−L
dx
[
A−(0, x)J˜+R (0, x) , −iF+(0, y)A−(0, y) + J˜3R(0, y)
]
7. g2
∫ L
−L
dx
[
A+(0, x)J˜−R (0, x) , iF
−(0, y)A+(0, y) + J˜3R(0, y)
]
8.
ig3
2π
∫ L
−L
dx
[
A+(0, x)A−(0, x), F−(0, y)A+(0, y)− F+(0, y)A−(0, y)
]
We have
1. = g
√
2
∫ L
−L
dx
(
−F+(0, y)F−(0, x)δA(x− y) + F+(0, x)F−(0, y)δ(x− y)
)
= 0
2. = g
∫ L
−L
dx
(
−∂xF+(0, x)A−(0, y)δA(x− y) + F+(0, y)A−(0, x)∂xδA(x− y)
)
+g
∫ L
−L
dx
(
∂xF
−(0, x)A+(0, y)δ(x− y)− F−(0, y)A+(0, x)∂xδ(x− y)
)
= g ∂y
(
F−(0, y)A+(0, y)− F+(0, y)A−(0, y)
)
3. = i
√
2
∫ L
−L
dx ∂xF
3(0, x)∂yδP (x− y) = i
√
2 ∂2yF
3(0, y)
4. =
g
2L
∞∑
N=1
(
−kNC3NeikNx + kNC3N †e−ikNx − kND3Ne−ikNx + kND3N †eikNx
)
+
−2ig
∫ L
−L
dxJ˜3(0, x)∂yδP (x− y)
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= ig∂yJ˜
3
R(0, y)− ig∂yJ˜3L(0, y)− 2ig∂yJ˜3R(0, y) = −ig ∂y
(
J˜3R(0, y) + J˜
3
L(0, y)
)
5. =
∫ L
−L
dx
[
g2
2L2
A3(0, x)
∞∑
N=1
N
(
eikN (x−y) − e−ikN (x−y)
)
− ig
2
π
A3(0, x)∂yδP (x− y)
]
=
∫ L
−L
dx
[
ig2
π
A3(0, x)∂yδP (x− y)− ig
2
π
A3(0, x)∂yδP (x− y)
]
= 0
6. =
√
2g2J˜+R (0, y)A
−(0, y)− g
2
2L2
∫ L
−L
dxA−(0, x)
∞∑
n=−∞
∞∑
N=−∞
C+n+Ne
iknxeikNy
=
√
2g2J˜+R (0, y)A
−(0, y)− g
2
2L2
∫ L
−L
dxA−(0, x)
∞∑
n=−∞
C+n e
iknx
∞∑
N=−∞
e−ikN (x−y)
=
√
2g2J˜+R (0, y)A
−(0, y)− g2
√
2
∫ L
−L
dxA−(0, x)J˜+R (0, x)δP (x− y) = 0
7. =
√
2g2J˜−R (0, y)A
+(0, y)− g2
√
2
∫ L
−L
dxA+(0, x)J˜−R (0, x)δP (x− y) = 0
8. =
g2√
2π
∫ L
−L
dx
(
−A−(0, x)A+(0, y)δA(x− y) + A+(0, x)A−(0, y)δA(x− y)
)
= 0
so that
[Hˆ, λ3(0, y)] = −i∂yλ3(0, y)
and
[Hˆ, λ3N ] =
1√
2L
∫ L
−L
dy eikNy[Hˆ, λ3(0, y)] = −kNλ3N .
The time evolution of λ3 is given by
eiHˆtλ3(0, x)e−iHˆt =
1√
2L
∞∑
N=1
(
λ3Ne
−ikN (t+x) + λ3N
†
eikN (t+x) + λ30
)
Let us consider [Hˆ, λ+(0, y)] . A similar calculation gives
∫ L
−L
dx
[ 1
2
(
F 3(x)
)2
+ F+(x)F−(x)− 1√
2
{
∂1F
3(x)A3(x) + ∂1F
+(x)A−(x)
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+∂1F
−(x)A+(x)
}
+
g2
4π
{
(A3)2(x) + 2A+(x)A−(x)
}
, −
√
2∂1F
+(y)
−igF 3(y)A+(y) + igF+(y)A3(y)
]
x0=y0=0
=
= −i∂y
{
−
√
2∂1F
+(0, y)− igF 3(0, y)A+(0, y) + igF+(0, y)A3(0, y)
}
−ig
2
π
∂yA
+(0, y)
and
g2
∫ L
−L
dx
{
[A3(0, x)J˜3R(0, x) , J˜
+
R (0, y)] + i[A
−(0, x)J˜+R (0, x) , A
3(0, y)F+(0, y)]
}
= 0
while
g2
∫ L
−L
dx
{
A+(0, x)
[
J˜−R (0, x) , J˜
+
R (0, y)
]
− iJ˜3R(0, x)[A3(0, x) , F 3(0, y)]A+(0, y)
}
= g2
∫ L
−L
dx
{A+(0, x)
2L2
∞∑
m,n=−∞
eiknxeikmy[C−n , C
+
m] +
√
2J˜3R(0, x)A
+(0, y)δ(x− y)
}
= − g
2
2L2
∫ L
−L
dxA+(0, x)
∞∑
m,n=−∞
eiknxeikmy
(
C3m+n +mδm,−n
)
+ g2
√
2J˜3R(0, y)A
+(0, y)
= −g
2
L
∫ L
−L
dxA+(0, x)
{ ∞∑
N=−∞
C3Ne
ikNxδ(x− y) + iL
π
∂xδ(x− y)
}
+g2
√
2J˜3R(0, y)A
+(0, y)
=
ig2
π
∂yA
+(0, y)
and
−g
√
2
∫ L
−L
dxJ˜+R (0, x)[A
−(0, x) , ∂yF+(0, y)] = −2ig∂yJ˜+R (0, y)
so that
[Hˆ, λ+(0, y)] = −i∂y
{
−
√
2∂1F
+(0, y)− igF 3(0, y)A+(0, y) + igF+(0, y)A3(0, y)
}
−2ig∂yJ˜+R (0, y) + g
[
HF , J˜
+
R (0, y) + J˜
+
L (0, y)
]
.
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Let us evaluate
[
HF , J˜
+
R (0, y)
]
and
[
HF , J˜
+
L (0, y)
]
. We have
[
HF , C
+
n
]
=
[ ∞∑
m= 1
2
km(b
†
mbm + d
†
mdm) +
∞∑
M=1
kMr
†
MrM ,
∞∑
N=0
r†Ndn+N
−
∞∑
j= 1
2
b†jrn+j −
n∑
j= 1
2
djrn−j
]
and, using the relation
[AB , CD] = A{B ,C}D − AC{B ,D}+ {A ,C}DB − C{A ,D}B
we get, for positive n,
[
HF , C
+
n
]
= −
∞∑
m,j= 1
2
kmb
†
mrn+jδmj −
∞∑
m= 1
2
∞∑
N=0
kmr
†
Ndmδm,n+N
−
∞∑
m= 1
2
n∑
j= 1
2
kmrn−jdmδmj +
∞∑
M=1
∞∑
N=0
kMr
†
Mdn+NδMN
+
∞∑
M=1
∞∑
j= 1
2
kMb
†
jrMδM,n+j +
∞∑
M=1
n∑
j= 1
2
kMdjrMδM,n−j
= −
∞∑
j= 1
2
(kj − kn+j)b†jrn+j −
∞∑
N=0
(kn+N − kN)r†Ndn+N
−
n∑
j= 1
2
(kj + kn−j)djrn−j
= −knC+n .
Analogously one obtains
[
HF , (C
−
n )
†] = kn(C−n )†[
HF , (D
+
n )
]
= −knD+n[
HF , (D
−
n )
†] = kn(D−n )† .
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Therefore we have
[
HF , J˜
+
R (0, y)
]
=
1√
2L
∞∑
n= 1
2
(
−knC+n eikny + knC−n †e−ikny
)
= i∂yJ˜
+
R (0, y)
and
[
HF , J˜
+
L (0, y)
]
=
1√
2L
∞∑
n= 1
2
(
−knD+n e−iknx + kn(D−n )†eiknx
)
= −i∂yJ˜+L (0, y) .
Finally we can write
[Hˆ, λ+(0, y)] = −i∂y
{
−
√
2∂1F
+(0, y)− igF 3(0, y)A+(0, y) + igF+(0, y)A3(0, y)
}
−ig∂y
(
J˜+R (0, y) + J˜
+
L (0, y)
)
= −i∂yλ+(0, y)
and, obviously,
[Hˆ, λ−(0, y)] = −i∂yλ−(0, y)
so that
[Hˆ, λ±n ] =
1√
2L
∫ L
−L
dyeikny[Hˆ, λ±(0, y)] = −knλ±n .
As a consequence we have
λ±(t, x) = eiHˆtλ±(0, x)e−iHˆt =
1√
2L
∞∑
n= 1
2
(
λ±n e
−ikn(t+x) + (λ±n )
†eikn(t+x)
)
We have thus shown that the Heisenberg field λ(t, x) has a free-field decomposition
into positive and negative frequency components, which is fundamental for a con-
sistent quantization of the theory. This result guarantees that the decomposition of
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λ into Fock creation and annihilation operators and the definition of the physical
subspace by means of the subsidiary condition are stable under time evolution.
Another important result is
[Hˆ, λ30] = 0 .
Indeed, the zero mode of λ3 is a conserved charge. In order to satisfy the subsidiary
condition, we shall require that its physical eigenstates have zero eigenvalue.
To further investigate the structure of the physical subspace let us consider the
algebra of the Lagrange multipliers. Using the canonical commutation relations we
get
[λ3(0, x), λ+(0, y)] = −2gF+(0, y)∂xδP (x− y)− 2gF+(0, x)∂yδA(x− y)
+i
√
2g2F+(0, x)A3(0, y)δA(x− y)
−i
√
2g2F 3(0, y)A+(0, x)δA(x− y)
+g2[J˜3R(0, x) + J˜
3
L(0, x) , J˜
+
R (0, y) + J˜
+
L (0, y)]
and
[λ3N , λ
+
m] =
1
2L
∫ L
−L
dx eikNx
∫ L
−L
dy eikmy [λ3(0, x), λ+(0, y)]
=
g√
2L
∫ L
−L
dx ei(kN+km)x
[
i(kN + km)
√
2F+(0, x) + igF+(0, x)A3(0, x)
−igF 3(0, x)A+(0, x)
]
+
g2
L
[C3−N +D
3
N , C
+
−m +D
+
m]
=
g√
2L
∫ L
−L
dx ei(kN+km)x
[
−
√
2∂1F
+(0, x) + igF+(0, x)A3(0, x)
−igF 3(0, x)A+(0, x)
]
+
g2
L
(
C+−N−m +D
+
N+m
)
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where (2.33), (2.35), (2.38), (2.41) and (2.44) were used. Finally one has
[λ3N , λ
+
m] =
g√
L
λ+N+m
and, analogously,
[λ3N , λ
−
m] = −
g√
L
λ−N+m .
In particular, for N = 0
[λ30, λ
±
m] = ±
g√
L
λ±m .
which shows that λ± are charged fields. This result has the important consequence
that the subsidiary conditions involving λ± are identically satisfied for states with
zero eigenvalue of the charge λ30 :
〈phys|λ±n |phys〉 = ±
g√
L
〈phys|[λ30 , λ±n ]|phys〉 = 0
as long as
λ30|phys〉 = 0 .
Therefore we only need to require that physical states satisfy the conditions
λ3N |phys〉 = 0 for N > 0 ,
λ30 |phys〉 = 0 .
One can also show that
[λ+n , λ
−
m] =
g√
2L
∫ L
−L
dx ei(kn+km)x
[
−
√
2∂1F
3(0, x) + igF−(0, x)A+(0, x)
−igF+(0, x)A−(0, x)
]
+
g2
L
[C+−n +D
+
n , C
−
−m +D
−
m]
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which, using
[
C+−n, C
−
−m
]
= C3−n−m − nδn,−m and [D+n , D−m] = D3n+m + nδn,−m, gives
[λ+n , λ
−
m] =
g√
L
λ3n+m
and
[λ3(0, x) , λ3(0, y)] = g2[J˜3R(0, x) , J˜
3
R(0, y)] + g
2[J˜3L(0, x) , J˜
3
L(0, y)]
=
g2
2L2
∞∑
N,M=−∞
(
[C3N , C
3
M ]e
ikNxeikMy + [D3N , D
3
M ]e
−ikNxe−ikMy
)
=
g2
2L2
∞∑
N=−∞
(NeikN (x−y) +Ne−ikN (x−y)) = 0
These relations imply that the Lagrange multipliers generate zero norm states
when applied to physical states. This is consistent with the expectation that modes
of the Lagrange multipliers can be found in zero norm physical states, in analogy
with the Gupta-Bleuler quantization of QED, where zero norm combinations of the
unphysical scalar and longitudinal photons are present in the physical subspace.
3.2 Quantization.
As we have seen, the representation chosen for the Fermi field at t = 0 is such that
the free fermion Hamiltonian is diagonal, or, in other words, the action of the creation
operators b†n , β
†
n , d
†
n , δ
†
n , r
†
N , ρ
†
N on the Fock vacuum generates eigenstates of the
free Hamiltonian. Basis states in the free fermion Fock space are a suitable starting
point for standard perturbative calculations.
The quantization of the gauge field is more delicate. Let us consider the part of
the unperturbed Hamiltonian which involves the non-zero unphysical modes of the
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gauge field:
HG =
∞∑
n= 1
2
{
b+n
†
b+n + b
−
n
†
b−n + ikna
+
n
†
b+n − iknb−n †a−n + ikna−n †b−n − iknb+n †a+n
}
+
∞∑
N=1
{
b3N
†
b3N + ikNa
3
N
†
b3N − ikNb3N †a3N
}
. (3.1)
We are naturally led to a Fock representation with a vacuum state defined as the
state |0〉 such that a3N |0〉 = b3N |0〉 = 0 and a±n |0〉 = b±n |0〉 = 0 for n,N > 0 . Creation
and annihilation operators can then be defined, for n,N > 0 , as[13]:
A3N ≡
1√
2L
a3N + i
√
L
2
b3N (3.2)
A3−N ≡
1√
2L
a3N − i
√
L
2
b3N (3.3)
A±n ≡
1√
2L
a±n + i
√
L
2
b±n (3.4)
A±−n ≡
1√
2L
a∓n − i
√
L
2
b∓n (3.5)
so that
a3N =
√
L
2
(
A3N + A
3
−N
)
, b3N =
A3N − A3−N
i
√
2L
a±n =
√
L
2
(
A±n + A
∓
−n
)
, b±n =
A±n −A∓−n
i
√
2L
The commutation relations
[A3M , (A
3
N)
†] = δMN , [A3−M , (A
3
−N)
†] = −δMN
[A±m, (A
±
n )
†] = δmn , [A±−m, (A
±
−n)
†] = −δmn
can be represented in a Fock space endowed with an indefinite metric. As a conse-
quence of the unphysical nature of the degrees of freedom we are considering, the
presence of an indefinite metric is not surprising and we know that it can be dealt
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with consistently provided that its restriction to the physical subspace is positive
semidefinite. Note that (3.1) is not diagonal in this representation, nor can it be
diagonalized. The vacuum and the states created out of it by repeated action of the
operators (b3N )
† and (b±n )
† provide an incomplete set of eigenstates. This anomalous
situation is related to the fact that the metric is not positive definite. A similar sit-
uation occurs in the Schwinger model where it can, nonetheless, be shown that the
complete set of one-particle eigenstates of the full Hamiltonian, as given by the known
solution of the model, can be obtained perturbatively starting from the incomplete
set of unperturbed one-particle eigenstates (see Appendix A).
The above quantization of the unphysical non-zero modes of the gauge field is
required for the non-interacting gauge theory, where the subsidiary conditions can be
expressed as b3N |phys〉 = 0 , b±n |phys〉 = 0 (as can easily be seen by setting g = 0 in
the expressions for the Lagrange multipliers). The physical subspace can be defined
by the 3 independent conditions
(
A3N−A3−N
)
|phys〉=
(
A±n−A±−n
)
|phys〉=0 ,
expressed in terms of annihilation operators. It is then possible to follow the Gupta-
Bleuler procedure and show that the physical subspace has a positive semi-definite
metric, with zero-norm states being the ones containing ghost-like modes, and
〈phys|HG|phys〉 = 0, so that unphysical modes do not contribute to the energy spec-
trum.
As is characteristic of two-dimensional pure Yang-Mills theories in light-cone
gauge, the Hamiltonian (3.1) has no interaction terms and coincides with that of
free gauge bosons. The interaction is carried by the Lagrange multipliers and has the
effect of modifying the subsidiary condition and the physical subspace. We expect
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more restrictive conditions as a consequence of the g-dependent terms in λ. The
colour components of λ do not commute with one another and the subsidiary condi-
tions are not independent. As a matter of fact, the Lagrange multipliers satisfy the
same algebra as in the previously considered case where fermions are present. The
conditions that need to be imposed are λ˜30|phys〉 = 0 and λ˜3N |phys〉 = 0, for N > 0
where
λ˜30 =
ig√
2L
∞∑
m= 1
2
(
(a−m)
†b−m + (b
+
m)
†a+m − (a+m)†b+m − (b−m)†a−m
)
λ˜3N =
i√
L
kNb
3
N +
ig√
2L
N− 1
2∑
m= 1
2
(
b−ma
+
N−m − b+ma−N−m
)
+
ig√
2L
∞∑
m= 1
2
(
(a−m)
†b−m+N + (b
+
m)
†a+m+N − (a+m)†b+m+N − (b−m)†a−m+N
)
.
We can see that the eigenstates of (3.1) generated by the action of b±n are no longer
physical states as in the free case. We need to require the more restrictive condition
that no modes of A± be present in the physical subspace. Only physical states with
modes of A3 are now zero-norm states and again one has 〈phys|HG|phys〉 = 0.
This indefinite metric representation of the gauge field, suggested by the free
nature of the Hamiltonian associated with it, turns out to be unsuitable for the
quantization of the full non-abelian gauge theory, on account of its residual gauge
invariance. To see this let us consider the operator
U(x) = eiN
π
L
(t+x)τ3 (3.6)
It satisfies the condition U(t,−L) = U(t, L) and A′− = UA−U † + ig∂−UU † = 0.
It leaves the gauge-fixing condition invariant and it preserves the boundary conditions.
It is, therefore, a residual gauge symmetry of the theory. Let us see its action on A.
38
Using [τ+, τ−] = τ 3 and [τ 3, τ±] = ±τ± we get:
A′ = UAU † +
i
g
∂+UU
† = eiN
π
L
(t+x)A−τ+ + e−iN
π
L
(t+x)A+τ− − Nπ
√
2
gL
τ 3
or
A−′ = eiN
π
L
(t+x)A− , A+′ = e−iN
π
L
(t+x)A+ , A3
′
= A3 − Nπ
√
2
gL
and from F ′ = UFU † we have
F−′ = eiN
π
L
(t+x)F− , F+′ = e−iN
π
L
(t+x)F+ , F 3
′
= F 3 .
Let us concentrate on the transformation properties of the + and − colour compo-
nents. A quantum operator TN representing this symmetry in the space of states
must be such that the quantum fields represented at t = 0 as in (2.66) and (2.68)
have the following transformation properties:
TNA−(0, x)(TN)† =
1√
L
∞∑
n=−∞
a−n e
−in π
L
xeiN
π
L
x =
1√
L
∞∑
n=−∞
a−n+Ne
−in π
L
x
TNA+(0, x)(TN)† =
1√
L
∞∑
n=−∞
a+n e
−in π
L
xe−iN
π
L
x =
1√
L
∞∑
n=−∞
a+n−Ne
−in π
L
x
TNF−(0, x)(TN)† =
1√
2L
∞∑
n=−∞
b−n e
−in π
L
xeiN
π
L
x =
1√
2L
∞∑
n=−∞
b−n+Ne
−in π
L
x
TNF+(0, x)(TN)† =
1√
2L
∞∑
n=−∞
b+n e
−in π
L
xe−iN
π
L
x =
1√
2L
∞∑
n=−∞
b+n−Ne
−in π
L
x .
We see that must have
TNa+n (T
N)† = a+n−N , T
Nb+n (T
N)† = b+n−N
TNa−n (T
N)† = a−n+N , T
Nb−n (T
N)† = b−n+N
or, in terms of the Fock creation and annihilation operators defined in (3.4–3.5):
TNA+n (T
N)† = A+n−N for n ≥ N + 12 (3.7)
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TNA+n (T
N)† = (A+n−N)
† for 1
2
≤ n ≤ N − 1
2
(3.8)
TNA+−n(T
N)† = A+−n−N for n ≥ 12 (3.9)
TNA−−n(T
N)† = A−−n+N for n ≥ N + 12 (3.10)
TNA−−n(T
N)† = (A−N−n)
† for 1
2
≤ n ≤ N − 1
2
(3.11)
TNA−n (T
N)† = A−n+N for n ≥ 12 (3.12)
We can see from (3.8) and (3.11) that T must turn annihilation operators into cre-
ation operators. This does not allow the vacuum to be invariant. The transformed
vacuum T |0〉must be such that (A+− 1
2
)†T |0〉 = 0, a condition which cannot be satisfied
by a state in the Fock space we are considering. The symmetry of the theory under
index-shifting at a classical level suggests that in a Fock quantization the creation or
annihilation nature of the operators must be preserved under index-shifting. Inter-
preting (A±−n)
† as creation operators generating negative-norm states when acting on
the vacuum appears to be inconsistent with this symmetry transformation. As we
shall see, implementing this symmetry as a unitary operator in the Hilbert space will
be necessary to obtain the non-trivial vacuum structure which is characteristic of this
theory when coupled to fermions. In the quantization of A± in the free gauge theory,
as well as of A3 in both the free and the interacting case, the indefinite metric is
necessary to express the subsidiary condition in terms of annihilation operators and
it allows to get rid of ghost-like modes, which are present in zero-norm physical states,
by constructing a Hilbert space with positive definite metric as a quotient space. But
in the quantization of the interacting A± the indefinite metric does not seem to play
a crucial role. As a matter of fact, a standard definition of creation and annihilation
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operators with canonical commutators:
A±n ≡
1√
2L
a±n + i
√
L
2
b±n , [A
±
m, (A
±
n )
†] = δmn ,
for both positive and negative n, leads to the following expressions for λ˜30 and λ˜
3
N :
λ˜30 =
g√
2L
∞∑
m=−∞
(
(A−m)
†A−m − (A+m)†A+m
)
λ˜3N =
i√
L
kNb
3
N +
g√
2L
∞∑
m=−∞
(
(A−m−N )
†A−m − (A+m−N )†A+m
)
.
The subsidiary conditions can be satisfied by requiring that
(A3N − A3−N)|phys〉 = 0 , ∀N > 0
A±n |phys〉 = 0
and (3.1) can be written as
HG =
∞∑
n=−∞
{(
kn +
1
2L
)(
(A+n )
†A+n + (A
−
n )
†A−n
)
− (A+n )†(A−−n)† −A+nA−−n
}
+
∞∑
N=1
{
b3N
†
b3N + ikNa
3
N
†
b3N − ikNb3N †a3N
}
.
The vacuum is the only physical state in the positive metric Fock representation of
A+ and A− and, although it is not an eigenstate of HG, we still have 〈0|HG|0〉 = 0.
The transformation U can now be represented by an operator TN such that:
TNA+n (T
N)† = A+n−N , T
N(A+n )
†(TN)† = (A+n−N)
† (3.13)
TNA−n (T
N)† = A−n+N , T
N(A+n )
†(TN)† = (A+n−N)
† (3.14)
for any positive or negative n.
One can check that (3.13–3.14) are satisfied for N = 1 by
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T˜ = · · · epi2 (A+n (A+n−1)†−(A+n )†A+n−1 +A−−n(A−−n+1)†−(A−−n)†A−−n+1) · · ·
· · · epi2 (A+3/2(A+1/2)†−(A+3/2)†A+1/2 +A−−3/2(A−−1/2)†−(A−−3/2)†A−−1/2)
e
pi
2 (A
+
1/2(A
+
−1/2)
†−(A+
1/2)
†A+−1/2 +A
−
−1/2(A
−
1/2)
†−(A−−1/2)†A−1/2)
e
pi
2 (A
+
−1/2(A
+
−3/2)
†−(A+−1/2)†A+−3/2 +A−1/2(A−3/2)†−(A−1/2)†A−3/2) · · ·
· · · epi2 (A+−n(A+−n−1)†−(A+−n)†A+−n−1 +A−n (A−n+1)†−(A−n )†A−n+1) · · ·
Although unphysical, the modes of A+ and A− interact with fermions and can no
longer be eliminated from the theory when coupling to fermions is considered. The
fact that the gauge-invariant vacuum state associated with a positive-definite Fock
representation of A+ and A− is not an eigenstate of the unperturbed Hamiltonian
prevents us from performing a standard perturbative calculation. On the other hand,
as a result of the gauge-invariant renormalization of the fermion products, the term
g2
2π
A+A− has been introduced into the theory. Being quadratic in the gauge field it
has the well known form of a mass term, the “mass” being m ≡ g√
π
. This suggests
treating it as part of the unperturbed Hamiltonian, in spite of its dependence on g2,
leaving only the order-g terms g(A+J˜−R +A
−J˜+R ) , which couple the gauge fields to the
fermion currents, in the perturbation Hamiltonian. By doing so we can diagonalize
the “unperturbed” hamiltonian related to the + and − gauge fields. We can write
HG =
∞∑
n=−∞
(kn +m)
(
(A+n )
†A+n + (A
−
n )
†A−n
)
+
∞∑
N=1
{
b3N
†
b3N + ikNa
3
N
†
b3N − ikNb3N †a3N
}
where now the Fock operators A±n are defined as
A±n ≡
√
m
2
a±n +
i√
2m
b±n
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for both positive and negative n, with m = g√
π
.
Inverting these relations we obtain
a±n =
A±n + (A
∓
−n)
†
√
2m
, b±n =
√
m
2
A±n − (A∓−n)†
i
.
From (2.69) we see that these operators satisfy the Fock algebra
[A±m, A
±
n
†
] = δmn
all the other commutators vanishing.
Analogously, we quantize the zero mode of A3 by defining
A30 ≡
√
m
2
a30 +
i√
2m
b30
so that we can write
1
2
(
b30
)2
+
g2
2π
(
a30
)2
= mA30
†
A30 .
The Hamiltonian can now be written as
Hˆ = H0 +HI
where
H0 = H
0
F +
∞∑
N=1
{
b3N
†
b3N + ikNa
3
N
†
b3N − ikNb3N †a3N
}
+m(A30)
†A30
+
∞∑
n=−∞
(
kn +m
)(
(A+n )
†A+n + (A
−
n )
†A−n
)
and
HI =
∞∑
N=1
{
g
√
2
L
(
C3Na
3
N + C
3
N
†
a3N
†)
+
g2
π
a3N
†
a3N
}}
+
g√
mL
C30
(
(A30)
† + A30
)
+
g√
mL
{ ∞∑
n=−∞
(
A−nC
+
n + A
+
nC
−
n + (A
−
n )
†(C+n )
† + (A+n )
†(C−n )
†
)
H0F is the free fermion Hamiltonian (2.71– 2.72).
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Chapter 4
THE VACUUM
Let
|Ω〉 = |0〉+ |Ω(1)〉+ |Ω(2)〉+ . . .
E = E0 + E1 + E2 + . . .
We shall determine the corrections to the vacuum state, |Ω(1)〉 and |Ω(2)〉, and to the
vacuum energy, E1 and E2, by requiring that
H0|0〉 = E0|0〉 (4.1)
H0|Ω(1)〉+H1|0〉 = E0|Ω(1)〉+ E1|0〉 (4.2)
H0|Ω(2)〉+H1|Ω(1)〉 = E0|Ω(2)〉+ E1|Ω(1)〉+ E2|0〉 . (4.3)
H0 is normal-ordered in such a way that
H0|0〉 = 0 and E0 = 0
while higher order corrections to the energy are not necessarily zero.
We have
HI |0〉 =
∞∑
N=1
g
√
2
L
(C3N)
†a3N
†|0〉+ g√
mL
∞∑
n=−∞
(
(A−n )
†(C+n )
†|0〉+ (A+n )†(C−n )†|0〉
)
.
One can immediately see that
E1 = 〈0|HI |0〉 = 0 .
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As we have seen (page31), [HF , C
+
n ] = −knC+n , so that we have
[H0 , C
+
n ] = −knC+n and [H0 , (C+n )†] = kn(C+n )† .
Analogously one can prove that
[H0 , C
−
n ] = −knC−n and [H0 , (C−n )†] = kn(C−n )† .
These relations, together with H0|0〉 = 0 , tell us that
H0(C
±
n )
†|0〉 = kn(C±n )†|0〉 ,
while from the expressions of C±n (2.39–2.40) we see that
C±n |0〉 = (C∓−n)†|0〉 = 0 .
We also have C3N |0〉 = (C3−N)†|0〉 = 0 and, from (2.72),
H0(C
3
N)
†|0〉 = kN(C3N)†|0〉 .
It is now easy to verify that the state
|Ω(1)〉 = −g
√
2√
L
∞∑
N=1
 a3N †
2kN
+
ib3N
†
(2kN)2
C3N †|0〉
− g√
mL
∞∑
n= 1
2
1
2kn +m
(
(A−n )
†(C+n )
†|0〉+ (A+n )†(C−n )†|0〉
)
satisfies (4.2) with E0 = E1 = 0 .
In order to evaluate E2 and |Ω(2)〉 we need HI |Ω(1)〉. Using (2.42), (2.45) we get
HI |Ω(1)〉 = 2g
2
L
∞∑
N=1
N
(2kN)2
− g
2
mL
∞∑
n= 1
2
2n
2kn +m
|0〉
− 2g
2
L
∞∑
M,N=1
a3M
†
C3M
†
 a3N †
2kN
+
ib3N
†
(2kN)2
C3N †|0〉
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− g
2
√
2√
mL
∞∑
M=1
∞∑
n= 1
2
a3M
†
(C3M)
†
(
(A−n )
†(C+n )
† + (A+n )
†(C−n )
†
)
2kn +m
|0〉
− g
2
√
2√
mL
∞∑
m=−∞
∞∑
N=1
(
(A−m)
†(C+m)
† + (A+m)
†(C−m)
†
) a3N †
2kN
+
ib3N
†
(2kN)2
C3N †|0〉
− g
2
mL
∞∑
n= 1
2
(A30)
†C30
(
(A−n )
†(C+n )
† + (A+n )
†(C−n )
†
)
2kn +m
|0〉
− g
2
mL
∞∑
m=−∞
∞∑
n= 1
2
(
(A−m)
†(C+m)
† + (A+m)
†(C−m)
†
)(
(A−n )
†(C+n )
† + (A+n )
†(C−n )
†
)
2kn +m
|0〉 .
We therefore have
E2 =
2g2
L
∞∑
N=1
N
(2kN)2
− g
2
mL
∞∑
n= 1
2
2n
2kn +m
|0〉
a diverging quantity that has to be subtracted from the Hamiltonian.
It is not hard to verify that (4.3) is satisfied if the state |Ω(2)〉 is given by
|Ω(2)〉 = g
2
L
∞∑
M=1
∞∑
N=1
 a3M †
2kM
+
ib3M
†
(2kM)2
 a3N †
2kN
+
ib3N
†
(2kN)2
C3M †C3N †|0〉
+
g2
√
2√
mL
∞∑
M=1
∞∑
n= 1
2
(
a3M
†
2kM + 2kn +m
+
ib3M
†
(2kn + 2kM +m)2
)
C3M
† (A−n )
†(C+n )
† + (A+n )
†(C−n )
†
2kn +m
|0〉
+
g2
√
2√
mL
∞∑
N=1
∞∑
p=−∞
{
1
2kp + 2kN +m
 a3N †
2kN
+
ib3N
†
(2kN)2

+
ib3N
†
2kN(2kp + 2kN +m)2
}(
(A−p )
†(C+p )
† + (A+p )
†(C−p )
†
)
C3N
†|0〉
+
g2
mL
∞∑
n= 1
2
(A30)
†
(
−(A−n )†(C+n )† + (A+n )†(C−n )†
)
2(kn +m)(2kn +m)
|0〉
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+
g2
mL
∞∑
p= 1
2
∞∑
n= 1
2
[
(A+p )
†(A+n )
†(C−p )
†(C−n )
†
2(2kp +m)(2kn +m)
|0〉+ (A
−
p )
†(A−n )
†(C+p )
†(C+n )
†
2(2kp +m)(2kn +m)
|0〉
]
+
g2
mL
∞∑
p=−∞
∞∑
n= 1
2
[
(A−p )
†(A+n )
†(C+p )
†(C−n )
†
2(kn + kp +m)(2kn +m)
|0〉+ (A
+
p )
†(A−n )
†(C−p )
†(C+n )
†
2(kn + kp +m)(2kn +m)
|0〉
]
.
4.1 The subsidiary condition.
Let us verify that the state |Ω〉 = |0〉+|Ω(1)〉+|Ω(2)〉 satisfies the subsidiary condition.
It is easy to see that
λ30|Ω〉 = 0
where
λ30 =
g√
2L
(
C30 +D
3
0
)
+
g√
2L
∞∑
m=−∞
(
(A−m)
†A−m − (A+m)†A+m
)
.
As a matter of fact we have
λ30|0〉 = 0
λ30|Ω(1)〉 = −
g2
L
√
2mL
{ ∞∑
n= 1
2
C30
2kn +m
(
(A−n )
†(C+n )
†|0〉+ (A+n )†(C−n )†|0〉
)
+
∞∑
n= 1
2
1
2kn +m
(
(A−n )
†(C+n )
†|0〉 − (A+n )†(C−n )†|0〉
)}
Using the relation [C30 , (C
±
n )
†] = ∓(C±n )† it is easy to see that λ30|Ω(1)〉 = 0 and
that the same holds for every term in |Ω(2)〉 (p. 46). Each term in the perturbative
expansion of the physical vacuum |Ω〉 is an eigenstate of the conserved charge λ30 with
eigenvalue 0. As we have seen, in order to be a physical state, the vacuum must also
be annihilated by the positive frequency components of λ3. This means that it must
satisfy λ3N |Ω〉 = 0 where
λ3N =
ikNb
3
N√
L
+
g√
2L
(
(C3N)
† +D3N
)
+
g√
2L
∞∑
m=−∞
(
(A−m−N )
†A−m − (A+m−N )†A+m
)
.
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Clearly this condition cannot be satisfied term by term in the expansion of |Ω〉, as is
the case for λ30. The action of λ
3
N mixes up the perturbative orders and the condition
cannot be satisfied exactly by our perturbative evaluation of the vacuum. We can
only check that it holds for the two lowest orders in the expansion of λ3N |Ω〉. We have
λ3N |0〉 =
g√
2L
(C3N)
†|0〉
λ3N |Ω(1)〉 = −
g√
2L
(C3N)
†|0〉 − g
2
L
√
L
∞∑
M=1
 a3M †
2kM
+
ib3M
†
(2kM)2
 (C3N)†(C3M)†|0〉
− g
2
L
√
2mL
∞∑
n= 1
2
(C3N)
†
2kn +m
(
(C−n )
†(A+n )
† + (C+n )
†(A−n )
†) |0〉
− g
2
L
√
2mL
∞∑
n= 1
2
1
2kn +m
(
(C+n )
†(A−n−N)
† − (C−n )†(A+n−N)†
)
|0〉 .
Disregarding higher order terms we can write
λ3N |Ω(1)〉 ≃ −
g√
2L
(C3N)
†|0〉 − g
2
L
√
L
∞∑
M=1
 a3M †
2kM
+
ib3M
†
(2kM)2
 (C3N)†(C3M)†|0〉
− g
2
L
√
2mL
{ ∞∑
n= 1
2
(C3N)
†
2kn
(
(C−n )
†(A+n )
† + (C+n )
†(A−n )
†) |0〉
+
∞∑
n= 1
2
1
2kn
(
(C+n )
†(A−n−N)
† − (C−n )†(A+n−N)†
)
|0〉
}
and keeping only the lowest order terms in λ3N |Ω(2)〉 we get
λ3N |Ω(2)〉 ≃
g2
L
√
L
∞∑
M=1
 a3M †
2kM
+
ib3M
†
(2kM)2
 (C3N)†(C3M)†|0〉
+
g2
L
√
2mL
{ ∞∑
n= 1
2
kN(C
3
N)
†
(
(A+n )
†(C−n )
† + (A−n )
†(C+n )
†
)
2knkn+N
|0〉
+
∞∑
n=−∞
(
(A+n )
†(C−n )
† + (A−n )
†(C+n )
†
)
(C3N)
†
2kn+N
|0〉
}
.
Using the relation [(C±n )
†, (C3N)
†] = ±(C±n+N)† we get
λ3N |Ω(2)〉 ≃
g2
L
√
L
∞∑
M=1
 a3M †
2kM
+
ib3M
†
(2kM)2
 (C3N)†(C3M)†|0〉
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+
g2
L
√
2mL
{ ∞∑
n= 1
2
1
2kn
(C3N)
†
(
(A+n )
†(C−n )
† + (A−n )
†(C+n )
†
)
|0〉
+
∞∑
n=−N+ 1
2
1
2kn+N
(
− (A+n )†(C−n+N)† + (A−n )†(C+n+N)†
)
|0〉
}
and one can immediately see that
λ3N
(
|0〉+ |Ω(1)〉+ |Ω(2)〉
)
≃ 0 .
Note that this condition would not be satisfied even for the two lowest orders if A3 had
been quantized with a positive definite metric, while no such inconsistency appears
as a consequence of our quantization of A+ and A−.
4.2 The degenerate vacua.
We have seen that under the residual gauge transformation
U(x) = eiN
π
L
(t+x)τ3 (4.4)
the gauge fields transform according to
A−′ = eiN
π
L
(t+x)A− , A+′ = e−iN
π
L
(t+x)A+ , A3
′
= A3 − Nπ
√
2
gL
F−′ = eiN
π
L
(t+x)F− , F+′ = e−iN
π
L
(t+x)F+ , F 3
′
= F 3 .
As a consequence, under the action of the operator TN representing this transfor-
mation, the Fourier modes into which the fields are decomposed at t = 0 transform
as
TNa+n (T
N)† = a+n−N , T
Nb+n (T
N)† = b+n−N (4.5)
TNa−n (T
N)† = a−n+N , T
Nb−n (T
N)† = b−n+N (4.6)
TNa3M (T
N)† = a3M for M 6= 0 (4.7)
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TNa30(T
N)† = a30 −
Nπ
√
2
g
√
L
(4.8)
TNb3M (T
N)† = b3M . (4.9)
From (4.5) and (4.6) we also get
TNA+n (T
N)† = A+n−N (4.10)
TNA−n (T
N)† = A−n+N (4.11)
Let us consider the transformation of the Fermi field. It is easy to see that
Ψ′ = UΨU † = eiN
π
L
(t+x)ψτ+ + e−iN
π
L
(t+x)ψ†τ− + φτ 3 .
Therefore, at t = 0,
ψ′(0, x) = eiN
π
L
xψ(0, x) , φ′(0, x) = φ(0, x)
From the bosonized form of ψR/L (eqs. 2.62, 2.63), using relations (2.51—2.56) and
the identity
eAB = BeAec if [A,B] = cB, where c is a c− number ,
one can easily prove that
σ†LσRe
iπ(C30+D
3
0)ψ(0, x)
(
σ†LσRe
iπ(C30+D
3
0)
)†
= eiN
π
L
xψ(0, x) .
We also have
e
− ipi
√
2
g
√
L
b30a30 e
ipi
√
2
g
√
L
b30 = a30 − pi
√
2
g
√
L
.
The operator T representing the residual gauge transformation can therefore be ex-
pressed as
T = σ†LσRe
ipi(C30+D
3
0)e
− ipi
√
2
g
√
L
b30 T˜ .
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where T˜ is the operator transforming A+ and A− (p. 42) . In order to determine the
transformation properties of C±n let us consider ψ
′
R. We can write
ψ′R(0, x) =
1√
2L
∞∑
n= 1
2
(
bne
in π
L
xeiN
π
L
x + d†ne
−in π
L
xeiN
π
L
x
)
=
1√
2L
( ∞∑
n=N+ 1
2
bn−Nein
π
L
x +
∞∑
n=−N+ 1
2
d†n+Ne
−in π
L
x
)
.
For N > 0 ψ′R can be written as
ψ′R(0, x) =
1√
2L
 ∞∑
n=N+ 1
2
bn−Nein
π
L
x +
N− 1
2∑
n= 1
2
d†N−ne
in π
L
x +
∞∑
n= 1
2
d†n+Ne
−in π
L
x

and for N < 0
ψ′R(0, x) =
1√
2L
 ∞∑
n= 1
2
bn−Nein
π
L
x +
−N− 1
2∑
n= 1
2
b−n−Ne−in
π
L
x +
∞∑
n=−N+ 1
2
d†n+Ne
−in π
L
x
 .
We can therefore see that we must have
TNbn(T
N)† = bn−N for N < n
TNbn(T
N)† = d†N−n for N > n
TNdn(T
N)† = d†n+N for N > −n
TNdn(T
N)† = b†−N−n for N < −n .
We can now determine the transformation properties of C±n .
For n > N > 0 we have
TNC−n (T
N)† =
∞∑
m= 1
2
d†m+Nrn+m −
∞∑
M=0
r†MbM+n−N
−
n∑
m=N+ 1
2
rn−mbm−N −
N− 1
2∑
m= 1
2
rn−md
†
N−m
=
∞∑
m=N+ 1
2
d†mrn−N+m −
∞∑
M=0
r†MbM+n−N
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−
n−N∑
m= 1
2
rn−N−mbm +
N− 1
2∑
m= 1
2
d†mrn−N+m
= C−n−N
and for N > n > 0
TNC−n (T
N)† =
∞∑
m= 1
2
d†m+Nrn+m −
N−n− 1
2∑
M=0
r†Md
†
N−n−M
−
∞∑
M=N−n+ 1
2
r†MbM+n−N −
n∑
m= 1
2
rn−md
†
N−m
=
∞∑
M=n+ 1
2
d†M−n+NrM +
n− 1
2∑
M=0
d†M−n+NrM
−
N−n∑
m= 1
2
r†N−n−md
†
m −
∞∑
m= 1
2
r†m+N−nbm
= (C+N−n)
† ≡ C−n−N
Analogously it is possible to show that for any positive or negative N
TNC−n (T
N)† = C−n−N (4.12)
TNC+n (T
N)† = C+n+N . (4.13)
It follows from (4.5), (4.6), (4.8) and (4.12–4.13) that the action of the transformation
TN on the Hamiltonian (2.64) is given by
TNHˆ(TN)† = Hˆ−g
2Nπ
2L
(C30+D
3
0)+
ig2Nπ
2L
∞∑
n= 1
2
(
(a+n )
†b+n + (b
−
n )
†a−n − (a−n )†b−n − (b+n )†a+n
)
.
Hˆ is not invariant under the action of TN but
TNHˆ(TN)† = Hˆ − gNπ√
2
λ30
which means that Hˆ is invariant when restricted to the physical subspace. Note also
that
TNλ30(T
N)† = λ30
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so that if λ30|ϕ〉 = 0 then also λ30TN |ϕ〉 = 0 and
HˆTN |ϕ〉 = TNHˆ(TN)†TN |ϕ〉+ gNπ√
2
λ30T
N |ϕ〉 = TNHˆ|ϕ〉 .
In particular this means that the states
|ΩN〉 ≡ TN |Ω〉 , N = 0,±1,±2, . . .
are an infinite set of degenerate vacua. These states are clearly not gauge-invariant.
Physically acceptable gauge-invariant vacua can be obtained by constructing super-
positions that diagonalize the operators TN . Let us consider the states
|θ〉 ≡
∞∑
N=−∞
e−iNθ|ΩN〉
known as θ − vacua. We have
TM |θ〉 =
∞∑
N=−∞
e−iNθ|ΩN+M〉 = eiMθ|θ〉
so that |θ〉 is invariant up to a phase factor under the action of TM .
The theory is also invariant [11] under the transformation R such that
RψR−1 = ψ†
RφR−1 = −φ
RA±R−1 = A∓
RA3R−1 = −A3
corresponding to the SU(2) transformation U=eipiτ1 .
The action of R on the fermion Fock operators is
RbnR
−1 = dn
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RβnR
−1 = δn
RrNR
−1 = −rN
RρNR
−1 = −ρN .
As a consequence we have
RC±n R
−1 = C∓n
RC3NR
−1 = −C3N .
The gauge Fock operators transform as
RA±nR
−1 = A∓n
RA3NR
−1 = −A3N .
Note that the state R|0〉 is annihilated by all the destruction operators and, since
R2 = 1, we must have
R|0〉 = ±|0〉 .
Without loss of generality we may take R|0〉 = |0〉. This relation, together with the
transformation properties of the Fock operators, defines the action of R on all states.
One can immediately see that the state |Ω〉 is invariant under the action of R:
R|Ω〉 = |Ω〉 .
Let us consider now the action of R on the other vacuum states |ΩN〉 ≡ TN |Ω〉. From
the definition of the spurion operators (p. 21) it is not hard to see that
RσR/LR
−1 = σ†R/L
and it is straightforward to verify that
RTR−1 = −T †
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and
RTNR−1 = (−1)N(T †)N ≡ (−1)NT−N .
As a consequence, R interchanges |ΩN 〉 and |Ω−N〉
R|ΩN 〉 = (−1)N |Ω−N〉 .
By applying R to the θ-vacuum we obtain
R|θ〉 =
∞∑
N=−∞
e−iNθR|ΩN〉 =
∞∑
N=−∞
e−iNθeiNπ|Ω−N〉 =
∞∑
N=−∞
e−iN(π−θ)|ΩN 〉
and we see that only two values of the parameter θ , namely θ = ±π
2
, give rise to
states which are invariant under both the T and R residual symmetries. We therefore
have two physically acceptable vacua, in agreement with refs. [2][4][6][11].
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Chapter 5
THE CONDENSATE
We want to use our results for the vacuum to obtain a perturbative evaluation of
the gauge-invariant fermion condensate, defined as
〈θ|TrΨ¯Ψ|θ〉
〈θ|θ〉 .
We have
TrΨ¯Ψ = iTr(Ψ†LΨR −Ψ†RΨL) = i
(
φLφR + ψ
†
LψR − ψ†RψL
)
and
〈θ|TrΨ¯Ψ|θ〉 = i
∞∑
N,M=−∞
ei(M−N)θ 〈ΩM |
(
φLφR + ψ
†
LψR − ψ†RψL
)
|ΩN 〉 .
Being a time-independent quantity, the fermion condensate can be evaluated at t = 0.
Writing
ΩN = Ω
(0)
N + Ω
(1)
N + Ω
(2)
N + . . .
we have
〈θ|TrΨ¯Ψ|θ〉 = i∑
j,k
∞∑
N,M=−∞
ei(M−N)θ 〈Ω(j)M |
(
φLφR + ψ
†
LψR − ψ†RψL
)
(0, x) |Ω(k)N 〉
where
|Ω(i)N 〉 = TN |Ω(i)〉 and |Ω(0)〉 ≡ |0〉 .
Explicitly
|Ω(0)N 〉 = TN |0〉 = e−
iNπ
√
2
g
√
L
b30
(
σ†LσR
)N |0〉 ≡ e− iNπ√2g√L b30 |N〉
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where
|N〉 = β†
N− 1
2
d†
N− 1
2
· · ·β†1
2
d†1
2
|0〉 for N > 0
|N〉 = δ†
N− 1
2
b†
N− 1
2
· · · δ†1
2
b†1
2
|0〉 for N < 0 ,
|Ω(1)N 〉 = −
g
√
2√
L
∞∑
N=1
 a3N †
2kN
+
ib3N
†
(2kN)2
C3N †|Ω(0)N 〉
− g√
mL
∞∑
n= 1
2
1
2kn +m
(
(A−n+N)
†(C+n+N)
†|Ω(0)N 〉+ (A+n−N)†(C−n−N)†|Ω(0)N 〉
)
,
|Ω(2)N 〉 =
g2
L
∞∑
M=1
∞∑
J=1
 a3M †
2kM
+
ib3M
†
(2kM)2
 a3J †
2kJ
+
ib3J
†
(2kJ)2
C3M †C3J †|Ω(0)N 〉
+
g2
√
2√
mL
∞∑
M=1
∞∑
n= 1
2
(
a3M
†
2kM + 2kn +m
+
ib3M
†
(2kn + 2kM +m)2
)
C3M
† (A−n+N)
†(C+n+N)
† + (A+n−N)
†(C−n−N)
†
2kn +m
|Ω(0)N 〉
+
g2
√
2√
mL
∞∑
J=1
∞∑
p=−∞
{
1
2kp + 2kJ +m
 a3J †
2kJ
+
ib3J
†
(2kJ)2

+
ib3J
†
2kJ(2kp + 2kJ +m)2
}(
(A−p+N)
†(C+p+N)
† + (A+p−N)
†(C−p−N)
†
)
C3J
†|Ω(0)N 〉
+
g2
mL
{ ∞∑
n= 1
2
(
(A30)
† − Nπ
√
m
g
√
L
)(
−(A−n+N )†(C+n+N)† + (A+n−N)†(C−n−N)†
)
2(kn +m)(2kn +m)
|Ω(0)N 〉
+
∞∑
p= 1
2
∞∑
n= 1
2
(A+p−N)
†(A+n−N)
†(C−p−N)
†(C−n−N)
†
2(2kp +m)(2kn +m)
|Ω(0)N 〉
+
∞∑
p= 1
2
∞∑
n= 1
2
+
(A−p+N)
†(A−n+N)
†(C+p+N)
†(C+n+N)
†
2(2kp +m)(2kn +m)
|Ω(0)N 〉
+
∞∑
p=−∞
∞∑
n= 1
2
(A−p+N)
†(A+n−N)
†(C+p+N)
†(C−n−N)
†
2(kn + kp +m)(2kn +m)
|Ω(0)N 〉
+
∞∑
p=−∞
∞∑
n= 1
2
(A+p−N)
†(A−n+N)
†(C−p−N)
†(C+n+N)
†
2(kn + kp +m)(2kn +m)
|Ω(0)N 〉
}
.
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We define
|θ(i)〉 =
∞∑
N=−∞
e−iNθ|Ω(i)N 〉
so that we can write
|θ〉 = |θ(0)〉+ |θ(1)〉+ |θ(2)〉+ . . .
and
〈θ|TrΨ¯Ψ|θ〉 =∑
i,j
〈θ(i)|TrΨ¯Ψ|θ(j)〉
5.1 The complex field contribution.
Let us consider
〈θ(0)|ψ†L(0, x)ψR(0, x)|θ(0)〉 =
∞∑
N,M=−∞
ei(M−N)θ 〈Ω(0)M |ψ†L(0, x)ψR(0, x)|Ω(0)N 〉 .
From the bosonized expressions (2.62–2.63) we get
〈Ω(0)M |ψ†L(0, x)ψR(0, x)|Ω(0)N 〉 =
1
2L
〈Ω(0)M |σ†LσR|Ω(0)N 〉
=
1
2L
〈0|
(
e
− iπ
√
2
g
√
L
b30
)N−M (
σ†LσR
)N+1−M |0〉
=
1
2L
〈0|e iπ
√
2
g
√
L
b30 |0〉δM,N+1 .
Using the relation
eA+B = eAeBe−
1
2
[A,B] if [A,B] = c− number
we can write
〈0|e iπ
√
2
g
√
L
b30 |0〉 = 〈0|e−
√
π√
mL
(A30)
†
e
√
π√
mL
A30e−
π
2mL |0〉 = e− π2mL
so that
〈Ω(0)M |ψ†L(0, x)ψR(0, x)|Ω(0)N 〉 =
1
2L
e−
π
2mL δM,N+1 (5.1)
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and
〈θ(0)|ψ†L(0, x)ψR(0, x)|θ(0)〉 =
1
2L
∞∑
N=−∞
eiθ e−
π
2mL .
Analogously, from
〈Ω(0)M |ψ†R(0, x)ψL(0, x)|Ω(0)N 〉 =
1
2L
e−
π
2mL δN,M+1
we get
〈θ(0)|ψ†R(0, x)ψL(0, x)|θ(0)〉 =
1
2L
∞∑
N=−∞
e−iθ e−
π
2mL .
and finally
〈θ(0)|i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(0)〉 = − 1
L
∞∑
N=−∞
sin θe−
π
2mL (5.2)
Note that
〈θ(0)|θ(0)〉 =
∞∑
N,M=−∞
ei(M−N)θ 〈Ω(0)M |Ω(0)N 〉 =
∞∑
N,M=−∞
ei(M−N)θδM,N =
∞∑
N=−∞
1 (5.3)
so that the infinite sum over N disappears when we divide by the norm of the
θ-vacuum:
〈θ(0)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(0)〉
〈θ(0)|θ(0)〉 = −
1
L
sin θe−
π
2mL .
One immediately sees that
〈θ(0)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(1)〉 = 0 .
Let us consider now
〈θ(1)|ψ†L(0, x)ψR(0, x)|θ(1)〉 =
∞∑
N,M=−∞
ei(M−N)θ 〈Ω(1)M |ψ†L(0, x)ψR(0, x)|Ω(1)N 〉 .
59
We have
〈Ω(1)M |ψ†L(0, x)ψR(0, x)|Ω(1)N 〉 =
g2
mL
{
−m
∞∑
J=1
〈Ω(0)M |C3Jψ†L(0, x)ψR(0, x)(C3J)†|Ω(0)N 〉
2(kJ)3
+
∞∑
n,p= 1
2
〈Ω(0)M |C+p+Mψ†L(0, x)ψR(0, x)(C+n+N)†|Ω(0)N 〉
(2kn +m)(2kp +m)
δp+M,n+N
+
∞∑
n,p= 1
2
〈Ω(0)M |C−p−Mψ†L(0, x)ψR(0, x)(C−n−N)†|Ω(0)N 〉
(2kn +m)(2kp +m)
δp−M,n−N
}
Using the bosonized form for ψ and the fact that
eAB = BeA + [A,B]eA if [A,B] = c− number
it is easy to prove that
ψR(0, x)(C
3
N)
† =
(
(C3N)
† + eikNx
)
ψR(0, x) (5.4)
C3NψR(0, x) = ψR(0, x)
(
C3N − e−ikNx
)
(5.5)
so that, considering that [ψL, C
3
N ] = 0 , we have
〈Ω(0)M |C3Jψ†L(0, x)ψR(0, x)(C3J)†|Ω(0)N 〉 = 〈Ω(0)M |ψ†L(0, x)ψR(0, x)C3J(C3J)†|Ω(0)N 〉
−e−ikJx〈Ω(0)M |ψ†L(0, x)ψR(0, x)(C3J)†|Ω(0)N 〉
= (J − 1)〈Ω(0)M |ψ†L(0, x)ψR(0, x)|Ω(0)N 〉
and from (5.1)
〈Ω(0)M |C3Jψ†L(0, x)ψR(0, x)(C3J)†|Ω(0)N 〉 = (J − 1)
1
2L
e−
π
2mL δM,N+1 . (5.6)
Let us consider now the + and − terms.
The following commutation relations can easily be verified:
[bm, C
+
n ] = −rn+m (5.7)
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[b†m, C
+
n ] = [bn, C
−
m] = 0 (5.8)
[b†m, C
−
n ] = r
†
m−nθ(m− n +
1
2
) + rn−mθ(n−m+ 1
2
) (5.9)
[dm, C
−
n ] = rn+m (5.10)
[d†m, C
−
n ] = [dn, C
+
m] = 0 (5.11)
[d†m, C
+
n ] = −r†m−nθ(m− n+
1
2
)− rn−mθ(n−m+ 1
2
) (5.12)
As a consequence
[ψR, C
−
n ] = [ψR, (C
+
n )
†] = 0
[ψ†R, C
+
n ] = [ψ
†
R, (C
−
n )
†] = 0 .
Therefore
∞∑
n,p= 1
2
〈Ω(0)M |C+p+Mψ†L(0, x)ψR(0, x)(C+n+N)†|Ω(0)N 〉
(2kn +m)(2kp +m)
δp+M,n+N =
=
∞∑
p= 1
2
〈Ω(0)M |C+p+M(C+p+M)†ψ†L(0, x)ψR(0, x)|Ω(0)N 〉
(2kp+M−N +m)(2kp +m)
θ(p+M −N)
and
∞∑
n,p= 1
2
〈Ω(0)M |C−p−Mψ†L(0, x)ψR(0, x)(C−n−N)†|Ω(0)N 〉
(2kn +m)(2kp +m)
δp−M,n−N =
=
∞∑
n= 1
2
〈Ω(0)M |ψ†L(0, x)ψR(0, x)C−n−N(C−n−N)†|Ω(0)N 〉
(2kn +m)(2kn+M−N +m)
θ(n +M −N) .
From the fact that C±n |0〉 = 0, by applying the unitary operator TN we can see that
0 = TNC±n |0〉 = C±n±N |Ω(0)N 〉 .
We then have
C±n±N(C
±
n±N)
†|Ω(0)N 〉 =
(
(C±n±N)
†C±n±N +
[
C±n±N , (C
±
n±N)
†]) |Ω(0)N 〉
=
(
±C30 + n±N
)
|Ω(0)N 〉
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and, since C30 |Ω(0)N 〉 = −N |Ω(0)N 〉,
C±n±N(C
±
n±N)
†|Ω(0)N 〉 = n|Ω(0)N 〉 . (5.13)
Therefore
∞∑
n,p= 1
2
〈Ω(0)M |C+p+Mψ†L(0, x)ψR(0, x)(C+n+N)†|Ω(0)N 〉
(2kp +m)(2kn +m)
δp+M,n+N =
=
∞∑
p= 1
2
p〈Ω(0)M |ψ†L(0, x)ψR(0, x)|Ω(0)N 〉
(2kp +m)(2kp+M−N +m)
θ(p +M −N) =
=
1
2L
e−
π
2mL
∞∑
p= 1
2
p
(2kp +m)(2kp+M−N +m)
θ(p +M −N)δM,N+1 =
=
1
2L
e−
π
2mL
∞∑
p= 1
2
p
(2kp +m)(2kp+1 +m)
δM,N+1
and
∞∑
n,p= 1
2
〈Ω(0)M |C−p−Mψ†L(0, x)ψR(0, x)(C−n−N)†|Ω(0)N 〉
(2kp +m)(2kn +m)
δp−M,n−N =
=
1
2L
e−
π
2mL
∞∑
n= 1
2
n
(2kn+M−N +m)(2kn +m)
θ(n+M −N)δM,N+1 =
=
1
2L
e−
π
2mL
∞∑
n= 1
2
n
(2kn+1 +m)(2kn +m)
θ(n + 1)δM,N+1 =
=
1
2L
e−
π
2mL
∞∑
n= 1
2
n
(2kn+1 +m)(2kn +m)
δM,N+1 .
Finally we get
〈θ(1)| iψ†L(0, x)ψR(0, x)|θ(1)〉 =
ig2
2mL2
e−
π
2mL
∞∑
N=−∞
eiθ
{ ∞∑
n= 1
2
2n
(2kn +m)(2kn+1 +m)
−m
∞∑
J=1
(J − 1)
2k3J
}
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Taking the complex conjugate gives
−〈θ(1)| iψ†R(0, x)ψL(0, x)|θ(1)〉 = −
ig2
2mL2
e−
π
2mL
∞∑
N=−∞
e−iθ
{ ∞∑
n= 1
2
2n
(2kn +m)(2kn+1 +m)
−m
∞∑
J=1
(J − 1)
2k3J
}
and therefore
〈θ(1)| i
(
ψ†L(0, x)ψR(0, x)− ψ†L(0, x)ψR(0, x)
)
|θ(1)〉 =
− g
2
mL2
e−
π
2mL
∞∑
N=−∞
sin θ
{ ∞∑
n= 1
2
2n
(2kn +m)(2kn+1 +m)
−m
∞∑
J=1
(J − 1)
2k3J
}
. (5.14)
Let us calculate the contribution of |θ(1)〉 to the norm of |θ〉. We have
〈Ω(1)M |Ω(1)N 〉 =
g2
mL
{
−m
∞∑
J=1
〈Ω(0)M |C3J(C3J)†|Ω(0)N 〉
2k3J
+
∞∑
n,p= 1
2
〈Ω(0)M |C+p+M(C+n+N)†|Ω(0)N 〉
(2kn +m)(2kp +m)
δp+M,n+N
+
∞∑
n,p= 1
2
〈Ω(0)M |C−p−M(C−n−N)†|Ω(0)N 〉
(2kn +m)(2kp +m)
δp−M,n−N
}
=
g2
mL
{ ∞∑
J=1
(−mJ
2k3J
)
δM,N +
∞∑
n= 1
2
2n
(2kn +m)2
δM,N
}
and
〈θ(1)|θ(1)〉 = g
2
mL
∞∑
N=−∞
{
−
∞∑
J=1
mJ
2k3J
+
∞∑
n= 1
2
2n
(2kn +m)2
}
(5.15)
Let us consider now 〈θ(1)|ψ†L(0, x)ψR(0, x)|θ(2)〉 . The only term in |Ω(2)N 〉 that con-
tributes to 〈Ω(1)M |ψ†L(0, x)ψR(0, x)|Ω(2)N 〉 is
g2
mL
∞∑
n= 1
2
(
(A30)
† − Nπ
√
m
g
√
L
) (
−(A−n+N)†(C+n+N)† + (A+n−N)†(C−n−N)†
)
2(kn +m)(2kn +m)
|Ω(0)N 〉
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and so
〈Ω(1)M |ψ†L(0, x)ψR(0, x)|Ω(2)N 〉 =
− g
3
(mL)
3
2
{ ∞∑
n,p= 1
2
〈Ω(0)M |C−p−M
(
(A30)
† − Nπ
√
m
g
√
L
)
ψ†L(0, x)ψR(0, x)(C
−
n−N)
†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp−M,n−N
−
∞∑
n,p= 1
2
〈Ω(0)M |C+p+M
(
(A30)
† − Nπ
√
m
g
√
L
)
ψ†L(0, x)ψR(0, x)(C
+
n+N)
†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp+M,n+N
}
.
We can write
〈Ω(0)M |C±p+M
(
(A30)
† − Nπ
√
m
g
√
L
)
= 〈0|C±p T−M
(
(A30)
† − Nπ
√
m
g
√
L
)
= 〈0|C±p
(
(A30)
† +
(M −N)π√m
g
√
L
)
T−M
=
(M −N)π√m
g
√
L
〈Ω(0)M |C±p±M (5.16)
and
〈Ω(1)M |ψ†L(0, x)ψR(0, x)|Ω(2)N 〉 =
−(M −N)g
2π
mL2
{ ∞∑
n,p= 1
2
〈Ω(0)M |C−p−Mψ†L(0, x)ψR(0, x)(C−n−N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp−M,n−N
−
∞∑
n,p= 1
2
〈Ω(0)M |C+p+Mψ†L(0, x)ψR(0, x)(C+n+N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp+M,n+N
}
= − g
2π
2mL3
e−
π
2mL
{ ∞∑
n= 1
2
n
2(2kn+1 +m)(kn +m)(2kn +m)
δM,N+1
−
∞∑
p= 1
2
p
2(2kp +m)(kp+1 +m)(2kp+1 +m)
δM,N+1
}
.
We also need
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〈Ω(1)M |ψ†R(0, x)ψL(0, x)|Ω(2)N 〉 =
= −(M −N)g
2π
mL2
{ ∞∑
n,p= 1
2
〈Ω(0)M |C−p−Mψ†R(0, x)ψL(0, x)(C−n−N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp−M,n−N
−
∞∑
n,p= 1
2
〈Ω(0)M |C+p+Mψ†R(0, x)ψL(0, x)(C+n+N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp+M,n+N
}
= −(M −N)g
2π
mL2
{ ∞∑
n,p= 1
2
〈Ω(0)M |C−p−M(C−n−N)†ψ†R(0, x)ψL(0, x)|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp−M,n−N
−
∞∑
n,p= 1
2
〈Ω(0)M |ψ†R(0, x)ψL(0, x)C+p+M(C+n+N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp+M,n+N
}
= −(M −N)g
2π
mL2
{ ∞∑
p= 1
2
p〈Ω(0)M |ψ†R(0, x)ψL(0, x)|Ω(0)N 〉
2(2kp +m)(kp+N−M +m)(2kp+N−M +m)
θ(p +N −M)
−
∞∑
n= 1
2
n〈Ω(0)M |ψ†R(0, x)ψL(0, x)|Ω(0)N 〉
2(2kn+N−M +m)(kn +m)(2kn +m)
θ(n+N −M)
}
=
g2π
2mL3
e−
π
2mL δN,M+1
{ ∞∑
p= 1
2
p
2(2kp+1 +m)(kp+1 +m)(2kp +m)
−
∞∑
n= 1
2
n
2(2kn +m)(kn +m)(2kn+1 +m)
}
so that
〈θ(1)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(2)〉 =
=
g2π
mL3
e−
π
2mL
∞∑
N=−∞
sin θ
{ ∞∑
n= 1
2
n
2(2kn+1 +m)(kn +m)(2kn +m)
−
∞∑
n= 1
2
n
2(2kn +m)(kn+1 +m)(2kn+1 +m)
}
=
g2π2
mL4
e−
π
2mL
∞∑
N=−∞
sin θ
∞∑
n= 1
2
n
2(2kn +m)(2kn+1 +m)(kn +m)(kn+1 +m)
.
(5.17)
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Moreover, since 〈θ(2)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(1)〉 can be obtained from
this quantity by complex conjugation, we see that we must have
〈θ(2)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(1)〉
= 〈θ(1)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(0, x)
)
|θ(2)〉 .
No contribution to the norm is given by 〈θ(1)|θ(2)〉 and 〈θ(2)|θ(1)〉. As a matter of fact
〈Ω(1)M |Ω(2)N 〉 = −
(M −N)g2π
mL2
{ ∞∑
n,p= 1
2
〈Ω(0)M |C−p−M(C−n−N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp−M,n−N
−
∞∑
n,p= 1
2
〈Ω(0)M |C+p+M(C+n+N)†|Ω(0)N 〉
2(2kp +m)(kn +m)(2kn +m)
δp+M,n+N
}
= −(M −N)g
2π
mL2
{ ∞∑
n= 1
2
n
2(2kn+1 +m)(kn +m)(2kn +m)
δM,N
−
∞∑
n= 1
2
n
2(2kn +m)(kn+1 +m)(2kn+1 +m)
δM,N
}
= 0
and therefore
〈θ(1)|θ(2)〉 = 〈θ(2)|θ(1)〉 = 0 .
In order to calculate 〈θ(2)| i
(
ψ†L(0, x)ψR(0, x)− ψ†R(0, x)ψL(o, x)
)
|θ(2)〉 it is convenient
to write 〈Ω(2)M |ψ†L(0, x)ψR(0, x)|Ω(2)N 〉 as
〈Ω(2)M |ψ†LψR|Ω(2)N 〉 = 〈Ω(2)M |ψ†LψR|Ω(2)N 〉33 + 〈Ω(2)M |ψ†LψR|Ω(2)N 〉++
+ 〈Ω(2)M |ψ†LψR|Ω(2)N 〉−− + 〈Ω(2)M |ψ†LψR|Ω(2)N 〉3+
+〈Ω(2)M |ψ†LψR|Ω(2)N 〉3− + 〈Ω(2)M |ψ†LψR|Ω(2)N 〉+− .
It is understood that ψ is to be evaluated at (0, x).
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One can verify that
〈Ω(2)M |ψ†LψR|Ω(2)N 〉33 =
g4
L2
∞∑
I,J=1
8
(2kI)3(2kJ)3
〈Ω(0)M |C3JC3Iψ†LψR(C3J)†(C3I )†|Ω(0)N 〉
〈Ω(2)M |ψ†LψR|Ω(2)N 〉±± =
g4
m2L2
∞∑
l,p,n,j= 1
2
〈Ω(0)M |C±n±MC±p±Mψ†LψR(C±l±N)†(C±j±N)†|Ω(0)N 〉
4(2kp +m)(2kn +m)(2kl +m)(2kj +m)
(δn±M,l±Nδp±M,j±N
+δn±M,j±Nδp±M,l±N)
〈Ω(2)M |ψ†LψR|Ω(2)N 〉3± =
2g4
mL2
∞∑
J=1
{ ∞∑
p,n= 1
2
〈Ω(0)M |C±p±MC3Jψ†LψR(C3J)†(C±n±N)†|Ω(0)N 〉
(2kp +m)(2kn +m)(
− 1
(2kp + 2kJ +m)2(2kn + 2kJ +m)
− 1
(2kp + 2kJ +m)(2kn + 2kJ +m)2
)
δp±M,n±N
−
∞∑
n=−∞
∞∑
p= 1
2
〈Ω(0)M |C±p±MC3Jψ†LψR(C±n±N)†(C3J)†|Ω(0)N 〉
(2kp +m)(
1
(2kJ)2(2kp + 2kJ +m)(2kn + 2kJ +m)
+
1
(2kJ)(2kp + 2kJ +m)2(2kn + 2kJ +m)
+
1
(2kJ)(2kp + 2kJ +m)(2kn + 2kJ +m)2
)
δp±M,n±N
−
∞∑
p=−∞
∞∑
n= 1
2
〈Ω(0)M |C3JC±p±Mψ†LψR(C3J)†(C±n±N)†|Ω(0)N 〉
(2kn +m)(
1
(2kJ)2(2kp + 2kJ +m)(2kn + 2kJ +m)
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+
1
(2kJ)(2kp + 2kJ +m)2(2kn + 2kJ +m)
+
1
(2kJ)(2kp + 2kJ +m)(2kn + 2kJ +m)2
)
δp±M,n±N
+
∞∑
p,n=−∞
〈Ω(0)M |C3JC±p±Mψ†LψR(C±n±N)†(C3J)†|Ω(0)N 〉
(
− 2
(2kJ)3(2kp + 2kJ +m)2
− 1
(2kJ)2(2kp + 2kJ +m)2(2kn + 2kJ +m)
− 1
(2kJ)2(2kp + 2kJ +m)(2kn + 2kJ +m)2
)
δp±M,n±N
}
+
∞∑
n,p= 1
2
〈Ω(0)M |C±p±M
(
A30 − Mπ
√
m
g
√
L
)
ψ†LψR
(
(A30)
† − Nπ
√
m
g
√
L
)
(C±n±N)
†|Ω(0)N 〉
4(kp +m)(2kp +m)(kn +m)(2kn +m)
δp±M,n±N
〈Ω(2)M |ψ†LψR|Ω(2)N 〉+− =
g4
m2L2
∞∑
l,p=−∞
∞∑
n,j= 1
2
{ 〈Ω(0)M |C−n−MC+p+Mψ†LψR(C+l+N)†(C−j−N)†|Ω(0)N 〉
4(kp + kn +m)(2kn +m)(kl + kj +m)(2kj +m)
δn−M,j−Nδp+M,l+N
+
〈Ω(0)M |C+n+MC−p−Mψ†LψR(C+l+N)†(C−j−N)†|Ω(0)N 〉
4(kp + kn +m)(2kn +m)(kl + kj +m)(2kj +m)
δn+M,l+Nδp−M,j−N
+
〈Ω(0)M |C−n−MC+p+Mψ†LψR(C−l−N)†(C+j+N)†|Ω(0)N 〉
4(kp + kn +m)(2kn +m)(kl + kj +m)(2kj +m)
δn−M,l−Nδp+M,j+N
+
〈Ω(0)M |C+n+MC−p−Mψ†LψR(C−l−N)†(C+j+N)†|Ω(0)N 〉
4(kp + kn +m)(2kn +m)(kl + kj +m)(2kj +m)
δn+M,j+Nδp−M,l−N
}
The calculation of 〈Ω(2)M |ψ†L(0, x)ψR(0, x)|Ω(2)N 〉 can be simplified by noting that
〈Ω(2)M |ψ†L(0, x)ψR(0, x)|Ω(2)N 〉 =
〈Ω(2)1 |ψ†L(0, x)ψR(0, x)|Ω(2)〉δM,N+1 .
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As a matter of fact we can write
〈Ω(2)M |ψ†LψR|Ω(2)N 〉 = 〈Ω(2)M |TNT−Nψ†LψRTN |Ω(2)〉
and, since the product ψ†LψR is gauge invariant,
〈Ω(2)M |ψ†LψR|Ω(2)N 〉 = 〈Ω(2)M |TNψ†LψR|Ω(2)〉 = 〈Ω(2)M−N |ψ†LψR|Ω(2)〉
Moreover, from
[D30, ψ
†
LψR] = ψ
†
LψR , [D
3
0, C
3,±] = 0 and D30|Ω(0)N 〉 = N |Ω(0)N 〉
we get
D30|Ω(2)N 〉 = N |Ω(2)N 〉
D30ψ
†
LψR|Ω(2)N 〉 = (N + 1)|Ω(0)N 〉 .
Therefore, the states |Ω(2)M−N〉 and ψ†LψR|Ω(2)〉, being eigenstates of the self-adjoint
operator D30 with eigenvalues M − N and 1 respectively, must be orthogonal unless
M −N = 1.
We therefore have
〈Ω(0)M |C3JC3Iψ†LψR(C3I )†(C3J)†|Ω(0)N 〉 = 〈Ω(0)1 |C3JC3Iψ†LψR(C3I )†(C3J)†|0〉δM,N+1
and using (5.4), (5.5) we can write
〈Ω(0)1 |C3JC3Iψ†LψR(C3I )†(C3J)†|0〉 = 〈Ω(0)1 |C3Jψ†LψR
(
C3I − e−ikIx
)
(C3I )
†(C3J)
†|0〉
= I〈Ω(0)1 |C3Jψ†LψR(C3J)†|0〉+ IδIJ〈Ω(0)1 |C3Jψ†LψR(C3I )†|0〉
−e−ikIx〈Ω(0)1 |C3J
(
(C3I )
† + eikIx
)
ψ†LψR(C
3
J)
†|0〉
= (I + IδIJ − 1)〈Ω(0)1 |C3Jψ†LψR(C3J)†|0〉
−e−ikIxIδIJ〈Ω(0)1 |
(
(C3J)
† + eikIx
)
ψ†LψR|0〉
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and from (5.1), (5.6)
〈Ω(0)1 |C3JC3Iψ†LψR(C3I )†(C3J)†|0〉 = [(I + IδIJ − 1)(J − 1)− IδIJ ]
1
2L
e−
π
2mL .
Therefore
〈Ω(2)M |ψ†LψR|Ω(2)N 〉33 =
g4
L2
1
2L
e−
π
2mL δM,N+1
{ ∞∑
I,J=1
8
(2kI)3(2kJ)3
(IJ − I − J + 1)
+
∞∑
J=1
8
(2kJ)6
(J2 − 2J)
}
.
Let us consider now 〈Ω(2)1 |ψ†LψR|Ω(2)〉++ .
We have
〈Ω(2)1 |ψ†LψR|Ω(2)〉++ =
g4
m2L2
∞∑
p,n= 1
2
〈Ω(0)1 |C+n+1C+p+1ψ†LψR(C+p+1)†(C+n+1)†|0〉
2(2kp +m)(2kn +m)(2kp+1 +m)(2kn+1 +m)
g4
m2L2
∞∑
p,n= 1
2
〈Ω(0)1 |C+n+1C+p+1(C+p+1)†(C+n+1)†ψ†LψR|0〉
2(2kp +m)(2kn +m)(2kp+1 +m)(2kn+1 +m)
.
Using the commutators (2.42-2.45), relation (5.13) and the fact that
C30 |Ω(0)N 〉 = −N |Ω(0)N 〉
we can write
C+n+1C
+
p+1(C
+
p+1)
†(C+n+1)
†|Ω(0)1 〉 = C+p+1(C+p+1)†C+n+1(C+n+1)†|Ω(0)1 〉
+C+p+1
(
C3n−p + (n+ 1)δpn
)
(C+n+1)
†|Ω(0)1 〉
=
(
np + n(n+ 1)δpn
)
|Ω(0)1 〉+
(
C3n−pC
+
p+1 − C+n+1
)
(C+n+1)
†|Ω(0)1 〉
=
(
np + n(n+ 1)δpn − n
)
|Ω(0)1 〉+ C3n−p
(
C3p−n + (n+ 1)δnp
)
|Ω(0)1 〉
=
(
np + n(n+ 1)δpn − n+ (n− p)θ(n− p) + δnp − (n + 1)δnp
)
|Ω(0)1 〉
=
(
np + n2δpn − n+ (n− p)θ(n− p)
)
|Ω(0)1 〉
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and
〈Ω(2)1 |ψ†LψR|Ω(2)〉++ =
g4e−
π
2mL
4m2L3
∞∑
p,n= 1
2
np+ n2δpn − n + (n− p)θ(n− p)
(2kp +m)(2kn +m)(2kp+1 +m)(2kn+1 +m)
=
g4e−
π
2mL
4m2L3
{ ∞∑
p,n= 1
2
np− n
(2kp +m)(2kn +m)(2kp+1 +m)(2kn+1 +m)
+
∞∑
n= 1
2
n−1∑
p= 1
2
n− p
(2kp +m)(2kn +m)(2kp+1 +m)(2kn+1 +m)
+
∞∑
n= 1
2
n2
(2kn +m)2(2kn+1 +m)2
}
.
The same result holds for 〈Ω(2)1 |ψ†LψR|Ω(2)〉−− .
We then have
〈Ω(2)M |ψ†LψR|Ω(2)N 〉±± = 〈Ω(2)1 |ψ†LψR|Ω(2)〉++δM,N+1
〈Ω(2)1 |ψ†LψR|Ω(2)〉3+ is given by
〈Ω(2)1 |ψ†LψR|Ω(2)〉3+ =
2g4
mL2
∞∑
J=1
{
−
∞∑
p= 1
2
〈Ω(0)1 |C+p+1C3Jψ†LψR(C3J)†(C+p )†|0〉
(2kp +m)(2kp+1 +m)
(
1
(2kp+J +m)2(2kp+J+1 +m)
+
1
(2kp+J +m)(2kp+J+1 +m)2
)
−
∞∑
p= 1
2
〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1)†(C3J)†|0〉
(2kp +m)
(
1
(2kJ)2(2kp+J +m)(2kp+J+1 +m)
+
1
(2kJ)(2kp+J +m)2(2kp+J+1 +m)
+
1
(2kJ)(2kp+J +m)(2kp+J+1 +m)2
)
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−
∞∑
p= 1
2
〈Ω(0)1 |C3JC+p+1ψ†LψR(C3J)†(C+p+1)†|0〉
(2kp+1 +m)
(
1
(2kJ)2(2kp+J +m)(2kp+J+1 +m)
+
1
(2kJ)(2kp+J +m)2(2kp+J+1 +m)
+
1
(2kJ)(2kp+J +m)(2kp+J+1 +m)2
)
−
〈Ω(0)1 |C3JC+1
2
ψ†LψR(C
3
J)
†(C+1
2
)†|0〉
(2k 1
2
+m)
(
1
(2kJ)2(2kJ− 1
2
+m)(2kJ+ 1
2
+m)
+
1
(2kJ)(2kJ− 1
2
+m)2(2kJ+ 1
2
+m)
+
1
(2kJ)(2kJ− 1
2
+m)(2kJ+ 1
2
+m)2
)
−
∞∑
p= 1
2
〈Ω(0)1 |C3JC+p+1ψ†LψR(C+p+1)†(C3J)†|0〉
(
2
(2kJ)3(2kp+J +m)(2kp+J+1 +m)
+
1
(2kJ)2(2kp+J +m)2(2kp+J+1 +m)
+
1
(2kJ)2(2kp+J +m)(2kp+J+1 +m)2
)
−
∞∑
p= 1
2
〈Ω(0)1 |C3J(C−p−1)†ψ†LψRC−p−1(C3J)†|0〉
(
2
(2kJ)3(2kJ−p +m)(2kJ−p+1 +m)
+
1
(2kJ)2(2kJ−p +m)2(2kJ−p+1 +m)
+
1
(2kJ)2(2kJ−p +m)(2kJ−p+1 +m)2
)}
+
g4
m2L2
∞∑
p= 1
2
〈Ω(0)1 |C+p+1
(
A30 − π
√
m
g
√
L
)
ψ†LψR(A
3
0)
†(C+p+1)
†||0〉〉
4(kp +m)(2kp +m)(kp+1 +m)(2kp+1 +m)
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We can write
〈Ω(0)1 |C+p+1C3Jψ†LψR(C3J)†(C+p+1)†|0〉 =
= 〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1)†(C3J)†|0〉 − 〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1+J)†|0〉
〈Ω(0)1 |C3JC+p+1ψ†LψR(C3J)†(C+p+1)†|0〉 =
〈Ω(0)1 |C+p+1C3Jψ†LψR(C3J)†(C+p+1)†|0〉+ 〈Ω(0)1 |C+p+1+Jψ†LψR(C3J)†(C+p+1)†|0〉
= 〈Ω(0)1 |C+p+1C3Jψ†LψR(C3J)†(C+p+1)†|0〉+ 〈Ω(0)1 |C+p+1+Jψ†LψR(C+p+1)†(C3J)†|0〉
−〈Ω(0)1 |C+p+1+Jψ†LψR(C+p+1+J)†|0〉
〈Ω(0)1 |C3JC+p+1ψ†LψR(C+p+1)†(C3J)†|0〉 =
= 〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1)†(C3J)†|0〉+ 〈Ω(0)1 |C+p+1+Jψ†LψR(C+p+1)†(C3J)†|0〉
and we have
〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1+J)†|0〉 =
= 〈Ω(0)1 |C+p+1(C+p+1+J)†C3Jψ†LψR|0〉 − 〈Ω(0)1 |C+p+1(C+p+1)†ψ†LψR|0〉
= 〈Ω(0)1 |(C3J)†C3Jψ†LψR|0〉 − p〈Ω(0)1 |ψ†LψR|0〉
= −p〈Ω(0)1 |ψ†LψR|0〉
〈Ω(0)1 |C+p+1+Jψ†LψR(C+p+1)†(C3J)†|0〉 =
= 〈Ω(0)1 |C3Jψ†LψR(C3J)†|0〉 = (J − 1)〈Ω(0)1 |ψ†LψR|0〉
〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1)†(C3J)†|0〉 =
= 〈Ω(0)1 |C+p+1(C+p+1)†C3Jψ†LψR(C3J)†|0〉 − 〈Ω(0)1 |C+p+1(C+p+1−J)†ψ†LψR(C3J)†|0〉
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= p〈Ω(0)1 |C3Jψ†LψR(C3J)†|0〉 − 〈Ω(0)1 |(C+p+1−J)†C+p+1ψ†LψR(C3J)†|0〉
−〈Ω(0)1 |C3Jψ†LψR(C3J)†|0〉
=
[
(p− 1)(J − 1)
]
〈Ω(0)1 |ψ†LψR|0〉 − θ(J − p)〈Ω(0)1 |C+p+1C−J−p−1ψ†LψR(C3J)†|0〉
+θ(J − p)〈Ω(0)1 |C3Jψ†LψR(C3J)†|0〉
=
[
(p− 1)(J − 1) + θ(J − p)(J − 1)
]
〈Ω(0)1 |ψ†LψR|0〉
−θ(J − p)〈Ω(0)1 |C+p+1ψ†LψR(C3J)†C−J−p−1|0〉 − θ(J − p)〈Ω(0)1 |C+p+1ψ†LψR(C+p+1)†|0〉
=
[
(p− 1)(J − 1) + θ(J − p)(J − p− 1)
]
〈Ω(0)1 |ψ†LψR|0〉
−δJ,p+ 1
2
〈Ω(0)1 |C+p+1
(
(C3J)
† + eikJx
)
ψ†LψR(C
+
1
2
)†|0〉
=
[
(p− 1)(J − 1) + θ(J − p)(J − p− 1)
]
〈Ω(0)1 |ψ†LψR|0〉
+δJ,p+ 1
2
〈Ω(0)1 |(C−− 1
2
)†ψ†LψR(C
+
1
2
)†|0〉 − δJ,p+ 1
2
eikJx〈Ω(0)1 |C+p+1ψ†LψR(C+1
2
)†|0〉
=
[
(p− 1)(J − 1) + θ(J − p)(J − p− 1)
]
〈Ω(0)1 |ψ†LψR|0〉
−δJ,p+ 1
2
e
ik
p+1
2
x〈Ω(0)1 |C+p+1ψ†LψR(C+1
2
)†|0〉 .
Let us evaluate 〈Ω(0)1 |C+p+1ψ†LψR(C+1
2
)†|0〉. Using (5.7) and (5.12) we get
[C+n+1, ψR] =
1√
2L
{ ∞∑
n= 1
2
rp+n+1e
iknx +
p∑
n= 1
2
rp+1−ne−iknx
+
∞∑
n=p+2
r†n−p−1e
−iknx + (r0 + r
†
0)e
−ikp+1x
}
and since
(C+1
2
)†|0〉 = d†1
2
(r0 + r
†
0)|0〉
we can write
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〈Ω(0)1 |C+p+1ψ†LψR(C+1
2
)†|0〉 =
= 〈Ω(0)1 |ψ†LψRC+p+1(C+1
2
)†|0〉+ 〈Ω(0)1 |ψ†L[C+n+1, ψR]d†1
2
(r0 + r
†
0)|0〉
= 〈Ω(0)1 |ψ†LψRC3p+ 1
2
|0〉 − 1√
2L
e−ikp+1x〈Ω(0)1 |ψ†L(r0 + r†0)2d†1
2
|0〉
= −
√
2Le−ikp+1x〈Ω(0)1 |ψ†L (
o
φR)
2d†1
2
|0〉
and from (2.28) we can see that
(
o
φR)
2 =
1
4L
.
Note now that since
|Ω(0)1 〉 = e−
iπ
√
2
g
√
L
b30β†1
2
d†1
2
|0〉
we can write
〈Ω(0)1 |ψ†LψR|0〉 = e
−ik 1
2
x 1√
2L
〈Ω(0)1 |ψ†Ld†1
2
|0〉 .
Therefore
〈Ω(0)1 |C+p+1ψ†LψR(C+1
2
)†|0〉 = −1
2
e
−ik
p+1
2
x〈Ω(0)1 |ψ†LψR|0〉 (5.18)
and finally
〈Ω(0)1 |C+p+1C3Jψ†LψR(C+p+1)†(C3J)†|0〉 =
=
1
2L
e−
π
2mL
[
pJ − J + 1− p+ θ(J − p)(J − p− 1) + 1
2
δJ,p+ 1
2
]
=
1
2L
e−
π
2mL
[
pJ − J + 1− p+ θ(J − p− 1)(J − p− 1)
]
.
Moreover we have
〈Ω(0)1 |C3JC+1
2
ψ†LψR(C
3
J)
†(C+1
2
)†|0〉 = 〈Ω(0)1 |C+J+ 1
2
ψ†LψR(C
3
J)
†(C+1
2
)†|0〉
= 〈Ω(0)1 |C+J+ 1
2
(
(C3J)
† + eikJx
)
(C+1
2
)†|0〉
= −〈Ω(0)1 |C+1
2
ψ†LψR(C
+
1
2
)†|0〉+ eikJx〈Ω(0)1 |C+J+ 1
2
ψ†LψR(C
+
1
2
)†|0〉
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and using (5.18) with p+ 1 ≡ J + 1
2
〈Ω(0)1 |C3JC+1
2
ψ†LψR(C
3
J)
†(C+1
2
)†|0〉 = −1
2
〈Ω(0)1 |ψ†LψR|0〉 . (5.19)
We also need
〈Ω(0)1 |C3J(C−p−1)†ψ†LψRC−p−1(C3J)†|0〉 =
= 〈Ω(0)1 |(C−p−J−1)†ψ†LψR(C3J)†C−p−1|0〉+ 〈Ω(0)1 |(C−p−J−1)†ψ†LψRC−p−J−1|0〉
= 〈Ω(0)1 |C+J+ 1
2
ψ†LψR(C
3
J)
†(C+1
2
)†|0〉δp, 1
2
+ θ(J − p)(J − p)
and from (5.19)
〈Ω(0)1 |C3J(C−p−1)†ψ†LψRC−p−1(C3J)†|0〉 =
(
−1
2
δp, 1
2
+ θ(J − p)(J − p)
)
〈Ω(0)1 |ψ†LψR|0〉 .
Finally, using (5.16) we get
〈Ω(0)1 |C+p+1
(
A30 −
π
√
m
g
√
L
)
ψ†LψR(A
3
0)
†(C+n )
†|0〉 =
= 〈Ω(0)1 |C+p+1(A30)†ψ†LψR
(
A30 −
π
√
m
g
√
L
)
(C+p+1)
†|0〉+ 〈Ω(0)1 |C+p+1ψ†LψR(C+p+1)†|0〉
=
(
1− π2m
g2L
)
〈Ω(0)1 |C+p+1ψ†LψR(C+p+1)†|0〉 =
1
2L
e−
π
2mL
(
1− π
2m
g2L
)
p
Substituting these results into 〈Ω(2)1 |ψ†LψR|Ω(2)〉3+ and after some rearrangements
〈Ω(2)1 |ψ†LψR|Ω(2)〉3+ =
g4e−
π
2mL
2m2L3
∞∑
J=1
{
− 4m
∞∑
p= 1
2
pJ − J + 1− p + θ(J − p− 1)(J − p− 1)
(2kp +m)(2kp+1 +m)(2kJ)3
−2m
∞∑
p= 1
2
p
(2kp +m)(2kp+1 +m)
(
1
(2kp + 2kJ +m)2(2kp+1 + 2kJ +m)
+
1
(2kp + 2kJ +m)(2kp+1 + 2kJ +m)2
)
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+m
∞∑
p= 1
2
1
(2kp+1 +m)
(
2
(2kJ)3(2kp + 2kJ +m)
+
1
(2kJ)2(2kp + 2kJ +m)2
)
−2m
∞∑
p= 1
2
(
2J
(2kJ)3(2kp + 2kJ +m)(2kp+1 + 2kJ +m)
+
J
(2kJ)2(2kp + 2kJ +m)2(2kp+1 + 2kJ +m)
+
J
(2kJ)2(2kp + 2kJ +m)(2kp+1 + 2kJ +m)2
)
+
m
2(2k 1
2
+m)
(
2
(2kJ)3(2kJ− 1
2
+m)
+
1
(2kJ)2(2kJ+ 1
2
+m)2
)
−2m
∞∑
p= 1
2
(
2θ(J − p)(J − p)
(2kJ)3(2kJ−p +m)(2kJ−p+1 +m)
+
θ(J − p)(J − p)
(2kJ)2(2kJ−p +m)2(2kJ−p+1 +m)
+
θ(J − p)(J − p)
(2kJ)2(2kJ−p +m)(2kJ−p+1 +m)2
)}
+
g4e−
π
2mL
2m2L3
∞∑
p= 1
2
(
1− π2m
g2L
)
p
4(kp +m)(2kp +m)(kp+1 +m)(2kp+1 +m)
Let us consider now the term 〈Ω(2)1 |ψ†LψR|Ω(2)〉+− . We have
〈Ω(2)1 |ψ†LψR|Ω(2)〉+− =
g4
m2L2
{ ∞∑
n=−∞
∞∑
p= 1
2
〈Ω(0)1 |C−p C+n+1ψ†LψR(C+n+1)†(C−p )†|0〉
4(2kp +m)(2kp+1 +m)(kn+p+1 +m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C+n+1C−p ψ†LψR(C+n+1)†(C−p )†|0〉
4(2kn +m)(2kp +m)(kn+p+1 +m)2
+
∞∑
p=− 1
2
∞∑
n=− 1
2
〈Ω(0)1 |C−p C+n+1ψ†LψR(C−p )†(C+n+1)†|0〉
4(2kp+1 +m)(2kn+1 +m)(kn+p+1 +m)2
+
∞∑
p=−∞
∞∑
n= 1
2
〈Ω(0)1 |C+n+1C−p ψ†LψR(C−p )†(C+n+1)†|0〉
4(2kn +m)(2kn+1 +m)(kn+p+1 +m)2
}
.
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Considering that
(C−p )
†(C+n+1)
† = (C+n+1)
†(C−p )
† + (C3n+p+1)
† + (n+ 1)δn+1,−p
and
C+n+1C
−
p = C
−
p C
+
n+1 + C
3
n+p+1 + (n+ 1)δn+1,−p
one gets
〈Ω(2)1 |ψ†LψR|Ω(2)〉+− =
g4
m2L2
{ ∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C−p C+n+1ψ†LψR(C+n+1)†(C−p )†|0〉
(2kn +m)(2kn+1 +m)(2kp +m)(2kp+1 +m)
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C−p C+−n+1ψ†LψR(C+−n+1)†(C−p )†|0〉
4(2kp +m)(2kp+1 +m)(kp−n+1 +m)2
−
∞∑
p= 1
2
〈Ω(0)1 |C3p+ 1
2
ψ†LψR(C
+
1
2
)†(C−p )
†|0〉
4(2kp+1 +m)(2k 1
2
+m)(kp+ 1
2
+m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C3n+p+1ψ†LψR(C+n+1)†(C−p )†|0〉
2(2kn +m)(2kn+1 +m)(2kp +m)(kn+p+1 +m)
+
∞∑
p=− 1
2
∞∑
n= 1
2
〈Ω(0)1 |C−p C+n+1ψ†LψR(C3n+p+1)†|0〉
2(2kn +m)(2kn+1 +m)(2kp+1 +m)(kn+p+1 +m)
−
∞∑
p= 1
2
〈Ω(0)1 |C3p+ 1
2
ψ†LψR(C
3
p+ 1
2
)†|0〉
4(2kp+1 +m)(2k 1
2
+m)(kp+ 1
2
+m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C3n+p+1ψ†LψR(C3n+p+1)†|0〉
4(2kn +m)(2kn+1 +m)(kn+p+1 +m)2
+
∞∑
p= 1
2
∞∑
n= 1
2
〈Ω(0)1 |C3n−p+1ψ†LψR(C3n−p+1)†|0〉
4(2kn +m)(2kn+1 +m)(kn−p+1 +m)2
+
〈Ω(0)1 |ψ†LψR|0〉
16(2k 1
2
+m)(2k 1
2
+m)m2
+
∞∑
n= 1
2
n(n+ 1)〈Ω(0)1 |ψ†LψR|0〉
4(2kn +m)(2kn+1 +m)m2
}
.
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Since
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C−p C+−n+1ψ†LψR(C+−n+1)†(C−p )†|0〉
4(2kp +m)(2kp+1 +m)(kp−n+1 +m)2
=
= −
∞∑
p= 1
2
〈Ω(0)1 |C3p+ 1
2
ψ†LψR(C
−
p )
†(C+1
2
)†|0〉
4(2kp +m)(2kp+1 +m)(kp+ 1
2
+m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C3p−n+1ψ†LψR(C3p−n+1)†|0〉
4(2kp +m)(2kp+1 +m)(kp−n+1 +m)2
+
∞∑
p= 1
2
p(p+ 1)〈Ω(0)1 |ψ†LψR|0〉
4(2kp +m)(2kp+1 +m)m2
= −
∞∑
p= 1
2
〈Ω(0)1 |C3p+ 1
2
ψ†LψR(C
+
1
2
)†(C−p )
†|0〉
4(2kp +m)(2kp+1 +m)(kp+ 1
2
+m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C3p−nψ†LψR(C3p−n)†|0〉
4(2kp +m)(2kp+1 +m)(kp−n +m)2
+
∞∑
p= 1
2
p(p+ 1)〈Ω(0)1 |ψ†LψR|0〉
4(2kp +m)(2kp+1 +m)m2
we can write
〈Ω(2)1 |ψ†LψR|Ω(2)〉+− =
g4
m2L2
{ ∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C−p C+n+1ψ†LψR(C+n+1)†(C−p )†|0〉
(2kn +m)(2kn+1 +m)(2kp +m)(2kp+1 +m)
−
∞∑
n= 1
2
〈Ω(0)1 |C3n+ 1
2
ψ†LψR(C
+
1
2
)†(C−n )
†|0〉
2(2k 1
2
+m)(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C3n+p+1ψ†LψR(C+n+1)†(C−p )†|0〉
2(2kn +m)(2kn+1 +m)(2kp +m)(kn+p+1 +m)
+
∞∑
p= 1
2
∞∑
n= 1
2
〈Ω(0)1 |C−p C+n+1ψ†LψR(C3n+p+1)†|0〉
2(2kn +m)(2kn+1 +m)(2kp+1 +m)(kn+p+1 +m)
+
∞∑
n= 1
2
〈Ω(0)1 |C−− 1
2
C+n+1ψ
†
LψR(C
3
n+ 1
2
)†|0〉
2(2kn +m)(2kn+1 +m)(2k 1
2
+m)(kn+ 1
2
+m)
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−
∞∑
p= 1
2
〈Ω(0)1 |C3p+ 1
2
ψ†LψR(C
3
p+ 1
2
)†|0〉
4(2kp+1 +m)(2k 1
2
+m)(kp+ 1
2
+m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
〈Ω(0)1 |C3n+p+1ψ†LψR(C3n+p+1)†|0〉
4(2kn +m)(2kn+1 +m)(kn+p+1 +m)2
+
∞∑
p= 1
2
∞∑
n= 1
2
〈Ω(0)1 |C3n−pψ†LψR(C3n−p)†|0〉
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
〈Ω(0)1 |C3n+ 1
2
ψ†LψR(C
3
n+ 1
2
)†|0〉
2(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
〈Ω(0)1 |ψ†LψR|0〉
16(2k 1
2
+m)(2k 1
2
+m)m2
+
∞∑
n= 1
2
n(n+ 1)〈Ω(0)1 |ψ†LψR|0〉
2(2kn +m)(2kn+1 +m)m2
}
.
We have
〈Ω(0)1 |C−p C+n+1ψ†LψR(C+n+1)†(C−p )†|0〉 =
= 〈Ω(0)1 |C+n+1C−p ψ†LψR(C+n+1)†(C−p )†|0〉 − 〈Ω(0)1 |C3n+p+1ψ†LψR(C+n+1)†(C−p )†|0〉
= 〈Ω(0)1 |C+n+1(C+n+1)†ψ†LψRC−p (C−p )†|0〉+ 〈Ω(0)1 |C−p ψ†LψR(C−p )†|0〉
= (np+ p)〈Ω(0)1 |ψ†LψR|0〉
〈Ω(0)1 |C3n+ 1
2
ψ†LψR(C
+
1
2
)†(C−n )
†|0〉 = 〈Ω(0)1 |ψ†LψR(C3n+ 1
2
− e−ikn+12 x)(C+1
2
)†(C−n )
†|0〉
= 〈Ω(0)1 |ψ†LψR(C+1
2
)†C3n+ 1
2
(C−n )
†|0〉 − 〈Ω(0)1 |ψ†LψRC−n (C−n )†|0〉
−e−ikn+12 x〈Ω(0)1 |ψ†LψR(C+1
2
)†(C−n )
†|0〉
= 〈Ω(0)1 |ψ†LψR(C+1
2
)†C+1
2
|0〉 − n〈Ω(0)1 |ψ†LψR|0〉 − e
−ik
n+12
x〈Ω(0)1 |(C+1
2
)†ψ†LψR(C
−
n )
†|0〉
In order to calculate 〈Ω(0)1 |(C+1
2
)†ψ†LψR(C
−
n )
†|0〉 we use
[bm, (C
−
n )
†] = −r†m−nθ(m− n +
1
2
)− rm−nθ(n−m+ 1
2
)
80
[d†m, (C
−
n )
†] = −rm+n
[ψR, (C
−
n )
†] = − 1√
2L
 ∞∑
m=n+1
r†m−ne
−ikmx +
n−1∑
m= 1
2
rn−me
−ikmx + (r0 + r
†
0)e
iknx

and
C+1
2
|Ω(0)1 〉 = (r0 + r†0)d 1
2
|Ω(0)1 〉
C−n (r0 + r
†
0)d 1
2
|Ω(0)1 〉 = 0 .
We then have
〈Ω(0)1 |(C+1
2
)†ψ†LψR(C
−
n )
†|0〉 = 〈Ω(0)1 |d†1
2
(r0 + r
†
0)(C
−
n )
†ψ†LψR|0〉
− 1√
2L
eiknx〈Ω(0)1 |d†1
2
(r0 + r
†
0)ψ
†
L(r0 + r
†
0)|0〉
=
1√
2L
eiknx〈Ω(0)1 |d†1
2
ψ†L(r0 + r
†
0)
2|0〉 =
√
2Leiknx〈Ω(0)1 |d†1
2
ψ†L(
o
ψR)
2|0〉
= −1
2
1√
2L
eiknx〈Ω(0)1 |ψ†Ld†1
2
|0〉 = −1
2
e
ik
n+1
2
x〈Ω(0)1 |ψ†LψR|0〉
and
〈Ω(0)1 |C3n+ 1
2
ψ†LψR(C
+
1
2
)†(C−n )
†|0〉 =
(
1
2
− n
)
〈Ω(0)1 |ψ†LψR|0〉 .
Moreover
〈Ω(0)1 |C3n+p+1ψ†LψR(C+n+1)†(C−p )†|0〉 = −〈Ω(0)1 |C−p ψ†LψR(C−p )†|0〉 = −p〈Ω(0)1 |ψ†LψR|0〉
〈Ω(0)1 |C−p C+n+1ψ†LψR(C3n+p+1)†|0〉 =
= 〈Ω(0)1 |C+n+1C−p ψ†LψR(C3n+p+1)†|0〉 − 〈Ω(0)1 | (C3n+p+1)ψ†LψR(C3n+p+1)†|0〉
= 〈Ω(0)1 |C+n+1ψ†LψR(C+n+1)†|0〉 − (n+ p)〈Ω(0)1 |ψ†LψR|0〉
= −p〈Ω(0)1 |ψ†LψR|0〉
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〈Ω(0)1 |C−− 1
2
C+n+1ψ
†
LψR(C
3
n+ 1
2
)†|0〉 =
= 〈Ω(0)1 |C+n+1C−− 1
2
(
(C3n+ 1
2
)† + e
ik
n+1
2
x
)
ψ†LψR|0〉 − 〈Ω(0)1 |C3n+ 1
2
ψ†LψR(C
3
n+ 1
2
)†|0〉
= 〈Ω(0)1 |C+n+1(C3n+ 1
2
)†C−− 1
2
ψ†LψR|0〉+ 〈Ω(0)1 |C+n+1(C+n+1)†ψ†LψR|0〉
+e
ik
n+1
2
x〈Ω(0)1 |C+n+1C−− 1
2
ψ†LψR|0〉 −
(
n− 1
2
)
〈Ω(0)1 |ψ†LψR|0〉
= −〈Ω(0)1 | (C−− 1
2
)†C−− 1
2
ψ†LψR|0〉 = 0
where (5.18) has been used.
Therefore we have
〈Ω(2)1 |ψ†LψR|Ω(2)〉+− =
g4e−
π
2mL
2m2L3
{ ∞∑
n= 1
2
∞∑
p= 1
2
p(n+ 1)
(2kn +m)(2kn+1 +m)(2kp +m)(2kp+1 +m)
+
∞∑
n= 1
2
(
n− 1
2
)
2(2k 1
2
+m)(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)
−
∞∑
n= 1
2
∞∑
p= 1
2
p
2(2kn +m)(2kn+1 +m)(2kp +m)(kn+p+1 +m)
−
∞∑
p= 1
2
∞∑
n= 1
2
p
2(2kn +m)(2kn+1 +m)(2kp+1 +m)(kn+p+1 +m)
−
∞∑
p= 1
2
p− 1
2
4(2kp+1 +m)(2k 1
2
+m)(kp+ 1
2
+m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
n+ p
4(2kn +m)(2kn+1 +m)(kn+p+1 +m)2
+
∞∑
p= 1
2
∞∑
n= 1
2
(n− p− 1)θ(n− p− 1
2
)
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
n− 1
2
4(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
1
16(2k 1
2
+m)(2k 1
2
+m)m2
+
∞∑
n= 1
2
n(n+ 1)
2(2kn +m)(2kn+1 +m)m2
}
=
g4e−
π
2mL
2m2L3
{ ∞∑
n= 1
2
∞∑
p= 1
2
pn
(2kn +m)(2kn+1 +m)(2kp +m)(2kp+1 +m)
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+
∞∑
n= 1
2
∞∑
p= 1
2
n
2(2kn +m)(2kn+1 +m)(kn+p+1 +m)2
+
∞∑
p= 1
2
∞∑
n= 1
2
(n− p− 1)θ(n− p− 1
2
)
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
n− 1
2
2(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
1
16(2k 1
2
+m)2m2
+
∞∑
n= 1
2
n(n+ 1)
2(2kn +m)(2kn+1 +m)m2
}
.
Collecting all the terms that contribute to 〈θ(2)|iψ†L(0, x)ψR(0, x)|θ(2)〉 we obtain
〈θ(2)|iψ†LψR(0, x)− iψ†RψL|θ(2)〉 =
= −g
4e−
π
2mL
m2L3
∞∑
N=−∞
sin θ
{ ∞∑
I,J=1
8m2
(2kI)3((2kJ)3
(IJ − I − J + 1)
+
∞∑
J=1
8m2
(2kJ)6
(J2 − 2J)
−8m
∞∑
J=1
∞∑
p= 1
2
pJ − J + 1− p+ θ(J − p− 1)(J − p− 1)
(2kp +m)(2kp+1 +m)(2kJ)3
−4m
∞∑
J=1
∞∑
p= 1
2
p
(2kp +m)(2kp+1 +m)
(
1
(2kp + 2kJ +m)2(2kp+1 + 2kJ +m)
+
1
(2kp + 2kJ +m)(2kp+1 + 2kJ +m)2
)
+2m
∞∑
J=1
∞∑
p= 1
2
1
(2kp+1 +m)
(
2
(2kJ)3(2kp + 2kJ +m)
+
1
(2kJ)2(2kp + 2kJ +m)2
)
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−4m
∞∑
J=1
∞∑
p= 1
2
(
2J
(2kJ)3(2kp + 2kJ +m)(2kp+1 + 2kJ +m)
+
J
(2kJ)2(2kp + 2kJ +m)2(2kp+1 + 2kJ +m)
+
J
(2kJ)2(2kp + 2kJ +m)(2kp+1 + 2kJ +m)2
)
+
∞∑
J=1
m
(2k 1
2
+m)
(
2
(2kJ)3(2kJ− 1
2
+m)
+
1
(2kJ)2(2kJ+ 1
2
+m)2
)
−4m
∞∑
J=1
∞∑
p= 1
2
(
2θ(J − p)(J − p)
(2kJ)3(2kJ−p +m)(2kJ−p+1 +m)
+
θ(J − p)(J − p)
(2kJ)2(2kJ−p +m)2(2kJ−p+1 +m)
+
θ(J − p)(J − p)
(2kJ)2(2kJ−p +m)(2kJ−p+1 +m)2
)
+
∞∑
p= 1
2
(
1− π2m
g2L
)
p
2(kp +m)(2kp +m)(kp+1 +m)(2kp+1 +m)
+
∞∑
p,n= 1
2
2np− n + (n− p)θ(n− p− 1
2
)
(2kp +m)(2kn +m)(2kp+1 +m)(2kn+1 +m)
+
∞∑
n= 1
2
n2
(2kn +m)2(2kn+1 +m)2
+
∞∑
n= 1
2
∞∑
p= 1
2
n
2(2kn +m)(2kn+1 +m)(kn+p+1 +m)2
+
∞∑
p= 1
2
∞∑
n= 1
2
(n− p− 1)θ(n− p− 1
2
)
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
n− 1
2
2(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
1
16(2k 1
2
+m)2m2
+
∞∑
n= 1
2
n(n+ 1)
2(2kn +m)(2kn+1 +m)m2
}
.
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Finally we have
〈θ|i(ψ†LψR − ψ†RψL)|θ〉 ≃ 〈θ(0)|i(ψ†LψR − ψ†RψL)|θ(0)〉+ 〈θ(1)|i(ψ†LψR − ψ†RψL)|θ(1)〉
+2〈θ(1)|i(ψ†LψR − ψ†RψL)|θ(2)〉+ 〈θ(2)|i(ψ†LψR − ψ†RψL)|θ(2)〉
where 〈θ(0)|i(ψ†LψR − ψ†RψL)|θ(0)〉, 〈θ(1)|i(ψ†LψR − ψ†RψL)|θ(1)〉 and
〈θ(1)|i(ψ†LψR − ψ†RψL)|θ(2)〉 are given by (5.2) , (5.14) (5.17).
Let us calculate 〈θ(2)|θ(2)〉. We have
〈Ω(2)M |ψ†LψR|Ω(2)N 〉33 =
g4
L2
∞∑
I,J=1
8
(2kI)3(2kJ)3
〈Ω(0)M |C3JC3I (C3J)†(C3I )†|Ω(0)N 〉
=
g4
L2
δMN
∞∑
I,J=1
8
(2kI)3(2kJ)3
(
IJ + J2δIJ
)
=
g4
L2
{ ∞∑
I,J=1
8IJ
(2kI)3(2kJ)3
+
∞∑
J=1
8J2
(2kJ)6
}
〈Ω(2)M |Ω(2)N 〉±± =
g4
m2L2
δMN
∞∑
p,n,j,l= 1
2
〈0|C±n C+p±(C±j )†(C±l )†|0〉(δnjδpl + δnlδpj)
4(2kn +m)(2kp +m)(2kj +m)(2kl +m)
=
g4
m2L2
δMN
∞∑
p,n= 1
2
〈0|C±n C±p (C±p )†(C±n )†|0〉
2(2kp +m)2(2kn +m)2
=
g4
m2L2
δMN
∞∑
p,n= 1
2
〈0|C±p
(
(C±p )
†C±n ± C3n−p + nδnp
)
(C±n )
†|0〉
2(2kp +m)2(2kn +m)2
=
g4
m2L2
δMN
∞∑
p,n= 1
2
np + n2δnp ± 〈0|
(
C3n−pC
±
p ∓ C±n
)
(C±n )
†|0〉
2(2kp +m)2(2kn +m)2
=
g4
m2L2
δMN
∞∑
p,n= 1
2
np + n2δnp − n± 〈0|C3n−p
(
± C3p−n + nδpn
)
|0〉
2(2kp +m)2(2kn +m)2
=
g4
m2L2
δMN
∞∑
p,n= 1
2
np + n2δnp − n+ (n− p)θ(n− p)
2(2kp +m)2(2kn +m)2
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〈Ω(2)M |Ω(2)N 〉3+ = δMN〈Ω(2)|Ω(2)〉3+ and
〈Ω(2)|Ω(2)〉3+ = g
4
m2L2
∞∑
p= 1
2
{
− 4m
∞∑
J=1
〈0|C+p C3J(C3J)†(C+p )†|0〉
(2kp +m)2(2kp + 2kJ +m)3
−2m
∞∑
J=1
〈0|C+p C3J(C+p )†(C3J)†|0〉
(2kp +m)
(
2
2kJ(2kp + 2kJ +m)3
+
1
(2kJ)2(2kp + 2kJ +m)2
)
−2m
∞∑
J=1
〈0|C3JC+p (C3J)†(C+p )†|0〉
(2kp +m)
(
2
2kJ(2kp + 2kJ +m)3
+
1
(2kJ)2(2kp + 2kJ +m)2
)
−4m
∞∑
J=1
〈0|C3JC+p (C+p )†(C3J)†|0〉
(
1
(2kp + 2kJ +m)2(2kJ)3
+
1
(2kp + 2kJ +m)3(2kJ)2
)
−4m
∞∑
J=1
〈0|C3J(C−p )†C−p (C3J)†|0〉
(
1
(−2kp + 2kJ +m)2(2kJ)3
+
1
(−2kp + 2kJ +m)3(2kJ)2
)
+
〈0|C+p A30(A30)†(C+p )†||0〉〉
4(kp +m)2(2kp +m)2
}
where
〈0|C+p C3J(C+p )†(C3J)†|0〉 = 〈0|C+p (C+p )†C3J(C3J)†|0〉 − 〈0|C+p (C+p−J)†(C3J)†|0〉
= pJ − 〈0|C+p (C3J)†(C+p−J)†|0〉 − 〈0|C+p (C+p )†|0〉
= pJ − p+ θ(p− J)(p− J)
〈0|C+p C3J(C3J)†(C+p )†|0〉 = 〈0|C+p C3J(C+p )†(C3J)†|0〉 − 〈0|C+p C3J(C+p+J)†|0〉
〈0|C+p C3J(C+p )†(C3J)†|0〉+ p
86
〈0|C3JC+p (C3J)†(C+p )†|0〉 = 〈0|C+p C3J(C3J)†(C+p )†|0〉+ 〈0|C+P+J(C+p )†(C3J)†|0〉
−〈0|C+P+J(C+P+J)†|0〉
= 〈0|C+p C3J(C+p )†(C3J)†|0〉+ p+ J − (p+ J)
〈0|C3JC+p (C+p )†(C3J)†|0〉 = 〈0|C+p C3J(C+p )†(C3J)†|0〉+ 〈0|C+P+J(C+p )†(C3J)†|0〉
= 〈0|C+p C3J(C+p )†(C3J)†|0〉+ J
〈0|C3J(C−p )†C−p (C3J)†|0〉 = 〈0|(C−p−J)†C−p−J |0〉 = θ(J − p)(J − p)
so that
〈Ω(2)|Ω(2)〉3+ = g
4
m2L2
∞∑
p= 1
2
{
− 4m
∞∑
J=1
p
(2kp +m)2(2kp + 2kJ +m)3
−4m
∞∑
J=1
(
J
(2kp + 2kJ +m)2(2kJ)3
+
J
(2kp + 2kJ +m)3(2kJ)2
)
−4m
∞∑
J=1
(
θ(J − p)(J − p)
(−2kp + 2kJ +m)2(2kJ)3 +
θ(J − p)(J − p)
(−2kp + 2kJ +m)3(2kJ)2
)
−4m
∞∑
J=1
pJ − p+ θ(p− J)(p− J)
(2kp +m)2(2kJ)3
+
p
4(kp +m)2(2kp +m)2
}
〈Ω(2)M |Ω(2)N 〉+− =
g4
m2L2
∞∑
n,p= 1
2
{〈0|C−n C+p (C+p )†(C−n )†||0〉
4(kp+n +m)2(2kn +m)2
+
〈0|C−n (C−p )†C−p (C−n )†||0〉
4(kn−p +m)2(2kn +m)2
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+
〈0|C−n C+p (C+p )†(C−n )†|0〉+ 〈0|C3p+n(C+p )†(C−n )†|0〉
4(kp+n +m)2(2kn +m)(2kp +m)
+
〈0|C−n C+p (C+p )†(C−n )†|0〉+ 〈0|C−n C+p (C3p+n)†|0〉
4(kp+n +m)2(2kn +m)(2kp +m)
+
〈0|C−n C+p (C+p )†(C−n )†|0〉+ 〈0|C−n C+p (C3p+n)†|0〉
4(kp+n +m)2(2kp +m)2
+
〈0|C3p+n(C+p )†(C−n )†|0〉+ 〈0|C3p+n(C3p+n)†|0〉
4(kp+n +m)2(2kp +m)2
+
〈0|C+p (C+n )†C+n (C+p )†|0〉
4(kp−n +m)2(2kp +m)2
}
=
g4
m2L2
∞∑
n,p= 1
2
{
n(p+ 1)
(2kp +m)2(2kn +m)2
+
(n− p)θ(n− p− 1
2
)
2(kn−p +m)2(2kn +m)2
+
n2
2m2(2kn +m)2
− n
(kp+n +m)(2kn +m)(2kp +m)2
+
n+ p
4(kp+n +m)2(2kp +m)2
}
=
g4
m2L2
∞∑
n,p= 1
2
{
np
(2kp +m)2(2kn +m)2
+
(n− p)θ(n− p− 1
2
)
2(kn−p +m)2(2kn +m)2
+
n2
2m2(2kn +m)2
+
n
2(kp+n +m)2(2kn +m)2
}
Finally we get
〈θ(2)|θ(2)〉 = g
4
m2L2
∞∑
n=−∞
{ ∞∑
I,J=1
IJ
8m2
(2kI)3((2kJ)3
+
∞∑
J=1
8m2
(2kJ)6
J2
−8m
∞∑
p= 1
2
∞∑
J=1
pJ − p + θ(p− J)(p− J)
(2kp +m)2(2kJ)3
−8m
∞∑
p= 1
2
∞∑
J=1
p
(2kp +m)2(2kp + 2kJ +m)3
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−8m
∞∑
p= 1
2
∞∑
J=1
(
J
(2kp + 2kJ +m)2(2kJ)3
+
J
(2kp + 2kJ +m)3(2kJ)2
)
−8m
∞∑
p= 1
2
∞∑
J=1
(
θ(J − p)(J − p)
(−2kp + 2kJ +m)2(2kJ)3 +
θ(J − p)(J − p)
(−2kp + 2kJ +m)3(2kJ)2
)
+
∞∑
p= 1
2
p
2(kp +m)2(2kp +m)2
+
∞∑
n= 1
2
n2
(2kn +m)4
+
∞∑
p,n= 1
2
2np− n + (n− p)θ(n− p− 1
2
)
(2kp +m)2(2kn +m)2
+
∞∑
n= 1
2
n2
2m2(2kn +m)2
+
∞∑
n,p= 1
2
[
(n− p)θ(n− p− 1
2
)
2(kn−p +m)2(2kn +m)2
+
n
2(kp+n +m)2(2kn +m)2
]}
.
and
〈θ|θ〉 ≃ 〈θ(0)|θ(0)〉+ 〈θ(1)|θ(1)〉+ 〈θ(2)|θ(2)〉
where 〈θ(0)|θ(0)〉 and 〈θ(1)|θ(1)〉 are given by (5.3) and (5.15) .
We now need to evaluate
〈θ|ψ†LψR|θ〉
〈θ|θ〉 . We expand
1
〈θ|θ〉 obtaining
1
〈θ|θ〉 ≃
( ∞∑
N=−∞
1
)−1{
1− g
2
mL
[ ∞∑
n= 1
2
2n
(2kn +m)2
−
∞∑
J=1
mJ
2k3J
]
+
g4
m2L2
[ ∞∑
n= 1
2
2n
(2kn +m)2
−
∞∑
J=1
mJ
2k3J
]2
−
( ∞∑
N=−∞
1
)−1
〈θ(2)|θ(2)〉
}
=
( ∞∑
N=−∞
1
)−1{
1−
( ∞∑
N=−∞
1
)−1
〈θ(1)|θ(1)〉
+
( ∞∑
N=−∞
1
)−2
〈θ(1)|θ(1)〉2 −
( ∞∑
N=−∞
1
)−1
〈θ(2)|θ(2)〉
}
so that we can write
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〈θ|i(ψ†LψR − ψ†RψL)|θ〉
〈θ|θ〉 ≃
−sin θe
− π
2mL
L
+
 ∞∑
N=−∞
1
−1 {〈θ(1)|iψ†LψR − iψ†RψL|θ(1)〉+ sin θe−
π
2mL
L
〈θ(1)|θ(1)〉
}
−
 ∞∑
N=−∞
1
−2 〈θ(1)|θ(1)〉[〈θ(1)|iψ†LψR − iψ†RψL|θ(1)〉+ sin θe−
π
2mL
L
〈θ(1)|θ(1)〉
]
+
 ∞∑
N=−∞
1
−1 {2〈θ(1)|iψ†LψR − iψ†RψL|θ(2)〉+ 〈θ(2)|iψ†LψR − iψ†RψL|θ(2)〉
+
sin θe−
π
2mL
L
〈θ(2)|θ(2)〉
}
and
Le
π
2mL
sin θ
〈θ|i(ψ†LψR − ψ†RψL)|θ〉
〈θ|θ〉 ≃
≃ −1 + g
2
mL
{ ∞∑
n= 1
2
2n
(2kn +m)
(
1
2kn +m
− 1
(2kn+1 +m)
)
−
∞∑
J=1
4m
(2kJ)3
}
+
g4
m2L2
{
−
∞∑
n,p= 1
2
8knp
(2kn +m)2(2kp +m)2(2kp+1 +m)
+
∞∑
n= 1
2
2n
(2kn +m)2
∞∑
J=1
4m
(2kJ)3
+
∞∑
J=1
4mJ
(2kJ)3
∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
−
∞∑
I,J=1
4mJ
(2kJ)3
4m
(2kI)3
+
∞∑
I,J=1
8m2
(2kI)3(2kJ)3
(I + J − 1) +
∞∑
J=1
16m2J
(2kJ)6
+
∞∑
p= 1
2
∞∑
J=1
4mp
(2kp +m)(2kp + 2kJ +m)
(
1
(2kp+1 +m)(2kp+1 + 2kJ +m)2
+
1
(2kp+1 +m)(2kp+1 + 2kJ +m)(2kp + 2kJ +m)
− 2
(2kp +m)(2kp + 2kJ +m)2
)
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−
∞∑
J=1
∞∑
p= 1
2
2m
(2kp+1 +m)(2kp + 2kJ +m)(2kJ)2
(
1
(2kp + 2kJ +m)
+
1
kJ
)
+
∞∑
p= 1
2
∞∑
J=1
4mJ
(2kp + 2kJ +m)(2kJ)2
(
2
2kJ(2kp+1 + 2kJ +m)
+
1
(2kp+1 + 2kJ +m)2
+
1
(2kp+1 + 2kJ +m)(2kp + 2kJ +m)
− 2
2kJ(2kp + 2kJ +m)
− 2
(2kp + 2kJ +m)2
)
+
∞∑
J=1
m
(2k 1
2
+m)(2kJ− 1
2
+m)(2kJ)2
(
1
(2kJ− 1
2
+m)
+
1
kJ
)
+
∞∑
p= 1
2
∞∑
J=1
4mθ(J − p)(J − p)
(−2kp + 2kJ +m)(2kJ)2
(
2
2kJ(−2kp−1 + 2kJ +m)
+
1
(−2kp−1 + 2kJ +m)2 +
1
(−2kp−1 + 2kJ +m)(−2kp + 2kJ +m)
− 2
2kJ(−2kp + 2kJ +m) −
2
(−2kp + 2kJ +m)2
)
−
∞∑
p= 1
2
∞∑
J=1
8m
(2kJ)3
pJ − J + θ(J − p)(J − p)
(2kp +m)
(
1
2kp +m
− 1
2kp+1 +m
)
+
∞∑
p= 1
2
∞∑
J=1
8m
(2kJ)3
−p + 1− θ(J − p− 1)− 1
2
δJ,p+ 1
2
(2kp +m)(2kp+1 +m)
+
∞∑
p= 1
2
p
2(kp +m)(2kp +m)
(
1
(kp +m)(2kp +m)
− 1
(kp+1 +m)(2kp+1 +m)
)
+
3π2m
2g2L
∞∑
p= 1
2
p
(kp +m)(2kp +m)(kp+1 +m)(2kp+1 +m)
+
∞∑
p,n= 1
2
2np− n+ (n− p)θ(n− p− 1
2
)
(2kp +m)(2kn +m)
(
1
(2kp +m)(2kn +m)
− 1
(2kp+1 +m)(2kn+1 +m)
)
+
∞∑
n= 1
2
n2
(2kn +m)2
(
1
(2kn +m)2
− 1
(2kn+1 +m)2
)
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+
∞∑
n= 1
2
n2
2m2(2kn +m)
(
1
2kn +m
− 1
2kn+1 +m
)
−
∞∑
n= 1
2
n
2(2kn +m)(2kn+1 +m)m2
+
∞∑
n,p= 1
2
(n− p)θ(n− p− 1
2
)
2(kn−p +m)2(2kn +m)
(
1
2kn +m
− 1
2kn+1 +m
)
+
∞∑
p= 1
2
∞∑
n= 1
2
θ(n− p− 1
2
)
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
n− 1
2
2(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
1
16(2k 1
2
+m)2m2
+
∞∑
n= 1
2
∞∑
p= 1
2
n
2(2kn +m)
(
1
(kp+n +m)2(2kn +m)
− 1
(kp+n+1 +m)2(2kn+1 +m)
)}
= −1 + g
2
mL
{ ∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
−
∞∑
J=1
4m
(2kJ)3
}
+
g4
m2L2
{
−
∞∑
n,p= 1
2
8knp
(2kn +m)2(2kp +m)2(2kp+1 +m)
+
∞∑
n= 1
2
2n
(2kn +m)2
∞∑
J=1
4m
(2kJ)3
+
∞∑
J=1
4mJ
(2kJ)3
∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
−
∞∑
I,J=1
4mJ
(2kJ)3
4m
(2kI)3
+
∞∑
I,J=1
8m2
(2kI)3(2kJ)3
(I + J − 1) +
∞∑
J=1
16m2J
(2kJ)6
+
∞∑
p= 1
2
∞∑
J=1
4mp
(2kp +m)(2kp + 2kJ +m)
(
1
(2kp+1 +m)(2kp+1 + 2kJ +m)2
+
1
(2kp+1 +m)(2kp+1 + 2kJ +m)(2kp + 2kJ +m)
− 2
(2kp +m)(2kp + 2kJ +m)2
)
−
∞∑
J=1
∞∑
p= 1
2
2m
(2kp+1 +m)(2kp + 2kJ +m)(2kJ)2
(
1
(2kp + 2kJ +m)
+
1
kJ
)
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−
∞∑
p= 1
2
∞∑
J=1
8mkJ
(2kp + 2kJ +m)(2kJ)2
(
1
kJ(2kp + 2kJ +m)(2kp+1 + 2kJ +m)
+
1
(2kp + 2kJ +m)(2kp+1 + 2kJ +m)2
+
2
(2kp + 2kJ +m)2(2kp+1 + 2kJ +m)
)
+
∞∑
J=1
m
(2k 1
2
+m)(2kJ− 1
2
+m)(2kJ)2
(
1
(2kJ− 1
2
+m)
+
1
kJ
)
−π
L
∞∑
p= 1
2
∞∑
J=1
8mθ(J − p)(J − p)
(−2kp + 2kJ +m)(2kJ)2
(
1
(−2kp + 2kJ +m)(−2kp−1 + 2kJ +m)2
+
1
kJ(−2kp + 2kJ +m)(−2kp−1 + 2kJ +m)
+
2
(−2kp + 2kJ +m)2(−2kp−1 + 2kJ +m)
)
−
∞∑
p= 1
2
∞∑
J=1
16m
(2kJ)3
kpJ − kJ + θ(J − p)(kJ − kp)
(2kp +m)2(2kp+1 +m)
+
∞∑
p= 1
2
∞∑
J=1
8m
(2kJ)3
−p + 1− θ(J − p− 1)
(2kp +m)(2kp+1 +m)
−
∞∑
p= 1
2
4m
(2kp+ 1
2
)3(2kp +m)(2kp+1 +m)
+
∞∑
p= 1
2
kp
2(kp +m)2(2kp +m)(2kp+1 +m)
(
2
(2kp +m)
+
1
(kp+1 +m)
)
+
3π2m
2g2L
∞∑
p= 1
2
p
(kp +m)(2kp +m)(kp+1 +m)(2kp+1 +m)
+
∞∑
p,n= 1
2
4knp− 2kn + 2(kn − kp)θ(n− p− 12)
(2kp +m)(2kn +m)2(2kp+1 +m)
(
1
(2kp +m)
+
1
(2kn+1 +m)
)
+
∞∑
n= 1
2
nkn
(2kn +m)3(2kn+1 +m)
(
1
(2kn+1 +m)
+
1
(2kn +m)
)
−
∞∑
n= 1
2
n
2m(2kn +m)2(2kn+1 +m)
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+
∞∑
n,p= 1
2
(kn − kp)θ(n− p− 12)
(kn−p +m)2(2kn +m)2(2kn+1 +m)
+
∞∑
p= 1
2
∞∑
n= 1
2
θ(n− p− 1
2
)
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
n− 1
2
2(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
1
16(2k 1
2
+m)2m2
+
∞∑
n= 1
2
∞∑
p= 1
2
kn
2(2kn +m)(2kn+1 +m)(kp+n +m)
(
1
(kp+n +m)(kp+n+1 +m)
+
1
(kp+n+1 +m)2
+
2
(kp+n +m)(2kn +m)
)}
Combining the terms that contain divergent series we get
g4
m2L2
{
−
∞∑
n= 1
2
kn
(2kn +m)2
∞∑
p= 1
2
8p
(2kp +m)2(2kp+1 +m)
+
∞∑
n= 1
2
2n
(2kn +m)2
∞∑
J=1
4m
(2kJ)3
+
∞∑
p,n= 1
2
4knp− 2kn + 2(kn − kp)θ(n− p− 12)
(2kp +m)(2kn +m)2(2kp+1 +m)
(
1
(2kp +m)
+
1
(2kn+1 +m)
)
+
∞∑
p= 1
2
∞∑
J=1
8m
(2kJ)3
−p
(2kp +m)(2kp+1 +m)
}
=
=
g4
m2L2
{
−
∞∑
n= 1
2
kn
(2kn +m)2
∞∑
p= 1
2
8p
(2kp +m)2(2kp+1 +m)
+
∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
∞∑
J=1
4m
(2kJ)3
+
∞∑
n= 1
2
kn
(2kn +m)2
∞∑
p= 1
2
4p
(2kp +m)2(2kp+1 +m)
+
∞∑
p= 1
2
kp
(2kp +m)(2kp+1 +m)
∞∑
n= 1
2
4n
(2kn +m)2(2kn+1 +m)
94
+
∞∑
p,n= 1
2
−2knθ(p− n+ 12)− 2kpθ(n− p− 12)
(2kp +m)(2kn +m)2(2kp+1 +m)
(
1
(2kp +m)
+
1
(2kn+1 +m)
)}
=
=
g4
m2L2
{
−
∞∑
n= 1
2
kn
(2kn +m)2(2kn+1 +m)
∞∑
p= 1
2
4kp
(2kp +m)2(2kp+1 +m)
+
∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
∞∑
J=1
4m
(2kJ)3
+
∞∑
p,n= 1
2
−2knθ(p− n+ 12)− 2kpθ(n− p− 12)
(2kp +m)(2kn +m)2(2kp+1 +m)
(
1
(2kp +m)
+
1
(2kn+1 +m)
)}
which is convergent.
We therefore have the following finite result
〈θ|i(ψ†LψR − ψ†RψL)|θ〉
〈θ|θ〉 ≃
≃ sin θe− π2mL
{
− 1
L
+
g2
mL2
[ ∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
−
∞∑
J=1
4m
(2kJ)3
]
+
g4
m2L3
[
−
∞∑
n= 1
2
kn
(2kn +m)2(2kn+1 +m)
∞∑
p= 1
2
4kp
(2kp +m)2(2kp+1 +m)
+
∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
∞∑
J=1
4m
(2kJ)3
+
∞∑
J=1
4mJ
(2kJ)3
∞∑
n= 1
2
4kn
(2kn +m)2(2kn+1 +m)
−
∞∑
I,J=1
8m2
(2kI)3(2kJ)3
+
∞∑
J=1
16m2J
(2kJ)6
+
∞∑
p= 1
2
∞∑
J=1
4mp
(2kp +m)(2kp + 2kJ +m)
(
1
(2kp+1 +m)(2kp+1 + 2kJ +m)2
+
1
(2kp+1 +m)(2kp+1 + 2kJ +m)(2kp + 2kJ +m)
− 2
(2kp +m)(2kp + 2kJ +m)2
)
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−
∞∑
J=1
∞∑
p= 1
2
2m
(2kp+1 +m)(2kp + 2kJ +m)(2kJ)2
(
1
(2kp + 2kJ +m)
+
1
kJ
)
−
∞∑
p= 1
2
∞∑
J=1
8mkJ
(2kp + 2kJ +m)(2kJ)2
(
1
kJ(2kp + 2kJ +m)(2kp+1 + 2kJ +m)
+
1
(2kp + 2kJ +m)(2kp+1 + 2kJ +m)2
+
2
(2kp + 2kJ +m)2(2kp+1 + 2kJ +m)
)
+
∞∑
J=1
m
(2k 1
2
+m)(2kJ− 1
2
+m)(2kJ)2
(
1
(2kJ− 1
2
+m)
+
1
kJ
)
−π
L
∞∑
p= 1
2
∞∑
J=1
8mθ(J − p)(J − p)
(−2kp + 2kJ +m)(2kJ)2
(
1
(−2kp + 2kJ +m)(−2kp−1 + 2kJ +m)2
+
1
kJ(−2kp + 2kJ +m)(−2kp−1 + 2kJ +m)
+
2
(−2kp + 2kJ +m)2(−2kp−1 + 2kJ +m)
)
−
∞∑
p= 1
2
∞∑
J=1
16m
(2kJ)3
kpJ − kJ + θ(J − p)(kJ − kp)
(2kp +m)2(2kp+1 +m)
+
∞∑
p= 1
2
∞∑
J=1
8m
(2kJ)3
1− θ(J − p− 1)
(2kp +m)(2kp+1 +m)
−
∞∑
p= 1
2
4m
(2kp+ 1
2
)3(2kp +m)(2kp+1 +m)
+
∞∑
p= 1
2
kp
2(kp +m)2(2kp +m)(2kp+1 +m)
(
2
(2kp +m)
+
1
(kp+1 +m)
)
+
3π2m
2g2L
∞∑
p= 1
2
p
(kp +m)(2kp +m)(kp+1 +m)(2kp+1 +m)
+
∞∑
p,n= 1
2
−2knθ(p− n+ 12)− 2kpθ(n− p− 12)
(2kp +m)(2kn +m)2(2kp+1 +m)
(
1
(2kp +m)
+
1
(2kn+1 +m)
)
+
∞∑
n= 1
2
nkn
(2kn +m)3(2kn+1 +m)
(
1
(2kn+1 +m)
+
1
(2kn +m)
)
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−
∞∑
n= 1
2
n
2m(2kn +m)2(2kn+1 +m)
+
∞∑
n,p= 1
2
(kn − kp)θ(n− p− 12)
(kn−p +m)2(2kn +m)2(2kn+1 +m)
+
∞∑
p= 1
2
∞∑
n= 1
2
θ(n− p− 1
2
)
2(2kn +m)(2kn+1 +m)(kn−p +m)2
+
∞∑
n= 1
2
n− 1
2
2(2kn +m)(2kn+1 +m)(kn+ 1
2
+m)2
+
1
16(2k 1
2
+m)2m2
+
∞∑
n= 1
2
∞∑
p= 1
2
kn
2(2kn +m)(2kn+1 +m)(kp+n +m)
(
1
(kp+n +m)(kp+n+1 +m)
+
1
(kp+n+1 +m)2
+
2
(kp+n +m)(2kn +m)
)]}
By studying the large-L behaviour one can see that, while several terms go to zero,
others diverge with L. The divergent behaviour is expected since it is found also in the
expansion of the factor multiplying the exponential e−
π
2mL in the finite-L condensate
for the Schwinger model. In that case, the full nonperturbative result has a finite
limit [13].
Setting g = m
√
π we can see that the condensate takes the form of m sin θe−
π
2mL
multiplied by a function of the product mL that goes to a pure number, if convergent,
in the large-L limit . We therefore find that, as in the case of the Schwinger model,
the condensate is proportional to the coupling constant.
Disregarding contributions that vanish as L goes to infinity we get the following
estimate for the large-L behaviour of the condensate
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〈θ|i(ψ†LψR − ψ†RψL)|θ〉
〈θ|θ〉 ≃ m sin θe
− π
2mL
(
1
12π
∑
J
1
J3
− 7
8π
∑
J
1
J2
−m
3L3
8π4
(∑
J
1
J3
)2
+
m3L3
4π4
∑
J
1
J5
)
A standard technique to estimate a series at infinity is that of Pade´ approximants[16].
The method of quadratic approximants gives the following function
f(x) =
−1 +
√
1 + 4x3(a+ (a2 + b)x3)
2x3
which has the power series expansion
f(x) ≃ a + bx3 .
For our case
a =
1
12π
∑
J
1
J3
− 7
8π
∑
J
1
J2
≃ −0.426
b = − 1
8π4
(∑
J
1
J3
)2
+
1
4π4
∑
J
1
J5
≃ 0.000807
x = mL .
For 0 < x <∞ f is between −0.426 and 0.427. It is therefore likely that the number
multiplying m sin θ in the condensate is within this range. But nothing definite can be
said about the accuracy of this result. Since we can only form one approximant, we
cannot test for convergence, even empirically, and there is no mathematical theorem
giving a bound on the error that is made with this approximation. A similar procedure
for the Schwinger model gives a correct estimate of the order of magnitude, with an
asymptotic value of about 0.45, while the correct value is about 0.28. In all likelihood
our number is of order 1.
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5.2 The real field contribution
It is easy to see that
〈Ω(0)M |φL(0, x)φR(0, x)|Ω(0)N 〉 = δM,N〈0|
o
φL
o
φR|0〉
so that
〈θ(0)|
o
φL
o
φR|θ(0)〉 =
∞∑
N=−∞
〈0|
o
φL
o
φR|0〉 . (5.20)
Note that the non-vanishing of 〈0|
o
φL
o
φR|0〉 breaks chiral invariance in free theory.
This is an effect of the boundary conditions that vanishes in the continuum limit. We
also have
〈Ω(1)M | φL(0, x)φR(0, x)|Ω(1)N 〉 =
g2
mL
δMN
{
− 2m
∞∑
J=1
〈0|C3JφL(0, x)φR(0, x)(C3J)†|0〉
(2kJ)3
+
∞∑
n= 1
2
〈0|C+n φL(0, x)φR(0, x)(C+n )†|0〉
(2kn +m)2
+
∞∑
n= 1
2
〈0|C−n φL(0, x)φR(0, x)(C−n )†|0〉
(2kn +m)2
}
From (2.20) , (2.37) and (2.39) we get
[C+n , φR(0, x)] = −
1√
2L
∞∑
N=1
[(
b†N−nθ(N − n) + dn−Nθ(n−N)
)
e−ikNx
]
− 1√
2L
∞∑
N=0
dn+Ne
ikNx
= −e−iknxψ†R(0, x)
and [C+n , φL(0, x)] = 0 , so that
〈0|C+n φL(0, x)φR(0, x)(C+n )†|0〉 = 〈0|φL(0, x)φR(0, x)C+n (C+n )†|0〉
−e−iknx〈0|
o
φLψ
†
R(0, x)(C
+
n )
†|0〉
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It is easy to see that
e−iknx〈0|
o
φLψ
†
R(0, x)(C
+
n )
†|0〉 = e−iknx〈0|
o
φLψ
†
R(0, x)d
†
n(r0+r
†
0)|0〉 = 〈0|
o
φL
o
φR|0〉 (5.21)
and
〈0|C+n φL(0, x)φR(0, x)(C+n )†|0〉 = (n− 1)〈0|
o
φL
o
φR|0〉 .
From (2.40) we get
[C−n , φR(0, x)] =
1√
2L
∞∑
N=1
(
d†N−nθ(N − n) + bn−Nθ(n−N)
)
e−ikNx
+
1√
2L
∞∑
N=0
bn+Ne
ikNx
= e−iknxψR(0, x)
and
〈0|C−n φL(0, x)φR(0, x)(C−n )†|0〉 = n〈0|
o
φL
o
φR|0〉+ e−iknx〈0|
o
φLψR(0, x)(C
−
n )
†|0〉 .
We also have
e−iknx〈0|
o
φLψR(0, x)(C
−
n )
†|0〉 = 1√
2L
〈0|
o
φLbn(r0 + r
†
0)b
†
n|0〉 = −〈0|
o
φL
o
φR|0〉 (5.22)
so that
〈0|C−n
o
φLφR(0, x)(C
−
n )
†|0〉 = (n− 1)〈0|
o
φL
o
φR|0〉 .
Since [C3N , φR/L(0, x)] = 0 we can finally write
〈θ(1)|φL(0, x)φR(0, x)|θ(1)〉 =
= 〈0|
o
φL
o
φR|0〉
∞∑
N=−∞
g2
mL
{ ∞∑
J=1
−4mJ
(2kJ)3
+ 2
∞∑
n= 1
2
n− 1
(2kn +m)2
}
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〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉3+ is given by
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉3+ = δMN〈Ω(2)|φL(0, x)φR(0, x)|Ω(2)〉3+ and
〈Ω(2)|φL(0, x)φR(0, x)|Ω(2)〉3+ =
=
g4
m2L2
∞∑
p= 1
2
{
− 4m
∞∑
J=1
〈0|C+p C3JφL(0, x)φR(0, x)(C3J)†(C+p )†|0〉
(2kp +m)2(2kp + 2kJ +m)3
−2m
∞∑
J=1
〈0|C+p C3JφL(0, x)φR(0, x)(C+p )†(C3J)†|0〉
(2kp +m)
(
2
2kJ(2kp + 2kJ +m)3
+
1
(2kJ)2(2kp + 2kJ +m)2
)
−2m
∞∑
J=1
〈0|C3JC+p φL(0, x)φR(0, x)(C3J)†(C+p )†|0〉
(2kp +m)
(
2
2kJ(2kp + 2kJ +m)3
+
1
(2kJ)2(2kp + 2kJ +m)2
)
−4m
∞∑
J=1
〈0|C3JC+p φL(0, x)φR(0, x)(C+p )†(C3J)†|0〉
(
1
(2kp + 2kJ +m)2(2kJ)3
+
1
(2kp + 2kJ +m)3(2kJ)2
)
−4m
∞∑
J=1
〈0|C3J(C−p )†φL(0, x)φR(0, x)C−p (C3J)†|0〉
(
1
(−2kp + 2kJ +m)2(2kJ)3
+
1
(−2kp + 2kJ +m)3(2kJ)2
)
+
〈0|C+p φL(0, x)φR(0, x)(C+p )†||0〉〉
4(kp +m)2(2kp +m)2
}
We have
〈0|C+p C3JφLφR(C3J)†(C+p )†|0〉 = 〈0|φLφRC+p C3J(C3J)†(C+p )†|0〉
−e−ikpx〈0|φL(ψR)†C3J(C3J)†(C+p )†|0〉
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The state C+p C
3
J(C
3
J)
†(C+p )
†|0〉 is an eigenstate of H0 with eigenvalue zero. Therefore
we must have
〈0|φLφRC+p C3J(C3J)†(C+p )†|0〉 = 〈0|
o
φL
o
φRC
+
p C
3
J(C
3
J)
†(C+p )
†|0〉 .
Since C+p and C
3
J are bilinear in the fermion operators the term (r0 + r
†
0)dp in C
+
p
contributes only together with its adjoint in (C+p )
†, giving a factor (r0 + r
†
0)
2 =
2(
o
φR)
2 = 1
2L
. Therefore
o
φR is not present in C
+
p C
3
J(C
3
J)
†(C+p )
†|0〉 and we can conclude
that
〈0|φLφRC+p C3J(C3J)†(C+p )†|0〉 = 〈0|
o
φL
o
φR|0〉〈0|C+p C3J(C3J)†(C+p )†|0〉 .
Applying the same argument to all the terms in 〈Ω(2)|φLφR|Ω(2)〉3+ we can write
〈Ω(2)|φL(0, x)φR(0, x)|Ω(2)〉3+ = 〈Ω(2)|Ω(2)〉3+〈0|
o
φL
o
φR|0〉
+
g4
m2L2
∞∑
p= 1
2
{
− 4m
∞∑
J=1
−e−ikpx〈0|φL(ψR)†C3J(C3J)†(C+p )†|0〉
(2kp +m)2(2kp + 2kJ +m)3
−2m
∞∑
J=1
−e−ikpx〈0|φL(ψR)†C3J(C+p )†(C3J)†|0〉
(2kp +m)
(
2
2kJ(2kp + 2kJ +m)3
+
1
(2kJ)2(2kp + 2kJ +m)2
)
−2m
∞∑
J=1
−e−ikpx〈0|φLC3J(ψR)†(C3J)†(C+p )†|0〉
(2kp +m)
(
2
2kJ(2kp + 2kJ +m)3
+
1
(2kJ)2(2kp + 2kJ +m)2
)
+4m
∞∑
J=1
e−ikpx〈0|φLC3J(ψR)†(C+p )†(C3J)†|0〉
(
1
(2kp + 2kJ +m)2(2kJ)3
+
1
(2kp + 2kJ +m)3(2kJ)2
)
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+4m
∞∑
J=1
e−ikpx〈0|φLC3J(ψR)†C−p (C3J)†|0〉
(
1
(−2kp + 2kJ +m)2(2kJ)3
+
1
(−2kp + 2kJ +m)3(2kJ)2
)
−e
−ikpx〈0|φL(ψR)†(C+p )†|0〉
4(kp +m)2(2kp +m)2
}
We have
−e−ikpx〈0|φL(ψR)†C3J(C3J)†(C+p )†|0〉 =
= −e−ikpx
(
〈0|φL(ψR)†(C3J)†C3J(C+p )†|0〉+ J〈0|φL(ψR)†(C+p )†|0〉
)
= e−ikpx〈0|φL
(
(C3J)
† − eikJx
)
(ψR)
†(C+p−J)
†|0〉 − J〈0|
o
φL
o
φR|0〉
= −e−ikp−Jx〈0|φL(ψR)†(C+p−J)†|0〉 − J = (−θ(p− J)− J)〈0|
o
φL
o
φR|0〉
−e−ikpx〈0|φL(ψR)†C3J(C+p )†(C3J)†|0〉 =
= −e−ikpx〈0|φL(ψR)†C3J(C3J)†(C+p )†|0〉 − e−ikpx〈0|φL(ψR)†C3J(C+p+J)†|0〉
= (−θ(p− J)− J + 1)〈0| oφL
o
φR|0〉
−e−ikpx〈0|φLC3J(ψR)†(C3J)†(C+p )†|0〉
= −e−ikpx〈0|φL(ψR)†C3J(C3J)†(C+p )†|0〉 − e−ikp+Jx〈0|φL(ψR)†(C3J)†(C+p )†|0〉
= (−θ(p− J)− J)〈0|
o
φL
o
φR|0〉 − e−ikp+Jx〈0|φL
(
(C3J)
† − eikJx
)
(ψR)
†(C+p )
†|0〉
= (−θ(p− J)− J + 1)〈0|
o
φL
o
φR|0〉
−e−ikpx〈0|φLC3J(ψR)†(C+p )†(C3J)†|0〉 =
−e−ikpx〈0|φLC3J(ψR)†(C3J)†(C+p )†|0〉 − e−ikpx〈0|φLC3J(ψR)†(C+p+J)†|0〉
= (−θ(p− J)− J + 1)〈0|
o
φL
o
φR|0〉 − e−ikpx〈0|φL(ψR)†(C3J + e−ikJx)(C+p+J)†|0〉
= (−θ(p− J)− J + 1)〈0|
o
φL
o
φR|0〉
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−eikpx〈0|φLC3J(ψR)†C−p (C3J)†|0〉 =
= −eikpx〈0|φL(ψR)†(C3J + e−ikJx)C−p−J |0〉 = −e−ikJ−px〈0|φL(ψR)†(C+J−p)†|0〉
= −θ(J − p)〈0|
o
φL
o
φR|0〉
where (5.21) and (5.22) have been used.
We can now write
〈Ω(2)|φL(0, x)φR(0, x)|Ω(2)〉3+ = 〈Ω(2)|Ω(2)〉3+〈0|
o
φL
o
φR|0〉
+
g4
m2L2
∞∑
p= 1
2
{
− 4m
∞∑
J=1
−θ(p− J)− J
(2kp +m)2(2kp + 2kJ +m)3
−4m
∞∑
J=1
−θ(p− J)− J + 1
2kJ(2kp +m)(2kp + 2kJ +m)2
(
2
2kp + 2kJ +m
+
1
2kJ
)
−4m
∞∑
J=1
−θ(p− J)− J + 1
(2kJ)2(2kp + 2kJ +m)2
(
1
2kJ
+
1
2kp + 2kJ +m
)
+4m
∞∑
J=1
θ(J − p)
(2kJ)2(−2kp + 2kJ +m)2
(
1
2kJ
+
1
−2kp + 2kJ +m
)
− 1
4(kp +m)2(2kp +m)2
}
= 〈Ω(2)|Ω(2)〉3+〈0|
o
φL
o
φR|0〉
+
g4
m2L2
〈0|
o
φL
o
φR|0〉
∞∑
p= 1
2
{
− 4m
∞∑
J=1
−θ(p− J)− J + 1
(2kJ)3(2kp +m)2
+
∞∑
J=1
4m
∞∑
J=1
1
(2kp +m)2(2kp + 2kJ +m)3
+4m
∞∑
J=1
θ(J − p)
(2kJ)2(−2kp + 2kJ +m)2
(
1
2kJ
+
1
−2kp + 2kJ +m
)
− 1
4(kp +m)2(2kp +m)2
}
104
Let us consider now 〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉±±
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉++ =
g4δMN
m2L2
∞∑
p,n= 1
2
〈0|C+n C+p φL(0, x)φR(0, x)(C+p )†(C+n )†|0〉
2(2kp +m)2(2kn +m)2
〈0|C+n C+p
o
φLφR(0, x)(C
+
p )
†(C+n )
†|0〉 =
〈0|C+n
o
φLφR(0, x)C
+
p (C
+
p )
†(C+n )
†|0〉 − e−ikpx〈0|C+n
o
φLψ
†
R(0, x)(C
+
p )
†(C+n )
†|0〉
= 〈0|
o
φLφR(0, x)C
+
n C
+
p (C
+
p )
†(C+n )
†|0〉 − e−iknx〈0|
o
φLψ
†
R(0, x)C
+
p (C
+
p )
†(C+n )
†|0〉
−e−ikpx〈0|
o
φLψ
†
R(0, x)C
+
n (C
+
p )
†(C+n )
†|0〉
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉++ = 〈0|
o
φL
o
φR|0〉〈Ω(2)M |Ω(2)N 〉++
−g
4δMN
m2L2
∞∑
p,n= 1
2
e−iknx〈0| oφLψ†R(0, x)C+p (C+p )†(C+n )†|0〉
(2kp +m)2(2kn +m)2
e−iknx〈0|
o
φLψ
†
R(0, x)C
+
p (C
+
p )
†(C+n )
†|0〉 =
= e−iknx〈0| oφLψ†R(0, x)(C+p )†C+p (C+n )†|0〉+ (p− 1)e−iknx〈0|
o
φLψ
†
R(C
+
n )
†|0〉
= e−iknx〈0|
o
φLψ
†
R(0, x)(C
+
p )
† ((C3n−p)† + pδn,p) |0〉+ (p− 1)〈0| oφL oφR|0〉
= (pδn,p + p− 1)〈0|
o
φL
o
φR|0〉
+e−iknxθ
(
n− p− 1
2
) [
〈0|
o
φL
(
(C3n−p)
† − eikn−px
)
ψ†R(C
+
p )
†|0〉+ 〈0|
o
φLψ
†
R(C
+
n )
†|0〉
]
= (pδn,p + p− 1) 〈0|
o
φL
o
φR|0〉
so we have
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉±± =
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〈0|
o
φL
o
φR|0〉〈Ω(2)M |Ω(2)N 〉±± −
g4δMN
m2L2
∞∑
p,n= 1
2
p− 1 + pδn,p
(2kp +m)2(2kn +m)2
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉+− is given by
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉+− =
g4
m2L2
∞∑
n,p= 1
2
{〈0|C−n C+p φL(0, x)φR(0, x)(C+p )†(C−n )†||0〉
(2kp +m)2(2kn +m)2
+
〈0|C3p+nφL(0, x)φR(0, x)(C+p )†(C−n )†|0〉
4(kp+n +m)2(2kn +m)(2kp +m)
+
〈0|C−n C+p φL(0, x)φR(0, x)(C3p+n)†|0〉
4(kp+n +m)2(2kn +m)(2kp +m)
+
〈0|C−n C+p φL(0, x)φR(0, x)(C3p+n)†|0〉
4(kp+n +m)2(2kp +m)2
+
〈0|C3p+nφL(0, x)φR(0, x)(C+p )†(C−n )†|0〉
4(kp+n +m)2(2kp +m)2
+
〈0|C3p+nφL(0, x)φR(0, x)(C3p+n)†|0〉
4(kp+n +m)2(2kp +m)2
+
〈0|C−n (C−p )†φL(0, x)φR(0, x)C−p (C−n )†||0〉
4(kn−p +m)2(2kn +m)2
+
〈0|C+p (C+n )†φL(0, x)φR(0, x)C+n (C+p )†|0〉
4(kp−n +m)2(2kp +m)2
}
〈0|C−n C+p φL(0, x)φR(0, x)(C+p )†(C−n )†|0〉 = −e−ikpx〈0|C−n
o
φLψ
†
R(C
+
p )
†(C−n )
†|0〉
+e−iknx〈0|
o
φLψRC
+
p (C
+
p )
†(C−n )
†|0〉+ 〈0|
o
φL
o
φRC
−
n C
+
p (C
+
p )
†(C−n )
†|0〉 =
= −e−ikpx〈0|C−n
o
φLψ
†
R(C
−
n )
†(C+p )
†|0〉+ e−ikpx〈0|C−n
o
φLψ
†
RC
3
n+p)
†|0〉
+eiknx〈0|
o
φLψR(C
3
0 + p)(C
−
n )
†|0〉+ 〈0|
o
φL
o
φRC
−
n C
+
p (C
+
p )
†(C−n )
†|0〉
and
e−ikpx〈0|C−n
o
φLψ
†
R(C
3
n+p)
†|0〉 = e−ikpx〈0|C−n
(
(C3n+p)
† − eikp+nx
) o
φLψ
†
R|0〉 =
= e−ikpx〈0| (C+p )†
o
φLψ
†
R|0〉+
(
e−iknx〈0|
o
φLψR(C
−
n )
†|0〉
)∗
= 〈0|
o
φL
o
φR|0〉
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so that
〈0|C−n C+p φL(0, x)φR(0, x)(C+p )†(C−n )†|0〉 = −(n + p)〈0|
o
φL
o
φR|0〉
+〈0|
o
φL
o
φRC
−
n C
+
p (C
+
p )
†(C−n )
†|0〉 .
We then have
〈0|C−n C+p φL(0, x)φR(0, x)(C3p+n)†|0〉 = 〈0|
o
φL
o
φRC
−
n C
+
p (C
3
p+n)
†|0〉
+e−iknx〈0|
o
φLψRC
+
p (C
3
p+n)
†|0〉 − e−ikpx〈0|C−n
o
φLψ
†
R(C
3
p+n)
†|0〉 =
= 〈0| oφL
o
φRC
−
n C
+
p (C
3
p+n)
†|0〉 − e−iknx〈0| oφLψR(C−n )†|0〉 − 〈0|
o
φL
o
φR|0〉
= 〈0|
o
φL
o
φRC
−
n C
+
p (C
3
p+n)
†|0〉 = 〈0|
o
φL
o
φR|0〉〈0|C−n C+p (C3p+n)†|0〉
Taking the adjoint we get
〈0|C3p+nφL(0, x)φR(0, x)(C−p )†|0〉(C−n )†|0〉 = 〈0|
o
φL
o
φR|0〉〈0| 〈0|C3p+n(C+p )†|0〉(C−n )†|0〉 .
Also
〈0|C±p (C±n )†φL(0, x)φR(0, x)C±n (C±p )†|0〉 =
= 〈0| (±C3p−n + nδnm)φL(0, x)φR(0, x)(±C3n−p + nδnm)|0〉 =
= 〈0| oφL
o
φR|0〉〈0|C±p (C±n )†C±n (C±p )†|0〉
Therefore
〈Ω(2)M |φL(0, x)φR(0, x)|Ω(2)N 〉+− = 〈Ω(2)M |Ω(2)N 〉+−〈0|
o
φL
o
φR|0〉
−g
4δMN
m2L2
〈0| oφL
o
φR|0〉
∞∑
n,p= 1
2
2n
(2kn +m)2(2kp +m)2
and 〈θ(2)|φL(0, x)φR(0, x)|θ(2)〉 is
〈θ(2)|φL(0, x)φR(0, x)|θ(2)〉 =
∞∑
N=−∞
〈0|
o
φL
o
φR|0〉〈θ(2)|θ(2)〉
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+
g4
m2L2
∞∑
N=−∞
〈0| oφL
o
φR|0〉
∞∑
p= 1
2
{
− 8m
∞∑
J=1
−θ(p− J)− J + 1
(2kJ)3(2kp +m)2
+
∞∑
J=1
8m
∞∑
J=1
1
(2kp +m)2(2kp + 2kJ +m)3
+8m
∞∑
J=1
θ(J − p)
(2kJ)2(−2kp + 2kJ +m)2
(
1
2kJ
+
1
−2kp + 2kJ +m
)
− 1
4(kp +m)2(2kp +m)2
−
∞∑
p,n= 1
2
2p− 2 + 2pδn,p
(2kp +m)2(2kn +m)2
−
∞∑
n,p= 1
2
2n
(2kn +m)2(2kp +m)2
}
It is easy to see that 〈θ(1)|φL(0, x)φR(0, x)|θ(2)〉 = 0 .
To normalize the real field contribution we write
〈θ|φL(0, x)φR(0, x)|θ〉
〈θ|θ〉 ≃ 〈0|
o
φL
o
φR|0〉
+
 ∞∑
N=−∞
1
−1 {〈θ(1)|φL(0, x)φR(0, x)|θ(1)〉 − 〈0| oφL oφR|0〉〈θ(1)|θ(1)〉
}
−
 ∞∑
N=−∞
1
−2 〈θ(1)|θ(1)〉[〈θ(1)|φL(0, x)φR(0, x)|θ(1)〉 − 〈0| oφL oφR|0〉〈θ(1)|θ(1)〉
]
+
 ∞∑
N=−∞
1
−1 {〈θ(2)|φL(0, x)φR(0, x)|θ(2)〉 − 〈0| oφL oφR|0〉〈θ(2)|θ(2)〉
}
so that
〈θ|φL(0, x)φR(0, x)|θ〉
〈θ|θ〉 ≃ 〈0|
o
φL
o
φR|0〉 − 2〈0|
o
φL
o
φR|0〉
g2
mL
∞∑
n= 1
2
1
(2kn +m)2
+
g4
m2L2
〈0|
o
φL
o
φR|0〉
{ ∞∑
J=1
(−4mJ
(2k3J
)
+
∞∑
n= 1
2
2n
(2kn +m)2
} ∞∑
p= 1
2
2
(2kp +m)2
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+
g4
m2L2
〈0|
o
φL
o
φR|0〉
∞∑
p= 1
2
{
− 8m
∞∑
J=1
−θ(p− J)− J + 1
(2kJ)3(2kp +m)2
+8m
∞∑
J=1
1
(2kp +m)2(2kp + 2kJ +m)3
+8m
∞∑
J=1
θ(J − p)
(2kJ)2(−2kp + 2kJ +m)2
(
1
2kJ
+
1
−2kp + 2kJ +m
)
− 1
4(kp +m)2(2kp +m)2
−
∞∑
n= 1
2
2p− 2 + 2pδn,p
(2kp +m)2(2kn +m)2
−
∞∑
n= 1
2
2n
(2kn +m)2(2kp +m)2
}
= 〈0|
o
φL
o
φR|0〉 − 2〈0|
o
φL
o
φR|0〉
g2
mL
∞∑
n= 1
2
1
(2kn +m)2
+
g4
m2L2
〈0|
o
φL
o
φR|0〉
∞∑
p= 1
2
{
− 8m
∞∑
J=1
1
(2kJ+p− 1
2
)3(2kp +m)2
+8m
∞∑
J=1
1
(2kp +m)2(2kp + 2kJ +m)3
+8m
∞∑
J=1
1
(2kJ+p− 1
2
)2(2kJ− 1
2
+m)2
(
1
2kJ+p− 1
2
+
1
2kJ− 1
2
+m
)
− 1
4(kp +m)2(2kp +m)2
−
∞∑
n= 1
2
−2 + 2pδn
(2kp +m)2(2kn +m)2
}
Finally, for the contribution of the real field we get
〈θ|φL(0, x)φR(0, x)|θ〉
〈θ|θ〉 ≃ 〈0|
o
φL
o
φR|0〉
{
1− 2 g
2
mL
∞∑
n= 1
2
1
(2kn +m)2
+
g4
m2L2
[
8m
∞∑
p= 1
2
∞∑
J=1
1
(2kp +m)2(2kp + 2kJ +m)3
+8m
∞∑
p= 1
2
∞∑
J=1
1
(2kJ+p− 1
2
)2(2kJ− 1
2
+m)3
−
∞∑
p= 1
2
1
4(kp +m)2(2kp +m)2
−
∞∑
p,n= 1
2
−2 + 2pδn,p
(2kp +m)2(2kn +m)2
]}
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and it is not hard to verify that it goes to zero in large-L limit, as one might have
expected considering that this contribution is an artifact of the breaking of chiral
invariance in free theory due to the zero modes.
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Chapter 6
CONCLUSIONS
The following questions arose in the development of our study:
1. What is the algebra of the Lagrange multiplier fields and how do they determine
the physical subspace?[12]
2. Can the symmetries of the classical Lagrangian be implemented in the quantized
theory?
3. Can one formulate the problem in such a way that the vacuum and the conden-
sate can be calculated using perturbation theory?
4. How many vacuum states does this model possess?
5. Can one estimate the condensate for large values of L, at least for some range
of couplings?
We have given the following answers:
1. The commutators relating the different colour components of the Lagrange mul-
tiplier have been calculated and the subsidiary condition has been clearly ex-
pressed in terms of Fock operators.
2. The existence of an operator implementing the residual gauge symmetry of the
classical theory is not compatible with a representation of the gauge fields in
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the indefinite-metric Fock space of non-interacting gauge bosons. The residual
symmetries can be implemented if A± are quantized in a positive-metric Fock
space.
3. While in the Schwinger model the nonperturbative contribution to the vacuum
is given by the zero mode of A3 only, in the non-abelian case considered here the
different symmetry properties of the free and interacting gauge theories do not
allow a truly perturbative approach for the nonzero modes of the gauge field.
On the other hand, if we pay our respects to the principle of gauge invariance
when removing the ultraviolet divergences from Fermi operator products, we
obtain, besides the normal-ordering prescription of the free fermion theory, an
extra term reflecting the gauge symmetry of the interacting fermion. Including
this term in the unperturbed Hamiltonian allows us to evaluate the vacuum
using perturbation theory, while the state we perturb about, together with the
residual gauge transformations that give rise to the non-trivial structure, bring
along nonperturbative effects.
The vacuum obtained in this way satisfies the subsidiary condition to the rele-
vant order.
4. In accordance with previous studies we found two vacuum states [2][4][6][11].
5. We have a given a rough estimate of the condensate in the large-L limit. It
would be interesting to be able to compare this result with a lattice calculation
of the condensate.
It might be worthwhile to consider the theory with colour-symmetric boundary
conditions, that is with all three components of the gauge field periodic and all three
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components of the Fermi fields antiperiodic. That would eliminate the undesired
presence of the zero mode of the real Fermi field, responsible for a nonzero condensate
even in free theory. The treatment of the gauge fields would presumably be more
complicated but it would be interesting to study the problem of their quantization
with a colour-symmetric approach.
It might also be interesting to study the one-particle states perturbatively and, in
particular, verify whether the expected relation M2 ∼ µ〈θ|TrΨ¯Ψ|θ〉 ( where µ is the
bare fermion mass) holds or not.
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