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ABSTRACT 
Fast development of CubeSat technology now enables the first interplanetary missions. The potential application of CubeSats to 
flyby near-Earth asteroids is explored in this paper in consideration of CubeSats’ limited propulsive capabilities and systems con-
straints. Low-energy asteroid flyby trajectories are designed assuming a CubeSat is initially parked around to the Sun-Earth Lagrange 
points. High-impulse and low-thrust trajectories with realistic thrusting models are computed first in the Circular Restricted Three-
Body Problem (CR3BP), and then in a high-fidelity ephemeris model. Analysis in the ephemeris model is used to confirm that 
trajectories computed in the CR3BP model also exist in a more realistic dynamical model, and to verify the validity of the results 
obtained in CR3BP analysis. A catalogue of asteroid flyby opportunities between years 2019 and 2030 is provided, with 80 m/s of 
available ΔV and departure from halo orbits around the first and second Sun-Earth Lagrange points (of similar size to those typically 
used by scientific missions). Results show that the CR3BP model can serve as an effective tool to identify reachable asteroids and 
can provide an initial estimation of the ΔV cost in the ephemeris model (with ±15 m/s accuracy). An impulsive maneuver model can 
also provide an accurate estimation of the ΔV requirement for a CubeSat equipped with a high-impulse thruster (with 4 m/s accuracy), 
even if its thrust magnitude is small and requires duty cycling; low-thrust ΔV requirements, however, may differ significantly from 
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au Astronomical unit 
CR3BP Circular Restricted Three-Body 
Problem 
EMB Earth-Moon barycenter 
EoM Equations of motion 
GA Genetic algorithm 
JWST James Webb Space Telescope 
LEO Low-Earth orbit 
LSST Large Synoptic Survey Tele-
scope 
L1, L2 First and second Sun-Earth bary-
centric Lagrange points 
NEO Near-Earth object 
NLP Non-linear programming 
PUC Propulsion Unit for CubeSats 
SLS Space Launch System 
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STM State-transition matrix 
TOF Time of flight 
U CubeSat basic unit (10 cm x 10 
cm x 10 cm) 
Symbols 
𝑨 Jacobian matrix of the equations 
of motion 
𝛽 Normalized 𝑧-amplitude of halo 
orbit 
𝑑, 𝑟 Non-dimensional distances to 
Sun and EMB, respectively 
𝛿(. ) Variable variation 
Δ(. ) Variable difference 
Δ𝑡𝑻1 , Δ𝑡𝑻2  Duration of first and second 
thrust arcs, respectively 
Δ𝒗1,  Δ𝒗𝟐 First and second impulsive ma-
neuvers, respectively 
ΔV Velocity increment 
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 Elevation angle with respect to 
𝑥-𝑦 plane  
𝑻1, 𝑻2 Elevation angle of first and sec-
ond thrust arcs, respectively 
𝑔0 Acceleration of gravity at sea 
level 
𝐺 Universal gravitational constant 
𝐻 Absolute magnitude 
𝐼𝑠𝑝 Specific impulse of thruster 
𝐽 Objective function 
𝝀 Lagrange multipliers 
𝑚 Mass variable 
𝑚𝑑𝑟𝑦 Dry mass of spacecraft 
𝑚𝑝𝑟𝑜𝑝 Mass of propellant 
𝜇 Non-dimensional Sun-EMB 
mass parameter 
𝝓 State-transition matrix 
𝝓(𝑡2, 𝑡1) State-transition matrix relating 
states from time 𝑡1 to time 𝑡2 
𝝓𝐴 Augmented state-transition ma-
trix 
𝝓𝒃/𝒂 State-transition matrix block re-
lating state variables 𝒂 to state 
variables 𝒃 
𝒓 = [𝑥, 𝑦, 𝑧]𝑇 Cartesian position vector 
𝑡, 𝜏 Dimensional and non-dimen-
sional time variable 
(. )(𝑡) Variable evaluated at time 𝑡 
𝑡𝑑𝑒𝑝 Time of departure from halo or-
bit 
𝑡Δ𝒗2 Execution time of second impul-
sive maneuver 
𝑡𝑒𝑛𝑐 Time of asteroid encounter 
𝑡𝑻2  Execution time of second thrust 
arc 
𝑡0, 𝑡𝑓 Initial and final times, respec-
tively 
𝑻 = [𝑇𝑥, 𝑇𝑦 , 𝑇𝑧]
𝑇
 Cartesian thrust vector 
𝑻1, 𝑻2 First and second thrust arcs, re-
spectively 
𝜃 Azimuth angle on 𝑥-𝑦 plane with 
respect to 𝑥-axis 
𝜃𝑻1 , 𝜃𝑻2  Azimuth angle of first and sec-
ond thrust arcs, respectively 
TOFCR3BP Time of flight of CR3BP trajec-
tory 
𝒗 = [𝑣𝑥, 𝑣𝑦 , 𝑣𝑧]
𝑇
 Cartesian velocity vector 
𝒙 = [𝒓𝑇 , 𝒗𝑇]𝑇 Cartesian state vector 
𝒙𝐴 = [𝒓
𝑇 , 𝒗𝑇 , 𝑚, 𝑻𝑇]𝑇 Augmented state vector 
bold Represents vectors 
bold Represents matrices 
Subscripts and superscripts 
(. )𝑐𝑟𝑢𝑖𝑠𝑒  Variable under unpowered cruise 
conditions 
(. )𝑖 Variable corresponding to plane-
tary body 𝑖 
(. )𝑟𝑒𝑓  Variable along reference trajec-
tory 
(. )𝑡ℎ𝑟𝑢𝑠𝑡 Variable under thrust-powered 
conditions 
(. )𝐼 Variable expressed in a dimen-
sional inertial reference frame 
(. )𝑆 Variable expressed in the non-di-
mensional Sun-EMB synodic 
reference frame 
(. )𝑇 Variable transpose 
1. Introduction 
CubeSat capabilities have rapidly improved in recent years. Due to their lower development and implementation costs 
compared to traditional space missions, CubeSat technology is seen as a potential solution for the low-cost exploration 
of the Solar System. In 2018, the first CubeSat mission beyond LEO was launched, MarCO, along NASA’s InSight 
mission to flyby Mars [1,2]. Several other interplanetary CubeSat missions are planned for the early 2020s to explore 
cislunar space, observe and land on the Moon, and flyby asteroids [3,4]. 
The potential application of CubeSat technology for planetary exploration is today an active field of research. Pro-
vided their limited propulsive capability, interplanetary CubeSat missions generally leverage a piggyback opportunity to 
reach their destinations beyond LEO. Relevant mission examples include those of the 6U CubeSats to explore cislunar 
space, the Moon, and a near-Earth asteroid as secondary payloads to NASA’s SLS [3], 6U CubeSats to complement the 
scientific objectives of ESA’s Hera mission at the Didymos system [4], or the <10-kg asteroid landers that piggybacked 
on board JAXA’s Hayabusa-2 mission to Ryugu [5]. 
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This paper provides further analysis on the design of trajectories to study near-Earth asteroids under the constraints 
of a CubeSat platform. Near-Earth asteroid reachability studies within a stringent ΔV budget can be found in previous 
literature, with several noteworthy examples. Greco et al. [6] computed rendezvous and flyby trajectories with an Earth 
departure for a low-thrust 12U CubeSat mission between years 2024 and 2034. Flyby missions of less than 1000 days 
are found possible with ΔV budgets as low as 30 m/s, and with 600 m/s for a rendezvous mission. Strange et al. [7] 
computed rendezvous and sample-return requirements from Earth-escape trajectories using chemical and low-thrust pro-
pulsion between years 2020 and 2024. Results show that 150 m/s of ΔV with a Mars or Venus gravity-assist maneuver 
allow rendezvous missions of less than 5 years and sample-return missions of less than 8 years. Campagnola et al. [8] 
designed the low-thrust flyby trajectory for the 50-kg PROCYON mission, leveraging an Earth gravity assist one year 
after deployment, and 150 m/s of ΔV. Finally, Pezent et al. [9] designed rendezvous and low-speed flyby trajectories for 
the 6U NEA Scout CubeSat mission, exploiting a Moon flyby, trajectories of up to 3 years in duration, and a solar sail 
propulsion system. 
Previous work found in literature generally leverages either propulsion capabilities of hundreds of meters per second, 
gravity-assist maneuvers around the Earth, Moon or other planets (which add complexity to the mission), or trajectories 
of several years to reach their targets. This paper presents a methodology to compute asteroid flyby trajectories in con-
sideration of CubeSat-specific mission constraints, such as a simple mission profile, very low total ΔV (below 80 m/s), 
heavy duty cycling, low thrust magnitudes, and short transfer times to the asteroids (below 150 days). In view of the 
modest overall performance of CubeSats (e.g., communications, power, life expectancy, environmental constraints, etc.), 
a short-duration flyby trajectory is considered to enforce a realistic demand on the spacecraft subsystems: for instance, 
to avoid far communication distances from Earth and to limit the time over which trajectory uncertainties are propagated 
(which ultimately drive the accuracy and altitude of the asteroid flybys). 
The mission concept here considered assumes a CubeSat is initially parked in an orbit around the first or second Sun-
Earth barycentric Lagrange points, from where it can then perform its own propulsive maneuvers and flyby a near-Earth 
asteroid. Several large scientific missions to L1 and L2 are planned for the next decade [10–15], and various launch 
scenarios could be envisioned for the CubeSat mission. As examples, a dedicated launch or a larger scientific mission 
could deploy a CubeSat directly into an orbit around L1 or L2, or a CubeSat could be deployed into a free-insertion 
transfer trajectory to the Lagrange points. This kind of transfer trajectories have and will be used by several missions 
such as Herschel/Planck, Euclid, ARIEL or PLATO [13–16], as they require only minimal correction maneuvers to reach 
the Lagrange points: to remove launcher dispersions and correct perigee velocity. Once in an orbit around L1 or L2, the 
natural dynamics around these points enable asteroid flyby trajectories with very low ΔV requirements [17,18], and thus 
present an interesting opportunity for an asteroid exploration mission using CubeSats. 
Previous work by Machuca et al. [18] considered the same mission concept but contained only a preliminary analysis 
for a semi-autonomous CubeSat mission to an asteroid: a systems design was proposed along with a detailed discussion 
on CubeSat system implications, impulsive flyby trajectories between years 2019 and 2025 were computed only in the 
medium-fidelity CR3BP, flyby accuracies through autonomous navigation were assessed for reduced ground operations 
costs, and the potential scientific return of the mission was discussed. From this preliminary analysis, it is also clear that 
constraining the transfer time to the asteroid—and therefore limiting the propagation of uncertainties—is beneficial for 
the resulting flyby accuracies, given the limited estimation accuracies that can be obtained solely through autonomous 
navigation. 
Analysis in [18] already identified several challenges to the mission concept, such as large flyby velocities or con-
straining allocation and performance of sensors, actuators, and science payload. As such, the science return was foreseen 
to be modest and limited to medium-resolution images and spectroscopic observations of the asteroid, which could, for 
instance, support taxonomic studies and help calibrate and validate ground-based observations. Although modest science 
is anticipated, the mission concept provides a simple mission architecture, with very low ΔV requirements, with low 
development and implementation costs, and with the ability to incorporate high levels of autonomy that can achieve 
significant science and demonstrate technology at an orders-of-magnitude lower cost than traditional missions. Further-
more, the mission concept is certainly scalable from CubeSats to SmallSats and to several-hundred-kilogram spacecraft 
that could leverage the same kind of launch opportunity. 
In this paper, and as an extension of the work in [18], not only impulsive trajectories but also low-thrust and non-
instantaneous high-impulse trajectories are computed for the 2019–2030 time window. These flyby trajectories are first 
computed in the CR3BP considering the gravitational influences of the Sun and the Earth-Moon barycenter only, as in 
[18], and then their existence in a higher-fidelity dynamical model is verified (i.e., ephemeris model), considering the 
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actual positions and gravitational attractions of the major influencing bodies in the Solar System. In addition, a realistic 
thrusting model is implemented in which non-instantaneous maneuvers and duty cycling are considered. The small thrust 
magnitudes that can be generated by current CubeSat propulsion systems, along with heavy duty-cycling strategies for 
proper thermal control of the thruster, result in non-impulsive propulsive maneuvers of long duration compared to those 
of traditional spacecraft. Thus, analysis of the effect of the non-instantaneity of propulsive maneuvers in CubeSat mis-
sions is also included in this paper. 
This work therefore identifies asteroid flyby opportunities for a CubeSat (or SmallSat) mission under the considera-
tion of realistic spacecraft specifications and in a high-fidelity dynamical framework. The methodology and results here 
presented ultimately prepare the space community for potential launch opportunities to the Sun-Earth Lagrange points 
that could enable the low-cost exploration of small planetary bodies.  
The baseline and requirements for the mission are introduced in Section 2, the selection of potential target asteroids 
is described in Section 3, the methodology for the design of high-impulse trajectories is described in Section 4, the design 
of low-thrust trajectories is described in Section 5, results are shown and discussed in Section 6, and further discussion 
can be found in Section 7. 
2. Mission baseline and requirements 
The first and second Sun-EMB Lagrange points have been extensively used by scientific missions to study the Sun 
and outer space. A total of seven missions were placed in an orbit around L1 since ISEE-3 in 1983 [19–25], and four 
missions around L2 since WMAP in 2001 [26–29]. Now that CubeSat capabilities enable more ambitious mission con-
cepts, a future scientific mission to L1 or L2 may be leveraged to deploy a CubeSat capable of performing its own 
maneuvers to flyby a near-Earth asteroid. In case a dedicated launch to L1/L2 is not available, planned scientific missions 
for the 2020 decade include Aditya-1 to L1 [10], and JWST, WFIRST, Euclid, ARIEL and PLATO to L2 [11–15]. Halo 
and Lissajous orbits around L1 and L2 are most commonly used by this kind of missions, and missions such as Euclid, 
ARIEL and PLATO will moreover be launched into free-insertion transfer trajectories to L2 [13–15]. 
Any of these launch opportunities may enable a CubeSat to reach the Lagrange points and eventually depart towards 
an asteroid. The analysis contained in this paper is, however, only concerned with the cost of reaching a near-Earth 
asteroid after departing from L1 or L2. Analysis of the transfer phase to the Lagrange points is not included here, but 
implications and further requirements to perform these transfers are briefly discussed in Section 7.3. In particular, halo 
orbits are employed as the baseline departure condition for the asteroid flyby trajectories, provided that their equal in- 
and out-of-plane periodicities allow for a more general analysis than Lissajous orbits. And orbits of equivalent size to 
those commonly used by scientific missions are considered [11,13,14,21,30]: ~500,000 km x 1,500,000 km x 800,000 
km. 
The CubeSat trajectory after departure from L1 or L2 until the encounter with the asteroid is additionally constrained 
to last less than 150 days. This is done in order to confine environmental implications of long-duration deep-space travel 
and the demand on spacecraft subsystems. For reference, a more detailed discussion on this topic can be found in the 
authors’ previous work [18]. The specific time window considered here for departure from L1 and L2 spans between 
 
Fig. 1. High-impulse and low-thrust flyby trajectories from Sun-EMB L2 halo orbit (in Sun-EMB synodic reference frame). 
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years 2019 and 2030, although the trajectory design methodology described in Sections 4 and 5 can be directly extended 
to other time windows. 
In addition, due to the limited maneuverability and controllability of CubeSats, Earth and Moon gravity-assist ma-
neuvers are discarded for the simplicity of the mission concept. JAXA’s PROCYON microsatellite, for instance, at-
tempted an Earth gravity assist in 2015 but an engine failure led to mission loss [8]. Lunar gravity-assist maneuvers using 
CubeSats, on the other hand, will be first demonstrated by missions such as EQUULEUS [31] and NEA Scout [32,33], 
but these maneuvers are also discarded in the analysis. Particularly, only departure trajectories away from the Earth are 
considered here, leveraging the natural instability of the initial halo orbits to depart from L1 and L2, and exploiting a 
simple mission concept that could potentially be operated autonomously. 
A total ΔV of 80 m/s is assumed for the design of high-impulse and low-thrust trajectories. Numerous CubeSat pro-
pulsion systems with this capability are readily available or currently under development [34], and could be included 
within a 3U CubeSat configuration along with the science payload and other spacecraft subsystems [18]. Larger CubeSat 
platforms could potentially have larger propulsive capabilities as well. A 3U CubeSat platform is considered here in 
contrast to previous studies of asteroid flyby missions using small spacecraft, such as the 6U NEA Scout mission or the 
50-kg PROCYON mission [8,32,33].  
As examples, the high-impulse thruster considered is VACCO’s 0.5U, 5-mN warm-gas Propulsion Unit for CubeSats 
[35], and the low-thrust thruster is Busek’s 0.4U, 100-μN electrospray BET-100 propulsion system [36]. Both thrusters 
have reported ΔV capabilities of 85 m/s for a 3U CubeSat, and their specific impulses are 70 seconds and 2300 seconds, 
respectively. VACCO’s high-impulse PUC, in particular, requires heavy duty cycling for proper thermal control: 20 
minutes operating at maximum capability require 20 minutes off for cool-down (D. Carroll at CU Aerospace, personal 
communication, April 23, 2018). Such constraint is also considered in the design of high-impulse trajectories in Section 
4. 
It is also worth mentioning that, although the specific examples of VACCO’s and Busek’s thrusters are used for the 
mission, the methodology is applicable to any generic CubeSat (or SmallSat) mission from L1 or L2, as common features 
for this kind of missions are small ΔV capabilities, small thrust magnitudes, duty cycling, etc. Additionally, Section 6 
provides a discussion on how results vary depending on the total available ΔV and the total mission duration. 
The science payload on board the CubeSat is also likely to be tightly constricted in terms of mass and volume. Instru-
ment performance at such small scales is limited, and therefore targeting a sufficiently large asteroid could facilitate a 
successful science campaign. Hence, a minimum threshold of approximately 100 meters in diameter is also imposed on 
the target asteroid for significant science return (absolute magnitude 𝐻≤22.5). A more in-depth discussion on the topic 
can also be found in [18]. Relatively large asteroids are also likely to have been observed from Earth for longer periods 
of time, and their trajectories are thus likely to be better characterized [37]. This would also facilitate the navigation 
campaign prior to the asteroid flyby. 
Lastly, in the scenario that the CubeSat is launched along a larger mission, the position along the halo orbit at the 
departure epoch is assumed to be dictated by the launch opportunity and not controllable by the CubeSat (also discussed 
in Section 7.1). In order to provide some insight into the ΔV requirements as a function of orbit phasing, flyby trajectories 
are computed from nine departure points along the halo orbit equally spread over one period. Illustration of these prede-
termined departure points can be found in Section 6. 
General requirements for the mission under consideration are summarized in Table 1.  
Table 1 
Mission requirements. 
 Requirement Description 
1. Launch opportunity to halo orbit around 
Sun-EMB L1/L2 
CubeSat is initially parked around the Sun-Earth barycentric Lagrange 
points between years 2019 and 2030 
2. 150-day mission duration Asteroid flyby trajectory should last less than 150 days after departure 
from L1/L2 halo orbit 
3. 80-m/s available ΔV (a) High-impulse propulsion unit: VACCO’s 0.5U, 5-mN PUC [35] 
(b) Low-thrust propulsion unit: Busek’s 0.4U, 100-μN BET-100 [36] 
4. Target asteroid larger than 100 meters in 
diameter 




5. Predetermined phasing along halo orbit at 
departure epoch 
Phasing along the halo orbit at the departure epoch is predetermined by 
the larger spacecraft 
3. Target selection 
Potential target asteroids are identified by first approximating the region that can be reached by a CubeSat from L1 
and L2, and then selecting near-Earth asteroids whose trajectories pass close to that reachable region. This pruning pro-
cess is performed in the CR3BP dynamical model in consideration of the gravitational influences of the Sun and the 
Earth-Moon barycenter only. 
Due to the limited ΔV available on a CubeSat, departure trajectories from halo orbits are strongly driven by the natural 
dynamics around the Lagrange points. Departure trajectories consequently remain close to those on the unstable invariant 
manifolds. Taking into account the maximum mission length (150 days) and available ΔV (80 m/s), the accessible region 
from any given point along the halo orbit is approximated by: (1) implementing an initial 80-m/s impulsive maneuver 
along the unstable direction associated to that point, and (2) propagating the resulting trajectory over 150 days. These 
150-day trajectories are herein referred to as “approximated unstable invariant manifolds.” 
Asteroids larger than 100 meters flying within 0.1 astronomical units from the Earth between years 2019 and 2030 
are identified through JPL’s Center for Near-Earth Object Studies website [38]. Their ephemerides are then obtained 
using JPL’s HORIZONS telnet interface [39], and only asteroids whose trajectories pass within 0.02 au from the acces-
sible region are finally selected as potential targets. As further discussed in Section 6, larger distances from the reachable 
region do not allow for an asteroid encounter given the limited ΔV. Thus, this 0.02-au threshold reduces the number of 
asteroids to which flyby trajectories are attempted to be computed.  
For completeness, the equations of motion in the CR3BP and in the ephemeris model are summarized in Eq. (1) and 






































   (2) 
where the gravitational influences considered in the ephemeris-model analysis are those of the Sun, EMB, Mars, Jupiter 
and Saturn. 
4. High-impulse asteroid flyby trajectories 
Preliminary design of high-impulse trajectories is generally performed under the assumption that changes in velocity 
can be generated instantaneously. However, as mentioned in Section 4, current propulsion systems for CubeSats can only 
generate small thrust magnitudes and may require heavy duty cycling. For the specific case of VACCO’s 5-mN thruster, 
approximately 35 hours are required to generate its total 80 m/s of ΔV. Due to these long thrusting times, the impulsive 
maneuver model may be used for a preliminary analysis, but its validity shall be verified. The design of impulsive ma-
neuvers is introduced in Section 4.1. If higher levels of fidelity are desired, a more realistic maneuver model shall be 
considered and is introduced in Section 4.2: quasi-impulsive model. This higher-fidelity model assumes that maneuvers 
are composed of 20-minute continuous thrust arcs (5 mN in magnitude and fixed in direction) followed by 20 minutes 
off duty for engine cool-down. 
4.1. Impulsive trajectories 
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The goal in the current section is to design one- or two-impulse trajectories that will allow a CubeSat to depart from 
its initial halo orbit and flyby a near-Earth asteroid. 
The problem is initially solved here in the time-independent CR3BP model. With the goal of minimizing the required 
ΔV, a total of nine unknowns are present in this optimization problem: the time of the second maneuver, 𝑡Δ𝒗2, compo-
nents of each impulsive maneuver, Δ𝒗1 and Δ𝒗2, the time of the asteroid encounter, 𝑡𝑒𝑛𝑐, and the total time of flight, 
TOF. In an effort to determine whether an asteroid is ever reachable from the predetermined departure points, the time 
of encounter and the TOF are selected as two independent optimizations variables, which effectively defines the depar-
ture epoch as a free variable. Once asteroid accessibility is determined in the CR3BP, the departure epoch is set as a fixed 
initial condition in the ephemeris-model analysis, for comparison of ΔV and TOF requirements for a given departure 
epoch. Therefore, only the time of encounter or the TOF remain as optimization variables in the ephemeris model. The 
optimization problem can therefore be posed as in Eq. (3). 
A similar optimization problem was faced during Chang’e-2’s extended mission [17], where the optimization varia-
bles were: the time of departure, time of the second maneuver, time of the asteroid encounter, and components of each 
impulsive maneuver (a total of nine variables). This nonlinear parametric optimization problem was solved using se-
quential quadratic programming in a time-dependent restricted four-body dynamical model (with gravitational influences 
of the Sun, Earth and Moon). 
The optimization problem is solved in this paper using a genetic algorithm in combination with a state-transition 
matrix differential corrector [40]. The genetic algorithm is used to determine three optimization variables: the time of 
the second maneuver, and the magnitude of both impulsive maneuvers. The sum of both maneuvers is limited to 80 m/s 
according to mission requirements. In particular, the open-source tool NSGA-II [41] is used to solve this part of the 
problem. The STM differential corrector is then applied on each individual of the GA to determine the remaining varia-
bles: direction of both impulsive maneuvers (i.e., two angles to describe each maneuver), the time of encounter, and the 
TOF. The optimization problem in the ephemeris model is posed and solved in the same way as in the CR3BP model 
(described in Eq. (3)), except for the time of encounter and the TOF that are explicitly related once the departure epoch 
is set as an initial condition. 
The STM is used in the differential corrector to linearly approximate the variation in final position due to the variation 
in direction of the initial velocity, and in the TOF (according to Eq. (4), in combination with Eq. (5)). Through the 
differential corrector, the direction of each maneuver and TOF are thus iterated to achieve a final position as close as 
possible to the target point. The target point is also iterated within the differential corrector and selected as the point on 
the trajectory of the asteroid closest to trajectory of the CubeSat in the previous iteration. This target selection process 
finally determines the time of encounter according to the epoch of the asteroid trajectory. 
The initial guess of this differential corrector process is generated with an initial maneuver along the unstable direction 
associated to the departure point (whose magnitude is determined by the GA), and with a TOF of 150 days. Finally, if 
the asteroid can be reached with a single maneuver at a lower cost than with two maneuvers, then the second maneuver 
is not implemented. 
The relationship between variations in the final state due to variations in the initial state and in the TOF can be linearly 
approximated in terms of the STM as in Eq. (4). 







Consider now that the components of the velocity vector can be expressed in terms of two angles and its magnitude: 
for instance, the elevation with respect to the 𝑥-𝑦 plane, and the azimuth with respect to the 𝑥-axis on the 𝑥-𝑦 plane, such 
find: Δ𝒗1, Δ𝒗2, 𝑡Δ𝒗2 , 𝑡𝑒𝑛𝑐 and/or TOF 
(3) 
to minimize: |Δ𝒗1| + |Δ𝒗2| 
subject to: Eq. (1) or Eq. (2) with impulses Δ𝒗1 at 𝑡 = 0 and Δ𝒗2 at 𝑡 = 𝑡Δ𝒗2 
|Δ𝒗1| + |Δ𝒗2| ≤ 80 m/s 
TOF ≤ 150 days 
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as: 𝒗(𝑡) = |𝒗(𝑡)| ∙ [cos( (𝑡)) cos(𝜃(𝑡)) , cos( (𝑡)) sin(𝜃(𝑡)) , sin( (𝑡))]
𝑇
. Variations in the final state can thus be re-
lated to variations in the initial direction of the velocity applying the chain rule in Eq. (5). 









Additionally, the STM is numerically propagated from time 𝑡0 to time 𝑡𝑓 according to the differential equation in Eq. 
(6), with the identity matrix as its initial condition, and with the Jacobian matrix 𝑨(𝑡) defined as the partial derivatives 
of the EoM of the corresponding dynamical system with respect to the state vector. 
𝑑𝝓(𝑡, 𝑡0)
𝑑𝑡
= 𝑨(𝑡) ∙ 𝝓(𝑡, 𝑡0) (6) 
Trajectories in the ephemeris model are computed following the same procedure as in the CR3BP, but with the addi-
tional constraint in the departure epoch. The departure epoch from the halo orbit is specifically set as: 𝑡𝑑𝑒𝑝 = 𝑡𝑒𝑛𝑐 −
TOFCR3BP, where 𝑡𝑒𝑛𝑐 and TOFCR3BP are those of the corresponding CR3BP trajectories. This ephemeris-model analysis 
is performed to compare ΔV and TOF requirements to those in the CR3BP for a given departure time, and to verify that 
the flyby opportunities identified in the CR3BP model also exist in a higher-fidelity dynamical framework. As such, 
ephemeris-model trajectories are computed only for those asteroids that are reachable in the CR3BP model, and only 
from the departure points from which these asteroids are accessible. 
Additionally, it is worth noticing that perfectly periodic halo orbits do not appear in a real ephemeris dynamical model 
and only quasi-periodic orbits can be computed. For reference, a methodology to compute quasi-periodic orbits in the 
ephemeris model can be found in previous work by Gómez et al. [42]. These quasi-periodic orbits are epoch dependent, 
and thus the CubeSat’s position and velocity at the time of departure from L1/L2 would depend on some particular 
conditions at the time of orbit insertion. In the interest of generality, the departure conditions in the ephemeris-model 
analysis are not computed assuming a mission-dependent quasi-periodic orbit, but simply expressing the departure posi-
tion and velocity along the CR3BP halo orbit in an inertial reference frame (at the corresponding departure epoch). This 
simplified approach results in departure conditions that dynamically are close but differ from the states along a quasi-
periodic orbit. As a consequence, ΔV requirements are expected to slightly differ from those along a quasi-periodic orbit, 
but are considered sufficient for the purpose of verifying CR3BP flyby trajectories also appear in the ephemeris model 
and for comparing TOF and ΔV requirements. 
4.2. Quasi-impulsive trajectories 
The higher-fidelity quasi-impulsive maneuver model is introduced to consider the long thrusting times and duty cy-
cling required by VACCO’s thruster to generate its total ΔV. Here maneuvers are modeled as multiple 20-minute con-
tinuous thrust arcs (5 mN in magnitude and fixed in direction) with 20-minute gaps in between thrust arcs. It is however 
worth mentioning that, although the values used in this analysis are specific to VACCO’s thruster, the methodology is 
applicable to all high-impulse CubeSat thrusters of small thrust magnitude and requiring duty cycling. 
Each 20-min thrust arc is assumed to be fixed in direction with respect to an inertial reference frame to reduce the 
demand on the CubeSat’s attitude control system. Thrust arcs in the CR3BP analysis are also assumed to be fixed in 
direction, provided the negligible rotation of the CR3BP synodic reference frame with respect to an inertial reference 
frame within 20 minutes (approximately 0.014 degrees). Trajectories are designed with the impulsive trajectories de-
scribed in Section 4.1 as reference, first in the CR3BP model and then in a high-fidelity ephemeris model. 
The transition from impulsive trajectories to quasi-impulsive trajectories is performed through yet another intermedi-
ate maneuver model. This intermediate model considers maneuvers are composed of multiple smaller impulses executed 
every 40 minutes instead, according to duty-cycling constraints. Effectively, this intermediate model is used as an ap-
proximation of the higher-fidelity quasi-impulsive model composed of 20-minute thrust arcs, leveraging the approach 
proposed by Sims and Flanagan [43] to approximate low-thrust trajectories through multiple-impulse trajectories. 
The time of execution of the intermediate-model impulses is determined by the time of execution of the two maneu-
vers along the reference impulsive trajectory: for the first impulsive maneuver, smaller impulses are executed every 40 
minutes past the reference maneuver; and for the second impulsive maneuver, half of the smaller impulses are executed 
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before the reference maneuver, and half of them are executed after (see Fig. 2 for an illustration of how impulses are 
distributed). The magnitude of these smaller impulses is limited to 1.5 m/s, which is the ΔV magnitude that can be 
generated within 20 minutes by VACCO’s 5-mN thruster on a 4-kg spacecraft. And the number of smaller impulses is 
then calculated in proportion to the ΔV magnitude of each impulsive maneuver on the reference trajectory. 
Two approaches are implemented to obtain the direction of these multiple smaller impulses. A first approach employs 
an STM differential corrector on each impulse to target points along the reference impulsive trajectory until the last 
impulse allows to reach the asteroid (employing Eq. (4) and Eq. (5) as in Section 4.1). A second approach is further 
developed in Appendix 2 and leverages the solution to the linearized optimization problem to reach a certain target (i.e., 
the asteroid) through multiple impulses along the trajectory. The goal of these two approaches is effectively to shadow 
the reference impulsive trajectory, and therefore the same asteroid encounter point as in the impulsive trajectory is se-
lected (which also determines the time of encounter). In the ephemeris-model analysis, the departure time is additionally 
constrained and set equal to 𝑡𝑑𝑒𝑝 = 𝑡𝑒𝑛𝑐 − TOFCR3BP (as in Section 4.1). Multiple-impulse trajectories in the ephemeris-
model thus have predetermined 𝑡𝑑𝑒𝑝 and 𝑡𝑒𝑛𝑐, and hence, they are constrained to have the same TOF as the impulsive 
trajectories. Nonetheless, results in Section 6.2 show that similar ΔV requirements to those of impulsive trajectories can 
be found despite constraining the time of encounter and the TOF. 
In addition to these two approaches, a continuation method is also employed in cases where a smoother transition 
between the impulsive and the intermediate models is required. Starting from the reference impulsive trajectory until a 
trajectory with multiple 1.5-m/s impulses executed every 40 minutes is obtained, the continuation method exploits: (a) 
trajectories with impulses of 1.5 m/s executed every 5 minutes, 10 minutes, 20 minutes, etc., (b) trajectories with impulses 
executed every 40 minutes with magnitude 15 m/s, 10 m/s, 5 m/s, etc., or a combination of approaches (a) and (b). Due 
to gravity losses and the suboptimality of performing multiple smaller impulses instead of two large impulsive maneu-
vers, it is also necessary in some cases to include additional 1.5-m/s impulses until the encounter with the asteroid is 
achieved (generally not more than two). 
Once trajectories with this intermediate model are obtained, quasi-impulsive trajectories are computed employing the 
multiple 1.5-m/s impulse trajectories as reference. Each 20-min thrust arc is initiated at the execution time of the 1.5-m/s 
impulses (see Fig. 2). The magnitude of the thrust is limited to 5 mN according to the specifications of the thruster, and 
the fixed direction of each thrust arc is also determined through an STM differential corrector. 
In this case, the EoM are modified to include the acceleration and change in mass due to the thrust (see Eq. (7)), and 
the state vector is augmented for the STM to include information on the variations in the final state due to variations in 














= −|𝑻|/(𝐼𝑠𝑝 ∙ 𝑔0)  
(7) 
where the unpowered EoM are those described in Eq. (1) and Eq. (2). 
The thrust components (constant throughout time) are included in an augmented state vector, and the STM is also 
augmented to relate variations in the final state to variations in the thrust components (see Eq. (8)). 
𝒙𝐴 = [𝑥, 𝑦, 𝑧, 𝑣𝑥 , 𝑣𝑦, 𝑣𝑧, 𝑚, 𝑇𝑥 , 𝑇𝑦, 𝑇𝑧]
𝑇
 
𝝓𝐴(𝑡𝑓 , 𝑡0) = [𝝓𝒙𝐴(𝑡𝑓)/𝒓(𝑡0), 𝝓𝒙𝐴(𝑡𝑓)/𝒗(𝑡0), 𝝓𝒙𝐴(𝑡𝑓)/𝑚(𝑡0), 𝝓𝒙𝐴(𝑡𝑓)/𝑻(𝑡0)] 
(8) 
The augmented STM is propagated in time as in Eq. (6), although now the Jacobian matrix shall also include partial 
derivatives of the state vector with respect to the thrust components. Finally, a chain-rule transformation such as that in 
Eq. (5) is applied to relate variations in the final state to variations in the direction of the thrust vector. Through these 
augmented EoM and STM, the differential corrector is employed to determine the direction of the thrust required to reach 
a certain target. 
For the design of quasi-impulsive trajectories, the STM differential corrector targets points along the reference tra-
jectory (i.e., the intermediate-model trajectory) until the last thrust arc allows to reach the asteroid. The same encounter 
point as in the impulsive and multiple-impulse trajectories is targeted, and therefore the three types of trajectories have 
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common time and point of encounter. In the ephemeris-model analysis, and as a consequence of fixing the time of de-
parture, the three types of trajectories have a common TOF as well. Finally, it is also worth mentioning that a continuation 
method is not necessary to transition between the multiple-impulse and the quasi-impulsive trajectories. 
Illustrated in Fig. 2 are the three maneuver models employed in Sections 4.1 and 4.2, including the intermediate model 
that facilitates the transition between the impulsive and quasi-impulsive trajectories. 
 
Fig. 2. Impulsive, intermediate and quasi-impulsive maneuver models. 
5. Low-thrust asteroid flyby trajectories 
In contrast to the high-impulse trajectories computed in Section 4, low-thrust trajectories result from exerting a con-
tinuous thrust force over an extended period of time, non-negligible in comparison to the overall length of the mission. 
In this work, low-thrust flyby trajectories are calculated following a two-step process: (1) a suboptimal initial guess 
is generated through a genetic algorithm in combination with an STM differential corrector, and (2) the initial guess is 
refined by a direct optimization solver. A modified version of GPOPS [44] implemented with IPOPT [45] is used to 
perform step (2). The same procedure is followed to design trajectories first in the CR3BP dynamical model and then in 
the ephemeris model. 
The suboptimal initial guess is generated in a similar manner to the impulsive trajectories in Section 4.1, with the goal 
of maximizing the final mass. The final mass is constrained to be larger than the CubeSat’s dry mass: 𝑚𝑑𝑟𝑦 = 4 kg −
𝑚𝑝𝑟𝑜𝑝. The total propellant mass is deduced from the specific impulse and total ΔV of Busek’s BET-100 propulsion 
system [36], and is equivalent to 80 m/s of ΔV. These trajectories are now composed of one or two low-thrust arcs along 
the trajectory, of fixed direction and constant magnitude. The magnitude of these thrust arcs is set equal to 100 μN, 
according to the thruster’s specifications. 
A total of nine optimization variables are present in the CR3BP optimization problem: the duration of each thrust arc, 
Δ𝑡𝑻1 and Δ𝑡𝑻2, the direction of each thrust arc, ( 𝑻1 , 𝜃𝑻1) and ( 𝑻2 , 𝜃𝑻2), the time of execution of the second thrust arc, 
𝑡𝑻2, the time of encounter, 𝑡𝑒𝑛𝑐, and the time of flight, TOF. The fixed direction of each thrust arc is described by its 
corresponding elevation and azimuth angles. Additionally, in the ephemeris-model analysis, the departure epoch from 
the halo orbit is set as in Section 4.1: 𝑡𝑑𝑒𝑝 = 𝑡𝑒𝑛𝑐 − TOFCR3BP. Fixing the departure time therefore explicitly relates the 
TOF and the time of encounter in the ephemeris-model analysis, and only one of the variables remains as an unknown. 
The low-thrust optimization problem is described in Eq. (9). 
find: ( 𝑻1 , 𝜃𝑻1), ( 𝑻2 , 𝜃𝑻2), Δ𝑡𝑻1 , Δ𝑡𝑻2 , 𝑡𝑻2 , 𝑡𝑒𝑛𝑐 and/or TOF 
(9) 
to minimize: −𝑚(𝑡𝑓) 
subject to: Eq. (1) or Eq. (2) with 𝑑𝑚/𝑑𝑡 = 0 during cruise 
Eq. (7) during thrust arcs 𝑻1 at 𝑡 ∈ [0, Δ𝑡𝑻1] and 𝑻2 at 𝑡 ∈ [𝑡𝑻2 , 𝑡𝑻2 + Δ𝑡𝑻2] 
𝑚(𝑡𝑓) ≥ 𝑚𝑑𝑟𝑦 
TOF ≤ 150 days 
The genetic algorithm is in this case employed to determine three variables: the duration of each thrust arc, and the 
time of execution of the second thrust arc. The STM differential corrector is implemented as in Section 4.2 to include 
information on the variations in the final state due to variations in the thrust direction. As such, it employs the augmented 
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EoM and STM described in Eq. (7) and Eq. (8), and the chain rule described in Eq. (5). The remaining optimization 
variables are obtained through this STM differential corrector: the direction of each thrust arc, the time of encounter, and 
the TOF. Selection of the position of encounter (which determines 𝑡𝑒𝑛𝑐) is performed as in Section 4.1: it is iterated 
within the differential corrector as the closest point on the trajectory of the asteroid to the trajectory of the CubeSat in 
the previous iteration. 
Once a suboptimal initial guess is generated, the optimal low-thrust trajectories are obtained through a direct optimi-
zation solver (GPOPS). The direct optimization solver is used in combination with the interior-point optimizer IPOPT 
to: (1) discretize the trajectory into segments, (2) approximate the state and control variables (thrust components) within 
each segment via Lagrange interpolating polynomials, (3) transcribe the equations of the optimal control problem into a 
nonlinear programming problem, and (4) solve the NLP problem. 
The optimization problem solved by GPOPS is the same as that defined in Eq. (9), but using as optimization variables 
the thrust components of each thrust arc instead. Six time-varying optimization variables are thus considered now: 𝑻1(𝑡) 
and 𝑻2(𝑡) subject to |𝑻1(𝑡)|≤100 μN and |𝑻2(𝑡)|≤100 μN, rather than the fixed direction of the thrust arcs: ( 𝑻1 , 𝜃𝑻1) 
and ( 𝑻2 , 𝜃𝑻2). The solution provided by GPOPS is therefore a discretized solution to the optimal control problem, in 
which the direction and magnitude of the thrust arcs are no longer constrained to be constant as in the suboptimal initial 
guess. Assessment of this optimal solution can finally be performed through forward propagation of the EoM and a linear 
or quadratic approximation of the thrust components within each thrust arc. 
It is also worth mentioning that the same asteroid encounter point as in the suboptimal initial guess is targeted by the 
direct optimization solver (i.e., same 𝑡𝑒𝑛𝑐). This last constraint enforces optimal low-thrust trajectories designed in the 
ephemeris model to have the same TOF as the suboptimal initial guess, as both the time of encounter and time of depar-
ture are predetermined. This additional constraint is imposed here as it simplifies the declaration of the optimization 
problem within the direct optimization solver. Although low-thrust trajectories with slightly lower ΔV costs may exist 
to other encounter points, this approach still serves the purpose of comparing optimal low-thrust ΔV requirements to 
those of suboptimal low-thrust and high-impulse trajectories. Lastly, it is also recommended to pose the optimization 
problem in non-dimensional units to improve the convergence properties of the solver. 
6. Results and discussion 
6.1. Target selection 
The target selection process described in Section 3 begins by identifying as potential targets only asteroids with an 
Earth encounter within 0.1 au from the Earth. Out of those potential targets, a second step in the pruning process is 
selecting asteroids whose trajectories pass within 0.02 au from the approximated unstable invariant manifolds. This sec-
ond step allows to reduce the number of asteroids to which flyby trajectories are attempted to be computed. As an exam-
ple and illustrated in Fig. 3 (represented in the Sun-EMB synodic reference frame, centered on the Earth, and projected 
on the 𝑥-𝑦 plane), it is observed how impulsive asteroid encounter trajectories remain in fact close to those on the ap-
proximated unstable invariant manifold. The encounters with asteroid 2010 JG in Fig. 3 occur within 0.05 au from the 
Earth, and at a distance of 0.003 au from the approximated manifold trajectories. These distances are well within the 
selection criteria of 0.1 au and 0.02 au. All encounter opportunities identified in the following sections occur as well at 
a maximum distance of 0.065 au from the Earth, and at most at 0.016 au from the approximated manifold trajectories. 
Conclusively and as suggested in Section 3, the region that can be reached by a CubeSat―due to their modest pro-
pulsive capabilities—can be approximated by the unstable invariant manifold associated to the departure halo orbits. 
For reference, 774 near-Earth asteroids pass within 0.1 au from the Earth between years 2019 and 2030, of which 
approximately 200 pass within 0.02 au from the approximated unstable invariant manifolds, and computation of flyby 
trajectories is finally possible to 41 of those asteroids. Impulsive flyby opportunities to these 41 asteroids in the CR3BP 




Fig. 3. CR3BP asteroid encounter and (approximated) unstable-invariant-manifold trajectories (asteroid 2010 JG). 
6.2. High-impulse asteroid flyby trajectories 
The number of reachable asteroids from L1 and L2 as a function of the calendar year are displayed in Table 2. Flyby 
opportunities are observed to be common and appear almost every year, except for years 2020 and 2025 from L1. A 
future flyby mission using CubeSats could potentially piggyback along ESA missions PLATO and ARIEL [13,14], for 
instance, which are scheduled for launch to L2 in the late 2020s. During these years, at least one asteroid is reachable 
every year from L2, with up to 5 reachable asteroids in 2028. 
Table 2 




2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 
L1 1 0 3 4 3 1 0 1 2 3 2 
L2 3 3 1 2 1 1 1 1 2 5 1 
The mission concept described in Section 2 assumes certain mission characteristics such as the maximum mission 
length and the propulsion system. In support of a more general mission study, Fig. 4 and Fig. 5 illustrate the number of 
reachable asteroids from L1 and L2 as a function of the required TOF and available ΔV. Flyby trajectories in this analysis 
are designed with the goal of minimizing the ΔV, and it is observed in Fig. 4 that nearly half of the asteroids are reached 
through trajectories of TOF≥125 days. Longer mission durations thus improve asteroid accessibility and this shall be 
considered in the mission analysis. Similarly, it is observed in Fig. 5 that the number of reachable asteroids consistently 
increases with the available ΔV, and this illustration may provide an orientative estimation of the number of reachable 
asteroids (within 150 days) for different ΔV capabilities. 
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Flyby trajectories are computed from several departure points along the halo orbits as mentioned in Section 2. As an 
example, Fig. 6 illustrates the CR3BP impulsive ΔV and TOF requirements to encounter asteroid 2011 GA from L1 
(represented in the Sun-EMB synodic reference frame and projected on the 𝑥-𝑦 plane). This particular asteroid has a 
close encounter with Earth on October 15, 2023, and can be reached from only 7 out of the 9 predetermined departure 
points considered. The ΔV requirement ranges from 24.5 m/s to 53.2 m/s, and the TOF ranges from 99.3 days to 150 
days, depending on the departure point. 
The design of impulsive trajectories in the CR3BP is meaningful as it provides an effective tool to determine asteroid 
accessibility (i.e., whether an asteroid can be reached from a certain departure point) and to estimate TOF requirements 
in more sophisticated dynamical and thrusting models (e.g., ephemeris model, quasi-impulsive model, low-thrust model). 
Initial estimation of ΔV requirements can also be obtained through the CR3BP model, however, results may differ sig-
nificantly depending on the model. Illustrated in Fig. 7 are the requirements to reach the same asteroid in the ephemeris 
model, using an impulsive maneuver model. It is observed how asteroid 2011 GA can be reached from the same departure 
points as in the CR3BP analysis, and the ΔV and TOF requirements are comparable. Although there is a clear correlation 
between the ΔV requirements in the CR3BP and ephemeris models, substantial differences between the two models 
appear in some cases. 
  
Fig. 4. Cumulative number of reachable asteroids from L1 and 
L2 as a function of TOF (CR3BP model, impulsive trajecto-
ries, ΔV≤80 m/s). 
Fig. 5. Cumulative number of reachable asteroids from L1 and 
L2 as a function of available ΔV (CR3BP model, impulsive 
trajectories, TOF≤150 days). 
  
Fig. 6. ΔV and TOF requirements to reach asteroid 2011 GA 
along L1 halo orbit (CR3BP model, impulsive trajectories). 
Fig. 7. ΔV and TOF requirements to reach asteroid 2011 GA 
along L1 halo orbit (ephemeris model, impulsive trajectories). 
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A list of ΔV and TOF requirements to reach the same 41 asteroids in the ephemeris model are also provided in 
Appendix 1. The following conclusions can be drawn from the results in the ephemeris model, as compared to those in 
the CR3BP model: 
- If the asteroid is reachable in the CR3BP, an impulsive flyby trajectory can also be computed in the ephemeris model 
(in approximately 95% of the cases): for some of the asteroids, it is not possible to compute a flyby trajectory from 
some of the departure points with the available ΔV and TOF. 
- The ΔV requirement in the ephemeris model differs by up to ±15 m/s from the CR3BP requirement in approximately 
80% of the cases. The difference may be up to ±30 m/s. 
- The TOF in the CR3BP and ephemeris models agree within ±0.2 days. 
Conclusively, the CR3BP analysis does provide accurate estimation in terms of TOF and asteroid accessibility, how-
ever, differences of ±15 m/s in ΔV do represent a large percent difference considering the available ΔV (80 m/s). Geo-
metric representations of flyby trajectories in the two models show minimal differences and thus illustrations of these 
trajectories are not included here. 
Section 4.2 described the methodology to transition from the lower-fidelity impulsive maneuver model to a higher-
fidelity quasi-impulsive maneuver model. The latter incorporates duty cycling and non-instantaneous maneuvers into the 
model. Computation of quasi-impulsive trajectories shows that, even if CubeSat propulsion systems have low thrust 
magnitudes and require heavy duty cycling, an impulsive maneuver model still holds as a valid estimation of ΔV and 
TOF requirements. As an example and for comparison with Fig. 6 and Fig. 7, illustrated in Fig. 8 and Fig. 9 are the ΔV 
and TOF required to reach asteroid 2011 GA using the quasi-impulsive maneuver model. 
Similarly, Table 3 summarizes the level of agreement between the impulsive and intermediate maneuver models, and 
between the intermediate and quasi-impulsive maneuver models. Conclusively, analysis of the results for the 41 reacha-
ble asteroids shows that quasi-impulsive ΔV requirements can be estimated through the impulsive maneuver model with 
an accuracy better than 3 m/s in the CR3BP model and better than 4 m/s in the ephemeris model (most cases better than 
1.5 m/s and 2.5 m/s, respectively). It is worth recalling that quasi-impulsive trajectories in the ephemeris model are 
constrained to have the same TOF as impulsive trajectories (discussed in Section 4.2). This additional constraint justifies 
the slightly higher ΔV increment in the ephemeris model than that in the CR3BP. Lastly, geometric representations of 
impulsive and quasi-impulsive trajectories show nearly no distinction, and thus these trajectories are not illustrated in 
this paper. 
Table 3 
ΔV and TOF comparison for high-impulse trajectories. 
Intermediate maneuver model relative to 
impulsive trajectories 
Quasi-impulsive trajectories relative to 
intermediate maneuver model 
CR3BP model Ephemeris model CR3BP model Ephemeris model 
- Flyby trajectories can be 
computed in all cases. 
- Flyby trajectories can be 
computed in all cases. 
- Flyby trajectories can be 
computed in all cases. 
- ΔV may vary ±0.1 m/s. 
- Flyby trajectories can be 
computed in all cases. 
- ΔV may vary ±1 m/s. 
  
Fig. 8. ΔV and TOF requirements to reach asteroid 2011 GA 
along L1 halo orbit (CR3BP model, quasi-impulsive trajecto-
ries). 
Fig. 9. ΔV and TOF requirements to reach asteroid 2011 GA 




- ΔV increment below 1.5 
m/s in 85% of cases (at 
most 3 m/s). 
- TOF may vary ±0.1 days. 
- ΔV increment below 1.5 
m/s in 80% of cases (at 
most 3 m/s). 
- Same TOF (fixed). 
- TOF may vary ±0.1 days. - Same TOF (fixed). 
6.3. Low-thrust asteroid flyby trajectories 
Low-thrust trajectories are designed according to the methodology described in Section 5. A first step in the process 
is generating an initial guess composed of one or two low-thrust arcs of fixed direction and constant magnitude. This 
suboptimal initial guess is then provided to a direct optimization solver to refine the solution. 
A first observation in this optimization process is that computation of an initial guess fulfilling the TOF and ΔV 
requirements may not always be possible, even if a feasible impulsive trajectory was computed from the same departure 
point. Two possible explanations are provided for these cases: either (1) a feasible low-thrust solution does not exist, or 
(2) a feasible solution exists but the suboptimal initial guess is not good enough given the fixed-direction constraint 
imposed on the thrust arcs. 
If an initial guess can be generated, it is also observed that the optimal solution is always composed of thrust arcs of 
maximum magnitude: bang-bang control law. Furthermore, the optimal direction of the thrust arcs changes almost line-
arly with time and can be approximated through linear polynomials for assessment of the solution. 
For comparison with the impulsive requirements in Fig. 6 and Fig. 7, optimal low-thrust ΔV and TOF requirements 
to reach asteroid 2011 GA from L1 are illustrated in Fig. 10 and Fig. 11. And again, geometric representations of impul-
sive and low-thrust trajectories show minimal differences and thus they are not illustrated here. 
  
Fig. 10. ΔV and TOF requirements to reach asteroid 2011 GA 
along L1 halo orbit (CR3BP model, optimal low-thrust trajec-
tories). 
Fig. 11. ΔV and TOF requirements to reach asteroid 2011 GA 
along L1 halo orbit (ephemeris model, optimal low-thrust tra-
jectories). 
Optimal low-thrust trajectories also have comparable ΔV costs to impulsive trajectories, but ΔV requirements may 
differ significantly between the two thrusting models. In the CR3BP model, the optimal low-thrust cost may be anywhere 
between -20 m/s and +15 m/s from the ΔV value of impulsive trajectories. And in the ephemeris model, ΔV results differ 
within ±15 m/s with respect to the impulsive result. Furthermore, the low-thrust TOF in the CR3BP analysis may vary 
±10 days with respect to the impulsive TOF. In the ephemeris model, on the other hand, the TOF of low-thrust and 
impulsive trajectories agree within ±0.3 days, as a result of predetermining the departure epoch in the ephemeris-model 
analysis. It is also worth highlighting that low-thrust trajectories with a lower ΔV requirement than impulsive trajectories 
are obtained in some cases. Impulsive trajectories, however, are expected to offer the lowest ΔV solution. This discrep-
ancy is due to the inability of the genetic algorithm to find the global minimum when computing some of the impulsive 
trajectories. 
As a summary of the low-thrust optimization process, Table 4 provides a ΔV and TOF comparison between the 
impulsive and suboptimal low-thrust trajectories, and between the suboptimal and optimal low-thrust solutions. 
Table 4 
ΔV and TOF comparison for low-thrust trajectories. 
Suboptimal initial guess relative to 
impulsive trajectories 
Optimal low-thrust solution relative to 
suboptimal initial guess 
CR3BP model Ephemeris model CR3BP model Ephemeris model 
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- Flyby trajectories cannot be 
computed in 15% of cases. 
- ΔV varies ±20 m/s in 85% 
of cases (at most +30 m/s). 
- TOF may vary ±10 days. 
- Flyby trajectories cannot be 
computed in 20% of cases. 
- ΔV varies ±15 m/s in 85% 
of cases (at most +45 m/s). 
- TOF may vary ±0.3 days. 
- Flyby trajectories cannot be 
computed in all cases. 
- ΔV reduction <10 m/s in 
90% of cases (up to 40 m/s). 
(ΔV varies [-20 to +15] m/s 
relative to impulsive result). 
- TOF may vary ±1.5 days. 
- Flyby trajectories can be 
computed in all cases. 
- ΔV reduction <10 m/s in 
90% of cases (up to 30 m/s). 
(ΔV varies ±15 m/s 
relative to impulsive result). 
- Same TOF (fixed). 
Conclusively, the analysis of impulsive trajectories provides an orientative estimation of low-thrust requirements, but 
a specific analysis for low-thrust trajectories shall be performed if more accurate results are desired, both in the CR3BP 
and in the ephemeris model. The suboptimal initial guess also provides a reasonable estimation of the optimal ΔV re-
quirement: the suboptimal low-thrust cost is generally less than 10 m/s higher than the optimal low-thrust ΔV require-
ment. Lastly, and as a potential improvement to this initial guess, allowing the thrust arcs to have a varying direction 
(e.g., linear or quadratic) may allow to find an initial guess in cases where a feasible solution exists but a solution with 
thrust arcs of fixed direction is not found. 
7. Further discussion 
7.1. Phasing cost 
Results in Section 6 show that each asteroid can only be reached from certain regions along the halo orbit. The Cu-
beSat must then be within one of those regions at the required departure epoch to reach the target asteroid. It is therefore 
worth investigating the ΔV required to modify the phase of the CubeSat in case its original phase after reaching the 
Lagrange points is not suitable to encounter a certain asteroid. 
A potential solution to modifying the phase of the CubeSat is transferring to another halo orbit of longer or shorter 
period (henceforth referred to as “secondary halo orbit”). After a certain amount of time, the CubeSat could then return 
to the original halo orbit with a phase different to its original and suitable for the flyby, or directly depart from the 
secondary halo orbit. 
Previous work by Gómez et al. [46] discussed the cost of transferring between halo orbits around the first Sun-EMB 
Lagrange point. Using a linear approximation of the problem, transfer costs are initially estimated as a function of the 
normalized 𝑧-amplitude of the halo orbit. Halo orbits used by previous and future scientific missions [11,13,14,16,21] 
are characterized by a 𝛽 parameter of the order of 0.2 (non-dimensional units), with associated cost of ~700 m/s to 
produce a unit change in 𝛽: Δ𝛽=1. Current propulsion systems, however, can only generate approximately 80 m/s of ΔV, 
which translates into transfers of at most Δ𝛽~0.1. 
Given that halo orbits around the Sun-EMB Lagrange points are characterized by a similar periodicity of approxi-
mately 180 days, a change in amplitude of Δ𝛽~0.1 yields a change in period of only ~0.5 days. Therefore, the phase 
change that can be achieved through a secondary halo orbit, and employing all of the available ΔV, is approximately of 
only 2 degrees per calendar year. Conclusively, it is a reasonable assumption to consider the CubeSat will not be able to 
significantly modify its own phase, and thus its departure position from the halo orbit and corresponding epoch will be 
dictated by the available launch opportunity. 
7.2. Likelihood of flyby opportunities 
Given the probable infeasibility of controlling the CubeSat’s phase along the halo orbit, it is worth investigating the 
likelihood of a flyby opportunity to appear if the CubeSat reaches the Lagrange point at an arbitrary phase along the halo 
orbit. Only a preliminary assessment of this problem is performed here, and it is based on the results presented in Section 
6. 
In this paper, flyby trajectories are computed from nine predetermined departure points along the halo orbits, and it 
is observed that asteroids can be reached only from some of those departure points. For the purpose of this preliminary 
analysis, it is further assumed that a particular asteroid can be reached if the CubeSat is anywhere within the neighbor-
hood of those access points at the required departure epoch. Illustrated in Fig. 12 are the regions along the halo orbit 




Assuming that, at a certain epoch, the CubeSat is deployed at an arbitrary position along the halo orbit, the likelihood 
for at least one asteroid to be reachable within a certain calendar year is summarized in Table 5. It is observed that this 
likelihood greatly varies depending on the calendar year: from 0% in years where no asteroid opportunities were identi-
fied, to 70% in years where multiple asteroids can be reached from multiple departure points.  
Table 5 




2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Mean 
L1 22.2% 0.0% 52.5% 70.5% 49.6% 22.2% 0.0% 25.7% 40.4% 62.1% 39.6% 35.0% 
L2 53.1% 48.3% 22.2% 39.2% 29.1% 27.7% 11.1% 26.4% 45.3% 64.4% 17.9% 35.0% 
Table 5 shows an average likelihood of 35% for at least one flyby opportunity to arise within a certain year, for an 
arbitrary predetermined phase. If the CubeSat could, instead, remain in the halo orbit for two calendar years before 
departure, the average likelihood of a flyby opportunity to appear within those two years is of 55%. If the asteroid could 
remain in the halo orbit for three year before departure, the average likelihood is then 71%, and so on. 
It is therefore clear that, unless the CubeSat could remain in the halo orbit for several years, the likelihood of flyby 
opportunities to appear is greatly dependent on the phase condition when inserted into the halo orbit. 
7.3. Further mission requirements and considerations 
Analysis in this paper shows that short-transfer asteroid flyby trajectories are possible even with the very limited ΔV 
capabilities of CubeSats. However, depending on the available launch opportunity, the total ΔV requirement for the 
mission may not only be limited to the cost of the asteroid flyby, but may need to include: (a) the ΔV to reach the orbit 
around L1/L2, (b) station-keeping costs around the L1/L2 orbit, and (c) the ΔV for correction maneuvers along the 
asteroid flyby trajectory. 
As for (a), potential piggyback opportunities along ESA’s ARIEL or PLATO [13,14], for instance, could place the 
CubeSat into a free-insertion transfer trajectory to L1/L2. The ΔV required to reach its orbit around L1/L2 would thus 
be limited to corrections of the perigee velocity and of launcher dispersions. As an example, Herschel mission proved 
that this kind of transfers are possible with only 10 m/s of ΔV [16]. The cost of these transfers, however, may be higher 
depending on launcher performance and on how early maneuvers can be performed (dependent on orbit determination). 
Consequently, future missions Euclid, ARIEL and PLATO have allocated up to 50 m/s of ΔV to accomplish their trans-
fers to L2 [13–15]. 
The cost of (b), on the other hand, is generally limited to 1–3 m/s per year as reported by previous missions to the 
Lagrange points [47], and similar station-keeping budgets are allocated for future scientific missions [13–15]. If the 
CubeSat is expected to remain around its L1/L2 orbit until a flyby opportunity arises, then this additional ΔV demand 
shall be included in the mission budget as well. 
Lastly, the required ΔV for the correction maneuvers along the asteroid flyby trajectory may be estimated with anal-
yses similar to that in [18]. The preliminary analysis in [18] shows that flyby accuracies are largely driven by the available 
ΔV, and at least 20 m/s may be necessary for an autonomous CubeSat to achieve flyby altitudes of the order of hundreds 
of kilometers. 
 
Fig. 12. Sample diagram of assumed asteroid accessibility from halo orbit. 
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In conclusion, depending on the target asteroid and on the launch opportunity, the total ΔV requirement for the mis-
sion could nearly double the ~80 m/s that can be provided by current CubeSat propulsion systems on a 3U platform. 
Challenges for the mission thus comprise an excessive ΔV demand, a total mission duration of potentially several years, 
operations and navigation challenges to reach and maintain the L1/L2 orbit, and others. 
In regards to the mission duration, short transfer times to the asteroids are considered here, but a waiting time of 
several years around L1/L2 may still be required until a flyby opportunity appears. A system capable of withstanding 
long-term deep-space environmental conditions would then be required, which may further increase the complexity of 
the spacecraft design. As examples, other deep-space CubeSat missions such as 6U NEA Scout [33] or 12U M-ARGO 
[48] also have expected lifetimes of several years. 
As for navigation, a particularly critical phase of the mission would be the transfer trajectory to L1/L2. Time-sensitive 
correction maneuvers must be performed after deployment from the launch vehicle, and thus accurate orbit determination 
must be available in a timely manner (e.g., 2–5 days after deployment). As such, radiometric observations may be re-
quired to successfully complete this phase. Station-keeping around L1/L2 may require correction maneuvers every 30 
days, similarly to large scientific missions [14,15]. In the interest of a low-cost mission, it would be advantageous to 
autonomously perform orbit determination around L1/L2, to minimize ground support. As an example, the 12U LUMIO 
mission is expected to autonomously navigate around the Earth-Moon L2 point [49]. Further analysis, however, shall be 
performed to determine whether autonomy can also be achieved around the Sun-EMB Lagrange points and with a smaller 
spacecraft. Lastly, analysis such as that in [18] showed that autonomous navigation along the asteroid flyby trajectory 
can be performed without support from ground antennas. 
Although many are the challenges to the mission concept specified in Section 2, similar mission scenarios could still 
be proven viable through further analysis or relaxing some of the mission constraints. A few alternatives are summarized 
here: 
 Further navigation and guidance analysis of the asteroid flyby trajectories may result in lower ΔV costs for the cor-
rection maneuvers. Analysis in [18] exclusively considered a fully-autonomous optical navigation scenario and a sim-
plistic guidance strategy consisting of only one correction maneuver before the flyby. Possible improvements could be 
achieved through, for instance, several correction maneuvers along the trajectory or if some radiometric observations are 
available for navigation (thus abandoning the fully-autonomous scenario) [50]. 
 Longer than 150-day asteroid flyby trajectories can reduce the cost to encounter asteroids (refer to Fig. 4), increase 
the number of reachable asteroids, and increase the likelihood of flyby opportunities to appear. The waiting time around 
L1/L2 could in this way be reduced, but it will also increase the demand on some of the subsystems due to farther 
distances from Earth, and also on the navigation and guidance strategies due to longer uncertainty propagation times. 
 More complex trajectory designs including Earth or Moon gravity-assist maneuvers may enable additional flyby op-
portunities although these maneuvers are yet to be demonstrated by CubeSats. Heteroclinic connections between halo 
orbits could also allow the CubeSat to transfer between the L1 and L2 points at virtually no cost [51], effectively com-
bining the L1 and L2 yearly flyby likelihoods listed in Table 5. 
 A larger CubeSat or SmallSat platform could not only provide sufficient ΔV to complete the different phases of the 
mission, but could also allocate more instruments (with possibly higher performance) to augment the potential scientific 
return of the mission. 
As a final comment, the number of reachable asteroids and therefore the likelihood of flyby opportunities are as well 
expected to drastically increase with the discovery of near-Earth objects through new wide-field survey telescopes such 
as the Large Synoptic Survey Telescope. LSST, for instance, is to be implemented in 2020 and is projected to increase 
the number of known NEO population by a factor of 10 over its ten-year lifetime [52]. Numerous new asteroid flyby 
opportunities can therefore be expected to become available as the catalogue of NEOs is completed in the upcoming 
years.  
8. Concluding remarks 
CubeSat capabilities have rapidly evolved over the past years and could potentially provide a low-cost solution for 
planetary exploration. In view of the current interest in interplanetary CubeSats, asteroid flyby trajectories are designed 
in consideration of CubeSat-specific limitations: limited ΔV, small thrust magnitude, duty cycling, etc. The mission 
concept assumes a CubeSat is initially parked in a halo orbit around the Sun-Earth barycentric Lagrange points, from 
where flyby opportunities between years 2019 and 2030 are identified. 
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A methodology to compute high-impulse and low-thrust flyby trajectories in the CR3BP and ephemeris models is 
presented, and the validity of the impulsive maneuver model is assessed. Results show that the CR3BP model provides 
an accurate estimation of the time of flight in a high-fidelity ephemeris model (within ±0.2 days); however, ΔV require-
ments in the CR3BP model generally differ up to ±15 m/s with respect to those in the ephemeris model, which implies a 
substantial percent error compared to the available ΔV considered (80 m/s). It is also observed that, due to the modest 
propulsive capabilities of CubeSats, the region that can be reached from the departure halo orbits can be effectively 
approximated by trajectories on the unstable invariant manifolds. 
A quasi-impulsive maneuver model is also implemented incorporating non-instantaneous changes in velocity and 
duty cycling. It is observed that an impulsive maneuver model still holds as a valid approach despite duty cycling and 
the long thrusting times required to produce the total ΔV. Results show that an impulsive maneuver model can estimate 
non-impulsive ΔV requirements with an accuracy better than 4 m/s. Additionally, an impulsive maneuver model may 
also provide an initial estimation of low-thrust requirements, although low-thrust costs may be up to 15 m/s higher. 
Conclusively, the CR3BP model is shown to serve as an effective tool for a preliminary analysis: e.g., identification 
of flyby opportunities and orientative estimation of requirements in a high-fidelity ephemeris model. An impulsive ma-
neuver model is also shown to be a valid approach for the computation of high-impulse trajectories (including non-
instantaneous changes in velocity and duty cycling). If higher levels of fidelity are desired, however, analysis in a real 
ephemeris model and a specific analysis for low-thrust trajectories are required. 
This paper therefore provides an extensive analysis of asteroid flyby opportunities using CubeSats in consideration 
of realistic thrusting and dynamical models. Flyby opportunities from the Sun-Earth barycentric Lagrange points are 
shown to be common, and multiple asteroids could be reached in the upcoming years with very low ΔV requirements. 
These flyby opportunities are however contingent to the position and epoch in which the CubeSat reaches its halo orbit, 
and current propulsive capabilities may not suffice when considering other phases of the mission. As a conclusion, the 
complexity of the mission concept may need to increase, some mission constraints shall be relaxed, and further analysis 
may be required to improve the viability of the mission. Lastly, the number of potential target asteroids is also expected 
to dramatically increase as new wide-field survey telescopes such as LSST complete the catalogue of known near-Earth 
objects. 
Although numerous challenges remain to be addressed, this work shows that CubeSats and SmallSats have the po-
tential to leverage future launch opportunities to the Sun-Earth barycentric Lagrange points and significantly lower the 
cost of near-Earth asteroid exploration. 
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Appendix 1: Catalogue of impulsive asteroid flyby opportunities in CR3BP and ephemeris models 
Table 6 
Impulsive asteroid flyby opportunities from Sun-EMB L1 and L2 (CR3BP model). 
Name From 









# of halo 
pointsa 
2010 JG     
L1 
2019-Nov-12  20.9 58.5↔74.0 144.1↔150.0 16.2 2 
2001 FO32   2021-Mar-21  17.7 31.2↔75.8   78.1↔150.0 34.2 6 
2008 GO20   2021-Jul-27  22.3 15.9↔66.2   97.7↔150.0 8.9 5 
2016 AJ193  2021-Aug-21  18.7 25.5↔75.5 115.1↔150.0 24.7 6 
2008 AG33   2022-Apr-28  19.6 16.9↔74.1   98.2↔150.0 10.4 6 
2006 YT13   2022-Jul-19  18.3 57.6↔61.7 140.9↔150.0 23.8 2 
2014 HK129  2022-Dec-20  21.1 68.7 150 10.8 1 
2010 XC15   2022-Dec-27  21.4 11.6↔65.3 141.3↔150.0 10.3 2 
2015 DG200  2023-Jan-19  21.7 62.4 138.8 20.6 1 
2012 KY3    2023-Apr-13  18.4 32.8↔64.4 137.5↔150.0 19.2 3 
2011 GA     2023-Oct-15  20.8 24.5↔53.2   99.3↔150.0 17.5 7 
2018 CC14   2024-Apr-04  22.5 61.8↔64.1 137.8↔141.7 9.1 2 
2007 ML24   2026-Jul-04  19.3 25.7↔70.8   82.7↔150.0 16.8 7 
2018 CC14   2027-Apr-07  22.5 38.4↔65.2 126.0↔150.0 9.2 3 
1999 AN10   2027-Aug-07  17.9 25.2↔51.7 128.6↔150.0 26.3 3 
2001 WN5    2028-Jun-26  18.2   0.8↔49.8   13.3↔150.0 9.9 9 
2011 LJ19   2028-Jul-25  21.4 15.3↔48.0   35.5↔150.0 9.7 8 
1997 XF11   2028-Oct-26  16.9   1.5↔41.7   15.5↔114.0 14.2 8 
2009 BL71   2029-Apr-01  22.1 12.1↔66.8 110.8↔150.0 8.2 6 
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2004 MN4 (Apophis) 2029-Apr-13  19.7 15.8↔53.8   33.3↔145.7 5.6 7 
2010 PK9    
L2 
2019-Jul-26  21.8 43.3↔63.6 136.7↔150.0 15 2 
2015 JD1    2019-Nov-03  20.6 21.5↔71.2 121.6↔141.4 11.5 4 
2005 WD     2019-Nov-11  21.9 60.9↔74.1 141.7↔150.0 16.8 2 
2015 BK509  2020-Feb-28  22.4 70.4 150 14.5 1 
2009 XO     2020-May-07  20.5 13.6↔64.8 100.0↔150.0 11.8 6 
2008 TZ3    2020-May-10  20.4 21.5↔74.4 109.8↔150.0 9.7 5 
2004 UE     2021-Nov-13  21 53.3↔63.2 137.4↔150.0 14.5 2 
2017 XC62   2022-Jan-24  22.4 31.7↔59.4 141.8↔150.0 5 2 
1989 JA     2022-May-27  17 32.9↔67.6 118.8↔142.2 14 3 
1998 HH49   2023-Oct-17  21.3   2.1↔53.1   53.7↔150.0 14.4 6 
1998 ST27   2024-Oct-12  19.5 11.6↔54.9 109.2↔150.0 17.4 6 
2008 DG5    2025-Jun-05  19.5 54.8 138.2 7.7 1 
1997 NC1    2026-Jun-27  17.9   5.3↔69.8   76.7↔150.0 8.7 9 
1999 AN10   2027-Aug-07  17.9   5.3↔40.4 107.2↔147.5 26.7 4 
2012 EY11   2027-Sep-19  21.7 51.5↔66.2 150.0↔150.0 6.2 2 
2001 SQ3    2028-Mar-19  21.6 46.9↔77.5 122.2↔150.0 15.1 4 
2001 WN5    2028-Jun-26  18.2 16.1↔63.5   37.1↔150.0 10.1 9 
2011 LJ19   2028-Jul-25  21.4 58.5 150 9.9 1 
2004 OB     2028-Sep-30  18.8 41.8↔55.3 127.5↔150.0 8.6 2 
2001 XP31   2028-Nov-18  22.2 44.8↔78.3 143.8↔150.0 11.5 3 
2004 MN4 (Apophis) 2029-Apr-13  19.7   5.5↔62.8   55.8↔150.0 5.7 6 
aNumber of departure points along halo orbit from which asteroid can be reached. 
 
Table 7 
Impulsive asteroid flyby opportunities from Sun-EMB L1 and L2 (ephemeris model). 
Name From 









# of halo 
pointsa 
2010 JG     
L1 
2019-Nov-12  20.9 57.5↔64.8 144.1↔150.0 16.1 2 
2001 FO32   2021-Mar-21  17.7 30.5↔62.8   78.1↔150.0 34.1 5 
2008 GO20   2021-Jul-27  22.3 14.6↔79.7   97.8↔150.0 9.1 5 
2016 AJ193  2021-Aug-21  18.7 42.4↔64.7 120.9↔150.0 21.8 4 
2008 AG33   2022-Apr-28  19.6 16.9↔60.9   98.3↔150.1 10.5 6 
2006 YT13   2022-Jul-19  18.3 38.9↔59.3 141.0↔150.0 15.1 2 
2014 HK129  2022-Dec-20  21.1 47.3 150 12.8 1 
2010 XC15   2022-Dec-27  21.4 26.7↔78.1 141.2↔150.0 10.4 2 
2015 DG200  2023-Jan-19  21.7 70.4 138.9 12.1 1 
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2012 KY3    2023-Apr-13  18.4 34.3↔55.2 137.6↔150.0 14.9 3 
2011 GA     2023-Oct-15  20.8 20.0↔68.6   99.3↔150.0 17.5 7 
2018 CC14   2024-Apr-04  22.5 68.5 141.6 16.2 1 
2007 ML24   2026-Jul-04  19.3 29.9↔69.7   82.7↔150.0 17 7 
2018 CC14   2027-Apr-07  22.5 38.3↔55.7 126.0↔150.1 13.7 3 
1999 AN10   2027-Aug-07  17.9 36.2↔39.3 128.6↔140.2 18.7 2 
2001 WN5    2028-Jun-26  18.2   4.4↔40.3   13.2↔150.4 10.1 9 
2011 LJ19   2028-Jul-25  21.4 15.9↔54.0   35.4↔150.1 10 8 
1997 XF11   2028-Oct-26  16.9   2.8↔43.1   15.5↔113.9 13.6 8 
2009 BL71   2029-Apr-01  22.1 20.3↔50.3 110.8↔150.1 9.7 6 
2004 MN4 (Apophis) 2029-Apr-13  19.7 20.9↔50.7   33.3↔145.2 7.2 7 
2010 PK9    
L2 
2019-Jul-26  21.8 43.3↔63.6 136.7↔150.0 15 2 
2015 JD1    2019-Nov-03  20.6 21.5↔71.2 121.6↔141.4 11.5 4 
2005 WD     2019-Nov-11  21.9 60.9↔74.1 141.7↔150.0 16.8 2 
2015 BK509  2020-Feb-28  22.4 70.4 150 14.5 1 
2009 XO     2020-May-07  20.5 13.6↔64.8 100.0↔150.0 11.8 6 
2008 TZ3    2020-May-10  20.4 21.5↔74.4 109.8↔150.0 9.7 5 
2004 UE     2021-Nov-13  21 53.3↔63.2 137.4↔150.0 14.5 2 
2017 XC62   2022-Jan-24  22.4 31.7↔59.4 141.8↔150.0 5 2 
1989 JA     2022-May-27  17 32.9↔67.6 118.8↔142.2 14 3 
1998 HH49   2023-Oct-17  21.3   2.1↔53.1   53.7↔150.0 14.4 6 
1998 ST27   2024-Oct-12  19.5 11.6↔54.9 109.2↔150.0 17.4 6 
2008 DG5    2025-Jun-05  19.5 54.8 138.2 7.7 1 
1997 NC1    2026-Jun-27  17.9   5.3↔69.8   76.7↔150.0 8.7 9 
1999 AN10   2027-Aug-07  17.9   5.3↔40.4 107.2↔147.5 26.7 4 
2012 EY11   2027-Sep-19  21.7 51.5↔66.2 150.0↔150.0 6.2 2 
2001 SQ3    2028-Mar-19  21.6 46.9↔77.5 122.2↔150.0 15.1 4 
2001 WN5    2028-Jun-26  18.2 16.1↔63.5   37.1↔150.0 10.1 9 
2011 LJ19   2028-Jul-25  21.4 58.5 150 9.9 1 
2004 OB     2028-Sep-30  18.8 41.8↔55.3 127.5↔150.0 8.6 2 
2001 XP31   2028-Nov-18  22.2 44.8↔78.3 143.8↔150.0 11.5 3 
2004 MN4 (Apophis) 2029-Apr-13  19.7   5.5↔62.8   55.8↔150.0 5.7 6 
aNumber of departure points along halo orbit from which asteroid can be reached. 
Appendix 2: Multiple-impulse linear optimization problem 
The methodology presented in Section 4.2 is employed to transition from an impulsive maneuver model to a more 
realistic thrusting model, referred to as quasi-impulsive model. This transition is performed leveraging yet another thrust-
ing model, referred to as intermediate model, in which each maneuver in the original impulsive trajectory is modeled as 
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multiple impulses instead. In order to determine the direction of these smaller impulses, the solution to a linearized 
trajectory optimization problem is employed and presented in the current section. 
The optimization problem consists in reaching the final state along a reference trajectory from an initial state along a 
nominal, uncontrolled trajectory, through multiple impulses (controls) executed at times 𝑡𝑖 (for 𝑖 = 0, … , 𝑁). The nominal 
trajectory of the spacecraft has final state 𝒙𝑓, and thus the objective of the controls is to reduce the difference Δ𝒙𝑓 =
𝒙𝑓 − 𝒙𝑟𝑒𝑓(𝑡𝑓). A graphical representation of the optimization problem is provided in Fig. 13. 
The objective function is defined in Eq. (10) as the summation of ΔV magnitudes (each of them with associated 
weighting coefficient 𝑘𝑖), under the final constraint Δ𝒙𝑓 = 𝟎. 




− 2 ∙ 𝝀𝑇 ∙ Δ𝒙𝑓 
(10) 
where the weighting coefficients may serve as a tool to control the relative magnitude of the impulses. A factor of 2 is 
included in Eq. (10) multiplying the final constraint for convenience in the development of the equations. Effectively, 
this factor is integrated in the definition of the weighting coefficients. 
The equations of motion along the reference trajectory (with initial state 𝒙𝑟𝑒𝑓(𝑡0)) are assumed to be linear and equal 
to those along the nominal trajectory. The state-transition matrix, referred to here as 𝝓𝑖𝑓, is used to relate variations in 
the states at time 𝑡𝑖 to the variation in the states at time 𝑡𝑓: 𝝓𝑖𝑓 = 𝝓(𝑡𝑖, 𝑡𝑓) = [𝝓𝒙(𝑡𝑓)/𝒓(𝑡𝑖), 𝝓𝒙(𝑡𝑓)/𝒗(𝑡𝑖)]. 
The difference in the final state can therefore be expressed in terms of the initial deviation from the reference trajec-
tory, Δ𝒙0 = 𝒙0 − 𝒙𝑟𝑒𝑓(𝑡0), the impulses Δ𝒗𝑖, and the state-transition matrices 𝝓𝑖𝑓, as in Eq. (11). 




where ?̂?𝑖𝑓 = 𝝓𝒙(𝑡𝑓)/𝒗(𝑡𝑖). 
Combining Eq. (10) and Eq. (11), the objective function can thus be expressed in terms of the controls and initial 
deviation as in Eq. (12). 
𝐽 = ∑ 𝑘𝑖 ∙ Δ𝒗𝑖
𝑇 ∙ Δ𝒗𝑖 − 2 ∙ 𝝀







For optimality, the partial derivatives of the objective function with respect to each control shall be equal to zero, 






= 2 ∙ 𝑘𝑖 ∙ Δ𝒗𝑖 − 2 ∙ ?̂?𝑖𝑓
𝑇 ∙ 𝝀 = 𝟎 for 𝑖 = 0, … , 𝑁 (13) 
From Eq. (13), each impulse can be expressed in terms of the Lagrange multipliers, associated weighting coefficient, 
and state-transition matrix as in Eq. (14). 
 







 for 𝑖 = 0, … , 𝑁 (14) 
Finally, substituting Eq. (14) into the definition of the final constraint Δ𝒙𝑓 = 𝟎 yields an equation for the Lagrange 
multipliers (see Eq. (15) and Eq. (16)). 















∙ (−𝝓0𝑓 ∙ Δ𝒙0) 
(16) 
The expression in Eq. (16) then fully defines the impulses described in Eq. (14). 
The solution to this multiple-impulse linearized optimization problem (with equal weighting coefficients for all im-
pulses) is applied to determine the direction of each 1.5-m/s impulse in Section 4.2. This optimization problem is in fact 
solved once for each impulse, considering only the remaining impulses after that particular maneuver, and employing 
only the corresponding Δ𝒗0. If the magnitude of Δ𝒗0 from Eq. (14) is larger than 1.5 m/s, then Δ𝒗0 is also scaled to have 
the desired magnitude. Finally, and as mentioned in Section 4.2, it may also be necessary to include one or two additional 
impulses in some cases in order to reach the desired final state (i.e., to encounter the asteroid). 
