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Let A1 , A2 , ..., AN and B1 , B2 , ..., BM be two sequences of events, and let &N(A)
and &M(B) be the number of those Ai and Bj , respectively, that occur. We prove
that Bonferroni-type inequalities for P(&N(A)u, &M(B)v), where u and v are
positive integers, are valid if and only if they are valid for a two dimensional tri-
angular array of independent events Ai and Bj , with P(Ai)= p1 and P(B j)= p2 for
all i and j. This result allows to derive a formula from which arbitrary Bonferroni-
type inequalities of the above type are reduced to the special case of no events
occurring. Such methods for proof and similar reduction formula were so far
available only for the case of exactly u and v events occurring. Several new
inequalities are obtained by using our results.  1999 Academic Press
AMS 1991 subject classifications: 60E15, 62E99.
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1. INTRODUCTION
Let A1 , A2 , ..., AN and B1 , B2 , ..., BM be two sequences of events on an
arbitrary probability space 0. Let &N(A) and &M(B) be the number of those
Ai and Bj , respectively, that occur. Set S0, 0=1, and for arbitrary non-
negative integers k and t,
Sk, t=Sk, t (N, M)=E _\&N(A)k +\
&M(B)
t +& . (1.1)
By turning to indicator variables, one easily gets that
Sk, t=: P(Ai1 & } } } & Aik & Bj1 & } } } & Bjt), (1.2)
where summation is over all subscripts 1i1< } } } <ikN, 1 j1< } } } <
jtM. While in (1.1) the cases of k or t equal to zero are well defined, to
include those cases in (1.2) we make the further assumption that whenever
k or t is equal to zero, the empty intersection that follows in (1.2) is
Article ID jmva.1998.1798, available online at http:www.idealibrary.com on
1
0047-259X99 30.00
Copyright  1999 by Academic Press
All rights of reproduction in any form reserved.
replaced by 0, the sample space. In such cases, Sk, 0 and S0, t coincide with
the one-dimensional kth and tth binomial moments of the Ai and Bj
respectively. For arbitrary nonnegative integers u and v we define
p(u, v)= p(u, v; N, M)=P(&N(A)=u, &M(B)=v)
and
q(u, v)=q(u, v; N, M)=P(&N(A)u, &M(B)v).
We are interested in finding sequences of numbers ck, t=ck, t(u, v; N, M)
and dk, t=dk, t(u, v; N, M) independent of the Ai and B j , for which, with
a=1 or &1, the inequalities
ap(u, v; N, M)+ :
N
k=0
:
M
t=0
ck, t(u, v; N, M) Sk, t 0 (1.3)
aq(u, v; N, M)+ :
N
k=0
:
M
t=0
dk, t(u, v; N, M) Sk, t0 (1.4)
hold for an arbitrary probability space and for arbitrary choice of the Ai
and Bj . These inequalities are known as Bonferroni-type inequalities.
Note that (1.3) and (1.4) are the bivariate extensions of the univariate
Bonferroni-type inequalities that consist of linear bounds for the distribu-
tion of &N(A) (or &M(B)) in terms of the one-dimensional binomial
moments of the Ai (or Bj). The definition of the bivariate Bonferroni-type
inequalities immediately generalizes to the multivariate case, which deals
with an arbitrary number of sequences of events (see Section 3).
One interesting aspect of Bonferroni-type inequalities is the wide field of
their applications. For example, they have been used to obtain limit
theorems in extreme value theory, combinatorics, graph theory, and to
estimate probabilities in several areas of statistics. Details can be found in
a recent book of Galambos and Simonelli [2]. At the end of Section 2 we
describe how to apply these inequalities to bound (estimate) multivariate
distributions.
It is important to stress how different applications require different types
of bounds. Let us consider inequalities (1.3) and (1.4), for example. If one
is interested in limit theorems then the number of terms in those bounds
can be very large, and, in the limit, even become infinite. However if actual
computations are needed, then a large number of terms in (1.3) and (1.4)
could be very impractical because the Sk, t could be known only for a
limited number of values of k and t, and (or) because the error introduced
in evaluating Sk, t could be so large that bounds involving several Sk, t
could become trivial.
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While the theory of the univariate case is well developed, and a large
collection of optimal inequalities is in many cases available (see Galambos
and Simonelli [2]), the multivariate case is yet in its development stage,
and the aim of this paper is to add a further result that unifies the theory
of the univariate and multivariate Bonferroni-type inequalities, as well as
producing a large collection of new inequalities. The results of this paper
unify those of Galambos and Xu [5, 6].
It is well known (see Galambos and Xu [6]) that (1.3) is valid if and
only if for any given nonnegative integers x and y, 0xN, 0 yM,
(1.3) holds in the special case that Ai and Bj are independent events with
P(Ai)= p1 , p1 # [0, 1], 1ix, P(Bj)= p2 , p2 # [0, 1], 1 j y, and
P(Ai)=P(Bj)=0 otherwise. The above authors also proved a reduction
formula from which inequalities for p(u, v), for arbitrary u and v, can be
reduced to those for p(0, 0). In Section 2 we prove a similar method for
(1.4) and obtain as a consequence a reduction formula as well. These
results allow one to generate a large collection of new inequalities for
q(u, v) closely related to those for p(u, v), and both will follow from the
single case of p(0, 0). In Section 3 we extend the above results to the multi-
variate setting.
We end this introduction by observing that since the results of Galambos
and Xu [6] and the results of this paper are an extension of the univariate
method of polynomials and corresponding reduction formulas for
P(&N(A)=u) and P(&N(A)u), proved by Galambos and Mucci [1] and
Galambos and Simonelli [3] respectively, the method of polynomials has
the further advantage of unifying the study of the univariate and multi-
variate Bonferroni-type inequalities, in both cases providing a method of
proof as well as a method to generate new inequalities.
2. AN EXTENSION OF THE METHOD OF POLYNOMIALS
We start by extending the bivariate method of polynomials for proving
(1.4).
Theorem 1. The validity of (1.4) on an arbitrary probability space for
arbitrary sequences of events A1 , ..., AN , B1 , ..., BM is equivalent to the
validity of the following collection of polynomial inequalities
a :
x
k=u
:
y
t=v \
x
k+ pk1(1& p1)x&k \
y
t+ p t2(1& p2) y&t
+ :
x
k=0
:
y
t=0
dk, t \xk+ pk1 \
y
t+ p t20 (2.1)
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for all integers x, y, N and M, with 0xN, 0 yM, and for all p1 and
p2 , 0p1 , p21.
Proof. Since (2.1) is obtained by considering &N(A) and &M(B) to be
independent binomial random variables with parameters x and p1 , and y
and p2 respectively, the validity of (1.4) for arbitrary choice of the Ai and
Bj immediately implies the validity of (2.1). To prove the converse we con-
sider (1.4) in the special case the Ai and Bj are either equal to 0, the sam-
ple space, or <, the empty set, obtaining
a2(u, v; x, y)+ :
x
k=0
:
y
t=0
dk, t \xk+\
y
t+0, 0xN, 0 yM, (2.2)
where 2(u, v; x, y)=1 if xu and yv, and 0 otherwise. Since (2.2) coin-
cides with the indicator representation of (1.4), it suffices to show that (2.1)
implies (2.2). So let us assume that (2.1) holds. By letting p1  1 and
p2  1, (2.1) reduces to (2.2), and the proof is complete. K
Before we present the reduction formula for q(u, v; N, M), we mention
the following representation of the partial derivatives of q(u, v; N, M) with
respect to p1 and p2 , in the case &N(A) and &M(B) are independent bino-
mial random variables with parameters N and p1 , and M and p2 , respec-
tively. That is,
2
p1 p2
q(u, v; N, M)=NMp(u&1, v&1; N&1, M&1) (2.3)
(see Galambos and Simonelli [3]).
Lemma 1. Assume that
ap(0, 0; N, M)+ :
N
k=0
:
M
t=0
ck, t(0, 0; N, M) Sk, t(N, M)0 (2.4)
holds for an arbitrary probability space and for arbitrary events Ai and Bj .
Then for arbitrary positive integers u and v,
aq(u, v; N+u, M+v)+ :
N
k=0
:
M
t=0
ck, t(0, 0; N, M) \k+u&1u&1 +
_\t+v&1v&1 + Sk+u, t+v(N+u, M+v)0. (2.5)
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Remark 1. The reduction formula of Galambos and Xu [6], given in
their Corollary 2.1, shows the equivalence of (2.4) with
ap(u, v; N+u, M+v)+ :
N
k=0
:
M
t=0
ck, t(0, 0; N, M)
_\k+uu +\
t+v
v + Sk+u, t+v(N+u, M+v)0.
It is interesting to notice that the reduction formulas for p(u, v) and q(u, v)
differ only on the binomial coefficients multiplying ck, t Sk+u, t+v .
Proof of Lemma 1. Let us assume that (2.4) is universally true. From
Theorem 1 it suffices to show the validity of (2.5) in the special case
&N+u(A) and &M+v(B) are independent binomial random variables with
arbitrary parameters x+u, p1 and y+v, p2 , 0p1 , p21, 0xN,
0 yM. In this case by first applying (2.3) and then (2.4) we have
aq(u, v; x+u, y+v)=a |
p1
0
|
p2
0
(x+u) \x+u&1u&1 + su&1(1&s)x
_( y+v) \y+v&1v&1 + rv&1(1&r) y dr ds
&|
p1
0
|
p2
0
(x+u) \x+u&1u&1 + su&1
_( y+v) \y+v&1v&1 + rv&1
_ :
x
k=0
:
y
t=0
ck, t(0, 0; N, M) \xk+ sk \
y
t+ rt dr ds
=& :
x
k=0
:
y
t=0
ck, t(0, 0; N, M)(x+u) \x+u&1u&1 +
_\xk+
pk+u1
k+u
( y+v) \y+v&1v&1 +\
y
t+
p t+v2
t+v
=& :
x
k=0
:
y
t=0
ck, t(0, 0; N, M) \k+u&1u&1 +
_\t+v&1v&1 +\
x+u
k+u+ pk+u1 \
y+v
t+v+ p t+v2 .
The proof is complete. K
We now give some applications of the above results.
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Inequality I. Let u and v be arbitrary positive integers. Then the
optimal Bonferroni-type upper bounds for q(u, v; N, M) in terms of Su, v ,
Su+1, v , Su, v+1 , Su+1, v+1 are given by
q(u, v; N, M)Su, v+bSu+1, v+cSu, v+1+bcSu+1, v+1 , (2.6)
where
b=&
\Nu +&1
\ Nu+1+
and c=&
\Mv +&1
\ Mv+1+
.
Remark 2. In the special case u=v=1, (2.6) coincides with the result
of Galambos and Xu [4].
To prove the validity of (2.6) we first assume that &N(A) and &M(B) are
independent binomial random variables with parameters x, p1 , and y, p2 ,
0p1 , p21, 0xN, 0 yM, respectively. In this case the right
hand side of (2.6) reduces to
_\xu+ pu1+b \
x
u+1+ pu+11 & } _\
y
v+ pv2+c \
y
v+1+ pv+12 & . (2.7)
Since the two factors in (2.7) are respectively the polynomial version of the
optimal Bonferroni-type upper bounds for q(u, 0; N, M)=q(u; N) in terms
of Su and Su+1 , and q(0, v; N, M)=q(v; M) in terms of Sv and Sv+1 , due
to Ma$ rga$ ritescu [7], the validity of (2.6) in the polynomial case is
immediate. An appeal to Theorem 1 extends the validity of (2.6) to
arbitrary events. To prove optimality we pass to indicator variables, and
assume that we can find constants a1 , a2 , a3 and a4 such that for all x,
0xN, and for all y, 0 yM,
g(x, y)=a1 \xu+\
y
v++a2 \
x
u+1+\
y
v+
+a3 \xu+\
y
v+1++a4 \
x
u+1+\
y
v+1+
2(u, v; x, y),
and moreover that for some x=xo and y= yo ,
g(xo , yo)<f (xo , yo)
=_\xou ++b \
xo
u+1+& } _\
yo
v ++c \
yo
v+1+& , (2.8)
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where f (x, y) is the indicator version of (2.7), easily obtained by proceed-
ing as in the proof of Theorem 1. We observe that since the first factor of
f (x, y) equals 1 at x=u, N and the second equals 1 at y=v, M, from the
optimality property of each factor we immediately have that u<xo<N
and v< yo<M. Moreover this implies that if (2.8) holds, and g(x, y)
2(u, v; x, y) for 0xN, 0 yM, then we must have that g(xo , y)&
f (xo , y)0 at y=v and M, and g(xo , yo)&f (xo , yo)<0. Since both f and
g can be written as ( yv ) times a linear function of y, we further have that
for yv the linear function h( y)=(g(xo , y)& f (xo , y))( yv ) is greater than
or equal to zero at y=v and M, and less than zero at y0 . However since
v< yo<M, this is not possible. Hence such g cannot be found, and the
optimality of (2.6) follows.
The above simple method of obtaining upper bounds by multiplying
univariate upper bounds in the binomial case and then transforming them
into general inequalities does not extend to lower bounds, since lower
bounds can be negative. An alternative procedure, suggested by Galambos
and Xu [6], is to consider the Taylor or the two-points Hermite inter-
polating polynomials of (1& p)N and (1&q)M together with the corre-
sponding error terms, and to bound such terms depending on whether we
are interested in upper or lower bounds. For example, using Taylor inter-
polating polynomials one has that
(1&w)t1&
tw
T
1&tw+
t(t&1)
T
w2,
for arbitrary t and w, 0tT, 0w1, from which we immediately
obtain that for arbitrary 0xN, 0 yM, 0p1 , p21,
(1& p1)x (1& p2) y(1& p2) y \1&xp1+x(x&1)N p21+
=(1& p2) y&xp1(1& p2) y+
x(x&1)
N
p21(1& p2)
y
1&xp1& yp2+
xp1 yp2
M
+
x(x&1)
N
p21+
y( y&1)
M
p22
&
x(x&1)
N
p21 yp2+
x(x&1) p21 y( y&1) p
2
2
NM
. (2.9)
Hence by the method of polynomials for the case of no events occurring,
we immediately have that for arbitrary events Ai and Bj ,
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Inequality II.
p(0, 0; N, M)1&S1, 0&S0, 1+
1
M
S1, 1+
2
N
S2, 0+
2
M
S0, 2
&
2
N
S2, 1+
4
NM
S2, 2 .
Using the reduction formulas in Remark 1 and Lemma 1 one can trans-
form the above lower bound into lower bounds for p(u, v; N, M) and
q(u, v; N, M). We leave the details for the reader.
Note that if in (2.9) we choose to bound (1& p2) y first and then
(1& p1)x, by proceeding as before one gets a similar collection of lower
bounds that can easily be obtained from the previous ones by replacing M
with N in the coefficient of S1, 1 , and by replacing &S2, 1 N with &S1, 2 M.
We end this section by describing applications for Inequalities I and II.
Let X1 , X2 , ..., XN and Y1 , Y2 , ..., YM be two sequences of random
variables, and X1: NX2: N } } } XN: N , Y1: MY2: M } } } YM: M their
order statistics. For arbitrary real numbers x and y we define Ai=[Xix]
and Bj=[Yj y]. Then
q(u, v; N, M)=P[Xu: Nx, Yv: M y],
and the joint distribution of the u th and v th order statistics of the Xi and
Yj , respectively, can be estimated by Inequality I without any assumption
on dependence other than what is implied by Su, v , Su+1, v , Su, v+1 , and
Su+1, v+1 . If we replace x and y by two sequences of real numbers xi and
yj , and define Ai=[Xi>xi] and Bj=[Yj> yj], then
p(0, 0; N, M)=P[Xixi , Yj yj , 1iN, 1 jM],
and Inequality II give bounds or estimates for the joint distribution func-
tion of the combined sequences Xi and Yj , 1iN, 1 jM.
3. MULTIVARIATE EXTENSION
In this section we extend Theorem 1 and Lemma 1 to several sequences
of events. As in Galambos and Xu [6], a distinction between two and
several sequences of events is simply made for notational convenience. The
proofs of both Theorem 1 and Lemma 1 carry over the multivariate exten-
sion with no substantial changes, and therefore they will be omitted.
Let us consider d sequences of events, Aij , 1inj , 1 jd, and let
&nj (A; j), 1 jd, be the number of those Aij , 1in j , that occur. For
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k=(k1 , k2 , ..., kd) with nonnegative integer components we define Sk to be
the joint binomial moments of the &nj (A; j), 1 jd. Let n=(n1 , n2 , ..., nd),
and let u=(u1 , u2 , ..., ud) with integer components with 1ujnj . As in
the bivariate case, the ck =ck (u; n) are constant real numbers independent
of the Aij , and a=&1 or 1.
Theorem 2. The inequalities
aP(&nj (A; j)uj , 1 jd )+ :
n
k=0
ckSk 0 (3.1)
are universally valid if and only if they are valid in the following cases: for
any given vector x=(x1 , x2 , ..., xd) of integer components with 0x jnj ,
the combined sets Aij , 1inj , 1 jd, of events constitutes independent
events with P(Aij)= pj , 1ixj , 1 jd, and P(Aij)=0 otherwise, where
( p1 , p2 , ..., pd) runs through the vector 0p j1, 1 jd.
The above theorem can now be utilized to derive inequalities as in (3.1)
from inequalities for P(&nj (A; j)=0, 1 jd ), via a reduction formula
similar to that in Lemma 1. We leave the details of this derivation to the
reader.
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