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ABSTRACT
Essays on Financial Risk Modeling and Forecasting
BY
Jinyu Yu
May 30, 2014
Committee Chair: Richard Luger
Major Academic Unit: Department of Risk Management and Insurance
The first chapter examines statistical inference in the context of a generalized version of the widely
used Vasicek credit default model, whereby the purely static model is extended to allow for autocor-
related default rates and macroeconomic risk factors. The proposed inference method proceeds by
numerically inverting a likelihood ratio test and then it exploits projection techniques to produce
simultaneous confidence intervals for general non-linear functions of the model parameters, includ-
ing multi-step ahead expected losses. An extensive simulation study reveals that the new method
outperforms Delta method and even the usual residual and parametric bootstrap procedures. The
results of an empirical application to U.S. bank loan losses show that moving from the static to the
dynamic default rate distribution significantly lowers the implied economic capital requirements.
The second chapter studies long-term risk management which has gained great importance following
several tremendous financial crises. It focuses on the 10-day and 30-day ahead forecast of the most
popular tail risk measure, value-at-risk(VaR). Two categories of approaches are utilized: 1, direct
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VaR forecast by square-root-of-time rule (SRTR) and pseudo return generation by GARCH model,
using Monte Carlo Simulation (GARCH-MC). 2, indirect VaR forecast through a volatility forecast
by autoregressive models of realized volatility and mixed-frequency sampling (MIDAS) method.
By an extensive comparison of out-of-sample forecasts and back-testing statistics, it is shown that
SRTR combined with Cornish-Fisher approximation outperforms the alternatives and provides
adequate forecasting accuracy. The possible reason is that serial correlation is not significant in
the returns and the effects of other stylized facts in returns offset each other. The indirect forecast
approach does not perform as well as the direct approach.
The last chapter proposes an innovative approach of forecasting swap spreads. It is shown that
swap spreads and the risk factors tend to be random walk processes, and the residual obtained
from regressing swap spread on a set of contemporaneous risk factors is a mean-reverting process.
Information contained in the residual is explored by using it as the predictor of future swap spread.
In terms of forecasting methodology, this chapter introduces an efficient and simple method through
modeling residual as an Ornstein-Uhlenbeck (OU) process. The forecasting is implemented over a
continuous set of horizons from 1 day to 200 days. Two measures of forecasting errors are utilized:
mean squared error (MSE) and mean absolute error(MAE). By comparing errors of both in-sample
and out-of-sample forecasting, evidence is found that the residual obtained from a contemporaneous
regression of swap spreads on the risk factors contains significant predicative information. Moreover,
modeling residual as an OU process achieves superior forecasting performance than the alternatives.
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CHAPTER 1
Simultaneous Confidence Intervals for Dynamic Default Rates
1.1. Introduction
It is a regulatory requirement that financial institutions should reserve sufficient capital due
to exposure to credit risk. Estimates of bond and loan loss distribution are crucial to capital
calculation. In the case of large and diversified portfolios, Vasicek (1987; 1991) suggests an attractive
way to model loan losses. Building on a simple latent variable model of default, he shows that the
distribution of loss rate converges to a simple closed form expression as the number of exposures
in the portfolio increases to infinity. This loan loss distribution serves as the basis of the capital
charge formula contained in the Basel II proposals. A drawback with the simple Vasicek model
is that it is a purely static, one-period model, while portfolio default rates move in a predictable
way from period to period, and have well-defined time series tendency. Lamb and Perraudin (2008)
develop a dynamic and conditional version of Vasicek’s default rate distribution, and employ the
new dynamic model in their analysis of US bank loan losses. They give point estimates of capital
charges for different loan categories. The limitation of their calculation is that the capital charges of
certain loan categories are the same through the entire time period. More importantly, the capital
charges given in Lamb and Perraudin (2008) are only point estimates with an accuracy that is
hard to define. Therefore, it is crucial to quantify the estimation uncertainty present in the capital
calculation. In this paper, I model the dynamics of capital charges based on dynamic Vasicek loss
rate models and give out-of-sample estimates of capital charges of the next year. In order to make
good inference about the estimates, I construct a simultaneous confidence band around the point
estimates of the capital charges, which is defined as a collection of intervals that is constructed to
have a simultaneous coverage probability of 0.95.
Our study relates to two strings of literature. The first string explores the modeling of default
rates with latent variable, which is a structural model. Merton (1974) proposes this framework,
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where asset value is defined as the relevant latent variable, and default takes place when the
value of the obligor’s asset is less than its debt at the end of certain period. Vasicek (1987) first
approximates the loss distribution on large homogeneous loan portfolios under Bernoulli mixture
model and normality of asset return which contains a Gaussian common factor and a Gaussian
idiosyncratic factor. Schonbucher (2001) and Bee (2007) consider a generalized one-factor Bernoulli
mixture model where the common factor and idiosyncratic factor have arbitrary distributions,
respectively. Schloegl and O’Kane (2005) extend the limiting loss distribution under the Gaussian
framework to the case of the Student’s t copula, based on the mean variance normal mixture from
Frey and McNeil (2003) and provide the semi-analytic form of the limiting distribution of credit
losses. As the first dynamic extention of Vasicek’s model, Lamb and Perraudin (2008) develop the
dynamic loan loss distribution by assuming the underlying factors which drive the latent variables
to be an autoregressive process. Lee and Poon (2011) develop new static and dynamic credit loss
distributions on homogeneous portfolios based on multivariate skew elliptical distributions such as
skew normal, student’s t and skew t distributions. As my interest is to derive the dynamic capital
charges and construct the simultaneous confidence intervals based on the dynamic Vasicek model,
I assume Gaussian distribution of both common and idiosyncratic factors.
The key element in the Basel II capital calculation is value-at-risk (VaR), which constitutes
the unexpected loss in Basel II formula. In this sense, Spierdijk (2013) is similar to my analysis,
who proposes a residual subsample bootstrap methodology to obtain confidence intervals for QML-
based ARMA-GARCH VaR estimates. However, my analysis is based on the dynamic Vasicek
default rate model and predict the capital path during the following four quarters (one year),
which allows me to monitor quarter by quarter. In respect of inference, I focus on the simultaneous
confidence band around the capital path. This is more informative than a single confidence interval
for static capital charges. A simultaneous confidence band is also more conservative than pointwise
confidence intervals by definition. There are several papers using simultaneous confidence bands
for various inferential purposes: Bhargava and Spurrier (2004), Liu et al. (2004), Seppanen and
Uusipaikka (1992) and Sun et al. (1999), etc. Constructing simultaneous confidence bands into
capital calculations is important and necessary to the credit risk practitioner. It also fills in an void
in the inference literature.
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In choosing an appropriate methodology of constructing confidence intervals, a methodology
that works well with a finite sample is crucial, given a relative small sample size. Luger (2012)
provides an explicit closed-form analytical solution for projection-based simultaneous confidence
sets for parameter ratios. Specifically, it constructs simultaneous confidence intervals for the pa-
rameters by numerically “inverting” the likelihood ratio test and collecting parameter values from
a grid of admissible candidate values that are not rejected by the test. This method (projection-
based method afterwards) applies to a wide class of models suitable for estimation by consistent
asymptotically normal procedures. This paper is also in line with constructing simultaneous con-
fidence sets for the nonlinear function of multiple parameters through Monte Carlo tests. This
methodology was originally proposed by DWass (1957) and extended by Dufour (2006). Similar
approach has been used by Dufour and Jouini (2006) and Dufour and Valery (2009).
There are several other methods of constructing confidence interval for a non-linear function
of parameters in the literature. Bootstrap has been very popular in terms of inference, such as in
Efron (1979), DiCiccio and Efron (1996), and Mammen (1993), et. al. There are many bootstrap
methods that can be used, e.g. MacKinnon (2006). For a simple comparison purpose, the basic
Residual Bootstrap and Parametric Bootstrap are employed in my simulation section to compare
with the projection-based method. delta method is another popular method for inference of a non-
linear function, which was introduced by Duan (1994). By extensive simulation, I show that the
projection-based method provides satisfying coverage with narrower width of confidence intervals
for a non-linear function of multiple parameters. Confidence intervals generated by Bootstrap are
the narrowest, but they do not provide enough coverage. delta method is the opposite: it provides
100% coverage but the confidence intervals are too wide to convey any useful information.
In the empirical analysis, the projection-based method is applied to construct simultaneous
confidence intervals of capital requirement for U.S. commercial bank loan losses, based on the dy-
namic Vasicek models. Compared to the Basel II formula and capital function from the static
Vasicek model, capital requirements are much lower under the dynamic Vasicek model. Including
macroeconomic variables, further lowers the capital requirement. Lastly, I endogenize the macroe-
conomic variables and implement a stress test by combining the vector autoregressive model (VAR)
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and the impulse response function (IRF). It shows that the capital requirement increase dramati-
cally following a negative shock and the effect will die out in four years.
The paper is organized as follows: Section 1.2 presents AR Vasicek and ARX Vasicek dynamic
default rate models. Section 1.3 derives the dynamic capital functions under AR and ARX Vasicek
model based on the Basel II capital formula. Section 1.4 introduces the projection-based method
proposed in Luger (2012). It begins by finding the confidence sets of parameters and then obtains
the simultaneous confidence intervals through the projection technique. To make sure it is valid
to use asymptotic approximation in the finite sample, a simulation test is performed. Section 1.5
describes the four methodologies that are used in finding confidence intervals in detail. It also
presents the simulation results of the horse race among the four methods, which shows that the
projection-based method outperforms other alternatives. Section 1.6 gives the empirical application.
It constructs a simultaneous confidence band of capital requirement under the dynamic Vasicek
models, using the projection-based method. The capital requirement is much lower under the
dynamic Vasicek models compared to that under the Basel II and the static Vasicek model. Section
1.7 performs a stress test by endogenizing macroeconomic variables and applying a combination of
the VAR structure and the IRF. Section 1.8 concludes.
1.2. Default Rate Model
In this section, I introduce the dynamic Vasicek model to allow for autocorrelated common
factors and I include observable macroeconomic variables, as proposed in Lamb and Perraudin
(2008). This model shows that the pattern of autocorrelation is inherited by the transformation of
aggregate loss rates.
1.2.1. AR Vasicek Model. Suppose there are N obligors in one portfolio. If not default at
t-1, the ith obligor defaults at t if a latent variable, Zit satisfies Zit < c. Constant c is the default
threshold, which is assumed constant over time.
Assumption 1. Suppose that Zit satisfies such a factor structure for t = 0, 1, 2, ... and
i = 1, 2, ...,n as follows:
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Zit =
√
ρXt +
√
1− ρit, it ∼ i.i.d N(0, 1) (1.2.1)
Assumption 2. The process Xt follows a strictly stationary AR model of the form:
Xt =
√
βXt−1 +
√
1− βηt, 0 < β < 1 (1.2.2)
Assumption 3. The random variables t and ηt, for −∞ < t < ∞ are i.i.d. normally
distributed, with zero mean and unit variance. In addition, t and ηt are independent of each
other.
From the structure above, both Zit and Xt have unit variance. The unconditional probability
of default of the i-th obligor, q is defined as:
q = P(Zit < c) (1.2.3)
Denote the default fraction of the pool that defaults at t as αt, and a transformation Yt =
Φ−1(αt). I can obtain the following results (see derivation details in the Appendix):
Proposition 1. Assume an obligor who is not in default at t− 1 defaults at t if the latent variable
Zi,t < c and Zi,t satisfies Assumption 1 ∼ 3. As N→∞, the transformed default rate Yt converges
to the following Gaussian order -1 autoregressive process:
Yt =
√
βYt−1 + (1−
√
β)
Φ−1(q)√
1− ρ −
√
ρ(1− β)
1− ρ ηt (1.2.4)
From Proposition 1, it is easy to infer that the transformed default rate follows Gaussian
distribution:
Yt ∼ N
(√
βYt−1 + (1−
√
β)
Φ−1(q)√
1− ρ,
ρ(1− β)
1− ρ
)
(1.2.5)
1.2.2. ARX Vasicek Model. It is also interesting to evaluate how the portfolio will behave
in the event of a recession. The recession could be a deterioration in macroeconomic variables, such
as unemployment rate or industry production. I still follow the model setup in Lamb and Perraudin
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(2008), where the default rate is driven by a combination of observable macroeconomic factors and
unobservable common factors. I follow the literature and use the notation “ARX” to represent the
dynamic model, conditional on macroeconomic variables. In Assumption 1, the obligor i is assumed
to default at time t based on Zi,t in equation (3.3.1). Now Zi,t is composed of both unobserved and
observed factors:
Zi,t =
√
ρ
(√
1− λ2Xt + λ
J∑
j=1
a∗j Mj,t
)
+
√
1− ρi,t (1.2.6)
where the Mj,t are observable macroeconomic variables. Lamb and Perraudin (2008) assume the
macroeconomic variables to be completely exogenous. Two approaches are adopted: 1, I let macroe-
conomic variables be exogenous; 2, I add the Vector Autoregression (VAR) structure into macroe-
conomic variables and apply the impulse response function to implement a stress test. Xi,t is a
first-order autoregressive stochastic process as before and i,t and ηt are still independent Gaussian
distributed. Coefficient λ determines the contribution of the observed factors to Zi,t. The model
requires that λ ∈ (−1, 1). The ∑Jj=1 a∗j Mj,t is re-scaled to ensure that unconditionally Zi,t has unit
variance. Now I have:
Zi,t =
√
ρ
(√
1− λ2Xt + λa′M
)
+
√
1− ρi,t (1.2.7)
where
aj ≡
a∗j√∑J
k=1
∑J
m=1 a
∗
ka
∗
mCovariance(Mk,t,Mm,t)
(1.2.8)
and
∑
ajMj has been written in vector times vector. Macroeconomic variables Mj,t (j = 1,2,...,J)
are assumed to be stationary series, so the covariance matrix is independent of time. Then the
transformed default rate Yt follows Gaussian distribution:
Yt ∼ N
(
Φ−1(q)−√ρ√1− λ2√βXt−1 −√ρλa′M√
1− ρ ,
ρ(1− λ2)(1− β)
1− ρ
)
(1.2.9)
Proposition 2. Under the above assumptions, when individual obligor latent variable Zi,t and the
unobserved common factor Xt follow the process given in equation (3.4.6) and (3.3.4), respectively,
as the number of obligors N →∞, the transformed default rate Yt converges to the process:
Yt =
√
βYt−1 + (1−
√
β)
Φ−1(q)√
1− ρ −
√
ρ√
1− ρλa
′(Mt −
√
βMt−1)−
√
ρ(1− β)(1− λ2)
1− ρ ηt (1.2.10)
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1.3. Capital Calculation
In this section, I consider the implications of the dynamic default rates for capital modeling
based on the Basel II capital formula under the IRB approach (internal ratings-based), which is:
Capital = LGD× Φ(Φ
−1(q) +√ρΦ−1(0.999)√
1− ρ )− LGD× q (1.3.1)
where q is the expected default probability (or unconditional default probability) and LGD is the
loss given default, taken from Basel Committee on Banking Supervision (1999). In fact, the first
term in the formula is the conditional expected loss or value at risk at 99.9% quantile, and the
second term is the expected loss. This is just a static or one-period capital formula, and I will
derive the dynamic capital formula in the spirit of Basel II formula in the following section.
Consider a transformed default rate that follows Gaussian distribution, i.e. Y ≡ Φ−1(Loss) ∼
N(µ, σ2), and assume γ to be the probability that the actual loss is greater that the VaR, i.e.
P(Loss ≥ VaR) = γ. After a few steps of derivation (see Appendix), I get:
VaR = Φ(µ+ σΦ−1(1− γ)) (1.3.2)
Equation (1.3.2) is the base formula to derive capital calculation under the dynamic default rate
models.
1.3.1. AR Vasicek Model. Recall the distribution of the transformed default rate Yt under
AR Vasicek model:
Yt+1|It ∼ N
(√
βYt +
1−√β√
1− ρΦ
−1(q),
ρ(1− β)
1− ρ
)
If β = 0, I obtain the distribution of Yt under the static Vasicek model, with mean of
Φ−1(q)√
1−ρ
and variance of
√
ρ√
1−ρ . Based on equation (1.3.2), value at risk under this distribution is:
VaR = Φ
( 1√
1− ρΦ
−1(q) +
√
ρ
1− ρΦ
−1(1− γ)
)
(1.3.3)
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This is exactly the Basel II capital formula, where γ = 0.01. Naturally, if β 6= 0, I can calculate
capital requirement at time t+1 based on information at time t as follows:
VaRt+1|It = Φ
(√
βYt +
1−√β√
1− ρΦ
−1(q) +
√
ρ(1− β)
1− ρ Φ
−1(1− γ)
)
(1.3.4)
In this case, the capital formula is dynamic, under which the capital requirement changes with the
newly obtained information. In the spirit of Basel II, I will also consider capital calculation within
a one-year time frame. The loss rate data that I use at a quarterly frequency, allows me to divide
the one-year frame into four smaller periods and derive the capital requirement for each quarter.
The aim is to construct confidence intervals for the out-of-sample capital requirement. In other
words, I need to construct the simultaneous confidence intervals for four quarters, i.e. confidence
band for VaRt+i|It , i = 1, 2, 3, 4.
I impose covariance-stationary and assume that 0 < β < 1. In the Appendix, I show that:
Yt+i|It ∼ N
(
β
i
2Yt +
1−√β√
1− ρΦ
−1(q)(1 + ...+ β
i
2 ),
ρ(1− β)
1− ρ (1 + ...+ β
i
2 )
)
and
VaRt+i|It = Φ
(
β
i
2Yt +
1−√β√
1− ρΦ
−1(q)(1 + ...+ β
i
2 ) +
√
ρ(1− β)
1− ρ (1 + ...+ β
i
2 )Φ−1(1− γ)
)
Notice the VaR equation is a function of parameter θ = (q, ρ, β), i.e. VaRt+i|t = vi(q, ρ, β), where
vi(·) denotes the VaR function. Then the capital requirement for the ith quarter during next year
is:
Capitalt+i|It = LGD× vi(q, ρ, β)− LGD× q, i = 1, 2, 3, 4 (1.3.5)
From equation (1.3.5), we can see that capital requirement is entirely determined by a non-linear
function of parameters (q, ρ, β). The dynamic capital function is G(θ) = {g1(θ), g2(θ), g3(θ), g4(θ)}
and G(θ): Θ→ R4, where Θ is the parameter space and gi(q, ρ, β) = LGD× vi(θ)− LGD× q.
1.3.2. ARX Vasicek Model. In theory, the ARX Vasicek model allows me to add as many
macroeconomic variables as needed. For demonstrating purpose, I pick unemployment rate and
industry production for example. In addition to the existing parameters in AR Vasicek model, three
more parameters are added: λ, a1 and a2. The transformed default rate Yt+i|It has the distribution
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as follows:
Yt+i|It ∼ N
(
β
i
2Yt +
1−√β√
1− ρΦ
−1(q)(1 + ...+ β
i
2 )−
√
ρ
1− ρλa(Mi − β
i
2Mt),
ρ(1− β)(1− λ2)
1− ρ (1 + ...+ β
i
2 )
)
Naturally, VaRt+i|It = vi(q, ρ, β, λ, a1, a2), where
vi(q, ρ, β, λ, a1, a2) = Φ
(
β
i
2Yt +
1−√β√
1− ρΦ
−1(q)(1 + ...+ β
i
2 )−
√
ρ
1− ρλa(Mi − β
i
2Mt)
+
√
ρ(1− β)(1− λ2)
1− ρ (1 + ...+ β
i
2 )Φ−1(1− γ)
)
The capital requirement for the i-th quarter during next year is
gi(q, ρ, β, λ, a1, a2) = LGD× vi(q, ρ, β, λ, a1, a2)− LGD× q, i = 1, 2, 3, 4 (1.3.6)
Now I have obtained the capital formula for the AR and ARX Vasicek models, and next step
is to construct the simultaneous confidence intervals for out-of-sample capital requirement of the
following four quarters. Luger (2012) proposes a general methodology for constructing simultaneous
confidence sets by numerically inverting the conventional likelihood ratio test and a projection
technique to produce confidence sets for general functions of the parameters. I am going to apply
this projection-based methodology to construct the simultaneous confidence intervals for the capital
requirement. In fact, there are already several methods available to find the confidence interval
for non-linear functions, such as the Bootstrap and delta Method. I will perform an elaborate
comparison in terms of constructing confidence intervals.
1.4. Projection-based Methodology
In this section, I briefly describe the methodology used to construct simultaneous confidence
intervals as proposed in Luger (2012). Let Y = (Y1,Y2, ...,YT)
′ represent the observed transformed
default rate sample, and the log-likelihood function given the initial values is written as:
L(θ; Y) =
T∑
t=1
lt(θ) (1.4.1)
Since Yt ∼ N(µ, σ2), and µ =
√
βYt−1 + 1−
√
β
1−ρ Φ
−1(q), σ2 = ρ(1−β)1−ρ ,
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lt(θ) = −0.5log(2pi)− 0.5log(σ2)− 0.5(Yt − µ)
2
σ2
(1.4.2)
This is the sample log-likelihood of observations at time t. AR and ARX Vasicek models are
estimated by maximum likelihood so that θˆ satisfies
θˆ(Y) = arg max
θ∈Θ
L(θ; Y)
According to the model setup, the parameter set Θ is compact (i.e. closed and bounded). The
compactness of the Θ serves to bound the grid used to construct the confidence sets.
1.4.1. Confidence Sets of Parameters.
H0 : θ = θ0, H1 : θ 6= θ0
where θ0 ∈ Θ
The conventional likelihood ratio (LR) statistic is:
LR(θ0; Y) = 2(L(θˆ(Y); Y)− L(θ0; Y))
where L(θ; Y) is the log-likelihood of Y evaluated at θ, asymptotically follows a chi-squared distri-
bution with degree of freedom equal to the number of parameters to be estimated, given that H0
is true.
Consider the test at level α of H0 that rejects the null hypothesis if LR(θ0) > cα, where cα
is the critical value for an α-level test. The associated confidence interval at level 1-α is given by
C1−α = {θ ∈ Θ : LR(θ0,Y) ≤ cα}. Notice that MLE θ cannot be rejected at any level α ∈ (0, 1],
which means that C1−α(θ,Y) can never be empty, with at least one element, i.e. θˆMLE. A potential
concern when using likelihood ratio statistics is that finite-sample distribution may not be well
approximated by the asymptotic chi-square distribution, especially when the sample size is small.
I will show in the later section that with a sample size of 120 the approximation is still valid by
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performing intensive simulation. Assuming the asymptotic distribution approximates very well to
the actual finite-sample distribution, I use the following algorithm:
First, a set of grid points (θ10,...,θ
M
0 ), where θ
i
0, i = 1, ...,M is uniformly distributed in Θ
is generated. Second, if LR(θi0,Y) < c
asy
α , where c
asy
α is the critical value from asymptotic χ2
distribution, then θi0 is kept, otherwise, it is rejected. Third, all the unrejected θ
i
0’s constitute
C1−α, which is a conservative confidence set of θ.
1.4.2. Projection-Based Simultaneous Confidence Intervals. Given the confidence set
of parameters, it is possible to derive a confidence interval for general functions of the parameter
vector θ using a projection technique. Consider a non-linear continuous function1 f(θ) ≡ f(θ,Y) ∈
Rm and an observed sample Y. From the projection theory, it is clear that θ ∈ C1−α ⇒ f(θ) ∈
f(C1−α), where f(C1−α) = {ψ ∈ Rm : ∃ θ ∈ C1−α, f(θ) = ψ}. Therefore,
Pr[f(θ) ∈ f(C1−α)] ≥ Pr[θ ∈ C1−α] ≥ 1− α (1.4.3)
This implies that f(C1−α) is a conservative confidence interval of f(θ).
In respect of dynamic capital calculation, Section 1.3 describes the generalized capital functions
G(θ) = {g1(θ), g2(θ), g3(θ), g4(θ)}, which are non-linear and continuous functions. The goal is to
find the simultaneous confidence intervals (or a simultaneous confidence band). I define a 95%
simultaneous confidence band as a collection of confidence intervals for all capital functions that
is constructed to have simultaneous coverage probability of 95%. More specifically, I consider
constructing confidence intervals for ψi, t = 1, 2, 3, 4, and I define the capital function gi(θ) = ψi,
i = 1, 2, 3, 4. Then function gi(C1−α) is denoted as the projection of C1−α of function gi(θ). From
equation (1.4.3), I know:
Pr[ψi ∈ gi(C1−α)] ≥ 1− α, i = 1, 2, 3, 4 (1.4.4)
Thus, {gi(C1−α), i = 1, 2, 3, 4} are simultaneous confidence intervals with a joint confidence level
that is greater or equal to 1− α.
1The application of the projection technique is not limited to continuous function, and more details can be found in
Luger (2012).
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1.4.3. Simulation Test of Asymptotic Distribution. The algorithm in section 1.4.1 is only
valid if the log-likelihood is asymptotically Chi-squared distributed. To verify the effectiveness of
using asymptotic distribution to approximate the finite-sample distribution, a series of simulations
are performed.
I first generate a finite sample Y˜t with the number of observations T for each picked θtr =
(qtr, βtr, ρtr) according to the dynamics of Yt in equation (3.4.3). Secondly, I check whether
L(θtr; Y˜) < L(θˆ(Y˜); Y˜)casyα /2. If it is true, θtr is rejected and vice versa. To achieve sufficient
effectiveness through using asymptotic approximation, I aim to have a rejection rate of 5% or less
out of 1000 repeated simulations. The simulation results are reported in Table 1.1. The empir-
ical estimates of parameters of the C&I sector are chosen as the baseline θtr. Then, each of the
parameter in θ is increased or decreased to its extreme value obtained from the empirical test to
examine how the rejection rate alters with the parameter change. For the same sets of θtr, I also
let T be 240 or 480, and this allows me to see how the efficiency of using asymptotic approximation
evolves when the sample size becomes larger. It is shown that as T increases the rejection rate
reduces and gets closer to 5%, meaning that it is more valid to use asymptotic approximation when
the sample size is larger. For T = 120, the rejection rate is slightly bigger, but still very close
to 5%. Similar procedures are performed under ARX Vasicek models as well, and the rejection
rates are reduced further (See Table 1.2). Therefore, it is valid for me to proceed under asymptotic
chi-squared distribution assumption in the projection-based method.
1.5. Simulation
The goal of this section is to compare the projection-based method with Bootstrap (resid-
ual/parametric) and delta method in terms of constructing simultaneous confidence sets for capital
requirement. I run a horse race among the four methods. For each selected set of parameters, a se-
ries of default rates are generated according to the dynamics of Yt in equation (3.4.3) and (1.2.10),
which are then treated as the “real” data in the simulation. As I know exactly what the underlying
parameters are, I am able to calculate the “true” capital requirement for next four quarters by
capital function G(θtr). My goal is to find the possibility that the true capital requirement path
falling into the confidence intervals, constructed by each of the four methods. Here the possibility
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is called “coverage” later. More important aspect of the confidence intervals is how wide they are.
Caution needs to be taken when the confidence interval is too wide. From now on, I will name the
possibility of one true capital charge falling in its respective confidence interval as “marginal cover-
age” and call the possibility of the entire true capital path falling in the confidence band as “joint
coverage”. The width of one confidence interval is defined as the upper bound of the interval minus
the lower bound, and this is named “marginal width”. In addition, to make the comprehensive
comparison of the width of confidence intervals possible, a “joint width” is defined as the volume
of the four marginal widths. Under each method, marginal (joint) coverage, marginal width and
volume are calculated for each selected parameter set.
Now I will provide a brief description of how these four methods are implemented once default
rates are simulated.
1.5.1. Description of Projection-Based Method. First, I find the set of accepted Θˆ by
the methodology described in Section 1.4. For each θˆi in Θˆ, I apply capital function G(θˆi) ={
g1(θˆi), g2(θˆi), g3(θˆi), g4(θˆi)
}
to get the path of capital charges, which forms the confidence band.
Second, check whether each of the gi(θtr) falls in the confidence interval of gi(Θˆ). I define an
indicator with value 1 if the answer to the check is yes, 0 otherwise. Furthermore, I also whether
the entire path G(θˆtr) is within the confidence band G(Θˆ). In the end, I have five indicators
recording whether the confidence intervals contain the true capital charges. The width of interval
is also recorded. Then, step 1 and 2 are repeated 1000 times. Third, I obtain the marginal (joint)
coverage and marginal (joint) width. Then, coverage is calculated as the number of 1’s divided by
1000. Width is calculated as the average width of confidence intervals that contain the true value.
1.5.2. Bootstrap. “The bootstrap” was first proposed by Efron (1979), as the arrival of cheap
and fast computers made intensive computation feasible. By the 1970s, statistics faced the problem
of quantifying the uncertainty of inferences without using either implausibly helpful assumptions
or asymptotics. The most successful solution was to combine estimation with simulation. Efron’s
insight was to simulate the replication of data, based on the fitted model to the real data. After all,
the fitted model is a guess at the mechanism which generated the data. By hypothesis, simulated
data generated by the mechanism has the same distribution as the real data. Feeding the simulated
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data through the fitted model gives one draw from the sampling distribution, and repeating this
many times yields the sampling distribution.
There are many variations of bootstrap and they do not always work well. MacKinnon (2006)
shows that the residual bootstrap works better than other alternatives when the error terms are
independent and identically distributed. If the model is specified correctly, the error terms in the
models are independent and identically distributed. In addition, the distribution is assumed to be
known for dynamic Vasicek models. So, parametric bootstrap is also a good candidate. Therefore,
I adopt both residual Bootstrap and parametric Bootstrap method to make the comparison.
• Residual Bootstrap: Suppose the original data set is y and the parameter estimate from the
data is θˆMLE. Based on θˆMLE, surrogate data simulated from the fitted model are y1
?, y2
?,..., yB
?,
and B = 999 in this case. The residuals are rescaled so that they have the correct variance and the
simplest type of rescaling of residual is:
η¨t =
(
n
n− k
)1/2
ηˆt
where k is the number of parameters. Residual bootstrap generates a typical surrogate data sample
using rescaled residuals by equation (1.5.1), and the first pre-sample value of yt is used to start the
recursive process:
Yt
? =
√
βˆY?t−1 + (1−
√
βˆ)
Φ−1(qˆ)√
1− ρˆ −
√
ρˆ(1− βˆ)
1− ρˆ η
?
t , η
?
t ∼ EDF(η¨t) (1.5.1)
The bootstrap errors η?t are resampled from η¨t. In other words, they are drawn from the empirical
distribution function (EDF) of η¨t.
• Parametric Bootstrap: The only difference between residual bootstrap and parametric boot-
strap is the way of generating the error terms. For parametric bootstrap, I just replace equation
(1.5.1) by the parametric bootstrap data-generating process (DGP):
Yt
? =
√
βˆY?t−1 + (1−
√
βˆ)
Φ−1(qˆ)√
1− ρˆ −
√
ρˆ(1− βˆ)
1− ρˆ η
?
t , ηt
? ∼ N(0, s2) (1.5.2)
Here the bootstrap errors are independently and normally distributed with variance s2, which is
the OLS estimate of the error variance.
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• Calculation of Confidence Interval: After the surrogate data set is generated by residual
(parametric) bootstrap, the corresponding re-estimates of the parameters of the surrogate data are
θ?1, θ
?
2,...,θ
?
B and the mean of θ
? is θ¯?. Then the bootstrap standard error is:
s?(θˆ) =
 1
B− 1
B∑
j=1
(θ? − θ¯?)2
1/2
The confidence interval is:
[θˆMLE − s?(θˆ)z1−α/2, θˆMLE + s?(θˆ)z1−α/2]
z1−α/2 is the 1−α/2 quantile of the standard normally distribution. Here, I am interested in a func-
tional form of θ, i.e. G(θ) = (g1(θ), g2(θ), g3(θ), g4(θ)). It is simple to get G(θ
?
1), G(θ
?
2),...,G(θ
?
B).
For each set of gi(θ
?
j ), j = 1,2,...,B, I calculate the confidence interval as follows:
[gi(θˆ
MLE)− s?(gi)z1−α/2, gi(θˆMLE) + s?(gi)z1−α/2] (1.5.3)
where
s?(gi) =
 1
B− 1
B∑
j=1
(gi(θ
?
j )− g¯i(θ?))2
1/2
Another way is simply to set the confidence interval as:
[Qα/2(gi(θ
?)),Q1−α/2(gi(θ?))] (1.5.4)
Qα/2 is the α/2 quantile of G(θ
?) and Q1−α/2 is the 1− α/2 quantile. When B = 999, the critical
values are the bottom 25th and 975th values. For the bootstrap method, I adopt both methods to
construct the confidence intervals.
1.5.3. Delta Method. The delta method is a another popular way to obtain confidence in-
tervals for a functional form of parameters, which was first introduced by Duan (1994). The basic
theorem is:
Let Yn be a sequence of random variables that satisfies
√
n(Yn − θ) d−→ N(0, σ2). For a given
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function and a specific value of θ, suppose that g′(θ) exists and is not 0. Then:
√
n(g(Yn)− g(θ)) d−→ N(0, σ2g′(θ)2)
(See proof in the Appendix)
This result is easy to extend to the multivariate case. A consistent estimator B converges in
probability to its true value B0, and
√
n(B− B0) d−→ N(0,Σ), where n is the number of observations
and Σ is a covariance matrix. I assume h(·) is a function of the estimator B. Keeping only the first
two terms of the Taylor Series:
h(B) = h(B0) +∇h(B0)T(B− B0)
The delta method implies that:
√
n(h(B)− h(B0)) d−→ N(0,∇h(B0)TΣh(B0))
In the model, I assume that
√
nθ
d−→ N(θ0,Σ). The capital function G(θ) = {g1(θ), g2(θ), g3(θ), g4(θ)}:
Θ → R4, where θ ∈ Θ and Θ ∈ Rk (k is the dimension of θ) is a multivariate function of θ. Since
G(·) is continuous and differentiable with respect to each θ in Θ. From the theorem above, for a
sufficiently large sample size:
√
n(G(θ)−G(θ0)) d−→ N
(
0, JΣJ′
)
(1.5.5)
where J is the jacobian matrix of function G(θ), which is a 4× k matrix.
1.5.4. Results. The simulations are conducted for the AR, ARX(1) and ARX(2) Vasicek
models. Under each model, a benchmark θ0 is picked and a series of changes to its elements
are applied. For each model and each θ, marginal (joint) coverage and marginal (joint) width
are obtained under each method described above. To achieve a fair horse race between all the
alternative methods, the confidence interval under each method is generated side by side for the
same generated artificial default rates.
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Table 1.3 gives the simulation results of the AR Vasicek model. The confidence level is set
at 95%, so I would like to see both marginal and joint coverage greater or equal to 95%. In
terms of marginal (joint) coverage, the projection-based method and delta method give above 95%
coverage which is satisfying; however, bootstrap methods do not provide satisfying coverage. But
confidence intervals generated by delta method are too wide, which essentially doesn’t provide
any useful information. Confidence intervals generated by bootstrap are the narrowest, but the
coverage is too low. This is consistent with the literature, which demonstrates that confidence
intervals generated by the percentile bootstrap method (type II) can be too narrow. The percentile
bootstrap produces correct confidence intervals when the bootstrap distribution is symmetrical and
centered on the observed value (Efron, 1982). If this requirement is violated or the sample size is
small, the confidence intervals generated by the percentile bootstrap method could be too narrow
(Schenker, 1985, Dixon et al., 1987, Dixon, 1998). There are discussions to improve coverage of the
percentile method, e.g. Dixon (1998). As this is not the focus of this chapter, I will not go deep
into the details here.
In the spirit of finding satisfying coverage and relatively narrow confidence intervals, the
projection-based method outperforms the alternatives. In addition, moving from T = 120 to
240, the relative performance of the alternative methods doesn’t change much, except that the cov-
erage of bootstrap improves, although is still not satisfying enough. Another difference is that the
confidence intervals generated by the projection-based method are narrower for T = 240, showing
that less uncertainty of estimation is involved when the sample size is bigger.
Figure 1.3 provides a better view of comparison. Number 1 ∼ 6 on the X-axis stand for the six
types of intervals and numbers on Y-axis are the coverage level. The size of each ball represents the
comparative width 2 of confidence intervals. For each type of interval, there are five balls: the four
on the top are marginal coverages and the bottom one is the joint coverage. It is easy to see that
balls given by the projection-based method have good coverage and are relatively small. Another
interesting thing to notice is that residual bootstrap and parametric bootstrap give very similar
results, and type I confidence intervals have better coverage than type II.
2Actually, the ball size under delta method is hundreds times bigger than it is shown in the figure. If the actual size
is used, the other balls will be invisible.
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Similar to the simulation test of asymptotic distribution, a base θtr is picked and then each
element in θtr is altered to get a new θtr. Under the AR Vasicek model, the base θtr: q = 0.02,
ρ = 0.18, β = 0.8. In fact, the lower bound of the confidence interval is zero most of the time, thus
the width of the confidence interval in a way represents the upper bound of the interval. Therefore,
I can also check how the upper bound of confidence interval evolves with the change of parameters.
The results can be seen more clearly in Figure 1.4. The baseline is set 1 and 2. In set 3 and 4, the
unconditional default probability q is increased from 0.02 to 0.08, and the size of the balls are bigger
than the baseline, which means the upper bound of confidence intervals are increased. In set 5 and
6, the correlation coefficient ρ is decreased from 0.18 to 0.02, and the size of balls are decreased
compared to the baseline balls too. In set 7 and 8, autoregression coefficient is decreased from 0.08
to 0.06, and the size of circles are increased. In other words, capital requirement is increased when
the unconditional default rate increases, or the correlation with the unobserved common factor
increases, or autoregression coefficient decreases.
In the ARX Vasicek model, λ determines the contribution of macroeconomic variables and a
decides the relative importance of the two macroeconomic variables. So in the case of ARX(1),
I set a = 1. Therefore, there is only one more parameter λ compared to the AR Vasicek model.
Table 1.4 reports the simulation results of the ARX(1) Vasicek model using unemployment rate,
which is assumed to be exogenous. When the magnitude of λ changes from 0.4 to 0.6, the width of
the confidence sets of the capital requirement is smaller. This is because the contribution of macro
variables increases, and thus the variance of the transformed default rate is smaller. Other results
remain similar to the AR Vasicek model.
Table 1.5 gives the simulation results of the ARX(2) Vasicek model, using both unemployment
rate and industry production as microeconomic variables. Adding industry production into the
model brings two more parameters, a1 and a2. Confidence intervals generated by the projection-
based method still give very satisfying coverage and good accuracy compared to other alternatives.
When the absolute value of λ, a1 or a2 increases, the confidence sets narrow. The intuition is
that if the contribution of exogenous macroeconomic variables increases, the uncertainty decreases,
resulting in narrower confidence intervals. Figure 1.5 shows the confidence intervals of the ARX(2)
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Vasicek model for four sets of parameters. It shows that the size of the balls gets smaller when λ,
a1 or a2 increases.
For both ARX(1) and ARX(2) Vasicek models, as T increases from 120 to 240, the confidence
intervals get narrower. Figure 1.6 compares confidence interval results of the AR, ARX(1) and
ARX(2) Vasicek models generated by the projection-based method for the base parameter set. It
shows that by adding macroeconomic variables, the size of balls gets smaller, because the correlation
of loan value with the unobserved common factor is diluted by observed macroeconomic variables,
and the uncertainty in the model is reduced. In summary, by adding exogenous variables into the
model, the confidence intervals get narrower and inference becomes more accurate.
1.6. Empirical Application
1.6.1. Data. I employ quarterly aggregate charge-off data for all US commercial banks from
1985 to 2012 in the empirical estimation. The data was obtained from the Federal Reserve Bank,
presented net of recoveries. The assumed Loss Given Default (LGD) information was taken from the
Basel Committee on Banking Supervision (1999). The default rate is calculated as charge-off divided
by LGD. Six categories of loan data are used in the empirical application: Commercial Real Estate
Loans (RE), Credit Card Loans (CC), Other Consumer Loans (OC), Lease Financing Receivables
(LE), Commercial and Industrial (CI) and Agricultural Production (AG). Each category has a
quarterly charge-off data series with length T = 112.
In terms of macroeconomics variables, I pick the unemployment rate and industry production
as examples. The data set was downloaded from the Federal Reserve Bank website. It is reasonable
to expect that default rates would be affected by the changes in the unemployment and growth in
production, so I express the two series as percentage changes over the preceding year. I normaliz
the series by their standard deviations. Starting from 1952 to 2012, I have 240 observations of
quarterly data of both the unemployment rate and industry production series. Figure 1.2 shows
the original series and their normalized series.
For each series of charge-off data, the capital requirement is calculated for the next four quar-
ters according to the capital functions derived in Section 1.3. Capital charges based on both Basel II
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parameters and the static Vasicek model are reported as benchmarks. For each dynamic modifica-
tion of original Vasicek model, I obtain parameter estimates and simultaneous confidence intervals
for capital charge under four methodologies: projection-based, residual bootstrap, parametric boot-
strap and delta method.
1.6.2. Parameter Estimates. Table 1.6 reports the parameter estimates and the capital
calculation of Basel II and Static Vasicek models. The default probability used in the Basel II
formula is the average loss rate divided by LGD. The correlation in Basel II is calculated according to
the formula in Basel Committee On Banking Supervision (July 2005). According to the document,
correlation of RE and CC is 0.15 and 0.04 respectively. For other retail categories, the correlation
is calculated as follows:
Correlation = 0.16− 0.03
(1− e−35PD
1− e−35
)
where PD is the probability of default.
The Basel II capital charge is calculated according to the capital formula in equation (1.3.1)
using the default rate (q) and correlation (ρ) obtained above, which is reported in Table 1.6. I also
estimate the default rate and the correlation according to the static Vasicek model. The estimated
unconditional default rate q is almost the same as Basel II result, but the correlation is smaller
except for “RE”. Therefore, the capital requirement under the Vasicek model is smaller than as it
is required under Basel II formula.
Table 1.7 reports the parameter estimates for the dynamic Vasicek models. For the AR Vasicek
model, q and ρ have a similar magnitude as the static Vasicek, and all the β’s are bigger than 0.5.
For the ARX(1) Vasicek models, λ of unemployment rate is negative while λ of industry production
is positive. This means that as the unemployment rate increases, loan value Zi,t decreases, and
thus the number of defaults increases. On the contrary, as the industry production increases, the
loan value increases, resulting in a decreasing number of defaults. For the ARX(2) model, λ is
negative, so λa1 is negative and λa2 is positive. It is also interesting to notice that the correlation
of individual loan with the common factor ρ’s decreases with the addition of more macro variables.
It is because that part of the unobserved common factor is specified by adding macro variables,
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and the correlation with common factor is diluted by observable macro variables. A similar reason
applies to the decreasing β’s, which is the correlation of current loan value with the past.
1.6.3. Simultaneous Confidence Intervals. As discussed in Section 1.5, the projection-
based method provides satisfying coverage and good accuracy, so I will only report the simultaneous
confidence intervals generated by that method. Table 1.8 provides the out-of-sample simultaneous
confidence intervals for next four quarters by giving the upper bound and lower bound of four
confidence intervals. Results of the AR, ARX(1) and ARX(2) are reported separately. Looking
at AR Vasicek model first, it can be seen that upper bound of the intervals gets bigger from the
first quarter to the fourth quarter, due to increasing uncertainty. Except for “RE” and “AG”, the
highest upper bound (fourth quarter) of the other categories is smaller than the capital requirement
obtained through the Basel II formula. Except for “RE”, the average of the upper bound among
the four quarters is smaller than the capital requirement under Basel II formula. Moving from the
AR to the ARX(2) model, the upper bound of intervals becomes smaller, while the lower bound
of the intervals is bigger, resulting in narrower confidence intervals. The conclusion is that capital
required under Basel II is much higher compared to the dynamic Vasicek models. Furthermore,
adding microeconomic variables yields narrower confidence intervals.
1.7. Stress Test
Previously, I let the macroeconomic variables to be completely exogenous. It will be more
interesting to see how capital requirement responds to shocks in the macroeconomy and how the
effect evolves over time. After the seminal paper, Sims (1980), vector autoregressive (VAR) models
are frequently combined with impulse response functions (IRF) to analyze the underlying shocks
to a VAR system via Cholesky decomposition. Pesaran et al. (2006) and BIS (2005) use the VAR
model to asses the impact of macroeconomic variables on firm probability of default. Hoggarth
et al. (2005) uses VAR and IRF to allow for feedback from credit risk to the macroeconomy and to
implement a stress test based on UK bank loan write-off data. Marcucci and Quagliariello (2008)
employs a VAR approach to access the extent to which macroeconomic shocks affect the banking
sector and disentangle the feedback effects from the financial system to the Italian macroeconomy.
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Similarly, Filosa (2008) represents an application of macro stress testing to the Italian banking
system through the VAR approach.
Following the previous literature, I build a VAR system of macro variables: unemployment rate
and industry production. Our goal is to examine how capital charges react to shocks in underlying
macro variables via IRF. The VAR(1) model with two variables is written as follows:
Y1,t
Y2,t
 =
µ1
µ2
+
φ11 φ12
φ21 φ22
Y1,t−1
Y2,t−2
+
1,t
2,t
 , t ∼ N(0,Ω) and Ω =
 σ21 σ12
σ21 σ
2
2

The empirical estimates of the model parameters are reported in Table 1.9. Except for µ2,
all the coefficients are significantly different from zero. The correlation between the two series is
negative, which is intuitive. Following Hamilton (1994), for any real symmetric positive definite
matrix Ω, there exists a unique lower triangle matrix A with 1’s along the principal diagonal and
a unique diagonal matrix D with positive entries along the principal diagonal such that:
Ω = ADA′
Using Matrix A I can construct an (2× 1) vector ut from:
ut ≡ A−1t
By a simple transformation:
Ω = AD1/2D1/2A′ = PP′
where P ≡ AD1/2, so P is the Cholesky decomposition of matrix Ω. Define:
vt ≡ P1/2t = D−1/2A−1t = D−1/2ut
It is easy to show that the standard deviation of vt is 1 and a one-unit increase in vt is the
same as a one-standard-devation increase in ut. By fitting data with VAR(1), I have obtained µˆ,
Φˆ matrix, Ωˆ and Pˆ reported in Table 1.9. I use “no shock”, i.e. S0 = (0, 0) as a benchmark. Two
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shocks are S1 = (1,−1) and S2 = (3,−3). Each of the shocks is added to the error term, and a
series of macro variable are generated after the shock.
Figure 1.7 shows that the unemployment rate jumps up and industry production jumps down
with two negative shocks, compared with the situation of no shock. Capital paths are calculated by
MLE estimates. It jumps up with shocks too, but the three paths converge with each other after 4
years. Capital difference is defined as the capital path under shock 1 or 2 minus the capital path
under no shock, which eventually converges to zero. The stronger the negative shock, the higher the
capital requirement. Figure 1.8 shows the path and confidence bands of the capital charge under
three methods: projection-based, residual bootstrap II and the delta method. It is easy to see that
confidence intervals generated by projection-based and bootstrap method are narrower than the
delta method. However, as it is shown in the simulation section, the coverage of bootstrap method
is low and its confidence intervals are not quite reliable. I show the figures of real estate as an
example, and results of other categories are very similar.
1.8. Conclusion
I have the revisited generalized dynamic version of the Vasicek credit default model. By
letting the unobserved common factor be autocorrelated, the transformed default rate is also an
AR process. This allows me to derive the dynamic capital calculation function for bank loans, based
on the Basel II capital formula. Instead of a uniform capital charge throughout the entire time
period, my capital function decomposes the capital charge into several small pieces and predicts
multi-steps ahead.
A drawback of the capital calculation in the literature is the difficulty to determine its accu-
racy by giving just one number. I have constructed confidence interval for capital requirement to
deal with this problem. As my capital function gives a series of out-of-sample capital charges, I
have constructed a simultaneous confidence band for the capital path. A projection-based method
proposed in Luger (2012) is used to construct the simultaneous confidence band as well as several
well-recognized methodologies: residual bootstrap, parametric bootstrap and the delta method.
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By running a horse race among all the alternative methods via simulation, the simultaneous confi-
dence band generated by the projection-based method gives a more satisfying (relative to bootstrap
method) coverage and better accuracy in the sense that its confidence band is narrower.
Then the projection-based method is applied to construct simultaneous confidence intervals for
out-of-sample capital charges for six bank loan categories. It is interesting to see that the capital
requirement under the Basel II formula is even higher than the upper bound of the confidence band.
It is because the unobserved common factor is allowed to be autocorrelated, and the variance of
error term is smaller than that in static Vasicek model. In addition, the correlation of the bank
loan value with the unobserved common factor is also smaller than it is in the static model (except
for “RE” category). By adding more macroeconomic variables, the simultaneous confidence band
gets narrower because the correlation of bank loan value with unobserved common factor is diluted
by adding observed macroeconomic variables. From the default rate dynamics, we know that a
small correlation is associated with a small variance of error term, thus there is less uncertainty,
which is also illustrated in the simulation section.
I have also endogenized macroeconomic variables using the VAR(1) structure and have applied
impulse response function to see how the capital requirement changes when there is shock to the
macroeconomy. Negative shock causing an increase in the unemployment rate, and a decrease in
industry production leads to a jump in capital requirement; the stronger the shock, the higher the
required capital. The effect of shock dies out as time goes by, and the capital requirement will
converge to the long-term equilibrium in four years.
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Table 1.1. Asymptotic Simulation Test: AR Vasicek Model
q ρ β T = 120 T = 240 T = 480
Base 0.021 0.086 0.749 0.067 0.051 0.046
1 0.078 0.086 0.749 0.064 0.062 0.060
2 0.011 0.086 0.749 0.052 0.058 0.052
3 0.021 0.185 0.749 0.061 0.060 0.050
4 0.021 0.021 0.749 0.064 0.066 0.043
5 0.021 0.086 0.916 0.071 0.067 0.051
6 0.021 0.086 0.560 0.053 0.051 0.046
Notes: This table presents the simulation results of testing the efficiency of using asymptotic ap-
proximation under the AR Vasicek model. The set of parameters of AR model is θ = (q, ρ, β), where
q is the unconditional default probability, ρ is the correlation between latent variable and common
factor and β is the autocorrelation coefficient. The ratio of true θ0 being rejected under T = 120,
T = 240 and T = 480 respectively, where T is the number of observations. 1000 simulations are
implemented for each set of θ and T. The rejection rate α is set at 5%.
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Table 1.2. Asymptotic Simulation Test: ARX Vasicek Model
Unemployment Rate Industry Production
q ρ β λ 120 240 q ρ β λ 120 240
Base 0.020 0.081 0.663 -0.504 0.051 0.041 0.022 0.078 0.699 0.321 0.052 0.047
1 0.010 0.081 0.663 -0.504 0.048 0.038 0.011 0.078 0.699 0.321 0.052 0.046
2 0.076 0.081 0.663 -0.504 0.050 0.054 0.079 0.078 0.699 0.321 0.058 0.048
3 0.020 0.021 0.663 -0.504 0.026 0.031 0.022 0.021 0.699 0.321 0.031 0.019
4 0.020 0.181 0.663 -0.504 0.071 0.061 0.022 0.018 0.699 0.321 0.034 0.031
5 0.020 0.081 0.428 -0.504 0.070 0.049 0.022 0.078 0.465 0.321 0.051 0.069
6 0.020 0.081 0.913 -0.504 0.048 0.033 0.022 0.078 0.914 0.321 0.038 0.033
7 0.020 0.081 0.663 -0.590 0.041 0.044 0.022 0.078 0.699 0.134 0.075 0.046
8 0.020 0.081 0.663 -0.088 0.056 0.062 0.022 0.078 0.699 0.470 0.054 0.051
Unemployment Rate & Industry Production
q ρ β a λ1 λ2 120 240
Base 0.020 0.066 0.674 -0.284 1.612 -0.225 0.036 0.021
1 0.010 0.066 0.674 -0.284 1.612 -0.225 0.024 0.028
2 0.080 0.066 0.674 -0.284 1.612 -0.225 0.038 0.031
3 0.020 0.018 0.674 -0.284 1.612 -0.225 0.024 0.013
4 0.020 0.168 0.674 -0.284 1.612 -0.225 0.034 0.031
5 0.020 0.066 0.428 -0.284 1.612 -0.225 0.036 0.026
6 0.020 0.066 0.870 -0.284 1.612 -0.225 0.028 0.023
7 0.020 0.066 0.674 -0.029 1.612 -0.225 0.031 0.027
8 0.020 0.066 0.674 -0.373 1.612 -0.225 0.023 0.018
9 0.020 0.066 0.674 -0.284 1.418 -0.225 0.029 0.029
10 0.020 0.066 0.674 -0.284 2.630 -0.225 0.032 0.019
11 0.020 0.066 0.674 -0.284 1.612 -2.422 0.012 0.014
12 0.020 0.066 0.674 -0.284 1.612 -0.039 0.021 0.021
Notes: This table gives the simulation results of testing the efficiency of using asymptotic approximation under
ARX Vasicek model. The set of parameters of the ARX (1) model is θ = (q, ρ, β, λ), where q is the unconditional
default probability, ρ is the correlation between latent variable and common factor and β is the autocorrelation
coefficient. The set of parameters of the ARX (1) model is θ = (q, ρ, β, λ, a1, a2), where a1 and a2 determines the
relative importance of unemployment rate and industry production. 1000 simulations are implemented for each
set of θ and T. The percentage of simulation rejections are obtained for both T = 120 and T = 240. The rejection
rate α is set at 5%.
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Table 1.3. Simulation Results: AR Vasicek
Projection-Based Residual I Residual II Parametric I Parametric II Delta
Cov Width Cov Width Cov Width Cov Width Cov Width Cov Width
q=0.02 ρ=0.18 β=0.8
0.99 2.55 0.91 1.47 0.87 1.46 0.92 1.49 0.88 1.49 1.00 32.4
0.99 3.21 0.89 2.14 0.83 2.14 0.90 2.17 0.86 2.17 1.00 50.8
0.99 3.95 0.86 2.82 0.82 2.81 0.86 2.86 0.83 2.85 1.00 68.8
0.99 4.78 0.83 3.47 0.80 3.43 0.84 3.52 0.82 3.48 1.00 85.2
0.98 4.0E-04 0.79 2.1E-04 0.73 1.9E-04 0.79 2.0E-04 0.76 2.0E-04 1.00 3E+01
0.99 1.63 0.92 1.05 0.88 1.05 0.92 1.06 0.88 1.06 1.00 48.7
0.99 2.18 0.92 1.56 0.87 1.56 0.92 1.57 0.88 1.57 1.00 75.6
0.99 2.83 0.91 2.11 0.88 2.11 0.91 2.13 0.88 2.13 1.00 101.8
0.98 3.52 0.89 2.66 0.86 2.64 0.89 2.68 0.87 2.67 1.00 126.2
0.98 1.2E-04 0.83 5.3E-05 0.79 5.2E-05 0.83 5.4E-05 0.80 5.3E-05 1.00 1E+02
q=0.08 ρ=0.18 β=0.8
0.99 4.99 0.91 3.06 0.87 3.03 0.92 3.08 0.88 3.05 1.00 85.2
0.99 5.61 0.90 3.79 0.83 3.77 0.90 3.82 0.85 3.81 1.00 115.9
0.99 6.31 0.88 4.61 0.81 4.59 0.89 4.66 0.81 4.63 1.00 140.7
0.99 7.08 0.86 5.43 0.80 5.38 0.86 5.49 0.81 5.43 1.00 160.0
0.98 1.6E-03 0.81 6.6E-04 0.73 6.6E-04 0.82 6.7E-04 0.76 6.7E-04 1.00 3E+02
0.99 3.59 0.92 2.15 0.88 2.12 0.92 2.16 0.89 2.13 1.00 123.8
0.99 3.98 0.93 2.65 0.87 2.63 0.93 2.67 0.89 2.64 1.00 168.1
0.99 4.52 0.92 3.28 0.86 3.24 0.92 3.29 0.87 3.26 1.00 204.2
0.99 5.17 0.91 3.93 0.85 3.89 0.91 3.96 0.86 3.91 1.00 232.6
0.98 4.6E-04 0.85 1.5E-04 0.78 1.4E-04 0.85 1.5E-04 0.80 1.4E-04 1.00 1E+03
q=0.02 ρ=0.02 β=0.8
0.97 0.52 0.87 0.29 0.86 0.29 0.88 0.29 0.86 0.29 1.00 9.69
0.98 0.52 0.90 0.31 0.86 0.31 0.91 0.32 0.88 0.32 1.00 8.98
0.97 0.53 0.91 0.35 0.85 0.35 0.91 0.36 0.87 0.36 1.00 9.13
0.98 0.56 0.90 0.40 0.84 0.40 0.90 0.41 0.85 0.41 1.00 10.19
0.95 1.3E-07 0.81 2.8E-08 0.76 2.7E-08 0.82 2.9E-08 0.77 2.8E-08 1.00 9E-03
0.95 0.32 0.90 0.22 0.87 0.22 0.91 0.22 0.90 0.22 1.00 13.0
0.96 0.32 0.90 0.24 0.89 0.25 0.90 0.24 0.90 0.24 1.00 12.6
0.97 0.34 0.91 0.28 0.87 0.28 0.91 0.28 0.88 0.28 1.00 13.4
0.94 0.38 0.90 0.33 0.85 0.33 0.90 0.33 0.86 0.33 1.00 15.1
0.92 2.1E-08 0.85 1.2E-08 0.79 1.2E-08 0.85 1.1E-08 0.81 1.1E-08 1.00 4E-02
q=0.02 ρ=0.18 β=0.6
0.99 3.70 0.91 2.61 0.89 2.60 0.91 2.65 0.91 2.65 1.00 46
1.00 5.18 0.87 3.65 0.86 3.63 0.88 3.72 0.88 3.70 1.00 77
0.99 6.52 0.86 4.48 0.86 4.43 0.86 4.56 0.87 4.52 1.00 104
0.99 7.65 0.85 5.11 0.86 5.04 0.85 5.20 0.86 5.13 1.00 123
0.99 1.9E-03 0.83 5.9E-04 0.83 5.6E-04 0.83 6.2E-04 0.84 5.9E-04 1.00 8E+01
0.99 2.67 0.91 1.97 0.92 1.96 0.92 1.98 0.92 1.98 1.00 72
0.97 3.86 0.91 2.83 0.91 2.82 0.91 2.84 0.90 2.83 1.00 116
0.97 4.91 0.89 3.52 0.90 3.51 0.90 3.53 0.89 3.52 1.00 153
0.98 5.77 0.89 4.04 0.90 4.03 0.89 4.05 0.89 4.04 1.00 180
0.97 6.1E-04 0.87 1.9E-04 0.87 1.9E-04 0.87 1.9E-04 0.87 1.9E-04 1.00 4E+02
Notes: This table presents the simulation results of the AR Vasicek model under four methodologies. For bootstrap
(residua/parametric), two types of intervals are used. For each method, coverage (Cov) and width of marginal/joint
intervals are reported. Each panel gives the results of a specific set of parameters: the top part is for T = 120 and
the bottom part is for T = 240.
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Table 1.4. Simulation Results: ARX(1) Vasicek, Unemployment Rate
Projection-Based Residual I Residual II Parametric I Parametric II Delta
Cov Width Cov Width Cov Width Cov Width Cov Width Cov Width
q=0.02 ρ=0.18 β=0.8 λ=-0.4
0.99 1.70 0.89 1.16 0.88 1.17 0.90 1.18 0.91 1.19 1.00 27.96
0.98 2.17 0.87 1.63 0.85 1.51 0.87 1.66 0.86 1.65 1.00 45.67
0.98 2.67 0.85 2.11 0.83 2.03 0.86 2.15 0.85 2.18 1.00 64.89
0.98 3.21 0.81 2.59 0.82 2.57 0.82 2.64 0.83 2.62 1.00 81.10
0.97 9.0E-05 0.76 9.4E-05 0.75 9.7E-05 0.78 1.0E-04 0.77 8.8E-05 1.00 2.8E+01
0.99 1.06 0.90 0.80 0.90 0.80 0.90 0.81 0.89 0.91 1.00 40.3
0.98 1.41 0.91 1.16 0.89 1.16 0.92 1.17 0.90 1.17 1.00 65.9
0.98 1.77 0.91 1.52 0.89 1.48 0.91 1.53 0.90 1.40 1.00 93.8
0.98 2.17 0.91 1.93 0.89 1.92 0.90 1.95 0.89 1.94 1.00 117.9
0.97 1.8E-05 0.85 2.3E-05 0.83 2.1E-05 0.84 2.3E-05 0.82 2.1E-05 1.00 7.8E+01
q=0.08 ρ=0.18 β=0.8 λ=-0.4
0.99 3.20 0.90 2.64 0.86 2.39 0.90 2.67 0.85 2.62 1.00 79.7
0.99 3.94 0.87 3.22 0.84 3.19 0.88 3.27 0.84 3.14 1.00 111.8
0.99 4.69 0.87 3.91 0.83 3.86 0.87 3.96 0.83 3.83 1.00 140.3
0.99 5.33 0.84 4.58 0.82 4.41 0.85 4.64 0.83 4.69 1.00 161.2
0.99 4.8E-04 0.78 3.8E-04 0.75 3.4E-04 0.79 4.0E-04 0.74 3.9E-04 1.00 2.9E+02
q=0.2 ρ=0.02 β=0.8 λ=-0.4
0.98 0.51 0.91 0.28 0.91 0.29 0.91 0.28 0.91 0.26 1.00 10.95
0.99 0.52 0.92 0.30 0.89 0.31 0.91 0.30 0.90 0.31 1.00 9.89
0.99 0.52 0.89 0.33 0.86 0.32 0.88 0.33 0.87 0.32 1.00 9.64
0.99 0.53 0.88 0.36 0.85 0.36 0.89 0.37 0.86 0.37 1.00 10.37
0.98 1.3E-07 0.82 2.2E-08 0.80 2.4E-08 0.83 2.2E-08 0.80 2.5E-08 1.00 1.2E-02
q=0.02 ρ=0.18 β=0.6 λ=-0.4
1.00 2.63 0.88 1.99 0.88 2.03 0.89 2.04 0.89 2.09 1.00 39.1
1.00 3.52 0.84 2.77 0.84 2.70 0.85 2.84 0.84 2.84 1.00 69.7
0.99 4.27 0.82 3.38 0.82 3.17 0.83 3.46 0.82 3.27 1.00 98.7
0.99 4.86 0.81 3.86 0.80 3.91 0.82 3.94 0.81 3.91 1.00 118.7
0.99 3.3E-04 0.79 2.4E-04 0.78 2.0E-04 0.79 2.6E-04 0.77 2.4E-04 1.00 6.6E+01
q=0.02 ρ=0.18 β=0.8 λ=-0.6
0.99 1.29 0.86 0.86 0.85 0.97 0.88 0.87 0.85 0.91 1.00 21.87
0.99 1.59 0.87 1.16 0.85 1.15 0.88 1.18 0.87 1.07 1.00 36.47
1.00 1.89 0.84 1.45 0.83 1.47 0.85 1.48 0.84 1.20 1.00 53.67
1.00 2.26 0.82 1.77 0.80 1.63 0.82 1.81 0.81 1.77 1.00 67.54
0.99 2.8E-05 0.75 2.4E-05 0.74 2.3E-05 0.76 2.9E-05 0.74 2.1E-05 1.00 1.2E+01
Notes: This table presents the simulation results of the AR (1) Vasicek model with unemployment rate under four
methodologies. For bootstrap (residua/parametric), two types of intervals are used. For each method, coverage (Cov)
and width of marginal/joint intervals are reported. Each panel gives the results of a specific set of parameters. In
the first panel, the top part is for T = 120 and the bottom part is for T = 240. For other panels, only results of T
= 120 are reported to save some space.
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Table 1.5. Simulation Results: ARX(2), Unemployment Rate + Industry Production
Projection-Based Residual I Residual II Parametric I Parametric II Delta
Cov Width Cov Width Cov Width Cov Width Cov Width Cov Width
q=0.02 ρ=0.18 β=0.8 λ=-0.4 a1=1.2 a2=-0.2
0.99 1.97 0.94 1.23 0.92 1.18 0.95 1.24 0.93 1.19 1.00 24.72
0.99 2.56 0.93 1.66 0.92 1.61 0.93 1.68 0.94 1.63 1.00 38.85
1.00 3.22 0.93 2.21 0.97 2.14 0.93 2.24 0.97 2.19 1.00 55.02
1.00 3.93 0.91 2.84 0.94 2.76 0.91 2.88 0.94 2.80 1.00 70.26
0.99 1.8E-04 0.87 7.4E-05 0.85 6.6E-05 0.87 7.6E-05 0.88 6.9E-05 1.00 1.5E+01
0.98 1.26 0.94 0.91 0.90 0.86 0.94 0.92 0.92 0.87 1.00 37.8
0.98 1.59 0.93 1.25 0.92 1.20 0.94 1.26 0.92 1.21 1.00 58.3
0.99 2.00 0.94 1.68 0.96 1.63 0.94 1.69 0.96 1.64 1.00 83.8
0.99 2.51 0.94 2.18 0.97 2.13 0.94 2.19 0.97 2.14 1.00 107.6
0.97 3.8E-05 0.89 2.4E-05 0.87 2.1E-05 0.89 2.6E-05 0.88 2.2E-05 1.00 5.9E+01
q=0.08 ρ=0.18 β=0.8 λ=-0.4 a1=1.2 a2=-0.2
1.00 3.36 0.88 2.55 0.85 2.45 0.89 2.59 0.84 2.49 1.00 65.5
1.00 4.18 0.90 3.01 0.82 2.90 0.91 3.04 0.85 2.95 1.00 92.1
1.00 4.98 0.88 3.57 0.83 3.46 0.90 3.58 0.84 3.50 1.00 118.4
1.00 5.86 0.86 4.23 0.78 4.09 0.87 4.23 0.80 4.11 1.00 139.7
1.00 6.5E-04 0.79 3.5E-04 0.72 3.1E-04 0.81 3.4E-04 0.73 3.2E-04 1.00 1.7E+02
q=0.02 ρ=0.02 β=0.8 λ=-0.4 a1=1.2 a2=-0.2
0.96 0.43 0.94 0.30 0.90 0.28 0.93 0.31 0.90 0.29 1.00 10.23
0.95 0.44 0.95 0.32 0.88 0.30 0.95 0.32 0.88 0.30 1.00 9.38
0.97 0.43 0.96 0.34 0.88 0.32 0.96 0.35 0.89 0.32 1.00 9.09
0.97 0.44 0.96 0.38 0.88 0.35 0.96 0.38 0.90 0.36 1.00 9.56
0.94 6.4E-08 0.91 4.1E-08 0.82 2.4E-08 0.91 4.7E-08 0.83 2.6E-08 1.00 9.1E-03
q=0.02 ρ=0.18 β=0.6 λ=-0.4 a1=1.2 a2=-0.2
0.99 3.11 0.95 3.73 0.90 3.89 0.95 3.78 0.93 3.89 1.00 45.3
0.99 4.19 0.95 4.88 0.88 5.20 0.93 4.94 0.93 5.28 1.00 82.1
1.00 5.18 0.93 5.93 0.90 6.16 0.95 6.01 0.90 6.33 1.00 109.7
1.00 6.24 0.93 7.26 0.97 7.59 0.93 7.37 0.97 7.77 1.00 134.6
0.99 8.8E-04 0.90 2.7E-03 0.88 3.4E-03 0.90 3.5E-03 0.87 5.1E-03 1.00 9.6E+02
q=0.02 ρ=0.18 β=0.8 λ=-0.6 a1=1.2 a2=-0.2
1.00 1.49 0.95 0.95 0.93 0.91 0.95 0.97 0.93 0.93 1.00 18.5
1.00 1.83 0.95 1.22 0.92 1.20 0.94 1.24 0.93 1.22 1.00 28.4
1.00 2.22 0.96 1.61 0.95 1.58 0.95 1.63 0.96 1.60 1.00 41.6
1.00 2.75 0.94 2.07 0.96 2.04 0.94 2.10 0.96 2.06 1.00 54.2
1.00 5.9E-05 0.89 2.6E-05 0.88 2.6E-05 0.90 2.8E-05 0.89 2.6E-05 1.00 6.2E+00
q=0.02 ρ=0.18 β=0.8 λ=-0.4 a1=2.4 a2=-0.2
0.99 1.71 0.86 1.25 0.83 1.22 0.87 1.25 0.84 1.21 1.00 23.55
0.99 2.13 0.86 1.62 0.80 1.60 0.85 1.63 0.83 1.61 1.00 36.39
0.99 2.57 0.90 2.08 0.91 2.06 0.90 2.10 0.91 2.07 1.00 54.90
0.99 3.21 0.91 2.69 0.94 2.66 0.91 2.73 0.95 2.68 1.00 71.91
0.98 1.0E-04 0.79 9.1E-05 0.77 1.1E-04 0.80 9.7E-05 0.79 1.1E-04 1.00 1.8E+01
q=0.02 ρ=0.18 β=0.8 λ=-0.4 a1=1.2 a2=-1.0
0.99 1.29 0.86 0.86 0.87 1.00 0.88 0.87 0.89 1.01 1.00 21.87
0.99 1.59 0.87 1.16 0.85 1.35 0.88 1.18 0.87 1.37 1.00 36.47
1.00 1.89 0.84 1.45 0.84 1.67 0.85 1.48 0.87 1.70 1.00 53.67
1.00 2.26 0.82 1.77 0.82 2.03 0.82 1.81 0.84 2.07 1.00 67.54
0.99 2.8E-05 0.75 2.4E-05 0.76 4.3E-05 0.76 2.9E-05 0.78 5.1E-05 1.00 1.2E+0129
Table 1.6. Basel II and Static Vasicek Model: Parameter Estimates and Capital
Calculation
Parameter Estimates Capital (%)
Common Parameters Basel II Coefficients Static Vasicek Model Basel II Vasicek
Loss Rate LGD q ρ q ρ
RE 0.006 0.350 0.016 0.150 0.016 0.164 4.81 5.20
CC 0.047 0.650 0.073 0.040 0.072 0.028 8.02 6.33
OC 0.012 0.650 0.018 0.146 0.018 0.029 9.36 2.48
LE 0.005 0.450 0.011 0.150 0.012 0.069 4.92 2.43
CI 0.009 0.450 0.020 0.145 0.021 0.083 6.87 4.25
AG 0.006 0.450 0.013 0.149 0.012 0.143 5.38 4.82
Notes: The table gives the common parameters, parameter estimates and static capital charges for both
the Basel II and the Vasicek model for six loan categories. The first column is the average loss rates from
1985 and 2010 and the second column is the loss given default (LGD). The third column is the default
rate, which equals to loss rate divided by LGD. The fourth column is the correlation of each loan category
with the common factor, which are obtained from Basel Committee on Banking Supervision (July 2005).
The fifth and sixth columns are MLE estimates for unconditional default probability and correlation from
static Vasicek model, respectively. The last two columns are the implied economic capital requirement
based on the Basel II formula and the static Vasicek model, respectively.
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Table 1.7. Parameter Estimates: AR and ARX Vasicek Models
AR Vasicek ARX(1), unemployment rate ARX(1), industry production
q ρ β q ρ β λ q ρ β λ
RE 0.024 0.185 0.916 0.023 0.181 0.913 -0.114 0.024 0.182 0.914 0.134
CC 0.078 0.021 0.830 0.076 0.021 0.797 -0.509 0.079 0.021 0.826 0.204
OC 0.019 0.027 0.728 0.019 0.025 0.625 -0.501 0.020 0.025 0.666 0.385
LE 0.012 0.070 0.560 0.011 0.075 0.428 -0.590 0.013 0.069 0.465 0.470
CI 0.021 0.086 0.749 0.020 0.081 0.663 -0.504 0.022 0.078 0.699 0.321
AG 0.011 0.138 0.575 0.010 0.130 0.546 -0.088 0.011 0.130 0.544 0.137
ARX(2), unemployment rate + industry production
q ρ β λ a1 a2
RE 0.023 0.178 0.909 -0.036 1.509 -2.422
CC 0.074 0.018 0.774 -0.394 1.418 -0.039
OC 0.019 0.020 0.627 -0.207 2.043 -0.770
LE 0.011 0.058 0.428 -0.373 1.595 -0.236
CI 0.020 0.066 0.674 -0.284 1.612 -0.255
AG 0.010 0.128 0.544 -0.029 2.630 -1.606
Notes: This table shows the MLE estimates of the AR and ARX Vasicek models.
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Table 1.8. Simultaneous Confidence Intervals under Projection-Based Method
Upper Bound (%) Lower Bound (%) Average (%)
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Upper Lower
RE 4.212 5.105 5.914 6.794 0.000 0.000 0.000 0.020 5.506 0.005
CC 4.346 5.037 5.616 6.119 0.000 0.000 0.000 0.000 5.279 0.000
Model 1 OC 2.301 2.795 3.235 3.636 0.000 0.000 0.000 0.358 2.992 0.089
LE 2.063 2.652 3.435 4.169 1.143 1.386 1.521 1.600 3.080 1.412
CI 2.876 3.887 4.908 5.873 0.000 0.000 0.000 0.000 4.386 0.000
AG 3.868 5.492 6.980 8.504 1.693 2.097 2.311 2.356 6.211 2.114
RE 4.114 5.064 5.874 6.683 0.000 0.000 0.000 0.448 5.434 0.112
CC 4.359 4.859 5.222 5.642 0.000 0.000 0.000 0.000 5.021 0.000
Model 2 OC 2.185 2.580 2.912 3.303 0.790 1.141 1.091 1.082 2.745 1.026
LE 1.892 2.413 2.792 3.191 0.773 0.786 0.721 0.747 2.572 0.757
CI 2.775 3.618 4.409 5.282 0.000 0.000 0.705 1.286 4.021 0.498
AG 3.879 5.437 6.749 8.035 1.454 1.736 1.785 1.819 6.025 1.698
RE 3.993 4.813 5.503 6.057 0.976 1.944 2.549 2.512 5.092 1.995
CC 3.407 3.954 4.312 4.735 0.000 0.000 0.428 1.161 4.102 0.397
Model 3 OC 2.175 2.585 2.916 3.395 0.209 0.837 1.021 1.048 2.767 0.779
LE 1.903 2.538 3.098 3.554 0.745 0.903 0.992 1.052 2.773 0.923
CI 2.883 3.796 4.582 5.400 0.000 0.590 1.334 1.440 4.165 0.841
AG 3.837 5.341 6.629 7.571 1.404 1.615 1.761 1.848 5.845 1.657
Notes: This table presents the simultaneous confidence intervals of implied capital requirement for the
next four quarters. Model 1 is the AR Vasicek model, Model 2 is the ARX (1) Vasicek on unemployment
rate and Model 3 is the ARX (2) Vasicek model. Qi is the i-th quarter of the next year. The last two
columns report the average of the upper/lower bound of four quarters.
Table 1.9. Macroeconomic Parameter Estimates: VAR and IRF
µˆ1 φˆ11 φˆ12 µˆ2 φˆ21 φˆ22
Estimates 0.188 0.661 -0.232 -0.014 0.165 0.981
Std.Error 0.053 0.060 0.059 0.056 0.063 0.063
Ωˆ Pˆ
0.255 -0.212 0.504 0.000
-0.212 0.286 -0.420 0.331
Notes: This table gives the parameter estimates of vector autoregressive model and impulse response
function.
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Figure 1.1. Default Rate Series
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Figure 1.2. Macroeconomic Series
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Figure 1.3. Comparison of Four Methodologies, AR Vasicek Model
0.8
0.9
1.0
1 2 3 4 5 6
Methods
Co
ve
ra
ge
1
2
3
4
5
Color
Width
3
5
7
9
1: Projection-based; 2: Residual Bootstrap type I; 3: Residual Bootstrap type II;
4: Parametric Bootstrap type I; 5: Parametric Bootstrap type II; 6: delta Method
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Figure 1.4. Comparison of Different Parameters under Projection-Based Method,
AR Vasicek Model
0.900
0.925
0.950
0.975
1.000
2 4 6 8
Sets
Co
ve
ra
ge
1
2
3
4
5
Color
Width
5
10
15
20
Set 1 and 2: q = 0.02, ρ = 0.18, β = 0.8; Set 3 and 4: q = 0.08, ρ = 0.18, β = 0.8;
Set 5 and 6: q = 0.02, ρ = 0.02, β = 0.8; Set 7 and 8: q = 0.02, ρ = 0.18, β = 0.6.
For Set 1, 3, 5 and 7, T = 120; for Set 2, 4, 6 and 8, T = 240.
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Figure 1.5. Comparison of Different Parameters under Projection-Based Method,
ARX(2) Vasicek Model: q = 0.02, ρ = 0.18, β = 0.8
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Figure 1.6. Comparison of Dynamic Vasicek Models under Projection-Based Method
0.96
0.97
0.98
0.99
1.00
1.0 1.5 2.0 2.5 3.0
Sets
Co
ve
ra
ge 1
2
3
4
5
Color
Width
1
2
3
4
Set 1: AR Vasicek model; Set 2: ARX(1) Vasicek model (unemployment rate);
Set 3: ARX(2) Vasicek model (unemployment rate and industry production)
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Figure 1.7. Impulse Response Function Example, Real Estate
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Figure 1.8. Upper and Lower Bounds under Stress Test
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1.9. Appendix
1.9.1. Derivation of Dynamic Vasicek Model. If the unconditional probability of default
of the ith obligor is q, and q = P(Zit < c). Since Zit is standard normal variable:
q = Φ(c)
Φ−1(q) = c
The default probability for i conditional i-th obligor conditional on information at t-1, i.e. given
Xt−1 and the common factor ηt is:
√
ρ(
√
βXt−1 +
√
1− βηt) +
√
1− ρit < c√
1− ρit < c−√ρ
√
βXt−1 −√ρ
√
1− βηt
√
1− ρit is distributed as N(0, 1− ρ). So the default probability conditional on Xt−1 and ηt
is:
qit = Φ(
c−√ρ√βXt−1 −√ρ
√
1− βηt√
1− ρ ) (1.9.1)
Since defaults are independent across individual obligors. Denoting P(k,N) as the probability
of observing exact k defaults out of N obligors conditional on Xt−1, so we need to remove the
conditioning of the shock, ηt by integration, which is:
P(k,N) =
(
N
k
)∫ ∞
−∞
Φ(
c−√ρ√βXt−1 −√ρ
√
1− βηt√
1− ρ )
k
[1− Φ(c−
√
ρ
√
βXt−1 −√ρ
√
1− βηt√
1− ρ )]
N−kdΦ(ηt)
By change of variables:
s(η) = Φ(
c−√ρ√βXt−1 −√ρ
√
1− βηt√
1− ρ )
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P(k, n) = −
(
N
k
)∫ 1
0
sk(1− s)n−kdΦ(−
√
(1− ρ)Φ−1(s) + c−√ρ√βXt−1√
ρ
√
1− β )
Then
P(k,N) =
(
N
k
)∫ 1
0
sk(1− s)n−kdW(s)
where
W(s) = Φ(
√
(1− ρ)Φ−1(s)− c +√ρ√βXt−1√
ρ
√
1− β )
Given
−dΦ(f(s)) = dΦ(−f(s))
Let αt denote the fraction of the pool that defaults at time t. Then
P(loss < αt) = lim
n→∞
[nα]∑
i=1
P(i, n) = lim
n→∞
[nα]∑
i=1
((
N
i
)∫ 1
0
si(1− s)n−idW(s)
)
=
∫ 1
0
(
lim
n→∞
[nα]∑
i=1
(
N
i
)
si(1− s)n−i
)
dW(s)
=
∫ 1
0
1{s < αt}dW(s)
= W(αt)
Define Yt = Φ
−1(αt), then Yt satisfies
Yt ∼ N
(
Φ−1(q)−√ρ√βXt−1√
1− ρ ,
ρ(1− β)
1− ρ
)
Then we can express this as:
Yt =
Φ−1(q)−√ρ√βXt−1√
1− ρ −
√
ρ(1− β)
1− ρ ηt (1.9.2)
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where ηt is the shock to Xt.
Xt−1 =
1√
ρ
√
β
(Φ−1(q)−
√
1− ρα˜t −√ρ
√
1− βηt)
Xt−2 =
1√
ρ
√
β
(Φ−1(q)−
√
1− ρα˜t−1 −√ρ
√
1− βηt−1)
Recall
Xt−1 =
√
βXt−2 +
√
1− βηt, ηt ∼ i.i.d N(0, 1)
Substituting Xt−1 and Xt−2, we get the following:
Yt =
√
βYt−1 + (1−
√
β)
Φ−1(q)√
1− ρ −
√
ρ(1− β)
1− ρ ηt (1.9.3)
We can see that the transformed loss rate also follows Gaussian distribution:
Yt ∼ N
(√
βYt−1 + (1−
√
β)
Φ−1(q)√
1− ρ,
ρ(1− β)
1− ρ
)
(1.9.4)
1.9.2. Derivation of VaR Equation.
P(Loss ≥ VaR) = γ
P(Φ−1(Loss) ≥ Φ−1(VaR)) = γ
P(
Φ−1(Loss)− µ
σ
≥ Φ
−1(VaR)− µ
σ
) = γ
Φ(−Φ
−1(VaR)− µ
σ
) = γ
Hence
Φ−1(VaR) = µ+ σΦ−1(1− γ)
VaR = Φ(µ+ σΦ−1(1− γ)) (1.9.5)
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1.9.3. Prediction of Autoregression Models. For a simple AR(1) model:
xt+1 = λ0 + λ1xt + t+1, t+1 ∼ i.i.d N(0, σ2)
xt+2|It = λ0 + λ1(λ0 + λ1xt + t+1) + t+2
= λ0(1 + λ1) + λ
2
1xt + t+2 + λ1t+1
xt+i|It = λ0(1 + λ1 + ...+ λ
i−1
1 ) + λ
i
1xt + (t+i + ...+ λ
i−1
1 t+1)
Hence
xt+i|It ∼ N
(
λi1xt + λ0(1 + λ1 + ...+ λ
i−1
1 ), σ
2(1 + λ1 + ...+ λ
i−1
1 )
)
1.9.4. Proof of delta Method. Taylor expansion of g(Yn) around Yn = θ is:
g(Yn) = g(θ) + g
′(θ)(Yn − θ) + Remainder
where the remainder → 0 as Yn → 0. From the assumption that
√
n(Yn − θ)→ N(0, σ2), we have
Yn → θ in probability, so it follows that the remainder → 0 in probability as well. Rearranging
terms, we have:
√
n(g(Yn)− g(θ)) = g′(θ)
√
n(Yn − θ) + Remainder
Applying Slutsky’s theorem, we have the right-hand side converging to N(0, σ2g′(θ)2) and thus
we proved the delta method theorem.
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CHAPTER 2
Long Term Value-at-Risk Forecasting and Back-testing
2.1. Introduction
Following several tremendous financial crises, tail risk has gained considerable importance in
finance. One of the most popular measures of tail risk is value at risk (VaR). VaR has been
sanctioned for determining the market risk capital requirements for large banks by U.S. and in-
ternational banking authorities through the market risk amendment to the Basel Accord (BCBS,
1996). Spurred by these developments, VaR has become a standard measure of financial market risk
that is increasingly used by other financial and even non-financial firms. In light of this practical
relevance of the VaR concept, the need for VaR estimation and prediction models arises. There
have been studies of predicting VaR in short horizon, typically one day ahead, such as Berkowitz
and O’Brien (2002) and Kuester et al. (2006).
However, in many risk management situations, the relevant horizons are sometimes longer,
spanning from 10 day to 250 days. The New Basel Accord (BCBS, 2003) suggested financial
institutions (e.g. banks) calculate the VaR using an instantaneous price shock equivalent to a
10 day movement. However, the horizon could be much longer, for example, up to one year for
an insurance company to measure risk exposures. This requires the knowledge of estimating and
predicting the long horizon VaR. But much less is known about the the forecast ability of the
long horizon VaR, and the speed and pattern with which the forecast ability decays as the horizon
lengthens. The key questions arise: Is long-term VaR predictable and can existing methods provide
adequate performance in long-term predictions? In this paper, I address the two questions by
comparing existing alternative approaches of VaR forecasting and examining their performance in
out-of-sample forecasts with horizons of 10, 20 and 30 days. I am concerned with the VaR prediction
of financial return series, specifically, individual stock returns.
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VaR measures the potential loss in value of a risky asset (portfolio) over a defined period for
a given confidence level. Losses greater than the value at risk occur only with a specified small
probability τ , typically chosen between 1% and 5%. According to the requirement in the Basel
Accord and convention in the literature, 1% is chosen in this article. More specifically, conditional
on the information available up to time t, the VaR for period t+h of one unit of investment is the
negative τ -quantile of the conditional return distribution, that is:
VaRτt+h = −quantileτ (rt+h|Ft) = −inf {x ∈ R : P(rt+h ≤ x|Ft) ≥ τ}, 0 < τ < 1 (2.1.1)
where quantileτ (·) is the quantile function, rt is the return on an asset (portfolio) in period t, and
Ft represents the information at time t.
In this article, two approaches are used to forecast h-day VaR and h = 10, 20, or 30. The
tail risk, such as VaR, is generally assessed using a one-day horizon, and the short-horizon VaR is
converted to a longer horizon. A popular rule borrowed from the time scaling of volatility, is the
squared-root-of-time rule (SRTR), according to which the time-aggregated financial risk is scaled
by the square root of the length of the time interval. SRTR has been advocated by the regulators.
For instance, financial institutions are allowed to derive their two-week VaR measure by scaling up
the daily VaR by SRTR (BCBS, 1996b). However, there have been many criticisms about SRTR.
For SRTR to serve as a good approximation of all quantities and horizons, it requires not only the
i.i.d. property of zero-mean returns, but also the normality of returns. These assumptions are not
realized in real asset returns, given numerous documented stylized facts that conflict with these
properties. Jorion (2001) points out that the SRTR tends to understate long-term tail risk when the
return follows a persistent pattern, but overstates the tail risk risk of temporally aggregated returns
if it displays mean-reverting behavior. Wang et al. (2011) demonstrates that serial dependence and
heavy-tailness may severely bias the applicability of SRTR, while jumps or volatility clustering may
be less relevant. They suggest modified SRTR for scaling tail risks to mitigate the first-order effect
from time dependence. In this paper, modified SRTR is employed in addition to the traditional
SRTR. Furthermore, to account for the skewness and excess kurtosis in returns, the Cornish-Fisher
approximation is also applied.
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In fact, the reason that SRTR is advocated is mainly due to limited data. An alternative way
of dealing with the data issue is to simulate future returns by Monte Carlo simulation, based on
a specific structure, and to obtain the VaR forecast using the corresponding quantile of simulated
returns. The GARCH model has been an extremely successful way to model several features of asset
prices. A huge amount of literature has emerged, such as Bollerslev et al. (1992), Bollerslev and
Engle (1993), Bollerslev et al. (1994) and Palm (1996). Therefore, the GARCH model combined
with the Monte Carlo simulation is also employed in the forecasting, which is put together with
SRTR under the direct approach.
Another approach is volatility transformation, which is composed of two steps: first, it involves
building a volatility forecasting model and second, it involves transforming the forecasted volatility
into VaR by multiplying certain quantile of the assumed distribution. In this case, forecasting VaR
is transformed into volatility forecasting, where the existing volatility forecasting models can be
applied. More specifically, assume:
rt = σt · zt, zt ∼ i.i.d. D(0, 1)
where D(0, 1) is a certain distribution with zero mean and unit variance. According to the equation
(3.3.1), I have:
VaRτt+h = −Quantileτ (σt+h · zt+h|Ft)
If the prediction for σt+h at time t is available, say σˆt+h|t, then
VaRτt+h = −σˆt+h|t ·Quantileτ (zt+h|Ft) (2.1.2)
The quantileτ (z|Ft) could be easily calculated given the distribution of zt and τ . Therefore,
VaR forecasting can be converted to σt+h forecasting, then multiplied by a constant number
quantileτ (z|Ft).
In terms of the volatility forecast, Ghysels et al. (2009) explore longer range return volatility
forecasting and show that the mixed-data sampling (MIDAS) approach, introduced by Ghysels
et al. (2005) and Ghysels et al. (2006), has superior forecasting performance relative to other
models such as GARCH. However, the evidence of the usefulness of MIDAS in longer term return
volatility forecasting is mixed. For example, Reeves and Xie (2014) shows that an autoregressive
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(AR) model with one lag of monthly (quarterly) realized volatility produces better results than
MIDAS. In this paper, I use the constant volatility model and AR(p) models of realized volatility,
as well as MIDAS, in volatility forecasting to achieve a broader comparison.
A formal back-testing framework described in Christoffersen (2012) is adopted to measure how
well each model does in terms of out-of-sample forecasting. The forecasting and back-testing are
implemented on two data sets: individual stocks, and portfolios and indices. The results show that
SRTR combined with Cornish-Fisher outperforms the alternatives for both data sets. GARCH-
MC performs well for individual stocks, but not as well for portfolios and indices. The volatility
transformation under MIDAS gives the least accurate forecasting.
The article is organized as follows: Section 2.2 introduces the direct forecasting approach:
SRTR with different specifications and the GARCH Monte Carlo simulation; Section 2.3 presents
the indirect forecasting approach: the constant volatility model, autoregressive models of realized
volatility and MIDAS; Section 2.4 describes the VaR back-testing procedures; Section 2.5 presents
the results and explains why SRTR works surprisingly well; Section 2.6 concludes the paper.
2.2. Direct Forecasting Approach
2.2.1. SRTR. Tail risk, such as VaR, is generally assessed using a 1-day horizon, and short-
horizon risk measures are converted to longer horizons. The 1-day VaR, defined as VaR(1), measures
the maximum possible loss over one trading day under a given condense level 100 × (1 − τ). The
VaR(1) of an asset can be simply be estimated through the quantile function of the historical
returns. Suppose that a sequence of T daily returns {rt}Tt=1 available and the value of VaR(1) is
defined as quantileτ (rt), i.e. Pr(rt ≤ quantileτ (rt)) = τ .
However, it is usually hard to estimate the h-day VaR using this approach in practice, because
the time horizon needed for the VaR(h) is quite long, especially when h is large. For example, if we
want to obtain the VaR(10) of an asset, 10 years of return can only generate 250 observations of
10-day returns, assuming a non-overlapping return calculation is used. Due to the data limitation,
the Basel Committee on Banking Supervision suggests that banks scale VaR(1) up to 10 days by
48
SRTR. More specifically, under i.i.d. and zero mean assumptions,
VaR(h) =
√
hVaR(1)
Following Wang et al. (2011), forecast horizons used in this paper are also 10-day and 30-day.
To make a smoother comparison as the horizon increases, I also include a 20-day horizon. To
simplify the notation, every h-day is denoted as a “period”. Assume the forecast is implemented
at the end of period m, the forecast of VaR(h) for the next period is:
V̂aR(h)m+1 =
√
hV̂aR(1)mh+1 (2.2.1)
and V̂aR(1)mh+1 is the one-step forecast of VaR(1), which is obtained using daily returns before
the end of period m. Denote the length of daily return series as N , and N is equal to 1800, 800
and 300 days in this case.
• Historical Simulation (HS): A simple technique to calculate V̂aR(1) is through historical
simulation (HS). It assumes that the distribution of tomorrow’s returns is well approximated by
the empirical distribution of the past N observations. VaR with coverage rate, p, is then simply
calculated as the 100pth percentile of the sequence of the past returns.
V̂aR(1)mh+1 = −Percentile
[
{ri,mh−N:mh}Nt=1 , 100p
]
(2.2.2)
•Modified-SRTR (MS): The literature has documented that SRTR is flawed in practice, because
its assumptions are not satisfied in reality. Among all the criticisms, Wang et al. (2011) provide
a detailed analysis of how SRTR distorts the estimation of VaR(h) when one specific stylized fact
exists in return. They demonstrate that serial dependence severely bias the applicability of SRTR.
Based on this, a modified SRTR for scaling tail risks to mitigate the first-order effect from time
dependence is suggested. I will include this method as well, to see whether SRTR correcting serial
correlation improves the forecast performance.
Define an estimator which estimates VaR(h) through a robust rule as:
MVaR(h) =
√
h×VR(h)×VaR(1)
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and
VR(h) =
VaR[Rt(h)]
h ·VaR[rt] = 1 + 2
h−1∑
k=1
(
1− k
h
)
ρk (2.2.3)
where ρk is the k
th order autocorrelation coefficient of {rt}. When VR(h) = 1, it means that
{rt} satisfies the random walk hypothesis; when VR(h) 6= 1, {rt} exhibits serial dependence. This
is actually the statistic to test the hypothesis of a random walk proposed by Lo and MacKinlay
(1988). VR(h) can be regarded as an indicator which measures the synthetical effects on different
degrees of serial difference. If VR(h) is significantly larger (smaller) than one, then this series is
characterized by a synthetically positive (negative) serial dependence of {rt}. Lo and MacKinlay
(1988) define the following statistic to estimate the VR(h):
VR(h) = 1 + 2
h−1∑
k=1
(
1− k
h
)
ρˆk
where ρˆk is the empirical autocorrelation coefficient of lag k. Under the random walk hypothesis,
VR(h) still approaches one. Therefore,
M̂VaR(h)m+1 =
√
h×VR(h)× V̂aR(1)mh+1
and V̂aR(1)mh+1 is calculated as the equation (2.2.2).
• Cornish-Fisher Approximation (CF): In addition to serial correlation, daily returns usually
exhibit excess kurtosis and skewness. A favored way of calculating VaR, which allows for skewness
as well as excess kurtosis, is the Cornish-Fisher approximation. It starts by defining standardized
returns by:
zt = rt/σt ∼ i.i.d D(0, 1)
The Cornish-Fisher VaR with coverage rate p can then be calculated as:
VaR(1)mh+1 = −σt+1CF−1p (2.2.4)
where
CF−1p = Φ
−1
p +
ζ1
6
[
(Φ−1p )
2 − 1
]
+
ζ2
24
[
(Φ−1p )
3 − 3Φ−1p
]
− ζ
2
1
36
[
2(Φ−1p )
3 − 5Φ−1p
]
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where ζ1 is the skewness and ζ2 is the excess kurtosis of the standardized returns, zt. The Cornish-
Fisher quantile can be viewed as a Taylor expansion around the normal distribution. If there is
neither skewness nor excess kurtosis so that ζ1 = ζ2 = 0, then I have CF
−1
p = Φ
−1
p .
2.2.2. GARCH Monte Carlo Simulation. An alternative to deal with the data limitation
issue is the Monte Carlo simulation, which is made possible through developed computation capa-
bility. By building a structure of daily returns, I can simulate a large number of return paths over
the next h days, with which I can find quantileτ of h-day returns. The structure I use here is the
famous GARCH(1,1)-normal model of returns.
• GARCH Model: Before getting into the details of the Monte Carlo simulation, I will briefly
introduce the ARCH and GARCH models, which are useful in describing time variation in condi-
tional variance when only lower frequency data is available, for example, daily data. The structure
of a volatility model can be described as:
xt = µt(θ) + t
t = σt(θ)zt, zt ∼ N(0, 1)
where
µt(θ) = E[xt|Ft−1]
σ2t (θ) = E[(xt − µt(θ))2|Ft−1]
Return xt is decomposed into a conditional mean µt(θ) and a residual term t. Ft is the information
set available at time t. The residual term t has a volatility conditional on the information available
at time t-1, denoted σt, which may vary over time. θ is the vector of unknown parameters. zt is
assumed to be normal distributed in ordinary GARCH models, but this is not always the case. A
volatility model is used to describe the evolution of σ2t (θ).
The ARCH(p) model was first introduced by Engle (1982) and assumes that the conditional
variance is a linear function of the past p squared innovations:
σ2t (θ) = ω + α1
2
t−1 + · · ·+ αp2t−p = ω +
p∑
i=1
αi
2
t−i
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Therefore, the conditional volatility is assumed to be a moving average of squared innovations. The
parameters must satisfy some constraints to guarantee the model is well defined and conditional
variance positive, which is ω > 0 and αi ≥ 0, i = 1, ...,p. For the unconditional variance to be
positive, another constraint is also required:
∑p
i=1 αi +
∑q
j=1 < 1.
Due to the large persistence in volatility, the ARCH model often requires a large p when
fitting the data. In this case, it is more parsimonious to use the GARCH (Generalized ARCH)
model introduced by Bollerslev (1986). Specifically, the conditional variance of a GARCH(p,q) is:
σ2t = ω +
p∑
i=1
αi
2
t−i +
q∑
j=1
βjσ
2
t−j
The necessary constraints are: ω > 0, αi ≥ 0, i = 1, ...,p, βj ≥ 0, j = 1, ..., q.
• Monte Carlo Simulation: Consider a GARCH(1,1)-normal model of returns, where
rt+1 = σt+1zt+1, zt+1 ∼ i.i.d. N(0, 1)
σ2t+1 = ω + αr
2
t + βσ
2
t
At the end of day t, I obtain rt and calculate σ
2
t+1, which is tomorrow’s variance in the GARCH
model. By random number generators, I generate a set of artificial random numbers:
zˇi,1, i = 1, 2, ...,M
The numbers are drawn from the standard normal distribution, N(0, 1). M denotes the number of
draws, which should be large enough, and 10,000 is used in my case. From these random numbers
I can calculate a set of hypothetical returns for the next day as:
rˇi,t+1 = σt+1zˇi,1
Given these hypothetical returns, I can update the variance to get a set of hypothetical variances
for the day after tomorrow t + 2 as follows:
σˇ2i,t+2 = ω + αrˇ
2
i,t+1 + βσ
2
t+1
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Given a new set of random numbers drawn from the N(0, 1) distribution,
zˇi,2, i = 1, 2, ...,M
I can calculate the hypothetical return on the day after tomorrow t + 2 as:
rˇi,t+2 = σt+2zˇi,2
The variance is now updated using:
σˇ2i,t+3 = ω + αrˇ
2
i,t+2 + βσ
2
t+2
It is more clear to illustrate the simulation of the hypothetical daily returns from t+1 to day t+h
using a graph as below:
zˇ1,1 → rˇ1,t+1 → σˇ21,t+2 zˇ1,2 → rˇ1,t+2 → σˇ21,t+3 · · · · zˇ1,h → rˇ1,t+h
↗ zˇ2,1 → rˇ2,t+1 → σˇ22,t+2 zˇ2,2 → rˇ2,t+2 → σˇ22,t+3 · · · · zˇ2,h → rˇ2,t+h
σ2t+1 →
↘ · · ·· · · · · · · ··
zˇM,1 → rˇM,t+1 → σˇ2M,t+2 zˇM,2 → rˇM,t+2 → σˇ2M,t+3 · · · · zˇM,h → rˇM,t+h
Each row corresponds to one path of the Monte Carlo simulation, which branches out from σ2t+1
on the first day. On each day a given branch gets updated with a new random number, which is
different from the one used on any of the days before. I end up with M sequences of hypothetical
daily returns for day t+1 through day t+h. From these hypothetical future daily returns, I can
easily calculate the hypothetical h-day from each Monte Carlo path as:
Rˇ[i,t+1:t+h] =
h∑
j=1
rˇi,t+j, for i = 1, 2, ...,M
If I collect these M hypothetical h-day returns in a set
{
Rˇi,t+1:t+h
}M
i=1
, I can simply calculate the
h-day value at risk by calculating the 100pth percentile as in:
VaRpt+1:t+h = −quantile
[ {
Rˇi,t+1:t+h
}M
i=1
, 100p
]
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2.3. Indirect Forecasting Approach: Volatility Transformation
Instead of forecasting VaR directly, an alternative approach is to forecast volatility first and
transform it into VaR by multiplying a quantile under the assumption of a certain distribution,
such as Gaussian and Student’s t. In this case, forecasting VaR can be transformed to forecasting
volatility so that existing volatility forecasting models can be employed.
2.3.1. Constant Volatility Model. This model forecasts volatility from an average volatility
measurement over a prior time period, which is basically a moving average approach. Following
Reeves and Xie (2014), I call it “constant volatility model”. The constant volatility h-day ahead
forecasts are computed as the average h-day realized volatility, computed over the prior K periods,
where the h-day realized volatility is computed from daily returns. The number of periods K is
picked as the size of in-sample observations, which depends on the forecasting horizon h. The h-day
ahead volatility forecast for the ith stock is:
σ2i,m+1 =
1
K
K−1∑
k=0
σ2i,m−k
With the volatility forecast, I can obtain the forecast of VaR h-day ahead for ith stock according
to Equation 2.1.2.
2.3.2. Autoregressive Realized Volatility Models. Based on the GARCH model de-
scribed before, 1-step ahead forecast for σ2t+1 is:
σ2t (1) = ωˆ + αˆˆ
2
t + βˆ1σˆ
2
t
Since 2t = σ
2
t z
2
t , the GARCH(1,1) model can be rewritten as:
σ2t = ω + α
2
t−1 + βσ
2
t−1 = ω + (α+ β)σ
2
t−1 + ασ
2
t−1(z
2
t−1 − 1)
so that, at time t+2, I have
σ2t+2 = ω + (α+ β)σ
2
t+1 + ασ
2
t+1(z
2
t+1 − 1)
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with E[(z2t+1 − 1)|Ft] = 0. It is natural to derive the following 2-step ahead forecast for σ2t+2:
σ2t (2) = ωˆ + (αˆ+ βˆ)σ
2
t (1)
Generally speaking, the k-step ahead forecast for σ2t+k is:
σ2t (k) = ωˆ + (αˆ+ βˆ)σ
2
t (k− 1), for k > 1
We can see that the 1-step ahead forecast of volatility is an AR(1) process. Inspired by this, I will
substitute σ2t (k− 1) with realized volatility and forecast it with an AR(p) model, p = 1, 2, 3, 4, 5.
Let m be the starting date for forecasting. Specifically,
σ2m+1 = α0 +
p∑
i=1
αiσ
2
m + t, for p = 1, 2, 3, 4, 5
2.3.3. MIDAS. MIDAS is a parsimonious regression framework that does not require the
dynamics of each and every daily predictor series to be modeled. The original work on MIDAS
focused on volatility predictions; see for instance, Alper et al. (2008), Chen and Ghysels (2010),
Engle et al. (2009), Forsberg and Ghysels (2007), Leon et al. (2007), Clements et al. (2008) among
others. In the MIDAS approach, the forecasting regression can be formulated as follows:
σ2i,m+1 = µi + φi
jmax∑
j=0
bi(j, θ)r
2
mh,−j + i,t+1
where σ2i,m+1 is a measure of h-day volatility. The regressors, r
2
mh,−j, j = 0, ..., j
max are measured
at the daily frequency, and r2mh,−j represents the return of the last j
th day of tth month. Following
Ghysels et al. (2009), I use daily squared returns in the applications. The weighting function, bi(j, θ),
is parameterized by a low-dimentional parameter vector θ. Without this parametric restriction,
the number of parameters associated with the predictors r2mh,−j would proliferate significantly,
leading to in-sample overfit and poor out-of-sample forecasts. A suitable parameterization of bi(j, θ)
circumvents the problem of parameter prolifertion and is one of the most important ingredients
in a MIDAS regression. I follow the literature to use a Gaussian likelihood as a quasi-maximum
likelihood to estimate the intercept µi, slope φi and weighting parameter θ.
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The following weighting functions have been suggested by Ghysels et al. (2005), Ghysels et al.
(2006) and Ghysels et al. (2009) and are evaluated in the empirical section.
1. Exponential:
bk(j, θ1, θ2) =
exp
{
θ1j + θ2j
2
}∑jmax
i=0 exp {θ1i + θ2i2}
This scheme guarantees that the weights are positive and that they add up to one. Also, the func-
tional form can produce a wide variety of shapes for different values of the two parameters. It is
also parsimonious, with only two parameters to estimate. In addition, as long as θ2 is negative, the
weights goes to zero as the lag length increases. The speed with which the weights decay, controls
the effective number of observations used to estimate the conditional variance.
2. Beta:
bk(j, θ1, θ2) =
f( jjmax , θ1; θ2)∑jmax
i=0 f(
i
jmax , θ1; θ2)
where f(z, a; b) = za−1(1− z)b−1/β(a,b) and β(a,b) is based on the Gamma function1. This spec-
ification is suitable for variance forecasting because it provides positive coefficients. For θ1 = 1
and θ2 > 1, it has a slowly decaying pattern of typical volatility filters, which means that only
one parameter is left to determine the shape. The function can take many shapes, including flat
weights, gradually declining weights, as well as hump-shaped patterns.
3. Hyperbolic:
bk(j, θ1, θ2) =
g( jjmax , θ)∑jmax
i=1 g(
i
jmax , θ)
where g(j, θ) = Γ(j + θ)/(Γ(j + 1)Γ(θ)) which can be written equivalently as g(0, θ) = 1 and g(j, θ) =
(j + θ − 1)g(j− 1, θ)/j, for j ≥ 1. This Gamma functional form has only one parameter to estimate.
While it is not as flexible as the Beta specification, it has been extensively used in the variance
modeling literature.
1β(a,b) = Γ(a)Γ(b)/Γ(a + b)
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2.3.4. Non-normal Distribution. For the variance transformation approach to work, I need
to assume the distribution of return. For example, if I assume the return has a Gaussian distribu-
tion,
rt = σt · zt, zt ∼ i.i.d. N(0, 1)
If I have the prediction for σt+h at time t, say σˆt+h|t, then
VaRτt+h = −σˆt+h|t · quantileτ (zt+h|Ft) (2.3.1)
It is easy to see that quantileτ (z|Ft) is known, given the distribution of z and τ . Therefore, the
forecast of VaR can be converted to the forecast of σt+h, then multiplied by a constant number
quantileτ (z|Ft).
The daily returns exhibit some stylized properties that violate the Gaussian assumptions.
Perhaps the most important deviations from normality we have seen are the fatter tails and the
more pronounced peak in the distribution of zt, compared with the normal distribution. The
Student’s’s t distribution captures these features. It is defined by
f(x; v) =
Γ((v + 1)/2)
Γ(v/2)
√
(vpi)
(1 + x2/v)−(1+v)/2, for v > 0
where Γ(·) notation refers to the gamma function and v is the degree of freedom. From the density
function, the distribution has only one parameter, namely v.
Combining a dynamic volatility model such as GARCH with Student’s t distribution, asset
returns can be modeled as:
rt = σt · zt, zt ∼ i.i.d. t(v)
We can estimate the variance parameters and the v parameter simultaneously. As I am relying on
numerical optimization to estimate the parameters, it is important to keep simplicity. Therefore,
I adopt the easy estimation approach in Christoffersen (2012), which involves two steps. The first
step is to fit the data according to a GARCH(1,1) model and obtain the estimates of the parameters
and σt. Then by using the obtained σt, I “de-GARCH” the return series by zt = rt/σt and degree
of freedom v is the only parameter to estimate using the “de-GARCHed” return series, which can
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be estimated by maximizing:
ln(L1) =
T∑
t=1
ln(ft(v)(zt; v))
= T{ln(Γ(v + 1
2
))− ln(Γ(v
2
))− ln(pi)/2− ln(v − 2)/2} − 1
2
T∑
t=1
(1 + v)ln(1 +
(rt/σt)
2
v − 2 )
While the maximum likelihood estimation here has nice properties, there is a very simple alternative
estimation procedure available for t distribution. That there is a simple closed-form relationship
between v and excess kurtosis, ζ2, suggests first calculating ζ2 from the zt variable and then calcu-
lating v from
v =
6
ζ2
+ 4
since
ζ2 =
6
v − 4
This is a method-of-moments estimate, where I match the fourth sample moment of the “de-
GARCHed” return series zt to the fourth moment from the assumed Student’s t distribution.
Notice that this estimate of v is conditional on having estimated the GARCH parameters in the
first step by QMLE. As I will show later, the forecast is implemented by a rolling window, so both
GARCH parameters and v are updated each time the window is rolled. An alternative approach
is to omit the estimation of the GARCH model and simply use the JP Morgan’s RiskMetrics
(exponential smoother) model for market risk management:
σ2t+1 = λσ
2
t + (1− λ)r2t
λ is usually just set to be 0.94. I will include this approach as comparison in the forecast section
too.
2.4. VaR Back-Testing
Following Christoffersen (2012), an integrated framework for assessing the accuracy of VaR
forecasts is used here. The development of this framework can be traced to Christoffersen (1998),
Christoffersen and Pelletier (2004) and Berkowitz et al. (2012). I define a hit sequence of VaR
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violations as:
It+1 =
 1 if Rt+1 < −VaR
p
t+1
0 if Rt+1 > −VaRpt+1
The hit sequence returns a 1 in period m+1 if the loss in that period was larger than the VaR
number predicted in advance for that period. If the VaR was not violated, then the hit sequence
returns a 0. When back-testing the risk model, I construct a sequence of {Im+1}Mm=1 across M
periods, indicating when the past violations occurred.
If I am using the perfect VaR model, then given all the information available to us at the time
the VaR forecast is made, I should not be able to predict whether the VaR will be violated. Our
forecast of the probability of a VaR violation should be simply p for every period. If I could predict
the VaR violations, then that information could be used to construct a better risk model. In other
words, the hit sequence of violations should be completely unpredictable, and therefore, distributed
independently over time as a Bernoulli variable that takes the value 1 with probability p and the
value 0 with probability 1− p. We write:
H0 : It+1 ∼ i.i.d. Bernoulli(p)
If p is 0.5, then the i.i.d. Bernoulli distribution describes the distribution of getting a “head” when
tossing a fair coin. The Bernoulli distribution function is written as:
f(It+1; p) = (1− p)1−It+1pIt+1
When back-testing risk models, p will be 0.01 or 0.05 depending on the coverage rate of the VaR.
The hit sequence from a correctly specified risk model should thus look like a sequence of random
tosses of a coin, which comes up heads 1% or 5% of the time, depending on the VaR coverage rate.
2.4.1. Unconditional Coverage Testing. My first objective is to test if the fraction of
violations obtained for a particular risk model, call it pi, is significantly different from the promised
fraction p. This is called unconditional coverage hypothesis. The likelihood of an i.i.d. Bernoulli(pi)
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hit sequence could be written as:
L(pi) =
T∏
t=1
(1− pi)1−It+1piIt+1 = (1− pi)T0piT1
where T0 and T1 are the numbers of 0’s and 1’s in the sample. pi can be easily calculated as T1/T,
i.e. the observed fraction of violations in the sequence. Plugging the maximum likelihood estimates
back into the likelihood function gives the optimized likelihood as:
L(pˆi) = (1− T1/T)T0(T1/T)T1
Under the unconditional coverage null hypothesis that pi = p, where p is the known VaR coverage
rate, I have the likelihood:
L(p) =
T∏
t=1
(1− p)1−It+1pIt+1 = (1− p)T0pT1
We can check the unconditional coverage hypothesis using a likelihood ratio test:
LRuc = −2ln[L(p)/L(pˆi)]
Asymptotically, as the number of observations T goes to infinity, the test will be distributed a χ2
with one degree of freedom. Substituting in the likelihood functions, I have:
LRuc = −2ln
[
(1− p)T0pT1/{(1− T1/T)T0(T1/T)T1}
] ∼ χ21 (2.4.1)
The larger the LRuc value is, the more unlikely the null hypothesis is to be true. Choosing a
significance level of 10% for the test, the critical value is then 2.7055 from the χ2 distribution.
If LRuc is larger than 2.7055, I reject the VaR model at the 10% level. Alternatively, I calculate
p-value associated with the test statistic, which is calculated as:
pv ≡ 1− Fχ2(LRuc)
where Fχ2(·) denotes the cumulative density function of a χ2 variable with one degree of freedom.
If p-value is below the desired significance level, then we reject the null hypothesis. For example,
if p-value is 0.06, I would reject the null hypothesis if I have a significance level of 10%, but would
not reject the null that the risk model is correct on average, if the significance level is 5%.
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The number of observations available is not very large for back-testing, especially when fore-
casting 30-day ahead. Therefore, I certainly will not have a large number of violations T1, which
are the informative observations. It is, therefore, often better to rely on Monte Carlo simulated
p-values rather those from the χ2 distribution. The simulated p-values for a particular test value
can be calculated by first generating 999 samples of random i.i.d. Bernoulli(p) variables, where the
sample size is equal to the actual sample at hand. Given these artificial samples, I can calculate
999 simulated test statistics, {L˜Ruc}999i=1. The simulated p-value is then calculated as the share of
simulated LRuc values that are larger than the actual LRuc test value. Written formally,
pv =
1
1000
[
1 +
999∑
i=1
I(L˜Ruc(i) > LRuc)
]
(2.4.2)
where I(·) takes on the value of one if the argument is true or zero otherwise.
2.4.2. Independence Testing. Imagine all the VaR violations or “hits” in a sample hap-
pening around the same time, a VaR with the correct average (or unconditional) coverage is not
satisfactory. For example, if the 5% VaR gave exactly 5% violations but all of these violations
came during a three-month period, then the risk of bankruptcy would be much higher than if the
violations were scattered randomly through time. I therefore should reject VaR models that imply
violations that are clustered in time.
If the VaR violations are clustered, then the risk manager can essentially predict that if today
is a violation, then tomorrow is more than p× 100% likely to be a violation as well. This is clearly
not satisfactory. In such a situation, the risk manager should increase the VaR in order to lower
the conditional probability of a violation to be promised p.
The independent testing should be used to detect clustered violations. If the hit sequence is
dependent over time and then it can be decribed as first-order Markov sequence with transition
probability matrix:
Π1 =
1− pi01 pi01
1− pi11 pi11

These transition probabilities simply mean that: conditional on this period being a nonviolation,
the probability of the next period being a violation is pi01; the probability of the next period being
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a violation giving this period is also a violation is pi11. Specifically,
pi01 = Pr(It+1 = 1|It = 0)
pi11 = Pr(It+1 = 1|It = 1)
The first-order Markov property refers to the assumption that only this period’s outcome matters
for the next period’s outcome, while the exact sequence of past hits does not matter. As only
two outcomes are possible (zero and one), the two probabilities pi01 and pi11 describe the entire
process. The probability of a nonviolation following a nonviolation is 1−pi01, and the probability of
a nonviolation following a violation is 1−pi11. Assuming a sample of T observations, the likelihood
function of the first-order Markov process can be written as:
L(Π1) = (1− pi01)T00piT0101 (1− pi11)T10piT1111
where Tij, i, j = 0, 1 is the number of observations with a j following an i. Then the maximum
likelihood estimates are:
pˆi01 =
T01
T00 + T01
pˆi11 =
T11
T00 + T11
Naturally,
pˆi00 = 1− pˆi01
pˆi10 = 1− pˆi11
which gives the matrix of estimated transition probabilities
Πˆ1 =
pˆi00 pˆi01
pˆi10 pˆi11
 =
1− pˆi01 pˆi01
1− pˆi11 pˆi11
 =
 T00T00+T01 T01T00+T01
T10
T10+T11
T11
T10+T11

Allowing for dependence in the hit sequence corresponds to allowing pi01 to be different from pi11.
On the other hand, if the hits are independent over time, then the probability of violation in the
next period does not depend on this period being a violation or not, so pi01 = pi11 = pi. Under
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independence,
Πˆ =
1− pˆi pˆi
1− pˆi pˆi

This can be tested by a likelihood ratio test:
LRind = −2ln
[
L(Πˆ)/L(Πˆ1)
] ∼ χ21
where L(Πˆ) is the likelihood under the alternative hypothesis from the LRuc test. In large samples,
the distribution of the LRuc test statistic is also χ
2 with one degree of freedom. But I also calculate
the p-value using the simulation as before. Again I generate 999 artificial samples of i.i.d. Bernoulli
variables, calculate 999 artificial test statistics, and find the share of simulated test values that are
larger than the actual test value. As a practical matter, when implementing the LRuc tests we may
incur samples where T11 = 0. Therefore, I simply calculate the likelihood function as:
L(Πˆ1) = (1− pˆi01)T00 pˆiT0101
2.4.3. Conditional Coverage Testing. Ultimately, I need to simultaneously test if the VaR
violations are independent and if the average number of violations is correct. The joint test for
independence and correct coverage using the conditional coverage test is given by
LRcc = −2ln
[
L(p)/L(Πˆ)
] ∼ χ22
This corresponds to testing that pi01 = pi11 = pi. Notice that the LRcc test takes the likelihood
from the null hypothesis in the LRuc test and combines it with the likelihood from the alternative
hypothesis in the LRind test. Therefore,
LRcc = −2ln
[
L(p)/L(Πˆ1)
]
= −2ln
[{
L(p)/L(Πˆ)
}{
L(Πˆ)/L(Πˆ1)
}]
= −2ln
[
L(p)/L(Πˆ)
]
− 2ln
[
L(Πˆ)/L(Πˆ1)
]
= LRuc + LRind
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so that the joint test of conditional coverage can be calculated by simply summing the two individual
tests for unconditional coverage and independence. As before, p-value is calculated from simulation.
2.5. Empirical Results
2.5.1. Data. The forecasting and back-testing are implemented on two categories of data:
individual stocks and portfolios and indices. To achieve an effective back-testing of long-term VaR
forecasts (e.g. 30-day), a relatively long horizon of data is necessary. For individual stocks, I use 17
stocks from the DJIA index, as in Reeves and Xie (2014). The daily closing prices from 1 January
1975 to 31 December 2013 are obtained from the Center for Research in Security Prices (CRSP),
with adjustments made for corporate actions, such as dividends, splits, etc. Some of the stocks are
excluded because they do not have a complete return time series over the study period, leaving
17 stocks for the analysis. In terms of choosing portfolios, two portfolios used in Santos et al.
(2013) are included: the first portfolio composed of returns of 48 US industry portfolios (Ind48);
the second portfolio composed of returns on 25 portfolios of stocks, formed on the basis of size and
book-to-market (Port25). In addition, the six benchmark portfolios, formed on size and book-to-
market are also used: SL, SM, SH, BL, BM, BH. These eight portfolios were downloaded from the
web page of Kenneth French2. Daily returns of three indices were obtained from Yahoo Finance:
S&P 500 index (SP), NYSE Composite (NYA) and NASDAQ Composite (IXIC). The total number
of portfolios and indices is 11, and they share the same time horizon with the individual stocks.
The reason of adding the second data set is that portfolios and indices behave differently from
individual stocks, in terms of return volatility, serial correlation and so on. In addition, individual
stocks used in this chapter are blue-chip and there could be a size effect. It will useful to examine
how different methodologies work on a larger scale of securities.
The length of each time series is 9840, i.e. T = 9840. Realized volatility is calculated from daily
returns. Suppose the sequence of T daily prices of a stock is {Pt}Tt=0, then rt = log(Pt/Pt−1). Table
2.2 reports the descriptive statistics of the daily returns of each security, which exhibits heavy tail
and slightly skewness. Realized volatility σ2t is defined as the sum of squared daily returns within
the period m. Within the mth period of h days,
2http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/index.html
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σ2m =
h∑
j=1
r2m,t, t = 1, 2, ...,h
The aggregate return within the period m is:
Rm =
h∑
j=1
rm,t, t = 1, 2, ...,h
Notice that I use a non-lapping approach to calculate the aggregate return. For example, if I have
1200 daily return observations, I will only get 120 10-day returns and 40 30-day returns. It is
the same with realized volatility. The number of observations of realized volatility and aggregate
returns of different horizons is reported in Table 2.1. If the VaR confidence level is 1%, the expected
violations should be 1% times the number of observations in the out-of-sample period.
One important stylized fact about daily return is serial correlation. Wang et al. (2011) demon-
strate that serial dependence may severely bias the applicability of SRTR. In addition, the appli-
cation of the GARCH model is based on the serial correlation of the second moment of return.
Therefore, I will examine the serial correlation of both the return itself and its second moment.
The statistical significance of a set of autocorrelations can be formally tested using the Ljung-Box
statistic. It tests the null hypothesis that the autocorrelation for lags 1 through h are all jointly
zero via:
LB(h) = T(T + 2)
h∑
τ=1
ρˆ2τ
T− τ ∼ χ
2
h
where ρˆτ is the autocorrelation of daily return for lag order τ . The chi-squared distribution with h
degrees of freedom is denoted by χ2h. The null hypothesis, that autocorrelations for lag 1 through
h are jointly zero will be rejected if the LB(h) is larger than the critical value of the chi-squared
distribution with h degrees of freedom. The Ljung-Box statistic is calculated for h equals 10, 20 and
30. The statistics are reported in Table 2.3 and the null hypothesis is rejected for both individual
stocks and portfolios and indices, suggesting the existence of autocorrelation. However, this test is
silent about the direction of autocorrelation. The variance ratio test proposed in Lo and MacKinlay
(1988) can be applied to determine negative/positive correlation and the statistic is described by
Equation 2.2.3. Variance ratios of individual stocks are slightly smaller (not significant) than unit,
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while variance ratios of portfolios and indices are mostly greater than unit, which is consistent with
the findings in Lo and MacKinlay (1988). Results of the second moment are given in Table 2.4: the
Ljung-Box statistics show a very strong correlation, and variance ratios tell us that the correlation
is positive, which suggests strong GARCH effect existing in both individual stocks and portfolios
and indices.
2.5.2. Results. For each asset, I forecast and back-test the VaR under the same procedure.
Step 1: I estimate the parameters of each model in the training section and forecast VaR one-period
ahead. Step 2: I compare the forecasted VaR and corresponding realized return to obtain the first
realization of Im+1, which takes value 1 if a violation happens, 0 otherwise. Specifically, for each
model and each forecast VaRτm+1, there will be a corresponding realization of return rm+1, then
Im+1 =
 1 if rm+1 < −VaRτm+10 if rm+1 > −VaRτm+1
Step 3: I roll the window forward by one period and repeat Step 1 and 2 to get the second realization
of Im+1, and so on until the end of data set. Since τ = 1%, the ideal number of violations should be
1% times the number of observations in the out-of-sample part. If the number of realized violations
are close to the ideal number, the model should be good.
Section 2.5 provides a formal test of the performance of the forecasts. For each security under
different models, the likelihood and the p-value of the unconditional/conditional coverage test are
obtained. I then will count how many securities reject the model in use. Then the question is:
What significance level should be used? The choice of the significance level comes down to an
assessment of the costs of making two types of mistakes: reject a correct model (Type I error) or
fail to reject an incorrect model (Type II error). Increasing the significance level implies larger
Type I but smaller Type II errors and vice versa. In academic work, a significance level of 1%,
5% or 10% are typically used. In risk management, the Type II error may be very costly, so a
significance level greater than 5% may be appropriate. Usually 10% is chosen in the literature. To
cater for different cost preferences, I will report results under 5%, 10% and 15%.
Table 2.5 and 2.6 summarize the average violations under both direct and indirect approaches
for individual stocks, and portfolios and indices, respectively. The last row is the “expected” or ideal
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number of violations if the model in use is perfect, i.e. 1% times the number of observations in the
out-of-sample period. Under SRTR, three different specifications are applied: historical simulation
(HS), modified SRTR(MS) and Cornish Fisher approximation (CF), and three in-sample sizes are
used: 1800 days, 800 days and 300 days. For each horizon, the average violations generated by HS
and MS are more than expected, while violations generated by CF are fewer than expected. This
suggests HS and MS underpredict VaR, whereas CF overpredict VaR. Moreover, forecasts generated
by MS are further away from the expected result, meaning that correcting serial correlation is not
improving forecasting accuracy.
Models under indirect approach include constant volatility model, AR(p) models and MIDAS.
Two different assumptions are utilized under each model, which are Gaussian and Student’s t
distribution. Under Student’s t distribution, the GARCH model is applied to obtain the optimal
degree of freedom. In addition to estimating the GARCH model by myself, I also adopt the
RiskMetrics specification. Figure 1 gives an example of estimated GARCH parameters (αˆ and βˆ)
and the corresponding degree of freedom (v1) of Student’s t and also the degree of freedom (v2)
under the RiskMetrics specification with 30-day horizon. Figure 2 presents v1 of 17 stocks and the
S&P index with a 30-day horizon. Average violations generated by constant volatility and AR(p)
models under the Gaussian assumption are bigger than expected, while average violations under
Student’s t assumption are smaller than expected. This result suggests that Gaussian assumption
causes underestimation of risk and Student’s t assumption does the opposite. Among all the models,
MIDAS with different specifications give the worst forecasts, and it underpredicts VaR for all three
horizons by giving much more average violations than expected. The underprediction is less severe
when Student’s t distribution is used.
Although it is useful to compare the performance of different models by checking the average
violations, it is more reliable to judge the effectiveness of different models by a formal statistical
back-testing. As the conditional coverage test accounts for the dependence of violations, it is more
robust and reliable than the unconditional coverage test. So only the p-value of conditional coverage
test is reported. Table 2.7 presents back-testing results of direct approach for both individual stocks
and Table 2.8 reports the results of the indirect approach. By comparison, GARCH-MC and SRTR
with CF specification produce the fewest rejections. The indirect approach achieves many more
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rejections, and MIDAS which gives the worst forecasts, which is consistent with the conclusion in
Reeves and Xie (2014). Back-testing results for portfolios&indices can be found in Table 2.8 and
2.10. GARCH-MC doesn’t perform as well as before. One possible reason is that portfolios and
indices exhibit stronger serial correlation, which is not accounted in the GARCH model. This can
be seen by comparing the performance of GARCH-MC and the correlation in the first moment.
Specifically, “SL” ,“SM”, “SH”, “Port25” and “Ind48” exhibit significant positive serial correlation
from the variance ratio test, and they also reject the GARCH-MC model in the back-testing (See
Table 2.16 in the Appendix). SRTR shows a similar pattern, but it is relatively robust. SRTR
with CF specification still has the best forecasting accuracy among the alternatives. In addition,
increasing the in-sample size of SRTR does not improve the forecasting accuracy. The details of
VaR violations and p-values of each asset under each model are given in the Appendix.
2.5.3. Why Does SRTR Work Relatively Well? For SRTR to serve as a good approx-
imation, it requires not only the i.i.d. property of zero-mean returns, but also the normality of
returns. These assumptions, however, are not satisfied in practice: serial correlation, volatility clus-
tering, heavy tailless, skewness and negative jumps. Literature has documented how the existence
of each fact could distort the application of SRTR, such as Jorion (2001), Diebold et al. (1997),
Danielsson and De Vries (2000) and (Danielsson and Zigrand, 2006). Wang et al. (2011) examine
and reconcile all these stylized facts in returns that contribute to the SRTR scaling distortions.
They demonstrate that the most important fact that severely bias the applicability of SRTR is
serial dependence, and other facts may be less relevant. From the variance ratio tests, there is no
significant serial correlation in the data set used in this paper, thus modified SRTR based on the
variance ratio does not add value to forecasting. The Cornish-Fisher approximation accounts for
excess kurtosis and skewness, and including it into the SRTR results in much better forecasting
accuracy. One possible explanation is that the serial correlation in the return series is not very
significant, especially for individual stocks, and the effects of other stylized facts offset each other.
McNeil and Frey (2000) find that the SRTR method is not performing well at all in terms
of multiple-day horizon forecasting. A possible explanation is that they calculate the multiple
day returns through the overlapping method. This will produce bigger sample (more than 7000
observations in back-testing), but it will also cause big positive autocorrelation in the return series,
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resulting in huge underestimation of VaR. In this article, multiple-day returns are calculated without
overlapping, and the result shows that the SRTR is actually performing well.
2.6. Conclusion
Long-term risk management has gained much attention after a series of tremendous crises.
This paper focuses on the long-term prediction of one of the most popular tail risk measure, VaR.
The forecast horizon examined here includes: 10-day, 20-day and 30-day. Two different data sets
are used: individual stocks, and portfolios and indices to check whether a different data set might
alter the results.
The most direct way to forecast VaR(h) is SRTR, which is advocated by both the Basel
Committee and practitioners. In computing daily VaR, besides using the historical simulation as
documented in the literature, two other approaches, modified SRTR, aimed to correct the serial
correlation, and the Cornish-Fisher approximation, aimed to account for excess kurtosis and skew-
ness, are also adopted. The use of SRTR is due to the limitation of data. An alternative method of
dealing with the data issue is to simulate h day return in the future and then use a certain empirical
quantile as the VaR forecast. The GARCH model is used as the basic structure of a Monte Carlo
simulation. SRTR and GARCH-MC can be treated as direct approaches of forecasting VaR.
The opposite is to forecast volatility first and then transform the volatility into VaR under cer-
tain return distribution assumptions. By this simple transformation, existing models of predicting
volatility can be applied, which will broaden the comparison. For volatility forecasting, I employ
the constant volatility model and AR(p) models of realized volatility, as well as MIDAS. As returns
usually exhibit heavy tail, the transformation is also done under Student’s t assumption alongside
the Gaussian assumption. The optimal degree of freedom of Student’s t distribution is estimated
based on the“de-GARCHed” return series.
After obtaining an indicator series showing whether the realized h-day return violate the fore-
casted VaR, a formal VaR back-testing is implemented. The likelihoods and p-values of an un-
conditional coverage test, independence test as well as conditional coverage test are obtained. By
counting and comparing the number of securities that reject certain model, it shows that SRTR,
combined with Cornish-Fisher, with a shorter in-sample, performs better than the alternatives.
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The GARCH-MC achieves good accuracy for individual stocks, but not for portfolios and indices.
The possible reason is that portfolios and indices exhibit a strong serial correlation in the first
moment, which affects the usefulness of the GARCH model. The indirect forecasting approach
does not perform as well as the direct approach, and forecasts generated by MIDAS lead to the
most rejections.
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Table 2.1. Number of Observations and Expected Violations
Total Observations In-Sample Out-of-Sample Expected Violations
10-day 982 300 682 6.82
20-day 491 91 400 4.00
30-day 267 67 260 2.60
Notes: This table gives the number of observations of h-day return, where h = 10, 20 or 30. The
third and fourth columns presents the number of observations during the in-sample period and
out-of-sample, respectively. The last column is the number of expected violations, equal to number
of out-of-sample observations times 1%.
Table 2.2. Descriptive Statistics of Daily Return (%)
Mean Std.Deviation Minimum Maximum Kurtosis Skewness
Panel A: Individual Stocks
PFE 0.04 1.761 -18.99 9.75 4.320 -0.204
AA 0.02 2.189 -17.50 20.87 7.699 -0.044
BA 0.05 1.966 -19.39 14.38 4.886 -0.115
CAT 0.03 1.914 -15.69 13.73 5.092 -0.135
DD 0.03 1.716 -20.18 10.86 5.583 -0.219
DIS 0.05 1.925 -21.78 17.48 8.035 -0.136
GE 0.04 1.701 -19.21 17.98 8.798 -0.104
HPQ 0.03 2.320 -22.67 15.95 7.282 -0.310
IBM 0.03 1.650 -16.89 12.36 7.191 0.086
JNJ 0.05 1.458 -20.28 11.54 8.694 -0.311
KO 0.04 1.512 -10.60 17.96 6.380 0.307
MCD 0.05 1.597 -18.17 10.31 5.309 -0.064
MMM 0.03 1.453 -10.37 10.50 4.086 -0.022
MRK 0.04 1.628 -15.94 12.25 5.848 -0.165
PG 0.04 1.364 -10.24 20.04 8.754 0.263
UTX 0.05 1.679 -17.07 12.79 4.204 -0.041
WMT 0.08 1.865 -12.56 13.65 3.582 0.221
Panel B: Portfolios & Indices
SL 0.05 1.19 -9.36 9.45 5.73 -0.28
SM 0.07 0.98 -7.73 7.20 7.37 -0.22
SH 0.08 1.00 -7.91 8.01 9.54 -0.32
BL 0.05 1.07 -8.37 6.56 4.57 -0.18
BM 0.06 1.00 -7.54 8.07 6.86 -0.15
BH 0.06 1.05 -8.82 8.88 8.69 -0.15
Port25 0.06 0.98 -7.98 7.83 7.34 -0.25
Ind48 0.06 1.00 -7.41 8.27 6.72 -0.28
SP 0.04 1.05 -8.64 8.71 5.85 -0.24
NYA 0.04 1.00 -8.20 7.16 6.44 -0.38
IXIC 0.04 1.27 -10.17 9.96 7.64 -0.40
Notes: This table shows the descriptive statistics of daily log returns, presented as a percentage. The first
panel is statistics of individual stocks, and the second panel is for portfolios and indices.
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Table 2.3. Autocorrelation Tests of Daily Return
ρˆ(1) ρˆ(10) ρˆ(20) ρˆ(30) Lags: 10 days Lag: 20 days Lag: 30 days
LBχ2 VR LBχ2 VR LBχ2 VR
Panel A: Individual Stocks
PFE 0.01 -0.02 0.01 0.01 60.6*** 0.85 73.4*** 0.79* 91.8*** 0.75**
AA 0.04 0.01 0.00 0.02 41.8*** 0.97 73.2*** 0.96 104.0*** 0.95
BA 0.01 0.02 0.00 0.01 24.3** 0.96 31.0*** 0.98 47.8*** 1.00
CAT 0.04 -0.01 -0.01 0.01 25.4*** 1.01 39.0*** 0.99 58.8*** 0.96
DD -0.01 -0.01 0.02 0.01 15.5* 0.91 33.6** 0.86 45.9** 0.83
DIS 0.02 0.01 -0.01 0.01 32.8*** 0.93 44.9*** 0.93 56.0*** 0.94
GE 0.00 -0.01 -0.01 0.00 30.1*** 0.91 81.4*** 0.87 95.0*** 0.87
HPQ 0.00 0.01 -0.01 0.04 25.2*** 0.89 49.8*** 0.89 79.3*** 0.88
IBM -0.03 0.00 -0.01 0.00 15.7* 0.93 35.4** 0.98 62.1*** 0.97
JNJ 0.03 0.02 0.01 0.01 98.7*** 0.86 106.7*** 0.81 124.0*** 0.77*
KO 0.02 -0.01 0.02 -0.01 50.5*** 0.87 71.8*** 0.81 79.0*** 0.80
MCD 0.02 -0.02 0.00 0.00 40.4*** 0.90 61.6*** 0.87 69.3*** 0.87
MMM -0.01 0.01 -0.01 0.00 31.5*** 0.85 47.6*** 0.81 72.8*** 0.75**
MRK 0.02 0.01 0.01 0.00 28.4*** 0.93 52.0*** 0.89 63.1*** 0.85
PG -0.02 0.00 0.00 0.01 41.1*** 0.82 58.0*** 0.78* 86.3*** 0.73**
UTX 0.02 0.01 0.01 0.03 41.8*** 0.91 56.0*** 0.89 83.6*** 0.89
WMT 0.04 0.00 -0.01 0.02 57.6*** 0.89 73.1*** 0.85 86.9*** 0.83
Panel B: Portfolios & Indices
SL 0.11 0.01 0.02 0.02 133.01*** 1.29* 181.0*** 1.42* 208.4*** 1.50**
SM 0.05 0.01 0.01 0.03 48.22*** 1.17 78.0*** 1.26* 113.8*** 1.32*
SH 0.06 -0.01 0.01 0.01 84.55*** 1.25* 148.4*** 1.38* 182.6*** 1.48**
BL 0.03 0.01 0.01 0.01 41.11*** 0.98 71.5*** 1.00 93.2*** 1.01
BM 0.02 0.01 -0.01 0.00 38.21*** 0.95 42.7*** 0.91 67.3*** 0.89
BH 0.01 -0.01 -0.01 0.00 68.30*** 0.94 90.3*** 0.91 110.8*** 0.89
Port25 0.06 0.01 0.00 0.02 66.08*** 1.16 86.3*** 1.21* 111.0*** 1.25*
Ind48 0.07 0.01 0.01 0.02 73.34*** 1.13 86.0*** 1.19 107.6*** 1.22*
SP 0.00 0.01 0.01 0.02 41.25*** 0.88 60.7*** 0.87 86.7*** 0.85
NYA 0.03 0.01 0.01 0.01 56.37*** 0.96 66.4*** 0.96 93.0*** 0.95
IXIC 0.05 0.00 0.02 0.02 33.71*** 1.09 92.8*** 1.19 136.2*** 1.27*
Notes: This table presents the results of autocorrelation tests of daily returns. ρˆ(h) represents the auto-
correlation of order h; h = 1, 10, 20, 30. LBχ2 is the chi-squared statistics of Ljung-Box test, and “VR” is
the variance ratio proposed in Lo and MacKinlay (1988). ***, **, and * represent statistical significant at
1%, 5% or 10% levels, respectively.
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Table 2.4. Autocorrelation Tests of Daily Squared Return
ρˆ(1) ρˆ(10) ρˆ(20) ρˆ(30) Lags: 10 days Lag: 20 days Lag: 30 days
LBχ2 VR LBχ2 VR LBχ2 VR
Panel A: Individual Stocks
PFE 0.13 0.07 0.05 0.06 1449*** 2.21** 1842*** 3.05*** 2084*** 3.68***
AA 0.28 0.25 0.16 0.23 7068*** 3.44*** 11000*** 5.76*** 14922*** 7.79***
BA 0.16 0.06 0.04 0.06 858*** 1.95* 1200*** 2.63*** 1517*** 3.20***
CAT 0.14 0.11 0.06 0.07 1357*** 2.15** 2052*** 3.11** 2769*** 3.99***
DD 0.15 0.12 0.09 0.09 1792*** 2.27* 2847*** 3.44*** 3772*** 4.47***
DIS 0.14 0.09 0.04 0.07 1021*** 1.97* 1393*** 2.78** 1700*** 3.41***
GE 0.26 0.17 0.17 0.16 4217*** 2.97** 6725*** 4.71*** 8301*** 6.22***
HPQ 0.09 0.04 0.05 0.07 447*** 1.64* 672*** 2.17* 861*** 2.66**
IBM 0.12 0.09 0.07 0.06 899*** 1.90* 1447*** 2.72** 1856*** 3.45***
JNJ 0.22 0.07 0.05 0.05 1184*** 2.10* 1518*** 2.83** 1692*** 3.40***
KO 0.28 0.06 0.07 0.07 1942*** 2.41** 2461*** 3.33*** 2763*** 4.05***
MCD 0.20 0.10 0.06 0.06 1285*** 2.12* 1611*** 2.89** 1944*** 3.51***
MMM 0.12 0.10 0.08 0.07 1305*** 2.09* 2180*** 3.12*** 2904*** 4.06***
MRK 0.13 0.09 0.05 0.04 1122*** 2.04* 1613*** 2.91** 1979*** 3.63***
PG 0.23 0.10 0.05 0.04 1335*** 2.15* 1705*** 2.94** 2010*** 3.58***
UTX 0.15 0.11 0.09 0.11 1480*** 2.18* 2466*** 3.26*** 3247*** 4.23***
WMT 0.19 0.12 0.09 0.08 1614*** 2.26** 2306*** 3.27*** 2930*** 4.13***
Panel B: Portfolios & Indices
SL 0.30 0.24 0.21 0.17 8258*** 3.76*** 12679*** 6.22*** 16142*** 8.37***
SM 0.34 0.28 0.26 0.23 10361*** 4.02*** 17136*** 6.93*** 22431*** 9.56***
SH 0.32 0.33 0.27 0.23 11376*** 4.14*** 19516*** 7.26*** 25959*** 10.12***
BL 0.23 0.13 0.17 0.12 4492*** 3.00*** 7169*** 4.87*** 9163*** 6.50***
BM 0.28 0.25 0.23 0.17 7185*** 3.53*** 11000*** 5.87*** 14088*** 7.87***
BH 0.30 0.26 0.26 0.20 7745*** 3.59*** 12826*** 6.12*** 18002*** 8.47***
Port25 0.30 0.25 0.27 0.22 9197*** 3.82*** 15809*** 6.66*** 20767*** 9.19***
Ind48 0.28 0.24 0.21 0.21 8270*** 3.66*** 13062*** 6.24*** 17092*** 8.49***
SP 0.26 0.19 0.18 0.17 5685*** 3.29*** 8490*** 5.30*** 10927*** 7.05***
NYA 0.28 0.25 0.23 0.21 7457*** 3.50*** 12379*** 6.02*** 16340*** 8.27***
IXIC 0.27 0.23 0.20 0.16 7720*** 3.60*** 12619*** 6.11*** 16486*** 8.34***
Notes: This table presents the results of autocorrelation tests of daily squared returns. ρˆ(h) represents the
autocorrelation of order h; h = 1, 10, 20, 30. LBχ2 is the chi-squared statistics of the Ljung-Box test, and “VR”
is the variance ratio proposed in Lo and MacKinlay (1988). ***, **, and * represent statistical significant at 1%,
5% or 10% levels, respectively.
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Table 2.5. Summary of Average Violations: Individual Stocks
10-day 20-day 30-day
Panel A: Direct Approach
Days HS MS CF HS MS CF HS MS CF
1800 7.4 8.8 3.6 4.3 5.4 2.3 2.9 4.1 1.2
SRTR 800 7.7 9.9 4.3 4.4 6.1 2.4 2.5 4.1 1.4
300 8.9 12.6 5.8 4.9 7.4 2.8 3.3 6.0 1.8
GARCH-MC 8.4 4.1 3.2
Panel B: Indirect Approach
Gaussian t:RM t:GH Gaussian t:RM t:GH Gaussian t:RM t:GH
Const 11.9 5.1 5.7 6.6 2.6 2.8 4.4 1.6 1.7
AR(1) 11.4 3.7 4.1 5.7 2.2 2.3 4.1 1.2 1.3
AR(2) 10.4 4.1 4.4 5.7 2.2 2.4 4.2 1.2 1.3
AR(3) 10.4 4.0 4.2 5.8 2.0 2.3 4.0 1.2 1.3
AR(4) 10.4 4.0 4.4 5.8 1.9 2.3 4.1 1.1 1.4
AR(5) 10.6 3.8 4.4 5.7 1.8 2.2 4.2 1.3 1.4
EXP 20.1 9.3 10.1 11.7 5.6 6.4 6.6 2.8 3.1
MIDAS BETA 9.4 9.4 10.1 12.0 5.6 5.9 6.7 2.7 3.0
HYPE 20.2 8.8 9.7 12.0 6.0 6.0 7.0 3.0 3.0
Expected 6.8 4.0 2.6
Notes: This table presents the summary of average violations of individual stocks. Results of the direct approach
are given in Panel A and results of the indirect approach are given in Panel B. The SRTR has three specifications:
historical simulation (HS), modified SRTR (MS) and Cornish-Fisher approximation (CF). Three in-sample sizes
are chosen: 1800 days, 800 days and 300 days. For each model of indirect approach, two assumptions are applied:
Gaussian assumption and Student’s t distribution with two specifications, RiskMetrics (RM) and GARCH (GH).
Each number stands for the average violation of forecasted VaR across individual stocks. The last row gives the
expected violations given 1% significance used in VaR calculation.
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Table 2.6. Summary of Average Violations: Portfolios & Indices
10-day 20-day 30-day
Panel A: Direct Approach
Days HS MS CF HS MS CF HS MS CF
1800 11.2 9.8 6.1 6.1 4.7 3.7 5.5 3.7 2.1
SRTR 800 10.2 10.7 6.8 6.2 5.6 4.0 4.4 3.5 1.8
300 11.8 11.5 8.4 6.8 8.0 4.6 5.0 5.2 2.6
GARCH-MC 11.9 7.6 5.1
Panel B: Indirect Approach
Gaussian t:RM t:GH Gaussian t:RM t:GH Gaussian t:RM t:GH
Const 14.9 5.6 6.5 12.0 5.5 6.1 7.4 4.2 5.4
AR(1) 12.8 4.3 4.5 9.5 4.0 4.5 6.4 2.5 3.1
AR(2) 13.1 4.5 5.1 8.8 3.8 4.5 6.3 2.5 3.2
AR(3) 12.6 4.6 5.2 9.2 4.1 4.5 6.3 2.5 3.1
AR(4) 12.5 4.5 5.3 9.2 4.1 4.5 6.3 2.5 2.9
AR(5) 12.3 4.6 5.4 9.5 4.2 4.6 6.3 2.5 3.2
EXP 43.5 25.3 27.1 22.5 12.2 13.6 12.6 8.9 9.3
MIDAS BETA 43.6 25.7 27.7 22.8 12.6 14.0 12.6 8.6 9.4
HYPE 42.5 24.5 27.1 22.2 12.1 13.2 12.1 8.0 8.7
Expected 6.8 4.0 2.6
Notes: This table presents the summary of average violations of portfolios and indices. Results of the direct
approach are given in Panel A and results of the indirect approach are given in Panel B. The SRTR has three
specifications: historical simulation (HS), modified SRTR (MS) and Cornish-Fisher approximation (CF). Three in-
sample sizes are chosen: 1800 days, 800 days and 300 days. For each model of indirect approach, two assumptions
are applied: Gaussian assumption and Student’s t distribution with two specifications, RiskMetrics (RM) and
GARCH (GH). Each number stands for the average violation of forecasted VaR across portfolios and indices. The
last row gives the expected violations given 1% significance used in VaR calculation
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Table 2.7. Summary of Rejections: Direct Forecasting Approach, Individual Stocks
10-day 20-day 30-day
Days HS MS CF HS MS CF HS MS CF
5% 3 3 3 2 4 1 1 4 1
1800 10% 4 6 6 3 5 3 2 4 5
15% 4 6 9 3 5 4 3 6 5
5% 3 5 3 2 4 1 2 4 1
SRTR 800 10% 5 9 5 2 6 3 2 4 2
15% 6 10 7 2 6 4 3 6 2
5% 2 6 3 0 0 0 2 4 0
300 10% 5 12 3 2 9 0 2 4 3
15% 5 13 4 2 9 1 3 12 3
5% 1 1 0
GARCH-MC 10% 5 2 0
15% 5 2 1
Notes: This table summarizes the number of rejections among individual stocks under direct forecasting
approach: SRTR with different specifications and GARCH Monte Carlo simulation. Every number in the
table represents how many out of 17 individual stocks reject certain model under three confidence levels:
5%, 10% and 15%. The forecasting horizons are: 10-day, 20-day and 30-day.
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Table 2.8. Summary of Rejections: Indirect Forecasting Approach, Individual Stocks
10-day 20-day 30-day
Gaussian t:RM t:GH Gaussian t:RM t:GH Gaussian t:RM t:GH
5% 8 2 4 4 2 2 6 3 6
Const 10% 10 3 6 8 4 2 6 7 7
15% 11 6 8 8 5 4 8 7 7
5% 6 1 2 1 1 0 2 3 2
AR(1) 10% 7 6 3 4 1 4 2 5 4
15% 8 8 6 4 4 4 6 5 4
5% 5 1 1 0 0 0 2 3 1
AR(2) 10% 7 3 3 4 2 2 2 5 4
15% 7 8 5 4 5 4 7 5 4
5% 5 1 1 0 1 0 2 3 3
AR(3) 10% 6 4 4 4 2 1 2 5 4
15% 8 10 7 4 6 6 3 5 4
5% 4 1 1 1 1 0 2 2 3
AR(4) 10% 7 5 3 4 2 1 2 6 4
15% 8 9 8 4 7 5 5 6 4
5% 4 0 0 1 0 0 2 4 4
AR(5) 10% 7 3 2 4 1 2 2 5 5
15% 7 9 5 4 8 6 7 5 5
5% 13 6 6 10 4 4 11 6 6
EXP 10% 15 7 7 13 8 8 11 8 8
15% 15 8 7 13 8 8 12 9 9
5% 14 7 7 10 5 4 12 6 6
MIDAS BETA 10% 15 7 8 12 8 8 12 8 9
15% 15 9 8 12 8 8 14 8 10
5% 13 6 6 11 4 4 12 5 7
HYPE 10% 15 6 7 12 6 6 12 9 9
15% 16 7 7 12 6 6 13 10 9
Notes: This table summarizes the number of rejections among individual stocks under indirect forecasting ap-
proach of different specifications: Gaussian assumption and Student’s t distribution with two specifications,
RiskMetrics (RM) and GARCH (GH). Each number represents how many out of 17 individual stocks reject a
certain specific model under three confidence levels: 5%, 10% and 15%. The forecasting horizons are: 10-day,
20-day and 30-day.
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Table 2.9. Summary of Rejections: Direct Forecasting Approach, Portfolios & Indices
10-day 20-day 30-day
Days HS MS CF HS MS CF HS MS CF
5% 7 4 2 8 7 3 5 2 2
1800 10% 7 4 2 8 7 4 5 2 2
15% 7 5 3 8 7 5 5 2 2
5% 4 5 0 7 8 4 4 2 2
SRTR 800 10% 4 7 0 8 8 4 4 2 2
15% 5 7 0 8 8 6 4 3 2
5% 7 5 4 7 7 3 4 1 1
300 10% 7 6 4 8 9 4 4 2 1
15% 7 7 4 8 9 5 5 5 1
5% 5 6 5
GARCH-MC 10% 5 6 5
15% 6 6 6
Notes: This table summarizes the number of rejections among portfolios and indices under direct forecast-
ing approach: SRTR with different specifications and GARCH Monte Carlo simulation. Every number in
the table represents how many out of 11 portfolios&indices reject a certain model under three confidence
levels: 5%, 10% and 15%. The forecasting horizons are: 10-day, 20-day and 30-day.
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Table 2.10. Summary of Rejections: Indirect Forecasting Approach, Portfolios &
Indices
10-day 20-day 30-day
Gaussian t:RM t:GH Gaussian t:RM t:GH Gaussian t:RM t:GH
5% 6 5 5 9 9 9 7 5 5
Const 10% 8 5 5 10 9 9 7 5 5
15% 8 5 5 10 9 9 8 5 5
5% 7 2 2 8 3 3 5 4 3
AR(1) 10% 9 3 3 8 4 4 5 5 5
15% 9 4 4 8 6 6 6 5 5
5% 7 2 2 7 3 3 5 4 4
AR(2) 10% 9 2 4 9 6 4 5 5 5
15% 9 2 4 9 7 6 5 5 5
5% 7 3 3 8 4 3 5 4 4
AR(3) 10% 9 3 4 8 7 5 5 6 5
15% 9 3 4 8 7 5 6 6 5
5% 7 2 4 7 4 4 5 6 4
AR(4) 10% 8 3 5 8 5 5 5 6 5
15% 8 4 5 8 7 5 5 6 5
5% 7 2 4 7 5 5 5 4 4
AR(5) 10% 7 3 4 8 6 5 5 5 5
15% 7 4 4 8 7 6 5 5 6
5% 11 9 9 11 9 10 9 5 5
EXP 10% 11 9 9 11 9 10 9 5 5
15% 11 10 9 11 9 10 10 7 8
5% 11 9 9 11 10 10 10 5 6
MIDAS BETA 10% 11 9 10 11 10 10 10 5 7
15% 11 10 10 11 10 10 10 8 7
5% 11 9 9 11 9 9 10 4 4
HYPE 10% 11 9 10 11 9 10 10 4 4
15% 11 10 10 11 9 10 11 6 5
Notes: This table summarizes the number of rejections among portfolios and indices under indirect forecasting
approach of different specifications: Gaussian assumption and Student’s t distribution with two specifications,
RiskMetrics (RM) and GARCH (GH). Each number represents how many out of 11 portfolios and indices reject
a certain specific model under three confidence levels: 5%, 10% and 15%. The forecasting horizons are: 10-day,
20-day and 30-day.
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Figure 2.1. S&P: GARCH parameters under moving windows, 30-day
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Figure 2.2. Degree of Freedom under Moving Windows, 30-day
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2.7. Appendix
Part 1. Results for Individual Stocks:
Table 2.11. Back-Testing Results of GARCH-MC
10-day 20-day 30-day
n pv n pv n pv
PFE 8 0.06 2 0.22 3 0.81
AA 11 0.02 5 0.45 5 0.18
BA 9 0.36 4 0.81 5 0.15
CAT 9 0.05 5 0.46 5 0.16
DD 7 0.86 4 0.81 2 0.53
DIS 5 0.47 9 0.00 6 0.14
GE 8 0.58 2 0.24 5 0.18
HPQ 15 0.07 7 0.17 2 0.52
IBM 11 0.20 8 0.10 5 0.16
JNJ 6 0.69 3 0.62 1 0.19
KO 7 0.85 4 0.80 2 0.55
MCD 7 0.87 3 0.62 1 0.21
MMM 10 0.23 2 0.25 4 0.40
MRK 13 0.08 3 0.63 3 0.81
PG 6 0.72 5 0.46 3 0.80
UTX 7 0.83 3 0.64 2 0.53
WMT 6 0.72 3 0.64 1 0.21
Mean 8.4 4.1 3.2
Notes: This table gives forecast statistics of the GARCH-MC model. “n” is the number of violations
and “pv” is the p-value of conditional coverage test. Numbers in bold are the p-values less than
0.1. The last row of table is the ideal number of violations calculated by out-of-sample observations
multiplied by 1%.
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Table 2.12. Back-Testing Results of SRTR
10-day 20-day 30-day
HS MS CF HS MS CF HS MS CF
n pv n pv n pv n pv n pv n pv n pv n pv n pv
In Sample: 1800 days
PFE 6 0.73 9 0.39 4 0.32 4 0.82 4 0.82 2 0.24 3 0.75 3 0.79 1 0.22
AA 9 0.04 9 0.06 8 0.06 4 0.81 6 0.41 3 0.60 4 0.38 4 0.41 3 0.78
BA 9 0.38 9 0.39 6 0.70 6 0.38 6 0.37 3 0.63 4 0.40 7 0.04 2 0.56
CAT 8 0.15 7 0.06 2 0.01 6 0.37 6 0.39 3 0.58 4 0.43 5 0.16 2 0.55
DD 8 0.06 10 0.01 4 0.25 4 0.82 5 0.03 3 0.62 3 0.80 4 0.04 2 0.54
DIS 6 0.71 10 0.24 2 0.11 8 0.09 9 0.01 3 0.61 4 0.42 6 0.13 2 0.52
GE 9 0.04 12 0.02 5 0.02 3 0.64 5 0.49 1 0.12 5 0.14 5 0.14 3 0.78
HPQ 11 0.02 13 0.01 3 0.01 7 0.18 8 0.08 2 0.22 2 0.53 5 0.02 0 0.05
IBM 6 0.73 7 0.87 2 0.10 4 0.82 4 0.80 1 0.09 2 0.55 3 0.78 1 0.23
JNJ 3 0.14 5 0.46 1 0.08 3 0.62 6 0.40 3 0.63 2 0.56 1 0.21 0 0.06
KO 6 0.72 6 0.71 4 0.27 4 0.80 4 0.80 4 0.81 0 0.05 2 0.54 0 0.06
MCD 7 0.87 8 0.60 3 0.14 4 0.82 6 0.39 2 0.24 2 0.54 4 0.03 0 0.05
MMM 7 0.87 8 0.60 1 0.08 2 0.26 4 0.81 0 0.06 0 0.05 3 0.79 0 0.04
MRK 10 0.25 11 0.19 5 0.46 2 0.22 3 0.62 2 0.24 3 0.78 3 0.78 1 0.23
PG 6 0.71 11 0.01 2 0.11 4 0.03 5 0.04 3 0.60 5 0.14 5 0.17 2 0.56
UTX 7 0.86 8 0.59 4 0.29 3 0.60 5 0.45 3 0.64 4 0.44 3 0.81 1 0.21
WMT 6 0.72 6 0.73 4 0.25 4 0.04 5 0.04 3 0.01 2 0.53 4 0.43 1 0.22
Mean 7.4 8.8 3.6 4.3 5.4 2.3 2.9 4.1 1.2
In Sample: 800 days
PFE 10 0.21 13 0.09 5 0.46 3 0.61 5 0.48 3 0.61 2 0.55 5 0.14 1 0.21
AA 7 0.07 8 0.07 7 0.06 3 0.62 4 0.83 3 0.62 2 0.55 3 0.78 1 0.20
BA 12 0.13 14 0.08 7 0.87 5 0.46 7 0.18 3 0.62 6 0.11 8 0.02 2 0.57
CAT 6 0.04 8 0.07 0 0.01 5 0.47 6 0.35 1 0.08 4 0.43 5 0.16 2 0.54
DD 6 0.05 9 0.04 3 0.13 3 0.63 6 0.02 3 0.61 3 0.02 3 0.02 2 0.54
DIS 6 0.70 10 0.04 4 0.26 6 0.38 8 0.01 3 0.60 4 0.44 4 0.42 3 0.78
GE 9 0.05 10 0.03 5 0.02 5 0.46 7 0.19 3 0.63 4 0.40 4 0.39 2 0.52
HPQ 10 0.03 12 0.01 6 0.04 7 0.16 8 0.09 3 0.63 0 0.04 5 0.15 0 0.05
IBM 10 0.23 10 0.28 4 0.30 5 0.46 4 0.83 2 0.22 4 0.44 4 0.42 2 0.51
JNJ 5 0.45 8 0.61 3 0.15 4 0.82 9 0.07 3 0.64 2 0.55 4 0.03 2 0.56
KO 9 0.42 9 0.39 6 0.72 5 0.49 5 0.43 4 0.78 2 0.57 2 0.57 2 0.56
MCD 4 0.32 8 0.60 4 0.27 3 0.62 5 0.46 2 0.24 1 0.23 2 0.53 1 0.21
MMM 7 0.86 9 0.37 1 0.06 4 0.80 6 0.35 0 0.05 2 0.56 2 0.55 0 0.05
MRK 10 0.22 12 0.12 4 0.29 3 0.61 3 0.62 1 0.09 2 0.53 3 0.81 1 0.23
PG 5 0.50 7 0.84 3 0.13 4 0.04 7 0.02 1 0.11 2 0.51 7 0.03 1 0.21
UTX 7 0.86 11 0.19 7 0.86 4 0.79 6 0.36 3 0.62 2 0.57 4 0.39 2 0.54
WMT 8 0.58 8 0.59 6 0.69 6 0.03 7 0.02 4 0.82 2 0.54 5 0.16 1 0.21
Mean 7.7 9.9 4.3 4.4 6.1 2.4 2.5 4.1 1.4
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In Sample: 300 days
PFE 10 0.22 15 0.05 7 0.86 4 0.80 6 0.42 3 0.61 2 0.54 8 0.03 1 0.22
AA 13 0.01 13 0.01 9 0.03 6 0.40 9 0.07 3 0.64 4 0.41 5 0.16 2 0.53
BA 9 0.37 11 0.20 7 0.86 4 0.82 7 0.18 3 0.62 5 0.16 6 0.13 2 0.51
CAT 8 0.07 7 0.05 4 0.01 6 0.41 10 0.06 3 0.62 5 0.15 6 0.12 4 0.40
DD 7 0.88 12 0.01 4 0.28 3 0.64 4 0.83 3 0.61 2 0.55 5 0.14 2 0.57
DIS 6 0.73 10 0.03 5 0.46 10 0.06 11 0.06 4 0.82 7 0.04 7 0.05 5 0.17
GE 8 0.07 12 0.00 6 0.04 4 0.80 7 0.18 2 0.27 4 0.39 6 0.12 1 0.22
HPQ 13 0.01 18 0.00 8 0.59 5 0.44 8 0.08 3 0.66 2 0.53 8 0.03 0 0.05
IBM 13 0.09 14 0.07 7 0.86 10 0.07 7 0.18 4 0.81 7 0.03 6 0.12 5 0.16
JNJ 4 0.31 10 0.24 2 0.10 5 0.48 9 0.08 4 0.82 2 0.56 2 0.52 2 0.55
KO 9 0.37 12 0.13 6 0.74 5 0.45 4 0.82 3 0.63 2 0.55 4 0.39 1 0.21
MCD 8 0.60 11 0.22 6 0.72 4 0.82 9 0.07 2 0.25 2 0.55 8 0.00 1 0.23
MMM 7 0.86 11 0.20 5 0.46 5 0.48 8 0.08 1 0.12 3 0.79 6 0.14 0 0.05
MRK 11 0.20 15 0.09 7 0.87 3 0.64 6 0.37 3 0.61 3 0.78 5 0.17 2 0.55
PG 7 0.85 14 0.09 4 0.28 4 0.81 8 0.09 2 0.23 1 0.24 6 0.13 0 0.05
UTX 10 0.24 13 0.09 8 0.57 2 0.24 6 0.41 2 0.24 3 0.79 6 0.13 2 0.55
WMT 9 0.36 14 0.09 6 0.74 5 0.49 8 0.08 4 0.81 4 0.39 5 0.16 2 0.54
Mean 8.9 12.6 5.8 4.9 7.4 2.8 3.3 6.0 1.8
Notes: This table gives forecast statistics of the SRTR model with three different specifications: historical simu-
lation (HS), modified SRTR (MS) and Cornish-Fisher approximation (CF). For each specification, the forecasts
are obtained with three different in-sample days: 1800 days, 800 days and 300 days, which are reported in three
different panels, respectively. “n” is the number of violations and “pv” is the p-value of the conditional coverage
test. Numbers in bold are p-values less than 0.1. The last row of table is the ideal number of violations calculated
by out-of-sample observations multiplied by 1%.
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Table 2.13. Results of Volatility Transformation Approach, 10-day
Const AR(1) AR(2) AR(3) AR(4) AR(5) MIDAS
EXP BETA HYPE
n pv n pv n pv n pv n pv n pv n pv n pv n pv
Panel A: Gaussian Assumption
PFE 15 0.01 12 0.02 11 0.02 11 0.02 11 0.02 12 0.01 17 0.00 6 0.70 18 0.00
AA 12 0.01 14 0.01 13 0.01 14 0.00 13 0.01 14 0.00 25 0.00 16 0.01 26 0.00
BA 11 0.19 11 0.20 10 0.23 10 0.23 11 0.18 10 0.23 10 0.22 7 0.85 11 0.19
CAT 17 0.00 14 0.01 14 0.01 11 0.02 12 0.01 9 0.06 39 0.00 11 0.02 44 0.00
DD 12 0.00 14 0.10 9 0.38 9 0.39 7 0.88 8 0.61 18 0.00 10 0.03 17 0.00
DIS 12 0.12 8 0.60 7 0.88 7 0.87 6 0.73 8 0.57 15 0.00 6 0.71 14 0.09
GE 14 0.01 10 0.02 9 0.05 9 0.05 8 0.07 10 0.03 30 0.00 20 0.00 29 0.00
HPQ 17 0.00 19 0.00 19 0.00 19 0.00 19 0.00 20 0.00 32 0.00 12 0.01 31 0.00
IBM 14 0.09 13 0.08 13 0.09 12 0.11 13 0.08 14 0.09 34 0.00 9 0.40 32 0.00
JNJ 4 0.29 8 0.59 7 0.84 7 0.87 9 0.40 8 0.60 9 0.06 4 0.28 10 0.04
KO 11 0.20 10 0.25 10 0.22 11 0.20 11 0.20 10 0.23 18 0.00 10 0.03 18 0.00
MCD 10 0.04 9 0.39 7 0.87 7 0.86 7 0.87 6 0.71 11 0.01 8 0.60 12 0.02
MMM 10 0.23 10 0.24 11 0.21 12 0.13 12 0.13 11 0.20 14 0.08 5 0.46 14 0.08
MRK 14 0.10 16 0.03 15 0.07 15 0.08 15 0.07 15 0.06 29 0.00 12 0.12 25 0.00
PG 7 0.87 11 0.23 8 0.60 9 0.38 8 0.60 9 0.39 16 0.01 7 0.87 17 0.00
UTX 11 0.18 10 0.22 8 0.62 9 0.37 8 0.61 9 0.39 11 0.20 4 0.28 12 0.13
WMT 7 0.88 7 0.86 7 0.87 8 0.61 9 0.40 9 0.39 8 0.61 3 0.15 8 0.58
Mean 12 11 10 10 10 11 20 9 20
Panel B: Student’s t Assumption, RiskMetrics
PFE 3 0.15 1 0.08 3 0.14 3 0.13 3 0.14 3 0.15 6 0.69 6 0.70 5 0.48
AA 9 0.04 9 0.05 10 0.02 11 0.02 10 0.04 8 0.08 15 0.01 16 0.00 15 0.00
BA 7 0.88 6 0.72 4 0.30 5 0.47 4 0.28 4 0.29 7 0.86 7 0.88 7 0.87
CAT 5 0.02 2 0.09 2 0.10 2 0.09 2 0.09 2 0.11 11 0.02 11 0.02 9 0.05
DD 6 0.71 5 0.47 5 0.47 5 0.46 5 0.48 5 0.47 10 0.24 10 0.03 10 0.03
DIS 4 0.29 3 0.15 3 0.14 3 0.14 3 0.14 4 0.28 6 0.76 6 0.72 6 0.74
GE 9 0.06 4 0.27 4 0.31 3 0.13 4 0.29 4 0.29 20 0.00 20 0.00 20 0.00
HPQ 4 0.29 5 0.49 5 0.45 6 0.72 7 0.86 6 0.70 11 0.02 12 0.02 11 0.02
IBM 4 0.29 5 0.47 5 0.50 4 0.29 6 0.71 5 0.47 11 0.21 9 0.39 9 0.40
JNJ 2 0.11 2 0.11 2 0.10 3 0.13 3 0.14 3 0.13 4 0.29 4 0.29 4 0.28
KO 4 0.30 1 0.08 4 0.31 3 0.13 3 0.15 4 0.30 8 0.60 10 0.03 8 0.59
MCD 6 0.73 4 0.28 5 0.49 4 0.32 4 0.28 3 0.14 9 0.04 8 0.59 8 0.60
MMM 2 0.10 0 0.01 1 0.07 1 0.08 1 0.09 2 0.10 5 0.50 5 0.47 5 0.47
MRK 8 0.60 6 0.70 6 0.70 6 0.71 6 0.71 5 0.47 14 0.07 12 0.12 11 0.21
PG 3 0.16 2 0.09 3 0.13 2 0.08 2 0.11 2 0.09 6 0.74 7 0.85 7 0.87
UTX 4 0.29 3 0.15 2 0.09 3 0.15 2 0.08 2 0.10 4 0.29 4 0.29 4 0.29
WMT 4 0.29 4 0.30 3 0.15 2 0.12 1 0.07 1 0.07 3 0.13 3 0.14 3 0.14
Mean 5 4 4 4 4 4 9 9 9
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Panel C: Student’s t Assumption, GARCH Specification
PFE 4 0.30 4 0.29 3 0.16 3 0.13 3 0.14 3 0.15 7 0.85 7 0.87 8 0.64
AA 9 0.05 9 0.04 11 0.02 11 0.02 11 0.02 9 0.05 16 0.01 18 0.00 16 0.00
BA 7 0.86 6 0.72 4 0.27 5 0.46 5 0.48 5 0.48 7 0.87 7 0.87 7 0.87
CAT 5 0.02 2 0.12 2 0.11 2 0.09 2 0.09 2 0.10 14 0.01 14 0.01 13 0.01
DD 7 0.87 5 0.47 5 0.49 5 0.44 5 0.48 5 0.45 10 0.24 10 0.03 10 0.03
DIS 4 0.29 3 0.14 3 0.12 3 0.15 3 0.13 4 0.29 6 0.71 7 0.87 6 0.71
GE 10 0.03 3 0.15 5 0.46 3 0.12 4 0.28 4 0.33 21 0.00 20 0.00 20 0.00
HPQ 8 0.06 5 0.50 6 0.73 7 0.88 7 0.86 7 0.86 13 0.01 12 0.02 12 0.01
IBM 4 0.28 5 0.49 5 0.46 4 0.30 6 0.74 6 0.71 11 0.21 9 0.38 9 0.40
JNJ 2 0.09 2 0.09 2 0.09 3 0.16 3 0.15 4 0.29 4 0.31 4 0.29 4 0.31
KO 6 0.73 4 0.30 5 0.49 4 0.30 4 0.29 5 0.49 9 0.38 10 0.03 8 0.61
MCD 4 0.28 4 0.30 5 0.47 3 0.15 3 0.16 3 0.15 9 0.05 8 0.60 8 0.57
MMM 3 0.14 0 0.01 1 0.07 1 0.08 2 0.10 3 0.14 7 0.85 6 0.70 7 0.87
MRK 9 0.40 6 0.71 7 0.86 7 0.89 7 0.88 6 0.72 14 0.08 13 0.09 12 0.13
PG 3 0.14 3 0.14 3 0.16 3 0.13 3 0.13 3 0.14 7 0.86 8 0.61 8 0.62
UTX 5 0.47 3 0.15 3 0.16 3 0.15 3 0.15 3 0.15 4 0.28 4 0.28 4 0.29
WMT 4 0.31 4 0.29 3 0.16 2 0.09 2 0.09 1 0.09 4 0.32 4 0.31 4 0.28
Mean 6 4 4 4 4 4 10 10 10
Notes: This table gives the forecast results of volatility transformation approach under Gaussian assump-
tion with 10-day forecast horizon. For each model and security, the number of violations (“n”) and p-value
of conditional coverage testing (“pv’) are reported. Numbers in bold are p-values that are smaller than
0.1. The last row reports the average number of violations across different securities.
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Table 2.14. Results of Volatility Transformation Approach, 20-day
Const AR(1) AR(2) AR(3) AR(4) AR(5) MIDAS
EXP BETA HYPE
n pv n pv n pv n pv n pv n pv n pv n pv n pv
Panel A: Gaussian Assumption
PFE 6 0.38 5 0.46 4 0.79 4 0.80 4 0.82 4 0.80 6 0.38 5 0.46 6 0.37
AA 6 0.37 6 0.40 6 0.40 7 0.17 5 0.51 5 0.48 17 0.00 19 0.00 19 0.00
BA 8 0.08 5 0.47 5 0.48 4 0.83 4 0.81 4 0.81 8 0.09 7 0.19 7 0.18
CAT 11 0.05 8 0.07 8 0.08 8 0.08 8 0.07 8 0.08 27 0.00 26 0.00 25 0.00
DD 5 0.04 3 0.64 4 0.82 4 0.82 4 0.83 4 0.80 8 0.01 8 0.01 8 0.01
DIS 11 0.01 10 0.07 10 0.08 11 0.04 11 0.05 11 0.04 13 0.00 13 0.00 13 0.00
GE 8 0.00 3 0.59 4 0.83 4 0.82 5 0.49 3 0.59 17 0.00 18 0.00 17 0.00
HPQ 11 0.06 11 0.05 9 0.07 9 0.06 10 0.07 11 0.06 19 0.00 22 0.00 20 0.00
IBM 7 0.17 9 0.07 9 0.08 10 0.07 10 0.07 10 0.08 18 0.00 18 0.00 18 0.00
JNJ 5 0.45 6 0.35 6 0.38 6 0.38 6 0.37 6 0.39 9 0.07 9 0.06 10 0.06
KO 4 0.83 5 0.46 5 0.47 5 0.47 5 0.47 5 0.47 7 0.20 7 0.18 7 0.17
MCD 5 0.45 3 0.62 4 0.79 4 0.81 4 0.81 4 0.82 6 0.38 5 0.45 5 0.45
MMM 4 0.80 4 0.80 5 0.47 4 0.82 4 0.81 4 0.82 6 0.39 6 0.39 6 0.40
MRK 3 0.64 5 0.50 4 0.80 6 0.36 6 0.37 6 0.38 10 0.06 10 0.07 12 0.00
PG 7 0.17 5 0.46 6 0.36 6 0.38 6 0.38 6 0.38 16 0.00 16 0.00 18 0.00
UTX 5 0.48 4 0.84 5 0.49 4 0.81 4 0.81 4 0.80 6 0.36 7 0.16 6 0.36
WMT 5 0.04 4 0.79 3 0.62 3 0.63 3 0.62 3 0.59 4 0.03 4 0.04 5 0.04
Mean 7 6 6 6 6 6 12 12 12
Panel B: Student’s t Assumption, RiskMetrics
PFE 2 0.23 2 0.25 2 0.22 2 0.24 2 0.22 2 0.22 2 0.25 2 0.23 4 0.81
AA 2 0.23 3 0.64 3 0.63 3 0.62 2 0.24 2 0.23 9 0.07 8 0.09 8 0.07
BA 3 0.61 4 0.83 4 0.82 3 0.61 3 0.59 3 0.61 2 0.25 2 0.25 2 0.24
CAT 2 0.23 3 0.62 2 0.23 2 0.25 2 0.23 2 0.25 14 0.00 14 0.00 13 0.01
DD 4 0.83 2 0.24 3 0.63 3 0.60 3 0.63 2 0.22 5 0.44 6 0.37 4 0.80
DIS 5 0.46 5 0.47 5 0.46 4 0.82 4 0.84 4 0.81 5 0.47 5 0.46 5 0.48
GE 4 0.03 1 0.12 1 0.12 1 0.10 1 0.11 1 0.14 10 0.00 12 0.00 11 0.00
HPQ 4 0.81 3 0.62 4 0.80 4 0.80 4 0.82 3 0.63 10 0.07 11 0.05 10 0.07
IBM 2 0.25 2 0.21 2 0.23 2 0.23 2 0.25 2 0.26 8 0.08 8 0.09 7 0.18
JNJ 2 0.23 2 0.21 1 0.11 2 0.22 1 0.11 1 0.12 4 0.80 5 0.47 4 0.82
KO 3 0.61 3 0.64 3 0.60 2 0.22 3 0.61 2 0.23 4 0.81 4 0.82 4 0.81
MCD 2 0.25 2 0.23 1 0.09 1 0.12 1 0.11 1 0.11 4 0.80 3 0.60 3 0.61
MMM 1 0.09 1 0.11 1 0.12 0 0.05 0 0.04 1 0.10 2 0.23 2 0.21 2 0.22
MRK 1 0.09 2 0.21 2 0.24 2 0.23 2 0.25 2 0.22 2 0.23 2 0.23 5 0.47
PG 1 0.11 0 0.04 0 0.07 0 0.06 0 0.06 1 0.12 6 0.00 6 0.00 6 0.02
UTX 2 0.23 2 0.24 2 0.24 1 0.12 1 0.11 1 0.10 3 0.61 3 0.61 2 0.24
WMT 3 0.01 1 0.11 2 0.23 1 0.11 1 0.11 1 0.09 3 0.01 3 0.02 3 0.01
Mean 3 2 2 2 2 2 6 6 6
87
Panel C: Student’s t Assumption, GARCH Specification
PFE 2 0.21 2 0.22 2 0.26 2 0.20 2 0.24 2 0.22 2 0.23 4 0.81 5 0.50
AA 3 0.63 3 0.62 3 0.59 3 0.60 3 0.63 3 0.60 9 0.08 8 0.09 8 0.07
BA 5 0.48 4 0.84 4 0.81 4 0.81 4 0.82 4 0.81 4 0.83 3 0.61 3 0.61
CAT 2 0.24 3 0.61 2 0.23 2 0.23 2 0.22 2 0.20 14 0.00 15 0.00 14 0.00
DD 4 0.80 2 0.24 3 0.61 3 0.61 3 0.63 3 0.62 5 0.48 6 0.38 4 0.83
DIS 5 0.49 5 0.48 5 0.52 5 0.47 5 0.44 5 0.48 7 0.16 6 0.37 6 0.36
GE 4 0.03 1 0.09 1 0.10 1 0.12 1 0.09 1 0.09 11 0.00 11 0.00 11 0.00
HPQ 4 0.81 3 0.62 4 0.79 4 0.81 4 0.82 3 0.62 12 0.02 11 0.05 10 0.06
IBM 2 0.25 2 0.25 3 0.63 2 0.22 2 0.24 2 0.23 8 0.08 8 0.08 7 0.21
JNJ 2 0.21 2 0.23 2 0.25 2 0.23 2 0.25 1 0.11 5 0.45 5 0.51 6 0.40
KO 3 0.61 4 0.81 3 0.60 3 0.65 3 0.62 3 0.63 5 0.49 4 0.81 4 0.81
MCD 2 0.23 2 0.23 1 0.09 1 0.11 1 0.12 1 0.10 4 0.82 3 0.60 3 0.62
MMM 1 0.13 1 0.09 1 0.12 1 0.12 1 0.11 2 0.22 2 0.24 3 0.60 3 0.59
MRK 1 0.13 2 0.22 2 0.24 2 0.22 2 0.25 2 0.23 3 0.64 3 0.60 5 0.47
PG 2 0.23 0 0.06 0 0.06 1 0.09 1 0.12 1 0.11 7 0.00 7 0.00 6 0.03
UTX 2 0.23 3 0.66 3 0.64 1 0.12 2 0.23 1 0.11 4 0.79 3 0.62 2 0.23
WMT 3 0.01 1 0.09 2 0.25 1 0.11 1 0.12 1 0.09 3 0.01 3 0.01 3 0.01
Mean 3 2 2 2 2 2 6 6 6
Notes: This table gives the forecast results of the volatility transformation approach with 20-day forecast
horizon. For each model and security, the number of violations (“n”) and p-value of conditional coverage
testing (“pv’) are reported. Numbers in bold are p-values that are smaller than 0.1. The last row reports
the average number of violations across different securities.
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Table 2.15. Results of Volatility Transformation Approach, 30-day
Constant AR(1) AR(2) AR(3) AR(4) AR(5) MIDAS
EXP BETA HYPE
n pv n pv n pv n pv n pv n pv n pv n pv n pv
Panel A: Gaussian Assumption
PFE 3 0.77 4 0.41 4 0.39 4 0.43 4 0.41 5 0.15 5 0.16 5 0.14 4 0.42
AA 5 0.16 6 0.12 5 0.14 5 0.15 5 0.17 5 0.16 10 0.00 10 0.00 10 0.00
BA 5 0.14 5 0.14 6 0.11 6 0.12 6 0.13 6 0.11 5 0.15 5 0.15 5 0.15
CAT 6 0.12 5 0.16 6 0.12 5 0.15 5 0.15 5 0.15 12 0.00 14 0.00 12 0.00
DD 4 0.02 3 0.82 3 0.77 4 0.40 4 0.40 4 0.39 5 0.02 5 0.01 5 0.02
DIS 8 0.04 7 0.04 7 0.04 7 0.04 7 0.04 7 0.03 8 0.04 7 0.04 7 0.04
GE 7 0.00 6 0.12 5 0.14 5 0.16 6 0.13 6 0.12 11 0.00 11 0.00 11 0.00
HPQ 4 0.03 5 0.15 4 0.41 4 0.43 3 0.78 3 0.80 15 0.00 14 0.00 14 0.00
IBM 5 0.15 7 0.04 7 0.04 7 0.04 7 0.04 7 0.04 8 0.04 10 0.00 10 0.00
JNJ 2 0.56 2 0.55 2 0.53 2 0.52 2 0.54 2 0.54 1 0.21 2 0.54 1 0.21
KO 2 0.56 1 0.20 2 0.53 1 0.22 1 0.22 1 0.23 2 0.54 3 0.78 3 0.79
MCD 2 0.60 1 0.22 1 0.21 1 0.22 2 0.54 3 0.81 3 0.02 3 0.02 3 0.02
MMM 5 0.01 3 0.80 3 0.80 3 0.78 3 0.80 3 0.82 5 0.16 6 0.01 5 0.01
MRK 4 0.42 3 0.80 3 0.79 3 0.78 3 0.78 3 0.79 7 0.04 7 0.04 9 0.01
PG 4 0.38 4 0.42 4 0.39 4 0.41 4 0.41 4 0.41 8 0.04 7 0.04 8 0.04
UTX 3 0.81 6 0.13 6 0.12 5 0.15 6 0.13 6 0.14 4 0.42 3 0.78 3 0.76
WMT 3 0.80 2 0.54 3 0.78 2 0.55 1 0.20 1 0.21 1 0.25 1 0.23 2 0.51
Mean 4 4 4 4 4 4 7 7 7
Panel B: Student’s t Assumption, RiskMetrics
PFE 2 0.56 2 0.54 1 0.20 1 0.23 1 0.22 2 0.53 2 0.54 2 0.58 2 0.53
AA 2 0.54 2 0.53 1 0.22 1 0.21 1 0.23 2 0.54 4 0.03 5 0.02 5 0.02
BA 4 0.40 2 0.54 2 0.54 2 0.54 2 0.55 2 0.55 3 0.80 3 0.79 3 0.79
CAT 2 0.56 1 0.23 2 0.56 2 0.56 1 0.19 1 0.20 6 0.12 8 0.04 6 0.12
DD 4 0.02 2 0.54 2 0.54 2 0.56 2 0.53 2 0.54 4 0.03 3 0.79 4 0.04
DIS 2 0.54 3 0.80 3 0.75 2 0.52 2 0.54 2 0.56 2 0.55 2 0.55 1 0.23
GE 4 0.40 3 0.79 3 0.74 3 0.79 3 0.77 3 0.79 6 0.01 6 0.00 6 0.01
HPQ 0 0.06 1 0.21 1 0.22 1 0.21 0 0.05 1 0.19 4 0.03 4 0.03 4 0.02
IBM 2 0.51 2 0.53 2 0.56 2 0.54 2 0.53 2 0.53 4 0.41 5 0.15 3 0.79
JNJ 0 0.05 0 0.05 0 0.05 0 0.04 0 0.05 0 0.05 1 0.21 1 0.23 1 0.21
KO 0 0.05 0 0.05 0 0.06 0 0.05 0 0.06 0 0.04 0 0.05 0 0.05 0 0.05
MCD 0 0.05 0 0.04 0 0.06 0 0.05 0 0.05 0 0.05 1 0.21 1 0.21 0 0.05
MMM 0 0.05 0 0.05 0 0.05 0 0.05 0 0.05 0 0.06 0 0.04 0 0.05 0 0.05
MRK 1 0.22 1 0.25 2 0.55 2 0.58 3 0.80 3 0.78 4 0.39 4 0.39 4 0.38
PG 2 0.56 1 0.22 1 0.22 1 0.21 1 0.21 1 0.22 4 0.41 4 0.41 4 0.43
UTX 1 0.20 1 0.22 1 0.21 1 0.21 1 0.19 1 0.23 1 0.20 1 0.20 1 0.23
WMT 0 0.06 0 0.05 0 0.06 0 0.05 0 0.05 0 0.04 0 0.06 0 0.05 0 0.05
Mean 2 1 1 1 1 1 3 3 3
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Panel C: Student’s t Assumption, GARCH Specification
PFE 2 0.56 2 0.53 1 0.22 3 0.77 2 0.52 2 0.52 2 0.51 2 0.53 2 0.56
AA 3 0.80 2 0.54 1 0.22 1 0.20 1 0.22 2 0.55 5 0.02 5 0.02 6 0.00
BA 4 0.41 2 0.54 2 0.54 2 0.55 2 0.53 2 0.51 3 0.78 3 0.76 3 0.80
CAT 2 0.55 1 0.23 2 0.54 2 0.53 2 0.55 2 0.52 7 0.05 9 0.01 7 0.03
DD 4 0.03 2 0.54 2 0.54 2 0.55 2 0.56 2 0.54 4 0.03 4 0.03 4 0.03
DIS 2 0.55 3 0.79 3 0.80 2 0.52 3 0.77 2 0.54 3 0.78 2 0.52 2 0.54
GE 4 0.38 3 0.79 3 0.77 3 0.79 3 0.80 3 0.79 6 0.01 6 0.01 6 0.01
HPQ 0 0.04 1 0.21 1 0.24 1 0.23 1 0.20 1 0.22 4 0.03 5 0.02 4 0.02
IBM 2 0.53 2 0.55 2 0.57 2 0.53 2 0.54 3 0.79 5 0.15 5 0.15 4 0.39
JNJ 0 0.05 0 0.06 0 0.05 0 0.06 0 0.05 0 0.05 1 0.22 1 0.22 1 0.20
KO 0 0.06 0 0.05 0 0.05 0 0.05 0 0.05 0 0.04 0 0.05 0 0.06 0 0.06
MCD 0 0.04 0 0.06 0 0.05 0 0.05 0 0.05 0 0.05 1 0.22 1 0.22 0 0.04
MMM 0 0.05 0 0.04 0 0.06 0 0.04 0 0.05 0 0.05 0 0.05 0 0.05 0 0.05
MRK 1 0.20 1 0.20 2 0.52 2 0.54 3 0.77 3 0.79 4 0.40 4 0.41 4 0.41
PG 2 0.54 1 0.23 2 0.54 1 0.22 1 0.23 1 0.22 4 0.38 4 0.42 4 0.41
UTX 1 0.22 1 0.23 1 0.22 1 0.21 1 0.22 1 0.21 1 0.23 1 0.23 1 0.23
WMT 1 0.22 1 0.22 1 0.23 1 0.24 1 0.20 0 0.04 1 0.19 0 0.06 1 0.23
Mean 2 1 1 1 1 1 3 3 3
Notes: This table gives the forecast results of the volatility transformation approach with 30-day forecast
horizon. For each model and security, the number of violations (“n”) and p-value of conditional coverage
testing (“pv’) are reported. Numbers in bold are p-values that are smaller than 0.1. The last row reports
the average number of violations across different securities.
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Part 2. Results for Portfolios & Indices:
Table 2.16. Back-testing Results of GARCH-MC
10-day 20-day 30-day
n pv n pv n pv
SL 16 0.01 21 0.00 10 0.00
SM 18 0.00 12 0.00 9 0.00
SH 20 0.00 10 0.01 9 0.00
BL 8 0.61 5 0.49 2 0.55
BM 11 0.20 3 0.01 3 0.81
BH 8 0.60 4 0.80 3 0.79
Port25 13 0.00 8 0.01 7 0.00
Ind48 12 0.10 8 0.01 6 0.12
SP 5 0.47 4 0.80 0 0.04
NYA 9 0.37 2 0.23 3 0.77
IXIC 11 0.01 7 0.17 4 0.41
Mean 11.9 7.6 5.1
Notes: This table gives forecast statistics of Modified GARCH-MC model. “n” is the number of
violations and “pv” is the p-value of conditional coverage test. Numbers in bold are the p-values
less than 0.1. The last row of table is the ideal number of violations calculated by out-of-sample
observations multiplied by 1%.
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Table 2.17. Back-testing Results of SRTR
10-day 20-day 30-day
HS MS CF HS MS CF HS MS CF
n pv n pv n pv n pv n pv n pv n pv n pv n pv
In Sample: 1800 days
SL 16 0.00 9 0.35 10 0.24 10 0.00 4 0.81 5 0.46 8 0.00 2 0.53 4 0.03
SM 14 0.01 12 0.00 9 0.40 9 0.00 6 0.00 5 0.04 10 0.00 5 0.02 1 0.22
SH 18 0.00 7 0.86 6 0.71 12 0.00 6 0.37 5 0.50 9 0.00 5 0.02 5 0.01
BL 7 0.86 8 0.59 4 0.27 5 0.03 5 0.04 4 0.03 2 0.52 2 0.51 1 0.22
BM 10 0.03 10 0.03 5 0.03 4 0.03 5 0.00 4 0.04 4 0.39 5 0.15 2 0.53
BH 8 0.62 8 0.61 2 0.10 3 0.60 4 0.03 1 0.13 3 0.81 4 0.40 1 0.24
Port25 15 0.00 10 0.22 7 0.87 7 0.00 5 0.00 4 0.03 8 0.00 4 0.42 2 0.54
Ind48 10 0.03 11 0.02 9 0.05 4 0.03 5 0.05 3 0.23 7 0.00 5 0.16 3 0.80
SP 7 0.87 12 0.12 4 0.28 3 0.61 3 0.63 3 0.61 2 0.52 2 0.51 1 0.23
NYA 8 0.61 10 0.23 5 0.45 3 0.61 4 0.83 2 0.22 2 0.55 3 0.79 1 0.23
IXIC 10 0.02 11 0.02 6 0.73 7 0.02 5 0.04 5 0.45 5 0.15 4 0.39 2 0.58
Mean 11 10 6 6 5 4 5 4 2
In Sample: 800 days
SL 14 0.01 8 0.57 8 0.61 11 0.04 4 0.83 6 0.38 7 0.01 2 0.53 5 0.01
SM 13 0.01 13 0.01 10 0.23 9 0.00 5 0.04 7 0.02 9 0.00 2 0.57 1 0.22
SH 16 0.00 13 0.09 8 0.61 11 0.00 8 0.01 6 0.39 8 0.00 5 0.01 4 0.37
BL 5 0.48 7 0.87 5 0.47 3 0.02 5 0.04 4 0.03 1 0.21 3 0.78 1 0.22
BM 9 0.42 12 0.01 7 0.86 5 0.03 8 0.00 1 0.12 2 0.53 7 0.04 1 0.21
BH 8 0.59 12 0.00 4 0.30 4 0.81 7 0.02 2 0.22 3 0.77 5 0.13 2 0.54
Port25 12 0.10 11 0.21 8 0.63 8 0.00 8 0.00 6 0.02 8 0.00 4 0.43 1 0.24
Ind48 11 0.19 15 0.08 9 0.39 5 0.05 6 0.02 5 0.03 3 0.79 3 0.77 1 0.22
SP 7 0.85 9 0.00 5 0.47 3 0.62 3 0.61 2 0.23 1 0.20 1 0.22 0 0.05
NYA 8 0.57 9 0.39 6 0.71 3 0.59 4 0.81 1 0.13 2 0.52 2 0.56 1 0.22
IXIC 9 0.01 9 0.04 5 0.50 6 0.02 4 0.03 4 0.43 4 0.42 4 0.41 3 0.80
Mean 10 11 7 6 6 4 4 3 2
In Sample: 300 days
SL 14 0.01 7 0.04 13 0.01 11 0.05 8 0.07 9 0.06 7 0.01 4 0.39 6 0.01
SM 17 0.00 16 0.00 12 0.02 12 0.00 11 0.01 10 0.00 10 0.00 5 0.15 5 0.16
SH 19 0.00 13 0.01 11 0.02 9 0.00 7 0.18 7 0.19 10 0.00 4 0.39 4 0.42
BL 9 0.40 11 0.20 6 0.71 4 0.79 7 0.03 2 0.23 2 0.56 7 0.05 2 0.55
BM 9 0.39 15 0.07 7 0.88 3 0.02 7 0.00 2 0.23 2 0.53 6 0.12 1 0.21
BH 9 0.05 11 0.02 5 0.49 5 0.03 7 0.02 2 0.24 4 0.40 5 0.15 1 0.22
Port25 15 0.00 12 0.01 10 0.03 9 0.00 10 0.00 6 0.02 7 0.04 5 0.16 3 0.75
Ind48 13 0.01 12 0.14 9 0.37 7 0.02 10 0.00 6 0.02 6 0.15 7 0.04 2 0.53
SP 7 0.85 11 0.20 4 0.31 4 0.79 8 0.08 3 0.61 1 0.23 4 0.40 1 0.22
NYA 7 0.88 10 0.24 6 0.71 2 0.22 7 0.18 1 0.11 2 0.55 6 0.12 1 0.21
IXIC 11 0.02 9 0.40 9 0.42 9 0.00 6 0.03 3 0.43 4 0.39 4 0.43 3 0.80
Mean 12 12 8 7 8 5 5 5 3
Notes: This table gives forecast statistics of SRTR model with three different specifications: Historical
Simulation (HS), Modified SRTR (MS) and Cornish-Fisher approximation (CF). For each specification,
the forecasts are obtained with three different in-sample days: 1800 days, 800 days and 300 days, which
are reported in three different panels, respectively. “n” is the number of violations and “pv” is the p-value
of conditional coverage test. Numbers in bold are p-values less than 0.1. The last row of table is the ideal
number of violations calculated by out-of-sample observations multiplied by 1%.
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Table 2.18. Results of Volatility Transformation Approach, 10-day
Const AR(1) AR(2) AR(3) AR(4) AR(5) MIDAS
EXP BETA HYPE
n pv n pv n pv n pv n pv n pv n pv n pv n pv
Panel A: Gaussian Assumption
SL 25 0.00 23 0.00 21 0.00 21 0.00 20 0.00 21 0.00 61 0.00 61 0.00 59 0.00
SM 25 0.00 20 0.00 21 0.00 20 0.00 20 0.00 21 0.00 59 0.00 61 0.00 59 0.00
SH 26 0.00 21 0.00 22 0.00 22 0.00 22 0.00 22 0.00 64 0.00 64 0.00 64 0.00
BL 9 0.07 6 0.20 6 0.23 5 0.45 5 0.48 5 0.46 25 0.00 26 0.00 26 0.00
BM 6 0.24 8 0.07 8 0.08 8 0.08 8 0.08 7 0.18 31 0.00 29 0.00 31 0.00
BH 6 0.23 7 0.01 7 0.01 7 0.01 7 0.01 7 0.01 28 0.00 27 0.00 26 0.00
Port25 16 0.00 16 0.00 17 0.00 18 0.00 19 0.00 16 0.00 45 0.00 45 0.00 41 0.00
Ind48 8 0.01 10 0.00 13 0.00 11 0.00 10 0.00 11 0.00 31 0.00 33 0.00 31 0.00
SP 10 0.08 7 0.18 6 0.25 6 0.24 6 0.24 5 0.50 27 0.00 26 0.00 27 0.00
NYA 6 0.21 8 0.09 9 0.07 8 0.08 7 0.19 7 0.17 25 0.00 26 0.00 25 0.00
IXIC 27 0.00 15 0.00 14 0.00 13 0.00 13 0.00 13 0.00 83 0.00 82 0.00 78 0.00
Mean 15 13 13 13 12 12 44 44 42
Panel B: RiskMetrics Assumption
SL 12 0.00 7 0.19 7 0.19 8 0.08 8 0.08 8 0.06 36 0.00 36 0.00 38 0.00
SM 9 0.00 9 0.01 9 0.00 9 0.01 9 0.00 8 0.01 37 0.00 42 0.00 36 0.00
SH 8 0.01 7 0.01 7 0.01 7 0.01 7 0.01 7 0.02 37 0.00 37 0.00 37 0.00
BL 2 0.30 2 0.28 3 0.60 3 0.61 3 0.60 3 0.61 8 0.58 8 0.61 8 0.59
BM 2 0.32 3 0.61 3 0.59 3 0.61 3 0.62 4 0.81 17 0.00 17 0.00 17 0.00
BH 2 0.33 1 0.10 2 0.29 2 0.33 2 0.31 3 0.62 17 0.00 17 0.00 17 0.00
Port25 7 0.02 7 0.19 7 0.19 6 0.23 7 0.19 6 0.25 25 0.00 27 0.00 24 0.00
Ind48 5 0.46 4 0.81 4 0.82 4 0.79 4 0.81 5 0.47 19 0.00 18 0.00 19 0.00
SP 2 0.32 1 0.10 2 0.31 2 0.31 1 0.10 1 0.11 12 0.00 12 0.00 11 0.00
NYA 3 0.62 3 0.59 3 0.62 4 0.79 3 0.62 3 0.59 12 0.14 12 0.13 12 0.12
IXIC 10 0.00 3 0.58 3 0.60 3 0.60 3 0.61 3 0.61 58 0.00 57 0.00 51 0.00
Mean 6 4 5 5 5 5 25 26 25
Panel C: GARCH Assumption
SL 14 0.00 7 0.17 8 0.07 8 0.08 8 0.08 9 0.01 40 0.00 39 0.00 42 0.00
SM 11 0.00 9 0.00 9 0.00 9 0.00 9 0.01 9 0.00 40 0.00 46 0.00 39 0.00
SH 11 0.00 8 0.01 8 0.01 7 0.01 7 0.01 7 0.01 40 0.00 40 0.00 40 0.00
BL 2 0.30 3 0.61 3 0.62 3 0.62 3 0.62 3 0.64 9 0.39 9 0.36 9 0.36
BM 3 0.62 3 0.61 4 0.83 4 0.81 4 0.78 5 0.44 18 0.00 17 0.00 19 0.00
BH 2 0.33 1 0.11 2 0.34 2 0.31 3 0.62 3 0.62 17 0.00 18 0.00 18 0.00
Port25 7 0.01 7 0.19 7 0.18 7 0.20 8 0.01 7 0.18 28 0.00 29 0.00 27 0.00
Ind48 5 0.49 4 0.78 5 0.48 5 0.47 5 0.49 6 0.23 20 0.00 20 0.00 22 0.00
SP 2 0.31 1 0.09 2 0.31 2 0.33 2 0.30 2 0.33 13 0.00 12 0.00 13 0.00
NYA 3 0.62 3 0.62 3 0.62 4 0.82 4 0.82 4 0.81 12 0.14 13 0.10 14 0.09
IXIC 11 0.00 4 0.80 5 0.05 6 0.02 5 0.04 4 0.03 61 0.00 62 0.00 55 0.00
Mean 6 5 5 5 5 5 27 28 27
Notes: This table gives the forecast results of volatility transformation approach under Gaussian assumption with
10-day forecast horizon. For each model and security, the number of violations (“n”) and p-value of conditional
coverage testing (“pv’) are reported. Numbers in bold are p-values that smaller than 10%. The last row reports
the average number of violations across different securities.
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Table 2.19. Results of Volatility Transformation Approach, 20-day
Const AR(1) AR(2) AR(3) AR(4) AR(5) MIDAS
EXP BETA HYPE
n pv n pv n pv n pv n pv n pv n pv n pv n pv
Panel A: Gaussian Assumption
SL 21 0.00 21 0.00 20 0.00 20 0.00 19 0.00 20 0.00 40 0.00 40 0.00 34 0.00
SM 19 0.00 14 0.00 14 0.00 15 0.00 16 0.00 16 0.00 29 0.00 29 0.00 25 0.00
SH 17 0.00 11 0.00 9 0.00 12 0.00 12 0.00 12 0.00 24 0.00 24 0.00 22 0.00
BL 6 0.03 6 0.37 5 0.49 5 0.52 5 0.48 5 0.47 13 0.00 13 0.00 11 0.00
BM 8 0.00 3 0.01 3 0.01 4 0.03 4 0.02 4 0.04 15 0.00 18 0.00 17 0.00
BH 9 0.00 6 0.02 5 0.04 5 0.03 6 0.02 7 0.02 16 0.00 17 0.00 18 0.00
Port25 10 0.00 10 0.00 9 0.00 10 0.00 10 0.00 12 0.00 25 0.00 25 0.00 24 0.00
Ind48 13 0.00 9 0.01 9 0.00 9 0.00 9 0.00 9 0.01 16 0.00 18 0.00 17 0.00
SP 6 0.37 5 0.49 5 0.47 5 0.49 5 0.46 6 0.34 10 0.01 11 0.00 10 0.00
NYA 8 0.08 7 0.18 8 0.08 5 0.46 6 0.36 5 0.48 16 0.00 16 0.00 19 0.00
IXIC 15 0.00 12 0.01 10 0.06 11 0.04 9 0.08 8 0.08 44 0.00 40 0.00 47 0.00
Mean 12 9 9 9 9 9 23 23 22
Panel B: RiskMetrics Assumption
SL 10 0.00 8 0.08 8 0.08 10 0.07 11 0.04 12 0.01 24 0.00 23 0.00 18 0.00
SM 9 0.00 6 0.03 5 0.05 7 0.02 6 0.02 6 0.02 17 0.00 17 0.00 17 0.00
SH 9 0.01 6 0.03 6 0.03 6 0.02 6 0.02 6 0.02 14 0.00 13 0.00 14 0.00
BL 3 0.02 3 0.62 3 0.63 3 0.58 3 0.62 3 0.62 5 0.04 8 0.01 7 0.02
BM 4 0.04 2 0.23 2 0.21 2 0.25 2 0.22 2 0.25 8 0.01 11 0.01 9 0.00
BH 4 0.03 1 0.10 0 0.04 0 0.04 0 0.06 0 0.04 7 0.02 7 0.00 9 0.01
Port25 6 0.00 5 0.04 5 0.05 5 0.04 5 0.04 5 0.05 10 0.00 10 0.00 11 0.00
Ind48 3 0.01 5 0.48 5 0.48 4 0.83 4 0.82 4 0.79 6 0.03 6 0.03 6 0.03
SP 3 0.64 1 0.10 1 0.12 1 0.09 1 0.12 1 0.10 5 0.47 6 0.39 5 0.47
NYA 2 0.25 2 0.23 1 0.09 1 0.09 1 0.11 1 0.09 6 0.34 9 0.01 6 0.37
IXIC 8 0.01 5 0.47 6 0.38 6 0.41 6 0.37 6 0.39 32 0.00 29 0.00 31 0.00
Mean 6 4 4 4 4 4 12 13 12
Panel C: GARCH Assumption
SL 11 0.00 9 0.08 9 0.09 11 0.05 11 0.07 12 0.01 25 0.00 25 0.00 20 0.00
SM 10 0.00 7 0.01 7 0.02 7 0.02 7 0.02 8 0.01 18 0.00 20 0.00 19 0.00
SH 11 0.00 6 0.02 6 0.02 6 0.03 6 0.03 6 0.01 15 0.00 15 0.00 17 0.00
BL 3 0.02 4 0.80 4 0.82 3 0.63 3 0.60 3 0.62 6 0.02 8 0.01 7 0.02
BM 4 0.04 2 0.25 2 0.24 2 0.23 2 0.24 2 0.23 10 0.00 11 0.00 11 0.00
BH 5 0.04 1 0.11 1 0.12 0 0.06 0 0.04 0 0.05 10 0.00 9 0.00 9 0.00
Port25 6 0.00 6 0.02 6 0.02 6 0.02 6 0.03 6 0.03 15 0.00 14 0.00 11 0.00
Ind48 3 0.01 5 0.47 5 0.48 5 0.47 5 0.46 5 0.46 6 0.03 6 0.03 6 0.02
SP 3 0.63 1 0.10 2 0.23 2 0.22 2 0.24 2 0.24 5 0.46 6 0.39 5 0.46
NYA 2 0.26 2 0.23 1 0.11 2 0.24 2 0.22 1 0.13 7 0.01 9 0.00 8 0.09
IXIC 9 0.01 6 0.38 6 0.40 6 0.39 6 0.39 6 0.37 33 0.00 31 0.00 32 0.00
Mean 6 4 4 5 5 5 14 14 13
Notes: This table gives the forecast results of the volatility transformation approach with 20-day forecast horizon.
For each model and security, the number of violations (“n”) and p-value of the conditional coverage test (“pv’)
are reported. Numbers in bold are p-values that are smaller than 0.1. The last row reports the average number
of violations across different securities.
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Table 2.20. Results of Volatility Transformation Approach, 30-day
30 day Const AR(1) AR(2) AR(3) AR(4) AR(5) MIDAS
EXP BETA HYPE
n pv n pv n pv n pv n pv n pv n pv n pv n pv
Panel A: Gaussian Assumption
SL 13 0.00 12 0.00 12 0.00 12 0.00 12 0.00 11 0.00 17 0.00 17 0.00 16 0.00
SM 11 0.00 10 0.00 10 0.00 10 0.00 10 0.00 10 0.00 17 0.00 17 0.00 20 0.00
SH 10 0.00 12 0.00 12 0.00 12 0.00 13 0.00 13 0.00 15 0.00 15 0.00 15 0.00
BL 3 0.78 2 0.53 2 0.54 2 0.54 2 0.52 2 0.51 6 0.11 7 0.04 5 0.15
BM 7 0.01 5 0.15 4 0.43 5 0.13 4 0.40 4 0.40 10 0.00 10 0.00 8 0.00
BH 6 0.15 4 0.43 3 0.78 3 0.80 3 0.77 3 0.78 9 0.02 9 0.01 9 0.01
Port25 10 0.00 8 0.00 9 0.00 9 0.00 9 0.00 9 0.00 15 0.00 16 0.00 14 0.00
Ind48 8 0.00 8 0.00 8 0.00 8 0.00 8 0.00 8 0.00 12 0.00 10 0.00 8 0.04
SP 2 0.53 1 0.20 1 0.22 1 0.22 1 0.21 1 0.21 3 0.81 3 0.82 4 0.03
NYA 4 0.42 4 0.41 4 0.40 4 0.40 4 0.41 4 0.40 7 0.05 7 0.03 7 0.03
IXIC 7 0.00 4 0.45 4 0.40 3 0.79 3 0.77 4 0.44 28 0.00 28 0.00 27 0.00
Mean 7 6 6 6 6 6 13 13 12
Panel B: RiskMetrics Assumption
SL 8 0.00 6 0.01 6 0.01 6 0.00 6 0.00 6 0.01 13 0.00 12 0.00 11 0.00
SM 8 0.00 5 0.01 5 0.02 5 0.01 5 0.02 5 0.02 14 0.00 14 0.00 15 0.00
SH 9 0.00 4 0.02 5 0.02 5 0.02 5 0.02 5 0.01 14 0.00 13 0.00 13 0.00
BL 1 0.22 2 0.55 2 0.53 2 0.55 2 0.51 2 0.56 4 0.41 4 0.41 3 0.80
BM 2 0.53 0 0.05 0 0.04 0 0.06 0 0.05 0 0.07 6 0.12 6 0.12 4 0.40
BH 2 0.55 1 0.23 1 0.21 1 0.22 1 0.23 1 0.20 6 0.13 5 0.15 6 0.12
Port25 6 0.01 2 0.54 2 0.57 2 0.55 2 0.50 3 0.78 9 0.01 9 0.01 6 0.13
Ind48 2 0.58 2 0.54 3 0.79 3 0.78 3 0.80 2 0.53 5 0.16 5 0.14 5 0.15
SP 1 0.21 0 0.05 0 0.05 0 0.05 0 0.04 0 0.04 2 0.53 2 0.54 2 0.55
NYA 1 0.22 2 0.53 1 0.21 0 0.05 0 0.05 1 0.21 4 0.40 4 0.42 4 0.43
IXIC 6 0.01 3 0.80 3 0.78 3 0.82 3 0.81 3 0.80 21 0.00 21 0.00 19 0.00
Mean 4 2 3 2 2 3 9 9 8
Panel C: GARCH Assumption
SL 9 0.00 7 0.00 7 0.01 7 0.00 6 0.00 6 0.01 13 0.00 13 0.00 12 0.00
SM 9 0.00 6 0.00 7 0.00 7 0.00 7 0.00 8 0.00 15 0.00 15 0.00 17 0.00
SH 9 0.00 6 0.01 6 0.01 6 0.01 6 0.01 6 0.01 14 0.00 14 0.00 13 0.00
BL 1 0.23 2 0.53 2 0.53 2 0.57 2 0.53 2 0.57 4 0.43 4 0.40 3 0.80
BM 3 0.79 0 0.06 0 0.04 0 0.05 0 0.06 0 0.04 6 0.13 7 0.04 4 0.40
BH 4 0.40 1 0.23 1 0.24 1 0.22 1 0.20 1 0.22 6 0.12 6 0.12 7 0.05
Port25 7 0.01 4 0.41 4 0.39 4 0.40 4 0.42 5 0.14 11 0.00 9 0.02 8 0.04
Ind48 5 0.16 3 0.79 3 0.80 2 0.53 2 0.57 2 0.54 5 0.15 5 0.17 5 0.14
SP 2 0.51 0 0.05 0 0.06 0 0.04 0 0.05 0 0.05 2 0.52 2 0.54 3 0.02
NYA 3 0.79 2 0.51 2 0.51 2 0.55 1 0.21 2 0.56 4 0.41 4 0.41 4 0.41
IXIC 7 0.01 3 0.78 3 0.77 3 0.78 3 0.81 3 0.80 22 0.00 24 0.00 20 0.00
Mean 5 3 3 3 3 3 9 9 9
Notes: This table gives the forecast results of the volatility transformation approach with 30-day forecast horizon.
For each model and security, the number of violations (“n”) and p-value of the conditional coverage testing (“pv’)
are reported. Numbers in bold are p-values that are smaller than 0.1. The last row reports the average number
of violations across different securities.
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CHAPTER 3
Forecasting Interest Rate Swap Spreads: A Residual-based
Approach
3.1. Introduction
With the widespread success of interest rate swap contracts over the past decades, the nature
and identity of risk factors that determine the spreads between swap yields and their underlying
government bond yields have been analyzed through the use of a number of models and frameworks.
In a typical swap agreement, two counterparties exchange streams of fixed-rate and floating-rate
interest payments, so the underlying fixed-rate debt can be transformed into a floating-rate debt,
and vice versa. Essentially, an interest rate swap is a series of forward contracts on a reference
interest rate, such as LIBOR (the London Interbank Offered Rate). The swap spread is defined as
the difference between the fixed rate on the swap and the comparable maturity Treasury yield.
Empirical observations indicate that spreads not only can be significant in size, but they also
exhibit a rich variation over time and across maturities (Sun et al., 1993). A large body of literature
on swap pricing has developed, which help to identity factors that could explain the variation in
swap spreads. The first focus is default premium, which is usually used in the literature to refer
to the compensation required to account for the default risk relating to the counterparties involved
in swap contracts. Sorensen and Bollier (1994) proposed a theoretical model of default risk and
demonstrated that shape of the term structure and the volatility of the short interest rate are the
key considerations of swap parties. Other studies suggest the use of information from the corporate
market to represent default risk. As Lekkos and Milas (2001) point out, such proxies are not
perfect because the characteristics of the two securities are not totally comparable and corporate
bond spreads will reflect additional premium relevant to the bond markets. In contrary, Grinblatt
(2001) raised the view that generic swaps are virtually default-free. He distributed the spread
between swaps and government bonds to the liquidity differences between government securities
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and short-term Eurodollar borrowing. He proxied this spread with the current spread between the
LIBOR and the T-bill rate, and he found that this model can generate a wide variety of swap
spread curves, and it can explain about 35% to 40% of the variation in U.S. swap spreads across a
period of time.
Both of the two categories of risk factors have been examined intensively in the literature.
Brown et al. (1994), Minton (1997) and Eom et al. (2001) examined proxies for liquidity and
default premium, within a univariate regression framework. Duffie and Singleton (1997) extend
the analysis of swap spreads to a multivariate vector autoregressive (VAR) framework and find
that default risk is significant in affecting longer maturity swap spreads. Lekkos and Milas (2001)
analyzed how various factors describe the term structure of the U.S. and UK swap spreads and
found that the slope of the term structure has a significant countercyclical effect across maturities,
while the difference between the 3-month LIBOR and the T-Bill rate and corporate spreads play a
smaller role.
There are also works discussing the issue of international linkages between interest rate swap
markets. These links are related to common variations in the business cycles across economies
or to coordinated arbitrage and hedging activities in the two markets. Lekkos and Milas (2004)
employ non-linear smooth transition vector autoregressive models to show that the slope of the
U.S. term structure significantly affects swap spread dynamics in the UK. Similarly, In (2007)
applies multivariate VAR-EGARCH models to show that the slope of the U.S. term Structure has
a significant effect on the Japanese and UK swap markets.
Despite the large body of literature examining and identifying risk factors that affect swap
spreads, very few studies have attempted to forecast swap spreads out-of-sample. One of the few
studies that caught my attention is Lekkos et al. (2007). They explored the ability of factor models
to predict the dynamics of U.S. and UK interest rate swap spreads and found that non-linear
models predict better than linear ones. In particular, a regime switching, smooth transition vector
autoregressive (STVAR) model has better forecasting ability over linear models, while the nearest-
neighbors model predicts better than the STVAR model at short horizons. They adopted an
international setting and employed three risk factors: corporate bond spreads of the two countries,
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the interest rate difference between the two countries and slopes of the term structure of the zero-
coupon bond yields of the two countries.
This paper also attempts to predict the swap spread out-of-sample. The model proposed here
differs from Lekkos et al. (2007) in that I immunize spreads against the risk factors documented
in the literature, i.e. I consider the mean reversion of residual and not the spread itself. This
model is inspired by Avellaneda and Lee (2010), who use the idiosyncratic part of stock return to
generate trading signals in the U.S. equity market. Specifically, they regress stock returns on sector
exchange traded funds (ETFs) and treat residuals as idiosyncratic returns, which are modeled as
a mean-reverting processes. This leads to “contrarian” strategies and achieves superior profits,
which implies that residuals may contain useful information that can be used for forecasting. As
documented in the literature, there is no consensus of which factors can explain the swap spreads
better than others. Even though we can identify factors that explain the swap spreads well, there
is no evidence or reason that they will work well in terms of forecasting. As in Lekkos et al. (2007),
their choice of risk factors are quite arbitrary and limited, which is inevitable given the use of very
complicated non-linear models. However, all the risk factors mentioned in the literature can be
easily included in the approach proposed in this paper by a contemporaneous regression.
As shown in the empirical section, swap spreads tend to be random walk processes, which
invalidates the use of a pure autoregression model of swap spreads, i.e. we cannot forecast swap
spreads using their lags. In addition, most of the risk factors are random walk processes as well. A
general linear regression of swap spreads on risk factors is in line with a cointegration framework,
where the linear combination of swap spreads and the risk factors is equivalent to the residual
term. From now on, I will refer the time series of residuals as “Residual”. Empirical analysis shows
that obtained Residual is indeed a mean reverting process. By doing this, I can eliminate the part
of swap spread which can be explained by the risk factors and focus on the part that cannot be
explained. The mean reversion property of the Residual implies the possibility that it would be a
good predictor. To prove this, I use Residual as the sole predictor and compare the performance
with the benchmark model, where no extra information is used except for the swap spreads on the
day when the prediction is made. Two approaches are adopted. One assumes that the Residual
converges its long term mean instantly, and the other approach adopts the Ornstein-Uhlenbeck
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process (Ornstein and Uhlenbeck, 1930) to model the decay of the Residual. By an extensive out-
of-sample analysis and comparison, it is shown that including the Residual improves the forecast
accuracy, and modeling Residual as an OU process gives superior out-of-sample performance.
The article is organized as follows: Section 3.2 discusses the risk factors that can explain
the existence of swap spread; Section 3.3 introduces the general regression model, and statistic
methodologies; Section 3.4 presents the benchmark forecast model as well as the other two models
using the Residual as the predicator; Section 3.5 describes the data set and the results of the
in-sample and out-of-sample forecast; Section 3.6 concludes the essay.
3.2. Risk Factors
In the literature, the difference between the swap rate and the rate of the corresponding gov-
ernment securities has been distributed to two categories of factors: default premium and liquidity
premium. In this section, I will discuss each premium and describe the risk factors that have been
previously mentioned as either determining the premium or acting as suitable proxies.
3.2.1. Default Premium. A theoretical model of describing the default premium as a de-
terminant of swap spreads is developed by Sorensen and Bollier (1994). They evaluate jointly the
probability of swap counterparts default and the economic cost of default for the solvent counter-
party. The price of default equals the value of two options; one representing the probability of
default of the counterparty and the other the probability of its own default. The value of these
options depend on the slope of the term structure and the volatility of the short rate. The in-
tuition behind the term structure is that increases in the slope of the yield curve are associated
with an expanding economy and an improvement of business conditions. This in turn should al-
leviate any default considerations and cause swap spreads to decline. Volatility is defined as the
squared of the differences of the short rate. The intuition behind the volatility is that periods of
unfavorable expectations coincide with falling interest rates (thus decreasing volatility of the short
rate) and a deterioration of default and liquidity conditions. Therefore, I include the slope of the
term structure, volatility of the short rate, as well as the short rate itself as proxies for the default
premium.
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Another way is to follow many studies where it is assumed that the default risk in swaps can
be accurately represented by information from the corporate bond market, for example, Brown
et al. (1994), Duffie and Singleton (1997), Minton (1997) and Lekkos and Milas (2001) and to use
the difference between the yield of a portfolio of AAA corporate bonds with a maturity of 10 years
and the yield of a corresponding maturity Treasury bond as the proxy.
3.2.2. Liquidity Premium. A number of proxies for the liquidity premium have been men-
tioned in both academic literature and practitioner articles. The rationale behind liquidity premium
as a determinant of swap spreads is described by Grinblatt (2001), whose idea is that this premium
directly influences the short-term interest rates from which swaps and government bonds are priced,
and thus determine the swap spread. Grinblatt suggests that the LIBOR and the T-bill spread
is the convenience yield that investors are willing to pay for the greater liquidity of the Treasury
market. So one proxy for liquidity premium used here is the spread between the 3-month LIBOR
and 3-month T-bill rates.
Another proxy is the Federal Fund Rate (FFR) minus inflation rate. FFR is the interest rate at
which a depository institution lends funds maintained at the Federal Reserve to another depository
institution overnight. It is one of the most influential interest rates in the U.S. economy, as it affects
monetary and financial conditions. The higher the difference between the FFR and inflation rate,
the less liquid the market.
In addition to the risk factors mentioned above, I will also include the Standard & Poor’s 500
index as a general factor. Usually, when the economy is in a good condition, the equity index is
large, the default probability is small and liquidity is high.
3.2.3. Swap Spread Curve. Swap spreads with different maturities are correlated, so it could
generate additional prediction power by including information of the swap spread curve into the
model. Following the vast amount of literature that models the term structure of rates, principal
component analysis (PCA) is implemented to extract information from the the swap spread curve.
To make sure that the out-of-sample forecast does not include any information from the future,
weights of each maturity are obtained, based on only observations in the training period. Similar
to interest rate term structure, the first PC models the level of swap spread curve, the second
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PC represents the slope, and the third PC describes the curvature. Empirical analysis later shows
that these three PC’s explains almost 90% of the variability in the data. All these three PCs are
included as additional explanatory variables.
3.3. Contemporaneous Regression Model
3.3.1. Model and Assumption. The first step of the proposed forecasting approach is to
construct a contemporaneous regression from which the Residual is extracted. The general linear
regression in the model looks like:
Sit = β
i
0 +
n∑
j=1
βijX
j
t + R
i
t (3.3.1)
The supscript i represents different maturities: 1-year, 2-year, 3-year, 5-year, 7-year and 10-year,
and Xjt, j = 1, 2, ..., n represent the common risk factors. For each swap spread, the same set of risk
factors is used. Variable Rit is the residual term. Coefficient β
i
j is the loading of S
i
t on factor X
j
t.
To proceed with the second step of forecasting, an assumption is imposed on the risk factors: each
risk factor Xjt is a random walk process, i.e.
Xjt+1 = X
j
t + v
j
t+1, for j = 1, 2, ...,n
where
{
vjt+1
}
is a sequence of random variables with mean 0 and standard deviation σjv. In
addition, assume E(vjt+1|It) = 0 and It stands for the information set available at time t1. This
assumption implies that risk factors are not predicable and thus the portion of swap spreads that
is explained by risk factors is unpredictable as well. Therefore, the hope of forecasting falls on the
portion that is not explained by risk factors, i.e. the Residual.
This assumption will be tested in the empirical section by two different methodologies. The
first one is the Dickey-Fuller test, developed in Dickey and Fuller (1979). They consider the
autoregressive model:
Yt = ρYt−1 + et, t = 1, 2, ...,T (3.3.2)
1This assumption is weaker than independence. For example, it allows dependence in the second moment, i.e.
“GARCH” effect.
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where Y0 = 0, ρ is a real number and {et} is a sequence of independent normal random variables
with mean zero and variance σ2. The null hypothesis is ρ = 1. They derive the estimator of ρ
and use the regression t test methods of testing the hypothesis. One drawback of the Dickey-Fuller
test is that it imposes a very strong assumption on {et}, which will cause some issues here, as
many macroeconomic variables exhibit dependence in the first and second moment, and Gaussian
assumption is not always satisfied either. Campbell and Dufour (1995) developed nonparametric
tests of random walk, based on signs and signed ranks, which are robust to problems of non-
normality and heteroskedasticity. More discussions can be found in Campbell and Dufour (1991;
1997) and Luger (2003, 2006). They consider a similar autoregressive model:
Yt = ρYt−1 + et, t = 1, 2, ...,T (3.3.3)
where {et} is independent of Y0. To test ρ = 1, they transform it to the following equivalent form
of equation (3.3.3):
Yt −Yt−1 = γYt−1 + et, t = 1, 2, ...,T
where γ = ρ− 1. The null hypothesis is then equivalent to γ = 0, with γ < 0 under the alternative.
They propose two statistics for testing the random walk hypothesis:
SRW =
T∑
t=1
u[(Yt −Yt−1)Yt−1]
SRRW =
T∑
t=1
u[(Yt −Yt−1)Yt−1]R+
where u(z) = 1, if z ≥ 0 and u(z) = 0 for z < 0. Variable R+ is the rank of |Yt −Yt−1| among
|Yτ −Yτ−1|, τ = 1, 2, ...,T. The null hypothesis will be rejected if SRW < c1(α) and SRRW < c2(α).
The critical value c1(α) is determined by Binomial(T, 0.5) distribution. SRRW follows the same
distribution as the Wilcoxon signed rank variate W =
∑T
t=1 tBt, where B1,...,BT are independent
uniform Bernoulli variables on {0, 1}. The distribution of W has been extensively tabulated, such as
in Wilcoxon et al. (1970), and the normal approximation with E(W) = T(T + 1)/4 and Var(W) =
T(T + 1)(2T + 1)/24 works well even for small values of T. So the critical value c2(α) is determined
by the approximated normal distribution.
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As shown in the empirical section later, swap spreads and most of the risk factors do not reject
the random walk hypothesis. A linear regression of swap spreads on risk factors is in line with a
cointegration framework. A vector of time series zt is said to be cointegrated if each of the series
taken individually is non stationary with a unit root, while some linear combination of the series
αTzt is stationary, for some nonzero vector α. Then α is called the cointegrating vector.
In this linear model, zit = (S
i
t,X
1
t , ...,X
n
t ). In the empirical part of the essay, I show that
most risk factors and swap spreads are random walk processes, which by definition have unit roots.
If Rit is a mean reverting process, then swap spreads and the risk factors are cointegrated and
α = (1,−1,−β1,−β2, ...,−βn).
3.3.2. Ridge Regression. A possible drawback of the inclusion of massive independent vari-
ables is the colinearity, which could happen when independent variables are highly correlated.
Strongly correlated factors sometimes give rise to large factor loadings with opposing signs. Ridge
regression is used to deal with the correlation problem. Ridge regression shrinks the regression co-
efficients by imposing a penalty on their size. The ridge coefficients minimize a penalized residual
sum of squares,
βˆridge = arg min
β

N∑
i=1
(yi − β0 −
p∑
j=1
xijβj)
2 + λ
p∑
j=1
β2j
 (3.3.4)
Here λ ≥ 0 is a complexity parameter that controls the amount of shrinkage: the larger the
value of λ, the greater the amount of shrinkage. The coefficients are shrunk toward zero (and each
other). When there are many correlated variables in a linear regression model, their coefficients
can become poorly determined and exhibit high variance. By imposing a size constraint on the
coefficients, this problem is alleviated.
Writing the criterion in equation (3.3.4) in matrix form and letting y be a vector of yi,
i = 1, 2, ...,N,
RSS(λ) = (y −Xβ)T(y −Xβ) + λβTβ
The ridge regression solutions are easily seen to be:
βˆridge = (XTX + λI)−1XTy
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where I is the p× p identity matrix. The solution adds a positive constant to the diagonal of XTX
before inversion. This makes the problem nonsingular, even if XTX is not of full rank, and was the
main motivation for ridge regression when it was first introduced in statistics (Hoerl and Kennard,
1970). λ is the tuning parameter, which controls the amount of regularization. Therefore, choosing
a good value of the tuning parameter is crucial. As my goal is to achieve good prediction, a good
tuning parameter has to serve this purpose.
3.3.3. K-Fold Cross-Validation. The goal of this section is to describe how to pick the
optimal tuning parameter by cross-validation. Assume we observe:
yi = f(xi, λ) + i, for i = 1, ...,n
where xi ∈ Rp are fixed predictors, f(λ) is the true function we are trying to retrieve and i are
random errors. Since I am using the linear model, the only thing that needs to be determined is λ.
Suppose I have a training data set (xi, yi), i = 1, ...,n and fˆ is an estimator built on the training
data. Then the average prediction error over all inputs:
PE(ˆf) = E[
1
m
m∑
i=1
(y?j − fˆ(xj, λ))2]
where y?j , j = 1, ...,m is another data set, independent of yi. I want to choose λ to minimize
PE(ˆf(λ)). If I actually had training data yi and test data y
?
j which I do not use to build fˆ(θ), then
the solution is simply:
λˆ = arg min
λ
{
1
m
m∑
i=1
(y?j − fˆ(xj, λ))
}
Ideally, if I had enough data, I would set aside a validation set and use it to assess the performance
of chosen λ. As data is scarce, this is not possible. To finesse the problem, I use a K-fold cross-
validation technique.
Cross-validation is a simple, intuitive way to estimate prediction error. K-fold cross-validation
uses part of the available data to fit the model, and a different part to test it. I split the data
into K roughly equal-sized parts. Typical choices of K are K = 5 or 10. For the kth part, I fit the
model to the other K − 1 parts of the data, and calculate the prediction error of the fitted model
when predicting the kth part of the data. I do this for k = 1, 2, ...,K and combine the K estimates
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of the prediction error. In detail, let g : 1, ...,N→ 1, ...,K be an indexing function that indicates
the partition to which observation i is allocated by the randomization. Then k subsets F1,...,FK
are obtained. Denote the fitted function by fˆ−k(x) = fˆ−k(x, λ), computed with the kth part of the
data removed. For each value of the tuning parameter λ ∈ (λ1, ..., λm), compute the estimate fˆ−kλ
on the training set, and record the total error on the validation set:
ek(λ) =
∑
i∈Fk
(yi − fˆ−kλ )2
λ is a continuous parameter, but it is usually not practically feasible to consider all possible values
of λ, so we discretize the range and consider choosing λ over some discrete set (λ1, ..., λm). Then
for each tuning parameter value λ, we compute the average error over all folds as:
CV(λ) =
1
K
K∑
k=1
ek(λ) =
1
K
K∑
k=1
∑
i∈Fk
(yi − fˆ−kλ )2
and I choose the value of tuning parameter that minimizes the error, i.e.
λˆ = arg min
λ∈(λ1,...,λm)
CV(λ)
3.4. Forecasting Methodologies
The goal of this article is to examine how much predicative power Residual contains if there
is any. With that purpose, I forecast swap spreads using Residual as the only predicator. Residual
is extracted from the contemporaneous regression described in the previous section. To see how
the predicative power slowly changes with the horizon, swap spreads are forecasted over a set of
continuous horizons: 1,2,...,200 days. To see whether including Residual improves the forecasting
performance, a benchmark model is necessary. The natural choice is to model swap spreads as
random walk processes, where no extra information is used for forecasting except for the swap
spread on the day when the forecast is done. By comparing the forecasting accuracy of including
Residual and the benchmark model, we can see whether Residual contains any useful forecasting
power.
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3.4.1. Benchmark Model: Random Walk. According to the results of the Signed and
Signed Rank tests in the empirical analysis, swap spreads are random walk processes. So the first
choice is to model swap spreads as follows:
Sit+∆t = S
i
t + 
i
t+∆t, 
i
t+∆t ∼ i.i.d D(0, σ2)
This model implies the forecast of spread at time t is always St itself, regardless of the forecast
horizon, which means there is no extra useful information available for forecasting St. So the best
guess is just St itself, i.e.
Sˆit+∆t = E(S
i
t+∆t|It) = Sit, for ∆t = 1, 2, ..., 200
3.4.2. Mean Reversion of Residual. In this section, I will include Residual as the predictor
and see whether it will improve the forecast accuracy. If it does, I can then conclude that the
Residual contains useful information for forecasting.
Recall the contemporaneous regression given by equation (3.3.1):
Sit = β
i
0 +
n∑
j=1
βijX
j
t + R
i
t
Similarly, at time t + ∆t
Sit+∆t = β
i
0 +
n∑
j=1
βijX
j
t+∆t + R
i
t+∆t (3.4.1)
Subtract equation (3.3.1) from equation (3.4.1):
Sit+∆t − Sit =
n∑
j=1
βij(X
j
t+∆t −Xjt) + Rit+∆t − Rit (3.4.2)
As discussed in Section 3.3.1,
Xjt+1 = X
j
t + v
j
t+1, for j = 1, 2, ...,n
Then
Xjt+∆t = X
j
t +
∆t∑
k=1
vjt+k, for k = 1, 2, ...,∆t
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and
Xjt+∆t −Xjt =
∆t∑
k=1
vjt+k
Since E(vjt+1|It) = 0,
E(Xjt+∆t −Xjt|It) = E(
∆t∑
k=1
vjt+k|It) = 0
For the purpose of forecasting, macroeconomic factors Xj, j = 1, 2, ...,n do not play a role,
and all the information comes from Rt. So the key is to model the behavior of Rt. I adopt two
approaches of modeling the Residual. First, I assume Residual converts to its long-term mean
instantly. Specifically, if the Residual is positive today, it is assumed to converge to zero in ∆t
amount of time, i.e. E(Rt+∆t|It) = 0. I name this approach “instant mean reversion”.
If we take the expectation of both sides of equation(3.4.2),
E(Sit+∆t − Sit|It) = E(
n∑
j=1
βij(X
j
t+∆t −Xjt)|It) + E(Rit+∆t − Rit|It), for ∆t = 1, 2, ..., 200
= 0 + E(Rit+∆t − Rit|It) = E(Rit+∆t|It)− Rit
Under assumption E(Rit+∆t|It) = 0,
E(Sit+∆t|It) = Sit − Rit, for ∆t = 1, 2, ..., 200
Sˆit+∆t = S
i
t − Rit
By assuming “instant mean reversion”, where Rit returns to its equilibrium value zero in ∆t amount
of days, the forecast of swap spread with horizon ∆t is Sit adjusted by negative R
i
t.
The “instant mean reversion” assumption of Residual is extreme and rare in reality. A decay
process of Residual is more plausible. A widely used parametric model is the OU process. It is
best known in connection with the Vasicek interest rate model (Vasicek, 1977), which was one of
the earliest stochastic models of the term structure. In this model, the interest rates exhibits mean
reversion, meaning that if the interest rate is above the long-term mean, then the drift becomes
negative so that the rate will be pushed down to the closer to the mean level. Likewise, the drift
will be positive if the rate is below the long run mean. Besides interest rates, it has also been used
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to model currency exchange rates and commodity prices stochastically. Another application of the
process is a trading strategy known as pairs trading (Rampertshammer, 2007).
The definition of the classical OU process Rt with drift µ and decay rate k is the solution of a
stochastic differential equation of the following from:
dRt = k(µ− Rt)dt + σ1dWt (3.4.3)
where Wt is a Brownian Motion, k measures the speed of mean reversion, µ is the “long-term
value” of Rt to which the process tends to revert and σ1 is the measure of the process volatility.
This process is stationary and autoregressive with lag 1. In particular, the increment dRt has an
unconditional mean equal to zero, and a conditional mean equal to
E(dRt|Rs, s ≤ t) = k(µ− Rt)dt
The forecast of the expected change of the Residual process, or the conditional mean, is positive
or negative according to the sign of µ− Rt. By integrating equation (3.4.3), I get:
Rt = e
−ktR0 + (1− e−kt)µ+ σ1
∫ t
0
ek(s−t)dWs
or
Rt+∆t = e
−k∆tRt + (1− e−k∆t)µ+ σ1
∫ ∆t
0
ek(s−∆t)dWs
Letting ∆t go to infinity, the equilibrium probability distribution for the process Rt is normal with
E(Rt) = µ and Var(Rt) =
σ21
2k
As the unconditional mean of Residual should be zero, the model is simplified by letting µ = 0.
The parameter k is the speed of mean reversion: the bigger the k, the faster the convergence. I will
refer to this approach as “exponential mean reversion”.
After modeling the process of Residual, it is necessary to describe the relation between the swap
spread and the Residual. It is more comparable to write the relation in the form of a differential
equation as well, in order to solve the problem consistently, i.e.
dSt = βRtdt + σ2dWt (3.4.4)
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The parameters of the stochastic differential equations, µ, k, β and σ are specific for each maturity.
Rewrite equation (3.4.3) as:
Rtdt = −1
k
dRt + σ1dWt (3.4.5)
Then by plugging equation(3.4.5) into equation (3.4.4) and integrating, I have:
St = S0 − β
k
(1− ekt)R0 + β
k
σ1
∫ t
0
dW1s + σ2
∫ t
0
dWs
or
St+∆t = St − β
k
(1− ek∆t)Rt + β
k
σ1
∫ ∆t
0
dWs + σ2
∫ ∆t
0
dWs
This method is very parsimonious and efficient. Once I get the estimates of the two parameters,
kˆ and βˆ, it is easy to get spread forecast, Sˆt+∆t, for any horizon. So at time t, the forecast of spread
∆t ahead is the expectation of St+∆t, which is:
E(St+∆t|t) = St − β
k
(1− e−k∆t)Rt, for ∆t = 1, 2, ..., 200
and the forecast of spread with horizon ∆t is:
Sˆt+∆t = St − βˆ
kˆ
(1− e−kˆ∆t)Rt, for ∆t = 1, 2, ..., 200 (3.4.6)
The interpretation of equation (3.4.6) is very intuitive. The forecast of the swap spreads is based on
the spread value of today with certain adjustments, which is negatively proportional to the residual
of today. The proportion depends on the size of ∆t: the bigger the ∆t, the bigger the magnitude
of adjustment. This adjustment incorporates the exponential decay property of Rt. After I obtain
the estimates of parameters, kˆ and βˆ, the adjustment is entirely decided by the forecast horizon.
Notice that the three forecasts of the spread are all in the spirit of adjusting St by Rt times
a coefficient. The coefficient in random walk approach is zero, and -1 in “instant mean reversion”
approach. The coefficient in “exponential mean reversion” approach is between -1 and zero, and it
changes with ∆t.
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3.5. Empirical Results
3.5.1. Data. The data set is obtained from the Federal Reserve Bank at St. Louis and consists
of daily observations from July 2000 to October 2013. The swap spread is defined as the swap rate
minus the yield of Treasury bonds with corresponding maturity. Swap spreads with maturities: 1,
2, 3, 5, 7 and 10 years are chosen. Swap spreads with maturity of 30 years are left out, because
they are rarely seen on the market and their yields are not reliable due to lack of trade.
The proxies of risk factors are chosen following the convention in the literature. The short
rate is proxied by 3-month T-Bill rates, and its volatility is proxied by squared of daily changes of
the short rate. The slope of the interest rate term structure is proxied by the difference between
the yields of the 10-year zero-coupon bonds and the 3-month T-Bill rates. The corporate spread
is defined as the yield of Moody AAA corporate bonds with 10-year maturity minus the yield of
10-year U.S. Treasury bonds. Each variable has 3270 daily observations.
The data set is divided into two parts: the training period and the testing period. The training
period starts from the beginning of the data set (July 2000) to July 2008, with 1970 observations.
The testing period starts from August 2008 until the end of the data set in October 2013, with 1300
observations. I treat the testing period as unknown for the entire time. Information of the swap
spread curve is extracted by PCA and the first three PCs are used as additional risk factors. Weights
in the PCA are only obtained from the training period. The statistical properties of swap spreads
and all risk factors used in this article are reported in Table 3.2. The last three columns report the
p-value of the Dicky-Fuller, Signed and Signed Rank tests, respectively. Under the Dickey-Fuller
test, “SL”, “Corp”, “SP” do not reject the random walk hypothesis under 5% significance level. As
discussed before, the Dickey-Fuller test requires the independent Gaussian assumption which does
not really apply to macroeconomic variables, which makes the test less reliable. The Sign and Sign
Rank tests give very consistent results: except for “Vol”, “PC2” and “SS2”, all other risk factors
and swap spreads do not reject the random walk hypothesis. So the empirical evidence tends to
support that the risk factors are random walk. Although this is not entirely true, I will proceed
with the in-sample and out-of-sample forecasting, assuming this is the case.
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3.5.2. In-Sample Forecast. In this section, all the analysis and tests are based on the train-
ing period. Table 3.3 shows the correlation matrix of all the variables included in the model. It is
clear that some of the risk factors are highly correlated, for example, “FFR” and “SL”. Therefore,
it is very necessary to apply the ridge regression technique to obtain the coefficients of the contem-
poraneous regression given by equation (3.3.1). This test is based only on the observations in the
training period and the results are shown in Table 3.4. Each row is the set of coefficients for one
swap spread. The last column gives the optimal λ calculated by cross-validation. The risk factors
have quite different influences on the swap spread withs different maturities. Table 3.5 gives the
descriptive statistics of Residuals obtained from the ridge regression. The mean values of all six
Residual series are zero. The augmented Dickey-Fuller test is applied to test whether the Residuals
have unit roots. Details of this method can be found in Said and Dickey (1984) and Banerjee et al.
(1993). The unit root hypotheses are rejected at a 5% level for all maturities, except for 1-year.
We also know that most of the risk factors and swap spreads have unit roots too, so we could say
that they are cointegrated. There is no theoretical argument to prove they must be cointegrated.
The intuition of the proposed forecasting approach is in line with cointegration phenomenon.
The random walk model and instant mean reversion model require no estimation of parameters,
while exponential mean reversion model contains two decay coefficients to be estimated, k and β.
By Maximum Likelihood, the in-sample estimates are acquired and reported in Table 3.6. The
mean-reversion coefficient k increases as the maturity of swap spreads increases, which means the
decay speed is faster as the maturity increases. Given the estimates of the parameters, we are
ready to implement the in-sample forecast of by the exponential mean reversion model. Following
the large amount of literature, I define two measures of forecasting accuracy: mean squared error
(MSE) and mean absolute error (MAE).
MSE =
1
T
T∑
t=1
(Sˆt+∆t − St+∆t)2 (3.5.1)
MAE =
1
T
T∑
t=1
|Sˆt+∆t − St+∆t| (3.5.2)
where Sˆt+∆t is the forecasted value of the swap spread and St+∆t is the true value of the swap
spread.
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The comparison of three different methods are reported in Table 3.8 and 3.9. Basically, in-
cluding Residual leads to smaller forecasting errors and the exponential mean reversion approach
outperforms the alternatives, especially when the horizon is long. Figure 1 and 2 present a more
intuitive comparison.
3.5.3. Out-of-Sample Forecast. Compared to In-Sample forecast, Out-of-Sample forecast
is more complicated. To achieve clean out-of-sample forecasts, I make sure that information from
the future is not used when I do the forecast.
First, I use the training period defined before as the first sub-training period, where I obtain the
estimates of coefficients in the contemporaneous regression and estimates of decay coefficients used
for the exponential mean reversion model. Then standing on the last day of the training period, I
forecast the future swap spread with horizons from 1 day up to 200 days using the Residual on the
last day. Then with the same set of coefficients estimates and the new realization of Residual of the
following day, I get another set of forecasts with horizons from 1 day until 200 days. The process
is repeated until the forecast with a horizon of 200 days reaches the 400th days after the first day
of the training period. Then I will build a new training period by cutting out the beginning 400
days of the old training period and adding the new 400 days and recalibrate the estimates of the
coefficients on the new training period. All the steps afterwards are the same as before. In total, I
move the window twice, resulting in three sub-training periods and testing periods. A summary of
the moving windows is given in Table 3.1. Then I combine the forecasts of the testing period and
calculate the MSE and MAE.
Table 3.1. Summary of Moving Windows
Training Period (1970 days) Testing Period (400 days)
Window 1 July 2000 - July 2008 August 2008 - Feb 2010
Window 2 Feb 2002 - Feb 2010 March 2010 - Oct 2011
Window 3 Oct 2003 - Oct 2011 Nov 2011 - June 2013
For each window, I obtain a set of estimates of the decay coefficients reported in Table 3.6.
Table 3.10 and Table 3.11 report the MSE and MAE of the out-of-sample forecast, respectively.
Comparing with the in-sample forecast, the errors of out-of-sample forecasts are much bigger. This
is reasonable, because in-sample forecast coefficients are obtained using the same observations where
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the forecasting is implemented. In other words, information from the “future” is contained in the
coefficient estimates.
Comparing the different methods used in out-of-sample forecasting, exponential mean rever-
sion produces the smallest errors for every swap spread at all forecasting horizons under the MSE
measure. Under the MAE measure, except for 7-year, exponential mean reversion approach out-
performs the other two alternatives at longer horizon. For 2-year, 3-year and 10-year, exponential
mean reversion outperforms at all horizons. The error comparison of the three methods is drawn
in Figure 3 and 4. It is clear to see that exponential mean reversion method has more powerful
forecasting ability as the forecasting horizon increases. In addition, for both the in-sample and
the out-of-sample, the 1-year swap spread has the biggest forecasting errors, implying that the
short-end swap spread is much harder to predict than the median and long-end.
In summary, the exponential mean reversion method and instant mean reversion method beat
the random walk approach, for both in-sample and out-of-sample forecasting, which means that
Residual does contain useful information in terms of forecasting. In addition, the exponential mean
reversion method exhibits superior power than instant mean reversion. This result proves that it
is more reasonable to model the Residual as a exponential decay process.
3.6. Conclusion
A vast literature has identified plenty of risk factors that can explain the existence of interest
rate swap spreads, and most of these risk factors can be put in two categories: proxies for default
premium and proxies for liquidity premium. They are either suggested by theoretical models or
discovered from empirical studies. For default premium, proxies such as the short rate, the slope of
interest rate term structure, the volatility of the short rate as well as corporate spreads are employed.
For liquidity premium, the difference between yield of the 3-month LIBOR and the T-bill, the Fed
fund rate and inflation, as well as the S&P 500 index are used. Besides the macroeconomic variables,
we show that swap spreads with different maturities are highly correlated. Therefore, I extract the
first three principle components and use them as extra explanatory variables.
The focus of this paper is not to explain the swap spread, as most of the literature, but
to forecast swap spreads in the future. As I show, macroeconomic variables and swap spreads
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themselves are random walk, which theoretically should not have any predictable power. Therefore,
my approach is to immunize the swap spreads from macroeconomic factors by a contemporaneous
regression and use the Residual as the predicator. By both in-sample and out-of-sample forecast
comparison, it is demonstrated that Residual does contain predicative power. Modeling Residual as
an OU process achieves superior forecasting performance, especially when the forecasting horizon
is long.
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Table 3.2. Descriptive Statistics
Mean Var Skew Kurt Min Max D-F SRW SRRW
Proxies of default premium
Short rate (SR) 1.87 3.66 0.78 -0.72 0.00 6.42 0.01 0.09 0.11
Slope (SL) 1.95 1.58 -0.57 -0.83 -0.95 3.85 0.39 0.06 0.27
Volatility (Vol) 0.00 0.00 16.81 344.37 0.00 0.66 0.01 0.00 0.00
Corporate spread (Corp) 3.57 2.41 -0.78 -0.72 0.06 6.25 0.57 0.09 0.19
Proxies of liquidity premium
LIBOR-T-bill (TED) 0.43 0.22 3.55 16.80 0.03 4.57 0.01 0.47 0.48
FFR-Inflation (FFR) 2.03 4.11 0.75 -0.82 0.04 6.68 0.02 0.59 0.67
S&P index (SP) 1.22 0.04 0.04 -0.31 0.68 1.77 0.67 1.00 0.98
PC’s of Swap Spread Curve
PC1 -1.38 0.65 -0.79 0.02 -4.51 -0.01 0.02 0.71 0.60
PC2 -0.28 0.12 -1.46 4.11 -2.23 0.40 0.01 0.01 0.01
PC3 -0.19 0.14 -0.52 2.59 -0.71 0.04 0.01 0.08 0.25
Swap spreads
1-year (SS1) 0.37 0.06 1.74 4.27 -0.04 1.98 0.01 0.66 0.59
2-year (SS2) 0.41 0.05 1.41 2.66 0.02 1.69 0.01 0.02 0.01
3-year (SS3) 0.47 0.06 1.18 1.94 0.06 1.72 0.01 0.60 0.42
5-year (SS5) 0.47 0.06 0.74 -0.01 0.02 1.30 0.02 0.60 0.58
7-year (SS7) 0.43 0.06 0.54 -0.40 -0.08 1.11 0.02 0.71 0.65
10-year (SS10) 0.41 0.08 0.55 0.09 -0.13 1.31 0.02 0.55 0.55
30-year (SS30) 0.15 0.17 0.68 -0.42 -0.56 1.43 0.01 0.77 0.54
Notes: The statistics are based on 3270 daily observations from July 2000 to October 2013. The weights used
in principal component analysis of swap spread curves are based on data in the training period with 1930 daily
observations from July 2000 to July 2008. The last three columns report the p-value of the Dicky-Fuller, Signed
and Signed Rank tests, respectively.
115
Table 3.3. Correlation Matrix of Variables
SR SL Vol Corp TED FFR SPX PC1 PC2 PC3 SS1 SS2 SS3 SS5 SS7 SS10
SR 1.00 -0.84 0.04 -0.86 0.06 0.99 0.28 -0.64 0.58 0.07 -0.68 -0.76 0.30 0.39 0.39 0.55
SL -0.84 1.00 -0.03 0.96 -0.09 -0.84 -0.51 0.44 -0.40 -0.36 0.47 0.54 -0.31 -0.26 -0.18 -0.33
Vol 0.04 -0.03 1.00 -0.01 0.32 0.08 0.03 -0.21 -0.13 -0.18 -0.20 0.06 0.23 0.24 0.23 0.20
Corp -0.86 0.96 -0.01 1.00 -0.02 -0.85 -0.52 0.37 -0.46 -0.42 0.40 0.58 -0.23 -0.17 -0.09 -0.24
TED 0.06 -0.09 0.32 -0.02 1.00 0.13 0.01 -0.62 -0.67 -0.14 -0.58 0.45 0.88 0.80 0.72 0.60
FFR 0.99 -0.84 0.08 -0.85 0.13 1.00 0.30 -0.68 0.53 0.05 -0.72 -0.73 0.36 0.45 0.45 0.60
SPX 0.28 -0.51 0.03 -0.52 0.01 0.30 1.00 -0.04 0.24 0.60 -0.06 -0.29 0.10 -0.07 -0.17 -0.10
PC1 -0.64 0.44 -0.21 0.37 -0.62 -0.68 -0.04 1.00 0.01 0.38 1.00 0.28 -0.80 -0.93 -0.94 -0.98
PC2 0.58 -0.40 -0.13 -0.46 -0.67 0.53 0.24 0.01 1.00 0.05 -0.05 -0.95 -0.52 -0.35 -0.24 -0.05
PC3 0.07 -0.36 -0.08 -0.42 -0.14 0.05 0.60 0.38 0.05 1.00 0.36 -0.01 -0.04 -0.41 -0.58 -0.52
SS1 -0.68 0.47 -0.20 0.40 -0.58 -0.72 -0.06 1.00 -0.05 0.36 1.00 0.34 -0.77 -0.91 -0.92 -0.97
SS2 -0.76 0.54 0.06 0.58 0.45 -0.73 -0.29 0.28 -0.95 -0.01 0.34 1.00 0.24 0.07 -0.03 -0.23
SS3 0.30 -0.31 0.23 -0.23 0.88 0.36 0.10 -0.80 -0.52 -0.04 -0.77 0.24 1.00 0.91 0.80 0.75
SS5 0.39 -0.26 0.24 -0.17 0.80 0.45 -0.07 -0.93 -0.35 -0.41 -0.91 0.07 0.91 1.00 0.97 0.93
SS7 0.39 -0.18 0.23 -0.09 0.72 0.45 -0.17 -0.94 -0.24 -0.58 -0.92 -0.03 0.80 0.97 1.00 0.96
SS10 0.55 -0.33 0.20 -0.24 0.60 0.60 -0.10 -0.98 -0.05 -0.52 -0.97 -0.23 0.75 0.93 0.96 1.00
Notes: The statistics are based on 3270 daily observations from July 2000 to October 2013.
116
Table 3.4. Results of Ridge Regression
Inter SR Slope Vol Corp TED FFR SPX PC1 PC2 PC3 Opt λ
1-year 0.253 -0.048 0.004 0.051 -0.026 -0.196 -0.045 -0.123 0.494 -0.022 0.614 0.063
2-year 0.305 -0.026 -0.007 -0.125 -0.008 0.101 -0.025 -0.117 0.064 -0.572 0.049 0.030
3-year -0.005 0.009 -0.007 -0.124 0.006 0.137 0.007 0.026 -0.181 -0.292 0.432 0.022
5-year -0.043 0.012 -0.001 -0.014 0.003 0.095 0.010 0.022 -0.164 -0.190 -0.295 0.021
7-year -0.068 0.012 0.005 -0.003 0.014 0.105 0.013 0.008 -0.171 -0.101 -0.569 0.023
10-year 0.027 0.015 -0.010 -0.074 0.015 0.053 0.013 -0.019 -0.185 -0.037 -0.460 0.023
Notes: This table reports the coefficients of risk factors obtained by ridge regression based on 1970 observations
in the training period. Swap spreads with different maturities are regressed on contemporaneous risk factors.
The last column reports the optimal λ obtained from cross-validation, which is then used in the ridge regression.
Table 3.5. Descriptive Statistics of Residuals
Mean Variance Skewness Kurtosis Maximum Minimum ADF-Test
1-year 0.000 0.004 -0.792 4.185 -0.264 0.150 0.152
2-year 0.000 0.001 -1.304 6.236 -0.110 0.079 0.025
3-year 0.000 0.001 0.831 4.790 -0.084 0.132 0.010
5-year 0.000 0.001 0.520 4.246 -0.097 0.139 0.010
7-year 0.000 0.001 0.342 3.302 -0.113 0.093 0.010
10-year 0.000 0.001 0.564 3.368 -0.081 0.103 0.010
Notes: This table gives the descriptive statistics of Residuals, which are obtained from the contemporaneous
regression using data in the training period. The last column reports the p-value of the augmented Dickey-
Fuller test.
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Table 3.6. Estimates of Decay Coefficients: In-Sample
1-year 2-year 3-year 5-year 7-year 10-year
kˆ βˆ kˆ βˆ kˆ βˆ kˆ βˆ kˆ βˆ kˆ βˆ
In Sample 0.010 -0.051 0.014 -0.054 0.014 -0.073 0.023 -0.072 0.010 -0.043 0.007 -0.028
Notes: This table gives the estimates of decay coefficients of exponential mean reversion method for the in-sample
period for each swap spread series.
Table 3.7. Estimates of Decay Coefficients: Out-of-Sample
1-year 2-year 3-year 5-year 7-year 10-year
kˆ βˆ kˆ βˆ kˆ βˆ kˆ βˆ kˆ βˆ kˆ βˆ
Window 1 0.010 -0.051 0.014 -0.054 0.014 -0.073 0.023 -0.072 0.010 -0.043 0.007 -0.028
Window 2 0.015 -0.047 0.010 -0.034 0.008 -0.044 0.011 -0.039 0.016 -0.043 0.037 -0.061
Window 3 0.015 -0.029 0.007 -0.022 0.016 -0.043 0.031 -0.057 0.022 -0.045 0.028 -0.035
Notes: This table gives the estimates of decay coefficients of exponential mean reversion method used for out-
of-sample forecasting with three moving windows. The size of moving window is 400 days. The first window
coincides with the in-sample period: July 2000∼July 2008. The second window is from Feb 2002 to Feb 2010,
and the third window is from Oct 2003 to Oct 2011.
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Table 3.8. Mean Squared Error of Forecasts: In-Sample
1-year 2-year 3-year 5-year 7-year 10-year
M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
1 1.69 1.74 1.68 0.14 0.17 0.14 0.18 0.23 0.18 0.31 0.30 0.30 0.33 0.35 0.33 0.33 0.36 0.33
3 1.86 1.87 1.82 0.22 0.24 0.22 0.28 0.30 0.27 0.33 0.32 0.32 0.37 0.38 0.36 0.36 0.38 0.36
5 2.16 2.11 2.08 0.29 0.29 0.28 0.37 0.36 0.35 0.40 0.37 0.37 0.43 0.43 0.42 0.43 0.43 0.42
10 2.70 2.56 2.54 0.49 0.48 0.47 0.65 0.59 0.59 0.51 0.47 0.47 0.54 0.52 0.51 0.53 0.51 0.51
20 3.78 3.38 3.38 0.93 0.87 0.87 1.19 1.03 1.01 0.69 0.63 0.63 0.74 0.69 0.69 0.77 0.70 0.68
50 5.77 4.67 4.26 1.56 1.41 1.36 1.77 1.47 1.31 0.90 0.74 0.72 1.11 0.96 0.93 1.16 0.94 0.91
75 7.08 5.67 4.85 1.85 1.61 1.47 2.14 1.76 1.46 1.17 0.98 0.95 1.35 1.15 1.07 1.37 1.08 0.99
100 10.1 8.25 6.52 2.43 2.13 1.85 2.75 2.32 1.91 1.63 1.42 1.35 1.91 1.66 1.52 1.78 1.47 1.33
125 12.3 9.95 7.09 2.92 2.55 2.12 3.13 2.62 1.96 1.90 1.63 1.46 2.27 1.95 1.69 1.98 1.66 1.50
150 14.7 12.1 8.26 3.59 3.18 2.68 3.76 3.15 2.21 2.36 2.05 1.81 2.71 2.36 2.04 2.34 1.95 1.66
175 17.8 14.7 9.56 4.25 3.84 3.29 4.47 3.81 2.66 2.82 2.47 2.14 3.24 2.85 2.41 2.82 2.33 1.85
200 20.9 17.4 10.7 4.87 4.43 3.80 5.02 4.33 3.07 3.24 2.84 2.38 3.60 3.19 2.70 3.22 2.64 1.96
Notes: This table reports the mean squared error of forecast in the training period. For each maturity, mean squared
error of random walk (M1), instant mean reversion (M2) and exponential mean reversion (M3) method are presented.
Due to the space limit, 11 forecasting horizons are picked. All the numbers are in percentage. Numbers in bold are the
smallest error generated by three alternative methods.
Table 3.9. Mean Absolute Error of Forecasts: In-Sample
1-year 2-year 3-year 5-year 7-year 10-year
M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
1 9.38 9.90 9.35 2.74 3.03 2.73 3.01 3.59 3.01 3.94 4.00 3.92 4.12 4.32 4.12 4.18 4.52 4.17
3 9.94 10.21 9.84 3.39 3.54 3.34 3.77 4.10 3.75 4.15 4.16 4.07 4.37 4.47 4.34 4.39 4.62 4.37
5 10.7 10.8 10.5 3.79 3.88 3.74 4.14 4.39 4.11 4.55 4.41 4.40 4.68 4.74 4.63 4.73 4.90 4.70
10 11.8 11.7 11.5 4.79 4.78 4.71 5.31 5.31 5.22 5.06 4.87 4.84 5.22 5.15 5.09 5.26 5.23 5.16
20 14.3 13.6 13.6 6.49 6.30 6.30 6.96 6.58 6.60 5.86 5.54 5.57 6.18 6.00 5.98 6.38 6.11 6.08
50 18.6 16.8 16.4 8.95 8.48 8.31 9.26 8.53 8.41 7.08 6.43 6.43 7.78 7.38 7.39 8.28 7.48 7.41
75 20.8 18.8 18.0 9.27 8.80 8.59 10.4 9.56 9.30 8.02 7.34 7.29 8.73 8.22 8.17 9.08 8.23 7.96
100 25.1 22.9 20.7 10.5 9.83 9.32 11.7 10.9 10.4 9.38 8.60 8.44 10.0 9.43 9.32 10.3 9.52 9.14
125 27.7 25.3 21.6 12.6 11.7 10.3 12.8 11.8 10.6 10.2 9.30 8.84 10.8 10.1 9.78 10.9 10.1 9.64
150 30.3 27.7 23.1 14.1 13.2 11.7 14.0 12.9 11.3 11.2 10.2 9.56 11.5 10.8 10.5 11.7 10.8 9.94
175 33.6 30.7 24.5 14.9 14.0 12.7 15.1 14.0 12.5 12.3 11.3 10.3 12.4 11.7 11.3 12.7 11.7 10.5
200 36.4 33.4 25.6 16.3 15.4 13.7 16.5 15.4 13.4 13.3 12.1 10.8 13.1 12.3 11.9 13.5 12.4 10.9
Notes: This table reports the mean absolute error of forecast in the training period. For each maturity, the mean absolute
error of random walk (M1), instant mean reversion (M2) and exponential mean reversion (M3) method are presented.
Due to the space limit, 11 forecasting horizons are picked. All the numbers are in percentage. Numbers in bold are the
smallest error generated by the three alternative methods.
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Table 3.10. Mean Squared Error of Forecasts: Out-of-Sample
1-year 2-year 3-year 5-year 7-year 10-year
M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
1 1.73 2.40 1.72 0.34 0.53 0.34 0.18 0.31 0.17 0.24 0.41 0.23 0.31 0.49 0.31 0.39 0.53 0.38
3 2.11 2.70 2.07 0.62 0.78 0.61 0.51 0.59 0.49 0.36 0.50 0.35 0.42 0.57 0.41 0.44 0.55 0.43
5 2.47 3.00 2.40 0.84 0.96 0.81 0.76 0.80 0.73 0.47 0.59 0.46 0.52 0.66 0.51 0.49 0.58 0.47
10 3.67 3.96 3.51 1.41 1.45 1.35 1.47 1.41 1.38 0.88 0.90 0.83 0.80 0.91 0.79 0.69 0.70 0.64
20 5.65 5.67 5.40 2.62 2.54 2.47 2.85 2.61 2.58 1.44 1.37 1.35 1.38 1.45 1.39 0.97 0.89 0.88
50 11.9 11.0 11.3 5.20 4.81 4.77 4.78 4.12 3.83 3.11 2.73 2.81 3.45 3.25 3.25 1.85 1.59 1.63
75 17.0 14.9 14.2 5.81 5.04 4.78 5.52 4.44 3.41 3.85 3.02 2.62 4.38 3.91 3.64 2.41 1.94 1.93
100 23.5 20.5 18.0 5.55 4.45 3.83 6.88 5.36 3.17 4.83 3.65 2.66 5.42 4.79 4.20 3.28 2.48 2.20
125 30.8 27.4 23.6 6.87 5.25 3.83 8.79 6.92 3.70 6.43 5.00 3.54 6.89 6.18 5.31 4.37 3.37 2.86
150 38.9 34.7 28.7 9.00 6.99 4.95 12.4 10.1 5.60 8.46 6.77 4.88 8.34 7.54 6.28 5.66 4.51 3.79
175 47.7 42.5 33.3 11.3 8.85 6.00 15.7 13.0 7.03 10.7 8.56 5.90 9.93 9.00 7.31 7.26 5.89 4.83
200 58.1 51.7 39.0 12.5 9.62 5.91 19.8 16.7 9.11 13.4 10.8 7.27 11.9 10.8 8.65 9.12 7.51 6.01
Notes: This table reports the mean squared error of forecast in the testing period. For each maturity, mean squared
error of random walk (M1), instant mean reversion (M2) and exponential mean reversion (M3) method are presented.
Due to the space limit, 11 forecasting horizons are picked. All the numbers are in percentage. Numbers in bold are the
smallest error generated by the three alternative methods.
Table 3.11. Mean Absolute Error of Forecasts: Out-of-Sample
1-year 2-year 3-year 5-year 7-year 10-year
M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
1 8.62 11.74 8.59 4.09 5.54 4.07 2.10 3.90 2.12 2.93 4.49 2.93 3.44 5.36 3.46 4.10 5.15 4.09
3 9.90 12.45 9.80 5.23 6.22 5.17 3.62 4.69 3.61 3.64 4.89 3.64 4.12 5.75 4.14 4.60 5.30 4.54
5 10.8 13.2 10.7 5.90 6.70 5.79 4.55 5.33 4.53 4.35 5.27 4.31 4.62 6.05 4.67 4.88 5.53 4.81
10 12.8 14.8 12.8 7.29 7.68 7.07 6.55 6.88 6.42 5.66 6.23 5.62 5.73 6.92 5.90 5.70 6.06 5.57
20 16.0 17.1 16.2 9.21 9.30 8.89 8.89 8.87 8.65 7.27 7.40 7.21 7.28 8.15 7.69 6.79 6.94 6.70
50 23.0 22.0 23.2 14.3 13.0 12.9 13.8 12.6 12.3 11.4 10.4 10.6 11.0 11.4 12.1 9.31 8.54 8.72
75 26.9 24.8 26.1 16.1 13.8 12.9 15.9 14.2 12.3 12.9 11.1 10.5 12.2 12.1 13.2 10.6 9.19 9.25
100 31.7 30.0 31.2 17.3 14.4 12.7 18.0 15.8 12.3 14.8 12.7 11.1 14.2 14.0 14.9 12.8 10.8 10.2
125 36.4 34.5 35.0 20.0 16.9 14.2 20.7 18.1 13.4 16.9 14.8 12.4 16.2 16.1 17.0 15.1 12.6 11.4
150 41.6 39.1 39.1 23.3 20.1 16.7 24.3 21.8 15.8 19.7 17.5 14.8 18.5 18.5 19.1 17.1 14.7 13.1
175 47.3 45.1 43.6 26.2 22.8 18.6 28.8 26.1 18.2 23.5 20.9 17.3 21.6 21.5 21.7 19.8 17.5 15.2
200 54.1 51.2 47.7 27.2 23.6 18.8 33.3 30.4 21.2 27.3 24.1 19.8 24.6 24.2 23.9 22.7 20.2 17.4
Notes: This table reports the mean absolute error of forecast in the testing period. For each maturity, mean squared error
of random walk (M1), instant mean reversion (M2) and exponential mean reversion (M3) method are presented. Due to the
space limit, 11 forecasting horizons are picked. All the numbers are in percentage. Numbers in bold are the smallest error
generated by the three alternative methods.
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Figure 3.1. Mean Squared Error of In-Sample Forecasts
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Notes: The solid line represents the forecasting errors generated by the random walk model; the
dashed line stands for the errors from the instant mean reversion method; the dotted line
describes the errors produced by the exponential mean reversion method.
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Figure 3.2. Mean Absolute Error of In-Sample Forecasts
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Notes: The solid line represents the forecasting errors generated by the random walk model; the
dashed line stands for the errors from the instant mean reversion method; the dotted line
describes the errors produced by the exponential mean reversion method.
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Figure 3.3. Mean Squared Error of Out-of-Sample Forecasts
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Notes: The solid line represents the forecasting errors generated by the random walk model; the
dashed line stands for the errors from the instant mean reversion method; the dotted line
describes the errors produced by the exponential mean reversion method.
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Figure 3.4. Mean Absolute Error of Out-of-Sample Forecasts
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Notes: The solid line represents the forecasting errors generated by the random walk model; the
dashed line stands for the errors from the instant mean reversion method; the dotted line
describes the errors produced by the exponential mean reversion method.
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