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We consider the FCFS M/H2/n+M queue in the Halfin-Whitt heavy traffic regime, i.e. the first-come-
first-served multi-server queue with abandonments, in which inter-arrival and patience times are Markovian,
and service times are hyper-exponentially distributed, i.e. the mixture of two exponential distributions. It
is known that if one considers a sequence of such queues under the Halfin-Whitt scaling, the appropriately
normalized sequence of steady-state queue-length distributions is tight and converges weakly to a limiting
random variable W∞. However, those works only describe W∞ implicitly as the unique invariant measure of
a certain complicated diffusion process with no closed form. Although it was proven by Gamarnik and Stolyar
(2012) that P
(
W∞ >x
)
has a sub-Gaussian decay, and related Lyapunov-type arguments and bounds also
appear in the work of Dieker and Gao (2013), the actual value of limx→∞ x
−2 log
(
P
(
W∞ > x
))
was left
open. In subsequent work, Dai and He (2013) conjectured an explicit form for this exponent, which depends
only on the first two moments of the service distribution, and used this conjectured exponent to devise a
numerical method for computing the tail probabilities of W∞.
In this work, we explicitly compute the true large deviations exponent for W∞, in the parameter regime
such that the abandonment rate is strictly less than the minimum exponential service rate. This is the
first such result for multi-server queues with abandonments when service times are non-Markovian. As this
exponent is strictly less than that conjectured by Dai and He, and further does not only depend on the
first two moments of the service distribution, we resolve the conjecture of Dai and He in the negative. Our
main approach is to extend the stochastic comparison framework of Gamarnik and Goldberg (2013) to the
setting of abandonments, which requires several novel and non-trivial contributions (especially in light of the
non-monotonicities introduced by abandonments), and to combine with results from the theory of Gaussian
processes. Furthermore, our approach sheds light on several novel ways to think about multi-server queues
with abandonments in the Halfin-Whitt regime, e.g. by formally connecting to so-called multi-dimensional
Ornstein-Uhlenbeck processes (a family of tractable diffusions), and we believe that these insights should
hold in considerable generality and provide a novel set of tools for analyzing these systems.
Key words : many-server queues, Halfin-Whitt regime, stochastic comparison, weak convergence, large
deviations, Gaussian process, abandonments
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1. Introduction.
1.1. Multi-server queues with abandonments in the Halfin-Whitt regime.
It is by now well-known that from a queueing perspective, a service system can operate in several
different asymptotic regimes, parametrized by the number of servers and traffic intensity. Recently
there has been a significant interest in the so-called Halfin-Whitt (i.e. HW, Quality-and-Efficiency
Driven, QED) regime, in which one can easily trade-off between the number of servers and the
quality of service experienced by arrivals to the system (as parametrized through metrics including
the probability that an arriving job must wait for service). This scaling regime was studied originally
by Erlang [37] and Jagerman [55], and formally introduced by Halfin and Whitt [50], who studied
the First-come-first-serve (FCFS) G/M/n system (for large n) when the traffic intensity ρ scales
like 1 − Bn− 12 for some strictly positive excess parameter B. We refer the interested reader to
[41, 45, 46, 5, 66] for an overview of recent progress on our understanding of multi-server queues
in the HW regime, which we make no attempt to survey here, and to [46] for an overview of how
this scaling regime relates to other regimes and related results.
In many such service systems customer abandonment is an important feature [108] (see also
several relevant empirical works including [81, 20, 78, 13]) and there is also considerable work
studying multi-server queueing models with abandonments in the HW regime. For an overview of
work on multi-server queues with abandonments in the HW regime, as well as other scaling regimes,
we refer the interested reader to the recent surveys [108, 27]. When studying heavy-traffic limits
of queueing systems, there are generally two different levels of granularity at which one can study
the associated limits: the fluid scale (fluctuations of order n) and the diffusion scale (fluctuations
around the fluid scaling, often of order n
1
2 ). For multi-server queues with abandonments, questions
regarding convergence at the fluid scale have been studied in several works, including [60, 59, 70,
68, 69, 119, 123], where several of these works allow for systems with time-varying parameters, and
we refer the interested reader to [27] for additional references. We will instead focus on the second
level of granularity, i.e. the relevant diffusion-scaled process, where we note that these works often
implicitly demonstrate a fluid scaling as well to provide an appropriate centering for the relevant
diffusion limit. Furthermore, we will focus exclusively on models with abandonments in the HW
scaling regime, but note in passing that there is a vast literature (beyond the scope of our work) on
closely related models and topics pertaining to abandonments, including (but by no means limited
to): non-asymptotic analysis and numerical approaches [2, 91, 82, 63, 102]; other scaling regimes
[116, 57, 97]; single-server models [109, 111, 98]; network models [99, 52, 88]; models with more
complex dependency structure [121, 38]; control and dynamic staffing [39, 7, 71]; simulation [87];
delay announcements [8, 54]; strategic behavior [77, 10]; and ticket queues [56, 32].
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1.2. Diffusion approximations.
It seems the first work to address the question of diffusion-scaled multi-server queues with aban-
donments in the HW scaling was [40], which used the available closed-form expressions for the
M/M/n+M queue to work out the relevant asymptotics for the M/M/n+M case, in the steady-
state. In [44], these results were also extended to the transient setting for the M/M/n+M queue,
and the results gained renewed popularity. To be slightly more precise about the notion of a dif-
fusion limit in the HW regime, and the relevant concerns, suppose we have fixed an inter-arrival
distribution A and service distribution S, both with mean 1, a patience distribution R with con-
tinuous density function which is stritly positive and finite at 0, and a spare capacity parameter B
(which may be negative, positive, or zero). Let Qn denote the queueing system with inter-arrival
times i.i.d. distributed as A
n+Bn
1
2
, service times drawn i.i.d. from the unscaled distribution S, and
patience times drawn i.i.d. from the unscaled distribution R. For this system, let {W n(t), t≥ 0}
be the queue-length process (i.e. the number of jobs waiting in queue), where for now we leave
the initial distribution unspecified. It is well-known that under mild technical conditions such a
system will have a unique steady-state distribution (see e.g. [24]), and we let W n(∞) denote a
random variable (r.v) with the corresponding steady-state distribution (on occasion we will also
use r.v to denote a random vector). In that case, the results of [40] showed that for an appropriate
sequence of M/M/n+M queues, {n− 12W n(∞), n≥ 1} converges weakly to a limiting r.v W∞(∞),
while the results of [44] showed in addition that for each fixed T ≥ 0, {n− 12W n(t)0≤t≤T} converges
weakly to a limiting processW∞(t)0≤t≤T (in the appropriate space and topology, i.e. a process-level
convergence). [44] also showed that in this case a so-called interchange-of-limits holds, namely that
{W∞(t), t≥ 0} converges, as t→∞, to W∞(∞). Namely, the limit of the steady-states coincides
with the steady-state of the limit, which is in general non-trivial to verify. Related higher-order
asymptotic expansions were derived in [124]. In [79], these results are extended to show a steady-
state convergence in theM/M/n+G setting, building on the non-asymptotic work of [11]. In [118],
these results are extended to show a process-level convergence in the G/M/n+G setting. Process-
level weak convergence and strong approximation results were proven for time-varying networks
of M/M/n queues in [74], with several related results summarized in [75], and results for related
periodic Markovian systems proven in [93].
1.3. Diffusion approximations with non-Markovian service times.
Note that all the aforementioned works essentially restrict to the setting of Markovian service times,
where we note that in the asymptotic regimes considered generalizing the service distribution is
typically far more challenging than generalizing the inter-arrival or patience distributions. However,
as empirically studied in [20], in many relevant applications of queueing models in service systems
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the assumption of Markovian service times does not hold, and may lead to poor policy choices.
Significant progress on this front was made in [29], in which a process-level weak-convergence result
was proven for the case of phase-type (i.e. PH) service distributions (which are dense within the
set of all distributions), building on a state-space collapse relating the number of abandoning jobs
to a certain integral of the queue-length process [26]. The associated limit process was a complex
multi-dimensional Markovian diffusion with piece-wise linear drift and no explicit solution, called a
piecewise Ornstein-Uhlenbeck (OU) process in later work, and could also be described as a certain
continuous mapping of a simpler process. We note that a related state-space collapse result was
attained in [106], in which an asymptotic equivalence between the system with balking (i.e. in
which jobs that will eventually abandon do so upon arrival) and with reneging (i.e. in which jobs
remain in queue until they abandon and are counted towards the queue-length) is proven. Process-
level weak-convergence results very similar to those of [29], albeit for even more general service
distributions, were attained in [76]. In the same paper, the question of proving analogous results
for the associated sequence of steady-state distributions, and a corresponding interchange-of-limits,
was explicitly stated as an open problem.
This was resolved in the sequence of papers [31, 24]. In [31], the authors proved that the piecewise
OU processes which arose in [29] had unique invariant measures, and were exponentially ergodic (i.e.
converged exponentially quickly under an appropriate metric to this invariant measure from general
initial conditions), where we note that such exponential ergodicity has since been extended to more
general processes [7]. In [24], the results of [31] were combined with several additional arguments
to prove a formal interchange-of-limits for G/PH/n+M queues in the HW regime, namely that
the sequence of appropriately normalized steady-state distributions is tight, and converges weakly
to the unique invariant measure of the associated piecewise OU process identified in [29].
1.4. Large deviations of the steady-state diffusion approximation.
However, outside the case of Markovian service times, all of the aforementioned works left open
any concrete understanding of the associated complex limit processes, beyond their exponential
ergodicity [31]. There have been several works which attempted to shed some light on these pro-
cesses, especially their large deviations behavior, as the probability of rare events is typically a
quantity of significant interest in such models, and we refer the interested reader to [104] for an
overview of such results, and to [41] for an overview of such results for multi-server queues in the
HW scaling. In [43], the authors study multi-class Markovian queues with abandonments in the
HW regime under general non-idling class-scheduling policies. For such systems, they prove sev-
eral results regarding existence of exponential moments and sub-Gaussian behaviors. Their results
include as a special case FCFS M/Hk/n+M queues, i.e. queues in which service times are hyper-
exponentially distributed, i.e. distributed as a finite mixture of exponential distributions. For a
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sequence of such FCFSM/Hk/n+M queues, the results of [43] imply that, lettingW
∞(∞) denote
the weak limit of {n− 12W n(∞), n ≥ 1}, limsupx→∞ x−2 log
(
P
(
W∞(∞) > x)) < 0. As noted in
[28], such a Gaussian decay is to be expected due to the mean-reverting nature of a system with
abandonments, and based on explicit formulas associated with the Markovian case. However, the
associated bounds identified in [43] involve both stochastic comparison and non-explicit Lyapunov-
function-type arguments, and do not seem to shed much insight on the precise set of z > 0 such that
(s.t.) E
[
exp
(
z
(
W∞(∞))2)] <∞, other than that this set is non-empty. We note that related
Lyapunov-type arguments and bounds also appear in [31], but again it seems unlikely that the
approach taken there could be used to identify the exact tail behavior. We will loosely refer to
− sup
{
z :E
[
exp
(
z
(
W∞(∞))2)]<∞} as the associated large deviations exponent, equivalently
(should the limit exist) limx→∞ x
−2 log
(
P
(
W∞(∞) > x)), where we note that this concept is
seemingly much more developed in the literature for queues without abandonments, in which the
associated r.v typically exhibit exponential (as opposed to Gaussian) decay [101].
1.5. A conjecture of Dai and He [28].
To gain further insight into W∞(∞), and the quality of approximation that it provides to W n(∞)
for any fixed n, various numerical methods were developed in [28] for evaluating the probabilities
ofW∞(∞), building on the numerical methods for diffusions developed earlier by Dai and Harrison
[25]. As discussed in-depth in [25], an important step in these numerical methods is selecting a
reference density which is used to define an inner product, which is then used explicitly by the
algorithm to determine the probabilities of W∞(∞) by defining the stationary measure through
a so-called basic adjoint relationship with respect to this inner product, and then using certain
appropriate approximations. The authors in [28] devote a section to discussing the properties that
make certain reference densities more desirable than others, and note that ideally the reference
density would have similar tail behavior to the stationary measure itself, where in some sense
the greater the similarity the faster their algorithm will converge. However, the problem faced
by the authors was that for the diffusion processes they were considering, i.e. the limit processes
arising from G/PH/n+G queues in the HW scaling, the tail behavior was unknown. As such, to
motivate their choice of reference density, the authors made a formal conjecture regarding the large
deviations exponent for W∞(∞). Namely, inspired by known results for the case of Markovian
processing times, as well as an analogous result for the setting without abandonments [41], Dai and
He made the following formal conjecture in Conjecture 2 of [28]. Throughout we suppose without
loss of generality (w.l.o.g) that the expected service time equals 1, and let σ2A(σ
2
S)∈ (0,∞) denote
the variance of A(S), where we recall that in the nth system the inter-arrival distribution is A
n+Bn
1
2
for some fixed real excess parameter B, the service distribution is S, and the patience distribution
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R has a density which evalutes to θ ∈ (0,∞) at 0. We note that the precise conjecture of [28]
makes some additional technical assumptions on S, and as we are only here interested in the case
that S is hyper-exponentially distributed and the inter-arrival and patience distributions are both
exponentially distributed, which is easily verified to satisfy all these technical conditions, we simply
refer the reader to [28] for the precise assumptions.
Conjecture 1 (Conjectured large deviations exponent [28]).
lim
x→∞
x−2 log
(
P
(
W∞(∞)>x))=− θ
σ2A+σ
2
S
.
Customized to the M/H2/n+M setting in which service times are with probability (w.p.) p expo-
nentially distributed with rate µ1 and with probability 1− p exponentially distributed with rate µ2,
the canonical example of non-exponential service times explicitly used in [27, 24, 28] to illustrate the
piecewise OU process, it is easily verified (since E[S] = 1 implies p= µ1(µ2−1)
µ2−µ1
) that this conjecture
is equivalent to
lim
x→∞
x−2 log
(
P
(
W∞(∞)>x))=− µ1µ2θ
2(µ1+µ2− 1) .
Furthermore, the authors of [28] note that if this conjecture is true, it provides an example of a
so-called insensitivity result, as the exponent is a function only of θ and the first two moments of
the inter-arrival and service distributions.
The authors of [28] implemented their numerical algorithm with a reference density strongly based
on Conjecture 1. The demonstrated good numerical performance of their algorithm seemed to pro-
vide support for the conjecture. Of course, as the authors of [28] note, their algorithm will in general
converge as long as the reference density satisfies certain basic technical conditions, i.e. it need not
capture the correct large deviations behavior, i.e. they could have gotten good numerical results
even if Conjecture 1 was false. Since publication of [28], [31], and [24], no further progress has been
made towards resolving Conjecture 1, and in general the associated limit processes remain poorly
understood. We do note the works [48, 49, 19] which use Stein’s method and related approaches to
further our understanding of how good an approximation the associated limit process provides for
the rescaled queue length for any fixed n (i.e. bounds the error in using the diffusion to approximate
the pre-limit system), and provides some bounds for certain moments of the limiting diffusions.
However, as discussed in [46], developing further qualitative insight into the properties of the limit-
ing processes themselves could shed considerable light on the pre-limit systems, where we do note
that some care must be taken when transferring statements proven about the limit process to the
pre-limit system, and refer the interested reader to [43] for further discussion along these lines.
Prior to this work, Conjecture 1 remained open.
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1.6. Stochastic comparison methods for queues with abandonments.
As it will play a central role in our analysis, we note that for systems without abandonments,
a novel stochastic comparison approach for multi-server queues was developed in [41], and has
since been used to prove results in several settings related to the HW scaling regime without
abandonments [45, 47, 46]. Although there is a vast literature on stochastic comparison results
for queues without abandonments [105, 21], the results for systems with abandonments are much
more limited, seeming to consist of only a few works [15, 58, 18, 26, 43, 89]. One of the reasons for
this is that certain basic monotonicities that hold in great generality for queueing systems without
abandonments no longer hold in the presence of abandonments. One non-monotonicty of particular
relevance to the approach of [41] is that in systems with abandonments, adding extra arrivals may
actually cause the queue length to decrease along any given sample path. For example, consider
the following simple queueing system. Suppose the queue is initially empty, and that there is a
single arrival at time 1, where that single job has service time 10 and patience 4. Note that in this
queue, the number of jobs in system at time 10 equals 1. However, consider the modified queuing
system in which we add an extra arrival at time 0, with service time 6 and patience 1. In this
modified system, the original arrival at time 1 will abandon the system at time 5, and the extra
arrival will depart the system at time 6, leaving 0 jobs in system at time 10. Thus in systems with
abandonments, adding jobs can actually decrease the number in system, which cannot happen in
systems without abandonments. This and related subtleties makes it considerably more challenging
to make comparative statements for queues with abandonments.
1.7. Related diffusion processes.
Although the piecewise OU processes analyzed in [29, 31, 24] remain poorly understood, as noted
in [31], there is a well-studied family of related processes called multi-dimensional OU processes
[103, 83]. Indeed, as noted in [31], one of the main hurdles to understanding the piecewise OU
processes arising in [29, 31, 24] is that the infinitesimal drift is a non-linear function of the multi-
dimensional state of the system, involving terms of the form max
(
0, x1+x2
)
, with x the state of the
diffusion. If within the system of stochastic differential equations (SDE) defining these processes,
one simply replaces the terms of the form max
(
0, x1+x2
)
with x1+x2, the drift becomes a linear
function of the state, and the unique strong solution of the resulting system is a so-called multi-
dimensional OU process. Indeed, these processes are defined as the unique strong solutions to
systems of SDE in which the drift is a linear function of the state, and the driving random process
is Levy. These processes have essentially closed-form solutions and much is known about them, and
we refer the reader to [103, 83] for formal definitions and further details. We also note that there is
some work on certain modified OU processes also reminiscient of the piecewise OU processes arising
D. Mukherjee, Y. Li, and D.A. Goldberg: Large deviations for the M/H2/n+M queue in the Halfin-Whitt regime
10
in [29, 31], including reflected OU processes [110, 122] and OU processes driven by OU processes
[14]. There is also a literature on the large deviation properties of reflections and Skorokhod maps
of general diffusion processes [36, 30, 61]. We also note that one tool that has proven useful in
analyzing such reflected processes is a generalization of the traditional Skorokhod reflection map
machinery to processes with state-dependent drift, and we refer the interested reader to [99, 100]
for details, especially [99] which proved that a reflected multi-dimensional OU process can be used
to model a certain queueing network in heavy-traffic, in a setting very different from the QED
regime.
1.8. The one-dimensional (i.e. Markovian) case.
As for the M/M/n+M queue our approach becomes straightforward, we briefly comment in more
depth on certain facts either known or straightforward to prove (from known results) in this set-
ting, as they set the stage for our own results and approach. It is well-known that for any fixed n,
such a queueing system can be modeled as a birth-death process, and is time-reversible in steady-
state. Furthermore, in this setting it is easy to see that if one attempts to “mimic” the stochastic
comparison approach of [41], i.e. adding an extra arrival any time a server would have gone idle,
one ends up with essentially the same 1-dimensional birth-death process, the only difference being
that there is now a reflection at 0. In this case the steady-state distributions of both systems can
be computed in essentially closed form using well-known properties of birth-death processes (as in
[40, 44]). Furthermore, it is similarly well-known that here the steady-state probabilities for the
number in queue in the modified system will be equivalent to those of the first system conditioned
on having a positive queue. It follows that: 1. the steady-state number waiting in queue in the
modified system stochastically dominates that in the original system (i.e. the non-monotonocities
associated with systems with abandonments can be overcome due to the memoryless property) and
2. under the HW scaling both systems will have the same steady-state large-deviations behavior,
where this tail exponent is explicitly given in [40, 44] and equals − θ
2
, consistent with the conjecture
of Dai and He.
We note that in this case, it is easily verified that the resulting limiting 1-dimensional piece-
wise OU process Q∞ corresponding to the process-level weak limit of the true queueing system in
the HW regime has non-linear drift function b(x) =B − θx− (θ− 1)(x+− x), with x the state of
the process and x+
∆
=max(0, x) for any x ∈ R. Illustrating our aforementioned notion of “relax-
ing” the nonlinearity (x+ − x), i.e. replacing x+ with x, we arrive at the defining equations for
a one-dimensional OU process with drift function b(x) = B − θx. As it is well-known that this
one-dimensional OU process has the same large deviations exponent − θ
2
, we find that in the Marko-
vian (i.e. one-dimensional) case, the upper-bounding process analogous to that defined for systems
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without abandonments in [41], the true queueing system, and the “relaxed” OU process all have
the same large deviations behavior. Of course, when S is non-Markovian, these arguments funda-
mentally break down and essentially nothing is known regarding the questions of interest.
1.9. Overview of contribution.
In this paper, we resolve Conjecture 1 in the negative. We do so by explicitly computing the
large deviations exponent for the setting of M/H2/n+M queues, in the parameter regime s.t. the
abandonment rate is strictly less than the minimum exponential service rate. We find that this
true exponent is strictly less than the conjectured exponent, and does not depend only on the first
two moments of the service distribution (i.e. does not exhibit an insensitivity-type result). This
implies that the probability of seeing a large queue length decays faster than conjectured. Our main
approach is to extend the stochastic comparison framework of [41] to the setting of abandonments,
which requires several novel and non-trivial contributions, and to combine with results from the
theory of Gaussian processes. Furthermore, we believe that our approach sheds light on several
novel ways to think about multi-server queues with abandonments in heavy traffic, e.g. by formally
connecting to so-called multi-dimensional OU processes (a family of tractable multi-dimensional
diffusions), and should extend to much more general settings.
1.10. Outline of rest of paper.
The rest of the paper proceeds as follows. We present our main results, and discuss their context
and significance, in Section 2. We present a stochastic comparison result for M/H2/n+M queues
in Section 3, showing that a certain modified queueing system in which an extra arrival is added
any time a server would otherwise go idle provides an upper bound. In Section 4, we prove that the
upper bound from Section 3 can be expressed as the solution to a certain generalized Skorokhod
problem. In Section 5, we provide an asymptotic analysis of the solution to the aforementioned
Skorokhod problem in the HW regime, and combine with several results from the theory of Gaussian
processes to complete the proof of the upper-bound of our main result. We complete the proof of
our main result by demonstrating a matching lower bound in Section 6. We summarize our main
results, and provide concluding remarks and some interesting directions for future research, in
Section 7. We include a technical appendix containing the proofs of several results from throughout
the paper in Section 8. For clarity of exposition, we put an asterisk next to each statement whose
proof appears in the appendix. For similar reasons the details of certain straightforward proofs are
omitted, and we put a dash next to each statement whose proof is omitted.
2. Main results.
2.1. Brief review of model, notations, and assumptions.
Recall that for z > 0, Expo(z) refers to a generic exponentially distributed r.v. with rate z (mean
z−1). Suppose that a spare capacity parameter B ∈ R, exponential rates µ1, µ2 ∈ (0,∞), mixing
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probability p∈ (0,1), and abandonment rate θ ∈ (0,∞) are fixed. For n>B2, let λn ∆= n+Bn 12 , and
Qn denote the M/H2/n+M queue with inter-arrival times distributed as Expo(λn), service times
hyper-exponentially distributed being Expo(µ1) with probability p and Expo(µ2) with probability
1− p, and patience times distributed as Expo(θ). W.l.o.g. (by a simple scaling argument), and for
clarity of exposition, suppose throughout that the expected service time equals 1, i.e. p
µ1
+ 1−p
µ2
= 1.
With a slight abuse of notation, we will sometimes refer to sequences such as {Qn, n ≥ 1} even
though the relevant system is only defined for n > B2, and in all cases this should be read as a
sequence starting at some sufficiently large n to ensure all quantities are well-defined. For general
feasible initial conditions (i.e. having a finite number of jobs in system, and having positive queue
only if all servers are busy), let W n(t) denote the number of jobs waiting in queue in Qn at
time t. Then it follows from the results of [24] that {W n(t), t≥ 0} converges in distribution (as
t→∞) to a steady-state r.v.W n(∞), independent of initial conditions. Let Wˆ n(∞) ∆= n− 12W n(∞).
Then it further follows from the results of [24] that {Wˆ n(∞), n≥ 1} converges in distribution (as
n→∞) to a limiting non-defective (i.e. almost surely finite) r.v. W∞(∞) with support on R+.
Then the conjecture of Dai and He from [28] is equivalent to: limx→∞ x
−2 log
(
P
(
W∞(∞)>x))=
− µ1µ2θ
2(µ1+µ2−1)
.
2.2. Main results.
We now state our main results. As mentioned in Section 1, our proofs require that we restrict the
range of allowed parameters as dictated by the following assumption.
Assumption 1 (Hazard-rate ordering assumption.)
0< θ <min(µ1, µ2).
Intuitively, Assumption 1 implies that the infinitesimal rate at which a job leaves the system is
always greater while that job is in service, as opposed to while waiting in queue, irregardless of how
long that job has already been in service or waiting in queue. As we will discuss in-depth later, this
assumption is needed to formally prove that our upper-bounding system is indeed an upper bound,
and we leave the question of what happens outside this parameter range as an interesting question
for future research. We also note that similar assumptions appeared in several arguments of [43],
and that although our results still hold if θ=min(µ1, µ2) (i.e. the second part of the inequality is
not strict), for clarity of exposition we assume strict inequality throughout.
Then our main result is as follows.
Theorem 1. Under Assumption 1,
lim
x→∞
x−2 log
(
P
(
W∞(∞)>x))=− θ(θ+µ1µ2)
2(θ+µ1+µ2− 1) .
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Furthermore, for all θ,µ1, µ2 s.t. E[S] = 1 and µ1 6= µ2, it is true that − θ(θ+µ1µ2)2(θ+µ1+µ2−1) is strictly less
than the exponent − µ1µ2θ
2(µ1+µ2−1)
conjectured by Dai and He in [28]. Furthermore, the true exponent
− θ(θ+µ1µ2)
2(θ+µ1+µ2−1)
is not a function of only θ and the first two moments of the service distribution,
and as such the insensitivity phenomena conjectured in [28] does not hold. Namely, there exist two
hyper-exponential distributions with the same first two moments for which the true exponent differs
(for the same value of θ).
2.3. Discussion
We now present a brief discussion of some implications of our main results, as well as some auxiliary
results and aspects of our proof which will be discussed formally in later sections. Our results
represent the first concrete insights into the qualitative behavior of the limiting processes which
arise from queues with non-Markovian service times in the HW regime, beyond their ergodicity [31],
the fact that the tails are in general sub-Gaussian [43], and the rate-of-convergence and moment
bounds provided in [19]. We view the main implications to be four-fold.
2.3.1. Implications for Dai and He’s numerical methods. First, the results have direct
implications for the selection of a reference density for the numerical algorithms of [28], and indeed
suggest that one could get even better performance by using reference densities based on the true
exponent which we identify. Our results also strongly suggest that the reference density used in [28]
should indeed satisfy the technical requirements laid forth in [28] that any valid reference density
should satisfy, which require that certain integrals with respect to the true stationary measure are
finite. We note that [28] was not able to formally verify this, as the true scaling of the stationary
measure was not known.
2.3.2. Qualitative insights from explicit exponent. Second, the explicit form of the large
deviations exponent yields some concrete insights. For example, one finds that as θ ↓ 0, the large
deviations exponent scales to first order like − µ1µ2
2(µ1+µ2−1)
θ, i.e. converges to 0 linearly in θ at that
particular rate. Another interesting regime is the setting in which one of the service rates (say µ2)
diverges to ∞, in which case the large deviations exponent converges to − θµ1
2
, i.e. converges to
a constant independent of µ2. We note that such a limit is conceptually related to the behavior
of the M/H∗2/n+M queue, in which service times are with some probability 0 and with some
probability exponentially distributed, whose limiting behavior in the HW regime was stated as an
open question in [118].
2.3.3. Why no insensitivity? Third, the fact that Dai and He’s conjecture is false illustrates
a more subtle manner in which abandonments change the qualitative behavior of the limiting pro-
cesses, beyond the obvious incorporation of some sort of mean-reverting behavior. There are several
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ways to understand this difference. One can reason as follows, somewhat heuristically. Without
abandonments large deviations are only exponentially unlikely (not having a Gaussian decay).
However, as the underlying limit processes are still continuous mappings of Gaussian processes, this
exponential behavior is in some sense driven by the following phenomena: when considering the
probability of a rare event (e.g. exceeding a large x), one must aggregate these underlying Gaussian
processes over very large time intervals whose length depends on x itself, allowing the accumula-
tion of a variance which itself depends on x, which leads (after standard Gaussian calculations)
to the exponential (as opposed to Gaussian) decay. But the fact that one must aggregate these
Gaussian processes over large intervals to induce this phenomena means that certain universality
results from probability theory, e.g. the central limit theorem for renewal processes which plays
an important role in the covariance structure of these underlying Gaussian processes, will have
washed away many of the particulars of the underlying Gaussian processes, leading to the kind
of insensitivity phenomena conjectured by Dai and He. However, in the setting of abandonments
large deviations have a Gaussian decay, hence are not driven by such long-range aggregations, and
hence do not exhibit such insensitivity. A second reason is as follows. For z ∈ {1,2}, we will call a
job assigned an Expo(µz) service time a type-z job. When the large deviations of the queue length
have a Gaussian decay, the fluctuations of the number of type-1 and type-2 jobs in service are of
the same qualitative magnitude (Gaussian) as the large deviations in the queue length, and hence
more subtle interactions between the number of jobs waiting in queue and the type-composition of
jobs must be considered when analyzing how rare events occur.
2.3.4. Connection to multi-dimensional OU processes. Fourth, and closely related to
the third point, is that our proofs ultimately suggest a close connection between the rough behavior
(at least up to the large deviations properties) of the piecewise OU process limits arising from
queues with abandonments in the HW regime, and the much simpler multi-dimensional OU pro-
cesses mentioned in Section 1. Although we will defer a formal description of these processes and
their central role in our proofs to later sections, we now sketch the connection at a high level. As
noted in Section 1, one of the main hurdles to understanding the piecewise OU processes arising
in [29, 31, 24] is that the infinitesimal drift is a non-linear function of the multi-dimensional state
of the system, involving terms of the form max
(
0, x1 + x2
)
, with x the state of the diffusion. If
within the system of SDE defining these processes, one simply replaces the terms of the form
max
(
0, x1+x2
)
with x1+x2, the drift becomes a linear function of the state, and the unique strong
solution of the resulting system is a so-called multi-dimensional OU process, a well-understood fam-
ily of Markov processes with essentially closed-form solutions. Intuitively, this multi-dimensional
OU process corresponds to a relaxation of the true queueing system in which the queue length is
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allowed to go negative while maintaining the linear relationships (e.g. as regards abandonments)
which typically hold only when the queue is positive. Thus, for example, part of the dynamics are
a mean-reversion back to zero at a rate containing θ while the queue is negative, a sort of “negative
abandonment”. We note that through a simple linear transformation, we are further able to focus
on a conceptually even simpler process in which the first component represents the “net infinites-
imal drift” induced by the discrepancy between the number of type-1 and type-2 jobs in service,
while the second component represents the total number of jobs in queue (which can be negative),
with the dynamics again linear (i.e. leading to another multi-dimensional OU process) but with the
time-derivative of the first component a function only of the first component (i.e. the coefficient
in the appropriate linear combination dictating the contribution of the second component equals
zero). Interestingly, our analysis shows that the large deviations exponent of the true limit process
agrees with that of this “relaxed” multi-dimensional OU process.
2.3.5. Overview of insights from proofs. To better understand the connection and our
proof approach, we now give a very brief overview of how our proof relates the true limit process
to the aforementioned multi-dimensional OU process. Note that when there is a positive queue,
the dynamics of the true limit process and the multi-dimensional OU process agree. Thus both
our upper and lower bounds relate the true process to this multi-dimensional OU process by con-
ceptually forcing a restriction to states in which the queue is positive. For our upper bound, this
is accomplished by considering a sequence of modified queueing systems in which such a posi-
tivity is enforced by introducing extra arrivals whenever a server would otherwise go idle. The
dynamics of this bounding system, in the limit, are essentially the same as that of the afore-
mentioned multi-dimensional OU process under a certain type of reflection captured through a
relevant Skorokhod-type mapping of a more primitive driving Gaussian process. We note that this
asymptotic upper bound is actually very explicit, i.e. the supremum of a Gaussian process with
completely explicit covariance function.
In our lower bound, this is accomplished by considering the true limit process initialized with its
unknown stationary measure, picking a fixed T , and taking as a lower bound the probability that
the stationary process exceeds the desired large value at T , AND happened to stay positive on
[0, T ]. As the true piecewise OU limit has the same dynamics as a multi-dimensional OU process
over any such interval (as it will have never gone negative), it thus suffices to lower bound the cor-
responding probability for a multi-dimensional OU process initialized with not its own stationary
measure, but with that of the complex piecewise OU limit. Although this measure is non-explicit
(and in fact what we are trying to understand), it suffices to use non-explicit mixing-type argu-
ments to reason that as this unknown measure is non-defective, by picking large enough T and
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then considering the large-deviations behavior at time T one essentially acheives (modulo some
error terms which can be dealt with) as a lower bound the probability that a (nicely initialized)
multi-dimensional OU process is positive over an interval [0, T ] and exceeds a large value x at
T . One then considers the double limit of fixing larger values of T , and for each considering the
large deviations behavior (i.e. x→∞). We show that ultimately enforcing positivity on [0, T ] does
not change the lower-bound on the large deviations behavior that one is able to show, which will
coincide with that of the associated stationary multi-dimensional OU process, which matches our
upper bound (i.e. the reflection considered in our upper bound does not change the large deviations
behavior). Intuitively, this follows from the fact that the probability of remaining positive on [0, T ]
is a function only of T , while the large deviations involve a limit x→∞, combined with the fact
that enforcing positivity on [0, T ] does not decrease the probability of seeing a large deviation at
time T (which we show using Slepian’s inequality).
Indeed, we prove that both these upper-and-lower bounding processes/approaches lead to the
same large deviations exponent, matching that of the aforementioned multi-dimensional OU pro-
cess one gets by linearizing all relevant non-linearities which appear in the definition of the limit
process. Although we only formalize these connections for the case of H2 services, and for space
considerations leave several of these connections implicit in our arguments and proofs, we believe
that the aforementioned relationships should be quite robust, holding in much greater generality,
and that the study of such multi-dimensional OU relaxations may yield a new set of tools for
analyzing multi-server queues with abandonments in the HW regime broadly.
3. Upper bound.
In this section we present an upper bound for a genericM/H2/n+M queue Q (under Assumption
1), by considering (at least conceptually) a queueing system equivalent to Q but with an extra
arrival added any time a server would otherwise have gone idle. By never transitioning to that part
of the state-space in which there are idle servers, the non-linearities which make the analysis of
the true queueing system difficult fade away. This methodology was pioneered in [41] for systems
without abandonments, and has been applied to various queueing models without abandonments
in [45, 46, 47]. However, several fundamental challenges arise when attempting to implement this
framework in systems with abandonments. In particular, as noted in Section 1 and illustrated with
a simple example, in systems with abandonments adding extra arrivals may actually cause the
queue length to decrease along any given sample path. Although there is a small literature on
stochatic comparison results for systems with abandonments, see e.g [15, 58, 18, 43, 26], none of
these results seems strong enough to determine whether or not the modified system which we will
consider yields an upper bound, not to mention pin down the precise large deviations behavior of
the original queueing system.
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3.1. CTMC representation for generic M/H2/n+M queue Q.
Due to the extra complexity introduced by abandonments, namely that our stochastic comparison
results will no longer hold sample-path-wise (and instead require a more sophisticated coupling
of various r.v), it will be simplest to formally define our modified upper-bounding system, and
formalize our stochastic comparison arguments, in the language of CTMC. We begin by reminding
the reader of the natural CTMC descriptor for a generic M/H2/n+M queue Q (not necessarily
in the HW regime), which is standard in the literature (see e.g. [2, 29]). When referring to such
a generic queue Q, we suppose the arrival rate is λ; the service times are hyper-exponentially
distributed with mean 1 and parameters µ1, µ2, p; and patience times are Expo(θ). In particular,
the state of the system is a 3-dimensional vector of non-negative integers, with the first component
N1 tracking the number of type-1 jobs in service, the second component N2 tracking the number of
type-2 jobs in service, and the third component W tracking the number of jobs waiting in queue.
Here we recall that a type-z job is a job assigned an Expo(µz) service time. We note that under
this description, a job’s type is assigned only upon its entering service (if it ever actually enters
service, as opposed to abandoning the system), which allows us to track only the total number of
jobs waiting in queue, and not the types of those jobs. We state the relevant dynamics in terms of
an appropriate infinitesimal generator, where for a countable-state CTMC and any two states x, y,
the infinitesimal generator q evaluated at (x, y), i.e. q(x, y), corresponds to the infinitesimal rate
at which the CTMC transitions to state y while in state x, as is standard in the literature. Here
we denote the infinitesimal generator of Q by q. In that case, q has the following dynamics.
Definition 1 (Generator for Q).
• q((N1,N2,W ), (N1+1,N2,W ))= I(N1+N2 ≤ n− 1)λp;
• q((N1,N2,W ), (N1,N2+1,W ))= I(N1+N2 ≤ n− 1)λ(1− p);
• q((N1,N2,W ), (N1,N2,W +1))= I(N1+N2 = n)λ;
• q((N1,N2,W ), (N1− 1,N2,W ))= I(W = 0)µ1N1;
• q((N1,N2,W ), (N1,N2− 1,W ))= I(W = 0)µ2N2;
• q((N1,N2,W ), (N1− 1,N2+1,W − 1))= I(W ≥ 1)µ1N1(1− p);
• q((N1,N2,W ), (N1+1,N2− 1,W − 1))= I(W ≥ 1)µ2N2p;
• q((N1,N2,W ), (N1,N2,W − 1))= I(W ≥ 1)(µ1N1p+µ2N2(1− p)+ θW ).
Note that in the final transition, the contribution µ1N1p + µ2N2(1 − p) corresponds to the
occurence of a departure when the job at the head of the queue is of the same type as the departing
job, while the contribution θW corresponds to an abandonment, with both of these events resulting
in N1 and N2 remaining unchanged and W being reduced by 1.
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3.2. CTMC representation for bounding system Q.
We next formalize our upper-bounding system as a different CTMC. For ease of exposition, it
will be simpler to introduce our upper-bounding system as its own CTMC, as opposed to initially
constructing it on the same probability space as Q by adding extra arrivals. Thus we will never
formalize that this bounding CTMC is a type of modified queueing system with abandonments, in
which extra arrivals occur any time a server would otherwise have gone idle, as our formal proofs
will not require it, and doing so requires a significant amount of additional notation and definitions.
However, we will at times informally refer to this modified system as if it were a queueing system,
referring to e.g. jobs, departures, abandonments, etc., to help build intuition.
Our upper-bounding system, denoted Q, will similarly be a 3-dimensional CTMC on Z+×Z+×
Z+, where the components will have the same intuitive meaning as in Q. In particular, we now
define the CTMC Q= (N1,N2,W ). The dynamics of Q as a CTMC are given by the infinitesimal
generator q as follows.
Definition 2 (Generator for Q).
• q((N1,N2,W ), (N1,N2,W +1))= λ;
• q((N1,N2,W ), (N1− 1,N2+1,W ))= I(W = 0)µ1N 1(1− p);
• q((N1,N2,W ), (N1+1,N2− 1,W ))= I(W = 0)µ2N 2p;
• q((N1,N2,W ), (N1− 1,N2+1,W − 1))= I(W ≥ 1)µ1N1(1− p);
• q((N1,N2,W ), (N1+1,N2− 1,W − 1))= I(W ≥ 1)µ2N2p;
• q((N1,N2,W ), (N1,N2,W − 1))= I(W ≥ 1)(µ1N1p+µ2N2(1− p)+ θW).
Note that in Q, when there are 0 jobs waiting in queue and a departure occurs (say of type-1),
the transition which occurs is equivalent to what would happen if at that moment the departing
job leaves, but in addition an arrival occurs, being type-1 w.p. p (in which case no transition occurs
whatsoever as the state is unchanged), and type-2 w.p. 1−p (in which case N1 decreases by 1 and
N2 increases by 1). Otherwise the dynamics are the same as those of Q.
3.3. Proof that W yields an upper bound for W .
We now prove that W stochastically dominates W. For a general stochastic process Z =
(Z1, . . . ,Zk), let Z(t) =
(
Z1(t), . . . ,Zk(t)
)
denote the state of the process at time t.
Theorem 2. For all n ≥ 1, all θ,µ1, µ2 satisfying Assumption 1, and all non-negative integer
triplets (n1, n2,w) s.t. n1+n2= n and w=0, one may construct Q and Q on a common probability
space s.t. Q(0) =Q(0) = (n1, n2,w), and w.p.1 W (t)≥W (t) for all t≥ 0.
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We note that under Assumption 1 such a result is intuitive, as the addition of extra arrivals to the
system causes certain jobs to wait longer in queue, and assumption 1 ensures that (in an appropriate
sense) the longer a job waitings in queue the “slower” it leaves the system. We also note that
very similar proofs would allow us to prove an analogous result allowing for more general initial
conditions for Q and Q, e.g. having strictly positive initial queue-length, but as this is not needed
for our main results, for clarity of exposition we restrict to the setting in which there are exactly
n jobs initially in system. There are many ways to prove Theorem 2. We proceed by considering a
certain expanded Markovian representation for both systems, to be able to keep track of inidividual
jobs, and then formally construct both systems on a common probability space as projections of a
larger CTMC. Alternative proofs proceed by e.g. using the virtual waiting time representation for
the time-in-system [111]. The complexity with such alternative approaches is that certain “folk-
theorem” type results for M/G/n+M queues involving various representations and conditional
independences related to Poisson processes and the system dynamics are not immediate for the
modified system with extra arrivals, and rederiving these facts for our modified system (which
no doubt hold) seems an even more tedious and cumbersome task than formally constructing the
appropriate coupling as a CTMC (which, admittedly, is somewhat cumbersome). We note that
such alternative approaches to proving the desired stochastic comparison may be important for
extending the proof to general service and patience distributions, under an assumption analogous
to Assumption 1 for the supremum of the hazard rate of the patience distribution and the infinum
of the hazard rate of the service distribution.
3.3.1. Expanded Markovian representations Q0 and Q
0
for Q and Q. Before proceeding
with the proof of Theorem 2, it will be convenient to provide expanded Markovian representations
for both Q and Q, which we will denote by Q0 and Q
0
respectively, and which will enable us to
explicitly couple the arrivals to both systems, as well as the abandonments from one system to
service completions in the other. In these expanded representations, we will keep track of particular
customers by identifying each customer with an index equal to either its arrival number (i.e. its
position in the total arrival order, if it is a standard arrival), or a dummy index zero (if it is a
so-called special/dummy/extra arrival to be defined below) as well as a type (either 1 or 2) speci-
fying whether its exponential rate of service is µ1 or µ2. Jobs with index i≥ 1 will be colloquially
referred to as standard/regular jobs/arrivals/customers, while jobs with index 0 will be colloquially
referred to as special/dummy/extra jobs/arrivals/customers. In summary, a given customer will
be specified by a 2-dimensional vector (i.e. tuple), the first component being the index, the second
component being the type.
We will present our expanded Markovian framework at a level of generality to encompass both
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Q and Q, but note that certain features (e.g. the presence of dummy jobs in service) will only be
used meaningfully in our expanded representation of Q. Our expanded Markovian representation
will consist of three components, i.e. the state descriptor will have three components.
First, there will be an unordered multi-set of 2-dimensional vectors, S, which will correspond to
the set of jobs in service. Each of these vectors will have first component a non-negative integer,
and second component belonging to {1,2}. For any strictly positive integer i, S will by construction
contain at most one 2-dimensional vector with first component i, while S may contain multiple
copies of both (0,1) and (0,2). If (0,1) and/or (0,2) have multiplicity greater than one, then each
copy will correspond to a different job in service. Let |S| denote the cardinality of this unordered
multi-set, where we note that |S| is not necessarily the number of distinct elements, as the vec-
tors (0,1) and (0,2) contribute their respective multiplicities to this cardinality. Our construction
will ensure that |S| ≤ n. Given such an unordered multi-set S of tuples, and i≥ 0, z ∈ {1,2}, let
N(S, i, z) denote the multiplicity of (i, z) in S. Given i≥ 0 and z ∈ {1,2}, let S \ (i, z) denote the
unordered multi-set of tuples equivalent to S, but with one copy of (i, z) removed. If N(S, i, z)= 0,
let S \(i, z) simply denote S. Similarly, let S⋃(i, z) denote the unordered multi-set of tuples equiv-
alent to S, but with an additional copy of (i, z) added. We note that by construction, all operations
we perform on such unordered multi-sets will never attempt to add a tuple (i, z) if i ≥ 1 and∑2
z=1N(S, i, z) is already strictly positive. In general we allow these operations to be composed,
e.g.
(S⋃(i1, z1)) \ (i2, z2).
Second, there will be an ordered set (as opposed to multi-set) of 2-dimensional vectors,W, which
will correspond to the ordered set of jobs waiting in queue, with each vector corresponding to a
particular job in queue. Each of these vectors will have first component a strictly positive integer
(i.e. by construction dummy customers with index 0 never wait in queue, as they only arrive to the
system when a server would otherwise have gone idle), and second component belonging to {1,2}.
Let |W| denote the cardinality of this ordered set. The job in position 1 will correspond to the job
at the front of the queue (i.e. the next job to enter service). The job in position |W| will be the job
at the back of the queue. Sometimes we will colloquially refer to the jobs as being in left-to-right
order, with the job in position 1 being the left-most job, and the job in position |W| being the
right-most job. Our construction will ensure that |S| ≤ n− 1 implies W = ∅, and W 6= ∅ implies
|S|= n. Given i≥ 0 and z ∈ {1,2}, let N(W, i, z) denote the multiplicity of (i, z) in W, where we
note that
∑2
z=1N(W, i, z) ∈ {0,1} for all i≥ 0, i.e. here the multiplicity reduces to the appropriate
indicator. Given such a W, and i ≥ 1, z ∈ {1,2}, let W \ (i, z) denote the ordered set of tuples
equivalent toW, but with element (i, z) removed, and the relative order of all remaining tuples the
same as in W, if N(W, i, z)= 1. Otherwise, i.e. if N(W, i, z)= 0, let W \ (i, z) simply denote W.
Also, given i≥ 1 and z ∈ {1,2}, let W⋃(i, z) denote the ordered set of tuples equivalent to W, but
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with the tuple (i, z) appended to the right of all tuples in W, with the relative order of the tuples
already in W unaltered. We note that by construction, all operations we perform on such ordered
sets will never attempt to add a tuple (i, z) if i≥ 1 and∑2z=1N(W, i, z) is already strictly positive,
nor attempt to add a tuple with index 0. Also, for such a set W and j ∈ [1, |W|], let Wj denote the
tuple in position j in W, and let Wj,i denote the ith component of that tuple, i∈ {1,2}. Given an
event A, let I(A) denote the corresponding indicator function. Also, given a 2-dimensional vector
z, let I(z ∈W) evaluate to 1 if z appears in the ordered set W and 0 otherwise.
Third, there will be a non-negative integer counter ν which keeps track of how many standard
(i.e. non-dummy) arrivals there have been to the system, which will be necessary to properly assign
indices to customers.
Thus the state of a queue is such a triplet
(S,W, ν). Given such a triplet Q, i≥ 0, and z ∈ {1,2},
let N(Q, i, z) ∆=N(S, i, z)+N(W, i, z).
We now use the above definitions and operations to define CTMC Q0 (equivalent to Q in our
expanded representation) and Q
0
(equivalent to Q in our expanded representation), which will pro-
vide an upper bound for Q0 (in an appropriate sense). We first define the CTMC Q0 =
(S0,W0, ν0),
denoting the corresponding generator by q0. As a notational convenience, we define p1
∆
= p, p2
∆
=
1− p.
Definition 3 (Generator for Q0).
(i). If |S| ≤ n− 1, for z ∈ {1,2}:
q0
((S,W, ν), (S⋃(ν+1, z),W, ν+1))= λpz.
(ii). If |S|= n, for z ∈ {1,2}:
q0
((S,W, ν), (S,W⋃(ν+1, z), ν+1))= λpz.
(iii). If W = ∅:
(a) For all i≥ 1 and z ∈ {1,2} s.t. N(S, i, z)=1:
q0
((S,W, ν), (S \ (i, z),W, ν))= µz.
(iv). If W 6= ∅:
(a) For all i≥ 1 and z ∈ {1,2} s.t. N(S, i, z)=1:
q0
((
S,W, ν
)
,
((S \ (i, z))⋃W1,W \W1, ν)
))
= µz.
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(b) For all i≥ 1 and z ∈ {1,2} s.t. N(W, i, z)= 1:
q0
((S,W, ν), (S,W \ (i, z), ν))= θ.
We next define the generator of the CTMCQ
0
=
(S0,W0, ν0), denoting the corresponding generator
by q0.
Definition 4 (Generator for Q
0
).
(i). For all z ∈ {1,2}:
q0
((S,W, ν), (S,W⋃(ν+1, z), ν+1))= λpz.
(ii). If W = ∅:
(a) For all i≥ 1 and z1, z2 ∈ {1,2} s.t. N
(S, i, z1)= 1:
q0
((
S,W, ν
)
,
((S \ (i, z1))⋃(0, z2),W, ν
))
= µz1pz2.
(b) For all z1, z2 ∈ {1,2} s.t. z1 6= z2:
q0
((
S,W, ν
)
,
((S \ (0, z1))⋃(0, z2),W, ν
))
=N
(S,0, z1)µz1pz2.
(iii). If W 6= ∅:
(a) For all i≥ 1 and z ∈ {1,2} s.t. N(S, i, z)=1:
q0
((
S,W, ν
)
,
((S \ (i, z))⋃W1,W \W1, ν
))
= µz.
(b) For all i≥ 1 and z ∈ {1,2} s.t. N(W, i, z)= 1:
q0
((
S,W, ν
)
,
(
S,W \ (i, z), ν
))
= θ.
(c) For all z ∈ {1,2}:
q0
((
S,W, ν
)
,
((S \ (0, z))⋃W1,W \W1, ν
))
=N
(S,0, z)µz.
We note that such non-standard Markovian representations for Markovian queues with abandon-
ments are common in the literature, see e.g. [19]. We now define several notions which will act as
a proxy for a state being “reasonable”.
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Definition 5 (Good state, 0-good state, 0-good state, very-good state).
In our expanded Markovian representation, a triplet Q= (S,W, ν) is good if:
• I(|S| ≤ n− 1, |W| ≥ 1) = 0;
• For i≥ 1, ∑2z=1N(Q, i, z)≤ 1;
• N(W,0) = 0;
• For 1≤ i < j ≤ |W|, Wi,1 <Wj,1;
• If |W| ≥ 1, then for all (i, z) ∈ S, it holds that W1,1> i;
• For all i s.t. ∑2z=1N(Q, i, z) = 1, it holds that i≤ ν.
Let us say that the triplet is:
• 0-good if: in addition to being good,∑2z=1N(S,0, z) = 0;
• 0-good if: in addition to being good, |S|= n;
• very-good if: it is both 0-good and 0-good, and in addition ν = n,W = ∅, and∑2z=1N(S, i, z) =
1 for all i ∈ [1, n] (i.e. initially there is one job in service with index i for each i ∈ [1, n], there are
no jobs waiting in queue, and the initial counter equals n).
Note that the fourth and fifth requirements of being a good state ensure that the FCFS ordering
is preserved, where we note that even in the presence of abandonments the relative order of those
jobs in the system must obey the FCFS order.
We now formally state the precise connection betweeen Q and Q0, and Q and Q
0
.
Lemma 1. – For any very-good triplet (S,W, ν), one may construct Q and Q0 on a common
probability space s.t.: Q0(0) = (S,W, ν),Q(0) =
(∑n
i=1N(S, i,1),
∑n
i=1N(S, i,2),0
)
, and w.p.1,
for all t≥ 0, N1(t) =
∑∞
i=1N
(S0(t), i,1), N2(t) =∑∞i=1N(S0(t), i,2), and W (t) = ∣∣W0(t)∣∣.
Similarly, for any very-good triplet (S,W, ν), one may construct Q and Q0 on a common proba-
bility space s.t.: Q
0
(0) = (S,W, ν),Q(0) =
(∑n
i=1N(S, i,1),
∑n
i=1N(S, i,2),0
)
, and w.p.1, for all
t≥ 0, N 1(t) =
∑∞
i=0N
(S0(t), i,1), N2(t) =∑∞i=0N(S0(t), i,2), and W (t) = ∣∣W0(t)∣∣.
The proof of Lemma 1 is elementary and follows from a standard and well-known style of coupling
argument, using the fact that in both Q0 and Q
0
the job indices do not impact the abandonment
or service dynamics, and the fact that there is similarly no impact on the abandonment and service
dynamics if each arriving job generates its type upon arrival, as opposed to generating its type
upon its beginning service (if it ever begins service). We omit the details, and refer the interested
reader to e.g. [107] for an example of related arguments.
Next, it will be useful to note that w.p.1, both Q0 and Q
0
are always in a “reasonable” state, if
they are initialized in a “reasonable” state, as dictated by our previous definitions of 0-good and
0-good states. In all cases the stated results follow from a straightforward induction, and we omit
the details.
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Lemma 2. – If Q0(0) is 0-good, then w.p.1 Q0(t) is 0-good for all t≥ 0. Similarly, if Q0(0) is
0-good, then w.p.1 Q
0
(t) is 0-good for all t≥ 0.
We note that several of our later arguments will use these properties implicitly, especially e.g.
the fact that the indices must obey the FCFS ordering and that there is at most one job with any
given strictly positive index in the system at any given time, and for clarity of exposition sometimes
we will use these properties without explicitly referring back to Lemma 2.
3.3.2. Formal statement of dominance and description of coupling. In light of Lemma
1, to prove the main upper bound result Theorem 2, it suffices to prove an analogous statement
for Q0 and Q
0
, which we now formalize.
Definition 6 (≥ comparator for expanded Markovian representations). Given a 0-
good triplet Q1 = (S1,W1, ν1) and 0-good triplet Q2 = (S2,W2, ν2), let us say that Q2 ≥Q1 if:
• For all i≥ 1 and z ∈ {1,2}, N(W2, i, z)≥N(W1, i, z);
• For all i≥ 1 and z ∈ {1,2}, N(Q2, i, z)≥N(S1, i, z);
• ν1= ν2.
Intuitively, Q2 ≥Q1 iff every job waiting in queue in Q1 is also waiting in queue in Q2, every
job in system in Q1 is also in system in Q2 (note that a job in service in Q1 may be in service
or waiting in queue in Q2), and the arrival counters are equal. Then we will prove the following
dominance result for Q0 and Q
0
.
Theorem 3. For any very-good triplet (S,W, ν), one may construct Q0 and Q0 on a common
probability space s.t. Q0(0) =Q
0
(0) = (S,W, ν), and w.p.1, for all t≥ 0, Q0(t)≥Q0(t).
Combining with Lemmas 1 and 2, Theorem 3 is easily seen to imply the desired result Theorem
2, so we now focus on proving Theorem 3. We proceed by explicitly exhibiting such a construc-
tion/coupling as a 6-dimensional CTMC Q′, with the first 3 components corresponding to Q0, and
the second 3 components corresponding to Q
0
. In addition to coupling the arrival times and types
of regular jobs, the key idea of the coupling is as follows. If a given job is in service in both Q0 and
Q
0
, its departure is coupled between the two systems. However, if (e.g. due to the extra dummy
jobs) a job is in service in Q0 but still waiting in queue in Q
0
, we couple its departure from Q0 to
its abandonment from Q
0
by splitting the infinitesimal rate µz at which it departs from Q
0 into two
parts: an infinitesimal rate of θ (which is synced to the abandonment process of the job from Q
0
)
and an infinitesimal rate µz− θ (which is independent from Q0). In this way, we are able to ensure
that the job cannot depart from Q
0
before it departs from Q0, preserving the desired dominance.
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Of course, here Assumption 1 is needed for this coupling to make sense.
We first define the relevant CTMC Q′ =
(S0′ ,W0′ , ν0′ , S0′ ,W0′ , ν0′), denoting the corresponding
generator by q′. When describing a generator q, in general we have written out q(x,y) for every
possible current state x and next state y. However, note that this is in some sense redundant, as the
form of x is generic, so the same state x is written repeatedly. As here the state x is 6-dimensional
and somewhat cumbersome, we will instead suppose that the state x is fixed at(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
, ν0
′
)
,
and when we need reference the entire state simply use the shorthand “·”. In that case, the generator
q′ is as follows.
Definition 7 (Generator for Q′).
1. If |S0′ | ≤ n− 1, for z ∈ {1,2}:
q′
(
·,
(
S0′
⋃
(ν0
′
+1, z),W0′ , ν0′ +1,S0
′
,W0
′⋃
(ν0
′
+1, z), ν0
′
+1
))
= λpz.
2. If |S0′ |= n , for z ∈ {1,2}:
q′
(
·,
(
S0′ ,W0′
⋃
(ν0
′
+1, z), ν0
′
+1,S0
′
,W0
′⋃
(ν0
′
+1, z), ν0
′
+1
))
= λpz.
3. If W0′ = ∅ and W0
′
= ∅:
(a) For all i≥ 1 and z1, z2 ∈ {1,2} s.t. N
(S0′ , i, z1)+N(W0′ , i, z1)=0,N(S0′ , i, z1)= 1:
q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (i, z1))⋃(0, z2),W0′ , ν0′
))
= µz1pz2.
(b) For all i≥ 1 and z1, z2 ∈ {1,2} s.t. N
(S0′ , i, z1)= 1,N(S0′ , i, z1)= 1:
q′
(
·,
(
S0′ \ (i, z1),W0′ , ν0′ ,
(S0′ \ (i, z1))⋃(0, z2),W0′ , ν0′
))
= µz1pz2.
(c) For all z1, z2 ∈ {1,2} s.t. z1 6= z2:
q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (0, z1))⋃(0, z2),W0′ , ν0′
))
=N
(S0′ ,0, z1)µz1pz2.
4. If W0′ = ∅ and W0
′
6= ∅:
(a) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)+N(W0′ , i, z)= 0,N(S0′ , i, z)= 1:
q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= µz.
D. Mukherjee, Y. Li, and D.A. Goldberg: Large deviations for the M/H2/n+M queue in the Halfin-Whitt regime
26
(b) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)+N(W0′ , i, z)= 0,N(W0′ , i, z)= 1:
q′
(
·,
(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
= θ.
(c) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(S0′ , i, z)=1:
q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= µz.
(d) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(W0′ , i, z)= 1:
i.
q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
= θ;
ii.
q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ ,S0
′
,W0
′
, ν0
′
))
= µz − θ.
(e) For all z ∈ {1,2}:
q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (0, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
=N
(S0′ ,0, z)µz.
5. If W0′ 6= ∅ and W0
′
6= ∅:
(a) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)+N(W0′ , i, z)= 0,N(S0′ , i, z)= 1:
q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= µz.
(b) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)+N(W0′ , i, z)= 0,N(W0′ , i, z)= 1:
q′
(
·,
(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
= θ.
(c) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(S0′ , i, z)=1:
q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= µz.
(d) For all i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(W0′ , i, z)= 1:
i.
q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ ,S0′ ,W0′ \ (i, z), ν0′
))
= θ;
ii.
q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ ,S0′ ,W0′ , ν0′
))
= µz − θ.
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(e) For all i≥ 1 and z ∈ {1,2} s.t. N(W0′ , i, z)=1,N(W0′ , i, z)= 1:
q′
(
·,
(
S0′ ,W0′ \ (i, z), ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
= θ.
(f) For all z ∈ {1,2}:
q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (0, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
=N
(S0′ ,0, z)µz.
In that case, an argument completely analogous to Lemma 2 leads to the following, and we omit
the details.
Lemma 3. – If
(S0′(0),W0′(0), ν0′(0)) is 0-good and (S0′(0),W0′(0), ν0′(0)) is 0-good, then w.p.1(S0′(t),W0′(t), ν0′(t)) is 0-good and (S0′(t),W0′(t), ν0′(t)) is 0-good for all t≥ 0.
3.3.3. Proof of stochastic ordering. It is easily verified that to prove Theorem 3, it suffices
to prove the following two lemmas.
Lemma 4. If: 1.
(S0′(0),W0′(0), ν0′(0)) is 0-good, 2. (S0′(0),W0′(0), ν0′(0)) is 0-good,
and 3.
(S0′(0),W0′(0), ν0′(0)) ≥ (S0′(0),W0′(0), ν0′(0)), then (S0′(t),W0′(t), ν0′(t)) ≥(S0′(t),W0′(t), ν0′(t)) for all t≥ 0.
Lemma 5. * Under the same assumptions as Lemma 4,
{(S0′(t),W0′(t), ν0′(t)), t ≥
0
}
has the same distribution (at the process level) as
{(S0(t),W0(t), ν0(t)), t ≥ 0};
and
{(S0′(t),W0′(t), ν0′(t)), t ≥ 0} has the same distribution (at the process level) as{(S0(t),W0(t), ν0(t)), t≥ 0}, in both cases supposing that corresponding processes have the same
initial conditions.
Proof of Lemma 4: It suffices to prove that if Q′ is in a state Q′ =
(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
, ν0
′
)
s.t.: 1.
(S0′ ,W0′ , ν0′) is 0-good, 2. (S0′ ,W0′ , ν0′) is 0-good, and 3. (S0′ ,W0′ , ν0′)≥ (S0′ ,W0′ , ν0′),
then w.p.1 it can only transition to another state with those properties. We note that throughout,
we will use the results of Lemma 3 implicitly. Our assumptions about Q′ are easily seen to imply
that
|S0
′
|= n≥ |S0′ | , and |W0
′
| ≥ |W0′ |; (1)
and also that for all i≥ 1 and z ∈ {1,2},
N
(S0′ , i, z)+N(W0′ , i, z)≥N(S0′ , i, z) , N(W0′ , i, z)≥N(W0′ , i, z); (2)
which we will also use. We proceed by a case analysis, analyzing each transition. Let Q′′ =(
S0′′ ,W0′ , ν0′′ ,S0
′′
,W0
′′
, ν0
′′
)
denote the state to which Q′ next transitions. First, note that the
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requirement involving the equivalence of ν ′′ and ν ′′ is easily seen to be maintained under all transi-
tions (i.e. both parameters either stay unchanged or increase by 1, together, under every transition),
so we may focus on the other requirements.
Let us first consider transitions (1) and (2). Under both transitions, our assumptions about Q′
imply that the required inequalities in the definition of ≥ (ensuring Q′′ has the same desired prop-
erties) hold for all (i, z) s.t. N(S0′ , i, z)+N(W0′ , i, z) = 1 with i≤ ν0′ . By construction, for the one
additional job with index ν0
′′
(first supposing this job has type 1), it holds that N(S0′′ , ν0′′ ,1) +
N(W0′′ , ν0′′ ,1) = 1 =N(W0
′′
, ν0
′′
,1), which ensures that the required inequalities hold for all (i, z)
and hence that Q′′ has the desired properties. The argument is identical if the new job has type 2.
Next, let us consider the transitions for which W0′ = ∅ and W0
′
= ∅. We note that under all
cases s.t. W0′ = ∅, we need not worry about the requirement (on Q′′) requiring that N(W0
′′
, i, z)≥
N(W0′′ , i, z), as for the transitions being considered no arrivals occur and thus W0′′ remains equal
to ∅ under the analyed transitions. Under transition (3a), the desired properties for Q′′ are inhered
from Q′, as N(S0′ , i, z1)+N(W0′ , i, z1)=0 anyways. Under transition (3b), the desired properties
are inherited from Q′, since the same (i, z) pair is removed from both S0′ and S0
′
. Under transition
(3c), the desired properties are inherited from Q′ as the only job removed from S0
′
has index 0.
Next, let us consider the transitions for which W0′ = ∅ and W0
′
6= ∅. Under transitions (4a) and
(4b), the desired properties are inherited from Q′ for the same reason as transition (3a). Under
transitions (4c) and (4(d)i), the desired properties are inherited from Q′ for the same reason as
transition (3b). Under transition (4(d)ii), the desired properties are inherited from Q′ as the job
(i, z) is only removed from S0′ , while remaining inW0
′
, preserving the desired property (as it allows
for any given (i, z) to appear only in the dominating system). Under transition (4e), the desired
properties are inherited from Q′ for the same reason as transition (3c).
Finally, let us consider the transitions for whichW0′ 6= ∅,W0
′
6= ∅. Here a bit more care will have
to be taken, as we will have to verify that N(W0′′ , i, z)≤N(W0
′′
, i, z), in addition to N(S0′′ , i, z)≤
N(S0
′′
, i, z)+N(W0
′′
, i, z). Under transition (5a), the reasoning is the same as transition (3a), with
the caveat that we must verify that N(W0′′ , i, z)≤N(W0
′′
, i, z). To do so, we will prove thatW0
′
1 /∈
W0′ , which (combined with our assumptions about Q′) is easily seen to suffice. Indeed, suppose for
contradiction thatW0
′
1 ∈W0
′
. Combined with the fact thatW0′ 6= ∅ and the definition of ≥, we con-
clude that there exist (i1, z1), . . . , (in, zn) ∈ S0′ s.t.: ik <W 0
′
1,1 and N
(S0′ , ik, zk)+N(W0′ , ik, zk)=1
for all k ∈ [1, n], and {ik, k ∈ [1, n]} is a set of n distinct strictly positive integers. Suppose for con-
tradiction that for some such k, it holds that N
(W0′ , ik, zk)= 1. Combined with the definition of
≥, we would conclude that ik ≥W0
′
1,1, a contradiction. Thus it must be true that N
(S0′ , ik, zk)=1
for all k. But as by construction transition (5a) implies that there exists (i∗, z∗) ∈ S0
′
which does
not belong to S0′ , this (combined with the previous assertion) would imply that |S0
′
|= n+1, which
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contradicts our assumptions on Q′. Combining the above completes the proof.
The proof for transition (5b) follows for the same reason as (3a). For transition (5c), it is eas-
ily verified that the only case of possible concern is that W0
′
1 ∈W0
′
, yet W0
′
1 6=W0
′
1 . But this is
impossible, as it would imply the existence of an (i, z) ∈W0′ satisfying i <W0
′
1,1. But then by the
assumed properties of Q′, it would have to be the case that (i, z) ∈W0
′
, leading to a contradiction
as there can exist no (i, z) ∈W0
′
s.t. i <W0
′
1,1. Combining completes the proof for transition (5c).
The proofs for transitions (5(d)i) and (5(d)ii) follows for the same reason as (4(d)i) and (4(d)ii).
The proof for transition (5e) follows for the same reason as (3b), but applied to the queue itself.
For the final transition (5f), the reasoning is the same as transition (3c), with the caveat that
we must verify that N(W0′′ , i, z)≤N(W0
′′
, i, z). It is easily verified that the only case of possible
concern is that W0
′
1 ∈W0
′
. By the same argument used in analyzing transition (5a), we can con-
clude that if W0
′
1 ∈W0
′
, then it must hold that W0
′
1 =W0
′
1 . The fact that W0
′ 6= ∅ then implies
that there exist {(ik, zk), k = 1, . . . , n} s.t. N(S0′ , ik, zk) = 1 for all k, {ik, k = 1, . . . , n} are distinct
strictly positive integers, and ik <W0′1,1 =W
0′
1,1 for all k. But as transition (5f) can only occur if
N
(S0′ ,0, z)≥ 1 for some z ∈ {1,2}, it follows that transition (5f) can only occur if S0′ contains at
most n− 1 elements from the set {(ik, zk), k = 1, . . . , n}, and hence there exists at least one such
tuple (i0, z0)∈ {(ik, zk), k= 1, . . . , n} which does not belong to S0
′
. But our assumptions about Q′
then imply that (i0, z0) must belong to W0
′
. But this yields a contradiction, since i0 <W0
′
1,1, yet
all (i, z)∈W0
′
satisfy i≥W0
′
1,1. Combining the above completes the proof. Q.E.D.
We defer the proof of Lemma 5 to the appendix. Combining the above then completes the proof
of Theorem 3.
4. Skorokhod representation for upper bound W.
To analyze the distribution ofW (generally, i.e. not necessarily in the HW regime), we will show that
W can be expressed as the solution to a certain generalized Skorokhod problem, on an appropriate
probability space. We will then use a result of [100] to express the distribution in terms of a certain
(asymptotically) tractable supremum. We do note that our analysis also yields an upper bound for
any fixed n, which is roughly the supremum of many coupled mean-reverting random walks, and
leave as an interesting direction for future research how best to interpret and use this bound for
any fixed n (again, asymptotically it becomes a tractable supremum of a Gaussian process).
4.1. Review of generalized drift Skorokhod problem.
We begin by formally reviewing the generalized drift Skorokhod problem (as defined in [100]), equiv-
alently the linearly generalized regulator mapping (as defined in [99, 111]). We only describe the
relevant problems in the narrow context needed for our purposes, e.g. restricting to one-dimension
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and linear drift. Recall that D[0,∞) denotes the appropriate space of functions, and we refer the
interested reader to [115] for further details. In general, for a mapping Z from D[0,∞) to D[0,∞),
i.e. from functions to functions, we use the notation Z(X, t) to denote the function Z(X) evaluated
at time t, for X ∈D[0,∞). Similarly, for a mapping Z from D[0,∞)×R to D[0,∞), we use the
notation Z(X,s, t) to denote the function Z(X,s) evaluated at time t.
Definition 8 (Generalized drift Skorokhod problem in 1-dimension [100, 99, 111]).
Given a function X ∈ D[0,∞) with X(0) = 0, there exists a unique pair of functions Φ(X) :
D[0,∞)→D[0,∞) and Ψ(X) :D[0,∞)→D[0,∞) s.t.:
• Φ(X, t) =X(t)− θ ∫ t
0
Φ(X,s)ds+Ψ(X, t) for all t≥ 0;
• Φ(X, t)≥ 0 and Ψ(X, t)≥ 0 for all t≥ 0;
• Φ(X,0)=Ψ(X,0) = 0;
• Ψ(X, t) is a non-decreasing function of t;
• ∫ t
0
I
(
Φ(X,s)> 0
)
dΨ(X,s) = 0 for all t≥ 0.
As is standard in the literature,
∫ t
0
I
(
Φ(X,s) > 0
)
dΨ(X,s) should be formally understood as a
so-called Lebesgue-Stieltjes integral [51], where all such integrals appearing throughout should be
similarly interpreted.
We next review an important representation property of Φ, proven in [100]. We begin by defining
an auxiliary map.
Definition 9 ([99]). Given a function X ∈D[0,∞) with X(0) = 0, for each s≥ 0, there exists
a unique function ζ(X,s)∈D[0,∞) s.t. for all t≥ 0,
ζ(X,s, t) =X(s+ t)−X(s)− θ
∫ t
0
ζ(X,s, y)dy. (3)
In that case, the following representation theorem is proven in [100].
Lemma 6 ([100]). For any function X ∈ D[0,∞) s.t. X(0) = 0, for all t ≥ 0, Φ(X, t) =
sup0≤s≤t ζ(X,s, t− s).
We next review an important continuity property of Φ, proven in e.g. [99, 111].
Lemma 7. [99, 111] Φ is Lipschitz continuous, under the uniform norm, as a function from
D[0,∞) to D[0,∞). Namely, for each T ≥ 0, there exists an absolute constant CT (depending
implicitly on θ) s.t. for all X1 and X2 ∈ D[0, T ] with X1(0) = X2(0) = 0, sup0≤t≤T
∣∣Φ(X1, t) −
Φ(X2, t)
∣∣≤CT sup0≤t≤T ∣∣X1(t)−X2(t)∣∣.
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4.2. Expressing W as a solution to the generalized drift Skorokhod problem.
We now prove that W may be expressed as the solution to an appropriate generalized drift
Skorokhod problem. Intuitively, the arrival of dummy jobs which prevent any servers from going
idle will coincide with an appropriate pushing process (appearing in an appropriate Skorokhod
problem) which keeps the number in system above n, i.e. we will interpret W as a certain type
of reflection. Recall that a pooled equilibrium renewal process (of n processes) with renewal
distribution S corresponds to the counting process tracking the number of events which have
occured collectively in n independent renewal processes, each of which has renewal distribution S,
and for which the initial residual life is independently drawn from the equilibrium distribution of S
for each component renewal process. Here we recall that the equilibrium distribution of S is itself
a hyper-exponential distribution, with parameters µ1, µ2, pˆ =
p
µ1
. Let REN be such an explicitly
constructed pooled equilibrium renewal process. On the same probability space, let RES1 and
RES2 be the stochastic processes tracking the number of these renewal processes on which the
current residual life has an Expo(µ1) and Expo(µ2) distribution, respectively. It is easy to see
(and well-known) that the dynamics of
(
RES1,RES2,REN
)
can be represented as a CTMC, with
dynamics given by the following generator qRen.
• qRen
(
(RES1,RES2,REN), (RES1− 1,RES2+1,REN+1)
)
= µ1RES1p2;
• qRen
(
(RES1,RES2,REN), (RES1+1,RES2− 1,REN+1)
)
= µ2RES2p1;
• qRen
(
(RES1,RES2,REN), (RES1,RES2,REN+1)
)
= µ1RES1p1+µ2RES2p2.
We note that under the above construction, letting Bin(n, pˆ) denote a binomially dis-
tributed r.v. with parameters n and pˆ,
(
RES1(0),RES2(0),REN(0)
)
is equivalent in distri-
bution to
(
Bin(n, pˆ), n − Bin(n, pˆ),0). Let ARR be a rate λ Poisson process, independent of(
RES1,RES2,REN
)
. Furthermore, let CLOCK be a rate 1 Poisson process, whose dependency
structure w.r.t. ARR,RES1,RES2,REN we will intentionally leave unspecified. Supposing that
we have constructed ARR,REN,CLOCK, and Q on a common probability space, let us define
SKOR (on the same probability space) to be the stochastic process s.t. for all t≥ 0,
SKOR(t) = n−
1
2
(
ARR(t)−REN(t))−n− 12(CLOCK(θ∫ t
0
W (s)ds
)− θ∫ t
0
W (s)ds
)
.
Then our main result expressing W as a solution to the generalized drift Skorokhod problem will
be as follows.
Lemma 8. One may construct Q, (RES1,RES2,REN), ARR, and CLOCK on the
same probability space, with ARR independent of (RES1,RES2,REN), s.t. Q(0) =(
RES1(0),RES2(0),REN(0)
)
, and w.p.1, for all t≥ 0, n− 12W (t) = Φ(SKOR, t).
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To prove Lemma 8, it will be helpful to again consider an expanded Markovian rep-
resentation for Q, in which we explicitly keep track of the number of arrivals, depar-
tures, abandonments, and dummy job arrivals. We define a 7-dimensional CTMC Q˜ =(
˜RES1, ˜RES2, W˜ , ˜ARR, ˜REN, ˜ABA, ˜DMY
)
. The dynamics of Q˜ are given by the generator q˜ as
follows, where as before we denote the generic current state
(
˜RES1, ˜RES2, W˜ , ˜ARR, ˜REN, ˜ABA, ˜DMY
)
simply by “ · ”. Intuitively, ˜RES1( ˜RES2) will correspond to the number of jobs in service with
residual life distributed as Expo(µ1)
(
Expo(µ2)
)
; W˜ will correspond to the number of jobs waiting
in queue; ˜ARR will correspond to the number of non-dummy arrivals so far; ˜REN will correspond
to the total number of departures so far; ˜ABA will correspond to the total number of abandonments
so far; and ˜DMY will correspond to the total number of dummy arrivals so far.
Definition 10 (Generator for Q˜).
• q˜
(
·, ( ˜RES1− 1, ˜RES2+1, W˜ , ˜ARR, ˜REN+1, ˜ABA, ˜DMY+1)
)
= I(W˜ =0)µ1 ˜RES1p2;
• q˜
(
·, ( ˜RES1+1, ˜RES2− 1, W˜ , ˜ARR, ˜REN+1, ˜ABA, ˜DMY+1)
)
= I(W˜ =0)µ2 ˜RES2p1;
• q˜
(
·, ( ˜RES1, ˜RES2, W˜ , ˜ARR, ˜REN+1, ˜ABA, ˜DMY+1)
)
= I(W˜ = 0)
(
µ1 ˜RES1p1+µ2 ˜RES2p2
)
;
• q˜
(
·, ( ˜RES1, ˜RES2, W˜ +1, ˜ARR+1, ˜REN, ˜ABA, ˜DMY)
)
= λ;
• q˜
(
·, ( ˜RES1− 1, ˜RES2+1, W˜ − 1, ˜ARR, ˜REN+1, ˜ABA, ˜DMY)
)
= I(W˜ ≥ 1)µ1 ˜RES1p2;
• q˜
(
·, ( ˜RES1+1, ˜RES2− 1, W˜ − 1, ˜ARR, ˜REN+1, ˜ABA, ˜DMY)
)
= I(W˜ ≥ 1)µ2 ˜RES2p1;
• q˜
(
·, ( ˜RES1, ˜RES2, W˜ − 1, ˜ARR, ˜REN+1, ˜ABA, ˜DMY)
)
= I(W˜ ≥ 1)(µ1 ˜RES1p1+µ2 ˜RES2p2);
• q˜
(
·, ( ˜RES1, ˜RES2, W˜ − 1, ˜ARR, ˜REN, ˜ABA+1, ˜DMY)
)
= θW˜ .
We next make several observations regarding Q˜, and its relation to Q. Then our first observation
relates W to W˜ , and follows from a straightforward comparison of q and q˜, the details of which we
omit.
Lemma 9. – For all non-negative integer triplets (n1, n2,w) s.t. n1+n2 = n and w=0, one can
construct Q and Q˜ on a common probability space s.t. Q(0) = (n1, n2,w), Q˜(0) = (n1, n2,w,0,0,0,0),
and w.p.1, for all t≥ 0, W (t) = W˜ (t).
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Our second observation relates ( ˜RES1, ˜RES2, ˜REN, ˜ARR) to (RES1,RES2,REN,ARR), and
follows from a straightforward comparison of q˜ and qren, the details of which we omit.
Lemma 10. – One can construct
(
RES1,RES2,REN
)
and ARR on the same proba-
bility space as Q˜ s.t. w.p.1, for all t ≥ 0, ( ˜RES1(t), ˜RES2(t), ˜REN(t), ˜ARR(t)) equals(
RES1(t),RES2(t),REN(t),ARR(t)
)
.
Next, we observe that as the infinitesimal rate at which ˜ABA jumps (always up by 1) is at all
times equal to θW˜ , we may conclude the following from standard random-time-change constructions
(see e.g. [90]), and we omit the details.
Lemma 11. – One may construct Q˜ on the same probability space as CLOCK s.t. w.p.1, for
all t≥ 0, ˜ABA(t) =CLOCK(θ ∫ t
0
W˜ (s)ds
)
, where this integral is w.p.1 well-defined as a Riemann
integral for all t≥ 0.
Finally, we note that a straightforward examination of q˜ and proof by induction, the details of
which we omit, reveals the following relationships between W˜ , ˜ARR, ˜REN, ˜ABA, and ˜DMY.
Lemma 12. – For all non-negative integer triplets (n1, n2,w) s.t. n1 + n2 = n and w = 0, one
can construct Q˜ s.t. Q˜(0) = (n1, n2,w,0,0,0,0), and w.p.1, for all t≥ 0:
• W˜ (t) = ˜ARR(t)− ˜REN(t)− ˜ABA(t)+ ˜DMY(t);
• ∫ t
0
I
(
W˜ (s)> 0
)
d ˜DMY(s) = 0.
Combining Lemmas 9 - 12 and noting that all relevant constructions can themselves be imple-
mented together on a common probability space, the fact that w.p.1 ˜DMY is non-decreasing and
initialized at 0 for appropriate initial conditions, and Definition 8 then completes the proof of the
desired result Lemma 8 (after scaling through by n−
1
2 ).
5. Asymptotic analysis of W and proof of upper bound for Theorem 1.
In this section we provide an asymptotic analysis of W in the HW regime, and complete the
proof of one direction of our main result Theorem 1. We proceed as follows. First, we prove an
asymptotic version of Lemma 8 in the HW regime. Second, we prove that the associated limit may
be rewritten in terms of an integrated OU process. Third, we use this OU representation, along
with the supremum representation for the generalized Skorokhod problem from Lemma 6, to prove
that in the HW regime W may be expressed as the supremum of an explicit Gaussian process.
Finally, we analyze this Gaussian process, and combine with the interchange-of-limits results of
[31, 24] mentioned in Section 1 to complete the proof of one direction of our main result Theorem
1.
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5.1. Asymptotic version of Lemma 8.
We now prove an asymptotic version of Lemma 8, in the HW regime. We begin by introduc-
ing a superscript notation to make the dependence of some of the previously defined stochastic
processes on n more explicit. Let ARRn denote the corresponding Poisson process when λ =
λn = n + Bn
1
2 ; RENn denote the corresponding pooling of n independent equilibrium renewal
processes; RESn1 and RES
n
2 denote the number of these renewal processes with the correspond-
ing residual life distribution (respectively); Q
n
and W
n
denote the corresponding stochastic pro-
cesses when there are n servers and λ= λn; all constructed on a common probability space (with
CLOCK) using the construction given in Lemma 8. Note that under this construction, Q
n
(0) =(
RESn1 (0),RES
n
2 (0),REN
n(0)
)
, i.e. there are exactly n jobs in system with the initial residual life
of each job drawn i.i.d from the equilibrium distribution of S, i.e. Expo(µ1) with probability pˆ=
p
µ1
and Expo(µ2) with probability
1−p
µ2
. On this same probability space, let us define (in analogy with
our previous definition) SKORn to be the stochastic process s.t. for all t≥ 0,
SKORn(t) = n−
1
2
(
ARRn(t)−RENn(t))−n− 12(CLOCK(θ∫ t
0
W
n
(s)ds
)− θ∫ t
0
W
n
(s)ds
)
.
LetREN∞ denote the unique centered continuous Gaussian process s.t. E[REN∞(s)REN∞(t)] =
E[
(
REN1(s)− s)(REN1(t)− t)] for all 0≤ s≤ t, i.e. the covariance structure is the same as that
of a single equilibrium renewal process, where existence of such a process is proven in [113]. Let B0
denote a standard Brownian motion, independent of REN∞. Let SKOR∞ denote the stochastic
process s.t. for all t≥ 0, SKOR∞(t) =B0(t)−REN∞(t)+Bt.
Then the main asymptotic result of this section will be the following.
Lemma 13. For any T ∈ [0,∞), the sequence of processes {n− 12W n(t)0≤t≤T , n ≥ 1} converges
weakly to Φ(SKOR∞)0≤t≤T in the space D[0, T ] under the J1 topology.
To prove Lemma 13, we begin by recalling a known weak convergence result from [41].
Lemma 14 ([41]). For any T ∈ [0,∞), the sequence of processes {n− 12 (ARRn(t) −
RENn(t)
)
0≤t≤T
, n ≥ 1} converges weakly to SKOR∞(t)0≤t≤T in the space D[0, T ] under the J1
topology.
We next prove a result showing that the process corresponding to the second term in the definition
of SKORn converges weakly to 0. Namely, let ERRn denote the stochastic process s.t. for all t≥ 0,
ERRn(t) = n−
1
2
(
CLOCK
(
θ
∫ t
0
W
n
(s)ds
)− θ∫ t
0
W
n
(s)ds
)
.
Then we prove the following, deferring the proof to the appendix.
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Lemma 15. * For any T ∈ [0,∞), the sequence of processes {ERRn(t)0≤t≤T , n ≥ 1} converges
weakly to 00≤t≤T in the space D[0, T ] under the J1 topology.
Combining Lemmas 14 and 15 with Lemmas 8 and 7, the fact that convergence in the J1 metric
to a continuous process implies convergence in the uniform metric, and the continuous mapping
theorem (see e.g. [115]) then completes the proof of Lemma 13.
5.2. Relating SKOR∞ to an integrated OU process.
In this section we prove that SKOR∞ is equal in distribution to the sum of a so-called time-
integrated OU process (to be defined) plus an independent Brownian motion. Let OU denote the
unique w.p.1 continuous centered Gassian process s.t. E[OU(s)OU(t)] = p(1− p)(µ1µ2)−1 exp
(−
µ1µ2(t − s)
)
for 0 ≤ s ≤ t, equivalently an appropriate stationary OU process, i.e. the strictly
stationary process which is the unique such strong solution to the SDE
dOU(t) =−µ1µ2OU(t)dt+
(
2p(1− p))12dB0(t), (4)
with B0 the previously defined standard Brownian motion. Here we refer the interested reader to
[33] for further details regarding existence and various properties of this Gaussian process, and
to [83] for further review of associated SDEs. As continuous functions are Riemann integrable, it
follows that OU is w.p.1 Riemann integrable over compact time intervals. Thus we may define
IOU to be the stochastic process s.t. IOU(t) =
∫ t
0
OU(y)dy for all t≥ 0. Such a process is known
as a time-integrated OU process, and is well-studied, e.g. in [12] where the associated variance is
computed explicitly (as stated below). Furthermore, as IOU has stationary increments (see e.g.
[41]), E[IOU2(t− s)] =E[IOU2(t)]+E[IOU2(s)]− 2E[IOU(s)IOU(t)] for 0≤ s≤ t. It follows that
the variance calculation in [12], combined with some straightforward algebra the details of which
we omit, yields the following.
Lemma 16 ([12]–). IOU is a continuous centered Gaussian process with stationary increments
s.t. for all 0≤ s≤ t, E[IOU(s)IOU(t)] equals
p(1− p)(µ1µ2)−3
(
2µ1µ2s+exp(−µ1µ2s)+ exp(−µ1µ2t)− exp
(−µ1µ2(t− s))− 1
)
.
Suppose that IOU and OU have been constructed on the same probability space as standard
Brownian motions B0 and B1, with B0 the driving Brownian motion of OU, IOU(t) = ∫ t
0
OU(s)ds
for all t≥ 0, and OU, IOU,B0 independent of B1. On the same probability space, let us define the
stochastic process Λ s.t. for all t≥ 0,
Λ(t) =−(µ1−µ2)IOU(t)+ 2 12B1(t)+Bt.
Then our next result formalizes the relationship between SKOR∞ and Λ, and we defer the proof
to the appendix.
Lemma 17. * {Λ(t), t≥ 0} has the same distribution, at the process level, as {SKOR∞(t), t≥ 0}.
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5.3. Stochastic calculus to analyze Λ.
In this section, we use stochastic calculus to rewrite ζ
(
Λ, s
)
in a form amenable to analyzing the
supremum arising in Lemma 6, ultimately relating Φ(Λ, t) to the supremum of a certain Gaussian
process. Our main result will be the following. Let us define G to be the stochastic process s.t. for
all t≥ 0,
G(t) =−(µ1−µ2)
∫ t
0
exp
(− θy)OU(y)dy+2 12 ∫ t
0
exp(−θy)dB1(y)+ B
θ
(
1− exp(− θt)),
with OU independent of B1. Then we prove the following.
Lemma 18. For all t≥ 0, Φ(Λ, t) has the same distribution as sup0≤s≤t G(s).
In the rest of this subsection we prove Lemma 18. We begin by providing some more explicit rep-
resentations/constructions for several previously defined stochastic processes, which follow imme-
diately from (4), standard and well-known results for OU processes [73], a few simple reindexings,
and our definitions (especially Definition 9), and we omit the details. We note that in this and
remaining sections, we freely use standard notations, definitions, and basic results from the ele-
mentary theory of stochastic calculus, and refer the interested reader to [62] for further details.
Also, for a general stochastic process X and s ≥ 0, we let Xs denote the stochastic process s.t.
Xs(t) =X(s+ t)−X(s) for all t≥ 0. Similarly, for a general stochastic process X and s ≥ 0, we
let X+,s denote the stochastic process s.t. X+,s(t) = X(s+ t) for all t ≥ 0. For a generic r.v X,
let V ar[X] denote the variance of X. Let B3 and B2 denote two independent Brownian motions,
constructed on the same probability space, which satisfy V ar[B3(1)] = 2p(1− p), V ar[B2(1)] = 2.
Then the desired representations are as follows, where we remind the reader that the mapping ζ,
from D[0,∞)×R+ to D[0,∞), was previously formalized in Definition 9.
Lemma 19. – One may construct Λ and OU on the same probability space as B3 and B2, s.t.
w.p.1, for all s, t≥ 0,
OU+,s(t) = exp(−µ1µ2t)OU+,s(0)+
∫ t
0
exp
(−µ1µ2(t− y))dB3s(y); (5)
ζ(Λ, s, t) =−(µ1−µ2)
∫ t
0
OU+,s(y)dy+B2s(t)+Bt− θ
∫ t
0
ζ(Λ, s, y)dy. (6)
From Lemma 19 and basic definitions in stochastic calculus, see e.g. [62], we conclude the fol-
lowing. Let J
∆
=
[
µ1µ2 0
µ1−µ2 θ
]
. Also, for two appropriately dimensioned matricesM1,M2, let M1 •M2
denote the standard dot product of the two matrices.
Corollary 1. – Under the same construction as Lemma 19, w.p.1, for all s, t≥ 0, OU+,s and
ζ(Λ, s) satisfy the system of SDE[
dOU+,s(t)
dζ(Λ, s, t)
]
=−J •
[
OU+,s(t)
ζ(Λ, s, t)
]
+
[
dB3s(t)
dB2s(t)+Bdt
]
, (7)
with appropriate boundary conditions.
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Fortunately, the system of SDE (7) is well-studied and has an explicit solution, the so-called
multi-dimensional OU process (see e.g. [83]). Before recalling the details of such processes, it will
be helpful to review some additional matrix-related notations. Recall that for a matrix M and
scalar z, zM denotes the same matrix M , but with each component multiplied by z. For a square
matrixM , we letM 0 denote the identity matrix of the same dimensions, andMk denoteM •Mk−1
for k ≥ 1. For a matrix M , let exp(M) denote the standard matrix exponential, i.e. the matrix
equivalent to
∑∞
k=0
Mk
k!
. Also, for an n by m matrix M and i∈ [1, n], j ∈ [1,m], let Mi,j denote the
entry in row i, column j of M .
Lemma 20 ([83]). Under the same construction as Lemma 19, w.p.1, for all s, t≥ 0, the system
of SDE (7) has the following unique strong solution:[
OU+,s(t)
ζ(Λ, s, t)
]
=
[
0
B
θ
(
1− exp(−θt))
]
+exp(−tJ) •
[
OU+,s(0)
ζ(Λ, s,0)
]
(8)
+
[ ∫ t
0
exp
(− (t− y)J)
1,1
dB3s(y)+
∫ t
0
exp
(− (t− y)J)
1,2
dB2s(y)∫ t
0
exp
(− (t− y)J)
2,1
dB3s(y)+
∫ t
0
exp
(− (t− y)J)
2,2
dB2s(y)
]
.
We now simplify (8) through a series of lemmas. First, we compute exp(−zJ) explicitly for z ≥ 0,
deferring the proof to the appendix. Here we also note that it is easily verified that our assumptions
(i.e. E[S] = 1 and Assumption 1) imply that µ1µ2 > θ, as
p
µ1
+ 1−p
µ2
=1 implies µ1µ2 = pµ2+(1−p)µ1.
Lemma 21. * For all z ≥ 0,
exp(−zJ) =
[
exp
(−µ1µ2z) 0
µ1−µ2
µ1µ2−θ
(
exp(−µ1µ2z)− exp(−θz)
)
exp(−θz)
]
.
Combining Lemmas 20 and 21, we conclude the following.
Lemma 22. Under the same construction as Lemma 19, w.p.1, for all 0≤ s≤ t,
OU+,s(t) = exp(−µ1µ2t)OU+,s(0)+
∫ t
0
exp
(−µ1µ2(t− y))dB3s(y), (9)
and
ζ(Λ, s, t− s) = µ1−µ2
µ1µ2− θ
(
exp
(−µ1µ2(t− s))− exp(− θ(t− s))
)
OU+,s(0) (10)
+
µ1−µ2
µ1µ2− θ
∫ t−s
0
(
exp
(−µ1µ2(t− s− y))− exp(− θ(t− s− y))
)
dB3s(y)
+
∫ t−s
0
exp
(− θ(t− s− y))dB2s(y)+ Bθ
(
1− exp(− θ(t− s))).
Next, we will combine Lemma 22 with Ito’s lemma to prove the following, deferring the proof to
the appendix.
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Lemma 23. * Under the same construction as Lemma 19, w.p.1, for all 0≤ s≤ t,
ζ(Λ, s, t− s) = −(µ1−µ2)
∫ t
s
exp
(− θ(t− y))OU(y)dy
+
∫ t
s
exp
(− θ(t− y))dB2(y)+ B
θ
(
1− exp(− θ(t− s))).
The desired result Lemma 18 then follows from Lemma 6, Lemma 23, the facts that (by reversibil-
ity): 1. OU(s)0≤s≤t has the same distribution (at the process level) as OU(t − s)0≤s≤t and 2.
B2(s)0≤s≤t has the same distribution (at the process level) as 2 12
(B1(t)− B1(t− s))
0≤s≤t
, and a
simple reindexing, and we omit the details.
5.4. Gaussian process theory to analyze sup0≤s≤t G(s).
In this section we use Dudley’s celebrated entropy bound to prove that the expected all-time
supremum of G is finite. This will later allow us to relate the large deviations behavior of the
all-time supremum of G to the maximum variance of G at any one time, which we will explicitly
compute, using e.g. Borell’s inequality.
We begin by recalling some well-known results from the theory of Gaussian processes, and refer
the interested reader to [3, 34, 35, 64] for further details. Let us define G to be the stochastic
process s.t. for all t≥ 0,
G(t) = G(t)− B
θ
(
1− exp(− θt)).
Then one may easily verify the following.
Observation 1 . W.p.1, G is a centered, continuous Gaussian process, where here continuity is
on the space R+ under the standard Euclidean metric, and G(0) = 0.
For the Gaussian process G, we can define the so-called canonical metric (technically in general a
pseudo-metric, although in our special case it will anyways be a metric) for R+ w.r.t. G, dG, s.t.
for x, y ∈R+, dG(x, y) =
(
E
[(G(x)−G(y))2]) 12 . For a given x∈R+ and ǫ > 0, let BG(x, ǫ) ∆= {z ∈
R+ : dG(z,x)≤ ǫ}, i.e. the closed ball of radius ǫ centered at x under the G pseudo-metric. For a
given ǫ > 0, let NG(ǫ) denote the smallest k ≥ 1 for which there exist x1, . . . , xk ∈ R+ satisfying
R+ ⊆⋃ki=1BG(xi, ǫ), i.e. the smallest number of closed ǫ-balls needed to cover R+ under the dG
pseudo-metric, where we set this value to ∞ if no finite number of such balls suffices. Then the
celebrated entropy bound (of Sudakov and Dudley, later generalized by Talagrand and others) for
the expected value of the supremum of a centered Gaussian process (as customized to our setting)
is as follows. We note that in general the relevant bounds only hold for the supremum over any fixed
countable subset, and/or for an appropriate version of the associated stochastic process. However,
in light of the continuity ensured by Observation 1, those results imply the following in our setting.
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We also note that although R+ will not in general be compact under the metrics we consider, as we
will see it will be totally bounded under the pseudo-metric G, which will suffice for our purposes.
Lemma 24 ([3, 34, 35, 64]). E
[
supt∈R+ G(t)
]
is finite if
∫∞
0
log
1
2
(
NG(ǫ)
)
dǫ <∞.
We now prove that the associated entropy integral is indeed finite, i.e. we prove the following.
Lemma 25.
∫∞
0
log
1
2
(
NG(ǫ)
)
dǫ <∞.
En route to proving Lemma 25, and for use in later proofs, it will be helpful to explicitly compute
the covariance of G. This is accomplished in the following lemma, whose proof we defer to the
appendix.
Lemma 26. * For all 0≤ s < t, E[(G(t)−G(s))2] equals
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
exp(−2θs)−
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2− θ) + θ
−1
)
exp(−2θt)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)t).
We now establish some key monotonicity properties for the covariance of G, for use in later
proofs, deferring all proofs to the appendix.
Corollary 2. * For each fixed s ∈R+, E[(G(t)−G(s))2] is a strictly increasing function (of
t) on [s,∞). Also, for each fixed t∈R+, E[(G(t)−G(s))2] is a strictly decreasing function (of s)
on [0, t).
Note that in light of the strictness established in Corollary 2, we find that (R+, dG) is in fact a
metric space. We also note that Lemma 26 implies that E
[(G(t)−G(s))2] is jointly continuous in s
and t, which is a requirement for some of the results from the theory of Gaussian processes which
we will be applying. We now use Corollary 2 to compute the diameter of this metric space, and
explicitly bound the associated metric, deferring all proofs to the appendix.
Lemma 27. * limt→∞E
[G2(t)] = θ+µ1+µ2−1
θ(θ+µ1µ2)
, where in light of Corollary 2 this further equals
supt≥0E
[G2(t)]. In addition, for all s, t∈R+, it holds that dG(s, t)≤
(
θ+µ1+µ2−1
θ(θ+µ1µ2)
) 1
2
, i.e. the diam-
eter of the metric space (R+, dG) equals
(
θ+µ1+µ2−1
θ(θ+µ1µ2)
) 1
2
. In addition, for all 0≤ s≤ t,
dG(s, t)≤ 4
(
p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)θ + θ
−1
) 1
2
(
1− exp(− (µ1µ2+ θ)(t− s))
) 1
2
exp(−θs).
With Lemma 27 in hand, we now complete the proof of Lemma 25.
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Proof of Lemma 25: Let C0
∆
=4
(
p(1−p)(µ1−µ2)
2
µ1µ2(µ1µ2−θ)θ
+ θ−1
) 1
2
(1+µ1µ2+ θ)
1
2 . For any fixed ǫ > 0, let
nǫ
∆
= ⌈ C30
θǫ3
⌉. For k ∈ {0, . . . , nǫ}, let xk,ǫ ∆= k ǫ2C20 . We now prove that for all ǫ > 0,
R+ ⊆
nǫ⋃
i=0
BG(xi,ǫ, ǫ). (11)
We first prove that for all t≥ xnǫ,ǫ, it holds that t∈BG(xnǫ,ǫ, ǫ). Indeed, first note that
xnǫ,ǫ ≥
1
θ
× C0
ǫ
≥ 1
θ
log
(C0
ǫ
)
,
the final inequality following from the fact that log(x)<x for all x> 0. It follows that for t≥ xnǫ,ǫ,
by Lemma 27,
dG
(
xnǫ,ǫ, t
) ≤ C0 exp(− θxnǫ,ǫ) ≤ ǫ,
completing the proof.
Next, we prove that for all k ∈ [0, nǫ] and t ∈ [xk,ǫ, xk+1,ǫ], it holds that t ∈ BG(xk,ǫ, ǫ). Indeed,
note that as 1 − exp(−x) ≤ x for all x ∈ R+, it follows from Lemma 27 that for all 0 ≤ s ≤ t,
dG(s, t)≤C0(t− s) 12 . Thus for all k ∈ [0, nǫ] and t∈ [xk,ǫ, xk+1,ǫ],
dG(xk,ǫ, t) ≤ C0
(
xk+1,ǫ−xk,ǫ
) 1
2
= C0
( ǫ2
C20
) 1
2 = ǫ,
completing the proof.
Combining the above completes the proof of (11), and implies that NG(ǫ)≤ C
3
0
θǫ3
+2 for all ǫ > 0.
Combining with the fact that Lemma 27 implies that NG(ǫ) = 1 for all ǫ≥
(
θ+µ1+µ2−1
θ(θ+µ1µ2)
) 1
2 , it follows
that to complete the proof of Lemma 25, it suffices to demonstrate that
∫ ( θ+µ1+µ2−1
θ(θ+µ1µ2)
) 1
2
0
log
1
2
(
C30
θǫ3
+2
)
dǫ <∞.
Combining with a straightforward exercise in calculus, the details of which we omit, then completes
the proof. Q.E.D.
5.5. Interchange-of-limits results from [31, 24].
The final ingredient needed in our proofs is the interchange-of-limits results from [31, 24], which will
allow us to translate results for sup0≤s≤t G(s) over finite intervals [0, t] to results for the stationary
measure of interest. Let Qˆn =
(
Nˆn1 , Nˆ
n
2 , Wˆ
n
)
denote the rescaled CTMC n−
1
2
(
Qn− ( p
µ1
n, 1−p
µ2
n,0)
)
,
i.e. the normalized and rescaled (by n−
1
2 ) CTMC corresponding to the M/H2/n+M queue with
arrival rate λn = n + Bn
1
2 , service distribution S which is hyper-exponentially distributed with
parameters µ1, µ2, p, and abandonment rate θ. Furthermore, we remind the reader that Qˆ
n(0)
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is equivalent in distribution to
(
Bin(n, pˆ) − npˆ,n − Bin(n, pˆ) − n(1 − pˆ),0), where pˆ = p
µ1
and
Bin(n, pˆ) is the corresponding binomially distributed r.v. Note that standard results concerning
weak convergence of the binomial to the normal imply that {Qˆn(0), n ≥ 1} converges weakly to((
p(1− p)) 12B0(1),−(p(1− p)) 12B0(1),0), where we remind the reader that B0,B1 are two inde-
pendent standard Brownian motions. Also, it is well-known that for each fixed n, {Qˆn(t), t≥ 0}
converges weakly to a r.v. Qˆn(∞) = (Nˆn1 (∞), Nˆn2 (∞), Wˆ n(∞)), corresponding to the steady-state
of the corresponding (normalized) M/H2/n+M queue [24].
5.5.1. Review of weak convergence results of [29]. Before reviewing the relevant
interchange-of-limits results, we will have to formalize the weak convergence results of [29] in greater
depth. The relevant weak convergence result is as follows, and is proven in [29].
Lemma 28 ([29]). There exists a continuous Markov process Q∞ = (N∞1 ,N
∞
2 ,W
∞) s.t. for all
T ≥ 0, {Qˆn(t)0≤t≤T , n ≥ 1} converges weakly to Q∞(t)0≤t≤T in the space D3[0, T ] under the J1
topology. Here we note that under the stated weak convergence, Q∞(0) is distributed as
((
p(1−
p)
) 1
2B0(1),−(p(1− p))12B0(1),0).
5.5.2. Review of ergodicity and interchange-of-limits results of [31, 24]. Given a
result such as Lemma 28, there is the question of whether an interchange-of-limits hold, i.e.
whether the Markov process Q∞ has a unique invariant measure, to which {Qˆn(∞), n≥ 1} con-
verges. Such an interchange is not automatic, and there is a large literature studying when such
an interchange of limits holds, see the discussion in [24, 43, 60]. The sequence of papers [31, 24]
resolved this question for the setting we consider here, i.e. multi-server queues in the HW regime,
when services have a phase-type distribution and there is a strictly positive abandonment rate.
First, in [31], the authors proved that the continuous Markov process Q∞ is positive recurrent
and has a unique invariant measure Υ∞, and is exponentially ergodic, where we refer the inter-
ested reader to [31] for precise details regarding the formal definition of exponential ergodicity. Let
Q∞(∞) = (N∞1 (∞),N∞2 (∞),W∞(∞)) denote a generic r.v. distributed as Υ∞. Then more formally
[31] proves such a result for a certain “transformed” Markov process Y = (Y 1, Y 2), where (under
analogous initial conditions and on an appropriate probability space) N∞1 (t) = Y
1(t)− p(Y 1(t) +
Y 2(t)
)+
,N∞2 (t) = Y
2(t)− p(Y 1(t)+Y 2(t))+,W∞(t) = (Y 1(t)+Y 2(t))+ for all t≥ 0. Here we refer
the interested reader to [29] for a further discussion of this and related transformations. We note
that the results of [31] are easily seen to imply the analogous uniqueness and erodicity results for
Q∞. We also note that although the ergodicity results of [31] are stated only when the relevant
Markov processes have deterministic initial conditions, when combined with standard results and
definitions regarding ergodicity of general Markov processes [31, 84, 85, 86, 92], they are easily seen
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to imply the analogous results under random initial conditions. The authors of [31] then complete
the proof of the desired interchange-of-limits in [24], where we note that the result is actually
proven for a certain transformation, but which is easily seen to imply the analogous results for
the setting of interest. These results, including the desired interchange-of-limits, are summarized
in the following lemma.
Lemma 29 ([31, 24]). The continuous-time Markov process Q∞ is positive recurrent, and has a
unique invariant measure Υ∞. Furthermore, {Qˆn(∞), n≥ 1} converges in distribution to Q∞(∞),
whose associated probability measure is Υ∞. Namely, an interchange-of-limits holds, which is sum-
marized as follows (after applying the Portmanteau Theorem and basic definitions and results
from the theory of weak convergence). Suppose Q∞(0) is distributed as
((
p(1−p))12B0(1),−(p(1−
p)
) 1
2B0(1),0
)
. Then for all x > 0 which are continuity points of W∞(∞) (which will be dense in
R+),
lim inf
n→∞
lim inf
t→∞
P
(
Wˆ n(t)≥ x) = lim inf
n→∞
P
(
Wˆ n(∞)≥ x) = P (W∞(∞)≥ x) (12)
= lim
t→∞
P
(
W∞(t)≥ x) ≥ limsup
t→∞
limsup
n→∞
P
(
Wˆ n(t)≥ x),
and
limsup
n→∞
limsup
t→∞
P
(
Wˆ n(t)>x
)
= limsup
n→∞
P
(
Wˆ n(∞)>x) = P (W∞(∞)>x) (13)
= lim inf
t→∞
P
(
W∞(t)>x
) ≤ lim inf
t→∞
lim inf
n→∞
P
(
Wˆ n(t)>x
)
.
We note that the analogous interchange also holds for a general sequence of weakly converging initial
conditions (i.e. an analogous interchange-of-limits holds when Q∞(0) has a different distribution),
but for clarity of exposition we do not state at that level of generality. Also, we note that a study
of whether W∞(∞) and other related distributions e.g. admit a density (in which case one could
avoid the care taken w.r.t open and closed sets above) will be beyond the scope of our paper, and
unnecessary for our results.
5.6. Proof of upper bound part of main result Theorem 1.
We now complete the proof of one direction of our main result Theorem 1. First, we briefly recall
a result from the theory of Gaussian processes, namely the celebrated Borell’s inequality, which
relates the large deviation properties of the supremum of a centered Gaussian process, which is
bounded almost surely, to its maximal variance. We only state a very special case of the result, as
customized to our setting, and refer the interested reader to [3] for further details.
Lemma 30 (Borell’s inequality [3]). Suppose that Z is a centered Gaussian process, and that
P
(
supt≥0Z(t)<∞
)
= 1. Then limx→∞ x
−2 log
(
P
(
supt≥0Z(t)>x
))
=−(2 supt≥0E[Z2(t)])−1.
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With Lemma 30 in hand, we now complete the proof of the upper bound of our main large
deviations result, as formalized in the following lemma.
Lemma 31. Under Assumption 1,
limsup
x→∞
x−2 logP
(
W∞(∞)>x)≤ −θ(θ+µ1µ2)
2(θ+µ1+µ2− 1) .
Proof: It follows from Lemma 29 that for all x which are continuity points of the c.d.f. of
W∞(∞),
P
(
W∞(∞)>x)≤ lim inf
t→∞
lim inf
n→∞
P
(
Wˆ n(t)>x
)
. (14)
By Theorem 2, Lemmas 13, 17, and 18, and the Portmanteau Theorem, for each such continuity
point x and t≥ 0,
lim inf
n→∞
P
(
Wˆ n(t)>x
)≤P( sup
0≤s≤t
G(s)≥ x
)
.
Furthermore, as from definitions and a straightforward calculation w.p.1 supt≥0
∣∣∣∣G(t)−G(t)
∣∣∣∣≤ |B|θ ,
it follows that for all x which are continuity points of the c.d.f. of W∞(∞) and all t≥ 0,
lim inf
n→∞
P
(
Wˆ n(t)>x
)≤P( sup
0≤s≤t
G(s)>x− |B|
θ
)
,
and hence by the monotonicity of the supremum operator that
lim inf
n→∞
P
(
Wˆ n(t)>x
)≤P( sup
s≥0
G(s)>x− |B|
θ
)
. (15)
Combining (14) and (15), we conclude that for all such continuity points x,
P
(
W∞(∞)>x)≤ P( sup
t≥0
G(t)>x− |B|
θ
)
.
Combining with Lemmas 24, 25, and 30, it follows that
limsup
x→∞
x−2 log
(
P
(
W∞(∞)>x))≤−(2 sup
t≥0
E
[G2(t)])−1.
Combining with Lemma 27, which implies that supt≥0E
[G2(t)]= θ+µ1+µ2−1
θ(θ+µ1µ2)
, completes the proof.
Q.E.D.
6. Lower Bound.
With the upper bound proven, we now focus on proving lower bounds, to complete the proof of
Theorem 1. At a high level, the proof of the lower bound proceeds as follows. First, we even more
carefully review the limiting stochastic process Q∞ to which {Qˆn, n≥ 1} converges as dictated in
Lemma 28, explicitly describing the system of SDE to which it is the unique strong solution. Next,
we observe that so long as W∞ has remained strictly positive on [0, t], the dynamics of Q∞ will
coincide with those of a much-simpler multi-dimensional OU process, essentially the same as that
arising in our previous upper bound. Finally, we combine these observations with several lower
bounds and known results for such multi-dimensional OU processes to complete the proof.
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6.1. Further analysis of the limit process Q∞.
We begin by establishing some more details about the limiting stochastic process Q∞ to which
{Qˆn, n≥ 1} converges as dictated in Lemma 28. As mentioned previously, several of the relevant
papers describe a certain transformation of this limiting process instead of the limiting process
itself. For completeness, and as we will be using the precise associated system of SDE, we begin
by formally defining the relevant transformed limiting process, and more formally clarifying how
this limiting process relates to our own. Although originally studied in [29] in a more general form
(i.e. for phase-type service distributions), a clear exposition of the case of hyper-exponential service
times is given in both [27] and [31], and we now remind the reader of those results. Let {κi, i∈ [1,4]}
be four independent standard Brownian motions, constructed on a common probability space. For
a general stochastic process which is denoted using a superscript, e.g. X i, we let X i,+ denote
the stochastic process s.t. X i,+(t) =
(
X i(t)
)+
for all t≥ 0. We now formally define the previously
referenced transformed limit processes (i.e. processes which are simple transformations of Q∞), as
studied in [29, 27, 31].
Lemma 32 ([29, 27, 31]). The following system of SDE (stated for consistency with the rele-
vant literature as a system of integral equations) has a unique strong solution: For all t≥ 0,
Y 1(t) = Y 1(0)+Bpt+ pκ3(t)+
(
p(1− p))12κ4(t)− p 12κ1(t)
−µ1
∫ t
0
(
Y 1(s)− p(Y 1(s)+Y 2(s))+)ds− pθ∫ t
0
(
Y 1(s)+Y 2(s)
)+
ds;
Y 2(t) = Y 2(0)+B(1− p)t+(1− p)κ3(t)− (p(1− p)) 12κ4(t)− (1− p) 12κ2(t)
−µ2
∫ t
0
(
Y 2(s)− (1− p)(Y 1(s)+Y 2(s))+)ds− (1− p)θ∫ t
0
(
Y 1(s)+Y 2(s)
)+
ds.
For a given measure Υ on R2, we let YΥ = (Y 1Υ, Y 2Υ) denote the corresponding solution when(
Y 1(0), Y 2(0)
)
is distributed as Υ, with Y 1(0), Y 2(0) independent of {κi, i∈ [1,4]}. In addition, YΥ
is a diffusion process, hence also Markovian with continuous sample paths.
Then the following result, proven in [29], formalizes the connection between YΥ and Q
∞. Given a
measure Υ on R3, letting U = (U1,U2,U3) denote a r.v distributed as Υ, let Υ2 denote the measure
on R2 corresponding to the distribution of (U1 + pU+3 ,U2 + (1− p)U+3 ). With a slight abuse of
notation, given such a measure Υ on R3, we let YΥ = (Y 1Υ, Y 2Υ) denote YΥ2 = (Y 1Υ2, Y 2Υ2). Also, for
any measure Υ on R3 s.t. Υ
({
(x1, x2,w) : x1+x2 < 0,w > 0
})
=Υ
({
(x1, x2,w) : x1+x2> 0
})
=
Υ
({
(x1, x2,w) : w < 0
})
= 0 , we let Q∞Υ = (N
∞
Υ,1,N
∞
Υ,2,W
∞
Υ ) denote the corresponding Markov
process when the initial conditions are distributed as Υ. Here we remind the reader that previously
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we only formally defined Q∞ for the initial conditions distributed as
((
p(1− p)) 12B0(1),−(p(1−
p)
) 1
2B0(1),0
)
, and refer the interested reader to [29, 31, 24] for further details regarding this
Markov process. Then the connection between YΥ and Q
∞
Υ is as follows, where we note that Y
i
Υ
intuitively captures the (rescaled and limiting) total number of type-i customers in system (not
just in service or waiting in queue).
Theorem 4 ([29]). For any measure Υ on R3 s.t. Υ
({
(x1, x2,w) : x1 + x2 < 0,w > 0
})
=
Υ
({
(x1, x2,w) : x1+ x2 > 0
})
=Υ
({
(x1, x2,w) : w < 0
})
= 0, one may construct YΥ and Q
∞
Υ on
a common probability space s.t. w.p.1, for all t≥ 0, N∞Υ,1(t) = Y 1Υ(t)− p
(
Y 1Υ(t)+Y
2
Υ(t)
)+
;N∞Υ,2(t) =
Y 2Υ(t)− (1− p)
(
Y 1Υ(t)+Y
2
Υ(t)
)+
;W∞Υ (t) =
(
Y 1Υ(t)+Y
2
Υ(t)
)+
.
In our analysis, it will be convenient to work not with YΥ, but instead with a relevant transfor-
mation. Under this transformation, the first component roughly captures the infinitesimal drift due
to service completions, with the second component capturing the rescaled total number in system,
where this transformation also has the benefit of resulting in certain transformed terms becoming
independent of one-another. In particular, for a given measure Υ on R2, let Y Υ= (Y 1Υ, Y
2
Υ) denote
the stochastic process s.t. for all t≥ 0, Y 1Υ(t) = (1− p)Y 1Υ(t)− pY 2Υ(t), and Y
2
Υ(t) = Y
1
Υ(t)+ Y
2
Υ(t).
We note that for such a measure Υ on R2, Y Υ(0) is not distributed as Υ, but as
(
(1− p)U1 −
pU2,U1+U2
)
for a r.v. (U1,U2) distributed as Υ. As before, with a slight abuse of notation, given
a measure Υ on R3, we let Y Υ denote the analogously defined stochastic process (defined in terms
of YΥ with YΥ(0) distributed as Υ
2).
Then we may conclude the following from Lemma 32, by taking appropriate linear combinations
of the integral equations appearing in Lemma 32, and some straightforward algebra, and we omit
the details.
Corollary 3. – The following system of SDE has a unique strong solution: For all t≥ 0,
Y
1
(t) = Y
1
(0)+
(
p(1− p))12κ4(t)+(p(1− p) 12κ2(t)− (1− p)p 12κ1(t))
−µ1µ2
∫ t
0
Y
1
(s)ds+ p(1− p)µ1µ2
∫ t
0
(
Y
2,+
(s)−Y 2(s))ds;
Y
2
(t) = Y
2
(0)+Bt+κ3(t)− (p 12κ1(t)+ (1− p) 12κ2(t))− (µ1−µ2)
∫ t
0
Y
1
(s)ds
−θ
∫ t
0
Y
2
(s)ds+
(
pµ1+(1− p)µ2− θ)
∫ t
0
(
Y
2,+
(s)−Y 2(s))ds.
For any given measure Υ on R2, if (Y 1(0), Y 2(0)) is distributed as ((1− p)U1− pU2,U1+U2) for
a r.v. (U1,U2) distributed as Υ, with Y
1
(0), Y
2
(0) independent of {κi, i ∈ [1,4]}, then this unique
strong solution has the same distribution (at the process level) as Y Υ.
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We now make an additional simplification. In particular, we note that by a simple covariance
calculation, it is easily verified that the Brownian motion p(1−p) 12κ2− (1−p)p 12κ1 is independent
from the Brownian motion p
1
2κ1 + (1− p) 12κ2, essentially for the same reason that the sum and
difference of two independent Brownian motions are independent Brownian motions. In that case,
it follows from some straightforward variance calculations that Corollary 3 implies the following.
Recall that B3 and B2 are two independent Brownian motions which satisfy V ar[B3(1)] = 2p(1−
p), V ar[B2(1)] = 2.
Corollary 4. The following system of SDE has a unique strong solution: For all t≥ 0,
Y
1
(t) = Y
1
(0)−µ1µ2
∫ t
0
Y
1
(s)ds+B3(t)+ p(1− p)µ1µ2
∫ t
0
(
Y
2,+
(s)−Y 2(s))ds;
Y
2
(t) = Y
2
(0)+Bt− (µ1−µ2)
∫ t
0
Y
1
(s)ds− θ
∫ t
0
Y
2
(s)ds+B2(t)
+
(
pµ1+(1− p)µ2− θ)
∫ t
0
(
Y
2,+
(s)−Y 2(s))ds.
For any given measure Υ on R2, if (Y 1(0), Y 2(0)) is distributed as ((1− p)U1− pU2,U1+U2) for
a r.v. (U1,U2) distributed as Υ, with Y
1
(0), Y
2
(0) independent of B3,B2, then this unique strong
solution has the same distribution (at the process level) as Y Υ.
6.2. Relating Q∞ to a multi-dimensional OU process.
At this point, it will be helpful to remind ourselves of an SDE we have already encountered in
our upper bound arguments, namely that encountered in Lemma 20, whose solution is the multi-
dimensional OU process. In particular, the following is a restatement of Lemma 20, written as
an equivalent system of stochastic integral equations (as opposed to differential equations), after
applying Lemma 21, where here the results are used to analyze an appropriate relaxation of Y as
opposed to OU+,s and ζ
(
Λ, s
)
, and we omit the details (the logic being nearly identical to that
already used in our previous analysis). For a given measure Υ on R2, let YˆΥ = (Yˆ 1Υ, Yˆ 2Υ) denote the
stochastic process explicitly constructed on the same probability space as B3,B2 s.t. w.p.1, for all
t≥ 0,
Yˆ 1Υ(t) = exp(−µ1µ2t)Yˆ 1Υ(0)+
∫ t
0
exp
(−µ1µ2(t− y)dB3(y);
Yˆ 2Υ(t) =
µ1−µ2
µ1µ2− θ
(
exp(−µ1µ2t)− exp(−θt)
)
Yˆ 1Υ(0)+ exp(−θt)Yˆ 2Υ(0)
+
µ1−µ2
µ1µ2− θ
∫ t
0
(
exp
(−µ1µ2(t− y))− exp(− θ(t− y))
)
dB3(y)
+
∫ t
0
exp
(− θ(t− y))dB2(y)+ B
θ
(
1− exp(− θt)),
with
(
Yˆ 1Υ(0), Yˆ
2
Υ(0)
)
distributed as Υ, independent of B3,B2.
D. Mukherjee, Y. Li, and D.A. Goldberg: Large deviations for the M/H2/n+M queue in the Halfin-Whitt regime
47
Corollary 5. – The following system of SDE has a unique strong solution: For all t≥ 0,
Yˆ 1(t) = Yˆ 1(0)−µ1µ2
∫ t
0
Yˆ 1(s)ds+B3(t);
Yˆ 2(t) = Yˆ 2(0)+Bt− (µ1−µ2)
∫ t
0
Yˆ 1(s)ds− θ
∫ t
0
Yˆ 2(s)ds+B2(t).
For any given measure Υ on R2, if (Yˆ 1(0), Yˆ 2(0)) is distributed as Υ, with Yˆ 1(0), Yˆ 2(0) independent
of B3,B2, this unique strong solution has the same distribution (at the process level) as (Yˆ 1Υ, Yˆ 2Υ).
Now, we make the simple observation that the system of SDE from Corollary 4 and that of
Corollary 5 agree on any interval [0, T ] s.t. Y
2,+
(t) = Y
2
(t) for all t∈ [0, T ]. Combining with The-
orem 4 and Corollaries 3 - 5, and the fact that for any measure Υ on R3 s.t. Υ
({
(x1, x2,w) :
x1+ x2 < 0,w > 0
})
=Υ
({
(x1, x2,w) : x1+ x2 > 0
})
=Υ
({
(x1, x2,w) :w < 0
})
= 0 it holds that(
Y 1Υ + Y
2
Υ
)+
, Y
2,+
Υ , and W
∞
Υ all have the same distribution (at the process level), we conclude the
following Corollary 6, which relates the probability that W∞Υ (t) exceeds a level x, conditioned on
W∞Υ having remained strictly positive on [0, t], to the analogous probability for the second com-
ponent of the much simpler multi-dimensional OU process similarly conditioned. Given a measure
Υ on R3, letting U = (U1,U2,U3) denote a r.v distributed as Υ, let Υ2′ denote the measure on
R2 corresponding to the distribution of ((1− p)U1 − pU2,U1 + U2 + U+3 ). With a slight abuse of
notation, given such a measure Υ on R3, we let YˆΥ = (Yˆ 1Υ, Yˆ 2Υ) denote YˆΥ2′ = (Yˆ 1Υ2′ , Yˆ 2Υ2′ ). Given
a measure Υ on R3 s.t. Υ
({
(x1, x2,w) : x1 + x2 < 0,w > 0
})
=Υ
({
(x1, x2,w) : x1 + x2 > 0
})
=
Υ
({
(x1, x2,w) :w< 0
})
= 0, let τQ
∞
Υ
∆
= inf{t≥ 0 :W∞Υ (t)≤ 0}, and τ YˆΥ ∆= inf{t≥ 0 : Yˆ 2Υ(t)≤ 0}.
Corollary 6. – For all measures Υ on R3 s.t. Υ
({
(x1, x2,w) : x1 + x2 < 0,w > 0
})
=
Υ
({
(x1, x2,w) : x1+x2 > 0
})
=Υ
({
(x1, x2,w) :w < 0
})
= 0, and all t, x > 0,
E
[
I
(
W∞Υ (t)>x, τ
Q∞
Υ > t
)]
=E
[
I
(
Yˆ 2Υ(t)>x, τ
Yˆ
Υ > t
)]
.
To proceed, we will reason about applying Corollary 6 when Υ is the unique invariant measure of
Q∞, i.e. the previously defined measure Υ∞ governing the distribution of Q∞(∞), whose existence
was established in Lemma 29. We note that it is easily seen to follow from the results of [31] and the
definition of Y Υ∞ that {Y Υ∞(t), t≥ 0} is a stationary process. We also note that YˆΥ∞ is equivalent
to a multi-dimensional OU process initialized not with its own stationary measure, but with that
of a different process.
First, we will need to prove that Υ∞ is sufficiently non-degenerate, and defer the proof to the
appendix, noting that a very similar infinite-server lower bound is used in [43] towards different
ends.
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Lemma 33. * Under Assumption 1, there exist C1,C2 ∈ (4 |B|θ ,∞) s.t. C1 <C2; C3,C4 ∈ (−∞,∞)
s.t. C3 <C4; and δ ∈ (0,1), all depending only on p,µ1, µ2,B, θ, s.t.
P
(
Yˆ 1Υ∞(0)∈ [C3,C4], Yˆ 2Υ∞(0)∈ [C1,C2]
)≥ δ.
Let Υ∗ denote the probability measure governing the distribution of
(
Yˆ 1Υ∞(0), Yˆ
2
Υ∞(0)
)
when
conditioned on the event
{
Yˆ 1Υ∞(0) ∈ [C3,C4], Yˆ 2Υ∞(0) ∈ [C1,C2]
}
, for C1,C2,C3,C4 as provided by
Lemma 33. Then by combining Lemma 29 and Theorem 4 with Corollaries 3 - 6 and Lemma 33, we
may relate P
(
W∞(∞)>x) to the probability that the second component of a much simpler multi-
dimensional OU process exceeds x, with the additional requirement that this second component
does not hit 0 over an appropriate time interval.
Lemma 34. Let δ ∈ (0,1) be as in Lemma 33. Then for all x, t≥ 0,
P
(
W∞(∞)>x) ≥ δ×E[I(Yˆ 2Υ∗(t)>x, τ YˆΥ∗ > t
)]
.
Proof: By combining Lemma 29 and Theorem 4 with Corollaries 3 - 6 and Lemma 33, we
conclude that for all x> 0,
P
(
W∞(∞)>x) = P (W∞Υ∞(t)>x)
= E
[
I
(
Y
2
Υ∞(t)>x
)]
≥ E
[
I
(
Y
2
Υ∞(t)>x,Y
1
Υ∞(0)∈ [C3,C4], Y
2
Υ∞(0)∈ [C1,C2]
)]
≥ δE[I(W∞Υ∗(t)>x)]
≥ δE[I(W∞Υ∗(t)>x, τQ∞Υ∗ > t)] = δE
[
I
(
Yˆ 2Υ∗(t)>x, τ
Yˆ
Υ∗ > t
)]
,
completing the proof. Q.E.D.
6.3. Additional bounds and asymptotics for multi-dimensional OU processes.
Before proceeding, it will be helpful to apply arguments similar to those used in the proof of
Lemma 23 to derive a simplified representation for (a process which lower bounds) Yˆ 2Υ∗ . Intuitively,
Lemma 33, especially the fact that C1 >
4|B|
θ
, along with the special structure of the relevant
multi-dimensional OU processes, will allow us to rewrite the relevant stochastic processes in a form
amenable to lower-bounding the hitting times of interest by several relatively simple events occur-
ing simultaneously, e.g. the hitting times to levels involving B,C1,C2,C3,C4 of certain Brownian
motions.
We begin with some additional definitions. Let OU0,a denote an explicit construction of the
unique w.p.1 continuous centered Gassian process s.t. E[OU0,a(s)OU0,a(t)] =
p(1−p)
µ1µ2
(
exp
( −
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µ1µ2(t− s)
)− exp (− µ1µ2(t+ s))
)
, equivalently the appropriate non-stationary OU process ini-
tialized at 0. Similarly, let OU0,b denote an explicit construction of the unique w.p.1 continuous
centered Gassian process s.t. E[OU0,b(s)OU0,b(t)] = θ
−1
(
exp
(−θ(t−s))−exp(−θ(t+s))), again
an appropriate non-stationary OU process initialized at 0. Further suppose that OU0,a and OU0,b
are constructed on the same probability space, and are independent of one-another. Let us define
Π to be the stochastic process s.t. for all t≥ 0,
Π(t) = (µ1−µ2) exp(−θt)
∫ t
0
exp(θy)OU0,a(y)dy+OU0,b(t).
Also, for C1,C2,C3,C4 as in Lemma 33, let us define
BUF(t)
∆
= exp(−θt)C1− (µ1+µ2)
(|C3|+ |C4|)t exp(−θt)− |B|
θ
.
Then the desired representation is as follows, where we defer all proofs to the appendix.
Lemma 35. * One can construct Π and Yˆ 2Υ∗ on a common probability space s.t. w.p.1, for all
t≥ 0,
Yˆ 2Υ∗(t)≥Π(t)+BUF(t).
Note that BUF is strictly positive on some interval containing zero. This will allow us to bound
the probability of certain events of interest by the probability that certain processes which start
at 0 don’t go very negative over a small interval containing zero, and have already raced up to a
large value by the end of said interval.
Next, it will be helpful to prove some structural properties of the covariance of Π, where we
again defer all proofs to the appendix.
Lemma 36. * E
[
Π(s)Π(t)
]≥ 0 for 0≤ s≤ t, and limt→∞E[Π2(t)]= θ+µ1+µ2−1θ(θ+µ1µ2) .
6.4. Proof of lower bound part of main result Theorem 1.
We now proceed as follows to complete the proof of the lower bound of our main result Theorem
1. Lemmas 34 and 35, suggest to fix a time t, and analyze the probability that the explicit process
Π stays above a certain explicit boundary, related to three things: 1. being above x at time t, 2.
requiring that τ YˆΥ∗ > t, and 3. compensating for the shift involving BUF appearing in Lemma 35.
As the asymptotic variance of Π, θ+µ1+µ2−1
θ(θ+µ1µ2)
, matches that appearing in our upper bound, and large
deviations are not affected by any fixed shift, the main hurdle will be to show that requiring τ YˆΥ∗ > t
does not somehow change the large deviations behavior of the process at time t.
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6.4.1. Slepian’s inequality and bounds for a finite-horizon infimum. Fortunately, the
fact that Lemma 36 proves that Π has non-negative covariance will allow us to use the celebrated
Slepian’s inequaliy to this end. Let us now recall this well-known result from the theory of Gaussian
processes, stating a similar variant to that used in [45] (where we note that this variant is typically
referred to as Gordon’s inequality).
Lemma 37 (Slepian’s/Gordon’s inequality [3]). Let {Xi, i = 1, . . . ,m} and {Yi, i =
1, . . . ,m} be two centered m-dimensional Gaussian vectors s.t. E[X2i ] = E[Y 2i ] for all i, and
E[XiXj] ≤ E[YiYj] for all i, j ∈ {1, . . . ,m}. Then for all z ∈ Rm, P
(⋂
i=1,...,m{Yi > zi}
) ≥
P
(⋂
i=1,...,m{Xi > zi}
)
.
In light of the fact that Π has non-negative covariance by Lemma 36, by fixing T ∈ R+ and
considering the centered Gaussian process Π′ s.t. for all 0≤ s≤ t < T , E[Π′(s)Π′(t)] =E[Π(s)Π(t)],
while for all 0 ≤ s < T , E[Π′(s)Π′(T )] = 0, and for which E[Π′2(T )] = E[Π2(T )], i.e. the centered
Gaussian process whose covariance structure on [0, T ] is the same as that of Π but with the process
at time T independent of the process on [0, T ), Lemma 37 is easily seen (after combining the
continuity of Π with a straightforward approximation argument, the details of which we omit) to
imply the following.
Corollary 7. – For all x∈R and T ≥ 0,
E
[
I
(
inf
t∈[0,T ]
(
Π(t)+BUF(t)
)
> 0,Π(T )+BUF(T )>x
)]
is at least
E
[
I
(
inf
t∈[0,T ]
(
Π(t)+BUF(t)
)
> 0
)]×E[I(Π(T )>x−BUF(T ))].
In light of Lemma 35, Corollary 7 essentially accomplishes the goal of allowing us to consider the
large deviations at time T and the probability of remaining positive on [0, T ] separately. We now
focus on analyzing the two terms appearing in Corollary 7. Our general approach to completing
the proof of our main result will be to take a double limit, fixing a large value for the time T
considered and then for each such large value computing the large deviations behavior (i.e. letting
x→∞ for x as in Corollary 7). We note that since E[I( inft∈[0,T ] (Π(t)+BUF(t))> 0
)]
does not
depend on the choice of x (again as in Corollary 7), and we are only interested in the relevant large
deviations behavior, it will suffice to show that for each fixed T this quantity is strictly positive.
Then the desired result is the following lemma, whose proof we defer to the appendix.
Lemma 38. * For all T > 0, E
[
I
(
inft∈[0,T ]
(
Π(t)+BUF(t)
)
> 0
)]
> 0.
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6.4.2. Proof of lower bound part of main result Theorem 1. Finally, we are in a position
to complete the proof of our main result Theorem 1.
Proof of Theorem 1: In light of the already proven upper bound from Lemma 31, it suffices to
prove the corresponding lower bound. By Lemma 34 and Lemma 35, there exists δ ∈ (0,1) s.t. for
all T,x > 0, P
(
W∞(∞)>x) is at least
δ×E
[
I
(
Π(t)+BUF(t)>x, inf
t∈[0,T ]
(
Π(t)+BUF(t)
)
> 0
)]
, (16)
which by Corollary 7 is at least
δ×E[I( inf
t∈[0,T ]
(
Π(t)+BUF(t)
)
> 0
)]×E[I(Π(T )+BUF(T )>x)]. (17)
It follows from Lemma 36 that for all ǫ > 0, there exists Tǫ s.t.
E
[
Π2(Tǫ)
]
> (1− ǫ)θ+µ1+µ2− 1
θ(θ+µ1µ2)
. (18)
Combining (16) - (18), we conclude that for all ǫ > 0, lim infx→∞ x
−2 log
(
P
(
W∞(∞)> x)) is at
least
lim inf
x→∞
x−2 log
(
δ×E[I( inf
t∈[0,Tǫ]
(
Π(t)+BUF(t)
)
> 0
)]
× E[I(Π(Tǫ)+BUF(Tǫ)>x
)])
,
itself equal to
lim inf
x→∞
x−2 log
(
E
[
I
(
Π(Tǫ)+BUF(Tǫ)>x
)])
= lim inf
x→∞
x−2 log
(
P
(
Π(Tǫ)>x
))
,
which by the basic properties of the normal distribution (see [3]) equals −(2E[Π2(Tǫ))−1, which
by (18) is at least − 1
1−ǫ
θ(θ+µ1µ2)
2(θ+µ1+µ2−1)
. Taking the limit ǫ ↓ 0 then completes the proof of the desired
large deviations result. We defer the proof that the proven exponent does not depend only on the
first two moments of S, as well as the fact that − θ(θ+µ1µ2)
2(θ+µ1+µ2−1)
< − µ1µ2θ
2(µ1+µ2−1)
, to the appendix.
Q.E.D.
7. Conclusion.
In this paper, we provided the first precise large-deviations analysis of steady-state multi-server
queues with abandonments in the Halfin-Whitt regime when service times are non-Markovian. In
particular, for the setting in which inter-arrival times are Markovian (with spare capacity parameter
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B); service times are hyper-exponentially distributed with mean 1 and parameters µ1, µ2, p; and
patience times are Markovian with rate θ satisfying 0 < θ <min(µ1, µ2) (i.e. Assumption 1), we
proved that the weak limitW∞ of the associated sequence of normalized steady-state queue lengths
satisfies limx→∞ x
−2 log
(
P
(
W∞(∞)>x))=− θ(θ+µ1µ2)
2(θ+µ1+µ2−1)
. This is the first result providing such
a fine-grained understanding of the behavior of multi-server queues with abandonments in the
Halfin-Whitt regime, when service times are non-Markovian. Furthermore, our results disproved
a conjecture of Dai and He, which had posited a particular value for this exponent which we
ultimately proved to be incorrect. Our results also show that the related conjecture of Dai and
He that this exponent should depend only on the first two moments of the service distribution,
i.e. should exhibit an insensitivity, was similarly incorrect. This negative resolution shows that in
systems with abandonments the large-deviations behavior is considerably more complex than in the
setting without abandonments, as the conjectures of Dai an He were in analogy with known results
for queues without abandonments, where the true answer is much simpler and indeed insensitive
beyond the first two moments. Our results were also able to provide additional insight into the
numerical methods of Dai and He which had inspired their conjecture, as well as how the probability
of seeing a large queue length changes as e.g. the abandonment rate goes to 0, or the larger of
the two service rates goes to ∞. Perhaps most importantly, our results shed light on a connection
between multi-server queues with abandonments in the Halfin-Whitt regime and certain tractable
diffusion processes called multi-dimensional Ornstein-Uhlenbeck processes, which can be viewed as
relaxations of the dynamics of the true complex limiting processes. Along the way we also proved
several results which may be of independent interest, including a stochastic comparison result for
general M/H2/n+M queues (assuming θ < min(µ1, µ2)) which bounds the true system by one
with simpler dynamics, in analogy to the stochastic comparison results of [41]. We note that such
a comparison may prove useful e.g. in the simulation of multi-server queues with abandonments, in
analogy to the utility that the results of [41] had for devising simulation algorithms for multi-server
queues without abandonments [16].
Our work leaves several interesting directions for future research. The most natural two are: 1.
extending our results to M/PH/n+M queues in the Halfin-Whitt regime under a hazard-rate
assumption analogous to our Assumption 1, and 2. extending our results beyond the confines of
Assumption 1. Although for space considerations we do not here detail precisely how one might
acheive 1., i.e. extending our results to the case of phase-type services, we note that for many
steps of our approach it is at least clear what one would like to prove (for phase-type services in
analogy with our analysis for H2 services), and (roughly) how one might go about it. As far as 2.,
a natural first approach would be to attempt to prove stochastic-comparison results directly for
the diffusion limit. Indeed, a careful examination of the relevant diffusion limit Y reveals certain
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(anti-)monotonicities between various terms and their drifts, around which one may be able to
build an appropriate coupling. We note that in the limit certain state-space collapse results have
already kicked in [29], which may make constructing such couplings an easier task. Generalizing
our pre-limit stochastic-comparison upper bound would seem to be a potentially harder task.
Indeed, it is far less clear whether such a result even holds in the pre-limit beyond the confines of
Assumption 1. It would also be interesting to develop a deeper understanding of our pre-limit upper
bound, whose distribution is framed as the solution to an appropriate Skorokhod problem, and
which we only analyze in-depth in the limit. We note that for more general service distributions,
the analogy of Assumption 1 would be to require that the supremum of the hazard rate of the
abandonment distribution is at most the infimum of the hazard rate of the service distribution.
On that note, we also believe that our approach should generalize to different inter-arrival and
abandonment distributions, and perhaps even to multi-class systems supposing that a state-space-
collapse analogous to that which holds in the single-class setting also occurs in the multi-class
setting.
Another interesting set of questions surround the connections between the true limit processes
and the more tractable multi-dimensional OU processes brought to light by our work. How general
is this phenomena, i.e. that taking a complex and non-linear system of SDE and applying an
appropriate “relaxation” (linearization in our case) yields a simpler process which provably shares
many of the properties of the true process? This may relate to questions surrounding precisely
how different types of reflections change the qualitative properties of a stochastic process. Further
understanding when the large-deviations exponent of the true process and its relaxation agree
might also yield additional insights along these lines, where we note that the framework of [61]
may be especially relevant. It would also be of interest to investigate connections between our own
approach and the Lyapunov-function approaches of previous related work. We further note that
different “relaxations” may be appropriate for answering different questions, e.g. perhaps the large
deviations for the number of idle servers would be amenable to an analysis in which the linear drift
appearing in the multi-dimensional OU relaxation corresponded to the drift when some servers are
idle.
Taking a broader view, such a relaxation technique can be placed in the same philosophical
bucket as stochastic comparison, as in both cases one is taking a complex system, making structural
modifications to its dynamics to yield a simpler system, and then provably relating the two. It
is natural to ask what are the fundamental limits of such an approach. By considering more
sophisticated comparisons and relaxations, can we bridge the gap between the high-complexity
of the true limit processes and the error of any particular bound? Is there a principled way to
develop heirarchies of such relaxations, yielding tighter-and-tighter bounds at the cost of greater
complexity, and formalizing this error-complexity trade-off?
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8. Appendix.
8.1. Proof of Lemma 5.
Proof of Lemma 5: In light of Lemma 4 and the basic properties of CTMC, it suffices to prove
that for any fixed state
(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
, ν0
′
)
, again referred to generically using “·”, s.t.:
1. (S0′ ,W0′ , ν0′) is 0-good, 2. (S0
′
,W0
′
, ν0
′)
is 0-good, and 3. (S0
′
,W0
′
, ν0
′)≥ (S0′ ,W0′ , ν0′), the
following are true. Let TRIP denote the set of all possible triplets (S,W, ν) which can appear as
the state of any queue under our construction. First, for all triplets
(S0′′ ,W0′′ , ν0′′),
∑
(
S
0′′
,W
0′′
,ν0
′′
)
∈TRIP
q′
(
·,
(
S0′′ ,W0′′ , ν0′′ ,S0
′′
,W0
′′
, ν0
′′
))
= q0
((S0′ ,W0′ , ν0′), (S0′′ ,W0′′ , ν0′′)).
(19)
Second, for all
(S0′′ ,W0′′ , ν0′′),
∑
(
S0
′′
,W0
′′
,ν0
′′
)
∈TRIP
q′
(
·,
(
S0′′ ,W0′′ , ν0′′ ,S0
′′
,W0
′′
, ν0
′′
))
= q0
((S0′ ,W0′ , ν0′), (S0′′ ,W0′′ , ν0′′)).
(20)
We begin by proving (19). We proceed by verifying that (19) holds for each possible transition
in q0, where sometimes we verify (19) by treating several cases based on the characteristics of
the current state. For clarity of exposition, we always keep track of both which transition of q0
is being addressed, as well as which transitions in q′ (when summed) yield the appropriate rate
within each case.
• (i): If |S0′ | ≤ n− 1, for z ∈ {1,2}:
λpz = q
0
((S0′ ,W0′ , ν0′), (S0′⋃(ν0′ +1, z),W0′ , ν0′ +1))
= q′
(
·,
(
S0′
⋃
(ν0
′
+1, z),W0′ , ν0′ +1,S0
′
,W0
′⋃
(ν0
′
+1, z), ν0
′
+1
)
(1).
• (ii): If |S0′ |= n, for z ∈ {1,2}:
λpz = q
0
((S0′ ,W0′ , ν0′), (S0′ ,W0′⋃(ν0′ +1, z), ν0′ +1))
= q′
(
·,
(
S0′ ,W0′
⋃
(ν0
′
+1, z), ν0
′
+1,S0
′
,W0
′⋃
(ν0
′
+1, z), ν0
′
+1
)
(2).
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• (iiia):
If W0′ = ∅ and W0
′
= ∅, for i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1 and N(S0′ , i, z)=1:
µz = q
0
((S0′ ,W0′ , ν0′), (S0′ \ (i, z),W0′ , ν0′))
=
2∑
z2=1
q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ , (S0′ \ (i, z))⋃(0, z2),W0′ , ν0′
))
(3b).
If W0′ = ∅ and W0
′
6= ∅, for i≥ 1 , z ∈ {1,2} s.t. N(S0′ , i, z)= 1 and N(S0′ , i, z)= 1:
µz = q
0
((S0′ ,W0′ , ν0′), (S0′ \ (i, z),W0′ , ν0′))
= q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(4c).
If W0′ = ∅ and W0
′
6= ∅, for i≥ 1, z ∈ {1,2} s.t. N(S0′ , i, z)= 1 and N(W0′ , i, z)= 1:
µz = q
0
((S0′ ,W0′ , ν0′), (S0′ \ (i, z),W0′ , ν0′))
= q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
(4(d)i)
+ q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ ,S0
′
,W0
′
, ν0
′
))
(4(d)ii).
• (iva):
If W0′ 6= ∅ and W0
′
6= ∅, for i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1 and N(S0′ , i, z)=1:
µz = q
0
((S0′ ,W0′ , ν0′), ((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′)
)
= q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(5c).
If W0′ 6= ∅ and W0
′
6= ∅, for i≥ 1 and z ∈ {1,2} s.t. N(S0′ , i, z)= 1 and N(W0′ , i, z)= 1:
µz = q
0
((S0′ ,W0′ , ν0′), ((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′)
)
= q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ ,S0′ ,W0′ \ (i, z), ν0′
))
(5(d)i)
+ q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ ,S0′ ,W0′ , ν0′
))
(5(d)ii).
D. Mukherjee, Y. Li, and D.A. Goldberg: Large deviations for the M/H2/n+M queue in the Halfin-Whitt regime
56
• (ivb):
If W0′ 6= ∅ and W0
′
6= ∅, for i≥ 1 and z ∈ {1,2} s.t. N(W0′ , i, z)=1 and N(W0′ , i, z)=1:
θ = q0
((S0′ ,W0′ , ν0′), (S0′ ,W0′ \ (i, z), ν0′))
= q′
(
·,
(
S0′ ,W0′ \ (i, z), ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
(5e).
Combining with the fact that under those transitions in q′ not noted above, i.e.
(3a),(3c),(4a),(4b),(4e),(5a),(5b),(5f), it holds that
(S0′′ ,W0′′ , ν0′′) = (S0′ ,W0′ , ν0′) (i.e. these
are self-loops w.r.t. the first 3 components), and combining with the fact that (S0
′
,W0
′
, ν0
′) ≥
(S0′ ,W0′ , ν0′), combined with (1) and (2), precludes certain configurations, completes the proof of
(19).
We now provide a similar analysis for q0, proving (20).
• (i):
If |S0′ | ≤ n− 1, for z ∈ {1,2}:
λpz = q
0
((S0′ ,W0′ , ν0′), (S0′ ,W0′⋃(ν0′ +1, z), ν0′ +1))
= q′
(
·,
(
S0′
⋃
(ν0
′
+1, z),W0′ , ν0′ +1,S0
′
,W0
′⋃
(ν0
′
+1, z), ν0
′
+1
)
(1).
If |S0′ |= n, for z ∈ {1,2}:
λpz = q
0
((S0′ ,W0′ , ν0′), (S0′ ,W0′⋃(ν0′ +1, z), ν0′ +1))
= q′
(
·,
(
S0′ ,W0′
⋃
(ν0
′
+1, z), ν0
′
+1,S0
′
,W0
′⋃
(ν0
′
+1, z), ν0
′
+1
)
(2).
• (iia):
If W0
′
= ∅ and W0′ = ∅, for i≥ 1 and z1, z2 ∈ {1,2} s.t. N
(S0′ , i, z1)= 1, N(S0′ , i, z1)+
N
(W0′ , i, z1)= 0:
µz1pz2 = q
0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (i, z1))⋃(0, z2),W0′ , ν0′
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (i, z1))⋃(0, z2),W0′ , ν0′
))
(3a).
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If W0
′
= ∅ and W0′ = ∅, for i≥ 1 and z1, z2 ∈ {1,2} s.t. N
(S0′ , i, z1)= 1, N(S0′ , i, z1)= 1:
µz1pz2 = q
0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (i, z1))⋃(0, z2),W0′ , ν0′
))
= q′
(
·,
(
S0′ \ (i, z1),W0′ , ν0′ ,
(S0′ \ (i, z1))⋃(0, z2),W0′ , ν0′
))
(3b).
• (iib):
If W0
′
= ∅ and W0′ = ∅, for z1, z2 ∈ {1,2} s.t. z1 6= z2:
N
(S0′ ,0, z1)µz1pz2 = q0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (0, z1))⋃(0, z2),W0′ , ν0′
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (0, z1))⋃(0, z2),W0′ , ν0′
))
(3c).
• (iiia):
If W0
′
6= ∅ and W0′ = ∅, for i≥ 1, z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(S0′ , i, z)+N(W0′ , i, z)= 0:
µz = q
0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(4a).
If W0
′
6= ∅ and W0′ = ∅, for i≥ 1, z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(S0′ , i, z)=1:
µz = q
0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(4c).
If W0
′
6= ∅ and W0′ 6= ∅, for i≥ 1, z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(S0′ , i, z)+N(W0′ , i, z)=0 :
µz = q
0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(5a).
If W0
′
6= ∅ and W0′ 6= ∅, for i≥ 1, z ∈ {1,2} s.t. N(S0′ , i, z)= 1,N(S0′ , i, z)=1:
µz = q
0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
= q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ , (S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(5c).
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• (iiib):
If W0
′
6= ∅ andW0′ = ∅, for i≥ 1, z ∈ {1,2} s.t. N(W0′ , i, z)=1,N(S0′ , i, z)+N(W0′ , i, z)= 0:
θ = q0
((
S0
′
,W0
′
, ν0
′
)
,
(
S0
′
,W0
′
\ (i, z), ν0′
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
(4b).
If W0
′
6= ∅ and W0′ = ∅, for i≥ 1, z ∈ {1,2} s.t. N(W0′ , i, z)=1,N(S0′ , i, z)= 1:
θ = q0
((
S0
′
,W0
′
, ν0
′
)
,
(
S0
′
,W0
′
\ (i, z), ν0′
))
= q′
(
·,
(
S0′ \ (i, z),W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
(4(d)i).
If W0
′
6= ∅ andW0′ 6= ∅, for i≥ 1, z ∈ {1,2} s.t. N(W0′ , i, z)=1,N(S0′ , i, z)+N(W0′ , i, z)= 0:
θ = q0
((
S0
′
,W0
′
, ν0
′
)
,
(
S0
′
,W0
′
\ (i, z), ν0′
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
(5b).
If W0
′
6= ∅ and W0′ 6= ∅, for i≥ 1, z ∈ {1,2} s.t. N(W0′ , i, z)=1,N(S0′ , i, z)= 1:
θ = q0
((
S0
′
,W0
′
, ν0
′
)
,
(
S0
′
,W0
′
\ (i, z), ν0′
))
= q′
(
·,
((S0′ \ (i, z))⋃W0′1 ,W0′ \W0′1 , ν0′ ,S0′ ,W0′ \ (i, z), ν0′
))
(5(d)i).
If W0
′
6= ∅ and W0′ 6= ∅, for i≥ 1, z ∈ {1,2} s.t. N(W0′ , i, z)=1,N(W0′ , i, z)= 1:
θ = q0
((
S0
′
,W0
′
, ν0
′
)
,
(
S0
′
,W0
′
\ (i, z), ν0′
))
= q′
(
·,
(
S0′ ,W0′ \ (i, z), ν0′ ,S0
′
,W0
′
\ (i, z), ν0′
))
(5e).
• (iiic):
If W0
′
6= ∅ and W0′ = ∅, for z ∈ {1,2}:
N
(S0′ ,0, z)µz = q0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (0, z))⋃W0′1 ,W0′ \W0′1 , ν
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (0, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(4e).
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If W0
′
6= ∅ and W0′ 6= ∅, for z ∈ {1,2}:
N
(S0′ ,0, z)µz = q0
((
S0
′
,W0
′
, ν0
′
)
,
((S0′ \ (0, z))⋃W0′1 ,W0′ \W0′1 , ν
))
= q′
(
·,
(
S0′ ,W0′ , ν0′ , (S0′ \ (0, z))⋃W0′1 ,W0′ \W0′1 , ν0′
))
(5f).
Combining with the fact that under those transitions in q′ not noted above, i.e. (4(d)ii),(5(d)ii),
it holds that
(S0′′ ,W0′′ , ν0′′) = (S0′ ,W0′ , ν0′) (i.e. these are self-loops w.r.t. the latter 3 compo-
nents), and combining with the fact that (S0
′
,W0
′
, ν0
′) ≥ (S0′ ,W0′ , ν0′), combined with (1) and
(2), precludes certain configurations, completes the proof of (20). Combining the above completes
the proof. Q.E.D.
8.2. Proof of Lemma 15.
Proof of Lemma 15: Let Q˜n =
(
˜RES
n
1 ,
˜RES
n
2 , W˜
n, ˜ARR
n
, ˜REN
n
, ˜ABA
n
, ˜DMY
n)
denote the
CTMC Q˜ for the given n, when λ= λn = n+Bn
1
2 , and Q˜n(0) =
(
N
n
1 (0),N
n
2 (0),W
n
(0),0,0,0,0
)
.
It follows from a proof essentially identical to that of Lemma 8, the details of which we omit, that
one may construct Q˜n and CLOCK on a common probability space s.t. w.p.1, for all t≥ 0,
• ˜ABAn(t) =CLOCK(θ ∫ t
0
W˜ n(s)ds
)
;
• W˜ n(t) = ˜ARRn(t)− ˜RENn(t)− ˜ABAn(t)+ ˜DMYn(t);
• ∫ t
0
I
(
W˜ n(s)> 0
)
d ˜DMY
n
(s) = 0.
On the same probability space, let ˜ERR
n
denote the stochastic process s.t. for all t≥ 0,
˜ERR
n
(t) = n−
1
2
(
CLOCK
(
θ
∫ t
0
W˜ n(s)ds
)− θ∫ t
0
W˜ n(s)ds
)
.
By Lemma 9, it suffices to prove the desired weak convergence for
{
˜ERR
n
, n≥ 1}. Note that
∣∣ ˜ERRn(y)∣∣ = n− 12 ∣∣∣∣θ
∫ y
0
W˜ n(s)ds−CLOCK(θ∫ y
0
W˜ n(s)ds
)∣∣∣∣
≤ n− 12 sup
0≤x≤
∫ y
0 W˜
n(s)ds
|θx−CLOCK(θx)|
≤ n− 12 sup
0≤x≤y×sup0≤s≤y W˜
n(s)
|θx−CLOCK(θx)|. (21)
For each fixed y > 0, Let T (y,n)
∆
= sup{s ∈ [0, y] : W˜ n(s) = 0}. Recall that for a stochastic process
Z, Z(t−) denotes the appropriate left limit (when it exists). Note that the definition of T (y,n)
and the defining properties of ˜DMY
n
imply that ˜DMY
n(
T (y,n)−
)
= ˜DMY
n
(y). Also, it follows
from the monotonicity of ˜ABA
n
that ˜ABA
n(
T (y,n)−
)≤ ˜ABAn(y). Combining with Lemma 12,
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we conclude that we may construct all relevant processes on a common probability space s.t. w.p.1,
for all y≥ 0,
W˜ n(y) = W˜ n
(
T (y,n)−
)
+
(
W˜ n
(
y
)− W˜ n(T (y,n)−))
=
(
˜ARR
n
(y)− ˜RENn(y)− ˜ABAn(y)+ ˜DMYn(y)
)
−
(
˜ARR
n(
T (y,n)−
)− ˜RENn(T (y,n)−)− ˜ABAn(T (y,n)−)+ ˜DMYn(T (y,n)−))
=
(
˜ARR
n
(y)− ˜RENn(y)− ˜ABAn(y)
)
−
(
˜ARR
n(
T (y,n)−
)− ˜RENn(T (y,n)−)− ˜ABAn(T (y,n)−))
≤
(
˜ARR
n
(y)− ˜RENn(y)
)
−
(
˜ARR
n(
T (y,n)−
)− ˜RENn(T (y,n)−))
≤ sup
0≤s≤y
((
˜ARR
n
(y)− ˜RENn(y))− ( ˜ARRn(s)− ˜RENn(s))
)
,
implying that for 0≤ y ≤ t, sup0≤s≤y W˜ n(s) is at most
sup
0≤r≤s≤y
((
˜ARR
n
(s)− ˜RENn(s))− ( ˜ARRn(r)− ˜RENn(r))
)
≤ 2 sup
0≤s≤t
∣∣ ˜ARRn(s)− ˜RENn(s)∣∣.
Combining the above, we conclude that for all t≥ 0 and y ∈ [0, t],
∣∣ ˜ERRn(y)∣∣≤ n− 12 sup
0≤x≤2t×sup0≤s≤t
∣∣ ˜ARRn(s)− ˜RENn(s)∣∣ |θx−CLOCK(θx)|,
and hence
sup
0≤y≤t
∣∣ ˜ERRn(y)∣∣≤ n− 12 sup
0≤x≤2t×sup0≤s≤t
∣∣ ˜ARRn(s)− ˜RENn(s)∣∣ |θx−CLOCK(θx)|.
It then follows from a union bound that for all T ≥ 0, P ( sup0≤y≤T ∣∣ ˜ERRn(y)∣∣>n− 15 ) is at most
P
(
2T sup
0≤s≤T
∣∣ ˜ARRn(s)− ˜RENn(s)∣∣≥ n 1120)
+ P
(
n−
1
2 sup
0≤x≤n
11
20
|θx−CLOCK(θx)| ≥ n− 15
)
= P
(
2T sup
0≤s≤T
∣∣n− 12 ( ˜ARRn(s)− ˜RENn(s))∣∣≥ n 120) (22)
+ P
(
sup
0≤x≤n
11
20
|θx−CLOCK(θx)| ≥ n 310
)
. (23)
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It follows from Lemma 14, the continuity of the supremum and absolute value maps, and the
continuous mapping theorem that for all T ≥ 0,
lim
n→∞
P
(
2T sup
0≤s≤T
∣∣n− 12 ( ˜ARRn(s)− ˜RENn(s))∣∣≥ n 120)= 0. (24)
It follows from the well-known Doob’s L2 inequality for continuous time martingales, see e.g. [22],
that (23) is at most 4θn
11
20
(
n
3
10
)−2
= 4θn−
1
20 , and hence
lim
n→∞
P
(
sup
0≤x≤n
11
20
|θx−CLOCK(θx)| ≥ n 310
)
= 0. (25)
Combining the above, we conclude that for all T ≥ 0, limn→∞P
(
sup0≤y≤T
∣∣ ˜ERRn(y)∣∣>n− 15 )= 0.
The desired result then follows from the basic properties and definitions associated with weak
convergence. Q.E.D.
8.3. Proof of Lemma 17.
Proof of Lemma 17: LetM(t) denote the renewal function associated with renewal distribution
S evaluated at t, i.e. the expected number of renewals up to time t in the corresponding ordinary
renewal process. It follows from a straightforward computation, the details of which we omit and
which can be found in e.g. [72], that
M(t) = t+ p(1− p)(µ1−µ2)2(µ1µ2)−2
(
1− exp(−µ1µ2t)
)
. (26)
Recall that for a generic r.v X, V ar[X] denotes the variance of X. It then follows from (26),
the well-known representation for the variance of an equilibrium renewal process in terms of the
renewal function (see e.g. [115] Theorem 7.2.4), and a straightforward calculation, that
V ar[REN∞(t)] = 2
∫ t
0
(
M(s)− s+ 1
2
)
ds
= 2p(1− p)(µ1−µ2)2(µ1µ2)−2
∫ t
0
(
1− exp(−µ1µ2s)
)
ds+ t
=
(
2p(1− p)(µ1−µ2)2(µ1µ2)−2+1
)
t− 2p(1− p)(µ1−µ2)2(µ1µ2)−3
(
1− exp(−µ1µ2t)
)
=
(
2p(1− p)(µ1−µ2)2(µ1µ2)−2+1
)
t− 2p(1− p)(µ1−µ2)2(µ1µ2)−3
+2p(1− p)(µ1−µ2)2(µ1µ2)−3 exp(−µ1µ2t).
Furthermore, as REN∞ has stationary increments (see e.g. [41]), E[
(
REN∞(t − s))2] =
E[
(
REN∞(s)
)2
] + E[
(
REN∞(t)
)2
]− 2E[REN∞(s)REN∞(t)] for 0 ≤ s≤ t. We conclude from our
calculation of V ar[REN∞(t)], after a straightforward calculation the details of which we omit, that
for all 0≤ s≤ t, E[REN∞(s)REN∞(t)] equals
(
2p(1− p)(µ1−µ2)2(µ1µ2)−2+1
)
s− p(1− p)(µ1−µ2)2(µ1µ2)−3
+ p(1− p)(µ1−µ2)2(µ1µ2)−3
(
exp
(−µ1µ2s)+exp(−µ1µ2t)− exp(−µ1µ2(t− s))
)
.
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Combining the above with Lemma 16, definitions, a straightforward calculation the details of which
we omit, and the fact that continuous Gaussian processes are uniquely determined by their mean
and covariance functions completes the proof. Q.E.D.
8.4. Proof of Lemma 21.
Proof of Lemma 21: We begin by proving that for all n≥ 0, Jn =
[
(µ1µ2)
n 0
µ1−µ2
µ1µ2−θ
(
(µ1µ2)
n− θn) θn
]
,
and proceed by induction. The base case n= 0 is trivial, yielding the identity matrix. Thus, suppose
the induction holds for all n≤N for some N ≥ 0. Then
JN+1 = JN •J
=
[
(µ1µ2)
N 0
µ1−µ2
µ1µ2−θ
(
(µ1µ2)
N − θN) θN
]
•
[
µ1µ2 0
µ1−µ2 θ
]
=
[
(µ1µ2)
N+1 0
µ1−µ2
µ1µ2−θ
(
(µ1µ2)
N − θN)(µ1µ2)+ θN(µ1−µ2) θN+1
]
=
[
(µ1µ2)
N+1 0
µ1−µ2
µ1µ2−θ
(
(µ1µ2)
N+1− θN+1) θN+1
]
,
completing the proof. The desired lemma then follows from the definition of the matrix exponential
and a straightforward calculation, the details of which we omit. Q.E.D.
8.5. Proof of Lemma 23.
Proof of Lemma 23: First, note that by a simple reindexing,∫ t
s
exp
(− θ(t− y))OU(y)dy= exp (− θ(t− s))∫ t−s
0
exp(θy)OU+,s(y)dy. (27)
Applying the celebrated Ito’s lemma (see [62]), we conclude that
exp
(
θ(t− s))OU+,s(t− s)−OU+,s(0) =
∫ t−s
0
θ exp(θy)OU+,s(y)dy+
∫ t−s
0
exp(θy)dOU+,s(y).
(28)
Combining with (7) and standard techniques from stochastic calculus, we conclude that∫ t−s
0
exp(θy)OU+,s(y)dy equals
θ−1
(
exp
(
θ(t− s))OU+,s(t− s)−OU+,s(0)−
∫ t−s
0
exp(θy)
(
−µ1µ2OU+,s(y)dy+ dB3s(y)
))
,
from which it follows that
∫ t−s
0
exp(θy)OU+,s(y)dy equals
(θ−µ1µ2)−1
(
exp
(
θ(t− s))OU+,s(t− s)−OU+,s(0)−
∫ t−s
0
exp(θy)dB3s(y)
)
. (29)
Combining with (9), we conclude that
∫ t−s
0
exp(θy)OU+,s(y)dy equals
(θ−µ1µ2)−1 exp
(
θ(t− s))( exp(−µ1µ2(t− s))OU+,s(0)+
∫ t−s
0
exp
(−µ1µ2(t− s− y))dB3s(y)
)
−(θ−µ1µ2)−1OU+,s(0)− (θ−µ1µ2)−1
∫ t−s
0
exp(θy)dB3s(y).
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Combining with (27), we find that∫ t
s
exp
(− θ(t− y))OU(y)dy= ∫ t−s
0
exp
(− θ(t− s− y))OU+,s(y)dy,
itself equal to
(θ−µ1µ2)−1
(
exp
(−µ1µ2(t− s))OU+,s(0)+
∫ t−s
0
exp
(−µ1µ2(t− s− y))dB3s(y)
)
−(θ−µ1µ2)−1 exp
(− θ(t− s))OU+,s(0)− (θ−µ1µ2)−1
∫ t−s
0
exp
(− θ(t− s− y))dB3s(y),
= (θ−µ1µ2)−1
(
exp
(−µ1µ2(t− s))− exp(− θ(t− s))
)
OU+,s(0)
+(θ−µ1µ2)−1
∫ t−s
0
(
exp
(−µ1µ2(t− s− y))− exp(− θ(t− s− y))
)
dB3s(y).
Combining with (10) and another simple reindexing completes the proof. Q.E.D.
8.6. Proof of Lemma 26.
Proof of Lemma 26: From definitions and independence, E
[(G(t)−G(s))2] equals
(µ1−µ2)2E
[(∫ t
s
exp
(− θy)OU(y)dy)2] (30)
+ 2E
[(∫ t
s
exp(−θy)dB1(y))2]. (31)
Furthermore,
E
[(∫ t
s
exp
(− θy)OU(y)dy)2] = E[∫ t
s
exp
(− θy1)OU(y1)dy1×
∫ t
s
exp
(− θy2)OU(y2)dy2]
= E
[∫ t
s
∫ t
s
exp
(− θ(y1+ y2))OU(y1)OU(y2)dy1dy2].
It is easily verified from the basic properties of the OU-process, see e.g [33], that one may apply
Fubini’s theorem to the above expectation, and conclude (after a simple reindexing) that (30)
equals
2(µ1−µ2)2
∫ t
s
∫ y2
s
exp
(− θ(y1+ y2))E[OU(y1)OU(y2)]dy1dy2,
itself equal to (after substituting in the known covariance of OU)
2p(1− p)(µ1−µ2)2(µ1µ2)−1
∫ t
s
∫ y2
s
exp
(− θ(y1+ y2)) exp (−µ1µ2(y2− y1))dy1dy2
=
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)
∫ t
s
exp
(− (µ1µ2+ θ)y2)
(
exp
(
(µ1µ2− θ)y2
)− exp((µ1µ2− θ)s)
)
dy2
=
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)
∫ t
s
exp(−2θy2)dy2
− 2p(1− p)(µ1−µ2)
2
µ1µ2(µ1µ2− θ) exp
(
(µ1µ2− θ)s
)∫ t
s
exp
(− (µ1µ2+ θ)y2)dy2
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=
2p(1− p)(µ1−µ2)2
2θµ1µ2(µ1µ2− θ) exp(−2θs)−
2p(1− p)(µ1−µ2)2
2θµ1µ2(µ1µ2− θ) exp(−2θt)
− 2p(1− p)(µ1−µ2)
2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp(−2θs)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)t).
Combining with some straightforward algebra, we conclude that (30) equals
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
exp(−2θs)− p(1− p)(µ1−µ2)
2
θµ1µ2(µ1µ2− θ) exp(−2θt) (32)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)t).
We next analyze (31). By a straightforward application of the Ito isometry, see e.g. [62], (31) equals
2
∫ t
s
exp(−2θy)dy = θ−1( exp(−2θs)− exp(−2θt)). Combining with some straightforward algebra
completes the proof. Q.E.D.
8.7. Proof of Corollary 2.
Proof of Corollary 2: It follows from Lemma 26 that
∂tE
[(G(t)−G(s))2] = (2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ) + 2
)
exp(−2θt)
− 2p(1− p)(µ1−µ2)
2
µ1µ2(µ1µ2− θ) exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)t)
≥
(
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ) + 2
)
exp(−2θt)
− 2p(1− p)(µ1−µ2)
2
µ1µ2(µ1µ2− θ) exp
(
(µ1µ2− θ)t
)
exp
(− (µ1µ2+ θ)t)
=
((
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ) + 2
)
− 2p(1− p)(µ1−µ2)
2
µ1µ2(µ1µ2− θ)
)
exp(−2θt)
= 2exp(−2θt) > 0.
Similarly,
∂sE
[(G(t)−G(s))2] = −2θ(p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
exp(−2θs)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2+ θ)
exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)t)
≤ −2θ
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
exp(−2θs)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2+ θ)
exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)s)
=
(
− 2θ
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2+ θ)
)
exp(−2θs)
= −2 exp(−2θs) < 0.
Combining the above completes the proof. Q.E.D.
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8.8. Proof of Lemma 27.
Proof of Lemma 27: In light of the monotonicities established in Corollary 2, the first two parts
of the lemma would follow if we could prove that limt→∞E
[G2(t)]= θ+µ1+µ2−1
θ(θ+µ1µ2)
. A straightforward
asymptotic analysis of Lemma 26 demonstrates that
lim
t→∞
E
[G2(t)]= p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1.
But note that since E[S] = 1 implies that p
µ1
+ 1−p
µ2
= 1, and thus
p=
µ1(µ2− 1)
µ2−µ1 and 1− p=
µ2(1−µ1)
µ2−µ1 , (33)
it follows that
lim
t→∞
E
[G2(t)] = µ1(µ2− 1)µ2(1−µ1)
θµ1µ2(µ1µ2+ θ)
+ θ−1
=
(µ2− 1)(1−µ1)
θ(µ1µ2+ θ)
+
1
θ
=
θ+µ1+µ2− 1
θ(θ+µ1µ2)
,
completing the proof. For the final part of the lemma, i.e. the explicit bound on dG(s, t), note that
by Lemma 26, for 0≤ s≤ t, E[(G(t)−G(s))2] equals
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
exp(−2θs)−
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2− θ) + θ
−1
)
exp(−2θs) exp(− 2θ(t− s))
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)s) exp(− (µ1µ2+ θ)(t− s))
=
((
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
−
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2− θ) + θ
−1
)
exp
(− 2θ(t− s))
)
exp(−2θs)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp
(
(µ1µ2− θ)s
)
exp
(− (µ1µ2+ θ)s) exp(− (µ1µ2+ θ)(t− s))
=
((
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
−
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2− θ) + θ
−1
)
exp
(− 2θ(t− s))
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ) exp
(− (µ1µ2+ θ)(t− s))
)
exp(−2θs).
Noting that
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2+ θ)
+ θ−1
)
−
(
p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2− θ) + θ
−1
)
+
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ)
=
2p(1− p)(µ1−µ2)2
µ1µ2
(
1
2θ(µ1µ2+ θ)
− 1
2θ(µ1µ2− θ) +
1
(µ1µ2− θ)(µ1µ2+ θ)
)
=
2p(1− p)(µ1−µ2)2
µ1µ2
(µ2µ2− θ)− (µ2µ2+ θ)+ 2θ
2θ(µ1µ2− θ)(µ1µ2+ θ) = 0,
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we conclude that E
[(G(t)−G(s))2] equals((
1− exp(− 2θ(t− s)))(p(1− p)(µ1−µ2)2
θµ1µ2(µ1µ2− θ) + θ
−1
)
−
(
1− exp(− (µ1µ2+ θ)(t− s))
)
2p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)(µ1µ2+ θ)
)
exp(−2θs),
itself at most
8
(
p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)θ + θ
−1
)
max
(
1− exp(− 2θ(t− s)),1− exp(− (µ1µ2+ θ)(t− s))
)
exp(−2θs).
Recalling that as our assumptions imply that µ1µ2 > θ, it follows that 2θ < µ1µ2+ θ, and hence
E
[(G(t)−G(s))2]≤ 8(p(1− p)(µ1−µ2)2
µ1µ2(µ1µ2− θ)θ + θ
−1
)(
1− exp(− (µ1µ2+ θ)(t− s))
)
exp(−2θs).
Combining with definitions completes the proof. Q.E.D.
8.9. Proof of Lemma 33.
Proof of Lemma 33: Using the results of [31, 24], it is easily verified that to prove the lemma, it
suffices to demonstrate that for all x> 0, P
(
W∞(∞)>x)> 0. To establish this fact, we will appeal
to a straightforward infinite-server lower bound. Indeed, for n ≥ 1, let Q¨n denote the M/G/∞
queue in which arrivals come as a Poisson process with rate λn, services are distributed as S,
and the system is initially empty; and {W¨ n(t), t≥ 0} the corresponding total number of jobs in
system, with W¨ n(∞) a r.v. with the corresponding steady-state distribution (simply a Poisson
r.v). Let Q˙n denote the M/G/n+M queue in which arrivals come as a Poisson process with rate
λn, services are distributed as S, the abandonment rate is θ, and the system is initially empty;
with {W˙ n(t), t≥ 0} the corresponding total number of jobs in system, and W˙ n(∞) a r.v. with the
corresponding steady-state distribution (see e.g. [24] for a discussion of ergodicity for M/G/n+M
queues). Recall that in an M/G/n+M queue, the virtual waiting time of an arriving job J is
the time that job would have to wait in system until it began service, if that job was infinitely
patient, and is a measurable function of the inter-arrival, service, and patience times of those jobs
which arrived to the system prior to J , as well as the inter-arrival time of job J . Our arguments
will rely implicitly on the well-known virtual-waiting-time representation for the time-in-system of
an arriving job to a M/G/n+M queue, and we refer the intereseted reader to e.g. [106, 111] for
further details. We now provide an explicit coupling / construction for Q¨n and Q˙n, demonstrating
that one may construct both queueing systems on a common probability space s.t. both systems
see the same arrival stream, with common arrivals having the same type, in such a way that w.p.1
every job J departs later (i.e. no sooner) from Q˙n than from Q¨n. Intuitively, this follows from the
simple fact that (supposing the arrival processess are coupled in the two systems), the infinitesimal
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rate at which a type-z job J leaves the system (either due to abandonment or service completion)
in Q˙n is either θ or µz, while in Q¨
n this rate always equals µz, in which case the desired dominance
follows from Assumption 1.
More formally, let P1,λ be a rate-(pλn) Poisson process, and P2,λ be a rate-
(
(1− p)λn) Poisson
process. For z ∈ {1,2} and k ≥ 1, let Pz,k be a rate µz Poisson process. For z ∈ {1,2} and k ≥ 1,
let Bz,k be a geometrically distributed r.v., with support on the strictly positive integers, s.t.
P (Bz,k = 1)=
θ
µz
; Ez,k be an exponentially distributed r.v. with rate θ; and Sz,k be an exponentially
distributed r.v. with rate µz. Suppose that all these processes and r.v are constructed together
on a common probability space s.t. they are mutually independent. We proceed to generate the
inter-arrival, service, and patience times for the arrivals to both systems as follows. For z ∈ {1,2},
both queueing systems witness a type-z arrival at each jump in Pz,λ, and see no other arrivals. We
determine the service and patience times of the arrivals to both systems inductively.
For an arriving job J , let us denote the patience time of J in Q˙n by ˙PATJ , service time in Q˙
n
by S˙J , and service time in Q¨
n by S¨J . Also, let us denote the virtual waiting time (in Q˙
n) of job J
by ˙VRWJ (our inductive definition will ensure this quantity is well-defined, i.e. not circular). In
addition, for a job J , let zJ denote the type of J . Also, if job J is the kth type-zJ arrival to the
system, we set kJ = k. Thus (for example) if job J is type 1 and there have been exactly 3 previous
type-1 arrivals to the system, we set zJ = 1 and kJ = 4. For the job J which is the first arrival to
the system, note that ˙VRWJ = 0, as both systems are initially empty, and kJ = 1. Set both S˙J
and S¨J equal to the time of the first jump in PzJ ,kJ , and set
˙PATJ equal to EzJ ,kJ . Now, suppose
for induction that we have constructed the patience and service times for the first i arrivals to the
system. Let job J be the (i+1)st arrival to the system. By our description of the arrival processes,
our inductive hypothesis, and the measurability properties of the virtual waiting time, ˙VRWJ has
thus already been defined (implicitly by the basic definitions associated with the relevant queueing
systems). Set S¨J equal to the time of the first jump in PzJ ,kJ . If the time of the BzJ ,kJ -th jump
in PzJ ,kJ occurs before time W¨J , set
˙PATJ equal to the time of this jump, and set S˙J equal to
SzJ ,kJ . Otherwise, set
˙PATJ equal to ˙VRWJ +EzJ ,kJ , and set S˙J equal to the difference between
the time of the first jump in PzJ ,kJ which occurs after time
˙VRWJ , and ˙VRWJ itself.
That this construction is correct, i.e. yielding sequences of inter-arrival, patience, and service
times with the correct joint distributions, is straightforward and follows from the basic properties
of Poisson processes and the relevant queueing systems, and we omit the details. It follows that we
may construct both systems on a common probability space s.t. every job arrives to both systems
at the same time, but departs later in Q˙n. The well-known ergodicity properties of both systems
then imply that for all x ≥ 0, P (W˙ n(∞) > x) ≥ P (W¨ n(∞) > x). Rescaling both systems, and
applying the well-known convergence of the appropriately scaled sequence of Poisson r.v.s (i.e.
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{W¨ n(∞), n ≥ 1}) to a limiting normal distribution then completes the proof, and we refer the
interested reader to [41] for further details regarding the relevant limiting arguments. Q.E.D.
8.10. Proof of Lemma 35.
Proof of Lemma 35: It follows from an argument nearly identical to that used in the proof of
Lemma 23, the details of which we omit, that
∫ t
0
exp
(− θ(t− y))Yˆ 1Υ∗(y)dy equals
(θ−µ1µ2)−1
(
exp
(−µ1µ2t)− exp(− θt)
)
Yˆ 1Υ∗(0)
+(θ−µ1µ2)−1
∫ t
0
(
exp
(−µ1µ2(t− y))− exp(− θ(t− y))
)
dB3(y).
Combining with definitions, we conclude that w.p.1, for all t≥ 0,
Yˆ 2Υ∗(t) = −(µ1−µ2)
∫ t
0
exp
(− θ(t− y))Yˆ 1Υ∗(y)dy+exp(−θt)Yˆ 2Υ∗(0)
+
∫ t
0
exp
(− θ(t− y))dB2(y)+ B
θ
(
1− exp(− θt)),
from which it follows (by Lemma 34) that
Yˆ 2Υ∗(t)≥−(µ1−µ2)
∫ t
0
exp
(− θ(t− y))Yˆ 1Υ∗(y)dy+
∫ t
0
exp
(− θ(t− y))dB2(y)+ exp(−θt)C1− |B|
θ
.
Noting from definitions that w.p.1, for all y ≥ 0,
−(µ1−µ2)Yˆ 1Υ∗(y)≥−(µ1+µ2)
(|C3|+ |C4|) exp(−µ1µ2y)− (µ1−µ2)
∫ y
0
exp
(−µ1µ2(y− s))dB3(s),
we further conclude after some straightforward algebra that w.p.1, for all t≥ 0, Yˆ 2Υ∗(t) is at least
−(µ1−µ2)
∫ t
0
exp
(− θ(t− y))∫ y
0
exp
(−µ1µ2(y− s))dB3(s)
+
∫ t
0
exp
(− θ(t− y))dB2(y)+ exp(−θt)C1− (µ1+µ2)(|C3|+ |C4|)t exp(−θt)− |B|
θ
.
The lemma then follows from the well-known stochastic integral representation for the OU process,
and the symmetries of the centered OU process, and we refer the reader to [73] for details. Q.E.D.
8.11. Proof of Lemma 36.
Proof of Lemma 36: We first compute E
[
Π(s)Π(t)
]
. Let us define
C(s, t)
∆
=E
[∫ t
0
exp(θy2)OU0,a(y2)dy2×
∫ s
0
exp(θy1)OU0,a(y1)dy1
]
.
First, note that by applying Fubini’s theorem as in the proof of Lemma 26, and substituting in the
known covariance of the OU process, we conclude that C(s, t) equals
E
[∫ t
0
∫ s
0
exp
(
θ(y1+ y2)
)
OU0,a(y1)OU0,a(y2)dy1dy2
]
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=
∫ t
0
∫ s
0
exp
(
θ(y1+ y2)
)
E
[
OU0,a(y1)OU0,a(y2)
]
dy1dy2
= 2
∫ s
0
∫ y2
0
exp
(
θ(y1+ y2)
)
E
[
OU0,a(y1)OU0,a(y2)
]
dy1dy2 (34)
+
∫ t
s
∫ s
0
exp
(
θ(y1+ y2)
)
E
[
OU0,a(y1)OU0,a(y2)
]
dy1dy2. (35)
(34) equals
2
p(1− p)
µ1µ2
∫ s
0
∫ y2
0
exp
(
θ(y1+ y2)
)(
exp
(−µ1µ2(y2− y1))− exp(−µ1µ2(y2+ y1))
)
dy1dy2
= 2
p(1− p)
µ1µ2
∫ s
0
∫ y2
0
exp
(
θ(y1+ y2)
)
exp
(−µ1µ2(y2− y1))dy1dy2
− 2p(1− p)
µ1µ2
∫ s
0
∫ y2
0
exp
(
θ(y1+ y2)
)
exp
(−µ1µ2(y2+ y1))dy1dy2
= 2
p(1− p)
µ1µ2
∫ s
0
exp
(
(θ−µ1µ2)y2
)∫ y2
0
exp
(
(θ+µ1µ2)y1
)
dy1dy2
− 2p(1− p)
µ1µ2
∫ s
0
exp
(
(θ−µ1µ2)y2
)∫ y2
0
exp
(
(θ−µ1µ2)y1
)
dy1dy2
= 2
p(1− p)
µ1µ2(θ+µ1µ2)
∫ s
0
exp
(
(θ−µ1µ2)y2
)(
exp
(
(θ+µ1µ2)y2
)− 1)dy2
− 2 p(1− p)
µ1µ2(µ1µ2− θ)
∫ s
0
exp
(
(θ−µ1µ2)y2
)(
1− exp(− (µ1µ2− θ)y2)
)
dy2
= 2
p(1− p)
µ1µ2(θ+µ1µ2)
∫ s
0
exp(2θy2)dy2
− 2 p(1− p)
µ1µ2(θ+µ1µ2)
∫ s
0
exp
(− (µ1µ2− θ)y2)dy2
− 2 p(1− p)
µ1µ2(µ1µ2− θ)
∫ s
0
exp
(− (µ1µ2− θ)y2)dy2
+ 2
p(1− p)
µ1µ2(µ1µ2− θ)
∫ s
0
exp
(− 2(µ1µ2− θ)y2)dy2
=
p(1− p)
µ1µ2(θ+µ1µ2)θ
(
exp(2θs)− 1)
− 2 p(1− p)
µ1µ2(θ+µ1µ2)(µ1µ2− θ)
(
1− exp(− (µ1µ2− θ)s)
)
− 2 p(1− p)
µ1µ2(µ1µ2− θ)2
(
1− exp(− (µ1µ2− θ)s)
)
+
p(1− p)
µ1µ2(µ1µ2− θ)2
(
1− exp(− 2(µ1µ2− θ)s)
)
=
p(1− p)
µ1µ2(µ1µ2+ θ)θ
exp(2θs)
+
4p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)2 exp
(− (µ1µ2− θ)s)
− p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(− 2(µ1µ2− θ)s)
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− p(1− p)
θ(µ1µ2− θ)2 .
Similarly, (35) equals
p(1− p)
µ1µ2
∫ t
s
∫ s
0
exp
(
θ(y1+ y2)
)(
exp
(−µ1µ2(y2− y1))− exp(−µ1µ2(y2+ y1))
)
dy1dy2
=
p(1− p)
µ1µ2
∫ t
s
∫ s
0
exp
(
θ(y1+ y2)
)
exp
(−µ1µ2(y2− y1))dy1dy2
− p(1− p)
µ1µ2
∫ t
s
∫ s
0
exp
(
θ(y1+ y2)
)
exp
(−µ1µ2(y2+ y1))dy1dy2
=
p(1− p)
µ1µ2
∫ t
s
exp
(
(θ−µ1µ2)y2
)∫ s
0
exp
(
(θ+µ1µ2)y1
)
dy1dy2
− p(1− p)
µ1µ2
∫ t
s
exp
(
(θ−µ1µ2)y2
)∫ s
0
exp
(
(θ−µ1µ2)y1
)
dy1dy2
=
p(1− p)
µ1µ2(µ1µ2+ θ)
∫ t
s
exp
(
(θ−µ1µ2)y2
)(
exp
(
(µ1µ2+ θ)s
)− 1)dy2
− p(1− p)
µ1µ2(µ1µ2− θ)
∫ t
s
exp
(
(θ−µ1µ2)y2
)(
1− exp(− (µ1µ2− θ)s)
)
dy2
=
p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ)
(
exp
(
(µ1µ2+ θ)s
)− 1)( exp(− (µ1µ2− θ)s)− exp(− (µ1µ2− θ)t)
)
− p(1− p)
µ1µ2(µ1µ2− θ)2
(
1− exp(− (µ1µ2− θ)s)
)(
exp
(− (µ1µ2− θ)s)− exp(− (µ1µ2− θ)t)
)
=
p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ) exp(2θs)
− p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ) exp
(
(µ1µ2+ θ)s− (µ1µ2− θ)t
)
− p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ) exp
(− (µ1µ2− θ)s)
+
p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ) exp
(− (µ1µ2− θ)t)
− p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(− (µ1µ2− θ)s)
+
p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(− (µ1µ2− θ)t)
+
p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(− 2(µ1µ2− θ)s)
− p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(− (µ1µ2− θ)(s+ t)).
We conclude, after some straightforward algebra, that C(s, t) equals
p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)θ exp(2θs) (36)
+
2p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)2 exp
(− (µ1µ2− θ)s)
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− p(1− p)
θ(µ1µ2− θ)2
− p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ) exp
(
(µ1µ2+ θ)s− (µ1µ2− θ)t
)
+
2p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)2 exp
(− (µ1µ2− θ)t)
− p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(− (µ1µ2− θ)(s+ t)).
It then follows from definitions and the known covariance of OU0,b, and the independence of OU0,a
and OU0,b, that for all 0≤ s≤ t, E
[
Π(s)Π(t)
]
equals(
(µ1−µ2)2p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)θ + θ
−1
)
exp
(− θ(t− s)) (37)
+
(µ1−µ2)22p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)2 exp
(−µ1µ2s− θt)
− ((µ1−µ2)2p(1− p)
θ(µ1µ2− θ)2 + θ
−1
)
exp
(− θ(s+ t))
− (µ1−µ2)
2p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ) exp
(−µ1µ2(t− s))
+
(µ1−µ2)22p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)2 exp
(− θs−µ1µ2t)
− (µ1−µ2)
2p(1− p)
µ1µ2(µ1µ2− θ)2 exp
(−µ1µ2(s+ t)).
Next, let us prove that E
[
Π(s)Π(t)
] ≥ 0. In light of the independence of OU0,a and OU0,b and
known non-negative covariance of OU0,b, it suffices to prove that C(s, t) is non-negative. It follows
from definitions that C(s, s)≥ 0 for all s≥ 0. Thus it suffices to prove that for all s≥ 0, d
dt
C(s, t)≥ 0
on [s,∞). Thus let us fix an s≥ 0. Then from (36), we compute that d
dt
C(s, t) equals
−(µ1µ2− θ) p(1− p)
µ1µ2− θ
(
2
(µ1µ2+ θ)(µ1µ2− θ) −
1
µ1µ2(µ1µ2+ θ)
exp
(
(µ1µ2+ θ)s
)
− 1
µ1µ2(µ1µ2− θ) exp
(− (µ1µ2− θ)s)
)
exp
(− (µ1µ2− θ)t).
Thus it suffices to prove that
g¨(s)
∆
=
2
(µ1µ2+ θ)(µ1µ2− θ)−
1
µ1µ2(µ1µ2+ θ)
exp
(
(µ1µ2+θ)s
)− 1
µ1µ2(µ1µ2− θ) exp
(−(µ1µ2−θ)s)
is non-positive for all s≥ 0. Noting that a straightforward calcualtion shows that g¨(0) = 0, we now
accomplish this by proving that d
ds
g¨(s)≤ 0 for all s≥ 0. Indeed, a straightforward calculation shows
that
d
ds
g¨(s) = (µ1µ2)
−1
(
exp
(− (µ1µ2− θ)s)− exp((µ1µ2+ θ)s)
)
,
which is non-positive since the fact that µ1µ2 > θ implies that exp
(− (µ1µ2− θ)s)≤ exp((µ1µ2+
θ)s
)
for all s ≥ 0. Combining the above then completes the proof that E[Π(s)Π(t)] ≥ 0 for all
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0≤ s≤ t.
Finally, let us compute limt→∞E
[
Π2(t)
]
. It follows from (37), a straightforward asymptotic
analysis, and (33) that the desired limit equals(
(µ1−µ2)2p(1− p)
(µ1µ2+ θ)(µ1µ2− θ)θ + θ
−1
)
− (µ1−µ2)
2p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ)
=
(µ1−µ2)2p(1− p)
µ1µ2(µ1µ2+ θ)(µ1µ2− θ)θ (µ1µ2− θ)+
1
θ
=
(µ1−µ2)2p(1− p)+µ1µ2(µ1µ2+ θ)
µ1µ2(µ1µ2+ θ)θ
=
µ1(µ2− 1)µ2(1−µ1)+µ1µ2(µ1µ2+ θ)
µ1µ2(µ1µ2+ θ)θ
=
θ+µ1+µ2− 1
θ(θ+µ1µ2)
,
completing the proof. Q.E.D.
8.12. Proof of Lemma 38.
Proof of Lemma 38: Let t1
∆
= 1
4θ
min
(
|B|
(µ1+µ2)(|C3|+|C4|)
,1
)
. Since C1 > 4
|B|
θ
, and exp(−θt)> 1−
θt, it follows that for all t∈ [0, t1],
exp(−θt)C1 ≥
(
1− θt)4|B|
θ
≥ (1− θ× 1
4θ
)× 4|B|
θ
≥ 3 |B|
θ
;
and
(µ1+µ2)
(|C3|+ |C4|)t exp(−θt) ≤ (µ1+µ2)(|C3|+ |C4|)× |B|
4θ(µ1+µ2)(|C3|+ |C4|)
<
|B|
θ
;
from which we conclude that for all t∈ [0, t1],
BUF(t)>
|B|
θ
. (38)
It is also easily verified from the definition of BUF and the fact that C1 > 0 and t exp(−θt)≤ 1θ for
all t≥ 0 that
inf
t≥0
BUF(t)≥−(µ1+µ2)
(|C3|+ |C4|)+ |B|
θ
. (39)
Recall that κ1, κ2 are two independent standard Brownian motions. It follows from the well-known
representation of a non-stationary OU process as a time-changed Brownian motion [73] that we
may construct OU0,a,OU0,b, κ
1, κ2,Π on a common probability space s.t. w.p.1, for all t≥ 0,
OU0,a(t) =
(p(1− p)
µ1µ2
) 1
2 exp(−µ1µ2t)κ1
(
exp(2µ1µ2t)− 1
)
;
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OU0,b(t) = θ
− 12 exp(−θt)κ2( exp(2θt)− 1);
and Π(t) equals
(µ1−µ2)
(p(1− p)
µ1µ2
) 1
2 exp
(− (µ1µ2+ θ)t)
∫ t
0
exp(θy)κ1
(
exp(2µ1µ2y)− 1
)
dy (40)
+ θ−
1
2 exp(−θt)κ2( exp(2θt)− 1).
W.l.o.g, suppose µ1 > µ2 (if not an identical argument works but with the roles of µ1, µ2 inter-
changed). It follows from (40) that for t∈ [0, t1],
Π(t) ≥
(
inf
y∈[0,t1]
κ1
(
exp(2µ1µ2y)− 1
))
(µ1−µ2)
(p(1− p)
µ1µ2
) 1
2 exp
(− (µ1µ2+ θ)t)
∫ t
0
exp(θy)dy
+ θ−
1
2 exp(−θt)
(
inf
y∈[0,t1]
κ2
(
exp(2θy)− 1)),
itself at least
H1 ∆=
(
1+(µ1−µ2)
(p(1− p)
µ1µ2
) 1
2 t1
)(
inf
y∈[0,t1]
κ1
(
exp(2µ1µ2y)−1
))
+
(
1+θ−
1
2
)(
inf
y∈[0,t1]
κ2
(
exp(2θy)−1)).
Let us also define
H2 ∆=min
(
inf
y∈[t1,T ]
κ1
(
exp(2µ1µ2y)− 1
)
, inf
y∈[t1,T ]
κ2
(
exp(2θy)− 1)).
Here we recall that the basic properties of continuous Gaussian processes ensure that
infy∈[0,t1] κ
2
(
exp(2θy)−1)< 0, infy∈[0,t1] κ1( exp(2µ1µ2y)−1)< 0. Note that for ǫ,M > 0, the event
{H1 >−ǫ,H2>M} implies the event {inft∈[0,t1]Π(t)>−ǫ}, as well as the event (for all t∈ [t1, T ])∫ t
0
exp(θy)κ1
(
exp(2µ1µ2y)− 1
)
dy ≥ −
∫ t1
0
exp(θy)ǫdy+
∫ t
t1
exp(θy)κ1
(
exp(2µ1µ2y)− 1
)
dy
≥ −t1 exp(θt1)ǫ+(t− t1)M ≥ −t1 exp(θt1)ǫ;
and also the event (for all t∈ [t1, T ])
θ−
1
2 exp(−θt)κ2( exp(2θt)− 1)≥ θ− 12 exp(−θT )M.
Summarizing the above, and combining with (38) - (40), we conclude that for ǫ,M > 0, the event
{H1 >−ǫ,H2>M} implies the event{
inf
t∈[0,t1]
(
Π(t)+BUF(t)
)≥−ǫ+ |B|
θ
}
, (41)
as well as the event{
inf
t∈[t1,T ]
(
Π(t)+BUF(t)
)≥ θ− 12 exp(−θT )M (42)
−(µ1−µ2)
(p(1− p)
µ1µ2
) 1
2 t1 exp(θt1)ǫ−
(µ1+µ2)
(|C3|+ |C4|)+ |B|
θ
}
.
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Setting ǫ= |B|
2θ
and
M = 2θ
1
2 exp(θT )
(
(µ1−µ2)
(p(1− p)
µ1µ2
) 1
2 t1 exp(θt1)ǫ+
(µ1+µ2)
(|C3|+ |C4|)+ |B|
θ
)
,
it follows that
E
[
I
(
inf
t∈[0,T ]
(
Π(t)+BUF(t)
)
> 0
)]≥ P ({H1 >−ǫ,H2>M}).
That for this choice of M and ǫ (and in fact any strictly positive choice for M,ǫ) it holds that
P
({H1 >−ǫ,H2>M})> 0 follows from well-known properties of Brownian motion and associated
standard arguments (see e.g. [17]), and we omit the details. Combining the above completes the
proof. Q.E.D.
8.13. Proof of non-insensitivity.
To prove that the true large deviations exponent − θ(θ+µ1µ2)
2(θ+µ1+µ2−1)
is not insensitive, it suffices to
exhibit two hyper-exponential distributions, with respective parameters pa, µa1, µ
a
2, p
b, µb1, µ
b
2, s.t.
these two hyper-exponential distributions have the same first two moments (with first moment equal
to one), yet there exists strictly positive θ < min(µa1, µ
a
2 , µ
b
1, µ
b
2) s.t.
θ(θ+µa1µ
a
2)
2(θ+µa1+µ
a
2−1)
6= θ(θ+µb1µb2)
2(θ+µb1+µ
b
2−1)
.
The existence of such a pair of hyper-exponential distributions is explicitly given in the following
lemma.
Lemma 39. Let Sa be a hyper-exponentially distributed r.v. with parameters µ
a
1 =
1
31
(15 −
2 × √2), µa2 = 2 ×
√
2, pa = 1
257
(121 − 32 × √2); and Sb be a hyper-exponentially distributed r.v.
with parameters µb1 =
1
7
(3 − √2), µb2 =
√
2, pb = 1
17
(7 − 4 × √2). Let θ0 = 15 . Then µa1, µa2, µb1, µb2 ∈
(0,∞);θ0 ∈
(
0,min
(
µa1 , µ
a
2, µ
b
1, µ
b
2
))
; E[Sa] = E[Sb] = 1; E[S
2
a] = E[S
2
b ] = 4; but
θ0(θ0+µ
a
1µ
a
2)
2(θ0+µ
a
1+µ
a
2−1)
6=
θ0(θ0+µ
b
1µ
b
2)
2(θ0+µ
b
1+µ
b
2−1)
.
Proof: That µa1 , µ
a
2, µ
b
1, µ
b
2 ∈ (0,∞), and pa, pb ∈ (0,1) is easily verified. That µa1 >θ0 follows from
the fact that 1
31
× (15− 2×√2)> 1
36
× (15− 4) = 1
4
> 1
5
. That µb1 > θ0 follows from the fact that
1
7
× (3−√2)> 1
7
× (3− 1.5) = 3
14
> 1
5
. That θ0 <min(µ
a
2, µ
b
2) is trivial. Furthermore, we claim that
E[Sa] =E[Sb] = 1 and E[S
2
a] =E[S
2
b ] = 4. Indeed, a straightforward calculation yields the following:
E[Sa] =
1
257
(121− 32×√2)
1
31
(15− 2×√2) +
1− 1
257
(121− 32×√2)
2×√2
=
2×√2× 1
257
(121− 32×√2)+ 1
31
(15− 2×√2)×
(
1− 1
257
(121− 32×√2)
)
1
31
(15− 2×√2)× 2×√2
=
62×√2× (121− 32×√2)+ (15− 2×√2)×
(
136+32×√2)
)
257× (15− 2×√2)× 2×√2
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=
(− 62× 32× 2+15× 136− 32× 2× 2)+√2× (62× 121+15× 32− 2× 136)
−257× 8+514× 15×√2
=
−2056+7710×√2
−2056+7710×√2 = 1.
E[S2a] = 2×
1
257
(121− 32×√2)(
1
31
(15− 2×√2))2 +2×
1− 1
257
(121− 32×√2)(
2×√2)2
=
2× 1
257
(121− 32×√2)× (2×√2)2+2× ( 1
31
(15− 2×√2))2× (1− 1
257
(121− 32×√2))(
1
31
(15− 2×√2))2× (2×√2)2
=
16× 312× (121− 32×√2)+2× (15− 2×√2)2× (257− (121− 32×√2))
257× 8× (15− 2×√2)2
=
16× 312× (121− 32×√2)+ (466− 120×√2)× (136+32×√2)
479048− 123360×√2
=
(
16× 312× 121+466× 136− 120× 32× 2
)
+
(
− 16× 312× 32+32× 466− 120× 136
)
×√2
479048− 123360×√2
=
1916192− 493440×√2
479048− 123360×√2 = 4;
E[Sb] =
1
17
(7− 4×√2)
1
7
(3−√2) +
1− 1
17
(7− 4×√2)√
2
=
1
17
× (7− 4√2)×√2+ (1− 1
17
(7− 4×√2))× 1
7
× (3−√2)
1
7
× (3−√2)×√2
=
(
7× 7×√2− 7× 4× 2)+(10+4√2)× (3−√2)
17× 3×√2− 17× 2
=
(− 7× 4× 2+10× 3− 8)+ (7× 7− 10+12)√2
−34+51√2 = 1;
E[S2b ] = 2×
1
17
(7− 4×√2)(
1
7
(3−√2))2 +2×
1− 1
17
(7− 4×√2)(√
2
)2
=
2× 1
17
× (7− 4√2)+ (1− 1
17
(7− 4√2))( 1
7
(3−√2))2(
1
7
(3−√2))2
=
(
98× 7− 98× 4×√2)+(10+4√2)× (11− 6√2)
17× (11− 6√2)
=
(
98× 7+10× 11− 6× 4× 2)+ (− 98× 4− 6× 10+4× 11)√2
17× 11− 17× 6×√2 = 4.
Next, we show that although Sa and Sb have the same first two moments, they lead to different
large deviations exponents. Indeed, note that it suffices to demonstrate that
(θ0+µ
a
1µ
a
2)× (θ0+µb1+µb2− 1) 6= (θ0+µb1µb2)× (θ0+µa1 +µa2 − 1).
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Then a straightforward calculation yields
(θ0+µ
a
1µ
a
2)× (θ0+µb1+µb2− 1)− (θ0+µb1µb2)× (θ0+µa1 +µa2 − 1)
= (
1
5
+
30
31
√
2− 8
31
)× (1
5
+
3
7
+
6
7
√
2− 1)
− (1
5
+
3
7
√
2− 2
7
)× (1
5
+
15
31
+ (2− 2
31
)
√
2− 1)
= (5× 7× 31)−1×
((− 63+1050√2)× (− 403+930√2)− (− 93+465√2)× (− 343+2100√2))
=−(5× 7× 31)−1× (6510+126945
√
2) 6=0,
completing the proof. Q.E.D.
8.14. Proof that − θ(θ+µ1µ2)
2(θ+µ1+µ2−1)
<− µ1µ2θ
2(µ1+µ2−1)
.
Since E[S] = 1, and hence µ1+µ2− 1> 0, to prove that − θ(θ+µ1µ2)2(θ+µ1+µ2−1) <−
µ1µ2θ
2(µ1+µ2−1)
, it suffices to
demonstrate that
(θ+µ1µ2)(µ1+µ2− 1)− (θ+µ1+µ2− 1)µ1µ2 > 0,
equivalently that θ(µ1+µ2−1)−θµ1µ2 > 0. It thus suffices to demonstrate that µ1+µ2−1>µ1µ2,
equivalently that µ1(1− µ2) > 1− µ2. First, suppose µ2 < 1. Then the fact that E[S] = 1 implies
that µ1 > 1, and hence by the implied non-negativity of 1−µ2 we conclude that µ1(1−µ2)> 1−µ2,
completing the proof. Alternatively, suppose that µ2 > 1, in which case µ1 < 1. It then follows from
a nearly identical argument that µ1(µ2 − 1) < µ2 − 1, completing the proof in this case as well.
Q.E.D.
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