Relational and algebraic methods in computer science  by de Swart, Harrie
The Journal of Logic and Algebraic Programming 81 (2012) 623–624
Contents lists available at SciVerse ScienceDirect
The Journal of Logic and Algebraic Programming
j ou rna l homepage : www . e l s e v i e r . c om / l o c a t e / j l a p
Editorial
Relational and algebraic methods in computer science
This special issue contains five selected papers, earlier versions of which have been presented at the 12th International
Conference on Relational and Algebraic Methods in Computer Science (RAMiCS 2011), held in Rotterdam, May 30 till June 3,
2011. The Proceedings of this conference have been published as Lecture Notes in Computer Science (LNCS), volume 6663.
The steering committee of this conference series, formerly called RelMiCS/AKA, has selected five papers presented at the
conference, and invited its authors to write an extended version, which was again evaluated by at least two referees, for this
special issue of the Journal of Logic and Algebraic Programming.
Rudolf Berghammer describes in his paper Relation-algebraic Modeling and Solution of Chessboard Independence and Dom-
ination Problems a simple computing technique for solving independence and domination problems on rectangular chess-
boards. It rests upon relational modeling and uses the BDD-based specific purpose computer algebra system RelView for the
evaluation of the relation-algebraic expressions that specify the problems’ solutions and the visualization of the computed
results. The technique described in the paper is very flexible and especially appropriate for experimentation. It can easily be
applied to other chessboard problems.
Typed omega algebras extend Kozen’s typed Kleene algebras by an operation for infinite iteration in a similar way as
Cohen’s omega algebras extend Kleene algebras in the untyped case. Typing these algebras is motivated by non-square
matrices in automata constructions and applications in program semantics. For several reasons – the theory of untyped
(Kleene or omega) algebras is well developed, results are easier to derive, and automation support is much better – it is
beneficial to transfer theorems from the untyped algebras to their typed variants instead of constructing new proofs in the
typed setting. Such a typing of theorems is facilitated by embedding typed algebras into their untyped variants. Extending
previous work, Walter Guttmann shows in his contribution Typing Theorems of Omega Algebra that a large class of theorems
of 1-free omega algebras can be transferred to typed omega algebras. This covers every universal 1-free formula which does
not contain the greatest element at the beginning of an expression in a negative occurrence of an equation. Moreover, the
formulas may be infinitary.
Thatmatrices of relations also obey the rules of relation algebra iswell known.When the powerset ordering is considered,
partialitiesmay be conceived as lattice-continuousmappings — corresponding to existential imageswhich are often studied
independently. A partiality is suited to describe progress of yet partial information or availability. Matrices of partialities will
considerably improve the possibility to study non-strictness, streams, partial evaluation, and net properties in a compact
relation-algebraic form. They seem, however, to lead inevitably to some borderline cases as the Boolean lattice IB0 and row-
less matrices. In his paper Partiality II: Constructed Relation Algebras, Gunther Schmidt shows how these can be fruitfully
applied concerning constructions with temporarily non-connected relation algebras.
Problem statements often resort to superlatives such as in eg. ‘the smallest such number’, ‘the best approximation’, ‘the
longest such list’, which lead to specifications made of two parts: one defining a broad class of solutions (the easy part)
and the other requesting one particular such solution, optimal in some sense (the hard part). The paper Programming from
Galois Connections by Shin-Cheng Mu and José Nuno Oliveira introduces a binary relational combinator which mirrors this
linguistic structure and exploits its potential for calculating programs by optimization. This applies in particular to specifi-
cations written in the form of Galois connections, in which one of the adjoints delivers the optimal solution. The framework
encompasses re-factoring of results previously developed by Bird and de Moor for greedy and dynamic programming, in a
way which makes them less technically involved and therefore easier to understand and play with.
Left omega algebras, where one of the usual star induction axioms is absent, are studied by Georg Struth in the context
of recursive regular equations in his paper Left Omega Algebras and Regular Equations. Abstract conditions for explicitly
defining the omega operation are presented. They are used for developing abstract side conditions on Arden’s rule that are
necessary for solving such equations. The definability and solvability results are refined to concrete models, to languages,
traces and relations. It turns out, for instance, that the omega operation captures precisely the empty word property in
regular languages and wellfoundedness in relational models. The approach also leads to simple new relative completeness
results for left omega algebras, and for Salomaa’s axioms for regular expressions. Since automated theorem proving and
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counterexample search within the theorem proving environment Isabelle/HOL are instrumental for this investigation, it is
also an exercise in formalized mathematics.
I am grateful to all the authors for submitting their papers and to the referees for their careful scrutiny. I am also most
grateful to Jan Bergstra and John Tucker for making such a special issue once again possible. This is the 5th special issue of
JLAP devoted to relational and algebraic methods in computer science; earlier special issues appeared in 2006, 2008, 2010
and 2011. Special thanks go to Inge Bethke for helping me with the technicalities of preparing this special issue. I like to
thank the Steering Committee of the RAMiCS (formerly RelMiCS/AKA) conference series for preselecting the papers. Last,
but not least, I like to thank the European Science Foundation for sponsoring the RAMiCS 2011 conference under the LogiCCC
programme.
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