Abstract. We present a comparatively simple way to construct MartinLöf random and rec-random sets with certain additional properties, which works by diagonalizing against appropriate martingales. Reviewing the result of Gács and Kučera, for any given set X we construct a Martin-Löf random set from which X can be decoded effectively. By a variant of the basic construction we obtain a rec-random set that is weak truth-table autoreducible and we observe that there are MartinLöf random sets that are computably enumerable self-reducible. The two latter results complement the known facts that no rec-random set is truth-table autoreducible and that no Martin-Löf random set is Turingautoreducible [8, 24] .
Introduction
In what follows, we present a comparatively simple way to construct Martin-Löf random and rec-random sets with certain additional properties, which works by diagonalizing against appropriate martingales: e.g., Martin-Löf random sets are obtained by diagonalizing against a universal subcomputable martingale. Reviewing the result of Gács and Kučera, we demonstrate that for any given set X there is a Martin-Löf random set R from which X can be decoded effectively and that in fact the coding of X into R can be chosen such that in the limit the relative redundancy vanishes in the sense that not more than m + o(m) bits of R are needed in order to code the first m bits of X.
By a variant of the basic construction we obtain a rec-random set that is weak truth-table autoreducible, i.e., is reducible to itself by an oracle Turing machine with a computable upper bound on its queries that never queries the oracle at the current input. Furthermore, we observe that there is a Martin-Löf random set R that is computably enumerable self-reducible; i.e., R is Martin-Löf random and there is an oracle Turing machine that on input x queries its oracle only at places z < x and, if the oracle is indeed R, eventually outputs 1 in case x is in R and does not terminate in case x is not in R. The existence of such a set R follows by the observation that a set is computably enumerable self-reducible if and only if its associated real is computably enumerable and by the known fact that the leftmost real in the complement of any given component of a universal Martin-Löf cover is computably enumerable and Martin-Löf random.
The mentioned results on auto-and selfreducibility do not extend to slightly less powerful reducibilities. More precisely, no rec-random set is truth-table autoreducible and no Martin-Löf random set is Turing-autoreducible. The latter assertion is due to Trakhtenbrot [24] , while both assertions can be obtained as corollaries to work of Ebert, Merkle, and Vollmer [8] , who demonstrate that such autoreductions are not even possible in the more liberal setting where one just requires that in the limit the reducing machine computes the correct value for a constant nonzero fraction of all places, while signalling ignorance about the correct value for the other places.
Notation
The notation used in the following is mostly standard, for unexplained notation refer to the surveys and textbooks cited in the bibliography [2, 4, 15] .
If not explicitly stated differently, the terms set and class refer to sets of natural numbers and to sets of sets of natural numbers, respectively. For any set A, we write A(x) for the value of the characteristic function of A at x, i.e., A(x) = 1 if x is in A, and A(x) = 0 otherwise. We identify A with its characteristic sequence A(0)A(1) . . ..
We consider words over the binary alphabet {0, 1}. Words are ordered by the usual length-lexicographical ordering and the (i + 1)st word in this ordering is denoted by s i , hence for example s 0 is the empty word λ. Occasionally, we identify words with natural numbers via the mapping i → s i . An assignment is a (total) function from some subset of the natural numbers to {0, 1}. An assignment is finite iff its domain is finite. An assignment with domain {0, . . . , n − 1} is identified in the natural way with a word of length n. The restriction of an assignment β to a set I is denoted by β|I, thus, in particular, for any set X, the assignment X|I has domain I and agrees there with X. We call a subset of the natural numbers an interval if it is equal to {n, n + 1, . . . , n + k} for some natural numbers n and k.
The class of all sets is referred to as Cantor space and is denoted by {0, 1} ∞ . The class of all sets that have a word x as common prefix is called the cylinder generated by x and is denoted by x{0, 1}
∞ . For a set W , let W {0, 1} ∞ be the union of all the cylinders x{0, 1}
∞ where the word x is in W . Recall the definition of the uniform measure (or Lebesgue measure) on Cantor space, which describes the distribution obtained by choosing the individual bits of a set according to mutually independent tosses of a fair coin. We write Prob[.] for probability measures and unless explicitly stated otherwise, all probabilities refer to the uniform measure on Cantor space.
Reducibilities
its computations queries of the form "z ∈ X?", where the set X, the oracle, can be conceived as an additional input to the computation. We write M (X, x) for the binary output of an oracle Turing machine M on input x and oracle X, and we say M (X, x) is undefined in case M does not terminate on input x and oracle X. Furthermore, we let Q(M, X, x) be the set of query words occurring during the computation of M on input x and with oracle X.
A set A is Turing-reducible to a set B if there is an oracle Turing machine M such that M (B, x) = A(x) for all x. The definition of truth-tablereducibility is basically the same, except that in addition we require that M is total, i.e., for all oracles X and for all inputs x, the computation of M (X, x) eventually terminates. By a result due to Nerode and to Trakhtenbrot [19, Proposition III.3.2], for any {0, 1}-valued total oracle Turing machine there is an equivalent one that is again total and queries its oracle nonadaptively (i.e., M computes a list of queries that are asked simultaneously and after receiving the answers, M is not allowed to access the oracle again). A set A is weak truthtable-reducible to a set B if A is Turing-reducible to B by an oracle Turing machine such that there is a computable function g that bounds its use, i.e., such that for all sets X and inputs x, the set Q(M, X, x) contains only numbers less than or equal to g(x). A set A is computably enumerable in a set B if there is an oracle Turing machine M such that M (B, x) = 1 in case x ∈ A and M (B, x) is undefined otherwise. For r in {tt, wtt, T, c.e.}, we say A is r-reducible to B, or A ≤ r B for short, if A is reducible to B with respect to truth-table, weak truth-table, Turing, or computably enumerable reducibility, respectively. From the previous discussion it is immediate that
and in fact it can be shown that all these implications are strict.
In what follows, we consider reductions of a set to itself. Of course, reducing a set to itself is easy if there are no further restrictions on the oracle Turing machine performing the reduction. This leads to the concepts of autoreducibility and self-reducibility. We just review the definitions of these concepts and refer to Ebert, Merkle, and Vollmer [8] for details and references.
A set is T-autoreducible if it can be reduced to itself by an oracle Turing machine that is not allowed to query the oracle at the current input, and a set is T-self-reducible if it can be reduced to itself by an oracle Turing machine that may only query the oracle at places strictly less than the current input. For reducibilities other than Turing reducibility, the concepts of auto-and selfreducibility are defined in the same manner. E.g., a set is wtt-autoreducible if it is T-autoreducible by an oracle Turing machine with a computable bound on its use, and a set A is c.e.-self-reducible if there is an oracle Turing machine that on input x queries its oracle only at places z < x and such that M (A, x) = 1 in case x ∈ A and, otherwise, M (A, x) is undefined.
Random sets
In this section, we review effectively random sets and related concepts that are used in the following. For more comprehensive accounts of effectively random sets and effective measure theory, we refer to the surveys cited in the bibliography [1, 2, 15] .
Imagine a player who successively places bets on the individual bits of the characteristic sequence of an unknown set A. The betting proceeds in rounds i = 1, 2, . . .. During round i, the player receives as input the length i − 1 prefix of A and then, first, decides whether to bet on the i th bit being 0 or 1 and, second, determines the stake that shall be bet. The stake might be any fraction between 0 and 1 of the capital accumulated so far, i.e., in particular, the player is not allowed to incur debts. Formally, a player can be identified with a betting strategy
where on input w the absolute value of b(w) is the fraction of the current capital that shall be at stake and the bet is placed on the next bit being 0 or 1 depending on whether b(w) is negative or nonnegative. The player starts with strictly positive, finite capital d b (λ). At the end of each round, in case the current guess has been correct, the capital is increased by this round's stake and, otherwise, is decreased by the same amount. So given a betting strategy b and the initial capital, we can inductively determine the corresponding payoff function, or martingale, d b by applying the equations
Intuitively speaking, the payoff d b (w) is the capital the player accumulates until the end of round |w| by betting on a set that has the word w as a prefix. Conversely, any function d from words to nonnegative reals that for all words w satisfies the fairness condition
determines an initial capital d(λ) and a betting function b (where we let b(w) = 0 in case d(w) = 0). By the preceding discussion it follows for gambles as described above that for any martingale there is an equivalent betting strategy and vice versa. We will frequently identify martingales and betting strategies via this correspondence and, if appropriate, notation introduced for betting strategies will be extended to martingales and vice versa. Besides rec-random sets, we consider Martin-Löf random sets [16] . Let W 0 , W 1 , ... be the standard enumeration of the computably enumerable sets [22] . 
A set is Martin-Löf random if it is not contained in any Martin-Löf null class.
In the situation of Definition 3, we say that the W g(i) {0, 1} ∞ form a MartinLöf cover for the class N , i.e., a class has a Martin-Löf cover if and only if it is a Martin-Löf null class. By definition, a subclass N of Cantor space has uniform measure 0 if there is any sequence of sets V 0 , V 1 , . . . such that (2) is satisfied with W g(i) replaced by V i . Thus the concept of a Martin-Löf null class is indeed an effective variant of the classical concept of a class that has uniform measure 0 and, in particular, any Martin-Löf null class has uniform measure 0. By σ-additivity and since there are only countably many computable functions, also the union of all Martin-Löf null classes has uniform measure 0, hence the class of Martin-Löf random sets has uniform measure 1. In fact, it can be shown that the union of all Martin-Löf null classes is again a Martin-Löf null class [5, Section 6.2].
Schnorr [21] showed that Martin-Löf random sets can be equivalently defined in terms of subcomputable martingales, where a martingale d is subcomputable (sometimes also called lower semi-computable) if and only if there is a computable function d in two arguments such that for all words w, the
. is nondecreasing and converges to d(w).
Remark 4 A class N is a Martin-Löf null class if and only if there is a subcomputable martingale that succeeds on every set in N . By letting N = {A}, this implies as a special case that a set A is not Martin-Löf random if and only if there is a subcomputable martingale that succeeds on A.
We sketch the proof of the former assertion. Assuming that the subcomputable martingale d succeeds on every set in N , by using the fairness condition (1) it can be shown that the sets {w :
Conversely, assume that N is a Martin-Löf null class. Let d w be the martingale with initial capital 2 −|w| that doubles along w, i.e., d w has the value 2 |u|−|w| on any prefix u of w, the value 1 on any extension of w, and the value 0 otherwise. If we pick any computable function g such that the classes W g(i) {0, 1}
∞ form a Martin-Löf cover for N , then
is a subcomputable martingale that succeeds on every set in N .
By definition, a martingale d succeeds on a set A if the limit superior of the values that d attains on the prefixes of A is infinite. We say a martingale d succeeds on a set A by unbounded limit inferior if lim inf
i.e., if not just the limit superior but in fact the limit inferior of these values is infinite.
Remark 5 There is a subcomputable martingale d that succeeds by unbounded limit inferior on every set that is not Martin-Löf random.
In order to obtain d, it suffices to apply the construction from Remark 4 to the Martin-Löf null class N of all sets that are not Martin-Löf random.
Remark 6 For every computable martingale there is another computable martingale d that succeeds on exactly the same sets as the first martingale such that d succeeds by unbounded limit inferior on any set on which it succeeds at all. The construction of the martingale d is well-known and works, intuitively speaking, by putting aside one unit of capital every time the capital reaches a certain threshold, while from then on using the remainder of the capital in order to bet according to the initial martingale.
Remark 7
The class of Martin-Löf random sets is properly contained in the class of rec-random sets.
From the characterization of Martin-Löf random sets in terms of subcomputable martingales and the definition of computable betting strategies in terms of computable martingales, it is immediate that the Martin-Löf random sets are contained in the rec-random sets. The strictness of this inclusion was implicitly shown by Schnorr [21] . For a proof, it suffices to recall that the prefixes of a Martin-Löf random set cannot be compressed by more than a constant [13, Theorem 3.6.1] while a corresponding statement for rec-random sets is false [18] .
Remark 8 Given any martingale d, word w, and natural number k, we have
This follows by an easy inductive argument that uses the fairness condition (1). Conversely, (1) is a special case of (3) where k = 1.
Every set is reducible to a Martin-Löf random set
On first sight, it might appear that it is impossible to decode effectively any meaningful information from a Martin-Löf random set; such decoding seems to presuppose certain regularities in the given set, which in turn might be exploited in order to come up with a computable or subcomputable martingale that succeeds on the set. So it comes as a slight surprise that in fact any set is wtt-reducible to a Martin-Löf random set. This celebrated result has been obtained independently by Gács [9] and Kučera [11, 12] . They state the result for T-reducibility, however the reductions constructed in their proofs are already wtt-reductions [23, Section 6.1].
In this section, we give an alternate account of the result of Gács and Kučera and its proof in terms of martingales; see the end of the section for a comparison of the current and the original account. In Theorem 10 we give a plain version of their result where the coding is rather inefficient while Theorem 14, which has a similar but slightly more involved proof, asserts a version of the result where in the limit the relative redundancy vanishes. Subsequently, by a variant of the basic construction, we obtain a rec-random sets that is wtt-autoreducible. In the proofs of the results just mentioned, we use the following straightforward but somewhat technical remark.
Remark 9 Given a rational δ > 1 and a natural number k, we can compute a length l(δ, k) such that for any martingale d and any word v we have
That is, for any martingale d and for any interval I of length l(δ, k) there are (at least) k assignments w on I on any of which d increases its capital by at most a factor of δ while betting on I, no matter how the restriction v of the unknown set to the places to the left of I looks like. For a proof, observe that by the generalized fairness condition (3) for any given v and l the average of d(vw) over all words w of length l is just d(v); hence the Markov inequality yields
Theorem 10 (Gács, Kučera). Every set is wtt-reducible to a Martin-Löf random set.
Proof. Fix a decreasing sequence δ 0 , δ 1 , . . . of rationals with δ i > 1 for all i such that the sequence β 0 , β 1 , . . . converges where
In addition, assume that given i we can compute an appropriate representation of δ i . For s = 0, 1, . . ., let l s = l(δ s , 2), where l(., .) is the function from Remark 9. Partition the natural numbers into consecutive intervals I 0 , I 1 , . . . of length l 0 , l 1 , . . ., respectively. For further use note that by choice of the l s , for any word v and any martingale d, there are at least two words w of length l s such that
Let X be any set. We construct a set R to which X is wtt-reducible, where the construction is done in stages s = 0, 1, . . .. During stage s we specify the restriction of R to I s . We ensure that R is Martin-Löf random as follows. According to Remark 5, fix a subcomputable martingale d that succeeds by unbounded limit inferior on all sets that are not Martin-Löf random. Observe that by appropriately normalizing d we can assume d(λ) < 1. At stage s, call a word w of length l s an admissible extension in case
During each stage s, we let R|I s be equal to some admissible extension. Since the β s are bounded this implies that d does not succeed on R by unbounded limit superior, hence R is Martin-Löf random.
We will argue in a minute that at each stage there are at least two admissible extensions. Assuming the latter, the set X can be coded into R as follows. During stage s let R|I s be equal to the greatest admissible extension in case s is in X, and let R|I s be equal to the least admissible extension otherwise. An oracle Turing machine M that wtt-reduces X to R works as follows. On input s, M queries its oracle in order to obtain the restrictions v s and w s of the oracle to the sets I 0 ∪ . . . ∪ I s−1 and I s , respectively. Then M runs two subroutines in parallel. Subroutine 0 simulates in parallel enumerations of d(v s w) for all w < w s and terminates if the simulation shows that d(v s w) > β s for all these w, i.e., Subroutine 0 terminates if the simulation shows that no such w is an admissible extension of v s . Subroutine 1 does the same for all w > w s .
In case Subroutine i terminates before Subroutine 1−i, then M outputs i. By construction, with oracle R for every s exactly one of the subroutines terminates and M computes X(s) correctly.
It remains to show that at each stage there are at least two possible extensions to choose from. For stage s = 0, this follows by d(λ) < 1 and the choice of I 0 . For any stage s > 0 assume by induction that the restriction v s of R to the intervals I 0 through I s−1 could be defined by choosing admissible extensions at the previous stages and that hence we have d(v s ) ≤ β s−1 . Then by (5) there are at least two words w of length l s where
i.e., at stage s there are at least two admissible extensions. By Remark 11, in the proof of Theorem 10 we could for example choose δ i to be equal to 1 + (i + 1) −2 . For this choice, by (4), we then have l i ≥ log(i + 1), i.e., in the limit we use more and more bits of R in order to code a single bit of X. The next remark shows that with the current construction this cannot be avoided by choosing a different sequence δ 0 , δ 1 , . . ..
Remark 12
The construction in the proof of Theorem 10 requires in the limit an unbounded number of bits of R in order to code a single bit of X.
In the proof of Theorem 10, a single bit X(i) has been coded into l i bits of R, where by construction and (4), the number l i was chosen to be at least
Furthermore, the construction required that the nondecreasing sequence β 0 , β 1 , . . ., where β s = i≤s δ i , is bounded and hence converges. By Remark 11, this implies that the sequence of the values δ i −1 goes to 0, and thus the values of − log(δ i −1) and the l i go to infinity.
Next we give a slightly more involved construction that allows to code an arbitrary set X into a Martin-Löf random set R such that in the limit in order to code the first m bits of X only m + o(m) bits of R are required. This result and the corresponding construction are implicit in the work of Gács [9] and, in particular, the procedure used to define the words w i is due to him. However, the account in terms of martingales is again considerably less involved than the original one in terms of Martin-Löf covers [5, 9] . x ≤ 1.
Theorem 14.
Every set is wtt-reducible to a Martin-Löf random set with vanishing relative redundancy.
Proof. We assume that we are given a set X and construct a Martin-Löf random set R such that X wtt-reduces to R with vanishing relative redundancy. The construction of R is similar to the one used in the proof of Theorem 10, however, instead of coding single bits of X individually into intervals of R, now we partition the natural numbers into consecutive intervals J 0 , J 1 , . . . of appropriate lengths m 0 , m 1 , . . . and code the restriction of X to J s in one pass. The coding works again by extending the already constructed part of R by an appropriate admissible extension, where now we have to require that there is an admissible extension for each of the 2 ms possible assignments on J s . For the moment, let δ 0 , δ 1 , . . . and β 0 , β 1 , . . . be any sequences that satisfy the specifications given in the proof of Theorem 10. Recall the definition of the function l(., .) from Remark 9 and partition the natural numbers into consecutive intervals I 0 , I 1 , . . . where interval I s has length l s = l(δ s , 2 ms ) .
By Remark 5, choose a universal subcomputable martingale d that succeeds by unbounded limit inferior on any set that is not Martin-Löf random; as before we can assume d(λ) < 1. Fix a computable function d(., .) witnessing that d is subcomputable, i.e., for all words w, the sequence d(w, 0), d(w, 1), . . . is nondecreasing and converges to d(w).
The construction of the Martin-Löf random set R, to which X is wtt-reducible, is done in stages s = 0, 1, . . .. During stage s, we let the restriction of R to I s be equal to an admissible extension, where admissible extension is defined as in the proof of Theorem 10, i.e., a word w is an admissible extension of the already constructed prefix v of R if d(vw) ≤ β s . Again, we can argue that by choosing an admissible extension at each stage, the set R will be Martin-Löf random. Furthermore, as before, an easy induction argument shows that by choice of the interval lengths l s , during the construction at each stage s, there are at least 2 ms admissible extensions.
At stage s, let v s denote the restriction of R to I 0 ∪ . . . ∪ I s−1 . We proceed in substages t = 0, 1, . . ., where during substage t we define 2 ms words w 1 (t), w 2 (t), . . . , w 2 ms (t) of length l s . At substage 0, we let w i (0) through w 2 ms (0) be equal to the 2 ms least words of length l s . At any substage t > 0, for i = 1, . . . , 2 ms we successively define w i (t) where we let
Otherwise, i.e., in case the approximation d(., t) to d reveals that w i (t − 1) is not admissible, we let w i (t) be equal to the least unused word of length l s , where a word is unused if it differs from all words w i (t ) that have been defined so far during stage s. For all i, the sequence w i (.) does not contain two distinct admissible extensions, because by construction if w i (t) is defined and admissible, then w i (t) = w i (t+1) = w i (t+2) = . . . . (6) Suppose that eventually the construction reaches a point where there are no unused words left. Then in particular the at least 2 ms admissible extensions have already been used, hence these words must have appeared in pairwise different sequences w i (.). Consequently, in each such sequence an admissible extension has appeared, thus by (6) , from this point on there will be no attempt to assign an unused word to any w i (t). In summary, the w i (t) are all defined.
Next we argue that each sequence w i (.) converges to an admissible extension w i . By (6) , it suffices to show that in each such sequence eventually some admissible extension appears. So fix i. By construction and because all w i (t) are defined, for any substage t such that w i (t) is not admissible, there is a substage t > t where w i (t ) is set equal to the least unused word. The latter cannot happen more often than there are words of length m s , hence eventually an admissible extension must appear in the sequence w i (t).
In order to code the restriction X|J s of the set X to the interval J s into the set R, choose i such that X|J s is the ith word in the lexicographic ordering of all words of length m s , then let R|I s be equal to w i . Observe in this connection that a straightforward induction on t shows that the words w 1 (t) through w 2 ms (t) and hence also their limits w 1 through w 2 ms are mutually distinct.
The following oracle Turing machine M wtt-reduces X to R. On input x, the machine computes the index s = s(x) such that the interval J s contains x. Then M queries its oracle in order to obtain the restrictions v and w of the oracle to the sets I 0 ∪ . . . ∪ I s−1 and I s , respectively. The Turing machine successively simulates the substages t = 0, 1, . . . of stage s in order to compute the words w 1 (t), . . . , w 2 ms (t). If the oracle is indeed R, then w must eventually appear among the computed words, i.e., w = w i (t) for some i and t. Due to the way X has been coded into R, this means that the restriction of X to J s is equal to the ith word in the lexicographic ordering of all words of length m s , hence M can simply look up the bit X(x) in the latter word.
It remains to show that we can arrange that the reduction from X to R has vanishing relative redundancy. On input x, the Turing machine M queries the restriction of the oracle to the sets I 0 through I s(x) , where s(x) is the index such that the interval J s(x) contains x. Therefore, the use of M on input x is bounded by the nondecreasing computable function
For all s, let z s be the the least number in the interval J s . Note that on each interval J s , the function x → g(x)/x attains its maximum at z s , hence
Next we argue that the sequence δ 0 , δ 1 , . . . and the m s and l s can be chosen such that ρ = 1. First, let δ s = 1 + (s + 1) −2 for all s ≥ 0. Then by Remark 11 the sequence β 0 , β 1 , . . . converges as required. By Remark 9, we can assume that for all s > 0,
For any s ≥ 1 we have z s = m 0 + . . . + m s−1 and s(z s ) = s, hence by (7) and (9) we obtain
Therefore, if we choose for example m s = s + 1, it follows by (8) that ρ = 1 and the constructed reduction has vanishing relative redundancy.
It appears to us that compared to the original proofs by Gács and Kučera, the proofs of Theorems 10 and 14 are somewhat more intuitive and require less technical machinery and that this is mainly due to the fact that the latter proofs work by diagonalizing against a universal martingale, whereas the former ones are formulated in terms of Martin-Löf covers. However, the ideas underlying the original and the current proofs are essentially the same; in particular, the procedure for defining the words w i (t) in the proof of Theorem 14 is taken from Gács. Note in this connection that, similar to the original proofs given by Gács and Kučera, the oracle Turing machines we have constructed in order to wttreduce a given set X to a Martin-Löf random set R do not depend on the set X, i.e., there is a single machine that wtt-reduces any given set to some Martin-Löf random set.
Hertling [5, 10] investigates general assumptions on a class C that imply that the result of Gács and Kučera as stated in Theorems 10 and 14 holds with C in place of the class of Martin-Löf random sets. He introduces concepts of effectively growing Cantor classes and proves along the lines of Gács' work [9] that the result of Gács and Kučera goes through for any class C that is constructively closed and contains an effectively growing Cantor class of appropriate type. For ease of reference, we sketch in Remark 16 a proof of his result that uses our terminology and is based on the proof of Theorem 14. Before, we state in Remark 15 a straightforward equivalent characterization of the concept of effectively closed class. Recall that a subclass C of Cantor space is effectively closed (or a Π ∞ where the set W is computably enumerable. For the scope of Remarks 15 and 16 and with an arbitrary class C understood, say a word w is an admissible prefix if it is a prefix of a set in C.
Remark 15. Let C be any class. Then C is effectively closed if and only if the two following conditions are satisfied.
(i) The set of words that are not admissible prefixes is computably enumerable.
(ii) Any set that extends infinitely many admissible prefixes is already in C.
First assume that C is constructively closed and let W be a computably enumerable set such that C is equal to the complement of W {0, 1}
∞ . Then a word w is not admissible if and only if the cylinders u{0, 1}
∞ with u in W cover the cylinder above w. In the latter situation, by compactness of Cantor space [19] , the cylinder above w is already covered by finitely many of these cylinders. Hence by enumerating W we will eventually detect all words w that are not admissible and (i) follows. In order to show (ii), it suffices to observe that any set not in C has a prefix u in W and hence extends only finitely many admissible prefixes.
Next, assume that C satisfies (i) and (ii) and let V be the set of words that are not admissible prefixes. Then V is computably enumerable by (i) and C is equal to the complement of V {0, 1}
∞ by (ii), hence C is effectively closed.
Remark 16. Let C be an effectively closed class and assume that there are computable sequences l 0 , l 1 , . . . and m 0 , m 1 , . . . of nonzero natural numbers such that (iii) for every s, any admissible prefix of length l 0 + . . . + l s−1 can be extended in 2 ms different ways to an admissible prefix of length l 0 + . . . + l s .
Then any set X is wtt-reducible to a set R in C, where the reduction can be chosen such that for any s, the prefix of X of length m 0 + . . . + m s can be computed from the prefix of R of length l 0 +. . .+l s . (Condition (iii) is essentially the same as Hertling's condition on effectively growing Cantor classes.) We omit the details of the proof, which is very similar to the corresponding part of the proof of Theorem 14. The proof exploits that by Remark 15 the effectively closed class C satisfies (i) and (ii). The set R is again constructed in stages, where during stage s we extend an admissible prefix of length l s−1 to an admissible prefix of length l s , hence by (ii) the constructed set X is indeed in C. Furthermore, we can argue that by (i) and (iii) the procedure that computes the w i (t) can be defined as before.
In the proofs of Theorem 10 and 14 an analogue of assumption (iii) has been obtained from Remark 9 on martingales. While Gács uses a similar argument formulated in terms of measure, the approach of Kučera is different. In his proof, the interval lengths l s are not specified in advance but are computed by an inductive process, which exploits an interesting technical lemma [11, Lemma 8] . The lemma asserts that there is a computable, rational-valued function b such that Prob[C w ] > b(w) > 0 whenever the class C w has nonzero measure, where C w is the intersection of the cylinder w{0, 1}
∞ with the complement of any fixed class W g(i) {0, 1}
∞ from some specific universal Martin-Löf cover.
Self-and autoreductions of random sets
Recall from Section 1.2 the concepts of self-and autoreducibility. The bits of a set that is self-or autoreducible depend on each other in an effective way and one might be tempted to assume that in the case of a random set such dependencies cannot exist. However, for example we obtain autoreducible random sets if we consider a concept of reducibility where the underlying model of computation is powerful enough to simply compute a random set. This indicates that when asking whether random sets may be autoreducible we have to be more specific about the types of random set and reducibility. In what follows, we investigate the question of how powerful a model of computation is required in order to be able to autoreduce Martin-Löf random and rec-random sets.
First, in the proof of Theorem 17, we use techniques similar to the ones employed in the proof of Theorem 10 in order to construct a rec-random set that is wtt-autoreducible. Subsequently, in Corollary 21, we argue that there are Martin-Löf random sets that are c.e.-selfreducible. Finally, in Remark 23, we observe that the two latter results cannot be extended to slightly less powerful reducibilities because it is known that rec-random sets cannot be tt-autoreducible and that Martin-Löf random sets cannot be T-autoreducible.
Theorem 17. There is a set that is rec-random and wtt-autoreducible.
Proof. A set R as required can be obtained by a construction similar to the one used in the proof of Theorem 10. Choose δ 0 , δ 1 , . . . and β 0 , β 1 , . . . as in that proof and let ε s = (δ s − 1)/2. Again, partition the natural numbers into consecutive intervals I 0 , I 1 , . . ., however now interval I s has length l s = l (1 + ε s , 3) .
. . be an appropriate effective enumeration of all partial computable functions from {0, 1}
* to the rational numbers and let E = {e : d e is a (total) martingale with initial capital d e (λ) = 1} .
For the sake of simplicity we assume that 0 is in E. Furthermore, let
where τ e = ε e 2 l0+...+le .
The set R is constructed in stages s = 0, 1, . . . where during stage s we specify the restriction of R to the interval I s . At stage s call a word w of length l s an admissible extension if s = 0 or if s > 0 and we havē
Again at every stage s we will let R|I s be equal to some admissible extension and we argue that this way the set R automatically becomes rec-random. For a proof of the latter it suffices to show that for all s we havē
If there were some d j that succeeds on R, then by Remark 6 there would be some d i that succeeds on R by unbounded limit inferior. But the latter contradicts (10) because the β i are bounded and becaused s ≥ τ i d i for s ≥ i. Inequality (10) follows by an inductive argument. For s = 0 we havē
In the induction step, let v and w be the restriction of R to I 0 ∪ . . . ∪ I s−1 and to I s , respectively. By the definition of admissible extension and by the induction hypothesis, we havē
By definition, the values ofd s−1 (vw) and ofd s (vw) are the same in case s is not in E, while otherwise they differ by
where the inequalities follow because a martingale can at most double at each step and by the definition of τ s . In summary, we havē
It remains to show that we can arrange that R is wtt-autoreducible. At stage s, let (w 0 , w 1 ) be the least pair of admissible extensions such that w 0 and w 1 differ at least at two places. Then let the restriction of R to I s be equal to w 0 in case s / ∈ E and be equal to w 1 otherwise. Observe that there is always such a pair because by choice of l s there are at three admissible extensions, hence there are at least two admissible extensions that differ in at least two distinct places. (Indeed, given any three mutually distinct words u, u , u of the same length, then if u and u differ only at one place, u must differ from u at some other place, hence u and u or u and u differ in at least two places.)
The set R is wtt-autoreducible by an oracle Turing machine M that works as follows. For simplicity, we describe the behavior of M for the case where its oracle is indeed R and omit the straightforward considerations for other oracles; anyway it should be clear from the description that M is of wtt-type.
On input x, first M determines the index s such that x is in I s . Then M queries the oracle at all places in I 0 ∪ . . . ∪ I s except at x; this way M obtains in particular the restrictions v 0 , . . . , v s−1 of R to I 0 , . . . , I s−1 , respectively, and, up to one bit, the restriction w of R to I s . Next M successively computes E(j) for j = 1, . . . , s − 1; this can be done because given the v i and the values E(0) through E(j − 1), it is possible to compute the admissible words and the words w 0 and w 1 of stage j, and by comparing the two latter words to v j one can then compute E(j). Finally, M determines R(x) by computing the words w 0 and w 1 of stage s and by comparing them to the known part of w. The last step exploits that w 0 and w 1 differ at least at two places and thus differ on I s \ {x}.
Next we argue that there is a Martin-Löf random set that is c.e.-self-reducible. In order to demonstrate this assertion, it suffices to review the known fact that there are computably enumerable reals that are Martin-Löf random and to observe that a set is c.e.-self-reducible if and only if its associated real is computably enumerable.
The real associated with a set B is 0.b 0 b 1 . . . where b i = B(i). A real is called Martin-Löf random if it is associated to a Martin-Löf random set. Definition 18. A computably enumerable real, c.e. real for short, is a real that is the limit of a nondecreasing computable sequence of rationals.
Computably enumerable reals are also called left computable reals. In Remark 19, we review the well-known fact that there are reals that are c.e. and Martin-Löf random. Note that a real has the two latter properties if and only if it is a Chaitin Ω real, i.e., is equal to the halting probability of some universal prefix-free Turing machine. For a proof of this equivalence and for references see Calude [6] , where the equivalence is attributed to work of Calude, Hertling, Khoussainov, and Wang, of Chaitin, of Kučera and Slaman, and of Solovay.
Remark 19.
There is a c.e. real that is Martin-Löf random.
For a proof, consider any component W g(i) {0, 1} ∞ of a universal Martin-Löf cover and let L be the leftmost, i.e., lexicographically least, set in the complement of this component. Note that the set L and thus also its associated real are Martin-Löf random. Furthermore, let u s = u s 1 . . . u s s be the lexicographically least word u of length s such that the cylinder u{0, 1}
∞ is not contained in the union of the cylinders v{0, 1}
∞ over the first s words v that are enumerated into W . Then it can be shown that the real associated to L is the limit of the nondecreasing computable sequence formed by the rationals 0.u Proof. Fix any set A and let a 0 a 1 . . . be its characteristic sequence. The equivalence asserted in the proposition is immediate in case the characteristic sequence is eventually constant, i.e., if a j = a j+1 = . . . for some j. So assume otherwise.
First let A be c.e.-self-reducible by an oracle Turing machine M . Let α denote the real that is associated with A. We define inductively a computable sequence α 0 , α 1 , . . . of rational numbers that converges nondecreasingly to α and where α s can be written in the form
Let M s (X, x) be the approximation to M (X, x) obtained by running M for s steps on input x and oracle X; i.e., M s (X, x) = M (X, x) if M terminates within s computation steps, and M s (X, x) is undefined otherwise. For a start, let a 0 0 = 0, i.e., α 0 = 0. In order to define α s for s > 0, we distinguish two cases. In case for some j < s, we have 
if eventually such an index i is found, M outputs 1 while otherwise, if there is no such i, M does not terminate. Now suppose that M is applied to oracle A and any input s. If a s = 0, then (11) is false for all i, hence M does not terminate. On the other hand, if a s = 1 then α is strictly larger than the righthand side of (11) because by case assumption there is some j > s such that a j = 1. Hence (11) is true for almost all i and M eventually outputs 1.
By Remark 19 and Proposition 20, the following corollary is now immediate.
Corollary 21.
There is a set that is Martin-Löf random and c.e.-self-reducible.
Remark 22 gives an alternate direct proof of Corollary 21, which is derived from the proof of Theorem 10.
Remark 22. In the proof of Theorem 10, we have constructed a Martin-Löf random set where bit X(i) of the given set X has been coded into interval I i by choosing either the least or the greatest admissible extension. If we adjust the construction such that in each interval simply the least admissible extension is chosen, we obtain a set that is Martin-Löf random and c.e.-self-reducible.
The construction in the proof of Theorem 10 yields a Martin-Löf random set in case the chosen extensions are always admissible. Thus it suffices to show that the set R that is obtained by always choosing the least admissible extension is c.e.-self-reducible. A machine M witnessing that R is c.e.-self-reducible works as follows. On input x, first M queries its oracle at all places strictly less than x and receives as answer the length x prefix α x of its oracle. Then M computes the index s such that x is in the interval I s , and lets v s be the prefix of α x of length l 0 + . . . By Theorem 17 and Corollary 21, there are rec-random sets that are wttautoreducible and Martin-Löf random sets that are c.e.-selfreducible. By the following remark, these results do not extend to the less powerful T-reducibility and tt-reducibility, respectively, i.e., no rec-random set is tt-autoreducible [8] and no Martin-Löf random set is T-autoreducible [8, 24] .
Remark 23. Consider the following, more liberal variant of T-autoreducibility. A set A is infinitely often (i.o.) T-autoreducible if there is an oracle Turing machine that on input x eventually outputs either the correct value A(x) or a special symbol that signals ignorance about the correct value; in addition, the correct value is computed for infinitely many inputs. The concept of i.o. ttautoreducibility is defined accordingly, i.e., we require in addition that the machine performing the reduction is total.
Ebert [7] showed that every Martin-Löf random set is i.o. tt-autoreducible. By results of Ebert, Merkle, and Vollmer [8] , any Martin-Löf random set can be i.o.-tt-autoreduced such that the fraction of correctly computed places up to input x exceeds r(x) where r is any given computable rational-valued function that goes nonascendingly to 0; on the other hand, no Martin-Löf random set R is i.o. T-autoreducible in such a way that in the limit the fraction of places where R(x) is computed correctly is a nonzero constant and the latter assertion remains true with Martin-Löf random and i.o. T-autoreducible replaced by recrandom and i.o. tt-autoreducible. In particular, no Martin-Löf random set is T-autoreducible and no rec-random set is tt-autoreducible.
