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The introduced earlier projection method for boost-invariant and cylindrically symmetric systems
is used to introduce a new formulation of anisotropic hydrodynamics that allows for three substan-
tially different values of pressure acting locally in three different directions. Our considerations
are based on the Boltzmann kinetic equation with the collision term treated in the relaxation time
approximation and the momentum anisotropy is included explicitly in the leading term of the dis-
tribution function. A novel feature of our work is the complete analysis of the second moment of
the Boltzmann equation, in addition to the zeroth and first moments that have been analyzed in
earlier studies. We define the final equations of anisotropic hydrodynamics in the leading order as
a subset of the analyzed moment equations (and their linear combinations) which agree with the
Israel-Stewart theory in the case of small pressure anisotropies.
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I. INTRODUCTION
Successful applications of relativistic viscous hydrodynamics in the description of heavy-ion collisions at RHIC
(Relativistic Heavy-Ion Collider) and the LHC (Large Hadron Collider) triggered large interest in the development
of the hydrodynamic framework [1–23]. An example of the new approach to relativistic dissipative hydrodynamics
is anisotropic hydrodynamics [24–33] — the framework where effects connected with the expected high pressure
anisotropy of the produced matter are included in the leading order of the hydrodynamic expansion. Very recently,
also the second order anisotropic hydrodynamics has been formulated by Bazow, Heinz, and Strickland [34]. The new
approach introduced in [34] allows for description of arbitrary transverse expansion of matter in the way which
becomes consistent with more traditional approaches to dissipative hydrodynamics in the small anisotropy limit.
This formalism uses, however, the Romatschke-Strickland form [35] of the distribution function in the leading order,
which implies that the two components of pressure in the transverse plane may be different only if the second-order
corrections are taken into account.
In this work we present a new methodology for including three substantially different pressure components already in
the leading order of hydrodynamic expansion. Our approach is based on the projection method introduced in Ref. [36],
which has turned out to be a convenient tool to replace complicated tensor equations of relativistic hydrodynamics by
a small set of scalar equations. We take into account the radial expansion of the produced matter (in addition to the
longitudinal Bjorken flow) but our considerations are confined to the case with cylindrical symmetry. We generalize the
Romatschke-Strickland form to the case where all three pressure components may be different. Compared to earlier
works on anisotropic hydrodynamics in the leading order, where the zeroth and first moments of the Boltzmann
equation have been studied, an important novel feature of our present work is the analysis of the second moment
of the Boltzmann equation. We argue that a successful agreement with the Israel-Stewart theory in the limit of
small anisotropies may be achieved if we take into account two equations constructed from the second moment of the
Boltzmann equation rather than taking one equation from the zeroth moment and another equation from the second
moment.
In our opinion, the use of the second moment sheds new light on the framework of anisotropic hydrodynamics. We
expect, that the formalism developed in this paper may be a better starting point for the second-order anisotropic
hydrodynamics developed according to the guidelines presented in Ref. [34]. In addition, the presented approach may
be generalized in the natural way to the 2+1 case where the cylindrical symmetry is relaxed.
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2The paper is organized as follows: In the next Section we introduce the four-vectors U , X, Y , and Z used to
decompose different tensors used in our formalism, in particular, to decompose the expansion and shear tensors.
In Sec. III we discuss the Boltzmann equation in the relaxation time approximation and introduce the anisotropic
distribution function characterized by three anisotropy parameters. The zeroth moment of the Boltzmann equation is
discussed shortly in Sec. IV. In Sec. V we characterize the energy-momentum conservation law, the Landau matching
condition, and the close-to-equilibrium limit of the energy-momentum tensor. The formulas for the energy-density
and pressure of anisotropic systems are presented in Sec. VI. Sec. VII contains the analysis of the second moment
of the Boltzmann equation. The most important part of the paper, Sec. VIII, describes the construction of two
equations (out of the complete set of second moment equations) which are finally accepted as the two new equations
of anisotropic hydrodynamics in the leading order. The entropy production and its positivity is discussed in Sec. IX.
We summarize and conclude in Sec. X. Two appendices containing explicit forms of different expressions and integrals
close the paper. Throughout the paper we use natural units where c = ~ = kB = 1 and the metric tensor with the
signature (+,−,−,−).
II. PROJECTION METHOD FOR BOOST-INVARIANT AND CYLINDRICALLY SYMMETRIC
HYDRODYNAMIC SYSTEMS
A. Boost-invariant and cylindrically symmetric flow
The space-time coordinates and the four-vector describing the hydrodynamic flow are denoted in the standard way
as xµ = (t, x, y, z) and
Uµ = γ(1, vx, vy, vz), γ = (1− v2)−1/2. (1)
For boost-invariant and cylindrically symmetric systems, the scalar quantities may depend only on the (longitudinal)
proper time and the radial distance
τ =
√
t2 − z2, r =
√
x2 + y2. (2)
In addition, for the boost-invariant hydrodynamic flow (1) we may use the following parametrization
U0 = cosh θ⊥ cosh η‖, U1 = sinh θ⊥ cosφ, U2 = sinh θ⊥ sinφ, U3 = cosh θ⊥ sinh η‖, (3)
where θ⊥ = θ⊥(τ, r) is the transverse fluid rapidity defined by the formula
v⊥ =
√
v2x + v
2
y =
tanh θ⊥
cosh η‖
. (4)
Here η‖ is the space-time rapidity and φ is the azimuthal angle
η‖ =
1
2
ln
t+ z
t− z , φ = arctan
y
x
. (5)
In addition to Uµ we define three other four-vectors. The first one, Zµ, defines the longitudinal direction that plays
a special role due to the initial geometry of the collision,
Z0 = sinh η‖, Z1 = 0, Z2 = 0, Z3 = cosh η‖. (6)
The second four-vector, Xµ, defines a transverse direction to the beam,
X0 = sinh θ⊥ cosh η‖, X1 = cosh θ⊥ cosφ, X2 = cosh θ⊥ sinφ, X3 = sinh θ⊥ sinh η‖, (7)
while the third four-vector, Y µ, defines the second transverse direction,
Y 0 = 0, Y 1 = − sinφ, Y 2 = cosφ, Y 3 = 0. (8)
The four-vector Uµ is time-like, while the four-vectors Zµ, Xµ, Y µ are space-like. In addition, they are all orthogonal
to each other,
U2 = 1, Z2 = X2 = Y 2 = −1,
U · Z = 0, U ·X = 0, U · Y = 0,
Z ·X = 0, Z · Y = 0, X · Y = 0. (9)
3All these properties are most easily seen in the local rest frame of the fluid element (LRF), where we have
θ⊥ = η‖ = φ = 0 and
U = (1, 0, 0, 0), Z = (0, 0, 0, 1), X = (0, 1, 0, 0), Y = (0, 0, 1, 0). (10)
In the standard formalism of dissipative hydrodynamics one uses the operator ∆µν = gµν − UµUν , that projects
on the three-dimensional space orthogonal to Uµ. It can be shown that
∆µν = gµν − UµUν = −XµXν − Y µY ν − ZµZν . (11)
Using Eqs. (9) we find that Zµ, Xµ and Y µ are the eigenvectors of ∆µν ,
∆µν X
ν = Xµ, ∆µν Y
ν = Y µ, ∆µν Z
ν = Zµ. (12)
In this work, following the method of Ref. [36], we use the tensor products of the four-vectors U,X, Y , and Z as the
basis to decompose all other tensors appearing in the formalism of standard dissipative hydrodynamics and anisotropic
hydrodynamics. This allows us to replace complicated tensor equations by a set of scalar equations and to identify
the key degrees of freedom in anisotropic hydrodynamics. Various formulas and identities satisfied by the four-vectors
U,X, Y , and Z, and also by their derivatives are listed in Sec. XI. We shall refer frequently to those expressions in
this paper.
B. Expansion and shear tensors
For the sake of convenience, we present now explicit forms of the expansion and shear tensors expressing them in
terms of X, Y and Z. In the general case, the expansion tensor is defined by the formula [4]
θµν = ∆
α
µ∆
β
ν∂(βUα), (13)
where the brackets denote the symmetric part of ∂βUα. Using Eqs. (3) in the definition of the expansion tensor
(13) and also using Eqs. (6)–(8), we find that the following decomposition holds for boost-invariant and cylindrically
symmetric systems [36] 1
θµν = θXX
µXν + θY Y
µY ν + θZZ
µZν , (14)
where
θX = −∂θ⊥
∂r
cosh θ⊥ − ∂θ⊥
∂τ
sinh θ⊥, θY = − sinh θ⊥
r
, θZ = −cosh θ⊥
τ
. (15)
The contraction of the tensors ∆µν and θµν gives the volume expansion parameter θ = ∆µνθµν . Equations (11)–(13)
yield
θ = −θX − θY − θZ . (16)
It is interesting to check that the volume expansion parameter θ may be expressed also by the formula θ = ∂µU
µ.
In addition to the expansion tensor θµν we shall use the shear tensor σµν . The latter is defined by the formula
σµν = θµν − 1
3
∆µνθ. (17)
With the help of the decompositions (11) and (14) we may write
σµν = σXX
µXν + σY Y
µY ν + σZZ
µZν , (18)
where
σX =
θ
3
+ θX =
cosh θ⊥
3τ
+
sinh θ⊥
3r
− 2
3
∂θ⊥
∂τ
sinh θ⊥ − 2
3
∂θ⊥
∂r
cosh θ⊥, (19)
1 We stress that the subscripts X, Y , and Z do not denote the Cartesian coordinates but refer typically to the coefficients in the s such
as Eq. (14).
4σY =
θ
3
+ θY =
cosh θ⊥
3τ
− 2 sinh θ⊥
3r
+
1
3
∂θ⊥
∂τ
sinh θ⊥ +
1
3
∂θ⊥
∂r
cosh θ⊥, (20)
and
σZ =
θ
3
+ θZ = −2 cosh θ⊥
3τ
+
sinh θ⊥
3r
+
1
3
∂θ⊥
∂τ
sinh θ⊥ +
1
3
∂θ⊥
∂r
cosh θ⊥. (21)
In agreement with general requirements we find that
σX + σY + σZ = 0. (22)
In the case where the radial flow is absent σX = σY = 1/(3τ) and σZ = −2/(3τ), which agrees with earlier findings
[4]. For brevity of notation, expressions such as Eqs. (14) or (18) will be written shortly as the sums
θµν =
∑
I
θII
µIν , σµν =
∑
I
σII
µIν , (23)
where I takes the values X, Y , and Z. Similarly, Eqs. (16) and (22) may be written as
θ = −
∑
I
θI ,
∑
I
σI = 0. (24)
III. BOLTZMANN EQUATION AND ANISOTROPIC DISTRIBUTION FUNCTIONS
The basis for our considerations is the Boltzmann equation treated in the relaxation time approximation [37–41]
p · ∂f = p · U
τeq
(feq − f) . (25)
In Eq. (25) f is the phase-space distribution function, feq is the equilibrium distribution function, and τeq is the
relaxation time. In different frameworks of anisotropic hydrodynamics which have been studied so far, one assumes
that the distribution function f is very well approximated by the Romatschke-Strickland form [35]. The use of this
form is, however, not satisfactory in the cases where the transverse expansion is included in addition to the longitudinal
Bjorken flow. If the effects connected with shear viscosity are taken into account, the presence of the transverse flow
induces differences between the two components of pressure in the transverse plane. The Romatschke-Strickland form
allows for the difference between the longitudinal and transverse pressures but the two transverse pressures must be
identical.
An essential new feature of the present work is the generalization of the Romatschke-Strickland form to the expres-
sion which allows for three different components of pressure
f(x, p) = k exp
(
− 1
Λ
√
(1 + ζX) (p ·X)2 + (1 + ζY ) (p · Y )2 + (1 + ζZ) (p · Z)2
)
. (26)
Here k is an overall normalization constant, Λ is the typical momentum scale, and ζI ’s (I = X,Y, Z) are three
anisotropy parameters. In the special case where ζX = ζY = 0, Eq. (26) is reduced to the Romatschke-Strickland
form [35]. In more general cases, the function (26) depends on the three different ratios (1 + ζI)/Λ
2. Exactly this
feature allows us to introduce three different components of pressure in the local rest frame.
Introducing the new variables, namely,
λ =
Λ√
1 + 13 (ζX + ζY + ζZ)
, ξI =
1 + ζI
1 + 13 (ζX + ζY + ζZ)
− 1 (I = X,Y, Z), (27)
the distribution function (26) may be rewritten in the equivalent form as
f(x, p) = k exp
(
− 1
λ
√
(1 + ξX) (p ·X)2 + (1 + ξY ) (p · Y )2 + (1 + ξZ) (p · Z)2
)
= k exp
(
− 1
λ
√
(p · U)2 + ξX (p ·X)2 + ξY (p · Y )2 + ξZ (p · Z)2
)
, (28)
5where the new anisotropy parameters ξI satisfy the condition∑
I
ξI = ξX + ξY + ξZ = 0. (29)
To replace the first line in Eq. (28) by the second line we used Eq. (11) and the mass-shell condition p2 = m2 = 0. The
physical constraints Λ > 0 and 1 + ζI > 0 imply that λ > 0 and 1 + ξI > 0. Hence, the initial parametrization (26) is
completely equivalent to the new one. Below we shall use the expression (28) and treat the scale λ together with the
two anisotropy parameters ξX and ξY as three independent variables
2. Equation (29) defines the applicability range
of our parameterization
− 1 < ξX , −1 < ξY , ξX + ξY < 1. (30)
The equilibrium function in (25) has the form
feq(x, p) = k exp
(
−p · U
T
)
. (31)
One can show that the distribution function (28) is reduced to the form (31) with λ = T , if the anisotropy parameters
ξI are all set equal to zero.
IV. ZEROTH MOMENT AND PARTICLE NUMBER DENSITY
In this Section we present the zeroth moment of the Boltzmann equation. The zeroth and the first moments of
the Boltzmann equation were used in Refs. [25, 27, 29] to derive equations of anisotropic hydrodynamics in the direct
relation to kinetic theory. This approach is suitable for the analysis of one-dimensional boost-invariant flow, since
the first two moments yield three equations for three unknown functions (in this work these functions have been
introduced as Λ, T , and ζZ). If the transverse flow is included, one has to take into consideration one or more
equations from the second moment of the Boltzmann equation. Below, we shall argue that in the boost-invariant and
cylindrically symmetric case (with non-zero radial flow) it is preferable to consider two equations from the second
moment rather than one equation from the zeroth moment together with an extra equation obtained from the second
moment. Consequently, the formulas introduced in this Section will serve only as the reference point.
Having in mind the comments stated above, we introduce the zeroth moment of the kinetic equation (25)∫
dP p · ∂f = 1
τeq
∫
dP p · U (feq − f) . (32)
Here dP = d3p/p is the Lorentz invariant integration measure (for massless particles considered in this work
p =
√
p2x + p
2
y + p
2
z). Using the standard definition of the particle number current we find
Nµ =
∫
dP pµf = nUµ, Nµeq =
∫
dP pµfeq = neq U
µ, (33)
and
Dn+ nθ =
1
τeq
(neq − n) , (34)
where θ is the expansion parameter defined in (16). We note that there are no terms proportional to the four-vectors
Xµ, Y µ or Zµ in the expansion of the current Nµ. This is due to the quadratic dependence of the distribution function
(28) on these four-vectors. Dividing (34) by n we may further rewrite the zeroth moment equation as
D lnn+ θ =
1
τeq
(neq
n
− 1
)
. (35)
2 We note that the covariant form of the distribution function depends also on the transverse fluid rapidity θ⊥ through the vectors Uµ
and Xµ. Hence, we have in fact four independent scalar functions in (28).
6The particle number density n calculated for the anisotropic distribution function (28) equals
n(λ, ξ) =
8pikλ3√
1 + ξX
√
1 + ξY
√
1 + ξZ
. (36)
On the left-hand side of (36) we use the short-hand notation, ξ, to denote three anisotropy parameters ξX , ξY , and
ξZ = −ξX − ξY . In equilibrium, the expression for the particle number density simplifies to
neq(T ) = 8pikT
3. (37)
V. FIRST MOMENT OF KINETIC EQUATION
A. Energy-momentum conservation
The first moment of the kinetic equation (25) reads∫
dP pνp · ∂f = 1
τeq
∫
dP pν p · U (feq − f) . (38)
With the energy-momentum tensors defined by the second moments of the distribution functions,
Tµν =
∫
dPpµpνf, Tµνeq =
∫
dPpµpνfeq, (39)
we may rewrite Eq. (38) as
∂µT
µν =
1
τeq
(
UµT
µν
eq − UµTµν
)
. (40)
Since we want to conserve energy and momentum in the system, the left-hand side of Eq. (40) must vanish
∂µT
µν = 0. (41)
This leads us to the conclusion that the first-moment equations (38) and (40) are satisfied only if the Landau matching
condition is satisfied
UµT
µν
eq = UµT
µν . (42)
The form of the distribution function (28) implies that the energy-momentum tensor of the anisotropic system has
the structure
Tµν = εUµUν + PXX
µXν + PY Y
µY ν + PZZ
µZν = εUµUν +
∑
I
PII
µIν , (43)
where ε is the energy density, while PX , PY and PZ are three different pressure components. In the local rest frame
the energy-momentum tensor has the diagonal structure,
Tµν =
 ε 0 0 00 PX 0 00 0 PY 0
0 0 0 PZ
 . (44)
In local equilibrium, ε = εeq and the three pressures become equal, PX = PY = PZ = Peq = ε/3. Hence, the
equilibrium energy-momentum tensor has the expected form
Tµνeq = εeqU
µUν + PeqX
µXν + PeqY
µY ν + PeqZ
µZν ,
= εeqU
µUν − Peq∆µν = (εeq + Peq)UµUν − Peqgµν . (45)
The use of the expressions (43) and (45) in the Landau matching condition (42) leads directly to the two equations
εUµ = εeqU
µ, ε = εeq. (46)
7We thus see that the Landau matching condition implies simply that the energy density of the system should be equal
to the energy density of the thermal background. This requirement allows us to determine the effective temperature
T appearing in the thermal distribution feq.
For boost-invariant and cylindrically symmetric systems only two out of four equations appearing in the conservation
laws (41) are independent. They are the same as those derived in Ref. [36] and may be written in the compact form
as
Dε+ ε θ −
∑
I
PIθI = 0 (47)
and
(X · ∂)PX + PX (∂ ·X)− ε (X ·DU)− PY [X · (Y · ∂)Y ]− PZ [X · (Z · ∂)Z] = 0. (48)
See Sec. XI for the explicit formulas of the derivatives appearing in (47) and (48).
The standard dissipative hydrodynamics is based on the gradient expansion around the isotropic background. In
this case, one usually considers small deviations from the equilibrium values. From this point of view it is interesting
and useful to consider the close-to-equilibrium limit of our framework. Therefore, we introduce deviations from the
equilibrium pressure, piI ’s, defined by the relations
PX = Peq + piX , PY = Peq + piY , PZ = Peq + piZ . (49)
The sum of the pressure deviations is equal to zero∑
I
piI = piX + piY + piZ = 0. (50)
The equilibrium pressure Peq is one third of the energy density, Peq = ε/3. Changing from PI ’s to piI ’s we rewrite
Eq. (47) in the equivalent forms
Dε+
4
3
θ −
∑
I
piIθI = 0, D ln ε = −4
3
θ +
∑
I
piI
ε
θI . (51)
B. Close-to-equilibrium behavior
In order to find the pressure deviations piI ’s in the close-to-equilibrium limit, we expand the anisotropic distribution
function around the thermal background,
f ' feq
(
1 +
λ− T
T 2
(p · U)− ξX(p ·X)
2 + ξY (p · Y )2 + ξZ(p · Z)2
2T (p · U)
)
. (52)
Here, we neglect higher order contributions in ξI ’s and in the difference λ − T . Then, the energy-momentum tensor
reads
Tµν ' Tµνeq + 96pi k T 3 UµUν
(
λ− T
)
− 32pi k T 3 ∆µν
(
λ− T
)
−32pi
5
k T 4
(
ξXX
µXν + ξY Y
µY ν + ξZZ
µZν
)
. (53)
Using the Landau matching (46) we find that λ = T in the leading order. Hence, the energy-momentum tensor in the
leading order reads
Tµν ' Tµνeq −
32pi
5
k T 4
(
ξXX
µXν + ξY Y
µY ν + ξZZ
µZν
)
. (54)
This expression helps us to identify directly the pressure corrections:
piX ' −32pikT
4
5
ξX , piY ' −32pikT
4
5
ξY , piZ ' −32pikT
4
5
ξZ . (55)
It is interesting to observe that the pressure corrections are directly proportional to the anisotropy parameters.
8VI. ENERGY DENSITY AND ANISOTROPIC PRESSURE
The energy density for the anisotropic distribution (28) may be obtained from the contraction of the energy-
momentum tensor with the four-vectors U , namely, ε = UµUνT
µν . This gives
ε(λ, ξ) = 24pikλ4R(ξ), (56)
where the function R(ξ) is defined by the integral (for details see Sec. XII)
R(ξ) = 1
4pi
√∏
J(1 + ξJ)
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
√
cos2 φ sin2 θ
1 + ξX
+
sin2 φ sin2 θ
1 + ξY
+
cos2 θ
1 + ξZ
. (57)
In the case of local equilibrium we have
εeq(T ) = 24pikT
4. (58)
This leads us to the equivalent formulation of the Landau matching condition (42) in the form
T 4 = λ4R(ξ), (59)
which resembles the condition derived first in [25]. It is important to notice, however, that our definitions of the
parameters λ and ξ are different from the definitions of the parameters Λ and ξ used in [25] 3.
Similarly to the energy density, the three components of anisotropic pressure may be obtained from three contrac-
tions of the energy-momentum tensor with the four-vectors X, Y , and Z, namely, PX = XµXνT
µν , PY = YµYνT
µν ,
and PZ = ZµZνT
µν . This leads to the formula
PI(λ, ξ) = 24pikλ
4HI(ξ), (60)
where the functions HI may be obtained by differentiation of the function R (the definitions of the functions HI as
integrals, which leads directly to (61), are given also in Sec. XII)
HI = − 2 (1 + ξI)√∏
J(1 + ξJ)
∂ξI
√∏
J
(1 + ξJ) R

= −2 (1 + ξI)R ∂ξI
ln
√∏
J
(1 + ξJ) R
 (61)
= −R− 2R (1 + ξI) ∂ξI
[
ln
(
R
)]
.
Since we consider a system of massless particles, ε = PX + PY + PZ and the functions HI satisfy the constraint∑
I
HI = R. (62)
VII. SECOND MOMENT OF KINETIC EQUATION
The second moment of the Boltzmann equation may be written in the form analogous to Eq. (40),
∂λΘ
λµν =
1
τeq
(
UλΘ
λµν
eq − UλΘλµν
)
, (63)
3 The use of a single parameter ξ in [25] corresponds to the use of the non-zero parameter ζZ in our approach with the constraint
ζX = ζY = 0. Our triplet of ξI ’s satisfies the condition (29). By the way, one can use the condition (29) to check that the expansion of
the function R(ξ)− 1 around zero has only quadratic terms in ξI ’s. This is in agreement with the leading order result λ = T .
9where
Θλµν =
∫
dP pλpµpνf, Θλµνeq =
∫
dP pλpµpνfeq. (64)
The only non-vanishing terms in (64) are those with an even number of each spatial index. In the covariant form they
read
Θ = ΘU [U ⊗ U ⊗ U ]
+ ΘX [U ⊗X ⊗X +X ⊗ U ⊗X +X ⊗X ⊗ U ]
+ ΘY [U ⊗ Y ⊗ Y + Y ⊗ U ⊗ Y + Y ⊗ Y ⊗ U ]
+ ΘZ [U ⊗ Z ⊗ Z + Z ⊗ U ⊗ Z + Z ⊗ Z ⊗ U ] . (65)
Due to the mass-shell condition p2 = m2 = 0, the coefficients in the expansion (65) are not independent. One may
check that
ΘX + ΘY + ΘZ = ΘU . (66)
This and other tensor identities may be most easily checked in the local rest frame. A similar argument holds for the
projections of Θλµνeq . In addition, due to the rotation invariance of the equilibrium distribution we have
ΘeqX = Θ
eq
Y = Θ
eq
Z = Θeq . (67)
Out of the ten independent equations in (63) five are trivial 0 = 0 equations. They correspond to the contractions of
(63) with U ⊗ Y , U ⊗ Z, X ⊗ Y , X ⊗ Z, and Y ⊗ Z. The contraction with U ⊗ U may be represented as a linear
combination of the contractions with X ⊗X, Y ⊗ Y , and Z ⊗ Z. As a consequence, we deal with four independent
contractions, namely, with U ⊗X, X ⊗X, Y ⊗ Y , and Z ⊗ Z. The contraction of (63) with U ⊗X gives
D (ΘU + 2ΘX) + (X · ∂) ΘX = sinh θ⊥
τ
(ΘZ −ΘX) + cosh θ⊥
r
(ΘY −ΘX) , (68)
with X ⊗X
DΘX + ΘX (θ − 2θX) = 1
τeq
(Θeq −ΘX) , (69)
with Y ⊗ Y
DΘY + ΘY (θ − 2θY ) = 1
τeq
(Θeq −ΘY ) , (70)
and, finally, with Z ⊗ Z
DΘZ + ΘZ (θ − 2θZ) = 1
τeq
(Θeq −ΘZ) . (71)
VIII. SELECTION OF EQUATIONS OF MOTION - MATCHING WITH ISRAEL-STEWART THEORY
In the considered model we have five independent parameters (more precisely, five scalar functions of the proper
time, τ , and the transverse distance, r). These are: the momentum scale, λ, the effective temperature, T , the
transverse rapidity, θ⊥, and two independent anisotropy parameters, for example, ξX and ξY . The two nontrivial
equations from the first moment of the Boltzmann equation, Eqs. (47) and (48), as well as the Landau matching
condition (59) ensure local energy and momentum conservation. Therefore, these three equations should be definitely
included in the computational scheme of anisotropic hydrodynamics.
The problem arises which equations should be taken into account in addition to the first-moment equations. We
need two extra equations and they should be selected out of Eqs. (35), (68), (69), (70), and (71). An important
requirement for our approach is that it must agree with the Israel-Stewart approach in the close-to-equilibrium limit.
In this case, the pressure corrections satisfy the three symmetric equations 4
τpiDpiI + piI = 2ησI + Fη piI , (72)
4 Due to the conditions
∑
I piI = 0 and
∑
I σI = 0 only two out of three equations in (72) are independent.
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where [4]
Fη = −ηT∂ ·
(α1
2T
U
)
. (73)
In Eqs. (72) and (73) the quantity τpi is the relaxation time for the shear viscous corrections piI , η is the shear viscosity,
and α1 is one of the kinetic coefficients appearing in second order hydrodynamics [2]. The symmetric form of the
three equations appearing in (72) suggests that one should use Eqs. (69), (70), and (71) as a starting point for possible
generalizations of (72) to the case of high pressure anisotropy. The use of the zeroth moment equation combined with
one of the equations obtained from the second moment leads to asymmetric treatment of different anisotropies, which
contradicts the symmetric form of Eqs. (72).
In the remaining part of this Section we show that two linear combinations of Eqs. (69)–(71) provide indeed a system
of equations which agree with Eqs. (72) in the close-to-equilibrium limit. At first, it is useful to take advantage of the
fact that ΘI ’s are positive,
ΘI =
∫
dP p (p · I)2f = 32pi k λ
5√∏
J(1 + ξJ)
1
1 + ξI
, (74)
Θeq =
∫
dP p (p · I)2feq = 32pi k T 5 (I = X,Y, Z). (75)
Then, we rewrite Eqs. (69)–(71) dividing each of them first by ΘI . In this way we obtain
D ln ΘI + θ − 2θI = 1
τeq
[
Θeq
ΘI
− 1
]
. (76)
In the next step, we define the two desired equations by taking Eqs. (76) for I = X and I = Y , and by subtracting
one third of the sum of Eqs. (76) from these two equations
D ln ΘI + θ − 2θI − 1
3
∑
J
[
D ln ΘJ + θ − 2θJ
]
=
1
τeq
[
Θeq
ΘI
− 1
]
− 1
3
∑
J
{
1
τeq
[
Θeq
ΘJ
− 1
]}
(I = X,Y ). (77)
Of course, other choices of the two indices I are also possible. The very important feature of our strategy is that
fulfilling Eqs. (77) for arbitrary two indices implies that the same equation is fulfilled for the remaining third index.
To demonstrate this property, we first make use of Eqs. (74) and (75) to rewrite Eqs. (77) in the simpler form as
DξI
1 + ξI
− 1
3
∑
J
DξJ
1 + ξJ
+ 2σI +
ξI
τeq
(
T
λ
)5√∏
J
(1 + ξJ) = 0 (I = X,Y ). (78)
If Eq. (78) is fulfilled for I = X and I = Y , the same equation holds for I = Z. Indeed, if we use the properties
σZ = −σX − σY and ξZ = −ξX − ξY , then the straightforward calculation shows
DξZ
1 + ξZ
− 1
3
∑
J
DξJ
1 + ξJ
+ 2σZ +
ξZ
τeq
(
T
λ
)5√∏
J
(1 + ξJ)
=
DξZ
1 + ξZ
− 1
3
∑
J
DξJ
1 + ξJ
+
−2σX − ξX
τeq
(
T
λ
)5√∏
J
(1 + ξJ)
+
−2σY − ξY
τeq
(
T
λ
)5√∏
J
(1 + ξJ)

=
DξZ
1 + ξZ
+
DξX
1 + ξZ
+
DξY
1 + ξY
−
∑
J
DξJ
1 + ξJ
≡ 0. (79)
Close to equilibrium, the anisotropy parameters ξI are proportional to the pressure corrections piI . Using Eqs. (46),
(55), and (58), we find
ξX ' −15
4
piX
ε
ξY ' −15
4
piY
ε
ξZ ' −15
4
piZ
ε
. (80)
Since ξX + ξY + ξZ = 0 and λ = T up to quadratic terms in the anisotropy parameters, Eqs. (78) reads
DξI + 2σI +
ξI
τeq
' 0. (81)
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Using Eqs. (80) and multiplying the last equation by −4ε/15 we obtain
DpiI − piID ln ε− 2
(
4
15
ε
)
σI +
piI
τeq
' 0, (82)
or
τeqDpiI + piI = 2
(
4
15
ε τeq
)
σI + τeq piI D ln ε. (83)
The two terms on the left-hand side of (83) and the first term on the right-hand side of (83) agree with the corre-
sponding terms in Eq. (72) provided we connect the relaxation time τpi and the shear viscosity η with the relaxation
time τeq and the energy density ε by the expressions
τpi = τeq, η =
4
15
ε τeq. (84)
Finally, one may find the value of the coefficient α1 comparing the last term with the expression for FηpiI . Using (73),
one finds
piIFη = −piIηT ∂ ·
(α1
2T
U
)
= piI
[
−∂ ·
(
ηα1 U
)
+ ηα1D ln
(
ηT
)]
= (85)
= piI
[
− (ηα1) θ −D (ηα1) + (ηα1)D ln
(
ηT
)]
With the relaxation time τpi and the viscosity η identified through Eq. (84) and also using Eqs. (46), (51), and (58)
we obtain
piIFη = piI
[
3
4
(ηα1)D ln ε− 1
4
(ηα1)
∑
J
piJ
ε
θJ −D (ηα1) + 5
4
(ηα1)D ln ε+ (ηα1)D ln τpi
]
=
= piI [2 (ηα1)D ln ε+ (ηα1)D ln τpi −D (ηα1)] (86)
Since the last term is quadratic in the pressure corrections, it can be neglected, while the remaining part equals the
last term in Eq. (83) when
ηα1 =
1
2
τpi or α1 =
τpi
2η
, (87)
which is consistent with the Israel-Stewart theory [3].
IX. ENTROPY SOURCE
An important verification of our scheme based on Eqs. (47), (48), (59), and (78) is checking if it leads to the positively
defined entropy source. Using the Boltzmann definition of the entropy current, we find that it is proportional to the
particle density
σµ = σUµ = 4nUµ, (88)
where n is defined by Eq. (36), hence
σ(λ, ξ) =
32pikλ3√
1 + ξX
√
1 + ξY
√
1 + ξZ
. (89)
Combining this equation with the formula for the energy density we find
ε = 24pi k
 σ
32pi k
√∏
I
(1 + ξI)
 43 R = 3
8
(4pi k)
− 13 σ
4
3
[∏
J
(1 + ξJ)
] 2
3
R. (90)
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Substituting this equation into Eq. (47) gives
4
3
(
D lnσ + θ
)
+
2
3
∑
I
DξI
1 + ξI
+D lnR−
∑
I
piI
ε
θI = 0, (91)
We note that the expression in the bracket on the left-hand side of Eq. (91) is proportional to the entropy source
Σ = ∂µσ
µ = ∂µ (σU
µ) = Dσ + σθ. (92)
We shall express now the last two terms in (91) in terms of the functions R and HI . From Eq. (61) we calculate
the ξI derivative of ln(R)
∂ξI
[
ln
(
R
)]
= − 1
2 (1 + ξI)
[
1 +
HI
R
]
. (93)
Hence, the convective derivative D ln(R) reads
D ln
(
R
)
=
∑
I
DξI ∂ξI
[
ln
(
R
)]
= −1
2
∑
I
[
1 +
HI
R
]
DξI
1 + ξI
. (94)
On the other hand, using definitions of the pressure corrections (49) and of the functionsHI , we find a useful expression
for the pi/ε ratio
piI
ε
= −1
3
[
1− 3HIR
]
(95)
and ∑
I
piI
ε
θI = −1
3
∑
I
[
1− 3HIR
](
1
3
θ + θI − 1
3
θ
)
= −1
6
∑
I
[
1− 3HIR
]
2σI . (96)
Here we replaced the components of the expansion tensor θI by the components of the shear tensor σI .
Using Eqs. (93)–(96), which are exact and do not refer to the small anisotropy limit, we may write
4
3
∂µσ
µ
σ
+
1
6
∑
I
[
1− 3HIR
]
DξI
1 + ξI
+
1
6
∑
I
[
1− 3HIR
]
2σI = 0, (97)
or, equivalently,
∂µσ
µ
σ
= −
∑
I
[
1
8
− 3
8
HI
R
](
DξI
1 + ξI
+ 2σI
)
. (98)
Using now Eqs. (59), (62), and (78) we find
∂µσ
µ
σ
=
1
τeq
R 54
√∏
J
(1 + ξJ)
∑
I
[
1
8
− 3
8
HI
R
]
ξI = − 3
8τeq
R 54
√∏
J
(1 + ξJ)
∑
I
HI
R ξI ≥ 0. (99)
The last inequality has been checked numerically in the allowed range of the parameters ξX and ξY , see Eqs. (29) and
(30). For small anisotropies we use Eqs. (80) and (95) to find that
∂µσ
µ
σ
=
1
10τeq
∑
I
ξ2I , (100)
which is again consistent with the Israel-Stewart theory.
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X. SUMMARY AND CONCLUSIONS
In this paper we have used the projection method for boost-invariant and cylindrically symmetric systems to
introduce a new formulation of anisotropic hydrodynamics that allows for three different values of pressure acting in
three different directions. Our considerations have been based on the Boltzmann kinetic equation with the collision
term treated in the relaxation time approximation. The momentum anisotropy has been included explicitly in the
leading term of the distribution function.
A novel feature of our work is the complete analysis of the second moment of the Boltzmann equation, in addition to
the zeroth and first moments that have been analyzed in earlier studies. The framework of anisotropic hydrodynamics
should include five equations for five unknown functions: λ, T , θ⊥, ξX and ξY . The first two equations follow from
the energy and momentum conservation, Eqs. (47) and (48). Their explicit, extended versions are
(cosh θ⊥∂τ + sinh θ⊥∂r) ε(λ, ξ) + ε(λ, ξ)
[
cosh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ sinh θ⊥
(
1
r
+ ∂τθ⊥
)]
+PX(λ, ξ) (cosh θ⊥∂rθ⊥ + sinh θ⊥∂τθ⊥) + PY (λ, ξ)
sinh θ⊥
r
+ PZ(λ, ξ)
cosh θ⊥
τ
= 0, (101)
and
(sinh θ⊥∂τ + cosh θ⊥∂r)PX(λ, ξ) + ε (sinh θ⊥∂rθ⊥ + cosh θ⊥∂τθ⊥)
+PX(λ, ξ)
[
sinh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ cosh θ⊥
(
1
r
+ ∂τθ⊥
)]
− PY (λ, ξ)cosh θ⊥
r
− PZ(λ, ξ) sinh θ⊥
τ
= 0. (102)
The main result of the present work is that Eqs. (101) and (102) should be supplemented with the two equations
obtained from the second moment of the Boltzmann equation
1
1 + ξI
(cosh θ⊥∂τ + sinh θ⊥∂r) ξI − 1
3
∑
J
1
1 + ξJ
(cosh θ⊥∂τ + sinh θ⊥∂r) ξJ
+2σI +
ξI
τeq
(
T
λ
)5√∏
J
(1 + ξJ) = 0 (I = X,Y ). (103)
The effective temperature appearing in (103) should be obtained from the Landau matching condition which, for the
sake of convenience, we also repeat here (
T
λ
)4
= R(ξ). (104)
The numerical analysis of Eqs. (101)–(104) is left for a separate study.
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XI. APPENDIX: EXPLICIT FORMULAS FOR DERIVATIVES
The total time (or convective) derivative, D = Uα∂α = U · ∂, describes the change of a physical quantity in the
local rest frame. In the remaining part of this Section we collect the formulas involving D and other derivatives which
are useful in dealing with hydrodynamic equations.
Directional derivatives:
U · ∂ = cosh θ⊥∂τ + sinh θ⊥∂r, Y · ∂ = 1
r
∂φ,
X · ∂ = sinh θ⊥∂τ + cosh θ⊥∂r, Z · ∂ = 1
τ
∂η‖ . (105)
Divergencies:
∂ · U = cosh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ sinh θ⊥
(
1
r
+ ∂τθ⊥
)
, ∂ · Y = 0,
∂ ·X = sinh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ cosh θ⊥
(
1
r
+ ∂τθ⊥
)
, ∂ · Z = 0. (106)
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Convective derivatives of U , X, Y , and Z:
DU = (U · ∂)U = X (cosh θ⊥∂τθ⊥ + sinh θ⊥∂rθ⊥) , DY = (U · ∂)Y = 0,
DX = (U · ∂)X = U (cosh θ⊥∂τθ⊥ + sinh θ⊥∂rθ⊥) , DZ = (U · ∂)Z = 0. (107)
Directional derivatives of U , X, Y , and Z:
(X · ∂)U = X (sinh θ⊥∂τθ⊥ + cosh θ⊥∂rθ⊥) , (X · ∂)Y = 0,
(X · ∂)X = U (sinh θ⊥∂τθ⊥ + cosh θ⊥∂rθ⊥) , (X · ∂)Z = 0, (108)
(Y · ∂)U = sinh θ⊥
r
Y, (Y · ∂)Y = 1
r
(
sinh θ⊥U − cosh θ⊥X
)
,
(Y · ∂)X = cosh θ⊥
r
Y, (Y · ∂)Z = 0, (109)
(Z · ∂)U = cosh θ⊥
τ
Z, (Z · ∂)Y = 0,
(Z · ∂)X = sinh θ⊥
τ
Z, (Z · ∂)Z = 1
τ
(
cosh θ⊥U − sinh θ⊥X
)
. (110)
XII. APPENDIX: INTEGRALS FOR ENERGY DENSITY AND PRESSURE
In order to pass from Eq. (91) to Eq. (97) we need several properties of the function R defined in (56). They follow
most easily from the representation of R in the local rest frame,
ε =
∫
dP (p · U)2 f = k
∫
d3p
p
p2 exp
− 1
λ
√∑
I
(pI)2
(
1 + ξI
)
=
6 k λ4√∏
I(1 + ξI)
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
√
cos2 φ sin2 θ
1 + ξX
+
sin2 φ sin2 θ
1 + ξY
+
cos2 θ
1 + ξZ
= 24pikλ4R. (111)
For simplicity of notation we use here the symbol pI to denote the three-momentum component pi.
Similar expressions may be found for the pressures PX , PY and PZ
PX =
∫
dP (p ·X)2 f = k
∫
d3p
p
(
pX
)2
exp
− 1
λ
√∑
I
(pI)2
(
1 + ξI
) (112)
=
6 k λ4√∏
I(1 + ξI)
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
cos2 φ sin2 θ
(1 + ξX)
√
cos2 φ sin2 θ
1+ξX
+ sin
2 φ sin2 θ
1+ξY
+ cos
2 θ
1+ξZ
= 24pi k λ4 HX .
PY =
∫
dP (p · Y )2 f = k
∫
d3p
p
(
pY
)2
exp
− 1
λ
√∑
I
(pI)2
(
1 + ξI
) (113)
=
6 k λ4√∏
I(1 + ξI)
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
sin2 φ sin2 θ
(1 + ξY )
√
cos2 φ sin2 θ
1+ξX
+ sin
2 φ sin2 θ
1+ξY
+ cos
2 θ
1+ξZ
= 24pi k λ4 HY . (114)
PZ =
∫
dP (p · Z)2 f = k
∫
d3p
p
(
pZ
)2
exp
− 1
λ
√∑
I
(pI)2
(
1 + ξI
) = (115)
=
6 k λ4√∏
I(1 + ξI)
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
cos2 θ
(1 + ξZ)
√
cos2 φ sin2 θ
1+ξX
+ sin
2 φ sin2 θ
1+ξY
+ cos
2 θ
1+ξZ
= 24pi k λ4 HZ . (116)
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The equations above define the functions HI .
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