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Abstract: 
 
During recent years higher order statistics (HOS) 
have found a wide applicability in many diverse fields, 
e.g.: biomedicine, seismic data processing, harmonic 
retrieval and adaptive filtering. 
 In power spectrum estimation, the signal under con-
sideration is processed in such a way, that the distribution 
of power among its frequency is estimated and phase 
relations between the frequency components are sup-
pressed. Higher order statistics known as cumulants, and 
their associated Fourier transforms, known as polyspectra, 
reveal not only amplitude information about a signal, but 
also phase information. If a non-Gaussian signal is re-
ceived along with additive Gaussian noise, a transforma-
tion to higher order cumulant domain eliminates the noise. 
These are some methods for estimation of signal 
components, based on HOS. 
In the paper we apply the MUSIC method (Multiple 
Signal Classification) both for the correlation and the 4th 
order cumulant. 
When the investigated signal is distorted by a col-
oured noise the more exact results can be achieved by 
applying cumulants. 
 
1.  WPROWADZENIE 
 
Metody statystyczne wyŜszego rzędu, znane juŜ w la-
tach 60-tych, doczekały się pierwszych zastosowań prak-
tycznych w latach 70-tych. W ostatnich latach obserwuje 
się rozwój tych zastosowań począwszy od radaru i sonaru, 
poprzez m.in. przetwarzanie obrazu, sejsmologię, fizykę 
plazmy i medycynę a kończąc na syntezie mowy. 
Metody te słuŜą do wyznaczania parametrów sygna-
łów zaszumionych. Są szczególnie przydatne w przypadku 
procesów stochastycznych niegausowskich a większość 
rzeczywistych procesów ma charakter niegausowski.  
Odpowiednikiem autokorelacji w statystykach wyŜ-
szych rzędów są kumulanty. 
Dokonując przekształcenia Fouriera funkcji autokore-
lacji otrzymuje się spektrum mocy. W wyniku przekształ-
cenia Fouriera kumulantu otrzymuje się polispektrum. 
Kumulanty, w odróŜnieniu od autokorelacji są niewraŜli-
we na przebiegi o rozkładzie gausowskim. Oznacza to, Ŝe 
jeŜeli metody bazujące na kumulantach są stosowane do 
procesów niegausowskich zakłóconych szumem gausow-
skim, to szum ten będzie odfiltrowany.  
Kumulanty i spektra wyŜszego rzędu zawierają in-
formacje zarówno o amplitudzie jak i fazie przebiegu, 
podczas gdy autokorelacja oraz spektrum mocy zawierają 
jedynie informację o amplitudzie.  
 
2.  STATYSTYKI WYśSZYCH RZĘDÓW 
 
Kumulanty kolejnych rzędów procesu losowego x(t) o 
średniej zerowej moŜna wyrazić zaleŜnościami: 
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Stąd: 
a) Kumulant pierwszego rzędu jest wartością średnią. 
b) Kumulant drugiego rzędu jest autokorelacją x(t). 
c) Kumulant trzeciego rzędu jest identyczny z momentem 
trzeciego rzędu x(t). 
  
d) Kumulant czwartego rzędu róŜni się od momentu 
czwartego rzędu sześcioma róŜnymi funkcjami auto-
korelacji. 
 
3.   METODY ESTYMACJI WIDMA [4] 
 
Do najistotniejszych wad liniowych metod estymacji 
widma (Blackmana-Tukeya, FFT) naleŜy ich niska roz-
dzielczość. Na skutek przyjęcia nieprawdziwych załoŜeń 
o powtarzalności lub nieistnieniu sygnału poza chwilą 
obserwacji otrzymujemy widmo „rozmazane”, którego 
blisko połoŜone maksima tworzą jedno szerokie maksi-
mum. Najlepsza nawet funkcja okna zawodzi w przypad-
ku sygnałów o duŜym zakresie dynamiki. Metody wyko-
rzystujące funkcję okna dostosowującą się do charakteru 
badanego sygnału (ML, Capona), pomyślane jako odpo-
wiedź na ten problem, dają estymaty o wysokiej rozdziel-
czości tylko dla przeciętnych SNR. 
Zupełnie inne podejście do problemu estymacji wid-
ma daje moŜliwość rezygnacji z funkcji okna. Dopasowa-
nie posiadanych danych do wymiernego modelu o skoń-
czonej liczbie współczynników umoŜliwia ekstrapolację 
danych poza czasokres obserwacji. Po otrzymaniu współ-
czynników modelu łatwo otrzymać widmo z samych 
współczynników lub z ekstrapolowanego sygnału. W 
praktyce stosuje się modele: AR(autoregresji), MA (ru-
chomej średniej) i ARMA. 
Najnowsze metody wykorzystują pojęcie podprze-
strzeni znane z algebry liniowej i dlatego nazywa się je 
„metodami podprzestrzeni” [3]. Ich rozdzielczość jest 
teoretycznie niezaleŜna od SNR. Modelem sygnału w tym 
przypadku jest suma losowych sinusoid na tle szumu o 
znanej funkcji kowariancji. Pierwszą z tych metod była 
metoda Pisarenki [4], który zauwaŜył, Ŝe zera transforma-
ty Z wektora własnego, odpowiadającego najmniejszej 
wartości własnej macierzy kowariancyjnej, leŜą na okręgu 
jednostkowym, a ich połoŜenie odpowiada częstotliwo-
ściom sinusoid tworzących sygnał. Ulepszając tę metodę, 
wykazano, Ŝe wektory własne moŜna podzielić na dwie 
grupy, na wektory własne rozpięte na podprzestrzeni 
sygnału i na wektory własne rozpięte na podprzestrzeni 
szumu, przy czym te ostatnie są wektorami własnymi 
odpowiadającymi najmniejszym wartościom własnym. 
SpostrzeŜenia te stały się podstawą metody MUSIC. 
 
4.  METODA MUSIC [3] 
 
Metoda ta zakłada rzutowanie wektora sygnału  
( )[ ]si = −1 1e ej j N Ti iω ω⋯                          (5)  
na całą podprzestrzeń szumu. Rozpatrujemy sygnał x 
składający się z M niezaleŜnych sygnałów w szumie.  
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(jest to ogólny model sygnału uŜywany we wszystkich 
metodach „podprzestrzeni”). Macierz autokorelacji sygna-
łu (zakładamy, Ŝe szum jest biały) wyraŜamy zaleŜnością: 
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N-M najmniejszych wartości własnych macierzy kore-
lacji (o wymiarze N>M+1) odpowiada szumowi a M naj-
większych (większych niŜ σ0
2 ) odpowiada  sygnałowi.  
Zdefiniujemy macierze wektorów własnych: 
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Macierz korelacji Rx moŜna zapisać jako: 
R E E E Ex sygnału sygnału sygnału
T
szumu szumu szumu
T= +∗ ∗Λ Λ        (13)  
WyraŜając macierz operatora rzutowania ortogonalnego 
PX przy pomocy Eszumu otrzymujemy: 
P E E I Pszumu szumu szumu
T
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∗                  (14)  
Kwadrat modułu rzutu wektora w (zdefiniowanego jak w 
(5) ) na podprzestrzeń szumu dany jest wzorem: 
w P w w E E w∗ ∗ ∗=T szumu
T
szumu szumu
T                   (15)  
KaŜdy z elementów wektora sygnału jest ortogonalny do 
podprzestrzeni szumu i stąd wielkość (15) zeruje się dla 
tych częstotliwości, dla których w=si.  
Pseudospektrum MUSIC definiuje się następująco: 
( ) [ ] [ ]⌢P e j T szumu T szumu szumuTω = =∗ − ∗ ∗ −w P w w E E w1 1    (16)
Wykazuje ono ostre maksima dla częstotliwości, dla któ-
rych w=si.  
Inny sposób określenia widma MUSIC, moŜna wy-
prowadzić stosując filtr wartości własnych  
( ) [ ] [ ] [ ] ( )E z e e z e N zi i i i
N= + + + −− − −0 1 11 1…         (17)  
gdzie ei[n] są elementami wektora własnego ei. Równanie 
(15) moŜna przedstawić przy pomocy (17). 
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Pseudospektrum MUSIC jest tu zdefiniowane zaleŜ-
nością: 
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Podwójne pierwiastki wielomianu mianownika (19), 
leŜące na okręgu jednostkowym, odpowiadają częstotli-
wościom sygnału. 
Jeśli preferuje się uzyskanie wykresu pseudospektrum 
moŜna go wyznaczyć następująco: 
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Jeśli przedstawi się ei
  jako ciąg ei[0], ei[1],..., ei[N-1] to 
transformatą Fouriera tego ciągu jest:  
( )E ei j T iω = ∗w e                                    (21)  
Wymaganą liczbę L wartości wyraŜenia (21) otrzymuje 
się przez uzupełnienie zerami ciągu ei[n] do długości L i 
poddanie go L- punktowej FFT. Dla wyznaczenia wyraŜe-
nia (20) trzeba zastosować taką procedurę N razy. 
 
Teoria estymacji parametrycznej wymaga wcześniej-
szej znajomości liczby sygnałów M zawartych w badanym 
sygnale. Jeśli SNR jest wysoki, wtedy łatwo wyznaczyć tę 
liczbę z obserwacji wykresu rozkładu wartości osobli-
wych (SVD) macierzy korelacji (zastosowany w procedu-
rze harmest); wyznaczony tym sposobem rząd macierzy 
jest dwa razy większy niŜ M. Inną metodą jest wydzielenie 
zbioru najmniejszych wartości własnych w przybliŜeniu 
jednakowych - ich liczba jest równa N-M [3]. Metody te 
zawodzą, gdy moc sygnału jest porównywalna z mocą 
szumu. Proponuje się wtedy zastosowanie bardziej skom-
plikowanych metod statystycznych, jak AIC (Akaike 
Information Criterion) i MDL (Minimum Description 
Length) 
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(K-liczba rzędów macierzy danych). Liczbę M wyznacza 
się jako minimalizującą równanie (22) lub (23). 
 
5.  ZASTOSOWANIE KUMULANTÓW 
 
Liczne zastosowania praktyczne przetwarzania sygna-
łów dotyczą sygnałów, które moŜna określić jako rzeczy-
wiste lub zespolone procesy harmoniczne (sinusoidalne). 
Sygnały te moŜna ogólnie przedstawić wzorem: 
( ) ( ) ( )x n a n si n i
i
p
=
=
∑ ω
1
   (25) 
gdzie sn(.) oznacza kształt przebiegu sygnału, ωi są stały-
mi a ai(n) są zmiennymi losowymi.  
Gdy zmienne losowe są zespolone - wzór (25) moŜna 
przedstawić w postaci [2]: 
( ) ( )[ ]x n j ni i i
i
p
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=
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1
  (26) 
gdzie φi oznacza zbiór niezaleŜnych zmiennych losowych 
równomiernie rozłoŜonych na przedziale [0, 2π], ωi≠ωj 
dla i≠j a αi i  ωi są stałymi. 
Odpowiednikiem wzoru (26) dla sygnałów rzeczywi-
stych jest: 
( ) ( )y n ni i i
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=
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1
  (27) 
Dla zmiennych losowych b=ejψ, gdzie ψ jest równo-
miernie rozłoŜona na przedziale [0, 2π] udowodniono 
następujące własności: 
1) Wszystkie kumulanty trzeciego rzędu zmiennych b są 
równe zero. 
2) Tylko jeden z trzech sposobów obliczania kumulantu 
czwartego rzędu zmiennych b daje wynik róŜny od ze-
ra, to znaczy: cum(b, b, b, b)=0, cum(b*, b, b, b)=0 ale 
cum(b*, b*, b, b)=-1. 
Kumulant czwartego rzędu dla procesu zespolonego x(n) 
moŜna zdefiniować [2]: 
( ) ( ) ( ) ( )( )C cum x n x n x n x nx4 1 2 3, , , ,= + + +∗ ∗ ∗ ∗τ τ τ  (28) 
W przypadku (26), zmiennych harmonicznych zespo-
lonych: 
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W przypadku zmiennych harmonicznych rzeczywi-
stych: 
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Jeśli ( )x n  jest sumą p rzeczywistych sinusoid, to 
kaŜdy jednowymiarowy przekrój jego kumulantu czwar-
tego rzędu zawiera pełną informację o liczbie harmonicz-
nych, ich amplitudzie i częstotliwościach [2]. W szcze-
gólności podstawiając τ τ τ τ1 2 3= = =  we wzorze (30) 
otrzymamy: 
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czyli wyraŜenie prawie identyczne  z autokorelacją sygna-
łu. 
Stąd widać, Ŝe wszystkie korelacyjne metody analizy 
moŜna uzupełnić ich odpowiednikami wykorzystującymi 
kumulanty, uzyskując kosztem umiarkowanego wzrostu 
złoŜoności obliczeniowej teoretyczną niewraŜliwość na 
addytywny gaussowski szum kolorowy [1]. 
 
6.  SYMULACJE 
 
Obliczenia przeprowadzono przy pomocy procedur 
harmgen i harmest toolbox’u hosa wersja 1.1 programu 
MATLAB®. 
W celu zbadania uŜyteczności zastosowania kumulan-
tów w porównaniu z metodami korelacyjnymi przeprowa-
dzono następujące obliczenia: 
1) Badany sygnał składa się z dwóch harmonicznych 
f1=50 Hz, amplituda A1=1, f2=150 Hz, A2=0,1 , często-
tliwość próbkowania fs=1000 Hz, szum biały-
SNR=20 dB. Wielkości estymowane wyznaczono na 
podstawie 64 realizacji po 64 próbki. (Rys.1) 
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Rys. 11. Widma sygnału uzyskane w przypadku addytyw-
nego szumu białego o SNR=20 dB.  
 
2) Badany sygnał składa się z dwóch harmonicznych 
f1=50 Hz, amplituda A1=1, f2=150 Hz, A2=0,1 , często-
tliwość próbkowania fs=1000 Hz, SNR=0 dB, szum 
biały. Wielkości estymowane wyznaczono na podsta-
wie 128 realizacji po 128 próbek. (Rys. 2) 
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Rys. 22. Widma sygnału uzyskane w przypadku addytyw-
nego szumu białego o SNR=0 dB. 
3) Badany sygnał składa się z dwóch harmonicznych 
f1=50 Hz, amplituda A1=1, f2=150 Hz, A2=0,1 , często-
tliwość próbkowania fs=1000 Hz, SNR=0 dB, Szum 
kolorowy uzyskano przez filtrację szumu białego przy 
pomocy filtru o współczynnikach MA=[1,1]. Wielko-
ści estymowane wyznaczono na podstawie 128 reali-
zacji po 128 próbek. (Rys. 3) 
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Rys. 33. Widma sygnału uzyskane w przypadku addytyw-
nego szumu kolorowego o SNR=0 dB. 
 
7.  WNIOSKI 
 
W warunkach duŜego odstępu sygnału od szumu za-
stosowanie kumulantów jest niecelowe; otrzymane esty-
maty charakteryzują się mniejszą dokładnością a czas 
obliczeń jest dwukrotnie dłuŜszy. Podobnie w przypadku 
sygnału z addytywnym szumem białym przy małym SNR 
najlepsze wyniki otrzymano stosując metody korelacyjne. 
Jednak w warunkach, gdy addytywny szum jest szumem 
kolorowym i SNR jest niski , a przyjmuje się Ŝe szum 
kolorowy najlepiej oddaje rzeczywiste warunki pomiaro-
we [2], metody bazujące na kumulantach czwartego rzędu 
jako jedyne dają prawidłowe estymaty widma sygnału. 
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