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ABSTRACT
The ability of an ultrasound system to distinguish between two points along
the direction of pulse propagation at a certain depth in tissue is denoted as
the axial resolution of the system, which is an important factor in image
quality. The axial resolution of ultrasonic B-mode images has been studied
by Wagner et al. (1983) and shown to be on the order of the pulse bandwidth.
However, a broad pulse bandwidth, which is obtained at high transmission
frequency, has limited depth of penetration because of tissue attenuation.
The goal of this dissertation is to optimize the ultrasound axial resolution by
applying all of the information available in the received echo signal.
Recent results by Nguyen et al. (2013) may be used to infer spatial resolu-
tion of the RF data. Specifically, they describe the ability of the acquisition
stage to capture spatial frequency components of the object into the RF data
via a spectrum they call “acquisition information spectrum” (AIS). The spa-
tial frequency representation of AIS contains two lobes: a baseband lobe and
a high-frequency lobe centered at twice the central pulse frequency. Study of
AIS reveals that the RF data contains spatial frequency components of the
object within a bandwidth twice the pulse bandwidth. In other words, the
detection bandwidth of the RF data goes up to twice the detection bandwidth
of the B-mode image for a 100% percent bandwidth pulse-echo profile.
Extending the analysis to B-mode images was a challenge because of the
non-linear demodulation process involved. The unique contribution of this
dissertation research was to use ultrasound intensity (B-mode squared) statis-
tics to demonstrate the transfer of spatial frequency components of the object
in the traditional ultrasound display and use the resulting insight to improve
display processing that results in improved visibility of an important breast
cancer marker, microcalcifications.
Our new results in analyzing intensity statistics provided a linear system
ii
framework to pursue our goal. Our analysis shows that intensity signals only
contain low spatial-frequency components of the object, while high-frequency
components that are originally captured in the RF data are lost during the
demodulation. This loss of high spatial-frequency components of the ob-
ject is what limits the axial resolution in ultrasound display. To circumvent
this limitation, we proposed an alternative display stage processing that we
call “complement intensity processing” to transfer and display high spatial-
frequency components of the object.
As an important application where high spatial-frequency (high-resolution)
components of the object have significant diagnostic value, we consider detec-
tion of microcalcifications. Microcalcifications are very small high-contrast
deposits that form in soft tissues. Computer simulation results validate the
effectiveness of complement intensity processing in capturing information as-
sociated with these small calcifications. Practical challenges of implementing
this method are addressed in the designed lab experiments, which also prove
the usefulness of complement intensity processing in improving the resolution
of ultrasound display.
The contributions of this dissertation are listed below:
• exploring the acquisition information spectrum in 2-D spatial frequency
domain
• analyzing the transfer of diagnostic information through intensity mean
and variance
• demonstrating that high spatial-frequency information is not available
in the conventional echo-intensity signal
• introducing a new, simple, and cost-effective processing method in the
display stage to display high-frequency information efficiently
• simulating and analyzing the improvement achieved by this method for
the application of microcalcification detection
• verifying the improvements predicted by theory and simulations using
lab-generated models for lesions containing microcalcifications
iii
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CHAPTER 1
INTRODUCTION
1.1 Ultrasound Medical Imaging
Ultrasonic energy was first applied to the human body for medical purposes
in the 1940s. In the 1970s, it was first used for observing prenatal develop-
ment. Since then, many new medical applications for ultrasound have been
explored and adapted by specialists in breast imaging, cardiology, vascular
medicine, etc. Ultrasound became more widely used in the 1980s, when
real-time ultrasound machines appeared [2, 3].
Today, ultrasound imaging is considered the most important adjunct to
mammography for many medical applications, specifically diagnosing breast
cancer. Some advantages of ultrasound compared to the other prominent
medical imaging modalities are that it is relatively inexpensive, provides
real-time imaging and is well-tolerated by the patient. Ultrasound imaging
is also generally considered a safe imaging modality because it does not use
harmful ionizing radiation.
Two stages constitute the medical imaging process: the acquisition stage
and display stage. These stages are diagrammed in Fig. 1.1 for an ultrasound
imaging system. During the acquisition stage the tissue is insonified with an
ultrasound pulse, and the radio-frequency echo data (RF data) is acquired
by the ultrasound transducer. Modern ultrasound machines can record or
provide real-time access to the RF data [4].
While rich in diagnostic information, the zero-mean carrier-modulated RF
data does not provide an image that is efficiently perceived by human ob-
servers. During the display stage, the acquired data is further processed in
order to deliver diagnostic information to the end user, which is typically
a human observer. Display stage processing in ultrasound generally applies
demodulation, low-pass filtering, down-sampling and gray-scale mapping op-
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Figure 1.1: Two-stage ultrasound image formation process. f represents
the scattering object, g is the RF data and b is the B-mode image. The
signals are viewed by mathematical or human observers.
erations to generate the final B-mode image. Although display-stage process-
ing may render diagnostic information more accessible to the observer, the
extra processing on the RF data may degrade the available information [5].
1.2 Motivation
There are many imaging system specifications that affect image quality, such
as contrast resolution, acquisition noise, etc. Engineering parameters of the
imaging system govern these specifications and are tuned to find the optimal
balance between them. One of these specifications is spatial resolution of
medical images, which determines the finest spatial domain (over 3-D space)
details in the imaged object that can be resolved and is thus an impor-
tant factor in image quality. The spatial resolution in the direction of pulse
propagation (i.e. axial resolution) is governed by two factors: sampling res-
olution of the echo signal, and ultrasound pulse bandwidth. In conventional
ultrasound imaging systems, the latter limits the axial resolution. Higher
pulse bandwidth, which results in higher axial resolution, can be achieved
by increasing the pulse frequency. However, there is a trade-off between
ultrasound pulse frequency and its depth of penetration in the body. High-
frequency ultrasound machines have limited depth of penetration in the body,
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which limits their clinical application when imaging deep tissue structures,
especially in obese patients. General-purpose ultrasound systems, which are
designed for a wider range of applications, have lower axial resolution. Low
axial resolution makes these systems unsuitable for imaging small structures
such as breast microcalcifications, calcifications in coronary arteries or brain,
etc. These structures are small calcium deposits that form in soft body tissue,
blood vessels, or organs and can be one of the early indications of cancer.
My goal in this dissertation is to improve the axial resolution of the ultra-
sound display without losing imaging depth. This effort was motivated by
our lab’s previous studies on the ultrasound acquisition stage, which focused
on the best achievable performance via ultrasound RF data. These results
show that acquisition processing can transfer spatial information associated
with small objects that are not distinguishable in typical ultrasound display.
This implies that conventional ultrasound display processing degrades the
axial resolution of the image. My focus is to first understand the fundamen-
tal limitations of current ultrasound display and then develop an alternative
processing to maintain the axial resolution of RF data but represent it in a
framework that is perceivable by the human eye-brain system.
1.3 Diagnostic Performance in Medical Imaging
Systems
Diagnosis in medical imaging is generally in the form of detection or discrim-
ination between different features in the imaged tissue. While there could
be more than two classes recognized for diagnosis, binary hypothesis testing
where data are acquired from two mutually-exclusive classes is considered
here as the basic and most common case. The classes are labeled as hy-
potheses H0 and H1. For example, two classes may differ in features that
characterize malignant and benign lesions (see Fig.2 in [6]). A spatial profile
S(x) mathematically models these features over 2-D space represented by
vector x = (x, z) where x and z denote lateral and axial directions, respec-
tively. This profile is different under hypothesesH0 andH1 and is represented
by S0(x) and S1(x), respectively. The difference ∆S(x) = S1(x)− S0(x) be-
tween these two profiles mathematically represents the diagnostic task.
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The evaluation of a medical imaging system must incorporate the per-
formance of the observer on a given diagnostic task delivered through the
imaging system. This task-based performance-evaluation approach considers
three factors: The first factor is the diagnostic task; generally, the task in
medical imaging context is defined as detecting a certain abnormality or dis-
criminating malignant and benign lesions. The second factor is the imaging
system and noise specifications; these specifications decide what percentage
of the task information available in the tissue is acquired and provided at
each stage of the system. The third factor is the observer which can be an
expert human or a mathematical observer; the performance is affected by
the ability of the observer to utilize transmitted diagnostic information in
making a final decision.
The most accurate evaluation of an imaging system performance that in-
corporates these factors is measuring the receiver-operating characteristic
(ROC) [7] or a summary measure which is the area under ROC curve (AUC).
In clinical evaluations, AUC is commonly measured from a rating scale ex-
periment. Another basic method to measuring AUC is through the two-
alternative-force-choice (2-AFC) testing paradigm. In a 2-AFC experiment,
the observer has full knowledge of the possible outcomes S0(x) and S1(x).
The observer is provided with randomly-generated image pairs, one from
each of the two classes, H0 and H1, and decides which of the two is from
class 1. The percentage of correct responses, Pc, in this experiment estimates
AUC [8]. The 2-AFC experiment is often used to evaluate the performance of
a human observer. However, the human-observer studies are time-consuming,
expensive and usually affected by many sources of uncertainty. Furthermore,
2-AFC experiment results derived for a certain imaging setting cannot be
generalized to predict the performance for a different imaging setting. Specif-
ically, they do not separate the effects of the three aforementioned factors
in the overall performance, which is generally not suitable for system design
purposes. It is desirable to express the diagnostic performance of a medical
imaging system so that the effects of the task specifications, the imaging
system parameters, and the observer can be decoupled.
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1.3.1 Performance in Radiography
In the 1980s, public concerns about health consequences of radiation in
photon-based imaging were emerging. This is when many proposals with
improvement claims were submitted to the U.S. Food and Drug Administra-
tion (FDA). Thus, the demand for consistent and comparable performance
evaluation of medical imaging systems increased.
In 1985, Wagner and Brown introduced a closed-form expression for ra-
diographic quality [9] by analyzing the performance of the ideal observer for
a binary-hypothesis task. The ideal observer is the optimal mathematical
detector that maximizes the probability of detection for a given probabil-
ity of false alarm based on the Neyman-Pearson criterion [10], which results
in optimal ROC curve and maximum AUC. For a binary hypothesis-testing
problem, the ideal observer takes the form of a likelihood ratio or a monotonic
transformation of it (e.g. log-likelihood ratio).
To derive the ideal-observer expression for radiography systems, the statis-
tics of the image data underH0 andH1 need to be modeled. Image formation
in radiography or photon-based imaging systems is based on the attenuation
of the incident photon field whose amplitude modulates the received signal.
Object profile S(x) that represents X-ray contrast is encoded as the mean
of the Poisson distributed spatially-varying photon field f(x). We repre-
sent f(x) by a sampled vector f for notation convenience. The mean of f
is denoted as S, which is the sampled representation of S(x). When the
received-photon count is large, f is approximated by a multivariate normal
(MVN) distribution. The photon acquisition process is formulated by the
linear operation g = Hf + n, where H represents the linear shift-invariant
(LSI) system operator and n is the acquisition noise. Thus, g is also normally
distributed with object profile S encoded in its mean. The log-likelihood ra-
tio for a binary task with object profiles S0 and S1 under H0 and H1 is
equivalent to
λ(g) ≡ ∆STΣ−1g g , (1.1)
where ∆S = S1 − S0 and Σg is the covariance matrix of the echo data g.
The ideal observer of Eq. (1.1) is linear in g, thus it has a MVN distribution
as well. The properties of a MVN test statistic simplify the ROC analysis
by connecting AUC with the statistical signal-to-noise ratio (SNRI), which
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is found from moments of λ(g). Wagner and Brown used this relationship to
express the performance of radiography systems as
SNR2I =
∫
∞
du|∆S˜(u)|2NEQ(u) , (1.2)
where u = (u, v) is the 2-D spatial frequency vector, ∆S˜(u) denotes the
Fourier transform of ∆S(x), and NEQ is noise-equivalent-quanta spectrum,
which is a function of system specifications. Thus, SNR performance can
be written as an integral of two factors in the spatial frequency domain:
|∆S˜(u)|2, which is the squared radiographic task spectrum; and NEQ that
represents the imaging system. Through Eq. (1.2), NEQ connects the detec-
tion performance to the engineering properties of the system such as noise
power spectrum and modulation transfer function (MTF). NEQ was first in-
troduced by Shaw as the minimum number of X-ray quanta (i.e. the number
of quanta needed by the ideal observer) required to produce an image at a
given SNR [11]. Consequently, it describes the density of X-ray quanta an
image is worth [9]. Detective quantum efficiency (DQE), defined as the ratio
of NEQ to the number of X-ray quanta that were actually used to produce
the image, became the industry standard for measuring the imaging-system
efficiency [11].
1.3.2 Performance in Sonography
Despite many advancements in performance evaluation of photon imaging
systems in the 1980s, sonography systems received less attention. This was
partly because sonography is generally considered a low-risk imaging modal-
ity compared to the ionizing modalities, if the thermal and mechanical limits
are met. But more importantly, it is because the performance evaluation in
sonography is technically a more complicated and nonlinear problem.
In sonography, similar to radiography, the scattering object f(x) repre-
sented by the sampled vector f goes through a linear noisy process to gener-
ate the RF data as g = Hf +n. However, the formation of f is fundamentally
different from radiography. Sonographic information is contained in the spa-
tial acoustic impedance profile of the imaged tissue, represented in the object
S(x).
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When insonified by an ultrasound pulse, the object profile S(x) modifies
the variance of the backscattered signal f(x). The random backscattering in
sonography is modeled as a zero-mean Gaussian field with the variance S(x).
Thus, information is found in the second-order statistics of the scattering
object and the RF data (via a linear system).
In the 1980s while NEQ was used in SNR performance of radiographic
systems, Smith and Wagner applied the same methods in sonography to
find a similar performance expression [12, 13]. In their studies they pur-
sued analogies with NEQ and argued that while radiographic information is
represented in the photon field, sonographic information is contained in the
speckle noise. Their ideal-observer analysis implied each correlation cell (or
speckle cell) carries one independent unit of information. Thus, the SNR
performance in sonography is related to the number of speckle spots in the
image, as well as the contrast and noise levels in each speckle cell. They de-
rived the ideal observer of the B-mode data, which is quadratic in the data.
Thus, the ideal-observer test statistic does not have a MVN distribution like
the radiography systems. As a result, the AUC cannot be approximated by
statistical SNR in sonography systems. Because of these new complexities in
the problem, a performance expression similar to that of Eq. (1.2) has been
missing for sonography systems [9].
1.4 Our Lab’s Approach
Our lab started working on deriving a closed-form expression for the perfor-
mance of sonographic imaging systems by focusing on the RF data first. The
introduction of a linear system model to describe the ultrasound acquisition
stage in 2003 [14] was followed by the ideal observer analysis for the RF data,
which gave the log-likelihood expression as [9]
λ(g) = ln
(
p1(g)
p0(g)
)
= −1
2
gT
(
Σ−11 −Σ−10
)
g .
The probability density function of data g under Hi is denoted as pi(g) ,
p(g|Hi), and Σi is the covariance matrix of the RF data under hypothesis
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Hi.
Recently, an information-theoretic approach was utilized in our lab to theo-
retically calculate the performance of the ideal observer of the RF data [1,15].
It was shown that ideal-observer performance measured by statistical SNR
is related to the intrinsic class separability of data under two hypotheses,
which is quantified by Kullback-Leibler divergence (K-L divergence) denoted
by Jg [16] as
SNR2I ' Jg .
Jg is defined as
Jg = E1
{
ln
(
p1(g)
p0(g)
)}
+ E0
{
ln
(
p0(g)
p1(g)
)}
, (1.3)
where Ei denotes the expectation under distributions of hypothesis i. K-L
divergence relates the information contained in data g to the ideal observer
expression λ(g) via
(1.4)Jg = E1{λ(g)} − E0{λ(g)}.
Eq. (1.4) was used to derive a closed-form expression for performance of the
ideal observer of the RF data [1]
SNR2I '
∫
∞
du|∆S˜(u)|2 AIS(u) . (1.5)
Eq. (1.5) describes the performance as a spatial-frequency integral of two
spectra: |∆S˜(u)|2, which is the square of the frequency spectrum of the
sonographic task defined as ∆S(x) = S1(x) − S0(x); and AIS(u), which is
the acquisition information spectrum and is a function of the system instru-
mentation and noise specifications. The value of AIS at a certain spatial
frequency describes the density of the task information that the instrument
is able to transfer to the RF echo data at that frequency [1].
Eq. (1.5) can be used to predict the optimal performance for operating
any low-contrast and large-area task ∆S(x) by a given ultrasound system
represented by AIS.1 Two examples of sonographic tasks associated with
lesion detection and malignant/benign lesion discrimination are shown in Fig.
1.2. These two tasks are selected from five recognized tasks that represent
features used by clinicians for breast cancer diagnosis.
1We refer to a task as a large-area task when the area of ∆S(x) is at least ten times the
speckle-correlation cell size, S∆S(x) > 10Sc. Boundary tasks generally have S∆S(x) < 10Sc.
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Figure 1.2: Variance profile for two breast cancer discrimination tasks.
Top: Large area detection task (task 1), Bottom: Boundary spiculation
task (task 4). Columns 1 and 2 are the variance profiles under hypotheses 1
and 0, respectively. Column 3 is their difference which defines the task.
SNR performance in the sonography acquisition stage has a similar descrip-
tion as in radiography (see Eq. (1.2)). However, because the object S(x) is
represented in the second-order statistics of the RF data, an auto-correlation
in the spatial frequency domain is involved in the AIS expression [1]. We
have
AIS(u) =
1
2
ACF{K˜(u)} , (1.6)
where ACF denotes the autocorrelation function and the spectrum K˜(u) is
the equivalent of NEQ in sonography, which is a function of background noise
and MTF of the ultrasound system.
Fig. 1.3 shows a 1-D representation of the AIS over the axial spatial
frequency for a typical ultrasound system with the central pulse frequency
f0 = 6.81 MHz (u0 =8.85 mm
−1), 0.56 percent bandwidth denoted by B
and SNR of 30 dB. The theoretical prediction of Eq. (1.6) is verified by
Monte Carlo measurements. For numerical verification of the value of the
AIS at any spatial frequency u, a narrow-band task with spectrum ∆S˜(u) is
used to approximate a delta function at the given frequency. An example of
the narrow-band task referred to as “Gabor task”, which is a 2-D Gaussian-
modulated sinusoid along the axial direction, is shown in Fig. 1.4. The SNR
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Figure 1.3: 1-D (axial) representation of the AIS for a simulated
ultrasound system with pulse properties: 6.81 MHz; 56% temporal
bandwidth and a 0.2 mm pitch for the linear aperture focused at f/2.
Echoes were sampled at 40 Msamples/s. The ultrasound beam axis was
coincident with the Gabor-function modulation axis for this series of
studies. Zero-mean white Gaussian acquisition noise was added for a 30 dB
echo signal-to-noise ratio. The theoretical prediction is verified by Monte
Carlo measurements using Gabor tasks of Fig. 1.4.
performance of the ultrasound system in detecting this task approximates
the value of AIS as predicted by Eq. (1.5). We changed the modulation
frequency along the axial direction to investigate observer performance over
the axial spatial frequency.
As can be seen in Fig. 1.3, AIS has two lobes in the positive axial fre-
quency axis: a baseband lobe with positive bandwidth B that describes the
the ability of the imaging system to transfer baseband information into the
RF data; and a high-frequency lobe which is centered around the spatial fre-
quency |2u0|= 17.7 mm−1 and has a positive bandwidth 2B. The second lobe
describes the ability of the imaging system to transfer high-frequency infor-
mation into the RF data. These two lobes result from the auto-correlation
of the passband spectrum K˜(u) involved in calculating the AIS as shown in
Eq. (1.6).
AIS is a function of 3-D spatial coordinates, but Fig. 1.3 represents AIS
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Figure 1.4: The visual task is detection of a Gabor object, which is an
object with a variance map consisting of Gabor modulation on a pedestal of
Constant variance. [1]. Left: Variance map of the object for S0(x). Right:
Variance map of the object for S1(x).
along axial direction only. To generalize the result of Fig. 1.3 to 2-D space
(axial-lateral), I used the same narrowband Gabor object and changed its
frequency over 2-D space as demonstrated in Fig. 1.5. The results of Monte
Carlo experiments are compared to the theoretically predicted 2-D spectrum
in Fig. 1.6.
The developed information-theoretic approach provides a new tool to tackle
the problem of analyzing the performance of the ideal observer of the RF
data for the first time. This approach takes a parallel view of the image for-
mation process, considering transfer of information rather than focusing on
the ultrasound signal propagation. Since ultrasonic information represents
the ideal observer performance, tracking information throughout this process
can provide profound insight into the efficiency of each imaging stage. This
information-oriented view of image formation was well explored up to the
acquisition stage when I started working on this project for the purpose of
completing the loop in the final imaging stage, i.e. the display stage.
1.5 My Contribution
My main goal was to understand the limitations of the conventional ultra-
sound display and circumvent those limitations by proposing an improved
display-stage processing. To simplify the problem, we limit ourselves to de-
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Figure 1.6: Plots of AIS for a simulated ultrasound system with pulse
properties: 6.81 MHz, 56% bandwidth, f/2 aperture. Gray-scale intensity
indicates the efficiency of the system for transferring information at each
2-D spatial frequency. The plot on left is predictions from Eq. (1.5) for a
task of detecting Gabor patterns. The plot on right is measured values
using Monte Carlo simulations and ideal observers.
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modulation processing, which is the most basic display processing in ultra-
sound. Other steps such as down-sampling, gray-scale mapping etc. are
assumed not to impose further limitations on the performance of ultrasound
display. To follow the same method as was previously proposed for ultrasound
acquisition in our lab, knowledge of the ideal observer of the B-mode image
was required. However, the non-linear demodulation applied to Gaussian-
distributed RF data results in non-Gaussian distribution for the resulting
B-mode image. Thus, the ideal observer of the B-mode signal is not known
under general conditions. Smith et al. [13] derived the ideal-observer test
statistic for the B-mode image data under very limited conditions, which is
denoted as the Smith-Wagner observer. Their ideal observer analysis applies
specifically for the task of detecting large-area, low-contrast, disk-shaped
lesions where there is no additive noise, an LSI impulse response from a
Gaussian aperture, and a scattering function that generates fully-developed
speckle governed by Rayleigh statistics. While this landmark paper took
a huge step in understanding speckle’s role in carrying diagnostic informa-
tion, their limiting assumptions did not represent a realistic clinical imaging
condition.
1.5.1 B-mode Ideal Observer
Our initial approach was to achieve a closed-form expression for B-mode per-
formance similar to that of Eq. (1.5), which was developed for the RF data.
For this purpose, we sought a more general expression for the ideal observer
of the B-mode image. We could mathematically show that if the RF data is
decorrelated before the demodulation step, the Smith-Wagner observer can
approximate the ideal observer for the resulting B-mode image for large-area
tasks. Our ideal observer analysis indicated that even in this decorrelated
case, the ideal observer of a B-mode image could not retrieve all the informa-
tion available in the RF data. However, the decorrelation was implemented
using Wiener filtering that requires knowledge about the pulse and noise
profiles, which are not generally available. Thus, while our result provided
insight regarding the information transfer through the demodulation process,
the ideal observer analysis could not be generalized to conventional B-mode
images.
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1.5.2 Intensity Signal Statistics
As an alternative approach for understanding the limitations of the ultra-
sound display, we used ultrasound signal statistics to track the information
available in the B-mode image. We used our recent results [17] , which stud-
ied ultrasound intensity mean and covariance with the goal of developing
an NEQ-like expression for ultrasound display. Note that considering the
intensity (squared envelope) does not limit display analysis because the in-
tensity image has been shown to have the same observer performance for
lesion detection as the B-mode image [18] and thus is believed to contain the
same amount of diagnostic information. Studying intensity mean and covari-
ance provided the necessary tools for understanding the transfer of object
spectrum, which contains information, into ultrasound display.
We discuss that by using a linear system analogy, the variance of the RF
data over image space can be described as the convolution of the object profile
with a wideband system response similar to that of the AIS spectrum. Thus,
the RF data variance captures the object frequency spectrum that lies inside
AIS lobes.
Similarly, intensity mean can be described as the object profile convolved
with a system response that is limited to the baseband lobe of the AIS
spectrum with bandwidth equal to the pulse bandwidth, B. This implies
that the intensity mean only contains baseband information of the object
spectrum. No high-frequency information is available in the intensity mean.
Furthermore, we show that while intensity variance contains a wider portion
of the object spectrum, the information available in the intensity variance is
irretrievably distorted and not visible in the intensity image. These results
show that the demodulation processing to generate the B-mode image does
not efficiently transfer all the acquired information in the RF data.
To improve the ultrasound display we propose a “complement intensity”
image, which captures the high-frequency information lost in the conventional
display processing. We study the statistics of the complement intensity image
and show that, when combined with the intensity image, the resulting display
contains all the initially captured information. We discuss the advantages
of complement intensity processing, an efficient method to combine intensity
and complement intensity in the ultrasound display, and finally we design
and implement lab experiments to validate the improvement achieved using
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complement intensity processing in detection of breast microcalcifications.
1.5.3 Dissertation Outline
The rest of this dissertation is organized as follows:
Chapter 2 establishes the theoretical framework for tracking the sono-
graphic information in ultrasound display. The linear-system model is in-
troduced. The variance expression for the RF echo data is described and
related to the RF-data information content via AIS spectrum. Statistics of
the intensity image are discussed next and compared to that of the RF data
to identify and characterize the lost information during the demodulation
process. The complement intensity image is introduced and its statistics
are studied to show that it recovers the lost information in its mean statis-
tics. Finally, computer simulations for the application of microcalcification
detection validate and further demonstrate the theoretical results.
Chapter 3 focuses on experimental results to establish the usefulness of
the methods discussed in Chapter 2. It starts with a conceptual summary
of the results of Chapter 2 focusing on the microcalcification detection ap-
plication. We proceed to discussing the properties and building process for
lab-generated phantoms as well as the transducer settings and estimation of
system parameters. We introduce a compounding technique employed in the
experiments to improve the display. Chapter 3 then presents the intensity
and complement intensity images and quantifies the improvement achieved
in microcalcification detection after using complement intensity images.
Chapter 3 summarizes the main results of this dissertation and introduces
possible directions for future research in this topic.
Finally, Chapter 4, which is a supplementary chapter, discusses the al-
ternative approach we investigated for addressing the problem of assessing
ultrasound display quality, which is briefly mentioned in Section 1.5.1. This
chapter studies the model observers and ideal observer of the B-mode image.
The ideal observer expression is derived for the special case where the RF
data is Wiener filtered before demodulation. While the methods discussed
in this chapter are not directly employed in our main results of Chapter 2,
they provided insight on loss of information in ultrasound display.
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CHAPTER 2
ULTRASOUND SIGNAL STATISTICS
2.1 Introduction
Sensitivity to fine-scale tissue structures is an essential attribute of high-
performing medical sonographic instruments. Spatial resolution is character-
ized by well-known expressions that depend on the transmitted pulse wave-
length, pulse bandwidth, and transducer aperture [19]. In ultrasound, higher
spatial resolution can be achieved through increasing pulse 3 dB bandwidth
which typically requires higher center frequency. However, higher frequency
and more compact pulse volume, when the pulse amplitude is capped, results
in loss of pulse penetration and echo signal-to-noise ratio (SNR), respec-
tively.1 One method to improve spatial resolution without sacrificing echo
SNR (and thus, depth of penetration) is to increase the pulse time-bandwidth
product via introducing a compressible code into the pulse transmitted [21].
In this work, we are investigating a different approach to increasing the spa-
tial resolution in the ultrasound final image.
We describe the spatial resolution of the ultrasound imaging system by
addressing its sensitivity to spatial frequency components of the ultrasonic
information, which is contained in the variance map of acoustic impedance
of the tissue [15]. Consequently, it is more convenient to describe the object
by the spatial frequency components of this variance map, which we refer to
as the object information spectrum. Nguyen et al. show that the ultrasound
radio-frequency (RF) signal can contain object information at frequencies
higher than twice the central frequency of the ultrasound pulse. The spectral
density of object information that an ultrasound instrument is capable of
recording in the RF echo signal is defined by acquisition information spectrum
1FDA guidelines limit that increase to a derated spatial-peak temporal-average output
intensity 720 mW/cm2 [20].
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(AIS) [1]. It depends on the pulse wavelength, bandwidth, aperture, and
SNR.
Our goal is to investigate and improve the spatial resolution in the ul-
trasound final image to contain maximum object information. In the ultra-
sound display stage, the RF echo data goes through demodulation during
which echo amplitude is calculated to generate the ultrasound B-mode im-
age, and echo signal phase is discarded. Until now, because of the nonlinear
demodulation process, we were unable to find a closed-form expression to
describe object information contained in the B-mode image. In this work,
we take an alternative approach for tracking object information by studying
statistical properties of ultrasound signals, through showing their relation-
ship with object information contained in the ultrasound signals. For that
purpose we use recent results by Abbey et al. [17], who derive the mean and
autocovariance function of the echo intensity signal under Gaussian assump-
tions for both the object scattering and acquisition noise and for a linear
shift-invariant pulse-echo impulse response. Since images composed of the
intensity (squared-envelope) signal offer the same diagnostic performance for
lesion detection as those of the B-mode (envelope) signal [18], analysis of
either signal is relevant for characterizing sonographic quality.
In light of new statistical analysis results, we show that part of the high-
frequency object information is lost in the process of demodulating RF echo
signals. These losses at high spatial frequencies are predicted by comparing
AIS [1] to the object information transferred to the B-mode image. This
comparison shows that RF signals are sensitive to spatial frequencies much
higher than the pulse-envelope bandwidth because of the influence of the
carrier frequency on information transfer during echo acquisition [1]. How-
ever, demodulation restricts the amount of object information appearing in
the image by including only that information in the baseband of the pulse
envelope. If we can recover the lost information, the sensitivity of sensing
object information at high axial resolution improves. This work also inves-
tigates the recovery of lost diagnostic information; specifically, we develop
an alternative processing at the display stage to generate a complement in-
tensity image. Complement intensity images consist of components that are
lost in conventional display-stage processing and are shown to be sensitive
to high-frequency object information. Using complement image processing,
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we investigate the enhancements possible when imaging small, high-contrast
targets such as microcalcifications.
2.2 Methods
We study the statistics of ultrasound signals and discuss the diagnostic in-
formation they contain. While the RF data are rich in information, it is
not generally considered appropriate to be displayed to human observers. To
generate the final image, the RF data goes through display-stage processing
which include demodulation and other processing such as gray-scale map-
ping and downsampling. In this chapter, we only consider the demodulation
processing in studying the intensity signal.
2.2.1 System Model
We model the ultrasonic object scattering f(x) as a continuous function of
the 2-D space variable x = (x, z), where x and z denote the lateral and axial
directions with respect to the beam axis, respectively.2 We are neglecting the
elevational direction for simplicity. Object scattering is modeled as a multi-
plicative zero-mean Gaussian noise with autocovariance function, Σf (x,x
′)
Σf (x,x
′) = σ2f (x)δ(x− x′) , (2.1)
where δ(.) represents the Dirac delta function. The non-stationary variance
σ2f (x), changes according to the acoustic impedance profile of the object. We
will simply refer to σ2f (x) as the “variance map”, and it is modeled as
σ2f (x) = σ
2
obj
(
1 + S(x)
)
. (2.2)
The spatially-varying template S(x) that modulates the constant background
variance σ2obj in a manner that provides for tissue scattering features [6].
The spatiotemporal ultrasound pulse profile, p(x, tz), interacts with object
scattering to generate the echo signal. To maintain notational consistency,
2We will use the vector notation x and the tuple notation (x, z) interchangeably
throughout this chapter).
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we represent the pulse-echo profile in the spatial domain as h(x) = p(x, 2z
c
)
where c is the sound speed in the tissue (c = 1540m
s
). The pulse-echo profile
h(x, z) can be represented using the following expression:
h(x, z) = hB(x, z) cos(2piu0z) , (2.3)
where hB(x, z) is the envelope of the pulse-echo impulse response with FWHM
bandwidth B and u0 is the carrier frequency converted to the spatial domain.
The RF echo signal g(x) is given by the following noisy-signal convolution
with the linear shift-invariant pulse-echo profile [14] :
g(x) = [h ∗ f ](x) + n(x) , (2.4)
where acquisition noise, n(x), is modeled as a normally-distributed white
process with spatially-constant variance σ2n up to the sampling rate of acqui-
sition.
Finally, the RF data are demodulated to eliminate the carrier frequency
u0 and generate the intensity image. One common way to perform the de-
modulation is through the analytic signal of the RF data, ga(x), defined
as
ga(x) = g(x) + igˆ(x), (2.5)
where gˆ(x) is the Hilbert transform of the RF echo data and i is the unit
imaginary number. The intensity echo signal is given by the squared magni-
tude
I(x) = |ga(x)|2= g2(x) + gˆ2(x) . (2.6)
2.2.2 Monte Carlo Methods
Although our methods for the rest of this chapter are general, we use specific
ultrasound system parameters to illustrate the theoretical results. We further
verify these results by performing Monte Carlo simulations using the same
system parameters. For Monte Carlo simulations and illustrations through-
out this chapter, we consider a linear-array ultrasound system with 7 MHz
temporal carrier frequency (9.09 mm−1 spatial frequency), 56% bandwidth,
f/2 aperture and acquisition SNR of 30dB. We evaluate the derived expres-
sions using sampled arrays. The axial direction is sampled at 40 MSamples/s,
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which gives a sampling interval of 0.0193 mm. The lateral direction is sam-
pled at an interval of 0.1 mm (The pulse-echo spectrum of this system in the
spatial frequency domain is shown in Fig. 2.2-(A)). The Monte Carlo esti-
mation of signal statistics are obtained using 2000 independent realizations
of the random object scattering.
2.2.3 RF Signal Statistics
Ultrasound signal statistics are important for understanding how images can
be used to perform diagnostic tasks. In the next two sections we establish a
more specific connection between ultrasound signal statistics and a concept
of diagnostic information. This section studies RF echo data. The spatial
autocovariance of the RF data in Eq. (2.4) as given previously [17], is
(2.7)
Σg(x,x
′) = 〈g(x)g(x′)〉
=
∫ ∞
−∞
dx˜h(x− x˜)h(x′ − x˜)σ2f (x˜) + Σn(x,x′)
= [h ∗ σ2f ∗ h](x,x′) + Σn(x,x′) ,
where < . > is the expected value of the argument and Σn(x,x
′) is the
autocovariance of the stationary acquisition noise. The RF point variance is
found by setting x = x′,
σ2g(x) = [h
2 ∗ σ2f ](x) + σ2n . (2.8)
Eq. (2.8) demonstrates a convolution of the variance map σ2f (x) with a 2-D
system response represented by h2(x). Using the model of the pulse in Eq.
(2.3) gives
σ2g(x, z)
=
(
1
2
h2B(x, z)(1 + cos(4piu0z))
)
∗ σ2f (x, z) + σ2n
=
(
1
2
h2B(x, z) cos(4piu0z)
)
∗ σ2f (x, z)
+
1
2
h2B(x, z) ∗ σ2f (x, z) + σ2n .
(2.9)
Eq. (2.9) represents a linear operation on the variance map σ2f (x, z) that
contains two signal terms and a noise term. The second signal term convolves
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the variance map, σ2f (x, z), with the square of the pulse profile
1
2
h2B(x, z). The
first signal term, however, convolves the variance map with the pulse profile
modulated at twice the carrier frequency, 2u0.
The spatial Fourier representation of this system is given by
Hg(u) = ACF
{
H(u)
}
, (2.10)
where ACF denotes the autocorrelation function, u = (u, v) is the 2-D spatial
frequency vector, H(u) is the 2-D Fourier transform of pulse profile h(x),
and hg(x) = h
2(x) = F−1{Hg(u)}. Thus, we can write Eq. (2.9) in spatial
frequency domain as
σ˜2g(u) = Hg(u)σ˜
2
f (u) + σ
2
nδ(u) , (2.11)
where σ˜2g(u) and σ˜
2
f (u) represent the Fourier transform of σ
2
g(u) and σ
2
f (u),
respectively.
We are interested to see how well the spectral components of the variance
map are passed into the RF variance. This can be described by the frequency
response of Eq. (2.10). The plotted line in Fig. 2.1-(A) illustrates the 1-D
(axial) representation of this system response for the ultrasonic imaging sys-
tem introduced in section 2.2.2. A higher-value of this frequency response
indicates a better efficiency in transferring spectral components of the vari-
ance map as given by Eq. (2.9). Fig. 2.1-(A) shows two spectral lobes. The
baseband lobe is centered at the origin and the second lobe is centered at
2u0 =17.68 mm
−1. Depending on the percent bandwidth of the ultrasound
pulse, the two lobes may overlap. However, for distinction, we refer to the
first and second lobes as low-frequency and high-frequency lobes, respectively.
Subsequently, when the spectrum of the variance map lies mainly inside the
first (second) lobe, it is referred to as a low-frequency (high-frequency) vari-
ance map throughout this dissertation.
The predicted spectrum has been validated using variance measurements
from Monte Carlo simulations of the RF echo signal (points plotted in Fig.
2.1-(A)). For Monte Carlo measurements we employ the following process [1].
If S(x) approximates a narrowband spatial template, it spatial-frequency do-
main approximately represents a 2-D Dirac delta, i.e., F{S(x)} ≈ δ(u− u0).
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Figure 2.1: (A) Normalized predicted spectrum, |Hg(0, v)|, from Eq. (2.10)
compared with measured spectrum computed from Monte Carlo simulation
of the RF echo data. (B) Normalized predicted spectrum Eq. (2.15)
compared with measured spectrum computed from Monte Carlo simulation
of the Wiener-filtered RF echo data. Narrowband spectra for three different
Gabor objects used for this simulation are also shown.
Using this variance map, Eq.(2.11) gives
σ˜2g(u) = Hg(u)δ(u− u0) + (σ2n + σ2obj)δ(u) , (2.12)
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Integrating Eq. (2.12) over the spatial frequency after removing the d.c.
component approximates H(u) at spatial frequency u0.
The narrowband template considered for Monte Carlo simulations is a
modulated Gabor pulse that is given by
S(x, z) = exp
[
−x
2 + z2
2a2
]
cos 2piv0z , (2.13)
where the width parameter a is set to 3 mm and v0 gives the central frequency
of the variance map on the axial direction. This template approximates a
2-D Dirac delta in the spatial-frequency domain. When the template is used
in Eq. (2.2) it gives a narrowband variance map denoted as Gabor object [1]
(see Fig. 2.1-(B) for example spectra, which ignores the d.c. component).
Using the parameters in section 2.2.2 and integrating the estimated variance
over spatial frequency gives an estimation of |Hg(0, v0)|. By incrementing
v0, a 1-D representation of the axial frequency response of the system in Eq.
(2.10) is measured and represented as circles in Fig. 2.1-(A). This numerical
measurement is shown to closely follow the theoretical prediction.
2.2.4 Decorrelated RF Data
Diagonalizing the covariance matrix of Eq. (2.7) places the object infor-
mation in the variance, i.e., along the diagonal of Σg. One approximate
method to diagonalize the covariance matrix is to decorrelate the echo data
using Wiener filtering. Thus, the variance of the Wiener-filtered RF data
contains all the acquired object information. When the variance map can
be approximately represented as a stationary process, the spatial-frequency
representation of the Wiener filter is [22]
W (u) =
σ2objH
∗(u)
σ2obj|H(u)|2+σ2n
. (2.14)
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Applying the Wiener filter w(x) = F−1{W (u)} to the RF echo data, we
generate
gw(x) = [w ∗ g](x)
= [w ∗ h ∗ f ](x) + [w ∗ n](x)
= [hw ∗ f ](x) + nw(x) ,
where hw and nw are the Wiener-filtered pulse profile and acquisition noise,
respectively. The point variance of the Wiener filtered RF data can be cal-
culated by replacing h with hw and n with nw in Eq. (2.8),
σ2gw(x) = [h
2
w ∗ σ2f ](x) + σ2nw . (2.15)
Eq. (2.15) is also a linear operation on σ2f (x), which can be represented in
the Fourier domain as
Hgw(u) = ACF
{
Hw(u)
}
, (2.16)
where
Hw(u) = W (u)H(u) =
σ2obj|H(u)|2
σ2obj|H(u)|2+σ2n
.
Fig. 2.1-(B) depicts the 1-D (axial) representation of the filter in Eq. (2.16)
over the spatial frequency domain, which predicts the spatial frequency spec-
trum of the RF variance. That prediction is confirmed using Monte Carlo
simulations of narrowband Gabor tasks.
Interestingly, the spectrum of Eq. (2.16) is equivalent to the acquisition
information spectrum (AIS) introduced in [1]. Fig. 2.2-(A) shows the 2-
D frequency spectrum of the pulse, |H(u)|, and Fig. 2.2-(B) shows AIS(u),
which describes the information content of the RF data for input information
at spatial frequency u. The 1-D spectrum along the dashed line matches
the predicted Wiener-filtered RF variance plotted in Fig. 2.1-(B). With this
connection between the signal and information spectra we may now use signal
statistics to analyze information content of the ultrasound signals.
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Figure 2.2: (A) Plot of pulse spectrum over the positive axial spatial
frequency. Pulse properties: 6.81 MHz temporal center frequency (8.84
mm−1 spatial center frequency); 56% bandwidth; f/2 aperture,
SNR = 30dB. (B) Acquisition information spectrum (AIS) for the
ultrasound system in (A) where gray-scale intensity indicates the efficiency
of the system for transferring information at each 2-D spatial frequency.
The labeling for the horizontal axis applies to both plots.
2.2.5 Intensity Statistics
Since AIS is equivalent to the spectrum of the Wiener-filtered RF echo signal,
we have a place to begin our discussion. Intensity mean and variance are
described in this section to track object information in the intensity signal.
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Intensity Mean
Abbey et al. [17] calculated the following expression for the intensity mean:
(2.17)
µI(x) =
∫ ∞
−∞
dx˜|ha(x− x˜)|2σ2f (x˜) + 2σ2n
= [hI ∗ σ2f ](x) + 2σ2n .
The quantity 2σ2n is the effect of acquisition noise in the intensity mean and
hI(x) = |ha(x)|2 is the impulse response for the intensity mean, with ha(x)
being the analytic signal representation of h(x),
(2.18)ha(x, z) = h(x, z) + ihˆ(x, z)
= hB(x, z) cos(2piu0z) + jhB(x, z) sin(2piu0z) .
Thus
hI(x) = |ha(x)|2= h2(x) + hˆ2(x) = h2B(x) . (2.19)
Fig. 2.3 depicts the processing steps in Eq. (2.19) in the frequency domain,
where we assume a rectangular pulse spectrum to simplify the illustration.
The high-frequency lobes are lost while computing the magnitude of ha so
that only the baseband lobe remains as seen in Fig. 2.3-(C).
Using Eq. (2.19) in Eq. (2.17) gives
µI(x) = [h
2
B ∗ σ2f ](x) + 2σ2n . (2.20)
Note that the convolution in Eq. (2.20) generates a baseband component
with twice the variance of RF data (Eq. (2.9)).
The intensity mean along the axial spatial frequency direction is depicted
in Fig. 2.4-(A) for the system described in section 2.2.2. The predictions
are confirmed using Monte Carlo estimation of the intensity mean generated
using narrowband Gabor objects swept over axial frequency. Neither contains
any high-frequency object information. Thus, the expected spatial resolution
of the intensity image is limited by the bandwidth of the pulse envelope
h2B(x, z). This is consistent with the well-known result by Wagner et al. [12]
that states the axial dimensions of the correlation cell, or the maximum
resolvable axial frequency in the ultrasound B-mode (or intensity) image,
are on the order of the pulse-envelope bandwidth, B [12].
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Figure 2.3: Schematic example demonstrating a 1-D (axial) spatial
frequency representation of the filters hI(x, z) and hI¯(x, z) in the complex
plane. The imaginary axis is normal to the page. Rectangular spectra are
assumed for illustration purposes. (A) Fourier representation of the pulse
and its Hilbert transform. (B) Fourier representation of the squared pulse
and its squared Hilbert transform, which translate as convolution in the
Fourier domain. (C) Fourier representation of the pulse intensity profile (D)
Fourier representation of the pulse complement profile.
Intensity Variance
The question addressed in this section is whether high-frequency RF in-
formation is available in the signal intensity variance in a form that can be
recovered. The autocovariance expression for the echo-signal intensity is [17],
(2.21)
ΣI(x,x
′) =
∣∣∣∣∫ ∞−∞ dx˜ha(x− x˜)ha(x′ − x˜))σ2f (x˜)
∣∣∣∣2
+
∣∣∣∣∫ ∞−∞ dx˜ha(x− x˜)h∗a(x′ − x˜)σ2f (x˜) + ΣnI (x,x′)
∣∣∣∣2 ,
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Figure 2.4: Normalized mean (A) and variance (B) of the intensity signal
are depicted as a function of axial spatial frequency. The mean and variance
are predicted using Eqs. (2.20) and (2.22) for a Gabor object function.
where ΣnI (x,x
′) is the noise intensity autocovariance (see [17]-Eq. (14) for
full expression).
The first term in Eq. (2.21) is often negligible for smooth and large-area
objects with negligible high-frequency components in their spatial frequency
representation [17]. In this work, we consider objects with significant high-
frequency components (specific applications are discussed in section 2.3).
Therefore, both terms in Eq. (2.21) are considered for further expansion.
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Substituting ha from Eq. (2.18) into Eq. (2.21), we find the following
point variance for intensity:
σ2I (x, z) =
(
h2B(x, z) ∗ σ2f (x, z) cos(4piu0z)
)2
+
(
h2B(x, z) ∗ σ2f (x, z) sin(4piu0z)
)2
+
(
h2B(x, z) ∗ σ2f (x, z) + 2σ2n
)2
.
(2.22)
Eq. (2.22) consists of three squared convolution terms. The square-root of
the last term convolves σ2f (x, z) with h
2
B(x, z) before adding intensity noise.
This term is the square-root of the intensity mean of Eq. (2.20), which
contains only baseband object information.
The square-roots of the first two terms in Eq. (2.22) convolve the mixed
variance map σ2f (x, z)cos(4piu0z) or σ
2
f (x, z)sin(4piu0z) with h
2
B(x, z). Thus,
although the output of the first two terms in Eq. (2.22) contains high-
frequency object information, that information is distorted in the frequency
domain by mixing and squaring the resulting signal.
To illustrate Eq. (2.22), care must be taken to treat σ2I (x) as non-linear in
the variance map σ2f (x). We can accomplish this using numerical methods.
Specifically, we insert narrowband Gabor objects at different frequencies into
Eq. (2.22). Fig. 2.4-(B) shows the predicted variance σ2I (x) along with
numerical measurements using Monte Carlo simulations for the system in
section 2.2.2.
In summary, the intensity variance contains both low-frequency and high-
frequency object information. However, when the variance map contains
information appearing at spatial frequencies above the pulse-envelope band-
width, this information is irretrievably mixed among low frequencies in the
intensity variance spectrum. Furthermore, the intensity mean spectrum fil-
ters out this information. Thus, the high-frequency information is not effi-
ciently represented in the echo intensity signal or the envelope signal.
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2.2.6 Complement Intensity Image
To restore high-frequency signal information, there is another way to compute
intensity so its mean is linear in σ2f (x) and thus, it is recoverable.
Fig. 2.3 schematically shows that when calculating intensity mean (see
Eq. (2.19)), the summation of h2(x) and hˆ2(x) in the Fourier domain result
in elimination of high-frequency object information. However, subtracting
the two terms preserves only high-frequency information, as shown in Fig.
2.3-(D).
We call the difference result the complement intensity image, I¯, since it
is designed to complete the object information represented in the intensity
image. I¯(x) is defined as
I¯(x) = g2(x)− gˆ2(x)
=
(
g(x) + gˆ(x)
)(
g(x)− gˆ(x)
)
= g+(x)g−(x) ,
(2.23)
where
g+(x) = g(x) + gˆ(x)
=
[(
h+ hˆ
)
∗ f
]
(x) + (n(x) + nˆ(x))
= [h+ ∗ f ](x) + n+(x) ,
and
g−(x) = g(x)− gˆ(x)
=
[(
h− hˆ
)
∗ f
]
(x) + (n(x)− nˆ(x))
= [h− ∗ f ](x) + n−(x) .
As we will show next, the complement image has desirable statistical prop-
erties that enable viewing high-frequency information in an efficient way.
Complement Intensity Mean
The mean of the complement image for signal-independent zero-mean noise
is
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µI¯(x) = 〈I¯(x)〉 = 〈g+(x)g−(x)〉
=
〈
([h+ ∗ f ](x) + n+(x))
× ([h− ∗ f ](x) + n−(x))
〉
=
〈
[h+ ∗ f ](x)× [f ∗ h−](x′)
〉
+
〈
n+(x)n−(x)
〉
= [h+ ∗ 〈f(x)f(x′)〉 ∗ h−](x,x′)
= [hI¯ ∗ σ2f ](x) ,
(2.24)
where
hI¯(x) = h+(x)h−(x) = h
2(x)− hˆ2(x) . (2.25)
Comparing the signal terms in Eq. (2.24) with Eq. (2.17), the only differences
are with hI(x) and hI¯(x), as given by Eqs. (2.19) and (2.25). Fig. 2.5-(A)
depicts the spectrum of hI¯(x) along the axial spatial frequency. This result is
confirmed by Monte Carlo measurements using Gabor objects. Fig. 2.5-(A)
shows that the mean of the complement signal is sensitive to high-frequency
object information.
Substituting the pulse profile of Eq. (2.3) in Eq. (2.24), we find
(2.26)µI¯(x, z) =
(
h2B(x, z) cos
2(2piu0z)− h2B(x, z) sin2(2piu0z)
)
∗ σ2f (x, z)
= (h2B(x, z) cos(4piu0z) ∗ σ2f (x, z) .
Thus hI¯(x, z) = h
2
B(x, z) cos(4piu0z), which introduces a passband filter cen-
tered around 2u0.
The point variance for the complement image is also calculated as:
σ2I¯ (x, z) =
(
h2B(x, z) ∗ σ2f (z) cos(4piu0z)
)2
−
(
h2B(x, z) ∗ σ2f (x, z) sin(4piu0z)
)2
+
(
h2B(x, z) ∗ σ2f (x, z) + 2σ2n
)2
.
(2.27)
Comparing Eq. (2.27) with Eq. (2.22), we find a different sign for the second
term. Fig. 2.5-(B) shows the result of calculating the complement image
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Figure 2.5: Normalized mean (A) and variance (B) of the complement
intensity signal are depicted as a function of axial spatial frequency. The
predicted statistics are derived using Eqs. (2.26) and (2.27). The variance
map used in the simulation results is a Gabor function with frequencies
ranging from 0 mm−1 to 25 mm−1.
variance for Gabor objects. These results are validated using Monte Carlo
measurements. The variance of the complement signal is sensitive to both
baseband and high-frequency information from the variance map.
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2.3 Results
2.3.1 Gabor and Chirp Objects
In this section, we use narrowband Gabor objects at different frequencies
to illustrate the imaging consequences of the ultrasonic statistical properties
derived in section 2.2. Fig. 2.1-(B) gives a spectral representation of three
Gabor objects at axial spatial frequencies 2 mm−1, 10 mm−1 and 18 mm−1.
The spectra of the variance maps are depicted against the 1-D (axial) spec-
trum of the RF variance, which embeds acquisition information as discussed
in section 2.2.4 and Fig. 2.1. The low-frequency Gabor object at 2 mm−1
and high-frequency Gabor object at 18 mm−1 are within the first and second
lobes of RF variance spectrum, respectively. Thus, the RF data contains in-
formation associated with these objects. However, the information at spatial
frequency 10 mm−1 is transferred with lower efficiency into the RF data.
Fig. 2.6 shows the Gabor object templates (first column), the RF echo
variance (second column), the intensity mean (third column), and the com-
plement intensity mean (fourth column) images. The images are formed
using the Monte Carlo methods in section 2.2.2. The low-frequency variance
map at 2 mm−1 is displayed well in the RF variance as well as the intensity
mean. This is expected considering these statistics contain low-frequency in-
formation (see Fig. 2.1-(B)). However, the complement intensity mean does
not display the low-frequency variance map as predicted from Fig. 2.5. The
Gabor object at 10 mm−1 is barely detectable in all three images. The high-
frequency variance map at 18 mm−1 is visible in the RF variance, is not
visible in the intensity mean, but does appear in the complement intensity
mean with high fidelity. These images confirm the analysis of section 2.2.
Fig. 2.7 shows the same analysis applied to a chirp modulation of the
variance map, which is modeled as a stationary background modulated by a
linear chirp function along the axial direction. The template of this wideband
variance map with frequencies between 0 mm−1 and 25 mm−1 is shown in the
left column. The RF variance image is an example showing which frequencies
of the object variance map are captured during echo acquisition. Images of
µI(x) and µI¯(x) show how each statistic captures a portion of the RF echo
data information such that their sum is a complete representative of the
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Figure 2.6: Caption Next Page
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Figure 2.6: (From previous page) The Gabor object profiles at frequencies 2
mm−1 (A), 10 mm−1 (B) and 18 mm−1 (C) are depicted as well as the
mean and variance of various signals estimated using Monte Carlo
experiments. A small region shown by a red square is zoomed in for each
image and displayed below the image for better visibility of the frequencies
and avoiding the display aliasing.
acquired information in RF echo data.
2.3.2 Breast Microcalcifications
The chirp example in the previous section illustrated how most of the RF-
acquired information content of broadband objects is displayed when both
intensity and complement intensity images are provided. High-contrast high-
spatial resolution objects are another important case where significant infor-
mation is available over a broad range of spatial frequencies. Small calci-
fications that commonly form in soft tissues during tumorigenesis provide
similar properties with the typical diameter of 40-200 µm, which yields a
FWHF bandwidth of 5-25 MHz approximately. Fig. 2.8-(A) shows a simu-
lation of six microcalcifications with 40-µm diameter sparsely located on an
inhomogeneous scattering region.
The spatial frequency representation of this variance map is compared to
the AIS spectrum of the sonographic instrument in Fig. 2.9. While the large-
area lesion and large inhomogeneous high-scattering areas mostly contain
low-frequency information, the microcalcifications have a broadband spec-
trum. Note that while the Fourier transform for one microcalcification yields
an approximately flat spectrum, Fourier transform of multiple microcalcifi-
cations will generate an interference pattern as seen in Fig. 2.9. The broad
variance map spectrum will be recorded in the RF data according to the AIS
curve. Conventional sonography only displays a portion of the variance map
spectrum in the first lobe of the AIS curve, which contributes to the low
sensitivity of sonography to microcalcifications [23,24].
The object with the variance map shown in Fig. 2.8-(A) is imaged and
the resulting mean images of intensity and complement intensity are given
in Figs. 2.8-(B,C). While the low spatial-frequency information appears in
µI(x), the strong point scatterers appear with low sensitivity. The simu-
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Figure 2.7: A chirp object with axial frequency ranging from 0 mm−1 to 25
mm−1 is depicted as well as the mean and variance of various signals
estimated using Monte Carlo experiments. The plots may be zoomed in to
remove the effect of display aliasing. The displayed pixels are elongated in
the axial direction for better visibility.
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Figure 2.8: (A) Variance map that simulates scattering with various low
and high spatial-frequency content. Microcalcifications are simulated with
ten times the acoustic impedance difference compared to other scattering.
(B) Mean intensity image of this phantom calculated using Monte Carlo
methods. (C) Mean complement intensity image showing a significant
microcalcification response. Note that the high-frequency complement
image is demodulated before displaying here.
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Figure 2.9: Spectra of different components of the variance map in Fig. 2.8
over axial spatial frequency as compared to the AIS. Spectra of the
microcalcifications for the specific spatial arrangement of Fig. 2.8 are
shown as well as the inhomogeneous scattering regions.
lated microcalcifications appear in the complement intensity mean, µI¯(x) ,
which shows this information can be recovered. Also, note that Figs. 2.8-
(B,C) approximate mean of intensity images with random acquisition noise
and random scattering pattern. Although acquisition noise is suppressed,
the random-scatterer contribution in the intensity means still appears as a
speckle pattern.
2.4 Discussion
It is well known that part of the tissue scattering information embedded in the
echo-data phase is lost during the demodulation process. What is less well
understood is whether this lost information could be useful for diagnostic
purposes in sonography. In fact, previous attempts at examining the lost
information by looking into echo-data phase have not resulted in an improved
diagnostic performance (see [25] for an example). In this work, we address
the problem of identifying the lost information by focusing on moments of
ultrasound signals and showing how diagnostic information is embedded in
these moments as discussed in section 2.2.4 and Fig. 2.1. Specifically, study
of the moments of intensity signal [17], which represented intensity mean
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within a linear system framework, enabled us to interpret information in
terms of the intensity mean in this work.
The spectrum of intensity-signal moments reveals that low spatial-frequency
information is available and displayed in the intensity image, while high
spatial-frequency information is noisy and irretrievably mixed, thus lost in
a conventional intensity image (see Eq. 2.17 and Fig. 2.3-(C)). The lost
high-frequency information can be retained using a straightforward process-
ing to generate complement intensity image, which embeds the information
in its mean statistics as Eq. (2.24) and Fig. 2.3-(D) suggest. The additive
decomposition of the RF data into intensity and complement intensity (Eqs.
(2.6) and (2.23)), rather than the multiplicative components of amplitude
and phase, can capture all the information acquired by RF data as illus-
trated in Fig. 2.6. Finally, Fig. 2.8 demonstrates the consequences of signal
losses and recovery through simulations of the echo-intensity moments for a
clinical application.
Methods considered in this chapter are aimed at investigating whether
there is diagnostic information lost during ultrasound display and how to
retrieve it. Our results involve calculating statistical moments of the image
data, which can be easily simulated using the assumption that independent
realizations of tissue scattering f(x) are available for a spatially-fixed ob-
ject template S(x). While the moments shown in Fig. 2.9, which use many
such realizations, validate the theoretical results, it is important to note that
information represented in any single realization may be very weak and un-
detectable. However, in practice when scanning a spatially-registered tissue,
only a single realization of the scattering object is captured. One way to av-
erage frames over somewhat uncorrelated realizations of random scattering
is through compounding [26], which we are pursuing [27]. The next steps for
evaluating the utility of these findings are experimental.
In summary, complement intensity images are shown to contain important
diagnostic information not available in intensity images for high-resolution
detection tasks. Specifically, we have demonstrated the usefulness of this
processing in capturing information for the important application of breast
microcalcification detection. Furthermore, the proposed complement inten-
sity processing is particularly efficient because it is easy to implement, only
using previously available signal components. Thus, including this processing
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in the current ultrasound systems is expected to impose little extra processing
cost.
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CHAPTER 3
APPLICATION AND EXPERIMENTAL
RESULTS
In chapter 2 we established a theoretical framework for tracking ultrasonic
information in ultrasound display, characterizing the lost information and
recovering this information by introducing the complement intensity image.
The principles discussed in chapter 2 are based on moments of ultrasonic sig-
nals, which are not directly available in practice. In this chapter, we look into
practical implications and implementation of complement processing method
by investigating an important clinical application: detecting microcalcifica-
tion in breast ultrasound. We will see how the specific application benefits
from our lost-information recovery methods of chapter 2.
3.1 Introduction
Microcalcifications that form in breast lesions contain valuable information
about malignancy potential and aggressiveness of disease [28]. These microm-
eter calcium deposits differ in chemical composition, number and distribution
and may be one of the earliest signs or the only sign of breast cancer [29–31].
In many cases, mammography, which is currently the gold standard for breast
cancer detection, displays microcalcifications with a high-contrast because of
their significant X-ray attenuation coefficient as compared to the surrounding
tissue [32]. However, mammographic sensitivity to microcalcifications is poor
in dense breast tissues, which are a common condition.1 Ultrasound B-mode
imaging provides an alternative method for detecting microcalcifications in
such cases. The large acoustic impedance exhibited by microcalcifications ap-
pears as bright spots in ultrasound B-mode images sometimes accompanied
by an acoustic shadow. However, these bright spots are obscured by speckle
1In the US, 40-50 percent of women ages 40-74 years have dense breast [33, 34], and
therefore a four to five times higher risk of developing breast cancer compared to other
women [35].
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(A)
(B)
Figure 3.1: Breast microcalcification task. (A) Breast mammography of a
∼ 4 mm clustered microcalcification (source: radiology.rsna.org). (B) 11
mm ultrasound B-mode image of the same area for the same patient
(source: radiology.rsna.org).
and an inhomogeneous background. Thus, conventional display-stage pro-
cessing does not reliably present microcalcifications in sonograms [23,36,37].
Fig. 3.1 shows clinical examples of microcalcification detection using a
mammogram and B-mode imaging. The mammogram (A) depicts the num-
ber and positions of microcalcifications clearly. However for the B-mode
image (B), while the calcified cluster is shown as a bright spot because of
the high contrast of these inclusions, the microcalcifications cannot be un-
ambiguously identified.
The focus of our work is to improve detection of microcalcifications in
breast ultrasound by circumventing the fundamental limitations imposed by
display-stage processing, specifically, envelope detection. Our approach in
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understanding these limitations is to track the transfer of ultrasonic informa-
tion throughout different stages of image formation. The original ultrasonic
information available in the imaged tissue is embedded in the variance of the
spatial acoustic impedance profile which we refer to as “variance map” of
the object. In conventional ultrasound display processing, where the enve-
lope of the radio-frequency (RF) data is extracted and its phase is discarded,
part of this information is lost. We have recently shown that the lost infor-
mation is associated with high spatial-frequency components of the variance
map [38]. Small-area features in the object such as microcalcifications result
in significant high spatial-frequency energy in the spectrum of the variance
map, which is lost in conventional ultrasound displays. Thus, this loss of
information affects detection of microcalcifications. We discovered a simple
method for capturing the lost information into a new intensity image that
we call the “complement image” [27].
The flow of information from tissue to RF data was studied in [15] and [1].
As backscattered echoes from insonated tissues are convolved with the pulse
profile to generate the RF data, the spectrum of the variance map couples to
the ultrasound instrumentation via a spatial-frequency spectrum denoted as
acquisition information spectrum (AIS). AIS describes the efficiency of infor-
mation transfer from tissues to the RF echo data. It represents the ability of
the ultrasound system to transfer task information from the backscattered
field into the echo signal before it is demodulated and displayed. Moreover,
information transferred via AIS describes the performance of an ideal ob-
server of the RF data in performing a binary detection task [1]. AIS has a
wideband spectrum over spatial frequency and has two lobes: a baseband
and a high-frequency lobe that transfer baseband and high-frequency com-
ponents of the variance map spectrum, respectively. Together, these lobes
can constitute a bandwidth for AIS that is twice that of the ultrasound pulse
spectrum. Note that ultrasonic information is measured by a unitless ratio
of ultrasound signal moments (see [15]). Thus, the spatial frequency of ul-
trasonic information is not directly analogous to that of ultrasound signals,
although they are related.
Until recently, there was no way to extend the statistical analysis of the
lost information from the nonlinear step of envelope detection. Calculating
the statistical moments of intensity (square of the B-mode signal) [17] made
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it possible to address this problem. We used these results in [38] to track
information in intensity mean and variance, and show that envelope detec-
tion discards high-frequency spatial information in conventional ultrasound
display. We further proposed the complement intensity image to retrieve the
high-frequency information discarded in the intensity image.
While simulation results presented in Chapter 2 verified our theoretical
results, as we will discuss later in this chapter, these results are based on sta-
tistical properties of the ultrasonic signals. We will demonstrate how these
statistics can be approximated in simulation environment where we assume
independent object scattering realizations are accessible. This assumption is
not valid in experimental settings. Thus, to validate our theoretical results
in practice, it is important to propose practical methods to approximate ul-
trasonic signal statistics and test them experimentally. With this brief intro-
duction, this chapter describes experiments conducted to verify the analysis
of Chapter 2 and demonstrate enhanced detection of microcalcifications in
phantoms. The proposed complement intensity technique is applied to phan-
toms with focal calcifications intended to mimic features of breast lesions.
3.2 Methods
3.2.1 Complement Intensity Image
This section introduces the system model and briefly describes our recent
work results [38].
The ultrasonic intensity signal is the demodulation of the beamformed RF
echo signal, g(x), found from the squared envelope,
I(x) = env(g(x))2 = g2(x) + gˆ2(x) , (3.1)
where x represents the 2-D space vector and gˆ(x) denotes the Hilbert trans-
form of g(x) [39]. A complement intensity image I¯(x), which is proposed
in [38] to improve ultrasound display, is defined as
I¯(x) = g2(x)− gˆ2(x) . (3.2)
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In words, the complement intensity image is the difference between g2(x) and
gˆ2(x), as apposed to their summation.
Here, we describe how this simple processing retrieves the lost high-frequency
information by simulating the process of imaging a software phantom. Fig.
3.2-(A) shows an ultrasonic B-mode image of a malignant invasive ductal
carcinoma of the breast [40]. This image is used to approximate the variance
of the acoustic impedance profile of the imaged tissue (denoted as variance
map). For that purpose, we manually removed the shadows on the B-mode
image, smoothed the image to approximately remove the speckle noise and,
after manually selecting the lesion boundaries to separate lesion from back-
ground, set the average pixel contrast between lesion area and background
area to 0.7. We then added 4 high-contrast microcalcifications inside the le-
sion, with contrast ×10 that of the average lesion-background contrast. The
resulting variance map of the object is depicted in Fig. 3.2-(B).
To simulate the acquisition process, we first generate the object scattering
f(x), which is modeled by multiplying a zero-mean Gaussian random field
by the variance map. Hence, the variance map will be embedded in the vari-
ance of f(x), denoted as σ2f (x). Object scattering f(x) is convolved with LSI
impulse response h(x) of a typical ultrasound pulse with 6.81 MHz temporal
carrier frequency (u0 =8.84 mm
−1 spatial frequency), 56% fractional band-
width, and f/2 aperture. For the purpose of simulation, the variance map is
upsampled over 2-D space to match the axial and lateral sampling intervals
of the simulated system, 0.02 mm and 0.2 mm, respectively. Finally, acquisi-
tion noise n(x) with background echo SNR of 30dB is added to generate the
RF data. This process is summarized by the 2-D convolution
g(x) = [h ∗ f ](x) + n(x) (3.3)
and the resulting RF data is shown in Fig. 3.2-(C). g(x) is a zero-mean
Gaussian signal with σ2f (x) encoded in its covariance.
During the acquisition process described above, the spectrum of the vari-
ance map the contains task information about the lesion is transferred to
the RF data with efficiency determined by AIS. Spectrum of the variance
map and AIS for the simulated system are depicted in Fig. 3.3 along the
axial direction.2 The spectrum of the variance map is separately plotted
2Although AIS is a function of 3-D spatial coordinates, we are most interested in its
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Figure 3.2: Matlab simulation of a software phantom modeling a breast
lesion with ≈ 10 mm diameter. A typical ultrasound system is considered
with 6.81 MHz temporal carrier frequency (8.84 mm−1 spatial frequency),
56% bandwidth, f/2 aperture and acquisition SNR of 30dB. (A) Ultrasound
B-mode image of an invasive ductal carcinoma of the breast retrieved from
www.ultrasoundpaedia.com/pathology-breast. (B) The software phantom
generated with the profile inspired by the ultrasound image in (A) and 4
microcalcifications randomly inserted on the lesion. The axial dimension of
the microcalcifications is 20 µm and their contrast is 10 times the
background contrast. (C) Simulated RF data of the software phantom in
(B) generated by the aforementioned system. (D) Simulated intensity image
of phantom (B). (E) Simulated mean of the conventional intensity of the
phantom. (F) Simulated mean of the complement intensity of the phantom.
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Figure 3.3: Normalized AIS is depicted along the axial spatial frequency for
a typical ultrasound system. The plots shown in dashed and dotted lines
depict the system responses for the intensity mean hI and complement
intensity mean hI¯ , respectively. Normalized spectrum of the variance map is
also plotted for the variance map shown in Fig. 3.2-(B), separately showing
the frequency components for lesion and large-area high-scattering regions
denoted as σ2f,lesion, and microcalcification inclusions denoted as σ
2
f,µcalc.
for small-area features, i.e., microcalcifications, and large-area features, i.e.,
inhomogeneous lesion and background. As we expect from Fourier analysis,
the spectrum of large-area features is limited to low spatial-frequency com-
ponents. The small-area microcalcifications, on the other hand, contain a
wide range of spatial frequency components that span the Nyquist range.3
The AIS spectrum in Fig. 3.3 contains two possibly overlapping lobes: a
baseband lobe centered at the origin and a high-frequency lobe centered at
twice the carrier frequency at 17.68 mm−1. Spatial-frequency components of
the spectrum of the variance map that lie inside these two lobes are recorded
by the RF data. Unfortunately, when RF echo data are presented to the
observers, the embedded information is not clearly visible to human observers
(see Fig 3.2-(C)) unless the signals are first demodulated. The demodulation
response along the direction of pulse propagation, i.e., axial direction.
3The spectrum of microcalcifications is scaled up in Fig. 3.3 for better visibility. The
cyclic pattern visible in the spectrum is due to the coupling between the phases of the
Fourier transform of microcalcifications.
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process applied to form the intensity image transfers task information from
the covariance matrix of the echo signal to the mean intensity. The intensity
image is shown in Fig. 3.2-(D).
To find the means for intensity and complement intensity images from Eqs.
(3.1) and (3.2), the following two expectations need to be calculated:
E [g2(x)] = E
[(
[h ∗ f ](x) + n(x)
)2]
E [gˆ2(x)] = E
[(
[hˆ ∗ f ](x) + nˆ(x)
)2]
,
(3.4)
where hˆ(x) and nˆ(x) denote the Hilbert transforms of h(x) and n(x), respec-
tively. The expectations are over both random processes f(x) and n(x). We
showed in chapter 2 that the two expectations in Eq. (3.4) lead to convolu-
tion of σ2f (x) with h
2(x) and hˆ2(x), respectively. For illustration, these two
responses are given in Fig. 3.4-(B) for an idealized real 1-D rectangular pulse
spectrum shown in Fig. 3.4-(A).
Intensity mean is given by the convolution
E [I(x)] = E [g2(x)] + E [gˆ2(x)] = [hI ∗ σ2f ](x) + 2σ2n , (3.5)
where hI(x) = h
2(x) + hˆ2(x) and σ2n is the acquisition noise variance. Previ-
ously we discussed that during image acquisition, the spectrum of the vari-
ance map transfers via AIS to give the information available in the RF data.
Similarly, as the data goes through demodulation to generate the intensity
signal, the spectrum of the variance map passes through hI(x) to give the
information available in intensity mean. The spectrum of hI is shown in Fig.
3.4-(C) for the idealized system. hI only responds to baseband frequency
components of the variance map spectrum. On the other hand, when calcu-
lating the complement intensity mean, the two expectations in Eq. (3.4) are
subtracted, which gives the convolution
E [I¯(x)] = E [g2(x)]− E [gˆ2(x)] = [hI¯ ∗ σ2f ](x) , (3.6)
where hI¯(x) = h
2(x) − hˆ2(x). This system response is displayed in Fig.
3.4-(D), which shows a high-frequency spectrum. Note that complement
intensity mean gives a modulated passband spectrum which may be demod-
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ulated to give a baseband representation of the complement intensity mean.
We refer to the demodulated complement intensity image as the baseband
complement intensity. The baseband complement intensity image displays
high-spatial-frequency information transferred to baseband spectrum, which
is easier to perceive and thus, is what we use to display complement inten-
sity data in this chapter. Schematic demonstrations in Fig. 3.4 are intended
to explain that the intensity image contains baseband components of the
variance map spectrum while the complement intensity image contains high-
frequency components of the variance map spectrum.
To compare with the simulated spectrum of the variance map and AIS
in Fig. 3.3, system responses of hI(x) and hI¯(x) are also plotted along
positive axial spatial frequency. hI(x) is normalized to one and hI¯(x) is
normalized with the same factor. Note that the FWHM bandwidth range of
hI(x) is contained within that of the baseband lobe of AIS, while the FWHM
bandwidth range of hI¯(x) is a sub-band of the high-frequency lobe of AIS.
Comparing the spectrum of the variance map with hI(x) and hI¯(x), we can
see that intensity mean contains most of the components of the variance
map associated with lesion and background but only a portion of signal
energy from microcalcification scattering. On the other hand, the spectral
components of the variance map that represent the lesion and background are
almost completely suppressed by hI¯(x) and only high-frequency components
of microcalcifications are transferred to complement intensity mean.
In the spatial domain, Fig. 3.2-(E) and (F) show the intensity mean and
baseband complement intensity mean for the simulated object. Means are
calculated by averaging over 2000 acquisition and speckle noise realizations.
As expected, the intensity mean in Fig. 3.2-(E) shows lesion and inhomoge-
neous background well, while microcalcifications are nearly indistinguishable
especially when the backscattering signal is strong. However, Fig. 3.2-(F)
shows that complement intensity mean enhances the display of microcalcifi-
cation. Consequently, recovering this information and augmenting the sono-
gram presented to observers is expected to increase performance for breast
lesion diagnosis.
The Matlab simulation results presented in Fig. 3.2 provide evidence that
the complement intensity can in principle improve detection of microcalcifi-
cations. These simulations calculate expectations in Eq. (3.4) using many
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Figure 3.4: Schematic of the impulse responses that describe convolutions
of intensity mean and complement intensity mean for an idealized pulse.
An even pulse with central spatial frequency u0 is considered, which has a
real-valued Fourier transform. (A) Axial frequency representation of an
idealized rectangular pulse profile and its Hilbert transform on the real and
imaginary axes. (B) Axial frequency representation of pulse squared and
Hilbert transform of the pulse squared, i.e., h2(x) and hˆ2(x). (C) Spectrum
of the impulse response h2(x) + hˆ2(x) which is convolved with the variance
map to give intensity mean. (D) Spectrum of the impulse response
h2(x)− hˆ2(x) which is convolved with the variance map to give complement
intensity mean. Complement intensity mean is modulated at 2u0 and can
be further demodulated to give a baseband representation, denoted as
baseband complement intensity, without causing aliasing.
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independent realizations of n(x) and f(x). In practice, however, images taken
from a fixed relative location of the transducer can provide randomness over
n(x) using multiple frames, but only one realization of the object scatter-
ing f(x). Providing different scattering realizations can only be achieved
by changing the location of the transducer with respect to object, which in-
troduces further complexities to the problem such as image registration and
partial correlation between realizations of object scattering. Thus, it is im-
portant to see in practice, where the means are only approximately available,
how much improvement can be achieved using the techniques discussed in
this section. In the following section, we discuss lab experiments performed
to test our method for detecting microcalcifications.
3.2.2 Phantom
The gelatin-based phantoms model aspects of a calcified breast lesion that
are related to spatially variable impedance variance, σ2f (x). Fig. 3.6 shows
one of the phantoms generated in the lab which contains 8 calcified inclusions
of different sizes. The 10% gelatin background contains 1% corn starch to
generate the random impedance fluctuations of incoherence scattering. The
large areas of high-density corn-starch suspension in a gelatin base model
high-scattering inhomogeneities inside the lesion. The process we used to
make the phantoms is illustrated in Fig. 3.5.
There are generally two types of microcalcifications recognized in breast
lesions, which differ in chemical composition. Type I microcalcifications con-
sist of calcium-oxalate, i.e., CaC2O4, whereas type II deposits consist of
hydroxyapatite, i.e., Ca5(PO4)3(OH). Type I microcalcifications are mainly
associated with benign lesions, while type II deposits are most often seen in
malignant lesions [41]. In the latter case, the size, number and the distri-
bution of the deposits provide information that may be used to classify the
calcified lesion as benign or malignant. The focus of this experimental study
is on detecting type II microcalcifications.
We use blackboard chalk (calcium carbonate) with the chemical formula
CaCO3 to model microcalcifications. This particular chemical compound is
chosen because it has an acoustic impedance similar to type II microcalcifi-
cations. Specifically, the acoustic impedance of chalk is between 5 and 8 (106
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Figure 3.5: The process of making calcified gelatin phantoms in the lab.
The lesion is modeled by a cylinder that is made using a syringe in two
steps so that the chalk inclusions are carefully placed half-way through the
cylinder and the positions are photographed before making the second half
of the cylinder. Eventually, the cylinder is placed inside a larger cylinder, as
shown to represent the background area.
kg m−2s−1) [42] while the acoustic impedance of the hydroxiappetite, which
is the main constituent of microcalcifications, is approximately 7.8 (106 kg
m−2s−1) [43]. The acoustic impedance of soft breast tissues is at most one
fifth that of hydroxyappetite. The mass densities of calcium carbonate and
hydroxiappetete are 2.71 g/cm3 and 3.18 g/cm3 respectively.
Fig. 3.7 depicts the intensity and complement intensity images of the
phantom of Fig. 3.6 acquired by the Antares VF 13-5 transducer at 7.27
MHz. These two images are displayed using the same gray-scale range, re-
flecting the intensity levels of the actual signal received at baseband lobe and
high-frequency lobe, respectively. It is observed that the intensity level of
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the complement intensity image is lower than that of the intensity image.
This is expected from the AIS spectrum in Fig. 3.3 since the total energy
that can be acquired within the AIS high-frequency lobe and reflected in the
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Figure 3.6: (Caption next page.)
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Figure 3.6: (Previous page.) (A) Cross-section of the phantom. There are 8
calcium inclusions with 7 of them placed on the vertical diagonal line. The
first and last inclusions are larger while the rest are positioned in order of
decreasing size. A third larger inclusion is placed near the left boundary,
which is enhanced in the optical picture for better visibility. There are also
4 high-scattering areas with high density of corn starch seen in the picture.
(B) Micro-CT image taken by Zeiss MXCT-400 from the same phantom.
The machine settings are 40 KVp and 0.2 mA. The voxel size is 11.5 µm
and the image is reconstructed from 901 scans taken around the phantom.
Beside high-scattering areas, 6 out of 8 inclusions are captured in this
image.(D) The marked circular region in (B) is re-scanned at higher
resolution to locate the smallest inclusions. The machine settings are 30KV
and 0.2 mA. The voxel size is 5 µm and the image is reconstructed from
1441 scans taken around the phantom. The two inclusions are located as
well as a portion of the large inclusion to their right. (C) 3-D
representation of the micro-CT image taken from the same phantom. Using
this representation, the largest dimensions of the inclusions were
approximately measured to be, from left to right, 800 µm, 560 µm, 350 µm,
200 µm, 90 µm, 80 µm, and 950 µm.
complement intensity is attenuated by a factor of at least 2 as compared to
the total energy acquired within the baseband lobe and reflected in the in-
tensity image. Although the intensity image shows all 8 inclusions as bright
spots, the inhomogeneous high-scattering areas are also partially visible in
the image, making it difficult to distinguish the bright speckles due to mi-
crocalcifications from those due to inhomogeneities. On the other hand, the
complement intensity image depicts all 8 inclusions while filtering out most
of the received intensity due to inhomogeneities. The bright ring surrounding
the gelatin cylinder is from air bubbles trapped at the surface. Note that
the images of Fig. 3.7 are single-scan realizations of the scattering and noise
random fields. We will implement spatial compounding methods that yield
approximations of mean signals, as required by theory.
The phantom in Fig. 3.6 was also imaged by X-ray micro-CT technique
using Zeiss MXCT-400 machine. In X-ray, the spatial distributions of atomic
number and mass density are responsible for the CT contrast. The Hounsfield
unit for hydroxiapatite ranges from 700 to 3000 depending on mineral con-
centration [44]. The Hounsfield unit for chalk is 1280 [45]. These two mate-
rials both feature high CT contrast as compared to the background regions.
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Figure 3.7: Intensity (A) and baseband complement intensity (B)
ultrasound images of phantom of Fig. 3.6 using Antares VF 13-5 at nominal
frequency 7.27 MHz. The high intensity scattering around the lesion edge is
due to air bubbles. Images are plotted over the same gray-scale range.
Micro-CT images like that in Fig. 3.6-(B) can be used as a reference to
provide the exact location of the microcalcifications to be compared with
ultrasound images from the same cross-section of the phantom.
3.2.3 Ultrasound Transducer Specifications
The following three transducers were used to image the phantoms. The
Siemens Sonoline Antares VF 13-5 linear array transducer is operated at
nominal frequencies 7.27 MHz (9.44 mm−1) and 11.42 MHz (14.83 mm−1).
Also, the Visualsonics VEVO 2100 MS-250 transducer is operated at nomi-
nal frequency of 21 MHz (27.27 mm−1). To calculate the pulse spectrum in
the axial direction for each setting, we recorded pulse echo responses from a
plane plexiglas plate placed at the focal distance of each transducer. Multi-
ple frames (600 frames for the Antares transducers and 405 frames for the
VEVO 2100 transducer) were recorded and averaged to minimize acquisi-
tion noise. The magnitude of the Fourier transform of the resulting signal
approximates the pulse spectrum along the axial direction. Fig. 3.8-(A)
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depicts the calculated pulse spectrum for the three nominal transducer set-
tings. The centroids of the estimated pulse spectra are measured as 8.33
mm−1, 11.98 mm−1 and 24.38 mm−1, respectively. The full width at half
maximum (FWHM) bandwidth is measured as 4.84 mm−1, 8.81 mm−1, and
24.11 mm−1, respectively.
To estimate the acquisition information spectrum for these three trans-
ducer settings, we use AIS expression, which requires estimating background
signal-to-noise ratio (SNR) in addition to the Fourier transform of the pulse
(see Eqs. (17) and (18) of [1]). SNR was estimated using multiple frames
from a constant scattering region in the background of the lesion. The signal
energy was calculated using the RF data averaged over frames to minimize
the acquisition noise. Subtracting the average signal from each RF echo
frame gives the noise profile from which the noise power spectrum and total
waveform energy were estimated. The ratio of signal to noise energy provides
an estimation of the SNR, which we found for the three transducer frequen-
cies to be 35.45 dB, 35.56 dB, and 33.69 dB, respectively. AIS curves are
shown in Fig. 3.8-(B).
3.2.4 Compounding
Discussions in section 3.2 are based on mean echo intensity and mean com-
plement intensity. Measuring the means requires access to multiple views to
average over both the random scattering field and the noise. To vary the
scattering pattern for averaging over the scattering field, we used an angular
compounding technique [46, 47]. We mounted a transducer on a goniometer
spanning a 39-degree sector around the center of a cylindrical phantom. A
set of echo frames was acquired from 13 angles by incrementally rotating the
transducer 3 degrees with respect to the center of the phantom as illustrated
in Fig. 3.9. This relatively small angular displacement results in partially
correlated compounding B-mode images. Abbott et al. in [48] introduce
an expression to approximate the correlation coefficient between consecutive
speckle patterns as
ρ =
{
(a−b)2
a2
|b|≤ a
0 |b|> a (3.7)
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Microcacified Lesion Object Spectrum
Figure 3.8: (A) Frequency spectrum of the Siemens Antares VF 13-5
transducer pulses operating at nominal frequencies 7.27 MHz and 11.42
MHz, and Visualsonics VEVO 2100 MS-250 transducer operating at
nominal frequency 21 MHz. (B) Estimations of the acquisition information
spectrum (AIS) for the same three transducer pulses displayed over axial
spatial frequency are depicted as well as the information spectrum of the
phantom of Fig. 3.6
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where ρ is the correlation coefficient between images at consecutive angles,
b is the angular displacement of the transducer fixed at 3 degrees, and a is
the aperture of the transducer (see Fig. 3.9), which is 4 cm and 1 cm for
the Antares VF 13-5 and VEVO 2100 MS-250 transducers, respectively. The
distance from the center of the phantom is set to 4 cm and 1 cm, respectively.
For these settings, Eq. (3.7), predicts ρ between consecutive compound im-
ages as approximately 0.78 for both transducers.
We have also experimentally estimated ρ as a function of the angular sep-
aration as shown in Fig. 3.10. For that purpose, images with 3, 6, 9 and
12 degree separations were selected out of the 13 available views for each
transducer. To estimate ρ at 0 degree angular separation, the correlation
coefficient was estimated between 313 single-view frames for the Antares
transducer and 135 single-view frames for the VEVO2100 transducer. As
expected, increased angular separation results in decreased correlation coef-
ficient between consecutive images in Fig. 3.10. Also, a trend of decreased
correlation coefficient with increased transmit frequency is observed. The
experimentally estimated values of ρ for 3 degree separation in our experi-
ment are 0.84, 0.82, and 0.79 for the Antares VF13-5 at 7.27 MHz and 11.42
MHz and VEVO2100 MS-250 at 21 MHz, respectively, which are close to the
predicted values.
Compounding improves detection performance by reducing speckle con-
trast, assuming the compounded views are in spatial registration to avoid a
loss of spatial resolution. The improvement achieved using this technique can
be measured by the point SNR of the intensity image, SNR0, or its inverse
denoted as speckle contrast [12]. For a B-mode image b(x), SNR0 is defined
as the ratio of the expected value of b(x) in units of standard deviation.
The theoretical value for an ultrasound B-mode image with fully developed
speckle is SNR0 = 1.91 [12]. The increase in SNR0 due to compounding is
theoretically calculated by [47]
SNR0
1.91
=
√
Nθ
1 + 2(Nθ − 1) ρNθ
, (3.8)
where Nθ is the number of images averaged to generate the compounded
image. For Nθ = 13 and estimated ρ values, the improvement in point SNR0
is predicted as 2.26, 2.27, and 2.3, respectively. SNR improvement increases
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Figure 3.9: (A) Rotation of the transducer around the phantom to image
the phantom with approximately uncorrelated speckle patterns. a
represents the aperture angular width with respect to the focal length and b
represents the angular displacement. (B) Setup of connecting the
transducer to the goniameter to rotate the transducer around the phantom.
slightly with the ultrasound central frequency.
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Figure 3.10: Correlation coefficient as a function of angular separation
between consecutive images taken from the phantom of Fig. 3.11 for three
transducer settings.
3.2.5 Experiment Setup
Fig. 3.11-(A) shows the phantom built to generate experimental results dis-
cussed in the next section. The phantom has the same general properties as
those described in section 3.2.2 and Fig. 3.6-(A), although the high-density
corn-starch areas and the chalk particles are oriented differently. The ar-
rangement of the microcalcifications in a line facilitates locating them. Be-
low 20 MHz, the chalk particles were too small to significantly attenuate the
beam. Above 20 MHz, however, an acoustic shadow was visible. Shadowing
effects were reduced by compounding.
For each transducer setting, a set of 13 images at 3 degree angular sepa-
ration is acquired. B-mode images are formed and spatially registered, and
then between 5 and 13 sequential frames are summed to form a compounded
image.
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(A) (B) 
Figure 3.11: (A) Photograph across the 15 mm cross-sectional diameter of a
phantom during construction. The photo shows three large white regions of
high-density corn starch and a central linear pattern of 9 chalk particles
shown with enhanced contrast in (B). From top to bottom, the particles
have approximate sizes 650 µm, 800 µm, 500 µm, 350 µm, 800 µm, 250 µm,
100 µm, 60 µm, 900 µm. Some of the inclusions are visually inhanced
without changing the size for better visibility.
3.3 Results
Fig. 3.12 shows the log-scaled images of the phantom shown in Fig. 3.11.
Here we used the Siemens Antares system and a VF 13-5 transducer at a
nominal transmit frequency of 7.27 MHz. Fig. 3.11-(A) displays a single
intensity image and a single baseband complement intensity image and com-
pares them to intensity and baseband complement intensity images with ×5
and ×13 compounds. The difference between single log-scale intensity and
baseband complement intensity images is insignificant when the gray-scale
ranges of both images are adjusted. The differences emerge as compounding
increases as shown in Fig. 3.11-(B,C). Specifically, the high-scattering areas
become more faded in the baseband complement intensity image as compared
to the intensity image while the smaller inclusions become more visible but
somewhat blurred due to registration errors in the compounding process.
Fig. 3.13 shows the log-scaled images taken by the same transducer oper-
ated at 11.42 MHz. The single intensity and baseband complement intensity
images in Fig. 3.13-(A) are compared with ×13 compounded intensity and
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(A) 
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(C) 
Figure 3.12: Images of the phantom generated by Antares VF 13-5
transducer at nominal frequency 7.27 MHz. The left column depicts the
intensity images and the right column depicts the complement intensity
images. (A) Single images. (B) Angular compounded image generated by
averaging 5 angular views of the phantom. Consecutive views are separated
by 3 degrees. (C) Angular compounded image generated by averaging 13
angular views. Consecutive views are separated by 3 degrees. Baseband
complement intensity images are illustrated here.
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Figure 3.13: Images of the phantom generated by Antares VF 13-5
transducer at nominal frequency 11.42 MHz. The left column depicts the
intensity images while the right column depicts the complement intensity
images. (A) Single images. (B) Angular compounded image generated by
averaging 13 angular views. Consecutive views are separated by 3 degrees.
Baseband complement intensity images are illustrated here.
baseband complement intensity images in Fig. 3.13-(B). While again the
single intensity and baseband complement intensity images are very similar,
the compounded images show different information regarding the phantom.
The intensity image shows the high-scattering areas as well as the larger
microcalcification inclusions. However, the high-scattering areas are much
less visible in the compounded complement intensity image. In contrast,
smaller inclusions labeled 6 and 7 in Fig. 3.11-(B) are more visible in the
compounded complement intensity image.
Fig. 3.14 shows log-scaled single and compounded images of the same
phantom captured by the VEVO 2100 MS-250 transducer at 21 MHz. The
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(A) 
(B) 
Figure 3.14: Images of the phantom generated by VEVO 2100 MS-250
transducer at nominal frequency 21 MHz. The left column depicts the
intensity images while the right column depicts the complement intensity
images. (A) Single images. (B) Angular compounded image generated by
averaging 13 angular views. Consecutive views are separated by 3 degrees.
Baseband complement intensity images are illustrated here.
single intensity and baseband complement intensity images illustrate parts
of the high-scattering areas as well as inclusions 1 through 7 and inclusion
9. However, the inclusions are not distinguishable from the larger high-
scattering inhomogeneous areas in the single intensity or complement inten-
sity images. While inclusion 8 is subtly visible in the compound intensity
image, the bright inhomogeneous areas compete with the microcalcifications
making it challenging to distinguish them. In the compound complement
intensity image, inclusion 8 is more clearly visible. Moreover, the bright
high-scattering regions in the lesion are also filtered out.
To see the effect of increasing transmit frequency and bandwidth in captur-
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ing task information in intensity and complement intensity images, compare
the compound images in Figs. 3.12, 3.13 and 3.14.
3.4 Discussion
To measure the improvement achieved in detecting microcalcifications using
ultrasound imaging, common methods are ROC analysis and statistical SNR
estimation using Monte Carlo methods. However, a Monte Carlo study is
not feasible in our experiments due to limitations in sufficiently repeating
the experiment. Instead, we define a measure called microcalcification energy
ratio to quantify the improvement achieved using the complement imaging
technique. The energy is calculate using the square-sum of the pixel values in
the image and a higher value for the micorcalcification energy ratio suggests
a better detectability of micrcalcifications using complement intensity images
as compared to the intensity images.
The idea is to compare percentage of the energy associated with microcal-
cifications captured in baseband complement intensity data with that in the
echo intensity data. To calculate the energy of microcalcifications in image
data generated from the phantom of Fig. 3.11-(A), we use the transparency
mask of Fig. 3.11-(B) to select areas in the image associated with microcal-
cifications and filter out the rest of the data. The sum of the squared pixel
values in the masked image gives the total energy associated with microcal-
cifications in that image. Similarly, the total energy in the image data is
calculated by summing the squared values of all image pixel values. Dividing
these two energy measures gives the percentage of microcalcification energy
in the image.
The percentage of microcalcification energy calculated for the complement
intensity image is divided by that of the intensity image to give microcalci-
fication energy ratio. The ratio is calculated for ×5 and ×13 compounded
images and depicted in Fig. 3.15 for the three transducer settings. The ra-
tio increases with number of compounded images and also with transducer
frequency. These results imply that the complement intensity enhances the
relative energy of microcalcifications almost twice as much as the intensity
image.
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Figure 3.15: Microcalcification energy ratio computed for ×5 and ×13
compounded images and for three transducer frequencies.
This improvement can be explained using the AIS spectra in Fig. 3.8.
The normalized spectrum of the variance map is also depicted in Fig. 3.8
using the photographed object in Fig. 3.11. It shows that the variance
map of the object has a very wide spectrum and a significant number of its
frequency components lie inside the second lobe of the AIS spectra. This
information content is more significant for the high-frequency transducer,
VEVO 2100 at 21 MHz. The increased acquisition information bandwidth
explains the improved intensity and complement intensity images generated
via these three transducer settings.
To display all the captured information through intensity and complement
intensity images in one frame, one approach is to just add the baseband
complement intensity signal to the echo-intensity image. While more of the
signal information will be recovered, both data sets contain noise. Perhaps
a better approach is to demodulate the complement intensity signal and set
an amplitude threshold so that only large pixel values are passed. Then
color-code the filtered complement image data, as is common with Doppler
imaging, before adding those data to the intensity image. In this case, viewers
would see the conventional gray-scale sonogram with color annotations that
describe the recovered high-frequency echoes.
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3.5 Conclusions
The complement imaging technique is applied to lab-generated lesion-mimicking
phantoms to improve the detection of microcalcifications embedded within
inhomogeneous scattering media. It is shown that while the total energy that
can be acquired by the complement intensity image is almost half that of the
intensity image, complement intensity images improve the specificity of mi-
crocalcification detection by filtering out the spectral components associated
with large-area features of the object.
To implement the mean of the complement intensity image, an angular
compounding technique has been successfully used. While intensity im-
ages display lesions and large high-scattering areas in the lesion, adding the
complement image can help observers distinguish microcalcifications. The
smallest calcified inclusion with the dimension of 60 µm is distinguishable in
the ×13 compound complement intensity image by the VEVO 2100 MS-250
transducer. Note that visualizing chalk inclusions smaller than 100 µm is
also challenging using micro-CT images (see Fig. 3.6-(B,D)).4
A measure denoted as microcalcification energy ratio was introduced to
quantify the improvement achieved in microcalcification detection using com-
plement intensity images. The measurements show that the complement
intensity images improve the energy percentage of the microcalcifications in
the image by up to 100%. Furthermore, comparing the microcalcification en-
ergy ratios for different nominal transmit frequencies of the transducer shows
that increasing the transmit frequency positively affects the performance of
complement imaging in detecting microcalcifications.
In conclusion, the complement intensity imaging technique led to improved
microcalcification visibility with a very simple change in the envelope detec-
tion process. The authors believe that complement imaging is promising
specifically because it is readily applicable as long as the RF data are avail-
able. Microcalcification detection is one important diagnostic application.
However, any diagnostic task that offers high spatial-frequency information
can be improved using the complement image.
4It is possible that the porosity of the chalk is decreasing the CT contrast and making
it less visible in the micro-CT images.
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CHAPTER 4
SUPPLEMENTARY MATERIAL:
INTENSITY OBSERVERS
4.1 Introduction
The quality of any image-based diagnosis is influenced by three essential
components: the task information presented by the patient (i.e., the rea-
son for imaging); the quality of acquisition, and of display-stage instruments
for recording and displaying that information (Fig. 1.1); and the diagnos-
tic skills of observers viewing the image data. Previous work has derived a
closed-form expression that explains how patient and instrument properties
combine to determine ideal-observer performance at the ultrasound acqui-
sition stage [1, 15]. For that purpose, diagnostic information was defined
and tracked through the processes of echo sensing and beamformation [15].
A spatial-frequency integral expression was defined that describes the di-
agnostic information contained in the RF echo signal before demodulation
and subsequent display-stage processing [1]. The integrand of this expres-
sion separates the task-information spectrum obtained from the patient and
the acquisition-information spectrum (AIS) characteristic of the instruments.
This equation was related to ideal observer performance via receiver oper-
ating characteristic (ROC) analysis, and then broken down into factors de-
scribing feature contrast, spatial resolution, and noise power as image-quality
metrics. As a result, a closed-form ideal-observer equation was derived for
assessing sonographic quality at the acquisition stage of image formation
because only linear processes were applied to the data.
To extend the information analysis to include the influences of nonlinear
display-stage processing requires identifying the ideal observer. However,
the ideal observer for the conventional B-mode imaging is not known under
general conditions. Nevertheless, there are a few commonly used model ob-
servers for B-mode images that try to approximate the ideal observer perfor-
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mance. We study the performance of linear and quadratic B-mode observers
to evaluate the diagnostic information that these observers use in performing
diagnostic tasks.
Previously, Monte Carlo simulations have been extensively employed and
studied for measuring performance of these model observers on B-mode data
for different diagnostic tasks. An example is the work by Abbey et al. [6] who
study the performance of the Smith-Wagner B-mode observers [13] on breast
lesion discrimination tasks. These studies indicate that the performance of
Smith-Wagner observer is inferior to the best achievable performance on the
RF data.
In this chapter, we study the performance of linear and quadratic observers
of the B-mode data for more general tasks. We employ the matched-filter
observer and the Smith-Wagner observer, and derive analytic performance
expressions for these observers. The performance expressions are verified
by Monte Carlo studies for different diagnostic tasks. We show that if the
RF echo data are decorrelated before demodulation, the performance of the
Smith-Wagner model observer applied to B-mode image data for large-area
tasks is equivalent to that of the ideal observer applied to RF-echo data
but with the reduced bandwidth of a demodulated waveform. This model
observer is not the ideal observer of typical B-mode images because of the
decorrelation step. Nevertheless, our results offer an alternative view for the
results in Chapter 2 by explaining how demodulation reduces task informa-
tion from a task-performance perspective. We also use a quadratic observer
inspired by the Smith-Wagner observer on the complement intensity images
and derive analytic expressions to predict its performance. The results pro-
vide us with reliable predictive methods for measuring the performance of
intensity observers over spatial frequency and also for a range of tasks related
to breast cancer lesion discrimination.
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4.2 Background
4.2.1 System Model
For simplicity of notation and also simulation purposes, let us consider the
sampled and discrete representation of the signals introduced earlier in Chap-
ter 2. We represent the continuous scattering object with its sampled m× 1
scattering object vector f which is re-ordered as a column vector and has the
following MVN distribution under the two hypotheses H0 and H1:
H0 : f ∼ MVN(0,Σobj,0)
H1 : f ∼ MVN(0,Σobj,1)
. (4.1)
The spatial covariance matrix of the scattering vector under Hi for i = 0, 1
is Σobj,i = Ei{ffT} = σ2obj(I + Si) where I is the identity matrix and fT is the
transpose of f . Si represents the hypothesis-related object and ∆S = S1 − S0
represents the task. Note that Si is an m × m matrix where samples of
S(x) constitute its diagonal elements. The RF data vector g is thus defined
using the discrete matrix representation of the system operator, Hm×m, and
sampled noise vector n, as:
g = Hf + n
RF echo vector has also a zero-mean multivariate normal distribution under
both hypotheses, g ∼ MVN(0,Σi), where the non-diagonal m×m covariance
matrix is
Σi = Ei{ggT} = HΣobj,iHT + Σn
= σ2objH(I + Si)H
T + σ2nI . (4.2)
It may be separated into stationary Σs and nonstationary ∆Σi terms via
(4.3)Σi = Σs + ∆Σi
=
[
σ2objHH
T + σ2nI
]
+ σ2objHSiH
T .
Similarly, we can define the Wiener-filtered RF data vector by introducing a
matrix operator, W, to represent the Wiener filter. For low-contrast features,
i.e., where ∆Σi  Σs in Eq. (4.3), elements of g are decorrelated through
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Table 4.1: Terminology and Notation for Ultrasound Signals
Signal/Image Notation
RF echo signal g
Wiener-filtered RF signal gw = Wg
Conventional B-mode image b = O(g)
pre-Wiener B-mode image bpw = O(gw) = O(Wg)
post-Wiener B-mode image bw = W
′b = W′O(g)
application of the Wiener filter [22]
W = σ2objH
TΣ−1s , so that gw = Wg (4.4)
Demodulation is implemented in a standard way, by computing the magni-
tude of the analytic signal of g, given by the complex vector g + igˆ [49]. The
Hilbert transform gˆ = Tg is applied through the circulant Hilbert matrix T
that convolves g with the discrete Hilbert filter vector τ [50] having elements
τ [l] =
{
0, l even
2
pil
, l odd .
Each row of matrix T is a circularly shifted copy of vector τ . Consequently
display-stage processing of g yields the B-mode image vector
b = O(g) = ‖g + igˆ‖= ‖(I + iT)g‖ , (4.5)
where ‖·‖ is the 2-norm of the vector argument.
Analogous to Eq. (4.5), we define the pre-Wiener B-mode image as
bpw = O(gw) = ‖(I + iT)Wg‖= ‖gw + igˆw‖
gˆw = TWg , Wˆg . (4.6)
Note that bpw is distinct from a post-Wiener image, bw = W
′O(g) = W′b,
where data are filtered after demodulation. Filter W′ is described only con-
ceptually here given the difficulties in determining its form with the nonlin-
earity of demodulation. Table 4.1 summarizes these terms.
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4.2.2 Ideal Observers
The response of an ideal observer can be derived at all stages of image for-
mation except for the output of the display-stage because of nonlinear de-
modulation. In the following we first discuss ideal observers for the object
data and RF echo signal to gain insight about the mechanism that leads to
the best performance. At the display stage we will show in the next section
that model observers can be used to estimate task information transfer from
g to various forms of b.
Scattering Object
From the distributions of object scattering data described by Eq. (4.1), the
test statistic for the ideal observer viewing object data can be found [22].
Ignoring terms independent of f,
λ(f) = ln
(
p1(f)
p0(f)
)
= − 1
2σ2obj
fT
(
(I + S1)
−1 − (I + S0)−1
)
f
' 1
2σ2obj
fT∆Sf . (4.7)
The last form is given by the first-order power series expansion (I + Si)
−1 '
I− Si where Si  I and ∆S = S1 − S0. Eq. (4.7) defines the information
available directly from the object/patient before any measurements are made.
RF Echo Data
Passing object f through the noisy imaging system defined in Eq. (4.2.1) and
adopting the covariance terms from Eq. (4.3), the ideal-observer test statistic
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for RF echo data is
λ(g) = ln
(
p1(g)
p0(g)
)
= −1
2
gT
(
Σ−11 −Σ−10
)
g
' −1
2
gTΣ−1s (∆Σ1 −∆Σ0) Σ−1s g
=
σ2obj
2
gTΣ−1s H (S1 − S0) HTΣ−1s g
=
1
2σ2obj
gTw∆Sgw , (4.8)
where gw is a Wiener-filtered version of the echo signal defined in Eq. (4.4).
Moving from the second to third lines of Eq. (4.8), we again employ the linear
approximation to the power-series expansion of the covariance inverse [6] that
is valid for discriminating low-contrast features.
The last line shows that the ideal observer’s strategy involves filtering the
RF echo data. Comparing the last lines of Eqs. (4.7) and (4.8), we see filtering
g to form gw is an effort to restore the number of degrees of freedom in the
RF echo data to a value near that of the object-scattering data. Eq. (4.8) is
used to define the task information available from the RF echo data.
Image Data
Smith et al. [13] derived the ideal-observer test statistic for B-mode image
data λ(b) under very limited conditions as
(4.9)λ(b) ' bT∆Sb .
The ideal observer expression applies specifically for the task of detecting
large-area, low-contrast, disk-shaped lesions. In formulating Eq. (4.9), Smith
et al. assumed no additive noise, an LSI impulse response from a Gaussian
aperture, and a scattering function that generates fully-developed speckle
governed by Rayleigh statistics. The combination of the last three conditions
means speckle spots are uncorrelated, ensuring speckle density is an indicator
of the number of degrees of freedom, i.e., number of information-carrying
samples that might influence the observer’s decision. Thus, as the data
samples become correlated, so do the degrees of freedom of the data and
hence, the task information available in the data.
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Hence Smith et al. showed λ(b) is the weighted summation of squared, un-
correlated image-pixel values described by Eq. (4.9). Because higher spatial-
resolution sonograms have more degrees of freedom, they offer greater infor-
mation density to observers and we can expect greater ideal-observer perfor-
mance. Eq. (4.9) is computed for both images of the 2-AFC pair. A decision
is made by selecting the image with the largest scalar test statistic as belong-
ing to H1. The nonlinearity of demodulation has made it difficult to derive
a more general form of λ(b).
When assumptions are violated, as they are frequently, Eq. (4.9) does
not strictly represent the ideal observer; it is a sub-optimal mathematical
observer similar to those designed to model human-observer responses [51].
Ideal observers are indicated for data z by λ(z), while model observers are
indicated for the same data by t(z).
4.2.3 Model Observers
Matched Filter
A matched filter observer is a linear observer in b that correlates templates
composed of known alternative signals with the received signal to compute
a scalar test statistic. The purpose of this operation is to find the template
that most closely matches the received signals. For our problem, the matched
filter applied to the conventional B-mode data can be written as
tMF = tMF(b) =
m∑
i=1
m∑
j=1
σ2obj(S
′
1[i, j]− S′0[i, j])b[j] =
m∑
i=1
m∑
j=1
(∆S′[i, j])b[j] ,
The test statistics tMF is compared to a threshold to decide between the two
hypotheses.
If b is prewhitened using the Wiener filter so the resulting template ∆S′
operates on bpw, then the process is called pre-Wiener matched filter denoted
as tPMF = tPMF(bpw).
A pre-Wiener matched filter observer is known to be an ideal observer
for the SKE/BKE (signal-known-exactly / background-known-exactly) case
which is seen in the problem of discriminating between two non-random
signals in additive Gaussian noise [7]. This assumption is not achievable for
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the ultrasound imaging system because of speckle correlations. Thus, the
matched filter observer is a sub-optimal observer of the B-mode data.
Smith-Wagner Observer
Eq. (4.9) may be applied to conventional B-mode image data even if the
situation violates the assumptions required for an ideal observer listed above.
However, in that case, the equation becomes the test statistic t for the Smith-
Wagner (S-W) model observer [6] that makes no claim to optimality; i.e.,
tSW , tSW(b) = bT∆Sb . (4.10)
Violations of the assumptions listed in Section 4.2.2 that affect the log-
likelihood ratio disqualify Eq. (4.10) from specifying the ideal observer of
B-mode image data.
Applying the S-W observer to bpw image data yields responses of the pre-
Wiener S-W model observer,
tPSW , tSW(bpw) = bTpw∆Sbpw . (4.11)
4.3 Methods
We can predict the SNR performance of model observers introduced in the
previous section by using moments of their test statistic. The lesion SNR of
model observer t can be computed as
SNR2t =
(
E1{t} − E0{t}
)2(
var1(t) + var0(t)
)
/2
(4.12)
in which Ei{t} and vari(t) denote expectation and variance of observer t
under hypothesis i. In this section, we introduce closed-from expressions to
analytically predict SNR performance of S-W observers.
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4.3.1 SNR Performance of Smith-Wagner Observer
We compute the lesion SNR for the S-W observer by computing means and
variances of tSW. This computation gives us an analytic form to predict the
SNR for this observer. The numerator and denominator of Eq. (4.12) are
computed separately by expressing tSW as Eq. (4.10) and expanding the B-
mode data factors in terms of RF data vector using Eq. (4.5). The details of
these derivations can be found in Appendix D. Eventually, by substituting
the mean and variance distribution of RF data and its linear transformations
using Eq. (4.2), we can compute the numerator of Eq. (4.12) as below(
E1 {tSW}− E0 {tSW}
)2
=
(
Tr [∆S(Σ1 + Σ0)] + Tr
[
∆ST(Σ1 + Σ0)T
T
])2
,
(4.13)
where Tr[.] represents the matrix trace operator. The denominator of Eq.
(4.12) gives
var1(λSW) + var0(λSW)
2
=
(
Tr[Σ1∆SΣ1∆S] + Tr[TΣ1T
T∆STΣ1T
T∆S]
+ 2Tr[TΣ1∆SΣ1T
T∆S]
)
+
(
Tr[Σ0∆SΣ0∆S] + Tr[TΣ0T
T∆STΣ0T
T∆S]
+ 2Tr[TΣ0∆SΣ0T
T∆S]
)
.
(4.14)
The SNR2SW expression for the S-W observer can be derived by dividing
Eq. (4.13) by Eq. (4.14) using Eq. (4.12).
4.3.2 SNR Performance of Pre-Wiener Smith-Wagner
Observer
For tPSW, we show in Appendix E that the SNR expression can be calculated
as
SNR2PSW = E1{tPSW} − E0{tPSW} . (4.15)
Thus
SNR2PSW ' E1{tPSW} − E0{tPSW}
= Tr
[
∆SW(Σ1 −Σ0)WT
]
+
C2w
4
Tr
[
∆SWˆ(Σ1 −Σ0)WˆT
]
.
(4.16)
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Appendix E derives a closed form expression for Eq. (4.16). This expres-
sion is described in continuous spatial frequency domain as
(4.17)
SNR2PSW =
∫
∞
du|∆S˜(u)|2
1
4
{
K˜(u′) ∗ K˜(−u′) + ˜ˆK(u′) ∗ ˜ˆK(−u′)
}
(u) ,
where K˜(u) is given by
(4.18)K˜(u) =
σ3obj|H˜(u)|2
σ2obj|H˜(u)|2 + σ2n
,
and
˜ˆ
K(u) is the Hilbert transform of K˜(u). Eqs. (4.18) and (4.17) are written
as a continuous function of the 2-D spatial frequency variable u = (u, v) to
avoid specifying sampling parameters.
Eq. (4.17) introduces a spectrum that filters the task information |∆S˜(u)|2
to give us the performance of the pre-Wiener S-W observer. We denote this
spectrum as Smith-Wagner Information Spectrum (SWIS), and it is defined
as
(4.19)SWIS(u) =
1
4
{
K˜(u′) ∗ K˜(−u′) + ˜ˆK(u′) ∗ ˜ˆK(−u′)
}
(u) .
SWIS represents the ability of the pre-Wiener S-W observer to observe task
information. As we will see, SWIS shows the optimal sensitivity that the
quadratic S-W observer can provide, which is achieved when B-mode data is
calculated on Wiener-filtered RF data.
4.4 Results
In this section we study and compare the performances of intensity observers
introduced in the previous section.
4.4.1 Performance on Breast Cancer
Detection/Discrimination Tasks
We consider two tasks that we introduced in Chapter 1: the large-area de-
tection task (task 1), and boundary spiculation task (task 4). The objects
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representing these two tasks are shown in Fig. 4.1. The object profile for
each of these tasks takes a constant value, k, inside the lesion and the con-
stant value 1 over the background area (i.e. σ2obj = 1)). We define pixel
contrast of the task as the difference between the backscattering strength
over the background and inside the lesion areas, hence 1 − k. As the task
contrast increases, the detectability of the task also increases. Note that in
task 1, the size of the lesion corresponds to task area while in task 4, the
difference between two variance profiles decides the task area. This difference
is governed by the size of spiculations in task 4 which we summarize by a
parameter denoted as spiculation number. Spiculation number is defined as
the ratio of area of the spiculated region to the total area of the lesion (see
Fig. 4.1-Bottom for examples). Consequently, as the spiculation number
increases, the task has more severe spiculation peaks.
SNR performance is theoretically calculated and also simulated for five
observers denoted as λg, tSW , tPSW , tMF , and tPMF performing on these
tasks. The following parameters for the ultrasound system are used. The
center frequency of the pulse was 6.81 MHz with 56% temporal bandwidth
and a 0.2 mm pitch for the linear aperture focused at f/2. Echoes were
sampled at 40 Msamples/s. Zero-mean white-Gaussian acquisition noise was
added for a 30 dB echo signal-to-noise ratio. Monte Carlo simulations use
a pulse with the aforementioned specifications generated by field II acoustic
simulation program [52]. The diagonal elements on the matched filters ∆S′
are generated by averaging the data over 500 independent realizations of the
process by
∑500
n=1
(
b1−b0
)
n
; and the Monte Carlo results are generated using
2000 observations.
Linear Observer vs. Quadrature Observer
Fig. 4.2-(A) shows the AUC performance derived from 2-AFC experiments
for B-mode observers over task 1 as a function of task contrast [7]. The results
suggest that pre-Wiener S-W observer, tPSW, provides the best performance
among all four. The pre-Wiener MF observer, tPMF, follows this performance
closely especially at higher contrasts. The performance is worse when the
conventional data is used as the input to the observer instead of the pre-
Wiener data, independent of the observer.
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Figure 4.1: Object profile for two tasks related to breast cancer diagnosis.
(A) Large-area lesion detection task. (B) Lesion boundary discrimination
task. Left and right columns show the variance profiles under hypotheses 1
and 0, respectively. (C) Definition of spiculation number for task 4.
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Fig. 4.2-(B) shows the AUC performance of B-mode observers on task
4 as a function of task contrast when spiculation number is fixed at 0.1.
Performance order similar to that in Fig. 4.2-(A) can be seen where the pre-
Wiener S-W observer again has the best performance among all observers and
the conventional S-W observer performs best between the two conventional
observers.
Theoretical and Numerical Performance of S-W Observers
SNR performance is calculated for three observers denoted as λg, tSW, and
tPSW performing on the data from two breast lesion detection/discrimination
tasks of Fig. 4.1. The results are calculated using both Monte Carlo simula-
tions and the theoretical expressions described in section 4.3. For the ideal
observer of the RF data λg, we used the AIS expression in Chapter 1 for
performance prediction [1].
Fig. 4.3-(A,B) show the performances on task 1 and task 4 as a function
of the pixel contrast 1 − k when the shape and area of the tasks are fixed.
The total lesion area in task 1 is 7.5 mm2 which is considered a large-area
task. The total lesion area in task 4 is fixed to 11 mm2. However, the
task area defined as the area of ∆S is much smaller and fixed at 1.26 mm2.
The spiculation number for task 4 is fixed at 0.1. The results show that
the performance improves with pixel contrast as expected. The theoretically
predicted performances closely follow the Monte Carlo results especially for
low-contrast tasks. However, as the contrast increases the initial the approx-
imated predictions slightly diverge from the measurements.
Fig. 4.4-(A,B) show the performances on task 1 and task 4 as a function of
the lesion area and spiculation number respectively when the pixel contrast is
fixed at a low value 0.1. In Fig. 4.4-(A) we see a very close proximity between
the prediction and Monte Carlo results. As the task area decreases, we
expect to have more significant components of the task in higher frequencies.
The high-frequency components are not recovered in the B-mode image. So
in the extreme cases where the task area is very small, we expect to lose
performance in the display stage as compared to the acquisition stage. But
within the range considered here, the high-frequency components of the task
are insignificant. Fig. 4.4-(B) shows the performance on a low-contrast small-
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Figure 4.2: Comparison of the AUC as a function of task contrast for
matched-filter and Smith-Wagner observers when performing on task 1 (A)
and task 4 (B) shown in Fig. 4.1.
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Figure 4.3: Monte Carlo performance of observers λg, tSW, and tPSW
performing on breast lesion tasks as a function of pixel contrast. (A) Task 1
with a fixed total area 7.45 mm2. (B) Task 4 with a fixed lesion area 11
mm2 and spiculation number 0.1. Total task area for task 4 is 1.26 m2.
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area task. As the spiculation number increases for task 4, more significant
task components are found at higher frequencies. We can see in Fig. 4.4-(B)
that in extreme cases with very high spiculation values, the performance of
the observer tPSW starts to diverge from that of the RF ideal observer.
4.4.2 Observer Performance Over Spatial Frequency
In this section, we calculated the performance of the S-W observers over
the 2-D spatial frequency using the same methods discussed in section 1.4.
We computed SNR2 as a function of Gabor-function spatial frequency u.
We simulated 2000 RF echo-data pairs comparable to those in Fig. E.1 at a
spatial frequency range of 0 ≤ u ≤ 25 mm−1. From these data sets, tPSW
and tSW were computed. The numerically calculated performances are also
compared to the closed-form performance expression of the observer tPSW
using Eq. (4.19) in Fig. 4.5.
The SNR plots for the two model observers shown in Fig. 4.5 are quite
different than that for the ideal observer of the RF echo signal shown in Fig.
1.6. Neither model observer responds to frequencies outside the baseband
lobe of the AIS spectrum. Within the baseband lobe, the S-W observer
operating on conventional B-mode data performed significantly poorer than
did the same model observer applied to pre-Wiener image data. As Smith et
al. [13] predicted, speckle correlations reduce ideal-observer performance, and
so it follows that spatially decorrelating echoes before demodulation should
improve performance.
Fig. 4.5 leads us to the following conclusions. (i) At spatial frequencies
within the baseband lobe, pixel correlations from image speckle reduce de-
tectability by about a factor of five. (ii) Performance within the baseband
lobe can be completely restored if the RF echo data are decorrelated before
demodulation, or for high-resolution imaging where speckle correlations are
minimal. In both situations, performance is maximized by increasing the
number of degrees of freedom in the data presented to the observer/decision
maker. Under the ideal conditions described in these simulations, display-
stage losses can be negligible. Note that the S-W observer of pre-Wiener
filtered echo data performs equivalently to the ideal observer at frequencies
in the baseband lobe, but it is not an ideal observer for the conventional
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Figure 4.4: Monte Carlo performance of observers λg, tSW, and tPSW
performing on breast lesion tasks. (A) Task 1 with fixed pixel contrast of
0.1. (B) Task 4 with fixed contrast of 0.1 and fixed total area of 11 mm2.
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Figure 4.5: (A) Plots of SNR performance for a simulated ultrasound
system. Gray-scale intensity indicates the efficiency of the system for
transferring information at each 2-D spatial frequency. The left column
shows the predicted performance of the S-W observer on the pre-Wiener
B-mode data. The middle column shows the Monte Carlo measured
performance of the S-W observer on the pre-Wiener B-mode data. The
right column shows the performance for the S-W observer on conventional
B-mode data. (B) SNR performances of S-W observer on the conventional
and pre-Wiener B-mode data over axial spatial frequency are compared
with that of the ideal observer of the RF data.
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B-mode image data.
4.5 Performance of Sub-optimal Complement Intensity
Observer
A quadratic observer analogous to the S-W observer of Eq. (4.10) is applied
to the complement intensity image for performance analysis. We define
t¯SW =
m∑
i=1
∆Sb¯ . (4.20)
Note that S-W observer is linear in the complement intensity signal as its
dimensions are the same as the intensity signal. The performance analysis
in this section is parallel to the analysis for the S-W observer on the B-mode
image, which leads to the following closed-form integral expression in the
spatial frequency domain:
(4.21)
SNR2 ¯PSW =
∫
∞
du|∆S˜(u)|2
1
4
{
K˜(u′) ∗ K˜(−u′)− ˜ˆK(u′) ∗ ˜ˆK(−u′)
}
(u) ,
where K˜(u) is given in Eq. (4.18). Analogous to pre-Wiener Smith-Wagner
observer, the performance of this observer can be represented by a spectrum
denoted as ¯SWIS given by
(4.22)¯SWIS(u) =
1
4
{
K˜(u′) ∗ K˜(−u′)− ˜ˆK(u′) ∗ ˜ˆK(−u′)
}
(u) .
This spectrum is plotted in 2-D and 1-D spatial frequency domain in Fig.
4.6-(A,B) using the same methods of the previous section. The performance
of the S-W observer on the complement intensity data is also depicted using
Monte Carlo methods in Fig. 4.6.
As our statistical analysis in Chapter 2 predicts, performance of the ob-
servers on the complement intensity image are restricted to the second lobe
of the AIS spectrum. When applied to the complement intensity of the pre-
Wiener RF data, the S-W observer retrieves all the information in the second
lobe of the ideal observer.
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Figure 4.6: (A) Plots of SNR performance for a simulated ultrasound
system. Gray-scale intensity indicates the efficiency of the system for
transferring information at each 2-D spatial frequency. The left column
shows the predicted performance of the pre-Wiener S-W observer on the
complement intensity. The middle column shows the Monte Carlo measured
performance of the pre-Wiener S-W observer on the complement intensity.
The right column shows the performance for the conventional S-W observer
on the complement intensity. (B) SNR performances of pre-Wiener and
conventional S-W observers of the complement intensity over axial spatial
frequency are compared with that of the ideal observer of the RF data.
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4.6 Summary
In the supplementary chapter we presented the results of our studies on the
display-stage observers. The results in this chapter provided insight on the
performance limitations of the B-mode images. We also derived analytic
expressions for the S-W model observer SNR performance. As an interest-
ing result, we showed theoretically that, where demodulation is performed
on Wiener-filtered RF data, the S-W observer applied on the resulting pre-
Wiener B-mode data could completely retrieve the spectral performance on
the first lobe of the AIS. Thus, provided the assumptions regarding the task
are valid, in particular for large-area low-contrast tasks, we have a rigorous
closed-form equation for predicting best-possible performance for observers
viewing pre-Wiener B-mode images based on patient and instrument prop-
erties. The alternative is to conduct observer performance trials.
Furthermore 2-D performance graphs, like those in Fig. 4.5, enable us to
predict how changes in ultrasonic frequency, transmit/receive bandwidth, de-
tector sensitivity, sampling, beamforming, and any postprocessing influence
the amount of information that can be delivered to an image. Recall that the
only display-stage processing considered in this work was demodulation. By
expanding the analysis to include other processes, we are likely to find fur-
ther display-stage losses of information transfer. We may be willing to accept
some of this loss if the signal processing transforms the image data in a man-
ner that makes its information content more accessible to human observers
of the image, such that there is a net gain in human-observer performance.
Beyond image quality, a complete analysis of sonographic diagnostic qual-
ity must include the performance of the human observer or perhaps model
observers that are known to perform equivalent to expert humans. We can
extend the validity of the analysis to high-contrast discrimination using it-
erative processing techniques as discussed in [53], but at the cost of a higher
computational load.
We also introduced and analyzed a model observer on the complement
intensity data inspired by the S-W observer, and analytically showed it re-
trieved all the information in the high-frequency lobe of the AIS spectrum,
when applied on the pre-Wiener complement intensity data. However, when
applied on the conventional complement intensity image, the performance is
much lower. Note that based on our findings, we cannot comment on whether
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the quadratic observer is the ideal observer on the conventional complement
intensity image.
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CHAPTER 5
CONCLUSION
5.1 Summary
Analyzing the Limitations of Conventional Ultrasound Display
It is known that the phase of the RF echo data is lost during the ultrasound
demodulation process. The important question is whether or not this lost
data has diagnostic value that can be used to improve ultrasonic performance.
The non-linear demodulation processing makes addressing this problem chal-
lenging because previously adopted approaches in performance evaluation,
which use ideal observer analysis, are not generally applicable. One of the
main contributions of this dissertation is to analyze the lost information in
ultrasound display using mean and variance of the intensity signal. Connect-
ing the previously developed information spectrum analysis to the statistical
description of the intensity signal help identify the lost information over spa-
tial frequency. We describe the mean of the intensity signal as a convolution
of the object with a low-frequency system response. The bandwidth of this
system response is shown to only pass a portion of the object frequency
spectrum into the mean of the intensity signal. Specifically, high-spatial-
frequency information associated with the object profile is not available in
the intensity mean. We have also studied the variance of the intensity signal
and shown that low and high spatial-frequency components of the object are
distorted and irretrievably mixed in the variance. Thus, intensity variance is
not a suitable statistics to represent the high-spatial-frequency information.
In summary, our statistical analysis of intensity signal revealed for the first
time that the lost data during demodulation contains high-spatial-frequency
ultrasonic information.
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Complement Intensity Image
The next important contribution of this work, after identifying the lost sono-
graphic information in ultrasound display, is recovering it. High-frequency
information is available in the RF data, but RF data is not perceived ef-
ficiently by the human observer. We have shown that this information is
available in the variance of the intensity image. However, the non-linear dis-
tortion of object frequency spectrum components in the variance makes it
irretrievable and not visible in the intensity image. In this work, we propose
an alternative intensity signal, denoted as complement intensity, which is de-
signed to contain high-frequency information in its mean. Thus, decoupling
the RF data into echo intensity and complement intensity signals separates
the low-frequency and high-frequency information. Moreover, both echo in-
tensity mean and complement intensity mean can be expressed as linear con-
volutions of the object profile and thus can efficiently display low-frequency
and high-frequency object frequency components, respectively. Proposed
complement intensity processing is efficient especially because it is easy to
produce, only using already available signal components. Thus, including
complement intensity processing in the current ultrasound systems does not
impose significant extra processing costs.
Since the complement intensity image exclusively contains high-spatial-
frequency information in its mean, an extra demodulation step can be ap-
plied to complement mean images to give a baseband representation of high-
spatial-frequency components of the object without causing interference with
baseband components. An idea for displaying both intensity and complement
intensity images on the same axes is to use different color-coding. Specifically,
the complement intensity image can be passed through an intensity thresh-
olding process before displaying it over the gray-scale intensity image. This
technique can be used for localizing the regions in the image that contain
high-spatial-frequency object components.
Improving Detection of Breast Microcalcifications
This work proceeds to validate and establish the importance of the theoretical
results by applying the proposed methods to the important application of mi-
crocalcification detection. We discuss and illustrate that tissues with micro-
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calcifications contain significant high-spatial-frequency information and thus
important diagnostic information associated with these deposits is lost dur-
ing demodulation. Simulation results demonstrate that while echo-intensity
mean does not resolve small microcalcifications, especially in inhomogeneous
lesions, complement-intensity mean displays these deposits by filtering out
high-scattering areas in the inhomogeneous lesion.
We also design and implement lab experiments to validate these results in
practice. The principles established before are based on the moments of echo
intensity and complement intensity signals. This is while in practice, often a
single realization of the speckle pattern is captured in the images. In order
to estimate the moments of the signals, we deploy an angular compounding
technique to achieve multiple speckle patterns. The compounded echo inten-
sity and complement intensity images are registered and averaged for three
different ultrasound system specifications. The experimental results verified
that the complement intensity method can improve the detection of micro-
calcifications by displaying very small (∼ 60 µm) microcalcifications that are
not visible using echo intensity images. The measurements also indicate that
the percentage of the energy associated with microcalcifications is doubled
in complement intensity images as compared to the echo intensity images.
These results verify the validity of the theoretical results and demonstrate
that the complement intensity method can be used to improve the detection
of microcalcifications.
Intensity Observers
A separate direction pursued in this dissertation was to study different ob-
servers of the B-mode signals. We analyzed two different B-mode observers,
i.e., linear observer (matched filter) and quadratic observer (Smith-Wagner),
by deriving their statistical SNR expressions. We showed that the quadratic
observer performed superior to the linear observer for a range of parameters
on two tasks modeling breast lesion detection: a large-area lesion detection
task and small-area boundary discrimination task. We also analyzed the per-
formance of the Smith-Wagner observer over the 2-D spatial frequency plane
using Monte Carlo experiments. As expected, the performance of the Smith-
Wagner observer over spatial frequency was restricted to low frequencies.
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As a modification to the ultrasound display, we generated and analyzed
pre-Wiener B-mode images, in which the RF data is decorrelated using
Wiener filtering before demodulation. We derived the SNR expressions for
the Smith-Wagner observer applied on pre-Wiener B-mode images. The re-
sults indicated further improvements compared to the conventional B-mode
observers. We also showed theoretically as well as numerically that, when
applied on pre-Wiener B-mode images, the performance of the Smith-Wagner
observer matched that of the ideal observer of the RF data for low-spatial-
frequency tasks. This implies that the Smith-Wagner observer is the ideal
observer of the pre-Wiener B-mode image for these tasks.
5.2 Future Work
Human Observer Studies to Evaluate Complement Intensity
Images
In this work, we have quantified the improvement achieved by using com-
plement intensity images through model observer performance evaluations.
However, the ultimate goal is to make the information displayed by the com-
plement intensity images accessible to the human observer. Human observer
performance is limited by many factors such as internal noise [54] and sam-
pling efficiency [55], and the eye-brain system is not yet fully understood.
Thus, the most accurate method to quantify the accessibility of information
for the human observer is through human-observer studies. We have de-
signed a framework to run 2-AFC experiments on human observers for the
task of microcalcification detection (see Fig. 5.1). An important future di-
rection would be to perform human-observer studies and derive ROC curves
to introduce a standard evaluation of the complement intensity method.
Improving SNR in Complement Intensity Images to Eliminate
Compounding
As we discussed in Chapter 2, the signal statistics analysis revealed that
the complement intensity signal contains high-spatial-frequency information
in its mean. We could access this information in simulations by generating
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Figure 5.1: Examples of human-observer studies GUI designed in Matlab.
This framework is specifically designed for detection of microcalcifications
via a 2-AFC testing paradigm. Top: This window is set by the operator to
choose the parameters of the image formation process. Bottom: An example
of 2-AFC test performed by the trained human observer. The observer is
given the option to view echo intensity and complement intensity images
combined in one image or only view the gray-scale echo intensity image.
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independent realizations of speckle pattern, and in lab experiments by gener-
ating partially-decorrelated speckle patterns using the angular compounding
technique. However, in clinical applications where compounding is available
in the display, it is an imperfect process and usually adds noise and blur
to the final compounded image. Furthermore, the number of compounded
images is very limited. Thus, the proposed complement intensity method
needs to be improved so that the mean information is stronger and visible in
a single realization of the image without using compounding.
Connecting Information Represented by Complement Intensity
with Phase Data
The phase of the RF data is the primary part of the data that is eliminated
in a conventional ultrasound display. It is interesting to consider the rela-
tion between the phase and the lost information in the intensity image, i.e.
the high spatial-frequency components of the object. Statistically, it can be
shown that the ultrasound phase signal is uniformly distributed [56]; thus,
it has not been considered an independent source of information beside the
intensity (amplitude). However, there have been attempts to use the phase
correlations to improve various detection tasks. In [56] the authors intro-
duce the entropy of local phase difference to represent the phase informa-
tion. They compare the B-mode image and the entropy-of-phase-difference
images of brain regions to discover the new information brought by phase.
They reveal that there is a correlation between strength of tissue reflection
and the phase correlation. The authors qualitatively conclude that phase
can identify anatomical tissue structures, but they cannot comment on the
originality of this information. In [57], a phase-based approach is introduced
for carotid ultrasound segmentation which is again based on phase difference.
They measure sensitivity and specificity of this method to quantify the im-
provement achieved using the phase-based approach as compared to other
common segmentation techniques applied on B-mode images. The authors
eventually claim that the improvement in the phase-based approach is due
to the invariability of the phase information to amplitude and intensity.
In general, the ultrasound phase is suggested to be a more robust fea-
ture for segmentation and boundary detection [58–60]. However, the ques-
tion remains unanswered whether phase signal contains new information not
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Figure 5.2: Performance of the quadratic Smith-Wagner-like observer on
the phase of the RF data is measured over axial spatial frequency by
conducting Monte Carlo experiments on narrowband Gabor tasks. This
performance is compared with the performance of the ideal observer of the
RF data and the Smith-Wagner observer on the pre-Wiener B-mode image.
available or visible in the B-mode image.
As a preliminary attempt to address this question, we applied a quadratic
observer inspired by the Smith-Wagner observer to the phase of the RF data
and performed Monte Carlo experiments on narrowband tasks to calculate
its performance over spatial frequency. Fig. 5.2 shows the Monte Carlo
measured performance of phase against the performance of the ideal observer
of the RF data and the Smith-Wagner observer of the intensity signal. The
results suggest that the phase signal contains high-frequency information.
However, the most efficient way to display this information for the human
observer is yet to be investigated.
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APPENDIX A
CALCULATING COVARIANCE OF
INTENSITY SIGNAL
Intensity covariance function is derived in [17]. The final result is shown in
Eq. (2.21) which is repeated here for convenience:
(A.1)
ΣI(x,x
′) =
∣∣∣∣∫ ∞−∞ dx˜ha(x− x˜)ha(x′ − x˜))σ2f (x˜)
∣∣∣∣2
+
∣∣∣∣∫ ∞−∞ dx˜ha(x− x˜)h∗a(x′ − x˜)σ2f (x˜) + ΣnI (x,x′)
∣∣∣∣2 .
We substitute the description of the pulse profile from Eq. (2.3) into
the above equation to further examine the form of the covariance function.
For more concise representation, we use x to represent the 2-D space (x, z);
however, index z is simultaneously used in the equations whenever only the
axial direction is meant. The first term in Eq. (A.1) can be expanded as
below:
ha(x− x˜)ha(x′ − x˜))σ2f (x˜)
=
(
h(x− x˜) + jhˆ(x− x˜)
)(
h(x′ − x˜) + jhˆ(x′ − x˜)
)
× σ2f (x˜)
= hB(x− x˜)hB(x′ − x˜)σ2f (x˜)
×
(
cos 2piu0(z − z˜) + j sin 2piu0(z − z˜)
)
×
(
cos 2piu0(z
′ − z˜) + j sin 2piu0(z′ − z˜)
)
= hB(x− x˜)hB(x′ − x˜)σ2f (x˜)
×
(
cos 2piu0(z + z
′ − 2z˜) + j sin 2piu0(z + z′ − 2z˜)
)
.
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Squaring the absolute value of the above expression gives the first term in
Eq. (A.1):∣∣∣ ∫ ∞
−∞
dx˜ha(x− x˜)×ha(x′− x˜))σ2f (x˜)
∣∣∣2 = ∫ ∞
−∞
dx˜d˜˜xhB(x− x˜)hB(x′− x˜)hB(x
− ˜˜x)hB(x′ − ˜˜x)σ2f (x˜)σ2f (˜˜x)
×
(
cos 2piu0(z + z
′ − 2z˜) cos 2piu0(z + z′ − 2˜˜z)
)
+
(
sin 2piu0(z + z
′ − 2z˜) sin 2piu0(z + z′ − 2˜˜z)
)
=
∫ ∞
−∞
d˜˜zhB(x− x˜)hB(x′− x˜)hB(x− ˜˜x)hB(x′− ˜˜x)σ2f (x˜)σ2f (˜˜x) cos 4piu0(z˜− ˜˜z)
=
(∫ ∞
−∞
dx˜hB(x− x˜)hB(x′ − x˜)σ2f (x˜) cos 4piu0z˜
)2
+
(∫ ∞
−∞
dx˜hB(x− x˜)hB(x′ − x˜)σ2f (x˜) sin 4piu0z˜
)2
.
The second term in Eq. (A.1) can be calculated using the following deriva-
tion
ha(x− x˜)h∗a(x′ − x˜)σ2f (x˜)
= hB(x− x˜)hB(x′ − x˜)σ2f (x˜)
×
(
cos 2piu0(z − z′) + j sin 2piu0(z − z′)
)
.
Squaring the absolute value of the above expression plus noise gives the
second term in Eq. (A.1) as below∣∣∣∣∫ ∞−∞ dx˜ha(x− x˜)h∗a(x′ − x˜)σ2f (x˜) + ΣnI (x,x′)
∣∣∣∣2
=
(∫ ∞
−∞
dz˜hB(x− x˜)hB(x′ − x˜)σ2f (x˜) + ΣnI (x,x′)
)2
.
Thus, the covariance of the intensity signal can be written as
ΣI(x,x
′)
=
(∫ ∞
−∞
dx˜hB(x− x˜)hB(x′ − x˜)σ2f (x˜) cos 4piu0z˜
)2
+
(∫ ∞
−∞
dx˜hB(x− x˜)hB(x′ − x˜)σ2f (x˜) sin 4piu0z˜
)2
+
(∫ ∞
−∞
dx˜hB(x− x˜)hB(x′ − x˜)σ2f (x˜) + ΣnI (x,x′)
)2
.
For x = x′, the point variance can be written as
99
σ2I (x)
=
(
h2B(x) ∗ σ2f (x) cos 4piu0z
)2
+
(
h2B(x) ∗ σ2f (x) sin 4piu0z
)2
+
(
h2B(x) ∗ σ2f (x) + 2σ2n
)2
.
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APPENDIX B
CALCULATING VARIANCE OF
COMPLEMENT INTENSITY IMAGE
ΣI¯(x,x
′)
=
〈
I¯(x)I¯(x′)
〉− 〈I¯(x)〉〈I¯(x′)〉
= 〈g+(x)g−(x)g+(x′)g−(x′)〉
− 〈g+(x)g−(x)〉〈g+(x′)g−(x′)〉 ,
(B.1)
where
(B.2)
g+(x) = g(x) + gˆ(x)
=
(
h(x) + hˆ(x)
)
∗ f(x) + (n(x) + nˆ(x))
= [h+ ∗ f ](x) + n+(x)
Similarly we define g−(x) = g(x) − gˆ(x) = [h− ∗ f ](x) + n−(x). Under
the assumption on the acquisition noise and object scattering, signals g(x),
g+(x) and g−(x) are jointly Gaussian distributed. Thus, we can use Isserlis’
theorem for moments of multivariate normal distribution to expand Eq. (B.1)
as below:
ΣI¯(x,x
′)
= 〈g+(x)g−(x)〉 〈g+(x′)g−(x′)〉
+ 〈g+(x)g+(x′)〉 〈g−(x)g−(x′)〉
+ 〈g+(x)g−(x′)〉 〈g−(x)g+(x′)〉
− 〈g+(x)g−(x)〉〈g+(x′)g−(x′)〉
= 〈g+(x)g+(x′)〉 〈g−(x)g−(x′)〉
+ 〈g+(x)g−(x′)〉 〈g−(x)g+(x′)〉 .
(B.3)
The first term is calculated as below
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〈g+(x)g+(x′)〉
=
〈∫ ∞
−∞
dx˜d˜˜xh+(x− x˜)f(x˜)h+(x′ − ˜˜x)f(˜˜x)
〉
+ Σn+(x,x
′)
=
∫ ∞
−∞
dx˜d˜˜xh+(x− x˜)h+(x′ − ˜˜x)〈f(x˜)f(˜˜x)〉
+ Σn+(x,x
′)
=
∫ ∞
−∞
dx˜h+(x− x˜)h+(x′ − x˜)σ2f (x˜)
+ Σn+(x,x
′) .
Similarly
〈g−(x)g−(x′)〉
=
∫ ∞
−∞
dx˜h−(x− x˜)h−(x′ − x˜)σ2f (x˜)
+ Σn−(x,x
′) .
The noise terms are calculated as below:
Σn+(x,x
′)
= 〈(n(x) + nˆ(x))(n(x′) + nˆ(x′))〉
=〈n(x)n(x′)〉+ 〈nˆ(x)nˆ(x′)〉
+ 〈n(x)nˆ(x′)〉+ 〈nˆ(x)n(x′)〉
=F−1
{(
σ2n + σ
2
n|−jSgn(u)|2
+ σ2n(−jSgn(u))∗ + σ2n(−jSgn(u))〉
)
× Step(B − |u|)
}
=2σ2nSinc(2piB(x− x′)) .
Similarly
Σn−(x,x
′)
= 〈(n(x)− nˆ(x))(n(x′)− nˆ(x′))〉
=2σ2nSinc(2piB(x− x′)) .
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Thus the first term in Eq. (B.3) can be written as
〈g+(x)g+(x′)〉 〈g−(x)g−(x′)〉
=
∫ ∞
−∞
dx˜h+(x− x˜)h+(x′ − x˜)σ2f (x˜)
×
∫ ∞
−∞
dx˜h−(x− x˜)h−(x′ − x˜)σ2f (x˜)
+ Σn¯1(x,x
′) .
The second term in Eq. (B.3) is expanded below
〈g+(x)g−(x′)〉
=
∫ ∞
−∞
dx˜h+(x− x˜)h−(x′ − x˜)σ2f (x˜)
+ Σn+,n−(x,x
′) .
Similarly
〈g−(x)g+(x′)〉
=
∫ ∞
−∞
dx˜h−(x− x˜)h+(x′ − x˜)σ2f (x˜)
+ Σn+,n−(x,x
′) .
Thus we have
〈g+(x)g−(x′)〉 〈g−(x)g+(x′)〉
=
∫ ∞
−∞
dx˜h+(x− x˜)h−(x′ − x˜)σ2f (x˜)
×
∫ ∞
−∞
dx˜h−(x− x˜)h+(x′ − x˜)σ2f (x˜)
+ Σn¯2(x,x
′) .
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The point variance for x = x′ can be calculated from above. We have
σ2I¯ (x)
=
∫ ∞
−∞
dx˜h2+(x− x˜)σ2f (x˜)×
∫ ∞
−∞
dx˜h2−(x− x˜)σ2f (x˜)
+
(∫ ∞
−∞
dx˜h+(x− x˜)h−(x− x˜)σ2f (x˜)
)2
+ σ2n¯1(x) + σ
2
n¯2
(x)
= [h2+ ∗ f ][h2− ∗ f ](x) +
(
[h+h− ∗ f ](x)
)2
+ σ2n¯(x) .
Using the pulse profile of Eq. (2.3) into the above expression, we have
σ2I¯ (x, z) =
(
h2B(x, z) ∗ σ2f (z) cos(4piu0z)
)2
−
(
h2B(x, z) ∗ σ2f (x, z) sin(4piu0z)
)2
+
(
h2B(x, z) ∗ σ2f (x, z) + 2σ2n
)2
.
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APPENDIX C
ON DECORRELATING THE RF DATA
USING THE WIENER FILTER
Filtering a decorrelated signal with linear shift-invariance operator H has a
blurring effect on the signal. The ideal method to deblur the signal is to use
the inverse of the operator H−1. When H is a circular matrix, the inverse
can be achieved using Fourier transform. However, the inverse matrix only
works well on noiseless images. When a non-stationary noise is added, the
optimal deblurring can be done using Wiener filter which is designed to min-
imize the mean square error in the reconstruction process. The Wiener filter
provides the best approximation to the inverse filter under noisy conditions
to diagonalize the correlation matrix. Applying the Wiener filter we have
Hw = WH = H
TΣ−1s H ,
where
Σs = σ
2
objHH
T + σ2nI .
Thus we have
H−1w = H
−1ΣsHT
−1
= H−1
(
σ2objHH
T + σ2nI
)
HT
−1
= (σ2obj + σ
2
n)I ,
which is diagonalized. Note that the Wiener filter is assuming the signal is
stationary.
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APPENDIX D
CALCULATING SNR FOR S-W OBSERVER
We proceed by computing the numerator and denominator of Eq. (4.12).
For computing the numerator, we first express test-statistic means in terms
of echo-signal covariance matrices using matrix trace operator, Tr(.):
Ei {tSW} = Ei
{
bT∆Sb
}
(D.1a)
= Ei
{
Tr
[
∆SbbT
]}
= Tr
[
∆SEi
{
bbT
}]
. (D.1b)
Replacing bbT we have
Ei {tSW} = Tr
[
(∆SEi
{
ggT
}]
+ Tr
[
∆SEi
{
gˆgˆT
}]
.
We can expand this equation by using matrix operator of Wiener and Hilbert
transform as
Ei {tSW} = Tr {∆SΣi}+ Tr
{
∆STΣiT
T
}
= Tr [∆SΣi] + Tr
[
∆STΣiT
T
]
.
Thus, the numerator of the SNR expression will be
E1 {tSW}+ E0 {tSW} = Tr [∆S(Σ1 + Σ0)] + Tr
[
∆ST(Σ1 + Σ0)T
T
]
.
To compute the denominator of the SNR expression, we will first compute
the variances under each hypothesis. Each variance can be expressed as
vari(t) = Ei{t2} − E2i {t} . (D.2)
The term E2i {tSW} can be computed by squaring Eq. (D.1a). For the term
Ei{tSW} we have
Ei{t2SW} = Ei
{
bT∆SbbT∆Sb
}
.
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By expanding the matrix multiplication and using expression for B-mode
intensity we have
Ei{t2SW} =
n∑
j,k=1
Ei
{
b2[j]b2[k]
}
∆S[j, j]∆S[k, k]
=
n∑
j,k=1
Ei
{
(g2[j] + gˆ2[j])2(g2[k] + gˆ2[k])2
}
∆S[j, j]∆S[k, k]
=
n∑
j,k=1
∆S[j, j]∆S[k, k]
({Ei{g2[j]g2[k]}
+ Ei{gˆ2[j]gˆ2[k]}+ 2Ei{g2[j]gˆ2[k]}
)
.
Fourth order moments of two mutually normal distributed random variables
X and Y can be written as E[X2Y 2] = V ar(X)V ar(Y ) + 2Cov(X, Y ). Thus
we have
Ei{t2SW} =
n∑
j,k=1
(
Σi[j, j]Σi[k, k] + 2Σi[j, k]
2
)
∆S[j, j]∆S[k, k] +
n∑
j,k=1
(
Σˆi[j,
j]Σˆi[k, k] + 2Σˆi[j, k]
2
)
∆S[j, j]∆S[k, k] + 2
(
n∑
j,k=1
(
Σi[j,
j]Σˆi[k, k] + 2cov
2
i (gˆ[j],g[k])
)
∆S[j, j]∆S[k, k]
)
,
where covi is the covariance computed under hypothesis i. For compactness,
we rewrite the above expression in matrix form as
Ei
{
t2SW
}
= Tr2[Σi∆S] + 2Tr[Σi∆SΣi∆S]
+ Tr2[TΣiT
T∆S] + 2Tr[TΣiT
T∆STΣiT
T∆S]
+ 2Tr[TΣiT
T∆S][Σi∆S] + 4Tr[TΣi∆SΣiT
T∆S].
Now we can compute the variance using equation (D.2).
vari(tSW) = Tr
2[Σi∆S] + 2Tr[Σi∆SΣi∆S]
+ Tr2[TΣiT
T∆S] + 2Tr[TΣiT
T∆STΣiT
T∆S]
+ 2Tr[TΣiT
T∆S][Σi∆S] + 4Tr[TΣi∆SΣiT
T∆S]− (Tr[Σi∆S]
+ Tr[TΣiT
T∆S]
)2
.
The square terms will cancel out and after simplification we have
vari(tSW) = (Tr[Σi∆SΣi∆S] + Tr[TΣiT
T∆STΣiT
T∆S]
+ 2Tr[TΣi∆SΣiT
T∆S])
= (Tr[Σi∆SΣi∆S] + Tr[Σˆi∆SΣˆi∆S] + 2Tr[TΣi∆SΣiT
T∆S]) .
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Thus, the denominator can be written as
var1(tSW) + var0(tSW)
2
=
(
Tr[Σ1∆SΣ1∆S] + Tr[TΣ1T
T∆STΣ1T
T∆S]
+ 2Tr[TΣ1∆SΣ1T
T∆S]
)
+
(
Tr[Σ0∆SΣ0∆S] +
Tr[TΣ0T
T∆STΣ0T
T∆S]
+ 2Tr[TΣ0∆SΣ0T
T∆S]
)
.
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APPENDIX E
CALCULATING SNR FOR PRE-WIENER
FILTERED S-W OBSERVER
We numerically show that the following equalities satisfy for tPSW:
E0{tPSW} = 0 and E1{tPSW} = var0(tPSW) = var1(tPSW) . (E.1)
Thus we have
SNR2PSW = E1{tPSW} − E0{tPSW} . (E.2)
Statistical Properties of tPSW
In the following, we first study conditions in Eq. (E.1) for tPSW using
Monte-Carlo simulations. We simulated images of a visual feature known as
a narrow-band Gabor function (Gaussian-modulated sinusoid; see lower-left
corner of Fig. E.1). The two hypotheses are a flat stationary scattering field
H0 (upper row in Fig. E.1) and a scattering field whose amplitude is modu-
lated by a low-contrast Gabor function H1 (lower row in Fig. E.1). The left
column of Fig. E.1 shows templates S used to compose the f vectors for the
two classes of data. The corresponding B-mode images are b in the middle
column and bpw in the right column. Changing the modulation frequency
and direction of the Gabor function allows us to investigate statistics of tPSW
as a function of spatial frequency throughout an image plane.
The pulse-echo system matrix H used to simulate the system is block cir-
culant with rows that are reshaped and shifted copies of 2-D pulses simulated
using the Field II program [52]. The center frequency of the pulse was 6.81
MHz with 56% temporal bandwidth and a 0.2 mm pitch for the linear aper-
ture focused at f/2. Echoes were sampled at 40 Msamples/s. The ultrasound
beam axis was coincident with the Gabor-function modulation axis (directed
vertically in Fig. E.1). Test-statistic histograms were estimated numerically
for 2000 data pairs generated for each hypothesis. The difficulty of the task
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Figure E.1: The visual task is detection of a Gabor function [1]. Left
column: Variance masks of the task; S0 is on top and S1 is on bottom.
Middle column: Corresponding conventional B-mode images. Right
column: corresponding pre-Wiener B-mode images. Observers with full
knowledge of the masks view randomized data pairs and are asked to
identify which contains the Gabor function.
was determined by adjusting target contrast via the Gabor-function ampli-
tude. Once contrast was determined, zero-mean white-Gaussian acquisition
noise was added for a 30 dB echo signal-to-noise ratio.
We measured sample statistics for tPSW and plotted the results in Fig. E.2.
Clearly the statistical relationships of Eq. (E.1) are satisfied for tPSW, where
the S-W observer viewed bpw images with uncorrelated pixels values. We
repeated the same experiment for tSW. However, Eq. (E.1) was not satisfied
for tSW, where the same S-W observer viewed conventional B-mode images
having speckle correlations.
SNR Calculation
SNR expression for tPSW can be calculated as
SNR2PSW = E1{tPSW} − E0{tPSW} . (E.3)
From Eq. (4.11) we find the mean of the pre-Wiener S-W observer under
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Figure E.2: The mean and variance of the S-W observer test statistic are
computed over a spatial-frequency bandwidth. Top: Statistics of the
pre-Wiener S-W observer show Eq. (E.1) is satisfied over the pulse envelope
bandwidth. Bottom: Statistics of the conventional S-W observer violate
Eq. (E.1) at all frequencies. The legend applies to both plots.
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hypothesis i:
Ei {tPSW} = Ei
{
bTpw∆Sbpw
}
= Tr
[
∆SEi
{
bpwb
T
pw
}]
,
From Eq. (4.6) we find
Ei {tPSW}
= Tr
[
∆SEi
{
gwg
T
w
}]
+ Tr
[
∆SEi
{
gˆwgˆ
T
w
}]
= Tr
[
∆SWΣiW
T
]
+ Tr
[
∆SWˆΣiWˆ
T
]
.
(E.4)
We calculate the SNR for the S-W model observer of pre-Wiener echo data
as follows.
SNR2PSW ' E1{tPSW} − E0{tPSW}
= Tr
[
∆SW(Σ1 −Σ0)WT
]
+
C2w
4
Tr
[
∆SWˆ(Σ1 −Σ0)WˆT
]
= SNR21 + SNR
2
2 .
(E.5)
Using Eq. (4.2), SNR21 is expanded to become
SNR21 = σ
2
objTr
[
∆SWH∆SHTWT
]
.
Defining the block-circulant matrix K = σobjWH and expanding W via
Eq. (4.4), we find
K = σ3objH
T
(
σ2objHH
T + σ2nI
)−1
H
so that
(E.6)SNR21 = σ
2
objTr
[
∆SK∆SKT
]
.
The trace operand of Eq. (E.6) can be written in the Fourier domain by
applying the unitary spatial Fourier transform matrix F, and, invoking the
similarity-invariance property of the trace operator [61], we find
(E.7)Tr
[
F∆SK∆SKF−1
]
= Tr
[
∆S˜K˜∆S˜K˜
]
,
where ∆S˜ and K˜ denote the Fourier transforms of matrices ∆S and K,
respectively. The transform of circulant matrix K˜ is diagonal, and the trans-
form of diagonal matrix ∆S˜ is circulant. These properties simplify the ex-
pressions.
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SNR21 may be written as a continuous function of the 2-D spatial frequency
variable u = (u, v) to avoid specifying sampling parameters to find an integral
over spatial frequency,
(E.8)SNR21 =
∫
∞
du|∆S˜(u)|2
{
1
4
K˜(u′) ∗ K˜(−u′)
}
(u) ,
where K˜(u) is the continuous spatial-frequency representation of K˜ given by
(E.9)K˜(u) =
Cwσ
3
obj|H˜(u)|2
σ2obj|H˜(u)|2 + σ2n
.
The factor from Eq. (E.8) in curly brackets is the scaled autocorrelation of
K˜. We showed previously [1] that K˜ can be written in terms of the echo SNR
and the modulation transfer function (MTF). Along with object contrast ∆S,
these constitute the traditional image-quality metrics.
Similarly expanding Wˆ using Eq. (4.6), it can be shown that SNR22 in
Eq. (E.5) becomes
SNR22 = σ
2
objTr
{
∆STW(Σ1 −Σ0)WTTT
}
.
Following the same steps applied between Eqs. (E.5) and (E.6) we have
Jb2 =
∫
∞
du|∆S˜(u)|2
{
1
4
T˜ (u′)K˜(u′) ∗ T˜ (−u′)K˜(−u′)
}
(u)
=
∫
∞
du|∆S˜(u)|2
{
1
4
˜ˆ
K(u′) ∗ ˜ˆK(−u′)
}
(u) , (E.10)
where
˜ˆ
K(u) is the Fourier transform of the Hilbert transform of K(u). Sum-
ming Eqs. (E.8) and (E.10) we find
(E.11)
SNR2PSW =
∫
∞
du|∆S˜(u)|2
1
4
{
K˜(u′) ∗ K˜(−u′) + ˜ˆK(u′) ∗ ˜ˆK(−u′)
}
(u) ,
which is the equation we seek.
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