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Abstract
Providing instructional explanations is a core component of effective instruction and an
important teaching skill. Teaching skills are generally regarded as learnable, and teacher
education programs aim to improve teachers’ professional competences. In this study, we
analyze to what extent explaining skills can be fostered during teacher education at
university by means of a specific training module. We designed a training (university
module) for prospective economics teachers at vocational schools (candidates in a Master’s
teaching program). By means of videotaped simulated interactions at two measurement
points, we analyzed the development of teacher candidates’ explaining skills. Teacher
candidates were asked to explain the neoclassical supply and demand model (treatment
group: n = 48; control group: n = 30) to an actor playing the role of a school student. The
quality of the explanations was operationalized in respect of five aspects of successful
explanations, which were derived from a literature review: (1) Content, (2) Student-
teacher interaction, (3) Process structure, (4) Representation, and (5) Language. The results
show that there was a treatment effect on the development of the Process structure aspect,
while Student-teacher interaction appeared to develop “naturally” through experience,
regardless of participation in the training. The quality aspects Content, Representation,
and Language appeared stable over time. Hence, the findings show that some aspects of
explaining skills are learnable even in a short training module. Learning effects are attrib-
utable partly to the instructional input received and partly to repeated practice. Both imply
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Objectives
Current research on teaching and instruction emphasizes the importance of teaching quality for
learner achievement. Empirical findings show that teachers’ competences have a crucial
impact on students’ learning processes and learning outcomes (Hattie 2009; Kunter et al.
2013). Hence, there has been growing interest in examining prospective teachers’ professional
competences (Ball et al. 2005; Blömeke and Delaney 2014; Hill et al. 2008; Kunter et al.
2013). One central competence of teachers is explaining subject matter to students (Brown
2006; Leinhardt 1987), and explaining is regarded as a core activity in a teacher’s daily
practice (Ball et al. 2005; Charalambous et al. 2011; Leinhardt 2010). Although the teacher is
not necessarily the only one engaged in explaining content in the classroom (for evidence on
the importance of self-explanations, or explanations by fellow students, see, e.g., Chi et al.
1989, 1994), there are still certain classroom events that call specifically for teacher explana-
tions (e.g., reaction to student errors, demonstration of processes; Hargie 2011). Also, in line
with the findings outlined above, evidence shows that teachers’ explanations contribute to
student learning (Eisenhart et al. 1993; Evans and Guyson 1978; Hines et al. 1985).
Against this background, one can state that a crucial part of teacher education programs is
to foster relevant teaching skills. In this regard, empirical evidence demonstrates significant
effects of university-based learning opportunities on teacher candidates’ competences (Fritsch
et al. 2015; Kleickmann and Anders 2013). At the same time, empirical evidence clearly
documents that prospective teachers struggle when it comes to providing instructional expla-
nations (Findeisen 2017; Borko et al. 1992; Guler and Celik 2016; Halim and Meerah 2002;
Thanheiser 2009). Moreover, there are significant differences between the explaining skills of
expert and novice teachers (Charalambous 2016; Leinhardt 1989; Leinhardt and Greeno 1986;
Ma 2010). These results raise the question whether explaining skills can be fostered during
university teacher education.
This paper aims to contribute to our understanding of this issue by examining the effect of a
training course (teacher education module) on teacher candidates’ explaining skills. The study
focuses on prospective vocational school teachers in Germany (teacher candidates in university-
based teacher education programs), in the domain of economics. To measure prospective
teachers’ explaining skills, we used an interactive simulation in order to achieve a
performance-based assessment that also addresses the main feature of explanation
processes—the interaction between teacher and student. Using an experimental design, we
videotaped 78 teacher candidates (treatment group: 48 teacher candidates; control group: 30
teacher candidates). Each participant provided an explanation at twomeasurement points (at the
beginning and the end of the treatment); thus, an empirical base of 156 videos was amassed. The
treatment group participated in a university module (five sessions of 90 min each) devoted to
the quality of explanations and the use of video-based self-reflections on one’s performance.
We applied video analyses to examine teacher candidates’ explaining skills.
With this paper, we aim to answer the following research questions:
1 To what extent does the intervention improve teacher candidates’ explaining skills?
2 Which aspects of teacher candidates’ explaining skills are improvable by means of a short-
term treatment; which aspects do not demonstrate development?
Higher Education
Theoretical framework
Quality of instructional explanations
Instructional explanations can be defined as “unique communicative forms that support the
learning and understanding of others” (Leinhardt 1997, 231). Instructional explanations are
characterized by three central features (Findeisen 2017): (1) they are provided in an interaction
between the person who is explaining and the listener(s); (2) there is a difference in knowledge
between speaker and recipients; and (3) the speaker intends to clarify something for the
audience. To evaluate the quality of an instructional explanation, several aspects need to be
taken into account. In previous work (Findeisen 2017), we systematically analyzed previous
findings on the quality of explanation and developed an assessment framework consisting of
the following five quality aspects: (1) Content, (2) Student-teacher interaction, (3) Process
structure, (4) Representation, and (5) Language.
Undeniably, an explanation, first of all, has to present the Content in a suitable manner. The
reviewed sources highlight the importance of the correctness and comprehensiveness of
explanations (e.g., Brown and Daines 1981; Cabello Gonzalez 2013; Duffy et al. 1986), the
logical structure of the content (e.g., Duffy et al. 1986; Gage et al. 1968; Sevian and Gonsalves
2008), and the definition of new terms (e.g., Brown 2006; Charalambous et al. 2011; Sevian
and Gonsalves 2008). A teacher should also be able to provide multiple approaches to the
same content and to change an explanatory approach flexibly, if a student does not understand
the explanation (e.g., Geelan 2013).
As an explanation is always provided in an Interaction with the audience, the teacher
should have the students in mind. This means to consider students’ prior knowledge and
characteristics when designing the explanation (e.g., Kennedy 1996; Wittwer and Renkl 2008),
as well as involving students actively in the explanatory process (e.g., Brown 2006;
Kulgemeyer and Schecker 2013; Sevian and Gonsalves 2008) and adapting explanations in
response to cues from students (e.g., Duffy et al. 1986; Sevian and Gonsalves 2008).
The term Process structure refers to a logical sequencing of the explanatory process: i.e.,
following different steps that make the explanation more comprehensible to learners. The steps
involve clarifying the aim of an explanation and outlining its structure (e.g., Charalambous
et al. 2011), evaluating prior knowledge (e.g., Kennedy 1996; Sevian and Gonsalves 2008),
repeating key features (e.g., Brown 2006; Miltz 1972), and assessing understanding (e.g.,
Duffy et al. 1986; Kulgemeyer and Schecker 2013).
Another important aspect of explaining is the Representation of the explanatory content.
Here, the literature highlights the importance of using examples (e.g., Brown and Daines 1981;
Duffy et al. 1986; Sevian and Gonsalves 2008), visualizations (e.g., Brown and Daines 1981;
Geelan 2013; Sevian and Gonsalves 2008), or analogies (e.g., Duffy et al. 1986; Geelan 2013;
Sevian and Gonsalves 2008). Teachers should also be able to combine different representa-
tional forms (e.g., Kulgemeyer and Schecker 2013; Leinhardt 1987; Sevian and Gonsalves
2008) and to point out similarities and differences between representations and the explanatory
content (e.g., Cabello Gonzalez 2013; Leinhardt 1987; Sevian and Gonsalves 2008).
Finally, the Language used by the instructor is important for an explanation’s success.
Language aspects mentioned in previous work on the quality of explanations comprehend the
appropriateness of the level of speech (e.g., Charalambous et al. 2011; Gage et al. 1968; Sevian
and Gonsalves 2008), avoiding vagueness (e.g., Brown 2006; Duffy et al. 1986; Miltz 1972),
and the supportive use of gestures and movement (e.g., Brown 2006; Cabello Gonzalez 2013).
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The explanation quality framework (Findeisen 2017) offers several advantages compared
with existing lists of quality features. A first advantage is that the framework is based on a
literature review of the various aspects of explanation quality found both in empirical studies
and in didactical conceptualizations. During the review, we examined 24 sources and extracted
those quality criteria that were mentioned in at least three different sources. This resulted in
identifying 23 quality criteria (e.g., logical structure, involving students actively, providing
examples). Hence, our framework includes the most important quality aspects. In the follow-
ing step, the 23 quality criteria were categorized into five quality aspects: (1) Content, (2)
Student-teacher interaction, (3) Process structure, (4) Representation, and (5) Language.
Therefore, the single aspects of explanation quality operationalize the five quality criteria.
Another advantage of the framework stems from the fact that the framework is very general.
Thus, it is applicable across different disciplines and can easily be adapted to domain-specific
particularities. Finally, the framework deconstructs explanation quality in five different im-
portant dimensions, giving researchers the option to analyze those features separately, and
teacher educators the possibility of providing detailed and specific feedback on different
aspects of explaining.
For the present study, we define teachers’ explaining skills as the ability to provide a high-
quality explanation; meaning, an explanation that is correct and coherent that actively involves
the audience and is presented in a logical, sequenced set of steps that use suitable represen-
tations and appropriate language. With this definition, it becomes apparent that in order to
explain subject matter to students, a teacher needs to have solid content knowledge, as well as
an understanding of how students learn (e.g., learning processes, typical misconceptions,
pedagogical content knowledge; Brown 2006).
Empirical evidence on teacher candidates’ explaining skills
As mentioned above, previous findings demonstrate deficits in prospective teachers’
explaining skills. Those deficits occur across the different aspects of explanation quality. For
instance, teacher candidates’ explanations have been shown to be often error-prone or inco-
herent (Borko et al. 1992; Guler and Celik 2016; Halim and Meerah 2002; Leinhardt 1989;
Thanheiser 2009). Furthermore, pre-service teachers struggle when it comes to evaluating and
activating prior knowledge (Sánchez et al. 1999), tailoring explanations to students’ needs
(Halim 1998), or reacting flexibly to unexpected events or to students’ questions (Borko and
Livingston 1989; Leinhardt 1989). Also, they experience difficulties when designing suitable
representations (Borko et al. 1992; Inoue 2009; Kinach 2002a; Wheeldon 2012) or examples
(Borko et al. 1992; Inoue 2009; Wheeldon 2012). Deficits in prospective teachers’ explaining
skills are often attributed to a lack of content knowledge (Borko et al. 1992; Eisenhart et al.
1993; Halim and Meerah 2002; Thanheiser 2009). Kulgemeyer and Riese (2018) show that
both content knowledge (CK) and pedagogical content knowledge (PCK) correlate with
explaining skills (CK: r = .38, p < .01; PCK: r = .38, p < .001). However, the effect of CK
on explaining skills is mediated by PCK.
Another set of studies analyzes the possibility of fostering teacher candidates’ explaining
skills. Several studies on this research question were conducted between the 1970s and the
early 1990s. The research topic became popular again with the rising interest in teachers’
professional competences in the 2000s. In some of the earlier studies, instructors were asked to
rate the learnability of different features of explaining (Brown and Daines 1981; Miltz 1972).
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The following aspects were ranked amongst the most learnable features: clarity, simplicity,
selection of appropriate content, logical organization, focusing of attention on important
points, summarizing, use of visualizations and examples, appropriate vocabulary, and avoid-
ance of vagueness. At the same time, the experts rated aspects like flexibility, enthusiasm,
verbal fluency, and explaining links as the most difficult to learn. Moreover, studies have
examined the impact of specific interventions on teacher candidates’ explaining skills as well
as the development of explaining skills during teacher education. For instance, Miltz (1972)
implemented a training for prospective teachers and found that participants’ explanations
improved significantly compared with a control group. Further intervention studies also provide
positive evidence of the possibility of fostering the explaining skills of teacher candidates
(Cabello Gonzalez 2013; Charalambous 2008; Charalambous et al. 2011; Kinach 2002b;
Zembal-Saul et al. 2000). There is also evidence that, after receiving feedback from their mentor
during teaching placements, prospective teachers’ explanations improved in later lessons (Borko
et al. 1992; Eisenhart et al. 1993). In respect of field placements, Kulgemeyer et al. (2020)
showed that professional knowledge prior to the teaching placement (pre-test) influenced
explaining skills after the teaching placement (post-test). In fact, only teacher candidates entering
the school internship with high professional knowledge showed significant development in
explaining skills after a 5-month placement. There was no development in explaining skills for
teacher candidates with low professional knowledge at the start of the internship.
Concerning different aspects of explanation quality, findings show that teacher candi-
dates, for instance, improve with respect to content structure (Miltz 1972), clarity (Cabello
Gonzalez 2013), and the use of examples (Miltz 1972). Following a course of training,
explanations were more appropriate for students (Cabello Gonzalez 2013; Charalambous
2008) and more comprehensible (Charalambous et al. 2011). In addition, teacher candi-
dates evaluated prior knowledge more often, involved students more frequently, and
showed higher flexibility when it came to adjusting an explanation during the explanatory
process (Zembal-Saul et al.2000).
To sum up, the empirical evidence suggests that providing high-quality explanations can be
learned. However, certain limitations of the studies mentioned above should be taken into
account. First, and most importantly, the reported studies—with the exception of the work by
Miltz (1972)—do not include control groups. This must be viewed critically, as it seems
possible therefore that the basis for teacher candidates improving is not their participation in a
teacher education course, but rather their experience of practice in instruction. Drawing on
expertise research, in which learning is mostly premised on practice (Berliner 1994; Ericsson
1996), this possibility seems even likely. Second, the studies are often based on individual case
analysis (Borko et al. 1992; Eisenhart et al. 1993) or on small sample sizes (Cabello Gonzalez
2013: n = 20; Charalambous et al. 2011: n = 4; Clermont et al. 1993: n = 8; Zembal-Saul et al.
2000: n = 2). An exception is, again, the study of Miltz (1972) with 60 participants (30 in the
treatment group, 30 in the control group). Third, explaining skills are either measured during
teaching placements, where conditions cannot be controlled by the researchers (e.g., Borko
et al. 1992; Kinach 2002b), or in laboratory conditions (e.g., Charalambous et al. 2011; Miltz
1972) where—with the exception of Cabello Gonzalez (2013), who assessed explaining skills
in microteaching episodes—a crucial feature of instructional explanations is neglected: the
interaction with the addressee. If student-teacher interactions are to be part of the analysis,
video analysis would appear to be the right method to best capture the different aspects of the




The present study aims to contribute to the research on teachers’ professional competences
with regard to explaining skills. Aiming to examine the effects of a targeted training module in
explaining skills, we designed a module for students of a Master’s teacher education program
in Germany (see the section “Treatment design and curricular embedding”). Our approach had
three particularities. First, we used a treatment-control-group design that allowed for the
segregation of a treatment effect from a mere time or repetition effect, in relation to explaining
skills. Second, by using interactive simulations (see the section “Assessment of explaining
skills”), controlled test conditions were realized that allowed a performance-based assessment
of explaining skills, while accounting for the interactive nature of the explanatory process.
Third, deconstructing the explanation quality into five different aspects allowed us to analyze
how different quality criteria changed in the course of the training.
In light of previous findings, reported above, we assume that the quality of teacher
candidates’ explanations benefits from training. Hence, we hypothesize that prospective
teachers in the experimental group will improve their performance. However, it is possible
that the control group will also show some improvement, even without attending the module,
due to a repetition effect (explaining the same content 5 weeks later). Any such improvement
in the control group would, however, be expected to prove smaller than that in the experi-
mental group. Hence, we formulate the following hypotheses for our five quality aspects:
& h1: The improvement in the quality aspect Content from explaining situation 1 (t0) to
explaining situation 2 (t1) is greater for the experimental group than for the control group.
& h2: The improvement in the quality aspect Student-teacher interaction from explaining
situation 1 (t0) to explaining situation 2 (t1) is greater for the experimental group than for
the control group.
& h3: The improvement in the quality aspect Process structure from explaining situation 1 (t0)
to explaining situation 2 (t1) is greater for the experimental group than for the control
group.
& h4: The improvement in the quality aspect Representation from explaining situation 1 (t0)
to explaining situation 2 (t1) is greater for the experimental group than for the control
group.
& h5: The improvement in the quality aspect Language from explaining situation 1 (t0) to
explaining situation 2 (t1) is greater for the experimental group than for the control group.
In our analysis, we are interested in differences between improvements across the five aspects
of explanation quality. We assume that not all five aspects are equally improvable in a short-
term treatment of 5 weeks. Based on the findings in previous studies (see the section
“Empirical evidence on teacher candidates’ explaining skills”), we expect that the aspect
Content (e.g., correctness, completeness) would have potential for improvement, meaning that
teacher candidates’ explanations on the neoclassical supply and demand model would improve
in regard to correctness, completeness, and structure. Improvements have also been docu-
mented for Student-teacher interaction (e.g., actively involving students), Process structure
(e.g., evaluating prior knowledge, summarizing), and Representation (e.g., use of visualiza-
tions and examples). Thus, we hypothesize that in the experimental group, the quality of
explanations will improve with respect to these aspects. In respect of Language, previous
studies also show certain improvements (e.g., on using appropriate vocabulary, avoiding
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vagueness). Nonetheless, we assume that the language used in explanations might emerge to
be less subject to change over time than other features. Hence, compared with the other four
quality aspects, we expect less improvement on Language.
Research design
Treatment design and curricular embedding
The treatment group participated in a university module intended to foster teacher candidates’
explaining skills. In its conception, this module was theoretically rooted in educational action
research (Elliott 1981, 1991), where teachers evaluate their instructional performance as
researchers in order to reflect on and improve their educational practice (in the present case,
their explaining skills). To secure close interaction with the lecturer and to encourage
discussions in the group, we divided the treatment group (n = 48 teacher candidates) into three
separate instruction groups of 16 participants each.
With respect to its content, the treatment consisted of theoretical input on the quality of
instructional explanations (five 90-min sessions), on professional reflection techniques (indi-
vidual reflection prompts after a short introduction to professional reflection) and on video
analysis (four 180-min sessions). The module followed the following structural sequence: At
the beginning of the module, teacher candidates were given one week to prepare an explana-
tion in the field of economics (the neoclassical supply and demand model) and were instructed
to design the explanation for a student at a vocational school. The teacher candidates were
allowed to prepare for this situation as they saw fit, deciding how much time to allocate and
which resources to use for preparation. During their preparation, they were only asked to
consider that they would have about 10 minutes to provide the explanation to the student. Over
the following weeks, they were introduced (via slides, discussions, and accompanying litera-
ture) to theory of instructional explanations, as well as methods of video analysis. A large
proportion of instructional time was spent on the instructional quality assessment framework
(Findeisen 2017) where students were guided conceptually through the five dimensions of the
framework. Each dimension of the framework was covered in equal depth during the training
module. In another session, practical implications and relations between the different aspects
of the quality model were discussed in a plenary session.
After this theoretical input, they were prompted to reflect on their instructional perfor-
mance, on the basis of the videotape of their first explaining attempt as well as on the basis of
their newly acquired knowledge regarding instructional quality. After four weeks, the teacher
candidates were again given a week’s preparation time, to prepare a second explanation on the
same topic. Another week later (5-week treatment time in total), we videotaped the participants
for a second time. Afterwards, they turned to analyzing their own videos, working in the video
laboratory to code their video material and to write a report reflecting on their performance
during the explanation exercise, as well as on their learning outcomes. During this final phase,
in order to support them in their data analysis, the lecturers offered individual coaching
sessions (one 45-min session per teacher candidate).
The training for the treatment group took place during the teaching of this module, which is
graded and compulsory for teacher candidates in this particular Master’s program. Meanwhile,
data from a control group were gathered during a parallel period of time amongst teacher
candidates of the same Master’s program who had characteristics similar to the participants in
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the treatment group. In doing so, we made use of the fact that as part of the curriculum, teacher
candidates at the particular university where this study took place are required to participate as
test subjects in empirical investigations, in order to gain insights into different research
methods from a participant’s perspective. Opportunities to gain those mandatory hourly credits
as test subjects are offered regularly during the study program, and teacher candidates can
choose which study to participate in. Participation is not graded. The control group faced the
same assessment of explaining skills, under the same conditions (two prepared explanations in
an interactive simulation setting, before and after a 5-week period); however, they did not
participate in any part of the training module. Therefore, the control group neither received
theoretical input regarding high-quality explanations nor reflected on their first videotaped
explaining exercise. They did however know that they would have to perform the same
explanation again after five weeks. All participants in both groups continued their university
semester with modules in Business and Economics Education.
Sample
The sample consisted of 78 pre-service teachers in Business and Economics Education
(teacher candidates in a university-based teacher education program). The treatment group
comprised 48 teacher candidates (31 female, 17 male), the control group 30 teacher candidates
(22 female, 8 male). All participants were in the second or third semester of the Master’s
program. Data were collected in the fall of 2016.
Assessment of explaining skills
In order to allow for a performance-based assessment of the prospective teachers’ skills, while
being able to provide comparable, controlled conditions across different participants, we used
simulated interactions. Hence, teacher candidates were teamed up with a trained student
(standardized individual) to whom they provided an explanation in a simulated student-
teacher interaction. If they wanted to visualize certain aspects of the explanation, they could
make use of a whiteboard or paper and pencils provided in the room (see Fig. 1). A similar
approach has been used before in teacher education (see, e.g., Dotger 2009, 2013; Dotger et al.
2014).
Two female research assistants (equal in age), who received intensive training and who
acted according to a written script, portrayed the standardized students. They were instructed
to, for instance, request additional information during the explanation process (e.g., how the
supply curve would shift after an external shock). The interactions were videotaped.
Video analysis
To evaluate the quality of teacher candidates’ explanations, we conducted a video anal-
ysis. In order to assess each of the five quality aspects from the assessment framework of
Findeisen (2017), we used rating scales that had been used in our previous work
(Findeisen 2017 ). The quality aspects were Content, Student-teacher interaction, Process
structure, Representation, and Language, rated on a four-point Likert scale ranging from 1
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(candidate does not comply with the quality requirements) to 4 (candidate fully complies
with the quality requirements). After an intensive coder training, three independent raters
coded the material (156 videos in total; about 10 minutes per video). Around 50% of the
material (82 videos) was rated by two different coders, in order to ensure these high-
inference ratings were as objective as possible. We use Spearman’s rank correlation as
measures of interrater reliability, which is recommended for ratings (Wirtz and Caspar
2002). The results showed satisfying to sufficient agreement for each aspect (Content: .79;
Student-teacher interaction: .65; Process structure: .62; Representation: .60; Language:
.69; see Field 2011, p. 170). We used the mean of all five quality aspects as a measure of
teacher candidates’ explaining skills (overall quality of explanation).
Data analysis
In order to test our hypotheses, we used a mixed ANOVA that combined analysis of
dependent within-subjects factors (repeated-measured variables: in this case, teacher
candidates’ explaining skills at two points in time) with independent between-subjects
factors (in this case, treatment group [module participants] vs. control group). This design
allowed us to differentiate between group effects (differences between treatment and
control group), time effects (development over time), and interaction effects (time ×
group). An interaction effect would be evident if the development of the teacher candi-
dates’ explaining skills differed between the treatment and control groups. We tested for
the assumption of homogeneity of variance using Levene’s test. The results showed equal
variances for nine out of ten variables. For Student-teacher interaction at the second
measurement point, the variances were significantly different in the two groups (F(1,
76) = 17.71, p = .000). As the sample sizes did not differ greatly, we expected the ANOVA
to be robust. However, in order to make sure not to overestimate effects, we additionally
applied non-parametric tests (Friedman’s test, Mann-Whitney U test) to assess time effects
and group effects on the variable Student-teacher interaction.
Fig. 1 Experimental set-up
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Results
Table 1 shows the means and standard deviations of the measured five aspects at two points in
time: before (t0) and after (t1) the treatment, for the treatment and control groups.
The treatment group started out with a slightly higher level of skill on all quality aspects.
The differences were significant regarding the overall quality of explanations (MT = 2.90,
MC = 2.51, t = 2.95, p = .004) as well as Process structure (MT = 2.38, MC = 1.73, t = 4.45,
p = .000) and Representation (MT = 3.02, MC = 2.53, t = 2.78, p = .008). This has to be taken
into account when interpreting the results. Differences between treatment and control group in
t0 are explicable by the more committed nature of a graded university module compared with
voluntary participation. This also explains the higher variance of explaining skills in the
control group compared with the treatment group. It is noteworthy that the treatment group
reached higher scores at the second measurement point regarding the quality of Student-
teacher interaction and Process structure, while the aspects Content, Representation, and
Language remained essentially constant over time. The control group only seemed to improve
with respect to Student-teacher interaction. Figure 2 summarizes the means across time
according to the experimental condition. The solid line represents the treatment group, the
dotted line the control group.
Table 2 shows the results of the ANOVA. As p values alone are confounded indexes that
reflect effect size as well as sample size (Lang et al. 1998), we additionally report effect sizes
for the single direct effects, as well as for the interaction between the group and the time
variables.
For overall quality of explanation, a medium-sized time effect (F(1, 76) = 6.027, r = .28) and
a medium-sized group effect (F(1, 76) = 12.775, r = .41) were found. This means that the
treatment group significantly outperformed the control group, but both groups improved over
time.
Regarding the five specific quality aspects, we found small- to medium-sized group
differences with respect to Content, Representation, and Language; in respect of Process
structure, there was a large difference between the two groups. Although the treatment
Table 1 Description of variables for the treatment and control groups
Treatment group Control group
Quality aspect Measurement point Mean (t) SD (t) Mean (c) SD (c)
Overall quality t0 2.90 .533 2.50 .65
t1 3.06 .478 2.57 .598
Content t0 3.10 .881 2.80 .925
t1 3.15 .825 2.67 .922
Student-teacher interaction t0 2.67 .883 2.40 1.003
t1 3.04 .617 2.77 .971
Process structure t0 2.37 .606 1.73 .640
t1 2.71 .683 1.70 .651
Representation t0 3.02 .635 2.53 .819
t1 3.02 .668 2.67 .758
Language t0 3.35 .729 3.07 .640
t1 3.31 .589 3.07 .691
Repeat-measured, four-point Likert scale from 1 (candidate does not comply with the quality requirements) to 4
(candidate fully complies with the quality requirements)
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group improved slightly with respect to Content, while the control group deteriorated
slightly in the second explanation, the interaction effect was not significant. Hence, there
was no generalizable treatment effect on the quality of Content in the explanations, and we
reject h1.
Moreover, we found an effect of time on the variables Student-teacher interaction (F(1, 76) =
19.191, r = .45) and Process structure (F(1, 76) = 3.992, r = .22), indicating that all students
performed better in their second performance in respect of these quality aspects. However,
while there was a statistically significant interaction effect between the group and the time
variables regarding Process structure (F(1, 76) = 5.963, r = .27), meaning that the experimental
Note. The two measurement points (t0 and t1) are displayed on horizontal axis, the vertical axis portrays the mean
quality of the respective aspect on a four-point Likert scale from 1 (candidate does not comply with the quality 
requirements) to 4 (candidate fully complies with the quality requirements).
Fig. 2 Development of treatment group (solid line) and control group (dotted line) for different quality aspects
between t0 and t1
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group improved significantly more than the control group as a result of the treatment
(supporting h3), we found no interaction on Student-teacher interaction.
1 Since the control
group also improved significantly with respect to Student-teacher interaction, the improve-
ment cannot be attributed to our treatment (rejecting h2). Representation and Language
showed no effect that can be attributed to the treatment or to repetition, leading us to reject
h4 and h5.
Discussion
This study investigated the extent to which a specific treatment improved teacher candidates’
explaining skills. Using a treatment and control group design, we analyzed two different
research questions. First, we examined whether prospective teachers’ explaining skills im-
proved at all, on the basis of an intervention. Second, we differentiated between five different
quality aspects to analyze which aspects of teacher candidates’ explaining skills were found to
improve in a short-term treatment and which remained relatively static. Concerning the first
research question, we showed that explaining skills improved between the two measurement
points. However, although there were some significant differences between the treatment and
Table 2 Treatment and time effects
Quality aspect Variable Mean square F p value Effect size r
Overall explaining skills Time .401 6.027 .016 .28
Group 6.987 12.775 .001 .41
Time × group .052 .781 .380 .10
Content Time .078 .285 .595 .06
Group 5.664 4.427 .039 .23
Time × group .283 1.038 .311 .12
Student-teacher interaction Time 5.078 19.191 .000 .45
Group 2.708 2.261 .137 .13
Time × group .001 .002 .961 .00
Process structure Time .831 3.992 .049 .22
Group 25.131 40.195 .000 .59
Time × group 1.241 5.963 .017 .27
Representation Time .164 .632 .429 .09
Group 6.539 8.818 .004 .32
Time × group .164 .632 .429 .09
Language Time .016 .102 .750 .04
Group 2.626 3.624 .061 .21
Time × group .016 .102 .750 .04
According to Cohen (1988), the effect size measure r calculating the strength of the relationship between the
relative movements of two variables can be interpreted as follows: r ≥ .1: small effect; .3 ≤ r < .5: medium effect;
r ≥ .5: large effect
df = 1
1 As the assumption of homogeneity of variance was violated for Student-teacher interaction at the second
measurement point, we additionally applied non-parametric tests. These tests support the findings of the mixed
ANOVA. A Friedman test (non-parametric repeated-measures ANOVA) also revealed significant time effects
(χ2(1) = 16.0, p = .000). The Mann-Whitney U test showed no significant group differences at t0 (U = 614.0,
z = − 1.147, p = .252, r = − .13) as well as at t1 (U = 596.0, z = − 1.372, p = .170, r = − .16). Hence, the results of
the ANOVA were robust.
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control groups, the improvement cannot be attributed to the treatment, as both groups
improved roughly the same, with only a small and non-significant advantage for the treatment
group. At the same time, it becomes apparent that there were different effects for different
quality aspects (research question 2). Teacher candidates’ explanations improved over time
only in respect of Student-teacher interaction and Process structure. Moreover, Process
structure appears to be the only quality aspect that was affected by the treatment: there was
a significant interaction effect on this variable. Finally, there were neither time effects nor
treatment effects for the quality aspects of Content, Representation, and Language.
It is notable that teacher candidates improved particularly in respect of those quality aspects
where they had demonstrated greater deficits in their first performance (Student-teacher
interaction and Process structure). For the variable Student-teacher interaction, the improve-
ment appeared to be due to a repetition effect. Hence, participants in both the treatment and
control groups learnt from their experience in the first simulation. However, when it comes to
Process structure, we found a significant treatment effect. This finding suggests that after the
treatment, teacher candidates were better able to clarify the aim of an explanation and more
aware of the importance of assessing students’ prior knowledge and understanding. This
suggests that not all aspects of an explanation improve naturally through practice. In respect
of the remaining three quality aspects, there are several possible explanations for the absence
of time and treatment effects. It seems plausible that with respect to some aspects (especially
Language), it is harder to reach improvements in a short period of time, as they require a
greater investment of time and effort. This is in line with the results of Brown and Daines
(1981). When it comes to the Content of the explanation, it is not too surprising that there was
no significant improvement over time, as participants could use the same materials for both
explanations, and explicit discussion of the explanatory content for this particular topic was not
part of the module. This we believe is a significant opportunity for improvement of the module
in the future. However, it was unexpected that the treatment did not affect the quality of
Representations. As we discussed the importance of representations in the module and talked,
for example, about how to tailor examples to different types of learners, we would have
expected significant effects in the treatment group. One possible explanation is that the
standardized simulation was not difficult enough. As the individuals had already reached
high-quality ratings on the aspects Content, Representation, and Language, ceiling effects at
individual level could conceivably conceal potential improvements at a group level. Finally,
one could also question the quality of the treatment. However, the module was well received
by the students and achieved good student evaluations (average: 1.8; scale from 1: very good
to 5: insufficient).
The study was subject to several limitations that should be recognized and that may inform
future research endeavors. In relation to the method of assessing typical teaching tasks, the
simulation exercise that was used in this study proved to be a valuable tool to assess explaining
skills as it (1) provided a standardized setting for all participants and (2) allowed concentrating
on explaining skills while isolating other aspects (e.g., handling classroom disruptions).
However, it has to be noted that the simulation is a simplification of reality, since in the
classroom a teacher would have to interact with more than one student simultaneously. Hence,
it is yet to be determined whether someone who performed well in the simulation would do so
in a real classroom situation. Nonetheless, only with such an approach is the treatment group
strictly comparable with the control group. This is clearly an advantage of this study, compared
with prior research and a possible cause of the partly deviant results. In addition, in this
research, we compared general quality ratings on a four-point Likert scale for each of the five
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aspects as a whole. It is possible that participants improved with respect to single features of a
given quality aspect (e.g., reduction of errors [content]; use of examples [representation]).
More detailed analyses of the video data will be carried out to further examine more subtle
effects of the treatment. This approach would not however negate the finding of little
noticeable improvement overall from t0 to t1, in our compressed measurement approach.
Finally, conditions for the treatment and control group were not entirely equal. Since teacher
candidates in the treatment group were part of a graded university module, they might have
taken the explanation task more seriously. This could explain the group differences concerning
quality of explanation. It does not, however, negate the findings of insignificant or absent
improvement from t0 to t1.
Our findings have implications for both research and teacher education. We see one
paramount finding of this study as the possibility of the overestimation of treatment effects
where no control group is used, as in such circumstances it is unclear whether the development
occurs as a result of university teacher education, through targeted theoretical and reflective
inputs, or whether such development would have occurred regardless of such inputs. More-
over, quite aside from the general absence of studies using a control group (with the exception
of Miltz 1972), most studies in this field have focused on individual cases or on very small
sample sizes—mostly in non-standardized settings.
Our results, gained through application of a controlled research design, show that only
some aspects of explaining skills are learnable in a short training module. Learning effects can
be partly attributed to the instructional treatment received, as the improvement for the process
structure of the explanation shows. However, we also found a repetition effect for student-
teacher interaction. This finding, following the idea of expertise research (Berliner 1994;
Ericsson 1996), supports the view of teaching skill development as a process premised on
practice. Both causes (treatment and repetitive exercise) call for more opportunities to practice
explanations in teacher education. Teacher education programs should therefore implement
opportunities to actively practice providing instructional explanations, guided by theoretical
and reflective inputs in order to optimize learning progress. Here, interactive simulations are a
valuable tool, as they allow not only for systematic reflection by teacher candidates but also for
controlled conditions, allowing educators to specifically design learning situations as well as to
compare and evaluate results.
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