Introduction 25
Fractured media has been classically modeled using either Discrete Fracture Network (DFN) or 26
Stochastic Continuum (SC) approaches [Neuman, 2005] . Both approaches have their own advantages 27 and drawbacks [Hsieh, 1998 ]. First, they differ by their underlying permeability structure and their 28 capacity of being specified by existing field data [Hsieh, 1998] (1) 123
The block matrix contains sub-block scale connectivity information and can be considered as the 124 block-scale constitutive relationship. It is obtained by performing block-scale flow simulations on 125 the DFN. Once obtained, the block-scale matrices are used for simulating flow rates at the system 126 scale by imposing the continuity of heads and flow rates across the block borders. Relationship (1) 127 differs a priori from Darcy's law by its relating flow rates to heads and not to head gradients. This is 128 only a surface difference since the construction method (section 2.2) and the resulting properties of 129 matrices (Appendix A) ensure a dependence of the flow rates on head gradients. 130
Discretization 131
Discretization is made up of two parts consisting in discretization of the domain into elementary 132 blocks (classical meshes) and discretization of block borders into poles. The first discretization 133 consists in defining the mesh of the Fracture Continuum Model. We use hereafter a regular grid even 134 though the EHM method can cope with irregular meshes. Each mesh cell will be called a block. The 135 block contains a subset of the fracture network, i.e. a sub-network, the intersections of which with 136 the block limits are denoted . ( ) is the i th intersection of block k. The second discretization 137 consists in splitting up the block borders into segments of constant length d block , the discretization of 138 each border starting at the border corner. Each segment contains either zero, one or more than one 139 fracture border intersection ( ). We define poles as the centers of those segments containing at 140 least one intersection (Figure 2 ). Segments containing no intersection with the subnetwork are 141 disregarded. The fundamental principle of the EHM method is that all intersections contained in the 142 same segment are set to the same hydraulic head corresponding to the head of the pole. These 143 additional equalities reduce the number of unknowns at the cost of the approximation that close 144 intersections have the same hydraulic head. The accuracy of the approximation is function of the 145 block discretization ratio r block defined as the block-border discretization scale d block normalized by 146 the block face length. The coarsest discretization corresponds to r block =100% and gives a single pole 147 by block face. It leads to a representation close to the tensor representation (Figure 2a) . It is, 148 however, not equal to a tensor. First, opposite fluxes may not be equal. Second, some faces may not 149 be intersected by the network and thus may not have led to a pole. Finer discretizations, obtained for 150 decreasing r block values, lead to more accurate representations converging to the DFN method when 151 all poles correspond exactly to one intersetion (Figure 2b ). Like in classical numerical methods, we 152 will show in section 3 that the numerical error of the EHM method decreases monotonously with the 153 block-border discretization ratio r block , i.e. when shifting from tensor-like to DFN methods. 154
Construction of the block-scale Equivalent Hydraulic Matrices 155
Equivalent Hydraulic Matrix expresses the linear relationship between flows and heads on the 156 block border discretization. More specifically, by developing relationship (1), coefficient ( , ) is 157 the contribution of the head at the j th pole to the flow at the i th pole: 158
where is the pole number of block k and ( ) and ( ) are the flow rate and head, 160 respectively, at i th pole ( ). ( , ) is also equal to the flow rate computed at pole i by imposing a 161 fixed head of 1 at pole j and 0 at the other ones, i.e. a fixed head of 1 for the intersections overlapped 162 by the segment centered on pole j and 0 for the other ones. With these boundary conditions, all 163 coefficients of column j can be simultaneously determined by a single DFN simulation (Figure 3) . 164
The construction of the full Equivalent Hydraulic Matrix requires − 1 simulations and not , 165
since the sum of all elements from a column of is equal to zero because of flow conservation 166 (Appendix A). We underline that this method does not require any modification of the fracture 167 network structure or any realignment of fractures. The approximation lies exclusively in equating 168 flows and heads at the scale of the segment of the border discretization. 169
Domain-scale flow simulation 170
Solving the flow equation at the domain scale consists in imposing the continuity of heads and flow 171 rates on poles positioned on the block faces. External head and flow rate boundary conditions are 172 simply implemented by imposing the head in the matrix system for the fixed head values and by 173 adding a source term for the fixed flow rates on the corresponding poles, respectively. 174
We note P the union of all pole points with the convention that poles common to two or more 175 blocks occur only once in P. P is made up of N i poles at the interface between two blocks (P i ) and of 176 
Results 198

Fracture network types 199
The tested networks have been chosen so that they cover a wide range of networks both above and 200 below the REV scale, with broad and narrow length and transmissivity distributions (Table 1) . 201
Extreme cases of low and high variability are tested in order to assess the method in highly-202 differentiated conditions. Network types include both lattice structures (Table 2. permeability is fixed to 10 -12 m/s. We use these two methods only when they are strictly applicable. 251
From [Botros et al., 2008] , the ANIS_GEO method is applicable only if the ratio of the block length 252 to the minimal fracture length is lower than 2.5. For the stochastic complex networks (Table 1 B0-253 D1), the ratio of the domain size to the minimal fracture length is L=100, requiring for the 254 ANIS_GEO method a domain-scale discretization of at least 40×40 blocks. As the TENSOR_SIM 255 method relies on the full permeability tensor at the block scale, we have determined this parameter 256 for all studied networks from the block-scale directional permeability plots (Table 3 ). The method is 257 applicable only when the directional permeability is close to an ellipse [Long et al., 1982] . It is the 258 case for networks A0, A2 and D0 (Table 3 ). For the other networks, transmissivity and fracture 259 length distributions display heterogeneities that cannot be represented by a tensor at the scale of the 260
block. 261 Table 4 shows the flow error as measured by (7) using the ANIS_GEO, TENSOR_SIM and EHM 262 methods for several domain discretizations. With the ANIS_GEO method, the flow error decreases 263 systematically from a 50×50 to a 200×200 domain discretization. ANIS_GEO is particularly accurate 264 for sparse flow structures (networks with a small fracture density or with a broad transmissivity 265 distribution). In fact, the simple summation of the fracture contributions induced by the mapping 266 increases sub-block-scale connectivity and hence increases flow errors. Results also show that 267 ANIS_GEO is not applicable to networks with connectivity driven by small fractures (3<a<3.5), 268 yielding errors systematically larger than 41%. To be applied systematically, the geometrical 269 projection method ANIS_GEO requires high levels of discretization involving large linear systems 270 (Table 5) . Such discretization levels can be achieved in 2D but likely not in 3D. 271
The TENSOR_SIM method is accurate for regular and dense structures with an error lower than 1% 272 for network A0 (Table 4) . As opposed to the ANIS_GEO method, the error decreases when the block 273 scale increases since the block becomes closer and eventually larger than the REV [Li et al., 2009] . 274
The main drawback of this method is its highly limited range of application. Most of the tested 275 networks of Table 1 did not fulfill its conditions of application. 276
Assessment of the EHM method 277
We have tested two levels of block-scale discretization of the EHM method: r block =10% (called the 278 most accurate method) and r block =25% (called the least accurate method). The EHM method gives 279 much smaller errors than those given by the geometrical and tensor methods ANIS_GEO and 280 TENSOR_SIM (Table 4 ) except for A0 (dense lattice structure with uniform fracture transmissivity) 281
and D0 (dense fracture network with uniform fracture transmissivity) with a domain discretized by 282 10×10 blocks and r block =25%. For these two cases, the tensor method gives smaller errors than the 283 least accurate EHM method. In fact, the tensor method is very accurate because the REV is smaller 284 than the block. The large errors of the least accurate EHM method are linked to the large number of 285 fracture intersection points with the block border set to the same head, i.e. the head of the 286 corresponding pole. The merged points are quantified by the border merging percentage p border equal 287 to the difference in percentage between the intersection point and pole numbers. p border is 0% in the 288 absence of any approximation of the block-scale discretization and increases as larger 289 approximations are induced by the use of a smaller number of poles for the block-scale 290 discretization. For A0 and D0 with the 10×10 domain discretization and r block =25%, p border is larger 291 than 90% and 70%, respectively (Table 6 ). This explains the cases where the EHM method is less 292 accurate than the TENSOR_SIM method. For the same networks with finer domain discretizations 293 (30×30 and 50×50 blocks), trends are reversed and the EHM method becomes more accurate than 294 the tensor method. For lattice cases, the flow error with the EHM method is smaller than 5% for a 295 domain discretization of 50×50 blocks. 296
For stochastic complex fracture networks, flow errors range from 0.11% to 180% with a majority of 297 errors below 10% (Table 4) . Errors larger than 10% affect cases B2 and C2 characterized by a coarse 298 discretization of 10×10 blocks and by networks with the narrowest length distribution corresponding 299 to a=3.5. The latter fracture networks have the largest number of fractures and fracture border 300 intersections inducing first a stronger decrease in the numerical memory complexity (Table 5), and  301 then larger values of point merging percentages p border (Table 6 ). In all other cases, the flow error is 302 smaller than 5% for a domain discretization of 50×50 blocks. With the most accurate method 303 corresponding to r block =10% and a domain discretization of 50×50 blocks, errors range between 304 0.11% and 2.1%. For 9 out of the 12 test cases for which = 3 corresponds to a fracture 305 transmissivity distribution spanning at least 3 orders of magnitude, errors remain as low as a few 306
percents showing the very good performance of the EHM method for complex flow structures. 307
Results of Table 4 show two interesting properties of the EHM method. First, errors are not sensitive 308 to the fracture transmissivity distribution as shown by the comparison of the D0 and D1 cases. 309
Second, errors systematically decrease both with the domain discretization at constant r block and with 310 r block at constant domain discretization for all complex stochastic fracture networks. These properties 311 offer possibilities to control the error by decreasing either the domain-scale discretization in blocks 312 or the block-scale discretization ratio r block . We note that all the above simulations have been 313 performed on the backbone. However the applicability of the EHM method is not restricted to the 314 backbone as shown by its good performance on infinite clusters (Table 7) . Even if errors increase by 315 a factor of 5 from the backbone to the infinite cluster, they still remain lower than 10% with the least 316 accurate method (r block =10%) and a domain discretization of 50×50. 317
Flow error versus numerical memory complexity 318
Numerical memory complexity is taken as the number of non-zero elements in the domain-scale 319 linear system issued from the discretization of the flow equation (nnz) ( Table 5) . nnz determines the 320 memory required to solve the linear system. It does not, however, take into account the computation 321 of the Equivalent Hydraulic Matrices at the block scale as they are not critical in terms of system size 322 and memory requirements. With the classical ANIS_GEO and TENSOR_SIM methods, the 323 numerical memory complexity increases quadratically with the discretization ratio. With the EHM 324 method, the numerical memory complexity is more variable and increases more slowly. Whatever 325 the domain discretization and the value of r block for complex stochastic fracture networks, EHM 326 methods yield smaller numerical memory complexity than the DFN method except for the B0 case. 327
In the latter case, the proportion of blocks crossed by a single fracture increases the numerical 328 memory complexity without improving the accuracy. 
Discussion 372
The principle of the Equivalent Hydraulic Matrices method is to distribute the numerical complexity 373 among two scales, the block-scale and the domain-scale. This method introduces a reduction of the 374 domain-scale numerical memory complexity by coarsening the block-border discretization. The 375 approximation consists in equating heads on nearby network points. It remains local and adjusts 376 automatically to the specific network configuration. Like the tensor and geometrical mapping 377 methods, the EHM method increases connectivity along block interfaces but only through the 378 introduction of shortcuts between existing paths and not through the connection of otherwise 379 disconnected faces. Moreover, the connectivity increase is limited to the block borders and does not 380 affect the connectivity within the block. 381
The EHM method is structured around the block-scale Equivalent Hydraulic Matrices, which transfer 382 the local connectivity information from the block scale to the domain scale. The Equivalent 383 Hydraulic Matrices are determined by the configurations of the fracture network within the blocks 384 but do not depend on the boundary conditions. In other words, the matrices are not intrinsic medium 385 properties like a tensor but can be used instead of the discrete fracture network in all flow contexts 386
both above and below the Representative Elementary Volume (REV). The Equivalent Hydraulic 387
Matrices method is still applicable below the REV due to the adjustment of the block-scale matrices 388 to the specificity of the connectivity structures. 389
Because the Equivalent Hydraulic Matrices are derived from DFN computations, it is not surprising 390 that they contain more information than the geometrical projection methods and lead to better 391 performance at equivalent domain-scale numerical memory complexity. We express the domain-392 scale numerical memory complexity by the number of non-zero elements (nnz) of the linear system 393 issued from the discretization of the flow equation. nnz is two to four orders magnitude smaller with 394 the EHM method than with geometrical projection methods. The EHM method also displays 395 systematically decreasing flow errors with the domain discretization and block-scale discretization 396 parameter r block . This offers possibilities to find the best optimal complexity for a given error 397 requirement. As seen in section 3.3, this is not possible with the tensor method TENSOR_SIM and it 398 requires too fine a domain discretization with the geometrical method ANIS_GEO. 399
The EHM method is intermediary between the full DFN flow simulation and the tensor method. and using (10): 478
where , is the distance between poles ( ) and ( ). Equation (12) Figure 1a and computed with a broadly distributed fracture transmissivity = 3 (see Table 1 ). 679
Flow magnitude is represented by grey intensity and segment width. I1, I2, I3 and I4-4' correspond to network types A3, B1, C2 and D1 (Table  680   1 
