Gestures are visuospatial events, meaning carriers, and social interactional phenomena. As such they constitute a particularly favourable area for investigating visual attention in a complex everyday situation under conditions of competitive processing. This chapter discusses visual attention to spontaneous gestures in human face-to-face interaction as explored with eye-tracking. Some basic fixation patterns are described, live and video-based settings are compared, and preliminary results on the relationship between fixations and information processing are outlined.
Introduction
This paper is concerned with visual attention to gestures in face-to-face interaction. It addresses a few seemingly simple questions: do addressees look at speakers' gestures in interaction? If they do, at which ones do they look, and why? Despite the widespread interest in the visual perception of hands in neurology (e.g. Goldenberg, 2001; Grezes et al, 1999; Hermsdorfer et al., 2001; Neville et al, 1997; Peigneux et al., 2000; Perani et al., 2001; Rizzolatti, et al., 2001) , in studies of Sign Language perception (e.g. Bavelier et al., 2001; Corina et al., 1996; Neville et al., 1997; Rettenbach et al., 1999; Swisher, 1993) , and in gesture recognition in man-machine interfaces (e.g. Braffort, et al, 1999; Wachsmuth & Sowa, 2002) , we know surprisingly little about the attention afforded to gestures in human interaction. In gesture research the interest in these questions is motivated by an ongoing debate regarding whether or not gestural information is communicatively relevant to participants in interaction. It will be suggested in this chapter that these questions are also of relevance for eye movement research. In particular, the answers to these question may inform research concerning task-specific behaviour and visual attention in complex, natural situations.
The gestures we are concerned with here are the (mainly manual) movements speakers perform unwittingly while they speak as part of the expressive effort (Kendon, 1993; McNeill, 1992) . This definition excludes fimctional actions, manual object manipulations and movements such as scratching or playing with hair, since these movements are not part of the speaker's intended message. The narrow definition still leaves a broad spectrum of movements to consider. It covers conventionalised gestures like the OK-sign. It also includes a wide range of spontaneous, nonconventional movements that imitate real actions, iconically represent, or indicate entities talked about (Kendon, 1986; McNeill, 1998) . Gestures thus defined are symbolic movements, and they are closely temporally and semantically related to language and speech. Simply put, gestures and speech tend to express the same meaning at the same time. However, even if gestural information often is redundant with regard to speech, gestures can also express additional information not present in concomitant speech.
It is partly this latter property that motivates an ongoing debate in gesture research regarding their communicative relevance. Because gestures can encode additional information to that expressed in speech, the need to attend to this information may not be essential to addressees in spoken face-to-face interaction. Whilst a number of studies have been concerned with gaze towards gestures (Goodwin, 1986; Kendon, 1990; Streeck, 1993 Streeck, , 1994 Streeck & Knapp, 1992; Tuite, 1993) , there is a conspicuous lack of precise perceptual data concerning attention to gestures. Furthermore, there has been no systematic investigation of the relationship between visual attention to gestures and the processing and integration of the gestural information. This empirical gap has largely motivated the studies outlined in this chapter.
From the point of view of vision research, gestures in interaction also offer a challenging opportunity to study what catches attention in complex natural settings, and the influence of specific tasks and activities on fixation patterns. Gestures constitute a potential locus for visual attention by virtue of being visuospatial phenomena that represent movement in the visual field. Gestures could also be the locus of visual attention because they are symbolic movements that encode meaning closely related to but not necessarily identical to that expressed in language and speech. Gestures could thus be visually attended to for low-level perceptual reasons or for reasons related to higher cognitive processes such as information extraction. Finally, gestures are (mostly) interactional, social phenomena. As such, their occurrence in situations that are governed by socially and culturally determined norms for behaviour is likely to modulate visual behaviour towards them. There is thus potential tension between different mechanisms governing visual attention: the tendency to attend to movement, the need to look at what you are seeking information about, and the social conventions that govern gaze. This paper will outline the results from a number of recent and forthcoming studies that exploit eye tracking to investigate the attention addressees allocate to gestures in interaction. Since some of these studies are presently unpublished, and the methodology is novel, I will describe the general procedure in some detail and present some key results. This chapter will cover three main foci: (1) the basic fixation patterns in face-to-face interaction; (2) the effect of the medium of presentation, comparing live vs. video settings; and (3) the relationship between fixation and information uptake in a complex setting. In a final section, I will discuss the findings and relate them to some issues raised in eye movement research, particularly with respect to the generalisability of findings fi-om lab settings to naturalistic contexts. Specifically, I will discuss the effect of the task and context on gaze patterns.
Eye Movements and Gestures in Live Interaction
Social, dyadic face-to-face interaction is one of the most primary and common t3^es of human activity. Gaze is of fiindamental importance to such interaction and has previously received considerable attention in various disciplines. Numerous studies in social psychology, e.g., have investigated the influence of personality, gender, culture, interactional style and setting, mental health, etc., on gaze patterns in interaction (for comprehensive overviews, see Argyle & Cook, 1976; Fehr & Exline, 1987; Kendon, 1990) . However, none of these studies have been based on precise measurements of eye movements. We therefore know very little about the exact patterns that arise from this particular activity, and virtually nothing about how behaviour in this setting relates to findings for other natural activities such as driving, or tea-or sandwich-making (Hayhoe, 2000; Land & Hayhoe, 2001; Land et al., 1999; Shinoda et aL, 2001) .
Despite the lack of precise measurements, a number of claims have been made in the literature regarding participants' gaze patterns in interaction. For instance, a frequently reported observation is that the speaker's face dominates as a target for addressees (Argyle & Cook, 1976; Fehr & Exline, 1987; Kendon, 1990) . It is generally assumed that this is a reflection of a (culture-specific) politeness norm for maintained mutual gaze signalling sustained interest and attention.
With respect to gestures, three candidates for direct fixation can be derived fi-om the literature. First, gestures performed in peripheral gesture space are often presumed to attract overt visual attention. Gesture space can be divided into central and peripheral gesture space (cf. McNeill, 1992) . Central space refers to a shallow disc of space in fi-ont of the speaker's body, delimited by the elbows, the shoulders, and the lower abdomen. This area is outlined by a rectangle in Figure 32 .1. Peripheral gesture space is everything outside this area. The majority of a speaker's gestures are performed in central gesture space. If an addressee is fixating the speaker's face, then all gestures in principle occur in the addressee's peripheral visual space. Nonetheless, a gesture performed in the speaker's peripheral gesture space occurs in the addressee's extreme peripheral visual field. It is therefore assumed that it could attract fixation, as it would otherwise be too challenging for peripheral vision. Second, pointing gestures are suggested as potential targets for fixation. Pointing gestures direct attention to the target they are indicating. However, it is often presumed that it is necessary to look at the gesture first in order to compute the trajectory towards the target of the pointing gesture. Finally, gestures that speakers themselves look at have also been suggested as candidates for fixation. When speakers look at their own gestures, they are assumed to intentionally direct the addressee's attention to the target of their gaze (Goodwin, 1986; Streeck, 1993 Streeck, , 1994 Streeck & Knapp, 1992; Tuite, 1993) . Speakers' gaze shifts are thus claimed to have the same deictic ftinction as pointing. By exploring the possibilities of eye-tracking in face-to-face interaction, we have attempted to investigate these proposals and also to charter the basic fixation patterns in face-to-face interaction (Gullberg & Holmqvist, 1999 , 2002 . Fifteen pairs of Swedish participants, unacquainted prior to the experiment, were randomly assigned the role as "speaker" or "addressee" (i.e. the wearer of the eye-tracker). In order to allow for spontaneous gesturing while maintaining control over the gestural content, a story-retelling task was used. Speakers memorised a printed cartoon and were instructed to convey the story as well as possible to the addressees who would have to answer questions about it. Addressees were instructed to make sure they understood the story and were encouraged to ask questions and engage in the interaction. Addressees were fitted with a head-mounted (HED) SMI iView© eye-tracker, a monocular 50 Hz pupil and corneal reflex video imaging system. This eye-tracker is well suited to interactional studies as both participants have an unobstructed face view of each other. The device samples data to an average spatial accuracy of 1 degree. Each addressee was calibrated using a nine-point matrix on the wall. The location and size of the matrix was equivalent to the area that the speaker would later occupy. After calibration of the addressees, speakers were introduced into the room and seated 180 cm away from the addres-sees (measured back to back) facing them. The speakers' stories generated natural narratives and a range of spontaneous gestures, all of which were analysed and considered as potential targets for addressees' fixations.
During the story-retelling interaction, the addressees' eye movements were recorded with the corneal reflex camera. The eye-tracker also has a scene-camera on the headband. The iView software creates a circle overlay indicating the gaze position that is then merged with the video of the scene image. Since the scene-camera moves with the head, the eye-in-head signal indicates the gaze point with respect to the world. Head movements therefore appear on the video as fiiU-field image motion. Given that both the target stimulus (the speaker) and the field of vision itself moved, the merged video data of the subject's gaze position on the scene image were analysed fi"ame-by-fi*ame.
Fixations were defined as instances where the gaze marker remained for at least 120 ms directly on a fixated object.
Post-test questionnaires showed that subjects did not identify gestures as the target of the study and were not disturbed by the equipment. In fact, the speech and gestural behaviour of speakers did not differ quantitatively or qualitatively from data collected in an identical situation without eye-trackers (Gullberg, 1998) . Addressees' gaze data include fixations of socially unacceptable areas that they might have avoided had they been concerned about the equipment. We interpret this as meaning that the apparatus did not interfere with the addressees' natural behaviour. The ecological validity of the data is therefore not compromised.
Basic Fixation Patterns in Interaction
In both studies the default location of the addressee's fixations is the speaker's face, viz. the nose bridge or eye area as seen in Figure 32 .2 (Gullberg & Holmqvist, 1999 , 2002 .^ In a context where the background does not represent any particular interest and there are no objects present relevant to the ongoing talk (cf Argyle & Graham, 1976) , addressees on average devote as much as 96% of their total viewing time to the face. This finding is consistent with earlier reports on addressees' gaze in interaction. The remainder of the time is spent fixating objects in the room behind the speaker or the speaker's immobile body parts. Only 0.5% of the total viewing time is devoted to gestures. In terms of number of fixations, only a minority of gestures are overtly fixated by addressees, or on average 7% of all gestures.
There is very little continuous scanning of the scene as a whole in these data and almost no cases of smooth pursuit of gestures. Saccades to fixation locations outside the face, including gestures, are direct and accurate despite the distances involved (cf Land et al, 1999) . Typically, the eye moves from the face directly to a gesture in progress, stays on this target for an average fixation duration of 458 ms (SD = 436 ms), then returns directly back to the default location, i.e. the face. Note that fixations on gestures are spatially unambiguous. In all cases of gesture fixation the entire fixation marker is clearly located directly on the hand, not tangential to it, and not in the vicinity of a gesture in progress. This is also true for landing sites such as objects in the room and immobile body parts. Gestures thus receive remarkably little overt visual attention. If addressees attend to gestures, they appear to do so in peripheral vision. Gestures that do attract direct fixations tend to display one or both of two features. They are either gestures with socalled post-stroke holds or gestures that speakers themselves have first looked at, speaker-fixated gestures. A hold is the momentary cessation of movement in a gesture while the hand is maintained immobile in gesture space (Kendon, 1972 (Kendon, , 1980 . Gestures that stop moving thus attract direct fixations to a greater extent than moving gestures. This finding was unexpected (but see Nobe et al, 1998) , as the standard assumption is that movement -rather than offset of movement -attracts attention. However, it is possible that the movement of inalienable body parts is not "salient" enough to draw overt fixations in this particular context (cf Raymond, 2000) . Since gestures are pervasive in interaction during speech, they represent almost constant movement in the addressees' visual field. It is conceivable that the cessation or offset of movement in gesture space instead represents a sudden change in the visual field and that this then evokes fixations. It may also be relevant that the cessation of movement takes place in gesture space, i.e. in symbolic space, and not anywhere in the visual field. A gesture that stops moving because the speaker drops her hands into the lap, i.e. effectively stops gesturing, does not attract fixation. Speaker-fixated gestures also tend to be fixated by addressees in interaction as exemplified in Figure 32 .3. This result is consistent with the claims in the literature. It is also in accordance with what is known about the powerfiil effect of speakers' gaze and head orientation on joint attention (Deak et al, 2000; Doherty & Anders, 1999; Driver et ai, 1999; Gibson & Pick, 1963; Langton, 2000; Langton & Bruce, 1999; Langton et al, 1996; Moore & Dunham, 1995) . The novelty is that gestures themselves can be the target of such joint attention, not just serve as indicators. Also, it has been claimed that speakers' gaze shifts induce automatic or reflexive shift of attention in addressees (cf . An important observation in these data, however, is that speakers' gaze at their own gestures does not lead to automatic overt attention shift in addressees, i.e. to rapid saccades to and fixations of the target. The data do not, of course, tell us anything about the covert attention shifts (Hoffman, 1998; Johnson, 1995; Posner, 1980) . Nevertheless, it is noteworthy that not all but only 23% of all speaker gaze shifts to gestures lead to overt fixation by addressees.
The results for the two other predicted gesture types, pointing gestures and gestures performed in peripheral gesture space, vary between the studies, and are inconclusive. This variation is presumably due to the fact that the relevant features tend to cluster in spontaneous gesture data. The individual attraction force of these features is therefore difficult to assess. Gullberg and Kita (forthcoming) consequently attempted to establish the individual effect of location of gesture performance (in central/peripheral gesture space), hold (presence/absence), and speaker-fixation (presence/absence) (see also pp. 695-697). Addressees were shown video clips of speakers retelling short stories. Each video clip contained only one gesture with the relevant feature. This gesture was designated as the target gesture. It was embedded in sequences of other gestures so as not to draw attention as a singleton. The target gesture had not been manipulated, but natural examples had been carefully selected from a bigger database such that each target gesture displayed the desired feature. The videos were projected life-sized on a wall and the eye movements of the addressees were recorded using the same set-up and task as described above.
The results showed that the location of the gesture in central or peripheral gesture space had no impact on addressees' fixations. In contrast, holds and speaker-fixation both individually attracted fixations significantly more often than gestures without these features. 12.5% of holds and 12.5% of speaker-fixated gestures were fixated as opposed to 0% of the gestures without these features. We also found a significant difference in saccade onset latencies to gestures with different features. Holds were fixated on average 108 ms after the onset of the gestural hold. In contrast, speakerfixated gestures were fixated on average 808 ms after the onset of the speaker-fixation, i.e. after the speakers had directed their gaze towards their own gesture. Note that addressees were fixating the speaker's eye region at the moment of the onset both of holds and of speaker's fixations of their own gestures. This means that, in the case of holds, addressees responded very quickly to the cessation of movement perceived peripherally. In contrast, even though they were fixating the speaker's eyes and therefore should have detected the gaze shift immediately on the onset, saccades to the target gestures were only initiated after a considerable time delay. These findings suggest that gestures may be fixated for different reasons. We propose that fixations of holds are stimulus-driven or bottom-up guided whilst fixations of speaker-fixated gestures appear to be goal-driven (cf Yantis, 1998) . At this point, we cannot exclude the possibility that the gestural movement immediately preceding the holds does not initiate some form of saccadic planning. However, it seems unlikely given that gestural movements not followed by holds do not lead to saccades to gestures.^
More on Context: Live vs. Video, Social and Size Related Effects
The basic gaze pattern outlined above thus displays a number of properties that appear to be specific to the context of human social interaction. These findings have been challenged, however, in two studies of addressees' attention to the manual gestures of an anthropomorphic agent presented on a computer screen (Nobe et ai, 1998 (Nobe et ai, , 2000 . In these studies, addressees fixated the vast majority of gestures (70-75%). This is in stark contrast to the mere 7% fixated in live interaction. The reduced number of gesture fixations and possibly the dominance of the face in the live setting could therefore be motivated by a social norm for maintained mutual gaze in face-to-face interaction. In the absence of any social pressure for eye contact, as in a video setting for instance, fixation behaviour towards speakers and their gestures may therefore look different. However, the studies by Nobe et al differed from ours on a range of parameters other than the presence/absence of a live interlocutor. Most importantly, they used a different type of agent (anthropomorphic vs. human), a different size of the visual scene (computer screen vs. life size), and different types of gestures (conventionalised vs. spontaneous). To enable an evaluation of these differences, Gullberg & Holmqvist (2002) therefore undertook to specifically study the social effect of the presence/absence of a live interlocutor and the effect of the size of the display on gaze behaviour ceteris paribus. We compared fixation behaviour towards the same speakers and their gestures in three conditions: face-to-face live, on a 28-inch video screen, and on life-sized video projected on a wall. The task and the equipment were the same as outlined above, and the procedure for the live condition was identical. In addition to being filmed by the scene-camera on the eye-tracker, speakers in the live condition were filmed with a separate video camera. The resulting video served as the stimulus in the video conditions, where it was projected to two new sets of addressees. The design thus yielded fixation data for exactly the same gestures in three conditions.
Based on the assumption that the pattern for live interaction is motivated by social norms for sustained eye contact, we hypothesised that the absence of a live interlocutor might lead to less time spent on the face, more fixations on gestures and other targets, as well as more scene scanning behaviour. However, we also hypothesised that the smaller display size might result in fewer gestures being fixated. The logic here is that with the reduced angles on a small screen, gesture detection would be possible even if the fixation marker remained on the speaker's face.
The socially motivated hypothesis was only minimally borne out. The results showed that the face dominated as a target overwhelmingly in all three conditions. The average viewing time on the face did drop on video, and more so in the small screen condition than the life-sized condition (from 96% live to 94% on life-sized and 91% on small screen video), but not significantly so. The number of gestures fixated decreased in both video conditions, although only significantly so on small screen video (fi*om 7% of all gestures fixated live to 4.5% on life-sized and 3% on small screen video). Notice that this finding is in accordance (only) with the size-related hypothesis. With reduced viewing times on the face and fewer gesture fixations, the video conditions instead showed more fixations on body parts and empty space. This was partially predicted by the social hypothesis. The number of fixations of immobile body parts increased significantly in the small screen video condition (from 35% live and 32% on life-sized video to 57% on small screen video). Fixations on empty space increased significantly in the life-sized video condition (from 5% live and on small screen video to 21% on life-sized video). While there was a somewhat increased tendency for scene scanning in the small screen video condition, in principle, the typical saccade pattern outlined above for the live condition held in both video conditions as well. In sum, gaze behaviour in the live and life-sized video conditions was very similar overall. The small screen video condition showed the greatest number of differences from the live condition, even if most did not reach significance in this study. We interpret this as meaning that the reduced display size had a greater impact on general gaze behaviour than the absence of a live interlocutor.
Despite the overall reduction in fixation rate of gestures on video, by and large, the same gestures were fixated across the conditions. Specifically, the (proportional) attraction effect of holds and speaker-fixated gestures was maintained on video. In other words, holds and speaker-fixated gestures were fixated significantly more often than gestures without these features in all conditions. Importantly, speaker-fixated gestures were clearly affected by the absence of a live interlocutor. The number of fixations on speaker-fixated gestures was significantly reduced in both video conditions (from 23% live to 8% in both video conditions). This is consistent with the view that the speaker's gaze is essentially a social cue to joint attention, and that it is more powerful in a fully social setting than on video. There was also an overall if nonsignificant decrease in fixation of holds across the conditions (from 33% live to 20%) on life-sized and 15% on small screen video). This decrease appears to be motivated by both social and size related factors, but these findings are more difficult to interpret. If holds attract fixations largely as a response to a sudden change in the visual field, then this reaction should be maintained even on video. These questions must be studied in more detail.
To summarise, in all conditions the face dominates as a fixation target and there is very little scanning behaviour of the rest of the scene. Gestures are only given a minimal amount of overt visual attention, and the same gestural features attract fixations across conditions. The social effects appear to be less powerfiil overall than size effects with the exception of the impact on speaker-fixation. The pattern outlined for the interactional situation is thus not exclusively socially conditioned. Gaze behaviour towards a human interlocutor on video is clearly more similar to behaviour towards an interlocutor live than to other types of video stimuli. This seems to reflect the particular status of the human face as an inherent focus of attention. This well-documented bias seems to have a biological basis in neural circuitry dedicated to face processing (for an overview, see Farah, 2000) , and is manifest very early in infants' preference for faces as targets of attention (Valenza et ah, 1996) .
Gestures, Fixations, and Information Uptake
Up until this point, gestures have mainly been considered as visuospatial phenomena. However, as shown in the introduction, gestures are also symbolic movements that carry meaning. The issue of whether addressees attend to and process gestural information is controversial in the field of gesture studies. Simplifying matters somewhat, it is sometimes argued that gestures have little real communicative value since addressees cannot reliably assign meaning to gestures in the absence of speech (e.g. Krauss et al, 1991; Krauss et aL, 1996) . However, there is a growing body of evidence showing that addressees do process gestural information (cf Kendon, 1994) . For instance, information expressed only in gestures re-surfaces in retellings, either as speech, as gesture, or both (Cassell et aL, 1999; McNeill et aL, 1994) . Questions about the size and relative position of objects are better answered when gestures are part of the description than when gestures are absent (Beattie & Shovelton, 1999a; 1999b) . Stroop-test designs also show cross-modal interference effects in the processing of gestural and spoken information Langton et aL, 1996) . When subjects are shown static pictures of a person pointing either up, down, left, or right. and hear or see an incongruent corresponding word, their responses to words are affected by gestures, and responses to gestures by words. These data suggest that gesture processing is automatic and occurs in parallel to processing of speech.
Given that addressees direct very little overt visual attention to gestures in interaction, gestures must generally be attended to covertly. However, in contrast to Sign Language, we cannot automatically assume that non-fixated gestures are nonetheless attended to peripherally in the sense that the information encoded is processed and integrated into a representation of meaning. In order to investigate the division of labour between foveal and peripheral processing of gestural information, we need to study the uptake of information and the allocation of visual attention simultaneously. The question then arises whether there is any evidence that fixations or overt visual attention lead to better uptake of gestural information. Put differently, are any of the gesture fixations that do occur driven by the need to extract information, as often assumed in the non-technical literature?
The relationship between attention in a broad sense, information processing, and fixations is not a trivial one in complex naturalistic settings. Recent studies on change blindness (see e.g. the section on this topic in Hyona, et aL, 2002) show that subjects occasionally fail to detect startling changes in a visual scene. Provided that their conscious attention is directed at a specific task, subjects fail to notice the switch of the main protagonist in a story or men in gorilla suits walking across the scene (e.g. Mack & Rock, 1998; Simons, 2000; Simons et al, 2002; Simons & Levin, 1998) . Complex scene perception is particularly challenging as the fixation marker is no straightforward indicator of what aspect of a scene is being attended to. As remarked by O'Regan et al.\ "what an observer 'sees' at any moment in a scene is not the location he or she is directly fixating with the eyes, but the aspect of the scene he or she is currently attending to, that is, presumably, what he or she is processing with a view to encoding for storage into memory." (O'Regan et ai, 2000: 209) . What aspects are relevant and what information is extracted (and retained) is still an empirical question (e.g. Aginsky & Tarr, 2000; Tatler, 2002) . Gullberg and Kita (forthcoming) investigated the relationship between addressees' information uptake from gestures and their fixations of gestures by exposing subjects to video clips of speakers retelling short stories and performing spontaneous gestures in face-to-face interaction in Dutch (Kita, 1996) . Each video clip contained one relevant gesture (the target gesture) that was embedded among other spontaneous gestures. The target gestures represented motion of a protagonist left or right. This information (left or right direction) was only present in the target gesture and not in concurrent speech. The information could not be inferred from surrounding gestures. Each target gesture also displayed one of the features assumed to attract fixations: articulation in peripheral gesture space, hold, and speaker-fixation (see p. 692). Subjects watched four video clips of four different speakers retelling stories and gesturing in sequence. The videos were projected life-sized against a wall. Subjects' eye movements were recorded with the SMI iView head-mounted eye-tracker as outlined above. After watching the four videos, subjects answered questions about the target events by drawing pictures of the protagonists of the story. The data were coded for fixation on target gesture and for matched reply. A target gesture was coded as fixated if the fixation marker was immobile on the gesture for a minimum of 120 ms. As explained above, fixations on gestures were spatially unambiguous. Either a gesture was clearly fixated, or the fixation marker stayed on the speaker's face. A drawing was coded as a matched reply if the direction in the drawing matched the direction of the gesture as seen on video from the addressee perspective (see Figures 32.4 and 32.5).^ Figure 32 .4: Example of a speaker performing a directional gesture that is also fixated by the addressee (= white circle). Figure 32 .5: Example of the addressee's drawing matching the direction of the target gesture in Figure 32 .4 as seen fi-om the addressee-perspective.
As seen in the second section, gestures with holds and speaker-fixated gestures attracted fixations in 12.5% of the cases, respectively. However, addressees picked up the gestural information reliably above chance only from speaker-fixated gestures (82.5%), i.e. when speakers themselves had first looked at the gestures. In other words, addressees fixated some gestures (with hold) whose information they did not process. Conversely, addressees processed information from many gestures that they did not fixate (speaker-fixated), provided that speakers themselves had first look at the gestures. There was no significant difference in uptake for fixated vs. non-fixated gestures, and no effect of fixation duration.
The lack of information uptake above chance from the hold fixations could simply be due to the fact that the directional information is not present once the gesture has stopped moving. In contrast, the reliable uptake effect fi-om speaker-fixated gestures even when these were not overtly fixated by the addressees is striking. This finding supports the claims that speakers' gaze shifts direct addressees' covert attention semiautomatically to the target of the gaze (cf Langton & Bruce, 1999; . It also confirms that peripheral vision is sufficient to process gestural information. It does not, however, tell us whether gestures are fixated for the purpose of information extraction. In fact, the observation that uptake is not determined by direct fixations rather seems to suggest that overt fixations on speaker-fixated gestures are essentially socially motivated. The overt following of a speaker's gaze shift to the target of that gaze may be determined by social norms for joint attention. This finding is not per se in contradiction with statements to the effect that foveating gives an advantage to information extraction (e.g. Tatler, 2002) . However, it does show that fine-grained information extraction is possible in complex situations even without direct fixation provided that covert attention has been directed to a specific target by speaker's gaze.
General Discussion and Conclusions
The studies reviewed in this chapter show that the human face overwhelmingly dominates as a target for overt visual attention in live interaction as well as on video. Gestures, in contrast, attract very few direct fixations both live and on video. They are fixated mainly if they momentarily cease to move as in gestural holds, or if speakers themselves have looked at them first. Holds are fixated quickly after their onset, suggesting a bottom-up response, whereas speaker-fixated gestures are fixated after a considerable delay, suggesting a top-down mechanism. Gestures thus appear to be fixated in their capacities as visuospatial entities, due to change in the visual field (holds), and possibly also for social reasons related to joint attention (speaker-fixated gestures). We know less about whether gestures are directly fixated for the purpose of extracting information. Most information processing appears to be covert or to be done in peripheral vision. At the very least, there is no simple relationship between fixations on a gesture and uptake of the gestural information in this complex setting.
Some of these results seem challenging in view of what is known about eye movements from studies in lab settings. However, they are not incompatible with recent findings fi*om studies of eye movements in "conditions of competitive, parallel processing" (Tatler, 2002) as present in the real world. A number of studies have investigated subjects' eye movements as they perform natural tasks such as driving, making tea or sandwiches (Hayhoe, 2000; Land & Hayhoe, 2001; Land et al, 1999; Shinoda et al, 2001 , Tatler, 2001 , copying blocks (Pelz et al, 2001) , or drawing portraits (Tchalenko, this volume). In these activities the eye is typically directed to different areas according to the requirements of the current task, and many of the studies are concerned with eyehand co-ordination. The results generally point in the direction of task and context sensitivity of fixation patterns. The studies reviewed above confirm the strong influence of the task, the activity type, and the context on gaze behaviour. They also highlight the contextual constraints on overt responses to attentional processes. Subjects do not automatically overtly respond to anything that catches their attention in interaction. Their responses are constrained by factors such as social norms for interaction, the status of the human face, and even kinaesthetic knowledge about body movements. Specifically, these factors interact in complex ways to influence behaviour. Finally, the results also suggest that the temporal resolution of overt behaviour is affected by the context. For instance, addressees' slow overt responses to speakers' gaze shifts are in stark contrast to the claims in the literature regarding the automatic effect on attention of such gaze shifts. Taken together, these issues form an important cluster to consider in discussions of the generalisability of findings from lab contexts to more complex, naturalistic settings.
Many issues need fiirther investigation. Most pressing is perhaps the need to take the dynamic aspects of gesture performance into account when considering what triggers addressees' fixations on gestures. Despite the interactional perspective, we have treated gestures as individual events, isolated from each other in time and space, that can be fixated or not. However, since gestures are de facto linked to each other in gesture units that unfold over time (Kendon, 1972) , a given gesture fixation is equally likely to be influenced by the number and the nature of preceding gestures as by the properties of any individual gesture. The influence of properties of speech should also be considered. For instance, noise in the speech signal or lowered comprehensibility of speech may also lead to increased attention to gestures. The assumption is that when the speech channel is compromised, addressees will rely more on gestures for decoding the message (Rime et al, 1988; Rogers, 1978) . Other potentially influential factors include deictic expressions directing attention explicitly to gestures (e.g. "it was this big"), as well as interruptions and dysfluencies (Seyfeddinipur & Kita, 2001) .
Many questions and unsolved puzzles thus remain. Hopefully the findings outlined here nonetheless show the importance of studying complex, dynamic and interactive contexts where inherent foci of interest (the human face), knowledge of the world (how bodies move), and social factors (principles of joint attention) conspire and influence behaviours at spatial and temporal levels alike. By considering such contexts, we hope to contribute to a multi-faceted picture of how visual attention works in the real world.
