In a recent paper (Vasil & Brummell 2008) , we found that the action of vertical (radial) shear on the vertical component of poloidal magnetic field could induce magnetic buoyancy instabilities that produced rising, undulating tubular magnetic structures as often envisaged arising from the solar tachocline, but only under extreme circumstances. Herein, we examine, in greater detail, the reasons underpinning the difficulties in obtaining magnetic buoyancy. Under a variety of assumptions about the maintenance of the shear, we herein discuss some analytic limits on the ability of the Ω-effect to produce toroidal magnetic field. Firstly, we consider the Ω-effect in a local time-dependent context, where an unmaintained shear is allowed to build a magnetic layer over time. In this case, we find amplitude estimates of the magnetic field made through such a process in terms of the shear-flow Richardson number. Secondly, we consider the Ω-effect in a local time-independent context, where the shear is forced, such that under certain circumstances it would be maintained. In this situation, we derive a variety of mathematical bounds on the toroidal magnetic energy that can be realized, and its gradients, in terms of the magnitude and the magnetic Prandtl number. This result implies that at low σ M , unreasonably strong shear flows must be forced to produce magnetic buoyancy, as was found in our earlier paper. Conversely, for high σ M , magnetic buoyancy can be realized for reasonable forcing, and this is confirmed with a new simulation. Our results imply that the maintenance of tachocline shear and the production of magnetic structures cannot be separated, and a comprehensive approach must likely be adopted.
1. Introduction
Motivation and Background
We seek to understand how observed solar differential rotation (Schou et al. 1998 ) acts on a background poloidal magnetic field to produce strong toroidal magnetic field. The current understanding of the observed global solar dynamo that underlies cyclic behavior of magnetic activity, requires such a process, traditionally called the Ω-effect (Parker 1993) . If strong toroidal field is produced in the solar interior, then it may be subject to magnetic buoyancy instabilities that produce rising magnetic structures eventually emerging at the solar surface as observed magnetic active regions. We have been investigating the complex nonlinear dynamics of this conceptually simple process for some time Cline et al. 2003a,b; Cattaneo et al. 2006; Vasil & Brummell 2008) . The aim of these simulations has been to produce buoyant magnetic structures spontaneously from the stretching action of localized velocity shear, rather than merely to assume the existence of presupposed magnetic structures. Some of these simulations have produced buoyantly rising structures with ease (e.g., Brummell et al. (2002) ) whereas other equally plausible configurations have proven surprisingly more difficult (Vasil & Brummell 2008) . The latter paper (Vasil & Brummell 2008) , hereinafter called Paper I, indicated that the Alfvénic dynamics of any field threading vertically (radially) through a forced shear flow could make a marked difference in ultimate behavior. Here, we explain some of the problems that arose in Paper I via simple analytical modeling.
In Paper I, in a local Cartesian context, we addressed the question of whether a forced magnetohydrodynamic simulation can or cannot produce buoyant magnetic structures through the traditionally understood Ω-effect. In particular, Paper I, examined the action of a profile of azimuthal velocity (c.f., differential rotation in the solar context) that possessed localized vertical (radial) shear on vertical magnetic field (the radial component of the poloidal field). Empirically, we found that although a horizontally-uniform azimuthal (toroidal) magnetic layer formed easily as expected, it required a surprisingly strongly-forced shear flow to produce the large amplitudes and gradients necessary for that magnetic layer to break up under a buoyancy instability. While we were successful in producing numerical examples of shear-induced magnetic buoyancy, these buoyant calculations required an exceptionally strong forcing, one that without magnetic field would be extremely hydrodynamically unstable. For weaker forcing, or many other simple modifications of our system, the typical result was simply a transient Alfvénic response, where the horizontal layer was disrupted by Alfvén waves prior to any action by magnetic buoyancy.
In Paper I, we argued that (roughly speaking) as a magnetic field reacts with a background pressure and density stratification, that magnetic pressure needs to become comparable to the gas pressure before a magnetic buoyancy instability can form. Also, so that Alfvénic transients are controlled, we need the magnetic energy to be no greater than the manufacturing shear flow kinetic energy. However, since we wish to consider a hydrodynamically stable and slow (compared to acoustic time scales) velocity profile, we also need the shear flow kinetic energy density to be much less than the gas pressure. Together, these requirements appear to enforce a paradoxical situation. In this paper, we carefully explore the assumptions that constitute this paradoxical situation. We outline specific dynamical assumptions relating to the potential shear production of toroidal magnetic field and analytically explore the consequences of these assumptions. Our main question of current interest is whether or not a laminar, hydrodynamically-stable, horizontally-homogenous and weakly-maintained shear flow can work locally to produce magnetic buoyancy.
In the intuitive understanding of the operation of the solar dynamo, it has been assumed implicitly (and probably reasonably) , that the shear in the tachocline will strongly affect any existing background poloidal magnetic field. However, the question of whether or not magnetic processes generated in the tachocline can, in turn, react back and strongly affect the dynamics of the tachocline shear is generally tacitly ignored. Paper I indicates empirically that the shear generation of a potentially-buoyant configuration of magnetic field also implies strong back reactions on the hydrodynamic shear flow. It has been argued that, since the tachocline is not a transient feature, there must exist some (albeit not well-understood) mechanism that maintains the tachocline against its evolution and disruption (e.g., Spiegel & Zahn (1992) ; Gough & McIntyre (1998) ; Brun & Zahn (2006) ; Gough (2007) ). In this paper, we therefore ask whether the shear-amplification of weak poloidal magnetic field to a level sufficient for magnetic buoyancy instabilities is one of the processes that the tachocline must be maintained against, or is the shear immune to the transient effects resulting from the the amplification of the large toroidal field in its midst? That is, do strong magnetic interactions occur only after magnetic buoyancy takes over the dynamics? This is essentially a question of time scales. When magnetic field is manufactured by the tachocline, if it quickly reaches a sufficient strength to depart the shearing region via magnetic buoyancy, then whatever interaction might exist between the tachocline and any coherent magnetic field in the amplification phase is quickly supplanted by the nonlinear three-dimensional process of magnetic buoyancy. The implicit assumption in this case is, therefore, that the dynamics of the tachocline are potentially complex and nonlinear only after the instigation of magnetic buoyancy and not before, and hence the amplification phase is irrelevant when considering the maintenance of the tachocline. Our nonlinear numerical calculations from Paper I indicate that these assumptions are not always true. In the configuration considered there, it was surprisingly difficult to produce magnetic buoyancy without first disrupting any manufacturing shear flow through Alfvénic interactions.
In this paper, we attempt to elucidate the problem described above analytically in a simple model. We examine the configuration of Paper I, where vertical shear acts on weak vertical background field to produce a horizontal magnetic layer. The primary justification for this configuration comes from the fact that for magnetic buoyancy, magnetic structures must possess sufficiently strong radial (or in the local approximation, vertical) gradients of magnetic energy. Since buoyancy is thought to act primarily locally, we focus on a local plane-parallel layer approximation. Unless radial magnetic fields are entirely missing from the tachocline, this configuration and its dynamics will be an issue. We carry out our present investigation in two stages, which can be compared indirectly to (1) the transient early stages of field buildup in the simulations of Paper I, and (2) the later stationary phase, should it exist. In the first case, back reaction of the magnetic field on the velocity certainly does not occur initially and may or may not occur later. In the second case, magnetic field has become significant, and any statistically-steady balance will almost certainly involve magnetic tension, if buoyancy is to play a role too.
Specifically, we make two general assumptions and explore the consequences of these assumptions. We, first assume that the process of tachocline maintenance is entirely independent of the other processes that we are considering. This means that, along with the initial field, we merely provide an initial shear flow and do nothing to try and maintain it. This case obviously evolves, involving the buildup of toroidal field in an Ω-effect stretching mechanism and its reaction on the shear flow. For this case, we derive a dynamical necessary condition on the shear flow time scales for magnetic buoyancy instabilities to manifest themselves. It turns out that this necessary condition is not very likely satisfied in the solar context. For our second case, we assume that perhaps some amount of tachocline maintenance is required to obtain magnetic buoyancy successfully from a shear-stretching process. In this situation, we examine a steady-state balance between a forcing designed to maintain a shear flow and other dynamical ingredients. We then derive a number of mathematical bounds on the possible amplitude of a magnetic field that can be made through such a process. A unifying feature of these bounds is that they all involve the magnetic Prandtl number, a parameter that is quite small in the solar context, and thus the magnetic field and the gradients required for buoyancy may be severely constrained in the solar interior.
Stability Guidelines
With regard to both of our explored assumptions, we investigate whether or not an idealized shear flow can produce magnetic structures with strong enough gradients to overcome a finitely-stable (not marginally-stable or unstable) atmosphere. This first requires defining our measure of stability and instability. Under certain particular conditions, it is known how strong vertical gradients of magnetic field must be in order to produce magnetic buoyancy (Acheson 1979) . For example, for an ideal plane-parallel atmosphere in magnetohydrostatic equilibrium, the well-known Newcomb condition describes the necessary and sufficient condition for a magnetic buoyancy instability (Newcomb 1961; Thomas & Nye 1975) . That is, for a system in magnetohydrostatic balance,
where z is in the downward direction, a buoyancy instability will exist if and only if
somewhere in the domain, where c 2 is the adiabatic sound speed. Using Equation (1), we can also rearrange Inequality (2) to obtain the equivalent condition,
where γ = c p /c v is the ratio of heat capacities. N is the Brunt-Väisälä frequency, defined by
where Θ is the potential temperature
and P ref is some constant reference pressure. The potential temperature, Θ, is the temperature that a parcel of fluid with temperature T and pressure P would have if it were transported adiabatically to a reference pressure, P ref .
For the current discussion, Inequality (3) is useful but not strictly applicable, since here we are considering situations that are more complex than an ideal atmosphere in magnetohydrostatic equilibrium. Given that we are considering how effectively differential rotation can or cannot produce buoyant magnetic structures, we must (at the very least) add the ingredients of shear flow and background magnetic field to the simple model of an ideal magnetohydrostatic equilibrium. We therefore consider the interaction of an initial shear flow and an initial magnetic field of the form
For an ideal atmosphere, the above constituents form a source term for a uniform horizontal magnetic field, generated through the simplified induction equation
If we are interested in the stability of a layer of horizontal field, B x , Equation (7) implies that we are considering a fundamentally time-dependent system. Consequently, the concept of instability is ill-defined since the background state is dynamic and not in equilibrium. Furthermore, even if there were no background magnetic field and some kind of equilibrium did exist, we would still have the presence of a shear flow to contend with. Tobias & Hughes (2004) considered the effects of a shear flow on the stability properties of a magnetohydrostatic equilibrium. Unfortunately, their analysis is restricted to cases that are not applicable to our current discussion. 1 In general, there are no results that address the stability of a general shear flow in an ideal compressible atmosphere, with or without magnetic field. In our later cases, where we consider steady balances of magnetic field and differential rotation, we do not have time-dependence to contend with. However, stability issues are still complex due the presence of background field and diffusion. In these cases, given a specific profile of shear flow, poloidal field, and other parameters, it is possible to perform a proper stability analysis.
Here, however, our main concern is whether or not magnetic buoyancy is likely given a wide class of shear flow and poloidal field profiles. Hence, our program for considering the stability of a given time-dependent or time-independent setup will be (i) to obtain a bound on the toroidal magnetic field, and then (ii) given this bound, investigate whether or not Inequality (3) even comes close to being satisfied. This program is based on a philosophy that
where a(z) is the local Alfvén speed, c(z) is the local sound speed, and U (z) − U is the local shear speed in a reference frame moving with any constant velocity, U . This requirement is violated in our context since we begin with a nonzero shear and allow a magnetic field to build.
for situations where Inequality (3) is not even remotely satisfied, then magnetic buoyancy will be extremely unlikely. We do concede that this philosophy is not perfect. For example, in some situations, the possibility of double-diffusive instabilities may lead to drastic reductions in field strengths required to obtain magnetic buoyancy [Acheson (1979) ; Hughes & Proctor (1988) ]. However, we trust that for many of the situations that we are interested in, these more complex types of instabilities are not relevant in that they operate on thermallydiffusive time scales. We endeavor to address the possibility of double-diffusive instabilities when the time scales are conducive to their existence.
Stability Bounds

Model 1: Dynamic Stability of a Growing Magnetic Layer
In this subsection, in an ideal environment, we analyze whether or not a layer of magnetic flux produced by a velocity shear that is not externally-forced can possibly become magnetically buoyant before it is disrupted by Alfvénic effects. That is, we attempt to estimate the dynamic stability of a growing horizontally-uniform layer of magnetic flux. We are interested in whether it is possible for a freely-streaming parallel shear flow to build a sufficiently strong layer of magnetic field without significantly disrupting the shear flow. This is the situation where we explore whether the amplification process can be sufficiently fast that significant back-reaction on the flow cannot occur, thus rendering the maintenance of the tachocline totally independent from the shear-amplification process. We model the time-dependent system one-dimensionally. If at any point magnetic buoyancy becomes likely, then this assumption is violated. However, if magnetic buoyancy never becomes likely, then the one-dimensional model remains valid and we are left to consider the ramifications.
Since the background state is time-dependent, there are no simple and directly applicable results that describe the degree of stability of our configuration. In such a situation, one generally considers that instability is a state where two and three-dimensional effects can grow and amplify faster than the evolution of the one-dimensional background state and thereby become dynamically important. The most thorough method for mapping out the stability boundary is simply to solve the full three-dimensional MHD equations for a range of parameters and analyze the results. This was our approach in Paper I, and we found that the stability boundary was surprisingly hard to surpass. Here, rather than find explicit sufficient conditions for magnetic buoyancy, we determine estimated necessary conditions. That is, we are searching for conditions that if not even remotely satisfied, then imply that magnetic buoyancy is similarly unlikely. However, if the derived estimated necessary conditions for buoyancy are satisfied, then magnetic buoyancy is still undetermined. In this case, we may have to return to numerical simulations for guidance.
Thermodynamic Adjustments
The stretching process can only adjust on Alfvénic time scales. If the Alfvén time scale is slow compared to the acoustic time scale then we can use the anelastic approximation (Gough 1969 ) for our analysis. This time-scale separation was true in Paper I where τ A /τ c ∼ 1%-2%. The equation for the initial background hydrostatic balance between the pressure, P 0 , and the density, ρ 0 , is therefore given by
We assume that we begin with an initially magnetic-free atmosphere that is in hydrostatic balance. Imposed upon this hydrostatic balance are the one-dimensional momentum and induction equations, for the horizontal shear and magnetic field (u, B x ), along with a uniform vertical background magnetic field, B 0 ,
where ρ 0 is the background stratified density profile. These equations take the form of an Alfvén-wave system with a non-constant density profile. The non-constancy of the density profile implies that Alfvén waves travel with a variable speed. Indirectly, the quantities that we are interested in regarding stability are the thermodynamic adjustments
Decomposing Equations (9) and (12) is done without loss of generality and is convenient so that we can separate the initially-stable background profile, (P 0 , ρ 0 ), from a potentiallyunstable perturbed profile,
Implicit in Equations (9) and (12) are an equation of state and a dynamic thermal adjustment equation. We assume that the equation of state is given by the ideal gas law,
Therefore, we can solve for the initial background stratification, P 0 (z), ρ 0 (z) if we possess an initial background thermal profile, T 0 (z). Regarding this background thermal stratification and its thermal adjustments, for our current purposes, we do not need to delve into the details of a thermodynamic heat equation. While we assume that the momentum and induction equations are ideal (no dissipation), such an assumption is not nearly as justified for the dynamics of heat transport. Producing a thermal equation would require specific knowledge of thermal boundary conditions and knowledge about thermal time scales. However, without any such knowledge we can simply consider the background profile, T 0 (z), as a given and, regarding adjustments, we can consider two general limits that allow us to find valid solutions to Equation (12), i.e., the isothermal limit and the adiabatic limit.
For the adiabatic limit, if the dynamics of Equations (10) and (11) are much faster than thermal adjustment time scales, then we can assume that the system does not have time to transport any heat and therefore
Equation (14) is equivalent to the local conservation of potential temperature, Θ(z, t) = Θ 0 (z), and hence the Brunt-Väisälä frequency takes its time-independent background value, N (z, t) = N 0 (z). Therefore, we can use Inequality (3) to obtain a necessary dynamic estimate for when magnetic buoyancy may be possible. That is, as magnetic field is generated by a shear-stretching process, and as the background density and pressure stratifications adjust adiabatically, we will not have buoyancy unless, to first order, the magnetic field gradients can be made a least as large as
where P 0 and N 0 are the pressure and the Brunt-Väisälä frequency of the initial background (non-magnetic) atmosphere, respectively. Alternatively, taking the isothermal limit where the dynamics of Equations (10) and (11) are much slower than thermal adjustment time scales, we can assume that any temperature perturbations can be removed rapidly and therefore
Equation (16) is equivalent to the conservation of temperature, T (z, t) = T 0 (z). If Alfvénic time scales are slow enough to allow temperature to adjust as a magnetic layer is being built, then we must also allow for the possibility that destabilizing perturbations can also have time to equilibrate thermally. In this situation, even though magnetic diffusion is negligible compared to induction effects, and therefore has been excluded from Equation (11), the ratio of the magnetic to thermal diffusion coefficients, ζ = η/κ (where η is the magnetic diffusivity and κ is the thermal diffusivity), can play a significant role in the potential instability of a magnetic layer on thermal time scales (see Acheson 1979) . Therefore, in the isothermal limit, Inequality (3) takes a modified form
In the solar tachocline, the molecular values of η and κ give ζ 1, and therefore this isothermal approximation of the system has the potential to be much less stable than the adiabatic approximation. Furthermore, for an isothermal process of magnetic stretching, the Brunt-Väisälä frequency evolves, with a variation in terms of N 2 0 for the initial non-magnetic atmosphere given as
When we substitute this adjusted buoyancy frequency into Inequality (17), we find that, as magnetic field is generated by a shear-stretching process and as the background density and pressure stratifications adjust isothermally, then we will not likely have buoyancy unless, to first order, the magnetic field gradients can be made at least roughly as large as
Alfvén-Wave Dynamics
With Equations (15) and (19) we now have simple tools for estimating the dynamic stability of a magnetic configuration. However, we now need to estimate, in terms of other better-understood quantities, what achievable magnetic field amplitude is realizable. The initial conditions for Equations (10) and (11) are given by B x = 0 and u = U 0 (z). In general, we choose the background shear U 0 (z) to mimic a tachocline-like jump in velocity. That is, the profile joins an upper layer of constant (in z) velocity with a lower layer of constant, but different, velocity across a localized jump containing strong vertical gradients of velocity (i.e., strong shear). The localized velocity shear initially at least will induce a localized layer of magnetic field via Equation 7, but we must address up to what point we expect U 0 (z) to induce a coherent layer of magnetic field before that field strongly reacts with the flow and the stretching process halts and wave propagation takes over. If we assume that density and B 0 are constant in Equations (10) and (11), we can easily analyze the behavior of magnetic field. While in general, we wish to consider situations where ρ 0 is not constant, a constant density stratification is a reasonable approximation if our shear region is not too large in comparison with a density scale height, as is the case for the thin tachocline. With regard to the constancy of B 0 , although the background poloidal field in the solar context changes over the time scale of a solar cycle, the emergence of magnetic active region happens on a much faster time scale. Thus the rate at which the tachocline shear produces toroidal field should be fast compared to the rate of change of the background poloidal field, and our assumption is valid. Hence, for the case of constant density, we have the exact solutions of Equations (10) and (11) 
where, v A = B 0 / √ ρ 0 µ 0 is the background Alfvén speed. Equations (20) and (21) show that the velocity shear and magnetic field profiles are represented by an upward and a downwardpropagating wavefront. The shear stretching process is nothing more than the duration of propagation where the two waves are located in similar regions and hence interfere.
We characterize our localized velocity shear in the profile U 0 (z) by a width ∆z and assume that the flow at the bottom of the shear layer is moving faster than at the top of the layer. Under this constraint, without significant loss of generality, we can take the shear to be anti-symmetric about the origin [i.e., U 0 (−z) = −U 0 (z)], and we can assume that the values for the flow speeds above and below the shear layer are ±∆U/2 respectively. Therefore, we have U 0 (±∆z/2) = ±∆U/2. Given the assumption of anti-symmetry, it is simple to show that B x , as given by Equation (21), possesses a local maximum at z = 0 and that B x = 0 sufficiently far away from the origin, i.e., B x = 0 for |z| ≥ |v A t + ∆z/2|. As a function of time, the value of B x at the origin is simply given from Equation (21) by
the superposition of the two vertically-propagating waves. These waves only superpose whilst both are in the shear region, and therefore Equation (22) implies that the local maximum for B x grows as a function of time only up until a time t A ∼ = ∆z/2v A , or roughly the time it takes an Alfvén wave to cross half of the shear region.
The time interval, t A , marks the transition between two distinct phases of evolution for the magnetic field, B x . Before t A , the magnetic field profile is reasonably well approximated by the linearly increasing profile
Furthermore for t < t A , the shear profile is reasonably non-disturbed from its initial profile and we have
For t > t A , the magnetic field remains displaced at its maximum value of B x ∼ = √ ρ 0 µ 0 ∆U/2, and the region where the field takes this maximum value begins to widen as one wavefront propagates upward and another wavefront propagates downward. Also, in this second phase, the shear profile becomes severely disrupted. The propagating Alfvén waves carry half of the shear upward and half downward and leaves the initial shear region absent of flow. We demonstrate such solutions clearly in the next section.
Returning to our earlier assumptions, for the situation with a variable density profile we can anticipate the general behavior of the stretching process and the subsequent wave propagation phase. If the background density does not change too dramatically in the initial shearing region, then the growth and amplification phase of the magnetic field is only slightly altered and the general conclusions from above still hold. The second phase might be somewhat different. After the growth phase, we still have one wavefront moving upward and another moving downward, but now the upward wave finds itself moving into a region with an increasing wave speed (decreasing density, ρ 0 ) and the downward wave finds itself moving into a region with a decreasing wave speed (increasing density, ρ 0 ). The changing wave speeds therefore cause the upward wave to accelerate and rarefy and the downward wave to slow and steepen. The fact that the background density profile tends to decrease the gradients of the upward-moving wavefront implies that the potential for magnetic buoyancy there is lessened as well. While the gradients of the downward-moving wavefront are increasing, in that situation we have a magnetic front lying above (and moving into) a non-magnetic region, which is the reverse of the configuration required for magnetic buoyancy.
Alfvén-Wave Dynamics: Numerical Solutions
To highlight the general one-dimensional behavior of the amplification and propagation process described in the previous section, we numerically solve Equations (10) and (11) and exhibit the results here. We choose a non-constant background polytropic density profile given by
where H gives a measure of the density scale height, m is the polytropic index, andρ is set such that ρ 0 dz = 1. We take the initial shear profile as
which represents the required tachocline-like jump of strength ∆U centered around z = z 0 , with the junction smoothed by the hyperbolic-tangent function. We choose z 0 = 0.65 in a computational domain spanning 0 ≤ z ≤ 1 and pick λ = 30. We set our time scale units such that ∆U = 1, and we set B 0 = 1. Spatial derivatives are computed simply using a fourth-order finite-difference scheme, and we time step with a fourth-order Runge-Kutta scheme.
Since the polytropic approximation in Equation 25 also implies a background temperature profile, T 0 = 1 + z/H, we can solve Equation (12) for the pressure perturbations, δP (z, t). However, since we are working under the anelastic approximation, if we want to compare δP to the background pressure profile, we must first scale it by the square of some undetermined Alfvén Mach number, Ma A = v A /c, which has been scaled out of the problem by the assumption of fast acoustic speeds. That is, since for an isothermal process Equation (12) is linear and decoupled from Equation (9), and since we scale the temperature to be of order unity, the ratio of the magnetic amplitude to acoustic amplitude has dropped out. If we want to compare the solutions of Equation (9) to the solutions of Equation (12), we must therefore re-scale by the dropped ratio, Ma A , which is much less than unity. Figure 1 shows the results of two calculations, one with H = 0.25 and m = 2.50 (strongly-stable stratification) and the other with H = 0.50 and m = 1.53 (weakly-stable stratification) and confirms our reasoning of the previous section in these variable density cases. Figure 1 is not meant to be a quantitative predictor of magnetic field amplitudes, but instead simply shows the general behavior of Alfvén waves in a background density stratification. The figure indeed shows that, for both the weakly-stable and strongly-stable density stratifications, a peak of magnetic field grows up until a certain time. Then the layer stops growing in the shear generating region and starts to spread upwards and downwards. In the initial phase, the magnetic layer does grow approximately with the self-similar form B x ∼ = tB 0 ∂ z U 0 (z) and this happens up until a time of approximately t A ∼ = ∆z/2v A . After this time, the shear flow becomes significantly disrupted.
The purpose of our discussion of one-dimensional Alfvén-wave dynamics is to show that the stretching by the initial shear flow profile produces a magnetic field layer that can only reach a finite maximum amplitude. The question remains as to whether this amplitude, and the gradients engendered, show potential for magnetic buoyancy. The optimum magnetic field profile is given after an evolution time of roughly one half of an Alfvénic transit time across the shear layer width by
Since the profile given by Equation (27) is maximal at the origin and is roughly zero at z ∼ = ±∆z/2, a reasonable estimate of the gradient of the magnetic pressure is
H ρ is the density scale height, and it arises in Equation (28) from an estimation of the contribution of the background density gradients. We could neglect ∆z/2H ρ in comparison to unity since this was one of our conditions for deriving Equation (27), but we shall retain this term for the purposes of completeness.
Richardson Number Criteria
We can now use Equations (15) and (19) together with Equation (28) to estimate necessary conditions for instability (or, equivalently, sufficient conditions for stability) from the features of the initial shear flow and the background stratification. If we substitute Equation (28) into the stability estimate for an adiabatic process [Equation (15)], after a small amount of rearranging we obtain the necessary estimate for instability
where H P is the pressure scale height and Ri is the local Richardson number (Drazin & Reid 2004) of the background flow prior to the inclusion of magnetic fields. The Richardson number measures the relative strength of stratification effects compared to mechanical effects and, in general, must be small (∼ 1/4) for (shear) instability and mixing to occur. 2 Equation (29) states that in order to obtain magnetic buoyancy from an adiabatic shear-amplification process, we must have the Richardson number of the initial shear flow roughly of the same order as the thickness of the shear layer in terms of the background scale height. For the tachocline, it is estimated that ∆z ≤ 0.1R , while H P ∼ = 0.12R and H ρ ∼ = 0.08R (Gough 2007) . However, it is also estimated that the local Richardson number of the tachocline is quite large, Ri ∼ = 10 3 −10 5 (Tobias 2004; Gough 2007) . The estimated balance Equation (29) is therefore likely strongly violated. Since in the solar case the other parameters are fixed, in order to satisfy this balance and possibly produce magnetic buoyancy, we would need the Richardson number to be significantly smaller. This would indicate that the solar tachocline shear flow would be much more unstable to Kelvin-Helmholtz instabilities. However, since Equation (29) is merely an estimate, we still do not know if we would obtain magnetic buoyancy even if the estimate were satisfied. In particular, from our experiences described in Paper I, we are aware that Equation (29) is unlikely sufficient for any typical situation. That is, in Paper I, we found many example computations where the Richardson number was smaller than unity, and the systems were apparently stable to magnetic buoyancy, providing only responses that are similar to the one-dimensional Alfvén waves in Figure 1 .
We can also substitute Equation (28) into the stability estimate from Equation (19) and obtain the necessary estimate for instability for an isothermal process
For the solar tachocline it is estimated that ζ ∼ = 3. × 10 −5 (Gough 2007 ) and therefore Equation (30) is a much less stringent condition than Equation (29). Equation (30) does, therefore, leave open the possibility of double-diffusive types of instabilities. However, double-diffusive instabilities did not manifest themselves in the numerical simulations of Paper 1, and so an understanding of the role of such instabilities in this complex system requires further work.
Model 2: Stability of A Weakly-Maintained Steady State
At this point we consider a forced alternative to the initial-value problem that we considered above as Model 1. In that previous model, we considered whether or not magnetic buoyancy could occur fast enough so that the question of the maintenance of the velocity shear is not at all an issue, at least not until more complicated physics takes over. Therefore, Model 1 considers the question of whether magnetic buoyancy can exist when there is no maintenance of the shear flow against the feedback of magnetic tension. In this case, we ultimately find that, for magnetic buoyancy instabilities to be even vaguely possible, we must start with a flow that is highly unstable to hydrodynamic shear instabilities.
Perhaps a small amount of shear maintenance can overcome these shortcomings, sustaining the erosion of the shear and allowing the magnetic field to amplify to sufficient strength for magnetic buoyancy instabilities to act. Let us consider a local model of a tachocline with some applied forcing that prevents the system from running down. We now necessarily consider a diffusive system with η and ν representing the magnetic diffusivity and viscosity, respectively (recall that Model 1 was non-diffusive). One can envisage η and ν as either microscopic values or turbulent values, but whichever view one takes, we assume that these coefficients are reasonably small, i.e., diffusive time scales are still generally slow on large spatial scales compared to inertial and Alfvénic time scales. If we do not assume this, then we violate the assumption of weak maintenance of the shear. We therefore consider the following steady one-dimensional MHD equations:
An applied stress, τ x,z = −ρ 0 ν∂ z U 0 , supports the shear flow against run-down. In this context, ρ 0 is merely a constant density scaling factor such as the average density. U 0 in this case is the "target" velocity that would exist in the absence of magnetic fields, although this is not the actual velocity that exists when magnetic fields are present. However, since we are considering weak maintenance of the shear, it is desirable to consider a target flow profile that is hydrodynamically intuitive and not unreasonably large.
Adjustment to Steady State
Equations (31) and (32) are steady balances that in reality must be obtained after some time-dependent process like that described earlier in Model 1, has run its course. This case is different from Model 1 in that we are weakly forcing the shear flow in an attempt to avoid the complete Alfvénic run-down of that case. We must first show that the steady state in the system of Model 2 is achievable. That is, we must show that the system will relax any initial transients to the final balance in Equations (31) and (32) on a dynamically reasonable time scale. In order to show this, we consider perturbations (δB x , δu) to the original steady solutions, (B x , u) , in the time-dependent system
We Fourier analyze Equations (33) and (34) and consider how perturbations of a particular scale decay away. We let (δB x , δu) = (δB x , δû) exp(pt + ikz), where p is the (potentially complex) decay rate and k is a given wavenumber. Substituting into Equations (33) and (34), yields the dispersion relation
where, as before, v A = B 0 / √ ρ 0 µ 0 is the background Alfvén speed. The first term on the right-hand side of Equation (35) is always negative and represents a diffusive decay rate. However, the second term on the right-hand side of Equation (35) is imaginary for |k| ≤ 2v A /|η − ν|, which, for small diffusivities, is a very high cutoff wavenumber (denoted by, say, k c ). Above k c , we have a large diffusive decay rate (faster than 2v 2 A / max(η, ν)) and hence perturbations vanish very rapidly at these scales. However, below this cutoff scale, we have wave propagation from the second term on the right-hand side of Equation (35), damped by the first term. The frequency for this propagation is given by ω = ±k v 2 A − k 2 (η − ν) 2 /4, with corresponding group velocity, the speed at which energy is removed, given by
The system could still use Alfvén waves to remove the perturbations if the group velocity of propagation is sufficiently rapid. The group velocity vanishes for |k| = √ 2v A /|η − ν| (which is less than k c , actually k c / √ 2) but the scales of this order are already heavily damped (with a decay rate of roughly p ∼ −v 2 A /η). That is, while there are modes that have a slow propagation velocity, these modes must necessarily decay quickly. For the modes that do not decay quickly, i.e., small k, then c g ∼ v A and these modes possess the reasonably quick Alfvén speed as their group velocity, and are therefore able to remove energy from the perturbations in a similar manner to the mechanism described in § 2.1. However, unlike in § 2.1, after Alfvénic processes have removed a large part of some initial configuration, we are now left with a remaining state given by Equations (31) and (32). It therefore appears that the time-dependent system is able to remove perturbations on reasonable time scales and hence Equations (31) and (32) are achievable dynamically.
Steady Amplitude Bounds
It remains to be seen if the weakly-maintained system is prone to magnetic buoyancy. We therefore proceed to analyze Equations (31) and (32) in a layer z 1 ≤ z ≤ z 2 . We assume boundary conditions B x (z 1 ) = B x (z 2 ) = ∂ z u(z 1 ) = ∂ z u(z 2 ) = 0, corresponding to a localization of the horizontal magnetic field inside the layer and stress-free boundaries for the velocity. These velocity boundary conditions are not too restrictive since we have not specified the form of the target velocity, U 0 , and therefore other aspects of the boundary conditions could be combined into the definition of U 0 without loss of generality. We do, however, have in mind that that U 0 will take the form of a monotonic tachocline-like junction, such as, for example, the hyperbolic-tangent profile in § 2.1. From this point forward it is convenient to choose units such that ρ 0 µ 0 = 1, so that magnetic field is measured in Alfvén units. Then, using the boundary conditions mentioned, we can integrate and combine Equations (31) and (32) to produce
where the integration constant from Equation 37 can be set to zero by Galilean transformation.
Again, we wish to determine a global bound on the possible magnitude of B x in terms of the various parameters and the target shear profile. If we multiply Equation (38) by B x and integrate over z 1 ≤ z ≤ z 2 we obtain
where, ||X|| L 2 denotes the standard L 2 -norm of X and X, Y is the standard L 2 inner product of X and Y . The second term on the left-hand side of Equation (39) is derived by integration by parts using the boundary conditions on B x .
We define the parameter λ = B 0 / √ νη. This is related to the Chandrasekhar number, Q, of the domain via Q = (∆zλ) 2 . In magnetoconvection systems, the Chandrasekhar number measures the strength of Lorentz effects compared to diffusive processes. We further denote the magnetic Prandtl number, which measures the ratio of viscous to magnetic diffusion, by σ M = ν/η. Equation (39) can now be rewritten as
We define the standard
From Equation (40) and Inequality (A6) (provided and proved in Appendix A), we can produce the preliminary estimate
Inequality (41) is not yet useful since it contains B x on both sides of the estimate. However, we can use the Hölder inequality on the right-hand-side to obtain
where
is the net velocity difference across the target shear layer. If U 0 (z) is a monotonic function (as we expect for tachocline-like situations) then ∆U gives the actual total velocity difference across the target shear layer. If U 0 (z) is not a monotonic function, then ∆U gives the sum of all the magnitudes of velocity differences across all of the monotonic sub-regions of the target shear.
If ||B x || L ∞ = 0, then Inequality (42) is trivially satisfied. Therefore, we can assume that ||B x || L ∞ > 0 and divide it out from both sides of Inequality (42). After rearranging and adding dimensional units back in for clarity, we have the global bound for the magnetic field
Equation (44) implies that the pointwise magnetic energy is everywhere bounded by the product of one quarter of the magnetic Prandtl number and a measure of the kinetic energy in the forcing's target velocity flow profile.
It is interesting to note that the strength of the background vertical magnetic field, B 0 , does not appear in the Inequality (44), and therefore it is natural to wonder what role B 0 plays in this system. The background field basically influences the solution in two ways. Firstly, whilst it does not affect the maximum achievable magnitude of the horizontal magnetic field, B 0 does set the time taken for the equilibrium to be achieved, since Alfvén wave radiation along the vertical field is the primary mechanism of relaxation. Secondly, the size of the background field also controls how localized the magnetic field can be (down to a lower bound of the width of the shear jump) through the parameter λ. This simply demonstrated in the case where (z 1 , z 2 ) = (−∞, ∞), and the jump in the target shear profile is infinitely thin and located at z = 0, i.e., ∂ z U 0 (z) = ∆U δ(z) (where δ(z) is a Dirac-δ distribution, and ∆U now directly defines the total velocity difference across the jump). In this case, we can solve Equation (38) finding
The localization owing to λ (and therefore B 0 ) is clear, and furthermore, this reveals that Inequality (44) is sharp, in the sense that we can achieve equality for some particular target shear profile.
In the solar context, Inequality (44) may present a problem. For the solar tachocline, the magnetic Prandtl number is estimated to be roughly σ M ∼ 6 × 10 −2 , making Inequality (44) very restrictive unless ∆U is very large. This is exactly what we learned from Paper I. There, we found that we had to force the system extremely hard before magnetic buoyancy resulted, where "extremely hard" means that the target velocity difference imposed had to be huge (M a ∼ 15). Of course, in the full nonlinear system simulated, the target velocity is never realized, and the actual velocity profile resultant in the calculation is not unreasonably large.
In this simple model however, we have assumed from the outset that the forcing required to achieve a steady balance and maintain our tachocline is weak, and so merely increasing ∆U to huge proportions to overcome the deficit in σ M is precluded here.
Inequality (44) is not the only bound that we can place on the magnetic field. We can re-work the information from Equation (40) in two ways, estimating the right-hand-side by either the L 2 Hölder inequality
or by integrating by parts
Using Inequality (46), Equation (40) gives
where the left-hand-side inequality follows directly from the Arithmetic-Geometric Mean Inequality and therefore, canceling ||B x || L 2 from both sides, we have
Alternatively, using Inequality (47), Equation (40) produces
and therefore, canceling ||∂ z B x || L 2 from both sides, we have
It appears that, regardless of which bound we prefer (Inequality (44), (49), or (51)), the magnetic Prandtl number will play a crucial limiting role for equilibrium solutions. When we re-estimate the necessary stability condition as before, we find that, in order to obtain magnetic buoyancy from a weakly-forced shear layer, we must always have roughly
again estimating the Richardson number using the target shear profile. If the magnetic Prandtl number is large, the possibility of inducing magnetic buoyancy with only a moderate target velocity profile does exist. However, for a small magnetic Prandtl number, as might be expected in the solar case, the constraint here in this steady case is even worse than that for the initial value formulation discussed in the previous section (Model 1).
Large Magnetic Prandtl Number Numerical Example
We re-examine and extend our prior results from Paper I in order to verify these concepts. Paper I revealed that is it is quite difficult to obtain magnetic buoyancy from a shear-generated magnetic layer at the parameters we chose. It is now clear that this is a result of two choices we made. Firstly, we made the seemingly-reasonable assumption that we should use a hydrodynamically-stable shear flow (i.e., a flow characterized by a large Richardson number). Secondly, due to our interest in the solar context, we chose to use a small magnetic Prandtl number (σ M = 0.625). The bounds that we have constructed above (Inequality (44)) indicate that these choices make it difficult to realize a magnetic buoyancy instability unless we force the system with a very large jump in the target velocity. This tactic (setting ∆U ∼ 15, in the units of Paper I) did in fact produce a successful magnetic buoyancy simulation in Paper I. To test the limitations of Inequality (44), we can run a calculation with a larger magnetic Prandtl number to see if a more modest target shear profile will suffice to produce magnetic buoyancy.
We therefore repeat the type of simulation performed in Paper I but this time with magnetic Prandtl number of σ M = 4000 and a forcing designed to create a target velocity profile with a modest jump of ∆U = 1.2. The set up and methods used are identical to Paper I, and the details can be found therein. For other parameters, we use a thermal Prandtl number of σ = 0.4, the thermal dissipation parameter is set to C K = 0.02, the Chandrasekhar number Q = 10,000 (implying that α = 1.6 × 10 −4 ), the shear layer lies between 0.79 ≤ z ≤ 0.81 (so that ∆z = 0.02), and the domain aspect ratios are L x = L y = 2. Using the strength of the background target shear, these values imply a large magnetic Reynolds number of Re M ∼ = 12,000. If we gauge the Reynolds number based on the size of the domain, rather than the thickness of the shear layer, we have Re M ∼ = 1.2 × 10 6 , and a kinetic Reynolds number of the box of Re ∼ = 300. Due to these large values, we must use a large numerical resolution of 512 × 512 × 636. Unfortunately, this costly resolution means that the computation was only run for a relatively short amount of time.
This simulation does display the laminar formation of a strong sheet of magnetic field from the relatively modest forced shear flow and the breakup of this magnetic sheet under the action of a magnetic buoyancy instability. Figure ( 2) shows a three-dimensional volume rendering of the rise of strong magnetic structures under the action of buoyancy. Clearly, this simulation succeeds in producing producing magnetic buoyancy. Furthermore, in the current calculation, the magnetic field has an approximate amplitude of B x ∼ = 100, implying that the magnetic pressure is as high as roughly 30% of the gas pressure. This is approximately double the maximum magnetic pressure of the small magnetic Prandtl number calculations from Paper I. While the dynamics of the current calculation are qualitatively similar to that from Paper I, there are also a number of intriguing differences. For example, the horizontal scales of the features seen in Figure ( 2) are substantially larger than for the buoyant structures in the low magnetic Prandtl number calculations. In the present computation, we see that roughly three large structures fit inside the domain with a latitudinal dimension of L y = 2, whereas, in the low magnetic Prandtl number calculations, we had roughly eight rising magnetic plumes fit into the dimension of L y = 0.5. Furthermore, not only are the rising features in Figure ( 2) larger, they are also generally farther apart and do not mutually interact as much as before. Therefore, it appears that the size of the magnetic Prandtl number could significantly affect how well rising magnetic structures are able to remain coherent and provide vertical flux transport. However, after the breakup of the layer, unsurprisingly given the large Reynolds numbers, strong small-scale instabilities are generated eventually. Unfortunately, due to the numerical constraints, we have not tracked this system as it transitions into a state of strong MHD turbulence at this time. Nevertheless, we have clearly demonstrated that a system with a large magnetic Prandtl number can produce magnetic buoyancy instabilities from a modestly-forced flow.
Discussion and Conclusions
In this paper, we discuss the potential shear generation of a magnetically-buoyant layer of toroidal field, with the intent to elucidate the dynamics of the solar tachocline. That is, we discuss the possibility that an idealization of the shear flow found in the solar tachocline can stretch a weak poloidal magnetic field into a horizontal sheet of toroidal magnetic field that is sufficiently strong so that the resulting configuration can break up and rise because of magnetic buoyancy in a finitely-stable background gravitational stratification. Specifically, in the simplifications of the full nonlinear problem studied here, we question whether the simple notion of the Ω-effect often used in intuitive explanations of the operation of the solar magnetic activity cycle can indeed operate. The simple notion is that a velocity shear, such as that observed in the tachocline, can simply stretch magnetic field transverse to the velocity direction into strong aligned magnetic field. In general, when discussing this notion, the origin of the shear is ignored, and is taken as related to other processes, such as Reynolds stresses generated in the convection zone. We question whether this separation of the shear origin and maintenance and the toroidal field generation is appropriate. We argue that the feedback of magnetic tension on the driving shear in the stretching process (a dynamic mechanism often ignored in the simple Ω-effect concept), may imply that we must consider the maintenance of the shear simultaneously with the production of the magnetic field. In the simplified models presented above, we therefore considered whether the shear flow maintenance could be either entirely, or almost entirely, ignored. Above, we allowed feedback on the shear flow itself, but not on the maintaining process. Given that the origin of the solar tachocline is an extremely challenging problem , it would be convenient if this could be ignored when considering the shear generation of magneticallybuoyancy structures. However, given our results, it appears that this is unlikely to be the case. When the two problems are decoupled or only loosely-coupled, we find that the possibility for magnetic buoyancy is severely constrained. The two problems are, therefore, likely inextricably intertwined.
In more detail, our main results are as follows. Alfvénic processes and Alfvén waves are likely very important in tachocline dynamics. We concluded this by first examining a shear flow that is not maintained by any mechanism on times scales that are relevant to a potential shear stretching process. With this unforced freely-running shear flow, we find that, in the presence of a weak vertical magnetic field, the shear flow likely becomes significantly disrupted by Alfvénic effects prior to the formation of magnetic buoyancy. We find that this disruption occurs unless the initial background shear flow possesses a Richardson number that is significantly smaller than we expect for the tachocline. The small Richardson number required for the appearance of magnetic buoyancy instabilities would imply a much less hydrodynamically-stable tachocline flow than is observed.
There are loopholes that could circumvent such a restrictive Richardson number constraint. For example, Equation (30) does not disallow double-diffusion instabilities, although our previous numerical experiments did not reveal any evidence of such. Alternatively, one could argue plausibly that the tachocline is in fact hydrodynamically unstable (small Richardson number) but has organized itself in such a way that the large-scale observed shear profile appears stable (large Richardson number) but actually exists on top of a great deal of shear turbulence (see e.g., Spiegel & Zahn (1992) ). However, such a scenario invalidates our original assumption of separable shear-maintenance and magnetic-stretching processes since the observed shear is not the driving force and the actual underlying driving turbulence will interact with the stretching process. While this may in fact be the situation in the solar tachocline, it leads us back to the conclusion that the problem of magnetic buoyancy must be intimately linked with the overall tachocline dynamics. One could also argue that the Richardson number must vanish as we approach the convection zone boundary since the background stratification is becoming unstable (or adiabatic). However, this may not necessarily be the case if the tachocline shear also vanishes sufficiently rapidly near the convection zone boundary. Again, since the base of the convection zone and the structure of the tachocline seem inextricably linked, it is hard to envision how to separate these issues.
Our second approach optimistically assumed that, whilst the shear-maintenance process may not be entirely decoupled from the Ω-effect, it may be only a weak component of the problem. We therefore parameterized this component as a weak laminar forcing that attempts to maintain the shear flow somewhat against disruptive effects. When we do this, we find that the magnetic Prandtl number, σ M , becomes an important scaling quantity for the potential maximum magnetic amplitude achievable through such a scheme. This leads to a similar criterion as before for the onset of magnetic buoyancy, except that now the Richardson number is divided by σ M . If the magnetic Prandtl number is small, as is expected in the solar tachocline (whether or not one uses turbulent or microscopic estimates for the diffusivities), this makes the condition for magnetic buoyancy even more restrictive, requiring an even more hydrodynamically-unstable (low Richardson number) target shear flow than our first model. The converse is also true: a large σ M enables magnetic buoyancy for a weaker shear flow forcing. The former fact was demonstrated in Paper I where an extremely large target shear flow jump (∆U ∼ 15; hydrodynamically very unstable) was found to be necessary to produce magnetic buoyancy. This latter fact is demonstrated in the present paper via a new numerical computation with very large magnetic Prandtl number (σ M = 4000) that produced magnetic buoyancy instabilities for a modestly-driven shear flow jump (∆U ∼ 1.2). Furthermore, not only was this system able to manufacture a strong toroidal magnetic field more easily, but the buoyant magnetic structures resulting from that layer were also quite coherent and non-interacting compared to their low magnetic Prandtl number counterparts from Paper I. Interestingly, a large turbulent magnetic Prandtl number is a primary ingredient in recent flux-transport dynamo models that attempt to describe many interacting ingredients (Gilman & Rempel 2005; Rempel 2006 ). While a large magnetic Prandtl number may seem like a minor feature in a model with many interacting parts, we believe that our current results suggest that magnetic processes are significantly less robust in a small magnetic Prandtl number regime, and therefore previous numericallyderived magnetic amplitude bounds should be reconsidered given a potential dependence on magnetic Prandtl number.
From the bounds constructed here, and as confirmed by our previous work in Paper I, we can see that the only way to obtain magnetic buoyancy in the more realistic small magnetic Prandtl number regime is to force the system with a large applied stress. This naturally invalidates our initial assumption of weak tachocline maintenance invoked in this paper. Therefore, it seems that we cannot simply assume that the velocity shear does not react strongly to magnetic tension and that magnetic buoyancy will occur quickly before magnetic tension causes any difficulties. Rather, it appears that we must take into account how tachocline shear is maintained in conjunction with magnetic processes. Unfortunately, this implies we should consider some complex and poorly-understood processes regarding the existence of the tachocline if we are to utilize this model of the Ω-effect.
How could we avoid these problems? One could argue for a tachocline that is mainly free of poloidal magnetic field so that the issues raised in this paper and Paper I for this type of Ω-effect (the action of vertical shear on vertical field) are circumvented. This situation is indeed desirable for the large-scale structure of the solar interior on long time scales (see Garaud (2007) for an excellent review of subtleties associated with radial magnetic field in the tachocline). It is also intriguingly supportive of this notion that helioseismic measurements do not see any significant response in the tachocline differential rotation profile on solar-cycle-like time scales (Vorontsov et al. 2002) . However, any coherent velocity response that might be observed could be quenched by strong turbulent velocity and/or magnetic fluctuations even while a strong and coherent magnetic field is being manufactured and evolved. This certainly occurred in Paper I for our nonlinear calculation started from a highly-turbulent state. This has also been discussed in other contexts as the "Alfvénization" of MHD turbulence where the near balance of Reynolds and Maxwell stresses significantly reduces the large-scale momentum transport Tobias et al. 2007 ).
We ultimately conclude that, if large-scale magnetic buoyancy is to manifest itself through interactions between a background poloidal field and a depth-dependent velocity profile, then the processes maintaining the tachocline must be able to replenish the shear on sufficiently fast time scales through mechanisms that are poorly understood or unknown. It appears that in order to circumvent large magnetic torques we confront either concluding that radial magnetic fields are absent from the tachocline, or we must better understand how tachocline maintenance is able to disrupt large tension-driven Alfvénic effects through nonlinear interactions. It seems that the only way to really understand processes such as the Ω-effect and magnetic buoyancy is to take a comprehensive approach to tachocline dynamics. Although this is a major challenge, it seems that we probably cannot reasonably disentangle fast dynamic elements in the tachocline from the long-time-scale overall structure. Specifically, this implies that we must study the interactions of whatever agent makes the shear along with whatever process makes the magnetic field and transports it. While this is not a new idea, our work here has only lent further credence to the idea of a comprehensive approach. Fig. 1 .-Time evolution of 1-D Alfvén waves in a gravitational stratification. From left to right, the evolution of: ρ 0 (z), the background density, B x (t, z), the horizontal magnetic field, u(t, z), the flow velocity, δP (t, z), the pressure perturbation. Top panels: weakly stable stratification, m = 1.53, θ = 2.0. Bottom panels: strongly stable stratification, m = 2.50, θ = 4.0. Each line shows a snapshot in the time evolution. Note how the lines spread out for the up-going waves and pile up for the down-going waves. This is a result of the depth dependent local wave speed v A ∼ B 0 / ρ 0 (z), where B 0 is the value of the constant vertical magnetic field that carries the Alfvén waves. All magnitudes on the dynamic quantities are measured in Alfvén units. Therefore, in thermal units δP ∼ O(Ma −1 ) where Ma 1 is the Mach number. 
