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Abst rac t - -The  computation of the Hadamard finite-part integral is considered as an ill-posed 
problem and treated by a product integration technique. It is shown that, with an appropriate choice 
of the mesh width, the method is a regularizing algorithm in the sense of Tikhonov, and an order of 
convergence is derived. 
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1. INTRODUCTION 
Recently, Ramm and van der Sluis [1] considered the computation of the Hadamard finite part 
(HFP, for brevity) integral from the viewpoint of ill-posed problems. They point out that HFP 
integrals, when treated with standard quadrature rules, lead to uncontrolled instability with 
respect o data errors--thanks to the singular nature of the integrand. Ramm and van der Sluis 
show that standard quadrature methods, applied to a slightly smaller interval [a, b] (a > 0) which 
cuts out the singularity at zero, lead to regularizing algorithms in the sense of Tikhonov [2] 
if the parameter a, as well as a discretization parameter h, associated with finite difference 
approximations to certain derivatives are appropriately related to the error level in the data. 
Moreover, they provide an order of convergence with respect o the data error level for a general 
class of standard quadrature rules. 
Our aim in this note is to suggest another egularized approximation procedure for the HFP 
integral that is based on product integration. That is, rather than excising the singularity, we 
integrate it out after approximating the integrand by standard basis functions. The method we 
develop is based on linear spline basis functions, and the order of convergence r sult we ultimately 
obtain is, in contrast o the result in [1], independent of the exponent appearing in the definition 
of the HFP integral. The theoretical convergence rates are validated in numerical simulations on 
a test problem. 
2. DEF IN IT IONS AND BACKGROUND 
Suppose # > 1 and k is an integer with k > # - 1. The HFP integral with exponent # is 
defined for f E ck[o, 1] by 
f01 := I~(f) + D~(f) 
f(x) HU(f) := xu dx (2.1) 
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where 
and 
1 
I~(:) := f0 f(x) x~;- fk(X) dx, 
k f(i)(0 ) 
Dtk(f) := ~ i!(--it 4- i + 1)' 
i=0 
(2.2) 
(2.3) 
k 
A(x) :: ~ f(~)(°)x~ (2.4) 
i! i=0 
(definitions on more general intervals may be brought into this form by suitable transformations). 
Note that HU(f) is independent of the particular integer k > # - 1 chosen. The HFP integral 
was defined by Hadamard [3] (in a different, but equivalent, context) in order to give a meaning 
to certain nonconvergent singular integrals of the form 
fo .f(x) dx. Xt L 
It derives its name from the fact that it accounts for only the finite terms in the formal integration 
~0 f(i)(0) X -"+/+1 i fk(x! dx--  i! 
xU -p+i+l  i=0 
used in the following formal decomposition related to the calculation of the singular integral 
1 f(x) fk(x) dx 4- 1 f (x )  dx = --- dx. 
x ~ x I~ 
HFP integrals have found applications in partial differential equations [3], elasticity [4], fracture 
mechanics [5] and the theory of distributions [6]. A number of authors have investigated stan- 
dard quadrature rules without paying particular attention to unstable propagation of data errors 
(e.g., [7,8]) and recently Elliot [9] has provided an asymptotic analysis of two quadrature rules, 
including a stability analysis. Our approach stems from the work of Ramm and van der Sluis in 
which stability is the major issue. 
We aim to give a stability estimate for a simple product integration method for HFP integrals. 
The method is based on a linear spline approximation to an associated function and does not 
involve cutting out the singularity from from the interval of integration. As in [1], we assume 
that f E C K+I[O, 1], for some K _> k. We will use the notation 
]k(x) f(x) - fk(X) (2.5) 
"--  xk  
Then, j~ • C"-k+l[O, 11 and •(0) = O. Also, 
I~(:) = f(x) - :k(x) x~; dx = x"]k(x) dx, (2.6) 
where u = k - it > -1. 
The integral I~(f)  will be approximated in the following way: let n be a positive integer and 
set h = 1/n and xj = jh, j = O, 1, . . . ,  n. Let {gj(x)}~= 0 be the piecewise linear basis of "tent" 
functions on the mesh (xj }in__0, that is, 
1, i= j ,  
e~ (xd = 
O, iC j ,  
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and ej is linear on each interval [xi,xi+l], i = 0,.. .  ,n - 1. Finally, let Sh be the spline interpo- 
lation operator for the basis {ij}jn__ 0, then (since ]k(0) = 0) 
s~£ = Z h(xj)ej. 
j= l  
Motivated by (2.6), we will use the approximation 
1 
IX(f)  ~ I~'h(f) : = fo xV(Sh]k)(x) dx 
= ~ h(x j )a J  , 
j=l 
where 
f0 
1 
aj := x~'~j(x) dx. 
Note that the aj may be calculated explicitly: 
aj = (u + 1)(ul + 2)hU+l [(j _ 1)v+ 2 _ 2j~,+2 + (j + 1)u+2] 
1 2) h~'+l 1)v+2 n~'+2] a,~ = (u + 1)(u + [(n - - 
(2.7) 
j = 1, . . . ,  n - 1, 
(clearly the aj depend on h, and hence n, but for cleaner notation, we do not make this dependence 
notationally explicit). The approximation of (2.1) will be completed by approximating (2.3) with 
difference quotients involving the mesh parameter h, as detailed below. 
3. CONVERGENCE RESULTS 
We begin with some simple lemmas. 
n LEMMA 3.1. For each j = 1, . . .  ,n, aj >_ 0 and ~j=l  aj is bounded independently of n. 
PROOF. The nonnegativity of the aj iS immediate from the definition. Also, 
io'  ] aj = x" x" dz j= l  j= l  
/o I 1/o  = z~dx + -~ z"(h - z) dx 
( 1 2hu+l )I 1+ O(1). 
u+l  u-t- 
LEMMA 3.2. IX( f )  , - -  I~h( f  ) = O(h#), where/3 -- 1 + min(1,K - k). 
# PROOF. By definition of I~ and Ik,h, 
I~ (f) , fyO 1 
1 £ 
- Sh  ]k  • 
< 
- -  u + l  
If K = k, then f7 = 1 and ]k E C1[0, 1]. Therefore, by well-known linear spline theory (e.g., [10]), 
fk - Sh]k  ~ = O(h) .  
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While if K > k, then j3 = 2 and again from spline theory 
In either case, we have 
]k -  Sh]k oo=O(h2). 
I~( f )  -- I~ ,h ( f )  -.~ o (h l - t 'm in( l 'K -k ) )  . 
We now set up some finite difference operators to approximate the operator D~ appearing 
in the definition of the HFP integral (2.1). We assume that the function f is defined on an 
interval [c, d] containing 0 in its interior. For each i, we will approximate f(i)(0) by a difference 
quotient of the form 
Dh,if := E aij ~h  -~-fJ(Yij), i = 1,.. . ,  k, (3.1) 
jEJ1 
where weights and nodes are chosen so that Dh,J in (3.1) is an approximation to f(~)(0) (i > 1), 
which is exact for polynomials of degree _< K. For example, if k = 1 and K = 2, we could use 
(for h sufficiently small) 
f(h) - f ( -h)  (3.2) 
Dh,lf -- 2h 
Here, we assume that f is defined in a neighborhood of0, say f E Cg+l[a, 1], where a < 0. Since 
Dh,~p=p(i)(O), 
for polynomials p of degree <_ K, we find from the K th degree Taylor polynomial approximation 
to f that 
Dh,~f = f(i)(0) + E aij -- [1  -~  Jo (hy~j - t)K f(K+l)(t)dt 
jeJ, (3.3) 
=f( i ) (O)+O(hg+l- i ) ,  i = 1, . . . ,k .  
The essence of the instability problem in computing the HFP integral (2.1) lies in the singu- 
larity in the kernel of the functional I~' in (2.2) and the well-known instability of approximate 
differentiation which figures in the computation of the functional D~ in (2.3) (see [1] for further 
discussion of the ill-posed nature of the problem of computing the Hadamard finite part integral). 
We show below that the product integral approximation (2.7) effectively stabilizes the computa- 
tion of I~(f), and a careful balancing of the discretization parameter with the data error level 
stabilizes the computation of D~(f). 
Suppose that f f  is an e-approximation to f ,  that is, f f  is bounded and 
where e > 0 is a known error-level. We view ff as a working approximation to f ,  and we seek 
to approximate HU(f) using the data ft.  To do so, we shall approximate fk of (2.4) and ]k of 
(2.5) by 
k Dh, j  ~ x ~ (3.4) 
S Ax) := i! 
i=O 
and 
if(x) --f~,h(X) (3.5) 
xk  ' 
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respectively. Furthermore, we approximate the functional I~(f) of (2.6) and O k (f) of (2.3) by 
t'°) :=  Z (3.6) 
j= l  
and 
k 
" ~ Dh'if~ (3.7) 
Dk,h(f ) := E i!(--# + i  + 1)' 
i=O 
respectively, (Dh,of = f(0), by convention). Finally, using the available perturbed ata f~, we 
approximate the HFP integral of f by 
H"(f) ..~ I~,h(f ~) + D~.,h(ff ). 
Our main result shows that an appropriate choice of the discretization parameter h leads to a 
regularizing method for the ill-posed problem of computing the HFP integral and an order of 
convergence with respect o data error level is given. 
THEOREM 3.1. 
then 
Suppose f E cK+I[a, 1] forsomea < OandK > k > #-1  > O. I fh = C£ 1/(K+I), 
HU(f) - IUk,h,: f~a, -- D~,h(f ~) = O((Y), 
where "y = min(K + 1 - k, 2) / (K + 1). 
PROOF. First note that, if h = Ce 1/(K+I), then by (3.3) and (3.1), 
f(i)(0) D '=  - - h, J  f ( i ) (0 ) -  Dh,~f +Dh,~f Dh: f  
- -  o (h + Z a. --~ (: - f ' )  (hyij) 
jEJ~ 
~_ o (hKq-l+i) .~- O (£h -i) 
~ m 
We then have 
Moreover, 
D~f - D~'hf~ = ~ f(0 )~ ~--~-- Dh'if~ll 
k 
~ ~0 (~(K+I-i)/(K+I)) 
/=0 
: O(£(K+I-k)/(K+I)) . 
(3.s) 
' k~=O Dh,~(f-- ~) 
k 
- \ h i ] 
i=0 
=O for j = 1 , . . . ,n .  
(3.9) 
134 C .W.  GROETSCH 
Therefore, by Lemma 3.2, Lemma 3.1 and (3.9), 
~'(:) - z;"~(S ~) _< z~'(S) - z2,~(S) + z;~(S) - z;~.(f ') 
n 
< o(h~) + ~ IA,~(zJ) - Si,~(x~)l 
j= l  
~___ 0 (,~/(g-t-1))-~O(6(K+I-k)/(K+I)) 
= O(~) ,  
where 7 = min(K + 1 - k , /3 ) / (K  + 1) = min(K + 1 - k, 2) / (K  + 1). I 
4. NUMERICAL  ILLUSTRATIONS 
In this section, we report the results of a few numerical experiments for computing the HFP 
integral of the function f (x )  = exp(x) for various exponents #. In each example, one thousand 
trials were performed with randomly perturbed ata and the average rror over the trials is 
reported. In every trial, the values of f (x j )  were randomly perturbed with uniformly distributed 
discrete white noise in [-c, e] and the mesh size is related to the noise level e and parameter K 
as in Theorem 3.1, i.e., h = 1/n = e 1/(K+1). The difference approximation (3.2) is used for f(0). 
The exponent 7 is estimated by assuming the error has the form const, x e ~ which allows the 
estimation of 9' by 
ln(error 1/error 2) 
(g  + 1)In(hi/h2)" 
Finally, in each case, the order of convergence indicated by the actual computations i  compared 
with the theoretical order predicted by Theorem 3.1, giving suitable agreement in all cases. 
EXAMPLE 1. # = 1.75, k -- 1, K = 2. Theorem 3.1 guarantees a rate of O(52/3) in this case. 
The rate estimated from the computations as described above is displayed in the table. All 
computations were performed using the MATLAB language. 
h [avg. error[ 9,(est.) 
.1 3.37 (-3) 
.69 
.01 2.77 (-5) 
.66 
.001 2.09 (-7) 
EXAMPLE 2. Example 2 is the same as Example 1, but # -- 1.5. Again Theorem 3.1 provides 
the rate O(e2/3). 
h [avg. error I 9"(est.) 
.1 1.78 (-3) 
.61 
.01 2.45 (-5) 
.69 
.001 2.80 (-7) 
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EXAMPLE 3. ~ ---- 1.5, k ---- 1, K : 3. In this case, Theorem 3.1 gives the rate O(el/2). 
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h lavg. error I ~,(est.) 
.1 8.94 (-4) 
.52 
.01 7.30 (-6) 
.50 
.001 7.32 (-8) 
5. CONCLUSIONS 
The method analyzed in this note differs from that of [1] in two ways: the singularity is removed 
by product integration, rather than excised, and the ultimate convergence rate is independent of 
the exponent #. On the other hand, the order of convergence V in Theorem 3.1 cannot be greater 
than 2/3, while in [1], orders of convergence arbitrarily close to 1 are theoretically achievable 
by using higher order quadrature rules. Higher orders of convergence may be achievable by the 
product integration method by using higher splines. However, the gain seems hardly worthwhile, 
for the price to be paid is a much more expensive computat ion to obtain the coefficients of aj 
in (2.7). For example, in the case cubic splines, instead of the sampled function values ]k (x j ) ,  
the coefficients in (2.7) would be computed by solving a large linear system. 
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