Abstract. When a fleet of similar Systems, Structures and Components (SSCs) is available, the use of all the available information collected on the different SSCs is expected to be beneficial for the diagnosis purpose. Although different SSCs experience different behaviours in different environmental and operational conditions, they maybe informative for the other (even if different) SSCs. In the present work, the objective is to build a fault diagnostic tool aimed at capitalizing the available data (vibration, environmental and operational conditions) and knowledge of a heterogeneous fleet of P Nuclear Power Plants (NPPs) turbines. To this aim, a framework for incrementally learning different clusterings independently obtained for the individual turbines is here proposed. The basic idea is to reconciliate the most similar clusters across the different plants. The data of shut-down transients acquired from the past operation of the P NPPs turbines are summarized into a final, reconciliated consensus clustering of the turbines behaviors under different environmental and operational conditions. Eventually, one can distinguish, among the groups, those of anomalous behavior and relate them to specific root causes. The proposed framework is applied on the shutdown transients of two different NPPs. Three alternative approaches for learning data are applied to the case study and their results are compared to those obtained by the proposed framework: results show that the proposed approach is superior to the other approaches with respect to the goodness of the final consensus clustering, computational demand, data requirements, and fault diagnosis effectiveness.
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Introduction
In safety-relevant industries such as nuclear, oil and gas, automotive and chemical, fault diagnosis of Systems, Structures and Components (SSCs) is considered a critical task [1] [2] [3] . In particular, efficient fault diagnosis can aid to decide proper maintenance and, hence, increase production availability and system safety, while reducing overall corrective maintenance costs [4, 5] . For these reasons, there is an increasing demand from industry for fault diagnosis techniques [6] [7] [8] [9] .
Generally, fault diagnosis techniques can be categorized into physics-based and data-driven [10, 11] .
Physics-based techniques use explicit physical models to describe the relationships between the causes that determine the SSCs behavior and the signal evolutions [11] [12] [13] . Several methods have been proposed and used for fault diagnosis in nuclear industry, such as observer-based methods, parity space methods, Kalman filters and parameter identification-based methods [14] [15] [16] .
However, the complexity of the phenomena involved and the highly non-linear relationships between the causes and the signal evolutions may pose limitations on their practical deployment [11, 13] .
On the other hand, data-driven techniques are empirically built to fit measured process data [17] [18] [19] . For example, Artificial Neural Networks (ANNs), expert systems and fuzzy and neuro-fuzzy approaches have been successfully applied for fault diagnosis in the nuclear industry [20] [21] [22] . In this work, we focus on the development of a data-driven technique for fault diagnosis.
One attractive way forward for building effective diagnosis models is to consider the knowledge coming from the fleet of similar SSCs [3, 23] . In the industrial context, the term fleet refers to a set of systems that can share some technical features, environmental and operational conditions and usage characteristics. On this basis, three types of fleet can be envisaged: identical, homogenous and heterogeneous. Table 1 summarizes the types of fleet, their characteristics and a selection of the most relevant research work performed in the past, making an effective use of fleet data:
Fleet type
Characteristics
Objective of the work Technical features
Environmental and operational conditions Usage
Identical
Same Same Same
Anomaly detection [5] , RUL estimation [24] and technical solution capitalization [25, 26] [2, 3, 23] . In identical fleet, the systems might have identical technical features and usage, and work in the same environmental and operational conditions: knowledge derived from such fleet has been used for defining thresholds for anomaly detection [5] , Remaining Useful Life (RUL) estimation [24] and technical solution capitalization [25, 26] for any system identical to the fleet members;
In homogenous fleet, the systems might share some identical technical features that are influenced by similar environmental and operational conditions, but with few differences either on their features or on their usage: knowledge derived from this type of fleet has been used for developing diagnostics approaches for enhancing maintenance planning [27] . However, in a context where customized systems are common, these approaches may give poor results [3] ;
In heterogeneous fleet, the systems might have different and/or similar technical features, but with different usage under different environmental and operational conditions: this type of fleet can provide wider data and knowledge concerning the SSCs behaviour that are expected to reduce diagnosis uncertainty, and hence, improve the efficiency of the fault diagnosis task [2, 3, 23] .
Most of the existing fleet-wide approaches for fault diagnosis treat only the information gathered from identical and/or homogenous fleets, rather than from heterogeneous ones [23] . In fact, the investigation on the benefit of utilizing the information of a heterogeneous fleet for fault diagnosis has been rarely addressed in the literature [23] .
In this regard, the objective of the present work is to develop a framework for incrementally learning different turbine behaviours of a heterogeneous fleet of Nuclear Power Plants (NPPs)
turbines. The final goal is to summarize the data and knowledge acquired from the past experience of the fleet turbines operations into a final, reconciliated consensus clustering of the different turbines behaviors under different environmental and operational conditions (namely normal condition, degraded condition, abnormal condition and outliers).
In the context of fault diagnosis of an individual NPP turbine, the objective is to partition the shut-down transients of the -th plant, = 1, … , , into dissimilar groups (whose number is "a priori" unknown) such that transients belonging to the same group are more similar than those belonging to other groups. In particular, one can distinguish, among the groups, anomalous behaviors of the equipment and relate them to specific root causes [28] [29] [30] [31] .
The problem of grouping the operational transients of the turbine can be formulated as an unsupervised clustering problem aimed at partitioning the transient data into homogeneous "a priori" unknown clusters for which the true classes are unknown [30, 32] .
To this aim, an unsupervised clustering approach (sketched in Figure 1 ) has been proposed by some of the authors for combining in an ensemble the clustering results of i) data representative of the turbine behavior, i.e., seven signals of the turbine shaft vibrations ( = 1 base clustering), and 2) data representative of the environmental and operational conditions that can influence the turbine behavior, i.e., nominal values of turbine shaft speed, vacuum and temperature signals ( = 2 base clustering) [32] . In brief, the approach is based on the combination of: 1) a Cluster-based Similarity
Partitioning Algorithm (CSPA) to quantify the co-association matrix that describes the similarity among the two base clusterings (refer to Appendix A for more details); 2) Spectral Clustering embedding an unsupervised K-Means algorithm to find the final consensus clustering based on the available co-association matrix (refer to Appendix B for more details); 3) the Silhouette index to quantify the goodness of the obtained clusters by choosing the optimum number of clusters in the final consensus clustering as that with the maximum Silhouette value, i.e., such that clusters are well separated and compacted (refer to Appendix C for more details). The unsupervised ensemble clustering approach [32] .
In this regard, the final ensemble clustering of the generic -th NPP turbine comprises * clusters of shut-down transients, representative of different behaviors of the turbine that are influenced and explained by different environmental and operational conditions, among them some anomalous behaviors of the turbines can be identified [32] . The proposed approach has been applied to the shut-down transients of two different turbines of two different NPPs (coded as FF1 and EE1) of 149 and 116 multidimensional shut-down transients, respectively [32, 33] .
Due to the fact that the plants of the fleet are highly standardized, some clusters representative of turbines operations and independently obtained for the individual plants might be similar (hereafter called the best matching clusters) and could be reconciliated into a unique cluster that would gather more information collected from multiple plants and, thus, is expected to be more reliable and robust.
More specifically, when a new dataset of +1 shut-down transients from the generic + 1-th NPP turbine becomes available, the previously obtained ensemble clustering is updated based on the clusters identified independently for the transients of the + 1-th NPP turbine.
The scope of this work is to propose a framework for identifying the best matching clusters among the plants: these will be reconciliated into a unique consensus cluster composed by the transients of the clusters independently obtained for the plants.
The proposed framework is validated on the two previously mentioned NPP turbines FF1 and EE1.
The application of the framework leads to obtain a final, reconciliated consensus clustering * 
The framework for reconciliating the clusters of a fleet of industrial components
In this Section, the framework for reconciliating the clusters of a heterogeneous fleet of industrial components is proposed. The framework entails two steps and is sketched in Figure 2 :
Step based on the Silhouette validity index that measures the similarity of the data belonging to the same cluster and the dissimilarity to those in the other clusters (a large Silhouette value indicates that the obtained clusters are well separated and compacted ( [34] ; see Appendix C)).
Step 2 Once the final clustering * is obtained, the goodness of the final clusters identified is quantified in terms of their separation and compactness, as measured by internal validity indexes. These indexes evaluate the clustering results based on information intrinsic to the data itself, without resorting to any external information like true clustering results, which are not known "a priori" in most industrial applications [43] . In particular, we resort to the following three internal indexes:
• the Silhouette index ( [34] ; see Appendix C): it measures the similarity of the data belonging to the same cluster and the dissimilarity to those in the other clusters. The Silhouette index varies in the interval [-1,1] and should be maximized;
• the C-index [35] : it defines the ratio between the sum of within-cluster distances and the distances considering all the pairs of the instances. The C-index ranges in the interval [0, 1] and should be minimized;
• the Davies-Boludin (DB) index [36] : it is based on the ratio of within-cluster and betweencluster distances. The DB index ranges in the interval [0,∞) and should be minimized.
Large Silhouette and small C-index and DB values indicate that the obtained clusters are well separated and compacted.
It is important to point out that there exist other clustering validity indexes, the so called external validity indexes, that evaluate the goodness of the obtained clusters with respect to a pre-specified structure (assumed to be known "a priori"), like false-positive, false-negative and classification error, etc. [43] . However, the calculations of these indexes are not feasible in this work due to the unavailability of the true clustering results. In the following Section, the proposed framework is applied to = 2 NPPs turbines (FF1 and EE1). 
Application of the reconciliation approach to two nuclear power plants turbines
In NPPs, the turbine is one of the most important and critical rotating machinery for generating a large efficiency and peak factor. Unexpected failures are, indeed, usually accompanied with large downtimes, high cost, as well as possible safety and environmental implications [11, 44] .
For these reasons, recognizing the health state of turbine (diagnostics) and predicting its future evolution (prognostics) are fundamentals to enable more reliable, economic and safer operation [45, 46] .
In this regard, we are looking for the failures of the turbine by investigating its shut-down transients since the turbine during shut-down transients are expected to provide better, more clear indications of the health state with respect to stationary conditions [30, 47] . 
Step 1: Clustering shut-down transients of the FF1 NPP turbine by the unsupervised ensemble clustering approach
Starting from the available dataset of shut-down transients of the FF1 NPP turbine, different turbine behaviors explained by different environmental and operational conditions have been identified by resorting to the unsupervised ensemble clustering approach [32] . Table 2 For the ease of clarity, Figure 3 shows the evolution of vibration signal 1 of the = 1 base clustering (5 clusters) and the corresponding turbine speed values. One can easily recognize that on one side the functional behaviors of transients belonging to clusters 1 to 4 ( 1 1 , 2 1 , 3 1 , and 4 1 ) are similar but with some peculiarities that make them splitting into 4 clusters rather than being clustered together, whereas the transients of cluster 5 ( 5 1 ) greatly differ from the others (outliers) [30] . The optimum number of clusters in the final consensus clustering is selected according to the Silhouette values for different numbers of clusters that span in the interval [4, 20] , where the lower bound (4) is the minimum between 1 and 2 , and the upper bound (20) is the number of the largest combination of the two base clusters (i.e., 4x5) [32] .
The optimum number of clusters in the final consensus clustering is found to be 1 * = 10, at which the Silhouette measure is maximized (star in Figure 5 (left)). The obtained consensus results for = 1 and = 2 base clusterings are reported in Table 3 . 
Step 2: Reconciliating the most similar consensus clusters obtained individually for the two different plants
The available information of the other turbine (i.e., EE1) is used to update the previous obtained consensus clusters of FF1.
To avoid catastrophic forgetting and the need to retrain the diagnostic tool (as we shall see in Section 4), the proposed framework suggests a reconciliation approach that aims at learning the novel information content of the new EE1 transients without forgetting the previously acquired knowledge of the The optimum number of clusters in the final consensus clustering is selected according to the Silhouette values for different numbers of clusters that span in the interval [4, 20] , where the lower bound (4) is the minimum between 1 and 2 , and the upper bound (20) is the number of the largest combination of the two base clusters (i.e., 4x5) [33] .
The optimum number of clusters in the final consensus clustering is found to be 1 * = 16, at which the Silhouette measure is maximized (star in Figure 8 The obtained consensus results for = 1 and = 2 base clusterings are reported in Table 5 . To identify the consensus clusters among Table 6 ). For clarification purposes, Figure 9 shows the seven vibration signals of the transients belonging to the identified best matching cluster # 1. Looking to the curves, one can recognize that the transients have, indeed, similar vibrational behaviors. In fact, the differences among the transients of each best matching cluster are related to the magnitude of the peaks, e.g., looking to the Figure, the magnitude of the peak around the turbine shaft speed of 800 rpm of vibration signal 3 is larger for 9 * transients than for the transients of 11 * , and/or to the delay in the transients occurrences.
However, their functional behaviors are similar and, hence, they have been selected as the best matching clusters between the plants. This suggests us that, practically, one can identify the best matching clusters by resorting to functional similarity methods [48, 49] for quantifying the extent of similarity of clusters obtained for each plant independently (this will be the focus of future research work). 1) The evolution of the turbines behaviors (i.e., dashed line for FF1 and solid line for EE1) through the three successive behaviors of the best matching clusters is similar for the two plants due to the similar changes of the environmental and operational conditions that influence the turbines behavior. For example, the evolution of the turbine behavior of the FF1 NPP from 9 * to 8 * is similar to the evolution of the turbine behavior of the EE1 NPP from 11 * to 5 * : both are caused by a decrease of the vacuum value and of the maximum inlet temperature value. Similarly, the evolution of the turbine behavior of the FF1 NPP from 8 * to 2 * is similar to the evolution of the turbine behavior of the EE1 NPP from 5 * to 7 * : both are caused by an increase of the vacuum value and of the maximum inlet temperature value.
2) The dashed and solid lines are displaced from each other in the environmental and operational conditions space. This can be justified by the fact that the two turbines are influenced by environmental and operational conditions displaced from each other as shown in Figure 10 (left):
• the shut-down transients belonging to the EE1 plant (squares) are influenced, on average, by "high" vacuum values and "high" temperatures values at the turbine inlet,
• the shut-down transients belonging to the FF1 plant (circles) are influenced, on average, by "low" vacuum values and "low" temperatures values at the turbine inlet. The goodness of the final obtained clusters is verified with respect to the cluster separation and compactness by resorting to the Silhouette validity index ( [34] ; see Appendix C)), C-index [35] and DB criterion [36] . Figure 11 shows In fact, the consensus cluster 2 * of FF1 has a Silhouette value of 1 which indicates that the transients composed by the cluster are well-matched to each other within the cluster and poorlymatched to other transients in the other clusters with respect to both = 1 and = 2 base clusterings ( Figure 5 ), whereas the Silhouette value of the consensus cluster 7 * of EE1 is ~0.2, which indicates that the transients composed by the cluster are poorly-matched to each other within the cluster but with some similarities to those in the other clusters with respect to both = 1 and = 2 base clusterings ( Figure 8 ).
3) The average Silhouette value of the overall 23 consensus clusters is equal to 0.8227. The value is, indeed, representative of the goodness of the final obtained clusters.
For completeness, Table 7 
Comparison with other approaches
Clustering of the aggregated shut-down transients of the FF1 and EE1 NPPs turbines by the unsupervised ensemble clustering approach
This approach aims at aggregating the transients of the available + 1-th component, = 1, . . , , (resulting in 1,2,…, +1 = 1 + 2 + ⋯ + +1 ), and clustering them into Table 9 . Table 9 : Consensus clusters of the aggregated shut-down transients of the two plants.
Consensus of FF1
Moreover, it is worth mentioning that two clusters 9 * and 10 * of the final consensus clustering aggregate the outliers which belong to [50, 51] , and hence, the detailed analysis of each plant will be discarded once the whole transients are aggregated together.
For this reason, this approach cannot be used to predict the health state of new incoming NPP turbines, 2) is considered infeasible for real diagnostic systems due to the computational efforts required for retraining on a large number of transients from a large number of plants [9] . In fact, the application of the unsupervised ensemble clustering approach to the aggregated set of transients of the two NPPs turbines (i.e., 256 transients) requires 12.6 minutes, which is more than double of the 5 minutes required by the reconciliation framework proposed in Section 2. The pointwise difference of the two transients is then evaluated with reference to an "approximately zero" fuzzy set (FS) specified by a function which maps into a value of membership to the condition of "approximately zero": values of close to 0 indicate that the signal evolutions in the two transients e and f are very different, whereas values close to 1 indicate high similarity. In this work, the bell-shaped function shown in Eq. (2) is used with the optimum value of the bell-shaped function parameter at = 2.92:
Inclusion of a new transient occurring in the EE1
Then, the mean similarity value of each -th transient of the EE1 plant with all the transients of each -th consensus cluster of FF1 plant is quantified as shown in Eq. (3).
Step 2 To verify if the consensus clusters fit the allocated transients of EE1 or not, one way can be by clustering the mean similarity values of EE1 transients into dissimilar groups, whose number is "a In this regard, the optimum number of clusters * is selected according to the values of the Silhouette index [34] for different numbers of clusters that span the interval [2, 13] : the optimum number of clusters * is the value at which the Silhouette is maximized, i.e., * = 2 (star in Figure 15 (left) ).
The clustering results are shown in Figure 15 (right): one can consider a fixed threshold value of 0.12 for which the transients with similarity values larger than the threshold (i.e., transients of cluster 2 -triangles markers in Figure 15 (right), respectively) are considered well allocated to FF1 consensus clusters with high confidence level, whereas the transients with similarities lower than the threshold (i.e., transients of cluster 1-squares markers in Figure 15 (right), respectively) are considered allocated to FF1 consensus clusters with low confidence levels. In this regard, one can conclude that FF1 consensus clustering cannot accommodate the whole transients of the EE1 NPP turbine. For example, Figure 16 For the sake of clarity, Figure 17 shows the transients of To quantify the influence of EE1 transients' allocations on the goodness of the updated FF1 consensus clusters, Table 10 reports the average Silhouette, C-index and DB values of the overall updated FF1 consensus clusters. One can easily recognize that the quality of the final clusters, in terms of cluster separation and compactness, is much worse than for the proposed approach (Table   7 and Figure 11) , as shown by the small Silhouette value and large C-index and DB values. For completeness, the application of this approach to the available dataset requires 4.5 minutes, which is very much in line with the computational efforts required by the reconciliation framework proposed.
Classifying the shut-down transients of the EE1 NPP turbine by a classifier trained on FF1 consensus clusters
In this approach, the objective is to use the labelled transients of the 1,…, * Machines (SVM) [52] , Naïve Bayes classifier [53] , Decision trees [54] , Discriminant analysis [55] , Classification and Regression Tree (CART) [56, 57] and Fuzzy -Nearest Neighbours (FKNN) [40] [41] [42] . In this work, we resort to the Fuzzy -Nearest Neighbors (FKNN) algorithm, because FKNN is simple, requires less computation time during the training phase and is one of the most used [42] .
The procedural steps for the application of this approach to the available two NPPs turbines are given in the pseudo-code of Figure 18 . The approach entails the following two steps:
Step 1: Training the Fuzzy -Nearest Neighbours with FF1 data. To this aim, the training dataset It is worth mentioning that the FKNN is trained on the training dataset ̿ 1 via the 10-fold CrossValidation (CV) analysis [58] and its classification performance is evaluated by resorting to external validity measures [59] , e.g., false-positive rate and false-negative rate. considered allocated to FF1 consensus clusters with low confidence levels (dots). Table 11 summarizes the average Silhouette, C-index and DB values obtained by the three alternative approaches compared with the proposed approach, along with their computational efforts. One can notice that:
• the overall values of the Silhouette (i.e., -0.0230), C-index (i.e., 0.5735) and DB (i.e., 3.2235) of the updated FF1 consensus clusters obtained at * by the alternative approach 3
ensure that the quality of the obtained clusters, in terms of separation and compactness, is much worse than for the proposed approach (Figure 11 ), as shown by the very small Silhouette value and very large C-index and DB values,
• the application of this approach to the available dataset requires a computational effort (i.e., 4.7 minutes) almost similar to the reconciliation framework proposed (i.e., 5 minutes). As last remark, one might be wondering whether the distributive characteristics of the available training dataset ̿ 1 , i.e., proportions of number of transients in the available clusters, have an impact on the optimum value and the quality of the final updated consensus clusters. This is investigated and its detailed analysis is reported in Appendix E, for completeness: the obtained results show that the ̿ 1 is a low imbalanced dataset (i.e., the number of transients in the majority clusters is non-significantly larger than that in the minority clusters) and it has no influence on the identified optimum value, * , and correspondingly, on the final conclusions drawn.
Conclusions and perspectives
In this paper, we have proposed a framework for incrementally learning the different clusterings Further improvement in the clustering procedure and automation of the identification of the best matching cluster will be object of future work.
Appendices
Appendix A: The Unsupervised Ensemble Clustering
The unsupervised ensemble clustering approach is proposed to 1) handle the missing data in the original dataset, and 2) avoid the need of having an "a priori" knowledge of the number of clusters in the final consensus clustering.
The flowchart for the method is sketched in Figure 20 . The method goes along the following steps:
Step 1: Adjacency matrix computation. An adjacency binary similarity matrix ̿ , is built by aggregating the similarities of the base clusterings [60] , where for each -th base clustering, the similarity = 1, if two data belong to the same cluster, whereas the similarity = 0, if they belong to different clusters.
Step 2: Similarity matrix computation. From the adjacency binary similarity matrix ̿ , the overall similarity matrix ̿ is computed as the entry-wise average of the base clusterings, i.e. ̿ = (1⁄ ) ̿ ̿ [60] . In this way, each entry of the similarity matrix has a value in [0,1], which is proportional to how likely a pair of data is, when grouped together.
Step 3: Spectral Clustering. Once the overall similarity matrix ̿ is computed, Spectral Clustering Step 4: Clustering algorithm. For each candidate number of clusters , the reduced matrix of ̿ with a size x is partitioned into clusters by using a single clustering algorithm and the final consensus clustering * is obtained. In this work, we resort to themeans algorithm, one of the most used clustering methods, to partition ̿ into = clusters [62, 63] .
Step 5: Final consensus clustering selection. For each , the obtained consensus clustering * is evaluated by computing its Silhouette validity index [34] . The most appropriate consensus clustering * * is the one for which the Silhouette reaches a maximum, for which clusters are well separated and compacted (see also Appendix C). 
Step 1
Step 2
Step 3
Step 4
Step 5
Appendix B: Unsupervised Spectral Clustering
Spectral clustering technique uses the spectrum (eigenvalues) of the similarity matrix of the data to perform dimensionality reduction before clustering in fewer dimensions [30, 61] . In this work, the similarity matrix ̿ of size x is computed by Cluster-based Similarity Partitioning Algorithm (CSPA). The Spectral Clustering technique entails four steps [30, 61] :
Step 1: Normalized Laplacian Matrix. Starting from the similarity matrix ̿ , the degree matrix ̿ is calculated, whose entries 1 , 2 , … , are:
Based on ̿ , the normalized Laplacian matrix ̿ , is calculated:
where ̿ = ̿ -̿ and ̿ is the identity matrix of size [ , ].
Step 2: Eigenvalues and eigenvectors of ̿ . Given ̿ , compute the eigenvectors ̅ 1 , ̅ 2 , … , ̅ .
The first eigenvalues are such that they are very small whereas +1 is relatively large [64] .
Step 3: Number of clusters. The number of clusters is set equal to , according to the eigengap heuristic theory [64] .
Step 4: Feature extraction. The relevant information on the structure of the matrix ̿ is obtained by considering the eigenvectors ̅ 1 , ̅ 2 , … , ̅ associated to the smallest eigenvalues of its laplacian matrix ̿ . The square matrix ̿ is transformed into a matrix ̿ of size [ , ] , in which the columns of ̿ are the eigenvectors [61] .
Appendix C: Silhouette validity index
To evaluate the optimal number of clusters * among several clusters candidates, Silhouette validity index has been adopted. The silhouette value for the -th datum, = 1, … , , is a measure of how similar/dissimilar that datum is to others in its own cluster and to the other clusters, respectively.
The silhouette value for the -th datum is defined as [34] :
where is the average distance from the -th datum to the others in the same cluster, and is the minimum average distance from the -th datum to the others in a different cluster, minimized over clusters.
The mean of the silhouette values for the -th cluster is called the cluster mean silhouette and is denoted as (Eq. (A4)):
where is total number of data in the -th cluster. Finally, the global silhouette index is the mean of the mean silhouettes (Eq. (A5)) through all the clusters.
The silhouette value ranges from -1 to +1. A high silhouette value * indicates that the * clusters of the final consensus clustering are well separated and compacted.
Appendix D: Sensitivity analysis of the value on the quality of the updated consensus clusters
Building the FKNN classifier for allocating the new coming EE1 transients to the existing FF1 consensus clusters requires to optimally set the nearest neighbors value. In fact, neither a too small nor a too large value of can be considered as a valuable result from the practical point of view of assigning new transients of EE1 to the available FF1 consensus clusters: a small value of leads to over fitting the data and accordingly to higher variance in the classification task (i.e., classifier is less stable), whereas a large value of leads to under fitting the data and accordingly to higher bias in the classification task (i.e., classifier is less precise) [65] . Therefore, an optimum value of needs to be identified.
In this analysis, the optimum value, * , is selected among different values of , , that span in the interval [ , ] , where is the minimum number of nearest neighbors that is usually set to 2 and is the maximum number of nearest neighbors that is usually set to the square root of the size of the training set ̿ 1 (i.e., 13) , by evaluating quality of the updated FF1 consensus clusters, in terms of clusters separation and compactness: the optimum value is the value at which the Silhouette measure is maximized, while both the C-index and DB measures are minimized, which makes the selection process a multi-criteria decision problem.
To solve this, we resort to the Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) method [66, 67] , which is a multiple criteria decision making method whose basic principle is that the selected solution should have the shortest distance from the ideal solution and the farthest distance from the negative ideal solution. In principle, different criteria can have different weights (i.e., importance) when selecting the solution, depending on the objective of the study (refer to [66, 67] , for more details). In this study, since there is no evidence on the relative importance of the three selected criteria, i.e., Silhouette measure, C-index and DB value, they have been assigned equal weights, leading to an optimum value * = 7 for which the Silhouette measure is -0.0230, C-index is 0.5735 and DB value is 3.2235.
Appendix E: Investigation of the distributive characteristics of FF1 consensus clusters on the quality of the updated clusters
Another issue needs to be consider for building the FKNN classifier is the distributive characteristics of the available training dataset ̿ 1 . In fact, most standard algorithms used for classification assume balanced class distributions, i.e., equal proportions of number of instances in the available classes. However, in real-world applications, dataset is usually imbalanced, that is the number of instances in one class (majority class) is much larger than that in another class (minority class), that makes the algorithms biased towards the majority classes and therefore there is a higher misclassification rate for the minority class instances [59] .
In the case study under analysis, Figure 21 shows the number of transients in the 1 * = 10 consensus clusters. One can consider that seven clusters (dark shade of color) comprises most of the transients (i.e., 124 transients) compare to the remaining clusters (i.e., 24 transients) (light shade of color). The imbalance ratio is ~5, i.e., the dataset is low imbalanced. To tackle this issue, the ADAptive SYNthetic (ADASYN) sampling approach [68] has been adopted for learning from the imbalanced dataset ̿ 1 . The basic idea of ADASYN is to balance the data sizes in majority and minority classes by generating more synthetic data for minority class instances in the vicinity of the boundary between the two classes (refer to [68] for more details).
The updated training dataset ̿ * 1 will be used for training the FKNN classifier.
In this regard, the sensitivity analysis of Appendix D for the selection of the optimum value is then repeated considering the updated training dataset ̿ * 1 . For each candidate, the quality of the updated FF1 consensus clusters is calculated, in terms of clusters separation and compactness.
The optimum values is found to be at * = 7 by resorting to the TPOSIS method for which the Silhouette measure is 0.0659, C-index is 0.4687 and DB measure is 3.0367.
One can notice that the optimum value is still the same as already found when the original training dataset ̿ 1 is used, and the goodness of the final clusters is slightly enhanced, but still comparable to the quality of the final clusters found by the proposed approach (Table 7 and Figure   11 ). This can be justified by the fact that the imbalanced ratio of the original training dataset is low (i.e., 1:5).
