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Запропоновано комбінований метод сегментації зображень відсканова-
них документів, в якому, на відміну від відомих, проводиться попереднє відо-
кремлення області графічних і фотозображень від текстових областей і фону. 
При цьому проводиться аналіз зв'язкових компонент, які є різними для графіч-
них зображень, фотозображень та текстових областей. Для класифікації ви-
ділених областей, на області фото і графіки використовується блоковий ме-
тод. Встановлено, що такий спосіб розбиття областей на блоки менше впли-
ває на якість сегментування в порівнянні з застосуванням блочного методу 
безпосередньо до вихідного зображення. Для відділення більш складних за фор-
мою текстових областей від фону застосовано обробка околиці кожного 
пікселя. 
Для виділення на зображеннях відсканованих документів границь ілюст-
рацій використовувався метод Блумберга. Для поділу на фото і графіку запро-
поновано розбиття ілюстрації на блоки пікселів. Кожному блоку пікселів від-
повідає вектор з двох ознак: середнього значення величини локального градієн-
та і середнього значення функції, що локалізує на зображеннях відсканованих 
документів лінійні об'єкти (графіка і символи тексту). Отримані вектора 
ознак класифікувалися машиною опорних векторів. 
При виділенні текстових фрагментів використовувалися низькочастот-
на фільтрація і порогове перетворення. 
Практичне відпрацювання комбінованого методу проведено для сегмен-
тації тестових зображень відсканованих статей газет з бази даних докумен-
тів MediaTeam університету Оулу (Фінляндія). Встановлено, що комбінований 
метод характеризується підвищеною швидкодією сегментації зображень при 
високій якості обробки 
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1. Введение
Интеллектуальные системы обработки изображений отсканированных до-
кументов применяются в полиграфии и электронной коммерции при автомати-
зации ввода документов на предприятиях, а также в технологиях электронного 
документооборота и поиска в Интернет. Наиболее важным этапом обработки 












Известно [1, 2], что сегментация изображений отсканированных документов 
используется для решения следующих задач:  
– хранение документов в цифровой форме и передача их по компьютерной 
сети; 
– поиск и хранение текстовой части документов в больших базах данных; 
– оптическое распознавание символов;  
– сохранение отсканированных документов в PDF формате.  
От качества сегментации зависит качество обработки всего изображения 
отсканированного документа [1, 2]. Недостаточное качество сегментации мо-
жет привести к [1, 2]:  
– неточному определению границ области текста, что может быть причи-
ной ошибочного распознавания символов или размывания границ символов 
текста в результате применения кодера, предназначенного для иллюстраций 
(фото и графики); 
– снижению качества (размыванию, потере контраста) иллюстрации в 
фрагменте нетекстовой области;  
– неточному определению границ текстовой области.  
Таким образом, в настоящее время при обработке изображений отскани-
рованных документов предъявляются высокие требования к качеству сегмента-
ции. При этом также, в значительной части задач обработки изображений от-
сканированных документов возникает необходимость проведения сегментации 
с высоким быстродействием [1, 2].  
Известные методы сегментации изображений отсканированных докумен-
тов [2–12] не в состоянии одновременно удовлетворить современные требова-
ния к качеству сегментации и к высокому быстродействию сегментации изоб-
ражений отсканированных документов. Методы блочной обработки [3, 4] ха-
рактеризуются высоким быстродействием, однако результат сегментации зави-
сит от разбиения обрабатываемого изображения на блоки. В то же время пик-
сельная обработка [5–9] требует значительных затрат времени, но позволяет 
получить высокое качество сегментации. Для методов с анализом связных ком-
понент [2, 10–12] время обработки и качество сегментации определяется ре-
зультатом выделения связных компонент.  
Таким образом, в настоящее время обострилось противоречие между со-
временными требованиями к качеству и быстродействию сегментации изобра-
жений отсканированных документов и возможностями современных методов 
сегментации.  
 
2. Анализ литературных данных и постановка проблемы 
Методы сегментации изображений отсканированных документов в лите-
ратуре классифицируются на методы с блочной обработкой, методы пиксель-
ной обработки и методы обработки связных компонент [3–12].  
Методы первой группы разбивают изображение отсканированного доку-
мента на блоки пикселей, а затем классифицируют полученные блоки на пред-
определенные классы. В [3] в качестве признаков блоков изображений исполь-








нейронные сети соответственно для отнесения этих векторов признаков к од-
ному из 4-х классов: текст, фотоизображение, графика и фон. В [4] сравнива-
лись два предложенных метода. В 1-м методе использовалась кластеризация k-
средних векторов признаков, построенных на основе коэффициентов дискрет-
ного косинусного преобразования в блоках изображения. Во 2-м методе к век-
торам признаков, вычисленным на основе гистограммы интенсивностей в бло-
ках изображения, применялась пороговая обработка. 1-й метод позволяет полу-
чить более высокое качество сегментации, но требует больше времени на обра-
ботку по сравнению со 2-м методом. В общем, блочная обработка сокращает 
время сегментации изображения отсканированного документа. Однако резуль-
тат сегментации в этом случае сильно зависит от разбиения обрабатываемого 
изображения на блоки.  
Методы второй группы классифицируют пиксели изображения отскани-
рованного документа на заранее заданные классы с учетом векторов признаков, 
вычисленных в окрестности каждого пикселя. Такая обработка требует значи-
тельных затрат времени, но качество полученной сегментации обычно выше, 
чем для методов первой группы. Так, в [5] сначала определялись резкие изме-
нения интенсивности с помощью двукратного дифференцирования. Далее вы-
полнялась корреляционная обработка каждой строки изображения, а именно, 
свертка каждой строки изображения с эталонным сигналом и сравнение резуль-
тата свертки с порогом. В [6] предложен метод сегментации изображений ре-
альных сцен и цветных изображений документов на текстовые и нетекстовые 
области. Исходное изображение представлялось на разных масштабах и с раз-
ной ориентацией с использованием М-полосовых фреймовых вейвлет-пакетов. 
Вектора признаков формировались путем вычисления локальной энергии ко-
эффициентов разложения в окрестности каждого пикселя на каждом уровне 
представления. К полученным векторам признаков применялась кластеризация 
методом нечетких с-средних. В [7] для сегментации изображений отсканиро-
ванных документов в окрестности каждого пикселя вычислялся вектор призна-
ков. Вектор включает интенсивность центрального пикселя окрестности, сред-
нее и стандартное отклонение интенсивности по окрестности. Вектора призна-
ков классифицировались улучшенным методом нечетких с-средних, учитыва-
ющим не только близость векторов в пространстве признаков, но и простран-
ственную близость соответствующих пикселей. В [8] для повышения быстро-
действия сегментации метода [7] использовался муравьиный алгоритм (ant col-
ony optimization algorithm). 
В [9] для сегментации изображений отсканированных документов на 
текст, фото и разделители в виде линий последовательно применялись пиксель-
ная и блочная обработка с помощью 5-ти модулей. В 1-м модуле выполнялась 
предварительная обработка изображений отсканированных документов, кото-
рая включала масштабирование, улучшение изображений и переход из цветово-
го пространства RGB в пространство CIE La*b*. Во 2-м модуле выделялись 
текстовые фрагменты с использованием вейвлет-преобразования и кодирования 
длин серий. В 3-м модуле выполнялось выделение иллюстраций (фото и графи-












ная сегментация с помощью проекций на вертикальную ось строк блоков. Да-
лее результат предварительной сегментации уточнялся с помощью критерия 
максимума апостериорной вероятности, который применялся к параметрам 
марковского случайного поля в окрестности каждого пикселя блока. В 4-м мо-
дуле для выделения разделителей использовались методы выделения контуров, 
соединения разрывов, приближение линий отрезками прямых и преобразование 
Хафа. В 5-м модуле, результаты выделения текста, иллюстраций и разделите-
лей в виде отдельных карт для каждого класса сегментов объединялись с по-
мощью метода k-средних и формировался результат сегментации исходного 
изображения. Метод [9] отличается высоким качеством сегментации, но невы-
соким быстродействием. 
Качество сегментации и время обработки изображений отсканированных 
документов для методов третьей группы зависят от числа связных компонент, 
выделенных с помощью бинаризации. Для извлечения фото и графики в [10] 
изображение сначала бинаризовалось для выделения связных компонент. Далее 
учитывалось, что символы текста обычно меньшего размера, чем компоненты, 
соответствующие объектам фото и графики и с помощью математической мор-
фологии на изображении затирались связные компоненты, соответствующие 
символам текста. Связные компоненты, соответствующие графике и фото, в ре-
зультате морфологической обработки уменьшались в размерах и потому затем 
наращивались для выделения областей графики и фото. В [11] выделение связ-
ных компонент на изображениях отсканированных документов выполнялось не 
для бинарного изображения, а для полутонового с использованием теории гра-
фов. Далее, для полученных связных компонент рассчитывался их размер в ка-
честве признака, а затем применялся пороговый классификатор. В [12] сегмен-
тация изображений отсканированных документов выполнялась путем класси-
фикации связных компонент этих изображений на текстовые и нетекстовые 
компоненты. Связные компоненты изображения масштабировались так, что 
каждая из них представлялась матрицей 40х40 из нулей и единиц. Далее из 
элементов этих матриц и 4-х признаков формы определялись вектора признаков 
связных компонент, для классификации которых применялся многослойный 
персептрон. Метод [12] отличается высоким качеством сегментации, но низким 
быстродействием в результате большой размерности векторов признаков. 
Анализ [3–12], посвященный методам сегментации изображений отска-
нированных документов, показал, что основными характеристиками этих мето-
дов являются качество сегментации и время обработки. Значения этих характе-
ристик зависят от размеров блоков пикселей изображения. Если блоки пиксе-
лей изображения большие, то качество обработки обычно низкое при высоком 
быстродействии. При выборе малых блоков пикселей изображения ситуация 
обратная. 
Таким образом, проведенный анализ известных методов сегментации 
изображений отсканированных документов [3–12] показал, что основными не-
достатками известных методов являются: 
– сложность процесса обучения нейронных сетей, зависимость весовых 









– неустойчивость методов к различного рода артефактам изображений; 
– высокое качество процесса сегментации при длительном времени про-
ведения сегментации; 
– быстрая сегментация изображения при низком качестве.  
В ряде задач, таких как сохранение отсканированных документов или по-
иск документов в больших базах данных, необходимы методы сегментации 
изображений отсканированных документов с высоким быстродействием при 
высоком качестве сегментации. Для повышения быстродействия сегментации 
изображений отсканированных документов целесообразно обработку изобра-
жений выполнять в блоках пикселей, размер которых выбирается в зависимости 
от размера связных компонент в сегментах конкретного класса (текст, фото, 
графика). Так, при выделении иллюстраций (фото и графики) можно использо-
вать блочный метод сегментации, а при выделении текстовых фрагментов – об-
работку в окрестности каждого пикселя. Повысить качество определения гра-
ниц иллюстраций перед применением блочного метода позволяет анализ связ-
ных компонент. 
 
3. Цель и задачи исследования 
Целью работы является разработка комбинированного метода сегмента-
ции изображений отсканированных документов с последовательным примене-
нием анализа связных компонент, блочной обработки и обработки окрестности 
каждого пикселя, что позволяет повысить быстродействие сегментации при 
требуемом качестве обработки.  
Для достижения поставленной цели были сформулированы следующие 
задачи: 
– разработка этапов комбинированного метода сегментации изображений 
отсканированных документов для последовательного отделения областей фото, 
графики и текста;  
– проведение экспериментальных исследований комбинированного мето-
да с использованием изображений отсканированных документов из тестовой 
базы данных. 
 
4. Разработка этапов комбинированного метода сегментации изобра-
жений отсканированных  
Предлагается комбинированный метод сегментации изображений отска-
нированных документов (рис. 1), согласно которому на изображении сначала 
области графических и фотоизображений отделяются от текстовых областей и 
фона. При этом используется анализ связных компонент, так как области гра-
фических и фотоизображений отличаются от текстовых областей формой и пе-
риодичностью связных компонент. Так как границы областей графических и 
фотоизображений определены, поэтому для классификации выделенных обла-
стей, на области фото и графики используется блочный метод. В этом случае, 
способ разбиения областей на блоки менее влияет на качество классификации 
по сравнению с применением блочного метода непосредственно к исходному 












ется применять обработку окрестности каждого пикселя, так как текстовые об-




Рис. 1. Предлагаемый комбинированный метод сегментации изображений  
отсканированных документов 
 
Для выделения на изображениях отсканированных документов текста, 
полутоновых фото- и графических изображений использовался метод Блумбер-
га с заполнением отверстий [10], основанный на математической морфологии 
(рис. 2). Метод, основаный на анализе связных компонент, затирает на изобра-
жении связные компоненты, соответствующие символам текста, оставляя не-
текстовые связные компоненты. Выбор метода [10] обусловлен его высоким 
быстродействием в результате использования математической морфологии и 
относительно высоким качеством по сравнению с другими методами анализа 
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и текста в рамке с помощью анали-
за связных компонент 
Индексация и классификация обла-
стей графики, фото и текста в рам-
ке путем разбиения их на блоки 
Отделение текстовых областей от 















Рис. 2. Схема метода Блумберга с заполнением отверстий для выделения  
фрагментов изображения отсканированного документа 
 
В результате первого этапа предлагаемого метода сегментации на изоб-
ражении отсканированного документа путем анализа связных компонент выде-
ляются непересекающиеся области Ik (x, y), k=1,…, K, соответствующие графи-
ке, фотоизображениям и тексту в рамке.  
Тогда изображение отсканированного документа I(x, y), x=1,…, n; y=1,…, 
m; где n – количество строк, m – количество столбцов, представляется как 
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Уменьшение с порогом Т=1 
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Определение для каждой би-
нарной компоненты описанно-
го прямоугольника минималь-


















Здесь k (x, y), k=1,…, K; – характеристическая функция k-й выделенной 
области графики, фотоизображения или текста в рамке, K – количество таких 
областей, (x, y) – характеристическая функция оставшихся областей текста и 
фона, причем  
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где E – составленная из единиц матрица такого же размера как и матрица изоб-
ражения I(x,y). Тогда Ik(x, y)=I(x,y) k(x, y), k=1,…,K. 
Границы областей Ik (x, y), k=1,…, K, соответствующих графике, фото и 
текста в рамке, были определены на первом этапе разрабатываемого метода 
сегментации. На втором этапе, с учетом представления (1) изображения отска-
нированного документа проводилась идентификация и классификация этих об-
ластей. Для этого области Ik(x, y), k=1,…, K; x=1,…, nk; y=1,…, mK; изображения 
отсканированного документа разбивались на блоки размера N×N, которые обо-
значим Ik
ij
(x, y), i=1,…, [nk/N]; j=1,…, [mk/N]. Затем каждому блоку Ik
ij
(x, y) ста-
вился в соответствие вектор из двух признаков f(i, j)=(f1(i, j), f2(i, j)). По сравне-
нию с обработкой окрестности каждого пикселя разбиение области на блоки 
позволяет сократить время обработки и объем памяти, необходимый для хране-
ния идентификационных векторов.  
Для выбора первого признака f1(i, j) заметим, что области графики и тек-
ста обычно характеризуются гораздо меньшим числом градаций серого, чем 
фотоизображения. Это позволяет отличить области графики и текста от фото-
изображений. Уменьшение числа градаций серого обуславливает увеличение 
высоты перепадов интенсивности между градациями. Для того чтобы оценить 
высоту перепадов интенсивности на изображении, целесообразно использовать 
подчеркивающее преобразование. В работе для подчеркивания перепадов ин-
тенсивности выполнялась свертка области графики, фото или текста в рамке 
Ik(x, y), k=1,…, K; с масками G1, G2 фильтра Превитт [13]: 
 
Gk1(x, y)=Ik(x, y)* G1, Gk2(x, y)=Ik(x, y)* G2. 
 
Полученные матрицы изображений Gk1(x, y), Gk2(x, y) преобразовывались 
по формуле:  
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Для усиления контраста к изображениям областей Gk(x, y) применялась 
эквализация гистограммы [13]. При дальнейшей идентификации этих областей 
такое преобразование значительно улучшило разделимость классов объектов.  
Результат подчеркивающего преобразования Gk(x, y) для каждой из обла-








N×N, а затем в каждом блоке вычислялось среднее значение интенсивности ре-
зультата подчеркивающего преобразования – признак f1(i, j). 
Выбор второго признака f2(i, j) для идентификации областей графики, фо-
то или текста в рамке обусловлен тем, что графика представляет собой изобра-
жение, содержащее в основном линейные объекты, представленные контурами 
разной ширины и протяженности. Символы текста также могут рассматривать-
ся как линейные объекты, в то время как фотоизображение составляет в основ-
ном площадные объекты, представленные областями однородной интенсивно-
сти. Линейные объекты в литературе характеризуются гребнями – линиями, со-
стоящими из точек, принадлежащих объекту, в которых достигается локальный 
максимум в направлении нормали к этой линии. При этом предполагается, что 
линейный объект светлее фона. Если линейный объект темнее фона, то он ха-
рактеризуется долинами – линиями, состоящими из точек, принадлежащих объ-
екту, в которых достигается локальный минимум в направлении нормали к этой 
линии. Один из способов идентификации площадных объектов – это обнаруже-
ние перепадов на границах областей однородной интенсивности. Поэтому, что-
бы отличить области графики и текста от фото, выполним для этих областей 
обнаружение гребней и долин. Далее если рассматриваемая область изображе-
ния содержит гребни или долины, то эту область идентифицируем как графику 
или текст в рамке. В противном случае рассматриваемую область изображения 
характеризуем как фото. 
Для идентификации на изображениях отсканированных документов гра-
фики, текста в рамке и фото предлагается обнаруживать гребни и долины путем 
анализа собственных значений матрицы Гессе в каждой точке рассматриваемой 
области изображения [14]. Этот подход отличается высоким быстродействием, 
хотя и невысоким качеством обнаружения по сравнению с другими группами 
методов. 
Для нахождения частных производных Ixx(x, y), Ixy(x, y), Iyx(x, y), Iyy(x, y), 
для каждой из областей Ik(x, y) графики, фото или текста в рамке использовал-
ся фильтр с коэффициентами {–1, 1}. Далее согласно методу работы [14] для 
каждого пикселя (x, y) области Ik(x, y) вычислялась матрица Гессе H(x, y) по 
формуле  
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       (2) 
 
и определялись собственные значения этой матрицы λh(x, y) и λl(x, y), где  
|λh(x, y)|≥|λl(x, y)|. Предполагалось, что графика и текст представлены темными 
линиями на более светлом фоне, тогда они могут быть выделены при помощи 
следующих условий на собственные значения матрицы Гессе в каждой точке 
изображения: λh(x, y)>>λl(x, y), λl(x, y)≈0, λh(x, y)>0. 
Первые два условия позволяют обнаружить на изображении линейные 
объекты. Последнее условие означает, что подобные объекты выделены тем-












Далее в точках изображения, в которых выполняется λh(x, y)>0, вычисля-
















позволяет отличить линейный объект на изображении от площадного объекта. 
Так как λh(x,y) >> λl(x,y) , то Rb(x, y) принимает значения из отрезка [–1, 1], 
а для пикселей линейных объектов значения Rb(x, y) близки к нулю. Функция 
S(x, y) характеризует помехоустойчивость представления изображения с помо-
щью собственных значений матрицы Гессе и вычисляется как норма Фробени-
уса этой матрицы: 
 
( , ) ( , ) ( , ) ( , ) .    l hFS x y H x y x y x y       (3) 
 
Значения функции S(x, y) малы в областях изображения однородной ин-
тенсивности. В точках изображения, для которых условие (4) не выполняется, 
функции S(x, y) и Rb(x, y) полагаются равными нулю. 
На основе функций S(x, y) и Rb(x, y) определяется функция Gc,b(x, y), 
x=1,…, N; y=1,…, M; локализующая на изображениях отсканированных доку-
ментов линейные объекты, составляющие графику и символы текста. 
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где c, b — параметры. В [14] b фиксировалось равным 0,5; c полагалось равным 
половине максимального по (x,y) значения ||H(x,y)||F, x=1,…, N, y=1,…, M. 
Значения функции Gc,b(x, y) для каждой из областей Ik(x, y) графики, фото 
или текста в рамке разбивались на блоки размера N×N, а затем в каждом блоке 
с индексами i, j вычислялось среднее значение интенсивности этой функции – 
признак f2(i, j). 
Полученные значения признаков для каждой из областей Ik(x, y) графики, 









 1,...,2,l         (5) 
 
где gl(i, j) – нормированное значение признака l в блоке изображения с индек-
сами i, j; fl(i, j) – исходное ненормированное значение признака l в том же бло-
ке; flmax – максимальное значение признака l по выборке, т. е. по всем блокам 
областей графики, фото или текста в рамке для всех сегментируемых изобра-








вносит искажений в геометрию признакового пространства, приводящих к 
сильному пересечению классов [15]. 
Полученные вектора признаков блоков пикселей из областей фото, гра-
фики и текста в рамке на изображениях отсканированных документов класси-
фицировались полиномиальной машиной опорных векторов путем оптимиза-
ции функции среднеквадратичной ошибки [16]. Для формирования обучающей 
выборки выделялся набор изображений отсканированных документов, для ко-
торых известен результат разбиения изображения на однородные области экс-
пертом. На каждом таком изображении выделялись области, соответствующие 
графике, фото или тексту в рамке. Эти области разбивались на блоки размера 





(i, j)), который затем нормировался по формуле (5).  
Обучающая выборка состояла из входных векторов, представляющих 




(i, j)) блоков пиксе-
лей областей Ik(x, y) изображений, размеченных экспертом, и целевых значений. 
Целевое значение q(i, j) для каждого блока i, j области размеченного экспертом 
изображения определялось как наиболее часто встречающееся значение для ме-
ток пикселей этого блока. 
При формировании обучающей выборки учитывалось, что входные век-
тора и целевые значения зависят от 4-х индексов, а именно: номеров i, j блоков 
по горизонтали и по вертикали в области изображения Ik(x, y), номера k области 
изображения и номера самого изображения. Такая система индексов целесооб-
разна при разметке изображения, однако усложняет обучение машины опорных 
векторов и последующую классификацию векторов признаков тестовой выбор-
ки обученной машиной. Поэтому строилось взаимооднозначное отображение, 
ставящее в соответствие каждому набору из 4-х индексов вектора признаков 
блока изображения порядковый номер р этого вектора в обучающей выборке. 







и соответствующие им целевые значения qp, p=1,…, P, где P – количество век-
торов обучающей выборки.  
На рис. 3 показаны примеры обучающей выборки в пространстве двух 
нормированных и, следовательно, безразмерных признаков g1, g2. Признак g1 – 
нормированное среднее значение модуля локального градиента для блока изоб-
ражения, g2 – нормированное среднее значение функции, выделяющей гребни и 
долины для блока пикселей изображения. Маркерами « », «о», «х» обозначены 
примеры обучающей выборки с целевыми значениями «фото», «текст в рамке», 
«графика» соответственно. 
Как следует из рис. 3, примеры обучающей выборки разделимы нелиней-
но, причем объекты 3-го класса (графика) разбросаны в значительной области 
признакового пространства. Поэтому предпочтительнее отделять сначала объ-
екты 1-го класса (фото) от остальных, затем объекты 2-го класса (текст в рамке) 















Рис. 3. Примеры обучающей выборки в пространстве двух нормированных  
признаков 
 
Машина опорных векторов предназначена для классификации данных на 
2 класса. Т. к. для рассматриваемой задачи необходима классификация данных 
на 3 класса: фото, текст в рамке, графика, фон, то строились 2 машины опорных 
векторов. Первая машина опорных векторов обучалась отделять объекты 1-го 
класса данных (фото) от остальных объектов. После того как этой машиной 
опорных векторов были выделены объекты 1-го класса данных, они выводи-
лись из обучающей выборки. На оставшихся объектах обучалась вторая маши-
на опорных векторов отделять объекты 2-го класса данных (текста в рамке) от 
остальных объектов (графики).  
Для выделения текстовых фрагментов на изображениях отсканированных 
документов предлагается использовать: 
– низкочастотную фильтрацию, которая сглаживает значения интенсивно-








– пороговое преобразование, выделяющее однородные области исходного 
изображения путем сравнения с порогом значений интенсивности сглаженного 
изображения.  
При реализации низкочастотной фильтрации обработка изображения вы-
полняется либо по строкам, затем по столбцам, либо в двумерной окрестности 
каждого пикселя изображения. Вторую реализацию низкочастотной фильтра-
ции целесообразно применять, когда спектральный состав строк изображения 
сходен со спектральным составом столбцов, в этом случае метод легче настро-
ить. Расстояния между символами текста, определяющие параметры метода 
при обработке строк изображения отличаются от расстояний между строками 
текста, определяющих параметры метода при обработке изображения по столб-
цам. Поэтому целесообразнее применять первую реализацию для выделения 
текстового фрагмента на изображении отсканированного документа. 
Поэтому для изображения текста на однородном фоне сначала выполня-
ется фильтрация по строкам, к результату которой применяется пороговое пре-
образование. Далее низкочастотная фильтрация выполняется по столбцам 
изображения, полученного в результате порогового преобразования. Затем 
опять выполняется пороговое преобразование. Маска низкочастотного фильтра 
представляет собой последовательность из 15 единиц.  
Для выбора порога после низкочастотной фильтрации изображения по 
строкам строилась гистограмма изображения. Полученная гистограмма сглажи-
валась гауссовским фильтром, после чего к сглаженной гистограмме применя-
лось логарифмическое преобразование для усиления контрастности пиков. 
Преобразованная гистограмма содержала пик в области светлых интенсивно-
стей, соответствующий фону, а также пики в области темных интенсивностей, 
соответствующие текстовому фрагменту. Пиков в области темных интенсивно-
стей несколько, так как после сглаживания диапазон интенсивностей, соответ-
ствующих символам текста, расширялся. 
Определение порога по гистограмме во многих методах сегментации вы-
полняется методом Отсу [17]. Этот метод разработан для разделения объектов 
на 2 класса по одному признаку с помощью порога. При выделении тестового 
фрагмента на однородном фоне порог, полученный методом Отсу, оказался за-
ниженным. Это объясняется тем, что после сглаживания отдельных символов 
текстового фрагмента границы этого фрагмента оказывались размытыми.  
Предварительные исследования показали, что для выделения границ тек-
стового фрагмента после сглаживания отдельных символов порог лучше выби-
рать в основании пика гистограммы, соответствующего фону. После сглажива-
ния отдельных символов текстовому фрагменту на гистограмме соответствова-
ло несколько слабо выраженных пиков в области темных интенсивностей. По-
этому предлагается дважды продифференцировать гистограмму как функцию 
частоты от значений интенсивностей. Тогда основанию пика гистограммы, со-
ответствующего фону, отвечает максимум значений 2-й производной. Поэтому 
в качестве порога для выделения текстового фрагмента выбирался аргумент 












ближе остальных локальных максимумов к правому концу интервала интен-
сивностей изображения.  
 
5. Проведение экспериментальных исследований комбинированного 
метода с использованием тестовой базы данных 
В результате эксперимента сравнивалось качество сегментации изобра-
жений отсканированных документов для предложенного комбинированного 
метода и для методов, разработанных в [7, 9].  
Оценка качества сегментации проводилась для 100 тестовых изображений 
отсканированных статей газет из базы данных документов MediaTeam универ-
ситета Оулу (Финляндия) [18]. Эти изображения размера 3300×2600 пикселей 
были отсканированы с разрешением 300 dpi. Такое разрешение позволяет полу-
чить изображения высокого качества, однако размеры этих изображений пред-
полагают большой объем вычислений. Чтобы сократить количество вычисле-
ний, изображение обрабатывалось сглаживающим фильтром с маской 11×11 
единиц, а затем масштабировалось с коэффициентом 0,25 по вертикали и гори-
зонтали с помощью децимации [9]. Далее к уменьшенному изображению при-
менялась гамма-коррекция с коэффициентом =2,2. 
Используемые изображения содержали заголовки, текст, графики, рисун-
ки, фотоизображения, а также разделители в виде линий и/или рамок. Для каж-
дого тестового изображения, с использованием имеющейся в базе данных ин-
формации, формировался результат разметки пикселей на сегменты экспертом. 
На рис. 4, 5 показаны исходные изображения отсканированных документов, ре-
зультат экспертной разметки для каждого такого изображения и результат сег-
ментации предложенным комбинированным методом. На рис. 6, 7 показаны ис-
ходные изображения отсканированных документов и результат сегментации 
методом работы [7] и [9] соответственно. 
Качество сегментации предложенным методом и методами работ [7, 9] по 
сравнению с разметкой изображения экспертом оценивалось путем построения 
матриц неточностей (confusion matrixes). Матрица неточностей – это квадратная 
матрица, строки которой соответствуют назначенным экспертом меткам клас-
сов для пикселей изображений. Столбцы матрицы неточностей отвечают мет-
кам классов для пикселей изображений, полученным с помощью исследуемого 
метода. Элемент матрицы соответствия, находящийся на пересечении i-й стро-
ки и j-го столбца показывает, какой процент пикселей изображений из класса с 
i-й меткой отнесен к классу с j-й меткой. Сумма элементов каждой строки мат-
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Рис. 4. Результаты сегментации изображений отсканированных документов 
предложенным методом: а–д – исходное изображение; е – результат экспертной 
разметки; к – результат сегментации (голубым обозначен текст, красным – фон, 
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Рис. 5. Результаты сегментации изображений отсканированных документов 
предложенным методом: а–в – исходное изображение; г – результат экспертной 
разметки; д – результат сегментации (синим обозначен текст, красным – фон, 
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Рис. 6. Результаты сегментации изображений отсканированных документов  
методом работы [7]: а–г – исходное изображение; д – результат сегментации 
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Рис. 7. Результаты сегментации изображений отсканированных документов  
методом работы [9]: а – исходное изображение; б – результат сегментации  
(зеленым обозначен текст, голубым – разделитель, синим – фото) 
 
Предложенный метод и методы работ [7, 9] применялись для выделения на 
изображениях отсканированных документов сегментов 4-х классов: фотоизоб-
ражения, текст, графика и фон. Поэтому размер матрицы неточностей – 4×4 эле-
мента (табл. 1–3). В табл. 1, 2 приведены матрицы неточностей для предложен-
ного метода с разными блоками обработки, в табл. 3 – для метода работы [9], в 
которой использовалась та же тестовая база изображений. Приведенные матри-
цы неточностей были получены путем усреднения результатов оценивания каче-
ства сегментации по всем исследуемым тестовым изображениям. 
 
Таблица 1 




ний экспертом, % 
Результаты сегментации изображений предложенным 
методом, % 
Фото Текст Графика Фон 
Фото 91,05 6,19 0 2,76 
Текст 0 89,95 0,08 9,97 
Графика 0 5,05 84,30 10,65 

















ний экспертом, % 
Результаты сегментации изображений предложенным 
методом, % 
Фото Текст Графика Фон 
Фото 90,04 4,24 3,53 2,19 
Текст 0 89,97 0 10,03 
Графика 0 5,05 84,30 10,65 
Фон 0 11,13 0 88,87 
 
Таблица 3 
Матрица неточностей для метода работы [9] 
Результаты раз-
метки изображе-
ний экспертом, % 
Результаты сегментации изображений методом работы 
[9], % 
Фото Текст Фон 
Фото 96 0 4 
Текст 3 88 9 
Фон 2 1 97 
 
Значения точности сегментации для других методов приведенные в  
табл. 4, взяты из работ [7–9]. 
 
Таблица 4 
Сравнительная оценка точности сегментации предложенным методом с мето-
дами, известными из литературы 
Ссылка на работу, год публикации Оценка точности сегментации, % 
[10], 2011 89,54 
[12], 2010 95,01 
[9], 2012 93,67 
[7], 2016 95,21 
[8], 2016 96,95 
Комбинированный метод, обработка в 
блоках 32×32 пикселя 
88,54 
Комбинированный метод, обработка в 
блоках 48×48 пикселей 
88,47 
 
Быстродействие сегментации предложенным методом по сравнению с 
методами работ [7–9] оценивалось по времени обработки. В табл. 5 показаны 
значения времени обработки изображений тестовой базы данных предложен-
ным методом. Исследования проводились авторами с использованием процес-
сора Intel Core i5-7400, 3 GHz CPU, память 16GB, операционная система 
Windows 10, 64 битовая. В работе [9] исследования выполнялись с помощью 












3000×2000 пикселей составило 15 с. В табл. 6 показаны значения времени обра-
ботки изображений тестовой базы данных методами работ [7, 8]. В работах [7, 
8] использовался процессор Intel Core i7, 2,7 GHz CPU, память 16GB, операци-
онная система Windows 7, 64 битовая. В этих работах использовалась тестовая 
база данных, отличная от использованной в данной работе. Среднее время об-
работки изображений в [7] составило 107,28 с; в [8] – 95,8279 с. Результаты по 
времени обработки для предложенного и известных методов приведены в  
табл. 5, 6. 
 
Таблица 5 








Время обработки, с 
P00539.jpg (рис. 4, а) 3130×2195 1,16 2,520586 
P00616.jpg (рис. 4, б) 3101×2309 1,58 2,016973 
P00531.jpg (рис. 4, в) 3134×2220 1,07 1,866177 
P00533.jpg (рис. 4, г) 3112×2207 1,12 2,141444 
P00545.jpg (рис. 4, д) 3062×2195 1,21 2,322482 
P00838.jpg (рис. 5, а) 3396×2334 1,00 2,566932 
P00834.jpg (рис. 5, б) 3388×2338 1,71 2,053916 
P00811.jpg (рис. 5, в) 2711×1789 0,61 1,123459 
 
Таблица 6 








ботки [7], с 
Время обра-
ботки [8], с 
24.png (рис. 6, г) 2161×2776 2,18 149,078 138,907 
1.jpg (рис. 6, в) 2479×3508 1,46 179,772 161,591 
2.jpg (рис. 6, б) 2303×3136 1,95 175,154 166,587 
A24.bmp (рис. 6, а) 739×1123 2,54 96,184 87,911 
 
В табл. 7 приведено среднее время обработки изображения на каждом из 
этапов предложенного метода и среднее время сегментации изображения пред-
ложенным методом (в последнем столбце). 
 
Таблица 7 
























Хотя аппаратные и системные ресурсы компьютеров, использованных 
при проведении экспериментов в [7–9] и в данной работе, отличаются, предло-
женный метод характеризуется значительным преимуществом в быстродей-
ствии.  
 
6. Обсуждение результатов исследования быстродействия и качества 
предложенного метода сегментации изображений 
Результаты в табл. 1, 2, 4 показывают, что характеристики качества сег-
ментации изображений отсканированных документов предложенным методом 
практически не изменяются при разных размерах блока обработки. Было про-
изведено сравнение матриц неточности, полученных при сегментации изобра-
жений предложенным методом (табл. 1, 2) и методом работы [9] (табл. 3) на 
одной и той же базе тестовых изображений. Предложенный метод по проценту 
правильного распознавания для областей фото уступает 5–6 % методу работы 
[9], для областей текста – лучше на 1 %, для областей фона – хуже на 8 % по 
сравнению с [9]. По сравнению с известными из литературы методами сегмен-
тации изображений отсканированных документов, предложенный метод усту-
пает в точности сегментации до 8 % (табл. 4). При этом возникали следующие 
ошибки сегментации предложенным методом: 
– когда область графики содержит несколько рисунков, они могут быть 
выделены как отдельные сегменты; 
– если область графики включает отдельно расположенные незамкнутые 
линии, то фрагменты области графики, соответствующие этим линиям, выде-
ляются как фон; 
– если область фотоизображения содержит малоразмерный объект на 
фоне однородной интенсивности, то эта область может быть выделена как 
графика; 
– фрагменты области крупного текста могут быть выделены как графика. 
Однако при сегментации предложенным методом обработка изображений 
отсканированных документов выполняется последовательно. Это позволяет 
уменьшить по сравнению с известными методами сегментации проценты оши-
бок 1-го и 2-го рода, содержащиеся в матрице неточностей вне главной диаго-
нали (табл. 1-3).  
Дальнейшие исследования могут быть направлены на решение следую-
ших задач: 
– выделение связных компонент для определения границ иллюстраций: 
более сложный способ выбора порога бинаризации исходного изображения 
может улучшить качество определения границ иллюстраций, если не сильно 
снизится быстродействие комбинированного метода сегментации; 
– приближение выделеных текстовых фрагментов прямоугольными обла-
стями также позволит повысить качество полученной сегментации при сравне-
















1. Предложен комбинированный метод сегментации изображений отска-
нированных документов. Данный метод отличается от известных в литератур-
ных источниках методов сегментации тем, что последовательно выделяются 
сначала границы иллюстраций с помощью анализа связных компонент, с по-
следующим разделением иллюстраций на фото и графику блочным методом 
сегментации. Далее выделялись текстовые фрагменты с помощью обработки в 
окрестности каждого пикселя. 
При выделении границ иллюстраций сначала изображение бинаризова-
лось, затем заполнялись замкнутые контуры, а далее использовался известный 
из литературы метод Блумберга. Для разделения на фото и графику иллюстра-
ции разбивались на блоки пикселей. Каждому блоку пикселей ставился в соот-
ветствие вектор из 2-х признаков: среднего значения величины локального гра-
диента и среднего значения функции, локализующей на изображениях отскани-
рованных документов линейные объекты, составляющие графику и символы 
текста. Полученные вектора признаков классифицировались полиномиальной 
машиной опорных векторов. 
При выделении текстовых фрагментов использовались низкочастотная 
фильтрация, позволяющая сгладить значения интенсивности изображения 
внутри однородных областей, а также пороговое преобразование путем сравне-
ния значений интенсивности сглаженного изображения с порогом. Эти два пре-
образования применялись последовательно сначала по строкам, затем по 
столбцам и позволили выделить интересующие однородные области исходного 
изображения. 
Предложенный метод позволил повысить быстродействие сегментации 
изображений отсканированных документов при высоком качестве обработки.  
2. Полученные результаты экспериментов показали, что предложенный 
метод характеризуется значительным преимуществом в быстродействии по 
сравнению с известными из литературы методами сегментации изображений 
отсканированных документов, но уступает по точности сегментации до 8%. 
Поэтому предложенный метод сегментации изображений отсканированных 
документов рекомендуется использовать в задачах с повышенными требова-
ниями к быстродействию. Дальнейшие исследования будут направлены на по-
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