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ABSTRACT
Noise is a consequence of acquiring and pre-processing data from
the environment, and shows uctuations from dierent sources—
e.g., from sensors, signal processing technology or even human
error. As a machine learning technique, Genetic Programming
(GP) is not immune to this problem, which the eld has frequently
addressed. Recently, Geometric Semantic Genetic Programming
(GSGP), a semantic-aware branch of GP, has shown robustness and
high generalization capability. Researchers believe these charac-
teristics may be associated with a lower sensibility to noisy data.
However, there is no systematic study on this maer. is paper per-
forms a deep analysis of the GSGP performance over the presence
of noise. Using 15 synthetic datasets where noise can be controlled,
we added dierent ratios of noise to the data and compared the
results obtained with those of a canonical GP. e results show that,
as we increase the percentage of noisy instances, the generalization
performance degradation is more pronounced in GSGP than GP.
However, in general, GSGP is more robust to noise than GP in the
presence of up to 10% of noise, and presents no statistical dierence
for values higher than that in the test bed.
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1 INTRODUCTION
e presence of noise in data is an issue recurrently approached
in the machine learning eld. Noisy data can highly inuence the
performance of machine learning techniques, leading to overing
and poor data generalization [15]. We dene noise as anything that
obscures the relationship between the predictor variables and the
target variable of a problem [8]. In classication and regression
problems, noise can be found in the input (predictor) variables, in
the output (target) variable or both, and is usually the result of
non-systematic errors during the process of data generation.
In the context of regression problems, robust regression methods
have been proposed to address noisy data points or outliers1, and
also to deal with other data assumptions most regression methods
do not respect [17], such as the independence between the input
variables. Although not very popular for some time due to its
computational cost, robust regression provide an alternative to deal
with noise. When modeling Genetic Programming (GP) to solve
symbolic regression problems, only a few studies have looked at the
impact of noise on the results of data generalization and overing
[2, 6, 9, 20].
Instead, the community has given great focus to the relations
between complexity, overing and generalization, and its relation
to bloat and parsimony [7, 23]. ese are indeed close-related issues
in GP, but they do not account for problems that are not inherent
to the GP search, but intrinsic to the input data. A few works have
also investigated this maer considering the behavior of the GP
when additive noise is added to the input data [2, 6, 9, 20].
e main objective of this work is not to look at how canonical
GP deals with noise, but rather investigate how GPs that take
semantics into account deal with the problem when compared to
GP. A few papers in the literature have claimed Geometric Semantic
Genetic Programming (GSGP) to be more robust to overing—
which can be caused by noisy data points—when compared to
canonical GP techniques [3, 4, 21, 22, 25]. At rst, this might be even
counter-intuitive, as the exponential growth of solutions caused
by GSGP might even worsen the eects of overing. However,
no systematic study has been performed to assess whether and
in which situations this might be true, and how noisy data points
aect the performance of GSGP.
1We consider that both noisy points and outliers are out of paern instances that
should be identied. We do not go into the merit of whether a noisy point may be
actually useful to the task and represent an outlier.
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We are particularly interested in noise found in the output vari-
able of symbolic regression problems. is is because GSGP oper-
ates in a semantic space, guided by the vector of outputs dened
by the training set. Hence, noise in the output has a much bigger
impact in the search process in GSGP than noise in the predicted
variables.
In order to investigate the impacts of noise, we systematically
introduced additive noise to a set of 15 articial datasets from the
literature. We evaluated how increasing noise aected the results
of error of the methods in both the training and test sets, using a
total of 165 versions of the datasets. We also adapted two measures
from the classication literature that capture the noise robustness
of a method, and present results for these measures in the datasets
considered.
In general, our results show that, although GSGP performs bet-
ter in low levels of noise, as we increase the percentage of noisy
instances, the performance of GSGP and GP tend to approximate.
2 GEOMETRIC SEMANTIC GENETIC
PROGRAMMING
Previous GP works have shown that the evolutionary search can
be improved through the inclusion of semantic information [24].
Among them, the Geometric Semantic GP (GSGP) introduces geo-
metric semantic crossover and mutation operators that, acting on
the syntax of the parent programs, produce ospring with known
semantic properties [14].
From the symbolic regression perspective, given a training set
T = {(xi ,yi )}ni=1—where (xi ,yi ) ∈ Rd × R (i = 1, 2, . . . ,n)—the
semantics of an individual representing a program p, denoted by
s(p), is dened as the vector of outputs it produces when applied to
the set of inputs dened by T , i.e., s(p) = [p(x1),p(x2), . . . ,p(xn )].
is denition allows the semantics of any program to be straight-
forwardly represented in a n-dimensional semantic space S, where
n is the size of the training set. Notice that the target output vector
dened by the training set—given by t = [y1,y2, . . . ,yn ]—is also
representable in S.
e Geometric Semantic Crossover (GSX) operator combines
two parent individuals, p1 and p2, generating an ospring placed
in the metric segment in S connecting both parents:
GSX (p1,p2) = r · p1 + (1 − r ) · p2 , (1)
where r is a random real constant in [0, 1] (for tness function based
on Euclidean distance) or a random real function with codomain
[0, 1] (for tness function based on Manhaan distance).
e Geometric Semantic Mutation (GSM) operator, in turn, pro-
duces semantic perturbations to a given individual p, such that its
resulting semantics is placed in a ball with radius ε , proportional
to the mutation stepms , as given by:
GSM(p) = p +ms · (tr1 − tr2) , (2)
where tr1 and tr2 are real functions randomly generated.
Figure 1 shows the representation of the geometric semantic
operators in the semantic space with a Manhaan-based tness
function. e resulting ospring of these operators over the seman-
tics of p1 and p2 are placed in the grey area.
(a) (b)
Figure 1: Geometric representation of the geometric se-
mantic (a) crossover and (b) mutation operators in two-
dimensional semantic spaces for tness function based on
Manhattan distance.
3 RELATEDWORK
As previously mentioned, the GP community has given a lot of
aention to the relations between complexity, overing and gen-
eralization, and their association to bloat and parsimony [7, 23].
is section focuses specically on works performed to analyze
and minimize the eects of noisy data in GP. In addition, to the
best of our knowledge, so far there are no measures to quantify
the impact of noise in GP-induced models for symbolic regression
problems. us, we also present an overview of techniques to mea-
sure the impact of noisy data on the performance of classication
techniques, which we adapted to the regression domain.
3.1 Genetic Programming with Noisy Data
Dierent strategies have been proposed in symbolic regression to
investigate and minimize the impact of noisy data on the search
performed by GP. On the one hand, one can try to lter out noise
data before performing the regression. On the other hand, one can
improve the methods to simply deal with the problem—a much
more common approach.
Following the rst strategy, Sivapragasam et al. [20] use Singular
Spectrum Analysis (SSA) to lter out the noise components before
performing the symbolic regression of a short time series of fort-
night river ow. e experimental study indicates that when the
stochastic (noise) components are removed from short and noisy
time-series, the short-lead forecasts can be improved.
Regarding methods that try to deal with the problem, Borrelli et
al. [2] employ a Pareto multi-objective GP for symbolic regression
of time series with additive and multiplicative noise. e authors
adopt two dierent congurations employing statistical metrics for
the tness objectives: (1) the Mean Squared Error (MSE) combined
with the rst two momenta and (2) the MSE with the skewness
added to the kurtosis—all the measures computed regarding the de-
sired and evaluated outputs. An experimental analysis considering
time series generated from 50 functions from the literature shows
that, although reducing overing and bloat, the multi-objective
approach does not perform well when the noise level is too high.
However, for moderate noise levels, the approach can successfully
discover the trend of the series.
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De Falco et al. [6], in turn, present two GP methods guided by
context-free grammars with dierent tness functions that take
parsimony and the simplicity of the solutions into account. e
Parsimony-based Fitness Algorithm (PFA) and Solomono-based
Fitness Algorithm (SFA) adopt tness functions based, respectively,
on parsimony ideas and on Solomono probability induction con-
cepts. ese methods are compared in four datasets generated from
known functions, with ve dierent levels of additive noise. e
experimental analysis indicates that the SFA achieves smaller error
when compared to PFA for all the datasets and levels of noise.
Imada and Ross [9] also present a tness function, alternative to
functions based on the sum of errors, where the scores are deter-
mined by the sum of the normalized dierences between the target
and evaluated values, regarding dierent statistical features. e
experimental analysis in two datasets with two levels of additive
noise shows that the proposed tness function outperforms the
tness based on the sum of errors.
Although the above works handle noise in the symbolic regres-
sion context, there is a lack of studies directed to quantify the
impact of the noise in GP-based regression methods. e next sec-
tion presents measures adopted to quantify the inuence of noise
in classication algorithms from the machine learning literature.
In Section 4 we select—and adapt—these metrics to apply to our
regression test bed.
3.2 antifying Noise Robustness
When a machine learning method is capable of inducing models
that are not inuenced by the presence of noise in data, we say it is
robust to noise—i.e., the more robust a method is to noise, the more
similar are the models it induces from data with and without noise
[19].
Following this premise, works in the classication literature
adopt measures that compare the performance of models induced
in the presence and absence of noise in the dataset, in order to
evaluate the robustness of the learner. Here we introduce three
of these metrics: relative risk bias, relative loss of accuracy and
equalized loss of accuracy.
e Relative Risk Bias (RRB) [11] measures the robustness of an
optimal decision rule—i.e., the Bayesian Decision rule providing
the minimal risk when the training data has no “contaminations”.
Sa´ez et al. [19] extend the measure to any classier, given by:
RRBx% =
Rx% − R
R
, (3)
where Rx% is the classication error rate obtained by the classier
in a dataset with noise level given by x% and R is the classication
error rate of the Bayesian Decision rule without noise (this is a
theoretical decision rule, not learned from the data and depends on
the data generating process), which is by denition the minimum
expected error that can be achieved by any decision rule.
e Relative Loss of Accuracy (RLA) [18], in turn, quanties the
impact of increasing levels of noise in the accuracy of the classier
model when compared to the case with no noise. e RLA measure
with level of noise equals to x% is dened by:
RLAx% =
A0% −Ax%
A0%
, (4)
where A0% and Ax% are the accuracies of the classier with a noise
level of 0% and x%, respectively. RLA is considered more intuitive
than RRB, as methods obtaining high values of accuracy without
noise (A0%) will have a low RLA value.
Finally, the Equalized Loss of Accuracy (ELA) [19] was proposed
as a correction of the RLA inspired by the measure from [11], and
overcomes the limitations of RRB and RLA. e initial performance
(A0%) has a very low inuence in the RLA equation, which can
negatively bias the loss of accuracy of methods with high A0%
when compared to methods with low initial accuracy. E.g., let
A0% = A10% = 0.5 be the accuracies of the method α and A′0% = 0.8
and A′10% = 0.75 be the accuracies of the method β . Although
method β has very low loss of accuracy for 10% of noise, the α
classier has a beer RLA10%—equals to 0. e ELA measure is
given by:
ELAx% =
100 −Ax%
A0%
, (5)
where Ax% and A0% are dened as in Equation 4. ELAx% is equiv-
alent to RLAx% + f (A0%)—see [19] for the derivation—where the
factor f (A0%) = (100 − A0%)/A0% is equivalent to ELA0% and de-
pends only on the initial accuracy A0%. us the ELAx% value
of a method is based on its robustness, measured by the RLAx%,
and on the behavior for clean data—i.e., without controlled noise—
measured by ELA0%.
4 METHODOLOGY
is section presents the methodology followed to analyze how
GSGP performs in symbolic regression problems with dierent
levels of noise when compared to GP. We present the datasets
considered in our study, along with the strategy to incrementally
add noise to the data, and the measures we adopt to assess the
impact of dierent levels of noise on the performance of GSGP and
GP.
4.1 Test Bed
Since real-world problems have intrinsic noise inserted when the
data is acquired and pre-processed from the environment [15], we
adopt a test bed composed of synthetic data, generated from 15
known functions selected from the list of benchmark candidates
for symbolic regression GP presented in [13]. Table 1 presents the
function set, the sampling strategy adopted to build the dataset,
the input domain, the number of instances and the source from the
literature.
e training and test sets are sampled independently, according
to two strategies presented in Table 1. U [a,b, c] indicates a uniform
random sample of size c drawn from the interval [a,b] and E[a,b, c]
indicates a grid of points evenly spaced with an interval c , from a
to b, inclusive. For the former strategy, we generated ve sets of
samples and for the laer, since the procedure is deterministic, we
generated only one sample.
In order to evaluate the impact of noise on GSGP and GP per-
formances, the response variable (desired output) of the training
instances was perturbed by an additive Gaussian noise with zero
mean and unitary standard deviation, applied with probability given
by r . We generated datasets with r varying from 0 to 0.2 with steps
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Table 1: Datasets used in the experiments. Testing and training sets are independent.
Dataset Objective function # of variables Sampling strategy # of instances Src.
Training Test Training Test
Keijzer-1 0.3 x sin(2pix ) 1 E[−1, 1, 0.1] E[−1, 1, 0.001] 21 2001 [10]
Keijzer-2 0.3 x sin(2pix ) 1 E[−2, 2, 0.1] E[−2, 2, 0.001] 41 4001 [10]
Keijzer-3 0.3 x sin(2pix ) 1 E[−3, 3, 0.1] E[−3, 3, 0.001] 61 6001 [10]
Keijzer-4 x3 e−x cos(x ) sin(x )(sin2(x ) cos(x ) − 1) 1 E[0, 10, 0.1] E[0.05, 10.05, 0.1] 101 101 [10]
Keijzer-6
∑x
i
1
i 1 E[1, 50, 1] E[1, 120, 1] 50 120 [10]
Keijzer-7 ln x 1 E[1, 100, 1] E[1, 100, 0.1] 100 991 [10]
Keijzer-8
√
x 1 E[0, 100, 1] E[0, 100, 0.1] 101 1001 [10]
Keijzer-9 arcsin(x ) i .e ., ln(x +
√
x2 + 1) 1 E[0, 100, 1] E[0, 100, 0.1] 100 2025 [10]
Vladislavleva-1 e
−(x−1)2
1.2+(y−2.5)2 2 U [0.3, 4, 100] E[−0.2, 4.2, 0.1] 100 2025 [26]
Vladislavleva-2 e−x x3(cos(x ) sin(x ))(cos(x ) sin2(x ) − 1) 1 E[0.05, 10, 0.1] E[−0.5, 10.5, 0.05] 100 221 [26]
Vladislavleva-3 e−x x3(cos(x ) sin(x ))(cos(x ) sin2(x ) − 1)(y − 5) 2 x : E[0.05, 10, 0.1]
y : E[0.05, 10.05, 2]
x : E[−0.5, 10.5, 0.05]
y : E[−0.5, 10.5, 0.5] 600 5083 [26]
Vladislavleva-4 10
5+(x−3)2+(y−3)2+(z−3)2+(v−3)2+(w−3)2 5 U [0.05, 6.05, 1024] U [−0.25, 6.35, 5000] 1024 5000 [26]
Vladislavleva-5 30 (x−1)(z−1)
y2(x−10) 3
x : U [0.05, 2, 300]
y : U [1, 2, 300]
z : U [0.05, 2, 300]
x : E[−0.05, 2.1, 0.15]
y : E[0.95, 2.05, 0.1]
z : E[−0.05, 2.1, 0.15]
300 2700 [26]
Vladislavleva-7 (x − 3)(y − 3) + 2 sin((x − 4)(y − 4)) 2 U [0.05, 6.05, 300] U [−0.25, 6.35, 1000] 300 1000 [26]
Vladislavleva-8 (x−3)
4+(y−3)3−(y−3)
(y−2)4+10 2 U [0.05, 6.05, 50] E[−0.25, 6.35, 0.2] 50 1089 [26]
equal to 0.02, resulting in 11 dierent levels of noise, in a total of
165 datasets analyzed.
e performance of the methods in the datasets was measured
using the Normalized Root Mean Square Error (NRMSE) [6, 10],
given by2:
NRMSE =
RMSE ·
√
n
n−1
σt
=
√√√√√ n∑i=1 (yi − f (xi ))2
n∑
i=1
(yi − t¯)2
, (6)
where t¯ and σt are, respectively, the mean and standard deviation
of the target output vector t and f is the model (function) induced
by the regression method. NRMSE is equal to 1 when the model
performs equivalently to t¯ and equal to 0 when the model perfectly
ts the data. We used the normalized version of RMSE to be able to
compare results from dierent levels of noise and datasets in a fair
way, as described in the next section.
4.2 Noise Robustness in Regression
e performance of GSGP and GP in the same datasets with dierent
levels of noise is assessed by the robustness measures presented
in Section 3.2, namely RLA and ELA, adapted to the regression
domain. Instead of using the accuracy—a performance measure for
classication methods—we adopted the NRMSE.
Notice that the accuracy is dened in [0%, 100%]—or [0, 1]—with
higher values meaning beer accuracy and, consequently, smaller
error. us, the larger the RLA or ELA measured values, the less
robust is the method to the respective noise level. e NRMSE,
on the other hand, is dened in [0,+∞) and higher values mean
greater error.
In this context, we introduce the Relative Increase in Error (RIE)
and Equalized Increase in Error (EIE) measures as alternatives to
2e presented NRMSE equation regards the training set. However, the formula is
easily extensible to the test set.
RLA and ELA, respectively, to quantify the noise robustness in the
regression domain. RIE and EIE are given by Equations 7 and 8,
respectively, where Ex% is the NRMSE obtained by the model in
the dataset with x% of noise, E0% is the NRMSE obtained by the
model in the dataset with no noise, and a plus one term is added to
both denominators in order to avoid division by zero. e higher
the values of both measures, the more sensitive the model is to the
respective noise level.
RIEx% =
Ex% − E0%
1 + E0%
(7)
EIEx% =
Ex%
1 + E0%
(8)
Similarly to ELA, we can derive EIE according to Equation 9,
such that EIEx% is equal to RIEx% plus a term depending only on
the model NRMSE with no noise—given by EIE0%.
EIEx% =
Ex%
1 + E0%
=
Ex% + E0% − E0%
1 + E0%
= RIEx% + EIE0% (9)
5 EXPERIMENTAL ANALYSIS
is section presents the experimental analysis of the performance
of GSGP in symbolic regression problems with noisy data. We com-
pare the results with a canonical GP [1], using the noise robustness
measures introduced in Section 4.2 and the 15 datasets presented in
Table 1 with 11 dierent noise levels.Given the non-deterministic
nature of GSGP and GP, each experiment was repeated 50 times. As
explained in Section 4.1, we resampled ve times the data obtained
randomly by the uniform strategy. In datasets with this sampling
strategy, the experiments were repeated 10 times for each sample,
resulting in a total of 50 repetitions.
Both GP and GSGP were run with a population of 1000 individu-
als evolved for 2000 generations with tournament selection of size
10. e grow method [12] was adopted to generate the random
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Table 2: P-values obtained by the statistical analysis of the performances of GP and GSGP. e symbol  indicates the null
hypothesis was not discarded and the symbol N(H) indicates that GSGP is statistically better (worse) than GP with 95% con-
dence.
Training instances aected by noise (%)
0 2 4 6 8 10 12 14 16 18 20
NRMSE 0.001 N 0.006 N 0.004 N 0.015 N 0.032 N 0.053  0.042 N 0.115  0.151  0.195  0.262 
RIE — 0.003 H 0.002 H 0.001 H 0.000 H 0.000 H 0.000 H 0.000 H 0.000 H 0.000 H 0.000 H
EIE — 0.015 N 0.021 N 0.126  0.300  0.381  0.402  0.467  0.381  0.598  0.885 
functions inside the geometric semantic crossover and mutation op-
erators, and the ramped half-and-half method [12] to generate the
initial population, both with maximum individual depth equals to 6.
e function set included three binary arithmetic operators (+,−,×)
and the analytic quotient (AQ) [16], an alternative to the arithmetic
division with similar properties, but without discontinuity, given
by:
AQ(a,b) = a√
1 + b2
. (10)
e terminal set comprised the variables of the problem and
constant values uniformly picked from [−1, 1]. e GP method em-
ployed the canonical crossover and mutation operators [12] with
probabilities 0.9 and 0.1, respectively. GSGP employed the geo-
metric semantic crossover for tness function based on Manhaan
distance and mutation operators, as presented in [5], both with
probability 0.5. e mutation step adopted by the geometric seman-
tic mutation operator was dened as 10% of the standard deviation
of the target vector t given by the training data.
Figure 2 shows how the median training and test NRMSE are
aected when increasing the percentage of noisy instances. Regard-
ing the results for data with no noise, GSGP presents beer median
test NRMSE in all but two datasets, Keijzer-6 and Vladislavleva-
5. However, the opposite behavior is observed for noise levels
greater than or equal to 18% in Keijzer-1, 6% in Keijzer-9, 2% in
Vladislavleva-1 and 14% in Vladislavleva-4. Moreover, GSGP test
NRMSE approximates from GP when the noise level increases
in the datasets Keijzer-2, Keijzer-3, Keijzer-4, Keijzer-7, Keijzer-
8, Vladislavleva-2 and Vladislavleva-8. is behavior may indicate
that, although GSGP outperforms GP in low levels of noise in most
of the datasets, its performance deteriorates faster than GP when
the level of noise increases. Notice that in all experiments the me-
dian training NRMSE of the GSGP is smaller than the one obtained
by GP, regardless of the behavior of both methods in the test data,
which may indicate that GSGP has a greater tendency to overt
noisy data than GP.
Figure 3, in turn, shows the median values for the EIE and RIE
measures presented in Section 4.2, obtained by GSGP and GP meth-
ods for dierent noise levels considering only the test set. When an-
alyzing RIE values, we verify that GSGP is less robust to noise than
GP for all noise levels in 10 datasets—Keijzer-2, Keijzer-3, Keijzer-
4, Keijzer-6, Keijzer-7, Keijzer-9, Vladislavleva-1, Vladislavleva-2,
Vladislavleva-4 and Vladislavleva-7—and for noise levels greater
than or equal to 4% for Keijzer-1 and Keijzer-8 and 6% in the dataset
Vladislavleva-8.
However, this scenario changes when we look at the values of
EIE. GSGP is more robust than GP in all noise levels in six datasets—
Keijzer-4, Keijzer-7, Keijzer-8, Vladislavleva-2, Vladislavleva-3 and
Vladislavleva-7—and the opposite happens in only two datasets—
Keijzer-6 and Vladislavleva-1. Besides, we can observe that GSGP
obtains smaller EIE values than GP for noise levels smaller than
18% in the datasets Keijzer-1 and Keijzer-3. On the other hand, GP
outperforms GSGP in terms of EIE for noise levels greater than 4% in
the datasets Keijzer-9 and Vladislavleva-4. ese analyses indicate
that, overall, GSGP is more robust to noise than GP according to
the EIE measure.
e main reason for these contradicting results lies on what
these measures regard as important to quantify noise robustness.
As presented in Section 3.2, the method performance in the dataset
with no noise has very low inuence in the RLA measure—and
consequently in its regression counterpart (RIE). e ELA and EIE,
on the other hand, add a term to their respective equations to
represent the behavior of the model in the data without controlled
noise. As GSGP performs beer than GP in the majority of scenarios
when no noise is present, it is natural that EIE considers it more
robust to noise than RIE.
In order to compare the results presented in Figures 2 and 3, we
conducted three paired one-tailed Wilcoxon tests comparing GP and
GSGP under the null hypothesis that their median performance—
measured by their median test NRMSE, RIE and EIE in all datasets—
are equal. e adopted alternative hypotheses dier according to to
the overall results presented in Figures 2 and 3: GSGP outperforms
GP in terms of NRMSE and EIE and GP outperforms GSGP in terms
of RIE. e p-values reported by the tests are presented in Table 2.
Considering a condence level of 95%, the symbol indicates the
null hypothesis was not discarded and the symbol N(H) indicates
that GSGP is statistically beer (worse) than GP. For the NMRSE
measure, GSGP outperforms GP in datasets with 0%, 2%, 4%, 6%,
8% and 12% of noise. However, there are no statistical dierences
when the noise level is greater than 12%, which indicates that
GSGP performance approximates from GP. When analyzing the
robustness measures, RIE indicates that GP is more robust than
GSGP in all noise levels. However, the same is not true for the EIE
measure, which indicates GSGP is more robust than GP with low
levels of noise (2% and 4%) and have no signicant dierences for
noise levels greater than 4%.
6 CONCLUSIONS
is paper presented an analytic study of the impact of noisy data
on the performance of GSGP when compared to GP in symbolic re-
gression problems. e performance of both methods was measured
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Figure 2: Median training and test NRSME obtained by GP and GSGP for each dataset.
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Figure 3: Median test RIE and EIE obtained by GP and GSGP for each dataset.
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by the normalized RMSE and two robustness measures adapted
from the classication literature to the regression domain, namely
Relative Increase in Error (RIE) and Equalized Increase in Error
(EIE), in a test bed composed of 15 synthetic datasets, each of them
with 11 dierent levels of noise equally spaced in [0.00, 0.20].
Results indicated that GP is more robust to all levels of noise than
GSGP when the RIE measure is employed to analyze the outcomes.
However, when the NRMSE or EIE values were analyzed, GSGP
outperformed GP in terms of robustness to lower levels of noise
and presented no signicant dierences regarding GP in higher
levels of noise. Overall, these outcomes indicate that, although
GSGP performs beer than GP in low levels of noise, the methods
tend to perform equivalently for larger levels of noise. Given these
conclusions, potential future developments include investigating
techniques to identify the noisy instances in order to remove them
or minimize their importance during the search.
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