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Abstract 
As urbanisation and climate change progress the frequency of flooding will increase. Each 
flood event causes damage to infrastructure and the environment. It is thus important to 
minimise the damage caused, which can be done through planning for events, real-time control 
of networks and risk management. To perform these actions many different simulations of 
network behaviour are required involving complex and computationally expensive model runs. 
This makes fast (i.e., real–time or repetitive) simulations very difficult to carry out using 
traditional methods thus there is a requirement to develop computationally efficient and 
accurate conceptual sewer simulators. A new Cellular Automata (CA) based sewer model is 
presented which is both fast and accurate. The CA model is Lagrangian in nature in that it 
represents the flow as blocks, and movement of the blocks through the system is simulated.  To 
determine the number of blocks which should be moved it uses either the Manning’s or Hazen-
Williams Equation depending on the flow conditions to calculate the permitted discharge. A 
case study of the sewer network in Keighley, Yorkshire, is carried out showing its performance 
in comparison to traditional sewer simulators. The benchmarks used to verify the results are 
SIPSON and SWMM5.    
 
KEYWORDS: Cellular Automata, Sewer Modelling , Urban Flooding 
NOTATION 
A Cross sectional area [m2] 
B Water table width [m]  
C Hazen Williams Roughness Coefficient [-] 
c Configuration of a grid in CA[-] 
D Pipe Diameter [m] 
f Local transition rule[-] 
G Global transition rule[-] 
g Gravitational acceleration [ms-2] 
H Set of all possible states[-] 
ℎ𝐷𝑆 Water level at the DS[m] 
hf Headloss[m] 
hUS Upstream Water Level[m] 
ID Downstream Invert[m] 
IU Invert at Upstream[m] 
k Conversion factor, for SI k=0.849[-] 
M1 Manning’s Equation Multiplying Coefficient[-] 
 
 
M2 Hazen-Williams Equation Multiplying Coefficient [-] 
O1 Model1 Output[-] 
O2 Model2 Output [-] 
N Number of elements in data set [-] 
n Manning’s Roughness Coefficient [-] 
Q Flow rate [m3s-1] 
 Qi Inflow [m3s-1] 
Qo Outflow [m3s-1]  
R Hydraulic Radius [m] 
r Radius[-] 
S Storage [m3]  
Sf Friction slope[-] 
S0 Slope of pipe[-] 
Δt Time step length [s] 
t  Time [s] 
tT Arrival time step[s] 
V Velocity [ms-1] 
v A cell in a grid used by CA[-] 
W Block size [m3] 
x  Space coordinate [m] 
y Water depth [m] 
z Arbitrary time step[s] 
 
INTRODUCTION 
Numerous storm events occur each year. Some of these events are severe enough to cause flooding. The 1 
number resulting in flooding is increasing, which is of particular concern in urban environments due to 2 
the cost of the damage that occurs as a consequence. The UK government has estimated that flooding 3 
in England and Wales affects 80,000 homes and causes £270 million damage annually (Evans and 4 
Office of Science and Technology, 2004). The number of properties being affected is expected to rise 5 
to between 300,000 and 400,000 properties by 2080. As well as properties, flooding can damage 6 
infrastructure and the environment further increasing the cost.  7 
 8 
Flooding is increasing for a number of reasons including climate change and Urban Creep (White, 2008). 9 
It is accepted that climate change is causing the return period of storms to decrease, thus severe storms 10 
are occurring at a higher frequency. Urban Creep is causing the increase in impermeable surfaces within 11 
a catchment, which reduces infiltration and leads to a higher and faster peak runoff. With more frequent 12 
 
 
and intense flooding around the world, the ability to model sewer flows quickly and accurately is 1 
becoming more desirable.  2 
Many sewer models have been developed for use in both industry and research. Currently most sewer 3 





















− 𝑔𝐴(𝑆0 − 𝑆𝑓) = 0 
(2) 
Q = flow rate [m3s-1] t = time [s] 
A=cross sectional area [m2] 
Sf=friction slope[-] 
y = water depth [m]  
g=gravitational acceleration [ms-2] 
S0=slope of pipe [-] B=water table width [m] 
x = space coordinate [m]  
This system of equations must be solved using numerical algorithms making them slow and complex 5 
to use (Meirlaen and Vanrolleghem, 2000). Attempts  like the DORA Algorithm (Noto and Tucciarelli, 6 
2001) have been developed to boost the speed of this type of model. The DORA Algorithm splits the 7 
Momentum Equation into two parts, which are then solved separately. The calculation time when using 8 
the DORA Algorithm was reduced by 20 to 25% in comparison to using traditional methods. However, 9 
the computation cost was still high. For more significant savings a completely different approach, such 10 
as the use of conceptual models, is required. Conceptual models do not solve the SVE but the mass 11 







S=storage [m3] Qo=Outflow [m3s-1] 
Qi=Inflow [m3s-1] Δt= time step [s] 
 A variety of conceptual models have been developed with the first being the Muskingum Method 13 
(McCarthy, 1938) cited e.g. by (Samani and Jebelifard, 2003). This method transforms the Storage 14 
Equation into a system of equations which can be solved explicitly. The Muskingum Method has been 15 
 
 
used many times in the literature to simulate sewers such as in the CITY DRAIN model (Achleitner et 1 
al., 2007). The biggest drawback of the Muskingum Method is that its level of accuracy depends on two 2 
parameters: the storage-time constant and the weighting factor (Singh and McCann, 1980). The two 3 
parameters are estimated using a number of techniques including, for example, Graphical Methods and 4 
Direct Optimisation Methods (Chatila, 2003). The calibration of these two parameters is cumbersome 5 
which makes the Muskingum Method computationally expensive as multiple runs are required.  6 
 7 
Linear reservoir models are another common type of conceptual model. Many have been developed 8 
such as KOSIM (ITWH, 1995), REMULI (Vaes, 1997), and Cosmoss (Calabrò, 2001). Reservoir 9 
models use Nash-Cascades and a transportation time (Paulsen, 1986 and ITWH, 1995) cited in Meirlaen 10 
et al. (2000) to simulate the flow. Linear reservoir models work by moving the flow through either a 11 
single reservoir or a sequence of reservoirs in place of either a pipe, group of pipes or entire networks. 12 
A retention constant is used to determine how long the flow remains in each reservoir before it moves 13 
on to a connected reservoir (Vanrolleghem et al., 2009). Most reservoir models do not consider 14 
downstream boundary conditions, thus they cannot simulate backwater effects. This causes reservoir 15 
models to overestimate the maximum flow rates and peaks, thus having lower accuracy than ones using 16 
the SVE ( Vanrolleghem et al., 2009). An exception to the exclusion of backwater effects is KOSIM-17 
WEST (Solvi et al., 2005). This model used a combiner-splitter technique to allow reverse flow through 18 
the system when flooding occurs. If a manhole is flooded, the excess was “split” from the flow at the 19 
manhole and “combined” back into the network at the upstream node. A key drawback of KOSIM-20 
WEST, however, is that due to its use of an adaptive time step it is considerably slower than KOSIM 21 
(Solvi, 2007).  22 
 23 
Another conceptual modelling approach is the use of Lagrangian models. These models simulate the 24 
movement of the individual (or a group of) particles in the flow. An example of this type of model is 25 
FastNett (Fullerton, 2004). FastNett uses the Packet Approach (Thomas, 2000 cited by Fullerton, 2004) 26 
to simulate the flow. The Packet Approach works by taking a volume of flow entering the pipe to be a 27 
packet. A packet then moves to the node at the downstream end of the pipe and does not interact with 28 
 
 
any others while it is in the pipe. This model simulated a network in 1/50th of the time a hydrodynamic 1 
model (based on the SVE) took on the same system. However, FastNett was unable to model diverging 2 
flow, structures within a sewer system (such as a weir) or backwater effects. This severely restricts the 3 
applicability of the model and reduces the accuracy.  4 
 5 
The lower accuracy in the conceptual models developed thus far has limited their use. Improving the 6 
accuracy is essential to widen the application of fast conceptual models. To obtain a viable alternative 7 
to traditional modelling methods low computational times and high accuracy are crucial. A compromise 8 
though must be made between the two as obtaining a high level of accuracy requires a large number of 9 
calculations which in turn increases the computation time.  10 
 11 
We will describe a fast and accurate conceptual sewer simulator developed using Cellular Automata 12 
(CA). This new model will simulate both surcharged and free surface flow within a sewer network. 13 
When the flow is free surface wither the flow is supercritical or subcritical is determined allowing the 14 
flow rate to be calculated accurately. CA are dynamical systems able to a replicate real system through 15 
the use of simple rules and states (Fuk, 2004). CA will be introduced more formally in the following 16 
section and their use in similar fields will be discussed briefly. 17 
 18 
Following the introduction of CA the methodology of the new CA sewer simulator will be presented. 19 
A case study is carried out by simulating the sewer network in Keighley, Yorkshire (UK). The results 20 
of the new model and two recognised hydrodynamic models, SWMM 5 (Rossman, 2010) and SIPSON 21 
(Djordjevic et al., 2005)  are compared on the network. Both the simulation of the flow and the level of 22 
efficiency are looked at. The Root Mean Square Error (RMSE), the Normalised Root Mean Square 23 
Error (NRMSE) and the Nash-Sutcliffe Efficiency (NSE) (Nash and Sutcliffe, 1970) of the results are 24 
calculated to determine the level of agreement between the models. The strength and weakness of the 25 
new model are then discussed as well as areas of future research.  26 
CELLULAR AUTOMATA 27 
 
 
Cellular Automata represent an alternative approach to conceptual modelling of complex systems. John 1 
Von Neumann and Stanislaw Ulam introduced CA in the late 1940s to simulate self-replicating systems 2 
in biology (Von Neumann, 1966). CA simulate complex dynamical systems using simple transition 3 
rules that change the states of the cells, which represent the conditions within the cell. The theory of 4 
CA has been developed further and presented in the literature, for example, Wolfram (1982, 1984) , 5 
Albert and Culik (1987) and Morita (2012). The basic theory will be presented here. 6 
 7 
In CA the region being simulated is made up of cells and is referred to as a lattice or grid. Traditionally 8 
lattices are infinite, although finite lattices are commonly used in real world applications. Every cell 9 
within the region has a neighbourhood, which includes the cell being simulated and those surrounding 10 
it. A neighbourhood is denoted by N. The neighbourhood affects the simulation of the cell. The layout 11 
of a neighbourhood varies between CA models. Traditionally 1D CA have a radial neighbourhood 12 
which can be represented as a simple line of cells, Figure 1. This type of neighbourhood can also be 13 
simply described by equation (4) where r is referred to as the radius (Durand et al., 2003). 14 
 15 
Figure 1: 1D Neighbourhood Schematic where radius, r, is 1 16 
In the work carried out by Wolfram (1982) a radial neighbourhood was used with a radius of 1. When 17 
1D CA with this neighbourhood has only 2 states this can be referred to as elementary CA (Wolfram, 18 
1983).  19 
 20 
Each cell is assigned a state and the simulation is carried out by updating these states. Traditionally 21 
states are discrete and indicate the condition of the cell such as in the famous CA Conway’s Game of 22 









it is alive and 0 if it is dead. The states are changed using simple transition rules depending on the state 1 
of the cell and its neighbours. More formally CA is a triple A= (H, N, f). In the triple H is the set of all 2 
the possible states which can occur in the CA. The neighbourhood is represented within the triple by N. 3 
The size N is denoted by n. The final member of the triple is f which is the local transition rules. The 4 
local transition rules, Eq. (5), change the state of a cell depending on the states assigned to the 5 
neighbouring cells. There can be both local and global transition rules. The global transition rule, 6 
denoted by G and shown in equation (6), describes how the complete configuration, c, changes to the 7 
next. The difference between the two types of transition rules are explained more clearly in Figure 2. 8 
 9 
Figure 2: Global and local transition rules, with n=3 in both 10 
CA has been used to model many different situations and processes, for example, lava flow (Miyamoto 11 
and Sasaki, 1997) and fire evacuation (Yang et al., 2002). Similar models have also been used in 12 
hydrology to model surface flow. Dottori and Todini (2011, 2010) developed a CA model for overland 13 
flow modelling. This model divides the area being modelled into cells and then simulates each cell 14 
independently using a form of the SVE. Initially the Diffusion Wave was used but to improve the 15 
stability of the model a version that used the inertia formulation (Bates et al., 2010) was then developed 16 
(Bates et al., 2010; Dottori and Todini, 2011). This model is significantly faster than other surface 17 
models which use the SVE, however, it is still relatively complex and an even faster model would be 18 
desirable. Recently, Ghimire et al. (2012) presented an alternative CA approach for 2D modelling that 19 
f:Hn→H (5) 
𝑮𝒇(𝒄)𝒗 = 𝒇(𝒄𝒗+𝑵) 
v=cell in the lattice[-] 
(6) 
Local Transition Rule changes the state of a single cell: 









uses regular grid cells as a discrete space for the CA setup and applies generic rules to local 1 
neighbourhood cells to simulate the spatio-temporal evolution of pluvial flooding. Dottori and Todini  2 
(2011, 2010) also applied CA to a limited number of 1D cases. They found that their model could also 3 
produce accurate results with a low computation time. The 1D case though still only modelled surface 4 
flow and was not applied to pipe flow where transition to pressurised flow and vice versa could occur. 5 
The simulation of 1D pipe flow is more complicated and to obtain an even faster CA models a fully 6 
conceptual model is required. The methodology for such a model is presented in the following section.  7 
 8 
METHODOLOGY 9 
The new model is called the Block Cellular Automata 1D Model, BCA1D. It is a CA model that uses a 10 
Lagrangian approach to simulate sewer flow. BCA1D represents the flow within the sewer system in 11 
the form of figurative water blocks, i.e., finite volume of water. These blocks are used to move water 12 
from one manhole to another through a connecting pipe, as shown in Figure 3. The number of blocks 13 
that can move at each time step depends upon the depths and the water levels within the current and 14 
receiving manhole, as well as the characteristics of the connecting pipe. BCA1D is a very simple sewer 15 
simulator that uses a small number of steps to carry out a CA simulation of the sewer network. The 16 
basic steps of the algorithm are explained in Figure 4. 17 
 18 
Figure 3 : Schematic description of the simulation process of a manhole, in example Manhole 2 is being simulated
Block of fluid  
t=z t=tT+z 












tT=travel time [s] 








BCA1D uses the water levels at the upstream and downstream ends of each pipe to calculate the 1 
hydraulic gradient and the maximum flow rate. The depth in the upstream manhole indicates if the pipe 2 
is surcharged or not which determines the correct equation to use, Eqs. (8) or (9). The volume allowed 3 
to move (the maximum number of blocks) is obtained by multiplying the flow rate by the length of the 4 
time step in use. In the example shown in Figure 3 the maximum number of blocks which can leave 5 
manhole 2 is 3. The volume obtained is then divided by the block size and the number of blocks allowed 6 
to move is obtained. The block size is set prior to the simulation and is chosen small enough that flow 7 
will be able to move through the smallest pipe in the network during low flow rates. This gives the basic 8 
form of the Transition Rule, as given in Eq (7). 9 






W=Block size [m3]  
Numerous different equations are capable of calculating the discharge. Any of these could be 10 
incorporated into this Transition Rule making the model very flexible. As the model is currently being 11 
developed to simulate sewer pipe flow it is important that the network characteristics are respected and 12 
the different types of flow which occur in a network can be simulated. To do this there are two forms 13 
of this Transition Rule to accommodate for both pressurised and free surface flow. The flow rate, Q, is 14 
a function that changes depending on the depth at the upstream manhole. In the current form of the 15 
model the Manning’s Equation, Eq. (8), is applied if the pipe flow is not surcharged. Otherwise, the 16 
Hazen-Williams Equation, Eq. (9), is used if the pipe is surcharged.  These equations have been selected 17 
to allow pipe flow to be simulated accurately. This also means that the parameters included in the model 18 
only allow for pipes. This means in its current state it is not suitable for the simulation of open channels 19 













n=Manning’s Roughness Coefficient [-] C=Hazen Williams Roughness Coefficient [-] 
k=Conversion factor, for SI k=0.849[-] R=Hydraulic Radius [m] 
. By using both the Hazen-Williams and Manning’s Equation free surface and surcharged flow is 1 
simulated. As the model can move from using one equation to other through evaluating the flow 2 
conditions transient flow is simulated although BCA1D does not simulate to high detail as it is not the 3 
focus of the model. The main focus of the model is to simulate a sewer network throughout a storm 4 





Figure 4: Flow Chart of the algorithm steps 2 
Start Program 
Import network data  
t=1 
Update the volume and 
 depth in the node 
Refer to look-up table created for 
the Hazen-Williams Equation base 
rule using y to determine the 
reference 
Create Look-up Tables 
Yes (Surcharged) 
Remove up to the maximum 
number of blocks 
t=t+1 
Depth> 95% of 
pipe diameter 
No 
No (Not Surcharged) 
t>maximum number 
of time steps 
Yes 
End of Program 
Refer to look-up table created for 
the Manning’s Equation based rule 




By combing these equations with the basic form of the Transition Rule, the two rules used to carry out 1 
the simulation are obtained, Eqs. (10) and (11). The values of variable parameters depend upon the 2 
water depth at the upstream and downstream ends of the pipe. Making the depth the dependent variable 3 
it can be taken to be the state of the cells.  4 
Both equations contain a mixture of constant and variable parameters. In both equations the constant 5 
parameters can be grouped together and expressed as the multiplying coefficient to reduce the 6 
computational complexity. Two multiplying coefficients, M1 and M2, are calculated for each pipe. 7 
Different coefficients are used for each pipe to incorporate the different characteristics such as the 8 
roughness and diameter. One constant is used for the Manning’s Equation, M1, while the other is used 9 
in the Hazen-Williams Equation, M2. These constants stay the same throughout the calculation and are 10 
determined using Eqs. (12) and (13). 11 
The coefficient M2 is used when the Hazen-Williams Equation is applicable, i.e., when full pipe flow 12 
occurs resulting in the wetted perimeter covering the whole circumference of the pipe. Thus the 13 
hydraulic radius is replaced by D/4 in (13). This term could easily be adapted to calculate the hydraulic 14 
radius for alternatively shaped pipes if it is required. The multiplying coefficient gives the Transition 15 
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Δ𝑡
𝑊𝑛
  (12) 
 






















Both Transition Rules involve a fewer number of parameters than the original rules thus lower 1 
computational cost is incurred from solving them. This reduces the computation time and improves the 2 
model’s efficiency. The first Transition Rule, Eq. (14), is the more complex of the two as only the block 3 
size, length of time step and the Manning’s Roughness Coefficient are constant. The other parameters 4 
depend on the water depths at both ends of the pipes. The cross sectional area and hydraulic radius of 5 
the flow for each upstream section also need to be calculated, which is time consuming as power 6 
functions are involved in the calculations. The second Transition Rule, Eq. (15), is much simpler as 7 
only the hydraulic gradient varies.  8 
 9 
Look-up tables 10 
The multiplying coefficients, Eqs. (12) and (13), are introduced to reduce the complexity of the model 11 
and further improve the modelling efficiency by using the look-up tables, which are calculated only 12 
once at the beginning of the simulation run. This reduces the number of calculations required during 13 
the simulation. These tables contain the information about the number of blocks that can move for 14 
various combinations of depths. The range of depths is taken from the invert and the terrain levels, both 15 
of which are known, of neighbourhood manholes. The range is split into equally sized discrete intervals. 16 
The number of discrete intervals depends on the degree of accuracy required, the higher accuracy 17 
desired the more discrete intervals that are needed. The size of discrete interval used for each manhole 18 
is calculated using Eq. (16). This prevents very few discrete intervals being used for a small manhole, 19 
reducing the accuracy of the associated pipes, or many discrete intervals being used for a large manhole, 20 
which would increase the memory usage and increase the computation time.   21 
 
 
A vector is created containing elements ranging from the invert to the terrain level at a rate of the 1 
discrete interval size. For example, for a 2m deep manhole with water level ranging from the invert at 2 
49 m.a.o.d (meters above ordinance datum) to the ground at 51 m.a.o.d and a desired number of discrete 3 
intervals of 100 gives a discrete interval size of 0.02m. The levels, in one manhole, then used to calculate 4 
the gradient are: 5 
[49.00, 49.02, 49.04, … 50.96, 50.98, 51.00] 6 
The gradients for all possible combinations of discrete depths are then calculated. The gradient of the 7 
pipe is not simply used at all times to allow surcharging and downstream conditions to be taken into 8 
consideration. A number of negative gradients are also calculated and these are replaced by the gradient 9 
of the pipe. This is used currently as the model cannot simulate reverse flow. The model should not 10 
select the solutions of the transition rules produced using negative gradients. However, when solving 11 
the rules using negative hydraulic gradients complex numbers may occur within the look-up tables or 12 
the program may fail due to unsolvable calculations occurring. To avoid this negative gradients are 13 
replaced by 0 resulting in the solution of the transition rules being 0. These gradients are then stored 14 
within a matrix. For the free surface flow, only gradients obtained when the upstream and downstream 15 
depths are below 95% of the pipe diameter (i.e., not surcharged) are used for the creation of the look-16 
up table for the first Transition Rule (i.e., the Manning’s Equation). This reduces the memory use of the 17 
model and improves the efficiency. The look-up tables are then referred to during the simulation to 18 
obtain the maximum number of blocks allowed to move. To further reduce the memory use of the model 19 
only those gradients calculated when upstream depth has increased and the downstream is at the invert 20 
are used to create the look-up table for the second transition rule.  21 
 22 
During the simulation the look-up table for a pipe is referred and the number of movable blocks is 23 
obtained. When the flow is not surcharged the depth within each manhole is changed to an integer value. 24 
The integer values are obtained by dividing the depth by the discrete interval size. This number is then 25 
𝑆𝑖𝑧𝑒 𝑜𝑓 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =
Total depth of manhole 






rounded to the nearest integer. Both the upstream and downstream depths are changed to integer values 1 
and together they give the reference for the relevant look-up table element to obtain the number of 2 
blocks which can move. If the flow is surcharged the difference in water level between both manholes 3 
is found and this is then converted to an integer by the same process as for non-surcharged flow. This 4 
value alone is then used as the reference in the look-up table associated with the pipe. If the difference 5 
is greater than the depth of the manhole, the latter is simply used. This is done due to the limited size 6 
of the look-up tables. Without doing this the depth would be limited to the top of the manhole which 7 
would result in the wrong flow rate being obtained from the look-up tables.  8 
The Simulation 9 
When the program is run the steps shown in Figure 4 are carried out. These can be split into two main 10 
steps. The first is the initialisation of the model where the network data is read into the program and 11 
using this information the look-up tables are calculated. The next main step is the actual time loop in 12 
which the simulation takes place. Both steps will now be looked at in more detail. 13 
Step 1: Initialisation of the model 14 
 15 
The procedure (Figure 4) starts when the inflow and network data are read into the program and stored. 16 
Each parameter and characteristic is stored in separate vectors to allow for easy accessing during the 17 
simulation. The look-up tables are created according to the input data and the methodology described 18 
in the previous section. When the depth is small low velocities occur which cause long travel times 19 
between manholes. The travel times can become so high that they are impracticable so a maximum 20 
travel time is set. It is set as the time required for a block to travel the length of the pipe at the depth 21 
equal to 10% of the pipe diameter. The depth of 10% was chosen as it was found through numerical 22 
experiments to be small enough to allow the flow to move slowly through the pipe but still reach the 23 
neighbour before the end of the simulation. If this is not included small amounts of slow moving flow 24 
would be left in the pipes at the end of the simulation affecting the mass conservation.  25 
 
 
Step 2: The Time Loop 1 
Discharge Calculations 2 
The time loop starts after the creation of the look-up tables. At the beginning of each time step blocks 3 
arriving from the upstream pipe and/or the surface are added to any blocks already at the manhole. The 4 
depth within the manhole is then calculated and taken as the state of the cell. Then, the number of 5 
movable blocks is determined from the look-up tables. This is possible as the discharge within a pipe 6 
depends on the hydraulic gradient, which is calculated from the water levels at the upstream and 7 
downstream manholes. 8 
When the downstream node is surcharged the downstream level is taken to be the downstream water 9 
head. However, if the downstream depth is below the pipe soffit, the downstream level is calculated 10 
depending on whether the flow is subcritical or supercritical. The flow condition is determined from 11 
the depth, y, and critical depth, 𝑦𝑐 , in the manhole. The critical depth is calculated using (17), which is 12 
a version of Straub’s Equation (Straub, 1978) for the critical depth. A simplified approach to 13 
determining the condition of the flow is taken to help ensure a low computation cost allowing quick 14 








If the depth is greater than the critical depth then the flow is subcritical and the downstream conditions 16 
affect the flow rate. While the flow is subcritical the downstream level is given by equation (18). This 17 
equation (Akan and Houghtalen, 2003) was chosen to ensure the stability of the model. Like all other 18 
approximate equations for the critical depth, it has a limited applicability. It is only applicable when 19 
inequality (19) is satisfied. If this inequality is not satisfied the water level and pipe invert are used as 20 
the water level.  21 










< 0.85 (19) 
ID= Downstream Invert[m] ℎ𝐷𝑆=Water level at the DS[m] 
 1 
When the critical depth is greater than the depth in the downstream node the flow is supercritical. When 2 
this is the case the downstream conditions can be neglected. 3 
 4 
The upstream water level is calculated using (20). This provides a good estimate of the hydraulic grade 5 
line and helps to ensure the hydraulic gradient remains positive. The headloss is then revaluated, (21), 6 
using the new water levels at the upstream and downstream. The new headloss is then used in the next 7 
time step.  8 
ℎ𝑈𝑆 = 𝑚𝑎𝑥{𝑦 + 𝐼𝑈, ℎ𝑓 + 𝑦𝑐 + 𝐼𝐷 } (20) 
ℎ𝑓 = ∆ℎ = ℎ𝑈𝑆 − ℎ𝐷𝑆 (21) 
hf=Headloss[m] hUS=Upstream Water Level[m] 
IU=Invert at Upstream[m] 9 
It is from these water levels that the matrix element which gives the current number of blocks that can 10 
move is determined, as discussed earlier. This number of blocks is placed within a temporary matrix 11 
which allows transporting the blocks to the receiving manhole at the appropriate time step. Which look-12 
up table is used depends upon the depth at the upstream end of the pipe. The tables based on Transition 13 
Rule (15) are used when the flow is surcharged, whereas the tables created using the Transition Rule 14 
(14) are utilised if the flow is not surcharged. The pipe is considered to be surcharged if the water depth 15 
at the upstream manhole is above 95% of the diameter of the pipe.  16 
The number of blocks allowed to move is then changed into a velocity. This is done by multiplying the 17 
number of blocks by the block size to obtain a volume and then dividing this by the length of the time 18 
step in use and the cross area of the flow.  The number of blocks that the pipe has space for is then 19 
calculated, which restricts the maximum number of blocks to move through the pipe. This is done to 20 
 
 
ensure the flow volume within the pipe is not greater than the actual capacity of the pipe. After the 1 
blocks have been removed from each manhole, the model returns to the beginning of the time loop. 2 
Each manhole is simulated independently of every other manhole and does not use information from 3 
previous time steps which is an important feature of CA.  4 
Travel Time Calculations 5 
The travel time between two adjoining cells is obtained by using equation (22) which gives a 6 
dimensionless travel time when using S.I. units. This incorporates the time the flow takes move through 7 










V=Velocity of flow [ms-1] L=length of pipe [m] 
 9 
For simplicity and computational efficiency an integer travel time is used here. This can, however, result 10 
in blocks being included prior to when they should actually arrive at the node. To prevent this both the 11 
real and integer travel times are calculated. The blocks are included in the depth calculation of 12 
downstream node only if they arrived at the node prior to the time step in terms of their real travel time. 13 
This process results in a more realistic depth at a node to be calculated thus allowing a more accurate 14 
flow rate to be determined from the look-up tables. The model only permits the volume included in the 15 
depth to be available to move to the downstream node. The remaining blocks are stored in the manhole 16 
they are currently in to be included again at this manhole at the subsequent time step.  17 
 18 
The travel time is reassessed each time step after the new hydraulic gradient is calculated. As the 19 
hydraulic gradient increases, the number of blocks allowed to move increases and the travel time 20 
decreases. From equation (22) for a very high velocity, the travel time would get very short. This means 21 
that it can become less than one which could result in blocks being in multiple cells in a single time 22 
step. To prevent this a minimum travel time of one time step is used. 23 
 
 
CASE STUDY  1 
BCA1D was initially tested on a small theoretical network (Austin et al., 2013) which showed the model 2 
was able to simulate branches merging in and out of a main trunk as well as open channel flow due to 3 
low flow rates occurring in the upstream pipes of the network. This network however is very small so 4 
the model must be tested on a larger and more complex network to determine if the model is viable 5 
alternative to the SVE for sewer flow modelling. A Case Study was carried out using the sewer network 6 
in Stockbridge area of Keighley, Yorkshire (UK) which is shown in Figure 5. The catchment covers 7 
approximately 0.24km2 and the system consists of 89 pipes and 90 nodes (manholes). This was slightly 8 
reduced to 80 pipes and 81 nodes to improve the overall stability of all models due to a number of 9 
undersized pipes that had much smaller diameters in relation to those connected to them.   Much of this 10 
network is extremely flat as a number of the pipes have a gradient of zero. Examples of the range of 11 
pipe characteristics that occur in the network are shown in Table 2. This case study has been selected 12 
due to the high number of low gradient pipes making the inclusion of a downstream condition important 13 
to ensure a high level of accuracy. It was also selected it was large enough to test the ability of BCA1D 14 
fully and still small enough to determine the cause of problems within the network as the results could 15 
be traced upstream. 16 
 17 
Table 1: Pipe Characteristics 18 






(a) 1 80.85 0.0019 1.125 
(b) 27 79 0.0007 0.305 
(c) 80 78 0.0054 0.225 
(d) 4 18 0.0010 1.145 
(e) 7 98 0.0011 1.500 




The network is simulated using BCA1D, SIPSON (S. Djordjevic et al., 2005) and SWMM5 (Rossman, 
2010). Both SWMM5 and SIPSON are hydrodynamic models that use the full SVE. This allows 
BCA1D to be compared to two recognised benchmarks and its level of accuracy can be determined. 
The storm event used was 3 hours in duration with time-varying intensity and had a total depth of 
0.016m along with a small base flow entering at the most upstream manhole of each branch. The runoff 
simulation was done by BEMUS (Djordjević et al., 1999) and applied to all four models. 
 
Figure 5: Schematic of the Keighley Sewer Network 
RESULTS 
 
The simulation was carried out on a standard standalone 32bit, 2.66GHz processor PC. The complete 
Keighley network was simulated over a period of 5 hours. The simulation time for each model is shown 
in Table 1. From Table 1 it can be seen that both versions of BCA1D are faster than both SWMM 5 and 
SIPSON. This is achieved even in the version created in Matlab. The Matlab version of BCA1D has a 
higher computation time than the C++ versions as it has to be interpreted each time before it is ran 










between compiled and translated. The Matlab version of BCA1D manages to be faster than the 
hydrodynamic models due to its simplicity as very few computations are required during the simulation.  
The C++ version of BCA1D is approximately twice as fast as the Matlab version and over 5 times faster 




Table 2: The computation time 
Model Time Step  
Size (s) 
Language Computation Time (s) 
SWMM 5 30 C++ 1.95 
SIPSON 5 Fortran 20 
BCA1D 30 Matlab 0.87 
BCA1D 30 C++ 0.37 
 
A selection of the pipe simulation results are shown in Figures 6 (a) to (f). The details of these pipes are 
shown in Table 2 and are also indicated in Figure 5. Those pipes were selected as representative of the 






















































Figure 6: Flow Rate in Pipes  (a), (b), (c), (d), (e) and (f) 
In all pipes both versions of BCA1D produces good results on visual comparison with the 
hydrodynamic models. In pipe (a) the greatest differences occur between the models. During the 
simulation produced by SWMM5 there is a large negative discharge in the pipe and a very small one in 
SIPSON due to a much higher downstream water depth. The high depth in the downstream manhole is 































































































(e)  (f) 
 
 
branch is comprised of pipes with much smaller diameters than that of pipe (a) and the final pipe within 
it becomes surcharged causing the flow to be pressurised and move much quicker than that in pipe (a). 
In pipe (c) the flow rate is again low. SWMM5 and SIPSON results exhibit sharp dips in the flow rate 
near the start of the simulation and spikes again later in the simulation due to reverse flow occurring in 
the pipe. BCA1D also shows small signs of instabilities at these points in the simulation.  All four 
models struggle to simulate this pipe and show signs of instabilities. In pipes (a) and (b) both CA models 
show a small level oscillations being caused by the velocity fluctuating due to changes in depth and 
flow cross area each time step. The flow results shown in Figures 6 (d) to (f) are very good on visual 
comparison with all models producing similar results to one another. In these pipes though there are 
very small oscillations in the results produced by both versions of BCA1D. This happens because the 
flow is surcharging and running at full flow. However, due to the limited capacity of the pipes the flow 
rate has to be reduced briefly. This dip in the flow rate in turn causes a dip in the volume within the 
pipe allowing the flow rate to rise again the following time step. This pattern causing the oscillations 
continues until the pipe is no longer surcharged.  
 
To determine the degree of accuracy of BCA1D, the RMSE has been calculated according to Eq. (23). 
The RMSE is an Error Index and a special case of the average error (Willmott et al., 1985). The closer 
the RMSE is to 0, the more similar are the two sets of results being compared. This Index gives a good 
estimate of the error of the result, however, it does not show if the results are over or underestimated. 
The Normalised RMSE (NRMSE) has been calculated using Eq. (24). A NRMSE of 0 indicated perfect 
results while a value of 1 indicates no agreement . The Nash-Sutcliffe Efficiency (NSE) was also 
calculated using equation (25). The NSE lies between -∞ and 1 with the optimal value being 1. If the 
NSE is negative it is consider poor, whereas if it is positive it can be considered to be good (Moriasi et 
al., 2007). 
𝑅𝑀𝑆𝐸 = √[









The RMSE values for the results produced by BCA1D between SIPSON and SWMM 5 have been 
calculated for each pipe within the network. Similarly, the RMSE between SIPSON and SWMM 5 was 
also calculated. The RMSE for each of the pipes shown in Figure 6. 
 
Figure 7: RMSE in a selection of pipes 
Table 3 contains the maximum RMSE between the models out of all the pipes over the complete 
network. From this table it is clear there is little difference between the two versions of BCA1D and 
both SIPSON and SWMM5, with the maximum being below 0.2. The minimum RMSE for all model 
comparison are also very low with the highest being only 2.98e-4. These RMSE results show that there 

































𝑁𝑆𝐸 = 1 − [










N= Number of elements in data set[-] 
O2=Model2 Output[-] 
O1= Model1 Output[-] 
 
 
Table 3: Maximum values of the RMSE 
Simulated Maximum RMSE  
BCA1D Matlab/SWMM5 0.081  
BCA1D Matlab/SIPSON 0.068  
SIPSON/SWMM5 0.032  
BCA1D C++/SWMM5 0.074  
BCA1D C++/SIPSON 0.065  
 
The next measure looked at is the NRMSE. The NRMSE found for the pipes whose flow rates are 
plotted in Figure 6. From this figure it is clear that low NRMSE were found throughout the network. 
The maximum NRMSE are shown in Table 4The maximum is also low always being below 0.4. An 
important observation is also that the highest occurs between SIPSON and SWMM5 at a value of 0.341. 
This emphasises that the hydrodynamic benchmarks vary and do not produce identical results. A similar 
NRMSE also occurs between both version of BCA1D and each benchmark with it approximately being 
0.17 between BCA1D and SWMM5 and 0.27 between BCA1D and SIPSON.  

























Table 4 Maximum values of the NRMSE 
Simulated Maximum NRMSE  
BCA1D Matlab/SWMM5 0.177  
BCA1D Matlab/SIPSON 0.264  
SIPSON/SWMM5 0.341  
BCA1D C++/SWMM5 0.170  
BCA1D C++/SIPSON 0.267  
 
The maximum and minimum NSE between all the models are shown in Table 5 and a selection of 
NSE are shown in Figure 9. The maximum NSE between all models is above 0.99 and thus showing a 
good level of agreement between the models. The minimum between SWMM5 and both other 
models, however, is negative or zero showing that at times there is very little agreement. 
Figure 9: NSE in a selection of pipes  
Table 5: Minimum and Maximum Values of the Average NSE 
Simulated Minimum NSE Maximum NSE 












BCA1D Matlab/SIPSON -0.2163 0.99898 
SIPSON/SWMM5 -0.2167 0.99875 
BCA1D C++/SWMM5 0.6660 0.99991 
BCA1D C++/SIPSON -0.2152 0.99925 
 
The maximum RMSE is below 0.01 suggesting a high level of agreement between and BCA1D and the 
full hydrodynamic models. The NRMSE between both version of BCA1D and the benchmarks is below 
0.1, again suggesting a high level of agreement between the models. The lowest NSE is around -0.2 
between both versions of BCA1D and SIPSON which is similar to the minimum between SIPSON and 
SWMM5. The spatial and temporal average RMSE, NRMSE, and NSE for each combination of models 
is presented in Table 6. These were calculated to help determine the overall level of agreement between 
the models. 










SWMM 5 0.006 0.050 0.946 
BCA1D 
MATLAB 
SIPSON 0.009 0.079 0.876 
SWMM 5 SIPSON 0.005 0.053 0.928 
BCA1D C++ SWMM 5 0.006 0.041 0.959 
BCA1D C++ SIPSON 0.008 0.0722 0.887 
 
The average RMSE in all comparisons is below 0.03 showing agreement between all the models. When 
comparing the NSEs, like with the RMSEs, BCA1D Matlab and SWMM5 are the closest with BCA1D 
 
 
C++ and SWMM5 only having a slightly lower NSE. The NSE between BCA1D and SIPSON are all 
above 0.8 showing agreement with SIPSON. The average NRMSE is also low as it is below 0.08 
indicating a high level of agreement between all the models. The NRMSE that occurs between both 
versions of BCA1D and SIPSON is significantly higher than that between both versions of BCA1D 
SWMM5. The NRMSE between BCA1D and SWMM5 shows a similar agreement between SIPSON 
and SWMM5.  The variation in level of agreement between the models is caused by both metrics being 
more sensitive to different types of errors. This emphasises the importance of using more than one 
metric to analysis the results. The average RMSE for both versions of BCA1D is almost identical and 
the NSE is acceptable for when they are compared to either SWMM 5 or SIPSON. This shows that 
there is a similar level of agreement between both versions of BCA1D and the hydrodynamic models 
and they can all be considered to be in good agreement with one another. 
CONCLUSIONS 
In this study the methodology for a new CA based sewer model, BCA1D, has been presented. This 
model represents each manhole as a cell and moves the flow in the form of blocks. It uses either the 
Manning’s Equation or the Hazen Williams equation, to determine the number of blocks which can 
move in each time step. To improve the efficiency of the model the flow rate is obtained from the look-
up tables developed using either of the flow equations. To obtain the value from the look-up tables the 
upstream and downstream water levels are calculated at each time step.  
 
This new model, along with SWMM5 and SIPSON, was used to simulate the sewer network in Keighley, 
Yorkshire. From the visual comparison all models produce similar results except when reverse flow 
becomes important. This is a weakness in the new model as it does not currently take these conditions 
into account. Including the ability to simulate these effects is the next step in the development of the 
BAC1D model. The model, however, is sufficiently accurate as it is shown by the low RMSE values 
(close to zero) and high NSE values (close to one) in comparison to both fully hydrodynamic models, 
SWMM5 and SIPSON, thus it can be considered to be in good agreement with both. BCA1D was also 
 
 
found to be faster than both SWMM5 and SIPSON. The saving in simulation time is more significant 
in tests on larger networks (not presented here). Future work will also include expanding the model to 
simulate a wider variety of structures found in sewer networks.  
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