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Abstract
An Altman type fixed point theorem, on a convex cone in a Banach space, will be presented. In
this theorem we replace the classical Altman’s condition by an asymptotic condition. Also, we will
establish some relations between this Altman type fixed point theorem and the scalar derivatives.
Some applications will be given.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The main purpose of this paper is to prove an Altman type fixed point theorem on convex
cone in an arbitrary Banach space. In this new variant of Altman’s fixed point theorem we
replace the classical Altman’s condition by an asymptotic condition. Let (H, 〈·, ·〉) be a
Hilbert space. For any real number r > 0, we denote by Sr the sphere in H centred in 0 (the
origin of H ) and of radius r . Given a mapping f :H →H , we say that f is weakly closed,
if for any sequence {xn}n∈N in H , weakly convergent to x , we have that the condition,
{f (xn)}n∈N convergent to y , implies y = f (x). Also, we say that f is continuous from the
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that {f (xn)} is weakly convergent to f (x). Altman proved in 1957 the following result [2].
We suppose H to be a separable Hilbert space.
Theorem 1.1. Let f :Br →H be a weakly closed mapping, where
Br =
{
x ∈H | ‖x‖ r}.
Suppose that f maps the sphere Sr into a bounded set in H . If the following condition is
satisfied:〈
f (x), x
〉
 〈x, x〉 for all x ∈ Sr , (1.1)
then there exists an element x0 ∈Br such that f (x0)= x0.
It seems that Altman’s fixed point theorem was rediscovered by Shinbrot in 1965 [17].
(We note that in the references of [17], Altman’s paper is not cited.) Shinbrot’s result is the
following
Theorem 1.2. Let H be a separable Hilbert space and f :H →H be a mapping continu-
ous in the weak topology on H . If there is a positive constant r such that〈
f (x), x
〉
 〈x, x〉 for all x ∈ Sr , (1.2)
then f has a fixed point in Br .
We note that the Altman’s proof is based on the classical theorems of the combinatorial
topology concerning the notion of the topological degree, while, the Shinbrot’s proof is
different.
Altman applied Theorem 1.1 to integral equations and Shinbrot to general quasi-linear
partial differential equations. Altman’s fixed point theorem was considered on cones in [8]
in relation with complementarity problems. Now, in this paper we will replace Altman’s
condition (condition (1.1)) by an asymptotic condition. This asymptotic condition sug-
gested us the possibility to establish some relations between Altman’s fixed point theorem
and the scalar derivatives.
In 1992, Németh introduced the notion of scalar derivatives [12] for characterization of
monotone operators. Some applications of this notion is given in [13]. Inspired by this no-
tion in 1999, Isac introduced the notion of scalar asymptotic derivatives [9] for extending
a classical fixed point theorem on cones of Krasnoselskii. In [10] a duality between this
notions was presented and further fixed point theorems and surjectivity theorems on cones
were generated. These theorems turned out to be very useful in applications to integral
equations, variational inequalities and complementarity problems.
Our Altman type fixed point theorem will be on a convex cone in an arbitrary Banach
space and we will give also some application based on this fixed point theorem and on the
scalar derivatives.
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Let (E,‖ · ‖) be an arbitrary real Banach space. We say that a semi-inner-product is
defined onE, if to any x, y ∈E there correspond a real number denoted by [x, y] satisfying
the following properties:
(s1) [x + y, z] = [x, z] + [y, z],
(s2) [λx,y] = λ[x, y] for x, y, z ∈E, λ ∈R,
(s3) [x, x]> 0 for x = 0,
(s4) |[x, y]|2  [x, x][y, y].
It is known [6,11] that a semi-inner-product space is a normed linear space with the
norm ‖x‖s = [x, x]1/2 and that every Banach space can be endowed with a semi-inner-
product (and in general in infinitely many different ways, but a Hilbert space in a unique
way).
It is possible to define a semi-inner-product such that [x, x] = ‖x‖2 (where ‖ · ‖ is the
norm given in E). In this case we say that the semi-inner-product is compatible with the
norm ‖ · ‖. By the proof of Theorem 1 in [6], this semi-inner-product can be defined so that
to have the homogeneity property
(s5) [x,λy] = λ[x, y] for x, y ∈E, λ ∈R.
Throughout this paper we shall suppose that all semi-inner-products compatible with
the norm satisfy (s5).
The following definition is an extension of Example 5.1 in [4, p. 169].
Definition 2.1. The operator
i :E \ {0}→E \ {0}, i(x)= x[x, x] ,
is called inversion (of pole 0) with respect to [·, ·].
It is easy to see that i is one to one and i−1 = i . Indeed, since ‖i(x)‖s = 1/‖x‖s , by the
definition of i we have i(i(x))= i(x)/‖i(x)‖2s = ‖x‖2s i(x)= x . Hence i is a global home-
omorphism of E \{0} which can be viewed as a global nonlinear coordinate transformation
in E.
Let A⊆E such that 0 ∈A and A \ {0} is an invariant set of the inversion i with respect
to [·, ·], i.e., i(A\ {0})=A\ {0} and f :A→E. Examples of invariant sets of the inversion
i with respect to [·, ·] are
(1) F \ {0}, where F is a linear subspace of E (in particular F can be the whole E),
(2) K \ {0}, where K ⊆E is a convex cone.
Now we define the inversion (of pole 0) with respect to [·, ·] of the mapping f .
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mapping I(f ) :A→E defined by
I(f )(x)=
{ [x, x](f ◦ i)(x) if x = 0,
0 if x = 0.
Proposition 2.1. The inversion of mappings I with respect to [·, ·] is a one to one operator
on the set of mappings {f | f :A→E; f (0)= 0} and I−1 = I , i.e., I(I(f ))= f .
Proof. By definition I(I(f ))(0) = 0. Hence, I(I(f ))(0) = f (0). If x = 0 then
I(I(f ))(x) = ‖x‖2sI(f )(i(x)) = ‖x‖2s‖i(x)‖2s f (i(i(x))) = f (x). Thus, I(I(f ))(x) =
f (x) for all x ∈A. Therefore I(I(f ))= f . ✷
Proposition 2.2. Let f :A→A. Then, x = 0 is a fixed point of f iff i(x) is a fixed point of
I(f ).
Proof. Suppose that x = 0 is a fixed point of f , i.e., f (x)= x . Since i(i(x))= x we have
f
(
i
(
i(x)
))= x. (2.1)
Multiplying (2.1) by∥∥i(x)∥∥2
s
= 1‖x‖2s
we obtain I(f )(i(x)) = i(x). Thus, i(x) is a fixed point of I(f ). Similarly, it can be
proved that if i(x) is a fixed point of I(f ), then x is a fixed point of f . ✷
Let D = {x ∈E | ‖x‖s  1} and C = {x ∈E | ‖x‖s = 1}.
Proposition 2.3. Let f,g :A→ E such that f (x) = g(x) for all x ∈ A ∩ C and f (0) =
g(0)= 0. There exists unique extensions f˜ , g˜ :A→E of f |A∩D and g|A∩D , respectively,
such that g˜ = I(f˜ ).
Proof. Let D0 = {x ∈ E | ‖x‖s < 1}. First we prove the existence of the extensions f˜ , g˜.
Define the extensions f˜ , g˜ of f |A∩D and g|A∩D by
g˜(x)=
{
g(x) if ‖x‖s  1,
I(f )(x) if ‖x‖s > 1,
and
f˜ (x)=
{
f (x) if ‖x‖s  1,
I(g)(x) if ‖x‖s > 1,
respectively. We have to prove that
g˜(x)= I(f˜ )(x) (2.2)
for all x ∈A. We consider three cases.
Case 1: x ∈A ∩D0. In this case ‖x‖s < 1 and hence, ‖i(x)‖s > 1. Thus, by definition
g˜(x)= g(x) and f˜ (i(x))= I(g)(i(x)). By using these relations and the definition of the
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easily.
Case 2: x ∈ A \D. In this case ‖x‖s > 1 and hence, ‖i(x)‖s < 1. Thus, by definition
g˜(x)= I(f )(x) and f˜ (i(x))= f (i(x)). Relation (2.2) can be proved similarly to the pre-
vious case.
Case 3: x ∈ A ∩ C. In this case ‖x‖s = 1 and hence, i(x) = x . Thus, by definition
g˜(x)= g(x) and f˜ (i(x))= f (x). In this case (2.2) is equivalent to f (x)= g(x), which by
the assumption made on f and g it is true.
Now we prove the uniqueness of the extensions f˜ , g˜. Suppose that fˆ , gˆ are extensions
of f |A∩D and g|A∩D , respectively, such that gˆ = I(fˆ ). If ‖x‖s  1, then gˆ(x)= g˜(x)=
g(x) since both gˆ and g˜ are extensions of g|A∩D . If ‖x‖s > 1, then ‖i(x)‖s < 1. Since
fˆ is an extension of f |A∩D , fˆ (i(x)) = f (i(x)). By using this relation, relation gˆ(x) =
I(fˆ )(x), the definition of the inversion of a mapping with respect to a semi-inner-product
and the definition of g˜ we obtain gˆ(x)= g˜(x). Hence, gˆ = g˜. Relation gˆ = I(fˆ ) implies
fˆ = I(gˆ). Hence relation fˆ = f˜ can be proved by interchanging the roles of f and g. ✷
In the case of f = g Proposition 2.3 has the following corollary.
Corollary 2.1. Let f :A→ E, f (0) = 0. There exists a unique extension f˜ :A→ E of
f |A∩D such that f˜ is a fixed point of I (i.e., f˜ = I(f˜ )).
Remark 2.1. It is easy to see that the inversion of mappings with respect to [·, ·] is linear
and has the following properties:
(1) If T ∈L(E,E) and j :A ↪→ E is the embedding of A into E, then I(T ◦ j)= T ◦ j .
(2) If the semi-inner-products is compatible with the norm of E and ‖x‖ → +∞, then
i(x)→ 0.
3. Scalar derivatives
Let (E,‖ · ‖) be an arbitrary real Banach space and [·, ·] a semi-inner-product on E. Let
G ⊆ E be a set which contains at least one nonisolated point, G˜ ⊆ E such that G ⊆ G˜,
f : G˜→ E and x0 a nonisolated point of G. The following definition is an extension of
[12, Definition 2.2].
Definition 3.1. The limit
f #,G(x0)= lim inf
x→x0
x∈G
[f (x)− f (x0), x − x0]
‖x − x0‖2s
is called the lower scalar derivative of f at x0 along G with respect to [·, ·]. Taking lim sup
in place of lim inf, we can define the upper scalar derivative f¯ #,G(x0) of f at x0 along G
with respect to [·, ·] similarly. If G= G˜, then without confusion, we can shortly say lower
scalar derivative and upper scalar derivative instead of lower scalar derivative along G and
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of the corresponding notations.
We have as follows:
Lemma 3.1. Suppose that [·, ·] is compatible with the norm ‖ · ‖. Let K ⊆ E be an un-
bounded set such that 0 ∈K and K \ {0} is an invariant set of the inversion i with respect
to [·, ·]. Let g :E→E. Then we have
lim inf‖x‖→∞
x∈K
[g(x), x]
‖x‖2 = I(g)
#,K(0).
Proof. Since K ⊆ E is unbounded and K \ {0} is an invariant set of i , 0 is a nonisolated
point of K . Hence, I(g)#,K(0) is well defined. Consider the global nonlinear coordinate
transformation y = i(x). Then x = i(y) and we have
lim inf‖x‖→∞
x∈K
[g(x), x]
‖x‖2 = lim infy→0
y∈K
[I(g)(y), i(y)],
from where, by using the definition of the lower scalar derivative along a set, the assertion
of the lemma follows easily. ✷
4. Scalar asymptotic derivatives
Let (E,‖ · ‖) be an arbitrary real Banach space, [·, ·] a semi-inner-product on E, K ⊆E
an unbounded set, K˜ ⊆E such that K ⊆ K˜ and f : K˜ →E. The following definition is an
extension of the notion of scalar asymptotic derivatives defined in [9].
Definition 4.1. We say that T ∈ L(E,E) is a scalar asymptotic derivative of f along K
with respect to [·, ·] if
lim sup
‖x‖→+∞
x∈K
[f (x)− T (x), x]
‖x‖2s
 0.
The operator of Definition 4.1 will be denoted by f ′s,K(∞). If K = K˜ , we can shortly
say scalar asymptotic derivative instead of scalar asymptotic derivative along K . In this
case, we omit K from the subscript of the corresponding notation. From now on, in this
section we suppose that K = K˜ , 0 ∈ K and K \ {0} is an invariant set of the inversion i
with respect to [·, ·].
Remark 4.1. If [·, ·] is compatible with the norm ‖ · ‖, then in Definitions 3.1 and 4.1 we
can replace ‖x − x0‖2s by ‖x − x0‖2 and ‖x‖2s by ‖x‖2, respectively.
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any c > 0 the mapping T + cI is also a scalar asymptotic derivative of f with respect to
[·, ·].
Theorem 4.1. If [·, ·] is compatible with the norm ‖ · ‖, then T ∈ L(E) is a scalar as-
ymptotic derivative of f with respect to [·, ·] iff the upper scalar derivative of h in 0 is
nonpositive (i.e., h¯#(0)  0), where h :K → E, h = I(f − T ◦ j) = I(f ) − T ◦ j and
j :K ↪→E is the embedding of K into E.
Proof. We shall suppose that T ∈ L(E) is a scalar asymptotic derivative of f with respect
to [·, ·] and prove that h¯#(0) 0. The converse implication can be proved similarly. Indeed,
since T ∈ L(E) is a scalar asymptotic derivative of f with respect to [·, ·], we have that
lim sup
‖x‖→+∞
x∈K
[
f (x)− T (x), i(x)] 0. (4.1)
Consider the global nonlinear coordinate transformation y = i(x) given by the global
diffeomorphism i . Since K is unbounded and K \{0} is invariant under i , 0 is a nonisolated
point of K . Then, x = i(y) and by (4.1),
lim sup
y→0
y∈K
[
(f ◦ i)(y)− (T ◦ j ◦ i)(y), y] 0.
Hence,
lim sup
y→0
y∈K
[I(f )(y)− I(T ◦ j)(y), i(y)] 0.
Thus, by the definition of the upper scalar derivative with respect to [·, ·] we have h¯#(0)
 0. ✷
Corollary 4.1. If [·, ·] is compatible with the norm ‖ · ‖, then 0 is a scalar asymptotic
derivative of f with respect to [·, ·] iff I(f )#(0) 0.
The following theorem shows the surprising fact that if [·, ·] is compatible with the
norm ‖ · ‖, then every f whose inversion has finite upper scalar derivative with respect to
[·, ·] in 0 is asymptotically scalarly differentiable with respect to [·, ·].
Theorem 4.2. If [·, ·] is compatible with the norm ‖ · ‖ and I(f )#(0) < +∞, then f is
asymptotically scalarly differentiable with respect to [·, ·] and
T = I(f )#(0)I
is a scalar asymptotic derivative of f with respect to [·, ·], where I :E→E is the identity
operator.
Proof. Indeed, h¯#(0)= 0, where h= I(f )− T ◦ j = I(f )−I(f )#(0)(I ◦ j). Hence, the
result follows by using Theorem 4.1. ✷
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Remark 4.2. If [·, ·] is compatible with the norm ‖ · ‖ and I(f )#(0) < +∞, then every
operator cI is a scalar asymptotic derivative of f with respect to [·, ·], where c I(f )#(0)
is a constant.
5. A fixed point theorem for α-condensing mappings
Let (E,‖ · ‖) be a Banach space. For a bounded set D in E we denote by α(D) the
measure of noncompactness of D defined by
α(D)= inf{r > 0 |D admits a finite cover by sets of diameter at most r}.
For properties of α(D) see [1,3,16].
A continuous mapping f : dom(f )⊂E→E is called k-α-contractive if there is k  0
such that α(f (D))  kα(D) for each bounded set D ⊂ dom(f ). Also, f is called α-
condensing if α(f (D)) < α(D), for each bounded set D ⊂ dom(f ), with α(D) = 0. We
recall that f is completely continuous if f is continuous and for every bounded set D ⊂
dom(f ), we have f (D) is relatively compact (i.e., f (D) is compact).
It is known that a completely continuous mapping is 0-α-contractive. Every k-α-
contractive mapping with 0 k < 1 is α-condensing, but there are α-condensing mappings
that are not k-α-contractive for any k < 1 [1,14,16].
Let K ⊂E be a closed convex cone and let D be a bounded open set in E. Suppose that
Dk =D ∩K = ∅. Denote by D¯K the closure and ∂DK the boundary of DK relative to K .
We need to recall some properties of the measure of noncompactness α,
(α1) α(A)= 0 if and only if A¯ is compact,
(α2) α(A)= α(A¯),
(α3) A1 ⊆A2 implies α(A1) α(A2),
(α4) α(A∪B)= max{α(A),α(B)},
(α5) α(λA)= |λ|α(A), λ ∈R,
(α6) α(conv(A))= α(A),
(α7) α(A+B) α(A)+ α(B).
When f : D¯K → K is α-condensing and f (x) = x for any x ∈ ∂DK , there is defined
in [14,16] an integer iK(f,DK), called the fixed point index of f on DK , which has the
following properties:
(i1) Existence property. If iK(f,DK) = 0, then f has a fixed point in DK .
(i2) Normalization. If u ∈DK , then iK(uˆ,DK)= 1, where uˆ(x)= u for any x ∈ D¯K .
(i3) Additivity property. If U1,U2 are disjoint relatively open subsets of DK such that
f (x) = x for any x ∈ D¯K \ (U1 ∪U2), then iK(f,DK)= iK(f,U1)+ iK(f,U2).
(i4) Homotopy property. If H : [0,1] × D¯K → K is continuous and such that
α(H([0,1] × A)) < α(A) for each A ⊂ DK with α(A) = 0 and if H(t, x) = x for
any x ∈ ∂DK and any t ∈ [0,1], then iK(H(0, ·),DK)= iK(H(1, ·),DK).
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Let (E,‖ · ‖) be a Banach space and K ⊂ E a closed convex cone. Suppose given a
mapping B :E ×E→R satisfying the following properties:
(b1) B(λx, y)= λB(x, y) for any λ > 0 and any x, y ∈E,
(b2) B(x, x) > 0 for any x ∈E, x = 0.
Examples. (1) If E is a Hilbert space and 〈·, ·〉 is the inner product on E, then B(x, y) :=
〈x, y〉 for all x, y ∈E.
(2) Let (E,‖ · ‖) be an arbitrary Banach space and let [·, ·] be a semi-inner-product as
defined by Lumer [11] and studied by Giles in [6]. In this case we take B(x, y) = [x, y]
for all x, y ∈ E. It is known [6,11] that on any Banach space we can define a semi-inner-
product.
(3) The real Banach space Lp(X,S, ν), where 1 < p <∞, can be expressed as a uni-
form semi-inner-product space with the semi-inner-product
[x, y] = 1
‖y‖p−2p
∫
X
x|y|p−1 sgnx dν
for all x, y ∈ Lp(X,S, ν). In this case we take B(x, y)= [x, y], for all x, y ∈ Lp(X,S, ν),
compatible with the norm.
(4) Also in any Banach space we can consider
B(x, y)= ‖y‖ lim
t→0+
‖y + tx‖− ‖y‖
t
.
(5) Any coercive bilinear form B :E ×E→R can also be used.
Theorem 6.1. If f :E→E is α-condensing f (K)⊆K and
lim sup
‖x‖→∞
x∈K
B(f (x), x)
B(x, x)
< 1,
then f has a fixed point in K .
Proof. Consider the continuous mapping H : [0,1]×E→E defined by H(t, x)= tf (x).
We show that there is R > 0 sufficiently large such that for any x ∈ K with ‖x‖ = R,
and any t ∈ [0,1] we have H(t, x) = x . Indeed, if we suppose the contrary, then for every
positive integer n there exists xn ∈E and tn ∈ [0,1] such that ‖xn‖ = n andH(tn, xn)= xn,
i.e., tnf (xn)= xn. It follows that tn = 0 and consequently f (xn)= t−1n xn, where t−1n  1.
Thus we have
B(f (xn), xn) = t−1nB(xn, xn)
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{tn}n∈N such that limk→∞ tnk = t∗ ∈ [0,1]. The limit can be 0 or not. Hence in both of the
situations we have that
lim
k→∞
B(f (xnk ), xnk )
B(xnk , xnk )
exists and it is in [1,+∞]. Since limk→∞‖xnk‖ =+∞, we have that
lim sup
‖x‖→∞
x∈K
B(f (x), x)
B(x, x)
 1,
which is a contradiction. Hence there exists R > 0 with the property indicated above. Let
D = {x ∈ E | ‖x‖ < R} and DK = D ∩ K . Obviously DK = ∅, since 0 ∈ DK and we
have that ∂DK = {x ∈K | ‖x‖ =R}. We denote again by H the restriction of H to the set
[0,1]×D¯K . We have that H is a continuous homotopy and H : [0,1]×D¯K →K . We have
H(t, x) = x for any x ∈ ∂DK and any t ∈ [0,1]. Now we show that α(H([0,1] × A)) <
α(A) for each A⊂D with α(A) = 0. Since
H
([0,1] ×A)= ⋃
0t1
tf (A)
and ⋃
0t1
tf (A)⊆ conv[f (A)∪ {0}],
then by applying the properties (α1)–(α6) of the measure of noncompactness α, we have
α
(
H
([0,1] ×A))= α( ⋃
0t1
tf (A)
)
 α
(
f (A)
)
< α(A).
The assumption of property (i4) of the fixed point index ik(f,DK) is satisfied and we
deduce that
iK
(
H(0, ·),DK
)= iK(H(1, ·),DK).
Because H(0, ·) : D¯K → K is the mapping H(0, x) = 0 · f (x) = 0 for any x ∈ D¯K and
0 ∈DK , we have by property (i2) that iK(H(0, ·),DK)= 1 and therefore iK(H(1, ·),DK)
= 1. Now, by property (i1) we have that f has a fixed point in DK , i.e., in K . ✷
Corollary 6.1. If [·, ·] is a semi-inner-product in E, then any α-condensing mapping
f :E → E with f (K) ⊆ K which has λI as an scalar asymptotic derivative along K
with respect to [·, ·], with 0 < λ< 1, has a fixed point in E.
Proof. The proof is a straightforward consequence of Theorem 6.1 with B = [·, ·] and of
the definition of the scalar asymptotic derivative along K with respect to [·, ·]. ✷
Remark 6.1. Theorem 6.1 has as particular case Theorem 3.2.4, given in [1, p. 106].
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inner-product compatible with the norm ‖ · ‖ and
lim sup
‖x‖→∞
x∈K
[f (x), x]
[x, x] < 1,
then (I − f )|K :K →K is surjective.
Proof. By the condition (s4) of the semi-inner-product [·, ·] it follows that for all y ∈ K
the operator fy :K → K; fy(x) = f (x)+ y satisfies the condition of Theorem 6.1 with
B = [·, ·]. Hence it has a fixed point, i.e., (I − f )|K is surjective. ✷
Corollary 6.2. If [·, ·] is a semi-inner-product in E compatible with the norm ‖ · ‖, then
for any α-condensing mapping f :E → E with f (K) ⊆ K and (I − f )(K) ⊆ K which
has λI as an scalar asymptotic derivative along K with respect to [·, ·], with 0 < λ < 1,
(I − f )|K :K →K is surjective.
Proof. The proof is a straightforward consequence of Theorem 6.2 and the definition of
the scalar asymptotic derivative along K with respect to [·, ·]. ✷
Theorem 6.3. If [·, ·] is a semi-inner-product in E compatible with the norm ‖ · ‖ and
f :E→E is an α-condensing mapping with f (K)⊆K and I(f )#,K(0) < 1, then f has
a fixed point.
Proof. Consider the global nonlinear coordinate transformation y = i(x), where i is the
inversion with respect to [·, ·]. Then,
I(f )#,K(0)= lim sup
‖x‖→∞
x∈K
〈f (x), x〉
‖x‖2
and the proof follows by applying Theorem 6.1. ✷
Theorem 6.4. If [·, ·] is a semi-inner-product in E compatible with the norm ‖ · ‖ and
f :E→E is an α-condensing mapping with f (K)⊆K , (I−f )(K)⊆K and I(f )#,K(0)
< 1, then (I − f )|K :K →K is surjective.
Proof. Consider the global nonlinear coordinate transformation y = i(x), where i is the
inversion with respect to [·, ·]. Then,
I(f )#,K(0)= lim sup
‖x‖→∞
x∈K
[f (x), x]
‖x‖2
and the proof follows by applying Theorem 6.2. ✷
From now on in this section let [·, ·] be a semi-inner-product in E compatible with the
norm ‖ · ‖, f :E→E and N(f )= {x ∈E: [f (x), x]< 0}.
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µ> k, µI + f is surjective.
Proof. Case 1: k < µ< 2 − k. Let g = (1 −µ)I − f . Then,
[g(x), x]
‖x‖2 = 1 −µ−
[f (x), x]
‖x‖2 .
Since N(f ) is bounded,
[g(x), x]
‖x‖2  1 −µ
for sufficiently large ‖x‖. Hence,
lim sup
‖x‖→∞
[g(x), x]
‖x‖2 < 1.
On the other hand, by using the properties (α2) and (α7) of α, we have for every A
bounded with α(A) > 0 that
α
(
g(A)
)

(|1 −µ| + k)α(A) < α(A).
Hence, g is α-condensing. Therefore, we can apply Theorem 6.2 to the operator g. Since
µI + f = I − g, it follows that µI + f is surjective.
Case 2: µ 2 − k. Let 0 < a < 1. Then, N(af ) = N(f ) is bounded and af is ak-α-
contractive with 0  ak < 1. Hence, by using Case 1, ηI + af is surjective for all ak <
η < 2 − ak. Hence,
η
a
I + f
is surjective for all ak < η < 2 − ak and 0 < a < 1. By choosing η= 1 and
a = 1
µ
,
we obtain that µI + f is surjective. ✷
Definition 6.1. The strong spectrum of f is the set
σw(f )= {λ ∈R: λI − f is not surjective}.
This notion was considered for particular operators in the study of invariant subspaces of
Banach spaces of analytic functions in the complex plane (see [7, p. 442] and [15, p. 587]).
In [5] Feng introduced the spectrum σ(f ) of a nonlinear operator f which extends
the spectrum of a bounded linear operator. By Proposition 3.2 in [5], σw(f )⊆ σ(f ), i.e.,
the strong spectrum of f is contained in the spectrum of f. It is known that the elements
of the spectrum of a positive semidefinite bounded linear operator in a Hilbert space are
nonnegative. The following theorem shows a similar result for the strong spectrum of a
nonlinear operator.
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σw(f )⊆ [−k,+∞[ .
Proof. Suppose to the contrary that there exists ρ ∈ σw ∩] − ∞,−k[ . It follows that
ρI − f is not surjective and hence the same holds for −ρI + f . Let µ = −ρ. Then,
we have that µI + f is not surjective and µ > k. But this is in contradiction with Theo-
rem 6.5. ✷
Remark 6.2. The largest (smallest) interval in Theorem 6.5 (Theorem 6.6) is obtained
for k = 0, i.e., when f is completely continuous. In this case the elements of the strong
spectrum are nonnegative.
7. Applications
In this section we will consider the case of Hilbert spaces. Similar applications on Ba-
nach spaces will be considered in a future paper.
We begin this section by remarking that particularly every completely continuous map-
ping is α-condensing and the scalar product of a Hilbert space is a semi-inner-product
compatible with the norm generated by the scalar product. The reader should bear this in
mind when reference will be made to the results of the previous section.
Let Ω ⊆ R be a bounded open set, L2(Ω) the set of functions on Ω whose square is
integrable on Ω and
L2+(Ω)=
{
u ∈L2(Ω) | u(t) 0 for almost all t ∈Ω}.
L2(Ω) is a Hilbert space with respect to the scalar product
〈u,v〉 =
∫
Ω
u(s)v(s) ds,
and L2(Ω),L2+(Ω) are closed convex cones of L2(Ω). Let L : Ω¯ × Ω¯ × R → R,
K : Ω¯ × Ω¯ → R and F : Ω¯ × R→ R. Denote by I3 and I2 the inversions with respect
to the third and second variable (considered as functions from Ω to R), respectively, and
by [−ε, ε]Ω the set of functions from Ω to R with values in the interval [−ε, ε]. We recall
the following definition and result [18].
Definition 7.1. We say that L is a Caratheodory function if L(s, t, u) is continuous with
respect to u for almost all (s, t) ∈ Ω¯ × Ω¯ and is measurable in (s, t) for each u ∈R.
Theorem 7.1. If the following conditions are satisfied:
(1) L is a Caratheodory function,
(2) |L(s, t, u)|  R(s, t)(a + b|u|) for almost all s, t ∈ Ω , ∀u ∈ R, where a, b > 0 and
R ∈L2(Ω ×Ω),
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to t for almost all s ∈Ω ,
(4) for any α > 0,
lim
mes(D)→0 sup|u|α
∥∥∥∥∥PD
∫
Ω
L(s, t, u(t))dt
∥∥∥∥∥
L2(Ω)
= 0,
where mes(D) is the Lebesgue measure of D and PD is the operator of multiplication
by the characteristic function of the set D ⊆Ω ,
(5) for any β > 0,
lim
mes(D)→0 sup‖u‖
L2(Ω)β
∥∥∥∥∥
∫
Ω
L(s, t, u(t)) dt
∥∥∥∥∥
L2(Ω)
= 0,
then the operator
A(u)(s)=
∫
Ω
L(s, t, u(t)) dt
is a completely continuous operator from L2(Ω) into L2(Ω).
By using Theorems 6.3, 7.1 and the definition of the upper scalar derivative it can be
shown as follows:
Theorem 7.2. If conditions (1)–(5) of Theorem 7.1 and condition
(6) ∃ε, δ > 0 such that
I3(L)(s, t, u)− I3(L)(s, t,0)
u
 1− δ
for almost all s, t ∈Ω and for all u ∈ [−ε, ε]Ω
are satisfied, then the integral equation
u(s)=
∫
Ω
L(s, t, u(t))dt
has a solution u ∈L2(Ω).
Proof. Consider the integral operatorA defined by the relation
A(u)(s)=
∫
Ω
L(s, t, u(t)) dt.
By Theorem 7.1,A is a completely continuous operator from L2(Ω) into L2(Ω). It is easy
to see that
I(A)(u)(s)=
∫
I3(L)
(
s, t, u(t)
)
dt. (7.1)Ω
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〈I(A)(u)− I(A)(0), u〉
‖u‖2 =
∫
Ω
∫
Ω(I3(L)(s, t, u(t))− I3(L)(s, t,0))u(s) ds dt∫
Ω u
2(s) ds
=
∫
Ω
∫
Ω
(I3(L)(s,t,u(t))−I3(L)(s,t,0))
u(t)
u(s)u(t) ds dt∫
Ω
u2(s) ds
.
By the Cauchy inequality
∫
Ω
∫
Ω
u(s)u(t) ds dt =
(∫
Ω
u(s) ds
)2

∫
Ω
u2(s) ds. (7.2)
By using (7.2) and the definition of the upper scalar derivative, we have I(A)#(0) < 1,
if (6) holds. Hence, Theorem 7.2 is a consequence of Theorems 6.3 and 7.1. ✷
Corollary 7.1. If conditions (1)–(5) of Theorem 7.1 with K(s, t)F(t, u) in place of
L(s, t, u) and condition
(6) ∃ε, δ > 0 such that
K(s, t)I2(F)(t, u)− I2(F)(t,0)
u
 1 − δ
for almost all s, t ∈Ω and all u ∈ [−ε, ε]Ω
are satisfied, then the integral equation
u(s)=
∫
Ω
K(s, t)F(t, u(t))dt
has a solution u ∈L2(Ω).
By using Theorem 6.4 it can be proved similarly to Theorem 7.2 and Corollary 7.1 as
follows:
Theorem 7.3. If conditions (1)–(5) of Theorem 7.1 with
1
mes(Ω)
u−L(s, t, u)
in place of L(s, t, u) and condition
(6) ∃ε, δ > 0 such that
I3(L)(s, t, u)− I3(L)(s, t,0)
u
 δ
for almost all s, t ∈Ω and all u ∈ [−ε, ε]Ω
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v(s)=
∫
Ω
L(s, t, u(t))dt
has a solution u ∈L2(Ω) for every v ∈L2(Ω).
Corollary 7.2. If conditions (1)–(5) of Theorem 7.1 with
1
mes(Ω)
u−K(s, t)F(t, u)
in place of L(s, t, u) and condition
(6) ∃ε, δ > 0 such that
K(s, t)I2(F)(t, u)− I2(F)(t,0)
u
 δ
for almost all s, t ∈Ω and all u ∈ [−ε, ε]Ω
are satisfied, then the integral equation
v(s)=
∫
Ω
K(s, t)F(t, u(t))dt
has a solution u ∈L2(Ω) for every v ∈L2(Ω).
Remark 7.1. We could have considered the closed convex cone L2+(Ω) instead of the
whole space L2(Ω). But in this case we would have obtained results already presented in
our paper [10], since L2+(Ω) is a generating closed convex pointed cone of L2(Ω). The
results corresponding to Theorem 6.4 would have been even more particular, because of
the invariance condition (I − f )(K)⊂K .
Acknowledgment
S.Z. Németh was supported by Grant T029572 of the National Research Foundation of Hungary.
References
[1] R.R. Akhmerov, M.I. Kamenskii, A.S. Potapova, A.E. Rodkina, B.N. Sadovskii, Measure of Noncompact-
ness and Condensing Operators, Birkhäuser, Basel, 1992.
[2] M. Altman, A fixed point theorem in Hilbert spaces, Bull. Acad. Polon. Sci. 5 (1957) 19–22.
[3] J. Banas, K. Goebel, Measure of Noncompactness in Banach Spaces, Dekker, New York, 1980.
[4] M.P. do Carmo, Riemannian Geometry, Birkhäuser, Boston, 1992.
[5] W. Feng, A new spectral theory for nonlinear operators and its applications, Abstr. Appl. Anal. 2 (1997)
163–183.
[6] J.R. Giles, Classes of semi-inner-product spaces, Trans. Amer. Math. Soc. 129 (1967) 436–446.
468 G. Isac, S.Z. Németh / J. Math. Anal. Appl. 290 (2004) 452–468[7] P.J.H. Hedenmalm, Spectral properties of invariant subspaces in the Bergman space, J. Funct. Anal. 116
(1993) 441–448.
[8] G. Isac, On an Altman type fixed point theorem on convex cones, Rocky Mountain J. Math. 25 (1995)
701–714.
[9] G. Isac, The scalar asymptotic derivative and the fixed point theory on cones, Nonlinear Anal. Related
Topics 2 (1999) 92–97.
[10] G. Isac, S.Z. Németh, Scalar derivatives and scalar asymptotic derivatives. Properties and some applications,
J. Math. Anal. Appl., in press.
[11] G. Lumer, Semi-inner-product spaces, Trans. Amer. Math. Soc. 100 (1961) 29–43.
[12] S.Z. Németh, A scalar derivative for vector functions, Riv. Mat. Pura Appl. 10 (1992) 7–24.
[13] S.Z. Németh, Scalar derivatives and spectral theory, Mathematica 35 (1993) 49–58.
[14] R.D. Nussbaum, The fixed point index for local condensing maps, Ann. Mat. Pura Appl. 84 (1971) 217–258.
[15] S. Richter, Invariant subspaces in Banach spaces of analytic functions, Trans. Amer. Math. Soc. 304 (1987)
585–616.
[16] B.N. Sadovsky, Limit compact and condensing operators, Russian Math. Surveys 27 (1972) 85–155.
[17] B.N. Shinbrot, A fixed point theorem and some applications, Arch. Rational Mech. Anal. 17 (1965) 255–271.
[18] P.P. Zabreyko, A.I. Koshelev, M.A. Krasnoselskii, S.G. Mikhlin, L.S. Rakovshchik, V.Ya. Stetsenko, Integral
Equations. A Reference Text, Noordhoff, 1975.
