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Abstract. We study the phase diagram, both at zero and finite temperature, in a class of Zq models
with infinite range interactions. We are able to identify the transitions between a symmetry-breaking and
a trivial phase by using a mean-field approach and a perturbative expansion. We perform our analysis
on a Hamiltonian with 2p-body interactions and we find first-order transitions for any p > 1; in the case
p = 1, the transitions are first-order for q = 3 and second-order otherwise.
In the infinite-range case there is no trace of gapless incommensurate phase but, when the transverse
field is maximally chiral, the model is in a symmetry-breaking phase for arbitrarily large fields. We
analytically study the transtion in the limit of infinite q, where the model possesses a continuous U(1)
symmetry.
1. Introduction
Quantum clock models have recently attracted a strong interest. They display a discrete internal
symmetry Zq that can be spontaneously broken, in analogy with the Z2 symmetry of spin chains [1, 2].
So far, the majority of the works focused on one-dimensional short-range models [3, 4, 5, 6, 7],
which are particularly interesting because of their relation with parafermionic chains: spontaneous
symmetry breaking in the clock model results in non-trivial topological phases of the corresponding
parafermionic model, in analogy with the relation between the Ising chain and Kitaev superconducting
wire [8]. Parafermionic edge modes are in fact the analogs of the Majorana modes of the Z2 symmetric
models, and can be relevant for quantum computation due to their potential applicability for universal
quantum computing hardware [9]. The implementation, however, is extremely challenging and, also at the
theoretical level, studying parafermionic chains has revealed a much more intricate problem than studying
their fermionic counterparts. The first fundamental issue is that parafermionic models are intrinsically
interacting, since free parafermions cannot exist in Hermitian Hamiltonians [10]. On the other hand,
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Quantum clock models with infinite-range interactions 2
their complexity offers interesting properties: Parafermionic chains can simultaneously host symmetry
breaking and non-trivial topology [11, 12]; moreover, parafermionic zero-energy edge modes can be of
different nature [13] (”strong” or ”weak” depending on whether they extend to the full spectrum or to
the low-energy manifold only).
In parallel with this plethora of parafermionic phases, quantum clock models can host a wider variety
of phases compared to the Ising model. Already the simplest case with q = 3 shows, in addition to the
trivial and the symmetry-breaking phase, also a gapless incommensurate phase [4]. In the incommensurate
phase correlations decay algebraically and are characterized by a wavelength that is incommensurate with
the lattice spacing. This rich phase diagram depends on an additional parameter, the chirality, i.e. the
explicit breaking of charge conjugation symmetry [2, 14, 15, 16], which is not present in the Z2 case. Very
little is known on the phase diagrams and the phase transitions of clock models with q > 3: for example,
for q ≥ 5 the self-dual clock models exhibit phase transitions of the Kosterlitz-Thouless universality
class [17, 3, 7]. In general, characterizing the phase transitions of clock models has required a considerable
theoretical effort and the application of advanced numerical techniques [4, 5, 6, 18, 19].
Quantum clock models are interesting also from the point of view of experiments and applications.
In a recent experiment with Rydberg atom chains [20] it has been observed that Rydberg excitations on
the chains can arrange in Zq ordered states, with phase transitions belonging to the same universality
class as Zq clocks. Furthermore, clock models could be used for realizing exotic phases of matter, such
as many-body localized phases and Floquet time crystals with arbitrary period n-tupling [21, 22]: time-
translation symmetry breaking can occur in disordered one-dimensional short-range clock models, but
also in models with infinite-range interactions.
In this paper we inquire in more depth and generality the nature of phase transitions in the clock
models with infinite-range interactions. We use a mean-field analysis which in this context is exact in the
thermodynamic limit and allows us to directly study the properties of the order parameter, while numerical
works in one dimension focused on other probes for the transition, like the entanglement entropy [4], the
ground-state degeneracy or the fidelity susceptibility [7].
The model we study is a generalization of the p-spin model [23, 24, 25] (with p = 1 corresponding
to the case of two-body interactions). Besides the method employed in constructing the mean-field free
energy which relies on steepest descent arguments, It must be mentioned that there exists a general
rigorous solution of the non-polynomial mean-field models [26, 27]. We allow for an explicit breaking of
charge conjugation symmetry, parameterized by the phase ϕ. We find that the phase structure is simpler
than the one of the one-dimensional short-range model: there are a disordered phase and a broken-
symmetry phase, and the transition between the two phases is either first or second order depending on
q and p. We reconstruct the phase diagram in all the cases, by finding the transition point as a function
of the chirality ϕ.
The paper is organized as follows. In Section 2 we introduce the Hamiltonian and discuss its
symmetries. In Section 3 we derive the free energy density by mean-field treatment and we discuss
the possible phase transitions in the light of the symmetries. In Section 4 we compare the numerical
results concerning the continuous phase transition with the analytical results obtained via perturbation
theory. We are able to derive the analytical expression of the phase-boundary line (see Fig. 2) for q ≥ 4.
In Section 5 we discuss the fully chiral case ϕ = pi/q and we interpret the corresponding absence of the
trivial phase as an exception to the analytic expansion of the free energy density introduced in Section 2.
In Section 6 we consider the limit of large q and study its thermodynamic properties using a harmonic
approximation. We conclude and present the perspectives of future work in Section 7. In all the paper
we will assume the Planck constant ~ = 1 and the Boltzmann constant kB = 1.
2. The model
In this section we introduce the Zq-invariant fully connected model (Sec. 2.1). We summarize the phase
structure of our model in Sec. 2.2.
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2.1. Hilbert space and Hamiltonian
Clock models generalize the Ising Z2 symmetry to a symmetry Zq with an integer q ≥ 2 [8]. We consider
a system of N clock variables: each variable has q possible states, that can be pictorially represented
as q points on a unit circle (see Fig. 1). We label each state with the corresponding complex number,
Figure 1. Pictorial representation of a clock variable with q = 6. It belongs to a q-dimensional Hilbert
space, and the blue points on the circle indicate the possible states of the clock in the basis where σ is
diagonal. The red arrows represent the action of the τ operators in this basis.
which can assume the values 1, ω, ω2, . . . , ωq−1, where ω = e2pii/q. On the q-dimensional Hilbert space of
a quantum clock variable we define the two operators σˆ and τˆ that generalize the Pauli matrices σˆz, σˆx.
They satisfy
σˆq = τˆ q = 1 , σˆ† = σˆq−1 , τˆ † = τˆ q−1 , (1)
σˆτˆ = ω τˆ σˆ . (2)
A convenient representation for the operators is the following
σˆ =

1 0 0 . . . 0
0 ω 0 . . . 0
0 0 ω2 0
...
...
...
...
0 0 0 . . . ωq−1
 , τˆ =

0 0 0 . . . 0 1
1 0 0 . . . 0 0
0 1 0 . . . 0 0
...
...
...
...
...
0 0 0 . . . 1 0
 (3)
In this representation, σˆ measures the position on the unit circle, and τˆ shifts the state of one position
counter-clockwise along the circle. In the case q = 2, the matrices in Eq. (3) coincide with the canonical
Pauli matrices σˆz, σˆx.
We define a Hamiltonian for N sites, in terms of σˆj and τˆj acting on site j. On the same site the
operators satisfy the relations in Eqs. (1,2), and on different sites they commute. We define the two
operators
mˆσ =
1
N
N∑
j=1
σˆj mˆτ =
1
N
N∑
j=1
τˆj (4)
which represent the total “magnetizations” along σˆ and τˆ . The Hamiltonian of our fully connected model
is then defined as
Hˆ = −N (mˆσmˆ†σ)p − hq2N (mˆτeiϕ + mˆ†τe−iϕ) , (5)
where p ≥ 1, h ≥ 0 is the transverse field, ϕ is real and the factors N guarantee the extensivity.
The case q = 2 and ϕ = 0 corresponds to the fully connected p-spin ferromagnet [23]. Before proceeding,
we briefly outline the main features for this case. In the limit of large h, one observes a paramagnetic Z2
invariant state. For h below a critical value, on the opposite, the system chooses between two broken-
symmetry states which physically correspond to a ferromagnet with all spins pointing either up or down
in the z direction. The nature of the transition separating these two phases is second order for p = 1 and
first order for p > 1. The case of p→∞ is connected to Grover’s search algorithm [28].
Qualitatively one would expect a similar behaviour in the case of q > 2 and ϕ = 0 (i.e. q broken symmetry
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states for h→ 0, and a Zq invariant para-magnetic phase for h→∞). The crux of this paper will be the
elucidation of the nature of the phase transitions for q ≥ 2 and the interesting behaviour that arises with
the introduction of chirality (ϕ 6= 0). To this end, it is important to discuss the symmetries of the model.
The Hamiltonian (5) has a global Zq symmetry generated by the unitary operator
Gˆ =
N∏
j=1
τˆj . (6)
We can also notice that the Hamiltonian is invariant under time reversal, which is defined as the
antiunitary transformation
Tˆ σˆj Tˆ = σˆ
†
j , Tˆ τˆj Tˆ = τˆj , Tˆ
2 = I. (7)
We introduce the charge conjugation unitary operator
CˆσˆjCˆ = σˆj , CˆτˆjCˆ = τˆ
†
j , Cˆ
2 = I. (8)
This transformation is a symmetry only for ϕ = 0. We refer to this special case as the non-chiral
clock model, while the parameter ϕ is called chirality. In general, charge conjugation transforms the
Hamiltonian by changing sign to the chirality: CˆHˆ(ϕ)Cˆ = Hˆ(−ϕ). The global operator
Kˆ =
N∏
j=1
σˆ†j . (9)
transforms the Hamiltonian as Kˆ−1Hˆ(ϕ)Kˆ = Hˆ(ϕ + 2pi/q). Therefore, using the combined action of Cˆ
and Kˆ, we can restrict without loss of generality to the case 0 ≤ ϕ ≤ pi/q.
2.2. Summary of the results
We find that the phase diagram of the model in Eq. (5) contains a trivial phase and a symmetry-breaking
phase.
For q = 3, p = 1 the transition between the trivial phase and the symmetry-breaking phase is first
order (we show the phase diagram in Fig. 2). The most peculiar point is at chirality ϕ = pi/3: The value
of the field at the transition goes to infinity as we approach ϕ = pi/3, and the system is always in a broken
symmetry phase for that value of ϕ.
For any q > 3, p = 1 in the infinite-range model there is a second-order transition from symmetry-
breaking to trivial phase. We show the phase diagram for q = 5 in Fig. 2. The phase-boundary curve is
given by the analytical formula in Eq. (18).
For p > 1, on the other hand, the transition is of first order for any value of q. In all these cases,
when ϕ = pi/q (fully chiral case) and the temperature is below a threshold (T ≤ 1/2) we still see that only
the symmetry-breaking phase exists in our model. Remarkably, this result shows that the chirality and
the explicit breaking of the charge conjugation symmetry have a deep influence on the thermodynamic
properties also in this infinite-range interacting context.
(q, ϕ) p = 1 p > 1
q = 3, ϕ 6= piq 1st order 1st order
q = 3, ϕ = piq No transition No transition
q > 3, ϕ 6= piq 2nd order 1st order
q > 3, ϕ = piq No transition No transition
3. Free energy
In this section, we study the free-energy density f(β, h) of the model at inverse temperature β in the
thermodynamic limit, for a generic q ≥ 2.
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Figure 2. (Left panel) Phase diagram for the model with q = 3 and p = 1. Notice the first-order
transition between symmetry-breaking and trivial phase and the phase-boundary tending to h→∞ for
ϕ→ pi/3. (Right panel) Phase diagram for q = 5 and p = 1. Now the transition is second order (a fact
true for all q > 3) and at ϕ = pi/5 the transition moves to infinity. For generic q this fact occurs at the
fully chiral point ϕ = pi/q.
Thanks to the full connectivity of the interactions, a mean-field analysis provides a good description
for the statistical-mechanical properties of the system. The canonical prescription for the mean-field
approach on a quantum model involves first transforming the quantum partition function Z into a
classical one by means of Suzuki-Trotter decomposition [29]. We introduce the order parameter, defined
as m = (|m|, θ) = 〈mˆσ〉, for the mean-field analysis and we apply the static approximation in order to
remove the time dependence of the order parameter (see Appendix A for details). The free energy density
of our model as calculated by this procedure is given by
f = (2p− 1)|m|2p + fs. (10)
with
fs = − 1
β
log Tr e−βHˆs (11)
Hˆs = − (λ∗σˆ + λσˆ†)− hq2(τˆ eiϕ + τˆ †e−iϕ). (12)
where Hˆs corresponds to a single-site Hamiltonian, and the complex number λ = pm|m|2p−2 is an effective
longitudinal field that depends on the average magnetization m = 〈mˆσ〉.
Computing the function fs requires the diagonalization of a q × q Hermitian matrix. However,
building on the Landau theory of phase transitions, general considerations can be formulated based on
the symmetries of the model. As will become clear, we further need the assumption that fs is an analytic
function of λ and λ∗ close to the point λ = λ∗ = 0. In the following subsections we qualitatively discuss
the expansion of the free energy density fs as a power series in λ and λ
∗, and we examine the case where
the assumption of analyticity is not valid. In both cases, these arguments are sufficient to determine if a
phase transition occurs and whether it can be continuous. Quantitative results concerning the expansion
of the free energy density will be obtained using perturbation theory and are discussed in Section 4.
3.1. Series expansion
The single-site Hamiltonian Eq. (12) transforms under the unitary operator τˆ and under time reversal Tˆ
as
τˆ Hˆs(λ, λ
∗)τˆ † = Hˆs(ωλ, ω∗λ∗), Tˆ Hˆs(λ, λ∗)Tˆ = Hˆs(λ∗, λ). (13)
Since these transformations leave the trace of exp(−βHˆs) invariant, the free energy density fs has to
satisfy the following properties
fs(λ, λ
∗) = fs(ωλ, ω∗λ∗), fs(λ, λ∗) = fs(λ∗, λ). (14)
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Figure 3. Free energy density at zero temperature as a function of m for ϕ = 0. (a) For p > 1 the
transition from an ordered phase to a disordered one is of first order. (b) For p = 1, q ≥ 4 the transition
is of second order. (c) For p = 1, q = 3 the transition is of first order. The value of the field where the
concavity in m = 0 changes sign is called hc.
As a consequence, the only non-zero terms that can appear in the power series are of the form
[λq + (λ∗)q]j(λλ∗)k, for generic integers j, k. To lowest power in |m| the free energy density fs reads
fs ' a0 + a2λλ∗ = a0 + a2p2|m|4p−2 (15)
Using this relation in Eq. (10), we see that:
• For p > 1, the most relevant term in the limit |m| → 0 is (2p−1)|m|2p, which is always positive. This
means that m = 0 is a local minimum, and the phase transition to an ordered phase with |m| 6= 0
can only be of first order (see Fig 3-a).
• For p = 1, on the other hand, the dominant term is (1 + a2)|m|2, so a continuous phase transition
is in principle possible when a2 = −1 (see Fig. 3-b). Another possibility is to have, as we vary h,
a regime where a2 > −1 (so m = 0 is locally a minimum) but a lower global minimum appears for
m 6= 0 (see Fig. 3-c). We postpone to Section 4 a more detailed discussion about the order of the
phase transition in this case.
3.2. Non-analytic behaviour
The results of the previous section crucially depend on the assumption that fs is an analytic function of
λ and λ∗ close to the point |λ| = 0. We now show a case where this assumption is not valid (due to the
chirality ϕ) and discuss the consequences on the properties of the phase transition.
Let us consider the case of q > 2 and zero temperature, for which fs is equal to the ground state energy
of Hˆs, and examine how this energy depends on the small fields λ, λ
∗. For |λ| = 0, H0 ≡ Hˆs(λ = 0, λ∗ = 0)
is diagonal in the τ basis and has eigenvalues −2hq2 cos(2pij/q + ϕ) for j = 0, 1, . . . , q − 1. If the ground
state of H0 is unique (i.e. for ϕ 6= pi/q), the first perturbative correction to the ground state energy is of
second order (proportional to λλ∗). On the other hand, if ϕ = pi/q, the ground state of H0 has double
degeneracy. The Hamiltonian Hs restricted to the ground state manifold has the form
Hs|GS =
(
0 −λ∗
−λ 0
)
(16)
with 0 = −2hq2 cos(pi/q). We obtain that, to lowest order in |λ|, the ground state energy is fs ' 0−|λ|,
which is not an analytic function of λ and λ∗.
We deduce that, while the discussion of the previous section applies almost everywhere, a different
scenario appears at zero temperature for ϕ = pi/q. In this case, the free energy density in Eq. 10 reads
f = (2p− 1)|m|2p − 2hq2 cos(pi/q)− p|m|2p−1 +O(|m|4p−2/2hq2). (17)
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Figure 4. Magnetization m as a function of h/hc (from Eq. 18). (a),(b) A second order phase transition
occurs at T = 0, h = hc for different values of q > 3 and ϕ < pi/q. (c) A first order phase transition
takes place at T = 0, h = h∗ > hc for q = 3 and different values of ϕ < pi/q.
Note that, in the limit of large h, we can neglect higher order terms, and the minimum is found for
|m| = 1/2. Remarkably, the model does not have a transition to a paramagnet, and the magnetization
remains finite for arbitrarily large field h. This peculiar behaviour is further discussed in Section 5.
4. Continuous phase transition
Since a continuous phase transition has already been ruled out for p > 1, we will focus from now on on
the case p = 1. As explained in the previous section, if a continuous phase transition occurs we can obtain
the exact location in the phase diagram from the condition a2 = −1. The coefficient a2 can be computed
exactly using perturbation theory, for arbitrary field h and inverse temperature β (explicit calculations are
reported in Appendix B). In particular, as we show in Fig. 4-a and 4-b, the zero temperature transition
is located at
hc =
1
2q2
[(
cos(ϕ)− cos
(
ϕ+
2pi
q
))−1
+
(
cos(ϕ)− cos
(
ϕ− 2pi
q
))−1]
, (18)
while the transition at zero field occurs at βc = 1.
There is, however, another possibility: the transition may be a discontinuous first-order one and may
occur at a value of the field h∗ > hc (or β∗ > βc). We argue that this is indeed the case for q = 3. In this
case, the free energy density has a third order term ∝ 2|λ|3 cos(3θ) which is negative for some values of
θ = arg(λ), and a fourth order term, which is always positive. Given these signs of the coefficients, it can
be proven that for h→ h+c the difference of the free energy densities fMF (m)− fMF (0) becomes negative
for certain values of m (see Appendix C). Therefore, m = 0 is not the global minimum: a first order phase
transition occurs for a value h∗ > hc (which we obtain numerically) at T = 0, as shown in Fig. 3-c and
Fig. 4-c. For any other value of q, the third order coefficient is zero, and we expect the transition to be
continuous (Fig. 4-a,b).
5. Case ϕ = pi/q
From Eq. (18) we see that the zero-temperature critical field diverges when ϕ → pi/q. We have further
proved in section 3.2 that no transition occurs for ϕ = pi/q, in which case the magnetization tends to
m → 1/2 for h → ∞. We illustrate this non-analytic behaviour in Fig. 5-a: both for a discontinuous
and for a continuous transition, as we approach the value ϕ = pi/q, the fields at the transition (h∗ and
hc respectively) diverge. Moreover, for the discontinuous case, the jump of the magnetization at the
transition (m∗) tends to zero. The asymptotic behaviours at T = 0 for x = pi/q − ϕ 1 read
hc ' 1
4q2 sin(pi/q)x
(19)
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Figure 5. Magnetization m as a function of the field h for different values of ϕ in the cases (a)
q = 3, p = 1 (first order transition) and (b) q = 4, p = 1 (second order transition). Field h∗ (c) and
magnetization m∗ (d) at the discontinuous transition for q = 3 as a function of the chirality ϕ for different
values of β.
and for q = 3
h∗ ' hc
(
1 +
4
3
x2
)
m∗ = 36h∗x2. (20)
As can be seen in Fig. 5-a, for ϕ = pi/q, the magnetization is always larger than 1/2.
We now consider the case of T 6= 0 but small compared to h, such that h · x  β−1  h. In this
case, the perturbative expansion can be used and
a2 ' −
tanh
(
2βhq2 sin(pi/q)x
)
4hq2 sin(pi/q)x
' −β/2 (21)
so if β ≥ 2 for p = 1 the system is ferromagnetic in this regime. The phase transition can only occur out
of this range, i.e. at a value of h diverging at least as fast as 1/x. Since the transition point moves to
h → ∞ as x → 0, we can argue that for β ≥ 2, as already discussed in the zero-temperature case, when
ϕ = pi/q (x = 0) the system is always ferromagnetic. This is in fact shown in Fig.5-b for q = 3, where a
qualitative difference can be observed between β ≥ 2 and β < 2. For β ≥ 2 the transition point moves to
diverging values of the field h∗ when x→ 0, but it tends to a finite value when β < 2.
6. Large q limit
In this section, we derive an analytic expression for the free energy density at finite and zero temperature
for large q. In this limit, the Zq symmetry of the model becomes a continuous U(1) symmetry. The
free energy density and the properties of the phase transition can be obtained from the spectrum of the
single-site Hamiltonian Hˆs, which now describes the dynamics of a continuous rotor. In order to take the
continuum limit of the clock variable we replace
σ → eiα τ → e− 2piq ∂α (22)
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such that τ acts on α as a translation of 2pi/q. With this substitution and by expanding τ to second order
in the small parameter 2pi/q, we get
Hs = 4pi
2h
(
i
∂
∂α
+ χ
)2
− 2|λ| cos(α+ θ)− 2hq2 (23)
where χ = qϕ/(2pi). Let us distinguish the cases p = 1 and p > 1. In the case p = 1, we have shown that,
for any q > 3 the model has a second order phase transition at the critical value hc in Eq. 18. Taking the
limit q →∞ of this expression we find
hc =
1
2pi2
1
1− 4χ2 . (24)
On the other hand, for p > 1 the transition is first order and we use approximate methods for locating
the transition point: we approximate the potential −2|λ| cos(α + θ) with a harmonic potential around
α = −θ and find the spectrum to be
En = −2|λ| − 2hq2 + (4n+ 2)pi
√
h|λ|. (25)
Using Eq. 10, we arrive at the following expression for the free energy density
f = (2p− 1)
( |λ|
p
) 2p
2p−1
− 2hq2 − 2|λ|+ 2piq
√
|λ|h+ − 1
β
ln
(
sinh(2piβ
√|λ|hq)
sinh(2piβ
√|λ|h)
)
(26)
In the zero-temperature limit (β → ∞), it follows from the principle of exponential dominance
that the free energy density is given by f = (2p − 1)|m|2p + E0 for χ 6= 1/2. In order to compute
the magnetization (m∗) and field (h∗) at the transition, we need to solve two equations simultaneously.
The first one is obtained by requiring the free energy of the paramagnet to be equal to the one of the
ferromagnet at the transition point,i.e. f(λ∗, β = ∞, h∗) = f(0, β = ∞, h∗). The second one is arrived
at by minimizing the free energy with respect λ. The result is
h∗ =
2
pi2
(2p)2p
(2p+ 1)2p+1
m∗ =
2p
2p+ 1
(27)
By requiring that the transition point belongs to the regime where the harmonic approximation is
satisfied (i.e.
√
h|λ|  |λ|), we see that this result is valid when p  1. In Fig. 6 we plot the numerical
results for finite q and we see that, as expected, when we increase q they better approximate the analytical
results in Eq. 27.
Similarly, the spinoidal field hs and magnetization ms are computed by solving two equations; the
first obtained by requiring that ∂
2f
∂λ2 = 0 and second by minimizing the free energy density with respect
to λ. We find that
hs =
32p2
pi2
(2p− 1)2p−1
(6p− 1)2p+1 ms =
2p− 1
6p− 1 . (28)
7. Conclusions and perspectives
We have examined the quantum and thermal properties of Zq-symmetric fully connected clock models,
and classified the order of their phase transitions. We showed that the model can have first or second
order phase transitions, which depend on the (i) chirality ϕ of the model, (ii) order p of the interactions,
and (iii) dimensionality q of the clock variables. The full connectivity of the interactions has allowed us
to solve the problem analytically by a combination of mean-field approach with perturbation theory up
to fourth order.
In our analysis, we have first derived the free energy of the system in a mean-field level, which tends
to be exact in the thermodynamic limit for fully connected models. In this way we have provided general
considerations regarding the possible phase transitions that can occur in the model. We have applied a
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Figure 6. Values of the field h∗ (panel (a)) and of the magnetization m∗ (panel (b)) at the discontinuous
phase transition for p ≥ 2, and different values of q. The continuous line is the analytic result obtained
in the large q limit (Eq. 27).
Landau-theory argument in the following way. We have expanded the free energy density in terms of the
effective longitudinal field λ and examined it on the light of the symmetries of the model. In this way
we have determined the possible phase transitions the model can have and their respective orders. The
argument relies intimately on the condition that the free energy is an analytic function for small effective
longitudinal fields, λ ∼ 0. We have found that for p > 1 the possible phase transitions can only be of first
order, while continuous transitions could in principle occur for p = 1.
The analyticity condition is satisfied almost always: In the case of a non-analytic free energy around
λ ∼ 0 the previous arguments do not apply. This is the case of the model at zero temperature with the
specific chirality ϕ = pi/q and q > 2. In this case a different scenario appears and the model has no
phase transition to a paramagnetic phase, independently of the value of p. Remarkably the magnetization
remains finite for arbitrarily large fields h.
Using perturbation theory up to fourth order, we determined the coefficients of the free energy series
expansion. This allowed us to perform a quantitative study of the phase transitions and delineate the
phase diagram of the model for its different parameters p, q, ϕ and β.
In the limit q →∞ the Zq symmetry of the model becomes a continuous U(1) symmetry. In this case
we were able to go beyond perturbation theory results, and obtained analytically the free energy density
of the model with its corresponding critical fields h∗ and magnetization m∗ (Eq.(27)), as well as its and
spinodal fields hs and magnetization ms (Eq.(28)).
It is worth mentioning that our results are in agreement with previous works [21], where the case
p = 1, q = 3, 4, ϕ = 0 was studied numerically. We remark that the phase structure in the case of
infinite-range interactions is much simpler than the one of the one-dimensional short-range model, and
has no incommensurate gapless phases. While in the short-range case for q = 3, p = 1 the transition
between the trivial phase and the symmetry-breaking phase is second order, here the transition is first
order. Also at ϕ = pi/3 what we find is very different from the short-range case, which features a transition
from a symmetry-breaking to an incommensurate phase [4]. The difference is evident also for larger q.
For any q > 3, p = 1 in the infinite-range model there is a transition from symmetry-breaking to trivial
phase but it is second order, in contrast with the already mentioned Kosterlitz-Thouless transition of the
one-dimensional self-dual short-range case with q > 4. As a future perspective of this work, it would be
interesting to extend the investigation to the case of long-range interactions in d dimensions, where it is
possible to have some spatial dependence of correlations. This case interpolates between one-dimensional
short-range and infinite-range cases; studying it would allow to understand the way one moves between
two very different phase diagrams. In particular, this step would be important in order to understand
what are the ingredients which allow for the presence of an incommensurate phase, like the one that arises
Quantum clock models with infinite-range interactions 11
in short-range interacting clock models in d = 1.
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Appendix A. Trotterization
Here we briefly outline the procedure for computing the Pseudo-free energy of our class of models. The
partition function is given by
Z(β, h) = Tr[e−βH ] (A.1)
Z(β, h) =
∑
~σ
〈~σ| eβN(mˆσmˆ†σ)p+βhq2N(eiϕmˆτ+e−iϕmˆ†τ ) |~σ〉 (A.2)
where ~σ = (σ1, ..., σn). The Suzuki-Trotter formula is used in order to map the system onto a classical
model with an additional dimension α:
Z(β, h) = lim
Ns→∞
∑
~σ
〈~σ|[eβN(mˆσmˆ†σ)p/NseβNhq2(eiϕmˆτ+e−iϕmˆ†τ )/Ns]Ns |~σ〉 (A.3)
We introduce Ns closure relations 1(α) =
∑
~σ(α) |~σ(α)〉 〈~σ(α)|
Where α indicates where the identity is sandwiched.
Z(β, h) = lim
Ns→∞
∑
~σ(1)...~σ(Ns)
Ns∏
α=1
exp
{
βN
Ns
[(
N∑
i=1
σi(α)
N
) (
N∑
i=1
σi(α)
∗
N
)]p}
× 〈~σ(α)| eβNhq2[eiϕmˆτ+e−iϕmˆ†τ ]/Ns |~σ(α+ 1)〉 (A.4)
where σ(Ns + 1) = σ(1). We apply Ns times the integral representation of the delta function∫ ∫
δ(Nmr(α)−<[
∑
i σi])δ(Nmim(α)−=[
∑
i σi])f(mr,mim)dmimdmr = f(<[
∑ σi(α)
N ],=[
∑ σi(α)
N ])
where
δ(Nmim(α)−=[
∑
i
σi]) =
∫ i∞
−i∞
dλim
piiNs/(βN)
e−
β
Ns
2λim(α)(Nmim(α)−=[
∑
i σi(α)]) (A.5)
δ(Nmr(α)−<[
∑
i
σi]) =
∫ i∞
−i∞
dλre
piiNs/(βN)
e−
β
Ns
2λr(α)(Nmr(α)−<[
∑
i σi(α)]) (A.6)
Z(β, h) = lim
Ns→∞
∫ ∏
α dmim(α)dmr(α)dλim(α)dλr(α)
[piNs/(βN)]2
(A.7)
exp
[
βN
Ns
(∑
α
(
m2r(α) +m
2
im(α)
)p − 2λr(α)mr(α)− 2λim(α)mim(α))] (A.8)∑
~σ(1)...~σ(Ns)
∏
α
〈~σ(α)| e(β/Ns)
∑
i(hq
2(eiϕτi+e
−iϕτ†i )+2λim(α)=[σi(α)]+2λRe(α)<[σi(α)]) |~σ(α+ 1)〉
(A.9)
(A.10)
where 2λ(α) is the conjugate variable of the delta function. Using the fact that
Tr[A⊗A⊗ ...⊗A] = (Tr[A])n (A.11)
we transform the trace over all spins into that of a single-site problem
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Z(β, h) = lim
Ns→∞
∫ ∏
α dmim(α)dmr(α)dλim(α)dλr(α)
[piNs/(βN)]2
(A.12)
exp
[
βN
Ns
(∑
α
(
m2r(α) +m
2
im(α)
)p − 2λr(α)mr(α)− 2λim(α)mim(α)) (A.13)
+ ln
(
Tr
∏
α
eβ[hq
2(eiϕτ+e−iϕτ†)−iλim(α)(σ−σ†)+λRe(α)(σ+σ†)]/Ns
)N (A.14)
Here we proceed with the static approximation by setting all the alphas to be equal.
Z(β, h) = lim
Ns→∞
∫
dmimdmrdλimdλr
[piNs/(βN)]2
(A.15)
exp
[
βN
((
m2r +m
2
im
)p − 2λrmr − 2λimmim) (A.16)
+ ln
(
Tr eβ[hq
2(eiϕτ+e−iϕτ†)−iλim(σ−σ†)+λRe(σ+σ†)]
)N]
(A.17)
The free energy density is given by the following formula
f(β, h) = − 1
βN
lnZ (A.18)
and using the saddle point approximation our integral becomes
f(β, h) = inf
mim,mr
extλim,λr [−(m2r +m2im)p + λimmim + λrmr −
1
β
fs(β, h, λim, λre, q))] (A.19)
where
fs(β, h, λim, λre, q)) = ln Tr
(
eβ[hq
2(eiϕτ+e−iϕτ†)−iλim(σ−σ†)+λRe(σ+σ†)]
)
(A.20)
Taking partial derivatives of the f with respect to λim, λre,mim,mre and setting the derivatives to be
zero, we arrive at the following equations.
λim = mimp(m
2
im +m
2
re)
p−1 (A.21)
λre = mrep(m
2
im +m
2
re)
p−1 (A.22)
mim =
∂fs(β, h, λim, λre, q)
2β∂λim
(A.23)
mre =
∂fs(β, h, λim, λre, q)
2β∂λre
(A.24)
which can be written as
~λ = ~∇m|m|2p (A.25)
~m =
1
β
~∇λg(β, h, λim, λre, q) (A.26)
(A.27)
moving to radial coordinates we arrive at the following equations
let ~λ = (|λ|, φ) and ~m = (|m|, θ)
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|λ| = 2p|m|2p−1 (A.28)
φ = θ (A.29)
θ =
∂g(β, h, λ, φ, q)
2λβ∂φ
(A.30)
|m| = ∂g(β, h, |λ|, q)
2β∂|λ| (A.31)
Appendix B. Perturbation theory
In section 3.1 we showed that exploiting the symmetries of the model we can establish which terms
can appear in the series expansion of the free energy density. In order to quantitatively determine the
coefficients of the series expansion we resort to perturbative calculations. By defining
Hˆ0 = −hq2(τˆ eiϕ + τˆ †e−iϕ), Vˆ = −(λ∗σˆ + λσˆ†), (B.1)
the free energy density in Eq. (10) can be expressed as fs =
∑∞
n=0 fn, with
f0 = − 1
β
log Tr e−βHˆ0 , fn = − 1
β
(−1)n
n!
∫ β
0
dt1· · ·
∫ β
0
dtn 〈T [Vˆ (t1) . . . Vˆ (tn)]〉0,c n ≥ 1 (B.2)
where Vˆ (t) = etHˆ0 Vˆ e−tHˆ0 , and 〈T [Vˆ (t1) . . . Vˆ (tn)]〉0,c is the (imaginary-)time-ordered connected
correlation function computed with respect to the unperturbed Hamiltonian Hˆ0.
The expansion up to fourth order in the perturbation yields
fs = a0+a2λλ
∗+δq,2c2
(
λ2 + (λ∗)2
)
+δq,3c3
(
λ3 + (λ∗)3
)
+a4λ
2(λ∗)2+δq,4c4
(
λ4 + (λ∗)4
)
+O(|λ|5). (B.3)
We now want to find an expression for the coefficients an, cn in terms of the unperturbed eigenvalues
i = −2hq2 cos(2pii/q + ϕ) and of Z0 =
∑q−1
i=0 e
−βi .
Our goal is computing correlation functions of the following form
∫ β
0
dt1· · ·
∫ β
0
dtn 〈T [Vˆ (t1) . . . Vˆ (tn)]〉0 = n!
∫ β
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1 〈Vˆ (tn) . . . Vˆ (t1)〉0 . (B.4)
We denote by |i〉 and i with i = 0, . . . q− 1 respectively the eigenstates of H0 and the corresponding
eigenvalues. Correlation functions can be computed inserting resolution of the identity
∑q−1
i=0 |i〉 〈i| as
follows
〈Vˆ (tn) . . . Vˆ (t1)〉0 =
q−1∑
i1=0
· · ·
q−1∑
in=0
e−βin etninVinin−1e
−(tn−tn−1)in−1 . . . e−(t2−t1)i1Vi1ine
−t1in (B.5)
where Vij = 〈i|Vˆ |j〉 Define sn = t1 − tn + β and sj = tj+1 − tj for j = 1, . . . n− 1.
∫ β
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1 〈Vˆ (tn) . . . Vˆ (t1)〉0 =
=
β
nZ0
q−1∑
i1=0
· · ·
q−1∑
in=0
∫ β
0
n∏
j=1
dsj δ
 n∑
j=1
sj − β
Vinin−1 . . . Vi1,in n∏
j=1
e−sjij (B.6)
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imaginary time(a) (b)
(c)
Figure B1. (a) Diagrammatic representation of the correlator 〈σˆ†(t1)σ(t2)σ(t3)σ†(t4)〉0 computed as
in Eq. (B.6). The loop in imaginary time has total length β = s1 + s2 + s3 + s4. The indices i1, . . . , i4
represent the virtual states over which the summation is performed. The green dots are the matrix
elements. (b) The matrix elements of σˆ† in the τ representation are δ functions. (c) An example of two
states ij , ij+1 satisfying the condition 〈ij+1|σˆ†|ij〉 = 1.
Since Vˆ = λσˆ + λ∗σ†, the last equation can be expressed as a sum of n-point correlators of the
operators σˆ and σ†. Each correlator can be represented with a diagram as in Figure B1: each line
represents the imaginary time evolution e−sjij and the vertices σ and σ† flip the state ij respectively
to ij − 1 and ij + 1. Since the product couples also i1 and in, it is easy to see that the only correlators
which contribute are the ones where, at the end of the cycle, the state comes back to the original one.
They correspond to the correlators with an equal number of σ and σ†, or the ones for which the difference
between the numbers of σ and σ† operators is a multiple of q.
For each diagram we have to compute an integral of the form
I(β; {Ej}) =
∫ β
0
n∏
j=1
dsj δ
 n∑
j=1
sj − β
 n∏
j=1
e−sjEj (B.7)
We Laplace transform and obtain
F (κ) =
∫ +∞
0
dβ e−κβI(β; {Ej}) =
∫ +∞
0
n∏
j=1
dsj
n∏
j=1
e−sj(κ+Ej) =
n∏
j=1
(k + Ej)
−1 (B.8)
in the region of convergence Re(κ) > −Emin. We find I(β; {Ej}) as the inverse Laplace transform
I(β; {Ej}) = 1
2pii
lim
T→+∞
∫ γ+iT
γ−iT
eκβ
n∏
j=1
(k + Ej)
−1 (B.9)
with γ > −Emin. The integral is then easily computed using the residue theorem.
I(β; {Ej}) =
∑
j
Res(f,−Ej) (B.10)
with f(z) = ezβ
∏n
j=1(z + Ej)
−1 and the sum counts each pole once.
Appendix B.1. Order n = 2
For q > 2, it is easy to see that only two diagrams which contribute, and they give the same integral
∫ β
0
dt2
∫ t2
0
dt1 〈Vˆ (t2)Vˆ (t1)〉0 = |λ|2
(∫ β
0
dt2
∫ t2
0
dt1 〈σˆ(t2)σˆ†(t1)〉0 +
∫ β
0
dt2
∫ t2
0
dt1 〈σˆ†(t2)σˆ(t1)〉0
)
= 2|λ|2
∫ β
0
dt2
∫ t2
0
dt1 〈σˆ(t2)σˆ†(t1)〉0 (B.11)
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∫ β
0
dt2
∫ t2
0
dt1 〈σˆ(t2)σˆ†(t1)〉0 =
β
2Z0
q−1∑
i=0
I(β; i, i+1) = − β
2Z0
q−1∑
i=0
e−βi+1 − e−βi
i+1 − i (B.12)
The last equation is obtained for the case of simple poles. If, for some state i, i = i+1, the equation is
valid with the substitution e
−βi+1−e−βi
i+1−i → −β.
The second order term in the expansion of the free energy is
f2 = a2|λ|2, a2 = 1
Z0
q−1∑
i=0
e−βi+1 − e−βi
i+1 − i < 0. (B.13)
Appendix B.2. Order n = 3
A third order term is present only for q = 3. In that case we get∫
I
dt 〈Vˆ (t3)Vˆ (t2)Vˆ (t1)〉0 = λ3
∫
I
dt 〈σˆ(t3)σˆ(t2)σˆ(t1)〉0 + (λ∗)3
∫
I
dt 〈σˆ†(t3)σˆ†(t2)σˆ†(t1)〉0 (B.14)
where the notation
∫
I
dt is used to denote the integration over the region 0 ≤ t1 ≤ t2 ≤ t3 ≤ β. We
obtain ∫
I
dt 〈σˆ(t3)σˆ(t2)σˆ(t1)〉0 =
β
Z0
I(β; 0, 1, 2), (B.15)
I(β; 0, 1, 2) =
e−β0
(1 − 0)(2 − 0) +
e−β1
(2 − 1)(0 − 1) +
e−β2
(0 − 2)(1 − 2) , (B.16)
from which we get the term of the free energy density
f3 = c3δq,3(λ
3 + (λ∗)3), c3 =
I(β; 0, 1, 2)
Z0
(B.17)
Appendix B.3. Order n = 4
If q 6= 4, the only diagrams that contribute are
∫
I
dt 〈Vˆ (t4)Vˆ (t3)Vˆ (t2)Vˆ (t1)〉0 =
= 4|λ|4
∫
I
dt 〈σˆ†(t4)σˆ†(t3)σˆ(t2)σˆ(t1)〉0 + 2|λ|4
∫
I
dt 〈σˆ†(t4)σˆ(t3)σˆ†(t2)σˆ(t1)〉0 (B.18)
(now the integration is over the region 0 ≤ t1 ≤ t2 ≤ t3 ≤ t4 ≤ β).∫
I
dt 〈σˆ†(t4)σˆ†(t3)σˆ(t2)σˆ(t1)〉0 =
β
4Z0
q−1∑
i=0
I(β; i−1, i, i+1, i) (B.19)
I(β; i−1, i, i+1, i) =
βe−βi
(i+1 − i)(i−1 − i) −
e−βi
(i+1 − i)(i−1 − i)2 −
e−βi
(i+1 − i)2(i−1 − i)
+
e−βi+1
(i − i+1)2(i−1 − i+1) +
e−βi−1
(i − i−1)2(i+1 − i−1) (B.20)
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∫
I
dt 〈σˆ†(t4)σˆ(t3)σˆ†(t2)σˆ(t1)〉0 =
β
4Z0
q−1∑
i=0
I(β; i+1, i, i+1, i) (B.21)
I(β; i+1, i, i+1, i) =
β(e−βi + e−βi+1)
(i+1 − i)2 +
2(e−βi+1 − e−βi)
(i+1 − i)3 (B.22)
For the case q = 4, there is an additional term coming from the diagram∫
I
dt 〈σˆ(t4)σˆ(t3)σˆ(t2)σˆ(t1)〉0 =
β
Z0
I(β; 0, 1, 2, 3). (B.23)
by inserting Eqs. B.11 and B.18 in
f4 = − 1
4!β
4!∫
I
dt 〈Vˆ (t4)Vˆ (t3)Vˆ (t2)Vˆ (t1)〉0 − 3 · (2!)2
(∫ β
0
dt2
∫ t2
0
dt1 〈Vˆ (t2)Vˆ (t1)〉0
)2 (B.24)
and using Eqs. B.19, B.23 and B.12, we obtain the final result
f4 = a4|λ|4 + c4δq,4(λ4 + (λ∗)4) (B.25)
with
a4 =
1
2Z0
− q−1∑
i=0
(
2I(β; i−1, i, i+1, i) + I(β; i+1, i, i+1, i)
)
+
β
Z0
(
q−1∑
i=0
I(β; i, i+1)
)2 , (B.26)
c4 = −I(β; 0, 1, 2, 3)
Z0
. (B.27)
Appendix C. Proof of first order transition for p = 1, q = 3
We here prove that the transition is of the first order for p = 1, q = 3. Up to fourth order terms the free
energy density has the form
f(λ ≡ |λ|eiθ) = C0 + (1 + a2)|λ|2 + 2c3 cos(3θ)|λ|3 + a4|λ|4 +O(|λ|6) (C.1)
where a4 is positive for h ' hc. The transition is first order if for a certain a2 > −1 there exists some λ∗
such that f(λ∗) < f(0). Neglecting terms beyond fourth order, we find that this condition reduces to a
second degree inequality, which has solutions only if
∆ = (c3 cos(3θ))
2 − a4(1 + a2) > 0 (C.2)
For h → h+c we have (1 + a2) → 0+, so ∆ > 0 holds for h sufficiently close to hc. We fix θ = 0 if c3 < 0
and θ = pi/3 if c3 > 0, such that 2c3 cos(3θ) = −2|c3|. Then, to lowest order in 1 + a2, the inequality is
satisfied for
1 + a2
2|c3| < |λ| <
2|c3|
a4
. (C.3)
At this point one might be concerned that this solution may break when including terms beyond the
fourth order. The crucial observation is that for h → hc, the lower extremum of the range in Eq. C.3
(1 + a2)/2|c3| goes to 0: hence we find solutions for arbitrarily small values of |λ|, where higher order
terms are negligible. Therefore, the existence of λ∗ such that f(λ∗) < f(0) can always be satisfied, for
some h > hc, and the transition is of the first order.
