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SOMESTANDARD ARGUMENTS
We list here some frequently-used arguments, which we will later refer to by a mnemonic rather than a reference number.
For both groups to be considered, we start with a complex irreducible character x for the group, and by reduction mod 2 of an underlying module, obtain an IF,-module V for the group. If now g is any element of the group, we may use the value x(g) to compute the dimensions of C,(g) and [ V, g] . When g has odd order, V is just the direct product of these two subspaces; if
Proof. An involution t of T satisfies dim(C,(t)) > 1 dim V. Apply to a generating set for T. We will refer to this argument as HALF. The argument CHAR utilizes the computation of dimensions of eigenspaces of certain cyclic subgroups. A related computation is as follows: Suppose G acts on an F,-module V, and we have computed the dimensions of the subspaces fixed by various odd-order elements g, = 1, g2,...,g,,.
Suppose also a subgroup H contains g, ,..., g,, and we know the centralizers of the gi on the possible F,-irreducibles {V,,..., Vk} of H of dimension < dim V. We may write VI H as a general linear combination C"-I ai Vi; and the n linear equations 5 a,(dim Cvi( gJ) = dim C,( gj) i=l (j = l,..., n) allow us to restrict (or even solve for) the non-negative multiplicities ai. We refer to this argument as DIM.
Finally, for a subgroup H < G and G-module V, we write d(H) for dim C,(H), and d(h) in case H = (h) is cyclic with generator h.
HELD'S GROUP
We denote by He the sporadic simple group discovered by Held, described in [6] . We have made use of the character table computed by Thompson, which has been widely circulated. We assume this published information about subgroups and characters.
As noted in Ronan and Smith [9 j, the maximal 2constrained 2-locals of He (and their mutual intersections) may be described by the diagram: P3x, 263x6 It will be convenient to label the nodes of the diagram by To describe our 2-local geometry we require some conventions.
Notation.
Let Pi be the maximal 2-local corresponding to the node labeled i, and Ui = O,(P,). Let V be some faithful irreducible F,-module for He, and set Vi = C,(Vi).
The main result of this section is PROPOSITION 1. A faithful irreducible F,He-module V may be obtained as the reduction (mod 2) of either of the 5 I-dimensional complex Hemodules. V is not self-dual, but conjugate to its dual via an outer automorphism. The following hold: (A) V, = W, @ W, with dim W, = 1, .dim W, = 5, and W, is an indecomposable P,/U,-module with a 4dimensional submodule W, . SimilarIy V,, = W,, @ W,< and W,, has a unique P, ,/U,,-submodule W,, which is kdimensional.
(B) V, has a unique &dimensional P,lU,-submodule W,. W, is indecomposable with a 3-dimensional P,/U,-submodule W, and quotient v-,/w, E v,.
(C) We may choose notation such that W, G W,. In this case we have W,C W,, and W,,z W,@ W.,, but W,,& W,.
In the course of proving Proposition 1 a great deal of information concerning the module V is established. Of particular interest, perhaps, are (1.19) and (1.28).
The proof proceeds in a sequence of lemmas.
(1.1) Let x be a complex irreducible character of He of degree 5 1. Then x has Schur index 1.
Proof: Let n=23.3.5.1.17 be the exponent of He, with w a primitive n th root of unity. Then the Galois group of C!(w)/Q has cyclic Sylow 3-and 17-subgroups (the latter in fact trivial).
With < = (1 + fl)/2, x has values in the field a([). Now the result follows from standard theory, e.g., (10.12) of [7] .
(1.
2) The reduction of x (mod 2) can be written in F,.
Proof
The minimum polynomial of < (mod 2) is x(x + l), which splits in F,. The result follows from (1.1).
These two lemmas establish the existence of an F,He-module V of dimension 51. In order to show that V is irreducible we anticipate a result to be established later (and independently!), namely, that a Sylow 7-subgroup S of He has no non-zero fixed-points on V. With this it follows that V contains no trivial composition-factors as an F,He-module. On the other hand S is extra-special of order 73, and Z(S) is inverted within N(S). This implies that a minimal faithful F,N(S)-module has dimension 42, so the required result follows. That is,
Notation.
We use the letter n to denote a conjugacy class of elements of the order II. For n =p a prime, further subscripts p,, pX differentiate between p-central and non-p-central elements, respectively, with further non-central pY used when necessary.
The following can be deduced from CHAR, GEN and knowledge of the character table of He, together with the known subgroup structure of He (cf. [6] in this regard). (1.6) (a) Sylow 7subgroups are extra-special 7'+' and He has three classes of 7-elements.
(b) 47,) = 9, 47,) = 47,) = 6.
(c) 47, x 7,,)= 3,d(7'fZ)=0.
(d) N((7,)) g (7,, 3,) x L,(2) with (7,, 3,) E F,, ; C(7,) has odd order.
(1.7) (a) C(3,) contains a 7,. (1.9) (a) He has a 'I-local of shape (7, x 7,,) SL, (7) .
(b) A subgroup L g SL,(7) of this 7-local has elements of type 2,, 3, and 7,.
(1.10) Zf Pi (i = 1, 1') are as before then we may choose notation so that Npi(T) z iJi . 3 . C5 and IP,nP,,J=21032.
We also need some elementary (by and large well-known) results concerning the cohomology of some small modules.
(1.11) Let W be a standard 3-dimensional F,SL,(4)-module, (a) = Gal(lF,/F,), X = W@ W". Then the following hold:
(a) X is an irreducible F,L,(4)-module which can be written in F,. (b) ExtF,(X, 1) is l-dimensional.
To check (b), restrict to a parabolic 24GL2(4) and apply the analogous result for the natural SL,(4)-module. (This approach is used implicitly at several points later.) (1.12) The characteristic-2 irreducibles for PSL ,(4) are, with an obvious notation: 1, 3 0 3", 3 @ jO, 8 @ 8" (all with splitting field IF,); 8, 8" (each with F, as minimal splitting field). (b) If W is not completely reducible there is a standard F,G-module X with W z X]X, a non-split extension. In this case we may choose notation so that [ W, a] n C(b) is 2-dimensional and [ W, a] n C(c) is l-dimensional. Proof. We utilize the explicit construction of the non-split L,(2)-module XIX. This arises, for example, by taking the 6-dimensional irreducible F,A ,module W (which itself arises from the permutation representation of A, on seven letters) and restricting to an L,(2)-subgroup which we identify with G. Let A = ((12)(34), (13)(24)), B = ((12)(34), (34)(56)) with A, B < G.
An easy computation shows that [ W, (12) follows if we take A = (a, c), B = (a, b). Note that, since (a) of the lemma is obvious, our argument actually proves that W is non-split as G-module. Now (c) is a simple computation which we omit, so it remains to prove (d). It is clear that the submodule X of W contains only elements which are subsets of (I,..., 7) of size four. One can show, for example, that we can take G= ((12)(34), (13) ]. Note that C,((12)(34), (13)(24)) = ({ 1,2,3,4]), so the notation of (d) is consistent with our earlier usage.
We have C,(A) = ({ 1,2,3,4}, {5,6}, {5,7}), and as (123)(567) EN,(A) we get U= [C,(A), (123)(567)] = ({5,6), (5,7}) . Now observe since 3-elements of G are products of two 3-cycles that C,(U) is a 3'-group for ZJ E u#. This forces ]C,(u)] = 8 as orbit lengths of G on w# are 7, 7, 21, 28. This establishes (d) and we are done.
(1.15) The iFzZ, irreducibles have dimension 1, 6, 8, 14, 20. We now turn to the study of V.
(1.16) V] C(T) has six trivial and five 9-dimensional chief factors.
Proof: After (1.12) the chief factors of V] C(T) are of dimensions 1, 9 or 16 over F,. On these a Sylow 3-subgroup has fixed-points of dimension 1, 1, 0 and Sylow 7-subgroups fix 1, 0, 4, respectively. Now apply (15)(b), (1.8)(c), (1.6)(b) and DIM to get the desired result.
(1.17) Recalling from (1.6)(d) that O,(N((7,))) = 7,. 3, E Fz,, we have C,(7,) = C,(7, . 3,) is 6-dimensional.
Proof
We have d(7,) = 6 by (1.6)(b), so [V, 7,] has dimension 45. As 7, . 3, is Frobenius, [V, 7,] n C(3,) has dimension 15. Now the result follows from (1.5)(a), which shows us that d(3,) = 21 = 15 + 6, and thus implies that [C,(7,), 3,] = 0.
(1.18) Let K = Ooo(N((7,))) G L, (2) . Then the following hold:
(a) C,(7x) has just two chief K-factors, each being 3-dimensional.
(b) [V, 7,] considered as an F,K-module decomposes into the direct sum of three Steinbergs, three trivial modules, and an 18-dimensional module consisting of 6 3-dimensional chief K-factors. This latter module is not necessarily completely reducible (we shall soon see that it is not).
Proof: We use (1.7)(b), (1.4)(a), (1.5)(a), and (1.6)(b) together with DIM to see that the chief K-factors of V are as follows: three trivial, three Steinbergs, eight standard modules of dimension 3.
It is useful to observe that since 7, E K is conjugate in He to each of its non-trivial powers, the chief K-factors 3 and 3 must occur equally often, for the eigenvalues of 7, on 3 are distinct from those on 3.
Next, as d(7,) = 6, the three Steinbergs fall into [V, 7,] and are direct summands since they are projective. Let M be the 21-dimensional complement to them in [V, 7,] . As M admits 7, . 3, we see C,(3,) is 7dimensional, so M involves a trivial chief K-factor. Then as C,V(7,) = 0 all three trivial chief K-factors lie in M and in particular part (a) holds.
Finally, to prove (b) it suffices to show that M has a 3-dimensional, trivial F,K-summand. If this is false then M involves a 4-dimensional non-split Kfactor (call it M,) and one easily checks that an involution 2, E K fixes just a 2-space of M,. It is then easy to check that dim C,(2,) < 14 regardless of the precise structure of M as K-module. As 2, is free on Steinbergs we see finally that d(2,) < 14 + 12 + 4 = 30, against (1.4)(a). This completes the proof of (1.18).
(1.19) Cr (3,) is the permutation module for iV((3,))/(3,) r Z, on the 2 1 pairs of points from {l,..., 7) permuted by C,. In particular Cr(3,) is a completely reducible 1 @ 6 0 14 for 2,.
We can read off the structure of C,(3,) as K-module from (1.17) and (1.18): we find that C, (3,) ]K=C,(7,)@8@
106. As a consequence we must have C,(3,) = 1 @ 6 @ 14 as N((3,))/(3,)-module by (1.15 ). To complete the proof it is sufficient to show that 1 @ 6 0 14 is the permutation module alluded to above.
To this end, consider a subgroup Z, <EC, such that (123) E Z, in the usual representation on 7 letters. Thus 2, is the stabilizer of a pair of letters. In the 14-dimensional irreducible for Z,, (123) fixes a 6-space pointwise whereas a .5-element fixes a 2-space pointwise. As 14 is a self-dual module DIM shows that 14]C,g4'@4'@ l/411: here 4' is the projective 4dimensional Steinberg module for EC,. In any case Z, has a non-trivial lixedpoint on 14, and since it certainly does on the other two summands 1 and 6 it should be clear that for a suitable vector v E C,(3, . C,) we have (z?(~~))) = C, (3,) . The desired result now follows easily.
We can now reline (1.18) as follows:
(1.20) With the notation of (1.18), there is a standard F,K-module X such that the following hold:
(a) C,(7,) %X/X (non-split).
(b) The 1 g-dimensional module referred to in (1.18)(b) is the direct sum of three modules isomorphic to XIX.
Proof. Let U = (s, t) be any 4-subgroup of A,. With the explicit description of C,(3,) provided by (1.19) we can verify that if V0 = C, (3,) then, recalling U ,< K < C(3,), we have dim([V,,s] n C(t)) = 5 in the permutation module.
On the other hand, during the course of proving (1.19) we established that V, ] K = C,(7,) @ 1 @ 6 @ 8 with C,(7,) 6-dimensional by (1.17). As the 8 is projective it contributes 2 dimensions to [V,,, s] n C(t), and now from (1.14)(a), (b) we conclude that V,IK g X]X @ 1 @X]X@ 8; this conclusion is possible since A is an arbitrary 4-group of K. We should add that we have taken X such that C,(7,) g XIX.
Finally, part (b) follows from the foregoing together with the observation that the 18-dimensional module in question admits 7, . 3, z F,, fixed-pointfreely.
Remark. At this point, (1.18) and (1.20) give us total information with regard to V as an N((7,))module.
(1.21) d(T)= 21, C,(T) containing just three trivial and two 9dimensional chief C(T)-factors. ProojY We may take T < C(7,) by (1.8)(c), whence T < K with the notation of (1.18). Now we get d(T) = 21 from the structure of V]K; (1.14)(c) is useful in this regard. That the chief C(7')factors are as stated is an immediate consequence of (1.16).
Proof. As T< K we compute from the structure of VIK that Iv,elnC(f) h as d imension 11 or 13 according to which 4-group of K represents T. But [V, e] n C(j) admits C(T), so the 13-dimensional case is out by (1.21). After identification of the "correct" 4-group of K, an easy computation completes the proof.
(1.23) d(C(T)) = 1.
Note to begin with that we get d(C(T)) 2 1 by (1.22) and (1.1 l)(b). Let W be the 12-dimensional module of (1.22) and 3 ' + ' a Sylow 3subgroup of N(T). An easy argument shows that W admits N(T), so at least one of the trivial chief C(7')factors of W admits N(T). Since 31f2 fixes a l-space of each N(T)-factor of V of dimension 9 it follows from (1.21) that d(T e 3'+ ') = 3 or 5 according as W contains one or three trivial chief C(T). 3 '+*-factors. Now we certainly have C,(3't2)~C,(T), from (1.16) and (1.21), so as d(3"*)= 5 by (1.5)(b) we get in fact d(T. 3'+')= 3. Next, from the previous reduction together with (1.23), it follows via the assumed falsity of (1.23) that in fact d(C(T)) = 3. To see that this is false, let Pi be as in (1.10) with O,(P,) = Ui. 3 <N(T). Notice that a Sylow 3subgroup 3, of O,(P,) does not lie in C(T) and so by the foregoing we see that [C',(C(T)) 3,] # 0. As Ui < C(T), also [C,(U,), 3,] # 0. However, from the action of N(T)/T on a 9-dimensional irreducible we see that 3; centralizes the fixed-points of U,/T, and so in view of (1.10) we conclude that ICdUi>, 3,l = [Cv(C(T)), 3,l is 2-dimensional. As Pi g Ui 3C,, this is absurd and we are done.
A corollary to the proof of (1.23) is (1.24) Zf Z= C,(C(T)) and W is the 12-dimensional N(T)-module of (1.23) then W/Z E 9 12 (non-split).
Proof of part (A) of Proposition 1. Let Ni = Pi n N(T), i = 1, 1'. Then Ni g Ui3 . C,, in particular Vi = C,(U,) > C,(C(T)). Since He = (C(T), Pi) then Pi cannot act trivially on Vi. Now let Z, z Ri E Syl,(O,(P,)). During the proof of (1.23) we established that, since Ri < N(T), Ri < C(T), the fixed-points of R, within C,(T) are covered by C,(C(T)) together with the fixed-points of Ri on the two 9-dimensional factors. If F is one such factor we easily compute that [C,(ui),Ri] ~0, so in particular [Vi, Ri] = 0, a fact implicit in Proposition 1 (A).
Continuing with the notation for F, we have dim C,(Ui) = 1 or 4. If for some choice of Ui we have C,(U,) l-dimensional for each choice of F, then Pi centralizes Vi, a contradiction. So there are chief C(T)-factors F,, F,, within C,(T) such that dim C,i(Ui) = 4. Now with suitable choice of notation we may assume that W involves F,, (cf. (1.24)) so that dim C&I,) < 2. In fact we get dim C&U,,) = 5 from the foregoing, so as U, acts on C&U,,) we get dim C,(U,) = 2. Now the preceding paragraph further shows that dim C&V,) = 6.
So we have established that dim I', = 6, and from the second paragraph [I',, R,] = 0. So I', is a faithful P,/O,(P,) (Z Z&module, and as such C,,(P,) # 0. Furthermore since C,(C(T)) G C,,(N,), the latter being 2dimensional, we have W, = C,,(Pl) is l-dimensional. Now V,/W,r411 ( non-split) as an Z,-module. Note that in particular a Sylow 2-subgroup of P, fixes a 2-space of I',. With this information and the previous arguments we also find that dim I', , = 6. Moreover C,JP,) # 0 as I'i is a Pi/O,(Pi) (g C&module; and since C,(C(T)) G C,,(NJ, the latter module being 2-dimensional, we see that Wi = C,,(P,) is l-dimensional and Vi/Wi z 411.
It remains to show that Wi is a direct summand of Vi. Fix an index, say, i = 1, the argument being independent of this choice. By (1.10) we have IP, nP,,I = 2103*; in particular U, < P,, , so W,, s V, . In fact the foregoing shows that Pi, being a maximal sugbgroup of He, coincides with C,,( W,), and so W,, has just I P, : P, n P,,I = 15 images under the action of P,. Thus W, I lies in the unique maximal P,-submodule of Vi.
It is important to notice that although R1 < P, ,, nevertheless R, 4 O,(P, ,). Of course R, -3,, so C,(R i) is as described in (1.19); moreover we have I', c C,(R,). In fact we may assert a little more: since IN(R,): NpI(R,)I = 7, W, has just seven conjugates under the action of N(R ,) z 3C,. After (1.17) it is clear that ( WycRl)) lies in the unique 7dimensional submodule of C,(R,). We call this 7-dimensional N(R,)-module M.
NOW suppose that W, is not a direct summand of I', . As we established that W, YZ M E C,(R ,) > V,, that M is a direct summand of C,(R), and that V,/ W, is non-split, the only possibility is that V, c M. In particular we must have W,, G M. Now as R, 4 (1.25) Let RL be the l-local of (1.9), where R = O,(RL) z 7; X lz, and L E SL, (7) . The following hold:
(a) C,(R) is a 3-dimensional standard L,(2)-module. 
We start by noticing that if S E Syl,(P, n P,, n P3) then the two intersections P, n P,, P,, n P, cover the two maximal parabolics of P,/U, which contain S/U, and each intersection has index 7 in P,. Thus both W, and W,, have seven images under P, and lie in orbits of P, which themselves have non-conjugate isotropy groups. This tells us that V, = C,(U,) must certainly involve both a 3 and a 3 among its P,/U,-factors, and we are done.
Proof of part (B) of Proposition 1. Let L, R be as in (1.25), with Z = Z(L). Then Z -2,, so we may assume that P, = U,L. Thus V, G C,,(Z), the structure of the latter module being given by (1.26). Now since (R, U,) = He we get C,(R) n V, = 0, so V, is isomorphic (as a P,/U,module) to a submodule of P(3) @ 8.
If the 8 is involved in V, it is a direct summand of V, by (1.13)(b). But then it is clear from (1.27) and (1.14)(c) that a Sylow 2-subgroup of P, fixes at least a 3-space of V,. This is not the case, so we get V, isomorphic to a submodule of P(3). Finally, the conclusion of (B) follows from (1.27) and the structure of P(3) given in (1.13)(c).
Proof of part (C) of Proposition 1. Let the notation be as in parts (A) and (B) of Proposition 1. As we have seen during the proof of (1.14)(d), the orbit lengths of fl under the action of P, are 7, 7, 21, 28, and we may take the first orbit to be WT. In the proof of (1.27) it was also shown that W, and W,, have seven images under the action of P,. Moreover as (W, , W, ,) is the fixed-point space of a 2-Sylow of He (namely, P, n P,, n P3), the third l-space W,, of ( W, , W, ,) distinct from W, and W,, lies in the P,-orbit of length 21.
Now set Hi = P, n Pi, i = 1 or 1'. By a change of notation if necessary, the above shows that we may take W, < W,. Then H, = C,,( W,), so C,, (O,(H,,) ) is 2-dimensional and contains W,. It should now be clear from the structure of Vi, given in (B) that C,,(O,(H,,)) = [CWj(OZ(H,~)), H, ,] c: W,, ; in particular W, c W,, as desired.
Finally, let Z = CCs(OZ(iYI)) C_ Vi. Then Z = W, 0 [Z, H,] with Z, = [Z, H,] 2-dimensional. As in the previous paragraph we have Z, = Z n W,. But now according to (1.14)(d) the elements of Zr lie in the orbit of length 21, so from the first paragraph we can conclude that W, c Z, and W, g Z,. Now all assertions of (C) are proved.
We complete this section with a final result which has independent interest.
(1.28) C,(T) is the permutation module for N(T)/T of degree 21.
ProoJ: The module in question arises from the representation of C(T)/T E L,(4) on the 21 cosets of one of its maximal parabolics.
Recall that Ni = N(T) n Pi = Vi 3C,; i = 1, 1'. We also keep the notation of Proposition 1, with W and I as in (1.24).
First we claim that W, C_ W, so assume not. Since dim C,(Ui) = 2 for some i = 1, I', with C,(Ui) = (I, W,), we must have W, I CI W. But from (C) of Proposition 1 we see that (WY!) = W, @ W, E W, a contradiction. So indeed W, E W. This shows that C,( U, ,) is 5dimensional and C&U, ,) = 10 [C,(U,,),N,r]; in particular W,, sL W.
Let Y = (WY!"). We have already seen that Y covers the 9-dimensional C(T)-module C,(T)/W, moreover as W s W, @ W, C Y we see in fact Y covers both non-trivial chief C(T)-factors of C,(T). On the other hand the permutation module for L,(4) has structure 1 @ (91(1 @ 1)]9), and Y is a quotient of such a module. So either dim Y = 20 or else dim Y = 21, and we are done in either case.
RUDVALIS'GROUP
We denote by R the sporadic group of Rudvalis, described in [ 4, 111 . The character tables of R and its double cover 2R have been widely circulated.
The maximal 2-constrained 2-locals are described by the diagram: 2'G, (2) By 2'"' we mean a group of order 2" whose exact structure is not important, the corresponding 24ocal being the centralizer of a central involution. The bond marked t will, with other geometrical aspects of our work, be elucidated in Section 3.
We use P,, Vi, Vi as in Section 1. The main result is Our proof of Proposition 2 is very similar to that of Proposition 1. Because of this we shall suppress somewhat more of the proof in the present case. Moreover in the Rudvalis case the module V is small enough that it is possible to enumerate all R-orbits on V. In fact our proof depends on such a calculation to some extent. We have left many of the details here to the reader-suffice it to say that the enumeration of these orbits has been carried out independently by S. Norton (unpublished) with the same result.
(2.1) Let x be a complex irreducible character of 2R of degree 28. Then x has Schur index 1 and its reduction (mod 2) affords a faithful irreducible character of R which can be written in F,.
Proof
Noting that the field of x is Q(i), the proof follows that of (1 .1~(1.3) ; we omit the details.
There is the usual litany of local properties that we need to record. Once again the proofs are via CHAR, GEN and easy arguments. (c) C(T) contains a 5,.
(2.8) R has a 5-local of shape (5, x 5,,) SL,(5); involutions of this local are of type 2,) and the SL,(5) may be taken inside P, .
(2.9) R contains subgroups of type *F,(2), Aut(L,(25)), Z,.
(2.10) The dimensions of F,-irreducibles for Sz (8) and G,(2) which do not exceed 28 are 1, 12 and 1,6, 14, respectively.
We remark that the first two subgroups of (2.9) figure prominently in [2] . The existence of the third is presumably well-known-it can certainly be deduced from the analysis to follow. We shall also be locating subgroups of type PGL,( 13) which fix non-zero vectors of V.
We are ready to study V more closely.
(2.11) Each of the groups *F,(2), Aut(L,(25)) of (2.9)Jixes a unique nonzero vector of V.
Following Conway and Wales [2, especially pp. 542,543] we see that we may take subgroups 'F,(2), Aut(L,(25)) maximal in R, such that 'F,(2) fixes a "quadruplet" (which becomes a single non-zero vector in V), 'F,(2) n Aut(L,(25)) 2 L,(25), and Aut(L,(25)) interchanges a pair of quadruplet vectors. As the non-trivia1 constituents of both 'F, (2) and Aut(L,(25)) on V are 26-dimensional, the assertion of the lemma follows.
(2.12) Let T be as in (2.7) . Then the following hold: Proof. From (2.2)(a) together with HALF we get 7 <d(T) < 14. Now application of (2.7)(c) and (2.4)(a) shows that C,,(T) must contain a nontrivial E(C(T))-factor, and by (2.10) such a factor has dimension 12. Thus it follows from another application of (2.7)(c) that d(T) = 12 + d(T X 5,). Now d(5,) = 4, so evidently E(C(5,)) g A, (cf. (2.4)(b)) acts faithfully on C, (5,) . Since d(5, x 3) = 2 by (2.4)(c) we see that C, (5,) is the OR;(~)module for E(C(5,)), so as T is a 2-Sylow of E(C(5,)) it follows at once that d(T x 5,) = 1 and (a) holds.
As for (b), it follows from (a) and (2.2)(a) that dim[C,(2,), 2,,) = 1, where T = (2,, 2,,). As C(T) acts on [C,(2,), 2,,), part (b) is immediate.
(2.13) Let FL be the 5-local of(2.8), where F = (5,, 5,,) and L E SL, (5) . The following hold:
(a) C,(F) is the orthogonal module for L/Z(L) G Q; (2) . ProoJ This is similar to the corresponding result (1.25) of the previous section. In fact, by (2.4)(d) we see that C,(F) is 4-dimensional, and nontrivial as the L-module since d(5 '+2) = 0. Next, we may take F < *F,(2) and so by (2.1 l), C,(F) contains vectors whose isotropy groups are both *F, (2) and Aut(L,(25)).
Thus L cannot be transitive on C,(F)#, so C,(F) is the orthogonal module for L/Z(L).
That [V, F] is a projective module for L follows as in (1.25) . We see by DIM that its precise structure is as claimed in (b), and we are done. Proof. We may choose S to contain a 2-Sylow of the subgroup 'F,(2), say, S,. Now by (2.11) we have that VI 'F,(2) is a uniserial module 112611. So C,(S,) lies in the 27-dimensional submodule fixed by 2F,(2), by the usual theorem of Gaschtitz. By Lie theory S, fixes just a l-space on the 26, so we get d(S,) < 2.
Now if the lemma is false we see from the foregoing that d(S) = 2 and C,(S) = C,,(S,). But then R = (S, *F,(2)) fixes C,('F,(2)), which is absurd. The lemma follows.
Proof of parts (A) and (B) of Proposition 2. Let FL be as in (2.13) . We may take P, = SL by (2.8) . Now in the course of establishing (2.14) we showed that C,(S,) lies in the maximal submodule 1126 in the notation of (2.14). But in the 26-module a highest weight vector (i.e., the fixed subspace of S,) is stabilized by a maximal parabolic 2i" . F,,. The upshot of this is that C,(S), which is l-dimensional by (2.14) , is fixed by a subgroup of order 5.
Recall now that U, = O,(P,) > Z = Z(L) and C,(S) < V, = C,(U,) < C,,(Z). From the last paragraph it follows that, when considered as P,/U,module, V, must have a trivial constituent. Now as d(S) = 1 by (2.14), V, has a unique irreducible P,-submodule. Since I', < C,(Z) we can invoke the result of (2.13) to conclude that I', contains a trivial Pi-submodule. But now if dim V, > 1 then V, contains a Pi/U,-module of the shape 114, and this forces dim C,,(S) > 2. After (2.14) this is not possible, so in fact dim V, = 1 and (A) of the proposition holds.
Turning to (B), note to begin with that from (2.6)(b) and (2.7) it is immediate that we may take T E Syl, (C(B) ), where Z, r B <P,. As lujl= 2" we may even take T < U,, so that V, = C,(U,) < C,(T). Now by (2.12) we see that C,(BT) = C,(N(T)) is l-dimensional. Because (N(T), U,) = R it follows that B is fixed-point-free on I',, so all chief P,factors of V, are natural or dual L,(2)-modules. If there are at least two such factors we get I C,,(S)1 > 4 by (1.14)(c), against (2.14). So we must have dim V, = 3, and (B) holds.
We turn our attention to (C), which is somewhat harder to establish.
(2.15) The chieffactors of VIP, are 1, 1, 6, 6, 14.
Proof: This is proved by (2.10) and DIM.
(2.16) dim V, < 7.
Proof: As P, = NR(U7) and U, % E,, and P, does not contain a 2-Sylow of G, there is a G-conjugate U; of U, such that [U,, Us] < U, n U;, and an easy computation shows that I U, n U$I = 23.
Next, by (2.15) we see that if the lemma is false then either dim V, = 8 or dim V, > 12. We continue by showing the case dim V, > 12 is impossible, so assume false. Now it is clear from (2.2)(a) that d(U) < 15 for any 4-group U of R. As E, ?z U, n U; centralizes C,(U,) + C,,(U;) and dim C,(U,) > 12 it follows that dim C,(U,U;) > 9. Now consideration of V, as P,/U,z G,(2)-module together with the last inequality and (2.15) shows that V, involves one of the irreducible 14's. But then the same argument yields that dim Cy7(Us) > 13; that is, U, U;/U, induces transvections on V,, This is absurd, so indeed dim V, 2 12.
It remains to eliminate the case dim V, = 8. If in fact it holds then a Sylow 3-subgroup Q of P, has dim C,,(Q) = 2, and (2.3)(a) tells us that we must have C,(Q) < V,. However, we may take Q < *F,(2), so by (2.1 l), (*W), U,) = R f txes a vector of v#, a contradiction. We next proceed to compute all orbits of R on I'#, the results being contained in Table I . The first column provides a name for a representative of each orbit, the second column the corresponding isotropy group, and the third column gives the orbit length. Actually, as an element of order 29 is fixed-point-free on V we give only (orbit length)/29.
We have already established the existence of orbits of the first four types in the preceding lemmas. Notice R is quasithin, and so any simple subquotients can be determined from Mason [8] .
(2.17) Existence of orbits of type a, s and p.
Consider tirst a subgroup F = (3.5,) of order 15. By (2.4)(c) we get dim C,(F) = 2. Now IN(F): FI = 8, whilst from the structure of N(T) we may take F < N(T) with IN(F) n N(T): F( = 4. Thus C,(F) contains just two vectors of type t; consequently there is a E C,(F)" with N,(F) < C(a). A counting argument shows that C(a) # NJF), and we readily deduce that C(a) involves 3A,, whence we must have C(a) E 3 Aut(A,) as in Table I. Next, if A ~2,~ then d(A) = 4 by (2.5)(a). Moreover we may take A < *F, (2) n Aut(L,(25)) n N(T), and by counting using orbit sizes already computed we find that C,(A) contains four vectors of typef, six of type 1 and one of type t. As we may take C(A) = A x T with N(A)/C(A) g Z,, it follows by T-action that there is just one other orbit of N(A) on C,(A), with representative p. This also shows that N(A) n C(p) E Hoi(A). Now by counting we see that C(p) & Hoi(A), and the only possibility is C,(P) z Aut(L,(l3)).
Finally, take a subgroup H z Z;, of R. By (1.15 ) and DIM we see that the chief H-factors of VIH are 1, 1, 6, 20. Now 1, 20 lie in the principal block whereas 6 does not. Moreover a simple computation (best seen, perhaps, by restricting to a C, subgroup) shows that Ext,*(20, 1) is at most ldimensional. So we must have C,(H) # 0, and an orbit of types must therefore exist. This completes the proof of (2.17). From (2.4) we have d(5,) = 8, d(51t2) = 0. We also know that N(5,2,) & P, and C(5,2,) = (5,) x Q,, N(5,2,)/C(5,2,) z Z,. We deduce that C,(5,) is a free O,(C(5,2,))-module and in particular d(5,2,) = 4. Furthermore from the preceding lemmas C,(5,2,) contains one vector of type v, two of type $, and four each of type 1 and s. Consequently, there is just one other R-orbit, with representative w, such that 5, . 2, E C(w), and we have shown that C(w)nC(5,)~(5,)XZ,, C(w)nlv(5,)/(5,)~Z,~Z~. Setting K = C(w), we get (5,) &I K by counting (the orbit size would be too big), and then another counting argument shows that 2, E O,(K). We then easily get K < C(2,) = P,, and the structure of P, together with 1 C,(S,)l = 10 and our a priori lower bound on lK\ establishes that K " 2'24Z,, as required.
At this point we know that any further isotropy group L of R is such that ILJ = 2"3'7', all fixed-points of elements of order 5, 13, 29 having already been accounted for. Similarly L contains no elements of order 14. On the other hand some L contains a 3-Sylow normalizer of R and some L (possibly distinct) contains a 7-Sylow of R (in fact a subgroup Z, Z,).
At this point further counting arguments can be invoked to show that some vector g E v# is stabilized by a G,(2), and one can then find (with some effort) that the full 2'jG,(2) = P, stabilizes g.
Finally, any remaining stabilizer is a solvable { 2, 3 }-group, and we verify the last line of Table I without too much effort. G,(Z)--it centralizes a 3-space X of V, of the type we wish to examine-that is, X/(g) is not a line of the G,(2)-hexagon, but it is acted on by an element 3, of G, (2) . We may consider X inside the lo-space C, (3,) . Now 3,Aut(A,) acts uniserially on this lo-space with factors 118 ] 1, where a vector of type a is trivial submodule; and the 8-dimensional factor is the sum of the two 4dimensional modules (which we denote by 4 and 4') for C, z .Sp, (2) . Now our 3-space X is centralized by 3, x D, where D is a dihedral group with 2' from ZJ, and 2 from G,(2) -G,(2)'. If we regard this group in N,(3,) z 3,Aut(A,), we see D is a 2-Sylow of 3A,, and if we add the 3Z from G,(2) then (D, 3,) is a parabolic of A, = Sp,(2)' (an element of G,(2)' inverting 3, completes this to a full parabolic of ,Sp,(2)). Thus our 3-space X covers the centralizer in 114 + 4' of the parabolic (D, 3,) . The element of S, -A 6 centralizes a 2-space of X with two vectors of type g and 1 of type u; in C, (3,) it normalizes 114 and 114'. We see (since 4 and 4' are conjugate in Aut(A,)) that the two g-type vectors appear in the subquotients 114 and 114'. In particular, the three vectors of type g in X conjugate by 3, appear in one or the other (say, l/4). But the vectors in this new 3-space in 114 have types a, g, s. As x intersects this 3-space just in a 2-space, our three vectors of typeg in fact form a 2-space. As noted earlier, this shows V, is non-split under P,.
This completes the proof of (C) and hence Proposition 2 is completely proved.
CONCLUDING REMARKS
Although we indicated at the outset that geometrical considerations provide the main motivation for this work, they have not played any role in the proofs. We now discuss some geometrical implications of the results.
By the term "2-local geometry" for He of R we mean the collection of all 2-constrained 2-local subgroups; with incidence when two subgroups share a Sylow 2-group (meaning a smaller of the two Sylow groups if these differ in size). The concept is discussed further, with examples, by Ronan and Smith in [ 91. The groups of this paper are not discussed there, partly because of the technical difficu.lties arising when the Sylow groups of the relevant 2-locals do differ in size. (For example, this arises for the bond denoted .-& representing the 5 singular and 10 non-singular points of a natural L?;(2)module, as discussed in 191.) Thus the present paper provides an elucidation of certain aspects of the geometries of He and R which were previously unclear.
The 2-local geometry can be realized as a simplical complex as follows: let vertices correspond to maximal 2-constrained 2-locals. For both He and R, there are three different types of vertices: and a vertex of one type is incident only with vertices of the other types. Define edges by incident pairs; and faces by incident triples (one vertex of each type). The simplical complex has rank 3; the faces are the chambers when this complex is viewed as a chamber complex in the sense of Tits. This complex gives some degree of analogy with the building for a Chevalley group.
The purely combinatorial chamber complex is not usually completely selfexplanatory. Often it turns out to be more easily understood inside an F,representation space for the group-where to each 2-local subgroup we associate the (non-trivial) subspace'centralized by the maximal normal 2subgroup of the 2-local. Suitably-defined incidence among these subspaces (often just inclusion) then reflects the incidences among the corresponding subgroups. Thus Propositions 1 and 2 provide a more "visual" description of the geometries for the groups.
The interest of these geometries carries over considerably into the more general representation theory for the groups. If the 2-local geometry suggests a building, one can hope to establish for sporadic groups some analogies of results in the representation theory of Chevalley groups in their natural characteristic. Unfortunately, the most simple-minded analogues are not satisfactory. One of the most interesting consequences of our work here is that we have counterexamples to any naive extension to sporadic groups of the result of [ 12] -which asserts that for a Chevalley group represented irreducibly in its natural characteristic, the fixed points of the unipotent radical of a parabolic afford an irreducible module for a Levi complement. We see this fails for V, under R,/U, in R, and for all three types of maximal constrained 2-locals in He. In particular, a Sylow 2-group centralizes more than a l-space in the case of He (se we cannot even hope for indecomposability of these "local submodules").
From the point of view of representations determined by homology of coefticients in more recent work of Ronan and Smith [lo] (see also Curtis and Lehrer [ 31 for basic definitions), this can be re-phrased as the statement that for sporadic groups, an irreducible ff,-module may be defined by a reducible (or even decomposable, in the case of He) coefficient system on the 2-local geometry. Computation of 0th homology for such systems remains interesting-but there is no easy proof of an indecomposability result as in [ lo] . So one overall effect of these counterexamples is to indicate that homology methods for 2-local geometries are much better behaved in those cases (like M,,, Co * 1, Pi, J4, etc., discussed in [9] ), where the maximal constrained 2-locals all contain a full Sylow 2-group.
