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Disordered BKT transition and superinsulation
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Strongly disordered superconducting films have been observed to undergo finite temperature tran-
sitions to a superinsulating state, of apparently infinite resistance, mirroring superconductivity. Ap-
proaching the transition, some of the films reportedly exhibit Berezinskii-Kosterlitz-Thouless (BKT)
criticality implying that superinsulation is associated with an ordered charge BKT phase. An even
more singular Vogel-Fulcher-Tammann (VFT) criticality has also been seen, positing the question
of the existence of fundamentally different states of finite temperature insulators. Here we develop
a theory of the criticality of a disordered lateral Josephson junction array with weak Josephson
coupling. We show that it is equivalent to a two-dimensional Coulomb gas subject to a random
potential with logarithmic correlations. We show that strong disorder results in a regime exhibit-
ing VFT criticality instead of the usual BKT one, and find that it corresponds to transition to a
nonergodic insulator phase.
More than 40 years ago, celebrated works by Berezin-
skii, Kosterlitz, and Thouless (BKT) introduced the idea
of topological phase transitions where pairs of bound
topological vortex-like excitations unbind at the critical
temperature [1–4]. Once it was recognized that BKT the-
ory applies to two-dimensional (2D) superconductors and
planar Josephson junction arrays (JJA), the realization
came that in 2D systems true superconductivity is a man-
ifestly low-temperature BKT phase, where vortices are
bound in vortex dipoles, see A.M.Goldman in [5] and
also [6]. Above the BKT transition temperature TBKT,
the proliferation of low-energy vortices breaks down the
global phase coherence, and the 2D superconducting sys-
tem enters a resistive state. Studying the JJA, Fazio
and Scho¨n demonstrated that depending on the ratio of
the Josephson coupling, EJ to the Coulomb energy of
a single junction, EC, the JJA would host either super-
conductivity, if EJ/EC ≫ 1, or an insulator in the op-
posite limit, where physics is dominated by the charge
degrees of freedom [7]. They showed that if the junc-
tion capacitance C ≫ C0, where C0 is the capacitance
to the ground, the electrostatic screening is suppressed
and charges interact logarithmically over large distances.
Then the vortex-charge duality transformation vi ↔ qi,
πEJ ↔ 2EC/π retains the form of the action describing
the JJA, with qi being the charge of the junction i and vi
being the vorticity of the corresponding plaquette in JJA.
The zero-temperature superconductor-to-insulator tran-
sition (SIT) occurs at the self-dual point EJ/EC = 2/π
2
and the charge binding-unbinding BKT transition at the
insulating side takes place at TBKT = EC/2 (throughout
the text we use the energy units for temperature taking
Boltzmann constant kB = 1).
The next important step came with Diamantini and
co-workers [8] who constructed a gauge theory of JJA at
zero temperature having revealed striking consequences
of the charge – vortex symmetry. They established that
due to logarithmic confinement of charges on the insulat-
ing side of the SIT, vortices condense into a superfluid
condensate and the novel state with the infinite resistance
(i.e. a mirror dual image of a superconducting state with
the infinite conductance) that they termed a superinsu-
lator forms. Two years later, Doniach [9] having utilized
the duality between vortices and Cooper pairs [10], inde-
pendently introduced superinsulating phase of 2D super-
conductors as a phase where vortices form a superfluid
condensate. The latter blocks the charge motion thus
giving rise to vanishing of the electric conductivity.
The final understanding of the nature of the
superconductor-to-insulator transition came in 2008,
when the experimental discovery of current jumps in
strongly disordered superconducting films [11, 12] lead to
the realization that disordered superconducting films in
the critical region of the SIT are endowed with a diverg-
ing dielectric constant and thus can harbor 2D logarith-
mic Coulomb interactions between the Cooper pairs over
appreciably macroscopic scales [13]. With recognition
that logarithmic interaction between charges is a physi-
cally realizable realm, the earlier concept of the vortex-
Cooper pairs duality [14] came to full fruition and lead
to the concept of a superinsulator as a confined charge
BKT state manifesting the symmetry of the uncertainties
in the phase and charge of the Cooper condensate which
compete according to the Heisenberg principle [15, 16].
The superinsulator proposal in [15] ignited an explo-
sive interest and has been attracting ever since the in-
tense attention of researchers, see [16, 17] and references
therein. A great deal of effort was expended to iden-
tify the charge BKT transition as a precursor of the su-
perinsulation. There appeared a tantalizing report of the
critical Vogel-Fulcher-Tammann (VFT) like behavior,
R(T ) ∼ exp[const/(T − TVFT)], of the sheet resistance
of the InO film upon freezing into the finite temperature
insulator [17], resembling (but more singular than) the
BKT dependence R(T ) ∼ exp[const/
√
T − TBKT] [4].
The latter was found in experiments on NbTiN films [18].
2These findings raise important questions: (i) What is the
physical mechanism of the VFT behavior and (ii) what,
if any, is the connection between the BKT and VFT-like
divergences of the resistance? In Ref. [17], the finite
temperature insulator was attributed to the many body
localization (MBL) mechanism [22, 23]. In this Letter
we unravel the origin of the VFT and establish its close
relation to the BKT physics.
We adopt a planar JJA model taking into account the
effect of quenched random dipole moments of the super-
conducting grains and show that for weak Josephson cou-
pling, EJ ≪ EC, it is equivalent to a Coulomb gas subject
to a disordered potential with logarithmic long-range cor-
relations. We demonstrate that for sufficiently strong dis-
order, the usual BKT critical behavior turns into a more
singular VFT criticality characteristic to glasses [19, 20].
In this glassy phase, the charge excitations freeze into a
nonergodic insulator phase. Weakly disordered systems
retain their BKT criticality and freeze into an ergodic
insulator phase. Namely, if the system state lies below
the ergodic-nonergodic transition line T ∗(η) in T -η coor-
dinates (see Fig. 1), where η measures the strength of the
charge dipole disorder, then the conductivity follows the
standard BKT criticality,
σ(T ) ∼ e−const/
√
T−T BKT . (1)
and above the transition line, the system exhibits the
VFT critical behavior,
σ(T ) ∼ e−const/(T−TVFT) . (2)
Based on these findings, we propose that the recent ob-
servations of the VFT critical behavior of conductivity
in disordered InO superconducting thin films [17] and the
charge BKT criticality proposed for NbTiN [18] films on
approaching the finite temperature insulator transition
are respective manifestations of nonergodic and ergodic
insulator phases. We indeed find some resemblance be-
tween the discovered ergodic vs. nonergodic BKT be-
haviors and those in the MBL picture [21] also showing
both BKT [22] and VFT [24] criticality, but, as we will
see further, there are critical differences between them.
We consider a Cooper pair insulator (CPI) that forms
on the insulating side of the SIT in superconducting
films. Coarse-graining over the size of the Cooper pairs,
we approximate the disorder background charge distribu-
tion ρ(r) as a Gaussian white noise correlation function,
〈(ρ(r) − ρ¯)(ρ(r′) − ρ¯)〉 = ndδ(r − r′), where the aver-
age background charge density, eρ¯, equals the average
charge density of the CP, and nd is the variance of the
coarse-grained background charge distribution. The an-
gular brackets stand for averaging over disorder. Near the
SIT the dielectric constant diverges κ ≫ 1, see Ref. [16]
and references therein, and in a film of thickness t, the
Coulomb interaction between two charges has logarith-
mic separation r dependence as ln(Λ/r) over distances
t < r < Λ, where Λ ≃ κt is an electrostatic screening
length [16, 25]. At distances beyond Λ the interaction
falls off as 1/r. In disordered films, a CPI is customar-
ily viewed as a lateral JJA comprising superconducting
droplets coupled by Josephson links [16]. The droplets
nucleate at deep potential fluctuations resulting from in-
trinsic quenched charge disorder of the host. Near the
SIT, the size of the droplets is expected to be of order of
the superconducting coherence length and in any case
to exceed the characteristic localization length of sin-
gle particles in the disordered potential[26–28]. In the
JJA, the effective dielectric constant and, accordingly,
the crossover length is expressed via the characteristic
capacitances [7]. We will address the situation Λ & L so
that the interactions between the charges is logarithmic.
The excess charge on a droplet interacts with the
charge distribution of other droplets. The leading
contribution to the energy is provided by the electric
‘monopoles’, the single excess charges ni on the other
droplets, −∑i6=j ECninj ln |(ri − rj)/a|, where a is a mi-
croscopic length scale (the size of the droplet), EC =
q2/2C is the characteristic energy for creation of a CP
dipole (q = 2e) across neighboring droplets and C is the
inter-droplet capacitance [7]. The next order contribu-
tion comes from the dipole moments of the grains, Pi,
which yield the random potential energy
Vi =
∑
j
q
2πC
Pj · rij
r2ij
. (3)
Using 〈P〉 = 0, we derive, analogously to [29], that the
dipole-induced random potential is logarithmically cor-
related:
〈(V (r)− V (r′))2〉 ≈ 4ηE2
C
ln (|r− r′|/R) , (4)
where η = π〈P 2〉/q2R2, R is the typical radius of a grain
and 〈P 2〉 ∝ nd.
The effective action for JJA comprises both, the charge
and phase degrees of freedom. Trading off the phase de-
grees of freedom for vortex variables via the Villain trans-
formation [7], we obtain the Fazio-Scho¨n action
S[n, v] =
ˆ β
0
dτ
∑
i,j
(
ECniUijnj + EJviUijvj + ιniΘij∂τvj
+
1
2EJ
∂τniUij∂τnj
)
+
∑
i
Vini, (5)
where vi are the integer-valued vortex degrees of free-
dom, defined on the dual lattice, Θij = arctan
(
yi−yj
xi−xj
)
and Uij = − ln |ri − rj |. In the insulating state where
EJ ≪ EC, EJ being the typical strength of the Josephson
coupling, we can treat the integer valued vortex fields
as continous fields and integrate out them to obtain the
3effective charge action as
Se[n] =
ˆ β
0
dτ
∑
i,j
Uij
(
1
EJ
∂τni∂τnj + ECninj
)
+
∑
i
Vini .
(6)
Hereafter we neglect the temporal fluctuations as they
are irrelevant at low energies and do not alter the na-
ture of the phase transition governed by the interplay of
the long-range Coulomb interaction and disorder correla-
tions. The critical behavior of the resulting classical 2D
Coulomb gas Hamiltonian subject to a random potential
with logarithmic correlations is obtained by analyzing the
disorder averaged real-space Kosterlitz renormalization
group (RG) equations. Following Ref. [30] we introduce
replicas and then perform the average over disorder to
obtain the averaged replicated Coloumb gas Hamiltonian
(with m replicas),
βH(m) =
∑
i6=j
Kabn
a
i ln
( |ri − rj |
a0
)
nbj +
∑
i
lnY [ni].
(7)
Here the superscripts on the charges refer to the replica
index, Y [n] = exp(−naγKabnb) is the fugacity, Kab =
βECδab−ηβ2E2C is the effective coupling, and a0 is of the
order of the lattice constant and serves as a short length
cutoff as we go over to the continuum description. Sig-
nificant contribution to the partition function only comes
from charges ±1, 0 and hence we resctrict to these. To
O(Y [n]2), one obtains the following RG flow equations
for the effective coupling and fugacity as we rescale from
a0(ℓ) to a0(ℓ+ dℓ) = a0e
dℓ (thus, a0e
ℓ is the spatial scale
over which short wave-length excitations have been inte-
grated out by RG):
∂ℓ(K
−1
ℓ )ab = 2π
2
∑
n 6=0
nanbY [n]Y [−n] (8)
∂ℓY [n 6= 0] = (2− naKabnb)Y [n] +
∑
n
′ 6=0,n
πY [n
′
]Y [n− n′ ].
(9)
Equation (8) comes from the annihilation of dipoles of op-
posite vector charges in the annulus a0 < |ri−rj | < a0edℓ.
Simple rescaling gives the first part of Eq. (9). The sec-
ond part comes from the possibility of “fusion” of unit
charges in two different replicas upon coarse graining.
After taking the appropriate analytic continuation in the
m → 0 limit [30] (also see SI), one finds that the RG
equations can be recast in terms of the distribution func-
tion, Pℓ(z), of the scale dependent single charge fugacity
z. Introducing the generating functional for Pℓ(z) as
Gℓ(x) = 1−
ˆ ∞
−∞
duP˜ℓ(u) exp[−eβ(u−x+Eℓ)],
where u = 1/β ln(z), the distribution P˜ (u) is defined as,
P˜ (u)du = P (z)dz, and Eℓ =
´ ℓ
0
EC(ℓ
′
)dℓ′, one reduces
the RG equation to the compact form of the Kolmogorov-
Petrovsky-Piskounov (KPP) equation for the generating
functional
∂ℓGℓ = (ηE
2
C
)∂2xGℓ + 2Gℓ(1−Gℓ) , (10)
(see SI).
The phase boundary between the ‘superinsulating’ and
‘normal insulating’ phases can be inferred from the be-
havior of Pℓ(1) defined by the KPP equation. We identify
two distinct regimes: (i) Pℓ(1) decreasing with ℓ corre-
sponding to the superinsulating phase with σ(T ) = 0,
and (ii) Pℓ(1) increasing with ℓ describing the ‘normal
insulating phase’ with activation, finite albeit exponen-
tially small, σ(T ) 6= 0. The phase boundary corresponds
to stationary Pℓ(1) and is given by
2− EC
T
+
ηE2
C
T 2
= 0 for T > Tg = EC
√
η
2
; (11)
η = ηc =
1
8
for T ≤ Tg, (12)
where EC and η stand for the renormalized quantities
at l = ∞. We immediately identify two distinct criti-
cal behaviors on approach to the charge BKT transition.
Near the phase boundary at small degrees of disorder,
the correlation length exhibits the BKT criticality
ξ ∼ e1/
√
b/[(T/TBKT)−1], (T − TBKT)/EC ≪ 1 , (13)
where, TBKT = EC/2 [7] is the critical temperature of the
charge-BKT transition and b is a numerical constant of
order unity. For finite but small disorder η, the depen-
dence of TBKT on η can be obtained from the solution of
Eq. (11). Near the disorder-controlled phase boundary,
the correlation length is (see SI):
ξ ∼ e1/(η(T )−ηc), T/EC ≪ 1, η − ηc ≪ 1 , (14)
where ηc = 1/8 is the critical disorder strength at low
temperatures for the transition.
These distinct critical scenarios correspond to system
freezing into either the ergodic, at low disorder, or into
the nonergodic, at strong disorder, respectively, superin-
sulating states as shown in the phase diagram in disorder-
temperature coordinates in the Fig. 1. The dotted line
η∗(T ) = T/2EC, marks the onset of freezing of charge
dipoles [31] where freezing means that the free energy of
dipole excitations loses an explicit temperature depen-
dence. At this line the entropy and hence the free energy
of a dipole, has a singularity, indicating that η = η∗(T )
is the phase boundary between the two distinct phases of
the superinsulator. In the ergodic phase the dipoles can
appear anywhere and thus assume the most efficient – for
screening – configuration. In the nonergodic phase, the
dipoles are frozen, as they emerge mostly due to fluctua-
tions in the random quenched potential, and hence may
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Figure 1. A sketch of the phase diagram of the superin-
sulating state and critical behaviours of a two-dimensional
Josephson-junction disordered array in disorder-temperaure
coordinates. Disorder being considered is the quenched ran-
dom dipole moments of the grains. In the superinsulating
phase, the probability of single charge excitations is zero. The
transition to the conducting state occurs via the proliferation
of the single charge excitations generated either thermally or
by disorder. The former leads to the BKT criticality, given
by Eq. (1), while the latter results in VFT behavior of Eq. (2).
The dotted line η = T/2EC, separates the nonergodic region
(shaded green), where the charge dipoles freeze (their free en-
ergy becomes independent of temperature), from the ergodic
region (shaded blue) where a finite entropy is associated with
the charge dipoles which can appear anywhere. Likewise, the
VFT critical region is nonergodic and conducting, while the
BKT critical region is ergodic and conducting.
not provide an efficient screening as compared to the one
due to thermally generated dipoles. This then leads to
the more singular VFT-like critical behavior.
The experimentally measurable quantity is conductiv-
ity, σ ≃ µcnc, where µc is the charge mobility and
nc ∼ 1/ξ2 is the density of free charges in the criti-
cal regime [32]. Then Eq. (13) leads us to our result in
Eq. (1). Turning to the strong disorder case described
by Eq. (14), we assume an activated temperature depen-
dence nd(T ) = nd(0) +Nde
−Ed/T , where Ed is the char-
acteristic dopant-carrier binding energy for dopant levels
near the conduction or valence bands. Let Tc be the
temperature at which η(Tc) = ηc. Expanding nd(T ) in
the vicinity of Tc, nd(T ) ≈ nd(Tc)[1 + (T − Tc)(Ed/T 2c )],
we recover the VFT law for conductivity near the dis-
order -driven transition with TVFT = Tc and constant =
2T 2c /(Edη(Tc)). Note that this result is obtained under
the condition Tc < EC, for otherwise the condition for
the thermally-driven BKT transition is satisfied first with
the increasing temperature and one obtains the BKT be-
havior of Eq. (1) as expected for the weak disorder case.
Comparing VFT and BKT results one concludes that the
transition from the VFT to the BKT behavior occurs at
η(T BKT) = ηc. Since critical behaviors of strongly and
weakly disordered CPI belong in different universality
classes, it is natural that they freeze into two distinct
phases of the superinsulator.
A far reaching implication of our findings is that the
observation of the critical behavior may serve as an ex-
perimental indicator of whether the CPI freezes into the
either ergodic or nonergodic superinsulating state. Based
on the existing data, one can suggest that disordered su-
perconducting TiN and NbTiN films [15, 16, 18] exhibit
ergodic freezing into the superinsulator, while the VFT
criticality reported in InO films [17] may manifest noner-
godic behavior.
Our analysis applies equally to the superconducting
transition where disorder that breaks time reversal sym-
metry is induced, for example, by random Aharanov-
Bohm phases on the links [29], or by paramagnetic im-
purities. A key signature of the nonergodic supercon-
ducting phase would be the resistivity critically vanish-
ing according to the VFT law. Instead of tuning the
temperature, one can also tune an external (perpendic-
ular) magnetic field to control the disorder parameter η
(see Ref. [28]). The same critical scaling now appears in
the magnetic field dependence of resistance near the field
tuned superconductor-insulator transition.
Note that the obtained critical behaviors preceding the
formation of the superinsulating state are to some ex-
tent paralleled by the critical behavior of σ(T ) arising
in the MBL framework [22–24]. The notable difference
is that while the MBL phase is essentially nonergodic,
the superinsulating phase is ergodic for T > 2ηEC, and
non-ergodic for T < 2ηEC. In the nonergodic region, the
transition from the superinsulating phase to the conduct-
ing phase is reminiscent of the transition to nonergodic
conducting regime derived in the MBL framework [21]. It
is noteworthy that MBL studies have been focusing so far
on the case with the short range interactions, while the
extension of the MBL results including long-range inter-
actions is disputable, see Ref. [35]. At variance, our anal-
ysis crucially relies on the long range logarithmic nature
of the interactions and the accompanying logarithmically
correlated disorder. The comparison of BKT and MBL
pictures is summarized in Table 1 in SI.
To conclude, our findings establish the phase diagram
of the intriguing superinsulating state and shed new light
on the superconductor-insulator transition critical re-
gion. More work now is required to unravel the details
of the interplay between the glassiness, ergodicity and
quantum coherence which play key roles in the critical
region of strongly disordered supercondctors.
Acknowledgments– The work was supported by the
U.S. Department of Energy, Office of Science, Materi-
als Sciences and Engineering Division (V.M.V.) and by
Department of Science and Technology, Govt. of In-
dia, through a Swarnajayanti grant (no. DST/SJF/PSA-
0212012-13) (V.T.).
5[1] V. L. Berezinskii, Zh. Eksp. Theor. Fiz. (Sov. Phys.–
JETP, 32, 493-500 (1970)) 59, 907 (1970).
[2] V. L. Berezinskii, Zh. Eksp. Theor. Fiz. (Sov. Phys.–
JETP, 34, 610-616 (1971)) 61, 1144 (1971).
[3] J. M. Kosterlitz and D. J. Thouless, J. Phys. C: Solid
State Phys. 5, L124 (1972).
[4] J. M. Kosterlitz and D. J. Thouless, J. Phys. C: Solid
State Phys. 6, 1181 (1973).
[5] E. Jose´, J V, 40 Years of Berezinskii-Kosterlitz-Thouless
Theory (World Scientific, 2013).
[6] T. I. Baturina, S. V. Postolova, A. Y. Mironov, A. Glatz,
M. R. Baklanov, and V. M. Vinokur, EPL 97, 17012
(2012).
[7] R. Fazio and G. Scho¨n, Physical Review B 43, 5307
(1991).
[8] M. C. Diamantini, P. Sodano, and C. A. Trugenberger,
Nuclear Physics B 474, 641 (1996).
[9] A. Kra¨mer and S. Doniach, Physical Review Letters 81,
3523 (1998).
[10] M. P. A. Fisher, Physical Review Letters 65, 923 (1990).
[11] G. Sambandamurthy, L. W. Engel, A. Johansson, and
D. Shahar, Physical Review Letters 92, 107005 (2004).
[12] T. I. Baturina, A. Y. Mironov, V. M. Vinokur, M. R.
Baklanov, and C. Strunk, Physical Review Letters 99,
257003 (2007).
[13] M. V. Fistul, V. M. Vinokur, T. I. Baturina, Physical
Review Letters 100, 086805 (2008).
[14] M.-C. Cha, M. P. Fisher, S. Girvin, M. Wallin, and A. P.
Young, Physical Review B 44, 6883 (1991).
[15] V. M. Vinokur, T. I. Baturina, M. V. Fistul, A. Y.
Mironov, M. R. Baklanov, and C. Strunk, Nature 452,
613 (2008).
[16] T. I. Baturina and V.M. Vinokur, Annals of Physics 331,
236 (2013).
[17] M. Ovadia, D. Kalok, I. Tamir, S. Mitra, B. Sacepe, and
D. Shahar, Scientific reports 5, Article:13503 (2015).
[18] A. Y. Mironov, D. M. Silevitch, T. Proslier, S. V. Pos-
tolova, M. V. Burdastyh, A. K. Gutakovskii, T. F. Rosen-
baum, V. M. Vinokur, and T. I. Baturina, to be pub-
lished (2017).
[19] P. W. Anderson, II condensed matter Les Houches , 159
(1979).
[20] R. G. Palmer, D. L. Stein, E. Abrahams, and P. W.
Anderson, Phys. Rev. Lett. 53, 958 (1984).
[21] B. Altshuler, E. Cuevas, L. Ioffe, and V. Kravtsov, Phys.
Rev. Lett. 117, 156601 (2016).
[22] I. V. Gornyi, A. D. Mirlin, and D. G. Polyakov, Phys.
Rev. Lett. 95, 2006603 (2005).
[23] D. M. Basko, I. L. Aleiner, and B. L. Altshuler, Annals
of Physics 321, 1126 (2006).
[24] S. Gopalakrishnan and R. Nandkishore, Phys. Rev. B 90,
224203 (2012).
[25] N. Rytova, Vestnik MSU (in Russian) 3, 30 (1967).
[26] A. I. Larkin and V. M. Vinokur, Physical review letters
75, 4666 (1995).
[27] G. M. Falco, T. Nattermann, and V. L. Pokrovsky, Phys-
ical Review B 80, 104515 (2009).
[28] S. Sankar and V. Tripathi, Phys. Rev. B 94, 054520
(2016).
[29] A. Petkovic´, V. M. Vinokur, and T. Nattermann, Phys-
ical Review B 80, 212504 (2009).
[30] D. Carpentier and P. Le Doussal, Nuclear Physics B 588,
565 (2000).
[31] L.-H. Tang, Physical Review B 54, 3350 (1996).
[32] B. I. Halperin and D. R. Nelson, Journal of Low Tem-
perature Physics 36, 599 (1979).
[33] N. M. Chtchelkatchev, V. M. Vinokur, and T. I. Batu-
rina, Phys. Rev. Lett. 103, 247003 (2009).
[34] B. Derrida and H. Spohn, Journal of Statistical Physics
51, 817 (1988).
[35] L. Fleishman and P. W. Anderson, Physical Review B
21, 2366 (1980)
.
