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ABSTRACT
A time dependent model of auroral processes has been developed by self-consistently solv­
ing the electron transport equation, the ion continuity equations and the electron and ion energy 
equations. It is used to study the response of ionospheric and atmospheric properties in regions 
subjected to electron bombardment. The time history of precipitation events is computed for a 
variety of electron spectral energy distributions and flux magnitudes. Examples of daytime and 
night-time aurorae are presented. Precipitating energetic auroral electrons heat the ambient elec­
trons and ions as well as enhancing the ionization rate which increases the ion concentration. 
The consequences of electric field acceleration and an inhomogeneous magnetic field in auroral 
electron transport in the topside ionosphere are investigated. Substantial perturbations of the low 
energy portion of the electron flux are produced: An upward directed electric field accelerates the 
downward directed flux of low energy secondary electrons and decelerates the upward directed 
component. Above about 400 km the inhomogeneous magnetic field produces anisotropies in 
the angular distribution of the electron flux. The effects of the perturbed energy distributions on 
auroral spectral emission features and on the electron temperature are noted. The response o f the 
Hall and Pederson conductivities to auroral electron precipitation is discussed as a function of 
the characteristic energy of the spectral distribution.
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CHAPTER 1 
Introduction
Aurora, in particular its most spectacular and curtain-like intense form, the discrete aurora, 
manifests itself as a result of plasma energization processes primarily taking place in the cou­
pled magnetosphere-ionosphere system in which energy, momentum, and mass are transported 
between the magnetosphere and the ionosphere. The development of auroral physics required 
contributions from a large number of disciplines, including the study of solar phenomena, solar 
wind in the interplanetary space, magnetospheric phenomena, and processes in the upper at­
mosphere. Precipitating energetic electrons and/or protons along magnetic field lines from the 
magnetosphere into the ionosphere produce ionization that enhances the ion and electron densi­
ties as well as heating the ambient electron and ion gases, thus affecting the conductivity o f the 
ionosphere. In this coupled system, however, the ionosphere is not a passive element. The spatial 
distribution of ionospheric conductivity affects magnetospheric plasma transport and the config­
uration of the magnetospheric current systems that are the principal carriers of mass, momentum, 
and energy between the ionosphere and the magnetosphere. Meanwhile, the global thermospheric 
neutral response to ion drag and Joule heating is critically dependent on the ionospheric conduc­
tivity. On the other hand, aurorally produced changes in atmospheric/ionospheric parameters may 
cause perturbations to the phase space distribution of the precipitating electrons, i.e. the physical 
processes are coupled and electrons precipitating from the magnetosphere to the ionosphere are 
the key element. It was not possible to investigate the coupled physical processes without first 
understanding the evolution of the phase space distribution of electrons and/or protons as they 
penetrate into the inhomogeneous atmosphere.
1
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21.1 Overview
As an important phenomenon of magnetosphere-ionosphere (M-I) coupling, aurora has been 
studied by both the magnetospheric and ionospheric communities for more than half a century. 
Numerous measurements have been made by sounding rockets and satellites, since the first in 
situ measurements performed in the 1960s by sounding rockets. Various features related to au­
rora were detected such as quasi-monoenergetic beams of electrons over auroral arcs [Mcllwain, 
1960], strongly field aligned fluxes of electrons [Hoffman and Evans, 1968], the inverted-V struc­
ture on the energy-time spectrogram of auroral precipitation [Frank and Ackerson, 1971], the 
“forbidden region” in phase space defined by the potential well with a magnetic and electric 
mirror [Albert and Lindstrom, 1970], perpendicular electric “shock” [Mozeret a l,  1977], weak 
double layers [Temerin et al., 1982], “electron conic” signatures [Menietti and Burch, 1985], and 
the existence of parallel electric fields in inverted-V regions inferred by using the co-orbiting 
DE-1 and DE-2 [Reiffet a l, 1988],
The study of auroral processes is based largely on measurements of electron and ion distri­
butions that result from particle interactions with electric and magnetic fields, and with the at­
mospheric environment. Aljven's [1958] parallel electric field hypothesis led to the development 
of numerous theoretical models of auroral electron acceleration. The first modeling attempts by 
Knight [1973] and Lennartsson [1976] introduced a scheme whereby a nonresistive acceleration 
may occur simply because of the magnetic mirroring geometry. A quite successful model of the 
electron distribution resulting from such a nonresistive acceleration, including the backscattering 
of electron, was introduced by Evans [ 1974]. Many other models followed, based on the concept 
of Evans [Kaufmannet a l, 1976, Pulliam et a l, 1981]. Chiu and coworkers (see review by Chiu 
et a l  [1983]) focused on the data from the USAF satellites and developed a detailed theoretical 
model [Chiu and Schulz, 1978; Chiu and Cornwall, 1980] incorporating the ideas of Alfven and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Falthammar [1963], Knight [1973] and Lennartsson [1976] on the maintenance of parallel elec­
tric fields through the principle of quasi-neutrality as applied to plasma-sheet electron and ion 
distributions. Stasiewicz [1985, Stasiewicz et al., 1987] suggested that the low-energy electron 
power-law component is formed within the acceleration region by the combined action of a par­
allel electric field and wave-particle interactions. Alternatively, Bryant [1983, 1990] suggested 
that this power-law component and the associated broad electron energy peak are indicative of 
a wave-energization mechanism. Gurgiolo and Burch [1988] performed computer simulations 
based on various model potential profiles to explain the observed auroral electron distributions 
measured by the DE-1 spacecraft at high altitudes.
Meanwhile, several processes (rewieved by Kan, 1982; Lundin and Eliasson, 1991) have 
been proposed for the electron acceleration: a) magnetic mirroring (e.g. Aljven and Falthammar, 
1963); b) Double layers (e.g. Block, 1972); c) collisionless thermoelectric fields [Hultqvist, 
1971]; d) “anomalous resistivity” [Papadopolous, 1977]; e) Alfven waves [Goertz and Boswell, 
1979; Temerin et al., 1986]; 0  Lower hybrid waves [Bingham et al., 1984]. It is believed that 
most of the proposed theories for field aligned electron acceleration may operate, but only a few 
are expected to be important.
Transport of auroral electrons in the magnetosphere is governed by the magnetic field topol­
ogy, by currents, and by waves. In the thermosphere, the region of auroral production, transport 
of the electrons is dominated by collisions. The spectroscopic aurora is the result of excita­
tion of atomic and molecular constituents produced by particle impact on the neutral atoms and 
molecules as well as by chemical reactions (reviewed by Rees and Lummerzheim, 1991; Vallance 
Jones, 1991). Ratios of emission features are used to infer characteristics of the precipitating elec­
trons and to determine ionospheric properties locally from ground based observations [Strickland 
et al., 1983; Vallance Jones et al., 1987; Christensen et al., 1987] or on the scale of an auroral
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
oval from satellite images [Rees et a l, 1988; Lummerzheim et a l, 1991]. The spectroscopic ra­
tio method was pioneered by Rees (e.g. Rees, 1958; Rees, 1963; Rees and Luckey, 1974; Rees 
and Roble, 1986) and Vallance Jones (e.g. Vallance Jones, 1974). Current approaches to mod­
eling the relationship of the ratio of emission features to the characteristics of the precipitating 
electrons are based on electron transport calculations which yield the electron intensity as a func­
tion of altitude and energy. Different methods and algorithms for the solution of the electron 
transport equation have been reported. Monte Carlo simulation [Berger et a l, 1970], two-stream 
calculations [Banks and Nagy, 1970; Nagy and Banks, 1970; Banks et al., 1974; Mantas, 1975; 
Stamnes, 1980; Stamnes, 1981; Link, 1992], and angular dependent or multi-stream calculations 
[Strickland and Kepple, 1974; Strickland et al., 1976; Stamnes, 1980; Porter et al., 1987; Lum­
merzheim, 1987; Lilensten, 1989] have been applied to auroral electron transport. Knowledge of 
the electron intensity provides the means to study the ionospheric properties of aurora, as well as 
the volume emission rates of spectral lines and bands that result from direct electron impact on 
neutrals and from chemical reactions.
To study the response of the thermosphere to electron bombardment, several investigators 
have solved the time-dependent ion continuity equations including diffusion and chemical re­
actions (e.g. Walker and Rees, 1968; Schunk and Walker, 1970a; 1970b; Jones and Rees, 1973; 
Roble and Rees, 1977). Publications on time-dependent auroral modeling [Jones and Rees, 1973; 
Rees and Jones, 1973], in which 0 + was asummed to be the dominant diffusing ion and N+, He+ 
and H+ were minor diffusing ions, demonstrated that ionospheric chemistry and spectroscopic 
emission morphology are controlled primarily by the temporal variation of auroral bombardment 
of the atmosphere. Roble and Rees [1977] extended the mid-latitude diurnal model of the iono­
spheric / ’-region developed by Roble [1975] to include auroral processes and used the model to 
study the coupled, time-dependent ionospheric and atmospheric processes associated with auro­
ral events. Stamnes at el. [1986] used this model to analyze electron and ion temperature profiles
4
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measured by incoherent radar as a result of daytime auroral precipitation. The good agreement 
between computed and measured profiles leads considerable credence to this model. The global 
effects of the aurora ( reviewed by Rees and Fuller-Rowell, 1991; Killeen et al., 1991) have been 
studied with large scale 3-dimensional models such as the NCAR-TIGCM [Roble et al., 1988] 
and the UCL-TGCM [Fuller-Rowell and Rees, 1980; Fuller-Rowell et al., 1987], The NCAR- 
TIGCM model adopts a simplified set of 8 ion-chemical and 3 recombination reactions, solves 
the time-independent continuity equation for 0 +, including ambipolar diffusion and assumes 
photochemical equilibrium between N^, O^, 0 + , N+ and NO+ . In the above models, primary 
ionization rates and electron production spectra due to aurora are calculated by computationally 
efficient simplified schemes instead of solving the electron transport equation. Robinson et al. 
[1987] and Fuller-Rowell and Evans [1987] make use o f energetic electron fluxes measured by 
instruments carried by polar orbiting satellites to derive altitude profiles of ionization rates from 
an energy deposition function derived by Rees [1963]. An effective recombination rate coefficient 
is adopted to determine the electron density profile, and the conductivities are computed.
The dynamic behaviour of the thermosphere is influenced by the temperature structure 
through the equation of state of a gas which relates temperature to pressure, and by the tem­
perature dependence of the transport coefficients. Several reaction rate coefficients are also tem­
perature dependent, requiring the continuity equations to be coupled with the energy equations 
for the electron and ion gas. Solution of the energy equations yields the electron and ion tem­
peratures. Auroral electron temperatures have been calculated by Rees et al. [1967] and Rees 
and Walker [1968] by using the electron heat conduction equation with local sources and sinks. 
The electron energy equation applicable to the ionospheric region is derived from the Boltzmann 
equation by Burgers [1969] and Schunk and Walker [1970c]. Rees et al. [1971] studied the 
influence of field-aligned currents on the auroral electron temperature. Rees and Roble [1975] 
developed a model of coupled electron-ion energy equations and discussed various sources and
5
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
sinks of energy, heating and cooling rates. Schunk and Nagy [1978] reviewed the theory and 
observations relating to electron temperatures in the F-region of the ionosphere. Electron heat­
ing, including the origin of the stopping cross section is analyzed by Stamnes and Rees [1983]. 
The contribution of auroral precipitation to neutral and ion heating is summarized separately for 
auroral electrons and for ions [Rees et al., 1983; Rees, 1987]. Rees [1989] reviewed extensively 
the neutral, ion and electron temperatures in the upper atmosphere.
In spite of the numerous studies cited above, many aspects of aurora are not yet completely 
understood. The objective of this thesis is to obtain a better understanding of the transport of 
auroral electrons from the magnetosphere to the ionosphere and the influence of the ionosphere 
on the characteristics of the auroral stream.
1.2 This Work
This thesis makes a start in the direction of coupling the magnetosphere and ionosphere 
self-consistently by introducing an electric field acceleration term and a converging magnetic 
field term into the collisional transport equation. A self-consistent time varying auroral model is 
developed by solving the electron transport equation, ion continuity equations and electron and 
ion energy equations self-consistently. The outline of this thesis is given below:
Chapter 2 introduces the basic theory of a self-consistent time varying auroral model. A 
closed set of coupled equations is derived. The baseline value of parallel electric field in the top­
side ionosphere, the polarization field, is discussed. I have investigated the effects of a parallel 
electric field, especially the self-consistent polarization electric field, and the geomagnetic mir­
ror force on the electron distribution in the collisional medium. A new electron transport code, 
including elastic and inelastic collisions, the geomagnetic mirror effect and the electric field, is 
developed. The coupled ambipolar diffusion equations of two major ions 0 + and H+ are derived
6
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as well as the other minor ion continuity equations. The electron and ion energy equations are 
adopted and include impact electron heating, ion heating by orthogonal electric fields, and heat 
conduction.
Chapter 3 contains the procedure for solving the coupled electron transport equation, ion 
continuity equations and electron and ion energy equations. In this chapter the computational 
problems are simplified by using physical arguments concerning various time scales and alti­
tude regimes. Implementation of the solution is provided for each type of equation. Boundary 
conditions and initial conditions are also discussed in detail.
Chapter 4 presents the numerical results for various cases. The diurnal variation of the iono­
sphere during non-auroral conditions is illustrated. The response of the ionosphere to different 
incident auroral electron spectra that may occur during daytime and night-time is investigated.
Chapter 5 discusses the effects of a parallel electric field and the magnetic mirror force on 
both auroral electron and photoelectron transport, as well as the response of the ionosphere to 
electron precipitation. New results of the Pederson and Hall conductances, based on the present 
auroral model, are illustrated. Comparison is made between the new results and previous work.
Chapter 6 summarizes and discusses the principal results of this thesis.
7
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CHAPTER 2 
Self-consistent Time Varying Auroral Model
The structure of the thermosphere at high latitudes is significantly affected by auroral activ­
ity, which is caused by precipitating energetic electrons and ions. These particles penetrate from 
the magnetosphere into the atmosphere, where they lose their energy by exciting and ionizing 
the neutral atoms and molecules, by dissociation of molecules, and by heating the ambient elec­
tron gas. As a consequence, the temperature and composition of the thermosphere are affected 
[Schunk and Walker, 1970c; Hays et al., 1973; Jones and Rees, 1973; Roble and Rees, 1977; 
Rees et al., 1983; Roble and Ridley, 1987] as well as the conductivity of the ionosphere [Robin­
son et al., 1987; Hardy et al., 1987; Fuller-Rowell and Evans, 1987; Rasmussen et al., 1988; 
and Brekke et al., 1988]. In turn, the affected atmospheric/ionospheric parameters may perturb 
the electron transport. In this coupled system, electron precipitation associated with field aligned 
current plays a key role, along with other processes.
The main features of the auroral model are schematically outlined in Figure (2.1). The two 
primary energy sources within the thermosphere are solar EUV and particle precipitation during 
auroral events. The solar EUV photons are absorbed in the thermosphere by photoionization 
and photodissociation, leading to the production of primary photoelectrons. The primary au­
roral electrons and/or embedded primary photoelectrons are transported in the atmosphere and 
produce impact ionization and secondary electrons by ionizing and exciting the neutral species. 
Unlike most other models (reviewed in Chapter 1) which use parameterizations to calculate the 
ionization rates, a new electron transport equation is derived by including the associated feed­
back effects generated by the polarization field and the properties of the ambient electron gas. Ion 
continuity equations are developed by including all the ionization sources, solar EUV, electrons,
8
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9PRECIPITATING SOLAR EUV
Figure 2.1 Schematic diagram of the self-consistent time varying auroral model.
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solar X-rays, and geocoronal scattered EUV, chemical reactions and diffusion. Based on obser­
vations, it is assumed that 0 + and H+ are the major ions in the topside F-region. The coupled 
ion continuity equations are derived for 0 + (2P), 0 + (2D), 0 + ( 4S), O ^, 0 £ ( a 4n ) ,  Njj", NO+, 
N+ , and H+. The energy balance process is investigated. Ambient electrons and ions are heated 
by energy associated with field aligned current out of the ionosphere, by thermal conduction, and 
by collisions with photoelectrons and auroral electrons.
The polarization field governs the field aligned transport o f positive ions and electrons. An 
upward directed electric field in the topside ionosphere accelerates the downward moving electron 
flux and decelerates the upward component, thus perturbing the energy distribution of electrons.
Perturbation of the major gas constituents in the neutral atmosphere due to auroral activity 
is not included in this model (below the dashed line in Figure (2.1)) because the auroral model is 
one-dimensional along a geomagnetic field line whereas neutral dynamics can only be calculated 
with three-dimensional models such as those described by Dickinson et al. [1981], Roble and 
Ridley [1987], and Fuller-Rowell et al. [1987]. Global-scale winds are affected by global-scale 
variations in ion drag, but small horizontal-scale ionization anomalies are balanced by perturba­
tion pressures. Therefore, once the global-scale neutral wind system is determined for a specified 
ion drag distribution it can be used to calculate, independently, the component along the geomag­
netic field line. The major effects of neutral gas heating due to auroral processes on the neutral gas 
composition have been discussed by Rees et al. [1983] and Hays et al. [1973] and are included 
in the three-dimensional models cited above.
10
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11 1
2.1 Parallel Electric Fields
The large difference in mass between the positive ions and electrons gives rise to a corre­
sponding difference in the inertial force terms in the equations for the diffusion velocity. Sepa­
ration of oppositely charged species is prevented, however, by the development of a polarization 
field that constrains the ions and electrons to drift as a single gas, thus maintaining bulk charge 
neutrality in the ionosphere. For most F-region applications collisional interactions dominate 
over field effects and Ohm’s law reduces to
[ kT  t
E  +  — £Vne + r eVTe (2.1)
ene J
where ae is the electrical conductivity; r e is the current flow conductivity due to thermal gradi­
ents at constant electron density; E  is the polarization electric field; Te and ne are the electron 
temperature and density, respectively. In the ionosphere, the polarization field, E, is determined 
by the current rather than vice versa.
_  J  kTe _  r e , .E  = ------------V n e -  — VTe (2.2)
cre ene <re
Polarization electric fields exist whenever there are gradients in the electron density and 
temperature, and field aligned currents provide an additional component of electric field. A pre­
cipitating electron flux contributes to the field aligned current not only directly but also through 
enhanced ionization produced by its interaction with atmospheric gases. In addition, a suprather- 
mal electron stream heats the electron gas resulting in an increase of the electron temperature. 
In turn, an upward directed polarization field accelerates the downward moving electrons and 
decelerates the upward moving component. In this context, downward means the direction from 
the magnetosphere into the ionosphere along the magnetic field line; upward is in the opposite 
direction. The perturbed electron energy distribution results from the effects of the polarization
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field on the ionospheric parameters and in turn implies a change in the polarization electric field, 
i.e. the physical processes are coupled. The polarization electric field represents the baseline 
value of parallel electric fields in the topside ionosphere.
Several processes have been proposed in the literature to show that additional parallel elec­
tric fields can be supported self-consistently under various conditions (c.f. Chapter 1). The mech­
anisms are anomalous resistivity, double layers, electrostatic shocks, pitch angle anisotropy, mag­
netic mirror effect on parallel currents, thermoelectric effects and Alfven waves. As the acceler­
ated auroral electrons impinge on the atmosphere, ionization and hence the ionospheric conduc­
tivity are enhanced. In addition to the loss cone constriction on the upward field aligned current, 
anomalous resistivity due to current-driven instabilities can also limit the current and may lead 
to a potential drop along field lines [Papadopolous, 1977; Stasiewicz, 1984]. Some evidence for 
the existence of turbulent resistivity during auroral activity has been reported by Volokitin et al. 
[1984], using the three-component ferrosonde magnetometer onboard the Interkosmos-Bolgariya 
1300 satellite at an altitude of about 850 km.
The electron acceleration mechanisms enumerated above are believed to operate well above 
the thermosphere. In order to close the magnetosphere-ionosphere circuit the current continuity 
condition requires the presence of field aligned currents. Field aligned currents in the topside 
ionosphere have been inferred from the perturbations that are produced in the magnetic field 
[Evans et a l, 1977; Lanchester and Rees, 1987]. The largest field aligned current densities in 
the ionosphere are associated with thin auroral arcs, especially near their edges [Lanchester and 
Wallis, 1985; McFadden, et al., 1990]. Otto and [1992] have suggested that a resistive insta­
bility operates within the ionosphere in regions of sheared magnetic field topology. This proposal 
is consistent with low altitude satellite borne measurements of magnetic field perturbations. The 
instability can grow under typical ionospheric conditions and is not damped by plasma-neutral 
gas frictional forces and by ionization/recombination processes. Observations of upward field
12
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aligned ion beams and electric field reversals suggest that the low-altitude boundary of an auroral 
potential structure may be located below 1000 km [Mozer, 1980; 1981]. From the BIDARCA 
sounding rocket campaign, McFadden et al. [1990] reported a potential drop of about 400 V 
between the high-altitude crossing (at 950 km) and the low-altitude crossing (at 430 km) of two 
nearly identical payloads that traveled within 70 km of the same magnetic field line containing 
a narrow auroral arc. A new study of the BIDARCA data by Boehm et al. [1990] revealed an 
even stronger potential drop between the two payloads, about 2 kV. This would imply a 4 mV/m 
parallel electric field if  the potential drop were uniformly distributed. However, McFadden et al. 
[1990] point out that the differences in the electron precipitation at the two altitudes indicates that 
temporal and/or longitudinal variations in the arc were large. Therefore unambiguous evidence 
of this potential drop could not be found in their particle data.
2.2 The Electron Transport Equation
The interaction of suprathermal electrons with the partially ionized gas in the thermosphere 
is described by the electron continuity equation
 ^ + v - V r / ( r , v !i) +  V v[ v / ( r )v 1t ) ] =  J{ (2>3)
For the treatment of auroral electron transport a number of approximations can be made to 
simplify the non-linear Boltzmann equation in order to arrive at a linear transport equation. The 
transit time of precipitating electrons along the magnetic field lines is short compared to changes 
in the atmosphere in response to electron impact. Thus, the structure of an auroral potential region 
is likely to be controlled by its boundary conditions and auroral electron transport is generally 
considered to be quasi-static. The explicit time dependence of the electron distribution function
is therefore neglected (d f / d t  = 0). For the magnetic field strength and average mean free path
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in the topside ionosphere the electron gyrofrequency is much larger than the collision frequency. 
The transport o f an individual electron can then be represented by the motion of its guiding center. 
Consequently, the average motion is symmetric with respect to azimuth and one-dimensional 
along the geomagnetic field.
The interaction of the streaming electrons with the ambient electron gas is approximated by 
a continuous energy loss process. The energy loss to the ambient electrons with density ne is 
specified by the loss function L(e) [Swartz et al., 1971]. The total change in momentum is
and Te is the ambient electron temperature in eV, ne is the electron density in cm -3  and e is 
the energy of the incident electrons in eV. The electric field is related to the potential drop (j) by 
E  =  — V<£. The electron energy is e =  jm v 2 -(- q<f>, and q =  — e for electrons.
Using equation (2.4), the third term on the left hand side of equation (2.3) becomes
Since d e / d v  =  rav , the loss term in equation (2.4) is transformed and the continuity equation
(2.4)
where
L(e) = 3.37 X 1(T12 cm 2 eV (2.5)2.36
Since
and
[5]) <2-6>
The last term in equation (2.6) vanishes because [Stamnes and Rees, 1983]
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becomes,
15
v
Conservation of the first adiabatic invariant requires that
t n 1  _  (e +  ^ X 1 - / * 2) _  constB  -  B  -  const.
where /j. is the cosine of the pitch angle. Differentiating with respect to s, a spatial variable along 
the magnetic field line, yields
dji _  (1 - / j ? ) d B  e ( l  - / j ? )  d<j>
ds 2fiB  ds  2n{e +  e<f>) ds ’
then the first term in equation (2.7) becomes
v  . V f  =  a v -  i ± z £ > d ] L d l  _  (1  -M 2) evE  d f  
r ds 2B  ds d/i 2 e +  e<f> dfi
The Lorentz force does not contribute any energy to particles; the third term in equation (2.7)
is, therefore
- e ( E  +  1 ^ - )  ■ v £ /  =  - f i e v E ^  (2.10)
The collision term on the right hand side of the continuity equation specifies the interaction of 
the electrons with neutral and charged particles in the thermosphere, including elastic, excitation, 
dissociation, and ionization collisions. In each collision an electron is transferred between points 
in phase space. Defining the electron intensity I( s ,e , f i )  =  v2f ( r , v , t ) / m  [Duderstadt and 
Martin, 1979], for each process k the collision term can be written in the form
in (  tfQ  n = Uj^ /  a^ P^ 6' e,P' V  -  nj(s)a^(e)I(s,£,fj.)
(2.11)
where n j  is the species density; pj is the phase function; a 1? is the cross section of the jfcth collision 
process of species j .  The first term on the right hand side constitutes a source of electrons for a 
phase space volume, the second term is a loss term.
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For elastic collisions with atmospheric atoms, molecules and ions, the energy of the emit­
ted electron e is identical to the incident electron energy e'. The energy loss for the excitation 
collisions is defined by the excitation threshold w  so that e = e' — w. In ionization collisions 
a secondary electron with an energy e, is emitted. To conserve energy, the energy of the de­
graded primary electron ep is given by ep — e' -  w -  e„, where w is the sum of the ionization 
threshold and any additional energy required to produce an excited state of the ion. The energy 
of the secondary electron et follows an energy distribution function which is given by Rees et al. 
[1969].
Electron transport is less sensitive to angular scattering in excitation and ionization colli­
sions compared with angular scattering in elastic interactions [Lummerzheim, 1987]. It suffices 
to describe the angular distribution of the degraded primary electrons by pure forward scatter­
ing. The secondary electrons produced in ionizing collisions are emitted with, approximately, an 
isotropic pitch angle distribution. A suitable phase function for elastic scattering is given by the 
Rutherford formula with a screening parameter (3\
(1^ (- t f ( W  (2-i2)
where 0  is the scattering angle between cos-1  fi and cos-1  fj,'.
The screening parameter/3 of the Rutherford phase function is discussed by Stamnes [1981] 
and Berger et al. [1970]
fifXW TZT if 12eV < e < 500eVMftfe i f5 0 0 e V < e (2' 13)
where er is the kinetic energy of the electron in units of the electron rest mass, er = e /m ec2,
and f3c is a constant. Lummerzheim et al. [1989] assumed a weak energy dependence given by
(3C =  0.6e°°9, with e given in units of keV for electron energies above 1 keV and a value of 0.6 
for electron energies below 1 keV. For energies less than 12 eV isotropic scattering is assumed.
16
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Taking into account elastic and inelastic collisions, the geomagnetic mirror effect through 
conservation of the first adiabatic invariant, the electric field, and the interaction with ambient 
electrons through the continuous slowing down approximation, the one dimensional steady-state 
transport equation is,
d l  (1 - f i 2) d B d I  d(LI )
^  ds  2 B ds dfi Ue de
eE  „  , , d l  d I
~  ^ + (7 + e ^ )  (2 ' 14)
=  -  + S'* +  + ^ i0n +  Qvhoto
j
where <7jtot is the sum of all loss cross sections, i.e. Ojtot =  Ylkc j » Qel> QeX’ Qion an<* Qphoto 
are the sources of elastic collision, excitation, ionization and photoionization and the summation 
is taken over all species j .
In order to solve this integro-differential equation for the electron intensity 7 as a function 
of the position s, energy e, and cosine pitch angle fi, the electric field and magnetic field terms 
are treated as sources and the energy loss term is treated as an additional collision-like process. 
Denoting the angle between the horizontal and the magnetic field direction by a, the altitude z  is 
given by z  =  s sin a. Substituting the scattering depth r  for the altitude z  by
dT = ~ Y 1  f7lj ( Z)0j°f(e) +  n eX "^l -r—■“ L J Aen . s inaj
the transport equation is simplified to read:
= j (r ’£,/x) ~  - (r 7 i p(e>/* '- * ^ )j (r >t ’P ' w  15j
+  Qcoii(r,e,n; I )  + Q E(T,e, f i;I) + Q B (T,e,fj.-I) 
where Ae„ is the energy difference between two discrete electron energies at energy level denoted 
by n, a  is the dip angle, and w(r, e) is the single scattering albedo which is the ratio of the 
elastic collision frequency to the total collision frequency [Lummerzheim, 1987]. Qcoii combines
17
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all internal sources, including locally produced photoelectrons, energy degraded electrons from 
inelastic collisions at higher energies, and secondary electrons from ionizing collision. Q E and 
Q b  are the electric field and the inhomogeneous magnetic field terms.
Embedded primary photoelectrons and a flux at the upper boundary representing conjugate 
photoelectrons and/or primary auroral electrons are the two principal electron sources shown in 
Figure (2.1). The role of conjugate photoelectron and/or primary auroral electron fluxes as bound­
ary conditions will be discussed in detail in Chapter 3. The energy spectrum of photoelectrons 
produced directly by solar photoionization of the ambient neutral particles in the atmosphere is 
governed by the U V photon flux, a multitude of photoionization cross sections and the neutral gas 
composition of the atmosphere. The production rate of photoelectrons with energy e at altitude 
z  is given by
Qphoto{z,  =
3 I A
where cr?<OB is the photoionization cross section of species j  and b?hoto(l, Xth, A) is the branching 
ratio of the electronic state I and species j .  The threshold wavelength, Ath> is a function o f the 
electronic state, I, of species, j .  The intensity of the solar irradiance, Iphoto(z, A), is specified by
Iphoto(.z, A) =  Iphoto{®0) A) exp ^ (A ) n j ( z ) H j c h ( R j , x ) ^  (2-17)
where
jt _  kTn _  (R e  +  z)
3 — rrm jg 3 Hj
and Iphoto{°°> is the irradiance at 1 AU ’at the top of the atmosphere’, which is adopted
from Hinteregger [1981] and interpolated as a function of the F10.7 solar flux. o*jtot is the total
absorption cross section of neutral species j .  The photoionization and absorption cross sections
and branching ratios are adopted from Rees [1989]. n j ( z )  is the neutral density of species j  at
18
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altitude z. m j  is the mass of the j th species, g is the acceleration due to gravity, R e  is the radius 
o f the earth, and ch(Rj ,  x)  is the Chapman function at solar zenith angle x-
where z ,  is the distance measured in the solar direction. The integration is along a slant column 
extending from a point of observation z  toward the sun. To speed the calculation, the approxi­
mation to the Chapman function given by Smith and Smith [1972] is used:
The energy carried by the ionizing photons may exceed the energy required for ionization, 
in which case the excess energy can lead to internal excitation of product ions as well as going 
into kinetic energy of the photoelectrons and ions. Momentum conservation shows that most of 
the energy is imparted to the lighter electrons. The electron energy will henceforth be specified 
in energy units (eV), with
where
(2.19)
where h  is Planck’s constant and c is the speed of light.
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2.3 Ion Chemistry and Continuity Equations
All the charged species that make up the ionosphere are produced either directly by pho­
toionization and impact ionization of neutral atoms and molecules, or indirectly by subsequent 
ionic-chemical reactions. They may first radiate if produced in an excited state, or they may react 
locally or be transported to a different altitude level before reacting. To evaluate the ion composi­
tion as a function of time and altitude requires solution of the coupled time dependent continuity 
equations for all reacting species.
The continuity equation of species i with density N{ is
+ <M0)
where rjld and t?‘ are, respectively, the production rates from direct ionization and from chemical 
reactions, L\. is the local chemical and radiative loss rate, and is the flux due to ambipolar 
diffusion. Transport of particles from one region to another, as a consequence o f non-uniform 
distributions in the gas, is influenced by collisions. In the thermosphere, in the presence of forces 
due to pressure gradients, gravitation and the polarization electric field, the ambipolar diffusion 
couples the transport of all ion species and the electrons, constraining both to one velocity, the 
ambipolar diffusion velocity. Major ion transport is governed by ambipolar diffusion while the 
minor ion distribution is influenced by the ambipolar drift velocity. At E-region heights transport 
is neglected by assuming photochemical equilibrium because photochemical time constants are 
fast compared to transport time constants. Above about 250 km 0 + ions are the major ions which 
determine the ambipolar flux. Based on observations of the H+ ion densities sometimes being 
larger than those of 0 + at high altitude, it is assumed that H+ ions satisfy the same ambipolar
20
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flux formula as 0 + . Under the assumption of a small vertical wind compared to the vertical ion 
drift velocity, the ambipolar flux is
where P,- is the ambipolar diffusion coefficient, Tp is the plasma temperature
(r. + TQ
p ~  2
and
mig
21
Hi = 2 kTp
where rrii is the mass of species i, g is the gravitational acceleration, and k  is Boltzmann’s con­
stant.
The ambipolar diffusion coefficients may be expressed in terms of the collision frequency 
[Rees, 1989]
D i = ^ ~ ( i + ¥ )  (2,22) \  l r J
where Tr is the reduced temperature for the ions and neutrals
Tr = M r ( —  +
\m ,i m n J
and i/in is the ion-neutral collision frequency given by
= f
where is the collision integral for diffusion and M r  is the reduced mass. For 0+  ions,
the ambipolar diffusion coefficient has been specified by an explicit numerical expression in units
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of cm2 sec" 1 [Schunk and Walker, 1970a]
C o . -  1------------------------------ ----------------------------------------------------------------------
7i(O)7;*(1.08 -  0.139P +  4.5 X 10"3P 2) +  19.9n(N2) +  19.5n(02) 
where P = log(TP), and for upper P-region applications, Tr simplifies to
(Tj +  Tn) 
l r ~  2
Te, Ti and Tn are the electron, ion and neutral temperatures, respectively. For H+ ions, one could 
assume that the collision integral for H+ diffusion is the same as for 0 + , in which case
Dh + =  8.5D 0 + cm2 sec-1  (2.24)
or use the ambipolar diffusion coefficient of H+ given by Schunk and Walker [1970b]
_ 2.1 x 109!Ti* -D h + = — - — --------   -r cm sec (2.25)
"  ne(ln A — 0.961)  ^ J
where A is the plasma parameter
A = 5.84 x
The latter formula is adopted in the present model calculations.
Combining the continuity equations and the ambipolar flux equations yields second order 
coupled differential equations. In order to simplify the problem, the time-dependent 0 + and H+ 
continuity equations, including diffusion, are solved first. The continuity equations for O^, Nj-, 
N+ , and NO+ are then solved, assuming photochemical equilibrium with respect to the 0 + and
22
3 \  a
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H+ density profiles. The coupled diffusion equations are
 ^ =  Do+ d- UQj   ^ +  A 2On ( 0 +) +  4 30b(H + ) +  A 40 (2.26)
— 57 - '  =  d h + ) +  ^ + A2Hra(H+) + A3Hn (0 +) +  A4h  (2.27)
where
A\o 
A \ h  
A 20 
A 2h  
A 30 
A 4o  
A z h  
A 4h
and
Vc + =  7 i3 n (0 + (2D ))n(0) +  7l97i(N2+ )n(0 ) +  724n(0+ (2D))n(N2)
+  725n(0+ (2P))n(0)  +  727n (N + )n (0 2) +  728n ( N + )n ( 0 )  +  a 8n ( 0 + (2D))
+  a 7n ( 0 + ( 2P)) +  4 3n ( 0 + (2P)) +  Asti( 0 + (2D))
Vc + =  729n(N+ )n(H)
Lo* ~  7 in (N2) +  l 2n{02) +  7 i 2n(H) +  7 2in(N O ) +  726n-(N(2D))
L h + =  720^(0)
where 7 and Ai  are the rate coefficients for the chemical reactions and radiative decays listed 
in Table (2.1).
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- t ? * » • • ( ¥ * * . . )
d D H/ f d l n T p \  f d 2InTp S B B z \
~  e z  {  d z  + B “ ' ) + D ’I \ - e j -  + - § r ) - L ‘1+
=  7 2 0 ^ ( 0 )
= Vd + +  v f
=  7i2B(H)
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Table 2.1 Chemical reactions and rate coefficients
24
Reaction Rate Coefficient
Chemical production ofO"*"(4S)
o+(2d) +  o  o+(4s) + O 713 = 1.0 X 10"11
0+ (2D) + e -► 0+(4S) + e a s = 7.8 X 10-8 (Te/300)- °-5
o+ (2d) + n2 -> o + (4s) + n2 724 =  8.0 X 10~10
o+(2p) +  o -► o+(4s) + O 725 =  5.2 x 10~u
0+ (2P) +  e -> 0+(4S) + e a 7 =  4.0 x 10-8(Te/3 0 0 )-0-5
o+ (2p) -► o+ (4s) +  o A a = 0.047
N+ + 0 - >  0+(4S) +  N2 719 =  1.4 x 10-lo(rR/300)-°-5
H+ + O -> 0+(4S) +  H 720 = 712(8/9)[(Ti +  r n/4 )/(T n +  Til 16)]°-5
N4" + 0 2 —> 0+(4S) +  NO 727 =  3.0 X 10"11
Chemical loss of 0"*'(4S)
o+(4s) +  o 2 - > o+ + o 72 =  2.0 x i o - n (r H/30o)-°-4
0+(4S) +  N2 -» NO+ +  N(4S) 71 =  5.0 X 1 0 -13,Tfi <  1000#
=  4.5 x i o - 14(r R/300)2, r fi > 1000#
0+ (4S) +  NO -» NO+ +  O 721 =  8.0 X 10-13
0 +(4S) +  H —> H+ +  O 712 = 6.0 X 1 0 '10
o+(4s) +  N(2D) -> N+ + o 7 26 = 1.3 x 10-10
Chemical production of (2D)
0 + (2P) + e-+  0+(2D) + e a8 = 1.5 x 1 0 -7(Te/300)-°-5
o + (2p) -> o+(2d) A 4 = 0.171
Chemical loss of04"(2D)
o+ (2d) +  n2 -» n+ + o 73 =  8.0 x 1 0 -10
o +(2d) + o o+(4s) + 0 713 =  1.0 X 10-11
0+ (2D) + e -> 0+(4S) + e a 5 = 7.8 X 10-8(re/300)-°-5
o+ (2d) + o 2 o+ + o 722 =  7.0 X 1 0 '10
o +(2d) ->• o+ (4s) A s = 7.7 x 10~5
o +(2d) + N N+ + 0 732 = 7.5 X 1 0 -11
Chemical production of04'(2P)
No sources
Chemical loss of 0+(2P)
0+ (2P) +  N2 —» Nj" +  O 79 =  4.8 x lO"10
0+ (2p) +  N2 -> N+ +  NO 730 =  1.0 X 10“10
0+ (2P) +  N -> N+ +  O 731 =  1.0 X 1 0 -10
o+ (2p) +  o -> o+(4s) +  O 725 =  5.2 x 1 0 '11
0 + (2P) +  e -> 0+(4S) +  e a 7 = 4.0 x 10-8(re/300)-°-5
0+(2P) +  e -* 0+(4D) +  e a8 =  1.5 x 10 -7(re/300)-°-5
o+(2p) -> o+(4s) A3 = 0.047
0 +(2p) _> o+(4d) A 4 = 0.171
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Table 2.1 (continued)
Reaction Rate Coefficient
Chemical production of H~*“
0 + ( 4S) + H - > H + + 0 712 = 6.0 X 10-10
N+ + H —» H+ + N 729 = 3.6 X 10' 12
Chemical loss of H4"
H+ + o  -» 0 + ( 4S) +  H 720 =  7»(8/9)[(Ti + Tn/4)/(T„ + Ti/16)]0-5
Chemical production of N-*"
0 + ( 4S) + N(2D) -» N+ 4 0 726 = 1.3 X 10- 10
+ N(2D) - f  n + + o 2 7 i 7 =  2.5 x 10- 10
0 + ( 2P) +  N2 -> N+ + NO 730 = 1.0 x lO' 10
0 + ( 2P) +  N -> N+ + 0 73i = 1.0 x 10 ~ 10
0 + ( 2D) + N -► N+ + O 732 =  7.5 x 10' 11
Chemical loss of N~*~
N+ 4- 0 2 -► N0+ +  0 7io = 2.6 x lO' 10
n + 4- o 2 -» n (4s ) + o+ 7 i i  = 1.1 X 10' 10
N+ + 0 2 —> N(2D) +  0 ^ 733 = 2.0 X lO' 10
N+ 4- 0 2 -» 0 +  + NO 727 = 3.0 X lO' 10
N+ + O -» 0 + ( 4S) + 4-N 7 28 = 5.0 x lO" 13
N+ + H —+ H+ 4- N 729 = 3.6 X 10- 12
Chemical production of N^
0 ^(a4n) +  N2 —> Nj” +  02 7 e = 2.5 x 10~ 10
o + ( 2d ) + n 2 -» nJ  4- o 73 = 8.0 x 10 ~ 10
o + ( 2p ) 4- N2 -> 4- 0 79 = 4.8 X lO' 10
Chemical loss of Nj”
N+ 4- o 2 -> 0 +  +  n 2 7 s = 5.ox i o - u (r R/30o)-°-8
+  0  -> NO+ 4- N(2D)
Nj” + O —* N0+ + N(2S) 74 = 1.4 x 10-lo(7 V 3 0 0 )-0-44
+ e —> N(2D) + N(2D) a 2 = 1.8 X 10-lo(rc/300)-°-39
Nj" + o  —> o + ( 4s)  4- n 2 719 =  1.0 X I O - ^ T h /SO O )-0-23
Nj" +  NO —> NO+ +  N2 7 i8 =  3.3 X lO" 10
Chemical production of O^
o + ( 4s )  4- o 2 -»  O^ + o 72 =  2.0 X 10“n (rji/300)-0-4
o + ( 2d ) +  o 2 - > o^ 4-0 722 =  7.0 X 10~ 10
N+ 4- o 2 -»  N(4S) 4- o+ 7 n =  1.1 X lO" 10
N+ 4- o 2 -»  n (2d ) 4- o+ 733 =  2.0 X 10~10
n J  +  o 2 -»  o+  4- N2 7 s =  5.0 x 10" 11 (Th/300)-0-8
0 ^ (a 4n )  4 - 0  -> 0 ^ + 0 77 =  1.0 x lO" 10
0+ (a4n )  - + 0+ As =  1.0 x 10~4
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Table 2.1 (continued)
Reaction Rate Coefficient
Chemical loss of
+  e -»  0 ( 1D) +  0 ( 3P) ax =  1.9 x 1 0 '7(Te/300)-°-6
+  n ( 2d ) n + +  o 2 717 =  2.5 x HT10
O ^ +  N (2S) ->  NO+ +  O 7 i6 =  1.8 x ic r 10
+  NO —♦ NO4" +  0 2 715 =  4.4 X 10" 10
02 +  N2 - »  NO+ +  NO 7 s =  5.0 x 10" 16
Chemical production of (a4II)
No sources
Chemical loss of (a4 I I )
0 + ( a 4n )  +  N2 N+ + 0 2 7 e =  2.5 x IO- 10
0 ^ ( a 4I I )  +  0  -»  O ^ + 0 77 =  1.0 x 10~10
O2"(a4I I )  -|- e —> O -|- 0 a 4 =  1.0 X 10- 7
0+ (a 4n )  -  0+ A s =  1.0 x 1 0 - 4
Chemical production of NO4"
Nj" +  O —> NO+ +  N (ZD)
N ^ +  O -»  NO4" +  N(2S) 74 =  1.4 x  i o - 10( : t r / 3 0 o ) - 0-44
N+ +  0 2 ->■ NO4" +  O 710 =  2.6 x 1 0 " 10
0 + ( 4S) +  N2 -»  N 0+ +  N(4S) 71 =  5.0 x  10-13, r fi <  1000#
=  4.5 x IO-^Tr/SOO)2, ! 7* >  1000#
0 + ( 4S) +  NO -»  NO4" +  0 7 n =  8.0 x 1 0 " 13
Nj" +  NO —> NO+ +  N2 718 =  3.3 x 10~ 10
0 ^  +  N(2S) ->  NO+ + 0 716 = 1.8 x 1 0 - 10
0 +  +  NO ->  NO+ +  0 2 715 =  4.4 x 10~10
+  N2 ->  N 0+ +  NO 7s =  5.0 x 10~ 16
Chemical loss of NO4-
NO4" +  e -*  0  +  N a3 =  4.2 x 10-7 (Te/300)-°-85
As mentioned previously, it is assumed that in the topside ionosphere 0 + and H+ are the 
dominant diffusing ions and that N+ , Oj", N j, and NO+ are the minor ions. At low altitude the 
chemical lifetime controls the ion densities. Photochemical equilibrium between 0 + , H+ and
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N+ yields
,n + ,4 ,,u   _________ L n +Pq+ +  [727^(0) +  729ft(H)]-P.Ar+__________
1 -  [Lo+ -  l l 2 n(H)]LN+ -  [727t i (0 2) +  729n(H)]726n(N(2D))
n ( H + ) =  + 7 2 « ^ ( N ( ; D ) ) n ( o t ( < s ) )  +  '
7 20^(O )-^AT+ 7 2 0 ^ ( 0 )  L n +
where
Po+ = 7 i3n(0 + (2D))n(0 ) +  7 i9n(N ^)n(0) + 724n (0 +(2D))n(N2)
+ 725n (0 +(2P))n(0) + 727n(N+)n (0 2) +  728n(N+ )n (0 ) + a 57i(0+ (2D))
+ a 77i(0 +(2P)) +  ^ 3n(0 + (2P)) +  A5n (0 + (2D)) +  r&+
P m  =  717^(0^ )n(N2) +  73oTi(0+ (2P))7i(N2) +  731n (0 + (2P))n(N)
+  732n (0 +(2D))n(N) + rfi*
Lo+ = 7 i re(N2) +  727i(0 2) +  7 i 27i(H) +  7 2in(NO) +  7 26ti(N(2D))
L m  = (7io +  7 n  +  727 +  733 M 0 2) +  7287i(0) +  72971(H)
For the coupled diffusion equations of 0+  and H + , a flux condition is applied at the upper 
boundary, corresponding to ion outflow, and photochemical equilibrium is adopted at the lower 
boundary. Once the 0 + and H +  distributions are determined the equation for N+ is solved as­
suming photochemical equilibrium with the 0 + and H +  distributions
n(N+) =  +  726n-( - (.2-D-)).n (o + (4s ))  (2.29)
Ln + Ln +
In the altitude region of interest negative ions are unimportant, reducing the charge neutrality 
condition to the electron density being equal to the sum of all positive ion densities. Based on
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chemical balance, a quartic equation can be derived for the electron density:
a^nl + aan l + a2n l + a in e + a0 = 0 (2.30)
where
n e = n (0 + )  +  n(H+) +  n(N+) +  ra(0+(a4II)) +  ra(N+) +  n (O f) +  n( NO+) 
a 0 =  - A C E  -  D H F  -  B E F  -  CDG
ai = - a z{ K E C  + D C  + HD + BE) -  ai(AE + G D ) -  a2(AC + F B )
0-2 = ct3( E C  — a iK E  — a3K C  -  a.\D — azB) — ai02.A 
a3 = 03(02(7 +  a iE  -  0x02K )  
a 4 =  o i o 2o 3
A  = 7 l n (0 + (4S))n(N2) +  7ion(N +)n(02) +  72i7i(0+ (4S))7i(NO) +  r,»°+
B  = 7 2 7i ( 0 + (4 S))7i(0 2) +  7 7 n (0 +(a4n ) ) n ( 0 ) +  7 l l 7i(N + )7r(0 2)
+  722rc(0+ (2D ))n (0 2) +  733^(N+ )n (0 2) +  j48n (0 £ (a 4n ) )  +  77^2 
C  =  7 gra(N2) +  7 i5 7i(NO) +  7 l 6 n(N (4S)) +  7 i 77i(N(2 D))
D = 737i(0 +(2D))n(N2) + 76n(0 +(a4n))n (N 2) +  79n (0 + (2P))n(N 2) +
E  = 7 4 t i(0 )  +  7 5 7i(02) +  7 i 8n(NO) +  7 i9n (0 )
F  = 7 8 ti(N 2) +  7 i 5 n(NO) +  7 i6 ti(N)
G =  7 4n ( 0 )  +  7 i 87i(NO)
H  = 7 5 /1 (0 2 )
K  =  n (0 + )  +  n(H+) +  n(N+) +  n (0 + (a 4n ))
Solving this equation yields the electron density. Once n e is known, the densities of N ^, O^ and
28
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NO+ can be determined from the continuity equations:
D
TO<NJ) = E  + a2ne
< o t )  = E 0 1 ± B  
C +  OtiTle
„ (N 0+) = ^  +  ^ (0 r )  +  Gn(N+)
a 2ne
The chemical production and local loss processes for each species included in the formu­
lation are listed in Table (2.1). A detailed derivation of equation (2.30) is given in Appendix 
A.
There are two production sources, and r/c, in the continuity equations, rjj is the production
rate from direct ionization by electrons and photons. Four possible direct ionization sources are 
considered:
1) Solar EUV photoionization. During daytime, solar EUV radiation incident upon the 
Earth’s atmosphere causes photoionization of the atmospheric constituents producing primary 
photoelectrons.
2) Solar X-ray ionization. This is an important ionization source at low altitudes in the E -  
region during the day-time because solar X-rays penetrate deep into the atmosphere to ionize the 
neutral constituents.
3) Geocoronal ionization. Solar EUV radiation is scattered by the Earth’s extended atmo­
sphere. The scattered radiation, named the geocorona, is a source of global ionization. The 
geocoronal ionization is a very important source for maintaining the night time ionization rate.
The above three ionization sources are produced by photons. The photoionization rate of 
species j  at altitude z  is
i T " ,  W  =  % M  f  W ( * .  A)<rf-(A)6?“ '(A, l)d \  (2.32)
where IPhoto is the photon intensity, a p-ion{A) is the ionization cross section, b?hoto(A, I) is the 
branching ratio that identifies production of ions in various electronic states, I. For each con­
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stituent, the sum over I of p?hoto(A, I) equals 1. The solar irradiance and photon cross sections 
listed in appendix 2 of Rees [1989] are adopted in this work.
4) Electron impact ionization. Precipitating energetic electrons which are either primary au­
roral electrons or electrons from the conjugate hemisphere may be present at the upper boundary. 
Due to the existence of several energetically accessible states and the complex structure of the 
solar ultraviolet radiation spectrum, most of the primary photoelectrons have sufficient energy to 
excite or ionize further the neutral atmospheric constituents. By means of elastic and inelastic 
collisions the photoelectrons are transported along magnetic field lines, lose energy and are even­
tually thermalized. Therefore, photoelectrons are included in the electron transport calculation as 
an embedded source term. Impact electron ionization is a function of the neutral densities nj{z)  
and the electron intensity I (z ,  e, p),
Vdnj{z) = nj ( z) £  j   ^ o)on{e)I(z, 6,/i) ded/j. (2.33)
In the present model, production of species 0+ , , N+ and NO+ by direct ionization
are calculated. Since the production of H+ by electron and photon impact on hydrogen is small, 
the principal source of H+ is charge exchange between H and 0+ . Atomic nitrogen ions can also 
be produced by direct electron impact on N, but the contribution from this source is negligible 
because of the small abundance of this atomic species. The branching ratios 0.4,0.4 and 0.2 for 
0+  states 0 + (4S), 0 + (2D) and 0 +(2P), are obtained from Burnett and Roundtree [1979], and 
0.63 and 0.37 are used for (X 2II), (a4n ) [Watson et al., 1967], respectively.
30
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2.4 Electron and Ion Energy Equations
Temperature is the observable parameter in the energy balance of the thermosphere. It is 
important to understand the physical processes that underlie the energetics of the region and 
thereby control the altitude profiles of the temperatures of various species of particles. In addition, 
temperature influences processes other than those associated with energetics such as chemical 
reactions and transport through the reaction rate coefficients shown in Table (2.1) and the transport 
coefficients. In addition to sources and sinks of energy, the temperature profiles in the atmosphere 
are influenced by energy transport processes. The electron energy equation applicable to the 
ionospheric region is derived from the Boltzmann equation given by Burgers [1969]. Neglecting 
the thermal effects of chemical reactions and viscosity, the equation for the conservation of energy 
becomes
|* - ^ ( 7 i eTe) = ~ ^ n £kTeV  • V e -  V • q e +  Q j  +  Qe -  L e (2.34)
where
D d
—  = — + V  • V D t d t T
and where V e is the electron drift velocity, which can be expressed in terms of the current J ,
v  =  — i ­
e I e\ne
k  is Boltzmann’s constant, ne is the electron number density, Te is the electron gas temperature, 
q e is the heat flow vector, Q j  is the local rate of heating due to Joule current dissipation. Qe is 
the local electron heating by secondary electrons, and L e is the local electron cooling rate.
The electric current and the electron heat flow are essentially the same as the total current 
and the total heat flow. The heat flow vector is related to the electric current and to gradients in
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electron temperature by [Schunk and Walker, 1970c]
q =  CJ -  t f eVTe (2.35)
where (  = n e/a e, K e = K  -  /ieTe/cre, fie is the heat flow conductivity due to an electric field, 
<7e and r e have already been defined. K e is the electron thermal conductivity in the limit of zero 
current.
The time required for auroral electrons to penetrate the atmosphere and heat the ambient 
electrons is short compared to changes in the host medium in response to electron impact. This 
justifies assuming a steady state in the electron energy equation. The reverse current in the iono­
sphere can be equated to the current carried by the bombarding flux at all altitudes [Rees et al., 
1971], which is of the order of 10-6 Am-2 . The contribution of thermoelectric transport is 
negligible compared to the thermal conduction. Therefore, neglecting the terms relative to the 
currents, the electron energy equation becomes
sin2 a - ^  [Ke~ ]  +  Qe ~ Le = 0 (2.36)
where a  is the magnetic dip angle. For the temperature range normally encountered in auroral 
arcs the electron thermal conductivity is expressed as [Rees and Roble, 1975]
K * = ----------7'-5 X ---------- eV cm ’ 1 s 'M e g " 1 (2.37)
1 +  3 .22x10
where Q j  is the average momentum transfer cross section, and the summation is over the neutral 
species nj.
The principal source of energy in the thermosphere is the absorption of solar UV radiation. 
The embedded energetic photoelectrons due to photoionization of solar EUV radiation lose en­
ergy by collisions with the ambient electron gas as well as to the neutral gas. At high altitudes 
there is a substantial, but variable, contribution from the dissipation of electric currents driven
32
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by electric fields of magnetospheric origin, and from the absorption o f energetic particles associ­
ated with the aurora. Precipitating heavy ions, protons and 0 + , usually contribute only a small 
fraction of the total energy deposited in the thermosphere. It is only through the production of 
electrons by ionization that protons can appreciably heat the electron gas. Here, the heat source 
due to heavy particles is not included. Occasionally, however, the auroral proton energy flux 
becomes the dominant heat source at night. As discussed in section 2.2, auroral electron and 
photoelectron transport along magnetic field lines has been considered by treating the photoelec­
trons as an embedded source and the conjugate photoelectrons and/or primary auroral electron 
flux as external sources. The change of momentum due to collisional interactions between su- 
perthermal electrons and ambient electrons and by Cerenkov wave radiation can be approximated 
by a continuous energy loss process, which is specified by the analytic function L (e) given by 
equation (2.5). The heating rate due to the superthermal electrons is, therefore,
Qe = 71e(’Z) L(e)I(z,e,n)dedfjt, (2.38)
where I ( z ,  e, //) is the superthermal electron intensity which is the solution o f the electron trans­
port equation as a function of the altitude z, energy e, and cosine pitch angle fi. et is the thermal 
energy.
In the ionosphere, there exist large scale electric fields directed perpendicular to the geo­
magnetic field that are generated in the magnetosphere by the interaction between the solar wind 
and the geomagnetic field. The orthogonal electric fields map to the ionosphere along the highly 
conducting geomagnetic field lines. Under the action of such an electric field, charged particles 
drift relative to one another and relative to neutral particles. Collisions between species limit the 
drift velocities and convert some of the drift energy into thermal energy. The ion gyrofrequency 
is smaller than the electron gyrofrequency by the inverse of their mass ratio, allowing ionospheric
33
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ions to drift orthogonal to the magnetic field more readily than electrons. The ratio of their heat­
ing rates is roughly proportional to the ratio of their respective masses. Consequently, the heating 
by perpendicular electric fields is important for ions but not for electrons. In this model, the per­
pendicular electric field heating for electrons is neglected. However, the effect of a weak parallel 
electric field in the electron energy equation and the effect of perpendicular electric fields in the 
ion energy equation are taken into account.
There are a number of processes that are effective in cooling the electron gas. In the lower 
F-region, where the molecular species are abundant, rotational excitation of N2 and 0 2 and 
excitation of the fine structure levels of atomic oxygen are the most important cooling processes. 
At electron temperatures greater than 1500°K, vibrational excitation of N2 and 0 2 and electronic 
excitation of O and 0 2 have to be included. At high altitudes, Coulomb collisions with the 
ambient ions are an important energy loss mechanism for superthermal electrons, and in some 
cases elastic collisions with the ambient neutrals have to be considered. All of the following 
cooling rates and heating rates have units of eV cm-3 s-1 .
In the ionosphere the ambient electrons are generally hotter than the ions and will therefore 
lose energy to the ions through Coulomb collisions. For the case in which the ions are assumed 
to have a common temperature, the expression is [Rees and Roble, 1975]
The energy loss rates for elastic collisions between electrons and various neutral species are
L e(e ,0 )  = 3.74 x l(T 187ien (0 ) iy  (Te -  Tn)
L e(e, H) =  9.63 x 10~167ien(H )(l -  1.35 X 10~4Te)2 V (re -  Tn)
The rate at which electrons lose energy in exciting rotational bands of molecular nitrogen
(2.39)
• [n( 0 + ) +  16n(H+) + 0.50ti(0 + ) + 0.53n(NO+ )]
£e(e,N 2) =  1.77 x 10-197ien(N2)(l -  1.21 x H T4Te):Te( r e -  Tn ) 
L e(e, 0 2) =  1.21 x 10_18nen(O2)(l +  3.6 x 10“2Te) r f ( T e -  Tn)
(2.40)
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and molecular oxygen are [Rees and Roble, 1975]
L e(e,N 2(rot)) = 2.9 x 10"14nen(N2)7V (re -  Tn)
(2.41)
L e(e ,0 2(rot)) =  6.9 x 1 0 '14nen(O2) r eJ (Te -  Tn)
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Electron energy loss due to excitation of vibrational bands in molecular nitrogen is an impor­
tant cooling process. Electron cooling by vibrational excitation of molecular oxygen dominates 
in the lower thermosphere. The expressions for the electron loss due to vibrational excitation of 
N2 and 0 2 are [Rees and Roble, 1975; Roble, private communication, 1991]
L e{e ,0 2{vib)) =  3.125 X 10_21n en(O2)Te2(Te -  Tn)
L e{e,N2{vib)) =  1.3 x K T4n e7i(N2) j Jl -  exp (2 42j
+
where
7.6 x 10“ 16r e + 2.0 x 10“ 10Te * ( r e - T n)}
2.53 x 10-6Te* exp(—17620.0/Te) Te > 2000° K 
A v =   ^ 2.0 x 10-7 exp(-4605.2/Te) 1000°K< Te > 2000° K
5.71 x 10~7 exp(—3352.6/Te) Te < 1000° K
At high electron temperatures the population in the high-energy tail of the Maxwellian elec­
tron energy distribution is sufficiently large to cause appreciable excitation o f the 1D level of 
atomic oxygen. The cooling rate due to this excitation is
I e(e ,0 (1D)) =  1.07 x 10~10ne7i(O)2y exp(-2.27 x 104/T e)
• [o.406 + 0.357 x 10_4Te
(2.43)
-  (0.333+ 0.183 x 10"4Te)exp(—1.37 x 104/T e)
-  (0.456+ 0.174 x 10_4r e)exp(-2 .97  X 104/T e)]
The energy loss arising from electron-impact-induced transitions among the fine structure 
levels of atomic oxygen is the dominant cooling mechanism over a wide range of electron tem­
peratures in the ^-region. Based on theoretical calculations, an analytic expression has been
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
36
formulated for use in a large thermospheric circulation model by Roble [private communication, 
1991]
At low altitudes, electron thermal conduction is unimportant and the electron temperature 
is determined by a balance between local heating and cooling rates. The altitude range in which 
local processes dominate depends upon the ionospheric and atmospheric conditions. For exam­
ple, for daytime solar minimum conditions, local energy equilibrium may apply only below about 
150 km, while for daytime solar maximum conditions it might apply to altitudes as high as 300 km 
[Schunk and Nagy, 1978], Here, local equilibrium is assumed below 150 km. The temperature 
calculated from local energy balance is used as the lower boundary condition for equation (2.36). 
A heat flux is applied as the upper boundary condition to represent the heat flowing in the electron 
gas from the magnetosphere to the ionosphere [Rees and Roble, 1975].
Other than heating by perpendicular electric fields, discussed previously, and by chemical 
reactions, the main heat source for the ions is Coulomb collisions with the ambient electrons. 
The ions, in turn, are cooled by collision with neutral particles. Different species of positive 
ions are heated and cooled by different collisional processes, resulting in somewhat different 
temperatures for various species. Because the energy exchange in ion-ion collisions is highly 
efficient, it is sufficient to characterize the ionic energy distribution by a single ion temperature. 
Here, it is assumed that the ions have one common temperature. The other possible sources of 
ion thermal energy such as dissipation of wave energy and chemical reactions are neglected and 
local energy equilibrium is assumed. The ion energy equation is
where Q je is the ion heating rate by Coulomb collisions with the hotter electrons, given by Xet-
(2.44)
Qie +  Qe ± ~ Lin — 0 (2.45)
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in equation (2.36). Qe x > the ion heating rate by a perpendicular electric field, is
QEx =  <JPE]_2 (2.46)
where ap is the Pederson conductivity. £* is the magnitude of the perpendicular electric field felt 
by an observer moving with the neutral gas. In the present one dimensional model, the horizontal 
electric field components are not included. Therefore, values for E]_ are assumed based on ob­
servations. The ion cooling rate due to ion-neutral collisions through resonance charge exchange 
and polarization interactions is [Roble, private communication, 1991]
T  (  A  .  I.  1 d  /  .  Y \ . h a  .  YY  1 A. /  . .  \ . — n  .  Y —  1 A  /     \ Y  ■ ■ ■ . 1 , 1  .  Y . .
n L in =  <j [6.6 x 10~14n(N2) +  5.8 x 10~14n(O 2) +  0.21 x 10"14n(O)(2Tn)>] >
+ [5.45 x 10"14ti(O2) +  5.9 x 10-147i(N2) +  4.5 x 10_I4n(O )]n(N O + )
+  [5.8 x 10“14n(N2) +  4.4 x 10-14n(O) +  0.14 x 10“ 147i(O2) r i ] n ( O + )
(2.47)
The electron and ion energy equations are two coupled nonlinear equations that are solved 
iteratively.
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CHAPTER 3 
Method of Solution
A flow chart of the self-consistent one dimensional time varying auroral model consisting of 
various interacting physical processes is shown in Figure (2.1). There are three groups of coupled 
equations corresponding to the main physical processes in the thermosphere, which are electron 
transport, ion diffusion and chemical reaction, and electron and ion energy balance. Simultaneous 
solution of all the equations is not attempted. Instead, physical arguments are used to simplify 
the computational problem according to different time scales and altitude regimes. The initial 
conditions and boundary conditions for each equation are discussed in the following sections.
3.1 Solution Procedure
Processes in the thermosphere operate on three time scales:
1) Instantaneous processes. As mentioned previously, electron transport, heating, and ion­
izing processes associated with electron and/or photon impact are faster than the response of the 
medium. Energetic electrons take only several seconds to penetrate the thermosphere and lose 
energy during auroral events which last for tens of minutes. The deposited energy is quickly 
shared with ambient electrons and ions by collisions and conduction. Therefore, the electron and 
ion temperatures quickly approach steady state values. Steady state is assumed for both the elec­
tron transport equation and the energy equations. However, the boundary conditions for these 
equations are time-dependent.
2) Fast processes. Ion diffusion and photochemical processes for each species depend upon 
temperature and altitude. At high altitudes, the major ions, 0 + and H+, take hours to reach
38
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equilibrium, but an auroral event generally lasts only for a few minutes. For the time scale of 
interest, the electron density and ion composition vary with time. At low altitude, in the E- 
region, diffusion is unimportant compared with chemical reactions. The ion densities are simply 
controlled by chemical lifetimes which are of the order o f minutes [Jones and Rees, 1973]. For 
the entire region, the time scales of ion diffusion and chemical reactions vary from one minute to 
hours, requiring explicit time dependence in the solution o f the ion continuity equations.
3) Slow processes. One of the main sources of ionization and dissociation in the auroral 
model is solar EUV radiation which varies with the solar zenith angle and is, therefore, a function 
of local time. The neutral density and composition of the atmosphere also depend upon local time. 
The variability in these parameters is quite small throughout the day, except at sunrise and sunset. 
Therefore, processes associated with solar sources can be treated as slow processes. Thus, during 
changes resulting from fast processes all parameters associated with slow processes are assumed 
unchanged.
In this auroral model, a variable time step is used to fit the needs of instantaneous, fast 
and slow processes. Within the auroral events a small time step is adopted and outside the au­
rora larger time steps are used. For each time step, the neutral densities and temperature of the 
MSIS-90 model are used, shown in Figure (2.1) below the dashed line. Based on the neutral 
densities and solar EUV flux, the photoionization rate and primary photoelectron production rate 
are calculated using equations (2.16) and (2.32) with the adopted cross sections given in Rees 
[1989]. The boundary conditions are given by the conjugate photoelectron and/or auroral elec­
tron flux and the electron transport equation is solved self-consistently, including the polarization 
field and the primary photoelectrons as an internal source. The electron intensities obtained by 
solving the electron transport equation are used to compute the electron impact ionization rates 
for each species. The total ionization rate is obtained by adding the ionization rates due to solar 
EUV, the geocoronal flux and the solar X-ray flux. Ion densities are computed by solving the time
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dependent ion continuity equations. With the ion composition, electron density profiles and pre­
cipitating electron intensities, the electron and ion energy equations are solved and the electron 
and ion temperatures are calculated. Ion and electron densities and temperatures provide the in­
put for calculating the electrical conductivity and the polarization electric field in the ionosphere. 
Once the polarization electric field is derived, the electron transport equation can be solved for 
the next time step.
Observations of auroral enhancements of NO concentrations in the lower thermosphere [Zipf 
et a l, 1970] have focused attention on the chemistry of the odd nitrogen species in the aurorally 
perturbed atmosphere. Atomic nitrogen may diffuse in the upper .E-region and this would influ­
ence the ion chemistry. The problem has been examined theoretically by several investigators 
(e.g. Jones and Rees, 1973; Hyman et a l, 1976; Gerard and Barth, 1977; Roble and Rees, 1977; 
Rees, 1989). In the present model all neutral constituents are assumed to be given and invariant.
3.2 Implementing the Solution of Each Equation
3.2.1 Electron Transport Equation
With the approximations described and justified in section (2.2), the electron transport equa­
tion becomes a linear integro-differential equation, i.e. equation (2.15). The solution of the an­
gular dependent electron transport equation requires solving an integro-differential equation and 
evaluating the source functions. To solve the electron transport equation, Stamnes [1978] and 
Lummerzheim [1987] developed an approach based on the discrete ordinate method (DOM) of 
radiative transfer [Chandrasekhar, 1960; Stamnes et a l, 1988]. With this approach, the phase 
functions are expanded into Legendre polynomials and the angular integrals in the transport equa­
tion are represented by quadrature sums. The integro-differential equation is thereby transformed
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into a system of coupled differential equations which in turn lead to a system of linear algebraic 
equations. The solution of the resulting system of algebraic equations is described in detail by 
Stamnes et al. [1988] whose numerical code is adopted here. The present work develops a 
new electron transport code by adopting and modifying the DOM approach of electron transport 
[Lummerzheim, 1987], and including the electric field and magnetic field terms.
Energy degradation is handled by solving the problem from high to low energies. The com­
ponent of Qcoii due to energy degraded electrons at a given energy can be computed from the 
intensity distribution at higher energies. The locally produced photoelectrons and the secondary 
electrons from ionizing collisions are combined in the term Qcou. Qe  and QB (equation (2.15)) 
depend not only on ^  but also on Jjj. The DOM method of Stamnes et al. [1988] provides 
analytic expressions for the intensity which can be evaluated at any desired angle. The derivative 
with respect to angle is
d l { r , e , f i ) ^  J(r, e,/x +  Sfi) -  I ( r , e , f i )  
d f i  Sfi
and a finite difference scheme is used to calculate the energy derivative
d l ( r , e , n )  ^  / ( r , € w+1 ,/x) -  / ( r , e w,^ )  
de ~  A e n
The energy steps adopted in the numerical solution of equation (2.15) are sufficiently close 
together to justify specifying the source terms due to the electric and magnetic fields at a given 
energy by their value at the next higher energy on the grid. The validity of this assumption has 
been verified by applying an entirely different method of solution to identical test cases.
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Cannon [1984] has suggested that terms proportional to and can be treated as non­
local perturbations. If I  is the solution of equation (2.15), let
I  = 1° + A /1 +  A2/ 2 +  ... (3.1)
where the parameter A (which will later be put equal to unity) has been included simply as an aid 
in isolating terms of approximately the same magnitude. A recursion relation is obtained
= / J (r » c>P) “  PitL> -* e, / / )  dfi' + Q 1(t , e, fi, I )  (3.2)
q I   f Qcoih for 1 =  0
1 Q e &b \1 1 j fo r/ > 0
where I denotes the order of the perturbation. It is important to note that if the series in equation
(3.1) converges, it will converge to the correct result [Cannon, 1984]. Figure (3.1) illustrates the 
convergence of the non-local perturbation method for the case that includes a polarization field 
plus an imposed electric field of 10 /zV/m and a homogeneous magnetic field.
The perturbation method yields values similar to the direct method adopted in this thesis 
but more than five iterations are required to achieve the same results. Figure (3.2) displays the 
comparison between two approaches.
The attention is restricted to examining weak upward electric fields with a strength below 
50 /zV/m. In this range the energy gained by an electron in a mean free path at heights less than 
1000 km does not exceed the mean energy of thermal electrons. This obviates the need to include 
wave processes associated with the excitation of low-frequency plasma instabilities.
Electron impact cross sections are essential input parameters for the transport equation. 
Electron transport depends on energy degradation which requires detailed knowledge of the cross 
sections and associated energy losses of each individual excited state of the atom or molecule. 
An extensive compilation of cross sections, including 29 excited states of N2, 0 2 and atomic 
oxygen, 11 excited ion states, and elastic interaction is found in Lummerzheim [1987].
42
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Figure 3.1 The downward and upward hemispheric fluxes are shown at 400 and 
800 km, respectively, computed by the iteration method of non-local perturbation.
The downward electron intensity is specified at the upper boundary, while the upward elec­
tron intensity is given at the lower boundary. The lower boundary is assumed to lie at a density 
within the atmosphere that is large so that the intensity becomes vanishingly small. The upper 
boundary condition applied to the transport equation depends on the problem that is being ad­
dressed. In the photoelectron transport case a small downward electron flux characterized by a 
Maxwellian energy distribution with a characteristic energy of about 50 eV and an energy flux of 
0.01 erg cm-2 sec-1 is assumed, to account for the contribution from the conjugate hemisphere. 
In the auroral case the flux also vanishes at the lower boundary while at the upper boundary the 
intensity of auroral electron precipitation is adopted from rocket or satellite measurements or an 
analytic form is specified.
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Figure 3.2 Electron energy spectra of downward and upward hemispheric fluxes 
at 400 and 800 km, respectively, for two different computational schemes: direct 
method (DM) and non-local perturbation (NLP) after 5 iterations.
3.2.2 Ion Continuity Equations
All nine ion species listed in Table (2.1) are included in this time-varying auroral model. 
As mentioned previously, the chemical lifetime controls the ion densities at low altitude while 
diffusion dominates at high altitude. In the ^-region, the chemical lifetime of all species is about 
one minute which is less than the smallest time step (two minutes) during assumed auroral events, 
allowing ion densities to be calculated by assuming a steady state and local photochemical equi­
librium without diffusion. Firstly, 0 + , H+ and N+ are computed based on the balance between 
local sources and sinks. With respect to the densities of 0 + , H+ and N+, the quartic equation 
(e.g. equation (2.30)) can be solved exactly yielding one real and physical root for the electron 
density. Secondly, the densities of Nj , O j and NO+ are calculated from equation (2.31). In the
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F-region and above, the coupled time-dependent diffusion equations for two major ions, 0 + and 
H+ , are derived in Chapter 2. Equation (2.26) and (2.27) are a parabolic system of equations in 
one spatial dimension and time. A second order finite difference scheme is used for the spatial 
variable and the method of lines for the time variable. Based on the same procedure used for the 
F-region, the N+ , NjJ", and NO+ are computed by solving the quartic equation (2.30) and 
the ion continuity equations (2.29) and (2.31).
For the coupled time-dependent diffusion equations of 0+  and H+ , the initial conditions are 
computed self-consistently following the same procedure described in Section 3.1. Firstly, the 
neutral densities and temperature are obtained from MSIS-90. The initial ionospheric conditions 
are established by the following procedure. The electron transport equation is solved and various 
ionization rates are computed. Instead of solving the time-dependent ion continuity equations 
of 0+  and H+ , the steady-state diffusion equations are solved and all the ion densities are cal­
culated. The temperatures of ions and electrons are determined by solving the electron and ion 
energy equations. The new results are used to update the initial conditions of the ionosphere. Af­
ter several iterations, the final convergent results are computed self-consistently, equivalent to the 
ionosphere reaching equilibrium. The computed parameters are not, strictly, ’initial’ conditions, 
however, the primary interest is in the response of the ionosphere under conditions o f substantial 
auroral bombardment. Under these circumstances the results are not sensitive to the initial con­
ditions while the equilibrium state provides a good and self-consistent set of initial parameters. 
To mitigate this simplistic approach, the results obtained after several hours of elapsed real time 
are used, such that the ionospheric density and composition is no longer sensitive to the initial 
conditions.
The upper boundary of the ion continuity equations can be specified either as a concentration 
or as a flux. The 0 + and H+ fluxes are specified at the upper boundary either corresponding
45
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to observations of the outflow or by an arbitrary time-dependent assumption. Photochemical 
equilibrium prevails at the lower boundary.
3.2.3 Electron and Ion Energy Equations
As discussed in Chapter 2, the ionosphere can be divided into two regions: the region of 
local sources and sinks and the thermal conduction region. Basically, the altitude range over 
which local energy balance applies depends upon the ionospheric and atmospheric conditions. 
In the present model, a balance between local heating and cooling rates is assumed below about 
150 km. The electron temperature is determined by solving the local energy equilibrium equation. 
The root of this nonlinear equation is found by using the Newton-Raphson method [Press et al., 
1989]. Above 150 km, the electron energy equation is a second order differential equation (2.36) 
derived in Chapter 2. This equation is solved by the Relaxation Method which determines the 
solution by starting with a guess and improving it iteratively [Press et a l, 1989]. The iteration 
scheme adopted is a multi-dimensional Newtons’s method. As the iterations improve the solution, 
the result is said to relax to the true solution. The steady-state diffusion equations of 0 + and H+ 
are also solved by this method.
The differential equation (2.36) requires boundary conditions appropriate to the physical 
problem being investigated. Local equilibrium between Te, T{ and Tn prevails at the lower 
boundary. A heat flux is appropriate at the upper boundary but observations provide little guid­
ance. More commonly, the heat flux is adjusted to match a measured temperature. Large heat 
fluxes produce temperature gradients that influence the magnitude of the polarization field. Large 
values of heat flux are associated with the decay of the ring current during large geomagnetic 
storms. The resulting high electron temperature, in excess of 6000 K, accounts for the mid­
latitude red arc phenomenon associated with such events [Rees and Roble, 1975]. A downward
46
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heat flux of 1 x 109 eV cm-2 sec-1 has been assumed, which yields values o f Te typically mea­
sured during auroral activity.
47
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CHAPTER4 
Numerical Results
To evaluate the time varying auroral model numerical calculations have been carried out of 
the coupled electron transport, ion continuity, and energy equations for auroral events represent­
ing external flux sources and for solar cases representing embedded sources of photoelectrons. 
An F10.7 solar activity index of 150 is assumed and geomagnetically quiet conditions prevailed, 
with an Ap index of 30. The MSIS-90 neutral atmosphere [Hedin, 1991] is adopted at 60°N, 
200°E for northern winter (date 90030). The densities of minor neutral species of N(4S) and 
N(2D) are obtained from MSIS-90 by assuming a ratio of 100:1 between the two species. The 
NO profile measured by Meira [ 1971 ] is adopted. I first present the diurnal variation of the iono­
spheric properties during non-auroral conditions at a given geographic location, as a reference 
to auroral cases. At a specified time during the non-auroral calculation an auroral event is intro­
duced and the ionospheric response to the auroral input is calculated. The present model covers 
the region between 80 and 800 km. The results of the ionospheric response are discussed in 
following sections.
4.1 The Diurnal Variation of the Ionosphere During Non-auroral Conditions
4.1.1 Solar EUV and Photoelectron Ionization
Without auroral precipitation, the main source of ionization is the solar EUV flux, Hintereg- 
ger’s [1981] measurements are adopted and linearly interpolated as a function of the F10.7 solar 
flux. The photoionization and photoabsorption cross sections and branching ratios used in the
48
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Primary Photoelectron Production Spectra
P h o toe lec tron  Energy (eV)
Figure 4.1 The primary photoelectron production spectra at a solar zenith angle 
of 77.7° at three altitudes. The exospheric temperature is 1163 K.
model are taken from Rees [1989]. In calculating the photoionization rates, three main neutral 
species, N2, 0 2 and O, with 14 different states of their ions, are included. Primary photoelectron 
production spectra are calculated at each altitude and time step within the model. Figure (4.1) 
gives an example of the calculated primary photoelectron production spectra at noon at 401,253, 
139 km, for a solar zenith angle of 77.7°. Most primary photoelectrons have energies below 200 
eV. The structure shown in Figure (4.1) results from the energy dependent solar radiation spec­
trum and the photoionization cross sections. The photoelectron spectra are computed by solving 
the electron transport equation. A small conjugate photoelectron flux is included by specifying 
a Maxwellian spectrum with an energy flux of 0.01 erg cm-2 s-1 and a characteristic energy of 
50 eV, and adding a power law with an e~2 below 10 eV at 800 km, the upper boundary. Figure
(4.2) shows the downward and upward components of the photoelectron flux at three altitudes
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calculated for the embedded photoelectron source shown in Figure (4.1). At 200 km the down­
ward and upward components of the flux are virtually identical up to energies of several tens of 
eV. The structure at 2 to 3 eV is attributed to the large cross section for excitation of vibrational 
levels in N2, but the effect becomes pronounced only at levels where molecular species become 
abundant. At 300 km and above the upward fluxes exceed the downward components because 
o f the embedded primary photoelectrons. It is noted that the upward flux at 800 km in the 10 to 
40 eV energy region exceeds the downward flux by an order of magnitude to become a source of 
conjugate photoelectrons. After the photoelectron spectrum has been calculated, electron impact 
ionization can readily be determined by integrating the appropriate ionization cross section with 
the electron intensity.
50
Energy (eV) En ergy (eV )
Figure 4.2 Differential photoelectron energy spectra of the downward and up­
ward hemispheric fluxes at three altitudes.
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The night-time electron density and temperature in the E- and F-regions of the ionosphere 
are found to be larger in the auroral oval than at mid and low latitudes at corresponding local 
times [Johnson, 1969]. These observations are interpreted in terms of a small flux of electrons 
that continually precipitates into the auroral ionosphere. Therefore, without aurora a small energy 
( 0.01 erg cm-2 s ' 1) soft electron flux is assumed with the characteristic energy of 50 eV as the 
upper boundary condition for the electron transport equation. The characteristic energy is half 
of the mean energy for a Maxwellian distribution. Variations o f the solar zenith angle, incident 
electron energy flux and the characteristic energy with time for this diurnal variation case are 
shown in Figure (4.3).
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Figure 4.3 The diurnal variation of solar zenith angle, incident electron energy 
flux and characteristic energy at 800 km.
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Figure 4.4 The diurnal variations of the ionization rates of three main neutral 
species, O, N2, and 0 2.
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The diurnal variation of the ionization rates of three main neutral species are shown in Figure 
(4.4). During the night, ionization is produced in the E- and lower F-regions by scattered EUV 
and by precipitating soft electrons. During daytime, the photoionization and the electron impact 
ionization associated with photoelectrons are the dominant ionization sources at high altitudes. 
Solar X-rays penetrate deeper into the atmosphere to produce the dominant ionization in the E- 
region. The geocoronal ionization contributes little to daytime ionization at any altitude. After 
sunrise the ionization increases rapidly from its night-time minimum. The ionization below about 
300 km is under strong solar control, peaking at noon when the solar zenith angle is smallest 
and decreasing symmetrically to dawn and dusk. Ionization above about 300 km, however, is 
influenced by the neutral composition and temperature. Therefore, its contour shapes do not show 
the strong solar zenith angle dependence, and maximum ionization occurs in the early afternoon.
4.1.2 Ionospheric Structure
The height distribution of ion densities is determined by solving the coupled ion continuity 
equations for 0 + (2P), 0 + (2D), 0 + (4S), O f,  N f, NO+, 0 ^ (a 4II), H+ and N+. The solution 
has been discussed in detail in Chapter 3. Zero fluxes are assumed at the upper boundary for the 
coupled time-dependent diffusion equations of 0 + and H+ . Photochemical equilibrium prevails 
at the lower boundary. The coupled electron and ion energy equations are solved at each time 
step according to the method discussed previously. A downward heat flux of 1 x 109 eV cm-2 
s_1 at the upper boundary is assumed in solving the electron energy equation. Local thermal 
equilibrium between Te, Ti and Tn prevails at the lower boundary.
The ion and electron density profiles at noon are shown in Figure (4.5). The electron density 
peak occurs at 290 km with a value of about 6 x 105 cm-3 . In the F-region and above the major ion 
is 0+  (4S). At very high altitudes, H+ becomes increasingly important due to the charge exchange
53
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process of H with 0 + . However, there is some uncertainty in the profiles because magnetosphere- 
ionosphere coupling has been neglected by assuming zero flux at the upper boundary. Below 
200 km, the 0 + (4S) number density decreases and NO+ and O^ " become the dominant ions. 
The Njj" density is small primarily because of the fast chemical reactions removing N j\
The electron and ion temperature profiles, shown in Figure (4.5), are determined by solving 
the coupled electron and ion energy equations. At the high altitudes, the electron temperature is 
maintained mostly by a flow of heat from the magnetosphere, determined by the specified upper 
boundary condition. Without this heat flux, the electron temperature in the top side ionosphere 
would be considerably lower. Below 300 km, the electron temperature is maintained by pho­
toelectron heating producing a steep temperature gradient near 200 km. The ion gas is primar­
ily heated by Coulomb collisions with the electrons and cooled by elastic and resonant charge 
exchange interactions with the neutral species, as discussed previously. Above about 350 km, 
coupling with electrons predominates and the ion temperature approaches the electron tempera­
ture. Below 350 km ion-neutral collisions predominate and the ion temperature approaches the 
neutral gas temperature. A small increase over the neutral temperature is due to heating by a 
perpendicular electric field. The perpendicular electric field primarily heats the ion gas in the 
lower thermosphere, where the Pederson conductivity is high.
The electron and ion densities at 22:00 LT, shown in Figure (4.6), have decreased consider­
ably from their daytime values. The F-region is maintained by the night-time ionization source 
of the scattered EUV radiations from the geocorona and by impact ionization of soft electron 
precipitation. The main heat sources for the electron gas at night are the degraded electron popu­
lation from the ionization sources listed above and heat flux flowing in from the magnetosphere, 
which is capable of maintaining Te greater than T{ and Tn at altitudes above 200 km. In spite of 
the low electron density at night, the electron temperature is still below daytime values because 
of absence of the major photoelectron heating source. The ions are heated by the hot ambient
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Ion Densities
Temperatures
Temperature K
Figure 4.5 The ion composition and electron density profiles (top) and the elec­
tron, ion and neutral temperature profiles (bottom) at noon.
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Ion Densities
Temperature K
Figure 4.6 The ion composition and electron density profiles (top) and the elec­
tron, ion and neutral temperature profiles (bottom) at 22:00 LT.
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electrons and the ion temperature increase in the topside ionosphere where the ion-neutral colli­
sion frequency is low. The Joule heating due to the perpendicular electric field enhances the ion 
temperature at low altitudes where the Pederson conductivity has a maximum value.
The diurnal variations of the electron density, electron temperature, ion temperature and 
neutral temperature are shown in Figure (4.7). Above 250 km, the time constant for the electron 
density build-up is longer than the time constant for the ionization rate build-up as well as the 
decay rate. Below 250 km, the variation of the electron density closely follows the variation 
of the ionization rate. From sunrise to sunset, the F-region peak height varies from 275 to 335 
km. Night-time ionization by soft electron precipitation maintains the night-time ionosphere and 
keeps the peak height at 300 km. The maximum electron density at the peak is 6.5 x  10s cm-3 
and occurs at 14:00 LT at an altitude of 303 km. The electrons are heated by collisions with 
energetic electrons and by a flow of heat from the magnetosphere. The electron temperature is 
also controlled by the electron number density through elastic and inelastic collisions between 
the electrons, the ions, and the relatively cool neutrals. When the electron density is high, the 
cooling rate is greater than when the electron density is low. Therefore, for a given heating rate 
the temperatures are inversely related to the electron density. At sunrise, there is rapid increase 
in the temperature at all altitudes above 200 km owing to increased heating arising from photo­
electron production due to the solar EUV photoionization. Because the electron density at this 
time is low the average energy input per ambient electron is larger. The electron temperature 
increases abruptly at sunrise, then decreases as the electron density increases. At sunset the elec­
tron temperature reaches a minimum, then increases as the electron density decays. The diurnal 
variation of the ion temperature shows similar behaviour to the electron temperature variation at 
high altitudes because the ions are primarily heated by Coulomb collisions with the hot electrons. 
Below 400 km the ion temperature basically follows the neutral temperature variation.
57
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Figure 4.7 The diurnal variation of the electron density, electron temperature, 
ion temperature and neutral temperature.
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4.2 A Night-time Auroral Event
4.2.1 Typical Auroral Precipitation
With rare exceptions, auroral precipitation events do not last longer than ten minutes without 
undergoing changes in brightness or significant motion, and usually they do not persist even 
that long. The model run is started at midnight but the auroral precipitation is not turned on 
until 22:00 LT of the following night and lasts ten minutes. Auroral electron precipitation is 
assumed to have an isotropic angular distribution and a Maxwellian energy distribution with 1 
keV characteristic energy and a 5 erg cm-2 sec-1 energy flux, supplemented by a power law 
spectrum with energy dependence e-2 below 100 eV, which may occur over a wide region of the 
auroral oval at any time. The auroral electron flux is imposed at the upper boundary of 800 km. 
As in the preceding section, at the lower boundary of 80 km zero backscattered flux is assumed in 
the transport equation, photochemical equilibrium in the continuity equations, and equal electron, 
ion and neutral temperatures in the energy equations. The upper boundary conditions are the same 
as in the non-auroral case except for the auroral electron flux specified above.
The differential electron flux computed with this model during the auroral event at 22:02 LT 
is shown in Figure (4.8) at 800,400 and 200 km. The downward flux at 800 km is the imposed 
boundary value but the upward flux is the result of elastic and inelastic collisions, as well as the 
polarization electric field and dipole magnetic field. Collisional and field effects contribute to 
the evolution of the flux distribution with increasing atmospheric depth. Effects associated with 
fields are discussed in detail in Chapter 5. To illustrate the behaviour of the energetic electrons at 
different energies, Figure (4.9) shows altitude profiles of the upward and downward fluxes. At an 
energy of 1 keV the downward flux penetrates into the atmosphere without a significant altitude 
variation above 200 km. The upward flux is due to elastic scattering and the magnetic mirror
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force. At a lower energy of 10 eV internal sources from degradation of primaries and secondary 
electron production become important, causing the downward flux to increase where the density 
of the scatterer becomes large. Below 200 km the upward and downward fluxes are equal because 
of the isotropic secondary electron production.
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Figure 4.8 The downward and upward fluxes at 3 different altitudes for an 
isotropic Maxwellian input spectrum with echar = 1 keV. The 800 km downward 
flux constitutes the boundary condition. Below 100 eV a power law with an e~2 
energy dependence was added to the Maxwellian distribution.
Integrating the product of the ionization cross sections and the electron intensity over en­
ergy and adding the geocoronal ionization rate, the total ionization rates for various species are 
obtained and are shown in Figure (4.10). The maximum ionization rate of 0 +  is 3 x l0 3 cm-3 
sec-1 and occurs at an altitude of 116 km.
Before presenting the time history of the ionospheric properties throughout the event, al­
titude profiles of electron and ion densities and temperatures inside the aurora at 22:04 LT are
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Figure 4.9 Downward and upward fluxes as a function of altitude for 2 selected 
energies, 1 keV and 10 eV.
Total Ionization Rates
Figure 4.10 Altitude profiles of total ionization rates of 0 + , N ^ , O2", N+ and 
NO+ at 22:02 LT of the auroral event discussed in the text.
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shown in Figure (4.11). The ion composition is very different compared with pre-auroral profiles 
shown in Figure (4.6). Precipitating electrons produce ionization at all altitudes especially in the 
£-region, as shown in Figure (4.10), resulting in a build-up of molecular ions. At high altitudes, 
the 0 +  density is enhanced due to local ionization and diffusion from the high density region at 
low altitudes. The H+ density is slightly increased by the charge exchange process due to the 
enhanced 0 + density. The electron flux also heats the ambient electron gas resulting in an in­
crease of the temperature. The ambient electron gas is heated even at 120 km but it also rapidly 
cools by collisions with the neutral gas. The electron temperature approaches 4670° K, twice the 
pre-auroral value in the topside F-region. The ion temperature also increases at high altitudes as 
a result of collisions with the hot electron gas.
The ionization rate of 0 + and the 0 + and H+ ion densities are shown in Figure (4.12). The 
ionization rate of 0 + prior to onset of auroral particle precipitation is due to the soft electron 
precipitation and the geocoronal radiation, as discussed in the preceding section. At the onset of 
aurora the ionization rate increases rapidly with a maximum value at an altitude of 116 km. After 
ten minutes the aurora turned off and the ionization rate decreases to the pre-auroral level. Both 
0 +  and H+ densities are computed by solving the coupled time-dependent diffusion equations. 
The 0 +  ions show a significant increase over undisturbed night-time density values and subse­
quently diffuse upward, which leads to an enhancement of H+ due to charge exchange of 0+  and 
H. There is a lag of tens of minutes between H+ and 0 + reaching maximum due to ambipolar 
diffusion. The time constant for build-up of 0 + and H+ varies with altitude; below 200 km, the 
0 +  density quickly reaches a steady state whereas at the F-peak and above the density continues 
to increase throughout the event. Even after the aurora is turned off, the 0 + density still increases 
above 400 km, as a result of the upward diffusion of ions from the denser lower levels. The decay 
process is similar to the built-up process, the F-peak decays much more slowly and is still a factor 
of two larger than the pre-auroral density 1 hour after the auroral event. N^", OiJ', NO+ and N+
62
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Figure 4.11 The ion composition and electron density profiles (top) and the 
electron, ion and neutral temperature profiles (bottom) at 22:04 LT.
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densities are calculated by assuming local equilibrium with 0 + and H+ ions. The time history 
of these ion densities is shown in Figure (4.13). Although the diffusion of molecular ions and 
atomic nitrogen ions is not explicitly included, the effects of 0 + ion ambipolar diffusion on the 
O j and N+ ions are evident. The most effective chemical sources of O j and N+ are various 
reactions with 0 +(4S) and 0 +(2D) (see Table 2.1), of which the former is subject to ambipolar 
diffusion. The principal source of ions is impact ionization by energetic electrons, and the Nj 
ion density closely follows the ionization rate. Various chemical rate coefficients are temperature 
dependent, resulting in altitude varying source and loss rates of ions.
The electron density is the sum of all ion densities. The electron density and the electron 
and ion temperatures are computed and shown in Figure (4.14). At high altitudes the electron 
density follows the major ions 0 + and H+. At low altitudes, the electron density follows the 
densities of the molecular ions, responding to the auroral bombardment. One hour after the par­
ticle precipitation ceases, the electron density is nearly the same as the pre-auroral value below 
the F-region peak and about a factor of two greater than its pre-auroral value above the peak. The 
electron temperature increases rapidly in response to heating of the ambient electrons by the au­
roral electron flux. The electron temperature reaches a peak early in the auroral event, before the 
electron density begins to build up. As the density increases, the electron temperature decreases 
because the energy is partitioned among more electrons. The ion temperature is coupled with 
the electron and neutral temperatures and approaches the electron temperature at high altitudes. 
The polarization field is enhanced as a result of auroral precipitation. Figure (4.15) clearly shows 
the relation between electron density and electron temperature at 349 km. There are two peaks 
in the electron density: the first one is a consequence of the enhanced ionization due to auroral 
electron precipitation, the second one is the result of electron diffusion upward from denser lower 
altitudes.
64
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Figure 4.12 Ionospheric response to auroral electron bombardment: the time 
histories of 0+  ionization rate, 0 +  and H+ densities from 21:30 LT to 23:00 LT.
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Figure 4.13 Ionospheric response to auroral electron bombardment: the time 
histories of densities of , NO+ and N+ from 21:30 LT to 23:00 LT.
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to auroral electron bombardment.
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Figure 4.15 Temporal variation of the electron density and electron temperature 
at 349 km from 21:30 LT to 23:00 LT.
The long term effects of auroral precipitation on the ionosphere are illustrated in Figure 
(4.16) showing the electron density, the electron temperature and ion temperature during a period 
extending from four hours before to four hours after auroral bombardment. The auroral event 
occurs before midnight during the decay of the ionosphere. There is an electron density increase 
at F-region heights in the night-time ionosphere as a result of the auroral event, which lasts more 
than two hours. The electron and ion temperature contours show that two hours after the auroral 
event the magnitudes gradually return to the pre-auroral values.
4.2.2 Soft and Hard Electron Spectra Precipitation Events
Electron fluxes at the poleward edge of the auroral oval on the nightside usually have a 
spectral distribution that is significantly softer than typical auroral oval electron spectra. Electron
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fluxes in an auroral arc, sometimes, have a hard electron spectrum. The results of two model 
calculations of aurora with particle spectra whose characteristic energy are 300 eV and 5 keV are 
presented in this section. The electron flux and the time history of the auroral event are the same 
as in the preceding section.
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Figure 4.17 Same as Figure (4.8), but for the case of echar =  300 eV.
The electron energy spectra computed with this model for an input flux distribution with 
characteristic energy of 300 eV are shown in Figure (4.17) at three altitudes. Altitude profiles 
of the ionization rate due to a flux of 5 erg cm-2 sec-1 precipitating along the magnetic field 
into the atmosphere, shown in Figure (4.18), illustrate the penetration o f a soft electron flux. The 
maximum ionization rate of 0+  is 2.3 x 103 cm-3 sec-1 at an altitude of 192 km, which is lower
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Figure 4.18 Same as Figure (4.10), but for the case of echar =  300 eV. 
in magnitude and higher in altitude than that caused by an auroral flux of 1 keV characteristic 
energy.
As a result of chemical reactions and transport, the electron and ion densities reach a maxi­
mum near 200 km. By 22:04 LT, the electron density at low altitude has reached a steady state, 
but in the upper ionosphere the build up of the density reached in four minutes is slow, resulting in 
the absence of an F-peak in Figure (4.19) compared with Figure (4.6). For a soft auroral electron 
flux more energy is deposited at high altitudes, resulting in higher electron and ion temperatures 
compared with the typical auroral event of echar = 1 keV. The electron temperature reaches three 
times the pre-auroral value and is 2500° K higher than that shown in Figure (4.11). Figure (4.19) 
also shows a large increase in the ion temperature at high altitudes.
The soft auroral electrons produce a rapid increase in the ionospheric F\ -region electron 
density around 200 km as shown in Figure (4.20). The decay phase of this aurora is characterized 
by a decrease in the electron density that is slow, requiring three hours to approach pre-auroral
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 4.19 The ion composition and electron density profiles (top) and the 
electron, ion and neutral temperature profiles (bottom) at 22:04 LTfor the case of 
echar =  300 eV.
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bombardment.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
levels at high altitude. The calculated electron and ion temperatures for this aurora are also 
shown in Figure (4.20). The assumed soft flux penetrates less deeply into the atmosphere than the 
1 keV electron spectrum and heats the ambient electron gas to higher temperatures for the same 
input energy flux. This illustrates the efficiency of soft electron aurora in raising the electron 
temperature at F-region heights.
The results of a similar calculation, but for a hard auroral electron spectrum, are shown in the 
following figures. The spectrum for this aurora peaks at 5 keV and has an incident electron energy 
flux of 5 erg cm-2 s-1 . Such a hard spectrum aurora penetrates deeply into the atmosphere, 
heating the ambient electrons and ions as well as enhancing the ionization rate which increases 
the ion concentrations. Ionization rates for this case are shown in Figure (4.21). The peak rate of 
0+  is 5.9 x 103 cm-3 sec-1 at an altitude of 101 km.
74
Total Ionization Rates
Figure 4.21 Same as Figure (4.10), but for the case of echar =  5 keV.
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T em peratures
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Figure 4.22 The ion composition and electron density profiles (top) and the 
electron, ion and neutral temperature profiles (bottom) at 22:04 LT for the case of 
echar = 5 keV.
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The ion composition resulting from hard electron precipitation, four minutes after the aurora 
is turned on, is shown in Figure (4.22). The differences in the ion concentrations due to various 
auroral electron spectra, shown in Figures (4.11), (4.19) and (4.22), result from a combination of 
the effects of direct impact ionization, chemical reactions and transport. The calculated temper­
atures are slightly lower for the same electron energy flux but the general shape of the altitude 
profiles is similar to the 1 keV case.
The auroral E-region produced by the hard spectrum aurora is rapidly formed, as illustrated 
in Figure (4.23). The F-region electron density responds more slowly, thereby demonstrating that 
the major effects of this aurora occur at E-region heights. The hard spectrum aurora produces a 
strong £-region with electron densities of 5.0 x 10s cm-3 near 100 km. The electron and ion 
temperatures display characteristics similar to those derived for the auroral spectrum of 1 keV; 
however, enhanced electron and ion temperatures are found at altitudes as low as 100 km.
4.3 Auroral Events During Daytime
To investigate the ionospheric response to auroral electron bombardment under sunlit con­
dition, an auroral electron Maxwellian spectrum of 1 keV characteristic energy is assumed to 
occur during daytime. In this case, electron precipitation with energy flux of 5 erg cm-2 sec-1 
is turned on at noon, when photoionization caused by solar EUV controls to the maintenance of 
the ionosphere and also produces energetic photoelectrons as an embedded source. The differ­
ential electron flux computed from our model aurora is shown in Figure (4.24) at 800, 400 and 
200 km, which illustrates the combination of transport of auroral electrons and photoelectrons. 
The downward flux at 800 km is the imposed boundary value representing auroral electrons. The
77
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Figure 4.24 The downward and upward fluxes at 3 different altitudes from an 
isotropic Maxwellian input spectrum with ec/,ar =  1 keV and an embedded 
source of photoelectrons. The 800 km downward flux constitutes the boundary 
condition. At low energy (below 100 eV) a powerlaw with e~2 was added to the 
Maxwellian distribution.
structure below 200 eV is attributed to the embedded primary photoelectrons shown in Figure 
(4.1).
Contours of the resulting ionization rate, electron density, electron and ion temperatures, 
presented in Figure (4.25), show a significant increase over undisturbed daytime values. The solar 
EUV ionization rate provides a large background on which auroral ionization is superimposed, 
producing a large enhancement in the £-region. The percentage change in the ionization rate is 
smaller than under night-time conditions, as may be seen by comparing magnitudes before, during 
and after auroral precipitation. The electron density of the undisturbed daytime ionosphere is so 
large that the effect of auroral electron precipitation is small by comparison with the night-time 
case. Most of the increase in electron density occurs at the E-region near 120 km. Only a small
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Figure 4.25 Ionospheric response to aurorai electron bombardment during day­
time: the time histories of 0 +  ionization rate, electron density, and electron and 
ion temperatures from 11:30 LT to 14:00 LT.
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enhancement of the electron density occurs in the F-region. The enhancement of electron density 
in the F-region shows a time lag with respect to the auroral electron precipitation, as a result of 
transport of ionization from the F-region to the F-region. The electron and ion temperatures are 
enhanced by auroral electrons and photoelectrons. The perturbation is due to secondary auroral 
electron heating, but the energy is shared among a larger number of electrons than in the night­
time event. As a result, the increase in electron temperature is considerably less than for night­
time conditions, but the ion temperature increase more than for night-time conditions.
80
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The Effects of Fields on Electron Distributions and on Ionospheric Conductivities
CHAPTER 5
The effects of a parallel electric field and the geomagnetic field on auroral and photoelectron 
energy distributions are studied in this chapter. Ionospheric conductivities are calculated by using 
the time varying auroral model discussed in the previous chapters.
5.1 The Effects of E|| and the Geomagnetic Field
The self-consistent parallel electric field has three contributions that arise from the electron 
density and electron temperature gradients and from a field aligned current. If the field aligned 
current is attributed to the flow of suprathermal (i.e. auroral and photoelectron) electrons only, 
and the parallel conductivity is assumed to be due to collisions, then the J/cre term is small 
compared with the gradient terms. Measurements of the geomagnetic field perturbations in the 
topside ionosphere have shown, however, that the actual current may be much larger than the 
energetic component would suggest, implying the presence of a substantial thermal component 
of the current. If an “anomalous” resistance is present in the topside ionosphere under auroral 
precipitation conditions, then the contribution of the current terms to the parallel electric field may 
be much larger than the minimum associated with the polarization effect. This possibility will 
be discussed by including an arbitrary additional term in equation (2.2). For the purpose of this 
study it is assumed that this field is maintained by the field aligned auroral currents in the vicinity 
of an auroral arc. The precipitating electrons are affected by this field. These electrons constitute 
the major heat source for the ambient thermal electrons and it is to be expected that a parallel 
electric field will thus influence the electron temperature. Joule heating by parallel electric fields
81
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of the magnitude adopted here is negligibly small and is neglected as a direct heat source for 
the thermal electron population. To evaluate the consequences of a parallel electric field and 
the Earth’s dipole magnetic field on the energy distribution of electron fluxes I have carried out 
numerical calculations of the coupled electron transport, ion continuity, and energy equations 
for an auroral event representing an external flux source and for a solar case representing an 
embedded source of photoelectron.
5.1.1 The Auroral Case
The auroral case is illustrated with an analytic Maxwellian electron spectrum with charac­
teristic energy of 1 keV and an energy flux of 5 erg cm-2 s-1 , supplemented by a power law 
spectrum with energy dependence e~2 below 100 eV. Such a spectrum is representative of ob­
served auroral events (c.f. Winningham et al., 1977; Pulliam et al., 1981; Lummerzheim et al., 
1989). The auroral electron flux is imposed at the upper boundary at 800 km. At the lower bound­
ary of 80 km zero backscattered flux is assumed in the transport equation. The assumed input 
parameters and boundary conditions for ion continuity equations and electron and ion energy 
equations are the same as discussed in Chapter 4.
The self-consistent polarization field associated with the auroral event specified above and 
computed from equation (2.2) is shown in Figure (5.1). The dominant term is the electron density 
gradient, yielding an upward directed field of about 3 fiV/m  at 350 km and a near constant value 
of 1.5 fiVIm  above 500 km. The temperature gradient term produces a downward directed field 
since the gradient is positive at all altitudes. The electric field due to the current density term 
is small and directed upward. Only the current carried by the energetic flux is included in this 
term which is smaller than the field aligned current inferred from measurements of magnetic field 
perturbations recorded by instruments on board satellites and rockets overflying auroral arcs (c.f.
82
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ILanchester and Wallis, 1985; Lanchester and Rees, 1987). A reversal, to a downward directed III
E||, occurs at about 200 km but this has no effect on the electron intensity distribution which is 
controlled entirely by collisional interactions below about 300 km.
i
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Polarization Electric Field
E lectric  field  ( jzV /m )
Figure 5.1 Altitude profiles of the polarization field for the auroral case presented 
in the text. The total field as well as terms corresponding to the density gradient, 
temperature gradient and current are shown. Positive values signify upward di­
rected fields.
The differential electron flux computed from this model aurora is shown in Figure (4.8) 
at 800, 400 and 200 km and discussed in Section 4.2.1. To assess the contributions of fields 
to the structure of the differential fluxes the calculations have been repeated under four different 
assumptions: a) no magnetic field gradient and no polarization field, b) no magnetic field gradient 
and a self-consistent Ey, c) a dipole magnetic field and a self-consistent Ey ( leading to the results 
in Figure (5.1)), and d) a dipole magnetic field and an Ey consisting of the polarization field and 
an additional 10 iiWIm component. The results are displayed in different ways in Figure (5.2) and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(5.3). The downward and upward directed hemispherical fluxes at 800 km and 400 km are shown 
in Figure (5.2) to illustrate the different effects of the magnetic and electric fields. At 800 km 
the downward flux is the imposed boundary condition while the upward flux shows the effect of 
deceleration, decreasing slightly with increasing parallel electric field at electron energies below 
100 eV. The magnetic mirror force has the effect of increasing the flux at electron energies above 
a few hundred eV. The 400 km altitude regime is closer to the embedded source of secondary 
electrons and the decelerating effect of the electric field is offset by the increased source term. 
The collision terms likewise tend to decrease the field effects. Even so, a 10 /xV/m parallel 
electric field and the polarization field have a net effect of increasing the low energy part of the 
electron flux. Figure (5.3) illustrates the same point. The downward component o f the 2 keV 
flux is unperturbed over the entire altitude range while the upward flux shows the effect of the 
magnetic mirror force above about 300 km altitude. The factor o f two increase at 800 km in 
the backscattered flux should produce effects such as an increase in the electron temperature and 
enhancement o f optical emissions that may be observed. The parallel electric field is entirely 
responsible for perturbations in the 10 eV electron flux. Profiles o f the upward and downward 
fluxes, shown in Figure (5.3), illustrate the combined effects of the embedded source region, 
the accelerating/decelerating electric field, and the elastic and inelastic scattering processes. For 
different boundary conditions, i.e. the electron flux at the top of the atmosphere, the contribution 
o f the various terms in the transport equation will, of course, differ from the case illustrated in 
Figure (5.3).
Observations of large parallel current densities at edges of auroral arc structures suggest 
the development of parallel electric fields due to non-ohmic resistance [Papadopolous, 1977, 
Stasiewicz, 1984], The consequences of imposing a uniform upward directed parallel electric 
field, in addition to the self-consistent polarization field, have been investigated; magnitudes of 
10, 20, and 30 /xV/m were adopted. Since the largest effect o f an E|| is on the electron flux
84
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Figure 5.2 Electron energy spectra of downward and upward hemispheric fluxes 
at 800 km and 400 km for four different cases: no electric field and a homogeneous 
magnetic field (solid lines); a polarization field and a homogeneous magnetic field 
(dotted lines); a polarization field and a divergent magnetic field (dashed lines); 
polarization field plus an imposed electric field of 10 /zV/m and a divergent mag­
netic field (chain-dotted lines).
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10 eV and 2 keV electrons for the four different cases shown in Fig. (5.2).
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below 100 eV, the results of the enhanced E|| are shown in the energy range between 10 and 
100 eV. The curves in Figure (5.4) essentially expand upon the results shown in Figure (5.2): the 
downward flux at the upper boundary of 800 km is given, while the upward moving electrons 
are decelerated; the upward flux is also decelerated at 400 km but this term is overshadowed by 
the embedded source and scattering terms; the downward flux at 400 km undergoes substantial 
acceleration, increasing the 10 eV flux by a factor of three for the 30 /zV/m electric field. Height 
profiles of the 10 eV downward and upward fluxes are shown in Figure (5.5). A factor of three 
enhancement in the omnidirectional flux at 400 km is predicted for a 30 /zV/m parallel electric 
field. The Figure shows that the altitude at which the upper boundary is imposed produces a 
response in the downward flux that is not realistic. More likely, the increase in the flux under the 
influence of an E|| should persist at the boundary. However, deceleration of the upward flux may 
result in little change of the omnidirectional flux.
As mentioned above, an upward parallel electric field is expected to decelerate electrons 
upward, leading to a flattening of the spectral shape of the low-energy electron distribution. Fung 
and Hoffman [ 1991 ] investigated the variation of the low-energy portion of the secondary electron 
spectrum from the DE-2 satellite. The statistical results indicated the secondary electron spectral 
index (power-law) decreased by an amount between 0.04 to 0.22, with an average decrease of 
0.13 from 400 to 900 km. The amount of spectral flattening can be explained by an encounter 
with a potential difference between 400 and 900 km. Figure (5.4) shows the sensitivity of the 
index of the downward and upward electron spectra (10 -100 eV) to the presence of a potential 
drop between 400 and 800 km. It illustrates variations of the spectrum index due to the different 
potential drops of 4, 8,12 V in addition to the potential drop due to polarization field (about 0.67 
V). The rate of spectral steepening or flattening is not linear but depends on the imposed electric 
field strength; the average rate of steepening or flattening of the corrected spectrum is about 
0.026 V-1 . The DE-2 measurements show that there can be a distributed parallel electric field of
87
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Fl
ux
 
(e
V
'1 
cm
'' 
s'
1) 
Fl
ux
 
(e
V
'1
88
Energy (eV) Energy (eV)
x
E
Energy (eV) Energy (eV)
Figure 5.4 Electron energy spectra between 10 and 100 eV of the downward 
and upward hemispheric fluxes at 800 km and 400 km for the auroral example 
described in the text. Results are shown for the baseline polarization electric field 
(labeled E=P) and three values of enhanced parallel electric fields: 10, 20 and 
30 fiV/m.
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10 fiVIm in addition to the polarization field between 400 and 900 km altitudes, corresponding to 
an average potential drop of 5 volts. The reason for different results between Fung and Hoffman's 
heuristic model and this model is that electron transport is calculated with the present model by 
including all sources and sinks. The internal sources and sinks make the low-energy spectrum 
less sensitive to the presence of a potential drop.
The omnidirectional electron flux is the parameter used to compute auroral ionization, 
plasma temperature enhancements, and auroral spectral emission features. Optical emissions 
do not influence the electron flux; the energy is radiated out of the region o f excitation. Ioniza­
tion and the electron temperature appear in various terms of the transport equation, necessitating 
the coupled solutions of the transport, continuity and energy equations described in preceding 
chapters. It is of interest, therefore, to investigate the effects o f the assumed parallel electric field 
on the electron density and temperature profiles. The results are shown in Figure (5.6) for the au­
roral case, referenced to the baseline polarization field calculations. The electron density profile 
is influenced very little by a parallel field up to 30 /xV/m. This is to be expected because ioniza­
tion cross sections have maxima between about 100 eV and 200 eV and in this energy range the 
electron flux is not significantly perturbed by the electric field. Heating o f the ambient electron 
gas is most efficient in collision with low energy auroral electrons (c.f. equation (2.5)) and it is 
this population that is most sensitive to the influence o f electric fields. The electron temperature 
above 200 km is therefore enhanced by the application of an E|j, as shown in the Figure (5.6). 
The magnitude of the electron temperature above about 400 km is determined not only by local 
collisional heating but also by a heat flux conducted down from the magnetosphere. This flux is 
an imposed boundary condition on the energy equation and therefore arbitrary in this example.
Excitation thresholds of several prominent auroral emission features lie in the energy regime 
of a few eV, notably the 0 (1D) and 0 ( 1S) states and the N(2D) and Nf2!3) states. Electron impact 
is an important source of 0 ( 1D) and its excitation rate is directly proportional to the magnitude
89
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Figure 5.5 Altitude profiles of the downward and upward hemispheric fluxes of 
10 eV electrons for the different magnitudes of parallel electric field: polarization 
field (solid lines); polarization field and 10 /iV/m (dotted lines); polarization field 
and 20 fiV/m (dashed lines)[polarization field and 30 fiV/m (chain-dotted lines).
The behavior of the downward flux at the upper boundary is discussed in the text.
of the electron flux. A parallel electric field may, therefore, substantially increase the excitation 
rate of O^D) at an altitude where collisional deactivation is minimal. An increase of the electron 
temperature further enhances excitation of O^D). While thermal excitation has been included 
in current models of the 6300 A emission, the enhancement of the low energy electron flux by a 
parallel electric field has not been included and could be substantial.
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Figure 5.6 Altitude profiles of electron density and temperature for the different 
magnitudes of electric field polarization field only (solid lines); polarization field and 
10 /iV/m (dotted lines); polarization field and 20 /rV/m (dashed lines); polarization 
field and 30 fi\llm (chain-dotted lines).
5.1.2 The Photoelectron Case
The effects of a parallel electric field on the photoelectron flux in the absence of any auroral 
precipitation are investigated. The source of photoelectrons is embedded in the atmosphere, sup­
plemented by a small external flux from the conjugate hemisphere. Several investigators have 
solved the photoelectron transport problem (e.g. Banks and Nagy, 1970; Oran and Strickland, 
1978; Link, 1992) but none have included a self-consistent polarization electric field or larger val­
ues of parallel electric fields. The photoelectron source and transport calculation presented here 
have been compared with results of previously published photoelectron transport calculations 
[Meier et al., 1985; Link, 1992] and good agreement was found.
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Following the suggestion of Winningham et al. [1989] a small conjugate photoelectron flux 
is included by specifying a downward flux of 0.01 erg cm-2 s-1  with a characteristic energy of 
50 eV at the upper boundary. Solving the coupled electron transport, ion continuity and energy 
equations, as previously described, the height profile of the polarization electric field is obtained 
and is shown in Figure (5.7). The upward directed field is almost constant above 400 km at a 
level of about 1 fiV/m. The major contribution is due to the electron density term.
P o la r i z a t io n  E le c t r i c  F ie ld
Electric field (/xV/m)
Figure 5.7 Altitude profiles of the polarization field for the photoelectron case. 
The total field as well as terms corresponding to the density gradient, temperature 
gradient and current are shown. Positive values signify upward directed fields
The downward and upward components of the photoelectron flux are shown in Figure (4.2) 
at three altitudes. Comparison with Figure (4.8) (the auroral case) shows the difference produced 
by the embedded source which attains a maximum at about 200 km altitude. The upward flux at 
800 km in the 10 to 40 eV energy region exceeds the downward flux by an order of magnitude 
to become a source of conjugate photoelectrons. The result of solving the coupled governing
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equations shows that the contributions of various terms (sources, sinks, elastic scattering, inelastic 
processes, polarization field, dipole magnetic field, etc.) makes it virtually impossible to predict 
by handwaving arguments the evolution of the electron flux with altitude. Detailed transport 
calculations coupled with the ion chemistry and energetics are required to model the response of 
the atmosphere to solar ionization.
Downward Flux Upward Flux
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Figure 5.8 Altitude profiles of the downward and upward hemispheric fluxes of 
10 eV photoelectrons for the different magnitudes of parallel electric fields: polar­
ization field only (solid lines); polarization field and 10 /xV/m (dotted lines); polar­
ization field and 20 fiV/m (dashed lines); polarization field and 30 fiVtm (chain- 
dotted lines).
Electron fluxes computed including the self-consistent parallel electric field, and electron 
fluxes computed without including the effects of this field exhibit only small differences. Un­
certainties in the solar EUV flux outweigh these changes of the photoelectron flux. Artificially 
increasing the magnitude of the parallel electric field has little effect on the downward flux com­
ponent of photoelectrons but significantly decreases the upward flux, as shown in Figure (5.8).
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The response differs from the auroral case shown in Figure (5.5) where the source of secondary 
auroral electrons is deeper in the atmosphere and the backscattered electron population reflects 
the increase in energy of the downward flux.
Parallel electric fields of the magnitude adopted in this study have no measurable effect on 
the electron density profile but decrease the temperature in the topside ionosphere, as shown in 
Figure (5.9). A downward heat flux of 109 eV cm-2 s-1  has been assumed in solving the energy 
equation; different assumptions for this boundary condition could alter the temperature profile. In 
this section it is intended to demonstrate the effects of a parallel electric field on the characteristics 
o f the ionosphere.
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Figure 5.9 Altitude profiles of electron density and temperature for the different 
magnitudes of electric field: polarization field only (solid lines); polarization field 
and 10 fj.V/m (dotted lines); polarization field and 20 fiM!m (dashed lines); polar­
ization field and 30 /iV/m (chain-dotted lines).
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5.2 Ionospheric Conductivities
The conductivity of the ionosphere plays a critical role in magnetosphere-ionosphere cou­
pling, where field-aligned currents feed the ionospheric system of electric fields and currents. 
Conductivity also links the thermospheric wind system to ionospheric electric fields. Several 
large-scale models require ionospheric conductivities as input, e.g. the global thermospheric 
neutral response to ion drag and Joule heating [Fuller-Rowell et al., 1983; Roble and Ridley, 
1987]; studies of the dynamics of magnetosphere-ionosphere coupling [Lysak and Dum, 1983]; 
the inversion of magnetometer data to obtain ionospheric electric fields [Kamide etal., 1981] and 
ionospheric convection models [ Rasmussen and Schunk, 1987].
The ionospheric Hall, Pederson and parallel conductivities usually are derived from height 
profiles of the electron density using well known formulae that contain the collision and gyrofre- 
quencies [Vickrey et al., 1981; Brekke et al., 1988]. The electron density may be measured from 
the ground (ionsondes, incoherent backscatter radars) or in situ by means of rocket experiments. 
A less direct way to derive the electron density is to assume local equilibrium between ionization 
and recombination [Rasmussen etal., 1988] and to calculate the ionization rate from observations 
of particle precipitation [e.g. Rees, 1963].
Unlike most other models that use parameterizations, the time varying auroral model self- 
consistently solves the electron transport equation, ion continuity equations, and ion and electron 
energy equations, yielding the electron density and temperature which allows study of the iono­
spheric conductivity resulting from auroral precipitation.
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5.2.1 Profiles of Ionospheric Conductivities
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Formulae for the height dependent ionospheric Hall, Pederson and parallel conductivities 
can be found in standard textbooks on ionospheric physics [ see for example Rees, 1989, p. 203]. 
The collision frequencies in the formulae are adopted from Banks [1973]. With two parameters 
which can be inferred from auroral images, the total energy flux and the characteristic energy of 
auroral electron precipitation, the ionospheric conductances can be derived [Lummerzheim et al., 
1991]. Robinson et al. [1987] has shown that conductances derived by assuming Maxwellian 
energy distributions for the auroral electron flux yield good estimates of experimentally derived 
values. Electron transport calculations have been carried out with synthetic electron spectra of 
Maxwellian distribution plus a power law (e-2 ) at lower energies as input at the upper boundary to 
represent precipitating auroral electrons, consistent with many observation and theoretical results 
[Opal et a l, 1971; Evans, 1974; Pulliam et al., 1981]. The altitude distribution o f the Pederson 
and Hall conductivities depends on solar activity [Brekke et al., 1988]. In the present calculation 
an Fxo.7 solar activity index of 150 and an Ap index of 30 are assumed. The MSIS-90 neutral 
atmosphere [Hedin, 1991] at 60° N, 200° E for northern winter is adopted.
Precipitating energetic electrons ionize the neutral atmosphere and heat ambient electrons 
and ions. By running the time varying model with the same input parameters as adopted in Chap­
ter 4, the dependence of the conductivities on energy flux and characteristic energy is investigated. 
The response of the ionosphere to auroral precipitation is shown in Figure (5.10). The hard auro­
ral precipitation penetrates deeper into the atmosphere enhancing the electron density while the 
soft electron flux is more efficient in raising the electron temperature at higher altitudes.
The Hall and Pederson conductivities associated with the electron density and temperature 
profiles illustrated in Figure (5.10) are computed and shown in Figure (5.11). While the Hall 
conductivity is negligible small above 300 km, a minor contribution of Pederson conductivity to
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Electron Temperature
Temperature K
Figure 5.10 The electron density profiles (top) and the electron temperature 
profiles (bottom) for three different characteristic energies and the same incident 
energy flux of 1.5 erg cm-2  s- 1 .
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the Pederson conductance is observed up to 500 km. Details of the height profiles of the Hall and 
Pederson conductivities depend on the characteristic energy of the auroral precipitation. At high 
ionospheric levels where electron-ion collisions become important, the temperature dependence 
o f the electron-ion collision frequency enhances the parallel conductivity of the 1 keV case, shown 
in Figure (5.11).
5.2.2 Hall and Pederson Conductances
The dependence of conductance on the characteristic energy and the incident energy flux of 
auroral precipitation has been examined. By integrating the Hall and Pederson conductivities, the 
Hall and Pederson conductances, shown in Figure (5.12), are computed for an incident energy 
flux from 0.5 to 27.5 erg cm-2 s -1 and a characteristic energy from 0.5 to 10 keV.
The conductances are normalized with respect to the power of the incident energy flux, 
(where the incident energy flux ein is given in units of erg cm-2 s -1 ). The exponent a , shown in 
Figure (5.13), varies with characteristic energies and the average is 0.55 for both Hall and Peder­
son conductances rather than 0.5 for most equilibrium calculation [Vickrey et a i ,  1981; Robinson 
et a l,  1987], Figure (5.14) displays the normalized (to 1 erg cm-2 s-1 ) Hall and Pederson con­
ductances versus characteristic energy. As expected, soft electron fluxes produce ionization at 
higher altitudes, and therefore the Pederson conductance is larger than the Hall conductance. As 
the characteristic energy of the electron precipitation increases, energetic electrons reach to lower 
altitudes in the atmosphere leading to a larger Hall conductance.
The relationship between the Hall and Pederson conductance ratio and the characteristic 
energy of precipitating electrons has been studied. The results for two different magnitudes of 
incident energy flux are displayed in Figure (5.15). The Hall and Pederson conductances are 
dependent not only on the characteristic energy but also on the incident energy flux. Figure (5.15)
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Conductivity (mho m'1)
Figure 5.11 The Pederson conductivity profiles (top), the Hall conductivity (mid­
dle) and the parallel conductivity (bottom) for the auroral inputs shown in Figure 
(5.10).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
100
Hall C on d u ctan ce
E_chara. [eV]
P ed erso n  C on d u ctan ce
E_chara. [eV]
Figure 5.12 The Hall conductance (top) and the Pederson conductance (bot­
tom) versus the characteristic energy of precipitating electrons for different inci­
dent energies (erg cm-2 s-1 ).
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Figure 5.13 Normalization coefficient versus the characteristic energy of precip­
itating electrons.
H & P Conductances
Echare.
Figure 5.14 Normalized Hall and Pederson conductances versus the character­
istic energy of precipitating electrons.
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also shows a comparison between the results obtained in this work and the theoretical results of 
Rasmussen et al. [1988] and the empirical models of Wallis and Budzinski [1981] and Robinson 
etal. [1987].
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Figure 5.15 The Hall/Pederson conductance ratio as a function of characteristic 
energy of a Maxwellian spectrum of auroral electron precipitation. Results are 
shown for two energy fluxes using the present model calculations and comparison 
is made with the results of other investigators.
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CH A PTER 6 
Summary and Conclusions
Three systems — the solar wind, the magnetosphere, and the ionosphere — interact, trans­
mitting and transforming the solar-wind energy into a variety o f auroral phenomena, and even­
tually depositing most of it in the ionosphere. A number o f  major processes act simultaneously 
within the natural aurora: particle precipitation, perpendicular and parallel electric fields, en­
hanced thermospheric winds, ionized and neutral particle heating, and ion flow to or from the 
magnetosphere. Aurorally associated charged particle precipitation into the Earth’s atmosphere 
produces substantial enhancements or perturbations in several ionospheric and atmospheric pa­
rameters such as ionization, excitation and thermal effects. In turn, aurorally produced changes 
in atmospheric/ionospheric parameters cause perturbations to the distribution of the precipitating 
particles. Due to the complexity of auroral activity, it is difficult to develop a complete three­
dimensional model to address every aspect of the coupled system. In order to acquire a better 
understanding of the physical processes that operate, it is advantageous to examine the effects of 
each auroral input separately. The objective of this thesis is the development of a one-dimensional 
self-consistent time varying auroral model for understanding the auroral phenomena in terms o f 
ionospheric properties.
In the atmosphere and ionosphere elastic and inelastic collisions dominate the processes that 
govern the phase space distribution of energetic particles as well as the ion composition and den­
sity and the plasma temperature. Therefore, the coupled electron transport, ion continuity, and 
electron and ion energy equations are solved self-consistently. Amongst the underlying physical 
processes in the coupled system, the polarization electric field has a major role in self-consistency, 
and represents the baseline value of parallel electric field in the topside ionosphere. Numerical
103
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results show that the principal contribution to the polarization field is from the gradient of the 
electron density, that the field is in the upward direction above about 250 km, and is enhanced 
during auroral bombardment. Basically, there are two components to the electric field, a polar­
ization field and a field due to current flowing in a region of finite conductivity. The upward 
directed parallel electric field generated by the properties of the ambient electron gas and the 
field aligned currents, in turn, accelerates the downward moving electrons and decelerates the 
upward moving component, as well as acting on the thermal electrons and ions. However, Pois- 
son’s equation which couples the electric field with the charge density is not included. Therefore, 
a self-consistent electric field due to a current of magnetospheric origin can not be adopted. For 
the purpose of this study, it is assumed that an arbitrary, but reasonable value electric field is 
maintained by the field aligned auroral currents in the vicinity of an auroral arc, such that the 
electric field term is always a minor acceleration source in the transport equation and has no di­
rect influence on the ion and electron continuity and energy equations. The precipitating electrons 
are affected by this field. These electrons constitute the major heat source for the ambient ther­
mal electrons and it is to be expected that a parallel electric field will thus influence the electron 
temperature. Joule heating from parallel electric fields of the magnitude adopted here is much 
smaller and the direct effect of such fields on the thermal electron population is neglected.
In this thesis an electric field acceleration term and a converging magnetic field term are 
introduced into the collisional electron transport equation, which is derived from the Boltzmann 
equation. The new electron transport code, which computes the evolution of the electron intensity 
as a function of altitude, energy, and pitch angle as the stream penetrates into the inhomogeneous 
atmosphere, is developed and discussed in Chapter 2. The feedback effects generated by the 
properties of the ambient electron gas and the polarization field are investigated. The numerical 
calculations have been carried out for an auroral event representing an external flux source and for 
a solar case representing an embedded source of photoelectrons. Reasonable agreement is found
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between results of the present transport calculation and results of previously published transport 
calculations. It is noted that field effects are important when electrons experience a significant 
change in energy and/or momentum in a mean free path between collisions. Computations in­
dicate that electric fields are most effective in perturbing the low energy(e <  50 eV) component 
of the electron distribution function. Electric and magnetic fields of the magnitude investigated 
in this work perturb the distribution functions at altitudes above about 250 km but not below. 
The upward directed polarization electric field (above 250 km) and the field due to field aligned 
currents accelerate the downward electron flux and decelerate the upward component, thus lead­
ing to a steepening of the downward energy distribution as well as a flattening of the upward 
component. The inhomogeneous magnetic field produces anisotropies in the angular distribution 
of the electron intensity that result in perturbations of the high energy component of the electron 
distribution function. Even modest values of field aligned electric fields perturb the electron tem­
perature in the topside ionosphere. The electron temperature can increase or decrease, depending 
on the magnitude of the low energy omnidirectional electron flux. Excited states of atoms and 
molecules with electron impact cross section that maximize at low energies are expected to be 
enhanced by the presence of parallel electric fields.
A new ionchemistry model is developed and the coupled time-dependent diffusion equa­
tions are derived in Chapter 2. The distribution of the two major ions, 0 + and H+ , is governed 
by ambipolar diffusion along the magnetic field, while the minor ions are asummed to be in pho­
tochemical equilibrium with the major ions. The dynamics and compositions of the thermosphere 
are influenced by the temperature structure and by the temperature dependence of the transport 
coefficients. The energy equations for electrons and ions are therefore coupled with the continu­
ity equations. The coupled electron and ion energy equations are derived, in which major heat 
sources and sinks are included: energetic electrons, perpendicular electric fields, heat flow from 
the magnetosphere, Coulomb collisions and elastic and inelastic collisions. The computational
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problem is simplified by using physical arguments based on different time scales and altitudes. 
The diurnal variation of the ionosphere during non-auroral conditions is presented and the re­
sponse of the ionosphere to auroral precipitation is computed. The dynamical response of the 
ionosphere and atmosphere to auroral precipitations is dependent upon the characteristic energy, 
flux magnitude and time history of the precipitation. A soft auroral spectrum affects primarily 
the ionospheric F-region producing changes in electron and ion densities and temperatures. As 
the particle spectrum hardens, the ionospheric effects occur at lower altitude. It is shown that 
the ionospheric and atmospheric response is greater for night-time aurora than daytime aurora 
because during the day the aurora is superimposed upon a larger background electron density, 
maintained by solar EUV radiation. As discussed earlier, a three-dimensional model is needed for 
a self-consistent analysis of the dynamics and compositions of the major neutral gas constituents. 
To improve the present model and to better explain the observations, there are a number of exten­
sion of this work that can be carried out, based on the general framework of this model: adding 
a vertical wind into the ambipolar diffusion term and including the diffusion of the minor neu­
tral constituents N(2D), N(2S) and NO. It is also possible to study the auroral emissions which 
are generated when excited atoms and molecules due to the incident energetic electrons decay to 
lower states. Emission rates also depend on chemical reactions and on radiative de-excitation.
A theoretical conductivity model, based on the time varying auroral model, is developed. 
The properties of Hall and Pederson conductances are discussed as a function of characteristic 
energy and energy flux. Good agreement with existing theoretical and empirical results is found. 
It is noted that as the Hall and Pederson conductances depend on the characteristic energy as well 
as the energy flux, the Hall to Pederson conductance ratio is also a function of both parameters. 
To complete the study of ionospheric conductivity, the Hall and Pederson conductivity of the 
quiet time auroral ionosphere can be investigated with the present model as a function of the 
F10.7 solar flux and the solar zenith angle.
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In summary, the present study of the self-consistent time varying auroral model provides a 
theoretical explanation for the response of the ionosphere to auroral precipitation. The parallel 
electric field affects the energy distributions of auroral electrons and photoelectrons as well as 
the temperature of the ambient electron gas.
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APPENDIX A 
Details of the Derivation of the Quartic Equation
It is assumed that in the ionosphere 0 + and H+ are the dominant diffusing ions and N+, 
O f, N f  and NO+ are the minor ions which are in photochemical equilibrium with the 0 + and 
H+ distributions. From the chemistry specified in Table (2.1), the production and loss terms of 
O2", Nj" and NO+ are equated.
Production and loss terms of are
=  D
L n + = (E  + a 2n e) n ( N f )
Therefore then
(A.1)
where
D = 73n (0 + (2D))n(N2) +  767i(0 2+(a4n ))n (N 2) +  79n (0 + (2P))n(N 2) +  7, ^  
E  =  74n (0 )  +  75n (0 2) +  7 i8n(NO) +  7 i9ti(0 )
Production and loss terms of are
Po t  = H n( N+) +  B  
L 0 + = (C + a in e)n (O f)
Therefore
(A. 2)
where
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B  =  7 2 « (0 + (4S ))n (0 2) +  7 7 7 i(0 j(a 4II))ra(0) -f-7iiJz(N+ )7 i(02)
+  7 22n (0 + (2D ))n (0 2) +  733n (N + )7 i(02) +  A87i(0+ (a4II)) +  r f i *
C  =  7sti(N 2) +  7 157i(NO) +  7 i6 n (N (4S )) +  7i7ra(N(2D ))
H  =  7 5n (0 2)
Production and loss terms of NO+ are
PAro+ =  A  +  F n (  O } )  +  G n(N +)
L n o + =  a 37ien(NO + )
Therefore
+ = ^  + f n ( 0 ? )  + G n(N ^)
a 3ne v '
where
A  =  7 l n ( 0 + ( 4S))n(N2) +  7i0n(N +)n(O j) +  721n ( 0 + ( 4S ))n (N 0)  +  
F  =  78n(N 2) +  7 i6n(NO) +  7 i6n(N)
G  =  74n (0 )  +  7 187i(NO)
In the altitude region of interest negative ions are unimportant, reducing the charge neutrality
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condition to the electron density being equal to the sum of all positive ion densities
ne[ - a 3(K E C  + D C + H D +  BE )  -  a x(AE  +  GD) -  a 2(AC  +  F B )\
=[ACE  +  D B F  + B E F  + CDG]
With the definitions
o0 = - A C E  -  D H F  -  B E F  -  CDG
ax =  - a 3(K E C  + DC + H D  + B E ) -  a x( A E  +  GD)  -  a 2(A C  +  F B )
= a 3(EC  -  a \ K E  — a 2K C  -  a xD -  a 2B)  -  a xa 2A
a3 =  a 3(a 2C + a xE  -  a xa 2K)
04 =  a ia 2 £ * 3  
equation (2.28) is obtained
ne = n (0 + ) +  n(H+ ) +  n(N+) +  n(N+) +  n(O ^) +  n (N 0+ ) {AA)
Substituting the equations (A. I), (A.2), and (A.3) into (A.4) and setting
K  =  n (0 + ) +  n(H+) +  n(N+ )
it yields
E  +  a 2ne (C + a xn e) a 3n e (A. 5)
Ordering the terms in powers of ne gives:
T^[a1a 2a 3]+
n\[a3{a2C + a xE -  a xa 2K)\+
n*[a3(E C  — a xK E  — ol2K C  — a xD — cl2B) — aiC£2.A]-F (A. 6)
04Tig + "i" "I" al n e 4" Oq =  0 (A .7)
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