Introduction {#Sec1}
============

Social contagion processes are everywhere range from the spread of health behavior to the diffusion of new products and the spread of innovation^[@CR1]--[@CR5]^. Uncovering the spreading mechanisms of different social contagions could help us predict and control contagion dynamics^[@CR6]--[@CR8]^. Many successful models for revealing spreading mechanisms have been proposed, and they have found that dynamic processes and critical phenomena are affected by both spreading mechanisms and network topologies^[@CR7],\ [@CR9]--[@CR11]^. Among these spreading mechanisms, social reinforcement plays an important role in social contagions (e.g., the spread of a behavior) but does not exist in biological contagion (e.g., the spread of a disease)^[@CR12]--[@CR17]^. In biological contagion, the agents moving out of the susceptible state may move into the latent period before becoming infectious with incorporating the host death^[@CR18]^. An example of social reinforcement is when a decision made by an individual is affected by the attitudes of neighboring individuals. Watts proposed a threshold model that includes social reinforcement in which an individual becomes active only when a certain fraction of neighboring individuals are in the active state^[@CR19]^. Using extensive simulations and percolation theory, Watts found that social reinforcement causes the fraction of nodes in the active state versus the average degree to first increase continuously and then decrease discontinuously. Majdandzic and his colleagues found that social reinforcement induces a phase flipping (i.e., hysteresis loop) phenomena that explains some phenomena in real economic networks^[@CR20],\ [@CR21]^. Recently Wang *et al*. proposed a non-Markovian behavior spreading model to study the effects of social reinforcement and found that the final adoption size versus the transmission probability can change from discontinuous to continuous^[@CR22]--[@CR24]^.

Recently, Iyengar *et al*. studied a real-data about the adoption of a new drug, which also belongs to social contagions^[@CR25]^. For a period of 17 months they investigated how lunch-time interactions between physicians in three cities---Los Angeles, New York City, and San Francisco---affected their adopting the use of a new drug. They first placed physicians in the susceptible stage (i.e., the physicians have become aware of the drug but have not adopted its use). They found that whether a physician moves into the trial and then into the adoption stage is strongly influenced by the level of social reinforcement provided by peer influence. Their results indicate that the trial stage is existed in the social contagions. Aiming to analyze and control the phenomenon of drug abuse in Italy, Di Clemente *et al*. studied a multi-stage process of drug abuse with considering agents' ages, death and birth, overdose, budget and social environment^[@CR26]^. However, we still can not understand the microcosmic spreading mechanisms of social contagions.

In this paper we propose a susceptible-trial-adopted-susceptible (STAS) model to investigate social contagions on complex networks in which an individual in the susceptible state passes through a trial state prior to reaching the adopted state or directly reaches the adopted state. Specifically, an individual in the susceptible state enters the trial state only when their received information about the social contagions (short as 'information' in the following text) from neighbors exceeds a given trial threshold, and an individual in the trial state enters the adopted state only when their received information from neighbors exceeds another given adoption threshold. Through extensive simulations and theoretical analyses, we discover the presence of a hysteresis loop. The size of adopted state increases discontinuously as a function of the probability of information transmission, and the size of the trial state exhibits a non-monotonic pattern. Finally we find that heterogeneity does not qualitatively affect the results.

Results {#Sec2}
=======

We propose a generalized susceptible-trial-adopted-susceptible (STAS) threshold model^[@CR19]^ to investigate social contagions in uncorrelated complex networks. For simplicity, we call the object that spreading as 'behavior', which can be used to represent 'healthy behavior', 'new products', 'innovation', etc. Each individual in this model is in either the susceptible, trial, or adopted state. An individual in the susceptible state may receive the information about the behavior (short as information) but has not yet reached the trail or adoption thresholds. An individual in the trial state is accepting the behavior temporarily and is willing to transmit information to susceptible neighbors. An individual in the adopted state has adopted the behavior and can transmit the information to neighbors in the susceptible and trial states.

We use the discrete updating method to renew the states of individuals^[@CR27],\ [@CR28]^. Initially a random fraction of *ρ* ~0~ and *ξ* ~0~ individuals are in the adopted and trial states, respectively, and the remaining individuals are in the susceptible state. At each time step individuals in the trial and adopted states transmit the information to neighbors in the susceptible state with probabilities *λ* ~*T*~ and *λ* ~*A*~, respectively. In addition, each individual in the adopted state also shares the information about social contagions with neighbors in the trial state with a probability *λ* ~*AT*~. When the number of information *m* received by a susceptible individual *i* exceeds the adoption threshold *θ* ~*A*~, i.e., *m* ≥ *θ* ~*A*~, individual *i* enters the adoption state. When *m* is between the trial threshold *θ* ~*T*~ and adoption threshold *θ* ~*A*~, i.e., *θ* ~*T*~ ≤ *m* \< *θ* ~*A*~, individual *i* enters the trial state. Similarly, when trial individual *i* in the trial state receives more than *θ* ~*AT*~ number of information they enter the adopted state. Without loss of generality, we set *θ* ~*A*~ ≥ *θ* ~*T*~ and *θ* ~*A*~ ≥ *θ* ~*AT*~ because individuals in the susceptible state are more likely to enter the trial state than the adopted state, and individuals in the trial state are more like to enter the adopted state than individuals in the susceptible state. In this model of social contagions, the social reinforcement effect is included, setting it apart from simple models of contagion. Individuals in the trial and adopted states eventually lose interest in the behavior and with probability *γ* return to the susceptible state, and thus we can set *γ* = 1.0 without any loss of generality.

To describe our proposed model we use a generalized heterogeneous mean-field method^[@CR29]^. In this theory, we assume that the networks have large network sizes, sparse edges, and no degree-degree correlations, and the contagion dynamics evolves continuously. Mathematically, the densities of susceptible, trial, and adopted individuals with degree *k* at time *t* are denoted *η* ~*k*~(*t*), *ρ* ~*k*~(*t*), and *ξ* ~*k*~(*t*), respectively. At each time step each individual is either in the susceptible, trial, or adopted states. Thus the normalization condition is *η* ~*k*~(*t*) + *ρ* ~*k*~(*t*) + *ξ* ~*k*~(*t*) = 1.

The rate at which the edges of trial individuals transmit information about social contagions to susceptible neighbors at time *t* is *ψ* ~*T*~(*t*), and$$\documentclass[12pt]{minimal}
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During short periods of time \[*t*, *t* + *dt*\] susceptible individuals can obtain information (i) from trial neighbors with a probability *ψ* ~*T*~(*t*)*dt* and (ii) from adopted neighbors with a probability *ψ* ~*A*~(*t*)*dt*. A susceptible individual *i* with degree *k* receives *m* information from trial and adopted neighbors at time *t* with a probability$$\documentclass[12pt]{minimal}
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Similarly, the probability that trial individuals with degree *k* will receive *m* information from adopted neighbors at time *t* is$$\documentclass[12pt]{minimal}
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Individuals in the susceptible state can enter the trial or adoption states. Susceptible individuals become adopted when the number of received information exceeds the adoption threshold *θ* ~*A*~, and thus the probability of susceptible individuals that become adopted is $\documentclass[12pt]{minimal}
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Similar to the evolution of the density of susceptible individuals, the increasing of *ρ* ~*k*~(*t*) equals the sum of the fraction of trial individuals who received information equal to or greater than *θ* ~*AT*~ and enter the adopted state, and the fraction of susceptible individuals who received information equal to or greater than *θ* ~*A*~ and enter the adopted state. The fraction of trial individuals with degree *k* entering the adopted state is $\documentclass[12pt]{minimal}
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In addition, the density of trial individuals increases when susceptible individuals move to the trial state when the number of information they received is equal to or greater than the trial threshold but fewer than the adopted threshold, i.e., *θ* ~*T*~ ≤ *m* ≤ *θ* ~*A*~ − 1. As stated above, some of the trial individuals move to the adopted state with a probability $\documentclass[12pt]{minimal}
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Equations ([8](#Equ8){ref-type=""})--([10](#Equ10){ref-type=""}) describe the evolution of the model. We find the density of each type of individual *X* ∈ {*η*, *ρ*, *ξ*} at a given time *t* to be$$\documentclass[12pt]{minimal}
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Numerical simulations {#Sec3}
---------------------

We now perform extensive simulations of the STAS model on random-regular (RR), Erdös-Rényi (ER), and scale-free (SF) networks. We set the network size, recovery probability, and adoption threshold to be *N* = 5,000, *γ* = 1.0, and *θ* ~*A*~ = 4, respectively. For RR and ER networks, we set the average degree 〈*k*〉 = 10. For other values of parameters, we perform extensive numerical simulations in the Supporting Information, and find that the results are not qualitatively affected. The dynamics terminate when there is no individuals in the adopted and trail states, or the time steps reach a give value *t* ~max~ = 1,000. We carry out at least 1000 independent dynamical realizations and calculate the average values.

Random-Regular networks {#Sec4}
-----------------------

Figure [1](#Fig1){ref-type="fig"} shows social contagions on RR networks with different threshold values $\documentclass[12pt]{minimal}
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                \begin{document}$${\lambda }_{c}^{{\rm{per}}}$$\end{document}$ ^[@CR30],\ [@CR31]^ separates the system into absorbing and active regions. Similar to disease spreading dynamics^[@CR29]^, a vanishingly small fraction of individuals adopt the behavior in the absorbing region, and a finite fraction of individuals adopted the behavior in the active region. Note that *ξ* first increases discontinuously to a peak when *λ* ~1~ is larger than the presence threshold $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\theta }\limits^{\longrightarrow}=(4,1,1)$$\end{document}$ for the blue ⚪ and ∇ in (**b**) and (**d**). Symbols represent simulation results and lines are theoretical predictions.

The above phenomena indicate that the system contains hysteresis loop of our proposed mathematical model in both simulations and theory. Specifically, the fraction of adopted (trial) individuals versus *λ* ~1~ depends on the initial conditions of $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{0}=(0.02,0.02)$$\end{document}$\], and a finite fraction of individuals in the adopted (trial) state for a large fraction of seeds \[e.g., $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{0}=(0.45,0.45)$$\end{document}$\]. The hysteresis phenomena in this social contagions are induced by social reinforcement. We find that the hysteresis phenomena disappears once susceptible individuals are more likely to enter the trial state \[see Fig. [1(b,d)](#Fig1){ref-type="fig"}\]. Our theory agrees well with the simulation results in most cases, and differences between theory and simulation are induced by the strong dynamical correlations among the states of neighbors and finite-size network^[@CR5]^.

We next investigate the effect of the initial condition (i.e., *ρ* ~0~ = *ξ* ~0~ = *I* ~0~) and the information transmission probability on the spreading dynamics on RR networks with $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\theta }\limits^{\longrightarrow}=(4,3,1)$$\end{document}$. Figure [2](#Fig2){ref-type="fig"} shows the values of *ρ* in the *I* ~0~ − *λ* ~1~ plane. We find that *ρ* increases with *λ* ~1~, since individuals in the network have more opportunities to get the information. Based on the values of *ρ*, the phase diagram is divided into an absorbing region (i.e., a local behavior adoption region) and an active region (i.e., a global behavior adoption region) by the critical points *λ* ~*c*~. The red line and white circles represent the theoretical and numerical critical points, respectively. We find a critical fraction of seeds, denoted $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{c}^{2}$$\end{document}$, below which no information transmission probability *λ* ~1~ can trigger a global behavior adoption since susceptible individuals have little opportunity to receive the information. When $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{c}^{2} < {I}_{0}\le {I}_{c}^{1}$$\end{document}$, the seed size markedly affects the final adoption size *ρ* and the critical points *λ* ~*c*~. Specifically, the value of *ρ* (*λ* ~*c*~) increases (decreases) with *I* ~0~ because individuals have more opportunities to receive the information, i.e., the system has a hysteresis loop in this region. When *I* ~0~ is large, i.e., when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${I}_{0} > {I}_{c}^{1}$$\end{document}$, the seed size does not affect *ρ* and *λ* ~*c*~, since few susceptible received the information and the system becomes saturated.Figure 2Color-coded of the final adoption size *ρ* from simulations versus the initial seeds *I* ~0~ and information transmission probability *λ* ~1~ with $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\theta }\limits^{\longrightarrow}=(4,3,1)$$\end{document}$. The critical points *λ* ~*c*~ separate the (*λ* ~1~, *I* ~0~) into absorbing and active regions. The symbols and lines are the numerical and theoretical predictions of *λ* ~*c*~, respectively.

We next determine the final numbers of trial and adopted individuals as a function of the transmission probabilities *λ* ~*A*~ and *λ* ~2~ = *λ* ~*T*~ = *λ* ~*AT*~, with $\documentclass[12pt]{minimal}
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                \begin{document}$$\overrightarrow{\theta }=(4,2,1)$$\end{document}$, as shown in Fig. [3](#Fig3){ref-type="fig"}. We find that *ρ* increases with *λ* ~*A*~ and *λ* ~2~ since both susceptible and trial individuals have a larger probability of adopting the social contagions \[see Fig. [3(a,b)](#Fig3){ref-type="fig"}\]. However, *ξ* first increases with *λ* ~*A*~ and then decreases for a given *λ* ~2~ \[see Fig. [3(d,e)](#Fig3){ref-type="fig"}\]. Initially susceptible individuals have a larger probability of receiving enough information about social contagions to enter trial status when *λ* ~*A*~ increases, and at first *ξ* increases with *λ* ~*A*~. However, when *λ* ~*A*~ is very large, susceptible individuals receive sufficient information to reach adoption threshold *θ* ~*A*~, and the probability that they will enter the trial state decreases, and thus *ξ* decreases. Based on the final size values, the phase diagram is divided into two regions having different critical transmission probabilities \[see Fig. [3(a,b,d,e)](#Fig3){ref-type="fig"}\]. Specifically, the presence threshold (invasion threshold) divides the plane into an absorbing region (i.e., region I) and an active region (i.e., region II) for a small (large) value of seeds, and because individuals now have a higher probability of receiving the information, the two thresholds decrease with *λ* ~*A*~. Note that the invasion threshold values are different for different seed sizes. Thus we see the hysteresis loop \[region II of Fig. [3(c,f)](#Fig3){ref-type="fig"}\]. In region II of Fig. [3(c,f)](#Fig3){ref-type="fig"}, the different seed sizes strongly affect the final trial and adoption sizes.Figure 3Color-coded simulation results of the final adoption size *ρ* (**a**--**c**) and trial size *ξ* (**d**--**f**) versus *λ* ~*A*~ and *λ* ~2~ with $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\theta }\limits^{\longrightarrow}=(4,2,1)$$\end{document}$. The seed sizes of (**a**) and (**d**) are set as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${I}_{0}=(0.02,0.02)$$\end{document}$, and the seed sizes in (**b**) and (**e**) are $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${I}_{0}=(0.45,0.45)$$\end{document}$. (**c**) The difference between the values of *ρ* in (**a**) and (**b**). (**f**) The difference between the values of *ξ* in (**d**) and (**e**). The critical points divide the *λ* ~*A*~ − *λ* ~2~ plane into different regions. The symbols and lines are the numerical and theoretical predictions of *λ* ~*c*~, respectively.

Heterogeneous networks {#Sec5}
----------------------

Figure [4](#Fig4){ref-type="fig"} shows how differing network topological parameters affect the dynamics of social contagions. Figure [4(a,c)](#Fig4){ref-type="fig"} show hysteresis phenomena in ER networks. The average degree of the ER networks in our simulation is 〈*k*〉 = 10. Similar to the phenomena in RR networks, in a small fraction of seeds there are no adopted (trial) individuals \[e.g., $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{0}=(0.02,0.02)$$\end{document}$\], *ρ* increases discontinuously with *λ* ~*c*~, and *ξ* increases discontinuously and then decreases continuously with increasing *λ* ~1~.Figure 4The numerical simulation results of the final adoption size *ρ* (**a**,**b**) and trial size *ξ* (**c**,**d**) versus different values of *λ* ~1~ with $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{0}=(0.45,0.45)$$\end{document}$ (Δ, ∇). In (**a**) and (**c**), social contagions on ER networks. In (**b**) and (**d**), social contagions on SF networks with *τ* = 2.5 (◽ and Δ) and *τ* = 3.0 (○ and ∇).

Figure [4(b,d)](#Fig4){ref-type="fig"} show the how scale-free (SF) networks affect the social contagions. SF networks are generated using the uncorrelated configuration model^[@CR32],\ [@CR33]^ with a power-law degree distribution $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$P(k) \sim {k}^{-\tau }$$\end{document}$, where *τ* is the degree exponent, *k* ~min~ = 3 and $\documentclass[12pt]{minimal}
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                \begin{document}$${k}_{{\rm{\max }}}=\sqrt{N}$$\end{document}$ are the minimum and maximum degrees, respectively. We find that network topology does not qualitatively affect hysteresis loop phenomena and the growth patterns of the trial and adopted individuals in RR networks. Figure [4(b,d)](#Fig4){ref-type="fig"} show that *ρ* and *ξ* increase continuously at both $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{0}=(0.45,0.45)$$\end{document}$ in both degree exponent *τ* = 2.5 and *τ* = 3.0. We find that because there are more hubs in heterogeneous networks, increasing the heterogeneity of the degree distribution (i.e., by using smaller values of the degree exponent) reduces the value of *λ* ~*c*~. Our suggested theory can qualitatively describe the about phenomena, the deviations between theoretical predictions and simulation results derive from the strong dynamical correlations among the states of neighbors^[@CR5]^.

Discussion {#Sec6}
==========

We have proposed a novel susceptible-trial-adopted-susceptible (STAS) model for describing the social contagions in complex networks. We use it to examine how individuals can enter a trial period prior to adopting social contagion. Based on extensive numerical simulations and generalized heterogeneous mean-field theory, we find a hysteresis loop in our particular mathematical model of social contagions, i.e., the initial conditions of the dynamics affect the final state of the dynamics. In addition, the number of individuals adopting the behavior increases discontinuously with the transmission probability of the information, but the number of individuals who enter trial status first increases discontinuously then decreases continuously. Finally, we find that network topology does not qualitatively affect the results. These results provide us with a deeper understanding of how social contagions occur on complex networks, and they enrich our knowledge of phase transitions^[@CR10],\ [@CR34]^. Furthermore, the verification of our results in real-data is an interesting research topic.

Methods {#Sec7}
=======

Determine the critical point {#Sec8}
----------------------------

Another important issue is the critical point that determines the probability of an outbreak of social contagions. For the case of random-regular networks, we obtain the critical condition^[@CR35],\ [@CR36]^ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial F(\rho ,\xi )}{\partial \xi }\frac{\partial G(\rho ,\xi )}{\partial \rho }=\frac{\partial F(\rho ,\xi )}{\partial \rho }\frac{\partial G(\rho ,\xi )}{\partial \xi },$$\end{document}$$where *F*(*ρ*, *ξ*) = *g* ~1~(*ρ*, *ξ*) − *ρ* and *G*(*ρ*, *ξ*) = *g* ~2~(*ρ*, *ξ*) − *ρ*. Numerically solving Eqs ([12](#Equ12){ref-type=""})--([13](#Equ13){ref-type=""}) and ([14](#Equ14){ref-type=""}), we find the critical transmission probabilities $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\overrightarrow{\lambda }}_{c}=({\lambda }_{A}^{c},{\lambda }_{T}^{c},{\lambda }_{AT}^{c})$$\end{document}$.
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