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NON-UNIFORM HYPERBOLICITY FOR INFINITE DIMENSIONAL
COCYCLES
M ´ARIO BESSA AND MARIA CARVALHO
Abstract. Let H be an infinite dimensional separable Hilbert space, X a compact Haus-
dorff space and f : X → X a homeomorphism which preserves a Borel ergodic measure
which is positive on non-empty open sets. We prove that the non-uniformly Anosov cocy-
cles are C0-dense in the family of partially hyperbolic f ,H - skew products with non-trivial
unstable bundles.
MSC 2000: primary 37H15, 37D08; secondary 47B80.
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1. Introduction
Let H be an infinite dimensional separable Hilbert space endowed with the inner prod-
uct 〈 , 〉, C(H) the set of linear compact operators acting in H with the uniform norm,
f : X → X a homeomorphism of a compact Hausdorff space X and µ an f -invariant Borel
ergodic measure which is positive on non-empty open subsets.
Given a family (Ax)x∈X of operators in C(H), the associated skew product over f andH
(sometimes called cocycle) is given by
F(A) : X × H −→ X × H
(x, v) 7−→ ( f (x), A(x) · v).
and so, for each x ∈ X and n ∈ N0, we have Fn(A)(x, v) = ( f n(x), An(x) · v), where (An)n∈N0
is the random sequence of linear maps defined by A0(x) = id and
An(x) = A( f n−1(x)) ◦ ... ◦ A( f (x)) ◦ A(x).
We are interested in the asymptotic properties of the sequence (((A∗)nAn(x)) 12n )n∈N, for
µ almost every point x, where A∗ denotes the dual operator of A. Under the integrability
condition
(1)
∫
X
log+ ‖A(x)‖ dµ(x) < ∞,
where log+(y) = max {0, log(y)}, Ruelle’s theorem ([11]) gives, for µ-almost every point
x ∈ X, a complete set of Lyapunov exponents of the above limit of operators and their
associated invariant eigenspaces. In the sequel, C0I (X,C(H)) will stand for the continuous
compact cocycles on H over X satisfying (1).
Reaching non-zero Lyapunov exponents is the key to attain other main informations
about the geometric properties of a dynamical system ([11]) and the core of most of the
results nowadays ([12]). In [5], the authors established generic properties of Oseledets-
Ruelle’s decompositions and corresponding sets of exponents. More precisely, they proved
that there exists a C0-residual subset R of C0I (X,C(H)) such that, for A ∈ R and µ-almost
every x ∈ X, either the limit lim
n→∞
(A(x)∗nA(x)n) 12n is the null operator or the Oseledets-
Ruelle’s splitting of A along the orbit of x is dominated (see definition 2.4). Naturally,
a dominated splitting does not prevent the existence of zero Lyapunov exponents. More-
over, in general, it is hard to remove them by a small perturbation – from [3], we know,
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for instance, that zero exponents are generic for non-hyperbolic continuous cocycles of
SL(2,R)) – but this may be due to the lack of either regularity or hyperbolicity. And, in-
deed, in [4], a Lebesgue-preserving diffeomorphism f , exhibiting a partially hyperbolic
splitting, was perturbed, in the C1-topology, to reach a positive sum of all the Lyapunov
exponents along the central direction.
To extend their strategy to the infinite dimensional setting, we had to start finding an
adequate definition of partial hyperbolicity and a way to perturb within this context so
that, while keeping invariant the sum of all the center-unstable Lyapunov exponents (our
analogue to conservativeness), the sum of the central ones increases and no longer vanishes.
Afterwards, inspired by [6] and using techniques from [7] and [5], another C0-perturbation
was performed so that each Lyapunov exponent of the central direction became different
from zero.
2. Definitions and elementary properties
This section formulates the main hypothesis on the cocycle A.
2.1. Lyapunov exponents. The following result ensures a (unique, see [9]) Lyapunov-
spectral decomposition for the limit of a random product of compact cocycles under the
condition (1).
Theorem 2.1. ([11, Corollary 2.2]) Let f : X → X be a homeomorphism and µ an f -
invariant Borel probability. If the cocycle A belongs to C0I (X,C(H)), then, for µ-a.e. x ∈ X,
we have the following properties:
(a) The limit lim
n→∞
(A(x)∗nA(x)n) 12n exists and is a compact operator L(x).
(b) Let eλ1(x) > eλ2(x) > ... be the nonzero eigenvalues of L(x) and U1(x), U2(x), ... the
associated eigenspaces whose dimensions are denoted by ni(x). The sequence of
real functions λi(x), called Lyapunov exponents of A, where 1 ≤ i(x) ≤ j(x) and
j(x) ∈ N ∪ {∞}, verifies:
(b.1) The functions λi(x), i(x), j(x) and ni(x) are f -invariant and depend in a measur-
able way on x.
(b.2) If Vi(x) is the orthogonal complement of U1(x)⊕U2(x)⊕...⊕Ui−1(x), for i < j(x)+1,
and V j(x)+1(x) = Ker(L(x)), then:
(i) lim
n→∞
1
n
log ‖An(x)u‖ = λi(x) if u ∈ Vi(x) \ Vi+1(x) and i < j(x) + 1;
(ii) lim
n→∞
1
n
log ‖An(x)u‖ = −∞ if u ∈ V j(x)+1(x).
As we are assuming that µ is ergodic, the maps i(x), j(x), ni(x) and λi(x) are constant
µ-almost everywhere and so, to evaluate them, it is enough to consider a µ-generic point.
In what follows, we will denote by O(A) the full µ measure set of points given by this
theorem. Notice that, since µ is positive on non-empty open subsets, O(A) is dense in X.
The infinite dimension of H brings additional trouble while dealing with Oseledets-
Ruelle’s decompositions because, in what follows, we will need to deal with finite-dimensional
Oseledets’ spaces. Next lemma aims at overcoming this difficulty.
Lemma 2.2. [5, Lemma 3.3] Let A be an integrable compact operator and λi(x), Ui(x) as
in Ruelle’s theorem. If λi(x) , −∞, then Ui(x) has finite dimension.
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2.2. Dominated sums.
Definition 2.1. Given f and A as above, a positive integer ℓ and a number α ∈]0, 1[, we
say that a direct sum E1(x) ⊕ E2(x), defined on an f -invariant set K, is ℓ, α-dominated, a
property we will denote by E1 ≻ℓ,α E2, if
(I) A(Ei(x)) ⊂ Ei( f (x)) for every x ∈ K.
(II) The dimension of Ei(x) is constant, for i = 1, 2.
(III) There is θ > 0 such that, for every x ∈ K and any pair of unit vectors u ∈ E2(x)
and v ∈ E1(x), one has
(III.1) ‖A(x) · v‖ ≥ θ.
(III.2) ‖Aℓ(x) · u‖ ≤ α ‖Aℓ(x) · v‖.
Condition (III.2) is a standard hypothesis of the classical concept of domination, whereas
(III.1) is an essential demand in the infinite dimensional context in order to guarantee that
Ker(A(x)) ∩ E1(x) = {~0}, for all x ∈ K. Among finite dimensional automorphisms, domi-
nation implies that the angle between any two subbundles of a dominated splitting is uni-
formly bounded away from zero – a useful property while proving, for instance, that a
dominated splitting extends continuously to the boundary of the set where it is defined.
Due to the lack of compactness of O(A) and the fact that we are dealing with compact op-
erators acting on an infinite dimensional space – so A(x) is not invertible and its norm may
not be uniformly bounded away from zero – we cannot expect such a strong statement in
our setting, unless we relate, as we have done in (III.1), domination with non-zero norms.
Definition 2.2. An ℓ, α-dominated direct sum E1⊕E2 on X is said to be the finest if, after a
non-trivial decomposition of any of these two subspaces, the sum is no longer dominated.
Given a finite dimensional dominated sum E1⊕E2 on X, a finest one exists and is unique.
But the continuation of a finest dominated sum is not necessarily finest for the perturbed
cocycle. However, the set of cocycles to whom this happens is a closed meager set ([6]) –
that is, its complement is an open and dense set, we denote by SF E1 ,E2 .
Definition 2.3. Given a positive integer ℓ and a number α ∈ ]0, 1[, a splitting E1(x) ⊕
E2(x) ⊕ · · · ⊕ Ek(x) = H , defined on an f -invariant set K, is ℓ, α-dominated if, for any
x ∈ K and every 1 ≤ i < j ≤ k, we have Ei(x) ≻ℓ,α E j(x).
The splitting we are interested in is the one corresponding to the Lyapunov subspaces
given by Ruelle’s theorem (so, under our assumptions, conditions (I) and (II) are fulfilled
a priori). In further sections we will always address to this specific decomposition.
Definition 2.4. The Oseledets-Ruelle’s decomposition in O(A) is said to be ℓ, α-dominated
if there are a positive integer ℓ and a number α ∈ ]0, 1[ such that, for each x ∈ O(A), we
may rewrite this decomposition as a direct sum of k subspaces, say E1(x) ⊕ E2(x) ⊕ · · · ⊕
Ek(x) = H so that:
(1) For all i ∈ {1, 2, · · · , k}, the dimension of Ei(x) is independent of x ∈ O(A).
(2) For all x ∈ O(A) and every i < j, we have Ei(x) ≻ℓ,α E j(x).
Notice that, by definition, a dominated Oseledets-Ruelle’s decomposition respects the
order of the Lyapunov exponents: for instance, E1 is associated with a finite number of the
first (biggest) Lyapunov exponents.
The main properties of the domination in finite dimensions may now be conveyed to a
dominated Oseledets-Ruelle’s decomposition
x ∈ O(A) 7→ E1(x) ⊕ E2(x) ⊕ · · · ⊕ Ek(x)
of any infinite-dimension cocycle.
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Lemma 2.3. [5, Lemma 3.4] Partial inverses
Take x in O(A) and consider the first m Lyapunov exponents, say λ1 > λ2 > ... > λm,
and E1(x) = U1(x)⊕U2(x)⊕ ...⊕Um(x) the corresponding subspace. If λm > −∞, then the
restriction of the operator A(x) : E1(x) → E1( f (x)) is invertible and A−1f (x) is compact.
Lemma 2.4. [5, Lemma 3.6] Transversality
There exists a constant γ ∈ ]0, π2 ] such that, for any x ∈ O(A) and any disjoint subsets I
and J of {1, 2, · · · , k}, the angle between ⊕
i∈I
Ei(x) and
⊕
j∈J
E j(x) is bigger than γ.
Lemma 2.5. [5, Proposition 3.5] Extension to the closure
An ℓ, α-dominated Oseledets-Ruelle’s decomposition may be extended continuously to
an ℓ, α-dominated splitting over the closure of O(A).
In the sequel, we will assume that the Oseledets-Ruelle’s decomposition associated to
A and defined in O(A) has been so extended to X.
Lemma 2.6. [8, Appendix B] Persistence
A dominated splitting persists under C0-small perturbations of the cocycle within C0I (X,C(H)).
That is, given an infinite cocycle A with an ℓ, α-dominated Oseledets-Ruelle’s decompo-
sition and an ǫ ∈ ]0, α[, there is δ > 0 such that, if ‖B−A‖ < δ, then the Oseledets-Ruelle’s
decomposition of B is ℓ, (α − ǫ)-dominated and its subbundles have the same dimensions
of the initial dominated splitting.
2.3. Partial hyperbolicity.
Definition 2.5. A cocycle A ∈ C0I (X,C(H)) with an extended Oseledets-Ruelle’s decom-
position is said to be partially hyperbolic if, for any x ∈ X, this splitting may be rewritten
as a direct sum of three subspaces, say Eux ⊕ Ecx ⊕ E sx = H , and there are ℓ ∈ N, α ∈ ]0, 1[
and β ∈ ]0, 1[ such that:
(1) Eux contains only Oseledets’ subspaces associated to positive Lyapunov exponents.
(2) Ecx contains the sum of all the Oseledets’ subspaces associated to zero Lyapunov
exponents.
(3) E sx contains only Oseledets’ spaces corresponding to negative Lyapunov exponents
and includes the sum of all those spaces determined by Lyapunov exponents equal
to −∞.
(4) Eu ≻ℓ,α Ec and Ec ≻ℓ,β E s.
Thus, the dynamics along Eu (respectively E s) is strongly expanding (resp. contracting),
while the weaker forms of expansion or contraction are gathered inside Ec. Notice that,
from Lemma 2.2, we deduce that if A is a partially hyperbolic cocycle, then Eu and Ecu :=
Eu ⊕ Ec are finite-dimensional.
Definition 2.6. If, besides being partially hyperbolic, no Lyapunov exponent of A is zero,
we say that the cocycle is non-uniformly Anosov1.
Example 1: Let A ∈ C0I (X,C(H)) be the constant cocycle given by
A(e1, e2, ..., en, ...) =
(
2e1, e2,
e3
3 , ...,
en
n
, ...
)
,
where B = {en}n∈N is a orthonormal basis of H . The eigenspaces are one-dimensional and
generated by the elements of B with eigenvalues 2, 1 and, for n ≥ 3, σn = 1n , respectively.
Thus, for each n ∈ N, the Lyapunov exponents are equal to log(2), 0 and, for n ≥ 3,
λn = − log(n). This cocycle is ℓ, α-partially hyperbolic with ℓ = 1, α = 16 , β = 13 ,
Eux = 〈e1〉, Ecx = 〈e2〉 and E sx = 〈B \ {e1, e2}〉.
1This nomenclature was, to our knowledge, first used in cf. [2]
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From Lemma 2.6, we conclude that
Corollary 2.7. The set PH of partially hyperbolic cocycles is C0-open in C0I (X,C(H)).
2.4. Center-unstable metric entropy. It is known ([10]) that, for µ-almost everywhere x
in O(A), we have
(2) lim
n→∞
1
n
log | det(An(x))|Eux | =
d∑
i=1
λini,
and
(3) lim
n→∞
1
n
log | det(An(x))|Ecux | =
D∑
i=1
λini,
where ni is the dimension of U i(x), λu and λc represent Lyapunov exponents in Eux and Ecx,
and d and D are the dimensions of Eux and Ecux , respectively. From now on, to simplify the
notation, O(A) also stands for this full µ measure set in O(A).
If the map x ∈ O(A) → log | det(A(x))|Ecu | is µ-integrable, then, by Birkhoff’s ergodic
theorem, the latter sum is equal to
D∑
i=1
λi = lim
n→∞
1
n
log | det(An(x))|Ecux |
= lim
n→∞
1
n
log
[
| det(A( f n−1(x))|Ecuf n−1(x) | × · · · × | det(A(x)|Ecux |
]
= lim
n→∞
1
n
n−1∑
i=0
log | det(A( f i(x))|Ecuf i (x) | =
∫
X
log | det(A(x)|Ecux |dµ(x),
which, in case the bundle Ecu is associated only with non-negative Lyapunov exponents, is
the classical formula for the metric entropy. This motivates the following concept.
Definition 2.7. The µ – center-unstable metric entropy of a partially hyperbolic cocycle
A over f is given by
(4) ~µ(A) :=
D∑
i=1
λini.
3. Statement of the results
We say that a partially hyperbolic cocycle in C0I (X,C(H)) has non-trivial unstable bun-
dle if, for any x ∈ X, the unstable space Eux does not reduce to {~0}.
Theorem 1. Let A ∈ C0I (X,C(H)) be a partially hyperbolic cocycle with a non-trivial
unstable bundle and such that ∑ nc,A λcA = 0. Then, for any ǫ > 0, there exists a cocycle
B ∈ C0I (X,C(H)) verifying:
(a) B is partially hyperbolic.
(b) B is ǫ - C0-close to A.
(c) ~µ(B) = ~µ(A).
(d) ∑ nc,B λcB > 0.
The perturbation needed for this result will diminish the strength of the expansion along
Eu while keeping the center-unstable entropy invariant, so the sum of all the central Lya-
punov exponents will have to increase. However, if D − d > 1, this sum may still have
terms equal to zero. To remove them, we need another perturbation that makes all these
summands essentially equal without destroying the positiveness of the sum.
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Theorem 2. Let B ∈ C0I (X,C(H)) be a partially hyperbolic cocycle with a non-trivial
unstable bundle and such that ∑ nc,B λcB , 0. Then, for any ǫ > 0, there exists a non-
uniformly Anosov cocycle C ∈ C0I (X,C(H)) which is ǫ- C0-close to B.
Corollary 1. Non-uniformly Anosov cocycles are C0-dense in the subset of partially hy-
perbolic ones with non-trivial unstable bundles.
Example 2: Consider again the cocycle A of Example 2.3. Given ǫ ∈ ]0, 12 [, take the
cocycle C defined by
C(e1, e2, ..., en, ...) =
(
2e−ǫe1, eǫe2,
e3
3 , ...,
en
n
, ...
)
.
Then C is partially hyperbolic with respect to the splitting of A, ‖C − A‖ < ǫ, ~µ(C) =
[log(2) − ǫ)] + (ǫ)] = ~µ(A) and 0 = λcA < λcC = ǫ.
4. Sketch of the proof
Let A ∈ C0I (X,C(H)) be a partially hyperbolic cocycle and an extended Oseledets-
Ruelle’s decomposition Eu ⊕ Ec ⊕ E s = H , such that, for any x ∈ O(A), the space Eux,A is
non-trivial with dimension d and the dimension of Ecux is D. Then:∑
nc,A λ
c
A , 0  proceed to section 5.2.∑
nc,A λ
c
A = 0  go to section 5.1 and, with the result, head for section 5.2.
5. Perturbation lemmas
5.1. Perturbation on the center-unstable space. We will start showing how to perturb a
partially hyperbolic cocycle in order to increase the sum of the Lyapunov exponents along
the central directions without changing the center-unstable entropy invariant.
Let B(x, r) = {y ∈ X : dist(x, y) < r} denote the ball centered at x with radius r > 0.
Recall that, as µ is ergodic and positive on nonempty open sets, there is a residual subset
of X whose elements have dense orbits by f .
Lemma 5.1. Let A ∈ C0I (X,C(H)) be a partially hyperbolic cocycle with D = dim(Ecu)
and ∑ nc,A λcA = 0. Fix a point p ∈ O(A) with dense orbit, an r > 0 and an ǫ > 0 small
enough. Then there exist δ > 0 and a cocycle B ∈ C0I (X,C(H)) such that B is positive and
(i) B(x) = A(x) if x ∈ X \ B(p, r).
(2i) B(x) · vsx = A(x) · vsx, ∀ vsx ∈ E sx,A and ∀ x ∈ X.
(3i) B(x) · vx = A(x) · Rx · vx, ∀vx ∈ Ecux,A and ∀x ∈ B(p, r), where Rx belongs to the
space SO(D, Ecu
x,A) of rotations in SL(D,R).
(4i) ‖A − B‖ ≤ ǫ.
(5i) ~µ(B) = ~µ(A).
(6i) ∑ nc,B λcB > 0.
Proof. Let ηp : X → R be a continuous map such that |ηp(·)| ≤ 1, ηp(x) = 0 if dist(x, p) ≥ r
and ηp(x) = 1 if dist(x, p) ≤ εr, for a chosen ε ∈]0, 1[.
Take δ := ǫ ‖AEcu ‖−1 (see Lemma 2.3) and consider an isotopy Φ : [0, 1] → SO(D,R)
such that 0 < ‖id − Φ‖ ≤ δ, Φ(0) = id and Φ(1) is a rotation centered at p, δ-C0-close to
the id but different from it.
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Given x ∈ X, we may write each vector vx of Hx = H in a unique way as vx = vsx + vcux ,
where vsx ∈ E sx,A and v
cu
x ∈ Ecux,A. Fixing now r > 0 and B(p, r), define the cocycle B by
B(x) · (vx) = A(x) · (vsx) + A(x) ◦ Φ[ηp(dist(p, x))] · (vcux ).
Notice that, by construction, the spaces E s
x,A and Ecux,A are B-invariant for all x ∈ X.
And, as, for all x ∈ X, the map Φ[ηp(dist(p, x))] is a mere rotation acting in Ecux,A, we have
E s
x,A = E
s
x,B and E
cu
x,A = E
cu
x,B. However, for any point x whose orbit visits B(p, r), the
dynamics along Ec
x,A and Eux,A changes after the perturbation.
Items (i), (2i) and (3i):
Clearly the cocycle B satisfies these properties.
Item (4i):
This follows directly from the choice of δ, since
‖A − B‖ = sup
x∈X
‖A(x) − B(x)‖ = sup
x∈X
sup
v∈H : ‖v‖=1
‖A(x).v − B(x).v‖
= sup
x∈X
sup
v∈H : ‖v‖=1
‖A(x).vcux − A(x) ◦ Φ[ηp(dist(p, x))] · vcux ‖
≤ ‖A‖ ‖id − Φ‖ ≤ ‖A‖ δ = ǫ.
Therefore, if ǫ is small enough, then B has positive norm. Moreover,
∫
X
log+ ‖B(y)‖ dµ(y) ≤
∫
X
log+ ‖A(y)‖ dµ(y) + ǫ < ∞.
And so, in particular, B has an Oseledets-Ruelle’s decomposition on a set O(B). The per-
turbation used ensures that this splitting is made of subspaces E sB = E
s
A, and E
c
B, E
u
B whose
dimensions, if δ is small enough, are equal to the corresponding ones of A because these
two finite dimensional bundles vary continuously with the cocycle (as asserted in section
4 of [11]). So, on the full µ measure set O(A) ∩ O(B), E sB ⊕ EcuB = E sA ⊕ EcuA . Moreover,
Corollary 5.2. The splitting H = E sB ⊕ EcuB = E sA ⊕ EcuA is ℓ, ρ-dominated for B, with
ρ = 1+α2 .
Proof. Denote by E1 and E2 the spaces EcuB = EcuA and E sB = E sA, respectively. By con-
struction of B, conditions (I) and (II) of Definition 2.1 are satisfied in O(B).
By assumption, there is θ > 0 such that, for every x ∈ O(A) and any unit vector v1 ∈
E1(x), one has ‖A(x) · v1‖ ≥ θ. Then, if ǫ < θ2 , we have
‖B(x) · v1‖ = ‖(B − A)(x) · v1 + A(x) · v1‖ ≥ ‖A(x) · v1‖ − ‖(B − A)(x) · v1‖ ≥ θ − ǫ ≥ 12θ.
As ‖A− B‖ < ǫ, we know that ‖B‖ ≤ ‖A‖+ ǫ and that, for any m ∈ N, there is a constant
Km > 0, depending only on m, ‖A‖ and ǫ, such that
‖Am − Bm‖ < ǫKm.
Therefore, given x ∈ O(A) and unit vectors v1 ∈ E1(x) and v2 ∈ E2(x), if
ǫ ≤
1
2Kℓ
1 − α
1 + α
(
θ
2
)ℓ
,
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then
‖Bℓ(x) · v2‖ = ‖(Bℓ − Aℓ)(x) · v2 + Aℓ(x) · v2‖
≤ ‖(Bℓ − Aℓ)(x) · v2‖ + ‖Aℓ(x) · v2‖
≤ ǫKℓ + α ‖Aℓ(x) · v1‖
≤ ǫKℓ + α ‖(Aℓ − Bℓ)(x) · v1‖ + α ‖Bℓ(x) · v1‖
≤ (1 + α)Kℓ ǫ + α ‖Bℓ(x) · v1‖
≤
1 − α
2
(
θ
2
)ℓ
+ α ‖Bℓ(x) · v1‖
≤
1 − α
2
‖Bℓ(x) · v1‖ + α ‖Bℓ(x) · v1‖
= ρ ‖Bℓ(x) · v1‖.

Item (5i):
AsΦ[ηp(dist(p, x))] belongs to SO(D, Ecux,A) and Ecux,B = Ecux,A, if z belongs toO(A)∩O(B),
we have
~µ(B) = lim
n→∞
1
n
log | det Bn(z)|Ecuz,B | = limn→∞
1
n
log | det B( f n−1(z))Ecuf n−1(z),B | × · · · × | det B(z)Ecuz,B |
= lim
n→∞
1
n
log | det A( f n−1(z))Ecuf n−1(z),A | × · · · × | det A(z)Ecuz,A |
= lim
n→∞
1
n
log | det An(z)|Ecuz,A | = ~µ(A).
Item (6i):
Finally, we have to estimate the sum
∑
nc,Bλ
c
B and prove that it is strictly positive. We
will check that, for some 0 < ∆ < 1, we have ∑ nu,B λuB ≃ ∑ nu,AλuA + d ln(∆) and then
argue with the already established invariance of the center-unstable entropy.
Keeping in mind the argument in [4], notice that we do not perturb the base dynamics f
and also that, in spite of the infinite dimension of H , we will just have to perturb in a finite
dimensional subspace of it.
5.1.1. First case: d = 1. Under this hypothesis, as µ is ergodic, to evaluate the unstable
Lyapunov exponent of B we are only due to determine the average growth of Bn(x)vu for
any x ∈ O(A) ∩ O(B) and a unit vector vu ∈ Eu
x,A, as indicated in (b.2) of Theorem 2.1.
As p is not periodic, we may consider r small enough so that B(p, r)∩ f −1(B(p, r)) = ∅
and B(p, r) ∩ f (B(p, r)) = ∅. Take x in B(p, r) ∩ O(A) ∩ O(B) ∩ P, where P is the full µ
measure subset of B(p, r) given by Poincare´’s recurrence theorem. Given a unit vector vu
in Eu
x,A, we have, by definition,
B(x) · vu = A(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu + A(x) ◦ πEc
x,A
◦Φ[ηp(dist(p, x))] · vu
where πEu
x,A
is the projection on Eu
x,A parallel to the bundle Ecx,A (and analogous definition
for πEc
x,A
). As f (x) < B(p, r), then
B2(x) · vu =
= A( f (x)) ◦ πEuf (x),A ◦ Φ[ηp(dist(p, f (x)))] · A(x) ◦ πEux,A ◦ Φ[ηp(dist(p, x))] · vu
+ A( f (x)) ◦ πEuf (x),A ◦ Φ[ηp(dist(p, f (x)))] · A(x) ◦ πEcx,A ◦ Φ[ηp(dist(p, x))] · vu
+ A( f (x)) ◦ πEcf (x),A ◦ Φ[ηp(dist(p, f (x)))] · A(x) ◦ πEux,A ◦ Φ[ηp(dist(p, x))] · vu
+ A( f (x)) ◦ πEcf (x),A ◦ Φ[ηp(dist(p, f (x)))] · A(x) ◦ πEcx,A ◦ Φ[ηp(dist(p, x))] · vu
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which reduces to
B2(x) · vu = A2(x) ◦ πEu
x,A
· Φ[ηp(dist(p, x))] · vu + A2(x) ◦ πEc
x,A
· Φ[ηp(dist(p, x))] · vu.
In general, while the orbit keeps out of B(p, r), we have
B j(x) · vu = A j(x) ◦ πEu
x,A
· Φ[ηp(dist(p, x))] · vu + A j(x) ◦ πEc
x,A
· Φ[ηp(dist(p, x))] · vu.
Now, by the domination of Eu over Ec under the action of A, there are constants C and
β ∈ ]0, 1[ such that, for any z ∈ X, any m ∈ N and any unit vectors w1 ∈ Eu and w2 ∈ Ec,
we have
(5) ‖Am · w2‖ ≤ Cβm‖Am · w1‖.
Thus, the first component of B j(x) · vu dominates the second and contributes to λuB with an
approximate rate of
(6) 1j log ‖B
j(x) · vu‖ ∼ λuA + log(∆) < λuA,
where ∆ ∈ ]0, 1[ is an upper bound of the set {cos(ωz) : z ∈ X} and ωz stands for the small
angle of rotation displaced by the action of Φ[ηp(dist(p, z))].
This component of the orbit out of B(p, r) is the one that suits better our purposes to
decrease the unstable Lyapunov exponent, and so it is essential that it lasts more than
the visits to B(p, r). For that, we demand that r is small in order to guarantee, by Kac’s
theorem, that the expected first return to B(p, r) of the orbit of x amounts to the rather
big fraction 1
µ(B(p,r)) , and so the contribution of the piece of orbit out of B(p, r) for the
estimation (6) is the prevalent one.
Meanwhile, we know that, with µ probability one, the orbit of x will eventually return
to B(p, r). If that happens first at an iterate N, then
BN+1(x) · vu =
= B( f N(x))
(
AN(x) ◦ πEu
x,A
· Φ[ηp(dist(p, x))] · vu
)
+
B( f N(x))
(
AN(x) ◦ πEc
x,A
· Φ[ηp(dist(p, x))] · vu
)
=
= A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
+
A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
+
A( f N(x)) ◦ πEcf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
+
A( f N(x)) ◦ πEcf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
.
We proceed arguing as before, using domination, to see that the first of these four sum-
mands controls the others and yields an average as in (6).
(I) To compare the second term with the first, we apply the domination property (5) to
w1 = πEuf N (x),A
◦ Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
∈ Eu
and
w2 = πEcf N (x),A
◦Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
∈ Ec
in order to get
‖A( f N(x)) ◦ πEcf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEc
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
‖A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
≤ Cβ.
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This term is controlled, in the limit, taking the logarithm and dividing by the iterate.
(II) In a similar way, we compare
w1 = πEuf N (x),A
◦ Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
∈ Eu
and
w2 = πEcf N (x),A
◦Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
∈ Ec
and obtain
‖A( f N(x)) ◦ πEcf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
‖A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
≤ Cβ.
(III) Concerning the quotient
(7)
‖A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEc
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
‖A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
notice that
w1 = πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu ∈ Eu
and
w2 = πEc
x,A
◦Φ[ηp(dist(p, x))] · vu ∈ Ec
so, again by the domination inequality (5),
‖AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu‖ ≤ CβN‖AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu‖.
Thus, as Φ[ηp(dist(p, f N(x)))] is an isometry,
‖Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖ ≤
CβN‖Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖.
Applying now to both vectors the projection πEuf N (x),A , whose norm is uniformly bounded in
B(p, r) by a constant C1 (see Lemma 2.4), we obtain
‖πEuf N (x),A
◦Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖ ≤
C1CβN‖πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))]
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖.
The resulting vectors, appearing on the two sides of this inequality, say
ϑ1 = πEuf N (x),A
◦ Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
and
ϑ2 = πEuf N (x),A
◦Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
,
both live in the one-dimensional subspace Euf N (x),A, so there is a scalar a such that ϑ2 = a·ϑ1,
with |a| ≤ CβN . Hence, applying A( f N(x)), we reach the inequality
‖A( f N (x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))]
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖ =
‖a · A( f N(x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))]
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖
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≤ C1CβN‖A( f N(x))◦πEuf N (x),A◦Φ[ηp(dist(p, f
N(x)))]
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖.
Notice that this contribution to the estimation of the unstable Lyapunov exponent cor-
responds to just one iterate of f since, by the choice of r, now the orbit of x leaves B(p, r).
As the orbit of x returns to B(p, r) infinitely often but spends the longest periods out
of this ball, we conclude that the unstable Lyapunov exponent strictly decreases by the
amount ln(∆), and so the sum of center exponents must increase by the same quantity.
Therefore, ∑
nc,Bλ
c
B ≃
∑
nc,Aλ
c
A − ln(∆) = − ln(∆) > 0.
5.1.2. Second case: d > 1. There are only a few adjustments to be done on the previ-
ous argument, the ones regarding the steps where we used that the dimension of Eu is 1.
Namely:
(a) The evaluation of the sum of the unstable Lyapunov exponents.
According to (b.2) of Theorem 2.1, we may start with a unit vector vu ∈ Vi \Vi+1 and check
that the corresponding Lyapunov exponent decreases. The reasoning proceeds precisely as
before till the estimation (7).
(b) The comparison of the two vectors in (7).
The quotient
‖A( f N (x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))] ·
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖
‖A( f N (x)) ◦ πEuf N (x),A ◦ Φ[ηp(dist(p, f N(x)))] ·
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖
is harder to deal now with since the vectors
ϑ1 = πEuf N (x),A
◦ Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
and
ϑ2 = πEuf N (x),A
◦Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEu
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
,
both live in Euf N (x),A but this space is no longer one-dimensional. However, as this concerns
only one iterate of A – because, by the choice of r, the orbit of x will leave B(p, r) at once
–, it is enough to check that, applying A( f N(x)) to the inequality
‖πEuf N (x),A
◦Φ[ηp(dist(p, f N(x)))]
(
AN(x) ◦ πEc
x,A
◦ Φ[ηp(dist(p, x))] · vu
)
‖ ≤
C1CβN‖πEuf N (x),A ◦ Φ[ηp(dist(p, f
N(x)))]
(
AN(x) ◦ πEu
x,A
◦Φ[ηp(dist(p, x))] · vu
)
‖,
we get
‖A( f N (x))(ϑ1) ≤ ‖A‖ ‖ϑ1‖ ≤ ‖A‖C1CβN‖ϑ2‖,
which ends the proof.

If 1 − ∆ is small enough, we may ensure that there is still an uniform gap between the
Lyapunov exponents that correspond to different bundles of the Oseledets-Ruelle’s decom-
position of B. Therefore, as for B the decomposition EcuB = EuB
⊕
E sB is finest, we deduce
that
Corollary 5.3. B is partially hyperbolic and EuB = EuA, EcB = EcA and E sB = E sA.
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Proof. If λA1 > · · · > λAd are the Lyapunov exponents associated with EuA and λAd+1 > · · · λAD
the ones corresponding to EcA, it is enough to demand that λAd + ln(∆) > λAd+1, that is,
exp(λAd+1 − λAd ) < ∆ < 1, which amounts to consider a small rotation on the action of Φ ◦ η
within Lemma 5.1. 
5.2. Perturbation on the central space. Let A ∈ C0I (X,C(H)) be a partially hyperbolic
cocycle with an extended Oseledets-Ruelle’s decomposition Eux ⊕ Ecx ⊕ E sx = H , such that,
for any x ∈ O(A), the space Eu
x,A is non-trivial with dimension d and the dimension of Ecux
is D.
For any p ∈ {1, 2, · · · , D}, consider the map
Λp : C ∈ C0I (X,C(H)) 7→ λC1 + · · · + λCp ,
where λCj is the jth Lyapunov exponent of the cocycle C. As Λp is upper semicontinuous,
for any p (see section 3.5 of [5]), defined on a Baire space (see section 3.1 of [5]), it has
a residual set Rp of continuity points. Therefore there is a partially hyperbolic cocycle A0
inside the residual set
R1 ∩ · · · RD ∩ SF Eu ,Ec
close enough to A so that we are sure that its norm is positive. Thus, given ǫ > 0, there is
a neighborhoodU of A0 such that (see Lemma 2.6):
(1) ∀C ∈ U, C is partially hyperbolic, dim(EuC) = d and dim(EcuC ) = D.
(2) ∀C1,C2 ∈ U ∀p ∈ {1, · · · , D}
∣∣∣Λp(C1) − Λp(C2)∣∣∣ < ǫ.
If (ΛD −Λd)(A0) , 0, take B = A0 and proceed to the next paragraph. Otherwise, apply
to A0 the strategy presented on the previous subsection to get a cocycle B ∈ U whose sum
of central Lyapunov exponents is positive.
If either D = d or the Lyapunov exponents corresponding to EcB are all equal, there is
nothing else to be proved. If both conditions fail, take two distinct Lyapunov exponents,
say λp > λp+1, in EcB. As the sum E
cu
B = E
u
B ⊕ E
c
B is dominated and finest, and both λp and
λp+1 belong to EcB, there is no dominated sum EcuB = V1 ⊕V2 with dim(V1) = p. Therefore,
as λp+1 , −∞, by Lemma 4.4 in [5], there is a cocycle C ∈ U close to B such that
Λp(C) < Λp(B) −
λp(B) − λp+1(B)
2
+ ǫ.
Hence
λp(B) − λp+1(B) < 2
∣∣∣Λp(C) − Λp(B)∣∣∣ + 2ǫ < 4ǫ,
which means that the central Lyapunov exponents of B are all close to each other. Hence
each one is approximately equal to ΛD−ΛdD−d , and so does not vanish.
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