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LATTICE EXIT MODELS
S. GILL WILLIAMSON
Abstract. We discuss a class of problems which we call lattice exit mod-
els. At one level, these problems provide undergraduate level exercises in
labeling the vertices of graphs (e.g., depth rst search). At another level
(theorems about large scale regularities of labels) they provide concrete
geometric examples of ZFC independence. We note some combinatorial
and algorithmic implications.
1. Introduction
We expand on some of the geometric and combinatorial concepts contained
in the foundational work of H. Friedman ( [Fri97], [Fri98]).
Let N be the set of nonnegative integers and k ≥ 2. For z = (n1, . . . ,nk ) ∈
N k , max{ni | i = 1, . . . ,k} will be denoted by max(z). Dene min(z) simi-
larly.
Denition 1.1 (Downward directed graph). Let G = (N k ,Θ) (vertex set N k ,
edge set Θ) be a directed graph. If every (x ,y) of Θ satises max(x) > max(y)
then we call G a downward directed lattice graph.
All lattice graphs that we consider will be downward directed.
Denition 1.2 (Vertex induced subgraph GD ). For D ⊂ N k let GD =
(D,ΘD ) be the subgraph of G with vertex set D and edge set ΘD = {(x ,y) |
(x ,y) ∈ Θ, x ,y ∈ D}. We call GD the subgraph of G induced by D.
Denition 1.3 (Path and terminal path in GD ). For t ≥ 2, a sequence of
distinct vertices ofGD , (x1,x2, . . . ,xt ), is a path of length t inGD if (xi ,xi+1) ∈
ΘD , i = 1, . . . , t−1. Forx ∈ D, (x) as a path of length 1. The path (x1,x2, . . . ,xt )
is terminal if there is no path of the form (x1,x2, . . . ,xt ,xt+1). We say x is a
terminal vertex of GD if the path (x) is a terminal path in GD .
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Figure 1. Downward directed, k = 2
Denition 1.4 (Cubes and Cartesian powers in N k ). The set E1× · · · ×Ek ,
where Ei ⊂ N , |Ei | = p, i = 1, . . . ,k, are k-cubes of length p. If Ei = E, i =
1, . . . ,k, then this cube is Ek B ×kE, the kth Cartesian power of E.
Denition 1.5 (pD and signicant labels). For nite D ⊂ N k , let GD =
(D,ΘD ). Let PD (z) be the set of all x with a path in GD from z to x (including
the path (z)). Dene pD by
pD (z) = min({min(x) | x ∈ PD (z)}).
We call pD the total path label function. The set {z | pD (z) < min(z)} is the set
of vertices with signicant labels. The set {pD (z) | pD (z) < min(z)} is the set
of signicant labels for pD .
Denition 1.6 (tˆD and signicant labels). For nite D ⊂ N k , let GD =
(D,ΘD ). LetTD (z) be the set of all last vertices of terminal paths (x1,x2, . . . ,xt )
where z = x1. Dene tˆD by
tˆD (z) = max(z) if (z) terminal, else
tˆD (z) = min({min(x) | x ∈ TD (z)})
We call tˆD the terminal path label function. The set {z | tˆD (z) < min(z)} is the
set of vertices with signicant labels. The set {tˆD (z) | tˆD (z) < min(z)} is the
set of signicant labels for tˆD .
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In denition 1.8 we dene a variation on pD of denition 1.5 called pˆD where
pˆD (z) = max(z) if (z) terminal. This convention and tˆD (z) = max(z) if (z)
terminal are used to uniquely distinguish terminal vertices when the graphs
are downward (denition 1.1).
We next give some standard graph theory terminology.
Denition 1.7. Let z ∈ D, GD = (D,ΘD ). The adjacent vertices of z, GzD , are
dened by GzD = {x | (z,x) ∈ ΘD }. Non-terminal adjacent vertices of z, NTz ,
are dened by NTz = {x | x ∈ GzD , (x) not terminal}. The terminal adjacent
vertices of z, Tz , are dened by Tz = GzD \ NTz .
Denition 1.8 (Recursive denitions pˆD , tˆD ). Let z ∈ D, GD = (D,ΘD ).
We dene tˆD (z) = max(z) if (z) is terminal. Else tˆD (z) is the minimum over
the set
{tˆD (x) | x ∈ NTz } ∪ {min(x) | x ∈ Tz }.
We dene pˆD (z) = max(z) if (z) is terminal. Else pˆD (z) is the minimum over
the set
{pˆD (x) | x ∈ NTz } ∪ {min(x) | x ∈ Tz } ∪ {min(z)}.
Note: tˆD (z) = max(z) i (z) is terminal, and pˆD (z) = max(z) i (z) is terminal.
0 1 2 3 4 5 6 7 8 9
0
1
2
3
4
5
6
7
8
9
tD(z)=3^
w
ztD(w)=4^
tD(v)=3^
v
Dp (z)=1^
Dp (w)=4^
Figure 2. Terminal vs. path labels, k = 2
Lattice Exit Story (some intuition): We considerGD with terminal label function
tˆD (case k = 3). Think of the digraph GD as a complex of caves (vertices)
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and tunnels (downward directed). Each cave has a label on its wall giving its
coordinates in N 3. The value of tˆD (z) is also written on the wall of cave z.
An explorer is lowered into cave z and tasked with nding a terminal cave
x , accessible from z, that has shortest distance to the boundary of the lattice
(equal to tˆD (z) and called the "lattice exit distance"). Specically, if tˆD (z) ≥
min(z) then no exploration is needed; cave z is closest to the boundary. If
tˆD (z) < min(z) then the explorer nds a terminal path z, . . . ,x with tˆD (z) =
min(x). The path (z, . . . ,x) is then written on the wall of cave z. The set
{z | tˆD (z) < min(z)} gives the caves where getting out of z gets one closer
to the boundary. The set {tˆD (z) | tˆD (z) < min(z)} represents the distances
obtained by such explorations (i.e., signicant labels for tˆD ).
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Figure 3. [pˆD (z)] (in brackets) and tˆD (z) by depth rst search
2. Regularities comfortably in ZFC
We discuss the large scale regularties of pˆD (z). We start with a version of
Ramsey’s Theorem ([GRS90], p.23). First we dene order equivalence of k-
tuples.
Denition 2.1 (Equivalent ordered k-tuples). Two k-tuples in N k , x =
(n1, . . . ,nk ) and y = (m1, . . . ,mk ), are order equivalent tuples (ot) if {(i, j) |
ni < nj } = {(i, j) | mi < mj } and {(i, j) | ni = nj } = {(i, j) | mi =mj }.
LATTICE EXIT MODELS 5
Note that ot is an equivalence relation on N k . The standard SDR (system
of distinct representatives) for the ot equivalence relation is gotten by re-
placing x = (n1, . . . ,nk ) by ρ(x) := (ρSx (n1), . . . , ρSx (nk )) where ρSx (nj ) is
the rank of nj in Sx = {n1, . . . ,nk } (e.g, x = (3, 8, 5, 3, 8), Sx = {3, 5, 8},
ρ(x) = (0, 2, 1, 0, 2)). The number of equivalence classes is ∑kj=1 σ (k, j) where
σ (k, j) is the number of surjections from a k set to a j set.
Theorem 2.2 (Ramsey’s theorem version). If f : N r → X , Im(f) = {f(z) |
z ∈ Nr} nite, then there exists innite H = {h0,h1, . . .} ⊆ N s.t. f is constant
on the order equivalence classes of H r .
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Figure 4. Basic idea for proof of theorem 2.4
Denition 2.3 (X notation). DeneX(statement) = 0 if statement false, and
X(statement) = 1 if statement true.
Theorem 2.4 (pˆD large scale regularity structure). LetG = (N k ,Θ). There
exists an innite H = {h0,h1, . . .} ⊆ N such that for all z ∈ D = Hk either
pˆD (z) = h0 < min(z) or pˆD (z) ≥ min(z). Thus, pˆD has at most one signicant
label: |{pˆD (z) | pˆD (z) < min(z)}| ≤ 1.
Proof. Recall denition 1.5 of the function pˆD (z). Use Ramsey (2.2 with r =
2k) on N 2k : w = (n1, . . .nk ,m1, . . .mk ) ∈ N 2k 7→ (x ,y) ∈ N k × N k , x =
(n1, . . .nk ), y = (m1, . . .mk ). Let f (w) = X((x ,y) ∈ Θ), so that Im(f ) = {0, 1}.
By Ramsey’s theorem, there is an innite H ⊆ N such that f is constant on
the order type equivalence classes of H 2k ≡ Hk ×Hk . We show that pˆD (z) has
at most one signicant label on D = Hk .
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Let z = x1, . . . ,xt be a shortest path inGD from z to a vertex min(xt ) = pˆD (z).
We claim min(xt ) = h0. Otherwise, replace every minimum coordinate of xt
by h0 to obtain xˆt and note that (xt−1,xt ) and (xt−1, xˆt ) have the same ot in
H 2k . Thus, (xt−1, xˆt ) ∈ Θ and z = x1, . . . , xˆt is a shortest path required.

3. Basic definitions and theorems
Denition 3.1 (decreasing sets of functions). Let f and д be functions
with domains contained in N k and ranges in N . Dene f ≥ д by
(1) domain(f ) ⊆ domain(д) and (2) for all x ∈ domain(f ), f (x) ≥ д(x).
A set S of such functions is decreasing if for all f ,д ∈ S with domain(f ) ⊆
domain(д), f ≥ д.
Denition 3.2 (regressive value). Let X ⊆ N k and f : X → Y ⊆ N . An
integer n is a regressive value of f on X if there exist x such that f (x) = n <
min(x) .
Denition 3.3 (eld of a function and reexive functions). For A ⊆ N k
dene eld(A) to be the set of all coordinates of elements of A. A function f
is reexive in N k if domain(f ) ⊆ N k and range(f ) ⊆ eld(domain(f )).
Denition 3.4 (the set of functionsT (k) ). T (k) denotes all reexive functions
with nite domain: |domain(f )| < ∞.
Denition 3.5 (full and jump free). Let Q ⊂ T (k) denote a collection of
reexive functions in N k whose domains are nite subsets of N k .
(1) full: Q is a full family of functions on N k if for every nite subset
D ⊂ N k there is at least one function f in Q whose domain is D.
(2) jump free: For D ⊂ N k and x ∈ D dene Dx = {z | z ∈ D, max(z) <
max(x)}. Suppose that for all fA and fB in Q , where fA has domain
A and fB has domain B, the conditions x ∈ A ∩ B, Ax ⊆ Bx , and
fA(y) = fB(y) for all y ∈ Ax imply that fA(x) ≥ fB(x). Then Q will be
called a jump free family of functions on N k .
Denition 3.6 (Regressively regular over E). Let k ≥ 2, D ⊂ N k , D nite,
f : D → N . We say f is regressively regular over E, Ek ⊂ D, if for each ot
either (1) or (2):
(1) decreasing mins: For all x ,y ∈ Ek of order type ot , f (x) = f (y) <
min(E)
(2) non decreasing mins: For all x ∈ Ek of order type ot f (x) ≥ min(x).
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Theorem 3.7 (Decreasing class). Let k,p ≥ 2 and S ⊆ T (k) be a full and
decreasing family of functions. Then some f ∈ S has at most kk regressive
values on some Cartesian power Ek ⊆ domain(f ), |E | = p. In fact, there exists
E ⊆ A ⊂ N , |E | = p and f ∈ S , domain(f ) = Ak such that f is regressively
regular over E.
Theorem 3.8 (Jump free theorem ([Fri97], [Fri98])). Let p,k ≥ 2 and S ⊆
T (k) be a full and jump free family. Then some f ∈ S has at most kk regressive
values on some Ek ⊆ domain(f ), |E | = p. In fact, some f ∈ S is regressively
regular over some E of cardinality p.
x=(x  ,x )1 2
1z
x
max(x)
z2
xA
xA
xB
xB a subset of
A
B
Figure 5. Basic jump free condition 3.5
We use ZFC for the axioms of set theory, Zermelo-Frankel plus the axiom of
choice (see Wikipedia). The jump free theorem can be proved in ZFC + (∀n)(∃
n-subtle cardinal) but not in (∃ n-subtle cardinal) for any xed n (assuming
this theory is consistent). A proof is in Section 2 of [Fri97], “Applications of
Large Cardinals to Graph Theory,” October 23, 1997, No. 11 of Downloadable
Manuscripts. The decreasing class theorem is proved in Section 1 of [Fri97]
using techniques within ZFC (Ramsey theory in particular). The jump free
theorem is used to study lattice posets in [RW99] (Appendix A denes n-subtle
cardinals). The functions pˆD dene a full and decreasing class and thus have
large scale regularities of the form specied in Theorem 3.7. The functions
tˆD form a full but not decreasing class. We will use the jump-free theorem to
describe the large scale regularities of these functions.
4. Large scale regularities of more complex lattice exit models
Lemma 4.1 ({tˆD } full, reexive, jump free). Take
S = {tˆD | D ⊂ N k , |D | < ∞}
(see 1.6). Then S is full, reexive, and jump free.
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Figure 6. Dashed edges not allowed by jump free 3.5
Proof. See gures 5 and 6. Full and reexive is immediate. Let tˆA and tˆB satisfy
the conditions of fA and fB in denition 3.5. Note that by denition, x <
Ax or Bx . If (x) is terminal inA then tˆA(x) = max(x) ≥ tˆB(x) by the downward
condition on G. Else, let (x , . . . ,y) be a terminal path in GA. Then tˆB(y) =
tˆA(y) = max(y) implies (x , . . . ,y) is a terminal path inGB . Thus, tˆA(x) ≥ tˆB(x)
as was to be shown. 
Theorem 4.2 (Jump free theorem for tˆD ). Let S = {tˆD | D ⊂ N k , |D | < ∞}
and let p,k ≥ 2. Then some f ∈ S has at most kk regressive values on some
Ek ⊆ domain(f ), |E | = p. In fact, some f ∈ S is regressively regular over some
E of cardinality p.
Proof. Follows from lemma 4.1 and the jump free theorem 3.8. See gure 7 for
an example of regressive regularity. 
Following Friedman [Fri97]:
Denition 4.3 (Partial selection). A function F with domain a subset of X
and range a subset ofY will be called a partial function fromX toY (denoted by
F : X → Y ). If z ∈ X but z is not in the domain of F , we say F is not dened at
z. Let r ≥ 1. A partial function F : N k ×(N k ×N )r → N will be called a partial
selection function if whenever F (x , ((y1,n1), (y2,n2), . . . (yr ,nr ))) is dened we
have F (x , ((y1,n1), (y2,n2), . . . (yr ,nr ))) = ni for some 1 ≤ i ≤ r .
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E={2,4,6,8} tD^
Figure 7. Regressive regularity of tˆD on E2 = {2, 4, 6, 8}2
Next we generalize the tˆD to a function sˆD . We refer to the former function as
the ”terminal vertex model” and to the latter as the ”committee model."
Denition 4.4 (sˆD for GD ). Let r ≥ 1, z ∈ D, GD = (D,ΘD ), D nite, GzD =
{x | (z,x) ∈ ΘD }. Let F : N k ×(N k ×N )r → N be a partial selection function.
We dene sˆD (z) recursively as follows. Let
ΦDz := {F [z, (y1,n1), (y2,n2), . . . , (yr ,nr )], yi ∈ GzD }
be the set of dened values of F where ni = sˆD (yi ) if ΦDyi ,  and ni = min(yi )
if ΦDyi = . If ΦDz = , dene sˆD (z) = max(z). If ΦDz , , dene sˆD (z) be the
minimum over ΦDz .
NOTE: If ΦDz ,  then an induction on max(z) shows sˆD (z) < max(z). Recall
that (G,Θ) is downward. Thus, ΦDz =  i sˆD (z) = max(z).
Theorem 4.5 (Large scale regularities for sˆD ). Let r ≥ 1, p,k ≥ 2. S =
{sˆD | D ⊂ N k , |D | < ∞}. Then some f ∈ S has at most kk regressive values
over some Ek ⊆ domain(f ), |E | = p. In fact, some f ∈ S is regressively regular
over some E of cardinality p.
Proof. Recall 3.8. Let S = {sˆD | D ⊂ N k , |D | < ∞}. S is obviously full
and reexive. We show S is jump free. We show for all sˆA and sˆB in S , the
conditions x ∈ A ∩ B, Ax ⊆ Bx , and sˆA(y) = sˆB(y) for all y ∈ Ax imply that
sˆA(x) ≥ sˆB(x). (i.e., S is jump free). If ΦAx =  then sˆA(x) = max(x) ≥ sˆB(x).
Let n = F [x , (y1,n1), (y2,n2), . . . (yr ,nr )] ∈ ΦAx where ni = sˆA(yi ) if sˆA(yi ) <
max(yi ) and ni = min(yi ) if sˆA(yi ) = max(yi ). But sˆA(yi ) = sˆB(yi ), i = 1, . . . , r ,
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implies n ∈ ΦBx and thus ΦAx ⊆ ΦBx and sˆA(x) = min(ΦAx ) ≥ min(ΦBx ) =
sˆB(x). 
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Figure 8. An example of sˆD
As an example of computing sˆD , consider gure 8. The values of the ter-
minal vertices where ΦAx =  are shown in parentheses, left to right: (2),
(3), (4), (5), (6), (8), (8), (9). These numbers are max((a,b)) for each termi-
nal vertex (a,b). We assume we have a partial selection functions of the form
F : N 2 × (N 2 × N )r → N (r = 2, 3 here). To compute sˆD (x) for x = (7, 11)
there are three dened values:
F [x , ((3, 5), 2), ((6, 8), 4), ((8, 7), 7)] = 4,
F [x , ((6, 8), 4), ((8, 7), 7)] = 7,
F [x , ((6, 8), 4), ((11, 7), 3)] = 3.
Intuitively, we think of these as (ordered) committees reporting values to the
boss, x = (7, 11). The rst committee,C1, consists of subordinates, (3, 5), (6, 8), (8, 7)
reporting respectively 2, 4, 7. The committee decides to report 4 (indicated by
C1 4 in gure 8). The recursive construction starts with terminal vertices re-
porting their minimal coordinates. But, the value reported by each committee
is not, in general, the actual minimum of the reports of the individual mem-
bers. Nevertheless, the boss, x = (7, 11) always takes the minimum of the
values reported to him by the committees. In this case the values reported
by the committees are 4, 7, 3 the boss takes 3 (i.e., sˆD (x) = 3 for the boss,
x = (7, 11)).
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Observe in gure 8 that the values in parentheses, (2), (3), (4), (5), (6), (8), (8),
(9), don’t gure into the recursive construction of sˆD . They immediately pass
their minimum values on to the computation: 2, 1, 1, 5, 4, 4, 7, 3. This leads to
the following generalization of denition 4.4.
Denition 4.6 (hρD for GD ). Let r ≥ 1, k ≥ 2, z ∈ D, D nite, GD = (D,ΘD ).
Let F : N k × (N k × N )r → N be a partial selection function. Let ρD : D → N
be such that min(x) ≤ ρD (x). We dene hρD recursively on max. Let
ΦDz := {F [z, (y1,n1), (y2,n2), . . . , (yr ,nr )], yi ∈ GzD }
be the set of dened values of F whereni = hρD (yi ) ifΦDyi , , and ni = min(yi )
if ΦDyi = . If ΦDz , , dene h
ρ
D (z) to be the minimum over ΦDz . If ΦDz = ,
dene hρD (z) = ρD (z). Note that ρD need not be reexive on D.
Lemma 4.7. Let E be of cardinality p. Then sˆD is regressively regular over E i
h
ρ
D is regressively regular over E. In fact, h
ρ
D (x) = sˆD (x) < max(x) if ΦDx , .
Proof. Let x ,y ∈ Ek . From the recursive denitions 4.4 and 4.6, the sets ΦDx
are the same for both hρD (x) and sˆD (x). Thus, w = sˆD (x) = sˆD (y) < min(E) i
w = h
ρ
D (x) = hρD (y) < min(E) as these relations imply both ΦDx ,  and ΦDy ,
. Likewise, if ΦDx ,  then max(x) > sˆD (x) = hρD (x) ≥ min(x). If ΦDx = , by
denition hρD (x) = ρD (x) ≥ min(x) and sˆD (x) = max(x) ≥ min(x). 
Theorem 4.8 (Regressive regularity of hρD ). Let r ≥ 1, p,k ≥ 2. Let G =
(N k ,Θ) be downward directed. Let S = {hρD | D ⊂ N k , |D | < ∞}. Then some
f ∈ S has at most kk regressive values on some Ek ⊆ domain(f ) = D, |E | = p.
In fact, some f ∈ S is regressively regular over some E of cardinality p.
Proof. Follows from lemma 4.7 which shows that the sets, E, |E | = p, over
which hρD is regressively regular don’t depend on the function ρD as dened.
In fact, hρD (x) = sˆD (x) < max(x) if ΦDx , . If ΦDx =  then the values
h
ρ
D (x) = ρD (x) are only constrained by the condition ρD (x) ≥ min(x). 
Theorem 4.5 with max(x) replaced by min(x) when ΦDx =  has been shown
by Friedman to be independent of ZFC (same large cardinals as the jump free
theorem). See Theorem 4.4 through Theorem 4.15 [Fri97]. Thus, a special case
of theorem 4.8 (ρD = min) is independent of ZFC. Lemma 4.7 shows that theo-
rem 4.8 for any hρD results in exactly the same sets E of regressive regularity as
theorem 4.5. Hence, theorem 4.8 provides a family of ZFC independent jump
free type theorems parameterized by the ρD .
Figure 9 shows an example of a regressively regular hρD function over a set E.
The choices of F (denition 4.3) aren’t unique. We use ρ B ρD . For z = (x ,y)
we dene ρ(z) = x + y, labeling only E2 with these.
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11
10
 9
8
7
6
5
4
3
2
1
0
 0         1        2         3        4         5        6         7         8         9      10      11  
Construct hρD regressively regular over E = {4, 7, 11}. D is E2 plus circled vertices.
Terminals: (5, 2), (4, 3), (1, 4), (2, 4), (3, 4), (4, 4), (9, 5), (9, 6), (7, 7), (9, 7), (11, 7), (11, 11).
We make up “bosses and committees” to dene hρD to be regressively regular over E.
For boss (4, 7) we assume committees {((1, 4), 1), ((2, 4), 2))} and {((2, 4), 2), ((3, 4), 3)},
reporting values 2 and 3. The boss (4, 7) takes the minimum, 2. Thus, hρD ((4, 7)) = 2.
F ((4, 7), ((1, 4), 1), ((2, 4), 2)) = 2, F ((4, 7), ((2, 4), 2), ((3, 4), 3)) = 3 implies hD ((4, 7)) = 2.
Dening F ((6, 6), ((4, 3), 3), ((5, 2), 2)) = 2 implies hρD (6, 6) = 2.
Dening F ((5, 8), ((3, 4), 3), ((6, 6), 2)) = 2 implies hρD ((5, 8)) = 2.
F ((4, 11), ((5, 8), 2)) = F ((7, 11), ((5, 8), 2)) = 2 gives hρD ((4, 11)) = 2 and hρD ((4, 11)) = 2.
F ((11, 4), ((9, 5), 5), ((9, 6), 6), ((9, 7), 7)) = 6 implies hρD ((11, 4)) = 6
F ((7, 4), ((6, 6), 6)) = 6 implies hρD ((7, 4)) = 6. For terminal (s, t) dene ρ(s, t) = s + t .
For z ∈ E2 of ot (0, 1), hρD (z) = 2 < min(E). For ot (0, 0), (1, 0), hρD (z) ≥ min(z).
2 2 22
2 14
8 6
18
6
ρ(s, t) = s + t
3
Figure 9. Computing example of hρD
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5. Combinatorial formulations
We start by dening some canonical systems of distinct representatives (SDRs).
Denition 5.1 (SDRs). Let SUR(k, j) be the surjective maps {0, . . . ,k − 1} to
{0, . . . , j − 1}. Let Fkp = { f | f : {0, . . .k − 1} → {0, . . . ,p − 1}}. Dene
OT(k, p) B ∪pj=1SUR(k, j).
OT(k, p) is the canonical SDR for the order type equivalence relation on Fkp .
Let E = {e0, . . . , ep−1} be a subset of N , e0 < · · · < ep−1. Let Ek = {ef | f ∈
Fkp } where ef = (ef (0), . . . , ef (p−1)). Dene
OT(k, p,E) = {ef | f ∈ OT(k, p)}
to be the canonical SDR for order type equivalence on Ek . Dene Ekf = {eд |
д ∈ Fkp , д ∼ f } to be the equivalence class in Ek associated with f ∈ OT(k, p).
Referring to gure 10, E3120 = {(e1, e2, e0), (e1, e3, e0), (e2, e3e0), (e2, e3, e1)}.
OTs {0, 1, 2} → {0, 1, 2, 3}
000 111 222 333
001 002 003 112 113 223
010 020 030 121 131 232
100 200 211 300 311 322
011 022 122 033 133 233
101 202 212 303 313 323
110 220 221 330 331 332
012 013 023 123
102 103 203 213
120 130 230 231
021 031 032 132
201 301 302 312
210 310 320 321
2
Figure 10. Canonical order type array T entries in F3,4
Denition 5.2 ( Canonical order type arrayT ). Dene a canonical order type
array, T , with entries in Fkp , as follows. The rst column of T is the vector
T (1) = (f11, f21, . . . fm1) were the fi1 are the elements of OT(k,p). The sets
SUR(k, j) are listed by j with elements of each set in lexicographic order. The
row,T(i), i = 1, . . . ,m, isT(i) = (fi1, fi2, . . . , fini ), the lexicographically ordered
equivalence class associated with fi1. The entriesT (i, j) = fi j where i = pi (fi1),
j = pi (fi j ), are the positions of fi1 and fi j in the lists of column T (1) and row
T(i) respectively.
Denition 5.3 (T kE and дT
k
E ). Let T be a canonical order type array over Fkp ,
E = {e0, . . . , ep−1} ⊂ N . Replacing each f in T by ef (denition 5.1) gives an
array which we denote by X = T kE . Thus, X (i, j) = efi j . If domain(д) ⊇ Ek
then Y = дT kE has Y (i, j) = д(efi j ) = д(X (i, j)).
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Consider gure 9 where E = {4, 7, 11}.
T =
00 11 22
01 02 12
10 20 21
T 2E =
e00 e11 e22
e01 e02 e12
e10 e20 e21
=
(4, 4) (7, 7) (11, 11)
(4, 7) (4, 11) (7, 11)
(7, 4) (11, 4) (11, 7)
Using hρD as in gure 9 we get
h
ρ
DT
2
E =
h
ρ
D (4, 4) hρD (7, 7) hρD (11, 11)
h
ρ
D (4, 7) hρD (4, 11) hρD (7, 11)
h
ρ
D (7, 4) hρD (11, 4) hρD (11, 7)
=
8 14 22
2 2 2
6 6 18
which displays the regressive regularity over E.
Note that the pair of arrays, (X ,Y ), where X = T 2E and Y = hρDT 2E ,
X =
(4, 4) (7, 7) (11, 11)
(4, 7) (4, 11) (7, 11)
(7, 4) (11, 4) (11, 7)
and Y =
8 14 22
2 2 2
6 6 18
completely species the function hρD .
We use the notation of denition 4.6, lemma 4.7 and theorem 4.8.
Denition 5.4 (D capped by Ek ⊂ D). For D ⊂ N k , let max(D) be the max-
imum over max(z), z ∈ D. Let setmax(D) = {z | z ∈ D,max(z) = max(D)}.
If setmax(D) = setmax(Ek ), we say that D is capped by Ek ⊂ D with the cap
dened to be setmax(Ek ).
Denition 5.5 (Canonical capped bi-array). Let T be a canonical order type
array over Fkp , E = {e0, . . . , ep−1} ⊂ N . The pair (X ,Y ) = (T kE ,hρDT kE ) is a
canonical bi-array representation of the function hρD . Let D be capped by E
k ⊆
D. The pair (X ,Y ) = (T kE ,hρDT kE ) is a canonical capped bi-array representation
of the function hρD . We write (X ,Y )p = (T kE ,hρDT kE ) to indicate |E | = p.
See gure 7 for an example where D is capped by Ek ⊆ D. The downward
condition on G implies it is always possible to choose D to satisfy this condi-
tion without changing the function (X ,Y ) = (T kE ,hρDT kE ). Such a D, capped by
Ek , contains a description of Ek exposed in the cap, setmax(Ek ).
Note the following invariants of (X ,Y ) = (T kE ,hρDT kE ). Any pair (Xσ ,Yσ ),
where the rows are permuted by σ also represents the function hρD and pre-
serves the elements of the rst column. Given a permutation τ on {1, . . . ,ni }
with τ (1) = 1 the elements of rows X(i) and Y(i), i = 1, . . .mi , can be re-
placed by X (i,τ (1)), . . . ,X (i,τ (i)) and Y (i,τ (1)), . . . ,Y (i,τ (i)), preserving the
elements of the rst column while still representing the function hρD .
We use the notation of denition 4.6, lemma 4.7 and theorem 4.8.
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Denition 5.6 (subsets of Ek ). Let f be regressively regular over E ⊂ N ,
|E | = p (denition 3.6). Dene subsets
EkL B {x | x ∈ Ek , f (x) < min(E)}, EkU B {x | x ∈ Ek , f (x) ≥ min(x)}.
For f = hρD , E
k
L = {x | x ∈ Ek ,hρD (x) < min(E)}. EkU is further partitioned
Ek, = {x | x ∈ EkU ,ΦD (x) , } and Ek = {x | x ∈ EkU ,ΦD (x) = }.
Note that both EkL and E
k
U , when nonempty, are unions of elements (blocks) of
OT(k, p,E) (denition 3.6). By denition, the regressively regular f is constant
on the blocks of the order type equivalence classes contained in EkL . Recall that
ρD is restricted to Ek in the recursive construction of h
ρ
D and can be changed
on this set as long as the condition ρD (z) ≥ min(z) holds. Such changes in hρD
leave the sets of denition 5.6 invariant.
As an example, consider gure 9. There, k = 2, p = 3 with E = {4, 7, 11}; E2 is
indicated by small squares, D by squares plus circles. The SDR for order type
equivalence on F2,3 is
OT(2, 3) = {(0, 0), (0, 1), (1, 0)},
OT(2, 3,E) =
{(e(0,0), e(0,1), e(1,0)} = {(e0, e0), (e0, e1), (e1, e0)} = {(4, 4), (4, 7), (7, 4)}.
We have Ek = {ef | f ∈ F2,3} (gure 9.) EkL = {(4, 7), (4, 11), (7, 11)} and,
in this case, the order equivalence class Ek(0,1) = E
k
L . In this example, E
k
U =
Ek(0,0) ∪ Ek(1,0) with
Ek = diag(Ek ) ∪ {(11, 7)} and Ek, = EkL ∪ {(11, 4), (7, 4)}
where diag(Ek ) = {e00, e11, e22} = {(4, 4), (7, 7), (11, 11)}. It is easy to see in
general that EkL ⊆ Ek, and that either diag(Ek ) ⊂ Ek or diag(Ek ) ⊂ EkL .
6. Using the flexibility of ρD
Denition 6.1 (Regressive regularity for (X ,Y )). A canonical (capped) bi-
array (X ,Y ) = (T kE ,hρDT kE ) is regressively regular if for each row Y(i), i =
1, . . . ,m, either
Y(i)(j) ≥ min(X(i)(j)), 1 ≤ j ≤ ni
or
Y(i)(s) = Y(i)(t) < min(E), 1 ≤ s, t ≤ ni .
Theorem 6.2 (Version of theorem 4.8 for bi-arrays). Let r ≥ 1, p,k ≥ 2.
Let G = (N k ,Θ) be downward directed. There is a canonically capped bi-array
(X ,Y ) = (T kE ,hρDT kE ) , |E | = p, such that |{Y (i, j) | Y (i, j) < min(X (i, j))}| < kk .
In fact, there exists a regressively regular canonical capped bi-array (X ,Y ) =
(T kE ,hρDT kE ), |E | = p.
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Proof. Restatement of theorem 4.8 for canonical capped bi-arrays. 
Lemma 6.3 (Choosing ρD ). Let r ≥ 1, p,k ≥ 2. Let G = (N k ,Θ) be down-
ward directed. Let (X ,Y ) = (T kE ,hρDT kE ), |E | = p, be a regressively regular
canonical capped bi-array. Assume EkL is nonempty and diag(Ek ) ⊆ Ek . Let
e®0 = (e0, e0, . . . , e0) ∈ Ek . Then ρD can be chosen such that
(1)
∑
z∈EkL
h
ρ
D (z) + hρD (e®0) = (|EkL | + 1)e0.
Proof. We can use the notation of either theorem 6.2 or theorem 4.8. We use
the latter. Recall that EkL = {z | hρD (z) < e0} where e0 = min(E). Setting
S =
∑
z∈EkL h
ρ
D (z) we have S < |EkL |e0. But diag(Ek ) ⊆ Ek implies hρD (e®0) =
ρD (e®0) which can be assigned any value ρD (e®0) ≥ min(e®0) = e0. Thus, assign
ρD (e®0) = e0 + (|EkL |e0 − S) > e0 since EkL , . Thus (1) is satised. 
As an aside, in the notation of theorem 6.2 we can calculate |EkL |e0 as fol-
lows:
(1) |EkL |e0 = e0
m∑
i=1
X(Y (i, 1) < e0)ni .
Also,
(2)
∑
z∈EkL
h
ρ
D (z) =
m∑
i=1
X(Y (i, 1) < e0)
ni∑
j=1
Y (i, j).
We engage in a “thought experiment” by using theorem 6.2 and lemma 6.3 to
construct a class of sequences of instances to the classical subset sum problem.
We assume that for each z ∈ diag(N k ), the set of partial selection functions
(see 4.4) of the form F [z, (y1,n1), . . .], z ∈ diag(N k ), is empty. This restricted
diagonal condition guarantees that, r ≥ 1,
ΦDz = {F [z, (y1,n1), (y2,n2), . . . , (yr ,nr )], yi ∈ GzD }
is empty for z ∈ diag(Ek ). This implies diag(Ek ) ⊆ Ek as in lemma 6.3.
Let r ≥ 1, p,k ≥ 2. Let G = (N k ,Θ) be downward directed and diagonally
restricted. Let (X ,Y ) = (T kE ,hρDT kE ), |E | = p = 2, 3, . . . , be a sequence of
regressively regular canonical capped bi-arrays.
With each bi-array we associate the multiset
Mp = {Y (i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ ni ,Y (i, 1) < e0} ∪ {Y (1, 1), . . .Y (1,p)}.
Assume rst that EkL , . For each suchMp let tp = (|EkL |+1)e0 as in lemma 6.3.
As in lemma 6.3, take Y (1, 1) = ρD (e®0) as specied in lemma 6.3. Lemma 6.3
states that for this instance there is a solution to the subset sum problem.
Choose Y (1, 2), . . . ,Y (1,p) such that this solution is unique.
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IfEkL = , chooseY (1, 1), . . . ,Y (1,p) and tp such that there is no solution.
Thus, the instances to the subset sum problems just described have solutions
if and only if EkL , . This condition can be veried by inspecting the rst
column,Y (1) and comparing it with the rst columnX (1) (because of regressive
regularity). The number of comparisons ism < kk , k xed.
To summarize, we have dened a class of instances to the subset sum problem,
parameterized by r ≥ 1, k ≥ 2 and G = (N k ,Θ), a downward directed and
diagonally restricted graph. The parameter p goes to innity to measure the
size of the instances. We x k and vary r and G. Our procedure for checking
the solutions for these instances is localized to the rst columns of X and Y
and thus bounded by kk .
The existence of these instances and their solution has been demonstrated by
using a corollary to a theorem independent of ZFC (theorem 6.2). No other
proof of existence is known to us.
The corollary we used is theorem 6.2 with “downward directed graph G =
(N k ,Θ)” replaced by “downward directed and diagonally restricted graphG =
(N k ,Θ).” We conjecture that this corollary is also independent of ZFC. In
this case, the only proof of the existence of these instances and their solu-
tion would be from a ZFC independent theorem.
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