Abstract-The memory system presents one of the critical challenges in embedded system design and optimization. This is mainly due to the ever-increasing code complexity of embedded applications and the exponential increase seen in the amount of data they manipulate. The memory bottleneck is even more important for multiprocessor-system-on-a-chip (MPSoC) architectures due to the high cost of off-chip memory accesses in terms of both energy and performance. As a result, reducing the memory-space occupancy of embedded applications is very important and will be even more important in the next decade. While it is true that the on-chip memory capacity of embedded systems is continuously increasing, the increases in the complexity of embedded applications and the sizes of the data sets they process are far greater. Motivated by this observation, this paper presents and evaluates a compilerdriven approach to data compression for reducing memoryspace occupancy. Our goal is to study how automated compiler support can help in deciding the set of data elements to compress/ decompress and the points during execution at which these compressions/decompressions should be performed. We first study this problem in the context of single-core systems and then extend it to MPSoCs where we schedule compressions and decompressions intelligently such that they do not conflict with application execution as much as possible. Particularly, in MPSoCs, one needs to decide which processors should participate in the compression and decompression activities at any given point during the course of execution. We propose both static and dynamic algorithms for this purpose. In the static scheme, the processors are divided into two groups: those performing compression/decompression and those executing the application, and this grouping is maintained throughout the execution of the application. In the dynamic scheme, on the other hand, the execution starts with some grouping but this grouping can change during the course of execution, depending on the dynamic variations in the data access pattern. Our experimental results show that, in a single-core system, the proposed approach reduces maximum memory occupancy by 47.9% and average memory occupancy by 48.3% when averaged over all the benchmarks. Our results also indicate that, in an MPSoC, the average energy saving is 12.7% when all eight benchmarks are considered. While compressions and decompressions and related bookkeeping activities take extra cycles and memory space and consume additional energy, we found that the improve-
I. INTRODUCTION

M
OST EMBEDDED systems have very tight constraints on memory space, power consumption, and performance. In particular, memory constraints are getting increasingly important as both the code complexity of embedded applications and the amount of data they process are increasing. While it is true that the memory capacity of embedded systems is continuously increasing, the increases in the application complexity and data-set sizes are far greater. In addition, many parallel embedded systems execute multiple applications simultaneously, which puts additional pressure on the on-chip memory capacity. For example, many commercial architectures today employ scratch-pad memories (SPMs). However, since an SPM is very small in size when compared to main memory and is shared by multiple data sets (e.g., different arrays) simultaneously, in many cases, some important (critical) data blocks are still left in the off-chip memory. Therefore, for many large data-intensive embedded applications, taking full advantage of the SPM is not possible. As a result, memoryspace utilization remains one of the most pressing challenges for many embedded execution environments, and there is a growing need for techniques that make best use of the available memory space without hurting application performance significantly. Prior research on memory systems proposed and evaluated several techniques, which can potentially improve the memory performance of embedded software. Power and memory-space efficiency, on the other hand, have received relatively less attention so far.
One of the techniques that can be used to reduce the memoryspace consumption (occupancy) of embedded applications is data compression. The goal of data compression is to represent an information source (e.g., a data file, a speech signal, an image, or a video signal) as accurately as possible using the fewest number of bits. Previous research considered efficient hardware-and software-based data-compression techniques and applied compression to different domains. While data compression can be an effective way of reducing the memoryspace consumption of embedded applications, it needs to be exercised with care since performance and power costs of decompression (when we need to access data stored currently in the compressed form) can be overwhelming. Therefore, compression/decompression decisions must be made based on a careful analysis of the data access patterns of the application.
0278-0070/$25.00 © 2009 IEEE Our first goal in this paper is to study how automated compiler support can help in deciding the set of data elements to compress/decompress and the points during execution at which these compressions/decompressions should be performed. The proposed compiler support, targeting single-core-based systems, achieves this by analyzing the source code of the application to be optimized and identifying the order in which different data blocks are accessed. Based on this analysis and data-reuse information, the compiler then automatically inserts explicit compression and decompression calls in the application code. The compression calls target the data blocks that are not expected to be used in the near future, whereas the decompression calls target those data blocks with expected reuse but currently in compressed form. We discuss our compiler algorithm in detail and present an example that illustrates how it operates in practice. In providing automated compiler support for data compression, we want to achieve two objectives. First, we want to enable memory-space savings without the involvement of the application programmer, i.e., the programmer gets the benefits of reducing the memory-space consumption without any major effort on her part. Second, we want to minimize the potential impact of data compression on performance. To do this, our automated approach makes use of data-reuse analysis.
We then extend our data-compression approach to multiprocessor-system-on-a-chip (MPSoC) architectures. In the context of MPSoCs, our goal is to schedule compressions and decompressions such that they do not conflict with parallel application execution. Specifically, one needs to decide which processors should participate in the compression and decompression activities at any given point during the course of execution. This is because allowing each processor to perform compression and decompression (in addition to application execution) would put compression and decompression into the critical path execution, thereby affecting the performance of parallel execution significantly. We propose two different strategies for such a division: static and dynamic. In the static scheme, the processors are divided into two groups: those performing compression/decompression and those executing the application, and this grouping is maintained throughout the execution of the application (i.e., it is fixed). In the dynamic scheme, on the other hand, the execution starts with some grouping, but this grouping changes during the course of execution (i.e., it adapts itself to the dynamic requirements and data access pattern of the application being executed). This is achieved by keeping track of the wrongly done compressions at runtime and adjusting the number of processors allocated for compression/decompression accordingly. In the second part of this paper, our main goal is to explore these two processor space partitioning strategies, identify their pros and cons, and draw conclusions.
Our experimental results show that the proposed approach reduces both maximum and average memory occupancies significantly. In addition, we show that it can save more memory space than an alternate compiler technique that exploits lifetime information to reclaim the memory space occupied by dead data blocks, i.e., the data blocks that completed their last uses. Our experimental results obtained by simulating the execution of an MPSoC indicate that the most important problem with the static scheme is one of determining the ideal number of processors that need to be allocated for compression/ decompression. The results also show that the dynamic scheme successfully modulates the number of processors used for compression/decompression according to the dynamic behavior of the application, and this, in turn, improves overall performance significantly.
II. RELATED WORK
To reduce the size of a program's code segment, Cooper and Harvey [3] use pattern-matching-based techniques. A reduced instruction set computer system that can directly execute compressed programs is presented in [4] . Very long instruction word processors are also considered in compression-related work [5] - [9] . Data compression is used to reduce storage requirements, bus bandwidth, and energy consumption [10] - [19] . Using a hardware compressor enables faster compression/ decompression, and this has been achieved by various techniques [10] , [20] - [22] . Our work is different from these prior efforts as we give the task of the management of the compressed data blocks to the compiler. In deciding the data blocks to compress and decompress, our compiler approach exploits the data-reuse information extracted from the array accesses in the application source code. Prior work on MPSoCs discusses several advantages of these architectures over complex singleprocessor-based designs [23] - [30] . Using compression in an MPSoC environment has been investigated by Alameldeen and Wood [31] . In this paper, the authors introduce an adaptive policy that dynamically adapts to the costs and benefits of cache compression. In [32] , this work has been extended to include an adaptive prefetching mechanism. Our work is different from these prior efforts on MPSoCs as it explores the potential of compression in parallel execution.
III. MEMORY-SPACE OCCUPANCY
Memory-space occupancy indicates the memory space occupied by application data at each point during the course of execution. There are two important metrics associated with memory-space occupancy. The first one is the maximum memory occupancy (MMO), which gives the maximum memory space occupied by data during the course of execution when considering all execution cycles. The second metric is the average memory occupancy (AMO), which gives the memory occupancy when averaged over all execution cycles. Fig. 1 shows these two metrics for an example case. Note that the Fig. 2 . Memory organization. Our compiler creates a directory with entries, each of which corresponding to a tile of array X. Each entry in the directory of array X (denoted as X [[ I] ]) contains a pointer to the memory location where the corresponding tile is stored. By using this pointer, we are able to access the correct tile (could be compressed or decompressed). drops in the memory occupancy curve indicate either some application-level dead memory block recycling or system-level garbage collection. Both these metrics, MMO and AMO, can be important targets for optimizations. MMO is critical to minimize as it captures the amount of memory that needs to be allocated for the application if the application is to run successfully without an out-of-memory exception. The AMO metric, on the other hand, can be important in a multiprogrammingbased embedded execution environment where multiple applications compete for the same memory space. In particular, in an MPSoC setting, saved memory space can be used to increase the number of parallel applications. The goal behind our compiler-directed approach is to reduce both MMO and AMO for array/loop-intensive embedded applications. Note that, array/loop-intensive applications are frequently used in embedded image/video processing [33] . Furthermore, reducing MMO and AMO can result in both performance and energy improvements.
IV. DATA COMPRESSION IN THE SINGLE-CORE CASE
A. Compiler Algorithm
Employing data compression in managing the memory space of an embedded system requires a careful analysis of the data access pattern of the application under consideration. This is because exercising data compression in an untimely manner can cause significant performance and power penalties. For example, compressing data blocks with short reuse distances can increase the number of decompressions dramatically. Furthermore, decompressing data blocks with long reuse distances prematurely can increase memory-space consumption unnecessarily. Therefore, one needs to be very careful in deciding both the set of data blocks to compress/decompress and the points in execution to compress/decompress them. Clearly, this is an area that can benefit a lot from automation.
1) Data Tiling and Memory Compression:
Our scheme compresses only the arrays that can benefit from data compression (this can be determined either through profiling or via programmer annotations). These arrays are referred to as the "compressible" arrays in this paper. We do not compress scalar variables or incompressible arrays, i.e., the arrays that cannot benefit from data compression. Fig. 2 shows the organization of the memory space for supporting our compiler-directed datacompression approach. We divide the memory space into three parts: compressed area, decompression buffer, and static data area. The static data area contains scalar variables, incompressible arrays, and the directories for compressible arrays. The data entities in the static area are statically allocated at compilation time. The compressed area and the decompression buffer, however, are dynamically managed at runtime based on the compiler-determined schedule for compressions and decompressions. Note that, as can be seen from Fig. 2 , both compressed arrays/tiles and decompressed arrays/tiles can be present at the same time. Even some blocks of a given array can be compressed while some other blocks are decompressed.
We expect our technique to be more successful in the context of embedded systems where data sets are mostly integer or fixed point (instead of floating point). It needs to be noted, however, that our approach can work with data with different compressibilities, as we manage the memory space at a tile granularity (i.e., a less compressible data set will occupy more tiles). Although, in theory, the compressibility of a data block can change during the course of execution of the program (due to updates), we found in our experiments that this happens very rarely in practice.
We divide each compressible array into equal-sized tiles (blocks). An element of a tiled array X can be indexed using the following expression:
, where I is the tile subscript vector, which indexes a tile of array X, and J is the intratile subscript vector, which indexes an element within a given tile. For example, Fig. 3 shows an array X that is divided into nine (3 × 3) tiles, and each tile contains sixteen (4 × 4) elements. As an example, X[ [2, 3] ] refers to the tile at the second row, third column, and X[ [2, 3] ] [3, 2] refers to the data element at the third row, second column of tile X[ [2, 3] ]. Fig. 2 shows how we store the tiled arrays in the memory. For each compressible array X, our compiler creates a directory, each entry of which corresponding to a tile of array X, and can be indexed using a tile subscript vector. Each entry in the directory of array X, denoted as X [[ I] ] ( I is a tile subscript vector), contains a pointer to the memory location where the corresponding tile is stored. The directory of each array is stored in the static data area of the memory space.
An array tile can be either compressed or uncompressed. Uncompressed tiles are stored in the decompression buffer, and compressed tiles are stored in the compressed area. The decompression buffer is divided into equal-sized blocks, and the size of a block is equal to that of a tile. We use a free table to keep track of the free blocks in the decompression buffer. When we need to decompress a tile, we first need to allocate a free block in the decompression buffer. Compressed tiles are stored in the compressed area. The memory in this area is divided into equal-sized slices. The size of a slice is smaller than that of a block in the decompression buffer. In our implementation, a slice is equal to a quarter of a block. Although the size of tiles is fixed, the compression ratio depends on the specific tile. Therefore, the number of slices required to store a compressed tile may vary from one tile to another. In Fig. 2 , we can see that the slices belonging to the same tile form a link table. As in the case of the decompression buffer, the compressed area also has a free table keeping all free slices. Fig. 4 shows the architecture of our system. When the program starts its execution, all tiles are in the compressed format and are stored in the compressed area. A compressed tile is decompressed and stored in the decompression buffer by a decompresser before it is accessed by the program. If this tile belongs to an array that is not written (updated) by the current loop nest, the compressed version of this tile remains in the compressed area. On the other hand, if this tile belongs to an array that might be written by the current loop nest, we discard the compressed version of this tile and return the slices occupied by this tile to the free table of the compressed area. When we need to decompress a new tile but there is no free space in the decompression buffer, we select a set of old tiles in the decompression buffer and discard them to make space for the new tile. If a victim tile (the tile to be evicted) belongs to an array that might be written by the current loop nest, we must decompress and store its compressed version in the compressed area before we evict its uncompressed version. On the other hand, if this tile belongs to an array that is not written by the current loop nest, we can discard the uncompressed version of this tile without recompressing it. The important point to note is that our approach is not tied to any specific compression/decompression algorithm, and the compressor and decompresser can be implemented either in software or hardware. In our current implementation, however, we use only software-based compression/decompression.
It should be emphasized that data tiling is required by our implementation of memory compression, not by the logic of the application. Therefore, we do not require the programmer to be aware of the data tiling performed transparently for enabling data compression. Our compiler automatically (i.e., in a user-transparent manner) tiles every array that needs to be compressed. Data tiling requires two mapping functions p and q that map an original array subscript vector to tile and intratile subscript vectors, respectively. That is, we map
In this paper, given a tile size T , we use the following mapping functions:
When an array is tiled, our compiler also rewrites the program statements that access this array accordingly.
2) Loop Tiling: While data tiling transforms the memory layout of each compressible array, loop tiling (also known as iteration space blocking) transforms the order in which the array elements are accessed within a loop nest. If used appropriately, loop tiling can significantly reduce the number of decompressions invoked during the execution of a loop nest. Fig. 5 shows such an example. Fig. 5(a) shows the original code of a loop nest, which accesses a 600 × 600 array X. We apply data tiling to array X such that the size of each tile is 100 × 100. Fig. 5(b) shows the code after data tiling. For illustration purposes, let us assume that the decompression buffer has a space to store up to three tiles and that we use a least recently used-based policy to select the victim tiles in the decompression buffer. We can compute that, during the execution of this loop nest, we need to invoke the decompresser 100 times for each tile. Hence, the decompresser is invoked 100 × 36 = 3600 times. By applying loop tiling to the loop nest shown in Fig. 5(b) , we obtain the tiled loop nest shown in Fig. 5 (c). In this tiled code, loop iterators i and j are the intertile iterators, and the loop nest formed by them is referred to as the intertile loop nest. Similarly, the iterators ii and jj are the intratile iterators, and the loop nest formed by them is referred to as the intratile loop nest. During the execution of this loop nest, the decompresser is invoked only 36 times, once for each i, j combination. In the rest of this paper, we assume that the loop nests in the application program have been appropriately tiled according to the layout of the arrays imposed by data tiling.
3) Compression-Based Space Management: Our compiler inserts a buffer management code at each loop nest that uses the decompression buffer. For ease of discussion, we use the following abstract form to represent a tiled loop nest:
. . .
where I is the iteration vector and L and U are the lower and upper bound vectors for the loop nest. T i (i = 1 . . . n) represents an intratile loop nest. Since we focus on the access pattern of each array at a tile level, we treat each intratile loop nest as an atomic operation. R i ( I) is the set of tiles that might be read, and W i ( I) is the set of tiles that might be written in the intratile loop nest T i at the intertile iteration I. R i ( I) and W i ( I) can be computed as follows:
where X k is an array accessed by T i and f
is a mapping function that maps intertile iteration vector I into a tile of array X i . Note that, we must be conservative in computing R i ( I) and W i ( I). For intratile loop nest T i , let us assume
In the transformed code, we use counter c to count the number of intratile loop nests that have been executed up to a specific point. B is the set of tiles that are currently in the decompression buffer. Before entering intratile loop nest T i , we need to decompress all the tiles in the set
That is, all the tiles that will be used by T i must be available in the uncompressed format before we start executing T i . When decompressing a tile t, we may need to evict a tile from the decompression buffer if there is no free block in the decompression buffer (indicated by |B| = D). Each tile t in the decompression buffer is associated with an integer t.r, indicating when this tile will be reused in the future. Specifically, t 1 .r < t 2 .r indicates that tile t 1 will be reused earlier than t 2 . When evicting a tile, we select the one that will be reused in the furthest future. Each tile t in the decompression buffer also has a flag t.w indicating whether this block has been written since its last decompression. If this victim tile has been written, we need to recompress this tile. Before entering T i , we also update the next reuse time (t.r) for each tile (t) used by T i . The next reuse time of tile t is computed using t.r = c + d i (t), where c is the number of intratile loop nests that have been executed and d i (t) is the reuse distance of tile t at intratile loop nest T i . The reuse distance of a tile is the number of intratile loop nests executed between the current and the next accesses to that tile. We use a compiler-based approach to compute d i (t)-the reuse distance of tile t at intratile loop nest T i . The interested reader is referred to [2] for a detailed analysis. Fig. 6(b) shows the state of the decompression buffer during the execution. We observe that each tile is decompressed only once, which indicates that our compiler-directed buffer management approach is very effective in minimizing the number of decompressions.
B. Experiments 1) Platform:
We implemented our compression-based approach using the Stanford University Intermediate Format (SUIF) [34] compiler infrastructure. SUIF defines a small kernel and an intermediate representation, around which several independent optimization passes can be added. We implemented our approach as a separate pass. We observed during our experiments that the largest increase in original compilation times was about 65%, over the original case without our optimization.
To gather performance statistics, we used the SimpleScalar [35] simulation environment and modeled an embedded architecture.
To obtain energy numbers, we used energy models similar to Wattch [36] ; the memory energy values (which include both dynamic and leakage components) are obtained using the CACTI tool [37] . We assume that a 1-MB SRAM memory is available, and the on-chip memory space is divided into banks, each being 64 KB. Furthermore, we assume that memory access latencies for on-and off-chip memories are 2 and 100 cycles, respectively. Note that our main goal is to reduce the memoryspace consumption of a given application (both MMO and AMO). We are not really concerned in this paper with the question of how to utilize the memory space saved through our compiler-based approach (the saved memory space can be used for different purposes). However, to demonstrate the potential side benefits of our approach, we also present performance and energy statistics.
As our compression/decompression method, we used the Lempel-Ziv-Oberhumer (LZO) algorithm [38] . LZO is a datacompression library which is suitable for data decompression in real time. It is very fast in compression and extremely fast in decompression. The algorithm is both thread safe and lossless. In addition, it supports overlapping compression and in-place decompression. We want to mention, however, that our compiler approach can work with any compression/decompression algorithm and is not tied to a particular one in any way.
For each benchmark code in our experimental suite, we performed experiments with five different versions, which can be summarized as follows.
1) BASE:
The base execution does not employ any data compression or decompression, but only uses iteration space tiling. The specific loop tiling strategy used is due to Coleman and McKinley [39] . The memory saving and performance overhead results presented in the rest of this section are all normalized with respect to this base version. 2) LF: This is similar to the BASE scheme in that it does not employ any data compression or decompression. The difference between LF and BASE is that the former uses a lifetime analysis at a data block level and reclaims the memory space occupied by dead data blocks, i.e., the block that will not be used during the rest of the execution. Consequently, as compared to the BASE version, one can expect this scheme to reduce both MMO and AMO. This version implements an optimal strategy in recycling the dead blocks, i.e., the memory space allocated to a given data block is recycled into free space as soon as the data block is dead (i.e., completed its last reuse). 3) AGG: This is a compression/decompression-based scheme that uses data compression very aggressively. Specifically, as soon as an access to a data block is completed, it is compressed. While one can expect this approach to reduce memory-space consumption significantly, it can also incur significant performance penalties. 4) CD: This is the compiler-directed scheme proposed in this paper. As discussed earlier in detail, it uses compression and decompression based on the data-reuse information extracted from the program code by the automatic compiler analysis. 5) CD+LF: This is a scheme that combines our compression-based approach with dead block recycling. In principle, this version should generate the best memory occupancy savings. The set of benchmark codes used in this part of our experiments are given in Table I . The second column of this table explains the functionality implemented by each benchmark. The next two columns show MMO and AMO in kilobytes for real input data. The last column gives the execution cycles under the base version, i.e., the one without any data compression/decompression or lifetime analysis. As aforementioned, our results are presented as normalized values with respect to those obtained with the BASE version. In our experiments, all arrays in each application are marked as compressible.
2) Results: Our first set of results are shown in Fig. 7 for a representative benchmark: Jacobi's. This graph gives the memory-space occupancy during execution for the five different versions explained earlier. The execution time of each benchmark is divided into 20 epochs (each epoch has the same number of execution cycles). The value corresponding to an epoch is the maximum value seen in that epoch. One can make several important observations from this graph. First, as expected, the memory occupancy trend of the BASE version continuously increases. In comparison, the LF version has much better memory occupancy behavior. Note that the sudden drops in its curve correspond to dead block recycling. The AGG scheme also shows savings over the BASE version, due to its aggressive compression. When we look at the behavior of our approach (CD), we see that, while it is not as good as the AGG scheme, its results are competitive with those obtained using the LF scheme. In other words, data compression can be as effective as dead block recycling. Finally, we see that the best space savings are achieved with the CD+LF version since it combines the advantages of both data compression and It is also interesting to see how close our approach can come to optimal. In order to check this, we implemented an integerlinear-programming-based tool that can give us the optimal memory-space savings, given the input tile access pattern. Unfortunately, this tool is slow in finding an optimal result; therefore, we were able to run it only for four of our benchmarks. The results (the percentage savings in MMO) are shown in Fig. 8 (the results for the CD and CD+LF are reproduced for ease of comparison). We see from these results that, for these four benchmarks, the average MMO savings are 41.9%, 54.7%, and 59.6% for the CD, CD+LF, and optimal schemes, respectively. In other words, our approach, when combined with a lifetimebased memory saving strategy, can come close to optimal.
While these results clearly show that our approach is able to reduce memory-space occupancy significantly, the memory consumption is only one part of the whole picture. The other part is the impact on execution cycles and energy consumption. The performance and energy overheads incurred by our approach depends largely on the underlying execution model. For our experiments, we assumed that the same thread executes both application and compressions/decompressions. Fig. 9 shows the percentage increase in execution cycles for our approach (CD) with respect to the BASE scheme. As can be seen from these results, the average degradation in performance is 8.02%. The largest increases occur with the mpeg-2 and wave benchmarks since they exhibit the lowest data reuse among our benchmarks. Since the compiler-based approach exploits data-reuse information in minimizing the performance overheads due to decompressions, it is less successful with these two codes. The performance degradations with the remaining benchmarks on the other hand are not very large. The energy results with the CD scheme are shown in Fig. 10 . In performing the experiments from which we collected the energy numbers, we assumed that each memory bank can be placed into a low power (low leakage) mode when it is not used in the past 2000 cycles (using a mechanism similar to that discussed in [40] , except that we turn on/off the memory at a bank granularity). While in the low leakage mode, a bank is assumed to consume 5% of its original leakage energy (per cycle). Since data compression reduces the total memory demand, the optimized programs operate with fewer banks on average, which, in turn, reduces the energy consumption. Consequently, as can be seen from Fig. 10 , our approach saves energy over the BASE case in all benchmarks, and the average energy saving is 16.9%. Note that, we did not explicitly show the energy savings brought by the CD+LF scheme as they are very similar to the ones brought by the CD scheme. This is due to the fact that both CD+LF and CD exercise the same banks except some slight differences. Fig. 11 shows, for each benchmark, the breakdown of overheads incurred by our approach into three categories: compression, decompression, and bookkeeping overheads (which include all table management activities). We see that, while the contribution of each type of overhead varies with the benchmark used, all types of overheads contribute to the final Fig. 11 . Breakdown of the performance overheads incurred by our approach into three categories: compression, decompression, and bookkeeping overheads. result. It needs to be noted, however, that these overheads are already captured in the MMO and AMO results presented earlier. Fig. 12 shows the extra memory overheads brought by our approach, as a fraction of MMO (when the codes are optimized using our approach). Note that this value ranges from 3.9% to 6.9%, averaging on 5.3%. Note also that these overheads are already included in both the MMO and AMO results presented.
V. DATA COMPRESSION IN THE MPSOC CASE
Accessing off-chip memory presents at least three major problems in an MPSoC architecture. First, off-chip memory latencies are continuously increasing due to increases in processor clock frequencies. Consequently, large performance penalties are paid even if a small fraction of memory references go off-chip. Second, the bandwidth between the MPSoC and the off-chip memory may not be sufficient to handle simultaneous off-chip access requests coming from multiple processors. Third, frequent off-chip memory accesses can increase overall power consumption dramatically. In the remaining part of this paper, we propose and evaluate an on-chip memory management scheme for MPSoCs based on data compression. A critical issue in this context is to schedule compressions and decompressions intelligently so that they do not conflict with ongoing application execution. In particular, one needs to decide which processors should participate in the compression and decompression activities at any given point during the course of execution. While it is conceivable that all processors can participate in both application execution and compression/ decompression activities, this may not necessarily be the best option. This is because, in many cases, some processors are idle (and therefore cannot take part in application execution anyway) and can be utilized entirely for compression/ decompression and related tasks, thereby allowing other processors to focus solely on application execution. Therefore, an execution scheme that carefully divides the available computing resources between application execution and online compression/decompression can be very useful in practice.
A. Our Approach 1) Architecture and Code Parallelization:
The MPSoC architecture that we consider in this paper is a shared multiprocessor-based system, where a certain number of processors (typically, on the order of 4-32) share the same memory address space. In particular, we assume that there exists an on-chip (software-managed [41] - [43] ) memory space shared by all processors. We keep the subsequent discussion simple by using a shared bus as the interconnect, although one could use more sophisticated interconnects as well. The processors also share a large off-chip memory space. It should be noted that there is a trend toward designing domain-specific memory architectures [33] , [44] - [47] . Such architectures are expected to be very successful in some application domains, where the software can analyze the application code, extract the regularity in data access patterns, and optimize the data transfers between on-chip and off-chip memories. Such softwaremanaged memory systems can also be more power efficient than a conventional hardware-managed cache-based memory hierarchy [42] , [43] . In this study, we assume that the software is in charge of managing the data transfers between the on-chip memory space and the off-chip memory space, although, as will be discussed later, our approach can also be used with a cachebased system.
We employ a loop-nest-based code parallelization strategy for executing array-based applications in this MPSoC architecture. In this strategy, each loop nest is parallelized for the coarsest grain of parallelism where the computational load processed by the processors between global synchronization points is maximized. We achieve this as follows. First, an optimizing compiler, again built on top of the SUIF infrastructure [34] , analyzes the application code and identifies data reuses and data dependences. Then, the loops with data dependences and reuses are placed into inner positions (in the loop nest being optimized). This ensures that the loop nest exhibits a decent data locality, and the loops that remain the outer positions (in the nest) are mostly dependence free. After this step, for each loop nest, the outermost loop that does not carry any data dependence is parallelized. Since this type of parallelization tends to minimize the frequency of interprocessor synchronization and communication, we believe that it is very suitable for an MPSoC architecture. We use this parallelization strategy irrespective of the number of processors used for parallel execution and irrespective of the code version used. It should be emphasized, however, that, when some of the processors are reserved for compression/decompression, they do not participate in the parallel execution of loop nests. While we use this specific loop parallelization strategy in this work, its selection is actually orthogonal to the focus of this work. In other words, our approach can work with different loop parallelization strategies.
2) Our Objectives: We can itemize the major objectives of our compression/decompression-based on-chip memory management scheme for MPSoCs as follows.
1) We would like to compress as much data as possible. This is because the more data are compressed, the more space we have in the on-chip memory, which will be available for new data blocks. 2) Whenever we access a data block, we prefer to find it in an uncompressed form. This is because, if it is in a compressed form during the access, we need to decompress it (and spend extra execution cycles for that) before the access could take place. 3) We do not want the decompressions to come into the critical path of execution. That is, we do not want to employ costly algorithms at runtime to determine which data blocks to compress or to use complex compression/ decompression algorithms. It is to be noted that some of these objectives conflict with each other. For example, if we aggressively compress each data block as soon as the current access to it terminates, this can lead to a significant increase in the number of cases where we access a data block and find it compressed. Therefore, an acceptable execution model based on data compression and decompression should exploit the tradeoffs between these conflicting objectives. Note also that, even if we find the data block in the on-chip memory in the compressed form, depending on the processor frequency and the decompression algorithm employed, this option can still be better than not finding it in the on-chip storage at all and bringing it from the off-chip memory. Moreover, our approach tries to take decompressions out of the critical path (by utilizing idle processors) as much as possible, and it thus only compresses the data blocks that will not be needed for some time. Furthermore, the off-chip memory accesses keep getting more and more expensive in terms of processor cycles and power consumption. Therefore, one might expect a compression-based MPSoC memory management scheme to be even more attractive in the future.
3) Compression/Decompression Policies and Implementation Details: We explore two different strategies, explained in the following, for dividing the available processors between compression/decompression (and related activities) and application execution.
1) Static Strategy:
1 In this strategy, a fixed number of processors are allocated for performing compression/ decompression activity, and this allocation is not changed during the course of execution. The main advantage of this strategy is that it is easy to implement. Its main drawback is that it does not seem easy to determine the ideal number of processors to be employed for compression and decompression. This is because this number depends on several factors such as the application's data access pattern, the number of total processors in the MPSoC, and the relative costs of compression and decompression and off-chip memory access. In fact, as will be discussed later in detail, our experiments clearly indicate that each application demands a different number of processors (to be allocated for compression/decompression and related activities). Furthermore, it is conceivable that, even within an application, the ideal number of processors to employ in compression/decompression could vary across the different execution phases. 2) Dynamic Strategy: The main idea behind this strategy is to eliminate the optimal processor selection problem of the static approach aforementioned. By changing the number of processors allocated for compression and decompression dynamically, this strategy attempts to adapt the MPSoC resources to the dynamic application behavior. Its main drawback is the additional overhead it entails over the static one. Specifically, in order to decide how to change the number of processors (allocated for compression and decompression) at runtime, we need a metric that allows us to make this decision during execution. In this section, we make use of a metric, referred to as the miscompression rate, which gives the rate between the number of accesses made to the compressed data and the total number of accesses. We want to reduce the miscompression rate as much as possible since a high miscompression rate means that most of the data accesses find the data in the compressed form, and this can degrade overall performance by bringing decompressions into the critical path.
Irrespective of whether we are using the static or dynamic strategy, we need to keep track of the accesses to different data blocks to determine their access patterns so that an effective on-chip memory-space management can be developed. In our architecture, this is done by the processors reserved for compression/decompression (see [1] for more details). The processors reserved for compression and decompression maintain reuse information at the data block granularity. For a data block, we define the interaccess time as the gap (in terms of intervening block accesses) between two successive accesses to that block. Our approach predicts the next interaccess time to be the same as the previous one, and this allows us to rank the different blocks according to their next estimated accesses. Then, using this information, we can decide which blocks to compress, which blocks to leave as they are, and which blocks to send to the off-chip memory. Consider Fig. 13(a) which shows the different possible cases for a given data block. After the current use of the block is over, we estimate its next access. If it is soon enough (in relative to the other onchip blocks)-denoted Next use (1)-we keep the block in the on-chip memory as it is (i.e., without any compression). On the other hand, if the next access is not that soon [as in the case marked Next use (2)], we compress it (but still keep it in the on-chip memory). Finally, if the next use of the block is predicted to be really far [see Next use (3) in Fig. 13(a) ], it is beneficial to send it to the off-chip memory (the block can be compressed before being forwarded to the off-chip memory to reduce transfer time/energy).
Our implementation of this approach is as follows. When the current use of a data block is over, we predict its next use and rank it along with the other on-chip blocks. Then, using two threshold values (T h 1 and T h 2 ) and taking into account the size (capacity) of the on-chip memory, we decide what to do with the block. More specifically, if the next use of the block is (predicted to be) T n cycles away, we proceed as follows: keep the block in the on-chip memory uncompressed, if T n ≤ T h 1 , or else, keep the block in the on-chip memory compressed, if T h 1 < T n ≤ T h 2 , or else, send the block to the off-chip
It is to be noted that this strategy clearly tries to keep data with high reuse in on-chip memory as much as possible, even doing so requires compressing the data. As an example, suppose that we have just finished the current access to data block DB i , and the on-chip memory currently holds s data blocks (some of which may be in a compressed form). We first calculate the time for the next use of DB i (call this value T n ). As explained earlier, if T n ≤ T h 1 , we want to keep DB i in the on-chip memory in an uncompressed form. However, if there is no space for it in the on-chip memory, we select the data block DB j with the largest next-use distance, compress it, and forward it to the off-chip memory. We repeat the same procedure if T h 1 < T n ≤ T h 2 except that we leave DB i in the on-chip memory in a compressed form. Finally, if T n > T h 2 , DB i is compressed and forwarded to the off-chip memory. This algorithm is executed after the completion of processing any data block. Furthermore, a similar activity takes place when we want to bring a new block from the off-chip memory to the onchip memory or when we create a new data block.
While this approach takes care of the compression part, we also need to decide when to decompress a data block. Basically, there are at least two ways of handling decompressions. First, if a processor needs to access a data block and finds it in the compressed form, the block should be decompressed first before the access can take place. This is termed as on-demand decompression in this paper, and an example is shown in Fig. 13(b) as Decompress (1) . In this case, the data block in question is decompressed just before the access is made. A good memoryspace-management strategy should try to minimize the number of on-demand decompressions since they incur performance penalties.
The second strategy is referred to as predecompression in this paper and is based on the idea of decompressing the data block before it is really needed. This is akin to software-based data prefetching [48] employed by some optimizing compilers. In our implementation, predecompression is performed by the processors allocated for compression/decompression since they have the next access information for the data blocks. An example predecompression is marked as Decompress (2) in Fig. 13(b) . We want to maximize the number of predecompressions for the compressed blocks so that we can hide as much decompression time as possible. Notice that, during predecompression, the processors allocated for application execution are not affected, i.e., they continue with application execution. Only the processors reserved for compression and decompression participate in the predecompression activity.
The compression/decompression implementation explained previously is valid for both the static and the dynamic schemes. However, in the dynamic strategy case, an additional effort is needed for collecting statistics on the rate between the number of on-demand compressions and the total number of data block accesses (as mentioned earlier, this is called the miscompression rate). Our current implementation maintains a global counter that is updated, within a protected memory region in the on-chip storage, by all the processors reserved for compression/decompression. An important issue that is to be addressed is when do we need to increase/decrease the number of processors allocated for compression/decompression and related activities. For this, we adopt two thresholds Mr 1 and Mr 2 . If the current miscompression rate is between Mr 1 and Mr 2 , we do not change the existing processor allocation. If it is smaller than Mr 1 , we decrease the number of processors allocated for compression/decompression. In contrast, if it is larger than Mr 2 , we increase the number of processors allocated for compression/decompression. The rationale behind this approach is that, if the miscompression rate becomes very high, this means that we are not able to decompress data blocks early enough; therefore, we put more processors for decompression. On the other hand, if the miscompression rate becomes very low, we can reduce the resources that we employ for decompression. To be fair in our evaluation, all the performance data presented in Section V-B include these overheads as well.
It is important to measure miscompression rate in a lowcost yet accurate manner. One possible implementation is to calculate/check the miscompression rate after every T cycles. The important issue then is to select the most appropriate value for T . A small T value may not be able to capture miscompression rate accurately and incurs significant overhead at runtime. In contrast, a large T value does not cause much runtime overhead. However, it may force us to miss some optimization opportunities by delaying potential useful compressions and/or decompressions. In our experiments, we implemented this approach and also measured the sensitivity of our results to the value of the T parameter. Finally, it should also be mentioned that keeping the access history of the onchip data blocks requires some extra space. Depending on the value of T , we allocate a certain number of bits per data block and update them each time a data block is accessed. In our TABLE III  BASE SIMULATION PARAMETERS USED IN OUR EXPERIMENTS implementation, these bits are stored in a certain portion of the on-chip memory, reserved just for this purpose. While this introduces both space and performance overhead, we found that these overheads are not really excessive. In particular, the space overhead was always less than 4%. Furthermore, all the performance numbers given in the next section include the cycle overheads incurred for updating these bits. Apart from this bookkeeping required to keep track of reuse blocks and capture miscompressions, the space management for blocks is similar to the case with a single core (explained earlier).
B. Experimental Evaluation 1) Setup:
We used Simics [49] to simulate an on-chip multiprocessor environment. Simics is a simulation platform for hardware development and design space exploration. It supports modifications to the instruction set architecture, architectural performance models, and devices. We use a variant of the LZO compression/decompression algorithm [38] to handle compressions and decompressions; the decompression rate of this algorithm is about 20 MB/s. It is to be emphasized that while, in this particular implementation, we chose LZO as our algorithm, our approach can work with any algorithm. In our approach, LZO is executed by the processors reserved for compression/decompression. To collect energy numbers, we enhanced the base Simics platform with Wattch-like [36] energy models. Table III lists the base simulation parameters used in our experiments.
Since most of the applications used in Section IV-B are not amenable to parallelism, we could not use them in our MPSoC experiments. Instead, we tested the effectiveness of our approach using five randomly selected applications (swim, apsi, fma3d, mgrid, and applu) from the SpecFP2000 suite [50] and three applications (ocean, raytrace, and BLU) from the Splash2 suite [51] . For each application, we fastforwarded the first 500 million instructions and simulated the next 250 million instructions. Two important statistics about these applications are given in Table IV . Since the original applications work with floating-point data (which is not amenable to compression), we converted their data to integers. The second column in Table IV (labeled Cycles-1) gives the execution time, in terms of cycles, of the original applications. The values in this column were obtained by using our base configuration (Table III) and using eight processors to execute each application without any data compression/decompression. In more details, the results in the second column of this table are obtained by using a parallel version of the software-based on-chip memory management scheme proposed in [43] . This scheme is a highly optimized dynamic approach that keeps the most reused data blocks in the on-chip memory as much as possible. In our opinion, it represents the state-of-the-art in software-managed on-chip memory optimization if one does not employ data compression/ decompression. The performance (execution cycles) results reported in the next section are given as fractions of the values in this second column, i.e., they are normalized with respect to the second column of Table IV . The third column (named Cycles-2), on the other hand, gives the execution cycles for a compression-based strategy where each processor both participates in the application execution and performs on-demand decompression. In addition, when the current use of a data block ends, it is always compressed and kept on-chip. The on-chip memory space is managed in a fashion which is very similar to that of a fully associative cache. When we compare the results in the last two columns of this table, we see that this naive compression-based strategy is not any better than the case where we do not make use of any compression/decompression at all (the second column of the table). That is, in order to take advantage of data compression, one needs to employ smarter strategies. Our approach goes beyond this simplistic compression-based scheme and involves dividing the processor resources between those that do computation and those that perform compression/decompression-related tasks. 2) Results With the Base Parameters: Fig. 14(a) shows the behavior (normalized execution cycles with respect to our base configuration without any data compression/decompression) of the static approach with different |C| values (|C| = n means n out of eight processors are used for compression/ decompression). As can be seen from the x-axis of this graph, we changed |C| from one to seven. One can observe from this graph that, in general, the different applications prefer different |C| values for the best performance characteristics. For example, while apsi demands three processors dedicated for compression/decompression for the best results, the corresponding number for applu is one. This is because each application has typically a different degree of parallelism in its different execution phases. That is, not all the processors participate in the application execution, e.g., as a result of data dependences or due to load imbalance concerns, and such otherwise idle processors can be employed for compression and decompression. We further observe from this graph that increasing |C| beyond a certain value causes performance deterioration in all applications. This is due to the fact that employing more processors for compression and decompression than necessary prevents the application from exploiting the inherent parallelism in its loop nests, and that, in turn, hurts the overall performance. In particular, when we allocate six processors or more for compression and decompression, the performance of all eight applications in our suite becomes worse than the original execution cycles.
It is important to explain at this point why, in some cases, as can be observed from Fig. 14(a) , smaller |C| values generate better results, as compared to using larger |C| values. It needs to be emphasized that, in all the experiments of Fig. 14(a) , we used all eight processors in the MPSoC architecture. However, the |C| value used (which is varied between one and seven) indicates how many of these processors are used exclusively for compression/decompression-related activities. In some cases, asking all (or most of) processors to do compression/decompression (in addition to executing their part of the application) can put these compression/decompression activities in the critical path, and this, in turn, increases the overall execution latency. Instead, reserving a certain set of processors for compression/decompression (i.e., not asking them to participate at the application execution) can take compression/decompression out of the critical path and improve performance by making sure that the data required by processors that execute the application code become available (i.e., decompressed) in time. It is also important to note that compressing data practically increases the effective on-chip memory capacity and allows the application to keep more tiles in on-chip memory, and this improves performance if we are able to take decompressions out of the critical path of execution.
The graph in Fig. 14(b) shows a comparison of the static and dynamic strategies. The results in this graph are normalized execution cycles with respect to our base configuration without any data compression/decompression. The first bar for each benchmark gives the best static version, i.e., the one that is obtained using the ideal |C| value for that benchmark. The second bar represents the normalized execution cycles for the dynamic scheme. One can see from these results that the dynamic strategy outperforms the static one for all the eight applications tested; the average performance improvement across all benchmarks is 16.3% and 25.1% for the static and dynamic strategies, respectively. That is, the dynamic approach brings additional benefits over the static one. To better explain why the dynamic approach generates better results than the static one, we show in Fig. 15 the execution behavior of the dynamic approach. More specifically, this graph divides the entire execution time of each application into 20 epochs and, for each epoch, shows the most frequently used |C| value in that epoch. One can clearly see from the trends in this graph that the dynamic approach changes the number of processors dedicated to compression/decompression over the time, and in this way, it successfully adapts the available computing resources to the dynamic execution behavior of the application being executed. Fig. 16 shows the normalized energy consumption results under our approach. As in the single-core case, we assumed that the memory space is divided into equal-sized banks (each is 64 KB) and that each bank can be transitioned to a low leakage mode if it is idle for a certain period of time. We see that our approach reduces energy consumption, i.e., it is beneficial from the energy perspective as well. However, the energy savings are lower than the performance savings, as the energy overheads incurred due to compression/decompression cannot be hidden (unlike the performance overhead which can be hidden most of the time during parallel execution). Still, we also see that the average energy saving is 12.7% when all eight benchmarks are considered.
We, next, present how the overheads incurred by our approach [effects of which are already shown in Fig. 14(a) and (b)] are decomposed into different components. In the bar chart shown in Fig. 14(c) , we give the individual contributions of the three main sources of overheads: compression, decompression, and reuse updates, threshold checks, and other bookkeeping activities. We see from these results that, in the static approach case, compression and decompression activities dominate the overheads, most of which are actually hidden during parallel execution. In the dynamic approach case, on the other hand, the overheads are more balanced, since the process of determining the |C| value to be used currently incurs additional overheads. Again, as in the static case, an overwhelming percentage of these overheads are hidden during parallel execution.
VI. CONCLUSION AND FUTURE WORK
This paper has presented a compiler-directed approach that inserts compression and decompression calls in the application code to reduce maximum and average memory-space consumption. In this approach, the compiler analyzes a given application code and extracts data-reuse information at the data block level. It then uses this information in deciding the set of data blocks to be compressed/decompressed as well as the points at which these actions need to be invoked. This paper also shows how data compression can be used in MPSoC-based architectures to reduce the number of off-chip accesses. Specifically, it explores two different approaches: static and dynamic. To test the effectiveness of our approach in reducing memory-space occupancy, we applied it to several array-based benchmarks. Our experimental results reveal that the proposed approach is very effective in reducing the memory-space consumption. The results also show that the proposed approach outperforms other schemes tested. We believe that these results are encouraging and motivate further research on compiler-directed data compression. As future work, we also would like to compare our compiler-directed approach with techniques using a hardware compressor.
