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Abstract
By focusing on data and flow control, imperative languages provide a 
finely grained and efficient mechanism for directly manipulating state and 
memory. By focusing on functions, polymorphism increases the modularity 
and reusability of programs. The pattern calculus gives a new account of 
polymorphism over arbitrary datatypes which has been used as the foun­
dation for building the functional language FISh2. The power of the new 
polymorphism is not limited to a functional setting and it can be extended 
into an imperative setting. The main contribution of this thesis is to expand 
the pattern calculus with imperative features and implement this within a 
version of FISh2.
Two approaches are developed in expanding the calculus to imperative 
programming based on two setting: functional and imperative. Based on 
a functional setting, updatable locations are given separate location types; 
while based on an imperative setting, locations and their values share the 
same types. In both approaches, structured locations can be defined in the 
same way the calculus defines structured data. Hence, generic functions on 
locations can be defined by pattern-matching on (location) constructors. In 
that way, the power of the combination exceeds that of the boundary of 
functional or imperative alone. In particular, with the generic assignment 
function, we have a new approach on memory management which performs 
inplace update whenever it is reasonable to do so.
2Similar ideas could be used to extend the power of parametric polymor­
phism to parallel programming. To illustrate the approach, a key problem is 
addressed in detail, namely, distributing a data structure over a network of 
processors.
