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FUNCTIONAL REPESENTATION OF SUBSTITUTION
ALGEBRAS
NORMAN FELDMAN
Abstract. We show that the class of representable substitution algebras is
characterized by a set of universal first order sentences. In addition, it is shown
that a necessary and sufficient condition for a substitution algebra to be rep-
resentable is that it is embeddable in a substitution algebra in which elements
are distinguished. Furthermore, conditions in terms of neat embeddings are
shown to be equivalent to representability.
1. Introduction
In [1], the problem of axiomatizing polonomial substitution algebras was consid-
ered. It was shown that a set of first order sentences and a non-first order condition
of local finitness characterizes the class of isomorphs of these algebras. From Theo-
rem 3.1 in [1], it follows that every locally finite substitution algebra is isomorphic
to a function substitution algebra and hence, is representable.
In this section we recall some of the definitions from [1].
Let α be an ordinal and let Fα(U) be the set of functions from U
α, the set of
α-sequences of members of U , to U , a non-empty set.
Definition 1.1. For s ∈ Uα, let s〈κ, x〉 ∈ Uα be defined by s〈κ, x〉λ = sλ if λ 6= κ
and s〈κ, x〉λ = x if λ = κ.
Definition 1.2. For κ < α, define a binary operation on Fα(U) by
(f ∗k g)(s) = g(s〈k, f(s)〉)
for f, g ∈ Fα(U).
Let Vκ ∈ Fα(U) be defined by Vκ (s) = sκ for s ∈ U
α.
Definition 1.3. An algebra of the form A = 〈A, ∗κ, Vκ〉κ<α where A ⊆ Fα(U),
A is closed under ∗κ, and Vκ ∈ A for κ < α, is a function substitution algebra
of dimension α (FSAα). If A = Fα(U), then A is said to be the full function
substitution algebra of dimension α with base U .
Definition 1.4. An algebra A = 〈A, ∗κ, vκ〉κ<α satisfying the following first order
axiom schema is called a substitution algebra of dimension α (SAα):
(1) For all x, x ∗κ vκ = x.
(2) For all x, x ∗κ vλ = vλ for κ 6= λ.
(3) For all x, vκ ∗κ x = x.
(4) For all x and z, if w ∗λ x = x, for all w, then x ∗λ (vλ ∗κ z) = x ∗λ (x ∗κ z).
(5) For all x, y, and z, (x ∗κ y) ∗κ z = x ∗κ (y ∗κ z).
(6) For all x, y, and z, if w ∗λ x = x, for all w, then
x ∗κ (y ∗λ z) = (x ∗κ y) ∗λ (x ∗κ z) , for κ 6= λ.
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It is easily shown that every FSAα is an SAα.
In [1] it was shown that the class of SAα’s can be axiomatized by a set of
universal sentences and hence, a subalgebra of a SAα is an SAα.
Definition 1.5. Let A = 〈A, ∗κ, vκ〉κ<α be an SAα. For x ∈ A, let
∆Ax = {κ : a ∗κ x 6= x, for some a ∈ A}.
∆Ax is called the dimension set of x.
We usually drop the subscript and write ∆x for ∆Ax when there is no ambiguity.
Definition 1.6. A substitution algebra A = 〈A, ∗κ, vκ〉κ<α is locally finite if ∆x is
finite for all x ∈ A.
For an arbitrary algebra B, the polynomial substitution algebra over B of di-
mension α is a locally finite SAα. It is, in fact, an FSAα. In [1]. it was shown
that every locally finite SAα is isomorphic to some polynomial substitution algebra.
The question arises: Is every SAα isomorphic to an FSAα? Call such an algebra a
representable substitution algebra (RSAα).
In section 3, we show that the class of RSAα is at least characterized by a set
of first order universal sentences; that is, the class RSAα is a UC∆.
Definition 1.7. Elements are distinguished in an SAα if for all κ < α, x 6= y
implies c ∗κ x 6= c ∗κ y for some c with ∆c = 0.
In section 4, we show that an SAα is an RSAα iff it is embeddable in an SAα in
which elements are distinguished. At this time, we do not know if there is an SAα
which is not an RSAα.
Unless otherwise stated, the universe of a substitution algebra will be denoted
by the Roman letter corresponding to the Gothic letter used to denote the algebra.
For example, the universes of A, Bi,and C
′ are A, Bi, and C
′ respectively.
Filters will be used in several places. Let F be a filter on a set I and let Xi be a
set for x ∈ I. Let ∼ be the equivalence relation on the product W =
∏
〈Xi : i ∈ I〉
defined by x ∼ y iff {i : i ∈ I and xi = yi} ∈ F for x, y ∈W .
Throughout the paper the equivalence class containing x is denoted by [x].
2. Γ-homomorphisms
Definition 2.1. Let A be an SAα. For a subset Γ of α, let
Z(Γ) = {x : x ∈ A and ∆x ∩ Γ = 0}.
It follows that Z(α) = {x : x ∈ A and ∆x = 0}. In this case, let Z = Z(α).
In [1], the notion of generalized substitutions was defined by
s ∗(Γ) a = sκn−1 ∗κn−1 (· · · (sκ1 ∗κ1 (sκ0 ∗κ0 a)) · · · )
where s ∈ Zα, a ∈ A and Γ = {κ0, · · · , κn−1} with κ0 < · · · < κn−1.
We can let s ∈ Aα in this definition. With suitable restrictions on s, we obtain
theorems analogous to Theorems 4.1 and 4.2 of [1]. We state below the parts of
these theorems needed for this paper. The proofs are almost identical to their
counterparts in [1]. The following theorem shows that a generalized substitution,
s ∗(Γ) a is independent of the order of the elements in Γ.
Theorem 2.2. If s ∈ Z(Γ)α, a ∈ A, and Γ = {λ0, · · · , λn−1}, then
s ∗(Γ) a = sλn−1 ∗λn−1 (· · · (sλ1 ∗λ1 (sλ0 ∗λ0 a)) · · · ).
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Theorem 2.3. Let Γ and Σ be finite subsets of α.
(i) If s ∈ Z(Γ)α and κ ∈ Γ, then s ∗(Γ) a = s ∗(Γ−{κ}) (sκ ∗κ a).
(ii) If s ∈ Z(Γ)α, then ∆(s ∗(Γ) a) ⊆
⋃
{∆sκ : κ ∈ Γ} ∪ (∆a− Γ).
(iii) If s ∈ Z(Γ)α, x ∈ Z(Γ), and κ ∈ Γ, then s〈κ, x〉 ∗(Γ) a = x ∗κ (s ∗(Γ−{κ}) a).
(iv) If s ∈ Z(Γ ∪ Σ ∪ {κ})α, and κ /∈ Σ, then
(s ∗(Γ) a) ∗κ (s ∗(Σ) b) = s ∗(Γ∩Σ) ((s ∗(Γ−Σ) a) ∗κ (s ∗(Σ−Γ) b)).
Definition 2.4. Let A = 〈A, ∗κ, vκ〉κ<α and A
′ = 〈A′, ∗′κ, v
′
κ〉κ<α be SAα’s. and
let Γ ⊆ α. φ is a Γ-homomorphism from A into A′ if φ : A→ A′ and for all κ ∈ Γ
and all a, b ∈ A, φ(a ∗κ b) = φ(a) ∗
′
κ φ(b) and φ(vκ) = v
′
κ.
Theorem 2.5. Let A be an SAα and let Γ be a finite subset of α. Define a function
φΓ : A→ Fα(Z(Γ)) by φΓ(a)(s) = s ∗(Γ) a. Then φΓ is a Γ-homomorphism from A
to the full FSAα with base Z(Γ).
Proof. First note that Theorem 2.3 (ii) implies that s ∗(Γ) a ∈ Z(Γ) for s ∈ Z(Γ)
α
and s ∈ A.
It is easily checked that φΓ(vκ) = Vκ for κ ∈ Γ where Vκ(s) = sκ for s ∈ Z(Γ)
α.
Let κ ∈ Γ, a, b ∈ A, and s ∈ Z(Γ)α. We then have
(φΓ(a) ∗κ φΓ(b))(s) = φΓ(b)(s〈κ, φΓ(a)(s)〉)
= s〈κ, s ∗(Γ) a〉 ∗(Γ) b
= (s ∗(Γ) a) ∗κ (s ∗(Γ−{κ}) b) by Theorem 2.3 (ii), (iii)
= s ∗(Γ−{κ}) ((s ∗κ a) ∗κ b) by Theorem 2.3 (iv)
= s ∗(Γ−{κ}) (sκ ∗κ (a ∗κ b))
= s(Γ)(a ∗κ b) by Theorem 2.3 (i)
= φ(Γ)(a ∗κ b)(s).

3. A representation theorem and ultraproducts
Definition 3.1. Let A be an SAα. Elements are strongly distinguished in A if, for
all s ∈ Zα, there is a finite subset Σ of α, such that s ∗(Σ) a = s ∗(Σ) b, then a = b.
Theorem 3.2. Every SAα in which elements are strongly distinguished is an
RSAα.
Proof. Let A be an SAα in which elements are strongly distinguished. Let J be
the collection of all finite subsets of α and let
PΣ = {Γ : Γ ∈ J and Γ ⊇ Σ}
for Σ ∈ J . Since PΣ ∩ PΓ = PΣ∪Γ, it follows that
F = {Q : Q ⊆ J and for some Σ ∈ J,Q ⊇ PΣ}
is a filter on J .
Let W =
∏
〈Z(Γ) : Γ ∈ J〉, and let U be the collection of all equivalence classes
[f ] for f ∈W . U is the base for the FSAα we seek.
For X ∈ U , let
K(X) = {f : f ∈ X and for some x ∈ Z, fΓ = x for all Γ ∈ J}.
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It is easily seen that K(X) has at most one member. Let c : U → W be a choice
function such that for all X ∈ U , c(X) ∈ K(X) if K(X) 6= ⊘ and c(X) ∈ X if
K(X) = ⊘.
For each s ∈ Uα and Γ ∈ J , define sΓ ∈ Z(Γ)α by (sΓ)λ = c(sλ) for λ < α.
For Γ ∈ J , let φΓ be the Γ- homomorphism of Theorem 2.5. Define a function
φ : A → Fα(U) by φ(a)(s) = [〈φΓ(a)(s
Γ) : Γ ∈ J〉] where a ∈ A and s ∈ Uα. We
shall show that φ is an isomorphism from A to the full FSAα with base U . The
result follows immediately from this.
First we show that φ is one-one. Suppose that φ(a) = φ(b) where a, b ∈ A.
Therefore, for all s ∈ Uα, φ(a)(s) = φ(b)(s) and hence,
{Γ : Γ ∈ J and sΓ ∗(Γ) a = s
Γ ∗(Γ) b} ∈ F .
From the definition of F , it follows that
(1) for all s ∈ Uα, there is a Σ ∈ J such that sΣ ∗(Σ) a = s
Σ ∗(Σ) b.
Since elements are strongly distinguished in A, to show that a = b,, it suffices to
show that
(2) for all t ∈ Zα, there is a Σ ∈ J such that t ∗(Σ) a = t ∗(Σ) b.
To this end, let t ∈ Zα and define s ∈ Uα by sλ = [〈tλ : Γ ∈ J〉] for λ < α. By
(1), there is a Σ ∈ J such that sΣ ∗(Σ) a = s
Σ ∗(Σ) b. Since 〈tλ : Γ ∈ J〉 ∈ K(sλ) we
have c(sλ) = 〈tλ : Γ ∈ J〉. Therefore,, for all λ < α, (s
Σ)λ = c(sλ)
Γ = tλ. Hence,
sΣ = t and t ∗(Σ) a = t ∗(Σ) b. We therefore have (2).
Next we show that φ is a homomorphism from A to to the full FSAα with base
U . We need the following easily verified fact:
(3) For all s ∈ Uαand X ∈ U, s〈κ, x〉Γ = sΓ〈κ, c(X)Γ〉.
Let a, b ∈ A and s ∈ Uα. Let
M = {Γ : Γ ∈ J and φΓ(a ∗κ b)(s
Γ) = (φΓ(a) ∗κ φΓ(b))(s
Γ)}.
Since φΓ is a Γ-homomorphism, M ⊇ P{κ} and hence, M ∈ F . We then have
φ(a ∗κ b)(s) = [〈φΓ(a ∗κ b)(s
Γ) : Γ ∈ J〉]
= [〈(φΓ(a) ∗κ φΓ(b))(s
Γ) : Γ ∈ J〉] since M ∈ F
= [〈φΓ(b)(s
Γ〈κ, φΓ(a)s
Γ)〉) : Γ ∈ J〉].
On the other hand,
(φ(a) ∗κ φ(b))(s) = φ(b)(s〈κ, φ(a)(s)〉)
= [〈φΓ(b)(s〈κ, φ(a)(s)〉
Γ) : Γ ∈ J〉]
= [〈φΓ(b)(s
Γ〈κ, c(φ(a)(s)Γ〉) : Γ ∈ J〉].
Let
R = {Γ : Γ ∈ J and φΓ(a)(s
Γ) = c(φ(a)(s))Γ}.
It is easily seen that R ∈ F . It follows that φ(a ∗κ b)(s) = (φ(a) ∗κ φ(b))(s).
By a similar type of argument, it can be shown that φ(vκ) = Vκ where Vκ(s) = sκ
for all s ∈ Uα. 
Theorem 3.3. Elements are strongly distinguished in every full FSAα.
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Proof. Let A be a full FSAα with base U . Suppose that f, g ∈ Fα(U) such that
f 6= g. Therefore, f(s) 6= g(s) for some s ∈ Uα. Define t ∈ Zα by tλ(r) = sλ for
r ∈ Uα. A direct computation shows that for all finite subsets Σ of α, (t∗(Σ)f)(s) =
f(s) and (t∗(Σ) g)(s) = g(s) and hence, t∗(Σ) g 6= t∗(Σ)f . Therefore, we have shown
that if f 6= g, then there is a t ∈ Zα such that t∗(Σ) g 6= t∗(Σ) f for all finite subsets
Σ of α. 
Theorem 3.4. An SAα is representable iff it is embeddable in an SAα in which
elements are strongly distinguished.
Proof. If an SAα is representable, then it is isomorphic to an FSAα and, since
every FSAα is a subalgebra of a full FSAα, by Theorem 3.3, it is embeddable in
an SAα in which elements are strongly distinguished.
The other implication follows from Theorem 3.2. 
We use the next theorem to show that an ultraproduct of FSAα’s is repre-
sentable.
Theorem 3.5. Let F be an ultrafilter on a set I and for all i ∈ I, let Ai be
an SAα in which elements are strongly distinguished. Then elements are strongly
distinguished in B =
∏
〈Ai : i ∈ I〉/F , the ultra product of the Ai.
Proof. The universe B of B is the collection of equivalence classes [a] where a ∈∏
〈Ai : i ∈ I〉. Let a, b ∈ W such that [a] 6= [b]. Let P = {i : i ∈ I and ai 6= bi}.
Since F is an ultrafilter, P ∈ F . Let Zi = {x : x ∈ Ai and ∆x = 0} and Z =
{x : x ∈ B and ∆x = 0}. For all i ∈ I, elements are strongly distinguished in Ai.
Therefore, for all i ∈ P , there is a ti ∈ Zαi such that t
i ∗(Σ) ai 6= t
i ∗(Σ) bi for all
finite subsets Σ of α. For i ∈ I −P , let ti be any member of Zαi . Define s ∈ Z
α by
letting sλ = [〈(t
i)λ : i ∈ I〉] for λ < α.
Let Σ be a finite subset of α. A direct computation shows that for all x ∈ W ,
s ∗(Σ) [x] = [〈t
i ∗(Σ) xi : i ∈ I〉]. Let Q = {i : i ∈ I and t
i ∗(Σ) ai 6= t
i ∗(Σ) bi}.
Since P ∈ F and Q ⊇ P , we have Q ∈ F . Therefore,
s ∗(Σ) [a] = [〈t
i ∗(Σ) ai : i ∈ I〉]
6= [〈ti ∗(Σ) bi; i ∈ I〉]
= s ∗(Σ) [b].

Theorem 3.6. An ultraproduct of RSAα’s is an RSAα.
Proof. For i ∈ I let Ai be an RSAα and let F be an ultrafilter on I. Each Ai
is isomorphic to some FSAα Ai
′ with base Ui. Ai
′ is a subalgebra of the full
FSAα Bi with base Ui. A =
∏
〈Ai : i ∈ I〉/F is isomorphic to a subalgebra of
B =
∏
〈Bi : i ∈ I〉/F . By Theorems 3.3, 3.5, and 3.2, B is an RSAα and therefore,
A is an RSAα. 
Theorem 3.7. The class of RSAα’s is a UC∆.
Proof. The class of RSAα’s is closed under isomorphism, subalgebra, and by Theo-
rem 3.6, ultraproducts. By a theorem of Los [4], the class of RSAα’s is a UC∆. 
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4. A condition equivalent to representability
It is easily seen that if elements are strongly distinguished in an SAα A , then
elements are distinguished in A. Therefore, by Theorem 3.3, elements are distin-
guished in a full FSAα.
Theorem 4.1. An SAα is an RSAα iff it is emeddable in an SAα in which ele-
ments are distinguished.
Proof. Every FSAα is a subalgebra of a full FSAα and elements are distinguished
in every full FSAα. Therefore, every representable SAα is embeddable in an SAα
in which elements are distinguished.
For the converse, let A′ be an SAα which is embeddable in A in which elements
are distinguished. To show that A′ is representable, it suffices to show that A is
representable.
Let J be the collection of finite subsets of α. For Γ ∈ J , let AΓ be the full
FSAα with base Z(Γ). For all Γ ∈ J , φΓ, the function defined in Theorem 2.5, is
a Γ-homomorphism from A into AΓ. We show that φΓ is one-one. Suppose that
φΓ(a) = φΓ(b) where a, b ∈ A. Hence, for all s ∈ Z(Γ)
α, φΓ(a)(s) = φΓ(b)(s); that
is, s∗(Γ) a = s∗(Γ) b. Since Z ⊆ Z(Γ), s∗(Γ) a = s∗(Γ) b for all s ∈ Z
α. By Theorem
5.5 of [1], a = b since elements are distinguished in A.
For λ < α, let Rλ = {Γ : Γ ∈ J and λ ∈ Γ}. The collection of all Rλ for λ < α,
has the finite intersection property and hence, there is an ultrafilter F on J such
that Rλ ∈ F for all λ < α. Let B =
∏
〈A  : Γ ∈ J〉/F . Define a map ψ : A → B
as follows: ψ(a) = [〈φΓ(a) : Γ ∈ J〉] for a ∈ A. A straightforward verification shows
that ψ is an isomorphism from A into B. By Theorem 3.6, B is representable and
hence, A is representable. 
As in the theory of cylindric algebras [2], a dimension-complemented SAα is
defined as follows:
Definition 4.2. An SAα A is dimension-complemented if for all finite X ⊆ A,
α−
⋃
{∆x : x ∈ X}
is infinite.
Theorem 4.3. Every dimension-complemented SAα is embeddable in a dimension-
complemented SAα in which elements are distinguished.
Proof. The proof is obtained from the proof of Theorem 5.3 and 5.4 of [1] if we
replace “locally finite” wherever it occurs by “dimension-complemented.”

In the theory of cylindrical algebras, every dimension-complemented cylindrical
algebra is representable [3]. The following is a theorem analogous to this.
Theorem 4.4. Every dimension-complemented SAα is representable.
Proof. This follow immediately from Theorems 4.3 and 4.1.

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5. Neat embeddings
Definition 5.1. Let A = 〈A, ∗κ, vκ〉κ<α be an SAα and β ≤ α. The β-reduct of A
is the algebra A/β = 〈A, ∗κ, vκ〉κ<β .
Clearly, A/β is an SAβ if A is an SAα.
Theorem 5.2. If A is a RSAα and β ≤ α, then A/β is an RSAβ.
Proof. Let A be an RSAα. Then A is isomorphic to a subalgebra of an FSAα A
′. A′
is a subalgebra of B, the full FSAα with base U . Therefore, A
′/β is embeddable in
B/β. Theorem 3.2 can be easily modified to show that elements are distinguished
in B/β and hence, by Theorem 4.1, A′/β is an RSAα. A/β is isomorphic to a
subalgebra of A′/β. Therefore, A/β is an RSAβ.

Definition 5.3. Let A be an SAα and β ≤ α. Let A
(β) = 〈A′, ∗κ, vκ〉κ<β where
A′ = {s : s ∈ A and ∆x ⊆ β}. An SAα B is β-neatly embeddable in A if B is
isomorphic to a subalgebra of A(β).
As in the theory of cylindric algebras, necessary and sufficient conditions for
representability of SAα’s can be given in terms of neat embeddings [3] .
Theorem 5.4. Let A be an SAα. The following statements are equivalent:
(i) A is an RSAα.
(ii) For all κ < ω, A is α-neatly embeddable in some SAα+κ.
(iii) A is α-neatly embeddable in some SAα+ω.
Proof. To show that (i) implies (ii), it suffices to show that if A is an FSAα and
κ < ω, then A is α-neatly embeddable in some FSAα+κ. Let A be an FSAα with
base U and let κ < ω. Define a function φ : A → UU
α+κ
by φ(f)(s) = f(s/α)
where f ∈ A, s ∈ Uα+κ and s/α is the restriction of s to α. It is easy to verify that
φ maps A isomorphically onto a subalgebra of B(α) where B is the full FSAα+κ
with base U .
Assume (ii). For κ < ω, let φκ map A isomorphically onto a subalgebra of B
(α)
κ
whereBκ = 〈Bκ, ∗
κ
λ, v
κ
λ〉λ<α+κ is an SAα+κ. Define algebras Cκ = 〈Bκ, ∗
κ
λ, v
κ
λ〉λ<α+ω
where x ∗κλ y = y for x, y ∈ Bκ and α + κ ≤ λ < α + ω and v
κ
λ is any member
of Bκ for α + κ ≤ λ < α + ω. Let F be a non-principal ultafilter on ω and let
C =
∏
〈Cκ : κ < ω〉/F .
We show that C is an SAα+ω. If an instance of an axiom for SAα+ω’s has
maximum subscript γ, then for all κ with γ < α + κ,this axiom holds in Bκ and
hence in Cκ where γ < α+κ. Hence, it holds in all but finitely many of the Cκ and
therefore, in C.
Define a function φ : A → C by φ(a) = [〈φκ(a) : κ < ω〉] where a ∈ A. It is
easily verified that φ is an isomorphism from A into a subalgebra of C(α). Hence,
we have (iii).
To show that (iii) implies (i), assume that A is mapped isomorphically by φ onto
a subalgebra of B(α) where B is a SAα+ω. Using ∆(x ∗κ y) ⊆ ∆x ∪ (∆y − {κ})
[1], it can be shown that the subalgebra A′ generated by {φ(a) : a ∈ A} in B
is a dimension-complemented SAα+ω. By Theorem 4.4, A
′ is representable. A is
isomorphic to a subalgebra of A′/α. By Theorem 5.2, A′/α is representable and
hence, A is representable. 
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