Metric spaces provide a framework for analysis and have several very useful properties. Many of these properties follow in part from the triangle inequality. However, there are several applications in which the triangle inequality does not hold but in which we may still like to perform analysis. This paper investigates what happens if the triangle inequality is removed all together, leaving what is called a distance space, and also what happens if the triangle inequality is replaced with a much more general two parameter relation, which is herein called the "power triangle inequality". The power triangle inequality represents an uncountably large class of inequalities, and includes the triangle inequality, relaxed triangle inequality, and inframetric inequality as special cases. The power triangle inequality is defined in terms of a function that is herein called the power triangle function. The power triangle function is itself a power mean, and as such is continuous and monotone with respect to its exponential parameter, and also includes the operations of maximum, minimum, mean square, arithmetic mean, geometric mean, and harmonic mean as special cases.
INTRODUCTION AND SUMMARY
Metric spaces provide a framework for analysis and have several very useful properties. Many of these properties follow in part from the triangle inequality. However, there are several applications 1 in which the triangle inequality does not hold but in which we would still like to perform analysis. So the questions that natually follow are: Q1 . What happens if we remove the triangle inequality all together? Q2. What happens if we replace the triangle inequality with a generalized relation? A distance space is a metric space without the triangle inequality constraint. Section 3 introduces distance spaces and demonstrates that some properties commonly associated with metric spaces also hold in any distance space: D1 УДК 517. 98 2010 Mathematics Subject Classification: primary 54E25; secondary 54A05,54A20. 1 References for applications in which the triangle inequality may not hold: [21, 32-34, 65, 76, 80, 108, 114-116] .
The following five properties (M1-M5) do hold in any metric space. However, the examples from Section 3 listed below demonstrate that the five properties do not hold in all distance spaces: M1 The power triangle inequality is a generalized form of the triangle inequality in the sense that the two inequalities coincide at (p, σ) = (1, 1). Other special values include (1, σ) yielding the relaxed triangle inequality (and its associated near metric space) and (∞, σ) yielding the σ-inframetric inequality (and its associated σ-inframetric space). Collectively, a distance space with a power triangle inequality (see Definition 23) is herein called a power distance space (see Definition 24) and denoted (X, d, p, σ). 2 The power triangle function, at σ = 1 2 , is a special case of the power mean (see Definition 32) with N = 2 and λ 1 = λ 2 = 1 2 . Power means have the elegant properties of being continuous and monontone with respect to a free parameter p. From this it is easy to show that the power triangle function is also continuous and monontone with respect to both p and σ. Special values of p yield operators coinciding with maximum, minimum, mean square, arithmetic mean, geometric mean, and harmonic mean. Power means are briefly described in Appendix B.2 (see also Corollaries 2, 3, 8 and Theorem 18) . Section 4.2 investigates the properties of power distance spaces. In particular, it shows for what values of (p, σ) the properties M1-M5 hold. Here is a summary of the results in a power distance space (X, d, p, σ), for all x, y, z ∈ X: 
topology on X, and (X, T) is a topological space.
Proof. This follows directly from the definition of an open set, Theorem 1, and the definition of topology.
Of course it is possible to define a very large number of topologies even on a finite set with just a handful of elements; 7 and it is possible to define an infinite number of topologies even on a linearly ordered infinite set like the real line ( R, ≤). 8 Be that as it may, Definition 16 defines a single but convenient topological space in terms of a distance space. Note that every metric space conveniently and naturally induces a topological space because the open balls of the metric space form a base for the topology. This is not the case for all distance spaces. But if the open balls of a distance space are all open, then those open balls induce a topology (next theorem). 9
the topology induced by (X, d) on X. The pair (X, T) is called the topological space induced by (X, d).
For any distance space (X, d), no matter how strange, there is guaranteed to be at least one topological space induced by (X, d) -and that is the indiscrete topological space (Example 9) because for any distance space (X, d), ∅ and X are open sets in (X, d) (Theorem 1). 
Sequences in distance spaces

Definitions
Definition 17. 10 Let {x n } n∈Z ⊂ X be a sequence in a distance space (X, d). The sequence {x n } converges to a limit x if for any ε ∈ R + , there exists N ∈ Z such that d(x n , x) < ε for all n > N. This condition can be expressed in any of the following forms:
1. the limit of the sequence {x n } is x;
2. the sequence {x n } is convergent with limit x; 4. {x n } → x. A sequence that converges is convergent. Definition 18. 11 Let {x n } n∈Z ⊂ X be a sequence in a distance space (X, d). The sequence {x n } is a Cauchy sequence in (X, d) if for every ε ∈ R + , there exists N ∈ Z such that d(x n , x m ) < ε for all n, m > N. Definition 19. 12 Let {x n } n∈Z ⊂ X be a sequence in a distance space (X, d). The sequence {x n } is complete in (X, d) if the following implication holds: {x n } is Cauchy in (X, d) =⇒ {x n } is convergent in (X, d).
Properties
Proof. Let {x n } be a Cauchy sequence. It means that for every
Hence, the sequence {x n } is bounded by Definition 13. Proposition 2. Let {x n } n∈Z ⊂ X be a sequence in a distance space (X, d). Let f ∈ Z Z be a strictly monotone function such that f(n) < f(n + 1). Then if {x n } n∈Z is a Cauchy sequence,
then subsequence x f(n) n∈Z is also Cauchy.
Proof. Let {x n } n∈Z be a Cauchy sequence. It means that for any given ε > 0, ∃N such that
So, x f(n) n∈Z is Cauchy sequence.
Theorem 3. 13 Let (X, d) be a distance space. Let A − be the closure of a A in a topological space induced by (X, d). If limits are unique in (X, d) and 
. .} such that x n ∈ B x n , 1 n ∩ A. Then {x n } is convergent in X with limit x by Definition 17 and {x n } is Cauchy in A by Definition 18. Since (A, d) is complete in (X, d), {x n } is therefore also convergent in A. Let this limit be y. Note that y ∈ A. From uniqueness of limits it follows y = x, and therefore x ∈ A. Hence A − ⊆ A. Proposition 3. Let {x n } n∈Z be a sequence in a distance space (X, d). Let f : Z → Z be a strictly increasing function such that f(n) < f(n + 1). If the sequence {x n } n∈Z converges to limit x, then a subsequence x f(n) n∈Z converges to the same limit x.
Proof. By Theorem 6 we have ∀ε > 0, ∃N such that ∀n > N,
Theorem 4 (Cantor intersection theorem). Let (X, d) be a distance space, {A n } n∈Z a sequence with each A n ∈ ¾ X , and | A | the number of elements in A. If (X, d) is complete, A n is closed for all n ∈ N, diam A n ≥ diam A n+1 for all n ∈ N, and diam {A n } n∈Z → 0, then n∈N A n = 1.
Proof. Let us prove that | A n | < 2. Let A := ∩A n . For any x = y and {x, y} ∈ A we have d(x, y) > 0 and {x, y} ⊆ A n for all n. Since diam {A n } n∈Z → 0, there exists n such that diam A n < d(x, y). It implies ∃n such that sup {d(x, y) | x, y ∈ A n } < d(x, y). This is a contradiction, so {x, y} / ∈ A and | A n | < 2. Let us prove that | A n | ≥ 1. Let x n ∈ A n and x m ∈ A m . Since diam {A n } n∈Z → 0, for all ε there exists N ∈ N such that diam A N < ε. Therefore ∀m, n > N, x n ∈ A n ⊆ A N and 
Remark 2.
Rather than defining continuity of a distance function in terms of the sequential characterization of continuity as in Definition 20, we could define continuity using an inverse image characterization of continuity (see Definition 16) . Assuming an equivalent topological space is used for both characterizations, the two characterizations are equivalent (Theorem 15). In fact, one could construct an equivalence such as the following:
Note that just as {x n } is a sequence in X, so the ordered pair ({x n } , {y n }) is a sequence in X 2 . The remainder follows from Theorem 15. However, use of the inverse image characterization is somewhat troublesome because we would need a topology on X 2 , and we don't immediately have one defined and ready to use. In fact, we don't even immediately have a distance space on X 2 defined or even open balls in such a distance space. The result is, for the scope of this paper, it is arguably not worthwhile constructing the extra structure, but rather instead this paper uses the sequential characterization as a definition (as in Definition 20).
Examples
Similar distance functions and several of the observations for the examples in this section can be found in [10] .
In a metric space, all open balls are open, the open balls form a base for a topology, the limits of convergent sequences are unique, and the metric function is continuous. In the distance space of the next example, none of these properties hold.
Note some characteristics of the distance space (R, d).
is not a metric space because d does not satisfy the triangle inequality:
Not every open ball in
3. The open balls of (R, d) do not form a base for a topology on R. This follows directly from previous item and Theorem 2. 
5.
The topological space (X, T) induced by (R, d) also yields limits of 0 and 4 for the sequence { 1 /n} ∞ 1 , just as it does in previous item. This is largely due to the fact that, for small ε, the open balls B(0, ε) and B(4, ε) are open.
by definition of convergence.
6. The distance function d is discontinuous:
In a metric space, all convergent sequences are also Cauchy. However, this is not the case for all distance spaces, as demonstrated next. Example 2. 15 The function d(x, y) ∈ R R×R such that d(x, y) := |x − y|, for x = 0 or y = 0 or x = y, 1, otherwise, is a distance on R Note some characteristics of the distance space (R, d).
is not a metric space because the triangle inequality does not hold:
2. The open ball B 1 4 , 1 2 is not open because for any ε ∈ R + , no matter how small,  lim |x n − 0| = 0, for x = 0, |x − x| = 0, for constant {x n } for n > N, Example 3. 16 The function d(x, y) ∈ R R×R such that
Even though
1. (R, d) is not a metric space because d does not satisfy the triangle inequality:
2. The function d is discontinuous: 5. In (R, d) the limits of convergent sequences are unique. This is demonstrated in Example 7 using additional structure developed in Section 4.
6. In (R, d) convergent sequences are Cauchy. This is also demonstrated in Example 7.
The distance functions in Examples 1-3 were all discontinuous. In the absence of the triangle inequality and in light of these examples, one might try replacing the triangle inequality with the weaker requirement of continuity. However, as demonstrated by the next example, this also leads to an arguably disastrous result.
3. Calculating the length of curves in (R, d) leads to a paradox. 17 Partition [0 : 1] into 2 N consecutive line segments connected at the points 0, 1 2 N , 2 2 N , 3 2 N , . . . , 2 N−1 1 2 N , 1 . Then the distance, as measured by d, between any two consecutive points is equal to
But this leads to the paradox that the total length of [0 : 1] is 0:
DISTANCE SPACES WITH POWER TRIANGLE INEQUALITIES
Definitions
This paper introduces a new relation called the power triangle inequality. It is a generalization of other common relations, including the triangle inequality. The power triangle inequality is defined in terms of a function herein called the power triangle function (next definition). This function is a special case of the power mean with N = 2 and λ 1 = λ 2 = 1 2 . Power means have the attractive properties of being continuous and strictly monotone with respect to a free parameter p ∈ R * . This fact is inherited and exploited by the power triangle inequality. 
The tuple (X, d, p, σ) is a power distance space and d a power distance or power distance function if (X, d) is a distance space in which the triangle relation △ (p, σ; d) holds.
The power triangle function can be used to define some standard inequalities (next definition). See Corollary 3 for some justification of the definitions.
Definition 23 ([6,36,41,44,46,47,52,62,63,69,119] ). Let △ (p, σ; d) be a power triangle inequality on a distance space (X, d).
is the quadratic inequality. 4 . △ (1, σ; d) is the relaxed triangle inequality. 5 . △ (1, 1; d) is the triangle inequality. 6 . △ ( 1 /2, 2; d) is the square mean root inequality. 7 . △ (0, 1 2 ; d) is the geometric inequality. 8. △ (−1, 1  4 ; d) is the harmonic inequality. 9. △ (−∞, 1 2 ; d) is the minimal inequality.
Definition 24. 18 Let (X, d) be a distance space. 1. (X, d) is a metric space if the triangle inequality holds in X.
2. (X, d) is a near metric space if the relaxed triangle inequality holds in X. 3. (X, d) is an inframetric space if the inframetric inequality holds in X. 4. (X, d) is a σ-inframetric space if the σ-inframetric inequality holds in X. where f is defined as above. Therefore τ is affine with respect to σ, and, hence, τ(p, σ; x, y, z; d) is continuous and strictly monotone with respect to σ. Corollary 3. Let τ(p, σ; x, y, z; d) be the power triangle function in the distance space (X, d).
Properties
Relationships of the power triangle function
for p = 1, (arithmetic mean), 20 2σ d(x, z) d(z, y)
for p = 0, (geometric mean),
for p = −1, (harmonic mean), 2σ min {d(x, z), d(z, y)} for p = −∞, (minimum).
Proof. These follow directly from Theorem 18. 18 For definitions in metric space see [30, 43, 48, 49, 60] ; in near metric space see [36, 41, 46, 47, 62, 69, 119] . 19 The maximum τ(∞, σ; x, y, z; d) corresponds to the inframetric space. 20 The arithmetic mean τ (1, σ; x, y, z; d) corresponds to the near metric space. 
Proof. These follow directly from Corollary 8.
Properties of power distance spaces
The power triangle inequality property of a power distance space axiomatically endows a metric with an upper bound. Lemma 1 demonstrates that there is a complementary lower bound somewhat similar in form to the power triangle inequality upper bound. In the special case where 2σ = 2 1 p , the lower bound helps provide a simple proof of the continuity of a large class of power distance functions (Theorem 9). The inequality 2σ ≤ 2 1 p is a special relation in this paper and appears repeatedly in this paper; it appears as an inequality in Lemma 2, Corollaries 6 and 7, and as an equality in Lemma 1 and Theorem 9. It is plotted in Figure 1 . Lemma 1. 21 Let (X, d, p, σ) be a power triangle triangle space. Let |·| be the absolute value function. Let max {x, y} be the maximum and min {x, y} the minimum of any x, y ∈ R * . Then, for all (p, σ) ∈ R * × R + ,
Proof. From power triangle inequality and symmetric property of d we obtain
Using commutative and non-negative properties of d, for (p, σ) ∈ R * × R + one can derive
The rest follows because g(x) := x 1 p is strictly monotone in R R .
In case 2σ = 2 1 p we have Proof. Using the Archimedean Property 22 we obviously obtain
Here we used the fact that the functions f(x) := x p and f(x) := x 1 p are monotone. So, the first implication is proved.
The second implication follows from
The next assertion follows from Theorem 2 and Theorem 5. Theorem 6. 24 Let (X, d, p, σ) be a power distance space. Let (X, T) be a topological space induced by (X, d). Let {x n } n∈Z ⊂ X be a sequence in (X, d) . The sequence {x n } converges to a limit x iff for any ε ∈ R + there exists N ∈ Z such that for all n > N, d(x n , x) < ε. 22 See [1, 121] . 23 For assertion in metric space see [1, 97] . 24 For theorem in metric space see [53, 97] .
Proof. The sequence {x n } converges to x if and only if x n ∈ U ∀U ∈ N x , n > N. By Lemma 2 ∃B(x, ε) such that x n ∈ B(x, ε) ∀n > N. So, d(x n , x) < ε.
In distance spaces not all convergent sequences are Cauchy (see Example 2) . However in a distance space with any power triangle inequality all convergent sequences are Cauchy. Theorem 7. 25 Let (X, d, p, σ) be a power distance space with any (p, σ) ∈ R * × R + . Let {x n } n∈Z ⊂ X be a sequence in (X, d) . Every convergent sequence {x n } is a Cauchy sequence and therefore it is bounded in (X, d) .
Proof. Let {x n } n∈Z be a convergent sequence in (X, d). Then we have
By Corollary 3 and definitions of power triangle inequality at p = ∞, p = −∞ and p = 0 we have
Therefore the sequence {x n } is Cauchy. By Proposition 1 every Cauchy sequence is bounded.
Theorem 8. 26 Let (X, d, p, σ) be a power distance space with any (p, σ) ∈ R * × R + . Let f ∈ Z Z be a strictly monotone function such that f(n) < f(n + 1). If {x n } n∈Z is a Cauchy sequence and x f(n) n∈Z is convergent then {x n } n∈Z is convergent.
Proof. It is easy to see that
so, the sequence {x n } n∈Z is convergent. Proof. Using triangle inequality of (R, |x − y|) and Lemma 1 we obtain
In distance spaces and topological spaces, limits of convergent sequences are in general not unique (see Example 1, Example 12) . However the next theorem demonstrates that in a power distance space limits are unique. Theorem 10 (Uniqueness of limit). 28 Let (X, d, p, σ) be a power distance space with any (p, σ) ∈ R * × R + . Let x, y ∈ X and let {x n } ⊂ X be an X-valued sequence.
If ({x n } , {y n }) → (x, y) then x = y.
Proof. Let us prove that for all (p, σ) ∈ R * × R + and for any ε ∈ R + , there exists N such that d(x, y) < 2σε. For p ∈ R * \{−∞, 0, ∞} we have
By Corollary 3 and definition of power triangle inequality at p = ∞, p = −∞, p = 0 we have
respectively.
Suppose that x = y. Then d(x, y) = 0, and therefore d(x, y) > 0. It implies that there exists ε such that d(x, y) > 2σε, which contradicts the proved above inequality d(x, y) < 2σε.
Examples
It is not always possible to find a triangle relation △ (p, σ; d) that holds in every distance space, as demonstrated by Example 5 and Example 6 (next two examples). Note the following about the pair (R, d).
1. By Example 1, (R, d) is a distance space, but not a metric space, that is, the triangle relation △ (1, 1; d) does not hold in (R, d).
2. Observe further that (R, d) is not a power distance space. In particular, the triangle relation △ (p, σ; d) does not hold in △ (p, σ; 0, 4, ε; d). 28 For theorem in metric space see [97, 109] . Note the following about the pair (R, d).
1. By Example 2, (R, d) is a distance space, but not a metric space, that is, the triangle relation △ (1, 1; d) does not hold in (R, d) .
2. Observe further that (R, d) is not a power distance space, that is, the triangle relation △ Note the following about the pair (R, d).
1. By Example 3, (R, d) is a distance space, but not a metric space, that is, the triangle relation △ (1, 1; d) does not hold in (R, d).
2. But observe further that (R, d, 1, 2) is a power distance space. Let us prove that △ (1, 2; d) holds for all (x, y) ∈ {(0, 1) , (1, 0)}. Indeed, for any z ∈ R we have
Let us show that △ (1, 2; d) holds for all other (x, y) ∈ R * × R + . Using Corollary 2 we obtain 1; x, y, z) ≤ τ (1, 2; x, y, z).
3. In (X, d) , the limits of convergent sequences are unique. This follows directly from the fact that (R, d, 1, 2) is a power distance space and by Theorem 10. (X, d) , convergent sequences are Cauchy. This follows directly from the fact that (R, d, 1, 2) is a power distance space and by Theorem 7. 1. It was demonstrated in Example 4 that (R, d) is a distance space, but that it is not a metric space because the triangle inequality does not hold.
In
2. However, the tuple (R, d, p, σ) is a power distance space for any (p, σ) ∈ R * × [2 : ∞). In particular, for all x, y, z ∈ R, the power triangle inequality must hold. The "worst case" for this is when a third point z is exactly "halfway between" x and y in d(x, y); that is, when z = x+y 2 :
3. The power distance function d is continuous in (R, d, p, σ) for any (p, σ) such that σ ≥ 2 and 2σ = p 1 p . This follows directly from Theorem 9.
APPENDIX A TOPOLOGICAL SPACES
Definition 25 ( [59, 60, 89, 96, 111] ). Let Γ be a set with an arbitrary (possibly uncountable) number of elements. Let ¾ X be the power set of a set X. A family of sets T ⊆ ¾ X is a topology on X if 1. ∅ ∈ T and 2. X ∈ T and
Just as the power set ¾ X and the set {∅, X} are algebras of sets on a set X, so also are these sets topologies on X.
Example 9 ( [42, 73, 89, 105] ). Let T (X) be the set of topologies on a set X and ¾ X the power set on X. Then {∅, X} is a topology in T (X), which is called indiscrete topology or trivial topology; ¾ X is a topology in T (X), which is called discrete topology.
Definition 26 ([37, 66] ([11] ). Let (X, T) be a topological space and B ⊆ ¾ X . If B is a base for (X, T) then X, d) ) is a base for a topology on (X, d).
Example 11 (the standard topology on the real line). 29 The set B := {(a : b) | a, b ∈ R, a < b } is a base for the metric space (R, |b − a|) (the usual metric space on R).
Definition 27 ( [51, 67, 72, 81, 89, 110] ). Let (X, T) be a topological space. Let ¾ X be the power 81] ). Let A − be the closure, and A • the interior of a set A ∈ ¾ X in a topological
Definition 28 ([37] ). Let (X, T x ) and Y, T y be topological spaces. Let f be a function in
Definition 28 defines continuity using open sets. Continuity can alternatively be defined using closed sets or closure.
Definition 29 ( [66, 75] ). Let (X, T) be a topological space. A sequence {x n } n∈Z converges in (X, T) to a point x if for each open set U ∈ T that contains x there exists N ∈ N such that x n ∈ U for all n > N. This condition can be expressed in any of the following forms:
1. The limit of the sequence {x n } is x. 3. lim n→∞ {x n } = x.
2. The sequence {x n } is convergent with limit x. 4. {x n } → x. A sequence that converges is convergent. A sequence that does not converge is said to diverge, or is divergent. An element x ∈ A is a limit point of A if it is the limit of some A-valued sequence {x n } ⊂ A. Theorem 14 (The Closed Set Theorem). 30 Let (X, T) be a topological space. Let A be a subset of X. Then A is closed in (X, T) if and only if every A-valued sequence {x n } n∈Z ⊂ A that converges in (X, T) has its limit in A. λ n f(x n ) for all x n ∈ R and N ∈ N. 30 See [54, 72, 97] . 31 See [11, 64, 86] .
B.2 Power means
Definition 31 ([11] ). The λ n N 1 weighted ϕ-mean of a tuple x n N 1 is defined as
where ϕ is a continuous and strictly monotonic function in R R ⊢ and λ n N n=1 is a sequence of weights for which N ∑ n=1 λ n = 1.
Lemma 4 ( [11, 58, 93] ). Let M ϕ ( x n ) be the λ n N 1 weighted ϕ-mean and M ψ ( x n ) the λ n N 1 weighted ψ-mean of a tuple x n N 1 . If ϕψ −1 is convex and ϕ is increasing then
One of the most well known inequalities in mathematics is Minkowski's Inequality. In 1946, H.P. Mulholland submitted a result that generalizes Minkowski's Inequality to an equal weighted ϕ-mean. In 1979, G.V. Milovanović and I. Milovanović generalized this even further to a weighted ϕ-mean. 32 Theorem 17 ([20, 84] ). Let ϕ be a convex strictly monotone function in R R , such that ϕ(0) = 0 and log •ϕ • exp is convex. Then
Definition 32 ( [11, 20] ). Let M ϕ(x;p) ( x n ) be the λ n N 1 weighted ϕ-mean of a non-negative tuple x n N 1 . A mean M ϕ(x;p) ( x n ) is a power mean with parameter p if ϕ(x) := x p . That is,
Theorem 18 ( [7, 8, 11, 14, 19, 20] Proof. These five means are all special cases of the power mean M ϕ(x:p) , namely p = ∞: max x n , p = 1: arithmetic mean, p = 0: geometric mean, p = −1: harmonic mean, p = −∞: min x n . So, the inequalities follow directly from Theorem 18.
If one is only concerned with the arithmetic mean and geometric mean, their relationship can be established directly using Jensen's Inequality (Theorem 16):
x λ n n .
B.3 Inequalities
Lemma 5 (Young's Inequality). 34 xy < x p p + ywith 1 p + 1 q = 1 ∀1 < p < ∞, x, y ≥ 0, but y = x p−1 , xy = x p p + ywith 1 p + 1 q = 1 ∀1 < p < ∞, x, y ≥ 0, and y = x p−1 .
Theorem 19 (Minkowski' s Inequality for sequences). 35 Let x n N 1 ⊂ C and y n N 1 ⊂ C be complex N-tuples. Then Theorem 20 (necessary conditions). 36 Let Rϕ be the range of a function ϕ. If ϕ is a metric preserving function then ϕ −1 (0) = {0}, Rϕ ⊆ R ⊢ , and the function ϕ is subadditive, i.e. ϕ(x + y) ≤ ϕ(x) + ϕ(y).
Theorem 21 (sufficient conditions). 37 Let ϕ be a function in R R . If the conditions Example 17 (bounded metric). 41 Let (X, d) be a metric space. The function ϕ(x) := x 1 + x is a metric preserving function (see Figure 3 (D)).
Example 18 (discrete metric preserving function). 42 The function ϕ(x) := 0, for x ≤ 0, 1, otherwise, from R R is a metric preserving function (see Figure 3 (E)). x − 1, for 2 < x < 3, 2, for x ≥ 3, from R R is a metric preserving function (see Figure 3 (F)).
