This paper presents a novel approach to using Confidence scores for word graph rescoring. For each word in the system's vocabulary, we computed the probability that the ob servation is correct given its acoustic score. Afterwards, we used these probabilities for rescoring word graphs outputted by the recognizer. We will present some implementation details as well as accuracy improvements obtained using ti& method.
INTRODUCTION
Most speech recognition systems are based on the maximization of the Bayes' rule: where P(W1A) is the probability of the word string W given the acoustic signal A; P(AIW) is the probability that.the acoustic signal A wars produced by the word string W and is nsuaUy given by the Hidden Markov Models; P ( W ) is the a priori probability of the word string W (given by the langnage model); and P(A) is the probability of the acoustic Signal A.
Within this framework a speech recognizer can compute the most likely word string W for a given acoustic signal A using approximations of P(W1A). These a p p r o~a t i o n s are often referred to bs s c o w .
In [SI and 171 the concept of confidence mapping is introduced for pattern recognition problems. Confidence represents thtr probability that an event is correctly classified. In the simplest approach, confidence is computed from the smxlledl cigen and fremd distributions, which contain the obiiervations of a particular event correctly and fakdy classified,, respectively.
In [9]
Young uses confidence measures for detecting unknown words in the ATIS task, which are based on score normalization. A very similar technique was implemented for German in [3] . Rivlin [5] also used correct and incorrect distributions in order to compute phoneme-based confidence measures. In
[2] Jeanrenaud et al. presented two different approaches for estimating confidence scores: using the Bayes' rule on correct and incorrect distributions, and using a rank of hypotheses in a large collection of putative hits. In the current paper we extend the Bayesian approach and present some implementation details as well as accuracy improvements obtained using this method.
Our work is based on the Verbmobil database [8] (also called .the German Spontaneous Scheduling Task). At the time when this study began, about 400 human-to-human dialogs had been collected and transcribed at various Geman universities. The complete corpus contains over 200,000 word entries, including phenomena such as pronunciation variations, word fragments, disfiuendes, repairs, etc.
We will first describe the training method we used and then the testing conditions for word graph rescoring. Finally we will present some optimization methods for our test.
TRAINING
Our HMM-based speech recognition system [I] was trained with the material available for the Evaluation '95 within the Verbmobil project. In order to achieve realistic testing conditions, a disjunct set of dialogs (approxhately 200) was used for confidence training. Hypotheses for these 200 dialogs were generated and aligned to the (spoken) reference text strings. Figure 1 shows an aligned utterance. The second column shows the spoken string, and the third shows the string hypothesized by the recognizer. Figure 4 shows an example of such a word graph.
This confidence represents the probability that an observation is correct given its acoustic score. The confidence Pw(Cjsw) is a central issue in this work, since it forms the basis for word graph rescoring.
' a posteriori confidence, or simply confidence.
A simple rescoring method was implemented. Each word hypothesis w in the word graph was rescored using its weigthed log confidence, as follows:
where S, is the updated acoustic score of word w , sw its original acoustic score, k the empirically optimized rescoring factor, and Pw(Clsw) the confidence.
We could not compute confidence for all the words in the recognizer's vocabulary (more on this in Section 4.1.), SO 
OPTIMIZATION
Given the training and testing framework presented in the previous sections, we ran experiments to find out the infliience of different parameters on overall performance. In the next subsections we will present detailed results.
Minimum Number of Observations
The first problem we encountered when computing hiss tograms of correct and incorrect distributions was the lack of training material. Many words appeared only once (either correctly or incorrectly) in our training set. But since we have to compute standard deviation for further processing, a theoretical minimum number of observations per distribution MinObs = 2 is required. There is a compromise between the coverage of the test set (which is high for a low minimum number of observations) and the quality of the estimated distributions (which is low for a low minimum number of observations). In order to find an optimum, we ran rescoring experiments for different values of MinObs. The number of words having a MinObs = {10,15,20} in our training set was 309, 231, and 196 respectively-The coverage of the test set was 83%, 78%, and 75%. We found that MinObs = 15 was a good compromise, and chose it for subsequent experiments.
Frame Scores
In [9] and [3] confidence is computed using frame scores (that, is, word scores are divided by the word duration). We found that for frame scores, (correct and incorrect) histograms are much more separated than for word scores. This is probably because frame scores reduce the influence of spealiing rate. However, this could not be confirmed by rescoring experiments, as can be seen in Figure 5 . The curves show word accuracy results for various rescoring factors (k in Equation 3 ).
For this work we used a lexicon slightly larger than the official lexicon of the Evaluation '95. When rescoring word graphs that have higher densities, frame scores do seem to have better discrimination power, but the gain is minimal. We could not reach general conclusions on this topic and will use word scores for subsequent experiments because they can be computed faster.
Score Normalization
In [SI, Young introduces the concept of score normalization. She uses a phoneme recognizer working in parallel with a lexically constrained (word) recognizer in order to estimate
P ( A ) (see Equation 1
). This estimated probability is then used to normalize the scores of the word recognizer. Using this method, very positive results were achieved.
We implemented a similar approach and obtained word accuracy improvements compared to the baseline system, but not compared to the systems introduced in the previous sections.
Since the estimation of P(A) is computationally expensive, and the result5 do not seem to justify the effort, we deaded not to integrate this topic in our system.
Discrete and Continuous Distributions
As mentioned above, one of the main implementation prob lems in computing confidence for words is the lack of data. Due to this, the curves in Figures 2 and 3 
. CONCLUSIONS
We computed confidence measures for every word in the recognition vocabulary using normal distributions for the correct and incorrect histograms, which were extracted from data hypothesized by the recognizer. We achieved an improvement of approximately 1% word accuracy (from 62-20% to 63.21%) using confidence for word graph rescoring. Confidence can be very easily integrated into our two-stage speech recognition system [4], as an additional knowledge source.
