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Abstract: For the numerical determination of zeros of a complex polynomial by simultaneous iterative methods, we 
show theorems on the fact that the approximations for a multiple zero gather around the exact zero when they become 
close approximations. Application of our theorems makes it possible to estimate the multiplicity of zeros dynamically 
as well as to improve the convergence to multiple zeros for the known methods, e.g., Durand-Kerner’s or Tanabe’s 
methods. 
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1. Introduction 
For the numerical determination of zeros of a polynomial, many simultaneous iteration 
formulae have been proposed by Durand [2], Kerner [3], Aberth [l], Nourein [4,5], Tanabe [S] 
and others. In Aberth’s and Nourein’s methods we use the values of derivatives of the 
polynomial while in Durand-Kerner’s and Tanabe’s methods we use the difference product 
instead of the derivatives. 
In the methods using the values of derivatives we sometimes meet with the phenomenon that a 
certain approximate zero is close to another although they must be distinct. We can avoid this 
dangerous situation when using the difference product instead of the derivatives. These methods 
are in general, however, slowly convergent to the multiple root. But Yamamoto et al. [9] claimed 
that in the Durand-Kerner method the “center of gravity” of approximate zeros is invariant 
during the iterations. Here the center of gravity means the mean value of all approximate zeros. 
Tanabe also asserted his method has the same property [8]. 
In this paper, remarking this property of Durand-Kerner’s and Tanabe’s methods we study 
the numerical decision of multiplicities of approximate zeros. We shall show theorems on the 
performance of the convergence of the approximations in a close neighbourhood of the multiple 
zero. 
Let P(z) be a manic polynomial of degree n with real or complex coefficients 
P(z) = zn + crzn--l + * * * +c, = fi (z - {;), 
i=l 
where c,, i = 1, 2,. . . , n, are the roots. 
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Let zi, i = 1, 2,. . . , n, be simultaneous approximations to the roots and z* be improved ones, 
then the iterative formula is given by 
z* =z, + qi, 
where ‘ki is a correcting term. 
Durand-Kerner’s and Tanabe’s correcting terms are given as follows: 
(1) Durand-Kerner’s method: 
‘k; = -Ai, where Ai = P(6) 
n(zi-zj) ; 
j#i 
(2) Tanabe’s method: 
whereAi, i=l,2 ,..., n, are the same as in (1). 
On the other hand, PetkoviC and StefanoviC [7] proposed a method involving the use of 
multiplicity. But their method needs sufficiently close initial guesses and a priori estimates of 
multiplicities. They gave such initial guesses by the Lehmer-Schur method which is linearly 
convergent. And the estimates of multiplicities of roots once determined are kept to the end. The 
influence of the wrong initial estimates will be great to the end. Thus, the convergence to the 
roots is difficult or slow. 
Then, by applying our proposed theorems we shall make a dynamic estimate for multiplicities, 
i.e., an adaptive estimate during the iteration and we try to improve the convergence of 
simultaneous iteration for multiple roots. We give a dynamic estimate at each step by grouping 
the approximate zeros which converge to the same multiple root as a cluster. We modify the 
correction in the iteration applying these estimates of multiplicities. At last we show that our 
method has higher order convergence than the original iteration formulae, by numerical 
examples. 
We shall give the theorems and examples only for Durand-Kerner’s method, but it is easy to 
extend them for Tanabe’s method. 
2. Convergence property on the multiple zero 
We go on studying the localization of zeros on the assumption that the approximations for the 
multiple zero [ become equidistant on the circle centering around 5 when they are close to the 
exact zero. It will be guaranteed by the following theorem. 
Theorem 1. The Durand-Kerner sequence { zjk)} applied to the polynomial P(z) = z” converges to 
the n-ple root 0 with the relation 
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Proof. Putting 
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z!k) 
y/k’= *, 
Zl 
we consider yj at the (k + 1)th stage, 
y@) 
Because of y1 = 1, we adopt the following notation: 
rCk) = ( y$Q, yjk), . . . ) yp>, r(k+l)=F(r(k)) := (Fz(r’k’),...,F,(r’k’))), 
where E;;( rCk)) is defined as the right-hand side in ( * ). 
If (Y2, Y3,.--7 y,) is a fixed point of F and yi # yj for i #j, then 
Therefore 
flE:‘Yj) = n (7: -Yj) ’ l<i=Gn. 
j#i j#l 
From Euler’s formula 
we obtain 
Now, we set 
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and the following equalities are trivial: 
n 
Q'(Yi)=lIJ(Yt-Yj)~ l<i<n. 
j#i 
Accordingly, 
Q’(yi) = ny,“-‘, 1 <i< n. 
For this reason, 
Q’(z) = nz”-’ and Q(Z) = z” - (Y. 
Because y1 = 1 is the root of Q(z), 01 equals 1. Hence 1 and the elements of the fixed point of F 
are distinct zeros of Q(z) = .zn - 1. 
The roots of zn - 1 = 0 are spaced equidistant on the unit circle. 
Conversely, if y1 = 1, y2,. . . , yn are distinct zeros of zn - 1, then (y2,. . . , y,) is obviously a 
fixed point of P as follows from the above consideration. 
Then, for brevity we consider the Jacobian of I;(r) on ( wl, w2,. . . , c,+_~), where wk = e2nik/n. 
Putting 
, 
we have 
1 wk Fk,k = ; + - ___ 
n-l l-cdLJk’ 
Fk,, = - ~ 
-1 ak + 1 wk 
n-l wk-w, 
l,<k#l,<n--1. 
Although omitting the details, we can prove that if the spectral radius p(G) equals (n - 2)/( IZ - 
l), then p(G) < 1 and F is contractive on some neighbourhood of ( wr, w2,. . . , a,,_ 1). Therefore 
the circle is reduced in radius and the approximations converge to n-ple root 0. 0 
Theorem 1 can be extended for general P(z) as follows. 
Theorem 2. For a general case where P(z) has m-ple zeros, the situation is similar to Theorem 1 if, 
without loss of generality, zik), . . . , zik’ are not conuergent and other zLkJl,. . . , z,!,“’ are already 
convergent. 
Proof. Let { z!~)}, k = 0, 1, . . . , be the sequence of approximations. We assume that P(z) has 
m-ple zero [=11 =12= ... =i,, {~j~‘}~=~ h ave not converged and the others { zjk)}:,,+r 
have already converged. The correction for the ith approximation by Durand-Kerner’s method 
is given by: 
n 
C (‘id lj) 
dzi= - ,, P(z,> & 
j=l (zi-S>” 
*- m 
=- 
n m 
II (‘i - 'j> ,~,(z~-zj)j=~+1(zi-5,) IYI (tz, - 3) - Czj- b)) 
j#i j+i 
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Then 
z;-{=zi-{+dzi. 
Putting ui = zi - l and ~7 = z: - l, we have 
u,? = ui - m 
ui” 
13(“i-uj>. 
j#i 
This means that the convergence of Durand-Kemer’s method for the multiple zero is similar 
to the convergence for the equation P(U) = urn = 0. q 
Remark 3. In numerical computation, we have practically the errors in the estimate of single 
zeros. But the order of the convergence of single zeros is faster than of m-ple zero by 
Propositions 4 and 5. We can consider the approximate values for single zeros as exact zeros in 
the neighbourhood of m-ple zero. 
Next we show two propositions described in Remark 3. 
Proposition 4. If all zeros ti, i = 1, 2,. . . , n, of P(z) are single and approximate roots zi, 
i=l, 2,..., n, are isolated, then for the errors e, = zi - Ii and e: = z* - si, the following equality 
holds: 
(1) Durand-Kerner ‘s method: 
e* = ei k;i li e”zk + O(efek, eiez); 
(2) Tan abe ‘s method: 
ei* = ei ,gi kGj jf!$ jj$ ’ ]Fi kFj jf!& lj eks, + ‘ceiekei) * 
t 
k;i kfi 
I 
So, when e, = O(C), where E is a machine precision, e: = O( r2) in the case of Durand-Kerner ‘s 
method and ei* = 0( e3) in Tanabe’s method. 
Proof. See [9] and [ 81. 0 
Proposition 5. If the approximate roots zi, i = 1, 2,. . . , n, are spaced equally on a sufficiently large 
circle, 
then 
(1) in the case of Durand-Kerner ‘s method: 
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(2) in the case of Tanabe’s method: 
,t+$ 7-k+- ( 1 2n2 Ii ) zi+5. n 
Proof. See [9] and [8]. 0 
In the neighbourhood of the multiple zero, the following proposition holds on the modulus 
reduction of corrections. 
Proposition 6. Suppose that the m approximate roots zi, i = 1, 2,. . . , m, converging to a multiple 
root [, are close enough to 5 and spaced equally on a small circle centering around l. Then in the 
case of Durand-Kerner ‘s method, the modulus of the correction of each approximate root towards [ 
is 
(*/k)(=$lz~kr-[~, i=l, 2 ,..., m. 
Proof. For simplicity, we consider P(z) = Z* and the m approximate roots are spaced equally on 
a unit circle. 
Putting w = e2ni’m, the approximations are 
zi+1= W j, j=O, 1 ,...,m-1. 
We can write the correction for some k as 
P(w”) 
‘k= - n(Wk_Wi)’ 
jfk 
Because wj are equidistant points on the unit circle, the following equality holds: 
n(wk-wi)=-$. 
j#k 
Then, 
The following theorem holds for the directions of correction. 
Theorem 7. The corrections of approximations for the multiple zero direct toward the exact zero 
when the approximations are sufficiently close to the exact zero. 
Proof. It is valid from Proposition 5 and Theorem 1. 0 
3. Dynamic estimate of the multiplicity 
Looking at the distribution of the approximate roots, we distinguish them into clusters by 
grouping several approximations which can. be regarded to converge to the same zero and make 
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an estimation for the multiplicities by counting the members in the cluster. Our classification of 
clusters is based on the following facts. 
(a) If the approximations to m-ple root are sufficiently good, m approximations are situated 
on a small circle centering around the root by the angle of 27/m. 
(b) Every correction directs toward the inside of the circle and has almost the same 
magnitude. 
(c) In comparison with the single zeros, the order of convergence is slow, i.e., the value of the 
residual is relatively large. 
(d) The magnitude of the residual for WI approximations is almost the same. 
Hence, we check the following criterion for the cluster decision. 
Multiplicity judgement 
In Durand-Kerner’s sequence, we can decide the multiplicities of approximate zeros dynami- 
cally. 
We shall give this procedure by applying Theorems 1 and 7. 
Let zi, i = 1, 2,. . . , n, be n approximations at some step and dz,, i = 1, 2,. . . , n, be the 
corrections to the next step. From the above-mentioned considerations, some ith and jth 
approximations which belong to the same cluster must satisfy the following: 
I dzi I 
ci) l - a < , dzj , < 1 + (Y, where LY is a small number. 
Cii> 
( zi - zj, dzj) 
cos (4 = 1 Zi - Zj ( ( &, ( ’ O, 
where tiij is the angle of z1 - zi and dz,, fljj is the angle of zi - zj and dz,. 
(iii) ]cos 0,, - cos Sji 1 < /?, where /3 is a small number. 
When the number of members in a cluster is decided as m, we make an overrelaxed correction 
for each approximation in the cluster by m times as large as the original correction. 
Provided that the members are corrected to the same zero, the distance between new 
approximations is smaller than that of the previous approximations. Therefore we append the 
following criterion. 
(iv) 1 zi + m dzi - zj - m dz, 1 < y 1 zi - zj 1, where y is a small number. 
If (iv) is not satisfied, we consider that the zi and zj do not proceed to the same zero though 
they belong to the same cluster for a while. We reset the estimate of multiplicity as 1. We call this 
process the multiplicity judgement. 
As mentioned above, we dynamically make clustering of approximations, estimate the multipl- 
icities and apply it in order to improve the convergence to the multiple zeros. 
Remark 8. In order to find numerically the multiplicities of zeros, there are some other methods, 
for example the Lehmer-Schur method used by PetkoviC et al. [6,7]. But they may not be lacking 
in precise decision when the approximations become closer to exact zeros. 
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4. Implementing technique and numerical examples 
By virtue of item (c), before beginning the clustering routine, we sort the approximations in 
order of magnitude of corrections. Since the approximations to the multiple zero must have the 
corrections of almost same magnitude, we may check the conditions for the cluster among 
neighbouring approximations after sorting. We take less time for searching than the direct 
search. We need 0( n log n) operations for the clustering process. 
False clustering often occurs for double zeros. In order to avoid such circumstances, we 
restrain to decide the estimate of multiplicity until each approximation becomes close to the zero 
to some extent. If m approximations would be too close to the m-ple zero, an overflow may be 
yielded because the difference product becomes too small. To avoid this situation, we relax the 
magnification to the corrections for sake of convenience. Taking the case of Durand-Kerner’s 
method, instead of 
Ai = m dzi, 
we adopt 
AT = m(1 - O.Ol(m - l))dz, 
as the correction. 
The values of constants (Y, p, y are determined heuristically. Here we set (Y = 0.1, p = 0.1 and 
y = 0.05. We apply our method involving the clustering for an example. 
Example 9. 
P(z) = (z - 1.1 - 1.1 i)“(z - 3.2 - 2.3 i)‘(z - 2.1 - 1.5 i). 
In Table 1, multiplicity estimations and multiplicity judgements are shown from 4th iteration 
to the end. Detailing the reduction of the residual before and after the judgement at the 14th 
iteration, we can see the following: 
Approximations Residual 
Real Imaginary 
(before) 
3.19953819 2.30101880 5.83 x 1O-5 
3.20045520 2.29899870 5.63 x 1O-5 
(after) 
3.19999881 2.30000086 1.01 x lo-lo 
3.20000767 2.29998193 1.79 x 1o-8 
We can observe the order of the residuals reduces down by about two times. In Tables 2 and 
3, we show the approximations and residuals in case of the double zero and the quadruple zero. 
In Table 4, the result of the original Durand-Kerner method is shown. Judgement “No” 
means that the members of the cluster do not satisfy condition (iv) and we set the multiplicity 
estimation equal to 1. 
Here, we started with the initial guesses 
z<O) = e(2nj/n+l)i 
J ? j= 1, 2,.. n. ., 
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Table 1 
Estimation and judgement of multiplicities of Durand-Kerner’s method at each step in Example 9 
Iteration Estimation of multiplicity Judgement 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
1 set of double zero 
all single 
2 sets of double zero 
2 sets of double zero 
2 sets of double zero 
3 sets of double zero 
2 sets of double zero 
1 set of double zero 
1 set of double zero 
1 set of double zero 
3 sets of double zero 
2 sets of double zero 
2 sets of double zero 
1 set of quadruple zero 
1 set of double zero 
1 set of double zero 
2 sets of double zero 
2 sets of double zero 
all zeros converge 
No 
_ 
No 
No 
No 
No 
No 
No 
1 set of double zero 
No 
1 set of double zero 
No” 
Nob 
quadruple zero ’ 
No 
No 
No 
Nod 
a One of the double zero converges. 
b Another of the double zero converges. 
’ Single zero converges. 
d One of the quadruple zero converges. 
Table 2 
Approximations and residuals of the double zeros in Example 9 
Iteration 
11 
12 
13 
14 
15 
16 
Approximation 
Real 
3.12400852 
3.28849290 
3.15728923 
3.24411435 
3.20007516 
3.19888110 
3.19953819 
3.20045520 
3.20000767 
3.19999881 
3.19999881 
3.20000109 
Imaginary 
2.41408382 
2.20003019 
2.35701035 
2.24443695 
2.29732102 
2.30134742 
2.30101884 
2.29899870 
2.29998193 
2.30000086 
2.30000086 
2.29999915 
Residual 
8.75x10-l 
8.85 x10-l 
2.33x10-’ 
2.40x10-i 
3.33x10-4 
1.43x1o-4 
5.83 x 1O-5 
5.63x10-* 
1.79x10-s 
1.01 x lo-lo 
1.o1x1o-‘0 
8.98x10-” 
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Table 3 
Approximations and residuals of the quadruple zeros in Example 9 
Iteration 
14 
15 
16 
17 
18 
19 
20 
21 
Approximation 
Real 
1.25265360 
0.90937884 
0.98989318 
1.24820903 
1.20788673 
0.96229588 
1.21645793 
1.01336302 
1.17793902 
0.99936042 
1.19001543 
1.03268512 
1.15704642 
1.02584396 
1.16884395 
1.04826566 
1.09594905 
1.10464599 
1.10034737 
1.09905759 
1.09762563 
1.10290547 
1.10050519 
1.09896384 
1.10192168 
1.09850102 
1.10056842 
1.09900894 
1.09914601 
1.10092914 
1.09931441 
1.10045233 
Imaginary 
1.27465688 
1.22179575 
0.93518679 
0.96921948 
1.22948703 
1.19364767 
1.00167983 
0.97518132 
1.19651300 
1.17113995 
1.02652499 
1.00582206 
1.17208825 
1.15372675 
1.04510572 
1.02907928 
1.09731053 
1.09884193 
1.10225555 
1.10159199 
1.09798686 
1.09888196 
1.10176555 
1.10136560 
1.09907986 
1.09850194 
1.10136986 
1.10104839 
1.10078329 
1.09945021 
1.09917266 
1.10079471 
Residual 
1.23~10-~ 
2.05 x 1o-2 
1.3ox1o-2 
8.55 x 1O-3 
3.85 x 1O-3 
5.65~10-~ 
3.08x10-3 
4.20 x lo- 3 
1.22x1o-3 
1.62~10-~ 
1.06~10-~ 
1.35 x10-a 
3.88 x 1o-4 
4.79 x 1o-4 
3.55 x 1o-4 
4.27 x 1O-4 
3.55 x 1o-9 
3.29~10-~ 
1.71 x10-‘0 
7.38x10-” 
5.95 x lo-‘O 
5.9ox1o-10 
7.15 x10-i’ 
5.45 x lo-” 
1.3ox1o-1o 
1.28 x lo-‘0 
3.05x10-” 
2.74 x lo-” 
1.14x10-” 
8.60 x 10-12 
8.46 x lo- t* 
4.48 x lo-‘2 
Table 4 
Result of the original Durand-Kerner method in Example 9 
Iteration Approximations converged Residual 
17 
27 
33 
Real Imaginary 
2.10000000 1.50000000 
3.20000130 2.29999824 
3.19999870 2.30000176 
1.09928393 1.10054451 
1.10071561 1.09945561 
1.10054440 1.10071556 
1.09945529 1.09928421 
6.22x10-l2 
2.25 x lo-” 
2.25x10-” 
4.21 x lo- l2 
4.19 x lo-l2 
4.18 x lo-i2 
4.15 x lo- lZ 
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5. Conclusion 
In some test problems, our estimation of multiplicity acts well on the improvement of 
convergence. Whenever there are close zeros in the equation, the process is successful to omit the 
false approximation from the correct cluster. The values of constants (Y, /3, y are not yet 
conclusive. We must look for an optimal value depending on the given polynomial in future. 
In our results, the convergence of approximations goes linearly until the approximations 
become near to exact zeros to some degree. Once the estimate of multiplicity has begun to agree 
with the judgement, the convergence for multiple zeros becomes particularly quick and further- 
more all of the approximations other than concerning the multiple zero are faster to exact zeros 
than in the case of the original algorithm. 
We apply our classification of clusters by the simplest implementation to Durand-Kerner’s 
method and can see that it successfully improves the convergence. But it does not act on 
improving the accuracy of the approximations of multiple zeros to our regret. To do this, we may 
be able to use Petkovic-StefanoviC’s method or Durand-Kerner’s method involving some 
modification after the judgement. 
Remark 10. We can get the similar results for Tanabe’s method. We can get the proposition 
similar to Proposition 6, then we adopt 2m2/(m - 1) instead of m for the corrections of m-ple 
zero. Tanabe gave suggestions to improve the algorithm for multiple roots by estimating the 
multiplicity applying the invariant property [8]. His assertion is valid for the approximations 
sufficiently close to the multiple roots. Then an estimation can be made for their multiplicity. 
Thus it may be called as a static estimation. 
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