In the safety-critical systems, potential hazard may jeopardize the safety of system, which can even lead to catastrophic accident. 
Introduction
In the safety-critical system, causes of accident include "hard" and "soft" factors. Because the "hard" factors are associated with design and structure of system, and failure mode and mechanism are explicit, the causal relationships leading to accident are deterministic, which belongs to technical aspects. However, the "soft" factors refer to operational aspects. They are not relevant to the structure of system, but because of its complexity and uncertainty as well as lack or loss of data, those causal relationships are uncertain.
For the "hard" factors, event tree and fault tree has been used for risk analysis, they are combined to establish the "bow-tie" model. In the subway and industry, the practical application has shown that the model has a good effect. It not only can identify the causes of accident, but also evaluate the risk acceptable level [1] [2] . The causes of accident mostly contain equipment failure and errors of human and organization. In order to take those causes into consideration, the analysis framework based on hybrid causal logic has been presented [3] . Combined with event sequence, fault tree and Bayesian network, the hybrid causal methodology is applied to construct causal failure model in the aviation [4] . In paper [5] , this method is used for probability risk assessment and management of the socio-technical system for the sake of risk identification, risk indicator assessment, safety management and causes of accident analysis. Sklet utilizes the hybrid methodology to analyze risk influencing factors such as technical factors, operational factors, human and organizational factors, which is combined with barrier block diagram, fault tree, event tree and influence diagram [6] . In the probability safety assessment (PSA), Mosleh builds the influent model for the structural and behavioral aspects of organization factors, where  method is used to analyze interactive influence among organizational factors [7] . In the nuclear domain, Bayesian network and  method are combined to research the influence of organizational factors in PSA [8] .
In addition, Bayesian network is ideal technique for prediction and diagnosis. For instance, in the offshore drilling industry, the work flow chart is converted to Bayesian network to analyze the impact of five factors: the hydraulic factor, mechanical factor, human, software and hardware [9] . In the paper [10] , event tree and fault tree are united to set up "bow tie" model, which is converted to Bayesian network for probability updating and sequence learning. After description of risk problems, determination of risk influencing factors and identification of failure modes, Bayesian network is constructed to quantitatively analyze causal relationships and interactive processes between variables [11] .
In this paper, the quantitative analysis method of non-deterministic causal relationships in risk analysis based on Bayesian network is proposed, which includes both modeling of influent diagram and quantitative analysis. The rest of the paper is organized as follows. Section 2 describes the proposed methodology. How to build the model is given in Section 3. Section 4 is devoted to explanation of the quantitative analysis approach. This approach is applied to evaluate the human error probability of driver of the high-speed railway system in Section 5 while the conclusion is presented in Section 6.
Overview of the Proposed Methodology
The influences of uncertain factors can be divided into two types: direct and indirect interactions. In order to take those interactions into consideration to model and analyze the non-deterministic causal relationships, this proposed methodology contains both modeling stage and analyzing stage. This section gives an overview of the proposed methodology to introduce the major steps shown in the Figure 1 . At the modeling stage, firstly, the critical event (top event) and its influencing factors is identified, then the causal relationships among them should be determined to build influence diagram, at last, it can be transformed to Bayesian network. At the analyzing stage, first of all, the node weight is given with the node score, secondly, through the weights can the network parameters be determined including prior probabilities of parent nodes and conditional probabilities of intermediate nodes, lastly, the posterior probabilities will be evaluated by Bayes' theorem using the GeNIe software. 
Approach of Modeling Influence Diagram
All the interactive relationships between influencing factors and equipment or among influencing factors are uncertain. It mostly refers to two aspects: one is the uncertain structure because of their complicated relationships, the other is varying values of influencing factors with different situations.
Almost of the influencing factors are soft factors. The interaction between soft factors and equipment includes operation and maintenance, which are effected by subjective factors such as knowledge, pressure and emotion. Therefore, the failure probabilities of equipment by different "soft" factors are various with different contributions.
Before implementing quantitative analysis, the causal relationships among influencing factors must be determined, namely constructing influence diagram. Firstly, for purpose of generation of influence diagram, an output 
Figure 2. Flow Chart for Generation of Influence Diagram
As the modeling process in Figure 2 , the causal relationships between critical events and influencing factors can be built, namely influence diagram, which is hierarchical shown in Figure 3 . After establishing influence diagram, there is a need for quantitative analysis that it may be converted to Bayesian network. 
Method of Quantitative Analysis
In order to explain the quantitative analysis method, the Bayesian network in Figure 4 is taken as an example. Node A and B are the parent nodes, node C is child node. They have three states: desirable, medium and undesirable states. Presuming that the states of node A are high, medium and low, node B with three states of much, medium and little, and node C with good, medium and bad, the quantitative analysis method can be illustrated step by step. 
Marking for Nodes
For a given scenario, the weight of node may be different for different actions, which refers to the relative importance of each node. Generally, the method based on expert judgment is used to determine the weights of node. The weight can be evaluated through values ranging from 0 to 100 with the increment of 10 for the level, of which 0 stands for the worst conditions and 100 for the best [12] .
Once the weights of parent nodes are given, the prior probabilities can be obtained, and the conditional probabilities can be assigned. Therefore, the goal of quantitative analysis can be achieved.
Acquisition of Prior Probability of Parent Node
Due to actual and certain data, expert judgment is required. Expert judgment suffers from subjectivity and variability, the reliability of data will decrease. Multi expert knowledge is combined using Dempster-Shafer evidence theory to solve that problem [13] [14] . In Figure 4 , for each node three different states can be assigned. The degree of belief of each state is assigned by experts, which is denoted by () i bp and can be characterized by the following equations: By the DST combination rule, multiple evidences can be combined. If there are n different knowledge sources, the sum combination is depicted as follows:
(2) Assuming that knowledge sources are independent, this combination rule uses a normalizing factor (1 ) k  to develop an agreement among the multiple knowledge sources. If the 1 () a bp and 2 () b bp are two sets of evidence for the same node, the combination rule uses the relation in equation (3) to combine the evidences: 12 12 0
In the above equation, it denotes the combined knowledge of two experts for a node, and k measures the degree of conflict between the two experts, which is determined by the factor:
Taking node A in Fig.4 as an example, the combination process can be explained in the Tab.1. {0.8,0.1,0.1} is assigned to the node A by expert 1, and {0.85,0.1,0.05} by expert 2. Though the combination, the reliable prior probability of node A is {0.97,0.01,0.01}. 
Allocation of Conditional Probability for Intermediate Node
In general, the allocation of conditional probability suffers from subjectivity and uncertainty. Another disadvantage is that the number of state combination increases exponentially as the node number grows. In order to solve those problems and make it convenient for allocation, fuzzy logic is used to achieve automatic allocation.
(1) Transformation of Input Data
In Figure 4 , the input data is the node scores, which is discrete. They can be quantized uniformly into 11 levels, the corresponding relationships is shown in Table 2 . The linguistic of premises of fuzzy rules consist of the fuzzy input space, and the fuzzy output space is composed by the linguistic of consequences of fuzzy rules. The value of each linguistic variable is a set of fuzzy language name, which constitutes a language name set. Each language name is fuzzy set with similar domain of discourse. The division of fuzzy space is applied to determine the number of fuzzy linguistic name of linguistic variable.
In Figure 4 , the domain of discourse for the input and output data is [0,100]. The division of fuzzy space is completed according to the states of node. Namely, node A has three fuzzy levels: high, medium and low, similarly, node B: much, medium and little, node C: good, medium and bad. Membership function of input and output data select the triangle function, its width is 50 (half of the bottom edge of triangle). The curve of membership function is shown in Figure 5 . The list of membership function is descripted in Table 4 . Under the condition of a state combination of parent nodes, the corresponding and appropriate state of child node can be determined solely. Therefore, the conditional probability can be assigned. For the Bayesian network in Figure 4 , the state allocation of child node is identified in Table 4 . In order to make the allocation of conditional probability independent of the prior knowledge, the following operations need to be defined.
Operation 1： The allocating process of conditional probability is descripted in Fig.7 , which is not sensitive to the change of input data and relatively stable. Through the allocation algorithm based on fuzzy logic, the conditional probabilities of intermediate nodes are assigned shown in Table 6 . 
Table 6. Conditional Probabilities Generated from Fuzzy Rules

Calculation of Posterior Probability of Child Node
Associated with the prior probabilities of parent nodes and conditional probabilities of intermediate nodes, the posterior probabilities of child nodes can be calculated. The probability of the states of each node can be calculated marginalizing over the states of the node's parents. When evidence is given on any node of a BN, the posterior probability can be calculated using Bayes' theorem [15] .
Eq.(5) can be also written in terms of the marginal probability as: (6) For the Bayesian network in Fig. 4 , the prior probabilities of node A and B is given by two experts, and the conditional probabilities is shown in Table 6 . The posterior probability of node C can be calculated through GeNIe software shown in Fig.9 . Under the influence of node A and B, the posterior probability of node C is {0.75,0.13,0.12}. 
Case Study
In the high-speed railway, the train driver plays an important role in the safe operation. Once the driver's reliability cannot be guaranteed, it will lead to irreparable accidents. The driver error can be evaluated through the approach above.
The influencing factors includes: self-study, communication, training or experience, stress, abstraction, fit for duty, knowledge. By determining the causal relationships between driver error and influencing factors, its influence diagram can be establish shown in Figure 10 . This influence diagram can be converted to Bayesian network to assess the probability of driver error. The prior probability of all parent nodes is suggested by two experts, and the evidence combination for each root node is shown in Table 7 . The conditional probabilities can be allocated through the allocation algorithm based on fuzzy logic above. The allocation for node "Knowledge" is shown in Tab. 8. Other conditional probabilities can be gained in the same way. In the Bayesian network of driver error, prior probabilities of parent nodes are gained using evidence theory, and the conditional probabilities are assigned by allocation algorithm based on fuzzy logic. Therefore, the driver error probability can be calculated with GeNIe software, which is not less than 0.14 shown in Figure 11 . 
Conclusion
In this paper, the quantitative analysis methodology has been proposed to assess the performance of uncertain factors. This approach includes two stages: modeling and analysis. At the modeling stage, the influence diagram can be established, namely, the structure of Bayesian network can be determined. At the analysis stage, on the basis of the model, quantitative analysis can be achieved to evaluate the probabilities of critical events. In the Bayesian network, the more reliable prior probabilities of parent nodes are obtained using evidence theory. The proposed allocation algorithm of conditional probabilities of intermediate nodes has been complemented to achieve automatic allocation. Combined with the prior and conditional probabilities, the posterior probabilities of child node can be assessed using Bayes' theorem. At last, the feasibility and correctness of this methodology is discussed in the high-speed railway. In addition, the driver error probability is evaluated with GeNIe software using the proposed methodology.
