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We consider the two-point boundary value problem 
x” =f(f, x, x’) w 
.0(O), x’(O)) = 0, h(x(O), x’(O), x( 11, x’( 1)) = 0; (Cl 
our purpose is to prove an existence result for this BVP in the case where the 
functions g and h are not necessarily linear and separated. 
Bebernes and Gaines [2] under the hypotheses 
(a) S(t, x, y) is continuous on the set J2 = [0, a~) x IR*, 
(b) there exists an M > 0 such that ]f(t, x, y,) -f(t, x, y,)] < 
~4 IY, -Y,I, on Q, and 
(c) f(t, x, y) is nondecreasing with respect to x on the set I2 
proved the existence and uniqueness of solutions of the BVP 
x” =f(t, x, x’) 
a,x(O) - a,x’(O) = A 
b,x(l) + &x’(l) = B 
where a,, a,, b,, b, are nonnegative constants with a, + a, > 0, b, + b, > 0, 
and a, + b, > 0. 
Recently Baxley and Brown [l] proved an existence and uniqueness result 
for the BVP (E)-(C), under the assumptions (a), (c), and 
(b’) for each p > 0 there exists M@) > 0 _such that ]f(t, x,y,) - 
f(t, x, y,)( < M@) ) y2 - y, 1 on the set R, = [0, 1 ] x B(0, p), where 
mm= lkYk 1x1 + IYI <PI 
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and 
MP) = o(ln PI as p-t-a. 
Their techniques were based on the shooting method together with the 
maximum principle and the Kneser-Hukuhara continuum theorem. 
On the other hand, Jackson and Klaasen [4], using a generalized version 
of the Waiewski topological method, gave an existence result for the 
boundary value problem 
x” =f(t, x, x’) w 
(0, x(O), x’(O)) E s, and (l,X(I),X’(1))E s, (c*) 
where S, and S, are appropriate continua. Later Palamides et al. [6J 
formulated the Waiewski method for Caratheodory systems and proved an 
existence result for the above BVP (E)-(C*) in the case where the function f 
satisfies the Caratheodory conditions locally in its domain Q, i.e., 
.fE Car,,,Pn>. 
Now concerning the boundary conditions at t = 0 and t = 1, Baxley and 
Brown [ I] imposed the following conditions: 
(6) g(t, s) is continuously differentiable in some open set V and the 
pair of equations g(t, s) = 0 and t t s = y has a unique solution for each 
yElR. Furthermore, for any (t,s)EZ(g)={(t,s)ER2:g(t,s)=O), g,>O, 
g, < 0, and g, - g, > 0, where g, = dg/at and g, = ag/&. 
(E) h(t, s, U, U) is continuously differentiable on the set ((t, s, U, u) E 
R4: (t, s) E Y), where I’ is an open set containing Z(g). Further g,h, - 
hi g, > 0 on Z(g) X R2 and either h, > 0, h, > 0, h, + h, > 6 > 0 for 
(6 s) E Z(g), 124 I > No, and IuI >N,, sup{s: (t, s) E Z(g)} = +a, and inf(s: 
(t, s) E Z(g)} = -00, or h, > 6 > 0 and h, > 0 for all (t, s) E Z(g), IuI > N,, 
and lu/ < tco. 
In this paper, by using properties of the consequent mapping, i.e., the map 
of Z,(g) onto the boundary &u of a suitable set o, under the action of 
solutions (cf. [4,7]), also using a classical topological result (cf. Lemma 1.3) 
concerning continua and the Kneser-Hukuhara continuum theorem, we give 
an existence result for the BVP (E)-(C) under the weaker assumption 
f~ Car,,,(a). Moreover in place of the assumptions (b’) and (c) we allow a 
much more rapid growth rate of If(t, X, y)J with respect to \ y\, and our 
monotoneity (with respect to x) condition on f is assumed only for almost all 
t E [O, I]. Namely, we suppose: 
(i> If(t,x,y,)-f(t,x,y2)l~~M@)Iy,-~21 for almost all tE [O, 11 
and all (x,yd, (x,y2> with I-4 + Ii,/ GP, I.4 + ly21 GP, where Mp) = O@>, 
asp+co. 
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(ii) if(t, 0,~) -f(t, O,O)] GM,@) ] y] for almost all t E [0, 1] and all 
1 y I< p, where now 
Ml@) = O(ln p), as p+co. 
(iii) For all fixed y and almost all t E [0, 1 ],f(t, x,,v) is nondecreasing 
in x. 
Also the assumptions (6) and (e) are weakened to the following: 
(iv) There exist points a, < 0 <b,, such that the function g(t, s) is 
continuous and g, >O and g,<O, on the set I?,= ((t,s)E R2:a,~t~b,), 
the projection pr,(Z,(g)), of the set Z,,(g) = l?, n Z(g) on the second coor- 
dinate, is a continuum, and, finally, there exist points S, < s  ^< -e and 
sf > s* > e such that 
and 
g&l, ST) < 0, g(b,, s*) = 0. 
(v) There exist real numbers i0 < a, and 6, > b, such that the 
function h is continuous on the set Z,,(g) x ]a^,, 6,J x R and for each (fixed) 
(4 s) E Z,(g), 
h(t, s, a^,, -e) < 0 < h(t, s, I$, e) 
and moreover the functions 
A(& s, a ,^, *) and h(t, .% 63, .> 
are nondecreasing on (-co, -e) and (e, co), respectively. 
Now, in our existence result, we get an estimate for the solution x of the 
above BVP (E)-(C), that is, we find two functions a(t) and P(t) and L > 0 
such that 
and 
-L<x’(t)<L on O<t<l. 
The functions a(t) and ,8(t), which are essential in the topological argument 
that we use, are, respectively, a lower and an upper solution of the 
differential equation. These functions are readily constructed by making use 
of the growth conditions in the y variable that we have imposed on the 
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function f(t, x, y). Furthermore, with the specified growth conditions upper 
and lower solutions can be constructed on any interval c < t < d, that is, the 
interval length is of no consequence. However, if M,@) = G(ln p) in 
condition (ii) above is replaced by the weaker M,@) = O@), then it will be 
easy to see that our method of constructing upper and lower solutions can 
still be applied but in this case the construction is valid only on an interval 
of restricted length. 
At the end of the paper we give an example to illustrate that our 
assumptions are essentially weaker than the corresponding ones in [ 11. 
1. PRELIMINARIES 
Consider a point P = (r, <, v) E D and let X(P) be the family of all 
(noncontinuable) solutions of (E) passing through P. For a solution 
x E X(P), we denote by 
G(x I Dom x) = {(t, x(f), x’(t)): t E Dom x) 
its graph, and by G(x 1 I) the graph of its restriction x 1 I, Z s Dom x. 
For a subset K of Q, we will also use the notation 
X(K)=u (X(P):PEK} 
and for some subfamily f(K) of 3(K) and 
Is Dom g(K) = n { Dom x: x E R(K)} 
we shall denote by 
f(Z; K) = (x (I: x E z(K)} 
the cross section of the set i%(K) over the interval I. 
We consider now a subset o of 0 such that w” # 0 and R -6 # 0. 
A point P E B (7 am, P = (r, <, r~), is a point of semi-egress of o with 
respect to Eq. (E), iff for each solution x E X(P), there exists a point 
t, E Dam- x = (--03, r) n Dom x and an E > 0 such that 
G(x 1 [tl - E, tl]) 5: coo and G(x 1 [t,, t]) 2 am. 
If moreover for any solution x E X(P) there exists a t, E Dam+ x = [t, co) f’ 
Dom x and an E > 0 such that 
G&l b,bi)~a~ and G(xl (t,,t,+~])zfi-CZ 
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then P will be called a point of strict semi-egress of o (with respect to (E)). 
The set of all points of semi-egress or strict semi-egress will be denoted by 
ws or gss, respectively. 
A point P E co’ or P E wSS is a point of egress or a point of strict egress, 
respectively, of CO, iff in the above definition, we may choose t, = r or 
t, = t, = r. Similarly, the set of all points of egress or strict egress of UJ will 
be denoted, respectively, by ~c)~ or mSe. 
A point P E co’, P = (t, r, q), is a consequent of the point P, E o, 
P, = (to, x,, y,,), with respect to the set o (and Eq. (E)) if there exists a 
solution XE 3E(P,)fT X(P) and a point t, E [to, r] such that 
G(x] [tl,z])saw and if to < t,, then G(xl (t,,t,))gw’. For such a 
solution, we will say that it semi-egresses from w. The set of all consequent 
points of PO will be denoted by R(P,). 
We also define the set 
S(w) = {Q E 0: 52(Q) f 0) 
which is usually called the (left) shadow of the set CO and introduce the so- 
called consequent mapping 
R: S(w) + w5 
in the above sense. 
Finally, we shall say that a set-valued mapping 5, mapping the points of a 
topological space X into compact subsets of another one Y, is upper semi- 
continuous (USC) at a point x0 E X iff for any open subset V of Y containing 
the image 3(x,) there exists a neighborhood U of x0 such that 5(x) c V for 
every x E U. 
According to the next lemma, the consequent mapping R is an USC map 
(under suitable conditions). Moreover, in view of later applications, some 
useful properties of an USC mapping are stated in a second lemma. 
LEMMA 1.1 [4,6]. Zf PE S(w) and every solution x E X(P) semi- 
egresses strictly from CO, then the consequent mapping 53 is USC at the point P 
and moreover the image s\(P) is a continuum in &I. 
LEMMA 1.2 [4, 7, 8). Let X and Y be metric spaces, and let 5: X + 2’ be 
an USC mapping. Zf A is a connected or continuum subset of X such that for 
every x E A the image B(x) is a continuum, then the image B(A) = 
U (S(x): x E A} is also a connected or continuum, respectively, subset in Y. 
Remark. In view of the above lemmas it is clear that, tfK is a continuum 
or connected set in w such that every solution x E r(K) semi-egresses trictly 
from w, then the image R(K) is also a continuum or connected subset of lb, 
respectively. 
We will also need another lemma from classical topology. 
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LEMMA 1.3 [5, Chapter V, Section 47, Point III, Theorem 21. If A is an 
arbitrary proper subset of a continuum C and ifs is a connected component 
(maximal connected subset) of A, then 
gn(C-A)#0, i.e., SnaA#0. 
2. MAIN RESULTS 
Assume that f satisfies the assumptions (i) and (iii) stated in the 
Introduction and consider two functions a and /I such that a’(t) and P’(t) are 
absolutely continuous on [0, 11, 
40) < P(O)> a(t) < 0 < B(t) 
a"(t) >f(t, 0, a'(t)>, P"(t) <f(t, O,PW>. 
Consider also the set 
u = ((4 x,y): 0 < t < 1, a(t) <x <P(t), y E R 1, 
its two faces 
Q,= {(t,x,y)Ew:x=a(t)} and Q,= {(t,x,y)Ew: x=/W)} 
as well as their subsets 
QL = {(t,x,y) E Q,:v < a’(t)} and Q;,={<t.x,y)EQ,:v>P’(t)}. 
Now we are going to study the behavior of the solutions arcs of (E) at the 
points of Q, U Q,. Let P = (5, l, II) E Q; be any point and x E X(P) any 
solution of (E). Then since x(r) = a(T) and x’(r) < a’(z), there exists an 
E > 0 such that 
a(t) < x(t), T-&<t<T 
and 
40 < a(t) r<t<t+c, 
that is, P E coSe. In the same way if P E Q; then also P E gSe. Consequently 
Q& u Q’ E use. !3 (1) 
Now assume that for some r E (0, l] there exists a solution x(t) such that 
x(T) = a(T), X’(T) = a’(z) 
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and 
x(t) > a(t), tE I%~1 
for some q E [O, r). In view of the inequality a”(t) >f(t, a(t), a’(t)) a.e. on 
[0, 11, it is clear that x(t) + a(t) on any proper sub-interval of [II, r]. Choose 
an E > 0 such that for some t, E (q, r), x(t,) = a(&) + E < 0 and 
x(t) < a(t) + E < 0, t E (to, r]. 
Let a(t) = a(t) + E. Then, by the assumption (iii) 
Also there is a t, E (to, t) such that 
E’(f,) > x’(t,) 
and let t, be such that t, < t, < t and 
E’(f2) = X’(fZ), E’(f) > x’(t) on It,, b). 
Then, by virtue of the assumption (i), on [t, , t,] we have 
[S(f) -X’(f)]’ >f(f, E(f), E’(f)> -f(f, X(f), X’(f)) 
>f(t, x(t), a’(t)> -fk 4th x’(t)> 
> -k la’(t) -x’(t)/ = -k[E’(t) -x’(t)] 
for almost all t, < t < t,, and some k > 0. Hence for t, < t < t, we have 
E’(t) -x’(t) > [E’(t,) - x’(t,)] epk(‘pfi) 
which implies the contradiction 
0 = E’(t,) - x’(tJ > [ii’ - x’(t,)] epk(f2p’1) > 0. 
Consequently the points {(t, a(t), a’(t)): 0 < t < 1 } are not semi-egress 
points. 
In the same way we can prove that 
{(t, p(t), p(t)): 0 < t < t } n WS = 0 
and furthermore that 
[<Q, - QiJ" (Q, - Q;>l nws = 0. (2) 
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Now we are ready to state and prove our main results. As we have already 
noticed, in order to apply the Kneser-Hukuhara continuum theorem we have 
to construct a connected family of solutions of (E), starting from the set 
Z,(g), defined on [0, 11, and staying in o on [0, 11. This is the subject of the 
proposition below. We notice that, as far as we know, this result is new even 
at the particular case where the function f is continuous. 
PROPOSITION 2.1. Consider a continuum 
such that 
KnQ~(O)#0 and KnQ@>#0 
and every solution x E X(K) semi-egresses trictly from the set o. 
Then there exists a connected set 
$[O, l] E X,([O, 11; K) = {x E X(K): G(x ( (0, 11) G o} 
such that 
(1, x,(l), x&(l)) E Q;(l) and (Lxo(W;l(l>> E Q;(l) 
wherexiE~[O,l]andQ~(l)={(t,x,y)EQ~:t=l} (i=a,/3). 
ProoJ: Consider the sets 
Xi = X,(K) = (x E X(K): x egresses from w  through Qi}, i=a,/? 
and 
3, = X,(K) = {x E X(K): a(t) < x(t) </3(t), 0 < t < 1). 
Since, by the assumptions, every solution x E X(K) semi-egresses from o, it 
follows that the set 
G(IO, 1 I; h,(K)) = u {W I [O, 1 I>: x E WOI 
is a compact subset of o. Hence there exists an E > 0 such that for each 
P = (G 6 v> E K U G([O, 1 I; K,(K)), 
[r, z + E] c Dom X(P). (3) 
We recall that R stands for the consequent mapping and we are going to 
study two cases. 
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(i) There exists a point P E K such that 
W’) n [Q:, u Q;] = 0, 
that is, for each solution x E 3(P) we have 
a(f) < x(r) < PW, O<f<l. 
We set now r = min{ s, 1) and let 
(4) 
X,[O, r] = &([O, t]; K) = {x 1 [O, 51: x E Xi} (i = a, P> 
be the family of restrictions on [O, r] of all x E Xi. We denote also the 
complement of their union by the analogous symbol 
&[O, 51 = X([O, t];K) - {X,[O, r.1 u q$l, rl) 
although in general we have 
&Jo, r] E X,([O, t]; K) = {x 1 [O, t]: x E X,). 
In view of (4), it is obvious that ?i,(O, I] # 0 and furthermore, by the 
definition of 3, and ;X, and the fundamental Kamke theorem (of dependence 
of solutions upon their initial values), it is easy to verify that the sets 
~a[09 51 and %P~ r.1 
are both compact. 
By (3) and the Kneser-Hukuhara theorem (cf. [4,8]), the set 3E([O, r]; K) 
is a continuum. Consider any connected component S[O, r] of the set 
X,10, 51. In view of Lemma 1.3, we get 
S[O, s] n zf,[O, t] # 0 and S[O, t] n X&O, t] # 0 
which means that there exist solutions xi with 
(xi I [o, 51) E s[o, ~1 n W, 51 (i=a,P) 
and extensions xi of them to [0, 11, satisfying 
(0, Xi(O), xf (0) E K, G(Xil (0, 1))s~ (i = a, PI (5) 
and 
(12 x,(l), XL(l)) E Qb(l) and (1, x,(l), x;(l)) E Qh<l> (6) 
The last result follows from the definitions of the sets S, X,, and X, as well 
as the above-mentioned Kamke theorem. Also it is obvious that each 
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solution x E S [0, t] can be extended on any interval 10, t^] 5 [O, 1 ] and the 
so obtained set 
S[O, $1 = {x I [O, q: (x I [O, 71) E S[O, tl}, 
is a connected subset of the space C(/O, ?], R*). 
We set now 
z  ^E [O, I] 
PO = (0, x,(O), x39), t1 = 5, 
p, = (t, 3 x,(7*)9 x&(71)) and t2 = min(r, + e, 1). 
Then, by the choce of E, the set X([ tI, r2]; P,) is a continuum and moreover 
the set 
x,([7,) 721; PI) = 3x 713 r21; P,) f-J X,[~, 9 51 
is clearly compact. Consider any limit point x E x(p,) of the set s[r,, 721. 
We easily can prove that x E X,(P,). Let now ST [rr , r2] be the connected 
component in X0( [tr , t2]; P,) with 
(x I [71) 521) E s,* it1 9 r21. (7) 
(We have assumed that X,([r,, r,]; P,) # 0. Otherwise we go to the case 
(ii)(2) below.) By Lemma 1.3, we get that 
s:: 1713 T*l n LPI> f 0 
and furthermore that each point-solution of this intersection has an extension 
satisfying (5) and (6). Thus, without loss of generality we may assume that 
(x, I [71y7Zl)~ s,*[7,,7,lnX,([7,,7,l;P,). 
Also the set 
and 
SJO, 74 = {x E I([O, 74; P,): x I [O, 7,l =x, I [0,711 
(xl [71~721)~~*[7l~7*11 
is a connected subset of X,([O, z,]; P,) and, in view of (7), the set 
s,[o, $1 = $[o, 721 u SLOT 721 
is a connected subset of X,[O, 7*]. 
We set now 
p* = (72 2 X,(~*L x372)) and tj = min{ z2 + E, 1 } 
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and let S,* [rz, tj] be the connected component in the (assumed non-void) set 
X,([r,, t3]; PJ such that 
S,*[~,,531 ns,[T,,r,] f0 and x, I [TZ, t31 E Z[~z, t31. 
Then again the set 
and 
is a connected subset of X0( [0, r,]; P,) and moreover the set 
S,IO, 531 = &IO, r31 u S,[O, r31 
is also a connected subset X,[O, r3J. 
We need perform this process only a finite number of times (in view of 
(3)) to deduce the existence of a connected subset S,[O, 1 ] of the set X,[O, 1 ] 
having the solution x, / [0, 1 ] as a limit point. 
Similarly, we can construct another set S,[O, 1 ] such that xq I [0, 1 ] E 
S,[O, 1 ] and which is a connected subset of X,[O, 1 ] such that 
S,[O, I] f-M,[O, l] = S[O, 11. 
Consequently the set 
is a connected subset of X,[O, 11. Now we consider the second case. 
(ii) For each point P E K we have 
W’) n IQ& ” Q;l + 0. 
It is clear that the set X,[O, 1 ] # 0, because otherwise the compact and 
disjoint sets 
Q& n W) and Q;, n WI 
would be a separation of the continuum R[K] (cf. Remark below Lemmas 
1.1 and 1.2). However, it is possible to have X,[O, r] = 0 and so we study 
two subcases: 
(1) If X,[O, r] # 0, then we can go on as in case (i). 
(2) Assume that X,[O, r] = 0. Then, by the connectedness of the set 
X(IO, ~1; K), we get 
x,(0,7] n X,[O, t] f 0, 
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that is, there exists a solution (x, / [0, t]) E X,[O, t] r’7 X,[O, t] such that 
and W,) n Q;, f 0, p, = (G x*(r), xl(r)). 
We set now 
5, = r and r2=min{r,+E, 1) 
and consider the sets 
3i([Z1~ ‘*l;pl)= Ix I [ t,,t,]:~~qP,)nX~} (i = a, P) 
and 
We shall study again two cases. 
(a) If 2,( [r, , r,]; P,) # 0, then we continue as in subcase (1) above 
and finally we get a solution 
C2il ItI, r21)E xi([z~~z21~p~) (i = a, P) 
having an extension on [rr, l] such that 
2i(51) =x1(T1)3 G(xiI [rl, 11)~~ 
and 
(l,~i(l>,~;(l))E Q;(l) (i = a, /?). 
But then the functions 
x,(t) = 
i 
x,(f), o<t<r, 
2i(t>, z,<t<l 
clearly satisfy relations (5) and (6). 
(8) Assume that X,([t,, r2J; P,) = 0. Then, as in case (2) above, 
we may get an extension x2 1 [0, t2] of the solution x, ] [0, tr] such that 
(+I [~lytZ1)E X,([r,,r,l;P,)nX,([~,,t,l;P,), i.e., 
Consider now the point r3 = {rz + E, l), etc. By following this procedure 
and excluding every time the case where 
xlJ([ri5ri+l];Pi)+09 i = 1, 2, 3,... 
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after a finite number of steps, say, k, we get a point P, = (rk, xk(z,J, xL(rk)) 
such that tk+ 1 = 1 < tk + E. But then we clearly have 
&Sl~k, ll;P,)f0 
and the procedure, as in case (a) above, works. Consequently we get two 
solutions 
such that 
and 
(13 f,(l), -c(l)> E K(l) and (U&),q3(l))E @3(l). 
Finally, the functions 
xi(t) = 1 
x,(t), o<t<r, 
ai( t,<t<l (i= a,P) 
clearly satisfy (5) and (6). 
The remainder of the proof in both cases (a) and Q?) now follows the lines 
of proof given in case (i), under the obvious modifications. 
THEOREM 2.1. Suppose that the function f satisfies the Caratheodory 
conditions locally in LI = [0, a~) x R2 and furthermore for each x E R, 
f  (t, x, 0) is essentially bounded on [ 0, 11. Moreover we assume: 
(i) There is a positive nondecreasing function M(p) on (0, 00) such 
that 
If(t,x,~,)--f(t,x,y,)l GM@)ly, -YZI 
for all (x,y,) and (x,y2) with 1x1 + I y,l <p, 1x1 + 1~21 <p and almost all 
t E [0, l], where M(p) = O(p), as p+ a~. 
(ii) There exist m > max{ess supoGl<, If(t, 0, O)l, e} and k > 1 such 
that for almost all t E [0, 1 ] 
If (4 0, Y> -fk 0901 < (k - 1) I Y I In I Y I7 MM. 
(iii) For almost all t E [0, l] and all (fixed) y E R, f(t, x, y) is 
nondecreasing in x. 
About the boundary conditions at the points t = 0 and t = 1, we assume 
that there exist numbers a, < 0 < b,, a, < b, such that: 
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(iv) The function g(t, s) is continuous in (t, s), nondecreasing in t, and 
nonincreasing in s, on the set [a,,, b,] x IR. 
And there exist points 
such that 
where riz = exp(ek In m). Furthermore the projection pr,[Z,(g)] of the set 
Z,,(g) = Z(g) n {(t, s) E R ‘: a,, < t < b,} on its second coordinate is a 
connected set and: 
(v) The function h(t, s, u, v) is continuous on the set Z,(g) x [a, - fi, 
b, + St] x IR and for every (Jxed) (to, so) E Z,(g) 
where a^,, = a,, - m and 8, = b, + 4, and furthermore the functions 
W,, so, a^,, -1 and W,, s,,, h,, .> 
are nondecreasing on the interval (-co, -m) and (m, a), respectively. 
Then the boundary value problem (E)-(C) has a solution x(t), 0 < t < 1, 
such that 
a,, - fi < a(t) < x(t) <,8(t) < b, + m 
and 
Ix’(0l~ L o<t<1 
where the functions a(t) and P(t) are defined in the proof below and L is a 
constant. 
Proof. In view of the assumption (ii) we have 
--kl~l~~l~l~f~~~~~y~~~lyl~~lyl~ Ivl>m (8) 
for almost all t E: [0, 11. Consider the scalar second-order differential 
equation 
u” = -klu’I In lu’l, Iu’I > m. (9) 
Then the function u(t) with 
u’(t) = exp eWk(‘-‘), I= 1 + [In[ln m]]/k 
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clearly satisfies this equation and moreover 
e < m = exp e k(‘-1)=~‘(1)~~‘(t)~~‘(O)=expek’=exp[eklnm]=~.(10) 
We set now 
P(t) = 6, + ,f; u’(s) ds, o<t<1 
and clearly 
0 < b, <P(t) < b, + exp[ek In m] = 6, + ri2. (11) 
Consequently, by (8), (9), and (10) we get 
P”(t) = - W’(t) In P’(t) <f(t, 0, P’(t)> a.e. in [O, 1] (12) 
and then by the assumption (iii) 
P”(t) at9 B(t), P(t)> a.e. on [O, 11. (13) 
On the other hand, consider the differential equation 
u”=k~u’~ln~u’(, IU’I >m 
where now the function 
u’(t) = -exp ePkcfP’), o<t<1 
is a solution of this equation such that 
4 = -exp e ” = u’(O) < u’(t) < u’( 1) = -exp ek(‘- ‘) = -m < - e. 
If we set 
I 
1 
a(t) = a, + u ’ (s) ds, o<t< 1 
0 
then obviously 
a, - i+i < a(t) <a, < 0, O<t<l (14) 
and furthermore 
a”(t) >.I”(& 0, a’(t)> >f(t, a(t), a’(t)> a.e. in ]O, 11. 
Also in view of (11) and (14) and since a, < b,, we get 
a(t) < P(t), o<t<1. 
(15) 
(16) 
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Since the function g(t, S) is continuous the set Z,(g) = {(t, S) E R’: 
g(t, s) = 0, a, < t < b,} is closed. We claim that Z,(g) is also connected. To 
prove that, we assume on the contrary that Z,(g) is not connected and let K, 
and K, be nonnull closed set such that 
G,(g) = 4, u K, andd K, CT K, = 0. (17) 
Let >a, P, = (to, s^) E K, and P, = (tl, s^> E K,, be any (horizontal) 
segment (joining a point of K, with another one of K,). Then, by virtue of 
the monotoneity of g(t, s^), and since we may assume t, < t,, we get 
0 = g(t* 3 s”) < g(t, Q< L&l, f> = 0 
for every (t, 8) E >xpl’, which means that 
pr,, G Z,(g). 
The existence of such a segment is assured by the boundedness of 
priZ,(g) c [a,, 6,] and the connectedness of pr,Z,(g) (assumption iv)) and 
this fact clearly contradicts (17). 
We consider now the set 
CL)= ((L&y): 0 < t< 1, a(t)<x,</qt),yE IR} 
and for a subset A of o its cross section at the point t = t, 
n&J= {(t,x,y)EA:t=t,}. 
We recall also that 
and 
Q;(O) = ((t, x, y): t = 0, x = a(0) = a,, y < a’(0) = 4) 
Q;(O) = ((t, x, y): t = 0, x = p(O) = 6,) y > p’(O) = ti } 
and we shall prove that the sets 
Q;(o) n -G,(g) and Q89 n Z,(g) (18) 
are nonempty continua. In view of the assumption (iv) it is obvious that 
these sets are nonempty. Also, by the monotoneity conditions on g we easily 
get 
52 L Q;(O) n Z,(g) or F,P; G Q;(O) n Z,(g) 
in the case where the points P, and P, belong to Q&(O) n Z,(g) or 
Qi(O) n Z,(g), respectively. Hence both these sets are connected. Moreover, 
505/53/l -5 
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by the assumption (iv) we have points s ,^ < -A and SF > $z such that 
g(a,, s ,^) > 0 > g(b,, sf) and this clearly means that the sets Q;(O) 17 Z,,(g) 
and Q;(O) n Z,(g) are both continua. 
Now we are going to prove that each solution x E X(Z,(g)) such that 
a(t) < x(t) <P(t), t E [O, 1 ] n Dom x 
can be defined on the entire interval [0, 11. For this purpose and since the 
solution x(t) is clearly bounded on [0, l] n Dom x by a number N, it is 
enough to show (cf. [6] and [3, p. 428)) that the function f satisfies a 
Nagumo condition on the set w, that is, there exists a positive function g(s) 
on [0, co) such that for almost all t E [0, 1 ] and all x E [a(t), P(t)] 
and moreover 
Lot, x, Yl G #(I Y I), YER 
ia [s/$(s)] ds = 00. (19) 
Indeed for any (t, x, y) E o we set 1x1 + 1 y ] = p and then by the 
assumption (i) we get 
where we recall that N = max(-a(t),P(t): 0 < t < 1)). Hence if 
K, = ess sup (If(t, x, O)]: (t, x, 0) E w) 
we get 
lf~~~~~y~l~~,/~l~+~zl~l+~~ 
and then clearly the function 
#*(s)=K,s*+K,s+K,, s>o 
satisfies the integral condition (19). 
The last step clearly ensures that every solution x E X(Z,(g)) semi- 
egresses from w. Hence in view of (18) all the assumptions of Proposition 
2.1 are fulfilled. Consequently, we get a connected set of solutions of (E) 
~[0,1]=(~][0,1]:x~X(Z~(g))andG(x](0,1]~w} 
and two solutions x, and xq in s[O, l] satisfying (5) and (6) with K = Z,,(g). 
Thus, by the assumption (v) we easily conclude that 
W,) < 0 <4x,) 
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and hence we get a solution x E s[O, l] such that 
‘F(x) = 0 and h(x) = 0 
due to the continuity of h and the definition of the set Z,,(g). Furthermore, in 
view of the procedure in the proof of Proposition 2.1, it is obvious that this 
solution x also satisfies the boundedness condition 
4 < a(t) < X(f) <P(t) < 8, and -L<x’(t)<L, O<t<l 
where L is a constant. 
EXAMPLE. Consider the differential equation (E) with 
I Y I m + r(t)9 
f(t’x’y)= j]Y(i$G)+yln]y]+r(t), 
IYlG 1 
IYI > 1 
where for v = 0, 1, 2,... 
r(t) = 
vn < t < vn + n/2 
vn+n/2 < t < (v+ 1)n 
as well as the boundary conditions (C) with 
g(t, s) = t2 + 20t - s 
and 
h(t, s, u, v) = 
t + s/5 + 24 + u, -2<t< 1 
u+v-t, otherwise. 
It is clear that f E Car,,,([O, co) x R*), since the function r(t) is locally 
integrable in [O, co). Moreover, since the function 
4(Y) = i 
0, IYIG 1 
yin lul, 1 < IvlGp 
has its derivative bounded (by 1 + lnp), we easily get that 
IfW,ul> -fkx,~~)l< (1 +p +lnp) Iyl -y215 
IxI+IY~I<P and IxI+IY~I~P~ 
Also 
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and hence the assumptions (i) and (ii) of the theorem are satisfied, for 
example, with 
MP)= 3P, k= 2, and e < m < exp[ln 21/e*]. 
The upper bound on m appears here, because we must have -36 < $z = 
exp [ ek In m ] < 2 1, since clearly the continuum 
Z,,(g) 5 [-2, l] x [-36,211. 
However, the assumption on M@) in [ 1 ] is not satisfied. 
On the other hand, we easily get 
g1(t, s> > 0 and g&7 s) < 0, (4 s) E [-2, 11 x FT. 
However, the system 
t+s=y, g(t, s) = t* + 20t - s = 0 
clearly does not have a unique solution for all y E R and hence that 
assumption on g in [ 1 ] is not fulfilled either. 
Finally, it is trivial to verify that our assumption, (v) on the function h, is 
satisfied although it is not continuous on the set Z,,(g) X R*. Moreover, for 
t < -2 or t > 1 we have 
g,fQ-h,g,=-1 <o 
which is contrary to assumption (E) in [ 11. 
As a result, we obtain a solution x of the BVP (E*)-(e) such that 
-2-rii<x(t)< 1 +rit and Ix’(t)1 <L o<t< 1 
for some constant L. 
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