Although generally studied in isolation, language and action often co-occur in everyday life. Here we investigated one particular form of simultaneous language and action, namely speech and gestures that speakers use in everyday communication. In a functional magnetic resonance imaging study, we identified the neural networks involved in the integration of semantic information from speech and gestures. Verbal and/or gestural content could be integrated easily or less easily with the content of the preceding part of speech. Premotor areas involved in action observation (Brodmann area [BA] 6) were found to be specifically modulated by action information ''mismatching'' to a language context. Importantly, an increase in integration load of both verbal and gestural information into prior speech context activated Broca's area and adjacent cortex (BA 45/47). A classical language area, Broca's area, is not only recruited for language-internal processing but also when action observation is integrated with speech. These findings provide direct evidence that action and language processing share a high-level neural integration system.
Introduction
Language and action are 2 core systems of human cognition. Moreover, they are often used together, as in pointing toward an object while producing its name. Despite this common cooccurrence, language and action are usually studied and conceived as separate domains within cognitive neuroscience. Consequently, very little is known about the neural circuitry underlying the integration of meaning from simultaneously perceived speech and action. Nevertheless, recent findings on the neurocognition of language semantics on the one hand (e.g., Pulvermuller 2005) , and human action observation systems on the other (Decety et al. 1997; Rizzolatti and Arbib 1998; Rizzolatti et al. 2001; Molnar-Szakacs et al. 2005) , suggest that the 2 systems recruit partly overlapping neural networks. In this study, we investigate the commonalities between language comprehension and action observation directly by presenting action and language-related stimuli simultaneously. To do so, we focus on one particular form of action that often co-occurs with language, namely cospeech gestures.
When someone talks to us, we not only hear speech but also see the speaker's hand, mouth and body movements. In conversational settings, the brain therefore continuously integrates several streams of language and action-related information that contribute to the listener's understanding of a speaker's message. Among those sources of information, cospeech gestures constitute a particular form of action. That is, they have communicative content and are naturally produced together with speech, contrary to, for instance, goal-directed object manipulations. As such, they are a prime example of actions that are recruited in the context of another domain of cognition (i.e., language). The present functional magnetic resonance imaging (fMRI) study investigates the neural locus of the integration of speech and action semantics as they cooccur simultaneously.
Previous studies investigating multimodal integration during communication have mostly focused on the relationship between lip movements and speech (Calvert 2001) . Although both gestures and lip movements are examples of the natural cooccurrence of auditory and visual information during communication, they are fundamentally different with respect to their relationship to the speech they accompany. Whereas speech sounds and lip movements match with respect to form properties of language, there is no form matching between gestures and speech (McNeill 1992) . Consider for example an upward hand movement in a climbing manner when a speaker says, ''He climbed up the ladder.'' Here, the gesture depicts the event as a whole, describing manner (''climb'') and direction (''up'') simultaneously. In speech, however, the message unfolds over time, broken up into smaller meaningful segments (i.e., the individual words climb and up). Because of these form differences (McNeill 1992) , the mapping of speech and gesture information must occur at a higher, semantic level. Nevertheless, despite the fact that gestures express information in a different representational format than speech, the 2 modalities are systematically related in jointly conveying the speaker's overall meaning (McNeill 1992; Clark 1996; McNeill 2000; Goldin Meadow 2003; Kita and Ö zyu¨rek 2003; Kendon 2004) . Thus, it has been claimed that speech and gesture are part of the same system of communication (McNeill 1992; Kendon 2004; Bernardis and Gentilucci 2006) .
The systematic relationship between speech and gestures exists at 3 levels. First, there is semantic overlap between the representation in gestures and the meaning expressed in the concurrent speech, as in the ''climb up '' example above (e.g., McNeill 1992; Kita and Ö zyu¨rek 2003) . That is, speech and gesture usually convey similar or related information. Second, speech and gesture are temporally aligned to each other. A gesture phrase has 3 phases: the preparation, the stroke (semantically the most meaningful part of the gesture), and the retraction or hold (McNeill 1992) . Studies have shown that the onset of the gesture (i.e., preparation) usually precedes the onset of the relevant speech segment by less than a second (Butterworth and Shovelton 1978; Morrel Samuels and Krauss 1992) . More importantly, in most speech--gesture pairs the stroke coincides with the relevant speech segment (McNeill 1992) . Finally, it has been shown that the spontaneous use of gestures has a similar function as speech, namely to communicate the intended message to the addressee (e.g., Ö zyu¨rek 2002; Kendon 2004; Melinger and Levelt 2004) .
Furthermore, behavioral studies on speech and gesture comprehension have shown that listeners/viewers integrate information from gesture into their semantic interpretation of the speech input (Thompson and Massaro 1986; Thompson and Massaro 1994; Beattie and Shovelton 1999; Kelly et al. 1999) . Listeners/viewers pick up information coming from gestures in naturally occurring situations when information is expressed only in gesture but not in the concurrent speech (Church and Goldin Meadow 1986; Kelly and Church 1998; Goldin Meadow and Momeni Sandhofer 1999; Singer and Goldin Meadow 2005) and even in cases when gestures contradict the information simultaneously conveyed in speech (McNeill et al. 1994; Cassell et al. 1999) .
Recently, few studies that have investigated brain responses with electrophysiological recordings (ERPs) during speech and gesture comprehension show that gestures evoke semantic processing. Kelly et al. (2004) found that ERPs to spoken words (targets) are modulated when the words are preceded by gestures (primes) containing information about the size and shape of objects that the target words referred to. Compared with words that matched the gesture primes, mismatching words evoked an early P1/N2 effect, followed by an N400 effect. On the basis of these findings Kelly et al. (2004) claimed that the gesture primes influenced word comprehension, first at the level of ''sensory or phonological'' processing and later at the level of semantic processing. In a study by Wu and Coulson (2005) , it was found that incongruous gestures shown without speech and following cartoon images elicited a negative-going ERP effect around 450 ms compared with congruous gestures. In addition, it was observed that incongruous words following the cartoon--gesture pairs elicited an N400 effect. Holle and Gunter (2006) presented spoken sentences in which an ambiguous word was combined with a pantomimic gesture that cued one meaning of the ambiguous word. An N400 effect was found to a word later in the sentence when that word was incongruous to the meaning of the ambiguous word cued by the gesture. The authors concluded that a gesture cue can disambiguate the meaning of an ambiguous word.
With respect to neuroimaging, so far no fMRI studies have investigated the perception of cospeech gestures. However, many neuroimaging studies have investigated other types of action observation. These include the observation of pantomimes (Decety et al. 1997; Gallagher and Frith 2004) , of hand emblems (Nakamura et al. 2004) , of simple finger movements (Iacoboni et al. 1999; Koski et al. 2002; Molnar-Szakacs et al. 2005) , and of actions toward objects (Hari et al. 1998; Nishitani and Hari 2000; Buccino et al. 2001; Grezes et al. 2003; Hamzei et al. 2003) . Crucially, in all these studies actions were presented in isolation. Different neural responses in areas involved in action observation have been reported in different task settings (e.g., ''passive observation'' vs. ''observe to imitate''). However, it is unknown to what extent these areas can be modulated by a language context. Nevertheless, a direct link between the language and action domains has been proposed, mainly inspired by neural findings in the monkey. When a monkey observes an action, neurons in areas that are thought to be homologous to human language areas are activated (Rizzolatti and Arbib 1998; Arbib 2005) . Because classical language areas (Broca's area) are also found activated in human action observation, some have speculated about gestural communication as an immediate precursor of language in evolution (Rizzolatti and Arbib 1998; Arbib 2005; Nishitani et al. 2005; cf. Aboitiz and Garcia 1997; Bosman et al. 2005; Aboitiz et al. 2006) .
In contrast to the absence of fMRI studies on the processing of cospeech gestures, a number of fMRI studies on language processing beyond the single word level are available. The language studies that have examined the neural networks underlying the semantic integration of word meaning into a representation of the preceding part of the utterance mostly used a mismatch paradigm. In this paradigm, the semantic integration load of a word's meaning in relation to the preceding speech context is manipulated. fMRI studies using this approach found that language-internal semantic violations result in stronger activation in left superior temporal and left inferior frontal areas compared with a matching (i.e., semantically correct) control condition (Ni et al. 2000; Kuperberg et al. 2003) .
Finally, there have been recent neuroimaging studies investigating sign language comprehension. Even though sign languages also use actions for communicative expressions like cospeech gestures, they differ in important ways from cospeech gestures, based on the fact that signs are lexicalized and produced in hierarchic combinations (McNeill 1992; Goldin Meadow 2003) . A few fMRI studies investigated sentence comprehension in deaf signers (Neville et al. 1998; MacSweeney et al. 2002; Newman et al. 2002; MacSweeney et al. 2004; MacSweeney et al. 2006) . These have shown that processing sentences in sign language activates a network of inferior frontal and temporal areas, which strongly overlaps with areas involved in sentence comprehension in hearing nonsigning individuals (see Corina and Knapp 2006; Emmorey 2006 for review). However, despite using the same visuospatial domain of expression, it is unknown and unclear whether cospeech gestures will activate the same areas.
In order to bridge the gap between these separate lines of research in the action and language domains, we investigated if similar neural systems are involved when semantic information conveyed through action or language needs to be integrated into the preceding context. We addressed this question by investigating which brain regions are responsive to variations of the semantic relationship between a gesture and/or a spoken word and the preceding part of a spoken sentence. In our study we presented participants with spoken sentences in which we manipulated the semantic ''fit'' of a verb (language) and/or a gesture (action) to the preceding sentence context (Table 1 , Fig. 1 ). As found in previous language studies ( Kutas and Hillyard 1980; Kutas and Hillyard 1984; Hagoort and Brown 1994) , semantic integration load was expected to vary with this manipulation, which is commonly employed in neuroimaging studies of language (e.g., Kuperberg et al. 2000 Kuperberg et al. , 2003 Ni et al. 2000; Friederici et al. 2003; Hagoort et al. 2004; Ruschemeyer et al. 2006) . In this way, regions specific for speech and gesture processing, as well as areas common to the integration of both information types into the prior sentence context could be identified. If integrating semantic information from both gesture and language into a broader sentence context activates the same areas, this would be direct evidence that the 2 systems recruit overlapping neural networks.
We call the critical verb or gesture which is semantically less fitting the previous sentence context ''mismatch.'' It is important to note that the term ''mismatch'' is used here in a different sense than in other studies in the speech and gesture literature (e.g., Church and Goldin Meadow 1986) , where it is called a mismatch when gesture conveys additional-not incongruent-information compared with speech.
The manipulation of the semantic fit in our materials resulted in 4 conditions (see Table 1 , Fig. 1 ): correct condition, language ''mismatch'' condition, gesture ''mismatch'' condition, double ''mismatch'' condition. In the language ''mismatch'' the critical verb was harder to fit semantically to the preceding context, whereas the co-occurring gesture matched the sentence context. In the gesture ''mismatch'' condition the gesture was harder to integrate to previous context, whereas the critical verb matched the spoken sentence context. In the double ''mismatch'' condition both the gesture and the word were difficult to integrate to previous sentence context. Note that in the language and gesture ''mismatch'' conditions the critical verb and the overlapping gesture were locally incompatible (e.g., Speech: Write; Gesture: Hit, and vice versa), whereas in the double ''mismatch'' condition they were locally consistent (e.g., both Hit). Even though our study mainly targeted the effects of global sentence-level integration, this extra manipulation allowed us to check if our findings could be attributed to locally incompatible information of speech and gesture instead of to the context effects that we intended to study. The double ''mismatch'' condition should elicit similar effects as the language and gesture ''mismatch'' conditions, if what we are testing is really a global, sentence-level effect. Note that in our materials an increase of semantic integration load does not necessarily involve a strict semantic violation. That is, the critical word always fits the preceding sentence context less well in the ''mismatch'' conditions compared with the correct condition but is often not impossible as a continuation of the sentence. The condition label ''mismatch'' thus refers to cases where the continuation is pragmatically less plausible than in the correct condition but not necessarily impossible.
In particular, in this study we test the following specific hypotheses. The first concerns theories about the relation between speech and gesture systems. If speech and gesture are part of the same system of communication or interact at a high level of cognitive processing as is claimed on the basis of behavioral findings (McNeill 1992; McNeill 2000; Goldin Meadow 2003; Kita and Ö zyu¨rek 2003; Kendon 2004) , we expect the gesture and the language ''mismatch'' conditions to activate overlapping areas. If, however, cospeech gestures are considered not to have a communicative function (see Krauss et al. 1991) , the ''mismatching'' gesture will not elicit similar effects as a ''mismatch'' in the language domain. Furthermore, neural overlap would provide further evidence for the claim that in the human brain there is a strong link between action and language systems (Rizzolatti and Arbib 1998; Nishitani et al. 2005) .
Our second prediction concerns the fact that we expect the overlapping area of activation of language and gesture ''mismatch'' to include Broca's area and adjacent cortex. This is in relation to a recent proposal (Hagoort 2003; Hagoort et al. 2004; Hagoort 2005b) , in which Broca's area and adjacent cortex (including Brodmann area, BA 47, 45, 44, and the ventral part of BA 6) in the left hemisphere serve as a unification space for language, with a focus in BA 45/47 for the unification of semantic information. During unification, lexical information retrieved from memory (i.e., from the mental lexicon) is integrated into a unified representation of a multiword utterance, such as a sentence. It is still an open question as to whether this unification space is specific for language or whether it integrates information across different domains of cognition. If Broca's area and adjacent cortex act as the general (not domain-specific) unification space for language and action, we predict left inferior frontal cortex to be activated stronger with higher semantic integration load of speech and gesture information. Specifically, based upon previous research we predict BA 45 and 47 to show increased activation with an increase in semantic integration load (Bookheimer 2002; Hagoort 2005b ).
Third, we investigate whether and how regions of the human action recognition network are modulated by a language context. We focus on the neural processing of hand actions in premotor cortex (BA 6) and parietal cortex. Previous work has shown that part of the motor system ''resonates'' in a mirror-like fashion in response to the observation of actions Nishitani et al. 2005) . That is, the observation of an action triggers similar neural activity as executing an action. This [write] Language ''mismatch'' GþL2: The items that he on the shopping list hit should he not forget.
[write] Gesture ''mismatch'' GÀLþ: The items that he on the shopping list wrote should he not forget.
[hit] Double ''mismatch'' G2L2: The items that he on the shopping list hit should he not forget.
[hit]
Note: In brackets [ ] is a verbal description of the iconic gesture. Gestures were displayed time locked to the onset of the verb (underlined). All stimuli were in Dutch, a literal translation in English is provided. Note that due to a difference in word order the English translation is ungrammatical. Note that the condition coding (GþLþ, GþLÀ, etc.) refers to the match/ ''mismatch'' of either the verb (language: L) or the gesture (gesture: G) to the part of the sentence preceding the verb that is underlined. ''Mismatches'' are indicated in bold.
''neural simulation'' of actions may underlie the understanding of actions performed by others (Jeannerod 2001; Rizzolatti et al. 2001; Nishitani et al. 2005) . Studies in which actions were presented in isolation found modulations of the premotor cortex depending on the task, that is, whether participants observed actions with the intention to imitate versus passive observation of actions (Grezes et al. 1999; Molnar-Szakacs et al. 2005) . Parietal regions are reported to be specifically modulated by object-related versus non object-related actions (Buccino et al. 2001) , and by biologically impossible versus possible actions (Costantini et al. 2005) . In this study, we seek to answer whether motor-related areas, besides being modulated by task setting and type of actions, can also be influenced by a language context. We hypothesize that part of the action recognition system will be more strongly activated when the semantic content of an action cannot be easily integrated into a broader context, that is, in the gesture ''mismatch'' condition. This would provide evidence that the action recognition system not only automatically codes features of observed actions but that it is also influenced by a previous semantic context provided by the language system.
Materials and Methods

Participants
Sixteen healthy volunteers (N = 16; 8 female; mean age = 24.1 years, range: 18--33) with normal or corrected to normal vision and normal hearing participated in the study. All participants were right handed (Oldfield 1971) and had Dutch as their native language. None of the participants had any known neurological impairment. Participants gave written informed consent in accordance with the declaration of Helsinki. The participants were paid for participation. The study was approved by the local ethics committee.
Stimulus Materials
The materials consisted of 640 items of spoken sentences that were accompanied by cospeech gestures. The sentences formed 160 sentence pairs. The members of a pair were identical up until the critical verb. Half of the sentences contained a critical verb that matched the preceding context. In the other half, the critical verb was semantically anomalous to the prior sentence context. Overall, 12 different critical verbs were used (supplementary information, available online). The sentences had an average duration of 3720 ms (standard deviation [SD] = 81), and the critical verbs had an average duration of 322 ms (SD = 85 ms). All sentences were spoken at a normal rate by a female speaker, recorded in a sound attenuated booth and stored onto disk. The spoken sentences were combined with 12 iconic gestures ( Fig. 1 ; supplementary information, available online). Iconic gestures are a class of gestures that speakers spontaneously use as they talk about spatial and activity related aspects of events (e.g., using wiggling fingers moving horizontally while talking about someone walking; McNeill 1992; Kita and Ö zyu¨rek 2003) . The iconic gestures used in this study were based on a larger database collected to investigate speakers' natural and spontaneous use of speech and gestures in narratives of spatial events (Kita and Ö zyu¨rek 2003) . For the purposes of this study, 12 of these gestures were selected and modeled by one native female Dutch speaker with the requirement that they resembled spontaneous gestures in this database. The purpose behind using modeled gestures instead of natural ones was to be able to keep external factors constant across different gestures. In order to match the speed and length of the gesture phases (e.g., the stroke) as closely as possible to naturally occurring iconic gestures, we asked our model to produce concurrent sentences originally used in the narrative database as she was performing the gestures. During editing the audio was removed from the movie. Movies were edited using Adobe Premier (version 6.0; Adobe Systems Inc., San Jose, CA; http://www.adobe.com). The preparation and the retraction phase of each gesture were removed, leaving the stroke. Previous research has shown that especially the stroke conveys the meaning of a gesture (McNeill 1992; McNeill 2000; Goldin Meadow 2003; Kita and Ö zyu¨rek 2003; Kendon 2004) . By isolating the gesture stroke phase, we eliminated differences among gestures that were due to the fact that for some gestures hand shape might reveal information before the stroke began, and that some gestures might have longer preparation time than others. The average length of the strokes was 767 ms (SD = 284 ms). Finally, the face of the model was blocked to eliminate the contribution of information coming from the lips.
The gestures corresponded to the meaning of the critical verbs. They were combined with the sentences in such a way that in half of the items the gesture matched the preceding sentence context, and in the other half it ''mismatched'' the preceding sentence context. This resulted in a total of 160 stimulus quartets (Table 1 ). In sum, there were 4 experimental conditions (Table 1) 
The gesture movies and the sentence files were combined using the Adobe Premier (version 6.0) and After Effects software (version 5.5; Adobe Systems Inc., San Jose, CA http://www.adobe.com). For each movie file, the onset of the gesture stroke was temporally aligned with the onset of the critical verb because in 90% of natural speech--gesture pairs the stroke coincides with the relevant speech segment (McNeill 1992) . For verbs with a separable prefix, the alignment point was not word-onset but the body of the verb following the prefix. The latter was the case for 44 sentences. Additional still frames with the hand resting on the lap were added to the part of the sentence before the critical verb, and the last frame of the stroke was elongated until the end of the sentence.
Four different stimulus lists were created, to distribute the 4 versions of each item equally over the 4 lists. This was done in such a way that all 4 lists contained an equal number of items per condition. Each list was presented to a quarter of the participants. As a result, none of the participants were presented with more than one version of the stimulus items, that is, every participant was presented with only one item from a quartet as in Table 1 .
Experimental Design and Procedure
Forty items per condition were presented, resulting in a total of 160 items per participant. The items were presented in an event-related design, in a pseudorandomized order with the constraints that no more than 2 items of the same condition were presented after each other. The 4 stimulus lists were presented in normal or reversed order, resulting in 8 stimulus lists that were evenly distributed across male and female participants.
Stimuli were presented using the Nijmegen Experiment Setup software (NESU, MPI for Psycholinguistics; Nijmegen, The Netherlands http://www.mpi.nl/world/tg/experiments/nesu.html). The visual content of the movies was presented through an Eiki LC-X986 TFT-LCD projector outside the scanner room at a refresh rate of 60 Hz. Participants watched the screen via a nonmagnetic mirror mounted to the head coil. The movies subtended 10 cm (height) 3 11.8 cm (width) and were shown at a viewing distance of 80 cm. Speech was presented to the participants through nonmagnetic headphones (Commander XG, Resonance Technology Inc., Northridge, CA.; http://www.mrivideo. com), which dampened scanner noise.
Participants were instructed to carefully listen to the sentences and watch the movies. They were told that they would receive questions about the items after the experiment. Before the beginning of a run, each participant received 2 practice runs consisting of 5 practice items each. These items were also used to adjust the volume level of the sentences. Therefore, the scanner was switched on during the practice items and participants were asked to indicate whether the volume should go up or down. The volume level that suited each participant best was used in the following experimental run. The functional data acquired during the practice runs were not used in the analysis. mm, voxel resolution = 3.5 3 3.5 mm). Slices were positioned to cover the participant's whole brain. Intertrial interval was 2 or 3 scanner volumes (TRs), and the onset of each trial was synchronized to a scanner pulse. Sentence onset was effectively jittered by adding 0, 500, or 1000 ms (mean = 500 ms) to the trial onset (Josephs et al. 1997; Dale 1999; Miezin et al. 2000) .
After the functional run, for each participant an anatomical scan was made using a high resolution T 1 -weighted 3D-MPRAGE sequence consisting of 192 sagittal slices (TR = 2300 ms; TE = 3.93 ms; FoV = 256 mm; slice thickness = 1 mm).
Data Analysis
Data were analyzed using Brainvoyager QX (Brain Innovation, Maastricht, The Netherlands; http://www.brainvoyager.com). The first 5 volumes of every functional run were discarded from the analysis to minimize T 1 -saturation effects. Preprocessing involved rigid body transformations of all volumes to the first volume to correct for small head movements, slice scan time correction, linear trend removal, and highpass temporal filtering of 3 or fewer cycles per time course. The functional data of each run were coregistered to the anatomical data and were interpolated to a 1 3 1 3 1 mm voxel size. Subsequently, anatomical and functional data were transformed into stereotaxic space as defined by Talairach and Tournoux (1988) . The functional data were spatially smoothed with a Gaussian filter kernel of 12-mm full-width half maximum (Xiong et al. 2000) .
Regions of Interest Analyses
As described in the introduction, we had specific hypotheses for the anterior part of the left inferior frontal cortex (BA 45/47), the premotor cortex (BA 6), and the (inferior) parietal cortex. We, therefore, performed region of interest (ROI) analyses in these regions. A metaanalysis by Bookheimer (2002) showed that semantic processing is centered around [x y z] [-42 25 4] (Talairach and Tournoux 1988) , with a mean distance of the local maxima to this center coordinate of 15 mm ). Accordingly, a spherical ROI around [x y z] [-42 25 4] (Talairach and Tournoux 1988) , with a radius of 15 mm was created. (In addition, we defined an ROI for left BA 45 based on an observer-independent cytoarchitectonic probability map; Amunts et al. 1999; Eickhoff et al. 2005 . We included the voxels that had a probability of 50% or higher to fall within the borders of left BA 45. This region was converted from anatomical MNI space into stereotaxic Talairach space (Talairach and Tournoux 1988) by applying a nonlinear transformation [http://www.mrc-cbu.cam.ac.uk/Imaging/Common/mnispace.shtml]. A similar probability map for left BA 47 does not yet exist. By including this anatomically defined ROI for BA 45 we have an additional check on the validity of the ROI analysis that is solely based upon functional data from previous studies.) To avoid including air--tissue boundaries in our ROI, the inferior 3 mm of the sphere were not taken into the ROI.
The ROI for the premotor cortex (left and right BA 6) was defined on the basis of an observer-independent cytoarchitectonic probability map (Eickhoff et al. 2005) , by including voxels that had a probability of 50% or higher to fall within the borders of BA 6. This region was converted from anatomical Montreal Neurological Institute (MNI) space into stereotaxic Talairach space (Talairach and Tournoux 1988) by applying a nonlinear transformation (http://www.mrc-cbu.cam.ac.uk/Imaging/ Common/mnispace.shtml).
For the parietal cortex an ROI was constructed by averaging the local maxima of studies in which passive action observation was contrasted to a low level baseline (Grezes et al. 1999; Iacoboni et al. 1999; Buccino et al. 2001; Hamzei et al. 2003; Buccino et al. 2004; Costantini et al. 2005 (Talairach and Tournoux 1988) for the right hemisphere both in the vicinity of the intraparietal sulcus. The mean distances of the local maxima to these center coordinates were 16 mm (left hemisphere) and 9 mm (right hemisphere). Accordingly, 2 spherical ROIs were created around these averaged maxima with a radius of 16 and 9 mm, respectively (Supplementary Fig. S1 shows the ROIs in a glass brain).
Statistical analysis was done in the context of the General Linear Model. A model with the 4 experimental conditions (Table 1) , in which events were modeled as the duration of the whole sentence convolved with a canonical, 2 gamma hemodynamic response function (Friston et al. 1998 ) was tested in each participant's data separately. First, the average activation levels (beta weights) were estimated separately for each participant and condition in the a priori defined ROIs. Subsequently, paired t-tests (df = 15) to test for significant differences between conditions were applied to the estimated activation levels. Tested contrasts were language ''mismatch'' versus correct condition (G+L-vs. G+L+), gesture ''mismatch'' versus correct condition (G-L+ vs. G+L+), and double ''mismatch'' versus correct condition (G-L-vs. G+L+). All contrasts were tested two-sided.
Whole-Brain Analysis
In addition to testing condition effects in the ROIs, we also tested for the presence of other areas that were differentially activated by the experimental conditions. For this purpose, we performed a whole-brain random effects analysis, with the 4 conditions convolved with a canonical, 2 gamma hemodynamic response function (Friston et al. 1998) as our model. Individual contrast maps were taken to a second level analysis in which for each individual voxel the mean value of a contrast was tested against zero using the student's t-distribution with df = 15 (n -1). To control for the multiple comparisons problem introduced by the massive univariate approach taken, a voxel-wise intensity threshold (P < 0.003) was combined with a cluster extend threshold of R > 41 contiguous 3 3 3 3 3 mm voxels, to control for false positives at an alpha level of P < 0.05 (Forman et al. 1995 ). All contrasts were tested two-sided.
Results
ROIs Analyses
First we explored if left inferior frontal cortex responds differently to action or language information that fits less easily into a sentence context than in the correct baseline condition. In the ROI in left inferior frontal cortex (BA 45/47) all tested contrasts revealed significant differences (Table 2, Fig. 2A ): the language ''mismatch'' versus correct condition (G+L-vs. G+L+: t (15) = 2.59, P < 0.02), the gesture ''mismatch'' versus correct condition (G-L+ vs. G+L+: t (15) = 2.53, P < 0.02), and the double ''mismatch'' versus correct condition (G-L-vs. G+L+: (t (15) = 2.19, P < 0.04). (The effects for the anatomically defined left BA 45 had a highly similar pattern. Again, significant differences were obtained between the language ''mismatch'' and correct condition (G+L-vs. G+L+: t (15) = 3.24, P < 0.005), the gesture ''mismatch'' and correct condition (G-L+ vs. G+L+: t (15) = 3.65, P < 0.002), and the double ''mismatch'' and correct condition (G-L-vs. G+L+: t (15) = 3.11, P < 0.007). See Supplementary Figure S2) .
Second, the response of the motor system known to be involved in action observation was tested. In the ROI in premotor cortex (left and right BA 6), no significant differences were present between the language ''mismatch'' and the correct condition (G+L-vs. G+L+: t (15) = 0.20, P < 0.84), nor between the double ''mismatch'' and the correct condition (G-L-vs. G+L+: t (15) = 0.79, P < 0.44). In contrast, the gesture ''mismatch'' differed significantly from the correct condition (G-L+ vs. G+L+: t (15) = 2.64, P < 0.02; Table 2 , Fig. 2B ). In the left and right parietal ROIs, there was only a marginally significant effect in the left hemisphere for the contrast gesture ''mismatch'' versus correct condition (G-L+ vs. G+L+: t (15) = 1.88, P < 0.08; Table 2 , Fig. 2C ).
Whole -Brain Analysis
Subsequently, a more exploratory analysis was performed over the whole brain by testing for areas differentially activated by the contrasts of interest. (For general interest, we performed an analysis testing for areas significantly different from zero in the full model, reflecting areas responding to all conditions. The result of this analysis is provided in Supplementary Figure S3 ). In this whole-brain analysis, the comparison between the language ''mismatch'' condition and the correct condition resulted in significant activations in the left inferior frontal sulcus extending into the precentral sulcus, in the posterior part of the left superior temporal sulcus, and in the superior part of the left intraparietal sulcus (Table 3 , Fig. 3A ). For the gesture ''mismatch'' condition compared with the correct condition, we found significant activations in the left inferior frontal sulcus and in 2 areas in left intraparietal sulcus, one anterior and one posterior (Table 3, Fig. 3A) .
The double ''mismatch'' versus correct condition contrast showed an area in the left inferior frontal cortex and an area in the precentral cortex to be differentially activated (Table 3 ; Fig. 4) . The fact that precentral cortex is also activated in this comparison, may seem to be in contrast to the findings from the ROI analysis in BA 6, reported above. In the ROI analysis, only the gesture ''mismatch'' condition led to significantly increased activation compared with the correct condition. The small region found activated to the double ''mismatch'' condition in the whole-brain analysis is part of the ROI used to test differential activation of BA 6. The fact that no difference is found in the ROI analysis of BA 6 between double ''mismatch'' and correct condition is probably because the extent of the reaction of premotor cortex is more limited to the double ''mismatch'' condition than to the gesture ''mismatch'' condition. In other words, modulation of premotor cortex seems to be much more robust in the gesture ''mismatch'' condition than in the double ''mismatch'' condition.
In none of the contrasts significant differences in the opposite direction (i.e., correct > ''mismatch'') were found.
Next, a conjunction analysis, performed by a test for independently significant effects as in a logical AND (Nichols et al. 2005) , was performed to test for regions involved in both the language ''mismatch'' as well as the gesture ''mismatch'' conditions. In this way, common (overlapping) activations for both processes could be defined. This analysis tested for areas activated significantly stronger in both the language ''mismatch'' versus correct condition contrast and the gesture ''mismatch'' versus correct condition contrast (G+L-vs. G+L+ \ G-L+ vs. G+L+). One area in the left inferior frontal cortex was significantly activated in this conjunction (overlap in Fig. 3A) . Table 2 for specific statistics. Error bars are standard error of the mean (SEM). The T values reflect differences between the averaged activation levels elicited by the various conditions. Regions were defined on the basis of previous functional imaging results (left inferior frontal cortex and left and right parietal regions) or on the basis of a cytoarchitectonic probability map (left and right BA 6). Centre coordinates are in stereotaxic space (Talairach and Tournoux 1988 ). Significant T and P values are in bold.
Comparison with a cytoarchitectonic probability map of BA 45 (Amunts et al. 1999; Eickhoff et al. 2005) , showed that 82% of the voxels in this region were part of BA 45 with its center of gravity ([x y z] [-46 23 25] (Talairach and Tournoux 1988) having a probability of 60% to be part of BA 45. When the statistical threshold was lowered for informal visual inspection, the area of overlap became much bigger. This confirms that the activations in left inferior frontal cortex displayed in Figure 3 (A) are not 2 distinct areas slightly overlapping but are part of the same region being activated in both conditions. To test for activations specifically obtained for the local mismatch in the gesture and language ''mismatch'' conditions, a conjunction analysis (Nichols et al. 2005 ) was performed, testing for regions activated in both the G+L-versus G-L-and the G-L+ versus G-L-contrasts. This analysis was preferred over an analysis contrasting the 2 conditions with a local mismatch versus the 2 conditions with a local match because the latter analysis would contain a confound between overall sentence anomaly (absent for the correct condition) and local match (present for the correct and double ''mismatch'' conditions). To avoid such a confound, we contrasted the local mismatch conditions (language ''mismatch,'' G+L-; gesture ''mismatch,'' G-L+) against the double ''mismatch'' condition (G+L-vs. G-L-\ G-L+ vs. G-L-). In this way all conditions were semantically anomalous, so that the only remaining difference was a local mismatch (G+L-; G-L+) versus a local match (G-L-). One area in the right fusiform gyrus (Table 3 ; Supplementary Fig. S4 ) was found to be significantly more activated in the conditions with a local mismatch (G+L-and G-L+) compared with the condition with a local match (G-L-). (However, at the more liberal voxelthreshold, intraparietal areas were activated bilaterally, as is already suggested by Fig. 2C) . (Talairach and Tournoux 1988) . The curves were created by estimating each time point after modeling an event by 9 subsequent stick functions (Dale 1999; Miezin et al. 2000) . This region is also activated in the correct condition (gray line) but more so in reaction to a semantic ''mismatch'' (red, blue and green lines). The time scale on the x-axis is in TRs (''scans''), one scan is 2230 ms. Note: Regions that were significantly activated in the whole-brain random effects group analysis (t(15) [ 3.5, P \ 0.05, corrected). Displayed are the contrasts, the center coordinates in stereotaxic space (Talairach and Tournoux 1988) , a description of the region, the T value of the maximally activated voxel, and the number of significant voxels.
Figure 4. Significant activations in the whole-brain random effects analysis in the double ''mismatch'' versus correct condition contrast. The inferior frontal area and the precentral area in purple were more strongly activated by the double ''mismatch'' (GÀLÀ) condition than by the correct condition (GþLþ). Map is thresholded at t(15) [ 3.5, P \ 0.05 (corrected) and projected onto the cortical sheet of one of the participants. No activations were found in the right hemisphere.
At the end of the scanning session, participants were extensively debriefed. All participants were able to describe the manipulations in the materials and could provide examples of specific trials. All participants were aware of the cases in which language and/or gestures did not fit well into the preceding sentence context. Moreover, they were aware of both language and gesture ''mismatches'' to an approximately equal extent, indicating that both language and gesture information had been in the focus of attention.
Discussion
The main goal of this study was to investigate the neural integration of semantic information conveyed through language (speech) and action (gestures) within a sentence context. The results show that both action and language recruit overlapping parts of left inferior frontal cortex, specifically BA 45. That is, this region is modulated by an increase in the semantic load of simultaneously presented information from the speech and action domains. Additionally, premotor cortex is modulated by the semantic processing of actions within a language context. These results are in line with accounts hypothesizing a link between language and action systems. Furthermore, the fact that we found overlapping areas provides neural evidence for claims that speech and gesture are closely linked in language comprehension (McNeill 1992 (McNeill , 2000 Goldin Meadow 2003; Kendon 2004) .
The involvement of left inferior frontal cortex in integrating semantic information from both the action and language domains is consistent with a theory of language comprehension in which the left inferior frontal cortex serves as the general (i.e., not domain-specific) unification site for language comprehension (Hagoort 2003; Hagoort 2005b) . During unification, current information is integrated into an unfolding representation of multiword utterances. In the case of a semantic ''mismatch,'' integration of the anomalous information is harder, resulting in an activation increase. The blood oxygen level--dependent (BOLD) curves of the left inferior frontal cortex (Fig. 3B) show that this increased activation does not reflect a reaction to a semantic mismatch as such but that the area is also activated in the processing of correct sentences. This lends credibility to the idea that Broca's area and adjacent cortex, more in particular BA 45 and 47, is the semantic unification site for language comprehension. Its activation in studies using the mismatch paradigm is no artifact of the materials used but truly reflects increased semantic load. Moreover, most of our items in the ''mismatching'' conditions were not straightforward semantic violations but contained only semantically less expected verbs and/or gestures given the semantics of the preceding sentence context. This is in line with a recent study (Rodd et al. 2005) in which stimulus materials contained no semantic violations whatsoever. Yet, sentences containing semantically ambiguous words activated left inferior frontal cortex stronger than sentences containing nonambiguous words. Our results are also in accordance with the established finding in the ERP literature that both straightforward semantic anomalies as well as subtle manipulations in semantic integration processes lead to the same ERP effect, namely the N400 effect (Kutas and Hillyard 1980; Kutas and Hillyard 1984; Hagoort and Brown 1994; Kutas and Van Petten 1994) . Moreover, in an ERP study conducted in our lab (Ö zyu¨rek et al. in press) with the same materials as used in this study it was found that ERPs time locked to the critical verbs and gestures elicited an N400 effect in all 3 ''mismatch'' conditions. Furthermore, the latency and amplitude of these N400 effects were similar. This is independent evidence for the claim that the effects reported here reflect semantic unification as indexed by the N400 effects. It furthermore shows that processing of gestures versus critical verbs in relation to previous context does not involve different processing strategies, which is consistent with the debriefing reports of the participants in our study.
Based on the results for the language and gesture ''mismatch'' conditions, one could argue that the activation of the left inferior frontal cortex is not due to the increased semantic integration load with respect to the preceding sentence context but instead to the local mismatch between the simultaneously occurring critical verb and the gesture (e.g., the verb hit and the gesture write). However, this interpretation is challenged by the fact that we observed the same area activated in the double ''mismatch'' condition (Fig. 4, Table 3 ), in which verb and gesture match with respect to each other and the ''mismatch'' is solely in relation to the preceding context. These findings are in one important aspect different from what has been reported for the audiovisual integration of speech and lip movements, where mismatching information has been found to result in a reduced activation compared with matching information (Calvert 2001) . This difference might be due to the fact that for the integration of speech and lip movements, in the matching condition the auditory and visual input converge on a common form representation in memory (e.g., a particular syllable) that as a result gets more strongly activated than in a mismatching condition. In our study, the gesture and speech signal had to be integrated in a sentence-level semantic representation that is not available in memory but has to be constructed online. This semantic integration process is more strongly taxed when the integration load increases leading to higher activation levels in the ''mismatch'' conditions. Overall, our findings are compatible with other studies on language-related integration processes. It was recently shown that an area in left inferior frontal cortex partly overlapping with the region reported here is involved in the integration of both semantic and world knowledge information during reading (Hagoort et al. 2004 ). The present study replicates the role of this area in integrating information into a prior sentence context but this time with spoken input. Within the domain of language, this area seems to operate independent of input modality (reading vs. speech). Importantly, the data presented here convincingly demonstrate that unification in the left inferior frontal cortex during language comprehension is not domain specific. The integration of semantic information conveyed through the action domain also recruits this area. A dorsal to ventral parcellation of inferior frontal cortex into distinct subregions performing different core functions within the language domain, such as phonological, semantic, and syntactic processing, has been proposed (Poldrack et al. 1999; Bookheimer 2002; Vigneau et al. 2006) . Note that the location of the activation to both gesture and language conditions in this study is in line with the location of the semantic component within left inferior frontal cortex.
Finally, our results also show overlap with sign language comprehension with regard to the involvement of left inferior frontal and temporal cortices (Neville et al. 1998; MacSweeney et al. 2002 MacSweeney et al. , 2004 MacSweeney et al. 2006) , despite the differences in linguistic properties of signs compared with gestures.
This study also sheds light on the semantic modulation of the action recognition system. The fact that we found a contextdependent modulation of premotor cortex (BA 6) has important implications for the role of this area in action observation. A large number of studies show activation of premotor areas by action observation (Hari et al. 1998; Nishitani and Hari 2000; Buccino et al. 2001; Jeannerod 2001; Rizzolatti et al. 2001; Grezes et al. 2003; Costantini et al. 2005) . This has been interpreted as evidence for the existence of an action recognition system in humans, comparable with the mirror neuron system in monkeys, in which similar neural activations exist during action observation and action execution (Jeannerod 2001; Rizzolatti et al. 2001; Nishitani et al. 2005) . Premotor activation is also found when stimuli are meaningless actions (Fadiga et al. 1995; Decety et al. 1997) , point light displays (Saygin et al. 2004) , biologically impossible actions (Costantini et al. 2005) , and in motor imagery (Schubotz and von Cramon 2004; de Lange et al. 2005) . Together, these findings suggest that the activation of the premotor cortex (BA 6) is automatic and occurs to the observation of any type of action. Here we show that although possibly automatic, activation of premotor cortex is influenced by semantic information from speech. That is, premotor cortex is directly sensitive to the semantic context in which an action occurs, possibly through top-down modulations of motor representations by higher order cortical areas. Future work is needed to investigate the specific neural dynamics of this interaction.
One interesting finding with regard to the modulation of premotor cortex is that this area was modulated in a more robust way in the gesture ''mismatch'' than in the double ''mismatch'' condition, even though gesture information was harder to integrate to previous context in both conditions. In the ROI analysis, the premotor cortex was found to be activated only in the gesture ''mismatch'' condition. However, in the whole-brain analysis, a small region of precentral gyrus was found activated to the double ''mismatch'' condition as well. Apparently, in the double ''mismatch'' condition premotor areas are activated to some extent but much less robustly than for the gesture ''mismatch'' condition. One could speculate that the more robust activation in the gesture ''mismatch'' is due to the fact that in this condition there is an additional local mismatch between the co-occurring verb and gesture, which is not present in the double ''mismatch'' condition.
Given their commonly observed role in action observation, it is tempting to interpret the activations of intraparietal regions in the gesture ''mismatch'' condition in the whole-brain analysis in a similar vein as the findings in BA 6. However, the activation of intraparietal areas was not specific to the gesture condition but was also found in reaction to the language ''mismatch'' condition, albeit in a slightly different location. Therefore, we interpret these activations in another, more parsimonious way. That is, both these conditions might lead to increased spatial attention, a process in which (intra)parietal regions are known to also be involved (Corbetta and Shulman 2002) . The nonspecific nature of these activations (not in response to one particular condition) strengthens this explanation.
Finally, a left superior temporal activation was seen in the language ''mismatch'' condition. This finding is compatible with previous studies of semantic aspects of sentence processing (Ni et al. 2000; Kuperberg et al. 2003) . Presumably this activation reflects the interaction between context and the retrieval of lexical-semantic information.
In summary, our results reveal 2 important aspects of the relations between language and action systems. One is that high-level neural integration of semantic information into a context is not domain specific and takes place in Broca's area. When understanding a sentence, the brain does not restrict itself to language information alone but also integrates semantic action information conveyed through cospeech gestures into the preceding message context. Both action and language semantics constrain the interpretation domain simultaneously, and by recruiting the neural contribution of left inferior frontal cortex. This opens the interesting possibility that neural processing in language comprehension involves the incorporation of information in a single unification space coming from a broader range of cognitive domains than thought so far.
Different proposals on the role of inferior frontal cortex have been put forward in recent years, such as selection among competing alternatives (Thompson-Schill et al. 1997) , controlled semantic retrieval (Wagner et al. 2001) , or both (Badre et al. 2005) . Such views are not inconsistent with our account because selection is a necessary aspect of unification, as we have argued elsewhere and as is specified in explicit computational models of unification (Vosse and Kempen 2000; Hagoort 2005a) . How the role of left inferior frontal cortex is best characterized if one wants to cover all findings available in the literature, is an open question. One possibility is that seemingly conflicting findings regarding inferior frontal cortex functioning can be subsumed under the heading of one underlying common process, such as the ''regulation of mental activity'' (ThompsonSchill et al. 2005) . However, from the perspective of the cortex as a dynamically changing system of large-scale distributed functional networks (Mesulam 1990; Mesulam 1998; Fuster 2003) , it is conceivable that higher order cortices do not perform one function but play different roles in different networks depending upon the nature of input and task. Along these lines, we do not claim that the sole function of this cortical area is to be involved in semantic unification. Whether different functional accounts of inferior frontal cortex can be grouped under one heading (Thompson-Schill et al. 2005) or that qualitatively different functions can coexist within one part of cortex is an important question for future research. In any case, accounts of inferior frontal cortex as playing a role in selection (Thompson-Schill et al. 1997; Badre et al. 2005) are compatible with our interpretation that this region contributes to unification processes.
The second important finding of our study is that contextual information from the language domain can influence parts of the motor system. This adds to the growing insight that cognitive modulation of areas at a lower level in the cortical hierarchy appears to be an important principle in the neural architecture of human cognition (see also de Araujo et al. 2005 ).
In conclusion, we have shown that a classical language area, Broca's area, can be modulated by action processing as well as that a classical action area, premotor cortex, can be modulated by the language context in which actions are embedded. These findings provide support for the claims that in real life speech and action are often tightly interconnected (McNeill 1992; McNeill 2000; Goldin Meadow 2003; Kita and Ö zyu¨rek 2003; Kendon 2004) , and that there are close links between the action and language systems (Rizzolatti and Arbib 1998; Nishitani et al. 2005) . Many aspects of their neural interplay remain to be unraveled but this study provides a first insight into the neural integration of language and action information.
