An extension of the correlated-k distribution method that uses spectral-mapping techniques was derived to parameterize line-by-line absorption coefficients for multiple gases simultaneously for use in threedimensional atmospheric models. In a variation from previous correlation techniques, this technique ensures exact correlation of absorption frequencies within a probability interval for all gases through all layers of the atmosphere when multiple gases are considered. The technique is physical since, in reality, gases are correlated in wavelength space. The technique, referred to as the "multiple-absorber correlated-k distribution spectral-mapping method," was found to be accurate to Ͻ0.7% of incident radiation for 16 probability intervals per wavelength interval, integrated over 0.4-1000-m wavelengths and accounting for 11 absorbing gases simultaneously and multiple layers, compared with an exact line-by-line solution. A method was also derived to reduce the number of probability intervals required for a radiative transfer solution without suffering the same inaccuracy as merely reducing the number of probability intervals when parameterizing the absorption coefficient. The new coefficients were tested in a global model, and results were compared with mean thermal-IR irradiance data.
Introduction
Global and regional atmospheric models of air pollution, weather, and climate require radiative transfer solutions to determine heating rates for the thermodynamic energy equation. Such heating rates depend on scattering and absorption by gases and aerosols. With respect to calculating gas absorption coefficients in the solar-and thermal-infrared spectra, several methods have been developed. The most common is the kdistribution method, which involves grouping spectral intervals according to absorption coefficient (k) strength (e.g., Ambartzumiam 1936; Kondratyev 1969; Yamamoto et al. 1970; Arking and Grossman 1972; Lacis and Hansen 1974; Liou 2002) . With this method, the transmission of a gas in the wavenumber interval ṽ to ṽ ϩ ⌬ṽ through pathlength u is calculated as 
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(e.g., Liou 2002) , where k ṽ is the monochromatic absorption coefficient, kЈ is an absorption coefficient that has a normalized probability f ṽ (kЈ) [or differential probability f ṽ (kЈ)dkЈ] of occurring in wavenumber interval ṽ to ṽ ϩ ⌬ṽ, and the integral of the normalized probability, over all possible absorption coefficient strengths, is unity:
An extension of this method is the correlated-k distribution method (Lacis et al. 1979; Goody et al. 1989; Lacis and Oinas 1991; Fu and Liou 1992; Stam et al. 2000; Liou 2002) . With this method, the wavenumber order of absorption coefficients is first rearranged by strength into a cumulative wavenumber distribution:
where g ṽ (k) varies between 0 and 1 and is a monotonically increasing function of the absorption coefficient, k. The correlated-k distribution method is called such because it assumes that g ṽ (k) is the same (correlated) at each altitude for a given gas. This assumption induces some error since g ṽ (k), in reality, varies with altitude. In an effort to address this problem, West et al. (1990) developed spectral-mapping transformation methods. With one of these methods, g ṽ (k) is initially mapped from a base layer to subsequent layers, but is recalculated and remapped using a second (and/or subsequent) base layer if the error in dkЈ from the mapping to the second (and/or subsequent) layer is too large.
With the correlated-k distribution method, g ṽ (k) is divided up into probability intervals in each layer. Radiative transfer is calculated through the atmosphere for each probability interval, and the resulting transmission is weighted among all probability intervals to obtain a net transmission for the wavenumber interval. One method of calculating transmission through two gases, a and b, with overlapping absorption coefficients with the correlated-k distribution method is by using (3) is that it mathematically overestimates absorption in cases where two gases absorb with the same strength but at different frequencies in the same wavenumber interval v to v ϩ ⌬v. For example, suppose gas a absorbs with coefficient k 1 only at wavenumber ṽ x and gas b absorbs with coefficient k 2 but only at wavenumber ṽ y . Since there is no overlap of absorption wavenumbers between the two gases, the transmission through the interval should be e Ϫk1ua f ṽ ,a (k 1 )⌬k 1 ϩ e Ϫk2ub f ṽ,b (k 2 )⌬k 2 . Equation (3), though, calculates the transmission as e Ϫk1ua f ṽ,a (k 1 )⌬k 1 e Ϫk2ub f ṽ,b (k 2 )⌬k 2 . Since all exponential and probability terms in these expressions are less than unity, the latter expression always results in less transmission (greater absorption) than the former.
Here the issue is addressed in a way that ensures exact correlation of all absorption frequencies of all gases in a probability interval when multiple gases are considered. This is accomplished by defining the frequencies in each probability interval using absorption coefficients from the strongest absorber in the wavelength interval; then ensuring, through spectral mapping, that the frequencies of all other absorbers fall in the same probability interval as those of the major absorber. Thus, the technique ensures exact correlation of absorption frequencies within a probability interval for all gases through all layers of the atmosphere when multiple gases are considered. This technique is physically correct in the sense that, in reality, all gases are correlated in wavelength space. Also, this technique ensures that lines of different gases in the same probability interval of the primary absorber are treated together.
Another issue with the use of Eq. (3) is that it requires the calculation of N 2 terms for two gases, N 3 terms for three gases, etc. Lacis and Oinas (1991) suggested calculating the N 2 terms, then reordering the resulting transmissions in increasing order, and placing the transmissivities back into an array of size N with a wavenumber distribution for use in a model. Whereas, this technique is suitable for a zero-or one-dimensional model in which computational time is not constrained, the method appears to become difficult to implement in a 3D global model in which multiple overlapping gases and dozens of wavenumber intervals are considered and pathlengths are not known a priori. For the technique to be used in a highly resolved (with respect to wavelength and gases) 3D model, tables must be created for different pathlengths of each gas. However, such tables become unwieldy when interpolation of pressure and temperature are considered as well. For example, a table consisting of 31 pressure levels, 11 temperatures, 100 wavenumber (wavelength) intervals, 16 probability intervals per interval, 11 gases, and 10 pathlengths per gas requires an array of 60 million (480 megabytes). This table would not only need to be stored in memory on the computer but interpolated for every grid cell and time step during the model calculation. The method developed here requires an interpolation table such as that described above, except no interpolation of pathlength is necessary, reducing array requirements for the above case by a factor of 10 and interpolation costs substantially.
In sum, the purpose of this paper is to develop an extension of the correlated-k distribution method that 1) can be used practically in a three-dimensional global or regional model, 2) treats overlapping absorption of any number of gases, and 3) correlates absorption at different altitudes in probability-interval space, regardless of the number of gases. The method also assumes that pathlengths are not known a priori. The method, which combines principles of the correlated-k distribution method with spectral-mapping procedures, is referred to as the "multiple-absorber correlated-k distribution spectral-mapping method," or "multipleabsorber method" for short.
Methodology
This section describes the multiple-absorber method. For the discussion, 11 gases-H 2 O, CO 2 , CH 4 , CO, O 3 , O 2 , N 2 O, CH 3 Cl, CFCl 3 , CF 2 Cl 2 , and CCl 4 -are considered, although there is no limit to the number or type of gases that can be treated. Line-by-line data for these gases were obtained from Rothman et al. (2003) . For the last three gases, data were given in the form of cross sections at a given wavenumber rather than as spectroscopic line parameters.
The wavelength grid used in the three-dimensional model, the Gas, Aerosol, Transport, Radiation, General-Circulation, Mesoscale, and Ocean Model (GATOR-GCMOM; Jacobson 2001 Jacobson , 2002a Jacobson ,b, 2003 , applied in the study and for the analysis provided here, is given in Table 1 . The grid consists of 148 wavelength intervals from 0.165 to 1000 m. Solar radiative transfer is solved in intervals 1-115 (0.165-10 m) and thermal-IR radiative transfer is solved in intervals 102-148 (3-1000 m). Photolysis is solved in intervals 1-86. Ninetynine intervals (50-148; 0.3975-1000 m) are affected by the multiple-absorber method. Gas absorption coefficients for the remaining intervals (1-49; 0.165-0.3975 m) are determined from cross-sectional data (e.g., Sander et al. 2000) . All wavelength intervals are affected by Rayleigh scattering (which becomes negligible in the thermal IR) and by aerosol absorption and scattering. Each model wavelength interval is broken into no more than 16 probability intervals. A method is discussed here to compress the number of probability intervals for use in a 3D model with little loss in accuracy. High wavelength resolution is important not only for resolving photolysis, but also for resolving solar-and thermal-infrared heating rates of aerosols and clouds, whose real and imaginary refractive indices vary substantially with wavelength. For example, the thermal-IR imaginary refractive index of ice varies irregularly with wavelength from 0.003 to 0.6 (Warren 1984) and that of gypsum ranges from 0.01 to 2.2 (Querry 1987) . Although integrated gas absorption coefficients can be parameterized independently with few wavelength intervals, such parameterizations are not designed to consider radiative transfer solutions through sizeresolved aerosols and clouds. In most climate models, aerosol optics is ignored or treated as a bulk parameter, and cloud optics is treated as a function of bulk liquid water and ice. Because some three-dimensional global and regional models solve spectral radiative transfer through size-and composition-resolved aerosols and size-resolved mixed-phase clouds (e.g., Jacobson 1997 Jacobson , 2002a Jacobson , 2003 , it is important not only to resolve the wavelengths spectrum better but also to ensure that wavelengths of gas absorption correctly overlap wavelengths of cloud and aerosol scattering/absorption.
The first step in the procedure is to calculate the number of wavenumber (wavelength) subintervals in each model wavelength interval (Table 1) for the purpose of resolving line-by-line data. A fixed wavenumber width of each subinterval of ⌬ṽ fix ϭ 0.000 05 cm Ϫ1 was adopted here for all pressures, temperatures, and gases. This wavenumber width is a factor of 10 more resolved than that used by Lacis and Oinas (1991) and is overkill in some cases but beneficial in others. Since the line-by-line calculation is performed once to generate all tables, there is no disadvantage to selecting a small value of ⌬ṽ fix . The number of subintervals in each model interval is calculated as N s, ϭ ⌬ṽ /⌬ṽ fix , where ⌬ṽ is the wavenumber width of each model wavelength interval , obtained from Table 1 .
The second step in the procedure is to define a probability distribution of absorption strength in each wavelength (wavenumber) interval. Here, i ϭ 1, . . . , N p ϭ 16 probability intervals are used to parameterize line-byline data (these may be reduced in the 3D model, as discussed shortly). The probability distribution, denoted with W i ϭ f(k i )dk i , is assumed here to be the same for all wavelength intervals, grid cells, and gases (but the absorption strength in each probability interval differs for each wavelength interval and each gas). The advantages of using a single probability distribution for all wavelength intervals, grid cells, and gases are 1) individual wavenumber subintervals in each probability interval can be correlated at different altitudes, and 2) radiation intensity in a model wavelength interval can be weighted consistently with absorption strength. If, for example, different probability distributions were used for different gases, the fractions of wavelength space assigned to each gas would differ not only from each other but also from the fractions of wavelength space assigned to radiation intensity. Table 2 gives values of W i used here. Many other probability distributions can be used with similar accuracy. From W i , the total number of subintervals containing zero or nonzero absorption coefficients in each probability interval of each wavelength interval is defined for all grid cells as N s,,i ϭ N s, W i . Some studies (e.g., West et al. 1990 ) define each probability interval for a given gas based on a fixed width of absorption strength, ⌬k ,i , instead of on a fixed number of absorption subintervals (N s,,i ) within each probability interval. In both cases, the optimal parameters (⌬k ,i or W i ) must be chosen by trial and error so there does not appear to be an advantage of one over the other.
The third step is to estimate the strongest absorber (the absorber with the greatest integrated absorption coefficient) in each model wavelength interval. The absorption strength of a gas in a wavelength interval varies with temperature, pressure, and pathlength. For a given pathlength, absorption correlates fairly well with temperature and pressure (which is the premise behind the correlated-k distribution method); however, it is impossible to pick a strongest absorber without making assumptions about typical pathlengths. Table 1 lists the strongest absorber in each wavelength interval determined here from line-by-line data and typical pathlengths. For some wavelength intervals, two or three gases have similar absorption strengths, whereas for others, one absorber might be slightly stronger than another at one temperature/pressure but slightly weaker at another. The choice of strongest absorber is important, but it was found here that the selection of one gas as the strongest absorber whose absorption may be slightly weaker than that of another did not cause much error in the transmission accuracy of all gases absorbing together.
The fourth step is to calculate absorption coefficients of the strongest absorber in each ⌬ṽ fix subinterval of each ⌬ṽ model wavenumber interval from line-by-line data. The absorption coefficient (cm 2 g Ϫ1 ) of gas q in subinterval n of model wavelength interval is 
where The fifth step is to reorder absorption coefficients, calculated from Eq. (5), of the primary absorber, among all subintervals in each model wavelength interval, from lowest to highest. Reordering has the effect of producing the cumulative wavenumber distribution given in Eq. (3). Reordering is done with the "heapsort" sorting routine (Press et al. 1992) , which is an N s, log 2 N s, process, where N s, is the number of terms being reordered in each wavelength interval. During reordering, an array is created mapping the reordered index number of each subinterval for the main absorber to the original index number. This array is then used to reorder absorption coefficients, calculated from Eq. (5) of all other gases, ensuring that wavenumber subintervals of all other gases correspond exactly to those of the main absorber. This is the key step ensuring that absorption is ultimately correlated among all gases within a probability interval.
Reordering absorption coefficients and mapping them back to the original index number has been carried out previously for a different purpose. Specifically, West et al. (1990) developed a scheme to reorder absorption coefficients for the combined mixture of all gases in a given layer, map the coefficients back to their original index number, and apply the map array to the mixture in all other layers. The approach here is different in that a map array is developed for a primary absorber, rather than a mixture, in a probability interval, and the same primary-absorber map array is applied to each additional absorber in the interval.
The sixth step is to average absorption coefficients, reordered by strength, of the primary absorber in each i ϭ 1, . . . , N p probability interval. The resulting mean absorption coefficient in each interval is
where N s,,i ϭ N s, W i again is the number of coefficients (including zeros) in each probability interval, and n(l,i) is a mapping array that gives the model wavelength subinterval (1, . . . , N s, ) corresponding to the lth reordered index number in probability interval i. The first probability interval (i ϭ 1) contains the weakest coefficients and the last, the strongest. For the seventh step, gases aside from the primary absorber are reordered, then gathered into probability intervals. The reordering of such "secondary" absorbers is done by the absorption strength of the primary absorber, not of the current gas. As such, the reordering exactly correlates absorption coefficients of different gases in the same model subinterval. However, it also results in a relative hodgepodge of absorption strengths of secondary gases in each probability interval of the primary absorber. If the absorption coefficients within each probability interval of the secondary gases were now linearly averaged, the resulting average absorption coefficient would be substantially greater than that determined exactly from a line-by-line calculation at a given pathlength. As such, a method is required to mitigate this problem. The method chosen is to calculate a mean absorption coefficient of secondary gases that have been reordered and gathered into probability intervals of the primary absorber with
which is similar to Eq. (2) of West et al. (1990) , except that here the equation is applied to an individual prob-ability interval within a wavelength interval; in that work, it was applied to the wavelength interval as a whole from the probability interval information. In this equation, u q,fix is a constant, preselected pathlength of each gas (g cm Ϫ2 ), which is used only to obtain a mean absorption coefficient of secondary gases in each probability interval. It has no affect on the absorption of the primary absorber in the interval. Values of u q,fix used here are given in Table 3 . They are each chosen as the maximum pathlength expected in any layer of an atmospheric model (estimated here as about 4.5% of the pathlength of the gas from the surface to the top of the atmosphere). If the actual pathlength of the gas equals u q,fix , the resulting transmission due to the gas on its own is exact in the probability interval. If the actual pathlength is lower than u q,fix , which it should be in most cases, absorption by the secondary gas is slightly underpredicted; when it is higher, absorption is slightly overpredicted.
As shown in the results section, the use of a fixed u q,fix has little effect on overall transmission error for two reasons: 1) the primary absorber is responsible for most absorption in a probability interval; and 2) the actual pathlength is almost always less than u q,fix . However, as the actual pathlength decreases, so does absorption; thus, the greatest error due to pathlength occurs only when absorption is low. But when absorption is low, overall error of primary plus secondary gases is lower than when absorption is high. For a test case where 11 gases were treated with actual pathlengths, 1/5 or 1/100 of those of u q,fix , overall transmission error (among all gases and wavelengths) was not much different from when the actual pathlengths equaled u q,fix .
Equation (8) can be used instead of Eq. (7) for the primary absorber as well, but it was not used here for two reasons. First, the use of Eq. (7) with the constant probability distribution given in Table 2 appears to produce very accurate results for the main absorber (e.g., Fig. 1 ). This is because very few coefficients of similar strength, are averaged when absorption is strong (e.g., values of W i for i ϭ 9, . . . , 16 in Table 2 ensure few coefficients in each interval). Second, using a fixed pathlength for the primary absorber [Eq. (8)] may give rise, in some cases, to a larger error than linearly averaging [Eq. (7)]. This is not the case for secondary absorbers since they are not grouped by their own strength, as is the primary absorber. As such, linearly averaging absorption coefficients of secondary absorbers result in a much higher error than that induced by assuming a fixed pathlength.
In the ninth step for gases whose line-by-line crosssectional data rather than line-shape data are provided in the HITRAN database (e.g., CFCl 3 , CF 2 Cl 2 , CCl 4 in the current application), cross sections are converted to absorption coefficients, mapped to model wavelength subintervals, then reordered and gathered in probability intervals in the same way other secondary gases are reordered. Finally, their mean absorption coefficient in each probability interval is calculated from a linear average among all subinterval absorption coefficients since these gases are very weak absorbers. Equation (8) could be used just as easily and gives results of similar accuracy as linear averaging when absorption coefficients are very low. Section 3 shows the accuracy of absorption coefficients of species calculated from crosssectional data with linear averaging as described here.
In the tenth step, the procedure described above is repeated for different air pressures, temperatures, and partial pressures [partial pressures are used in Eq. (6)]. For the 3D simulations discussed here, 31 pressures between 0.2 and 1050 hPa, 11 temperatures between 150 and 350 K, and two water vapor partial pressures, 0 and 0.03 atm, were tabulated. Partial pressures of gases aside from water vapor are set to a single current-day background value, since such partial pressures have little effect on absorption coefficients through Eq. (6). The air pressure, temperature, and partial pressure limits can readily be extended to more extreme values in all cases. The resulting absorption coefficients are written to a file, which is input to GATOR-GCMOM. In the 3D model, absorption coefficients of each gas are then interpolated each radiative-transfer time step (1 h for global calculations; 15 min or less for regional calculations) with respect to air pressure, temperature, and (for water vapor) partial pressure. For water vapor, eight absorption coefficients are interpolated (two air pressures ϫ two temperatures ϫ two partial pressures) with bilinear interpolation, extended to a third dimension; for other gases, four are interpolated (two air pressures ϫ two temperatures) with bilinear interpolation.
For cases where the number of model probability intervals equals the number of probability intervals in the dataset generated (i.e., 16), the gas absorption optical depth in a layer and in probability interval i in wavelength interval in GATOR-GCMOM is calculated with where N g is the number of absorbing gases, bЈ q,,i is the interpolated absorption coefficient, and u q is the current pathlength of gas q. For cases where the number of model probability intervals is a factor of L smaller than the number of probability intervals in the dataset generated, the gas absorption optical depth in coarser probability interval m (which varies from 1, . . . , N p /L) is calculated with Table 3 , giving pathlengths approximately through the entire atmosphere. Other conditions were T ϭ 270 K and p a ϭ 322.15 hPa. For each of the 99 model wavelength intervals (50-148 in Table  1 ), the product of pathlength and each line-by-line absorption coefficient in the probability interval was summed and applied to a Beer's law transmission equation to obtain the HITRAN result. For the model, absorption coefficients for 16 probability intervals in each wavelength interval were derived, and transmission was calculated with Beer's law.
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With this method, absorptivities are first calculated in each finer probability interval. They are then weighted by the probability (W i ), and optical depths are extracted from an inverse calculation. Two alternatives to this method are merely to average linearly the absorption coefficients among multiple probability intervals or to generate a table with fewer probability intervals. However, both methods result in excessive absorption relative to Eqs. (10) and (11), as discussed in section 3.
Comparison of results with line-by-line data
In this section, transmission results from the technique described in section 2 are compared with transmissions from line-by-line data. Figures 1a-1h compare model transmissivities for eight gases through one model layer when each gas is assumed to be the only absorber in the atmosphere, and with absorption coefficients in each wavelength interval calculated from Eq. (7). The model wavelength grid is given in Table 1 . Pathlengths are approximately those of the gas through the entire atmosphere. The figure shows relatively high model accuracy for every gas in nearly every wavelength interval. Figure 2 is similar to Fig. 1 , except in Fig. 2, 1 ) the gas absorption coefficient is that of a secondary absorber [Eq. (8) ] for all wavelength intervals except those where the gas is specified as a primary absorber in Table 1 , 2) gases other than the gas of interest were treated as the primary absorber when specified in Table   1 , and 3) the pathlength of each gas in Fig. 2 is 1.5% that in Fig. 1 , thus more representative of a typical model layer. In Fig. 2 , the model is accurate for all gases in all wavelength intervals where the gas is a primary absorber but slightly underpredicts absorption for some wavelength intervals where the gas is a secondary absorber (e.g., CO 2 at 2.8 m, N 2 O at 4.5 m, CH 4 at 3.5 m). In all cases of underabsorption, correct absorption is relatively weak, so the error relative to initial transmission is not large. Figures 3a,b show the transmission through all 11 gases simultaneously and through four (instead of one) layer, each with different temperature and pressure. The only difference in input between Figs. 3a,b is pathlength. The only noticeable error in either figure occurs at around 40-50 m, where absorption is slightly overpredicted. Figure 4 shows transmissions for the conditions in Fig. 3b , except as follows: in Figs. 4a and 4c , the number of probability intervals was compressed from 16 with Eqs. (10) and (11). In Fig. 4b , there were 8 instead of 16 probability intervals used to calculate the original absorption coefficients. A comparison of Fig. 4a with Fig.  3b shows that the use of model Eqs. (10) and (11) to convert 16 probability coefficients to 8 caused a slight increase in error at several wavelength intervals. A comparison of Fig. 4b with Fig. 4a shows that deriving the absorption coefficients with 8 probability intervals from the start caused greater error than compressing 16 to 8 intervals. Figure 4c shows that compressing 16 to 4 intervals with Eqs. (10) and (11) caused an error greater than starting with 8 intervals (Fig. 4b) .
Figures 3 and 4 were analyzed for integrated transmission errors, calculated as Thus, for the cases where 16 probability intervals were used (Figs. 3a,b) , the error was Ͻ0.7%. For the case where 8 probability intervals were compressed from 16 (Fig. 4a) , the error was Ͻ1%. When 8 prob- Fig. 1 , except that each panel here shows the transmission for the given gas when the gas shown is a secondary absorber [with absorption coefficients from Eq. (8)] in each wavelength interval unless identified as a primary absorber for the wavelength interval in Table 1 . The pathlength of each gas is one-third the layer pathlength given in Table 3 . (h)-(j) Three additional gases (those with cross-sectional data), not shown in Fig. 1 . ability intervals were used to derive the coefficients (Fig. 4b) or when 4 intervals were compressed from 16 (Fig. 4c) , the error was Ͼ1%. Although these transmission errors are small, they may lead, in some cases, to higher errors in heating rates when the absorption is small. Errors can be minimized by not compressing probability intervals and/or increasing the number of probability intervals at the expense of more computer time.
Finally, a global 3D simulation was run with GATOR-GCMOM with the wavelength grid shown in Fig. 1 and with 16 probability intervals compressed to 8 using Eqs. (10) and (11) to ensure accuracy Ͻ1%. For the calculations, wavelength intervals 1-86 (0.165-0.805 m) in Table 1 were confined to one probability interval, and wavelength intervals 87-148 (0.805-1000 m) were broken into 8 probability intervals each. A total of 694 radiative transfer calculations were performed in each model column for each cloudy and clear-sky conditions [86 wavelengths ϫ 1 probability interval each, 62 (solar ϩ thermal IR) ϩ 14 (overlap) wavelengths ϫ 8 probability intervals each] with the radiative transfer algorithm of Toon et al. (1989) . The model was set up over a 4°S-N ϫ 5°W-E global grid, with 39 sigmapressure layers from the ground to 0.425 hPa (Ϸ55 km), including 23 tropospheric layers and 4 layers below 1.3 km. The model was run for 1 yr. Figure 5 compares the yearly and zonally averaged top-of-the-atmosphere (TOA) thermal-IR irradiance from the model with satellite-derived data. The model predicted the data well at all latitudes, except for some difference in the 10°-25°N band.
Conclusions
A "multiple-absorber" correlated-k distribution method that uses spectral-mapping techniques was developed that parameterizes line-by-line data among multiple-absorbing gases for use in three-dimensional atmospheric models. The method ensures exact correlation of absorption frequencies for all gases within each probability interval of each wavelength interval and for all altitudes. A technique was also developed to compress the number of probability intervals in an atmospheric model more accurately than merely reducing the number of intervals during the with 16 probability intervals per wavelength interval, was Ͻ0.7% of incident radiation. The error was Ͻ1% when 8 probability intervals were compressed from 16. Fig. 1 , but for transmission simultaneously through all 11 gases and four layers of the atmosphere (T ϭ 210 K, p a ϭ 0.3611 hPa for layer 1; T ϭ 250 K, p a ϭ 22.57 hPa for layer 2; T ϭ 270 K, p a ϭ 322.15 hPa for layer 3; T ϭ 310 K, p a ϭ 1050.0 hPa for layer 4). The pathlength of each gas in the first layer was one-third that in Table 3 , and pathlengths in layers 2-4 were each one-half those in Table 3 . For the model, N p ϭ 16 and L ϭ 1. (b) Same as (a), except that the pathlength of each gas in each layer was one-third that in (a). Fig. 3b , except the 16 probability intervals were converted to 8 probability intervals (thus, N p ϭ 16 and L ϭ 2) with Eqs. (10) and (11). (b) Same as (a), except only 8 probability intervals were used to derive absorption coefficients in the first place (N p ϭ 8 and L ϭ 1). (c) Same as (a), except the 16 probability intervals were converted to 4 probability intervals with Eqs. (10) and (11) (N p ϭ 16 and L ϭ 4).
FIG. 4. (a) Same as

