Abstract-Computer facial animation aims to create an animated character expression as natural as possible as well as human facial expressions. Using the data marker catches facial motion capture, will be determined the location of the feature points of 3D face models to follow the motion of the marker points of human faces. To overcome the morphological differences between the face of the source with the character's face, then applied with radial basis retargeting process mapping so that the character's face can still display the natural expression. Using the data marker 2D, Radial Basis Function (RBF) transformation was applied to determine the position of the feature points on the 3D face models. RBF space transformation has good ability in determining the appropriate facial motion marker points on a human face to the character's face. Motion that occurs in 3D face models is scaled according to the relative scale between the source and the target.
I. INTRODUCTION
Human beings are very easy to recognize the non-neutrality of other human excretion especially the animated character. Changes in motion on the face for displaying an expression or movement of the chin and lips when talking points to consider in creating realistic animation. Facial expressions have played a key role in the field of nonverbal communication [1] . To approach this naturality, the facial motion capture applied to the human face. Then 3D face models represent the human face movements.
Motion capture is aimed at capturing the position and orientation of an object in physical space then record that information to be used and developed in the virtual world [2] [3]. The two greatest challenges for the use of motion capture data is lie in the application of this discrete surface sampling discontinues to drive a fine mesh, and its retargeting to face meshes of different shape and scale [4] .
General approaches for facial expression synthesis can be classified into the following three categories: interpolation, muscle-based expression, and performance-driven animation and retargeting [1] .
The process of retargeting is the process of transformation of space-based markers, retargeting can be defined as the process of mapping marker dots on the face to 3D face animation source models (target face). Retargeting seeks to create expressions on the characters according to the source animation expression by correlating the marker points on the source animation to 3D face models [5] . There are three techniques for performing mapping:
Linear mapping
The simplest approach to the retargeting process. The motion of marker position on the source animation will be followed in a linear manner by 3D face models. Linear mapping vulnerable if 3D face models have different size and shape (morphology) with a source face.
Scatter data interpolation
This is a non-linear approach that is capable of handling a wide range of problems in the process of retargeting. This interpolation process can estimate the location of a new points on a 3D face model of if there is a change in the face of the source by taking into account the weight of the marker points source between feature points on the face with 3D face models. The most common techniques applied in this mapping process is Radial Basis Function (RBF) interpolation, also known as radial basis mapping.
Art direction
Unlike the above two techniques, art direction needs a trigger from animator to determine the points of change in the 3D face models. Correlation between the source animation with animation targets defined by the animator.
With the condition of the human face and 3D face models which have different sizes and shapes, RBF space transformation has a good ability in determining the appropriate facial motion marker points on a human face to the character's face. Motion that occurs in 3D face models is scaled According to the relative scale between the source and the target [4] [6] . Marker points of the source face define the source space while the feature points of the targets face defining the space targets [7] [8].
Radial base mapping has an advantage in the speed for determining the points of retargeting, especially if the radial base mapping is done on the data marker or motion capture. The marker base (feature points) concept is used to relieve computing, rather than doing a computing on the surface that should calculate the whole points to building 3D face models.
This research uses a 2D facial image as input and doing the retargeting process on 3D face models using space transformation. The process of retargeting using RBF interpolation method. By using space transformation from 2D to 3D, is expected to use a single camera in facial motion capture at source face while delivering the natural expression and emotion in the 3D face models.
II. STATE OF THE ART

A. Facial Animation
Facial animation concentrate on the creation of realistic 3D face models by showing the right emotion [9] . There are two techniques performed in facial animation, which is based marker and markerless. Marker-based means of facial animation is done by automation approach such as retargeting feature points. Automation should be able to minimize human intervention in the process [10] . While the markerless can mean automation facial animation by using the surface as a comparison, they can be interpreted facial animation is done manually by the animator. Reference [11] explained that manual editing is always necessary: 1) the movement is expected from the 3D model is not necessarily the same/similar to the movement of people, 2) 3D face model has a proportion of/morphology that is different from the human face, 3) the placement of markers in motion capture is not always fixed and precisely at a points from day to day. Therefore, generating good facial animation is one of the most important factors in the creation of appealing, believable, and attractive characters [6] .
B. Feature Points
The motion capture data consists of motions for the sparse feature points. Feature points aim to simplify the process of facial animation. The challenges in feature points are creating an expression as natural as possible with the number of points less than the surface blending techniques [12] . On the other hand, the use of marker means lightens computing compared to a surface algorithm that should calculate the whole points of the face. If it is deemed necessary to reuse the facial animation with a different model [13] .
C. RBF Methods
In the 1970s, RBF methods were developed to overcome the structure requirements of existing numerical methods. RBF methods have become a well-established tool for reconstructing functions and for solving partial differential equations based on data prescribed at scattered locations [14] .Four common RBFs that are globally supported and infinitely differentiable are Gaussian (1), Inverse Quadratic (2) Inverse Multiquadric (3) Multiquadric (4). The Multi Quadric is arguably the most popular RBF that used in application [15] .
III. EXPERIMENTAL DESIGN This paper proposes a program of facial animation based on the marker data using RBF space transformation, from the 2D image as source face to 3D character model as target face. The RBF approach constructs an interpolant as a linear combination of basis function [4] .
The RBF equation is:
The value of function ф depends on only upon the distance from its center and thus is called radial (6) . This radial is the distance between marker points on the face of a 2D facial image.
Equation (6) is an RBF multi-quadric. Value xy is a marker position in 2D coordinates, so use the Pythagoras theorem to calculate the distance between the marker points. Value r determined based on the shortest distance from all marker points on the source face (7).
Value of ф( − ) is used to build the matrix H. Then the weight value (α) for each coordinate x, y, z on the face of 3D face model obtained by:
Let = ( , , , … , ), = ( , , , … , ) and = ( , , , … , ), so by applying the Gaussian elimination with back substitution, from (4) is obtained:
Once the matrix H (6) and the weight of each coordinate x, y, z (9) are obtained, the retargeting feature points can be calculated quickly for each marker position from the motion of source face using (10) .
In the testing process, sequential 2D image is extracted to locate the marker points in the source face. After obtained the value of the radial distance from the training data, the RBF space transformation will determine the retargeting points (T) in the 3D character models to calculate the weight (α) and the matrix H (ф).The estimation results of the feature points still consider the z coordinates of the 3D face models. So 3D face models still have depth and maintain its 3D shape.
IV. EVALUATION RESULT
The testing of RBF space transformation for facial animation based on the markers data from 2D source to 3D face models will be presented as following. showing a pair of training data that consists of a source face (2D facial image), in which the image has a marker information in coordinates (x, y) and the feature points of the 3D face model in the coordinates (x, y, z). At the training data, the source face and the target face shows a blank or flat expression. There are 33 markers used to mark the feature points in the 2D facial image (Fig 3) . This number is adjusted on the camera setup facial motion capture of OptiTrack [16] . The 33 markers in source face will correlate with the 33 feature points on the 3D face models (Fig 4) . Motion area was able to be adaptively generated based on 3D face models, it shows the amount of percentage area formed based on feature points [17] .
After performing the weighting of the training data, then testing against of 3D face models. Testing is done by the inserting image of faces that have different expressions with a training data image. Marker tracking applied to the image source to determine the coordinates of the new marker. Then RBF space transformation will estimate the 3D coordinates of the feature points for 3D face model.
A. Result
Results obtained are presented in Table 1 which contains the value of the coordinates (x, y) of the marker points of source face and coordinates (x, y, z) of the feature points of 3D face model for training data, and the result of retargeting of angry expression (Fig 5) . Coordinates on the training data (source face's marker and 3D face model's feature points) are known, while the retargeting coordinates are calculated results of RBF space transformation. The coordinate table above shows that the RBF space transformation able to handle repositioning the feature points of the 3D face models even though the source of motion derived from a marker on the 2D image. 
B. Evaluation
Reference [18] developed the Facial Action Coding System (FACS) for describing facial expressions. The FACS is a human-observer-based system designed to describe subtle changes in facial features. FACS consists of 44 action units (AU), including those for head and eye positions. AUs are anatomically related to contraction of specific facial muscles [19] .
There are six basic expressions on a human face: angry, disgust, happy, sadness, fear, and surprise [20] . Based on [21] an angry expression has AU criteria: a combination of lip tightened and lip pressor. In the feature points (Fig 5.b-d) is shown with a dots in the circle lip (19, 20, 21, 22 , 24, 26, 27, 28) which docked/shrink. Disgust expression has AU criteria: wrinkled nose or upper lip raised. In the feature points (Fig 6.bd) indicated by dots on the nose (14, 15, 16, 17, 18) wrinkles and the upper lip (19, 20, 21) which is raised. The Happy expression has AU criteria: lip corner puller. In the feature points (Fig 7.b-d) indicated by dots on the tip of the lips (22, 24) is widened and rose. Sadness expression has AU criteria: a combination of inner brow raiser + brow lowered + lip depressor or nasolabial deepener corner. In the feature points (Fig 8.b-d) indicated by dots on the brow (1, 2, 3, 4, 5, 7) is lowered and the tip of the lip (22, 24) is depressor. The fear expression has AU criteria: a combination of inner brow raiser + outer brow raiser + brow lowered. In the feature points (Fig  9.b-d) indicated by dots on the inner brow (6, 8) raise up and eyebrows (1, 2, 3, 4, 5, 7) is lower. The surprise expression has AU criteria: a combination of inner brow raiser + outer brow raiser or upper lip raised. In the feature points (Fig 10.b-d) indicated by dots on the brow (1, 2, 3, 4, 5, 7 ) and the inner brow (6, 8) are raised, as well as the upper lip (19, 20, 21, 22, 24) .
Five following pictures (Fig 6-Fig 10) are the other result of the calculation of the RBF space transformation on six basic expressions, which (a) 2D image from motion capture with marker information as input (b) marker points from source face (c) feature points from a 3D face models viewed from the front of the target face (d) feature points from the target face that has a depth (z value) viewed from the side. 
V. CONCLUSION
Referring to Table 1 and introduction to the RBF interpolation, RBF space transformation can relocate the feature points of 3D face model even if the source face is only captured by one camera which can only provide 2D information of marker points.
Based on the evaluation results on six basic expressions, RBF space transformation can reposition feature points on a 3D face model according to the motion of marker on 2D facial image and morphology of the target face. Space transformation experiment aims to automate the process of retargeting feature points on the facial animation.
