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Abstract
The Modelling of Granular Flow Using the Particle-in-Cell Method
CJ Coetzee
Granular flow occurs in a broad spectrum of industrial applications that
range from separation and mixing in the pharmaceutical industry, to grin-
ding and crushing, blasting, stockpile construction, flow in and from hop-
pers, silos, bins, and conveyer belts, agriculture, mining and earthmoving.
Two totally different approaches ofmodelling granular flow are the Dis-
crete Element Method (DEM) and continuum methods such as Finite Ele-
ment Methods (FEM). Continuummethods can be divided into nonpolar or
classic continuummethods and polar continuummethods. Large displace-
ments are usually present during granular flowwhich, without remeshing,
cannot be solved with standard finite element methods due to severe mesh
distortion. The Particle-in-Cell (PIC) method, which is a so-called meshless
method, eliminates this problem since all the state variables are traced by
material points moving through a fixed mesh.
The main goal of this research was to model the flow of noncohesive
granularmaterial in front of flat bulldozer blades and into excavator buckets
using a continuummethod. A PIC code was developed to model these pro-
cesses under plane strain conditions. A contact model was used to model
Coulomb friction between the material and the bucket/blade. Analytical
solutions, published numerical and experimental results were used to vali-
date the contact model and to demonstrate the code’s ability to model large
displacements and deformations.
The ability of both DEM and PIC to predict the forces acting on the blade
and bucket and thematerial flow patterns were demonstrated. Shear bands
that develop during the flow of material were investigated. As part of the
PIC analyses, a comparison between classic continuum and polar conti-
nuum (Cosserat) results were made. This includes mesh size and orien-
tation dependency, flow patterns and the forces acting on the blade and the
bucket.
It is concluded that the interaction of buckets and blades with granu-
lar materials can successfully be modelled with PIC. In the cases conduc-
ted here, the nonpolar continuum was more accurate than the polar conti-
nuum, but the polar continuum results were less dependent on the mesh
size. The next step would be to apply this technology to solve industrial
problems.
Keywords: Granular flow; Particle-in-Cell method; Discrete Element Me-
thod; Bucket filling; Silo discharging
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Uittreksel
The Modelling of Granular Flow Using the Particle-in-Cell Method
CJ Coetzee
Partikelvloei kom voor in ’n verskeidenheid industriële toepassings vanaf
skeiding en mengprosesse in die farmaseutiese industrie tot vergruising,
die vloei in vulbakke en silos, vervoerbande, landboubewerkings, myn-
wese en grondverskuiwing.
Twee verskillende metodes om partikelvloei te modelleer kan onders-
kei word, naamlik Diskrete Element Metodes (DEM) en kontinuum meto-
des soos Eindige Element Metodes. Kontinuummetodes kan verdeel word
in nie-polêre of klassieke kontinuum metodes en polêre kontinuum me-
todes. Groot verplasings is gewoontlik teenwoordig tydens partikelvloei
wat dit moeilik maak om dit met behulp van Eindige Element Metodes
op te los weens groot vervorming van die elemente. Die "Particle-in-Cell"
(PIC) metode is ’n sogenaamde roosterlose metode wat hierdie probleem
elimineer aangesien al die toestandsveranderlikes gekoppel is aan mate-
riaalpunte wat deur die vaste rooster beweeg.
Die hoofdoel van die navorsing was om die partikelvloei van kohesie-
lose materiale soos veroorsaak deur ’n plat lem en ’n masjiengraaf laaibak
te modelleer deur van ’n kontinuum metode gebruik te maak. ’n PIC kode
is ontwikkel om dié prosesse onder die aanname van vlakspanning the mo-
delleer. ’n Kontakmodel is gebruik om Coulomb wrywing tussen die mate-
riaal en die bak/lem te modelleer. Analitiese oplossings en gepubliseerde
numeriese en eksperimentele resultate is gebruik om die kontakmodel en
die vermoë van die kode om groot verplasings en vervormings te model-
leer, te valideer.
Die mate waarin DEM en PIC die kragte wat op die lem en bak uitgeo-
efen word en die vloeipatrone, kan voorspel, word gedemonstreer. Glip-
vlakke wat gedurende die vloei van materiaal ontstaan is ondersoek. As
deel van die PIC analises, is die nie-polêre en polêre (Cosserat) kontinua
met mekaar vergelyk. Dit sluit in roostergrootte en oriëntasie onafhanklik-
heid, vloeipatrone en die kragte wat op die lem en bak inwerk.
Die gevolgtreking word gemaak dat die interaksie van bakke en lemme
met ’n korrelrige materiaal suksesvol met behulp van PIC gemodelleer kan
word. In die gevalle hier getoets, was die nie-polêre kontinuum meer ak-
kuraat as die polêre kontinuum, maar die nie-polêre kontinuum resultate
minder afhanklik van die roostergrootte. Die volgende stap sou wees om
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Chapter 1
An Introduction: Modelling of
Granular Flow
1.1 Introduction
Those involved in modelling tend to become more interested in the process than its
purpose: The stimulation of simulation is greater than the pleasurement of measu-
rement - but it makes you blind (Wood, 2000).
Granular flow occurs in a broad spectrum of industrial applications. These
range from separation and mixing in the pharmaceutical industry, to grin-
ding and crushing, blasting, stockpile construction, generic flows in and
from hoppers, silos, bins, conveyer belts and many more. The worldwide
annual production of grains and aggregates of various kinds is gigantic,
reaching approximately ten billion metric tons. The processing of granular
material consumes roughly 10% of all the energy produced on this planet
and on the scale of priorities of human activity it ranks second, immedia-
tely behind the supplying of water (Rhodes, 1998). As such, any advance
in understanding the physics of granular material is bound to have a major
economic impact. Not much has been optimised, despite the fact that me-
thods of transport, storage and mixing figure in all stages of the industrial
processing of granules.
Granular materials such as sand and clay are complex materials that ex-
hibit both solid and fluid properties. There are three reasons for this. The
first is that geomechanic materials, such as soil, are three-phase mixtures of
solid, liquid and gas. The second is that granular materials are not a conti-
nuous body in the microscopic scale, but consist of many discrete particles
that have complex interactions. The third is that natural soil is not homoge-
neous. It is necessary to construct relevant theories for granular materials
to analyse their behaviour. There are two common approaches to formula-
ting the behaviour of granular materials: A microscopic approach conside-
ring a completely discrete structure and a macroscopic approach based on
continuum mechanics. However, a complete theory for granular materials
has not yet been proposed. In addition, it is worth noting that these two
types of approaches are complementary and have their respective roles in
the modelling of granular material behaviour.
This chapter summarises the results of a literature study on the different
theories of modelling granular material. The thesis goals and outline are
also presented.
1
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1.2 Theories for Modelling Granular Materials
The advantages and disadvantages of the Discrete Element Method (DEM)
and continuum modelling of granular material are discussed. The diffe-
rences between the classic (nonpolar) continuum and polar continuums are
also presented.
1.2.1 Discrete Element Methods
The discrete element methods are based on the simulation of the motion of
granular material as separate particles. It involves following the trajecto-
ries, spins and orientations of all the particles and predicting their interac-
tions with other particles and with their environment.
DEM was introduced by Cundall in 1971 for the analysis of rock mecha-
nics problems and then applied to soils by Cundall & Strack (1979). Cal-
culations performed during a DEM simulation alternate between the app-
lication of Newton’s second law to the particles and a force-displacement
law at the contacts. The motion of each particle is calculated by applying
Newton’s second law to each particle, while the force-displacement law is
used to update the contact forces arising from the relative motion at each
contact.
DEM has the advantage that it can easily be used for the simulation of
granular flow subjected to large deformations and free boundaries. Segre-
gation andmixing which are experienced when vibration is introduced can
also be modelled (Cleary et al., 1998). The main problem with the discrete
element methods is how to specify the micro-properties (particle contact
properties) so that the flow on macro-level of thousands of particles beha-
ves in the same way as real granular flow. Laboratory experiments (e.g.
shear tests, biaxial tests and oedometer tests) are necessary to determine
these properties before any useful modelling and predictions can be made.
DEM research is focused on the representation of the particle shape,
contact detection between particles and between particles and the environ-
ment, contact force models, experimental calibration, validation and indus-
trial application.
The choice of particle shape representation in DEM is critical to the ac-
curacy of the simulation of real particle behaviour, the method used for
contact detection and the method of computation of contact forces (Favier
et al., 1999). The earliest discrete models were two-dimensional and em-
ployed either circular (Cundall and Strack, 1979) or polygonal elements
(Walton, 1982). Later work extended shape representation to three dimen-
sions, using spheres, ellipses and ellipsoids. Contact detection and com-
putation time are very important and the time spent by a code in dealing
with contact detection (±80%), far exceeds that involved with solving the
equations of Newtonian physics (Williams and O’Connor, 1995). The more
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complex the particle shape, the more difficult and time consuming contact
detection and the calculation of contact forces become. Although contact
detection and computation time are very important, the critical objective
in DEM is accurate simulation of the behaviour of an assembly of real par-
ticles. The influence of particle shape on the predicted behaviour is less
well documented than the relationship between shape and the efficiency of
contact detection.
One of the main fields of research is to develop and verify different con-
tact constitutive models. It is mainly these different constitutive or contact
models that distinguish between different DEM models. Different contact
and damping models have been proposed. Cundall & Strack (1979) repre-
sented the contact force with a linear spring and used a viscous damper
(dashpot) to dissipate energy. The viscous damping was later replaced
by hysteretic damping. Walton & Braun (1986) made use of a partially-
latching-spring mechanism in the contact normal direction. Mindlin (1949)
and Mindlin & Deresiewicz (1953) based their formulation on the Hertz
contact model, which is derived from the principle of elasticity of two sphe-
res in contact. This results in a non-linear formulation of the contact force.
The size of a system (number of particles) and the complexity of the con-
tact laws that can be modelled, strongly depend on the computer power
available.
Cleary (2000, 1998a, 1997) and Cleary & Sawley (1999) are some of the
researchers that have successfully modelled industrial granular flows with
large displacements using DEM. They have modelled ore segregation on
conveyer belts, the functioning of ball mills and dragline bucket filling.
Coetzee (2000) modelled the two-dimensional flow of granular material
in front of a blade (bulldozer) and the flow of granular material into a
dragline-type bucket. Nouguier et al. (2000) and Bohatier&Nouguier (1999,
2000) investigated dynamic soil-tool interaction forces. Bohatier & Nou-
guier (2000) investigated the interaction between a two-dimensional gra-
nular assembly and a flat blade using DEM. The results were compared
to a simple analytical model. Nouguier et al. (2000) performed similar si-
mulations but in three dimensions. Bohatier & Nouguier (1999) compared
DEM results with continuum results and conclude that the continuum ap-
proach seems well adapted to the case of cohesive soils like clay, whereas
the discrete approach is probably a better approach for modelling sand or
gravel.
1.2.2 Continuum Theory
Many problems in engineering mechanics are concerned with the beha-
viour of matter in motion or in equilibrium under the action of externally
applied forces in various environments. A material body may be envisio-
ned as a collection of a large number of deformable particles (subcontinua or
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microcontinua) that contribute to the macroscopic behaviour of the body
(Eringen, 1999). For engineering purposes, it is usually possible to study
the behaviour of a material body by assuming the matter to be totally con-
tinuous. This simplifying assumption means that the particle structure of
matter is disregarded, and the matter is pictured without gaps or empty
spaces. Such study of the behaviour of matter can be accomplished by ap-
plying the classical laws of mechanics and thermodynamics that relate the
properties of matter at a point. A material that can be treated this way is
called a continuum, or continuous medium, and the theory describing the be-
haviour of such a material is called continuum mechanics or the theory of a
continuous medium (Frederick and Chang, 1972).
The interest of developing continuous models for discrete structures is
that discrete type analyses are very computer time intensive and, at least
for periodic structures, one might argue that a homogenised continuum
model would allow for a much more elegant and efficient solution. A con-
tinuum approach can be used to incorporate constitutive models such as
visco-plasticity and strain-softening and -hardening. Shear bands can be
observed which is difficult to capture with a DEM model (Coetzee, 2000).
The formulation of the classical continuum is found in most textbooks
on elasticity and continuum mechanics (Frederick and Chang, 1972; Bo-
resi and Chong, 2000; Malvern, 1969; Timoshenko and Goodier, 1970). In
this theory every point in the continuum has three translational degrees-of-
freedom. This formulation is good enough when material such as steel or
other metals are modelled.
In granular materials the discreteness of the system is often important
and rotational degrees of freedom are active, which might require enhan-
ced theoretical approaches like microcontinua (Herrmann, 1999). The con-
cept of microcontinuum naturally brings a length scale into the continuum
theory. The response of the continuum body is influenced heavily with
the ratio of the characteristic length λ (associated with external stimuli) to
the internal characteristic length l (Eringen, 1999). When λl  1, the clas-
sical continuum theory gives reliable predictions since a large number of
particles act collaboratively. However, when λl ' 1, the response of the mi-
crocontinua (particles) becomes important. There are many other natural
substances which also clearly point to the necessity for microcontiua (Er-
ingen, 1999). Suspensions, blood flow, liquid crystals, porous media, poly-
mers, solids with microcracks, slurries and composites are a few examples
which require consideration of the motion of their microconstituents, e.g.,
blood cells, suspended particles, fibres, grains, crystals, etc.
In polar continuum theories, the material points are considered to pos-
sess orientations. Eringen (1999) classified the different polar theories as
follows: A material point carrying three deformable directors (micromor-
phic continuum) introduces nine extra degrees of freedom over the classical
theory. When the directors are constrained, then we have microstretch con-
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tinuum, and the extra degrees of freedom are reduced to four: three micro-
rotations and one microstretch. In micropolar (polar) continuum, a point is
endowed with three rigid directors only. A material point is then equipped
with three degrees of freedom for rigid rotations only, in addition to the
classical translational degrees of freedom. Eringen (1999) describes these
three continuums (called 3M continua) in detail.
It appears that there is a considerable scatter in opinions concerning the
appropriate formulation of a micropolar continuum theory. Some authors
advocate a constrained (dependent) formulation taking into account the
continuum rotations in order to incorporate higher displacement gradient
effects (Steinmann, 2000). On the other hand, some authors prefer to formu-
late a polar continuum theory in terms of an unconstrained (independent)
rotation field.
Steinmann (2000) highlights the variational interrelation between these
two prominent formulations of polar continua: the gradient type conti-
nuumwith constrained rotations and the Cosserat continuumwith uncons-
trained rotations. Because of the additional rotational degrees-of-freedom,
nonpolar constitutive laws cannot be used with polar continua. The non-
polar constitutive laws must be adapted to include the rotational degrees-
of-freedom which leads to new laws such as polar elasticity and polar pla-
sticity. The rotations are induced by couple stresses within the continuum.
The presence of couple stresses result in a stress tensor, which is no longer
symmetric as in the case of a nonpolar continuum. In the case of a Cos-
serat continuum where the rotations are unconstrained, the rotations are
called Cosserat rotations and the couple stresses are called Cosserat couple
stresses.
The Cosserat continuum is the most transparent and straightforward
extension of nonpolar continuum models (de Borst, 1991). The Cosserat
continuumwas proposed as early as in 1909 by E. and F. Cosserat. Probably
because of its relative complexity, it received little attention. Nevertheless,
renewed interest arose after a dormant period of some 50 years, primarily
due to the works of Mindlin (1964) and Toupin (1962). These researchers
were attracted by the theoretical challenges and beauties of nonconven-
tional continuum theories. Large-scale numerical computations were, ob-
viously, not possible in those years. These contributions have considerably
broadened the original concept of the Cosserat brothers and the termino-
logy polar elasticity has become the vogue to describe these extended or
generalised elasticity theories. Yet, interest died in the late 1960’s, probably
because of the inherent complexity of the theory, which results in a gover-
ning set of differential equations that is analytically insoluble except for the
most simplest cases. Other arguments against the use of polar elasticity
were put forward by Koiter who unfortunately based his conclusions on a
rather special type of polar elastic solid, which may have blurred a proper
assessment (de Borst, 1993).
1.2. Theories for Modelling Granular Materials 6
There are two reasons why the applicability and usefulness of the Cos-
serat continuum should now be viewed differently than a few decades ago.
First, there is the development of numerical methods, whichmakes that the
degree of complexity that is inherent in polar solids is onlymarginally grea-
ter than in conventional continuum models. Secondly, renewed interest
for polar continua arose recently within the context of inelastic localisation
computations where boundary layer effects prevail. It is well-known that
the nonpolar modelling of materials exhibiting softening, leads to mesh
dependence of the post peak response when the deformation pattern is li-
mited to a highly localised zone (Steinmann, 2000).
The Cosserat approach was rediscovered mainly by researchers (Muhl-
haus and Vardoulakis, 1987) looking for a remedy for this deficiency of nu-
merical computations within the nonpolar continuum theory since it tur-
ned out that rotations are an essential ingredient in failure zones where
shear failure mechanisms play a dominant role. Oda (1993) observed the
presence of rotations and couple stresses in shear zones during experimen-
tal shear tests.
The Cosserat continuum possesses some significant advantages com-
pared to the discrete element method (Dai et al., 1996). For example, it
is flexible and economical when used with numerical methods. Cosserat
elements (with rotational degrees-of-freedom and the conventional trans-
lational degrees-of-freedom) can be implemented into conventional finite
elements without the necessity of interface elements as used in hybrid co-
des, which combine finite elements and discrete elements. Typical com-
puter times required for problem solutions are about 50% higher than the
computer times of nonpolar continuum analyses, whereas in the case of the
discrete method the time increase may be 10-100 times. Because the Cos-
serat continuum deals with the discontinuum as a continuum, most of the
concepts and methodology of conventional continuum mechanics can be
used in a straightforward fashion.
Tejchman&Wu (1996) numerically investigated the localisation of shear
bands in dry sand during biaxial compression tests with a finite element
method using a hypoplastic constitutive law. The hypoplastic constitutive
law was established within the frame of a classical (nonpolar) continuum.
The calculations were carried out with an initial imperfection in the form
of a weak element in the mesh. The numerical results showed that a hypo-
plastic model could be useful for investigating the shear zones inside gra-
nular bodies. The calculated thickness of the shear zone and the calculated
inclination of the shear zone inside the sand specimen were found, howe-
ver, to be dependent on the spatial discretisation. The calculated thickness
was equal to the dimensions of the finite elements, and the calculated incli-
nation of the shear zone corresponded to the orientation of the mesh lines.
Loss of ellipticity of field equations describing the bodymotion when using
nonpolar softening constitutive laws, related to the absence of a characte-
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ristic length, is the reason for the mesh size and mesh alignment depen-
dence. The shortcoming of nonpolar laws for investigating localisation in
granular materials can be overcome with the aid of a Cosserat continuum,
which enables a characteristic length to be included into the constitutive re-
lation. In this case, numerical results converged to a finite size of the shear
zone upon mesh refinement (Tejchman and Bauer, 1996). The numerical
results show that the polar hypoplastic model implemented in a finite ele-
ment code can be useful for investigating the shear zones inside granular
materials. The calculated results of biaxial compression tests are in good
agreement with the experimental data. The difference between the nonpo-
lar continuum and Cosserat continuum formulations is significant in the
shear zone, wherein the Cosserat rotations and the couple stresses are no-
ticeable. The stress tensor is nonsymmetric here. Outside the shear zone,
the Cosserat effects (Cosserat rotations and couple stresses) are negligible
(Tejchman and Bauer, 1996).
Muhlhaus & Vardoulakis (1987) and Muhlhuas & Hornby (1997) ass-
umed that slow granular flow could be described within the framework
of an incremental Cosserat plasticity theory (plasticity theory adapted for
the Cosserat continuum). They predicted shear band thickness of the or-
der of 10-20 average grain diameters, a result that is in good agreement
with the range of shear band thicknesses observed in experiments. Cer-
rolaza et al. (1999) developed Cosserat non-linear finite element analysis
software for blocky structures. Cramer et al. (1999) also used a Cosserat
finite element method to solve elasto-plastic problems with associated and
non-associated flow rules. In non-associated plasticity, localisation phe-
nomena are encountered which may lead to an ill-posed problem when
the nonpolar continuum theory is used. Their results demonstrated the
superior behaviour of the Cosserat continuum in contrast to the classical
continuum, which leads to strain concentrations in shear bands of finite
width. Other researchers (de Borst, 1993; Iordache and Willam, 1998) have
also shown that the Cosserat continuum gives better results when strain-
softening, strain-hardening, localisation and shear banding are present.
The Cosserat continuum has also been used to model practical pro-
blems and industrial granular flow. Adhikary et al. (1999) modelled large
deformations in stratified media and Tejchman & Gudehus (1993) and Te-
jchman (1996) modelled silo filling. Comparison between the numerical
calculations and the experimental results shows rather satisfactory agree-
ment. The Cosserat effect was also observed to be significant in the shear
zones, which are created along the silo walls. In a shear zone, Cosserat ro-
tations and couple stresses are noticeable. Outside a shear zone, Cossserat
effects are negligible. Thus, the Cosserat rotation is a suitable indicator of
shear zones (Tejchman, 1996). The calculated thickness of the shear zones
was also realistic.
Fatemi & van Keulen (2002) presented a three-dimensional finite ele-
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ment model based on the Cosserat continuum theory for stress analysis
in bone structures. The internal length scale is incorporated to account
for the microstructural effects on the macroscopic behaviour of bone. It
is observed that stress and strain distributions predictions based on Cosse-
rat theory significantly differ from classical theory, especially in areas with
high gradient of deformations.
1.3 Numerical Methods
The use of the Finite Element Method (FEM) to specifically model problems
related to soil mechanics and granular flow is discussed. The disadvanta-
ges of FEM and the need for meshless methods are presented.
1.3.1 The Finite Element Method
Well-known numerical methods that are available to solve the partial dif-
ferential equations of the continuum formulation are FEM and the finite
difference method. Over the last 25 years, the finite element method has
developed into the industry standard for solving a wide variety of solid
mechanics problems. The problem of computational mechanics however
grows more challenging. For example, in the simulation of manufacturing
processes such as extrusion and molding, it is necessary to deal with extre-
mely large deformations of the mesh while in computations of castings the
propagation of interfaces between solids and liquids is crucial. In simulati-
ons of failure processes, we need to model the propagation of cracks with
arbitrary and complex paths.
These problems are not well suited to conventional computational me-
thods such as FEM or finite difference methods. The underlying structure
of these methods, which originates from their reliance on a mesh, is not
well suited to the treatment of discontinuities, which do not coincide with
the original mesh lines. In fracture problems, for instance, element edges
provide natural lines along which cracks can grow. This is advantageous if
the crack path is known a priori, but in most complex fracture phenome-
non the crack path is unknown. Thus, the most viable strategy for dealing
with moving discontinuities in methods based on meshes is to remesh in
each step of the evolution so that mesh lines remain coincident with the dis-
continuities throughout the evolution of the problem. This can, of course,
introduce numerous difficulties such as the need to project betweenmeshes
in successive stages of the problem, not to mention the burden associated
with a large number of remeshings (Belytschko et al., 1996).
FEM is also not sufficiently robust in the case of large strains, because it
leads to excessive distortions of the element mesh. As a remedy, remeshing
techniques may be used but all the state variables have to be mapped from
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the distorted mesh to a newly-defined one. Such a kind of mapping intro-
duces additional computational errors and makes them ineffective (Wiec-
kowski, 2002).
FEM has successfully been applied in the geo-environment to solve pro-
blems where the strains remain relatively small. Goh (1993) modelled a
cantilever retaining wall under static conditions. Chi & Kushwaha (1991)
investigated the three-dimensional forces on a soil tillage tool at the point
of soil failure. Their results were in agreement with experimental results.
The authors mentioned above, used the classical continuum formulation.
Other authors have used FEM based on the Cosserat formulation. Cramer
et al. (1999) used a finite element method that employs mesh refinement
strategies based on both the classical continuum and the Cosserat conti-
nuum. They modelled a strip footing on cohesive soil and slope stability of
cohesionless soil. They obtained good results and showed that the Cosserat
continuum has superior behaviour in contrast to the standard continuum
in those applications. Tejchman (1996) implemented the Cosserat conti-
nuum into a finite element method to investigate the filling of a silo. The
numerical simulation of the filling process in the silo models was perfor-
med in such a way that the entire weight of the silo fill was incrementally
fed into the silo, i.e. element layer by element layer. The calculated stresses
were found to be in accordance with the experimental data. Tejchman &
Bauer (1996) investigated shear band formation in dry sand during biaxial
compression and used a Cosserat finite element method. Adhikary et al.
(1999), Iordache &Willam (1998) and de Borst (1991) have also based their
finite element methods on the Cosserat continuum, but did not apply it to
geomechanics problems. In all of the above examples, the displacements
and deformations were small enough to be modelled with a standard finite
element method.
Some authors have used FEM and applied remeshing successfully. Bo-
hatier & Nouguier (1999) modelled soil cutting using software developed
for metal forming or cutting which incorporates an efficient automatic re-
meshing procedure. They, however, excluded gravity because the software
did not take it into account. They compared their results to that of similar
DEM simulations and obtained good qualitative agreement of the displace-
ments and velocity fields. Remeshing can however be problematic where
history-dependent material properties are present (Sulsky et al., 1995).
The objective of meshless methods is to eliminate at least part of the
mesh structure by constructing the approximation entirely in terms of no-
des (Belytschko et al., 1996). However in many meshless methods, recourse
must be taken to meshes in at least parts of the method. Thus, it becomes
possible to solve large classes of problems (e.g. large deformations, cracks
and discontinuities) that are very awkward with mesh-based methods.
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1.3.2 Meshless Methods
Although meshless methods originated about twenty years ago, little re-
search effort has been devoted to them until recently. The starting point,
which seems to have the longest continuous history, is the smooth par-
ticle hydrodynamics (SPH) method presented by Lucy (1977), who used
it for modelling astrophysical phenomena without boundaries such as ex-
ploding stars and dust clouds. Compared to other methods in these times,
the rate of publications was very modest for many years and is mainly re-
flected in the papers of Monaghan and co-workers (Monaghan, 1982, 1988).
In these papers, the method was explained as a kernel estimate to provide
a more rational basis. However, except for some estimates on the accuracy
of the kernel estimate, which is not directly relevant to the accuracy of the
method in the solution of partial differential equations, there was little in
the way of estimation of the accuracy of the method.
Recently there has been substantial improvement in thesemethods. Swe-
gle et al. (1995) have shown the origin of the so-called tensile instability
through a dispersion analysis of the linearised equations and proposed a
viscosity term to stabilise it. Johnson & Beissel (1996) have proposed a me-
thod for improving the strain calculation. Liu et al. (1995) have proposed a
correction function for kernels in both the discrete and continuous case.
A parallel path to constructing meshless approximations, which com-
mencedmuch later, is the use of moving least square approximations. Nay-
roles et al. (1992) were evidently the first to use moving least square appro-
ximations in a Galerkin method called the diffuse element method. Be-
lytschko et al. (1994) refined and modified the method and called their me-
thod, element-free Galerkin. This class of methods is consistent and, in the
forms proposed, quite stable, although substantially more expensive than
SPH.
Other methods such as SPH, FLIP (Fluid-Implicit Particle, Brackbill &
Ruppel (1988)) and Particle-in-Cell (PIC, Sulsky et al. (1995)) are called par-
ticle methods. Particle methods can be characterised as methods where
the solution variables are attributed to Lagrangian point masses instead of
computational cells (Benson, 1992). The particle methods were originally
used for fluids but can be applied to solids.
1.3.3 The Particle-in-Cell Method
Sulsky et al. (1995) developed a particle-in-cell method (called Material-
Point-Method, MPM) applicable to solid mechanics that can be used to mo-
del impact, penetration and large deformations. Their formulation is an
extension of the FLIP particle-in-cell method. The particle-in-cell method
represents a material by Lagrangian mass points, called particles, moving
through a computational grid (finite element or finite difference). The clas-
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sical PIC method (Harlow, 1964) is partially Lagrangian in that only a mass
and position is attributed to each particle. This procedure is highly success-
ful in tracking contact discontinuities and modelling highly distorted flow.
However, to reduce the amount of numerical dissipation, the MPM method
has been developed in which each particle is attributed all the properties of
the material, including momentum and energy and is sometimes referred
to as a “full-particle” method.
In the PIC method, a single-valued velocity field is used which preclu-
des the interpenetration of two bodies or any two media with different
path-independent constitutive relations. This no-slip condition between
different bodies is contained in the basic algorithm at no additional cost.
Bardenhagen et al. (2000) developed a contact model that still forbids in-
terpenetration of different bodies, but allows separation and sliding and
rolling with friction.
Wieckowski and co-workers presented several papers on PICmodelling
of silo filling and discharging (Wieckowski, 2002, 2001, 2000; Wieckowski
et al., 1999; Wieckowski, 1998). They used a classic continuum approach
under plane strain and axisymmetric conditions. Drucker-Prager elastio-
plastic and hypoplastic constitutive models were employed with Coulomb
friction between the material and the silo walls. The results of flow rates
were compared to empirical results with good agreement. Muhlhaus et al.
(2000) used the Particle-in-Cell method based on the Cosserat formulation
to model silo flow (discharging). A Drucker-Prager elastio-plastic constitu-
tive model was used, but no comparisons with empirical or experimental
results were made.
The research group of Schreyer have used the PIC method with good
results for a wide range of large deformation problems (such as metal cut-
ting, impacts and penetrations). According to them, the PIC method has
the advantage of simplicity over other meshless methods and materials go-
verned by history dependent constitutive models can successfully be mo-
delled (Sulsky et al., 1994; Burgess et al., 1992). Mechanical contact and
impact arise in a large number of situations. The problem is difficult be-
cause possible contact must be sensed, normals to surfaces constructed and
interaction forces assigned to prevent interpenetration. Problems of this
type usually involve large deformations and inelastic response. Sulsky &
Schreyer (1993) demonstrated that the PIC method can be used to model
such impact and contacts without the need for a special contact algorithm,
in fact, because the displacement field is forced to be single valued, the
PIC method handles impact and contact as a natural consequence of the
algorithm. Sulsky & Shreyer (1996) developed an axisymmetric form of
the PIC method. Results from the Taylor problem of cylinders impacting
a rigid wall were presented and the results compared well with experi-
mental data and existing numerical solutions. In Bardenhagen et al. (2000),
the PIC method is used for modelling shear deformation of an assembly of
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granules. A special contact algorithm is used to model the Coulomb fric-
tion between the individual granules. In Sulsky et al. (1995) and Sulsky &
Schreyer (1993), they have modelled the impact of an elastic steel disk on
an elastic-perfectly plastic (von Mises) aluminium target at high velocity.
Both plane strain and axisymmetric approaches were used and the results
were in good agreement with experimental measurements. Schreyer et al.
(2002) modelled delamination, a type of failure that can occur in layered
composites. The PIC method was used to avoid remeshing and remapping
of history variables. The solutions showed no sensitivity of delamination
propagation with mesh orientation. Shen et al. (2000) studied the deforma-
tion characteristics of ductile polycrystalline materials at elevated tempe-
ratures by considering a square segment of material subjected to different
stress modes. The PIC method was used to model the polycrystalline mi-
crostructure numerically.
A common feature of meshless methods such as the element-free Galer-
kin method, is their computational cost and routine use for a wide range of
applications appears not to be feasible (Schreyer et al., 2002). SPH is much
less complex, but unfortunately this method is subject to instabilities under
tensile states of stress and must be applied carefully (Swegle et al., 1995;
Schreyer et al., 2002). In comparison with these meshless methods, PIC ap-
pears to be considerably less complex. With the use of an explicit time
integration scheme, the computational cost increase of PIC is about 20%
over that associated with the use of low-order finite elements, compared
to current forms of the explicit element-free Galerkin approach where the
cost exceeds that of low-order elements by a factor of 4-10 (Schreyer et al.,
2002). The PIC method is based on standard FEM, which is used to solve
the equations of motion, conservation of mass and temperature evolution.
Advantages include the whole body of theory from FEM, the fact that most
of the code can be standard, and the robustness of the method.
1.4 Thesis Goals and Outline
1.4.1 Goals
Earthmoving equipment is not only used for mining, it also plays an im-
portant role in the agricultural and earthmoving industries. The equip-
ment is highly diverse in shape and function, but most of the soil cutting
machines can be categorised into one of three principal classes: blades, rip-
pers and buckets or shovels. Tools that resemble blades include bulldozer
front blades, road graders, hauling scrapers, snowplows and other straight-
edged blades. These instruments cut and push soil or other granular ma-
terial at a depth that is generally less than their width. Ripper type tools
are narrower compared to their working depth and are often attached to
bulldozers and graders when it is necessary to cut and loosen hard soil.
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Figure 1.1: A typical walking dragline
Buckets are blades equipped with sides that form a space in which soil or
other materials can be cut and lifted up. The basic shape of earthmoving
tools has not changed a great deal since antiquity, although most are ope-
rated today by mechanical power sources and their construction benefits
from modern metallurgical engineering.
Draglines are used to remove blasted overburden from open cast mi-
nes. Its removal exposes the coal deposits beneath for mining. A dragline,
as depicted in figure 1.1, is a crane-like structure with a huge bucket of up
to 100m3 in volume. Draglines are an expensive and essential part of mine
operations and play an important role in the competitiveness of South Af-
rican mines. In the coal mining industry it is generally accepted that a 1%
improvement in the efficiency of a dragline will result in an R 1 million
increase in annual production per dragline (Esterhuyse, 1997).
The main goal of this dissertation is to model the flow of loose (cohe-
sionless) granular material in front of flat bulldozer blades and into drag-
line type buckets using a continuum method. During these processes, the
material experiences large deformations, free surface flow and the forma-
tion of shear bands. All of these must be accurately modelled so that pre-
dictions of soil flow patterns and resultant forces andmoments on the blade
and bucket are possible.
To reach this goal, a PIC code was developed to model these proces-
ses under plane strain conditions. The code called PICCUS (Particle-in-Cell
Code University of Stellenbosch) is based on both the Cosserat and classic
continuum formulations. Published numerical and experimental results
were used to validate the code. Blade and bucket results were compared to
experimental measurements and observations as well as DEM simulations
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(Coetzee, 2000).
1.4.2 Novelty
The only known researchers who used the PIC method based on the Cosse-
rat continuum are Muhlhaus et al. (2000). They modelled silo and trapdoor
flow , i.e. natural gravitational flow. Bohatier &Nouguier (1999) investiga-
ted forced flow (blade cutting) but based on the classic continuum formu-
lation for history independent material and FEM with remeshing and in the
absence of gravity.
The application of the Particle-in-Cell method based on the Cosserat
continuum formulation with history-dependent constitutive equations on
forced granular flow is unique. Neither Muhlhaus et al. (2000) nor Boha-
tier &Nouguier (1999) compared their results with experiments. Tejchman
(1996) performed numerical simulations of silo filling with a hypoplastic
Cosserat continuum and compared his results to that of an experiment. The
silo was, however, filled layer-by-layer and standard FEM could be used
under the assumed quasi-static conditions.
The numerical simulation of bucket filling has only been performed by
Cleary (1998b) and Coetzee (2000). Both authors used discrete element me-
thods. The modelling of bucket filling with a continuum method has not
yet been done.
1.4.3 Outline
Chapter 2 gives a brief overlook of the Particle-in-Cell method based on the
classic nonpolar continuum formulation. Chapter 3 gives an overview of
the different boundary conditions and initial conditions that were used.
In Chapter 4, analytical and published numerical data are used to eva-
luate and validate the code. Particle-in-Cell simulations performed by other
authors are repeated to validate the correct implementation of the code.
This includes the impact of an elastic steel disk on a perfectly plastic alu-
minium target and the discharge of a silo. The analytical solution of a rigid
disk on an inclined plane is used to validate the contact model. Different
values of friction coefficient and angles of inclination are used to model
either a stick-rolling contact or a slip-rolling contact. The impact of two
elastic bodies is modelled to demonstrate the conservation of momentum
and energy. The analytical solution of a simple oedometer test is used to
validate the implementation of a Mohr-Coulomb constitutive model. In an
oedometer experiment, two of the principle stress components are equal,
and during plastic flow, the stress point evolves along a shear-shear edge
of the Mohr-Coulomb criterion representation in the principal stress space.
The method of characteristics is used to determine the forces acting on a
flat blade and the shape of the material shear band. The results for different
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blade depths and mesh sizes are compared. The analysis of a strip loading
on an elastic mass is compared to an analytical model. The distribution of
the major andminor principal stresses below the footing is compared to the
analytical solution.
In Chapter 5 published experimental results are used to evaluate and
validate the code. Not all of the problems being analysed involve large
displacements. The simulation of slope stability and anchor pull-out tests
for instance, can be performed with standard FEM codes. It does, however,
indicate that these types of applications, typical to civil and geotechnical
engineering, can be modelled using PIC. It also shows that using PIC, no
special contact elements are needed, between the anchor and the soil for
instance, which is the case when FEM is used.
The polar continuummethod is only used in blade, bucket and silo mo-
delling. In Chapter 6 the flow of loose granular material in front of a flat
bulldozer blade, into an excavator type bucket and the discharge of a silo is
modelled. Blade and bucket results are compared to published experimen-
tal data and published DEM results. Silo experiments and DEM simulations
were performed as part of this dissertation and the results compared to
polar and nonpolar continuum results.
Chapter 7 concludes with some recommendations and possible further
work. Appendix A describes the notations used: index notation and Has-
senpflug notation. Appendix B gives an overview of classic continuum
mechanics and Appendix C describes the Cosserat continuum theory. Ap-
pendix D describes rigid body kinematics used in the Cosserat continuum
theory. Appendix E gives the essential finite element theory on which PIC
is based. Only four noded isoparametric elements are treated. In Appendix
F, a detailed description of the Particle-in-Cell method based on the Cosse-
rat continuum is given. Appendix G describes the PIC contact model. This
model is based on Coulomb friction theory. Appendix H and Appendix I
describe the nonpolar and polar constitutive models respectively. The con-




In this chapter, a brief description of the Particle-in-cell (PIC) method ba-
sed on the classic continuum formulation is given. In the first part of this
chapter, index notation is used to denote vectors and matrices. In the latter
part, Hassenpflug notation is used (Hassenpflug, 1993) to avoid confusion
between node numbers and indices. Numerical subscripts indicate node
numbers and x, y and z indicate coordinate directions. A description of the
notations is given in Appendix A. Plane strain conditions are assumed.
A more complete description based on the Cosserat continuum is given in
Appendix F.
2.2 Space Discretisation
First, the initial configuration of the body is divided into a number of sub-
regions. This is done as depicted in figure 2.1. In the centre of each subre-
gion a material point or particle is placed. This material point represents
the subspace, and is given a mass mp. The mass is calculated by assuming
that the whole mass of the subregion is concentrated at the material point.
The mass of a material point is constant and does not change with time or
position. The density ρ (xi) represented by this collection of discrete mass










where xi is an arbitrary position vector, x
p
i is the position vector at mate-
rial point p, Np is the total number of material points and the Dirac delta
function is defined as follows:
δ (x− a) =
{
0 x 6= a




δ (x− a) dx = 1 (2.2.2)
For clarity, the equations of motion are derived for a single element only.
The whole system would be analysed by assembling the matrices and vec-
tors as in standard FEM routines. The mass of each material point is fi-
xed which ensures mass conservation. The well known linear momentum
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Figure 2.1: The element mesh and material points within the subdomains




= ρ fi + σij,j (2.2.3)
with vi the velocity vector, fi a vector containing the body forces and σij is
the Cauchy stress tensor. As in FEM, the equation of virtual work is used as
the starting point. The equation of virtual work is obtained by multiplying
equation 2.2.3 by a test (weighted) function wi followed by integration over

















→ σij = ρσsij (2.2.5)
Substituting this definition of the specific stress into equation 2.2.4, and
















where τi is the surface traction acting on surface Swith a unit normal vector
nj. Substitution of the discrete density representation, equation 2.2.1, into
equation 2.2.6 and making use of the definition of the Dirac delta function
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yields an discrete expression where the integration is performed as a sum

























The superscript p indicates a variable evaluated at the material point. For






The element mesh used is similar to that of FEM. Four noded quadrilateral
elements are used. Under the assumption of two-dimensional conditions,
the acceleration field v˙i ≡ dvidt , for example, can bewritten in terms of nodal-
and shape function-values





= N v˙n (2.3.1)
where N is amatrix containing the shape functions. Thismatrix, for a single
element, can be written as follows:
N ≡
[
N1 0 N2 0 N3 0 N4 0
0 N1 0 N2 0 N3 0 N4
]
(2.3.2)
where the subscripts indicate the element node number. The element nodal
acceleration vector v˙n contains the nodal values of the acceleration field,
v˙n ≡
[
v˙x1 v˙y1 v˙x2 v˙y2 v˙x3 v˙y3 v˙x4 v˙y4
]T (2.3.3)
where the first subscript indicates the coordinate direction and the number
indicates the element node number. The same can be applied to the vector













with σsxy = σsyx. Using these definitions, equation 2.2.7 can be written as
follows:


































where the superscript p indicates values evaluated at the material points,
e.g., N p ≡ N (xp). The arbitrary test vector w appears in all the above
terms and can thus be dropped. The final discretised system of equations
follows as
M v˙n = F
int + F ext (2.3.6)
where the mass matrix M is given by









the internal force vector is given by









and the external force vector is given by

















The matrix Bp contains shape function gradients, and for a single element
it can be written as
Bp =
N1,x 0 N2,x 0 N3,x 0 N4,x 00 N1,y 0 N2,y 0 N3,y 0 N4,y
N1,y N1,x N2,y N2,x N3,y N3,x N4,y N4,x
p (2.3.10)
where the subscripts (, i) are interpreted as the derivatives with respect to
the i global coordinate direction, e.g., N1,x = ∂N1∂x . In practice, to simplify
computations, a lumped mass matrix is used instead of the consistent mass
matrix given by equation 2.3.7. The lumped mass matrix is a diagonal ma-
trix with each entry being the corresponding row sum of the consistent
mass matrix. Matrix inversions become trivial if a lumped matrix is used,
at the cost of introducing a small amount of numerical dissipation (Burgess
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et al., 1992; Brackbill et al., 1988). The consistent mass matrix can also be sin-
gular for certain arrangements of the particles. There appears to be only a
few arrangements of particles that yield a singular consistent mass matrix,
but nearby arrangements might result in an ill-conditioned matrix. On the
other hand, the lumped matrix is diagonal and well conditioned.
2.4 Time Integration
Let the time step size be ∆t. The solution to the system of equations 2.3.6
is found at discrete instants in time t, t + 1, . . . , t + n. The calculation du-
ring each time increment consists of three phases: an initialisation phase, a
Langrangian phase and a convective phase.
2.4.1 Initialisation phase
Assume that the position and velocity vector, stress tensor, strain tensor
and history dependent variables of each material point are known at time
t. With the position of each particle known, its shape function values can be
computed and hence the mass matrix, M t, given by equation 2.3.7. Map-
ping of the particle velocities to the nodes is required for the initial data for
the solution to equation 2.3.6. The following equation is solved to obtain
the nodal velocity tvn at time t:














T is the material point velocity vector at time t, containing
the velocity components in the x- and y-directions respectively. This equa-
tion expresses equivalence of momentum calculated for the material points
and for the nodes (Wieckowski et al., 1999).
2.4.2 Lagrangian phase
With the shape functions and stresses of each particle known, the internal-
and external-force vectors can be calculated using equations 2.3.8 and 2.3.9
respectively. With these two vectors and the mass matrix known, equati-





F int,t + F ext,t
)
(2.4.2)
The "new" nodal velocity, vn
t+1, at time t+ 1 is obtained by using an explicit
time integrator:
vn
t+1 = tvn + ∆t ˙
tvn (2.4.3)
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Using the new nodal velocity, the increment in strains can be calculated at







This vector can be calculated using matrix Bp,t,
∆εp,t+1 = ∆t Bp,tvn
t+1 (2.4.5)
During the Lagrangian phase the shape function values at the particle po-
sitions do not change. Thus, the shape functions and the matrix Bp can be
evaluated at time t. With the increment in strain known, the stress state at
each particle can be calculated based on the chosen constitutive model:
∆εp,t+1 constitutive model−−−−−−−−−→ σ p,t+1 (2.4.6)
History dependent variables, such as strain-hardening parameters, may
also be updated at this stage. During the Lagrangian phase the nodes are
assumed to move at the computed nodal velocity vn
t+1. Thus, points in the
interior of the element move in proportion to the motion of the nodes, as
given by the representation using the nodal shape functions. Since shape
functions are used to map the nodal velocity continuously to the interior
of the element, the positions of the material points are updated by moving
them in a single-valued, continuous velocity field. Similarly, the velocity of
a material point is updated by mapping the nodal accelerations to the ma-
terial point position. The updated material point position vector follows
as
xp,t+1 = xp,t + ∆t N p,t vn
t+1 (2.4.7)
Similarly, the updated velocity vector is given by
vp,t+1 = vp,t + ∆t N p,t ˙ tvn (2.4.8)
Because the velocity field is single-valued, interpenetration of material is
precluded. This feature of the algorithm allows simulations of impact and
penetration without the need for a special contact algorithm.
2.4.3 Convective phase
At this point in the computational cycle, the material points are completely
updated and carry the complete solution, i.e., all the state variables needed
to start a new calculation step are carried by the material points. During
the convective phase, the material points are held fixed and the element
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mesh can be redefined. The mesh can be chosen in any convenient man-
ner, for example adaptive meshes can be used to resolve sharp gradients
and interfaces. The simplest and most convenient choice is, however, to
keep the existing mesh. Since the material points do not move during the
convective phase, material point properties have the same value at the end
of the convective phase as they had at the end of the Lagrangian phase.
This completes the computational cycle. A new cycle is begun using the
information carried by the material points to initialise nodal values on the
element mesh.
2.5 Stability
In the previous sections, a simple explicit time integrator is used of which
the time step should satisfy the stability condition, i.e., the critical time step
should be the smallest ratio of the element size to the wave speed through
the material. For small displacements, the spatial discretisation in PIC is
equivalent to that of FEM using Gauss points at the same locations as those
of the material points in each element. Therefore, the convergence beha-
viour of the integrator used is similar to that employed to integrate the cor-
responding equations in FEM. However, according to Chen et al. (2002), no
consistent theoretical results have been obtained for the convergence beha-
viour of time integrators when larger deformations occur and a reasonable
time step is usually found through numerical experiments.
2.6 The Polar Continuum
In the previous sections a description of the PIC method was given based
on the classic continuum. In Appendix F, a more detailed description is
given of PIC, based on the Cosserat continuum. In this section the Cosse-
rat continuum is briefly discussed. A detailed description of the Cosserat
continuum theory is given in Appendix C.
The kinematics of Cosserat continua are characterised by rotational de-
grees of freedom wci , which are independent of the translation described
by the displacement field ui. Thus, the field of continuum macro-rotations
no longer coincides with that of micro-rotations at each material point. The
micro-rotation wci differs from the classical macro-rotation wi since three ro-
tational degrees-of-freedom are introduced in addition to the conventional
three translational degrees-of-freedom. Under two-dimensional conditions
each material point has two translational degrees-of-freedom and one rota-
tional degree-of-freedom wc3.
For the formulation of constitutive relationships, deformationmeasures
which are invariant with respect to rigid body motions are needed. In the
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Cosserat theory two deformation measures are defined. Relative rotation,
Ωi = wi − wci (2.6.1)
and the curvature,
κij = wci,j (2.6.2)
which is a measure of the relative rotation between neighbouring mate-
rial points. The symmetric linear strain tensor of the classic continuum is
combined with the relative rotation to form a single tensorial deformation
measure,
λij = ui,j + ε ijkwck (2.6.3)
where ε ijk is the permutation symbol.
In a Cosserat continuum the couple per unit area (couple-stresses µij),
acting across a surface within amaterial volume or on its boundary, is taken
into account in addition to the usual force per unit area (stresses σij). The
couple-stresses are conjugate to the micro-curvatures κij.
The presence of the couple-stresses does not affect the linear momen-





= ρ fi + σij,j (2.6.4)
where vi is the velocity field. The moment of momentum equation of the
nonpolar continuum, however, should be reconsidered. This equation is
extended in two ways. Firstly, the body moment ci per unit mass and the
couple stresses µij are introduced in addition to the moments of the body
force per unit mass fi and the moments of the stresses σij. Secondly, it is
supposed that each material point has spin angular momentum hci per unit
mass (m2·s−1). In the two-dimensional case the angular momentum can be
written as hc3 = J33 w˙
c
3 where J33 is the material points moment of inertia in
the direction perpendicular to the working plane. The angular momentum
balance becomes:




This results in a stress tensor that is nonsymmetric, e.g. in general σ12 6= σ21.
2.7 Constitutive Models
During the Lagrangian phase of the PIC calculation cycle, increments in
strain are calculated and related to increments in stress using a constitu-
tive model (equation 2.4.6). For a detailed description of the nonpolar and
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polar constitutive models and their implementation, see Appendix H and
Appendix I respectively.
Nonpolar elastic, Drucker-Prager andMohr-Coulombmodels were used.
The Drucker-Prager (FLAC, 1998) model is expressed in terms of two gene-





p = 13 (σ11 + σ22 + σ33)
(2.7.1)
where J2 is the second invariant of the stress deviator tensor. The failure
criteria is described in the pq-plane, with the shear yield function given by
f s = q+ qφp− kφ (2.7.2)
and the tension yield function (tension cutoff) by
f t = p− σt (2.7.3)
where qφ and kφ are constant material properties and σt is the material ten-
sile strength. The constant qφ is related to the material friction angle. The
shear potential function gs corresponds in general to a non-associated flow
rule and has the form
gs = q+ qψp (2.7.4)
where qψ is a material constant related to the material dilatancy angle. With
qψ equal to qφ, the flow rule is termed associated, otherwise it is called non-
associated. The flow rule for tensile failure is associated and given by
gt = p (2.7.5)
With the current stress state known, the new stress state is calculated
using a single-step return algorithm. The algorithm assumes that the total
strain increment is elastic which is then used to calculate an increment in
stress. This stress increment is then added to the current stress state to
obtain the trial stress state. The trial stress state is then checked against the
failure criteria (shear and tension). If either of the failure criteria is violated,
a one step return algorithm is used to bring the trial stress state back to the
yield surface using the two potential functions respectively.
The Mohr-Coulomb model (FLAC, 1998) with tension cutoff has a non-
associated shear flow rule and an associated tensile flow rule. The shear
and tension yield functions are given by
f s = σ1 − σ3Nφ + 2c
√
Nφ
f t = σt − σ3
(2.7.6)
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where σ1 and σ3 are principal stresses with σ1 ≤ σ3, σt is the material tensile




with φ thematerial friction angle. The shear and tension potential functions
are given by







and ψ is the material dilatancy angle. The same single-step return algo-
rithm used in the Drucker-Prager model, is used in the Mohr-Coulomb
model.
In the principal stress space, the Drucker-Prager shear criterion is re-
presented by a cone with its axis along the line σ1 = σ2 = σ3. The Mohr-
Coulomb shear criterion is represented by an irregular hexagonal pyramid.
The parameters qφ and kφ can be adjusted so that the Drucker- Prager cone
will either pass through the outer or the inner edges of the Mohr-Coulomb
pyramid (FLAC, 1998). For outer adjustment,
qφ =
6√
3 (3− sinφ) sinφ
kφ =
6√
3 (3− sinφ) c cosφ
(2.7.10)










A polar elastic and Drucker-Prager model were used. In formulating
Cosserat elasticity and elasto-plasticity, it is useful to make use of gene-
ralised curvatures, e.g. κ31l, where l is a material parameter with the di-
mension of length. It is this parameter which effectively sets the internal
length scale in the continuum, and therefore has the role of a “charac-
teristic length”. Assuming plane strain conditions, the strain and stress
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components can be assembled in two vectors, de Borst (1991) and de Borst
(1993):











Note that by multiplying the curvatures by the length parameter l, all com-
ponents of the strain vector have the same dimension. The couple-stresses
are divided by the characteristic length to obtain a stress vector in which
all the entries have the same dimension.
Assuming that the elastic strain vector is linearly related to the stress
vector, the following equation can be written
σ c = Deεce (2.7.14)
where De is the stiffness matrix containing the elastic moduli:
De =

2Gc1 2Gc2 2Gc2 0 0 0 0
2Gc2 2Gc1 2Gc2 0 0 0 0
2Gc2 2Gc2 2Gc1 0 0 0 0
0 0 0 (G+ Gc) (G− Gc) 0 0
0 0 0 (G− Gc) (G+ Gc) 0 0
0 0 0 0 0 2G 0
0 0 0 0 0 0 2G

(2.7.15)
with c1 = 1−ν1−2ν and c2 =
ν
1−2ν , G is the shear modulus and v Poisson’s
ratio. Gc is an additional material constant, completing the four material
constants that are needed to describe the elastic behaviour of an isotropic
Cosserat continuum under planar deformations. The coefficient 2 has been
introduced in terms De66 and D
e
77 in order to arrive at a convenient form of
the elasto-plastic constitutive equations. The total (bending) stiffness that
sets the relation between the micro-curvatures and the couple stresses is
basically determined by the value of the internal length scale l.
The Cosserat Drucker-Prager model used was proposed by Muhlhaus
(1987). The yield function f is given by
f = q+ α(γ)p− c (2.7.16)
and the potential function g by
g = q+ β(γ)p (2.7.17)









(σ11 + σ22 + σ33) (2.7.19)
The second invariant of the deviatoric stress tensor J2 is given by:




where sij is the deviatoric stress tensor, α is a friction factor, β a dilatancy
factor, c is cohesion, γ the hardening parameter and a1, a2 and a3 are mate-
rial parameters. Muhlhaus (1987) derived, on a macroscopic level and by
taking into account slip and rotation in a random assembly of circular rods
with a fixed diameter, the following set of parameters: a1 = 38 , a2 =
1
8 and
a3 = 1. This set is referred to as the standard set. From micromechanical
considerations it was also shown by Muhlhaus & Vardoulakis (1987) that:
Gc =
G
2 (a1 − a2) (2.7.21)
The new stress state is calculated using an iterative trial stress method.
An elastic predictor and a plastic corrector with radial return mapping is
used and convergence is achieved within two to three iterations (Tejchman,
1997).
A rigid body model was also implemented and used for the modelling
of strip footings, anchors, blades and buckets.
Chapter 3
Boundary and Initial Conditions
3.1 Introduction
Correctly specified boundary and initial conditions are needed to obtain
specific solutions of the partial differential equations that describe the me-
chanics of granular flow. This chapter gives an overview of the different
boundary and initial conditions used.
3.2 Boundary Conditions
In general, boundary conditions can be either fixed boundaries, applied
traction or absorbing boundaries. In fixed boundaries, displacement and
rotation can be fixed in one or more of the coordinate directions.
Modelling sometimes involves media which, at the scale of the analysis,
are better represented as unbounded. An unbounded medium can be mo-
delled as a bounded medium if the correct artificial numerical boundaries
are enforced. In static analyses, fixed boundary conditions can be placed at
some distance from the region of interest. In dynamic simulations, howe-
ver, such boundaries lead to the reflection of outward propagating waves
back into the model. The use of a large enough model would minimise
the problem, since material damping will absorb most of the energy in the
waves reflected from the boundaries. The alternative is to use absorbing
boundaries of which the viscous boundary developed by Lysmer & Kuhle-
meyer (1969) and Kunar et al. (1977) is an example.
In PICCUS nodes can be fixed in one or more of the coordinate directions
or a constant traction (pressure) can be applied. In all the models where
the reflection of waves from the boundaries could have an influence on
the results, the models were made large enough for the reflecting waves to
have no significant effect. No absorbing boundaries were used.
In the basic PIC algorithm no slip contact between different bodies is
achieved without additional cost. This is the result of the bodies moving in
a single-valued velocity field. A contact model developed by Bardenhagen
et al. (2000) was used to apply Coulomb friction at the boundary nodes of
contacting entities. This model allows no interpenetration of the entities in
the contact normal direction, but do allow frictional slip in the tangential
direction. A detailed description of the contact model and its implementa-
tion is given in Appendix G.
Strip footings, anchors, blades and buckets were modelled as rigid bo-
dies. The contact model was used to model the contact between these rigid
28
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bodies and the granular material by specifying the friction coefficient µ.
The Cosserat rotation at the contacting interface could either be free or fi-
xed (wc3 = 0).
The roughness of a wall can quantitatively be characterised by the ave-
rage distance rw from the peak to the valley of asperities (Tejchman, 1997).
It is, however, the ratio between thewall roughness and themean grain dia-
meter, rwd50 , that determines the interface behaviour between thewall and the
grains. According to Tejchman (1997) no rotation should be allowed at re-
latively smooth interfaces. Tejchman (1997) reports that shear tests on sand
showed that in the case of rough surfaces, particles experience both sliding
and rotation. In the case of smooth surfaces the sand mass simply slided
along the surface with very little rotation. The rotation along a smooth sur-
face was about 200 times smaller than for rough walls. A smooth interface
is defined when rwd50 < 0.1.
3.3 Initial Conditions and Damping
In many situations the precise initial stress field is not known. In some sim-
ple cases it can be calculated analytically, but for most practical problems,
this is not possible. It is, however important to specify realistic initial con-
ditions, since it can have an influence on the results and the stability of the
computation.
In PICCUS, the initial velocity and/or stresses at a material point can
be specified. When the initial velocity is specified, only a uniform velocity
field can be used, i.e., the velocity of all material points will be the same.
Different methods of specifying the initial stresses are provided in PICCUS.
3.3.1 Uniform Stress Field
Using this method, a uniform stress field is created by specifying the indivi-
dual stress components σ11, σ12 = σ21, σ22 and σ33 for a nonpolar continuum
and σ11, σ12, σ21, σ22, σ33, µ31 and µ31 for a Cosserat continuum. Care should
be taken since the initial conditions may cause the material not to be in
equilibrium and it may also violate the yield criterion.
A uniform initial stress field is a realistic approach for deep under-
ground excavations. In such a case, the gravitational variation of stress
from top to bottom of the excavation may be neglected because the va-
riation is small in comparison with the magnitude of stress acting on the
volume of material to be modelled.
3.3.2 Stress Field with a Gradient
Near the ground’s surface, the variation in stress with depth cannot be
ignored. In a uniform layer of soil with a horizontal free surface, the ver-
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tical stresses (σ22) are usually equal to −ρgh, where g is the magnitude of
the gravitational acceleration in the vertical direction (x2) and usually ta-
ken as g = 9.81m·s−2. Note that this results in a negative value in σ22,
i.e. a compressive stress. The mass density of the material is denoted by ρ
and h is the depth below the free surface. However, the horizontal stresses
(σ11 and σ33) are more difficult to estimate. It is common to represent the





⇒ σh = Ko σv (3.3.1)
Under the assumption that gravity is suddenly applied to an elastic mass
of material, initially stress free, in which lateral movement is prevented, it




where ν is Poisson’s ratio. For natural soil this condition hardly ever app-
lies in practice (FLAC, 1998) due to repeated tectonic movements, material
failure, overburden removal and locked-in stresses due to faulting and lo-
calisation. Of course, if enough knowledge of the history of the particular
volume of material is available, it is possible to simulate the whole process
numerically, to arrive at the initial conditions. This approach is seldom
feasible. Several theoretical and empirical relationships for Ko have been
postulated for natural soil. Probably the simplest and most widely known
is the approximation to the theoretical formula by Jaky (1944):
Ko = 1− sin(φ) (3.3.3)
where φ is the material friction angle. This method of estimating the initial
stresses, of course, is only applicable when the free surface is horizontal
and without steps.
3.3.3 Layer-by-Layer Method
Figure 3.1 shows the configuration of a blade or wall typically used to mo-
del retaining walls or earthmoving equipment respectively. The bottom
and side boundaries can be either fixed in one or more of the coordinate di-
rections. A layer-by-layer method is used to generate initial stresses. One
layer of material is created, starting at the bottom, with initial stresses given
by





































σ12 = σ21 = 0
µ31 = µ32 = 0 only for Cosserat continuum
(3.3.4)
where Ko = 1 − sin(φ) and h the height measured from the free surface
of the current layer to the material point. With gravity activated, heavy
damping is applied until static equilibrium is reached, equilibrium being
defined when the maximum value in particle velocity is smaller or equal
to 1× 10−8 m·s−1. After an equilibrium state has been reached, the next
layer is added. This procedure is followed until the bottom edge of the
wall/blade is reached. The wall/blade is then created and material ad-
ded to the right of the wall/blade, layer-by-layer. The wall/blade may be
smooth or have a specified friction.
In order to obtain the static equilibrium state, the equations of motion
must be damped. The objective is to achieve the steady state in a nume-
rically stable way with minimal computational effort. A form of damping
called local non-viscous damping was implemented in which the damping
force on a node is proportional to the magnitude of the unbalanced force
at the node (FLAC, 1998). The direction of the damping force is such that
energy is always dissipated. The damping force is simply added to the
equation of motion, equation 2.3.6, and is given by
Fi
damp = −α
∣∣∣Fiint + Fiext∣∣∣ sign(vn) (3.3.5)
where vn is the nodal velocity vector and α the damping factor. For a detai-
led description of the damping implementation see Appendix G.
Chapter 4
Numerical and Analytical Validation
4.1 Introduction
In order to use PICCUS for practical applications, it should be thoroughly
evaluated and validated. In this chapter, published numerical data as well
as analytical results are used to validate the code. Some of the simulations
are exactly the same as performed by other authors using PIC, thus those
only validate the implementation of the code.
4.2 Simulation of a High Velocity Impact
This simulation consists of an AISI 52-100 chromium steel disk impacting
an elastic-perfectly plastic target of 6061-T6 aluminium under plane strain
conditions. The material properties are summarised in table 4.1. The alu-
minium target has dimensions of 60mm wide and 40mm high. The steel
disk has a diameter of 9.53mm and an initial velocity of 1160m·s−1. The
steel disk is assumed to be linear elastic and the aluminium target to be
elastic-perfect plastic and obeying a von Mises yield criterion. The yield
stress σy is the yield stress for the material in simple tension.
The computational domain is 60× 60 mm in size and consists of 50× 50
elements, i.e the size of one element is 1.2× 1.2 mm. There are, initially, 4
particles per element. No contact model is used, so the contact interface
between the disk and the target is a non-slip contact. All the boundaries
are fixed.
Figure 4.1 shows the penetration after 24 µs, computed by Sulsky &
Schreyer (1993). Figure 4.2 shows the penetration at the same time, using
PICCUS.
There are differences in the position of individual particles, but this might
be as a result of the original positions of the particles within the elements,
Table 4.1: Material properties used in impact simulation
Description Symbol Steel Aluminium
Young’s modulus E 200GPa 78.2GPa
Density ρ 7850 kg·m−3 2700 kg·m−3
Poisson’s ratio ν 0.3 0.3
Yield stress σy - 300MPa
32
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Figure 4.1: Penetrated configuration at t = 24 µs, (Sulsky and Schreyer, 1993)
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Figure 4.2: Penetrated configuration at t = 24 µs, (PICCUS)
which were not given by Sulsky & Schreyer (1993). Figure 4.3 shows the
penetration depth as a function of time. Here it can be seen that the pene-
tration predicted by PICCUS is in close agreement with the published data
from Sulsky & Schreyer (1993).
The final depth of penetration is 19mm. Silling (1992) made use of an
Eulerian code, CTH, and obtained a final penetration depth of 20mm. Tru-
cano & Grady (1985) performed experiments and measured a final pene-
tration depth of 21mm. Sulsky & Schreyer (1993) showed that the results
from plane strain (19mm) and plane stress (25mm) conditions bracket the
experimental result, while Sulsky et al. (1995) made use of two-dimensional
axisymmetric cylindrical coordinates and obtained a final depth of 18mm.
The experimental data shows that the sphere is more or less undeformed
after penetration (Trucano and Grady, 1985).
Figures 4.4 to 4.10 show the configuration at different times during the
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Sulsky and Schreyer (1993)
Figure 4.3: Depth of penetration as a function of time
simulation. The von Mises stress contours are also shown. The von Mises
stress reaches a maximum of 300MPa, the yield stress in simple tension.
The stresses are high at the boundaries due to the applied fixed constraints.
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Figure 4.4: Penetration at t = 0 µs, particles configuration and von Mises stress
Figure 4.5: Penetration at t = 3.2 µs, particles configuration and von Mises stress
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Figure 4.6: Penetration at t = 6.4 µs, particles configuration and von Mises stress
Figure 4.7: Penetration at t = 9.6 µs, particles configuration and von Mises stress
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Figure 4.8: Penetration at t = 12.8 µs, particles configuration and von Mises stress
Figure 4.9: Penetration at t = 32 µs, particles configuration and von Mises stress
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Figure 4.10: Penetration at t = 80 µs, particles configuration and von Mises stress
4.3 Inclined Plane Simulation
Without the use of a special contact model, all contacts are automatically
handled as non-slip contacts in the PIC method. This is a direct result of the
single-valued velocity field used to update the particle positions. In order
to model slip, a special contact algorithm must be employed. The model
used in PICCUS assumes a Coulomb friction model. This allows frictional
slip in the tangential contact direction and no interpenetration in the con-
tact normal direction. This model is described by Bardenhagen et al. (2000)
and the PICCUS implementation is given in Appendix G.
The simple case of an cylinder rolling down an inclined plane is used
to demonstrate the ability of PICCUS to model Coulomb frictional contacts,
figure 4.11a. The plane is inclined at an angle of θ to the horizontal, while
gravity acts vertically down. Figure 4.11b shows the geometry for the simu-
lation where the plane is aligned with the computational boundary, where
friction is applied, and gravity makes an angle θ to the vertical. If the disk
is rigid, its centre-of-mass velocity is tangent to the surface of the inclined
plane, figure 4.11a, and tangent to the horizontal boundary, figure 4.11b.
A rigid disk on an inclined plane will either roll and stick at the contact
point or roll and slip at the contact point. Whether the disk sticks or slips
depends on the coefficient of friction and the inclination angle. It can be
shown that if tanθ > 3µ the disk will roll and slip (µ is the coefficient of
friction), otherwise the disk will roll without slipping. For a rigid disk,
starting from rest, the x1-component of the centre position as a function of












Figure 4.11: (a) Cylinder on an inclined plane, (b) Geometry for simulation of
cylinder on inclined plane
time is given by equation 4.3.1.
x1(t) =
{
xo + 12 |g|t2(sinθ − µcosθ), tanθ > 3µ (slip)
xo + 13 |g|t2sinθ, tanθ 6 3µ (stick)
(4.3.1)
where xo is the initial centre position.
Simulations were performed with a linear elastic disk with a radius of
0.5m and gravitational acceleration of magnitude 9.81m·s−2. The compu-
tational domain had a size of 1.625× 1.250 mwith 26× 20 square elements,
i.e. 16 elements across the disk diameter. There are initially 4 particles
per element. The disk has a shear modulus G = 2.5MPa, a bulk modulus
K = 10MPa and a density of ρ = 3000 kg·m−3. The stresses at the particles
are initialised with a value given by the solution to the plane strain static
problem, σ11 = σ22 = −ρgh, σ33 = ν(σ11 + σ22), where g is the magni-
tude of the gravitational acceleration and h is the position of the material
point measured from the top free surface of the disk (Timoshenko and Goo-
dier, 1970). Figure 4.12 shows the disk after 0.3 seconds with θ = 60◦ and
µ = 0.9, i.e. a roll and stick contact occurs. The velocity vector of each
material point is shown, scaled to one-tenth.
Figure 4.13 shows the centre displacement (x1-component) as a function
of time for θ = 60◦ and µ = 0.3 (slip), θ = 30◦ and µ = 0.1 (slip) and θ = 60◦
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Figure 4.12: Disk at time t = 0.3 s, θ = 60◦, µ = 0.9. Velocity vectors V
−→
10
Table 4.2: The effect of mesh refinement on inclined plane simulation
Mesh size # Particles Initial DOF Running time Error at t = 0.3 s
26 × 20 812 510 415 s 14.60 %
52 × 40 3228 1788 2128 s 6.40 %
104 × 80 12892 6780 23 400 s 0.56 %
Computing times with dt = 1× 10−5 s, θ = 60◦, µ = 0.9
and µ = 0.9 (stick). The errors in centre position calculated at t = 0.3 s are
0.05%, 0.50% and 0.56% respectively. Mesh sizes of 26× 20, 52× 40 and
104 × 80 were used to investigate mesh dependency. With a finer mesh
the results are more accurate, as expected, and it also shows convergence.
The number of particles, running times and accuracy are summarised in ta-
ble 4.2. The simulations were run on an AMD 1.33GHz with 512 MB RAM.
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θ = 60°, µ = 0.3, 26 × 20
θ = 30°, µ = 0.1, 26 × 20
θ = 60°, µ = 0.9, 104 × 80
The solid lines indicate analytical solutions.
Figure 4.13: Inclined plane simulation: Centre position for different incline angles,
friction coefficients and mesh sizes
4.4 Impact of Two Elastic Bodies
The simple impact of two elastic disks were analysed to evaluate the con-
servation of momentum and energy. Figure 4.14 shows the two disks at
time t = 0. The domain size is 1.0× 1.0 m with 25 elements in each direc-
tion. With initially 4 particles per element, each disk has 316 particles. Each
disk has a diameter of 0.4m. Simulations are performed in the absence of
gravity. The material density is ρ = 1000 kg·m−3, Young’s modulus E =
1000 Pa and Poisson’s ratio ν = 0.3. Figure 4.15 to figure 4.17 show the
disks at the point of contact, minimum kinetic energy and the point where
contact is broken respectively. The contact between two bodies A and B is
defined at the contacting nodes and not the material points and therefore it
seems as if there is a gap between the two bodies in contact. Nodal contact
occurs when a node is common to two elements, say 1 and 2, and element 1
contains at least one material point belonging to say entity A, and element
2 contains at least one material point belonging to entity B.
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Figure 4.14: Initial positions of the disks at time t = 0.00 s
Figure 4.15: Positions of the disks at the point of contact, t = 1.30 s
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Figure 4.16: Positions of the disks at the point of minimum kinetic energy, t =
1.96 s
The disks start in the upper left and lower right hand corners with in-
itial velocity components of (0.1,−0.1) and (−0.1, 0.1) m·s−1 respectively.
Figure 4.18 shows the x1- and negative x2- components of the momentum
for the disk starting in the upper left hand corner. A time step of ∆t =
1× 10−5 s was used. There is no error in the numerical solution associated
with a uniform translation of the disk through the grid. This can be seen
by the fact that there is no change in momentum over the first 1.30 s, i.e.
up to the point of contact. The disks rebound and translate in the opposite
direction after the impact has occurred and the momentum switches sign.
The negative of the x2-component of momentum is indistinguishable from
the x1-component both before and after impact, which is expected as the
displacement of the disk makes an angle of 45◦ with respect to the axis.
The x1-momentum at time t = 4.00 s is slightly less than at time t = 0.00 s,
but with the error being only 0.235% it is acceptable.
Figure 4.19 shows the energy plots. All of the initial energy is kinetic
energy. The kinetic energy decreases during impact and is then mostly
recovered after separation. The strain energy reaches its maximum value
at the point of maximum deformation during impact and then decreases to
a value associated with free vibration of the disk. After impact, the strain
energy is small, but not zero. The fact that a zero value is not achieved can
be attributed to the activation of several modes which do not exhibit zeros
at the same time (Sulsky et al., 1994).
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Figure 4.17: Positions of the disks at the point where contact is broken, t = 2.68 s

























Figure 4.18: Momentum as a function of time for the disk starting in the upper left
hand corner, ∆t = 1× 10−5 s
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Figure 4.19: Energy as a function of time, ∆t = 1× 10−5 s. No slip contact
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∆t  = 1×10-3 s
∆t  = 1×10-4 s
∆t  = 1×10-5 s
Figure 4.20: Gain/Dissipation in total energy as a percentage of the total energy at
t = 0. Gain being positive and dissipation negative. No slip contact
4.4. Impact of Two Elastic Bodies 48
Table 4.3: Energy gain/dissipation using different time steps
Time step Max gain Max dissipation
1× 10−3 s 0.104 % 0.208 %
1× 10−4 s 0.010 % 0.021 %
1× 10−5 s 0.001 % 0.002 %
Figure 4.20 shows the dissipation and/or gain in total energy as a per-
centage of the energy at time t = 0 for different time steps. For the time
up to contact, there is no dissipation or gain in energy. During and after
contact, however, there are some dissipation and gain. As expected, with a
decrease in the size of the time step, there is a decrease in error. Table 4.3
summarises the results.
In the above simulations no contact model was used, i.e. no slip con-
ditions were assumed. If the contact model is used, Coulomb friction bet-
ween the two disks can be modelled. A friction coefficient of µ = 0.1 was
assumed. It took 36 s to complete a simulation assuming no slip, and app-
lying the contact model, the simulation took 42 s. When the contact model
is used, boundary nodes must be found each time step and the unit nor-
mal vector calculated at contacting nodes before a contact correction can be
applied. Thus the 16.7% increase in computation time.
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Figure 4.21: Energy as a function of time, ∆t = 1× 10−5 s, µ = 0.1
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Figure 4.22: Gain/Dissipation in total energy as a percentage of the total energy at
t = 0. Gain being positive and dissipation negative, ∆t = 1× 10−5 s
Figure 4.21 shows the total energy as a function of time when the Coulomb
friction model is used. It can be seen that during impact there is a loss in
total energy, but after impact, there is no additional dissipation. Figure 4.22
shows the dissipation as a percentage of the total energy at t = 0. On the
scale used in this figure, there is no discernable dissipation when a no slip
contact is assumed.
4.5 Oedometer Test
This example (FLAC, 1998) is used to evaluate the ability of the code to
determine stresses in a Mohr-Coulomb material subjected to an oedome-
ter test. In the principal stress space the Mohr-Coulomb shear criterion is
represented by an irregular hexagonal pyramid (Appendix H). In an oe-
dometer experiment, two of the principal stress components are equal, and
during plastic flow, the stress point evolves along an edge of the pyramid.
The purpose of this simulation is to indicate that the Mohr-Coulomb mo-
del as implemented in PICCUS, can handle such a situation. Results are
compared to analytical solutions.




Figure 4.23: Boundary conditions for oedometer test (FLAC, 1998)
Table 4.4: Material properties used in oedometer test
Description Symbol Value
Bulk modulus K 200MPa
Shear modulus G 200MPa
Cohesion c 1MPa
Friction angle φ 10◦
Dilatancy angle ψ 10◦ and 0◦
Tensile limit σt 5.67MPa
The boundary conditions for the plane strain oedometer test are shown in






∆ε12 = ∆ε21 = 0
(4.5.1)
Since the shear stresses are all zero, the normal stresses are principal stres-
ses. A constant velocity V is applied to the sample (V < 0) with a height
L.
The application of Hook’s law and the Mohr-Coulomb yield criterion
leads to a closed-form solution to this problem (Appendix H). This analy-
tical solution is compared to a numeric experiment using one element with
9 particles (3x3), figure 4.24. A rigid body plunger is used to induce the
constant velocity at the upper boundary. The plunger also has 9 particles
in a single element and the contact between the plunger and the Mohr-
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Figure 4.24: Oedometer test: Simulation setup with 9 particles per element. Plun-
ger material point velocity vectors v
−→
100
Coulomb material is frictionless, i.e. perfectly smooth. The other boundary
conditions are the same as in figure 4.23. The material properties used are
shown in table 4.4.
A time step of 1× 10−6 s, and a velocity of 10m·s−1 were applied. Two
runs were carried out, one with ψ = 10◦ and the other with ψ = 0◦. The
stress and strain in the x2-direction is monitored. To make a comparison
between the numeric and analytic results, the stress-strain curve is used.
The results are shown in figure 4.25 and the numerical predictions corre-
spond well with the analytical predictions. This shows that the model im-
plemented can handle the case where the stress path follows an edge on
the yield surface, automatically. The technique is only applicable to small-
strain increments, as at each time step only one flow rule and correspon-
ding stress correction is involved in case of plastic flow. As the stress point
follows the edge, it receives stress corrections alternating between two cri-
teria. In this process, two yield criteria are fulfilled to an accuracy which
depends on the magnitude of the strain increment.
4.5. Oedometer Test 53


















Numeric  ψ = 0°
Analitic ψ = 0°
Numeric  ψ = 10°
Analitic ψ = 10°
Figure 4.25: Oedometer test: Comparison between numerical and analytical pre-
dictions
4.6. Silo Discharging 54



























Figure 4.26: Oedometer test: Rigid body (plunger) force and normal stress (abso-
lute values)
Using the nodal forces, the total force on the rigid body (plunger) can
be calculated from the simulation. With the stress σ22 known, the force
exerted by the plunger can be calculated analytically. With the width of the
oedometer being 1m and plane strain conditions, the contact area between
the plunger and the material is 1m2, i.e. the force on the plunger should be
equal to the normal stress σ22. Figure 4.26 shows the comparison. It can be
seen that the prediction of the plunger force is accurate.
4.6 Silo Discharging
The problem of flow of a granular material during silo discharging is con-
sidered. The flow patterns and flow rate are of importance. The entire
discharge process is analysed which is difficult to model with FEM because
the flow of material is highly distorted. When the updated Lagrangian
formulation of the finite element method is used, the original mesh beco-
mes distorted so significantly that mesh re-mapping is needed to restore
proper element shapes (Wieckowski, 1998). Using an Eulerian formula-
tion of the finite element method, the granular material can be treated as a





Figure 4.27: Silo shape. Dimensions in mm
Table 4.5: Drucker-Prager material data for silo discharging
Description Symbol Value
Young’s modulus E 1MPa
Poisson’s ratio ν 0.3
Density ρ 1500 kg·m−3
Friction variable qφ 0.862
Tensile limit σt 0 Pa
Friction variable kφ 0
Dilatancy variable qψ 0
Material-wall friction µwall 0.364 (20◦)
non-classical fluid. The analysis is most useful in the case of continuously
refilling the silo. The discrete element method can also be used, but this
solution seems to be useful only when the ratio between the silo outlet dia-
meter and the material grain diameter is not large.
The silo shape is depicted in figure 4.27. A Drucker-Prager material mo-
del was used with the material data summarised in table 4.5. The friction
coefficient between the wall and the material is given by µwall , while the
other parameters are defined in Chapter 2.7.
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Figure 4.28: Material stresses at equilibrium
Because of symmetry, only half of the domain pictured in figure 4.27
was analysed. The half-silo was divided into square elements, 25 × 75,
i.e., 4× 4 mm. Initially, four particles per element were introduced. This
resulted in a total of 1875 elements and 7500 particles. The particles were
all created with zero initial stresses. Gravity was then applied with the silo
opening closed. Applying a damping constant, α = 0.8, an equilibrium
(static) state could be obtained. The system was assumed static when the
maximum value of velocity of all the particles satisfied |vmaxi | ≤ 1× 10−6
m·s−1. Figure 4.28 shows the different stress components in the material at
equilibrium.
After a static state was obtained, the silo was opened and material allo-
wed to flow out the silo. Figure 4.29 shows the results obtained by Wiec-
kowski (1998). In this analysis, 2194 triangular elements (of which the sides
were no longer than 6.25mm) were used and four particles per element,
i.e, 8776 particles. Calculations had been performed with a time increment
∆t = 5× 10−5 s. Figure 4.30 shows the results obtained using PICCUS, the
time increment also being ∆t = 5× 10−5 s.
Quantitatively, there is very good agreement in the flow patterns. The
friction models employed are not exactly the same and the discretisation
also differs (triangular vs square elements), which would account for the
slight differences.
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Figure 4.29: Deformations at time 0.2 and 0.4 seconds, Wieckowski (1998)
Figure 4.30: Deformations at time 0.2 and 0.4 seconds, PICCUS
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d / D = 0.1
d / D = 0.0
Wieckowski, 1998
PICCUS          
Figure 4.31: Silo flow rate
Wieckowski (1998) compared the flow rate with results obtained from











where ρ = 1500 kg·m−3, g = 9.81m·s−2, D = 0.1m is the width of the
outlet, and d is the diameter of the material grains measured in metres.
The flow rate W is then given in kg·min−1. The results are summarised
in figure 4.31. The result obtained by Wieckowski (1998) is shown as well
as those predicted by PICCUS. The two horizontal lines are the empirical
predictions using ratios dD = 0.0 and
d
D = 0.1 respectively. A fairly good
agreement between the numerical and empirical results is observed for the
time interval when the flow rate is nearly stabilised.
Wieckowski (1998) did not compare his results to experiments. The aim
of this analyses is only to validate the implementation of the code. Silo
discharging is studied in more detail in Chapter 6, where the results are
compared to experiments and DEM simulations.
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4.7 Blade Simulations
All soil cutting, moving and tillage instruments transfer soil from its ori-
ginal position. Thus the mechanical failure of the soil is involved in the
sense that the mass of soil being moved does not retain its original geome-
tric shape. The design of effective and efficient implements begins with the
analysis of the soil failure in order to predict the forces and energy required
by the implements.
The simplest form of soil cutting or tillage is that of a flat blade moving
through the soil. Different theories to predict the forces acting on a blade
were proposed. The methods of Coulomb (Hansen, 1961) and Perumpral
(Perumpral et al., 1980, 1983) assume that the material in front of the blade
fails and moves as a rigid body. The sum of all forces acting on this rigid
body can be used to solve for the forces acting on the blade.
A totally different method is based on the theory of plasticity (Soko-
lovski, 1954). This theory is based on the assumption that a state of failure
exists at any point within a certain area (zone ruptures) or on a certain
curve (line ruptures). By means of this assumption and using the equa-
tions of equilibrium, it is possible to solve soil pressure problems. The
material is assumed to be macroscopically homogeneous and in a critical
state. The definition for critical state is when the material or part thereof is
stressed to the limit of the Mohr-Coulomb yield criterion at the point just
before slip occurs. The analysis is conducted for static equilibrium and no
dynamic effects are taken into account. Deformation effects such as dila-
tion are not accounted for. A set of differential equations, derived from the
Mohr-Coulomb yield criterion and the equations of equilibrium, is nume-
rically solved using the method of characteristics and appropriate boun-
dary conditions and material properties. Figure 4.32 shows the result from
such a calculation where the blade makes an angle θ with the vertical. The
different characteristic curves (ξi, ηi), a direct result from the solution, are
shown. The outer curve ξ9 is called the rupture line or shear band. All the
material points within the region of the characteristic curves are in a critical
state. With the stresses at each node known, the forces acting on the blade
can be estimated.
In order to compare Sokolovski’s method to results from PICCUS, simu-
lations were performed with a vertical blade (θ = 0) at different depths,
h. Figure 4.33 shows the initial particle configuration close to the blade for
h = 0.27m. There were initially four particles per element and the total do-
main size is 1.0× 0.5 m, with 100× 50 square elements, resulting in 15840
particles. The bottom boundary was fixed in the x2-direction and free in the
x1-direction, while the left- and right-hand boundaries were fixed in the x1-
direction and free in the x2-direction. A Mohr-Coulomb elastic-perfectly-
plastic material was used, with the properties summarised in table 4.6
Particles were all created with zero stresses. With only gravitational
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Figure 4.33: Initial particle configuration close to the blade, h = 0.27m
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Table 4.6: Material properties used in blade simulation
Name Symbol Value
Young’s modulus E 1GPa
Density ρ 1500 kg·m−3
Poisson’s ratio ν 0.3
Friction angle φ 35◦
Dilatancy angle ψ 0◦
Cohesion c 0 Pa
Tensile limit σt 0 Pa
Table 4.7: Blade simulation parameters
Name Symbol Value
Integration time step ∆t 1× 10−5 s
Damping α 0
Gravity gi (0.00,−9.81) m·s−2
Blade-material friction µ 0.2
Blade velocity v 0.005m·s−1
forces acting on the material, and using a damping constant of α = 0.8,
the material was then allowed to reach static equilibrium. Equilibrium was
defined when the maximum value in particle velocity satisfied |vmaxi | ≤
1× 10−8m·s−1.
The stresses at static equilibrium are shown in figure 4.34. Using the simu-
lation parameters summarised in table 4.7, the blade was given a constant
velocity in the x1-direction. This resulted in the material in front of the
blade being pushed forward until it yielded. Figure 4.35 shows the x1- and
x2-forces exerted by the blade on the material during a typical simulation.
The negative x2-force indicates that the material tended to push the blade
upwards, out of the material.
The blade forces start from almost zero and then increase in value as the
material is being accelerated. After 1.5 s the forces seem to reach a steady
value and only small oscillations are present. The average force between
2.0 and 7.0 s was compared to the forces predicted by Sokolvski’s method.
Figure 4.36 shows the results from using different blade depths. From this
it can be seen that there is good agreement between the two different me-
thods. PICCUS’s predictions of the x1-force are roughly between 64 and
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Figure 4.34: Blade simulation: initial stresses, h = 0.27m
103N too high, while there is excellent agreement on the x2-force. The per-
centage difference, defined as
∆F% =
F PICCUS − F Sokolovski
F Sokolovski
100% (4.7.1)
is shown in figure 4.37. From this it can be seen that as the blade depth
increases, the difference decreases.
The material failure can be investigated by looking at the velocity of the
particles. The Coulomb and Perumpral methods assume that the material
within the yield region moves as a rigid body with a definite shear band
separating it from the virgin material. Figure 4.38 shows the velocity vec-
tor of every tenth particle and the shear band calculated by Sokolovski’s
method. It is clear that the material points above the shear band have a
much higher velocity then the material points below the line.
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Figure 4.35: Blade simulation: typical blade forces, h = 0.21m
The material failure can also be investigated by looking at which ma-
terial points are stressed up to the Mohr-Coulomb yield surface f s = 0.
Figure 4.39 and figure 4.40 show the material as well as the Sokolovski pre-
dicted shear bands for h = 0.27m and 0.15m respectively. The material is
coloured according to the stress at each point. The lighter regions indicate
material points with the stresses on the yield surface, i.e., material yielding
at that time, and the darker regions indicate material with stresses such
that f s > 0, i.e., in an elastic state of stress. These figures also indicate good
agreement between the Sokolovski predictions and those obtained using
PICCUS. The material in the shear band and above it yields, while the ma-
terial below the shear band stays in the elastic range. No cohesionwas used
which means that the apex of the yield surface is at σ1 = σ2 = σ3 = 0. The
material at the free surface has stress components close to zero and there-
fore it shows yielding even away from the region affected by the blade.
Different mesh sizes were used to investigate the effect of mesh refi-
nement on the blade forces. A blade depth h = 0.21m was used. Fi-
gure 4.41 shows that the forces acting on the blade converge with mesh
refinement. The effect of mesh refinement on the shear bands are shown in
Chapter 6, where polar and nonpolar results are compared to experiments,
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x1-force (PICCUS)    
x2-force (PICCUS)    
Figure 4.36: Blade simulation: Comparison of blade forces
Sokolovski’s method and DEM results.
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Figure 4.37: Blade simulation: Percentage difference in the prediction of the blade
forces
Figure 4.38: Blade simulation: Particle velocity vectors, scaled 15 times, h = 0.27m
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Figure 4.39: Blade simulation: Material stress, lighter regions - material yielding,
darker regions - material in an elastic state, h = 0.27m
Figure 4.40: Blade simulation: Material stress, lighter regions - material yielding,
darker regions - material in an elastic state, h = 0.15m
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Figure 4.41: The effect of the mesh size on the blade forces, h = 0.21m
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4.8 Elastic Strip Footing
This analysis concerns a strip loading on an elastic mass. Figure 4.42 shows
the geometry of the problem being analysed and the PICCUS discritisation.
Only one symmetric half of the problem is analysed with the boundary
conditions as shown in the figure. A square mesh of 80× 80 elements is
utilised with a smooth interface between the rigid footing and the material.




























Figure 4.42: PICCUS model for strip loading on an elastic mass
The footing was given a downward velocity of V = 0.01mm·s−1 until the
pressure reached a 100 kPa. The footing was then kept still and a damping
factor of α = 0.8 was applied until a equilibrium state was reached.
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Table 4.8: Material properties used in elastic footing simulation
Name Symbol Value
Young’s modulus E 20GPa
Density ρ 1000 kg·m−3








Figure 4.43: Definition of parameters used in the elastic solution to the footing
problem
A closed-form solution for this problem, using the notation given in fi-
gure 4.43, is given by Poulos&Davis (1974). The stresses at the coordinates




























Figure 4.44 shows the principal stresses along x1 = 0 under the strip foo-
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Figure 4.44: Comparison of stresses σ1 and σ3 along x1 = 0 under the strip footing
ting. The PICCUS results are within 6% of the analytical results. This com-
parison shows that the stresses within the material can be accurately pre-
dicted. The analyses of a more realistic problem is considered in Chapter 5
where a strip footing on a elasto-plastic clay is modelled and the results




In the previous chapter analytical solutions and published numerical re-
sults were used to validate PICCUS. In this chapter published experimental
data is used for validation.
5.2 Anchor Plates in Sand
Anchors form an important component of many civil engineering projects.
Anchors are typically used to support other structures such as towers, bridges
and roofs. Rowe & Davis (1982a,b), review the methods used to model and
analyse anchor behaviour.
The prediction of anchor plate behaviour is usually restricted to the li-
miting conditions of elastic displacement or ultimate capacity. The elastic
analysis only yields a load-displacement response within the elastic range.
Many approaches have been given to estimate the ultimate capacity or col-
lapse load. These methods involve the use of limit equilibrium concepts,
the method of characteristics and empirical corrections.
In general, anchor behaviour is influenced by the material properties,
the initial stress state, the boundary conditions and the anchor roughness
(Rowe and Davis, 1982b). As validation, the passive resistance of rectan-
gular anchors embedded in sand is modelled. The results are compared
to experimental results, under the assumption of plane strain. Vertically
pulled anchors and anchors pulled upwards at an angle of 45◦ are investi-
gated.
5.2.1 Vertically Pulled Anchors
Rowe & Davis (1982a) investigated the behaviour of vertically and hori-
zontally pulled anchors in sand. Model tests were performed using a dry,
medium grained quartz Sydney sand. The tests were performed in a steel
box 450mm× 606mm× 692mm high, figure 5.1. The anchor was a 51mm
wide and 8mm thick mild steel plate with length to breadth ratios of LB =
1, 2, 3, 4, 5, 8.75. All of the experimental load-displacement curves are not
published, and only the results with a ratio of LB = 8.75 were used for
comparisons. The load was applied to the centre of the anchor via a 8mm
diameter rod at a constant velocity of 0.025mm·s−1.
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Figure 5.1: Geometry for vertically pulled anchor. Dimensions are in mm.
The anchor plate was put on top of a 140mm layer of sand in the bottom
of the box. Additional sand was than added until the anchor was buried to
the required depth. The sand was sprinkled from a height of 25mm above
the surface. The unit weight of the sand γ was determined by weighing
the sand in the box and measuring the total volume occupied. Triaxial tests
were performed to determine the friction and dilatancy angles. No attempt
was made to measure the K0 value of the sand in the box, but empirical
correlations were used to make an estimate. Poisson’s ratio was also esti-
mated. The stiffness of the material is not given at all, and simulations were
performed with different stiffness values.
Figure 5.2 shows the simulation model. A symmetry plane is used to
model only half of the problem depicted in figure 5.1. The other boundary
conditions are shown in the figure. Initial stresses were specified using
K0 = 0.47. Damping (α = 0.8) was used to reach an equilibrium state, af-
ter which the damping was removed and the anchor, modelled as a rigid
body, moved at constant velocity in the vertical x2-direction. The mate-
rial properties and simulation parameters are summarised in table 5.1 and
table 5.2 respectively.
Two embedded ratios were used for comparison: hB = 3 and
h
B = 5. The
domain was divided into 44× 58 and 44× 78 square elements respectively,
to model the different ratios. Figure 5.3 shows the load-displacement cur-
ves for hB = 3, stiffness values of E = 700 kN·m−2 and E = 1000 kN·m−2
and a rough and smooth sand-anchor interface. The higher stiffness value
of E = 1000 kN·m−2 clearly follows the experimental result more closely
in the initial elastic region. The difference between a rough and smooth
interface has no effect on the ultimate capacity, which is within 5% of the

















Figure 5.2: Simulation model for vertically pulled anchor.
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Table 5.1: Mohr-Coulomb material data vertical anchor pull-out test
Description Symbol Value
Young’s modulus E 700MPa / 1000MPa
Poisson’s ratio ν 0.2
Unit weight γ 14.9 kN·m−3
Friction angle φ 32◦
Tensile limit σt 0 Pa
Dilatancy angle ψ 4◦
Cohesion c 0 Pa
Material-wall friction µwall Smooth/Rough
Coefficient of earth pressure K0 1− sin(φ) = 0.47
Table 5.2: Vertically pulled anchor simulation parameters
Name Symbol Value
Integration time step ∆t 1× 10−5 s
Damping α 0
Gravity gi (0.00,−9.81) m·s−2
Anchor velocity v 0.025mm·s−1
Number of material points Np 10608 - 14303
Initial number of degrees-of-freedom DOF 5095
measured value. It is also observed by Rowe & Davis (1982a) that for verti-
cally pulled anchors, the anchor roughness has little effect on the ultimate
capacity.
Figure 5.4 shows the experimental and numerical results for hB = 5. The an-
chor is assumed to be smooth and the stiffness taken as E = 1000 kN·m−2.
The simulation accurately predicts the load-displacement behaviour in the
elastic region and over predicts the ultimate capacity by roughly 3%.
All of the above simulations were performed using a Mohr-Coulomb
constitutive model with the parameters given in table 5.1. Figure 5.5 shows
the results using a Drucker-Prager model. The same friction and dilatancy
angles were used, and the Drucker-Prager parameters were chosen such
that the yield surface fits within the Mohr-Coulomb yield surface (inner
adjustment, equation H.6.2). Using the Drucker-Prager model, there is a
slightly more gradual transition from the elastic state to the plastic state.
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E = 700 kN/m2 - Smooth
E = 1000 kN/m2 - Smooth 
E = 1000 kN/m2 - Rough  
Experiment                
Figure 5.3: Load-displacement curve for vertically pulled anchor, hB = 3.
The ultimate capacity, however, is the same. The experiments were all
three-dimensional, while the simulations were two-dimensional. The ef-
fect of the edges of the anchor might be the reason for the differences in
measured and calculated loads.
5.2.2 Anchor Pulled at 45°
Murray & Geddes (1989) experimentally investigated the behaviour of an-
chors pulled at angles of 0◦ to 90◦ with the vertical. In this analysis, com-
parisons are made only to the case where the anchor was pulled at 45◦.
The results are also compared to that of upper and lower bound analysis
where the limit theorems of soil plasticity have been used. The upper and
lower bound theorems enable the theoretical failure load of an idealised
material to be bracketed. These theorems are based on the Mohr-Coulomb
constitutive model. Figure 5.6 shows the problem geometry. The anchor
width B = 51mm is the same as in the previous section, but the thickness
t = 6.35mm differs. The anchor width to length ratio used for comparisons
is LB = 10, although experiments were also performed for ratios
L
B = 1, 2
and 5.
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E = 1000 kN/m2 - Smooth
Experiment             
Figure 5.4: Load-displacement curve for vertically pulled anchor, hB = 5.
A medium grained sand, known as Portishead Fines, was compacted
in layers by vibration with the anchor fixed in position in the test contai-
ner. The sand in the container was weighed to calculate the average unit
weight γ. Direct shear box tests on the sand yielded the friction angle φ
and cohesion c. A modified shear box was used to determine the interface
friction µwall . No attempt has been made to determine the material stiff-
ness E, Poisson’s ratio ν, the dilatancy angle ψ or the coefficient at rest K0.
It has, however been shown in the previous section that the stiffness has
little effect on the limit load. Poisson’s ratio is taken to be ν = 0.2 and Mur-
ray & Geddes (1989) estimated the dilatancy angle to be within the range
ψ = 5◦ − 12◦. Table 5.3 summarises the material properties. Figure 5.7
shows the PICCUS model and table 5.4 summarises the simulation parame-
ters. The domain was divided into 80 × 32, 80 × 45 and 80 × 59 square
elements for the different embedded ratios hB = 2, 4 and 6.
Murray & Geddes (1989) do not provide the load-displacement curves
obtained from their experiments, but only give the ultimate loads for diffe-
rent embedded depths. The definition given by Rowe & Davis (1982a,b) is
used to determine the ultimate capacity, given a load-displacement curve.
The kn failure load is defined as the load which produces n times the dis-
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Experiment    
Figure 5.5: Comparison between Mohr-Coulomb and Drucker-Prager models on












Figure 5.6: Geometry for anchor pulled at 45◦. Dimensions are in mm.
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Table 5.3: Mohr-Coulomb material data for 45° anchor pull-out
Description Symbol Value
Young’s modulus E 1500MPa
Poisson’s ratio ν 0.2
Unit weight γ 16.8 kN·m−3
Friction angle φ 44◦
Tensile limit σt 0 Pa
Dilatancy angle ψ 12◦
Cohesion c 0 Pa
Anchor-sand friction µwall 11◦, (0.19)
Coefficient of earth pressure K0 1− sin(φ) = 0.31
Figure 5.7: Computed Geometry for anchor pulled at 45◦.
Table 5.4: Anchor pulled at 45° simulation parameters
Name Symbol Value
Integration time step ∆t 1× 10−5 s
Damping α 0
Gravity gi (0.00,−9.81) m·s−2
Anchor velocity v 0.012mm·s−1
Number of material points Np 10221 - 19021
Initial number of degrees-of-freedom DOF 5120 - 9602
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Figure 5.8: Load-displacement curve for anchor pulled at 45°, hB = 2.
placement that would have occurred had the soil remained elastic. This
definition is not dependent on scale or stiffness modulus, but the value of
n remains arbitrary. Rowe & Davis (1982a,b) suggest a value n = 4, i.e., k4
failure load. Figure 5.8 plots the dimensionless load factor P/γAh against
the anchor displacement. P is the load on the anchor measured in N, γ the
unit weight, A = BL is the frontal area of the anchor and h the embedded
depth. The calculation of the kn failure load is also shown by the figure.
The ultimate failure loads at different depth ratios are plotted in figure 5.9.
The simulations under predict the measured ultimate capacity for all three
depth ratios. The maximum difference is 9.3%. The upper-bound limit is
also shown. The biggest unknown in this problem is the initial stress state.
The value of K0 has been taken to be 1− sin(φ) according to Jaky (1944).
The way of preparing the sand bed, however, will have an influence on
this value. Rowe & Davis (1982a) have shown, that for a particular case, an
increase in K0 from 0.5 to 1.0, caused a 6% increase in the ultimate capacity.
The results show that PICCUS can model anchor pull-out tests which is
difficult to model with FEM. Special FEM contact elements would be nee-
ded to model the interface between the soil and the anchor. The contact
elements should be able to model break-away of the soil behind the an-
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Figure 5.9: The ultimate capacity at different depth ratios for the anchor pulled at
45°.
chor. The PICCUS contact model automatically allows break-away since
contact correction is only applied at nodes where the two bodies approach
each other in the contact normal direction. The bodies are allowed to freely
move away from one another.
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5.3 Strip Footings
In this section two strip footing problems are analysed: the one being a
slope stability problem (vertical cut) and the other a bearing capacity pro-
blem. Rilling (1994) performed well documented large-scale field tests un-
der plane strain conditions. PICCUS results are compared to the experimen-
tal results, as well as to the results from PLAXIS. PLAXIS (PLAXIS, 2 June
2003) is a quasi-static finite element code based on implicit integration of
the differential constitutive law. The PLAXIS simulations were performed
by the Institute of Geotechnical Engineering at the University of Stuttgart.
5.3.1 Test Setup
The frame depicted in figure 5.10 was used to perform tests under plane
strain conditions. In order to ensure plane strain on a middle section, the
strip footing was divided into three parts; the outer parts were one metre
long and the middle part 0.4 metre. Measurements were only done on the
middle section. The sections were placed close together, but without con-
tact. The loading was controlled by hydraulic presses and in such a way
that all three sections had the same vertical displacements. With measure-
ments made only on the middle section, plane strain conditions (measure-
ments) can be assumed.
Figure 5.11 shows typicallymeasured load-settlement curves. This graph
clearly indicates the different stress levels present in the two different pro-
blems being analysed. During the slope stability test, test A, the loading
pressure is in the order of 150 kPa, while during the bearing capacity test,
tests B1 and B2, it is in the order of 800 kPa − 1000 kPa. The difference
between the two B-tests, B1 and B2, is due to different locations and soil
heterogeneity.
Although both tests involve plane strain strip footings on the same type of
soil, they are completely different. The footing near the vertical cut invol-
ves a collapse mechanism as considered in slope stability analyses and the
other one yields a Prandl-type failure. This is also reflected in the magni-
tudes of the collapse loads, being very low for the slope-type failure and
high for the usual bearing capacity problem. Considering these different
stress levels and different collapse mechanisms, these field model tests are
outstanding for validating numerical collapse load calculations. Numerical
collapse load analyses are not directly needed for simple situations such as
a footing on a homogeneous half space, as this bearing capacity problem
has been solved analytically, but it is essential for more complex problems,
e.g. for a footing near a slope as also considered in this study.













Figure 5.10: Test setup, Rilling (1994). Dimensions in cm
5.3.2 Soil Parameters
The tests were performed on a clayey silt near the city of Heilbronn in
southern Germany. The soil consists of about 70% quartz, 15% feldspar
and 15% lime, but field heterogeneity caused considerable variations about
these mean values. The soil has a field porosity of about n = 35% with
nwater ' 30% and nair ' 5%. This gives a unit soil weight of γ = 20.5 kN/m3.
The Heilbronn clay is a stiff clay with a plasticity index of Ip = 20%. Finally
it should be noted that we consider a so-called man-made soil that was de-
posited in layers of 35 cm and then compacted to a thickness of 25 cm.
Triaxial tests were carried out on soil samples taken from the artifici-
ally compacted test site. Figure 5.12 shows the results from 16 different
test sets. Confining pressures of 50, 100 and 200 kPa were used. The fric-
tion angle and cohesion were obtained by fitting the straight line shown
in the figure to the data points using linear regression. They were found
to be c = 26 kPa and φ = 27◦. No consistent data on the soil stiffness is
given by Rilling (1994), therefore the stiffness used in the numerical model-
ling was obtained by curve-fitting: Load-displacement curves for different
stiffness values were compared to the measured curve, and a stiffness of
E = 25MN·m−2 was chosen for use in an elastic perfectly plastic Mohr-
Coulomb model. The soil parameters are summarised in table 5.5.
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Figure 5.11: Load-displacement curves from field tests.
Table 5.5: Mohr-Coulomb material data footing problems, Heilbronn silt
Description Symbol Value
Young’s modulus E 25MPa
Poisson’s ratio ν 1/3
Unit weight γ 20.5 kN·m−3
Friction angle φ 27◦
Tensile limit σt 0 Pa
Dilatancy angle ψ 0◦
Cohesion c 26 kPa
Coefficient of earth pressure K0 1− sin(φ) = 0.55
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c = 26 kPa
Figure 5.12: Triaxial results for Heilbronn silt
5.3.3 Bearing Capacity
Figure 5.13 shows the geometry used to model the bearing capacity pro-
blem. In the case of PICCUS, the material points are also shown. In PLAXIS
a total of 1050 6-noded elements were used with 2171 nodes. In PICCUS a
regular grid of 45× 30 = 1350 square 4-noded elements was used with a
total of 1426 nodes. Despite the comparable number of nodes the PICCUS-
grid is finer than the PLAXIS mesh, as the PICCUS-analysis was carried out
for half a symmetric footing. The side boundaries were assumed smooth,
i.e., only constrained in the horizontal direction. The bottom boundary was
constrained in both the horizontal and vertical directions. A Ko = 1− sinφ
initial stress state was assumed.
Table 5.6 shows the parameters used to perform the bearing capacity si-
mulations. Figure 5.14 shows the load-displacement curves obtained from
field measurements, PICCUS and PLAXIS. There is a good correspondence
between the PICCUS and PLAXIS results, predicting failure loads of 692 and
668 kPa respectively. The numerical methods accurately predict the mea-
sured initial stiffness and correspond well to the field data up to the stage
where the predicted failure loads are reached. The failure load, however,
is underestimated by approximately 25%. This difference might be due to















Figure 5.13: Discretisation of the bearing capacity problem: (a) PLAXIS and (b) PIC-
CUS (not to the same scale). Dimensions in m
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Table 5.6: Bearing capacity and slope stability simulation parameters
Name Symbol Value
Integration time step ∆t 1× 10−5 s
Damping α 0
Gravity gi (0.00,−9.81) m·s−2
Footing velocity v 0.5mm·s−1































Figure 5.14: Load-displacement curves for bearing capacity
several factors which are discussed at the end of the next section.
5.3.4 Slope Stability
Figure 5.15 shows the meshes that were used to model the slope stability
problem. In PLAXIS a total of 774 6-noded elements were used with 1664
nodes. In the PICCUS analysis a regular grid of 50× 35 = 1750 square 4-
node elements was used with a total of 1836 nodes. The left side boundary









Figure 5.15: Discretisation of the slope stability problem: (a) PLAXIS and (b) PIC-
CUS. Dimensions in m
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Figure 5.16: Load-displacement curves for slope stability
was assumed smooth, i.e., only constrained in the horizontal direction. The
bottom boundary was constrained in both the horizontal and vertical direc-
tions. The initial stress state was generated by first creating material over
the whole domain, using K0 = 1 − sinφ. The vertical cut was than ge-
nerated by removing the material layer by layer. After each removal, the
material was allowed to deform and to reach static equilibrium. The si-
mulation parameters are summarised in table 5.6. Figure 5.16 shows the
load-displacement curves for this problem. The PICCUS and PLAXIS results
are in good agreement, but underestimate the failure load by roughly 30%.
5.3.5 Conclusions
The results lead to the conclusions that PICCUS produces results that coin-
cide with the results from a conventional nonlinear elasto-plastic finite ele-
ment method. Another observation is that the failure load is significantly
underestimated by both numerical analyses. In order to understand this
one might consider the analytical solution of Soil Mechanics text books for
5.3. Strip Footings 89
the bearing capacity, which reads
Pmax = c Nc + γ b Nb (5.3.1)










Using the triaxial friction angle, φtr = 27◦, the ultimate capacity is calcula-
ted Pmax = 674 kPa. The value of 674 kPa corresponds well to the numerical
results, but not to the measured values. In order to match the latter values,
one would have to use a plane strain friction angle of φps = 30◦ which
would yield Pmax = 946 kPa. The friction angle φtr = 27◦ has been deter-
mined from triaxial experiments and used here in plane strain modelling.
The ratio between the triaxial- and plane strain friction angle is φpsφtr = 1.1.
For cohesive soils, this ratio of 1.1 is also suggested by Kulhawy & Mayne
(1990), whilst Wroth (1984) suggested the very similar ratio of 98 = 1.125.
Indeed, triaxial compression tests give relatively low friction angles and
the use of such values in computations is conservative. For geotechnical
design, it may be right to choose conservative values, but this would not
result in accurate predictions when numerical analyses are used to predict
reality.
Chapter 6
Blade, Bucket and Silo Modelling
6.1 Introduction
In this chapter, the flow of granular material (corn and sand) in front of flat
blades, into buckets and silo discharging are investigated. The blade and
bucket modelling follows on that of Coetzee (2000) who performed two-
dimensional DEM simulations and compared the results to experiments
with corn. In this study, PICCUS results of blades and buckets are com-
pared to both the DEM and experimental results of Coetzee (2000). PICCUS
and DEM results of silo discharging are compared to experiments with corn
and sand which were done as part of this study. Polar and nonpolar conti-
nua are used. The blade and the bucket are modelled as rigid bodies, while
the corn and sand are modelled with Drucker-Prager and Mohr-Coulomb
theories.
6.2 Blade and Bucket Modelling
6.2.1 Two-dimensional Test Rig
Figure 6.1 shows the main components of the test rig. Two glass panels,
2200× 820mm are mounted on the base structure. The distance between
these two panels is about 200mm and is slightly adjustable to ensure that
the tool profile is lined up between the two panels. The one panel (view-
ing side) consists of two glass sheets, one 10mm and one 6mm thick. The
10mm glass is to resist the high lateral pressures created by the material
being pushed forward by the blade/bucket. The 6mm glass sheet can ea-
sily be replaced if it gets scratched. The other panel (non-viewing side) con-
sists of a 3mm steel sheet and a 6mm glass sheet. The steel mainly resists
the lateral pressure while the function of the glass is to have the friction on
both sides the same.
The profile is attached to the trolley via a four-bar linkage mechanism.
The trolley is mounted on two sets of linear ball bearings. A stepper motor
connected to a ball screw moves the trolley forwards and backwards. Fi-
gure 6.2 shows the use of the arm-mechanism. When ground-engagement
tools such as dragline buckets are used, the bucket must have freedom of
motion in both the vertical and lateral directions for three-dimensional si-
mulations and at least freedom of motion in the vertical direction for two-
dimensional simulations. The arm-mechanism allows freedom of motion
in the vertical direction. Arm 1 is always fixed to the trolley, figure 6.2a,
90
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Figure 6.1: Two-dimensional test rig, Coetzee (2000)
while arm 2 can move freely in the vertical direction, figure 6.2c. Counter
weights can be added at the positions indicated, figure 6.2a. This allows the
weight of the bucket to be changed and the weight of the arms and linkages
to be cancelled. For simulation of other ground-engagement tools such as
bulldozer blades and cutting tools, arm 2 can be locked.
The whole test rig can be inclined with the use of the lifting frame. This
can be used to simulate the drag angle of draglines or any other tool wor-
king on an incline. The test rig can be inclined in steps of 5° up to a maxi-
mum of β = 30◦. When the test rig makes an angle β with the horizontal,
the two vertical arms are also at an angle β to the vertical. This means that
the freedom of motion is no longer in the vertical direction. To overcome
this problem arm 1 can be rotated relative to the trolley as in figure 6.2b.
This ensures that arm 2 stays in a vertical position. Further, the angle of the
profile relative to vertical arm 2, i.e. the attack angle, can be changed since
it is a parameter that influences the profile performance. The profiles are
fitted with two teflon wipers, one on each side, to prevent particles from
moving between the profile and the glass. Three sets of strain gauges are
used to measure the x1-force, x2-force and moment acting on the profile.
The x1- and x2-directions are indicated in figure 6.1.
The blade in the experiments had a height of 350mm and the bucket
dimensions are shown in figure 6.3. The moment centre Om is the point at
which the moment acting on the bucket is measured.











Figure 6.2: 2-D Test rig arm mechanism, Coetzee (2000)
6.2.2 Material
Rowlands (1991) observed that seed grains are suitable for experimental
testing and closely resemble natural granular flow into dragline buckets.
The grains have a relatively low friction coefficient with glass, which ma-
kes it a perfect experimental material. The seed grains were also found sui-
table for DEM simulations because the stiffness of the grains is less than the
stiffness of, say, gravel. The smaller stiffness results in a larger time step,
Coetzee (2000). For a close-packed assembly the stable time step is roughly
inversely proportional to the particle stiffness. Coetzee (2000) made use of
corn and wheat grains. These two materials have very similar properties
and in this study, only the results from using corn will be used (figure 6.4).
Oedometer and shear box tests were performed to determine the corn
properties. The oedometer tests yielded an oedometer stiffness Eoed. The











Figure 6.3: Bucket dimensions in mm
Figure 6.4: Corn grains, Coetzee (2000)
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Figure 6.5: Corn grains (a) measured [mm] (b) DEM grain, Coetzee (2000)
material stiffness or Young’smodulus E is related to the oedometer stiffness




where ν is Poisson’s ratio. From the shear tests, the friction angle φ and
cohesion cwere determined. By replacing half of the shear box with a glass
or steel sheet, the friction between corn and glass and corn and steel could
be determined. Poisson’s ratio and the dilatancy angle were not measured.
6.2.3 DEM Simulations
Coetzee (2000) performed DEM simulations using the commercial code PFC2D
(Itasca, 1999). Figure 6.5 shows the range of the measured dimensions of
the grains and the DEM particles used to model a single grain. A single
particle consists of two circular particles rigidly joined to form a so-called
clump. The particle density, inter-particle friction coefficient and stiffness
were determined through a series of numerical experiments. The particles
density was changed until the bulk density of an assembly of particles was
the same as themeasured value. To determine the inter-particle friction and
stiffness, the oedometer and shear box experiments were repeated numeri-
cally. The oedometer tests showed that the inter-particle friction had little
to no effect on the oedometer stiffness Eoed. Using different inter-particle
stiffness’, the tests were repeated until the measured Eoed was obtained.
The results showed that Eoed increases linearly with an increase in inter-
particle stiffness. The friction angle calculated from the shear box results
was influenced by both the inter-particle stiffness and friction. But, with
the stiffness known from the oedometer tests, only the friction coefficients
were changed until the measured friction angle was obtained.
Table 6.1 summarises the corn macro properties, and the micro proper-
ties used in the DEM simulations. The macro properties were found to be
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Table 6.1: Corn material properties, Coetzee (2000)
Macro Properties Symbol Experiment DEM simulation
Young’s modulus E 2.76MPa 1.84MPa
Poisson’s ratio ν 0.2 -
Density ρ 778 kg·m−3 778 kg·m−3
Friction angle φ 26◦ 24◦
Dilatancy angle ψ 2◦ -
Cohesion c 0 Pa 0Pa
Tension cutoff σt 0 Pa -
Friction with glass φg 12◦ -
Friction with steel φs 14◦ 14◦
Micro Properties Symbol Experiment DEM simulation
Particle stiffness kn = ks - 420 kN·m−1
Particle density ρp - 855 kg·m−3
Particle friction µ - 0.1
within the range measured by Reimbert & Reimbert (1976). Poisson’s ratio
has been estimated ν = 0.2 and the calculation of the dilatancy angle ψwill
be explained later.
6.2.4 Effect of Tool Velocity
Coetzee (2000) investigated the effect of blade velocity on the blade draft
force. The velocity could be varied continuously from 0 to 100mm·s−1.
Velocity changes within this range had no significant influence on the draft
force. This is in accordance with results from Albert et al. (1998) and Grisso
et al. (1996), but Bohatier & Nouguier (2000), Siemens et al. (1965), Bagster
& Bridgwater (1967) and Luth &Wismer (1971) showed that the draft force
does depend on the velocity. Bohatier & Nouguier (2000), Siemens et al.
(1965) and Luth&Wismer (1971) observed a quadratic relation and Bagster
& Bridgwater (1967) a linear relation at high velocities and independence
at low velocities. To summarise from the literature study, it seems that
the tool forces are only significantly influenced at relatively high velocities
(> 1 km·h−1). The shape of the tool and soil properties also were showed
to have an influence. It is well known that the shear strength of soil is
dependent on the shear rate, especially in soil with a high cohesion factor
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such as clay. For non-cohesive materials, the velocity has less of an effect
on the tool forces.
6.2.5 Vertical Blade Modelling
The blade was given a constant velocity of 10mm·s−1 during all experi-
ments and simulations. The material was created layer-by-layer in the si-
mulations, with the blade in position, and given an initial stress state assu-
ming K0 = 1− sinφ. Using a damping coefficient of α = 0.8, the material
was allowed to reach an equilibrium state under the influence of gravity
alone. The two side boundaries were constraint in the x1-direction (hori-
zontal) and in the polar case the horizontal and rotational directions. The
bottom boundary was fixed, i.e., constraint in both the horizontal and verti-
cal directions and in the polar case the horizontal, vertical and rotational di-
rections. No Cosserat rotation was allowed at the blade-material interface
which is true for a relatively smooth surface (Tejchman, 1997). Figure 6.6
shows typical stresses at equilibrium. This is the same for the polar and
nonpolar case, since in the polar case, all the couple stresses are zero.
Figure 6.7 and figure 6.8 show the flow of material in front of the blade
using the nonpolar continuum. With only the dilatancy angle unknown,
the simulation is repeated for three different values ψ = 2◦, 10◦ and ψ =
φ = 26◦. The blade depth is h = 200mm. There is good qualitative agree-
ment between the DEM and PICCUS flow patterns, as shown by the coloured
layers of material.
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Figure 6.6: Stresses at equilibrium
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Figure 6.7: Comparison between experimental, DEM and nonpolar results of corn
flowing in front of the blade, displacement = 100mm and 200mm




































Blade displacement = 300 mm Blade displacement = 400 mm
Figure 6.8: Comparison between experimental, DEM and nonpolar results of corn
flowing in front of the blade, displacement = 300mm and 400mm
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Experiment
Nonpolar   = 10°
Nonpolar   = 0°
Nonpolar   = 2°
Displacement = 100 mm Displacement = 200 mm
Displacement = 300 mm Displacement = 400 mm
Figure 6.9: Comparison of the free surfaces using different dilatancy angles
Curves were fitted to the free surfaces to make a quantitative compari-
son of the flow of material (figure 6.9). The free surfaces exhibit the effect of
the dilatancy angle: with an increase in dilatancy angle, there is an increase
in material volumetric expansion. The free surface is the most accurately
predicted using a dilatancy angle ψ = 2◦. The value ψ = 2◦ is assumed for
all other simulations.
The simulation was repeated with a Cosserat continuum. The material
properties used are summarised in table 6.2. The standard set of coefficients
a1, a2 and a3 was used. The moment of inertia J33 was assumed to be that
for a cylinder with a diameter equal to the characteristic length l which has
been taken to be the same order of magnitude as the size of the corn grains.
The friction- and dilatancy parameters are calculated as proposed by Tejch-
man (1997). For a detailed description of the Cosserat constitutive model
see Appendix I.5. A comparison of the polar and nonpolar continuum flow
patterns is given in figure 6.10. At a displacement of 100mm there is good
agreement, but as the blade moves further, the polar continuum seems to
show less dilation than the nonpolar continuum. The curves fitted to the
free surfaces are shown in figure 6.11. From these curves it can be seen
that the nonpolar continuum predicts the free surface the most accurately.
The DEM predicted free surface is in close agreement with the polar conti-
nuum predicted free surface up to a displacement of 200mm, but both fail
to predict the experimental free surface accurately.
The forces that should be applied to the blade to move it at constant
velocity are shown in figure 6.12 for different values of ψ. The force in the
vertical x2-direction is negative, which indicates that the material tends to
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Figure 6.10: Comparison between polar and nonpolar results of corn flowing in
front of the blade, ψ = 2◦
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Table 6.2: Corn material properties - Cosserat continuum
Young’s modulus E 2.76MPa
Poisson’s ratio ν 0.2
Density ρ 778 kg·m−3
Friction angle φ 26◦
Friction parameter α = sin φ 0.44
Dilatancy angle ψ 2◦
Dilatancy parameter β = sinψ 0.035
Cohesion c 0 Pa
Tension cutoff σt 0 Pa
Friction with steel φs 14◦
Constitutive coefficients a1; a2; a3 0.375;0.125;1
Cosserat shear modulus Gc = 2G 2.3MPa
Characteristic length l 10mm
Moment of inertia J33 = 0.5(0.5 l)2 12.5× 10−6m2
Experiment
Polar   = 2°
DEM 
Nonpolar   = 2°
Displacement = 100 mm Displacement = 200 mm
Displacement = 300 mm Displacement = 400 mm
Figure 6.11: Comparison of the experimental, polar (ψ = 2◦), nonpolar (ψ = 2◦)
and DEM free surfaces
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Nonpolar   = 26°
Polar   = 2°
Figure 6.12: The effect of the dilatancy angle ψ on the blade forces, h = 350mm
push the blade upwards, hence a negative force should be applied to the
blade to prevent vertical movement. Over the first part of the displace-
ment the responses, using a nonpolar continuum, are the same because the
material is in a total elastic state. In the plastic regions, however, there is
an increase in blade forces with an increase in dilatancy angle. This phe-
nomenon has also been observed for cone penetration tests (Vermeer and
De Borst, 1984). The polar result, with ψ = 2◦ is also shown. The polar con-
tinuum, however, predicts forces 13% lower than the nonpolar continuum
with ψ = 2◦. The polar continuum also shows an initial elastic stiffness
that slightly differs from that of the nonpolar continuum. According to Te-
jchman (1997), the constitutive constants, a1, a2, a3 and the Cosserat shear
modulus Gc have an influence on the material stiffness.
Using the dilatancy angle ψ = 2◦ and a nonpolar continuum, the effect
of blade depth h on the blade forces is shown in figure 6.13, using depths
h = 150mm, 250mm and 350mm. As expected, the forces increase with an
increase in blade depth. In order to compare the PICCUS results to that from
DEM, experiments and Sokolovski’s method of characteristics (Sokolovski,
1954), the average draft forces are calculated. The draft force is defined as
the force needed to push or pull a blade through the material, in the di-
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Figure 6.13: The effect blade depth h on the blade forces using a nonpolar conti-
nuum and ψ = 2◦
rection of the motion and is important in industrial applications such as
ploughs, tillers and bulldozers. In this case the draft force is simply the
force in the x1-direction. The average draft forces were calculated from
figure 6.13, using the data between 15mm and 35mm in displacement. A
similar procedure was applied to the experimental results, DEM results, and
polar results. All the results are shown in figure 6.14 and show the same
general trend that the draft force is exponentially dependent on the blade
depth. The nonpolar results are in close agreement with the results from
Sokolovski’s method, overestimating it by 12%, 6% and 5% for the depths
h = 150mm, 250mm and 350mm respectively. The nonpolar results un-
derestimate the experimental results by 25%, 11% and 9% for the depths
h = 150mm, 250mm and 350mm respectively. There might be different re-
asons for the fact that the simulations predict lower draft forces than were
measured. Although the friction coefficient between the corn and glass is
low, there are still friction forces which will result in measured values that
are higher than it would have been under purely plane strain two dimen-
sional conditions. The polar result predicts draft forces 30%, 21% and 20%
lower than the measured values for the three different depths respectively
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Figure 6.14: Comparison between average draft fores: PICCUS, DEM, experiments
and Sokolovski’s method
and 28%, 14% and %10 lower than the nonpolar results. Tejchman (1997)
reports a 30% difference in polar and nonpolar continuum results in mo-
delling a strip footing. The percentage difference in polar and nonpolar re-
sults compared to experiments seems to decrease with an increase in blade
depth, i.e. an increase in stress. The same phenomenon can be seen by com-
paring the polar results to the nonpolar results. The DEM result (Coetzee,
2000), compared to the measured values, predicts a higher draft force with
h = 150mm and h = 250mm and a lower draft force with h = 350mm
When the blade pushes the material forward, a shear band develops,
reaching from the bottom tip of the blade to the free surface. The ability
of PICCUS and DEM to predict these shear bands was investigated. Using
DEM, it can be very difficult to predict the shear bands, but there is defini-
tely evidence that such lines exist. Coetzee (2000) made use of the particle
displacement ratio (PDR) to find shear bands. PDR is defined as the ratio of
the magnitude of the particle displacement vector to the magnitude of the
blade displacement vector. The top of figure 6.15 shows the results using
PDR = 0.15, i.e., all the darker particles have been displaced a distance of
at least 0.15 times the displacement of the blade. The experimentally ob-





Figure 6.15: Predicted shear bands using a particle displacement ratio PDR = 0.15,
x1 = 15mm
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served shear band and the line predicted by Sokolovski’s method are also
shown. The line shown on the figure indicates the centre of the observed
shear band. With PDR = 0.15, the predicted shear band falls between the
observed line and the Sokolovski line at the free surface. Closer to the bot-
tom edge of the blade, however, the shear band is outside of that predicted
by Sokolovski’s method. This is because the particles have a finite size
whereas in Sokolovski’s method, the shear band is assumed to start at the
bottom edge of the blade.
The lower two images in figure 6.15 show similar results from the non-
polar and polar continuums respectively. All the material points within the
darker region have PDR ≥ 0.15. The nonpolar continuum predicted shear
bandmeets the free surface at almost exactly the same place as the DEM pre-
dicted shear band. Closer to the blade tip, however, the shear band more
closely follows that of the observed and Sokolovski lines. Contrary to the
DEM modelling, using a continuum, there are no particles with a finite size,
which causes the DEM shear band to be outside the Sokolovski line. The
polar continuum predicts a shear band at almost 45◦ and it is less curved
than the observed and nonpolar shear band.
The predicted shear band can be manipulated by changing the PDR va-
lue to obtain a better fit. A more precise method of predicting the shear
band is possible with a continuum method, but not with DEM. Using the
nonpolar continuum, figure 6.16 shows all the regions which have a stress
state on the yield surface as lighter (yellow) patches and those which have
stress states below the yield surface (elastic state) as darker (red) patches.
Two mesh sizes were used, 120 × 70 and 80 × 50. Yields points are con-
centrated around the observed and Sokolovski shear bands. The coarser
mesh shows more yield points and a broader shear region. Figure 6.17
shows the nonpolar shear strain intensity. The shear strain shows a defi-
nite band, bounding the observed and Sokolovski shear bands. Again the
coarser mesh predicts a slightly broader shear band than the fine mesh, but
the general shape remains the same.
It is well-known that the Cosserat rotation is an indication of shear
bands (Tejchman, 1997). Figure 6.18 shows the rotation for two different
mesh sizes with the rotation at the blade interface unconstrained (free).
Again, the shear regions differ from the nonpolar and experimental results,
but do agree with the polar displacement field as depicted in figure 6.15.
There is little difference in the results from the two different mesh sizes.
Figure 6.19 shows the nonpolar shear strain and the polar rotation using a
80× 50 mesh rotated through 35◦ anticlockwise. Comparing the nonpolar
result to that of figure 6.17, shows that the direction of the shear band is
only slightly influenced by the mesh orientation. Comparing the polar re-
sult to that of figure 6.18, shows that the shear band is not influenced by
the mesh orientation.
The observed slip line had a width of about 7 - 8 particle diameters, i.e.,




Figure 6.16: Nonpolar yield points: mesh sizes 120× 70 and 80× 50, x1 = 15mm
70mm - 80mm (Coetzee, 2000). The simulations, polar and nonpolar, pre-
dict shear bands 60mm - 80mm wide. Tejchman (1997) states that if the
size of the elements is smaller than five times the mean grain diameter d50,
i.e. 50mm, the polar results are independent on themesh size. The 120× 70
and 80× 50 had element sizes 10mm× 10mm and 15mm× 14mm respec-
tively. These sizes are well below five times the mean grain diameter.
Figure 6.20 shows the material translational velocity fields in front of
the blade. Comparing this figure to figure 6.15, it can be seen that the
displacement field and velocity field, resulting from the polar- and non-
polar continuum, is in close agreement. Although the DEM displacement
field is similar to the nonpolar displacement field, there is big difference
in the velocity fields. The displacement fields have been calculated after
a 10mm blade displacement, i.e., it can be viewed as an average velocity
field. The velocity fields, however, are just a snapshot at a specific moment
in time. This indicates that using DEM, the particles move in a step-like fa-
shion (stick-slip) and it should be averaged over a period of time to get the




Figure 6.17: Nonpolar shear strains for mesh sizes 120 × 70 and 80 × 50,
x1 = 15mm
total effect. The polar continuum velocity field compares well to the DEM
velocity field, but not to the nonpolar velocity field.
The standard set of Cosserat coefficients a1, a2 and a3 has been used.
Muhlhaus & Vardoulakis (1987) derived the values of these coefficients by
taking into account slip and rotation in a random assembly of circular rods.
Tejchman (1997) investigated the effect of the Cosserat material parameters
on biaxial simulations and concludes that the standard set of parameters
turned out to be useful and sufficient in numerical calculations involving
localisation. The influence of a3 on the results was rather insignificant and,
in general, the larger the difference between a1 and a2, the larger the non-
symmetry of the stress tensor. Tejchman (1997) also showed that when the
following set is used, a1 = 0.25, a2 = 0.25, a3 = 0.5, the response is slightly
less stiff compared to the standard set. It was found that by changing the
value of Gc from Gc = 2G to Gc = 0.5G the draft force on the blade decre-
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120 X 70
80 X 50
Figure 6.18: Polar rotations [rad] for mesh sizes 120× 70 and 80× 50, x1 = 15mm
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Figure 6.19: Nonpolar shear strain and polar rotation using a 80× 50 mesh rotated
through 35◦ , x1 = 15mm








Figure 6.20: The velocity fields in front of the blade, x1 = 15mm
ased by 1.3%. Changing the internal length from l = 10mm to l = 2mm,
the draft force decreased by only 1.9%. These results show that the model
is not sensitive to changes in the values of Gc and l.
Figure 6.21 shows the normal and shear stress at the blade as predic-
ted by the nonpolar continuum and Sokolovski’s method. The continuum
results were obtained from the nodal forces acting on the blade. The ir-
regularity in the stress close to the bottom edge of the blade is due to the
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unit normal vector at the bottom node which is not horizontal and possible
stress concentrations. The nonpolar results are in good agreement with the
Sokolovski predictions. Figure 6.22 shows the polar continuum results for
two boundary conditions: no rotation at the blade wc = 0 and free rotation
at the blade. The polar results predict normal and shear stresses lower than
that of the nonpolar continuum and Sokolovski’s method. Having no rota-
tion or free rotation at the blade has little effect on the normal stress, but the
shear stress with free rotation, is almost half the stress when no rotation is
allowed. This means that the rotation has an influence on the friction bet-
ween the material and the blade. This has also been observed by Tejchman
(1997).
Figure 6.23 shows the DEM contact force chains between particles and
between the particle and the blade. The thickness of the force chains is di-
rectly proportional to the magnitude of the contact force. In this particular
case there were 50 contacts between particles and the blade. Taking the
average contacting force of two neighbouring contacts and dividing it by
the distance between the contacting points along the blade, the stress at the
blade could be estimated. Due to the particlesmoving in a step-like fashion,
a time average was used to calculate the stress at the blade. The average
was calculated between a blade displacement of 18mm and 22mm and the
result is shown in figure 6.24. The normal and shear stress are lower than
the stresses predicted by Sokolovski’s method.
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Figure 6.21: Normal and shear stress at the blade for h = 350mm: Nonpolar
continuum and Sokolovski’s method, x1 = 20mm
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Normal stress, Rotation 
Shear stress, Rotation
Shear stress, No rotation
Normal stress, No rotation
Figure 6.22: Normal and shear stress at the blade for h = 350mm: Polar
continuum, with and without rotation at the blade, and Sokolovski’s method,
x1 = 20mm
Figure 6.23: Force chains at the blade for h = 350mm, x1 = 20mm
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Figure 6.24: Normal and shear pressures at the blade for h = 350mm: DEM and
Sokolovski’s method
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6.2.6 Bucket Modelling
Coetzee (2000) investigated the ability of DEM to simulate the filling of a
scaled model bucket with corn grains. The bucket used in experiments was
a dragline type of bucket with freedom of motion in the vertical direction.
The vertical motion of the bucket was determined by the bucket weight and
the effect of the material flowing into the bucket. The bucket was given a
constant velocity of 10mm·s−1 in the x1-direction and the drag force and
vertical displacement recorded. The vertical velocity was found to be con-
stant and used as input to the DEMmodels and in this evaluation of PICCUS.
The 2.0m× 0.7m domain was divided into 200× 100 elements, each of size
10mm× 7mm. The bottom boundary was fixed in the horizontal, vertical
and rotational (polar) directions and the two side boundaries in the hori-
zontal and rotational (polar) directions. The boundaries were too far away
from the bucket to have a significant effect on the results. No polar rotation
was allowed at the bucket-material interface. The material stresses were
initialised using a coefficient of earth pressure Ko = 1− sinφ. The bucket
was created with its bottom surface against the material free surface with
the tooth already engaged into the material.
Figure 6.25 shows themeasured, nonpolar continuum, polar continuum
and DEM draft force on the bucket. The nonpolar draft force corresponds
well to the measured force up to a displacement of 600mm, but thereafter it
under predicts the force and at 800mm the error is 12%. The DEM predicted
force is more-or-less 20N lower than the measured force up to a displace-
ment of 600mm. The polar continuum predicts a draft force lower than the
measured force and the nonpolar predicted force.
Figure 6.26 to figure 6.29 show the experimental, DEM, nonpolar con-
tinuum and polar continuum filling process at increments of 100mm in
bucket displacement. Figure 6.30 shows the curves fitted to the material
free surface during the filling process. During the initial stages of filling,
there is an upheave of material right above the tooth. Up to a displa-
cement of 200mm the nonpolar continuum predicts the free surface and
the upheave the most accurately while the polar continuum predicts less
upheave of material during these initial stages of filling. Between the dis-
placements of 300mm and 600mm, the polar continuum predicts the free
surface more accurately than the nonpolar continuum. Compared to the
experimental free surface, the DEM model predicts less upheave of material
during the entire filling process.
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Figure 6.25: Bucket draft force as measured and predicted by the nonpolar conti-
nuum, polar continuum and DEM
6.2. Blade and Bucket Modelling 119

















Figure 6.26: The flow of corn into the bucket: displacement = 100mm - 200mm
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Figure 6.27: The flow of corn into the bucket: displacement = 300mm - 400mm
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Figure 6.28: The flow of corn into the bucket: displacement = 500mm - 600mm
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Figure 6.29: The flow of corn into the bucket: displacement = 700mm - 800mm
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Experiment
Polar   = 2°
DEM 
Nonpolar   = 2°
100 mm 200 mm
300 mm 400 mm
500 mm 600 mm
700 mm 800 mm
Figure 6.30: Comparison of the free surface of the material flowing into the bucket
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Rowlands (1991) made use of mixtures of millet, peas and corn in his
test rig which is similar to the rig used by Coetzee (2000). The observation
of the filling behaviour led to the development of a theory that describes the
flow characteristics and patterns of material entering the bucket. Rowlands
(1991) named this concept the Shear Zone Theory. He observed that definite
planes of shear formed between distinct moving material regimes. These
shear planes changed orientation and location depending on initial setup
and during the filling process itself.
The experiments by Coetzee (2000) with corn confirmed this theory. The
generalised theory is shown in figure 6.31. The movements of the material
relative to the bucket are indicated by the arrows. The Virgin Material re-
mains largely undisturbed until the final third of the drag during which
"bulldozing" occurs. The Initial Laminar Layer flows into the bucket during
the first third of the drag. After entering to a certain distance, this layer
fails at the bucket lip and subsequently becomes stationary with respect to
the bucket for the remainder of the drag. With the laminar layer becoming
stationary, a new zone, the Active Flow Zone, develops. In this zone, the ma-
terial displacement is predominantly in the vertical direction. The Active
Dig Zone is located above the teeth and bucket lip. This area develops as
material starts to enter the bucket and increases in size after failure of the
Initial Laminar Layer. In this zone, the Virgin Material fails and either flows
into the bucket as part of the laminar layer during the first part of filling or
moves into the Active Flow Zone during the latter part of filling. The Dead
Load that has resulted from "live" material in the Active Flow Zone ramps up
and over the Initial Laminar Layer. Some of the material in the Initial Laminar
Layer fails and starts to form part of the Dead Load.
During the experiments two shear bands could be observed. The one
extended from the tip of the tooth up to the free surface. This is known
as the Cutting Shear Band. The second line is the one between the Initial
Laminar Layer and the Dead Load, called the Dead Load Shear Band. The Dead
Load Shear Band stretches from the tooth up to the free surface with an angle
close to the material internal friction angle (measured relative to the bottom
part of the bucket). This is indicated by the dotted line in figure 6.31.
To investigate the ability of DEM to predict the shear zone theory, Coet-
zee (2000) made use of the particle displacement ratio PDR. The bucket was
moved through thematerial and "paused" after each 100mm. The displace-
ment vector of each particle was then set to be zero after which the bucket
was given a further displacement of 10mm - 15mm. The particles were
then coloured according to their PDR values which is defined as the ratio
of the magnitude of the particle displacement vector to the bucket displa-
cement vector. The same procedure has been used with the PICCUS results
and are shown in figure 6.32 to figure 6.34 for displacements of 100mm,
500mm and 800mm. All three methods (DEM, polar and nonpolar PICCUS)
are capable of predicting the different flow zones, although the orientation
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Figure 6.31: The Shear Zone Theory developed by Rowlands (1991)
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of the shear bands between the zones differ slightly.
The prevention of excessive wear on buckets plays a very important
role in bucket design. Special replaceable wear packages are designed and
added to buckets. In order to minimise and predict bucket wear, the con-
tact forces or pressures at the bucket-material interface should be known.
From a DEM model all the particle-bucket contacts are known. The con-
tact position, normal and tangential forces and the particle velocity are
available at each contact and can be used to predict bucket wear. Thirty
to forty years ago Finnie (1960, 1972) developed a simple model for pre-
dicting wear. The model essentially uses the kinetic energy of the inco-
ming particle and knowledge about the impact angle to predict wear rates.
Cleary (1998b) modelled bucket filling with DEM and made use of the Fin-
nie model to predict the wear. Realistic wear patterns were obtained, but
no experimental data was available for comparisons of the flow patterns,
drag forces, wear patterns and wear rates.
Figure 6.35 and figure 6.36 show the normal and shear stress on the
inside of the bucket. For the DEM models the contact normal and shear
forces were used to calculate the stress, while for the PICCUS models the
nodal forces were used. The maximum stresses occur on the tooth. The
DEM predicted stresses are in general lower than the nonpolar predicted
pressures and the polar predicted pressures lower than both the nonpolar
and DEM predicted stress.
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Nonpolar
Initial Laminar Layer Active Dig Zone
Virgin Material
DEM
PDR ≥ 0.95            → Red                   0.80 ≤ PDR < 0.95  → Dark Orange
0.65 ≤ PDR < 0.80 → Light Orange    0.40 ≤ PDR < 0.65 → Yellow
0.25 ≤ PDR < 0.40 → Green                0.10 ≤ PDR < 0.25 → Blue
PDR < 0.10             → White
Polar
Figure 6.32: The Shear Zone Theory at a displacement of 100mm











Figure 6.33: The Shear Zone Theory at a displacement of 500mm






Figure 6.34: The Shear Zone Theory at a displacement of 800mm
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Nonpolar:  
max = 15.1 kPa
DEM:  
max = 12.8 kPa
Polar:  
max = 9.8 kPa
Figure 6.35: The normal stress on the inside of the bucket at a displacement of
800mm
Nonpolar:  
max = 3.5 kPa
DEM:  
max = 3.2 kPa
Polar:  
max = 2.3 kPa
Figure 6.36: The shear stress on the inside of the bucket at a displacement of
800mm
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6.3 Silo Modelling
Roughly one-half of the products and about three-quarters of the raw ma-
terials of the chemical industry are in the form of granular material that are
usually stored in silos or bunkers (Yang and Hsiau, 2001). Although the
silo is widely used, definite theories for the flow of material in silos are not
available (Yang and Hsiau, 2001).
Yang &Hsiau (2001) investigated silo discharge using experiments and
DEM simulations. They, however, used a "perfect" material: a single column
of equally sized glass beads. It is relatively easy to determine the particle
micro parameters such as particle-particle friction and contact stiffness for
such a material. The modelling of irregular shaped particles, such as sand
or seed grains, is not addressed. They, however, obtained good results by
comparing flow rates and flow patterns. Masson & Martinez (2000) used
equally sized acrylic cylinders in experiments and compared the results to
DEM simulations. Friction and contact stiffness proved to play a major role
in the flow and the stress field during filling and discharging.
Rectangular planform silos have not been studied as often as circular
silos, and relatively little detailed information exists on pressure patterns
which develop on their walls (Brown et al., 2000). Rectangular silos have
advantages over circular silos when available space is limited and simpli-
city in construction is important. Brown et al. (2000) investigated the pres-
sure on a model rectangular silo using a series of strain gauges and wall
pressure sensors. Loading of the silo was achieved by filling a small hop-
per suspended above the silo. The hopper was then discharged into the silo
through its base. Brown et al. (2000) state that it is known that filling a silo
in such a matter can display anisotropy, but focused on repeatability rather
than uniformity. After filling, the wall pressures also displayed asymmetry,
which could only be attributed to the filling process.
Martinez et al. (2002) investigated silo discharge using FEM with remes-
hing. The authors conclude that the remeshing introduces additional costs
and meshless methods can avoid this inconvenience. Karlsson et al. (1998)
used FEM based on the Eulerian frame of reference. The major disadvan-
tage of this approach is that all boundaries are fixed. The upper free surface
in a silo requires refilling to be fixed, and as a result it is not possible to si-
mulate the complete discharging process. However, the redistribution of
stresses when the flow develops is very fast, and the upper surface does
not move much during this time. Thus, the Eulerian approach could be
used to simulate only the initial stress transients.
As part of this research, a model silo was build to investigate the flow
of material out of a plane strain flat bottomed silo. The focus is mainly on
flow patterns and flow rate. The flow pattern in a silo is of great importance
when handling material that degenerates with time. Then it is important
to achieve the first-in-first-out storage principle (Karlsson et al., 1998). The
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Figure 6.37: The sand shear test results
model silo used for the experiments had dimensions of 310mm wide, a
maximum fill height of 600mm and a depth of 730mm. All the sides were
constructed of glass and the openingwidth could be varied. The door could
be opened without affecting the initial flow and the depth to width ratio
was high enough for the flow to be two-dimensional.
Two types of material were used: corn and sand. The corn was from
the same batch as used by Coetzee (2000), so the macro properties were
known for continuum modelling and the micro properties for DEM model-
ling. A dry graded silica sand was used with the following main consti-
tuents: SiO2 = 98% and Fe2O3 = 0.18%. A shear test (figure 6.37) and an
oedometer test were used to determine the sand friction angle and elastic
modulus respectively. The bottom half of the shear box was replaced by a
glass panel to measure the friction between the sand and glass. Table 6.3
summarises the measured sand properties and the different values used
in the material models. The Drucker-Prager constitutive model was used
for modelling both the corn and the sand. The same commercial package
(PFC2D) used by Coetzee (2000) was used for the DEM simulations.
The sand grains had an average size of more or less 1mm and from
there the internal length l = 1mm. Again the moment of inertia has been
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Table 6.3: Sand material properties
Young’s modulus E 21.5MPa
Poisson’s ratio ν 0.2
Density ρ 1286 kg·m−3
Friction angle φ 32◦
Cosserat friction parameter α = sin φ 0.53
Drucker-Prager friction parameter qφ 0.52
Dilatancy angle ψ 2◦, 5◦
Cosserat dilatancy parameter β = sinψ 0.035, 0.174
Drucker-Prager dilatancy parameter β 0.040, 0.098
Cohesion c 0.9 kPa
Tension cutoff σt 0 Pa
Friction with glass φs 18◦
Constitutive coefficients a1; a2; a3 0.375;0.125;1
Cosserat shear modulus Gc = 2G 17.9MPa
Characteristic length l 1mm
Moment of inertia J33 = 0.5(0.5 l)2 12.5× 10−8m2
calculated by assuming a cylinder with a diameter equal to the internal
length. The Drucker-Prager dilatancy and friction parameters were calcu-
lated using equation H.6.2. It is difficult to measure the bulk density in a
flowing granular material and the assumption of constant density is made
for the sake of simplicity and numerical efficiency. The silo was filled in
the same way used by Brown et al. (2000). A hopper was suspended above
the silo and its door (200mm× 200mm) opened until the silo was filled.
The top surface was then carefully levelled. In the DEM model, the same
procedure was used and in the PICCUS models the material was created
layer-by-layer and allowed to reach an equilibrium state after each layer
was added. Coloured grains were used to create layers within the ma-
terial which are used to compare flow patterns. In the PICCUS models a
symmetry plane was used and friction applied at the walls. No polar ro-
tations were allowed at the walls which is the case for relatively smooth
walls (Tejchman, 1997). The 40× 50 rectangular mesh had elements of size
3.875mm× 10mm. Time steps of ∆t = 5× 10−5s and ∆t = 2× 10−5s were
used for the modelling of corn and sand respectively. In the DEMmodels no
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symmetry plane was used and as a result the flow patterns are not perfectly
symmetric.
Figure 6.38 and figure 6.39 show the flow of corn out of the silo with the
opening w = 45mm and the initial fill height h = 500mm. The experimen-
tal, polar, nonpolar and DEM results are shown at increments of one second,
up to eight seconds. Looking at the DEM results, there is good agreement
with the experimental results with regard to flow patterns although the
DEM discharge rate is higher. Qualitatively, the nonpolar flow patterns and
flow rate compare well to the experiment. The polar continuum shows a
higher flow rate and there is a definite difference in the flow patterns com-
pared to the nonpolar continuum. To make a quantitative comparison of
the flow patterns is difficult. The flow rate can, however, be compared
quantitatively. The mass of the material within the silo was measured by
hanging the silo from a load cell. The question however arises whether the
measured mass of the material during discharge is a true representation of
the flow rate. Close to the silo opening the free falling material will not con-
tribute to the measured value although the material is still within the silo.
The acceleration and deceleration of the material as it flows in the silo will
also create dynamic effects. The flow rate is defined as the rate at which
material flows through the silo opening measured in kg·s−1. The results of
the DEM simulations were used to clarify this point. Figure 6.40 shows the
two methods of calculating the mass of material within the silo. The first
method is to simply add up the mass of all the particles above the silo ope-
ning at each time step. The second method is to add the resultant vertical
force of all the walls at each time step. The second approach is similar to
the experiments. From the figure it can be seen that the resultant vertical
force on the silo walls show high fluctuations due to the collisions between
the particles and the walls. The result from the first method is a very good
fit to the result from the second method and it can be concluded that the
measured values are a good representation of the material mass in the silo.
Figure 6.41 shows the corn mass within the silo as a function of time
for two openings: w = 45mm and w = 80mm. For both openings, DEM
predicts a higher flow rate than the measured rates. With w = 45mm,
the nonpolar continuum predicts a higher flow rate and with w = 80mm
a lower flow rate. The polar continuum predicts a higher flow rate for
both openings and the results are in close agreement with the DEM results.
Figure 6.42 shows the sand mass within the silo as a function of time with
w = 45mm and the initial fill height h = 550mm. Since the dilatancy angle
could not be measured, two values ψ = 2◦ and 5◦ were used. As expected,
with an increase in dilatancy angle there is a decrease in mass flow from
the silo. The results with ψ = 2◦ are closer to the measured values and as
in the case with corn, the polar continuum predicts a higher flow rate than
the nonpolar continuum. The dilatancy angle for loose sand is only a few
degrees according to (Vermeer and De Borst, 1984).
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Experiment Nonpolar Polar DEM
t = 1 s
t = 2 s
t = 3 s
t = 4 s
Figure 6.38: Corn flowing from a silo with w = 45mm
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Experiment Nonpolar Polar DEM
t = 5 s
t = 6 s
t = 7 s
t = 8 s
Figure 6.39: Corn flowing from a silo with w = 45mm continues
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Vertical force on all the walls 
Sum of all particles’ mass
Figure 6.40: The two methods of calculating the mass flow out of the silo with
DEM, w = 45mm
DEM simulations of sand were not performed since it would be imprac-
tical to model each individual particle. The computing power needed to
model such a large number of particles was not available. If, however, it
could be computed, a series of DEM numerical experiments first needs to
be performed to determine the particle micro properties suitable for mo-
delling the sand.
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Figure 6.41: The flow rate of corn out of the silo






















Nonpolar,   = 2°
Nonpolar,   = 5°
Polar,   = 2°
Polar,   = 5°
Figure 6.42: The flow rate of sand out of the silo with w = 45mm
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6.4 Computing Times
DEM, nonpolar continuum and polar continuum simulations were used to
model corn flowing from the silo. The run time to model the first 10 s of silo
discharge is shown in table 6.4 for each simulation. The simulations were
all run on a Pentium IV 2.4GHz with 512MB RAM. The DEM model had
5348 circular particles making up 2674 clumps. Four PICCUS models were
used: a polar continuum with a symmetry plane and the full geometry, a
nonpolar continuum with a symmetry plane and the full geometry. The
full geometry (310mm × 500mm) was divided into 80 × 50 = 4000 ele-
ments and the geometry with the symmetry plane (155mm× 500mm) was
divided into 40× 50 elements. A time step of ∆t = 5× 10−5 was used in all
the simulations including DEM. In table 6.5, a comparison of the run times
is made. When a symmetry plane is used, the nonpolar and polar conti-
nuummethods are both quicker than the DEM simulation by 39% and 9.3%
respectively. When the full geometry is modelled, the number of degrees-
of-freedom is more or less doubled and the simulations slower by 134%
and 266.5% compared to the DEM simulation respectively. The polar conti-
nuum is slower than the nonpolar continuum by more or less 50% which
is expected because of the three degrees-of-freedom compared to the two
degrees-of-freedom per node of the nonpolar continuum. In the DEM mo-
dels, the physical size of the corn grains was used to model the particles.
This lead to run times which are comparable to PICCUS run times. To mo-
del materials with relatively small particles such as sand, it would require
a large number of particles, and more computing power if physical particle
sizes are used. On the other hand, the continuum method with the same
mesh size should still yield good results.
Table 6.4: Run time to model 10 s of silo discharge
Model Run time Number of particles Initial DOF
DEM 2.92 h 5348 –
Nonpolar symmetry 1.78 h 8000 4011
Nonpolar full 6.83 h 16000 8022
Polar symmetry 2.65 h 8000 6102
Polar full 10.70 h 16000 11983
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Table 6.5: Comparison of the run times of the different methods used
DEM Nonpolar Nonpolar Polar Polar
symmetry full symmetry full
DEM –
Nonpolar sym. -39.0% –
Nonpolar full 134.0% 283.7% –
Polar sym. -9.3% 48.9 -61.2% –




A Particle-in-Cell code (PICCUS) was developed to model polar (Cosserat)
and nonpolar (classic) continua subjected to large deformations and displa-
cements under plane strain conditions. The no-slip contact which is a na-
tural consequence of the PIC method has been relaxed by the implementa-
tion of a contact algorithm. The algorithm is based on the Coulomb friction
theory and is applied at the boundary nodes of two bodies in contact. Three
nonpolar continuum constitutive models have been implemented: elastic,
Drucker-Prager and Mohr-Coulomb models. The Ducker-Prager model re-
duces to the von Mises model and the Mohr-Coulomb model to the Tresca
model if the material friction angle is set to zero. Two polar continuum
constitutive models have been implemented: elastic and a Drucker-Prager
type of model. A rigid body model has also been implemented for the mo-
delling of anchors, strip footings, blades and buckets. No strain softening
or hardening has been used although it has been implemented as part of
the nonpolar Mohr-Coulomb model and the polar Drucker-Prager model.
Various simulations were performed to validate the implementation of
the nonpolar continuum. The simulation of an elastic steel disk impacting
on an elasto-plastic aluminium target was compared to published data of
a similar simulation and experimental data. A comparison of the pene-
tration depth as a function of time showed good agreement and the final
depth compared well to experimental values. This demonstrates the ability
of PIC to model large displacements, deformations and the no-slip contact
between two different bodies.
The simulation of an elastic disk rolling down an elastic inclined surface
was used to validate the contact model. The centre position of the disk, as
a function of time, was compared to analytical results. Different friction
coefficients, incline angles and mesh sizes were used. The results show
that an accuracy of 0.5% can be achieved, although the analytical model
assumes a rigid disk and surface.
The impact of two elastic bodies was modelled to show the conserva-
tion of momentum and energy. The results show that the linear momentum
and the total energy are generally conserved although small gains/dissipations
could be observed with an increase in time step size.
The modelling of an oedometer test was used to validate the implemen-
tation of the Mohr-Coulomb constitutive model and the ability to model
plastic flow where the stress point evolves along a shear-shear edge of the
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Mohr-Coulomb criterion in the principal stress space.
The method of characteristics was proposed by Sokolovski to model the
passive case of a static retaining wall. This theory can also be used to model
the initial stages of a flat blade pushing against a "wall" of material. From
this theory, the normal and shear forces acting on the blade as well as the
shear band can be determined. Simulations were performedwith a blade at
different depths h, and the forces and shear bands were compared to results
from Sokolovski’s method. The results showed that the yield points are a
good indicator of the shear band and that the forces acting on the blade
converge with mesh refinement.
The different problems analysed, indicate that PIC can be used to mo-
del applications where the displacements are relatively small (strip foo-
tings and anchor pull-out tests) and where large deformations occur (silo
discharging). No special contact elements are needed to model frictional
contacts (blade and bucket modelling).
The analysis of a strip footing on an elastic mass was investigated. As-
suming an elastic mass, an analytical solution to this problem is available
and the stresses in the material could be compared to the analytical solu-
tion. The results indicated that the stresses in the material can be accurately
predicted. A more realistic analysis of two strip footing problems was also
done. In this case, an elasto-plastic material was used to model clay. A
bearing capacity and a strip footing close to a vertical cut were analysed.
Published data from field tests under plane strain conditions was used for
comparisons. Triaxial tests on the clay were previously performed and the
published data could be used to determine the clay material properties.
The FEM code PLAXIS was also used for comparisons with good results.
Anchors form an important component of civil engineering projects.
They are typically used to support structures such as towers, bridges and
roofs. An anchor pulled in the vertical direction and one pulled at 45◦ were
modelled. Published experimental data from anchor pull-out tests were
used for comparisons. The results show that the limit load on the anchors
could be accurately predicted to within 5% of the measured values.
Draglines excavators are used to remove blasted overburden from open
cast mines to expose the coal deposits beneath for mining. Draglines are
an expensive and essential part of mine operations. DEM simulations of
bucket filling have been done in the past, but not bucket filling with a con-
tinuum method. The results obtained here shows that bucket filling can
be modelled with both a nonpolar and a polar continuum. The nonpolar
continuum predicted draft forces more accurately, but the polar continuum
modelled the flow patterns of material into the bucket more accurately. It
was demonstrated that the normal and shear stresses on the bucket can be
predicted. The highest pressures, as expected, acted on the tooth. It should
be possible to use these pressures to predict the bucket wear.
The modelling of a flat blade was used to investigate the forces acting
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on the blade and the thickness and orientation of shear bands in the ma-
terial. DEM simulations could accurately predict the shape of the shear
bands. The nonpolar continuum could accurately predict the shape and
position of the shear bands. Yield points were found to be concentrated in
the shear regions. The shear strain also proved to be a good indicator of
shear bands. It is known that in a granular material, rotation of the grains
occurs in the shear regions. The Cosserat rotations could be used to visua-
lise the shear bands. The position of these shear bands, however, was not
accurate compared to experimental observations. Both the polar and non-
polar continuum predicted the thickness of the shear bands as 6 - 8 particle
diameters. The polar continuum showed to be less dependent on the mesh
size than the nonpolar continuum. It has been reported that the orientation
of the shear bands is dependent on the orientation of a FEM mesh. The PIC
simulations, however, showed that the mesh orientation had little effect on
the results. The effect of the Cosserat parameters a1, a2 and a3 on the blade
and bucket forces and the flow patterns needs further investigation. The
problem, however, is to easily obtain these parameters for a given granular
material. One way would be to get a sample of the material and perform
biaxial or triaxial compression tests. These tests should than be numeri-
cally repeated and the parameters changed until good results are achieved
in terms of shear planes and the force-displacement response.
The normal and shear stress distributions on the blade and bucket can
be predicted. These stresses can be used to predict the tool wear if a relation
between the stress and the wear rates can be found.
Published data on PIC modelling of silo discharging was used to vali-
date the implementation of the code to model large deformations. The flow
patterns and the material flow rate were compared with good results. A
model silo was built to compare the results from PICCUS simulations with
experiments. The silo had vertical walls and a flat bottomwith glass panels
and the width to depth ratio such that the flowwas two-dimensional (plane
strain). DEM, polar and nonpolar continuum simulations were performed
and the flow patterns and flow rates compared. Sand and corn were used.
The polar and nonpolar continuum showed different flow patterns. The
nonpolar continuum predicted lower and higher flow rates (depending on
the silo opening) compared to the measured flow rate. The polar conti-
nuum and DEM, predicted flow rates lower than the measured rate. The
polar continuum and DEM flow rates compared well. It was also shown
that the dilatancy angle has an influence on the flow rate. There is a 33%
decrease in sand flow rate with an increase in dilatancy angle from ψ = 2◦
to ψ = 5◦.
The computing time to model silo discharge with DEM, a nonpolar con-
tinuum and a polar continuum was compared. First a symmetry plane
was used in the continuum methods, i.e., only half the silo was modelled
while the full geometry was modelled in DEM. The nonpolar continuum
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simulations ran 39.0% quicker and the polar continuum simulation 9.3%
quicker than the DEM simulation. The full geometry was then also mo-
delled with the continuum methods. The number of degrees-of-freedom
doubled and it was found that the nonpolar continuum simulation was 2.3
times slower than the DEM simulation and the polar continuum simulation
3.7 times. The polar continuum is in general 50% slower than the nonpolar
continuum. It should, however, be noted that a relatively small number
of particles was used in the DEM model. If a material such as sand would
be modelled, a large number of particles is required and computing times
would be orders higher. DEM also has the disadvantage that numerical ex-
periments have to be conducted to determine all the micro properties of
the material. This is not needed for continuum methods as the material
properties follows directly from experiments.
Granular flow can only be modelled as a continuum as long as the ma-
terial behaves like a continuum. If the material consists of a few big rocks,
the behaviour would be more discrete than continuous and better model-
led by DEM. There is no clearly defined boundary and more research is
needed to determine when a material can be modelled as a continuum or
not.
Good results were obtained without the use of strain softening or strain
hardening. Further research is needed to determine the effect of strain sof-
tening and strain hardening on applications such as bucket filling. Loss
of ellipticity of the governing equations when nonpolar softening is used,
leads to mesh size and mesh alignment dependence. Thus, when strain
softening is used, a polar continuum should be used to overcome this pro-
blem.
No problems are expected in extending the code to model three dimen-
sional and axisymmetric problems. The three-dimensional Cosserat conti-
nuum has already been used by other researchers to model bone structures.
The general feeling is that if a two-dimensional continuum method is ex-
tended to three dimensions, the penalty paid in computing times would be
less then when a two-dimensional DEM code is extended to three dimensi-
ons. This, however, needs to be investigated.
Except for the modelling of the strip footing on clay, mainly cohesion-
less materials were analysed. A further extension of this research would be
to include material cohesion and adhesion between the blade/bucket and
soil.
It can be concluded that a continuummethod can be used to accurately
model the filling of an excavator/dragline bucket. This technology can now
be applied to industrial applications: Buckets can be optimised in terms of
fill rates (time needed to fill a bucket), energy consumption and wear.
AppendixA
Notation and Basic Principles
A.1 Introduction
Matrix tensor (vector) notation and index notation are described. Matrix
tensor notation proposed by Hassenpflug (1993) is used. All vectors are in
3-dimensional Euclidean space (R3). The description of the notation used
is important for understanding and following themathematical derivations
and formulations in the following appendices.
A.2 Index Notation
Index notation is frequently used to formulate the basic principles and ex-
pressions in continuum mechanics (Frederick and Chang, 1972).
A.2.1 Index Notation of a Vector
Introduce the well-known unit vectors −→e1, −→e2 and −→e3 referred to the rec-
tangular Cartesian axes shown in Figure A.1.
























Figure A.1: Representation of vector A
−→
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Figure A.2: Representation of a vector in two sets of right-handed Cartesian axes
with different orientation
arbitrary point P in space can be written as
A
−→
= A1−→e1 + A2−→e2 + A3−→e3 (A.2.1)
where (A1, A2, A3) are the rectangular projections of the vector A
−→
in the
(x1, x2, x3)-directions, respectively. The Cartesian components (A1, A2, A3)
may be represented by the symbol Ai where i = 1,2,3. The subscript i is
understood to take on the values (1,2,3) in that order. Therefore, the symbol
Ai represents the set of three Cartesian components (A1, A2, A3) in the same
order. In index notation, Ai is the symbol used to designate the vector A
−→
in ordinary three-dimensional space. It should be noted that when referred
to another coordinate system, the components of a vector will change, but
the vector will remain invariant. It has the same magnitude and direction
in space regardless of the coordinate system to which it is referred.
A.2.2 Transformation Law of a Vector
From the discussion in the previous section, it is obvious that the vector
A
−→
can be expressed in the index notation referred to any arbitrary set of
right-handed Cartesian axes. In figure A.2, the vector A
−→
is drawn from an
arbitrary point P in space and will be referred to a set of unprimed right-
handed Cartesian axes with origin atO, and to a set of primed right-handed
Cartesian axes with origin at O′. Both sets of axes may be translated wi-
thout rotation to the common origin at P without loss of generality in the
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following discussion. Projecting A
−→
onto the unprimed axes gives the Car-
tesian components Ai, and onto the primed axes A′i. It is now desirable to
understand how the primed components A′i are related to the unprimed
components Ai, and vice versa.
Introduce the direction cosines between the two sets of axes as follows:
(a11, a12, a13) = direction cosines of the x′1-axis with respect to the (x1, x2,
x3)-axes
(a21, a22, a23) = direction cosines of the x′2-axis with respect to the (x1, x2,
x3)-axes
(a31,a32, a33) = direction cosines of the x′3-axis with respect to the (x1, x2,
x3)-axes
It is now easy to relate the two sets of Cartesian components. Recall from
analytical geometry and vector analysis that the projection of the vector A
−→
onto the x′1-axis is equal to the sum of the projections of the Ai components
on the same axis
A′1 = a11A1 + a12A2 + a13A3
similarly for the other components
A′2 = a21A1 + a22A2 + a23A3 (A.2.2)
A′3 = a31A1 + a32A2 + a33A3
Interchanging the role of the primed and unprimed axes, it follows















Equations A.2.2 and A.2.3 are the transformation laws for the Cartesian
components of a vector. Any set of three Cartesian components satisfying
these transformation laws is called a vector in ordinary three-dimensional
space.
A.2.3 Rules of the Index Notation and Transformation Laws
Having introduced numerical subscripts to denote various axes and com-
ponents of vectors, it is important now to introduce a “shorthand” nota-
tion for writing the terms and equations in which they appear. These rules,
which are valid for tensors of all orders, are the range convention and sum-
mation convention.
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Range Convention
Whenever a small Latin letter subscript occurs unrepeated in a term, it
is understood to take on the values of 1,2,3 (unless stated otherwise), the
number of dimensions of the physical space. It is possible to define the
order of a tensor as the number of range indices appearing with the base
letter. As examples,
A = tensor of zero order (scalar)
Ai = tensor of the first order (vector)
Aij = tensor of second order (matrix)
Aijk = tensor of the third order
and so on. In three-dimensional space, a tensor of order N has 3N com-
ponents.
Summation Convention
The second important rule is the summation convention. Whenever a small
Latin letter subscript occurs repeated in a term, it is understood to represent
a summation over the range of 1,2,3 (unless stated otherwise). Capital Latin
letter suffixes will be used to indicate a particular numerical value. They
do not imply range or summation.
Utilising the range rule, the transformation law for a vector equationA.2.2
can be written as
A′i = ai1A1 + ai2A2 + ai3A3 (A.2.4)
Note that i occurs in every term. It is a general rule that all equations are ho-
mogeneous in all range indices, for otherwise the equations become mea-
ningless. Observe that “1” occurs twice in the first term, “2” twice in the
second term, and “3” twice in the third. This is a convenient spot to in-
troduce the use of the summation index. Any small Latin letter other than
i can be used, for using i would give a term with the same index appea-
ring three times, which has no meaning. Thus, in its most compact form,
equation A.2.4 would be
A′i = aijAj (A.2.5)
In similar manner, the inverse laws, equation A.2.3, might be written as
Ar = asrA′s (A.2.6)
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To illustrate some common manipulations in index notation, derive the or-
thogonal conditions that the “transformation matrix” aij must satisfy. First,
introduce the Kronecker delta, δij, defined as follows
δij =
{
1 if i = j,
0 if i 6= j (A.2.7)
Then Ai can be written in terms of the Kronecker delta as
Ai = δijAj (A.2.8)
Now, transforming the left-hand side of equation A.2.8 by using equa-
tion A.2.6, it follows that
asiA′s = δijAj (A.2.9)







Aj = 0 (A.2.10)
Since Aj are the components of an arbitrary vector, and the terms in the
brackets are independent of Aj, it follows that
asiasj = δij (A.2.11)
In a similar manner, it can be shown that
aisajs = δij (A.2.12)
Equations A.2.11 and A.2.12 are the well-known orthonormal conditions
that the direction cosines between two sets of Cartesian axes must satisfy.
It is now appropriate to set down the transformation law for a Cartesian
tensor of order N. First of all, note that a tensor of order zero (scalar) is
invariant under coordinate transformation, or
A = A′ (A.2.13)
and that a tensor of order 1 (vector) transforms as follows
A′r = ariAi (A.2.14)
A Cartesian tensor of order N transforms according to the law
Arst... = ariasjatk...Aijk... (A.2.15)
Therefore, the transformation law of a tensor of order 2 is
A′rs = ariasjAij (A.2.16)
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A.2.4 Addition and Subtraction of Vectors and Cartesian Tensors
The addition and subtraction of two Cartesian tensors of the same order is
defined in index notation as follows
Aij... ± Bij... = Cij... (A.2.17)
where Aij... and Bij... are two Cartesian tensors of the same order and Cij...
is a Cartesian tensor that results from the addition or subtraction and is of
the same order as Aij...and Bij....
Equation A.2.17 implies that the addition or subtraction is to be carried
out for each pair of corresponding elements of the Cartesian tensors Aij...
and Bij....
A.2.5 Scalar or Dot Product





−→ • B−→ is a scalar
defined as
A
−→ • B−→ = AB cos θ (A.2.18)









can be expressed as the sum of the products of the corresponding
Cartesian components of the vectors. Thus
A
−→ • B−→ = A1B1 + A2B2 + A3B3 (A.2.19)
Using the index notation, equation A.2.19 becomes
A
−→ • B−→ = AiBi (A.2.20)
A.2.6 Vector or Cross Product




, denoted by A
−→× B−→ is a
vector C
−→











a right-handed system. The magnitude of C
−→
is given by
C = AB sin θ (A.2.21)





Form elementary vector analysis, it is also known that the vector product
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C
−→




can be represented by three Cartesian com-





. These relations are
C1 = A2B3 − A3B2
C2 = A3B1 − A1B3
C3 = A1B2 − A2B1
(A.2.22)
In order to express equation A.2.22 in index notation, it is necessary to in-
troduce a permutation symbol ε ijk. The components of the permutation sym-
bol are defined to have the following constant values
ε ijk =

0 if the values of i, j, k do not form a permutation of 1,2,3,
+1 if the values of i, j, k form an even permutation of 1,2,3,
−1 if the values of i, j, k form an odd permutation of 1,2,3,
(A.2.23)
With the permutation symbol, equation A.2.22 can be represented by the
following indicial equation
Ci = ε ijkAjBk (A.2.24)
A.2.7 Multiplication of Cartesian Tensors
The scalar and vector products of two vectors are but two very special ca-
ses of multiplication of Cartesian tensors. In general, all multiplications of
Cartesian tensors can be classified into two types. These are defined below.
Outer Product
An outer product of two Cartesian tensors is a Cartesian tensor obtained by
placing the two original tensors side by side, with no summation indices
involving the suffixes from both tensors. An example of this is the outer
product of two second-ordered tensors Aij and Bij. The result is a Cartesian
tensor of the fourth order AijBrs.
Inner Product
First, define contraction as the process of identifying any two indices of a
tensor. An inner product of any two tensors is an outer product followed
by a contraction involving indices from both tensors. As an example, the
inner products of the tensors Ai and Bij are
AiBij and AiBji (A.2.25)
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A.3 Matrix Tensor Notation
Matrix tensor notation can effectively be used to formulate kinematic and
dynamic principles of rigid body motion.
A.3.1 Vector











The transpose changes the row column character of a vector and therefore
the transpose vector has a transposed vector bar symbol.
vT = v (A.3.3)
vT = v (A.3.4)
A.3.2 Matrix
Matrices are indicated by an underbar as well as an overbar.
M =




Vector bars cancel diagonally across the multiplication sign and the remai-
ning vector bar symbols on both sides of the equation must be equal after
calculation.
A · v = r (A.3.6)










Figure A.3: Coordinate axis and base vectors
A.3.4 Scalar Product
The scalar or dot product of two vectors is a scalar.
a • c = a c
= |a||c| cos θ
= a1c1 + a2c2 + a3c3
(A.3.7)
It can be seen that the scalar product of two column vectors may be obtai-
ned by multiplying the one vector with the transpose of the other vector.
A.3.5 Norm
The norm of a vector is the magnitude or length of the vector.








Physical vectors are indicated by an arrow above the vector name, v−→. Fi-
gure A.3 shows three orthogonal coordinates axes s1, s2, s3 and three unit
vectors −→e1, −→e2 and −→e3. Any physical vector in 3D Euclidean space can be
described as
v−→ = −→e1v1 +−→e2v2 +−→e3v3 (A.3.9)
The unit vectors have the physical dimensions of direction only and a nu-
merical size of one. These vectors form a base of (R3).
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A.3.7 Base
The base vectors have a very important physical meaning and are defined




[−→e1 −→e2 −→e3] (A.3.10)
With this relation, one can write equation A.3.9 as
v−→ = −→E v (A.3.11)
We distinguish a base of a coordinate system by adding the name to the
underbar of the base. We define the base of coordinate system s as
−→
E s =[−→es1 −→es2 −→es3].
The components of a vector measured in a base are subscripted similarly to





Using this relation, one can describe a physical vector in base
−→
E s with the
equation:











The base is an orthogonal matrix because its columns −→e1, −→e2 and −→e3 form













E = E = I (A.3.15)
with I the (3× 3) identity matrix.









Figure A.4: Representation of a vector in two sets of right-handed Cartesian axes
with different orientation
A.3.8 Transformations
From the discussion of bases, it is obvious that a physical vector v−→ can be
expressed with respect to any set of Cartesian coordinate systems. Consi-
der two Cartesian coordinate systems s and r as shown in figure A.4.
The base of coordinate systems is defined by
−→
E s =
[−→es1 −→es2 −→es3] (A.3.16)
−→
E r =
[−→er1 −→er2 −→er3] (A.3.17)
The direction vectors of base r can be described in base s by applying equa-
















The quantity Esr is called the transformation matrix between the two sets of
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The physical vector v−→ can be described with respect to both bases as:



















The transformation matrix is also called the direction cosine matrix.
A.3.9 Vector or Cross Product
The cross product of two vectors is a vector perpendicular to both these








= (a2c3 − a3c2)−→e1 + (a3c1 − a1c3)−→e2 + (a1c2 − a2c1)−→e3
(A.3.22)






∣∣∣∣∣∣ = [e1 e2 e3]
a2c3 − a3c2a3c1 − a1c3
a1c2 − a2c1
 (A.3.23)
One can write this equation in matrix form as
a× c = a˜ c (A.3.24)
where a˜ is the skew symmetric tensor of the components of the column
vector a. It is also called the cross product tensor and is defined as:
a˜ =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 (A.3.25)
This tensor has the property that its transpose is equal to the negative of
the tensor.
a˜T = −a˜ (A.3.26)

















where −˜→ω−→ is defined as the cross product tensor of the angular velocity vec-










In continuum mechanics, index notation is usually used since higher order
tensors can easily be represented. The kinematic and dynamic relations of
rigid body motion, on the other hand, are usually expressed in matrix ten-
sor notation. In this text, the notation used is clearly stated. It is, however,
sometimes convenient to use a combination of matrix tensor notation and
index notation. The use of the indices in cases like this is clearly stated
where necessary.
A.5 General Principles
Some general principles are derived and given in this section. Either tensor
or index notation is used in the derivation of the equations, but the import-
ant results are stated, where possible, in both notations.
A.5.1 Gradient of a Scalar Function
It is known from elementary vector analysis that the gradient of a scalar
function of position, φ(x1,x2,x3), in a region R can be expressed as follows










where φ = φ(x1, x2, x3) is a scalar function of position which is single-
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where the subscript (, i) denotes partial differentiation with respect to xi.
A.5.2 Divergence of a Vector Function
In classical vector notation, the divergence of a vector function of position
in a region R is a scalar function of position given as follows
div A
−→













(x1, x2, x3) is a vector function of position that is single-
valued and continuous with continuous derivatives in a region R. In index






A.5.3 Curl of a Vector Function
From elementary vector mechanics, we know that the curl of a vector func-




= −→e1 (A3,2 − A2,3) +−→e2 (A1,3 − A3,1) +−→e3 (A2,1 − A1,2)
(A.5.6)
Since the curl of a vector can be considered formally as the cross product of
the del operator and the vector, the components of the curl of the vector A
−→
can be expressed in terms of the permutation symbol as
curl A
−→
= ε ijkAk,j (A.5.7)
A.5.4 Gauss’ Theorem
In classical vector notation, Gauss’ theorem may be expressed as∫
S
A
−→ • n−→ dS =
∫
R
5−→ • A−→ dV (A.5.8)
where A
−→
(x1, x2, x3) is a vector field that is single-valued and continuous
with continuous derivatives in a region R, S is the surface enclosing R, n−→is
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the unit vector to a small differential element of area dS on the surface S. In






A.5.5 Lagrangian and Eulerian Descriptions of Deformation or Flow
When a medium deforms or flows, the small volumetric elements change
position as they move along space curves. Their positions as functions of
time can be specified in two ways. These are the Lagrangian and Eulerian
descriptions presented below.
Lagrangian Description
Introduce a set of right-handed Cartesian axes, xi, fixed in space. At time t
= 0, let the position of a small volumetric element in the continuum be ai,
and at any other time t, let its coordinates be xi. Obviously, the position of
each element can be specified as a function of its initial coordinates ai and
time t
xi = xi (a1, a2, a3, t) (A.5.10)
This type of description of motion, where each particle (small volumetric
element) is tracked in terms of its initial position and time, is called the Lag-
rangian description. Each initial position vector ai defines a different particle,
and ai is sometimes called the name, or label, of the particle. By definition, the
displacement vector ui of each particle is the difference of the position vec-
tors at time t and time t = 0 (figure A.5).
ui = xi − ai (A.5.11)
In the Lagrangian description, the displacement vector ui is specified as a
function of ai and t, which are treated as four independent variables
ui = ui (a1, a2, a3, t) (A.5.12)
An example of such a description of flow is
x1 = a1t2 + 2a2t+ a1
x2 = 2a1t2 + a2t+ a2
x3 = 12 a3t+ a3
(A.5.13)










Figure A.5: Representation of a vector in two sets of right-handed Cartesian axes
with different orientations
The corresponding displacements ui are given by substituting these equa-
tions for the position vector xi in equation A.5.11
u1 = x1 − a1 = a1t2 + 2a2t
u2 = x2 − a2 = 2a1t2 + a2t
u3 = x3 − a3 = 12 a3t
(A.5.14)
Eulerian Description
Instead of expressing the movement of a continuous medium in terms of
the initial position and time, it is also possible to express it in terms of the
instantaneous position vector xi and time t. For instance, the same displa-
cement vector ui can alternatively be expressed in terms of xi and t
ui = ui (x1, x2, x3, t) (A.5.15)
This is possible, because the relationship between xi and ai, as described in
equation A.5.10, can always be converted to express ai in terms of xi and t
ai = ai (x1, x2, x3, t) (A.5.16)
Whenever the motion of a continuum is expressed in terms of the instan-
taneous position vector and time, the motion is said to be described by the
Eulerian method.
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Conversion
The usual practice in classical linear elasticity is to refer all field functions to
the initial geometry of the continuum. In all cases, the undeformed dimen-
sions of a structure are known, whereas the deformed dimensions must be
found. If the derivatives of the displacements are assumed small, the Eu-
lerian description can be converted to the Lagrangian description. As an





















δkj − ∂uk(ai, t)∂xj
) (A.5.18)
Now, invoking the assumption that the derivative of the displacement is










In other words, to convert an Eulerian partial derivative, we need only to
express the Eulerain function in terms of the Lagrangian coordinates, and
then consider the partial differentiation to bewith respect to the Lagrangian











The only assumption required for the preceding conversions is that the dis-
placement gradients be small. If the displacement vector ui is also relatively
small, the functional forms of F in both the Eulerain and Lagrangian des-
cription become equivalent.
A.5.6 The Comoving Derivative
As a particle of a continuum moves, many of the properties characterising
the element also undergo changes. Use the symbol φij... (which may be a
scalar, a vector, or a Cartesian tensor of any order) to denote one of the pro-
perties characterising the particle. As the particle moves in space with time,
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the function φij...also changeswith time. The rate at which φij...changes with
time while fixing attention to the same particle is called the comoving (or
substantial, ormaterial, or convective, or particle) derivative of φij...and will be
denoted in this text by the symbol dφij...dt unless noted otherwise. Physically,
this derivative can also be interpreted as the rate at which φij...changes, as
seen by an observer attached to the particle. In the Lagrangian description,
φij... is expressed as a function of the “label” of the particle ai and the time t
φij... = φij... (a1, a2, a3, t) (A.5.21)
Since the initial coordinates ai for an individual particle remain constant,
the comoving derivative of φij... using the Lagrangian method is obtained
by treating the coordinates ai as constants. Therefore
dφij...(a1, a2, a3, t)
dt
=
∂φij...(a1, a2, a3, t)
∂t
+





∂φij...(a1, a2, a3, t)
∂t
(A.5.22)
since damdt = 0. When using the Eulerian description, the function φij... is
expressed in terms of the instantaneous position vector xi and the time t. As
the particle moves, xi varies with time. Therefore, the comoving derivative
of φij... using the Eulerian description is
dφij...(x1, x2, x3, t)
dt
=
∂φij...(x1, x2, x3, t)
∂t
+





∂φij...(x1, x2, x3, t)
∂t
+




where vm is the absolute velocity.
A.5.7 The Reynolds Transport Theorem
Consider a certain Eulerian property Fij...(xi, t) per unit mass in space, such





ρFij... (xi, t) dV (A.5.24)
over a portion of the continuum occupying a region of space R in which
Fij...(xi, t) is defined, is a measure of the total entity of Fij...contained in the
portion of the continuum at a given time t. Notice that the region of inte-
gration can be considered as either the region of space R or the region of
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the continuum, which at time t occupies the region of space R. When con-
sidering the time rate of change of such an integral, however, care must be
exercised as to whether the region of integration is the fixed region of space
R or the portion of the continuum occupying R.
If we are interested in the explicit time rate of change of the total amount
of Fij... inside the fixed region R, then compute the time rate of change of








Whenwe are interested in the time rate of change of the total amount of Fij...
contained in the portion of the continuum that occupies the region of space
R at time t, then the region of integration must be visualised as variable,
changing with the motion of the medium. Such a time rate is defined as the






Such a derivative is convenient for assigning physical meanings, but is not
convenient for mathematical manipulations because the differentiation is
to be applied to an integral whose region of integration moves with the
medium in time. Therefore seek relations that will enable us to express
such a comoving derivative of an integral in terms of integrals where the
region of integration may be visualised as a fixed region in space.
By the definition of the comoving derivative of Fˆij...(t), we recognise
that it is the same as the integral of the comoving derivatives of ρFij...dV
associated with the individual volumetric elements contained in region R.
But the mass ρdV contained in a volumetric element dV that moves with













































where vr is the absolute velocity vector. Since the integrals










are expressed explicitly in terms of the Eulerian variables, we no longer
need to be concerned with the rate of change of the integrals with time.
The region of integration can now be visualised as the region of space R,
which the continuum occupies at time t, without ambiguity. The usual
theorems of Cartesian tensor calculus can now be applied to these integrals.

































(ρFij . . .) dV
is the explicit time rate of increase of the total entity Fij... in the fixed region
R, as mentioned before. Using the Eulerian continuity equation derived in
Appendix B, equation B.4.3,
∂ρ
∂t
= − (ρvr),r (A.5.31)




























Equation A.5.32 is called the Reynolds transport theorem. The last two inte-
grals are amenable to the basic theorems of Cartesian tensor calculus. As
























ρ vr nr Fij... dS
(A.5.33)
where S is the surface enclosing the region R and nr is the unit outward




The principles and fundamental laws of a classic or nonpolar continuum
are presented. In a nonpolar continuum no assigned traction couples or
body couples and couple stresses are present, but only external surface
traction forces and body forces.
Many problems in engineering mechanics are concerned with the beha-
viour of matter in motion or in equilibrium under the action of externally
applied forces in various environments. For engineering purposes, it is of-
ten possible to study such behaviour of matter by assuming thematter to be
totally continuous. A material that can be treated this way is called a conti-
nuum, or continuous medium, and the theory describing the behaviour of
such a material is called continuum mechanics, or theory of a continuous
medium. Both the Eulerian and Lagrangian descriptions are used. The
rest of this appendix closely follows the description given by Frederick &
Chang (1972).
B.2 Cauchy Stress Tensor
Forces acting on a body of a continuum medium may be divided into two
groups: those that act across a surface (internal or external), owing to direct
contact with another body, and those that act at a distance and not as a
result of direct contact.
Body forces are forces that act on all particles in a body as a result of
some external body or effect not due to direct contact. An example of this
is the gravitational force exerted on a body and which is due to another
body. This type of force will be defined as a force intensity at a point in the
continuum on a per unit mass or per unit volume basis. Let ∆Fi be the body
force acting on the mass ∆M inside a volume ∆V. Then the definitions of a



















(force per unit volume) (B.2.2)
with
ρ fi = f˜i (B.2.3)
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Figure B.1: Traction vector
Surface forces are contact forces that act across some surface of the body,
which may be internal or external. In continuum studies, this type of force
is usually introduced as a force per unit area at a point in the medium.
consider a planar surface area ∆S (figure B.1a), oriented by the unit normal
vector ni and containing the point P. Let ∆Fi be the total force that the
material on the +ni side exerts on the material on the –ni side across the
surface.










Note that the stress vector (sometimes referred to as the traction vector,
Cauchy traction vector, or true traction vector) is a function of position, time,
the orientation of the surface element as specified by the direction of ni,
and the sense of ni. Cauchy’s stress theorem states that there exists a uni-
que second-order tensor field σij so that
σi = σijnj (B.2.5)
where σij denotes the spatial tensor field called the Cauchy (or true) stress
tensor. To prove equation B.2.5, again consider a point P in a continuum.
Take the unit normal vector ni of the surface containing point P to be in
the direction of the positive x2-direction. This orients the surface element
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Figure B.2: Small tetrahedron at point P
normal to the x2-axis (the shaded surface in figure B.1b). The stress vec-
tor σ(2)i on this element is, in general, in some arbitrary direction, but may
be resolved into normal and shearing components. The shearing compo-
nent lying in dS then may be resolved into two components along the x1-
and x3-directions. The net result is that the stress vector has been resolved
into components σ(2)i along the xi axes as shown in figure B.1b. Similarly,
we can visualise two other stress vectors σ(1)i and σ
(3)
i acting on surface ele-
ments whose normals are in the positive x1- and x3-directions. The three
stress vectors have a total of nine components, which are called the com-
ponents of stress or the stress tensor at point P. Three of these, σ11, σ22 and σ33
are normal stresses and the remaining six, σ21, σ31, σ12, σ32, σ13 and σ23 are
shearing stresses.
Consider a small but finite tetrahedron at point P, bounded by three
coordinate planes and a sloping face normal to ni, as shown in figure B.2.
Introduce local Cartesian axes with the origin at P and the following no-
menclature:
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σi = stress vector at P acting across a small surface element whose normal is ni
σij = components of stress (stress tensor) at point P
fi = body force per unit mass at point P
h = depth of the tetrahedron measured from the sloping face that is normal
to the unit vector ni
ρ = density at point P
It is clear that average quantities must be introduced, since the tetrahedron
is finite. Define the following average quantities.










= average stress vector across the surface PP2P3 on the







would denote the average traction on a




















= average stress vector across the surface PP1P2
on the tetrahedron
fi + fˆi = average body force per unit mass acting
on the tetrahedron
ρ+ ρˆ = average density of the tetrahedron




σˆi, σˆij, fˆi, ρˆ
)
= 0 (B.2.6)
As the altitude h approaches zero, so that the volume and the four sur-
face areas simultaneously approach zero, while the position of P does not
change. It follows that the average values will approach the local values
at the point P, and the result will be an expression for the stress vector σi
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at point P in terms of the other three special surface stress vectors at P.




















where vi is the velocity vector at some interior point. Now let h approach




i n1 + σ
(2)
i n2 + σ
(3)
i n3
∴ σi = σijnj
(B.2.8)
This equation relates the stress vector σi at P corresponding to the direction
ni to the stress components σij at P. The normal component, N, of the stress
vector σi acting on the surface oriented by the unit normal vector ni is given
by the dot product of the vectors ni and σi.
N = σini (B.2.9)
and from equation B.2.8 it follows that
N = σijnjni (B.2.10)
and the magnitude of the shearing component S
S =
√
σiσi − N2 (B.2.11)
B.3 Principal Stresses and Principal Axes
At a given point P in the continuum, the stress vector acting on an area
whose normal is ni is given by equation B.2.8. We now seek a direction ni
(if any) for which the stress vector will be normal to the area. That is,
σi = σni (B.3.1)
where σ is the magnitude of the stress vector. Such a direction is called a
principal direction, and the corresponding stress magnitude σ is called a
principal stress. Hence, given the stress tensor σij at P, the condition for
determining the principle stresses and their corresponding directions is
σi = σijnj = σni = σδijnj (B.3.2)




nj = 0 (B.3.3)
These three linear algebraic equations together with
nini = 1 (B.3.4)
are four equations for the four unknowns σ and ni. Equation B.3.3 has
the trivial solution n1 = n2 = n3 = 0, which cannot be valid, since they
must satisfy the condition equation B.3.4. For equation B.3.3 to possess
nontrivial solutions, the determinant of the coefficients of ni in the set of
three equations must vanish.
|σij − σδij| = 0 (B.3.5)
or
−σ3 +Θσ2 −Φσ+Ψ (B.3.6)
where Θ = σii (sum of diagonals of stress vector)
Φ = σ22σ33 − σ223 + σ33σ11 − σ231 + σ11σ22 − σ212
Ψ = |σij| (determinant of the stress vector)
(B.3.7)
Equation B.3.6 is a cubic equation in σ, which will yield three principal
stresses σ1, σ2 and σ3.
B.4 Conservation of Mass
One of the most important physical laws governing the motion of a conti-
nuous medium is the principle of conservation of mass. An equation de-
rived from the law of conservation of mass is called a continuity equation.
Every continuum body possesses mass, denoted by m. It is a fundamen-
tal physical property commonly defined to be a measure of the amount of
material contained in the body.
B.4.1 Eulerian Description
In order to perform a macroscopic study we assume that mass is conti-
nuously distributed over an arbitrary region R with boundary surface S at
time t. We define a system as a quantity of mass or a particular collection of
matter in space. In non-relativistic physics mass cannot be produced or de-
stroyed. The mass m of a body is a conserved quantity. Consider a surface
S enclosing a fixed region R, through which a continuum flows, as shown
in figure B.3.











Figure B.3: A fixed region in space through which the continuum flows
Let the outer unit normal vector to a differential surface element dS be
ni(x1, x2, x3), let the velocity vector of a particle inside the region R be vi(x1,
x2, x3) and let the density of the same particle be ρ(x1, x2, x3). It is obvious
from the concept of conservation of mass that the rate of increase of mass in
the region R is exactly equal to the amount of mass flowing into the region
per unit of time.





is the rate of increase of mass inside R. Identifying vini as the normal com-






















ρvini dS = 0
(B.4.1)
where the integrations are taken over a fixed region R and surface S, and
not following the particle. Equation B.4.1 is called the Eulerian integral con-
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tinuity equation. Applying Gauss’ theorem to convert the surface integral







dV = 0 (B.4.2)
However, this equation should be satisfied for any arbitrary but fixed re-
gion of space. This means that the integrand of the left-hand side of equa-
tion B.4.2 should be identically equal to zero, or
∂ρ
∂t
+ (ρvi),i = 0
∴ ∂ρ
∂t
+ viρ,i + ρvi,i = 0
(B.4.3)
Recognising the first two terms as the comoving derivatives of ρ,
dρ
dt
+ ρvi,i = 0 (B.4.4)
Equations B.4.3 and B.4.4 are the three forms of the Eulerian differential
continuity equation. Whenever the density of each particle of the medium




For this case, the continuity equation has the following form
vi,i = 0 (B.4.6)




= 0⇔ (ρvi),i = 0 (B.4.7)
B.4.2 Lagrangian Description
In the Lagrangian description, the density ρ is a function of the initial posi-
tion vector ai and time t, ρ = ρ(a1, a2, a3, t). Consider a region R0 occupied
by the continuum at time t = 0 with an initial density distribution of ρ(a1,
a2, a3, 0). This region of the continuumwill move to some new position and
form a new region Rt at time t (which may or may not overlap the original
region) with a new density distribution of ρ(a1,a2, a3, t).
Consider the continuum in the initial region R0 at t = 0 to be bounded
by lines parallel to the xi-axes, figure B.4. After deformation, these lines
will describe curves in the region Rt at time t. These curves along which
only one of the values of ai vary, may be considered as a set of curvilinear









Figure B.4: The curves of ai = constants in the (a) undeformed and (b) deformed





















Figure B.5: The (a) undeformed and (b) deformed volumetric elements
coordinates in the deformed body. Each infinitesimal rectangular parallel-
epiped of
dV0 = da1da2da3 (B.4.8)
will be deformed into a small nonrectangular parallelepiped of volume





the parallelepiped dVt corresponds to the differential line segments along
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The volume of the parallelepiped dVt can be shown to be













































is called the Jacobian of transformation of xi with respect to ai. Since the
mass contained in R0 should be identically the same as that in Rt, the fol-
lowing integral continuity equation using Lagrangian description must be
valid ∫
Rt
ρ (a1, a2, a3, t) dVt =
∫
R0
ρ (a1, a2, a3, 0) dV0 (B.4.12)
or ∫
R0
ρ (a1, a2, a3, t) J dV0 =
∫
R0
ρ (a1, a2, a3, 0) dV0 (B.4.13)
But this equation should hold true for any region R0. Therefore
ρ (a1, a2, a3, t) J = ρ (a1, a2, a3, 0) (B.4.14)
Equation B.4.12 implies that the quantity ρ (a1, a2, a3, t) J is independent of




[ρ (a1, a2, a3, t) J] = 0 (B.4.15)
This is a differential continuity equation from the Lagrangian viewpoint.















Figure B.6: Free body diagram of an arbitrary region in space in which a conti-
nuum moves
B.5 Momentum Balance Principles
The momentum principle for a collection of particles states that the time
rate of change of the total momentum of a given set of particles equals the
vector sum of all the external forces acting on the particles of the set, provi-
ded Newton’s Third Law of action and reaction governs the internal forces.
The continuum form of this principle is a basic postulate of continuumme-
chanics.
B.5.1 Eulerian Description
Consider a given mass of the medium, instantaneously occupying a region
R bounded by surface S (as in figure B.6) and acted upon by a stress vector
σi and body force fi. If σi(xi, t) is acting on a surface element dS on S, ρ(xi)
is the density of the volumetric element dV in region R, and fi(xi, t) is the
body force per unit mass of the same volumetric element; then Cauchy’s












where vi(xi, t) is the velocity vector at a point in the continuum. Using the
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where ni(xi) is the unit normal vector to the surface element dS on S. Ex-
















This is called the momentum integral equation governing the motion of the
continuum through the control volume. Transforming the surface integrals
in equation B.5.3 to a volume integral using Gauss’ theorem yields∫
R
[
σij,j + ρ fi − ∂ (ρvi)
∂t
− (ρvivj),j] dV = 0 (B.5.4)
This equation should hold true for any arbitrary region of the continuum
in motion, which means that the integrand on the left side should be iden-







,j = ρ fi + σij,j (B.5.5)
This is one form of the equation of motion. An alternative form can be



























+ ρvjvi,j = ρ fi + σij,j
(B.5.6)




+ vi (ρvi),i = 0 (B.5.7)





+ ρvjvi,j = ρ fi + σij,j (B.5.8)















Thus, the left side of equation B.5.8 is just the product of ρ and the como-




= ρ fi + σij,j (B.5.10)
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In the special case of static equilibrium of the medium the acceleration dvidt
is zero and equation B.5.10 reduces to the partial differential equation of
equilibrium
ρ fi + σij,j = 0 (B.5.11)
Next the moment of momentum principle is considered. In a collection of
particles whose interactions are equal, opposite, and co-linear forces, the
time rate of change of the total moment of momentum for the given collec-
tion of particles is equal to the vector sum of the moments of the external
forces acting on the system. In the absence of distributed couples, we pos-
tulate the same principle for a continuum.
Recall from elementarymechanics that themoment of any force Fi about
the origin O is the vector product of the position vector xi and the force Fi,
or ε ijkxjFk, where ε ijk is the permutation symbol. Applying the moment












ρε ijkxjvk dV (B.5.12)











ε ijkxjρvk dV (B.5.13)
The surface integral in equation B.5.13 can be reduced to a volume integral
by using Gauss’ theorem∫
S

































































σkj − ρvjvk + xj
(
σkr,r + ρ fk − ρdvkdt
)]
dV = 0 (B.5.16)
Noting that ε ijkvjvk = 0, since vjvk is symmetric in the indices jk while ε ijk
is antisymmetric and that
σkr,r + ρ fk − ρdvkdt = 0
is the equation of motion (equation B.5.10). Thus, equation B.5.16 reduces
to ∫
R
ε ijkσkj dV = 0 (B.5.17)
Again this equation should hold true for any arbitrary region R of the con-
tinuum, which results in
ε ijkσkj = 0 (B.5.18)
This is the equation of angular momentum for a classic continuum. In ex-
panded form equation B.5.18 becomes
for i = 1 σ32 − σ23 = 0
for i = 2 σ13 − σ31 = 0
for i = 3 σ21 − σ12 = 0
(B.5.19)
This establishes the symmetry of the stress tensor in general without any
assumption of equilibrium or of uniformity of the stress distribution.
B.5.2 Lagrangian Description





= ρ fi + σij,j
where ρ = ρ (xi, t), fi = fi (xi, t), σi = σi (xi, t), vi (xi, t) = dxidt . Using the
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We can also express the Eulerian functions ρ and fi in terms of the Lagran-
gian coordinates, i.e.
ρ (xi, t) = ρ (ai, t)
fi (xi, t) = fi (ai, t)
(B.5.22)




= ρ fi + σij,j (B.5.23)
where all functions are expressed in terms of the Lagrangian coordinates ai
and time t, and the subscript “,i” means ∂∂ai . The equation of angular mo-
mentum, equation B.5.18, is formulated in the Eulerian description. Using
the same rules, this equation in the Lagrangian description becomes
ε ijkσkj = 0 (B.5.24)
where σkj = σkj(ai, t).
B.6 Strain Tensor
As the continuum moves from one configuration to another, the matter in
the neighbourhood of each point is translated and rotated as a rigid body,
and strained. Strain of an elemental volume is that part of the relative mo-
tion between neighbouring particles that is not due to rigid body motion.
B.6.1 General or Finite Strain
This is the strain that occurs in the mediumwhen no restrictions are placed
on the magnitude of the displacements or derivatives of the displacement
with respect to position. The latter are called displacement gradients.
Eulerian Nonlinear Strain Tensor
Let P and Q be two neighbouring points in the medium before deforma-
tion, at time = 0. After a given motion, at time = t, these two points move
to new positions p and q (figure B.7).
Using the Eulerian description, the vectors to the points can be written
as follows
P : ai
Q : ai + dai
p : xi = ai + ui (xi, t)
q : xi + dxi = ai + dai + ui (xi + dxi, t)
(B.6.1)















time = 0 time = t
Figure B.7: Relative displacements between two neighbouring points in a conti-
nuum
where ui (xi, t) and ui (xi + dxi, t) are the displacement vectors of P and
Q respectively. The relative displacement vector between Pand Q after a
given deformation at a given time t is therefore the difference of the displa-
cement vectors uQi and u
P
i of the two points.
dui = u
Q
i − uPi = ui (xi + dxi, t)− ui (xi, t) (B.6.2)
Assuming that the conditions that guarantee the existence of a derivative








where the partial derivatives are evaluated at point p and at time t. As the
medium moves as a result of the displacements, the volumetric element in
the neighbourhood of P will translate and rotate as a rigid body and be
strained. To distinguish between the local rigid body motion and straining,
compute the difference of the square of the differential lengths between p,
q and P, Q. This is done because mathematically it is more convenient to
discuss than the difference of the same lengths. The squares of the lengths
are
|PQ|2 = (da)2 = daidai
|pq|2 = (dx)2 = dxidxi
(B.6.4)
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Therefore
(dx)2 − (da)2 = dxidxi − daidai (B.6.5)
At a given time t, the differential vector dai due to the difference of the








where the partial derivative is again evaluated at point p and at time t.
Equation B.6.5 becomes
(dx)2 − (da)2 = dxidxi − daidai
























From the third equation in equation B.6.1 it follows that
xi = ai + ui (xi, t)⇔ ai = xi − ui (xi, t) (B.6.8)
Substituting this expression into the last of equation B.6.7 yields























































This equation can now be written as
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is defined as the Eulerian nonlinear strain tensor. It is clear that the strain
tensor as given by equation B.6.11 is symmetrical.
Lagrangian Nonlinear Strain Tensor
Following the same procedure used in the preceding discussion, but using
ai as the independent coordinates instead of xi, we obtain the displacement
vector
ui = ui (ai, t) (B.6.12)


























Infinitesimal strain tensors are characterised by small displacement gradi-
ents, i.e. ∂ui∂xj << 1 in the Eulerian description and
∂ui
∂aj
<< 1 in the Lagran-
gian description.
Eulerian Linear Strain Tensor
Assuming the derivatives of the displacements to be small, the term invol-
ving the product of these derivatives in equation B.6.9 can be neglected in
comparison with the other two terms, so that





















so that equation B.6.15 can be written as
(dx)2 − (da)2 = 2eijdxidxj (B.6.17)
It should be emphasised that in the derivation given above, the assumption
that the displacements are infinitesimal has not been used. The linear strain
tensor eij is also symmetric and follows the usual law of transformation
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for a second order Cartesian tensor. Let us now derive an expression for
the change of length per unit of final length (length after deformation) for
the line element pq (figure B.7). Introducing the symbol e as the change in





Factoring the left side of equation B.6.17 as follows
(dx+ da) (dx− da) = 2eijdxidxj (B.6.19)
and using the assumption of small changes of length (dx+ da) ≈ 2dx,
equation B.6.19 becomes









Substitution in equation B.6.18 yields






are the direction cosines of the line element pq.
Lagrangian Linear Strain Tensor
Following the same procedure as in the preceding section, the terms in-
volving the product of displacement gradients can be ignored so that the
equivalent of equation B.6.15 can be written as





















so that equation B.6.23 becomes
(dx)2 − (da)2 = 2lijdaidaj (B.6.25)
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The tensor lij is also symmetric and follows the usual law of transformation
for a second order Cartesian tensor. The change of length per unit initial










B.6.3 The Linear Rotation Tensor and Rotation Vector
Our studies of the roles of the rotation tensor and vector will be restricted
to the case of the infinitesimal displacement gradients only.
Eulerian Description
Earlier it was established that the relative displacement of two neighbou-








where it is understood that the partial derivatives are to be evaluated at p
and at time t. Equation B.6.27 can be written as the sum of a symmetric







































If a given set of displacements constitute rigid body motion, then the eij = 0
everywhere. The converse is also true. Hence, the necessary and sufficient
condition of the continuum to have no straining in the vicinity of a point p
is that eij = 0. Study the relative displacement of q with respect to p for this
case. Equation B.6.30 then becomes
dui = wijdxj (B.6.31)
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This should represent the displacement of q relative to p due to an infinite-
simal rigid body rotation of the vector dxi only. The tensor wij is antisym-
metric, i.e.





This means that the entire rotation tensor can be defined by three inde-
pendent components. The following notation is introduced for these three
components
w1 = w32 = −w23
w2 = w13 = −w31
w3 = w21 = −w12
(B.6.33)
The three components of wi forms a vector called the Eulerian linear rota-
tion vector. Equations B.6.32 and B.6.33 imply that the rotation vector wi is
expressible in terms of the rotation tensor
2wi = ε ijkwkj (B.6.34)
or inversely
wji = ε ijkwk (B.6.35)
Furthermore, upon substitution of the linear rotation tensor, equation B.6.29,
into equation B.6.34, the three components of the rotation vector can be
shown to be identical to the components of one-half the curl of the displa-
cement vector
wi = 12 ε ijkuk,j (B.6.36)
Lagrangian Description
Thus far, only the Eulerian description has been used. It is obvious that
the same discussion may be applied to the relative displacement using the
Lagrangian description referring everything to the undeformed length PQ
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is called the Lagrangian linear rotation tensor. The corresponding rotation
vector is
2w˜i = ε ijkw˜kj (B.6.40)
or inversely
w˜ji = ε ijkw˜k (B.6.41)
Furthermore, these components can also be written as the components of
one-half the curl of the displacement vector
w˜i = 12 ε ijkuk,j (B.6.42)
where






w˜1 = w˜32 = −w˜23
w˜2 = w˜13 = −w˜31
w˜3 = w˜21 = −w˜12
(B.6.44)
Except that the coordinates xi are replaced by ai, all properties and mea-
nings assigned to the Eulerian rotation tensor and vector hold for the Lag-
rangian rotation tensor and vector. Finally, under the assumption of infini-




Hence, the Eulerian description should yield approximately the same result
as the Lagrangian description.











































Figure B.8: (a) Line segment pq in the y1 direction (b) Undeformed and (c) defor-
med states of two line segments finally orientated in the y2- and y3-directions
B.6.4 Geometrical Meanings of the Linear Strain Tensors
Eulerian Description












Also the change of length per unit of final length of a line element is (equa-
tion B.6.21).
e = eijninj (B.6.47)








These three equations will now be used to give a geometrical or physical
meaning to the components of strain. Let us first obtain a physical meaning
of the diagonal components e11, e22 and e33. To begin, take the differential
line segment pq in the x1-direction, or along the y1-(local) axis, as shown in
Fig. B.8a. The direction cosines for this element are
ni = (1, 0, 0) (B.6.49)
Substituting these into equation B.6.47 yields
e = e11 (B.6.50)
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Therefore, e11 is the change of length per unit of original length of a dif-
ferential line segment in the y1-direction. Similarly, it can be shown that
e22 and e33 are changes of length per unit length of the differential line seg-
ments drawn from p along the y2- and y3-directions respectively. Next, lets
investigate the e23 off-diagonal element of the linear strain tensor as an ex-
ample of all the off-diagonal elements.
Figures B.8b and B.8c show two sets of local Cartesian coordinates. The
vector yi has its origin at P in the undeformed body and the second yi has
its origin at p, the point to which the particle at Pmoves after deformation.
Both sets are parallel to the global xi-axes. A line segment pq after defor-
mation along the y2-axis has components of (0, dx2, 0), and the relative





































Therefore, to the lowest order, the components of a unit vector in the direc-








In the same way, if we consider a differential line segment pr after defor-
mation in the y3-direction, it will have components in the deformed state
of (0,0,dx3). The unit vector along the line element PR in the undeformed









Hence, to the lowest order, the cosine of the angle α23 between the two
undeformed line segments PQ and PR is given by taking the dot product
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Let the increase from the angle α23 in the undeformed state to the right
angle in the deformed state between the two differential line segments be
β23. Then
β23 = pi2 − α23 (B.6.56)
But in the infinetesimal theory, β23 is very small, so that
β23 ≈ sin β23 = cos α23 (B.6.57)
Therefore, the difference in angle between the two line segments is
β23 = 2e23 = 2e32 and also
β13 = 2e13 = 2e31
β13 = 2e13 = 2e31
(B.6.58)
The three strain tensor components e23, e31, and e12, are thus equal to one-
half the change of angle between two line segments that lie along the yi-
directions in the deformed medium.
Lagrangian Description
The same procedures can be used to demonstrate the geometrical mea-
nings of the components of the Lagrangian linear strain tensor. The dia-
gonal components of the strain tensor l11, l22 and l33 can be shown to be
the change of length per unit original length of a differential line segment
originally in the y1, y2 and y3-directions respectively. The two line segments
PQ and PR are assumed to be orthogonal and in the direction of the local
y2 and y3-directions as depicted in figure B.9a.
Figure B.9b shows the two line segments in the deformed state. Using
the relative displacements depicted in figure B.9 and following the same
procedures as in the previous section, it follows that
β23 = 2l23 = 2l32
β13 = 2l13 = 2l31
β12 = 2l12 = 2l21
(B.6.59)
The three tensor strain components l23, l31 and l12 are thus equal to one-half
the change of angle between two line segments originally 90◦ apart along
the directions indicated by the numerical subscripts. These are one-half the
familiar “shearing strains” as defined in a course in strength of materials.
B.7 Principal Strains and Principal Axes
In this section the principal axis theory for the linear strain tensor is given.
Consider a general movement of the continuum in the vicinity of a point









































Figure B.9: (a) Undeformed and (b) deformed state of two line segments
P, which consists of straining and rigid body rotation and translation. The
effects of rigid body rotation and straining can be studied separately and
then superimposed. In this section we shall consider the effects of pure
strain only. Due to straining only, the displacement vector of a neighbou-
ring point Q relative to P is
dui = lijdaj (B.7.1)
or the relative displacement of Q with respect to P per unit of original





where da is the differential length PQ and nidai/da is the unit vector in the
direction of PQ. In general the relative displacement vector per unit length
is not in the original direction of the line segment PQ, nor is it in the defor-
med direction of the line segment pq. Following the same procedure that
was used in defining principal directions for the stress tensor, define a prin-
cipal direction for the strain tensor as an orientation of the line segment PQ for
which the line element retains the property of perpendicularity to the sur-
face of the particles originally in its perpendicular plane. Considering the
effects of strain only, this means that the relative displacement vector li per
unit of length has the same direction as the original line element PQ. This
should not be confused with the idea of an invariant direction, for when
the effects of rotation are added, the principal line elements will be rotated
from their original orientations. The magnitude of such a relative displace-
ment per unit length (now a normal strain) is called a principal strain, and
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the corresponding axis is called a principal axis of strain. By definition, for
such a direction, the following equation must be satisfied
li = lni = lδijnj (B.7.3)
where l is the principal strain. Substituting for li from equation B.7.2, equa-
tion B.7.3 becomes (
lij − lδij
)
nj = 0 (B.7.4)
Furthermore, the components of the unit vector always satisfy nini = 1. The
nontrivial solution for ni in equation B.7.4 require that the determinant of
the coefficients of the ni be equal to zero∣∣lij − lδij∣∣ = 0 (B.7.5)
In general, equation B.7.5 will yield three values of l. These three principal
strains will be denoted by l1, l2 and l3. In the Eulerian description, the
principal directions are defined as those for which the displacement vector
per unit length of deformed line due to pure strain
ei = eijnj (B.7.6)
is in the direction of the deformed segment. Stated in a different way, a
principal direction is one for which the deformed line element retains the
property of perpendicularity to the surface of particles originally in its per-
pendicular plane. The direction cosines are n¯i. The magnitude of ei for a






where e is a principal strain. The principal values e1, e2 and e3 are given by
the following determinant ∣∣eij − eδij∣∣ = 0 (B.7.8)
B.8 The Linear Cubical Dilatation
The cubical dilatation D, in the Eulerian description, is defined as the in-
crease of volume per unit of final volume in the neighbourhood of a point
p in the continuum. Infinitesimal theory applies.
Consider a differential rectangular parallelepiped in the deformed me-
dium with one corner at p. Let its three edges of lengths dx1, dx2 and dx3
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coincide with the principal directions of strain. From the definition of D,





dx1dx2dx3 − dx1 [1+ e(1)]dx2 [1+ e(2)]dx3 [1+ e(3)]
dx1dx2dx3
(B.8.1)
Neglecting terms involving product of e1, e2, e3 because of the infinitesimal
assumption, D becomes
D = e1 + e2 + e3 = eii (B.8.2)
where eii is the first invariant of the Eulerian strain tensor. Therefore the
first strain invariant eii in any coordinate system is the cubical dilatation
D. In the Lagrangian description, the cubical dilatation D˜ is defined as
the increase of volume per unit of original volume in the neighbourhood
of a point P in the continuum. Letting the three edges of the rectangular
parallelepiped be da1, da2 and da3 and following the same procedure it
follows that
D˜ = l1 + l2 + l3 = lii (B.8.3)
B.9 Compatibility Equations for Linear Strain Components
B.9.1 Eulerian Description











is equivalent to six equations with the six independent components eij on
the one side and the three displacements ui on the other. If the strains
are determined first, we have six equations for the determining the three
unknown displacements ui. In general, a set of displacements for any ela-
sticity problem will not exist unless the strains eij satisfy certain conditi-
ons. The equations that the strains components must satisfy in order that
the displacements be single-valued and continuous are called compatibility
equations. They are both necessary and sufficient conditions.
We shall derive these equations and establish their necessity and suf-
ficiency. Consider two points in a continuum whose coordinates are xi(1)
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and xi(2), using the Eulerian description. We wish to compute the displa-
cements ui(1), relative to ui(2), along some curve C joining the two points.
If the displacement vector ui is single-valued and continuous, then























for dxj in the se-
cond integral. This is an identity, for xj is any point on C, and xj(2) is
constant for the second end point. Hence,
























































)− 12 (uj,ik + uk,ij)
= eik,j − ejk,i
(B.9.5)
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or
















Since the displacement vector is single-valued and continuous, the integral∫
C Fikdxk must be independent of the path of integration. In other words,
the integral should yield the same result for any continuous curve C joining
xi(1) and xi(2). Hence there must exist three functions Gi(x) that are single-
valued and have continuous derivatives such that
Fikdxk = dGi = Gi,kdxk (B.9.10)
This means that
Fik = Gi,k (B.9.11)
But the functionsGi have continuous derivatives through the second-ordered
ones, so the necessary and sufficient conditions that the ui can be calculated
are
Gi,kl = Gi,lk (B.9.12)
and therefore
Fik,l = Fil,k (B.9.13)























in this equation all terms containing derivatives of strain alone or with the
Kronecker delta as a coefficient cancel, leaving the following[
xj − xj(2)
] (
ejk,il + eil,jk − eik,jl − ejl,ik
)
= 0 (B.9.15)





must vanish. Thus, a necessary and sufficient condition
for the displacement vector ui to be single-valued and continuous is
eik,jl + ejl,ik = ejk,il + eil,jk (B.9.16)
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or by interchanging the indices j and k
eij,kl + ekl,ij = ejk,il + eil,jk (B.9.17)
where the symmetry property of the strain tensor has been used in the first
term on the right-hand side and the order of the differentiation has been
changed in the last. For the final form, the indices i and j on the right-hand
side of equation B.9.17 are switched, and the same properties are used again
on the left side. Thus
eij,kl + ekl,ij = eik,jl + ejl,ik (B.9.18)
Equation B.9.18 represents a set of 34 = 81 equations. They are called the
compatibility equations for the linear strain components in the Eulerian de-
scription. Of these 81 equations only 6 are independent. The numerical
choices for the indices for the independent equations are the following
i : 1 3 2 1 2 3
j : 1 3 2 1 2 3
k : 2 1 3 2 3 1
l : 2 1 3 3 1 2
(B.9.19)
B.9.2 Lagrangian Description
Using the Lagrangian linear strain tensor lij, the same discussion will hold
true for the Lagrangian description, provided that ∂ui(ai ,t)∂aj << 1. With this
restriction, the compatibility equations are
lij,kl + lkl,ij = lik,jl + ljl,ik (B.9.20)
B.10 The Rate of Strain Tensor and the Vorticity Tensor
The stress required to deform a medium may be some function of the ma-
gnitudes of the strains and the rate at which the deformation takes place.
The exact functional relationship varies from material to material. In a pu-
rely elastic solid, rates of straining are not important, whereas the stresses
in a fluid depend mainly upon the rates of strain. In this section, we shall
be interested primarily in the rate at which deformation takes place.
Introduce the Eulerian velocity field vi(xi,t) of each particle of the con-
tinuum as a function of its instantaneous position and time. Consider a
given instance in time t. At this instant, the velocity of a particle p in the
deformed medium is vi, figure B.10. Consider the variation of velocity due
to position only, the velocity of a neighbouring particle q, where the vector









Figure B.10: Velocity components for neighbouring particles p and q
from p to q is dxi, will be vi + dvi. Or, using dvi = ∂vi∂xjdxj = vi,jdxj, we may
write
vi (xi + dxi, t) = vi (xi, t) + vi,jdxj
where vi,j is called the velocity gradient tensor. It is a measure of the relative
velocity between two neighbouring particles in the deformedmedium. The



















is defined as the rate of strain tensor (rate of deformation tensor, strain rate tensor






B.11. The Rate of Rotation Vector and the Vorticity Vector 197
is called the vorticity tensor. The velocity of q relative to p, or dvi, can be
written as





Let us now relate the rate of strain tensor ψij to the Eulerian linear strain
tensor eij and the vorticity tensor ωij to the rotation tensor wij. The linear






















But duidt = vi are the Eulerian velocity components. Upon interchanging the



























Thus, ψij andωij are simply comoving derivatives of eij andwij respectively.
Physically, ψijis a measure of the rate of straining, and ωij is the time rate
of rigid body rotation for the medium in the neighbourhood of p.
B.11 The Rate of Rotation Vector and the Vorticity Vector





which is a symmetric tensor, i.e.
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Since there are only three independent components, this means that the
components of the vorticity tensor can be related to the components of a
vector as follows
ω1 = −ω23 = ω32
ω2 = −ω31 = ω13
ω3 = −ω12 = ω21
(B.11.2)
The vector ωi is called the rate of rotation vector. The rate of rotation vector
and the vorticity vector are related to the vorticity tensor as follows
2ωi = ζi = ε ijkωkj
ωji = ε ijkωk = 12 ε ijkζk
(B.11.3)
where ζi is called the vorticity vector, defined as twice the rate of rotation
vector. The rate of rotation vector and the vorticity vector can also be rela-
ted to the curl of the velocity field




In Appendix B we have assumed the nonpolar case with no distributed
couples (moments) on the boundary surface and internal surfaces and no
body couples. External couple distributions could result from the action of
an external magnetic field on magnetised particles of the material or the ac-
tion of an electric field on polarised matter. Even without assigned external
couples, couple-stress can arise from interactions between adjacent parts of
the material other than central-force interactions.
We have considered only the force per unit area transmitted across a
surface at a point and not a possible couple. When a continuous distribu-
tion of force acts across a finite area ∆S, the resultant of the distributions, in
general, is a force and a couple. If the result is divided by ∆S and the limit
taken as ∆S tends to zero, it is found that the couple per unit area produced
at the point by the continuous distribution of force is zero. This does not, of
course, preclude the possibility that there might also be a continuous distri-
bution of couple, whose limit (per unit area) would be different from zero,
i.e. a couple-stress.
C.2 The Cosserat Equations
In a theory of deformation of continua by E. Cosserat and F. Cosserat in
1909, the couple per unit area (couple-stresses), acting across a surface within
a material volume or on its boundary, is taken into account in addition to
the usual force per unit area.
C.2.1 The Couple-Stress Tensor and Couple-Stress Vector
As in Appendix B.2, consider a planar surface area ∆S oriented by the unit
normal vector ni and containing the point P. This planar surface separates
a portion of a material volume R1 from the remainder R2. Let ∆Fi be the
total force that the material on the +ni side exerts on the material on the –ni
side across the surface (figure C.1). In addition to the force, a total moment
∆Mi is also exerted on the material. The moment vector ∆Mi is taken as
positive in the direction of advance of a right handed thread.
The stress vector at point P is defined by equation B.2.4. The couple-
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Figure C.2: (a) Stress vectors and stress tensor components (b) Couple-stress vec-
tors and couple-stress components
C.2. The Cosserat Equations 201






The Cauchy stress theorem relating the stress tensor σij and the stress vector
σi was shown to be
σi = σijnj (C.2.2)
An similar expression can be written that relates the couple-stress tensor
µij and the couple-stress vector µi.
µi = µijnj (C.2.3)
To prove equation C.2.3, consider a point P in a continuum. Figure C.2a
shows the stress vectors and stress tensor components as shown in Ap-
pendix B and figure C.2b shows the couple-stress vectors and couple-stress
tensor components. These two sets of stresses act simultaneously at point
P, but are shown separately to avoid confusion. Take the unit vector ni
of the surface containing point P to be in the direction of the x2-axis (the
shaded surface in figure C.2b).
The couple-stress vector µi on this element is, in general, in some ar-
bitrary direction, but may be resolved into three orthogonal components.
The components of the couple-stress vector µ(2)i are µ12, µ22 and µ32, where
the first subscript indicates the direction of the couple stress component
and the second subscript indicates the direction of the normal vector to the
surface. Similarly we can visualise two other couple-stress vectors µ(1)i and
µ
(3)
i acting on surface elements whose normals are in the positive x1- and
x3-directions respectively. They have couple-stress components of µ11, µ21,
µ31 and µ13, µ23, µ33 respectively. Consider a Cauchy tetrahedron at point
P, bounded by three coordinate planes and a sloping face normal to ni as
shown in figure C.3. The local Cartesian coordinate system has its origin at
P.
Figure C.3a shows the stress vectors acting on the four sides of the tetra-
hedron and figure C.3b shows the couple-stress vectors acting on the same
tetrahedron. Again these two sets of traction vectors act simultaneously on
the tetrahedron, but are shown separately to avoid confusion. The presence
of the couples does not affect the consideration of linear momentum, and
the relation between the stress vector and the stress tensor still holds
σi = σijnj (C.2.4)
We now apply the moment of momentum principle to the mass inside the
tetrahedron. Couple-stresses and -forces acting on the tetrahedron are
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( )ii σσ ˆ+ ( )ii µµ ˆ+
Figure C.3: Small tetrahedron at point P with (a) stress vectors and (b) with cou-
ple-stress vectors
µi = couple-stress vector at P acting across a small surface element whose
normal is ni
µij = couple-stress tensor at point P
ci = body-couple vector per unit mass
h = depth of tetrahedron measured from the sloping face
ρ = density at point P
It is clear that average quantities must be introduced, since the tetrahedron
is finite. Define the following average quantities:
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= average couple-stress vector across surface










the average couple-stress vector on a surface
whose outward normal pointed in the positive
x1-direction. Couples are defined as positive
if the couple vector (axis vector according to










= average couple-stress vector across surface









= average couple-stress vector across surface
PP1P2 on the tetrahedron.
ci + cˆi = average body couple per unit mass
ρ+ ρˆ = average density of the tetrahedron




µˆi, µˆij, cˆi, ρˆ
)
= 0 (C.2.5)
As the altitude hwill be allowed to approach zero so that the volume of the
four surface areas simultaneously approach zero, while the position of P
does not change. It follows that the average values will approach the local
values at the point P, and the result will be an expression for the couple-
stress vector µi at point P in terms of the other three special surface couple-
stress vectors at P.
Suppose that the particles of the continuummay posses spin angular mo-
mentum hci (per unit mass, i.e. kg·m2·s−1·kg−1 = m2·s−1). The expression
for the total moment of momentum is derived in Appendix D, and the ex-
pression for hci is given in vector notation as h
−→c
. The Eulerian moment of










ε ijkxjρvk dV (C.2.6)
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is extended in two ways. Firstly, the volume body moment ci per unit mass
and the surface moment per unit area µi are introduced in addition to the
moments of the body force per unit mass fi and the surface force per unit
area σi. Secondly, include the spin angular momentum hci as described above.





















ε ijkxjvk + hci
)
dV (C.2.7)
With xj measured from the vertex of the tetrahedron, it is apparent that
for non-vanishing µi, ci and hci and for finite σk, fk and vi the contributions
of the terms containing the cross products are of an order higher than the
other terms as the altitude h of the tetrahedron tends to zero. We accordin-
gly omit them now and apply the mean-value theorem of integral calculus


















































Now let h approach zero and noting that the conditions in equation C.2.5
hold, equation C.2.8 becomes
µi = µ
(1)
i n1 + µ
(2)
i n2 + µ
(3)
i n3
∴ µi = µijnj
(C.2.10)
where the couple-stress vector µi on an arbitrary plane is expressed in terms
of the couple-stress on the coordinate planes through the point.
C.2.2 Momentum Balance Principles
Eulerian Description
The presence of the couple-stresses does not affect the linear momentum
principle; hence the equations of motion of the nonpolar continuum, equa-
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= ρ fi + σij,j (C.2.11)
where vi (xi, t) = dxidt . We must, however, reconsider the moment of mo-











ρε ijkxjvk dV (C.2.12)
Including the body couple, the surface couples and the spin angular mo-




















ε ijkxjvk + hci
)
dV (C.2.13)




















ε ijkxjvk + hci
)
dV (C.2.14)



































































Hence equation C.2.14 becomes


















































σkj + xjσkr,r + ρxj fk − ρvjvk − ρxjdvkdt
)

























Noting that ε ijkvjvk = 0 and that
σkr,r + ρ fk − ρdvkdt = 0








dV = 0 (C.2.17)
Again this equation should hold true for any arbitrary region R of the con-
tinuum which results in




With σkj = σkj (xi, t), µij = µij (xi, t), ρ = ρ (xi, t), ci = ci (xi, t), hci =
hci (xi, t) and “,i” =
∂
∂xi
. This is the Eulerian equation of angular momentum
for a polar continuum. It forms a set of three partial differential equations
expressing the rotational momentum principle in the presence of couple
stresses µij, body couples ci per unit mass, and spin angular momentum
hci per unit mass. The Cauchy stress tensor σij is nonsymmetric in gene-
ral, though symmetry could be retained if ci, µij and hci were to form an
equilibrated system by themselves.



















Figure C.4: Non-symmetric stress and couple stress state in a Cosserat continuum
Lagrangian Description




= ρ fi + σij,j (C.2.19)
where ρ = ρ (ai, t), fi = fi (ai, t), σij = σij (ai, t) and the subscript “,i” means
∂
∂ai
. The Eulerian angular momentum equation is given by equation C.2.18.
Using the rules to convert from the Eulerian to the Lagrangian description
(Appendix A), equation C.2.18 can be written as




where all functions are expressed in terms of the Lagrangian coordinates ai
and time t.
C.2.3 Mohr’s Circle of Non-Symmetric Stress Tensor
It is well known that the stress acting on any plane through a point at which
the stress components are known, can be calculated from the equations
of statics. This analysis leads to the Mohr circle representation. Consider
a plane stress or plane strain problem in the x1x2 plane. Let point P be
any point in the continuum with the known stress and couple-stress com-
ponents σ12, σ21, σ22, σ11, µ31, µ32 as depicted in figure C.4.
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Take the plane BC parallel to the x3 axis, at a small distance from P, so
that this plane together with the two coordinate planes cuts out from the
material a very small triangular prism PBC. Since the stresses vary conti-
nuously over the volume of the body, the stresses acting on the plane BC
will approach the stresses on the parallel plane through P as the element is
made smaller. In discussing the conditions of equilibrium of a small trian-
gular prism, the body force and body moment can be neglected as a small
quantity of a higher order.
Note that this is not the case when the equilibrium equation of a small
volumetric cubic is considered for the derivation of the momentum balance
principles (section C.2.2). This is because the body force and body moment
have the same order of magnitude as the terms owing to the variations of
the stress components that are under consideration. The triangular prism
is also assumed very small and the variation of the stresses over the sides
can be ignored and assumed to be uniformly distributed. If the area of side
BC is A, the area of BP can be shown to be A cos α and the area of side PC
to be A sin α. If we denote by X1 and X2 the components of stress acting
on the side BC, the equations of translational equilibrium of the prismatical
element give
X1 = σ11 cos α+ σ12 sin α
X2 = σ21 cos α+ σ22 sin α
(C.2.21)
The normal σ and shearing τ components of stress on plane BC can be
written as
σ = X1 cos α+ X2 sin α = σ11 cos2 α+ σ22 sin2 α+ (σ12 + σ21) sin α cos α
τ = X2 cos α− X1 sin α = σ21 cos2 α− σ12 sin2 α+ (σ22 − σ11) sin α cos α
(C.2.22)
The rotational equilibrium equation is
µ = µ32 sin α+ µ31 cos α (C.2.23)
After some algebraicmanipulation (Iordache andWillam, 1998), equation C.2.22
can be written as





























Figure C.5: Mohr’s circle of a non-symmetric state of stress
Equation C.2.24 represents a circle called the generalised Mohr’s circle as
shown in figure C.5. Shear stress is taken positive in the upward direc-
tion (figure C.5) and consider shear stresses as positive when they give a
couple in the clockwise direction (figure C.4). This representation of the
non-symmetric state of stress in the Mohr plane, leads to a circle in two
dimensions whose centre is no longer located on the σ-axis as is the case
with a non-polar continuum. The shift of the centre of the Mohr’s circle is
a measure of the loss of symmetry. If the Mohr circle does not intersect the
σ-axis, then there exist no real valued principal stresses. Setting τ = 0, in








Solving for the roots of σ
σ = 2σc ±
√




(σ11 − σ22)2 + 4σ12σ21
2
(C.2.26)
The principal normal stresses σ1 and σ2 (figure C.5) are real-valued only as
long as the discriminant is positive, i.e.
∆σ > 0 where ∆σ = (σ11 − σ22)2 + 4σ12σ21 (C.2.27)
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When ∆σ < 0, then the two eigenvalues turn complex, which corresponds
to a Mohr circle that no longer intersects the σ-axis, and thus has no real-
valued principal stresses. This can only happen if σ12 and σ21 have opposite
signs. In this context it is important to recall the Bromwich bounds (Iorda-
che andWillam, 1998) according to which the eigenvalues of the symmetri-




2 6 < (σ2) 6 < (σ1) 6 σsym1 = σmax (C.2.28)







has principal values σ1 = 1.678 and σ2 = 0.322, which are bound by the







with principal values of σ1 = 1.707 and σ2 = 0.293. This elementary exam-
ple illustrates that the real-valuedmaximum andminimumnormal stresses
bound the principal normal stresses of zero shear.
C.3 Kinematics of Cosserat Continua
The kinematics of micropolar continua are characterised by rotational de-
grees of freedom wci → R3 , which are independent of the translatory mo-
tion described by the displacement field ui. Thus the field of continuum
macro-rotations does no longer coincide with that of micro-rotations at
each material particle, i.e. the micro-rotation wci differs from the classi-
cal macro-rotation wi (equation B.6.34) since three rotational degrees-of-
freedom are introduced in addition to the conventional three translational
degrees-of-freedom. Assign a local rigid triad to every material point of the
continuum body.



































Figure C.6: (a) Unrotated and (b) rotated state in a Cosserat continuum
The rotation vector is given by equation B.6.34
wi = 12 ε ijkwkj (C.3.3)
For the formulation of constitutive relationships, we need deformationmea-
sures which are invariant with respect to rigid body motions. In the Cosse-
rat theory, we have two other deformation measures, namely
Ωk = wk − wck (C.3.4)
which represents the relative rotation between thematerial element and the
Cosserat rotation at the material point, and
κij = wci,j (C.3.5)
which is a measure for the relative Cosserat rotation between neighbouring
material points. Figure C.6 shows the two-dimensional (planar deforma-
tion) formulation of the Cosserat continuum. Equation C.3.4 can also be
written as follows (with the use of equation B.6.40)
ε ijkΩk = ε ijkwk − ε ijkwck ⇒ Ωji = wji − wcji
⇒ Ωij = wij − wcij
(C.3.6)
Equations C.3.1 and C.3.6 can be combined into a single, tensorial defor-
mation measure, namely
λij = ui,j + ε ijkwck (C.3.7)
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or
λij =
 u1,1 (u1,2 + wc3) (u1,3 − wc2)(u2,1 − wc3) u2,2 (u2,3 + wc1)
(u3,1 + wc2) (u3,2 − wc1) u3,3
 (C.3.8)
This “relative deformation or strain” tensor can now be decomposed into





































The symmetric part reduces to the linear macro-strain tensor and the
skew-symmetric part is the relative rotation. The shear deformation λij can
be interpreted as depicted in figure C.7, (Mindlin, 1964).
The relation betweenmicro-curvature and couple-stresses is depicted in
figure C.8 (Boresi and Chong, 2000) for the two-dimensional case. Mindlin
(1964) calls themicro-curvature themacro-gradient of themicro-deformation.
Where the application of shear stresses cause the material to deform as de-
picted in figure C.7, the couple stresses cause the material to deform as
shown in figure C.8. The rigid triad at the lower left-hand corner (top fi-









relation between arc length, radius and the angle, it can easily be shown
that the radius R31 is the inverse of the curvature κ31. The same reasoning
can be applied to the bottom figure. The curvatures describe the kinematic
field quantities that are energetically conjugate to the couple-stresses (Diet-
sche et al., 1993).


























Figure C.7: Interpretation of the shear stress deformations in a Cosserat conti-
nuum














































































In a Cosserat continuum, eachmaterial point has three translational degrees-
of-freedom and three rotational degrees-of-freedom. The material points
translate and rotate as rigid bodies. Although the kinematics of a two-
dimensional (plane strain/stress) Cosserat continuum are relatively sim-
ple, the general three-dimensional formulation can be complicated. In this
appendix, the general dynamics of a rigid body (particle) are described. If
the body is rigid, the distance between any pair of points in the body is con-
stant. This statement enables the description of the motion of a rigid body
by using six coordinates, namely three translational and three rotational.
Before the equations of motion of a body can be derived, we must define
some kinematic relations. Tensor notation (Hassenpflug, 1993) is used.
D.2 Kinematic Relations
In order to describe the motion of a rigid body in a multi-body system,
assign a coordinate system to each body. Figure D.1 shows two orthogonal
reference systems, the inertial system s and the body system b. x−→ is the
position vector of the origin of the body system b of body j. The body has an


















Figure D.1: Rigid body motion
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any point c in the body j can be described in terms of the following vectors:
r−→ = x−→+ ρ−→ (D.2.1)
This equation can be stated in orthogonal base notation with respect to base−→
E s as
rs = xs + ρs (D.2.2)
Taking the first and second time derivative of this equation yields the velo-
city and acceleration relations:
r˙s = x˙s + ρ˙s (D.2.3)
r¨s = x¨s + ρ¨s (D.2.4)
If the body is assumed rigid, the vector ρ−→ is fixed in the body and will re-
main constant with respect to the body reference frame during any motion
of the body. This implies that with respect to the body reference frame, b
ρ˙b = ρ¨b = 0 (D.2.5)
Lets, for the moment, assume the body non-rigid. The following relation
holds for the vector ρ−→ in the two reference systems, s and b,
ρs = Esbρ
b (D.2.6)
with Esb the transformation matrix between the two reference frames. By













s is the cross product tensor of the angular velocity vector
of particle j with respect to reference frame s. The acceleration relation can











The second term on the right-hand side of equation D.2.8 is called the Co-
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Using the relations for the vector ρ−→ (equation D.2.7 and D.2.8), we can
rewrite the velocity and acceleration relations of equation D.2.3 and D.2.4
as:





= x˙s + ρ˙s +ωs × ρs
(D.2.11)










If the body is assumed rigid, equation D.2.5 holds and the velocity and
acceleration vectors (equation D.2.11 and D.2.12) become
r˙s = x˙s +ωs × ρs (D.2.13)









In terms of physical vectors for the case of a non-rigid body
r˙−→ = x˙−→+ ρ˙−→+ ω−→× ρ−→ (D.2.15)
r¨−→ = x¨−→+ ρ¨−→+ 2ω−→× ρ˙−→+ ω˙−→× ρ−→+ ω−→× (ω−→× ρ−→) (D.2.16)
and for a rigid body
r˙−→ = x˙−→+ ω−→× ρ−→ (D.2.17)
r¨−→ = x¨−→+ ω˙−→× ρ−→+ ω−→× (ω−→× ρ−→) (D.2.18)
The velocity and acceleration of any point in the body can be described in
terms of the translation of the origin of a body reference system and the
rotation of the reference system about the origin.
D.3 Linear and Angular Momentum of a Rigid Body
Consider again figure D.1. Assume that the body reference system origin
C corresponds to the centre of mass of the body. The linear momentum p−→
of the rigid body R can be shown to be
p−→ = m x−→ (D.3.1)
where m is the total mass of the body. The angular momentum of moment






r−→× r˙−→ dm (D.3.2)
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rs × r˙s dm (D.3.3)










(xs × x˙s) dm+ xs ×
∫
R






(ρs × ρ˙s) dm
(D.3.4)
With C the centre of mass and ρ from the centre of mass, the two middle





ρ˙s dm = 0 (D.3.5)






(xs × x˙s) dm+
∫
R












(ρs × ρ˙s) dm (D.3.7)
Here we have the important result that the total angular momentum of a ri-
gid body about a fixed point C is equal to the angular momentum of a body
of mass m moving with the velocity of the centre of mass plus the angular
momentum hc
s
about the centre of mass. The first term in equation D.3.6
can be written as (xs × x˙s)m, where m is the total mass of the body.




























[ωs (ρs • ρs)− ρs (ωs • ρs)] dm (D.3.9)
D.3. Linear and Angular Momentum of a Rigid Body 219
Let ρs = [ρs1 ρs2 ρs3]
T and ωs = [ωs1 ωs2 ωs3]
T then after algebraic mani-



















J−→ is a Cartesian second rank tensor called the in-
ertia tensor. The diagonal elements are called the moments of inertia and






The Finite Element Method
E.1 Introduction
The Particle-in-Cell method is based on the standard finite element method
(FEM). In this appendix, the general FEM formulation, using four node bi-
linear isoparametric elements, is given. To avoid confusion, x, y and z are
used as indices for the three orthogonal coordinate directions. Similarly u
and v are the displacements in the x and y directions respectively. Nume-
rical subscripts (1,2,3,4) are used to indicate element node numbers unless
stated otherwise.
E.2 Plane Bilinear Isoparametric Element
Isoparametric coordinates in a plane are shown in figure E.1a. For a four-
node element, axes ξ and η pass through midpoints of opposite sides. Axes
ξ and η do not have to be orthogonal, and neither need to be parallel to x-
and y-axes. Sides of the element are at ξ = ±1 and η = ±1.
E.2.1 Stiffness Matrix Formulation
Coordinates x and y within the element are defined by

















ξ = - ½ 
ξ = ½ 
ξ = 1
η = 1
η = ½ 
η = -½ 
η = -1
(a) (b)
Figure E.1: (a) Four-node plane isoparametric element in xy-space, (b) plane iso-
parametric element in ξη space
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4 (1− ξ) (1− η) ; 14 (1+ ξ) (1− η) ; 14 (1+ ξ) (1+ η) ; 14 (1− ξ) (1+ η)
]
(E.2.2)














are the x and y coordinates of the element nodes. For a given element geo-
metry, the orientation of the ξη axes with respect to the xy-axes is dictated
by equation E.2.2 and the node numbers assigned to the element at hand.
For example, in figure E.1a, a cyclic change in node numbers (2 changed to
1, 3 changed to 2, etc.) would place the ξ axis where the η axis is now shown
and would place the η axis in the present -ξ direction. Figure E.2b would
not be changed because of equation E.2.2, node 1 is always at ξ = η = −1,
node 2 always at ξ = 1 and η = −1, and so on. The point ξ = η = 0 can be
regarded as the center of the element, but is not in general the centroid of
the element area.
Let’s, for the moment, consider a single scalar field element. Let the
field quantity be φ = φ(x, y) or φ = φ(ξ, η). The simplest element has
one d.o.f. per node. Within a four-node element φ is interpolated from the
nodal values φ











To make the element isoparametric, the Ni are taken from equation E.2.2.
































N1,x N2,x N3,x N4,x
N1,y N2,y N3,y N4,y
]
φ (E.2.6)
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N1,ξ N2,ξ N3,ξ N4,ξ
N1,η N2,η N3,η N4,η
]
φ (E.2.7)






































By comparing equation E.2.9 with equation E.2.8, the components of Γ fol-
lows as Γ11 = ξ,x, Γ12 = η,x, Γ21 = ξ,y and Γ22 = η,y. Unfortunately, the
partial derivatives of ξ and η with respect to x and y are not available from
the above equations. Therefore, wemust write the inverse of equation E.2.9





























































Equation E.2.13 is valid for all isoparametric elements, where iwould range
over the number of nodes (and shape functions) used to define the element
geometry. By comparing Equation E.2.8 with Equation E.2.11, it can be seen
that Γ is the inverse of J
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where J is the determinant of the Jacobian matrix
J =
∣∣J∣∣ = J11 J22 − J21 J12 (E.2.15)
Writing equation E.2.14 in terms of the shape functions
Γ =
[
∑4i=1 Ni,ηyi −∑4i=1 Ni,ξyi




i=1 Ni,ηyi −∑4i=1 Ni,ηxi ∑4i=1 Ni,ξyi
(E.2.16)
The Jacobian J can be regarded as a scale factor that yields area dxdy from
dξdη. Lets now focus on a plane stress element. There are now two fields,
namely the displacements. The equivalent of equation E.2.4 can be written










Displacements u and v are x-parallel and y-parallel; they are not ξ-parallel
and η-parallel. The linear strain-displacement relation is
ε = B d (E.2.18)
where d = [u1 v1 u2 v2 u3 v3 u4 v4]
T is the nodal displacements and B is the
product of rectangular matrices in the following series of equations. First





1 0 0 00 0 0 1






















Γ11 Γ12 0 0
Γ21 Γ22 0 1
0 0 Γ11 Γ12




















The coefficients of Γ˜ are given by equation E.2.16. Using the field definiti-
ons, equation E.2.17, the following relation can be written








N1,ξ 0 N2,ξ 0 N3,ξ 0 N4,ξ 0
N1,η 0 N2,η 0 N3,η 0 N4,η 0
0 N1,ξ 0 N2,ξ 0 N3,ξ 0 N4,ξ

















 = N˜d (E.2.21)
Substitution of equation E.2.21 and E.2.20 into equation E.2.19 yields
ε = H Γ˜ N˜ d (E.2.22)
Thus,
B = H Γ˜ N˜ (E.2.23)
According to the Rayleigh-Ritz method (Cook et al., 1989), the element stiff-
ness matrix k for an elastic material is given by
k =
∫∫





BTE B tJ dξdη (E.2.24)
where t is the element thickness and J is given by equation E.2.15.
E.2.2 Load Vector Formulation















For the plane stress element the following is defined




]T , the strain field
ε0,σ0 = initial strains and initial stresses
E = the material property matrix
F = body forces
Φ = surface tractions
D = nodal d.o.f. of the structure
P = loads applied to d.o.f. by external agencies
Se,Ve = element surface and volume









BTEε0 − BTσ0 + NTF
)
tJ dξdη (E.2.26)
For convenience in computer programming, the contributions to re from
the surface tractionsΦ are evaluated separately. For this the manipulations
associated with isoparametric coordinates may be unnecessary.







LetΦ be a distributed load of intensity q that acts normal to a linear edge of
a plane element. The inclination of the edge with respect to global coordi-
nates xy does not matter. As long as the edge-normal displacement varies
linearly with edge-tangent coordinates s, loads can be allocated to nodes
as follows. Since only the single edge of the element is considered, equa-























where the shape functions of a one dimensional element are used and q is
assumed to be linear as depicted in figure E.2a.
Evaluating equation E.2.28 yields the nodal forces as shown in figure E.2b.















Figure E.2: (a) Linearly varying load on a linear edge and (b) the consistent nodal
loads
E.3 Summary of Gauss Quadrature
”Quadrature” is the name applied to evaluating an integral numerically,
rather than analytically as is done in tables of integrals, Cook et al. (1989).
There are many quadrature rules. Only the Gauss rules are discussed here,
as they are most appropriate for isoparametric elements as discussed in the
above section.
E.3.1 One Dimension
An integral having arbitrary limits can be transformed so that its limits are
from –1 to +1. With f = f (x), and with the substitution x = 12 (1− ξ) x1 +
1








Thus the integrand is changed from f = f (x) to φ = φ(ξ), where φ incor-
porates the Jacobian of the transformation, J = dxdξ =
1
2 (x2 − x1). The latter
form of equation E.3.1makes it possible to write convenient quadrature for-
mulas. The foregoing linear transformation suffices to make arbitrary limit
changes. We can always consider a convenient reference interval such as
–1 to +1. In practice the limit change is done automatically by the isopara-
metric transformation and J is usually more complicated than 12 (x2 − x1).
To approximate the integral in the simplest way, one can sample (eva-
luate) φ at the midpoint ξ = 0 and multiply by the length of the interval
(figure E.3a). Thus approximate the shaded area by a rectangular area of
height φ1 and length 2, so that I ≈ 2φ1. This result is exact if φ = φ(ξ)
happens to describe a straight line of any finite slope. Generalisation of the
foregoing procedure leads to the quadrature formula















Figure E.3: Gauss quadrature to compute the shaded area under the curve




φ dξ ≈W1φ1 +W2φ2 + · · ·+Wnφn (E.3.2)
Thus, to approximate I, we must evaluate φ = φ(ξ) at each of the se-
veral locations ξi to obtain ordinates φi, multiply each φi by an appropriate
weight Wi, and add. In the one-point example, where I ≈ 2φ1, we have
n = 1 andW1 = 2. Gauss was able to prescribe the locations ξi and weights
Wi such that greatest accuracy is achieved for a given n. Sampling points
are located symmetrically with respect to the center of the integration inter-
val. Symmetrically paired points have the same weightWi. Table E.1 gives
sample point locations and weights for a few cases.
These values are sometimes called Gauss-Legendre coefficients because
sampling point locations happen to be roots of Legendre polynomials. It
can be shown that a polynomial of degree (2n− 1) is integrated exactly by
a n-point Gauss quadrature. Use of more than n points will still produce
the exact result. If the function is not a polynomial, Gauss quadrature is
inexact, but becomes more accurate as more points are used.
E.3.2 Two Dimensions
Multidimensional Gauss rules, called Gaussian product rules, are formed
by successive application of one-dimensional Gauss rules. In two dimensi-
ons, consider the function φ = φ(ξ, η). Elect to integrate first with respect
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Table E.1: Sampling points and weights for Gauss quadrature over the interval
ξ = −1 to ξ = +1































































Where m and n are the order of the Gauss rule in the ξ and η directions re-
spectively. It is most common that the same rule is used in both directions,
i.e. n = m. For the four-point rule depicted in figure E.4a, equation E.3.3
becomes
I ≈W1W1φ (ξ1, η1) +W1W2φ (ξ1, η2) +W2W1φ (ξ2, η1) +W2W2φ (ξ2, η2)
= φ1 + φ3 + φ2 + φ4
(E.3.4)
where φi is the numerical value of φ at the ith Gauss point. For the nine-
point rule in figure E.4b, equation E.3.3 yields
I ≈ 2581 (φ1 + φ3 + φ7 + φ9) + 4081 (φ2 + φ4 + φ6 + φ8) + 6481φ5 (E.3.5)
































Figure E.4: Gauss point locations in a quadrilateral element using (a) four points
(order 2 rule), and (b) nine points (order 3 rule)
Appendix F
The Particle-in-Cell Method Based on
the Cosserat Continuum
F.1 Introduction
Problems in solid mechanics that involve history-dependent constitutive
relations are expressedmore naturally in a Lagrangian computational frame.
Similarly, a Lagrangian description is useful when following material free
surfaces or multiple materials. On the other hand, if large deformations are
involved, a purely Lagrangian mesh can become tangled or require unre-
asonably small time steps to be successful (Sulsky et al., 1995). For these
reasons the particle methods seem to be increasing in popularity.
The Particle-In-Cell (PIC) method uses two discretisations of the ma-
terial, one based on a computational mesh and the other based on a col-
lection of material points or “particles”. This approach combines the ad-
vantages of Eulerian and Largrangian descriptions of the material while
avoiding the shortcomings of each. The equations of motion are solved in
a Lagrangian frame on a computational grid, using standard finite element
methods. Convection is modelled by moving the material points in the
computed velocity field. Each material point carries its material properties
without error while it is moved. Since all the properties of the continuum
are assigned to the numerical material points, the information carried by
these points is enough to characterise the flow and the grid carries no per-
manent information. Thus, the grid can be discarded and reconstructed for
computational convenience each time step.
To avoid confusion, x, y and z are used as indices for the three orthogo-
nal coordinate directions. Numerical subscripts (1,2,3,4) are used to indi-
cate element node numbers unless stated otherwise.
F.2 PIC Mass Representation
In the Lagrangian description of continuum mechanics, the material is di-
vided into infinitesimal mass elements. Each mass element contains a fixed
amount of mass for all the time. In PIC, these infinitesimal mass elements
are represented by a finite collection of Np material points or “particles”
with fixed mass mp. Since mp is fixed, mass conservation, equation F.3.3, is
automatically satisfied.
Let the solid body under consideration initially occupy a region V(0) in
R3 and V(t) for time t > 0. Let Xi be the initial position vector of a mate-
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Figure F.1: Typical computational grid and material elements. (a) Initial configu-
ration and (b) deformed configuration
rial point and xi the current position. Divide the initial configuration V(0)
into Np subdomains, V0p , with one material point (“particle”) identified at
the centroid of each V0p . The coordinates of the particles at the centroid of
the subdomains is denoted by Xpi and the particle initially located at the
centroid of each subdomain will be tracked throughout the history of the
material. Figure F.1 shows a typical rectangular FEM grid with 4-node ele-
ments. Each FEM element is divided into four subdomains with a material
point at the centroid of each subdomain. The mass of a particle remains








dV = ρV0p (F.2.1)
where ρ0 is the initial mass density of the material and assumed constant
through the material. The density represented by this collection of discrete










where the Dirac delta function is defined as
δ (x− a) =
{
0 x 6= a




δ (x− a) dx = 1 (F.2.3)
Using this approximation, the total mass in the region is the same as the
total mass given by the continuous density distribution ρ0 (Xi). Integration
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ρ0 (Xi) dV =
∫
V0p
ρ˜0 (Xi) dV (F.2.4)
Now, consider a transformation to the current (deformed) configuration in
which the same material points that were located at Xpi at t = 0 are now
located at xpi . Conservation of mass can be written as∫
V0p
ρ0 (Xi) dV =
∫
Vp
ρ (xi, t) dV (F.2.5)
where ρ (xi, t) is the density and Vp is the current domain, figure F.1b. In
deriving an approximation for the density in the current configuration, we
require the approximation to satisfy conservation of mass which can also
be written as ∫
V0p
ρ0 (Xi) dV =
∫
Vp
ρ˜ (xi, t) dV (F.2.6)
where ρ˜ (xi, t) is the discrete approximation of the density in the current
configuration. Let J denote the Jacobian of the transformation from the
initial to the current configuration. Using Equations F.2.2 and F.2.4, and




















































Therefore, total mass is conserved if the density in the current configuration
is given by the discrete approximation
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F.3 The Cosserat Governing Equations




= ρ fi + σij,j (F.3.1)
and the angular momentum (moment of momentum) by equation C.2.18




The conservation of mass (continuity equation) is given by
dρ
dt
+ ρvi,i = 0 (F.3.3)
F.4 The Weak Form of the Governing Equations
For the PIC computations (as for the finite element method) we require the
weak form of the linear momentum and angular momentum balance equa-
tions. The differential equations are said to state the problem in the strong
form. An integral expression that implicitly contains the differential equati-
ons is called theweak form, Cook et al. (1989). The strong form states conditi-
ons that must be met at every material point, whereas the weak form states
conditions that must be met only in an average sense. The weak form is
obtained in the usual way by multiplying equations F.3.1 and F.3.2 with the
test functions (vectors) wi and φi respectively.
σij,jwi + ρ fiwi − ρdvidt wi = 0 (F.4.1)
ε ijkσkjφi + µij,jφi + ρciφi − ρ
dhci
dt
φi = 0 (F.4.2)
Combining these equations and integrating over the domain V gives, (Pil-


























φi dV = 0
(F.4.3)
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→ σij = ρσsij and µsij =
µij
ρ
→ µij = ρµsij (F.4.4)
where ρ is the material density. Assuming the material to be homogeneous,




























φi dV = 0
(F.4.5)
The first and fifth terms in equation F.4.5 can be expanded by using inte-







































τi = σijnj = ρσsijnj
= surface traction acting on surface with unit normal vector nj
mi = µijnj = ρµsijnj
= surface couple moment acting on surface with unit normal vector nj
This is an application of the divergence theorem of Gauss where S repres-
ents a surface and nj the normal to the surface. Substitution of equation F.4.6
and F.4.7 into equation F.4.5, collecting of terms and noting that ρε ijkσskjφi =
ρεkjiσ
s
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Equation F.4.8 must hold for all kinematically admissible wi and φi vanis-
hing on those parts of the boundary where displacements and/or rotations
are prescribed. Substitution of the discrete density representation, equa-
tion F.2.9 into equation F.4.8, yields a discrete expression where the inte-











































where the superscript p indicates that the value is evaluated at the particle
position and Nep is the number of particles in the finite element. Thus,
equation F.4.9 is evaluated element-by-element.
F.5 The Finite Element Representation
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]  f pxf py
0
 (F.5.5)



















































































































where the surface traction τz = 0 and the surface couples mx = my = 0. In
the last equation the two sums have been added by simply discarding all
zero products.
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Using four node isoparametric finite elements, the test functions wi and
φi can be written in terms of the nodal values and shape functions, for ex-
ample







where wx1 is the scalar value of the test vector in the x-direction at node 1
of the element and the shape function is given by
Ni =
[ 1
4 (1− ξ) (1− η) ; 14 (1+ ξ) (1− η) ; 14 (1+ ξ) (1+ η) ; 14 (1− ξ) (1+ η)
]
(F.5.11)
The derivatives with respect to x and y can be written as







which can be combined with the test function φi and the other derivatives










N1,x 0 0 N2,x 0 0 N3,x 0 0 N4,x 0 0
0 N1,y 0 0 N2,y 0 0 N3,y 0 0 N4,y 0
N1,y 0 0 N2,y 0 0 N3,y 0 0 N4,y 0 0
0 N1,x 0 0 N2,x 0 0 N3,x 0 0 N4,x 0
0 0 N1,x 0 0 N2,x 0 0 N3,x 0 0 N4,x
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N1,ξ 0 0 N2,ξ 0 0 N3,ξ 0 0 N4,ξ 0 0
0 N1,η 0 0 N2,η 0 0 N3,η 0 0 N4,η 0
N1,η 0 0 N2,η 0 0 N3,η 0 0 N4,η 0 0
0 N1,ξ 0 0 N2,ξ 0 0 N3,ξ 0 0 N4,ξ 0
0 0 N1,ξ 0 0 N2,ξ 0 0 N3,ξ 0 0 N4,ξ

















In some of the terms in equation F.5.1, the vector
[
wx,x wy,y wx,y wy,x φz,x φz,y
]
is needed, but cannot be obtained from expression F.5.13, since the partial
derivatives of Ni with respect to x and y are not available. It is however pos-
sible to obtain the vector
[
wx,ξ wy,η wx,η wy,ξ φz,ξ φz,η
]
from equation F.5.14
since the derivatives Ni with respect to ξ and η can easily be calculated
using equation F.5.11.
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Unfortunately, the partial derivatives of ξ and η with respect to x and y are
not available from the above equations. Therefore, write the inverse first,












































where J is called the Jacobian matrix. Using the definition of the coordina-

















































x,ξ 0 y,ξ 0 0 0
0 y,η 0 x,η 0 0
x,η 0 y,η 0 0 0
0 y,ξ 0 x,ξ 0 0
0 0 0 0 x,ξ y,ξ












J11 0 J12 0 0 0
0 J22 0 J21 0 0
J21 0 J22 0 0 0
0 J12 0 J11 0 0
0 0 0 0 J11 J12
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By comparing equation F.5.15 with equation F.5.18, it can be seen that Γ is
the inverse of J






























J22 0 −J12 0 0 0
0 J11 0 −J21 0 0
−J21 0 J11 0 0 0
0 −J12 0 J22 0 0
0 0 0 0 J22 −J12











where J = J11 J22 − J21 J12 is the determinant of J˜. Taking the transpose
[






wx,ξ wy,η wx,η wy,ξ φz,ξ φz,η
]

J22 0 −J21 0 0 0
0 J11 0 −J12 0 0
−J12 0 J11 0 0 0
0 −J21 0 J22 0 0
0 0 0 0 J22 −J21
0 0 0 0 −J12 J11

(F.5.24)
and from equation F.5.14
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[
wx,ξ wy,η wx,η wy,ξ φz,ξ φz,η
]
=[
wx1 wy1 φz1 wx2 wy2 φz2 wx3 wy3 φz3 wx4 wy4 φz4
] ·
N1,ξ 0 N1,η 0 0 0
0 N1,η 0 N1,ξ 0 0
0 0 0 0 N1,ξ N1,η
N2,ξ 0 N2,η 0 0 0
0 N2,η 0 N2,ξ 0 0
0 0 0 0 N2,ξ N2,η
N3,ξ 0 N3,η 0 0 0
0 N3,η 0 N3,ξ 0 0
0 0 0 0 N3,ξ N3,η
N4,ξ 0 N4,η 0 0 0
0 N4,η 0 N4,ξ 0 0
0 0 0 0 N4,ξ N4,η

(F.5.25)
Thus, equation F.5.24 becomes
[






wx1 wy1 φz1 wx2 wy2 φz2 wx3 wy3 φz3 wx4 wy4 φz4
] ·
N1,ξ 0 N1,η 0 0 0
0 N1,η 0 N1,ξ 0 0
0 0 0 0 N1,ξ N1,η
N2,ξ 0 N2,η 0 0 0
0 N2,η 0 N2,ξ 0 0
0 0 0 0 N2,ξ N2,η
N3,ξ 0 N3,η 0 0 0
0 N3,η 0 N3,ξ 0 0
0 0 0 0 N3,ξ N3,η
N4,ξ 0 N4,η 0 0 0
0 N4,η 0 N4,ξ 0 0




J22 0 −J21 0 0 0
0 J11 0 −J12 0 0
−J12 0 J11 0 0 0
0 −J21 0 J22 0 0
0 0 0 0 J22 −J21
0 0 0 0 −J12 J11
 (F.5.26)
Equation F.5.26 can now be substituted into terms 5 and 7 of equation F.5.1.
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For the remainder of equation F.5.1, the combination of the two test functi-























The terms in equation F.5.1 can then be written and combined as follows.





















































N1 0 0 N2 0 0 N3 0 N4 0 00 N1 0 0 N2 0 0 N3 0 N4 0






















wx1 wy1 φz1 wx2 wy2 φz2 wx3 wy3 φz3 wx4 wy4 φz4
] ·

N21 0 0 N2N1 0 0 N3N1 0 0 N4N1 0 0
0 N21 0 0 N2N1 0 0 N3N1 0 0 N4N1 0
0 0 N21 0 0 N2N1 0 0 N3N1 0 0 N4N1
N1N2 0 0 N22 0 0 N3N2 0 0 N4N2 0 0
0 N1N2 0 0 N22 0 0 N3N2 0 0 N4N2 0
0 0 N1N2 0 0 N22 0 0 N3N2 0 0 N4N2
N1N3 0 0 N2N3 0 0 N23 0 0 N4N3 0 0
0 N1N3 0 0 N2N3 0 0 N23 0 0 N4N3 0
0 0 N1N3 0 0 N2N3 0 0 N23 0 0 N4N3
N1N4 0 0 N2N4 0 0 N3N4 0 0 N24 0 0
0 N1N4 0 0 N2N4 0 0 N3N4 0 0 N24 0























































 f pxf py
cpz
 (F.5.29)













































wx1 wy1 φz1 wx2 wy2 φz2 wx3 wy3 φz3 wx4 wy4 φz4
] ·
N1,ξ 0 N1,η 0 0 0
0 N1,η 0 N1,ξ 0 0
0 0 0 0 N1,ξ N1,η
N2,ξ 0 N2,η 0 0 0
0 N2,η 0 N2,ξ 0 0
0 0 0 0 N2,ξ N2,η
N3,ξ 0 N3,η 0 0 0
0 N3,η 0 N3,ξ 0 0
0 0 0 0 N3,ξ N3,η
N4,ξ 0 N4,η 0 0 0
0 N4,η 0 N4,ξ 0 0





J22 0 −J21 0 0 0
0 J11 0 −J12 0 0
−J12 0 J11 0 0 0
0 −J21 0 J22 0 0
0 0 0 0 J22 −J21
























































wx1 wy1 φz1 wx2 wy2 φz2 wx3 wy3 φz3 wx4 wy4 φz4
] ·
0 0 0 0 0 0
0 0 0 0 0 0
0 0 N1 −N1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 N2 −N2 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 N3 −N3 0 0
0 0 0 0 0 0
0 0 0 0 0 0























where the stresses have been assembled in a matrix similar to that in equa-
tion F.5.30.

































wx1 wy1 φz1 wx2 wy2 φz2 wx3 wy3 φz3 wx4 wy4 φz4
]
appears in all the above terms and since equation F.5.1 should hold for any
test function wi and φi, this vector can be dropped from each term. Adding
the eight terms then yield the final form of the set of governing equations.






N21 0 0 N2N1 0 0 N3N1 0 0 N4N1 0 0
0 N21 0 0 N2N1 0 0 N3N1 0 0 N4N1 0
0 0 N21 0 0 N2N1 0 0 N3N1 0 0 N4N1
N1N2 0 0 N22 0 0 N3N2 0 0 N4N2 0 0
0 N1N2 0 0 N22 0 0 N3N2 0 0 N4N2 0
0 0 N1N2 0 0 N22 0 0 N3N2 0 0 N4N2
N1N3 0 0 N2N3 0 0 N23 0 0 N4N3 0 0
0 N1N3 0 0 N2N3 0 0 N23 0 0 N4N3 0
0 0 N1N3 0 0 N2N3 0 0 N23 0 0 N4N3
N1N4 0 0 N2N4 0 0 N3N4 0 0 N24 0 0
0 N1N4 0 0 N2N4 0 0 N3N4 0 0 N24 0















































N1,ξ 0 N1,η 0 0 0
0 N1,η 0 N1,ξ 0 0
0 0 0 0 N1,ξ N1,η
N2,ξ 0 N2,η 0 0 0
0 N2,η 0 N2,ξ 0 0
0 0 0 0 N2,ξ N2,η
N3,ξ 0 N3,η 0 0 0
0 N3,η 0 N3,ξ 0 0
0 0 0 0 N3,ξ N3,η
N4,ξ 0 N4,η 0 0 0
0 N4,η 0 N4,ξ 0 0





J22 0 −J21 0 0 0
0 J11 0 −J12 0 0
−J12 0 J11 0 0 0
0 −J21 0 J22 0 0
0 0 0 0 J22 −J21



























0 0 0 0 0 0
0 0 0 0 0 0
0 0 N1 −N1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 N2 −N2 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 N3 −N3 0 0
0 0 0 0 0 0
0 0 0 0 0 0











































Equation F.5.33 is applicable to a single element since the sum runs over all
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i → (12× 1) matrix i, j = 1, 2, . . . , 12 (F.5.34)
where Meij is called the element mass matrix, f
e int
i is the internal element
force vector (stresses) and f e exti is the external element force vector (body
forces and surface tractions).
This derivation was based on the two-dimensional case, but following
the same steps, the equations for the three-dimensional case can be deri-
ved. All stress components have to be included in the stress vector, equa-
tion F.5.6, F.5.7 and F.5.8 as well as the z-components of the acceleration,
body and surface forces, and the x- and y-components of the rate of angu-
lar momentum and body and surface couples. Although σzz is included in
the stress vector used in the plane strain constitutive model, it has not been
included in the above derivation. The reason for this is that σzz does not
directly play a role in the solution of the governing equations in the x- and
y-directions. The stress σzz only enters the constitutive model. Adding σzz
to equation F.5.33 can, however, easily be done as shown in equation F.5.35.






N21 0 0 N2N1 0 0 N3N1 0 0 N4N1 0 0
0 N21 0 0 N2N1 0 0 N3N1 0 0 N4N1 0
0 0 N21 0 0 N2N1 0 0 N3N1 0 0 N4N1
N1N2 0 0 N22 0 0 N3N2 0 0 N4N2 0 0
0 N1N2 0 0 N22 0 0 N3N2 0 0 N4N2 0
0 0 N1N2 0 0 N22 0 0 N3N2 0 0 N4N2
N1N3 0 0 N2N3 0 0 N23 0 0 N4N3 0 0
0 N1N3 0 0 N2N3 0 0 N23 0 0 N4N3 0
0 0 N1N3 0 0 N2N3 0 0 N23 0 0 N4N3
N1N4 0 0 N2N4 0 0 N3N4 0 0 N24 0 0
0 N1N4 0 0 N2N4 0 0 N3N4 0 0 N24 0















































N1,ξ 0 0 N1,η 0 0 0
0 N1,η 0 0 N1,ξ 0 0
0 0 0 0 0 N1,ξ N1,η
N2,ξ 0 0 N2,η 0 0 0
0 N2,η 0 0 N2,ξ 0 0
0 0 0 0 0 N2,ξ N2,η
N3,ξ 0 0 N3,η 0 0 0
0 N3,η 0 0 N3,ξ 0 0
0 0 0 0 0 N3,ξ N3,η
N4,ξ 0 0 N4,η 0 0 0
0 N4,η 0 0 N4,ξ 0 0





J22 0 0 −J21 0 0 0
0 J11 0 0 −J12 0 0
−J12 0 0 J11 0 0 0
0 −J21 0 0 J22 0 0
0 0 0 0 0 J22 −J21
































0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 N1 −N1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 N2 −N2 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 N3 −N3 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
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F.6 Numerical Algorithm
Equation F.5.35 is derived for a single finite element. The system is sol-
ved by sweeping through all the elements, calculating all the known terms










i i, j = 1, 2, . . . , 12 (F.6.1)
where Ne is the number of elements. Summing over all the elements yields
Mijv˙j = f inti + f
ext
i i, j = 1, 2, . . . ,Ndo f (F.6.2)
where Ndo f is the number of degrees-of-freedom. Equation F.6.2 has a form
similar to that obtained by traditional finite element schemes, however, the
mass matrix Mij (assembled from element mass matrices, Meij) varies with
time and therefore must be computed each time step. Since the particles
move through the mesh, the entries in the mass matrix can vary when par-
ticles move within the elements, but it can also change from size as partic-
les move from one element to another. In other words, the total number
of degrees-of-freedom in the system can vary. The following steps describe
the numerical algorithm.
F.6.1 Initialisation Phase
In this phase, information is transferred from the particles to the grid. In
order to solve the discrete governing equation, information must be gathe-
red from the particles for the initialisation phase. The mass matrix must
be formed, the internal forces accumulated at the nodes using the specific
stresses at the particles and the gradient of the shape functions.
Begin by assuming that for each particle its position vector, velocity vec-
tor, accumulated strain components, accumulated stress components and
history dependent variables are known. Linked lists are used to keep track
of particles, elements and entities. An entity is defined as an object which
may have specific properties and/or constitutive models.
Figure F.2 shows the relation between particles, elements and entities.
The initial number (usually 4 or 9) and positions of particles within a sin-
gle element are specified. To generate an entity, its boundary is specified
and particles, with the properties of the specific entity, are generated at the
specified element positions which are within the entity boundary. These
particles will always belong to this entity, since they define the entity. Each
element has a list containing particle addresses to all the particles within
the element. Each entity has a list containing addresses to all the elements
that contain one or more of its particles. For example, in figure F.2, entity
A will have in its element list: element 1, 2, 3, 9, 10, 11, 17, 18, 19, 26 and
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Figure F.2: Relation between particles, elements and entities
27. Element 2 will have in its particle list: particle 3, 4 and 5. In the initiali-
sation phase, these lists are updated and used to calculate the mass matrix
and force vectors.
Since there are generallymore particles than grid points (nodes), a weigh-
ted least squares approach is used to determine nodal velocities from the
velocities at the particles to initialise each time step. The weighting is the
mass of the particle. The result is the following equation which must be










































i i, j = 1, 2, . . . , 12
(F.6.3)
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where vpx and v
p
y are the particle x- and y-velocity components and h
cp
z is
the particle angular momentum and all the variables are evaluated at time
t as indicated by the superscript.
The vector vej is given by
[
vx1 vy1 hcz1 vx2 vy2 h
c
z2 vx3 vy3 h
c









i i, j = 1, 2, . . . ,Ndo f (F.6.4)
F.6.2 Lagrangian Phase
During the Lagrangian phase of the computation, the discrete governing
equation, equation F.6.2, is solved for the nodal accelerations at time t. The
solution in a Lagrangian frame means that the nonlinear convective terms
that are troublesome in purely Eulerian calculations do not appear in the
formulation (Sulsky et al., 1995). With the nodal accelerations computed,






i i, j = 1, 2, . . . , 12 (F.6.5)
where ∆t is the current time increment. During this phase of the computa-
tion, the nodes are assumed to move according to this computed velocity.






N1 0 0 N2 0 0 N3 0 N4 0 00 N1 0 0 N2 0 0 N3 0 N4 0


















or in index notation
xp,t+1i = x
p,t
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, where wcz is the Cos-
serat rotation, equation C.3.4, and should not be confused with the test
function wi. The vector v
e,t+1
j is the nodal velocities of the element contai-
ning the particle. This vector is extracted from the system solution vt+1i in





N1 0 0 N2 0 0 N3 0 N4 0 00 N1 0 0 N2 0 0 N3 0 N4 0


















or in index notation
vp,t+1i = v
p,t





where v˙e,tj is the nodal acceleration of the element containing the particle.
This vector is extracted from the system solution v˙ti obtained from solving
equation F.6.2.
During the Lagrangian step, each element is assumed to deform in the
flow of material so that points in the interior of the element move in pro-
portion to the motion of the nodes, as given by the representation using the
nodal shape (basis) functions. Since shape functions are used to map the
nodal velocity continuously to the interior of the element, the positions of
the particles are updated by moving them in a single-valued, continuous
velocity field. Similarly, the velocity of a material is updated by mapping
the nodal accelerations to the particle position. Because the velocity field is
single-valued, interpenetration of material is precluded. This feature of the
algorithm allows simulations of impact and penetration without the need
for a special contact algorithm (Sulsky et al., 1995).
For history dependent materials, it has been convenient to carry strain
and stress, as well as history variables along with the material points. Ap-
plying constitutive equations at material points (particles) allows easy eva-
luation and tracking of history dependent variables. It also allows compu-
tations with multiple materials to be performed easily since each particle
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retains its identity (material or entity properties) throughout the computa-
tion. Another difference between equation F.6.2 and traditional finite ele-
ment formulations is that the particles, where constitutive equations are
applied, move from one element to another rather than remain at the cen-
tre or Gauss points of an element.
To describe the stress computations in its simplest form, strain incre-
ments are obtained from gradients of the nodal velocities evaluated at the
particle positions. Then, given a strain increment at the particle, along with
current values of history variables and material parameters, standard rou-
tines are used to evaluate the stress increment and update history variables.
The internal forces at the nodes are then calculated directly from the stress
at the particles for the next time step.
The single, tensorial deformation measure is given by, equation C.3.7
λij = ui,j + ε ijkwck (F.6.10)
or for planar deformation
λij =
λxx λxy λxzλyx λyy λyz
λzx λzy λzz
 =
 ux,x (ux,y + wcz) 0(uy,x − wcz) uy,y 0
0 0 uz,z

The micro-curvature is given by
κij = wci,j (F.6.11)
or for planar deformation
κij =
 0 0 00 0 0
κzx κzy 0

In formulating elasto-plasticity, it is useful to rather use generalised curva-
tures κzxl and κzyl, where l is a material parameter with the dimension of
length. It is this parameter which effectively sets the internal length scale
in the continuum, and therefore has the role of a “characteristic length”.




λxx λyy λzz λxy λyx κzxl κzyl
]
(F.6.12)
Note that the normal strain in the z-direction, λzz = uz,z, has also been in-
cluded in the strain vector. This has been done because, although this strain
component remains zero under plane strain conditions during the entire
loading process, this is not necessarily the case for the elastic and plastic
contributions of this strain component. Also note that by multiplying the
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micro-curvatures by the length parameter l, all components of the strain














Making use of equation F.5.26, the terms in equation F.6.13 can be compu-


















vx1 vy1 w˙cz1 vx2 vy2 w˙
c
z2 vx3 vy3 w˙
c




N1,ξ 0 N1,η 0 0 0
0 N1,η 0 N1,ξ 0 0
0 0 0 0 N1,ξ N1,η
N2,ξ 0 N2,η 0 0 0
0 N2,η 0 N2,ξ 0 0
0 0 0 0 N2,ξ N2,η
N3,ξ 0 N3,η 0 0 0
0 N3,η 0 N3,ξ 0 0
0 0 0 0 N3,ξ N3,η
N4,ξ 0 N4,η 0 0 0
0 N4,η 0 N4,ξ 0 0





J22 0 −J21 0 0 0
0 J11 0 −J12 0 0
−J12 0 J11 0 0 0
0 −J21 0 J22 0 0
0 0 0 0 J22 −J21




and vpz,z = 0. Further, hcz
[
m2·s−1] = Jzz [m2] w˙cz [s−1], equation D.3.10, i.e.
w˙cz =
hcz
Jzz . Equation F.6.14 becomes





























N1,ξ 0 N1,η 0 0 0
0 N1,η 0 N1,ξ 0 0
0 0 0 0 N1,ξ N1,η
N2,ξ 0 N2,η 0 0 0
0 N2,η 0 N2,ξ 0 0
0 0 0 0 N2,ξ N2,η
N3,ξ 0 N3,η 0 0 0
0 N3,η 0 N3,ξ 0 0
0 0 0 0 N3,ξ N3,η
N4,ξ 0 N4,η 0 0 0
0 N4,η 0 N4,ξ 0 0





J22 0 −J21 0 0 0
0 J11 0 −J12 0 0
−J12 0 J11 0 0 0
0 −J21 0 J22 0 0
0 0 0 0 J22 −J21
























With the strain increment known, a constitutivemodel can be used to calcu-

















At this point in the computational cycle, the particles are completely up-
dated and carry the complete solution. During the convective phase, the
particles are held fixed and the computational grid is redefined. The grid
can be chosen in any convenient manner, for example adaptive grids can be
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used to resolve sharp gradients and interfaces. A particular simple choice
is the regular square mesh. Any motion of the grid relative to the particles
models convection. Since the particles do not move during the convective
phase, particle properties (position vector, velocity vector, strain and stress)
have the same value at the end of the convective phase as they had at the
end of the Lagrangian phase.
This completes the computational cycle. A new cycle is begun using
the information carried by the particles to initialize nodal values on a new
grid.
F.7 Numerical Implementation
With the algorithm described in the previous section, if a single particle
crosses into an element and is close to the element boundary, the value of
a shape function identified with a node at the opposite side of the element
may be small. However, the internal force vector involves the gradient
of the shape function, which does not approach zero for points close to the
element boundary. The result is that computed accelerations at outer nodes
can occasionally be unphysically and lead to particles separating from its
entity. One approach to this problem is to detect small nodal masses and
to set the corresponding internal force at the node to zero if the mass is
below a certain cutoff value (Sulsky et al., 1995). Although this approach
is quite successful, it is difficult to justify the choice of the cutoff value.
However, with a simple change in the algorithm, the need to apply a cutoff
is eliminated.
The key to reordering operations is to work with momentum instead
of velocity as much as possible. This avoids divisions by nodal masses.
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Note that it is not necessary to divide by the nodal mass to solve the nodal
momentum pti , as it was necessary in equation F.6.4 to solve for the nodal































is the inverse of the mass matrix and the position update
becomes (similar to equation F.6.7)
xp,t+1i = x
p,t





where ve,t+1j is the nodal velocities of the element containing the particle.
This vector is extracted from the system solution vt+1i in equation F.7.6. To






and the velocity update becomes (similar to equation F.6.9)
vp,t+1i = v
p,t
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where v˙e,tj is the nodal acceleration of the element containing the particle.
This vector is extracted from the system solution v˙ti obtained from solving
equation F.7.8.
Velocity gradients are needed for the strain increment. The Lagrangian


















































i i, j = 1, 2, . . . ,Ndo f (F.7.11)
Mathematically, there is no difference between the algorithm in this sec-
tion and the last, if the consistent mass matrix Mij is invertible. However,
the numerical properties are improved. In equation F.7.6 and F.7.7, the mul-
tiplication of the momentum with the shape functions and division by the
mass matrix has the effect of balancing the numerator and denominator in
the case of small nodal masses. The same applies to equation F.7.8 and F.7.9.
In practice, to simplify computations, a lumped mass matrix is used in-
stead of the consistent mass matrix given in equation F.5.33. The lumped
mass matrix is a diagonal matrix with each entry being the corresponding
row sum of the consistent mass matrix. Matrix inversions become trivial
if a lumped matrix is used, at the cost of introducing a small amount of
numerical dissipation. Burgess et al. (1992) have shown that the mapping
of particle velocities to the nodes (equation F.6.4, F.7.3 and F.7.11) implies
that the kinetic energy, linear momentum and angular momentum are con-
served. Kinetic energy is, however, only conserved provided the consistent
mass matrix is used. The result of using a lumped mass matrix is some dis-
sipation of kinetic energy that has been quantified by Burgess et al. (1992);
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Brackbill et al. (1988); Brackbill & Ruppel (1988). The mass matrix can also
be singular for certain arrangements of the particles. A simple example is a
single particle with unit mass in the center of a computational element. In
one dimension, using linear interpolation, the particle contributed equally













There appears to be only a few arrangements of particles that yield a singu-
lar mass matrix, but nearby arrangements might result in an ill-conditioned
matrix. On the other hand, the lumped matrix is diagonal and well condi-
tioned. It is possible to partially lump the mass matrix in order to improve
the numerical computations, at a cost of adding a small amount of dissipa-
tion. The partially lumped mass matrix M part lumpedij is defined as
M part lumpedij = (1− e)Mij + eM lumpedij (F.7.13)
When e = 1, M part lumpedij reduces to the lumped mass matrix M
lumped
ij , and
when e = 0, it is the full mass matrix Mij. Lumping of the mass matrix has
no effect on the conservation of linear and angular momentum, but does
influence the conservation of kinetic energy. Burgess et al. (1992) showed
that for positive e there is a loss in kinetic energy during grid mapping in





, and this accounts for relatively low energy dissipation
even if e = 1. Further, Cook et al. (1989, §13.10) showed that explicit time
integration is usually more accurate with lumped mass matrices than with
consistent mass matrices.
F.8 Numerical Algorithm
This section summarises the numerical algorithm. Assume that at time =
t, the position vector, xp,ti , velocity vector, v
p,t
i , accumulated strain, ε
cp,t
i ,
accumulated stress, σcp,ti and history variables of each particle are known.
The coordinates of the nodes (grid points) are also known. The lists of
elements in entities and particles in elements are known for time = t − 1.
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Cycle through all the particles and update the particles-in-element and
element-in-entity lists for time = t. Only the nodes of elements containing
particles will be active nodes during this time step. Set up an array to iden-
tify the active nodes on the grid. The total number of degrees-of-freedom
Ndo f will be three times the number of active nodes (two translational and
one rotational degree-of-freedom per node). With the position vector of
a particle and its element known, the particle coordinates in the element
coordinate system ξη can be calculated. Zhao et al. (1999) developed an
algorithm to calculate the element coordinates for four-node bilinear qua-
drilateral elements. The ξη-coordinate of each particle is stored since it is
used more than once during one time step.
Step 2:
Map the particlesmomentum to the active nodes to obtain the system nodal
momentum pti
(
Ndo f × 1
)
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Step 3:
Calculate the system force vectors. The internal force vector f e int,ti
(
Ndo f × 1
)
is calculated using the particle stresses at time t and the external force vec-
tor f e ext,ti
(
Ndo f × 1
)
is calculated using the body forces and surface tracti-
ons. The system consistent mass matrix Mtij
(
Ndo f × Ndo f
)
is constructed
from the current particle positions, equation F.5.35. With the force vectors







With the nodal momentum and the rate of nodal momentum known at time
t, the momentum at time t+ 1, pt+1i
(
Ndo f × 1
)








The consistent massmatrix can be used, but for simplicity and better nume-
rical properties, the lumped or partially lumped mass matrix can be used
M part lumpedij = (1− e)Mij + eM lumpedij (F.8.5)
Solving a system of equations is trivial when the lumped matrix is used,
but when the consistent or partially-lumped mass matrix is used, special
algorithms are needed.
Step 6:
To update the particle positions, the updated system nodal velocity,
vt+1i
(








The particle positions are now updated according to
xp,t+1i = x
p,t
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where ve,t+1j (12× 1) are the nodal velocities of the element containing the
particle. This vector is extracted from the system solution vt+1i
(
Ndo f × 1
)
in equation F.8.6. To update the particle velocity, the updated system nodal
acceleration, v˙ti
(








and the velocity update becomes
vp,t+1i = v
p,t





where v˙e,tj is the nodal acceleration of the element containing the particle.
This vector is extracted from the system solution v˙ti obtained from solving
equation F.8.8.
Step 7:
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The strain increment ∆εcpi is calculated at particle positions, using the solu-




















where the velocity derivatives are given by equation F.6.15. With the strain
increment known, a constitutive model can be used to calculate the stress















Particle history variables are updated and step 1 repeated to initiate a new
time step.
F.9 Numerical Integration: Convergence and Stability
In the previous sections, a simple forward-difference explicit time integra-
tor was used of which the time step should satisfy the stability condition,
i.e., the critical time step should be the smallest ratio of the element size
to the wave speed. For small displacements, the spatial discretisation in
PIC is equivalent to that of FEM using Guass points at the same locations
as those of the material points in each cell. Therefore, the convergence
behaviour of the integrator used is similar to that employed to integrate
the corresponding equation in FEM. However, no consistent theoretical re-
sults have been obtained for the convergence behaviour of time integrators
when large deformations occur and a reasonable time step is usually found
through numerical experiments (Chen et al., 2002).
Wieckowski et al. (1999) pointed out that the PICmethod in general may
require a shorter time increment than the standard FEM method. The follo-
wing stability analysis follows from Wieckowski et al. (1999). In standard
FEM, for the one-dimensional element with linear shape functions, the con-
dition of stability has the form




for a consistent mass matrix
2h√
2C
for a lumped mass matrix
(F.9.1)
where h is the element size and C denotes the speed of elastic wave propa-
gation. In the PIC method the critical time step, however, depends on the
mutual position of the material points and the computational mesh. The





where m and k are coefficients in the single homogeneous equation
mu¨+ cu˙+ ku = 0 (F.9.3)
obtained as a result of modal decomposition of the dynamic system of
equations. In the one-dimensional case, for linear elements with one de-
gree of freedom, the following expression were obtained for the diagonal






2 for a consistent mass matrix
∑
Np
p=1 Mpξp for a lumped mass matrix
(F.9.4)
where (1− ξp)h is the distance between the pth material point and the ith
node of the element, h denotes the length of the element, and Np the num-
ber of material points in the element. Wieckowski et al. (1999) showed that











where the relation C2 = Eρ is used, with E Young’s modulus and ρ the mate-
rial density. Applying equations F.9.2 to F.9.5, they obtained the following
stability criterion.





















for a lumped mass matrix
(F.9.6)
Comparing equation F.9.6 to equation F.9.1 shows that the value ∆tcrit may
be significantly lower for PIC than for FEM. This is especially true when
the material points are located near one of the ends (or corners in the two-
dimensional case) of the element.
F.10 Damping
In order to obtain static or quasi-static solutions, the equations of motion
must be damped. The objective is to achieve the steady state in a numeri-
cally stable way with minimal computational effort. Steady state may be
either equilibrium or steady-flow.
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Viscous (velocity-proportional) damping can be added to the equation
of motion, equation F.6.2, by lagging the velocity by one-half time step,
(Cook et al., 1989).
Mijv˙j + Cijvj = f inti + f
ext
i (F.10.1)























xt+1i − 2xti + xt−1i
) (F.10.3)






















If Mij is lumped, then the computation of xt+1j does not require the solu-
tion of simultaneous equations. There are no restrictions to the form of
Cij. The method can be started by using the initial displacement x0j and the
approximation that v
t− 12
j ' v0j . Although the central difference formulas,
equations F.10.1 and F.10.3, are second-order accurate, only first order ac-
curacy can be guaranteed when Cij 6= 0 because the viscous forces lag by
half a time step.















Using this equation together with equation F.10.2 in the form,
xt+1j = x
t
j + ∆t v
t+ 12
j (F.10.6)
the velocity at time t+ 12 can be written as
v
t+ 12















where D = Ctij(M
t
ij)
−1. In order to implement these equations into the algo-
rithm given in section F.8, it must be written in terms of nodal momentum.
Multiplying equation F.10.7 by the mass matrix yields
p
t+ 12

























And the particle positional update, equation F.8.7, becomes
xp,t+1i = x
p,t



















The use of velocity-proportional damping, however, involves threemain
difficulties (FLAC, 1998):
1. The damping introduces body forces, which are erroneous in flowing
regions and may influence the mode of failure in some cases.
2. The optimum damping constant depends on the eigenvalues of the
system. To calculate the eigenvalues a complete modal analysis must
be done. In a linear problem, this analysis needs almost as must com-
puter effort as the dynamic calculation itself. In nonlinear problems,
eigenvalues may be undefined.
3. In its standard form, viscous damping is applied equally to all nodes,
i.e., a single damping constant is used throughout the whole system.
In many cases, a variety of behaviour may be observed in different
parts of the system. For example, one part may be failing while ano-
ther is stable and for these problems, different amounts of damping
are appropriate for different regions.
In order to overcome all three difficulties, a form of damping, called lo-
cal non-viscous damping is proposed by FLAC (1998). The damping force on
a node is proportional to themagnitude of the unbalanced force at the node.
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The direction of the damping force is such that energy is always dissipated.









f dampi = −α







f dampi is the damping force and α is the damping constant. The difficulties
reported above are addressed: body forces vanish for steady-state conditi-
ons, the magnitude of the damping constant is dimensionless and is inde-
pendent of properties or boundary conditions, and the amount of damping




Bardenhagen et al. (2000) developed a PICmodel for granular materials that
describes both the internal deformation of each granule and the interacti-
ons between grains. Interaction between grains is calculated with a contact
algorithm that forbids interpenetration, but allows separation and sliding
and rollingwith friction. Although this model was developed for an assem-
bly of granules, it can be applied to any system of different bodies (entities).
In the basic PIC algorithm, as described in Appendix F, no slip con-
tact between different bodies is contained without additional cost. This is
the result of the entities moving in a single-valued velocity field v. Since
this velocity field is determined using mass weighting, Bardenhagen et al.
(2000) calls it the centre-of-mass velocity field. Here it will be called the sys-
tem velocity field since all the particles in the system are used to calculate it.
The solution procedure described in Appendix F can also be followed, but
where the loops range over only the particles making up one entity. This
would solve the equations of motion for each entity, ignoring the presence
of all the others. In that case, the result is a single-valued entity velocity
field v ent.
Obviously, the entity motion cannot be determined solely from consi-
deration of each individual entity in isolation. The novelty here is (Barden-
hagen et al., 2000) that contacts between entities are handled by comparing
the velocity fields v ent to the single, system velocity field v. The resulting
algorithm is linear in the number of entities and requires no iteration.
Matrix tensor notation (Hassenpflug, 1993) is used for clarity and subs-
cripts should not be confused with the indices of index notation.
G.2 Contact Model
Normal and tangential kinematic constraints on the velocity are handled
separately. Suppose that the boundary of each entity has been identified
and the unit outward normal nb
ent is known at nodes along the boundary
(the subscript b indicates that it is a value/property at boundary node b). If
one entity is isolated from the rest, i.e. not in contact with others, then the
two velocity fields v ent and vwill be identical in the neighbourhood of that
entity. It is only as the entity approaches other entities that the two fields
will differ. Contact is then defined when these two velocity fields differ.
Constraints are only necessary when entities are approaching each other
270
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and not when they are moving apart from one another. The following con-
dition is used to check whether an entity is in contact with another entity
and whether they are approaching each other.(
vb
ent − vb
) • nbent > 0 (G.2.1)
This condition is satisfied when the entity velocity, at a boundary node, is
overtaking the system velocity along the normal to the surface. Once this




ent • nbent = vb • nbent (G.2.2)
holds. Equation G.2.2 states that the normal of the entity velocity is set
equal to the normal component of the system velocity. Equation G.2.2 can
also be written as
vb˜
ent = vb
ent − [(vbent − vb) • nbent] nbent (G.2.3)
To prove equation G.2.3, take the scalar product on each side of the equal
sign with respect to the unit normal nb
ent.
vb˜
ent • nbent =
[
vb
ent − [(vbent − vb) • nbent] nbent] • nbent
= vb






ent • nbent − vbent • nbent + vb • nbent
= vb • nbent
(G.2.4)
The system velocity does not allow interpenetration of entities, so this choice
of a contact constraint in the normal direction is natural. Note that the in-
equality in equation G.2.1 allows entities to separate freely without any
constraints. The constraint in equation G.2.2 is equivalent to applying a
normal force fb
ent,normal

















) • nbent] nbent (G.2.5)
where Mentb is the entity mass at boundary node b. This mass is the value
of the entity lumped mass matrix at this node. The entity mass matrix is
calculated summing only over the entity’s particles.
If there is no contact friction between the entities, then the above ad-
justment of the normal component of the entity velocity, equation G.2.3, is
all that is required. The tangential component of the entity velocity will
be unconstrained. This can be proven by writing down the expression for
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tbθ
Figure G.1: System, entity and relative velocities
the corrected tangential entity velocity. Using equation G.2.2 and equa-
tion G.2.3,
vb˜
ent − (vb˜ ent • nbent) nbent = vbent − (vbent • nbent) nbent (G.2.6)
it is shown that the tangential component of the corrected entity velocity is
the same as the tangential component before the correction was applied.
Where equation G.2.1 is based on the relative normal velocity, the tan-
gential contact constraint is based on the relative tangential velocity given
by (Figure G.1) (
vb
ent − vb
)− [(vbent − vb) • nbent] nbent (G.2.7)
This tangential velocity vector can also be written making use of cross pro-
ducts.
nb
ent × [(vbent − vb)× nbent] (G.2.8)




)× nbent] = | (vbent − vb) | sinθ ez (G.2.9)
where θ is the angle between the two vectors, figure G.1, and ez is the unit
vector in the z-direction, i.e., the out-of-plane direction. Looking at the first
cross product, the vector can be written as
nb
ent × [(vbent − vb)× nbent] = | (vbent − vb) sinθ| sinpi2 tb
= | (vbent − vb) sinθ| tb (G.2.10)
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since the angle between nb and ez is 90
◦ and tb is the tangential unit vector









Substitution of this definition into equation G.2.10 leads to
nb





)− [(vbent − vb) • nbent] nbent
(G.2.12)
which concludes the proof.
To apply Coulomb friction, first calculate the force required for no slip.
Again the comparison of the entity velocity to the system velocity provides
the correct constraint for no slip contact, in the form of the relative tangen-
tial velocity, equation G.2.7. The constraining tangential force, fb
ent,stick
, to








ent × [(vbent − vb)× nbent] (G.2.13)
The friction force equals the sticking force if the magnitude of the sticking
force is small. That is, friction just balances the tangential force and pre-
vents relative tangential motion, when the magnitude of the tangential
force is small. For larger tangential forces, the magnitude of the friction
force is proportional to the magnitude of the normal force and independent
of the contact area. The proportionality constant (friction coefficient) is µ.
Limiting the frictional force to have magnitude less than the sticking force
allows tangential slip between contacting entities since the applied frictio-
nal force is not sufficient to prevent relative tangential motion, figure G.2.
The direction of the frictional force is chosen as in equation G.2.13 to op-








∣∣∣ fbent,normal∣∣∣ , ∣∣∣ fbent,stick∣∣∣) (G.2.14)







)× nbent]∣∣∣Mentb∆t nbent × [(vbent − vb)× nbent]∣∣∣
= −nb
ent × [(vbent − vb)× nbent]∣∣(vbent − vb)× nbent∣∣
(G.2.15)




µ F  normal
Figure G.2: Coulomb friction contact model
and using equation G.2.5 and G.2.13 it can be shown
[
µ





























) •nbent = ∣∣(vbent − vb) • nbent∣∣ since (vbent − vb) •nbent > 0
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)× nbent]∣∣(vbent − vb)× nbent∣∣ (G.2.19)
Similarly to where equation G.2.3 is the only correction needed for normal
correction, the result from equation G.2.17 can be used to write a corrected






) • nbent] (nbent × ωˆ) (G.2.20)
Finally, imposing both the frictional constraint force and the normal cons-
traint force, the altered entity velocity is
vb˜
ent = vb
ent − [(vbent − vb) • nbent] (nbent + µ′ nbent × ωˆ) (G.2.21)
This equation is simply a vector sum of equation G.2.3 and equation G.2.20.
To obtain a no-slip contact, using equation G.2.21, the friction coefficient µ
should be given a high value.
In order to implement these equations efficiently, the following defini-
tions are made (the subscript b being omitted for clarity): The difference in
velocity is defined by vdi f f
v di f f ≡
[
v di f fx
v di f fy
]
= v ent − v =
[
v entx − vx
v enty − vy
]
(G.2.22)
The scalar (dot) product of the velocity difference with the unit normal vec-
tor is as follows
D = v di f fx n entx + v
di f f
y n enty (G.2.23)
The vector (cross) product of the two same vectors can be shown to be
C =
 00
v di f fx n enty − v di f fy n entx
 (G.2.24)
Note that this results in only an out-of-plane (z-direction) component, the
absolute value of this vector being
∣∣C∣∣ = ∣∣∣v di f fx n enty − v di f fy n entx ∣∣∣. The unit






v di f fx n enty −v di f fy n entx∣∣∣v di f fx n enty −v di f fy n entx ∣∣∣
 (G.2.25)
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where only the first two components are shown since the out-of-plane com-
ponent is zero, as expected. Thus, after calculation of the components of
vdi f f , D,
∣∣C∣∣ and µ′, equation G.2.27 can be used to calculate each of the
new nodal velocity components individually.
Using a polar continuum, each node has two translational velocities
and one rotational velocity. The translational velocities are corrected in
the same way as above, while the rotation is either set to be zero at the
contacting nodes or free, i.e. not constraint or changed.
G.3 Boundary Unit Normal Vector Calculation
Sulsky& Brackbill (1991) proposed amethod for calculating the divergence
of a vector quantity and the gradient of a scalar quantity at grid points. The
derivations are done for the two-dimensional case, but in general, the same
procedure can be followed for the three-dimensional case. For each entity,
the particlemass is interpolated to the finite element centres, xc and divided







mpS(1)(xc − xp) (G.3.1)
The shape function S(1) is constructed from bilinear b-splines (Dierckx,
1996; Piegl and Tiller, 1997). The gradient of ρc evaluated at the nodes of the
computational mesh provides the normal direction at the surface of each
entity. The interaction between entities is therefore not along a common
normal, which results in small errors in momentum conservation (Barden-
hagen et al., 2000).
Let xi,j, xi+1,j, xi+1,j+1, xi,j+1 denote the vertices of the computational ele-
ment (i, j), figure G.3. With natural (element) coordinates (ξ, η) which as-
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Figure G.3: Computational element with numbered vertices
sume integer values at the vertices and using bilinear interpolation, any
point x in the element is given by
x = ξ ′
[(
1− η′) xi+1,j + η′xi+1,j+1]+ (1− ξ ′) [(1− η′) xi,j + η′xi,j+1]
(G.3.2)







(1) (ξ − i, η − j) (G.3.3)
where Nen is the number of nodes (vertices) per element, xn is the node
coordinates and
s(1) (ξ − i, η − j) = s(1) (ξ ′, η′) = (1− |ξ|) (1− |η|) (G.3.4)
A corresponding interpolation function in physical coordinates can bewrit-
ten for a rectangular element









where ∆x and ∆y are the element size in the x and y directions respectively.
Make use of a vector u = [ux uy]T (known at the nodes), which can be a
velocity vector, acceleration vector or any other vector field, to derive the
necessary equations. A derivative of a nodal variable results in an element-
centred quantity and is calculated as an average over the element. The
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where the subscript c indicates that the average derivative is an element-
centred value. To evaluate equation G.3.6, make use of equation G.3.3 and






(1) (x− xn) (G.3.7)
To evaluate equation G.3.6, we need the element-centred quantity which






(1) (xc − xn) (G.3.8)































S(1) (xc − xn) dV (G.3.10)
Since equation G.3.9 is summed over all the nodes of the element, there will
be Nen ccvx values, one for each node.
An equation similar to equation G.3.9 can be written for the derivative
with respect to the y-coordinate. This will result in Nen ccvy coefficients. It
is useful to form a vector ccv = [ccvx ccvy ]T of the geometric coefficients. One
can now combine derivatives to form a discrete divergence operator, acting











ccv • un (G.3.11)
In the same way, derivatives are combined to form a discrete gradient ope-
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where ρ is a scalar quantity and not a vector like u. We now have formulas
for the divergence and gradient, acting on element nodal data defined at
the element centre. The "inverse" will now be constructed, i.e. formulas
for divergence and gradient operators, acting on element-centred data and
located at the nodes. These formulas are constructed to satisfy a discrete
form of the divergence theorem (Sulsky and Brackbill, 1991)∫
S
ρu • n dS =
∫
V




u •∇ρ dV +
∫
V
ρ∇ • u dV
(G.3.13)
where we assume that u is defined at nodes and ρ defined at element cen-
tres. An approximation for the last term in equation G.3.13 is already defi-









ccv • un (G.3.14)
where the sum ∑e∈V is over all the elements in V. At this point, postulate a





where the components of the geometric coefficients c˜cvare still unknown.




The sum in equation G.3.15 and equation G.3.16 is over all the elements



















(c˜cv + ccv) ρc
(G.3.17)
where ∑n∈V is the sum over all the nodes in the control volume V. The left
hand side of equation G.3.17 is a surface integral, so the right-hand side
should only involve nodes on the boundary of V. Since u and ρ are arbi-
trary, for any interior element e we need the integral in equation G.3.17 to
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vanish, i.e. c˜cv = − ccv. The required formula for a gradient operator acting
on a centred quantity, defined at the nodes follows from equation G.3.15
VnGn(ρc) = − ∑
e
ccvρc (G.3.18)
To obtain the formula for the divergence at a node, the process is similar.
Start with equation G.3.13, but now let u be defined at element centres, let ρ
be a nodal quantity and let V be a union of node-centred control volumes.
Use equation G.3.12 to define an approximation to the first term on the
right-hand side of equation G.3.13, and proceed as above to obtain
VnDn(uc) = − ∑
e
ccv • uc (G.3.19)
Applying the gradient operator, equation G.3.18, to the element-centred
density defined in equation G.3.1, the result is a vector approximately nor-
mal to the entity surface at node n.
All that remains is to calculate the components of the geometric coeffi-












S(1) (xc − xn) dV
(G.3.20)
The derivatives of S(1), equationG.3.5, for a rectangular element (figure G.4)
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Figure G.4: Rectangular computational element
Table G.1: Geometric coefficients for a rectangular element







where ∆x∆y is the volume of the element (unit thickness is assumed). Ta-
ble G.1 summarises the results by following the same procedure for the
other nodes and the y-derivatives.
As an example, consider figure G.5 where node n has been identified as
a boundary node. Elements 1, 2 and 3 are boundary elements and contain
node n as one of their vertices. Assume that the element centre densities,
equation G.3.1, have been calculated. Applying equation G.3.18 to node n
then gives
VnGn(ρc) = − ∑
e
ccvρc


















Since Vn is only a scalar quantity and the gradient vector needs to be nor-













Figure G.5: Example of boundary unit normal calculation







































In section F.8 the numerical algorithm is summarised. Equation F.8.6 gives
the system nodal velocity vt+1i at time t + 1. The same procedure is then
followed for each entity to obtain an entity nodal velocity vent,t+1i . In this
analysis the summation is performed only over particles belonging to the
entity in question. Each active node will now have at least two velocity
vectors. One system velocity vector and at least one entity velocity vector.
If there are particles of more than one entity in the same element, the nodes
of this element will have a velocity vector for each entity as well as the
system velocity.
At this stage in the calculation the boundary nodes of each entity are
identified. The entity velocity field is then compared to the system velocity
field at the boundary nodes. Contact is defined by equation G.2.1 and a cor-
rection, equation G.2.21, is made to the entity nodal velocity if necessary.
The corrected entity velocity is used to update the entity’s particles accor-
ding to equation F.8.7. To update the particle velocity, the new acceleration
first needs to be calculated.
˙˜v ent,t+1i =
v˜ ent,t+1i − v ent,ti
∆t
(G.4.1)
The entity’s particle velocity is then updated according to equation F.8.9.
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Figure G.6: Example of boundary unit normal vectors
Figure G.6 is an example of unit normal vectors calculated with the
above algorithm.
AppendixH
Nonpolar Constitutive Models and
Implementation
H.1 Introduction
In this appendix, the different nonpolar constitutive models employed are
described. These include
1. Elastic, Isotropic Model
2. Drucker-Prager Model
3. von Mises Model
4. Mohr-Coulomb Model
The formulation given in this appendix closely follows that of FLAC
(1998).
H.2 Elastic, Isotropic Model
These stress-strain laws are linear and path independent. The incremental
relation between stress and strain is expressed by Hook’s law for the cases
of plane strain and plane stress.
H.2.1 Plane Strain
∆σ11 = α1∆ε11 + α2∆ε22
∆σ22 = α2∆ε11 + α1∆ε22
∆σ12 = ∆σ21 = 2G∆ε12 = 2G∆ε21
∆σ33 = α2 (∆ε11 + ∆ε22)
(H.2.1)
where
α1 = K+ 43G
α2 = K− 23G
K =
E






with E Young’s modulus and ν Poisson’s ratio.
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H.2.2 Plane Stress
∆σ11 = β1∆ε11 + β2∆ε22
∆σ22 = β2∆ε11 + β1∆ε22















The different plastic models are characterised by their yield function, har-
dening/softening functions and the flow (potential function) rule. The
yield function defines the stress combination for which plastic flow takes
place. These functions or criteria are represented by one or more limiting
surfaces in a generalised stress space with points below or on the surface
being characterised by an incremental elastic or plastic behaviour, respec-
tively. The plastic flow formulation rests on the basic assumptions from
plasticity theory that the total strain increment may be decomposed into
elastic and plastic parts, with only the elastic part contributing to the stress
increment by means of an elastic law. The flow rule specifies the direc-
tion of the plastic strain increment vector as the normal to the potential
surface. It is called associated if the potential and yield functions coincide
and non-associated otherwise. See Vermeer & De Borst (1984), Mendelson
(1968) and Blazynski (1983) for more detail on the theory of plasticity and
associated and non-associated flow rules.
The Drucker-Prager model consists of a Drucker-Prager yield criterion
with tension cutoff. The shear flow rule is non-associated and the tensile
flow rule is associated.
H.3.1 Incremental Elastic Law
The model is expressed in terms of two generalised stress components: the




p = 13 (σ11 + σ22 + σ33)
(H.3.1)
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(σ11 − σ22)2 + (σ22 − σ33)2 + (σ11 − σ33)2
]
+ σ212 (H.3.3)
The shear strain increment ∆εq and volumetric strain increment ∆εp asso-




∆εp = ∆ε11 + ∆ε22 + ∆ε33
(H.3.4)








The strain components are decomposed in elastic and plastic parts.
∆εq = ∆εeq + ∆ε
p
q




where the superscript e and p refer to elastic and plastic parts respectively.
The incremental expression of Hook’s law in terms of generalised stresses




with G and K the shear and bulk modulus respectively.
H.3.2 Yield and Potential Functions
The failure (yield) criteria are described in the pq-plane, figure H.1. From
point A to B the criterion is defined by the Drucker-Prager shear yield func-
tion
f s = q+ qφp− kφ (H.3.8)






















Figure H.1: Drucker-Prager failure criterion
and from B to C by the tension yield function (tension cutoff)
f t = p− σt (H.3.9)
where qφ and kφ are constantmaterial properties and σt is the tensile strength
for the Drucker-Prager model. This value is defined as the maximum of the
mean normal stress for the material. For a material whose qφ is not equal






The default value of the tensile strength σt is zero if the material property
qφ is zero. The shear potential function gs corresponds in general to a non-
associated flow rule and has the form
gs = q+ qψp (H.3.11)
where qψ is a material constant, equal to qφ if the flow rule is associated.
The flow rule for tensile failure is associated. It is given by
gt = p (H.3.12)
The flow rules are given a unique definition (FLAC, 1998) in the vicinity
of an edge of the composite yield function, point B in figure H.1. A function
h(p, q) = 0 is defined which is represented by the diagonal between the
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representation of f s = 0 and f t = 0 in the pq-plane. This function is given
by
h = q− τp − αp(p− σt) (H.3.13)
where τp and αp are two constants defined as
τp = kφ − qφσt
αp =
√
1+ q2φ − qφ
(H.3.14)
An elastic guess violating the failure criterion is represented by a point in
the pq- plane located either in domain 1 or 2, corresponding to positive or
negative values of h, respectively. If in domain 1, shear failure is declared,
and the stress point is brought back to the curve f s = 0 using a flow rule
derived using the potential function gs. If in domain 2, tensile failure ta-
kes place and the stress point is brought back to f t = 0 using a flow rule
derived using gt.
H.3.3 Plastic Corrections








where the magnitude of the parameter λs remains to be defined. Using




Using equation H.3.6, the elastic strain increments may be expressed as the
total strain increment minus the plastic increment.
∆εeq = ∆εq − ∆εpq
= ∆εq − λs
∆εep = ∆εp − ∆εpp
= ∆εp − qψλs
(H.3.17)
The increment in generalised stress can now be written, using Hook’s law,
equation H.3.7
∆q = G∆εq − Gλs
∆p = K∆εp − Kqψλs
(H.3.18)











Figure H.2: One-dimensional representation of elasto-plastic relation
The new stress state is given by
qN = qO + ∆q
pN = pO + ∆p
(H.3.19)
where the superscripts N and O refer to the new and old stress states re-












= pI − Kqψλs
(H.3.20)
where the superscript I is used to represent the elastic guess obtained by
adding to the old stress, elastic increments computed using the total strain
increment, figure H.2.
The new stress point should be located on the shear yield surface. Using
this, the parameter λs can be calculated by substitution of qN and pN for q
and p in f s = 0. Using equation H.3.8 and equation H.3.20, and after some
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With the new generalised stresses known, the new stress tensor needs to
be calculated. Noting that the new deviatoric stresses may be obtained by
multiplying the corresponding deviatoric elastic guess with the ratio q
N
qI ,







where δij is the Kronecker delta symbol













The increments in elastic strains become
∆εeq = ∆εq − ∆εpq
= ∆εq
∆εep = ∆εp − ∆εpp
= ∆εp − λt
(H.3.25)
Using Hook’s law, the increments in stress become
∆q = G∆εq
∆p = K∆εp − Kλt
(H.3.26)
The new stress states are given by equation H.3.19. Using this equation and
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= pI − Kλt
(H.3.27)
























In this section describes the implementation of the Drucker-Prager model
in the numeric code.
Step1:
Calculate an elastic guess σIij. This is done by assuming that the total strain
increment is elastic. For the case of plane strain, equation H.2.1 is used.
Step2:




using the elastic guess
σIij and equation H.3.1 and H.3.3. If these stresses violate the composite
yield criterion (equation H.3.8 and H.3.9), a correction must be applied to
the generalised stress components to give the new stress state. The yield
criteria is violated if f s >= 0 or f t >= 0. The function h (equation H.3.13)
is used to determine if shear failure or tensile failure has occurred, i.e.
h(pI , qI) > 0 or h(pI , qI) ≤ 0 respectively.
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Step3a:
If shear failure is declared, new generalised stresses are calculated from
equation H.3.20 using equation H.3.21 for λs.
Step3b:
If tensile failure is declared, new generalised stresses are calculated from
equation H.3.27 using equation H.3.28 for λt.
Step4a:
In the case of shear failure the stress tensor components in the system of
reference axes are calculated from the corrected generalised stresses using
equation H.3.22.
Step4b:
In the case of tensile failure the stress tensor components in the system of
reference axes are calculated from the corrected generalised stresses using
equation H.3.30.
H.4 The von Mises Model
The von Mises yield criterion is also known as the distortion energy theory.
It assumes that yielding begins when the distortion energy equals the dis-
tortion energy at yield in simple tension (Mendelson, 1968). The yield con-


















(σ11 − σ22)2 + (σ22 − σ33)2 + (σ11 − σ33)2 + 6σ212
]
= σ2y (H.4.2)
where σy is the yield stress in simple tension. Using the second invariant of
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Using the definition of the tangential stress, equation H.3.1, this becomes
f = q− σy√
3
(H.4.5)
Using an associated flow rule, the flow potential function becomes
g = q (H.4.6)
H.4.1 Plastic Corrections
Following the same general procedure as in the previous section, the incre-










Using equation H.3.6, the elastic strain increments may be expressed as the
total strain increment minus the plastic increment.
∆εeq = ∆εq − ∆εpq
= ∆εq − λ
∆εep = ∆εp − ∆εpp
= ∆εp
(H.4.8)
The increment in generalised stress, can now be written, using Hook’s law,
equation H.3.7
∆q = G∆εq − Gλ
∆p = K∆εp
(H.4.9)
The new stress state is given by
qN = qO + ∆q
pN = pO + ∆p
(H.4.10)
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where the superscripts N and O refer to the new and old stress states re-













where the superscript I is used to represent the elastic guess obtained by
adding to the old stress, elastic increments computed using the total strain
increment, figure H.2.
The new stress point should be located on the yield surface. Using this,
the parameter λ can be calculated by substitution of qN and pN for q and
p in f = 0. Using equation H.4.5 and equation H.4.11, and after some






With the new generalised stresses known, the new stress tensor needs to
be calculated. Noting that the new deviatoric stresses may be obtained by
multiplying the corresponding deviatoric elastic guess with the ratio q
N
qI ,







where δij is the Kronecker delta symbol
H.4.2 Implementation Procedure
This section describes the implementation of the von Mises model in the
numeric code.
Step1:
Calculate an elastic guess σIij. This is done by assuming that the total strain
increment is elastic. For the case of plane strain, equation H.2.1 is used.
Step2:




using the elastic guess
σIij and equation H.3.1 and H.3.3. If these stresses violate the yield crite-
rion (equation H.4.5), a correction must be applied to the generalised stress













Figure H.3: Plane stress at a point in a continuum
components to give the new stress state. The yield criterion is violated if
f >= 0.
Step3:
New generalised stresses are calculated from equation H.4.11 using equa-
tion H.4.12 for λ.
Step4:
The stress tensor components in the system of reference axes are calculated
from the corrected generalised stresses using equation H.4.13.
H.5 The Mohr-Coulomb Model
The failure envelope for this model corresponds to a Mohr-Coulomb
criterion with tension cutoff. The shear flow rule is non-associated and the
tensile flow rule associated.
Referring to figure H.3, consider a point in a granular material with a
plane passing through it. A stress vector with normal component σp and
shear component τp to the plane acts at the point. Based on experimen-
tal evidence (Sokolovski, 1954), the Mohr-Coulomb strength criterion, in
analogy with the law of dry friction between sliding surfaces, states that
|τp| ≤ c− σptanφ (H.5.1)
with φ the angle of internal friction and c the coefficient of cohesion.






















Figure H.4: Yield state according to Mohr-Coulomb criterion
This yield condition is depicted in figure H.4 on theMohr circle with the
two conditions of equation H.5.1 shown as lines ξ and η. With the Mohr
circle not touching the ξ and η lines, no yielding takes place, but with the
Mohr circle touching these lines, yielding is defined. This is the condition
shown in figure H.4, and the corresponding principal stresses are σ3 ≥ σ1.
From the diagram it can be shown that
sinφ =
1
2 (σ3 − σ1)
c cotφ− 12 (σ3 + σ1)
(H.5.2)
After some manipulation, this equation can also be written as
σ1 = σ3Nφ − 2c
√
Nφ








FLAC (1998) introduces a tension yield function of the form
f t = σt − σ3 (H.5.5)
where σt is the material tensile strength. With the ordering convention,
σ1 ≤ σ2 ≤ σ3 (H.5.6)
the failure criterion may be represented in the (σ1, σ3) plane as depicted in
figure H.5. The shear yield function is defined from point A to B and the
tensile yield function from B to C.




















Figure H.5: Mohr-Coulomb failure criterion
Note that the intermediate principal stress σ2 has no effect on the yield
criterion. For a material with friction φ = 0, the tensile strength cannot





The shear potential function gs corresponds to a non-associated flow rule
gs = σ1 − σ3Nψ (H.5.8)




The associated flow rule for the tensile failure is derived from the potential
function f t
gt = −σ3 (H.5.10)
The composite yield criterion is handled by defining a function h(σ1, σ3) =
0which is represented by the diagonal between the representation of f s = 0
and f t = 0 in the (σ1, σ3) plane, figure H.5.
h(σ1, σ3) = σ3 − σt + αp (σ1 − σp) (H.5.11)
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where αp and σp are constants defined as
αp =
√
1+ N2φ + Nφ




An elastic guess violating the composite yield criterion is represented by a
point in the (σ1, σ3) plane. This point will be either in domain 1 or domain 2
for negative and positive values of h(σ1, σ3) respectively. Note that yielding
occurs when the yield functions, f s and f t, turn negative, and not positive
as in the case of the Drucker-Prager and von Mises models. If in domain 1,
shear failure is declared and the stress point is brought back to the function
f s = 0 using the flow rule derived from gs. If in domain 2, tensile failure is
defined and the stress point is brought back to f t = 0 using the flow rule
derived from gt.
H.5.1 Plastic Corrections
Lets first consider shear failure ( f s ≤ 0). The flow rule has the following





i = 1, 2, 3 (H.5.13)
where the plastic multiplier λs is still unknown in magnitude. Using equa-






Writing the elastic increment in strain as the total increment in strain minus
the plastic increment in strain, and using equation H.5.14
∆εe1 = ∆ε1 − λs
∆εe2 = ∆ε2
∆εe3 = ∆ε3 + λ
sNψ
(H.5.15)
The incremental expression of Hook’s law in terms of principal stress and
strain has the form (FLAC, 1998)
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Using the increments in elastic strain from equation H.5.15 and Hook’s law,
the increments in principal stresses can be written as








∆σ3 = α1∆ε3 + α2 (∆ε1 + ∆ε2)− λs
(−α1Nψ + α2) (H.5.17)
Using the superscripts N and O to refer to the new and old stress states
respectively, the new principal stress state follows as
σNi = σ
O
i + ∆σi (H.5.18)
















(−α1Nψ + α2) (H.5.19)
where the superscript I indicates the elastic guess obtained by adding to




1 + α1∆ε1 + α2 (∆ε2 + ∆ε3)
σI2 = σ
O
2 + α1∆ε2 + α2 (∆ε1 + ∆ε3)
σI3 = σ
O
3 + α1∆ε3 + α2 (∆ε1 + ∆ε2)
(H.5.20)
The new stress point should be located on the shear yield surface. Substi-
tution of σN1 and σ
N
3 for σ1 and σ3 in f
s = 0 gives, after some manipulation
the magnitude of the plastic multiplier
λs =
f s(σI1 , σ
I
3)
(α1 − α2Nψ)− (α2 − α1Nψ)Nφ (H.5.21)





i = 1, 2, 3 (H.5.22)
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The magnitude of λt is calculated by requiring that the new stress state






This section describes the implementation of the Mohr-Coulomb model in
the numeric code.
Step1:
First, an elastic guess σIij is computed by adding to the old stress com-
ponents, increments calculated by application of Hook’s law to the total
strain increment for the step, equation H.5.16.
Step2:







In the case of plane strain the stress tensor always has the formσI11 σI12 0σI21 σI22 0
0 0 σI33
 (H.5.26)
with σI12 = σ
I
21. With the stress tensor in this form, σ
I
33 is always one of the
principal stresses. To calculate the other two principal stresses, the eigen-

















33)2 − 4(σI11σI33 − (σI12)2)
2
(H.5.28)
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In the code, only the larger of the two eigenvalues β is calculated. The














Only the first component of the eigenvector is calculated in the code, since
it corresponds to a rotation angle θ
cosθ = ± 1
Ω
(H.5.31)
Rotation of the stress tensor σIij through the angle θ yields a tensor with the

















 c2 s2 2scs2 c2 −2sc




Where c = cosθ and s = sinθ. With the three principal stresses known in
value (β11, β22, σI33) they are ordered according to equation H.5.6.
Step3:
If these principal stresses violate the composite yield criterion, a correction
must be applied to the elastic guess to give the new stress state. In this
situation we have either h(σI1 , σ
I
3) ≤ 0 or h(σI1 , σI3) > 0, equation H.5.11. In
the first case shear failure is declared and in the second case tensile failure.
Step4a:
If shear failure is declared, new principal stresses are calculated using equa-
tion H.5.19 and equation H.5.21 for λs.
Step4b:
If tensile failure is declared, new principal stresses are calculated using
equation H.5.24 and equation H.5.25 for λt.
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Step5:
The stress components in the system of reference axes are then calculated
from the corrected principal values by assuming that the principal directi-
ons have not been effected by the occurrence of a plastic correction (FLAC,
1998). In the code this is done by rotating the tensor in equation H.5.32
(with the corrected principal values) through an angle −θ.σN11σN22
σN12
 =
 c2 s2 2scs2 c2 −2sc




Where c = cos(−θ) and s = sin(−θ). The new stress tensor follows asσN11 σN12 0σN21 σN22 0
0 0 σN33
 (H.5.35)




H.5.3 Strain-Hardening and -Softening
In this model, the cohesion, friction, dilation and tensile strength may har-
den or soften in the plastic range. The user define the cohesion, friction,
dilation and tensile strength a piecewise-linear functions of a hardening pa-
rameter. The hardening parameter for shear and tensile failure differs. The
shear hardening parameter is used for cohesion, dilation and friction har-
dening while the tensile hardening parameter is used for tensile strength
hardening.
Plastic shear strain is measured by the shear hardening parameter εps.
















and ∆εpsi , i = 1, 3 are principal plastic strain increments. These strain incre-
ments are given by equation H.5.14, the superscript s is just to indicate that
it is related to shear failure and shear hardening/softening.
The tensile hardening parameter εpt measures the accumulated tensile
plastic strain and is defined in incremental form as
∆εpt = ∆εpt3 (H.5.38)





















(a) Friction (b) Cohesion
(c) Dilation (d) Tensile strength
Figure H.6: Piecewise-linear functions for (a) friction, (b) cohesion, (c) dilation and
(e) tensile strength
where ∆εpt3 is the increment of tensile plastic strain in the direction of the
major principal stress and is given by equation H.5.23. Again, the super-
script t denotes that the plastic strain is related to the tensile yield surface
and not the shear yield surface.
The user defines the cohesion, friction and dilation as a function of the
shear hardening parameter and the tensile strength as a function of the ten-
sile hardening parameter. Figure H.6 shows examples of these piecewise-
linear functions. The functions are defined by the user in the form of tables.
It is assumed that the properties vary linearly between the entries in the ta-
ble, i.e. linear interpolation is used.
Hardening increments are calculated at each particle and the hardening
parameters updated. These new hardening parameters are used and new
model (material) properties are evaluated by linear interpolation of the va-
lues given in the tables. The hardening/softening lags one step behind
the corresponding plastic deformation. The time steps in this explicit code
are, however, small and the lagging hardening/softening produces only a
small error. The maximum value of the tensile strength, equation H.5.7, is
still enforced.




Figure H.7: Boundary conditions for oedometer test (FLAC, 1998)
H.5.4 Oedometer Test
This example (FLAC, 1998) is used to evaluate the ability of the code to
determine stresses in a Mohr-Coulomb material subjected to an oedome-
ter test. In the principal stress space the Mohr-Coulomb shear criterion is
represented by an irregular hexagonal pyramid. In an oedometer experi-
ment, two of the principal stress components are equal, and during plastic
flow, the stress point evolves along an edge of the pyramid. The purpose of
this simulation is to indicate that the Mohr-Coulomb model implemented,
can handle such a situation. Results are compared to analytical solutions.
The boundary conditions for the plane strain oedometer test are shown in






∆ε12 = ∆ε21 = 0
(H.5.39)
Since the shear stresses are all zero, the normal stresses are principal stres-
ses. The constant velocity V is applied to the sample (V < 0) with a height
L and a time step ∆t.
Assuming zero initial stresses, the principal directions of the stresses
and strains are those of the coordinate axes. For simplicity a sample of unit
height L = 1 is used. Application of Hook’s law gives (in the elastic range),
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using ε22 = Vt at time t
σ11 = α2Vt
σ22 = α1Vt
σ33 = α2Vt = σ11
(H.5.40)
The Mohr-Coulomb yield functions are given by equation H.5.3
f 1 = σ22 − σ11Nφ + 2c
√
Nφ




At the onset of yield f 1 = f 2 = 0. Using equation H.5.40 and equa-





−V(α1 − α2Nφ) (H.5.42)
Yielding only takes place provided that α1− α2Nφ > 0. During plastic flow,
the strain increments are composed of elastic and plastic parts
∆ε11 = ∆εe11 + ∆ε
p
11
∆ε22 = ∆εe22 + ∆ε
p
22




Using the boundary conditions in equation H.5.39 it follows that
∆εe11 = −∆εp11
∆εe22 = V∆t− ∆εp22
∆εe33 = −∆εp33
(H.5.44)
The flow rule for plastic flow along the edge of theMohr-Coulomb criterion




















where g1 and g2 are the potential functions corresponding to f 1 and f 2,
equation H.5.8
g1 = σ22 − σ11Nψ
g2 = σ22 − σ33Nψ
(H.5.46)
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After partial differentiation and substitution into equation H.5.45, we find
∆εp11 = −λ1Nψ
∆εp22 = λ1 + λ2
∆εp33 = −λ2Nψ
(H.5.47)





The stress increments (Hook’s law) are given by










where ∆εe11 = ∆ε
e
33. Substitution of equation H.5.44 in equation H.5.49 and
using equation H.5.48 yields
∆σ11 = α1λ1Nψ + α2(V∆t− 2λ1 + λ1Nψ)
∆σ22 = α1(V∆t− 2λ1) + 2α2λ1Nψ
∆σ33 = ∆σ11
(H.5.50)
The plastic multiplier λ1 may now be determined by expressing the condi-
tion that, during plastic flow, ∆ f 1 = 0. Using equation H.5.41, this condi-
tion takes the form
∆σ22 − ∆σ11Nφ = 0 (H.5.51)
Substitution of equation H.5.50 in equation H.5.51 yields, after some mani-
pulations




(α1 + α2)NφNψ − 2α2(Nφ + Nψ) + 2α1 (H.5.53)
This analytical (exact) solution is compared to a numeric experiment using
one element with 9 particles (3x3) in Chapter 4.
H.6. The Relation Between the Different Constitutive Models 307
1σ−
2σ−








Figure H.8: Drucker-Prager and von Mises shear yield surfaces in the principal
stress space
H.6 The Relation Between the Different Constitutive Models
The Drucker-Prager shear criterion f s = 0 is represented in the principal
stress space (σ1, σ2, σ3) by a cone with the axis along σ1 = σ2 = σ3 and the






qφ ). This is depicted in figure H.8. The Mohr-
Coulomb shear criterion, characterised by the two parameters cohesion c
and friction angle φ, is represented by an irregular hexagonal pyramid, fi-
gure H.9. The parameters qφ and kφ can be adjusted so that the Drucker-
Prager cone will either pass through the outer or the inner edges of the
Mohr-Coulomb pyramid (FLAC, 1998). For outer adjustment
qφ =
6√
3 (3− sinφ) sinφ
kφ =
6√
3 (3− sinφ) c cosφ
(H.6.1)










In the special case of qφ = 0, the Drucker-Prager shear criterion, dege-
nerates into a von Mises criterion which corresponds to a cylinder in the
principal stress space. Note that this von Mises criterion is not necessarily
the same as described in section H.4. The Drucker-Prager shear flow rule is









Figure H.9: Mohr-Coulomb and Tresca shear yield surfaces in the principal stress
space
non-associated, while the von Mises flow rule employed here has an asso-
ciated flow rule. The Drucker-Prager model, however, reduces to the von












where σy is the yield stress in simple tension andwith qψ = 0, the shear flow
rule is associated. With σt = ∞, the tensile yield mode is not employed.
The Tresca criterion is a special case of the Mohr-Coulomb criterion for
which φ = 0. It is represented by a regular hexagonal prism. The vonMises











Constitutive models for a Cosserat continuum are presented. This includes
elasticity and elasto-plastic models.
I.2 Cosserat Plane Strain Elasticity
This section closely follows the work of de Borst (1991) and de Borst (1993).
In this model, two-dimensional, planar motion is considered. In this case,
each material point has two translational degrees-of-freedom, namely u1
and u2 and a rotational degree-of-freedom wc3, the rotation axis of which is
orthogonal to the x1x2-plane.
The single, tensorial deformation measure is given by (Appendix C),
equation C.3.7
λij = ui,j + ε ijkwck (I.2.1)
or for planar deformation
λ =
λ11 λ12 λ13λ21 λ22 λ23
λ31 λ32 λ33
 =
 u1,1 (u1,2 + wc3) 0(u2,1 − wc3) u2,2 0
0 0 u3,3

The micro-curvature is given by
κij = wci,j (I.2.2)
or for planar deformation
κ =
 0 0 00 0 0
κ31 κ32 0

In formulating elasto-plasticity, it is useful to rather use generalised curva-
tures κ31l and κ32l, where l is a material parameter with the dimension of
length. It is this parameter which effectively sets the internal length scale
in the continuum, and therefore has the role of a “characteristic length”.
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The strain components can be assembled in a vector (for the two-dimensional
case)
εc = [λ11 λ22 λ33 λ12 λ21 κ31l κ32l]
T (I.2.3)
Note that the normal strain in the x3-direction, λ33 = u3,3, has also been
included in the strain vector. This has been done because, although this
strain component remains zero under plane strain conditions during the
entire loading process, this is not necessarily the case for the elastic and
plastic contributions of this strain component. Also note that by multiply-
ing the micro-curvatures by the length parameter l, all components of the
strain vector εc have the same dimension.
While the strain vector εc is comprised of seven components for planar
deformations, so is the stress vector σ c. The couple-stresses µij are conju-
gate to the micro-curvatures κij. Dividing the couple-stresses by the length











Assuming that the elastic strain vector is linearly related to the stress vector,
the following equation can be written
σ c = Deεce (I.2.5)
where De is the stiffness matrix containing the elastic moduli
De =

2Gc1 2Gc2 2Gc2 0 0 0 0
2Gc2 2Gc1 2Gc2 0 0 0 0
2Gc2 2Gc2 2Gc1 0 0 0 0
0 0 0 (G+ Gc) (G− Gc) 0 0
0 0 0 (G− Gc) (G+ Gc) 0 0
0 0 0 0 0 2G 0
0 0 0 0 0 0 2G

(I.2.6)
with c1 = 1−ν1−2ν and c2 =
ν
1−2ν , G is the shear modulus and v Poisson’s
ratio. Gc is an additional material constant, completing the four material
constants that are needed to describe the elastic behaviour of an isotropic
Cosserat continuum under planar deformations. The coefficient 2 has been
introduced in terms De66 and D
e
77 in order to arrive at a convenient form of
the elasto-plastic constitutive equations. The total (bending) stiffness that
sets the relation between the micro-curvatures and the couple stresses is
basically determined by the value of the internal length scale l.
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It can be seen that the expressions for normal stress are the same as in the
case of the classical non-polar continuum. The expressions for the shear
stresses, however, are different.
σc12 = (G+ G


















































































The curvature equations are
µ31
l
= 2Gκ31l → µ31 = 2Gκ31l2 (I.2.12)
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µ32
l
= 2Gκ32l → µ32 = 2Gκ32l2 (I.2.13)
Thus, for Cosserat elasticity, the followingmaterial constantsmust be known:
1. Shear modulus, G
2. Poisson’s ration, v
3. Characteristic length, l
4. Cosserat shear modulus, Gc
I.3 Cosserat von Mises Elasto-Plasticity
This section closely follows the work of de Borst (1991). In this treatment a
restriction of J2-flow theory is used. The yield function f can be written as
f = (3J2)
1
2 − σ˜ (γ) (I.3.1)
with σ˜ the yield stress which is a function of the hardening parameter γ. J2
is the second invariant of the deviatoric stresses, and for a polar-continuum
it can be generalised as (Muhlhaus and Vardoulakis, 1987).




sij is the deviatoric stress tensor, µijis the couple-stress tensor and a1, a2
and a3 are material parameters. In the absence of couple stresses, µij = 0,
sij = sji and equation I.3.2 reduces to
J2 = (a1 + a2) sijsij (I.3.3)
which implies that the constraint
a1 + a2 = 12 (I.3.4)
must be enforced so as to achieve that the classical expression for J2 be





















Muhlhaus & Vardoulakis (1987) proposed values of a1 = 34 , a2 = − 14 and
a3 = 18 . de Borst (1991) used a1 =
1
4 , a2 =
1
4 and a3 =
1
2 , since these
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values give rise to a particularly simple numerical algorithm. Using matrix
notation, equation I.3.5 can be written as
J2 = 12σ
cP σ c (I.3.6)




3 − 13 − 13 0 0 0 0
− 13 23 − 13 0 0 0 0
− 13 − 13 23 0 0 0 0
0 0 0 2a1 2a2 0 0
0 0 0 2a2 2a1 0 0
0 0 0 0 0 2a3 0
0 0 0 0 0 0 2a3

(I.3.7)






2 − σ˜ (γ) (I.3.8)



















P σ c (I.3.10)
λ˙ is the plastic multiplier which, in analogy with classical plasticity, is de-
termined from the consistency condition f˙ = 0.
The hardening parameter γ for Cosserat J2-flow theory remains to be











with e˙pij the plastic deviatoric strain-rate tensor. For uniaxial stress condi-
tions γ˙ reduces to the uniaxial plastic strain rate, γ˙ = ε˙p11. Since there are
no couple-stress effects in pure uniaxial loading, we require that any modi-
fication to equation I.3.11 for Cosserat media does not affect the result for
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with
b1 + b2 = 23 (I.3.13)






)2 + (e˙p22)2 + (e˙p33)2]+ b1 (ε˙p12)2 + 2b2 ε˙p12 ε˙p21 + b1 (ε˙p21)2 + b3 [(κ˙p31l)2 + (κ˙p32l)2]] 12
(I.3.14)




3 − 13 − 13 0 0 0 0
− 13 23 − 13 0 0 0 0
− 13 − 13 23 0 0 0 0
0 0 0 32b1
3
2b2 0 0
0 0 0 32b2
3
2b1 0 0
0 0 0 0 0 32b3 0
0 0 0 0 0 0 32b3

(I.3.15)
allows the rate of the hardening parameter to be written in a similar format





















With b1 = 13 , b2 =
1
3 and b3 =
2








cPT P P σ c
] 1
2 (I.3.18)
With the current choice of parameters a1, a2, a3, b1, b2 and b3 it follows that
PT P P = P (I.3.19)
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2 − σ˜(γ) = 0 → ( 32σcP σ c) 12 = σ˜(γ) (I.3.21)
Substituting this into equation I.3.20 leads to
γ˙ = λ˙ (I.3.22)
which is the same format as obtained in classical J2-flow theory.
I.3.1 Algorithm
In this section an algorithm that determines the stress increment in a finite
loading step is given. A one-step return-mapping algorithm in which the
gradient is evaluated at the trail stress state is used. As in classical plasticity
the algorithm starts by computing a trail stress state
σt
c = σ0
c + De∆εc (I.3.23)
The trail stress state is checked whether plasticity will indeed occur for this
integration point within this loading step. σ0
c is the stress at the beginning
of the loading step. If plasticity indeed occurs, i.e. if f (σt
c,γ0) > 0, a
correction for plastic flow is applied.
The yield function f (σ c,γ) = 0, is written as a truncated Taylor series
(Gerald and Wheatley, 1999) around (σt
c,γ0).



















+ · · · = 0 (I.3.24)
Evaluating this series at ( cσn,γn) where n denotes the value of a quantity
after correction for plastic flow and noting that (figure I.1),





































+ · · · = 0 (I.3.26)
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For the present choice of a1, a2, a3, b1, b2 and b3 and restricting the treat-
ment to linear hardening or softening, h (γ) = h, second and higher-order
contributions in ∆λ vanish (de Borst, 1991), so that we obtain an explicit










Note that in this explicit formulation the gradient of the yield function ∂ f∂σ c
is evaluated for σ c = σt
c.
With equation I.3.30 for the magnitude of the plastic strain increment
the algorithm for elasto-plasticity in a Cosserat continuum can be formu-
lated in complete analogy to a conventional plasticity model. The strain
increment is decomposed in an elastic part εce and a plastic part εcp.
∆εc = ∆εce + ∆εcp (I.3.31)
Similar to classical plasticity, a bijective relationship is assumed between
the elastic strain increment and the stress increment, figure I.1.
∆σ c = De∆εce (I.3.32)
The new stress state, i.e. the stress at the end of the increment, is the sum
of the stress at the beginning of the step and the stress increment.
cσn = σ0
c + ∆σ c (I.3.33)











Figure I.1: One-dimensional representation of elasto-plastic relation
Substituting equation I.3.32 into equation I.3.33 leads to
cσn = σ0
c + De∆εce (I.3.34)
where σ0
c is known, but ∆εce still unknown. Using equation I.3.31, equa-
tion I.3.34 can be written as
cσn = σ0
c + De (∆εc − ∆εcp)
= σ0





c is the trial stress by assuming the total strain increment to be
elastic. Using equation I.3.10 for the plastic strain increment, the new stress






where the plastic increment is given by equation I.3.30. Note that by vir-
tue of the vanishing of the second and higher-order contributions in ∆λ
in equation I.3.28 the algorithm as laid down in equation I.3.36 provides a
rigorous return to the yield surface.
I.4 Generalisation of J2-flow Theory
A pressure dependent J2-flow theory is proposed by de Borst (1993) for use
within the framework of the Cosserat continuum.
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Pressure dependent J2-flow theory (Drucker-Prager) is employed with
the yield function f as follows
f = (3J2)
1
2 + αp− σ˜ (γ) (I.4.1)
with σ˜ the yield stress and a function of the hardening parameter γ. α is a
constant friction coefficient and
p = 13 (σ11 + σ22 + σ33) (I.4.2)
J2 is the second invariant of the deviatoric stresses, defined for a Cosserat
continuum (Muhlhaus and Vardoulakis, 1987) as




sij is the deviatoric stress tensor, µijis the couple-stress tensor and a1, a2
and a3 are material parameters. In the absence of couple stresses, µij = 0,
sij = sji and equation I.4.3 reduces to
J2 = (a1 + a2) sijsij (I.4.4)
which implies that the constraint
a1 + a2 = 12 (I.4.5)
must be enforced so as to achieve that the classical expression for J2 be

























3 − 13 − 13 0 0 0 0
− 13 23 − 13 0 0 0 0
− 13 − 13 23 0 0 0 0
0 0 0 2a1 2a2 0 0
0 0 0 2a2 2a1 0 0
0 0 0 0 0 2a3 0
0 0 0 0 0 0 2a3

(I.4.7)






2 + ασ pi − σ˜ (γ) (I.4.8)







3 0 0 0
]
A non-associated flow rule is obtained in an identi-











2 + β σ pi − σ˜ (γ) (I.4.10)










+ β pi (I.4.11)
λ˙ is the plastic multiplier which, in analogy with classical plasticity, is de-
termined from the consistency condition f˙ = 0.
It now remains to identify the plastic strain measure γ (hardening pa-
rameter) for a J2-flow theory in a Cosserat continuum. For this purpose,











with e˙pij the plastic deviatoric strain-rate tensor. For uniaxial stress conditi-
ons γ˙ reduces to the uniaxial plastic strain rate, γ˙ = ε˙p11. Since there are no
couple-stress effects in pure uniaxial loading, we require that anymodifica-
tion to equation I.4.12 for Cosserat media does not affect the result for pure





















b1 + b2 = 23 (I.4.14)






)2 + (e˙p22)2 + (e˙p33)2]+ b1 (ε˙p12)2 + 2b2 ε˙p12 ε˙p21 + b1 (ε˙p21)2 + b3 [(κ˙p31l)2 + (κ˙p32l)2]] 12
(I.4.15)
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3 − 13 − 13 0 0 0 0
− 13 23 − 13 0 0 0 0
− 13 − 13 23 0 0 0 0
0 0 0 32b1
3
2b2 0 0
0 0 0 32b2
3
2b1 0 0
0 0 0 0 0 32b3 0
0 0 0 0 0 0 32b3

(I.4.16)
allows the rate of the hardening parameter to be written in a similar format

















if the parameters a1, a2, a3, b1, b2 and b3 are chosen such that
P Q P = P (I.4.19)
equation I.4.18 reduces to exactly the same format as obtained in standard
J2-flow theory:
γ˙ = λ˙ (I.4.20)
I.4.1 A Return-mapping Algorithm
The trial stress state σt
c is defined as
σt
c = σ0
c + De∆εc (I.4.21)
where σ0
c is the stress at the beginning of the loading step. It has been
shown by (de Borst, 1991) (section I.3) that for certain classes of material
parameters, there exists a set of values a1, a2, a3, b1, b2 and b3, which ensu-
res a return to the yield surface in a single iteration. These advantageous
properties are obtained for a1 = a2 = 14 , a3 =
1
2 , b1 = b2 =
1
3 and b3 =
2
3 .
This set of constants is referred to as the “standard” set.
When these conditions are not satisfied, an Euler backward algorithm
can be employed. In this algorithm, the total strain increment in a finite loa-
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ding step ∆εc is decomposed into an elastic contribution ∆εce and a plastic
contribution ∆εcp.
∆εc = ∆εce + ∆εcp (I.4.22)
Between the stress increment ∆σ c and the elastic strain increment ∆εc, we
have the bijective relationship (figure I.1)
∆σ c = De∆εce (I.4.23)
The new stress state, i.e. the stress at the end of the increment, is the sum
of the stress at the beginning of the step and the stress increment.
cσn = σ0
c + ∆σ c (I.4.24)
Substituting equation I.4.23 into equation I.4.24 leads to
cσn = σ0
c + De∆εce (I.4.25)
where σ0
c is known, but ∆εce still unknown. Using equation I.4.22, equa-
tion I.4.25 can be written as
cσn = σ0
c + De (∆εc − ∆εcp)
= σ0





c is the trial stress by assuming the total strain increment to be ela-
stic. Furthermore„ the expression for the plastic strain rate, equation I.4.11,














where the subscript n refers to the value at the end of the loading step.
Substitution of equation I.4.27 into equation I.4.26 leads to
cσn = σt
c − ∆λ









+ β De pi
 (I.4.28)
The condition that at the end of the loading step the yield condition must




3 De P cσn
2 [σ˜(γn)− α pi cσn]
+ β De pi
]
(I.4.29)
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A complication now arises, since we wish to express cσn as a function of σt
c
and ∆λ, while in equation I.4.29 cσn also occurs in the denominator of the
second term on the right-hand side. To overcome this problem, we express
pi cσn as a function of pi σt
c and ∆λ by pre-multiplying equation I.4.29 by
the projection vector pi. Since pi DeP = 0 , this gives
pi cσn = pi σt
c − ∆λβ pi De pi
= pi σt
c − ∆λβ K (I.4.30)





3 De P cσn
2 [σ˜(γn)− α (pi σtc − ∆λβ K)]





c − ∆λβ De pi
) (I.4.31)
where
A = I +
3 ∆λ De P
2 [σ˜(γn) + ∆λ α β K− α pi σtc)
(I.4.32)
and I is a 7 × 7 matrix with ones on the diagonal and zeros everywhere
else. Substitution of equation I.4.31 into the yield condition f ( cσn,γn) = 0























c − ∆λβ De pi
)
− σ˜(γn) = 0 (I.4.33)
This equation can be solved using the Regula-Falsi method (Phillips et al.,
1998). Convergence is achieved within 4-5 iterations (de Borst, 1993).
I.5 Cosserat Drucker-Prager Elasto-Plasticity
This model is similar to the model described in the previous section, but
with some small changes in implementation. The model was proposed
by Muhlhaus (1987). The description given here closely follows that of
Tejchman (1997).
The yield function f is given by
f = q+ α(γp)p− c (I.5.1)
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and the potential function g by









(σ11 + σ22 + σ33) (I.5.4)
The second invariant of the deviatoric stress tensor J2 is given by equa-
tion I.3.2.




sij is the deviatoric stress tensor, α is a friction factor, β a dilatancy factor,
c is cohesion and a1, a2 and a3 are material parameters as described in the
previous two sections with the constraint that a1+ a2 = 12 . The plastic shear



















Muhlhaus (1987) derived, on macroscopic level, and expression for γ˙ by
taking into account slip and rotation in a random assembly of circular rods





ij − e˙pij e˙pji + κ˙pijκ˙pijl2
] 1
2 (I.5.7)
i.e. b1 = 3, b2 = −1 and b3 = 1. Further, by assuming that q and γ˙p are
work-conjugate (Muhlhaus, 1987)
qγ˙p = sij e˙ij + µiκ˙i (I.5.8)
it can be shown that a1 = 38 , a2 =
1
8 and a3 = 1. This complies to the
constraint that a1 + a2 = 12 . From micromechanical considerations it can
also be shown that (Muhlhaus and Vardoulakis, 1987)
Gc =
G
2 (a1 − a2) (I.5.9)
The stresses and strains are assembled in vectors as shown by equation I.2.3
and I.2.4
εc = [λ11 λ22 λ33 λ12 λ21 κ31l κ32l]
σc =
[
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A trial stress method (linearised expansion of the yield condition about
the trial stress point) using an elastic predictor and a plastic corrector with
radial return mapping is used (Tejchman, 1997). According to this algo-











c is the trial stress state, calculated by assuming the total strain
increment to be elastic, equation I.3.23, and h is the hardening modulus.
Note that this expression is similar to what is given by equation I.3.30. The
gradients ∂ f∂σ c and
∂g
∂σ c are evaluated at the trial stress point. Similar to equa-
tion I.3.36, the new stress state can be calculated using
cσn = σt
c − ∆λDe ∂g
∂σ c
(I.5.12)
This new stress state cσn would not necessarily be on the yield function
f = 0. Therefor, the calculations are continued until the stress state lies
on the yield surface. Iterations are used where the newest stress state is
substituted for σt
c in equation I.5.12 and f , ∂ f∂σ c ,
∂g
∂σ c , α, β and h are computed
in each iteration using the newest stress state. No more than two or three
iterations were needed to satisfy the condition fq ≤ 10−6.

















































































= G+ αβB (I.5.15)
where B = G1−2ν and it has been assumed that a1 =
3
8 , a2 =
1
8 and a3 = 1
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