Quantized enveloping algebras and q-Schur algebras
Let A := Z v; v ?1 ]. We will de ne the quantized enveloping algebra U(gl n ) over Q(v) (corresponding to the Lie algebra gl n ) and its associated A-form U A (gl n ). We also introduce the q-Schur algebra S q (n; r), which is an associative algebra with 1 with base ring A unless otherwise stated. As in 2], the relationship between q and v is given by q = v 2 , so, strictly speaking, the q-Schur algebra we use will be A S q (n; r), since S q (n; r) is usually de ned to be over the ring Z q; q ?1 ] . For this reason, we will often refer to our \extended" S q (n; r) as the v-Schur algebra, S v (n; r).
The two algebras U A (gl n ) and S v (n; r) specialise (when v = 1) to an A-form of the universal enveloping algebra U(gl n ) and the Schur algebra S(n; r), respectively. After specialisation, the base ring becomes Z.
The symbols n and r shall be reserved for the integers given in the de nitions of these three algebras.
The Quantized Enveloping Algebra U(gl n )
We now de ne the algebra U(gl n ) over Q(v) as in 2]. It is given by algebra generators E i ; F i ; K j ; K ?1 j ;
(where 1 i n ? 1 and 1 j n) subject to the following relations:
K i E j = v + (i;j) E j K i ;
K i F j = v ? (i;j) F j K i ; 
E i E j = E j E i if ji ? jj > 1;
F i F j = F j F i if ji ? jj > 1;
E 2 i E j ? (v + v ?1 )E i E j E i + E j E 2 i = 0 if ji ? jj = 1; We introduce certain elements of Q(v), as follows. Note that when v is specialised to 1, these become ordinary integers, factorials and binomial coe cients, respectively.
If X is an element of U(gl n ) and c is a nonnegative integer, then the divided power X (c) is de ned to be X c c] v ! :
In this paper, we work with an integral form of U(gl n ), which is denoted by U A (gl n ), or U for short.
This is an A-algebra which is generated by the elements of U(gl n ) given by
(1 i < n; c 2 N) (10) F (c) i (1 i < n; c 2 N)
K j (1 j n) (12) K j ; 0 t
(1 j n; t 2 N) The A-algebra U ? is the subalgebra with 1 generated by the elements in (11), subject to relations of form (7) and (9) .
The A-algebra U 0 is the subalgebra with 1 generated by the elements in (12) and (13), subject to relations of form (1) and (2).
The A-algebra U + is the subalgebra with 1 generated by the elements in (10), subject to relations of form (6) and (8) .
It is known (see 10, x3.2]) that U = U ? U 0 U + as A-modules.
1.2 The q-Schur algebra, S q (n; r)
Denote by r the set of n n matrices with nonnegative integer coe cients whose entries sum to r.
Let V be a vector space of dimension r over a eld F, and let F be the set of all n-step ags
The group G = GL(V ) acts naturally on F, and hence diagonally on X = F F. Choose (f; f 0 ) 2 X. Then
Set V 0 = V 0 0 = f0g and de ne
The map from (f; f 0 ) to (a ij ) induces a bijection between the set of G orbits on X and the set r (see 2]).
De ne O A to be the G-orbit corresponding to A 2 r . Now suppose F as above is a nite eld with q elements. Du 2] remarks that this algebra is canonically isomorphic to the q-Schur algebra de ned by Dipper and James, by exhibiting the following correspondence between basis elements e A and basis elements d as de ned by Dipper and James. Here, the elements and lie in (n; r), which is the set of compositions of r into n parts, and d 2 D , which is the set of distinguished W {W double coset representatives for the Young subgroups W and W of S r , the symmetric group on r letters. Suppose = ( 1 ; : : :; n ) and = ( 1 ; : : :; n ). For each 2 n, we de ne I to be the subset of n given by I := f 1 + + ?1 + 1; 1 + + ?1 + 2; : : :; 1 + + g:
Similarly, we de ne J to be the analogous subset of n corresponding to and . Given a Dipper-James basis element, d , we de ne a corresponding matrix A via A := jd(J ) \ I j:
This procedure sets up the required isomorphism by sending d to e A . It should be noted that corresponds to the sums of the rows of A, and to the sums of the columns of A. We will also be using certain elements A] in S v (n; r). These are closely related to the basis elements e A via A] := v ?dimOA+dim pr1(OA) e A :
Here, the map pr 1 is the rst projection from X to F. Beilinson where the indices are required to satisfy i k and j < l.
It is convenient to have an alternative description of the basis fe A g of S q (n; r), which we present below. Let I(n; r) be the set of all ordered r-tuples of elements from the set n := f1; : : :; ng. The symmetric group S r acts on the set I = I(n; r) on the right by place permutation in the obvious way, i.e. via (i 1 ; : : :; i r ): := (i 1: ; : : :; i r: ):
It also acts on the set I I as (i; j) = (i ; j ). We write i j if i and j are in the same S r -orbit of I, and (i; j) (i 0 ; j 0 ) if (i; j) and (i 0 ; j 0 ) are in the same S r -orbit of I I. We now introduce a set of symbols i;j where i; j 2 I, and we identify i;j and i 0 ;j 0 if and only if (i; j) (i 0 ; j 0 ). The set of all i;j , as (i; j) ranges over a transversal of all S r -orbits of I I can be shown (see e.g. 4]) to index a basis for S(n; r). We will usually write l as shorthand for l;l .
Let i = (i 1 ; : : :; i r ) and j = (j 1 ; : : :; j r ) be elements of I. We now identify i;j with e A , where the (x; y)-entry of the matrix A is given by the number of pairs (i s ; j s ) such that i s = x and j s = y. It is easily seen that this is well-de ned and that the matrix A is an n n matrix with nonnegative integer entries summing to r. It is also easy to see that the map is surjective, and hence bijective because both bases contain the same number of elements. From now on, we equate i;j with the element e A of S q (n; r) as above.
The following well-known facts about the multiplication in S q (n; r) are important. (Proofs can be found in 3, x2].) (i) i;j k;l = 0 unless j k, in which case it is nonzero.
(ii) i i;j = i;j .
(iii) i;j j = i;j .
1.3 The map : U A (gl n ) ! S v (n; r) It is proved in 2] that there exists an algebra homomorphism : U A (gl n ) ! S v (n; r). This makes S v (n; r) into a U-module, and shows that it is a quotient of U. This is given, following 2], as follows: We now state without proof some properties of root systems. The general theory of these can be found in any good text on Lie algebras.
Associated with the Lie algebra sl n , or (in our case) gl n , is a certain collection of vectors in (n ? 1)-dimensional Euclidean space known as a root system of type A n?1 . It is well-known that this root system contains an independent subset (the fundamental roots) f 1 ; : : :; n?1 g such that any other root is of form
In the rst case, the root is called positive, and in the second case, the root is called negative. Denote these two sets of roots by + and ? , respectively.
We will also write (i; j + 1) to denote the positive root i + i+1 + + j .
We de ne the height, h( ), of = (i; j) to be j ? i. 
Tableaux and Codeterminants
Following 6, x1.9], we de ne a q-codeterminant, or \codeterminant" for short (when the context is clear), to be a nonzero product e A e A 0 of two basis elements of S q (n; r). (Note that a codeterminant is more than just a product of two basis elements; the given factorisation is also important.) We introduce the set = (n; r) := f = ( 1 ; : : :; n ) : 2 N 0 for all 2 n; X = rg and + = + (n; r) := f 2 : 1 n g: Here, N 0 denotes the set of nonnegative integers.
An element of is called a weight, and is dominant if 2 + . There is an obvious correspondence between elements of + and partitions of r into not more than n parts.
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The weight wt(i) of an element i 2 I(n; r) is the element 2 given by = jf 2 r : i = gj for all 2 n. If i; j 2 I, it is clear that i j if and only if wt(i) = wt(j).
For each 2 + we de ne a basic -tableau T by writing the integers 1; : : :; r into a Young diagram in some arbitrary (but henceforth xed) order. (In practice, the order we pick will always be row by row, starting with the top row, and lling each row from left to right.) To each i 2 I we now associate the -tableau T i = iT . For example, let n = 4, r = 7, = (4, 2, 1, 0 If 2 + and i 2 I, the -tableau T i is said to be standard if the elements in each row increase weakly from left to right, and the elements in each column increase strictly from top to bottom. We de ne I := I (n; r) = fi 2 I : T i is standardg:
We say a -tableau T i is row-semistandard if the elements in each row increase weakly from left to right, and de ne the set I 0 := I 0 (n; r) = fi 2 I : T i is row-semistandardg:
It is clear that in a standard tableau, all the entries equal to s must appear in the rst s rows, by an easy induction on s. There is exactly one element of I, denoted by`=`( ), for which T `i s standard and wt(`) = . (The entries in the s-th row of the tableau T `a re all equal to s.)
We nd from the correspondence between the elements e A and the elements i;j that any codeterminant can be written as i;` `;j , where`=`( ) for some 2 (n; r). Following 6], we shall usually express this as
With any ordered pair hT; T 0 i of standard tableaux of the same shape, each consisting of r boxes and having entries in n, we associate a certain codeterminant e A e A 0 in S q (n; r) as follows.
The entry A ij of A is de ned to be the number of occurrences of i in the j-th row of the tableau T, or zero if there is no such entry.
The entry A 0 ij of A is de ned to be the number of occurrences of j in the i-th row of the tableau T 0 , or zero if there is no such entry.
The fact that the tableaux are of the same shape forces the product e A e A 0 to be nonzero, because it is of form i;` `;j , and by using the product rule for S q (n; r), we nd that this is nonzero, and hence e A e A 0 is a codeterminant. We call such a codeterminant a standard codeterminant. This de nition agrees with that in 6].
It should be noted that, because the tableaux T and T 0 are standard, the matrix A must be lower triangular, and the matrix A 0 must be upper triangular. We now describe Poincar e-Birkho -Witt type bases for U ? and for U + which are compatible with the properties of .
We de ne certain elements E and F for each positive root corresponding to gl n as follows. Let = i + i+1 + + j be a (typical) positive root in type A n?1 , where the i are, as usual, the fundamental roots. Let = ? j in the case where i 6 = j. Then de ne, by induction on j ? i,
Let = i + i+1 + + j and = ? i if i 6 = j. We de ne, by induction on j ? i,
We also order the elements E and the elements F as follows.
The element E (i;j) precedes (or appears to the left of) the element E (k;l) if i > k or (i = k and j > l). The element F (i;j) precedes (or appears to the left of) the element F (k;l) if j < l or (j = l and i < k).
Note that this de nition is essentially the same as that given by Jimbo 8] .
Example
Let n = 4. In this case, the positive roots are The ordering on the elements E corresponds to the ordering (3; 4) < (2; 4) < (2; 3) < (1; 4) < (1; 3) < (1; 2) on the positive roots, and the ordering on the elements F corresponds to the ordering (1; 2) < (1; 3) < (2; 3) < (1; 4) < (2; 4) < (3; 4) on the positive roots. The map + is self-inverse, and preserves the relations (6) and (8) . The map ? is self-inverse, and preserves the relations (7) and (9).
Lemma 1.2
There is an A-algebra isomorphism ! ? : U ? ! U + given by ! ? (F i ) = E i .
There is an A-algebra isomorphism ! + : U + ! U ? given by ! + (E i ) = F i . Proof Since ! ? and ! + are mutual inverses, and they are clearly surjective, it su ces to check that each one preserves the relations. This is immediate from the nature of the relations (6), (7), (8) 
Proof
We rst prove (i), using induction on h = h( ). The case h = 1 follows from the de nition of ! ? .
For the general case, F (i;j) = F (i+1;j) F (i;i+1) ? v ?1 F (i;i+1) F (i+1;j) , by de nition. By induction, we have + (! ? (F (i;j) )) = E (n?j+1;n?i) E (n?i;n?i+1) ? v ?1 E (n?i;n?i+1) E (n?i;n?j+1) ; because + ! ? is an algebra isomorphism. The result now follows from the de ntion of E (n?j+1;n?i+1) . The proof of (ii) is immediate from the claim of (i) and the de nitions of the two orders.
De nition
De ne V ? to be the A-algebra given by generators f b 
v cb b
The relations (3), (4) and (5) ; is an A-basis for V ? , where the order taken for the product is the same as the order on our elements F . Proof
The required isomorphism is exhibited in 9, Theorem 4.5]. This theorem also shows that with a certain xed order, the products as shown above form an A-basis for V ? . Fortunately, this xed order (which is the reverse of the order shown in 9, 2.9 (a)]) is exactly the same as the order we imposed on the elements F ! where the product is taken in the order corresponding to that on the elements E , is an A-basis for U + .
Proof
The result (ii) will follow from Lemma 1.3 and (i), so it is enough to prove (i).
To prove (i), notice that the relation (3) before Proposition 1.4 shows that
Since we know that F (i;i+1) = b F (i;i+1) , we now see by an induction on h( ) that F = v ?h( )+1 b F .
Since the claim of (i) is true if we replace F by b
F whenever it appears in the statement, and the element F di ers from b F by a unit in A, we see that (i) holds. This completes the proof. summed over all sets of nonnegative integers 1 ; : : :; n ; where the matrix (X; 1 ; : : :; n ) is given by X + diag( 1 ; : : :; n ); and jXj denotes the sum of the entries in X.
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It is known that, for 1 i n ? 1, E i maps under to y X;r , where X is the matrix E i;i+1 , having 1 in (i; i + 1) place and zeros elsewhere. In order to prove the main result of this section, we will rely on the the following lemma, which is a simple corollary of a lemma by Beilinson De nition Let X be an n n matrix with entries in Z. We say X has the property P(i; j) (where i and j are integers satisfying 1 i j < n) if it satis es one of two conditions. If row j + 1 of X consists entirely of zeros, then X has the property P(i; j). Otherwise, let p be minimal such that X j+1;p is nonzero. If for each integer s such that i < s < j + 1, X s;t = 0 for t s + p ? j, then X has the property P(i; j). If neither condition holds, then X does not have the property P(i; j). Then X has the properties P(k; k) for all 1 k < 6, and also P(1; 3), P(2; 3), P(2; 4) and P(3; 4). 14 Lemma 2.2 Let = i + i+1 + + j be a positive root.
Assume X is a strictly upper triangular matrix such that if D is a diagonal n by n matrix with nonnegative integer entries, then X + D has the property P(i; s) for all i < s j. Proof The proof is by induction on n 0 = j ? i. The case n 0 = 0 is done by Lemma 2.1. It now su ces to check that, when i < j and = ? j , if the hypothesis works for E and for E j (by induction), then it works for E := E E j ? v ?1 E j E .
Using the inductive hypothesis applied to E (since we know the matrix X has the property P(i; s) for all i < s j ? 1), we can assume that The crucial issue is the extent to which these two actions fail to commute if p 6 = p 0 . Let us suppose that p 6 = p 0 . We claim that the property P (as above (j; p) place. However, the matrix Y is assumed to have property P(i; j), and we are also assuming that row j + 1 is not empty. Let p 00 be minimal such that Y j+1;p 00 is nonzero. Then we must have p 00 p 0 < p. Putting s = j in the de nition of the property P (which is valid since n 0 = j ? i > 0), we see that Y j;t = 0 for t p 00 , so in particular, Y j;p = 0. This is a contradiction.
Next, consider a typical term, A], of y X;r . Of course, A is an upper triangular matrix. Acting E E j on this matrix, on the left, we obtain the new matrix A 0 ] (with entries (j; p) and (j + 1; p 0 ) decreased by 1, and entries (i; p) and (j; p 0 ) increased by 1) with coe cient In fact, A j;p is equal to zero, because the matrix A] has the property P(i; j) and A j+1;p is nonzero. Hence A j;p + 1] v = 1.
Notice that this argument is essentially independent of the entries on the diagonal of A. It therefore applies equally well to the action of E on y X;r , thus establishing the inductive hypothesis for E .
This completes the proof.
Recall from x1 the ordering de ned on + associated with the elements E . Denote the last root in this list by 1 , the second from last by 2 Proof The proof will be by induction on n 0 = P N k=1 c k . The case n 0 = 1 is done by Lemma 2.2. For the general case, we will prove the equivalent statement that
Let p be maximal such that c p is nonzero, and let X 0 be the matrix obtained by decreasing the entry in the position corresponding to c p in X by 1. We now need to check that E p acts on y X 0 ;r to give c p ] v y X;r , as expected. If n 0 > r + 1 then there is nothing to prove, because y X 0 ;r = 0, by the inductive hypothesis. Otherwise, express p in the form i + i+1 + + j . The ordering chosen for the positive roots guarantees that if D is a diagonal n by n matrix with nonnegative integer entries, then the matrix X 0 + D has no nonzero entries between rows i + 1 and j + 1 inclusive, except possibly on the diagonal. This means that X 0 + D has the properties P(i; s) for i < s j, so we can apply Lemma 2.2. Since X j+1;t = 0 for t > j + 1, we nd that only the rst term occuring in Lemma 2.2 can appear. If n 0 = r, then we nd that this term too is zero, making our element map under to zero, as expected. Further scrutiny of the matrices X 0 and X reveals that X i;m = 0 for m > j + 1; again this is by properties of the ordering chosen on the positive roots. This means that the quantity x(j + 1) occurring in Lemma 2.2 is equal to 0, and the inductive step immediately follows.
Corollary 2.4 U + \ ker is generated by those basis elements which map to zero under , i.e.
Proof The basis elements which do not map to zero all map to elements with di erent associated matrices X, and hence their images are linearly independent. The corollary now follows.
Corollary 2.5 (U + ) is the subalgebra of S q (n; r) generated by y X;r for all possible X of zero triangular form.
Proof Clearly (U + ) is the subspace generated by the images of the PBW-type basis elements of U + .
These elements either map to zero, or to a multiple of one of the above elements y X;r .
Corollary 2. To count the dimension of (U + ), it su ces to enumerate the possible matrices X, because the corresponding y X;r are linearly independent. The possibilities for X correspond to compositions of integers between 0 and r into n(n ? 1)=2 pieces. The result now follows.
Remarks on the behaviour of U ? The corresponding results for U ? are similar in spirit, and correspond to \rotating the basis matrices by a half turn". Recall the ordering on + associated with the elements F . Denote the last root in this list by 1 , the second from last by 2 , etc. We have the following result. summed over all sets of nonnegative integers 1 ; : : :; n ; where the matrix (X; 1 ; : : :; n ) is given by X + diag( 1 ; : : :; n ); and jXj denotes the sum of the entries in X.
Then the element
maps under to z X;r . If jXj > r, then the given basis element maps to zero.
The intersection of U ? with the kernel of is given by
Proof This is the same as the proof of the corresponding result for U + , with trivial changes.
We now investigate the case of U 0 \ ker . To do this, we require the following result. Proposition 2.8
A basis for U 0 is given by the set otherwise. Therefore, the e ect of the U 0 part of the element given in the Proposition is to pick out one term of the y X;r expression corresponding to the U + -part of the element in the Proposition. The matrix C corresponding to the term C] picked out in this way has the same row sums as A, and is the same above the diagonal, so it must actually be A. These remarks su ce to prove the Proposition. Remark The image of U 0 under is, in the classical case, precisely the so-called Borel subalgebra of the Schur algebra, often denoted by S + . Similarly, the image of U 0 is the subalgebra denoted by S ? in the literature, and (U 0 ) is the subalgebra spanned by lower triangular basis elements.
The situation for U 0 is extremely similar. For example, Proposition 3.1 becomes: Let A be a lower triangular matrix corresponding to a basis element of S q (n; r). Let t i be the sum of the entries in column i of A. Then the element of U 0 given by 
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We are now in a position to describe the relationship between U(gl n ) and S v (n; r). Recall from x1.1 that U = U ? U 0 U + :
We will work with the basis B = B ? B 0 B + for the algebra U.
We nd from earlier results that all but nitely many elements of B map to zero under . We will show that the elements of B which do not map to zero map to elements of S v (n; r) which are closely related to codeterminants. We now recall the straightening formula for q-codeterminants. Proof This is done in 6, Corollary 3.7], where it was shown that the standard q-codeterminants form a free basis for S q (n; r).
De nitions
We immediately have the following Corollary: De nitions
