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In this thesis, some combinatorial problems are studied in the light of the a priori
and universal optimization framework, as introduced for the Traveling Salesman
Problem by Jaillet, and by Bartholdi & Platzman, respectively. In both the a
priori, as well as the universal framework, there is an underlying optimization
problem, and (advance) knowledge of the potential instances that can arise. The
goal is to ﬁnd a “master solution” of a special form, that in turn fully speciﬁes
the solution to any potential instance of the optimization problem that arises. In
the case of the traveling salesman problem, the master solution is a tour on the
complete set of all customers in the potential instances. This master tour now
speciﬁes the solution for each instance as follows: the customers in the instance
will be visited in the same order as the master solution.
The results of this thesis include an optimization algorithm for the a priori and
universal Traveling Salesman Problem on tree metrics, an O(logn)-approximation
algorithm for the a priori Traveling Salesman Problem, with no restrictions on the
metric space and no knowledge about the probability distribution on the potential
instances, an approximation algorithm for a priori and universal 1|pmtn,rj |
 
Cj,
and a nearly optimal algorithm for AdWords.
We also study the real life problem of creating Nearly Isogenic Lines (NILs).
The solution that we propose can be seen as an a priori solution, since the solu-tion that we propose is nonadaptive. Finally, in addition to dealing with a priori
and universal optimization, we also give a Fully Polynomial Time Approximation
Scheme (FPTAS) for a certain Stochastic Dynamic Programs, with an application
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ixPREFACE
In this thesis, some combinatorial problems will be studied in the light of the
a priori and universal optimization framework, as introduced for the Traveling
Salesman Problem by Jaillet [21], and by Bartholdi & Platzman [2], respectively.
In both the a priori, as the well as the universal framework, there is an underlying
optimization problem, and (advance) knowledge of the potential instances that
can arise. The goal is to ﬁnd a “master solution” of a special form, that in turn
fully speciﬁes the solution to any potential instance of the optimization problem
that arises. In the case of the traveling salesman problem, the master solution is a
tour on the complete set of all customers in the potential instances. This master
tour now speciﬁes the solution for each instance as follows: the customers in the
instance will be visited in the same order as the master solution.
In the case of universal optimization, one is interested in the worst case ratio
of the solution obtained from the master solution for an instance and the optimal
solution to the instance, where the worst case is with respect to any potential
instance.
In the a priori framework, probabilities are associated with each of the possible
instances (often in an indirect way, because of complexity issues that may arise
from specifying a probability distribution — we will ignore this). The goal now
is to get a good average case solution; the expected value of the objective is to be
optimized.
The results of this thesis include an optimization algorithm for the a priori and
universal Traveling Salesman Problem on tree metrics, an O(logn)-approximation
algorithm for the a priori Traveling Salesman Problem, with no restrictions on the
metric space and no knowledge about the probability distribution on the potential
xinstances, an approximation algorithm for a priori and universal 1|pmtn,rj |
 
Cj,
and a nearly optimal algorithm for AdWords.
In addition to dealing with a priori and universal Optimization, this thesis has
two more chapters. The last chapter of this thesis, on Approximate Dynamic Pro-
gramming, is again rather theoretical. It is unrelated to the other chapters in the
sense that this chapter has no connections with a priori or universal optimization.
Finally, the solution that we propose to the real life problem of creating nearly
isogenic lines in Chapter 4, can be seen as an a priori solution, since the solution
that we propose is nonadaptive. The ﬂavor of this chapter is completely diﬀerent
than that of all the other chapters, in the sense that in this chapter the focus
is on getting a practical solution to a real life problem, more than on obtaining
theoretical results. Understanding the problem and formulating it in a way that
was true to the problem at hand, was actually one of the more diﬃcult challenges
that we faced for this chapter.
xiChapter 1
A Priori and Universal Traveling
Salesman Problem
1.1 Introduction
Consider the following problem: A delivery person needs to serve clients each
day. Her (potential) client set is ﬁxed and known, but each day only a subset of
the potential client set needs to be served. Instead of reoptimizing every day, the
delivery person would like to have a tour of the potential client set, such that if she
travels the subtour induced from the complete tour for that day’s subset of clients
(i.e., she visits the clients in the same order as the complete tour, shortcutting the
tour where clients are absent), then she does not travel much more than had she
used the optimal tour for this particular subset of clients.
More precisely, two diﬀerent problems can be considered. One is an adversial
model, where any of the subsets of clients is possible, and the objective is to
minimize the maximum ratio, over all possible client subsets, of the length of
the induced subtour to the length of the optimal tour for that subset. (Another
way to view this is that the optimizer announces the complete tour, and next the
adversary can decide which subset of clients actually need service). This is known
as the universal traveling salesman problem.
A second model is a probabilistic model. Here one assumes that there is some
probability distribution on subsets of clients and the objective is to minimize the
expected length of the induced subtour. This problem is known as the a priori
traveling salesman problem. (Note that there are complexity issues arising from
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Figure 1.1: Bad (Ω(
√
n)) example for straightforward approach of just using the
traveling salesman tour on the full set of clients. The edges that are drawn have
length 1 − ε, the edges that are not drawn have distance equal to the Euclidean
distance, where the distance between two nodes that are closest is equal to 1.
specifying the probability distribution.)
The example in Figure 1.1 shows that the straightforward approach of just
using the traveling salesman tour on the full set of clients (assume for sake of
argument that we can do this, even though the problem is np-hard) can be quite
bad. The edges that are drawn in Figure 1.1 have length 1 − ε, the edges that
are not drawn have distance equal to the Euclidean distance, where the distance
between two nodes that are closest is equal to 1. More precisely, the example
shows that this approach is as bad as Ω(
√
n). (Proof: First of all note that the
edges that are drawn in Figure 1.1 form the TSP on the full set of clients: every
node has to connect with some other node, and the minimum traveling distance
between two clients is equal to 1 − ε. The tour comprised of the edges drawn
attains this lower bound and is therefore optimal. Now, consider the following3
Figure 1.2: Feasible tour of length O(
√
n) for this particular scenario.
subset of clients: assume that only the set of the clients need service, for which the
TSP tour changes direction. The shortcutted tour will be the same as the original
tour, with length n(1 − ε), whereas a feasible tour of length O(
√
n) is depicted
in Figure 1.2. This proves the gap for the Universal case. For the A Priori case
we further need to specify a probability distribution: assuming that the “bad”
scenario has probability O(1) does the trick.)
1.1.1 Our Results
In this chapter we will show that when the client distances form a tree metric, we
can, quite surprisingly, compute a universally optimal tour, solving both problems
optimally, and we can even solve the probabilistic model without any knowledge
of the probability distribution.
This special case of tree metrics is particularly signiﬁcant, because any met-
ric can be (probabilistically) embedded in tree metrics with expected distortion
O(logn) (where n is the number of points in the metric), as shown by Fakcharoen-4
phol, Rao and Talwar [15] (building on Bartal’s work [1]) — we will explain this
method in section 1.2.1. As a corollary we therefore get that the a priori TSP
on any metric space can be solved within O(logn) of optimal, even without any
knowledge of the distribution on the subsets. It is interesting to note that this is
the same guarantee as Platzman and Bartholdi’s result for the universal TSP in
the Euclidean plane [2, 26].
1.1.2 Relevant Literature
The universal TSP was motivated by getting good solutions for the “Meals On
Wheels” program of Senior Citizen Services Inc., “which delivers prepared lunches
to people who are unable to shop or cook for themselves”[3]. The list of clients
that need service in this particular application is quite volatile “...because of the
nature of the clients: most are elderly or ill. They may die, or recover from
illness, or receive care elsewhere...”[3]. The approximation algorithm of [2, 26]
uses a spaceﬁlling curve to map points from the plane to the unit line (interpreted
as a circle), on which a traveling salesman tour is trivial to solve. They proved
a performance guarantee of O(logn), and conjectured that it was really O(1).
Bertsimas and Grigni [6] disproved this conjecture for Bartholdi and Platzman’s
algorithm, exhibiting a (family of) counterexample(s) for which O(logn) is tight
up to a multiplicative constant.
Recently the universal TSP has again become an object of study, with Jia et
al. [23] giving an algorithm for which the induced tour for any subset is within an
O(log
4 n/loglogn) factor of optimal, and even more recently Gupta, Hajiaghayi
and R¨ acke [17] improve this bound to O(log
2 n), using the ideas of Fakcharoenphol,
Rao and Talwar [15]. A lower bound for the 2-dimensional Euclidean universal5
TSP (i.e., independent of an algorithm) of Ω(
6  
logn/loglogn) was presented by
Hajiaghayi, Kleinberg and Leighton [18].
Jaillet introduced the notion of a priori optimization, in particular the a priori
TSP [21, 22]. Except for asymptotic results on points distributed independently
and uniformly on the plane [22, 7, 5], not much is known. (Note, of course, that
any guarantee for the universal TSP implies the same guarantee for the a priori
TSP.)
In [13] and [11] a related question was studied, namely, for what metrics does
there exist a universal TSP solution such that the induced subtours are actually
optimal solutions to the smaller problems? Or phrased diﬀerently, what metrics
give a universal TSP solution with optimal ratio equal to 1? This property is called
the master tour property and it turns out that the class of metrics that possess
this property is fully described and known as Kalmanson metrics, as shown in [13].
1.2 A Priori and Universal TSP
We start by introducing some notation needed to present our results. For the
traveling salesman problem, the the input consists of a ﬁnite set of points V =
{1,2,...,n} and a “distance” function d : V × V → Q≥0; we wish to ﬁnd a tour
τ, given by a permutation of all points in V , such that the length of the tour,
d(τ) =
 n−1
i=1 d(τi,τi+1) + d(τn,τ1) is minimized.
For the a priori and universal TSP, only a subset S ⊆ V will be “active”. For a
tour τ of V , we deﬁne τ(S) to be the tour restricted to S, i.e. (τ(S))i = τj where j
is such that τj ∈ S and #{τk ∈ S,k ≤ j} = i (where #{N} denotes the cardinality
of the set N). For each S ⊆ V , we also let OPT(S) denote the optimal tour on S
and let d(OPT(S)) denote its length.6
The input and output for the universal TSP are the same as for the TSP: we
are given V and d, and we want a tour τ. The objective, however, now is to
minimize, over all subsets S ⊆ V , the ratio of the length of the tour induced by
the permutation τ on S, divided by the length of the optimal tour on S, i.e. to
minimize maxS⊆V[d(τ(S))/d(OPT(S))].
For the a priori TSP, the input is again a set of points V , and a distance
function d, but there is also a probability distribution speciﬁed over the subsets
of V . For our results, we do not need any knowledge of this distribution. The
goal now is to ﬁnd a tour τ that minimizes the expected length (with respect to the
probability distribution on subsets of V ) of the tour induced by τ; i.e., to minimize
ES[d(τ|S)].
Let V be a ﬁnite set of points. A distance function d : V × V → Q≥0 is called
a metric if (1) d(i,i) = 0 for all i ∈ V (2) d(i,j) = d(j,i) for all i,j ∈ V , and
(3) d(i,j) ≤ d(i,k) + d(k,j) for all i,j,k ∈ V (the triangle inequality). (To be
precise, this is the deﬁnition of a semimetric. For a semimetric to be a metric
we also want d(i,j) > 0 if i  = j, but this is of no importance for this chapter.)
Furthermore, we say that d is a tree metric if there exists a tree T = (VT,ET) with
nodes VT ⊇ V and lengths associated with the edges, such that d(i,j) is exactly
equal to the length of the unique path in T from i to j, for all i,j ∈ V . For each
subset S ⊆ V , one can obtain an induced tree T(S), which is the union over all
pairs of nodes i,j ∈ S of the edges (and nodes) in the path between i and j. We
can now state and prove our results.
Lemma 1. Consider an input to the TSP given by a tree metric on V that is
realized by the tree T; then for any subset S ⊆ V , the length of any tour on S is
at least twice the total length of the edges in the induced tree T(S).7
Proof. Take any traveling salesman tour τ on S. We can transform this to a walk
using the edges of T(S), by inserting, between each pair of consecutive points i and
j in τ, the unique path in T connecting i and j; this does not change the length of
the tour. So we can view any tour as a walk that only uses the edges of the tree
T(S) (multiple times). However, consider any edge in T(S); if we delete this edge,
then we separate the tree T(S) into two components, thereby partitioning S into
two non-empty subsets S1 and S2. Thus, the walk must contain this edge at least
twice in the tour, at least once “entering” S1 and at least once “leaving” it.
For any tree T, we can consider the walk formed by traversing “around the
outside” of T: we shall call this walk trav(T). Such a walk can be shortcut in a
number of ways to obtain a tour; for a tree metric, all such tours are the same
length, and by Lemma 1 are all optimal solutions to the TSP. It is easy to see that
if we start with one such tour τ, and consider the tour τ(S) for any subset S ⊆ V ,
then this tour can be obtained by shortcutting the walk trav(T(S)). Hence τ(S)
is an optimal solution to the TSP input induced by S, and we have shown the
following result.
Theorem 2. For any tree metric, any shortcutting of the walk trav(T) yields an
optimal solution to the universal TSP, and therefore an optimal solution to the a
priori TSP.
Note that the results above are also implied by the fact that tree metrics are
a subclass of Kalmanson metrics, and the fact that Kalmanson metrics have the
master tour property as proved in [13]. The proofs here are much simpler, as we
just consider tree metrics.8
1.2.1 Aside: The FRT Procedure
For completeness, we will now brieﬂy describe the FRT procedure, due to and
named after Fakcharoenphol, Rao and Talwar [15], building on Bartal’s work [1].
Their main result (Theorem 2 in [15]) is the following: given any metric d,
there is exists a probability distribution on tree metrics, say {dT}T, such that
dT(i,j) ≥ d(i,j) for all i,j ∈ V and for all T, and ET[dT(i,j)] = O(log(n))d(i,j)
for all i,j ∈ V .
Moreover, we can easily sample from this distribution, as follows: A tree metric
is made by repeated reﬁning of partitions of V , which are then interpreted as a
tree, in which each of the original nodes are leaves, and sets in the partitions are
intermediate nodes. The correct choice of weights on the edges now gives the
result. We will now make the ingredients of the algorithm more precise.
The main subprocedure needed is a procedure that partitions sets.
Subprocedure partition
in: Metric d on V , set S ⊂ V , permutation π of the nodes in V , a number x
out: Partitioning of S into S′
1,S′
2,...,S′
k for some k
1. for k ← 1 to |V | do
• S′
k ← (B(πk,x) ∩ S)\
  k−1
i=1 S′
i
 
where B(v,x) = {u ∈ V : d(u,v) ≤ x}, the ball of radius x around v
2. return {S′
1,S′
2,...,S′
k}\{∅}.
Let, for ease of exposition, the smallest distance between any two points be at
least 1, and the maximum distance exactly 2δ (this is straightforwardly done using
scaling).9
The main procedure now is as follows:
1. Choose a random permutation π of the nodes in V .
2. Choose β in [1,2] randomly from the distribution p(x) = 1/(ln2x).
3. Let Pδ−1 be the partition of V that just consists of V .
4. for i ← δ − 2 downto −1 do
5. for each set S in Pi+1, call partition with parameters d,S,π and 2iβ, thus
creating a new partition Pi
The tree metric that is created has nodes for every set in every partition, and
egdes between sets only if they belong to partitions in Pi and Pi−1 for some i, and
one is a subset of the other (they may be the same set). The weight on the edge
is 2i.
For a proof that this procedure will yield the desired result, we refer the reader
to [15]. Figures 1.3, 1.4, 1.5, 1.6 and 1.7 show an example of the FRT procedure
in action on a Euclidean instance. The nodes are numbered according to the order
of the random permutation.
1.2.2 Using the FRT Procedure
We will now show how we can use the FRT procudure.
Corollary 3. There is a polynomial-time randomized algorithm that, for any met-
ric input d to the TSP on n points, computes a tour τ such that for each subset
S ⊆ V , the expected cost of the tour τ(S) is O(logn)d(OPT(S)) (where the expec-
tation is with respect to the random choices of the algorithm).10
Figure 1.3: Step 1 in the FRT algorithm
Proof. Use (Bartal’s) stochastic tree embedding [1, 14, 15]: this gives a distribution
over tree metrics, dT, such that dT(i,j) ≥ d(i,j) for all i,j ∈ V , and ET[dT(i,j)] =
O(log(n))d(i,j) for all i,j ∈ V . (We will use ET to denote the expectation with
respect to this distribution over the tree metrics.) For each subset S ⊆ V and each
T in the distribution, note that dT(trav(T(S)) ≤ dT(OPT(S)), since OPT(S) is
the optimal tour for S with respect to the original distance metric d, whereas the
traversal yields the optimal tour for dT. Therefore,
ET[d
T(trav(T(S)))] ≤ ET[d
T(OPT(S))]
for each S ⊆ V . We can now conclude that
ET[d(trav(T(S)))] ≤ ET[d
T(trav(T(S)))]
≤ ET[d
T(OPT(S))] = O(logn)d(OPT(S)),
where the ﬁrst and third inequalities are due the properties of the embedding
(non-shrinking, and in expectation expanding by at most O(logn)).11
Figure 1.4: Step 2 in the FRT algorithm
Figure 1.5: Step 3 in the FRT algorithm12
Figure 1.6: Step 4 in the FRT algorithm
Figure 1.7: Step 5 in the FRT algorithm13
Corollary 4. There is a randomized O(logn)-approximation algorithm for the
a priori TSP on any metric space with n points — even without specifying the
probability distribution on the subsets.
Proof. The result follows rather directly from Corollary 3. Denote by pS the prob-
ability that subset S “occurs”. The expected cost (with respect to the random tree
metric) of our a priori TSP solution (which involves an expectation with respect
to the choice of S) is
ET[
 
S
pSd(trav(T(S)))] =
 
S
pSET[d(trav(T(S)))]
=
 
S
pSO(logn)d(OPT(S))
= O(logn)
 
S
pSd(OPT(S))
= O(logn)ES[d(OPT(S))].
If APOPT(S) denotes the optimal a priori tour restricted to S, then d(OPT(S)) ≤
d(APOPT(S)) for each S, and so ES(d(OPT(S))) ≤ ES(d(APOPT(S))), which
is exactly the optimal value for the a priori TSP.
Note however, that this does not imply a O(logn) bound for the universal TSP
problem. The universal TSP is concerned with maxS d(trav(T(S))/d(OPT(S)),
and we cannot conclude anything directly about this quantity based on the argu-
ments above.
The fact that the adversary can choose the particular subset after seeing the
tour resulting from the FRT procedure (i.e., the adversary is adaptive) is important
here. If we weaken the adversary, and make her non-adaptive (i.e., she has to
choose the subset before the FRT procedure is run), then we do have an O(logn)
algorithm, as implied by the result by Ben-David, Borodin, Karp, Tardos and
Wigderson [4] (see also [8]).14
It is interesting to note that we can obtain analogous results for variants of
the a priori and universal minimum spanning tree and Steiner tree problems as
introduced by Bertsimas [5].
Finally, note that the result in [24] implies that it is not possible to ﬁnd a better
approximation for the a priori TSP using the technique of probabilistically embed-
ding the metric in cut metrics (a cut metric is a metric d that can be represented
as d(i,j) =
 
S:|{i,j}∩S|=1wS), of which tree metrics are a subclass.
1.3 Alternative Proofs
Let d be a tree metric and T = (V,E) be the tree associated with the metric.
Deﬁne {yS}S as follows: for every node v in V except the root, let Tv = (Sv,Ev)
be the subtree with v as the root, that includes all descendents of v, and let ySv
be the length of the edge adjacent to v on the path to the root. Let yS = 0 for all
other S ⊆ V .
Since the path between nodes u and v in a tree can be decomposed in the path
from u to the least common ancestor of u and v, and the path from this node to
v, it readily follows that we can express the tree metric in the following way.
Observation 5. d(i,j) =
 
i∈S,j ∈S yS.
Further, we also know that the following linear program gives a lower bound on
the length of the optimal TSP (known as the Held-Karp lower bound) for metrics:15
minimize
 
ij
dijxij
s.t.
 
i∈S,j ∈S
xij ≥ 2 ∀S ⊂ V,S  = ∅,S  = V
xij ≥ 0.
The dual of this LP is
maximize 2
 
S
yS
s.t.
 
S:i∈S,j ∈S
yS ≤ dij ∀i,j ∈ V
yS ≥ 0.
Lemma 6. Let ¯ xij = 2 if ij is an edge in the tree associated with the tree metric
(this exactly corresponds to the TSP tour without shortcutting). Then ¯ x is an
optimal primal solution.
Proof. First we will show that ¯ x is a feasible solution. Take any S ⊂ V , so that
S  = ∅,S  = V . Because of symmetry, we can assume that S does not contain the
root (otherwise replace S by V \S, this will give the same constraint). For all nodes
in S, there is an edge adjacent to it that is on the path to the root. Since the root
is not in S, at least one of these edges is such that the other endpoint is not in S.
Therefore ¯ x is feasible.
We will prove optimality by showing that yS is a complementary feasible dual
solution. The feasibility of yS follows directly from Observation 5 and the fact that
yS are deﬁned in terms of distances, and hence are nonnegative. Note that yS > 0
implies that S is the node set of a subtree that includes all descendents of some16
node i. Note that xij is equal to 2 for j which is the direct parent of i. Further,
xij equals 0 for all other j  ∈ S, since there is only one edge going towards the root
for each node. So the dual complementary slackness conditions hold.
Conversely, suppose xij > 0. This implies that ij is an edge of the tree, and
therefore yS = dij, where S is the node set of the full subtree of either i or j
(whichever is the child of the other). Moreover, this is the only such subtree
that includes only one of i and j, and therefore yS = 0 for all other S such that
|S ∩ {i,j}| = 1. So the primal complementary slackness conditions hold, and we
can conclude that ¯ x is an optimal primal solution.
We can now reprove Theorem 2 in this slightly diﬀerent format (note that here
xij = 2 is replaced by xij = 1 and xji = 1).
Proposition 7. Let (V,d) be a metric space. Suppose there exists a TSP tour on
(V,d), that meets the Held-Karp lower bound where all dual constraints are met
with equality for the optimal dual solution. Then this is a universal TSP tour,
where the tour restricted to any subset V ′ of V is actually optimal.
Proof. Let ¯ x be an optimal binary primal solution, and ¯ y be an optimal dual
solution. Since there exists a TSP tour on that meets the Held-Karp lower bound,
we know that complementary slackness conditions hold.
Complementary slackness gives us that ¯ yS > 0 implies
 
i∈S,j ∈S ¯ xij = 2 (and
that ¯ xij = 1 implies
 
S:i∈S,j ∈S ¯ yS = dij).
Now look at V ′ ⊆ V . Deﬁne x′ is the tour induced by ¯ x restricted to V ′, i.e.
x
′
ij =

      
      
1
if there is an i to j path in ¯ x that only uses intermediary nodes
that are in V \V ′
0 otherwise17
for i,j ∈ V ′, and
y
′
S′ =
 
S⊆V :S∩V ′=S′
¯ yS
for S′ ⊆ V ′.
We want to show now that x′ and y′ are feasible solutions for which the com-
plementary slackness conditions hold, which would prove that the solutions are
optimal.
First of all, x′ is obviously a tour on V ′. Further, y′ is dual feasible:
 
S′⊆V ′:i∈S′,j∈V ′\S′
y
′
S′ =
 
S′⊆V ′:i∈S′,j∈V ′\S′
 
S⊆V :S∩V ′=S′
¯ yS
=
 
S⊆V :i∈S,j∈V \S
¯ yS
= dij
for all i,j, where the last equality follows from the fact that all dual inequalties
are met with equality for ¯ y.
Since all dual inequalities hold with equality, we only have to check dual com-
plementary slackness conditions. Suppose y′
S′ > 0. By deﬁnition of y′
S′ and non-
negativity of ¯ y, we get that there exists S ⊆ V such that S ∩ V ′ = S′ and yS > 0.
Thus,
 
i∈S,j∈V \S ¯ xij = 2.
Let j1 and j2 ∈ V \S be such that xi1j1 = xi2j2 = 1. If j1 and/or j2  ∈ V ′ follow
the original tour to the ﬁrst node in V ′ — call these k1 and k2 (so these may be
equal to j1 and j2). Similarly, if i1 and/or i2  ∈ V ′ follow the original tour to the
ﬁrst node in V ′ — call these ℓ1 and ℓ2. We now know there is a path from ℓ1 (ℓ2) to
k1 (k2), which only uses intermediary nodes that are in V \V ′, so x′
ℓ1k1 = x′
ℓ2k2 = 1.
So
 
i∈S′,j∈V ′\S′ ¯ xij ≥ 2.18
Now suppose,
 
i∈S′,j∈V ′\S′ ¯ xij > 2, i.e. xℓ3k3 = 1 for some ℓ3  ∈ {ℓ1,ℓ2}. That
means there exists some third path in the original tour that has to leave S, but
there are only two since
 
i∈S,j∈V \S ¯ xij = 2.Chapter 2
A Priori and Universal 1|pmtn,rj|
 
Cj
2.1 Introduction
One of the big areas within Operations Research is concerned with scheduling. We
will now examine one scheduling problem in the light of the a priori and universal
Optimization framework, as introduced by Jaillet [21, 22].
Similarly to the a priori and universal TSP, we will assume that we have full
knowledge of the set of potential jobs. The jobs that actually have to be processed
are revealed to us after we have settled on an overall schedule, that somehow
deﬁnes a schedule for any job subset as well. We choose the following approach:
the overall schedule will be a permutation of all potential jobs, and the schedule
for a particular subset of jobs will be deﬁned by this permutation by interpreting
this permutation as a preference, i.e., at every point in time the ﬁrst job available
of the subset is processed.
Jobs in the problem we study have processing times, the time that that partic-
ular job has to spend on the machine, and release dates, the time after which the
job becomes available (in that the job cannot be processed on the machine before
this time). Further, we assume that preemption is allowed, i.e., the processing of a
job can be stopped at any moment, another job can be started, and the processing
of the preempted job can be restarted where it left of. In other words, the time
that was spent processing the preempted job is not lost. Finally, the objective that
we consider is the sum of the completion time of all jobs (in the subset).
We will show a universal solution for this problem such that the solution for
any subset is at most a multiplicative factor of 2 worse than the optimal schedule
1920
on that subset. This, of course, is also an a priori solution of factor 2.
2.1.1 Problem Deﬁnition
input: n jobs (with processing times pj and release dates rj for j = 1,2,...,n)
output: a permutation π of the jobs — the permutation deﬁnes a schedule as
follows: at every point in time, the ﬁrst job available of the order is processed
goal: minimize max
  
j∈S ¯ C
(S)
j (π)
 
j∈S C
(S)∗
j
 
 
 S ⊆ {1,2,...,n}
 
, where { ¯ C
(S)
j (π)}j are
the completion times of the schedule deﬁned by the permutation π, where the job
set is restricted to S, and {C
(S)∗
j }j are the completion times of the optimal schedule
for the instance restricted to S.
2.2 Result and Analysis
Claim 8. Let π be the permutation ordering the jobs in increasing processing time,
breaking ties arbitrarily. Then
max
  
j∈S ¯ C
(S)
j (π)
 
j∈S C
(S)∗
j
 
   S ⊆ {1,2,...,n}
 
≤ 2.
Proof. Note that it suﬃces to prove that this ordering is a 2-approximation for
1|pmtn,rj|
 
Cj.
Order the jobs such that p1 ≤ p2 ≤ ... ≤ pn. The following inequality is
straightforward:
¯ Cj ≤ rj +
n  
k=1
Walg(rj, ¯ Cj,k)
where Walg(t1,t2,k) is the amount of time the algorithm spends on processing job
k between t1 and t2. Between the release date of job j and its completion, no job21
k > j will be processed due to the fact that preemption is allowed. Hence,
¯ Cj ≤ rj +
j  
k=1
Walg(rj, ¯ Cj,k).
Of course, one cannot spend more time on a job than its processing time, therefore
¯ Cj ≤ rj +
j  
k=1
pk.
Summing over all j gives and changing the order of summation gives
n  
j=1
¯ Cj ≤
n  
j=1
rj +
n  
j=1
j  
k=1
pk
=
n  
j=1
rj +
n  
k=1
n  
j=k
pk
≤
n  
j=1
rj +
n  
k=1
(n − k + 1)pk.
Now note that we can view the last term as the optimal solution to the modiﬁed
problem where all job are immediately available. Call the optimal completion
times for this problem C(0). The optimal solution to the unmodiﬁed problem with
release dates is a feasible solution to the modiﬁed problem without release dates,
therefore
n  
j=1
¯ Cj ≤
n  
j=1
rj +
n  
k=1
(n − k + 1)pk
=
n  
j=1
rj +
n  
k=1
C
(0)
k
≤
n  
j=1
rj +
n  
k=1
C
∗
k
≤
n  
j=1
C
∗
j +
n  
k=1
C
∗
k
= 2
n  
j=1
C
∗
j,
where the third inequality follows from the trivial observation that the completion
time of a job is after its release date.22
Note that the results straightforwardly carry over for the case of minimizing
the weighted sum of completion times, when the jobs are ordered by pj/wj. Also,
we only used the fact that jobs can be interrupted in our analysis, so the result
also holds when all time spent on a job is lost when it is interrupted.
Finally, we would like to point out a connection between this chapter and
priority algorithms as deﬁned by Borodin, Nielsen and Rackoﬀ [9]. Note that
if there exists a priority algorithm such that subsets of jobs inherit the priority
structure (the priority structure of any subset is induced by priority structure on
the full set), then these priority algorithms are universal algorithms with guarantee
equal to the approximation guarantee of the priority algorithm.Chapter 3
AdWords
3.1 Introduction
The emergence of the internet has led to many new and interesting questions
within the ﬁeld of optimization. Moreover, since computer scientists speak the
same language, so to speak, (if they are not in the same ﬁeld already), these prob-
lems quickly found their way into the Computer Science Theory and Operations
Research Optimization communities.
We will look at one abstraction of a speciﬁc problem, faced by Google and
other online advertising agencies. The problem we study is the following: queries
arrive, and Google (say) needs to determine which advertisement is displayed on
the screen (alongside the search results, say). The money that Google receives
is equal to the bid that the chosen advertiser made for the query in question.
Furthermore, the advertisers have a budget, and cannot be assigned more queries
than they can pay for.
We will consider this problem in the a priori framework, i.e. all assignment
decisions are to be made before any query arrives. This makes sense as the decision
about which advertisement to show has to be instanteneous. We will compare our
solution to the best possible a priori solution, allowing for randomized algorithms,
but not for adaptive algorithms.
The motivating paper for looking at this problem is a paper by Mehta, Saberi,
Vazirani and Vazirani [25], in which the problem is considered in a purely online
adversial (worst-case) setting. Even though that paper’s results are mathematically
beautiful, they seem to lack in practicality: it seems quite unnatural not to use the
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statistical information that is easily obtainable in a digital world. Our main goal
is to incorporate this information to get an algorithm that will perform better in
practice (compromising the robustness against adverseries).
Note that the problem as described is a simpliﬁcation of the real world problem,
as many of the speciﬁcs are simpliﬁcations: in practice not one, but multiple
advertisements are chosen, the amount paid is assumed to be a ﬁrst-price auction
in our setting, whereas from a game-theoretic perspective this is not preferable,
since this type of auction allows participants to “game” the auction, et cetera.
We will assume that queries of each type arrive according to independent Pois-
son processes. The two main problems that we encounter in our setup, is how we
incorporate uncertainty about the estimate of the rates for each query type, as
well as how we make sure that the budget for each advertiser is not exceeded. The
ﬁrst problem we will ﬁrst address in a relaxation of the AdWords problem, which
we call Stochastic Matching. For this problem we do not have a budget contraint.
Next, we will tackle the second problem, and make sure that no advertiser’s budget
is exceeded with high probability.
3.2 Stochastic Matching
First we will ignore the budget constraint, and look at Stochastic Matching, fo-
cusing on how to deal with uncertainty in regard to the input.
3.2.1 Problem Deﬁnition
input: a bipartite graph G = (V,E) with revenues associated with the edges
c : E → R≥0; not all the vertices will materialize25
output: a matching (i.e., a subset of E, such that no two edges in the subset
are incident to the same node)
goal: maximize expected revenue, where revenue for an edge will only be avail-
able if both endpoints materialize
3.2.2 Solution With Full Knowledge
Suppose edge e materializes with probability pe. Then solving
max
 
e
pecexe
s.t.
 
e:v∈e
xe ≤ 1 all v ∈ V
xe ∈ {0,1}
gives the optimal solution. (Note that this is an assignment problem (edges to
vertices), so we can relax the integrality constraint to xe ≥ 0 for all e and still
get integral solutions (integrality property).) In other words, we have a poly-time
algorithm to solve Stochastic Matching to optimality, given full knowledge of the
probabilities {pe}e.
3.2.3 Solution With Uncertainty
Suppose now that we only have an estimate for the probabilities, say {˜ pe}e, such
that ˜ pe ∈ [(1−ε)pe,(1+ε)pe]. How does the optimal solution to the problem with
estimated probabilities compare to the optimal solution to the real problem (in
the sense of a worst-case comparison)? It turns out that we can get the following
result.
Claim 9. Suppose we are given {˜ pe}e, such that ˜ pe ∈ [(1 − ε)pe,(1 + ε)pe].26
Then solving the linear program above, with {˜ pe}e replacing {pe}e is a (1 − 2ε)-
approximation to the Stochastic Matching instance with full knowledge of {pe}e.
Proof. First of all, note that solving the LP is poly-time, so we have a bona ﬁde
algorithm. Now we will show that the approximation guarantee is indeed (1−2ε).
Let x∗(u) be an optimal solution to
max
 
e
cepe(1 + ue)xe
s.t.
 
e:v∈e
xe ≤ 1 all v ∈ V
xe ∈ {0,1}.
We want to compare minu
  
e cepex∗
e(u) : u ∈ [−ε,ε]|E| 
with
 
e cepex∗
e(0),
the real optimum.
Note that x∗(0) is a feasible solution for any u, so we get
 
e
cepe(1 + ue)x
∗
e(u) ≥
 
e
cepe(1 + ue)x
∗
e(0) ≥ (1 − ε)
 
e
cepex
∗
e(0).
Also,
 
e
cepex
∗
e(u) ≥
 
e
cepe
(1 + ue)
(1 + ε)
x
∗
e(u).
Therefore,
 
e
cepex
∗
e(u) ≥
1 − ε
1 + ε
 
e
cepex
∗
e(0) ≥ (1 − 2ε)
 
e
cepex
∗
e(0).
3.3 AdWords
We will now turn our attention to the AdWords problem.
3.3.1 Problem Deﬁnition
Given bids from each bidder i for each query type t, cit, and a budget Bi for each
bidder i for some time interval (the same interval for each bidder, without loss27
of generality, say of length 1). We want to assign incoming queries to bidders to
maximize the (expected) revenue, such that the amount that each bidder has to
pay is less than his budget for the time interval.
3.3.2 Assumptions
As stated earlier, we will assume that queries arrive according to independent
Poisson processes with parameters {λt}t.
First we will assume full knowledge about these parameters, next we will relax
this again.
3.3.3 Algorithm
Solve
max
 
i,t
λtcitxit
s.t.
 
i
xit ≤ 1 all t
 
t
λtcitxit ≤ (1 − ε1)Bi all i
xit ≥ 0
(ε1 to be determined later).
Now assign next query of type t to bidder i, such that xit − fit is largest and
positive, where fit is the fraction of queries of type t that are assigned to i so far.
We will refer to the LP above as LP(ε1) for varying values of ε1.
3.3.4 Analysis
Claim 10. For an appropriately long “billing” interval [0,P] (P to be determined
later), the algorithm gives a feasible solution to the Adwords Problem, that is better28
than 1 − ε times the expected value (average case) of the oﬄine optimal solution,
with probability 1 − δ.
Proof. Feasibility: First we use Chebyshev’s inequality to bound the probability
that there are more than (1+ε2)λtP queries of type t in time P (ε2 to be determined
later). Denote the number of queries of type t that arrive in the interval [0,P] by
the random variable Qt[0,P].
P(Qt[0,P] > (1 + ε2)λtP) = P(Qt[0,P] − λtP > ε2λtP) ≤
λtP
(ε2λtP)2 =
1
ε2
2λtP
.
So we can choose P large enough such that Qt[0,P] ≤ (1+ε2)λtP for all t with
probability 1 − δ, namely P ≥ 1/(ε2
2λtδ).
By the way that queries are assigned, we know that the number of queries of
type t assigned to bidder i is bounded by xitQt[0,P] + 1. Therefore each bidder i
has to pay at most
 
t
(xit(1 + ε2)λtP + 1)cit = (1 + ε2)
 
t
λtPcitxit +
 
t
cit
≤ (1 + ε2)(1 − ε1)PBi +
 
t
cit
≤ (1 − ε1 + ε2)PBi +
 
t
cit.
Again, we have the freedom to choose P also large enough such that
 
t cit is
“suﬃciently small” compared to PBi (more speciﬁcally we will choose P such that
 
t cit ≤ ε3PBi for ε3 to be determined later). We conclude that our algorithm in
that case gives a solution such that no advertiser is billed more than her budget.
Optimality: We will consider the following LP (call this LP1), and use it to
compare the optimal average case a posteriori solution and our proposed solution.
Let ptj = P(Qt[0,P] ≥ j). The maximum expected revenue, where the budget
constraints are interpreted in the “expected value” sense, is the solution to the29
following (inﬁnite sized) LP (call this LP1):
max
 
i,t,j
ptjcitxitj
s.t.
 
i
xitj ≤ 1 all t,j
 
t,j
ptjcitxitj ≤ PBi all i
xitj ≥ 0
where for each occurrence of the each query type, we have a separate decision
variable.
Subclaim 10.1. LP1 above has the same optimal value as the LP where the de-
cision variables are restricted to take on the same value for each occurrence of a
query type (LP2), i.e.
max
 
i,t,j
ptjcit¯ xit
s.t.
 
i
¯ xit ≤ 1 all t
 
t,j
ptjcit¯ xit ≤ PBi all i
¯ xit ≥ 0.
Proof. (LP1) is a relaxation of (LP2), so the optimal value of (LP1) is at least the
optimal value of (LP2).
Let {x∗
itj}itj be an optimal solution to (LP1). Deﬁne ¯ x∗
it =
 
j ptjx∗
itj/(λtP).
Now
 
i
¯ x
∗
it =
 
i
 
j
ptjx
∗
itj/(λtP)
= (1/λtP)
 
j
ptj
 
i
x
∗
itj
≤ (1/(λtP))
 
j
ptj = 130
for all t, where the change in order of summation is justiﬁed by the fact that
all terms are nonnegative, and the fact that
 
j ptj =
 
j P(Qt[0,P] ≥ j) =
EQt[0,P] = λtP is used. Also,
 
t,j
ptjcit¯ x
∗
it =
 
t,j
ptjcit
 
ℓ
ptℓx
∗
itℓ/(λtP)
=
 
t,j,ℓ
(1/(λtP))ptjptℓcitx
∗
itℓ
=
 
t,ℓ
(1/(λtP))ptℓcitx
∗
itℓ
 
j
ptj
=
 
t,ℓ
ptℓcitx
∗
itℓ
for all i, so the second constraint holds as well, and the objective function value is
the same as the optimal objective function value of (LP1).
Subclaim 10.2. (LP2) and the LP used in the algorithm where ε1 = 0 are equiv-
alent.
Proof. Again we use the fact that
 
j ptj = λtP, so the second set of constraints
gives us
 
t,j
ptjcitxit =
 
t
λtPcitxit ≤ PBi
or
 
t
λtcitxit ≤ Bi
for all i.
Similarly, the objective is the same up to a multiplicative factor.
Subclaim 10.3. An optimal solution to the LP used in the algorithm is an (1−ε1)
approximate solution to the optimal solution of (LP1).
Proof. Let {x∗
ij(0)}ij be an optimal solution to the LP(0). Then ˜ x∗
ij(ε) := x∗
ij(0)(1−
ε1) is a feasible solution to LP with parameter ε1, with objective value (1 − ε1)31
times the optimal objective value of LP(0). So the optimal value of LP(ε1) is at
least (1 − ε1) times the optimal objective value of LP(0). Since this solution is
also feasible for LP(0), we have that an optimal solution to LP(ε1) is an (1 − ε1)
approximate solution to the optimal solution of LP(0), and hence to (LP1).
We still have to show how the optimal solution to (LP1) and the optimal average
case a posteriori solution compare. Fix the length of the interval, say P. Let I be
a realization of the query arrivals, say qt(I) is the number of queries of type t for I.
The a posteriori optimum can be found by solving the following integer program:
max
 
i,t,j
citxitj
s.t.
 
i
xitj ≤ 1 all t,j
 
t,j
citxitj ≤ PBi all i
xitj ∈ {0,1}.
Let {x∗
itj(I)}itj be optimal solutions for all possible I. Deﬁne
˜ x
∗
itj =
 
I
P(I occurs)x
∗
itj(I)
for all i,t,j.
Subclaim 10.4. {˜ x∗
itj}itj is a feasible solution to (LP1) above.
Proof. The ﬁrst set of inequalities trivially hold for {˜ x∗
itj}itj. For the second set of
inequalities note that ptj =
 
I:qt(I)≥j P(I occurs) and switch the order of summa-
tion.
Noting again that a linear program can be solved in polynomial time in the size
of the input, we have established that the algorithm is at most a factor (1 − ε1)
worse than the expected value (average case) of the oﬃline optimal solution.32
Corollary 11. For an appropriately long “billing” interval [0,P], the algorithm
gives a feasible solution to the AdWords Problem, that is within 1−ε of the best a
priori algorithm, with probability 1 − δ.
Proof. Since the best a posteriori algorithm is better than any a priori algorithm,
we also have that the algorithm is at most a factor (1−ε) worse than any a priori
(randomized) algorithm.
Finally, a note on the parameters P, ε, δ, ε1, ε2 and ε3.
Relationship between parameters: Obviously we want ε1 := ε. Let n be the
number of query types. From the union bound over all query types, we get that
we want
n
ε2
2λminP
≤ δ,
where λmin = mint λt (yes, one can make this slightly stronger).
We also want
 
t cit/PBi ≤ ε3 for all i, and 1−ε+ε2+ε3 ≤ 1, i.e. ε2+ε3 ≤ ε.
Choosing, rather arbitrarily, ε2 = ε3 = ε/2, we get
P ≥ max
  4n
ε2λminδ
,max
i
 
2
 
t
cit/(Biε)
  
.
Another way that the relationship between the parameters can be used, is
ﬁguring out what ε can be achieved, given the length of the billing period.
3.3.5 Uncertainty with respect to {λt}t
We can treat this uncertainty in a similar way as we treated it for the Stochastic
Matching problem. We just have to scale the budget by 1/(1 + ε), and therefore
we will lose another ε.Chapter 4
Creating Nearly Isogenic Lines
4.1 Introduction
The discovery of deoxyribonucleic acid (DNA) opened up a whole ﬁeld of research
in science (and biology particular): what do the diﬀerent parts of the genetic
material do? Or, less broadly, can we point out parts of the genome as the cause
of (or at least having an inﬂuence on) certain traits (by which I mean quantiﬁable
features of an organism)?
Many researchers are working on problems related to this question. We look at
a problem that is the natural followup to identifying a part of the DNA that is of
interest: How can we isolate this little piece of genetic material, and insert it into
a DNA background of choice?
More precisely, assume for a moment that we have unlimited access to two
diﬀerent types of the same organism, one type we will call “wild”, the other “do-
mesticated”. We are interested in isolating little pieces of the wild DNA, i.e., we
will try to create an individual organism that has domesticated DNA everywhere,
except for a small contigious piece. These are what are called (heterozygous)
Nearly Isogenic Lines or NILs.
This problem is the topic of this chapter. We will now ﬁrst start with a short
introduction to the relevant biology, and deﬁne the terms some of which we could
not avoid using already. In the next few sections we will create a mathematical
framework for the problem, after which we will propose an approach to creating
NILs, while trying to minimize the number of individuals that have to be grown or
bred. The approach is applied to a real data set. Finally, as this approach does not
3334
pretend to be the deﬁnitive answer to the problem, the chapter concludes with a
discussion on the caveats of the proposed approach, and directions for improvement
and further research.
4.2 Very Short Introduction to the Relevant Biology
We are interested in what happens when we cross (mate) individuals. Let us ﬁrst
look at what biologists know about this subject.
Genetic information in all known cellular life is stored in big molecules called
deoxyribonucleic acid (DNA). It is divided up into several chromosomes (these are
nothing but large continuous pieces of DNA). Note that these chromosomes are
not “interchangeable” in any way: each of them contains some speciﬁc part of the
genome. Also note that the number of chromosomes depends on the species.
Each (normal) individual has 1 or more sets of chromosomes, the number most
commonly one (haploid) or two (diploid), but there exist species which have a
larger number. Cells of sexually reproducing species have 2 sets of chromosomes,
one set coming from the mother and one set coming from the father. We will from
here on restrict our attention to diploid species.
A child is created from two cells, one from the mother and one from the father,
that are speciﬁcally created for this purpose. Each of these cells, called gametes,
contain only one set of chromosomes (i.e., they are haploid). They are produced
through a process called meiosis, in which one set of chromosomes is created from
the two of the parent.
Let us assume now that the species that we are interested in has 2n chromo-
somes (or n chromosome pairs, as we are assuming that the species is diploid).
Further, let us assume that all chromosomes of both mother and father are dis-35
tinct. Then, just by the fact that for each chromosome pair, a child inherits one
chromosome from its mother, and one from its father, there are 22n distinct genetic
possibilities for the child (for each chromosome there are 2 possible sources).
But it is even more interesting: during meiosis, the chromosomes that are
formed are not necessarily either of the chromosomes of the parent. There may
occur crossovers: this means that the chromosome that is produced is actually
a patchwork of the two chromosomes of the particular parent. (The idea here is
that contiguous pieces of DNA of one chromosome are replaced with contiguous
pieces of DNA of the other chromosome, that is (roughly) in the same position, so
that the resulting chromosome should be a “working” chromosome again.) I will
now make this more precise, and introduce the assumptions that I will be using
throughout this chapter.
As is generally known now, one can succintly represent a chromosome by a
long string, where each character is either
A
T
,
T
A
,
C
G
or
G
C
. These letters
represent the two nuleotides at the position of the DNA: adenine, cytosine, guanine
and thymine. A good way to envision the crossover process is as follows: Imagine
two of these strings (of equal length) lying on top of each other. One of the strings
is selected at random, and the new chromosome will consist of the DNA of this
string, until a crossover occurs. At that point the DNA of the other string will be
copied, until the next crossover, et cetera.
To fully specify the process, we must now answer the following questions: what
is the probability that a particular chromosome is chosen at the start and what is
the probability distribution on the crossover positions?
These are, of course, both biological questions, and the true answers are —to
the best of my knowledge— not known (the idea that both chromosomes have36
equal probability of being chosen at the start seems a natural one, though).
Because we will use a simulation based approach, we would be content with a
black box that provides us samples of these processes. For ease of exposition the
focus will be on one particular model, due to Haldane [19]. It is an easy model
and the most commonly used model. It will be made clear when this model is used
explicitly in the next sections. Also we will note how this can be changed using
simulations and black box access to obtain samples of the crossover process.
Haldane’s idea is that there exists a transformation of the physical layout of a
chromosome to the real line, such that the crossover points form a Poisson process
with parameter 1. For each chromosome (and each species) this transformation is
(potentially) diﬀerent.
Note that there are biological objections to this model, ﬁrst and foremost the
fact that it is possible in this model to have crossovers that are very close together.
There is a biological reality named interference that says that crossovers that are
close actually do not occur. We will ignore this fact.
Also, in real life mutations occur with very small probability, these are sponta-
neous changes in the DNA. We will ignore this too.
From here on, we will not worry about the (messy) physical reality, and will
think of the genetic material as being on a line, where recombinations (crossovers)
occur according to a Poisson process with parameter 1.
4.3 Backcrossing
Now that we know a little more about the biology of crossing, and have settled
on the model that we are going to use, we can specify our assumptions and setup
more precisely.37
We are assuming for the moment that we are starting with an unlimited supply
of two diﬀerent types of the same species, i.e., we are assuming that for each type
we have an unlimited supply of individuals that are genetically identical (we will
revisit this assumption very shortly). Further, these types are assumed to be such
that when crossing two of the same type, another genetically identical individual
will be the result. Such a type is called an inbred line in genetics.
Note that this implies that the two chromosomes of each pair of chromosomes
for an inbred individual are identical as well.
When crossing two individuals, one of each of these types, the resulting children
are fully determined as well: for each pair of chromosomes, they will have one
chromosome that is identical to the corresponding chromosome of each of the
parents. We will call these individuals the F1 population.
The situation becomes more interesting when we start crossing individuals from
the F1 population. There are multiple possibilities now: individuals from the F1
population can be crossed with other individuals from the F1 population, giving
rise to what is called an F2 population.
Alternatively, individuals from the F1 population can be crossed with an in-
dividual that is genetically identical to one of its parents. This is what is called
backcrossing. The individuals resulting from this are called BC, or even BC1. The
“1” in BC1 is suggestive, and, indeed, the BC1 individuals can be backcrossed
again, and create a BC2-population, et cetera.
Note that for backcrosses, one of the chromosomes of each pair is identical to
that of the parent which is used in the backcrossing. The other chromosome is a
“patchwork” of the chromosomes of both parents.
We assume that the only crosses that we are allowed to make are backcrosses.38
We will call the type of the parent which is used over and over again in the crosses,
the “domesticated” type, and the type of the other inbred line the “wild” type.
The rationale for only considering backcrosses is threefold. First of all, these
crosses are relatively easy to analyze: for each location on the genome there are only
two possibilities, an individual has either DNA that came from the domesticated
line for both chromosomes (is homozygous), or it has DNA from the domesticated
line on one chromosome, and from the wild line on the other (is heterozygous). For
a trait that is scored as a number, this means that there can only be 3 possibilities:
there is no diﬀerence given the DNA, the phenotype (the observed trait value) of the
homozygous individuals is higher or the phenotype of the heterozygous individuals
is higher. When allowing for all possible DNA combinations, there are already 6
possibilities ignoring the fact that phenotypes can be the same.
Secondly, we really only need to have an unlimited supply of the “domesticated”
variety, relaxing the earlier assumption. (Here we do assume that the “wild”
individual can create suﬃcient F1-oﬀspring.)
Finally, our goal of getting individuals with only one small contiguous part of
wild DNA, suggests that backcrossing with the domesticated type would be the
right approach.
4.4 Terminology
Deﬁnition 12. Points on the genome for which it can be deduced whether it came
from the domesticated or wild DNA are called markers. We assume that we have
knowledge of the position of the marker on the genome (in terms on our proba-
bilistic map).
Deﬁnition 13. An interval is the DNA between two consecutive markers on one39
F1
BC1
Figure 4.1: Cartoon representation of the inheritance of genetic material. Wild
type DNA is depicted as black, domesticated type as white. First a fully homozy-
gous wild individual is crossed to a fully homozygous domesticated individual, the
result being a fully heterozygous individual. This individual is back crossed to
the fully domesticated parent, giving rise to (potentially) all kind of genetically
diﬀerent children.40
chromosome.
Deﬁnition 14. Given a set of markers, say M, we can now deﬁne individuals
as functions from M to {0,1,?}, where a 1 indicates wild DNA for a particular
marker, a 0 indicates domesticated, and a ? indicates that it is unknown whether
the marker has wild or domesticated DNA.
Note that this setup does not allow a conclusion about every particular interval,
since a crossovers can take place anywhere in an interval.
The following deﬁnition deﬁnes what we are trying to create.
Deﬁnition 15. Given an upperbound u, deﬁne a plant to be a u-success for interval
i, if the plant has domesticated DNA everywhere, except for a contiguous stretch
of length at most u, that includes the two markers deﬁning interval i. (If u is
smaller than the length of interval i, then a plant is a u-success if the plant has
domesticated DNA everywhere except for a contiguous stretch that includes just the
two markers deﬁning interval i, and no other markers.)
We caution the reader that we will usually suppress the u, even though successes
are always deﬁned relative to some u. The context should make clear what the
value of u is.
4.5 Problem Description
The problem under consideration is the following.
input:
• a set of markers, say M,41
• a set of individuals, I, where the DNA is (mostly) known for the set of
markers,
• a bound on the number of generations allowed, m,
• an accepted probability of failure, α,
• an upperbound u on the maximum allowable length of an interval
output:
• a growing strategy such that among the individuals grown, there exist u-
successes for all intervals with probability at least 1 − α, and such that at
most m generations of individuals are grown
optimization criterion:
• minimize the total number of individuals grown.
A growing strategy is any prescription (algorithm) that decides which crosses
are to be made.
Note that individual and plant are used interchangeably, even though nothing
in this section is particular for plants.
4.6 Modus operandi
4.6.1 Unique lines of descent only
We will restrict ourself to nonadaptive strategies, i.e., the whole growing scheme
will be decided on a priori, and will not be inﬂuenced by (knowledge about) the
intermediate plants we grow. This also means that we do not have to sequence the
DNA of intermediate plants.42
In our ﬁrst attempt to solve this problem, we will restrict our strategies even fur-
ther, disallowing any two plants to share the same (not fully domesticated) parent
(except for the children from the base set of plants). This has only mathematical
reasons, making the problem easier to solve: we can now succintly summarize the
strategy as {xgj}gj, where xgj indicates the number of plants we will grow for g
generations, starting with base plant j (and a fully domesticated plant).
plant i
generation 1
generation 2
generation 3
Figure 4.2: Unique lines of descent
We will relax this last restriction in the next subsection. Further research
is required to see whether the other assumption (nonadaptivity) can be relaxed,
and/or how many extra plants are needed because of these restrictions.
Under these restrictions it is easy to estimate the probability of a success for
every plant in the base set, every number of (allowable) generations and every
interval, using (Monte Carlo) simulation. Let us call the probability of a success
for interval i, for a particular g-th generation descendent of base plant j pigj. The
probability of having a success for interval i given a growing strategy can now be
expressed as
1 −
 
gj
(1 − pigj)
xgj.
Note that for a ﬁxed generation g and ﬁxed base plant j the probabilities pigj
actually constitute something akin to a multinomial distribution. When assuming43
that u is smaller than twice the length of the shortest interval, and a ﬁnal poba-
bility qgj = 1 −
 
i pigj is added, indicating the probability of no success for any
interval, this is exactly a multinomial distribution. In order to make the problem
more tractable, however, we will ignore the dependence of this “multinomial-like”
distribution and pretend we are dealing with independent Bernoulli distributions
for each interval.
Claim 16. Assume that u is smaller than twice the length of the shortest interval.
If the nonzero xgj are of reasonable size and the probabilities pgj are small, then
ignoring the fact that we are actually dealing with a multinomial distribution, is a
reasonable thing to do.
Proof. We will focus on two intervals, say interval 1 and 2. Fix a growing strategy
{xgj}gj. Denote by Ci the event that a success for interval i occurs, and by S({kgj})
the event that exactly kgj successes for interval 2 occur, starting with base plant j
in generation g, for each g and j.
P(C
1 ∩ C
2) =
 
{kgj}gj:0≤kgj≤xgj,
 
gj kgj≥1
P(C
1|S({kgj}))P(S({kgj}))
=
 
{kgj}gj:0≤kgj≤xgj,
 
gj kgj≥1
 
1 −
 
g,j
 
1 − p1gj)
xgj−kgj  
g′,j′
p
kg′j′
2g′j′
≤
 
{kgj}gj:0≤kgj≤xgj,
 
gj kgj≥1
 
1 −
 
g,j
(1 − p1gj)
xgj  
g′,j′
p
kg′j′
2g′j′
=
 
1 −
 
g,j
(1 − p1gj)
xgj   
{kgj}gj:0≤kgj≤xgj,
 
gj kgj≥1
 
g′,j′
p
kg′j′
2g′j′
=
 
1 −
 
g,j
(1 − p1gj)
xgj 
P(C
2)
= P(C
1)P(C
2).
So assuming indepence does not underestimate the probability of joint successes.
We will now try to bound the error. We can derive a lower bound using a similar44
line of reasoning. Assume without loss of generality that xgj > 0 for all g and j.
P(C
1 ∩ C
2) =
 
{kgj}gj:0≤kgj≤xgj,
 
gj kgj≥1
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g′j′
p2g′j′.
By assumption, the xgj are of reasonable size, and thus the fraction will be close
to 1.
We conclude that pretending that the success events are independent is a rea-
sonable thing to do as long as
 
g′j′ p2g′j′ ≈ 1.
We therefore approximate a success for all intervals as
 
i
 
1 −
 
gj
(1 − pigj)
xgj 
.
Note that there is actually another source of “noise” for this approximation: we
do not have our hands on the real probabilities, but only on the results of Monte
Carlo simulations. We will ignore this, noting that we it is not computationaly
expensive to run lots of similations to get high quality estimates of the probabilities.
(One may elect to take a conservative estimation of the probabilities, say the lower
end of a conﬁdence interval, to accommodate for this — we did not choose to do
this.)45
We are thus interested in solving the following program:
minimize
 
jg
gxgj
such that
 
i
 
1 −
 
gj
(1 − pigj)
xgj 
≥ 1 − α
xig ∈ Z
≥0.
In order to make this an integer linear programming problem, we break up the
constraint into multiple constraints, one for each interval:
minimize
 
jg
gxgj
such that 1 −
 
gj
(1 − pigj)
xgj ≥ 1 − βi for each i
 
i
(1 − βi) ≥ 1 − α
xig ∈ Z
≥0.
Now we can take logarithms for the ﬁrst family of constraints and ﬁnally, to get
rid of the second constraint, we quite arbitrarily set βi = (1 − α)1/n. We are left
with a bona ﬁde integer linear program:
minimize
 
jg
gxgj
such that
 
gj
log(1 − pigj)xgj ≤
1
n
log(1 − α) for each i
xig ∈ Z
≥0.
We proceed as follows:
1. Probabilities are estimated using Monte Carlo Simulation.
2. The integer linear program that uses these probabilities is solved using cplex
(without the integrality constraint).
3. The resulting growing strategy is validated using Monte Carlo Simulation.46
Results
We tested this approach on our ﬁrst data set (see appendix), using α = −3 as
parameter, which corresponds to an overall conﬁdence level of about 95%.
In short: about 100,000 to 200,000 plants are needed in the growing strategy.
We will not go into more detail, as these numbers are not very precise for a lot
diﬀerent reasons.
The data we got has missing marker information data. In the ﬁrst experiments
we ran, we were not very sophisticated in the treatment of the data: We assumed
that the DNA changed from being domesticated to being wild (and vice versa) at
the particular marker where the change occurred. Also, we treated missing marker
data as being domesticated markers.
Later we used crossover points as the data in the simulations: First we simu-
lated the DNA of the base set plant, based on the marker data (note that missing
marker data is now easily handled), and next we simulated crossover points for the
next generations.
We will omit the details of these procedures as these are readily ﬁlled in by
anyone who has some experience in Monte Carlo simulation. We do want to
note one thing however: simulating the base set plant over and over again skews
the probabilities. There again is dependence that we are conveniently ignoring:
namely there is exactly one realization of the base set plant. We did not persue
this particular direction of research, but focused instead on getting better (less
restricted strategies).47
4.6.2 k-ary trees of descent
It seems rather wasteful to have only unique lines of descent. One would expect
that the number of plants in the growing strategy may be drastically reduced
when intermediate plants are allowed to have multiple children, as the examples
in ﬁgure 4.2 and 4.3 illustrate.
plant i
generation 1
generation 2
generation 3
Figure 4.2: Allowing growing strategies with unique lines of descent only, will make
the number of plants grow linearly in the number of generations
plant i
generation 1
generation 2
generation 3
Figure 4.3: Allowing growing strategies that are k-ary trees, have a number of in-
termediate plants that is linear in the number of plants in the ﬁnal set, independent
of the number of generations
It is a priori unclear, whether the probabilistic dependence between the plants
in the ﬁnal set that we introduce using growing strategy that are k-ary trees, will
have big inﬂuence on the quality of the solution (i.e., whether the ﬁnal set produced48
has the properties that we want with suﬃciently high probability).
We experimented with just turning the growing strategies that we produced in
the preceding section into k-ary trees that produce the same number of plants in
the ﬁnal generation. When validating these strategies, we found that the quality
deteriorated badly. For instance, an interval that was only covered in 83% of
simulation runs, while aiming for total success probability of 99.5%. The reduction
in the number of plants is however very signiﬁcant. This motivates the following.
Fix a plant in the base set and a particular interval for which the base plant
has wild DNA, say i. Let Y ℓ
g be the event that the ℓth plant in generation g has
wild DNA for i, and let Xℓ
g be the event that the ℓth plant in generation g is a
success for interval i.
Deﬁne r = P(Y ℓ
g |Y
p(ℓ)
g−1), where p(ℓ) is the plant in the (g −1)st generation that
is the parent of the ℓth plant in generation g.
It is not hard to see that r does not depend on ℓ or g: r can be seen as the
probability that the particular interval is from a speciﬁc parent. The probability
of this is equal to the probability that at the start of the interval the DNA is from
the speciﬁc parent, times the probability that there will not be a crossover. (So,
r = (1/2)exp(−length interval).
Also deﬁne qg = P(Xℓ
g|Y ℓ
g ). Note that as {Y ℓ
g }ℓ are independent and identically
distributed for each g, qg does not depend on ℓ (it does depend on g).
Now P(Xℓ
g) = qgrg. But, more interestingly, we can express the probabilities
that we are interested in in r and q’s, and we can estimate the values of q using
Monte Carlo simulation.
Claim 17. Suppose that some gth generation plant has wild DNA for interval i.
Then the probability that none of the oﬀspring of this plant, d generations down49
(so generation g + d), is a success for interval i, is
f
d(g) =
 
(1 − r) + r(f
d−1(g + 1))
 k
if d ≥ 2, where f1(g) =
 
(1 − r) + r(1 − qg)
 k.
Proof. By induction on d. For d = 1, the probability that the children of the plant
do not have wild DNA for this interval are i.i.d. with probability (1−r)+r(1−qg),
immediately giving the result.
Suppose the claim holds for d = m. Let us calculate the probability for d =
m + 1. Let us consider one child of the plant. The probability that this plant
has wild DNA for the particular interval is r. By the induction hypothesis we
know that the probability that the k-ary tree with this child as the root of depth
m has probability fm(g + 1) of not having an oﬀspring m generations down (so
generation g+m+1), being a success for interval i. So for each child the probability
is (1 − r) + r(fd−1(g + 1)) and these events are independent.
We thus have a way to relax our restriction on growing strategies to growing
strategies that are trees. To decrease the number of possibilities somewhat, we
will only consider k-ary trees, trees for which every node (except the leaves) have
k children.
We have the following integer linear program:
min
 
gkj
 
g  
ℓ=1
k
ℓ 
xgkj
s.t.
 
gkj
log(f
g
ikj(0))xgkj ≤
1
n
logα ∀i
xgkj ∈ Z
≥0,
where f
g
ikj is the fd function deﬁned above for interval i, k-ary trees and base set
plant j.50
Simulating q’s
Given all the crossover points in the DNA of a plant, it is easy to do Monte Carlo
simulations of the oﬀspring when the particular plant is backcrossed.
We are faced with a slight complication, though: we do not know the exact
positions of the crossover points, we only know the DNA at the markers. We there-
fore need to be able to sample from the all possible crossover point conﬁgurations,
given the DNA at the markers.
This is also not too hard, once one realizes that the position of the crossover
points, conditional on the number of them, say ℓ, can be simulated by ℓ uniformly
distributed random variables, see for example Theorem 1.2.5 in [27].
Also note that the number of times that we need to simulate the crossing of
each of the plants in the base set is independent of the number of intervals: we
can use this information to get the estimates of the q’s that correspond to the
particular plant for all intervals. Further note that because these simulations are
done for each plant independently, this step in the algorithm can be done relatively
fast when using parallel computers.
Results
Not every interval is created equal: to get a succes for some of the intervals we
need many more plants than for some other intervals. This has diﬀerent reasons:
An interval may not be covered by many diﬀerent plants in the base set, or the
plants that have wild DNA for the particular interval, have a lot of wild DNA,
which makes isolating the interval harder.
Also the length of an interval, and the length of neighboring intervals have an
impact on the probability of creating a success. More in particular, if neighboring51
intervals are short, then the probability of getting a crossover in this neighboring
interval is small, and hence the probability of success for the interval is small.
We tried to remedy this problem by relaxing the requirement of having a success
for all intervals, and instead requiring having a success for all intervals except U
intervals (by adding additional binary decision variables to the linear program,
which now became a mixed integer linear program). We also added a constraint
on the number of generations. The optimization results for our data set are given in
Table 4.1. To obtain the estimates of the probabilities, we ran 100,000 simulations
of backcrosses for each plant, for up to 6 generations. We set β = −10, giving
a conﬁdence level that was a little better than 99.5% (to be precise, we had a
theoretical conﬁdence level of (1 − exp(−10))102 ≈ 99.54%).
There are 14 intervals that are not covered by the any plant in the base set. U
reﬂects the number of additional intervals that are not covered by the solution.
Table 4.1: Number of plants needed to get 30 cM-successes for all but U intervals
in at most gen generations.
gen \ U 0 1 2 3 4 5
1 1,050,819 743,802 691,715 670,660 651,087 643,318
2 115,123 99,044 88,273 79,034 73,712 73,068
∞ (3) 79,876 64,748 56,673 53,099 50,904 50,315
Validation
Validation of the results indicated that using the growing strategies obtained from
the linear program, gave mostly the desired results. The probability that there
existed an interval that was not a success, however, turned out to be around 3%,52
signiﬁcantly higher than the desired .5%. More in particular there were a few
intervals for which the probability of a success turned out to be signiﬁcantly lower
than what we were aiming for.
A possible reason for this might be the following. As noted earlier, there is
a subtle problem with our approach: In estimating the q’s, we are sampling a
possible DNA conﬁguration for the base set plant every time that we start a new
simulation of the oﬀspring. In reality there is only one realization, and therefore
there is more dependence that we are ignoring.
We therefore tried the following enhancemant of the model: we simulated the
probability that a particular base set plant indeed has wild DNA for a particular
interval, and added the constraints that the probability that at least one of the
base set plants that are chosen for get a success for a particular interval is lower
bounded by some parameter.
As this entailed adding more binary decision variables, and quite a few at that
— namely the number of plants in the base set times the number of intervals —
this did not improve the running time of the algorithm. But what was worse, is
that the validation indicated that this model did not give better results: the cure
seemed actually worse than the disease.
4.7 Conclusion, extensions, future work
We have presented the ﬁrst optimization approach for one important problem in
biology. The results that we obtained seem to be very impressive to the biology
community. It must be noted however, that we had to make some simplifying
assumptions that need further scrutiny.
The obvious caveat of the results presented in this chapter, is the fact that we53
ignore dependence structure that is present in the probability distributions of the
successes. It would be great to get rid of one or more of these, but I do not see an
easy way around this.
Quantifying the eﬀect of the fact that we are using estimations of probabilities,
instead of the true probabilities, is another goal. As is doing some smart with
the βi’s instead of setting them all equal to (1 − α)1/n. (We did try the more or
less obvious trick of iterative improvement, pretendeding that the probabilities are
variables too. This did not work well, as the method did not converge for the cases
that we were interested in.)
An easier modiﬁcation (and improvement) would be the following. Note that in
the linear programs that we use, the plants that we grow for creating a success are
disjoint for each interval, whereas “intermediate” plants could (and maybe should)
be “shared”. It is not hard to see that one can introduce additional variables and
get around this problem. Also relaxing the fact that only k-ary trees are allowed
should prove helpful.
I also want to note the following about the fact that some intervals needed many
plants in comparision with other intervals. Some of these seem to be an artifact
of the way we chose to relax our notion of success to U-success: the most costly
intervals turned out to be the ones that were relatively large (slightly smaller than
U), with very short neighboring intervals on each side (so that the total length of
the interval plus one neighbor was slightly more than U). This is hardly surprising,
but it would be a good to address this when adopting our approach: The selection
of markers can have a great impact on the optimization results.
Finally, the big open question is whether it would be possible to come with an
adaptive strategy. The obvious approach is a Stochastic Dynamic Program, with54
a prohibitively large computing time (incidently, the topic of the next chapter is
shortcutting the running time of Dynamic Programs with a special structure —
a structure that the Stochastic Dynamic Program for this problem lacks). Also
tradeoﬀs between the cost of genotyping and the (expected) added beneﬁt of geno-
typing would then come into play.
This is most certainly not the last word on this topic, as there are many op-
portunities for further research.Chapter 5
Approximate Dynamic Programming
5.1 Introduction
Every day derivatives of assets are traded (for instance at stock markets), and
decisions have to be made regarding the fair price of those derivatives. We will
study this pricing problem, and develop a fully polynomial-time approximation
scheme to estimate the fair price arbitrarily closely (under certain assumptions).
Our approach is based on transforming a standard stochastic dynamic program-
ming method (which is not polynomial-time) by a new state-space sparsiﬁcation
technique to yield an eﬃcient algorithm. We believe this approach will have many
other applications.
More speciﬁcally, consider the following problem. Suppose we have a model for
the future price of an asset over a discrete ﬁnite time horizon: for each time t, we
have a probability distribution on the diﬀerence between the current price of the
asset and its price in the next time step, {p
(t)
∆ }∆. Furthermore, for each time t, we
have a function that gives the payoﬀ of the option if we exercise it at time t, given
the stock price st at time t, say Gt(st). We can exercise the option at most once.
Finally, we assume that the option has some expiration time T, that is, there
is some ﬁnite time T after which the option has no value: Gt( ) = 0 for all t > T.
So, at each time t, the decision has to be made whether or not to exercise the
option at that particular time. If it is exercised, then the payoﬀ is the payoﬀ that
the option generates now, given the stock price st, i.e., Gt(st). If one chooses not to
exercise the option at time t, the expected payoﬀ can be calculated as the expected
value of the option at time t + 1, where the expectation is taken over the stock
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price at time t+1. More precisely, let Vt(st) be the value (or price) of the option at
time t, given that the stock price is st at time t, and let St be (the random variable
representing) the stock price at t; we then get the following recursive deﬁnition for
the fair price of the option at time t:
Vt(st) = max{Gt(st),ESt+1[Vt+1(St+1)|St = st]}
for each t = 0,1,...,T and VT+1( ) = 0 (since Gt( ) = 0 for all t > T). (We
use the notation ES[X|Y ] to denote the expectation of the random variable X,
conditioned on Y , with respect to the probability distribution over the random
variable S.) Using the assumption on the development of the stock price, we can
rewrite this as
Vt(st) = max{Gt(st),
 
∆t+1
Vt+1(st + ∆t+1)p
(t)
∆t+1}
for each t = 0,1,...,T and VT+1( ) = 0.
We are interested in calculating V0(s0) for a given initial stock price s0. The
obvious way to try and ﬁnd this value, is to use stochastic dynamic programming
— ﬁrst one calculates and stores VT( ) for all possible values of sT, and next one
uses these to calculate and store VT−1( ) for all possible value of sT−1, and so forth.
The problem with this approach is that there might be an exponential number of
possible values for the stock price at time T, i.e., this approach rapidly becomes
computationally infeasible as the problem size increases.
This is not something that is particular for this problem, and is a major draw-
back of the solution of multistage stochastic optimization problems by dynamic
programming in general: these dynamic programs often do not run in time that
is bounded by a polynomial in the size of the input. One of the reasons behind
the explosion in the running time is the corresponding explosion in the size of the57
state space and/or action space. (In our case, we only had an explosion of the
state space.)
In this paper, we will study the stochastic dynamic program introduced above.
We will show that under some assumptions on the input, we can ﬁnd, for any
ε > 0, an approximation to the value of V0(s0), such that the approximate value
is at least V0(s0) and is at most (1+ε)V0(s0), and we can ﬁnd this approximation
in time that is bounded by a polynomial in the size of the input and 1/ε. In other
words, the method gives a fully polynomial-time approximation scheme (FPTAS)
for this particular stochastic dynamic program.
Recently, Halman, Klabjan, Mostagir, Orlin and Simchi-Levi [20] proposed a
method to address the explosion of the state and action space in a dynamic program
to solve a class of problems they dub “Single-Item Stochastic Lot-Sizing Problems
with Discrete Demand”. Our paper is a generalization of their method — we
will show how their methods can be adapted such that some of their assumptions
imposed on the dynamic program can be relaxed (and hence applied to our setting
for the American option pricing). More speciﬁcally, whereas Halman et al. [20]
require that all functions involved are integer-valued functions, we only assume a
bound on the reciprocal of the smallest nonzero function value (this will allow us
to get an FPTAS, if this bound is polynomial in the size of the input).
On the other hand, we will also show that an extension to dynamic programs
with even a 2-dimensional state space will not work in this framework.
There is a substantial literature on methods for the transformation of deter-
ministic dynamic programs to yield corresponding FPTASs for broad class of dis-
crete optimization problems. The unifying approach of Woeginger [28] provides a
clear-eyed view of the extent to which this problem is very well understood in the58
deterministic setting, and provides an extensive survey of references to applications
where such methods were applied on a more ad hoc basis. We believe that this
in an interesting step forward in the development of an analogous understanding
of techniques for the eﬃcient approximation of stochastic dynamic programming
computations.
Option pricing has been studied in the context of getting approximations for a
dynamic program. Chalasani, Jha and Saias [10] study a more restricted dynamic
program, based on the binomial pricing model introduced by Cox, Ross and Ru-
binstein [12]. They give approximations for certain options, and show that a more
general problem of pricing arbitrary path-dependent options (options, for which
the payoﬀ does not just depend on the value of the underlying asset, but also on
the value that the underlying asset had over time) is #P-hard. We show that even
in a rather special case of the option pricing problem that we consider (which only
allows non-path-dependent option), the option pricing problem is #P-hard.
5.2 Approximating sets
In this section, we give the main combinatorial construction that underlies our
approach, in which we compute a sparse representation of the domain of our func-
tion with suﬃciently strong properties. As in Halman et al.[20], we will work with
approximations of the value function at each step of the algorithm, instead of with
the real function. The main idea is to use approximations based on a small (poly-
nomial number) of points in the domain of the function. We will now make this
precise for functions in general and then give an example of how this can be used
to transform a dynamic program into a FPTAS in the next section.
Let f : D → R≥0 be a function that we want to approximate. We will assume59
a total order on D, which is assumed to be ﬁnite, and also need the minimal data
structures needed (or a compact representation) so that we can perform a bisection
search over value in D. Consider a function f : D → R≥0: then ˆ f : D → R≥0 is a
K-approximation of f if f(x) ≤ ˆ f(x) ≤ Kf(x) for each x ∈ D. (We have followed
the notation of [20] in calling this parameter K, but it might be more intuitive to
this of K as being 1 + ǫ, for some ﬁxed ǫ > 0.)
The central deﬁnition of our approximation approach is the following deﬁnition,
which is a somewhat more general structure than a similar one proposed by Halman
et al.[20].
Deﬁnition 18. Suppose f : D → R≥0 is nondecreasing. Then S ⊆ D is a K-
approximating set for f, if
(P1) min{x ∈ D} ∈ S and max{x ∈ D} ∈ S
(P2) for x,y ∈ S such that y = min{z ∈ S,z > x}, we have that f(y) ≤ Kf(x)
or y = min{z ∈ D,z > x} (or both).
Note how this deﬁnition diﬀers from the notion of K-approximating sets in [20]:
1. We do not require that the “gaps” in S have a special size (half of property
4 in [20]);
2. By requiring that max{x ∈ D} ∈ S, we get the third property in [20] for
free.
Claim 19. Let f : D → R≥0 be nondecreasing. Let S ⊆ D be a K-approximating
set for f. Then for each z ∈ D, there exists x ∈ S such that z ≤ x and f(x) ≤
Kf(z).60
Proof. If z ∈ S then the claim obviously holds. Suppose z  ∈ S. By property (P2)
of K-approximating sets, we have that if there are x,y ∈ S such that x < z < y
then f(y) ≤ Kf(x). This would imply the claim: f(x) ≤ f(y) ≤ Kf(x) ≤ Kf(z)
by monotonicity of f. By property (P1) of K-approximating sets, such x and y
exist.
Lemma 20. Let f : D → R≥0 be nondecreasing, and let   = min{f(x) : f(x) > 0}.
We can ﬁnd a K-approximating set by evaluating f at O(log|D| log(maxx f(x)/ )/
(K −1)) points, and additional running time of the same order. Moreover, as this
immediately implies, the same bound holds for the size of the approximating set.
Proof. The main idea of the algorithm is as follows: if for any given point x we
ﬁnd the largest point y in D (possibly x itself) that evaluates to within a factor
of K of the value of x, then the next point larger than y certainly evaluates to a
value greater than that factor; this allows us to simultaneously ﬁnd points that are
(from their function value) suﬃciently close together, without having to generate
too many of them.
1. x0 ← min{y ∈ D}
S ← {x0}
i ← 0
2. while xi < max{y ∈ D} do
(a) using bisection search, ﬁnd the largest y ∈ D, such that f(y) ≤ Kf(xi)
(b) S ← S ∪ {y}
(c) i ← i + 1
(d) if y < max{z ∈ D} then61
i. xi ← min{z : z ∈ D,z > y}
ii. S ← S ∪ {xi}
else xi ← y.
Correctness: S is obviously a subset of D. The minimum of D is included
in S at the start. Observe that for each iteration of the while loop, the value xi
computed in that iteration is in S by the end of that iteration. Hence, provided
the algorithm terminates (which we will conclude below as part of the running
time analysis), then the maximum element in D has been included S as well.
Furthermore, note that since the point y found in Step 2(a) is at least xi (since xi
satisﬁes the condition trivially), the points that the algorithm (potentially) adds to
S are nondecreasing in D (that is, the points z for which we “update” S ← S ∪ z
in Steps 2(b) and 2(d)). To prove property (P2), we therefore show that each
new element added to S satisﬁes this property with respect to the previous new
element added to S. Consider Step 2(b): this changes S only if y  = xi (since as we
remarked above, xi is already in S), and in that case we know that f(y) ≤ Kf(xi),
and hence property (P2) is satisﬁed. Consider Step 2(d): in this case, we have that
xi is the next largest point than y, and Step 2(b) of that iteration of the while
loop ensures that y is in S, and so again, property (P2) is satisﬁed.
Running time analysis: The bisection search takes at most log|D| steps.
Note that with the possible exception of the last iteration, f(xi+1) > Kf(xi) for
each i. So the algorithm terminates, and the number of iterations is bounded by
1+logK(maxx f(x)/ ). Noting that logK x = O(logx/(K−1)) gives the claim.
Lemma 21 (basically Deﬁnition 5.4 and Proposition 5.5 in [20]). Let f : D → R≥062
be nondecreasing, and let S be a K-approximating set of f. Let
˜ f(x) = f(min{y ∈ S : y ≥ x}).
Then ˜ f is a K-approximation of f and ˜ f is nondecreasing.
Proof. ˜ f(x) ≥ f(x) by the monotonicity of f. If x ∈ S, then ˜ f(x) = f(x), and the
claim is obvious. If not, then ˜ f(x) = f(min{y ∈ S : y ≥ x}) ≤ Kf(max{y ∈ S :
y ≤ x}) ≤ Kf(x).
Lemma 22 (basically Deﬁnition 3.6 and Proposition 3.7 in [20]). Let D ⊆ R. Let
f : D → R≥0 be nondecreasing and convex, and let S be a K-approximating set of
f. Let ℓ(x) = max{y ∈ S : y ≤ x} and r(x) = min{y ∈ S : y ≥ x}. Let
ˆ f(x) =
x − ℓ(x)
r(x) − ℓ(x)
f(ℓ(x)) +
r(x) − x
r(x) − ℓ(x)
f(r(x))
when ℓ(x)  = r(x), and ˆ f(x) = f(x) otherwise. Then ˆ f is a K-approximation of f.
(Furthermore, ˆ f is nondecreasing and convex.)
Proof. If x ∈ S, then ˆ f(x) = f(x). Otherwise, convexity implies that ˆ f(x) ≥ f(x).
Finally, noting that f(r(x)) ≤ Kf(ℓ(x)), we see that ˆ f(x) ≤ Kf(x).
5.3 An application to pricing American options
We will show how the approximations developed in the previous section can yield a
FPTAS for a stochastic dynamic program by giving an example of such a program
and showing how to apply these ideas. The dynamic program ﬁnds the fair price
of an American option with ﬁnite time horizon, where the option price depends on
a Markov process.
Let Gt(s) denote the payoﬀ for the option, if it is exercised at time t, and the
state of the system at time t is s. For ease of exposition we will assume that the63
state is the price of the underlying asset (perhaps after a suitable transformation).
The fact that we assume a ﬁnite time horizon means that there is some T such
that Gt( ) = 0 for t > T.
Writing St for (the stochastic variable representing) the stock price at t, we
then get the following recursive deﬁnition for the fair price of the option at time t:
Vt(st) = max{Gt(st),ESt+1[Vt+1(St+1)|St = st]},
and, obviously, VT+1( ) = 0.
We make the assumption that the state space (for every t) is ﬁnite, and that
the transition probabilities depend only on the diﬀerence between the stock price
at subsequent times (if one assumes arbitrary transition probabilities, then the
sheer size of the input is such that the dynamic program is already solvable in
polynomial-time). We thus write
Vt(st) = max{Gt(st),
 
st+1
Vt+1(st+1)p
(t)
st+1−st}
for some given functions Gt( ) and {p
(t)
∆ }∆. We are interested in computing V0(s0)
for some s0.
Under certain assumptions on Gt we can now approximate V0(s0) eﬃciently
within (1 + ε) of the true value.
Proposition 23. If Gt is monotone (nonincreasing or nondecreasing for all t)
and nonnegative, and min{Gt(x) : x such that Gt(x) > 0} > πt, where πt =
 (T)
t′=t min∆{p
(t′)
∆ : p
(t′)
∆ > 0}, then there exists a FPTAS for calculating V0(s0).
Proof. We deﬁne ¯ Vt and ˜ Vt recursively as follows:
¯ Vt(st) = max{Gt(st),
 
st+1
˜ Vt+1(st+1)p
(t)
st+1−st}
= max{Gt(st),
 
∆t+1
˜ Vt+1(st + ∆t+1)p
(t)
∆t+1},64
and ˜ Vt is the ( ˜ f) approximation (as deﬁned in Lemma 21) of ¯ Vt using a K-
approximating set, and ˜ VT+1 = VT+1 = 0.
Claim 24. ¯ Vt is nondecreasing (nonincreasing) and nonnegative if all Gt are non-
decreasing (nonincreasing).
Proof. By induction on t. ¯ VT = GT, which is nondecreasing (nonincreasing) and
nonnegative by assumption.
Assume the claim holds for t + 1. Now ˜ Vt+1 is the ( ˜ f) approximation of ¯ Vt+1
using a K-approximating set, which is well-deﬁned since ¯ Vt+1 is monotone and
nonnegative (where it is easy to see that the deﬁnitions in the previous section
also extend to nonincreasing functions). Note that approximations inherit the
monotonicity.
¯ Vt is the maximum of two nondecreasing (nonincreasing) nonnegative functions,
since the last part of its deﬁnition is a nonnegative combination of nondecreasing
(nonincreasing) functions.
Therefore ˜ Vt and ¯ Vt are well deﬁned.
Claim 25. ˜ Vt is a K(T−t+1)-approximation of Vt.
Proof. By induction on t. Note that ¯ VT = VT, and so ˜ VT is a K-approximation of
VT.
Now suppose the claim for t + 1. For any s we have
¯ Vt(s) = max{Gt(s),
 
∆t+1
˜ Vt+1(s + ∆t+1)p
(t)
∆t+1}
≥ max{Gt(s),
 
∆t+1
Vt+1(s + ∆t+1)p
(t)
∆t+1}
= Vt(s)65
and
¯ Vt(s) = max{Gt(s),
 
∆t+1
˜ Vt+1(s + ∆t+1)p
(t)
∆t+1}
≤ max{Gt(s),K
(T−t)  
∆t+1
Vt+1(s + ∆t+1)p
(t)
∆t+1}
≤ max{K
(T−t)Gt(s),K
(T−t)  
∆t+1
Vt+1(s + ∆t+1)p
(t)
∆t+1}
≤ K
(T−t)Vt(s).
So ¯ Vt is a K(T−t)-approximation to Vt, and since ˜ Vt is a K-approximation to ¯ Vt, we
get that ˜ Vt is a K(T−t+1)-approximation of Vt.
We can view the recursive deﬁnition above as an algorithm. If we choose
K = 1 + ε/(2(T + 1)) then ˜ V0(s0) is a (1 + ε) approximation of V0(s0) since
K(T+1) = (1 + ε/(2(T + 1)))(T+1) ≤ 1 + ε for ε small.
The only thing left to show is that the running time is polynomial in the size
of the input and 1/ε.
Claim 26. min{¯ Vt(x) : ¯ Vt(x) > 0} > πt. (Recall πt =
 T
t′=t min∆{p
(t′)
∆ : p
(t′)
∆ >
0}.)
Proof. By (backwards) induction on t. ¯ VT( ) = GT( ), so the claim holds by the
assumption that min{Gt(x) : x such that Gt(x) > 0} > πt.
Suppose now the claim is true for t + 1. Since ˜ Vt+1( ) is a K-approximation
of ¯ Vt+1( ), ˜ Vt+1(x) = 0 iﬀ ¯ Vt+1(x) = 0. Also, ˜ Vt+1( ) ≥ ¯ Vt+1( ). Therefore
min{˜ Vt+1(x) : ˜ Vt+1(x) > 0} = min{˜ Vt+1(x) : ¯ Vt+1(x) > 0} ≥ min{¯ Vt+1(x) :
¯ Vt+1(x) > 0} > πt+1, where the last inequality follows from the inductive hypoth-
esis.
Now ¯ Vt(x) = max{Gt(x),
 
∆t+1
˜ Vt+1(x + ∆t+1)p
(t)
∆t+1}, and so if ¯ Vt(x) > 0,
then either ¯ Vt(x) = Gt(x) such that Gt(x) > 0, which by the assumption on Gt( )66
implies ¯ Vt(x) > πt, or ¯ Vt(x) =
 
∆t+1
˜ Vt+1(x + ∆t+1)p
(t)
∆t+1 > 0, which implies
¯ Vt(x) ≥ min∆{p
(t)
∆ : p
(t)
∆ > 0}˜ Vt+1(y) for some y such that ˜ Vt+1(y) > 0. By our
previous argument we know that for such y we have ˜ Vt+1(y) > πt+1. Combining the
inequalities, we see that ¯ Vt(x) > min∆{p
(t)
∆ : p
(t)
∆ > 0}πt+1 = πt if ¯ Vt(x) > 0.
Also note that ¯ Vt is bounded from above by maxt,x Gt(x). We shall call this quantity
U.
By Lemma 20, we can conclude that the K-approximating set for ¯ Vt has size
O(log|D|log(U/πt)/ (K − 1)).
For each of the points that are queried when creating the K-approximating
set of ¯ Vt (of which there are O(log|D|log(U/πt)/(K − 1)) by Lemma 20), one
evaluation of Gt was needed, and Nt evaluations of ˜ Vt+1, where Nt is the number
of positive transition probabilities for time t + 1 (i.e., Nt = #{p
(t)
∆ > 0}). An
evaluation of ˜ Vt+1 can be done in O(log(log|D|log(U/πt+1)/(K − 1))) time, since
it takes logm steps to ﬁnd the closest of m points, using bisection search.
We therefore conclude that for each t we need O(log|D|log(U/πt)/(K − 1)Nt
log(log|D|log(U/ πt+1)/(K − 1))) time. Being generous, we get that the to-
tal running time is bounded by O(TNmax log|D|log(U/π1)/(K − 1)(loglog|D|
+loglog(U/π1) + log(1/(K − 1)))) = O(2(1/ε)T(T + 1)Nmax log|D| log(U/π1)
(loglog|D| +loglog(U/π1) + log(2(T + 1)/ε))), where Nmax = maxt Nt. We con-
clude that the running time is bounded by a polynomial in the size of the input
and 1/ε.
This concludes the proof of the proposition.
By a similar argument, we get the following result:
Proposition 27. Let Gt be convex and nonnegative for all t, and let min{Gt(x) :67
x such that Gt(x) > 0} > πt, where πt =
 T
t′=t min∆{p
(t′)
∆ : p
(t′)
∆ > 0}, then there
exists a FPTAS for calculating V0(s0).
Now we need the other approximation ( ˆ f as deﬁned in Lemma 22) (where the
fact that we can ﬁnd K-approximating sets for these functions is not hard to see
— we can ﬁnd the maximum of a convex function in polynomial-time and can then
split the function up into two parts which are convex monotone functions, as was
analogously done in [20]). The proof follows the previous one in a straightforward
manner, and is therefore omitted (the proof that Vt( ) is convex for all t is easy:
it is the maximum of a convex function and the sum of convex functions. Note
that for this to work, it is essential to work with the ˆ f approximation as deﬁned
in Lemma 22, as this approximation preserves convexity).
5.4 The #P-hardness of the American option pricing prob-
lem
Lemma 28. Finding V0(s0) as deﬁned above and under the assumptions stated, is
#P-hard.
Proof. Our proof is analogous to the #P-hardness proof of the single-item stochas-
tic lot sizing problem of Halman et al. [20].
We will use the K-th largest subset problem as the basis for our proof. It is
well known (but apparently only a folklore result) that this problem is #P-hard.It
thus suﬃces to reduce the decision problem of the K-th largest subset problem to
the option pricing problem, with the decision “is the option worth more than x?”.
In Garey & Johnson [16], the following deﬁnition of K-th largest subset is given:68
instance: Finite set A, size s(a) ∈ Z≥0 for each a ∈ A, positive integers K and
B
question: Are there K or more distinct subsets A′ ⊆ A for which the sum of
the sizes of the elements in A′ does not exceed B?
Given an instance of the K-th largest subset problem, where without loss of
generality we assume A = {1,2,...,T}, create the following instance to the option
pricing problem:
S0 = 0
St =

 
 
St−1 + s(t) with probability 1/2
St−1 with probability 1/2
GT(s) =

 
 
1 if s ≤ B
0 if s > B
Gt(s) = 0 for all t < T and for all s.
Note that Gt( ) obviously satisﬁes the assumptions of both Proposition 23 and
Proposition 27.
Obviously it is never proﬁtable to exercise the option, except at time T. The
price of the option at time 0 is just the expected payoﬀ, which is exactly equal
to the probability that the stock price at time T is at most B. Noting that
P(ST ≤ B) = (# of distinct subsets of A for which the sum of the sizes of the
elements does not exceed B )/2T concludes the reduction.
5.5 Further extensions
It is not hard to extend the notions of approximating sets in various ways. They
can be extended to general unimodal functions (see Halman et al. [20]). To be69
able to ﬁnd a K-approximating set eﬃciently in this case, one needs to be able
to ﬁnd the optimum of the function eﬃciently. Assuming convexity (or concavity,
with slight modiﬁcations to the deﬁnitions above) suﬃces. However, for general
unimodal functions it is not possible to ﬁnd the optimum eﬃciently (take the
function f(x) = c1 for all x  = x0, and f(x0) = c0).
A natural generalization in the case of option pricing would be to consider
options on a basket of assets. However, a generalization of this approach to mul-
tivariate functions does not seem to work, even when assuming convexity.
The idea of an approximating set is that we can estimate the function value of
any point not in the approximating set, within K times its real value, and never
underestimate the value (conforming the deﬁnition of K-approximation above),
using only the function value of the points in the approximating set.
We will now show that there exist (convex, monotone in both coordinates)
functions for which such sets need Ω(n) points, where the domain is of the function
is {0,1,...,n}2. We will actually show a slightly stronger statement: we drop
the restriction that we may not underestimate the function, and let “relaxed K-
approximating set” be any set such that the function value at any point can be
estimated within a factor K, using only the function values at the points in the
approximating set.
Claim 29. For the following function deﬁned on {0,1,...,n}2:
f(x1,x2) =

    
    
1 for x1 + x2 ≤ n
K3 for x1 + x2 = n + 1
2(x1 + x2 − n − 1)K3 otherwise
any “relaxed K-approximating set”, such that the function value of any point not
in the set can be estimated within a factor of K, needs Ω(n) points.70
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Figure 5.1: Function of Claim 29 for n = 20 and K = 10
Proof. Note that f is indeed increasing in both coordinates and convex.
Suppose now, by contradiction, that there does exist a relaxed K-approximating
set of size o(n). That means that there exists a relaxed K-approximating set that
does not contain all the points such that x1 + x2 = n + 1. Let (¯ x1, ¯ x2) be such a
point that is not included in the K-approximating set.
We will now show that even with the knowledge of the function values of all
points except (¯ x1, ¯ x2), we still cannot estimate f(¯ x1, ¯ x2) within a factor K.
First of all, monotonicity just gives 1 ≤ f(¯ x1, ¯ x2) ≤ 2K3.
For the best upper bound that can be found using convexity we look at the71
following LP:
minimize
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i
λix
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where the x(i)s are an enumeration of {0,1,...,n}2, and its dual
maximize α + ¯ x1β1 + ¯ x2β2
s.t. α + x
(i)
1 β1 + x
(i)
2 β2 ≤ f(x
(i)
1 ,x
(i)
2 ) all i
α,β1,β2 ∈ R.
It is easily veriﬁed that λ1 = λ2 = 1
2, with (x
(1)
1 ,x
(1)
2 ) = (¯ x1 − 1, ¯ x2 + 1) and
(x
(2)
1 ,x
(2)
2 ) = (¯ x1 − 1, ¯ x2 + 1), is a feasible primal solution with objective K3. It is
not much harder to verify that α = 1 − n(K3 − 1), β1 = β2 = K3 − 1 is a feasible
dual solution with the same objective value. By weak duality we conclude that
these must be optimal solutions.
So, we conclude that monotonicity and convexity gives only enough informa-
tion to conclude that f(¯ x) ∈ [1,K3], contradicting the fact that we have a K-
approximating set.
Corollary 30. The number of points in any “(relaxed) K-approximating set”
for f deﬁned above cannot be polynomially bounded in terms of O(log|D|) and
O(log(maxx f(x)/(min{f(x) : f(x) > 0}))).Appendix A
Tomato Data Set
A.1 Markers
The table on the next page shows which markers were used for each chromosome,
and the (probabilistic) position of the marker (in cM).
7273
marker position
1 TG58 14
SSR51 40
SSR134 47
T1409 77
SSR222 98
CT267 114
SSR308 121
SSR117 138
SSR65 158
marker position
2 LEC7P21 0
SSR40 22
SSR356 44
SSR349 48
SSR605 49
T0562 71
SSR26 77
FW2.2 90
T1480 106
T0634 130
marker position
3 Py1 5
TG585 40
LPT2E21 61
SSR111 76
SSR22 109
T0794 120
SSR320 158
SSR11 164
SSR27 169
marker position
4 T707 0
SSR310 15
T1405 77
SSR146 102
SSR188 136
marker position
5 LEX13I3 13
SSR115 35
LEX13G5 79
TG23 99
T633 119
marker position
6 T892 14
T507 25
SSR128 35
SSR578 44
FTG275 70
TG279 80
SSR350 100
marker position
7 SSR241 0
SSR52 4
I3 43
SSR45 58
T1738 73
CT114 96
marker position
8 SSR344 1
SSR244 7
SSR327 23
TG302 37
SR38 55
SSR594 55
T1359 73
CT68 87
marker position
9 TG18 14
T1617 32
SSR70 42
SSR383 58
T1190 77
T1519 90
T1065 116
marker position
10 TG230 0
TG303 11
SSR34 28
SSR218 34
SSR318 35
SSR248 36
SSR85 55
T1682 66
SSR223 87
marker position
11 TG497 1
SSR80 20
SSR67 24
SSR46 40
TG400 57
LEC24C3 76
T302 90
TG393 103
marker position
12 TG180 9
TG68 20
LET8K4 41
SSR44 60
T801 70
T1305 90
T800 11374
A.2 Base Set Plants
Here is a summary of the marker of the plants in the base set. Each row represents
a plant, the plant number is given in the ﬁrst column. The markers are listed in
order of the chromosome they are on, and within the same chromosome in order
of their position. 0 indicates inconclusive data from the marker lab, 1 means
homozygous domesticated, 2 heterozygous, 3 homozygous wild, and ﬁnally “-”
indicates missing data.
2 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1
5 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1
6 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
7 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
8 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
9 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2
11 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
12 1 1 1 1 1 3 2 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 0
13 1 1 1 2 3 2 2 0 3 2 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 2 2 2 1 3 3 1 1 1 1 2 2 1 1 1
14 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 2 1 1 1 1 1 1 1 0 1 1 2 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 0
15 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 2 2 2 0 1 0 1 1 0
16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
17 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 2 1 1 1 1 1 1 1 1 1 1 1
18 1 1 1 1 1 1 1 1 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
19 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 3 1 1 1 1 1 2 1 1
20 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 0 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1
21 1 1 1 2 3 2 2 0 2 3 1 0 1 1 1 1 1 0 1 1 1 1 0 3 2 0 1 0 2 1 1 1 1 3 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 0 3 1 0
22 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 0 1 1 2 2 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
23 1 1 1 1 1 0 2 3 3 2 2 1 1 3 2 2 2 2 1 1 0 1 0 1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 1 1 0 0 1 1 1 1 0 1 1 0 0 1 1 0 0 0 1 1 0 1 1 1 1 1 1 1 1 2 3 1 2 0 3
24 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 2
25 1 1 1 1 1 1 1 0 3 0 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 0 1 1 1 2 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 2 1 1 1 1 0 1 2 0 3 3 3
26 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1
27 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 2 2 2
28 1 1 1 1 1 1 1 0 3 3 1 1 1 1 1 1 1 0 1 1 2 2 1 1 0 1 1 1 1 1 1 1 1 3 1 0 2 2 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 3 3 3
29 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 2 1 1 1 1 1 1 1 1 1
30 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2
31 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
32 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 3 1 0 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 0 1 1 2 1 1 1 1 3 1 1 2 3 2 2 2 2 2
33 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 3 3 3 1 1 1 1 1 1 1 2 1 1 1
34 1 1 1 1 3 2 2 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 3 3 3 3 1 1 1 1 1 1 1 3 1 1 1
35 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 0 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 0 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 2 3 3 3 1 1 1 1 1 1 1 1 1 1 1
36 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 2 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
37 1 1 1 1 2 1 2 3 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1
38 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1
39 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 3 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
40 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1
41 1 1 1 1 2 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 1 1 1 1 1 1 1 1 1 1 1
42 1 2 1 1 1 1 2 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1
43 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 3 0 0 3 3 3 1 1 1 1 2 2 2 1 1 1
44 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 1 1 2 1 1 1 1 1 1 1 1 1
45 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 3 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
46 3 1 1 1 1 1 1 0 1 1 1 1 1 1 1 2 2 2 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 0 1 1 1 1 1 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
47 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1
48 2 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
49 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 2 1 1 3 2 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 2 1 2 2 1 1 1 1 1 0 1 1 1 1 1 3 1 1 1 1 0 1 1 1 1 1 1
50 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 2 3 2 1 1 2 2 2 1 1 1 2 1 1 1 1 1 1 0 1 1 1 1 0 1 0 1 1 2 1 1 1 1 2 2 2 2 0 3 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1
51 1 1 1 1 1 1 1 0 1 1 1 1 2 1 1 1 1 1 1 1 0 1 0 1 0 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 2 1 1 1 1 0 1 1 1 0 0 3 3 3 1 1 2 1 0 1 1 1 1
52 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 2 2 1 0 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1
53 2 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 0 1 1 1 1 1 1 1 1 2 1 2 2 1 1 1 3 3 3 1 1 1
54 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 2 2 1 2 2 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
55 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 3 2 0 1 1 1 0 1 1 0 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1
56 1 1 1 1 1 1 1 0 0 1 2 1 3 1 1 1 1 1 3 2 2 1 1 1 0 1 2 3 2 1 1 1 1 1 1 3 2 1 0 1 0 1 1 1 1 1 1 0 1 1 0 1 1 1 1 0 1 0 0 0 3 1 3 3 1 1 1 1 1 1 1 1 1
57 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 3 2 0 1 0 1 2 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1
58 0 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 0 1 0 1 0 2 2 2 1 1 1 1 1 1 1 1 1 0 3 3 0 3 3 3 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
59 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 0 2 1 2 2 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
60 1 1 1 1 1 1 1 0 1 1 2 2 3 1 1 1 1 1 1 1 1 1 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 3 3 1 1 0 1 1 1 1
61 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
62 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 3 3 3 3 3 1 1 1 1 1 1 1 1 1
63 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 1 1 3 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 3 3 3
64 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 0 1 1 1 1 1 1 1 3 2 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 175
65 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 1 2 3 1 1 3 1 1 3 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 2 2 2 1 1 1 1 1 1
66 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
67 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 2 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1
68 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 1
69 0 2 2 2 1 1 2 0 3 3 1 0 1 1 1 1 1 0 1 1 0 1 0 1 2 1 1 0 1 1 3 1 1 3 1 0 1 1 1 2 0 2 1 1 1 0 3 3 3 3 1 1 1 0 0 0 3 0 2 0 2 1 2 2 1 1 1 1 1 0 1 1 0
70 1 1 1 1 1 1 1 0 2 1 1 1 2 2 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 2 2 2 1
71 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 2 1 2 2 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 2 2 2 0
72 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 2 2 1 1 1 1 1 1 1 1 2 1 2 2 2 2 1 1 1 1 2 2 2 1 1 0 1 1 1 1 1 1 1 1 1 1 1
73 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1
74 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 3 1 1 3 1 0 1 1 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
75 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
76 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 3 2 2 2 1 2 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
77 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 3 1 1 1 2 2 1 1 1 1 1 1 1 0 1 1 1 1
78 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 2 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
79 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
80 1 2 1 1 1 1 1 0 1 2 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 2 1 1 1 1 1 1 2 2 2
81 0 2 1 1 1 1 1 0 2 1 1 1 1 2 2 3 3 3 3 2 0 1 0 1 2 1 1 0 0 1 1 1 1 1 1 0 1 1 1 2 3 2 2 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1
82 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 2 2 1
83 1 1 1 1 1 1 1 0 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1
84 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1
85 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 3 2 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
86 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 2 2 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
87 0 1 1 1 1 1 1 0 1 1 1 1 1 1 3 3 3 0 3 1 0 1 0 1 3 0 2 3 2 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 2 1 1 1 1 1 0 1 0 1 1 0
88 2 1 0 1 1 1 1 1 1 1 2 2 2 1 1 1 1 0 1 1 1 1 1 1 1 0 3 3 3 1 1 1 1 1 1 0 1 1 2 2 3 1 1 1 2 1 2 1 2 2 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
89 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 0 3 1 1 2 2 2 2 2 2 1 1 1 1 3 3 1 1 1
90 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 3 1 1 1 1 1 1 1 1 2 3 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 3 3 1 1 1 1 1 1 1
91 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 2 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1
92 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 0 2 3 2 1 1 1 1 1 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0
93 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 3 3 1
94 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1
95 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 3 3 3 3 1 1 1 1 1 1 1 1 0
96 1 1 1 1 1 2 2 3 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
97 0 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 0 1 0 2 1 1 0 1 0 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 - 0 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0
98 0 1 1 0 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 1 0 0 2 0 0 0 1 1 0 1 0 1 1 0 0 1 0 - 1 0 1 0 0 0 0 0 1 0 1 0 1 0 1 1 1 1
99 0 1 1 1 1 1 1 0 0 0 1 1 0 3 2 2 2 2 2 1 0 1 0 1 1 1 0 1 0 1 1 1 1 1 1 0 1 0 1 2 0 0 1 1 1 1 1 0 1 2 0 0 1 1 - 1 3 0 1 1 1 1 0 1 1 1 0 1 0 1 1 0 1
100 0 1 1 1 0 0 1 0 0 0 0 0 0 3 0 0 0 1 0 1 0 1 0 0 0 0 1 0 0 1 0 1 1 0 1 0 0 0 0 1 0 0 0 1 1 0 0 0 0 2 0 0 1 0 - 1 2 0 1 0 1 0 0 1 0 0 0 1 0 1 1 0 1
101 0 1 1 1 1 1 1 0 0 0 1 1 0 0 1 0 0 0 0 1 1 1 0 1 0 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 0 - 0 0 0 1 1 1 0 1 0 0 0 0 1 0 1 1 0 0
102 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 2 1 1 2 1 1 1 1 - 0 1 1 1 0 1 1 1 2 1 1 1 1 1 1 1 1 0
103 2 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 3 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 2 1 2 2 - 1 1 2 2 0 2 3 2 3 1 1 1 1 1 1 1 1 0
104 0 1 1 1 1 0 1 0 0 0 1 1 0 0 0 1 0 0 1 1 2 0 1 0 0 1 1 0 0 1 1 0 1 2 1 0 1 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 1 1 - 0 0 0 0 1 0 1 0 1 1 0 0 0 3 3 1 0 1
105 0 1 1 1 1 1 1 0 0 0 1 1 1 0 1 1 0 0 1 1 0 1 1 1 0 1 0 0 0 1 1 0 1 1 1 0 1 0 3 0 1 0 0 1 1 1 0 0 0 1 0 0 1 1 - 1 0 0 0 0 0 1 2 1 1 1 0 1 3 3 1 1 1
106 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 - 0 1 0 0 0 3 1 2 3 1 1 1 1 1 1 1 1 1
107 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 0 0 1 1 1 1 0 2 2 2 1 1 1 1 1
108 2 1 1 1 2 2 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 3 2 2 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 2 2 2 1 1 1 - 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
109 0 1 1 1 0 1 1 0 0 0 1 1 1 1 1 1 0 0 2 1 1 0 1 1 0 1 0 0 0 1 0 1 1 0 1 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 0 1 1 - 0 0 1 1 0 0 2 0 1 1 1 0 0 3 0 1 1 0
110 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 - 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
111 2 1 1 1 1 1 2 3 2 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 3 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 0 1 2 1 1 1 1 2 2 2 2 1 1 1
112 2 3 2 2 2 2 2 3 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 2 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 2 2 2 2 1 1 - 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
113 1 1 1 1 2 2 2 0 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 2 1 1 1 1 1 1 1 1 2 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
114 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 0 1 1 1 1 1 2 1 3 0 1 1 0 1 1 1 1 1 1 1 1 1 2 1 2 2 - 2 1 1 0 0 1 1 1 2 1 1 1 1 1 1 1 1 1
115 3 1 1 1 1 1 1 0 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 1 1 1 3 3 3 0 1 1 1 1 - 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1
116 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 2 2 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1
117 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 2 3 2 2 1 3 0 1 3 1 0 3 0 1 1 1 1 1 1 1 1 1 1 1 1 3 1 3 3 - 3 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
118 1 1 1 1 2 2 2 2 3 2 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 2 0 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
119 1 2 1 1 1 1 2 3 3 2 1 1 1 1 1 1 1 0 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 - 3 3 0 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1
120 0 1 1 1 1 1 1 0 1 1 2 1 2 3 2 2 3 0 3 1 1 2 0 2 3 0 1 0 2 1 1 1 1 1 1 0 1 1 1 1 2 2 2 0 1 0 1 1 0 1 1 1 1 0 - 2 0 0 2 1 1 1 0 1 3 3 1 0 2 0 1 1 1
121 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1
122 1 2 2 2 2 3 3 3 3 2 1 1 1 1 1 1 1 1 1 1 3 3 2 0 1 1 1 1 1 1 1 1 0 1 1 1 1 2 1 1 1 2 1 1 2 1 1 1 2 2 2 1 1 1 - 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1
123 0 1 1 1 1 0 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 3 0 0 0 0 0 0 - 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0
124 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 2 1 1 1 1 2 1 1 1 1 1 1
125 0 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1 1 0 1 1 1 1 0 1 0 0 3 0 0 1 1 0 1 1 1 0 1 0 1 1 0 0 1 1 1 1 1 0 1 0 0 1 1 1 - 1 1 0 0 1 0 1 0 1 1 1 0 0 3 0 1 1 0
126 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 3 0 3 0 3 3 1 1 3 2 2 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 - 0 1 0 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1
127 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 2 2 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 - 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
128 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 1 0 3 1 1 1 1 1 1 1 3 2 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 - 0 1 1 1 1 2 1 2 2 1 1 1 1 1 1 1 1 1
129 1 2 1 1 1 1 1 1 1 1 1 1 0 1 1 2 3 2 3 3 2 2 1 1 1 1 0 1 1 1 1 1 1 1 1 0 2 0 2 2 3 1 1 0 1 1 1 1 1 1 1 1 1 1 - 0 1 1 1 1 1 1 1 1 2 2 1 1 1 1 2 2 3
130 1 2 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 2 1 1 3 3 2 2 2 1 1 1 1
131 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 2 1 1 1 1 2 1 1 1 - 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1
132 0 1 1 1 1 1 1 1 1 1 3 0 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 3 1 2 1 1 1 1 1 1 1 1 1
133 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 2 2 1 1 1 1 2 2 2 1 1 1 1 1 2 2 1 1 1 1 1 1 2 2 1 2 1 1 1 2 2 1 1 1 1 1 1 1 1 - 1 1 1 1 0 1 2 1 2 1 1 1 1 0 1 1 1 1
134 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 1 1 0 2 2 2 1 1 1 1 1 1
135 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 2 2 3
136 1 1 1 1 2 2 2 3 3 2 1 1 3 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 2 2 1 2 2 1 1 1 2 1 1 1 1 1
137 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1
138 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 2 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 2 2 2 1 2 0 1 1 1 1 1 1 1 1 1
139 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 1 1
140 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
141 1 1 1 1 2 2 2 3 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 2 2 2 2 1 2 3 1 1 1 1 1 1 1 1 1
142 1 1 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 1 1 1 1 1 1 1 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 2 1 1 2 2 2 1 2 3 1 1 1 2 2 2 1 1 1BIBLIOGRAPHY
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