ABSTRACT In this paper, we investigate the superimposed training matrix designs for the channel estimation of amplify-and-forward (AF) multiple-input multiple-output (MIMO) relaying systems under general power constraints. Furthermore, the imperfect channel and colored noise statistical information models with the corresponding nominal terms being Kronecker structure and the corresponding statistical errors belonging to the unitarily-invariant uncertainty sets are adopted. Based on the above analysis, the linear minimum mean-squared-error (LMMSE)-based robust training optimization problem is formulated, which is generally nonconvex and intractable. In order to effectively address this problem, we propose an iterative semidefinite programming (SDP) algorithm and two low-complexity upper bound optimization schemes. Particularly, for the proposed two upper bound optimization schemes, the diagonal structured optimal solutions of the relaxed robust training problems can be verified. Besides, the low-complexity iterative bisection search (IBS) can also be applied to derive the diagonal training matrix. Furthermore, we extend our work into the robust mutual information maximization of the AF MIMO relaying channel and demonstrate that all proposed robust training designs are still applicable. Finally, the numerical simulations illustrate the excellent performance of the proposed robust training designs in terms of the channel estimation MSE minimization and mutual information maximization.
I. INTRODUCTION
Shortening the distances between source and destination is one of the most effective way to increase network capacities. Deploying relay node between source and destination can greatly reduce the communication distances to improve the communication quality between source and destination [1] - [10] . In addition, the deployment of multi-antenna arrays at communication terminals is a widely accepted and also a promising way to improve communication quality of cooperative networks [11] - [18] . As a result, multiple-input multiple-output (MIMO) cooperative communications receive lots of attention from academic society [12] . The three most widely used relaying strategies are amplify-and-forward (AF), decode-and-forward (DF)
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and compress-and-forward (CF) [6] , [19] - [22] . Among these protocols, AF MIMO relaying is the most promising technique due to its simplicity, which means that only linear transformation is required at relay to forward the received signals. Therefore, the AF MIMO relaying strategy is widely adopted and has been investigated in depth among a series of existing works e.g., [6] , [22] - [28] .
Based on different performance metrics, e.g., channel estimation mean square error (MSE) minimization [29] - [36] , and mutual information maximization [37] - [39] , several channel estimation methods have been proposed for the spatially correlated MIMO with the aid of training sequences [40] . In fact, the criteria of channel estimation MSE minimization and mutual information maximization are distinguished by considering different tradeoffs among the elements of channel estimation MSE matrix [39] . Besides, in most of these works, the kronecker structured channel and colored noise models are assumed due to its mathematical tractability. However, compared with the channel estimation for point-to-point MIMO systems, estimating wireless channels in AF MIMO relaying networks is more difficult because of the compound wireless channels from source to relay and relay to destination, especially when they are correlated [33] , [34] , [41] . In fact, the literature [33] has investigated the training design for spatially correlated AF MIMO relaying networks without the direct link. Specifically, in [33] , the linear minimum mean-squarederror (LMMSE) channel matrix estimation is conducted by only considering the transmit correlation of MIMO channels, which does not fully exploit the complete channel statistical information. In literature [34] , both the direct link and complete channel correlations are considered for AF MIMO relaying networks. The formulated training optimization problem under the total power constraint is proved to be convex, which can be efficiently solved with the iterative bisection procedure. Further the literature [41] extended both the minimum MSE and maximum SNR based training designs to AF MIMO multi-relay channel estimation.
Clearly, for most of the existing MIMO training designs, only total power constraint is considered [42] - [44] . However, considering the distributed nature of wireless systems, the power threshold for each communication node may be significantly different [45] , [46] . Therefore, in practical communication systems, the general power constraints consisting of a series of linear weighted power constraints are more suitable to promote the highly flexible MIMO configuration. Particularly, the general power constraints contain the total power constraint and individual power constraints as special cases.
Another critical issue is that all aforementioned works assume that the channel and noise spatial correlations are perfect for channel estimation. However, such an assumption is not practical in most wireless systems especially when the highly mobile communication nodes exist [23] , [47] . As a result, providing robustness against the channel and noise statistical errors is important for channel estimation of different MIMO systems, so that various communication techniques utilizing the channel information becomes practical [48] - [51] . Besides, as is pointed out in previous work [48] , [49] , the long-term statistics of channel and noise are generally subject to estimation or quantization errors. Thus, the robust training sequence was proposed for spatially correlated MIMO channels according to different transmission protocols [48] , [49] . In particular, the literature [48] considered adding the superimposed training matrix into the precoded transmit signals, which, thus enables the system to release valuable time slots previously occupied by the time-multiplexed pilot sequences. It has been demonstrated that this approach performed well in terms of channel estimation performance. Nevertheless, in literature [49] , the conventional time-multiplexed training and signal transmission strategy was adopted for MIMO channel estimation.
Moreover, both the arbitrarily correlated MIMO channels and the unitarily-invariant uncertainty set are considered.
To the best of author's knowledge, the robust training designs for AF MIMO relaying systems still remains largely open. Compared with most existing literature, we consider the general power constraints instead of the total power constraints. Statistical errors of both the correlation matrices of channel and noise are taken into account. Moreover, in the considered superimposed training scheme, the training signal is arithmetically added to the transmitted signal, which is effective for improving channel estimation performance. Regarding the importance of this issue, in this paper, we will provide an preliminary and comprehensive work on this topic. The main contributions of our work are briefly summarized in the following.
• Firstly, in our work, we investigate the superimposed training designs for AF MIMO relaying systems, which are characterized by high efficiency and low overhead. During the considered training designs, both the kronecker structured correlated MIMO channels and the colored noises are taken into account. Moreover, the training designs are under more general power constraints including both sum power constraint and per-antenna power constraints as its special cases. In other words, our designs are more general than the traditional designs with only sum power constraint.
• Secondly, instead of assuming statistical information is perfectly known, the statistical information errors of both the correlation matrices of channels and noises are taken into consideration. The robust training optimization problems are formulated following the worst-case robust philosophy. Then, the underlying optimal structures of the optimal solutions are derived, which can greatly simplify the corresponding robust training optimization problems.
• Thirdly, to overcome the non-convexity and intractability of the dimension-reduced robust training optimization problem, we propose an iterative SDP optimization algorithm and two low-complexity upper bound optimization schemes, respectively. Specifically, based on the proposed iterative optimization algorithm, the robust training problem is decomposed into a series of convex sub-problems, and can be solved using linear matrix inequality (LMI) to construct SDP solvers. With the proposed two upper-bound optimization schemes, the diagonal structured optimal solutions are proved, and the iterative bisection search (IBS) can also be applied to obtain the suboptimal diagonal training matrix.
• Finally, we extend our work into the robust mutual information maximization for AF MIMO relaying systems. and inverse of matrix A, respectively. The symbols Tr(A) and rank(A) represent the trace and rank of A. In addition, the operation vec(·) denotes the vector formed by stacking the columns of a matrix. On the other hand, the operation diag(·) represents a vector consisting of the main diagonal elements of a matrix or a diagonal matrix constructed from a vector. The symbol I d denotes a d-dimensional identity matrix. For a positive semi-definite matrix X, its Gaussian square root is denoted as X 1 2 which is also a Hermitian matrix.
A. THE AF MIMO RELAYING CHANNEL
In this paper, we consider a AF MIMO relaying system consisting of one N S -antenna source S, one N R -antenna relay R and one N D -antenna destination, which is depicted in FIGURE 1. The destination receives the signals transmitted in two consecutive phases. Specifically, in the first phase, both the relay and destination receive the signal transmitted from the source. In the second phase, the relay forwards the received signal from the source to the destination after multiplying an amplifying matrix. The destination recovers its desired signals by jointly processing the two observed signals.
In the considered cooperative network, the channel matrices from source S to destination D, source S to relay R and relay R destination D are denoted by H SD ∈ C N D ×N S , H SR ∈ C N R ×N S and H RD ∈ C N D ×N R , respectively. The transmit signal s is firstly processed by the space-time block coding (STBC) at source, i.e.,
is assumed, which means the variance of each symbol of D is σ 2 d . Then the information matrix D is time-domain precoded by the matrix P ∈ C K ×K +L , where L ≥ N S denotes the length of the introduced redundant vectors to promote the reliable communications [52] . After the time-domain precoding, the new transmit signal
is obtained, where the precoder P satisfies Tr(PP H ) = K + L for guaranteing the constant transmit power of the transmit signal D. 1 Besides, as seen in most literature, by combining with the superimposed training technique, the precoder P can also be utilized to estimate channel by eliminating the information term at the receiver, thus leaving the intact superimposed training sequence for channel estimation [48] , [52] , [53] . Therefore, in our work, we also consider the joint transmission of the superimposed training matrix C ∈ C N S ×(K +L) and the transmit signal X to effectively estimate the MIMO AF relaying channel. Based on this technique, the compound signal X + C = DP +C is actually transmitted by the transmitter S, and the total transmit power equals
As discussed above, in our work the direct link between the source and the destination is also taken into account. Thus the received signals at the receiver and relay in the first phase can be written in the following form
Without loss of generality, it is assumed that N [1] D ∈ C N D ×(K +L) and N R ∈ C N R ×(K +L) are temporally uncorrelated but spatially correlated colored noise. Furthermore, in the second phase the relay forwards the received signal Y R by pre-multiplying a matrix F R ∈ C N R ×N R . Particularly, as indicated in [34] , considering that fact that in the first phase relay is the receiver, the channel statistical information (CSI) of the first hop, i.e., E[H SR H H SR ] = SR , can be perfectly estimated at the relay. Then a diagonal relay forwarding matrix is designed subject to the individual relay antenna power constraints. For example, in [34] , F R is defined as
where 
It is noteworthy that the colored noise N [2] D ∈ C N D ×(K +L) is also temporally uncorrelated and spatially correlated. Further by combining (2) and (4), the received signals at the 1 Specifically, by assuming the variance of each symbol of X as σ 2 x , we have σ 2 
receiver through two phases are ultimately expressed as the formulation (5), as shown at the top of this page. Particularly, we simplify the formulation (5) as Y = H(DP + C) + N. Then at the receiver, in order to extract the superimposed training C from the received signal Y to perform channel estimation, we post-multiply Y by a proper decoupling matrix Q H satisfying PQ H = 0. As a result, the received signal model is ultimately simplified as
Remark 1: From the formulation (6), it can be found that in the context of PQ H = 0, if Q H = I K +L , then we have P = 0 K ×(K +L) . In this case, our work can be reduced to the conventional training designs for MIMO wireless channels [30] - [34] . However, for the case of Q H = I K +L , we can define Q H ∈ C (K +L)×L as an arbitrary orthogonal subspace of P to guarantee PQ H = 0. Then we naturally have
B. THE ROBUST TRAINING OPTIMIZATION PROBLEM
In order to simplify the following derivations, some vectorization operations are adopted to reformulate (6) . Specifically, based on the identity vec(ABC) = (C T ⊗ A)vec(B), we can vectorize (6) to obtain the formulation (7) , as shown at the top of this page, i.e., y =Ch+Q H n, at the top of this page, in which the equivalent channel vector h ∈ C 2N S N D ×1 is to be estimated. Based on (7), the LMMSE based channel estimation can be expressed asĥ = G h y, with G h ∈ C 2N S N D ×2N D L being the LMMSE channel estimator. The estimated channel h equals [54] (8) where
are the covariance matrices of the equivalent channel h and colored noise n, respectively.
In this work, the widely used Kronecker structured channel models are used i.e., 2
where the elements of { S , R , D } can be determined by the exponential model or the one-ring model [54] . The inner matricesH SD ,H SR andH RD have i.i.d. Gaussian distributed entries with zero mean and variance σ 2 h .
1) THE MODELING OF R h
In our work, the more realistic situation is considered, in which all the spatial correlation matrices { S , R , D } are imperfect due to inevitable estimation errors and quantization errors. As derived in Appendix A, the imperfect channel covariance matrix R h in (8) can be modeled as the formulation (10), as shown at the top of this page.
, and { S , R D } are the estimated channel correlation matrices at transmitter, relay and destination, respectively. Besides, the Hermitian matrices E S , E S and E D are the statistical errors of S ,σ 2 h S and D , respectively. 2 This channel model is adopted because of the two reasons: 1) This model completely shows the correlation introduced by limited antenna spacings at both communication ends. 2) It is a tractable mathematical model to develop the convenient and meaningful communication techniques for spatially correlated MIMO systems [55] . VOLUME 7, 2019 2) THE MODELING OF R n Similarly to model R h , we firstly define the temporally uncorrelated and spatially correlated colored noise as
The Gaussian elements of {N [1] D ,N R ,N [2] D } are also i.i.d. with zero mean and variance σ 2 n . Then according to Appendix A, the imperfect noise covariance matrix R n is modeled as formulation (12) , as shown at the top of the previous page, whereσ 2 r = σ 2 h Tr( 
3) THE ROBUST TRAINING OPTIMIZATION PROBLEM
In our work, the channel uncertainty is unitarily-invariant
which means that for the arbitrary compact and convex uncertainty set ξ , if E ∈ ξ , then UEU H ∈ ξ also holds for any unitary matrix U [49] . Generally, this model includes the most popular three types of channel uncertainty sets as its special cases [50] . Such as, the Frobenius norm constrained channel uncertainty [48] - [50] , the Spectral norm constrained channel uncertainty [49] , [56] , and the Nuclear norm constrained channel uncertainty [49] . After substituting (8) 
, the channel estimation MSE matrix can be written as follows
based on which the LMMSE based robust training optimization problem under the general power constraints is formulated as
where the set of statistical errors is defined as
Besides, multiple positive semi-definite weighting matrices W l , l = 1, · · · , L p are defined and P S l denotes the corresponding maximum transmit power. Clearly, the general power constraints cover the total power constraint and the individual power constraints as special cases. Particularly, by setting
this model is equivalent to the total power constraint. However, by defining W l as a diagonal matrix with the l-th diagonal element being 1, this model is reduced to the individual power constraints. In fact, the general power constraints are more suitable to the distributed MIMO systems, where multiple single-antenna sources are independently powered by its own battery. Traditionally, the widely adopted method for worst case robustness optimization is S-procedure [57] . However, it is not applied to the problem (14) due to the Tr(A −1 ) objective function. Moreover, the problem (14) is NP-hard difficult because of the coupled training matrix and error matrices. The underlying optimal structures of the optimal solution of the problem (14) are firstly exploited to reduce the dimensionality. Then alternating algorithms are proposed for the resulting simplified optimization problem in the following section.
II. THE PROPOSED ALGORITHMS FOR THE ROBUST SUPERIMPOSED TRAINING DESIGN A. THE DIMENSION-REDUCED ROBUST TRAINING DESIGN
Substituting (10) and (12) into the problem (14) and after some tedious but straightforward derivations, we have the following formula for robust training optimization under general power constraints
where
Then a dimension-reduced auxiliary variable C = CQ H ∈ C N S ×L is defined and optimized instead of the original variable C ∈ C N S ×(K +L) . According to Remark 1 in Section II, we have PQ H = 0 K ×L and Q H H Q H = I L , thus a reasonable value of C = CQ H H is readily observed. Moreover, we also find that this choice of C is optimal in terms of minimizing the transmit power. As a result, the robust training optimization problem (16) can be equivalently reduced to
It is worth highlighting that the problem (18) is still not jointly convex w.r.t. { C, E}. Then in the following, two alternating algorithms are proposed: a) the numerical iterative SDP algorithm; b) the low-complexity upper bound optimization schemes. Particularly, for the low-complexity upper-bound optimization schemes, the semi-closed-form training solutions are available based on the equivalence transformation proposed in [58] .
B. ITERATIVE SDP OPTIMIZATION
After defining R C = C * C T ∈ C N S ×N S , the problem (18) can be further transferred into the following optimization problem
It is obvious that the optimization problem (19) is convex w.r.t. R C . On the other hand, it is concave w.r.t. the arbitrary covariance matrix error in the set of E. Based on this fact an alternating optimization algorithm is proposed to solve the optimization problem (19) . The details of the proposed algorithm is given in the following.
1) THE OPTIMIZATION OF R C
Firstly, for any given channel covariance error, the problem (19) can be reformulated as a standard SDP problem w.r.t. R C by introducing two auxiliary variables P 1 and P 2 , which is
Based on the Woodbury matrix identity and S-Procedure [56] , the optimization problem (20) can be further transferred into the following SDP problem
Remark 2: Particularly, once the optimal R C is derived from problem (21) given the worst case E, we can utilize the eigenvalue decomposition to obtain C as (16) is orthogonal to the time-precoder P.
2) THE OPTIMIZATION OF E
Similar to R C , the robust optimization problem (19) can also be formulated as a jointly concave one w.r.t.
Here, we take the optimization of {E ND , E ND } as an example and formulate the corresponding SDP problem as the formulation
As discussed above, the optimization of E D , {E S , E S } can also be formulated as standard SDP optimization problems and their optimal solutions can be found using some numerical algorithms, such as interior-point method.
Thus, by iteratively computing the derived SDP optimizations given in (21), (23) and the corresponding SDP problems w.r.t. E S , E S and E D , the dimension-reduced problem (18) can be solved efficiently.
As presented in [59] , the computational complexity for a standard SDP problem is O(M sdp N 3.5 sdp + M 2 sdp N 2.5 sdp + M 3 sdp N 0.5 sdp ) log(1/ ), where N sdp and M sdp denote the dimension of semidefinite cone and the number of semidefinite cone constraints, respectively, and indicates the solution accuracy. In our proposed iterative SDP algorithm, each iteration mainly involves three SDP subproblems in terms of the variable blocks R C , {E N , E N } and {E H , E H }. Therefore, the order of total complexity of our proposed iterative SDP algorithm is I tol O (N S N D ) 3.5 log(1/ ), where I tol denotes the total number of iterations. However, in terms of our work, VOLUME 7, 2019 Algorithm 1 The Subgradient Algorithm for Problem (25) 1: Initialize: iteration index n = 0; maximum iteration number I max ; auxiliary parameters µ
Solve the problem (25) to obtain X (n) given µ
Define the step size t n = c a+n·b , where the scalars {a, b, c} > 0; 5: Update µ (26) 6:
as illustrated in simulations, the actual complexity of the proposed iterative SDP algorithm is much lower than the above worst case bound.
C. THE LOW-COMPLEXITY UPPER BOUND OPTIMIZATION SCHEMES 1) THE EQUIVALENCE TRANSFORMATION
From problem (18) , it can be found that given statistical errors set E, the objective function of problem (18) can be classified into f ( C * C T ) with = σ −2 n I L . According to the literature [2] , the function f ( C * C T ) is matrix monotonically decreasing w.r.t C * C T . Then a useful Theorem 1 in [58] is presented for the following analysis. Theorem 1: For a matrix monotonically decreasing function f (X X H ), where X ∈ C N ×M and ∈ C M ×M , the following problem
with
where P = (24) is feasible. Besides, u l s are nonnegative scalars satisfying u l (Tr(W l XX H ) − P l ) = 0, ∀ l, and can be found using the subgradient method [60] , which is briefly introduced in Algorithm 1.
Based on Theorem 1 and defining R C = C * C T , the robust training optimization problem (18) with general power constraints is equivalent to
Unfortunately, the problem (27) is still nonconvex due to the coupled variables. In the following in order to solve the problem (27) effectively, two upper bound optimization algorithms are proposed.
2) WEIGHTING-SCALED-SCHEME
The first alternative scheme is based on the relaxation of the weighting related matrix W . To be specific, we firstly scale the power constraint Tr(W * R C ) ≤ P S in problem (27) up to Tr( λ max (W * )R C ) ≤ P S . Then by defining R C = λ max (W * )R C , the weighting-scaled problem is formulated as
In fact, the optimal analytical structure of { R C , E} for the problem (28) can be proved utilizing the EVDs of
So we firstly define the following EVDs
where U S and U D are the eigenvector unitary matrix of
T S
and D , respectively. The diagonal elements of diagonal matrices
From (29) , it can be observed that D and D have identical eigenvectors [61] . It means that the colored noise shares the spatial structure of the MIMO channels. In other words, the colored noise impinges on the receiver antenna array from the same spatial directions as that of desired signals [61] . This model is widely used in the existing training designs [30] - [32] , [49] , [61] . Based on the structure derived in (29) , the problem (28) is further reformulated as
To simplify the considered optimization problems, the optimal diagonalizable structures of { U H S R C U S , E } of the problem (30) are derived and the results are demonstrated Theorem 2.
Theorem 2: For the problem (30), the optimal variables still satisfy the following diagonalizable structure
. Then the matrix-variable problem (30) can be simplified as the following optimization problem
and R C = λ max (W * )R C , we can finally derive the semi-closed-form {C, E} of the weighting-scaled-scheme as
where Q A ∈ C N S ×N S is an arbitrary orthogonal unitary matrix satisfying Q A Q H A = I N S . Proof: Please see Appendix B. Particularly, the proposed weighting-scaled-scheme is tight when W l = I N S , ∀ l = 1, · · · , L holds corresponding to the total power constraint. In other words, for the case of W l = I N S , ∀ l = 1, · · · , L, the analytical solutions presented in Theorem 2 are actually optimal to the original robust training problem (16).
3) CORRELATION-SCALED-SCHEME
Firstly, based on the definition R C = W 1 2 R C W 1 2 , the robust training problem (27) can be reformulated as
Following the philosophy of worst case robustness optimization, in the sequel, we consider the new unitarilyinvariant channel errors {E S , E S } instead of {E S , E S } for the problem (34) . Particularly, the uncertainty size of {E S , E S } is mainly determined by the specific type of the unitarily-invariant uncertainty set {E S , E S }. Taking the Frobenius norm constrained E S , i.e., E S F ≤ ξ f , as an example, we have E S F ≤ λ max ( W )ξ f , where
. In order to achieve the low-complexity upper bound optimization for problem (34), we also utilize the identity W λ max (W )I to relax the correlation 
Then based on the EVDs in (29) 
Similarly, we can also prove that the optimal solutions of (37) are diagonal, which is summarized in the following Theorem 3. It is worth noting that the proof for Theorem 3 is similar to that for Theorem 2.
Theorem 3: For the problem (37), the optimal variables are also diagonal structured, which means
Therefore, the matrix-variable problem (37) can be significantly simplified as
By utilizing the identity (38), we can further derive the semi-closed-form {C, E} of the correlation-scaled-scheme as
Proof: Please see the proof for Theorem 2 in Appendix B. Based on Theorem 2 and 3, it is obvious that both the dimensions of optimization variables in the scalarized weighting-scaled problem (32) and the scalarized correlation-scaled problem (39) are significantly reduced compared to the proposed iterative SDP optimization algorithm, i.e., from 3N 2 S + 3N 2 D to 3N S + 3N D , which realizes the low computational complexity. Besides, it is clear that the problems (32) and (39) are convex w.r.t the arbitrary variable in { C , E } and { C , E }, respectively, when the remaining variables are fixed. Therefore, the proposed iterative SDP optimization is still suitable to the simplified problems (32) and (39) . Particularly, the low-complexity IBS algorithm in [52] can further be applied to derive the optimal training C for both two problems. To proceed, we take the problem (32) as an example to introduce the low-complexity IBS algorithm. Then the problem (39) can also be addressed by a similar logic. For the problem (32), we firstly utilize the lagrangian dual method to derive the optimal λ C,i , ∀i = 1, · · · , N S as (41) as shown at the bottom of the next page, where η ≥ 0 is the lagrangian multiplier of the weighted power constraint. Observing from (41), we find that η is monotonically decreasing w.r.t λ C,i , ∀ i = 1, · · · , N S , which implies that the IBS method in [52] can be applied to search the optimal λ C,i both satisfying (41) and (42), as shown at the bottom of the next page. The interested readers can refer to literature [52] for details.
Remark 2: Assuming that all considered statistical errors belong to the Nuclear norm constrained uncertainty set, i.e., Tr(( H ) 1 2 ) ≤ ζ u , ∀ ∈ E / E , then the low-complexity IBS algorithm can also be applied to optimize the arbitrary statistical error term ∈ E / E for the simplified problem (32)/ (39) . Besides, to demonstrate the effectiveness of the proposed two low-complexity upper bound schemes, the training design with perfect channel and noise statistical information, i.e., E = ∅, is considered as a benchmark in our work, which is in essence an effective lower-bound for the LMMSE based robust training optimization.
III. EXTENSION TO THE MUTUAL INFORMATION MAXIMIZATION
Another widely used criterion for training design is to maximize mutual information between the true channel h and the estimated channelĥ, i.e., I (h,ĥ). Because I (h,ĥ) = log det( −1 M ) [38] , similarly to the formulation of the LMMSE based robust training optimization problem (14) , the robust mutual information maximization problem under general power constraints is formulated as follows
Naturally, by performing the dimension-reduced operation and applying Theorem 1, the problem (43) can be equivalently simplified as
It can be proved that the problem (44) is concave w.r.t. R C and the arbitrary variable in the set of E. As a result, the proposed iterative SDP optimization algorithm is still applicable to the problem (44) . Besides, for mutual information maximization, both the weighting-scaled-scheme and the correlation-scaled scheme become an effective lower bound of the problem (44) . In particular, the weighting-scaled-scheme can be directly extended to the problem (44) and the corresponding optimal solutions with diagonal structure are available similarly to that for the problem (30) . Here, we omit this similar derivation process due to the space limitation. Nevertheless, considering the characteristics of function log det(A), the relaxation of the matrix
is not required when applying the correlation-scaled-scheme to the problem (44) . To be specific, similarly to the formulation of the problem (34), we firstly utilize the definition R C = W 
where the constant term log det(W −1 ⊗ I) has been removed and the new unitarily-invariant uncertainty sets {E S , E S } are also considered. Further by defining the EVD
, where U W S ∈ C N S ×N S is the unitary eigenvector matrix and the diagonal matrix W S contains N S eigenvalues of W S , the problem (45) is equivalently transformed into
Note that the diagonal structured optimal solutions of {U (46) can also be obtained similarly to that in Theorem 2. Particularly, for the robust mutual information maximization, the training design with the perfect channel and noise statistical information becomes an effective upper bound of the problem (44) .
IV. NUMERICAL RESULTS AND DISCUSSIONS
In this section, some numerical results are given to assess the performance of the proposed robust training designs for cooperative communications in terms of both channel estimation MSE and mutual information. Without loss of generality, in our simulation the three nodes in the cooperative network are all equipped with 4 antennas, i.e., N S = N R = N D = 4. The transmit and receive correlation matrices of the channel matrices are generated according to the widely used exponential model in our simulation. More specifically, the correlation matrices S , R and D in the simulation setting are denoted as (47) where the correlation parameters p l , l ∈ {s, r, d} are the complex correlation coefficients with |p l | = 0.5. The correlation matrices of the colored noises at the relay and receiver are modeled as Besides, due to the fact that the general power constraints are considered in our work, we assume that the maximum transmit power corresponding to each weighted power constraint is P t dBW. Besides, the variance of all channel and noise elements are assumed to be σ 2 h = σ 2 n = 1, and thus the training SNR is defined as SNR = P t . Particularly, in this simulation, the unitarily-invariant channel and noise statistical errors are specified as the Frobenius norm constrained uncertainty sets and the corresponding error threshold ξ f is initialized to be ξ f = 0.5. Moreover, both the normalized worst case MSE w.r.t. the effective channel size 2N D N S and the robust mutual information are adopted as the channel estimation performance metrics. Further, to demonstrate the effectiveness and advantages of the proposed robust training designs, both the perfect training design and the non-robust training design are adopted as comparisons. Specifically, for the non-robust training design, we firstly solve the outer minimization subproblem of (16) with E = ∅, then substitute the obtained C and the worst case statistical errors derived from the proposed robust training designs into (16) to calculate the non-robust channel estimation MSE. While for the perfect training design, the min-max problem (16) is actually reduced to be a min problem considering E = ∅. Finally, in order to effectively solve the involved SDP problems (21) and (23), the famous matlab software toolbox CVX [60] is utilized.
Firstly, in Fig. 2 , we show that the performance of worst case MSE as a function of training SNR under a total power constraint, i.e., W l = I N S , ∀ l = 1, · · · , 4. It can be seen that the achievable worst case MSE decreases with SNR for all proposed training designs. Our proposed weighting-scaledscheme in Theorem 2 is tight and equivalent to the robust training design in [34] in essence. As mentioned before, literature [34] considered both the direct link and complete channel correlations for AF MIMO relaying networks. As a result, we also observe that the worst case MSE achieved by the proposed iterative SDP optimization and the weightingscaled-scheme in Theorem 2 are almost identical to that of the robust training design in [34] . Besides, the correlationscaled-scheme in Theorem 3 achieves higher worst case MSE than that of the above three schemes due to the relaxation in S . As SNR increases, the correlation-scaled-scheme is closer to the iterative SDP optimization. However, all of them outperform the non-robust training design by considering the optimization of the worst case channel and noise statistical errors. In addition, as an effective lower bound, the perfect training design naturally realizes the minimum MSE among all proposed training designs. In order to demonstrate our proposed Theorem 1, in Fig. 3 , we show the convergence performance of the subgradient method, which is used for searching µ k s satisfying the general power constraints. To be specific, 
we consider the individual power constraints, i.e.,
, and adopt the weighting-scaled-scheme in Theorem 2 as an example. Then in Fig. 3 , the difference between the actual transmit power of each antenna and its corresponding maximum threshold, i.e., Tr(W l C C H ) − P S l ∀l = 1, · · · , 4, is shown. We clearly observe that the subgradient method converges after around 10 ∼ 20 iterations with all individual power constraints being activated. Following Fig. 3 , in Fig. 4 , we investigate the worst case MSE versus SNR under the combined individual power constraints and total power constraint, i.e., W l = diag[0 1×l−1 , 1, 0 1×4−l ], ∀ l = 1, · · · , 4; W 5 = I N S . From this figure, it is observed that under the combined individual power constraints and total power constraint, the proposed iterative SDP algorithm outperforms the weighting-scaledscheme in Theorem 2 and the correlation-scaled-scheme in Theorem 3, which dues to the relaxation operation in the proposed low-complexity upper-bound optimization. Besides, the weighting-scaled-scheme in Theorem 2 achieves the lower worst case MSE than that of the correlation-scaledscheme in Theorem 3. However, with the increase of SNR, both the two upper-bound optimization schemes perform closer to the proposed iterative SDP optimization. Undoubtedly, among all studied robust training designs, the perfect training design still achieves the lowest channel estimation MSE, while the non-robust training design realizes the highest worst case MSE.
In fact, our proposed robust training designs are also applicable to the more general power constraints case. For example, a virtual MIMO transmitter consisting of three sources is considered, where two of the three sources are assumed to be single antenna, while the remaining one has two antennas. Then the total transmit power of each source is specified by MSE versus SNR for all proposed robust training designs is shown in Fig. 5 . Naturally, the almost identical worst case MSE performance as that of Fig. 4 is observed. Among the three proposed algorithms, the correlation-scaled-scheme outperforms the weighting-scaled-scheme algorithm, and the iterative SDP algorithm is optimal.
Further, Fig. 6 shows the worst case MSE as a function of the channel and noise statistical error threshold ξ f , where the combined individual and total power constraints are considered. From Fig. 6 , it is observed that the achievable worst case MSE increases with the uncertainty parameter ξ f for all studied robust training designs. As expected, among the proposed three robust training designs, the proposed iterative SDP optimization still performs best in terms of the worst case MSE, while the correlation-scaled-scheme in Theorem 3 performs worst. In addition, the non-robust training design naturally achieves the highest worst case MSE especially under the large value of ξ f . VOLUME 7, 2019 FIGURE 7. Worst case mutual information versus SNR under the combined total and individual power constraints, where
Finally, we illustrate the worst case maximum mutual information versus SNR under the combined individual and total power constraints in Fig. 7 . It can be seen that the achievable mutual information increases with SNR for all studied training designs. Similarly to that in Fig. 4 , it is clearly seen that the the proposed iterative SDP optimization outperforms the weighting-scaled-scheme in Theorem 2 and the error-scaled-scheme in Theorem 3. Besides, the perfect training design still performs best in terms of the achievable maximum mutual information, while the non-robust training design performs worst.
V. CONCLUSIONS
In this paper, the robust training design for AF MIMO relaying channel estimation has been investigated. Specifically, we consider the channel and colored noise statistical errors subject to the unitarily-invariant uncertainty set, then the LMMSE based robust training optimization problem is formulated, which is generally non-convex and intractable. To solve this problem effectively, we propose an iterative SDP optimization and two low-complexity upper-bound optimization schemes, respectively. In particular, the diagonal structured optimal solutions of the proposed two upper-bound optimization schemes are available, and thus the semi-closedform training matrix is can be obtained for effective channel estimation. Further, we extend our work into the robust mutual information maximization of the AF MIMO relaying channel, to which all proposed robust training designs are proved to be still applicable. Finally, numerical simulation results are conducted to indicate the effectiveness of the proposed various robust training designs in terms of channel estimation MSE and the achievable mutual information.
APPENDIX A
Recalling the Kronecker structured channel models in (9), we can further model the imperfect spatial correlation matrices S , R and D as
where the positive-definite Hermitian matrices S ∈ C N S ×N S , R ∈ C N R ×N R and D ∈ C N D ×N D are the estimated spatial correlation matrices, respectively. The matrices
the correlation error matrices corresponding to S , R and D , respectively. Then based on (48) , the imperfect statistical model of the direct channel H SD is given by
Similarly, the imperfect statistical model of the compound channel
Clearly, the spatial correlation errors E R , E S are coupled and intractable in the functionσ 2 h (
To facilitate the following analysis, we unify all coupled errors inσ 2 h (
T S + E
T S ) into a single error matrix E S ∈ C N S ×N S . As a result, the formulation (50) can be rewritten as
. Based on (49) and (51), the imperfect channel covariance matrix R h in (8) is modeled as the formulation (52) , as shown at the bottom of this page.
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Furthermore, taking advantage of the kronecker structured colored noise model in (11) , the imperfect relay and destination noise correlation matrices D and R are expressed as
Based on (54) , the imperfect statistical model of the destination noise N [1] D is given by
Besides, similar to the derivation of the imperfect statistical model (50) for the compound channel, the imperfect compound noise H RD F R N R + N [2] D statistics can be derived to be
. Naturally, we can also introduce a novel statistical error matrix
. As a result, the formulation (56) can be rewritten as
. Further based on (55) and (57), the imperfect noise covariance matrix R n in (8) is finally derived as the formulation (53) , as shown at the top of this page. Then based on lemma 1, we have the formulation (61) , as shown at the top of the next page, where
and L N S denotes the N S -dimensional matrix L. Besides, the last equality results from the fact that for the arbitrary unitarily-invariant statistical error E ∈ ξ , LEL ∈ ξ also holds due to the unitary matrix L. Further considering the convexity of f ( R S ) w.r.t R S because of the function Tr(A) −1 and utilizing the Jensen inequality, we have
where the diagonal matrix C has the same diagonal elements as that of R S = U H S R C U S . The formulation (60) indicates that for any given R S , its diagonal structured counterpart C achieves the smaller value of function f ( R S ), that is f ( C ) ≤ f ( R S ). Besides, for the problem (30), we also have power constraints Tr( R C ) = Tr( R S ) = Tr( C ) ≤ P S , which indicates that the optimal R S of problem (30) should be diagonal. Furthermore, recalling that C = C 1 (Q 
Similarly to deriving C , we firstly give the formulation (62), as shown at the top of this page, where the set of E = {E S , E S , 
Therefore, for any given feasible {E ND , E ND }, it can be concluded that the diagonal matrices { E ND , E ND } achieve the maximum value of f (E ND , E ND ). In order to compute the diagonal {E ND , E ND }, the noise uncertainties {E ND , E ND } should satisfy E ND = U D E ND U 
