The prediction of essential biological features based on a given protein sequence is a challenging task in computational biology. To limit the amount of in vitro verification, the prediction of essential biological activities gives the opportunity to detect so far unknown sequences with similar properties. Besides the application within the identification of proteins being involved in tumorigenesis, other functional classes of proteins can be predicted. The prediction accuracy depends on the selected machine learning approach and even more on the composition of the descriptor set used. A computational approach based on feedforward neural networks was applied for the prediction of small GTPases. Consequently, this was realized by taking secondary structure and hydrophobicity information as a preprocessing architecture and thus, as descriptors for the neural networks. We developed a neural network cluster, which consists of a filter network and four subfamily networks. The filter network was trained to identify small GTPases and the subfamily networks were trained to assign a small GTPase to one of the subfamilies. The accuracy of the prediction, whether a given sequence represents a small GTPase is very high (98.25%). The classifications of the subfamily networks yield comparable accuracy. The high prediction accuracy of the neural network cluster developed, gives the opportunity to suggest the use of hydrophobicity and secondary structure prediction in combination with a neural network cluster, as a promising method for the prediction of essential biological activities.
Introduction
The Family of Small GTPases
The identification and analysis of functional protein classes is a very important prerequisition in molecular biology to understand complex cellular processes. A prominent example is represented by the family of small GTPases with its prototype the Ras protein. This protein has been subject of intensive studies since its transforming potential was first detected in rats as Harvey sarcoma virus oncogene Ha-Ras more than 40 years ago (1, 2) . Ras was identified by viral and cancer genetics as a dominant oncogene in many human tumors and in transforming retroviruses. In human cells, mutations causing inappropriate Ras activation are present in more than 30% of cancer cases (3) . Ras GTPases are involved in human tumor development with a high mutation rate in pancreatic tumors (90%) and colon tumors (50%) (4) . The Ras superfamily consists of over 150 low molecular weight proteins that cycle between an inactive guanosine diphosphate (GDP)-bound state and an active guanosine triphosphate (GTP)-bound state. Small GTPases of the Ras superfamily are key regulators of diverse cellular and developmental events, including Technology in Cancer Research & Treatment, Volume 8, Number 5, October 2009 differentiation, cell division, vesicular transport, nuclear assembly, and control of the cytoskeleton. The family of small GTPases is divided into six branches on the basis of sequence and functional similarities: Ras, Rho, Rab, Ran, Sar1/Arf and RGK (Rad, Gem, Kir) , which share a common biochemical mechanism and act as binary molecular switches (5) (6) (7) . Rab proteins constitute the largest subclass of the Ras superfamily. Applying various methods the identification of multiple Rab effectors and interaction partners with a wide range of biological activities has confirmed the remarkable functional repertoire of the Rab GTPases (8). After detection of novel protein sequences, scientists try to decipher the cellular function of the protein by assigning the novel protein to an existing functional family of proteins, which can be done either by sequence comparisons or functional classification using descriptors. The function of a protein is determined by its three dimensional structure. The structure of a protein is defined by its amino acid sequence, but different amino acid sequences can be folded into similar or even identical three dimensional structures. In our studies we tested the Ras superfamily of small GTPases including all subfamilies, which represent molecular switches in cellular transport processes (9). With the use of constitutively active or inactive mutants one can simulate the GTP or GDPbound form respectively (10). Rab proteins are a ubiquitously expressed family of small monomeric Ras-like GTPases. To date, 12 Rab homologous proteins have been identified in yeast and more than 60 in mammalian cells (11) (12) (13) (14) . Several investigations and reports link the dysfunction of Rab GTPases to human diseases like Choroideremia, an X-chromosome-linked disease, Hermansky-Pudlak syndrome or Griscelli syndrome, both belonging to the group of autosomal recessive disorders (15). Also for neurodegenerative malignancies like the Alzheimer's disease, an involvement of Rab GTPases is discussed (16) (17) (18) . There are several studies, which point to an emerging role of Rab GTPases in cancer, e. g., Rab2B in colon adenocarcinoma or Rab25 in ovarian and breast cancer (19, 20) . For the Rab25 and Rab27 GTPases a deregulation in relation to tumorigenicity has also been reported in prostate cancer (21, 22) . Rab1 seems to play a role in tongue cancer, whereas other small GTPases of the Rab subfamily like Rab4B, Rab10 or Rab22A are discussed to be involved in hepatocellular carcinomas (23, 24) . A correlation between the malignancy of breast tumors and the degree of Rab31 expression was reported by Kotsch et al., (25) . The last years let to the identification of new Rab GTPases and to the isolation of numerous effectors of Rab GTPases. The following years will bring information on the functions of Rab proteins in more detail to improve our understanding how the Rab GTPases play their role also in pathologically altered transport processes.
Related Work
Feedforward neural networks are an approach widely used for a generalization of unknown nonlinear mappings and are not limited to applications within computational biology. Besides this approach, other neural network approaches exist and have been applied to biological feature extraction (26, 27) . Moreover, support vector machines and hidden Markov models have been used for similar applications (28-31).
For example Fernandez et al., used Bayesian-regularized genetic neural networks (32) for the prediction of protein stability. Therefore, they employed 48 physicochemical descriptors and the concept of structural autocorrelation vectors in molecules to the primary sequences of 123 V3 gene proteins. This method gave very reliable models of the conformational stability of the V3 proteins based only on their primary sequences. In another study the group used support vector machines (SVM) for the prediction of protein mutants' conformational stability (33). They tested 1363 mutants of 64 proteins by applying a 3D pseudo-folding representation of the protein sequences and a SVM with a radial basic function kernel. The accuracy exceeded 70%, and thus, is a very promising approach for the generalized prediction of conformational stability.
Furthermore, Chen and Kurgan developed a method called PFRES for protein fold classification based on PSI-BLAST profile-based composition vectors and secondary structure prediction of PSI-PRED (34). They trained the model on 313 domains and evaluated it on 385 domains. As descriptors they used 36 different features. They combined different machine learning approaches for the classification, and it has been shown that PFRES outperforms state-of-the-art methods with about 6% higher accuracy. Additionally, PFRES uses 70 to 90% less features to represent the protein sequences compared to other existing methods.
Different machine learning approaches have been evaluated regarding their performance for solving biological problems. In solving these problems the descriptor set have been exposed to be the critical part of the classification process (35, 36) .
Materials and Methods

Data Base Search
A huge number of non-GTPases including a huge variety of protein types were needed for this study, thus, the Swiss-Prot and TrEMBL data bases (http://expasy.org/sprot/) were used. Additionally, the sequences must have a specific length (150 -300 amino acids), which is typical for small GTPases.
A program called ProteinFetcher was implemented, which analyzes the data bases and collects protein sequences having a length between 150 and 300 amino acids. It was guaranteed that the set of non-GTPases included a high diversity of protein classes.
The sequences were manually controlled to guarantee that no GTPases are present within the set of selected non-GTPases. The set of Rab GTPases was selected by our program Rab-Fetcher, which analyzes for Rab GTPases within a data base using the sequence name. Putative sequences were not used in this studies. Subsequent to the selection, the program Rab-FileCleaner removed false sequences from the set of Rab GTPases, and additionally, a manual control of the sequences was performed.
The other subfamily sets, such as Rho, Sar1/Arf and Ran, were created analogously. Just like the set of Rab GTPases, the other subfamily sets did not contain putative sequences or isoforms. Our program RemoveDuplicates compared the sequences within each set and removed duplicates (see additional file 1 for complete data set).
The selection process for the Rab GTPases is exemplarily visualized in Figure 1 .
Preprocessing Architecture
Secondary structure and hydrophobicity predictions of the sequences are used as a preprocessing scheme, and therefore, as descriptors for the neural network. The predictions were performed by the Predator and the Kyte and Doolittle algorithms, respectively (37, 38) . A sliding window of seven was used to perform the hydrophobicity prediction. We decided not to use a consensus prediction of different algorithms, because of the enormous resources needed for secondary structure predictions. Because of the fixed number of input neurons within the input layer of an artificial neural network and the variable sequence lengths, the sequences have to be normalized. For normalization a linear interpolation was applied ( Figure 2 ).
In order to compare different subfamilies of small GTPases and to get an impression of the quality of the descriptor set used in this study, a consensus plot of each subfamily in our data base for each of the descriptor parameters alpha-helices, beta-sheet, hydrophobicity and hydrophilicity was performed ( Figure 3 ).
Neural Network
Five feedforward neural networks were employed for the classification of small GTPases in this study. One neural network was used for the classification of all small GTPases -as a filter -and four independent neural networks were employed for the classification of the subfamilies. Overall, 600 input neurons have been configured for the input layer of each neural network to gain a complete information about the characteristics of the amino acid sequences and their positions at each activation step. The dimension of the input layer was divided into 300 neurons for the normalized secondary structure and 300 neurons for the normalized hydrophobicity prediction. Thus, the whole information of GTPases is presented at every activation step of the neural network. This selection is more reasonable than a sliding window protocol, which reduces the dimension of the input layer, but increases the number of activation steps. The neural network was implemented using MATLAB (R2007b, version 7.5) and the Neural Network Toolbox (39).
Usually the mean squared error (MSE) or the sum of squared errors (SSE) are used to evaluate the predictions of an artificial neural network. Within a decision problem, the MSE is not the most important impact, but the number of sequences being correctly predicted. A predefined border (cut-off) of 0.55 for the output neuron of the filter network and a border value of 0.6 for the subfamily networks were used to classify positive and negative samples. Output values above or equal the border value are implications of a positive classification and all output values below are negative. The percentage of correctly predicted sequences is determined for all desired simulations and presented as the score graph or as the score in the box and whisker plots.
Selected Machine Learning Approaches
Several learning algorithms such as backpropagation, resilient propagation and conjugated gradient with Fletcher-Reeves-update have been investigated (39-41). Based on different randomly selected data sets of small GTPases and non-GTPases, the resilient propagation approach yield a higher (on average) prediction accuracy. This has been verified by the Monte Carlo method with at least thirty runs on different feedforward network topologies based on two or three hidden network layers.
Activation Function
The identity function (purelin) was employed for the input layer and the logistic function (logsig) for the hidden and output layer. It has been shown that the logistic function is more insensitive toward changes in the number of neurons in the hidden layer, and therefore, displaying better results (Figure 4 ). In addition, the number of scores close to the border value are more frequently in the case of the identity function. According to the classification problem, scores close to zero and close to one are much more reliable implications than the ones close to the border value.
Topology Selection
To nominate the best topology for the characterization of small GTPases (ras-net), and additionally, for the subfamilies (rab-net, ran-net, rho-net, arf-net), several simulation studies were performed. Different networks with one up to three hidden layers have been employed. The weights of every topology were randomly initiated thirty times by applying the .
The process of network topology selection is closely related to the selection of the learning approach. Goals for the network topology selection have been the highest percentage of correctly predicted sequences with the lowest number of layers and neurons possible. The assumption has been, that adding neurons or layers does not improve the classification task anymore. It has been shown in this study that three hidden layers did not improve the accuracy of the classification compared to networks with one or two hidden layers. The number of neurons in the hidden layers have been scaled from 10 to 200 with a step size of 10 neurons in the case of one hidden layer topology. In the case of two hidden layers, the first hidden layer has been scaled from 80 to 200 neurons with a step size of 20 neurons and the second hidden layer from 10 to 40 neurons with a step size of 10 neurons (Table I) .
Cross-validation
Both positive and negative samples presented to each neural network were randomly divided into three disjunct subsets for cross-validation, which are the training set (train), the testing set (test) and the validation set (val). Each sequence was assigned to exactly one of the three sets.
Due to the huge number of weights compared to the limited number of samples, stop training was performed in order to avoid overfitting of the neural networks. Training cycles were performed as long as the prediction accuracy of the neural network increased. When the prediction accuracy of the neural network stagnated or even decreased, the current training cycle was discarded and the training was stopped. For stopping criteria during training, we used classification accuracy instead of the MSE. The validation set was employed to guarantee the generalization ability of the neural network (hold out validation).
Model Evaluation
For the evaluation of our neural networks we calculated the sensitivity (SN), the specificity (SP), the accuracy (AC), the correlation coefficient (CC) and the per-class accuracy (PAC, positives accuracy; NAC, negatives accuracy):
SN = TP TP + FN
[1]
SP = TN TN + FP
[2]
AC = TP +TN TP + FP +TN + FN
[3]
CC = TP TN + FP FN TN + FN TN +FP TP + FN TP +FP [4]
PA C = TP TP + FP
[5]
with TP: true positives, FP: false positives, FN: false negatives and TN: true negatives.
Principal Component Analysis
PCA (principal component analysis) is a widely applied method in statistical data analysis, which can be used to transform the input data into a smaller dimensional feature space, based on the eigenvectors of the covariance matrix. Thus, the main goals of the PCA are the reduction of the dimension of the input space and the reduction of statistical dependencies of second order in the input data (43) .
Results and Discussion
For the training, testing and validation of the neural networks, we used a data set of 663 small GTPases and 772 non-GTPases, which were subdivided into five sets of protein sequences, the non-GTPases, the Rab GTPases, the Rho GTPases, the Ran GTPases and the Arf/Sar1 GTPases (Table II) .
We identified a 600-100-1 (600 input neurons, one hidden layer with 100 neurons and one output neuron) topology for being most suitable for the identification of small GTPases (ras-net). Additionally, the resilient propagation learning algorithm showed to be the most stable one. For the classification of the subfamilies we identified 600-30-1 networks performing superior ( Figure 5) .
A border value of 0.55 for the binary decision scheme as being a small GTPases and a border value of 0.6 for the subfamily networks were useful limitations ( Figure 6 ).
The sensitivity of the classification of small GTPases by the ras-net is 94.13% with a specificity of 99.42%, and thus, an accuracy of 98.25%. The correlation coefficient is 0.954. The positives accuracy is 99.84% and the negatives accuracy is 95.42%. Figure 7 contains the ROC (receiver operating characteristic) curve of the ras-net (1-specificity) against sensitivity for varied decision cutoffs (44).
The sensitivity and specificity of the subfamily networks are shown in Table III .
By applying the PCA, the hydrophobicity and the secondary structure input were reduced from 300 to 7 and 300 to 15, respectively, resulting in 22 input neurons for the neural networks. The accuracy of the ras-net dropped, compared to the neural network without PCA preprocessing, but is still very high (94%).
We compared the results of our neural network cluster with the performance of a linear model for classifying small GTPases. Hence, we applied a support vector machine (SVM) with a linear kernel function (45). The prediction accuracy of the linear SVM is comparable to random guessing, with an AUC of 0.437 (see additional file 2). These results show that the family of small GTPases cannot be classified with such a linear model.
To demonstrate the reliability of our cluster approach, we also trained and tested it with the major intrinsic protein family (MIP) (46). The MIPs are a large family of different types of membrane channels, e.g., aquaporines (47). The prediction accuracy is comparable with the results obtained from the GTPases prediction, and thus, fortify our prediction scheme.
Conclusion
Although the number of known small GTPases is limited, it was possible to develop a cluster of neural networks that can identify and classify small GTPases, including subfamilies, with a very high accuracy. From a computational point of view the minimal requirements concerning the preprocessing architecture have been identified, which are hydrophobicity and secondary structure predictions. Our studies show that neither secondary structure prediction nor hydrophobicity prediction alone produce competitive results (Figure 7 ). Furthermore, 5 : Topology analyses. The score is the percentage of correct predictions. it has been shown that the classification of small GTPases belongs to the class of non-linear problems and that linear classifier are not capable for this application. Based on the combined preprocessing scheme, this neural cluster approach can be used to identify potential non-related novel GTPases, which are not evolutionary related to existing small GTPases, and therefore, do not have similar amino acid sequences. Detection of novel GTPases will lead to further improvement of the neural networks and their prediction accuracy.
Neural network clusters in combination with a preprocessing architecture of hydrophobicity and secondary structure Figure 6 : Border values of the output neuron of the ras-net and the subfamily networks. The x-axis represents each sequence within a set and the y-axis the value of the output neuron. ras-net left: non-GTPases; ras-net right: small GTPases; Rab-net, Ran-net, Rho-net and Arf-net represent the output of the subfamily networks tested with the specific subfamily data set.
Technology in Cancer Research & Treatment, Volume 8, Number 5, October 2009 predictions are a promising method for the prediction of essential biological activities with regard to the high prediction accuracy in this study.
Supplementary Material
Supplementary materials containing data set of protein sequence and ROC curve of the linear classifier are available free of charge from the author or from Adenine Press for a cost of US $50.00 Figure 7 : ROC curve of the ras-net performance. *: curve of the neural network that used secondary structure and hydrophobicity predictions as descriptors; x: curve of the neural network that only used hydrophobicity prediction as a descriptor; (a) (1-specificity) against sensitivity, ranging from 0 to 1 on both axes; (b) (1-specificity) against sensitivity, enlarged range from 0 to 0.05 on the x-axis and from 0.55 to 1 on the y-axis, respectively. Neural networks employing only secondary structure prediction as a descriptor did not produce competitive results (data not shown).
