Abstract-Many researchers have presented results showing the empirical performance of target detection algorithms using hyperspectral or synthetic aperture radar imagery. In nearly all cases, these probabilities of detection and false alarm are presented as precise values as opposed to their true nature as estimates of random values. In this letter, we provide analytical tools and examples of computing confidence intervals and regions around these estimates commonly presented as points on receiver operating characteristic (ROC) curves. It is suggested that these tools be adopted by researchers when presenting their results to provide their audience with a quantitative metric for proper interpretation of empirically estimated ROC curves.
I. INTRODUCTION
T HE ULTIMATE metric of detection algorithm performance is the receiver operating characteristic (ROC) curve. This curve, with its origins in communication theory, describes the tradeoff between true detections and false alarms, as a threshold is swept across a detection statistic. While theoretical performance can be described analytically, given assumptions on the target and background statistical distributions, empirical estimates are often presented to demonstrate algorithm performance when applied to real data [1] - [4] .
However, it can be challenging to find data sets containing accurate truth for the targets, and many studies resort to analyzing just a single image or two as a demonstration. Additionally, the numbers of targets (or target pixels) are usually modest, and the achievable false alarm rates are so low that very few samples are often used in estimating the detection and falsealarm rates. Despite these small sample sizes, detection rates and ROC curves have been often presented as precise values with no error bars. This lack of error bars implies a high level of accuracy in the ROC curve estimates that is often not justified by the sample sizes considered.
Confidence intervals provide a well-founded method to describe the range of outcomes possible due to the underlying statistical variation of the data under evaluation. That is, they allow interpretation of a given result to be extended to the world of possible replications of the experiment, given the random nature of the data.
Confidence intervals have been studied in the context of radar target detection [5] and, quite extensively, in intelligent medical Manuscript systems [6] - [8] . However, there are several motivations in preparing this letter. First, many of the previous publications (particularly in the medical field) are focused on trials with small sample sizes and presented tools that have numerical problems when dealing with very low false-alarm rates (10 −5 -10 −6 ) achievable with remotely sensed imagery. The second motivation is that very few publications deal with the 2-D aspect of the ROC curve. That is, they present confidence intervals about either probability of detection (P D ) or probability of false alarm (P FA ) but ignore the connection between the two and the need to define a confidence region around the estimated point on the ROC curve. Lastly, by publishing this letter, we hope to call attention to the topic within the remote sensing target detection community and encourage researchers to exercise appropriate caution in drawing conclusions based on small sample sizes.
This letter presents mathematical tools for calculating the confidence interval and region about estimates of target detection and false-alarm probabilities derived from empirical analysis of remotely sensed imagery. Given these confidence intervals and regions, one can make statistically significant comparisons between empirically estimated ROC curves resulting from different algorithms or experiments. That is, if the confidence region around one ROC curve does not overlap that of a second ROC curve, we can say that there is a statistical difference between the results. If the regions overlap, there is no statistical difference. The size of the regions will vary inversely with the sample sizes used in the empirical evaluations. Section II presents the fundamental assumptions used in this letter. Section III provides background and the techniques to calculate 1-D confidence intervals. Section IV addresses the extension of these techniques to 2-D ROC-curve confidence regions. Section V provides a summary.
II. ROC CURVES

A. ROC Curves
We consider the general problem of binary hypothesis testing, where a decision must be made between two mutually exclusive hypotheses: H 0 (target not present) or H 1 (target present).
The target may be an object of military interest, a diseased plant in an agricultural field, or a cancerous area in a medical image. The term "object of interest" is more appropriate and all encompassing, but for brevity, we will use the generic term "target" throughout this letter.
Four outcomes of the binary hypothesis test are possible. TT True target labeled as a target (correct detection). TB True target labeled as background (missed detection). 
It is common for target detection algorithms to produce a scalar test statistic h for each observation. An observation x j is labeled (correctly or incorrectly) as a target when its associated test statistic h j exceeds a threshold. The ROC curve is obtained by varying the threshold across the range of the test statistic with points on the curve obtained by counting the number of true and false detections and computing (1) and (2) at each threshold. For cases where overlap occurs in the test statistic for target and background samples, increasing the number of true detections will necessarily increase the number of false alarms. The ROC curve characterizes this tradeoff.
In synthetic aperture radar or hyperspectral image target detection studies, detection decisions can be made on a pertarget or per-pixel basis. For cases where the target is subpixel or there is a desire to have fine granularity in the results and larger sample sizes, the per-pixel method is used, and we will consider that case in our examples, although the methodology applies with either approach.
B. Assumptions and Approximations
The fundamental assumption we make is that the detections are statistically independent events with probability P stationary over the set of trials (pixels). In this case, the number of detections N D (true detections or false alarms 1 ) out of N pixels is well known to be binomially distributed with
As will be discussed in Section III, the 1-D confidence intervals for the binomial distribution of (3) can be calculated directly using the F-distribution, even for large sample sizes. Our method presented in Section IV for 2-D confidence regions requires the computation of the explicit probability density functions. In cases with N large, the numerical computation of the binomial probability density function becomes difficult and unnecessary, as approximations become sufficiently accurate. In particular, two other well-known distributions can be used to approximate the binomial under the following conditions [9] .
For large sample sizes (N > 100) and moderate or high probabilities (P > 0.1), the binomial distribution can be accurately approximated by a Gaussian distribution with mean NP and variance NP (1 − P )
For large sample sizes (N > 100) but low probabilities (P < 0.1), we can approximate the binomial with the Poisson distribution. In the limit of N → ∞ and P → 0, but with NP = λ, a finite nonzero value, the binomial converges to the Poisson
III. CONFIDENCE INTERVALS ON P D /P FA ESTIMATES
A. Confidence Interval Theory
The theory of confidence intervals is well understood and has seen wide application. We illustrate the concept with the simple case of estimating the mean value x from a sample of N Gaussian distributed random variables with true mean µ x and known true variance σ 2 x . The 100(1 − α)% confidence interval with significance level α can be described by
where z β is the cutoff for the standardized normal variable with area under the Gaussian curve from z β to ∞ equal to β. Here, α is split evenly between the upper and lower limits. We can rearrange (6) to provide the confidence interval derived for the sample set as
We interpret (7) as "the true mean µ x that lies within the noted interval with a confidence of 100(1 − α)%." Note that, for the case of unknown mean and unknown variance, we use the estimated sample variance with the Student t distribution instead of the standard normal [10] . The above is generalized by definingθ as the estimate of the desired parameter with a confidence interval defined by lower limit θ L and upper limit θ U . This interval is shown in Fig. 1 , where the upper limit is found by assuring the lower tail of a distribution centered on θ U , which has area α/2, with a complementary argument used to find the lower limit.
B. One-Dimensional Confidence-Interval Calculations
Following the theory outlined earlier, the confidence interval limits for parameter θ (either P D or P FA ) can be determined by which states that the integrated area under the probability density function p(θ) from the observed valueθ to the extreme is equal to α/2. The exact upper and lower limits have been derived for the three distributions discussed and are calculated as follows, where N is the number of samples [9] .
Binomial :
where f 2 α/2 is the cutoff value of an F-distributed random variable with d 1 and d 2 degrees of freedom such that the probability that the F-distributed random variable is greater than the cutoff value is α/2. These equations represent solutions to the Clopper-Pearson equations for the binomial confidence interval [11] .
Poisson :
where χ 2 α/2 is the cutoff value of a Chi-squared-distributed random variable with d degrees of freedom such that the probability that the Chi-squared-distributed random variable is greater than the cutoff value is α/2.
Gaussian :
where t α/2 is the cutoff value of a Student t distributed random variable with d degrees of freedom such that the probability that the Student t random variable is greater than the cutoff value is α/2. In addition,σ = θ (1 −θ) is the standard deviation for the estimated parameter. Table I shows several examples of exact 1-D 95% confidence intervals (α = 0.05) for a range of values forP (detection or false-alarm rate), the sample size N , and the distribution (14), whereθ =P = N D /N , the probability of a detection or false-alarm event. Note that, even in the case of N D = 0, an interval can be defined, but the cutoff value must use α instead of α/2, since the tail area is one-sided.
C. Examples
IV. CONFIDENCE REGIONS ON ROC CURVES
A. Confidence Region Theory
The direct extension of the discussion in Section III-A to the 2-D case of ROC curves is not straightforward. The explicit solution would require finding the set of points around an estimated point on the ROC curve such that the volume under the joint probability density function (centered at a confidence region boundary point) integrated from the estimated point to the appropriate extremes in all four cardinal directions is α/4. To explain this further, let p(P FA , P D ) be the joint probability density function for our probabilities of false alarm and detection. First, consider the area on the ROC graph below and to the left of an empirically estimated point (P FA ,P D ). Following (8) , the boundary of the confidence region in that area would be defined by all points (P FA_L , P D_L ) that satisfy the following:
The boundary points in the other three quadrants surrounding the estimated point would be determined in a similar manner.
While this approach could lead to accurate identification of the confidence region boundaries, its implementation is excessively complex and computationally burdensome. Essentially, one would have to perform the earlier integration for each possible point on the ROC curve plane, keeping track of only those that satisfy the equality to define the boundary.
B. Intuitive Approximation to Confidence Regions
An alternative to the excessively complex method outlined in Section IV-A is to consider an intuitive definition of a confidence region. That is, given the joint probability density function at an estimated point (P FA ,P D ) on the ROC curve, define the confidence region around that point as the boundary that encompasses 100(1 − α)% of the volume under the function. This is equivalent to the common approximate view of 1-D confidence intervals which is that the lower and upper limits are defined such that 100(1 − α)% of the area under the probability Fig. 2 . View of joint probability density function at a given point on the ROC curve. Also shown is the boundary for the 100(1 − α)% volume and its projection down to the plane of the ROC curve.
density function lies between the limits. An example is shown in Fig. 2 .
C. Practical Implementation of ROC Confidence Regions
While the earlier discussion illustrates the theory behind ROC confidence regions, we now present a practical way to produce a plot of the regions given an empirically estimated ROC curve. The basic idea is to find the boundary of the region for each estimated point on the ROC curve and then, if there are sufficient points on the curve and the regions overlap, merge them together to produce a single region around the entire interpolated curve.
To define the confidence region boundary for a given point on the empirically estimated ROC curve, we first recall our assumption that detection and false-alarm events are statistically independent. We then select the appropriate statistical model for P D and P FA based upon the discussion in Section II-B and form the joint density function as the product of the 1-D density functions. A discrete sampling grid across the ROC curve plane is formed (at a sufficient sampling density), and a numerical computation of the joint density function centered on the estimated ROC point is made similar to the one plotted as a shaded surface in Fig. 2 . Then, to find the 1 − α boundary, we follow the approach presented in [8] , and we reform this 2-D joint density function as a 1-D vector and sort the values from high to low, keeping track of their locations in the ROC curve plane. We then integrate this sorted probability density function until we find the index i α for which the integrated probability corresponds to 1 − α. At this point, all indexes less than i α in the sorted density function correspond to points inside the 1 − α boundary.
While there are several ways to then determine and plot the actual points in the confidence region boundary, we present the following simple and straightforward method which is easily implemented in high-level programming tools. We create a binary image in the ROC curve plane by placing a one in locations corresponding to all indexes in the sorted probability density function less than i α and a zero elsewhere. This produces a filled-in area corresponding to the confidence region for that estimated point on the ROC curve. A contour plot of the edge around this region can then be made and overlaid on the ROC curve to show the confidence region boundary at that point.
This process is repeated for all estimated points on the ROC curve. If there are sufficient points on the ROC curve and the regions overlap, the individual regions can be merged by taking the union of the binary images and plotting the contour of the filled-in areas as the confidence region for the interpolated ROC curve.
D. Examples
We demonstrate and verify the method by first presenting confidence regions for a ROC curve with six estimated points. We consider a case with 100 000 background pixels and 200 target pixels. We define six points with (20, 60, 95, 125, 150, 170) as the number of target pixels detected and (1, 10, 75, 500, 5000, 50 000) as the number of background pixels detected as false alarms for corresponding thresholds. Fig. 3 shows the resulting ROC curve with 95% confidence regions drawn around each point on the estimated ROC curve.
We also have shown in Fig. 3 point estimates from 100 trials at each of the six locations on the ROC curve generated using simulated binomially distributed pseudorandom variables generated using the estimated P D and P FA at each point. We can see that these simulated ROC points generally lie within the 95% confidence regions, with just a few falling outside as one would expect. Note that the left side of the confidence region near the bottom of the plot does not have any simulated points. This is because the lowest possible simulated empirical false-alarm rate is 10 −5 (one false alarm in the 100 000 pixels). However, the theory developed shows the theoretical confidence interval for the true P FA given the observed estimates and finite sample size.
Two observations can be made from this example. One is that, given the limited number of target pixels (N T = 200), the confidence regions span a large range of P D (∼ 0.2). The other is that, while the confidence regions are quite wide (orders of magnitude) at low P FA values (∼ 10 −5 ), they become very narrow (a few percent) at high P FA values (∼ 10 −2 ). Fig. 4 shows the confidence region around an estimated ROC curve developed using 1400 points (spaced nonlinearly) interpolated from the six points used in the previous example. In this result, the confidence regions drawn around each point overlap. Since their union was used in the contour-drawing program, the confidence regions are merged and appear continuous.
Note that the exact 1-D confidence intervals for P D or P FA can be calculated at any point on the ROC curve using the equations and methods outlined in Section III-B.
V. SUMMARY AND DISCUSSION
Methods have been presented to compute and plot confidence intervals and regions around points on empirically estimated ROC curves. A new method has been presented to obtain confidence regions on ROC curves using a tractable approximation to true confidence regions. This new method was shown to be consistent with numerical simulations of random trials for estimated points on the ROC curve.
The methods and results demonstrated in this letter should provide researchers wishing to compare the performance of target detection systems the tools by which statistically significant conclusions can be made regarding performance estimates. These tools also provide a mechanism for assessing the validity of simulation and modeling tools by allowing predicted and empirical performance to be compared through confidence regions rather than point estimates. Future work will include the application of these tools to the validation of our spectral imaging model [12] by exploring whether its predicted ROC curves lie within confidence regions developed from the method presented here and corresponding empirical data.
