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Resumo
Em Janeiro de 1997, o Tesouro norte-americano introduziu o seu pro-
grama de Treasury Inflation-Protected Securities (TIPS). Tal como o seu
nome indica, estas obrigac¸o˜es esta˜o indexadas a` inflac¸a˜o na medida em que
os seus cupo˜es sa˜o constantemente ajustados atrave´s de um ı´ndice de prec¸os.
Deste modo, ao proporcionarem uma exposic¸a˜o consideravelmente mais re-
duzida a variac¸o˜es inesperadas do n´ıvel de prec¸os, estas obrigac¸o˜es permitem
reduzir os riscos associados a taxas de inflac¸a˜o varia´veis, oferecendo um ele-
vado grau de certeza sobre o valor real do investimento efectuado.
Juntamente com os mercados para TIPS, tambe´m os mercados para
derivados indexados a` inflac¸a˜o teˆm vindo a crescer rapidamente e a tornar-
-se progressivamente mais populares, oferecendo novas oportunidades aos
investidores para se precaverem contra riscos e para alcanc¸arem objectivos
financeiros que de outra forma, recorrendo unicamente aos activos indexados
a` inflac¸a˜o existentes, na˜o estariam dispon´ıveis.
O principal intuito deste trabalho consiste enta˜o em propor uma fo´rmula
de avaliac¸a˜o, expl´ıcita e livre de arbitragem, para contratos futuros sobre
um cabaz de obrigac¸o˜es TIPS entrega´veis com uma quality option associa-
da. Para tal, e´ necessa´ria a especificac¸a˜o de um modelo, sendo que, neste
trabalho, nos baseamos no modelo Jarrow-Yildirim (doravante, modelo JY)
descrito em Jarrow e Yildirim (2003).
De acordo com Jarrow e Yildirim (2003, p.338), bem como Deacon,
Derry e Mirfendereski (2004, pp.87-88), na literatura e´ usualmente aplicado
o modelo Cox, Ingersoll e Ross (CIR) de um factor para descrever a estrutura
temporal de taxas de juro reais, ao passo que Jarrow e Yildirim (2003)
sa˜o os primeiros autores a sugerir o emprego de um modelo Heath, Jarrow
e Morton (1992) (a partir de agora referido como HJM) na avaliac¸a˜o de
TIPS e seus derivados. De facto, baseando-se na implementac¸a˜o de um
modelo HJM para a avaliac¸a˜o de direitos contingentes sobre activos deno-
minados em moeda estrangeira (estudado, por exemplo, em Amin e Jarrow,
1991), Jarrow e Yildirim (2003) usam uma analogia com o caso anterior
(conhecida como foreign currency analogy) para formular um modelo HJM
Gaussiano de treˆs factores e livre de arbitragem para a evoluc¸a˜o das curvas
de taxas de juro nominais e reais, bem como do ı´ndice de inflac¸a˜o. Portanto,
nesta abordagem, sa˜o consideradas como que duas economias distintas: a
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nominal (interpretada como a economia dome´stica ou nacional) e a real (i.e.,
estrangeira), sendo o ı´ndice de inflac¸a˜o entendido como a taxa de caˆmbio
entre as duas moedas.
Apesar de alguns derivados indexados a` inflac¸a˜o estarem ja´ a ser transac-
cionados presentemente, nomeadamente swaps indexados a` inflac¸a˜o, con-
tratos futuros sobre o CPI e opc¸o˜es sobre TIPS,1 ainda que estes u´ltimos
na˜o sejam ainda muito comuns no mercado, pelo que sabemos na˜o existem
ainda futuros sobre TIPS a serem transaccionados no mercado, afirmac¸a˜o
esta que e´ alia´s suportada por Huang e Yildirim (2008, p.101). Todavia, e
tendo em conta as maturidades limitadas actualmente dispon´ıveis para os
futuros sobre o CPI, juntamente com os elevados custos associados, Huang e
Yildirim (2008, p.101) argumentam a favor da necessidade da criac¸a˜o de um
mercado de futuros sobre TIPS, de modo a possibilitar uma protecc¸a˜o mais
ampla e eficiente face ao risco de taxa de juro real ao qual as obrigac¸o˜es TIPS
esta˜o expostas. Assim sendo, a determinac¸a˜o de uma soluc¸a˜o anal´ıtica para
a avaliac¸a˜o de contratos futuros sobre TIPS constitui um tema relevante e
a principal finalidade do presente trabalho.
Ale´m disso, e a` semelhanc¸a do que se verifica para os futuros sobre
obrigac¸o˜es do tesouro convencionais, consideramos a existeˆncia de uma de-
livery option a` disposic¸a˜o do vendedor do futuro sobre TIPS, a qual cons-
titui uma das opc¸o˜es mais importantes associada a um contrato futuro.
Assim, neste caso, estudamos um contrato futuro, na˜o sobre uma obrigac¸a˜o
TIPS espec´ıfica, mas sobre um cabaz de TIPS. A cada uma destas TIPS
entrega´veis esta´ associado um factor de conversa˜o e, na data de entrega,
devido a` existeˆncia da quality option ja´ referida, o vendedor do futuro pode
escolher qual das obrigac¸o˜es TIPS, de entre as do cabaz, pretende entregar
ao comprador do futuro. Evidentemente, qualquer vendedor racional de fu-
turos ira´ escolher a obrigac¸a˜o entrega´vel que maximiza a diferenc¸a entre os
cash-in e os cash-out flows, a qual e´ designada obrigac¸a˜o de menor custo
(ou cheapest-to-deliver). Artigos anteriores foram dedicados a` avaliac¸a˜o da
quality option existente em contratos futuros sobre obrigac¸o˜es do tesouro
convencionais, entre os quais destacamos: Carr e Chen (1997) no modelo
CIR, Henrard (2006b) e Nunes e Oliveira (2007) num modelo HJM Gaus-
siano. Neste trabalho, o objectivo consiste em avaliar contratos futuros sobre
TIPS quando a posic¸a˜o curta tem a` disposic¸a˜o uma quality option, usando
para tal o modelo proposto por Jarrow e Yildirim (2003).
Uma breve s´ıntese deste trabalho e´ a que se apresenta em seguida. Em
primeiro lugar, nos Preliminares sa˜o inclu´ıdos uma variedade de conceitos
gerais, bem como resultados relacionados com as distribuic¸o˜es Gaussianas
univariada e multivariada, Teoria da Medida e Ca´lculo Estoca´stico, e ainda
Ca´lculo Estoca´stico aplicado a`s Financ¸as, necessa´rios para uma compreensa˜o
1A derivac¸a˜o de fo´rmulas de avaliac¸a˜o destes derivados no modelo JY e´ proposta em
Mercurio (2005), Crosby (2007) e Henrard (2006a), respectivamente.
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plena dos restantes cap´ıtulos.
O cap´ıtulo seguinte, o qual se encontra dividido em duas secc¸o˜es e se ba-
seia no artigo de Jarrow e Yildirim (2003), e´ dedicado a` avaliac¸a˜o de TIPS
no modelo JY. Iniciamos o cap´ıtulo com a apresentac¸a˜o de definic¸o˜es e con-
ceitos ba´sicos, e em seguida especificamos um modelo JY de treˆs factores
para descrever a evoluc¸a˜o da estrutura temporal das taxas nominal e real e
do ı´ndice de inflac¸a˜o. Tal como e´ referido no texto, trabalhamos apenas com
treˆs movimentos Brownianos, no entanto, caso se assuma que outros even-
tuais factores aleato´rios explicam as movimentac¸o˜es do ı´ndice de inflac¸a˜o e
das curvas de taxas de juro (nominal e real), enta˜o o modelo e os resultados
obtidos podem ser generalizados a um nu´mero finito arbitra´rio de movimen-
tos Brownianos. Comec¸amos por proceder a` descric¸a˜o do modelo na medida
f´ısica de probabilidade, sendo que, posteriormente, apresentamos a sua es-
pecificac¸a˜o na medida de martingala equivalente, cuja existeˆncia e unicidade
demonstramos. Conclu´ımos o cap´ıtulo com a formalizac¸a˜o matema´tica e a
avaliac¸a˜o de obrigac¸o˜es TIPS.
No Cap´ıtulo 3, seguimos o trabalho de Huang e Yildirim (2008), onde o
modelo JY e´ aplicado na determinac¸a˜o do prec¸o de contratos futuros sobre
TIPS. A fo´rmula que propomos neste trabalho e´ muito semelhante a` obtida
pelos autores. A principal contribuic¸a˜o deste trabalho, relativamente ao
artigo referido, reside no facto do nosso resultado levar em considerac¸a˜o a
opc¸a˜o contra a deflac¸a˜o existente nas obrigac¸o˜es TIPS, a qual e´ ignorada por
Huang e Yildirim (2008) sob o argumento de que a deflac¸a˜o consiste num
feno´meno improva´vel.
Posteriormente, consideramos a existeˆncia de uma quality option as-
sociada ao contrato futuro, sendo o cap´ıtulo que se segue dedicado a` de-
terminac¸a˜o do prec¸o de futuros com uma quality option. Nesse sentido,
comec¸amos por derivar a fo´rmula para o prec¸o justo de um contrato futuro
sobre um cabaz de obrigac¸o˜es TIPS entrega´veis mas que na˜o possui qual-
quer quality option e, em seguida, no contexto da designada conditioning
approach (proposta, por exemplo, em Rogers e Shi, 1995, Nielsen e Sand-
mann, 2003 ou ainda Nunes e Oliveira, 2007, sendo que este u´ltimo artigo
constitui a principal refereˆncia na literatura seguida neste cap´ıtulo), suge-
rimos uma aproximac¸a˜o anal´ıtica para o prec¸o de um contrato futuro com
uma quality option. Notamos tambe´m que, ainda que um erro de aproxi-
mac¸a˜o seja introduzido, esta abordagem tem a vantagem de fornecer uma
soluc¸a˜o expl´ıcita com forma analiticamente fechada.
Finalmente, no u´ltimo cap´ıtulo, o qual conclui este trabalho, apresenta-
mos um breve suma´rio dos principais resultados e contribuic¸o˜es deste tra-
balho. Inclu´ımos ainda algumas sugesto˜es para futuros estudos no sentido
de melhorar os resultados obtidos, nomeadamente no que respeita a` apre-
sentac¸a˜o de uma estimac¸a˜o do erro de aproximac¸a˜o cometido, bem como da
minimizac¸a˜o do mesmo, para ale´m da implementac¸a˜o nume´rica das fo´rmulas
obtidas, por exemplo atrave´s da realizac¸a˜o de uma simulac¸a˜o Monte Carlo,
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a qual na˜o so´ nos permitiria testar a precisa˜o dos resultados, como tambe´m
a facilidade e eficieˆncia da sua implementac¸a˜o.
Palavras-chave: Contratos futuros sobre TIPS. Modelo de Jarrow-Yil-
dirim. Quality option. Risco de deflac¸a˜o.
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Abstract
The aim of this work is to propose an arbitrage-free and explicit pricing
solution for futures contracts written on a delivery basket containing TIPS
coupon bearing bonds when the short position has a quality option. Despite
the fact that, to our knowledge, such contracts are not being traded in the
market yet, this constitutes a relevant subject.
We use the Jarrow-Yildirim model, described in Jarrow and Yildirim
(2003), to fit the evolution of the inflation index and of the nominal and real
term structure curves. We then organise our work into two parts. First, we
follow the paper of Huang and Yildirim (2008) to determine the fair price
of futures on TIPS, taking into consideration the option present on TIPS
bonds that offers its owner protection against deflation. Lastly, based on
the work of Nunes and Oliveira (2007) for the pricing of futures contracts
on conventional Treasury bonds with a quality option, we consider the exis-
tence of a quality option embedded in the futures contract, which is now
written on a basket of deliverable TIPS bonds. Through a conditioning ap-
proach (proposed in Rogers and Shi, 1995, Nielsen and Sandmann, 2003),
we obtain an analytical formula that gives an approximation for the price
of the futures contract.
Key words: Deflation risk. Jarrow-Yildirim model. Quality option.
TIPS bond futures.
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Introduction
Inflation-indexed securities are a class of instruments whose roots can
be traced back to the 18th century, and have grown more and more popular
over the past few years.
As its name suggests, an inflation-indexed bond is one whose cash flows
are adjusted in line with inflation right up to the moment at which they are
paid. Such adjustment is defined in terms of the percentage increments of a
reference measure of price levels, generally a Consumer Price Index (CPI).
Therefore, one of the most important characteristics and major benefit of
inflation-linked securities is that they help reduce the risks associated with
variable rates of inflation by protecting borrowers and investors from unex-
pected changes in the level of prices, providing a high degree of purchasing
power certainty for bondholders, as well as an inflation adjusted cost of
finance for a borrower.
However, in practice, things are not that straightforward and inflation-
-indexed bonds do not offer complete real value certainty. One of the reasons
why this is so is that any given price index, though being a representative
weighted collection of goods and services, is only an approximation to the
investor’s particular consumption basket and, thus, there is always a degree
of uncertainty surrounding the exact purchasing power at the maturity of
the bond. In addition to this, and because time is required to compile and
publish the data, a time lag is always present and, consequently, the cash
flows are not adjusted to the actual movements in the price index. This
situation is as more relevant as more variable the price index is. Never-
theless, despite what is mentioned above, inflation-indexed bonds provide
a much reduced exposure to unexpected changes in the level of prices and,
therefore, a high degree of real value certainty, especially when compared
with conventional bonds.
Markets for inflation-linked securities have been developing somewhat
independently across the world. In particular, although European govern-
ments have been issuing inflation-indexed bonds since the early 1980s, it was
not until January 1997 that, in the U.S.A., the Treasury introduced its Trea-
sury Inflation-Protected Securities (TIPS) program. These TIPS are capital
indexed bonds whose coupon payments are constantly adjusted to inflation
through the Consumer Price Index for all urban consumers (CPI-U), which
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is the specific price index used for TIPS indexation.
Along with the markets for the securities themselves, markets for infla-
tion-indexed derivatives, which allow investors to meet their precise needs
that may not be perfectly provided by the existing securities, are also grow-
ing rapidly and becoming increasingly popular, opening up opportunities
to hedge risks and to achieve financial objectives that would be unavailable
otherwise.
The main purpose of this work consists in proposing an arbitrage-free
and explicit valuation formula for futures contracts written on a delivery
basket containing deliverable TIPS coupon bearing bonds, with an embed-
ded quality option. To this end, a specific model must be implemented and
we use the Jarrow-Yildirim model (JY model, hereafter) described in Jarrow
and Yildirim (2003).
According to Jarrow and Yildirim (2003, p.338), as well as Deacon, Derry
and Mirfendereski (2004, pp.87-88), the literature usually applies the one-
-factor Cox, Ingersoll and Ross (CIR) model to fit real term structures,
whilst Jarrow and Yildirim (2003) are the first to suggest a Heath, Jarrow
and Morton (1992) (henceforth HJM) term structure framework to value
TIPS and related derivatives. Jarrow and Yildirim (2003), based on the
pricing of contingent claims on foreign currencies under the HJM framework
(treated, for instance, in Amin and Jarrow, 1991), use a foreign currency
analogy to formulate a three factor Gaussian and arbitrage-free HJM term
structure model to fit the evolution of the nominal and real yield curves
and of the CPI. Therefore, in this foreign currency analogy, two distinct
economies are considered: a nominal (interpreted as the domestic) and a
real (i.e., foreign) one, and the inflation index is viewed as the exchange rate
between the two currencies.
Although inflation-indexed derivatives, such as inflation-indexed swaps,
CPI futures and TIPS bond options, are currently being traded,2 eventhough
the latter is not very common in the market, to the best of our knowledge,
and as supported by Huang and Yildirim (2008, p.101), there are still no
futures contracts on TIPS bonds being traded in the market. However, due
to the limited maturities available for CPI futures along with the high costs
that would be involved, Huang and Yildirim (2008, p.101) argue that, in
order to fully and efficiently hedge away the real interest risk to which TIPS
bonds are exposed to, a TIPS bond futures market is needed. Therefore,
providing an analytic pricing solution for TIPS futures is a relevant subject
and constitutes the main purpose of the present work.
Furthermore, and similarly to futures contracts on conventional Treasury
bonds, we consider the existence of an embedded delivery option in TIPS
bond futures, which is one of the most important special features that can
2The derivation of pricing formulas for these derivatives in a JY context is proposed in
Mercurio (2005), Crosby (2007) and Henrard (2006a), respectively.
2
be embedded in a futures contract. In this case, instead of being written
on one specific TIPS bond, the TIPS bond future is written on a basket of
TIPS bonds. To each of these deliverable bonds is associated a conversion
factor and, on the delivery date, due to the existence of the referred quality
option, the short side of the futures contract may choose to deliver any
of the TIPS bond in the delivery basket. Evidently, any rational futures’
seller will choose the bond that maximises the difference between the cash-in
and the cash-out flows, which is denominated cheapest-to-deliver. Previous
papers have been dedicated to the pricing of the quality option embedded in
futures contracts written on conventional Treasury bonds, among which are
the following: Carr and Chen (1997) under a CIR model, Henrard (2006b)
and Nunes and Oliveira (2007) in a Gaussian HJM framework. In this work,
we aim to value a TIPS bond futures contract when the short position has
a quality option, within the JY model.
A brief summary of this work is as follows. Firstly, the Preliminaries
include a variety of general concepts, as well as results related to univariate
and multivariate Gaussian distributions, Measure Theory and Stochastic
Calculus, and Stochastic Calculus applied to Finance that are necessary for
a thorough understanding of the succeeding chapters.
Chapter 2, which is divided into two sections and is based on the paper
of Jarrow and Yildirim (2003), is dedicated to valuing TIPS coupon-bearing
bonds under the Jarrow-Yildirim model. We start with the introduction of
the basic definitions and assumptions, and we specify the JY model for the
nominal and real term structures and the inflation index under the physical
measure. We note that if we consider the nominal and real prices as domestic
and foreign prices, respectively, and inflation index as the spot exchange
rate, then this model is an analog of the cross-currency HJM approach.
We proceed with the demonstration of the existence of a unique equivalent
martingale measure, which leads to the specification of the model under
the risk-neutral measure. We conclude the chapter with the mathematical
formalization and the pricing of a TIPS coupon-bearing bond.
In the next chapter, we follow the work of Huang and Yildirim (2008)
and apply the JY model to determine the price of a futures contract on just
one TIPS bond. Our contribution, relatively to the referred paper, is that
our results take the embedded option against deflation in the TIPS bond
into consideration, whilst this feature is ignored by the authors due to the
alleged unlikelihood of the phenomenon of deflation.
Chapter 4 focuses on the determination of TIPS bond futures prices with
an embedded quality option. We start with the derivation of the formula for
the fair price of a futures contract written on a basket of TIPS bonds but that
possesses no quality option and, afterwards, an analytical approximation to
the true futures price with the embedded quality option is provided based
on a conditioning approach (see Rogers and Shi, 1995, and Nielsen and
Sandmann, 2003). The main reference in literature that was used in this
3
chapter was the paper of Nunes and Oliveira (2007).
Finally, in the last chapter, which concludes the manuscript, we sum-
marise the main results and contributions of this work. We also include a
few suggestions on further research to improve the obtained results.
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Chapter 1
Preliminaries
The purpose of this chapter consists in introducing and recalling the
main concepts, notations and results that will be necessary throughout this
work.
1.1 General Results
Theorem 1.1.1 (Cholesky factorization). [17] If A is a real symmetric
positive definite matrix, then A has a unique Cholesky factorization A = LL′
(here prime denotes transposition), in which L is a lower triangular matrix
with strictly positive diagonal entries and is denoted the Cholesky factor of
A.
Lemma 1.1.2. For n ≥ 1, and for j = 1, . . . , n, let αi and φi be polynomials
in z (with real coefficients). Moreover, let us define the function g : R→ R
as
g(z) =
n∑
i=1
αi(z) eφi(z) (1.1)
If g is not identically zero, then it has a finite number of (real) zeros.
Proof. This lemma is proved by using mathematical induction (on n ∈ N)
and Rolle’s Theorem.
We start by considering the case n = 1. Then we have g(z) = α(z) eφ(z),
and thus g(z) = 0 if and only if α(z) = 0. Due to the fact that α is a
polynomial in z, which is not identically zero (otherwise g would be equal
to the zero function), then it has, at most, deg(α) zeros.1 Hence, g has a
finite number of zeros.
1Here deg(α) denotes the degree of the polynomial α.
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Let us now assume that the claim holds for an arbitrary n ∈ N. We note
that we can write g(z) = eφn+1(z) h(z), with
h(z) =
n∑
i=1
αi(z) eφi(z)−φn+1(z) + αn+1(z)
Similarly as above, we have that g(z) = 0 if and only if h(z) = 0 and
therefore g and h have the same (number of) zeros. Moreover, h cannot be
identically zero.
If αn+1 is the zero polynomial, then h(z) =
∑n
i=1 αi(z) e
ψi(z), where
ψi (z) = φi (z)−φn+1 (z) is a polynomial in z with real coefficients and thus,
by the induction hypothesis, we conclude that h (and hence g) admits only
a finite number of zeros.
Let us now assume that αn+1 is not identically zero, and we define an+1 =
deg(αn+1). The case where h is a (nonzero) constant function in z follows
easily, since in that case h admits no zeros. So, let us admit that h is not a
constant function in z.
An easy proof by induction shows us that, for d ∈ N and for all z ∈ R,
the derivatives of h are given by
h(d)(z) =
n∑
i=1
Pd,i e
ψi(z) + α(d)n+1(z)
where ψi (z) = φi (z)−φn+1 (z) as before, and Pd,i is a polynomial in z with
real coefficients, for i = 1, . . . , n.
Then, because αn+1 is a polynomial of degree an+1,
h(an+1+1)(z) =
n∑
i=1
Pan+1+1,i e
ψi(z) + α(an+1+1)n+1 (z)
=
n∑
i=1
Pan+1+1,i e
ψi(z)
Now, if h(an+1+1) is not identically zero, then we may apply the induction
hypothesis and so h(an+1+1) has a finite numberM of zeros. Thus, by Rolle’s
Theorem, h(an+1) has no more than M + 1 zeros. Analogously, successive
applications of Rolle’s Theorem give us that h (and, consequently, g) has,
at most, M + an+1 + 1 zeros.
If, on the other hand, h(an+1+1) is the zero function, and recalling that h
is not constant in z, we can ensure the existence of a certain 1 ≤ d ≤ an+1
such that h(d) is a (nonzero) constant function in z. Hence, h has no zeros
and therefore, by successively applying Rolle’s Theorem, h has no more than
d zeros.
By mathematical induction, the result is proved for all n ∈ N.
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Lemma 1.1.3. For n,m ≥ 1, and for i = 1, . . . , n, j = 1, . . . ,m, let αi,βj,ϕi
and φj be polynomials in z with real coefficients, and xi, yj real constants.
Then, if the real valued function g : R→ R, defined by
g(z) =
n∑
i=1
αi(z) eϕi(z) +
m∑
j=1
βj(z) eφj(z)Φ(xj + yj z) (1.2)
(where Φ(·) is the cumulative distribution function of the standard univariate
normal law) is not identically zero, it has a finite number of zeros in R.
Proof. As in the proof of the previous lemma, we use mathematical induction
on m ∈ N and Rolle’s Theorem. But first, we start by proving one auxiliary
result that will be necessary for the demonstration of the main result, which
is given in the second step of the proof.
(i) We begin with the proof, by mathematical induction on d ∈ N, that
for all d, the derivatives of the real valued function f defined as
f(z) =
n∑
i=1
αi(z) eϕi(z)+
m∑
j=1
βj(z) eφj(z)Φ(xj + yj z)+γ(z) Φ(u+ v z)
(where αi, βj , ϕi, φj and γ are polynomials in z, and xj , yj , u and v
are real numbers, for i = 1, . . . , n and j = 1, . . . ,m) are given by
f (d)(z) =
nd∑
i=1
Pd,i(z) eAd,i(z) +
m∑
j=1
Qd,j(z) eBd,j(z)Φ(xj + yj z)
+ γ(d)(z) Φ(u+ v z)
with Pd,i, Ad,i, Qd,j and Bd,j polynomials in z with real coefficients,
i = 1, . . . , n and j = 1, . . . ,m, and nd = n+ d (m+ 1).
Let n,m ∈ N, arbitrary but fixed.
We start with the induction basis, d = 1. Then,
f ′(z) =
{
n∑
i=1
[
α′i(z) + αi(z) ϕ
′
i(z)
]
eϕi(z)
+
m∑
j=1
βj(z)
yj√
2pi
eφj(z)−
1
2
(xj+yj z)
2
+ γ(z)
v√
2pi
e−
1
2
(u+v z)2
}
+
m∑
j=1
[
β′j(z) + βj(z) φ
′
j(z)
]
eφj(z)Φ(xj + yj z)
+ γ′(z) Φ(u+ v z)
and we note that the first term (the expression within the braces) is a
sum of n1 = n+m+ 1 terms.
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Let us now assume that the equality holds for an arbitrary d ∈ N. We
shall prove that it is also valid for d+ 1. In fact, with
f(z) =
n∑
i=1
αi(z) eϕi(z)+
m+1∑
j=1
βj(z) eφj(z)Φ(xj + yj z)+γ(z) Φ(u+ v z)
we have that
f (d+1)(z) =
(
f (d)
)′
(z)
=
[
nd∑
i=1
Pd,i(z) eAd,i(z) +
m∑
j=1
Qd,j(z) eBd,j(z)Φ(xj + yj z)
+ γ(d)(z) Φ(u+ v z)
]′
=
nd+m+1∑
i=1
P˜d,i(z) eA˜d,i(z) +
m∑
j=1
Q˜d,j(z) eB˜d,j(z)Φ(xj + yj z)
+
(
γ(d)
)′
(z) Φ(u+ v z)
where, for i = 1, . . . , nd+m+1 and j = 1, . . . ,m, Pd,i, Ad,i, Qd,j , Bd,j ,
P˜d,i, A˜d,i, Q˜d,j and B˜d,j are polynomials in z. We note that for the
second equality we use the induction hypothesis and, for the last one,
we make use of the induction basis, proved above. We also remark
that nd +m+ 1 = n+ d (m+ 1) +m+ 1 = n+ (d+ 1) (m+ 1).
Hence, by the principle of mathematical induction, the result is valid
for all d ∈ N.
(ii) Let us take an arbitrary, but fixed, n ∈ N.
Starting with the case where m = 1, we have that
g(z) =
n∑
i=1
αi(z) eϕi(z) + β(z) eφ(z)Φ(x+ y z)
If β is the zero polynomial, then g(z) =
∑n
i=1 αi(z) e
ϕi(z), with g not
identically zero, and therefore Lemma 1.1.2 implies that g admits a
finite number of real zeros. We can thus assume that β is not identically
zero, and we may rewrite g as g(z) = eφ(z) h(z), where
h(z) =
n∑
i=1
αi(z) eϕi(z)−φ(z) + β(z) Φ(x+ y z)
We note that g(z) = 0 if and only if h(z) = 0, and that h is not
identically zero. Let us now denote by b the degree of the polynomial
β, b = deg(β).
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If h is a (nonzero) constant function in z, then h has no zeros, and
neither has g. So, we assume that h is not a constant function. An
application of mathematical induction on d ∈ N easily shows that the
derivatives of h are as given below.
h(d)(z) =
n∑
i=1
Pd,i(z) eϕi(z)−φ(z)+Qd,i(z) e−
1
2
(x+y z)2+β(d)(z) Φ(x+ y z)
with Pd,i and Qd,i polynomials in z, for i = 1, . . . , n.
Consequently, and given that β is a polynomial of degree b, we obtain
h(b+1)(z) =
∑n
i=1 Pb+1,i(z) e
ϕi(z)−φ(z) +Qb+1,i(z) e−
1
2
(x+y z)2 .
If h(b+1) is not identically zero then, by Lemma 1.1.2, we may conclude
that h(b+1) has a finite number M of zeros. Thus, similarly to the
proof of the previous lemma, successive applications of Rolle’s Theorem
imply that h can only have, at most,M+b+1 real zeros, which proves
the intended result for g, since h and g have the same (number of)
zeros. Hence, let us now assume that h(b+1) is identically zero. Given
that h is not a constant function in z, there must be d ∈ {1, . . . , b}
such that h(d) is a (nonzero) constant function in z. Due to the fact
that, in this case, h(d) has no zeros, the Theorem of Rolle again implies
that h cannot have more than d real zeros. This proves the result for
the basis of induction.
Let us now assume that the result is valid for an arbitrary m ∈ N. We
prove that it also holds for m+ 1.
So, let the real valued function g be given by
g(z) =
n∑
i=1
αi(z) eϕi(z) +
m+1∑
j=1
βj(z) eφj(z)Φ(xj + yj z)
=
n∑
i=1
αi(z) eϕi(z) +
m∑
j=1
βj(z) eφj(z)Φ(xj + yj z)
+ βm+1(z) eφm+1(z)Φ(xm+1 + ym+1 z)
If βm+1 is identically zero then
g(z) =
n∑
i=1
αi(z) eϕi(z) +
m∑
j=1
βj(z) eφj(z)Φ(xj + yj z)
and g is not identically zero, hence the hypothesis of induction implies
that g has a finite number of zeros in R. Let us thus admit that βm+1
is a nonzero polynomial and define bm+1 = deg(β). We can write
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g(z) = eφm+1(z) h(z), with
h(z) =
n∑
i=1
αi(z) eϕi(z)−φm+1(z) +
m∑
j=1
βj(z) eφj(z)−φm+1(z)Φ(xj + yj z)
+ βm+1(z) Φ(xm+1 + ym+1 z)
We also note that, since g is not identically zero, the same holds for h.
Furthermore, g and h have exactly the same (number of) zeros, since
g(z) = 0 if and only if h(z) = 0.
Let us start by considering the case where h is a (nonzero) constant
function in z. Then h has no zeros, and neither has g. So, we assume
h to be a non-constant function in the variable z.
By the first step of this demonstration, and recalling the fact that the
polynomial βm+1 has degree bm+1, we have that
h(bm+1)(z) =
nbm+1+1∑
i=1
Pbm+1+1,i(z) e
Abm+1+1,i(z)
+
m∑
j=1
Qbm+1+1,j(z) e
Bbm+1+1,j(z)
where Pbm+1+1,i, Qbm+1+1,j , Abm+1+1,i and Abm+1+1,j are polynomials
(with real coefficients) in z, for i = 1, . . . , nbm+1+1, j = 1, . . . ,m, and
nbm+1+1 ∈ N.
If h(bm+1) is not identically null, then by the induction hypothesis
h(bm+1) has a finite number of real zeros. By successively applying
Rolle’s Theorem, we get that h, and thus g, admit only a finite num-
ber of zeros. If, however, h(bm+1) is identically zero, and since h is not a
constant function in z, we can ensure the existence of d ∈ {1, . . . , bm+1}
such that h(d) is a (nonzero) constant function in the variable z. So, h
has no zeros and, once again by Rolle’s Theorem, h can have, at most,
d real zeros.
Hence, by mathematical induction, the result holds for all m ∈ N.
This completes the proof.
1.2 Normal Distributions
In this section we are considering an unspecified probability space.
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1.2.1 Univariate Normal Distribution
Definition 1.2.1. A continuous random variable X is said to have an uni-
variate normal distribution, with mean µ and variance σ2 > 0, and we write
X ∼ N 1(µ, σ2), if it has a density function of the form
fX(x) =
1√
2piσ2
exp
{
−1
2
(
x− µ
σ
)2}
(1.3)
for x ∈ R.
When σ2 = 0, we say that X follows a degenerate normal distribution,
concentrated at µ.
For a mean of 0 and a standard deviation of 1, we say that X follows a
standard normal distribution, X ∼ N 1(0, 1).
Definition 1.2.2. The cumulative distribution function (cdf) of a standard
normal random variable, which we represent by Φ, is given by the expression
Φ(x) =
1√
2pi
∫ x
−∞
exp
{
−1
2
s2
}
ds (1.4)
for x ∈ R ∪ {−∞,∞}.
Proposition 1.2.3. [5] Let X be a (univariate) Gaussian random variable,
with mean µ and variance σ2, X ∼ N 1(µ, σ2).
Then, the moment generating function of X is
E
(
eλX
)
= exp
{
µλ+
1
2
λ2 σ2
}
(1.5)
for λ ∈ R.
1.2.2 Multivariate Normal Distribution
Definition 1.2.4. Let µ ∈ Rp and Σ be a symmetric positive semidefinite
p× p real-valued matrix.
The random vector X = (X1, . . . , Xp)
′ is multivariate normal (or p-
-variate normal), with expected value µ and covariance matrix Σ, if, for all
vectors a ∈ Rp, the random variable U = a′X is univariate normal, and we
write X ∼ N p(µ,Σ).
If X ∼ N p(0,Σ), with
Σ =

1 ρ12 · · · ρ1p
ρ12 1 · · · ρ2p
...
...
. . .
...
ρ1p ρ2p · · · 1
 (1.6)
we say that X follows a standard multivariate normal distribution.
In the particular case where p = 2, X ∼ N 2(µ,Σ) is said to possess a
bivariate normal distribution.
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Theorem 1.2.5. [5] Let X ∼ N p(µ,Σ), where Σ is symmetric positive
definite.
Then X has density function
fX(x) =
1
(2pi)
p
2 (detΣ)
1
2
exp
{
−1
2
∆2(x)
}
(1.7)
where
∆2(x) = (x− µ)′Σ−1 (x− µ) (1.8)
for x ∈ Rp.
In particular, if X follows a bivariate normal distribution X ∼ N 2(µ,Σ),
where µ = (µ1, µ2)
′ and
Σ =
[
σ21 ρ σ1 σ2
ρ σ1 σ2 σ
2
1
]
(1.9)
with σ1, σ2 > 0 and |ρ| < 1, then
fX(x, y)
=
1
2pi σ1 σ2
√
1− ρ2
exp
{
− 1
2 (1− ρ2)
[
(x− µ1)2
σ21
− 2ρ (x− µ1) (y − µ2)
σ1 σ2
+
(y − µ2)2
σ22
]}
(1.10)
for (x, y) ∈ R2.
Theorem 1.2.6. [5] Let us consider a matrix A of dimension q × p and a
vector c ∈ Rq.
If X is p-variate normal X ∼ N p(µ,Σ), then Y = AX + c is q-variate
normal, with Y ∼ N q(Aµ+ c, AΣA′).
Corollary 1.2.7. [5] Suppose that X ∼ N p(µ,Σ) and X is partitioned into
q and p− q components, with 1 ≤ q < p.
Thus, we write X = (X1, X2)
′, where X1 has dimension q and X2 has
dimension p− q.
We partition µ and Σ analogously as µ = (µ1, µ2)
′ and
Σ =
[
Σ11 Σ12
Σ21 Σ22
]
(1.11)
with dimensions of the subvectors and submatrices as induced by the partition
of X.
Then X1 ∼ N q(µ1,Σ11) and X2 ∼ N p−q(µ2,Σ22).
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Proposition 1.2.8. Let X be a p-variate normal random variable, with
mean µ and covariance matrix Σ, X ∼ N p(µ,Σ).
Then, the moment generating function of X is given by
E
(
eλ
′X
)
= exp
{
λ′ µ+
1
2
λ′Σλ
}
(1.12)
for λ ∈ Rp.
Proof. According to Theorem 1.2.6, λ′X follows an univariate normal dis-
tribution with mean λ′ µ and variance λ′Σλ.
Then, expression (1.12) follows straightforwardly from Proposition 1.2.3.
Proposition 1.2.9. [5] Let 1 ≤ q < p.
Suppose that X ∼ N p(µ,Σ), partitioned into q and p− q components as
X = (X1, X2)
′, µ = (µ1, µ2)′ and
Σ =
[
Σ11 Σ12
Σ21 Σ22
]
(1.13)
Also, we assume that Σ22 is positive definite.
Then the conditional distribution of X1, given X2 = x2, is q-variate
normal with expected value
µ¯ = µ2 +Σ12Σ−122 (x2 − µ2) (1.14)
and covariance matrix given by
Σ¯ = Σ11 +Σ12Σ−122 Σ21 (1.15)
1.2.2.1 Bivariate Normal Distribution
Definition 1.2.10. The cumulative distribution function (cdf) of a standard
bivariate normal random vector X with a correlation coefficient equal to ρ
(with |ρ| < 1), that is, X ∼ N 2(0,Σ) where
Σ =
[
1 ρ
ρ 1
]
(1.16)
is denoted by M(h; k; ρ) and is given by
M(h; k; ρ) =
∫ h
−∞
∫ k
−∞
1
2pi
√
1− ρ2 exp
{
−x
2 − 2ρ x y + y2
2 (1− ρ2)
}
dx dy (1.17)
for h, k ∈ R.
The next lemma provides us with some useful relations between the
univariate and bivariate normal cumulative distribution functions.
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Lemma 1.2.11. [6] For h, k, ρ ∈ R, where |ρ| < 1, we have
(1)
M(h; k; ρ) =
∫ h
−∞
1√
2pi
exp
{
−1
2
w2
}
Φ
(
k − ρw√
1− ρ2
)
dw (1.18)
(2)
M(−h; k;−ρ) =
∫ ∞
h
1√
2pi
exp
{
−1
2
w2
}
Φ
(
k − ρw√
1− ρ2
)
dw (1.19)
(3)
Φ(k) =M(h; k; ρ) +M(−h; k;−ρ) (1.20)
(4)
Φ(k) =
∫ ∞
−∞
1√
2pi
exp
{
−1
2
w2
}
Φ
(
k − ρw√
1− ρ2
)
dw (1.21)
Lemma 1.2.12. Let us admit that (X,Y )′ follows a bivariate normal dis-
tribution, (X,Y )′ ∼ N 2(µ,Σ), where µ = (µX , µY )′ and
Σ =
[
σ2X ρ σX σY
ρ σX σY σ
2
Y
]
(1.22)
with σX , σY > 0 and |ρ| < 1.
Then, for a, b ∈ R, b 6= 0, we have:2
(1)
E
[
exp {X} 1 {Y≤a}
]
= exp
{
µX +
1
2
σ2X
}
Φ
(
a− µY − ρ σX σY
σY
)
(1.23)
(2)
E
[
exp {X} Φ
(
−a+ Y
b
)]
= exp
{
µX +
1
2
σ2X
}
Φ
−a+ µY + ρ σX σY√
σ2Y + b2

(1.24)
2Here, and henceforth in this work, 1A denotes the indicator function of the set A.
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Proof. We start by giving two remarks that will be useful in the demonstra-
tions of both results. We note that we can rewrite
− 1
2 (1− ρ2)
[
(x− µX)2
σ2X
− 2ρ x− µX
σX
y − µY
σY
]
+ x
=
1
2σ2X (1− ρ2)
[
ρ σX
y − µY
σY
+ σ2X
(
1− ρ2)]2 + µX
− 1
2
x−
(
µX + ρ σX y−µYσY + σ
2
X
(
1− ρ2))
σX
√
1− ρ2
2 (1.25)
and that an auxiliary computation gives us
− 1
2 (1− ρ2)
[
(y − µY )2
σ2Y
−
(
ρ
y − µY
σY
+ σX
(
1− ρ2))2]
= −1
2
[
y − (µY + ρ σX σY )
σY
]2
+
σ2X
2
(1.26)
We may now derive expressions (1.23) and (1.24).
(1) We note that the vector (X,Y )′ has density function given by equa-
tion (1.10) and thus
E
[
exp {X} 1 {Y≤a}
]
=
∫ ∞
−∞
∫ ∞
−∞
ex
2pi σX σY
√
1− ρ2 exp
{
−1
2
1
1− ρ2
[
(x− µX)2
σ2X
− 2ρ x− µX
σX
y − µY
σY
+
(y − µY )2
σ2Y
]}
1 {y≤a} dx dy
=
∫ ∞
−∞
1√
2pi σY
exp
{
− 1
2 (1− ρ2)
(y − µY )2
σ2Y
}
1 {y≤a}∫ ∞
−∞
1√
2pi σX
√
1− ρ2 exp
{
− 1
2 (1− ρ2)
[
(x− µX)2
σ2X
− 2ρ x− µX
σX
y − µY
σY
]
+ x
}
dx dy
Taking the remarks into consideration, as well as the fact that
∫ ∞
−∞
1√
2pi σX
√
1− ρ2 e
− 1
2
x−
(
µX+ρ σX
y−µY
σY
+σ2X(1−ρ2)
)
σX
√
1−ρ2
2
dx = 1
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we obtain
E
[
exp {X} 1 {Y≤a}
]
= eµX
∫ ∞
−∞
1√
2pi σY
1 {y≤a} exp
{
− 1
2 (1− ρ2)
(y − µY )2
σ2Y
+
1
2 (1− ρ2)
[
ρ
y − µY
σY
+ σX
(
1− ρ2)]2} dy
= eµX+
1
2
σ2X
∫ a
−∞
1√
2pi σY
exp
{
−1
2
[
y − (µY + ρ σX σY )
σY
]2}
dy
By performing the natural change of variables z = y−(µY +ρ σX σY )σY and
recalling the definition of the cumulative distribution function of an
univariate normal variable, the intended result in its final form (1.23) is
obtained.
(2) Again using equations (1.10), (1.25) and (1.26), we may write
EQ
[
exp {X} Φ
(
−a+ Y
b
)]
=
∫ ∞
−∞
∫ ∞
−∞
ex
2pi σX σY
√
1− ρ2 exp
{
−1
2
1
1− ρ2
[
(x− µX)2
σ2X
− 2ρ x− µX
σX
y − µY
σY
+
(y − µY )2
σ2Y
]}
Φ
(
−a+ y
b
)
dx dy
=
∫ ∞
−∞
1√
2pi σY
exp
{
− 1
2 (1− ρ2)
(y − µY )2
σ2Y
}
Φ
(
−a+ y
b
)
∫ ∞
−∞
1√
2pi σX
√
1− ρ2 exp
{
− 1
2 (1− ρ2)
[
(x− µX)2
σ2X
− 2ρ x− µX
σX
y − µY
σY
]
+ x
}
dx dy
= eµX+
1
2
σ2X
∫ ∞
−∞
1√
2pi σY
exp
{
−1
2
[
y − (µY + ρ σX σY )
σY
]2}
Φ
(
−a+ y
b
)
dy
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With the natural change of variables w = y−(µY +ρ σX σY )σY , we have that
EQ
[
exp {X} Φ
(
−a+ Y
b
)]
= exp
{
µX +
σ2X
(
1 + ρ2
)
2
}∫ ∞
−∞
1√
2pi
exp
{
−1
2
w2
}
Φ
(
−a+ wσY + µY + ρ σX σY
b
)
dy
= exp
{
µX +
σ2X
(
1 + ρ2
)
2
}∫ ∞
−∞
1√
2pi
exp
{
−1
2
w2
}
Φ
(
u− β w√
1− β2
)
dy
with
β =
σY√
σ2Y + b2
u = −a+ µY + ρ σX σY
b
√
1− β2
= −a+ µY + ρ σX σY√
σ2Y + b2
Noting that β2 < 1, the final equation (1.24) follows from Lemma 1.2.11.
Hence the proof is completed.
1.3 Measure Theory and Stochastic Calculus
In this section, we consider a complete probability space (Ω,F ,P). Also,
and unless otherwise stated, we assume the stochastic processes to be adapted
and we consider Brownian motions with respect to the filtration {Ft}t≥0 sat-
isfying the usual conditions.3
Theorem 1.3.1 (A stochastic version of Fubini’s Theorem). [15] Let
W (t), with t ≥ 0, be a Brownian motion.
Also, for a fixed T > 0, we consider a process with two indices H(t, u),
with 0 ≤ t, u ≤ T , satisfying the following properties: for any ω, the
map (t, u) 7→ H(t, u)(ω) is continuous, and for any u ∈ [t, T ], the process
(H(t, u))0≤t≤T is adapted.
Also, we assume that
∫ T
0 E
(∫ T
0 H
2(t, u) dt
)
du <∞.
3We say that the filtration {Ft}t≥0 satisfies the usual conditions if it is right-continuous
and, for all t, Ft contains all the measure zero sets of the probability space.
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Then the following equality holds∫ T
0
(∫ T
0
H(t, u) dW (t)
)
du =
∫ T
0
(∫ T
0
H(t, u) du
)
dW (t) (1.27)
Lemma 1.3.2. Let W (t) = (W1(t) , . . . ,Wd(t))
′, with 0 ≤ t ≤ T , be a
d-dimensional Brownian motion, initialised at zero almost surely, and satis-
fying the quadratic variation formulas 〈Wi,Wj〉t = ρij t, where −1 ≤ ρij ≤ 1
are constant, i, j ∈ {1, . . . , d}, i 6= j.
Then, the correlation matrix of W1(t) , . . . ,Wd(t) is given by the d × d
symmetric matrix
ρ = [ρij ]i,j=1,...,d (1.28)
where ρii = 1, for all i = 1, . . . , d.
Moreover, if the one-dimensional Brownian motions W1(t) , . . . ,Wd(t)
are linearly independent, ρ is positive definite.
Proof. Let i, j ∈ {1, . . . , d}, with i 6= j.
According to Itoˆ’s formula,
d(Wi(t)Wj(t)) = Wi(t) dWj(t) +Wj(t) dWi(t) + d〈Wi,Wj〉t
= Wi(t) dWj(t) +Wj(t) dWi(t) + ρij dt
which, in integrated form, and recalling that the one-dimensional Brownian
motions Wi(t) and Wj(t) are initialised at zero, can be written as
Wi(t)Wj(t) =
∫ t
0
Wi(u) dWj(u) +
∫ t
0
Wj(u) dWi(u) +
∫ t
0
ρij du
Given that the Itoˆ integrals on the right-hand side have expectation zero
(because they are martingales, starting at zero at time 0), the covariance of
Wi(t) and Wj(t) is
E[Wi(t)Wj(t)] = ρij t
Therefore, recalling that the variance of the Brownian motions Wi(t) and
Wj(t) is given by t, the correlation between Wi(t) and Wj(t) is ρij .
Now, let us assume that W1(t) , . . . ,Wd(t) are not linearly dependent.
We want to prove that the symmetric matrix ρ is positive definite.
Since every correlation matrix is positive semi-definite, all we need to do
is show that, given a d-dimensional vector v, if v′ρ v = 0 then we must have
v = 0Rd .
In fact, and noticing that E
[
W (t)W (t)′
]
= S ρS (where S =
√
t Id, with
Id being the identity matrix of size d),
E
[(
v′W (t)
)2] = E[(v′W (t)) (v′W (t))′]
= v′ E
[
W (t)W (t)′
]
v
= t
(
v′ρ v
)
= 0
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implies that v′W (t) = 0.
From the linear independence of W1(t) , . . . ,Wd(t), the result follows.
Theorem 1.3.3 (P. Le´vy). [13] Let X(t) = (X1(t) , . . . , Xd(t))
′, for 0 ≤
t ≤ ∞, be a continuous, adapted process in Rd such that, for every compo-
nent 1 ≤ k ≤ d, the process
Mk(t) = Xk(t)−Xk(0) (1.29)
0 ≤ t ≤ ∞, is a continuous local martingale relative to the considered filtra-
tion, and the quadratic variations are given by
〈Mk,Mj〉t = δk j t (1.30)
1 ≤ k, j ≤ d, where δi n is the Kronecker delta,4
δi n =
{
1 , i = n
0 , i 6= n (1.31)
Then X(t), with 0 ≤ t ≤ ∞, is a standard d-dimensional Brownian
motion.
Lemma 1.3.4. Let ρ = [ρij ]i,j=1,...,d (where −1 ≤ ρij ≤ 1 are constant, and
ρii = 1, i, j = 1, . . . , d) be a real symmetric positive definite matrix, and
let L = [lij ]i,j=1,...,d be the real lower triangular Cholesky factor of ρ, with
strictly positive diagonal entries.
Also, assume that B(t), t ≥ 0, is a standard d-dimensional Brownian
motion, and W (t) is a correlated d-dimensional Brownian motion, satisfy-
ing the quadratic variation formulas 〈Wi,Wj〉t = ρij t, i, j = 1, . . . , d. In
addition, these Brownian motions are initialised at zero almost surely.
Then, we have the following results.
(1) The process
Z(t) =MW (t) (1.32)
t ≥ 0, where M = [mij ]i,j=1,...,d is the inverse of matrix L, is a standard
d-dimensional Brownian motion.
(2) The process
N(t) = LB(t) (1.33)
t ≥ 0, is a correlated d-dimensional Brownian motion, with quadratic
variation formulas 〈Ni, Nj〉t = ρij t, for i, j = 1, . . . , d.
4Henceforth, and unless otherwise stated, δi n will always be used to denote the Kro-
necker delta.
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Proof. The proof is analogous for both cases, and makes use of Le´vy’s The-
orem.
(1) For each i = 1, . . . , d, for t ≥ 0, and given that every Brownian motion
is a martingale with continuous paths, we easily see that the process
defined by
Zi(t) =
d∑
j=1
mijWj(t)
has continuous paths and is a martingale relative to the considered fil-
tration. Moreover, since Wi(0) = 0 a.s., we also have Zi() = 0 a.s..
Let us now compute the quadratic variations. For i, j = 1, . . . , d, we
have
〈Zi, Zj〉t =
d∑
p, q=1
mipmjq 〈Wp,Wq〉t
= t
d∑
q=1
mjq
d∑
p=1
mip ρpq
= t
d∑
k=1
d∑
q=1
mjq lqk
d∑
p=1
mip lpk
where the last equality comes from the fact that ρ = LL′ or, equivalently,
ρpq =
∑d
k=1 lpk lqk, for p, q = 1, . . . , d. Now, due to the fact that ML =
Id = LM , we obtain
〈Zi, Zj〉t = t
d∑
k=1
δik δjk
= t δij
Thus, by the d-dimensional Le´vy’s Theorem stated above, Z(t), t ≥ 0,
is a standard d-dimensional Brownian motion.
(2) For each i = 1, . . . , d, for t ≥ 0, and following an argument analogous to
that used for the previous step, we know that Ni(t) =
∑d
j=1 lij Bj(t) is
a continuous martingale initialised at zero almost surely.
Moreover, for i, j = 1, . . . , d, and recalling that 〈Bi, Bj〉t = δij t, we have
20
the following quadratic variation formulas.
〈Ni, Nj〉t =
d∑
p, q=1
lip ljq 〈Bp, Bq〉t
= t
d∑
p, q=1
lip ljq δpq
= t
d∑
p=1
lip ljp
= ρij t
where, for the last equality, we use ρ = LL′ once more.
Hence, again according to Le´vy’s Theorem, for each i = 1, . . . , d, N(t)
(t ≥ 0) is a one-dimensional Brownian motion. Besides, the quadratic
variation formulas 〈Ni, Nj〉t = ρij t are satisfied for all i, j = 1, . . . , d,
i 6= j, and thus, by Lemma 1.3.2, we know that N(·) is a correlated d-
dimensional Brownian motion, where the correlation matrix ofN1(t) , . . . ,
Nd(t) (t ≥ 0) is given by ρ.
Therefore, the proof is completed.
Theorem 1.3.5 (Multidimensional Girsanov’s Theorem). [13] Let
W (t) = (W1(t) , . . . ,Wd(t))
′, with 0 ≤ t ≤ ∞, be a d-dimensional Brow-
nian motion, initialised at zero almost surely.
Also, for a fixed 0 < T < ∞, let Θ(t) = (Θ1(t) , . . . ,Θd(t))′, 0 ≤ t ≤ T
be a vector of measurable, adapted processes satisfying
P
[∫ T
0
Θ2i (u) du <∞
]
= 1 (1.34)
for each 1 ≤ i ≤ d.
Moreover, we assume that the process Z(·) defined by5
Z(t) = exp
{
−
∫ t
0
Θ(u) · dW (u)− 1
2
∫ t
0
‖Θ(u)‖2 ds
}
(1.35)
for 0 ≤ t ≤ T , is a martingale.
Then, under the probability measure P˜ given by
P˜ (A) =
∫
A
ZT dP (1.36)
5Here · denotes the scalar product, and ‖·‖ the Euclidean norm in Rd.
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for all A ∈ FT , the stochastic process W˜ (t) =
(
W˜1(t) , . . . , W˜d(t)
)′
, with
0 ≤ t ≤ T , defined as
W˜i(t) =Wi(t) +
∫ t
0
Θi(s) ds (1.37)
for each i = 1, . . . , d, or equivalently, in shorthand notation,
W˜ (t) =W (t) +
∫ t
0
Θ(s) ds (1.38)
is a standard d-dimensional Brownian motion.
Remark 1.3.6 (Novikov’s condition). [13] If the process Θ(·) in the previous
theorem satisfies
E
[
exp
{
1
2
∫ T
0
‖Θ(t)‖2 dt
}]
<∞ (1.39)
then the process defined by (1.35) is a martingale.
Lemma 1.3.7. For d ≥ 1, letW (t) = (W1(t) , . . . ,Wd(t))′ be a d-dimensional
Brownian motion (0 ≤ t ≤ T , for a fixed 0 < T < ∞) initialised at zero
almost surely, verifying the quadratic variation formulas 〈Wi,Wj〉t = ρij t,
where −1 ≤ ρij ≤ 1 are constant, i, j ∈ {1, . . . , d}, i 6= j. Also, we assume
the adapted processes f1, . . . , fd to be deterministic functions of time and to
satisfy
E
[∫ T
0
fi(u) du
]
<∞ (1.40)
Then, for each 0 ≤ t ≤ T , the random vector(∫ T
t
f1(u) dW1(u) , . . . ,
∫ T
t
fd(u) dWd(u)
)′
(1.41)
is independent of the σ-field Ft and multivariate normal, with expected value
zero and covariance matrix Σ, where the variances and covariances are given
by
Σii = E
[(∫ T
t
fi(u) dWi(u)
)2]
=
∫ T
t
|fi(u)|2 du (1.42)
and
Σij = E
[(∫ T
t
fi(u) dWi(u)
)(∫ T
t
fj(u) dWj(u)
)]
= ρij
∫ T
t
fi(u) fj(u) du (1.43)
respectively, for i, j = 1, . . . , d.
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Proof. For each arbitrary 0 ≤ t ≤ T , the mean of the random vector, as
well as the variances and covariances between its components are easy to
determine.
We now show that the random vector follows a multivariate normal dis-
tribution, independent of Ft. Let u = (u1, . . . , ud)′ ∈ Rd and let us consider
the process X(t), 0 ≤ t ≤ T , satisfying the stochastic differential equation
dX(t)
X(t)
=
d∑
i=1
ui fi(t) dWi(t)
A straightforward application of Itoˆ’s formula gives us that
d log (X(t))
=
1
X(t)
dX(t)− 1
2
(
1
X(t)
)2
d〈X,X〉t
=
d∑
i=1
ui fi(t) dWi(t)− 12
d∑
i=1
u2i |fi(t)|2 dt−
1
2
d∑
i=1
d∑
j=1
j 6=i
ui uj ρij fi(t) fj(t) dt
and consequently,
X(T ) = X(t) exp
{
d∑
i=1
ui
∫ T
t
fi(u) dWi(u)− 12
d∑
i=1
u2i
∫ T
t
|fi(u)|2 du
−1
2
d∑
i=1
d∑
j=1
j 6=i
ui uj ρij
∫ T
t
fi(u) fj(u) du
}
Since the process X(·) has drift zero, it is a martingale and thus
E[X(T ) | Ft] = X(t)
or, equivalently,
E
[
exp
{
d∑
i=1
ui
∫ T
t
fi(u) dWi(u)− 12
d∑
i=1
u2i
∫ T
t
|fi(u)|2 du
−1
2
d∑
i=1
d∑
j=1
j 6=i
ui uj ρij
∫ T
t
fi(u) fj(u) du
}∣∣∣∣∣Ft
]
= 1
Hence,
E
[
exp
{
d∑
i=1
ui
∫ T
t
fi(u) dWi(u)
}∣∣∣∣∣Ft
]
= exp
{
1
2
d∑
i=1
u2i
∫ T
t
|fi(u)|2 du+ 12
d∑
i=1
d∑
j=1
j 6=i
ui uj ρij
∫ T
t
fi(u) fj(u) du
}
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where the right-hand side of the expression is the moment generating func-
tion for a multivariate normal random vector with mean zero and covariance
matrix Σ. Consequently, not only is the random vector normally distributed,
but also it is independent of Ft, which completes the proof.
Corollary 1.3.8. For d ≥ 1, let W (t) = (W1(t) , . . . ,Wd(t))′ be a d-
dimensional Brownian motion (0 ≤ t ≤ T , for a fixed 0 < T < ∞)
initialised at zero almost surely, verifying the quadratic variation formulas
〈Wi,Wj〉t = ρij t, where −1 ≤ ρij ≤ 1 are constant, i, j ∈ {1, . . . , d}, i 6= j,
as in Lemma 1.3.7. Moreover, let the adapted processes f1,1, . . . , f1,n1 , f2,1,
. . . , f2,n2 , . . . , fd,1, . . . , fd,nd be deterministic functions of time satisfying
E
[∫ T
0
fi,j(u) du
]
<∞ (1.44)
for i = 1 . . . , d, j = 1, . . . , ni.
Then, for each 0 ≤ t ≤ T , the random vector(∫ T
t
f1,n1(u) dW1(u) , . . . ,
∫ T
t
f1,n1(u) dW1(u) , . . . ,
. . . ,
∫ T
t
fd,1(u) dWd(u) , . . . ,
∫ T
t
fd,nd(u) dWd(u)
)′
(1.45)
follows a multivariate normal distribution and is independent of the σ-field
Ft.
Proof. Let u = (u1,1, . . . , u1,n1 , . . . , ud,1, . . . , ud,nd)
′ ∈ Rn1+...+nd be an ar-
bitrary (but fixed) real valued vector. To prove that the random vector
defined by (1.45) is multivariate normal and independent of the σ-field Ft,
we need only to see that the random variable given by
d∑
i=1
ni∑
j=1
ui,j
∫ T
t
fi,j(u) dWi(u) =
d∑
i=1
∫ T
t
ni∑
j=1
ui,jfi,j(u) dWi(u)
is univariate normal, independent of Ft.
But this follows easily from Lemma 1.3.7 since the random vector∫ T
t
n1∑
j=1
u1,jf1,j(u) dW1(u) , . . . ,
∫ T
t
nd∑
j=1
ud,jfd,j(u) dWd(u)
′
is multivariate normal, independent of Ft.
Lemma 1.3.9. [21] Let X and Y be random variables on the probability
space.
If there is a joint density for the random vector (X,Y )′, then
E[Y |X] = g(X) (1.46)
where g(x) = E[Y |X = x], for the dummy variable x.
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Definition 1.3.10. A collection D of subsets of a set Ω is called a Dynkin
system if
(i) Ω ∈ D
(ii) A,B ∈ D and B ⊆ A imply A \B ∈ D
(iii) {An}∞n=1 ⊆ D and A1 ⊆ A2 ⊆ . . . imply
⋃∞
n=1An ∈ D
Theorem 1.3.11 (Dynkin system Theorem). [13] Let C be a collection
of subsets of Ω which is closed under pairwise intersection.
If D is a Dynkin system containing C, then D also contains the σ-field
σ(C) generated by C.
Lemma 1.3.12. Let G be a σ-field and N = {A ∈ F : Q(A) = 0}. Also,
consider an integrable random variable X ≥ 0 a.s..
Then EQ
[
X | G˜
]
= EQ[X | G] a.s., where G˜ is defined as the σ-field
σ(G ∪N) generated by G ∪N .
Proof. Since G ⊆ G˜ and EQ[X | G] is, by definition of conditional expecta-
tion, G-measurable, we have the G˜-measurability of EQ[X | G].
Therefore, it only remains to prove that, for allA ∈ G˜, EQ[EQ[X | G] χA] =
EQ[X χA ], and the result follows.
Let us consider the setD = {B ∈ F : EQ[EQ[X | G] χB] = EQ[X χB ] a.s.}.
Showing that G˜ ⊆ D completes the proof.
Firstly, we note that G ∪ N is a non-empty set of sets which is closed
under pairwise intersection. In fact, let A and B be sets in G ∪N . If both
belong in G then, by definition of σ-field, A ∩ B ∈ G ⊆ G ∪ N . So let us
assume, without loss of generality, that A ∈ N . Thus, A ∩ B ∈ N because
A ∩B ⊆ A and therefore 0 ≤ Q(A ∩B) ≤ Q(A) = 0.
Next, we prove that D is a Dynkin system.
(i) Ω ∈ G ⊆ D, from the definition of G σ-field.
(ii) Consider A,B ∈ D, with B ⊆ A. Then χ
A\B = χA − χB and hence,
using the linearity of expectations and the definition of D
EQ
[
EQ[X | G] χ
A\B
]
= EQ
[
EQ[X | G] χA
]
− EQ
[
EQ[X | G] χB
]
= EQ[X χA ]− EQ[X χB ]
= EQ
[
X χ
A\B
]
(iii) Let Bn ∈ D ∀n ≥ 1, with B1 ⊆ B2 ⊆ . . . ⊆ Bn ⊆ . . . and denote by
B =
⋃∞
n=1Bn. Then, for all ω ∈ Ω,
lim
n→∞χBn (ω) = χB (ω)
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So, and applying the Monotone Convergence Theorem,
EQ
[
EQ[X | G] χB
]
= EQ
[
EQ [X | G] lim
n→∞χBn
]
= lim
n→∞E
Q
[
EQ [X | G] χBn
]
= lim
n→∞E
Q [X χBn ]
= EQ
[
X lim
n→∞χBn
]
= EQ [X χB ]
Finally, we see that G∪N ⊆ D. In fact, lettingA ∈ G, then EQ [EQ [X | G] χA] =
EQ [X χA ] by definition of the conditional expectation EQ [X | G]. If, on the
other hand, A ∈ N , we have that EQ [EQ [X | G] χA] = 0 = EQ [X χA ].
Hence, we are in condition to apply Theorem 1.3.11, which gives us that
G˜ = σ(G ∪N) ⊆ D.
1.4 Stochastic Calculus in Finance
Throughout this section, we consider a continuous-time and frictionless
financial market with a finite trading horizon T > 0, characterised by a
complete filtered space
(
Ω,F , P ; {Ft}0≤t≤T
)
, where the filtration satisfies
the usual conditions.
We also assume that a savings account is defined and that any particular
portfolio involves investments in a finite number of assets.
Definition 1.4.1. We denote by τ(t, T ) the time difference, according to
the adopted day-count convention, between the dates t and T .
Theorem 1.4.2 (First Fundamental Theorem of Asset Pricing). [21]
If a market model has a risk neutral probability measure, then it does not
admit arbitrage.
Theorem 1.4.3 (Second Fundamental Theorem of Asset Pricing).
[21] Consider a market model that has a risk neutral probability measure.
The model is complete if and only if the risk neutral probability measure is
unique.
Before we present the following two results, we make one last assumption:
we assume there exists a unique risk-neutral measure Q.
Definition 1.4.4. [14] Let S be an FT -measurable random variable, and
let ϕ(·) be a European contingent claim whose value is zero for all t ∈ [0, T )
almost surely, and that satisfies ϕ(T ) = S.
Then we say that ϕ(·) is a futures price process for S.
26
Proposition 1.4.5. [14] [21] Let S be an FT -measurable random variable
satisfying E
[
S2
]
<∞. Then the futures price process for S exists, is unique,
and is given by
ϕ(t) = EQ[S | Ft] (1.47)
for 0 ≤ t ≤ T .
Moreover, the futures price process is a martingale under the risk-neutral
measure.
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Chapter 2
Model Description and TIPS
Bonds
Treasury Inflation-Protected Securities, which are more popularly known
by their acronym TIPS, started being issued by the U.S. Treasury in January
1997.
These bonds differ from the conventional ones in that the principal is
constantly indexed to inflation through the price index, with their semi-
-annual interest payments being modified accordingly, and therefore being
(almost) immune to inflation risk.
The pricing of these inflation-indexed securities and of its derivatives,
namely the futures contracts on TIPS bonds that will be treated in the fol-
lowing chapters, requires the specification of a particular valuation model.
Therefore, the purpose of this chapter is, besides introducing the primary
concepts and assumptions, to rigorously describe the model that will be used
for pricing the financial instruments analytically and consistently with no
arbitrage. To this end we essentially base ourselves on the paper of Jarrow
and Yildirim (2003), which was the first to propose an HJM framework to
value TIPS.
2.1 Model Description
Let us begin by denoting the current time by 0 and by fixing a finite plan-
ning horizon T ∗ > 0. We are thus considering a continuous-time economy
with trading interval [0, T ∗].
In addition, we are assuming the financial market to be frictionless, that
is, all costs and restraints associated with transactions are non-existent.
As usual, the uncertainty in the economy is characterised by a complete
probability space (Ω,F ,P), where F is a σ-algebra on the sample space
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Ω, and P is the underlying probability measure (to be interpreted as the
physical probability) on (Ω,F).
Moreover, let W P(t) =
(
W Pn (t) ,W
P
r (t) ,W
P
I (t)
)′, with 0 ≤ t ≤ T ∗, be
a 3-dimensional Brownian Motion with respect to the probability measure
P. Each of the three one-dimensional Brownian motions, W Pn (·), W Pr (·) and
W PI (·), is assumed to be initialised at zero almost surely.
All the information accruing to the agents in the economy is described
by the right-continuous filtration {Ft}0≤t≤T ∗ , which is taken to be the aug-
mentation by P-null sets of the filtration generated by the 3-dimensional
Brownian Motion W P(·), satisfying FT ∗ = F . Also, note that F0 is almost
trivial (in the sense that it is the smallest σ-algebra that contains all the
P-null sets of F) and, given that it contains only sets of measure either one
or zero, every F0-measurable random variable is constant almost surely.
Furthermore, the Brownian motions satisfy, for all t ∈ [0, T ∗], the follow-
ing quadratic variation formulas
〈
W Pn ,W
P
r
〉
t
= ρnr t,
〈
W Pn ,W
P
I
〉
t
= ρnI t and〈
W Pr ,W
P
I
〉
t
= ρrI t, where ρnr, ρnI , ρrI ∈ (−1, 1) are constants such that the
symmetric matrix ρ defined by
ρ =
 1 ρnr ρnIρnr 1 ρrI
ρnI ρrI 1
 (2.1)
is positive semi-definite.
The quadratic variation formulas will henceforth be written informally
as
d
〈
W Pn ,W
P
r
〉
t
= ρnr dt
d
〈
W Pn ,W
P
I
〉
t
= ρnI dt
d
〈
W Pr ,W
P
I
〉
t
= ρrI dt
We finally make the assumption that these Brownian motions are not
linearly dependent, that is, none of the sources of randomness can be ob-
tained as a linear combination of the other two. In particular, the Brownian
motions are correlated, although not perfectly.
We now aim to characterise the nominal and real term structures, which
will be linked by an inflation index or price level. For that purpose, we start
by introducing the following.
Definition 2.1.1. For 0 ≤ t ≤ T ∗, we denote by I(t) the value of the
inflation index at time t, in monetary units per unit of the price index.
In addition, we define the following financial assets, all expiring before
or at time T ∗.
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Definition 2.1.2. Let 0 ≤ t ≤ T ≤ T ∗.
(1) A nominal zero coupon bond with maturity date T , and having face
value 1, is a contract that guarantees the holder one monetary unit,
according to time-T prices, to be paid on the date T .
We denote by Pn(t, T ) the time-t price, in monetary units, of such a
bond.
(2) A real zero coupon bond , with maturity T and unit face value, is a
contract that pays, at time T , one monetary unit, according to the
time-t price level, which is equivalent to paying I(T )I(t) monetary units,
according to time-T prices.
The price at time t of such a bond, in units of the price index, is denoted
by Pr(t, T ).
We assume throughout that these bonds bear no risk of default and
that, for every t and T as before, the continuous and continuously evolving
prices Pn(t, T ) and Pr(t, T ) are defined. It is obvious that Pn(T, T ) = 1 and
Pr(T, T ) = 1, for any maturity date T .
Also note that quantities related to the nominal and real economies were,
and hereafter will be, denoted with the subscripts n and r, respectively.
Finally, let us assume that, for every fixed t, Pk(t, T ) (with k ∈ {n, r})
is P-a.s. continuously differentiable in the T -variable. We can thus proceed
to the following definitions.
Definition 2.1.3. Let 0 ≤ t ≤ T ≤ T ∗ and k ∈ {n, r}.
(1) We define the instantaneous forward rate for investing at time T , con-
tracted at t, to be
fk(t, T ) = −∂ logPk(t, T )
∂T
(2.2)
that is,
Pk(t, T ) = exp
{
−
∫ T
t
fk(t, u) du
}
(2.3)
(2) Admitting the existence of a measurable version of the process fk(t, t),
the instantaneous short rate at time t is naturally defined by
rk(t) = fk(t, t) (2.4)
(3) Assuming that rk(·) is a stochastic process with almost all sample paths
integrable on [0, T ∗] with respect to the Lebesgue measure, we define
the money market account or savings account process to be given by
the formula
Bk(t) = exp
{∫ t
0
rk(u) du
}
(2.5)
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or, equivalently, {
dBk(t) = rk(t)Bk(t) dt
Bk(0) = 1
(2.6)
Note that we can make use of (2.2) to obtain forward rates from bond
prices and, reciprocally, determine bond prices from forward rates from (2.3).
Hence, in theory it is indifferent whether we choose to model the entire
families of forward rates or of bond prices.
2.1.1 The Model Under the Physical Measure
Firstly we assume the initial forward rate curves and the prices of the
nominal and real bonds observed in the market (which we denote, respecti-
vely, by f̂n(0, T ), f̂r(0, T ), P̂n(0, T ) and P̂r(0, T ), 0 ≤ T ≤ T ∗) to be known
at time 0.
Following the approach proposed by Jarrow and Yildirim (2003), we
now assume that, for every fixed T , the dynamics of the nominal and real
T -maturity forward rates, as well as the inflation index, are given by
fn(t, T ) = fn(0, T ) +
∫ t
0
αn(u, T ) du−
∫ t
0
σn(u, T ) dW Pn (u) (2.7)
fr(t, T ) = fr(0, T ) +
∫ t
0
αr(u, T ) du−
∫ t
0
σr(u, T ) dW Pr (u) (2.8)
I(t) = I(0) +
∫ t
0
µI(u) I(u) du+
∫ t
0
σI(u) I(u) dW PI (u) (2.9)
for all 0 ≤ t ≤ T , where I(0) is a positive constant, and fk(0, T ) = f̂k(0, T )
for all T (k ∈ {n, r}).
Hence, we are using an HJM framework to characterise the evolution of
both the nominal and real forward rates over time.
Moreover, the volatility functions σI(t) and σk(t, T ) (k ∈ {n, r}) are
assumed to be deterministic functions of time.
Furthermore, we assume that µI(t) and σI(t), αk(t, T ) and σk(t, T ) (for
each fixed T ), are real valued adapted processes in the t variable, subject
to sufficient smoothness and boundedness conditions such that (2.7), (2.8)
and (2.9) are well-defined, the Itoˆ integrals are martingales (and not only
local martingales), Fubini’s standard and stochastic Theorems hold, and ex-
istence and uniqueness of strong solutions to the equations are ensured.
Remark 2.1.4. (i) Note that, since we use the observed nominal and real
forward rates as boundary values at t = 0, a perfect fit to the current
nominal and real term structures is, by construction, automatically
obtained.
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(ii) The deterministic volatilities in expressions (2.7) and (2.8) imply that
the nominal and real term structures of interest rates generate nominal
and real Gaussian economies.
Similarly, the deterministic volatility in expression (2.9) implies that
the inflation index follows a geometric Brownian motion, so that the
logarithm of the inflation index process is normally distributed.
(iii) The fact that we are considering correlated Brownian motions intro-
duces correlations between the inflation index, the nominal and the
real economies’ interest rate movements.
(iv) We are working with three Brownian motions only, but the framework
can be generalised to any finite number of Brownian motions, in order
to incorporate all the eventual random factors which are admitted to
shift the inflation index and the forward interest rate curves across
time.
We can now determine the dynamics of the nominal and real bond prices,
which are given in the following lemma and will be useful afterwards.
Lemma 2.1.5. For k ∈ {n, r}, 0 ≤ t ≤ T ≤ T ∗, the bond price Pk(t, T ) is
given by the differential form
dPk(t, T )
=
[
rk(t) +Ak(t, T ) +
1
2
|νk(t, T )|2
]
Pk(t, T ) dt+ νk(t, T )Pk(t, T ) dW Pk (t)
(2.10)
where we have
Ak(t, T ) = −
∫ T
t
αk(t, u) du (2.11)
νk(t, T ) =
∫ T
t
σk(t, u) du (2.12)
Proof. Let 0 ≤ T ≤ T ∗ be fixed. Denoting Yk(t) = −
∫ T
t fk(t, u) du, we have
by (2.3) that Pk(t, T ) = exp {Yk(t)}.
Now, using equations (2.7) and (2.8), and applying Fubini Theorem and
a stochastic version of Fubini Theorem to change the order of integration,
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we can write
Yk(t)
= −
∫ T
t
fk(0, u) du−
∫ T
t
∫ t
0
αk(s, u) ds du+
∫ T
t
∫ t
0
σk(s, u) dW Pk (s) du
= −
∫ T
t
fk(0, u) du−
∫ t
0
∫ T
t
αk(s, u) du ds+
∫ t
0
∫ T
t
σk(s, u) du dW Pk (s)
= −
∫ T
0
fk(0, u) du−
∫ t
0
∫ T
s
αk(s, u) du ds+
∫ t
0
∫ T
s
σk(s, u) du dW Pk (s)
+
∫ t
0
fk(0, u) du+
∫ t
0
∫ t
s
αk(s, u) du ds−
∫ t
0
∫ t
s
σk(s, u) du dW Pk (s)
= Yk(0) +
∫ t
0
Ak(s, T ) ds+
∫ t
0
νk(s, T ) ds+
∫ t
0
fk(0, u) du
+
∫ t
0
∫ u
0
αk(s, u) ds du−
∫ t
0
∫ u
0
σk(s, u) dW Pk (s) du
= Yk(0) +
∫ t
0
Ak(s, T ) ds+
∫ t
0
νk(s, T ) ds+
∫ t
0
rk(u) du
where, for the last equality, we use the fact that
rk(u) = fk(u, u) = fk(0, u) +
∫ u
0
αk(s, u) ds−
∫ u
0
σk(s, u) dW Pk (s)
Hence, an application of Itoˆ’s formula implies
dPk(t, T ) = Pk(t, T ) dYk(t) +
1
2
Pk(t, T ) d 〈Yk, Yk〉t
= [Ak(t, T ) + rk(t)]Pk(t, T ) dt+ νk(t, T )Pk(t, T ) dW Pk (t)
+
1
2
|νk(t, T )|2 Pk(t, T ) dt
which completes the proof.
Remark 2.1.6. Note that the volatility function νk(t, T ) satisfies the bound-
ary condition νk(t, t) = 0, for all 0 ≤ t ≤ T , which is consistent with the
“pull-to-par” phenomena.
2.1.2 No-Arbitrage and Completeness
We are assuming that any particular portfolio involves investments in an
arbitrary, but finite, number of assets.
Since arbitrage opportunities cannot prevail in financial markets for long
periods of time, we need to ensure that our model is arbitrage-free. More-
over, we want to guarantee that all contingent claims are attainable.
For that purpose, we start by introducing the following.
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Definition 2.1.7. Let 0 ≤ t ≤ T ≤ T ∗.
(1) We denote by P ∗r (t, T ) the price at time t, in monetary units, of a real
zero coupon bond without an issue date adjustment that matures on date
T , which is given by the expression
P ∗r (t, T ) = I(t)Pr(t, T ) (2.13)
(2) Analogously we consider, for the money market account, the value at
time t of the real savings account converted to monetary units, which
we represent by B∗r (t) and define as
B∗r (t) = I(t)Br(t) (2.14)
Next, we define the following processes.
Definition 2.1.8. For 0 ≤ t ≤ T ≤ T ∗,
Zn(t, T ) =
Pn(t, T )
Bn(t)
(2.15)
ZI(t) =
B∗r (t)
Bn(t)
=
I(t)Br(t)
Bn(t)
(2.16)
Zr(t, T ) =
P ∗r (t, T )
Bn(t)
=
I(t)Pr(t, T )
Bn(t)
(2.17)
Note that these quantities are relative prices with respect to the nominal
savings account.
Therefore, and taking the nominal market account as the numeraire,
we are seeking the probability measure, equivalent to the real probability
measure P, under which each of the above discounted prices is a martingale.
For that purpose, we will need to find the dynamics of the processes
Zn(·, T ), ZI(·) and Zr(·, T ), which are given by the following lemma.
Lemma 2.1.9. For 0 ≤ t ≤ T ≤ T ∗, we have the stochastic differential
expressions
(1)
dZn(t, T )
Zn(t, T )
=
[
An(t, T ) +
1
2
|νn(t, T )|2
]
dt+ νn(t, T ) dW Pn (t) (2.18)
(2)
dZI(t)
ZI(t)
= [µI(t)− rn(t) + rr(t)] dt+ σI(t) dW PI (t) (2.19)
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(3)
dZr(t, T )
Zr(t, T )
=
[
rr(t) +Ar(t, T ) +
1
2
|νr(t, T )|2 + µI(t) + ρrI νr(t, T )σI(t)
− rn(t)
]
dt+ νr(t, T ) dW Pr (t) + σI(t) dW
P
I (t) (2.20)
with Ak(t, T ) and νk(t, T ) (k ∈ {n, r}) given by (2.11) and (2.12), respec-
tively.
Proof. The proof is straightforward by application of Itoˆ’s formula.
(1) Using (2.10) and noting that Bn(·), despite being random, has zero
quadratic variation, we have
dZn(t, T ) =
1
Bn(t)
dPn(t, T ) + Pn(t, T ) d
1
Bn(t)
=
[
An(t, T ) +
1
2
|νn(t, T )|2 + rn(t)
]
Pn(t, T )
Bn(t)
dt
+ νn(t, T )
Pn(t, T )
Bn(t)
dW Pn (t)− rn(t)
Pn(t, T )
Bn(t)
dt
which gives us (2.18).
(2) We start by determining the dynamics of the process B∗r (·).
Thus, noticing that Br(·) is also “smooth”, we get
dB∗r (t)
= I(t) dBr(t) +Br(t) dI(t)
= I(t) rr(t)Br(t) dt+Br(t)µI(t) I(t) dt+Br(t)σI(t) I(t) dW PI (t)
= [µI(t) + rr(t)]B∗r (t) dt+ σI(t)B
∗
r (t) dW
P
I (t)
Consequently,
dZI(t)
= B∗r (t) d
1
Bn(t)
+
1
Bn(t)
dB∗r (t)
= −rn(t) B
∗
r (t)
Bn(t)
dt+ [µI(t) + rr(t)]
B∗r (t)
Bn(t)
dt+ σI(t)
B∗r (t)
Bn(t)
dW PI (t)
and expression (2.19) follows.
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(3) Analogously, and using equations (2.9) and (2.10), let us begin with the
formula for the evolution of P ∗r (·, T ).
dP ∗r (t, T )
= I(t) dPr(t, T ) + Pr(t, T ) dI(t) + d 〈I, Pr(. , T )〉t
= I(t)
[
rr(t) +Ar(t, T ) +
1
2
|νr(t, T )|2
]
Pr(t, T ) dt
+ I(t) νr(t, T )Pr(t, T ) dW Pr (t) + Pr(t, T )µI(t) I(t) dt
+ Pr(t, T )σI(t) I(t) dW PI (t) + ρrI νr(t, T )Pr(t, T )σI(t) I(t) dt
or, equivalently,
dP ∗r (t, T )
P ∗r (t, T )
=
[
rr(t) +Ar(t, T ) +
1
2
|νr(t, T )|2 + µI(t) + ρrI νr(t, T )σI(t)
]
dt
+ νr(t, T ) dW Pr (t) + σI(t) dW
P
I (t)
Hence
dZr(t, T )
=
1
Bn(t)
dP ∗r (t, T ) + P
∗
r (t, T ) d
1
Bn(t)
=
[
rr(t) +Ar(t, T ) +
1
2
|νr(t, T )|2 + ρrI νr(t, T )σI(t)
+ µI(t)
]
P ∗r (t, T )
Bn(t)
dt+ νr(t, T )
P ∗r (t, T )
Bn(t)
dW Pr (t)
+ σI(t)
P ∗r (t, T )
Bn(t)
dW PI (t)− rn(t)
P ∗r (t, T )
Bn(t)
dt
This completes the proof.
Furthermore, we make one final assumption.
Assumption 2.1.10. Let 0 ≤ t ≤ T ≤ T ∗ and let
L =
 lnn 0 0lnr lrr 0
lnI lrI lII
 (2.21)
denote the lower triangular Cholesky factor (with strictly positive diagonal
entries) of the matrix ρ given by (2.1), which is the correlation matrix of
Wn(t), Wr(t) and WI(t).
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Also, we consider the 3-dimensional process BP(t) defined by
BP(t) =MW P(t) (2.22)
for 0 ≤ t ≤ T ≤ T ∗, and where M = L−1.
There exists an adapted process θ(·) = (θ1(·) , θ2(·) , θ3(·))′, which is called
the market price of risk, valued in R3, such that the process Z(·) defined as1
Z(t) = exp
{
−
∫ t
0
θ(s) · dBP(s)− 1
2
∫ t
0
‖θ(s)‖2 ds
}
(2.23)
is a martingale and, for all T and for all t, we have
αn(t, T ) = σn(t, T ) νn(t, T )− lnn σn(t, T ) θ1(t) (2.24)
αr(t, T ) = σr(t, T ) νr(t, T ) + ρrI σr(t, T )σI(t)− lnr σr(t, T ) θ1(t)
− lrr σr(t, T ) θ2(t) (2.25)
µI(t) = rn(t)− rr(t) + lnI σI(t) θ1(t) + lrI σI(t) θ2(t) + lII σI(t) θ3(t)
Moreover, for each T there exist T ≤ T1 ≤ T2 ≤ T ∗ such that the 3 × 3
matrix  lnn σn(t, T1) 0 0lnr σr(t, T2) lrr σr(t, T2) 0
lnI σI(t) lrI σI(t) lII σI(t)
 (2.26)
is invertible for almost all t.
Remark 2.1.11. The fact that Wn(t), Wr(t) and WI(t) have correlation ma-
trix ρ, which is symmetric and positive definite, and therefore admits a
unique Cholesky decomposition, is justified by Lemma 1.3.2 of the Prelimi-
naries (Section 1.3). Also, note that the matrix L is nonsingular.
Thus, the next proposition follows.
Proposition 2.1.12. There exists an equivalent martingale measure Q.
Moreover, this measure is unique.
Proof. The proof can be divided into three steps.
First, we rewrite the dynamics of the processes Zn(·, T ), ZI(·) and Zr(·, T ),
respectively given by (2.18), (2.19) and (2.20), so that the Brownian mo-
tions appearing in the stochastic differentials are independent. Next, we
use the multidimensional Girsanov’s Theorem to prove the existence of an
equivalent martingale measure. Finally, we demonstrate its uniqueness.
1Here · denotes the scalar product, and ‖·‖ the Euclidean norm in R3.
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(i) Let us consider the 3-dimensional processBP(t) =
(
BPn(t) , B
P
r (t) , B
P
I (t)
)′
defined by equation (2.22), for 0 ≤ t ≤ T ≤ T ∗.
Then, by Lemma 1.3.4 from the Preliminaries (Section 1.3), BP(·) is a
standard 3-dimensional Brownian motion.
We can thus write
W P(t) = LBP(t)
or, equivalently,
W Pn (t) = lnnB
P
n(t)
W Pr (t) = lnr B
P
n(t) + lrr B
P
r (t)
W PI (t) = lnI B
P
n(t) + lrI B
P
r (t) + lII B
P
I (t)
Therefore, the stochastic differentials (2.18), (2.19) and (2.20) can be
rewritten as
dZn(t, T )
Zn(t, T )
=
[
An(t, T ) +
1
2
|νn(t, T )|2
]
dt+ lnn νn(t, T ) dBPn(t)
(2.27)
dZI(t)
ZI(t)
= [µI(t)− rn(t) + rr(t)] dt+ lnI σI(t) dBPn(t)
+ lrI σI(t) dBPr (t) + lII σI(t) dB
P
I (t) (2.28)
dZr(t, T )
Zr(t, T )
=
[
rr(t) +Ar(t, T ) +
1
2
|νr(t, T )|2 + ρrI νr(t, T )σI(t)
+ µI(t)− rn(t)
]
dt+ [lnr νr(t, T ) + lnI σI(t)] dBPn(t)
+ [lrr νr(t, T ) + lrI σI(t)] dBPr (t) + lII σI(t) dB
P
I (t)
(2.29)
(ii) Now consider the process θ(·) defined in the Assumption 2.1.10.
Thus, by the multidimensional Girsanov’s Theorem (Theorem 1.3.5),
the probability measure Q, given by the Radon-Nikodym derivative
dQ
dP
= Z
with Z = Z(T ) and Z(t) as in (2.23), is equivalent to P, and the process
BQ(·), given by
BQ(t) = BP(t) +
∫ t
0
θ(s) ds
is a standard 3-dimensional Brownian motion under Q.
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Hence, and again from Lemma 1.3.4, it follows that the 3-dimensional
process WQ(t) =
(
WQn (t) ,W
Q
r (t) ,W
Q
I (t)
)′
defined by
WQ(t) = LBQ(t)
is also a 3-dimensional Q-Brownian motion, with the particularity that
it is not a vector of independent one-dimensional Brownian motions,
but of correlated ones. They satisfy the quadratic variation formulas
d
〈
WQn ,W
Q
r
〉
t
= ρnr dt
d
〈
WQn ,W
Q
I
〉
t
= ρnI dt
d
〈
WQr ,W
Q
I
〉
t
= ρrI dt
Using this Brownian motion, we may rewrite (2.27), (2.28) and (2.29)
as
dZn(t, T )
Zn(t, T )
=
[
An(t, T ) +
1
2
|νn(t, T )|2 − lnn νn(t, T ) θ1(t)
]
dt
+ νn(t, T ) dWQn (t)
dZI(t)
ZI(t)
= [µI(t)− rn(t) + rr(t)− lnI σI(t) θ1(t)− lrI σI(t) θ2(t)
− lII σI(t) θ3(t)] dt+ σI(t) dWQI (t)
dZr(t, T )
Zr(t, T )
=
[
rr(t) +Ar(t, T ) +
1
2
|νr(t, T )|2 + ρrI νr(t, T )σI(t)
+ µI(t)− rn(t)− [lnr νr(t, T ) + lnI σI(t)] θ1(t)
− [lrr νr(t, T ) + lrI σI(t)] θ2(t)− lII σI(t) θ3(t)
]
dt
+ νr(t, T ) dWQr (t) + σI(t) dW
Q
I (t)
Now, integrating (2.24) with respect to the T -variable from t to T , and
recalling from (2.11) and (2.12) that An(t, t) = νn(t, t) = 0, we get
An(t, T ) +
1
2
|νn(t, T )|2 − lnn νn(t, T ) θ1(t) = 0
On the other hand, from (2.26) we have
µI(t)− rn(t)+ rr(t)− lnI σI(t) θ1(t)− lrI σI(t) θ2(t)− lII σI(t) θ3(t) = 0
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Last, and similarly to the integration of (2.24), we use (2.25) to obtain
Ar(t, T ) +
1
2
|νr(t, T )|2 + ρrI νr(t, T ) νI(t)
− lnr νr(t, T ) θ1(t)− lrr νr(t, T ) θ2(t) = 0
Therefore,
dZn(t, T )
Zn(t, T )
= νn(t, T ) dWQn (t) (2.30)
dZI(t)
ZI(t)
= σI(t) dW
Q
I (t) (2.31)
dZr(t, T )
Zr(t, T )
= νr(t, T ) dWQr (t) + σI(t) dW
Q
I (t) (2.32)
and it follows that the discounted prices Zn(t, T ), ZI(t) and Zr(t, T )
are martingales under Q.
Hence, Q is an equivalent martingale measure.
(iii) We finally prove that the risk neutral measure Q defined above is
unique. Let 0 ≤ T ≤ T ∗. Then Assumption 2.1.10 ensures the ex-
istence of T ≤ T1 ≤ T2 ≤ T ∗ such that the matrix defined by (2.26) is
nonsingular.
Thus, for 0 ≤ t ≤ T , θ(t) can be uniquely determined from equations
(2.24), (2.25) and (2.26).
Since this is valid for all T , this shows that the process θ(·) and, con-
sequently, the martingale measure Q, are unique.
Hence, by the First and Second Fundamental Theorems of Asset Pricing,
we conclude that the model is arbitrage-free and complete.
Let us end by considering an example.
Example 2.1.13. The simplest case possible is when the volatility processes
are constant.
Thus, for 0 ≤ t ≤ T ≤ T ∗, let us have
σn(t, T ) = σn > 0
σr(t, T ) = σr > 0
σI(t) = σI > 0
40
Also, let the drift terms be given by
αn(t, T ) = σ2n (T − t)
αr(t, T ) = σ2r (T − t)
Easy calculations show us that
fn(t, T ) = f̂n(0, T ) +
σ2n
2
[
T 2 − (T − t)2
]
− σnW Pn (t)
fr(t, T ) = f̂r(0, T ) +
σr (σr + ρrI σI)
2
[
T 2 − (T − t)2
]
− σrW Pr (t)
and, for the stochastic differentials of the nominal and real short rates of
interest, we obtain
drn(t) =
[
∂fn
∂T
(0, t) + σ2n t
]
dt− σn dW Pn (t)
drr(t) =
[
∂fr
∂T
(0, t) + σ2r t+ ρrI σr σI t
]
dt− σr dW Pr (t)
Note that we get, for the short interest rates, a Ho-Lee model (Ho and
Lee, 1986), constructed to fit the initial data perfectly.
In addition, we have
µI(t) = rn(t)− rr(t)
Now, we easily see that θ ≡ 0 ∈ R3 is an adapted process, satisfying
Novikov’s condition, as well as equations (2.24), (2.25) and (2.26). Moreover,
the matrix defined by (2.26) is obviously invertible.
Therefore, here P = Q is the (unique) risk neutral measure.
2.1.3 The Model Under the Risk Neutral Measure
Finally, we specify the dynamics of the inflation index, the nominal and
real bond prices under the risk neutral measure Q, which is the martingale
probability measure obtained when the nominal money market account is
taken as the numeraire.
Proposition 2.1.14. Under the equivalent martingale measure Q, the nom-
inal and real zero coupon bond prices, and the inflation index respectively
evolve according to the equations
dPn(t, T )
Pn(t, T )
= rn(t) dt+ νn(t, T ) dWQn (t) (2.33)
dPr(t, T )
Pr(t, T )
= [rr(t)− ρrI νr(t, T )σI(t)] dt+ νr(t, T ) dWQr (t) (2.34)
dI(t)
I(t)
= [rn(t)− rr(t)] dt+ σI(t) dWQI (t) (2.35)
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for all 0 ≤ T ≤ T ∗, 0 ≤ t ≤ T .
Proof. The result follows easily from the application of Itoˆ’s formula to
(2.30), (2.32) and (2.31) in the proof of Proposition 2.1.12.
(i) Recalling (2.15) and that Bn(t) has zero quadratic variation, for the
nominal bond prices we have
dPn(t, T ) = Zn(t, T ) dBn(t) +Bn(t) dZn(t, T )
= Zn(t, T ) rn(t)Bn(t) dt+Bn(t) νn(t, T )Zn(t, T ) dWQn (t)
which gives us (2.33).
(ii) Similarly, using (2.16)
dB∗r (t) = ZI(t) dBn(t) +Bn(t) dZI(t)
= ZI(t) rn(t)Bn(t) dt+Bn(t)σI(t)ZI(t) dW
Q
I (t)
= rn(t)B∗r (t) dt+ σI(t)B
∗
r (t) dW
Q
I (t)
Consequently,
dI(t) = B∗r (t) d
1
Br(t)
+
1
Br(t)
dB∗r (t)
= −rr(t) B
∗
r (t)
Br(t)
dt+ rr(t)
B∗r (t)
Br(t)
dt+ σI(t)
B∗r (t)
Br(t)
dWQI (t)
and (2.35) follows.
(iii) Lastly, from (2.17) we obtain
dP ∗r (t, T ) = Zr(t, T ) dBn(t) +Bn(t) dZr(t, T )
= Zr(t, T ) rn(t)Bn(t) dt+Bn(t) νr(t, T )Zr(t, T ) dWQr (t)
+Bn(t)σI(t)Zr(t, T ) dW
Q
I (t)
= rn(t)P ∗r (t, T ) dt+ νr(t, T )P
∗
r (t, T ) dW
Q
r (t)
+ σI(t)P ∗r (t, T ) dW
Q
I (t)
Using equation (2.35), which was proved in the previous step,
d
1
I(t)
= −
(
1
I(t)
)2
dI(t) +
1
2
2
I(t)3
d 〈I, I〉t
= [rr(t)− rn(t)] 1
I(t)
dt− σI(t) 1
I(t)
dWQI (t) + |σI(t)|2
1
I(t)
dt
=
[
rr(t)− rn(t) + |σI(t)|2
] 1
I(t)
dt− σI(t) 1
I(t)
dWQI (t)
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we get
dPr(t, T )
= P ∗r (t, T ) d
1
I(t)
+
1
I(t)
dP ∗r (t, T ) + d
〈
1
I
, P ∗r (·, T )
〉
t
=
[
rr(t)− rn(t) + |σI(t)|2
] P ∗r (t, T )
I(t)
dt− σI(t) P
∗
r (t, T )
I(t)
dWQI (t)
+ rn(t)
P ∗r (t, T )
I(t)
dt+ νr(t, T )
P ∗r (t, T )
I(t)
dWQr (t)
+ σI(t)
P ∗r (t, T )
I(t)
dWQI (t)− ρrI νr(t, T )σI(t)
P ∗r (t, T )
I(t)
dt
− |σI(t)|2 P
∗
r (t, T )
I(t)
dt
= [rr(t)− ρrI νr(t, T )σI(t)]Pr(t, T ) dt+ νr(t, T )Pr(t, T ) dWQr (t)
This completes the proof.
Remark 2.1.15. (i) Note that, from (2.33) and as expected in an arbitra-
ge-free model, under the risk neutral measure the instantaneous rate
of return of all nominal zero coupon bonds equals the nominal short
rate of interest.
Analogously, from (2.35), we notice that the expected rate of inflation
is the difference between the nominal and the real rates of interest.
This is the well known Fisher equation.
(ii) An analogy can be made to foreign currency modelling (see Amin and
Jarrow, 1991), letting nominal prices correspond to the domestic prices,
real prices correspond to foreign prices, and the inflation index corre-
spond to the exchange rate between the nominal and real “currencies”.
We end this section with two results that will be useful later.
Also, for the sake of simplicity in notation, the superscript Q in the
Brownian motion will be omitted henceforth.
Lemma 2.1.16. Let 0 ≤ T ≤ T ∗.
For 0 ≤ t ≤ u ≤ T we have
(1)
Zn(u, T ) = Zn(t, T ) exp
{
−1
2
∫ u
t
|νn(s, T )|2 ds+
∫ u
t
νn(s, T ) dWn(s)
}
(2.36)
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(2)
Zr(u, T )
= Zr(t, T ) exp
{
−1
2
∫ u
t
[
|νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
+
∫ u
t
νr(s, T ) dWr(s) +
∫ u
t
σI(s) dWI(s)
}
(2.37)
Proof. The proof follows directly from the application of Itoˆ’s formula.
(1) Using equation (2.30), we have
d logZn(t, T )
=
1
Zn(t, T )
dZn(t, T ) +
1
2
(
− 1
Z2n(t, T )
)
d 〈Zn(. , T ) , Zn(. , T )〉t
= −1
2
|νn(t, T )|2 dt+ νn(t, T ) dWn(t)
and consequently
logZn(u, T ) = logZn(t, T )− 12
∫ u
t
|νn(t, T )|2 ds+
∫ u
t
νn(s, T ) dWn(s)
Applying exponentials to both sides of the above equation, we obtain
the final expression (2.36).
(2) From (2.32) and similarly to the previous step, we get
d logZr(t, T )
=
1
Zr(t, T )
dZr(t, T ) +
1
2
(
− 1
Z2r (t, T )
)
d 〈Zr(. , T ) , Zr(. , T )〉t
= −1
2
[
|νr(t, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(t)|2
]
dt
+ νr(t, T ) dWr(t) + σI(t) dWI(t)
and the result follows.
Let us now introduce the following.
Definition 2.1.17. For 0 ≤ t ≤ T1 < T2 ≤ T ∗, let
Pn(t, T1, T2) =
Pn(t, T2)
Pn(t, T1)
(2.38)
denote the time-t forward price for delivery at time T1 of a nominal zero
coupon bond with maturity at time T2.
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So the next result is a direct consequence of the previous lemma.
Corollary 2.1.18. Let 0 ≤ T ≤ T ∗.
For 0 ≤ t ≤ u ≤ v ≤ T ,
(1)
Pn(u, T )
= Pn(t, T )
Bn(u)
Bn(t)
exp
{
−1
2
∫ u
t
|νn(s, T )|2 ds+
∫ u
t
νn(s, T ) dWn(s)
}
(2.39)
(2)
Pn(u, T ) = Pn(t, u, T ) exp
{
−1
2
∫ u
t
[
|νn(s, T )|2 − |νn(s, u)|2
]
ds
+
∫ u
t
[νn(s, T )− νn(s, u)] dWn(s)
}
(2.40)
(3)
Bn(t) =
1
Pn(0, t)
exp
{
1
2
∫ t
0
|νn(s, t)|2 ds−
∫ t
0
νn(s, t) dWn(s)
}
(2.41)
(4)
I(u)Pr(u, T )
= I(t)Pr(t, T )
Bn(u)
Bn(t)
exp
{∫ u
t
νr(s, T ) dWr(s) +
∫ u
t
σI(s) dWI(s)
−1
2
∫ u
t
[
|νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
(2.42)
(5)
I(u)Pr(u, T )
= I(t)Pr(t, T )
Pn(u, v)
Pn(t, v)
exp
{
−
∫ u
t
νn(s, v) dWn(s)
+
∫ u
t
νr(s, T ) dWr(s) +
∫ u
t
σI(s) dWI(s)− 12
∫ u
t
[
− |νn(s, v)|2
+ |νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
(2.43)
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(6)
I(u)Pr(u, T )
=
I(t)Pr(t, T )
Pn(t, u)
exp
{
−
∫ u
t
νn(s, u) dWn(s) +
∫ u
t
νr(s, T ) dWr(s)
+
∫ u
t
σI(s) dWI(s)− 12
∫ u
t
[
− |νn(s, u)|2 + |νr(s, T )|2
+ 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
(2.44)
(7)
I(u) =
I(t)Pr(t, u)
Pn(t, u)
exp
{
−
∫ u
t
νn(s, u) dWn(s) +
∫ u
t
νr(s, u) dWr(s)
+
∫ u
t
σI(s) dWI(s)− 12
∫ u
t
[
− |νn(s, u)|2 + |νr(s, u)|2
+ 2 ρrI νr(s, u)σI(s) + |σI(s)|2
]
ds
}
(2.45)
Proof. (1) Equation (2.39) follows directly from combining (2.15) and (2.36).
(2) Recalling that Pn(u, u) = 1, we can rewrite Pn(u, T ) as
Pn(u, T ) =
Pn(u, T )
Pn(u, u)
Now, applying the above equation (2.39) to both Pn(u, T ) and Pn(u, u),
and using the definition of forward price given by (2.38), we have the
intended expression (2.40).
(3) Recalling that Pn(t, t) = 1 and Bn(0) = 1, equation (2.41) follows im-
mediately from (2.39).
(4) To derive equation (2.42), we make use of (2.17) and (2.37).
(5) Equation (2.43) follows easily from combining (2.39) and (2.42).
(6) Equation (2.43) along with the identity Pn(u, u) = 1 give us result (2.44).
(7) Taking into consideration that Pr(u, u) = 1, we have that I(u) = I(u)Pr(u, u),
and equation (2.45) arises straightforwardly from (2.44).
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2.2 TIPS Bonds
Treasury Inflation-Protected Securities, or TIPS as they are mostly known,
are U.S. Treasury fixed-rate bonds whose principal is daily adjusted for in-
flation, based upon changes in the price index.
The specific price index series used for measuring the inflation rate is
the non-seasonally adjusted Consumer Price Index for all urban consumers
(hereafter referred to as CPI-U).
On each day, the original par amount is multiplied by the index ratio,
which is defined as the ratio between the reference CPI-U index applicable to
that day and the reference CPI-U index in the original issue date of the bond.
Then, the Treasury uses this indexed principal to calculate the amount of
each coupon payment. Therefore, since the fixed coupon rate is applied
to the inflation adjusted face value, instead of the original principal, TIPS
bonds are contractually guaranteed to provide protection against unexpected
inflation and erosion of purchasing power.
We note, however, that the CPI-U index is measured with a time lag,
which corresponds to the amount of time that is required to compile and
publish the data. In fact, the reference CPI-U for the first day of any calen-
dar month is the CPI-U for the preceding calendar month corresponding to
the length of the publication lag, whilst the reference CPI-U for any other
day on the month is calculated by linear interpolation between the referen-
ce CPI-U index applicable to the first day of the month in which the day
falls and the reference CPI-U on the first day of the immediately succeeding
month, rounded to the nearest fifth decimal place.
Hence, due to this unavoidable lag, TIPS do not provide a full hedge
against inflation risk. Nonetheless, they do still offer a high degree of pro-
tection against inflation risk.
The mathematical formalization of a TIPS bond is as follows.
Definition 2.2.1. Let tr < 0 ≤ T1 ≤ T2 ≤ . . . ≤ Tn and let I(tr) = Itr > 0
be the reference inflation index.
A TIPS coupon bearing bond , issued at time tr and expiring at time
TN , with a coupon payment (before the inflation adjustment) ci at time Ti
(i = 1, . . . , N), and principal F , is a contract that guarantees its holder the
following cash flows
(i)
ci
I(Ti)
I(tr)
(2.46)
to be paid on the date Ti (for each i = 1, . . . , N − 1).
(ii)
cN
I(TN )
I(tr)
+ max
{
F , F
I(TN )
I(tr)
}
(2.47)
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to be paid on the date TN .
The price, in dollars, at time t of such a TIPS bond is denoted by
TIPS(t).
Remark 2.2.2. Further manipulation of the second term of the cash flow
(2.47) at time TN shows us that
max
{
F , F
I(TN )
I(tr)
}
= F
I(TN )
I(tr)
+ max
{
F − F I(TN )
I(tr)
, 0
}
= F
I(TN )
I(tr)
+
F
I(tr)
max {I(tr)− I(TN ) , 0}
= F
I(TN )
I(tr)
+
F
I(tr)
pTN (I(·) ; I(tr) ;TN )
where pTN (I(·) ; I(tr) ;TN ) represents the value, at time TN , of a standard
European put on the inflation index (which is not a tradable asset), with
strike price I(tr) and maturity TN .
Therefore, (2.47) can be rewritten as
(cN + F )
I(TN )
I(tr)
+
F
I(tr)
pTN (I(·) ; I(tr) ;TN ) (2.48)
Hence, the second term of the above expression means the existence of
an embedded option, which guarantees that the principal payment is no less
than F , in case the inflation index declines. Therefore, the TIPS bond also
protects against deflation.
This embedded option is usually ignored in literature, under the argu-
ment that, historically, deflation is unlikely to happen.
The next result gives us a closed formula for the price of a TIPS bond.
Proposition 2.2.3. Let us consider a TIPS bond with the characteristics
described in Definition 2.2.1.
Then, for 0 ≤ t ≤ T1, the TIPS bond value at time t is given by
TIPS(t) =
N∑
i=1
ki
I(t)
I(tr)
Pr(t, Ti) +
F
I(tr)
pt(I(·) ; I(tr) ;TN ) (2.49)
where ki = ci + δiN F .
Proof. A coupon bearing TIPS bond is formally equivalent to a portfolio
of real discount bonds (without an issue date adjustment) with different
maturities.
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For i = 1, . . . , N − 1, and taking into account that Pr(Ti, Ti) = 1, the
value, at time t, of the TIPS bond cash flow payable at time Ti is
ci
I(tr)
EQ
[
Bn(t)
Bn(Ti)
I(Ti)Pr(Ti, Ti)
∣∣∣∣Ft] = ci I(t)I(tr) Pr(t, Ti)
where the last equality results from the fact that the process ZI(·, Ti) is a
martingale.
Analogously, the t-time value of the cash flow to be paid on the maturity
of the TIPS bond equals
cN + F
I(tr)
EQ
[
Bn(t)
Bn(TN )
I(TN )Pr(TN , TN )
∣∣∣∣Ft]
+
F
I(tr)
EQ
[
Bn(t)
Bn(TN )
pTN (I(·) ; I(tr) ;TN )
∣∣∣∣Ft]
= (cN + F )
I(t)
I(tr)
Pr(t, TN ) +
F
I(tr)
pt(I(·) ; I(tr) ;TN )
Combining the previous expressions we have the result.
Finally, sellers must be compensated for the period during which they
have held the TIPS bond, but for which they will receive no coupon payment.
Therefore, we present the formula for calculating the inflation-adjusted ac-
crued interest of a TIPS bond, which is precisely given by the product of
the unadjusted accrued interest and the index ratio.
Definition 2.2.4. Let us consider a TIPS bond with the characteristics
described in Definition 2.2.1. Also, let tl (with tr ≤ tl < 0) be the last
coupon date.
For 0 ≤ t < T1, the accrued interest of the TIPS coupon bearing bond
at time t, which is denoted by AI(t), is defined by the expression
AI(t) = c1
I(t)
I(tr)
τ(t, T1)
τ(tl, T1)
(2.50)
where τ(tl, T1) is as defined in Chapter 1 (Section 1.4, Definition 1.4.1).
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Chapter 3
TIPS Bond Futures
As the market for inflation-indexed bonds has become more established,
the market for inflation derivatives has also been evolving considerably since
its beginning in the early 1990s.
The importance of these derivatives relies essentially on the fact that they
can be used to produce synthetically complicated payoff structures and to
meet more precisely a particular investor’s or issuer’s demands, which would
not be possible to achieve through the use of inflation-linked securities solely.
Although products such as inflation-linked swaps, futures and options are
being traded in the market nowadays, the latter in smaller amounts, there
are still no futures contracts on TIPS bonds. However, as it is argued by
Huang and Yildirim (2008, p.101), these contracts are needed in the market
for they allow investors to hedge against the risks TIPS bonds are exposed
to, which cannot be achieved with the derivatives currently available.
In this chapter, an explicit pricing formula for TIPS bond futures con-
tracts is proposed under the JY model. We follow the paper of Huang and
Yildirim (2008) where, however, the protection against deflation that TIPS
bonds have is ignored.
3.1 Valuation Framework
In what follows, we are considering a TIPS coupon bearing bond with
the characteristics stated in Definition 2.2.1 (Chapter 2, Section 2.2).
Furthermore, we also assume continuous marking to market of futures
contracts (that is, increases in the futures price are continuously, instead of
daily, credited to the margin account of the holder of a long position and
debited to the futures’ seller), as well as the absence of timing or quality
options.
We present the following definition.
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Definition 3.1.1. Let 0 ≤ t ≤ Tf < T1 ≤ . . . ≤ TN ≤ T ∗.
The time t price of a futures contract, that matures at time Tf , written
on the TIPS bond is denoted by FTIPS(t, Tf ).
We now aim to derive an analytical pricing solution for the current fair
price of the TIPS bond futures contract.
For that purpose, we begin by introducing some auxiliary results.
Proposition 3.1.2. For 0 ≤ Tf < T ≤ T ∗,
EQ [I(Tf )Pr(Tf , T ) | F0] = I(0)Pr(0, T )
Pn(0, Tf )
exp {γ(0, Tf ;Tf , Tf , T )} (3.1)
where
γ(t, u; v, w, z) =
∫ u
t
νn(s, v) νn(s, w) ds− ρnr
∫ u
t
νn(s, v) νr(s, z) ds
− ρnI
∫ u
t
νn(s, v) σI(s) ds (3.2)
Proof. From Corollary 2.1.18 (Chapter 2, Section 2.1), we have that
I(Tf )Pr(Tf , T )
=
I(0)Pr(0, T )
Pn(0, Tf )
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, T ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)− 12
∫ Tf
0
[
− |νn(s, Tf )|2 + |νr(s, T )|2
+ 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
Therefore,
EQ [I(Tf )Pr(Tf , T ) | F0]
=
I(0)Pr(0, T )
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
|νr(s, T )|2 ds
+
∫ Tf
0
|σI(s)|2 ds+ 2 ρrI
∫ Tf
0
νr(s, T )σI(s) ds
)}
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, T ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣F0] (3.3)
Now, given that the random vector(∫ Tf
0
νn(s, Tf ) dWn(s) ,
∫ Tf
0
νr(s, T ) dWr(s) ,
∫ Tf
0
σI(s) dWI(s)
)′
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is independent of the σ-algebra F0 and follows a multivariate normal distri-
bution, with means, variances and covariances respectively given by
EQ
[∫ Tf
0
νn(s, Tf ) dWn(s)
]
= 0
EQ
[∫ Tf
0
νr(s, T ) dWr(s)
]
= 0
EQ
[∫ Tf
0
σI(s) dWI(s)
]
= 0
EQ
[(∫ Tf
0
νn(s, Tf ) dWn(s)
)2]
=
∫ Tf
0
|νn(s, Tf )|2 ds
EQ
[(∫ Tf
0
νr(s, T ) dWr(s)
)2]
=
∫ Tf
0
|νr(s, T )|2 ds
EQ
[(∫ Tf
0
σI(s) dWI(s)
)2]
=
∫ Tf
0
|σI(s)|2 ds
EQ
[(∫ Tf
0
νn(s, Tf ) dWn(s)
)(∫ Tf
0
νr(s, T ) dWr(s)
)]
= ρnr
∫ Tf
0
νn(s, Tf ) νr(s, T ) ds
EQ
[(∫ Tf
0
νn(s, Tf ) dWn(s)
)(∫ Tf
0
σI(s) dWI(s)
)]
= ρnI
∫ Tf
0
νn(s, Tf )σI(s) ds
EQ
[(∫ Tf
0
νr(s, T ) dWr(s)
)(∫ Tf
0
σI(s) dWI(s)
)]
= ρrI
∫ Tf
0
νr(s, T )σI(s) ds
we can write
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, T ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣F0]
= EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, T ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
}]
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where the expectation on the right-hand side of the equality can be regarded
as the moment generating function of the multivariate Gaussian random
vector at (−1, 1, 1)′.
Consequently,
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, T ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣F0]
= exp
{
1
2
(∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
|νr(s, T )|2 ds+
∫ Tf
0
|σI(s)|2 ds
− 2 ρnr
∫ Tf
0
νn(s, Tf ) νr(s, T ) ds− 2 ρnI
∫ Tf
0
νn(s, Tf )σI(s) ds
+ 2 ρrI
∫ Tf
0
νr(s, T )σI(s) ds
)}
Hence, substituting this expression for the conditional expectation into equa-
tion (3.3), and using (3.2), we obtain (3.1).
Remark 3.1.3. Note that formula (3.1) gives us the fair price today (t = 0)
of a futures contract with maturity Tf , on the real zero coupon bond with-
out an issue date adjustment expiring at time T , whose price was defined as
P ∗r (·, T ) = I(·)Pr(·, T ).
We proceed with the following
Lemma 3.1.4. Let 0 ≤ t < T ≤ T ∗. The value, at time t, of a standard
European put on the inflation index, with strike price K > 0 and maturity
T is
pt(I(·) ;K;T ) = K Pn(t, T ) Φ(−h(t, T ;T, T ) + η(t, T ;T, T ))
− I(t)Pr(t, T ) Φ(−h(t, T ;T, T )) (3.4)
where
η2(u, v;w, z)
=
∫ v
u
|νn(s, w)|2 ds+
∫ v
u
|νr(s, z)|2 ds+
∫ v
u
|σI(s)|2 ds
− 2 ρnr
∫ v
u
νn(s, w) νr(s, z) ds− 2 ρnI
∫ v
u
νn(s, w)σI(s) ds
+ 2 ρrI
∫ v
u
νr(s, z)σI(s) ds (3.5)
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and1
h(u, v;w, z) =
log
(
I(u)Pr(u,z)
K Pn(u,w)
)
+ 12 η
2(u, v;w, z)
η(u, v;w, z)
(3.6)
Proof. First, we see that2
pt(I(·) ;K;T )
= EQ
[
Bn(t)
Bn(T )
[K − I(T )]+
∣∣∣∣Ft]
= EQ
[
Bn(t)
Bn(T )
K 1 {I(T )≤K}
∣∣∣∣Ft]− EQ [ Bn(t)Bn(T ) I(T ) 1 {I(T )≤K}
∣∣∣∣Ft]
Using Corollary 2.1.18 from Chapter 2 (Section 2.1), and (3.5), we can
write
I(T ) =
I(t)Pr(t, T )
Pn(t, T )
exp
{
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s)
+
∫ T
t
σI(s) dWI(s)− 12 η
2(t, T ;T, T ) + γ(t, T ;T, T, T )
}
where γ(t, T ;T, T, T ) is defined in expression (3.2). Therefore, I(T ) ≤ K if
and only if
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
≤ − log
(
I(t)Pr(t, T )
K Pn(t, T )
)
+
1
2
η2(t, T ;T, T )− γ(t, T ;T, T, T )
We can now compute each of the above conditional expectations sepa-
rately.
(i) Again by Corollary 2.1.18 (Chapter 2, Section 2.1), and recalling that
Pn(T, T ) = 1, we have
Bn(t)
Bn(T )
= Pn(t, T ) exp
{
−1
2
∫ T
t
|νn(s, T )|2 ds+
∫ T
t
νn(s, T ) dWn(s)
}
1Here log denotes the natural logarithm.
2Note that here [x]+ = max {x, 0}.
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Consequently,
EQ
[
Bn(t)
Bn(T )
K 1 {I(T )≤K}
∣∣∣∣Ft]
= K Pn(t, T ) exp
{
−1
2
∫ T
t
|νn(s, T )|2 ds
}
EQ
[
exp
{∫ T
t
νn(s, T ) dWn(s)
}
1{ − ∫ Tt νn(s, T ) dWn(s) + ∫ Tt νr(s, T ) dWr(s) + ∫ Tt σI (s) dWI (s)
≤ − log
(
I(t)Pr(t,T )
K Pn(t,T )
)
+ 12 η
2(t, T ;T, T )− γ(t, T ;T, T, T )
}
∣∣∣∣∣Ft
]
(3.7)
Now, due to the fact that the pair of variables(∫ T
t
νn(s, T ) dWn(s) ,
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)′
is independent of the σ-algebra Ft, we have the following equality.
EQ
[
exp
{∫ T
t
νn(s, T ) dWn(s)
}
1{ − ∫ Tt νn(s, T ) dWn(s) + ∫ Tt νr(s, T ) dWr(s) + ∫ Tt σI (s) dWI (s)
≤ − log
(
I(t)Pr(t,T )
K Pn(t,T )
)
+ 12 η
2(t, T ;T, T )− γ(t, T ;T, T, T )
}
∣∣∣∣∣Ft
]
= EQ
[
exp
{∫ T
t
νn(s, T ) dWn(s)
}
1{ − ∫ Tt νn(s, T ) dWn(s) + ∫ Tt νr(s, T ) dWr(s) + ∫ Tt σI (s) dWI (s)
≤ − log
(
I(t)Pr(t,T )
K Pn(t,T )
)
+ 12 η
2(t, T ;T, T )− γ(t, T ;T, T, T )
}
]
(3.8)
Furthermore, given that the random vector referred above is jointly
Gaussian, with zero means, variances given by
EQ
[(∫ T
t
νn(s, T ) dWn(s)
)2]
=
∫ T
t
|νn(s, T )|2 ds
EQ
[(
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)2]
= η2(t, T ;T, T )
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respectively, and covariance
EQ
[(∫ T
t
νn(s, T ) dWn(s)
)
(
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)]
= −γ(t, T ;T, T, T )
we can use Lemma 1.2.12 from the Preliminaries (Section 1.2) to obtain
EQ
[
exp
{∫ T
t
νn(s, T ) dWn(s)
}
1 {I(T )≤K}
]
= exp
{
1
2
∫ T
t
|νn(s, T )|2 ds
}
Φ
− log
(
I(t)Pr(t,T )
K Pn(t,T )
)
+ 12 η
2(t, T ;T, T )
η(t, T ;T, T )

(3.9)
So, from the combination of equations (3.7), (3.8) and (3.9) above,
EQ
[
Bn(t)
Bn(T )
K 1 {I(T )≤K}
∣∣∣∣Ft]
= K Pn(t, T ) Φ
− log
(
I(t)Pr(t,T )
K Pn(t,T )
)
+ 12 η
2(t, T ;T, T )
η(t, T ;T, T )

which, together with (3.6), gives us the first term in (3.4).
(ii) The proof is similar to that of the previous step.
Let us begin by writing
Bn(t)
Bn(T )
I(T )
= I(t)Pr(t, T ) exp
{∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
− 1
2
∫ T
t
[
|νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
which again makes use of Corollary 2.1.18 from Section 2.1, as well as
of the fact that Pr(T, T ) = 1.
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Hence,
EQ
[
Bn(t)
Bn(T )
I(T ) 1 {I(T )≤K}
∣∣∣∣Ft]
= I(t)Pr(t, T )
exp
{
−1
2
∫ T
t
[
|νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
EQ
[
exp
{∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
}
1{ − ∫ Tt νn(s, T ) dWn(s) + ∫ Tt νr(s, T ) dWr(s) + ∫ Tt σI (s) dWI (s)
≤ − log
(
I(t)Pr(t,T )
K Pn(t,T )
)
+ 12 η
2(t, T ;T, T )− γ(t, T ;T, T, T )
}
∣∣∣∣∣Ft
]
Now, we note that the random vector(∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s) ,
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)′
is independent of the σ-field Ft, and follows a bivariate normal distri-
bution, with zero means, covariance
EQ
[(∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)
(
−
∫ T
t
νn(s, T ) dWn(s) +
∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)]
=
∫ T
t
|νr(s, T )|2 ds+
∫ T
t
|σI(s)|2 ds− ρnr
∫ T
t
νn(s, T ) νr(s, T ) ds
− ρnI
∫ T
t
νn(s, T )σI(s) ds+ 2 ρrI
∫ T
t
νr(s, T )σI(s) ds
and where the first variable has variance given by the following expres-
sion
EQ
[(∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
)2]
=
∫ T
t
[
|νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
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Therefore,
EQ
[
exp
{∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
}
1 {I(T )≤K}
∣∣∣∣Ft]
= EQ
[
exp
{∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
}
1 {I(T )≤K}
]
and again by Lemma 1.2.12, it follows that
EQ
[
exp
{∫ T
t
νr(s, T ) dWr(s) +
∫ T
t
σI(s) dWI(s)
}
1 {I(T )≤K}
]
= exp
{
1
2
∫ T
t
[
|νr(s, T )|2 + 2 ρrI νr(s, T )σI(s) + |σI(s)|2
]
ds
}
Φ
− log
(
I(t)Pr(t,T )
K Pn(t,T )
)
− 12 η2(t, T ;T, T )
η(t, T ;T, T )

Thus,
EQ
[
Bn(t)
Bn(T )
I(T ) 1 {I(T )≤K}
∣∣∣∣Ft] = I(t)Pr(t, T ) Φ(−h(t, T ;T, T ))
which is the second term on the right-hand side of equation (3.4).
Combining the obtained expressions completes the proof.
Finally, we enunciate the last auxiliary result.
Proposition 3.1.5. For 0 ≤ t < T ≤ T ∗ and K > 0,
EQ [pt(I(·) ;K;T ) | F0]
= K Pn(0, t, T ) exp
{
−
∫ t
0
νn(s, t) [νn(s, T )− νn(s, t)] ds
}
Φ
(
−λ
(
(0, T ;T, T ) ; (0, t; t, T, T )
)
+ η(0, T ;T, T )
)
− I(0)Pr(0, T )
Pn(0, t)
exp {γ(0, t; t, t, T )} Φ
(
−λ
(
(0, T ;T, T ) ; (0, t; t, T, T )
))
(3.10)
with
λ
(
(a, b; c, d) ; (u, v;x, y, z)
)
= h(a, b; c, d) +
γ(u, v;x, y, z)
η(a, b; c, d)
(3.11)
and where γ(u, v;x, y, z), η(a, b; c, d) and h(a, b, c, d) are given by (3.2), (3.5)
and (3.6), respectively.
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Proof. By Lemma (3.1.4) above, we know that
EQ [pt(I(·) ;K;T ) | F0]
= EQ [K Pn(t, T ) Φ(−h(t, T ;T, T ) + η(t, T ;T, T )) | F0]
− EQ [I(t)Pr(t, T ) Φ(−h(t, T ;T, T )) | F0] (3.12)
So, all we have to do now is compute each of the conditional expecta-
tions. In order to do that, we start with some auxiliary formulas.
According to Corollary 2.1.18 from Chapter 2,
I(t)Pr(t, T )
K Pn(t, T )
=
I(0)Pr(0, T )
K Pn(0, T )
exp
{
−
∫ t
0
νn(s, T ) dWn(s) +
∫ t
0
νr(s, T ) dWr(s)
+
∫ t
0
σI(s) dWI(s)− 12
(
−
∫ t
0
|νn(s, T )|2 ds+
∫ t
0
|νr(s, T )|2 ds
+ 2 ρrI
∫ t
0
νr(s, T )σI(s) ds+
∫ t
0
|σI(s)|2 ds
)}
Therefore, we can write
−h(t, T ;T, T )
= − 1
η(t, T ;T, T )
[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ξ2(t, T )−
∫ t
0
νn(s, T ) dWn(s)
+
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
]
(3.13)
where
ξ2(t, T ) =
1
2
(∫ T
t
|νn(s, T )|2 ds+
∫ t
0
|νn(s, T )|2 ds+
∫ T
t
|νr(s, T )|2 ds
−
∫ t
0
|νr(s, T )|2 ds+
∫ T
t
|σI(s)|2 ds−
∫ t
0
|σI(s)|2 ds
− 2 ρnr
∫ T
t
νn(s, T ) νr(s, T ) ds− 2 ρnI
∫ T
t
νn(s, T )σI(s) ds
+ 2 ρrI
∫ T
t
νr(s, T )σI(s) ds− 2 ρrI
∫ t
0
νr(s, T )σI(s) ds
)
(3.14)
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and
−h(t, T ;T, T ) + η(t, T ;T, T )
= −
log
(
I(t)Pr(t,T )
K Pn(t,T )
)
− 12 η2(t, T ;T, T )
η(t, T ;T, T )
= − 1
η(t, T ;T, T )
[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ζ2(t, T )−
∫ t
0
νn(s, T ) dWn(s)
+
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
]
(3.15)
with
ζ2(t, T ) =
1
2
(
−
∫ T
t
|νn(s, T )|2 ds+
∫ t
0
|νn(s, T )|2 ds−
∫ T
0
|νr(s, T )|2 ds
−
∫ T
0
|σI(s)|2 ds+ 2 ρnr
∫ T
t
νn(s, T ) νr(s, T ) ds
+ 2 ρnI
∫ T
t
νn(s, T )σI(s) ds− 2 ρrI
∫ T
0
νr(s, T )σI(s) ds
)
(3.16)
Having obtained these expressions, we may now compute the conditional
expectations contained in the right-hand side of equation (3.12).
(i) It follows once again from Corollary 2.1.18, along with equation (3.15)
that
EQ [K Pn(t, T ) Φ(−h(t, T ;T, T ) + η(t, T ;T, T )) | F0]
= EQ
[
K Pn(0, t, T ) exp
{
−1
2
∫ t
0
[
|νn(s, T )|2 − |νn(s, t)|2
]
ds
+
∫ t
0
[νn(s, T )− νn(s, t)] dWn(s)
}
Φ(−h(t, T ;T, T ) + η(t, T ;T, T ))
∣∣∣∣F0]
= K Pn(0, t, T ) exp
{
−1
2
∫ t
0
[
|νn(s, T )|2 − |νn(s, t)|2
]
ds
}
EQ
[
exp
{∫ t
0
[νn(s, T )− νn(s, t)] dWn(s)
}
Φ
(
− 1
η(t, T ;T, T )[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ζ2(t, T )−
∫ t
0
νn(s, T ) dWn(s)
+
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
]) ∣∣∣∣F0] (3.17)
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Thus, since(∫ t
0
[νn(s, T )− νn(s, t)] dWn (s) ,
−
∫ t
0
νn(s, T ) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)′
is a Gaussian vector, independent of F0, where the random variables
have zero means, variances respectively given by
EQ
[(∫ t
0
[νn(s, T )− νn(s, t)] dWn (s)
)2]
=
∫ t
0
|νn(s, T )− νn(s, t)|2 ds
EQ
[(
−
∫ t
0
νn(s, T ) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)2]
= η2(0, t;T, T )
and covariance
EQ
[(∫ t
0
[νn(s, T )− νn(s, t)] dWn (s)
)
(
−
∫ t
0
νn(s, T ) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)]
= −
∫ t
0
[νn(s, T )− νn(s, t)] νn(s, T ) ds
+ ρnr
∫ t
0
[νn(s, T )− νn(s, t)] νr(s, T ) ds
+ ρnI
∫ t
0
[νn(s, T )− νn(s, t)]σI(s) ds
= γ(0, t; t, T, T )− γ(0, t;T, T, T )
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we have that
EQ
[
exp
{∫ t
0
[νn(s, T )− νn(s, t)] dWn(s)
}
Φ
(
− 1
η(t, T ;T, T )[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ζ2(t, T )−
∫ t
0
νn(s, T ) dWn(s)
+
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
]) ∣∣∣∣F0]
= EQ
[
exp
{∫ t
0
[νn(s, T )− νn(s, t)] dWn(s)
}
Φ
(
− 1
η(t, T ;T, T )[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ζ2(t, T )−
∫ t
0
νn(s, T ) dWn(s)
+
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
])]
(3.18)
and we may apply Lemma 1.2.12 from the Preliminaries to compute
the expected value on the right-hand side of the equality above.
Then, noting that
ζ2(t, T )− γ(0, t;T, T, T ) = −1
2
η2(0, T ;T, T )
and
η2(0, t;T, T ) + η2(t, T ;T, T ) = η2(0, T ;T, T )
we get
EQ
[
exp
{∫ t
0
[νn(s, T )− νn(s, t)] dWn(s)
}
Φ
(
− 1
η(t, T ;T, T )[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ζ2(t, T )−
∫ t
0
νn(s, T ) dWn(s)
+
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
])]
= exp
{
1
2
∫ t
0
|νn(s, T )− νn(s, t)|2 ds
}
Φ
− log
(
I(0)Pr(0,T )
K Pn(0,T )
)
− 12 η2(0, T ;T, T ) + γ(0, t; t, T, T )
η(0, T ;T, T )

= exp
{
1
2
∫ t
0
|νn(s, T )− νn(s, t)|2 ds
}
Φ
(
−h(0, T ;T, T ) + η(0, T ;T, T )− γ(0, t; t, T, T )
η(0, T ;T, T )
)
(3.19)
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Hence, equations (3.17), (3.18) and (3.19) imply that
EQ [K Pn(t, T ) Φ(−h(t, T ;T, T ) + η(t, T ;T, T )) | F0]
= K Pn(0, t, T ) exp
{
−
∫ t
0
νn(s, t) [νn(s, T )− νn(s, t)] ds
}
Φ
(
−h(0, T ;T, T ) + η(0, T ;T, T )− γ(0, t; t, T, T )
η(0, T ;T, T )
)
(ii) Analogously to the previous case, we can use Corollary 2.1.18 and
equation (3.13) to write
EQ [I(t)Pr(t, T ) Φ(−h(t, T ;T, T )) | F0]
=
I(0)Pr(0, T )
Pn(0, t)
exp
{
−1
2
(
−
∫ t
0
|νn(s, t)|2 ds+
∫ t
0
|νr(s, T )|2 ds
+
∫ t
0
|σI(s)|2 ds+ 2 ρrI
∫ t
0
νr(s, T )σI (s) ds
)}
EQ
[
exp
{
−
∫ t
0
νn(s, t) dWn(s) +
∫ t
0
νr(s, T ) dWr(s)
+
∫ t
0
σI(s) dWI(s)
}
Φ
(
− 1
η(t, T ;T, T )
[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ξ2(t, T )−
∫ t
0
νn(s, T ) dWn(s) +
∫ t
0
νr(s, T ) dWn(s)
+
∫ t
0
σI(s) dWI(s)
]) ∣∣∣∣F0] (3.20)
Now, we note that the pair of variables(
−
∫ t
0
νn(s, t) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s) ,
−
∫ t
0
νn(s, T ) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)′
is independent of F0, and follows a bivariate normal distribution, with
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zero means, covariance
EQ
[(
−
∫ t
0
νn(s, t) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)
(
−
∫ t
0
νn(s, T ) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)]
=
∫ t
0
νn(s, t) νn(s, T ) ds+
∫ t
0
|νr(s, T )|2 ds+
∫ t
0
|σI(s)|2 ds
− ρnr
∫ t
0
νn(s, t) νr(s, T ) ds− ρnr
∫ t
0
νn(s, T ) νr(s, T ) ds
− ρnI
∫ t
0
νn(s, t)σI(s) ds− ρnI
∫ t
0
νn(s, T )σI(s) ds
+ 2 ρrI
∫ t
0
νr(s, T )σI(s) ds
and where the variance of the first variable is given by the expression
EQ
[(
−
∫ t
0
νn(s, t) dWn +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
)2]
= η2(0, t; t, T )
Thus, the following equality holds
EQ
[
exp
{
−
∫ t
0
νn(s, t) dWn(s) +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
}
Φ
(
− 1
η(t, T ;T, T )
[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ξ2(t, T )
−
∫ t
0
νn(s, T ) dWn(s) +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
+
∫ t
0
σI(s) dWI(s)
]) ∣∣∣∣F0]
= EQ
[
exp
{
−
∫ t
0
νn(s, t) dWn(s) +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
}
Φ
(
− 1
η(t, T ;T, T )
[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ξ2(t, T )
−
∫ t
0
νn(s, T ) dWn(s) +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
+
∫ t
0
σI(s) dWI(s)
])]
(3.21)
and a straightforward application of Lemma 1.2.12 implies that the
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expected value above is given by
EQ
[
exp
{
−
∫ t
0
νn(s, t) dWn(s) +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
}
Φ
(
− 1
η(t, T ;T, T )
[
log
(
I(0)Pr(0, T )
K Pn(0, T )
)
+ ξ2(t, T )
−
∫ t
0
νn(s, T ) dWn(s) +
∫ t
0
νr(s, T ) dWr(s) +
∫ t
0
σI(s) dWI(s)
+
∫ t
0
σI(s) dWI(s)
])]
= exp
{
1
2
η2(0, T ;T, T )
}
Φ
− log
(
I(0)Pr(0,T )
K Pn(0,T )
)
+ 12 η
2(0, T ;T, T ) + γ(0, t; t, T, T )
η(0, T ;T, T )

= exp
{
1
2
η2(0, T ;T, T )
}
Φ
(
−h(0, T ;T, T )− γ(0, t; t, T, T )
η(0, T ;T, T )
)
(3.22)
Consequently, using (3.20), (3.21) and (3.22),
EQ [I(t)Pr(t, T ) Φ(−h(t, T ;T, T )) | F0]
=
I(0)Pr(0, T )
Pn(0, t)
exp {γ(0, t; t, t, T )}Φ
(
−h(0, T ;T, T )− γ(0, t; t, T, T )
η(0, T ;T, T )
)
The proof is completed.
Now, we are finally ready to state the main result of this chapter.
Theorem 3.1.6. Let 0 ≤ Tf < T1 . . . ≤ TN ≤ T ∗.
Then, the current fair price of a futures contract, with maturity date Tf
and written on the TIPS bond can be expressed as
FTIPS(0, Tf )
=
I(0)
I(tr)Pn(0, Tf )
N∑
i=1
ki Pr(0, Ti) exp {γ(0, Tf ;Tf , Tf , Ti)}
+ F Pn(0, Tf , TN ) exp
{
−
∫ Tf
0
νn(s, Tf ) [νn(s, TN )− νn(s, Tf )] ds
}
Φ
(
−λ
(
(0, TN ;TN , TN ) ; (0, Tf ;Tf , TN , TN )
)
+ η(0, TN ;TN , TN )
)
− F
I(tr)
I(0)Pr(0, TN )
Pn(0, Tf )
exp {γ(0, Tf ;Tf , Tf , TN )}
Φ
(
−λ
(
(0, TN ;TN , TN ) ; (0, Tf ;Tf , TN , TN )
))
(3.23)
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where, as before, ki = ci + δi n F , and γ(0, Tf ;Tf , Tf , Ti) (i = 1, . . . , n),
λ
(
(0, TN ;TN , TN ) ; (0, Tf ;Tf , TN , TN )
)
and η(0, TN ;TN , TN ) are defined in
(3.2), (3.11) and (3.5), respectively.
Proof. Since the futures price is a martingale under the risk neutral measure,
and at maturity Tf it is identical to the value of the underlying TIPS bond,
we get
FTIPS(0, Tf ) = EQ [FTIPS(Tf , Tf ) | F0]
= EQ [TIPS(Tf ) | F0]
=
N∑
i=1
ki
I(tr)
EQ [I(Tf )Pr(Tf , Ti) | F0]
+
F
I(tr)
EQ
[
pTf (I(·) ; I(tr) ;TN )
∣∣F0] (3.24)
where, for the last equality, we use Lemma 2.2.3 (Chapter 2).
Hence, from (3.1) and (3.10), equation (3.24) can be easily rewritten as
in equation (3.23).
Remark 3.1.7. We note that the first term in the pricing formula given by
(3.23) corresponds to the theoretical value for TIPS bond futures otbtained
in Huang and Yildirim (2008). The last two terms result from not ignoring
the option against deflation that is embedded in the TIPS bonds, which
guarantees the principal payment to be no less than F .
66
Chapter 4
TIPS Bond Futures With an
Embedded Quality Option
Following the approach of Nunes and Oliveira (2007) for pricing the
quality option embedded in futures contracts on conventional Treasury bonds,
the aim of this chapter is to propose a pricing solution for TIPS bond fu-
tures with an embedded quality option within the JY framework and, con-
sequently, to value the quality option.
4.1 The Market
Several special features can be embedded in futures contracts on conven-
tional bonds, among which the quality option is one of the most important.
Therefore, in this chapter, we propose and consider the existence (which
is only theoretical given that, in practice, to our knowledge, there are still
no TIPS bond futures being traded in the market) of futures contracts that
are written, not on one specific TIPS bond, but on a basket of TIPS bonds,
which is defined on the valuation date. Such bonds are designated by de-
liverable bonds and, on the maturity date of the futures contract, the short
side is given the choice to deliver any of the bonds in this deliverable set.
This embedded feature is denominated as quality option.
As in the previous chapter, for the sake of simplicity, we are excluding
the existence of timing options and, therefore, the futures contract has to
be liquidated on a specific day (called the delivery day) which is designated
by the exchange. Furthermore, the margin system works as for any other
futures contract and the futures are admitted to be continuously marked-
-to-market.
To each bond in the delivery basket is associated a conversion factor ,
which is calculated by the exchange for each deliverable bond and for each
delivery month so that, for the holder of the long position in the futures
contract, it should be (almost) indifferent which TIPS bond the futures’
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seller chooses to deliver.
Let us suppose there are m bonds in the basket and that the futures
contracts mature at time Tf .
Moreover, following Definition 2.2.1 (Section 2.2 from Chapter 2), we
admit that the j-th TIPS bond with principal F j , which is issued at time
tjr and expires at time T
j
Nj
, has Nj coupons after the delivery date Tf . The
coupon, before the inflation adjustment, is cji and it is paid at time T
j
i
(i = 1, . . . , Nj), where t
j
r ≤ 0 ≤ Tf ≤ T j1 ≤ . . . ≤ T jNj ≤ T ∗.
Finally, we let AIj denote the accrued interest of the j-th deliverable
TIPS bond, and cfj the corresponding conversion factor, which is defined
by the market and known on the valuation date.
So, we present the following definition.
Definition 4.1.1. Let 0 ≤ t ≤ Tf , with Tf < T j1 for all j ∈ {1, . . . ,m}.
The fair price, at time t, of a TIPS bond futures contract with an embedded
quality option, that matures at time Tf and is written on a delivery basket
containing m deliverable TIPS bonds is denoted by H(t, Tf , {1, . . . ,m}).
On the delivery day, the futures’ seller delivers the TIPS bonds, among
the ones available in the delivery basket, with a face value equal to the con-
tract size of all the futures sold to the long position,1 who in turn must pay
the invoice amount.2 Naturally, any rational futures’ seller will choose the
deliverable TIPS bond that is the cheapest for him, that is, the one which
maximises the difference between the cash-in and the cash-out flows. This
TIPS bond is called the cheapest-to-deliver .
When dealing with futures contracts on conventional bonds, each con-
version factor corresponds to the clean price of the deliverable bond, in force
on the delivery day, that ensures a yield-to-maturity equal to the theoretical
issue coupon rate. Similarly, our idea for the computation of each conver-
sion factor, for futures written on a basket of TIPS with a quality option,
is that the former should be the clean price of the deliverable TIPS bond
that guarantees the real yield-to-maturity to be equal to the theoretical is-
sue real coupon rate, ignoring the protection against deflation embedded on
the TIPS bonds. The main difficulty here, however, lies in the fact that the
inflation index in force on the delivery day is still unknown today. What we
1We note that, by delivering the TIPS bonds to the futures’ buyer, the short position
assumes a cost, explicit or implicit, equal to CS ×NC × TIPSl(Tf ), where l denotes the
bond delivered by the futures’ seller, CS is the contract size and NC is the number of
futures contracts traded.
2The invoice amount is defined by the expression
CS ×NC × (cflH(Tf , Tf , {1, . . . ,m}) +AIl(Tf )), with l, CS and NC as above.
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suggest is to use the value of the inflation index today as an estimate for
the inflation index on the delivery day.
Therefore, for each j = 1, . . . ,m, the formula we propose for computing
the conversion factor cfj on the settlement date t is as follows.
cfj =
Nj∑
i=1
kji
I
(
tjr
) I(t)
(1 + y)(T
i
j−Tf)
−AIj(Tf ) (4.1)
where y is the real coupon rate of the underlying TIPS bond. This means
that, if on the delivery day the real yield curve is flat and equal to the real
coupon rate of the underlying TIPS bond, then the futures’ buyer obtains
the same real yield-to-maturity, regardless of the deliverable TIPS bond the
short position chooses to deliver.
Anyhow, although the conversion factors are defined by the exchange in
such a way that an equivalence relation between each deliverable TIPS bond
is established (in the sense that the futures’ buyer ought to be indifferent
between them), their computation must be made under assumptions which,
in practice, may not be verified. For instance, in the case of the formula
here proposed, it has the limitations of assuming a flat real term structure
at time Tf and of ignoring inflation between the settlement date (t) and the
delivery day (Tf ), as well as the deflation risk on the principal.
Therefore, it should be expected that the conversion factors do not es-
tablish a perfect equivalence relation between all the TIPS bonds in the
delivery basket and hence, in practice, the quality option has value.
4.2 Valuation Framework
We start this section with two important introductory lemmas.
Lemma 4.2.1. The fair price, today, of the futures contract with an em-
bedded quality option is given by the expression
H(0, Tf , {1, . . . ,m}) = EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣F0] (4.2)
Proof. Given the existence of a quality option, the futures’ seller can choose,
at time Tf , the cheapest-to-deliver bond, which is the deliverable bond that
maximises the difference between the cash-in and cash-out flows, that is,
max
1≤j≤m
{[cfj H(Tf , Tf , {1, . . . ,m}) +AIj(Tf )]− TIPSj(Tf )}
Because any rational futures’ seller will choose the cheapest-to-deliver,
and recalling that we are assuming there are no transaction costs, in order
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to prevent the existence of arbitrage opportunities we must have that
0 = max
1≤j≤m
{[cfj H(Tf , Tf , {1, . . . ,m}) +AIj(Tf )]− TIPSj(Tf )}
= max
1≤j≤m
{
cfj
[
H(Tf , Tf , {1, . . . ,m})− TIPSj(Tf )−AIj(Tf )
cfj
]}
Therefore, and noting that cfj > 0 for all j = 1, . . . ,m, we obtain
0 = max
1≤j≤m
{
H(Tf , Tf , {1, . . . ,m})− TIPSj(Tf )−AIj(Tf )
cfj
}
= H(Tf , Tf , {1, . . . ,m}) + max
1≤j≤m
{
−TIPSj(Tf )−AIj(Tf )
cfj
}
= H(Tf , Tf , {1, . . . ,m})− min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
}
which gives us
H(Tf , Tf , {1, . . . ,m}) = min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
}
Hence, since the futures’ price is a Q-martingale, we get
H(0, Tf , {1, . . . ,m}) = EQ [H(Tf , Tf , {1, . . . ,m}) | F0]
= EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣F0]
as intended.
Before presenting the next lemma, we first need to introduce one addi-
tional definition.
Definition 4.2.2. Let 0 ≤ t ≤ Tf , with Tf < T j1 for all j ∈ {1, . . . ,m}. The
fair price, at time t, of a TIPS bond futures contract that matures at time
Tf and is written on a delivery basket containing m deliverable bonds, but
that possesses no quality option, is represented by H(t, Tf , {j∗}), where j∗
denotes the cheapest-to-deliver today.
Thus, we have the following.
Lemma 4.2.3. The fair price of the futures contract written on the delivery
basket containing m deliverable TIPS bonds, but that possesses no quality
option is
H(0, Tf , {j∗}) = min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣F0]} (4.3)
where
j∗ = arg min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣F0]} (4.4)
denotes the cheapest-to-deliver today.
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Proof. The fact that the futures contract is written on the delivery basket,
but admits no quality option, implies that the TIPS bond to be delivered
at time Tf must be chosen on the valuation date, with the decision being
irreversible once made.
Therefore, we admit that any rational futures’ seller opts for the current
cheapest-to-deliver as the deliverable bond, and hence the time-Tf payoff
for the futures’ seller is
[cfj∗ H(Tf , Tf , {j∗}) +AIj∗(Tf )]− TIPSj∗(Tf )
which must be equal to zero in an arbitrage-free market.
Consequently,
H(Tf , Tf , {j∗}) = TIPSj
∗(Tf )−AIj∗(Tf )
cfj∗
and so we have that, by the martingale property of the futures price,
H(0, Tf , {j∗}) = EQ [H(Tf , Tf , {j∗}) | F0]
= EQ
[
TIPSj∗(Tf )−AIj∗(Tf )
cfj∗
∣∣∣∣F0]
= min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣F0]}
where the last equality comes from the choice of j∗.
Remark 4.2.4. Since the quality options represent an exclusive benefit for
the futures’ seller, they must have an impact on the price of the futures’
contracts and, thus, the fair value of the TIPS bond futures contract with
an embedded quality option must be smaller than the fair price of the futures
contract that possesses no quality option.
In fact, given that, for all j ∈ {1, . . . ,m},
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
}
≤ TIPSj(Tf )−AIj(Tf )
cfj
which implies that
EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣F0] ≤ EQ [ TIPSj(Tf )−AIj(Tf )cfj
∣∣∣∣F0]
almost surely, the following inequality holds
EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣F0]
≤ min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣F0]}
The difference between the two prices is attributed to the quality option.
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Hence, the next definition follows naturally.
Definition 4.2.5. The fair value, today, of the embedded quality option,
which is denoted by QO(0, Tf , {1, . . . ,m}), is equal to
QO(0, Tf , {1, . . . ,m}) = H(0, Tf , {j∗})−H(0, Tf , {1, . . . ,m}) (4.5)
Our goal is to determine the fair price today of both futures contracts
and, consequently, of the quality option.
The fair price today of the TIPS bond futures contract that is written
on a delivery basket containing m deliverable TIPS bonds, but possesses no
quality option, is given in the following theorem.
Theorem 4.2.6. Denoting by j∗, as in expression (4.4), the cheapest-to-
deliver today, we have that
H(0, Tf , {j∗})
= min
1≤j≤m
 1cfj I(0)I(tjr)Pn(0, Tf )
n∑
i=1
kji Pr
(
0, T ji
)
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
i
)}
+
F j
cfj
Pn
(
0, Tf , T
j
Nj
)
exp
{
−
∫ Tf
0
νn(s, Tf )
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
ds
}
Φ
(
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+ η
(
0, T jNj ;T
j
Nj
, T jNj
))
− 1
cfj
F j
I
(
tjr
) I(0)Pr
(
0, T jNj
)
Pn(0, Tf )
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
Nj
)}
Φ
(
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
)))
− 1
cfj
kj1
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
) I(0)Pr(0, Tf )
Pr(0, Tf )
exp {γ(0, Tf ;Tf , Tf , Tf )}
 (4.6)
where, once again, kji = c
j
i + δiNj F
j, and with γ
(
0, Tf ;Tf , Tf , T
j
i
)
(i =
1, . . . , Nj) and γ(0, Tf ;Tf , Tf , Tf ),
λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
and η
(
0, T jNj ;T
j
Nj
, T jNj
)
given by
(3.2), (3.11) and (3.5) from Chapter 3, respectively.
Proof. According to (4.3),
H(0, Tf , {j∗}) = min
1≤j≤m
{
1
cfj
EQ [TIPSj(Tf ) | F0]− 1
cfj
EQ [AIj(Tf ) | F0]
}
(4.7)
Therefore, we only need to compute each of the conditional expectations
contained in equation (4.7), for each j ∈ {1, . . . ,m}.
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(i) From the proof of Theorem 3.1.6 (in Chapter 3), we know that
EQ [TIPSj(Tf ) | F0]
=
n∑
i=1
kji
I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
i
)}
+ F j Pn
(
0, Tf , T
j
Nj
)
exp
{
−
∫ Tf
0
νn(s, Tf )
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
ds
}
Φ
(
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+η
(
0, T jNj ;T
j
Nj
, T jNj
))
− F
j
I
(
tjr
) I(0)Pr
(
0, T jNj
)
Pn(0, Tf )
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
Nj
)}
Φ
(
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
)))
(4.8)
(ii) From Definition 2.2.4 in Chapter 2, the accrued interest of the j-th
TIPS coupon bearing bond at time Tf is given by
AIj(Tf ) = k
j
1
I(Tf )
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
)
and therefore,
EQ [AIj(Tf ) | F0] = EQ
kj1 I(Tf )
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
)
∣∣∣∣∣∣F0

=
kj1
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
) EQ [I(Tf ) | F0] (4.9)
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Now, by Corollary 2.1.18 (Chapter 2),
EQ [I(Tf ) | F0]
= EQ
[
I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s)
+
∫ Tf
0
νr(s, Tf ) dWr(s) +
∫ u
t
σI(s) dWI(s)
− 1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
|νr(s, Tf )|2 ds
+
∫ Tf
0
|σI(s)|2 ds+ 2 ρrI
∫ Tf
0
νr(s, Tf )σI(s) ds
)} ∣∣∣∣F0]
=
I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
|νr(s, Tf )|2 ds
+
∫ Tf
0
|σI(s)|2 ds+ 2 ρrI
∫ Tf
0
νr(s, Tf )σI(s) ds
)}
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ u
t
σI(s) dWI(s)
} ∣∣∣∣F0]
=
I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
|νr(s, Tf )|2 ds
+
∫ Tf
0
|σI(s)|2 ds+ 2 ρrI
∫ Tf
0
νr(s, Tf )σI(s) ds− η2(0, Tf ;Tf , Tf )
)}
(4.10)
where, for the last equality, we use the fact that the random vector(∫ Tf
0
νn(s, Tf ) dWn(s) ,
∫ Tf
0
νr(s, Tf ) dWr(s) ,
∫ Tf
0
σI(s) dWI(s)
)′
is jointly normal, independent of F0, with zero means, and variances
and covariances respectively given by
EQ
[(∫ Tf
0
νn(s, Tf ) dWn(s)
)2]
=
∫ Tf
0
|νn(s, Tf )|2 ds
EQ
[(∫ Tf
0
νr(s, Tf ) dWr(s)
)2]
=
∫ Tf
0
|νr(s, Tf )|2 ds
EQ
[(∫ Tf
0
σI(s) dWI(s)
)2]
=
∫ Tf
0
|σI(s)|2 ds
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EQ
[(∫ Tf
0
νn(s, Tf ) dWn(s)
)(∫ Tf
0
νr(s, Tf ) dWr(s)
)]
= ρnr
∫ Tf
0
νn(s, Tf ) νr(s, Tf ) ds
EQ
[(∫ Tf
0
νn(s, Tf ) dWn(s)
)(∫ Tf
0
σI(s) dWI(s)
)]
= ρnI
∫ Tf
0
νn(s, Tf )σI(s) ds
EQ
[(∫ Tf
0
νr(s, Tf ) dWr(s)
)(∫ Tf
0
σI(s) dWI(s)
)]
= ρrI
∫ Tf
0
νr(s, Tf )σI(s) ds
Hence the conditional expectation can be given by
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣F0]
= EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
}]
and the expected value on the right-hand side of the equality above
can be regarded as the moment generating function of a multivariate
Gaussian random vector at (−1, 1, 1)′.
Then, combination of the previous expressions (4.8), (4.9) and (4.10)
completes the proof.
At this point, we would like to compute the conditional expectation in
(4.2) to obtain the current price of the futures contract, written on the TIPS
bonds’ basket, with the embedded quality option.
However, such computation would require the transition probability func-
tions, under the Q martingale measure, for all the stochastic factors under-
lying the time-Tf deliverable TIPS coupon-bearing bonds’ prices.
Therefore, as an alternative, an approximation is proposed, based on
the conditioning approach suggested in the works of Rogers and Shi (1995),
Nielsen and Sandmann (2003) and, of course, Nunes and Oliveira (2007).
75
4.2.1 Conditioning Approach
Here we determine an approximation to the current price of the futures
contract with the embedded quality option. We follow a conditioning ap-
proach, as suggested by Rogers and Shi (1995) as well as Nielsen and Sand-
mann (2003) for the pricing of Asian Options, and applied by Nunes and
Oliveira (2007) to the valuation of futures contracts, with an embedded
quality option, on conventional Treasury bonds.
For that purpose, we begin by making the following assumption.
Assumption 4.2.7. Let Z be a random variable, taking values in R.
Also, let us assume that Z is FTf -measurable and satisfies the following
properties:
(i) Z follows a standard normal distribution, independent of F0.
(ii) The random variables Z and
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s) +
∫ Tf
0
σI(s) dWI(s)
have a joint Gaussian distribution.
(iii) The random variables Z and
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T ji
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
are jointly normal, for each j = 1, . . . ,m and i = 1, . . . , Nj.
(iv) The random vector(
−
∫ Tf
0
νn
(
s, T jNj
)
dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s) ,∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn (s) , Z
)
follows a multivariate normal distribution, for j = 1, . . . ,m.
(v) For j = 1, . . . ,m, the random variables Z,
−
∫ Tf
0
νn(s, Tf ) dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s) +
∫ Tf
0
σI(s) dWI(s)
and
−
∫ Tf
0
νn
(
s, T jNj
)
dWn+
∫ Tf
0
νr
(
s, T jNj
)
dWn(s) +
∫ Tf
0
σI(s) dWI(s)
are jointly Gaussian.
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Finally, denoting by G the σ-algebra generated by Z, G = σ(Z), we define
the following σ-algebra
G˜ = σ(G ∪N) (4.11)
where N = {A ∈ F : Q(A) = 0}.
Remark 4.2.8. Since F0 = σ(N) and N ⊆ G ∪N ⊆ σ(G ∪N) = G˜, we have
that F0 ⊆ G˜.
Then, the next lemma is immediate.
Lemma 4.2.9. The following inequality holds
H(0, Tf , {1, . . . ,m}) ≤ EQ
[
min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]} ∣∣∣∣F0]
(4.12)
Proof. From Remark 4.2.8, and making use of the towering property of
conditional expectations for the second equality,
H(0, Tf , {1, . . . ,m}) = EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣F0]
= EQ
[
EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣ G˜] ∣∣∣∣F0]
Consequently, because
EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣ G˜]
≤ min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]}
from the monotony of the conditional expectation, we obtain
EQ
[
EQ
[
min
1≤j≤m
{
TIPSj(Tf )−AIj(Tf )
cfj
} ∣∣∣∣ G˜] ∣∣∣∣F0]
≤ EQ
[
min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]} ∣∣∣∣F0]
Thus, in the context of the conditioning approach, an upper bound for
the price of the futures contract H(0, Tf , {1, . . . ,m}) can be naturally pro-
posed.
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4.2.1.1 Upper Bound
Let us consider the following.
Definition 4.2.10.
Hu(0, Tf , {1, . . . ,m}) = EQ
[
min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]} ∣∣∣∣F0]
(4.13)
Now, the idea is to determine a solution for the upper bound
Hu(0, Tf , {1, . . . ,m}).
This approach, despite introducing a prediction error in the pricing
framework, has the advantage of providing us a closed form analytical ap-
proximation.
So, we begin with the computation of the conditional expectations with
respect to the σ-algebra G˜.
Lemma 4.2.11. Let ϕ(t, u; v, w), φ(t, u; v, w) and Γj be defined as follows
ϕ(t, u; v, w) = EQ
[
Z
(
−
∫ u
t
νn(s, v) dWn(s) +
∫ u
t
νr(s, w) dWr(s)
+
∫ u
t
σI(s) dWI(s)
)]
(4.14)
φ(t, u; v, w) = EQ
[
Z
(∫ u
t
[νn(s, w)− νn(s, v)] dWn(s)
)]
(4.15)
Γj = log
(
I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ γ(0, Tf ;Tf , T jNj , T jNj)
− φ
(
0, Tf ;Tf , T
j
Nj
)
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
(4.16)
with γ and η defined in expressions (3.2) and (3.5) from Chapter 3, respec-
tively.
Then, for j ∈ {1, . . . ,m}, we have
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜] = TBj(Z)cfj (4.17)
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where, for the dummy variable z, the function TBj(z) is given by
TBj(z)
= − k
j
1
I
(
tjr
) τ
(
Tf , t
j
1
)
τ
(
tjl , t
j
1
) I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
γ(0, Tf ;Tf , Tf , Tf )
+ ϕ(0, Tf ;Tf , Tf ) z − 12 ϕ
2(0, Tf ;Tf , Tf )
}
+
Nj∑
i=1
kji
I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
i
)
+ ϕ
(
0, Tf ;Tf , T
j
i
)
z − 1
2
ϕ2
(
0, Tf ;Tf , T
j
i
)}
+ F j Pn
(
0, Tf , T
j
Nj
)
exp
{∫ Tf
0
νn(s, Tf )
[
νn(s, Tf )− νn
(
s, T jNj
)]
ds
+ φ
(
0, Tf ;Tf , T
j
Nj
)
z − 1
2
φ2
(
0, Tf ;Tf , T
j
Nj
)}
Φ
−Γj − 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)

− F
j
I
(
tjr
) exp{γ(0, Tf ;Tf , Tf , T jNj)
+ ϕ
(
0, Tf ;Tf , T
j
Nj
)
z − 1
2
ϕ2
(
0, Tf ;Tf , T
j
Nj
)}
Φ
−Γj + 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 (4.18)
Proof. Let j ∈ {1, . . . ,m}.
We easily see that we can rewrite the conditional expectation on the
left-hand side of equation (4.17)
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]
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as follows
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]
=
1
cfj
EQ
[
TIPSj(Tf ) | G˜
]
− 1
cfj
EQ
[
AIj(Tf ) | G˜
]
= − 1
cfj
EQ
[
AIj(Tf ) | G˜
]
+
1
cfj
Nj∑
i=1
kji
I
(
tjr
) EQ [I(Tf )Pr(Tf , T ji ) ∣∣∣ G˜]
+
1
cfj
F j
I
(
tjr
) EQ [pTf(I(·) ; I(tjr) ;T jNj) ∣∣∣ G˜]
where, for the last equality, we use Proposition 2.2.3, in Section 2.2 (Chap-
ter 2).
Now, let us compute each of the conditional expectations on the above
expression separately.
(i) As before, from Definition 2.2.4 (Chapter 2, Section 2.2) and Corol-
lary 2.1.18,
EQ
[
AIj(Tf ) | G˜
]
= EQ
kj1 I(Tf )
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
)
∣∣∣∣∣∣ G˜

=
kj1
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
) EQ [I(Tf ) | G˜]
=
kj1
I
(
tjr
) τ
(
Tf , T
j
1
)
τ
(
tjl , T
j
1
) I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds
+
∫ Tf
0
|νr(s, Tf )|2 ds+
∫ Tf
0
|σI(s)|2 ds
+ 2 ρrI
∫ Tf
0
νr(s, Tf )σI(s) ds
)}
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z] (4.19)
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where, for the last equality, we use
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣ G˜]
= EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z]
Now, due to the fact that the random variables Z and
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s) +
∫ Tf
0
σI(s) dWI(s)
have, by assumption, a joint Gaussian distribution, we know that
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z] = f j0 (Z)
with
f j0 (z)
= EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z = z]
for the dummy variable z.
But, because
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, Tf ) dWr(s) +
∫ Tf
0
σI(s) dWI(s)
∣∣∣∣Z = z
has a univariate Gaussian distribution, with average ϕ(0, Tf ;Tf , Tf ) z
and variance η2(0, Tf ;Tf , Tf )−ϕ2(0, Tf ;Tf , Tf ) (see Proposition 1.2.9
in the Preliminaries), we obtain that
f j0 (z)
= exp
{
ϕ(0, Tf ;Tf , Tf ) z +
1
2
η2(0, Tf ;Tf , Tf )− 12 ϕ
2(0, Tf ;Tf , Tf )
}
(4.20)
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(ii) The idea for this step is very similar to that of the previous one.
For i ∈ {1, . . . , Nj}, and by Corollary 2.1.18 in Section 2.1 (Chapter 2),
we can write
EQ
[
I(Tf )Pr
(
Tf , T
j
i
) ∣∣∣ G˜]
=
I(0)Pr
(
0, T ji
)
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
∣∣∣νr(s, T ji )∣∣∣2 ds
+
∫ Tf
0
|σI(s)|2 ds+ 2 ρrI
∫ Tf
0
νr
(
s, T ji
)
σI(s) ds
)}
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T ji
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z] (4.21)
Again, given that we are assuming Z and
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T ji
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
to be jointly normal, we know that
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T ji
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z] = f ji (Z)
with
f ji (z)
= EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T ji
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
} ∣∣∣∣Z = z]
for the dummy variable z.
Finally, from the Preliminaries (Proposition 1.2.9),
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T ji
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
∣∣∣∣Z = z
follows a univariate normal distribution, with average ϕ
(
0, Tf ;Tf , T
j
i
)
z
and variance η2
(
0, Tf ;Tf , T
j
i
)
− ϕ2
(
0, Tf ;Tf , T
j
i
)
.
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Therefore,
f ji (z)
= exp
{
ϕ
(
0, Tf ;Tf , T
j
i
)
z +
1
2
η2
(
0, Tf ;Tf , T
j
i
)
− 1
2
ϕ2
(
0, Tf ;Tf , T
j
i
)}
(4.22)
(iii) Lastly, we compute the expectation of the value of the put conditioned
on G˜.
First of all, using Lemma 3.1.4 from Chapter 3, we start by writing
EQ
[
pTf
(
I(·) ; I(tjr) ;T jNj) ∣∣∣ G˜]
= EQ
[
I
(
tjr
)
Pn
(
Tf , T
j
Nj
)
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
+η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣ G˜]
− EQ
[
I(Tf )Pr
(
Tf , T
j
Nj
)
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣ G˜]
(4.23)
Now, for the first term on the right-hand side of the equation above,
and using Corollary 2.1.18,
EQ
[
I
(
tjr
)
Pn
(
Tf , T
j
Nj
)
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
+ η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣ G˜]
= EQ
[
I
(
tjr
)
Pn
(
0, Tf , T
j
Nj
)
exp
{
−1
2
∫ Tf
0
[∣∣∣νn(s, T jNj)∣∣∣2 − |νn(s, Tf )|2] ds
+
∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn(s)
}
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
+ η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣∣G˜]
Furthermore, equation (3.15) implies that the conditional expectation
EQ
[
I
(
tjr
)
Pn
(
Tf , T
j
Nj
)
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
+ η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣ G˜]
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can be wirtten as
EQ
[
I
(
tjr
)
Pn
(
Tf , T
j
Nj
)
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
+ η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣ G˜]
= I
(
tjr
)
Pn
(
0, Tf , T
j
Nj
)
exp
{
−1
2
∫ Tf
0
[∣∣∣νn(s, T jNj)∣∣∣2 − |νn(s, Tf )|2] ds}
EQ
[
exp
{∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn(s)
}
Φ
(
− 1
η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)[log( I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ ζ2(Tf , T jNj)
−
∫ Tf
0
νn
(
s, T jNj
)
dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
]) ∣∣∣∣∣Z
]
(4.24)
with ζ2
(
Tf , T
j
Nj
)
defined by equation (3.16) in Chapter 3.
Once more, since the random vector(
−
∫ Tf
0
νn
(
s, T jNj
)
dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s) ,∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn (s) , Z
)′
follows a multivariate normal distribution, we have that
EQ
[
exp
{∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn(s)
}
Φ
(
− 1
η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)[log( I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ ζ2(Tf , T jNj)
−
∫ Tf
0
νn
(
s, T jNj
)
dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
]) ∣∣∣∣∣Z
]
= gj1(Z)
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where, for the dummy variable z,
gj1(z)
= EQ
[
exp
{∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn(s)
}
Φ
(
− 1
η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)[log( I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ ζ2(Tf , T jNj)
−
∫ Tf
0
νn
(
s, T jNj
)
dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
]) ∣∣∣∣∣Z = z
]
In addition,(
−
∫ Tf
0
νn
(
s, T jNj
)
dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s) ,∫ Tf
0
[
νn
(
s, T jNj
)
− νn(s, Tf )
]
dWn (s)
)′ ∣∣∣∣∣Z = z
follows a bivariate Gaussian distribution, N 2(µ¯1, Σ¯1), where
µ¯1 =
 ϕ(0, Tf ;T jNj , T jNj) z
φ
(
0, Tf ;Tf , T
j
Nj
)
z

and the covariance matrix is given by
Σ¯1
=

η2
(
0, Tf ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
) ψj1
ψj1
∫ Tf
0
∣∣∣νn(s, T jNj)− νn(s, Tf )∣∣∣2 ds
− φ2
(
0, Tf ;Tf , T
j
Nj
)

with
ψj1 = γ
(
0, Tf ;Tf , T
j
Nj
, T jNj
)
− γ
(
0, Tf ;T
j
Nj
, T jNj , T
j
Nj
)
− φ
(
0, Tf ;Tf , T
j
Nj
)
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
Hence, according to Lemma 1.2.12 from the Preliminaries, and recall-
ing that
η2
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
+ η2
(
0, Tf ;T
j
Nj
, T jNj
)
= η2
(
0, T jNj ;T
j
Nj
, T jNj
)
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as well as
ζ2j
(
Tf , T
j
Nj
)
− γ
(
0, Tf ;T
j
Nj
, T jNj , T
j
Nj
)
= −1
2
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
we obtain
gj1(z)
= exp
{
φ
(
0, Tf ;Tf , T
j
Nj
)
z +
1
2
∫ Tf
0
∣∣∣νn(s, T jNj)− νn(s, Tf )∣∣∣2 ds
− 1
2
φ2
(
0, Tf ;Tf , T
j
Nj
)}
Φ
(
− 1√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
[
log
(
I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ γ(0, Tf ;Tf , T jNj , T jNj)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z − 1
2
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− φ
(
0, Tf ;Tf , T
j
Nj
)
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)])
(4.25)
Analogously, we compute the second term on the right-hand side of
equation (4.23).
In fact, following again the steps of the proof of Proposition 3.1.5, we
get
EQ
[
I(Tf )Pr
(
Tf , T
j
Nj
)
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣ G˜]
=
I(0)Pr
(
0, T jNj
)
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds
+
∫ Tf
0
∣∣∣νr(s, T jNj)∣∣∣2 ds+ ∫ Tf
0
|σI(s)|2 ds
+2 ρrI
∫ Tf
0
νr
(
s, T jNj
)
σI (s) ds
)}
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
}
Φ
(
−h
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)) ∣∣∣∣Z]
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=
I(0)Pr
(
0, T jNj
)
Pn(0, Tf )
exp
{
−1
2
(
−
∫ Tf
0
|νn(s, Tf )|2 ds
+
∫ Tf
0
∣∣∣νr(s, T jNj)∣∣∣2 ds+ ∫ Tf
0
|σI(s)|2 ds
+2 ρrI
∫ Tf
0
νr
(
s, T jNj
)
σI (s) ds
)}
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
}
Φ
(
− 1
η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
[
log
(
I(0)Pr
(
0, T jNj
)
K Pn
(
0, T jNj
) )+ ξ2(Tf , T jNj)
−
∫ Tf
0
νn
(
s, T jNj
)
dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s)
+
∫ Tf
0
σI(s) dWI(s)
]) ∣∣∣∣∣Z
]
(4.26)
where ξ2
(
Tf , T
j
Nj
)
is as in equation (3.14).
Now, due to the fact that the random variables Z,
−
∫ Tf
0
νn(s, Tf ) dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s) +
∫ Tf
0
σI(s) dWI(s)
and
−
∫ Tf
0
νn
(
s, T jNj
)
dWn+
∫ Tf
0
νr
(
s, T jNj
)
dWn(s) +
∫ Tf
0
σI(s) dWI(s)
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are, by assumption, jointly Gaussian, we obtain
EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
}
Φ
(
− 1
η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
[
log
(
I(0)Pr
(
0, T jNj
)
K Pn
(
0, T jNj
) )+ ξ2(Tf , T jNj)
−
∫ Tf
0
νn
(
s, T jNj
)
dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s)
+
∫ Tf
0
σI(s) dWI(s)
]) ∣∣∣∣∣Z
]
= gj2(Z)
with gj2 given by
gj2(z)
= EQ
[
exp
{
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
}
Φ
(
− 1
η
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
[
log
(
I(0)Pr
(
0, T jNj
)
K Pn
(
0, T jNj
) )+ ξ2(Tf , T jNj)
−
∫ Tf
0
νn
(
s, T jNj
)
dWn(s) +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s)
+
∫ Tf
0
σI(s) dWI(s)
]) ∣∣∣∣∣Z = z
]
for the dummy variable z.
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Now, we note that(
−
∫ Tf
0
νn(s, Tf ) dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s) +
∫ Tf
0
σI(s) dWI(s) ,
−
∫ Tf
0
νn
(
s, T jNj
)
dWn +
∫ Tf
0
νr
(
s, T jNj
)
dWn(s)
+
∫ Tf
0
σI(s) dWI(s)
)′∣∣∣∣∣Z = z
follows a bivariate normal distribution, N 2(µ¯2, Σ¯2), with
µ¯2 =
 ϕ(0, Tf ;Tf , T jNj) z
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z

and
Σ¯2
=

η2
(
0, Tf ;Tf , T
j
Nj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
) ψj2
ψj2
η2
(
0, Tf ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)

where ψ2 is given by the expression
ψj2
=
∫ Tf
0
νn(s, Tf ) νn
(
s, T jNj
)
ds+
∫ Tf
0
∣∣∣νr(s, T jNj)∣∣∣2 ds+ ∫ Tf
0
|σI(s)|2 ds
− ρnr
∫ Tf
0
νn(s, Tf ) νr
(
s, T jNj
)
ds− ρnr
∫ Tf
0
νn
(
s, T jNj
)
νr
(
s, T jNj
)
ds
− ρnI
∫ Tf
0
νn(s, Tf )σI(s) ds− ρnI
∫ Tf
0
νn
(
s, T jNj
)
σI(s) ds
+ 2 ρrI
∫ Tf
0
νr
(
s, T jNj
)
σI(s) ds− ϕ
(
0, Tf ;Tf , T
j
Nj
)
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
Consequently, and noticing that
ξ2
(
Tf , T
j
Nj
)
+ ψj2 =
1
2
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ γ
(
0, Tf ;Tf , T
j
Nj
, T jNj
)
a straightforward application of Lemma 1.2.12 from the Preliminaries
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gives us that
gj2(z)
= exp
{
ϕ
(
0, Tf ;Tf , T
j
Nj
)
z +
1
2
η2
(
0, Tf ;Tf , T
j
Nj
)
− 1
2
ϕ2
(
0, Tf ;Tf , T
j
Nj
)}
Φ
(
− 1√
η2
(
Tf , T
j
Nj
;T jNj , T
j
Nj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
[
log
(
I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ γ(0, Tf ;Tf , T jNj , T jNj)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z +
1
2
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ
(
0, Tf ;Tf , T
j
Nj
)
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)])
(4.27)
Finally, we only need to substitute the obtained equations (4.24) through
(4.27) into equation (4.23).
Hence the proof is completed.
We now present the next theorem, and main result of this chapter, which
gives the expression for the upper bound Hu(0, Tf , {1, . . . ,m}).
Moreover, for the sake of simplicity, we are assuming that there exist no
j = 1, . . . ,m− 1, l = j + 1, . . . ,m such that TBjcfj =
TBl
cfl
, with TBj and TBl
as in (4.18).
Theorem 4.2.12. For some R ∈ N0, let {z∗1 , z∗2 , . . . , z∗R} denote the set of
all possible (real) solutions in z for the following nonlinear equations
TBj(z)
cfj
=
TBl(z)
cfl
(4.28)
for all j = 1, . . . ,m− 1, l = j + 1, . . . ,m.
Also, the roots z∗k are assumed to be arranged in increasing order, i.e.,
z∗1 < z∗2 < . . . < z∗R and we make the additional conventions that z
∗
0 = −∞
and z∗R+1 = +∞.
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Then,
Hu(0, Tf , {1, . . . ,m})
=
m∑
j=1
R+1∑
k=1
IIjk
cfj
{
− k
j
1
I
(
tjr
) τ
(
Tf , t
j
1
)
τ
(
tjl , t
j
1
) I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
γ(0, Tf ;Tf , Tf , Tf )
}
[
Φ
(
z∗k − ϕ(0, Tf ;Tf , Tf )
)
− Φ
(
z∗k−1 − ϕ(0, Tf ;Tf , Tf )
)]
+
Nj∑
i=1
kji
I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
i
)}
[
Φ
(
z∗k − ϕ
(
0, Tf ;Tf , T
j
i
))
− Φ
(
z∗k−1 − ϕ
(
0, Tf ;Tf , T
j
i
))]
+ F j Pn
(
0, Tf , T
j
Nj
)
exp
{∫ Tf
0
νn(s, Tf )
[
νn(s, Tf )− νn
(
s, T jNj
)]
ds
}
[
M
(
z∗k − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+ η
(
0, T jNj ;T
j
Nj
, T jNj
)
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))−M(z∗k−1 − φ(0, Tf ;Tf , T jNj) ;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+ η
(
0, T jNj ;T
j
Nj
, T jNj
)
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))]
− F
j
I
(
tjr
) exp{γ(0, Tf ;Tf , Tf , T jNj)
}[
M
(
z∗k − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))
−M
(
z∗k−1 − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))]}
(4.29)
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where
IIjk =
{
0 if 1
Ajk
(z) = 0 for all z ∈ (z∗k−1, z∗k)
1 if 1
Ajk
(z) = 1 for all z ∈ (z∗k−1, z∗k) (4.30)
with Ajk =
{
z ∈ (z∗k−1, z∗k) : TBj(z)cfj < TBl(z)cfl 1 ≤ l < j, TBj(z)cfj ≤ TBl(z)cfl j < l ≤ m},
for j = 1, . . . ,m and k = 1, . . . , R+ 1.
Proof. From the definition of Hu(0, Tf , {1, . . . ,m}) and (4.17), we have
Hu(0, Tf , {1, . . . ,m}) = EQ
[
min
1≤j≤m
{
TBj(Z)
cfj
} ∣∣∣∣F0]
Due to the assumption that the random variable Z follows a univariate
standard normal distribution, independent of F0, we write
Hu(0, Tf , {1, . . . ,m}) =
∫
R
min
1≤j≤m
{
TBj(z)
cfj
}
1√
2pi
exp
{
−1
2
z2
}
dz
=
∫
R
m∑
j=1
TBj(z)
cfj
1Rj (z)
1√
2pi
exp
{
−1
2
z2
}
dz
=
m∑
j=1
∫
R
TBj(z)
cfj
1Rj (z)
1√
2pi
exp
{
−1
2
z2
}
dz
=
m∑
j=1
∫
Rj
1√
2pi
exp
{
−1
2
z2
}
TBj(z)
cfj
dz
withRj =
{
z ∈ R : TBj(z)cfj <
TBl(z)
cfl
1 ≤ l < j, TBj(z)cfj ≤
TBl(z)
cfl
j < l ≤ m
}
.
Moreover, we note that
⋃m
j=1Rj = R and Rj ∩Rl = ∅, for j 6= l.
Now, for j = 1, . . . ,m− 1, l = j + 1, . . . ,m, let us denote by Sj,l the set
of all possible (real) solutions in z for the following nonlinear equation
TBj(z)
cfj
=
TBl(z)
cfl
(4.31)
that is,
Sj,l =
{
z ∈ R : TBj(z)
cfj
=
TBl(z)
cfl
}
Using Lemma 1.1.3 from the Preliminaries, we see that there is a fi-
nite number of possible solutions in z for the nonlinear equation (4.31), or
equivalently, Sj,l is a finite set.
We shall now consider the union of all Sj,l,
⋃m−1
j=1
⋃m
l=j+1 Sj,l. Being a
finite union of finite sets, we conclude that it is also a finite set.
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Therefore, we may assume, without loss of generality, that
m−1⋃
j=1
m⋃
l=j+1
Sj,l = {z∗k : k = 1, . . . , R}
for some R ∈ N0, where the roots z∗k are assumed to be arranged in increas-
ing order, i.e., z∗1 < z∗2 < . . . < z∗R.
Thus, with the additional conventions z∗0 = −∞ and z∗R+1 = +∞, we
get
Hu(0, Tf , {1, . . . ,m})
=
m∑
j=1
R+1∑
k=1
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
z2
}
TBj(z)
cfj
1
Ajk
(z) dz
where, for j = 1, . . . ,m, k = 1, . . . , R+ 1,
Ajk =
{
z ∈ (z∗k−1, z∗k) : TBj(z)cfj < TBl(z)cfl 1 ≤ l < j, TBj(z)cfj ≤ TBl(z)cfl j < l ≤ m}.
Now, we note that, for each j ∈ {1, . . . ,m}, k ∈ {1, . . . , r + 1}, the
function 1
Ajk
is constant in the interval
(
z∗k−1, z
∗
k
)
.
In fact, by absurd, let x, y ∈ (z∗k−1, z∗k), with x 6= y, so that 1Ajk(x) 6=
1
Ajk
(y). Thus, we can admit, without loss of generality, that 1
Ajk
(x) = 0
and 1
Ajk
(y) = 1. Therefore, since x does not belong in Ajk, there must exist
1 ≤ l < j such that TBj(x)cfj ≥
TBl(x)
cfl
, or j < l′ ≤ m so that TBj(x)cfj >
TBl′(x)
cfl′
.
Let us assume that the first case holds, the proof for the latter being perfectly
analogous. Due to the fact that y is in Ajk, we have
TBj(y)
cfj
< TBl(y)cfl .
So, by the continuity of the function, there is u ∈ (x, y] such that
TBj(u)
cfj
= TBl(u)cfl . This means that u is a root of the nonlinear equation
in z TBj(z)cfj =
TBl(z)
cfl
. But then we have z∗k−1 < u < z
∗
k, which is absurd
since we are assuming the roots to be arranged in increasing order and,
consequently, there can be no roots between z∗k−1 and z
∗
k.
Hence, as intended, we must conclude that 1
Ajk
is a constant function in
the interval
(
z∗k−1, z
∗
k
)
.
So we have
Hu(0, Tf , {1, . . . ,m})
=
m∑
j=1
R+1∑
k=1
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
z2
}
TBj(z)
cfj
Ijk dz
=
m∑
j=1
R+1∑
k=1
Ijk
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
z2
}
TBj(z)
cfj
dz (4.32)
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where Ijk is as in (4.30).
At this point, we only have to compute, for each j = 1, . . . ,m and
k = 1, . . . , R+ 1, ∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
z2
}
TBj(z)
cfj
dz
Using (4.18), we can write∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
z2
}
TBj(z)
cfj
dz
= − 1
cfj
kj1
I
(
tjr
) τ
(
Tf , t
j
1
)
τ
(
tjl , t
j
1
) I(0)Pr(0, Tf )
Pn(0, Tf )
exp
{
γ(0, Tf ;Tf , Tf , Tf )
}
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(z − ϕ(0, Tf ;Tf , Tf ))2
}
dz
+
1
cfj
Nj∑
i=1
kji
I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
exp
{
γ
(
0, Tf ;Tf , Tf , T
j
i
)}
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − ϕ
(
0, Tf ;Tf , T
j
i
))2}
dz
+
F j
cfj
Pn
(
0, Tf , T
j
Nj
)
exp
{∫ Tf
0
νn(s, Tf )
[
νn(s, Tf )− νn
(
s, T jNj
)]
ds
}
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − φ
(
0, Tf ;Tf , T
j
Nj
))2}
Φ
−Γj − 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 dz
− 1
cfj
F j
I
(
tjr
) exp{γ(0, Tf ;Tf , Tf , T jNj)
}
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − ϕ
(
0, Tf ;Tf , T
j
Nj
))2}
Φ
−Γj + 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 dz
(4.33)
Next we analyse each of the integrals in the expression above separately.
94
(i) Considering the natural change of variables defined by w = z−ϕ(0, Tf ;Tf , Tf ),
we have∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(z − ϕ(0, Tf ;Tf , Tf ))2
}
dz
=
∫ z∗k−ϕ(0,Tf ;Tf ,Tf)
−∞
1√
2pi
exp
{
−1
2
w2
}
dw
−
∫ z∗k−1−ϕ(0,Tf ;Tf ,Tf)
−∞
1√
2pi
exp
{
−1
2
w2
}
dw
= Φ
(
z∗k − ϕ(0, Tf ;Tf , Tf )
)
− Φ
(
z∗k−1 − ϕ(0, Tf ;Tf , Tf )
)
(4.34)
(ii) Analogously to the previous integral, for each i = 1, . . . , Nj we obtain∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − ϕ
(
0, Tf ;Tf , T
j
i
))2}
dz
= Φ
(
z∗k − ϕ
(
0, Tf ;Tf , T
j
i
))
− Φ
(
z∗k−1 − ϕ
(
0, Tf ;Tf , T
j
i
))
(4.35)
(iii) Carrying the change of variables w = z − φ
(
0, Tf ;Tf , T
j
Nj
)
, we get
∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − φ
(
0, Tf ;Tf , T
j
Nj
))2}
Φ
−Γj − 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 dz
=
∫ z∗k−φ(0,Tf ;Tf ,T jNj)
z∗k−1−φ
(
0,Tf ;Tf ,T
j
Nj
) 1√
2pi
exp
{
−1
2
w2
}
Φ
−Λj − 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
w√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 dw
with
Λj = log
(
I(0)Pr
(
0, T jNj
)
I(tr)Pn
(
0, T jNj
))+ γ(0, Tf ;Tf , T jNj , T jNj)
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But, because
−
Λj − 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
w√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
=
1√
1− ϕ
2
(
0,Tf ;T
j
Nj
,T jNj
)
η2
(
0,T jNj
;T jNj
,T jNj
)
[
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+ η
(
0, T jNj ;T
j
Nj
, T jNj
)
−
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
w
η
(
0, T jNj ;T
j
Nj
, T jNj
) ]
we conclude that∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − φ
(
0, Tf ;Tf , T
j
Nj
))2}
Φ
−Γj − 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 dz
= M
(
z∗k − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+ η
(
0, T jNj ;T
j
Nj
, T jNj
)
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))
−M
(
z∗k−1 − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
+ η
(
0, T jNj ;T
j
Nj
, T jNj
)
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
)) (4.36)
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(iv) Following a procedure similar to the previous one yields∫ z∗k
z∗k−1
1√
2pi
exp
{
−1
2
(
z − ϕ
(
0, Tf ;Tf , T
j
Nj
))2}
Φ
−Γj + 12 η2
(
0, T jNj ;T
j
Nj
, T jNj
)
+ ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
z√
η2
(
0, T jNj ;T
j
Nj
, T jNj
)
− ϕ2
(
0, Tf ;T
j
Nj
, T jNj
)
 dz
= M
(
z∗k − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))
−M
(
z∗k−1 − φ
(
0, Tf ;Tf , T
j
Nj
)
;
−λ
((
0, T jNj ;T
j
Nj
, T jNj
)
;
(
0, Tf ;Tf , T
j
Nj
, T jNj
))
;
ϕ
(
0, Tf ;T
j
Nj
, T jNj
)
η
(
0, T jNj ;T
j
Nj
, T jNj
))
(4.37)
Substituting expressions (4.34) through (4.37) into equation (4.33), and
combining this last result with equation (4.32), equation (4.29) arises ime-
diately.
Remark 4.2.13. The assumption that there are no j, l (j 6= l) such that
TBj
cfj
= TBlcfl ensures that the nonlinear equation is not indeterminate and
admits only a finite number of roots.
However, there may exist j, l (j 6= l) such that TBjcfj =
TBl
cfl
. In that case,
we can consider J ⊆ {1, . . . ,m} such that, for all j, l ∈ J , with j 6= l, we do
not have TBjcfj =
TBl
cfl
.
Therefore min1≤j≤m
{
TBj(Z)
cfj
}
= minj∈J
{
TBj(Z)
cfj
}
, and we obtain the
corresponding expression (4.29) for Hu(0, Tf , {1, . . . ,m}).
4.2.1.2 Conditioning Variable
Although a pricing formula is found for the futures contract through
equation (4.29), it is not until the conditioning variable Z is specified that
it becomes a completely explicit solution.
As it is mentioned above, albeit allowing us to obtain a pricing equation
that is solvable in closed form, the use of this conditioning approach implies
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that a prediction error enters the pricing equation. Therefore, the condi-
tioning variable Z should be specified in such way that this error were, if
not completely eradicated, minimised.
However, we note that, no matter what the choice of Z,
Hu(0, Tf , {1, . . . ,m})
= EQ
[
min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜]} ∣∣∣∣F0]
≤ min
1≤j≤m
{
EQ
[
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣ G˜] ∣∣∣∣F0]}
= min
1≤j≤m
{
EQ
[
TIPSj(Tf )−AIj(Tf )
cfj
∣∣∣∣F0]}
= H(t, Tf , {j∗})
and thus, in the worst case scenario, the upper bound Hu(0, Tf , {1, . . . ,m})
considered is identical to the futures price without the quality option, re-
sulting in the quality option having no value.
Let us then assume, for the sake of simplicity, that the delivery basket
contains only two deliverable TIPS coupon bearing bonds.
In that case, since min {f, g} = g − (g − f)+ and denoting
Y =
TIPS2(Tf )−AI2(Tf )
cf2
− TIPS1(Tf )−AI1(Tf )
cf1
we see that
0 ≤ min
{
EQ
[
TIPS1(Tf )−AI1(Tf )
cf1
∣∣∣∣ G˜] ,EQ [ TIPS2(Tf )−AI2(Tf )cf2
∣∣∣∣ G˜]}
− EQ
[
min
{
TIPS1(Tf )−AI1(Tf )
cf1
,
T IPS2(Tf )−AI2(Tf )
cf2
} ∣∣∣∣ G˜]
= EQ
[
Y +
∣∣ G˜]− EQ [Y | G˜]+
=
1
2
(
EQ
[
|Y | | G˜
]
− EQ
[∣∣∣EQ [Y | G˜]∣∣∣ ∣∣∣ G˜])
≤ 1
2
EQ
[∣∣∣Y − EQ [Y | G˜]∣∣∣ ∣∣∣ G˜]
≤ 1
2
EQ
[(
Y − EQ
[
Y | G˜
])2 ∣∣∣∣ G˜] 12
where, in the last inequality, we make use of Ho¨lder’s inequality for condi-
tional expectations.
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Therefore,
0 ≤ EQ
[
min
{
EQ
[
TIPS1(Tf )−AI1(Tf )
cf1
∣∣∣∣ G˜] ,EQ [ TIPS2(Tf )−AI2(Tf )cf2
∣∣∣∣ G˜]}
− EQ
[
min
{
TIPS1(Tf )−AI1(Tf )
cf1
,
T IPS2(Tf )−AI2(Tf )
cf2
} ∣∣∣∣ G˜] ∣∣∣∣F0]
≤ 1
2
EQ
[
EQ
[(
Y − EQ
[
Y | G˜
])2 ∣∣∣∣ G˜] 12
∣∣∣∣∣F0
]
Hence, if we could specify Z so that Y was G˜-measurable, then an ap-
proximation with zero error would be yielded.
Nevertheless, not only does finding such a conditioning variable Z when
m = 2 present itself as a difficult (if not impossible) problem, but also we
do not have a straightforward generalisation of this result to the case of an
arbitrary m.
Consequently, and following the work of Nunes and Oliveira (2007), we
condition the minimum of all deliverable TIPS bonds’ time-Tf clean prices,
corrected by the respective conversion factors, on the sum presented in the
next proposition.
Proposition 4.2.14. If
Z =
1
χ
m∑
j=1
Nj∑
i=1
kji
cfj I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
(
−
∫ Tf
0
νn(s, Tf ) dWn(s)
+
∫ Tf
0
νr
(
s, T ji
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
)
(4.38)
where
χ2 =
m∑
p,q=1
Np∑
i=1
Nq∑
j=1
kpi k
q
j
cfp cfq I(t
p
r) I(t
q
r)
I2(0)
P 2n(0, Tf )
Pr(0, T
p
i )Pr
(
0, T qj
)
(∫ Tf
0
|νn(s, Tf )|2 ds+
∫ Tf
0
νr
(
s, T pi
)
νr
(
s, T qj
)
ds+
∫ Tf
0
|σI(s)|2 ds
− ρnr
∫ Tf
0
νn(s, Tf ) νr
(
s, T pi
)
ds− ρnr
∫ Tf
0
νn(s, Tf ) νr
(
s, T qj
)
ds
− ρnr
∫ Tf
0
νn(s, Tf ) νr
(
s, T pi
)
ds
)
(4.39)
then Z verifies the conditions stated in the Assumption 4.2.7.
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Furthermore, the deterministic functions ϕ(0, Tf ; t, u) and φ(0, Tf ; t, u)
are given by the following expressions
ϕ(0, Tf ; t, u)
=
1
χ
m∑
j=1
Nj∑
i=1
kji
cfj I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
(∫ Tf
0
νn(s, Tf ) νn(s, t) ds
− ρnr
∫ Tf
0
νn(s, Tf ) νr(s, u) ds− ρnI
∫ Tf
0
νn(s, Tf )σI(s) ds
− ρnr
∫ Tf
0
νn(s, t) νr
(
s, T ji
)
ds+
∫ Tf
0
νr(s, u) νr
(
s, T ji
)
ds
+ ρrI
∫ Tf
0
νr
(
s, T ji
)
σI(s) ds− ρnI
∫ Tf
0
νn(s, t)σI(s) ds
+ ρrI
∫ Tf
0
νr(s, u)σI(s) ds+
∫ Tf
0
|σI(s)|2 ds
)
(4.40)
and
φ(0, Tf ; t, u)
=
1
χ
m∑
j=1
Nj∑
i=1
kji
cfj I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
(∫ Tf
0
[νn(s, t)− νn(s, u)] νn(s, Tf ) ds
+ ρnr
∫ Tf
0
[νn(s, u)− νn(s, t)] νr
(
s, T ji
)
ds
+ ρnI
∫ Tf
0
[νn(s, u)− νn(s, t)]σI(s) ds
)
(4.41)
respectively.
Proof. It is imediate to see that Z as defined above satisfies the multivariate
normal distribution properties (ii) to (v) of Assumption 4.2.7. Moreover,
as a consequence we have that Z follows a univariate Gaussian distribution,
independent of F0.
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Furthermore, we easily conclude that Z has mean zero and, noticing that
EQ
[
(χZ)2
]
=
m∑
p,q=1
Np∑
i=1
Nq∑
j=1
kpi k
q
j
cfp cfq I(t
p
r) I(t
q
r)
I2(0)
P 2n(0, Tf )
Pr(0, T
p
i )Pr
(
0, T qj
)
EQ
[(
−
∫ Tf
0
νn(s, Tf ) dWn(s) +
∫ Tf
0
νr(s, T
p
i ) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
)(
−
∫ Tf
0
νn(s, Tf ) dWn(s)
+
∫ Tf
0
νr
(
s, T qj
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
)]
we obtain that Z has unit variance.
Finally, equations (4.40) and (4.41) follow imediately from equations (4.14)
and (4.15), respectively combined with equation (4.38).
ϕ(0, Tf ; t, u)
=
1
χ
m∑
j=1
Nj∑
i=1
kji
cfj I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
EQ
[(
−
∫ Tf
0
νn(s, Tf ) dWn(s)
+
∫ Tf
0
νr
(
s, T ji
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
)
(
−
∫ Tf
0
νn(s, t) dWn(s) +
∫ Tf
0
νr(s, u) dWr(s)
+
∫ Tf
0
σI(s) dWI(s)
)]
φ(0, Tf ; t, u)
=
1
χ
m∑
j=1
Nj∑
i=1
kji
cfj I
(
tjr
) I(0)Pr
(
0, T ji
)
Pn(0, Tf )
EQ
[(∫ Tf
0
[νn(s, u)− νn(s, t)] dWn(s)
)(
−
∫ Tf
0
νn(s, Tf ) dWn(s)
+
∫ Tf
0
νr
(
s, T ji
)
dWr(s) +
∫ Tf
0
σI(s) dWI(s)
)]
This completes the proof.
We finish by noting that no measurement or estimation of the size of the
error introduced is presented.
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Conclusion
In this work, pricing formulas for futures contracts on TIPS bonds are
derived. To this end, we use the three factor Gaussian Jarrow-Yildirim
framework, which is based on the foreign currency analogy where nominal
and real economies correspond respectively to the domestic and foreign ones,
and the inflation index can be interpreted as the spot exchange rate between
the two. As it is mentioned in the text, we work with three Brownian mo-
tions only, but if other eventual random factors are assumed to explain the
movements of the inflation index and of the (nominal and real) forward inter-
est rate curves, then with the necessary adjustments (namely, the products
should thereafter be understood as scalar products and the absolute values
as norms) the model and the obtained results can be generalised to any finite
number of Brownian motions. We begin to describe the model in the physi-
cal measure and afterwards we give its specification under the equivalent
martingale measure, which we prove to exist and to be unique.
Firstly, we start by valuing futures contracts, without any special fea-
tures embedded, written on just one TIPS bond. We follow the work of
Huang and Yildirim (2008), who apply the JY model to price TIPS bond
futures. The authors, however, make a few additional assumptions on the
model which we choose to overcome (namely, they work with specific vola-
tility functions, whilst we work with arbitrary ones). Aside from that, the
pricing formula we propose is very similar to the one which is found in
the referred paper. The former differs from the latter in that the option
against deflation embedded in the TIPS bond is not ignored in our work
and, therefore, two extra terms show up.
Secondly, we consider the existence of a quality option embedded in the
TIPS bond futures and, in the context of the conditioning approach, we de-
rive an approximate and explicit pricing solution for the contract. We note
that, despite introducing an approximation error in the pricing framework,
this approach has the advantage of providing a closed form solution. We
also remark that, although a pricing formula is obtained in the context of
this approach, it only becomes a completely explicit solution after the spec-
ification of the conditioning variable Z. The Z variable we use in this work
is suggested by the paper of Nunes and Oliveira (2007) although, ideally,
it should be chosen in such way that the approximation error should be as
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low as possible. This may be the subject of further research. Moreover, fur-
ther works on this matter should include an estimation of the tightness of
the obtained upper bound. Finally, an also interesting improvement on this
work would be to numerically implement the derived formulas, for instance
by running a Monte Carlo simulation experiment. This numerical analysis
would allow us not only to test the accuracy of the results, but also the
easiness and efficiency of their implementation.
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Nomenclature
n Subscript for nominal , page 29
r Subscript for real , page 29
[0, T ∗] Trading interval, page 28
’ Transposition, page 5
1A Indicator function of the set A, page 14
AI (t) Accrued interest of a TIPS bond at time t, page 49
Bk (t) Money market account or savings account (k ∈ {n, r}),
page 30
B∗r (t) Value, at time t, of the real savings account con-
verted to monetary units, page 34
cfj Conversion factor of the j-th deliverable TIPS bond,
page 68
δi n Kronecker delta, page 19
deg (α) Degree of the polynomial α, page 5
{Ft}0≤t≤T ∗ Right-continuous filtration taken to be the augmen-
tation by P-null sets of the filtration generated by
the 3-dimensional Brownian motion W P, page 29
F σ-algebra on the sample space Ω, page 28
fk (t, T ) Instantaneous forward rate, contracted at t, for in-
vesting at time T (k ∈ {n, r}), page 30
FTIPS (t, Tf ) Time t price of a futures contract, that matures at
time Tf , written on a TIPS bond, page 51
f̂k (0, T ) T -maturity forward rate observed in the market at
time 0 (k ∈ {n, r}), page 31
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H (t, Tf , {1, . . . ,m}) Price, at time t, of a TIPS bond futures contract
with an embedded quality option, that matures at
time Tf and is written on a delivery basket contain-
ing m deliverable TIPS bonds, page 68
H (t, Tf , {j∗}) price, at time t, of a TIPS bond futures contract
that matures at time Tf and is written on a deliv-
ery basket containing m deliverable bonds, but that
possesses no quality option (j∗ denotes the cheapest-
to-deliver today), page 70
Hu (0, Tf , {1, . . . ,m}) An upper bound for the price of the futures contract
H (0, Tf , {1, . . . ,m}), page 78
I (t) Value of the inflation index at time t, in monetary
units per unit of the price index, page 29
log Natural logarithm, page 54
L Lower triangular Cholesky factor of ρ, page 36
M (h; k; ρ) Cumulative distribution function (cdf) of a standard
bivariate normal vector with correlation coefficient
ρ, for h, k ∈ R, page 13
N 1 (µ, σ2) If X ∼ N 1 (µ, σ2) then X follows an univariate
normal distribution with mean µ and variance σ2,
page 11
N p (µ,Σ) If X ∼ N p (µ,Σ) then the random vector X follows
a p-variate normal distribution with mean µ and
covariance matrix Σ, page 11
(Ω,F ,P) Probability space, page 28
Ω Sample space, page 29
P Physical probability measure, page 29
Φ (x) Cumulative distribution function (cdf) of a standard
univariate normal variable, for x ∈ R ∪ {−∞,∞},
page 11
Pn (t, T ) Time-t price, in monetary units, of a nominal zero
coupon bond with maturity date T and unit face
value, page 30
Pr (t, T ) Time-t price, in units of the price index, of a real
zero coupon bond with maturity date T and unit
face value, page 30
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P ∗r (t, T ) Price at time t, in monetary units, of a real zero
coupon bond without an issue date adjustment that
matures on date T , page 34
P̂k (0, T ) Price of the T -maturity zero coupon bond observed
in the market at time 0 (k ∈ {n, r}), page 31
Pn (t, T1, T2) Time-t forward price for delivery at time T1 of a
nominal zero coupon bond with maturity at time
T2, page 44
pt (I (·) ;K;T ) Value, at time t, of a standard European put on the
inflation index, with strike price K and maturity T ,
page 48
Q Risk neutral measure, page 37
QO (0, Tf , {1, . . . ,m}) Value today (t = 0) of the embedded quality option,
page 72
ρ Correlation matrix of W Pn (t), W
P
r (t) and W
P
I (t),
page 29
rk (t) Instantaneous short rate at time t (k ∈ {n, r}),
page 30
0 < T ∗ <∞ Trading horizon, page 28
τ (t, T ) The time difference, according to the adopted day-count
convention, between the dates t and T , page 26
θ = (θ1, θ2, θ3)
′ Market price of risk, page 37
TIPS (t) Time-t price, in dollars, of a TIPS bond, page 48
W P =
(
W Pn ,W
P
r ,W
P
I
)′ 3-dimensional correlated Brownian motion
with respect to the probability measure P, page 29
[x]+ = max {x, 0}, page 54
The pages indicated in this list refer to those where the symbols are first
mentioned in the text.
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Index
σ-algebra
on the sample space, 28
accrued interest, 49
Brownian motion (d-dimensional)
correlated, 19
standard, 19
cheapest-to-deliver, 68
Cholesky
decomposition, 5
factor, 5
conditioning approach, 76
Consumer Price Index for All Urban
Consumers (CPI-U), 47
conversion factor, 67, 69
cumulative distribution function (cdf),
11, 13
density function, 11, 12
Dynkin system, 25
Theorem, 25
filtration
usual conditions, 17
Fisher equation, 43
foreign currency analogy, 43
forward price
of a nominal zero coupon bond,
44
forward rate, 30
Fubini’s Theorem
stochastic, 17
Fundamental Theorem of Asset Pric-
ing
First, 26
Second, 26
futures price, 26
Girsanov’s Theorem
multidimensional, 21
HJM (1992) framework, 31
index ratio, 47
inflation index, 29
Kronecker delta, 19
Le´vy’s Theorem, 19
market price of risk, 37
marking to market, 50, 67
measure
physical, 29
risk neutral, 37
model
arbitrage-free and complete, 33
Ho-Lee (1986), 41
Jarrow-Yildirim (2003), 31, 41
moment generating function, 11, 13
money market account, 30
normal distribution
bivariate, 11
conditional, 13
degenerate, 11
multivariate, 11
standard, 11
univariate, 11
Novikov’s condition, 22
probability space, 28
quadratic variation, 29
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quality option, 67, 72
Radon-Nikodym derivative, 38
right-continuous filtration, 29
sample space, 29
savings account, 30
real (converted to monetary units),
34
short rate, 30
standard European put, 48, 53
time difference, 26
time lag, 47
TIPS
bond futures contract, 51
bond futures contract with an em-
bedded quality option, 68
coupon bearing bond, 28, 47
embedded option against defla-
tion, 48
trading
horizon, 28
interval, 28
upper bound, 78
zero coupon bond
nominal, 30
real, 30
real (without an issue date ad-
justment), 34
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