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0. Preface. This article is a survey of certain aspects of the theory of multiple Fourier and trigonometric series. It is by no means meant to be a complete survey; for example, it is practically disjoint with the material covered on the subject in Zygmund's book [38, Chapter
17.].
There are eight sections to this survey. §1 is the introduction. §2, §3, and §4 are expository in the sense that the main theorems in each section are proved. §5, §6, and §7 are descriptive. §8 consists of two bibliographies, a bibliography for the survey itself, and a general bibliography.
§2 deals with the now classical theory of the Bochner-Riesz summability of multiple Fourier series and the Abel summability of multiple Fourier series. §3 presents Bochner's counter-example for the critical index in summability theory in considerable detail. §4 is concerned with the uniqueness of multiple trigonometric series and proves the main theorem in the subject so far, i.e. uniqueness under Abel summability (due to the present author). §5 describes some results in conjugate multiple Fourier series defined by means of the Calderón-Zygmund kernel and related topics, i.e. analyticity in several variables. §6 deals with the Riemannian theory of multiple trigonometric series. §7 describes some applications to geometric integration theory and potential theory. 
R-**>
It is to be noted that this theorem implies that
<TR(J, *) -» ƒ(*)
almost everywhere. The standard technique for proving theorems of this nature is to first establish the analogous result for multiple Fourier integrals and then proceed by some form of the well-known Poisson summation formula [37, p. 68 ] to multiple Fourier series. We shall establish Theorem 1 in precisely this manner.
If g is in L 1 on Ek, we shall designate the Fourier transform of g by g and define g in a manner analogous to the Fourier coefficient of a function on T k , i.e. g(w) = (2ir)~kfE k e~K x,u) g (x) dx. The first lemma we prove is the following : 
Suppose that \ B(XQ, h) \ ""VWo.*) | g(x) -g(xo) \ dx->0 as h-*0. Then lim T R (g } xo)
= g(x Q ) for a > (k -l)/2.
(For a good introduction to the theory of multiple Fourier integrals, see [7, Chapter 2] . ) We first observe from an iteration of well-known 1-dimensional theorems and from Lebesgue's dominated convergence theorem that J M = I cos (z cos 0) (sin 6) 2v dd (2) 2-1 r(,+ l/2)r(l/2)J 0
for v > -\ and Since the inner integral in (1) was designated by {2Tr) k H%{x-y), we have from (1) and (5) that
With no loss in generality, we can take #o = 0. Setting G(r) = z fB( t o,r)\g(y)\dy t we see from (6) that to prove the lemma we have to show that G(r)=o(r k ) as r-»0 implies that
To establish (7), we need two further facts concerning Bessel functions (see [35, p. 199] ), namely that there is a constant c y such that Using (9), the fact that g is in L 1 on £*, and also that a> (fe -1)/2, we see that for every S > 0,
Finally using (9) once again, we see that
ft From (10), (11) , and (12) we see that for every 5>0,
lim sup i?*'
as s-»0 implies that the right side of (13) goes to zero as 5-»0, as an integration by parts shows. Consequently (7) is established, and therefore the lemma is established. To prove Lemma 2, set 0(0 = (1-J*)*, O^^l, and <j>(t) = 0 for t*zl. Then since S(x) is a finite linear combination of exponentials, it is clear that the lemma will follow if we can show that for fixed x and every u e*<«.*>0( \u\/R) 
as w-> oo, and Lemma 3 is established.
We are now ready to prove Theorem 1. We first observe from (5), (8) , and (9) that there is a constant N(a f R) and an ?j>0 such that for x in E k , \H%(pc)\gN(a, R)[l + \x\]-< k+ '\ Consequently, the series Consequently since H%*(x) is a continuous periodic function and since <r% (S 3 ', x)-*o%(J, x) as j-><*>, we conclude that
as Ri~->oo, we see that we can reverse the above argument and obtain that (15) *l(f,x)~ f f(y)Hl(y ~ x)dy.
J E k
To prove the theorem with no loss in generality we can assume xo = 0 and /(xo) = 0. Then locally the same proof will apply here as applied in the proof of Lemma 1 (as can be seen easily by comparing (6) and (15) ). Therefore to complete the proof of this theorem we need only show that for fixed ô>0, 
E k •* E k
Using the same techniques to pass from Fourier integrals to Fourier series that we used in the proof of Theorem 1, we consequently obtain that
To prove Theorem 2, we see first that it is sufficient to establish lim sup^o A t (Jy x) ^(3~(x). Next, we observe that we need only establish this last fact for the special case x = 0. In other words to prove the theorem, it is sufficient to show that (18) limsup^,(/, 0) g/8-(0). <-*o If j(3~(0) = + °° 1 then (18) is immediate. Two cases then present themselves, either j3"~(0) is finite or j3~(0) = -00. (18) will be established in both of these cases if we can show (19) if 0-(O) < T, then lim sup A t (f, 0) g 7.
We now establish (19) and consequently the theorem. We set
and by (19) choose 5>0 such that for 0<r<5, jf r (0)<7. Observing (19) is established, and the theorem is proved.
It is clear that one also could prove results along the lines of nontangential Abel summability (see [37, p. 101 By (6) we observe that
On the other hand, by [35, p. 199 
To prove Theorem 4, we set Therefore \\Fj\\ ^(2r)" k \$RJ(XO)\ with XQ given by (25), and consequently supy J &RJ(XQ) I is finite. But this is a contradiction to (25) ; and we conclude that Theorem 4 is valid.
Therefore to establish Theorem 4, we only need to establish (25). We shall show even more (see Lemma 6 and the paragraph preceding it), namely lim supa-*, | $JR(#) | = °° except possibly for a set of measure zero in TV In order to do this we need a sequence of lemmas the first of which is the following: We first note that indeed a (s) 5^0 for only a countable set of nonnegative real numbers. For let r x , • • • , r n be a set of distinct nonnegative real numbers, then
Letting M be the L M -norm of ƒ on (0, <») and observing that for /MO, T-ijZeV'dt-tO as T-^oo, we see from (26) that X)?-i |*0v)|* SM % \ consequently the set 5 of the lemma is at most countable.
(Note that zero is not in S because of linear independence.) Next for sy in S, we write a(si) = | a (sy) \ erfy and form
where X(0 = l + (^+e^02~1 = l+cos *^0.
Then from (27) we observe that is not in S and also is not equal to zero. Therefore
We conclude from (28) and (29) that
y-i
On the other hand by (27), (28), and (29) lim
We conclude that
and Lemma 4 is established. From Lemma 4, we see that the first step in establishing (25) is to show that Br 1 J^T{x)er {Kf dr tends to a finite limit for 0gX< oo. We do this with the following lemma: 
and Ck is a nonzero constant.
To establish Lemma 5, we first establish the following remark [31, p. 91]. REMARK 
Let g he a continuous function in L l on Eh and let g be its Fourier transform. Suppose there exists a constant A and an e>0
such that \g(x)\ ^,4 (l + |x| )-<*+<> and |g(x)| ^4 (l + |x| )-<*+<>. Then
To prove the above remark, we note that both sides of (30) 
If X^X m (x) for every lattice point m, we see from (32) that
2TR T «M^+XlM*)]* 4 *
Passing to the limit as /3-H>0, we see that for R>0, On the other hand proceeding as above we see from (32) 
we see that the lemma is established.
Since every x in Th -0 is not of the form 27rw and since furthermore y^m |X w (x)|~* = + 00, we see from Lemmas 4 and 5 that we cannot simultaneously have supo^o (^(x)] < 00 and {X m (x)} M linearly independent with respect to integer coefficients. Consequently to establish (25) and therefore the theorem, it is sufficient to establish the following lemma ([3, p. 190 For the proof of the above theorem, we refer the reader to Stein's paper [31 ] . The essential idea in the proof is to make a non trivial estimate of the difference of the corresponding "Dirichlet" kernels on Tk and Ek, i.e. of the difference ]T e««.*)(l -|m| 2 /# 2 ) ( *-1)/2 --f e«*.y)(l _ \y\*/R*)<*-»l*dy.
Stein furthermore puts the critical index in proper perspective by establishing the following generalization of Kolmogorov's classical result on one dimensional Fourier series. For the proof of the above theorem, we refer the reader to Stein's paper [30, p. 165] . The essential idea in the proof is to apply a theorem proved in the paper concerning weak type operators. 4 . Uniqueness. We now turn our attention to a different aspect of multiple Fourier series, namely the uniqueness theory of multiple trigonometric series.
In where the a m are arbitrary complex numbers. Suppose that
Before proving the above theorem, we would like to make a number of comments. In the first place, in view of the preceding remarks the condition (i) cannot be replaced by ^R-i<\m\sR \ a m\ =0(.R) as R-» 00. In the second place the above theorem is false in one-dimension (we are assuming throughout this survey that k ^ 2) as is easily seen from a consideration of the Fourier-Stieltjes series of the unit mass placed at the origin in I\. However, if (ii) is replaced by the condition "0 in all of TV' then the above theorem is true in onedimension and is due to Verblunsky. (For a history of the aspects of the above theorem, see [37, pp. 382-383] and many other places.) The ^-dimensional version requires several new and interesting ideas.
A much more general version of Theorem 7 involving upper and lower limits of the Abel partial sums and functions in L 1 on Tk actually prevails. For the full statement and proof of these theorems due to Shapiro, we refer the reader to [25] (and also to [27, Chapter l] where analogous theorems for the two-sphere are established. See also [19; 12; 17; 18] ).
In order to prove Theorem 7, we first need the concept of an upper and lower generalized Laplacian which we define as follows:
Let G(x) be a function in L 1 in a neighborhood of the point #o, then using the notation previously introduced (see (20) In a similar manner, we define A* using lim inf/».*o.
It is to be noticed that if G(x) is also in class C 2 in a neighborhood of XQ, then A*G(xo) =A*G(xo) = AG(x 0 ) where A designates the usual Laplace operator.
The following lemma then prevails: To prove the lemma it is sufficient to prove (a), for (b) will then follow by considering -G(x). With no loss in generality, we can also assume that Xo = 0 and G(0) =0.
If A*G(0) = -oo, or if 7*(0) = + oo (a) is already established, so we can also assume that A*G(0) > -oo and 7*(0) < + oo.
Suppose (a) does not hold. Then there exists a constant rj such that A*G(0)>rç>7*(0). Since we can find a periodic function X(x) which is in class C 00 with the properties that A(0) =0 and A\(0) = 77, we can assume that rj = Q. We prove the lemma by showing that A*G(0) >0>7*(0) leads to a contradiction.
First suppose 7*(0) <0. Then with G*(0, 0 designating dG(0, t)/dt we observe that lim sup^o -G**(0, i)=y*(0)<0.
Consequently, Gtt(0, t)>0 for t sufficiently small, and therefore for t sufficiently small G*(0, t) is an increasing function of /, i.e. there exists a h>Q such that G*(0, /) is an increasing function in the interval 0<2<£o. Also G(0, t)/t = Gt(0, s) where 0<s<t by the mean-value theorem, since lim*H.
is incompatible with the fact that G*(0, t) is an increasing function for 0<t<t 0 . Consequently, if we can show that (34) is established, and the proof of the lemma is complete. We now prove the theorem. From a consideration of the series 2m (Pm+à-m)e i(mt * ) and 2»*(0»-""£-»)s' Cm '* ) f we see from the start that it is sufficient to prove the theorem under the additional assumption a m -a-m, which we shall henceforth make.
We next set for / > 0, (37) where / x& is a constant depending on k but not on rn, we conclude that for h>0, We next obtain from (ii), (36) and Lemma 7 that 
Consequently, it follows from well-known theorems concerning generalized Laplacians [21, p. 14] that if B(x 0 , ho) contains no point of the form 2wm and if F(x) is continuous in B(xo t ho), then (39) implies that FOxO+aoltfl
2 /2k is actually harmonic in B(xo, ho). We now show that given such a B(xo, ho), F(x) is actually continuous there, which is the heart of the whole proof. In order to accomplish this, we first need to establish some more facts concerning F(x).
We set <*i(0 = supo<A£«sup* in T k \Fh(x) -F(x, h)\ and shall show that We split the sum on the right side of (41) into two parts, Ah and Bh with A h designating the sum over the lattice points m } lg I m £hr l , and Bh designating the sum over the lattice points m, \m èzhr 1 . To establish (40), it is sufficient to show that limjuo-4* = 0 and lim/uo5& = 0.
Observing that there is a constant K such that (y', s') . Employing the same technique used in establishing (37), we obtain that/i(x, t) and F(x, t) converge uniformly as /-»0 for x in B(y', s').
Consequently, F(x)+a 0 \x\
2 /2k is continuous in ~B(y', s'), and we conclude that the set of points ZC.B(x 0 , ho) at which F(x) +a 0 j x\ 2 /2k is not continuous must be nondense (nowhere dense).
We next observe that Z contains no isolated points. B(x 0l ho) .
Employing the same technique used in establishing (37), we see from (45), that fi(z, t) and F(z, t) converge uniformly as t-»0 for z in ZB(zo, 2SQ), and consequently since this latter set is closed that F(x) is continuous for x restricted to ZB(z 0t 2s 0 ). Therefore given an €>0, choose si such that 0<si<s 0 and such that
Next, using (40), (42), and (45) choose 52 such that
ai(s) < e and a 2 (s) < « îox 0 < s < S 2 ;
I ao J (2 J Zo I + Ss 2 )s 2 < e;
I F(z, s) -F(z) J < € for 0 < * < s 2 and z in 2f£(z 0 , 2s 0 ) ; 2s 2 < si.
We propose to show that
If x is in B(zo, s 2 ) and x is in Z, then (48) holds by (46) and (47). We can therefore suppose that x is in B(z 0 , s 2 ) and x is not in Z, Let z' be the closest point in Z (or one of the closest if more than one exists) to x. Then \z'-x\=sz<s 2 and F(y)+a 0 \y\ 2 /2k is a harmonic function in B(x, S 3 ). Therefore, To complete the proof of the theorem, we need the following lemma. 
(x) -(ao -CQ)\X\
2 /2k is periodic and therefore bounded in Ek. We infer, then, from well-known properties of harmonic functions [16, pp. 252-253] that V(x) must be a polynomial of degree less than or equal to two. However, the only way that the polynomial V(x) -(a 0 -Co)\x\ 2 /2k can be periodic is if it is a constant. We conclude from (52) that there is a constant K such that
From the definition of F(x) and Lemma 8, we obtain from (S3) that Observing from Green's second identity that for fe^3 and m9^0
with a similar remark holding for log l^l"" 1 , we obtain in a manner similar to the establishment of (5) that for m5*0 %{m) = | m |"" where dk is a constant depending on k but not on m and Mjxf stands for the deletion of nijXj. We now define $(m) to be the second expression on the right in (57) if tn^O and i£ (0) 
|a;|-*o
Also, from what has already been established, we know that dHo(x)/dxj is harmonic in Ek -U OT {27rm}. Furthermore from (64), we observe that dHo(x)/dxj is in L l on 7V Consequently, it follows from Theorem 2 that we shall have established all of Lemma 8 once we show that
To establish (65), let v(x) be the vector field defined in 7^ -0 whose jth component is Ho(x) and whose other (ft -1) components are zero. Then by the divergence theorem the left side of (65) is equal to lim j (v, n)dS.
But HQ(X) is a periodic function. Consequently /ar*(v, n)dS = 0. Therefore the left side of (65) To show that (66) holds, we now let v(x) be the vector field defined in Tk -0 whose jth component is e" i(mtX) Ho(x) and whose other (ft -1) components are zero. Then the same reasoning as above shows that lim f (v, n)dS = 0.
On the other hand, the divergence theorem gives
(66) is established, and the proof of the lemma is complete.
Conjugate Fourier series.
In this section, we shall describe some results in the theory of conjugate multiple Fourier series and the related topic of analyticity in several variables. The conjugate series will be defined by means of the Calderón-Zygmund kernel. 
for a > 0.
To pass from Fourier integrals to Fourier series, we first observe that [37, p. We note also that if the limit on the right side of (67) where dc(£) is the natural volume element on C(0, 1). A kernel K{x) of this type is called a Calderon-Zygmund kernel and is clearly a generalization of the Hilbert kernel x"* 1 in 1-dimension. The generalization persists in the sense that if g(x) is a function in L l on Ek, then g(x) = (2ir)~k P.V. g*K is defined to be the CalderonZygmund transform of g where
It is shown in [8, p. 118 ] that this limit exists almost everywhere.
It is also shown in [8] Next, we define K*(x) the periodic analogue of K(x) as follows:
In [9] , it is shown that the series in (72) converges absolutely uniformly for x in Tk (with a similar fact holding for x in any bounded domain after a finite number of terms of the series are deleted) and that for X9 is an harmonic vector field in the variables (pci, • • • , %k, t) for J>0. We shall say that S given above is a Fourier-Stieltjes series if there exist a countably additive set function ix defined on the bounded Borel sets of Ek which is of bounded variation on Tk, which is periodic in the sense that fx(A +2irm) = \x{A) for every lattice point m and bounded Borel set A, and which furthermore satisfies dm = (27r)~* I er*^^dfjk (x) for every m. There are other notions for generalizing the concept of analyticity than that mentioned above. be two trigonometric series with the property that for each m the series ^w |a m û!n~m| < °°« We then define the formal product Sz = S\S2 to be the trigonometric series is that there exists a p>0 such that Because of (i) and (iv), both the left and right sides of (84) are defined. We shall call Z a negligible set for the divergence theorem, if the divergence theorem holds for every v in Cz, i.e. if v(x) is in Cz) then (84) is true.
In [26] , the following result is obtained:
THEOREM 16 . A necessary and sufficient condition that Z be a negligible set for the divergence theorem is that Z be of capacity zero.
By capacity zero is meant logarithmic capacity zero in the plane and capacity zero with respect to |#|-( *~2 ) in Ek for k^S. Condition (ii) above is not artificial because the above theorem is false in E 2 if we widen Cz by replacing (ii) with "v(x) is in L p on Q with l^p<2."
To see this fact, set v(x)=grad log \x\~l in £2 -0 and take Q= {x; \xj\ <1, j=l, 2}. Then both sides of (84) Theorem 17 is a ^-dimensional generalization and extension of a 1-dimensional theorem of Beurling [2] . (For further 1-dimensionai results and comments along these lines, see [38, p. 194] .)
We next look at an application of multiple trigonometric series to the curl of a vector field defined from an intrinsic point of view and obtain a result which can be viewed as a three-dimensional vector analogue of the classical theorem of Rademacher for functions in Lip 1. (See [20] and [36, p. 371] .) Let v(x) be a three-dimensional vector field defined in a neighborhood of a point x Q in E 3 . Let C n (#o, f) designate the circle with center We close this survey with the comment that the theory of multiple trigonometric series is yet in its infancy.
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