Abstract: Background: Currently, a major challenge is the treatment and interpretation of actual data. Data sets are often high-dimensional, have small number of observations and are noisy. Furthermore, in recent years, many approaches have been suggested for integrating continuous with categorical/ordinal data, in order to capture the information which is lost in independent studies.
BACKGROUND
Genetic studies are extensively used in modern biomedical research and are useful for the diagnosis and treatment of diseases like cancer or psychiatric disorders. DNA microarrays allow measuring genome-wide mRNA expression levels in a variety of settings and permit finding genes that are differentially expressed. Usually, these overor under-expressed outlier genes are the key of the disease in study. Furthermore, determination of the full exome sequence of affected individuals allows identification of mutations with a role in the etiology of the disorder. In this kind of studies, hundreds or thousands of alterations in genes may be observed in a small number of samples, and the treatment of these high-dimensional data sets presents some difficulties. The detection of extreme observations is one of the first steps towards obtaining a coherent analysis of data. For example, in biomedical experiments an extreme value *Address correspondence to this author at the Department of Genetics, Microbiology and Statistics, Statistic Section, University of Barcelona, Barcelona 08028 Spain; Tel: 34 93 4020950; E-mail: carenas@ub.edu may indicate an individual with a wrong diagnosis or an individual with a correct diagnosis that presents particular clinical features or that can be classified in the severe end of the disease spectrum. Although outliers are often considered as an error, they may be important in order to understand the data and could be a knowledge discovery standpoint. Outlier detection is also a very valuable issue in clinical laboratory safety data [1] . In biomedical, pathological or genetic data, it is necessary to obtain "clean" data sets. For example, in psychiatric disease, it is unclear the degree to which genetic variation is unique to individual disorders or shared across disorders [2] . Thus, "clean" phenotypic and genetic data sets are necessary to establish the proper relationships. Furthermore, the threshold that divides normal or extreme data is often the basis for important biomedical decisions. Another main task in data analysis is noise detection. For instance, one of the major challenges in the interpretation of gene expression experiments comes from the noisy nature of the data. In general, both biological variations (corresponding to differences between distinct cell types or tissues) and experimental noise are present in this kind of experiments [3] [4] [5] . As biomedical data sets often present a large amount of noise, detecting and removing noisy instances can greatly improve the analysis. However, it is difficult to remove noise because we do not know exactly what the noise is. In a data set, noise can be defined as a datum apparently inconsistent with the rest of the data. Thus, its detection can be treated as an outlier detection problem.
The usual scenario with actual data is working without any information about the distribution of the data and only the experience of the biomedical research can determine if a value is an outlier (it has a low probability that it originates from the same statistical distribution as the other observations in the data set) or an extreme observation (might have a low probability of occurrence, but cannot be statistically shown to originate from a different distribution than the rest of the data). Furthermore, data sets for genetic studies or medical imaging usually contain more dimensions than observations, and in diagnosis or classification of diseases there are several types of information (for example genomic and clinical). For all these reasons, methods for outlying detection for high-dimensional data with observations measured on different kind of attributes and with unknown data distribution are desirable.
Many methods have been proposed for outlier detection when only one feature is measured (univariate case), but they are not useful for multivariate data. For the multivariate case, it is important to take into account the relationships between all the features in order to identify an observation as outlier. For example, in medical data, a patient whose clinical measurements do not follow the same pattern of relationship of the other patients may be detected as an outlier using a multivariate method. However, it may not be identified as an outlier when features are considered one at a time. There is much literature on outliers' detection, and extensive reviews can be found [6] [7] [8] [9] [10] . It is known that outlier detection algorithms for multivariate data depend on several factors: whether or not the data set is multivariate normal; the dimension of the data set; the data structure dimension and size; the time constrain with regard to single versus sequential identifiers (single-step procedures identify all outliers at once as opposed to successive elimination or addition of datum. In sequential procedures, at each step, one observation is analyzed for being an outlier); the type of the outliers; the proportion of outliers in the data set and the outlier's degree of contamination (outlyingness). For this reason, a direct comparison between them is not possible [1, 11] . The parametric multivariate methods assume a known underlying distribution or are based on the estimation of some parameters ( [12] [13] [14] [15] ). However, these methods are often unsuitable for high-dimensional data sets (with the number of dimensions larger than the number of observations, as the covariance matrix becomes singular) which are usually present in medical imaging or genetic data (the number of genes is much larger than the number of samples). Recently, a parametric approach that utilizes inherent properties of principal component decomposition suitable for large data sets was developed [16] . The nonparametric methods are model-free and are especially attractive in microarray data which is often noisy and not normally distributed [17] . The distance-based procedures which are based on local distances [18] are, perhaps, the most popular among the non-parametric methods. However, depending on the definition of the distance-based outlier function, these methods present some difficulties [19, 20] : the determination of certain parameters; the lack of a ranking for the outliers; the fact that they only consider the distance to some neighbors ignoring information about closer observations or the fact that its calculation is time consuming. Other non-parametric methods are based on depth functions, which can generate contours following the shape of the data sets [21, 22] . A depth of an observation is a nonnegative number, which measures the centrality of the observation. That is, depth in the sample version reflects the position of the observation with respect to the data cloud. There are many possibilities to define a data depth function ( [23] [24] [25] [26] ), but the computation of the most popular depth functions is very slow, in particular for high dimensional data where the time needed for execution grows rapidly. In [27] , a new less-computer intensive depth function based on distances was presented but the authors did no study its use in the outlier identification context. Recently, other authors have proposed methods to detect cancer genes with a subject of over-or under-expressed outlier disease samples ( [28] [29] [30] [31] [32] ). These methods are specially designed to detect genes that show increased expression only for a small number of disease samples and all of them require continuous data.
In this paper, we propose a statistical tool for the detection of outliers adapted to any kind of features and high-dimensional data. The procedure, which does not require a known underlying distribution or parameter estimations, offers a ranking by assigning each observation a value reflecting its degree of outlyingness, and needs small computation time.
METHODS
The starting point is an data matrix where the rows correspond to observations (individuals, samples) and the columns correspond to any kind of features to be measured which can be continuous, binary or multiattribute data (genes, clinical/pathological features) and can be much larger than the size of the sample ( ≪ ). Recently, in [27] was proposed a depth function I for this kind of multivariate data, providing a way of measuring how representative or central an observation is within a sample. The notion of depth assigns for every observation a real number satisfying that the closer a point is to the mass center the higher its depth is. Thus, large depth values are related with deeper observations, and observations can be ordered from center outward. The definition of this depth function I is based in concepts that we briefly present.
Let G be a group that is represented by a -random vector = ( 1 , … , ), with values in a metric space ⊂ and a probability density with respect to a suitable measure . Let be a distance function between any pair of observations, = ( , ). The geometric variability of G with respect to is a general measure of dispersion of G and is defined in [33] by, The proximity function of an observation to G is defined in [33] by,
As in applied problems the probability distribution for Y is usually unknown, estimators are needed. Given a sample of size n, 1 , … , , natural estimators for the geometric variability and the proximity function are, respectively,
and
See [35] for a review of these concepts and for applications see [36] , [37] and references therein.
In [27] a depth function based on these concepts was defined. For each observation the depth function ( , ) is given by,
Function I takes values in [0,1] and according to [25] , function I is a type C depth function. Furthermore, it verifies the following desirable properties. Maximality at center: for a distribution having a uniquely defined "center" (e.g., the observation of symmetry with respect to some notion of symmetry), the depth function should attain maximum value at this center. Monotonicity relative to the deepest observation: as an observation moves away from the deepest observation (the observation at which the depth function attains maximum value; in particular, for a symmetric distribution, the center) along any fixed ray through the center, the depth at the observation should decrease monotonically. Vanishing at infinity: the depth of an observation should approach zero as ‖ ‖ approaches infinity. Moreover, depending on the data and the selected distance, it is affine invariant (the depth of an observation should not depend on the underlying coordinate system or, in particular, on the scales of the underlying measurements).
As I is a depth function, it assigns to any observation a degree of centrality, thus a small value of I, or equivalently a large value of = 1/ , suggests a possible outlier observation. Note that by (1),
However, (2) is very sensitive as we can see by the following simple simulated example. We drew a sample 1 , … , 8 from a 5-dimensional standard normal distribution N5(0,1), and we added observations 9 and 10 generated by a 5-dimensional normal distribution with mean (6, 6, 6, 6, 6) , then these two new observations are extreme observations. Using the Euclidean distance, the O values are shown in Table 1 (first column).
In order to assess the behavior of O when only one observation goes far away from the data cloud, for example, we changed 10 by 10 ′ = 10 + , where is the vector (1,1,1,0,0) and takes the values 1, 1.5, 2, 4, 10, 20 and 50, respectively. As we can observe in Table 1 , while 10 stands out as an outlier, the values of ( ), ≠ 10 , evolved towards a constant value. Moreover, 9 can not be identified as an outlier anymore, showing the lack of robustness of O. For this reason, we proposed the following version for ( , ), where due to robustness consideration the mean is replaced by the median. That is,
and , = ( 2 ).
In this way, a more robust measure is obtained. Consider the above simulated data. Table 2 shows the values of . As we can see, while the value of ( 10 ) becomes larger, the other ( ), ≠ 10, values remain stable. Moreover, 9 keeps standing out as an outlier. In order to assess the robustness of , we study the sensitivity curve and the breakdown point [38] .
The sensitivity curve measures the effect of different locations of an outlier on the sample. Let = { 1 , … , } be a sample, and let 0 be an outlier. For a fixed observation, say 1 , the sensitivity curve of ( 1 , S) at point 0 is defined as Finally, some theoretical comments about the lack of symmetry of the distribution of can be found in the Supplementary Material.
From the definition, the outlier identification problem consists in identifying those observations with large values. Thus, observations whose value exceeds some specific threshold will be considered outliers. In the general situation, the distribution of the outlier identifier is unknown, but has a right skewed distribution. For this reason, we will consider a criterion which is a modification of the standard boxplot outlier labeling rule. Boxplot [39] , declares observations as outliers if they lie outside the interval
, where 1 and 3 are the 1st and the 3th quartiles. The common choice of r is 1.5 for "out" values and 3 for "far out" observations. It is known that this is not a useful tool when data are skewed. In this case, many points can exceed the whiskers and be erroneously considered as outliers. For this reason, we consider the following modification of the standard boxplot outlier rule [40] . This heuristic criterion declares an observation as outlier if: ( ) is greater than 3 + ( 3 − ) where 3 and are the 3th quartile and the median of all the values, respectively. The choice of r depends on the subjective judgment of the users, but it is recommended [40] for a not very conservative nor too risky outlier selection to take r equal to 1.5. Using simulated data sets we have analyzed the convenience of using r = 1.5 with our function. The results (see the Supplementary Material) show that this choice gives good results respect to the false positive and true positive rates, respectively. For this reason we have considered in all the paper r = 1.5. Thus, the proposed procedure considers an observation as an outlier if:
For illustration of the procedure, we generated ( Fig. 1 ) a small artificial data set with 10 observations. Using the Euclidean distance (Table 3) we computed the values (Table 4) We can observe that observation 10 has large 10 2 values, while observation 1 has small 1 2 values. The values (10) = 3.936 and (1) = 0.531 indicate that observation 10 deviates more than observation 1 from the remaining observations. Using (4), observation i will be considered as an outlier if ( ) > 1.689. Thus, observations 7 and 10 were identified as outliers.
Note that the procedure can be considered as a singlestep and non-sequential outlier identification method. Moreover, the procedure computes a ranking by assigning each observation a degree of outlyingness by means of , then the user can pick an observation subset based on this ranking. This ranking list can help the biomedical research to validate whether observations are true outliers or extreme observations. However, if there are so many outliers that Table 4 . in an artificial data set. values for an artificial data set with 10 observations. The threshold value obtained using (4) was = .
and observations 7 and 10 were identified as outliers (in bold). individual inspection of each one is impossible, the cutoff rule (4) is needed. It is important to note that takes into account both, the relation of any observation with respect to the other observations in the data set and the dispersion of all data. Finally, it can be interpreted as the ratio of the variability around the observation and the variability around the center of the all data.
In the following, simulation studies and applications to actual data were used to empirically evaluate the proposed procedure.
RESULTS

Simulation Experiments
Masking Effect
First, to evaluate the performance of the proposed procedure it is necessary to measure the robustness of when data is contaminated. This is essential since contamination may lead to the well-known masking effect, that is, to misidentify outliers considering them as nonoutliers. To assess the robustness of O and with regard to the masking effect a low false positive rate = 0.01 was fixed and samples with size n = 100, 1000 and 10000 were generated from a p-dimensional standard normal distribution with p = 2 or 10. Let G denote the data set generated in this way. Values for the true positive rate e due to contamination were fixed as e = 0.05, 0.15 or 0.25. The n observations 1 , … , were indexed in order of increasing Euclidean distance from the origin and three different contaminated scenarios were considered ( [22, 41] ).
Scenario A. Observations
, … , with = (1 − ) + 1 were replaced by observations generated from a p-dimensional normal distribution ( , ) For the four data sets G, GA, GB and GC the Euclidean distance was used and we proceeded as follows. For observations in G, the non-contaminated case, the O and indices were calculated. As the false positive rate was fixed at = 0.01, the x -th largest value will serve as a threshold value for outlier detection under scenarios A, B and C. For each scenario and for each value of n, p and e, ten data sets were generated. We find (Table 5) , that the outlier identifier outperforms for all situations. The identifier almost detected all outliers under scenario A; under scenario B it obtained excellent results identifying all outliers while in Scenario C only the most extreme cases were detected. This is not surprising by the construction of the modified data set GC and by identification of outliers at a single step. However, under Scenario C and when dimensionality increases, tends to perform much better identifying almost all outliers.
In order to study the robustness when the features follow distributions with heaver tails, we also considered the tdistribution with small degrees of freedom. Thus, for the same false positive rate = 0.01, samples with size =100, 1000 and 10000 were generated from a 2-dimensional distribution, with any marginal following a t-student with = 1, 2 and 5 degrees of freedom. That is, we used the 2-dimensional t-Student distribution given by
, being Γ the Gamma function, = (0,0) , Σ = and = 1, 2 , and 5, respectively. As before, values for the true positive rate e due to contamination were fixed as = 0.05, 0.15 or 0.25 and contaminated scenarios B and C were considered. For each scenario and for each value of n, e and degrees of freedom, ten data sets were generated. As we can observe in Table 6 , under scenario B better results were found and the outlier identifier is, in all cases, more robust than O.
Noise Detection
In order to explore the efficiency of the procedure in front of noise, we provide the following microarray study. Using a data simulation package [42] , we generated gene expression measurements for = 1000, 2000, 3000 and 4000 genes, = 30 and 150 samples, by adding noise genes, that is, genes presenting expression profiles with increasing amount of noise. We studied the performance of the outlier detection procedure under a varying level k of added noise, = 5%, 10%, 20% and 30%. For each value of n, p and k, 10 data sets were generated, and the correlation distance was used, since it is expected that genes presenting expression profiles with large amount of noise are not related with the genes that are relevant to the etiology of the disease. This distance is defined as = √ 1 − where is the correlation coefficient between observations i and j. Fig. 2 shows the values for one of these simulations with = 150, = 1000 and = 10% . Using (4) the threshold value was = 1.789 and the method only misidentified 3 noise genes as normal. Table 7 summarizes the results for all simulations. This study on artificially noised microarray data sets reveals that when the number of noise genes is low or moderate, less than 30% of the whole data, the procedure detects almost all of them as outliers. When the dimension increases, as is shown in Table 7 , noise is more properly identified, as there is more information available and hence it is easier to separate noise from normal data.
Data with Mixed Features
Now a simulation study was carried out to illustrate the procedure for continuous and binary features. Let 1 and 2 be the number of continuous and binary features, respectively. We generated data sets with 1 = 2; 2 = 2 and 10 binary features; and n = 50, 100 and 1000 observations. The continuous features were generated from a 1 -dimensional standard normal distribution. The binary features were obtained from Bernoulli distributions with parameters 0.9 and 0.7 when 2 = 2, and from Bernoulli Fig. (2) . Plot for the values obtained in a simulation data set with 150 samples, 1000 genes and 10% of noise genes (in red). With the threshold value = 1.789 (green line) obtained using (4), only 3 noise genes were misidentified as normal distributions with parameters selected at random from {0.7, 0.9} when 2 = 10. Let G be the data set generated in this way and consider the following three scenarios A, B and C. To generate outliers in scenarios A, B and C we proceeded for the continuous features as in scenarios A, B and C of section 3.1.1. For each scenario we generated = 5%, 10%, 20% and 30% outliers. As we observed a large variability in the results, we generated 50 data sets for each value of n, 1 , 2 and k. As distance function, we consider the Gower's distance [43] , perhaps the most popular distance for mixed data, and the RMS-distance [44] a valuable distance to integrate different kinds of features (clinical, pathological, genetic). The Gower and RMS distances are commented in the Supplementary Material.
As we can observe in Table 8 , when 2 = 2 better results were obtained with the RMS-distance. Using this distance, under Scenario A, the procedure identifies most of the outliers when the proportion of outliers is less than 20%, detecting approximately half of the outliers in the other cases. Under Scenario B, the procedure provides good results even with a large number of outliers. Under Scenario C only the most extreme cases were detected. For 2 = 10, clearly better results were obtained using the RMS-distance, detecting all the outliers for the three Scenarios and when the proportion of outliers is less than 30%.
Two-Sample Microarrays Data Sets
Following [31] , some two-sample simulated microarrays data sets were generated to study the performance of , when many genes show increased expression only for a small number of samples. We compare with the O statistics (2); the t-statistics, perhaps the most popular method for differential gene expression detection; and other methods specially conceived for detecting outlier genes in this situation as COPA, cancer outlier profile method [28] ; ORT, outlier robust tstatistics [29] ; OS statistics [30] and MOST, maximum ordered subset t -statistics [31] . Let 1 , 2 be the number of normal and cancer samples, respectively. We generated the expression data from a standard normal distribution and as in [31] we take 1 = 2 = 20, and we simulated p = 1000 nondifferentially and differentially expressed genes. Let k be the number of differentially expressed cancer samples. For various values of k, a constant is added for differentially expressed genes. We used the Euclidean distance as the goal was clearly to differentiate in the cancer group, the more over-expressed genes. The ROC curves are presented in Fig. 3 . If we consider = 1 , which produces a very weak difference between differentially and nondifferentially expressed genes, and for smaller values of k, for all methods the ROC curves tend to lie near 45º and are not presented. For large values of k, as we can observe in Fig. 3a and Fig. 3b , performs similarly to O, worse than COPA, ORT and MOST, but better than OS and tstatistics. The behavior of tends to be better when the value of increases slightly ( = 2, as we can observe in Fig. 3c and Fig. 3d) . For = 4, with the smallest value of k (k=1, Fig. 3e) , performs equal to O, t-statistics and COPA being worse than the other methods. For medium and large values of k, always performs better than O, very similar to the other methods for = 5 (Fig. 3f) and almost perfect in the other situations ( = 8, = 10, Fig. 3g and Fig. 3h) . In summary, we observe that is a useful procedure to detect outliers. It is true that in these specific conditions and for the same values of and k, other methods outperform . However, can be used in other scenarios (no normal distribution or mixed features) that the other compared procedures are unable to deal with.
Experimental Data Sets
Next we present the application of the procedure to three actual data sets.
Adult Lymphoid Malignancies
The following microarray experiment [45] aimed at characterizing gene expression patterns of the three most prevalent adult lymphoid malignancies: diffuse large B-cell lymphoma (DLBCL), follicular lymphoma (FL) and chronic lymphocytic leukemia (CLL). The authors formed a data set, called Alizadeh-V2, with 2,093 previously filtered genes and the following distribution of samples: 42 DLBCL, 9 FL and 11 CLL. In this case, the Euclidean distance was used as the aim was clearly to differentiate the group of the more overand under-expressed genes, being important or relevant in order to separate different disease types. Without using the information on the type of lymphoid malignancy, the procedure identified 237 genes as extreme genes with a threshold value = 1.750. We studied whether these 237 genes allowed for a separation of the groups DLBCL, FL and Results on artificially noised microarray data sets. In the first two columns, dimension (p) CLL. Applying the partitioning Ward clustering method and using the 2,093 genes, as we can see in the dendrogram (Fig.  4) one DLBCL sample was misclassified with the FL samples.
However, the three groups were perfectly separated only using the 237 outlying genes (Fig. 5) . When the grouping information is used, a discriminant analysis can be applied. As the sample size is smaller than the dimension, the covariance matrix is singular, thus a distance-based discriminant analysis ( [46, 47] ) was considered. Furthermore, the percentage of well-classified samples was estimated using the leave-one-out procedure. Using the 2,093 genes, again one DLBCL sample was misclassified as a FL sample. With the 237 outlying genes the 100% of right-classification rate was achieved. Thus, using only this set of 237 genes, an excellent supervised and no supervised classification of adult lymphoid malignancies is obtained. Furthermore, interpreting the biomedical meaning of these 237 genes is easier than using the 2,093 original genes. In summary, using this reduced gene list (237 versus 2,093), not only maintains or even improves the diagnostic potential, but mainly it also facilitates identification of the key genes and networks underlying the disorder.
Human Liver Cancer
In a human liver cancer study [48] the authors used cDNA microarrays to characterize patterns of gene expression in hepatocellular carcinoma (HCC). They found consistent differences between the expression patterns in HCC compared with those seen in non-tumor liver tissues (LIVER). The data set contains information about 85 previously filtered genes in 179 samples, 104 HCC (identified by numbers 1 to 104) and 75 LIVER (identified by numbers 105 to 179). In this example the Euclidean distance was used. First, we plotted these samples using a principal coordinates analysis (see Fig. 6 ). The first two axes only explain 33.31% of the total variability (23.6% and 9.71% for the first and second axis, respectively). The plot seems to indicate that the two groups are well separated and that samples depicted on the right side may be outliers Fig. (4) . Ward clustering results with Alizadeh-V2 data set. Dendrogram obtained using all the 2,093 previously filtered genes. Labels: chronic lymphocytic lymphoma = "*", follicular lymphoma = "+" and B-cell lymphoma = "o".
Fig. (5).
Ward clustering results with Alizadeh-V2 data set. Dendrogram obtained using the 237 most extreme genes detected by ONDF. Labels: chronic lymphocytic lymphoma = "*", follicular lymphoma = "+" and B-cell lymphoma = "o".
(samples 13-25 and 117-124) . However, as the fraction of variability explained by the plot is very small, we do not have the security that they are true outliers. We studied whether our procedure was able to identify these samples as extreme observations and the results are presented in Table 9 .
First, we analyze the two groups (HCC and LIVER) separately, in order to identify those samples that can be considered extreme for each of the groups. Using only the HCC samples and with a threshold value of = 1.417 the procedure identified 17 extreme samples. When we Fig. (6) . Principal component plot using the human liver cancer study. HCC and LIVER samples are in black and red, respectively. Most outliers detected by the procedure are grouped on the right side. considered only the LIVER samples with a threshold value of = 1.719 the procedure identified 9 extreme samples. Now, we analyzed the 179 samples together, without using the knowledge that they belong to different groups. In this case, with a threshold value of = 1.543 the procedure identified 25 extreme samples, with 14 HCC and 7 LIVER samples previously identified as outliers. All samples belonging to the group depicted on the right side in Fig. 6 were truly identified as outliers.
Autism Multiplex Families
Now consider the following study [49] in which 10 autism multiplex families were analyzed. The study included nine families with two affected sibs and one pedigree with three sibs presenting the disorder. A clinical and a genetic analyses were considered. In the clinical study, five features were measured in 21 affected individuals. Two were continuous, age and nonverbal intelligence quotient (NVIQ, with observed values ranging from 35 to 139), and three were categorical: gender (male, female), language delay (yes, not) and disease phenotype with three categories (Asperger syndrome, Autism or Pervasive Developmental Disorder Not Otherwise Specified, PDD-NOS). These three categories are part of the Autism Spectrum Disorder (impaired social interaction and communication skills, restricted behavior) with Autism on the most severe side, Asperger syndrome characterized by the lack of language delay and absence of significant cognitive impairment and PDD-NOS considered as "subthreshold autism" because of milder symptoms or symptoms in only one domain. The Gower and the RMS distances were considered and using (4) the threshold values were = 1.519 and = 1.570, respectively. Individuals 6, 2, 1 and 5 (ordered by decreasing values of ) could be considered, in both cases, as extreme observations (Fig. 7) . Individuals 1, 2 and 5 are male, with autism and language delay, 13, 17 and 20 years old respectively, and present NVIQ values equal to 64, 50 and 56, respectively, indicative of mental retardation. Finally, observation 6, the most clear extreme value, corresponds to a man, 25 years old, with autism and language delay, presenting the lowest NVIQ value equal to 35. These four individuals present the most severe clinical presentation of the disorder.
Furthermore, for these families a genetic study was performed. The full exome sequence (approximately 3. 4 10 7 nucleotide positions from 20,000 genes) of the 41 members of the 10 families, including parents and affected children, was determined. All rare missense genetic variants that were transmitted from one of the parents to two or three affected sibs were considered [49] . The identified mutations (an average of 36.3 per family) were ranked according to their predicted damaging effect using the SIFT and PolyPhen-2 tools ( [50, 51] ). A low SIFT score (< 0.05) or a high PolyPhen-2 score (> 0.5) predict a deleterious effect for Fig. (7) . Plot for the values obtained in the clinical autism multiplex families study using the Gower's distance. Individuals 1, 2, 5 and 6 were identified as outliers with the threshold value = 1.519 obtained using (4) (green line). (Fig. 8) . PolyPhen-2 scored most mutations close to 0 (benign) or close to 1 (deleterious), which explains the two dense regions observed in Fig. 8 . The graphical presentation of the values (Fig. 9 ) also displayed two dense regions, one under value 0.60, enriched in mutations predicted to be severe by the two scores, and another one between values 1.31 and 1.79, enriched in genetic changes predicted to be benign. Using (4), the threshold value = 2.827 was obtained and no outlier was detected as expected. This is consistent with the fact that the observations considered here correspond to inherited missense mutations identified in autism patients, a homogeneous group of molecular alterations that would not have a major role in the etiology of the disorder (as compared to truncating mutations, not considered here) in the sample of multiplex families reported previously [49] .
AVAILABILITY OF SOFTWARE
Our current R implementation, for I, O and calculation, requires few seconds of computing time, being the computing time for O higher than for . All tests were done on a multicore computer with 2GB of memory using a single 2.5 GHz CPU processor. The input to the method is a pairwise measure of distances, so the size of the input is independent of the dimensionality of the data. However, this dimension will probably affect the Fig. (8) . Genetic study of autism multiplex families. Plot for the PolyPhen-2 and SIFT score values. Fig. (9) . Genetic study of autism multiplex families. Plot for the values, with a threshold value = 2.827 obtained using (4) . Outliers were no detected.
computation of the distances. The source code (R scripts) are available by requesting to authors.
CONCLUSIONS
The method proposed here is intended for extreme observations, outliers and noise detection, which is a key step towards good interpretation of clinical and genetic studies. The procedure is useful for high-dimensional data and large data sets, with observations measured on any kind of features. It is modelfree and estimation of parameters is not required. The method takes into account all distances between observations, not only distances between neighbors, considering both the relation of any observation with respect to all the other observations in the data set and the dispersion of all data. A useful feature of our method is that it provides a ranking by assigning each observation an outlier classification value reflecting its degree of outlyingness. Furthermore, the implementation requires little computation time. Our simulations studies show that the procedure is robust in front of the masking effect and useful in the detection of noise, although when noise achieves 30% of the whole data (a high percentage of noise) the procedure just fails to recognize it. With simulated continuous and binary features, the procedure can identify properly most of the outliers when the RMS-distance was used. From the simulated two-sample microarrays data sets, it is clear that is better than O. Furthermore, it is useful for detecting outliers in the special case when many genes show increased expression only for a small number of samples, although under some conditions other methods, specially conceived for this situation, outperformed . However, is a more general procedure and can be used in other scenarios (for example, when previous group information is not available, under no necessary normal distribution or with mixed features) that the other compared procedures are unable to deal with. Application on actual data obtains good results, showing the utility of the method. With the adult lymphoid malignancies data set, using the reduced number of extreme genes (237 versus 2,093), interestingly the diagnosis obtained is equal or even better. Furthermore, the reduction of the relevant gene list from the original 2,093 genes to only 237 facilitates the interpretation of their biological meaning with regard to the disease. The analysis of the human liver cancer data set with our procedure allowed detection of the outliers samples even when previous group information was not considered. Finally, with the clinical autism multiplex families data, the method correctly identified individuals presenting the most severe autism diagnosis, with mental retardation and language delay. In the genetic study no outliers were detected, as we expected. In summary, the new procedure can be a useful tool in those biomedical applications with clinical or genetic data where the detection of outliers or noise is relevant in the analysis.
