Abstract. Our main result implies that, if R is a simple artinian ring which is not a matrix ring over an absolute field, then any noncentral element of R, of prime order not dividing the characteristic, is a factor in a free product with a unit which has infinite order in R. Unexpected consequences follow for division rings and group algebras.
The main theorem and its consequences
Let R be an associative algebra over a field k. If the group of units U(R) contains a free product C n * C ∞ of cyclic groups, then obviously R contains a non-central element of order n. The converse is evidently false in this degree of generality. For example, let P be a finite non-abelian p-group, and consider the group ring R = k[P ] over a field k of characteristic p. Then R contains non-central p-power elements, and it is well known that U(R) is nilpotent. Any possible converse also needs to take into account the situation encountered in the following example: Let D be a division ring the center k of which contains a primitive p-th root of unity (for some prime p). Then any element of D of multiplicative order p is central, so D * = D \ {0} cannot contain a product C p * C ∞ . In particular, if a is a non-central element of D of order p 2 , then D * does not contain C p 2 * C ∞ , and the best one can hope for is a group G = a, u ⊆ D * , with a central subgroup Z of order p, such that G/Z ∼ = C p * C ∞ .
For simple artinian rings R, the situation is not completely clear when the characteristic divides the order of the element a. Nevertheless, we have the following result (recall that an absolute field is a subfield of the algebraic closure of a finite field). Proof. Let a ∈ R have order n = p m , where p does not divide char R i for any i. If R i = Re i , where e i is an idempotent, then there exists an i such that ae i has order exactly n in R i . By Theorem 1.1, there exists a unit u i of infinite order in R i such that ae i , u i is a free product modulo center. If u = u i + (1 − e i ), then it is trivial to verify that a, u is also a free product over the center.
As an example for (a), let R = R 1 ⊕ R 2 for ease of notation, and suppose that for i = 1, 2, the subring R i contains an element a i of order n i modulo the center of R i , and that the least common multiple of n 1 and n 2 is n > max{n 1 , n 2 }. Then a = a 1 + a 2 has finite order n modulo the center of R. Let u be any unit of R, and let w be the group commutator (a n1 , u −1 a n2 u). Then the projection of w into each
is not a free product modulo its center a n . For (b), suppose that some R i = k t×t is a matrix ring over an absolute field k. Let α be any non-central element of R i , and set a = αe i + (1 − e i ). Then, for any unit u of R, we have a, u e j = ue j if j = i, and a, u e i ⊆ U(R i ), which is locally finite. Thus, a, u cannot be a free product modulo the center for any u.
We derive a number of consequences of Theorem 1.1 first. Our first corollary is the following counterpart to a recent result of Passman and Gonçalves on integral units [3] . 
is the largest normal p-subgroup of the group G, and O 0 (G) = 1).
, then it remains non-central in the semisimple ring S/J, and hence in at least one of the simple components R of S/J. All such components contain the non-absolute field k in their center. By Theorem 1.1, the projection b of a in R is largely free in R, so there exists a unit v ∈ R of infinite order such that b, v = b * v is a free product. After replacing v by its extension to a unit of S/J, if necessary, v can be lifted to a unit u of S over the nilpotent ideal J. The elements u and a generate a free product in S, so a is largely free.
Conversely, suppose that a is central in G/O p (G). If u is any unit of S, then the commutator (a, u) = 1 in S/J, since a is central modulo J. But the group 1 + J is nilpotent, and so a, u is soluble. In other words, no free product in S can contain a as a factor.
In another direction, Theorem 1.1 has the following striking corollary. The previous corollary provides a much-simpler proof of a result of Gorbounov et al. ([4] , Proposition 3.7) regarding the existence of free products in the Morava stabilizer group (a certain normal subgroup of the p-adic division algebra of index n = p − 1 and Hasse invariant 1/n). Starting with a non-central element α of prime order, the authors obtain a free product of a finite number of conjugates of α by using Nagao's Theorem on the amalgamated free product structure of GL(2, K[t]), and the uncountability of the p-adic field.
We note in passing that Corollary 1.4 is also a generalization of Herstein's wellknown result that a non-central element of finite order in a division ring has an infinite number of conjugates (see, e.g., [8] , Theorem 13.26).
Proof of the main theorem
The proof of Theorem 1.1 is based on two special cases. The first requires the following technical result. * is such that α m! = 1. This replaces y i by α i y i , and so has no effect on the size of the support of the elements of R.
If we write
it is trivial to verify that 
and for t ≥ 1,
We 
j=0 y jt . Consider the specialization x 0 = 1, x t = −1, and all other x i = 0. This yields x → 1 − y t , and from (2.5) we obtain g t → (a
The following is the first special case of Theorem 1.1.
Corollary 2.2. Let R = (K/E, σ, b), be a cyclic algebra, where Gal(K/E) = σ has order m, and the field K = E[a] is generated by a primitive n-th root of unity a over the center E. Assume that E is the quotient field of a Dedekind domain distinct from E. Then a is largely free in R.
Proof.
As in [2] , for a fixed non-trivial discrete valuation ν of K, write V ν ⊂ K for the set of those elements x ∈ K such that the set of values {ν(x [2] , the latter product is contained in T V . Since T V consists of elements of full support in R, it has empty intersection with K, so the product T V T V . . . T V cannot be trivial. In other words, c, v is a free product over its center, and hence so is c, v
The other special case of Theorem 1.1 is, in some sense, at the other extreme, and deals with the case where the underlying division ring is commutative. We need a number of preliminary results.
Lemma 2.3. Let K be a field with a non-trivial discrete valuation ν, and let t ≥ 2.
Fix a set {e ij } of t 2 matrix units in R = K t×t . Consider the subsets
: the set {ν(r i )} has a unique minimum value ,
t ij e ij : the value ν(r ij ) is finite and independent of i and j
(ii) T V and V T are sub-semigroups of R, neither of which contains a scalar matrix.
so the final assertion of (ii) follows. If also t ∈ T , then for any i, j we have (twt ) i,j = m,n t im w mn t nj = m t im w m t mj . For a fixed m, we have ν(t im w m t mj ) = ν(t) + ν(t ) + ν(w m ). Since every m occurs in the sum for (twt ) i,j , it is evident that ν((twt ) i,j ) = ν(t) + ν(t ) + ν(w). By definition, this means that twt ∈ T , so (i) is established. The rest of (ii) now follows because (T V )(T V ) = (T V T )V ⊆ T V , and similarly V T V T ⊆ V T .
Corollary 2.4. Let K be the quotient field of a Dedekind domain not equal to K, and let t ≥ 2. If S is any finite set of non-scalar matrices in GL(t, K), then there exists a matrix x ∈ GL(t, K), and a discrete valuation ν of K, such that S
x is contained in the set T ν defined in Lemma 2.3. If K is a finite Galois extension of a subfield Φ, then we may choose x ∈ GL(t, Φ).
Proof. Let g ∈ GL(t, K) be non-scalar, and let x = (x ij ) be the generic t × t matrix in t 2 commuting indeterminates x ij over K. It is well known that x −1 gx has all entries non-zero (see, e.g., [10] , page 36, Point 1). Let φ g = 0 be the product of the entries of
is the Zariski open subset of K t×t where φ g is defined and non-zero, then, for every w ∈ Q(g), the conjugate g w = i,j t ij e ij has every t ij = 0. In particular, any w ∈ g∈S Q(g) has the property that all the g w have non-zero entries. The existence of ν now follows from Lemma 7 of [2] .
To obtain the result over Φ, simply replace φ g by ψ g = γ∈Γ (φ g ) γ , where
* , and the result follows as before.
This allows us to prove another special case of Theorem 1.1.
Corollary 2.5. Let K be a non-absolute field. If a is any non-scalar matrix of finite order in GL(t, K), then there exist infinitely many elements u ∈ GL(t, K), of infinite order, such that a, u is a free product over the center. If K/k is a finite Galois extension, then the elements u may be chosen to belong to GL(t, k).
Proof. Let Λ be the subring of K generated by the finitely many entries of a (and, if necessary, an element of K which is not a root of unity). Then Λ is a Dedekind domain which is not a field, and we may replace K by the quotient field of Λ in what follows.
Let S consist of the finitely many non-scalar powers of a. Choose a valuation ν as in Corollary 2.4, and then choose any w ∈ V ν ∩ V −1 ν , where V ν is defined in Lemma 2.3. By part (ii) of Lemma 2.3, there exists a conjugate b of a such that the group b, w is a free product modulo its center. Conjugating back, we obtain the result for a.
Finally, if k is given, then the sets T ν and V ν may be chosen to lie in k t×t , and the conjugating element may also be chosen in GL(t, k), by Corollary 2.4.
Proof of Theorem 1.1. Part (b) is Corollary 2.5. For part (c), we may obviously assume that D is finite-dimensional over k. Let K/k be a Galois splitting field for R,
Consider the natural action of G = Gal(K/k) on R K . By the last statement of Corollary 2.5, the unit u may be chosen to belong to the fixed ring of R K under G. This fixed ring is obviously R, as required. We now turn to part (a), and we distinguish several cases.
is a subfield of R: The extension F = k(a) of k is nontrivial and cyclotomic, so we can write Gal(F/k) = σ , where σ has finite order m ≥ 2. By the (generalized) Skolem-Noether Theorem (e.g., [5] In the remaining cases,
is not a field. It is, however, semisimple, because the order of a is coprime to char k. Let 1 = e 1 + . . . + e d be the decomposition of 1 into primitive idempotents in F .
Case 2. k contains a primitive n-th root of unity ζ: In this case, every
The decomposition of V e j into one-dimensional D-subspaces is equivalent to the decomposition of each e j into a sum of orthogonal idempotents f ji . These can be chosen to satisfy f ji e j = e j f ji = f ji for all i, and then the f ji also commute with ae j , since by assumption ae j ∈ k j . This means that the matrix of a determined by the idempotents f ji is block diagonal diag(A 1 , . . . , A d ) , where each A j = ζ rj I is a scalar matrix, and the least common multiple of the exponents r j is n (what makes a non-central is, of course, the fact that not all the r j are the same).
We also observe that, if k is an absolute field, then D contains an element b transcendental over k (since algebraic division algebras over absolute fields are commutative). Therefore, D always contains a non-absolute subfield K, and so R contains the subring R 1 = K t×t . Note that a ∈ R 1 by construction. The existence of a free product now follows from Corollary 2.5 and completes the proof of Theorem 1.1.
is not a field, and k does not contain a primitive n-th root of unity: Let Φ = k(ζ), where ζ is a primitive n-th root of unity, and set S = R ⊗ k Φ.
Then S = ∆ s×s is simple artinian (see, e.g., [1] , p. 364). By Case 2, there exists a subfield K ⊇ Φ of S which is not absolute, and such that a ∈ K s×s . Replacing K by the intersection of its finitely many conjugates under Gal(Φ/k), we may assume that K is stable under Gal(Φ/k). The conclusion follows from Corollary 2.5, by Galois descent.
