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Abstract
For a delay difference equation
x(n + 1) =
n∑
k=−d
A(n, k)x(k) + f (n)
in a Banach space the following result is proved: if for any f ∈ lp the solution is x ∈ lp then the
solution of the homogeneous equation (f ≡ 0) is exponentially stable. This result is applied to obtain
new explicit conditions for exponential stability of a scalar nonautonomous delay difference equation.
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The following result is known in the theory of ordinary differential equations in a
Banach space [1]: under certain conditions if a solution of a linear ordinary differential
equation is bounded for any bounded right-hand side, then the equation is exponentially
stable. Or, more generally: what can be deduced from the fact that a solution belongs to
space X for any right-hand side from space Y ? The results of this type are referred as the
exponential dichotomy (if the exponential stability is deduced) or Bohl–Perron type theo-
rems. Later this result was extended to delay differential equations [2–5], impulsive delay
equations [6] and recently [7] to a difference equation in a Banach space
xn+1 = Anxn + fn, (1)
where supn ‖An‖ < ∞. In [7] it was proved that if a solution belongs to lp , 1  p ∞,
for any sequence fn belonging to the same space, then the solution of
xn+1 = Anxn (2)
decays exponentially with the growth of n. It was also proved that if a solution of (1) is a
bounded sequence for any sequence fn from l1 then the solution of (2) is uniformly stable.
Here we prove similar claims for a delay difference equation
x(n + 1) =
n∑
k=−d
A(n, k)x(k) + f (n). (3)
It is to be noted that a solution with the zero initial conditions for both (1) and (3) can be
presented as
x(n) =
n∑
k=1
X(n, k + 1)f (k), (4)
where X(n, k) is the fundamental function of the difference equation.
The representation of solutions is significantly exploited in the proof of Bohl–Perron
type results. However for (1) the so called semigroup equality
X(n, k) = X(n, i)X(i, k), n > i > k, (5)
holds, which is not valid for (3). The same obstacle occurred for delay differential equations
compared to ordinary differential equations. For ordinary differential equations (including
their impulsive version) most of the proofs were based on the semigroup equality X(t, s) =
X(t, r)X(r, s) which is not valid for delay equations. In [7] the following problem was
formulated: suppose a solution of (1) belongs to l∞ for any fn from lp , 1 < p < ∞; what
kind of stability can be deduced for (2)? Quite recently it was proved in [8] that under the
above conditions the solution of (2) is exponentially stable. We remark that it is still an
open problem for the delay difference equation (3).
The paper is organized as follows. After some preliminaries in Section 2 we proceed to
representation of solutions in Section 3. In Section 4 we prove two basic results:
(i) if for any right-hand side in lp , 1  p ∞, the solution of (3) belongs to the same
space, then the equation is exponentially stable;
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stable.
In Section 5 we apply the above results to obtain explicit exponential stability condi-
tions for nonautonomous difference equations with several delays. In the last Section 6 we
compare these results with the known ones and present an illustrating example.
2. Preliminaries
Let B be a Banach space, we will use | · | for the norm in this space and for the induced
norm in the space of bounded linear operators in B, while ‖ · ‖ will be used for the operator
norm in some space of sequences (usually it will be indicated in which space the operator
is considered). We will introduce the following spaces of sequences (everywhere below we
assume x(n) ∈ B or x(n) : B → B is a linear bounded operator):
l∞ is a space of bounded sequences v = {x(n)}:
‖v‖l∞ = sup
n0
∣∣x(n)∣∣< ∞;
c0 is a space of sequences v =
{
x(n)
}:
lim
n→∞
∣∣x(n)∣∣= 0 with the same norm;
lp is a space of sequences with v = {x(n)}:
‖v‖plp =
∞∑
n=1
∣∣x(n)∣∣p < ∞, 1 p < ∞.
Following [7] we will denote by H anyone of these spaces. I is an identity operator.
We consider the linear difference equation
x(n + 1) =
n∑
k=0
A(n, k)x(k) + f (n), n 0, (6)
where A(n, k) : B → B are linear operators.
In addition the equation with some prehistory
x(n + 1) =
n∑
k=−d
A(n, k)x(k) + f (n), n 0, (7)
and with the following initial conditions:
x(n) = ϕ(n), n 0, (8)
will be considered as well as the corresponding homogeneous difference equations
x(n + 1) =
n∑
A(n, k)x(k), n 0, (9)
k=0
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n∑
k=−d
A(n, k)x(k), n 0. (10)
We will also consider for any l  0 the following homogeneous equation:
x(n + 1) =
n∑
k=l
A(n, k)x(k), n l. (11)
Definition. The solution X(n, l) of Eq. (11), with X(l, l) = I (we recall I is an identity
operator), is called the fundamental function of (6).
We assume X(n, l) = 0, n < l. Let us note that Eqs. (6), (7), (9), (10) have the same
fundamental function.
Definition. Equation (7) is said to be stable if for any ε > 0 there exists δ > 0 such that
as far as max−dk0 |ϕ(k)| < δ we have for the solution x of (10), (8), |x(n)| < ε. Equa-
tion (7) is said to be exponentially stable if there exist such constants N and λ that for
any solution of the homogeneous equation (10) with the initial conditions (8) the following
inequality holds:∣∣x(n)∣∣Ne−λn max
−dk0
∣∣ϕ(k)∣∣, n 0. (12)
3. Representation of solutions
We will need the following result for Eq. (6).
Lemma 1 [9,10]. Let X(n, l) be a fundamental function of (6). Then the solution of (6)
can be presented as
x(n) = X(n,0)x(0) +
n−1∑
k=0
X(n, k + 1)f (k). (13)
It is to be noted that the above result was obtained for matrices and (6) with a finite
delay (X(n, k) = 0, n − k > T ), however the proof can be immediately extended to the
case when the delay is not bounded and A,X are operators in a Banach space.
Now let us proceed to the representation of solutions for an equation with a prehis-
tory (7).
Lemma 2. The solution of (7), (8) can be presented as
x(n) = X(n,0)x(0) +
n−1∑
l=0
X(n, l + 1)f (l)
+
n−1∑
X(n, l + 1)
−1∑
A(l, k)ϕ(k). (14)
l=0 k=−d
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n∑
k=−d
A(n, k)x(k) =
−1∑
k=−d
A(n, k)x(k) +
n∑
k=0
A(n, k)x(k)
=
−1∑
k=−d
A(n, k)ϕ(k) +
n∑
k=0
A(n, k)x(k),
then (7), (8) can be reduced to the problem with the zero initial conditions up to n = −1:
x(n + 1) =
n∑
k=0
A(n, k)x(k) +
[ −1∑
k=−d
A(n, k)ϕ(k) + f (n)
]
, (15)
n  0. After substituting the expression in the brackets for f (n) in the equality (13) we
have (14). 
Definition. Let us define the following operator in a certain space of sequences (at this step
we do not specify the space):
C({f (n)}∞
n=0
)=
{
y(n) =
n−1∑
l=0
X(n, l + 1)f (l)
}∞
n=0
, (16)
where y(0) = 0. We will call C the Cauchy operator of Eq. (7).
Remark. It is to be noted that if the Cauchy operator is a bounded operator in the space
of sequences H with elements in B (with a norm not exceeding C), then for any n > k  1
we have |X(n, k)| C (this can be demonstrated by choosing only one f (k) distinct from
zero).
For the zero initial conditions x(n) = 0, n  0, each one of Eqs. (6) or (7) describes
a linear mapping L:
{
f (n)
}∞
n=0 = L
({
x(n)
}∞
n=1
)=
{
x(n + 1) −
n∑
k=1
A(n, k)x(k)
}
, (17)
with x(0) = 0.
Lemma 3. Let L,M : H → H (where H is any of spaces lp, c0) be linear bounded opera-
tors of type (17), let CL,CM be the Cauchy operators of the equations L({x(n)}) = {g(n)}
and M({x(n)}) = {g(n)}, respectively. Suppose the Cauchy operator CL is a bounded op-
erator which maps H into H and MCL : H → H (CLM : H → H) is invertible. Then CM
also maps H into H and is bounded.
Proof. Suppose first that the operator MCL : H → H is invertible. For any sequence
{f (n)} the sequence{ } ({ })x(n) = CL(MCL)−1 f (n)
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CL(MCL)−1, thus CM : H → H is bounded.
The second case is proven similar.
Further it will be assumed that sums of operators A are uniformly bounded:
(a1) there exists K > 0 such that
sup
n0
n∑
l=−d
∣∣A(n, l)∣∣K.
This is an analogue of the boundedness condition supn |An| < ∞ [7,8].
We will also consider the assumption on the boundedness of the delay
(a2) there exists T > 0 such that A(n, l) = 0 whenever n− l > T and A(n, l) are uniformly
bounded: |A(n, l)|M for all n, l.
Lemma 4. Suppose (a2) holds. Then (17) is a bounded operator in the space lp , 1 
p ∞.
Proof. We have
L({x(n)})=
{
x(n + 1) −
n∑
k=1
A(n, k)x(k)
}
.
Denote by xh the sequence which is obtained by the shift of {x(k)}, k  0: xh(k) =
x(k − h), if k > h, or xh(k) = 0, if k  h. Obviously ‖x‖lp = ‖xh‖lp .
By (a2) we have
∥∥L({x(n)})∥∥lp  ∥∥{x(n + 1)}∥∥lp +
[ ∞∑
n=1
(
n∑
k=1
∣∣A(n, k)∣∣∣∣x(k)∣∣
)p ]1/p
 ‖x‖lp + M
[ ∞∑
n=1
(
n∑
h=max{1,n−T }
∣∣x(h)∣∣
)p ]1/p
 ‖x‖lp + M
∥∥∥∥∥
n∑
h=n−T
xh
∥∥∥∥∥
lp
 ‖x‖lp + M
n∑
h=n−T
‖xh‖lp = ‖x‖lp + M(T + 1)‖x‖lp
= [1 + M(T + 1)]‖x‖lp , 1 p < ∞.
For l∞ we immediately have ‖L‖l∞→l∞  2 + M , which does not apply the bounded-
ness of the delay in (a2). 
Example 1. Unlike l∞, where the boundedness of the delay is not necessary for the action
of the operator, in lp it is crucial as the following example shows.
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x(2)} does not act in lp: for any sequence {x(n)} ∈ lp such that, x(2) = 0, the resulting
sequence does not tend to zero.
4. Main results
Now let us proceed to estimates of the fundamental function and to the stability and the
exponential stability of difference equations in the case when either (a1) or (a2) holds.
Theorem 1. Suppose (a1) holds. Then the uniform estimate |X(n, k)|C holds if and only
if for any {f (n)} ∈ l1 the solution {x(n)} of (6) with the zero initial condition is bounded
{x(n)} ∈ l∞.
Proof. Suppose the estimate |X(n, k)|  C is valid for any n, k. Then the representation
of solutions (13) implies
∣∣x(n + 1)∣∣=
∣∣∣∣∣
n∑
k=0
X(n + 1, k + 1)f (k)
∣∣∣∣∣
n∑
k=0
∣∣X(n + 1, k + 1)∣∣∣∣f (k)∣∣
 C
n∑
k=0
∣∣f (k)∣∣ C ∞∑
k=0
∣∣f (k)∣∣= C‖f ‖l1 .
Now suppose that for every {f (n)} ∈ l1,
xn(f ) = x(n) =
n−1∑
k=0
X(n, k + 1)f (k) (18)
is a bounded sequence. Here xn(f ) : l1 → B are linear operators. Thus for every
{f (n)} ∈ l1 the family xn(f ), n 0, is uniformly bounded. By the uniform boundedness
principle there exists a constant C, such that |xn(f )|  C‖f ‖l1 . For any m  1 define a
sequence fm = {fm(n)}, fm(n) ∈ B , such that∣∣fm(n)∣∣=
{1, n = m − 1,
0, n = m − 1.
Equality (18) implies that∣∣xn(fm)∣∣= ∣∣X(n,m)fm(m − 1)∣∣ C.
Hence |X(n,m)y| C for any y ∈ B, such that |y| = 1. Thus |X(n,m)| C for any n,m,
which completes the proof. 
Theorem 2. Suppose (a2) holds and for every sequence {f (n)} ∈ lp , 1  p  ∞, the
solution {x(n)} of (6) with the zero initial condition also belongs to lp: {x(n)} ∈ lp . Then
there exist N > 0, λ > 0 such that the fundamental function X of (6) satisfies∣∣ ∣∣ −λ(n−l)X(n, l) Ne . (19)
518 L. Berezansky, E. Braverman / J. Math. Anal. Appl. 304 (2005) 511–530Proof. First let us establish an exponential estimate for X(n,0). For some positive number
λ define y(n) = x(n)eλn, assume x(0) = y(0) = 0 and consider the operator
L({x(n)})=
{
x(n + 1) −
n∑
k=1
A(n, k)x(k)
}
.
After substituting x(n) = y(n)e−λn we have
L({x(n)})=
{
y(n + 1)e−λ(n+1) −
n∑
k=1
A(n, k)y(k)e−λk
}
=
{
e−λ(n+1)
[
y(n + 1) −
n∑
k=max{0,n−T }
A(n, k)y(k)eλ(n+1−k)
]}
= {e−λ(n+1)L({y(n)})}
+
{
e−λ(n+1)
[
−
n∑
k=max{0,n−T }
A(n, k)y(k)(eλ(n+1−k) − 1)
]}
.
Denote
G({y(n)})=
{
−
n∑
k=max{0,n−T }
A(n, k)y(k)(eλ(n+1−k) − 1)
}
,
M= L+ G.
Then
L({x(n)})= {e−λ(n+1)M({y(n)})}.
Denote
lp0 =
{{
x(n)
} ∈ lp, x(0) = 0}.
Lemma 4 implies that operator L is bounded and maps lp0 onto lp . Therefore by the Ba-
nach theorem the Cauchy operator CL : lp → lp0 is bounded as well as its inverse. Let‖CL‖lp→lp = P .
Here ‖G‖lp→lp M(T + 1)(eλ(T +1) − 1) (see the proof of Lemma 4).
Consider MCL = LCL + GCL = I + GCL, where I is an identity operator.
Since limλ→0(eλ(T +1) − 1) = 0, then for λ small enough we have
M(T + 1)(eλ(T +1) − 1) < 1
P
,
so ‖G‖ < 1/P , which implies
‖GCL‖lp→lp  ‖G‖lp→lp‖CL‖lp→lp < 1
P
P = 1.
Hence operator MCL is invertible.
Let us fix such a λ. Since L : lp → lp and G : lp → lp are continuous, so is M= L+ G.
By Lemma 3 the Cauchy operator CM of the difference equation M({y(n)}) = {g(n)}
maps lp into lp0 and is bounded.
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tion can be also written as
y(n + 1) =
n∑
k=max{0,n−T }
A(n, k)y(k)eλ(n+1−k) + g(n). (20)
Then Y(n) = Y(n,0) is a solution of (20) with Y(0) = I and g(n) ≡ 0.
Denote G(n) = e−µnI − Y(n,0), where µ is an arbitrary number satisfying µ > λ.
Then we get an equation
M(G(n))= F(n), G(0) = 0, {F(n)} ∈ lp,
it has a solution {G(n)} = {(CMF)(n)} which is in lp . Thus {G(n)} ∈ lp , hence |G(n)| are
uniformly bounded. So |Y(n,0)| = |e−µnI − G(n)| are also uniformly bounded, i.e., for
some N0 > 0 we have |Y(k,0)|N0 for any k.
The equality X(n,0) = e−λnY (n,0) implies∥∥X(n,0)∥∥N0e−λn.
After making a shift to the initial point k, k > 0, denoting Y(n, k) = eλ(n−k)X(n, k) and
repeating this argument for an arbitrary positive integer k one obtains∣∣X(n, k)∣∣Nke−λk(n−k).
Finally, we have to prove that Nk and λk can be chosen independently of k. To this end we
will show that the constants in the previous estimates can be chosen independently of k.
Indeed, let as above ‖CL‖lp→lp = P . Since lp contains sequences with k first vanishing
terms (they form a subspace lp(k)) then ‖CL‖lp(k)→lp(k)  P for any positive integer k.
Further, if λ is such that
MT (eλ(T +1) − 1) < 1
P
,
then
‖G‖lp(k)→lp(k)  ‖G‖lp→lp < 1
P
,
thus
r = ‖GCL‖lp(k)→lp(k)  ‖G‖‖CL‖ < 1
P
P = 1,
where λ and r < 1 do not depend on k. Since the norm of the operator is less than 1 then
the inverse (I + GCL)−1 exists and its norm satisfies∥∥(I + GCL)−1∥∥lp→lp  11 − r .
We recall M= L+ G, CL = L−1, so MCL = I + GCL is invertible. Then by Lemma 3,
‖CM‖lp(k)→lp(k)  ‖CL‖lp(k)→lp(k)
∥∥(I + GCL)−1∥∥lp(k)→lp(k)  P1 − r . (21)
For any fixed k the fundamental function Y(n, k) of the difference equation M({yn}) = 0
is a solution of this equation with the initial condition yk−T = · · · = yk−1 = 0, yk = I .
520 L. Berezansky, E. Braverman / J. Math. Anal. Appl. 304 (2005) 511–530Denote G(n, k) = I − Y(n, k). Then M({G(n, k)}) = {F(n, k)}, where
F(n, k) = −
n∑
l=max{k,n−T }
A(n, l)eλ(n+1−l).
Hence ‖{G(n, k)}‖  ‖CM‖lp(k)→lp(k)‖{F(n, k)}‖  N , where N does not depend on k.
Thus Y(n, k) is bounded for all n, k: ‖Y(n, k)‖N .
Since X(n, k) = Y(n, k)e−λ(n−k), then ∥∥X(n, k)∥∥Ne−λ(n−k),
which completes the proof. 
Remark. Equality (13) implies that under condition (a2) the inverse theorem is also true:
if the fundamental function X of (6) satisfies (19), then for every sequence {f (n)} ∈ lp ,
1 p ∞, the solution {x(n)} of (6) with the zero initial condition also belongs to lp .
Similarly the following result can be proved.
Theorem 3. Suppose (a2) holds and for every sequence {f (n)} ∈ l∞ ({f (n)} ∈ c0) the so-
lution {x(n)} of (6) with the zero initial conditions belongs to the same space: {x(n)} ∈ l∞
({x(n)} ∈ c0). Then there exist N > 0, λ > 0 such that the fundamental function X of (6)
satisfies (19).
Theorem 4. Under the hypotheses of either Theorem 2 or Theorem 3, Eq. (7) is exponen-
tially stable.
Proof. Since A(n, l) = 0 for n − l > T , then Lemma 2 implies
∣∣x(n)∣∣ ∣∣X(n,0)∣∣∣∣x(0)∣∣+ T −1∑
l=0
∣∣X(n, l + 1)∣∣ −1∑
k=−d
∣∣A(l, k)∣∣∣∣ϕ(k)∣∣
Ne−λn
∣∣ϕ(0)∣∣+ NMd T −1∑
l=0
e−λ(n−l−1) max
−dk−1
∣∣ϕ(k)∣∣
Ne−λn
∣∣ϕ(0)∣∣+ NMd eλT − 1
eλ − 1 e
−λn max
−dk−1
∣∣ϕ(k)∣∣
Ce−λn max
−dk0
∥∥ϕ(k)∥∥,
where C can be chosen as C = (1 + Md eλT −1
eλ−1 )N . 
Similarly we can obtain the following result.
Theorem 5. Under the hypotheses of Theorem 1, Eq. (7) is stable.
Remarks. (1) It was mentioned in [8] that the uniform boundedness of coefficients is not
necessary for the boundedness of all solutions, once the equation is exponentially stable.
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bounded if and only if
∞∑
n=0
n∑
k=0
A(n, k) < ∞.
(2) The condition (a2) that the delay is bounded is not necessary for deducing the bound-
edness of fundamental functions (see Theorem 1). For exponential estimates the condition
is necessary as the following example demonstrates.
Example 2. Consider the equation with an unbounded delay
x(n + 1) = 1
2
x(n) + x(0) + f (n).
Then for any right-hand side bounded by f (|f (n)|  f ) the solution is bounded by
2(|x(0)| + f ):∣∣x(1)∣∣= ∣∣1.5x(0) + f (0)∣∣ ∣∣1.5x(0)∣∣+ f  2(∣∣x(0)∣∣+ f )
and assuming |x(n)| < 2(|x(0)| + f ) we have
∣∣x(n + 1)∣∣= ∣∣∣∣12x(n) + x(0) + f (n)
∣∣∣∣ 122
(∣∣x(0)∣∣+ f )+ ∣∣x(0)∣∣+ f
= 2(∣∣x(0)∣∣+ f ).
However solutions of the corresponding homogeneous equation x(n + 1) = 12x(n) + x(0)
do not decay exponentially: for example, a solution with x(0) = 1 (a scalar case) is increas-
ing and tends to 2.
Corollary 1. Suppose for the equation L({x(n)}) = 0 condition (a2) holds, L,L1 are op-
erators of type (17), the equation L1({x(n)}) = 0 is exponentially stable and C1 is the
Cauchy operator of this equation. If operator C1L : lp → lp , 1  p ∞, has an inverse
operator which is bounded, then the equation L({x(n)}) = 0 is exponentially stable.
Corollary 2. Suppose the conditions of Corollary 1 hold. If ‖T ‖lp→lp < 1, where 1 
p ∞ and T = C1(L1 − L) = I − C1L, then equation L({x(n)}) = 0 is exponentially
stable.
5. Applications
Let us apply the above results to the scalar equation with several bounded delays
x(n + 1) − x(n) = −a0(n)x(n) −
N∑
k=1
ak(n)x
(
gk(n)
)
, (22)where gk(n) < n and there exists T > 0 such that for n sufficiently large n − gk(n) T .
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{aˆ} = {a, a, . . . , a, . . .},{
x(n)
}

{
y(n)
}
if x(n) y(n), n 0.
Lemma 5. Consider the ordinary difference equation
L0
({
x(n)
}) := x(n + 1) − x(n) + b(n)x(n) = f (n). (23)
If 0 b(n) 1 then for the Cauchy operator CL0 we have:
(1) |CL0({f (n)})| = CL0({|f (n)|});
(2) If {f (n)} {g(n)} 0, then CL0({f (n)}) CL0({g(n)}) 0;
(3) CL0({b(n)}) {1ˆ}.
Proof. One can easily check
CL0
({
f (n)
})=
{
n−1∏
l=0
[
1 − b(l)]f (l)
}
.
This representation immediately implies (1) and (2).
We have to prove only (3). Denote {y(n)} = CL0({b(n)}), y(0) = 0. Then y(n + 1) −
y(n) = −b(n)y(n) + b(n). Since y(1) = b(1), then y(1)  1. Suppose y(n)  1. Then
y(n + 1) = (1 − b(n))y(n) + b(n), hence y(n + 1) (1 − b(n)) + b(n) = 1, which com-
pletes the proof. 
Theorem 6. Suppose there exist a set of indices I ⊂ {1,2, . . . ,N} and positive numbers
a0, a1, γ < 1, such that for n sufficiently large
0 < a0  b(n) := a0(n) +
∑
k∈I
ak(n) a1 < 1 (24)
and
c(n) :=
∑
k∈I
∣∣ak(n)∣∣ n−1∑
m=gk(n)
N∑
l=0
∣∣al(m)∣∣+∑
k /∈I
∣∣ak(n)∣∣ γ b(n). (25)
Then (22) is exponentially stable.
Proof. Without loss of generality we can assume that conditions (24)–(25) are satisfied for
n 0.
Let us introduce the following notation:
L({x(n)})=
{
x(n + 1) − x(n) + a0(n)x(n) +
N∑
k=1
ak(n)x
(
gk(n)
)}
,
({ }) { }L0 x(n) = x(n + 1) − x(n) + b(n)x(n) .
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L({x(n)})= {[x(n + 1) − x(n) +(a0(n) +∑
k∈I
ak(n)
)
x(n)
]
+
[∑
k∈I
ak(n)
(
x
(
gk(n)
)− x(n))+∑
k /∈I
ak(n)x
(
gk(n)
)]}
= L0 +L1,
where
L1
({
x(n)
})= {∑
k∈I
ak(n)
(
x
(
gk(n)
)− x(n))+∑
k /∈I
ak(n)x
(
gk(n)
)}
.
Let us estimate the norm of L1 in l∞:∣∣L1({x(n)})∣∣=
∣∣∣∣
{∑
k∈I
ak(n)
(
x
(
gk(n)
)− x(n))+∑
k /∈I
ak(n)x
(
gk(n)
)}∣∣∣∣

{∑
k∈I
∣∣ak(n)∣∣∣∣[(x(n) − x(n − 1))+ · · ·
+ (x(gk(n) + 1)− x(gk(n)))]∣∣
}
+
{∑
k /∈I
∣∣ak(n)∣∣
}
‖x‖l∞ .
The first term does not exceed{∑
k∈I
∣∣ak(n)∣∣
[∣∣∣∣∣a0(n − 1)x(n − 1) +
N∑
l=1
al(n − 1)x
(
gl(n − 1)
)∣∣∣∣∣+ · · ·
+
∣∣∣∣∣a0(gk(n))x(gk(n))+
N∑
l=1
al
(
gk(n)
)
x
(
gl
(
gk(n)
))∣∣∣∣∣
]}

{∑
k∈I
∣∣ak(n)∣∣
[∣∣a0(n − 1)∣∣+ N∑
l=1
∣∣al(n − 1)∣∣+ · · ·
+ ∣∣a0(gk(n))∣∣+ N∑
l=1
∣∣al(gk(n))∣∣
]}
‖x‖l∞
=
{[∑
k∈I
∣∣ak(n)∣∣ n−1∑
m=gk(n)
N∑
l=0
∣∣al(m)∣∣
]}
‖x‖l∞ =
{
c(n)
}‖x‖l∞ .
We have CL0L= I + CL0L1. Let us estimate the norm of the operator CL0L1.
Conditions 0 < b(n) < 1 and Lemma 5 imply∣∣CL0L1({x(n)})∣∣= CL0 ∣∣L1({x(n)})∣∣ CL0({c(n)})‖x‖l∞
 γ CL0
({
b(n)
})‖x‖l∞  {γˆ }‖x‖l∞ .
Hence ‖CL0L1‖ < 1. By Corollary 2, Eq. (22) is exponentially stable.
Assuming first I = ∅ and then I = {1,2, . . . ,N} we get the following two corollaries.
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∑N
k=1 |ak(n)| γ a0(n), 0 < γ < 1, for n
large enough. Then Eq. (22) is exponentially stable.
Corollary 4. Suppose for some positive a0, b0, γ , where b0 < 1, γ < 1, the following in-
equalities are satisfied for n large enough:
0 < a0 
N∑
k=0
ak(n) b0 < 1 and
N∑
k=1
∣∣ak(n)∣∣ n−1∑
m=gk(n)
N∑
l=0
∣∣al(m)∣∣ γ N∑
k=0
ak(n).
Then Eq. (22) is exponentially stable.
Now let us assume all coefficients are proportional.
Such equations arise as a linear approximation of nonlinear difference equations of
mathematical biology.
Then a straightforward computation leads to the following result.
Corollary 5. Suppose all coefficients are proportional
ak(n) = Akr(n), k = 0,1, . . . ,N, r(n) r0 > 0,
and there exists a set of indices I ⊂ {1,2, . . . , l}, such that
A0 +
∑
k∈I
Ak > 0, lim sup
n→∞
{
r(n)
[
A0 +
∑
k∈I
Ak
]}
< 1,
lim sup
n→∞
∑
k∈I
|Ak|
n−1∑
m=gk(n)
r(m) <
A0 +∑k∈I |Ak| −∑k /∈I |Ak|∑N
l=0 |Ak|
.
Then Eq. (22) is exponentially stable.
Now let us consider the case N = 1:
x(n + 1) − x(n) = −a(n)x(n) − b(n)x(h(n)). (26)
Then we can consider two cases only: I = ∅ and I = {1}.
Corollary 6. Suppose there exist a0, γ , such that 0 < γ < 1 and at least one of the follow-
ing conditions holds for n sufficiently large:
(1) 0 < a0 < a(n)A0 < 1, |b(n)| γ a(n);
(2) 0 < a0  a(n) + b(n)A0 < 1, |b(n)|∑n−1m=h(n)[a(m) + b(m)] < γ [a(n) + b(n)].
Then Eq. (26) is exponentially stable.
As in Corollary 5, let us assume that coefficients are proportional. Then assuming I = ∅
or I = {1} we obtain the following result.
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following conditions holds:
(1) A > 0, |B| < A, lim supn→∞ Ar(n) < 1;
(2) A + B > 0, lim supn→∞ r(n)[A + B] < 1,
lim sup
n→∞
|B|
n−1∑
m=h(n)
r(m) <
A + B
|A| + |B| ;
(3) A > 0,B > 0, lim supn→∞ r(n)[A + B] < 1, lim supn→∞ B
∑n−1
m=h(n) r(m) < 1.
Then Eq. (26) is exponentially stable.
Let us now proceed to equations with three terms in the right-hand side
x(n + 1) − x(n) = −a(n)x(n) − b(n)x(h(n))− c(n)x(g(n)). (27)
Then, subsequently considering the four possible cases: I = ∅, I = {1,2}, I = {1}, I = {2},
we get the following result.
Corollary 8. Suppose there exist numbers a0, γ,A0, where 0 < γ < 1, such that at least
one of the following conditions holds for n sufficiently large:
(1) 0 < a0  a(n)A0 < 1, |b(n)| + |c(n)| γ a(n);
(2) 0 < a0  a(n) + b(n) + c(n)A0 < 1,
∣∣b(n)∣∣ n−1∑
m=h(n)
[∣∣a(m)∣∣+ ∣∣b(m)∣∣+ ∣∣c(m)∣∣]
+ ∣∣c(n)∣∣ n−1∑
m=g(n)
[∣∣a(m)∣∣+ ∣∣b(m)∣∣+ ∣∣c(m)∣∣]
 γ
[
a(n) + b(n) + c(n)];
(3) 0 < a0  a(n) + b(n)A0 < 1,
∣∣b(n)∣∣ n−1∑
m=h(n)
[∣∣a(m)∣∣+ ∣∣b(m)∣∣+ ∣∣c(m)∣∣]+ ∣∣c(n)∣∣ γ [a(n) + b(n)];
(4) 0 < a0  a(n) + c(n)A0 < 1,
∣∣c(n)∣∣ n−1∑
m=g(n)
[∣∣a(m)∣∣+ ∣∣b(m)∣∣+ ∣∣c(m)∣∣]+ ∣∣b(n)∣∣ γ [a(n) + c(n)].
Then Eq. (27) is exponentially stable.Now let us again assume that all coefficients are proportional.
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least one of the following conditions holds:
(1) A > 0, |B| + |C| < A, lim supn→∞ Ar(n) < 1;
(2) A + B + C > 0, lim supn→∞ r(n)[A + B + C] < 1,
|B| lim sup
n→∞
n−1∑
m=h(n)
r(m) + |C| lim sup
n→∞
n−1∑
m=g(n)
r(m) <
A + B + C
|A| + |B| + |C| ;
(3) A > 0, B > 0, C > 0, lim supn→∞ r(n)[A + B + C] < 1,
B lim sup
n→∞
n−1∑
m=h(n)
r(m) + C lim sup
n→∞
n−1∑
m=g(n)
r(m) < 1;
(4) A + B > 0, lim supn→∞ r(n)[A + B] < 1,
lim sup
n→∞
|B|
n−1∑
m=h(n)
r(m) <
A + B − |C|
|A| + |B| + |C| ;
(5) A + C > 0, lim supn→∞ r(n)[A + C] < 1,
lim sup
n→∞
|C| lim sup
n→∞
n−1∑
m=g(n)
r(m) <
A + C − |B|
|A| + |B| + |C| .
Then Eq. (27) is exponentially stable.
Theorem 6 and its corollaries imply new explicit conditions of exponential stability for
autonomous difference equations with several delays, as well as a new justification for
known ones.
Consider the following autonomous equation:
x(n + 1) − x(n) = −a0x(n) −
N∑
k=1
akx(n − hk), (28)
where hk > 0.
Corollaries 5, 3, 4, 8 imply Corollaries 10, 11, 12, 13, respectively.
Corollary 10. Suppose there exists a set of indices I ⊂ {1,2, . . . ,N}, such that
0 < a0 +
∑
k∈I
ak < 1,
∑
k∈I
|ak|hk < a0 +
∑
k∈I |ak| −
∑
k /∈I |ak|∑N
l=0 |ak|
.
Then Eq. (28) is exponentially stable.
∑NCorollary 11. Let 0 < a0 < 1 and k=1 |ak| < a0. Then Eq. (28) is exponentially stable.
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0 <
N∑
k=0
ak < 1 and
N∑
k=1
|ak|hk <
∑N
k=0 ak∑N
k=0 |ak|
.
Then Eq. (28) is exponentially stable.
Consider now an autonomous equation with 2 delays:
x(n + 1) − x(n) = −a0x(n) − a1x(n − h1) − a2x(n − h2), (29)
where h1 > 0, h2 > 0.
Corollary 13. Suppose at least one of the following conditions holds:
(1) 1 > a0 > 0, |a1| + |a2| < a0;
(2) 0 < a0 + a1 + a2 < 1,
|a1|h1 + |a2|h2 < a0 + a1 + a2|a0| + |a1| + |a2| ;
(3) 0 < a0 + a1 < 1,
|a1|h1 < a0 + a1 − |a2||a0| + |a1| + |a2| ;
(4) 0 < a0 + a2 < 1,
|a2|h2 < a0 + a2 − |a1||a0| + |a1| + |a2| .
Then Eq. (29) is exponentially stable.
6. Discussion
There exist several well-known sufficient conditions of asymptotic and exponential sta-
bility for linear difference equations with one and several delays [9–24]. We list here only
some of these conditions, in order to compare with results of the present paper.
(a) Levin and May [15]. Equation
x(n + 1) − x(n) = −px(n − k) (30)
is asymptotically stable iff 0 < p < 2 cos kπ2k+1 .(b) Zhang et al. [16], Erbe et al. [17]. Equation
x(n + 1) − x(n) = −p(n)x(g(n)), g(n) n, p(n) 0,
is asymptotically stable if
∑∞
n=1 p(n) = ∞ and
n∑
p(i) <
{ 3
2 + 12k+1 , n − g(n) k,i=g(n) 32 , lim supn→∞(n − g(n)) = ∞.
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x(n + 1) − x(n) = −
N∑
k=1
akx(n − hk), ak  0, hk  0,
is asymptotically stable if
∑N
k=1 akhk < 1.
(e) Elaydi [9], Kocic´ and Ladas [19] (an autonomous equation). Equation
x(n + 1) − x(n) = −a0(n)x(n) −
N∑
k=1
ak(n)x
(
gk(n)
)
, gk(n) n,
is asymptotically stable if for some ε > 0,
N∑
k=1
∣∣ak(n)∣∣
{
a0(n) − ε, 0 < a0(n) < 1,
2 − a0(n) − ε, 1 a0(n) < 2.
(f) Berezansky and Braverman [18], Györi and Pituk [12] (N = 1). Equation
x(n + 1) − x(n) = −
N∑
k=1
ak(n)x
(
gk(n)
)
, ak(n) 0, gk(n) n,
is exponentially stable if
N∑
k=1
∞∑
n=1
ak(n) = ∞, lim sup
n→∞
(
n − gk(n)
)
< ∞,
lim sup
n→∞
N∑
k=1
n−1∑
l=mink{gk(n)}
ak(l) < 1.
(g) Györi and Hartung [14]. Equation
x(n + 1) − x(n) = −
N∑
k=1
akx
(
gk(n)
)
, ak  0, gk(n) n,
is exponentially stable if
lim sup
n→∞
(
n − gk(n)
)
< ∞,
N∑
k=1
ak lim sup
n→∞
(
n − gk(n)
)
< 1 + 1
e
−
N∑
k=1
ak.
Only Zhang et al. and Elaydi deal with equations with unbounded delays. For equations
with bounded delays results of Zhang et al. and Györi and Hartung are not the best possible.
Indeed, if k = 1, then [15] Eq. (30) is asymptotically stable iff 0 < p < 1. Zhang et al.
gives 0 < p < 7/8 < 1. Györi and Hartung gives
0 < p <
1
2
(
1 + 1
e
)
< 1.
The results of this paper (for example, Corollary 7, with A = 0, r(n) = 1) and all other
mentioned above results give the best possible condition 0 < p < 1.
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following equation with nonconstant delays:
x(n + 1) − x(n) = −
N∑
k=1
akx
(
gk(n)
)
, ak  0, gk(n) n.
Berezansky and Braverman’s result [18] applied to this equation, gives the following con-
dition:
lim sup
n→∞
N∑
k=1
ak max
k
(
n − gk(n)
)
< 1,
which is worse then the result of Cooke and Györi.
Corollary 4 applied for this equation, gives the condition
lim sup
n→∞
N∑
k=1
ak
(
n − gk(n)
)
< 1,
which extends the result of Cooke and Györi to the equation with nonconstant delays.
Corollary 12 also extends the result of Cooke and Györi to autonomous equations with
coefficients of arbitrary signs.
Corollary 3 is similar to the first part of the Elaydi’s result, which is then more general
than this corollary.
Now return to the our main result which is Theorem 6. Since there are 2N different
sets of indices I ⊂ {1,2, . . . ,N}, then Theorem 6 gives 2N different explicit conditions
of exponential stability. Above we compared only two of these results (I = ∅ and I =
{1,2, . . . ,N}) with known ones. To compare other results, consider the following example.
Example 3. Consider the equation
x(n + 1) − x(n) = −0.5x(n) − 0.2x(n − 5) − 0.3x(n − 1).
Here a0 = 0.5, a1 = 0.2, a2 = 0.3, h1 = 5, h2 = 1. The conditions of Györi and Cooke,
Elaydi, Györi and Hartung are not satisfied for this equation.
Let us check conditions of Corollary 13, part (4). We have
0 < a0 + a2 < 1, a2h2 = 0.3 < a0 + a2 − a1
a0 + a1 + a2 = 0.6.
Hence this equation is exponentially stable which matches all listed above results.
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