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Ongoing advances on autonomous mobile robots have been evidentin the last couple of decades. The patrolling problem with a team of
cooperative agents, in particular, has received much focus. This has made
multi-agent (multi-robot) patrolling problem receive growing attention
from many researchers over the past few years due to its wide range of
potential applications. In realistic environment, e.g., security patrolling,
each location has different visitation requirement according to the
required security level. The difference in visiting frequency generally
causes imbalanced workload among agents, leading to inefficiency.
Therefore, a patrolling system that can take into account the non-uniform
visiting frequency is needed in real-world applications.
Multi-agent patrolling, however, is not limited to patrolling
real-world environments, yet they can be found in applications on several
domains, such as continuous sweeping, security patrolling, surveillance
systems, network security systems and games. This has motivated many
researchers to focus their studies on multi-agent patrolling problem by
proposing and implementing plenty of methods from simple to
sophisticated ones. Unfortunately, most of the studies do not consider
when each location to be patrolled has different visitation requirement,
and many of them are not able to balance the workload among all
patroller agents.
In this study, we first described the area partitioning method that
reflects the differences in robot specifications and the characteristics of
partitioned areas. Then, by generalizing this method, we proposed a
frequency-based area partitioning method for balanced workload in
multi-agent patrolling team. Our proposed work aims at partitioning a
given area so as to balance agents’ workload by taking into account the
i
different visiting frequencies and then generating route inside each
allocated sub-area. We formulate the problem of frequency-based
multi-agent patrolling and propose its semi-optimal solution method,
whose overall process consists of two steps – graph partitioning and
sub-graph patrolling. Our work improve the traditional k-means
clustering algorithm by formulating a new objective function for graph
partitioning and combining it with simulated annealing, which is one of
the useful tools for operations research, for sub-graph patrolling.
Experimental results illustrated the effectiveness and reasonable
computational efficiency of our approach.
ii
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The evolution of computer technologies, nowadays, hasbeen dramatically increasing day by day and has been used in many
application domains including the field of robotics and automation. Since
robots can often perform tasks well in a variety of environments, the
demand for robotic applications has been increasing which makes the
popularity of robotic automation growing across a wide range of sectors.
This has led to the massive of software applications in the field of robotics
combining computer and sensor technologies.
Robotics are an extension of machinery that has some forms of
information processing linked to the powerful computers or controllers.
This means that robots can be made generic and programmed to do
different tasks, or respond to changes in the environment to better
complete their tasks.
The advantages of robotics have become more noticeable as
industrial robotics technology has been widespread over 50 years since the
first industrial robot, namely Unimate (as shown in Fig. 1.3), was put
into use in 1961. About 90% of the robots today are installed and
operating in the industrial robotics sector in factories [33]. According to
the report from the Robotics Industry Association (RIA), the number of
industrial robots, approximately 140,000, were in use in the U.S. in 2004.


























Figure 1.1: Estimated worldwide annual supply of industrial robots
(extracted from [38])
that the annual supply of industrial robots had risen over time between
2003 and 2015 based on the increasing role of robots in improving the
production lines and other business activities, as shown in Fig. 1.1.
However, the economic and financial crisis during 2008-2009 lowered the
amount of robot supplied around the world to about 60 thousand units
before the sales began to sharply increase to 254 thousand units in 2015.
Robots are now also used in laboratories, exploration sites, research and
development facilities, energy plants, hospitals, warehouses and outer
space. Similarly, Fig. 1.2 indicates the estimated supply of industrial
robots in different industries during the period of 2014-2016 where
automotive industry and electronics share major proportion of the total
supply. Some robots can work in places and situations that are difficult
for human, such as nuclear plant search, interplanetary exploration and
disaster relief, while others can fulfill the daily functions such as cleaning
and security patrolling robots.
Robots has been becoming more user friendly, intelligent and most
importantly affordable due to the recent development in the field of
robotics [70]. It is obvious that this advancement is the major reason for
the existence of robots in various industries ranging from industrial
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Figure 1.2: Estimated annual supply of industrial robots at year-end
by industries worldwide 2014-2016 (extracted from [40])
(manufacturing industry) to medical field (health care service). Robots
can handle heavy and high-risk tasks which ensures the safe working
environment. Furthermore, they have been intentionally used for
improving the productivity, and saving time and money.
Robots are used in the medical field for complex surgeries as those
surgeries cannot be done by human, i.e., prostate cancer surgery. In
particular, they can precisely reach and fit where human’s hands cannot,
allowing greater accuracy, flexibility and control. Moreover, other benefits
of robotic are less invasive procedures resulting in less post-operative pain
and risk of infection for the patients [70]. In addition, robots are now
being used in the chemical industry and can, for example, deal with
chemical spills in a nuclear plant, which would otherwise pose a major
health concern.
The benefits of using robotics can be categorized into four main
classifications [30, 33]:
• Quality Assurance Improvement. This focuses on quality, accuracy,
or precision. As the nature of human beings, workers are less likely
to enjoy doing tasks repetitively. Therefore, their concentration
levels tend to decline over time. This leads to costly errors in
business and sometimes can cause serious injury to the staff
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Figure 1.3: The first industrial robot, Unimate (extracted from [59])
members. Robot automation gets rid of these risks by accurately
and successfully producing products with standardized quality.
Having more products with high standard to be manufactured
allows the enterprises to broaden various business possibilities. For
example, industrial robots appear mostly as the form of a robotic
arm working in the major production line of manufacturing
industries. This kind of robotic arms are identical to the robots
shown in Fig. 1.3 and 1.4, where the first figure shows the first
invented industrial robot, namely Unimate; the latter figure
demonstrates the modern industrial robotic arm. According to the
aforementioned role of robots in maintaining the quality of
products, a robotic arm can easily handle repetitive tasks with great
precision leading to the improvement and consistency of product
quality. This fact is also applicable to a number of production
activities including welding and assembling process.
• Cost Effectiveness. The efficiency and speed improvement of
industrial robots has been the result of the mechanical nature of the
equipment and the computerized control which lead to a higher
productivity than human labor. Robots are able to work non-stop
on a repetitive-cycle tasks unless it is programmed to stop. There
will be no lunchbreaks, holidays, sick leave or shift time assigned to
robotic automation. This eliminates the risk of repetitive strain
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injury (RSI)1. This productivity increment at a lower cost is
obviously beneficial for the manufacturers.
• Ability to Work in Hazardous Environments. This is the most
appealing benefit of robotics utilization. Robots have the ability to
perform a number of tasks in a place where it is unsafe (too
dangerous), unstable, too exposed to toxins, or inhospitable for
humans. For instance, the spray painting tasks affect negatively to
people inhaling the paint fume, but not to the robots. This also
includes such daunting tasks as defusing bombs and such dirty tasks
as cleaning sewers. Moreover, robots remain active by continuously
performing tasks without getting any harm even in a situation
where a high level of chemicals exist. Therefore, robotic automation
can be used in every place where human safety is a huge concern.
• Freedom from Human Limitations Like Boredom. The absence of
boredom postulates the greater precision and quality of production.
Furthermore, a robotic arm can perform the task non-stop or with
occasional downtime due to scheduled maintenance. Robots also do
not eat or get sick like human does which is obviously an absolute
advantage of using robotics.
Aside from the advances in the field of robotics and automation, the
multiple robots’ context has gained more popularity comparing to the
single-robot context. In recent years, the use of Multi-Robot Systems
(MRS) has become apparent for several application domains such as
exploration, surveillance, and even search and rescue. The main reason for
using these MRS is that they provide convenient solution in term of cost,
performance, reliability, efficiency, and human exposure reduction [15].
The use of MRS is generally believed by researchers to hold several
advantages over single-robot systems [8, 14, 24]. The most common
motivations for developing multi-robot system solutions in the real-world
applications are that [35, 63]:
1RSI is related to the pain felt in the upper part of the body such as wrist, forearm,
elbow, shoulder, back or neck caused by repetitive movement and overuse of muscles
and tendons. Certain activities that increase the risk of RSI are lifting heavy objects,
doing the same activity over a long period of time without rest, working in an awkward
position, etc. [72].
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Figure 1.4: Industrial robotic arm (extracted from [89])
1. A single robot cannot adequately deal with task complexities;
2. The task is inherently distributed composed of sub-systems, which
are physically and geographically separated;
3. Building several resource-limited robots is much easier than having a
single powerful robot;
4. Multiple robots cause enhanced productivity as they can solve
problems and complete some tasks faster using sub-tasks parallelism
or because of the spatial distribution of the individual robot;
5. The initialization of multiple robots increases robustness and
reliability of the whole system through redundancy as multi-robot
teams provide redundancy so that the failure of a single robot does
not completely stop the whole task from being performed.
Motivated by the above significant advantages, multi-robot system
has become an active research field in robotics for many years. This has
made many researchers focus their studies and researches on different
issues using multiple robots such as path planning or graph exploration,
communication, negotiation, area partitioning, cooperation/coordination,
map building, autonomous navigation, self-localization, and obstacle or
collision avoidance.
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The generalization of the multi-robot systems is a multi-agent
systems (MAS), which is a computerized system composed of multiple
interacting intelligent agents within a given/unknown environment. MAS
consists of entities (i.e., computer programs, robots, or humans) that are
each specialized for a certain task. They cooperate to achieve the ultimate
goal, yet individually they are also able to do some tasks. MAS tend to
find the best solution for their problems without any intervention. The
systems also tend to prevent propagation of faults, self-recover and be
fault tolerant, mainly due to the redundancy of components.
The study of MAS is generally concerned with the advancement and
analysis of sophisticated artificial intelligence (AI) problem-solving and
control architectures for both single-agent and multi-agent systems.
1.2 Motivation
Although a lot of advancement has been done in the MAS, yet there are
still many challenging issues that are remaining and need to be solved.
These issues include coordination, cooperation control, path planning,













Figure 1.5: Service robots for professional use. Sold units 2015 and
2014 (continued) [39]
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partitioning, task allocation, etc. Among all these issues, the
cooperation/coordination of multiple agents is an important issue in the
field of robotics.
Continuing advances in computer science and robotics have led to
applications for covering large areas that require coordinated tasks by
multiple control programs including robots. One of the hottest
applications that requires coordination and cooperation between a group
of agents is the cleaning/sweeping robots. If we look inside that, we can
see the cooperation of multiple cleaning robots has now become very
crucial, since effective cooperative cleaning of multiple robots can improve
the working quality and reduce the time for cleaning by sharing tasks. To
be more emphasized, a report from IFR in 2016 about service robots also
indicates a more than double increase in the demand for cleaning robots
in 2015 comparing to last year statistic as shown in Fig. 1.5. Moreover,
this report also claims that the sales of robots for household usage is
predicted to be extremely high between 2016 to 2019 which is
demonstrated in Fig. 1.6. This upsurge may be resulted from the




















Figure 1.6: Service robots for personal/domestic use. Units sales
forecast 2016-2019, 2015 and 2014. (extracted from [39])
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In addition, the control for cleaning is also applicable to other sweeping
tasks such as security patrolling and area search.
Besides coordination and cooperation, an area partitioning context
has also been apparent in many research work [2,5,26,41,44,67], and thus
a coordinated area partitioning method for cooperative sweeping robots is
needed for continuous cooperative tasks. Therefore, this has motivated us
to firstly deal with the methods for cooperation/coordination of multiple
agents, which are control programs of robots, using examples of cleaning
tasks by multiple robots.
However, as the study of cleaning robots has some limitations due to
its specific type of application, we have changed it to a more general
context which can be applied to more applications. In this step, we have
focused our study on a multi-agent patrolling problem (MAPP), which is
a more generalized problem of the multi-agent cleaning/sweeping task.
Although the advances on autonomous mobile robots have been evident in
the last few decades, the patrolling problem with a group of agents, in
particular, has received much attention. This is due to the fact that
multi-agent (multi-robot) patrolling is not limited to patrolling real-world
environments, yet they can be found in applications on several domains,
such as continuous sweeping, security patrolling, surveillance systems,
network security systems and games. In other words, patrolling can be
applicable and beneficial in any domain characterized by the need of
systematically visiting a set of given points [73]. These all above are our
motivations for conducting the research experiments in this thesis.
1.3 Problem Statement
Since we mainly focus our study on multi-agent patrolling problem, the
problem in this study is “how to partition a given area based on the
visitation requirement of each location in a balanced manner by multiple
agents in a distributed and autonomous manner by taking into account the
differences in the given areas, hardware specification, exploration
algorithms and so on.”. The visitation requirement here refers to the
number of time a patroller agent is required to visit or patrol a particular
location in a given area/environment, namely frequency of visit or visiting
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frequency. In other words, how patroller agents can cluster a given graph
so as to balance the workload of each agent by taking into account the
required visiting frequency to each node. In patrolling problem, the
patrolled area is described as a graph, where a node represents a location
to be patrolled/visited, and an edge represents a path between nodes
along which agents move. As each location in realistic environment, e.g.,
security patrolling, has different visitation requirement according to the
required security level, a patrolling system with non-uniform visiting
frequency is preferable in real-world applications.
More specifically, we intend to address the problems remaining from
the previous studies as follows:
1. Most of previous studies did not consider the patrolling problem with
non-uniform visitation requirement where the required frequencies of
visit to each location are different, but we consider this requirement
in our study. Thus, we do not focus on the exploration algorithms; we
assume such algorithms are given to all agents, and agents partition
the responsible areas so that their workloads are balanced if they
explore on the basis of the given algorithms.
2. The difference in visiting frequency generally causes imbalanced
workload among patroller agents, leading to inefficiency. Thus, an
effective clustering algorithm that can overcome this problem is
needed.
3. Most of prior works could generate the route for patrolling in each
allocated sub-area, yet the route generation inside each sub-area based
on non-uniform visitation requirement was not taken into account.
All the above three problems have not been solved at the same time
by any research. Therefore, the main goal of our study is to overcome these
three aforementioned problems.
1.4 Contributions
Our study makes three contributions for the multi-agent patrolling problem
as follows:
11 1. Introduction
1. The model of a frequency-based patrolling problem for
multi-agent system: it is a model where the required frequency of
visit to each location is not uniform, that is, the frequency of visit
can be high or low based on the realistic environment to be
patrolled. This model is well-suited to the real-world applications,
e.g., security patrolling, where each location has different visitation
requirement or risk status according to the required security level.
2. Frequency-based area partitioning method for balanced
workload: we developed an effective and scalable clustering
algorithm for periodically visiting locations based on their visitation
requirements by formulating a new k-means based approach for
multi-agent patrolling system. The main objective is to balance the
workload among all patroller agents, in which the visitation
requirement for each location is non-uniform.
3. Frequency-based sub-area patrolling method: we generated the
route for each agent to patrol in its allocated region, in which the
cost of visiting all locations is minimized by taking into account the
difference in each location’s visiting frequency.
1.5 Dissertation Outline
The remaining chapters of this dissertation are organized as follows:
• Chapter 2 provides the basic background knowledge of several
approaches needed to better understand this thesis.
• Chapter 3 reviews the related papers or work that are most relevant
to our work and those that are relevant to the multi-agent patrolling
problem.
• Chapter 4 describes the area partitioning method for continuous
cooperative task, using a cleaning task as an example. This chapter
includes the model of agent and environment, the proposed area
partitioning method with learning of dirty areas and obstacles in
environments for cooperative sweeping task, the experimental
setting and results, the discussion, and the summary.
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• Chapter 5 presents the area partitioning method for multi-agent
patrolling task in more general framework. This chapter explains
the problem formulation, the proposed frequency-based area
partitioning and sub-area patrolling for balance workload in
multi-agent patrolling system, the experimental evaluation, and the
summary of the proposed work.




This chapter provides the background of the approaches relevantto the main problems of this thesis. First, we present the general
description of the traveling salesman problem which is a classic algorithm
mainly focusing on an optimization problem. Next, a simple heuristic,
namely greedy algorithm, is introduced since it is a straightforward
algorithm for solving the optimization problems. Finally, we review a
simulated annealing algorithm, which is one of the metaheuristic
algorithms used for solving the combinatorial optimization problems, i.e.,
the traveling salesman problem.
2.1 Traveling Salesman Problem
The reason why we introduce the traveling salesman problem (TSP) in
this chapter is that our problem is similar to the multiple traveling
salesman problem (mTSP), which is a generalization of the classical
traveling salesman problem and which will be explained later. The only
difference between our problem and the mTSP is that in mTSP, a number
of cities have to be visited by m salesmen whose goal is to find m tours
with minimum total travel where all the cities must be visited exactly
once, while in our problem, each location in a patrolled area must be
visited based on the required frequency of visit.
13
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2.1.1 Standard Traveling Salesman Problem
The traveling salesman problem, called TSP as aforementioned, is a
classical integer programming and well-known combinatorial optimization
problem [32]. Simply speaking, there are n cities where the distances
between pairs of cities are known. The main goal is to minimize the total
distance in which a salesman must visit each city exactly once and then
return to the starting city, simply called depot. The distance from city i
to j is represented by dij, such that it is measured by the cost of travel
between the two cities. This travel cost can be given in a unit of length,
time, or currency value.
The TSP can be formulated as a (fully-connected) undirected graph,
G = (V,E), in which this problem is assumed to be symmetric, where
dij = dji. The cities are represented by a set of nodes V = {1, 2, . . . , n},
and E = {(i, j) : i, j ∈ V, i ̸= j} is a set of edges denoting the paths
between cities. Each edge eij ∈ E consists of an associated weight denoted
by the distance between node i and j, dij. Generally, as this is the case of
planar problem where the positions of all nodes are points with coordinates
(x, y), dij is the Euclidean distance from point i to j, represented by dij =√
(xi − xj)2 + (yi − yj)2.
2.1.2 Assignment Formulation of TSP
The formulation of TSP can be classified into two types, where the former
formulation is considered in an open tour in which the salesman does not
return to the starting city; the latter is regarded in a closed tour in the
extent to which the salesman returns to the starting city. In this context,















xij = 1, ∀ i ∈ N (2.3)
xij ∈ {0, 1}, ∀(i, j) ∈ N (2.4)
ui + uj + (n− 1)xij ≤ n− 2, 2 ≤ i, j ≤ n, i ̸= j, (2.5)
∀(i, j) ∈ E,
1 ≤ ui ≤ n− 1,
where ui and uj denotes the visiting rank of city i and j in order respectively,
and u1 = 0. Both ui and uj are non-negative integers. Equations 2.1 to
2.4 define the associated assignment problem, while Eq. 2.5 specifies the
subtour elimination constraint (SEC). The SEC is introduced to ensure
that the tour is feasible, such that no subtours (loops without a depot)
exist during the tour [71]. Despite this simple mathematical formulation,
the TSP is not easy to solve as it is regarded as NP-hard problem.
2.1.3 Multiple Traveling Salesman Problem
A generalized variation of the TSP is the multiple traveling salesman
problem, called mTSP as mentioned above. Simply stated, mTSP consists
of m salesmen and n cities whose goal is to obtain m tours with a
minimized total cost of travel. This problem is the same as the classic
TSP, where every city is visited exactly once. Moreover, the salesmen
must visit at least one city, and all of them return to the starting city. As
the TSP is NP-hard problem, mTSP is also NP-hard.
2.1.4 Assignment Formulation of mTSP
ThemTSP is formulated using integer linear programming formulation [55].






1 if edge (i, j) is used in the tour
0 otherwise
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Then, the assignment formulation of the mTSP is similar to that of










x1j = m (2.7)
n∑
j=2
xj1 = m (2.8)
n∑
j=1
xij = 1, j = 2, . . . , n (2.9)
n∑
j=1
xij = 1, i = 2, . . . , n (2.10)
subtour elimination constraint (2.11)
xij ∈ {0, 1}, ∀(i, j) ∈ E, (2.12)
where (2.9), (2.10) and (2.12) are the usual assignment constraints, (2.7)
and (2.8) ensure that exactly m salesmen depart from and return back to
node 1 (the depot). Even though constraint (2.8) is implicitly understood
by (2.7), (2.9) and (2.10), it is introduced here for the purpose of complete
ness. Constraint (2.11) is used to prevent the subtours as mentioned in the
above TSP formulation.
2.1.5 Applications of mTSP
Main applications
The mTSP is most applicable to various routing and scheduling problems
as these problems require the involvement of multiple salesmen. According
to [55], several applications that are most popular in the literature are
presented as follows:
• School bus routing problem
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• Printing press scheduling problem
• Crew scheduling problem
• Interview scheduling problem
• Hot rolling scheduling problem
• Mission planning problem
Connection with other problems
Aside from the aforementioned applications, we can also linkmTSP to other
problems, i.e., mTSP is used to find balanced workload among salesmen in
the study of [62]. Moreover, in the work of [55], the authors employedmTSP
approach to deal with a workload scheduling problem by incorporating
some additional constraints. Likewise, the mTSP-based for an overnight
security service problem is presented by [13, 45], which is related to the
task assignment for security guards to monitor a given location set based
on their capacity and working hours.
2.2 Greedy Algorithm
2.2.1 Definition
A greedy algorithm is typically a simple, easy-to-implement and
problem-solving heuristic for solving an optimization problem. An
optimization problem is a problem in which a given set of inputs are
required to be minimized regarding to some constraints or conditions on
the set of solutions. This problem is assumed to have n inputs as a set of
candidates, C = {c1, c2, . . . , cn}, which are required to obtain a set of
solutions, S, where S ⊆ C. A feasible solution, c ∈ S, is obtained when
any subset of C satisfies the given constraints. Then, a feasible solution
that satisfactorily meets the minimized or maximized condition of a
predefined objective function is called an optimal solution.
The greedy algorithm generally consists of the following components:
1. A set of candidates (or input), C, which is used to generate a solution
that can be a set of nodes or edges in a graph, in this study.
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2. A set of solutions, S, which is a set of selected candidates from C that
are considered and chosen by the greedy method to reach an optimal
solution.
The decision strategy of the greedy technique makes a choice at any
step without considering the future consequence, and once a choice has been
rejected, it will never be reconsidered. In many cases within a reasonable
period of time, this strategy may produce a local optimal solution that is
often close to the global optimum solution.
Simply stated, this algorithm has several outstanding characteristics
such that it is considered as a straightforward and efficient method in
solving a problem. Although it does not always yield optimal solutions, it
does for many other cases. Moreover, the best choice at the moment will
be chosen which is hopefully expected to achieve the overall global
optimum.
Algorithm 2.2.1: Pseudocode of standard greedy algorithm
Input : A set of candidates, C
Output: A set of solutions, S
1: S ← ∅
2: while (S is not completed) and (C ̸= ∅) do
3: Choose the best currently available element c from C
4: if By adding c to S, the condition is satisfied then




2.2.2 Process of Greedy Algorithm
Considering the shortest path in a graph, basically, there exist a couple of
main steps in computing the greedy approach. The first step involves the
process of sorting all edges in the graph to find the nearest node to the
current one. In the second step, this method will choose the shortest edge
and add it to the solution set. Finally, the second step will be repeated
if the maximum number of edges are not reached. To be more concise,
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the simple structure of the greedy approach is demonstrated in Algorithm
2.2.1.
2.3 Simulated Annealing
Simulated annealing (SA) is a randomized local search technique that is
used to prevent the process of optimization from getting trapped in a local
minimum. The SA algorithm was originally developed and inspired by
the process of annealing in metal work. The annealing refers to a process
in which a solid is heated and then slowly cooled until its structure is
eventually frozen at a minimal energy state [23].
Although SA algorithm may not produce a perfect solution, it at least
can find a good solution for optimization problem. If our purpose is to deal
with minimization or maximization, SA would be an ideal solution to tackle
this problem. A good example to which SA can be applied is the traveling
salesman problem, where the salesman is required to visit a set of cities
so as to minimize the total cost of its tour. The SA has been successfully
applied and adapted to give an approximate solution for the TSP.
2.3.1 Advantages of SA
There are a number of advantages in using SA. First, it can deal with
highly nonlinear or stochastic problems. Second, it is a flexible
optimization method that has the ability to reach global optimums, which
is highly suitable for large combinatorial optimization problems. Third, it
is quite adaptable as it does not restrictively depend on any property of
the model. Fourth, SA is considered as a robust technique since it can get
rid of trapping in the local minima. Last, this algorithm can generate a
reasonably good solution for many combinatorial problems.
2.3.2 Basic Procedures of SA
It is further of importance to illustrate the basic procedures of the SA
algorithm so as to get intuitive understanding on how this algorithm works,
which consists of the following steps:
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1. Starts with an initial solution that is randomly generated, and a high
initial temperature. This solution is the current and best solution.
2. Generate a new solution randomly based on the current solution.
3. Compute the relative change in cost which is the difference between
the current and new solution.
4. If the relative change in cost is less than or equal to zero, the new
solution is accepted as the best solution.
5. Otherwise, the new solution is accepted in accordance with the
acceptance probability that is decided on the basis of the relative
change in cost and the current temperature.
6. The temperature is then reduced based on the cooling ratio function.
7. Repeat steps 2 to 6 until the stopping criterion is met. This criterion
can be satisfied when the minimum (final) temperature is reached, or
the number of iterations exceeds the maximum number of iterations.
In addition, Fig. 2.1 simply shows the process of SA algorithm in a
flow chart structure.
2.3.3 Formulation of SA
The basic notations of the main parameters used in SA can be identified
as follows:
• s0: an initial solution
• T0 : an initial temperature
• s: the current solution
• s′: the new solution
• c: a cost function denoting the total cost/distance of a solution
• δ: a relative change in cost between s and s′




𝑇𝑛𝑒𝑤 = ∝ ∗ 𝑇𝑐𝑢𝑟
𝑠
𝑃 > 𝑟𝑎𝑛𝑑𝑜𝑚(0,1) 





𝛿 = 𝑐(𝑠′) − 𝑐(𝑠)
Figure 2.1: The flow chart of SA
• Tcur : the current temperature
• Tnew = α ∗ Tcur: a cooling ratio function, where 0.8 < α < 0.99.
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• P (δ): an acceptance probability function that determines the
probability of choosing the worse solution, where P (δ) is calculated
by:





3.1 Review of Research Related to This
Work
3.1.1 Continuous Cooperative Task
There have been a number of researches applying agents, which aresoftware programs for autonomously generating robot activities, to
cleaning and patrolling problems using single or multiple robots. For
example, Ahmadi et al. [4] proposed a patrolling method where an agent
is assigned to move around the areas to search for the events that happen
with different probability. Yet, the authors did not study the case of
collaborative movement with multiple agents. Kurabayashi et al. [46]
proposed another patrolling method, called a centralized off-line method.
This method consists of a single server that is able to generate the entire
route for a sweeping task. Then, the route is fragmented into sub-areas
for the agents to patrol so as to obtain the minimal working time of each
agent. Yoneda et al. [88] proposed a distributed method in which agents
autonomously decide their search/exploration strategies in a multi-robot
sweeping problem using reinforcement learning. Sampaio et al. [75]
proposed the gravity-based model in which the locals that were not
visited for a long time have the stronger gravity, and thus, agents tend to
visit such locations for uniform patrolling. Unlike our method, these
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methods are based on the assumption that agents traverse a shared area
along different routes or with different exploration algorithms.
Luo et al. [50] proposed a cooperative sweeping strategy of complete
coverage path planning for multiple cleaning robots in a time-varying and
unstructured environment. It used biologically inspired neural networks,
and each cleaning robot treats other robots as moving obstacles. This
approach is capable of autonomously planning collision-free cooperative
path for multi-robot in unstructured environment. However, they did not
discuss how robots divide their responsible cleaning areas for a balanced
performance. Sugiyama et al. [82, 83] proposed the control method for
coordinated cleaning tasks with learning of such information. However,
their method did not segment the area but selected appropriate
path-planning strategies for moving around in the shared environment.
Portugal et al. [67] introduced a multi-level subgraph patrolling
algorithm based on balanced graph partition for efficient multi-robot
patrolling in a known environment. Hert et al. [37] tried to partition the
environment into n equal size parts. Bast et al. [9] also tried to partition
the area into equal size parts but with the additional condition that the
parts do not have any acute angles. Unlike ours, these works use
heuristics for good partitioning rules, such as parts that are equal-size or
without acute angles. Jager et al. [41] partitioned the environment into
polygonal regions. Each agent requests to clean a region, and others
respond to it when they have done it. This will result in an unpredictable
area partitioning because while a robot is requesting a polygon, it does
not consider the whole region that it has to sweep. Thus, this method is
suitable only for single-agent sweeping applications.
We can formalize the patrolling problem from more theoretical
perspective. For example, Chevaleyre et al. [18] formalized the patrolling
problem by considering the case of traveling salesman problem with
multiple agents. The authors then tried to compare the number of cycle
in which agents move and the route division methods to find the minimal
length of routes. Elmaliach et al. [26] proposed an algorithm that finds
the shortest Hamiltonian cycle in grids, which are used to patrol in the
areas and to spread the agents there evenly. These methods also assume
that robots move in the shared areas. Furthermore, most of these studies
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did not consider the case of agents visiting the locations at different
frequencies.
Another approach is to partition the area into subareas so that
agents can divide the labor. Based on their previous work [4], Ahmadi et
al. [5] introduced the extended method by including multiple patrolling
agents in which the responsible region of individual agent is segmented
based on the exchange of boundary information. Furthermore, agents
visiting a boundary region more frequently tend to take charge of the
region. Voronoi-based techniques are also another method that do not
require graph descriptions of the environments, such as [12, 22, 77].
However, these require computational costs that limit their applicability.
Bio-inspired computation models are also used to cover the areas.
Ranjbar-Sahraei et al. [69] introduced the indirect communication using
pheromone-based stigmatic communications to identify the regions that
should be covered. McCaffery [56] proposed the graph partitioning
algorithm using the foraging behaviors. The resulting subgraphs are
allocated to agents so that they cover the whole environment. Elor et
al. [27] introduced a segmentation method based on the integration of the
ant pheromone and balloon models for covering a region. That is, a region
is divided into sub-regions which are then allocated to different agents.
The authors assumed that each sub-region is a balloon, which is the
pressure that indicates the size of the sub-region. Then, the use of
pheromone communication model allows an undirected exchange of the
pressure values. However, the differences in agent performance and the
environmental characteristics are not considered in these methods, thus
the region is likely to be divided into equal-size sub-regions. Furthermore,
the implementation of pheromone communications in decentralized
multiple-robot applications is not trivial. Kato and Sugawara [44]
proposed the method, performance-based partitioning (PBP), for
partitioning a given area so that agents keep the environment evenly clean
by performing the cleaning task in a balanced manner by taking into
account these differences although it is not a bio-inspired approach.
However, unlike our method, it assumes that agents have knowledge
about what areas are easy to be dirty in the environment, but providing
this knowledge in advance is difficult because it depends on many factors.
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Our work is different from the others because we focus on how agents
identify their RA autonomously based on the complexity of the shapes of
obstacles and the characteristics of environment so that they can share the
tasks in a balanced manner.
3.1.2 Patrolling Task
Multi-agent patrolling problems have been investigated and studied by
many researchers, e.g., [6, 11, 17, 19, 36, 49, 51, 52, 54, 74, 80]. Initial
researches [7, 18, 20] presented a theoretical analysis of various strategies
for multi-agent patrolling systems and an overview of the recent advances
in patrolling problems. Portugal et al. [67] proposed a multi-robot
patrolling algorithm based on balanced graph partition, yet this paper did
not consider when the required frequency of visit is not uniform. The
same author, then, addressed a theoretical analysis of how graph partition
and cyclic-based techniques perform in generic graphs [66]. A survey of
multi-agent patrolling strategies can be found in [68], where strategies are
evaluated based on robot perception, communication, coordination and
decision-making capabilities.
Chao et al. [16] presented a heuristic for the team orienteering
problem in which a competitor starts at a specified control point trying to
visit as many other control points as possible within a fixed amount of
time, and returns to a specified control point. The goal of orienteering is
to maximize the total score of each control point, while in our patrolling
problem, the main goal is to minimize the difference in workload amongst
all patroller agents. Sak et al. [73] proposed a centralized solution for
multi-agent patrolling systems by presenting three new metrics to
evaluate the patrolling problem. Popescu et al. [65] addressed the problem
of multi-agent patrolling in wireless sensor networks by defining and
formalizing the problem of vertex covering with bounded simple cycles
(CBSC). This approach consequently considered polynomial-time
algorithms to offer solutions for CBSC. Mao et al. [53] investigated
multi-agent frequency based patrolling in undirected circle graphs where
graph nodes have non-uniform visitation requirements, and agents have
limited communication.
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Elor et al. [27] introduced a novel graph patrolling algorithm, in
which the region is divided into sub-regions that are allocated to each
agent. However, this method partitioned the region into equal-size
sub-regions. As the characteristic of the area is not always uniform,
equal-size sub-areas are inappropriate. Elmaliach et al. [26] presented a
centralized algorithm in a non-uniform grid environment which ensures
optimal uniform frequency, such that every cell is visited with maximal
and uniform frequency. However, grid-based representation has a
limitation in dealing with partial-occluded cells, or covering
close-to-boundary areas in the continuous spaces.
Sugiyama et al. [81] also introduced an effective autonomous task
allocation method that can achieve efficient cooperative work by
enhancing divisional cooperation in multi-agent patrolling tasks. This
paper addressed the continuous cooperative patrolling problem (CCPP), in
which agents move around a given area and visit locations with the
required and different frequencies for given purposes. However, this paper
did not consider area partitioning and was implemented in a
2-dimentional grid space.
The most relevant work to ours is the work of Karimov et al. [43],
which introduced a new hybrid clustering model for k-means clustering,
namely HE-kmeans, to improve the quality of clustering. This proposed
model integrated particle swarm optimization, scatter search and
simulated annealing to find good initial centroids for k-means. Another
relevant work is from Ogston et al. [61], which proposed a decentralized
clustering method by extending the traditional k-means in a grid pattern.
These two approaches could produce a good quality of clustering.
However, they did not consider when the frequencies of visit to each
location are different. As the frequencies of visit in the real-world
environment are not always uniform which makes the clustering
imbalanced, a clustering method that can take into account the
non-uniform frequency of visit and at the same time tries to balance the
workload amongst all patroller agents is preferable for realistic
applications. Our proposed method, thus, aims at dealing with these
requirements
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3.2 State of the Art of Multi-Agent
Patrolling Problem
This section describes some research papers that are not directly related
with this work. The goal of describing these work is to give an overview of
the techniques, paradigms or methods used so far to solve the multi-robot
patrolling problems.
3.2.1 Cyclic Patrolling Model
Elmaliach et al. [26] tackled the problem of generating patrol paths for a
group of mobile robots inside a continuous target area. This target area
is divided into a grid which is associated with a terrain that takes into
account directionality and velocity constrains. Therefore, the terrains and
the terrain grids considered in that work are directionally non-uniform. In
these types of terrains, each point is associated with a cost which depends
on the direction in which robots can travel. As a consequence, robots have
velocity limitations which depend on both the terrain and the traveling
direction.
In that work, a patrolling model called Cyclic is developed to generate
a cyclic patrolling path that visits every point in a given area exactly once.
A path with these characteristics is called a Hamilton cycle [64]. The
cyclic patrolling model uses a spanning tree coverage method to find the
Hamilton cycle required to patrol the terrain. The terrain could have more
than one Hamilton cycle. The cost of all these cycles is the same when the
terrain is uniform. However, the opposite is true when the terrain is non-
uniform. In that case, the cyclic patrolling model must select the minimal
circular path of minimal cost which is called minimal Hamilton cycle. A
minimal Hamilton cycle is a circular path that visits all points exactly once
in the terrain with the lowest cost. The maximal uniform frequency in the
terrain is guaranteed by selecting this minimal Hamilton cycle, i.e., each
point is covered with the same optimal frequency. This nature of cyclic
patrolling model suggests to Elmaliach et al. to propose a criterion based
on frequency optimization to evaluate multi-robot patrolling models. Note
that the patrolling model presented in that work assumes that a topological
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representation of the whole patrolling environment is available. However,
to assume that such representation is known a priori, it is not appropriate
because there are several situations in which such assumption is not true.
Once a cycle is obtained, cyclic patrolling model assigns an initial
position to each robot from which they start to patrol the terrain. This
assignation considers the minimization of the maximal distance traveled
by every robot from its current position to the assigned position. This is
done to allow robots to arrive at their initial positions in the minimal
time. These initial positions are points distributed uniformly along the
Hamilton cycle path. As a result, the distance between every two
consecutive robots is the total weight of the cycle divided by the number
of robots. This consideration yields an equal distance between every two
consecutive robots. Finally, cyclic patrolling model instructs all robots to
patrol along this cycle in equidistant relative positions. Clearly, the
manner in which robots patrol the terrain makes the solution developed
by Elmaliach et al. [26] completely deterministic, and therefore
predictable. The solution is predictable because robots follow the same
cycle over and over again. Indeed, if all robots start to patrol in the same
point, all of them will visit the same point in the same time. Moreover,
the criterion proposed in that work suggests that all the points of the
terrain will be visited at the same period of time. Therefore, this criterion
makes more predictable the behavior of robots and for security purpose, a
predictable solution is not appropriate. This is because an intruder, no
matter how intelligent, can easily deduce how a point of the patrolling
environment, or even worse the whole patrolling environment, is
protected. The intruder can then use this information to plan an attack.
On the other hand, Elmaliach et al. [26] claimed that the cyclic
patrolling model is robust in the sense that the uniform frequency of the
multi-robot patrolling task is achieved as long as one robot continues
working properly. In this sense, if one robot fails, the other robots simply
divide the circular path considering the number of robots minus one.
However, the patrolling model purposed in that work depends on a central
and explicit coordinator scheme. A centralized solution has a couple of
disadvantages, including lack of scalability in protecting the number of
locations and its likelihood to be influenced by a single-point failure
because of its unique control point. Moreover, centralized, predefined and
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fixed schemes are not suitable for security applications in some situations
such as dynamic patrolling environments, huge graphs and patrolling
environments where regions have different priorities. In fact, adding or
removing new nodes requires the generation of new patrol paths.
3.2.2 MSP Patrolling Model
Portugal et al. [67] presented a patrolling model called Multilevel Subgraph
Patrolling, or simply MSP. This patrolling model uses a balanced graph
partitioning method to divide the patrolling environment into regions
with the same dimension according to the number of robots used to
protect the patrolling environment. Nevertheless, no partitioning is
needed when only one robot is used, and a patrolling scheme for the whole
graph is implemented. This method provides partitions from two up to
eight balanced graph regions. Every region is represented by a sub-graph
extracted from the topological representation of the global patrolling
environment. Each of these regions is assigned to a robot that follows a
local patrolling route which depends on the sub-graph topology. The
patrolling model for generating this patrolling route typically searches for
Euler and Hamilton circuits and paths. Euler circuits and paths are paths
that visit all the edges of the graph exactly once. The difference between
Euler circuits and paths is that the former start and end on the same
vertex, while the latter do not. The Hamilton circuits and paths visit all
the graph nodes exactly once, and only the Hamilton circuits begin and
end on the same node. The search for these circuits and paths have the
disadvantage that it is hard to find them. Besides, most of the graph do
not have them.
If the optimal Euler or Hamilton circuits and paths do not exist, the
patrolling model searches for the longest paths and non-hamiltonian
cycles. The longest path starts and ends in vertices with only one
neighbor, also called one-degree vertices or leaf vertices. In this case, the
patrolling model builds a list with all the leaf vertices of the graph. From
this list, the start vertex and the end vertex are selected and the
patrolling model searches for a longer path. This step is performed several
times with different start and end vertices. Finally, the best path found by
the patrolling model is selected, i.e., the longest path. Non-hamiltonian
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cycles are selected only when they have at least half of the vertices of a
graph; if not, the patrolling route remains the longest path. Since the
longest path and the non-hamiltonian cycle do not contain all vertices of
the graph, the procedure includes such vertices to complete the patrolling
route. Then, ultimately inverse path procedure is used to return to the
starting vertex of the route when is required. This path has the same
vertices that the original path but in an opposite direction.
In that work, Portugal and Rocha claimed that tracking the path of
all the robots and predicting better regions to be intruded in the patrolled
environment are even more difficult. Nevertheless, an intruder does not
need to know the paths of all robots to perform an attack. The intruder
can attack the infrastructure only by knowing the path of one robot.
Although robots follow their own patrolling cycle, this cycle is
deterministic and therefore predictable. Additionally, the fault-tolerance
mechanism of that patrolling model depends on a central coordinator
which recalculates the paths without considering the robot that has failed.
However, if the central coordinator fails, the fault-tolerance mechanism
fails too. Note that similar to cyclic patrolling model, the patrolling
model presented in that work assumes the availability of a topological
representation of the entire patrolling area. However, as aforementioned,
this assumption is not always appropriate.
Single cyclic and MSP patrolling models demonstrated the
effectiveness of the patrolling models that implement solutions based on
cycles and partitioning [18, 58]. The suitable performance of those
patrolling models can be explained by their centralized coordinator
scheme [7].
3.2.3 Adaptive Solutions
Sempé et al. [79] proposed a reactive and adaptive patrolling model to
solve the multi-robot patrolling problem. To manage this problem, the
patrolling environment is divided into zones which are called regions. The
whole patrolling environment is represented by a graph in which each
region is a vertex and the edges represent connections between adjacent
regions. In that patrolling model, robots share a virtual patrolling
environment which is used to propagate the visiting value of each region
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among them. This visiting value represents the time that a given region
has not been visited by any robot. The higher the visiting value of a
region, the higher the time that such regions remains unvisited.
Therefore, this patrolling model is based on a descent gradient method in
which the robots are driven by the propagated visiting values to the least
visited regions. Once a region is visited, its visiting value is dropped to
zero. In that work, the authors take into account that robots must gather
information for a given region which takes a time called visit duration.
Another robot constraint that is considered in that work is the energy
management, e.g., robots need to charge their batteries. The patrolling
model presented in that work is evaluated carried out simulated
experiments and real-world experimentation with three pioneer 2DX
robots.
3.2.4 Negotiation Methods
Almeida et al. [7] tackled the patrolling problem with negotiations methods.
To this end, the patrolling environment is represented by a graph. Initially,
each robot receives randomly a set of vertices of this graph to patrol in
the beginning of a simulation. Note that this set could have separate or
close vertices. In this context, robots aim at getting a set of vertices as
close as possible to minimize the time between two visits to the same node
and increase their utility. The utility function of robots only considers the
distance between vertices. To fulfill this requirement, robots offer through
auctions the vertices that cannot be visited within a reasonable amount
of time. Robots that receive such offer are called bidders. The bidders
verify whether they can trade the offered node by bidding a node from
their own set. In the case of several bids, the auctioneer must choose the
best bid and make the deal with the bidder. The best bid represents the
nearest vertex from the other vertices in the set of the auctioneer. By
using this mechanism, Almeida et al. presented six market-based multi-
robot patrolling models. These patrolling models differ in the manner in
which robots perform their auctions. There are three differences in auctions.
Firstly, the auctions are either one or two shots or rounds. Secondly, the
utility function of the auctioneer determines the value of node on auction
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that is, for example, a private value. Finally, the bidder does not know the
bid of others which is called sealed-bid.
Menezes et al. [58] presented other negotiator patrolling models and
compared them with the ones described by Almeida et al. The mechanism
used in both works is the same with five variations introduced by Menezes
et al. First, vertices assigned randomly at the beginning of the simulation
are neighbor vertices instead of global vertices. Second, an algorithm
called insertion sort was used to determine which node should be
auctioned. Third, the behavior of robots can be self-interest or
cooperative. A cooperative robot trade one node by another that
decreases its utility if such exchange increases the utility of the group.
Fourth, robots avoid offering always the same vertices by selecting
randomly a node from their own set of vertices every specific time.
Finally, robots can offer up to two vertices to other robots, i.e., they can
exchange two vertices by other two, two vertices by one, or one-by-one.
The comparison carried out in that work showed that the centralized
patrolling model developed by Chevaleyre [18] performs better than the
negotiation patrolling models in almost all cases of study. However, the
negotiation-based patrolling models have characteristics to highlight such
as distribution, reactivity, adaptability, scalability and stability.
3.2.5 Swarm Intelligence Optimization
Swarm intelligence optimization, generally speaking, is a bio-inspired
paradigm that mimics the mechanisms of the ants. In this paradigm, the
ants have the ability to use the patrolling environment as a shared
memory. This is done by dropping and sensing pheromones which define
information in a temporary way due to the evaporation process and
establish an indirect communication system. The individual behaviors
performed by the ants allow the developing of decentralized patrolling
models.
Glad et al. [29] proposed a patrolling model based on this paradigm to
address the patrolling problem. In that work, the patrolling environment
is not known in advance and is represented with a grid. Each robot has
a local perception of this patrolling environment which is used to mark
and choice an action to move. The number of robots used in that work to
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perform patrolling tasks in the patrolling environment change dynamically.
The patrolling model presented in that work is called Exploration Vertex
Ant Walk (EVAW). EVAW is a pheromone-based patrolling model which
relies on the basics of other two patrolling models, namely, EVAP [21] and
VAW [84].
In EVAP and VAW, robots self-organize and each of them reaches a
stable cycle. This fact is due to the local behavior of robots which is similar
in both patrolling models. This behavior is based on a digital pheromone
model in which pheromones are represented as numbers. The values of
these pheromones decrease over time to simulate the evaporation process of
biological pheromones. To perform this process the patrolling environment
evaporates pheromones with rate ρ. The remaining value of a pheromone
represents the time elapsed since the last visit to the cell related to such
pheromone. Robots can perceive and move only between neighboring cells.
This neighborhood is represented by the four adjacent cells of the actual
position. Moreover, robots perform two actions when they visit a cell of the
grid. First, they move to the next cell according to the negative gradient of
the pheromone by choosing in the surrounding neighborhood the cell with
the minimum value. Thus, the agents necessarily choose the one which has
not been visited for the longest time. Second, they drop a pheromone in
the actual cell. Even though EVAP and VAW are similar, they differ in
two aspects. The first difference relates to the information of the dropped
pheromone. In EVAP, robots drop a pheromone of quantity Qmax, whereas
in VAW the dropped information is the date of the visit. As a result, in
VAW robots must have synchronized time counters and start at the same
time with counter t = 0. The second difference relates to the order in which
the operations move and drop are performed. In EVAP, robots drop the
pheromone and then move, whereas the opposite is true in VAW. With this
subtle difference EVAP favors exploration in the multi-robot case. On the
other hand, VAW time computation is easier to manipulate. EVAW uses
the order of operations of EVAP and the math formulae of VAW.
Wagner et al. [84] presented an enhanced version of VAW. In that
patrolling model, robots use pheromones made up a pair (µ, τ) in which µ
is the number of visits to the cell so far, and τ is the last time that the cell
was visited. In the single agent case, Wagner et al. proved that when a
Hamiltonian cycle is reached, the ant repeats it forever.
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Ahmadi et al. [5] proposed a patrolling model based on negotiations
to solve the task called Continuous Area Sweeping. In a continuous area
sweeping task, a group of robots must repeatedly visit all points in a fixed
area possibly with non-uniform frequency. This task is closely related to
other two tasks called security sweep [42] and sweeping [46]. Clearly,
continuous area sweeping and patrolling are the same tasks. However, the
research articles that tackled the continuous area sweeping task are not
included in the surveys of the literature related to the patrolling tasks.
This could be caused by the use of different words even though the task is
the same. On the other hand, in that work the authors extend a
single-robot patrolling model [4] to the multi-robot case. To this end, the
overall dynamic area is partitioned among robots and each one sweeps its
part of the patrolling environment using the single-robot area sweeping
method. The area is dynamic because it is considered factors such as
addition of new robots, robot malfunctions, change in robot speeds or
changing distribution for event appearances. That work is tested with
simulations and implemented on physical robots.
Finally, Lauri et al. [48] introduced a patrolling model based on ant
colony optimization (ACO). The patrolling model presented in that work
is combined with an evolutionary algorithm technique. This combination
allows that several ant colonies compete to find out the best multi-robot
patrolling strategy dispersed efficiently over a graph. That patrolling model
performs two stages to achieve the previously specified goal. In the first
stage, the evolutionary algorithm is used to find the most distant vertices
of a graph. In the second stage, the ACO patrolling model carries out the
patrolling tasks [47].
3.2.6 Reinforcement Learning
Machine learning techniques such as reinforcement learning can be used to
coordinate the actions of a group of robots when such coordination
depends upon the topology of the environment. This is because
reinforcement learning allows an automatic adaptation of the robots to
the environment.
Santana et al. [76] investigated the creation of adaptive robots that
learn to patrol using reinforcement learning techniques. In that work, the
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patrolling task was defined by adopting an abstract representation of the
terrain as a graph. For the single-robot case, the reinforcement learning
framework is defined over the theory of markov decision processes. In this
theory, robots act according to some policy which represents the probability
of choosing an action from a state. This selection aims at maximizing a
long-term performance criterion which is defined as a sum of a discounted
reward. The local reward used in that work depends only on the idleness of
the node currently visited by the robot. Because of this such reward does
not assume anything about the whole environment. In order to include
the edges of different length into this reward is used a discrete-time finite
semi-markov decision process framework. These frameworks can be solved
through the use of an algorithm called Q-Learning.
The extension of this patrolling model to the multi-robot case is based
on a concept called individuals learners. An individual learner solves a
collective optimization problem by solving local optimization ones. Two
reward models are used to solve these optimization problems in the multi-
robot case. In the first model, called Selfish Utility, robots do not help
to maximize the rewards of the other robots. In the second one, called
Wonderful Life Utility, robots received penalties when they compete for
the idleness of the same node. On the other hand, two communications
schemes were developed to tackle the non-determinism produced by the
multi-robot case. In the first communication scheme, called Black-Box,
robots communicate by placing flags every time that they visit a node.
In the second one, called Gray-Box, robots communicate by flags their
intentions upon actions.
Preliminary results showed that the architecture that uses the Selfish
Utility model and the Gray-Box communication scheme obtained the best
performance. The comparison between that architecture and previous ones
showed that the former performs better than the later in 80% of the cases
of study. Besides these results, the architectures presented in that work are
distributed and adaptable.
3.2.7 Traveling Salesman Problem
Chevaleyre [18] proposed several strategies to solve the multi-robot
patrolling problem by using cycles and closed-paths. In that work, the
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territory to be protected is depicted by an undirected graph. A
closed-path is a path represented by a list of vertices that start and end in
the same node and cover the edges of a graph possibly more than once. A
graph could have more than one closed path. Among these paths, the
smallest one that cover all vertices of the graph is the best solution. The
closed-path with these characteristics is called cycle. A cycle is calculated
as the optimal solution for the well-known traveling salesman problem
(TSP). Thus, for the single-robot case, a cyclic strategy consists in
traveling along the calculated cycle indefinitely.
To extend the single-robot cyclic strategies to the multi-robot case,
the robots are distributed along the smallest closed-path. The distance
between robots is the same for all of them. In the multi-robot case, besides
of the TSP strategies, the author studied strategies based on partitioning.
To this end, the territory is partitioned into several regions, and each robot
is assigned to patrol inside a single region. The experimental results of
that work showed that the cyclic strategies based on TSP perform better
than the partition-based strategies. In the literature, the patrolling model
of Chevaleyre is referred to as Single Cycle. Finally, another contribution
of that work is a theoretical analysis of the patrolling problem [20].
Chapter 4




The development of computer science and technologies, nowadays, hasbeen dramatically increasing day by day and has been used in many
application domains including the field of robotics and automation. Since
robots can often perform tasks well in a variety of environments, the
demand for robotic applications has been growing. This has led to the
massive of software applications in the field of robotics combining
computer and sensor technologies. Some robots are able to work in places
and situations that are inconvenient and dangerous for humans, such as
nuclear plant search, interplanetary exploration and disaster relief, while
others can perform the daily functions, e.g., cleaning/sweeping and
security surveillance robots. The cleaning and patrolling robots are
examples of the hottest applications. In particular, the cooperation of
multiple cleaning robots has now become very crucial because effective
cooperative cleaning of multiple robots can improve the working quality
and reduce the time for cleaning by sharing tasks. The control for
cleaning is also applicable to other sweeping tasks, such as security
patrolling and area search. This has made many researchers focus their
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studies on multiple cleaning robots in different issues, such as path
planning (or graph exploration), area partitioning, map building,
autonomous navigation, self-localization, and obstacle/collision avoidance.
The real-world environments where agents operate are diverse, so it
is almost impossible to design a system by completely anticipating the
environmental characteristics in the design stage. For example, in the
cleaning task, there are a number of locations where dirt may tend to
easily accumulate, and these locations depend on many factors such as the
shape of the environment and the locations of furniture and fixtures.
Similarly, in security applications, the locations near entrances, near
windows and around safes should be kept more secure than other
locations. This means that agents for cleaning or security have to visit
each location with non-uniform frequency in a given area based on the
characteristics of environment. Furthermore, the agents may be
most-advanced or old models and may have been developed by different
makers; this means that they have different hardware/software
capabilities, and thus, exhibit different levels of performance. Therefore,
the agents must cooperatively work by considering these differences so as
to complete the tasks in a more efficient and balanced manner.
Regarding the cleaning and security tasks, two conventional
approaches are used to implement the patrolling activities in both
coordinated and cooperative ways. Agents in the first approach work
together by sharing and cleaning the given area in a coordinated manner.
For instance, either different cleaning algorithms or visitation cycles can
be applied to ensure that the agents are able to cover the entire
area [18, 46, 88]. Another strategy for this approach is for the agents to
move around the area in formation (e.g., [3, 25, 57]). However, in these
approaches, an agent’s strategy affects the other’s, and this interaction
makes cooperation complex. In the second approach, agents partition a
given area into sub-areas, such that each agent is in charge of each
allocated sub-area [4, 27]. However, it is non-trivial to fairly perform a
division in the latter approach; if the characteristics of the area are
non-uniform and the agents have different capabilities, the responsible
sub-area for each agent should not be equal to achieve the balanced
workload.
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Therefore, this work proposes a new approach which allows the
agents to fairly and autonomously allocate their tasks based on their
capabilities and each subarea’s characteristics. If new agents are added,
agents autonomously reconfigure their subareas through coordinated
interaction over time. The main concept is that each agent keeps its
recently-visited location and calculates its expansion power that expresses
the remaining capacity/power when it believes its responsible area has
almost been cleaned or patrolled, which depends upon the degree of task
completion, such as the expected amount of dirt remaining in its subarea
in cleaning tasks and the number of important locations to keep them
secure. Next, it negotiates with the neighboring agents to readjust their
responsible sub-areas so that they can balance the cleanliness of the whole
area. However, it is difficult to identify in advance which agents that have
different hardware/software capabilities perform better in the
environment and what areas are easy to be dirty. Thus, our study aims,
using a cleaning task application, at the proposal of coordination method
for area partitioning without this kind of knowledge.
Kato and Sugawara [44] proposed the method, called
performance-based partitioning (PBP) along this line, but they did not
examine whether the method could reflect the differences between agents’
algorithms into the area partitioning. Furthermore, it assumed that
knowledge about what areas are easy to be dirty and where obstacles are
was given to all agents. However, providing this knowledge in advance is
difficult because the easy-to-dirty areas depend on many factors such as
locations of objects, intake/exhaust vents, doors and windows in the
environments. Furthermore, the locations and shapes of obstacles differ in
individual environments and may change, it is not easy to accurately
specify their information in advance. Thus, we eliminated this assumption
and extended the previous method by adding (1) the learning capability
to agents for identifying easy-to-dirty areas and (2) the function to find
and maintain the locations of obstacles through their operations [78]. We
also show the detailed results with extensive experiments in this chapter.
The work in this chapter is an extended approach based on the
previous studies [44, 87, 88]; thus, the model and problem description are
based on those proposed in these papers.
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4.2 Model and Problem Description
We will describe the models of environment and agents, and then state our
problem addressed in this chapter.
4.2.1 Models of Agent and Environment
An agent here is a control program installed on a portable cleaner robot
capable of autonomously deciding its actions and sending/receiving
messages. We assume that agent has a map (graph) of the area, which
may generally be unknown. This assumption can be made in this study,
thanks to the fact that previous studies [31, 34, 85] have already proposed
a number of algorithms for generating a map, identifying agents’
locations, and avoiding collisions. We also apply this assumption in this
work, for our study mainly focuses on area partition which is
autonomously learned by the agents to obtain a balanced task division.
Let A = {1, . . . , n} be a set of agents. The agents move around the
area which is represented by a connected graph with obstacles,
G = (V +, E,O), where V +, E and O (⊂ V +) denote the sets of nodes,
edges, and obstacles, respectively. A node in O is called the obstacle node.
In general, we assume that a number of obstacles,
{Oi | Oi ⊂ V + for 1 ≤ i ≤ k,Oi and Oj are disjoint, and
Oi is the connected set} exist in the environment and we define
O = O1 ∪ · · · ∪ Ok. The edge that connects nodes vi, vj ∈ V + is denoted
by ei,j. We then define a discrete time with a unit called a tick. An agent
moves between nodes in V = V + \ O and cleans each node it visits.
Without imposing further restrictions on the problem, the length of an
edge in E is assumed to be one which allows an agent to move along an
edge from a node to another and clean the visited node in one tick.
However, it cannot move to any node in O. We assume that V \ O is
connected, i.e., for ∀v, w ∈ V , at least one path from v to w consisting of
only non-obstacle nodes exists.
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4.2.2 Model of Dirt Accumulation
We represent the degree to which dirt is easy to be accumulated per tick
at node v ∈ V . The amount of accumulated dirt at v at time t, Lt(v), is





Lt−1(v) + 1 with probability pv




where event probability pv (0 ≤ pv ≤ 1) is called the dirt accumulation
probability (DAP) for v. Yet, if node v has been visited by an agent at time
t; then node v is cleaned, so Lt(v) = 0. Note that agent i cannot know the
actual value of Lt(v) except the current position, vit.
Each agent has a responsible area (RA) which it tries to keep clean.




t) represents the RA of
agent i at t, where V it ⊆ V and Eit = {ei,j ∈ E | vi, vj ∈ V it }. We assume
that vibase ∈ V it and V it , and V
j
t are disjoint for i, j (∈ A and i ̸= j). The
size of each agent’s RA, |V it |, can be changed to uniformly keep the area
clean in a cooperative manner.
4.2.3 Performance Measure
The purpose of cleaning tasks is to minimize the amount of pieces of dirt
in the environment without neglecting them. Hence, we use the sum of the
amount of remaining dirt in the entire area at specific time intervals as the









where positive integers ts and te represent the starting and ending times
of the interval, respectively. The smaller performance value Dts,te is, the
better agents can keep the area clean. Thus, agents aim at minimizing this
value.
AlthoughDts,te is an important measure, we also consider the balanced
task allocation for cooperative cleaning in which agents that can handle
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more work take part of the RAs of other agents that are busy and/or that
have less efficient exploration algorithms. Thus, it is of importance to focus
on the sizes of the RAs, V it , to investigate whether or not an efficient agent
could do more work in a larger RA, and calculate the amount of remaining
dirt in i’s RA, which is denoted by Dits,te . Dts,te and D
i
ts,te are often denoted
by D and Di if there is no confusion. Note that balanced task allocation
does not necessarily mean equal size of V it .
The proposed probabilistic model of dirt accumulation can also be
modified for other patrolling domains such as surveillance. For example,
the important locations that require high-level security, such as around
safes and entrances/exits correspond to the dirty areas, thus they have
higher probabilities, pv. Furthermore, we can change these probabilities in
accordance with time of day. So, for example, agents can visit the important
locations more frequently during nighttime hours.
4.2.4 Battery Consumption and Charge
Let Bimax be a positive integer representing the maximal battery capacity
of agent i at time t. Similarly, let bi(t) denote the remaining battery power.
We further assume that a constant amount of power per tick, Bidrain , is
consumed by agent i when it moves around. Thus, bi(t) is updated using
bi(t+ 1) ← bi(t)− Bidrain (4.3)
every tick. Therefore, Mi is the maximum running time that agent i can
continue to operate at most ⌊Bimax/Bidrain⌋ ticks. Moreover, agent i charges
its battery at its charging base, vibase ∈ V . The required time for a fully
charge which begins at time t, T icharge(t), is proportional to the battery
consumption, defined as:




max − bi(t)), (4.4)
where kicharge(> 0) is the proportionality factor indicating the speed of
charge. The full-battery agents start moving around and performing the
cleaning tasks in their RAs. Before the battery becomes empty, they
always return to their charging bases so as to recharge their batteries.
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This cleaning cycle is followed and repeated to keep clean the allocated
areas.
For every node v ∈ V it , agent i calculates the minimal capacity of
battery required to return to i’s charging base vibase , called the potential, in
which P(v)i represents the potential of v for i and is defined as:
P(v)i = d(v, vibase) · Bidrain , (4.5)
where d(v, vibase) is the length of shortest path within the RA of i. Since
we assume that agents have the knowledge of G in advance, they are able
to identify the shortest path using A* or Dijkstra’s algorithm. We set a
condition in which agent i can safely move to the neighbor node v at time
t if
bi(t) ≥ P(v)i + d(vit, v).Bidrain , (4.6)
where vit denotes the current node that i is located. This condition implies
that if the next node is safe, agent i will move to that node; otherwise, it
will return to its charging base along the shortest path and recharges.
4.3 Extended Performance-Based
Partitioning Method
We describe the proposed extended performance-based partitioning (ePBP)
method, which fairly partitions the given area by taking into account the
performances of the individual agents and the characteristics of the area.
In our proposed method, we assume that agents have information of V +
and E but do not know (1) the set of the DAP of nodes, {pv|v ∈ V } nor
(2) the set of obstacles, O (initially agents assume that O = ∅). Therefore,
agents with ePBP concurrently learn the DAPs of their RAs to see which
locations in the RAs are easy to become dirty, and the set of obstacles while
they decide and negotiates the responsible area with other agents.
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4.3.1 Area Partitioning
4.3.1.1 Expansion Power
Although agents do not know the values of pv for ∀v ∈ V , if agents estimate
the values of pv for ∀v ∈ V , i can estimate Lt(v) using the expected amount
of accumulated dirt on v, which is calculated by:
E(Lt(v)) = p
i
v · (t− tiv),
where piv is the estimated value of pv by learning of the dirt accumulation in
i, and tiv is the most recent time when i visited and cleaned node v ∈ V it ; if
node v is never visited by i, tiv is then regarded as the time by which v was
included in its RA, Git. How i calculates p
i
v is explained in Section 4.3.3.
We also define Lt(V0) =
∑
v∈V0 Lt(v) and E(Lt(V0)) =
∑
v∈V0 E(Lt(v)) for
a set of nodes V0(⊂ V ).
When agent i returns to its charging base at a specific time t, its
expansion power for the current RA will be calculated. Intuitively, it
expresses how efficiently i could have covered the current RA during the
latest cleaning cycle. The expected amount of accumulated dirt in each







piv · (t− tiv). (4.7)
Then, i calculates the expansion power ξ(i, t) of i at time t which is also
known as the inversion of the expected value, denoted by:
ξ(i, t) = E(L(Git))
−1. (4.8)
If E(L(Git)) = 0, ξ(i, t) is set to a sufficiently large number. The
computation of expansion power is reserved until the next calculation.
4.3.1.2 Expanding of Responsible Areas
We consider the cleaning cycle of each agent begins by leaving its base node
with full battery to clean each RA using its own exploration algorithm.
Each agent will decide to expand its RA in case that it realizes the RA
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has been mostly cleaned. Agent i will make the decision based on the
expected amount of accumulated dirt in its RA at a certain future time,
E(Lt0+γ(G
i
t0)), when i leaves from v
i
base at time t0, where γ (≤ Mi) is a
positive integer. Furthermore, i also stores the number of visited nodes,
Nvis(t), and the amount of vacuumed dirt, Nd(t), at t (> t0) during the
current cleaning cycle, which started from t0. Then, the agent will try to
expand its current RA, V it , if the following conditions are satisfied.
Nvis(t) ≥ R1 · |V it | (4.9)
Nd(t) ≥ R2 · E(Lt0+γ(Git0)), (4.10)
where 0 ≤ R1, R2 ≤ 1, and 0 ≤ γ ≤ Mi are the parameters used by
agents to determine whether or not they have mostly cleaned the current
RA. The parameter γ is introduced to specify the expected future amount
of dirt in the RA due to the continuous accumulation of dirt while the
agents move around. Of course, agents may compute E(Lt(Git)) every time





t0)) in the following experiments to avoid the frequent
calculations of the expected value. These conditions indirectly reflect both
the capabilities of the agent’s hardware and the quality/performance of the
exploration algorithms. Agents with a simple algorithm cannot effectively
move around the area (for example, the agents may visit the same nodes
many times and/or may skip some nodes). Agents that can move more
quickly have a sophisticated exploration algorithm, or have a large-capacity
battery can more easily satisfy two conditions and thus are likely to expand
their RAs.
Note that a larger R1 and R2 make agents more conservative about
expanding their RAs. There is a trade-off between conservativeness and
eagerness: eager agents with a small R1 and R2 try to expand their RAs
even if their RAs are not clean enough while conservative agents will avoid
expanding their RAs even if they are able to do so, and the adjacent agents
have smaller expansion powers. We will discuss this in Section 4.4.2.6.
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4.3.1.3 Expansion Strategy
When Conditions (4.9) and (4.10) are fulfilled, agents realize that they can
perform their tasks in a larger area. Therefore, they will start an area
expansion trial (AET), in which they try to cover other nodes that are not
covered by other agents or are in the RAs of busier agents. In the AET, we
have taken into account two factors. The first factor is the distances from
their bases because visiting only far nodes may reduce the performance of
both agents and the whole system. The second one is the frequent failures
of expansion in a certain direction operated by unbusy agents in which we
attempt to avoid.
When agent i finds that Conditions (4.9) and (4.10) are satisfied at
time t during its cleaning cycle, an AET process begins comprising two
parts, where the first part involves the case that i identifies the nodes to
be included in its RA using the expansion strategy; the latter part involves
the negotiation of i with neighbor agents to determine which agent should
be responsible for the identified nodes with the assumption that part of I i
is in the RAs of the neighbor agents.
The expansion strategy tries to include the boundary nodes closer to
the charging base. Agent i starts with defining its current RA boundary,
which is denoted by B(V it ) ⊂ V . For instance, Fig. 4.1 represents the
environment G in a grid graph. The set of white color nodes with bold lines
is denoted by V it , and the set of the light blue and orange colored nodes is
called the boundary, B(V it ). i chooses the set of kinc nodes, I
i
inc(⊂ B(V it )),
vbase The closest node from vbase
The orange and yellow nodes are the
elements of I  . Although the yellow node
is not in the boundary, it is an adjacent of 




Figure 4.1: Expansion strategy (the nearest boundary expansion)
The squares with bold lines denote the current RA. The light blue
and orange squares are boundary of sub-area, while the pink one is
the base node.
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that are not in I iavoid and are considered as the nearest nodes from v
i
base ,
for positive integer kinc. After that, it will define I i as the nodes in I iinc
and their neighboring (north, south, east, and west) nodes that are not in
both V it and in I
i
avoid . In Fig. 4.1, for instance, the orange and yellow nodes
express I i when kinc = 1 and I iavoid = ∅. If I i = ∅, the AET process ends,
and nodes are not added to i’s RA.
If one of the adjacent agents can afford to clean a larger RA, an
attempt to take nodes from its RA may fail. To get rid of frequent failures
of the AET, i stores the nodes that it failed to take into I iavoid . At the
same time, it does not choose those nodes as elements of I i in the next
kavoid times of AET. Note that I iavoid is initially set to ∅, and kavoid is a
positive integer.
4.3.1.4 Negotiation for Expanding Responsible Areas
The negotiation process begins after agent i identifies I i to determine which
nodes in I i should be included in its RA according to the following steps:
(1) The revision of the RA:
V it is set to V
i
t−1 ∪ I i.
(2) The sending of request message for area expansion:
i reports I i based on its current expansion power ξ = ξ(i, t).
(3) The acceptance/rejection of area expansion request:
Assume that a request message for area expansion has been sent from
agent i to j at time t. If V jt ∩ I i = ∅, j does nothing. Otherwise, j
compares j’s expansion power, ξ(j, t), with ξ which yields two possible
conditions:
(3.1) First condition: if ξ(j, t) ≥ ξ, agent j sends a rejection message
with V jt ∩ I i and ξ(j, t) to i.
(3.2) Second condition: if ξ(j, t) < ξ, agent j sends an acceptance
message with V jt ∩ I i and ξ(j, t) to i. Then, j revises its RA to
V jt = V
j
t \ I i.
(4) Expansion of responsible area:
In the case that i receives a rejection message from j, the nodes will
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then be excluded from V it and stored the information about those
nodes into I iavoid with j’s expansion power. They will not be included
in I i in the next kavoid times of AET. This process will help the agents
avoid frequent failures.
Agent i continues performing its cleaning task in the current RA during
the above message exchanges. AET is supposed to be invoked only once
per cleaning cycle even if i has enough battery to continue so as to avoid
excess expansion. Yet, of course, we can omit this restriction.
4.3.2 Identifying the Location of Obstacles
We assume that agent i can detect obstacles using sensors (e.g.,
touch/sonar/infrared sensor, proximity sensor and camera) and in this
paper, i can detect a node of obstacle by hitting it using touch sensor
which is the simplest way. Agent i starts moving from its charging base
vibase along the path generated by an exploration algorithm. It then
memorizes the nodes that it cannot move which is defined as block node
Oi, whose initial value is the empty set. Then, when i hits a node of an
obstacle during the cleaning process, it adds them into Oi. Furthermore,
if the elements in Oi surround other nodes, these are the part of the
obstacles. Thus, they are added into Oi. This enables i to recognize which
nodes are the parts of obstacle. After their RAs changed or Oi was
revisited, agents recalculated the shortest distance between nodes in the
RAs when they arrive at their charging bases.
4.3.3 Learning of Dirt Accumulation Probabilities
To identify which nodes are easy to become dirty in the RAs, agent i learns
piv for ∀v ∈ V it , which are the estimated values of the DAPs of V it . First,
when node v is added in V itv at time tv, i initializes as p
i
v = 0 and the last
time when i visited v, tiLV (v), is set to tv.
Right after i has vacuumed up dirt at node v at time t, i calculates
the interval, I it(v), between the current and the last time visited v:
I it(v) = t− tiLV (v). (4.11)
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Then, the DAP of v is estimated by Lt(v)/I it(v). However, the reliability
of such an estimated value depends on the length of interval, I it(v). Thus,
we introduce the variable learning rate, α(x), which weighs the obtained
probability according to the length of the interval, and piv is updated as:




Then tiLV (v), is set to t. The learning rate function 0 < α(x) < 1 in Eq.
(4.12) is monotonically increasing and is defined as the linear function with
the upper bound:
α(x) = max(δx,αmax ) (4.13)
in the experiments below, where 0 < δ ≪ 1 is the gradient of the
learning rate, and 0 < αmax is the upper bound.
4.4 Experimental Evaluation
4.4.1 Experimental Setting
We evaluated the ePBP method by clarifying its performance and features
in a variety of situations using two environments for the simulation, as
illustrated in Fig. 4.2. G, which is the cleaning area, is a 51 × 51 grid.
Node v is expressed by (x, y), where −25 ≤ x, y ≤ 25. Four agents A =
{a1, a2, a3, a4} move around G starting from their charging bases vibase (i =
1, 2, 3, 4). The set of obstacles, O, is empty if nothing is stated.
The DAPs for all nodes are shown in the figure, where parameters
pl, pm, and ph are described as:
pl = 2 · 10−6, pm = 2 · 10−5, ph = 2 · 10−4. (4.14)
The dirt in the first environment (Env. 1) uniformly accumulates, while
the second environment (Env. 2) consists of areas where dirt more easily
accumulate. These areas in Env. 2 are represented by the square regions,
ph and pm, where the red region is specified by (−20,−20) and (−10,−10),
and the blue region by (5,−5) and (15, 5), so the sizes of these regions are





Environment 1 Environment 2
Figure 4.2: Experimental environments
121. The numbers with circle represent the charging bases’ locations, e.g.,
the charging base of a1 is at (−25, 0). Furthermore, the subarea whose
DAP is ph in Env. 2 is considered to be an easy-to-dirty subarea. Note that
since the DAP in Env. 1 is pm, so Env. 1 is dirtier than Env. 2.
We assume that all agents have the same batteries, and the specific
battery configurations and their values are shown in Table 4.1. We
defined these values in accordance with the specifications of an actual
robot cleaner1. In addition, we also includes the value of parameters for
selecting and controlling AET and the parameters used in the learning of
DAPs in Table 4.2 and Table 4.3. We then stored, every 3600 ticks (which
is the maximal cleaning cycle) up to 1,000,000 ticks, the sum of the
amount of remaining dirt, D, the expansion powers ξ(ai, t) calculated
when the agents returned to their base, and the sizes of the RAs, |V it |.
The experimental results given below are the average values of 100 trials.
These results are compared with those of a conventional partitioning
method [27], whose given area is divided by the agents into equal-size
subareas based on the comparison of the current sizes of their RAs. We
call it the balloon method [27] hereafter.
1In our experiments, one tick is about 4 seconds, the velocity is 0.25 m/s, the
maximum operation time is 1 hour, and each agent’s battery takes 3 hours at maximum
to fully charge.
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Table 4.1: Battery configurations
Parameters Value
Maximal battery capacity: Bimax 900 ticks
Battery consumption per tick: Bidrain 1 hour
Time to charge: kicharge 3 hours
Maximum running time: Mi 900 ticks
Time for fully charge: T icharge(t) 2700 ticks if the battery is empty
Maximum length of a cleaning cycle (for all agents) 3600 ticks




γ 300 (= Mi/3)
kinc 15
kavoid 17




We conducted four experiments. In the first experiment (Exp. 1), we
compared cleaning performance and examined how the environments were
divided in accordance with the environmental characteristics. The second
experiment (Exp. 2) investigated how the ePBP could reflect the
difference in algorithms of exploration. In the third experiment (Exp. 3),
we introduced the agents with the enhanced battery to know how
hardware differences affected the RA partitioning. Finally, we added a
number of obstacles into the environments to investigate how the ePBP
method decided the RAs by reflecting the obstacles, especially a
intricately-shaped obstacle, in the fourth experiment (Exp. 4).
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4.4.2 Experimental Results
4.4.2.1 Algorithms for Exploration in Experiments
Agents move around the RAs by using certain exploration algorithms and
to verify that the proposed PBP method can determine the RAs by taking
into account the differences in algorithm performance. We assume that the
agents use one of three exploration algorithms described below. Because the
focus in the experiments is on area partitioning for division of labor, these
algorithms are quite simple and non-intelligent; improvement of exploration
algorithm out of scope, but agents can use more effective algorithms in our
framework.
With the random exploration (RE) algorithm, agent i randomly selects
target node v from V it and then moves to v along the shortest path from the
current node. After reaching the node, i randomly selects another node,
i.e., it iterates this select-and-move action.
With a simple depth-first search, directed depth-first exploration
(DDFE) algorithm, i chooses the first targeted node, v ∈ V it , whose
expected amount of accumulated dirt E(Lt(v)) is the largest when it
leaves vibase , moves to it along the shortest path, and pushes the node on
top of its stack. After that, it randomly selects one of the adjacent nodes
excluding a previously visited one, moves to it, and pushes the node on
top of its stack. This process is iterated as long as i can select an
unvisited node. Then, if i cannot select it, i moves back to the previous
node by popping the top node from its stack and backtracking one step.
It again tries to select another unvisited node. Finally, i will return to it
base node vibase after it returns to the first chosen node. Although [44]
used the (random) depth-first exploration (DFE) algorithm that is also a
depth-first search simpler than DDFE, we did not use it here. DDFE
relies on the learned DAPs , so it is better to see the effect of the DAP
learning on the performance.
The DDFE algorithm is better than the RE one since an agent using
RE may visit the same nodes many times but one using DFE does not visit
the same node in a cleaning cycle except when backtracking. Note that
agents using these algorithms move to only safe nodes, as we mentioned
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in Section 4.2.1. If they find that the next node is not safe, they directly
return to their base nodes via shortest paths.
4.4.2.2 Performance of Cleaning and Sizes of RAs
For the purpose of Exp. 1, we compare the sum of the amount of remaining
dirt, D, in two environments. We assumed that all agents used the DDFE
exploring algorithm. We also examined the PBP method in Exp. 1 to
investigate the differences in performance between the PBP (the DAPs
were given) and the ePBP (the DAPs were learned) methods. The results
are plotted in Fig. 4.3. The average values of D = Dts,te observed between
ts = 800, 000 and te = 1, 000, 000 in Env. 1 and Env. 2 and the improvement
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Figure 4.3: Amount of remaining dirt, D, using PBP and ePBP in
Exp. 1
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Table 4.4. For Env. 1, it is reasonable that the area divisions are equal
in size because the DAPs {pv}v∈V are constant. Hence, the differences
between the PBP, ePBP, and conventional methods were small although
ePBP exhibited slightly lower performances (the improvement ratio was
−1.80% in Table 4.4). In Env. 2, the ePBP and PBP methods resulted
in a much smaller D than the conventional method, and the improvement
ratio was 17.40% (Table 4.4), because the area is partitioned based on the
environmental characteristics. We can also observe that the ePBP and PBP
exhibited the almost identical performance in both environments (Fig. 4.3)
although agents with the ePBP were not given the values of DAPs.
We investigated how the RAs expanded and were partitioned
depending on the PBP and ePBP methods over time in Env. 2; the
results are plotted in Fig. 4.4. Note that the results for Env. 1 are omitted
because Env. 1 is uniform, so they partitioned the equal-size RAs.
However, Env. 2 has two easy-to-dirty subareas, so the equal-size
partitioning is inappropriate. First, Fig. 4.4 (a) and (b) indicates that the
sizes of RAs of ai, |V it |, were quite indifferent between the PBP and ePBP
methods in Env. 2. With both methods, agents a1 and a4 had their bases
located near the easy-to-dirty subarea; thus the sizes of their RAs are
relatively smaller than those of the others (note that ph is 10 times larger
Table 4.4: Average values of remaining dirt between 800,000 and
1,000,000 ticks.
Conventional ePBP Improvement
Method Method Ratio (%)
Exp. 1 Dts,te in Env. 1 127.9 130.2 -1.80
Dts,te in Env. 2 81.6 67.4 17.40
Exp. 2 Dts,te in Env. 1 171.0 165.7 3.10
Dts,te in Env. 2 106.4 81.1 23.78
Exp. 3 Dts,te in Env. 1 92.8 85.6 7.76
Dts,te in Env. 2 58.2 44.0 24.40
Exp. 4 Dts,te in Env. 1 131.4 134.5 -2.35
Dts,te in Env. 2 85.6 68.3 20.12


















































(a) Size of RAs over time (PBP) in Env 2
(b) Size of RAs over time (ePBP) in Env. 2
Figure 4.4: Sizes of RAs, |V it |, in Exp. 1
than pm). The RA of a3 was the largest because the area near its charging
base rarely got dirty.
Figures 4.3 and 4.4 indicate that the convergences were slightly faster
when agents adopted the ePBP method. Because they initially believed
that the environment was uniform and had no easy-to-dirty subareas, they
tried to extend their RAs to proactively clean the wider areas.
Figure 4.5 plotted the amount of remaining dirt, Di, in Env. 2 when
agents adopted the conventional or ePBP method. It shows that the
differences in Di were quite smaller in the ePBP method than those in the
conventional method; this is the result of better partitioning of RAs for
balanced work by taking into account the characteristics of Env. 2. Note
that Fig. 4.5 (b) indicates that the values of Di did not become identical.
























































(b) ePBP (Env. 2)
(a) Balloon
     method [9] (Env. 2)
Figure 4.5: Remaining dirt in |V it | in Exp. 1
The main reason is that when they charged (maximally, 2700 ticks), the
amount of dirt increased, especially, in the nodes whose DAP were high.
Actually, in Env. 1, Di converged to an identical value in all experiments
below. We will show this fact in Exp. 2 in the next section because its
experimental setting was more diverse than that of Exp. 1.
4.4.2.3 Effect of Different Exploration Algorithms
In Exp. 2, we gave agents two different exploration algorithms, RE and
DDFE, described in Section 4.4.2.1; agents a1 and a2 used RE and a3 and
a4 used DDFE. The subarea near the charging bases for a1 and a4 would be
the dirtiest although RE is less effective than DDFE. In realistic situations,
the agents using a better algorithm should be allocated to the dirtier areas.
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Figure 4.6: Amount of remaining dirt, D, in Exp. 2
We did not do this because we wanted to clarify the effect of the differences
in algorithms and environments on performance and RA partitioning.
Figure 4.6 is the set of graphs showing the amount of remaining dirt,
D, in Envs. 1 and 2 over time. We also listed the average value of D
between 800,000 and 1,000,000 ticks in Table 4.4. These data indicate that
the ePBP method could clean more effectively, especially in Env. 2 like
Exp. 1, than the conventional method.
We also plotted the sizes of RAs of ai with the ePBP method in
Envs. 1 and 2 in Fig. 4.7. In Env. 1, agents with the ePBP method
autonomously divided their RAs in accordance with their exploration
algorithms. In Env. 2, by adding the easy-to-dirty subareas, the tendency
was more notable; for example, a3 and a4 used the DDFE, but a3 had no
dirty subareas near its charging base, so the size of its RA became 1000
nodes approximately. In contrast, a4 had the small RA that was smaller
















































(a) Size of RAs (ePBP) in Env. 1
(b) Size of RAs (ePBP) in Env. 2
Figure 4.7: Sizes of RAs, |V it |, in Exp. 2
than a2’s RA. The graphs in Fig. 4.8 show the amount of remaining dirt
in RAs, Di (for i = 1, 2, 3, 4), when agents adopted the conventional
method (Fig. 4.8 (a) and (c)) and the ePBP method (Fig. 4.8 (d) and
(d)). We can find that the proposed ePBP method could clean the RAs
more evenly in both environments. Note that in Env. 2 (Fig. 4.8 (d)), the
values of D1 and D4 were relatively larger although agents tried to divide
the RAs for balanced work. This reason is identical to the case in Exp. 1;
the amount of dirt increased in the nodes whose DAP were high when
they charged. Note again that ph is 10 times larger than pm.





















































(a) Balloon method [9] (Env.1)























































(d) ePBP method (Env. 2)
Figure 4.8: Remaining dirt in |V it | in Exp. 2
4.4.2.4 Effect of Hardware Difference
We conducted Exp. 3 to see the effect of hardware difference, more
specifically different capacities of batteries, on the sizes of RAs and on the
performance of cleaning. We assumed that a1 and a2 had the same
battery in the previous experiments, but a3 and a4 had a better (long-life)
battery that is specified as B3max = B
4
max = 1800 (and other battery




drain , and B
4
drain are identical to other’s
batteries). Other experimental setting was identical to that of Exp. 1.
Figure 4.9 (a) and (b) shows the amount of dirt remaining in the
environments over time. The average value of D between 800,000 and
1,000,000 ticks is also listed in Table 4.4. They indicate that the ePBP
method could outperform the conventional method due to better allocations
of RAs as shown in Fig. 4.10 (a) and (b), which shows the sizes of RAs
allocated to agents, ai in Envs. 1 and 2. Figure 4.10 (a) indicates that a3
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Figure 4.9: Amount of remaining dirt, D, using conventional method
and ePBP in Exp. 3
and a4 had larger sizes of RAs than those of a1 and a2 in accordance with
their battery capacity specifications. In Env. 2, Figure 4.10 (b) exhibits
more interesting curves: until 5,000 ticks, the sizes of RAs were similar to
those in Env. 1. After that, because the agents began to include the dirtier
subareas in their RAs and to learn the DAPs, agents changed the sizes of
their RAs by reflecting the environment and the battery capacities shortly.
Thus, the RA of a4, for example, became smaller although it has better
battery, and conversely, the size of a2’s RA became larger. Note again that
ph is 10 times larger than pm.
Figure 4.11 (a) and (b) shows the amount of remaining dirt in RAs in
Env. 2. We omitted the graphs in Env. 1 but found that the ePBP method
could keep clean uniformly in Env. 1 due to the balanced work allocations.
It also made the difference in remaining dirt between RAs smaller in Env. 2













































Figure 4.10: Sizes of RAs, |V it |, in Exp. 3
(Fig. 4.11 (a) and (b)); however, there are still differences between them
because the difference was caused by the increase of dirt in the easy-to-dirty
subarea during battery charge.
4.4.2.5 Balanced RA Allocations with Obstacles
In Exp. 4, we investigated how existence of obstacles and their shapes
affected their sizes of RAs. For this purpose, we put three obstacles into
Envs. 1 and 2 with different shapes, including square, rectangular and E-
shape, as shown in Fig. 4.12. These environments are referred to as Env. 3
and Env. 4, respectively. We add the E-shaped obstacle since it is slightly
complicated and some extra time is required to clean its neighbors. The
square obstacle is specified by (−18,−3) and (−13, 2), while the rectangular















































(a) Balloon method [9] (Env. 2)
(b) ePBP (Env. 2)
Time (tick)
Figure 4.11: Remaining dirt in |V it | in Exp. 3
is specified by (13,−6) and (18, 3). The size and location of the E-shape
obstacle is shown in Fig. 4.12. Note that the rectangular obstacle partly
overlapped the dirtier subarea whose DAP is pm.
When a number of obstacles exist in the environment, we could
observe the slightly different phenomenon. Figure 4.13 presents how
remaining dirt, D, varied overtime (until 1,000,000 ticks) in Envs. 3 and
4. We also listed the improvement ratios of D between 800,000 and
1,000,000 ticks in Table 4.4. Figure 4.13 and Table 4.4 indicate that the
ePBP method left slightly more dirt in Env. 3 than the conventional
method as in Exp. 1, although the ePBP outperformed the conventional
method in Env. 4. Because Env. 3 is uniform except the three obstacles
which hindered for the learning of the DAPs, the ePBP could not learn









Figure 4.12: Experimental environments
the DAP values efficiently. Figure 4.13 also shows that the values of D
almost converged around 5,000 ticks. However, if we look at Fig. 4.13 (a)
and (b) more carefully, the values of D decreased very slowly after that.
Figure 4.14 represents the size of RAs of agent ai in both Envs. 3
and 4 using our proposed method. Note that the sizes of RAs excluded
the nodes occupied by obstacles. Figure 4.14 (a) indicates that agents
autonomously divided the areas on the basis of only the existence and the
shapes of the obstacles since Env. 3 is uniform. For example, a4 had the
E-shaped obstacle that is more complex than others, and it took more ticks
to reach the areas inside the E-shared obstacle. This results in the smaller
a4’s RA than others. The RA of a2 was also smaller because it had the
rectangular obstacle which took slightly longer time to reach the nodes in
the opposite side of the rectangle from the a2’s base, v2base . This situation
is also similar for a1 but the obstacle near v1base was smaller, so the RA of
a1 was relatively larger.































































Figure 4.13: Amount of remaining dirt, D, in Exp. 4
On the other hand, because Env. 4 has a number of easy-to-dirty
subareas, the area partition reflected both the obstacles and the
characteristics of the environment. Figure 4.14 (b) indicates that because
a4 had both the E-shape obstacle and the easy-to-dirty subarea near the
charging base, its RA was the smallest (about 400). In addition, the RA
of a3 was the largest (around 860), for there was neither easy-to-dirty
subarea nor obstacles nearby its charging base. Of course, agents with the
conventional method have equal-size RAs, thus the RA including the
complex-shaped obstacle and easy-to-dirty region tended to have more
remaining pieces of dirt.
Figure 4.15 (a) and (b) represents the amount of dirt left in the RAs
in Env. 4 using the conventional and the proposed methods, respectively.
Fig. 4.15 (a) indicates that the differences in the amount of remaining dirt

















































Figure 4.14: Sizes of RAs, |V it |, in Exp. 4
in RAs, Di (i = 1, 2, 3, 4), were large but by using the proposed method,
we can see from Fig. 4.15 (b) that agents could keep the values of Di closer.
This result shows that our proposed method could vacuum dirt in a more
balanced manner.
We can observe two phenomena different from other experiments.
First, if we compare the results of a1 and a4 in Figs. 4.14 (b) and 4.15 (b),
we can see that the size of a4’s RA was smaller but the a1’s RA was
dirtier. This indicates that because a4 had E-shaped obstacle, a1 cleaned
the dirty subarea between v1base and v
4
base more than a4.
Second, Fig. 4.14 obviously indicates that it took longer time to
converge the sizes of RAs. We can consider two reasons for this (see also
Fig. 4.4). First, agents required more time to reach and thereby learn the
DAPs of the regions in the opposite side of obstacles, especially another




















































(a) Balloon method [9] (Env. 4) 
a1 a2
a3 a4
Figure 4.15: Remaining dirt in |V it | in Exp. 4
side of the E-shaped obstacle. In addition, the exploring algorithm used in
this experiment was too simple to clean effectively such a complex region.
Second, the existence of obstacles let the speed of expansion of RAs
slower because agents first try to expand them to the nearest nodes. This
discussion suggests the limitation of the proposed method; i.e., we have to
improve the learning speed, and we will address this issue next time.
How environment is partitioned is shown in Fig. 4.16. Note that we
selected this result of partitioning randomly from 100 experimental trials we
conducted, and we could see that other partitioning looked similar. We can
see in Fig. 4.16 that a4 had the smallest RA because an E-shape obstacle
is next to its charging base, and the dirty area whose probability is ph is
also in its RA. Particularly, this obstacle made the cleaning difficult, and
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Figure 4.16: Shape of RA in Env. 4
a4 needed to spend longer time. Thus, a4 decreased its RA. However, the
RA of a3 was the biggest because there is no obstacle nearby its charging
base nor the dirty areas.
4.4.2.6 Discussion
From the results of our experiments, we can say that the proposed ePBP
method can effectively partition the area in accordance with the
differences in the environment and the performances of the agents in a
cooperative cleaning task. The agents that: (a) use more efficient
algorithms, (2) have high-capacity batteries, and/or (3) are deployed in
regions that are relatively simpler and cleaner can handle larger areas, and
thus, they try to expand their RAs by acquiring nodes from busier agents.
Furthermore, although the ePBP method does not assume the information
of dirty areas, i.e., the values of DAPs , it exhibits the performance
comparable to the PBP [44]. However, a few things need to be considered.
The first thing to consider is the effect of the parameters used.
Parameters R1, R2, and γ, which are used in Conditions (4.9) and (4.10)
specify the situations in which agents start an AET. If these parameters
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are large, agents tend to expand their RAs only after they have
sufficiently cleaned their current RAs. That is, they are conservative
about expanding their RAs even if the adjacent agents lack the
performance needed to clean their areas. If these parameters are small,
the agents tend to start an AET even before their current RAs have been
sufficiently cleaned, so AETs are started more frequently. This can result
in frequent meaningless AETs. Parameter kinc controls the number of
nodes acquired in a single AET, and parameter kavoid controls the number
of fruitless AETs in which agents try to extend their RA towards the
expense of agents with high expansion powers. The trade-off mentioned
here is similar to the explore-or-exploit dilemma that occurs with learning
algorithms. We think that the learning is needed to decide the values of
these parameters: This is left to our future work.
Finally, as shown in Exp. 4, the convergence became slower when the
environment had a number of obstacles. When its shape was complex, like
the E-shaped obstacle, in particular, agents could rarely reach recessed
areas inside the complex obstacle due to a number of reasons, and this
resulted in the inefficient learning. First, the exploring algorithm used in
our experiments was so simple to explore such recessed areas. Second,
more importantly, agents had no information about the DAP and initially
assumed that such recessed areas were not so dirty, so there were no
motives to move there. For example, if the recessed areas were
easy-to-dirty, agents gradually learned it and visited there more often.
However, in our experiment, the recessed areas were not easy to be dirty.
This is also another issue that we should address in the future.
By using area expansion trial (AET), agents can adaptively expand
their RAs. If the room is large, agents can expand their RA rapidly by
adjusting the parameters used in the AET strategy. However, we cannot
decide the maximum size of the cleaning area because it depends on the
specifications and the number of agents. Note that most of the
computational cost in our proposed method occurs in the calculation of
the expansion power, and is O(m), where m is the size of RA.
Our proposed method could partition the area/environment fairly and
effectively by taking into account the characteristics of the environment and
the capability of each agent. However, some additional issues such as map
generation, path planning, identifying agents’ locations, collision/obstacle
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avoidance, compensation for imperfect communication and how to identify
the appropriate number of agents for efficient cleaning exist for the real
applications of cleaning/sweeping domains. In particular, although the
appropriate number of agents depends on the agent’s specifications, it is
important to introduce some mechanism, which contribute both efficiency
in the cleaning and energy saving, to decide the appropriate number of the
cleaning robots. For example, if the room is very dirty, then the number of
agents should be increased. Yet, if some agents are redundant, the number
of agents should be reduced by improving their specifications. This issue
should be solved and is our next future work.
In addition, when an area is connected with a very narrow path (e.g.,
the room with a small door/gate whose width is 1, through which only
one agent can pass), agents cannot partition the whole area in a balanced
manner. This is because the whole space in the room will be covered by
only one agent whose base is close to the door, while another agent cannot;
if the room is very large, the agent that is responsible for it will have to
cover the whole room alone, leading to unbalanced task division between
agents. This is one limitation of our work, yet we will extend our method
to overcome this issue.
Our work is not restricted to only the cleaning application. We can
apply it to other real-world applications such as the security patrolling.
Agents in this problem domain must visit/monitor locations in environment
at different frequencies. For instance, continuous cleaning and security
patrolling agents have to control robots so that they frequently visit regions
that easily accumulate dirt and those at high security levels. Thus, the
cleaning task is just an example for our experiments described in Section
4.4.
4.5 Summary
We have introduced a decentralized area partitioning method for cleaning
and patrolling tasks. This method tries to uniformly keep clean/secure
the given environment by allocating areas of responsibility in accordance
with the characteristics of the environment and the performance of the
exploration algorithms. We first modeled the environment, the agents,
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and the problem addressed here. Then, we explained the proposed
method in which agents try to expand their responsible areas and
negotiate with adjacent agents to decide which agents should clean the
identified boundary nodes while they learn what areas are easy to
accumulate dirt. Experimental results showed that our proposed method
can fairly and effectively divide an area into subareas (responsible areas)
by taking into account the efficiency and capability of each agent and the
environmental characteristics. Finally, unbalanced tasks are resolved, and
the tasks for agents are completely done in a more balanced and efficient
manner.
We mainly focused on the cleanliness of floor whose purpose is to
minimize the amount of remaining dirt left in the whole environment after
each cleaning. We think that energy consumption of the cleaning robot is
important, but it has not been considered yet and must be related with the
appropriate control of the number of agents and their operating time.
We can consider a number of future work to make our method practical
as discussed in Section 4.4.2.6. Although applying our method to a new
room relies on other methods to create the map of environment as discussed
in Section 3.1, we believe that combining our method and a map creation
seems better for actual application. Additionally, we plan to find a way
to appropriately control the parameter values to enable more autonomous






Continuing advancement in the field of autonomous mobile robots hasbeen apparent within the last few decades. The patrolling problem
with a team of agents particularly has gained much attention. Patrolling
refers to the act of continuously moving around and visiting the relevant
areas or important points of an environment, with some regularity/at
regular intervals, in order to protect, navigate, monitor or supervise it. A
group of agents is usually required to perform this task efficiently as
multi-robot systems are generally believed to hold a number of advantages
over the single-robot ones. The ability of multi-robot system in providing
solutions for real-world applications and dealing with task complexities
has motivated and made many people prefer developing this system to
developing a single-robot system [28].
Multi-agent (multi-robot) patrolling, however, is not limited to
patrolling real-world areas, yet they can be found in applications on
several domains, such as continuous sweeping, security patrolling,
surveillance systems, network security systems and games. In other words,
patrolling can be beneficial in any domain characterized by the need of
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systematically visiting a set of predefined points [73]. For example, in
many cases of real police works, there are services with human such as
electronic security services [1]. The benefits of those systems are the
cost-effectiveness against labor costs, and because it is monitored by
sensors, visual overlook and human error are less likely to occur [86].
However, most of current studies assume that the frequency of visit to
each node/location is uniform, yet in the realistic applications, the
frequencies of visit differ; for example, in security patrolling, each location
has different visitation requirement or risk status according to the
required security level.
We divide multi-agent patrolling task into three steps: how to partition
the work into a number of sub-tasks, how to allocate the individual sub-
task to one of the agents and how to select the visiting sequence for each
agent. We call them the partition, allocation and sequencing problems,
respectively. In this work, we assume homogeneous agents that have the
same capability and use the same algorithms. This assumption makes the
allocation problem simple, and thus, we only consider the algorithms for
partitioning and sequencing. The combination of the partition algorithm
and the sequencing algorithm is referred as a strategy.
In this work, we will model the problem of patrolling as a problem of
visiting vertices in a graph with visitation requirement by dividing it into
a number of clusters. The visitation requirement of a location (vertex)
refers to the number of times or how often a patroller agent is required to
visit/patrol it in a certain interval of time. Then, after clustering nodes in
this graph, each agent is responsible for patrolling the allocated cluster,
and its nodes must be visited to meet the visitation requirement, namely
frequency of visit1. In the partitioning step, we applied k-means based
algorithm as a clustering algorithm by modifying its objective function
and the initialization of centroids so as to make it fit to our problem. Our
goal in this step is to cluster a given graph so that the potential workloads
of individual clusters are balanced, which means trying to balance the
workload amongst all agents. Moreover, the sequencing step addressed
how to select the route (sequence of nodes) for each agent in its allocated
1The words visitation requirement and frequency of visit have the same meaning
in this context. For the sake of clarity and specification, we refer to the visitation
requirement as the frequency of visit.
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cluster with a minimized cost. We used the simulated annealing (SA) here
as an algorithm to find the sequences of nodes because our problem is
similar to the multiple traveling salesman problem (mTSP), which is a
generalization of the well-known traveling salesman problem (TSP) as
mentioned in [10], and SA is often used to find the acceptable solutions
due to the fact that SA is considered to be a flexible meta-heuristic
method for solving a variety of combinatorial optimization problems. The
difference between our problem and mTSP is that in mTSP, a number of
cities have to be visited by m-salesman whose objective is to find m tours
with minimum total travel, where all the cities must be visited exactly
once, while in our problem, all the locations in a patrolled area must be
visited to meet the visitation requirement. We believe that our model of
partitioning and sequencing with the frequency of visit to each node is
more fit to realistic environment.
5.2 Problem Formulation
This study aims at proposing solutions for muti-agent patrolling under
visitation requirement constraints, namely multi-agent frequency-based
patrolling problem2, by trying to balance the workload amongst all
patroller agents and then minimizing the cost for patrolling. First, we
formulate our problem in this section.
Let G = (V,E) be a complete graph, where V = {v1, v2, . . . , vn} is
a set of nodes, and E = {(vi, vj) : vi, vj ∈ V, i ̸= j} is a set of edges.
The patrolled area is described as a graph G, where a location vi ∈ V is
represented by its (x, y) coordinates in the 2D plane, and thus, E contains
n×(n−1)
2 edges. In our patrolling problem, a node represents a location to
be patrolled/visited, and an edge represents a path between nodes along
which agents move. Let A = {1, 2, . . . ,m} be a set of agents, and m = |A|
denotes the number of agents patrolling graph G, where m < |V |.
Each edge in G has its associated cost which is a traveling distance.
Because nodes in G are points of R2, the distance between a pair of nodes is
the Euclidean distance between two spatial coordinates vi ∈ V and vj ∈ V
2This refers to any patrolling problem by a group of agents that take into account
the visitation requirement of each individual location in the real-world environment.
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denoted by ∥vi − vj∥ =
√
(xi − xj)2 + (yi − yj)2, where (xi, yi) and (xj, yj)
are the coordinates of nodes vi and vj respectively.
In the general multi-agent patrolling problem, a team of m agents
patrols an area represented by a complete graph, G = (V,E). Thus, there
are n nodes to be patrolled and |E| possible paths for m agents to move.
Definition 5.1. Each node (location) in graph G has its associated
visitation requirement, simply called frequency of visit. Let f(vi) ∈ Z+ be
the frequency of visit to each location in G. Agents have to visit node vi
at least f(vi) times in a given interval of time.
Definition 5.2. A graph C is a subgraph of a graph G if its vertex set
V (C) is a subset of the vertex set V (G), that is V (C) ⊆ V (G), and its edge
set E(C) is a subset of the edge set E(G), that is E(C) ⊆ E(G).
Definition 5.3. Let route s = ⟨v1, v2, . . . , vℓ⟩, ∀vi ∈ V be a sequence of
nodes each agent has to visit each cluster.




∥vi − vi+1∥ (5.1)
In the patrolling process, an agent tries to find a route with a minimum
length. The route is defined as the selected path in a subgraph C, which is
allocated to an agent to patrol.
Definition 5.4. Multi-agent frequency-based patrolling problem
(MAFPP) is specified by (G, f,A), where G = (V,E) is a graph,
f : V → Z+ is the frequency of visit, and A is the set of m agents. The
goal is to find m (connected) subgraphs, C1, . . . , Cm, of G and the routes
in all subgraphs, such that each agent has to visit/patrol a node in each
subgraph based on the real-world visitation requirement of each location
in a balanced manner and that the length of route in each subgraph is
minimized.
The MAFPP consists of two main steps – graph partitioning and sub-
graph patrolling. Firstly, we partition a patrolled area represented by a
graph G into k disjoint clusters (subgraphs), C = {C1, . . . , Cm}, and then
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allocate cluster Ci to agent i. The main goal is to cluster G based on the
required frequency of visit, where each node is visited at least f(vi) times
by taking into account the condition from Eq. 5.4, in a balanced manner,
such that the expected workload of each cluster is not much different from
one another.
Let WCs be an expected workload of each agent in its allocated cluster,







where |Cs| is the number of nodes in each cluster. Intuitively, the expected
workload here refers to an estimated amount of work a patroller agent has to
do if it generates the shortest (or near-shortest) path, which is the estimated
total cost/length agent i has to patrol in its allocated cluster/region, not the
actual cost. We used this as a metric to evaluate the clustering performance
of our proposed method in Section 5.3. If the value of WCs for all patroller
agents are not much different from one another, we can conclude that the
overall workload amongst all agents is considered to be balanced.
After obtaining clusters from the first step, the next goal is to generate
a route for each agent to patrol in its allocated cluster based on the required
frequency of visit to each node.
For all agents in A, let O(s, vi) be the number of occurrence of node




O(s, vi) > 0, if vi ∈ s
O(s, vi) = 0, otherwise
(5.3)
Then, for ∀vi ∈ Ck, the route sk must satisfy the following condition:
O(sk, vi) ≥ f(vi), (5.4)
where sk is the generated route in Ck for agent k, because clusters
(C1, . . . , Cm) are disjoint.
Let S = {s1, . . . , sm} be a set of routes, and thus m routes must be
generated for all m agents to patrol G. Then, the multi-agent frequency-
based patrolling problem is to find m routes, such that each node is visited
at least f(vi) times and that the length of total routes is the shortest. Thus,
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the objective function, R, is to minimize the sum of all routes, denoted by:







O(sk, vi) ≥ f(vi), ∀vi ∈ V
(5.5)
Because Ck is disjoint and independent, and the shortest route in Ck is
generated independently so that it meets the requirement of frequency of
visit, the cost R(s1, . . . , sm) in Eq. 5.5 is identical to the sum of the cost of
routes, (s1, . . . , sm). Therefore, our goal is to minimize:







O(sk, vi) ≥ f(vi), ∀vi ∈ V
(5.6)
5.3 Proposed Method
Our proposed method is divided into two main steps: graph partitioning
and sub-graph patrolling. As mentioned in Section 5.2, because we
improved the well-known unsupervised traditional k-means clustering
algorithm by taking into account the non-uniform visitation requirement
for each location, we called our proposed method an improved
frequency-based k-means, namely IF-k-means.
5.3.1 Graph Partitioning
Clustering refers to the process of partitioning or grouping a given set of
patterns into disjoint clusters, C = {C1, C2, . . . , Cm}. This step describes
how agent could cluster a given graph, G, by taking into account the
different frequency of visit to each node as well as balancing the workload
of each cluster. We implemented k-means based clustering algorithm by
modifying its objective function and centroids initialization so as to make
it suit our problem. Each data point is interpreted as a node in a
complete graph G, where V = {v1, v2, . . . , vn} is a set of nodes as
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mentioned in Section 5.2. The main goal is to partition V into m disjoint
clusters by taking into account the required frequency of visit to each
node. We denote C = {C1, C2, . . . , Cm} as its set of clusters, and
c = {c1, c2, . . . , cm} as a set of corresponding centroids.
Simply speaking, k-means clustering is an algorithm to classify or to
group the objects based on attributes/features into m number of groups,
where m is a positive integer number. The grouping is done by minimizing
the sum of square of distances between data points and the corresponding
cluster centroids [60].
The traditional k-means clustering algorithm aims at minimizing the









subject to: C1 ∪ . . . ∪ Cm = C







m is the number of clusters, and cs is the corresponding cluster centroid.
We modified the objective function of the above traditional k-means
so as to apply our problem framework with frequency of visit. This method









subject to: C1 ∪ . . . ∪ Cm = C




vi∈Cs vi · f(vi)∑
vi∈Cs f(vi)
,
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f(vi) is the frequency of visit to node vi, and ∥vi − cs∥ is the Euclidean
distance between vi and cs.
The aboved objective function, Q, indicates that we are trying to
form clusters which produce the shortest distance (from nodes to the
centroid of each cluster), and at the same time we consider the frequency
of visit f(vi) in Q. Moreover, we incorporate f(vi) in the centroid
calculation, cs, to generate the better centroid placement for a more
balanced workload division since centroid should be ideally located near
nodes with high frequency of visit to minimize the total distance, and a
cluster consisting of more nodes with high frequency of visit tends to be
smaller in size.
The traditional k-means method has been shown to be effective in
producing good clustering results for many practical applications. Although
it is one of the most well-known clustering algorithm and is widely used
in various applications, one of its drawbacks is the highly sensitive to the
selection of the initial centroids, which means the result of clustering highly
depends on the selection of initial centroids. Therefore, proper selection of
initial centroids is necessary for a better clustering.
Thus, instead of placing the initial centroids randomly as in the
traditional k-means, we place them on the nodes with the highest
frequency of visit, f(vi), because a node with higher frequency of visit
should have a shorter distance from its corresponding centroid than the
node with lower frequency of visit to make the cluster balanced. By doing
so, the required time for generating balanced clusters can also be reduced.
Moreover, even if the nodes with high frequency of visit huddle together,
we are still able to apply this idea as the program will then relocate the
position of centroids accordingly based on the modified centroids function,
and the clusters should remain balanced.
The difference between our IF-k-means and the classical k-means is
that we incorporate f(vi) to both objective function and its constraint of
the classical k-means in order to make the cluster balanced. Adding f(vi) to
the objective function of the classical k-means makes the distance between
node vi and centroid cs change causing the different size of clusters based
on the visiting frequency to each node. It is also important to incorporate
f(vi) into the calculation of the centroids to generate the weighted centroids
function for producing a better centroids location for each cluster.
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By implementing our IF-k-means, the clusters having more nodes
with high frequency of visit tend to have smaller size comparing to those
with lower frequency of visit. At each step of the clustering, the centroids
move close to high-frequency nodes after the repeated calculation using
our modified centroids function. Thus, without incorporating f(vi) to
both objective function and its constraint, the inefficient clustering would
happen due to the inefficient centroids placement.
Let Tdiff be the difference in workload among all agents, where we








|WCi −WCj |, i ̸= j (5.8)
Then, we define that the workload among all agents is considered to be
balanced if it satisfies the following condition:
Tdiff ≤ M, (5.9)
where M ∈ R+ is not so large positive number.
In this partitioning process of our proposed work, we calculated the
expected workload of each cluster, WCs , by using Eq. 5.2. Then, we
computed the difference in each workload, Tdiff , by implementing the
formula in Eq. 5.8. The process of our proposed IF-k-means algorithm is
described as follows, and the pseudocode of how the algorithm works is
illustrated in Algorithm 5.3.1.
(1) Sort all nodes in a descending order based on their frequencies of visit,
and then add them into an array H.
(2) Randomly select k nodes fromH consecutively, where k is the number
of cluster.
(3) Place k initial centroids on the selected k nodes in G.
(4) Assign each node to the cluster that has the closest centroid, and then
recalculate the centroids.
(5) Repeat step (4) until the centroids no longer move.
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(6) Calculate the expected workload WCs and the difference in workload
Tdiff for each cluster using Eq. 5.2 and Eq. 5.8, respectively.
(6.1) If the value of Tdiff satisfies the condition from Eq. 5.9 where
Tdiff ≤ M , the clusters are accepted.
(6.2) Otherwise, go to step (2) again.
Algorithm 5.3.1: Pseudocode for improved frequency-
based k-means (IF-k-means)
Input : G = (V,E) and f(vi)
k (number of clusters), where k = |A|
Output: C = {C1, C2, . . . , Ck}
1: Sort V in a descending order based on the f(vi) of each node
2: Add them into an array H
3: time = 1
4: Select k nodes from H[k(time− 1) + 1] to H[time ∗ k]
5: Place k initial centroids on selected k nodes in G
6: repeat
7: Assign each node to the cluster having the closest
centroid
8: Recalculate(centroids)
9: until centroids no longer move
10: foreach cluster do
11: Calculate expected workload, WCs using Eq. 5.2
12: Calculate difference in workload, Tdiff using Eq. 5.8
13: if Tdiff satisfies condition from Eq. 5.9 then
14: Accept(clusters)
15: else
16: time = time+ 1
17: Go to step(4)
18: end
19: end
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Algorithm 5.3.2: Pseudocode for constructing an initial
solution in SA
Output: S0 = {vk1 , vk2 , . . . , vkL} based on condition (5.4), such
that ki ̸= ki+1
// function distMatrix return Euclidean distance between two
nodes.
// ki is the index of node vi in cluster Ck.
// O(S0, curNode) is an occurence of new curNode in S0.
1: S0 = ∅
2: Select a current node, curNode, randomly from V
3: Add curNode into S0
4: while (S0 is not filled up) and (V ̸= ∅) do
5: Find the shortest distance from curNode to another node in
V :
shortestDist = min(distMatrix[curNode][j] for j in V )
6: curNode = distMatrix[curNode].index(shortestDist)
7: Add new curNode to S0
8: if (ki ̸= ki+1 is not satisfied) then
9: Regenerate new curNode
10: end
11: if f(vi) ≤ O(S0, curNode) ≤ 2.f(vi) then





This step presents how agent selected the best route for patrolling in its
allocated sub-region with the shortest length by taking into account the
required frequency of visit to each location. The goal of this step aims at
finding the shortest route for each patroller agent in its allocated cluster
with a semi-optimal solution. Because our multi-agent frequency-based
patrolling problem is considered to be one of the combinatorial optimization
problems and our main purpose is to partition a given area so as to balance
83 5. Graph-Based Area Partition for Multi-Agent Patrolling Tasks
the workload amongst all patroller agents, the optimal solution for the cost
of visiting all nodes with their required frequency of visit is difficult due
to the limited computational time, and thus, a semi-optimal solution is
accepted in our work as a reasonable solution.
Algorithm 5.3.3: Pseudocode for route generation using SA
Input : Initial temperature, T0 = 1e+ 10
Final temperature, Tf = 0.0001
Cooling parameter, α = 0.95
Output: Sbest
1: Obtain initial solution S0 = {vk1 , vk2 , . . . , vkL} from Algorithm
5.3.2
2: Set initial temperature: T = T0
3: Cost function C(S) is defined as ℓen(s) in Eq. 5.1, where
C(S) = ℓen(s)
4: Let current solution Scur = S0 whose cost is C(Scur), and the
best solution Sbest = S0 whose cost is C(Sbest)
5: repeat
6: Generate new solution Snew by randomly swapping two nodes
in S0 and get its cost C(Snew)
if ki ̸= ki+1 is not satisfied then
Regenerate Snew and C(Snew)
7: end
8: Compute relative change in cost: δ = C(Snew)− C(Scur)
9: Acceptance probability: P (δ, T ) = exp(−δ/T ), where T > 0
10: if δ ≤ 0 or P (δ, T ) > random[0, 1) then
11: Scur = Snew and C(Scur) = C(Snew)
12: else if C(Snew) ≤ C(Sbest) then
13: Sbest = Snew and C(Sbest) = C(Snew)
14: end
15: Compute new temperature: T = α× T
16: until T < Tf
17: return Sbest, C(Sbest)
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We use a simulated annealing here as a sequencing algorithm to find
the shortest route, si, for patrolling. As our problem is a multi-agent
patrolling problem, m routes will be generated in this step where m = |A|.
However, in the multiple traveling salesman problem, in order to solve it
in an easier and simpler way, a heuristic is formed to transform mTSP to
TSP and then optimize the tour of each individual salesman. Because our
problem is similar to the mTSP as mentioned in Section 5.1, we did the
same by applying SA to each cluster to find the best route for each
patroller agent in order to make the problem simpler.
Although the SA algorithm has been widely used in mTSP, we have
modified and adapted it to our model with non-uniform frequency of visit
to each node. The classical SA algorithm in mTSP generates the best
solution/route such that each node must be visited exactly once, while our
modified SA algorithm constructs the best route for each patroller agent
based on the required frequency of visit, where each node is visited at least
f(vi) times by taking into account the condition from Eq. 5.4. Furthermore,
we have also modified the process of computing an initial solution in the
SA by implementing a greedy approach instead of random approach to find
an initial feasible solution. The computation of an initial feasible solution
with the implementation of greedy strategy is described as follows, and the
pseudocode of this process is shown in Algorithm 5.3.2.
(1) Let S0 be an initial solution in SA, where S0 is initially an empty set.
(2) Randomly select a current node, curNode, from V , and add it into
S0.
(3) Do the following steps if the number of element in S0 is not equal to
the number of node in V , and V has not yet become an empty set.
(3.1) Find the shortest distance from the current node to another node
in V .
(3.2) Then, the new curNode is the one that has the shortest distance
from the old curNode.
(3.3) Add the new curNode into S0.
85 5. Graph-Based Area Partition for Multi-Agent Patrolling Tasks
(3.4) If the new curNode that has been added into S0 is redundant
with the previous one, regenerate the new curNode by going to
step (3.1) again.
(3.5) If the occurence of curNode in S0 is greater than or equal to its
associated f(vi) and is less than or equal to its associated f(vi)
multiplied by 2, remove the new curNode from V .
The process of how we applied SA to our model with non-uniform
frequency of visit to find the shortest route is described as follows, and its
process in pseudocode is illustrated in Algorithm 5.3.3.
(1) The initial solution S0 = {vk1 , vk2 , . . . , vkL} is obtained from
Algorithm 5.3.2
(2) Set the initial temperature, T = T0, where T0 = 1e+ 10
(3) Set the final temperature, Tf = 0.0001 and the cooling parameter,
α = 0.95
(4) Let Scur = S0 and Sbest = S0 be the current solution and the best
solution, respectively, whose cost can be calculated using Eq. 5.1 and
are represented by C(Scur) and C(Sbest), respectively.
(5) Repeat the following steps until the stopping criterion is met (when
the minimum temperature is reached).
(5.1) Generate the new solution, Snew, by randomly swapping two
nodes in S0 and compute its cost, C(Snew).
(5.2) If the two swapped nodes are redundant, go to step (6) again to
regenerate Snew and recompute C(Snew).
(5.3) Compute the relative change in cost, δ, which is the difference
between the cost of new solution and current solution.
(5.4) If δ is less than or equal to zero, the new solution is accepted as
the best solution. Otherwise, the new solution is accepted based
on the acceptance probability function.
(5.5) Decrease the temperature.
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Figure 5.1: Clustering by proposed method with n = 400,m = 6
5.4 Experimental Evaluation
The proposed algorithms have been implemented in Python 3.5. All
computational results are the averages of 20 trials, and are obtained on a
personal computer with Intel(R) Core(TM) i5-6200U CPU @2.30 GHz
processor and 8GB RAM running on Windows 10 64-bit. To run
experiments, we generated the coordinates of all nodes whose ranges are
x ∈ [0, 250] and y ∈ [0, 250] and their corresponding frequencies of visit
f(vi), which are randomly distributed in the Euclidean space. We have
tested our proposed method with different number of nodes and number
of agents to see how well our algorithms can work when the number of
nodes and agents increase respectively. In this work, we had run our
experiments with 5 different number of nodes, n = |V | is 200, 400, 600,
800 and 1000. We had also tried these with different number of agents,
m = |A| is 4, 6, 8 and 10. Moreover, we set M = 10 in our experiments.
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From the best of our knowledge, if M is too small, the solution may not
exist, and if it is too large, the solution is not acceptable because agents’
works are imbalanced. Therefore, we have to define M according to the
problem setting.
After running 20 experiments, we randomly plot the result of one
experiment as shown in Fig. 5.1. Figure 5.1 presents the result of that plot
Table 5.1: Numerical results with n = 400 and m = {4, 6, 8, 10}
400 nodes
No. of agent Agent Workload Cost of Route Difference
(m) (A) (WCs) (ℓen(si)) (Tdiff )
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among 20 plots obtained from graph clustering using our proposed IF-k-
means with n = 400 and m = 6, where the number on each node represents
its required frequency of visit. According to Fig. 5.1, we could see that the
sizes of all clusters are varied in accordance with the values of f(vi) in each
cluster. Some clusters tend to have small size due to the existence of many
values of high visiting frequency in their clusters, while others seem to have
Table 5.2: Numerical results with n = 600 and m = {4, 6, 8, 10}
600 nodes
No. of agent Agent Workload Cost of Route Difference
(m) (A) (WCs) (ℓen(si)) (Tdiff )
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bigger size because there are less high frequencies of visit in their clusters
comparing to those with smaller size. This kind of phenomenon happened
because we tried to balance the workload of each cluster. We, thus, say
that our proposed clustering algorithm could effectively partition a given
graph in a balanced manner.
Table 5.3: Numerical results with n = 1000 and m = {4, 6, 8, 10}
1000 nodes
No. of agent Agent Workload Cost of Route Difference
(m) (A) (WCs) (ℓen(si)) (Tdiff )
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To evaluate the effectiveness and performance of our proposed work,
the expected workload (WCs), the cost of route (ℓen(si)) in each cluster and
the difference in workload (Tdiff ) are listed in Table 5.1 to 5.3. These tables
show the numerical results with the number of agents, m = {4, 6, 8, 10} for
400, 600 and 1000 nodes respectively. All these tables demonstrate that
the difference in workload always satisfied the condition in Eq. 5.9, where
Tdiff ≤ M and M = 10. Thus, if IF-k-means cannot find the route whose
Tdiff is less than 10, no solution is generated.
Furthermore, the results from all the tables also clarified that the
cost of patrolling in each cluster, ℓen(si), has the value which is not much
different from its corresponding expected workload, WCs . This means that
the sequencing algorithm in Section 5.3.2 produced a good result in term of
generating the route for patrolling and minimizing the cost of each route.
Therefore, we conclude that our proposed algorithms not only could balance
the workload amongst all agents, but also could generate the patrolling
route with a reasonable cost.
Figure 5.2: Average cost of route for each agent
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Figure 5.3: Computation time of proposed method
In addition, Fig. 5.2 shows the average cost of route for each agent
with different number of agents (m = {4, 6, 8, 10}) and nodes
(n = {400, 600, 1000}). According to Fig. 5.2, there exist the downward
slopping trends of average route cost regardless of the number of nodes.
This implies that the average cost of route declines because the more the
number of agents are, the less the size of each agent’s RA will be.
Besides the effectiveness of performing area partition and sub-area
patrolling, we also considered the computation time as a significant factor
to demonstrate the efficiency of our proposed work. Figure 5.3 indicates
the computation time of our proposed method in second. According to
Fig. 5.3, we could observe that the computation time increased linearly
in accordance with the number of nodes and the number of agents. This
shows that the proposed algorithms could be computed in a short amount
of time, and thus, we conclude that our proposed method is computational
efficiency.
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5.5 Summary
A new frequency-based area partitioning method for balanced workload in
multi-agent patrolling systems has been presented. This proposed work
considered the non-uniform visitation requirement for each location, where
its frequency of visit is high or low depending on the level of importance
of that location. Because non-uniform visiting frequencies of all locations
could affect the quality of clustering, the main goal of our work, thus, aims
at balancing the workload of each cluster/agent so as to improve the workers
morale. Besides the balance in workload, we also believe that computational
cost plays a significant role in proving the effectiveness and computational
efficiency of the proposed work. Experimental results demonstrated that
our proposed method could effectively generate clusters of a given area
regarding the non-uniform visitation requirements in a balanced manner
and in a satisfied short amount of time.
A significant benefit of our work is the balanced task division for
multi-agent patrolling task with the consideration of the real-world
environment, where the visitation requirement of each location is not
uniform. In realisic application (i.e., security patrolling), each location to
be patrolled has different visitation requirement or risk status according
to the required security level; thus, our work is well-suited to the
real-world environment. However, we have not considered about the
minimum time interval between the visits to a node that needs frequent
patrolling, for there is a trade-off between trying to minimize the total
cost (length) of route and trying to minimize the time interval between
the visits for the frequent-visit node at the same time in this model,
where the frequency of visit is not uniform. Therefore, we believe that
incorporating the penalty function into our method will be an ideal
solution to prevent the patroller agents from visiting nodes too often or




We have presented decentralized and frequency-basedarea partitioning methods for balanced workload in multi-agent
patrolling teams. Initially, we introduced a coordinated area partitioning
method by autonomous agents for continuous cooperative tasks. In this
work, we proposed an area partitioning method for cooperative cleaning
robots in the environments with obstacles and with learning to identify
the easy-to-dirty areas. Our study aims at coordination and cooperation
by multiple agents, and we discuss it using an example of the cleaning
task to be performed by multiple agents with potentially different
performances and capabilities. We then developed a method for
partitioning the target area on the basis of agents’ performances in order
to improve the overall efficiency through their balanced collective efforts.
Agents autonomously decide in a cooperative manner how the area/task
is partitioned by taking into account the characteristics of the
environment and the differences in agents ’ software capability and
hardware performance. During this partitioning process, agents also learn
the locations of obstacles and the probabilities of dirt accumulation that
express which areas that dirt tends to easily accumulate. Experimental
evaluation demonstrated that even if the agents use different algorithms
or have the batteries with different capacities resulting in different
performances, and even if the environment is not uniform such as different
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locations of easy-to-dirty areas and obstacles, the proposed method can
adaptively partition the task/area among the agents with the learning of
the probabilities of dirt accumulation. Thus, agents with the proposed
method can keep the area clean evenly and effectively.
Although the aforementioned proposed work could yield better results
in term of balanced task sharing, comparing to the conventional methods
which assumed that the area is divided into equal-size subareas and/or
the environmental characteristics are given in advance, this proposed study
mainly focuses on the continuous cleaning/sweeping task which is somehow
restricted in some other real-world patrolling applications.
Therefore, we have extended our work by introducing a more general
method that can be applied to a number of realistic applications related
to patrolling context. In this work, a frequency-based multi-agent
patrolling model and its area partitioning solution method for balanced
workload has then been proposed to deal with the above restricted scope
problem as well as the real-world requirement of the visiting frequency to
each location. This proposed work considered the non-uniform visitation
requirement for each location, where its frequency of visit is high or low
depending on the level of importance of that location. We formulated the
problem of frequency-based multi-agent patrolling and proposed its
semi-optimal solution method, whose overall process consists of two steps
– graph partitioning and sub-graph patrolling. Because non-uniform
visiting frequencies of all locations could affect the quality of clustering,
the main goal of this work, thus, aims at partitioning a given area so as to
balance agents’ workload by taking into account the different visitation
requirement. Then, another goal is to generate the route for each agent to
patrol inside its allocated sub-area, such that the total cost of route is
minimized. This proposed work is useful and preferable for the realistic
environments, where the target area to be patrolled is not always uniform.
Besides the balance in workload, we also believe that computational
cost plays a significant role in confirming the effectiveness and efficiency of
the proposed work. Experimental results illustrated the effectiveness and
reasonable computational efficiency of our approach. That is, our proposed
method could effectively generate clusters of a given area regarding the non-
uniform visitation requirements in a balanced manner and in a reasonable
short amount of time.
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6.2 Future Work
Regarding our future work, we intend to study the problem of multi-agent
patrolling systems in a more realistic environment. Moreover, we plan to
further extend our work by taking into account the corresponding minimum
time interval between the visits to a node that needs frequent patrolling.
Also, we attempt to incorporate the penalty function into our method in
order to prevent the patroller agents from visiting nodes too often or too
seldom.
We have not considered these problems in our current work, for there is
a trade-off between trying to minimize the total cost of route and trying to
minimize the time interval between the visits for the frequent-visit node at
the same time in this model, where the frequency of visit to each location is
not uniform. Therefore, the above-mentioned issues would be a good future
direction for other researchers to consider and improve their work, which
could lead to an interesting path to explore as a future research area.
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