Abstract−Reversible logic is very important in low-power circuit design and quantum computing. Though a significant number of works has been done on reversible combinational logic synthesis, only few papers have been published on reversible sequential logic synthesis and permutative quantum automata. The reported works on reversible sequential logic discuss designs of reversible flip-flops and suggest synthesizing reversible sequential circuits by replacing the flip-flops and combinational parts of traditional sequential circuit designs by their reversible counterparts. In this paper, we discuss direct design of reversible synchronous counters based on positive polarity Reed-Muller expressions. Design results show that the direct design method is more efficient than the replacement method. The method can be also applied to permutative quantum automata that have quantum memories external to the circuit.
I. INTRODUCTION
Landauer [1] states that irreversible logic operations necessarily generate heat energy for every bit of information loss. Zhirnov et al. [2] predict that this energy dissipation would become impossible to remove by 2020 if the Moore's Law continues to be in effect by doubling the gate density in every 18 months. Bennett [3] shows that zero energy dissipation would be possible only if the gates in a logic circuit are all reversible. De Benedici [4] shows that, for power consumption reasons, reversible circuits will be the only technology possible to build supercomputers of the future. Therefore, reversibility will become an essential property in future logic circuit design and synthesis algorithms. Reversible logic has been implemented in various technologies, such as ultra-low-power CMOS technology [5] , optical technology [6] , quantum technology [7] , nanotechnology [8] , quantum dot [4] and DNA technology [9] .
Most of the reversible logic synthesis attempts are concentrated on reversible combinational logic synthesis [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Only limited attempts have been made in the field of reversible sequential circuits [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . Papers [24] [25] [26] [27] [28] present reversible design of building blocks of sequential circuits such as latches and flip-flops only and suggest that larger sequential circuits be constructed by replacing the latches and flip-flops of traditional designs by the reversible latches and flip-flops. Paper [29] deals with self-timed (asynchronous or non-clocked) design of sequential circuits. Papers [30] [31] [32] [33] introduce general characteristics of various models to build reversible and quantum permutative circuits, synchronous and asynchronous, with flip-flops and without flip-flops, with internal and external memory elements, with quantum memories or with standard external memories. Paper [30] discusses state assignment of such circuits and compares various state assignment methods. The models of sequential circuits introduced in [30] [31] [32] [33] are very broad and relate to various realization technologies for reversible (quantum) sequential circuits. Some of them are also related to the way how complex quantum automata (systems) are built as compositions of classical and quantum state machines; which requires discussion of asynchronous communication and design issues. Each of the specific models and methodologies can be now applied to various types of sequential machines, such as shifters, sequence detectors [31] , counters, controllers, sequential iterative circuits, pipelined and systolic circuits and others. In this paper, we concentrate on design of synchronous counters directly from reversible gates.
The rest of the paper is organized as follows. In Section II, we present the background on reversible logic. In Section III, we discuss the previous works of reversible sequential logic of [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . In Section IV, we review representing a Boolean function as positive-polarity Reed-Muller (PPRM) expression and then discuss reversible logic synthesis based on PPRM expression. In Section V, we present design of synchronous counters based on PPRM expressions. Finally, in Section VI, we conclude the paper.
II. BACKGROUND ON REVERSIBLE LOGIC
A gate (or a circuit) is reversible if the mapping from the input set to the output set is bijective. Thus, every input combination produces a unique output combination. In other words, for every output the corresponding input can be reconstructed. This bijective mapping from the input set to the output set implies that a reversible circuit has the same number of inputs and outputs. A reversible circuit with n inputs/outputs is called an n×n reversible circuit.
A reversible circuit is constructed using reversible gates. Figure 1 shows the commonly used reversible gates. Figure 1(a) shows the symbol and truth table of 1×1 NOT gate. Figure 1(b) shows the symbol and truth table of 2×2 Feynman gate (also known as controlled-NOT gate or CNOT gate). The input A is the control input and the input B is the target input. The outputs are P = A and Q = A ⊕ B. Figure 1(c) shows the symbol and truth table of 3×3 Toffoli gate (also known as controlled-controlled-NOT gate or CCNOT gate). Inputs A and B are control inputs and the input C is the target input. The outputs are P = A, Q = B, and R = AB ⊕ C. Toffoli gate may have more than three inputs/outputs. In an n×n Toffoli gate, the first (n -1) inputs (say A 1 , A 2 , …, A n−1 ) are control inputs and the last input (say A n ) is the target input. The value of the target output is P = A 1 A 2 …A n−1 ⊕ A n . Figure 1(d) shows the symbol of 3×3 Fredkin gate. The input A is the control input. When A = 0, then P = B and Q = C, that is the inputs B and C pass through unchanged at the outputs. When A = 1, then P = C and Q = B, That is, the inputs B and C swap their positions at the outputs. The 1×1 and 2×2 gates are technology realizable primitive gates and their realization costs are assumed to be one. Toffoli gate and Fredkin gate are macro-level gates and need to be realized on the top of 2×2 gates. The 3×3 Toffoli gate can be realized using five 2×2 primitive gates [34, 35] and, thus, its realization cost is five. In this paper we discuss 4×4 and 5×5 Toffoli gates that have ancilla bits and garbage functions that are not constants. Other realization of these gates trade-off less ancilla and garbage bits for higher gate costs and quantum costs [34] . For instance, adding mirror Toffoli gate to the top Toffoli gate in Figure 2 (a) allows to return to 0 in the third bit from top so that this bit is reused in next gates. The best design depends on a particular application, and in this paper we selected gate realizations that minimize the gate costs rather than the numbers of bits.
The 4×4 and 5×5 Toffoli gates can be realized using 3×3 Toffoli gates as shown in Figure 2 (a) and (b), respectively. The realization cost of 4×4 Toffoli gate is 10 and requires one garbage output. The realization cost of 5×5 Toffoli gate is 15 and requires two garbage outputs. The 3×3 Fredkin gate can be realized using five 2×2 primitive gates [35] and, thus, its realization cost is five.
III. PREVIOUS WORKS ON REVERSIBLE SEQUENTIAL LOGIC
Rice [24] proposes implementations of RS latch and edge-triggered master-slave D flip-flop, JK flip-flop, and T flip-flop. Hari, Shroff, Mahammad, and Kamakoti [25] propose reversible implementation of RS latch (non- Figure 2 . Realizations of (a) 4×4 and (b) 5×5 Toffoli gates using 3×3 Toffoli gates, ancilla bits and garbage bits that are used in this paper.
The (non-clocked) latches have limited usefulness in practical sequential logic design. Level-triggered flip-flops and edge-triggered/master-slave flip-flops have usefulness in sequential logic design. Therefore, we have calculated the realization costs and number of garbage outputs of leveltriggered flip-flops and edge-triggered/master-slave flipflops of [24] [25] [26] [27] [28] using the gate costs as described in Section II and tabulated in Table I . The best designs are marked bold in Table I . Only papers [29] and [30, 32] deal with designs of self-timed (non-clocked or asynchronous) sequential circuits. These types of asynchronous reversible circuits, although very important, are not of our interest here as they are quite different and they require a separate discussion. 
. If the subscript of a coefficient is 0, then the corresponding variable does not appear in the associated product term. If the subscript of a coefficient is 1, then the corresponding variable appears in the uncomplemented form in the associated product term. If a coefficient is 0, then the associated product term does not appear in the PPRM expression. If a coefficient is 1, then the associated product term appears in the PPRM expression.
The n 2 coefficients of a PPRM expression for a given n-variable Boolean function ) , , , (
can be computed directly from the output vector of the given Boolean function. The procedure is illustrated for a 3-variable function in Figure 3 . First the pD expansion is applied on the variable A. The variable A is 0 for the first to the fourth entries and 1 for the fifth to the eight entries. Therefore, the first to the fourth outputs correspond to 0 f of
and they remain unchanged. The fifth to the eight outputs correspond to 1 f of variable A, thus 1 f of variable A is
For variable A,
is computed bit-wise, thus,
. These computed four bits replace the fifth to the eight entries of the output vector. Now, the coefficient vector after the expansion on the The PPRM expression is written from the final coefficient vector. The forth entry of the final coefficient vector is the first non-zero coefficient and the corresponding input combination is . 011 = ABC Thus, the first product term of the PPRM expression is BC . The next non-zero coefficient is the fifth entry of the final coefficient vector and the corresponding input combination is 100 = ABC . Thus, the next product term of the PPRM expression is A . The last non-zero entry is the sixth entry of the final coefficient vector and the corresponding input combination is 101 = ABC . Thus, the last product term of the PPRM expression is AC . Thus, the resulting PPRM expression for the given function in Figure 3 is
. The PPRM expression can be realized as a cascade of Feynman and Toffoli gates as show in Figure 4 . The BC product term is realized using a 3×3 Toffoli gate with the target input 0. Next the single literal A is EXORed with the product term BC using a Feynman gate to produce A BC ⊕ . Finally, the product term AC is generated and EXORed with A BC ⊕ using another 3×3 Toffoli gate to produce the PPRM expression
. 
V. SYNTHESIS OF SYNCHRONOUS COUNTERS
For synthesizing clocked or synchronous sequential circuit, we construct truth table considering the clock input, the present states, and the external inputs (if any) as the inputs of the circuit and considering the next states and the external outputs (if any) as the outputs of the circuit. The clock input is designated by C , the present state is designated by t Q , and the next state is designated by This truth table is eventually a modified state transition  table. Then we calculate PPRM expression of all the outputs and realize them as cascade of Feynman and Toffoli gates. The feedback from the next state output to the present state input is done by making a copy of the next state output using Feynman gate. The synthesized clocked sequential circuit is a level-triggered sequential circuit and clock pulse width has to determined based on the total delay of the circuit.
The truth table of a mod 8 up counter is shown in Table  II . When 0 = C , then the state remain unchanged. When 1 = C , then the state is incremented mod 8. The PPRM coefficients of the next state outputs are also shown in Table  II . The PPRM expressions for the next state outputs are as follows: 0000  000  000  0001  001  001  0010  010  010  0011  011  000  0100  100  100  0101  101  000  0110  110  000  0111  111  000  1000  001  001  1001  010  010  1010  011  000  1011  100  100  1100  101  000  1101  110  000  1110  111  000  1111 000 000
The circuit diagram of the mod 8 up counter is shown in Figure 5 . The circuit requires one 4×4 Toffoli gate, one 3×3 Toffoli gate, and four Feynman gates. Thus, the realization cost of mod 8 up counter is 19. The only unused output is the C output. In addition, the 4×4 Toffoli gate requires one garbage output. Thus, the total number of garbage outputs of this design is two.
The traditional circuit for mod 8 up counter is shown in Figure 6 . The reversible circuit after replacing the T flipflops and the AND gate of Figure 6 by their best reversible counterparts is shown in Figure 7 . The design of the T flipflop is taken from Figure 12 (d) of [28] . The reversible circuit of Figure 7 requires four 3×3 Toffoli gates and four Feynman gates. Thus, its realization cost is 24. The reversible circuit of Figure 7 has four garbage outputs. Similarly, we can determine the PPRM expressions for the next state outputs of mod 16 up counter as follows:
The circuit diagram of the mod 16 up counter is shown in Figure 8 . The circuit requires one 5×5 Toffoli gate, one 4×4 Toffoli gate, one 3×3 Toffoli gate, and five Feynman gates. Thus, the realization cost of mod 16 up counter is 35. The only unused output is the C output. In addition, the 5×5 Toffoli gate requires two garbage outputs and the 4×4 Toffoli gate requires one garbage outputs. Thus, the total number of garbage outputs of this design is four.
The traditional circuit for mod 16 up counter is shown in Figure 9 . The reversible circuit after replacing the T flipflops and the AND gates of Figure 9 by their best reversible counterparts is shown in Figure 10 . The reversible circuit of Figure 10 requires one 4×4 Toffoli gate, five 3×3 Toffoli gates, and five Feynman gates. Thus, its realization cost is 40. The reversible circuit of Figure 10 has five garbage outputs. In addition the 4×4 Toffoli gate requires another garbage output. Thus, the total number of garbage outputs is six. The comparison of our direct design and the design using replacement of flip-flops and gates of traditional design by their reversible counterparts is shown in Table III . From Table III , we see that our direct design is better than the design by replacing flip-flops and gates of traditional design by their reversible counterparts. 
VI. CONCLUSIONS
Reversible logic is very important for low power and quantum circuit design. Most of the attempts on reversible logic design concentrate on reversible combinational logic design [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Only a few attempts were made on reversible sequential circuit design [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . The major works on reversible sequential circuit design [24] [25] [26] [27] [28] propose implementations of flip-flops and suggest that sequential circuit be constructed by replacing the flip-flops and gates of the traditional designs by their reversible counter parts. This method leads to reversible sequential circuits with higher realization costs and garbage outputs. In this paper, we present a method of synchronous counter design directly from reversible gates. This method produces circuit with lesser realization cost and lesser garbage outputs than the circuit produced by replacement method. The proposed method also generates expressions for the next state outputs, which can be expressed in general terms for all up counters. This generalization of the expressions for the next state outputs makes synchronous up counter design very easy and efficient. Traditionally, state minimization and state assignment are parts of the entire synthesis procedure of finite state machines. The role of these two processes in the realization of reversible sequential circuits [30, 32] should be further investigated.
