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Abstract
The aim of this paper is to show the existence and uniqueness of a solution for a class of 2nth-
order elliptic Lidstone boundary value problems where the nonlinear functions depend on the higher-
order derivatives. Sufficient conditions are given for the existence and uniqueness of a solution. It is
also shown that there exist two sequences which converge monotonically from above and below,
respectively, to the unique solution. The approach to the problem is by the method of upper and
lower solutions together with monotone iterative technique for nonquasimonotone functions. All the
results are directly applicable to 2nth-order two-point Lidstone boundary value problems.
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Lidstone boundary value problems have been given considerable attention in the litera-
ture, and various forms of the problem have been discussed (cf. [1–13,15–21,23,24,26,27]).
Most of the discussions are devoted to the two-point Lidstone boundary value problem:{
(−1)nD2nu = f (x,u,D2u, . . . ,D2(n−1)u), 0 < x < 1,
D2iu(0) = D2iu(1) = 0, 0 i  n − 1, (1.1)
where Du ≡ du/dx, n  1 and f is a continuous function of its arguments (cf. [1–3,5–
13,17–20,24,26]). The discussions in these works are mainly concerned with the existence
and multiplicity of solutions using different methods. The earlier discussions are mostly
for the case where f depends only on u and not on any derivative of u, or for the lower-
order Lidstone boundary value problems. The recent works by Davis et al. [8] and Davis
et al. [11] treat the general 2nth-order Lidstone boundary value problem (1.1). They ob-
tained the existence of at least three symmetric positive solutions of (1.1) by, respectively,
applying the Leggett–Williams fixed point theorem and the five functionals fixed point the-
orem (which is a generalization of the Leggett–Williams fixed point theorem). After that,
Zhang and Liu [27] established a similar multiplicity result for the more general problem
where f depends on all-order derivatives—both even and odd, by using the five functionals
fixed point theorem. Another important approach for studying boundary value problems is
the method of upper and lower solutions. This method together with monotone iterative
technique offers two monotone sequences which converge to the extremal solutions of the
original nonlinear problem. There have been numerous applications of the method of up-
per and lower solutions to the Lidstone boundary value problem (1.1) but mostly to the
fourth-order problems (cf. [2,6,16,20,24]). In [14], Ehme et al. extended the application
of the method of upper and lower solutions to a 2nth-order ordinary differential equation
with some quite general nonlinear boundary conditions, including Lidstone boundary value
problem (1.1). The main concern there is the existence of a solution and no monotone se-
quences are developed. In a recent article [7], Bai and Ge applied the method of upper and
lower solutions to the 2nth-order Lidstone boundary value problem (1.1), and obtained two
monotone sequences which converge to the extremal solutions of (1.1) under a one-sided
Lipschitz condition on f . However, the monotone convergence of the sequences requires
that a nth-order algebraic equation consisting of the Lipschitz constants possesses n non-
negative real roots. This imposes a restriction on Lipschitz constants implicitly. All of the
above works are concerned with the existence and multiplicity of solutions. On the other
hand, there are also a few papers that are devoted to the uniqueness problem but only for
lower-order problems (cf. [1,2,9,17,26]) or for the case where f depends only on u and not
on any derivative of u (cf. [3]). In [23], Pao investigated the existence–uniqueness problem
to a fourth-order elliptic Lidstone boundary value problem, including a fourth-order two-
point Lidstone boundary value problem, by using the method of upper and lower solutions.
But the uniqueness result and the monotone convergence of the sequences in [23] depend
on the monotone property of the nonlinear function on its second argument.
The purpose of this paper is to show the existence and uniqueness of a solution for
higher-order Lidstone boundary value problems, and provide a generalization or an im-
provement of the results obtained by Bai and Ge [7] and Pao [23]. We shall employ the
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the more general 2nth-order elliptic Lidstone boundary value problem in the form:{
(−1)n∆(a∆n−1u) = f (x,u,∆u, . . . ,∆n−1u), x ∈ Ω,
B[∆iu] = ϕi(x) (0 i  n− 2), B[a∆n−1u] = ϕn−1(x), x ∈ ∂Ω,
(1.2)
where n 1, Ω is a smooth bounded domain in Rp (p  1) with boundary ∂Ω , ∆ is the
Laplace operator in Ω , and B is a boundary operator in the form
B[w] ≡ α0(x)∂w/∂ν + β0(x)w (1.3)
with ∂/∂ν denoting the outward normal derivative on ∂Ω . It is assumed that a ≡ a(x) is a
strictly positive C2-function on Ω¯ ≡ Ω ∪ ∂Ω , the functions α0(x), β0(x) and ϕi(x) (i =
0,1, . . . , n − 1) are C1+α-functions (for some α ∈ (0,1)) with α0(x)  0, β0(x)  0 and
α0(x) + β0(x) > 0 on ∂Ω , and when α0(x) = 0, β0(x) > 0 the function ϕi(x)/β0(x) (i =
0,1, . . . , n−1) is a C2+α-function. It is also assumed that the function f satisfies the basic
hypothesis (H1) in Section 2. Problem (1.2) generalizes the problem considered in [23],
and it also includes the 2nth-order two-point Lidstone boundary value problem (1.1) as a
special case. The special case n = 2 of problem (1.2) occurs frequently in engineering and
some branches of physical science (cf. [21,23,25]).
Our specific goals in this paper are twofold: (1) to establish the existence and unique-
ness of a solution to problem (1.2), and (2) to develop two monotone sequences which
converge to the unique solution of problem (1.2). All results are directly applicable to the
2nth-order two-point Lidstone boundary value problem (1.1). To achieve the above goals
we use the method of upper and lower solutions coupled with a new monotone iterative
technique. When we utilize this new technique, it is possible to enlarge the class of nonlin-
ear problems to which this method is applicable. For example, it is not necessary to impose
any monotonicity assumption on f .
Since we develop a new monotone iterative technique, we obtain a uniqueness result
to problem (1.2) without any monotone condition on f , and in the meantime we obtain
two sequences which converge monotonically from above and below, respectively, to the
unique solution of problem (1.2). When f does have a mixed quasimonotone property
our uniqueness result extends the corresponding result of [23] to the 2nth-order elliptic
Lidstone boundary value problem (1.2).
The outline of the paper is as follows. In Section 2, we show the existence of a solution
to (1.2) without any monotone condition on f . A sufficient condition for the uniqueness of
a solution is given in Section 3, where two monotone sequences are developed so that they
converge from above and below, respectively, to the unique solution, even if the function f
does not possess any monotone property. Finally in Section 4, we present some examples.
2. Existence of a solution
To establish the existence result to problem (1.2) we use the method of upper and lower
solutions for nonquasimonotone functions. The definition of the upper and lower solutions
is given as follows.
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and lower solutions of (1.2) if
(−1)i∆iu˜ (−1)i∆iuˆ (0 i  n− 1) in Ω¯, (2.1)
and 

(−1)n∆(a∆n−1u˜) f (x,u0, u1, . . . , un−2,∆n−1u˜) in Ω,
(−1)n∆(a∆n−1uˆ) f (x,u0, u1, . . . , un−2,∆n−1uˆ) in Ω,
whenever (−1)i∆iuˆ (−1)iui  (−1)i∆iu˜ (0 i  n− 2) in Ω,
B[(−1)i∆iu˜] (−1)iϕi(x) B[(−1)i∆iuˆ] (0 i  n− 2) on ∂Ω,
B[(−1)n−1a∆n−1u˜] (−1)n−1ϕn−1(x) B[(−1)n−1a∆n−1uˆ] on ∂Ω.
(2.2)
For a given pair of functions u, u¯ ∈ C2n−2(Ω¯) satisfying (−1)i∆iu  (−1)i∆iu¯ (0 
i  n− 1) in Ω¯ we define sectors 〈u, u¯〉, S0(u, u¯) and S(u, u¯) as
〈u, u¯〉 = {u ∈ C2n−2(Ω¯); (−1)i∆iu (−1)i∆iu (−1)i∆iu¯ (0 i  n − 1)},
S0(u, u¯) =
{
(u0, u1, . . . , un−1); ui ∈ C(Ω¯), (−1)i∆iu (−1)iui  (−1)i∆iu¯
(0 i  n− 1)},
S(u, u¯) =
{
(u0, u1, . . . , un−1) ∈ Rn;
min
x∈Ω¯
(−1)i∆iu (−1)iui max
x∈Ω¯
(−1)i∆iu¯ (0 i  n− 2),
min
x∈Ω¯
(−1)n−1a∆n−1u (−1)n−1un−1 max
x∈Ω¯
(−1)n−1a∆n−1u¯
}
. (2.3)
Let u˜, uˆ be a pair of coupled upper and lower solutions of (1.2). We make the following
basic hypothesis:
(H1) the function f (x,u0, u1, . . . , un−1/a) is a Cα-function of x for x ∈ Ω¯ and (u0, u1,
. . . , un−1) ∈ S(uˆ, u˜) and satisfies the local Lipschitz condition∣∣f (x,u0, u1, . . . , un−1/a)− f (x, v0, v1, . . . , vn−1/a)∣∣
 Γ ∗
(|u0 − v0| + · · · + |un−1 − vn−1|),
for x ∈ Ω¯ and (u0, u1, . . . , un−1), (v0, v1, . . . , vn−1) ∈ S(uˆ, u˜), (2.4)
where Γ ∗ is a positive constant.
Let ui = (−1)i∆iu (1 i  n − 2) and un−1 = (−1)n−1a∆n−1u. Then we may trans-
form problem (1.2) into the coupled system

−∆u = u1, −∆ui = ui+1 (1 i  n− 3), −a∆un−2 = un−1 in Ω,
−∆un−1 = f (x,u,−u1, . . . , (−1)n−2un−2, (−1)n−1un−1/a) in Ω,
B[u] = ϕ0(x), B[ui] = (−1)iϕi(x) (1 i  n− 1) on ∂Ω.
(2.5)
It is obvious that u is a solution of (1.2) if and only if (u,u1, . . . , un−1) is a solution of (2.5).
Therefore, to prove the existence and uniqueness of a solution for (1.2) it suffices to show
the same for (2.5).
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by Cγ (Q) the product function space of Cγ (Q), taken n-times. For example, C(Ω¯) =
C(Ω¯)× · · · ×C(Ω¯) taken n-times. For convenience, we define
g(x,u,u1, . . . , un−1) = f
(
x,u,−u1, . . . , (−1)n−2un−2, (−1)n−1un−1/a
)
, (2.6)
and for the vector functions u = (u0, . . . , un−1), u¯ = (u¯0, . . . , u¯n−1) ∈ C(Ω¯) satisfying
u u¯ in Ω¯ , we let
〈u, u¯〉 = {u ∈ C(Ω¯); u u u¯ in Ω¯},
S(u, u¯) =
{
u = (u0, u1, . . . , un−1) ∈ Rn; min
x∈Ω¯
u i  ui max
x∈Ω¯
u¯i , 0 i  n− 1
}
.
Let u˜, uˆ be a pair of coupled upper and lower solutions of (1.2), and define u˜i =
(−1)i∆iu˜, uˆi = (−1)i∆iuˆ (1  i  n − 2), u˜n−1 = (−1)n−1a∆n−1u˜ and uˆn−1 =
(−1)n−1a∆n−1uˆ. Then u˜ = (u˜, u˜1, . . . , u˜n−1), uˆ = (uˆ, uˆ1, . . . , uˆn−1) ∈ C2(Ω) ∩ Cα(Ω¯).
Moreover, we have from (2.1) and (2.2) that u˜ uˆ in Ω¯ , and

−∆u˜ = u˜1, −∆u˜i = u˜i+1 (1 i  n− 3),
−a∆u˜n−2 = u˜n−1 in Ω,
−∆u˜n−1  g(x,u0, u1, . . . , un−2, u˜n−1) in Ω,
−∆uˆ = uˆ1, −∆uˆi = uˆi+1 (1 i  n− 3),
−a∆uˆn−2 = uˆn−1 in Ω,
−∆uˆn−1  g(x,u0, u1, . . . , un−2, uˆn−1) in Ω,
whenever uˆ (u0, u1 . . . , un−1) u˜ in Ω,
B[u˜] ϕ0(x) B[uˆ],
B[u˜i] (−1)iϕi(x) B[uˆi] (1 i  n − 1) on ∂Ω.
(2.7)
This shows that the pair u˜, uˆ are “generalized” coupled upper and lower solutions of (2.5)
in the sense of [22] (see Definition 8.10.2 of [22]). Moreover, we have from the hypothe-
sis (H1) on f that the function g(x,u0, . . . , un−1) is a Cα-function of x in Ω¯ × S(uˆ, u˜)
and ∣∣g(x,u0, u1, . . . , un−1) − g(x, v0, v1, . . . , vn−1)∣∣
 Γ ∗
(|u0 − v0| + · · · + |un−1 − vn−1|), x ∈ Ω¯,
whenever (u0, . . . , un−1), (v0, . . . , vn−1) ∈ S(uˆ, u˜). (2.8)
Applying Theorem 8.10.5 of [22] to (2.5) we obtain that there exists a solution (u,u1, . . . ,
un−1) to problem (2.5) in 〈uˆ, u˜〉. This leads to the existence of a solution to problem (1.2).
Theorem 2.1. Let u˜, uˆ be a pair of coupled upper and lower solutions of (1.2), and let
hypothesis (H1) hold. Then there exists at least one solution u∗ to problem (1.2) in 〈uˆ, u˜〉.
To show the existence of the maximal and minimal solutions of (1.2) in 〈uˆ, u˜〉 we as-
sume that the function f (x,u0, u1, . . . , un−1) possesses the following monotone property
in ui (0 i  n − 2):
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and monotone nonincreasing in ui if i is odd (0  i  n − 2) for all x ∈ Ω and
(u0, u1, . . . , un−1) ∈ S0(uˆ, u˜).
Note that the function f (x,u0, . . . , un−1) is not necessarily monotone in un−1 in this
hypothesis. Under this hypothesis, the function g(x,u0, u1, . . . , un−1) is monotone nonde-
creasing in ui (0 i  n− 2) for all x ∈ Ω¯ and (u0, u1, . . . , un−1) ∈ 〈uˆ, u˜〉. Moreover, the
differential inequalities for u˜ and uˆ in (2.2) are reduced to


(−1)n∆(a∆n−1u˜) f (x, u˜,∆u˜, . . . ,∆n−2u˜,∆n−1u˜) in Ω,
(−1)n∆(a∆n−1uˆ) f (x, uˆ,∆uˆ, . . . ,∆n−2uˆ,∆n−1uˆ) in Ω,
B[(−1)i∆iu˜] (−1)iϕi(x) B[(−1)i∆iuˆ] (0 i  n− 2) on ∂Ω,
B[(−1)n−1a∆n−1u˜] (−1)n−1ϕn−1(x) B[(−1)n−1a∆n−1uˆ] on ∂Ω,
(2.9)
and the relations for u˜ = (u˜, u˜1, . . . , u˜n−1) and uˆ = (uˆ, uˆ1, . . . , uˆn−1) in (2.7) become


−∆u˜ = u˜1, −∆u˜i = u˜i+1 (1 i  n− 3), −a∆u˜n−2 = u˜n−1 in Ω,
−∆u˜n−1  g(x, u˜, u˜1, . . . , u˜n−2, u˜n−1) in Ω,
−∆uˆ = uˆ1, −∆uˆi = uˆi+1 (1 i  n− 3),
−a∆uˆn−2 = uˆn−1 in Ω,
−∆uˆn−1  g(x, uˆ, uˆ1, . . . , uˆn−2, uˆn−1) in Ω,
B[u˜] ϕ0(x) B[uˆ],
B[u˜i] (−1)iϕi(x) B[uˆi] (1 i  n − 1) on ∂Ω.
(2.10)
The relations in (2.10) imply that u˜ and uˆ are a pair of coupled upper and lower solutions
of (2.5) in the sense of [22] (see Definition 8.10.1 of [22]). Therefore by Theorems 8.10.1
and 8.10.3 of [22], the problem (2.5) has a maximal solution u¯ = (u¯, u¯1, . . . , u¯n−1) and
a minimal solution u = (u,u1, . . . , un−1) in 〈uˆ, u˜〉, where the maximal and minimal
solutions u¯ and u are in the sense that if u = (u,u1, . . . , un−1) is a solution of (2.5)
in 〈uˆ, u˜〉 then u ∈ 〈u, u¯〉. In addition, the sequences {u¯(m)} = {(u¯(m), u¯(m)1 , . . . , u¯(m)n−1)},
{u(m)} = {(u(m), u(m)1 , . . . , u(m)n−1)} governed by


−∆u¯(m) + Γ ∗u¯(m) = Γ ∗u¯(m−1) + u¯(m−1)1 in Ω,
−∆u¯(m)i + Γ ∗u¯(m)i = Γ ∗u¯(m−1)i + u¯(m−1)i+1 (1 i  n− 3) in Ω,
−a∆u¯(m)n−2 + Γ ∗u¯(m)n−2 = Γ ∗u¯(m−1)n−2 + u¯(m−1)n−1 in Ω,
−∆u¯(m)n−1 + Γ ∗u¯(m)n−1
= Γ ∗u¯(m−1)n−1 + g(x, u¯(m−1), u¯(m−1)1 , . . . , u¯(m−1)n−2 , u¯(m−1)n−1 ) in Ω,
(2.11)B[u¯(m)] = ϕ0(x), B[u¯(m)i ] = (−1)iϕi(x) (1 i  n − 1) on ∂Ω,
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
−∆u(m) + Γ ∗u(m) = Γ ∗u(m−1) + u(m−1)1 in Ω,
−∆u(m)i + Γ ∗u(m)i = Γ ∗u(m−1)i + u(m−1)i+1 (1 i  n− 3) in Ω,
−a∆u(m)n−2 + Γ ∗u(m)n−2 = Γ ∗u(m−1)n−2 + u(m−1)n−1 in Ω,
−∆u(m)n−1 + Γ ∗u(m)n−1
= Γ ∗u(m−1)n−1 + g(x,u(m−1), u(m−1)1 , . . . , u(m−1)n−2 , u(m−1)n−1 ) in Ω,
B[u(m)] = ϕ0(x), B[u(m)i ] = (−1)iϕi(x) (1 i  n − 1) on ∂Ω,
(2.12)
where u¯(0) = u˜, u(0) = uˆ and Γ ∗ is the Lipschitz constant in (2.8), converge monotonically
from above and below to u¯ and u, respectively. In view of the relationship between the
problems (1.2) and (2.5) we obtain the following existence result for the maximal and
minimal solutions of (1.2).
Theorem 2.2. Let u˜, uˆ be a pair of coupled upper and lower solutions of (1.2), and let
hypotheses (H1) and (H2) hold. Then problem (1.2) has a maximal solution u¯ and a min-
imal solution u in 〈uˆ, u˜〉. In addition, the sequence {u¯(m)} defined by (2.11) with u¯(0) = u˜
converges to u¯, while the sequence {u(m)} given by (2.12) with u(0) = uˆ converges to u,
and they satisfy the relation
uˆ u(m−1)  u(m)  u u¯ u¯(m)  u¯(m−1)  u˜ in Ω¯ (2.13)
for every m = 1,2, . . . .
Theorems 2.1 and 2.2 extend Theorem 1 of [23] to the 2nth-order Lidstone boundary
value problem (1.2). All the conclusions in these two theorems are directly applicable to
the two-point Lidstone boundary value problem (1.1).
3. Uniqueness of a solution
Let u˜, uˆ be a pair of coupled upper and lower solutions of (1.2). Theorem 2.1 shows
that there exists a solution u∗ to problem (2.1) in 〈uˆ, u˜〉. To deal with the uniqueness of u∗
without any monotone condition on f , we here develop a new monotone iterative technique
to problem (2.5).
As before, we define u˜i = (−1)i∆iu˜, uˆi = (−1)i∆iuˆ (1  i  n − 2), u˜n−1 =
(−1)n−1a∆n−1u˜, and uˆn−1 = (−1)n−1a∆n−1uˆ. Let hypothesis (H1) hold and let u˜ =
(u˜, u˜1, . . . , u˜n−1) and uˆ = (uˆ, uˆ1, . . . , uˆn−1). Then u˜, uˆ ∈ C2(Ω) ∩ Cα(Ω¯), u˜ uˆ and they
satisfy the relation (2.7). Given two vectors v,w ∈ S(uˆ, u˜) with vw, we define
g+(x,v,w) = max
v(u0,u1,...,un−1)w
[
Γ ∗un−1 + g(x,u0, u1, . . . , un−1)
]
,
− [ ∗ ]g (x,v,w) = min
v(u0,u1,...,un−1)w
Γ un−1 + g(x,u0, u1, . . . , un−1) , (3.1)
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schitz continuous in ui , the functions g+ and g− are both well defined. The following
lemma gives some properties of the functions g+ and g−.
Lemma 3.1. Let hypothesis (H1) hold. Then
(i) for any u, u¯,v, v¯ ∈ S(uˆ, u˜) with u u¯ and v v¯, we have∣∣g+(x,u, u¯)− g+(x,v, v¯)∣∣ 3Γ ∗(|u − v|0 + |u¯ − v¯|0), x ∈ Ω¯,∣∣g−(x,u, u¯)− g−(x,v, v¯)∣∣ 3Γ ∗(|u − v|0 + |u¯ − v¯|0), x ∈ Ω¯, (3.2)
where |u|0 = |u0| + · · · + |un−1| for any u = (u0, u1, . . . , un−1) ∈ Rn;
(ii) for any v,w ∈ Cα(Ω¯) with uˆ vw u˜ in Ω¯ , the functions
q+(x) = g+(x,v(x),w(x)), q−(x) = g−(x,v(x),w(x)) (3.3)
are both in Cα(Ω¯).
Proof. (i) We only prove the first relation in (3.2), and the second one can be proved in the
same manner. The proof is divided into three steps.
(a) For any u, u¯,v ∈ S(uˆ, u˜) with u u¯ and v u¯, we prove∣∣g+(x,u, u¯)− g+(x,v, u¯)∣∣ Γ ∗|u − v|0, x ∈ Ω¯. (3.4)
By the definition of g+ and (2.8) we have
g+(x,u, u¯) = Γ ∗u¯n−1 + max
u(u0,u1,...,un−1)u¯
g(x,u0, u1, . . . , un−2, u¯n−1),
g+(x,v, u¯) = Γ ∗u¯n−1 + max
v(u0,u1,...,un−1)u¯
g(x,u0, u1, . . . , un−2, u¯n−1),
where u¯n−1 is the nth component of u¯. Since g(x,u0, . . . , un−1) is Lipschitz continuous
in ui , there exist z = (z0, . . . , zn−1) ∈ Rn such that u z u¯ and
max
u(u0,u1,...,un−1)u¯
g(x,u0, u1, . . . , un−2, u¯n−1) = g(x, z0, . . . , zn−2, u¯n−1). (3.5)
Let z¯ = min{u¯, z + v − u}(= (z¯0, . . . , z¯n−1)) where for u = (u0, . . . , un−1) and v =
(v0, . . . , vn−1), min{u,v} = (min{u0, v0}, . . . ,min{un−1, vn−1}). Then
v z¯ u¯, |z − z¯|0  |u − v|0.
Thus
g+(x,u, u¯)− g+(x,v, u¯) g(x, z0, . . . , zn−2, u¯n−1)− g(x, z¯0, . . . , z¯n−2, u¯n−1).
By (2.8),
g+(x,u, u¯)− g+(x,v, u¯) Γ ∗|z − z¯|0  Γ ∗|u − v|0, x ∈ Ω¯.
Changing the order of u and v we also have
g+(x,v, u¯)− g+(x,u, u¯) Γ ∗|u − v|0, x ∈ Ω¯.
This proves (3.4).
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The proof of this step follows from the same argument as that in the step (a).
(c) For any u, u¯,v, v¯ ∈ S(uˆ, u˜) with u u¯ and v v¯ we prove the first relation in (3.2).
Let z = min{u,v}. Then z ∈ S(uˆ, u˜), z u¯, z v¯ and∣∣g+(x,u, u¯)− g+(x,v, v¯)∣∣Σ1 +Σ2 +Σ3, x ∈ Ω¯, (3.7)
where
Σ1 =
∣∣g+(x,u, u¯)− g+(x, z, u¯)∣∣, Σ2 = ∣∣g+(x, z, u¯)− g+(x, z, v¯)∣∣,
Σ3 =
∣∣g+(x, z, v¯)− g+(x,v, v¯)∣∣.
Applying the results in steps (a) and (b) yields that
Σ1 +Σ3  Γ ∗
(|u − z|0 + |z − v|0)= Γ ∗|u − v|0, Σ2  3Γ ∗|u¯ − v¯|0.
These estimates and (3.7) lead to the first relation in (3.2).
(ii) Given x, ξ ∈ Ω¯ , we have
q+(x) − q+(ξ) = g+(x,v(x),w(x))− g+(ξ,v(ξ),w(ξ))= Σ4 +Σ5,
where
Σ4 = g+
(
x,v(x),w(x)
)− g+(x,v(ξ),w(ξ)),
Σ5 = g+
(
x,v(ξ),w(ξ)
)− g+(ξ,v(ξ),w(ξ)).
Since v(x),w(x),v(ξ),w(ξ) ∈ S(uˆ, u˜), we get from (3.2) that
Σ4  3Γ ∗
(∣∣v(x) − v(ξ)∣∣0 + ∣∣w(x)− w(ξ)∣∣0).
Let z = (z0, . . . , zn−1) be the vector in Rn such that v(ξ) zw(ξ) and
g+
(
x,v(ξ),w(ξ)
)= Γ ∗zn−1 + g(x, z0, . . . , zn−1).
Then
Σ5  Γ ∗zn−1 + g(x, z0, . . . , zn−1)−
(
Γ ∗zn−1 + g(ξ, z0, . . . , zn−1)
)
= g(x, z0, . . . , zn−1)− g(ξ, z0, . . . , zn−1).
By the Hödel continuity of the functions g, v and w, there exists a positive constant H ∗
such that
q+(x) − q+(ξ) = Σ4 +Σ5 H ∗‖x − ξ‖α.
Similarly,
q+(ξ) − q+(x)H ∗‖x − ξ‖α.
This implies that the function q+ is in Cα(Ω¯). The same argument shows that the func-
tion q− is also in Cα(Ω¯). 
Using u¯(0) = u˜ and u(0) = uˆ as a pair of initial iterations, we construct two sequences
{u¯(m)} = {(u¯(m), u¯(m)1 , . . . , u¯(m)n−1)} and {u(m)} = {(u(m), u(m)1 , . . . , u(m)n−1)} from the linear
iteration process
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
−∆u¯(m) + Γ ∗u¯(m) = Γ ∗u¯(m−1) + u¯(m−1)1 in Ω,
−∆u¯(m)i + Γ ∗u¯(m)i = Γ ∗u¯(m−1)i + u¯(m−1)i+1 (1 i  n− 3) in Ω,
−a∆u¯(m)n−2 + Γ ∗u¯(m)n−2 = Γ ∗u¯(m−1)n−2 + u¯(m−1)n−1 ,
−∆u¯(m)n−1 + Γ ∗u¯(m)n−1 = g+(x,u(m−1), u¯(m−1)) in Ω,
−∆u(m) + Γ ∗u(m) = Γ ∗u(m−1) + u(m−1)1 in Ω,
−∆u(m)i + Γ ∗u(m)i = Γ ∗u(m−1)i + u(m−1)i+1 (1 i  n− 3) in Ω,
−a∆u(m)n−2 + Γ ∗u(m)n−2 = Γ ∗u(m−1)n−2 + u(m−1)n−1 ,
−∆u(m)n−1 + Γ ∗u(m)n−1 = g−(x,u(m−1), u¯(m−1)) in Ω,
B[u¯(m)] = B[u(m)] = ϕ0(x),
B[u¯(m)i ] = B[u(m)i ] = (−1)iϕi(x) (1 i  n− 1) on ∂Ω,
(3.8)
where Γ ∗ is the Lipschitz constant in (2.8). The following lemma shows that the sequences
{u¯(m)} and {u(m)} are well defined.
Lemma 3.2. Let hypothesis (H1) hold. Then the sequences {u¯(m)} and {u(m)} given by (3.8)
are well defined and possess the monotone property
uˆ u(m−1)  u(m)  u¯(m)  u¯(m−1)  u˜ in Ω¯ (3.9)
for every m = 1,2, . . . .
Proof. Let m = 1. Since u(0) = uˆ u˜ = u¯(0), the right-hand side of (3.8) is known when
m = 1. Moreover by Lemma 3.1, the functions
g+
(
x,u(0)(x), u¯(0)(x)
)
, g−
(
x,u(0)(x), u¯(0)(x)
)
are both in Cα(Ω¯). By the standard existence theory for the linear elliptic boundary
value problem (see, e.g., [22]) the first iterations u¯(1) and u(1) are uniquely defined and
u¯(1),u(1) ∈ C2+α(Ω¯). Using u(0) = uˆ u˜ = u¯(0) and
g+
(
x,u(0)(x), u¯(0)(x)
)
 g−
(
x,u(0)(x), u¯(0)(x)
)
,
we find that

−∆(u¯(1) − u(1))+ Γ ∗(u¯(1) − u(1)) 0 in Ω,
−∆(u¯(1)i − u(1)i )+ Γ ∗(u¯(1)i − u(1)i ) 0 (1 i  n− 3) in Ω,
−a∆(u¯(1)n−2 − u(1)n−2)+ Γ ∗(u¯(1)n−2 − u(1)n−2) 0,
−∆(u¯(1)n−1 − u(1)n−1)+ Γ ∗(u¯(1)n−1 − u(1)n−1) 0 in Ω,
(3.10)B[u¯(1) − u(1)] = 0, B[u¯(1)i − u(1)i ] = 0 (1 i  n− 1) on ∂Ω.
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In terms of g+ and g− the requirements for u˜ and uˆ in (2.7) are equivalent to

−∆u˜ = u˜1, −∆u˜i = u˜i+1 (1 i  n− 3), −a∆u˜n−2 = u˜n−1 in Ω,
−∆u˜n−1 + Γ ∗u˜n−1  g+(x, uˆ, u˜) in Ω,
−∆uˆ = uˆ1, −∆uˆi = uˆi+1 (1 i  n− 3),
−a∆uˆn−2 = uˆn−1 in Ω,
−∆uˆn−1 + Γ ∗uˆn−1  g−(x, uˆ, u˜) in Ω,
B[u˜] ϕ0(x) B[uˆ],
B[u˜i] (−1)iϕi(x) B[uˆi] (1 i  n − 1) on ∂Ω.
(3.11)
This relation together with (3.8) gives that

−∆(u˜ − u¯(1))+ Γ ∗(u˜− u¯(1)) = 0,
−∆(u˜i − u¯(1)i )+ Γ ∗(u˜i − u¯(1)i ) = 0 (1 i  n − 3) in Ω,
−a∆(u˜n−2 − u¯(1)n−2)+ Γ ∗(u˜n−2 − u¯(1)n−2) = 0,
−∆(u˜n−1 − u¯(1)n−1)+ Γ ∗(u˜n−1 − u¯(1)n−1) 0 in Ω,
B[u˜− u¯(1)] 0, B[u˜i − u¯(1)i ] 0 (1 i  n − 1) on ∂Ω.
(3.12)
Again by the comparison principle of the Laplace operator, we arrive at u˜  u¯(1) in Ω¯ .
Similarly, we can show uˆ u(1) in Ω¯ . This proves the relation (3.9) for m = 1. Replacing
u(0) and u¯(0) by u(1) and u¯(1), respectively, the same argument shows that u(2) and u¯(2) exist
uniquely and they are both in C2+α(Ω¯). Moreover, u(2)  u¯(2) in Ω¯ . To prove u(1)  u(2)
and u¯(2)  u¯(1) we find from the relation (3.9) with m = 1 that
g+(x,u(1), u¯(1)) g+(x,u(0), u¯(0)),
g−(x,u(1), u¯(1)) g−(x,u(0), u¯(0)) in Ω.
As a result, we have from the comparison principle of the Laplace operator that u(1)  u(2)
and u¯(2)  u¯(1) in Ω¯ . The relation (3.9) for m = 2 is proved. A continuation of the above
argument leads to the conclusion of the lemma. 
The result of Lemma 3.2 implies that the pointwise limits
lim
m→∞ u¯
(m)(x) = u¯(x), lim
m→∞ u
(m)(x) = u(x), x ∈ Ω¯,
exist and satisfy the relation
uˆ u(m−1)  u(m)  u u¯ u¯(m)  u¯(m−1)  u˜ in Ω¯ (3.13)
for every m = 1,2, . . . . The following lemma shows that these two limits u¯ = (u¯, u¯1, . . . ,
u¯n−1), u = (u,u1, . . . , un−1) satisfy the relation

−∆u¯ = u¯1, −∆u¯i = u¯i+1 (1 i  n− 3), −a∆u¯n−2 = u¯n−1 in Ω,
−∆u¯n−1 = maxu(u0,u1,...,un−1)u¯ g(x,u0, u1, . . . , un−2, u¯n−1) in Ω,
−∆u = u1, −∆ui = ui+1 (1 i  n− 3),
−a∆un−2 = un−1 in Ω,
−∆un−1 = minu(u0,u1,...,un−1)u¯ g(x,u0, u1, . . . , un−2, un−1) in Ω,
B[u¯] = B[u] = ϕ0(x),
(3.14)B[u¯i] = B[ui] = (−1)iϕi(x) (1 i  n− 1) on ∂Ω.
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converge monotonically from above and below to their limits u¯ = (u¯, u¯1, . . . , u¯n−1) ∈
C2+α(Ω¯) and u = (u,u1, . . . , un−1) ∈ C2+α(Ω¯), respectively. Moreover, these limits sat-
isfy the relations (3.13) and (3.14), and if u∗ is any solution of (2.5) in 〈uˆ, u˜〉 then
u∗ ∈ 〈u, u¯〉.
Proof. From the pointwise convergence of {u¯(m)} and {u(m)} and the continuity property
of g+ and g− (see (3.2)), we have
lim
m→∞g
+(x,u(m)(x), u¯(m)(x))= g+(x,u(x), u¯(x)), x ∈ Ω,
lim
m→∞g
−(x,u(m)(x), u¯(m)(x))= g−(x,u(x), u¯(x)), x ∈ Ω. (3.15)
This implies that the sequences {g+(x,u(m)(x), u¯(m)(x))} and {g−(x,u(m)(x), u¯(m)(x))}
are both uniformly bounded in Lp(Ω) for every p  1. Using the regularity argument
as that in [22] we obtain that the sequences {u¯(m)} and {u(m)} converge in C2(Ω¯) to
u¯ = (u¯, u¯1, . . . , u¯n−1) ∈ C2+α(Ω¯) and u = (u,u1, . . . , un−1) ∈ C2+α(Ω¯), respectively.
This ensures that
lim
m→∞∆u¯
(m) = ∆u¯, lim
m→∞∆u
(m) = ∆u in Ω,
lim
m→∞∆u¯
(m)
i = ∆u¯i, limm→∞∆u
(m)
i = ∆ui (1 i  n − 1) in Ω,
lim
m→∞B[u¯
(m)] = B[u¯], lim
m→∞B[u
(m)] = B[u] on ∂Ω,
lim
m→∞B
[
u¯
(m)
i
]= B[u¯i],
lim
m→∞B
[
u
(m)
i
]= B[ui] (1 i  n− 1) on ∂Ω. (3.16)
Letting m → ∞ in (3.8) shows that the limits u¯ and u satisfy

−∆u¯ = u¯1, −∆u¯i = u¯i+1 (1 i  n− 3), −a∆u¯n−2 = u¯n−1 in Ω,
−∆u¯n−1 + Γ ∗u¯n−1 = g+(x,u, u¯) in Ω,
−∆u = u1, −∆ui = ui+1 (1 i  n− 3),
−a∆un−2 = un−1 in Ω,
−∆un−1 + Γ ∗un−1 = g−(x,u, u¯) in Ω,
B[u¯] = B[u] = ϕ0(x),
B[u¯i] = B[ui] = (−1)iϕi(x) (1 i  n− 1) on ∂Ω,
(3.17)
which is equivalent to (3.14).
Let u∗ = (u∗, u∗1, . . . , u∗n−1) be any solution of (2.5) in 〈uˆ, u˜〉. Then by (2.5) and (3.8),

−∆(u¯(1) − u∗)+ Γ ∗(u¯(1) − u∗) 0,
−∆(u¯(1)i − u∗i )+ Γ ∗(u¯(1)i − u∗i ) 0 (1 i  n− 3) in Ω,
−a∆(u¯(1)n−2 − u∗n−2)+ Γ ∗(u¯(1)n−2 − u∗n−2) 0,
−∆(u¯(1)n−1 − u∗n−1)+ Γ ∗(u¯(1)n−1 − u∗n−1) 0 in Ω,
(3.18)B[u¯(1) − u∗] = 0, B[u¯(1)i − u∗i ] = 0 (1 i  n− 1) on ∂Ω.
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Similarly we have u∗  u(1) in Ω¯ . An induction argument gives that u(m)  u∗  u¯(m)
in Ω¯ for every m. Letting m → ∞ yields that u∗ ∈ 〈u, u¯〉. 
We see from the relation (3.14) and Lemma 3.3 that if u¯ = u(= u∗) then u∗ is a unique
solution of (2.5) in 〈uˆ, u˜〉. Hence the uniqueness of a solution of (1.2) in 〈uˆ, u˜〉 follows if
u¯ = u. To ensure this we assume that f (·, u0, u1, . . . , un−1) is a C1-function of ui , and
let λ0 be the smallest eigenvalue and φ the corresponding positive eigenfunction of the
eigenvalue problem{
∆φ + λφ = 0, x ∈ Ω,
B[φ] = 0, x ∈ ∂Ω. (3.19)
It is well known that λ0 > 0 when β0(x) ≡ 0, and λ0 = 0 when β0(x) ≡ 0 (cf. [22]). Define
a¯ = max
x∈Ω¯
a(x), a = min
x∈Ω¯
a(x),
Mi = max
(x,u0,u1,...,un−1)∈Q
∣∣fui (x,u0, u1, . . . , un−1)∣∣, 0 i  n− 2,
mi = min
(x,u0,u1,...,un−1)∈Q
∣∣fui (x,u0, u1, . . . , un−1)∣∣, 0 i  n− 2,
Mn−1 = max
(x,u0,u1,...,un−1)∈Q
{
(−1)n−1fun−1(x,u0, u1, . . . , un−1)
}
,
mn−1 = min
(x,u0,u1,...,un−1)∈Q
{
(−1)n−1fun−1(x,u0, u1, . . . , un−1)
}
, (3.20)
where Q = {(x,u0, u1, . . . , un−1); x ∈ Ω¯, (u0, u1, . . . , un−1) ∈ S0(uˆ, u˜)} and fui ≡
∂f /∂ui . Then we have the following uniqueness result for problem (1.2).
Theorem 3.1. Let u˜, uˆ be a pair of coupled upper and lower solutions of (1.2), and let
hypothesis (H1) hold and the function f (·, u0, . . . , un−1) be a C1-function of ui . If
aλn0 −
n−1∑
i=1
Miλ
i
0 >M0, (3.21)
then problem (1.2) has a unique solution u∗ in 〈uˆ, u˜〉. Moreover, the sequences {u¯(m)} and
{u(m)} obtained from (3.8) with u¯(0) = u˜ and u(0) = uˆ both converge to u∗ as m → ∞ and
they possess the monotone property
uˆ u(m−1)  u(m)  u∗  u¯(m)  u¯(m−1)  u˜ in Ω¯ (3.22)
for every m = 1,2, . . . .
Proof. It suffices to show u¯ = u, where u¯ = (u¯, u¯1, . . . , u¯n−1) and u = (u,u1, . . . , un−1)
satisfy the relations (3.13) and (3.14). Let w = u¯ − u and wi = u¯i − ui (1  i  n − 1).
Since u¯ u we have that w  0 and wi  0 in Ω¯ . Moreover by (3.14),

−∆w = w1, −∆wi = wi+1 (1 i  n − 3), −a∆wn−2 = wn−1 in Ω,
−∆wn−1 = g(x, ξ0, ξ1, . . . , ξn−2, u¯n−1)
− g(x, η0, η1, . . . , ηn−2, un−1) in Ω,
(3.23)B[w] = B[wi] = 0 (1 i  n− 1) on ∂Ω,
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between u and u¯. Multiplying the above differential equations by φ, integrating over Ω
and applying the mean-value theorem yield
−
∫
Ω
φ∆wdx =
∫
Ω
φw1 dx, −
∫
Ω
φ∆wi dx =
∫
Ω
φwi+1 dx (1 i  n− 3),
−
∫
Ω
φ∆wn−2 dx =
∫
Ω
(φwn−1/a)dx,
−
∫
Ω
φ∆wn−1 dx 
∫
Ω
φ
[
M0w +
n−2∑
i=1
Miwi +Mn−1wn−1/a
]
dx. (3.24)
By the Green’s theorem and using the boundary condition in (3.23) we obtain the relations
λ0
∫
Ω
φwdx =
∫
Ω
φw1 dx, λ0
∫
Ω
φwi dx =
∫
Ω
φwi+1 dx (1 i  n− 3),
λ0
∫
Ω
φwn−2 dx =
∫
Ω
(φwn−1/a)dx,
λ0
∫
Ω
φwn−1 dx 
∫
Ω
φ
[
M0w +
n−2∑
i=1
Miwi +Mn−1wn−1/a
]
dx. (3.25)
This leads to
aλn0
∫
Ω
φwdx 
(
n−1∑
i=0
Miλ
i
0
)∫
Ω
φwdx. (3.26)
If the condition (3.21) holds we have from the above relations that w = 0 in Ω¯ . Further-
more by (3.23), wi = 0 (1 i  n− 1) in Ω¯ . This proves u¯ = u in Ω¯ . 
Remark 3.1. Since we develop a new monotone iterative technique to problem (2.5), we
obtain an existence–uniqueness result to problem (1.2) and two sequences which converge
monotonically from above and below, respectively, to the unique solution, even if the func-
tion f does not possess any monotone property. This improves the corresponding result
in [23] for fourth-order problem.
The uniqueness condition (3.21) can be improved if the function f is mixed qua-
simonotone. To give the definition of a mixed quasimonotone function, we write u =
(u0, . . . , un−1) in the split form u = ([u]I1 , [u]I2 , un−1), where
I1 ⊂ {0,1, . . . , n− 2}, I2 = {0,1, . . . , n− 2} \ I1 (3.27)
and [u]I1 , [u]I2 denote the components of u whose indexes are, respectively, in I1 and I2.
Thus we can write, e.g.,
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(
x, [u]I1 , [u]I2 , un−1
)
,
g(x,u0, u1, . . . , un−1) = g
(
x, [u]I1 , [u]I2 , un−1
)
.
The function f (x,u0, u1, . . . , un−1) is said to be mixed quasimonotone in Ω × S0(uˆ, u˜)
if there exist sets I1, I2 satisfying (3.27) such that the function f (x, [u]I1 , [u]I2 , un−1) is
monotone nondecreasing in [u]I1 and is monotone nonincreasing in [u]I2 (but not neces-
sarily monotone in un−1) for all x ∈ Ω and (u0, u1, . . . , un−1) ∈ S0(uˆ, u˜). In view of the
mixed quasimonotone property of f , the function
g(x,u0, . . . , un−1) = g
(
x, [u]I∗1 , [u]I∗2 , un−1
)
is monotone nondecreasing in [u]I∗1 and is monotone nonincreasing in [u]I∗2 for all x ∈ Ω
and (u0, u1, . . . , un−1) ∈ 〈uˆ, u˜〉, where
I∗1 = (I1 ∩ Ie)∪ (I2 ∩ Io), I∗2 = (I1 ∩ Io)∪ (I2 ∩ Ie)
with Ie and Io being the sets of all even integers and all odd integers in {0,1,2, . . . , n−2}.
In this case the iteration (3.8) becomes

−∆u¯(m) + Γ ∗u¯(m) = Γ ∗u¯(m−1) + u¯(m−1)1 in Ω,
−∆u¯(m)i + Γ ∗u¯(m)i = Γ ∗u¯(m−1)i + u¯(m−1)i+1 (1 i  n− 3) in Ω,
−a∆u¯(m)n−2 + Γ ∗u¯(m)n−2 = Γ ∗u¯(m−1)n−2 + u¯(m−1)n−1 in Ω,
−∆u¯(m)n−1 + Γ ∗u¯(m)n−1
= Γ ∗u¯(m−1)n−1 + g(x, [u¯(m−1)]I∗1 , [u(m−1)]I∗2 , u¯
(m−1)
n−1 ) in Ω,
−∆u(m) + Γ ∗u(m) = Γ ∗u(m−1) + u(m−1)1 in Ω,
−∆u(m)i + Γ ∗u(m)i = Γ ∗u(m−1)i + u(m−1)i+1 (1 i  n− 3) in Ω,
−a∆u(m)n−2 + Γ ∗u(m)n−2 = Γ ∗u(m−1)n−2 + u(m−1)n−1 in Ω,
−∆u(m)n−1 + Γ ∗u(m)n−1
= Γ ∗u(m−1)n−1 + g(x, [u(m−1)]I∗1 , [u¯(m−1)]I∗2 , u
(m−1)
n−1 ) in Ω,
B[u¯(m)] = B[u(m)] = ϕ0(x),
B[u¯(m)i ] = B[u(m)i ] = (−1)iϕi(x) (1 i  n− 1) on ∂Ω,
(3.28)
and thus the relation (3.14) for the limits u¯ = (u¯, u¯1, . . . , u¯n−1) and u = (u,u1, . . . , un−1)
is reduced to

−∆u¯ = u¯1, −∆u¯i = u¯i+1 (1 i  n− 3), −a∆u¯n−2 = u¯n−1 in Ω,
−∆u¯n−1 = g(x, [u¯]I∗1 , [u]I∗2 , u¯n−1) in Ω,
−∆u = u1, −∆ui = ui+1 (1 i  n− 3),
−a∆un−2 = un−1 in Ω,
−∆un−1 = g(x, [u]I∗1 , [u¯]I∗2 , un−1) in Ω,
B[u¯] = B[u] = ϕ0(x),
B[u¯i] = B[ui] = (−1)iϕi(x) (1 i  n− 1) on ∂Ω.
(3.29)
This leads to the following uniqueness result to problem (1.2) for mixed quasimonotone
function f .
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f (x,u0, . . . , un−1) be mixed quasimonotone in Ω × S0(uˆ, u˜) and f (·, u0, . . . , un−1) be a
C1-function of ui . Assume that hypothesis (H1) holds. If either
aλn0 −
n−1∑
i=1
Miλ
i
0 >M0 or a¯λ
n
0 −
n−1∑
i=1
miλ
i
0 <m0, (3.30)
where a, a¯, Mi and mi are defined by (3.20) and λ0 is the smallest eigenvalue of (3.19),
then problem (1.2) has a unique solution u∗ in 〈uˆ, u˜〉. Moreover, the sequences {u¯(m)} and
{u(m)} obtained from (3.28) with u¯(0) = u˜ and u(0) = uˆ both converge to u∗ as m → ∞
and they possess the monotone property (3.22).
Proof. It suffices to prove u¯ = u, where u¯ = (u¯, u¯1, . . . , u¯n−1) and u = (u,u1, . . . , un−1)
satisfy the relation (3.29) and uˆ u u¯ u˜. The proof follows along the line in the proof
of Theorem 3.1. Let w = u¯− u and wi = u¯i − ui (1 i  n− 1). Then w  0 and wi  0
in Ω¯ . In view of (3.29),
(ξ0, ξ1, . . . , ξn−2, u¯n−1) =
([u¯]I∗1 , [u]I∗2 , u¯n−1),
(η0, η1, . . . , ηn−2, un−1) =
([u]I∗1 , [u¯]I∗2 , un−1),
where (ξ0, ξ1, . . . , ξn−2, u¯n−1) and (η0, η1, . . . , ηn−2, un−1) are the intermediate values
appeared in (3.23). Since g is monotone nondecreasing in [u]I∗1 and is monotone non-
increasing in [u]I∗2 , we see that
g
(
x, [u¯]I∗1 , [u]I∗2 , u¯n−1
)− g(x, [u]I∗1 , [u¯]I∗2 , un−1)
M0w +
n−2∑
i=1
Miwi +Mn−1wn−1/a,
g
(
x, [u¯]I∗1 , [u]I∗2 , u¯n−1
)− g(x, [u]I∗1 , [u¯]I∗2 , un−1)
m0w +
n−2∑
i=1
miwi +mn−1wn−1/a.
The argument in the proof of Theorem 3.1 shows that
aλn0
∫
Ω
φwdx 
(
n−1∑
i=0
Miλ
i
0
)∫
Ω
φwdx,
a¯λn0
∫
Ω
φwdx 
(
n−1∑
i=0
miλ
i
0
)∫
Ω
φwdx, (3.31)
where φ is the positive eigenfunction corresponding to λ0. If either one of the conditions
in (3.30) holds we have from the above relations that w = 0 in Ω¯ . Furthermore by (3.29),
wi = 0 (1 i  n− 1) in Ω¯ . This proves u¯ = u in Ω¯ . 
330 Y.-M. Wang / J. Math. Anal. Appl. 308 (2005) 314–333Remark 3.2. The results in Theorem 3.2 extend the results in Theorems 2 and 3 of [23]
to the 2nth-order elliptic Lidstone boundary value problem (1.2). All the conclusions in
Theorems 3.1 and 3.2 are also valid for two-point Lidstone boundary value problem (1.1).
We do not repeat them to avoid monotony.
4. Some examples
In this section we give some examples.
Example 4.1. Consider the problem (1.2) where the function f (x,u0, . . . , un−1) is as-
sumed uniformly bounded, that is, there exists a positive constant M such that∣∣f (x,u0, . . . , un−1)∣∣M, x ∈ Ω, (u0, . . . , un−1) ∈ Rn.
Then each of the problems{
(−1)n∆(a∆n−1u˜) = M, x ∈ Ω,
B[∆iu˜] = ϕi(x) (0 i  n− 2), B[a∆n−1u˜] = ϕn−1(x), x ∈ ∂Ω,
(4.1)
and {
(−1)n∆(a∆n−1uˆ) = −M, x ∈ Ω,
B[∆iuˆ] = ϕi(x) (0 i  n− 2), B[a∆n−1uˆ] = ϕn−1(x), x ∈ ∂Ω,
(4.2)
has a unique solution u˜ and uˆ, respectively. Moreover by the comparison principle of the
Laplace operator, (−1)i∆iu˜ (−1)i∆iuˆ in Ω¯ . It is easy to verify that the pair u˜ and uˆ are
coupled upper and lower solutions of (1.2). If, in addition, the function f satisfies the basic
hypothesis (H1) then the existence of a solution of (1.2) follows from Theorem 2.1.
Example 4.2. Consider the problem (1.2) with a(x) ≡ 1 and ϕi(x) ≡ 0 for 0 i  n − 1.
Assume that there exist positive constants ci and a nonnegative function c(x) with
λn0 −
n−1∑
i=1
ciλ
i
0 > c0, 0 c(x) δφ(x), x ∈ Ω, (4.3)
such that for all (−1)iui  0 (0 i  n− 1),
0 f (x,u0, u1, . . . , un−2, un−1)
n−1∑
i=0
(−1)iciui + c(x), x ∈ Ω,
where λ0 is the smallest eigenvalue of (3.19), φ is the normalized positive eigenfunction
corresponding to λ0 and δ is a positive constant. It is easy to show that by choosing a
sufficiently large M > 0 the pair u˜ = Mφ and uˆ = 0 are coupled upper and lower solutions
of (1.2). If, in addition, f (·, u0, . . . , un−1) is a C1-function of ui and for all (−1)iui  0,∣∣fui (x,u0, u1, . . . , un−1)∣∣ ci (0 i  n− 2),(−1)n−1fun−1(x,u0, u1, . . . , un−1) cn−1, x ∈ Ω,
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orem 3.1, problem (1.2) has a unique nonnegative solution u∗ in 〈0,Mφ〉. Since M can
be arbitrarily large, we conclude that u∗ is the unique nonnegative solution of (1.2) in the
whole region R. By this uniqueness result, u∗ = 0 is the unique nonnegative solution if
f (x,0, . . . ,0) = 0 for all x ∈ Ω , and furthermore by the maximum principle of Laplace
operator, u∗ is the unique positive solution if f (x,0, . . . ,0) > 0 for all x ∈ Ω .
Example 4.3. Let Ω = (0,1)× (0,1). We consider the following fourth-order elliptic Lid-
stone boundary value problem:{
∆2u = f (x, y,u,∆u), (x, y) ∈ Ω,
u = 0, ∆u = 0, (x, y) ∈ ∂Ω, (4.4)
where
f (x, y,u0, u1) = 5u1 + σ(x, y)u40 + 5 sinπx sinπy.
The known function σ(x, y) is supposed to satisfy |σ(x, y)| 1 in Ω . Since the function
σ(x, y) may arbitrarily oscillate, the monotone property of the function f (x, y,u0, u1)
in u0 is usually destroyed. In this case, the results in [23] (except the existence of the
solution) cannot be applied to the example. However, it can be checked that all conditions in
this paper are fulfilled. In fact, u˜ = sinπx sinπy and uˆ = 0 are a pair of coupled upper and
lower solutions of (4.4) and hypothesis (H1) holds with Γ ∗ = 5. Hence by Theorem 2.1,
there exists at least one solution u∗ to problem (4.4) in 〈0, sinπx sinπy〉. On the other
hand, Mi and mi in (3.20) are given or estimated by
0m0 M0  4, M1 = m1 = −5, (4.5)
and the smallest eigenvalue λ0 is given by λ0 = 2π2. It is easy to verify that they satisfy
the condition (3.21) (a = 1), and thus all the conditions of Theorem 3.1 are fulfilled. This
implies that the problem (4.4) has a unique solution u∗ in 〈0, sinπx sinπy〉, and the se-
quences {u¯(m)} and {u(m)} defined by (3.8) (corresponding to (4.4)) with Γ ∗ = 5 and the
initial iterations
u¯(0) = (sinπx sinπy,2π2 sinπx sinπy), u(0) = (0,0)
converge monotonically, from above and below, respectively, to u∗.
Example 4.4. Consider the two-point Lidstone boundary value problem{−D6u(x)+D4u(x) −D2u(x) = π5 sinπx − γ (x)u2(x), 0 < x < 1,
D2iu(0) = D2iu(1) = 0, i = 0,1,2, (4.6)
where γ (x) is a known function satisfying |γ (x)|  1. Letting g(x,u) = π5 sinπx −
γ (x)u2, we have
g(x,u1)− g(x,u2) = −γ (x)
(
u21 − u22
)
−2(u1 − u2), 0 x  1,
for all 0 u2  u1  sinπx. Set a1 = 1, a2 = 1 and a3 = 2. Since the algebraic equation
x3 − a1x2 + a2x − a3 = 0 has only one nonnegative real root, the results in [7] cannot
be applied to the example. However, all the conditions in this paper are fulfilled. In fact,
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holds with Γ ∗ = 2. On the other hand, the smallest eigenvalue λ0 is given by λ0 = π2.
It is easy to check that the condition (3.21) is satisfied. Therefore by Theorem 3.1, the
problem (4.6) has a unique solution u∗ in 〈0, sinπx〉, and the sequences {u¯(m)} and {u(m)}
defined by (3.8) (corresponding to (4.6)) with Γ ∗ = 2 and the initial iterations u¯(0) =
(sinπx,π2 sinπx,π4 sinπx) and u(0) = (0,0,0) converge monotonically, from above and
below respectively, to u∗.
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