The widespread use of smartphones and the ability of these devices to digitize signatures have made it possible to sign electronic documents in this way. In this paper we compared two on-line signature databases in terms of verification performance: the MCYT containing signatures drawn by stylus pen, and MOBISIG containing finger drawn signatures. Performance evaluations were performed using both local and global systems. In the case of global systems, we evaluated the performance of a novel information theory features set. Little improvement was achieved by this feature set. There were large differences between the two databases in terms of performance. Finger drawn signatures collected by mobile device were proved inferior to signatures collected by digitizing tablet and its stylus.
Introduction
The touchscreen allows the acquisition of signatures, which can be drawn even with the finger. In this paper we study the performance of signature verification system using on-line signatures collected through mobile devices, where the signatures were drawn by finger. State-of-the art global (feature-based) and local (time functions based) verification systems were evaluated for two on-line signature databases: the MCYT and the MOBISIG. The MCYT database [1] was collected by using a high resolution digitizing tablet and its stylus. The MOBISIG database [2] was collected by using an Android tablet and the subjects' finger. Huge performance degradation was found in the case of finger-drawn signatures collected on touchscreen compared to stylus-drawn signatures collected on digitizing tablet. The performance degradation characterized both global and local systems, but it was higher in the case of the local system. This type of performance degradation has already been reported by Tolosana et al. [3] for eBioSign biometric database and Martinez et al. [4] for DooDB database.
The rest of this paper is organized as follows. In section 2 we review researches which report performance evaluations on finger-drawn signatures. Section 3 presents the local and global systems used for signature verification. First, the local signature verification system with the used time functions is presented, then the new information theory related features are described, and finally the global system with the used features. In section 4 the experiments are described: the databases, the evaluation protocol, and the results in terms of EER (Equal Error Rate) and error curves. Finally, section 5 draws the conclusions.
Related work
There are only a few studies reporting performance evaluations on finger drawn signatures. One of the first studies reporting performance evaluation results on such signatures is the semester thesis of Pascal Bissig [5] . Unfortunately, the study reports only random forgery type evaluation. The reported results cannot be reproduced because their dataset is not publicly available.
The first publicly available database DooDB, containing finger drawn signatures was collected by the Biometric Recognition Group -ATVS. Martinez et al. [4] report benchmark results using a local system based on Dynamic Time Warping (DTW) and several time series. Although the random forgery type evaluations resulted in low error rates, these errors are too high for skilled forgery evaluations. In a later study [6] , these results were improved by using Gaussian Mixture Models (GMM).
Finger drawn signatures collected on mobile devices were studied by Sae-Bae et al. [7] . However, they were only able to report only random forgery evaluation results because the database contains only genuine signatures. This database is also private.
A recent study by Tolosana et al. [3] reports benchmark results on the new eBioSign database, which contains signatures and handwriting information acquired by using several acquisition devices, both digitizing tablets and mobile devices. On two devices data were collected using both stylus and the finger. A significant performance gap was reported between stylus and finger drawn signatures. The performance deterioration is over 10% when using the finger instead of stylus. 
Methods
In this section we describe the local and the global systems used for signature verification.
Local system
Local systems work with time-functions extracted from the signatures. In this paper we used the following eight time-functions: ( ), ( ), ( ),( ), ( ),( ), ( ) and ( ). The ( ), ( ) are the coordinate time series, ( ),( ) are the horizontal and vertical speed time series, ( ),( ) are the horizontal and vertical acceleration time series, and ( ),( ) are the pressure and its first derivative time series. Fig. 1 . shows these time series for a genuine signature from the MOBISIG database.
Signatures were compared using the Dynamic Time Warping (DTW)[8] algorithm, which is able to compare time sequences having unequal lengths. We created an eight-dimensional time series for each signature using the eight timefunctions. The distance returned by the DTW algorithm was converted to a similarity score using the formula
, where and are the two 8-dimensional time sequences corresponding to the two compared signatures. 
Global system

Information theory features
Permutation entropy features have already been investigated by Rosso et al. [9] for signature verification. They proposed Shannon entropy, statistical complexity, and the Fisher information computed from the Bandt and Pope histogram. This type of histogram was computed from horizontal and vertical coordinates of signatures. We detected two major problems in this publication. The first is that they reported their results erroneously. We have already reported this problem in an earlier publication [10] . Another major problem is regarding the computation of permutation entropy, which omits repeated consecutive values. This deficiency was admitted by the authors in a later paper [11] .
We propose to compute Shannon entropy and Fisher information from a new type of histogram which takes into consideration repeated consecutive values. In a time series we have three types of relation between two consecutive points: less, equal, and greater ( +1 < , +1 = , +1 > ). For three consecutive points there are nine relations depicted in Fig. 2 (e.g. the 4. relation has the following meaning: = +1 +1 > +2 ). Let us consider the following time series = {1,2,2,3,3,1,2,1,3,4}. In the first step we associate the = 9 codes (see Fig. 1 .) with the consecutive triplets resulting in the following eight coded triplets: {8,6,8,4,3,7,3,9} (1,2,2 → 8; 2,2,3 → 6; 2,3,3 → 8; 3,3,1 → 4; 3,1,2 → 3; 1,2,1 → 7; 2,1,3 → 3; 1,3,4 → 9). Then, we compute the normalized frequencies associated with these nine codes (see Eq. 1). 
Shannon entropy is defined in Eq. 2.
where = { ; = 1, … , } with ∑ = 1 is a discrete probability distribution. The normalized Shannon entropy is defined in Eq. 3.
[
where the entropy is maximal when the probabilities are equal, thus = ln . = 0.78.
Fisher information was computed using the formula (Eq. 4.) proposed by Rosso [9] , but instead of the Bandt & Pope histogram we used our histogram's normalized frequencies.
Global features
In our global system we used 15 state-of-the-art (see Table 1 ) and 12 information theory based features (see Table 2 ). Some of the state-of-the-art features were selected from the set of 100 global features proposed by FierrezAguilar et al. [12] ( )} , = 1, … . These values are used for min-max normalization of the feature vectors belonging to the template. Furthermore, these values are stored together with the template and are used in the verification phase for normalizing the signature to be verified. The normalization was applied for each user separately, in this way we did not take into account other users' data. For evaluation we used three types of anomaly detector: Euclidean, Manhattan and k-nearest neighbor (k-NN) detectors. We described these detectors in an earlier paper [13] .
Experimental work
Databases
We used the publicly available MCYT-100 subset from the MCYT database, which contains signatures from 100 subjects captured with a digitizing tablet and its stylus [1] . The important details of this database are summarized in Table 3 . The second database used in this study is our MOBISIG database [2] which contains signatures from 83 subjects captured with a Nexus 9 tablet with Android 6.0 operating system. There are two important differences between these two databases: (i) the sampling frequency is constant in the case of MCYT database (100 Hz), whereas it is event-based in the case of the MOBISIG database (approximately 60 Hz); (ii) signatures in MCYT database were drawn by using a stylus pen, whereas those in the MOBISIG database were drawn by the fingertip of the subjects. 
Evaluation protocol
We used the same evaluation protocol for both databases. We evaluated separately the skilled forgery and random forgery cases. Skilled forgery evaluation used the collected skilled forgery samples, whereas random forgery evaluation used randomly selected samples from the dataset.
The evaluation was repeated three times using the first 5, 10 and 15 genuine samples for training. The next 20, 15, and 10 genuine samples were used for positive score computations, and all the available skilled forgery samples for negative score computations (skilled forgery case). In the random forgery case for each subject we selected as negative samples the first sample from every other subject (N-1 samples, N is the number of subjects in a database). The same evaluation protocol was followed for both global and local system, except that in the case of the local system, on the MOBISIG database, we always used the 15 genuine samples from the second session for positive score computations.
Two types of Equal Error Rates (EER) were computed. Global EER ( ) was computed using a common genuine and forgery score lists for all the subjects of a database. This type of EER is based on a global threshold. User specific EER was computed by using user specific threshold ( ). In this case both mean ( ) and standard deviation ( ) are reported. Table 4 summarizes the performances for the global system, whereas Table 5 shows the same performances for the local system. These tables present the evaluations in the case of using 15 samples for template creation. The rest of the results can be seen at http://www.ms.sapientia.ro/~manyi/MOBISIG_MCYT.htm Detection Error Trade-off (DET) curves [14] were created using the Matlab package available at NIST 1 . Fig. 3 . shows the results obtained for skilled forgery type evaluation of the two databases. In order to show the discrimination ability of a feature set, separate curves are shown for using information theory features (12) , state-of-the-art features (15), and both types of features together (27) . Fig.  4 . shows the same error curves for random forgery type evaluation. 
Results
Conclusions
In this paper we have compared -in terms of verification performance -two on-line signature databases, the MCYT database, which was collected using a high quality digitizing tablet with a stylus for drawing the signatures, and MOBISIG, which used a mobile device (Nexus 9 tablet with Android 6.0 operating system) and finger for data collection. The performance gaps between the two databases are highly significant, especially for skilled forgery type evaluation. Error rates for finger-drawn signatures are almost twice as high as for stylus-drawn signatures in the case of global systems (skilled forgery case). The local features were more strongly influenced by the signature drawing modality. In this case the error rates for the MOBISIG database were five or six times higher than for the MCYT database. The discrepancy between and has been observed by other researchers [4] . However, in the case of local systems there are unusually large differences. Despite the fact that we have taken into account the successive equal values in the time series, information theoretical features have resulted in little improvement (around 1%) in the performance of the global system. 
