Abstract. We propose a new combinatorial description of the product of two Schur functions. In the particular case of the square of a Schur function SI, it allows to discriminate in a very natural way between the symmetric and antisymmetric parts of the square. In other words, it describes at the same time the expansion on the basis of Schur functions of the plethysms S2(SI) and A2(SI). More generally our combinatorial interpretation of the multiplicities cIJ = (SISj , SK) leads to interesting q-analogues c I J ( q ) of these multiplicities. The combinatorial objects that we use are domino tableaux, namely tableaux made up of 1 x 2 rectangular boxes filled with integers weakly increasing along the rows and strictly increasing along the columns. Standard domino tableaux have already been considered by many authors [33] , [6] , [34] , [8] , [1] , but, to the best of our knowledge, the expression of the Littlewood-Richardson coefficients in terms of Yamanouchi domino tableaux is new, as well as the bijection described in Section 7, and the notion of the diagonal class of a domino tableau, defined in Section 8. This construction leads to the definition of a new family of symmetric functions (H-functions), whose relevant properties are summarized in Section 9.
Introduction
The problem addressed in the title of this paper may be formulated in various ways. Recall that a tensor of rank 2 separates into a symmetric and an antisymmetric part In other words, if V denotes a finite-dimensional vector space over the field of complex numbers, one has which may be seen as the decomposition of the representation V ® V of GL(V) into its irreducible components S2(V) and A2(V). Now suppose that V = S I ( W ) is itself a model of the irreducible representation of GL( W) indexed by the partition I. One has again but the spaces S 2 ( S I ( W ) ) and A 2 ( S I ( W ) ) are no longer irreducible under the action of GL(W). The problem is to decompose these spaces into their irreducible components.
Considering the characters of these representations, one can give an equivalent formulation in terms of symmetric functions. Denoting by S I the Schur function indexed by the partition I, formula (1) is equivalent to where the symmetric functions S 2 (S I ) and A 2 (S I ) are special cases of plethysms of Schur functions, as defined by Littlewood in [20] (see also [21] , [22] and [29] ). The problem is now to decompose these plethysms on the basis of Schur functions.
As shown by Littlewood, this question admits also an interpretation in classical invariant theory (actually, invariant theory was his motivation for defining the plethysm of Schur functions). Indeed, the coefficient a IJ in the expansion S 2 (S I ) = E J a IJ S J is equal to the number of concomitants of type J and degree 2 in the coefficients of a ground form of type I. We refer the reader to [7, 9] for a modern formulation of the general plethysm problem in invariant theory. Now, following Littlewood, we present the corresponding combinatorial problem. Since the decomposition of the tensor square S I (W) ® S I (W) is given by the well-known Littlewood-Richardson rule, the problem is in fact to discriminate between the Young tableaux coming from the symmetric part of this square, and those coming from its antisymmetric part. For example, in order to compute the square of S 12 the following eight tableaux are constructed and by reading their shapes it is found that This square splits into But Littlewood could not find a general simple method of discriminating the tableaux pertaining to S 2 (S I ). In Section 4 we shall explain a different combinatorial description of the product of two Schur functions, in terms of domino tableaux. Using this new rule, the previous example would correspond to the following tableaux All these tableaux have the same shape 2244, and the result of the multiplication is obtained by reading their evaluation, namely the number of dominoes labelled 1, labelled 2, and so on. Now the splitting becomes obvious. Count the number of horizontal dominoes, which is always even, and divide it by two. If the result is even the corresponding Schur function comes from the symmetric part S 2 (S 12 ), if it is odd it comes from the antisymmetric part A 2 (S 12 ). This observation suggests that the number of horizontal (or vertical) dominoes is an interesting statistic on domino tableaux. We call it the spin (see Section 3 for a precise definition). Taking into account the spin of the domino tableaux which correspond to a given multiplicity c IJ = (S I S J , S K ), we are led to a q-analogue c IJ (q) of this multiplicity. In Section 8 we study the distribution of this statistic on the set of domino tableaux of given shape and evaluation, and show how this set may be partitioned into simple classes whose spin polynomial is of the type q a (1 + q) b . This yields a decomposition of the polynomials c IJ (q) into elementary blocks. For example the multiplicity c 123356 234 = 18 gives rise to the q -analogue The paper is organized as follows. In Section 2 we review the necessary background in the theory of symmetric functions, including plethysms, adjoint and differential operators, and the concepts of 2-quotient and 2-sign of a partition. In Section 3 we describe the combinatorial objects used in the sequel, viz. domino tableaux, Yamanouchi domino tableaux, and their associated spin and diagonals. In Section 4 we state the rule for computing the scalar product (S I w 2 (S j ), S K ) as a number of Yamanouchi domino tableaux (Theorem 4.1), thus providing a combinatorial description of the expansion on the basis of Schur functions of various symmetric functions, including the product S I S j , the plethysm w 2 (S I ) and the derivative D w2(St) S J . The connection with a recent formula [24] for expressing a P-Schur function as a quadratic form of S-Schur functions is also mentioned. In Section 5 we explain how to split the square of a Schur function (Corollary 5.5), using the spin of the Yamanouchi domino tableaux of Theorem 4.1, and we introduce the q -analogues c ij (q). In Section 6 we study a bijection due to Stanton and White [33] between domino tableaux and pairs of ordinary tableaux. We give a description of it explained to us by Schiitzenberger which is more simple and stresses the role played by the diagonals of the tableaux. This method is equivalent to the approach of Fomin and Stanton [6] . We also fulfil the program suggested by Stanton and White of extending the plactic monoid of Lascoux and Schiitzenberger to dominoes. Indeed we show that domino tableaux may be seen as the elements of a monoid, which we call the super plactic monoid. It is isomorphic to the direct product of two plactic monoids. In Section 7 we describe a different algorithm associating to a given domino tableau a pair of tableaux, the first being a Yamanouchi domino tableau and the second an ordinary tableau. This algorithm, which is the analogue for domino tableaux of the classical algorithm used by Robinson [31] , Littlewood [22] or Macdonald [29] for proving the rule of multiplication of Schur functions, furnishes the proof of Theorem 4.1. It also enables an action of the symmetric group on domino tableaux to be defined, which permutes the evaluation without changing the spin. In Section 8 we analyse the distribution of spin on the set of domino tableaux of given shape, evaluation and diagonals, and deduce from this study the proof of Theorem 5.3. In Section 9 we show that our construction leads to the definition of a new family of symmetric functions (H-functions), and we sum up their relevant properties. Finally, we give in Section 10 the proof of a series of lemmas stated and used in Section 8.
Symmetric functions and plethysms
Our notations for symmetric functions are as in [26] . In particular a partition / = i 1 , i 2 , • • •. i n ) is a weakly increasing sequence of nonnegative integers. The integer n is called the length of I. When there is no risk of confusion, we sometimes write for short I = 1,12 •••*'". Schur functions and monomial functions are denoted respectively by S I and w I • When I = i is reduced to one part, one obtains the complete symmetric function S i also denoted by S i , and the power sum w i also denoted by w i . The products of these functions are denoted by
We write I~ for the conjugate partition of / (i.e. the partition whose diagram is obtained by interchanging the rows and columns of the diagram of /), and we set A I = S I~ . In particular, A I = A I denotes the i-th elementary symmetric function.
The algebra of symmetric functions is endowed with a scalar product denoted by (.,.), defined by the requirement that the Schur functions form an orthonormal basis. Given a symmetric function F, one defines the differential operator D F as the adjoint operator of the multiplication by F for this scalar product. In other words, for any symmetric functions G, H there holds Here is how to obtain the ordered pair (K 0 , K 1 ), called the 2-quotient of K. Make K into a partition of even length 2n by adding if necessary a zero part. Add to K the staircase partition p 2n = (0, 1, 2,..., 2n -1). Reduce modulo 2 the successive parts of L = K + p 2n without using two times the same representative. This gives a sequence M, which is put in increasing order by means of a permutation a. Then, if a(M) P 2n , set e 2 (K) = 0, otherwise € 2 (K) = sign(a). This is the 2-sign of K. Finally if e 2 (K) = 0, subtract from the even parts of L the corresponding residues in M and divide by 2 to obtain K 0 . The same procedure applied to the odd parts gives the second partition K 1 . Example 2.1 Consider K = (1, 1, 1, 3, 5, 5) . Then Thus the 2-quotient of K is ((1,2, 3), (2)).
A key observation is that this process can be reversed, that is, given an arbitrary ordered pair of partitions (I, J), there is a unique partition K of weight 2|/| + 2\J\ whose 2-quotient is equal to (I, J). Thus one can write S 1 S j = e 2 (K)O 2 (S K ). As a consequence the multiplicity c H j is equal to the scalar product Example 2.2 The particular case when I = J is important for us. One can check that the partition K whose 2-quotient is (I,I) is nothing but K =2Iv2I := (2i 1 , 2i 1 ,. .., 2i n ,2i n ). Moreover the 2-sign of 2I v 2I is +1 for all 7. Thus We shall return to the 2-quotient in Section 6, where a bijection is described which rests entirely upon this operation. This will give an alternative description of it, in terms of domino tableaux.
Domino tableaux
A domino tableau of shape I is a tiling of this shape by means of 2 x 1 or 1 x 2 rectangles called dominoes. Each domino is numbered by a nonnegative integer, and it is required that these integers be weakly increasing along the rows (from left to right), and strictly increasing along the columns (from bottom to top). For example Fig. la shows a domino tableau of shape 11244, but Fig. 1b does not represent a domino tableau (the second column is not strictly increasing), neither Fig. 1c (the second row is not weakly increasing). We shall also use domino tableaux of skew shape I/J, as illustrated in Fig. 1d .
As We shall distinguish between 2 types of dominoes, according to the square box cut by the diagonal D K . A domino is said to have the colour 0 if this box is the bottom or right box, and to have the colour 1 otherwise (we prefer the name "colour" to the name "orientation" used by Stanton and White, which may create confusion with the different distinction between horizontal and vertical dominoes).
An analogue of the Littlewood-Richardson rule for domino tableaux
Recall that according to the classical Littlewood-Richardson rule, the multiplicity is equal to $Yam(K/I; J), that is, the number of Yamanouchi (ordinary) tableaux of shape K/I and evaluation J. Now we claim 
Corollary 4.3 Yamanouchi domino tableaux provide combinatorial descriptions of the following expansions:
Note that putting I = 0 in (4) and (5) In a recent paper a new expression was found for P Schur functions [24] . Recall that P 1 is not zero only if all parts of / are different, that is, if with 0 < j 1 < J 2 < • • • < j n -Now there holds where p n + 2H = (0, 1, 2,..., n -1) + (2h 1 ,, 2h 2 2h n ). We deduce from (6) and (7) the following [22] , the James-Peel rule in terms of pictures [13, 35] , the Gel'fandZelevinsky rule in terms of Gel'fand-Tsetlin schemes [10, 11] , the Lascoux-Schiitzenberger rule in terms of Schubert polynomials [28] , Kirillov's rule in terms of configurations [14] and the Berenstein-Zelevinsky rule in terms of Berenstein-Zelevinsky triangles [2] . We mention that an explicit bijection between the Littlewood-Richardson rule and the BerensteinZelevinsky rule has been constructed in [3] .
As explained in Section 1, our rule in terms of domino tableaux has the advantage of discriminating very naturally between the symmetric and antisymmetric parts of the square of a Schur function. Moreover Corollary 4.3 and 4.6 show that the same rule applies also to the expansion of other symmetric functions, such as the plethysms W 2 (S I ) and the P Schur functions.
We believe, however, that its main interest lies in the fact that it enables a q-analogue of c K j to be defined, in a purely combinatorial way, which seems to possess an algebraic meaning.
Definition 5.1 Let I, J, K be three partitions, and q an indeterminate. Denote by H the partition whose 2-quotient is equal to (I, J). We define the sum being over all Yamanouchi domino tableaux T of shape H and evaluation K. 6 .
We note that our polynomials c K j (q) do not coincide with the Clebsch-Gordan polynomials defined by Kirillov and Reshetikhin by means of the q-Kostant partition function and the Kostant-Steinberg formula [18] . Indeed Clebsch-Gordan polynomials can have negative coefficients which is not the case for ours, as is clear from their combinatorial definition.
The splitting of the square of a Schur function announced in Section 1 may be stated The reader is referred to Section 1 for an illustration of this Corollary. We mention that some efficient algorithms for the computation of the plethysms W k (S i ), A*(S i ), S k (S i ) on the basis of Schur functions are described in [4] and [5] , and have been implemented in the system SYMMETRICA. However, these algorithms are not based upon a combinatorial description of the coefficients such as those given in this article.
The next sections are devoted to proving Theorem 4.1 and Theorem 5.3. This is achieved by lifting the symmetric functions $ 2 (S i ) to the noncommutative super plactic algebra defined in Section 6, and then mapping them to the plactic algebra as described in Section 7. Lastly, Section 8 is dedicated to the additional properties involving the spin.
The super plactic monoid and algebra
In this section we describe, in the particular case of domino tableaux, a bijection discovered by Stanton and White between k -ribbon tableaux and &-uples of ordinary tableaux [33] , Our description differs from the one of these authors in two points. First we need to consider tableaux of arbitrary evaluation, while Stanton and White developed their algorithm for standard evaluation only. Secondly we follow a different combinatorial method explained to us by M.P. Schiitzenberger which is more simple and more illuminating. This method appears also in [6] . The algorithm is the following. Proof: It is enough to describe the reverse algorithm. So suppose that the pair (to, t\) is given. The tableau T can be reconstructed step by step. The key observation is that the correspondence between an ordered pair of partitions (I 0 , I 1 ) and the partition / whose 2-quotient is (I 0 , I 1 ), is compatible with the adjonction of one box. Namely, suppose that a box is glued to I 0 on diagonal D, which gives a new partition I' 0 . The partition /' whose 2-quotient is (I 0 , I 1 ) is obtained from / by glueing a domino of colour 0 on the diagonal corresponding to D. And the same, of course, for colour 1. Clearly this fact may be used to reconstruct T by induction, for a tableau is nothing but a chain of partitions. This will be illustrated by working out the previous example. [29] ). Finally, in the particular case of a standard evaluation (i.e. J = (1,1,..., 1) ), it was shown by Morris and Sultana [30] that K I1...1 is given by a "modular hook formula", obtained by specializing to q --1 the q-hook formula for standard Kostka-Foulkes polynomials.
We shall end this Section by an algebraic formulation of Theorem 6.3. To this end we must first recall the main lines of the proof of Littlewood-Richardson rule given by Lascoux and Schiitzenberger in [27] . It consists in interpreting Young tableaux as elements of a monoid, the so-called plactic monoid, which is defined as the quotient of the free monoid by Knuth's relations [ 17] . The combinatorial expressions of Schur functions S i as sums of all tableaux of shape I, are then lifted to the algebra of the plactic monoid, generating a subalgebra of this noncommutative algebra, isomorphic to the algebra of symmetric functions. In this setting, the multiplicity c ij is nothing but the number of ways of writing a tableau of shape K as a product of two tableaux of shape I and J.
Consider now the direct product Pl(A 0 ) x Pl( A 1 ) of two plactic monoids on the alphabets
This monoid may be described as the quotient of the free monoid on A 0 U A 1 by the following relations
It will be called the super plactic monoid and denoted by SPl(A). Theorem 6.3 shows that the elements of this monoid can be viewed as domino tableaux. For instance the domino tableau of Example 6.2 represents the following element of SPl(A)
The Z-algebra Z[SPl(A)] of the super plactic monoid contains now some remarkable elements, namely, for each partition I, the sum E I of all domino tableaux of shape /. Corollary 6.4 shows that the projection on the commutative algebra T -> a T sends E I onto the symmetric function 62(I)O 2 (S I ). Thus, we see that the elements E I generate a commutative subalgebra of the super plactic algebra, isomorphic to the tensor product Sym(A) ® Sym(A) of two copies of the algebra of symmetric functions of A.
More generally the yew de taquin for dominoes, as described by Stanton and White [33] , enables skew domino tableaux to be interpreted as elements of the super plactic monoid. It can be shown similarly that the sum of all domino tableaux of shape I/J is a lifting in Z[SPl(A)] of the symmetric function e 2 (I/J)O 2 (S I/J ).
An analogue of the Robinson-Littlewood Injection for domino tableaux
The proofs of the Littlewood-Richardson rule in [31 ] , [22] and [29] result from the existence of a bijection, due to Robinson and Littlewood, Their method consists in starting with a tableau t of shape I/J and evaluation K, and successively modifying it until its column reading becomes a Yamanouchi word. Simultaneously, a tableau is built up, which serves to record the sequence of moves made (see [29] , p. 69). We shall explain now an analogue of this bijection for domino tableaux.
We need first some definitions. A pseudo-tableau is a generalized Young tableau, in the sense that we allow its shape to be any sequence of nonnegative integers, and that we only require that the rows and columns be weakly increasing from left to right and bottom to top. Thus, the following picture shows a pseudo-tableau of shape (1, 2,0,4,2) and evaluation (1,1,3,2,1, 1) .
A word is a Yamanouchi word iff all its indexes are < 0. Note that the last step requires a transformation of type R 2 .
A simple example without transformation R 1 or R 2
3. An example requiring several transformations R 2
4. An example requiring several transformations R 1
Note that a domino tableau whose dominoes are all horizontal (or all vertical) may be replaced by an ordinary tableau in the obvious way. In this particular case, no transformation R 1 , R 2 occurs during the execution of Algorithm 7.1, and we recover the usual RobinsonLittlewood algorithm.
We are now in a position to state the main theorem of this Section.
Theorem 7.3 Algorithm 7.1 realizes a bijection
Proof: The proof proceeds along the same lines as the detailed proof given by Macdonald [29] pp. 69-73 for the Robinson-Littlewood correspondence, the only difference lying in the transformations R 1 and R 2 of Algorithm 7.1 which are specific to the domino case. These transformations are required to obtain after each step a domino tableau Y, while the corresponding condition in the original Robinson-Littlewood algorithm is automatically satisfied (cf. [29] (9.6)). Hence after the last step, by construction, y is a Yamanouchi domino tableau. Moreover, it follows from [29] that after this last step, t is an ordinary tableau of evaluation K and shape equal to the evaluation of the Yamanouchi word w. It remains only to prove that the mapping T ->• (Y, t) is a bijection, which can be done by showing that each step of the algorithm is reversible. Here again, we can imitate the argument in [29] and read off from the pseudo-tableau t which letter i must be changed into i + 1 to return to the preceding step, and this completes the proof. D
We shall now develop some important consequences of Theorem 7.3. We introduce a notation for the tableau t obtained from the domino tableau T by application of Algorithm 7.1. Hence we have Proof: Let t and t' be two tableaux of the same shape /. Theorem 7.3 shows that the preimages TT -1 (t) and n -1 (t') are isomorphic, that is, there exists a bijection g: n -1 (t) -»• n -1 (t') leaving the shape of domino tableaux invariant. Explicitly, g is defined as follows. If T is sent on (Y, t) by Algorithm 7.1, then g(T) is the unique domino tableau sent on (Y, t') by the same algorithm. Now if t is the Yamanouchi tableau of shape /, the statement is true by Theorem 4.1. Therefore it is also true for t'. D Algorithm 7.1 may also be used to define an action of the symmetric group on the set of domino tableaux, which permutes the evaluation and leaves invariant the shape and the spin. Recall that Lascoux and Schiitzenberger defined an action of & n on the set of tableaux over the alphabet {1,..., n}, which leaves invariant the shape and the charge [27] , [19] . For t a tableau and z a permutation, let t m denote the image of t under (j, for this action. Proof: By definition of Algorithm 7.1, the shape and spin of T are equal to the shape and spin of Y, and therefore to the shape and spin of Tm. D
Distribution of spin-Labyrinths
In this Section we analyse the distribution of the statistic spin on the sets Tab2(I; J) and Yam2(I; J). For this purpose, we divide these sets into subsets on which the distribution is very regular. We have the following result concerning the equivalence classes in Tab2(I; J) and Yam2 (I; J), which we call diagonal classes.
Theorem 8.2 Let C be a diagonal class in Tab2(I; J) or Yam2(I; J). Then, the cardinality of C is a power of 2, and the spin polynomial of C, namely ETEC qSpin(T), is equal to qa(1 + q)b for some nonnegative integer b and half-integer a.
Proof: The main idea which is due to A. Lascoux, consists in associating with every domino tableau T a picture from which it is immediate to recover all the domino tableaux belonging to the diagonal class C of T. The starting point is the following. If one considers the domino tableaux T' which belong to the diagonal class of T, one sees that they all have in common several domino border lines of length 2. If one removes from T all the border lines which are not present in all tableaux T' of C, one obtains a skeleton of domino tableaux that we call the labyrinth of T. For the convenience of the reader, we shall first illustrate this principle and give the outline of the proof by working out a specific example.
Consider the domino tableau
The labyrinth of T is constructed in the following way. First, draw the external shape of T and write down the numbers along the diagonals.
Then, read the anti-diagonals, that is, the diagonals going down from North-West to SouthEast, and between any two adjacent numbers, draw a barrier of length 2, according to the following two cases:
Furthermore, if two adjacent numbers on an ascending diagonal are equal, then place a vertical barrier between them in the following way:
The picture so obtained is the labyrinth of T. In this case, it is
The labyrinth separates the shape of T into different connected components-four components in this example. There are two types of connected components. Some of them can be tiled by dominoes in two ways, and the others in only one way. For instance Moreover, for any component which can be tiled in two ways, the spins of the two tilings differ by 1. The conclusion is that, if we denote by b the number of components which can be tiled in two ways, the number of domino tableaux which compose the diagonal class of T in Tab 2 . Let us summarize this discussion and repeat the arguments that we have used so far in the form of a series of lemmas to be proved in general. Let T be a domino tableau, and define its labyrinth as the configuration of barriers placed in the shape of T according to the rules explained above. Finally, if we restrict ourselves to Yamanouchi domino tableaux, we see that among the connected components of the labyrinth which can be tiled in two ways, some are such that the two tilings are compatible with the Yamanouchi condition, and the others such that only one tiling is compatible with this condition. Anyway, we obtain again a set of tableaux whose cardinality is a power of 2, and whose spin polynomial is of the form q a ( Several additional properties of H-functions will be investigated in [ 16] , namely a "half Pieri formula", and some generating series which generalize the following classical identities of Schur and Littlewood:
Proofs of Lemmas 8.3-8.6
Proof of Lemma 8.3: By definition of the diagonal class of T, the domino tableaux T' in this class have the same shape as T, and the same numbers at the same places. Thus these tableaux differ only by their domino configuration. In other words they can be regarded as particular domino tilings of the shape of T. It remains only to characterize those tilings. It happens that the increasing conditions on the labels of T' can be translated into some simple constraints. Namely, it is easy to check that the dominoes of the tiling corresponding to T' are not allowed to cross the barriers of length 2 placed between adjacent labels according to the rules explained in Section 8. Conversely, these constraints are enough to impose the increasing conditions on rows and columns, and therefore any such tiling corresponds to an admissible domino tableau. D Proof of Lemma 8.4 and 8.6: Let us first assume that T has shape H = 2I v 2I, that is, a shape whose parts and multiplicities are all even. Actually, this is the only case that we need for proving Theorem 5.3. Moreover, the general case results easily from this one. Let us also suppose for a moment that the labels on the ascending diagonals are strictly increasing, so that no barrier of the third type arises in the labyrinth. These assumptions imply (i) that the middle points of the barriers are all the points of the set L = {(x,y)/x + y is odd} lying inside the shape of T; (ii) the frontier of this shape is also formed by barriers of length 2 with middle points in the same set L. It is straightforward to see that in this case the frontiers of a connected component are made of vertical and horizontal segments of even length, the general form of a component being that of a closed chain of width 1, as shown by Fig. 2a . Note that the interior domain of the chain may well degenerate to a union of segments, as in Fig. 2b , or to a single point, as in Fig. 2c . It is clear that such a closed chain admits exactly two domino tilings. We next relax the second assumption on T and we consider a domino tableau of shape H = 2I v 2I with possible pairs of equal adjacent labels in ascending diagonals. Consider a barrier of the third kind placed between two such labels:
The inequalities obeyed by the neighbouring labels imply that the barrier configuration around this pair is necessarily:
In other words, each such pair of labels gives rise to a pair of connected components reduced to one domino which therefore admit only one tiling, and this already proves Lemma 8.6.
To finish the proof of Lemma 8.4 it remains to relax the assumption on the shape of T. Let then T be a domino tableau of arbitrary shape J. We can easily recover the previous situation by glueing at the periphery of T a rim of dominoes labeled by sufficiently big numbers, so as to obtain a tableau T' of shape H = 2I V 2I. This process is illustrated in Fig. 3 . The connected components of the labyrinth of T ' are of the two kinds described so far. When returning to T we get a new kind of connected components, by restricting those components of T' intersecting the domino rim H/J. These components take the form of an open chain and admit only one tiling. D where L 0 (resp. L i ) denotes the sum of lengths of the vertical segments of the outer (resp. inner) frontier of the chain. Strictly speaking, formula (9) applies only to "generic" closed chains such as the one shown by Fig. 2a . For "singular" chains like the one in Fig. 2b , one must take into account that some segments of the frontiers are travelled up and down when one goes round the inner or outer frontiers. These segments must therefore be counted twice in the sums L I and L 0 , in order that (9) be correct. Now, with these conventions on L 0 and Li, it is an elementary geometric fact that for any closed chain, the difference L 0 -L I is equal to 4. Therefore, A5 = 1 and the proof is complete. D
