Let {X,1,,, be a stationary sequence of random variables with partial sums S,,. Necessary and sufficient conditions are found for weak convergence
Introduction and announcement of results
"From independence to dependence": the head of Chapter IX in M. Lokve's book [ 181 must be a program of any attempt to build a limit theory extending the classical one for sums of independent random variables. Lo&e himself suggested replacing dependent summands by their independent copies, but this could not bring much success.
The next step in complication consists in dividing the sum into almost independent segments. It is possible, if summands possess 'mixing' properties, describable in various ways. Such approach, known as 'Bernstein's method' (see [13, 14] ) proved to be very fruitful. We refer to [S] and [23] for the nearly up-to-date survey on the present stage of the theory.
Some of results obtained on the base of Bernstein's method can be 'visualized' in the form of an almost sure invariance principle (ASIP): the original (dependent) sequence can be redefined on another probability space, on which an accompanied independent sequence exists, with sums of both sequences being close in a strong sense (see [25] for the survey). As a rule, ASIP implies functional convergence of the corresponding partial-sum process. On the other hand, it is easy to find examples of l-dependent sequences with partial sums weakly convergent, when properly normalized, to a p-stable distribution (p < 2), but not convergent in the functional manner. It follows that in the general case we cannot expect results like ASIP (or even invariance principle in probability).
Therefore we suggest less spectacular approach. Let {X,}iEN be a strictly stationary sequence of random variables with partial sums S, = 0, S,, = xi"=, X,, n E N. We will say that {Xi} admits (or possesses) asymptotic independent representation (a.i.r.) for partial sums, if there exist independent, identically distributed random variables CxjljtN with partial sums S,,, such that supIP(S,~x)-P(~~~~)l-,O as n++oo. xtIW1
Trivia1 examples show that a.i.r. is not unique. However, if exists, it determines the class of possible limit laws and the way of normalization and centering in limit theorems for &'s. So it is reasonable to ask for existence of an a.i.r. only in the context of limit theorems: suppose /1 is a non-degenerate distribution on R', B, -+ 00, and Then Theorem 1.1 asserts that a.i.r. exists if, and only if, for some p E (0,2], p is strictly p-stable, B, is l/p-regularly varying and, if p =2, BE/n is equivalent to a non-decreasing, positive sequence. It is possible to get rid of the last requirement, if we admit approximation by a stationary and independent in rows array and not by a single sequence (Theorem 2.2).
In any case, we reduced our considerations to p-stable limit theorems, i.e., results on convergence S,/ B, --+? p", where p is strictly p-stable and B, is l/p-regularly varying, for some 0 < p G 2. Further, in studying such theorems we hope to apply classical limit theorems for independent summands (a.i.r. exists!).
At the first stage, we investigate mixing properties of S,'s. It is proved in Theorem 3.1, that a p-stable limit theorem implies Condition B: For each A E R', max IE elh(~%+,/B,,) _ ,lj eih(S,/S,,) . E ei*WB,,)I + () as n + +a 1 Sk,/5 n kf/SH (which allows breaking characteristic functions of sums into product of a small number of characteristic functions of segments The rest of the paper is devoted to necessary and sufficient conditions in p-stable limit theorems. The main result, Theorem 9.1, says that a p-stable limit theorem holds for S,/ B, if and only if Condition B holds and there is a sequence {m}, r,, 7 +CO, such that for every sequence {k,} of integers "tending to infinity slowly enough" (i.e., k, = o(m)) we have, where for each n, Y ",,, Yn,*, . . . , are independent copies of S/B,,. But setting Z = kP'lp Y,,j we get an array of infinitesimal and independent in rows random "., n variables. Hence, using classical results, we can express the above convergence in terms of truncated moments etc., in the form specific to 0 < p < 1, p = 1, 1 <p < 2 and p = 2 (Theorems 9.2-9.5). Obtained this way criteria are improvements of [9] and [16] ; the reader is referred to these papers for examples of applications.
The paper is concluded with discussion of limit theorems admitting centering. In the Appendix we restate some basic facts on the weak convergence to stable laws.
Asymptotic representations for sums
LetX,,X,,... be a strictly stationary sequence of random variables. Denote S, = 0, S, =Cy=, X,, n = 1, 2,. . .
As in the Introduction, we say that {X,} admits (or possesses) asymptotic independent representation (a.i.r.) for partial sums, if one can find independent, identically distributed random variables 2,) g2,. . . , such that sup~P(S,,~x)-P(3~~x)~+O as n-+-too, xaR'
(1.1) where S,,=%,+X2+.
. .+g,,.
In general, such a representation is not unique; it precisely describes, however, asymptotic properties of distributions of sums S,,. We state here the simplest theorem on existence of a.i.r.'s. In Section 10 we will see that most results involving centerings can be reduced to the case considered below. If p = 2, we need more: by (ii) we assume that Bz/ n is non-decreasing. Case 0 <p < 1. By (A.6), j_~ = Pois ( V( p, c,, c-) ) for some c+, c_ 2 0, c+ + c_ > 0. Let n, be such that c+ + c-< n,. Define If ?j, j=l, 2 ,..., are independent and distributed according to F defined by (1.3), then Eq exists and xj = T -Eq, j = 1, 2, . . . , satisfy assumptions of Theorem A.Q(iii).
Case p = 2. In this case, p = N(0, a') with a2 > 0. Set T(_?,) to be symmetric and and for each n Z 1, (1.10) We complete the definition of q, setting q(0) = 0 and for 0 <x <x0,
(1.13)
Here D is chosen in such a way that
Notice that D > 0 by (1.9). If
is a probability density on R'. Let P'( W) has the density p(x); then by (1.12) and (1.13),
Further, for x 3 xc,,
In particular, (l,(x) ) and l(x) -CEWr(l WI Gx). Hence EWI(I WI s x) is slowly varying and
So 2 = C. W has the desired properties (1.5) and (1.6). 0 
Asymptotic representations in the array setting
The case p = 2 is exceptional: we impose on B, the requirement that "S',/n -c, > 0, c, f ", which is equivalent to "lim inf,,,, Bz/n > 0 and Bi/n -inf,,,=" Bi/m".
This implies that Bi/n must converge to a nonzero limit (perhaps to infinity). Let us consider the following: (ii) {S,} admits an asymptotic independent representation in the array setting.
Proof. converges in distribution to a non-degenerate limit, which is distinct from p. By the convergence to types theorem, for each 0 < t < 1, B,n,l B+ G(t) f 1, (2.5) n where $(t) is finite and positive. By Theorem 1.3 of [28] , $(t) = t" for some --OO < p < +OO and (2.5) holds for each t > 0. Since B, + CO and I,!J( t) f 1, we have p = l/p > 0, for some p > 0, and B, is l/p-regularly varying. In particular, setting
if L??(X) = p. So /1 is strictly p-stable and 0 <p G 2. q Remark 2.3. In the proof of (ii)+(i) we used only the property that for each 0 < t < 1, sup P(S,,,jGX) -p c X,, (;;: _ Gx)I+O. (2.6) xeR' This is the alternative form of (2.1). We prefer, however, (2.1), for it shows the nth row provides a 'good' approximation on intervals On < m c F'n.
Condition B
We introduced 'p-stable limit theorems' as results on the weak convergence of sums to a strictly p-stable limit laws with l/p-regularly varying normalizing constants.
From the previous section we know that a p-stable limit theorem holds if and only if one can find a convergent (after normalizing) asymptotic independent representation in the array setting. But existence of an a.i.r. implies a kind of 'asymptotic independence' or 'mixing'. We are able to describe the minimal form of such mixing properties. Fix kgN and observe that by (3.2), (Z(S,,/B,.,))*k~~ as n + +a.
If p= S,, a # 0, then $1 Bk.,, +g al k and Bk.,,/ B, + k. If /1 is non-degenerated, we can apply the above lemma and see that {B,/B,.,} is bounded. If ck is any limit point of B,/Bk., and LY(X)=p., then
and since p # So, we have ck # 0. So for each k one can find a constant ck > 0 such that
Hence p is strictly p-stable for some p E (0,2]. Moreover, ck = k"", so B,.,/B, + k'lp as n + +a.
It remains to prove that B, is l/p-regularly varying. Proof. By (3.5) and (3.6), we have for p, q E N, Hence (3.9) implies Bk,,/ Bk,,+,,, + 1. 
,, E ei*(s~fz~B~~~)+ E eihr""X, E eiA('",,,,f B,>.) + E e i*f""X and E ei*cs,,,,+,,,lR,r,) + E eih(F+r)""X, where z(X)
= + Since p is strictly p-stable, c+, .9 where B, = n'lp Z(n) varies regularly. Now take arbitrary random variable X and define x,=.?;+x, j=l,2 ).... Let j_~, and t+ be two distinct probability distributions on R' with zero mean and variance 1. Let X,, . . . be conditionally independent over u-field 4 = {A, A', 0, iI> (0 < P(A) < 1) and such that for each j, the regular conditional distribution of X, given 4 is of the form ~,x~+~Qx~c. Then
Here again X, , X2, . . . satisfies Condition B by Theorem 3.1.
The next example is more subtle. Remark 4.7. An example on p. 302 in [7] shows that there are weakly associated sequences, which are not associated. This means Corollary 4.6 essentially improves Corollary 4.5.
Strong mixing and Condition B
In the above examples we checked Condition B either by Theorem 3.1 or by means of special tools like Newman's inequality. It is not a traditional approach. The tradition, initiated by Rosenblatt's paper [27] , suggests describing mixing properties via 'mixing coefficients', being specific measures of dependence between 'future' and 'past'. Let 9 and %' be u-fields in a probability space (0, 5, P). Mixing coefficients provide a useful estimation of covariances, e.g.:
Lemma51
[6,Theoreml.l]. Suppose l~p,q~~andp-'+q-'sl. The idea we used above is known as 'separation of blocks': for each sequence B, + ~0 we can find m, -+ CO such that Condition B is equivalent to max 1~ ei~%+,+,JB,z _ E e'%/B,z . E ei*WB.I +. 0 as n + +a, 
5+2r-' C P(Ih(I(S,+,+,+j-S,+,+,)-(Sk+m+,-Sk+m)(>&Bn) ,=O

II-ar, (6.4)
Example 6.1. Suppose {X,} is a stationary sequence with one-dimensional marginal distribution belonging to the domain of attraction of a strictly p-stable law p = Pois( V( p, c+, c_)), 0 <p < 1, c+ + c_ = 1. Let B, be such that nP((X,I > B,) + 1.
For 6 > 0, define (6.5) 
Representation
(6.6) allows us to apply the whole power of the point processes theory, as described in the book [7] . For more details we refer to [15] .
Convergence to strictly p-stable laws
Suppose Z, --+* CL, where p is strictly p-stable. For each n, let { Yn,j}iEN be a sequence of independent copies of Z,. By strict stability of CL, for each kEN we have 2 k-lip ,j, Yn.;> ;f CL ( as n + +co.
Hence we can find a sequence {r,,} of integers, r,, 2 00, such that where d,_ is the Levy metric. In particular, if {k,} is a sequence of positive integers such that k, -+ co and k,, = o(m), then (7.1) / Minima/ conditions in stable limif theorems and {Z,,j = k;"P Yn,; ; 1 s j G k,, n E RJ} is an infinitesimal array of row-wise independent random variables. For such arrays we can use Theorem A.4 and find expressions involving Z,,'s, which are necessary for (7.1) and so, necessary for Z,, *9+ (ii) Zfp = 1 and u = Pois( v(1, c, c)) * 6,, We shall examine in detail consequences and structure of conditions (7.1)-(7.5).
Proposition 7.2. Let (7.1) holds with strictiyp-stable t.~ and let along some subsequence {N'}, Z,,. converges to some strictly p-stable law v. Then v = (u.
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Proof. Repeating the considerations from the beginning of the section, we see that whenever k,, tends to infinity slowly enough, while by (7.1), it has to converge to p. q Then {ZAmcN is tight and no limit point of (Z,,} is degenerated.
Proof. If {Z,} is not tight, we may assume without loss of generality, that for some Proof. We shall show that every subsequence {b,..} contains a further subsequence converging to 1. Indeed, one can find a subsequence {n"'} such that Z,,... --+9 V, where v is non-degenerate. Since F is non-degenerate, too, the convergence to types theorem implies b,,,, + b > 0. But then v is strictly p-stable with parameters determined by (7.2)-(7.5), hence v = p. Consequently, b = 1. 0
Regular variation in the limit
Conditions (7.2)-(7.5) have a very special form: given a sequence of functions fn on IW+ (e.g., fn(x) = P(Z,, > x)) we assume that there exists a sequence r,, f co such that x,Pf,(x,)+c>O, whenever x, + 00, x, = o( r,). q-p+12s(l_(y+').
(8.4)
But c > 0, so gpl(x,) -gz(y,,) + co, and, in particular, gz(x,) -+ co. By (8.2) y, can be chosen in such a way, that gi(x,)/gz(y,) + 00, and then (8.3) follows from (8.4) . q
In the classical limit theory for independent summands, Karamata's theorem provides a link between truncated moments and tail probabilities, and so is one of the most basic tools (see [ll, Chapter VIII.9] ). Our approach preserves only a part of the power of Karamata's results, but it is still enough to prove: Proposition 8.3. Suppose TV is a non-degenerate strictly p-stable law. Then (7.1) is equivalent to the corresponding condition among (7.2)-(7.5).
Proof. Fix p E (0,2] and consider the condition The proof of the cases c = +CO and c = -a is similar. q
Regularly varying in the limit functions, which we consider in the paper, are mostly of the form A,(x) = b,,,,, (8.16) where {b,,} is an array of numbers. The other functions can be reduced to the above form by reasoning given in (8.6 ). For functions (8.16) m, +co, we see that (8.10) does not hold.
p-stable limit theorems
Let, as usually, S,, n EN be partial sums of a strictly stationary sequence {&,},,, and let B, + +co.
In preceding sections we derived several necessary conditions for S,/B, to converge to a strictly p-stable law + Let us summarize:
l Proposition 7.1 provides four sets of necessary conditions in the form specific to p. Before proving the theorem, it seems to be useful to rewrite it, using Corollary 8.5 and in each of the cases 0 <p < 1, p = 1, 1 <p < 2 and p = 2 separately.
Recall, that according to our convention, the p-stable limit theorem holds for S,/B, if -S,/ B, converges in distribution to some strictly p-stable law p, _ B, is l/p-regularly varying. The above conditions imply p = N(0, (T'). 0
There are two prototypes for Theorems 9.2-9.5, both proved under the extra assumption of a-mixing. Theorem 9.5 improves (weakening a-mixing to Condition B) Theorem 1 in [16] . Similarly, Theorems 9.2-9.4 improve Theorem 1 in [9] . In addition, the latter result deals only with symmetric limits in the cases p = 1 and 1 < p < 2, while in Theorems 9.3 and 9.4 general strictly p-stable limits are considered.
Proof of Theorem 9.1. By the remarks preceding Theorem 9.1 and in the view of Theorem 3.1, it remains to be proved that Condition B and (9.1) imply S,/ B, -CT p. The general line of the proof is similar to that of [16] ; the details are, however, different, since we use Condition B instead of a-mixing and p is a general strictly p-stable distribution.
First of all we shall find a sequence s, f +a such that n. s,' f +a and for every sequence k,, + +a, k,, = o(s,), we have &, , , I &, , ., , 7 CL. (9.8) Suppose (9.1) holds. By Proposition 7.3, we know that {S,,/B,} is a tight sequence with no degenerate limit distribution.
This in turn implies, via Proposition 3.5, that Condition B is equivalent to (3.14). In particular, one can find a sequence ;;, 7 +a, Since Y is non-degenerate, by the convergence to types theorem, 'Bk ,,,. n.+ c, O< c< +a~. But then c-' Y -)(*, so Z(Y) is strictly p-stable. By Proposition 7.2, Y-p and we have proved (9.8) with the only exception that s, = r, A F',, may not satisfy n. s,'y. To get this property, let us define s, = r, A F, and for n 2 1, s,,,, = r,,, A F,,,, A ((1 +n-')%I). Now. let k, = o(q,,,,,$, k, + +a, (9.10) Then for large n's,
as n++CO, .~I(n+L)h,,'1 Sr,1-r:'1 I, S [,,-,-'] and the growth of k, is slow enough to get from (9.8),
S I(n+L)h,, l,k,,lB,c,l+k,,,h,,',k,, ;f P, (9.11) Observe that where BT = inf,, ',1 B,,, 7 +CO. If, in addition to (9.10) R' and each k E N, E e'"% J'% , , , )k +, 0 as n + +a. (9.12) A brief review of methods of verifying conditions (9.2)-(9.7) can be found in [9] for O<p<2 and in [16] for p=2.
Limit theorems with centering
We conclude our considerations with discussion of the general limit problem. We are not going to develop the theory of convergence (10.1). Instead we suggest reducing it, when possible, to the restricted case considered above. More precisely, we are looking for constants A and a such that S,-n.A BIT T P * 6-a.
(10.2)
If A and a exist, they provide a complete reduction: X: = Xi -A, j = 1,2, . . . , form a new stationary sequence satisfying Condition B with the same normalizing constants B,, hence p * 6_, must be strictly p-stable.
In general, such A and a do not exist. If c+ # c_, then 2(X,) is a shift of no strictly l-stable distribution. On the other hand, by the convergence to types theorem, no essentially different centering exists and the centered sums cannot be replaced by partial sums of a stationary sequence.
Fortunately, the case p = 1 is exceptional. With the same choice of k,, and I,, as above, we have for n large enough,
If 2'-""( 1 -t E) < 1, the gap between h(m,) and the sum on the left-hand side of (10.7) tends to infinity, hence (10.6) cannot hold, again. So lim sup,,, h(n) c 0. The same way we prove that lim inf,,, h(n)zO.
(ii) Set
It is enough to prove, that f(n) converges to some A (i.e., A,/n + A), and that
, (n.A-A,)/B,,+a).
Let k,, = I,, = n. Then by (10.6),
and, since 2B,/ Bz, + 2'-'lp # 0,
as n++cc.
Proceeding with induction, we get
as n++co ifkEN.
Further, it follows from (10.9) that for all k, I E N,
as n++CO. 
The last term tends to zero as n -+ CO by (10.10). Finally, we have
Since g(k) + 0, {f(n)} is a Cauchy sequence, so converges to some A. Letting I+ co in (lO.ll), we get A-f(k)=o(g(k)).
0
Remark 10.5. Subtraction of A in the case 1 <p G 2 corresponds to centering by expectation (if exists).
Appendix. Convergence to stable distributions
For general information on stable distributions we refer to [29] . Here we restate some facts used throughout the paper. In particular, if p f 1 and p is p-stable, then there exists a E R' such that p *S_, is strictly p-stable.
Stable distributions coincide with the class of possible (weak) limits for suitably normalized and centered sums of independent and identically distributed summands. Strictly stable distributions are limits for normalized sums (without centering). More precisely, we have Results due to Rogozin [26] and Maller [ 191 show that laws S,, a # 0 (strictly l-stable!) possess 'domain of strict attraction', as well. All criteria on convergence to stable laws are based on the general limit theory for independent summands. We restate here a result of this type, being of central importance for the whole paper. 
