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Utility representations of preferences: some results
Abstract
The thesis presents some classical results concerning the Utility Theory. We
present the requirements that a preorder must satisfy in order to be representable
with a utility function while also exploring weaker conditions such as in the case
of quasi-preorders. We establish the existence of a utility function, and explore
the requirements for its upper semi-continuity in the form of the Rader theorem.
Further using the Urysohn-Nachbin approach we present the proofs for both the
classical Debreu theorem and the Eilenberg theorem, guaranteeing us the existence of
a continuous utility on second countable topological spaces and connected separable
topological spaces, respectively.
Math. Subj. Class. (2010): 91B16, 54D65, 26A15
Keywords: utility function, continuity, Nachbin-Urysohn approach, De-
breu separability
Funkcija koristnosti in preference: nekaj rezultatov
Razširjeni povzetek
Delo diplomskega seminarja predstavi nekaj klasičnih rezultatov teorije korist-
nosti. Začenemo z zahtevami za obstoj funkcije koristnosti za dvomestne relacije
%. Pri tem obravnavamo tudi stroge relacije , kjer velja, da sta x, y ∈ X v strogi
relaciji x  y natanko tedaj, ko x % y in ¬(y % x).
Funkcija koristnosti je funkcija u : X → R, za katero velja, da za vsaka x, y ∈ X
velja x % y natanko tedaj, ko je u(x) ≥ u(y).
Funkcija u : X → R ohranja urejenost %, če iz x % y sledi u(x) ≥ u(y) in če iz
x  y sledi u(x) > u(y).
Najprej predstavimo šibkejše zahteve, ki zadostujejo za obstoj funkcije, ki ohranja
urejenost, za refleksivne dvomestne relacije, ki niso nujno tranzitivne. Relacija % je
konsistentna v Suzumurovem smislu, če za vsaka x, y ∈ X velja, če x %T y potem
¬(y  x), kjer je %T tranzitivno zaprtje relacije %. Relacija %T je tranzitivno
zaprtje %, če za vsak par x % y, kjer sta x, y ∈ X, obstajajo tak N ∈ N in taki
x0, x1, . . . xN ∈ X, da je x = x0 % x1 %, · · · % xN = y. Relacije, ki so refleksivne in
konsistentne v Suzumurovem smislu, imenujemo kvazi predureditve. Izkazalo se bo,
da mora biti relacija % za obstoj funkcije koristnosti vedno tudi strogo sovisna. To
pomeni, da za vsaka x, y ∈ X velja x % y ali y % x.
Za refleksivne in tranzitivne relacije, imenovane predureditve, dokažemo obstoj
funkcije koristnosti v treh primerih, če je množica X končna, števno neskončna ali
neštevna. Za dokaz obstoja funkcije v slednjem primeru vpeljemo tri ekvivalentne
definicije separabilnosti predureditve na neki množici, opremljeni s strogo sovisno
predureditvijo %. Debreujeva, Birkhoffova ali Jaffrayeva separabilnost strogo so-
visne predureditve je dovolj za obstoj funkcije koristnosti. Predureditev % na X je
separabilna v Debreujevem smislu, če obstaja števna podmnožica D ⊆ X, tako da
za vse x, y ∈ X iz x  y sledi obstoj z ∈ D, tako da je x % z % y. Predureditev %
na X je separabilna v Jaffrayevem smislu, če obstaja števna podmnožica D ⊆ X,
tako da za vse x, y ∈ X iz x  y, sledi obstoj z1, z2 ∈ X, tako da je x % z1  z2 % y.
Predureditev % na X je separabilna v Birkhoffovem smislu, če obstaja števna podm-
nožica D ⊆ X, tako da za vse x, y ∈ X \ D iz x  y, sledi obstoj z ∈ D, tako da
je x  z  y. Vsaka od naštetih lastnosti nam zagotovi števno gosto podmnožico
množice X, s pomočjo katere skonstruiramo funkcijo koristnosti u.
Po zagotovitvi obstoja funkcije koristnosti predstavimo dokaze za Debreujev in
Eilenbergov izrek, ki govorita o pogojih za zveznost funkcije koristnosti. Za to potre-
bujemo definicijo zveznosti predureditve %.
Predureditev % na topološkem prostoru X je zvezna, če sta množici
{y ∈ X : y % x} in {y ∈ X : x % y} zaprti za vsak x ∈ X.
Eden od klasičnih izrekov Debreuja pravi:
Če je topološki prostor, opremljen s totalno zvezno predureditvijo, 2-števen, potem
obstaja zvezna funkcija koristnosti.
Najprej izrek dokažemo za metrične prostore in potem nadaljujemo z dokazom v
primeru splošnega topološkega prostora. V tem primeru se poslužimo Nachbinovega
dela, ki posploši Urysohnovo lemo. Ta uporabi normalno predureditev % in narašča-
joče in padajoče množice. Podmnožica A ⊆ X je padajoča, če za vsaka x, y ∈ X,
kjer je x ∈ A, iz x % y sledi y ∈ A. Podobno definiramo tudi naraščajočo množico.
Predureditev % je normalna, če za vsaki zaprti, disjunktni podmnožici A,B ⊂ X
topološkega prostora, opremljenega s strogo sovisno predureditvijo %, tako da je A
padajoča in B naraščajoča množica, velja, da obstajata odprti disjunktni podm-
nožici A′, B′ ⊂ X, tako da je A′ padajoča in B′ naraščajoča množica ter A ⊆ A′ in
B ⊆ B′. Nachbinov separacijski izrek pravi:
Naj bosta A,B zaprti, disjunktni podmnožici topološkega prostora, opremljenega z
normalno predureditvijo %. Če je A padajoča in B naraščajoča množica, potem
obstaja zvezna funkcija f : X → [0, 1], ki ohranja ureditev in za katero velja
f(A) = {0} in f(B) = {1} .
S pomočjo te ugotovitve najprej dokažemo Eilenbergov izrek, ki pravi:
Povezan in separabilen topološki prostor ima zvezno funkcijo koristnosti za %, če
je predureditev % na X strogo sovisna in zvezna.
Za zaključek dokažemo s pomočjo Nachbinovega separacijskega izreka še Debreujev
izrek v splošni obliki. Oba dokaza sta podobna pri konstrukciji funkcije koristnosti,
le da za vsak x ∈ X skonstruiramo ustrezni množici A in B, ki ju kasneje uporabimo
za Nachbinov separacijski izrek, na drugačen način. Funkcijo fA,B, ki jo dobimo iz
Nachbinovega izreka, uporabimo za konstrukcijo funkcije koristnosti in potrditev
njene zveznosti.
Ključne besede: funkcija koristnosti, Nachbin-Urysohn, zveznost, De-
breujeva ločljivost
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Funzione di utilità e preferenze: alcuni risultati
Sintesi Estesa
La tesi presenta alcuni risultati classici riguardanti la teoria dell’utilità.
Iniziamo con i requisiti per l’esistenza di una funzione di utilità per le relazioni bi-
narie %. Si considera anche il caso di relazioni strette , dove diciamo che x, y ∈ X
sono in relazione stretta x  y se e solo se x % y e ¬(y % x).
La funzione di utilità è una funzione u : X → R, tale che per ogni x, y ∈ X vale
x % y se e solo se u(x) ≥ u(y).
La funzione u : X → R conserva l’ordine %, se la condizione x % y implica u(x) ≥
u(y) e x  y implica u(x) > u(y).
Inoltre, presentiamo delle condizioni più deboli che sono sufficienti per l’esistenza
di una funzione che preserva l’ordine delle relazioni binarie riflessive non necessaria-
mente transitive. Una relazione % è si dice Suzumura coerente se per ogni x, y ∈ X,
se la condizione x %T y implica ¬(y  x), dove %T è la chiusura transitiva della
relazione %. Ricordiamo che una relazione %T è una chiusura transitiva per % se
per ogni x % y, dove x, y ∈ X, esiste N ∈ N ed esistono x0, x1, . . . xN ∈ X tali
che x = x0 % x1 %, · · · % xN = y. Le relazioni che sono riflessive e Suzumura
coerenti sono chiamate quasi-preordini. Verificheremo che una condizione necessaria
per l’esistenza di una funzione di utilità è la presenza di una relazione (di ordine)
totale. Questo significa che per ogni x, y ∈ X si ha x % y oppure y % x.
Per le relazioni riflessive e transitive chiamate preordine dimostriamo l’esistenza
di una funzione di utilità distinguendo tre casi: nel caso di un insieme finito, nu-
merabile e non numerabile. Per dimostrare l’esistenza di una funzione nell’ultimo
caso, introduciamo tre definizioni equivalenti della separazione di un insieme con un
preordine completo %.
La separabilità nel senso di Debreu, Birkhoff oppure Jaffray di un preordine com-
pleto è sufficiente per l’esistenza di una funzione di utilità. Il preordine % su X è
separabile nel senso di Debreu, se esiste un sottoinsieme numerabile D ⊆ X, tale
che se x  y per x, y ∈ X, allora esiste z ∈ X, tale che x % z % y. Il preordine %
su X è separabile nel senso di Jaffray, se esiste un sottoinsieme numerabile D ⊆ X,
tale che se x  y za x, y ∈ X, allora esiste z1, z2 ∈ X, tali che x % z1  z2 % y. Il
preordine % su X è separabile nel senso di Birkhoff, se esiste un sottoinsieme nu-
merabile D ⊆ X, tale che se x  y, dove x, y ∈ X \D, allora esiste z ∈ D, tale che
x  z  y. Il sottoinsieme denso numerabile di X presente in tutti i casi permette
di costruire u.
Dopo aver assicurato l’esistenza di una funzione di utilità, presentiamo le di-
mostrazioni per i teoremi di Debreu ed Eilenberg che riguardano le condizioni di
continuità della funzione di utilità. Diamo prima la definizione di continuità di un
preordine %.
Il preordine % su uno spazio topologico X è continuo, se gli insiemi
{y ∈ X : y % x} e {y ∈ X : x % y} sono chiusi per ogni x ∈ X.
Il teorema di Debreu afferma:
Se un spazio topologico con un preordine continuo totale verifica il secondo
assioma di numerabilità, allora esiste una funzione di utilità continua.
In primo luogo, dimostriamo il teorema per uno spazio metrico e poi continuiamo
con la dimostrazione nel caso di uno spazio topologico generale. In questo caso,
usiamo il lavoro di Nachbin, che generalizza il lemma di Urysohn. Questo usa un
preordine normale %, un sottoinsieme crescente e un sottoinsieme decrescente. Un
sottoinsieme A ⊆ X si dice decrescente, se per ogni x, y ∈ X, dove x ∈ A, la
condizione x % y implica y ∈ A. La definizione è simile per un sottoinsieme cres-
cente. Un preordine % si dice normale, se per ogni due sottoinsiemi disgiunti chiusi
A,B ⊂ X di uno spazio topologico dotato di un preordine completo %, dove A è
decrescente e B un sottoinsieme crescente, esistono due sottoinsiemi aperti disgiunti
A′, B′ ⊂ X, dove A′ è decrescente e B′ un sottoinsieme crescente, inoltre A ⊆ A′ e
B ⊆ B′. Il Teorema di separabilità di Nachbin afferma:
Siano A,B sottosistemi chiusi disgiunti di uno spazio topologico dotato di un
preordine normale %. Se A è decrescente e B un sottoinsieme crescente, allora
esiste una funzione continua f : X → [0, 1], che conserva l’ordine e per la quale
vale f(A) = {0} e f(B) = {1} .
Grazie a questo risultato, dimostriamo il teorema di Eilenberg, che afferma:
Uno spazio topologico connesso e separabile ammette una funzione continua di
utilità per %, se il preordine % su X è completo e continuo.
Per concludere, dimostriamo con l’aiuto del teorema della separazione di Nachbin il
teorema di Debreu in forma generale. Entrambe le dimostrazioni sono simili nella
costruzione della funzione di utilità, ma per ogni x ∈ X costruiamo gli insiemi
appropriati A e B in un altro modo. Essi vengono quindi utilizzati nella costruzione
della funzione fA,B, che acquisiamo dal teorema di Nachbin. La funzione fA,B si usa
per la costruzione della funzione di utilità e la conferma della sua continuità.
Parole chiave: Funzione di utilità, Nachbin-Urysohn, continuità, separa-
bilità di Debreu
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1. Introduction
Mathematical utility theory concerns the (continuous) representation of a binary
relation % on a set of alternatives (or a commodity space) X (endowed with a topol-
ogy τ) by means of a numerical (i.e., real-valued) function u : X → R. The binary
relation % is interpreted as a preference relation in Economics and Social sciences.
There are two fundamental results concerning the existence of a continuous utility
function for a total preorder (i.e., a reflexive, transitive and total binary relation) on
a topological space (X, τ). These are the Debreu theorem [4, 5] and the Eilenberg
theorem [7] (see also the recent paper by Rébillé [15]).
We recall that a function u : X → R is said to be a utility function for a total
preorder % on a set X if for all x, y ∈ X, x % y is equivalent to u(x) ≥ u(y).
The Debreu theorem states that
Every continuous total preorder on a second countable topological
space admits a continuous utility representation.
The Eilenberg theorem states that
Every continuous total preorder on a connected and separable topological
space admits a continuous utility representation.
Here a total preorder % on a topological space (X, τ) is said to be continuous
if the weak lower section (←, x] := {y ∈ X : x % y} and the weak upper section
[x,→) := {y ∈ X : y % x} are closed subsets of X for every x ∈ X.
There is another fundamental and very frequently cited result which concerns the
existence of an upper semicontinuous utility function for a total preorder. This is
the Rader theorem [14], according to which
Every upper semicontinuous total preorder on a second countable topological
space admits an upper semicontinuous utility representation.
Here, a total preorder % on a topological space (X, τ) is said to be upper semi-
continuous if the weak upper section [x,→) := {y ∈ X : y % x} is a closed subset
of X for every x ∈ X.
While the existence of a utility function for a preference relation % necessarily
implies that % is a total preorder, a more realistic and general situation would allow
the preference relation % not to be transitive (see Fishburn [6]) or total (see Peleg
[13]). In this case, we only look for an order-preserving function u : X → R, i.e.,
real-valued function on X which is increasing (i.e., for all x, y ∈ X, x % y implies
that u(x) ≥ u(y)) and strictly monotone (i.e., for all x, y ∈ X, x  y implies that
u(x) > u(y) ).
We recall some results in the spirit of the pioneering work of Nachbin [11], who
was the first to deeply investigate the relations between order and topology (see also
Bridges and Mehta [3]).
The thesis is structured as follows. Section 2 presents definitions of some proper-
ties of binary relations and the main results on the existence of utility functions on
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finite, countable and respectively uncountable sets. In particular, in order to start
with the general case of an non-transitive (reflexive) binary relation %, we recall the
concept of Suzumura consistency, which is necessary for the existence of an order-
preserving function for % (see Suzumura [16]). Section 3 concerns the existence
of continuous or at least upper semicontinuous utility functions. In particular, a
proof of Rader theorem is presented. Then I am concerned with conditions for the
existence of continuous utility function for a total preorder on a topological space.
The classical purely topological results are found for example in the book of
Engelking [8].
2. Utility function
First, we introduce some classical definitions and properties concerning binary
relations, which will be used in this thesis. They can be found, for example, in
Fishburn [6].
Definition 2.1. A binary relation R on X is a subset of X ×X. For any (x, y) ∈
X ×X, we write xRy. A binary relation R on a set X is said to be
• reflexive if
∀x ∈ X. xRx
• irreflexive if
∀x ∈ X. ¬(xRx)
• symmetric if
∀x, y ∈ X. xRy ⇒ yRx
• asymmetric if
∀x, y ∈ X. xRy ⇒ ¬(yRx)
• antisymmetric if
∀x, y ∈ X. ((xRy ∧ yRx)⇒ x = y)
• transitive if
∀x, y, z ∈ X. (xRy ∧ yRz)⇒ xRz
• negatively transitive if
∀x, y, z ∈ X. ¬(xRy) ∧ ¬(yRz)⇒ ¬(xRz)
• connected if
∀x, y ∈ X. x 6= y ⇒ (xRy ∨ yRx)
From now on we will be using % to represent a relation. Indeed, the interpretation
is that, for any x, y ∈ X, the statement "x % y" has to be read as "the alternative
x is at least as preferable as the alternative y". Therefore % represents a so called
"weak preference relation".
Definition 2.2. We define the following relations associated to a binary relation %
on X for each x, y ∈ X, as follows:
• the strict relation , where x  y if and only if (x % y) and ¬(y % x)
• the indifference relation v, where x v y if and only if (x % y) and (y % x)
• incomparability relation ./, where x ./ y if and only if ¬(x % y) and ¬(y %
x)
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Definition 2.3. The transitive closure %T of a binary relation % on X is defined
for any x, y ∈ X as: x %T y ⇔ ∃N ∈ N and ∃x0, x1, . . . , xN ∈ X such that
x = x0 % x1 % . . . % xN = y.
It is easy to see that the transitive closure %T is transitive.
Definition 2.4. Let % be a binary relation on X. Then, we say % is
• a preorder, if % is reflexive and transitive,
• total, if x % y or y % x for ∀x, y ∈ X.
The condition of transitivity is a very strict one and in order to generalize the
transitivity assumption, we introduce a weaker condition, which was originally in-
troduced by Suzumura [16].
Definition 2.5. Let % be a binary relation on X. Then, we say % is
• Suzumura consistent, if x %T y implies ¬(y  x) for ∀x, y ∈ X,
• a quasi-preorder, if % is reflexive and Suzumura consistent.
We observe that if a binary relation % is transitive then it is also Suzumura
consistent. The transitive closure of a transitive relation % is % itself. Then for
x, y ∈ X, we know by definition that x % y implies ¬(y  x), since y  x⇔ ¬(x %
y) ∧ y % x, which is a contradiction.
We define for all x ∈ X the following sets.
Definition 2.6. Let % be a quasi-preorder on set X and define for ∀x ∈ X, the
following subsets:
(←, x) := {y ∈ X : x  y} and (x,→) := {y ∈ X : y  x},
where (←, x) is said to be the strict lower section and (x,→) the strict upper section
associated with x and
(←, x] := {y ∈ X : x % y} and [x,→) := {y ∈ X : y % x},
where (←, x] is said to be the weak lower section and [x,→) is said to be the weak
upper section associated with x.
Definition 2.7. A subset D of a set X equipped with a quasi-preorder % is said to
be %-decreasing, if (←, x] ⊆ D for ∀x ∈ D.
Definition 2.8. ([1]). Let % be a binary relation on X and u a mapping u : (X,%
)→ (R,≥). Then u is:
• %-increasing if and only if ∀x, y ∈ X. x % y ⇒ u(x) ≥ u(y),
• a weak utility for  if and only if ∀x, y ∈ X. x  y ⇒ u(x) > u(y),
• %-order-preserving if and only if u is both %-increasing and a weak utility
for ,
• a utility for % if and only if ∀x, y ∈ X. x % y ⇔ u(x) ≥ u(y).
2.1. The case of quasi-preorders. Firstly we take a look at the situations when
transitivity is not required. This is the case of quasi-preorders.. Later we will
impose transitivity, so that we shall actually deal with preorders. We observe that
all preorders are in particular also quasi-preorders.
Let us introduce the definition of a maximal element.
Definition 2.9. Let % be a quasi-preorder on a set X. Then x0 ∈ X is a maximal
element for %, if ¬∃x ∈ X such that x  x0.
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Proposition 2.10 ([1]). If there exists a %-order-preserving function u : (X,%
) → (R,≥) for a binary relation % on set X, then % is Suzumura consistent, and
therefore it is a quasi-preorder if the relation is reflexive.
Proof. Let X be equipped with a binary relation % and u : (X,%) → (R,≥) a
%-order-preserving function. Now, let’s assume the relation % is not Suzumura
consistent. Then for some x, y ∈ X, there is N ∈ N such that x = x0 % x1 % . . . %
xN = y and also y  x. Meaning that the function u yields u(x) ≥ u(x1) ≥ . . . ≥
u(y) while also u(y) > u(x), which is impossible. 
Let us present an example of a binary relation which is not transitive but never-
theless admits an order-preserving function, and therefore is Suzumura consistent.
Example 2.11. Let X = [0,1] be equipped with the binary relation % defined as
follows:
x % y ⇔
 (x ≥ y) ∧ (x, y ∈ [0,
1
2
])
(x ≥ y) ∧ (x, y ∈ [1
2
, 1])
(x ≥ 3
4
) ∧ (y ≤ 1
4
)
The relation % is reflexive. For all x, y ∈ [0, 1] such that 3
4
> x ≥ 1
2
> y > 1
4
it
holds that x and y are in an incomparability relation, x ./ y. The relation is not
transitive, since (5
8
, 1
2
) and (1
2
, 3
8
) are in relation, whereas (5
5
, 3
8
) are not. Additionally,
the identity function id on [0, 1] is an %-preserving function, thus % is Suzumura
consistent on [0,1] by preposition 2.10, making it a quasi-preorder.
The concept of an extension by a total preorder will prove to be useful in the
sequel.
Definition 2.12. A total preorder %∗ is an extension of a quasi-preorder % on set
X, if x % y ⇒ x %∗ y and x  y ⇒ x ∗ y for ∀x, y ∈ X.
Definition 2.13 ([1]). A quasi-preorder % on set X is
• separable, if there exists a countable subset A ⊆ X, such that for ∀x, y ∈ X
with x  y then there ∃a ∈ A such that x % a % y,
• strongly separable, if there exists a countable subset A ⊂ X, such that for
∀x, y ∈ X such that x  y then there ∃a ∈ A such that x % a  y.
The definition of the separability for a quasi-preorder % on X is that of Debreu.
Proposition 2.14 ([1]). The following statements are equvalent for a set X equipped
with a quasi-preorder %:
(1) there exists a %-order-preserving function u : (X,%)→ (R,≥),
(2) there exists a representable total preorder %∗, which is an extension of %,
(3) there exists a total preorder %∗ which is a separable extension of %.
Proof. (1) ⇒ (2) Let u : (X,%) → (R,≥) be a %-order-preserving function. We
define the representable total order %∗ as follows: x %∗ y ⇔ u(x) ≥ u(y) for all
x, y ∈ X. This represents and extends %.
(2)⇒ (1) Let %∗ be a representable total preorder with a utility function u. Because
%∗ is an extension and %∗ representable then x % y ⇒ x %∗ y ⇒ u(x) ≥ u(y).
(2)⇔ (3) We will present the proof for this part in the proof of Theorem 2.20. 
12
2.2. The case of preorders. Now we add the requirement of transitivity for the
preorder % and explore what is required for the existence of a utility function on
different sets.
2.3. Utility function on a finite set.
Theorem 2.15. Let X be a finite set equipped with a binary relation %. There
exists a utility function u : (X,%)→ (R,≥) that represents % if and only if % is a
total preorder.
Proof. ([3])
(⇒) Let u : (X,%) → (R,≥) be a utility function for %. We have to show that %
is reflexive and transitive. We easily see that x % x, because u(x) ≥ u(x) for each
x ∈ X. Let x, y, z ∈ X be such that x % y, y % z. Then we want to show x % z.
We obtain that u(x) ≥ u(y) and u(y) ≥ u(z), it then follows that u(x) ≥ u(z). This
implies that x % z. In addition, % is total since for x, y ∈ X we have that x % y
whenever u(x) ≥ u(y), and x  y otherwise.
(⇐) Let % be a total preorder. Define the function u : (X,%)→ (N,≥) as:
u(x) := |(←, x]|
i.e., the cardinality of the lower section for each x ∈ X. Let x, y ∈ X with x % y.
To prove u(x) ≥ u(y), we show that (←, y] ⊆ (←, x]. Let z ∈ (←, y], then y % z.
Since also x % y it follows that x % z, because % is transitive. Suppose that x  y.
Then x ∈ (←, x] \ (←, y] and hence u(y) < u(x). 
2.4. Utility function on a countable set. We will show that the result above
also holds for a countable set.
Theorem 2.16. Let X be a countable set equipped with a binary relation %. There
exists a utility function u : (X,%)→ (R,≥) that represents % if and only if % is a
total preorder.
Proof. ([3]) Let X be a countable set equipped with a binary relation %.
(⇒) Suppose u is a utility function, meaning
x % y ⇔ u(x) ≥ u(y) for ∀x, y ∈ X.
We now prove that % is total, reflexive and transitive. Let x ∈ X, then u(x) ≥
u(x) ⇒ x % x. To prove that % is transitive, let x, y, z ∈ X where u(x) ≥ u(y) ⇔
x % y and u(y) ≥ u(z)⇔ y % z. It follows that u(x) ≥ u(z) and also x % z. Lastly,
∀x, y ∈ X either u(x) ≥ u(y) or u(y) ≥ u(x), consequently is % total.
(⇐) Let % be a total preorder. Because X is countable, we can enumerate X =
{xλ : λ ∈ N}. Let x ∈ X and (←, x] be the weak lower section associated with x.
The set Λ(x) = {λ ∈ N : xλ ∈ (←, x]} is the set of indexes of all xλ in the weak
lower section. We define the function u : (X,%)→ (R,%) as
u(x) :=
∑
λ∈Λ(x)
1
2λ
.
Clearly the series on the right converges, meaning u(x) is well defined as a real
number. The value of u(x), is the size of the lower section associated to x. Now,
we prove that u is the desired utility function. Consider x, y ∈ X such that x % y.
The transitivity of the relation yields that for z ∈ X, such that y % z, also x % z is
true, hence
(←, y] ⊆ (←, x] and Λ(y) ⊆ Λ(x)
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and therefore u(x) ≥ u(y). On the other hand, if x  y then x ∈ (←, x] \ (←, y]
guarantees that u(x) > u(y). This consideration completes the proof. 
2.5. Utility function on an uncountable set. In order to establish a utility
function on an uncountable setX, it turns out that the preorder %must also be order
separable. We will prove there are different and equivalent senses of separability
which guarantee the existence of a utility function.
Definition 2.17. Let X be a set equipped with a preorder % and x, y ∈ X with
y  x. The order interval (x, y) = {z ∈ X : y  z  x} is a jump, with end points
x and y, if it is empty, that is ¬∃z ∈ X such that y  z  x. In this case we say
that y is an immediate successor of x and x is an immediate predecessor of y and
that x, y are neighbouring elements.
Previously we defined order separability in sense of Debreu. We will now define
the separability in four additional ways, apparently different.
Definition 2.18. ([3]) Let X be a set equipped with a preorder % and let x, y be
arbitrary elements of X. We say that the preorder % is
• order separable in the sense of Debreu if there exists a countable subset
D ⊆ X such that if x  y, there exists z ∈ D with x % z % y,
• order separable in the sense of Cantor if there exists a countable subset
D ⊆ X such that if x  y, there exists z ∈ D with x  z  y,
• order separable in the sense of Jaffray (or Herden-Jaffray) if there exists a
countable subset D ⊆ X such that if x  y, there exist z1, z2 ∈ D with
x % z1  z2 % y,
• order separable in the sense of Birkhoff if there exists a countable subset
D ⊆ X such that if all x, y ∈ X \ D with x  y there exists z ∈ D with
x  z  y.
In each of the cases, we say that the subset D is order dense in X in each relevant
sense. We show now that some definitions of order separability are equivalent for a
total preorder %.
Proposition 2.19. Let X be a set equipped with a total preorder %. The following
statements are equivalent:
(1) % is order separable in the sense of Debreu,
(2) % is order separable in the sense of Jaffray,
(3) % is order separable in the sense of Birkhoff.
Proof. Let X be a set equipped with a total preorder %. Firstly, we show (1)⇔ (2).
(1) ⇒ (2) Let % be separable in the sense of Debreu and let D′ = {z1, z2, . . .} be
an order dense subset. Now take an arbitrary element zi in D′ and consider the
set of all its immediate predecessors P (zi) and if it is not empty take an element
zpi ∈ P (zi). Similarly for zi consider the set S(zi) of all its immediate successors
and if it is not empty take and element zsi ∈ S(zi). We will construct the required
order dense subset as a union of D′ and the set D′′ of all immediate predecessors
and successors for each zj ∈ D′. The set D′ is countable, making the set D′′ also
countable, thus D′ ∪ D′′ is countable. Let x, y ∈ X such that x  y. The Debreu
order separability gives us the existence of zj ∈ D′ such that x % zj % y.
There are three cases to observe.
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• x v zj Since x  y ⇔ ¬(y % x) ∧ x % y and x ∼ zj ⇔ (x % zj ∧ zj % x).
Suppose y % zj, which by transitivity of % would mean y % x, which is a
contradiction, so zj  y is true. We now have x v zj  y and there either has
to be v ∈ D′ such that zj  v  y or (y, zj) = ∅. First consider zj  v  y
to be true. By applying the Debreu order separability to v  y then there
exists zk ∈ D′ ⊆ D such that zj  v % zk % y. By omitting v we get
x % zj  zk % y
for zj, zk ∈ D.
Now consider that (y, zj) = ∅. Then y is an immediate predecessor of zj.
Since P (zj) is non-empty, there exists an element zpj ∈ D′′ ⊂ D, that is also
an immediate predecessor of zj. Since the preorder % is total it must be
y v zpj , yielding
x % zj  zpj % y
where z, zpj ∈ D.
• zj v y In this case we follow a similar argument as in the first case since the
cases are symmetrical.
• x  zj  y In this case, it is enough to consider either the first or the second
relation. For the first one we observe that either there exists zl ∈ X such
that x  zl  zj  y or (zj, x) = ∅. We can now apply a similar argument
as in the first case above.
We have now proved that for x, y ∈ X such that x  y there exist z1, z2 ∈ D that
x % z1  z2 % y, meaning that % is separable in the sense of Jaffray.
(1) ⇐ (2) Let % be separable in the sense of Jaffray and let D be an order dense
subset. Then for x, y ∈ X, such that x  y there exist z1, z2 ∈ D with x % z1 
z2 % y. By omitting one of z1 or z2 we see, that % is also separable in the sense of
Debreu.
Secondly, we show (1)⇔ (3).
(1)⇒ (3) Suppose% is order separable in the sense of Debreu andD′ is the countable
order dense subset. We construct the subset D′′ by taking all the end points of all
jumps. We aim to prove D′′ is countable. Let x, y ∈ X be endpoints for a jump
(y, x), by Debreu order separability there exists zk ∈ D′ such that either x v zk  y
or x  zk v y. Meaning each element of D′ cannot be associated in this way with
more than two jumps, since the preorder % is total. That is the jumps where zk is
the startpoint or the endpoint. To see that D′′ is indeed a countable set, we can
define a mapping from the set of all jumps to D′ which assigns to each (y, x) a zk as
above. We see that in the pre-image of an element from D′ there can be at most two
jumps hence the set of all jumps is countable. Since both D′ and D′′ are countable,
so is D = D′ ∪D′′. We now prove that D is the countable order dense subset we are
looking for. Suppose that x, y ∈ X \ D with x  y. We know that (y, x) is not a
jump, since x, y 6∈ D. This means that there exists d ∈ X such that x  d  y. In
the same manner (d, x) and (y, d) cannot be jumps. So there exist v, w ∈ X where
x  v  d  w  y. By Debreu separability there exists zk ∈ D′ such that
x  v % zk % w  y.
Then it holds that
x  zk  y
and the preorder % is now also separable in the sense of Birkhoff.
(1)⇐ (3) Suppose % is separable in the sense of Birkhoff and let D′ be a countable
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order dense subset. As in (⇒), let D′′ be the set of all end points of all jumps. We
need to prove that D′′ is countable. Let (x, y) be a jump, then by Birkhoff order
separability, either x ∈ D′ or y ∈ D′. Meaning if x 6∈ D′ then y is an immediate
successor of x and y ∈ D′. Similarly, if y 6∈ D′ then x is an immediate predecessor of
y, and x ∈ D′. The set D′′ is countable because the preorder % is total and for each
jump there exists only one element in D′′. We will now prove that the countable
set D = D′ ∪D′′ is the required order dense subset. Consider x, y ∈ X with x  y.
Now, if x, y ∈ X \ D, then due to Birkhoff dense separability, there exists d ∈ D
such that x  d  y. If x ∈ D then x % x  y. If y ∈ D then x  y % y. Hence
there exists d ∈ D such that x % d % y. This proves that % is order separable in
the sense of Debreu. 
We observe that if %, a total preorder on X, is Cantor order separable, then it is
also Debreu order separable. The opposite is not always the case. If we take (N,≥),
we see that it is Debreu order separable, but not Cantor order separable.
Additionally, it follows from the proof of the Proposition 2.19, that if one of
the conditions for order separability in definition 2.18 holds, then there are only
countable many jumps in a set equipped with a total preorder %.
We now provide the proof of existence of a utility on an uncountable set.
Theorem 2.20. Let X be a set equipped with a total preorder %. Then there exists
a utility function u : (X,%) → (R,≥) if and only if % is order separable in one of
the equivalent senses in the Proposition 2.19.
Proof. ([3]) We prove the theorem by proving that Birkhoff order separability is
necessary and sufficient for the existance of a utility function. Consider the order
dense set D′ ⊆ X in the sense of Birkhoff. Let D′′ be the set of all end points of all
the jumps in X. We know that D′′ is countable as shown in proof of theorem 2.19.
Let
D := D′ ∪D′′ = {d1, d2, . . .}.
Define the function f : X ×X → {0, 1} as follows
f(x, y) =
{
1 , y  x
0 , otherwise
Next we define a real-valued function u on X as:
u(x) =
∞∑
n=1
f(dn, x)
2n
.
We note that the series is convergent. We now prove that u is the desired utility
function. Let x, y ∈ X with x % y. Now prove that u(x) ≥ u(y). If from some
n ∈ N on, it is that y  dn then also x  dn, because % is a preorder. We easily see
that this implies u(x) ≥ u(y).
Now suppose that x  y. If (y, x) is a jump then y = di for some i ∈ N. Then we
have x  di and ¬(y  di), it follows that u(x) > u(y).
If (y, x) is not a jump then there ∃v ∈ X, such that x  v  y. If y ∈ D then for
some j it is that y = dj and x  dj and ¬(y  dj). It follows that u(x) > u(y). If
v ∈ D then x  v and ¬(y  v), it follows that u(x) > u(y). If both v, y 6∈ D then
due to Birkhoff order separability there exists w ∈ D′ such that v  w  y. Now
x  w and ¬(y  w), it follows that u(x) > u(y). This concludes the proof that u
is the utility function in question.
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On the other hand, suppose that there is a real-valued utility u on X. We want
to prove the that % is separable in the sense of Birkhoff and find the order dense
subset. For each pair of rational numbers r, r′, where r < r′ define
Ar,r′ := {x ∈ X : r < u(x) < r′}.
We create the set A, by selecting one element from Ar,r′ , if it is not empty, for
all r, r′ ∈ Q. This is a countable union and therefore is A countable. Now, let B
be the set of all end points for all jumps. Take an arbitrary jump (y, x), we know
that x  y ⇒ u(x) > u(y), meaning that between u(x) and u(y) there exists a
rational number. This helps establish that B is a countable set since there exists an
embedding from the set of all jumps to the rational numbers. As above the number
of endpoints can be only twice the number of jumps, meaning that the set of all
endpoints is also countable. We now claim that the union of A and B, D := A ∪B
is the Birkhoff order dense subset from the theorem. For x, y ∈ X \D where x  y,
we have to find z ∈ D such that x  z  y. We know that there exists such z in X
that y  z  x, since (x, y) is not a jump. If it were a jump its end points would be
in D. We now have x  z  y. Moreover, the utility function u and the fact that
the rationals are dense in reals yields:
u(x) > r′ > u(z) > r > u(y)
for some r, r′ ∈ Q. We now know that Ar,r′ is definitely not empty and an element
ar,r′ of Ar,r′ , gives the result x  ar,r′  y. This concludes the proof that D is the
Birkhoff order dense set and that % is order separable in the sence of Birkhoff.

We can now also complete the proof for the Proposition 2.14 by using the proof
above.
3. Continuity of a utility function
The aim of this section is to present the proofs of the fundamental theorems of
Eilenberg and Debreu and in addition present the Rader Utility Theorem. In order
to prove the Debreu’s theorem on a metric space, we shall use the Open Gap Lemma,
which was proved by Debreu [4, 5]. Then we use the Urysohn-Nachbin’s approach
to prove the classical theorems.
3.1. Debreu Theorem on a topological space. Before we state the theorem, we
first present some basic results associated with metric spaces. These results can be
found, for example, in the very classical book of Engelking [8].
Definition 3.1. Let X be a topological space and A ⊆ X. Subset A is dense in
X, if every open subset of X intersects A. We call X separable, if there exists a
countable, dense subset of X.
Example 3.2. Metric space Rn is separable. Set Qn ⊂ Rn is countable and dense
in Rn.
Example 3.3. Every compact metric space is separable.
Proof. Let X be a compact and metric space. We prove that X is separable by
showing that there exists a countable subset A ⊆ X, such that every open subset of
X intersects A. Let Un = {B(x, 1n) : x ∈ X} for n ∈ N, where B(x, 1n) is a ball with
centre at x and raduis 1
n
. For each n, Un is an open cover and has a finite subcover
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Vn, because X is compact. We construct set Y by taking the centres of all balls in
Vn for each n ∈ N. A countable union of finite sets is still countable. Now we prove
Y is dense in X, by showing that any open subset W of X intersects Y . Without
loss of generality, W can be an open ball B(x, r), since if the set intersects the ball,
it also intersects the set the ball is a subset of. We now find n ∈ N such that 1
n
< r
2
and consider the subcoverege Vn. There is at least one ball of the subcoverage, the
centre of which is in W . If that were not true, the centre of W would have been left
uncovered. 
Definition 3.4. Set X is second countable, if there exists a countable basis Θ for
X, where Θ is basis for topology on X.
Proposition 3.5. Let X be a separable, metric space. Then X is second countable.
Proof. Let A ⊆ X be a countable, dense subset. We construct the basis Θ by
creating balls around all elements of A, Θ = {B(a, 1
n
) : a ∈ A, n ∈ N}. If we now
prove that Θ is, in fact, a basis of topology X, then the condition will be satisfied.
Let Y be an open subset of X. For any y ∈ Y we prove that ∃ai ∈ A and ∃m ∈ N
such that y ∈ B(ai, 1m) ⊂ Y . Because Y is open, there exists r ∈ (0,∞), such that
B(y, r) ⊂ Y . Now we find an m ∈ N, such that 1
m
< r
2
. Because A is dense in X,
there exists an aj ∈ A such that aj ∈ B(y, 1m). It follows that y ∈ B(aj, 1m). Now
for any y′ ∈ B(aj, 1m), d(y, y′) ≤ d(y, aj) + d(aj, y′) < r2 + r2 = r. It follows that
y′ ∈ B(aj, 1m) ⊂ B(y, r) ⊂ Y . 
Definition 3.6. Let X be a metric space equipped with a preorder %. If (←, x) is
open for all x ∈ X then % is upper semi-continuous, in case (x,→) is open for all
x ∈ X then % is lower semi-continuous. Lastly, if % is upper semi-continuous and
lower semi-continuous, then % is continuous.
Now we provide the proof of the Rader Utility Representation Theorem.
Theorem 3.7 (Rader Utility Representation Theorem). Suppose X is a second
countable toplogical space equipped with a total preorder (preference relation) %. If %
is upper semi-continuous, then there exists a upper semi-continuous utility function
u : X → [0, 1] that represents %.
Proof. Let X be as in the theorem above and % on X a total and upper semi-
continuous preference relation. Because X is second countable there exists a count-
able basis B for X, we now enumerate the open sets that comprise the basis for X
as B = {B1, B2, B3, . . . }. Let x ∈ X, because % is upper semi-continuous, the set
(←, x) exists and is open. Now we define Λ(x) = {λ ∈ N : Bλ ⊆ (←, x)}. The index
set Λ(x) helps us construct the utility function u : X → [0, 1] as
u(x) = Σλ∈Λ(x)
1
2λ
.
We prove the theorem in three steps. For any x, y ∈ X:
(1) x % y ⇔ (←, x) ⊇ (←, y)
(2) (←, y) ⊆ (←, x) ⇔ Λ(y) ⊆ Λ(x)
(3) Λ(y) ⊆ Λ(x) ⇔ u(y) ≤ u(x).
By proving all three steps and combining them together we prove the theorem.
(1) x % y ⇔ (←, x) ⊇ (←, y)
(⇒) Let z ∈ (←, y), now y  z. Because % is transitive and x % y,
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z ∈ (←, x).
(⇐) If (←, y) = (←, x), both x and y are equally preferred or indifferent,
x v y. In case (←, y) ⊂ (←, x) there ∃z ∈ (←, x) \ (←, y) so that x  z and
z % y, because % is total. Combining we prove x % y.
(2) (←, y) ⊆ (←, x) ⇔ Λ(y) ⊆ Λ(x)
(⇒) Let λ′ ∈ Λ(y). Then (←, y) = Bλ′∪
⋃
λ∈Λ(y),λ 6=λ′ Bλ and (←, y) ⊆ (←, x).
It follows that λ′ ∈ Λ(x) .
(⇐) By definition (←, y) = ⋃λ∈Λ(y) Bλ and
(←, x) =
⋃
λ∈Λ(x)
Bλ =
⋃
λ∈Λ(y)
Bλ ∪
⋃
λ∈Λ(x)\Λ(y)
Bλ = (←, y) ∪
⋃
λ∈Λ(y)\Λ(x)
Bλ.
(3) Λ(y) ⊆ Λ(x) ⇔ u(y) ≤ u(x)
(⇒) By definition u(y) = Σλ∈Λ(y) 12λ and
u(x) = Σλ∈Λ(x)
1
2λ
= Σλ∈Λ(y)
1
2λ
+ Σλ∈Λ(y)\Λ(x)
1
2λ
= u(y) + Σλ∈Λ(y)\Λ(x)
1
2λ
.
Thus u(y) ≤ u(x).
(⇐) Assume Λ(y) 6⊆ Λ(x) and prove u(y)  u(x) ⇔ u(y) > u(x). Now
Λ(y) 6⊆ Λ(x) ⇔ (←, y) 6⊆ (←, x) ⇔ x 6% y. Because of totality y  x. It
follows that
(←, x) ⊂ (←, y)⇔ Λ(x) ⊂ Λ(y)⇔ u(x) < u(y).
To conclude we combine all three steps and confirm the theorem statement about
the representability of %:
x % y ⇔ u(x) ≥ u(y).

We have now established that a utility function which represents % exists under
certain conditions. Even if the function exists, we have no information on how it
behaves or whether it is continuous. Now we prove, that if the preference relation
% itself is continuous, so is the utility function that represents it.
Lemma 3.8 (The Open Gap Lemma). For any nonempty subset X ⊆ R, there exists
a strictly increasing function f : X → R such that every ⊆-maximal connected set
in R \ f(X) is either a singleton or an open interval.
We will prove the Open Gap Lemma in it’s original form, by following the recent
proof presented by Ouwehand [12]. First we will introduce terminology used by
Debreu.
Definition 3.9. Let S ⊆ R. A lacuna of S is a non-degenerate interval without
points of S, but has a lower and an upper bound in S, where a degenerate set is a
set with at most one element. A gap of S is a maximal lacuna of S.
For the purpose of the proof we consider a method of defining a utility function
f from a countable set to (0, 1). Let X be a countable set equipped with a total
preorder % and let {dn : n ∈ N} be an enumeration of X. First, let f(d0) := 12 ,
so that f(d0) ∈ (0, 1). Secondly, suppose that f(d0), f(d1), f(d2), . . . , f(dn) ∈ (0, 1)
have already been defined and that f is strictly increasing for {d0, d1, d2, . . . , dn}.
We now define f(dn+1) for the following three cases:
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• There exist i0, i1 ≤ n such that di1  dn+1  di0 , then let
f(dn+1) :=
max{f(di) : di ∈ (←, dn+1), i ≤ n}+ min{f(di) : di ∈ (dn+1,→), i ≤ n}
2
• In the case dn+1  max{di : i ≤ n}, then let
f(dn+1) :=
max{f(di) : i ≤ n}+ 1
2
• In the case dn+1 ≺ min{di : i ≤ n}, then let
f(dn+1) :=
min{f(di : i ≤ n)}
2
In all these cases, f(dn+1) ∈ (0, 1).
We have now constructed a strictly increasing function f , which we will use in
the following proposition and the proof of the lemma.
Proposition 3.10. Let X be a countable set equipped with a total preorder % and
let f be a strictly increasing function constructed above. If A and B are subsets of
X which satisfy the following conditions
(1) A ∪ B = X,
(2) ∀a ∈ A, ∀b ∈ B : b % a,
(3) Either A has no maximum or B has no minimum or both,
then
sup
a∈A
f(a) = inf
b∈B
f(b)
Proof. Suppose that A and B are subsets of X that satisfy the conditions in the
proposition. Then by the construction of f and condition (2)
sup
a∈A
f(a) ≤ inf
b∈B
f(b).
We now prove that if supa∈A f(a) < infb∈B f(b), we reach a contradiction. Let ε > 0
so that 0 < ε < infb∈B f(b)−supa∈A f(a). In addition choose a0 ∈ A and b0 ∈ B such
that supa∈A f(a)−ε ≤ f(a0) ≤ supa∈A f(a) and infb∈B f(b) ≤ f(b0) ≤ infb∈B f(b)+ε.
Since a0, b0 ∈ X there exist n,m ∈ N such that a0 = dn and b0 = dm. If A has
no maximum then there must be and element dk ∈ A such that dk  a0 = dn
and k > n,m. Similarly, if B does not have a minimum, then there is an element
dk ∈ B such that b0 = dm  dk and k > n,m. We have found k > n,m such that
dm  dk  dn. Now choose k to be the least such integer. The construction of f
yields that f(dk) = f(a0)+f(b0)2 . But by our selection
(sup
a∈A
f(a)− ε) + inf
b∈B
f(b) ≤ f(a0) + f(b0) ≤ sup
a∈A
f(a) + (inf
b∈B
f(b) + ε))
and so f(dk) lies between
supa∈A f(a) + infb∈B f(b)
2
− ε
2
and
supa∈A f(a) + infb∈B f(b)
2
+
ε
2
.
By the choice of ε, we see that supa∈A f(a) < f(dk) < infb∈B f(b). But since
X = A ∪B, then dk belongs to either A or B, which is a contradiction.

Now we can prove the Open Gap Lemma.
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Lemma 3.11. Let S ⊆ R. Then there exists a strictly increasing function g : S → R
such that all the gaps of g(S) are open.
Proof. Let S ⊆ R. We know that Q is countable and dense in R. As shown in the
proof of Proposition 2.19, we know there are at most countably many gaps of S.
Thus the set D′ = {a ∈ S : a has an immediate succesor in S } is countable. Now
we enumerate all open intervals with rational endpoints such that In ∩ S 6= ∅ as
{In : n ∈ N}. For each n, choose sn ∈ In ∩ S and let D′′ = {sn : n ∈ N}. Now
D = D′ ∪ D′′ is a countable dense subset of S. We construct the utility function
f : D → R as above and extend the function f on the entire S as a function
g : S → R, where
g(s) := sup
a∈D,d≤s
f(d).
We see that g is also a utility function.
Now, let G be a gap of g(S), and let u = inf G and v = supG. In order to prove,
that G is open, we prove that u, v 6∈ G. Define the sets A and B as A := {d ∈ D :
f(d) ≤ u} and B := {d ∈ D : f(d) ≥ v}. In this case the properties (1) and (2) of
the Proposition 3.10 are satisfied. Now
sup
a∈A
f(a) ≤ u < v ≤ inf
b∈B
f(b)
and in order for the condition (3) of the Proposition 3.10 to fail, A has a maximum
element a0 and B has a minimum element b0, otherwise we have supa∈A f(a) =
infb∈B f(b), which would be a contradiction. Because G is a gap, it is clear that
f(a0) = u and f(b0) = v. So u, v ∈ g(S) and u, v 6∈ G, which confirms the gap G is
open. 
Now we establish the definitions in order to prove the Debreu Theorem on a metric
space.
Definition 3.12. Let (X, d) be a metric space and f : X → R. Function f is
upper semi-continuous at a ∈ X, if for each ε > 0, there exists such δ > 0, such
that f(x) − f(a) ≤ ε if d(a, x) < δ, x ∈ X. Function f is lower semi-continuous at
a ∈ X, if for each ε > 0, there exists such δ > 0, such that −ε ≤ f(x) − f(a) if
d(a, x) < δ, x ∈ X.
Definition 3.13. Let (X, d) be a metric space and f : X → R. Function f is upper
semi-continuous if it is upper semi-continuous at each x ∈ X. Function f is lower
semi-continuous if it is lower semi-continuous at each x ∈ X.
Corollary 3.14. Let (X, d) be a metric space and f : X → R. The mapping f is
continuous if and only if f is both upper semi-continuous and lower semi-continuous.
Proof. Let X and f be as above.
(⇒) If f is continuous at a ∈ X, then for any given ε > 0, there exists δ > 0, such
that −ε ≤ f(x)− f(a) ≤ ε, for d(x, a) < δ. Thus both conditions are satisfied.
(⇐) Combining both conditions and taking the smaller of the δ gives us the desired
result. 
Proposition 3.15. Let X be a metric space and f : X → R. The mapping f is
upper semi-continuous if and only if for all α ∈ R, f−1([α,∞)) is closed.
Proof. Let X be as above and f : X → R.
(⇒) Let f be upper semi-continuous and α ∈ R. Proving f−1([α,∞)) is closed,
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equals to proving X \f−1([α,∞)) is open, which equals to proving f−1(R\ [α,∞)) =
f−1((−∞, α)) is open. Let x ∈ f−1((−∞, α)). Because f is upper semi-continuous,
for any given 0 < ε < α − f(x) there exists δ > 0 such that f(y) − f(x) < ε
if d(x, y) < δ. Then f(y) < f(x) + ε < α and f(B(x, δ)) ⊆ (−∞, α), where
B(x, δ) is a ball with center at x and radius δ. Subsequently Bδ(x) ⊆ f−1((−∞, α)).
For any x ∈ f−1((−∞, α)) we have proved there exists an open ball B such that
x ∈ B ⊆ f−1((−∞, α)), proving f−1((−∞, α)) is open.
(⇐) For any a ∈ X and any ε > 0, we have to show that there exists such δ > 0 that
f(x)− f(a) < ε, if d(x, a) < δ. Let α := f(a) + ε and by assumption is f−1([α,∞))
closed. Then we see that f−1((−∞, α)) is open. Now there exists a ball B(a, δ)
such that B(a, δ) ⊆ f−1((−∞, α)). We have now found the δ that satisfies the
condition. 
We are now prepared to prove the classical Debreu theorem, that shows, that just
by requesting the preference relation to be continuous, we are assured a continuous
utility function.
Theorem 3.16 (Debreu). Let X be a separable metric space equipped with a total
preorder %. If % is continuous, then it can be represented by a continuous utility
function.
Proof. Let X and % be as in the theorem. Then by Theorem 3.7, there exists a
utility function u : X → R that represents %. We now use the Open Gap Lemma
on u(X). This guarantees us a strictly increasing function f : u(X) → R, where
every maximal connected component of R \ f(u(X)) is either a singleton or an open
set.
We now define a function g : X → R as g := f ◦u. Because f is a strictly increasing
function:
x % y ⇔ u(x) ≥ u(y)⇔ f ◦ u(x) ≥ f ◦ u(y).
We show that g is continuous, by showing g is both upper and lower semi-continuous.
Hereinafter, we show that g is upper semi-continuous. The proof of lower semi-
continuity is similar. By Proposition 3.15 proving that for any α ∈ R, g−1([α,∞))
is closed, will suffice.
Let α ∈ R and consider the following two cases:
In the case α ∈ g(X), there exists x ∈ X so that g(x) = α. Then all the ele-
ments, which are less preferred than x, have a “utility” less than α. So g((←, x)) =
(−∞, α), equivalently (←, x) = g−1((−∞, α)). Since % is continuous and conse-
quently also upper semi-continuous the set g−1((−∞, α)) is open. The complement
of g−1((−∞, α)), the set at issue, is closed. In case α ∈ R \ g(X). We now split
to two cases. Firstly, suppose that either α ≤ inf(g(X)) or α ≥ sup(g(X)) hold
for α. If α ≤ inf(g(X)) the entire image of X under g is to the right of α, thus
g−1([α,∞)) = X. In the case α ≥ sup(g(X)) then similarly g−1([α,∞)) = ∅ is true.
In both cases is g−1([α,∞)) closed.
Secondly, suppose inf(g(X)) < α < sup(g(X)), α ∈ R \ g(X). Because of the nature
of g, the ⊆-maximal connected subspace C of R \ g(X), which contains α can either
be a singleton α or an open interval (α1, α2) for some α1, α2 ∈ g(X). Containment
of α1, α2 in g(X) is vital to preserving the ⊆-maximal connectedness. The condition
could have been broken by extending the interval by ε > 0, thus achieving a bigger
⊆-maximal connected subset. Now we consider two cases.
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In the case C = (α1, α2), we have g−1([α,∞)) = {y ∈ X : g(y) ≥ α2}, because
α2 is the first element greater or equal than α contained in g(X). We prove that
g−1([α2,∞)) is closed by proving complement of {y ∈ X : g(y) ≥ α2} is open. Now,
{y ∈ X : g(y) < α2} = (←, g−1(α2)). By the continuity of %, is (←, g−1(α2)) open
and thus g−1([α,∞)) closed.
In the case C = {α}, let Aα = {β ∈ g(X) : α ≥ β}. This is the set of all el-
ements of g(X) left of α in R. We will show g−1([α,∞)) is closed, by proving⋂
β∈Aα g
−1([β,∞)) is closed.
First we prove:
g−1([α,∞)) =
⋂
β∈Aα
g−1([β,∞)).
(⊆) Suppose x ∈ g−1([α,∞)). Then g(x) ∈ [α,∞) ⊆ [β,∞), for all β ∈ Aα. Now
for each β ∈ Aα, x ∈ g−1([β,∞)), which results in x ∈
⋂
β∈Aα g
−1([β,∞)). Because
this holds for all x in g−1([α,∞), finally g−1([α,∞)) ⊆ ⋂β∈Aα g−1([β,∞)).
(⊇) Suppose x ∈ ⋂β∈Aα g−1([β,∞)). Then x ∈ g−1([β,∞)) and g(x) ∈ [β,∞) for
any β ∈ Aα. Suppose now g(x) ∈ [β, α) for all β ∈ Aα such that β 6= α. Let
β0 = sup(Aα). If, β0 < α, then (β0, α] ∈ R \ g(X). But this would mean there is a
greater ⊆-maximal connected set than {α}. If β0 = α, then for β ∈ Aα it is that
β → α and [β, α) → ∅. There is no such g(x) that g(x) ∈ [β, α) for all β since⋂
β∈Aβ [β, α) = ∅. This means it must hold that g(x) ∈ [α,∞) and x ∈ g−1([α,∞)),
resulting in
⋂
β∈Aα g
−1([β,∞)) ⊆ g−1([α,∞)).
Now we are ready to prove g−1([α,∞)) is closed. For any β ∈ Aα the set com-
plement of g−1([β,∞) is g−1((−∞, β)), which equals to {y ∈ X : g(y) < β}. This
results to be (←, g−1(β)). By the continuity of g is the set (←, (g−1(β)) open and
subsequently so is g−1((−∞, β)). The complement of g−1((−∞, β)) is g−1([β,∞)).
Because g−1([β,∞)) is closed, so is the intersection for each β ∈ Aα.
We have proved the utility function u that represents the relation % is upper
semi-continuous. The proof for lower semi-continuity can be proven similarly.

Corollary 3.17. Let X be a non-empty subspace of Rn and % a total preference
relation on X. If % is continuous, then it can be represented by a continuous utility
function u : X → R.
Proof. We will prove that X is a separable metric space and then use the Theorem
3.16 to finish the proof.
Let A = X ∩Qn. We wish to prove A is a dense, countable set in X. For any x ∈ X
and ε > 0 the ball B(x, ε) contains at least one element of A, making A dense in X.
Set A is countable, because it is constructed as an intersection of a countable set and
X. We have found a dense countable set in X, thus proving X is indeed separable.
Finally, X is a metric set, just by restricting the initial metric to X, making X a
separable, metric space. We have now satisfied all the hypotheses of the Theorem
3.16, and with the use of the theorem, we prove the continuity of u. 
Corollary 3.18. Let X be a compact metric space equipped with a complete pref-
erence relation %. If % is continuous, then it can be represented by a continuous
utility function.
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Proof. According to Example 3.3 every compact metric space is separable. This
satisfies the hypotheses of the Theorem 3.16, and with the use of the theorem, we
get the desired result. 
We now know what has to be satisfied in order to guarantee a continuous utility
function. But we know nothing about how to find it.
Example 3.19. Let X := R and %:=≥. A linear function with a positive leading
coefficient is a continuous utility function that represents %. That is u : R → R,
where u(x) = k · x+ n, k > 0, n ∈ R.
3.2. The Urysohn-Nachbin Approach. In this section we will use the Nachbin’s
generalization of ideas of Urysohn and Weil in general topology to prove the classical
theorems of Debreu and Eilenberg. In order to use the Urysohn Separation and
Extension theorems we will need the following definitions.
Definition 3.20. A topological space (X, τ) is called preordered if X is equipped
with a preorder %.
Definition 3.21. Let (X,%) be a preordered set and A ⊆ X. The set A is decreas-
ing, if x ∈ A and x % y together imply y ∈ A. We write
d(A) =
⋂
{S ⊂ X : S is decreasing and A ⊂ S}
The set A is increasing, if x ∈ A and y % x together imply y ∈ A. We write
i(A) =
⋂
{S ⊂ X : S is increasing and A ⊂ S}
The set d(A) is the smallest decreasing subset of X, which contains A. The set
i(A) is the smallest increasing subset of X, which contains A.
Now, we define the smallest closed increasing (or decreasing) subset of X that
contains A.
Definition 3.22. Let (X,%) be a preordered topological space. Each subset A ⊂ X
uniquely determines the smallest closed decreasing set D(A) that contains A. We
write
D(A) =
⋂
{S ⊂ X : S is decreasing and closed, and A ⊂ S}
Similarly, each subset A ⊂ X uniquely determines the smallest closed increasing set
I(A) that contains A denoted as
I(A) =
⋂
{S ⊂ X : S is increasing and closed, and A ⊂ S}
If there are two subsets A,B of X, we write A < B in order to indicate that D(A)
and I(B) are disjoint. If there exist disjoint open sets E and F such that A ⊆ E
and B ⊆ F , with E decreasing and F increasing, we write A << B.
We now define, using the previous notation when a preordered topological space
is normally preordered.
Definition 3.23. A preordered topological space (X,%) is normally preordered if
for each pair (A,B) of closed disjoint subsets of X, where A is decreasing and B is
increasing, A << B is true.
Before continuing with the Nachbin’s Separation Theorem we must recall some
well known definitions and results of topology.
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Definition 3.24. A topological space X is a normal space if every two disjoint
closed subsets of X have disjoint open neighbourhoods.
We now recall the famous Urysohn’s Lemma which asserts that disjoint closed
subsets A,B of a normal topological space X can be separated by a continuous
function f : X → [0, 1], where f(A) = {0} and f(B) = {1}.
This is the fist step in the formation of a continuous function that separates
points. Urysohn’s Lemma was generalized by Nachbin in order to cover preordered
topological spaces.
Theorem 3.25 (Nachbin’s Separation Theorem). Let X be a normally preordered
topological space and A and B disjoint closed subsets of X. If A is decreasing and B
increasing then, A and B can be separated by a continuous order-preserving function
f : X → [0, 1], where f(A) = {0} and f(B) = {1}
The sketch of the proof of the theorem can be found in [3, p.75].
Now we introduce a simple lemma which will enable us to apply Nachbin’s work
in order to prove the classical Eilenberg-Debreu theorems.
Lemma 3.26. Let X be a topological space equipped with a continuous total preorder
%. Then (X,%) is normally preordered.
Proof. Let A,B be closed disjoint subsets of a topological space X equipped with
a continuous total preorder % and let A be decreasing and B increasing. Now, if
X = A ∪ B, both A and B are open. We know that since A is a complement of
a closed subset B and thus open, similarly B is open also. The sets itself are the
ones we are looking for in order to prove that X is normally preordered. In the case
X 6= A ∪ B, take x ∈ X \ (A ∪ B). We see that the lower section (←, x) contains
A. Since x  a for all a ∈ A (A is decreasing). If there was a′ ∈ A such that a′ % x
then this implies x ∈ A, which is a contradiction. Similarly the upper section (x,→)
contains B. Both (←, x) and (x,→) are open, because % is continuous. Hence X is
normally preordered. 
We now use the above lemma and the Nachbin’s Separation Theorem to prove
the Eilenberg’s Theorem.
Theorem 3.27 (Eilenberg’s Theorem). Let X be a connected separable topological
space equipped with a total continuous preorder %. Then there exists a continuous
utility function on X.
Proof. Let (X,%) be as above. Since X is separable consider D = {d1, d2, . . . } to
be the dense subset in X and x, y ∈ X with y  x. The sets d({x}) = (←, x] and
i({y}) = [y,→) will from now on denoted as d(x) and i(y). Since X is connected and
the sets d(x) and d(y) are disjoint and closed (because % is continuous) it cannot
be that X = d(x) ∪ i(y), meaning X \ (d(x) ∪ i(y)) is not empty and there exists
such z ∈ X \ (d(x) ∪ i(y)) such that y  z  x. It cannot be z % y, as it would
imply z ∈ i(y) and similarly for x % z. Repeating the reasoning for y  z and z  x
we conclude that the intervals (x, z) and (z, y) are not empty and contain infinitely
many elements of D. In (z, y) and (x, z) we can then select zi and zj belonging to
D, respectively. We obtain y  zi  z  zj  x, then it is easy to see that x ∈ d(zj)
and y ∈ d(zi).
Now consider the family of pairs
A = {(d(zi), i(zj)) : i, j ∈ N ∧ d(zi) ∩ i(zj) = ∅)}.
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This is a countable family since there is an inclusion from D×D to A and D×D is
a product of countable sets. Now we know, that for each x, y ∈ X with y  x there
exist sets d(zi) and i(zj) such that x ∈ d(zi) and y ∈ i(zj). The sets d(zi) = (←, zi]
and i(zj) = [zj,→) are open because of continuity of succsim. If we now apply
the Nachbin’s theorem to each pair (d(zi), i(zj)) ∈ A. We obtain an increasing
continuous function fi,j : X → [0, 1] where
fi,j(x) =
{
0 , x ∈ d(zi)
1 , x ∈ i(zj)
We can apply the Nachbin’s theorem because as per Lemma 3.26 the set X is
normally preordered. Now we define f : X → [0, 1] as
f(x) :=
∞∑
i,j=1
d(zi)∩i(zj)=∅
fi,j(x)
2i+j
Each fi,j is continuous, nonnegative and increasing. This implies that f is also
nonnegative and increasing. Because the series converges uniformly, the function f
is also continuous. It remains to show that f is strictly order-preserving. As we have
shown above if y  x, there exists at least one function fi,j such that fi,j(x) = 0
and fi,j(y) = 1, yielding f(y) > f(x).

Additionally, we can also prove the Debreu’s Theorem with the help of Nachbin’s
work.
Theorem 3.28 (Debreu’s Theorem). Let X be a second countable topological space
equipped with a continuous total preorder %. Then there exists a utility function on
X that represents succsim.
Proof. Let X and % be as above. Since X is second countable it has a countable
basis B = {B1, B2, . . . } of open sets. We create a countable dense sequence {di}∞i=1,
by selecting for each i ∈ N an element of Bi. Now let x, y ∈ X with y  x. We will
now establish the existence of a closed decreasing subset U such that x ∈ U and an
closed increasing subset V such that y ∈ V , with V ∩U = ∅ and U = Bi and V = Bj
for some i, j ∈ N. To prove this we first observe that d(x) and i(y) are disjoint and
closed subsets, by our hypothesis. Firstly suppose X = d(x) ∪ i(y). Then are d(x)
and i(y) also open. Since x ∈ d(x) there exists such j that x ∈ Bj ⊆ d(x). It
also holds that D(Bj) ⊆ d(x) and that is the smallest closed decreasing subset that
includes Bj and is contained in d(x). This holds since d(x) is already the closed
decreasing set that contains Bj. We can only aim to find a smaller one. Similarly,
there is such k such that y ∈ Bk ⊆ i(y) and also I(Bj) ⊆ i(y), as i(y) is already
the closed increasing subset. Since d(x)∩ i(y) = ∅ we have that D(Bj)∩ I(Bk) = ∅.
Thus U := D(Bj) and V := I(Bk) are the required sets.
Suppose now that X 6= d(x) ∪ i(y). Then the open interval (x, y) is not empty
as explained in the proof of Theorem 3.27. Since {di}∞i=1 is dense in X then there
exists such i that y  di  x. Now x ∈ (←, di) ⊆ d(di). Since (←, di) is open then
there is such m that x ∈ Bm ⊆ (←, di). Then it follows that x ∈ D(Bm) ⊆ d(di), as
d(di) is already a closed decreasing set. If there exists k such that y  dk  di, then
a similar argument shows that there exists n such that y ∈ I(Bn) ⊆ i(dk), since
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i(dk) is already a closed increasing set. In this case the required sets are U = D(Bi)
and V = I(Bj).
Now suppose that (di, y) is empty. Then i(y) = (di,→). Since (di,→) is open,
it is also that i(y) is both open and closed. Since y ∈ (di,→) and (di,→) is open
there exists k such that y ∈ Bk ⊆ (di,→). But (di,→) is closed and increasing so
I(Bk) ⊆ (di,→). The required set is now V = I(Bk). Similarly if (x, zi) is empty
then, there exists such l that such that D(Bl) ⊆ (←, zi). The set is now U = D(Bl).
We now have for any x, y ∈ X with y  x that there exist Bi and Bj of the
basis B such that x and y belong to D(Bi) and I(Bj) respectively, where D(Bi) is
a closed decreasing set and I(Bj) a closed increasing set; and D(Bi) ∩ I(Bj) = ∅.
As in the proof of the Eilenberg’s Theorem we now consider the family of pairs
A = {(D(Bi), I(Bj)) : i, j ∈ N ∧ Bi ∩ Bj = ∅}. As per Lemma 3.26 the set X is
normally ordered and by Nachbin’s theorem for each pair (D(Bi), I(Bj)) there exists
a continuous increasing function fi,j : X → [0, 1] such that
fi,j(x) =
{
0 , x ∈ D(Bi)
1 , x ∈ I(Bj)
We now define the function, we are searching for f : X → [0, 1] as
f(x) :=
∞∑
i,j=1
D(Bi)∩I(Bj)=∅
fi,j(x)
2i+j
Each fi,j is continuous, nonnegative and increasing. This implies that f is also
nonnegative and increasing. Because the series converges uniformly, the function f
is also continuous. As we showed in the proof of Eilenberg’s Theorem if y  x then
also f(y) > f(x). 
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