One of the main research concern in neural networks is to find the appropriate network size in order to minimize the trade-off between overfitting and poor approximation. In this paper the choice among different competing models that fit to the same data set is faced when statistical methods for model comparison are applied. The study has been conducted to find a range of models that can work all the same as the cost of complexity varies. If they do not, then the generalization error estimates should be about the same among the set of models. If they do, then the estimates should be different and our job would consist on analyzing pairwise differences between the least generalization error estimate and each one of the range, in order to bound the set of models which might result in an equal performance. This method is illustrated applied to polynomial regression and RBF neural networks.
Introduction
In the model selection problem we must balance the complexity of a statistical model with its goodness of fit to the training data. This problem arises repeatedly in statistical estimation, machine learning, and scientific inquiry in general. Instances of model selection problem include choosing the best number of hidden nodes in a neural network, determining the right amount of pruning to be performed on a decision tree, and choosing the degree of a polynomial fit to a set of points. In each of these cases, the goal is not to minimize the error on the training data, but to minimize the resulting generalization error [8] . The model selection problem is coarsely prefigured by Occam's Razor: given two hypotheses that fit the data equally well, prefer the simpler one. For example, in the case of neural networks, oversized networks learn more rapidly since they easily monitor local minima, but exhibit poor generalization performance because of their tendency to fit data noise with the true response [11] .
In a previous work [10] we proposed a resampling based multiple comparison technique where a randomized data collecting procedure was used to obtain independent error measurements. However repeated measures experimental designs offer greater statistical power relative to sample size because the procedure takes into account the fact that we have two o more observations on the same subject, and uses this information to provide a more precise estimate of experimental error [9] .
This paper focuses on the use of repeated measures tests, specifically repeated measures Anova and Friedman tests, that allow to reject the hypothesis null that the models are all equal, but they do not pinpoint where the significant differences lie.
Multiple comparison procedures (MCP) are used to find out which pair or pairs of models are significantly different from each other [6] .
The outline of this paper is as follows. In section 2 we briefly introduce parametric and nonparametric statistical tests, including the multiple comparison procedures that could be applied for a repeated measures design. In section 3 our strategy using statistical tests for model selection is described and illustrated in the application of RBF networks and polynomial regression.
Repeated measures tests and post-hoc tests
Our objective is to consider a set of several models simultaneously, compare them and come to a decision on which to retain. Repeated measures tests allow to reject the hypothesis null that the models are all equal [2] .
The application of the within-subjects ANOVA test implies the following assumptions to be satisfied: the scores in all conditions are normally distributed and each subject is sampled independently from each other subject, and, sphericity [5] . When these assumptions are violated, a non-parametric test should be used instead [3] . In our experiments we use Friedman test that is based on the median of the sample data [7] .
If repeated measures Anova F test is significant and only pairwise comparisons should be made Girden [5] recommended the use of separated error terms for each comparison in order to protect the overall familywise probability of the type I error.
The approach for multiple comparisons proposed here consists on comparing only groups between which we expect differences to arise rather than comparing all pairs of treatment levels. The less tests we perform the less we have to correct the significance level, and the more power is retained. This approach is applied to the step-down sequentially rejective Bonferroni procedure [1] that is more powerful and less conservative that the singlestep Bonferroni correction.
Nemenyi test is a nonparametric multiple comparison method [12] that we will use when the repeated measures Anova assumptions are not met. This test uses rank sums instead of means.
Experimental Results
Our experiments can be outlined as follows:
1. Take the whole data set and create at least 30 new sets by bootstrapping [4] . 2. Apply models with a degree of complexity ranging from m to n (in our experiments m = 1 and n = 25) and generate as many error measures per model as number of sets have been created in the previous step. 
where ξ is gaussian noise.
Polynomial Fitting
We considered the problem of finding the degree N of a polynomial P(x) that better fits a set of data in a least squared sense. Polynomials with degrees ranging from 1 to 25 are used. The only aspect of the polynomials that remains to be specified is the degree. Tables 1 and 2 show the results according to the experimental function (1) for each of the following sample sizes n = 25, 100, 500 and for each of the following Ν (0,0. 
Radial Basis Function Neural Networks
RBF neural network having one hidden layer for which the combination function is the Euclidean distance between the input vector and the weight vector. We use the exp activation function, so the activation of the unit is a Gaussian "bump" as a function of the inputs. The placement of the kernel functions has been accomplished using the k-means algorithm. The width of the basis functions has been set to
where n is the number of kernels.
The second layer of the network is a linear mapping from the RBF activations to the output nodes. Output weights are computed via matrix-pseudoinversion. Tables 6, 7 and 8 show the results according to the experimental function (1) for each of the following sample sizes n = 50, 100, 500 and for each of the following Ν (0,0.5), N(0,3) and N(0,5) gaussian noise. Tables 9, 10 and 11 show the results according to the experimental function (2) for each of the following sample sizes n = 250, 500, 1000 and for each of the following Ν (0,0.25), N(0,0.5) and N(0,1) gaussian noise. In all the experiments, when the data set was large enough, the parametric tests were applied. Otherwise the repeated measures Anova assumptions were not satisfied and then, nonparametric test were used instead.
A systematic underfitting is observed in the method proposed. This underfitting is produced by: the use of bootstrapping techniques in the simulated data sets, and the strategy followed by our method. However, we can guarantee with high statistical reliability that the performance of the selected model is as good as the least test error mean.
Conclusions
In this work we have presented a model selection criterion that consists on finding the group of models that are not significant different from the model with the minimum test error mean, in order to select the model with less complexity (Occam's Razor).
The experimental results show that this criterion produces underfitting when the data set size is small but it works very well when the data set size is large enough, thus our method improves the widely used criterion of selecting the model with the least test error mean. To avoid underfitting problems another selection criterion could be applied at the cost of a larger complexity.
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