Abstract-Linear time-invariant (LTI) dynamic networks are described by their dynamical structure function, and generally they have many possible state space realizations. This work characterizes the necessary and sufficient conditions on a state transformation that preserves the dynamical structure function, thereby generating the entire set of realizations of a given order for a specific dynamic network.
I. INTRODUCTION
The study of dynamical systems has flourished in the past decades in relation to the development of related mathematical techniques and the recent growth of public accessibility to highly advanced computational devices. Different techniques for predicting and controlling dynamical systems has also arose as an answer to the needs of interpreting and stabilizing the growing complexity of artificial systems. We are interested in an advance type of computation model which generalizes the notion of state space models and transfer functions to the same class of mathematical models called dynamical structure function.
The goal of this work is to characterize equivalent classes of state space realizations with respect to state transformations and dynamical structure function.
In the rest of this introduction section, we will go through the derivation of dynamical structure function and introduce a formal statement of our problem. Then in section 2, besides going deeper into other related literatures of modeling dynamical systems and theory, we will explore reasons why state space representations can be partitioned into equivalent classes with respect to the transfer function or dynamical structure function characterizing them. In the main result section, the problem is broken into four parts: 1) (Identity Zero Assumption on State Space Models), which allow us to work with a more handleable subset of state transformation without loss of generality. 2) (Structural Parameters of a System), which establish a bidirectional relation between an simplified version of the problem and our final goal. duces techniques for traversing the set of dynamical information functions with the same dynamical structure function.
A. Dynamical Structure Function
Consider a state space representation of a systeṁ
The signal structure of a linear time invariant system is characterized by the following equation [1] ,
where the derivation of (Q, P ) from (A, B, C, D) are as follow. We first partition (A, B, C, D) into block matrices commensurate with the partitioning of manifest variables Y and hidden variables X. We assume that C = I 0 and D = 0, the justification of such assumption has been given in [1] and will be restated again in a later section. By taking Unilateral Laplace transform on (1) and introducing the Laplace variable s, we have:
By expanding equation (3), we obtain
Now, we rearrange equation (5) to be
and by substituting equation (6) into equation (4), we have
Definition 1.1 (Dynamical Information Function): Now, we can define W (s) and V (s) as the following,
And the tuple (W, V ) is called the dynamical information function(DIF) of the system.
In this paper, we call (W, V ) the dynamical information function of the system because it contains all causal linkages of a system including its self-influencing edges. Now, equation (8) can be rewritten as
For computational convenience, we further manipulate W (s) and V (s) by subtracting the diagonal of W (s) on both side and move s to the right,
then by moving (sI − diag(W (s))) to the right, we get
The tuple (Q, P ) is called the dynamical structure function (DSF) of the system. In contrast with the dynamical information function (W, V ), the dynamical structure function (Q, P ) contains only the structure of our interests, that is, every non self-influencing dynamics of the system.
B. Problem Statement
With the definition of dynamical structure function given above, we can now formulate our problem statement as follow:
Given a systemẋ
with a dynamical structure function (Q, P ), what is the necessary and sufficient conditions on a state transformation T such that the new systeṁ
has the same dynamical structure function (Q, P ) as the original system.
II. RELATED WORKS AND PRELIMINARIES

A. Related Works and Motivation
There are concurrent models [2, 3, 4, 5] attempting to capture causal relationships between system variables.
Chetty and Warnick in [6] classify system representations with respect to the granularity of their computation model, from the most abstract manifest structures to the most detailed complete computational structures.
In a following paper, [1] , efforts were made to justify the definition of dynamical structure functions. The techniques and insights of this work has opened up questions of partitioning state space models with respect to their dynamical structure function.
In [7] by Chetty, an attempt has been made to find out the necessary and sufficient condition for preserving dynamical structure of a state space representation under a similarity transformation T . After reducing classes of state space representations to the form (A, B, [I 0], 0), there has been observations that such condition has to do with the 3 rd component of the partitioned matrix of T , that is, two systems exhibit the same causal structure if T 3 = 0, but necessary condition has remained unknown till now.
Furthermore, Rai and Warnick has explored the possibility of designing stabilizing distributed controllers in [8] , and their results guarantee that either a stabilizing controller can be found, or no stabilizing controllers exist under given configurations. However, a distributed controller discovered by their algorithm is not guarantee to have good performance. In order to search for a controller with high performance, a characterization of the set of all state space realizations with the same dynamical structure function given a certain realization would be instructive. The results of this work will be beneficial in furthering works on that regard. There exist partitioning relationships between transfer function(TF), dynamical structure function(DSF) and state space representation(SSR). The goal of this section is to introduce these relationships for a graphical intuition of the main result in the following section as illustrated in fig(II-B) . The idea is that a set of state space representations can be partitioned into equivalent classes in terms of the transfer function or dynamical structure function they realized.
B. Partitioning of State Space Models
Since each state space representation has only one transfer function, but each TF can be realized by multiple state space representations, the set of state space representations can be partitioned by their corresponding transfer functions. This relationship is true between DSF and SSR as well. Furthermore, since each SSR can only be characterized by one DSF, thus each partition of SSR under DSF will not overlap with multiple partitions of SSR under TF.
C. Sufficient Conditions on State Transformation T that Preserve (W, V )
Before diving into a discussion of sufficient conditions on state transformation T that preserve (W, V ), we first define a new term structurally equivalent for convenient.
Definition 2.1 (Structural Equivalence): Two systems are structurally equivalent if they are characterized by the same dynamical information function (W, V ). We are interested in the sufficient conditions which would imply such equivalence, much like algebraic equivalence implies zero-state equivalence. A formal definition of algebraically equivalent can be found in [9] , Definition 2.2: Two continuous-time or discrete-time LTI systems The corresponding mapx = T x is called a similarity transformation or an equivalent transformation. Intuitively, a sufficient condition on T for preserving (W, V ) should be similar to but more restrictive than algebraic equivalence, since such condition would partition a class of algebraically equivalent state space representations into subclasses of structurally equivalent SSRs which are characterized by the same (W, V ).
Theorem 2.1 (Sufficient Conditions for Preserving DIF): Restricting T to be the following
is a sufficient condition of preserving dynamical information function of a state space representation on the state transformation T . Proof: The proof can be broken into two parts, first by showing thatW = W , then we will show thatV = V . Before start, let's remind ourselves of the definition of DIF 
Therefore,
Part 2: To show that V (s) =V (s), we derive (B 1 ,B 2 ) with the given T .
D. Identity Zero Assumption
In [1] , Chetty and Warnick are interested in showing that dynamical structure function is well-defined for all state space representations, more specifically, they have shown that dynamical structure function as they have defined are invariant under two conditions: 1) Similarity transformation T constructed with basis of null space of C, which justify the use of C = [I 0], and 2) State permutations, that is, any change of basis to the state variables x of a SSR. These two conditions together guarantee DSF we defined in the introduction to be a well-defined notion of computation model which carry structural information of dynamic networks. We focus on the first condition here because of it justify the assumption of C = [I0] in our main result. Consider any arbitrary state space model (A, B, C, D):
where C is a fat matrix with full row rank. Although this is a rather restricted subset of SSRs compared to the set of SSRs being considered in [1] , only a simplified version of the proof will be presented here to illustrate the key intuitions. A full justification is available in [1] .
Let a state transformation T ∈ R n×n be
where E is a unitary matrix of any basis of ker(C). And now, T −1 can be derived from the definition of T
Then we can apply a change of basis on the system by T , let z = T x, wherē
, and the new system is defined as: 
E. Similarity Transform of Structural Canonical Form
Considering only the set of systems with C = [I 0] and D = 0, a state transformation T between two similar systems in the set is forced to be a certain form, that is
Lemma 2.2: Suppose two systems (A, B, I 0 , 0) with state variables x and (Ā,B, I 0 , 0) with state variable z are algebraically equivalent, then there exists an invertible
Proof: Suppose C =C = I 0 , and let
. Then by evaluatingC,
= I 0 (sinceC = I 0 in the restricted subset of state space representations).
III. MAIN RESULTS
A. Structural Parameters of a System
We borrow the notion of Markov parameters [10] and extends it to an analogous notion called structural parameters for dynamical structure function in this subsection. The following is true from the definition of Laplace transform and matrix exponential:
and
Hence, W and V can be rewritten in the following form,
Furthermore, the i th derivative of the impulse response of W and V when t → 0 can be written as A 12 A (17) and (18), we know that two systems would have the same dynamical information function if they have the same structural parameters.
On the other hand, if two systems have the same dynamical information function, that is W =W and V =V , then they must have the same A 11 and B 1 . This can be shown by setting s to infinity. Furthermore, since W and V are matrices of transfer functions, and equivalence of transfer functions implies equivalence of their impulse responses, we can conclude that the two systems have the same A 12 A 
Let's define aĀ andB with a non-singular transformation T such that
Part 1: (⇒). Suppose the two systems carry the same structural parameters, that is,
because any terms in the expansion of (A 12 T 
The same argument applies to proveĀ 12Ā 
It turns out that this condition has to do with the orthogonality between hidden dynamics of the system, that is A 12 and A 22 , and the reduced components of the state transformation, T
−1 4
and T 3 . We can further simplify the condition by applying lemma (3.2). We know (19) is true if and only if In this section, we will cover the condition for constructing equivalent classes of dynamical information functions which are characterized by the same dynamical structure function (Q, P ). 
IV. CONCLUSION
In this work, we have found a necessary and sufficient condition on a state transformation T such that the dynamical information function (W, V ) might preserve. And it turns out that this condition has to do with the transfer function characterized by the strictly causal system (A 22 , T −1 4 T 3 , A 12 , 0) . This finding will allow us to answer questions related to optimal stabilizing distributed controllers design and future theories on state space model, dynamical structure function and transfer function.
