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Abstract
Todd W. Baker
WATERBORNE RADON-222 DETERMINATION EMPLOYING ALPHA
SPECTRUM ANALYSIS ON A LIQUID SCINTILLATION COUNTER
(Under the direction of Dr. James E. Watson)
Currently, several methods or variations upon a single method exist for 222rji
detection in aqueous solutions, the most common being an adaptation of the Prichard and
Gesell method employing liquid scintillation techniques. In this method, a calibration
factor (CPM/pCi) is developed for each analysis run using the total net counts from a
large number of channels of a liquid scintillation counter's multi-channel analyzer
without truly discriminating between alpha and beta particle spectra. A process to either
discriminate between energies or types of radiation may provide a way to lower the
background and thereby decrease the lower limit of detection. Such a process may also
serve to eliminate the possibility of error if the sample contains other radionuclides.
Technically, a method for alpha and beta particle discrimination in liquid scintillation
counting has existed for years, but until 1990, such a method was not incorporated into
any commercially available liquid scintillation machines. The method for alpha and beta
particle discrimination relies upon the fact that electronic pulses which originate from
alpha particle interactions have a different characteristic shape than electronic pulses
which originate from beta particle interactions. Therefore, pulse-shape discrimination
allows differentiation between alpha and beta particles. Subsequent multi-channel
analyzer display of the collected alpha pulses alone allows energy spectral resolution of
the alpha particles. With respect to the application to waterbome 222Rn determination,
the following determinations were made. [1] Using alpha spectral analysis techniques,
experimentally determined concentrations of 222Rn in water agreed with the expected
control concentrations with uncertainties of less than 20 per cent even for low level
samples at or near the proposed maximum contaminant level (MCL) of 300 pCi/L when
m
these samples were analyzed within 36 hours of collection. [2] If a four day delay
between sampling and analysis is assumed, the lower limit of detection using the alpha
spectral analysis technique was 29 pCi/L. [3] The full-width, half-maximum of the 7.68
MeV 2l4po alpha peak was 75 KeV on an energy scale calibrated from 0 KeV to 2000
KeV with unquenched ^H and ^"^C standards.
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INTRODUCTION
Purpose of Research:
The intent and focus of this paper is the characterization of the alpha spectral
analysis capabilities of a newly available, liquid scintillation counting instrument with
respect to waterbome 222^^ determination. Application to waterbome radon-222
(hereafter 222Rjn) demonstrates but one of the possible practical applications of this piece
of equipment. This report sought to make a comparison between the current liquid
scintillation counting technique developed by Prichard and Gesell (1977) and an alpha
spectral analysis technique performed on a liquid scintillation counter to determine
whether the alpha spectral analysis technique is suitable for routine use. This research
also hoped to reveal whether or not the alpha spectral analysis techniques possessed any
distinct advantages over the current Prichard and Gesell technique. Specifically, this
research should help to determine if the alpha spectral analysis technique is capable of
malcing better meaurements at low 222Rn concentrations.
Although the hazard to human health from 222rjj \^ treated in some detail in the
literature review section of this paper, a reader unfamiliar with the topic of 222Rn should
first consult an introductory text such as Environmental Radon (Cothem and Smith,
1987) before proceeding. The content of the material which follows is directed toward a
reading audience with general knowledge and/or experience with 222Rn
Motivation for Research:
With the likelihood of the EPA promulgating a 300 pCi/L (11.1 Bq/L) limit for
Rn m drinking water, many municipalities dependent upon ground water aquifers will
need to test their supplies in order to comply with federal regulations. Currently, several
variations upon a method exist for "^  Rn detection in aqueous solutions. These methods
employ liquid scintillation techniques derived from the 'standard' method first published
by Prichard and Gesell (1977). An earlier method reliant upon emanation of 222Rn out
of solution and into a scintillation cell is not routinely employed today due to this
method's procedural complexity (Lucas, 1964).   The primary limitation of the liquid
scintillation method is its reliance on gross (open window) counting which leads to an
inability to discriminate between radionuclides.   A calibration factor (CPM/pCi) based
on counted radium-226 standards is developed for each analysis run using the total net
counts from a very wide windowed region of the spectrum rather than from a narrow
region of the spectrum. A process to either discriminate between energies or types of
radiation should provide a way to lower the background and thereby drop the lower limit
of detection (LLD). A process to either discriminate between energies or types of
radiation may also serve to eliminate the possibility of error if a given sample also
contains other radionuclides. Such a method for alpha/beta discrimination has existed for
years (McKlveen and Johnson, 1975; McKlveen, et. al., 1972; Thomgate et. al.. 1974;
Cross and McBeth, 1976) but until 1990, (Packard, 1990), such a method was not
incorporated into any commercially available liquid scintillation counting (LSC)
machines. The method for alpha/beta discrimination relies upon the fact that alpha
particle generated pulses have a different characteristic shape from beta particle
generated pulses. Therefore, time analysis of the detector signal, known as pulse-shape
discrimination (PSD), permits discrimination between alphas and betas. Subsequent
multi-channel analyzer display of the collected alpha pulses alone allows energy spectral
resolution of the alpha particles.
Broader Application of Alpha/Beta Discrimination on Liquid Scintillation Counting
Machines:
The broader applications with respect to DOE facilities are numerous. For
example, at many facilities where plutonium or uranium is processed, air filters used to
detect airborne concentrations of radionuclides are analyzed using gross alpha counting
employing ionization chambers, zinc sulfide coated photomultiplier tubes, or gas flow
proportional counters. Interference between these two nuclides and with naturally
occurring 222Rn progeny occurs frequently. By dissolving these air filters in a
scintillation cocktail and employing alpha spectral analysis, radionuclide specific
quantities can be calculated. Since anticipated DOE orders will stress radionuclide
specific quantification to better assess personnel exposures, this application of the liquid
scintillation counter is self evident. Also of practical note, the degree of integration
between the liquid scintillation counting instrument and its on board computer permits
easier quality control and quality assurance testing since computer programs can be
automatically executed to perform this function. Routines which automatically log
instrument performance parameters and warn of possible deviations from acceptable
performance parameters encourage a laboratory to apply consistent quality assurance and
quality control standards. Sample analysis is also highly automated requiring fewer man-
hours per sample, because samples can be merely loaded into vials without sample
extractive or sample plating steps. Hence, laboratory sample preparation errors are
minimized and a higher level of quality is maintained since fewer steps are needed for
sample preparation.
For reasons of applicability, convenience, and practicality, the newer liquid
scintillation counters promise to emerge as highly capable instruments of increasing
popularity among several professional groups and scientific disciplines.
LITERATURE REVIEW
The Occurrence of^^^Rn in Ground water:
Before proceeding to address the occurrence of 222rh j^ water supplies, the
following two points should be noted. [1] Two other naturally occurring forms of the
nuclide exist, namely, radon-220, known as thoron and radon-219, known as actinon.
Both radon-220 and radon-219 have very short half-lives, e. g. - 56 seconds and 3.9
seconds respectively. The general consensus among radon experts is that neither radon-
220 nor radon-219 persist in the environment in water long enough to be a health
concern. [2] 222^^ gas quickly escapes from surface water supplies. Hence, surface
water supplies have very low concentrations of 222Rn. in contrast, ground water supplies
have the potential of permitting accumulation of 222Rn in high concentrations because
the majority of 222Rn gas remains in solution as long as the water remains underground.
Most other chemical contaminants are most likely to be found in surface water (Turner,
1992). Risk assessors, and consequently regulators need to be aware that 222Rn does not
exist (for very long) in surface water supplies.
To date, several large scale surveys have addressed the concern for building a
database of 222Rn concentration levels across the United States. In 1985, Hess et. al.
published the first results showing the distribution of 222Rn across the majority of the
continental American states (Hess, 1985). Based on these samples, the ground water
222Rn concentration average was estimated to be 400-500 pCi/L. Again, using these
samples, the 222Rn concentration for all water supplies (combined surface and ground
water) in the U. S., commonly referred to as the population weighted average, was
estimated to be approximately 100-150 pCi/L. Crawford-Brown and Cothem (1987)
estimated these averages to have an associated margin of uncertainty within a factor of
two.
A very well designed survey was conducted by the U. S. Environmental
Protection Agency in October of 1986 after a 3.5 year initiation, design and
implementation process. The survey was called the National Inorganics and
Radionuclides Survey (MRS) (Longtin, 1988).
TABLE 1
Comparison of National Inorganics and Radionuclides Survey (MRS) Target Sample
with Federal Reporting Data System (FRDS) Inventory of Ground water Supplies
Sites in EPA Database Sites Actually Sampled
Population Category Number of Percentage Number of   Percentage
(Popvdation Range) FRDS of FRDS NIRS Sites     of NIRS
Sitesa Sites Sites
Very Small^ (25-500) 34,040 71.4 716                71.6
Small (501-3,300) 10,155 21.3 211                21.1
Medium (3301-10,000) 2,278 4.8 47                 4.7
Large and Very Large 1,227 2.6 26                 2.6
(10,000->100,000)
TOTAL 47,700 lOO.lc 1000              100.0
^Based in the FRDS inventory for Fiscal Year 1985
^A water supply can be classified a community water supply with a population
less than 25 if the nimaber of connections is 15 or greater and several other
conditions are met. There are no cases in the NIRS survey for which this is true.
^Percentage is greater than 100 because of roimding process.
Source: Adapted from Longtin, 1988.
The selection of sampling sites was derived from the EPA Federal Reporting Data
System (FRDS) database and as Table 1 demonstrates, the sites actually sampled were an
accurate representation of the entire population of sites in the EPA's FRDS database.
Random sampling was conducted from the four stratification categories shown in Table
1. Eventually, 990 of 1000 targeted sites were actually sampled and analyzed. The
maximum 222rii concentration found was 25,700 pCi/L. Seventy-two and one-half
percent of the analyzed samples exceeded the minimum reportable level of 100 pCi/L.
Since the MRS sampling strategy intended to assess the exposure consequences of 222Rn
to the consumer, samples were drawn from the finished water in the distribution system
rather than from the well head. This strategy may be responsible for the MRS study
finding a maximum concentration level of only 25,700 pCi/L. Earlier small studies in
Maine found levels greatly exceeding the MRS maximum. Levels as high as 10^ pCi/L
have been detected. These samples, however, came from private wells.   A comparison
of the MRS data to the Hess et. al. results appears in Figure 1.
The two surveys demonstrated close agreement. For this reason, a population
weighted average of between 100-200 pCi/L may be applied to risk assessments with
reasonable certainty and confidence to assess the current impact of 222Rn jn the United
States' water supply.
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An inspection of Figure 1 reveals quite clearly, that a 300 pCi/L maximum
contaminant level (MCL) as proposed by the EPA (FR, 1991) would affect 25+ percent
of the ground water supplies in the United States. A point of information in the form of
a cautionary note is warranted here. A 300 pCi/L MCL would apply only to public
supplies. Private supplies are not regulated. Many more private wells could be impacted
if their owners seek to conform to the public regulation. A trend observable within the
data from the smaller public supplies revealed that the smaller public supplies tend to
have 222Rn concentrations greatly elevated above the mean. Under the assumption that
smaller private systems will follow this trend, risk assessors may need to consider the
consequence that a very small component of the population may be exposed to extremely
elevated concentrations in their private supplies.
Evolution of a Regulation:
Figure 2 shows the progression of the current legislative process with the dates of
major events towards a final rule for the MCL of 222Rn
The proposed 300 pCi/L MCL falls well below unofficial criteria employed by
some states before April 1, 1991. In these states, unofficial levels of 10,000 to 40,000
pCi/L were used as a criterion for requiring treatment of a water supply (Lowry, 1991).
Drinking water regulations are promulgated under authority of the Safe Drinking
Water Act. Earnest development of radionuclide standards for drinking water began in
the mid-1970s. The interim standards were promulgated in 1976 (FR, 1976). No 222Rn
standard was included at the time due to the lack of a body of scientific knowledge for
waterbome 222Rn_ Early in the 1980s, EPA moved toward developing a final rule for
radionuclide contaminants. Concurrently, EPA recognized the need for inclusion of a
222Rn standard. On September 30, 1986, an Advanced Notice of Proposed Rule Making
was published in the Federal Register (FR, 1986). On July 18,1991 the EPA formally
published a Proposed Rule with a 300 pCi/L level for the MCL for 222Rn (FR, 1991).
The July 18, 1991, (FR, 1991) EPA section of the Federal Register responded to
the comments, questions and criticisms generated by earlier EPA proposals for regulating
222Rn in water. The period for written comments directed toward the July 18, 1991
action expired October 16, 1991. As of March 1, 1992 a final rule had not been
published.
Evaluation of the Hazard to Human Health from ^^^Rn:
222Rn in drinking water can pose a health threat by two different routes of intake.
222Rn in drinking water can be ingested directly or it can escape into the air under
various conditions of household water use where it may then be inhaled. The following
two sub-sections discuss the 222Rn hazard from both the ingestion and inhalation
perspectives.
Ingestion Route:
When someone ingests 222Rn^ the gastrointestinal tract and to a lesser degree,
different organ systems will be exposed to alpha particles emitted from both the 222Rn
and the 222Rn progeny. Alpha particles emitted by 222Rn^ 218po, and 2l4po are the
major contributors to dose from ingestion. Herein lies a crucial difference between the
dose delivered by ingestion and the dose delivered by inhalation. For the inhalation case,
note that the 222Rn alpha particles are not the major contributor to dose but instead the
222Rn progeny deliver the majority of the dose. (See the following section ~ Inhalation
Route.) The ingestion hazard was examined fairly carefully in 1972 by Suomela and
Kahlos, but their study was limited primarily to the risk from stomach cancer. At the
time they recommended a maximum permissible concentration in water (MPC^) for
222Rn such that a daily intake of 0.1 jiCi would not be exceeded. At a 2 L/d
consumption rate for water, the associated concentration leading to the suggested intake
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limit would be approximately 5 X 10^ pCi/L. Recently, the EPA has come to rely on a
mathematical model by Crawford-Brown which uses a biokinetic model with
compartments for the stomach, small intestine, upper large intestine, lower large
intestine, portal blood, liver, lung and general body tissue (FR, 1991). The model uses
values for reference man from ICRP 23 (ICRP, 1979) and results from a study of I33xe,
a noble gas analog of 222Rn (Correia et. al., 1987). The model has undergone several
stages of refinement using different estimation parameters since it first appeared in print.
(See for example, Crawford-Brown, 1990 versus Crawford-Brown 1991.) Table 2
presents an application of this Crawford-Brown 1990 model with revised input variables.
The purpose of Table 2 is to illustrate how one might proceed to make a risk
determination. The final value assigned in any such quantification reflects many
theoretical assumptions including but not limited to the values of the input variables.
Hence, the final value is by no means exact or absolute. Please bear in mind that Table 2
simply illustrates a general approach to performing quantitative risk estimation. If 1.4 L
of water containing the proposed 300 pCi/L MCL is consumed daily, then the values in
Table 2 can be calculated.
Using a risk factor of 3.2 X 10-2 deaths/Sv (8 X 10-2 deaths/Sv divided by a 2.5
dose rate effect factor** to compensate for the low dose rate from an environmental
exposure, (BEIR, 1990)) and given a 75 year life span (newest available data) (Turner,
1992) and the assumption that at least a 10 year latency is needed (total possible number
of years at risk = 65 years) the resultant individual lifetime risk of death due to any/all
cancers is 2.9 X 10-^. When adjusted for age dependency as per the Crawford-Brown
model, the individual lifetime risk of death due to any/all cancers rises to 4.2 X 10-^.
** To make comparisons with previously calculated risk levels, I chose to use a dose rate effect factor
since the BEIR V data is based on acute exposure to radiation. In actuality, alpha emissions are not
subject to a dose rate effect factor because of their high LET.
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In addition to the variability in daily water intake, several assumptions inherent in
the model may not hold true. The resultant number assigned to the individual lifetime
risk of death due to any/all cancers must be regarded with caution since: [1] the stomach
and intestinal ICRP weighting factors are highly uncertain and represent an upper bound
TABLE 2
Dose Equivalent to the Body Organs Following the Ingestion
of 300 pCi/L 222Rn in Water at 1.4L/d and 300 pCi/La
Organ Unit Dose Annual Dose ICRP Annual Whole
Equivalent Equivalent to Weighting Body Effective
(Sv/Bq) Specified
Organ (Sv)
Factors^ Dose
Equivalent
(Sv)
Stomach 3.00E-07 1.7E-03 0.06 l.OE-04
Small Intestine 4.06E-08 2.3E-04 0.06 1.4E-05
Upper Large Intestine 3.30E-08 1.9E-04 0.06 l.lE-05
Lower Large Intestine 1.90E-08 l.lE-04 0.06 6.5E-06
Liver 6.80E-09 3.9E-05 0.06 2.3E-06
General tissues 5.40E-10 3.1E-06 {Neglected}
Limg 8.50E-09 4.8E-05 0.12 5.8E-06
Concentration in Water 11.1 Bq/L Total WB
EDEc
Daily Water Intake 1.4 L/d 1.4E-04
Total Intake per Year 5672 Bq
^Adapted from the model by Crawford-Brow^n, 1990; Values in "Unit Dose
Equivalent" column taken directly from the model; other values calculated
separately with the exception of the ICRP weighting factors.
biCRP Publication 26
cWhole Body Effective Dose Equivalent = WB EDE
for stomach and intestinal cancers; [2] the 222Rn progeny may be immediately exhaled
via the esophagus resulting in little or no dose++ ; [3] The application of the linear, non-
threshold model of extrapolation may be inappropriate at environmental radiation levels;
[4] age dependency factors add further complexity. If more accurate information were
available to better quantify these four assumptions, the overall risk estimates would be
Data show that less than 20% escapes by this route (Crawford-Brown, 1992).
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revised downward due to the nature of the four assumptions which may tend to
overestimate the risk given there current values.
Inhalation Route:
222Rn transferred from drinking water into indoor home air has been studied
sufficiently to provide risk assessors with a transfer coefficient from water to air. The
transfer of 222Rn from water to air is known as emanation. Hess, et. al. (1990) provide
an excellent summary of the developments leading up to the studies by his group and
Nazaroff et. al. (1987). Table 3 lists three studies and the ranges of their respective
findings for the ratio of the 222Rn concentration in air attributable to the concentration of
222Rn in water (Ca/Cw).
A calculation for the risk due to emanation of the 222^^ can be performed with
various assumptions. Consider the following calculation -- Using a transfer coefficient
of 1 X 10-4 and a 222Rn concentration of 300 pCi/L in water, the amount transferred to
the indoor air would be 0.03 pCi/L. Assuming a lifetime of 75 years and an occupancy
of the home for 14 hours per day, a cumulative exposure of 3.84 X 10^ hours would
TABLE 3
A Comparison of the Ranges in Transfer Coefficients for 222^^
Concentration in Air to 222Rn Concentration in Water^
Coefficient Ranges         Geometric           GSD*'        Reference Source
_________Ca/Cw____________Mean____________________________________
0.17 X10-4 to 3.5 X10-4     Unavailable^   Unavailable^   USEPA, 1984
0.23 X10-4 to 1.87 X10-4     o.65X10-4d 2.88^ Nazaroff, et. al.,
(1987)
1.16 X10-3 to 3.01 X10-8     i.01X10-5e 4.57^ Hess, et. al., 1990
^Coefficient range values of USEPA study cited by Crawford-Brown, 1987;
Coefficient range values of Nazaroff et. al. and Hess et. al. cited by Hess, 1990
t'Geometric Standard Deviation = GSD
Transfer Coefficient raw results not available for calculation of geometric mean
or GSD
^Geometric mean and GSD calculated by authors and given in their article
^Geometric mean and GSD calculated for purposes of comparison based on raw
data given in Hess, 1990; authors only cited an arithmetic mean of 2.67 X10-5
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accrue. {75 y • 365.25 d/y • 14 h/d = 3.835 X 10^ h} Employing the BEIRIV cancer
risk estimate of 3.5 X 10"^ cancer deaths per WLM-person with the assumption that the
equilibrium between 222Rn and its progeny leads to a conversion of one Working Level
equal to 200 pCi/L of 222Rn, and knowing one Working Level Month has 170 hours, a
value of 1.029 X 10'^ deaths/(pCi/L)-h-person can be calculated by multiplying the
factors together. {3.5 X IQ-^ deathsAVLM-person • 1 'month'/170 h • 1 WL/200 pCi/L =
1.029 X 10-8 deaths/(pCi/L)-h-person} The individual lifetime risk of death due to lung
cancer can be calculated by multiplying the preceding three factors (underlined) together
to arrive at approximately 1.2 X 10"^ deaths per person. {0.03 pCi/L • 3.84 X 10^ h •
1.029 X 10-8 deaths/(pCi/L)-h-person = 1.2 X 10-4 deaths per person} Clearly, this risk
level does not approach the 2 X 10-2 risk level due to 4 pCi/L 222Rn concentration in
indoor air from other sources currently denoted as the 'action level' (USEPA, 1986).
Following currently accepted risk assessment guidelines, Crawford-Brown's
(1991) revised model has estimated a 4 X lO"? individual lifetime risk of death due to
lung cancer from inhalation of emanated 222Rn per pCiTL of waterbome 222^^
Crawford-Brown's calculation for ingestion reveals that the individual lifetime risk of
death due to any/all cancers at 1 pCi/L is also 4 X 10-'^. This is a change from previous,
less detailed calculations by other investigators and thus contradicts the previously held
notion that the majority of the hazard from waterbome 222Rn is due to the inhalation of
emanated 222Rn. With a consistent and updated set of assumptions, the level of risk from
waterbome 222Rn by the ingestion route and the inhalation route is no longer disparate
but instead equivalent!**
** To be more realistic, however, the EPA has chosen to use a value of 0.66L/d for water consumption so
the above ingestion risk level should be divided by 3. Even so, the risk levels for emanation and
ingestion of waterbome and airborne 222rj, f-ji into the same order of magnitude.
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Criticism of the Degree of Hazard:
After the most recent follow up of the epidemiological studies for occupational
exposed miners (NCRP, 1991), there is little doubt that 222Rn progeny are carcinogenic
at occupational levels. Table 4 lists several of the commonly cited cohorts and tabulates
various statistics clearly and abundantly demonstrating the excess of cancer cases. The
focus of epidemiologists' research has now shifted to gather evidence to determine
whether or not environmental exposures are carcinogenic at 222^^ concentrations found
in homes. Samet (1989) provided an excellent review of the general population studies
conducted to 1988. Unfortunately as both Samet, and later Frame (1991) point out, the
measure of exposure is poor in these case control studies.
TABLE 4
Mortality From Lung Cancer in Major Mining Cohorts^
Average Number Lung; Cancer Deaths
Exposure
(WLM)b
in
CohortCohort
Observed Expected Excess
Colorado 800 3360 256 59 197
(USA)
Ontario 37 10661 80 56 24
(Canada)
Czechoslov¬ 226 3043 484 98 386
akia
Malmberget 94 1292 51 15 36
(Sweden)
Total Excess Deaths: 643
^Adapted from NCRP 1991; cited by NCRP as "most recent follow-up" data as of March
15, 1991
•'A value of 3.5 X 10-3 J-h/m^ = 1 WLM was used to convert the reported data in this
column
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Exposure to individuals is typically assigned by house material construction or
alternatively by regional average 222Rn concentration. The subsequent poorness of the
measure of exposure reduces the power** of these studies to the level of a typical
descriptive/ecological study. The inherent fallacy of a descriptive/ecological study is
best described by Cohen (1990):
A study of average effects over geographical area, called an
"ecological study" as opposed to a study of individuals, cannot,
therefore determine whether radon causes lung cancer and is of little
value for that purpose.
The few case-control studies conducted where a satisfactory measure of exposure
has been performed do not clarify the situation. Frame (1991) cites two case-control
studies recently completed where year long alpha track measurements were made to
determine exposure. The two studies (Blot, et. al., 1990; New Jersey, 1989) clarify very
little since one found no statistical increase in lung cancers while the other did.
The debate among the scientific and political persons interested in the risks posed
by 222Rn continues. Often, the root of the difference in opinions stems from the basic
arguement centered around the methods used to quantify levels of risk from radiation
exposure; i. e.~atomic bomb survivor data interpretation and the linear, no threshold
model of risk estimation. Parties on both sides have convincing arguments for their
positions and the points they make are not easily dismissed. (See for example, Gooden,
1991). All sides agree, however, that the actual mechanism for cancer induction must be
understood before a more definitive quantification of the risks from 222Rn is possible.
Hence, research continues to focus on determining the biological mechanisms of
radiation induced carcinogenesis. Current risk estimations are based on data from acute
low LET radiation as in the data collected on the atomic bomb survivors (BEIR V, 1990)
or occupational exposures to alpha emitters as in the data collected on uranium miners
** The term power in this context carries the traditional epidemiological definition ~ the ability to
positively identify a real result when one actually exists.
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(BEIRIV, 1988). Extrapolations are based on the linear, no threshold model.
Pastenbach (1989) summarizes the risk assessors problem with models.
The problem with the conimon extrapolation models such as the
multistage, WeibuU, logit, or one-hit is that they only evaluate one
parameter (the slope of the dose response curve) and cannot account
for numerous biological factors.
Certainly, adverse health effects from 222^^ are inflicted primarily by alpha particle
emissions. Alpha particles are high LET particle emissions. Environmental 222Rn
exposure is best characterized as chronic. If DNA damage is the key to carcinogenesis as
we now assume, alpha particles may not be effective at producing cancer cells since it is
generally recognized that DNA damaged cells (possibly through succeeding generations)
must undergo processes of initiation, promotion and progression. Alpha particles almost
exclusively inflict double-stranded breaks which are very unrepairable and usually result
in cell reproductive incapacity. How could such a cell then progress to a cancer? Yet,
Table 4 demonstrates that somehow cancer incidence is increased! This is but one of the
mechanistic dilemmas encountered at our current level of understanding. As studies
continue to be completed, clarification of the risks from environmental exposures to
222Rn should aid in future regulatory decisions.
In this climate of scientific uncertainty, the issue of the cost effectiveness of
remediation further fuels the debate between those who see 222Rn in water as a risk and
those who see no risk. The cost associated with a reduction in risk by remediating 222Rn
in water is often only incremental in comparison with spending the same amount of
money to reduce other risks encountered by the 'public'. Thus, the cost effectiveness of
remediation is called into question.
The lingering doubters not withstanding, the fact remains that proper risk
assessment procedure has been followed and the calculated level of risk for waterbome
222Rn falls within the normal parameters seen in regulations developed over the past
decade. This can be demonstrated with the help of Figure 3. Figure 3 is a compilation
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of a large number of regulatory decisions. These regulatory decisions were developed
based on the quantification of risk levels assigned to various chemical pollutants. Figure
3 displays a graph of the log of the population risk in cancers per year versus the log of
an individual's risk. The log of the population risk in cancers per year for waterbome
222Rn can be calculated as follows:
260x10' people •25% .300 ^# 8x10'" ™JS^''''^ • ^^^ = 208^^
where 260 x 10^ is taken as the current U. S. population; the 25% factor is derived from
the number of water supplies expected to be above 300 pCi/L from Figure 1; and 8 x 10-7
represents the summation of the level of lifetime risk from cancer for emanation and
ingestion of waterbome ^22^^ as provided by the latest Crawford-Brown model (1991).
The log of 208 is then approximately 2.3. The log of the individual risk can be
calculated as follows:
300 f^ . 8 X 10-^ ^^2£^^^ = 2.4 X 10-^ ^
The log of 2.4 x 10"^ is then approximately -3.6. Notice that the two values fall well
within historically regulated risk levels. A red point represents the approximate position
of the 222Rn risk levels on Figure 3.
Our level of confidence is much higher with the body of knowledge for radiation
induced cancers than our level of confidence with the body of knowledge for the vast
majority of chemical agents currently regulated. Researchers have studied the effects of
radiation for over four decades and the quality of this research is much better since a
great deal of the available data is derived from human studies. Also, only three types of
radiation exist. There are thousands of chemicals and the risk data is primarily derived
from animal studies. The obvious conclusion one must reach is that the proposed
waterbome 222Rn standard seems logical and soundly based.
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Analytical Techniques
Analysis of 222Rn in water has evolved over the past decade to favor liquid
scintillation counting techniques. The previously favored method determined 222Rn
concentration by emanation of radon from water into an evacuated scintillation cell for
counting (APHA, 1985). Because of the complexity of the older method, it has been
replaced by the liquid scintillation method. Liquid scintillation methods require less
labor intensive sample preparation and analysis and can achieve high levels of
automation thanks to the commercially produced liquid scintillation counters which are
driven by integrated personal computers. Before proceeding further, a simplified review
of liquid scintillation counter operation might be helpful. Liquid scintillation counters
operate by counting flashes of light emitted from a sample vial. A solution for analysis is
mixed with a "scintillation cocktail". A scintillation cocktail is little more than a solvent
and chemical fluor. Any radionuclides present in the solution will emit radiation. The
alpha particles, beta particles, and gamma-rays emitted transfer their kinetic energy to the
surrounding solvent and fluor. As energy is transferred to the fluor, the fluor molecules
give off photons to rid themselves of the excess energy. These photons are 'seen' by a
pair of photomultiplier tubes which transform the photons into electrical pulses. The
photomultiplier tubes and associated electronics count the number and intensity of the
photon flashes and eventually a multi-channel analyzer divides individual disintegration
events into a spectrum which can be displayed and analyzed.
Traditionally, liquid scintillation counting machines have found application as
beta particle counters. The resolution of energy spectra from liquid scintillation counters
has been relatively crude and therefore insufficient to permit any analysis to distinguish
between radionuclides with beta particles of similar energies. Furthermore, alpha
particles interfere with and overlap beta spectra continua. Alpha particles typically have
energies in the MeV (1 000 000 electron-volts) range and beta particle typically have
energies in the KeV (1 000 electron-volts) range. Due to the high linear energy
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FIGURE 4
Block Diagram of a Liquid Scintillation Counting Machine
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transfer rate of alpha particles, they tend to saturate the fluor's ability to produce light
flashes of intensity proportional to their energy. In fact, investigators have reported that
per unit of energy, alpha scintillation events produce only 1/lOth to l/20th the light
output of beta scintillation events (McDowell, 1986). The resultant combined alpha and
beta spectrum overlap one another, as shown in Figure 5. Thus, a combined alpha and
beta continuum exists and it is often difficult to separate the two spectra by spectral
energy resolution.
HGURES
Representative Rendering of a Liquid Scintillation Spectrum with
Alpha and Beta Activity in a Sample
Number of events
at a given energy
level
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Peaks
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{Example of a mixed beta and alpha source spectrum, actual relative size of each peak
depends upon the amount of alpha and beta activity in the sample which contributes
counts to a specific region.}
The current technique for the determination of waterbome 222Rn is an adaptation
of the Prichard and Gesell method using aqueous 226Ra standards sealed in scintillation
vials as calibrations standards. A non-immiscible cocktail is mixed with the aqueous
226Ra standard. The method relies upon the two phases which develop inside the
scintillation vial. By shaking the vial, 222rji gas is extracted from the 226Ra solution
and separates out into the cocktail which forms a layer on top of the 226Ra solution.
(226Ra standards should not be used for 30 days after they are initially sealed. After this
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time period has elapsed, the 222Rn has reached secular equilibrium with the ^^^R& and
the standards are ready for use.) After allowing four hours to pass to allow the 222Rn
progeny to reach secular equilibrium in the cocktail phase, the samples are counted and a
conversion factor based on the net counts per minute can be calculated for each standard
vial. This conversion factor can then be used to calculate the 222rji concentration in
unknown samples counted along with the standards in a batch process.
The EPA has produced its own method for the determination of 222Rn in water
based on the Prichard and Gesell technique (Hahn and Pia, 1991). With respect to alpha
discrimination, the EPA method attempts to address the fact that the alpha peaks are
usually prominent at the high energy end of the combined alpha/beta spectrum. The EPA
method suggests narrowing the integrated counting window or region of interest (the
number of channels used to determine the count rate) in order to close down around the
alpha peak region. Note that this is not truly discriminating between alpha and beta
spectrum components since some of the beta continuum extends into the alpha region.
The inclusion of an extra number of channels on either side of the alpha peaks is
recommended to insure inclusion of the entire region for quenched samples. This quench
safety boundary may not adequately address the possibility of an unusually quenched
sample which could have a radically shifted spectrum distribution. Still, the EPA method
has been proven to work quite well in varying circumstances.
Other studies, such as those conducted by Vitz (1991) and Lowry (1991),
contributed to a better understanding of the practical application of waterbome 222Rn
determination. For example, Vitz conducted a study examining different cocktails,
temperature conditions, vial cap configurations and sampling techniques. For the
Prichard and Gesell method, Vitz's research demonstrated which combinations of
available materials were ideal for this method. Vitz's research demonstrated that plastic
vials with Teflon coated caps were the best choices for analysis as long as aliquot
samples were placed directly into an immiscible cocktail pre-loaded into each vial. The
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Vitz article is most helpful to those concerned with the commercial feasibility of
performing 222^^ determinations and to those setting up a large laboratory to process
samples. Lowry has added an engineer's perspective to waterbome ^^^Ri\ determination.
Perhaps his greatest practical contribution to the current liquid scintillation counting
technique may still go unrealized. Lowry pointed out that the total amount of 222Rn in
the fluor should be maximized, not the fractional recovery from a given sample (Lowry,
1991). In other words, the ratio of the volume of the cocktail to the volume of the
sample should be established to maximize the total activity of 222Rn transferred to the
flour. In the past, most investigators simply loaded 10 mL of sample and 10 mL of
cocktail as per the established norm. Lowry varied the amount of the cocktail in the
standard 20 mL vial (actually capable of holding 23 mL, 22 mL without filling into the
cap neck) until he found what he believed to be the optimum point. This occurred with
17 mL of sample and 5 mL of scintillation cocktail.
Since the decay of 222Rn has three associated alpha emissions from 222^^^ 2l8po
and 214po, alpha spectral analysis using liquid scintillation counters could be adapted as a
supplemental method to determine waterbome 222Rn levels. An alpha spectral analysis
technique allows the investigator to confirm the existence of ^^^Rn. By inspection of the
spectrum, one can also determine whether interfering nuclides are present in the sample.
References to alpha spectral analysis techniques occur frequently in the literature
but the proprietary nature of the information needed to produce a commercial liquid
scintillation machine with alpha/beta discrimination has not permitted the wide
dissemination of the actual technical detail of the equipment available from Packard and
Beckman. Presently, both Packard Instruments, Incorporated, and Beckman Instruments,
Incorporated, the two major manufacturers of liquid scintillation equipment, have
unveiled machines with alpha and beta particle discrimination features.
Perhaps the best summary of high resolution liquid scintillation counting for
alpha particles can be found in a monograph authored by one of the key investigators in
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the field (McDowell, 1986). McDowell's work has led to the development of the
PERALS (Photon and Electron Rejecting Alpha Liquid Scintillation) system sold by
Ordela, Incorporated. Information provided in his report revealed that backgrounds as
low as 0.01 counts per minute were achievable with approximately 100 KeV FWHM
resolution ability when special sample preparation procedures were employed with
adapted equipment. In order to reach such high resolution levels, the samples underwent
special chemical extractive techniques to concentrate and separate out the radionuclide of
interest. Using an inert gas, both the sample and the scintillation cocktail were de-
oxygenated.    A specially adapted counting chamber with favorable geometry was also
necessary to achieve such high resolution. A document provided by Beckman
Instruments extends and explores alpha liquid scintillation spectroscopy on Beckman
instruments with pulse-shape discrimination electronics (Dodson, 1991). Although some
of the references applicable to the Beckman document authored by Dodson are cited in
the references appearing at the end of this report, the Beckman document contains entire
appendices devoted to "References On Pulse Shape Discrimination", and "References on
Liquid Scintillation Counting of Alpha Emitters". These appendixes might be useful for
locating ancillary material for further study.
Equipment can be designed to distinguish between alpha and beta/gamma
disintegration events since a light pulse generated by an alpha particle has a delayed
component compared to that produced by a beta/gamma interaction. To understand why,
one needs to review the basic theory involved in light fluorescence. The alpha particle,
because of its high LET, leaves many singlet, triplets, ions and molecular fragments in its
wake. Beta/gamma interactions usually only excite molecules to a singlet state. A
singlet state occurs when a paired electron is excited into a higher energy level. The
electron almost immediately drops back into the previous position with a resultant
emission of a photon of energy equal to the difference in excited energy state minus any
vibrational losses (Skoog and Leary, 1992). Alpha particles cause excited triplet states to
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result since they first excite atoms to singlet states and then immediately promote these
excited electrons to triplet states. A triplet state occurs when one of two paired electrons
is promoted to a higher state with a subsequent change in spin direction. Because the
electron must first reverse spin and then drop from the excited state, the process takes
longer. Hence the delayed emissions of photons visible for alpha particles.
The technique and technology to perform pulse-shape discrimination has long
been used and refined in gamma ray time-of-flight studies and the determination of
neutron fluences in the presence of high gamma fields. Beckman's technical document
has a host of articles listed in its appendix "B3" detailing examples of pulse-shape
discrimination for gamma-ray time-of-flight measurements and neutron measurements
(Dodson, 1991). Several articles important to liquid scintillation techniques are noted
and given as references of this report (Thomgate and Christian, 1977; McKlveen and
McDowell, 1984: Noguchi et. al., 1984).
Figure 6 depicts a block diagram showing the process for pulse-shape
discrimination. In the diagram for pulse-shape discrimination, a signal pick off unit
initiates a logic signal to a digital delay which starts a voltage ramp in the time-to-pulse
height converter. Tracing back to the pick off unit connection before the preamplifier
one finds that the signal was split. The other part of the split signal travels to a linear
amplifier and then to a timing single channel analyzer. When the signal in the single
channel analyzer falls to zero, a logic pulse stops the voltage ramp (analog of time) in the
time-to-pulse height converter. A voltage pulse proportional to the measured length of
the original pulse is sent to the single channel analyzer. The single channel analyzer is
set to discriminate against the shorter duration and thus lower voltage beta pulses. Pulse-
shape discrimination has now been accomplished and a logic signal is sent to the multi¬
channel analyzer gate telling it to accept information. Meanwhile, the pulse-height
information corresponding to the alpha energy must be delayed so that it can reach the
MCA after the pulse shape discrimination circuitry has "decided" to accept or reject a
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given pulse. With the arrival of the pulse-height information and the gate signal
synchronized, the MCA can record the alpha pulse. A separate single channel analyzer
can be set to discriminate the signal output of the time to-pulse height converter and feed
a gate of a separate MCA and this allows only the beta continuum to be recorded. The
actual circuitry to perform pulse-shape discrimination has been developed and refined to
the point where it is now computer controllable.
With the basics of the Prichard and Gesell standard method and the alpha spectral
analysis technique understood, the actual experimental design for this report was
developed. The following sections explain the avenues investigated.
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FIGURE 6
Block Schematic of the Circuitry for Pulse-Shape Discrimination
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Adapted from Thomgate and Christian, 1977.
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MATERIALS AND METHODOLOGY
Preparation of^^^Ra Standards and ^^^Rn Controls
Detailed, step by step procedures for the production of 226Ra calibration standard
vials and 222Rn control sample vials are given in Appendix 1. A more general discussion
follows.
A range of calibration standards and control samples were required in order to
accomplish this report's purpose of comparing the current Prichard and Gesell liquid
scintillation counting technique with the alpha spectral analysis technique, also
performed on a liquid scintillation counter.  226Ra calibration standard vials were used
to develop the calibration factors. The purpose of the 222Rn control samples was two¬
fold. First, the 222Rn control samples were used to assess the accuracy and applicability
of producing 222Rn solution generators by the technique used in this report. Second, a
226Ra free solution was needed to test the two liquid scintillation techniques employed to
analyze the 222Rn control samples. For use with the Prichard and Gesell technique,
DuPont/New England Nuclear's (NEN) High Efficiency Mineral Oil cocktail was chosen.
The NEN cocktail is a non-aqueous accepting (immiscible) cocktail. The NEN High
Efficiency Mineral Oil cocktail was used in the preparation of both 226Ra calibration
standard vials and 222^^ control sample vials. Two sets of NEN vials were created. One
set contained 10 mL of sample and 10 mL of cocktail. This 10mL:10mL sample to
cocktail ratio has been used traditionally and it is the loading ratio recommended in EPA
Method 993.0 authored by Hahn and Pia (1991). Another NEN vial set was created
using 17 mL of sample and 5 mL of cocktail. This 17mL:5mL sample to cocktail ratio
was investigated to confirm Lowry's finding that better results could be obtained using
the 17mL:5mL loading ratio as a modification of the Prichard and Gesell technique.
(See the Analytical Techniques portion of the Literature Review section of this report
for a discussion of the Lowry finding.) For use with the alpha spectral analysis
technique, Packard's Ultima Gold Extended Range (ER) cocktail was chosen. The
Packard cocktail was chosen to use with the alpha spectral analysis technique because it
possessed a chemical mixture favorable to the production of longer fluorescence decay
times when used with alpha emitters. Recall from the discussion of alpha versus beta
pulse discrimination in the last section that the longer fluorescence decay time is needed
in order to perform pulse-shape discrimination.   The Packard cocktail is also different
from the NEN cocktail in that the Packard cocktail totally emulsifies the aqueous sample
and therefore places all radionuclides in contact with the fluor so they can produce
counts. The Packard cocktail was used in the preparation of both 226^^ calibration
standard vials and 222j^ control sample vials. Only one set of Packard vials was
created. The single set contained 10 mL of sample and 10 mL of cocktail. Calibration
standard vials and control sample vials using Packard's Ultima Gold ER cocktail could
only be prepared in the 10mL:10mL ratio since this was the total loading this aqueous
accepting cocktail could emulsify.
Whether they were intended for use with the Prichard and Gesell tech ique or the
alpha spectral analysis technique, 226Ra standard vials were prepared in 20 mL,
borosilicate glass, liquid scintillation vials with matching polycone caps. A dilution
prepared from a 226Ra aqueous solution provided by the United States Environmental
Protection Agency's Environmental Monitoring Laboratory in Las Vegas, Nevada.** was
added to these vials  Several dilutions of the 226Ra aqueous solution down to lower
concentrations were necessary since this report sought to investigate the limits of
detection of the two techniques investigated. Aliquots from the diluted reference source
were pipetted into vials to make the 226Ra standard vials with the amount of activity
determined by mass measurements. The actual activities pipetted into the 226Ra
calibration standard vials are given in Appendix 2. The appropriate amount of
NIST traceable referenced material; see Appendix 6.
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scintillation cocktail and distilled/deionized water was then added to make the correct
amount of sample volume to cocktail volume ratio. Calibration standard vials were
prepared over a range of concentration from approximately 300 pCi/L to 50,000 pCi/L.
Before 222Rn control sample vials could be prepared, 222^^ solutions free of the
parent 226Ra were needed. 222^^ solution generators were produced in the form of
'control packets'. A control packet was made by pipetting 226^^ solution onto filter
paper, sealing this filter paper in polyethylene plastic, and then placing this sealed packet
into an airtight bottle containing distilled/deionized water. 222^^ g^^ could then diffuse
through the plastic into the water making a 222^^ control solution free of any 226Ra, with
a known activity after secular equilibrium was reached. 222rj^ solution was then
transferred via syringe to scintillation vials to produce 222^^ control sample vials for
analysis. The actual activities pipetted onto the filter paper used to create the control
packets are given in Appendix 3 along with the concentrations of the control solutions
used to create the 222rji control sample vials.
Liquid Scintillation Analysis
A Packard Instruments' Tri-Carb 2200 CA liquid scintillation counter was used to
count all the samples. The Packard Tri-Carb 2200 CA was a prototype for later models.
(The 2500-series of instruments are the first optionally equipped, alpha discrimination
instruments made available as production units.) 222rji ^v^s analyzed using the current
Prichard and Gesell technique and the alpha spectrum analysis technique. All samples,
independent of technique, were counted for 50 minutes or until 2%, 2 a count
termination. Using Packard's SpectraGraph software, spectra for every individual vial
counted was saved to diskette for later recall and analysis.
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The placement of the window region settings for a batch** was determined by
first visually examining the spectra produced by the 226Ra calibration standard vials and
222Rn control sample vials for each batch. Upon manual selection of an area which
included the majority of the counts for the respective batch, a software routine in the
SpectraGraph software was called on to perform an optimization of the region. An
optimum window maximizes the available count rate information for a given sample by
maximizing the number for the figure of merit which equals the efficiency^ (which
reduces to the net counts^) divided by the background count rate (Knoll, 1989). The
optimization basically shifted and re-selected the window regions settings slightly to
maximize the number of counts from a vial containing radioactivity compared to the
number of counts from a vial containing no radioactivity (background vial). The region
of interest settings were then further modified manually by enlarging the settings slightly
to account for the variability among vials counted in a batch. Table 5 in the next section
of this report displays the exact regions of interest used to obtain count rate information
for the vials analyzed for this report.
For the alpha spectral analysis technique, an additional liquid scintillation
parameter had to be established in order to perform alpha and beta particle
discrimination. A special procedure documented in the operational manual provided
with the instrument was employed to establish alpha versus beta discrimination.
Basically, an alpha standard and a beta standard were created with >2500 dpm each using
the Packard cocktail with the same sample to cocktail loading ratio used in the
preparation of the 226Ra standard vial and 222Rn control vials. The time discriminator
setting was varied on the "Timing Single Channel Analyzer" shown in Figure 6. By
varying this time discriminator, one is basically locating the point where the fluorescence
decay of the beta events ends. Since the fluorescence decay of the alpha events continues
** The meaning of the word "batch" here denotes a group of ^^^Ra calibration standard vials and ^^^Rn
control sample vials with the same type of cocktail and the same sample to cocktail load ratio.
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on after the beta event fluorescence ends, an operating point can be established where
little, or in this case, virtually no cross over occurs. Hence, after the alpha and beta
standards were analyzed at different time discriminator settings, an optimal time
discriminator setting was set which corresponded to the minimal level of count cross over
appearing in the separate, dedicated alpha and beta MCAs .   The 226Ra calibration
standards and 222^^ control samples prepared with the Packard cocktail could then be
analyzed using an empirically derived discriminator time setting to gate the dedicated
alpha and beta MCAs.
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RESULTS AND DATA ANALYSIS
Calibration Factors
In order to perform analysis of samples, a calibration factor based on the net
counts per minute per pCi had to be calculated for each set of vials. Recall that 226Ra
standard vials with activities ranging from approximately 300 pCi/L to 50,000 pCi/L
were made for each cocktail type and cocktail to sample ratio. These 226Ra standard
vials were counted on the Packard Tri-Carb 2200 CA using the windows given in Table
5. The 222Rn control sample vials with activities ranging from approximately 100 pCi/L
to 15,000 pCi/L were also counted on the Packard Tri-Carb 2200 CA using the windows
given in Table 5. One example of a 226Ra calibration standard spectrum and a 222Rn
control sample spectrum for each cocktail type and cocktail to sample ratio is pictured in
Appendix 4. One should note that the windowed region settings were optimized for both
226Ra calibration standards and 222Rn control samples in each batch ** analyzed as per
the procedure outlined in the preceding section of this report.
TABLES
Region of Interest Windows Used to Obtain Count Rate Information
for 226Ra Calibration Standard and 222Rn Control Sample Vials
Cocktail Type and Cocktail   Left Channel    Right Channel Spectra Contained
_____to Sample Ratio________Marker_______Marker________________________
NEN17:5         100                  600                   Alpha & Beta
NEN 10:10         150                  730                   Alpha & Beta
Packard 10:10 200 305___________Alpha only
Recall that the NEN cocktail was used for the Prichard and Gesell technique. The
difference in the shapes of the resultant spectra obtained for the two NEN batches
resulted in the use of different regions. Now recall that the Packard cocktail was used for
the spectral analysis technique. Because of the poor resolution of the alpha peaks in the
** Again, as in the preceding section of this report, the meaning of the word "batch" here denotes a group
of 22^Ra calibration standard vials and 222Rn control sample vials with the same type of cocktail and the
same sample to cocktail load ratio.
^ ͣ^^r^T^^f^^i-s;-*^^^:,
Packard 10:10 batch, only the 7.68 MeV alpha particle emitted from 2i4po stood out as
an individual, discernible peak. The alpha particles emitted by 226Ra, 222^^^ and 2l8po,
all with energies in the 4.9-5.6 MeV range, could not be resolved from one another
because the poor resolution of the spectrum resulted in a single, combined 'peak'. The
region constituting the 7.68 MeV peak was therefore chosen as the only available region
around which a widowed region setting could be optimized. Using the entire alpha
spectrum would have resulted in interference from inclusion of the 226Ra contributed
counts. Counting the 226Ra peak is undesirable because it does not occur in the 222Rn
control samples and any calibration factor based on a region containing this peak would
necessarily cause a negative bias in the results calculated for the corresponding 222Rn
control samples. (The interference from 226Ra in the >fEN vials is minimal since the
226Ra remains in solution and does not make its way into the cocktail so it is never
counted.)
The resultant averaged calibration factors and the averaged background count
rates are given in Table 6. Using these calibration factors, the results of the 222Rn
TABLE 6
Averaged Calibration Factors and Background Count Rates Used in the Analysis of
222rjj Control Samples
Cocktail Type and Cocktail Calibration Factor Background Count Rate
to Sample Ratio____________(CPM/pCi)________________(CPM)________
>fEN17:5 7.66 4.20
NEN 10:10 8.36 6.06
Packard 10:10 1.89 0.16
control samples could be calculated. Table 7 lists the results of the analysis of the 222Rn
control samples. Notice that the results given in Table 7 indicate that all three batches
analyzed agreed to within + 20% of the expected 222Rn concentration in all but four
instances. An error interval about the experimental values was calculated in order to
34
ascertain whether or not the deviations observed from the expected values were real. An
error interval using a range of two standard deviations based on counting statistics was
calculated. No other errors were propagated and included in this error interval
calculation since numerical values associated with theses errors were not reliably
quantified. The error interval of the analyzed 222Rn control samples still failed to
include the expected value in some
TABLE?
Results of 222Rn Control Sample Analysis
Control
Solution
Expected
Cone.
(pCi/L)
NEN 17:5 NEN 10:10 Packard 10:10
Observed
Cone.
Per Cent
Diff.
%
Observed
Cone.
(pCi/L)
Per Cent
Diff.
%
Observed
Cone.
(pCi/L)
Per Cent
Diff.
%
85 77 -9 75 -11 72 -15
176 171 -3 159 -10 139 -21
261 206 -21 223 -15 192 -26
264 293 +11 243 -8 315 +20
431 388 -10 385 -11 412 -4
672 595 -11 613 -9 641 -5
877 825 -6 778 -11 823 -6
2699 2421 -10 2200 -18 2204 -18
4669 4903 +5 4000 -14 4064 -13
8674 8814 +2 7261 -16 8161 -6
14488 12757 -12 10817 -25 12945 -11
cases. (See Figure 7(a)-(f)). Upon inspection of Figure 7, a trend toward a low bias is
evident. Hence, a Chi-square test was chosen to compare the expected and observed
results to determine if they were statistically biased low.
The test statistic is:
v2 _yi (Oi-£i)
1=1 Ei
Where:
Oi =   i^'^ observed result
Ej =   ith expected result
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FIGURE 7(b)
NEN 17:10 Experimentai Vs. Expected Concentrations
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HGURE 7(c)
NEN 10:10 Experimental Vs. Expected Concentrations
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FIGURE 7(d)
NEN 10:10 Experinnental Vs. Expected Concentrations
[2 of 2 graphs]
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HGURE 7(0
Packard 10:10 Experimental Vs. Expected
Concentrations [2 of 2 graphs]
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Ho (null hypothesis): The 11 samples are not significantly different from the expected
concentrations (a = 0.05). The number of degrees of freedom is 10 (df=l 1-1)
The X2 value equals 18.3
In each of the batches analyzed (NEN 17:5, NEN 10:10, and Packard 10:10) the test
statistic exceeded the X^ value. Therefore, the null hypothesis must be rejected. Hence,
one might infer that the 222^^ sample results were biased low. Three possible reasons
for this follow: [1] air bubbles which developed in most of the containers used to store
the 222Rn solution generators (control packets) allowed 222rji g^s jq come out of
solution thereby lowering the 222Rn concentration in solution; [2] the plastic
polyethylene packet constituting the control packet was too dense or too thick resulting in
some of the 222Rn decaying while diffusing through this barrier ~ any 222^^ which
decayed before it passed entirely through the plastic would become trapped in the plastic
and thus never reach the water; and [3] sampling losses in transferring the 222Rn control
solutions to the counting vials may have resulted in lower concentrations.
Lower Limits of Detection:
The lower limit of detection for the current liquid scintillation technique and the
alpha spectrum analysis technique were compared to determine which technique has the
lowest detection limit. The lower limit of detection was calculated using the following
formula.
Equation 1 (Ka + K^) Vcr' + cb' **
** When defining detection limits, a myriad of terms are often used interchangeable. More often than not
one investigator's definition of a detection limit is not the same mathematical expression as another's
since he/she has used a different set of underlying assumptions and/or levels of statistical confidence.
Personally, I prefer the terms decision limit (L^) and detection limit (Lj,) as defmed in NCRP Report No.
58. The formula above was chosen in order to facilitate comparisons to the literature in the waterbome
^^^Rn field, which has generally relied on the expression arrived at in Equation 5 as the "lower limit of
detection." In a paper by Currie (1968) the basis for the NCRP recommended expressions and most other
detection expressions are developed and the underlying assumptions are explained very carefully. Currie
is also the author of NUREG/CR-4007 entitled: Lower Limit of Detection: Definition and Elaboration of
a Proposed Position for Radiological Effluent and Environmental Measurements. (Cmrie, 1984).
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Where:
K^ =   Type I error which in this case is the probability of reporting activity
present when none exists (False positive)
Kp =   Type II error which in this case is the probability of reporting no
activity present when some exists (False negative)
CTs =   Standard deviation of the gross sample count
Gg =   Standard deviation of the background sample count
Entering the expressions for Qg and CTg the equation becomes:
r^ ͣ -« /-T^ .     -rr   \       \ SCR BCREquation! (Ka + K^) J--------1--------y V ^ V 5r      BT
Where:
SCR=   Sample count rate (CPM)
BCR=   Background count rate (CPM)
ST =   Sample counting time (minutes)
BT =   Background counting time (minutes)
Since the sample count rate approaches the background count rate at low levels, we can
substitute background count rate for the sample count rate. Also, since the sample count
time and the background count time were identical, we can substitute the background
count time for the sample count time. The equation then becomes:
BCR   BCRIRCREquation 3 (Ka + K^) J        +BT     BT
The formula above describes the count rate lower limit of detection. I chose the 95%
confidence ordinates for K^^ and Kj3 = 1.645. The formula for the lower limit of
detection then becomes:
Equation 4 (1.645 +1.645)^2(^) = 2^/2(1.645) j^
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To convert from net counts per minute to 222Rn concentration, the conversion factor,
decay correction factor, and volume ratio factor are incorporated.
Equation 5 '2V2(1.645)^
BCR
1000 (mL/L)
CFmDF        [Sample Volume (mL)_
Where:
CF=   Calibration Factor (CPM per unit activity)
DF =   Decay correction factor chosen to correct results to the time of sample
collection (unitless)
A four day sampling to analysis time was selected for consistency. The four day period
represents a good upper bound estimate for the time it takes for a sample to return from
the field to be analyzed in the laboratory. Figure 8 shows the detection limits for a four
day sample to analysis time. The windowed regions for the optimum NEN 10:10, NEN
17:5 and Packard 10:10 were previously given in Table 5. Recall that the SpectraGraph
software aided in the calculation of the optimum windowed regions as discussed in the
Liquid Scintillation Analysis portion of the Material and Methodology section of this
report. For comparison, the window region for the open window NEN 10:10 was taken
from Channel 10 to 1800. An open window includes most of the spectrum with the
exception of the lowest channels where chemiluminescence occurs and the highest
channels where no counts accumulate. The four columns in Figure 8 need further
explanation. The first three columns all employed the Prichard and Gesell method with
NEN mineral oil cocktail. The forth column employed the alpha spectral analysis
technique relying on pulse-shape discrimination. Remember, the NEN samples do not
use any discrimination methodology. The Packard sample is the only one using alpha
spectrum analysis with discrimination against beta events.
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The widow region settings determine both the resultant value of the background
count rate and the calibration factor. A wider window setting generally results in a
higher background count rate value and a higher calibration factor value.
FIGURE 8
Comparison of the Lower Limit of Detection
with a Four Day Decay Correction Factor
Apha DREnmination
Empbved
Open WlBdow NEN 10:10 OptwnWIadaw NEN 10:10 OplBumWIadow NEN 17:5 OpamB Window Padurd 10:10
A higher value for the background count rate results in a higher (poorer) detection limit.
Conversely, a higher value for the calibration factor results in a lower (better) detection
limit. The bottom line to this discussion is that the detection limit is a result of
competing background and calibration factor values.
Since the lower limit of detection is fundamentally based on the background
count rate, one expects the open window NEN 10:10 to have the poorest detection limit.
For the other samples, the reasons for the different detection limits are not as simple.
Clearly, the NEN 17:5 has a better detection limit among the NEN group. In this case,
the trade off in the loss of transfer efficiency is more than made up for by the increased
number of counts obtained by using the extra 7 mL of sample. The NEN 17:5 had a
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lower background count rate as well. The lower background can be attributed to the
inclusion of 80 fewer channels when the spectrum was analyzed because quenching
effects compressed the shape of the spectrum. The trade off in the loss of transfer
efficiency, resulting in a lower calibration factor, is more than offset by a decrease in the
background. Finally, the Packard 10:10 yielded the lowest detection limit. This was due
to the incredibly low background count rate obtained with the alpha spectral analysis
technique. The Packard 10:10 background was low because counting only the larger
alpha pulse information allows one to avoid counting a lot of the the instrument
background noise which occurs when trying to count beta pulse information. Also, only
a very small windowed region of interest was counted. Probably, an even lower
detection limit could be achieved using the alpha spectral analysis technique and an
immiscible cocktail such as Packard's Opti-Fluor-O with a 17 mL sample to 5 mL
cocktail ratio.
Hence, one of the major goals of this research, to quantify the LLD for the alpha
spectral analysis technique, proved most fruitful since this method was demonstrated to
have the lowest detection limit.
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CONCLUSIONS
For waterborne 222Rn determinations, alpha spectrum analysis techniques can be
applied. This is due to the fortuitous, 7.68 MeV, high energy alpha emitted by 2l4po
The 2l4po alpha is readily distinguished from the other alpha particles emitted by 226Ra,
222Rn and 2l8po which range in energy from 4.9 MeV to 5.6 MeV. The lower energy
alphas could not be resolved from one another because of the poor resolution of the
spectrum which resulted in a single, combined 'peak'. The region constituting the 7.68
MeV peak was therefore chosen as the only available region around which a windowed
region setting could be optimized since using the entire alpha spectrum would have
resulted in interference from inclusion of the 226Ra contributed counts.
The samples prepared using the NEN 17:5* yielded the lowest limit of detection
for the adaptation of the Prichard and Gessell technique. The Packard 10:10, employing
the alpha spectral analysis technique, yielded the overall lowest detection limit. As noted
earlier, the use of an immiscible cocktail such as Packard's Opti-Huor-O with a 17 mL
sample to 5 mL cocktail ratio would probably yield an even lower detection limit when
used in conjunction with the alpha spectral analysis technique. A study to verify this
would be one direction for further experimenters to pursue.
The resolution of the system was indeed poor. The very nature of the steps
involved in the preparation of samples for waterbome 222Rn determination contributed to
the poor resolution observed. Most of the loss in resolution can be attributed to sever
quenching from oxygen and water present in the samples. Steps to de-oxygenate the
samples would have released all the 222Rn^ and the quench present from water was
unavoidable since aqueous samples in a totally emulsifying cocktail were used for the
alpha spectral analysis technique which used the Packard Ultima Gold ER cocktail
exclusively. The full width half maximum (FWHM) of the 7.68 MeV alpha peak from
* For an explanation of the NEN 17:5, Packard 10:10, etc., please see the Materials and Methodology
section of this report
2i4po was roughly 75 KeV on the liquid scintillation counters energy scale. Note that
this scale is calibrated to unquenched beta standards. Calibration to several alpha
standards using the cocktail and sample ratios used for this experiment would have been
desirable so that a per cent resolution figure could be calculated, but no individual
radionuclide, alpha source standards were available to calibrate the scale at the time this
research was conducted. An important point not to overlook is that the FWHM can vary
significantly, depending on the amount of quench present.   The 7.68 MeV alpha peak
resided around the 250 KeV point on the liquid scintillation counter scale. Since the
solvent and fluor become saturated with respect to their ability to produce photons
proportional to the deposited alpha energy, the location of the 7.68 MeV centroid was
expected to reside in this region.**
The shape and size of the spectrum for an analyzed batch determined the
windowed region settings. The widowed region settings in turn determined both the
resultant value of the background count rate and the calibration factor. A wider window
setting generally results in a higher background count rate value and a higher calibration
factor value. A higher value for the background count rate results in a higher (poorer)
detection limit and vice-versa. Conversely, a higher value for the calibration factor
results in a lower (better) detection limit and vice-versa. The bottom line to this
discussion is that the detection limit is a result of a combination of competing values for
a given batch analyzed. Regardless of whether the Prichard and Gesell technique or the
alpha spectral analysis technique is employed, optimization of the sample volume to
cocktail volume and the windowed region of interest can dramatically reduce the
detection limit for a given cocktail. The lowest limit of detection, however, will most
** Recall that McDowell (1986) documented many other investigators findings that alpha peak locations
on a liquid scintillation counter can be expected to reside in regions 10 to 20 times lower than the alpha
particles actual energy. My result placed the peak centroid approximately 30 times lower but since my
sample was quenched so severely, this result can be said to agree with the other investigators results
which were obtained with small amounts of quench.
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likely result from the alpha spectral analysis technique since this technique normally has
a much lower background count rate than the background count rate for the Prichard and
Gesell technique.
The analysis of the control solutions demonstrated that they were biased low.
Three possible reasons for this follow: [1] air bubbles which developed in most of the
containers used to store the 222Rn solution generators (control packets) allowed 222Rn
gas to come out of solution thereby lowering the 222Rn concentration in solution; [2] the
plastic polyethylene packet constituting the control packet was too dense or too thick
resulting in some of the 222rii decaying while diffusing through this barrier — any 222Rn
which decayed before it passed entirely through the plastic would become trapped in the
plastic and thus never reach the water; and [3] sampling losses in transferring the 222Rn
control solutions to the counting vials may have resulted in lower concentration.
Clearly, alpha spectrum analysis performed with liquid scintillation counters can
be used very effectively as a means of determining waterbome 222Rn, The EPA should
collaborate with the various analysis laboratories to consider developing approved
methods employing this technique on the newly available liquid scintillation counters.
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Appendix 1
Dilution of Reference ^^Ra Solution
Objective/Purpose:
In order to reach usable ^^^a concentrations for the experimental design, two dilutions
from the MST traceable standard must be prepared.   A target concentration of
approximately 1150 pCi/mL will be labeled "Dilution Vial #1" a target concentration of
approximately 200 pCi/raL will be labeled "Dilution Vial #2".
Equipment and Materials:
o   Approximately 100 mL 0.01 M HNO3
0   Two 20 mL liquid scintillation vials made of borosilicate glass with
matching polycone caps {Fisher CAT #03-337-73}
0   An adjustable micro pipette (10-50 fxL) with disposable tips {Fisher
CAT #21-185-12}
0   Reference 226^^ Solution traceable to the National Institute of
Standards and Technology (formerly the National Bureau of
Standards) {Available from the U. S. Environmental Monitoring
Systems Laboratory, Las Vegas, NV. This procedure used U. S. E.
P. A. Solution #2150-2: 4.45 nCi/g}
0   An electronic, analytical balance (0.01 mg accuracy)
0   Personal Protective Equipment: gloves, goggles, laboratory coat, etc.
Safety Precautions:
All procedures should be accomplished within a working ventilation hood. By
using absorbent bench pads, any run-away spills should be contained locally. Personal
protective equipment items common to any chemical laboratory should be worn. A
dosimetry badge must be worn as per university guidelines.
Procedure:
L        Wash all vials and pipette tips with HNO3 solution and dispose of wash solution.
Allow the washed items to dry
2. Label one of the liquid scintillation vials "Dilution Vial #1; label the other
"Dilution Vial #2".
3. Determine the mass of Dilution Vial #1 while empty and dry. Record this value.
4. Break Reference 226Ra ampoule and empty contents into the liquid
scintillation vial labeled "Dilution Vial #1". Record the mass.
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5. Wash approximately 5 mL of HNO3 solution into the ampoule and pour
contents into Dilution Vial #1.
6. Repeat 5?c/7 5 two more times.
7. Record the final mass of Dilution Vial #1 and contents. The difference in mass
before and after the addition of HNO3 solution is easily converted to determine
the total volume of the solution.
8. Calculate the concentration of contents of Dilution Vial #1. The concentration
should be approximately at 1150 pCi/L. To calculate the new concentration, take
the mass of the NIST solution, multiply this mass by the NIST standard activity/g
and then divide by the total mass of the solution after the HNO3 was added. Use
the assumption 1 g of water = 1 mL of water to convert from activity/g to
activity/mL.
9. Determine the mass of Dilution Vial #2 while empty and dry.
10. Add approximately 2 mL of 0.01 M HNO3 solution to Dilution Vial #2, using the
difference in mass before and after adding the solution to obtain the precise
volume added.
11. Add approximately 300 fiL of Dilution Vial #1 solution to Dilution Vial #2
relying again of the differences in mass to obtain the precise volume added.
12. Calculate the concentration of contents of Dilution Vial #2 in a similar manner as
the concentration of Dilution Vial #1 was calculated in step 8 above. The
concentration should be approximately at 200 pCi/L.
As a special point of information, using a balance accurate to 0.01 mg, the per cent error
is very small. In step 12 it was calculated to be less than 1 %.
NOTE: The mass and volume amounts are often used interchangeable. This may cause
some confusion but remember the assumption that 1 g of water is taken to equal 1 mL
throughout these procedures.
Calibration Standard Preparation
Objective/Purpose:
The desired range of concentrations for the 222Rn samples dictated the desired range in
the concentrations of the calibration standards. This experiment sought to investigate
concentrations from 100 pCi/L to 25,000 pCi/L. A set of five (5) standards for each
liquid scintillation cocktail and for each sample to cocktail ratio were prepared.
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Additionally, four (4) high level concentration standard were prepared for each liquid
scintillation cocktail and for each sample to cocktail ratio. The higher set was to be
utilized if the statistical fluctuations in the low level standards was deemed intolerable.
Equipment and materials:
o   20 mL liquid scintillation vials made of bosilicate glass with
matching polycone caps {Fisher CAT #03-337-7}
0   An electronic, analytical balance (0.01 mg accuracy)
o   Dilution Vial #1 and #2 from the procedure "Dilution of ^^^Ra.
Reference Solution"
0   Clear silicon sealant {Elmer's Clear Silicon Rubber Sealer}
o   Personal Protective Equipment: gloves, goggles, laboratory coat, etc.
Procedure:
Determination of the amount of 226Ra solution to add to vials:
This experimental design sought to create calibration standards in the concentrations
listed in the table below. Shown are the activities needed per 10 mL and per 17 mL of
sample volume to achieve these concentrations . Based on these target concentrations,
the volumes needed from Dilution Vial #1 or #2 were calculated to achieve close
approximation of the target concentration levels. Appendix 2 lists the calibration
standard vials, displaying all pertinent values.
Desired 10 mL Sample 17 mL Sample
Concentration
Level Load Load
Add- - Add--
(pCi/L) (pCi) (pCi)
300 3 5.1
1000 10 17
5000 50 85
10000 100 170
20000 200 340
7500 75 128
20000 200 340
40000 400 680
60000 600 1020
Label the vial caps as per the identity code in Appendix 2.
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2. Place an empty vial on the analytical balance and zero (tare).
3. Using the micro pipette, add the appropriate amount 226Ra solution.
4. Record the mass, then cap the vial and set it aside.
5. Repeat steps 2-4 until all calibration standards are made.
6. Add the appropriate volume and type of cocktail to each vial.
7. Add an amount of distilled, deionized water to each vial to bring the volume of
the sample load to 10 mL or 17 mL as per the vial code.
8. Seal each vial by placing silicon sealant on the threads of each vial's cap. Be
careful not to allow any silicon to contact internal solution contents. Although
the polycone caps have an excellent seal, this step is added to ensure that the
calibration standard vials do not inadvertently lose any of their contents by the
accidental loosening of their caps.
9. Record time and date of sealing.
10. Allow 30 days for the growth of the 222Rn activity to reach secular
equilibrium with the 226Ra activity.
Control Preparation
Objective/Purpose:
226Ra solution will be placed on filter paper and then the dried filter paper will be sealed
in a polyethylene packet. The packet will then be placed in a bottle. The bottle will be
filled with distilled, deionized water and then sealed in order to produce 222Rn control
solutions.
Equipment and materials:
0   Portable heat sealer {Cole-Parmer CAT #L-03014-00}
0   Polyethylene plastic; at least 1.0 mil thick {This procedure used 2.7 mil
thick sheets}
o   Ten Wheaton 60 mL borsilicate glass reagent bottles with ground glass
stopcocks {Fisher CAT #02-910B}
o   Vacuum grease
0   Quantitative Grade Filter Paper {i. e. Whatman 541, Fisher CAT #09-
851A}
0   5 large and 5 small black binder clips
o   An adjustable micro pipette (10-50 |j,L) with disposable tips {Fisher
CAT #21-185-12}
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0   An electronic, analytical balance (0.01 mg accuracy)
o   Dilution Vial #1 and #2 from the procedure "Dilution of Reference 226Ra
Solution"
0   Drying oven
0   Cobalt Chloride (CoCl2»6H20) in crystalline form {Fisher CAT #C371-
100}
0   Glass mixing beads (clear glass marbles)
0   Miscellaneous glassware: Beaker, and Reagent storage bottles
o   Personal Protective Equipment: gloves, goggles, laboratory coat, etc.
Procedure: [In Four (4) Sections]
Section I. -- Preparation of the cobalt chloride treated Filter paper
1. Create an approximately 1.0 M solution of cobalt chloride by adding 2 g of cobalt
chloride to 10 mL of distilled, deionized water in a beaker.
2. Stir to dissolve all of the cobalt chloride. The solution should appear a dark
purple in color.
3. Cut out 20 triangular pieces of the filter paper. They should measure
approximately 3-4 cm along a side.
4. Using the black binder clips, place one piece of the triangular filter paper in each
of the small clips. Then place the small clip inside the larger one so that the filter
paper is held suspended, not contacting any surface.
5. Add enough cobalt chloride solution using the micro pipette to just
saturate the filter paper.
6. Place the clip holding the filter paper into the heated (100°C) drying oven for
approximately 1-2 minutes. When dry, the filter paper will change in color from
pink/purple to blue.
7. Repeat steps 5 and 6 two more times for each triangular filter paper piece. In
other words, treat and dry each piece 3 times in order to deposit enough cobalt
chloride to provide strong coloring of the triangular filter paper pieces.
8. Continue with steps 4-7 until all the triangular filter pieces have been treated and
dried in a similar fashion.
Section II. ~ Adding 226Ra Solution
Calculation of the activity of 226Ra necessary for the experimental design dictated the
volume of Dilution Vial #1 or Dilution Vial #2 to be added to each filter paper piece.
54
Appendix 1
The actual volume and activity added to produce each control packets is listed in
Appendix 3.
1. Make labels for the binder clips (Le^ -- CI, C2, C3,..., C13).
2. Since only 5 clips were available I placed 5 of the labels on the black binder clips
to complete as a batch.
3. Take 5 of the treated triangular filter paper pieces from Section I above and
place in the five binder clips.
4. Place one of the clips holding the triangular filter paper piece on the
analytical balance and zero (tare).
5. Add approximately 30 |iL of the appropriate concentration from Dilution Vial #1
or #2. CAUTION: Do not allow added solution to saturate the entire triangular
filter paper piece. If the solution reaches the point where the clip holds the paper
(a comer), 226Ra seepage onto the clip could negatively bias the amount of
activity thought to be deposited on that triangular filter paper piece
6. Record the added mass
7. Repeat steps 4-6 for the four (4) other triangular filter paper pieces
8. Place in the drying oven (100°C) and allow the triangular filter paper pieces to
turn blue again before adding additional 226Ra solution (if necessary).
9. Swipe survey the oven to insure no contamination has occured. If contamination
has occurred, it is likely that 226Ra was lost from the triangular filter paper
pieces and these should be remade. Of course, the oven should also be
decontaminated.
10. Repeat steps 4-7, varying the amount of 226Ra solution added until the total
activity deposited on each triangular filter paper piece is close to its respective
target activity. A target activity will depend upon the desired 222Rn solution
concentration to be created in a specific size container.
11. Once a set of 5 triangular filter paper pieces has been completed, immediately
proceed to Section III to seal the packets in polyethylene to avoid and prevent any
possibility of losing 226Ra from the triangular filter paper pieces.
Section III. - Polyethylene Packet Sealing
1. Plug in the heat sealer and allow it to warm up for 15 minutes.
2. Practice making uncompromised seals with the sealer and some sample
polyethylene of the same stock to be used to seal the triangular filter paper pieces.
3. Using two sheets about 8 cm by 8 cm, make two seals at right angles to each
other as illustrated in "A",
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Seal bead formed by heat sealer
Two (2) overlapping polyethylene sheets
4. Using forceps, carefully remove a triangular filter paper piece from a binder clip
and place it in between the two sheets of polyethylene as shown in "B" below.
5. Make a final seal across the other two seals as shown in "B" below. Be careful
not to seal in any excess air in the packet, indicated by the presence of a puffed up
bulge/bubble. If this condition occurs, snip off one comer and squeeze any
excess air out of the packet. Re-seal the opened comer.
6
Treated, triangular
er piece
6. Continue by repeating steps 3-5 until all the triangular filter paper pieces in the
set have been sealed
7. Return to Section II. Step 2 to add ^^^Ra solution to another 5 triangular filter
paper pieces.
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NOTE: Repeat Section II and Section III processes until the desired number of control
packets has been produced.
Section IV. -- Sealing Control Packets in Bottles with Water
1. Label the bottles to correspond to the sealed control packets.
2. Add vacuum grease to the ground glass surface of each stopcock. DO NOT close
the bottles at this time, simply match them up with their respective stopcocks.
3. Add control packets to their respective bottles.
4. Add a mixing bead to each bottle.
5. Record the mass of each bottle including the mass of its stopcock and current
contents.
6. Cool 2 L of distilled, deionized water in an ice bath for 2-3 hours. This will
allow some of the dissolved gases in the water to come out of solution, thereby
minimizing the dissolution of gases during the period of time the bottles will
remain sealed.
7. Fill a 500 mL beaker full of the cooled, distilled, deionized water.
8. Submerge a control bottle and place its stopcock onto the bottle while under
water to prevent any bubbles form being captured during closure of the bottle.
9. Wipe dry the outside of the bottle and set aside.
10. Repeat steps 8-9 until all control bottles have been filled.
11. Record the final mass of the Control botties once they are dry.
The difference in mass before and after filling can be easily converted to the total volume
of water in the bottie. Since the activity on each packet and the volume of water inside
the control bottie are known, any equilibrium 222^^ concentration can be calculated. See
the table in appendix 3 for the actual control concentrations created during this
procedure.
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Standard Vial Information
00
Ratio of Amount of Dilution
Identity- Cocktail Type Sample to Dilution Vial Activity Concentration
Code Cocktail
(mL:mL)
Added Number (pCi) (pCi/L)
Pll Ultima-GoldER 10:10 0.0205 2 3.44E+00 344 \ Dilution Vial #1
P12 Ultima-GoldER 10:10 0.0592 2 9.94E+00 994 Concentration
P13 Ultima-GoldER 10:10 0.0443 1 4.95E+01 4947 (pCi/mL)
P14 Ultima-GoldER 10:10 0.0875 1 9.yyH+oi 9771 1116.7
P15 Ultima-GoldER 10:10 0.1694 1 1.89E+02 18917
\ Dilution Vial #2
P24   ͣ Ultima-GoldER 10:10 0.0606 1 6.77E+01 6767 Concentration
P25 Ultima-GoldER 10:10 0.1733 1 1.94E+02 19352 (pCi/mL)
P26 Ultima-GoldER 10:10 0.3282 1 3.6yH+02 36650 167.96
P27
Nl
Ultima-GoldER
NEN Min. Oil
10:10
10:10
0.4740
0.0169
1
2
5.29E+02
2.84E+00
52932
284
N2 NEN Min. Oil 10:10 0.0564 2 9.4yH+00 947
N3 NEN Min. Oil 10:10 0.0425 1 4.75E+01 4746
N4 NEN Min. Oil 10:10 0.0840 1 9.38E+01 9380
N5 NEN Min. Oil 10:10 0.1754 1 1.96E+02 19587
N6 NEN Min. Oil 17:05 0.0296 2 4.9yE+00 292
N7 NEN Min. Oil 17:05 0.0204 1 2.28E+01 1340
N8 NEN Min. Oil 17:05 0.0747 1 8.34E+01 4907
N9 NEN Min. Oil 17:05 0.1554 1 1.74E+02 10208
NIO NEN Min. Oil 17:05 0.2878 1 3.21E+02 18905
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Standard Vial Information
{Continued}
Ratio of Amount of      Dilution
Identity Cocktail Type Sample to Dilution           Vial Activity    Concentration
Code Cocktail Added         Number (pCi)            (pCi/L)       j
(mL:mL) (S)
Nil NEN Min. Oil 10:10 0.0663                1 7.40E+01 7404
N12 NEN Min. Oil 10:10 0.1684                1 1.88E+02 18805
N13 NEN Min. Oil 10:10 0.3300                1 3.69E+02 36851
N14 NEN Min. Oil 10:10 0.4671                1 5.22E+02 52161
N15 NEN Min. Oil 17:05 0.1144                1 1.28E+02 7515
N16 NEN Min. Oil 17:05 0.2846                1 3.18E+02 18695
N17 NEN Min. Oil 17:05 0.5637                1 6.29E+02 37028
N18 NEN Min. Oil 17:05 0.8011                1 8.95E+02 52623
P24B Ultima-GoldER 10:10 Background Vial --Not Applicable
P25B Ultima-GoldER 10:10 Background Vial ~ Not Applicable
P26B Ultima-GoldER 10:10 Background Vial ~ Not Applicable
P27B Ultima-GoldER 10:10 Background Vial ~ Not Applicable
NIB NEN Min. Oil 10:10 Background Vial -- Not Applicable
N2B NEN Min. Oil 10:10 Background Vial ~ Not Applicable
N3B NEN Min. Oil 10:10 Background Vial ~ Not Applicable
N4B NEN Min. Oil 10:10 Background Vial ~ Not Applicable
N5B NEN Min. Oil 10:10 Background Vial ~ Not Applicable
oAppendix 2
Standard Vial Information
{Continued}
Ratio of Amount of      Dilution
Identity Cocktail Type Sample to Dilution           Vial Activity    Concentration
Code Cocktail Added         Number (pCi)            (pCi/L)
(mL:mL) (8)
N6B NEN Min. Oil 17:05 Background Vial - Not Applicable
N7B NEN Min. Oil 17:05 Background Vial ~ Not Applicable
N8B NEN Min. Oil 17:05 Background Vial ~ Not Applicable
N9B NEN Min. Oil 17:05 Background Vial ~ Not Applicable
NIOB NEN Min. Oil 17:05 Background Vial - Not Applicable
NllB NEN Min. Oil 10:10 Background Vial ~ Not Applicable
N12B NEN Min. Oil 10:10 Background Vial — Not Applicable
N13B NEN Min. Oil 10:10 Background Vial ~ Not Applicable
N14B NEN Min. Oil 10:10 Background Vial - Not Applicable
N15B NEN Min. Oil 17:05 Background Vial ~ Not Applicable
N16B NEN Min. Oil 17:05 Background Vial ~ Not Applicable
N17B NEN Min. Oil 17:05 Background Vial - Not Applicable
N18B NEN Min. Oil 17:05 Background Vial - Not Applicable
Appendix 3
Control Packet Information
o\
Total Total
Identity Dilution Activity Incrementally Added Masses Mass
Code Vial
Number
In
Packet*
(pCi)
(g) Added
(g)
CI 2 5.29 0.0315 0.0315
C2 2 10.73 0.0314 0.0325 0.0639
C3 2 16.33 0.0325 0.0319 0.0328 0.0972
C3b 16.53 0.0148 0.0148
C4 26.69 0.0239 0.0239
C5 41.43 0.0187 0.0184 0.0371
C6 54.27 0.0242 0.0244 0.0486
C7 168.06 0.0353 0.0358 0.0356 0.0438 0.1505
C8 289.11 0.0706 0.0296 0.0465 0.0330 0.0397 0.0395 0.2589
C9 290.23 0.0465 0.0463 0.0376 0.0519 0.0381 0.0395 0.2599
C10 328.53 0.0714 0.0638 0.0273 0.0444 0.0483 0.0390 0.2942
Cll 227.36 0.0391 0.0425 0.0432 0.0398 0.0390 0.2036
C12 231.27 0.0395 0.0449 0.0430 0.0398 0.0399 0.2071
CIS 221.66 0.0388 0.0420 0.0419 0.0365 0.0393 0.1985
* Calculated by multiplying the total mass added from a given dilution vial by that dilution vial's activity per gram value.
Appendix 3
(Continued)
Control Solution Information
as
N)
Bottle Identity Code of Total Concentratio
Number Packets Placed in Activity n
Bottle (pCi) (pCi/L)**
1 CI 5.29E+00 85
2 C2 1.07E+01 176
3 C3 1.63E+01 261
4 C3b 1.65E+01 264
5 C4 2.67E+01 431
6 C5 4.14E+01 672
7 C6 5.43E+01 877
8 C7 1.68E+02 2699
9 C8 2.89E+02 4669
10 C9+C11 5.18E+02 8674
11 C10+C12+C13 7.81E+02 14488
Calculated by taking the total activity in the previous column and dividing it by the total volume of water in the respective bottles.
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Appendix 5
Comparison of the Calibration Factors for the 226^^ Standards Made
for This Report and Those Remaining from Ken Ladrach's Work
Vial Identity Activity Gross CPM++ Trial #1 Gross CPM Trial #2
Code (pCi) for Trial #1 Calibration Factor
(CPM/pCi)
for Trial #2 Calibration Factor
(CPM/pCi)
3* 7.140E+02 7324.09 10.21 7251.45 10.11
4* 9.520E+02 9382.24 9.82 9563.81 10.01
Nl 2.839E+00 63.86 10.47 64.76 10.75
N2 9.473E+00 138.60 11.03 136.30 10.77
N3 4.746E+01 536.84 10.59 549.15 10.85
N4 9.380E+01 1105.19 11.42 1067.88 11.02
Nil 7.404E+02 872.10 11.32 839.51 10.88
N12 1.881E-K)2 2126.33 11.13 2113.92 11.06
N13 3.685E+02 4116.80 11.08 4076.83 10.97
N14 5.216E+02 5798.27 11.05 5827.91 11.11
(Background Vials)
NIB NA 33.94 34.34
N2B NA 33.52 34.80
N3B NA 34.32 33.92
N4B NA 32.78 35.10
N5B NA 34.04 33.84
NllB NA 33.62 33.36
N12B NA 33.86 34.26
N13B NA 35.52 33.92
NUB NA 35.74
Background
Average=
34.15
34.66
Background
Average=
34.24
"•"' ͣ The CPM values were obtained from the 5 KeV to the 1850 KeV window on the liquid scintillation counter in the radiological hygiene taboratoiy,
* Vial Identity Code "3" and "4" are Ken Ladrach's vials.
Appendix 6
Certification of 226Ra Stock Solution
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U.S. Environmental Protection Agency
Environmental Monitoring Systems Laboratory-Las Vegas
Quality Assurance Division
Calibration Certificate
Description
Princip«l rtdionocltd* j   RADIUM-226
Nomin.i.ciivity       |  23.8 | | nano     '"""
H*H-lif« 1600 years z:
Nominal volume
f Ar/-/^»^n  1^     Tea
ml in ͣmpeul«/bonl« number 2150-2
Measurement     Activity of principal radionuclide
Activity p«r prtm of this aolution
I    4.45 ] nano curia* -[ RADIUM-226
at 0400 hour* PST on I  NQVENEER 19,   1986
Activity of daughter radionuclide
(SEE REMARKS)
Th« principal activitv wat acoompaniad at Iha quoiad tima by -
l*ar pram][ curias
of tha daughtar nuclide 1
Total mass of this solution
i=^^'>^ ^2,,,ci ^.0 \
Approx. 5.35 framt
Method of measurement
For t±iis solution an NBS standard was diluted and the specific
activity determined by ccnparing tJie gross garma count rate to
that of einother NBS standard.
Useful Life
Thii radionudida ha« dacaytd throufih j Q.G   |
W» racommaryJ that thi« aolution ahould not ba utm^ after
half livas tinea it wat obtained by EMSL-LV
[JANUARY 1989 ]
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;rity Th« manufacturar statat that aaivitias othar than that of tha principal nuclida
and of its daughter nuclides, if any. wara astimatad/known to ba:
E lass than Paqual to   L tha principal activity
(2) I lass than faqual to   [_
(31 less than Taqual to   [_
"%] of
Xj of tha principal aaivity
% I of tha principal activity
Tha activity of impurity (1) Is not (2) is not (3) is not
included in tha quoted figures of the principal activity.
Random Errors
Decay Schemes
Tha precision of this standard was such that tha certified value of the radioaaive
concentration of tha principal activity had a atandard error (sm) not greater than   \ 0.11 %[
(The 99.7% confidence limits are given by t(sm) wttere t is obtained from the student t faaor
for the degree of freedom (n-D).
Tha maximum uncertainty due to the assessable systematic errors (dilution, counting, and
known uncenainty of tha standard) is obtained by tha separata arithmetic summation of tha
positive ar»d negative systematic error i *6 ~ i'). These hava been estimated not to exceed
[  2.3    % Ior   - 2.3^
tha overall uncertainty (often called accuracy) is an estimate of the possible divergence of
tha quoted result from the true value. It is a combination of random error [t(sm)]] at tha 99.7%
confidence limits and the worst case eatimate of the systematic errora {*6 . -6' )
Tha overall uncertainty is therefore calculated on the basis of   fUsm) *S]. - [t(sm) *6^
and is {  2.7 %j,    [-   2.7 %|of the quoted radioactive concentration.
This standardization is based on the following assumptions of the principle nuclide, its
daughter nuclides and impurities (no allowance for error in these asaumptions or the
assumption of quoted haJf-life have been included in the statement of accuracy above).
RADIUM-226 is a marfaer of the URANIUM-238 decay chain.    Ra-226
decays 100% Jay alpha emission to RADON-222.
Chemical
Composition
of Solution
Carrier content per gram of solution:
Preservative:
Other components:
0.05MHNO.,
Remarks
This solution was anpula:ted and held for approx. 35 days to allow
For the in growth of gamma emitting daughters.
««>.jtd \   M
Data Certificate Prepared    JANUARY 5.   1987
Approval Signature ^,;^r/^/^Mf.
U.S. DEPARTMENT OF COMMERCE
NATIONAL BUREAU OF STANDARDS
GAITHERSBURG. MD  20899
REPORT OF TRACEABILITY
U.S. Environmental Protection AgencyEnvironmental Monitoring Systems LaboratoryLas Vegas, Nevada
Radionuclide
Source identification
Source description
Source mass
Source composition
Reference time
Radium-226
2150-2, prepared by EMSL
Liquid in 5-ml flame-sealed glass ampoule
Approximately 5.35 grams
Radium-226 in 0.05-molar nitric acid
0700 EST, 19 November 1986
Radioactivity concentration
Overall uncertainty
Photon-emitting impurities(Activities at reference time)
Measuring instrument
Half life
Difference from NBS
NBS DATA EMSL DATA
163.2 Bq g-1 164.7 Bq g'l
A. 17 percent'^-' 2.70 percent(2)
None detected^ •^'' None reported
NBS pressurized "4ir"Y
ionization chamber A
calibrated with SRM 4955
Not reported
1600 ± 7 years^^)
+0.87 percent^^^
For the Director,
Gaithersburg, MD 20899
6 June 1988
Dale D. Hoppes, Group Leader
Radioactivity Group
Center for Radiation Research
Notes on next page
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As guidance for the proper use of this Peport, it
should be enphasized that the National Bureau of
Standards is ccnoemed only with fostering good
measurements capability and consistency with the
national measurements system. The aissurance of
the proper ^plication of that capability to the
ultimate consumer products is the responsibility
of each manufacturer of these products and of the
Federal regulatory agencies.
A continuing traoeabili'ty program in radioactivity
demonstrates, to the degree established by the
periodic assays of calibrated radioactivity sanples,
a continuing oatpetenoe to maintain the instnment
systems and standards necessary for accurate mea¬
surement. Such a program cannot, however, endorse
each and every measurement nor the final product,
any more than a spot check can vouch for every
unchecked item. Care should be taken, therefore,
not to inply such endorsement. The proper use of
this Report is governed by section 200.114 of
Title 15 of the Code of Federal Pegulaticns. Ttkese
regulaticxis may be met if this Report, if quoted,
is quoted in its entirety. Elxoerpts out of ocntext
may be misleading.
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!Pi^-?^T^'t.-»i¥s;p;3^sp5.7r^9K^- ' ͣ
(1)
(2)
(3)
NOTES
Individual uncertainties have the significance of one standard deviation
of the mean, or an approximation thereof.  The combined uncertainty is
the individual uncertainties shown below added in quadrature.  The
overall uncertainty is taken to be three times the combined uncertainty.
Source of uncertainty Uncertainty (%)
a) pressurized-ionization-chamber
measurements 0.53
b) gravimetric measurements 0.05
c) deadtime 0.00
d) background 0.25
e) ionization-chamber calibration 1.20
f) radium-reference-sources ratio 0.00
g) half life 0.36
h) photon-emitting impurities 0.10
Combined uncertainty 1.39
* 3
Overall uncertainty A.17
Overall uncertainty reported by EMSL.
The limit of detection for photon-emitting impurities is0.2 "irs~^g"^ for energies between 90 and 1900 keV, provided that
the impurity photons are separated in energy by 5 keV or more
from photons emitted in the decay of radixiin-226 and progeny.
(^^ NCRP Report No. 58, Second Edition (1985) 365.
(5^ This result demonstrates the traceability of EMSL to NBS, for this
measurement, to within five percent as specified in the appendix,
Traceability Studies, of the EPA-NBS interagency agreement of
April 1976, as amended.
For further information call Larry Lucas at (301) 975-55A6 or FTS 879-55A6.
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