] considered the estimation of the risk function ψ(x) in the proportional hazards model. Their proposed estimator is based on integrating the estimated derivative function obtained through a local version of the partial likelihood. They proved the large sample properties of the derivative function, but the large sample properties of the estimator for the risk function itself were not established. In this paper, we consider direct estimation of the relative risk function ψ(x2) − ψ(x1) for any location normalization point x1. The main novelty in our approach is that we select observations in shrinking neighborhoods of both x1 and x2 when constructing a local version of the partial likelihood, whereas Fan, Gijbels and King [Ann. Statist. 25 (1997) 1661-1690] only concentrated on a single neighborhood, resulting in the cancellation of the risk function in the local likelihood function. The asymptotic properties of our estimator are rigorously established and the variance of the estimator is easily estimated. The idea behind our approach is extended to estimate the differences between groups. A simulation study is carried out.
1. Introduction. The Cox proportional hazards model is by far the most popular model in survival analysis. In the Cox model, the conditional hazard rate of a survival time, T , given the regressor vector, X = x, is modeled as λ(t|x) = λ 0 (t) exp{ψ(x)}, (1.1) where λ 0 (t) is the baseline hazard function and ψ(x) is the risk function which measures the contribution of X at x. Typically, the baseline hazard function is left unspecified, while the risk function ψ(·) is specified parametrically as ψ(X) = X T β 0 for a vector of coefficients β 0 , where T denotes the transpose of the vector. In practice, survival data are often censored due to termination of the study or early withdrawal from the study. We can thus observe only Y = min{T, C}, where C is the censoring time independent of T given X. In addition, we also observe the censoring indicator, δ = I{T ≤ C}, as well as the covariate vector X. Let {(X i , Y i , δ i ), i = 1, . . . , n} represent an i.i.d. sample from the population (X, min(T, C), I{T ≤ C}), t 0 1 < · · · < t 0 N denote the ordered observed failure times and (j) provide the label for the item failing at t 0 j . Define R j as the risk set at time t 0 j : R j = {i : Y i ≥ t 0 j }. Cox [5] suggested that estimation and inference on β 0 be based on the partial likelihood function
i∈R j exp(X T i β)
.
With flexible specification for the baseline hazard function, Cox's model and the partial likelihood approach provide a very convenient way to measure the covariate effects on the survival time. See [7, 16, 19] and [21] for references on this model. However, the parametric specification of the risk factor ψ(x) is assumed largely for convenience. In general, misspecification of the risk function will lead to inconsistent estimation and misleading statistical inferences. Therefore, it is desirable to relax the parametric specification of the risk function. When the risk function ψ(x) is not parametrically specified, the partial likelihood function is of the form
exp(ψ(X (j) )) i∈R j exp(ψ(X i ))
Note that the function ψ(x) is only estimable up to a location normalization. In fact, in Cox's original setup with the linear specification for the risk function, no intercept is allowed in β. The relative risk provides all the information regarding the contribution of the covariates based on the Cox proportional hazards model. Recently, Fan, Gijbels and King [12] and Tibshirani and Hastie [23] considered local versions of the partial likelihood approach. They compared the relative risks for observations whose corresponding covariate values belong to a single shrinking neighborhood. Obviously, these observations all have the same risk factor to the first order. Namely, the first term of the Taylor expansion of ψ(X i ) will be the same for X i close to x. As a result, their estimation is based on the second-order comparison of the relative risk factors, leading to the estimators for the derivatives of the function ψ(x) only. To recover the original risk function, they suggested using the expression ψ(x) = x 0 ψ ′ (t) dt by replacing ψ ′ (t) with their local partial likelihood estimatesψ ′ (t) for t ∈ (0, x). Note that ψ(0) = 0 is implicitly imposed for identifiability of ψ(·). However, the large sample property of the ′ (t) dt has not been formally established; thus, formal statistical inference is not feasible. Furthermore, their derivative-based approach cannot be extended to the case in which the covariate variable is discrete, since ψ(·) is canceled out in the local partial likelihood, as pointed out in Section 2.
In this paper, we consider the direct estimation of the relative risk function ψ(x 2 ) − ψ(x 1 ) through a new version of the local partial likelihood. Intuitively, in constructing our local partial likelihood, we use observations in the neighborhoods of either x 1 or x 2 , which have risk factors different to the first order, thus enabling direct estimation and inference of the relative risk ψ(x 2 ) − ψ(x 1 ). Moreover, when the covariate variable is discrete, our approach reduces to the partial likelihood estimator for a two-sample comparison of survival times in the form of the usual proportional hazards model. In other words, our procedure reduces to an efficient estimation in the case of discrete covariates. Thus, we can expect our procedure to have high efficiency, at least when the data for the covariate variable X are not evenly distributed.
Our procedure can be easily adapted to estimate differences in risk functions at any point x between two different groups by constructing our local partial likelihood using observations in the neighborhood of x for the two groups under consideration. We apply our procedure to the PBC data and find no treatment difference, which is consistent with findings from parametric hazard regression. In an attempt to compare treatment differences, Fan and Gijbels [11] suggested estimating ψ ′ (x) for the two treatments separately and then integrating the derivative functions to recover the two risk functions. However, in this way each risk function is only estimable to within a constant. As a consequence, the treatment difference is not directly estimable. Fan and Gijbels [11] thus imposed zero risk for both treatments at the left endpoint of the support of x. Our numerical analysis found that this assumption is inappropriate.
There are some related studies on nonparametric regression techniques with censored data. Gentleman and Crowley [14] proposed an iterative algorithm to estimate ψ(·) with a uniform kernel function. Li and Doss [20] ) investigated the nonparametric estimation of the conditional hazard and distribution functions using local linear fits. O'Sullivan [22] , Hastie and Tibshirani [15] and Kooperberg, Stone and Truong [17, 18] used spline methods to study the model. This paper is organized as follows. Section 2 introduces our estimator and the idea is extended to the case when discrete covariates are also present. A numerical study is presented in Section 3 where we compare our procedure with that of [12] . We also apply our procedure to the PBC data. Section 4 concludes the paper. 
for an i.i.d. sample. For notational simplicity, we assume that X is a continuously distributed random variable. We discuss cases with discrete and multivariate covariates later.
Suppose now that the form of ψ(x) is not specified and that the pth-order derivative exists at x. Then a local model [11] of ψ(X) can be expressed as
by Taylor expansion for X in a neighborhood of x. Namely, ψ(X) ≈ X T β for X close to x, where
Let K be a kernel function that smoothly downweighs the contribution of remote data points, let h be the bandwidth parameter that controls the size of the local neighborhood and let X i = {1, X i − x, . . . , (X i − x) p } T for i = 1, . . . , n. Fan, Gijbels and King [12] considered nonparametric estimation based on a local partial likelihood function
Using the local model (2.2), Fan, Gijbels and King [12] proposed to estimate the β * defined below with the likelihood function
Note, however, that the function value ψ(x) is not directly estimable, as (2.4) does not involve the intercept β 0 = ψ(x), which has been canceled out. Tibshirani and Hastie [23] considered a similar approach using a nearest neighborhood method. Furthermore, if X is a discrete random variable taking on a finite number of values, a window around a value x only contains that value itself. Therefore, (2.3) reduces to
which no longer depends on ψ(·). This approach is thus not applicable to the case of discrete covariates.
2.1. Estimation of the relative risk function. We consider direct estimation of ψ(x 2 ) − ψ(x 1 ) for a normalization point x 1 and any other point x 2 in the domain of x. By including observations in the neighborhoods of either x 1 or x 2 , we consider the following local partial likelihood which essentially replaces
Let α = ψ(x 2 ) − ψ(x 1 ) and, for l = 1, 2,
Using the local models in the neighborhoods of x 1 and
and, similarly,
Clearly, our formulation of the local partial likelihood will allow direct estimation of α = ψ(x 2 ) − ψ(x 1 ), in contrast to [12] and [23] .
In principle, one can estimate ψ(x 2 ) − ψ(x 1 ) by finding the value that maximizes (2.6). Intuitively, however, observations in the neighborhood of x 1 would not be informative about the derivatives of ψ(·) at x 2 , or vice versa. Therefore, a one-step estimator, which simultaneously estimates (α, β * x 1 , β * x 2 ) through maximization of (2.6), is not particularly appealing. Instead, we adopt the following two-step strategy. In the first step, we adopt the approach of [12] to obtain the estimates (β *
In the second step, we propose to estimate α byα, which maximizes
It is also worth noting that this approach is computationally more attractive. In addition, we find from our simulation that the performance of the twostep estimator is more stable than that of the one-step estimator.
Note that, from the construction of our estimator, only observations in the neighborhoods of either x 1 or x 2 will affect the estimation of ψ(x 2 ) − ψ(x 1 ). The approach of [12] , on the other hand, is cumulative in nature, in the sense that estimating ψ(x 2 ) − ψ(x 1 ) requires the estimation of ψ ′ (x) for x in the interval between x 1 and x 2 ; consequently, a likely drawback of their approach 7 is that inaccurate estimation of ψ ′ (x) for x in a neighborhood belonging to [x 1 , x 2 ] will adversely affect the precision in estimating ψ(x 2 ) − ψ(x 1 ), which utilizes the estimates of ψ ′ (x) for all of the x ∈ [x 1 , x 2 ]. Indeed, this observation is confirmed in our simulation study presented in Section 3.1.
We now consider the asymptotic property of our estimator. Set
We impose the following conditions:
1. the kernel function is a bounded symmetric density function with compact support; 2. the function ψ(·) has a continuous (p 1 + 1)st derivative around x 1 and x 2 ; 3. the density f (·) of X is continuous at x 1 and x 2 ; 4. the conditional probability S(v|·) is equicontinuous at x 1 and x 2 ; 5. the local bandwidths h and h 1 satisfy h/h 1 → 0, nh → ∞; nh 2p+3 and nh
are both bounded, where p 1 ≥ p and h 1 are, respectively, the degree of polynomial and the bandwidth used for estimating the derivatives of [12] .
The choice of bandwidths deserves some attention here. It is clear from (A.8) in the Appendix that when h/h 1 is not bounded, the asymptotic normality ofα cannot be achieved. When h/h 1 is bounded but does not approach 0 as n → ∞, the asymptotic distribution of the first-step estimator will affect the distribution ofα. When h/h 1 → 0, which we impose here, the asymptotic distribution of the first-step estimator will have no impact on the second-step estimator, which makes the expression of the asymptotic variance much simpler than without the condition.
Our main result is stated in the following theorem.
with a x (v) = e ψ(x) f (x)P (v|x). The only unknown term of the bias, ψ (p+1) (x), can be easily estimated from our first-step estimator of the derivatives if we choose p 1 > p. To estimate σ 2 , we observe that if we know ψ, then
will have converged to a x l (v) for l = 1, 2 and all v. In addition, the baseline hazard function Λ 0 (t) can be estimated by the Breslow estimator [3, 4] ,
Note that since ψ(·) itself is not estimable, a x (·) or Λ 0 (·) is only estimable up to scale. However, we can express
where
is already estimated with our methodology. Obviously, we can estimate σ 2 (x 1 , x 2 ) byσ 2 (x 1 , x 2 ), wherê
The theoretical optimal bandwidth can be obtained by minimizing the asymptotic weighted mean integrated squared error
where C 0,p (K) are constants depending on p and K. The value of C 0,p (K) is tabulated in Table 3 .2 of [11] . For a detailed discussion of the issue of model complexity, see [11] .
Remark 1. Note that when X is a discrete random variable, our local partial likelihood (2.5) reduces to
. This is, in fact, the partial likelihood estimator for a two-sample comparison of survival time in the form of the proportional hazards model. In other words, our procedure yields an efficient estimation for the case of discrete covariates since it is well known that the partial likelihood estimator is efficient ([8] and [2] ).
Remark 2. Similar to the partial likelihood approach ( [3] and [6] ) and the local partial likelihood approach of [12] and [23] , our version of the local partial likelihood function can also be viewed as a local profile likelihood. Analogous to [12] , the local likelihood in our setting can be written as
Consider nonparametric modeling for Λ 0 (·), which has a jump of λ j at t j ,
Substituting these two expressions into the local likelihood expression (2.11), we obtain
Then, by maximizing log L with respect to λ j (j = 1, . . . , N ), we havê
Clearly, maximizing (2.13) is equivalent to maximizing (2.5).
Remark 3. One referee pointed out that when estimating ψ(x 2 ) − ψ(x 1 ), an alternative approach would be to estimate ψ(x 2 ) − ψ(x 3 ) and ψ(x 3 ) − ψ(x 1 ) separately and then to combine them for any point x 3 between x 1 and x 2 . In general, these two approaches will lead to different estimates. Theoretical justification could be based on two separate asymptotic linear representations, as in (A.8). In our simulation experiment (not reported here), these two approaches seem to be comparable.
Remark 4.
One of the main advantages of the proportional hazards model is that it can easily accommodate time-varying covariates. The timevarying covariates can be incorporated into our approach in a straightforward way by expressing the local partial likelihood through the counting process representation. As our paper is largely based on its comparison with [12] , we chose to use notation similar to that used in [12] , in order to facilitate comparison.
2.2. Estimating the differences between groups. Our approach can be easily modified to accommodate more realistic situations in which estimating the differences between groups is necessary. Let the risk function be ψ(x, z), where x is continuous and z is discrete, taking two values. We focus on estimating ψ(x, z 2 ) − ψ(x, z 1 ). Similar to (2.5), we include observations in the neighborhoods of (x, z 1 ) and (x, z 2 ). Our local version of the log-likelihood becomes
Using polynomial approximation in the neighborhood of x, we obtain the following approximation to L n :
(2.14)
By following an argument similar to the one in the previous section, we also adopt a two-step strategy here. In the first step, we apply the procedure of [12] to estimate β * 1 and β * 2 using observations in the neighborhoods of x for the two groups separately. In the second step, we estimate ρ by maximizing L n (ρ,β * 1 ,β * 2 ). We now present the following theorem.
Theorem 2. Letρ be the maximizer ofL n (ρ,β * 1 ,β * 2 ). Under conditions 1-5 of Section 2.1, with conditions 2-4 modified slightly so that they hold at point x, we have
with p kx = P (Z = z k |X = x) and, for k = 1, 2,
Similar to the estimation of the bias term for Theorem 1, the only unknown terms ψ (p+1) k (x) for k = 1, 2 are already obtained during the first step when we estimate the derivatives using [12] if we choose p 1 > p. To estimate the variance term, we note that
is an unbiased estimator of p kx f (x)/σ 2 k (x) for k = 1, 2. Natural candidates for the estimation of bias and variance are, respectively,
(2.16)
As a consequence of (2.15), the theoretical optimal bandwidth minimizes the asymptotic weighted mean integrated squared error,
with some weight function w ≥ 0. We find that the asymptotically optimal constant bandwidth is given by
with C 0,p (K) being the same as in Section 2.1.
Remark 5.
Although the risk functions for each group can only be estimated up to a constant, the difference between two groups can be identified. Based on this observation, if we are interested in estimating risk functions for k groups, we need to impose only one condition, such as ψ 1 (0) = 0, for identifiability. On the other hand, Fan, Gijbels and King [12] needed to estimate the risk functions for each group separately. Therefore, k conditions, ψ l (0) = 0 for l = 1, 2, . . . , k, should be imposed for identification. Sometimes, this can be inappropriate, as in the case of analyzing PBC data, to be discussed in the next section.
3. Numerical studies. Extensive numerical studies were conducted to evaluate the new procedures and we found that the finite sample performance of our procedure is either comparable or better than that of [12] . The Epanechnikov kernel is employed in all of the simulation studies, as well as for the analysis of the real data set.
3.1.
Simulation studies on estimating relative risk. We compare the two procedures for the following three designs with different risk functions or distributions of the covariate variable X: 
Half of the X are from N (−0.6, 0.3 2 ) truncated at −1 and 0, the other half from N (0.6, 0.3 2 ) truncated at 0 and 1. Note the sparsity of data in the neighborhood of 0.
The survival time is set to be exp(−ψ(X) + ε), where ε is from the standard extreme-value distribution. This is justified by the well-known result on the equivalence of the proportional hazards model (1.1) to the transformation model: log Λ 0 (T ) = −ψ(X) + ε, where ε is a standard extreme-value random variable. In addition, the censoring variable is assumed to be uniform on (0, c), where c is chosen for a prespecified censoring proportion (viz., 0% and 30%). For each set of c and ψ, we simulate 500 realizations of {(X i , Y i , δ i ), i = 1, 2, . . . , 300}. Let h 0 1 , h 0 2 and h 0 3 denote the bandwidths used for [12] for designs 1, 2 and 3, respectively; we tried three different values for h 0 1 , namely, 0.15, 0.25 and 0.35, for which their approach yields reasonable estimates. Some adjustments were made in choosing h 0 2 and h 0 3 , due to some unique features involving ψ(·) or the distribution of X. We set h 0 2 = h 0 1 when |x| > 0.5 and h 0 2 = 0.8h 0 1 when |x| ≤ 0.5. The reason for a smaller bandwidth for |x| ≤ 0.5 is similar to the idea of variable bandwidth [10] . For design 3, we set h 0 3 = h 0 1 when |x| > 0.2 and h 0 3 = 2h 0 1 when |x| ≤ 0.2. The doubling of the bandwidth in the neighborhood of zero ensures enough data in that neighborhood. The bandwidths for our procedure are always set to be h = 0.8h 0 for h 0 = h 0 1 , h 0 2 and h 0 3 for the three designs. The mean integrated squared error (MISE) of the function estimations of ψ(·) − ψ(0) for designs 1 and 2 and of ψ(·) − ψ(−0.6) for design 3 are reported in Table 1 . From the table, we find that our procedure is slightly better than [12] for design 1 and has better performance for designs 2 and 3.
We consider now the biases of the estimates. The function estimates are shown in Figures 1-3 (FGK are function estimates by Fan, Gijbels and King [12] ) for the case of h 0 1 = 0.25 and 30% censoring; similar results are observed for h 0 1 = 0.15 and 0.35 and are thus omitted here for brevity. Figures 1 and  2 and other unreported results suggest that the biases of the two procedures for designs 1 and 2 are comparable. For design 2, both procedures have some biases in the neighborhoods of ±0.3 due to the peaks of ψ(·) at these two points. Figure 3 suggests obvious bias in [12] when x > −0.2 and also some bias in our procedure in the neighborhood of 0. Note that for design 3, poor performance in the neighborhood of 0 is to be expected, due to the sparsity of data.
The mean squared errors at various points for 30% censoring are reported in Table 2 to facilitate a more detailed comparison between the two approaches. We now take a close look at Table 2 to understand better the advantages of our procedure for designs 2 and 3. We find that the two procedures are largely comparable in terms of mean squared errors at all the points selected for design 1. For design 2, we observe a similar pattern for |x| ≤ 0.4. For |x| > 0.4, our procedure performs better than [12] . For design 3, the performance of the two procedures is comparable for x ≤ 0.2, and our procedure outperforms [12] when x > 0.2.
The better performance of our procedure for designs 2 and 3 in certain regions is largely due to the way the two estimators are constructed. In the case of design 2, due to the difficulty in estimating ψ ′ (·) in the neighborhoods of the two peaks at x = ±0.3, both procedures are not expected to estimate the function well in the neighborhoods of these two points. But, for [12] , the estimates of ψ(x) − ψ(0) based on x 0 ψ ′ (u) du will be adversely affected if 0.3 or −0.3 lies between 0 and x. On the other hand, our procedure performs well, provided ψ ′ (·) can be estimated well in the neighborhoods of 0 and x. Similar arguments also apply to design 3, for which ψ ′ (·) is not expected to be estimated well in the neighborhoods of 0 due to the sparsity of data, whereas ψ ′ (x) can be better estimated when x is close to 0.6 or −0.6. This explains the obvious advantage of our procedure in the estimation of ψ(x) − ψ(−0.6) in the neighborhood of x = 0.6 and a relatively poor performance of [12] for all x > 0.
3.2.
Application of estimation of the treatment effect. We apply our procedure to the estimation of the treatment effect in an analysis of the Primary Biliary Cirrhosis (PBC) data set. Our procedure offers a natural approach to this particular problem. Basically, we estimate the treatment effect using data with bilirubin values in a neighborhood of each point of estimation. A detailed description of the PBC data can be found in Chapter 4 of [13] . A total of 312 patients participated in the randomized trial. Of the randomized patients, 187 cases (60%) were censored.
Fan and Gijbels [11] investigated the effect of treatment differences by dividing the data into two groups according to the treatment code. For each treatment group, model (2.4) was fitted using log(Bilirubin) as a covariate. The resulting curves are reproduced in Figure 4 for the sake of comparison. It is worth pointing out that, with [12] , treatment differences can be estimated only up to a constant. Figure 4 implicitly assumes that the risk functions of the two treatment groups are equal at the left endpoint of the support of the covariate. There is no justification for this assumption since, while the risk functions themselves are not identifiable, the difference can be estimated following our approach. Based on Figure 4 , Fan and Gijbels [11] suggested that the treatment effect is present. Following [11] , we take the time (in days) between registration and death, or the time to being censored (liver transplantation or alive at study analysis) as the response and the natural logarithm of Serum Bilirubin (in mg/dl) as the continuous covariate. We use the local partial likelihood method (2.14) with p = 1. The derivatives β * 1 and β * 2 are estimated separately using the approach of [12] with p 1 = 2 and the bandwidth h 1 = 1.2, which is the same as the bandwidth used to produce Figure 5 .9 of [11] . For our second-step estimator, the bandwidth is chosen to be h = 0.8h 1 . Our 95% confidence interval for ρ is constructed aŝ whereb 1n (y) andσ(x) are defined in (2.16) and
is a local weighted average of estimated bias. The main reason for the average is to stabilize the bias function, which involves an estimation of a higherorder derivative curve, from abrupt change. The idea of smoothing was also adopted by Fan, Farmen and Gijbels [9] . The results are shown in Figure 5 . Figure 5 shows that, contrary to the findings of [11] , the treatment effect is not present. The only sign of a treatment effect is in the range of negative covariate values. However, a close inspection of the data set reveals that the estimation for negative covariates is very unreliable since the censoring percentage is very high, at 84%, while the censoring percentage for positive covariates is 48%.
Conclusion.
In this paper, we have considered direct estimation of the relative risk function in the proportional hazards model through a new version of the local partial likelihood. Our procedure was extended to the case where discrete covariates such as treatment group indicators are also present. We found that, in estimating the relative risk function, our procedure is either comparable to or outperforms the estimator proposed by Fan, Gijbels and King [12] . We applied our procedure to estimating the treatment effect in the PBC data and found that, consistent with findings from parametric analysis, a treatment effect is not present, contrary to the findings by Fan and Gijbels [11] .
APPENDIX: PROOFS
Proof of Theorem 1. Set
,
We first prove consistency. Define
Let the filtration F nt be the statistical information accruing during the time [0, t], namely
Then, under the independent censoring scheme,
is an F nt -martingale.
By (2.6)-(2.8),θ 0 = (α − α) maximizes l n (θ 0 ,θ 1 ,θ 2 ), wherê
Here,
With a slight abuse of notation, letθ 0 maximize l n (θ 0 ,θ 1 ,θ 2 , τ ), where
Our case corresponds to that of τ = ∞.
→ 0, similar to (6.26) in [12] , we can show that, for any θ 0 ,
The process X n (θ 0 , 0, 0, ·) is a locally integrable martingale with a predictable variation process
By Lemma 1 of [12] , it can be shown that
Therefore,
where Consequently,
It can be easily shown that A(θ 0 , 0, 0, τ ) is a strictly concave function with a unique maximum at θ 0 = 0. As l n (θ 0 ,θ 1 ,θ 2 , τ ) is a concave function of θ 0 , by the convexity lemma [1] ,θ 0 p −→ 0. We now consider asymptotic normality. Note that
whereθ k lies on the line segment from 0 toθ k for k = 0, 1, 2. By making use of Lemma 1 from [12] , it is straightforward (although tedious) to show that
where κ(τ ) and ν 1 are defined in (A.0). Furthermore, we prove at the end of the Appendix that
It follows from (A.4)-(A.6) that
By applying the martingale property [13] , we can easily prove that
In addition, it follows from Theorem 4 of [12] that √ nh 1θl = O p (1) for l = 1, 2. We conclude that 
To finish the proof of Theorem 1, it suffices to prove (A.6).
Proof of (A.6). By taking the derivative with respect to θ 0 in (A.1), we obtain ∂l n (0, 0, 0, τ ) ∂θ 0 = U 0n (τ ) + B 0n (τ ), where U 0n (τ ) = n x 2 )λ 0 (v) dv. Similar to the proof of (6.24) in [12] , and by the fact that ι(x) = p 2x exp(ψ 2 (x)) p 1x exp(ψ 1 (x)) + p 2x exp(ψ 2 (x)) , (A.11)κ (x) = p 1x exp(ψ 1 (x))p 2x exp(ψ 2 (x)) p 1x exp(ψ 1 (x)) + p 2x exp (ψ 2 (x) ) .
The proof of Theorem 2 is similar to that of Theorem 1. Therefore, we will only provide the main steps that differ from those in the proof of Theorem 1. Denoteη = (η 0 ,η 1 ,η 2 ) withη 0 =ρ − ρ 0 ,η k = H * 1 (β * k − β * 0 k ) for k = 1, 2. Then, maximizingL n of Section 2.2 is equivalent to maximizing l n (η, ∞), where l n (η, τ ) = 
