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Tomografie staat voor de beeldvorming van doorsnedes van een voorwerp aan
de hand van verschillende soorten straling. Het is van vitaal belang in verschil-
lende studiegebieden. Deze thesis onderzoekt de modaliteiten van microgolfto-
mografie en Magnetische-Resonantie-beeldvorming (MRI). Beide aanpakken zijn
niet-ioniserend en niet-invasief, en bijgevolg minder schadelijk voor de gezond-
heid. Het gebruik van MRI is wijdverspreid in de geneeskunde, en microgolfto-
mografie toont potentieel als aanvulling bij medische beeldvorming vanwege zijn
lage kost en transportmogelijkheden.
Tomografie impliceert veelal het verzamelen van een enorme hoeveelheid data:
dit vormt niet alleen een uitdaging op het vlak van de verwerkingstijd, maar ook
wat betreft het uitvoeren van de metingen en het opslaan van de beelden. Re-
cent winnen technieken die gebaseerd zijn op compressieve bemonstering (CS)
aan belang, aangezien het hiermee mogelijk is om (quasi-) perfecte signalen te
reconstrueren op basis van minder metingen dan vooropgesteld wordt door het
Nyquist-Shannon bemonsteringstheorema. In het geval van MRI leidt een daling
in het aantal metingen tot een snellere beeldvorming en aldus tot een verhoogd
comfort voor de patiënt. In het geval van microgolftomografie geeft een verminde-
ring van het aantal meetdata aanleiding tot een sterke daling in de berekeningstijd
en geheugencapaciteit die nodig zijn voor de beeldreconstructies. In deze thesis
zullen we technieken ontwikkelen voor reconstructies op basis van schaarse meet-
data, zowel voor microgolftomografie als voor MRI, door te steunen op voorkennis
aangaande de ruimtelijke continuïteitseigenschappen van het voorwerp.
Elektromagnetische (EM) inverse verstrooiing slaat op technieken om infor-
matie te verkrijgen over bepaalde voorwerpen uit de manier waarop ze een ge-
kend stralingsveld verstrooien. Microgolfbeeldvorming maakt hiervoor gebruikt
van microgolven en wordt voornamelijk onderzocht voor toepassingen in medi-
sche beeldvorming en niet-destructief onderzoek. In dit geval wordt het voorwerp
bestraald met een aantal gekende microgolven: vanuit verschillende locaties en
vaak met verschillende frequenties. Voor elk van de set-ups worden de verstrooide
velden dan gemeten door een aantal antennes. Wanneer de golven en meetposi-
ties goed gekozen worden, bevatten de metingen genoeg informatie om kwali-
tatieve eigenschappen te verkrijgen zoals vorm en plaats, alsook kwantitatieve
eigenschappen zoals de EM materiaalparameters van het voorwerp. Wij richten
ons op diëlektrische voorwerpen, waarvoor de inherente EM materiaalparameters
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gegeven worden door de permittiviteit en de conductiviteit, gegroepeerd in de com-
plexe permittiviteit. Kwantitatieve tomografische beeldvorming heeft als doel om
het exacte complexe permittiviteitsprofiel van het voorwerp te schatten, hetgeen
extra uitdagend is aangezien dit profiel op een niet-lineaire wijze afhankelijk is van
de metingen van de verstrooide velden, zoals volgt uit Maxwell’s vergelijkingen.
In het algemeen gaat men te werk met iteratieve optimalisatieprocedures die een
oplossing zoeken voor het niet-lineaire invers verstrooiingsprobleem. In de prak-
tijk wordt daarvoor het voorwerp opgedeeld in kleine cellen (pixels in twee dimen-
sies (2D) of voxels in 3D) zodat er geen continu permittiviteitsprofiel moet geschat
worden, maar slechts een permittiviteitswaarde voor elke cel. Hoewel sommige
bestaande methodes zich beperken tot het oplossen van een lineair stelsel verge-
lijkingen, vertrekken deze van benaderingen van het verstrooiingsmodel en geven
ze slechts kwalitatieve informatie over het voorwerp. In deze verhandeling zijn
we vertrokken van twee bestaande niet-lineaire kwantitatieve microgolfbeeldvor-
mingsalgoritmen, met name een 2D en een 3D reconstructie-algoritme, die werden
ontwikkeld binnen de vakgroep Informatietechnologie (INTEC) van de Univer-
siteit Gent. Deze software maakt gebruik van exacte EM-verstrooiingsmodellen
in combinatie met een Gauss-Newton-type-optimalisatietechniek inwerkend op
een niet-lineaire, geregulariseerde kostfunctie. We hebben ons toegespitst op de
regularisatie-aspecten en we hebben nieuwe types van regularisatiefuncties, die
nog niet aan bod kwamen in microgolfbeeldvorming, ontwikkeld en geïmple-
menteerd in deze algoritmen met een nadruk op de dataschaarste, de efficiëntie
van de methodes en de kwaliteit van het gereconstrueerde beeld.
Het is bekend dat het invers verstrooiingsprobleem slecht gesteld is. Dit komt
onder meer tot uiting in het feit dat bepaalde grote veranderingen in het per-
mittiviteitsprofiel (vooral op hoge spatiale frequenties) slechts tot kleine veran-
deringen in de waarnemingen leiden. Wanneer de waarnemingen meetruis ver-
tonen, heeft het probleem aldus geen eenvoudige oplossing. We gebruiken een
Gauss-Newton-optimalisatiemethode in combinatie met een lijnoptimalisatie om
een niet-lineaire kleinste-kwadraten-kostfunctie gecombineerd met een regulari-
satiefunctie te minimaliseren. Deze regularisatie is noodzakelijk omwille van de
slecht-gesteldheid van het probleem en bevat bepaalde a priori informatie over het
voorwerp om informatieverlies en fouten in de reconstructie tegen te gaan.
We introduceren een nieuwe klasse van regularisatiefuncties: ‘zwak convexe
discontinuïteitsadaptieve’ (WCDA) modellen, die erin slagen om voorwerpen glad
te maken en tegelijkertijd hun scherpe grenzen te behouden. We onderzoeken de
eigenschappen van verschillende WCDA functies, onder andere de Huber-regularisatie,
en we bespreken het gebruik ervan in het Gauss-Newton-algoritme. Met het doel
deze modellen optimaal te maken, onderzoeken we de invloed van model-en re-
gularisatieparameters op de kwaliteit van de reconstructie (aan de hand van nu-
merieke simulaties). De regularisatiefuncties worden ook getest op experimen-
tele data uit de 2D en 3D Fresnel-databanken, waarbij we ze vergelijken met an-
dere, reeds bestaande regularisatietechnieken. Tenslotte bekijken we ook hun nut
bij schaarse-data set-ups: hierbij is de hoeveelheid metingen van de verstrooide
velden klein ten opzichte van het aantal onbekende permittiviteitscellen (de pi-
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xels of voxels). We bekijken verschillende bemonsteringsstrategieën (bijvoorbeeld
uniform tegenover niet-uniform) en analyseren het effect ervan op het gerecon-
strueerde beeld. We gebruiken data met één enkele frequentie en van veel min-
der zendantennes en ontvangers dan er beschikbaar zijn in de Fresnel-databank.
De WCDA regularisatie blijkt in staat te zijn om in deze omstandigheden een
goede schatting te vormen van de permittiviteitsonbekenden uit een veel lager aan-
tal datapunten—zowel in simulaties als bij het gebruik van experimentele data.
Om het potentieel van microgolftomografie in biomedische toepassingen aan te
tonen testen we de voorgestelde WCDA-modellen in 3D reconstructies van re-
alistische MRI-gebaseerde numerieke borstfantomen. We tonen beelden van deze
reconstructies verkregen uit gesimuleerde meetdata met één enkele frequentie—dit
omzeilt de problemen omtrent het dispersief karakter van lichaamsweefsel. Het is
aanmoedigend dat het nog steeds mogelijk is om tumoren te detecteren bij een re-
latief lage frequentie en in een zwaar ondergedetermineerde situatie, met behulp
van WCDA-regularisatie.
MRI-scanners gebruiken sterke magnetische velden en radiogolven om beelden
te vormen van het menselijk lichaam. De techniek is alomtegenwoordig in de
medische sector voor gebruik bij een diagnosestelling en het volgen van de pro-
gressie van ziektes, zonder blootstelling aan ioniserende straling. De MRI scan-
ner verwerft de data in het fourierdomein (de zogenoemde k-ruimte). Traditioneel
wordt er een bemonsteringspatroon gekozen in overeenstemming met het Nyquist-
criterium en wordt het beeld gereconstrueerd uit op dergelijke wijze bemonsterde
data met behulp van de inverse fouriertransformatie (FFT). Het toepassen van com-
pressieve bemonstering (CS) op MRI levert een potentieel belangrijke verminde-
ring van de meettijd. In deze thesis zullen we beschikbare a priori informatie
over de coëfficiënten uitbuiten, in combinatie met de schaarse-datamodellen. Con-
creet starten we van een bestaand raamwerk dat dergelijke modellen bevoordeelt
op basis van een probabilistisch model. Deze aanpak gebruikt een discreet en bi-
nair Markov Random Field (MRF) om ruimte-elementen uit te drukken waarvan
de niet-nul-coëfficiënten in elkaars buurt liggen. Dit model wordt opgelegd aan
de getransformeerde coëfficiënten tijdens de optimalisatieprocedure van de recon-
structie. In dit doctoraatsboek zoeken we de beste parameters voor dit model en
valideren we het uitgebreid aan de hand van experimenten; deze parameters zorgen
voor een beduidende stijging van de nauwkeurigheid. De reconstructies op basis
van experimentele data illustreren de voordelen van model-gebaseerde reconstruc-
tie, met het oog op zowel numerieke correctheid als visuele kwaliteit.
Het onderzoek in deze thesis resulteerde in twee publicaties in tijdschriften
(genoteerd in de Science Citation Index). Daarnaast verschenen er nog 9 andere




Tomographic imaging refers to imaging by sections or slices through the use of
different kinds of penetrating waves. It plays a vitally important role in a num-
ber of fields. The tomographic imaging modalities of microwave tomography and
magnetic resonance imaging (MRI) will be investigated in this thesis. Both imag-
ing modalities are non-ionizing and non-invasive, hence non-harmful to human
health. MRI is widely used in clinical practice today while microwave imaging
has the potential to be a supplement to current medical imaging modalities for its
low-cost and portable properties.
Tomographic imaging typically involves acquiring huge amounts of data which
poses not only challenges in terms of computation time, but also in terms of
acquisition efforts and storage (memory). In recent years, compressed sensing
(CS) techniques are gaining huge popularity due to their ability to reconstruct
(nearly) perfectly signals from undersampled data (i.e. from data sampled be-
low the Nyquist-Shannon rate). In the case of MRI images, using fewer samples
implies shorter acquisition time and thereby an improvement in patient comfort.
In the case of quantitative microwave tomography using less data translates into
huge savings in terms of computation time and memory required for image recon-
struction. In this thesis we intend to develop methods that yield improved recon-
structions from sparse measurements in microwave imaging and MRI by making
use of a priori knowledge about their spatial continuity properties.
Electromagnetic (EM) inverse scattering refers to the processes of data ac-
quistion and reconstruction techniques to compute information regarding certain
objects from the way they scatter known incident fields. Microwave imaging is a
special case of electromagnetic imaging that employs microwaves and has appli-
cations in medical imaging, non-destructive testing and so on. In a microwave-
imaging experiment, the target is illuminated with a number of known incoming
microwaves with varying positions of the transmitting antenna configuration and
often with varying frequencies. For each illumination, the scattered electromag-
netic fields are measured in a number of receiving antennas. When the incident
waves and measurement positions are properly chosen, these scattering data con-
tain sufficient information to retrieve the qualitative properties of the target, such
as shape and location, as well as quantitative properties such as the EM material
parameters. We focus on dielectric objects, the inherent EM material parameters
of which are given by the permittivity and the conductivity, grouped into the com-
plex permittivity. Quantitative microwave imaging aims at estimating the exact
complex permittivity profile of the reconstruction domain, which is challenging
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since the unknown permittivity profile is related to the scattered field data in a
non-linear way, as follows from Maxwell’s equations. Generally, this problem is
solved with an iterative method that solves the non-linear electromagnetic inverse
scattering problem by employing appropriate optimization techniques. In practice,
the electromagnetic inverse scattering problem is most often solved by discretiz-
ing a reconstruction domain with a 2D pixel or 3D voxel grid (a voxel is a 3D
pixel) and by considering the complex permittivity in each voxel as optimization
variables. Although some imaging methods exist that only solve a linear system
instead of a non-linear optimization problem, these methods rely on approxima-
tions of the scattering model, and only give qualitative information on the targets,
mostly shape, size and location, or at most an approximated permittivity profile
in case of small and/or low contrast objects. In this dissertation, we started from
two existing non-linear quantitative microwave imaging algorithms, more in par-
ticular a two-dimensional (2D) and a 3D reconstruction algorithm, which were
developed at the Department of Information Technology (INTEC) of Ghent Uni-
versity. This software employs full-wave EM scattering models combined with
a Gauss-Newton type optimization technique acting on a non-linear, regularized
cost function. We focused on the regularization aspects and we developed and
implemented into these algorithms new kinds of regularization functions, which
have not been used in microwave imaging before, with emphasis on sparsity or
reconstruction from sparse measurements and on quality of the reconstruction.
It is well known that the inverse scattering problem is ill-posed, which is re-
flected in the fact that certain significant changes in the permittivity profile, mostly
with high spatial frequency, yield only small deviations in the scattering data that
cannot be resolved when the data is corrupted with measurement noise. A modi-
fied Gauss-Newton optimization method with line search is employed in this dis-
sertation to minimize a non-linear least squares data error cost function with ad-
ditional regularization. The additional regularization is critical to alternate the
ill-posedness of the problem, which normally incorporates some a priori informa-
tion on the target in the optimization process, in order to compensate for the loss
of information and avoid distortion of the reconstruction.
We propose a new class of Weakly Convex Discontinuity Adaptive (WCDA)
models as the regularizer that can smooth the objects while producing sharp edges.
We analyze the properties of different WCDA functions, including the Huber reg-
ularizer, which also belongs to this class, and we discuss their incorporation into
the Gauss-Newton algorithm. To optimize these models, we investigate by means
of numerical simulations the influence of the internal parameter in these models
on the reconstruction quality for different complexity of objects, applying various
antenna configurations and noise levels. To verify the effect of this class of models
in quantitative microwave imaging, we apply these methods to experimental data
from the 2D and 3D Fresnel database for a number of piecewise constant objects
and compare their behavior to other related regularization methods in this context.
Finally, since we are interested in exploring the potential of WCDA regulariza-
tion to compensate for the underdetermined problem while speeding up the recon-
struction process, we consider sparse reconstructions - meaning that the number
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of scattered field data is small compared to the number of unknown permittivity
cells - employing different data subsampling strategies (uniformly versus non uni-
formly distributed transmitters) and analyzing the effect of this subsampling on
the reconstruction results. We use single-frequency data and far less transmitters
and receivers than available in the Fresnel database. The WCDA regularization
appeared to be effective in reconstructing large numbers of unknowns from signif-
icantly smaller amount of data, in both the simulated and experimental data cases.
For the verification in a biomedical context, we tested the proposed WCDA mod-
els in three-dimensional quantitative microwave imaging for MRI-derived realistic
numerical breast phantoms. We show images obtained from reconstructions at
one single frequency, which overcomes the difficulties of the dispersive nature of
body tissues. It is encouraging that tumors can still be detected at a relatively low
frequency and in a quite heavily underdetermined situation with WCDA regular-
ization.
MRI scanners use strong magnetic fields and radio-waves to form images of
the body. The technique is widely used in hospitals for medical diagnosis and stag-
ing of disease without exposure to ionizing radiation. The MRI scanner acquires
the data in the Fourier space (so called k-space). Traditionally, a sampling pattern
is designed to meet the Nyquist criterion and the image is reconstructed from such
acquisitions by means of inverse Fourier transform (FFT). Applying compressed
sensing (CS) to MRI offers a potentially significant reduction in scan time. In this
dissertation, we will exploit a priori information on the coefficient structure in ad-
dition to signal sparsity. In particular, we started from an existing framework that
promotes structure in the sparse representation by tailoring the recovered signal
according to a sparsity-promoting probabilistic model. This approach employs a
discrete, binary Markov Random Field (MRF) model to represent spatial structure
whose large coefficients cluster together. This MRF model acts as the hidden labels
and is imposed on the transformed coefficients in the optimization process of the
reconstruction. In this doctoral dissertation, we optimized the parameters of this
model and we made extensive experimental evaluation. The parameter optimiza-
tion resulted in significant improvements of the performance. The reconstructions
from experimental data demonstrate the advantages of the model-based structure
recovery, with respect to numerical records as well as visual quality.
This work resulted in two journal papers cited in the Science Citation Index. In
total, nine other papers appeared in the proceedings of international and national
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The space between Heaven and Earth is like a bellows. Empty and yet, providing
a never-ending supply of words and meaning, exhausting itself.
—Lao Tzu 〈Tao Te Ching〉
Tomographic imaging which refers to imaging by slices (images taken at vari-
ous levels through the object), plays a vitally important role in a number of fields.
However, sharp and noise-free tomographic images are often difficult to obtain be-
cause of the nature of the reconstruction process and the physics of the image for-
mation. The theoretical developments of this dissertation will be applied mainly to
two different types of non-invasive and non-ionizing tomography imaging modal-
ities: microwave tomography and magnetic resonance imaging (MRI). Both prob-
lems are challenging in their own right and require solving some specific problems.
Microwave tomography or microwave imaging is very attractive for medical pur-
poses since it is a non-invasive and low-cost medical imaging modality. Recent
studies encourage research in this area and there is a great interest in the medical
sector for this methodology. However, the available techniques are still not able to
deliver the reconstruction quality that is good enough for clinical use, and hence
the current applications, are very limited. On the contrary, MRI is widely used in
clinical practice. A challenge for MRI is to develop reconstruction techniques that
would be able to reveal similar image quality with much fewer k-space points for
reasons like long scan time and discomfort to patients in traditional MRI.
Microwave tomography [Pichot et al., 1985, Joachimowicz et al., 1991, Chew
and Wang, 1990] computes the internal sections of objects using microwaves. The
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images are obtained by optimizing the complex permittivity profile of the investi-
gation domain from the data collected by illuminating the objects with known in-
cident fields and by measuring the fields they scatter outside. The problem is very
challenging because the measured scattered field data samples are related to the un-
knowns (the tomographic image samples) through a non-linear mapping [Isernia
et al., 1997]. This non-linear mapping is employed by an electromagnetic scatter-
ing model to simulate the scattered field data. One application of microwave imag-
ing is biomedical imaging which benefits from its non-ionizing and non-invasive,
portable and low-cost alternative to existing imaging modalities. Biomedical mi-
crowave imaging relies on the capability of microwaves to differentiate among
different tissues based on the contrast in their dielectric properties. Quantitative
microwave imaging is even more interesting in biomedical applications for it has
the capability to quantitatively reconstruct the complex permittivity profile of the
biological tissue. Recent research, e.g. [Hagness et al., 1999, Fear and Stuchly,
2000, Meaney et al., 2000, Bulyshev et al., 2001, Winters et al., 2009, Henriks-
son et al., 2010, Fhager et al., 2012, De Zaeytijd, 2009, Grzegorczyk et al., 2012],
indicates potentials of quantitative microwave imaging to discriminate between tu-
mors and healthy tissue in biomedical imaging. Other applications of microwave
imaging are still useful, for instance in subsurface sensing: the detection of inter-
nal defects of objects used in aircrafts and nuclear plants, in ground penetrating
radar imaging [Davis and Annan, 1989] for archaeology, for underground tunnel
detection, and many others.
Magnetic resonance imaging (MRI) is widely used in medical imaging both
in clinical practice (diagnostics) and for studying the anatomy of the body. MRI
scanners use strong magnetic fields and radio-waves to form images of the body.
The process of acquiring MRI images is inherently slow. Any strategy that has the
potential of scan time reduction, can be of benefit to patients and health care eco-
nomics. MRI has a wide range of applications in medical diagnosis and according
to recent estimates, there are over 25000 MRI scanners in use worldwide [MRI-
web, 2014].
Recently emerged compressed sensing or compressive sampling (CS) tech-
niques are gaining popularity in medical imaging, including MRI. The idea of
CS is to reconstruct a signal from a reduced number of samples (below the Shan-
non/Nyquist rate) by a clever combination of a random sub-sampling strategy and a
non-linear iterative reconstruction scheme. This non-linear reconstruction scheme
typically employs a variant of iterative hard- or soft-thresholding in a sparsifying
(wavelet-like) domain. In the case of X-ray CT, reconstructing images from fewer
samples can mean significantly lower radiation dose for patients, and in the case
of MRI, a drastically reduced scanning time. Hence, there is a huge interest in de-
veloping and optimizing compressed sensing techniques for medical imaging. In
this thesis, we improve compressed sensing techniques for MRI by employing sta-
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tistical models that encode a priori knowledge about spatial continuity properties
of these images.
It is well known that microwave imaging is ill-posed [Demoment, 1989], so
that it can be very difficult to develop reliable image formation procedures. Regu-
larization, introducing additional constraints, typically favouring a kind of smooth-
ness or penalizing the complexity of the solution, thus becomes crucial in solv-
ing this problem. This kind of regularized inverse problem can be interpreted by
Bayesian inference [Demoment, 1989]. In the Bayesian framework, the maxi-
mum a posteriori (MAP) estimate [Kay, 1993] is found by minimizing the pos-
terior energy which is a sum of a likelihood distribution and a prior energy. The
final implementation of the MAP estimation algorithm requires that the a priori
model as a constraint converts an ill-posed problem into a well-posed one [Char-
bonnier et al., 1997,Li, 1995a]. We will propose new prior models in this doctoral
research based on discontinuity adaptive (DA) models which apply the smooth-
ness constraint while preserving discontinuities (see, e.g., [Blake, 1983,Terzopou-
los, 1983, Geman and Geman, 1984, Eric et al., 1985, Marroquin, 1985, Mumford
and Shah, 1985, Terzopoulos, 1986, Blake and Zisserman, 1987, Lee and Pavlidis,
1988, Koch, 1988, Leclerc, 1989, Shulman and Herve, 1989, Nordstrom, 1989, Li,
1990, Geiger and Girosi, 1991]).
The property of discontinuity adaptive models is interesting for regularizing ill
posed problems of quantitative microwave imaging. In particular, we design a class
of Weakly Convex Discontinuity Adaptive (WCDA) models [Bai et al., 2013d] as
regularization functions, which satisfy the following properties: (i) can be used in
convex optimization in the complex domain; (ii) are discontinuity adaptive and (iii)
have highly sensitive adaptive interaction functions. The property of convex opti-
mization on the whole domain offers inherent advantages over non-convex models
both in stability and in computational efficiency. The discontinuity-adaptive prop-
erty is crucial for edge preserving regularization. We implement these new regu-
larizing functions into two existing non-linear quantitative microwave imaging al-
gorithms, more in particular a two-dimensional (2D) [Van den Bulcke et al., 2010]
and a 3D reconstruction algorithm [De Zaeytijd, 2009], which were developed at
the Department of Information Technology (INTEC) of Ghent University. These
reconstruction algorithms employ 2.5D [Van den Bulcke and Franchois, 2009] and
3D [De Zaeytijd et al., 2008a] full-wave EM scattering models combined with a
Gauss-Newton type optimization technique acting on a non-linear, regularized cost
function, in order to retrieve the complex permittivity profile. Some of the regu-
larizing functions yet available in these imaging algorithms, such as Multiplicative
Smoothing (MS) [De Zaeytijd et al., 2007] and Stepwise Relaxed Value Picking
(SRVP) regularization [De Zaeytijd, 2009], will serve to compare with the new reg-
ularization techniques developed in this dissertation. The methodology we adopted
for microwave imaging can be summarized as: Firstly, we analyze the properties
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of different WCDA functions, including the Huber regularizer employed in [Bai
et al., 2012], and we discuss their incorporation into the Gauss-Newton algorithm.
We optimize the internal parameter in these models as well as the regularization
parameter by means of numerical simulations based on the reconstruction quality
for different complexity of objects, various antenna configurations and levels of
noise. Secondly, we apply these methods to both synthetic data and experimental
data for respective 2D and 3D piecewise constant objects and compare their be-
havior to other related regularization methods in this context. Thirdly, since we
are interested in exploring the potential of WCDA regularization in compensating
for the underdetermined problem while speeding up the reconstruction process, we
design sparse sampling, meaning that the number of scattered field data is much
smaller than the number of permittivity unknowns. Moreover, we employ sub-
sampled configurations with different subsampling strategies (uniform distributed
transmitters, non-uniform distributed ones) and analyze the effect of this subsam-
pling on the reconstruction results. We consider only single-frequency data and
far less transmitters and receivers than available in the database, bearing in mind
that the reconstruction results will be further improved when the proposed tech-
niques are employed on frequency diverse data, more measurements and specific
knowledge on the amount of measurement noise and its type is incorporated.
In the simulated data validation of quantitative microwave imaging, we test
the WCDA models on inhomogeneous targets with different numbers of measure-
ments and we consider the computation time and the reconstruction error for a
comparison with two related reference methods. In the experimental validation,
we consider a number of targets from the 2D and 3D Fresnel database [Belke-
bir and Saillard, 2005, Litman and Crocco, 2009]. The Fresnel database was the
subject of special issues in Inverse Problems [Belkebir and Saillard, 2005, Litman
and Crocco, 2009, Geffrin and Sabouroux, 2009] and is considered as the bench-
mark in this research field. In these validations, WCDA regularization appeared
to be effective in reconstructing large numbers of unknowns from significantly
smaller numbers of data, in both the simulated and experimental data cases. The
reconstructions from sparse data result in a further improvement of computational
efficiency. In the biomedical application of quantitative microwave imaging, we
employ realistic MRI-derived numerical breast phantoms for challenging 3D re-
constructions of the complex permittivity profile. The reconstruction based on
our models indicate further improvement can be realized in developing practical
microwave imaging for breast cancer screening and monitoring.
Compressed sensing techniques for MRI rely on the fact that the images to be
reconstructed are sparse in a well-chosen transform domain. These techniques are
therefore often called ‘Sparse MRI’ and have been explored in a number of works,
including [Gamper et al., 2008, He et al., 2007, Lustig et al., 2007, Lustig et al.,
2008a, Lustig and Pauly, 2010, Aelterman et al., 2011]. In this doctoral research,
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we will exploit a priori information on coefficient structure in addition to signal
sparsity. In particular, we will explore a CS recovery algorithm that promotes
structure in the sparse representation by tailoring the recovered signal according to
a sparsity-promoting probabilistic model. A structured sparsity approach Lattice
Split Bregman (LaSB) that we call here ‘Lattice ADMM’ (LaADMM) [Pizurica
et al., 2011] employs a Markov Random Field (MRF) model to encode a priori
knowledge about spatial structure of MRI images in general. LaADMM pro-
motes images for which significant (large) wavelet (or x-let) transform coefficients
are spatially clustered. This approach is most closely related to LaMP (Lattice
Matching Pursuit) [Cevher et al., 2008], where a Markov Random Field prior was
also used to encode spatial clustering properites, but in combination with a greedy
solver: Orthogonal Matching Pursuit (OMP).
The MRI work presented in this research builds on initial ideas of exploit-
ing spatial structure from [Pizurica et al., 2011]. We further extended the work
of [Pizurica et al., 2011], optimizing its parameters and making more extensive
experimental evaluation on real MRI images. Firstly, in [Pizurica et al., 2011],
two types of labels (significant and non-significant coefficients) were given equal
a-priori probability, whereas here we give different a-priori probabilities to the two
classes when employing MRF model in Bayesian Maximum a Posterior (MAP).
Secondly, we optimize the parameters of the MRF model and regularization pa-
rameter in the MAP estimate by numerical experiments. Thirdly, we perform a
more extensive experimental validation on MRI real acquisitions with different
kinds of undersampling strategies to illustrate its great potential of using this struc-
tured sparsity in practice. Finally, we test the effect of different undersampling
strategies on the sparse MRI reconstructions based on an MRI brain phantom.
The results from different sampling strategies and parameter settings demonstrated
clear advantages of our improved LaADMM-F method over the conventional ap-
proach which treats the coefficients of the sparsifying transform independently:
much higher signal-to-noise ratio reached at same number of iterations. The im-
provement on the results from experimental data motivate strongly further MRI
applications in this direction.
1.1 Main contributions
To summarize, this research has resulted in the main following contributions:
a) A new class of weakly convex discontinuity adaptive models (WCDA) [Bai
et al., 2013d] was proposed for the regularization of quantitative microwave imag-
ing. This class of models with the discontinuity adaptive property can produce
sharp edges and improve the imaging quality.
b) These WCDA models were embedded as the regularization functions in
the 2D and 3D quantitative microwave imaging algorithms and successfully tested
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with sparse simulated and experimental data [Bai et al., 2013d], yielding smaller
reconstruction error and much higher imaging speed than in the considered ref-
erence cases. We also presented an in-depth analysis of WCDA models in 3D
quantitative microwave imaging [Bai et al., 2014]. In the simulated data valida-
tion, we evaluated the effect of reducing the number of simulated scattered field
data on the reconstruction quality by means of the reconstruction error. Recon-
structions from sub-sampled single-frequency experimental data from the Fresnel
database illustrate the effectiveness of WCDA regularization [Bai et al., 2014].
c) We tested WCDA models in 3D quantitative biomedical imaging. Besides
obtaining the encouraging result [Bai et al., 2013a] that tumors can be detected in
a quite heavily under-determined situation, we also performed reconstructions for
different classes of phantoms, different noise levels, different spatial resolutions
and different tumor positions in the breast. We finally tried to improve the quality
of the reconstructed tumors by adding more antennas.
d) We designed an alternative TV-like function [Bai et al., 2013c] such that
it can handle regularization that behaves like Total Variation (TV) for piecewise
constant objects reconstruction. We embedded the TV-like regularization in the
2D and 3D quantitative microwave imaging algorithms, respectively. We demon-
strated the effectiveness of the TV-like approach on sub-sampled real electromag-
netic measurements.
e) We improved structured sparsity approaches for sparse MRI reconstructions.
We started from a model based structured sparsity method [Pizurica et al., 2011]
where an MRF model is employed to explore the spatial structure. In particular,
we gave different a priori probabilities to different types of labels when employing
this MRF model in Bayesian Maximum a Posterior (MAP). We optimized the
parameters by numerical experiments. We also did more extensive experimental
evaluations on MRI acquisitions with different kinds of undersampling strategies.
The performance of structured sparsity is significantly improved: a much higher
signal-to-noise ratio is reached at the same number of iterations.
1.2 Publications
Articles in international journals
• F. Bai, A. Pižurica, B. Truyen, W. Philips, and A. Franchois, "Weakly Con-
vex Discontinuity Adaptive Regularization for 3D Quantitative Microwave
Tomography," Inverse Problems, Vol.30, No.8, pp. 085005, Aug. 2014.
• F. Bai, A. Pižurica, A. Franchois, S. Van Loocke, D. De Zutter, and W.
Philips, "Weakly Convex Discontinuity Adaptive Regularization for Mi-
crowave Imaging," IEEE Transactions on Antennas and Propagation, Vol.
61, No.12, pp. 6242-6246, Dec. 2013.
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Articles in international conference proceedings
• F. Bai, A. Pižurica, "3D quantitative microwave imaging from sparse mea-
sured data with Huber regularization," 2014 IS&T SPIE Electronic Imaging
(SPIE) (Computational Imaging XII), San Francisco, USA, Feb. 2-6, 2014,
pp. 90200E-1-90200E-8.
• F. Bai, A. Pižurica, A. Franchois, W. Philips, "New Insights in Huber and
TV-like Regularizers in Microwave Imaging," 2013 IEEE International Con-
ference on Image Processing (ICIP), Melbourne, Australia, Sept. 15-18,
2013, pp. 1026-1030.
• F. Bai, A. Franchois, J. De Zaeytijd, and A. Pižurica, "Three-Dimensional
Quantitative Microwave Imaging of Realistic Numerical Breast Phantoms
Using Huber Regularization," 35th Annual International Conference of the
IEEE Engineering in Medicine and Biology Society (EMBS), Osaka, Japan,
July 3-7, 2013, pp. 5135-5138.
• F. Bai, W. Philips, A. Pižurica, "Quantitative Microwave Imaging Based
on a Huber regularization," 2013 IEICE Information and Communication
Technology Forum (ICTF), Sarajevo, Bosnia and Herzegovina, May 29-31,
2013.
• F. Bai, A. Pižurica, S. Van Loocke, A. Franchois, D. De Zutter, and W.
Philips, “Quantitative microwave tomography from sparse measurements
using a robust Huber regularizer,” IEEE Int. Conf. Image Processing (ICIP),
Orlando, Florida, USA, Spet. 30 - Oct. 3, 2012, pp. 2073-2076.
• F. Bai, A. Pižurica, S. Van Loocke, A. Franchois, D. De Zutter, W. Philips,
"A new regularization approach applied to electromagnetic inverse scatter-
ing in 3D," 12th International Workshop on Optimization and Inverse Prob-
lems in Electromagnetism, Ghent, Belgium, Sept. 19-21, 2012, pp. 178-
179.
• A. Pižurica, J. Aelterman, F. Bai, S. Vanloocke, H. Luong, B. Goossens,
W. Philips, "On structured sparsity and selected applications in tomographic
imaging," Proceedings of the SPIE Wavelets and sparsity XIV, vol. 8138,
San Diego, CA, USA, 2011, pages 81381D-1-81381D-12, 2011.
Conferences abstracts
• F. Bai, S. Van Loocke, A. Pižurica, A. Franchois, D. De Zutter, W. Philips,
"A new discontinuity adaptive method applied to electromagnetic inverse
scattering problem in 3D,"12th UGent-FirW Doctoraatssymposium, Dec. 7,
2011.
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• F. Bai, S. Van Loocke, A. Pižurica, A. Franchois, D. De Zutter, W. Philips,
"A new discontinuity adaptive method applied to electromagnetic inverse
scattering problem," 2011 Annual symposium of the IEEE EMBS Benelux
Chapter, Brussels, Belgium, Dec. 1-2, 2011.
1.3 Outline
The outline of this dissertation is as follows.
In Chapter 2, we give a general introduction to two selected tomographic imag-
ing modalities. For microwave imaging, we explain the difference between quali-
tative and quantitative microwave imaging, where the former is already employed
in several non-destructive applications, whereas the latter still is in a development
stage. Since we will concentrate on quantitative microwave imaging, its potential
biomedical applications and the possible regularizations are also discussed. We
also give a brief introduction to MRI describing the main ideas, applications and
so on.
Chapter 3 focuses on the electromagnetic inverse scattering problem and Newton-
based optimization. In particular, we give a description of the reconstruction al-
gorithms that we started from, including the forward scattering model, the Gauss-
newton algorithm with line-search and the regularization techniques that were de-
veloped at INTEC. We indicate where in these algorithms our contribution has
been incorporated.
Chapter 4 gives a theoretical background of Markov Random Field (MRF) with
special attention to discontinuity adaptive models. A class of weakly convex dis-
continuity adaptive models (WCDA) is developed and a systematic study of these
WCDA models is conducted. Moreover, we also proposed a Total Variation (TV)-
like regularization and verified its effectiveness with reconstructions of piecewise
constant objects from experimental data.
Chapter 5 and 6 show the quantitative reconstructions of complex permittiv-
ity profiles for piecewise constant objects using WCDA models in 2D and 3D,
respectively. In these two Chapters, both simulated data and experimental data
are validated. The Institute Fresnel in Marseille provides a public database with
2D and 3D scattering measurements for piecewise constant objects, which will be
employed as experimental data in this dissertation.
Chapter 7 presents a validation of the 3D reconstruction algorithm for piece-
wise continuous objects. We employ realistic MRI-derived numerical breast phan-
toms and demonstrate the feasibility of our WCDA models in biomedical quanti-
tative microwave tomography.
Chapter 8 illustrates an improved structured sparsity performance in sparse
MRI signal recovery. We optimized the model that encodes the spatial clustering
property of MRI transformed coefficients. We also verified this optimized model
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Tomographic imaging techniques allow visualization of the internal structures of
an object by using different kinds of penetrating waves [Tomography, 2011] (Fig. 2.1).
This kind of imaging method has the potential to locate the exact position and to
determine the physical parameters of an interesting part of an unknown 3D object.
While in the classical X-ray radiograph appearances of different organs are all su-
perimposed in the same film, each organ is visible in its actual three-dimensional
position in a computerized tomography (CT) (see illustration in Fig. 2.2). A de-
vice used in tomography is called a tomograph, while the image it produces is a
tomogram. A tomograph acquires projection data from multiple directions, which
is then fed into a tomographic reconstruction software algorithm to calculate the
tomographic image [Kay, 1993]. This tomographic reconstruction is commonly
formulated as solving a corresponding inverse problem. Tomography has been
widely applied in many scientific fields, including physics, chemistry, astronomy,
geophysics, radiology, archaeology, biology, oceanography, materials science, as-
trophysics and medicine.
Tomograms from several different physical phenomena are listed in Table 2.1.
In this dissertation, we will pay attention to the medical application of tomographic
imaging. There are four major tomographic imaging methods widely used in
current clinical application: computerized tomography (CT), positron emission
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Figure 2.1: An illustration of tomographic images (Reproduced with permission from
[Lynch and Carl Jaffe, 2006]).
tomography (PET), single photon emission computed tomography (SPECT) and
magnetic resonance imaging (MRI). Each method offers useful information on var-
ious tissue properties related to, for example, tissue blood perfusion, ischaemia,
infarction, hypoxia, metabolism and malignancies, which is very important in
clinic medicine. However, each of these methods has its own advantages and
disadvantages. For instance, CT presents excellent spatial resolution, while it is
less informative in soft-tissue functional imaging than PET [Ter-Pogossian et al.,
1975]. PET detects pairs of gamma rays emitted indirectly by a positron-emitting
radionuclide (tracer), which is introduced into the body on a biologically active
molecule [Ter-Pogossian et al., 1975]. However, it cannot compete with CT in
terms of spatial resolution. PET has higher spatial resolution images than SPECT.
SPECT scans, however, are significantly less expensive than PET scans, in part
because they are able to use longer-lived and more easily-obtained radioisotopes
than PET. Multi-modality imaging like PET, SPECT and CT are increasingly used
in diagnostics, but the extent of these examinations is limited by the radiation
dose that patients are exposed to. Magnetic Resonance Imaging (MRI) is in this
respect safer, because it doesn’t involve exposure to ionizing radiation [Gandon
et al., 2004]. Optical coherence tomography (OCT) with micrometer resolution
and cross-sectional imaging capabilities has become a prominent non-ionizing
biomedical tissue-imaging technique. Depending on the properties of the light
source, it is particularly suited to ophthalmic applications and other tissue imag-
ing requiring micrometer resolution and millimeter penetration depth [Zysk et al.,
2007]. At the moment, OCT is widely used in imaging the anterior segment of
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Figure 2.2: The different projections and tomographic images (Reproduced with permis-
sion from [Lynch and Carl Jaffe, 2006]).





electrons Electron tomography or 3D TEM
ions atom probe
magnetic particles magnetic particle imaging
microwave microwave tomography
near-infrared light Optical coherence tomography (OCT)
Table 2.1: Different types of tomogram to physical phenomenon.
the eye and the retina and it is a reliable tool for monitoring the progression of
glaucoma.
We will concentrate on two selected non-invasive and non-ionizing tomographic
imaging modalities: microwave tomography and magnetic resonance imaging (MRI)
in this doctoral research.
2.2 Microwave tomography
Microwave tomography [Pastorino, 2010] is based on the capability of radiating
microwaves (EM waves from 300 MHz to 30 GHz) and measuring the scattered
field due to spatial variations of the EM material properties of the probed medium.
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The images are obtained by numerically processing the data, collected by illumi-
nating the objects with known incident fields and by measuring the fields they scat-
ter outside. The electric and magnetic fields and their interaction with the probed
object are governed by Maxwell’s laws [Van Bladel, 2007]. Contrary to the sig-
nals used in modalities as CT or PET, scattered microwaves cannot be considered
to propagate along straight lines — point sources radiate cylindrical (in 2D) and
spherical (in 3D) waves — for their wavelength usually is of a similar order as
the scattering object’s dimension. Furthermore, diffraction (multiple scattering)
results in the fact that the scattered field in a given point depends on the EM mate-
rial properties from within the complete object volume (hence not only from those
along a line or slice through the object) as well as on the field that exists within
this volume (which in its turn depends on the object’s material properties). This
clarifies the non-linear relation that exists between the scattered field and the EM
material properties.
Depending on the approximations introduced into the mathematical model de-
scribing the interaction between waves and object, adopted for a particular mi-
crowave imaging technique, microwave imaging generates images, which only
provide qualitative information (i.e., location, shape and size) or also quantitative
knowledge (i.e., maps of the electromagnetic material parameters) of the investi-
gated domain [Marklein et al., 2002]. In qualitative microwave imaging, the non-
linear relation between the scattered field and the material properties is linearized.
Qualitative techniques have advantages regarding simplicity and computational
speed and therefore have resulted earlier into practical applications; examples in-
clude radar imaging [Lopez-Sanchez and Fortuny-Guasch, 2000], diffraction to-
mography [Devaney, 1982, Pichot et al., 1985, Langenberg et al., 1993], which
accounts for first order diffraction effects, Linear Sampling [Colton and Monk,
1998], DORT [Tortel et al., 2012].
We will not treat qualitative microwave imaging in more detail in this dis-
sertation. Instead we focus on quantitative microwave imaging, which fully ac-
counts for the non-linearity and which does not introduce any approximation into
the Maxwell-based scattering model (apart from numerical discretizations). Such
approach is necessary for the reconstruction of the inherent material properties.
Since we only consider (lossy) dielectric non-magnetic materials, these parame-
ters are the permittivity and the conductivity, grouped together into the complex
permittivity.
Microwave imaging might present a non-invasive, mobile and cost-effective
supplement to current imaging modalities for non-invasive assessment of acute and
chronic functional and pathological conditions of soft tissues [Semenov, 2009].
The development of this imaging modality is not only of interest in biomedical
imaging (e.g. as a promising technology for non-ionizing breast screening [Win-
ters et al., 2009]), but also in many other applications, like security inspection,
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detection of internal defects of objects used in aircrafts and nuclear plants, in sub-
surface imaging [Dong and Rappaport, 2009], like for civil and industrial applica-
tions [Detlefsen, 1991], for underground tunnel detection, and many others.
Safety is another concern in modern medical imaging modalities. Microwave
imaging has the advantage of using non-ionizing EM fields in contrast to the ion-
izing radiation used in nuclear medicine or CT, PET and SPECT imaging. It is
estimated that the intensity of the microwave field used in imaging procedures will
be comparable to the intensity used in cell phones [Semenov, 2009]. Technical
reasons like high costs of unique hardware components and insufficient comput-
ing power hindered the development of microwave tomography greatly. In re-
cent years, thanks to tremendous progress in both telecommunication (mobile)
technologies and computing, it is meaningful to further research and develop mi-
crowave tomography towards biomedical and clinical applications. In this disser-
tation, the potential of quantitative microwave tomography in biomedical applica-
tions will be explored.
2.2.1 Quantitative microwave tomography
Quantitative microwave imaging is a non-linear inverse scattering method. It
is generally reformulated as a non-linear optimization problem, whereby a non-
linear cost function is minimized in an iterative way. Although the uniqueness
of a solution has been theoretically proven [Colton and Paivarinta, 1992] for an
inverse scattering problem when the far-field pattern of the electric field is em-
ployed, in a practical experiment, the number of data is limited, which may give
rise to false solutions. Moreover, in the setting of non-linear optimization, sub-
optimal false minima may be present. To cope with local minima, a number of
authors have applied stochastic, global optimization techniques, such as simulated
annealing [Garnero et al., 1991, Caorsi et al., 1994] or genetic algorithms [Caorsi
et al., 2000]. However, these techniques are computationally very expensive, since
they require a large number of iterations. Two types of deterministic, local opti-
mization techniques have been widely applied: Newton-type methods [Chew and
Wang, 1990, Joachimowicz et al., 1991, Franchois and Pichot, 1997, Tijhuis et al.,
2001,Franchois and Tijhuis, 2003,De Zaeytijd et al., 2007,Abubakar et al., 2012],
as we employ in this dissertation, and modified gradient-type methods [Kleinman
and den Berg, 1992, Belkebir et al., 2005, Isernia et al., 1997, Abubakar et al.,
2002]. With the modified gradient-type methods, both the complex permittivity
profile and the total field in the reconstruction domain are defined as the unknowns
in the cost function and optimized for. With the Newton-type methods, only the
complex permittivity profile is optimized for — the corresponding total field is
updated in each iteration through a separate solution of a forward scattering prob-
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Figure 2.3: Flowchart of the forward problem.
than a modified gradient-type iteration, but the number of Newton-type iterations
needed to converge is smaller than the number of modified gradient-type itera-
tions. Furthermore, the inverse problem is also ill-posed [Demoment, 1989] and
regularization is required to enhance the convergence and stability, by reducing the
solution space.
The numerical scattering model with which the scattered fields are computed
for a given set of object parameters and illumination is a major component of a
Newton-type reconstruction algorithm. As shown in Figure 2.3 the evaluation of a
numerical scattering model for a given set of object parameters is denoted as the
forward scattering problem, where the term forward implies the knowledge of the
object parameters when the data is required for the output.
In the inverse problem, the model’s output or the data are given, but the ob-
ject parameters are unknown. Figure 2.4 illustrates an example of an iterative
procedure to solve the inverse problem. It starts with an initial guess for the ob-
ject parameters. The forward problem is solved for the current object parameters
and yields the corresponding computed fields. Then the object parameters will be
updated in an optimization by comparing the difference between computed data
and measured data. This procedure will be repeated until the difference between
computed data and measured data is small enough.
In practice, a grid of square cells (pixels in 2D) or cubic cells (voxels in 3D)
enclosed in a reconstruction domain, which contains the unknown object is em-
ployed. In the optimization, the complex permittivity values of all cells in the
reconstruction domain are the unknowns. The forward and update solutions are
computationally expensive even for a relatively low (compared to other imaging
modalities) number of cells and the computational effort increases more than lin-
early with an increase in the number of cells. In this dissertation we focus on
discontinuity adaptive regularization as a flexible means to preserve edges during
the reconstruction of piecewise constant objects and as an effective way to reduce
the number of data and to increase the convergence speed, both of which lead to a
reduction in the computational effort.
2.2.2 Regularization
Inverse problems are typically ill-posed [Hadamard, 1902]: existence, uniqueness
and continuous dependence on the data of the solution are not simultaneously guar-
anteed. Since inverse problems are usually transformed from infinite dimensional
spaces to a finite number of measurements and a finite number of unknown pa-















Figure 2.4: Iterative procedure of solving the inverse problem.
rameters, the inverse problem typically will be ill-conditioned1. To mitigate the
ill-posed and ill-conditioned properties, regularization may be used to introduce
mild assumptions on the solution and prevent over-fitting [Demoment, 1989]. A
large amount of regularized inverse problems can be interpreted by Bayesian infer-
ence [Demoment, 1989], where the regularization is usually a penalty for complex-
ity, such as restrictions for smoothness. For example, regularization in statistical
machine learning includes ridge regression [Armengot et al., 2010] or L2-norm in
support vector machines [Bertero et al., 1988].
Theoretically, regularization is described to impose Occam’s razor2 on the so-
lution [Soklakov, 2002]. From a Bayesian point of view, regularization techniques
can be interpreted as imposing certain prior distributions on model parameters.
Regularization methods are also applied for model selection, where they work by
implicitly or explicitly penalizing the models based on the number of parame-
ters. A typical example in Bayesian learning is to assign a lower prior probability
to more complex models, e.g. the minimum description length (MDL) princi-
ple [Grunwald et al., 2005] and smoothness prior [Hidalgo et al., 1998].
A number of regularization methods have been analyzed in the setting of Quan-
titative Microwave Imaging [Franchois and Pichot, 1997,Abubakar and Van Den Berg,
2001, Lobel et al., 1997, Fhager et al., 2012, De Zaeytijd and Franchois, 2009,
De Zaeytijd et al., 2009]. The method of [Abubakar and Van Den Berg, 2001]
1ill-conditioned means that a small error in the initial data can result in much larger errors in the
answers.
2Occam’s razor states that among competing hypotheses, the one with the fewest assumptions
should be selected.
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applies total variation (TV) as a multiplicative constraint. Edge preserving regu-
larization was imposed on the real and imaginary part of the complex permittivity
separately in [Lobel et al., 1997]. Multiplicative Smoothing (MS) in [De Zaeytijd
et al., 2007, De Zaeytijd and Franchois, 2009] applies Tihkonov regularization in
a multiplicative fashion. Value Picking (VP) [De Zaeytijd et al., 2009] favors so-
lutions consisting of piece-wise constant permittivities and Piecewise Smoothed
Value Picking [Van den Bulcke et al., 2013] in 2D with a smoothing regularizer is
also aimed for piecewise constant targets with relatively few distinctive permittiv-
ity values. Markov Random Field (MRF) regularization with Line Process model
was employed in [Caorsi et al., 1994]. The use of robust Huber regularization [Bai
et al., 2012] was analyzed and a class of Weakly Convex Discontinuity Adaptive
(WCDA) models was proposed recently for 2D and 3D Quantitative Microwave
Imaging [Bai et al., 2013d]. These models conform to the definition of discon-
tinuity adaptive MRF’s and are designed such to allow convex optimization in
the complex domain and to have sensitive adaptive interaction function (AIF) [Li,
1995a]. This doctoral research will concentrate on improving the regularization.
We will illustrate our proposed regularization in following Chapters.
2.2.3 Applications of microwave tomography
Microwaves and millimeter waves (30 GHz - 300 GHz) have been employed exten-
sively in imaging dielectric objects. The relatively long wavelengths (millimeter
to centimeter magnitude in air) allow for penetration into many optically opaque
mediums such as living tissues, wood, plastics, soil and so on. We will introduce
the applications of microwave tomography based on two principle classifications:
qualitative microwave imaging and quantitative microwave imaging.
2.2.3.1 Qualitative microwave imaging applications
One familiar application of qualitative microwave imaging is microwave radar
[Goldsmith, 1997], which is usually associated with target detection and object
tracking by the public. Subsurface Imaging means using radar pulses or other pen-
etrating waves to image the subsurface [Ivashov et al., 2011]. This method can
detect or characterize the non-directly accessible regions in a non-destructive and
minimally invasive way, which is also popular in various qualitative microwave
imaging application fields. Some examples in qualitative microwave imaging like:
• detection and monitoring of utilities, e.g. airports;
• mapping of asphalt layers extent and status;
• remote investigation of planets’ soil in order to detect the presence of water;
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• archaeological discoveries, to localize archaeological sites and map their
distribution in order to properly address stratigraphic compositions as well
as acquire information on buried structures located in areas where direct
inspection is not possible;
• forensic framework in order to localize corpses as well as weapons.
In all these applications, the non-invasive nature and the capability of mi-
crowaves to penetrate opaque media from remote or inside radar measurements
makes microwave imaging technologies of interest. For instance, ground-penetrating
radar (GPR) [Davis and Annan, 1989] is a geophysical method using radar pulses
to image the subsurface. GPR can be used in a variety of media, including rock,
soil, ice, fresh water, pavements and structures to detect objects, changes in ma-
terial, and voids and cracks. Qualitative microwave imaging has also been used
for decades in remote sensing or synthetic aperture radar (SAR) imaging [Rosen
et al., 2000]. It provides useful information about the earth’s atmosphere, land and
ocean.
2.2.3.2 Quantitative microwave imaging application
As discussed above, quantitative microwave imaging has the potential of provid-
ing quantitative knowledge (i.e., maps of the electromagnetic material parameters)
of the investigated domain which is of interest in bio-medical imaging. In other
words, quantitative microwave imaging reveals not only the morphological fea-
tures (similar to e.g. X-ray mammography) but also the inherent dielectric param-
eter values of the detected anomalies. This capability is beneficial for reducing
false positives or negatives in the classification of pathologies.
Extremities soft-tissue imaging
Imaging of the extremities soft-tissue is mentioned as a potential application in
[Semenov, 2009]:
The bony element and element of the soft-tissues (such as skin, muscle, nerve
and vessels) are the two major components of the extremity. Radiographic studies
like X-ray CT are normally used by physicians to diagnose and evaluate the injured
bony component. However, the accurate assessment of the soft-tissue components
of the injured segments remains a major deficiency of the conventional medical
imaging. In the extremities, there is a very high dielectric contrast between bones
and soft tissues. Based on this property, quantitative microwave imaging could also
be used for imaging the extremities. Quantitative microwave tomography thus has
the potential to provide the treating surgeon with a complete assessment of both
bony element and the soft tissues elements of any given injury [Semenov, 2009].
With the advantage in assessment of soft-tissue conditions, it can be considered as
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a supplement to X-ray CT in the emergency situation. The contrast between soft-
tissue abnormalities being less pronounced than the contrast between bone and soft
tissue would be the challenging point in the application of quantitative microwave
imaging.
Brain imaging
Brain imaging is mentioned as a potential application in [Semenov, 2009]:
Adequate blood supply is critical to a healthy brain. A stroke or ‘brain-attack’
can compromise cerebral blood flow (CBF) and lead to brain injury which can fur-
ther result in death or permanent loss of function and long-term disability. Brain
imaging that reveals the pathophysiological changes in brain tissue that result from
the stroke is very important. Specifically, the clinical decision to use a throm-
bolytic must be made within three hours of the onset of symptoms and needs a
firm diagnosis of an ischaemic stroke [Jauch et al., 2013]. This clinical decision
depends on a reliable imaging method to determine ischaemic perfusion changes.
Subsequent management of the stroke is enhanced by imaging the extent of the
affected area of brain tissue [Muir et al., 2006]. Clinical imaging methods, in-
cluding CT, PET and MRI currently offer useful information on tissue properties
related to perfusion, ischaemia and infarction [Muir et al., 2006]. However, to
better understand stroke injury and to make clinical decisions efficiently, patients
have to take CT or MRI head scans with perfusion and diffusion imaging a couple
of times, which would expose the patient repeatedly to radiation and thus interfere
with early rehabilitation. To the best of our knowledge, there is no accurate and
objective way at the moment to monitor recurrent ischaemia-reperfusion injury
without repeatedly check over periods of time by moving the patient.
Quantitative microwave imaging is a promising concept as it is a method that
potentially offers non-invasive real-time, safe, mobile and cost-efficient tissue via-
bility monitoring, which would be a marked advance over existing imaging meth-
ods [Semenov, 2009]. Quantitative microwave imaging may also present an effec-
tive supplement to current imaging modalities for acute and chronic assessment of
perfusion-related brain injuries.
Diagnostics of tissue malignancies
Breast cancer detection is mentioned as a potential application in [Semenov, 2009]:
It is reported that the permittivity of a malignant tumor is higher than that of
normal breast tissue at 0.5 to 20 GHz [Fricke and Morse, 1926]. At the end of
last century, the difference between dielectric properties of malignant tumors and
normal tissues in the breast [Joines et al., 1980, Joines et al., 1994, Chaudhary
et al., 1984,Surowiec et al., 1988], liver [Smith et al., 1986,Joines et al., 1994] and
lung [Joines et al., 1994, Morimoto et al., 1993] were demonstrated.
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Breast cancer is the most common cancer in women worldwide. It is also
the first cause of death from cancer among women globally [Parkin et al., 1999].
The UK and USA have one of the highest incidence rates [Danaei et al., 2005] of
breast cancer in the world together with the rest of North America, Australia and
New Zealand, forcing these countries to give a priority to breast cancer awareness.
Despite the high incidence rates of breast cancer in western countries, 89% of
women diagnosed with breast cancer still have a high probability to live 5 more
years after diagnosis, which is due to the early detection and proper treatment
[Parkin et al., 1999]. The only chance to decrease the deaths from breast cancer is
early detection. In a worldwide context, this means nearly 400,000 lives could be
saved every year [Danaei et al., 2005].
For breast cancer detection, the most effective and widely used technique is
X-ray mammography. X-ray mammography has helped to reduce breast cancer
mortality [Zhou and Gordon, 1989, Hurley and Kaldor, 1992, Brown ML and LG,
1995]. However, X-ray mammograms also involve a small amount of radiation.
The ionizing radiation exposed in breast screening is harmful to women’s health.
Moreover, mammograms can sometimes show an abnormal area in the breast that
is later found not to be a cancer when further tests are carried out or vice versa.
This is known as a false-positive or false-negative result [Huynh et al., 1998]. Gen-
erally, 5 - 15 % of the tumors are not detected and many cases have to go through
a breast biopsy to verify a tumor diagnosis [Sabel and Aichinger, 1996]. Finally,
this imaging modality still suffers from some limitations. Many women, mostly
young ones, have radiographically dense breasts, which means that the breast tis-
sues containing high rates of fibroglandular tissues [Neal et al., 2010]. This den-
sity is very similar to the breast tumor and the diagnosis is thus very difficult.
The factors above motivate research into new imaging modalities for breast can-
cer screening or detection. The imaging modalities of breast imaging techniques
other than X-ray are: ultrasonography, thermography, electrical impedance, MRI,
X-ray radiation other than traditional mammography, radionuclide imaging, PET,
and other methods. Ultrasound has become a valuable tool to be used as a sup-
plement to mammography because it is widely available and less expensive than
other medical modalities [Zhu et al., 2003], such as MRI. However, as a screening
tool for breast cancer detection, breast ultrasound may miss small lumps or solid
tumors, which are commonly detected with mammography. In this case alternative
modalities like MRI with contrast enhancement and Ultrasound imaging are used,
however those are not suitable for large scale screening program.
Recent research [Hagness et al., 1999, Fear and Stuchly, 2000, Meaney et al.,
2000,Fear et al., 2002a,Kosmas and Rappaport, 2005,Winters et al., 2009,De Za-
eytijd, 2009,Henriksson et al., 2010,Shea et al., 2010b,Golnabi et al., 2011,Buly-
shev et al., 2001,Fhager et al., 2012,Grzegorczyk et al., 2012] indicates the poten-
tial of quantitative microwave imaging to discriminate between tumors and healthy
22 CHAPTER 2
tissue in biomedical imaging.
A part of this dissertation deals with quantitative microwave imaging of bio-
logical tissues, with the major focus on the breast tumor detection application. The
goal is to develop a sparsity promoting prior in a 3D quantitative microwave imag-
ing reconstruction algorithm that enables to image female breasts quantitatively.
We will also analyze the reconstruction performance using different antenna con-
figurations, different breast phantoms, different tumor positions and so on.
2.3 Magnetic Resonance Imaging (MRI)
MRI has a wide range of applications in medical diagnosis and it is estimated that
there are over 25,000 scanners in use worldwide [MRIweb, 2014]. MRI using
non-ionizing and non-invasive radiation is recommended in many medical fields.
We will briefly introduce the properties of Magnetic Resonance Imaging (MRI) in
this section.
2.3.1 Methodology
For the physical principles of MRI imaging, we refer to [Wright, 1997]. In tradi-
tional MRI, the patient is illuminated with magnetic field that is measured in Tesla
(T). The majority of MRI systems are operated at 1.5T (i.e. 15,000 Gauss for
reference, the earth’s magnetic field is about 0.5 Gauss) while some commercial
systems are also available between 0.2T-7T. In this imaging process the patient
is positioned within an MRI scanner (Fig. 2.5) where a strong, uniform magnetic
field B0 is formed to force some of the hydrogen atoms inside a patient to ‘spin’
in the same direction. A radio-frequency (RF) B1 pulse then makes the aligned
hydrogen atoms shift direction and get into a high-energy state. When the pulse
ends, these atoms gradually realign while releasing off energy. An array of mag-
netic coils (Fig. 2.5) in the MRI machine can detect this energy, which is used
to create the image. In other words, the contrast between different tissues in an
MRI image is determined by the rate at which excited atoms return to the equilib-
rium state. The characteristic repetitive noises may be created during the coils that
rapidly switch on and off in an MRI scan.
Constructing a single MR image commonly starts from collecting a series of
frames of data, called acquisitions. In each acquisition, an RF excitation produces
new transverse magnetization, which is then sampled along a particular trajectory
in k -space. K-space is the 2D or 3D Fourier transform of the MR image measured
which consists of complex values sampled during an MR measurement. Most MRI
imaging methods use a sequence of acquisitions, each of which samples a part of
k -space. The data from this sequence of acquisitions is then used to reconstruct
an image. Violation of the Nyquist criterion causes the linear reconstruction to
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Figure 2.5: An illustration of MRI (Reproduced with permission from [Lynch and
Carl Jaffe, 2006]).
exhibit artifacts.
Reconstruction from such acquisitions is done via the inverse Fast Fourier
Transform (FFT). For the sampling trajectories for the reconstruction, Cartesian
trajectories are by far the most popular [Lustig et al., 2008a]. Other trajectories
like sampling along radial lines and sampling along spiral trajectories are also
in use. Radial acquisitions are less susceptible to motion artifacts than Carte-
sian trajectories [Scheffler and Hennig, 1998], and can be significantly under-
sampled [Scheffler and Hennig, 1998], especially for high contrast objects [Pe-
ters et al., 2000]. Spirals make efficient use of the gradient system hardware, and
are used in real-time and rapid imaging applications [Meyer et al., 1992]. Recon-
struction from such non-Cartesian trajectories is more complicated, requiring fil-
tered back-projection algorithms or k -space interpolation schemes [Jackson et al.,
1991].
Different MRI modalities include: diffusion MRI (visualizing brain connectiv-
ity) [Le Bihan et al., 1986, Manenti et al., 2007], angiography (visualizing blood
vessels) [Carpenter et al., 1993] and functional MRI (measures brain activity) [Pol-
drack et al., 2008].
2.3.1.1 Sparse MRI
Imaging speed is an important issue in many MRI applications. However, the
speed at which data is collected in MRI is fundamentally limited by physical (gra-
dient amplitude and slew-rate) and physiological (nerve stimulation) constraints
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[Lustig et al., 2007]. It is therefore of great interest to explore algorithmic image
reconstruction solutions that could enable to reduce the amount of acquired data
without degrading the image quality.
It is well known that most natural images can be heavily compressed with little
or no visual loss of information using standard compression tools such as JPEG,
and JPEG 2000 [Christopoulos et al., 2000]. However, the image compression
technique is less applied in medical imaging for safety consideration in medicine.
Recently, compressed sensing (CS) or compressive sampling [Donoho, 2006] pro-
vided a theoretical background for recovering signals with a sampling rate below
the Nyquist sampling rate and without degrading the imaging quality. According
to these mathematical results, if the underlying image is sparse (in a well chosen
transform domain) and the undersampling artifacts are incoherent with image fea-
tures, then the image can be recovered from randomly under-sampled frequency
domain data, provided an appropriate nonlinear recovery scheme is used. MRI im-
ages are sparse in the wavelet (and any wavelet-like) domain, and hence well suited
for compressed sensing. The corresponding sparse MRI techniques have been ex-
plored in a number of works, e.g. [Gamper et al., 2008,He et al., 2007,Lustig et al.,
2007,Lustig et al., 2008a,Lustig and Pauly, 2010,Aelterman et al., 2011]. We will
study sparse MRI in Chapter 8 and we will concentrate on structured sparsity.
Based on the work of [Pizurica et al., 2011], we will further improve the Markov
Random Field (MRF) model based structured sparsity and verify the improvement
on MRI experimental data.
2.4 Conclusion
We introduced two selected tomographic imaging modalities in this Chapter. In
the microwave tomography part, we addressed only briefly qualitative microwave
tomography. Our focus is on the more challenging quantitative microwave tomog-
raphy. We discussed current and potential applications of this imaging modality
with emphasis on the medical field. In the second part, we introduced briefly the
MRI imaging modality and explained the concept of sparse MRI. In the follow-
ing Chapters, we will explain the specific details of our developments in the two
selected imaging modalities.
3
The electromagnetic inverse scattering
problem
3.1 Introduction
In this chapter we give a description of the two reconstruction algorithms, a 2D
[Van den Bulcke, 2010] and a 3D [De Zaeytijd, 2009] algorithm, that we employed
in this dissertation: we formulate the forward and inverse problems for the 3D
configuration, we concisely explain a number of regularization techniques that are
available in these codes and we discuss the implementations of the Gauss-Newton
optimization technique. We also clarify how our contribution regarding new types
of regularizing functions is incorporated into these algorithms. We start with some
considerations on the non-linear ill-posed inverse problem.
3.1.1 Non-linearity
If emeas and escat(ε(r)) denote the vectors of the experimental scattering data and
the computed scattered fields, respectively, the inverse problem tries to solve
emeas = escat(ε(r)) (3.1)
for the permittivity profile ε(r). Here, escat(ε(r)) represents the non-linear map-
ping from ε(r), with r = (x, y, z) the position vector, to the scattered field at the
receivers. Due to its non-linearity, the quantitative inverse scattering problem is
solved in an iterative way.
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Figure 3.1: The 3D measurement configuration [De Zaeytijd et al., 2007].
3.1.2 Existence
Measurements are hardly ever performed in ideal circumstances, usually the mea-
surement data will be corrupted by measurement noise. Moreover, the numeri-
cal implementation of the forward model also introduces different kinds of noise
(a consequence of discretization, finite computing precision, numerical noise, ...).
Due to these effects it is impossible to find a profile ε(r) that yields an exact data fit
(3.1). Therefore, (3.1) is replaced by minimizing a least squares data error [Bertero
et al., 1988]:
‖emeas − escat(ε(r))‖2 (3.2)
3.1.3 Non-uniqueness
There are only a limited number of degrees of freedom in the measured field data
(the information content of the data is limited) while the permittivity profile can
have a large number of degrees of freedom. In such case, different permittivity
profiles can minimize the least squares data fit (3.2). Furthermore, due to the non-
linearity, non-optimal local minima can be present. The solution to this problem is
alleviated by employing a suitable regularization or prior which can impose certain
prior distributions on the object parameters.
3.1.4 Stability
The stability problem occurs because the scattered fields are not very sensitive to
changes in the permittivity profile. Very different permittivity profiles (especially
differences in the high spatial frequencies) may only result in small changes in the
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scattered fields. When the data is polluted with noise, these small perturbations
in the scattered fields can get obscured, which would degrade the reconstructed
permittivity profile. Therefore, information is lost due to noise on the data. Gener-
ally, this problem can be coped by applying a proper regularization to the inverse
problem to weaken unwanted variations in the permittivity profile. A priori in-
formation thus will be added to the inverse problem to compensate for the loss of
information.
The Chapter is organized as follows. In Section 3.2 the theoretical background
of the reconstruction algorithms is illustrated. The forward electromagnetic solver,
the inverse problem and the regularization are discussed. The regularized Gauss-
Newton method is revisited in Section 3.3. Section 3.4 concludes the Chapter.
3.2 Quantitative microwave inverse scattering
In this section, we formulate the forward and inverse problems for the case of the
3D reconstruction algorithm [De Zaeytijd et al., 2007, De Zaeytijd, 2009]. The
2D reconstruction algorithm [Van den Bulcke, 2010, Van den Bulcke et al., 2010]
applies a similar optimization technique and we refer to [Van den Bulcke and Fran-
chois, 2009] for details regarding the 2.5D forward problem solution.
Assume an unknown 3D object surrounded by a known homogeneous medium
and contained in a reconstruction domain D, that is a rectangular cuboid centered
at the origin of the coordinate system (Fig. 3.1). Our goal is to reconstruct the
relative complex permittivity ε(r) = ε′(r) + jε′′(r) = εr(r) − jσ(r)/(ωε0) in
every point r in D, where εr(r) is the relative permittivity and σ(r) is the conduc-
tivity. We shall consider multi-view microwave illuminations of different known
time-harmonic incident fields at a single radio frequency f . The time dependency
ejωt of all time-dependent quantities will be omitted. An overview of the whole
reconstruction procedure is shown in Figure 3.2.
3.2.1 Forward problem
In the forward problem, the complex permittivity profile is specified in D and
the incident electrical field E inci (the index i labels the transmitter position and
polarization) is modelled as an elementary dipole field
E inci (r) = −jωµ0IlGb(r − ri) · uˆi (3.3)
where µ0 is the permeability of vacuum, and where ri and the unit vector uˆi denote
the position and the orientation of the i-th elementary dipole, respectively. The
current density of the dipole is given by
J δ,i(r) = Ilδ(r − ri)uˆi (3.4)
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where we set Il = 1Am, with I and l the dipole current and length, respectively.








Gb(r − r ′) (3.5)
where kb = ω
√
εbε0µ0 is the propagation constant of the background medium, ε0
is the permittivity of vacuum, I is the 3× 3 identity matrix and
Gb(r − r ′) = e
−jkb‖r−r′‖
4pi‖r − r ′‖ (3.6)
is the scalar Green’s function. For each incident field, the unknown scattered field
is computed at the detector positions rl, which are located outside D. It is defined
as
Escati (rl) = E i(rl)−E inci (rl), (3.7)
withE i(rl) the total field. Since all examples in the subsequent Chapters concern
objects in free space, we put εb = 1, i.e., the relative permittivity of vacuum.
The total fieldE i(r ) is governed by the contrast source volume integral equa-
tion (VIE), as described in [De Zaeytijd et al., 2007, De Zaeytijd et al., 2008a]
E i(r) = E
inc











Gb(r − r ′)χ(r ′)E i(r ′)dr ′, (3.8)
in which χ = εεb −1 is the contrast function, which is zero outsideD. Once (3.8) is
solved for the total fieldE i(r ) insideD, the scattered field at the detector positions
(3.7) can be calculated from





Gb(rl − r ′) · χ(r ′)E i(r ′)dr ′. (3.9)
The computation of the total field inside D for one incident field, plus the
corresponding scattered field on the receivers is termed a forward solution. Note
that for a given permittivity profile, the total field is linearly related to the incident
field.
The forward solver [De Zaeytijd et al., 2008a] which is employed in the 3D re-
construction algorithm, relies on a Method of Moments discretization of a mixed
potential volume integral equation for the electric flux density (D = ε0εE ) in D.
This involves a discretization of the complex permittivity on a uniform (forward)
grid that covers D; the fields are discretized using vectorial rooftop functions.
The resulting linear system is solved iteratively for the electric flux density in-
side D with the stabilized bi-conjugate gradient Fast Fourier transform technique
(BICGSTAB-FFT) [Hopkins and da Cunha, 1994]. This possibility to use the DFT
makes the forward solver faster than, for example, the Multilevel Fast Multipole
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Algorithm [De Zaeytijd et al., 2008a] and boundary integral equation (BIE) tech-
niques, for the objects considered in this dissertation. The computation time is fur-
ther decreased by proposing a well-chosen initial guess for the electric flux density
at the start of the BICGSTAB-FFT iterative routine, by means of the marching-on
technique [Tijhuis et al., 2003,Peng and Tijhuis, 1993]. This initial guess is deter-
mined as a linear combination of previous electric flux density solutions for nearby
transmitters, and in [De Zaeytijd et al., 2009] also of a Distorted Born approxima-
tion. In [Van den Bulcke and Franchois, 2009,De Zaeytijd, 2009] the computation
time is further reduced by a multi-threaded strategy. Hence, the computations are
performed by different processors within one machine. Details, concerning a mod-
ified line-search-path technique to impose constraints on the complex permittivity
in order to prevent convergence problems with the BICGSTAB-FFT routine, and
describing the scattered field numerical computation are given in [De Zaeytijd,
2009].
3.2.2 Inverse problem
The inverse scattering problem consists of solving the data equation (3.9) for the
unknown function χ, starting from known values ofEscati (rl). Since the total field
depends on χ(r) through (3.8), this is a nonlinear problem.
In the inversion the incident field (3.3) and measurements (experimental or
simulated) of the scattered field (3.7) are provided. Note that in an experiment
two separate measurement series are performed, one without the scatterer, yield-
ing E inci (rl) and one with the scatterer in place, yielding E i(rl). The unknown
permittivity ε(r) is approximated as a piecewise constant function with a unique









where Φj,k,l(r) is a 3D pulse function which is 1 inside cell (j, k, l) and zero
elsewhere, and where εj,k,l are the reconstruction variables.
The inverse grid counts Nε = NxNyNz cubic cells with cell size ∆ε and
contains Nx, Ny and Nz cells in the x−, y− and z− directions respectively
within this domain. The center point of a cell (j, k, l) is denoted by rj,k,l =
j∆εux + k∆εuy + l∆εuz . Note that this inverse problem grid may consist of
larger cells than the forward problem grid (i.e. the grid employed to solve the
forward scattering problem).
The Nε reconstruction variables are arranged in the relative complex permit-
tivity vector ε = [ε1, · · · , εν , · · · , εNε ], which is updated in an iterative way, al-
ternating between the forward and the update problem. The inverse problem is
solved by iterative minimization of a cost function
30 CHAPTER 3
F (ε) = FLS(ε) + µF r(ε), (3.11)
where F r(ε) denotes the regularization function, µ is a positive regularization
parameter and FLS(ε) is the normalized least squares error between the simulated




where escat(ε) and emeas are twoNd-dimensional vectors, which contain the com-
ponents of, respectively, the scattered field vectorsEscati (rl) computed for the cur-
rent permittivity vector ε at the detector positions rl for every illumination i and of
the corresponding measured data Emeasi (rl). In this dissertation a spherical mea-
surement geometry is adopted for the 3D reconstructions in Chapters 4 and 6 and
transmitting antennas are modelled as elementary dipoles (3.3) [De Zaeytijd et al.,
2007].
Suppose there are NT transmitting positions rt (t = 1, · · · , NT ) located on a
sphere with in each position two tangential transmitting polarizations: uˆt,θ (polar)
and uˆt,φ (azimuthal). Every transmitting position is linked to a set ofNRt receiver
locations (on the same sphere as the transmitters for the 3D reconstructions from
simulated data; on a circle with a smaller radius for the reconstructions from the 3D
Fresnel database), denoted as rl (l = 1, · · · , NRt ), and in each receiver location
the scattered field can be measured along uˆl,θ and uˆl,φ. This results in a total
number of maximumNd = 2
NT∑
t=1
2NRt (complex) scalar field components; For the
reconstructions from the 3D Fresnel database, only the uˆl,θ component is available,




The data-fit (3.12) expresses the closeness of ε to the data, but its minimum
generally is not well-defined due to the ill-posedness of the inverse scattering prob-
lem, especially when the number of optimization variables is large. Therefore, a
regularization generally is applied to penalize strong local variations in the recon-
struction that results from noise on the data. Note that in some works solely a
sufficiently coarse discretization of the unknown permittivity is applied to reduce
the ill-posedness.
3.2.3 Regularization
In earlier Newton-type reconstruction algorithms, e.g. [Chew and Wang, 1990,
Joachimowicz et al., 1991,Franchois and Pichot, 1997,Souvorov et al., 1998,Rubk
et al., 2007], the cost function is chosen as the non-regularized data-fit (3.12) and
a Tikhonov regularization is applied to the ill-conditioned update linear system in
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each iteration. Another approach is to include the regularization directly into the
cost function, as in (3.11), rendering its minimum better defined, e.g. [Tijhuis et al.,
2001,Franchois and Tijhuis, 2003,Habashy and Abubakar, 2004,De Zaeytijd et al.,
2007, De Zaeytijd et al., 2009, Golnabi et al., 2011, Abubakar et al., 2012, Van den
Bulcke et al., 2013]. We will concentrate on this last approach. A couple of
regularization methods also have been suggested in the framework of modified
gradient optimization, e.g. [van den Berg and Kleinman, 1995, Lobel et al., 1997,
Rekanos and Tsiboukis, 2000, Abubakar and Van Den Berg, 2001, Mojabi and
LoVetri, 2009].








gγ(εν − εν′) (3.13)
where the clique potential function gγ is a real function with parameter γ. The
index ν′ denotes a spatial position (a discretization cell of the inverse grid) neigh-
boring ν in the neighborhood Nν . We use 26 neighbors in 3D as a compromise
between reconstruction quality and complexity. The normalization factor 12 ac-
counts for the duality of neighbors, which follows from the symmetry of Nν and
from the even property of g, i.e. g(εν′ − εν) = g(εν − εν′).
Below, we describe two representative methods that were available in the 2D
and 3D reconstruction algorithms and that we will use for comparison throughout
this thesis: Multiplicative Smoothing (MS) regularization [De Zaeytijd and Fran-
chois, 2009] which is a spatial regularization technique, and Stepwise Relaxed
Value Picking (SRVP) regularization [De Zaeytijd and Franchois, 2009, De Za-
eytijd et al., 2009] which is a non-spatial technique and has great advantage in
producing sharp edges for piecewise constant objects.
Multiplicative smoothing regularization
In MS regularization, prior knowledge of a smooth permittivity profile is intro-
duced in the optimization problem. Hence, large local variations of the permittivity
are suppressed. The regularization adds the smoothing restriction multiplicatively
to the data fit term.
F (ε) = FLS(ε) + µFLS(ε)FR(ε), (3.14)
with µ the regularization parameter, which is a small positive number. The multi-
plicative form makes the choice of the regularization parameter µ less critical since
the regularizing term in the cost function is proportional to the data-fit [De Zaeytijd


















where NR is a normalization constant which accounts for the dimensions of the
object and the size of a discretization cell. The function (3.15) is a discrete version
of (
∫
D |Oε(r)|2dr) , hence with a quadratic potential function, and resembles the
ones used in [Abubakar and Van Den Berg, 2001, Abubakar et al., 2002], where
the principle of total variation is incorporated as a multiplicative regularization to
a modified gradient cost-function.
Stepwise relaxed value picking regularization
Value picking (VP) regularization assumes that the permittivity profile consists
of a small number of discrete values which are not known in advance. When
this regularization is added to the data-fit cost function, it is supposed to penalize
permittivity profiles with more than P different values and hence it clusters all
permittivity values in the investigation domain aroundP complex reference values,
which are also considered as optimization variables. Consequently, this type of
regularization is suited to reconstruct piecewise homogeneous objects. The VP
regularized cost function is given by
F (ε, c) = FLS(ε) + µFP (ε, c) (3.16)
with µ a positive regularization parameter and the vector c containing the VP val-
ues. The regularization function FP (ε, c) is defined as







bPp,n(ε, c)|εn − cp|2 (3.17)
which can be seen as a weighted sum of the penalty functions |εn − cp|2 where the
weights bPp,n(ε, c) are calculated by the weight functions defined in [De Zaeytijd
et al., 2009].
The VP values are initialized randomly within some predefined upper and
lower bounds on their real and imaginary part. The behavior of the regularization
function FP (ε, c) is as follows [De Zaeytijd et al., 2009]: (i) when the permittivity
of a cell is close to a particular VP value, the choice function will try to enforce
equality of the permittivity of that cell with this VP value (i.e. the corresponding
weight of that term in (3.17) will be close to 1), (ii) when there is no clear prefer-
ence of a permittivity cell for a particular VP value, no choice is made (the weight
in (3.17) being somewhere intermediate between 0 and 1) and (iii) VP values that
are clearly far away from the considered permittivity cell are neglected (the weight
in (3.17) is almost zero). Stepwise relaxed VP regularization improves the conver-
gence of the algorithm by choosing P = 1 at the beginning of the iterations, next
by gradually increasing the number of VP values. The regularization parameter µ
is decided by the clustering property of the VP values added.
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Let us also describe a combination of SRVP and MS, i.e. the Stepwise Relaxed
Piecewise Smoothed Value Picking Regularization (SRPSVP) technique, which
extends SRVP such to include spatial smoothness within the presumably homoge-
neous regions [Van den Bulcke et al., 2013]:
F (ε, c) = FLS(ε) + µFP (ε, c) + ζFPS(ε, c) (3.18)






















FPS(ε, c) differs from the smoothing function FR(ε) in (3.15) only by the
presence of smoothing direction matrices S(c), which indicate for each cell bound-
ary whether smoothing is allowed. It behaves similarly as the smoothing function
FR, but smoothing is only performed over cells that belong to the same homoge-
neous region in the permittivity profile.
In every iteration, the cost function FSRPSV P (ε, c) is to be evaluated. There-
fore, different preprocessing steps have to be performed: (i) the VP weights bPp,n(ε, c)
in (3.17) have to be determined for the current permittivity profile; (ii) for each
pixel n in the reconstruction grid it must be decided to which homogeneous region
it most probably belongs, based on the knowledge of the VP weights bPp,n(ε, c)
and (iii) a set of smoothing areas is determined in which the smoothing will be
performed. This regularization technique thus often has a longer simulation time
than SRVP and is useful when SRVP leads to artifacts in the reconstructed profile.
The SRPSVP regularization was only available in the 2D reconstruction algorithm
and we did not employ it in this thesis.
3.3 Newton-type optimization
In this section, we will deal with the updating block in Figure 3.2 of the recon-
struction algorithm. The minimization is performed by iterating approximate line
searches along (modified) Gauss-Newton directions. Let us first recapitulate New-
ton’s method with line-search. In each iteration, Newton’s method approximates
the non-linear cost function with a quadratic model, which is derived from first and
second order derivatives of the cost function. The stationary point of the quadratic
model is used as update direction for the permittivity profile ε. Therefore, the
complex permittivity is updated from iteration k to iteration k + 1 as












Figure 3.2: Iterative solution of the inverse scattering problem
where εk is the current permittivity profile at iteration k and ∆εk is the corre-
sponding Newton update direction. The step-size βk is obtained by approximately
minimizing the cost function F (ε) along the update direction [De Zaeytijd et al.,
2009]. Note that β = 1 for the classical Newton method without line search.






where gk denotes the gradient vector and Hk the corresponding Hessian matrix
of the cost function, where (.)∗ stands for the complex conjugate and where the
vector ε∗k contains the complex conjugates ε
∗
ν of the complex permittivity vector
elements. The use of the (independent) complex variables εν and ε∗ν , similar to
[van den Bos, 1994] and which we denote with ‘complex formalism’, instead of
an equivalent formulation in terms of the real and imaginary parts ε′ν and ε
′′
ν , is
motivated by the more compact notations it yields for the field expressions.
For the particular case of the least squares data error cost function (3.12), the












JTk [escatk − emeas]∗
JHk [escatk − emeas]
]
, (3.22)
where (.)H stands for Hermitian transpose. J is the Nd × Nε Jacobian matrix,
which contains the derivatives of the scattered field components with respect to
the optimization variables: Jdν = ∂escatd /∂εν .
The complex Hessian matrix containing second order derivatives can be de-
noted as



















where BLSk is a Nε × Nε matrix containing products of second order derivatives







)T [escatk − emeas]∗ (3.24)
Insertion of (3.22) and (3.23) into (3.21) then yields the following set of equa-
tions for the permittivity update
−
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JTk [escatk − emeas]∗
JHk [escatk − emeas]
]
(3.25)
Newton’s method (without line search) has the fundamental property of super-
linear convergence if the initial guess is close enough to the solution [Fletcher,
1987]. When the optimization process starts further from the solution, however,
it may lead to an increase in the cost function and cause convergence problems
if: (i) the quadratic model is no longer a good approximation to the cost function
(note that employing a line search prevents an increase in the cost function) or (ii)
the Hessian matrix is not positive definite, indicating that the model has no positive
curvature. Another difficulty is (iii) the need for the second order derivatives of the
scattered field, see (3.24), which are required to construct the matrix BLSk in the
Hessian matrix; this is a highly computationally demanding operation, requiring
many forward problem solutions.
3.3.1 The Gauss-Newton method applied to the data-fit cost
function
The Gauss-Newton method can be seen as a modification of Newton’s method
and is used to solve non-linear least squares problems. It is obtained by ignoring








in the Hessian matrix. Thus
the matrix BLSk is neglected in case of the data-fit Hessian matrix (3.23) and the
permittivity update direction then is obtained as
∆εk = −(JHk Jk)−1JHk [escat(εk)− emeas] (3.26)
Convergence of the Gauss-Newton method (without line search) is not guaran-
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that needs to hold to be able to ignore the second-order derivative terms may be
valid in two cases, for which convergence is to be expected:
1. The function values escatk − emeas are small in magnitude, at least around
the minimum.







Note however that even if (3.27) is satisfied, convergence may still be problem-
atic if the matrix JHk Jk is ill-conditioned. The condition number 1 of J
H
k Jk, which
is a measure of the ill-posedness of the inverse problem, is typically large and
increases with decreasing cell size. A regularization strategy is needed to tackle
the issues arising from applying the Gauss-Newton method to the non-regularized
least squares data-fit cost function.
3.3.2 The modified Gauss-Newton method applied to a regular-
ized cost function
Consider the regularized cost function (3.11), i.e. F (ε) = FLS(ε) + µF r(ε)
with F r defined by (3.13), which is a (nonnegative) real function of the complex
permittivity variables (and their complex conjugates, in the complex formalism).














where Ωr∗ is a Nε-dimensional vector of the first order derivatives of F r with
respect to the complex conjugate reconstruction variables ε∗ν . The potential func-
tions that we propose in Chapter 4 are of the form gγ(εν − ε′ν) = fγ(|εν − ε′ν |). It



















where the Nε×Nε submatrices Σrk and Br are real symmetric and complex sym-
metric, respectively.








1the condition number of a function with respect to an argument measures how much the output
value of the function can change for a small change in the input argument. This is used to measure how
sensitive a function is to changes or errors in the input, and how much error in the output results from
an error in the input.
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where j, k, l label the discretization cells in the x, y, z-directions, respectively, and








which are zero except if ν′ ∈ Nν .
For the total cost function (3.11), the gradient is a combination of the data fit






Similarly, the total Hessian is given by
























k Jk + µΣrk. Newton’s


























As mentioned before, the Gauss-Newton method is used to optimize non-linear
least squares problems (e.g. F (x) =
∑
i
|fi(x)− ai|2) and neglects the second or-
der derivatives of the non-linear functions (e.g. of fi(x)) in the Hessian matrix.
With SRVP regularization, for example, the regularizing function FP in (3.17) is
approximated as a sum of squares [De Zaeytijd et al., 2009]; furthermore the cor-
responding BP matrix is identically zero, hence this regularization does not imply
any approximations of the Hessian matrix besides the neglection of BLS . A similar
observation can be made for the regularizing function FPS in (3.19) as well as for
the regularizing function FR in (3.15), in case the latter were used as an additive
regularization term. With MS regularization (3.14), the multiplicative regulariza-
tion term cannot be cast as a sum of squares, hence we refer to the optimization as
a modified Gauss-Newton method; the corresponding BR matrix differs from zero
and a motivation for neglecting it is given in [De Zaeytijd et al., 2007]. Also with
the (more complex) regularizing functions proposed further in Chapter 4, the reg-
ularization term most often cannot be cast as a sum of squares; the corresponding
38 CHAPTER 3
Require: εinit, µ, γ, emeas
k = 0
εk ← εinit





‖emeas‖2 < Threshold then
return εk
else
Compute Jk, Ωr∗k and Σ
r
k
Compute ∆εk using (3.36)
Compute βk with line search:
repeat
Choose βi
Compute escat(εk + βi∆εk)
Compute F (εk + βi∆εk)
until F approximately minimized
εk+1 = εk + βk∆εk
k = k + 1
end if
until k = The maximum number of iterations
print εk
Algorithm 1: The modified Gauss Newton algorithm for reconstructing ε
Br matrices differ from zero but we decided to neglect them together with BLS
in the Hessian matrix, even if the condition (3.27) is not satisfied. Consequently
all second order derivatives ∂2F/∂εν∂εν′ and ∂2F/∂ε∗ν∂ε
∗
ν′ are neglected in the
complex Hessian matrix (3.34). Note that it is expected that the use of a line-search
somehow compensates for a non-optimal update direction. The equation for the
(modified) Gauss-Newton update then follows from (3.35) as
(JHk Jk + λ
2Σrk)∆εk = −(JHk [escat(εk)− emeas] + λ2Ωr∗k ), (3.36)
where the trade-off parameter λ is given by λ2 = µ‖emeas‖2. The specific expres-
sions for Ωr∗ and Σr will depend on the chosen regularization function. Whatever
approximations have led to (3.36), it is important that the line search direction ∆ε
is a descent direction for F (ε) to ensure convergence of the method, which re-
quires that the (modified) Gauss-Newton Hessian matrix JHJ +λ2Σr in (3.36) is
positive definite.
A pseudo-code of the reconstruction algorithm is given under Algorithm 1. For
all examples in later Chapters, the initial permittivity estimate εinit is equal to the
background permittivity εinit = [1, · · · , 1].
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In this thesis we propose and test several discontinuity adaptive potential func-
tions in (3.13); this involved the incorporation of the new expressions for the cost
function, the gradient Ωr∗ and the Hessian Σr into the 2D and 3D reconstruction
software.
3.4 Conclusion
In this Chapter, we addressed the theoretical aspects and the numerical implemen-
tation of the two microwave reconstruction algorithms that we employed to test
our new regularization techniques. In particular, two representative regularization
techniques, the multiplicative smoothing regularization (a spatial regularization
method) and the stepwise relaxed value picking regularization (a non-spatial tech-
nique), have been discussed as reference in this dissertation; we also explained
the Gauss-Newton technique with line search for the optimization of the (non-
regularized) data-fit cost function. Here a permittivity update direction is derived
from the gradient vector and the Hessian matrix of this cost function, which consist
of the derivatives of the scattered field with respect to the permittivity unknowns.
Finally, we formulated and motivated the modified Gauss-Newton technique for
an additively regularized data-fit cost function, where we derived general expres-
sions for the Hessian matrix and the update equation, taking into account the type
of regularization functions that we will introduce in Chapter 4.

4
A class of weakly convex discontinuity
adaptive models
4.1 Introduction
In this Chapter, we cast the electromagnetic inverse scattering problem into a
Bayesian framework. In particular, we formulate the solution to the inverse prob-
lem as a maximum a posteriori probability (MAP) with a Markov Random Field
(MRF) prior, which is often called the MAP-MRF framework. Within this frame-
work, we formulate a new class of discontinuity adaptive models as smoothness
priors. These models include the Huber function as a special case and are called
here: Weakly Convex Discontinuity Adaptive (WCDA) models. We demonstrate
the potentials of these models for edge preserving regularization and we present a
systematic study of their properties by analyzing the influence of the parameters
under different levels of noise, types of objects and so on. We also show how a
modification of the Huber function yields a regularization function that behaves
like a total variation (TV) regularizer, that we refer to as a ‘TV-like’ regularizer,
and we discuss the relationship between the two regularization approaches.
The Chapter is organized as follows. The basic principles of Markov Ran-
dom Fields and MAP-MRF framework are introduced firsrt. Then a Bayesian
formulation of the quantitative microwave tomography problem is introduced in
Section 4.2. The traditional discontinuity adaptive models are discussed in Sec-
tion 4.3. A modified Huber regularization that behaves like TV-like regularization
is discussed in Section 4.4. We also validate Huber and TV-like regularizations ex-
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perimentally by reconstructing 2D and 3D objects from the Fresnel database. The
proposed Weakly Convex Discontinuity Adaptive (WCDA) models are demon-
strated with a numerical analysis in Section 4.5. Section 4.6 concludes the Chap-
ter.
4.2 Markov Random Fields
Let F = F1, · · · , Fm be a family of random variables defined on the set S (site
set1), in which each random variable Fi takes a value fi in L (label set). We
use the notation {Fi = fi} to denote the event that Fi takes the value fi and
the notation F = f to denote the joint event (F1 = f1, · · · , Fm = fm). The
vector f = {f1, · · · , fm} is called a realization or a configuration of F, and F is
called a random field if the probability of all its configurations is strictly positive:
P (F = f) > 0 for all f ∈ F , where F denotes the set of all possible configurations
of F.
To define a Markov random field, we need to introduce the concept of the
neighborhood and the neighboring relation associated with it. Let Ni denote the
set of sites neighboring i in terms of a given neighboring relation. Ni is called the
neighborhood of i and the neighborhood system for S is defined as
N = {Ni|∀i ∈ S}, (4.1)
The neighboring relationship has the following properties:
(1) A site is not a neighbor of itself: i /∈ Ni.
(2) symmetry: i ∈ Ni′ ⇐⇒ i′ ∈ Ni.
For a regular lattice S, the set of neighbors of i is commonly defined as the set
of sites within a radius of r from i
Ni = {i′ ∈ S|[dist(pi, pi′)] ≤ r, i′ 6= i} (4.2)
where dist(pi, pi′) denotes the Euclidean distance between pi and pi′ , and r is
an integer value for pi and pi′ are integer vectors. Note that sites at or near the
boundaries have fewer neighbors.
In the first order neighborhood system, every site has four neighbors Ni,j =
{(i− 1, j), (i+ 1, j), (i, j − 1), (i, j + 1)}. On the other hand, in the second or-
der neighborhood system, every site has eight neighbors Ni,j = {(i − 1, j + 1),
(i, j+1), (i+1, j+1), (i−1, j), (i+1, j), (i−1, j−1), (i, j−1), (i+1, j−1)}.
Considering the site i, Figure 4.1 illustrates these neighborhood systems together
in 2D. A second order neighborhood system in 3D can be defined easily with 26
neighbors, see Figure 4.2.
1A site often represents a point or a region in the Euclidean space such as an image pixel or an
image feature such as a corner point, a line segment or a surface patch [Li, 1995a]
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Figure 4.1: Neighborhood systems on a 2D lattice of regular sites.
Figure 4.2: Second order neighborhood system on a 3D lattice of regular sites.
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Figure 4.3: Cliques on a lattice of regular sites.
Cliques are sets of sites (pixels, voxels) that are neighbors of each other for a
particular neighborhood system. A clique C for (S,N ) is defined as a subset of
sites in S. It consists of either a single-site C = {i}, a pair of neighboring sites
C = {i, i′}, a triple of neighboring sites C = {i, i′, i′′}, and so on.






Figure 4.3 shows the possible cliques for the second order neighborhood sys-
tem. Among these, only the first three are possible for the first-order neighborhood.
In practice, only pairwise cliques are commonly used even with larger neighbor-
hoods for the sake of computational tractability. In our setting, cliques are sets of
two neighboring (inverse) grid cells < ν, ν′ > for the 2D neighborhood in Fig 4.1
(b) and for the 3D neighborhood in Fig. 4.2. One may choose appropriate g func-
tions to impose different smoothness assumptions that will penalize differences
between ν and ν′ with various slopes (e.g., linearly, quadratically, etc)
F is said to be a Markov random field on S with respect to a neighborhood
system N if and only if two conditions are satisfied:
P (f) > 0,∀f ∈ F (Positivity) (4.4)
P (fi|fS−{i}) = P (fi|fNi) (Markovianity) (4.5)
where S − {i} is the set difference, fs−{i} denotes the set of labels at the sites in
S−{i} and fNi = {fi′ |i′ ∈ Ni} stands for the set of labels at the sites neighboring
i.
4.2.1 MRF-Gibbs equivalence
The joint probability of a MRF is a Gibbs distribution [Li, 1995a, Pizurica, 2002]:
P(f) = Z−1 × e− 1T U( f) (4.6)
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where Z is a normalizing constant called the partition function, T is a constant
called the temperature, which shall be assumed to be 1 unless otherwise stated,






Thus our prior knowledge about f can be encoded in the energy function. For
instance, taking C as pairwise cliques < ν, ν′ > and clique potentials as Vc(f) =
gγ(fi − fi′), the prior probability can be denoted as





4.2.2 Posterior energy and MAP estimate
According to the Bayes’ rule, the posterior probability can be expressed as
P(f|d) = p(d|f)P (f)
p(d)
(4.9)
where P (f) is the prior probability of labelings f, p(d|f) is the conditional proba-
bility density function (pdf) of the observations d, also called the likelihood of f for
d fixed, and p(d) is the pdf of d which is a constant with respect to f. Therefore,
the MAP estimate
f∗ = arg max
f∈F
P (f|d), (4.10)
can be expressed as
f∗ = arg max
f∈F
p(d|f)P (f), (4.11)
where F is the set of all configurations of F.
If we represent the likelihood in an exponential form P (d|f) ∝ e−U(d|f) and
use P (f) ∝ e−U(f), the MAP estimate in (4.11) after taking the logarithm becomes:




U(f|d) = U(d|f) + U(f) (4.13)
4.2.3 Regularization
The prior energy U(f) in the MAP estimate introduced in the above subsection is
equivalent to the regularization of an ill-posed problem. A problem is mathemat-
ically an ill-posed problem [Tikhonov and Arsenin, 1977] in the Hadamard sense
if its solution (1) does not exist, (2) is not unique or (3) does not depend continu-
ously on the data. Additional constraints are needed to guarantee the uniqueness
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of the solution to make the problem well-posed. An example of such constraint
is smoothness, by imposing the smoothness constraint the analytic regularization
method 2 converts an ill-posed problem into a well-posed one.









g(fi,j − fi′,j′) (4.14)
where the first term in the (4.14) is called the closeness to the data, data fidelity or
data fit. The second term is called the regularizer or prior energy and imposes the
smoothness on the solution according to prior information. The clique potential
function g(fi − fi′) is the regularization function, where g(fi − fi′) is a function
penalizing the violation of smoothness caused by the difference fi − fi′ . The two
constraints are balanced by a positive parameter µ. Different kinds of priors from
MRF models other than the smoothness will be introduced in following sections.
4.2.4 Bayesian interpretation of the inverse scattering
The cost function specified in (3.11)-(3.13) from Chapter 3, can now be interpreted
as a Bayesian Maximum A Posteriori (MAP) estimator with a MRF prior on εν as
follows:
εˆ = arg max
ε





P (emeas|escat(ε))P (ε) (4.15)
Such Bayesian interpretations of inverse scattering were also given earlier in
other workds, e.g. [Baussard et al., 2001, Feron et al., 2005, Caorsi et al., 1994].
If the difference between the computed and measured scattered fields for each
detector l and excitation i can be modeled as an independent, identically distributed


























2In physics and applied mathematics, analytical regularization is a technique used to convert bound-
ary value problems which can be written as Fredholm integral equations of the first kind involving sin-
gular operators into equivalent Fredholm integral equations of the second kind which may be easier to
solve analytically and which can be studied with discretization schemes like the finite element method
or the finite difference method because they are pointwise convergent.
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where C is a normalizing constant. By substituting (4.16) and (4.8) into (4.15) and
taking the logarithm, we obtain










gγ(εν − εν′)) (4.17)
where λ is some positive constant. The above expression for εˆ is equivalent to min-
imizing the cost function specified in (3.11) because ‖emeas‖2 in the denominator
of FLS(ε) can be treated as a constant with respect to ε.
4.3 Discontinuity adaptive models
Local smoothness that characterizes the coherence and homogeneity of matter is
a generic assumption underlying a wide range of computer vision models. Since
the seminal paper of [Geman and Geman, 1984], which introduced the line fields
idea, defining smoothness constraints that simultaneously preserve discontinuities
has been an active research topic in the image processing context. Discontinuity
adaptive (DA) methods control the interaction between neighbors in such a way
that the degree of interaction is adjusted when a discontinuity is detected.
Let r be the difference between the intensity or gray value of a label f and
that of its neighbor f ′. A necessary condition for any potential function g to be
adaptive to discontinuities [Li, 1995b] is
lim
r→∞ |g
′(r)| = C <∞ (4.18)
whereC ∈ [0,∞) is a constant. The condition above withC = 0 entirely prohibits
smoothing at discontinuities where r →∞, whereas with C > 0 it allows limited
(bounded) smoothing.
This condition means that g should saturate at its asymptotic upper bound when
r →∞ to allow discontinuities. A potential function g is usually chosen (a) to be
even, such that g(r) = g(|r|) and (b) have the derivative expressed in following
form
g′(r) = 2rh(r), (4.19)
where h(r) = g′(r)/(2r) is called an adaptive interaction function (AIF). h is
also defined to be even. In any case, however, the interaction h(r) must be small
for large |r| and approach 0 as |r| goes to ∞. This is an important guideline
for selecting g and h for the purpose of the adaptation to discontinuities. The
discontinuity detection is performed by h(r). According to the value of r, h(r)
has to distinguish between noise and the presence of an actual signal discontinuity.
We will first introduce some typical examples of discontinuity adaptive models in
the following subsections.
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Figure 4.4: Qualitative shapes of the LP function (b) in comparison to a quadratic regular-
izer (a). From top to bottom: the interaction function h, the derivative g′ and g.
4.3.1 Line process model
A Tikhonov potential function g(r) = r2 penalizes small differences between
neighboring values as required, but also smooths out true discontinuities. The
Line Process (LP) model [Geman and Geman, 1984, Blake and Zisserman, 1987]
as a special instance of DA models assumes piecewise smoothness whereby the
smoothness constraint is switched off at points where the magnitude of the signal
derivative exceeds a certain threshold
gα(r) = min{r2, α} (4.20)
where α > 0 is a threshold parameter.
The LP model shuts down smoothing abruptly just beyond its band Bα =
(−√α,√α). Figure 4.4 shows the qualitative shape of the Line Process model
compared to the quadratic model. A MRF regularization with LP model was em-
ployed in [Caorsi et al., 1994]
4.3.2 Traditional discontinuity adaptive models
In general, most of the traditional discontinuity adaptive models like the ones
by Le Clerc, Geman-McClure and Cauchy-Lorentzian are convex in the interval
(bL, bH). Figure 4.5 illustrates the AIF together with g ang g′ for the Tikhonov
function, the LP function, the Huber function [Li, 1995a] and two well-known
more general DA models: Le Clerc [Black et al., 1998]:
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Figure 4.5: The qualitative shapes of Tikhonov function (a); LP model (b); Huber (c); Le
Clerc (d) and Cauchy-Lorentzian function (e). The models (c) - (e) are examples of DA
functions.
gl(r) = −γ(e− r
2
γ − 1) (4.21)
and Cauchy-Lorentzian [Black et al., 1998]:




Like most other traditional DA models, (4.21) and (4.22) are convex only in an








), Bcγ = (−√γ,√γ), where |g′(r)| increases mono-
tonically with |r| to smooth out the noise. Outside this interval, |g′(r)| decreases
with |r|, approaching zero for large |r| and the function is non-convex. Due to
this problem, most of the traditional discontinuity adaptive models cannot be used
in convex optimization [Li, 1995a], which has severely hindered their application.
The convex models have some inherent advantages over non-convex ones, both in
stability and in computational efficiency.
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|η|2 |η| ≤ γ
2γ|η| − γ2 otherwise (4.23)
with η = εν − εν′ can be considered as a 2D extension of the 1D Huber model
gh(r). It is quadratic for small values of η and linear for large values, avoiding
in this way over-smoothing at true discontinuities. Related robust methods are
used extensively in vision applications, such as image restoration, segmentation,
surface and shape filling and pose estimation [Li, 1995a]. In this doctoral research,
Huber regularization was applied for the first time to the electromagnetic inverse
scattering problem. We demonstrated the potential of Huber regularization (4.23)
in quantitative microwave imaging from synthetic data in [Bai et al., 2012] and
from experimental data in [Bai and Pižurica, 2014]. A thoroughly studying of its
behavior will be demonstrated in section 4.5, where the Huber function will be
classified in a new class of models.
4.4.2 TV-like regularization
In this section, we design an alternative TV-like regularization function, building
further on the Huber function (4.23) and we evaluate the approach on real electro-
magnetic measurements. This TV-like regularization is of interest from a theoret-
ical point of view and practically, because it proves to be even more effective for
piecewise constant profiles that appear e.g. in non-destructive testing of various
installations and other man-made objects.
Total variation (TV) regularization is ideally suited for objects with piece-wise
constant permittivity profiles. TV would correspond to defining gγ in (3.13) as
gγ,TV (εl − εl′) = |εl − εl′ |. Unfortunately, this function is non differentiable at
εl = εl′ and hence it cannot be applied directly within our framework. Different
solutions were proposed to work around this numerical problem, e.g., in [Abubakar
and Van Den Berg, 2001, Borsic et al., 2010]. Here we propose another solution,
based on a suitable combination of functions as in (4.23). We start from gγ,TV and
modify it only around εl − εl′ = 0 to a quadratic form to ensure differentiability,
resulting in
gγ,HT (εl − εl′) =
{
|εl − εl′ |2 |εl − εl′ | ≤ δ
γ|εl − εl′ | otherwise
(4.24)
where δ is close to 0. With this function F r(ε) from (3.13) behaves like TV, just
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without suffering from the numerical problem at εl = εl′ . It is interesting to note
that this function can also be interpreted as a modified Huber function (4.23).
To derive Ωr∗ from (3.28) and Σr in (3.30) and (3.31), gγ in F r will be substi-
tuted by (4.24). Note that ε in (4.24) is a complex number and hence |εl − εl′ |2 =









(εl − εl′) |εl − εl′ | ≤ δγ(εl − εl′ )
2|εl − εl′ |
otherwise
(4.25)
Consider next ΣHT , which is a submatrix of the Hessian matrix, containing









1 |εl − εl′ | ≤ δγ
4|εl − εl′ |
otherwise








−1 |εl − εl′ | ≤ δ− γ
4|εl − εl′ |
otherwise
TV-like regularization using (4.25)-(4.29) can provide an alternative to Huber
regularization (4.23). Note that the expressions (4.25)-(4.29) are nearly the same as
those for the Huber function (4.23), derived further in Table 4.2, but one important
difference is that an additional parameter δ exists now and this δ can be made arbi-
trarily small (δ → 0) without affecting the slope in the linear part of gγ,HT which
is not the case with the Huber function gh. Fig. 4.6 illustrates the Huber function
gh(η) and our TV-like function gHT (η) in the complex domain (η = α+ jβ), to-
gether with the corresponding magnitude |ω(η)| and σ(η) functions. Note that |ω|
is an indication of the smoothing strength. |ωh| increases with |η| in the smoothing
interval |η| < γ and remains a constant, allowing limited (bounded) smoothing,
outside this interval. |ωHT | remains constant in the whole domain except around
zero. The interaction σ, which determines the interaction between neighboring pi-
xels also behaves differently for the two regularizations: σh is smaller for large |η|
and approaches 0 as |η| goes to∞, while σHT shows a very sharp interaction peak
52 CHAPTER 4
Figure 4.6: The qualitative shape of the Huber and modified Huber functions in the com-
plex domain, η = α+ jβ.
around zero. This way, the TV-like function has a positive effect on the quality
of the reconstruction for ’blocky’ profiles like TV generally does. We optimize
the parameters γ and µ in (3.11) experimentally. For piece-wise constant objects
γ = 0.1 is a good choice. For the regularization parameter µ, we obtained the
same optimal value (∼ 1 10−3) in 2D and (∼ 1 10−4) in 3D for different targets
and different antenna configurations in real data situation.
4.4.3 Experimental validation for Huber and TV-like regular-
izations
We used three quasi lossless inhomogeneous targets from the Fresnel database:
FoamDielInt, FoamDielExt and FoamTwinDiel (shown in Fig. 4.7 and described
with antenna configuration in Section 5.2, [Geffrin et al., 2005]). We only use
experimental data from measurements at 4 GHz (λ0 = 7.49 cm). For each target,
Multiplicative Smoothing (MS) (3.14), Step-wise relaxed value picking (SRVP)
(3.16), Huber estimation (4.23) and the modified Huber function (4.24) are em-
ployed in independent reconstructions and the results are compared [Bai et al.,
2013c]. The antenna positions are equally spaced on a circle with radius 1.67 m.
The target is positioned in the center of this circle. For a transmitting antenna at
0◦, the receiving antenna can be positioned from 60◦ to 300◦. We only use 4 (90◦
spaced) transmitting antennas (9 (40◦ spaced) for FoamTwinDiel), each with TM
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Method FoamDielint FoamDielext FoamTwinDiel
MS [De Zaeytijd and Franchois, 2009] 15.35 14.73 18.04
SRVP [De Zaeytijd et al., 2009] 11.13 17.00 22.09
Huber [Bai et al., 2012] 13.68 13.34 17.83
modified Huber 10.71 12.90 16.12
Table 4.1: Reconstruction error R = ‖ εrec − εref ‖/‖εref‖ (%) for the reconstructed
permittivities from Fig. 4.7 with the different methods. εrec and εref are reconstructed and
reference permittivity profiles, respectively.
and TE polarizations, and 9 (30◦ spaced) receiving antennas, resulting in a data
vector emeas of length Nd = 108 (243 for FoamTwinDiel) complex numbers (see
Section 5.2). A calibration is applied to match amplitude and phase between mea-
sured and simulated fields. For each incidence, the measured scattered field values
are multiplied with a complex factor, which is the ratio of the simulated and the
measured incident fields at the receiver located opposite to the source.
The reconstruction domain in the inverse solver is discretized in 30× 30 square
inverse problem cells (edge size = 5 mm ≈ λ0/15), yielding a total of 900 permit-
tivity unknowns. To solve the forward problems, each inverse problem cell is
subdivided in 2× 2 = 4 forward problem cells, which have the same permittivity.
In the 2D reconstruction algorithm [Van den Bulcke et al., 2010] employed here,
the forward solver also uses a BICGSTAB-FFT (biconjugate gradient stabilized
method-Fast Fourier Transform) routine to accelerate the calculations.
With the chosen antenna configuration (4 transmitting and 9 receiving anten-
nas, i.e., 108 data points), the reconstruction with each of the analyzed methods
takes around 20 min on a six-core Intel i7 980x processor (3.33 GHz) with 24
GByte memory (threads = 8). With 8 transmitting and 241 receiving antennas
(5784 data points), the reconstruction time is 20 hours. In both cases, the same
stopping criterion is used (FLS = 10−3 or maximum 20 iterations).
Fig. 4.7 shows the reconstructions with the different methods. Only the real
parts of the permittivities are shown, since the imaginary parts are almost zero.
The parameters for MS and SRVP were set as in [Van den Bulcke et al., 2013]:
µ = 2 × 10−3 for MS and µ = 3 for SRVP. Like with simulated data in [Bai
et al., 2012], MS oversmooths the targets, especially at edges. SRVP shows a
good reconstruction for FoamDielInt but cannot reconstruct well the two other ob-
jects from such a small number of data points (see the middle and right images
in the middle row). The results of our Huber regularization and modified Huber
function are much closer to the ground truth. Note that good reconstructions of
FoamDielExt and FoamTwinDiel were obtained from the complete datasets with
SRPSVP regularization in [Van den Bulcke et al., 2013], but more effort still is
needed to study the influence of the piecewise smoothing and of the regularization
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parameter on the convergence speed of this technique; studying the behavior of
SRPSVP with a reduced number of data was outside the scope of this thesis. Table
4.1 shows the corresponding reconstruction errors. This provides for the first time
a validation of our original robust statistical regularization on actual electromag-
netic measurements and motivates clearly the use of this approach. Moreover, the
extension with the modified Huber function (4.24) proves to be even more effective
in the reconstruction of piecewise constant objects.
To test the effectiveness of our inversion algorithms in a scenario with 3D real
data, we select one 3D target: Two Spheres from the Fresnel database described
with antenna configuration in Section 6.3, [Geffrin and Sabouroux, 2009]. The
only difference is that we use 4 receiving dipoles compared to 36 in the original
data, resulting in a data vector emeas of sparse length Nd = 479. The recon-
struction domain in the inverse solver is discretized in 40 × 20 × 20 cube inverse
problem cells (16000 permittivity unknowns). Using 479 data points and the same
hardware parameters as in the 2D case, the reconstruction takes 40 minutes in 10
iterations or with a stop criterion FLS = 10−3. The reconstruction from Hu-
ber regularization and modified Huber function are shown in Fig. 4.8. The shape
is well reconstructed and the value is very close to the reference value which is
2.6− j0.
Our results on the experimental data motivate strongly the use of Huber regu-
larization but also show potentials of applying other related functions. Especially,
the modified Huber function (which behaves like TV regularization) demonstrates
excellent performance on piece-wise constant profiles.
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Figure 4.7: Reconstruction results showing the real part of the permittivity for differ-
ent methods and three targets from the Fresnel database (left to right: FoamDielInt;
FoamDielExt and FoamTwinDiel). Top to bottom: reference (permittivity 1.45 ± 0.15
and 3± 0.3), MS, SRVP, Huber function and the modified Huber function.
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(a) Huber (b) modified Huber
(a1) Huber (b1) modified Huber
Figure 4.8: Reconstructions of Two Spheres at 4GHz and a 3D view of the surface.
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4.5 Proposed Weakly convex discontinuity adaptive
models
The Huber function (4.23) yields bounded smoothing (with C > 0 in (4.18)). It
is of interest to study constructions of similar models, which can potentially yield
sharper edges (e.g. with C = 0 in (4.18)) or in which the AIF is made more
sensitive than in the Huber function, or both. We propose a class of new models in
this section.
4.5.1 Formulation
Let η = α+ jβ denote a complex number, being a difference between two neigh-
boring complex permittivities: η = εν − εν′ . We will define here a class of
discontinuity adaptive potential functions of the form g(η) = f(|η|), which thus
are rotationally symmetric in the complex η-plane (or in the α, β-plane).
We analyze here a class of regularization functions called Weakly Convex Dis-
continuity Adaptive (WCDA) models that satisfy following properties:




d|η| | = lim|η|→∞ |2ηh(η)| = C (4.28)
(b) Matrix ΣD (= Σr in (3.36)) is (semi) positive definite.
(c) Steep slope of the AIF around the origin, to make the function sensitive to
subtle changes in the permittivity profile.
In particular, we can construct such WCDA models by combining two well-
chosen functions (one in the origin and another one for larger values of |η|) like
it is done in (4.23). In practice, it is convenient to start from an existing 1D DA
model that is convex around the origin with a steep AIF as required in (c) and
replace the tails with a function conforming to (a) - (b). We demonstrated in [Bai
et al., 2013d], see Section 5.3, that such construction (in this case a combination
of a quadratic and a Cauchy-Lorentzian function, gq−c) can be more advantageous
than the Huber regularization, but there are infinitely many possible choices in this
respect.
In this Chapter we will study constructions involving the DA functions (4.21)
and (4.22), introduced in Section 4.3.2 The Le Clerc function (4.21) has a steep
AIF so it is interesting to investigate its use in building WCDA models. The
Cauchy-Lorentzian function (4.22) has the potential to better preserve sharpness
of the strong edges than the Huber function, since C = 0 in (4.28), which entirely
prohibits smoothing at discontinuities when η → ∞. This also can be observed
visually by comparing Figs. 4.5 (c) and (e). We thus construct three new functions:
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Figure 4.9: Qualitative 2D shapes (top) and their 1D cross sections through (0,0) (bottom)
of the Tikhonov function (a), LP model (b) and WCDA functions gh, gl−h and gl−c (c-e)





γ − 1) |η| ≤√γ2
2γ|η| − γ2 otherwise
(4.29)









which combines Le Clerc with Cauchy-Lorentzian, and
gq−c(η) =
{
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which combines a quadratic function with Cauchy-Lorentzian; we denoted gq−c
as gs in [Bai et al., 2013d].
We introduced gq−c(η) as gs and gl−h as gh first time in [Bai et al., 2013d] for
2D reconstructions. Note that the WCDA models and/or their first derivatives can
have discontinuity points, but they conform to (b) and we show that these models
perform well in our optimization.
To compute ∆εk in (3.36), the gradient and (modified) Hessian matrix of
FD(ε) (= F r in (3.13)) need to be determined. Taking into account that |η|2 =


















ΣDν,ν′ = −σν′ (4.34)
for ν′ ∈ Nν . The expressions of ων′ , σν′ and ΣDν,ν′ are given in Table 4.2 for the
Huber function (4.23) and for the models (4.29), (4.30). It can be seen in Table 4.2
that σν′ is always positive. From (4.33),(4.34) it then follows that ΣD is diagonally
dominant, since |ΣDν,ν | ≥
∑
ν′
|ΣDν,ν′ | for every row ν3. Furthermore, all diagonal
entries (4.33) are positive. It follows that the real symmetric regularization matrix
ΣD is semi-positive definite [Cottle et al., 1992]. Since the (semi-positive defi-
nite) matrix JHk Jk in (3.36) can be very ill-conditioned, a strictly positive definite
regularization matrix is needed to enhance convergence. For permittivity vectors
ε with |η| ≤ Thr for all cells, it follows from Table 4.2 that FD(ε) is composed
of quadratic or Le Clerc functions only and hence has one single minimum (i.e.
FD(ε) = 0 when εν = εb for all ν), such that ΣD cannot be singular in that
part of the domain. Also outside this region strictly positive definiteness can be




σν′ + δ. (4.35)
3Note that the strict inequality holds when the cell ν is located next to the boundary of the recon-
struction domain D. Expression (4.33) then also includes terms in εν − εν′ for background cells ν′
just outside D, but these cells are not included in (4.34).
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|εν − εν′ | ≤ Thr otherwise
gh(η) ων′ (εν − εν′) γ(εν−εν′ )|εν−εν′ |
Thr=γ σν′ 1 γ2|εν−εν′ |
ΣDν,ν′ −1 − γ2|εν−εν′ |
gq−c(η) ων′ (εν − εν′) γ(εν−εν′ )γ+|εν−εν′ |2
Thr=γ σν′ 1 γ
2
(γ+|εν−εν′ |2)2
ΣDν,ν′ −1 − γ
2
(γ+|εν−εν′ |2)2
gl−h(η) ων′ (εν − εν′)e−
|εν−εν′ |
2
















γ − γ2|εν−εν′ |






















γ − γ2(γ+|εν−εν′ |2)2
Table 4.2: ων′ , σν′ and ΣDν,ν′ for the three proposed WCDA functions.
For the objects considered further in this dissertation, we did not encounter
singularities with WCDA regularization when putting δ = 0. Reconstructions
with δ ranging from 10−6 to 10−2 also gave good results. Note that it follows from
Table 4.2 and the 26 neighborhood system that 26 is the maximum possible value
for (4.33). With the WCDA functions proposed in this section, BD is negligible for
small contrasts and will be neglected in (3.29), leading to the (modified) Gauss-
Newton equation (3.36).
Fig. 4.9 illustrates the quadratic function, LP model, gh, gl−h and gl−c in the
complex domain η = α+jβ, together with the corresponding |ω| and σ functions.
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(a) Configuration C1 (b) Configuration C2
(c) Object A (d) Object B
Figure 4.10: Antenna configurations and objects used in the numerical analysis. The cube
in the center of the antenna configurations is the reconstruction domain where the object is
located. Only real parts of the complex permittivity are shown in (c) and (d).
Note that |ω|, which is an indication of the smoothing strength, increases mono-
tonically with |η| within the ‘smoothing’ interval (up to a threshold). Outside this
interval, |ωl−c| decreases with increasing |η| and becomes zero as |η| → ∞. In
other words, condition (a) with C = 0 entirely prohibits smoothing at disconti-
nuities where |η| → ∞, producing sharp edges. gh and gl−h, with C > 0 allow
limited (bounded) smoothing—observe that |ωh| and |ωl−h| do not become zero
when |η| → ∞. However, σl−h has a steeper slope around zero than σh does. The
function σ, which is positive around the origin, small for large |η| and approaching
0 as |η| goes to∞, performs the role of interaction between two neighbours εν and
εν′ .
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(a) Object A with Configuration C1 (b) object B with Configuration C1
(c) Object A with configuration C2 (d) object B with configuration C2
Figure 4.11: Reconstruction error as a function of γ for the WCDA models gh, gl−c and
gl−h (µ = 8 × 10−7). Simulations are shown for the objects and antenna configurations
from Fig.4.10 at SNR = 30 dB.
4.5.2 Numerical analysis
To test the sparsity of WCDA functions in reconstructions, we evaluate the behav-
ior of different WCDA functions in extremely underdetermined situations, which
means using far less (simulated) measurements to reconstruct profiles with a large
number of permittivity unknowns. More particularly, we will observe by means of
3D simulations the influence of the parameter γ in the models gh, gl−c and gl−h on
the reconstructions, which will help us to select a suitable value for this parameter,
when dealing with
• Objects of different complexity: We consider piecewise homogeneous ob-
jects with dimensions of the order of a (few) wavelength(s) (at 8 GHz,
λ0 = 3.75 cm). Object A (Fig. 4.10 (c)) is a homogeneous sphere with
radius 3 cm (diameter = 1.6λ0) and permittivity 2; object B (Fig. 4.10 (d))
is a small sphere with radius 1.5 cm and permittivity 2.5− j in a big sphere
with radius 3 cm and permittivity 1.8; the side of the reconstruction domain
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(a) Object A with Configuration C1 (b) object B with Configuration C1
(c) Object A with configuration C2 (d) object B with configuration C2
Figure 4.12: Reconstruction error as a function of γ for the WCDA models gh, gl−c and
gl−h (µ = 8 × 10−6). Simulations are shown for the objects and antenna configurations
from Fig.4.10 at SNR = 25 dB.
D is 10 cm (2.7λ0) and the number of unknown permittivity cells is 8000.
• Different sparse antenna configurations: Configuration C1 (Fig. 4.10 (a))
consists of 24 antenna positions (4 meridians with 6 evenly spaced positions
each) with 48 transmitting dipoles (2 polarizations per position) and 48 re-
ceiving dipoles (same locations and polarizations), resulting in 2304 com-
plex data. Configuration C2 (Fig. 4.10 (b)) consists of 36 antenna positions
(6 meridians with 6 positions each) with less (24) transmitting dipoles (only
the 12 positions on the 2 parallels closest to z = 0 are used, again with both
polarizations) and more (72) receiving dipoles, yielding 1728 complex data.
The actual numbers of non-redundant data are even lower due to reciprocity.
• Different levels of noise: We experiment with different levels of additive
white Gaussian noise resulting in signal-to-noise ratios (SNR) from 20 dB
to 30 dB (i.e. typical SNRs in a microwave imaging experiment).
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We refer to Section 6.2 for the definition of several other reconstruction param-
eters. To evaluate the quality of the permittivity reconstructions, the reconstruction




rec − εref ‖ (4.36)
This expresses the normalized difference between the reference εref and re-
constructed εrec permittivity values on the grid. We set the initial guess εinit =
[1, · · · , 1]. We verified that other (reasonable) choices of this initial estimate did
not influence much the final reconstruction error.
Figs. 4.11 and 4.12 show the reconstruction error for the three WCDA mod-
els applied to the objects and antenna configurations from Fig.4.10, as a func-
tion of the parameter γ at SNR = 30 dB (µ = 8 × 10−7) and SNR = 25 dB
(µ = 8 × 10−6), respectively. We ran each experiment (situation) 10 times and
plot the average values of the reconstruction errors at distinct values of γ of each
model in each subfigure of Fig. 4.11 and 4.12. Error bars indicate the absolute
deviation of reconstruction errors. The following observations can be made: (i)
From the reconstruction error point of view, it is difficult to say which model is
the best. gl−h yields the smallest error with Object A in Configuration C1 while
gl−c yields the smallest error with Object B in Configuration C2; (ii) From the
visual reconstruction quality point of view (smooth surface and sharp edges), gl−c
always produces better uniform values for different materials and sharper edges
than gl−h and gh. Take Object A and Configuration C1 (Fig. 4.11 (a)) at SNR =
30 dB as an example, and adopt γ that (approximately) yields the smallest recon-
struction error–we define such γ as “optimal" in the following—with each model
(γ = 0.04 for gl−h, γ = 0.06 for gh and γ = 0.03 for gl−c). Fig. 4.13 shows the
corresponding reconstructions. We can see from this example that both gl−h and
gh produce some artifacts, but not gl−c. Although gl−c results in a bigger error
(0.0301) than the other two models (0.026 and 0.0292), the reconstruction of gl−c
appears better visually (free of artifacts); (iii) From the error curve trend of view,
the Huber function gh is the most stable for different targets and antenna config-
urations (only one minimum for a certain level of noise). The functions gl−h and
gh behave similarly for SNR = 30 dB and SNR = 25 dB. The curves of gl−c seem
unstable for the higher noise level. The reason for these large fluctuations is in the
fact that gl−c tends to keep sharp edges, which can erode or dilate the objects. The
optimal value of γ for gl−c is smaller than that for gl−h at the same noise level.
Observe that the reconstruction errors under Configuration C2 most often are
(slightly) smaller than those under Configuration C1, for each of the objects. Con-
figuration C2 with more receiving positions apparently performs best. We also
notice that gl−h and gh yield mostly a smaller reconstruction error than gl−c un-
der Configuration C1 but a larger error than gl−c under Configuration C2; With
the same configuration, more complicated objects produce larger errors than sim-
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(a) gl−h, γ = 0.04
(error=0.0260)
(b) gh, γ = 0.06
(error=0.0292)
(c) gl−c, γ = 0.03
(error=0.0301)
Figure 4.13: Reconstructions with smallest reconstruction error obtained with each model
for object A and antenna configuration C1 at SNR = 30 dB (µ = 8× 10−7).
ple ones; With free space background and simulated data, the error curves have
similar general trends for different targets and antenna configurations at a specific
noise level.
The analysis above agrees with the properties of the WCDA models illustrated
in Fig. 4.9. A model with a sharply peaked σ (i.e. highly sensitive AIF) and a |ω|
with C > 0 (bounded smoothing) has the potential to yield smaller reconstruction
errors. That is why the error for gl−h is most of the time smaller than for gl−c in the
high SNR case. Of course when the value of γ is decreased, σh will approach σl−h.
Models with C = 0, as gl−c and gs [Bai et al., 2013d] (4.31), can produce sharp
edges but can also erode or dilate the surface of original objects. So depending on
the application of microwave imaging, one can choose different models from this
WCDA class.
In order to show that a suitable value of γ is not much influenced by variations
in the (electrical) size4 of the object and ofD, we also conducted a few simulations
for a larger homogeneous object C (as object A but with radius 6.0 cm or diameter
= 3.2λ0) in D with side 15 cm (= 4λ0) and for a larger inhomogeneous object
D (a small sphere with radius 1.5 cm (permittivity 2.5) inside a sphere with radius
3 cm (permittivity 1.8) embedded in a sphere with radius 5 cm and permittivity
1.5) in D with side 10 cm. The number of transmitting positions was increased to
36 resulting in 5184 data points. The optimal values for γ are 0.06 for object C
and 0.04 for object D at a SNR of 30 dB (µ = 8 × 10−7) and hence in the same
range as the optimal values for the objects in Fig. 4.11. Similar simulations are
illustrated in Section 6.2.3.
The regularization parameter µ in (3.11) is approximately optimized by means
of numerical simulations, similarly as with the parameter γ, but with averaging
4Electrical size is the size of a transmission medium expressed as the number of wavelengths of the
signal propagating in the medium.
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Figure 4.14: Reconstruction error R as a function of µ and γ at SNR = 30 dB. Left:
for gl−h, object B and antenna configuration C2; Right: for gh, object A and antenna
configuration C1.
over 3 experiments. Fig. 4.14 shows the reconstruction error in the µ − γ plane
for 2 different configurations at 30 dB, from where we notice that the minimum
is around µ = 10−5 and γ = 0.01. It can be seen that moving too far away
from these optimal values leads to a significant increase in the reconstruction error.
Note that the lower value of µ (µ = 8× 10−7) used in Fig. 4.11 together with the
corresponding optimal values for γ thus lead to somewhat higher reconstruction
errors in Fig. 4.13. We observed that at 20 dB the minimum is about µ = 8×10−5
and γ = 0.01. We conclude that the optimal regularization parameter µ appears to
be sensitive to the SNR, while the optimal γ remains quasi invariant and equal to
approximately 0.01 for all three WCDA functions, when applying different SNR,
see also Fig. 4.15, or when employing different objects and antenna configurations
conform with the specifications at the beginning of this subsection.
4.6 Conclusion
In this Chapter, we started from the background knowledge about Markov Ran-
dom field (MRF) models and their special class, known as discontinuity adaptive
models. We showed how the regularization commonly used in inverse scattering
can be derived in the framework of Bayesian MAP estimation. One of the main
contributions of this Chapter is that we applied robust Huber regularization for the
first time to quantitative microwave imaging.
We showed how this framework can be used with other related functions, by
modifying the Huber function such that the resulting regularization behaves like
TV regularization, and without numerical problems. We also demonstrated for
the first time the results of this approach with real electromagnetic measurements,
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Figure 4.15: Optimal values of γ (yielding approximately the smallest reconstruction er-
rors) as a function of the SNR for gl−h and gh and for object B and antenna configuration
C1. Here µ = 8× 10−5 for 20 dB < SNR < 25 dB and µ = 10−5 for 25 dB ≤ SNR < 30
dB.
showing its potentials in sparse measurements with relatively few receiving anten-
nas. Moreover, we introduced a new class of regularization models for the electro-
magnetic inverse scattering problem that we named Weakly Convex Discontinuity
Adaptive (WCDA) models. We presented a systematic study of WCDA models by
analyzing the influence of the parameters under different levels of signal to noise
ratios, for different objects and antenna configurations.
The work related to TV-like regularization is published in [Bai et al., 2013c]
whereas the systematic analysis of WCDA models is published in [Bai et al.,
2014]. In the following Chapters, we shall demonstrate the benefits of this new
regularization in quantitative microwave tomography with piece-wise constant ob-




Application of 2D quantitative imaging
with DA regularization to piecewise
constant objects
5.1 Introduction
In this Chapter, we will test some weakly convex discontinuity adaptive (WCDA)
models for regularizing 2D inverse scattering. We combine these models with
the 2.5D microwave reconstruction algorithm [Van den Bulcke et al., 2010], op-
erating on the 2D complex permittivity profile and which we use here with pure
2D TM and TE illuminations. The objects are piecewise constant and from the
2D Fresnel database [Geffrin et al., 2005], which is used as a benchmark in 2D
microwave imaging. A special issue of Inverse Problems [Belkebir and Saillard,
2005] was devoted to reconstructions from these benchmark experimental data in
order to enable fair comparison of the current and future methods using the same
measurements. Moreover, validating inversion algorithms on experimental data
is much more reliable than using simulations only, which are prone to inverse
crime1 [Colton and Kress, 1992]. Reconstructions from the experimental data are
quite challenging due to measurement noise and discretization noise as well as
mismatch between the actual incident fields and their simulation in the forward
solvers.
1Inverse crime may appear in situations when data for inverse problems is simulated using the same
(incomplete) forward model that is used in the inversion process.
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The proposed WCDA regularization with two different potential functions gh
(4.23) and gs (4.31), as well as Multiplicative Smoothing (MS) (3.14), and Step-
wise Relaxed Value Picking (SRVP) (3.16) regularization are employed in inde-
pendent reconstructions and the results are compared in terms of reconstruction
error and visually. Results from simulated data and experimental data are shown
in this Chapter. We show reconstructions obtained from single frequency data
and from far less transmitters and receivers than available in the Fresnel database.
Small numbers of antennas are of interest in terms of computation time. To keep
the forward problems well-conditioned, constraints on the permittivity were im-
posed as 1 < Re(ε) < 10, −10 < Im(ε) < 0.
The Chapter is organized as follows. The antenna configurations and the tar-
gets employed in the data validation are illustrated in Section 5.2. The synthetic
data validation and experimental data validation of WCDA models are shown in
Section 5.3 and Section 5.4, respectively. We conclude the Chapter in Section 5.5.
5.2 The antenna configurations and the targets
We consider a number of targets and antenna configurations from the 2D Fresnel
database [Geffrin et al., 2005], for which we use TM- and TE-polarized scattered
field measurements at 4GHz (λ0 = 7.49cm). We use three quasi-lossless inhomo-
geneous targets: FoamDielInt, FoamDielExt and FoamTwinDiel, shown in Fig-
ure 5.2 - 5.4 and described in subsections 5.2.1-5.2.3 for both synthetic data and
experimental data. The target is positioned in the center of each antenna configu-
ration. In the simulated data, additive white Gaussian noise with a signal-to-noise
ratio (SNR) of 30 dB is added. The differences in antenna configurations are the
following.
Simulated antenna configuration
The antenna configurations for simulated data are quite flexible. For the sake of
simplicity, the antenna positions are equally spaced on a circle with radius 1.67 m
(Fig. 5.1). We use 8 equally spaced transmitting antennas, each with two polar-
izations (TM and TE), and 16 receiving antennas (Figure 5.1 (a)), measuring the
longitudinal Ez(θ) (for TM) and azimuthal Eθ(θ) (for TE) fields, resulting in a
total of 256 scattered fields or in a data vector emeas, containing the Ez (for TM)
and Ex, Ey (for TE) components, of length Nd = 384 complex numbers.
Experimental antenna configuration
In real experiments, however, only some of the receiving positions along the circle
can be reached (technical limitations in real experiments). For each selected trans-
mitting antenna, the receiving antenna can be positioned on a maximal arc of 240◦
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opposite to it (e.g. from θR = 60◦ to θR = 300◦ for a transmitter at θT = 0◦). We
show reconstructions for which we selected 4 (90◦ spaced) transmitting antennas
(Figure 5.1(b)) (9 (40◦ spaced) for FoamTwinDiel, Figure 5.1(c)), each with TM
and TE polarizations, and 9 (30◦ spaced) receiving antennas, measuring the longi-
tudinal Ez(θ) (for TM) and azimuthal Eθ(θ) (for TE) fields, resulting in a total of
72 (162 for FoamTwinDiel) scattered fields or in a data vector emeas, containing
the Ez (for TM) and Ex, Ey (for TE) components, of length Nd = 108 (243 for
FoamTwinDiel) complex numbers.
Note that this choice of 9 receivers appears to be close to the degrees of free-
dom criterion as derived in [Brancaccio et al., 1998] and so does the number of
9 transmitters for FoamTwinDiel, even though we do not aim at designing exper-
iments exactly according to this criterion. Such comparisons are only indicative
since the criterion in [Brancaccio et al., 1998] was derived for weak scatterers with-
out too fast spatial variations of the permittivity and for non-aspect limited data. As
an approximate indication, the number of degrees of freedom (NDF or the maxi-
mum number of independent far-field data) for a single-view scattering experiment
with a TM circular current density distribution with radius a = 0.0555m (this cor-
responds to half the size of FoamDielExt and FoamTwinDiel) at 4GHz in the far-
field approximation is given by NDF = 2N + 1 = 11, where N = [2pia/λ] = 5
with [] “the first integer larger than” [Brancaccio et al., 1998]; for a multi-view
scattering experiment in the Born approximation and considering 2 independent
polarizations, NDF = 2(2N + 1)(N + 1) = 132. The corresponding data acqui-
sition can be realized by regularly spacing 2N + 1 = 11 receivers and the same
number of transmitters on a circle [Bucci and Isernia, 1997]. It follows that our
choice of 9 receivers on a 240◦ arc for the three targets and of 9 transmitters for
FoamTwinDiel (yielding 162 fields, the actual number of independent fields being
lower by reciprocity) may be close to this criterion, while that of 4 transmitters
for FoamDielExt (yielding 72 fields, same remark regarding reciprocity) is much
lower.
Note that the reconstructions with various methods of these targets that are re-
ported in the special issue [Belkebir and Saillard, 2005], are from all the transmit-
ting positions that are available in the database: 8 transmitters (18 for FoamTwinDiel)
and 241 receiving antennas, yielding data vectors up to a maximum length of 5784
(Figure 5.1(d)) (13014 for FoamTwinDiel). Measurements have been performed
for frequencies ranging from 2 to 10 GHz. In this Chapter, all reconstructions are
performed on single frequency data, for which we chose 4 GHz (λb = 0.0749m)
The computation time is similar for all three considered regularizations pro-
vided that equal numbers of antennas are used. Using fewer antennas, and hence
less acquired data may be of interest in terms of computation and measurement
effort. In our simulations in Section 5.3, the reconstructions using sparse data gen-
erated from Fig. 5.1(a) take less than 5 minutes. In our reconstructions from real
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data in Section 5.4, the sparsest antenna configuration (Fig. 5.1(b)) took around 10
minutes while around 20 hours were needed when using the full data (Fig. 5.1(d))
provided by the institute Fresnel, with the same stopping criterion FLS = 10−3
or 20 iterations maximum, on a sixcore Intel i7 980x processor (3.33GHz) with
24GByte memory (8 threads). In Figure 5.13, we show by means of simulations
that the reconstruction quality did not degrade too much when the computation
time dramatically reduced when using sparse antenna configurations.
5.2.1 FoamDielInt target
A homogeneous plastic cylinder is embedded in a second homogeneous foam
cylinder. The inner plastic cylinder has a radius ra=15.5mm≈ 0.2λ0 and rela-
tive permittivity εr,a = 3± 0.3. The outer foam cylinder has rb =40 mm ≈ 0.5λ0
and εr,b = 1.45 ± 0.15. The distance d between the centers of both cylinders is
d = 5 mm. Within the uncertainty introduced by the positioning errors, the outer
cylinder is positioned in the center of the antenna circle, which is also the center
of the reconstruction grid in Figure. 5.2.
5.2.2 FoamDielExt target
This object consists of the same two cylinders as the FoamDielInt target, where the
small plastic cylinder is now positioned outside the larger foam cylinder, as shown
in Fig. 5.3. The material properties for the small cylinder are: radius ra=15.5mm≈
0.2λ0 and relative permittivity εr,a = 3± 0.3. The foam cylinder has rb =40 mm
≈ 0.5λ0 and εr,b = 1.45± 0.15. Also here, the foam cylinder is positioned in the
center of the antenna circle (within the uncertainty introduced by the positioning
errors).
5.2.3 FoamTwinDiel target
The last target, also the most complicated one, is a combination of the two pre-
vious targets and is named FoamTwinDiel. It consists of the same cylinders as
the FoamDielInt and FoamDielExt target and contains twice the smallest plastic
cylinder, once positioned outside the larger foam cylinder and once inside it, as
shown in Fig 5.4. The material properties for the smallest cylinders and the larger
foam cylinder are the same as above. As before, the foam cylinder is positioned in
the center of the antenna circle.
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(a) 384 data (b) 108 data
(c) 243 data (d) 5784 data
Figure 5.1: Measurement configurations with antenna positions (dots) on a circle with
radius 1.67m. The red arrows in two orthogonal directions indicate transmitting dipoles.
The highlighted (blue arrows) region in the center indicates the reconstruction domain D.
Configurations for simulated data (a), subsampled experimental Fresnel data (b),(c) and for
full experimental Fresnel data sets (d).
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(a) (b)
Figure 5.2: (a) Real part and (b) imaginary part of the permittivity profile, corresponding
to the FoamDielInt target. The white lines indicate the actual object boundaries.
(a) (b)
Figure 5.3: (a) Real part and (b) imaginary part of the permittivity profile corresponding to
the FoamDielExt target. The white lines indicate the actual object boundaries.
(a) (b)
Figure 5.4: (a) Real part and (b) imaginary part of the permittivity profile of the
FoamTwinDiel target. The white lines indicate the actual object boundaries.
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5.3 Synthetic data validation
We consider the antenna configuration of Fig. 5.1 (a) with 384 simulated data.
These data are computed for each of the targets with the same forward solver and
grid, see below, as used in the reconstruction algorithm and they are corrupted with
additive Gaussian noise to yield a signal-to-noise ratio (SNR) of 30 dB.
All reconstructions are performed in a 0.16 m × 0.16 m domain D. For the
initial permittivities estimate, we assumed the volume to be filled with εinit =
[1, · · · , 1] (we verified experimentally that the choice of this initial estimate is
not so critical by running the algorithm with several constant initial estimates).
This square is chosen as the reconstruction domain in the inverse solver and is
discretized in 32 × 32 square inverse problem cells, yielding a total of 1024 per-
mittivity unknowns. The edge size of an inverse problem cell is 5 mm, which
roughly corresponds to 15 cells per wavelength λ0. To solve the forward problem,
each inverse problem cell is subdivided in 2× 2 = 4 forward problem cells, which
have the same permittivity. The tolerance for the BICGSTAB routine is set to 10−3
and a marching-on-in-source-position approach using three previous solutions is
applied. The values of the regularization parameter µ and the parameter γ of the
WCDA regularization are specified as discussed in Section 4.5.2 for different tar-
gets and different antenna configurations. We set γ = 0.1 and µ = (or ≈)1e−4.
The parameters for MS and SRVP were set as proposed in [Van den Bulcke et al.,
2013]: µ = 0.002 for MS and µ = 3 for SRVP.
To evaluate the quality of the permittivity reconstructions, the reconstruction
error R is defined as
R =
‖ εrec − εref ‖
‖εref‖ , (5.1)
which expresses the normalized difference between the reconstructed εrec and the
reference (ground truth) εref permittivity values on the grid. Table 5.1 shows
reconstruction errors for MS, SRVP and the WCDA methods gh (4.23) and gs =
gq−c (4.31) for the three targets. The WCDA approach is clearly better than the
other two for complex targets like FoamTwinDiel.
Figure 5.5-Figure 5.7 show the reconstructions with the different methods. The
results of MS are over-smoothed as expected. For FoamDielInt in the second row
of Fig. 5.5, the permittivity of the inner cylinder is a bit underestimated with SRVP
(and its size a bit overestimated) but edges are sharp, whereas with WCDA, its per-
mittivity is somewhat overestimated (and its size a bit underestimated) and edges
are a bit smoother; the homogeneity and edges of the foam cylinder are clearly
better with SRVP. For FoamTwinDiel, the SRVP results retain sharp edges but the
reconstructed edge positions as well as the inner cylinder permittivity values devi-
ate from the correct ones. The results with WCDA models are much closer to the
ground truth.
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Figure 5.5: The permittivity profile of the FoamDielInt target based on MS (first row),
SRVP (second row), gh (third row) and gs (forth row) regularizations. Left: Real parts;
Right: imaginary parts. The white lines indicate the actual object boundaries.
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Figure 5.6: The permittivity profile of the FoamDielExt target based on MS (first row),
SRVP (second row), gh (third row) and gs (forth row) regularizations. Left: Real parts;
Right: imaginary parts. The white lines indicate the actual object boundaries.
78 CHAPTER 5
Figure 5.7: The permittivity profile of the FoamTwinDiel target based on MS (first row),
SRVP (second row), gh (third row) and gs (forth row) regularizations. Left: Real parts;
Right: imaginary parts. The white lines indicate the actual object boundaries.
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Reconstruction error (%) FoamdielInt FoamdielExt FoamTwinDiel
MS 6.70 7.60 9.40
SRVP 5.70 6.50 13.00
proposed WCDA with gh 5.50 5.50 6.30
proposed WCDA with gs 6.70 5.00 7.70
Table 5.1: Reconstruction errors (%) for the reconstructed permittivities from simulated
data (384 data) from Figure 5.5 - Figure 5.7 with different methods.
(original) (reconstructed)
Figure 5.8: Reconstruction of a larger heterogeneous cylinder with diameter 12cm. The
WCDA method with gs function was used.
We performed reconstructions of scattering objects that are somewhat larger
than the Fresnel targets. We show in Figure 5.8 a reconstruction of a heterogeneous
object consisting of a small cylinder with diameter 4 cm (ε = 2) embedded in a
larger cylinder with diameter 12 cm (= 1.6λ) and permittivity ε = 1.45 and the
side of the reconstruction domain again is 16 cm. The reconstruction is very close
to the original.
5.4 Experimental data validation
The experimental data for the three targets were obtained by subsampling the full
Fresnell data sets, see the configuration in Fig. 5.1 (d), according to the sparser
configurations in Fig. 5.1 (b) for FoamDielInt and FoamDielExt and in Fig. 5.1
(c) for FoamTwinDiel. Reconstructions of experimental data start from a 0.15 ×
0.15 m2 domain D filled with air as an initial estimate of the permittivity (we
verified experimentally that the choice of this initial estimate is not so critical by
80 CHAPTER 5
Figure 5.9: Cross-sections of the reconstructed permittivity from Figure 5.12 through the
center of the grid for FoamTwindiel.
Reconstruction error (%) FoamDielint FoamDielext FoamTwinDiel
MS 15.35 14.73 18.04
SRVP 11.13 17.00 22.09
proposed WCDA with gh 13.61 13.20 17.83
proposed WCDA with gs 13.72 12.66 17.11
Table 5.2: Reconstruction error (%) for the reconstructed permittivities from the experi-
mental data from Figure 5.10-Figure 5.12 with the different methods.
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running the algorithm with several initial estimates). This domain is discretized in
30× 30 square inverse problem cells (edge size = 5mm ≈ λ0/15), yielding a total
of 900 permittivity unknowns. A calibration is applied to match amplitude and
phase between measured and simulated fields: for each incidence, the measured
scattered field values are multiplied with a complex factor, which is the ratio of the
simulated and the measured incident fields at the receiver located opposite to the
source. To solve the forward problem in each iteration, each inverse problem cell is
subdivided in 2× 2 = 4 forward problem cells, which have the same permittivity.
The tolerance for the BICGSTAB routine is set to 10−3 and a marching-on-in-
source-position approach using three previous solutions is applied.
The reference permittivity profiles for our experiments and for Table 5.2 are
shown in Figure 5.2-Figure 5.4. Figure 5.10-Figure 5.12 show the reconstructions
with the different methods using 108 data (243 data for FoamTwinDiel). Only the
real parts of the permittivities are shown, since the imaginary parts are almost zero.
We set γ = 0.05 and µ = (or ≈)1e−3. The regularization parameters for MS and
SRVP were set as in [Van den Bulcke et al., 2013]: µ = 2 × 10−3 for MS and
µ = 3 for SRVP. The reconstructions with MS in the first rows of Figure 5.10,
Figure 5.11 and Figure 5.12 (obtained after 20 iterations) show the plastic and—
somewhat less clearly—the foam cylinders in the right locations but the images
are over-smoothed as expected. The reconstructions with SRVP in in the second
rows of Figure 5.10, Figure 5.11 and Figure 5.12 yield three distinct permittivity
value ranges corresponding to plastic, foam and background. FoamDielInt (at 22
iterations) is well reconstructed, although some deviations are visible in the foam
contour, reflecting the use of four transmitting antennas. However, FoamDielExt
(at 28 iterations) and FoamTwinDiel (at 85 iterations) show many swapped per-
mittivity cells, as was observed also with SRVP in [Van den Bulcke et al., 2013],
where 5784 (13014 for FoamTwinDiel) data were used. The reconstructions with
WCDA in in the last two rows of Figure 5.10, Figure 5.11 and Figure 5.12 (at 20
iterations) show that the plastic cylinders are very well reconstructed in the right
locations. The foam cylinders also are reconstructed in the right locations but their
edges are smoother than those of the plastic cylinders—foam is less contrasting
with air than plastic. Furthermore, gs (gq−c) yields sharper edges than gh while
the reconstruction errors are smaller (see Table 5.2). Overall, the WCDA results
are much closer to the reference targets and this is confirmed by TABLE 5.2 and
the cross-sections in Fig. 5.9. By comparing visually the results in Figure 5.10-
Figure 5.12 to the reconstructions of the same targets by a number of different
methods in the special issue [Belkebir and Saillard, 2005], we can conclude that
WCDA yields similar or sometimes even better results from much fewer mea-
surements. Note also that most of the results reported in [Belkebir and Saillard,
2005] correspond to multifrequency measurements, while a single frequency was
used in our experiments. In [Belkebir and Saillard, 2005], for example, a modi-
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(a) (b)
Figure 5.10: (a) Real part and (b) imaginary part of the permittivity profile of the
FoamDielInt target based on MS (first row), SRVP (second row), gs (third row) and gh
(forth row) regularizations. The white lines indicate the actual object boundaries.
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(a) (b)
Figure 5.11: (a) Real part and (b) imaginary part of the permittivity profile of the
FoamDielExt target based on MS (first row), SRVP (second row), gs (third row) and gh
(forth row) regularizations. The white lines indicate the actual object boundaries.
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(a) (b)
Figure 5.12: (a) Real part and (b) imaginary part of the permittivity profile of the
FoamTwinDiel target based on MS (first row), SRVP (second row), gs (third row) and gh
(forth row) regularizations. The white lines indicate the actual object boundaries.
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(a) (b)
Figure 5.13: Comparison between different methods in terms of (a) reconstruction error
and (b) computing time as a function of the number of employed receiving antennas for
FoamDielExt.
fied gradient method (MGM) and a modified Born method (MBM) were employed
in [Dubois et al., 2005], where the edges of the foam cylinder are over-smoothed in
FoamDielInt and FoamTwinDiel. It is difficult to produce sharp edges with multi-
frequency experimental data using the diagonal tensor approximation (DTA) and
contrast source inversion (CSI) methods in [Yu et al., 2005]. Smoothing of the
foam cylinder appears to be less pronounced with the weighted L-2 norm Total
Variation regularization in [Abubakar et al., 2005] and sharp edges of the foam
cylinder are obtained with Piecewise Smoothed SRVP regularization in [Van den
Bulcke et al., 2013], but both of these were obtained from large data sets, and
the first method used multi-frequency data (2GHz-10GHz) and a positivity en-
forcement while the latter method specifically is developed for piecewise (quasi-)
homogeneous objects and employed for FoamTwinDiel an initial estimate that was
closer to the solution, see also some remarks in Section 4.4.3.
5.4.1 Comparison in terms of reconstruction error and time
Figure 5.13 shows the reconstruction error and the reconstruction time with 8
transmitters [Geffrin et al., 2005] as a function of the number of receivers (9 to
241) for FoamDielExt. Clearly, the reconstruction error of the proposed method
with gs remains smallest for any number of receivers, while the computation time
behaves similarly to MS. The corresponding plots for WCDA with gh (not shown)
are similar to those with gs.
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(initial real part (a)) (initial imaginary part (a))
(reconstructed real part) (reconstructed imaginary part)
Figure 5.14: The reconstruction of FoamDielInt with initialization (a) based on gs regular-
ization.
5.4.2 Other verifications with experimental data
In our experience, using different (reasonable) initial estimates of the permittivity
does not influence the results much. In figures 5.14 and 5.15, we show examples
of reconstructions of FoamDielInt with two different initial estimates and using
WCDA with gs. Obviously, the results are not affected significantly by chang-
ing the initialization in this case. Similar conclusion was derived from our other
tests. If we start from an initial profile with a shape similar to the actual one, the
reconstruction will be more accurate and also faster.
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(initial real part (b)) (initial imaginary part (b))
(reconstructed real part) (reconstructed imaginary part)
Figure 5.15: The reconstruction of FoamDielInt with initialization (b) based on gs regular-
ization.
5.5 Conclusion
In this Chapter, we tested different WCDA regularization functions in 2D mi-
crowave reconstructions of piecewise constant objects. We considered different
antenna configurations with various degrees of sparsity and employed both simu-
lated and experimental data at a single frequency. The main contribution of this
Chapter is the 2D reconstruction from sparse measurements of piecewise constant
objects using WCDA models. We employed piecewise constant objects from the
2D Fresnel database. We noticed that when the antenna configuration was spar-
sified, the computation time decreased a lot, however, without degrading the im-
age quality of the WCDA reconstructions too much, i.e. the reconstruction error
did not change too much while a much larger error appeared with other reference
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methods. The validation on experimental data from the Fresnel database is very
important, since it is considered as a benchmark in this research field.
The results demonstrate that WCDA models preserve rather well the edges
of the reconstructed objects, especially with the higher contrasts, and often yield
a smaller reconstruction error than the reference methods, in particular with less
measurements. Results of the synthetic and experimental data validations are pub-
lished in [Bai et al., 2013b] and [Bai et al., 2013d], respectively. In the next Chap-
ter, we will focus on the reconstruction of 3D piecewise constant objects. The idea
of sparsity will also be demonstrated there.
6
Application of 3D quantitative imaging
with DA regularization to piecewise
constant objects
6.1 Introduction
In this Chapter, we test WCDA models in the regularization of 3D reconstruc-
tions. We combine these models with the 3D microwave reconstruction algo-
rithm [De Zaeytijd and Franchois, 2009] and test them on piecewise constant
3D objects. Similarly as in the 2D case from the previous Chapter, we show re-
constructions from both simulated and experimental data. The capability of our
method in reconstructions from sparse data will also be demonstrated. We com-
pare the reconstruction results for the WCDA models gh (4.23), gl−h (4.29) and
gl−c (4.30) with multiplicative smoothing (MS) (3.14) and step-wise relaxed value
picking (SRVP) (3.16) regularization. We treat the reconstructions from simulated
data in the first part of this Chapter. Here, we employ an inhomogeneous lossy
dielectric object and freely define a number of antenna configurations with vary-
ing degrees of sparsity. The reconstruction error and images are shown for the
different antenna configurations and regularization methods. In the second part
of this chapter, the experimental data validation will be illustrated. We employ
4 homogeneous lossless dielectric targets from the 3D Fresnel database [Geffrin
and Sabouroux, 2009]. Also for this database, a Special Section of Inverse Prob-
lems [Litman and Crocco, 2009] is devoted to reconstructions with a variety of
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algorithms, where all authors employed the data from the available antenna po-
sitions. We will use a smaller number of antenna positions. With experimental
data, however, the antenna positions in the Fresnel data files are fixed, so we only
can sub-sample from these original positions. We compare two transmitter sub-
sampling strategies on simulated data and we employ the most effective strategy
in combination with different receiver sub-samplings for the reconstructions of the
Fresnel targets.
The Chapter is organized as follows. The synthetic data validation of the
WCDA models is discussed in Section 6.2. The experimental data validation based
on Fresnel experimental data is shown Section 6.3. We conclude the Chapter in
Section 6.4.
6.2 Synthetic data validation
6.2.1 The antenna configurations
We performed reconstructions from simulated data with three different antenna
configurations for numerical validation, including a configuration similar to [De Za-
eytijd et al., 2009], shown in Fig. 6.1 (a) and two much sparser configurations
shown in Fig. 6.1 (b) and Fig. 6.1 (c). The sparse configurations are very attractive
in terms of computation time but are challenging due to the highly underdeter-
mined situation.
It is not our aim in this Section and in Section 6.3 to subsample according to
the number of degrees of freedom (NDF) criterion in [Bucci and Isernia, 1997].
Some of the antenna configurations in these sections are (partially) uniform, some
are aspect-limited; they provide in some cases less, in other cases more data than
the corresponding NDF estimate, but the amount of unknown permittivity cells is
always considerably larger than NDF.
The elementary dipoles in Fig. 6.1 are evenly distributed over a number of
meridians with radius 20 cm. Their positions and orientations are indicated with
dots and arrows, respectively. For every transmitter position, dipole orientations
along uˆθ and uˆφ are used and the scattered field is measured in every position
along these directions. The configuration in Fig. 6.1 (a) consists of 144 dipoles
(12 meridians with 6 positions each) which generate 20736 complex data num-
bers; the sparser configuration in Fig. 6.1 (b) consists of 72 dipoles (6 meridians
with 6 positions each), generating 5184 complex data; the sparsest configuration
in Fig. 6.1 (c) consists of 48 dipoles (4 meridians with 6 positions each) which
generate 2304 complex data. So the length of the data vector emeas ranges from
Nd = 2304 to 20736; taking into account reciprocity, the number of non-redundant
data is actually Nd/2.
Referring to the estimate M [Bucci and Isernia, 1997] of the NDF in each
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(a) 20376 data points (b) 5184 data points
(c) 2304 data points
Figure 6.1: Three dipole configurations with antenna positions (dots) on a sphere with
radius 20 cm. The arrows in two orthogonal directions indicate transmitting dipoles. The
cube in the center indicates the reconstruction domain D.
component of a (single-view) 3D radiated field, it follows thatM = 25 toM = 32
for object B, defined in Section 4.5.2, at 8 GHz; the corresponding information is
accessible by uniformly positioningM receivers over the measurement sphere. Let
us indicatively compare the configurations of Fig. 6.1—the antenna positioning is
not uniform there—to this NDF estimate: with configuration (a) the number of
positions (72) largely exceeds the NDF; with sparse configuration (b) the number
of positions (36) is of the order of the NDF, while the sparsest configuration (c)
counts a lower number of positions (24) than the NDF. Note that the NDF criterion
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is valid only if the distance between the object and the antennas is at least a few
wavelengths [Bucci and Isernia, 1997], while our reconstruction algorithm is not
restricted to such configurations.
6.2.2 The scattering object and reconstruction parameters
The frequency is 8 GHz (λ0 = 3.75 cm). The scattering object corresponds to
object B from Section 4.5.2 and is positioned in the center of D, which is a cube
of edge length 10 cm centered in a reference frame (see Fig. 6.1). The big and
small spheres are centered at the origin (0,0,0) and at the point (-0.56 cm, -0.56
cm, -0.56 cm), respectively (see Fig. 6.2).
The reconstruction domain is discretized in 20 × 20 × 20 voxels with edge
size 5mm (0.133λ0), yielding a total of 8000 permittivity unknowns. We use this
grid for both forward and update problems as well as for generating the simulated
scattered field data. This way the reconstruction is not affected by discretization
noise and it can be exact in absence of (simulated) measurement noise on the
scattered field data. Our testing of the proposed regularizations thus is affected
only by this measurement noise. We set additive white Gaussian noise with a
signal-to-noise (SNR) of 30dB. The tolerance for the BICGSTAB iterative routine
is set to 10−3.
The initial estimate of the permittivity in D is chosen equal to the background
permittivity. The permittivity constraints introduced into the modified line-search-
path are 1 < Re(ε) < 10, −10 < Im(ε) < 0. The stopping criterion is FLS =
10−3 or 20 iterations maximum. We set γ = 0.01 for the three WCDA potential
functions and the regularization parameter µ = 10−5. We choose µ = 10−4 for
MS [De Zaeytijd et al., 2007] and µ = 0.1 for SRVP [De Zaeytijd et al., 2009]
(µ = 2 for sparsest data from Fig. 6.1 (c)).
6.2.3 Reconstruction results
The computation time is similar for all three considered regularizations provided
that equal numbers of antennas are employed. The chosen antenna configuration
has a large impact on the reconstruction time: the sparsest configuration Fig. 6.1
(c) requires only around 30 minutes while around 2 hours were needed for config-
uration Fig. 6.1 (a), on a six-core Intel i7 980x processor (3.33GHz) with 24GByte
memory. Further speed-up would be possible by applying multi-threading or by
parallel processing, e.g. [Capozzoli et al., 2012].
The reconstruction error R (4.36) is shown in Table 6.1 and Fig. 6.20 for the
three antenna configurations. Reconstructed images are shown in Figs. 6.2 - 6.19.
Table 6.1 shows that the proposed WCDA models yield smaller reconstruction
errors for all antenna configurations: the error reduction is significant with respect
to MS in all experiments and with respect to SRVP in the sparsest configuration.
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Figure 6.2: Real part and imaginary part of the reference complex permittivity profile for
the antenna configuration from Figure 6.1 (a).
Figure 6.3: Real part and imaginary part of the complex permittivity profile for the antenna
configuration from Figure 6.1 (a). Reconstruction using MS, R=6.84%.
Figure 6.4: Real part and imaginary part of the complex permittivity profile for the antenna
configuration from Figure 6.1 (a). Reconstruction using SRVP, R=2.61%.
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Figure 6.5: Real part and imaginary part of the complex permittivity profile for the antenna
configuration from Figure 6.1 (a). Reconstruction using gh, R=0.66%.
Figure 6.6: Real part and imaginary part of the complex permittivity profile for the antenna
configuration from Figure 6.1 (a). Reconstruction using gl−h, R=0.36%.
Figure 6.7: Real part and imaginary part of the complex permittivity profile for the antenna
configuration from Figure 6.1 (a). Reconstruction using gl−c, R=0.65%.
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Figure 6.8: Real part and imaginary part of the reference complex permittivity profile for
the antenna configuration from Figure 6.1 (b).
Figure 6.9: Real part and imaginary part of the complex permittivity profile for the antenna
configuration from Figure 6.1 (b). Reconstruction using MS, R=7.83%.
Figure 6.10: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (b). Reconstruction using SRVP, R=4.49%.
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Figure 6.11: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (b). Reconstruction using gh, R=1.29%.
Figure 6.12: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (b). Reconstruction using gl−h, R=0.66%.
Figure 6.13: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (b). Reconstruction using gl−c, R=1.18%.
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Figure 6.14: Real part and imaginary part of the reference complex permittivity profile for
the antenna configuration from Figure 6.1 (c).
Figure 6.15: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (c). Reconstruction using MS, R=8.84%.
Figure 6.16: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (c). Reconstruction using SRVP, R=14.60%.
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Figure 6.17: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (c). Reconstruction using gh, R=2.69%.
Figure 6.18: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (c). Reconstruction using gl−h, R=1.85%.
Figure 6.19: Real part and imaginary part of the complex permittivity profile for the an-
tenna configuration from Figure 6.1 (c). Reconstruction using gl−c, R=3.90%.
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Reconstruction error MS SRVP WCDA
gh gl−h gl−c
20736 complex data 6.84% 2.61% 0.66% 0.36% 0.65%
5184 complex data 7.83% 4.49% 1.29% 0.66% 1.18%
2304 complex data 8.84% 14.60% 2.69% 1.85% 3.90%
Table 6.1: Reconstruction error for the different regularization functions and antenna con-
figurations from Fig. 6.1.
Figure 6.20: A diagram that illustrates the reconstruction error from Table 6.1.
The results of MS are over-smoothed as expected. SRVP retains sharp edges
but deteriorates drastically when the data is decreasing. The results from WCDA
are much closer to the exact profile. From Figs. 6.2 - 6.19, we notice that the
differences between the reconstructions with these WCDA models are subtle, but
we observe the following trends: gh generates a somewhat smoothed small sphere,
in particular when the number of data is decreased, e.g. in Fig. 6.17; gl−h always
yields the smallest reconstruction error, see Table 6.1, and gl−c creates sharp edges
and smooth homogeneous regions but a larger reconstruction error than gl−h in
Table 6.1. These results illustrate the improvement and demonstrate the potential
of the proposed method for reconstruction from sparse measurements.
6.2.4 Other verifications with synthetic data
We tried an investigation domain with edge length 1.5λb [De Zaeytijd et al., 2009]
first (λb = 3.75 cm at 8 GHz) and we adopted a larger one (2.7λb or 10 cm) in
previous sections. We tested larger investigation domains to examine the perfor-
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(a) reference (b) reconstruction with WCDA (gl−h)
Figure 6.21: The reconstruction with side of the investigation domain 4λb.
(a) reference (b) reconstruction with WCDA (gl−h)
Figure 6.22: An example of reconstructions with multi-discontinuities
mance of the parameter γ. The reconstruction for a domain with edge length 4λb
(15 cm) is shown in Figure 6.21 for an object with radius 5 cm and permittivity
ε = 2. The cell size is 0.5 cm, which is same as the grid size in Section 6.2.3, but
there are 30 × 30 × 30 voxels this time, and 5184 complex data from Fig. 6.1 (b)
was used. In this case, γ = 0.01 which is not much different from the value for
the smaller domain, see Section 4.5.2.
We also simulated reconstructions of scattering objects with two discontinu-
ities. We show here in Figure 6.22 a reconstruction of a heterogeneous object
consisting of a small sphere with diameter 3 cm (ε = 2.5) inside a sphere with
diameter 6 cm (ε = 1.8) embedded in a larger sphere with diameter 10 cm (ε =
1.5) and the side of the reconstruction domain is 10 cm. The 5184 complex data
from Fig. 6.1 (b) again was used. The reconstruction shows some smoothing of
the edges but is close to the original.
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(a) 81 transmitters (b) 36 receivers
(a1) 45 transmitters (a2) 41 transmitters (b1) 12 receivers (b2) 4 receivers
Figure 6.23: The dipole configurations in the forward model: 81 transmitting positions
or 162 transmitting dipoles (oriented along the θ and φ directions) are placed on a sphere
with radius 20 m (a) and 36 receiver positions are placed on a circle with radius 1.796
m in the horizontal plane (b). Subsampled configurations: (a1) 45 transmitting positions
(90 dipoles); (a2) 41 transmitting positions (82 dipoles); (b1) 12 receiver positions; (b2) 4
receiver positions.
6.3 Experimental data validation
Now we perform reconstructions from real measurements for 3D targets from the
Fresnel database [Geffrin and Sabouroux, 2009]. These carefully measured exper-
imental data have been inverted with various methods by several authors, see e.g.
the special section [Litman and Crocco, 2009]. This enables comparing the po-
tential of WCDA regularization against a number of other regularization strategies
that were used for the inversion of the same objects. We select single frequency
data from the available multiple frequency data. As in the previous section we also
extract sparse data subsets and for each data set we compare reconstructions with
MS regularization and WCDA regularization with the three potential functions
gl−h, gl−c and gh. We consider four quasi-lossless dielectric targets: TwoSpheres,
TwoCubes, CubeSpheres and Myster. They are concisely described in the follow-
ing subsections, but we refer to [Geffrin and Sabouroux, 2009] for more details.
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6.3.1 The sub-sampling strategy for the antenna configurations
In the experimental setup the target is placed in the center of a reference frame and
illuminated with plane waves radiated by a parabolic antenna, which is moved on a
sphere with radiusR = 1.796 m. The receiving antenna is moved in the horizontal
plane on a circle with the same radius. We refer to [Geffrin and Sabouroux, 2009]
for further details on the setup and the measurements. In our forward model trans-
mitting elementary dipoles are positioned on a sphere with radius R = 20 m —to
simulate an incident plane wave at the target location [De Zaeytijd and Franchois,
2009]— and for each position oriented along the polar uˆθ and azimuthal uˆφ direc-
tions; the receiving dipoles are equally spaced on a circle with radius R = 1.796
m in the horizontal plane and oriented along the negative z axis. In a full data set
(Fig. 6.23 (a)), there are 81 transmitting positions (θT , φT ) with φT varying from
20◦ to 340◦ by steps of 40◦ (i.e. 9 meridians) and θT from 30◦ to 150◦ by steps of
15◦ (i.e. 9 parallels), which yields 162 illuminations in total; there are 36 receivers
positioned from 0◦ to 350◦ (10◦ spacing), see Fig. 6.23 (b); due to technical limi-
tations not all source-receiver combinations can effectively be used, including the
receivers that are closer to the source meridian than 50◦, which results in a data
vector with maximum dimension of Nd = 4374 for a full single frequency data
set. Note that all contributions in [Litman and Crocco, 2009], which we will use
for comparison in this section, used full single or multiple frequency data sets.
In order to verify with experimental data the capability of our method to re-
construct from sparse data, we use down-sampled data sets derived from a full
data set. Let us consider two different subsampling strategies for the transmit-
ters: a spread along a subset of 5 meridians (Fig. 6.23 (a1)) and a rather uni-
form spread (Fig. 6.23 (a2)). Let us also consider two subsets for the receivers:
12 receivers with φR = 0◦ to φR = 330◦ (30◦ spacing) in Fig. 6.23 (b1)
and 4 receivers with φR = 0◦ to φR = 270◦ (90◦ spacing) in Fig. 6.23 (b2).
Due to the aforementioned technical limitations only 9 respectively 3 of these
receivers are effectively employed. Transmitter configuration (a1) has 45 trans-
mitting positions (θT , φT ) with φT varying from φT = 20◦ to φT = 340◦ by
steps of 80◦ and with θT = 30◦ to θT = 150◦ by steps of 15◦, yielding 90
illuminations and configuration (a2) has 41 transmitting positions (θT , φT ) re-
sulting from the intersection of θT = (30◦, 60◦, 90◦, 120◦, 150◦) with φT =
(20◦, 100◦, 180◦, 260◦, 340◦) and the intersection of θT = (45◦, 75◦, 105◦, 135◦)
with φT = (60◦, 140◦, 220◦, 300◦) yielding 82 illuminations. The number of data
for these down-sampled sets range from approximately Nd = 243 for the spars-
est configuration (a2)(b2) to Nd = 810 for (a1)(b1). Reconstructions with the
sparsest data sets take around 30 minutes while 3 hours are needed with the full
data sets, using the same stopping criterion FLS = 10−3 or 20 iterations max-
imum, on a six-core Intel i7 980x processor (3.33GHz) with 24 GByte memory
(multi-threading was not applied here).
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Figure 6.24: Reconstruction error as a function of γ for two subsampling strategies (a1)(b1)
and (a2)(b1). Object A (left) and object B (right) from Fig. 4.10 at SNR = 30 dB (top) and
SNR = 25 dB (bottom).
To test the difference between the two transmitter downsampling strategies (a1)
and (a2), we first conducted reconstructions from simulated data perturbed with
noise using the same objects as in Fig. 4.10 (c) (d) and the antenna configurations
(a1) (b1) (808 data) and (a2) (b1) (736 data) from Fig. 6.23. The reconstruction er-
ror for WCDA gl−h is shown in Fig. 6.24 at SNR 30 dB (top) and 25 dB (bottom).
We observe that the configuration (a2) with approximately uniformly spread an-
tennas on the sphere yields similar reconstruction errors than the meridian-based
configuration (a1), even though more antennas were employed in configuration
(a1). Thus we will use the uniform subsampling (a2) in the following of this sec-
tion.
As in [De Zaeytijd and Franchois, 2009] we choose the highest available fre-
quency f = 8 GHz (λ0 = 3.75 cm) to reconstruct the TwoCubes, CubeSpheres
and Myster targets, which combines a sufficient resolution and a good conver-
gence of the algorithm. For the larger TwoSpheres target we adopt f = 4 GHz
(λ0 = 7.50 cm), such that all targets have approximately the same electrical size.
A calibration is applied to match amplitude and phase between measured and sim-
ulated fields: for each incidence, the measured scattered field values are multiplied
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(a) MS (b) gh
(c) gl−h (d) gl−c
Figure 6.25: Real part of the complex permittivity for the Two Spheres target. Reconstruc-
tions (using 243 data) from the sparsest antenna configuration (a2) (b2) of Fig. 6.23 at 4GHz
with: (a) MS, (b) gh, (c) gl−h and (d) gl−c.
with a complex factor, which is the ratio of the simulated and the measured inci-
dent fields at the receiver located opposite to the source.
All reconstructions start from the domain filled with air as an initial estimate of
the permittivity. We use the same discretization for both the forward and inverse
grids. Only the real parts of the permittivities are shown, since the imaginary
parts are negligible. Since we assume that SNR = 20 dB for the Fresnel data
[De Zaeytijd and Franchois, 2009], we set γ = 0.008 and µ = 10−4 for the
WCDA models; we take µ = 10−3 for MS [De Zaeytijd and Franchois, 2009].
6.3.2 Two Spheres
This target consists of two spheres with diameter 5 cm (= 0.67λ at 4 GHz) and
permittivity 2.6. They are centered at (-2.5 cm, 0, 0) and (2.5 cm, 0, 0). We sub-
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Figure 6.26: Cross section of gl−c at y = 0 (left) and 3D iso-surface of the permittivity
(right), corresponding to Fig. 6.25 (d).
sampled the data according to the antenna configurations (a2) (b2) from Fig. 6.23,
yielding a data vector with dimension Nd = 243. The reconstruction domain D is
a 16 cm× 8 cm× 8 cm box and is discretized in 40×20×20 cells with a cell size
of 4 mm (0.053λ0), yielding a total of 16000 permittivity unknowns. The problem
thus is heavily underdetermined.
Fig. 6.25 shows the reconstructions with the different methods for this ob-
ject. The reconstruction with MS in Fig. 6.25 (a) strongly smoothed the edges,
which makes it difficult to estimate the permittivity and diameter of the spheres.
Figs. 6.25 (b)-(d) with WCDA instead show much sharper edges and a better ho-
mogeneity. Edges are smoother with gh than with gl−h and gl−c and gh also
shows slightly larger permittivity fluctuations inside the spheres. Furthermore,
gl−c yields the sharpest edges of all reconstructions; a xz cross-sectional view is
shown in Fig. 6.26: the spheres are a bit oversized and their average permittivity
is 2.5, which is close to the expected value.
By comparing visually the results in Figs. 6.25 and 6.26 to reconstructions of
the same target by some of the methods in [Litman and Crocco, 2009], we can
conclude that WCDA often yields better results from significantly fewer measure-
ments. Smoothed edges were reconstructed in Fig. 3 of [Yu et al., 2009] from a full
single-frequency dataset at the same frequency f = 4 GHz with Tikhonov regular-
ization. Sharp edges and permittivity values of about 2.6 were reconstructed using
all 21 frequencies with weighted L2 norm - TV regularization in Fig. 3 of [Li et al.,
2009]. The reconstructions in Fig. 2 (e)-(f) of [De Zaeytijd and Franchois, 2009]
from a full single-frequency dataset at 4 GHz with SRVP regularization combined
with extra a priori information also yield an average permittivity of 2.5 but better
sized spheres than our results with gl−c.
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(a) MS (b) gh
(c) gl−h (d) gl−c
Figure 6.27: Real part of the complex permittivity for Two Cubes target. Reconstructions
(using 736 data) from the sparse antenna configuration (a2)(b1) of Fig. 6.23 at 8GHz with:
(a) MS, (b) gh, (c) gl−h and (d) gl−c.
6.3.3 Two Cubes
This target consists of two cubes with edge length 2.5 cm (= 0.67λ at 8 GHz)
and permittivity 2.3. They are centered at (1.25 cm, -1.25cm, 3.75cm) and (-
1.25 cm, 1.25 cm, 6.25 cm). We subsampled the data according to the antenna
configurations (a2) (b1) from Fig. 6.23, yielding a data vector with dimensionNd=
736. The reconstruction domain D now is a 7 cm × 7 cm × 7 cm box, centered
at (0, 0, 5 cm) and discretized in 25 × 25 × 25 cells with a cell size of 2.8 mm
(0.075λ0), yielding a total of 15625 permittivity unknowns.
The reconstructions are shown in Fig. 6.27. Similar observations hold as with
the TwoSpheres object. The reconstruction with MS in Fig. 6.27 (a) strongly
smoothed the edges. For the reconstructions with WCDA in Figs. 6.25 (b)-(d),
the cubes are reconstructed in the right locations but the edges are a bit eroded and
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Figure 6.28: Cross section of gl−c at z = 5 cm (left) and 3D iso-surface of the permittivity
(right), corresponding to Fig. 6.27 (d).
(a) gl−h (b) gl−c
Figure 6.29: Real part of the complex permittivity for Two Cubes target. Reconstructions
(using full 4374 data) from the antenna configuration (a)(b) of Fig. 6.23 at 8GHz with: (a)
gl−h and (b) gl−c.
the edge length in the z-direction is a bit too small (the correct size is 9 cells). The
function gl−c still yields the sharpest edges among all reconstructions; the average
permittivity of 2.2 in the cubes is close to the expected value; a xy cross-sectional
view and the erosion of the edges are illustrated in Fig. 6.28. In this subsection,
we also demonstrate reconstructions using WCDA regularizations (gl−h and gl−c)
with a full single-frequency dataset at 8 GHz, which are shown in Fig. 6.29. We
can see that the edges of the cubes are somewhat better reconstructed with the full
data set; in particular the size in the z-direction of the upper cube in Fig. 6.29 now
is correct.
Edge degradations are observed in all contributions of [Litman and Crocco,
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2009], e.g.: in Fig. 8 of [Yu et al., 2009] from a full single-frequency dataset at
8 GHz, where Tikhonov regularization was applied and which furthermore shows
permittivity fluctuations inside the cubes; in Figs. 4-7 of [Eyraud et al., 2009] from
a full single-frequency dataset at 5 GHz, where a Bayesian framework was used
to account for the experimental noise and which show blurred edges and in Fig. 9
(b) of [Catapano et al., 2009] at 8 GHz, obtained with frequency hopping from
filtered data sets which shows quite rounded shapes of the cubes. Figure 6 (c)-(d)
in [De Zaeytijd and Franchois, 2009] from a full single-frequency dataset at 8 GHz,
obtained with SRVP regularization combined with extra a priori information, show
homogeneous objects with permittivity 2.3 and sharp edges but some erosions can
still be seen in Fig. 9.
6.3.4 Cube of Spheres
This target is an aggregate of 27 spheres in a 3 × 3 × 3 cubic stacking with edge
length 4.76 cm (= 1.3λ at 8 GHz). Each sphere has a diameter of 1.59 cm (= 0.4λ)
and a permittivity of 2.6. Due to the size of the spheres and their arrangement, this
target has the finest geometrical details. We subsampled the data according to
the antenna configurations (a2) (b1) from Fig. 6.23, yielding a data vector with
dimension Nd = 736. The reconstruction domain D is a 6 cm× 6 cm× 6.9 cm
box, centered at (0, 0, 1.45 cm) and discretized in 20× 20× 23 cells with cell size
3 mm, yielding a total of 9200 permittivity unknowns.
Fig. 6.30 shows the results from the different methods. The 3 by 3 stack-
ing is clearly visible in the horizontal xy-plane but individual spheres are not re-
solved along the z-direction. This is due to the specific antenna configuration of
the database with receiving antennas only in the horizontal plane (Fig. 6.23 (b)).
With WCDA in Fig. 6.30 (b)-(d), the edges again are much better reconstructed
than with MS in Fig. 6.30 (a), in particular with gl−c. An xy cross-section is given
in Fig. 6.31. It shows permittivity variations from 2.0 to 2.6 for the spheres; all
spheres are undersized, particularly those with the highest permittivities, which is
compensated with a higher value for the background permittivity in between the
spheres.
In [Chaumet and Belkebir, 2009], where no additional regularization was ap-
plied, the image from a full single-frequency dataset at 8 GHz in Fig. 6 (f) shows
several smoothed spheres as well as artifacts in the background. In [Yu et al.,
2009], where Tikhonov regularization was used, the spheres in the xy plane are
well distinguished at 8 GHz in Fig. 20, but the edges are not very clear and the
shapes suffer from the coarser grid. Even in reconstructions from multi-frequency
data in [Li et al., 2009], it is difficult to distinguish the individual spheres in the
contrast profiles in Fig. 22-23. where the weighted L2 norm – TV regulariza-
tion tends to smooth out the discontinuities; this is somewhat improved with L2
APPLICATION OF 3D PIECEWISE CONSTANT OBJECTS 109
(a) MS (b) gh
(c) gl−h (d) gl−c
Figure 6.30: Real part of the complex permittivity for Cube of Spheres target. Reconstruc-
tions (using 736 data) from the sparse antenna configuration (a2) (b1) of Fig. 6.23 at 8GHz
with: (a) MS, (b) gh, (c) gl−h and (d) gl−c.
norm – TV regularization in Fig. 24 but the permittivity (ε ≈ 1.7) is underesti-
mated; the reconstruction shown in Fig. 13 (a) in [Catapano et al., 2009], obtained
with frequency hopping and data filtering, shows the individual spheres although
smoothed and with a maximum permittivity of about 2.1. With SRVP regulariza-
tion in [De Zaeytijd and Franchois, 2009], Fig. 10 (b) shows rather well sized-
spheres with homogeneous permittivity values of about 2.1.
6.3.5 Mystery object
This target was a mystery target until the publication of [Litman and Crocco,
2009]. It is a group of 12 spheres with permittivity 2.6 and diameter 23.8 mm
(= 0.64λ at 8 GHz), arranged so that their centers lay along the vertices of an
icosahedron [Geffrin and Sabouroux, 2009]. It was positioned in the same way as
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Figure 6.31: Cross section of gl−c in (d) at z = 1 cm (left) and 3D iso-surface of the
permittivity (right), corresponding to Fig. 6.30 (d).
the CubeSpheres target, so that the xy axis crossed the center of the three spheres
on which the mystery target lays. We selected data according to the antenna con-
figurations in Fig 6.23 (a2) (b1). The dimension of the data vector is Nd= 736.
The reconstruction domain D is a 10 cm × 10 cm × 10 cm cube, centered at (0,
0, 20 mm) and is discretized in 25 × 25 × 25 cells with a cell size 4 mm, which
yields 15625 permittivity unknowns.
The reconstruction with MS in Fig. 6.32 (a) smoothed the spheres. The in-
dividual spheres are better distinguished in Fig. 6.32 (b)-(d) with WCDA, where
we used µ = 10−5. The permittivity of the spheres is somewhat underestimated
with gl−h. With gl−c the edges are sharpest and the permittivities are close to the
actual values apart from some smoothing that is visible between the spheres; a xz
cross-section is shown in Fig. 6.33.
For comparison, the images from a full single-frequency data set at 8 GHz in
Fig. 22 in [Yu et al., 2009] with Tikhonov regularization show rather well-shaped
spheres but there are some fluctuations in their permittivity values. The contrast
profiles from multi-frequency data in Fig. 27 of [Li et al., 2009] with weighted
L2 norm - TV regularization produce sharp edges and homogeneous permittivity
values (ε = 2.1), though around the bottom some transitional values are visible.
Sharp edges, with some artefacts, and homogeneous permittivity values (ε ≈ 2.4)
are obtained with SRVP regularization combined with extra a priori information
in Figs. 14-15 in [De Zaeytijd and Franchois, 2009] from a full single-frequency
dataset.
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(a) MS (b) gh
(c) gl−h (d) gl−c
Figure 6.32: Real part of the complex permittivity for the Mystery target. Reconstructions
(using 736 data) from the sparsest antenna configuration (a2) (b1) of Fig. 6.23 at 8 GHz
with: (a) MS, (b) gh, (c) gl−h and (d) gl−c.
Figure 6.33: Cross section of gl−c at y = 0 (left) and 3D iso-surface of the permittivity
(right), corresponding to Fig. 6.32 (d).
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6.4 Conclusion
In this Chapter, we tested different WCDA regularization functions in 3D mi-
crowave reconstructions of piecewise constant objects. We considered different
antenna configurations with various degrees of sparsity and employed both syn-
thetic and experimental data at a single frequency. These reconstructions have
demonstrated the applicability of the proposed WCDA functions to realistic in-
verse scattering problems and the high quality of the resulting images.
The main contribution of the Chapter is the 3D sparse reconstruction of piece-
wise constant objects using WCDA models. In the synthetic data validation part,
the effectiveness of the WCDA models was shown for three different antenna con-
figurations where the number of antennas was decreased gradually. The sparse
configurations are attractive in terms of computation time. The reconstruction
error demonstrates the advantage of WCDA models in highly underdetermined
situations. In the experimental data validation part, different sub-sampling strate-
gies for real measurements from the 3D Fresnel database were analyzed. The
reconstructions with WCDA models from sub-sampled data often show a visual
superiority to other reconstruction methods that used full data.
Preliminary results of 3D reconstructions using the Huber function and em-
ploying simulated and experimental data are published in [Bai et al., 2012] and
[Bai and Pižurica, 2014], respectively. The reconstructions of the four 3D Fresnel
targets from Section 6.3 are published in [Bai et al., 2014]. In the next chapter,
we will focus on the reconstruction of piecewise continuous profiles which are of
interest in biomedical applications.
7
Testing on biomedical applications
7.1 Introduction
A class of Weakly Convex Discontinuity Adaptive (WCDA) models as the regular-
ization cost function was proposed in Chapter 4 and verified on piecewise constant
objects in Chapter 5 and Chapter 6. In this Chapter, we will test the proposed
WCDA models in biomedical applications. In particular, we will explore the po-
tential of quantitative microwave imaging in breast tumor detection, by means of
numerical simulations. In order to conduct this study in conditions that are not too
remote from a real breast screening situation, we employ realistic MRI - derived
numerical phantoms in capturing the structural complexity of breast tissue.
Quantitative microwave imaging relies on the capability of microwaves to dif-
ferentiate among tissues based on the contrast in dielectric properties. This makes
quantitative microwave imaging an interesting candidate for alternative (or com-
plementary) imaging modalities for biomedical applications and in particular for
breast cancer screening, which could be done on a large scale as a prevention,
without posing any threat to health, or for therapy monitoring whereby patients
need to be imaged frequently. The advantages for its practical clinical usage are
significant, including relatively low cost, the use of low-power non-ionizing radi-
ation and patient comfort. Several microwave imaging prototypes for biomedical
experiments have been tested, including [Pichot et al., 1985,Jofre et al., 1990,Gef-
frin et al., 1994, Meaney et al., 1995, Semenov et al., 1996, Franchois et al., 1998,
Meaney et al., 2000,Abubakar et al., 2002,Klemm et al., 2008,Mojabi and LoVetri,
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2009,Henriksson et al., 2010,Fhager et al., 2012,Grzegorczyk et al., 2012]. It has
been pointed out that the electromagnetic properties (permittivity and conductiv-
ity) in the microwave frequency range (300MHz-30GHz) differentiate between
tissue types and various physiological and pathological parameters [Gabriel et al.,
1996]. The malignant-to-normal tissue contrast arises [Joines et al., 1994] because
cancerous cells have higher water content, and are hence stronger scatterers than
normal tissue. Such may be particularly the case with microwave breast screening,
for the breast is an accessible volume to microwaves and the contrast in dielectric
properties between malignant and normal tissues at these frequencies appears to be
large [Joines et al., 1994,Poplack et al., 2004,Lazebnik et al., 2007]. The ultimate
goal of breast cancer detection using microwave-frequency electromagnetic waves
is to be a safe, inexpensive and accurate approach to the detection, monitoring and
assessment of breast cancers. Inverse scattering approaches have been applied to
synthetic data computed for numerical models of the breast and to experimental
data, and some preliminary clinical studies have been performed [Poplack et al.,
2007, Meaney et al., 2007], which illustrate that clinical microwave tomographic
imaging of the breast is feasible with the average size of tumor reported to be
1.6 cm in diameter [Poplack et al., 2000]. A recent study [Grzegorczyk et al.,
2012] reports the first clinical 3-D microwave tomographic images of the breast,
including a screening example of a 1.2 cm tumor and an example of breast therapy
monitoring.
A number of groups have focused on qualitative radar-based imaging tech-
niques, for example [Fear et al., 2002b, Klemm et al., 2008], which apply syn-
thetic focusing of time domain tumor responses for a simplified numerical breast
model and for a real patient, respectively. We will focus on active quantitative
microwave imaging, which relies on obtaining information about the breast from
the received fields measured at a number of probes, when the breast is illumi-
nated with an incident field, by applying a non-linear numerical inversion scheme
to Maxwell’s equations. Several quantitative reconstruction algorithms have been
applied to breast imaging, for example in 2D [Bulyshev et al., 2001, Henriksson
et al., 2010,Golnabi et al., 2011] and in 3D [De Zaeytijd et al., 2008b,De Zaeytijd,
2009, Winters et al., 2009, Winters et al., 2010, Shea et al., 2010b, Shea et al.,
2010a, Grzegorczyk et al., 2012, Bai et al., 2013a]. A planar microwave camera
is investigated in 2D [Henriksson et al., 2010]. [Golnabi et al., 2011] proposes
a soft prior regularization that exploits spatial prior information from alternative
imaging modalities. Multiplicative spatial smoothing regularization of the non-
linear cost function is applied to a realistic MRI derived numerical breast phantom
in [De Zaeytijd, 2009]. L1 norm is employed as a sparsity promoting regulariza-
tion in [Winters et al., 2010]. [Shea et al., 2010b] mentioned a contrast-enhanced
way to image breast tumors. The self-regularizing properties of the conjugate gra-
dient least squares (CGLS) algorithm and tissue permittivity bounds are used on
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realistic numerical breast phantoms in [Shea et al., 2010a]. In [Grzegorczyk et al.,
2012], improved Newton optimization accelerated the reconstruction process dras-
tically. Our initial experiments in [Bai et al., 2013a] demonstrate the feasibility of
Huber regularization in quantitative microwave imaging based on a realistic nu-
merical phantom of the breast.
The reconstructions using WCDA models that we addressed so far were based
on piecewise constant objects. In biomedical applications permittivity profiles are
not perfectly constant but rather piecewise continuous with random variations. In
this Chapter, we will explore the use of WCDA models in the role of regularization
in this challenging framework. We will perform quantitative 3D reconstructions of
the complex permittivity profile from realistic numerical breast phantoms.
The Chapter is organized as follows. In Section 7.2, the methodology for sim-
ulated data generation and the antenna configurations are introduced. The results
using our WCDA models and TV-like regularization are shown in Section 7.3. In
particular, we compare different regularization methods and we show reconstruc-
tions for different positions, numbers and sizes of the tumor(s). We conclude the
Chapter in Section 7.4.
7.2 Data generation
The development of realistic MRI-derived numerical phantoms [Zastrow et al.,
2008,UWCEM, 2014] offer more flexibility in capturing the structural complexity
of breast tissue than models consisting of arrangements of homogeneous cylindri-
cal or spherical targets [Klemm et al., 2008, Meaney et al., 2007]. In this chapter,
we will adopt such phantoms, which are from the online repository of the De-
partment of Electrical and Computer Engineering at the University of Wisconsin-
Madison (UWCEM). This repository (http://uwcem.ece.wisc.edu/home.htm) pro-
vides a database of anatomically realistic MRI-based numerical breast phantoms,
which capture the structural heterogeneity of normal breast tissue and incorporate
the realistic dispersive dielectric properties of normal breast tissue from 0.5 to 20
GHz reported by Lazebnik et al [Lazebnik et al., 2007]. We adapt such realistic
breast phantoms to coarser numerical permittivity models which are then illumi-
nated with single frequency microwave fields for simulated data generation. These
data will then serve as input to the 3D modified Gauss-Newton reconstruction
technique, described in Section 3.3.2.
7.2.1 Realistic numerical breast phantoms
The 3D complex permittivity breast phantoms that serve as test-beds in our study
are adapted from the UWCEM online Numerical Breast Phantoms Repository
[UWCEM, 2014], which contains different kinds of anatomically realistic MRI
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ε∞ ∆ε τ (ps) α σs (S/m)
minimum 2.293 0.141 16.40 0.251 0.002
group3-low 2.908 1.200 16.88 0.069 0.020
group3-median 3.140 1.708 14.65 0.061 0.036
group3-high 4.031 3.654 14.12 0.055 0.083
group1-low 9.941 26.60 10.90 0.003 0.462
group1-median 7.821 41.48 10.66 0.047 0.713
group1-high 6.151 48.26 10.26 0.049 0.809
maximum 1.000 66.31 7.585 0.063 1.370
Table 7.1: Single-pole Cole-Cole parameters for the dielectric properties of two adipose-
defined groups of normal breast tissue samples, associated with maximum, group1-high,
group1-median, group1-low, group3-high, group3-median, group3-low, and minimum,
from Table 2 in [Zastrow et al., ].
numerical breast phantoms. As described in [Zastrow et al., 2008], the 3D com-
plex permittivity phantoms in this repository are obtained from mapping the data of
MRI phantoms to a uniform grid of frequency-dependent and tissue-dependent di-
electric properties, by physics-based compact representation of wideband frequency-
dependent dielectric properties [Gabriel et al., 1996]. In this dissertation, a single
frequency time-harmonic approach (a time dependency ejωt, with ω the angular
frequency) is employed, hence the frequency dependency of the complex permit-
tivity is implicit. The (relative) complex permittivity in a point r = (x, y, z) then
is obtained as:









where ε′ is the (relative) permittivity and σ the conductivity. ε∞, ∆ε, σs, τ and α
are the Cole-Cole model parameters [Lazebnik et al., 2007], which are estimated
from the experimental data and are given in Table 7.1. UWCEM provides these
parameters’ information for each MRI phantom in their repository.
We selected two phantoms from this repository: Phantom 1 with ID number
071904 from ACR class 1 is a mostly fatty breast phantom with some glandular and
fibro-connective inhomogeneities and Phantom 3 with ID number 010204 from
ACR class 2 is scattered fibroglandular. Slices through these phantoms at a fre-
quency 2 GHz are depicted in Fig. 7.1. We adapted these high-resolution phantoms
using [Lazebnik et al., 2007] and similar to [De Zaeytijd et al., 2008b,De Zaeytijd,
2009], where reconstruction results with a Linear Sampling method and with an
MS regularized modified Gauss-Newton scheme are presented for a coarser phan-
tom, derived from the class 1 breast phantom (Fig. 7.1), and containing a tumor
with radius 1cm. We thus removed the muscle layer at the chest wall from the orig-
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(a1) ID 071904 real part (b1) ID 010204 real part
(a2) ID 071904 imaginary part (b2) ID 010204 imaginary part
Figure 7.1: A view of the permittivity in a slice through the full-resolution MRI-based
breast phantom from the online UWCEM repository at 2 GHz: (a) ID 071904 and (b) ID
010204.
inal phantoms. The permittivity of the background medium in which the breast is
immersed is chosen as 10.0 − j2.0, which yields a background wavelength λb=
4.72cm. Since the resolution of the MRI-based phantoms is very high (it has a
cell size of 0.5 mm), we derived coarser permittivity models with cell size 2.5 mm
(0.053λb) from these phantoms by local averaging. We inserted artificial spherical
tumors with permittivity (50.0 − j10.0) [De Zaeytijd, 2009, Winters et al., 2006]
and a radius in the range 6-10 mm and we positioned them in most examples at
the location (0.03 cm,-0.03 cm,0) hence rather close to the chest wall to make their
detection even more challenging. Note that the dimension of a tumor with diame-
ter 2 cm is smaller than the background half-wavelength λb/2 = 2.36 cm. These
coarser models are depicted in the same slice as in Fig. 7.1, i.e. an xy− slice at
z = 0, and furthermore in a yz-slice at x = 0.03 cm and in a 3D view in Fig. 7.2
and Fig. 7.3.
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Figure 7.2: A view of the permittivity in two slices through the discretized class 1 breast
phantom (ID 071904) for the data generation. The cell size is 2.5 mm, an artificial tumor
with radius 1 cm has been added to the phantom and the muscle layer has been removed.
Top row: real part and imaginary part in xy plane; Middle row: real part and imaginary part
in a yz plane at x = 0.03 cm; Bottom row: iso-surface of the real part.
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Figure 7.3: A view of the permittivity in two slices through the discretized class 2 breast
phantom (ID 010204) for the data generation. The cell size is 2.5 mm, an artificial tumor
with radius 8 mm has been added to the phantom and the muscle layer has been removed.
Top row: real part and imaginary part in xy plane; Middle row: real part and imaginary part
in a yz plane at x = 0.03 cm; Bottom row: iso-surface of the real part.
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7.2.2 Antenna configuration
A breast is part of a body, hence it is not a free-standing object and the antennas
cannot be located all around it, as with the spherical configurations in Chapter
6. We choose a configuration as in Fig. 7.4, where antennas are positioned on 5
circles on a hemi-ellipsoidal-like surface around the front side of a gray cuboid.
The cuboid contains the breast phantom with the chest wall in the yz-plane at
x = 0.06 m. The 5 circles, which are centered on the x-axis and parallel to the
yz-plane, each contain 8 equally spaced antenna positions. The spacing between
the antenna positions on the largest circle (radius 10 cm) is approximately 7.8 cm
or 1.6λb. In each position there are 2 dipoles with polarizations in two orthogonal
directions tangential to the spheroid. This yields a total of 80 dipoles, which is only
half of the number used in [De Zaeytijd, 2009], hence requiring less computational
effort. All 80 dipoles are used to sample the field, but only 64 dipoles that are
closer to the breast (indicated with the larger green dots) are used to illuminate the
phantom. This yields a total of ND = 5120 complex field values. At the end of
this chapter an antenna configuration comprising more antennas is described and
tested as well. Unless otherwise specified, we set a signal-to-noise ratio (SNR) of
20 dB for all scattered field data that are inverted in this chapter.
7.3 Reconstruction results
In this section we first compare reconstructions obtained with different types of
regularization, more in particular WCDA, TV-like and MS regularization, for the
two phantoms from Fig. 7.2 and Fig. 7.3 and we also illustrate the effects of in-
creasing the SNR to 30 dB. Next, we continue with the class 1 Phantom and Huber
regularization and we examine the influence of choosing different values for the
(inverse grid) cell size on the reconstructions — note that in all reconstructions in
this chapter, the cell sizes in the forward and update problems are identical. We
then perform reconstructions for tumors at different positions in the breast as well
as for multiple tumors. Finally we show reconstructions for smaller tumors and
we compare with reconstructions from a denser antenna configuration.
To test the abilities of the method, we perform complete blind reconstructions,
i.e. we do not use prior knowledge of the breast contour, which is sometimes
suggested in the literature. The initial estimate is just the uniform background
medium with permittivity 10− 2j.
For the forward problem solution, the tolerance for the BICGSTAB itera-
tive routine is set to 10−3. This iterative routine is used as well for the solu-
tion of the update equation (3.36). The constraints on the permittivity are set to
1.0 < Re(ε) < 55.0 and −50.0 < Im(ε) < 1.0 to keep the forward problem
well-conditioned [De Zaeytijd, 2009]. As we mentioned before, we only have ND
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(a) xyz view (b) xy view
Figure 7.4: Antenna positions (dots) on a hemi-ellipsoidal-like surface. The arrows in two
orthogonal directions indicate transmitting dipoles. The cuboid in the center indicates the
reconstruction domain D. (a) xyz view; (b) xy view.
Figure 7.5: Reconstruction with gl−c regularization of the class 1 breast phantom with a
single 1.0 cm radius tumor. Left: real part; Right: imaginary part.
= 5120 complex data from the antenna configuration in Fig. 7.4, while the number
of reconstruction variables in the following ranges from 13440 to 107520 . This
means the problem is heavily under-determined and the regularization is indis-
pensable. We set the regularization parameter µ = 1 × 10−5 [Bai et al., 2013d]
and threshold parameter γ = 0.001 [Bai et al., 2014] for the WCDA models. For
MS, the regularization parameter µ = 1 × 10−4 is adopted [De Zaeytijd, 2009].
All computations were performed on a six-core Intel i7 980x processor (3.33GHz)
with 24GByte memory. Since for none of the reconstruction results in the follow-
ing, the real part attained values higher than 40, the images of the real part will be
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shown in the range [1,40] rather than [1,55] as for the models in Figs. 7.2 and 7.3;
for the imaginary part the same scale as in Figs. 7.2 and 7.3 will be used.
7.3.1 Comparison between different regularization methods
To validate the effectiveness of the proposed WCDA regularized algorithm, Multi-
plicative smoothing (MS) regularization (3.14), TV-like regularization (4.24) and
WCDA models gh (4.23), gl−h (4.29) and gl−c (4.30) are employed in indepen-
dent reconstructions and the results are compared. For the WCDA model gl−c, we
tried different parameters (µ, γ) and different levels of noise for breast phantom
1. Although there is some indication of the breast contour, these reconstructions
did not succeed (Figure 7.5) and we will not use this function in the remaining
of this Chapter. Further research is needed to investigate this function. We show
reconstructions with the Huber functions gh and the WCDA function gl−h for both
breast phantoms with a tumor with permittivity (50 − j10) in the location (0.03
cm,-0.03 cm,0), as specified in Section 7.2.1. Since the images obtained in this
Section with gh and gl−h look nearly identical, we conclude that the effect of ap-
plying the Le clerc function for small arguments is negligible, hence we will only
use the Huber function gh in the later sections of this Chapter.
Breast ID 071904 (ACR classification: Class1)
The reconstruction grid D has a cell size of 5 mm (0.106λb) and 24 × 28 × 20
cells, which yields 13440 permittivity unknowns. The radius of the tumor is 1 cm
(see Fig. 7.2). We noticed that all the methods that we employed in the comparison
converged before 7 iterations. Therefore, the results after 9 iterations (40 minutes)
are depicted in Figs. 7.6 - 7.7 for the different regularizations. The real (left) and
imaginary (right) parts in two slices through the reconstructed complex permittiv-
ity profile, along the xy-plane (top) and the yz-plane at x = 0.03 cm (bottom), are
shown for MS (Fig. 7.6 top rows), TV-like (Fig. 7.6 bottom rows), gh (Fig. 7.7 top
rows) and gl−h (Fig. 7.7 bottom rows). The shape of the breast and the locations
and dimensions of the healthy heterogeneities and of the tumor are reconstructed in
all images. The MS images show more smoothed glandular tissues and tumor than
the TV-like images and WCDA images; the imaginary part of the homogeneous
regions (fatty tissue and exterior medium) is perturbed with stronger fluctuations
in the MS images than in the WCDA images, the TV-like images being somewhere
in between. The images obtained with the WCDA functions gh (Fig. 7.7 top rows)
and gl−h (Fig. 7.7 bottom rows) look nearly identical. The real part of the glandu-
lar tissues is underestimated for all images, but mostly for MS; with TV-like and
WCDA some higher values are visible in the glandular tissues nearby the tumor.
For the imaginary part of the glandular tissues, we see some correct high values
in the TV-like and WCDA images; the WCDA images appear closest to the model
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in this respect. With all methods the permittivity values of the tumor are nearly
identical (approximately 20 − j6.5) and underestimated (exact value: 50 − j10);
note that the relative error is smaller for the imaginary part than for the real part.
The dimensions of the tumor are somewhat overestimated with the TV-like and
WCDA methods.
Breast ID: 010204 (ACR classification: Class2)
We employed the same regularizations for the phantom ID 010204. The recon-
struction grid D has a cell size of 4mm (0.084λb) with 25× 25× 25 cells, which
yields 15625 permittivity unknowns. The radius of the tumor now is 8 mm for this
relatively small phantom. The results after 9 iterations (40 minutes) are depicted in
Figs. 7.8 - 7.9. The reconstructing behaviors here look similar to those of phantom
ID 071904. The MS images again are heavily smoothed, but now the visibility of
the tumor in the imaginary part is quite poor. This is not the case with the TV-
like and WCDA images, where the tumor is clearly visible at the correct location.
Note that the images obtained with the WCDA functions gh (Fig. 7.9 top rows)
and gl−h (Fig. 7.9 bottom rows) again look nearly identical. Comparing with the
model in Fig. 7.3, it can be seen that the average permittivity values of the dense
fibroglandular heterogeneity (for both the real and imaginary parts) are rather well
reconstructed with the TV-like and WCDA regularizations. However, as with the
class 1 breast phantom, the permittivity values of the tumor, approximately 22−j7
for TV-like and approximately 20−j6 for WCDA, are underestimated (exact value:
50 − j10), the relative error being smaller for the imaginary part than for the real
part, and the tumor dimensions are a bit overestimated.
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Figure 7.6: Reconstruction with MS regularization (top rows) and TV-like regularization
(bottom rows) of the class 1 breast phantom with a single 1.0 cm radius tumor. SNR = 20
dB. Left: real part; Right: imaginary part; Top: xy plane; Bottom: yz plane at x = 0.03
cm.
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Figure 7.7: Reconstruction with gh regularization (top rows) and gl−h regularization (bot-
tom rows) of the class 1 breast phantom with a single 1.0 cm radius tumor. SNR = 20 dB.
Left: real part; Right: imaginary part; Top: xy plane; Bottom: yz plane at x = 0.03 cm.
126 CHAPTER 7
Figure 7.8: Reconstruction with MS regularization (top rows) and TV-like regularization
(bottom rows) of the class 2 breast phantom with a single 0.8 cm radius tumor. SNR = 20
dB Left: real part; Right: imaginary part; Top: xy plane; Bottom: yz plane at x = 0.03
cm.
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Figure 7.9: Reconstruction with gh regularization (top rows) and gl−h regularization (bot-
tom rows) of the class 2 breast phantom with a single 0.8 cm radius tumor. SNR = 20 dB
Left: real part; Right: imaginary part; Top: xy plane; Bottom: yz plane at x = 0.03 cm.
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7.3.2 Reconstructions for a higher SNR
We also performed reconstructions of the class 1 breast phantom for a higher value
of the signal-to-noise ratio of the simulated field data: SNR = 30 dB. We adjusted
the regularization parameter to a smaller value µ = 1 × 10−6 for this lower level
of noise; for MS we kept the same value µ = 10−4. The reconstructions are
shown in Fig. 7.10 [Bai et al., 2013a]. We can see that with the Huber function,
the quality of the reconstruction from 30 dB deteriorated measurements is similar
to that from the 20 dB deteriorated measurements; a slight improvement for the
glandular tissue and the tumor is visible at 30 dB. With MS regularization, the
quality at SNR = 30 dB is better than that at SNR = 20 dB.
7.3.3 Reconstructions with different cell sizes
In this subsection, we will test the ability of the algorithm with Huber regulariza-
tion gh for different grid resolutions. We used the field data that were simulated,
as specified in Section 7.2, for the class 1 breast coarse model with cell size 2.5
mm from Fig. 7.2 and SNR = 20 dB. We performed the reconstructions with cell
size of 5 mm with 24× 28× 20 cells (13440 permittivity unknowns); 4 mm with
30× 35× 25 cells (26250 permittivity unknowns) and 2.5mm with 48× 56× 40
cells (107520 permittivity unknowns) see Fig. 7.11. This figure shows that for
the same amount of data, when the resolution increases, the permittivity values
of the central glandular tissues decrease; for the smallest cell size (Fig. 7.11 (c))
in particular, some dense fibroglandular heterogeneity is missing in the real part
and the glandular tissue is averaged in the imaginary part; the permittivity of the
tumor remains quasi identical for the 3 cell sizes. Notice here that using only
5120 complex data to reconstruct 107520 permittivity unknowns is an extremely
under-determined problem, which is not compensated for sufficiently with our reg-
ularization. We noticed that the regularization parameter in our method is robust
with the different cell sizes. Here we have to mention that when the resolution
increases, the reconstruction time also increases a lot: from 40 minutes with res-
olution 5mm or 13440 permittivity unknowns to 11 hrs with resolution 2.5mm or
107520 permittivity unknowns (i.e. about 8 times more unknowns). Note that we
did not apply the subspace preconditioning (SPLSQR) algorithm for the solution
of the update equation (3.36), which substantially reduced the reconstruction time
in [De Zaeytijd et al., 2009]. Note further that we kept for the different cell sizes
the same tolerance for the BIGCSTAB routine, specified as 10−3 in Section 7.2;
this tolerance determines its accuracy and iteration time.
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Figure 7.10: Reconstruction with MS regularization (top rows) and gh regularization (bot-
tom rows) of the class 1 breast phantom with a single 1.0 cm radius tumor. SNR = 30 dB.
Left: real part; Right: imaginary part; Top: xy plane; Bottom: yz plane at x = 0.03 cm.
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(a) cell size = 5 mm (b) cell size = 4 mm (c) cell size = 2.5 mm
Figure 7.11: Reconstructions with Huber regularization of the class 1 breast phantom with
a single 1 cm radius tumor for different grid resolutions: (a) cell size = 5 mm; (b) cell size
= 4 mm; (c) cell size = 2.5 mm. Top: real parts; Bottom: imaginary parts.
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7.3.4 Reconstructions for different positions of the tumor
In this subsection, we change the position of the tumor in the breast to see its
influence on the reconstruction. We only show reconstructions for phantom ID
071904 and with Huber regularization gh. We used the cell size of 5 mm with
24 × 28 × 20 cells (13440 permittivity unknowns). Besides the tumor centered
at x0 = 0.03, y0 = −0.03, z0 = 0 in Fig. 7.7, we now consider the same tu-
mor with permittivity (50.0 − j10.0) and radius 1 cm at three different posi-
tions: (a) x0 = 0, y0 = 0, z0 = 0; (b) x0 = 0.01, y0 = −0.01, z0 = 0; (c)
x0 = 0.02, y0 = −0.02, z0 = 0. From the imaginary part in Fig. 7.12 (c), we
notice that the tumor is clearly visible to the right of the glandular tissues and that
its value of approximately 9 is close to the actual value in the model; from the
real part, we observe that its value is approximately 23. When the tumor moves
closer to the center of the domain in Fig. 7.12 (b) and (a), taking the place of
the original glandular tissues, its permittivity increases to approximately (40-j14).
From all previous images in Section 7.3, we observe that the reconstruction of high
permittivity values is better in the center of the reconstruction domain.
7.3.5 Reconstruction with multiple tumors
We now consider multiple tumors in the breast to see the influence on the recon-
struction. We only show reconstructions for phantom ID 071904 and with Huber
regularization gh. We used the cell size of 5 mm with 24 × 28 × 20 cells (13440
permittivity unknowns). We inserted two identical spherical tumors with permit-
tivity (50.0 − j10.0) and radius 10 mm in respective positions x0 = 0.03, y0 =
−0.03, z0 = 0 and x0 = 0.03, y0 = 0.03, z0 = 0. From Fig. 7.13, we notice that
the reconstruction quality of the tumors is not affected by an additional tumor. The
reconstruction of the tumor is to some extent affected by the location in the breast,
which is conform with the results in the previous subsection.
7.3.6 Reconstructions for smaller tumor sizes
In this subsection we focus on the reconstruction of smaller tumors, with Huber
regularization and for the class 1 breast phantom ID 071904. However, the de-
tectable tumor size might also be affected by the simulated data generation process
in Section 7.2 where a cell size of 2.5 mm is used. Since the cell size of the recon-
struction grid should not be smaller than the cell size used for generating the data,
we tested two inverse grid resolutions: a resolution 2.5 mm (107520 permittivity
unknowns) and a resolution of 5 mm (13440 permittivity unknowns). We used
5120 complex field data. We consider tumors with diameters from 2 cm to 1.20
cm, more particularly: 2 cm (≈ λb/2.4), 1.6 cm (≈ λb/3), 1.4 cm (=≈ λb/3.4)
and 1.2 cm (=≈ λb/4). The reconstructions are shown in Fig. 7.14. It can be seen
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(a) (b) (c)
Figure 7.12: Reconstructions with Huber regularization of the class 1 breast phantom with
a single 1cm radius tumor for different tumor positions in the xy plane: (a) x0 = 0, y0 =
0, z0 = 0; (b) x0 = 0.01, y0 = −0.01, z0 = 0; (c) x0 = 0.02, y0 = −0.02, z0 = 0. Top:
real parts; Bottom: imaginary parts.
Figure 7.13: Reconstructions with Huber regularization of the class 1 breast phantom with
two 1cm radius tumors in the xy plane.
that the tumor with diameter 1.6 cm (≈ λb/3) is reconstructed at the right location
in Fig. 7.14 (b), but where the larger tumor in Fig. 7.14 (a) is a bit oversized, this
smaller one is a bit undersized. When the radius decreases to 0.7 cm, it is difficult
to notice the tumor visually: only a faint change with respect to surrounding per-
mittivity is observed at the tumor location in Fig. 7.14 (c) for the 5 mm grid and
some clue can still be observed in 3D iso-surface; the tumor with radius 0.6 cm is
not visible in Fig. 7.14 (d). As in Fig. 7.11, we can notice that the reconstruction
of the tumors is only slightly affected by the cell size of the grid: the tumor per-
mittivity values are slightly larger with the 5 mm cell size than with the 2.5 mm
cell size.
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(a) rt = 10 mm (b) rt = 8 mm (c) rt = 7 mm (d) rt = 6 mm
Figure 7.14: Reconstructions with Huber regularization gh of the class 1 breast phantom for
different tumor sizes and using 5120 field data. Radius of the tumor: (a) 10 mm; (b) 8 mm;
(c) 7 mm; (d) 6 mm. Top row: real parts with 5 mm cell size; Second row: imaginary parts
with 5 mm cell size; Third row: real parts with 2.5 mm cell size; Fourth row: imaginary
parts with 2.5 mm cell size; Bottom: 3D iso-surfaces.
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7.3.7 Reconstructions from a larger amount of data
To see whether the reconstruction quality can be improved by adding more anten-
nas, we did additional simulations with Huber regularization for the same tumors
as in Fig. 7.14 with another antenna configuration, which is shown in Fig. 7.15.
This configuration consists of 5 circles with diameter 18 cm (radius 9 cm) and one
extra circle with diameter 9 cm (radius 4.5 cm). There are 12 antenna positions
equally spaced on each circle, hence the spacing between these positions is 4.7
cm or λb. The distance between two circles is 2.8 cm or 0.6λb. The first circle is
placed at the chest wall, at x = 5.6 cm. The last (6th) circle is then at x = −8.4
cm, which is outside of the domain D. Hence we take the smaller diameter 9 cm
for this last circle. There are 72 positions in total and 2 polarizations per position.
We use all positions for the transmitters and the receivers. The total number of
data is D = 20736 which is 4 times the number of measurements generated by
Fig. 7.4.
For this large amount of antennas, we applied a local averaging cell size of 4
mm to the original phantom ID 071904 to derive a coarser permittivity model than
the one in Fig. 7.2 for generating the simulated field data. We set the SNR=20
dB. For the reconstruction, we used a cell size 5 mm. The reconstructions after
2.5 hours or 12 iterations are shown in Fig. 7.16. By comparing Fig. 7.14 and
Fig. 7.16, we notice that the reconstruction behavior did not change drastically by
using the more dense antenna configuration from Fig. 7.15 in combination with
the coarser data model, but a number of details seem to have improved: the shape
and permittivity values of the central glandular tissues are closer to the model and
the glandular tissue near the nipple is slightly more apparent in the real parts; in
the real parts, the largest (1 cm radius) tumor in Fig. 7.16 (a) is less oversized, the
(0.8 cm radius) tumor in Fig. 7.16 (b) is less undersized and the presence of the
(0.7 cm radius) tumor in Fig. 7.16 (c) is a bit more pronounced; the smallest tumor
in Fig. 7.16 (d) is still not visible.
A further improvement of these reconstructions might be expected from using
more closely spaced receiving antennas than with the configuration (Fig. 7.15)
employed in this subsection, possibly at the expense of the number of transmitters,
if the total number of data is to be restricted. Improvements in the image details
also might be achieved by further increasing the SNR ratio of the data.
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(a) xyz view (b) xy view
Figure 7.15: Antenna positions (dots) on a set of circles with ND = 20736. The arrows in
two orthogonal directions indicate transmitting dipoles. The cuboid in the center indicates
the reconstruction domain D. (a) xyz view; (b) xy view.
(a) (b) (c) (d)
Figure 7.16: Reconstructions with Huber regularization gh of the class 1 breast phantom
for different tumor sizes and using 20736 field data. Radius of the tumor: (a) 10 mm; (b) 8
mm; (c) 7 mm; (d) 6 mm. Top: real parts; Bottom: imaginary parts, with 5 mm cell size.
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7.4 Conclusion
In this Chapter, we tested the proposed TV-like and WCDA models (including
Huber regularization) in three-dimensional quantitative biomedical imaging. We
showed reconstructions of the spatial complex permittivity distribution in biologi-
cal objects from scattered field data at one single frequency, which overcomes the
difficulties with the dispersive nature of body tissues.
The main contributions in this Chapter are: Firstly, we employed different
models from the WCDA class to reconstruct piecewise continuous biomedical tis-
sues, more particularly MRI-derived numerical breast phantoms, to see the fea-
sibility and difference between these models. Secondly, we experimented with
different breast phantoms and with different noise levels. Thirdly, we took Total
Variation (TV)-like regularization [Bai et al., 2013c] into comparison. Finally, we
tested the performance of the algorithm with: a) different spatial resolutions in
the reconstruction domain; b) different tumor positions and multiple tumors in the
breast, which illustrates that the same tumor in different positions shows a different
behaviour in the reconstruction; c) different sizes of tumors, from where we notice
that a tumor with a diameter of 16 mm is detectable with the current method. In
particular, we made effort to improve the reconstruction quality by adding more
antennas.
It’s encouraging that tumors can still be detected in this quite heavily under-
determined situation with WCDA regularization. However, the permittivity value
reconstructed in the real part is lower than the expected value. The presented ex-
amples give an indication but are not sufficient to draw final conclusions on to the
reconstruction capabilities of the regularized modified Gauss-Newton technique:
this would require a more in-depth analysis of certain parameters in the forward
and update problem solvers, which was outside the scope of this work. The pre-
liminary reconstruction of one of the phantoms employed in this Chapter was pub-
lished in [Bai et al., 2013a] using gh with 30 dB additional Gaussian noise. A
journal article about the content in this Chapter is in preparation.
8
A model based structured sparsity in
MRI application
8.1 Introduction
In this Chapter, we address the reconstruction of Magnetic resonance imaging
(MRI). Magnetic resonance imaging (MRI) was briefly introduced in Chapter 2,
but for a comprehensive review we refer to [Wright, 1997]. While having an MRI
scan, the combination of being put in an enclosed space for around 20 minutes
and the loud noises that are made by the magnets is typically experienced as rather
unpleasant and claustrophobic [Hunt et al., 2011]. Reducing the scanning time
would be desirable in order to reduce patient discomfort. Moreover, if the ex-
amination time was shorter, more patients could be examined on the same day.
Imaging speed at this point is very important in many MRI applications. However,
the speed at which data can be collected in MRI is limited by physical and phys-
iological (nerve stimulation) constraints [Lustig et al., 2008a]. Therefore, many
researchers are seeking methods to reduce the amount of acquired data without
degrading the MRI image quality.
Compressed sensing (CS) emerged as a new branch in signal processing, which
aims at smart capturing of signals at a rate significantly below the Nyquist rate
[Donoho, 2006]. Currently, CS techniques for MRI are being extensively explored
in the research community, due to their potential to reduce the examination time
greatly.
A successful application of CS requires [Lustig et al., 2008a]
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• transform sparsity: The desired image must have a sparse representation
in a known transform domain (i.e., it must be compressible by transform
coding),
• incoherence of undersampling artifacts: In the case of MRI, this means that
the aliasing artifacts in a linear reconstruction caused by k -space undersam-
pling must be incoherent (noise-like) in the sparsifying transform domain.
• nonlinear reconstruction: The image must be reconstructed by a non-linear
method, which enforces both sparsity of the image representation and con-
sistency of the reconstruction with the acquired samples.
Sparse MRI techniques have been explored in many papers, e.g., [Lustig et al.,
2007, Lustig et al., 2008a, Lustig and Pauly, 2010, He et al., 2007, Gamper et al.,
2008, Aelterman et al., 2011] and their work has inspired many others.
In many applications the coeffcients of a signal representation are not only
sparse but also form some groups or structures. This leads to the concept of
structured sparsity, where the interdependency structure of the signal is encoded
[Cevher et al., 2008,Cevher et al., 2010,Baraniuk et al., 2010,Pizurica et al., 2011].
An efficient MRF-based structured sparsity approach for compressive sensing (CS)
was developed in [Pizurica et al., 2011]. In this approach, hidden labels are im-
posed on the observable field to model a priori knowledge about spatial clustering
of sparse coefficients. In contrast to other related structured sparsity approaches
that combine the MRFs or tree-structured models with greedy optimization meth-
ods, the approach of [Pizurica et al., 2011] was the first one to combine structure
encoding with MRFs with optimization methods (in particular, augmented La-
grangian) and was also the first one to demonstrate huge potentials of this approach
in MRI imaging.
In this Chapter, we further build on the work of [Pizurica et al., 2011], opti-
mizing its parameters and making more extensive experimental evaluation on real
MRI images. We give different prior probabilities to two types of binary labels in
the Markov Random Field (MRF) model that label the coefficients as being signif-
icant or not. Experimental results indicate a significantly improved performance
resulting from this parameter optimization; the resulting peak signal-to-noise ratio
(PSNR) is increased, in same cases even up to several dB at the same number of
iterations.
The Chapter is organized as follows. In Section 8.2 the basic ideas of Com-
pressed Sensing (CS) and signal sparsity will be reviewed briefly. The advantage
of structured sparsity is discussed in Section 8.3. Section 8.4 explains the princi-
ples of using CS in MRI reconstruction. Sections 8.5 and 8.6 introduce the model
based structured sparsity LaADMM method and improved LaADMM-F method
respectively. Experimental validations are shown in Section 8.7 and Section 8.8
concludes the Chapter.
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8.2 Compressive Sensing and Sparsity
In the field of digital signal processing, any continuous signal (analog domain) has
to be transferred into a discrete signal (digital domain) by sampling. The Shannon
/ Nyquist theorem [Nyquist, 2002] established the sampling rate that guarantees
perfect reconstruction of the signal. In order to preserve fully the information
content in the signal, the sampling rate has to be twice the bandwidth of the signal.
However, in many practical applications, it takes considerable time to obtain the
samples that the Nyquist rate requires.
Compressed sensing (CS) in this context presents a new method to capture
and represent signals at a rate significantly below the Nyquist rate, by using prior
knowledge about the signal (being sparse in an appropriately chosen transform do-
main) and by employing smart non-linear reconstruction algorithms. Compressed
sensing or compressive sampling employs non-adaptive linear projections that pre-
serve the structure of the signal, which is then reconstructed from these projections
using an optimization process [Donoho, 2006]. In traditional data acquisition sys-
tems, transform coding typically proceeds as follows:
• the complete set of transform coefficients of the required signal is computed;
• the largest coefficients are located and the smallest coefficients are discarded1;
• the values and locations of the largest coefficients are encoded.
However, this process suffers from three inherent inefficiencies. First, the ini-
tial number of samples may be large even if the final one is very small. Sec-
ondly, the set of all transform coefficients must be computed even though most
of them will be discarded. Thirdly, the locations of the large coefficients must
be encoded, thus introducing an overhead [Baraniuk, 2007]. Compressed sensing
addresses these inefficiencies by directly acquiring a compressed representation
of a signal x ∈ RN without going through the intermediate stage of acquiring N
samples [Donoho, 2006, Candes et al., 2006]. Thus CS has the potential to allow
reconstructing signals from far fewer samples than the Nyquist rate but without
degrading the image quality, or alternatively, to improve the reconstruction quality
if the sampling rate is the same as in the traditional systems.
Any signal or higher-dimensional data can be vectorized into a long one-
dimensional vector x ∈ RN , which can be further decomposed into a basis of
N × 1 vectors {Ψi}Ni=1 as follows:
x = Ψθ, (8.1)
where the columns of the matrix ΨN×N are the vectors Ψi, and θN×1 is the vector
of the weighting coefficients. The relationship of the measurements A and signal
1Most of coding methods also take the spatial dependences into account.
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y A Ψ θ
Figure 8.1: Compressive sensing measurement process with a measurement matrixA and
transform matrix Ψ. The vector of coefficients θ is sparse with K = 6.
x is illustrated in Figure 8.1. Actually x and θ are equivalent representations of the
signal, with x in the space domain and θ in the Ψ domain. If K  N entries of
θ are nonzero, it is said that x has a sparse representation with sparsity K (or x is
called K− sparse). Few natural signals are truly sparse; rather they are compress-
ible. A signal x is compressible if its sorted coefficient magnitudes decay rapidly
according to the power law [Baraniuk et al., 2010]
|xI(i)| 6 Gi−1/r, i = 1, · · · , N (8.2)
where I indexes the sorted coefficients, and G > 0 and r > 0 are constants.
In Compressed Sensing (CS), the signal is not acquired by measuring x or θ
directly. Linear projections like y = Ax = AΨθ will be instead measured by a
M × N measurement matrix A (Figure 8.1). The matrix A must be stable, such
that the salient information in any K−sparse or compressible signal is not dam-
aged by the dimensionality reduction from x ∈ RN to y ∈ RM . A criterion called
restricted isometry property (RIP) is commonly used for evaluating the quality of
this measurement matrix A [Candes et al., 2006]. A measurement matrix satisfies
the K-RIP if there exists a constant δK > 0 such that for all K−sparse vectors x,
(1− δK)‖x‖2 ≤ ‖Ax‖2 ≤ (1 + δK)‖x‖2. (8.3)
In principle, the recovery is possible using A that has the 2K-RIP2 with δ2K <
1 which makes the recovery procedure possible, but the related optimization will
be NP-complete and numerically unstable. In practice, one typically employs ma-
trix A that has the 3K-RIP with δ3K < 1/2, which will result in a numerically
stable recovery in polynomial time.
The significant coefficients θi are then reconstructed from only M measure-
ments y using an optimization algorithm, which can be used to search for the
2k−RIP denotes the restricted isometry property (RIP) of order k.
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sparsestθ that agrees with these measurements y. Thus, using numerical optimiza-
tion the full-length signal can be reconstructed from a relatively small amount of
collected data. In other words, CS is an efficient signal acquisition at a low sam-
pling rate and later uses computational power for reconstructing the signal from
what appears to be an incomplete set of measurements.
L0 pseudonorm that counts the number of non-zero entries in θ measures di-
rectly the sparsity of a signal. The optimization
xˆ = arg min
x
‖x‖0 s.t. Ax = y (8.4)
can recover a K−sparse signal exactly with high probability using only M =
K + 1 iid Gaussian measurements [Baraniuk et al., 2008]. Unfortunately, solving






locations of the nonzero entries in θ. Using L1 norm instead in the optimization:
xˆ = arg min
x
‖x‖1 s.t. Ax = y (8.5)
can exactly recover K−sparse signals and closely approximate compressible sig-
nals with high probability using M = cKlog(N/K) iid Gaussian measurements
[Candes et al., 2006, Donoho, 2006].
8.3 Structured sparsity
For natural signals or images, sparse coefficients are rarely randomly scattered, but
they rather form some groups or structures. The so called structured sparsity con-
cept exploits the fact that the values and locations of the nonzero coefficients have
a particular structure that is characteristic of natural images. For instance, modern
wavelet image coders exploit not only the fact that most of the coefficients of a
natural image are small but also the fact that the locations of the large coefficients
have a particular structure [Arivazhagan et al., 2003]. Figure 8.2 shows a wavelet
transform of an MRI image. The top left is the original image and different lev-
els of wavelet coefficients are shown in other three sub-figures. We can clearly
see that large coefficients are clustered around the edges and other discontinuities
of the original image. Encoding this structure will typically yield improvements
over treating each coefficient independently. Ideas of using structure in sparse
sampling include approaches like group sparsity [Yuan and Lin, 2006, Huang and
Zhang, 2010] or group Lasso [Lv et al., 2011] block sparsity [Eldar and Mishali,
2009, Stojnic et al., 2009] tree sparsity [He and Carin, 2009] and more general
graph sparsity [Huang et al., 2009] model based sparsity [Baraniuk et al., 2010]
etc.
In theory, structured sparsity has its advantage with respect to the compression
rate. For example, if a random matrix is used as the measurement matrix, M =
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Figure 8.2: Example of a wavelet decomposition of an MRI image. Bright pixels denote
the wavelet coefficients that are large in magnitude. Note that these large coefficients are
sparse and that they also form certain structures.
cKlog(N/K) rows are required for 3K-RIP while only M = cK(1 + αlogN)
rows (α 1) are needed for the corresponding probabilistic RIP (PRIP) in struc-
tured sparsity [Cevher et al., 2008].
Therefore, structured sparsity provides two immediate benefits to CS: 1) en-
ables to reduce the number of measurements significantly; 2) leads to a more robust
recovery by better differentiating true signal information from recovery artifacts.
In this dissertation, we will further build on the structured sparsity approach
of [Pizurica et al., 2011], where structure is encoded in a MRF and applied to MRI
imaging.
8.4 Compressed sensing in MRI
One of the most prominent applications of Compressed Sensing (CS) is Mag-
netic Resonance Imaging (MRI). Two main reasons are: reducing time (increasing
speed) but also improving quality (at the same speed) [Lustig et al., 2008a].
As we discussed in Chapter 2, MRI scanners use strong magnetic fields and
radio-waves to form images of the body [Wright, 1997]. MRI is an essential
medical imaging tool with an inherently slow data acquisition process and thus,
any strategy that offers potentially significant scan time reduction or improves the
imaging speed, can be of benefit to both patients and health care economics [Lustig
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Figure 8.3: MRI as a compressed sensing system described in [Lustig et al., 2008a].
et al., 2008a].
8.4.1 Sparse MRI
MRI data are acquired in the frequency domian, i.e. in the so-called k-space. The
speed of k-space traversal is limited by physical constraints. In addition, high gra-
dient amplitudes and rapid switching can produce peripheral nerve stimulation in
patients [Chronik and Rutt, 2001]. Since this must be avoided, the physiology of
the patient provides a fundamental limit to gradient system performance. Because
sampling speed is fundamentally limited, many researchers are striving to reduce
the amount of acquired data without degrading image quality. The enthusiasm of
MRI researchers for CS is driven by two factors. First, CS-MRI (sparse MRI) of-
fers significant benefits in terms of the imaging speed, which will improve patient
care and reduce costs [Lustig et al., 2008a]. Secondly, MRI is very well suited to
CS. The transform sparsity of MRI and the coded nature of MR acquisition are
two key properties enabling CS in MRI. The assumptions behind the theory are
easy to be satisfied in MRI.
Figure 8.3 illustrates the elements in a CS-MRI system. A radio frequency
(RF) coil receives the signal in an encoded form consisting of the samples in k-
space. A proper sampling trajectory should be used to ensure incoherence between
the undersampling artifacts and actual image structures. Random sampling of the
k-space samples could in theory yield accurate reconstructions from a small subset
of k-space, but is not applicable in practice due to physical constraints. In practice,
we need to consider realistic sub-sampling trajectories (like radial or spiral).
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8.4.2 ADMM algorithm for sparse MRI
The use of CS in MRI was mostly popularized by the papers of [Lustig et al.,
2007, Lustig et al., 2008a, Lustig and Pauly, 2010, Gamper et al., 2008]. The re-
construction of MRI could be described by the following problem
xˆ = arg min
x
J(x) s.t. ‖Ax− y‖2 < σ2 (8.6)
where the complex vectors y ∈ CM and x ∈ CN (M ≤ N) are linear projections
(the acquired k−space data in MRI) and the ideal (or hypothetical desired) MRI
image, respectively, in column stack ordering (i.e. the image columns stacked into
one vector). The measurement matrix A ∈ CM×N is an undersampled Fourier
operator (or the non-uniform Fourier transform NUFT operator for non-Cartesian
trajectories) and σ controls the fidelity of the reconstruction to the measured data.
For a detailed description of this algorithm, we refer to [Aelterman et al., 2011].
Here a brief overview is given, largely taken from [Pizurica et al., 2011]
The functional J(x) is a given data complexity penalty, which is minimized
subject to data fidelity. This sparsity prior J(x) is commonly defined as a convex
function Φ(x) : J(x) = ‖Φ(x)‖1, where Φ(x) is a sparsifying transform Φ(x) =
Sx or a combination of such transforms. In general, S is a wavelet or ‘wavelet-
like’ (curvelet [Candes et al., 2005] shearlet [Easley and Labate, 2008] or related)
transform, or it can be total variation [Rudin et al., 1992] (TV norm) which is a
discrete gradient [Chambolle, 2004] reducing in this case J(x) to the so-called
bounded variation. A combination of a sparse transform regularizer and the TV
norm: J(x) = ‖x‖TV + ‖Sx‖1 is also commonly used in sparse MRI [Huang
et al., 2011]. We will use the shearlet regularization as in [Aelterman et al., 2011]
(J(x) = λS‖Sx‖1), as well as combined shearlet and TV regularization: J(x) =
λTV ‖x‖TV + λS‖Sx‖1 in our experiments with constants λTV and λS weighting
the influence of the two components.
Many competing algorithms [Needell and Tropp, 2008, Tropp and Gilbert,
2007,Yin et al., 2008,Daubechies et al., 2004,Blumensath and Davies, 2008,Com-
bettes and Pesquet, 2007, Figueiredo et al., 2007] were proposed to solve the con-
strained optimization problem in (8.6) with J(x) = ‖Φ(x)‖1.
The sparse MRI algorithm of [Aelterman et al., 2011] is based on the Split
Bregman (SB) method [Goldstein and Osher, 2009] which builds on the Bregman
iteration [Osher et al., 2005]. It is known that the Bregman iteration method is
equivalent to augmented Lagragian and the Split Bregman (SB) method is equiv-
alent to the Alternating Direction Method of Multipliers (ADMM) [Eckstein and
Bertsekas, 1992], see, e.g. proofs in [Afonso et al., 2010, Afonso et al., 2011].
Since in the related literature ADMM is now more common, we will also call
these methods in the following Sections ADMM-based (rather than SB-based).
Here we give a condensed derivation of the ADMM method i.e. the Split-
Bregman method [Goldstein and Osher, 2009] as presented in [Pizurica et al.,
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2011]. The constrained problem in (8.6) is firstly replaced by an unconstrained
problem






which can be solved by the following iterative procedure:




yi+1 = yi + y−Axi+1
(8.8)
The key to splitting method is to ’de-couple’ the L1 and L2 portions of the en-
ergy in this minimization [Goldstein and Osher, 2009]. Denoting J(x) = ‖Φ(x)‖1
and introducing an auxiliary variable d = Φ(x), the problem in the first line in
(8.8) becomes restated as




‖Ax− yi‖22 s.t. d = Φ(x) (8.9)
This is further transformed into a sequence of unconstrained problems using
the Bregman formulation, so the problem in (8.9) becomes:







bi+1 = bi + Φ(xi+1)− di+1
(8.10)
which is efficiently solved by iteratively minimizing over x and d separately, yield-
ing the full algorithm shown in Algorithm 2.
while ‖Ax− y‖2 > σ2 do
for i = 1 to N do






‖di −Φ(x)− bi‖22 (step 1)




‖d− Φ(xi+1)− bi‖22 (step 2)
bi+1 = bi + Φ(xi+1)− di+1(step 3)
end for
yi+1 = yi + y−Axi+1(step 4)
end while
Algorithm 2: ADMM algorithm (Split Bregman algorithm).
In [Aelterman et al., 2011] step 1 in (Algorithm 2) was solved by a precon-
ditioned conjugate gradient method (due to the employed NUFT operator). The
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sparsity prior was L1 norm of the shearlet coefficients: J(x) = ‖Φ(x)‖1 = ‖Sx‖1
and step 2 was solved by component-wise soft-thresholding:
[di+1]m = Θ([Sxi+1 − bi]m, 1
µ
) (8.11)
where the soft thresholding function Θ is defined as
Θ(u, γ) = sign(u) max(|u| − γ, 0) (8.12)
and dm denotes them−th component of the vector d. The algorithm in (Algorithm
2)-with soft threshold step (8.11)(8.12) will be here referred to ADMM algorithm.
Related approach was also discussed by the authors of [Aelterman et al., 2011]
in somewhat a more general setting with J(x) being a sum of TV norm and L1
norm of the shearlet coefficients. We will also present here the results of this
‘compound’ prior. Other related methods [He et al., 2007] include sparse MRI
using the conventional Bregman iteration.
8.5 Structured sparsity LaADMM algorithm
In this Section we describe the structured sparsity approach ‘Lattice ADMM’
LaADMM [Pizurica et al., 2011] that we will further optimize in this thesis. This
optimization method employs a discrete (binary) hidden Markov Random Field
model to represent spatial structure, i.e., to encode spatial clustering of large trans-
form coefficients. LaADMM is most closely related to LaMP (Lattice Matching
Pursuit) [Cevher et al., 2008], where a related Markov Random Field prior was
also used to encode structure in reconstructions from sparse data but with a differ-
ent likelihood model and using greedy optimization method Orthogonal Matching
Pursuit (OMP). The preliminary results of the LaADMM algorithm evaluated in
MRI showed a huge potential over the classical ADMM applied in [Aelterman
et al., 2011].
LaADMM was named lattice Split Bregman (LaSB) in [Pizurica et al., 2011],
but for the sake of consistent notation in this dissertation we will denote it Lattice
ADMM or short LaADMM. The algorithm [Pizurica et al., 2011] solves step 2 in
(Algorithm 1) differently, i.e., replacing the soft-thresholding part in (8.11)-(8.12)
by MRF-based estimation.
The MRF model is imposed on hidden labels attached to the (shearlet) coeffi-
cients. These hidden labels tell whether the coefficient is important or not, based
on its magnitude and based on the prior knowledge about spatial clustering of im-
portant coefficients. Specifically, let fm ∈ {0, 1} denote a hidden label attached to
the m− th (shearlet) coefficient dm (d = Φ(x) = Sx) where fm = 0 means that
dm is not of interest and, on the contrary, fm = 1 means that dm is significant. fˆ
denotes the Maximum a Posteriori (MAP) estimate of the unknown label field f.
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LaADMM algorithm replaces the soft-thresholding part in ADMM (8.11), (8.12)
by a lattice index selector.
[di+1]m = Λ([Sxi+1 − bi], [fˆ ]m) (8.13)
The mask Λ is defined as
Λ(ui, fi) =
{
ui fi = 1
0 otherwise
(8.14)
In essence, the algorithm estimates first a ‘mask’ that denotes significant co-
efficients and then the surviving coefficients are selected according to this mask,
while zeroing all the others. The mask is estimated by employing a Bayesian Max-
imum a Posterior (MAP) estimator with MRF prior on f ((4.11) in Chapter 4):
fˆ = arg max
f
P (f|d) = arg max
f
P (d|f)P (f)
where P (f|d) is the posterior distribution. P (f) is the prior probability of labelings
f, p(d|f) is the conditional p.d.f. of the coefficients d, also called the likelihood
function of f for d fixed.
The Metropolis sampler [Li, 1995a] was employed as an inference engine to
find the MAP estimate of the hidden label field, and is run in practice in each sub-
band of the sparsifying (here, shearlet) transform. Contrary to common perception
about long computation time with this type of random samplers, the Metropo-
lis sampler converges in this application very quickly. Moreover, the Metropolis
sampler leaves a lot of flexibility in terms of specifying the clique potentials and
likelihood models, which is not present with all inference methods (like graph
cuts). However, the choice of inference method for the MAP mask estimation in
the algorithm is an implementation detail, that should not influence the results. In
the following, we specify the likelihood p(d|f) and the prior model P (f) employed
in LaADMM.
8.5.1 Likelihood model
The likelihood model p(d|f) in the LaADMM algorithm is illustrated in Fig. 8.4.
Note from this figure that a prior model p(u) is first chosen for noise-free
subband coefficients u (such as Laplacian, generalized Laplacian or other suitable
prior). The parameters of this prior p(u) are estimated from the noisy/degraded
coefficient histogram and knowledge about noise standard deviation σ (or more
general, knowledge about the image degradation). In case of MRI, the empty area
on the borders of MRI image is used to estimate the noise standard deviation and
scale it appropriately to obtain noise standard deviations σ in each subband.
The threshold T is related to noise standard deviation, similarly as in [Pizurica
and Philips, 2006] but in a more conservative manner (T being in fact only a
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Figure 8.4: Estimating the likelihood model from the coefficients histogram [Pizurica et al.,
2011]
small fraction of σ in each subband, of the order of 10% or even less). Once the
threshold T is specified, the conditional probability density functions of the noise-
free coefficients pu|f (u|0) and pu|f (u|1) are obtained by rescaling the central part
(|u| ≤ T ) and the tails (|u| > T ) of the marginal prior p(u) so that they integrate
to 1 or
∫∞
−∞ pu|f (u|0) + pu|f (u|1) =
∫∞
−∞ p(u) = 1.
The observation d is considered as the sum of noise-free prior u and inde-
pendent noise n, simply as d = u + n. Then finally, the corresponding con-
ditional densities of the noisy coefficients, pd|f (d|0) and pd|f (d|1), are obtained
from pu|f (u|0) and pu|f (u|1), respectively, for the given degradation model of n.
If the degradation model in each subband is simplified by additive white Gaus-
sian noise, then the conditional densities of the noise-free data is convolved with a
Gaussian function. In case of a more complex degradation model, the correspond-
ing densities might need to be calculated empirically, but essentially the main idea
remains the same. For the results reported in this thesis, the white Gaussian noise
model is used in each subband.
8.5.2 The prior model
The prior model in LaADMM is a MRF, with joint probability that we already
discussed in Chapter 4, equation (4.6):
P (f) = Z−1 · e− 1T U(f)














whereN is the chosen neighborhood system. V1(fi) and V2(fi, fi′) are single-site
and pair-site clique potentials respectively.
In [Pizurica et al., 2011], both binary labels (fi = 1, meaning signal present
and fi = 0, meaning signal absent) were given the same a priori probability, and
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hence only the pair-site cliques V2(fi, fi′) were effectively employed to control













−β fi = fi′
β fi 6= fi′
(8.17)
In an isotropic MRF, the sum of all pair-wise clique potentials containing
the pixel i, can be replaced by the so-called neighborhood potential VNi(f), see
[Pizurica, 2002, Pizurica et al., 2011]: VNi(f) =
∑
i′∈Ni
V2(fi, fi′). If we use labels
fi ∈ {0, 1}, the neighborhood potential can be expressed as




VNi(f|fi = 0) = β
∑
i′∈Ni
(2fi′ − 1) (8.18)
which will penalize the difference between the neighboring labels, and more so
when the positive constant β increases in magnitude.
After specifying the likelihood model and the prior model, the Metropolis sam-
pler [Li, 1995a] can be employed to yield the MAP estimate of the spatial support
of significant coefficients fˆ. The Metropolis sampler perturbs randomly labels pro-
ducing from the current mask f a next ‘candidate’ mask fC and evaluates the re-




p(di|fCi ) · e−
1
T U(f|fCi )





















Note that all other terms from U(f|fCi ) and U(f|fi) disappeared from this
equation because they are equal (only the cliques containing the pixel are affected
by the perturbation.
Practically, this ratio of posterior probabilities can be calculated as:
r =
P (f|fi = 1)




r, fi = 01
r
, fi = 1
(8.21)
Further on, assuming without loss of generality that T = 1 (because β can
be adjusted accordingly) and assigning equal a priori probabilities to fi = 1 and
fi = 0, we obtain from (8.19) the following equation
r =
p(di|fi = 1)
p(di|fi = 0) exp−{VNi(fi|fi = 1)− VNi(fi|fi = 0)}
=
p(di|fi = 1)
p(di|fi = 0) exp{2β
∑
i′∈Ni
(2f ′i − 1)} (8.22)
In practice, the effects of changing both the temperature T of the Metropolis
sampler and spatial clustering strength can be effectively expressed through ex-
ponents for the likelihood ratio p(di|fi = 1)/p(di|fi = 0) and the prior ratio
exp{2β ∑
i′∈Ni









(2f ′i − 1)} (8.23)
with λ1 > 0 and λ2 > 0. For the prior ratio, this is just rescaling of the parameter
β, i.e., λ2 = 2β. In simulated annealing [Li, 1995a], we would gradually decrease
these constants, but in this PhD thesis we will keep them fixed, since this strategy
already gave excellent results as will be discussed later on. In addition, we will
allow different a priori probabilities for fi = 1 and fi = 0 and we will optimize
the parameters of the resulting model in the next Section.
8.6 Proposed LaADMM-F algorithm
Now we discuss our optimized version of LaADMM, called LaADMM-F. In par-
ticular, we employ the single clique potential
V1(fi) =
{
−α fi = 1
α fi = 0
(8.24)
where the positive parameter α controls the preference given to one or the other
type of labels. −α < 0 penalizes labels fi = 1, while α > 0 encourages la-
bels ‘1’ and penalizes labels ‘0’. The influence of this parameter is illustrated in
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Fig. 8.5, where the label ‘1’ corresponds to white and ‘0’ to black intensities of
the pixels. Notice that for α < 0 Fig. 8.5 (a) the black areas are larger, while for
α > 0 (Fig. 8.5 (b) and (d)) there are more white pixels. The spatial clustering is
controlled by β.
With the single clique potential from (8.24) the ratio from (8.19) becomes
r =
p(di|fi = 1)
p(di|fi = 0) exp{2α+ 2β
∑
i′∈Ni
(2f ′i − 1)}. (8.25)
Notice that it differs in an extra term 2α with respect to (8.22). In practical
calculations, to allow for simulating different temperatures of the Metropolis sam-
pler, we will use, similar to (8.23) exponents for the likelihood and for the prior
ratio. Since for the prior ratio this just means rescaling the constants α and β, we









(2f ′i − 1).} (8.26)
The effect of giving different a priori probability to different labels is demon-
strated in Fig. 8.6, where different parameter combinations from Fig. 8.5 are em-
ployed in image reconstruction experiments. All reconstructions started from 50%
randomly selected Fourier coefficients of the image. Then we applied LaADMM-
F algorithm (Algorithm 2 with lattice selector (8.13) and (8.14), where the mask
was estimated with the prior model and parameters from Fig. 8.5. We used 50
iterations (after which the PSNR did not change much). In our experiments, initial
mask Λ was generated by applying a certain threshold to the shearlet coefficients.
Comparing Fig. 8.6 (a), (b) and (c), it can be noticed that with the same value
of β, the better reconstruction (higher PSNR) is obtained when α is growing in a
given range. The higher α prefers larger white area in Fig. 8.5, which results in
more labels with fi = 1 as a prior information. The importance of spatial clus-
tering (β > 0) is illustrated in Fig. 8.6 (b) and (d), where the same α = 1 was
employed, but no interaction between neighbors in Fig. 8.6 (d) (β = 0) produced
a lower PSNR. The initial mask Λ and the final mask Λ at 50th iteration in gener-
ating Fig. 8.6 (b) is shown in Fig. 8.7 where we can see that the spatial structure of
the coins in the Fig. 8.6 is caught in the final mask Λ. This illustrates clearly that
the parameter α indeed plays an important role in the prior model to improve the
structured sparsity in MRI reconstructions.
We noticed that the advantage of applying the MRF model is obvious (over
the ADMM in Algorithm 2 with soft thresholding in step 2) for a wide range of
the parameters λ1, α and β. However, their careful choice can lead to much larger
improvements and better convergence properties. For LaADMM, we will use the
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(a) α = −1, β = 0.5 (b) α = 1, β = 0.5
(c) α = 0, β = 0.5 (d)α = 1, β = 0
Figure 8.5: An illustration of hidden labels distribution with different parameters in Ising
model.
parameter values α = 0 and β = 25 in the Ising model and the exponent λ1 = 100,
which were used to produce the results in [Pizurica et al., 2011].
In this dissertation, we optimize these parameters experimentally and we de-
note the method with optimized parameters as LaADMM-F.
In our experiments, with MRI images, we obtained best results with the param-
eter values α = 1, β = 0.5 and λ1 = 0.2. Note that the seemingly much smaller
clustering strength (smaller β) with respect to that employed earlier in LaADMM
is actually compensated for by a smaller exponent λ1 on the likelihood ratio. We
are actually running the Metropolis sampler at much lower temperature. An im-
portant difference comes from encouraging the labels ‘1’ much more than in the
earlier LaADMM. This can be interpreted as more conservative pruning of the co-
efficients (discarding less coefficients during the iterations) and can be of interest
in particular when dealing with medical images, where it should be preferred to al-
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(a) PSNR = 24.78 dB (b) PSNR=47.53 dB
(c) PSNR=46.58 dB (d) PSNR= 43.05 dB
Figure 8.6: Reconstructions from the same random matrix with 50% coefficients selected
and parameters from Fig. 8.5 in 50 iterations.
low some noise in the result rather than smoothing out important clinical features.
We also noticed in our experiments that the choice of the parameter α is sensitive
to the image content, while the parameters β and λ1 are less critical.
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(a) initial mask (b) finial mask
Figure 8.7: The initial mask (a) based on shearlet coefficients and the final mask Λ (b) at
50th iteration in generating Fig. 8.6 (b) for one particular sub-band.
8.7 Results
In this dissertation, we evaluate our improved LaADMM-F on experimental data.
We will use two data sets:
• MRI brain image acquired at Ghent University hospital (UZ Gent) 3. We will
apply different sub-sampling strategies in the Fourier space and compare the
reconstructions to the ground truth data. These data will be referred to as real
MRI data with simulated downsampling strategies (Section 8.7.1).
• An MRI scan of a lemon acquired by radial acquisition at the Bioimaging
Lab (BIL) in Antwerp4. We will apply again different downsampling strate-
gies to these data, on the original radial grid. These data will be referred to
real MRI data with radial trajectories (Section 8.7.2).
8.7.1 Real MRI data with simulated downsampling trajectories
In this section we compare the performance of our structured sparsity LaADMM-
F algorithm to ADMM [Aelterman et al., 2011] and LaADMM [Pizurica et al.,
2011] in reconstructions of a real MRI brain phantom (See Fig. 8.8). We use a
non-decimated shearlet transform (3 scales, 16, 8, 4 orientations, see Fig. 8.9) in
3Data acquired in collaboration with Prof. Dr. Karel Deblaere at the Radiology Department of UZ
Gent.
4Data provided by Prof. Marleen Vehoye in the scope of SuperMRI project).
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Figure 8.8: The MRI brain phantom we employed in the experiments.
all cases. We also tested the shearlet transform with 3 scales of (8,8,8) orienta-
tions but this didn’t seem to influence the PSNR too much (the difference is within
0.2dB in PSNR). We compute the Fourier transform of the MRI image and sim-
ulate downsampling by designing different subsampling matrices in the k-space.
We take care that all these resulting subsampling schemes have the same level of
incoherence, as defined in [Lustig et al., 2008a].
We evaluate the level of coherence as the maximum off-diagonal entry in a
properly normalized PSF as was suggested in [Usman and Batchelor, 2009]. This
is analogous to notions of side lobe-to-peak ratio in many branches of signal pro-
cessing. The PSF measures the tendency of zero-filled (inverse Fourier transform)
linear reconstruction to leak energy from the true underlying source pixel to other
pixels. This energy shows up as blurring or aliasing artifacts in the image. The
point spread function (PSF) is defined as,
PSF (i, j) = (F ∗SFS)(i, j) (8.27)
where FS denotes the Fourier transform evaluated just at frequencies in subset
S. Let F ∗S denote the adjoint operation, which can be represented as zero-filling
followed by inverse Fourier transform. Under complete Cartesian sampling, the
PSF is the identity and off-diagonal terms vanish. Undersampling k-space induces
nonzero off-diagonal terms in PSF (i, j). A nonzero at (i, j) means that linear
reconstruction of pixel i suffers interference by a unit impulse in pixel j 6= i.
Incoherent aliasing interference in the sparse transform domain is an essential
ingredient for CS. Sampling a completely random subset of k-space can guarantee
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Figure 8.9: The shearlet coefficients of the MRI brain phantom at 3 scales (16,8,4). First
scale: top 4 rows; Second scale: 7th - 8th rows; Third scale: last row.
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(a) (b) (c)
Figure 8.10: An illustration of three kinds of sampling methods: random sampling (a);
spiral sampling (b) and radial sampling (c).
a very high degree of incoherence (See Fig. 8.10 (a)). Some of the most powerful
and elegant results about CS assume completely random subsampling of the k-
space, which indeed gives very low coherence [Lustig et al., 2007]. Although
random sampling is an inspiring and instructive idea, sampling a truly random
subset of k-space is not feasible in practice. In this doctoral research, random
trajectories are employed to test the theoretical limits. We also experiment with
spiral (See Fig. 8.10 (b)), radial (See Fig. 8.10 (c)) trajectories which would be
used in practice or more feasible to technological constraints [Lustig et al., 2008a].
The left column of Fig. 8.11 corresponds to sampling matrix of (a) random
subsampling of k−space by 50%, (b) spiral subsampling of K−space by 40% and
(c) radial subsampling of k−space by 34% 5. The lowest frequencies were not
downsampled in order to preserve the basic structures in the image. Therefore,
most of the low frequencies of the signal are fully sampled in the center of our
sampling matrix. Although different sampling percentages are used in each sam-
pling method, the incoherence levels are similar. We estimated incoherence levels
using PSF plots where the average values (the horizontal solid lines) and standard
deviations (the dashed lines) of each sampling matrix is shown in the right col-
umn of Fig. 8.11. For the sake of fair comparison between different methods and
different parameter values, we created subsampled matrix for each strategy once
and then saved it and used in the reconstruction with different methods. Note that
we use uniform spiral sampling in Fig. 8.11 (b) (apart from the low-frequency part
that is fully sampled). Using a variable-density sampling with denser sampling
near the center of k-space would most likely yield better reconstruction for the
same percentage of the samples, since most energy in MR imagery is concentrated
close to the center of k-space and decays towards the periphery of k-space.
The plots in Fig. 8.12 show PSNR as a function of the number of iterations
for different sampling strategies of Fig. 8.11 and for three reconstruction meth-
5This one was already designed successfully in practice by Siemens [Grodzki et al., 2012]
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ods: LaADMM-F, LaADMM [Pizurica et al., 2011] and ADMM [Aelterman et al.,
2011]. We repeated experiments with many different parameter settings, some of
these are illustrated here (first column: λTV = 0 and λS = 1; second column:
λTV = 1 and λS = 1). In all experiments we used a maximum of 50 itera-
tions after which the PSNR usually converged or didn’t change significantly (even
though in some cases the PSNR of the proposed method was still increasing, e.g.
Fig. 8.12 (b)). We can notice that LaADMM was already giving an improvement
over ADMM in the range of 1.3 dB to∼ 2.5 dB for different trajectories (Fig. 8.12
(b) (d) (f)). The optimized LaADMM-F improves this further for at least 1 dB
and in some cases even 4.5 dB (Fig. 8.12 (b)). Fig. 8.13-8.15 illustrate ground
truth and reconstructions with ADMM and LaADMM-F algorithms for the sub-
sampling matrix in Fig. 8.11. The parameters and PSNRs are the same as those in
the second column of Fig.8.12. To visualize the difference in reconstructions using
ADMM and LaADMM-F clearly, we chose the same part of the phantom and show
it enlarged in bottom rows of Fig. 8.13-8.15. Visually, LaADMM-F reconstructs
details much better than ADMM.
We also tested the improved LaADMM-F method with other sub-sampling
trajectories. In particular, we employed one radial trajectory and three different
kinds of spiral trajectories, which are shown in the first columns of Fig. 8.16 and
Fig. 8.17. These trajectories include samples on the non-Cartesian grids, where
NUFFT (non uniform fast Fourier transform) is employed. The plots of PSNR
using ADMM, LaADMM and LaADMM-F are shown in the second column of
Fig. 8.16 and Fig. 8.17. The corresponding results are shown in Fig. 8.18 and
Fig. 8.19. For these trajectories with NUFFT, the improvement over LaADMM
is less obvious, which could mean that the parameters of the method could be
optimized differently, depending on a particular trajectory. For the radial tra-
jectory, we only control the angle step which is 0.491 (rad) in Fig. 8.16. In
the Cartesian system, for spiral trajectories, the coordinates can be expressed as
x(t) = atαcos(t + φ) and y(t) = atαsin(t + φ). The parameters for Fig. 8.17
are (a): a = 0.0083, α = 0.65, φ = 2.0944 (rad) (0 ≤ t < t/3), φ = 4.1888 (rad)
(t/3 ≤ t < 2t/3), φ = 0 (2t/3 ≤ t < t); t ∈ [0, 1652.5638] with the step 0.1009;
(b) a =0.0019, α = 0, φ = 271.6538 (rad); t ∈ [0, 268.0826] with the step 0.0164;
(c) the input parameters are (32, 10,[780,64],[0,1],4,15,4e-3,‘cubic’) for the ‘vd-
SpiralDesign()’ function from https://source.ece.iastate.edu/scm/viewvc.php.
We also give an example of using an anisotropic (hierarchical) MRF model
from [Pizurica et al., 2002]. In this case, the neighborhood potential in (8.18)
is replaced by a more complex hierarchical model over a certain number of sub-
neighborhoods. The LaADMM algorithm in combination with this model, denoted
as LaADMM* in Fig. 8.20 shows a promising result. This model is out of the scope
of this thesis but it could be a point of interest for further research.




Figure 8.11: A 2D cross-section of PSFs of various sampling trajectories; (a) random points
(50%), (b) uniform spirals (40%), (c) radial (34%). The horizontal solid line and dash line
denote the average values and standard deviations of PSFs respectively in the sampling
matrix.
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(a) random, λS = 1 and λTV = 0 (a) random, λS = 1 and λTV = 1
(b) spiral, λS = 1 and λTV = 0 (b) spiral, λS = 1 and λTV = 1
(c) radial, λS = 1 and λTV = 0 (c) radial, λS = 1 and λTV = 1
Figure 8.12: PSNR per iteration for new LaADMM-F versus LaADMM [Pizurica et al.,
2011] and ADMM [Aelterman et al., 2011], with different parameter settings and with (a)
random sampling (50%), (b) spiral sampling and (c) radial sampling.
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(a) ground truth (b) zero-fill (c) ADMM (d) LaADMM-F
Figure 8.13: An illustration of the results in the random subsampling experiment. Best
results for both ADMM and LaADMM-F are shown, with λTV = 1 and λS = 1. For
ADMM: PSNR = 35.99dB (reach after 50 iterations); For LaADMM-F = 42.42 dB (reached
after 50 iterations).
(a) ground truth (b) zero-fill (c) ADMM (d) LaADMM-F
Figure 8.14: An illustration of the results in the spiral subsampling experiment. Best results
for both ADMM and LaADMM-F are shown, with λTV = 1 and λS = 1. For ADMM:
PSNR = 33.40 dB (reach after 50 iterations); For LaADMM-F = 37.63 dB (reached after 50
iterations).
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(a) ground truth (b) zero-fill (c) ADMM (d) LaADMM-F
Figure 8.15: An illustration of the results in the radial subsampling experiment. Best
results for both ADMM and LaADMM-F are shown, with λTV = 1 and λS = 1. For
ADMM: PSNR = 35.86 dB (reach after 50 iterations); For LaADMM-F = 38.07 dB (reached
after 50 iterations).
Figure 8.16: PSNR per iteration for LaADMM-F versus LaADMM [Pizurica et al., 2011]
and ADMM [Aelterman et al., 2011] with radial trajectories.




Figure 8.17: PSNR per iteration for new LaADMM-F versus LaADMM [Pizurica et al.,




Figure 8.18: An illustration of the results for the radial trajectories from Fig. 8.16 subsam-
pling experiment.
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ADMM LaADMM LaADMM-F
Figure 8.19: An illustration of the results from the different spiral trajectories from
Fig. 8.17 subsampling experiment. First row: using Fig. 8.17 (a); Second row: using
Fig. 8.17 (b) and Third row: using Fig. 8.17 (c).
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Figure 8.20: PSNR per iteration for new LaADMM-F versus LaADMM* with an
anisotropic MRF model from [Pizurica et al., 2002] and ADMM, with random sampling
(50%) and λTV = 0, λS = 1.
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8.7.2 Real MRI data with radial trajectories
These real acquisitions were acquired by oversampled radial acquisition with TE
(echo time) 10 ms and TR (repetition time) 500 ms. The acquisition was UTE
(ultrashort echo) using a single coil. There were 1608 projections (radial arms)
with 1024 data points in each arm, which produced ND = 1646592 data points in
total6.
We undersampled the original acquisitions in the following way. Firstly, as
we discussed before, random point k-space sampling in all dimensions is gener-
ally impractical as the k-space trajectories have to be relatively smooth because
of hardware and physiological considerations [Lustig et al., 2007]. Instead, we
aim to design a practical incoherent sampling scheme that mimics the interference
properties of pure random undersampling as closely as possible yet allows rapid
collection of data. Secondly, for a good reconstruction, the number of k-space sam-
ples should be roughly two to five times the number of sparse coefficients [Lustig
et al., 2007]. By this, we test an even sparser situations with a subset of 2%
and 5% largest transform coefficients, which means around ND = 30000 and
ND = 75000 out of ND = 1646592, respectively.
Based on the discussions above, we adopt 3 different undersampling strategies
for this experimental data:
• (1) only entire projections are equiangular downsampled (from Fig. 8.22
(a) to Fig. 8.22 (b)), which can be considered as a uniform subsampling
(Fig. 8.23);
• (2) fix the total 1608 projections with downsampled data points in each pro-
jection evenly distributed (randomly distributed sampling points will result
in physiological spasm to patients [Lustig et al., 2008b]). However, the
sampling numbers of data points can be randomly different between differ-
ent projections [Lustig et al., 2008b] i.e., from Fig. 8.22 (a) to Fig.8.22 (c),
which can produce a high degree of incoherence (Fig. 8.25);
• (3) both projections and data points are downsampled (actually this strategy
is a combination of (1) and (2) (Fig. 8.25).
By this kind of combination, we intend to produce an even higher degree of
incoherence. A reconstruction from oversampled data points is shown in Fig. 8.21
as a reference. With the combination of TV norm and shearlet regularization, the
plots in Fig. 8.24 - Fig. 8.28 show reconstructions for these subsampling strate-
gies, after 15 iterations for ADMM and LaADMM-F respectively7. These results
also verify that if only uniform projections are undersampled, there is a scarcity
6The experimental data is produced by Bio-Imaging lab, University Antwerp.
7Since we don’t have ground truth for this real data, we will not show the results of LaADMM for
tiny visual difference between LaADMM and LaADMM-F.
168 CHAPTER 8
Figure 8.21: A reconstruction from full data as a reference. Left: reconstruction from
LaADMM; Right: detail of the reconstruction.
(a) (b) (c)
Figure 8.22: An illustration of three kinds of sampling methods: original oversampled
acquisitions (a); Only projections are uniformly downsampled (b) and the number of pro-
jections are fixed and the data points in each projections are downsampled randomly (c).
of information from radial directions. The lines in radial direction of Fig. 8.24
(detail part) are not as clear as those in Fig. 8.26 (detail part). If only data points
are undersampled, there will be a scarcity of information randomly in the image
(artifacts in Fig. 8.26). The combination of two undersampling strategies is the
one that we recommend, which to some extent mitigates incoherent aliasing inter-
ference. Using similar data sets of similar dimension, strategy (3) can reconstruct
better results, especially contour and texture are reconstructed much better when
2% of the data is used (Fig. 8.28). The improvement over ADMM can be noticed
in Fig. 8.24 - Fig. 8.28 where the ‘lemon’ structures are better visible (see details
in the last two rows).
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5% sampling matrix
2% sampling matrix
Figure 8.23: Examples of downsampling strategies where only projections are uniformly
downsampled.
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(a) zero-fill (b) ADMM (c) LaADMM-F
Figure 8.24: An illustration of the results for undersampled real data (only projections
downsampling), with λTV = 1 and λS = 1. First row: 5% or Nd = 75776; second row:
2% or Nd = 31744. Third and fourth row show the details of each reconstruction. The
reference is shown in Figure 8.21.
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5% sampling matrix
2% sampling matrix
Figure 8.25: Examples of downsampling strategies where the number of projections is
fixed and the data points in each projection are downsampled randomly.
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(b) zero-fill (c) ADMM (d) LaADMM-F
Figure 8.26: An illustration of the results for undersampled real data (only data points
downsampling), with λTV = 1 and λS = 1. First row: 5% or Nd = 75727; second
row: 2% or Nd = 31716. Third and fourth row show details of each reconstruction. The
reference is shown in Figure 8.21.
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5% sampling matrix
2% sampling matrix
Figure 8.27: Examples of downsampling strategies where both the number of projections
and the data points in each projections are downsampled.
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(a) zero-fill (b) ADMM (c) LaADMM-F
Figure 8.28: An illustration of the results for undersampled real data (both projections and
data points are undersampled), with λTV = 1 and λS = 1. First row: 5% or Nd =
76548; second row: 2% or Nd = 32654. Third and fourth rows show details of each
reconstruction. The reference is shown in Figure 8.21.
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8.8 Conclusion
We studied in this Chapter structured sparsity approaches for MRI reconstructions.
At the beginning of this Chapter, we revisit the concept and the advantages of
compressed sensing, sparsity and structured sparsity. After that we discussed the
feasibility of using structured sparsity in MRI reconstructions. We started from the
work of a model based structured sparsity LaADMM in MRI application [Pizurica
et al., 2011] where a hidden MRF model was imposed on the labels of the spar-
sifying transform coefficients. We optimized the parameters of this model, which
led to a corresponding LaADMM-F (Lattice ADMM-F) algorithm for MRI. The
comparative results of ADMM, LaADMM and LaADMM-F enable us to evaluate
the gain that comes solely from improved MRF-based structure encoding. The
results for different sampling strategies and parameter settings demonstrated clear
advantages: much higher signal-to-noise ratio reached at the same number of it-
erations. The results on experimental data motivate strongly further research on
structured sparsity based CS methods for MRI.
The main contribution of this Chapter is in optimizing and evaluating exten-
sively the model from [Pizurica et al., 2011]. Firstly, we give different a priori
preference to two types of labels: signal structures and background when em-
ploying the Ising MRF model within the Bayesian Maximum a Posterior (MAP)
estimator. Secondly, we optimized the parameters (α and β) of the Ising model
and the weighting parameter of the likelihood model term by numerical experi-
ments. Thirdly, we did extensive experiments on real MRI acquisitions with dif-
ferent kinds of undersampling strategies and demonstrated thereby a great potential
of using this graph sparsity in practice.





In this doctoral research, algorithms emphasizing reconstructions from sparse data
have been developed for tomographic imaging. The theoretical developments of
this dissertation were applied to two different types of tomographic images: quan-
titative microwave tomography and Magnetic resonance imaging (MRI). For quan-
titative microwave imaging - or electromagnetic inverse scattering - the emphasis
was on improving the regularization in an inverse problem, where we proposed
a class of weakly convex discontinuity adaptive (WCDA) models. We embedded
this class of models as an alternative regularization in two Gauss-Newton recon-
struction algorithms, that were developed earlier by the Electromagnetics Group,
Department of Information Technology (INTEC), in order to solve this non-linear
ill-posed inverse problem in both 2D and 3D imaging.
For Magnetic Resonance Imaging (MRI), we improved the performance of a
model based structured sparsity algorithm LaADMM that was earlier developed
in our group. A version of this algorithm, with optimized parameters, was named
here LaADMM-F. While the previous structured sparsity method LaADMM had
already demonstrated great potentials over the conventional ADMM, our opti-
mized LaADMM-F method yielded even greater and remarkable gains over ADMM,
and this was confirmed in a number of experiments with real MRI images.
In general, this dissertation presented a couple of improvements in the recon-
structions from sparse data in tomographic imaging algorithms, aiming at both a
higher computational efficiency and an improved reconstruction quality in further
practical application.
We revisited the quantitative electromagnetic inverse scattering problem in
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Chapter 3, where the scattering model, the inverse model and the importance
of regularization were illustrated. We also reported Newton-based optimization
which is typically employed in quantitative microwave imaging research. The
Gauss-Newton optimization algorithm was discussed later for its simplicity in ig-
noring second order derivatives. In this dissertation a Gauss-Newton algorithm
with line search was adapted from two microwave imaging algorithms (one 2D
and one 3D), which are from INTEC, Ghent University, in order to minimize dis-
continuity adaptive regularized cost functions. In this Chapter, it is outlined how
these additive regularization functions are embedded in the updating scheme for
the permittivity profile, which appeals to the gradient vector and Hessian matrix of
the regularization function.
We know that regularization is crucial in reducing the ill-posedness of the in-
verse scattering problem. Besides the (discontinuity adaptive) Huber function, a
class of weakly convex discontinuity adaptive models (WCDA) as the regulariza-
tion cost function was proposed in Chapter 4 in order to improve the imaging qual-
ity. We started first from the background knowledge of MRF, such as the concepts
of neighbourhood system, cliques, and clique potentials. The regularization was
interpreted as the Bayesian Maximum a Posteriori (MAP) estimate. WCDA reg-
ularization conforms to the definition of discontinuity adaptive (DA) MRFs while
having a highly sensitive adaptive interaction function (AIF). The convex property
of WCDA models offers inherent advantages over non-convex models both in re-
gards to stability and computational efficiency. Another part of this Chapter gave
an in-depth study of the proposed WCDA models. In particular, the properties of
different models in this class were illustrated; the choices of the interval param-
eter in these models and of the regularization parameter were optimized numer-
ically for different complexity of objects, signal-to-noise ratios and subsampling
antenna configurations. The results demonstrated that WCDA regularization has
the capability to preserve the sharp interfaces in objects with piecewise constant
permittivity profiles. Moreover, we designed an alternative TV-like function for
piecewise constant objects reconstruction within this framework. Total Variation
(TV) regularization is of interest from a theoretical point of view and, further-
more, practically because the new function proves to be even more effective for
piecewise constant profiles which appear, e.g. in non-destructive testing of various
installations and other man-made objects. We also demonstrated the evaluation of
the TV-like approach on real electromagnetic measurements in this Chapter.
The 2D and 3D reconstruction algorithms with these new regularization func-
tions were tested on both synthetic and experimental data. We tested our methods,
performing both numerical and experimental validation for 2D piecewise constant
objects in Chapter 5. The targets were selected from a 2D Fresnel database. For
reconstructions from sparse data, we designed sparse antenna configurations freely
for numerical validation, and sub-sampled the full experimental data from the 2D
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Fresnel database for the sparse situation. The reconstructed results demonstrated
the effectiveness of our method: smaller reconstruction error than the reference
methods and fast imaging speed with sparse measurements.
The focus of Chapter 6 was on 3D piecewise constant objects, where WCDA
regularization appeared to be effective in reconstructing large numbers of un-
knowns from significantly smaller numbers of data, in both the simulated and ex-
perimental data cases. The results were well reconstructed (smaller reconstruction
error) and the computation time was drastically reduced in reconstructions from
sparse data. In the numerical data validation, we showed that, even with single
frequency data, the reconstructions are very accurate and did not degrade a great
deal when the number of antennas decreased with our class of regularization. For
the experimental data validation part, we again employed real data from the 3D
Fresnel database. We also tested different sub-sampling strategies from the full
experimental data and analyzed their numerical performance in simulations. The
successful inversion of the sparse experimental Fresnel data with our algorithms
demonstrates the excellence of the proposed discontinuity adaptive regularization
schemes.
Biomedical objects are challenging test cases for inverse scattering methods,
because of the high permittivity, large contrasts and details involved. Certain nu-
merical biological phantoms were considered in this dissertation and we illustrated
the applicability of our proposed class of models in biomedical microwave imag-
ing in Chapter 7. In this Chapter, we tested the proposed WCDA models (includ-
ing Huber) and TV-like regularizers in three-dimensional quantitative biomedical
imaging for MRI-derived realistic breast phantoms. We showed reconstructions
of the spatial complex permittivity distribution in two breast phantoms from scat-
tered field data at one single frequency, which overcomes the difficulties regarding
the dispersive nature of body tissues. Moreover, we tested the performance of the
algorithm with different grid resolutions, different tumor positions, different sizes
of tumors and so on. In particular, we made efforts to improve the reconstruc-
tion quality by adding more antennas. However, it seems that the tumor detection
performance was not greatly improved by the denser antenna configuration we
adopted.
We presented an improved structured sparsity approach for sparse MRI re-
constructions in Chapter 8. We started from an existing model-based structured
sparsity algorithm from our research group, named here LaADMM, where a bi-
nary MRF model is employed as a hidden random field in order to encode a
priori knowledge about the spatial clustering of the sparse coefficients. While
in LaADMM both labels (denoting significant and insignificant coefficients) had
equal a priori probability, we allowed different a priori probabilities for the two
classes and we optimized the parameters numerically. This has resulted in signif-
icant gains in terms of reconstruction quality. We also applied this method to real
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MRI acquisitions with different kinds of undersampling strategies. The improve-
ment on the results from experimental data strongly motivate further research on
structured sparsity driven algorithms for MRI.
Concerning the quantitative microwave imaging, future work might include the
following:
a) For WCDA models and TV-like regularization, it would be interesting to
further analyze the properties and differences between specific instances of these
models and to identify which of these is best suited for particular applications
(class of objects) of interest.
b) For real-world applications, it is necessary to develop specific and possibly
more complex EM models and matching forward solvers; this may include the
modelling of (parts of) the measurement system and/or, in case of breast imaging,
parts of the body surrounding the breast.
c) The size of tumors detected in Chapter 7 is still not small enough for prac-
tical application. A number of approaches can be suggested for the detection of
smaller tumors: (i) to further optimize the antenna configuration and to reduce
the grid cell size; this requires powerful hardware, an efficient implementation of
the reconstruction software and a further exploration of effective numerical tech-
niques. (ii) we employed a single frequency, hence the use of multiple frequen-
cies, where the lower frequencies allow for a better penetration in the breast and
the higher frequencies for an improved spatial resolution; microwave imaging al-
gorithms of this type have been proposed in the past; (iii) we performed blind
reconstructions, hence to examine possible benefits from introducing a priori in-
formation obtained from other imaging modalities.
d) For the reconstruction of larger objects, the inversion of larger data sets and
the use of more complex EM models, it is recommended to implement an efficient
parallelization of the reconstruction algorithm.
e) Finally, it would be interesting to test our WCDA models on medical exper-
imental data in the future.
Concerning the magnetic resonance imaging, future work might include the
following:
a) It could be interesting to further explore the anisotropic MRF model in
sparse MRI reconstructions.
b) Some feasible sparse trajectories could be embedded in an MRI scanner so
that the developed method can be tested in actual acquisitions.
c) Recently it was announced that major manufactures of MRI scanners (Siemens)
are going to implement CS-MRI principles in the commercial scanners [Adcock
et al., 2013, Hansen, 2014]. It will be of interest to optimize jointly trajectory
design and model-based reconstruction, making use of a priori knowledge about
signal structure and about the properties of the data acquisition process.
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