Abstract. We present a verification system for Creol, an object-oriented modeling language for concurrent distributed applications. The system is an instance of KeY, a framework for object-oriented software verification, which has so far been applied foremost to sequential Java. Building on KeY characteristic concepts, like dynamic logic, sequent calculus, explicit substitutions, and the taclet rule language, the system presented in this paper addresses functional correctness of Creol models featuring local cooperative thread parallelism and global communication via asynchronous method calls. The calculus heavily operates on communication histories which describe the interfaces of Creol units. Two example scenarios demonstrate the usage of the system.
Introduction
The area of object-oriented program verification made significant progress during the last decade. Systems like Boogie [6] , ESC/Java2 [23] , KeY [9] , and Krakatoa [22] provide a high degree of automation, elaborate user interfaces, extensive tool integration, support for various specification languages, and high coverage of a real world target language (Spec# in case of Boogie, Java in case of the other mentioned tools).
However, this development mostly concerns sequential, free-standing applications. When it comes to verifying functional properties of concurrent and distributed applications, the situation is different. Even if there is a rich literature on the verification of 'distributed formalisms' (based for instance on process calculi [35, 27, 36] ), there are hardly any systems yet matching the aforementioned characteristics. Moreover, many formalisms lack a connection to the dominating paradigm of today's software engineering, object-orientation, which is an obstacle for the integration into software development environments and methods.
This work is a contribution towards effective and integrated verification of concurrent, distributed systems. We present a verification system that is built on two foundations: the Creol modeling language for concurrent and distributed
Overview of Creol
In this section, we introduce our slightly adapted version of Creol, using an automated teller machine scenario adapted from [29] . The example will also be used to discuss Creol verification in later sections.
The scenario we consider has three kinds of actors. There are several teller machines (class ATM), several users (class User), and one server (class Server). In the course of a certain session, a teller machine communicates with one user, and with the server, as depicted in Fig. 1 . The picture shows that, while User and Server implement one interface each (USR resp. S), the class ATM implements two interfaces, ATMU and ATMS, dedicated for the communication in either of the directions. The Creol definition of the interfaces is given in Fig. 2 We can observe that the signature of operations contains (possibly empty) lists for in-and out-parameters. The operations offered by interfaces appear in the scope of 'with cointerface', with the meaning that those operations can only be called from instances of classes implementing that cointerface. For instance, the server cannot call insert on a teller machine, not even if it was in the possession of an ATMU typed reference. Another consequence of cointerfaces is that the implementations of operations have a well-typed reference to the caller, without that reference being passed explicitly as an input parameter.
The class ATM in Fig. 3 is an example for a class definition. Variables are implicitly initialized with false or 0 for primitive types, and null for labels and object references. Some variables are declared of type Label[...], like var li:Label [Int] . Later, the execution of the call li!caller.giveCode(), for instance, allocates a new label, and assigns it to li. The label is later used in the reply statement li?(code), to associate the reply with the respective call. The effect of the reply is that code is assigned the output of the (li-labeled) call to giveCode, provided that the corresponding reply message has already arrived. Otherwise, the statement blocks, without the thread releasing control. (This 'busy waiting' can be avoided by the await statement, see below.) The effect of li?(x) is similar to treating x as a future variable [15, 5] or promise [34] . In a label type Label[T ], the T indicates the type of the output of the called operation.
Note that the calls to dispense and returnCard are executed before any of the replies is asked back. This allows the two called methods to execute interleaved on the processor of the called object. ( object.) In general, arbitrary code can be executed in between a call and the corresponding reply. We want to highlight that the implementation of insert extensively uses the caller reference, which is known to be of type USR, for callbacks. This style of coupling communicating objects might clarify the distribution of operations over interfaces in the teller machine scenario (cf. Fig. 2 ).
We discuss further features of Creol not captured by the above example. New objects are created by x := new C(e * ), where C is a class identifier supplied with a list of class parameters. As indicated earlier, l?(x * ) blocks execution, without releasing control, until the corresponding reply message has arrived. In contrast, the command await l? releases control if the reply for l has not yet arrived, such that the scheduler can pass control to another thread of this object. Other release points are await b, releasing control if the Boolean expression b is false, and the unconditioned release. The example code above did not contain release points, but see the buffer example in Sect.6.1 (Fig. 7) .
In Creol, expressions have no effect on the state. We model errors, like division by zero, by non-terminating (and non-releasing) blocking. The same holds for a call on the null reference and a reply on the null label.
3 The KeY approach: Logic, Calculus, and System
Dynamic Logic with Explicit Substitutions
KeY is a deductive verification system for functional correctness. Its core is a theorem prover for formulas in dynamic logic (DL) [25] , which, like Hoare logic [26] , is transparent with respect to the programs that are subject to verification. DL is a particular kind of modal logic. Different parts of a formula are evaluated in different worlds (states), which vary in the interpretation of functions and predicates. The modalities are 'indexed' with pieces of program code, describing how to reach one world (state) from the other. DL extends full first-order logic with two additional (mix-fix) operators: . . (diamond) and [ . ] . (box). In both cases, the first argument is a program (fragment), whereas the second argument is another DL formula. A formula p φ is true in a state s if execution of p terminates when started in s and results in a state where φ is true. As for the other operator, a formula [p]φ is true in a state s if execution of p, when started in s, either does not terminate or results in a state where φ is true. In other words, the difference between the operators is the one between total and partial correctness.
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DL is closed under all logical connectives. For instance, the following formula states equivalence of p and q w.r.t. the "output", the program variable x.
A frequent pattern of DL formulas is φ → p ψ, stating that the program p, when started from a state satisfying φ, terminates with ψ being true afterwards. The formula φ → [p]ψ, on the other hand, does not claim termination, and corresponds to the Hoare triple {φ} p {ψ}.
The main advantage of DL over Hoare logic is increased expressiveness: preor postconditions can contain programs themselves, for instance to express that a linked structure is acyclic. Also, the relation of different programs to each other (like the correctness of transformations) can be expressed elegantly.
All major program logics (Hoare logic, wp calculus, DL) have in common that the resolving of assignments requires substitutions in the formula, in one way or the other. In the KeY approach, the effect of substitutions is delayed, by having explicit substitutions in the logic, called 'updates'. This allows for accumulating and simplifying the effect of a program, in a forward style. Elementary updates have the form x := e, where x is a location (in the case of Creol, an attribute or local variable) and e is a (side-effect free) expression. Elementary updates are combined to simultaneous updates, like in x 1 := e 1 | x 2 := e 2 , where e 1 and e 2 are evaluated in the same state. For instance, x := y | y := x stands for exchanging the values of x and y. Updates are brought into the logic via the update modality { . } . , connecting arbitrary updates with arbitrary formulas, like in x < y → {x := y | y := x} y < x. A typical usage of updates during proving is in formulas of the form {U} p φ, where U is an update, accumulating the effects of program execution up to a certain point, p is the remaining program yet to be executed, and φ a postcondition. A full account of KeY style DL is found in [11] .
Sequent Calculus
The heart of KeY, the prover, uses a sequent calculus for reducing proof obligations to axioms. A sequent is a pair of sets of formulas written as φ 1 , ..., φ m ψ 1 , ..., ψ n . The intuitive meaning is that, if all φ 1 , ..., φ m hold, at least one of ψ 1 , ..., ψ n must hold. Rules are applied bottom-up, reducing the provability of the conclusion to the provability of the premises. In Fig. 4 we present a selection of the rules dealing with propositional connectives and quantifiers (see [24] for the full set). φ[v/e] denotes a formula resulting from replacing v with e in φ. When it comes to the rules dealing with programs, many of them are not sensitive to the side of the sequent and can even be applied to subformulas. For instance, skip; ω φ can be rewritten to ω φ regardless of where it occurs. For that we introduce the following syntax φ φ for a rule stating that the premise sequent φ is constructed by replacing φ with φ anywhere in the conclusion sequent φ . In Because updates are essentially delayed substitutions, they are eventually resolved by application to the succeeding formula, e.g., {u := e}(u > 0) leads to e > 0. Update application is only defined on formulas not starting with box or diamond. For formulas of the form {U} s φ or {U}[s]φ, the calculus first applies rules matching the first statement in s. This leads to nested updates, which are in the next step merged into a single simultaneous update. Once the box or diamond modality is completely resolved, the entire update is applied to the postcondition.
A Calculus for Creol Dynamic Logic
Building on the logic and the calculus presented in the previous section, we proceed with the sequent rules handling Creol statements. For the full set of rules, see [20] .
Sequential Constructs
We start with assignments. As soon as the right side is simply a variable or literal (summarized as 'terminal expression', te) the assignment can be transformed to an update, such that the effect will eventually (not immediately) be applied to the postcondition. The same applies for implicit assignments in variable declarations. We give only the rule for integer variable declaration.
The same mechanism can be used for operator expressions, as long as all arguments are terminal and errors can be excluded. For instance, a division can be shifted to an update iff the divisor is not zero. Otherwise, execution blocks. This semantics is captured by the following rule.
An error could occur arbitrarily deep in an expression. Therefore, expressions are unfolded until they consist only of a top level operator applied to terminal expressions. This is exemplified by the following rules (x and x are new program variables).
[x := e 1 ; x := e 2 ; x := x + x ; ω] φ [x := e 1 + e 2 ; ω] φ
In the left rule e i are non-terminal expressions. As all expressions are unfolded, nested divisions will eventually be analyzed by DivTerminal. Other statements using expressions, like if, are unfolded in the same way, until the condition is terminal and the following rule applies:
Note that application of this rule may lead to proof branching in subsequent steps. As for while, the unwind rule was presented in Sect. 3.2. An alternative rule using a loop invariant is discussed in section 4.3. That rule, however, only covers the box operator. Finally, the rules for the block statement reflect the fact that a non-terminating program is always partially correct, but never totally correct:
Interface and Class Invariants
The verification process of Creol programs is completely modular. This means we verify only one method (of one class) at the time and do not consider any other code during this process. Instead, we take into account the other threads of the object by guaranteeing the class invariant at release points and assuming it again when execution proceeds. As for the behavior of other objects, that is represented by using specification of their interfaces. An additional construct in the proof is the communication history, which both the specifications as well as the class invariants talk about. These concepts for reasoning about Creol were introduced in [17, 19] .
The communication history can be viewed as a list of messages of method invocations, method completions, and object creations. For modular reasoning we always consider projections of the system wide history H. Every interface is specified by an interface invariant inv I (H/o/I), with o ranging over objects of type I. The system wide history H is projected (H/o/I) to messages concerning o and talking about methods declared in I. During verification at method calls and replies, H/this/I is checked against the specification. Continuing the previous example of Fig. 2 the interface USR is equipped with the following invariant:
where · is appending, → are invocation messages, ← are completion messages, brackets are used for optional occurrence, and * is the Kleene star. The parameters and communication partners are omitted for brevity. The invariant expresses that the history of the interface is always a prefix of this regular expression, such that an interaction with the user always begins with requesting PIN code and ends with requesting removal of the card. The interface S is specified by:
Communication partners are omitted. The dot '.' is used as a wildcard for a parameter. Parameters (including the card id cid ) and communication partners are quantified universally. The meaning of the invariant is that only after authorization can the debit procedure be attempted. We turn to the class invariant inv C (H/this, W), which forms a contract between all threads of the object. W is the vector of class attributes. Those might get overwritten by other threads during suspension of this thread, but the invariant expresses properties of W every thread is respecting. The class invariant is parametrized by H/this which is the projection of the system wide history to the object the invariant belongs to. It contains all messages sent to or by the object this. A class invariant consists of several parts:
F (H/this, W) relates the state of the ordinary class attributes W with the history, reflecting the refinement of the fully abstract interface specification to the local state. Wf (H/this) is a predicate being interpreted to true for well-formed histories. A well-formed history starts with the creation message of this, contains invocation messages for all completion messages, and does not include any object references being null. Then, all invariants of all interfaces I invoked or implemented by the class of this put in a conjunction to ensure that all methods respect them. obj are the objects known by this. Now we can formulate the proof obligation for a method. The precondition is the class invariant, instantiated with a history ending on an invocation of the method. After executing the body the invariant holds again for the history ending with its completion message.
Let us proceed with an example for a class invariant. For class ATM of Fig. 3 , the formula F is:
It states that the reference server is never null and the sum of all withdrawn money for all cards cid equals the sum of the money debited. More detailed, sum wd (h) calculates the sum of the money withdrawn in the history h. (In the equations, msg is used as the 'otherwise case'.)
sum deb (h) is the sum of the money debited from the corresponding bank account. Only successful debit calls are counted.
In the system such equations are realized as taclets (see Sect. 5).
Concurrent Constructs
There are two different levels of communication, namely inter-thread communication within one object via shared memory (the class attributes W) and interobject communication via method calls and replies. We start with the rules concerning the first and focus on the latter further below. In this section we abbreviate H/this by H. The simplest form of a release point is release. As mentioned before the class invariant forms a contract between all threads of an object. So the rule for release forces us to show that the class invariant is established in the current state, before releasing the processor. When this thread resumes, the invariant can be assumed before the remaining code ω is executed. Note that this rule, as well as all rules in this section, can also be applied when the modality is preceded by updates, which is the typical scenario. These updates are preserved in the instantiation of the premises (see [11] ).
The await b statement is handled by a similar rule, with the additional assumption that the guard b holds when execution resumes. A minor complication is that we also must assume that evaluation of b does not block due to an error. The two assumptions together are expressed via
By replacing x := b x . = true with Comp(H, l) in the above rule, we get a rule for await l?. The predicate Comp(H, l) is valid if a completion message with the label l is contained in the history H. The handling of Comp(H, l) in the proof is discussed further below.
Partial correctness of a loop can also be shown with help of a loop invariant inv loop (H, mod ), where mod is the modifier set of the loop (all variables assigned in the loop). To be most general, all class attributes could be included in the modifier set. The history could be omitted as a parameter of the loop invariant if there are no method calls, method completions or object creations in the loop body. ) and New (H, o) which guarantee the existence of an invocation message with label l and an object creation message with reference o in the history H, respectively. During a proof, uncertainty is inherent in the projection of the history to this, as there could be incoming method invocations at any time. When dealing with method calls we only state the existence of a corresponding message in the history. We do not append it to the history. In general all rules of Sect. 4.1 would need to cover potential extensions, using the prefix predicate ≤. It is however equivalent to extend the history on access (release points, method calls, etc.).
To exemplify some properties of the predicates dealing with the history we give the following formula which is a tautology.
Besides Comp, New , as well as Invoc are monotonous w.r.t. ≤. Additionally, the contra-position is used in our proof system. We turn attention towards method invocation l!o.mtd (p in ). Its execution assigns a unique reference to l, and extends the history by the corresponding invocation message:
If o is null, execution blocks. In the first branch, the invariant of the remote interface I must be shown (I being the type of o). The index i is new and assures uniqueness of the label l. The abbreviation U invoc H for the update, is in its full form:
The new history contains the invocation message Invoc(H, l). As the label l is unique the invocation message must not be included in the previous history (¬Invoc (H, l) ), which prefixes the new one (H ≤ H). The new history H is well-formed (Wf (H)) and it respects the interface invariant inv I (H/o/I, p in ) where the in-parameters p in are added as they occur in the appended invocation message.
A completion statement l?(p out ) assigns the return parameters of the method call identified by the label l to p out . If the label l is null, execution blocks.
As we are extending the history with a completion message, we check the existence of the corresponding invocation message by Invoc(H, l) to ensure wellformedness. The selector callee delivers the reference of the sender of the completion message. U comp H,pout is analogous to U invoc H where the only difference is that p out is overwritten and Comp is used instead of Invoc.
We omit the rule for object creation, mentioning only that the new reference is constructed by the pair (this, i), here i is an object local, successively incremented index. An alternative, fully abstract modeling of object creation in DL is investigated in [4] and can be adapted also here.
Finally, we consider the return statement. It sends the completion message belonging to the method call of the verification process and the thread terminates afterwards. The class invariant is not explicitly mentioned in the following rule as it is contained in φ (see previous section).
Here, l is the label of the message which created the thread subject to verification, I the corresponding interface, and caller the corresponding caller. The update U return H adds the completion message to the history which must not occur in the previous history.
A System for Creol Verification
The verification system for Creol is based on KeY [9] . Written in Java and published under the GNU general public license, it is available from the project's website 5 . The current version is a prototype which provides the functionalities presented in this paper. It has a graphical user interface where the proof tree and open proof goals are displayed. Other features are pretty-printing and syntaxhighlighting of the subformula/subterm currently pointed at with the mouse pointer. This enables a context sensitive menu offering only the rules applicable to the highlighted subformula/subterm. Apart from the rule name, tool-tips describe the effect of a rule. Besides interactive application of rules, automatic strategies can be configured. A more detailed description of the KeY interface is available in [3] .
Problem files, logical rules, and axiomatizations of data types are written in the taclet language [43] . In Fig. 6 the rule impRight from Fig. 4 and the equation Eq. (2) are defined in the taclet language. A find describes the formula the rule is applicable to, replacewith specifies the replacement for the find formula, assumes characterizes further assumptions not subject to replacements, and add causes its argument to be added. The arrow ==> indicates on which side of the sequent the formulas are found, replaced or added. Writing a semicolon between two occurrences of replacewith or add causes a branching. Taclets omitting the sequence arrow ==> are rewriting rules applicable in all contexts.
impRight {\find(==> phi -> psi) The theory explained in the previous section needed some small extensions to be run in the system. First, the some quantifier was not implemented, but is expressed by another formula. For example, the update formula like {H := some H.(Wf (H) ∧ H ≤ H)}φ is rewritten to:
The old value of H is saved in H 0 , and the new variable H 1 is assigned to H. The implication assures that H 1 has the desired properties when evaluating φ. Finally, there are different prefix predicates ≤ I where I is an interface. Thereby the interface invariant for I is monotonous on ≤ I if I = I. The rules invoc, comp, and return use ≤ I where I is the interface the message the rule adds corresponds to. Release points and the loop invariant use a prefix predicate ≤ all which is not monotonous for interface specifications.
The Creol parser is written in about 3900 lines of code using ANTLR as parser generator. The adaptions in the KeY-system took another 5000 lines. Finally, the rules written in the taclet language are about 1700 lines long.
Verification Examples

Unbounded buffer
We give an implementation for an unbounded first-in-first-out (FIFO) buffer. This example is adapted from [18] . The interface contains two methods put and get which can be used to put into and to obtain an element from the buffer.
interface FifoBuffer begin with Any op put(in x:Any; out) op get(in; out x:Any) end
The interface invariant expresses that the sequence of elements retrieved from the buffer are a prefix of the elements put into the buffer. This ensures the FIFO property. Additionally, no element must equal null. We define inv I (H, callee) (slightly simplified) as:
where I is FifoBuffer and in, out are defined as:
Note that we do not guarantee that a caller gets the same objects it has put into the buffer. Such a buffer can be used for fair work balancing where a request is put into the buffer and workers take them out again. The implementation of the buffer, given in Fig. 7 , uses a chain of objects where each of them can store one element. The attribute cell is null if the object does not store an element. In next the reference to the following chain of objects is stored. Requests are forwarded to it if the object cannot serve them alone. The variable cnt holds the number of elements stored in cell and all following objects. Calls of get on an empty buffer are suspended until there are elements in the buffer. For the class invariant we define another term buf (o 1 , o 2 , h) which for an object o 1 and its next object o 2 reconstructs from the history h the elements in cell and all following objects.
rest removes the first element of a sequence. Let us proceed with the class invariant. The attribute cnt equals the number of elements in cell and all following buffer cells. The interface invariant of FifoBuffer has to hold for both the interface called and implemented by the class. Additionally, we state that the sequence of values put into the current cell equals the sequence of values obtained from the buffer with the cell and the content of the following buffer appended.
In the above formula I, is instantiated by FifoBuffer and H is an abbreviation for H/this. If cell is null it is omitted. The example with the given specifications was proved interactively by the system. The method put was verified in 1024 proof steps and 80 branches, whereas get needed 587 proof steps and 43 branches. Great parts of the proof were transformations of the sequences the buffer was specified with. However they went rather smoothly as the problem of the equality of two sequences is human-readable even if the automated strategy gets stuck. It seems that a logical toolbox expressing sets, relations and other well-understood mathematical notions would simplify the process of specifying and verifying other case studies.
Automated teller machine
The example of the automated teller machine distributed throughout the paper was successfully verified in 2495 steps (27 branches) by the system. As the implementation of the class makes heavy use of asynchronous method calls and (co)interfaces, it has been shown that our system can deal with them. The amount of method calls produces a chain of prefixed histories where the monotonicity of properties has to be used often. This leads to a number of predicates expressing properties of histories on the left-hand-side of the sequent. Hence, the automated strategy must use the monotonicity with care to improve readability if a branch cannot be closed by it. The experiences with specifications in form of regular expressions were promising. They are easy to write down and a automated strategy can deal with them as the number of successor states is usually limited which narrows the search space of the proof.
Discussion and Conclusion
Creol's notion of inter-object communication is inspired by notions from process algebras (CSP [27] , CCS [35] , π-calculus [36] ), which however model synchronous communication mostly. Moreover, Creol differs from those in integrating the notion of processes in the object-oriented setting, using named objects and methods rather than named channels. This also introduces more structure to the message passing (calls, replies, caller references, cointerfaces). The message passing paradigm on the inter-object level is combined with the shared memory paradigm on the local inter-thread level. Early approaches to the verification of shared memory concurrency are interference freedom based on proof outlines [41] and the rely/guarantee method [33] . Other approaches use object invariants as a combined assumption/guarantee, both in the sequential setting to achieve modularity [7, 8] , and in the concurrent setting [28] . Compared to the last mentioned works, Creol is more restrictive in that it forces shared memory to be entirely object internal. All knowledge of remote data is contained in fully abstract interface specifications talking about the communication history. Communication histories appeared originally both in the CSP as well as the object-oriented setting [14, 27] , and were used for specification and verification for instance in [45, 16] .
KeY is among the state-of-the-art approaches to the verification of (at first) sequential object-oriented programs, together with systems like Boogie [6] , ES-C/Java(2) [23] , and Krakatoa [22] . In comparison to those, KeY is unique in that it does not merely generate verification conditions for an external off-theshelf prover, but employs a calculus where symbolic execution of programs is interleaved with first-order theorem proving strategies. This goes together with the nature of first-order DL, which syntactically interleaves modalities and firstorder operators. The cornerstone for KeY style symbolic execution, the updates, have similarities to generalized substitutions in formalisms such as the B method [2] . Updates are, however, tailored to symbolic execution rather than modeling (for instance, conflicts are resolved via right-win). The KeY tool uses these updates not only for verification, but also for test case generation with high code based coverage [21] and for symbolic debugging. The role of updates is largely orthogonal to the target language, allowing us to fully reuse this machinery for Creol.
As for Creol's thread concurrency model, this differs from many other languages in that it is cooperative, meaning the programmer actively releases control (conditionally). This simplifies reasoning considerably as compared to reasoning about preemptive concurrency, where atomicity has to be enforced by dedicated constructs. There is work on verifying a limited fragment of concurrent Java with KeY [10] . Here, the main idea is to prove the correctness of all permutations of schedulings at once. In [1] , concurrent correctness of Java threads is addressed by combining sequential correctness with interference freedom tests and cooperation tests.
Very related to our work is the extension of the Boogie methodology to concurrent programs [28] , targeting concurrent Spec#. From the beginning, this work is deeply integrated into an elaborate formal development environment, with all the features mentioned the first paragraph of this paper. The methodology requires users to annotate code with commands in between which an object is allowed to violate its invariant. This is combined with ownership of objects by threads. Just as in our system, invariants have to be established at specific points, and can be assumed at others. Also similar is the erasing of knowledge, there with the havoc statement, here with the some operator. Differences (apart from the asynchronous method calls) are the purely cooperative nature of our threads, and that our shared memory is object local, which makes ownership trivial. Connected to this is the inherently fully abstract specification of remote object interfaces, employing histories. The Boogie approach can simulate histories as well (see Fig. 1 in [28] ), but it lies in the responsibility of the user whether or not the simulated history reflects the real one.
The system presented in this paper is still a prototype. It supports Creol dynamic logic, but the front-end for loading code and generating proof obligations is yet unfinished. This however will not be a real challenge, given the KeY infrastructure. Also, the automated strategies are very rudimentary yet. We currently achieve an automation of 90% (automatic per total proof steps), which is very low by our standards. As we are only at the beginning of the work on automated strategies tailored to Creol, there is great potential here. The true challenge has been the omnipresence of the history, and it is here that future research on verification in this domain will focus on. This concerns various levels: better support for history based specifications, like a library of frequently used queries on histories, or the usage of specification patterns [13] , extended and configurable proof support for history based reasoning, and improved presentation on the syntax level and in the user interface.
We consider Creol's approach to modular object-oriented modeling as a good basis for scaling 'sequential formal methods' to the concurrent distributed setting, in particular when targeting functional correctness. The key is a very strong separation of concerns, which however naturally follows ultimate object-oriented principles. KeY has proved to be a good conceptual and technical basis for such an undertaking, which we argue can lead to an efficient and user-friendly environment for the verification of distributed object applications.
