










Replacing many of "work" of humanity with Artificial Intelligence（AI）is said to bring a big 
change in the industrial structure. However, this change will create a new“work”. It will be 
evident from the change of "work" in the past industrial revolution. This paper describes how 
artificial intelligence, one of the key factors of the Fourth Industrial Revolution, has become 
recognized and noticed in Japanese society. We clarify the changes of the time series by 
investigating the related keywords of artificial intelligence using word embeddings on 
newspaper articles, etc.
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をテーマとした出張授業 1 の依頼が増加している。受講生からは、「AI が私たちのしごとを奪う
1 　 2018 年度は徳島市立高校、徳島県立城北高校、徳島県立徳島北高校の 3校、2019 年度は徳島市立高校、徳
島県立徳島文理高校、徳島県立城北高校の 3校





2―2　単語分散表現を用いた時系列データによる AI ブーム分析 
























　モノとインターネットがつながる Internet of Things（IoT）やAI といった技術によって起こ
される第四次産業革命は、ドイツで提唱された Industry 4.0 やアメリカの Industrial Internet と
いった技術革新に関する取り組みを背景としており、これらの取り組みによって大きな産業・技
術革新が起きる可能性が示唆されている。この革新により現状のまま放置した場合と対比する形



















































ベクトルデータで表現したものである。LSA（Latent Semantic Analysis）（Deerwester, et al. 












本研究では、国語研日本語ウェブコーパスNWJC2 を Sudachi で解析し、word2vec で学習した





2 　国語研日本語ウェブコーパス https://pj.ninjal.ac.jp/corpus_center/nwjc/ （アクセス日：2020年 1月 31日）
表 3.1　単語分散表現 （word2vec） の例
単語 単語分散表現 （300 次元のベクトル）
すだち 0.07975651 0.08931299 － 0.06070593 …
⼈⼯知能 － 0.14870904 0.02491546 － 0.10277775 …
ai 0.11989793 0.07972154 － 0.26867044 …
























　今回入手した記事データは、表 4.1 で示すように 13 の項目に区切られている。日本経済全体
における「しごと」の変化を見出すことが目的のため、比較的大きなイベントについて記述され
ることが多い headline（見出し）と bodysub（本文）を用いる。記事データは、図 4.1 の記事デー
タサンプルのようにCSV形式（UTF-8）にて提供されており、headline 及び bodysub は、どち
らも日本語のテキストデータで提供されている。
4.2.　キーワードの分析









のとき単語分散表現間の角度は cosine と可換であるため、キーワード間の類似度は、－ 1から 1 
教師あり学習
教師なし学習
3 　日本経済新聞社提供の記事データ（日経朝刊の 1面記事，2000 年～ 2018 年，約 4万 5千件）
7
　AI と IoT2
の範囲の実数で表される cos 類似度で表す。キーワード aとキーワード bのベクトル表現を→a と 
→b としたとき、キーワード aとキーワード bの類似度は次式とする。
    cos（→a, →b）=
→a・→b
| →a || →b |
 （4.1）
4.3.1　関連キーワード
　国語研日本語ウェブコーパスNWJC を Sudachi で分かち書きし、word2vec で学習したモデ
ルで、「人工知能」との cos 類似度順の上位 100 件のキーワードを表 4.2 に列挙する。最上位の「人
口知能」は「人工知能」の誤字であることに注意されたい。なお、「人工知能」に「しごと」を

















bunrui 分類語 記事内容のテーマコード（#W 〜）・業界コード等の会社コード（T 〜、
N 〜、PD 〜）、紙面名等の記事分類キーワード（$ 〜）、コラム名（「〜」）
図 4.1　日経新聞の記事データサンプル
8
表 4.2　「⼈⼯知能」の関連キーワード上位 100 件













































































































　人工知能トピックの時系列データの分析では、2000 年 1 月から 2018 年 12 月までの日経新聞
一面の見出しと本文に含まれるキーワード「人工知能」と、その関連キーワードの出現頻度を時
系列にみる。また比較対象として、2004 年 1 月から 2018 年 12 月までの Google Trend の出力結
果をみる。
4.4.1　時系列データの分析
　人工知能の関連キーワードを、「人工知能」との関連度が高いキーワード（cos 類似度 > 0.55）
としたとき、2000 年から 2018 年の日経新聞一面の見出しと本文には、「人工知能」の関連キーワー
ドが 10 語（表 4.2 の下線キーワード）含まれ、図 4.3 のグラフのようになった。
　2004年ごろまでは、人工知能トピック全体の頻度は徐々に低下している。2000年の内訳は図4.4
のように 72%が「コンピューター」であったが、2004 年には図 4.5 のように 42%まで低下して
おり、トピック全体の低迷は「コンピューター」の頻度の低下が要因であるといえる。その後し
ばらくはほとんど増減がない。ILSVRCで Hinton らが Deep Learning を用いて画像認識コンテ




が増加する。さらに、2016 年から 2018 年にかけては、「人工知能」と「ai」の頻度は爆発的に伸






















2012 年に、ILSVRC で Hinton ら













































































































　Google 社が提供する Google Trend4 を用いることで、2004 年 1 月以降の検索キーワードの頻
度を元にしたトレンドをみることができる。図 4.8 は、人工知能トピックの関連キーワードのう
ち「AI」「ロボット」「知能」「コンピュータ」「機械学習」の 5 語を検索キーワードとして、
2004 年 1 月から 2018 年 12 月までのトレンドをグラフで表している。キーワードのスコアは人
気度（Popularity）であり、平均的な人気度のキーワードのスコアを 50 として、そのスコアの
範囲は 0から 100 で表される。
　日経新聞一面との違いは、2000 年から 2003 年までのデータがないことである。そのため、
2000 年から 2003 年までの間の「人工知能」や「AI」関連のスコアについては不明である。




























図 4.8　Google Trend を用いた AI のトレンド
2012 年に、ILSVRC で Hinton ら
が Deep Learning を用いて優勝
2014 以降、「AI」が上昇
「ロボット」に並ぶ











図 4.10　2012 年 1 月のキーワードトレンド（Google Trend）















　本研究では、日経新聞一面で「人工知能」や「AI」が 2000 年から 2018 年にかけて、どのよ
うに取り上げられたか、2004 年から 2018 年にかけて、Google の検索クエリとしてどのように人
気があったかについて確認し、その傾向を明らかにした。その結果、新聞記事と Google Trend
ともに 2012 年ごろがターニングポイントとなっており、2014 年ごろからはさらに「人工知能」
や「AI」の注目度が伸びていることがわかった。
　特に、2016 年以降に日経新聞一面で取り上げられた頻度の伸びには特筆すべきものがある。
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