The problem of routing deterministic arriving jobs to parallel servers with deterministic service times, when the job arrival rate equals the total service capacity, requires finding a periodic routing policy. Because there exist no efficient exact procedures to minimize the longrun average waiting time of arriving jobs, heuristics to construct periodic policies have been proposed. This paper presents an aggregation approach that combines servers with the same service rate, constructs a policy for the aggregated system, and then disaggregates this policy into a feasible policy for the original system. Computational experiments show that using aggregation not only reduces average waiting time but also reduces computational effort.
Introduction
The problem of routing arriving jobs to parallel servers with different service rates is an important problem that occurs in the control of computer systems and in other applications. As discussed in the next section, various approaches for different versions of the problem have been studied. This paper, like van der Laan (2005) , focuses on the problem of minimizing the longrun average waiting time of arriving jobs when the arrival of jobs is deterministic with a constant rate and the servers' processing times are also deterministic. Moreover, the job arrival rate equals the total service capacity. We will call this the waiting time problem (WTP).
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In the WTP, one job arrives per time unit, and an instance of the problem is defined by the service rates of the servers. We will focus on the case where these service rates are rational.
For rational service rates, there is an optimal periodic policy, and this policy has a finite period (van der Laan, 2005) . The problem is to allocate the positions in the period to the servers so that each server receives a number of jobs proportional to its capacity. WTP is therefore a problem of generating a fair sequence. van der Laan (2005) presented integer programming approaches for finding a policy that minimizes the long-run average waiting time of arriving jobs. However, these can require excessive time when the number of servers is large. van der Laan (2005) presented some heuristics that construct a periodic policy and used these to construct solutions for a small set of instances. van der Laan (2000) presented the results of using these heuristics on 18 instances. This paper presents the results of extensive computational results to test the heuristics of van der Laan (and some other relevant heuristics) on 4100 instances of WTP. We also present an aggregation approach that first aggregates an instance, constructs a solution for the aggregate instance, and then disaggregates that solution. The objective of this paper is to show that aggregation is an effective method for generating high-quality policies. The paper precisely defines the aggregation approach and presents computational results that demonstrate its effectiveness.
The remainder of the paper proceeds as follows: we will discuss related work, formulate the WTP, and then present various policy construction heuristics. Then, we discuss the algorithms for aggregating an instance and disaggregating a solution for an aggregate instance.
We will also introduce a lower bound that will be used to evaluate the quality of the solutions.
We then discuss the results of computational experiments designed to evaluate the effectiveness of the heuristics and of aggregation before concluding the paper.
Related Work
Besides the analysis of van der Laan (2000 Laan ( , 2003 Laan ( , 2005 , Hordijk and van der Laan (2005) studied the WTP and presented lower and upper bounds for the optimal average waiting time for deterministic systems. Sano et al. (2004) introduced a generalization of balanced words, applied this concept to the problem of minimizing the maximum waiting time, and showed that, under a policy that is "m-balanced," the maximum waiting time is at most m.
For routing of jobs in stochastic systems, Hajek (1985) showed that a regular admission sequence minimizes the server's expected queue size and the expected waiting time of the admitted jobs. Altman et al. (2000) show that, for very general stochastic systems, there exists an optimal routing that is a balanced sequence if the set of rates are balanceable. This is always true if there are two servers; otherwise, it is true only for special cases. They present the special case with only two servers, identical servers, and two sets of identical servers.
If the system is stochastic and real-time information is available about the number of jobs in each server's queue, then dynamic policies can be used to route jobs to servers. Nevertheless, semidynamic deterministic routing policies are used to route jobs in such systems according to a predetermined pattern. See, for instance, Arian and Levy (1992) , Combé and Boxma (1984) , and Hordijk et al. (1994), and Yum (1981) .
As mentioned earlier, for WTP, one seeks a fair sequence. As Kubiak (2004) noted, "one mathematically sound and universally accepted definition of fairness in resource allocation and scheduling has not yet emerged." In general, the resource's activities should be allocated so that each product (or client or customer) receives a share of the resource that is proportional to its demand relative to the competing demands. Kubiak (2004) provided a good overview of the need for fair sequences in different domains and discusses results for multiple related problems, including the product rate variation problem, generalized pinwheel scheduling, the hard real-time periodic scheduling problem, the periodic maintenance scheduling problem, stride scheduling, minimizing response time variability (RTV), and peer-to-peer fair scheduling. For more about the Periodic Maintenance Scheduling Problem, see Wei and Liu (1983) ; Corominas et al. (2007) introduced the RTV problem. Bar-Noy et al. (2002) discussed the generalized maintenance scheduling problem. For the problem of scheduling multithreaded computer systems, Waldspurger and Weihl (1995) introduced the stride scheduling algorithm. Kubiak (2004) showed that the stride scheduling algorithm is the same as Jefferson's method of apportionment and is an instance of the more general parametric method of apportionment (Balinski and Young, 1982) . Thus, the stride scheduling algorithm can be parameterized.
Problem Formulation
The queueing system consists of arriving jobs and a set of n parallel servers, each with its own queue. Starting at t = 0, one job arrives every time unit. Every arriving job must be routed to one of the servers at the moment that it arrives. If the server is idle, then the job immediately begins processing. If the server is busy, then the job waits in that server's queue.
The servers' processing times are deterministic. Server i has a service rate of jobs per time unit, so the job processing time is a fixed 1/ time units. The total service capacity equals the arrival rate: for i = 1,…, n and gcd ( 1 , , n )
Hereafter, we will describe an instance of WTP by the values of ( )
T is the period of the system Let be a periodic policy for this system. The job arriving at time t is routed to server s = 0 1 1 T P P P P
and t is congruent to τ modulo T. Let be the time at which the job arriving at time t starts. Let be the waiting time of this job. Then,
. Because the system is empty at t = 0, Thus, we can describe WTP as follows: Given an instance ( )
, find a periodic policy P of length T that minimizes W subject to the constraints that exactly every arriving job is routed to exactly one server in each and every one of the T positions and each and every server i occurs exactly i x times in P. (Kubiak, 2004) . Nevertheless, WTP is related to the Periodic Maintenance Scheduling Problem (see Wei and Liu, 1983) , which is NP-complete in the strong sense (Kubiak, 2009) , and the RTV problem, which is NP-hard (Corominas et al., 2007) .
To simplify the evaluation of a policy, define s i u as the total amount of time units that server i has been idle between time t = 0 and t = s. This depends upon how many jobs were routed to server i, when they arrived, and the server's processing time. Then, , the total unused work capacity at time t, and S, the total unused work capacity, can be determined as follows: 
Heuristics
To construct periodic policies for the WTP, we consider the basic heuristics and the improvement heuristic of van der Laan (2005) . We will also consider the parameterized stride scheduling heuristic. The following discussion introduces the heuristics. Detailed algorithms are given in Appendix A. We will conduct extensive computational testing to evaluate the performance and computational effort of these heuristics. We will also use these heuristics with the aggregation approach presented later.
OSSM. The one step S minimization (OSSM) algorithm is a greedy algorithm that attempts to minimize W by minimizing S. At time t an OSSM algorithm routes the arriving job to the server such that is minimized. To break ties, two different tie-breaking rules are used, which yield two different versions of the algorithm: OSSM1 routes the arriving job to the fastest server, and OSSM2 routes the arriving job to the slowest server. The computational effort of the OSSM algorithm is O(nT). 
GR.
The greedy regular (GR) algorithm tries to make the routing of jobs to each server resemble a regular sequence as much as possible (see Kubiak, 2009 , for more about regular sequences). The computational effort of the GR algorithm is O(nT).
Stride. The parameterized stride scheduling algorithm builds a fair sequence (Kubiak, 2004) . The algorithm has a single parameter δ that can range from 0 to 1. We will use the stride scheduling algorithm with δ = 0.5 and δ = 1 to generate periodic policies. The computational effort of the parameterized stride scheduling algorithm is O(nT).
SG.
The special greedy (SG) algorithm is used to improve an existing policy. The computational effort of the SG algorithm is O(nT). Given a policy generated by one of the heuristics and the corresponding input values given by , we apply the SG algorithm repeatedly until it converges, i.e., when the generated policy and the input values do not change anymore. Under some conditions, the SG algorithm will generate an optimal solution (Van der Laan, 2005).
To improve the performance of these heuristics, we employed an aggregation approach that first aggregates an instance, constructs a solution for the aggregate instance, and then disaggregates that solution. Aggregation is a well-known and valuable technique for solving optimization problems, especially large-scale mathematical programming problems. Model aggregation replaces a large optimization problem with a smaller, auxiliary problem that is easier to solve (Rogers et al., 1991) . The solution to the auxiliary model is then disaggregated to form a solution to the original problem. Model aggregation has been applied to a variety of production and distribution problems, including machine scheduling problems. For example, Rock and Schmidt (1983) and Nowicki and Smutnicki (1989) aggregated the machines in a flow shop scheduling problem to form a two-machine problem.
This aggregation scheme was developed to generate better solutions for the RTV problem (Herrmann, 2007) . Subsequently, the author discovered some similar ideas in the literature, though no one had previously studied the benefit of aggregation systematically. Wei and Liu (1983) suggested substituting a single machine for multiple machines that have the same maintenance period. Altman et al. (2000) observed that a problem with only two distinct service rates can be solved by transforming it into a problem with exactly two servers. Van der Laan (2003) suggested combining servers with identical rates and demonstrated this idea on an example.
Testing aggregation on a large number of problem instances showed that using aggregation with parameterized stride scheduling and an improvement heuristic generates solutions with lower RTV than those generated by parameterized stride scheduling and an improvement heuristic (Herrmann, 2009a, b) . Using aggregation also reduces the computational effort.
The aggregation approach used here repeatedly aggregates an instance until it cannot be aggregated any more. Each aggregation combines servers that have the same service rate into a group. These servers are removed, and the group becomes a new server in the new aggregated instance. The servers with the smallest service rate are combined first. Aggregation reduces the number of servers that need to be considered. Table 2 describes the instances created for this example.
At any point during the aggregation, the total service rate in a new instance will equal the total service rate of the original instance because the service rate of the new server equals the sum of the service rates of the servers that were combined to form it.
The aggregation procedure generates a sequence of instances 0 I , …, H I . (H is the index of the last aggregation created.) The aggregation can be done at most times because the number of servers decreases by at least one each time an aggregation occurs. Thus We can represent the aggregation as a forest of weighted trees. There is one tree for each server in the aggregated instance H I . The weight of the root of each tree is the total service rate of the servers in 0 I that were aggregated to form the corresponding server in H I . The weight of any node besides the root node is the weight of its parent divided by the number of children of the parent. The leaves of a tree correspond to the servers in 0 I that were aggregated to form the corresponding server in H I , and each one's weight equals the service rate of that server. The forest has one parent node for each new server formed during the aggregation, and the total number of nodes in the forest equals 2 n H n + < . Figure 2 shows the forest corresponding to the aggregation of the (3, 2, 2, 1, 1) instance.
Disaggregation
When aggregation is complete, we must find a feasible periodic policy for the aggregated instance H I and then disaggregate that policy. We will use the heuristics presented earlier to construct a feasible policy. This section presents the disaggregation procedure. . The positions in that are assigned to server 7 will be reassigned to servers 2, 3, and 6. The resulting policy = 2-3-1-6-2-1-3-6-1. . The positions in that are assigned to server 6 will be reassigned to servers 4 and 5. The resulting policy = 2-3-1-4-2-1-3-5-1. Table 3 lists these three policies. 
Lower Bound
To provide some idea of the quality of the solutions generated, we will compare their long-term average waiting time W to a lower bound. van der Laan (2005) provides the following lower bound for W:
Computational Experiments
The purpose of the computational experiments was to compare the performance of the heuristics and to show how the aggregation technique performs in combination with these heuristics to minimize W. All of the algorithms were implemented in Matlab and executed using Matlab R2006b on a Dell Optiplex GX745 with Intel Core2Duo CPU 6600 @ 2.40 GHz and 2.00 GB RAM running Microsoft Windows XP Professional Version 2002 Service Pack 3.
We generated 4,100 instances as follows. First, we set the value of T and the number of servers n. To generate an instance, we generated T n − random numbers from a discrete uniform distribution over { } 1, , n … . We then let i x equal one plus the number of copies of i in the set of random numbers (this avoided the possibility that any T n − 0 i x = ). We generated 100
instances for each combination of T and n shown in Table 4 .
All of these instances can be aggregated. For each instance, we constructed 24 policies as follows. First, we applied one of the basic heuristics to the instance (we call this the H policy). Then, we applied the SG algorithm repeatedly to the H policy to construct the HE policy. Table 4 . Combinations of T and n used to generate instances. 100  10  20  30  40  50  60  70  80  90  500 50 100 150 200 250 300 350 400 450 1000 100 200 300 400 500 600 700 800 900 1500 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 Next, we aggregated the instance. For the aggregate instance, we applied the heuristic to construct an aggregated policy. We disaggregated this policy to construct the AHD policy.
T n
Then, we applied the SG algorithm repeatedly to the AHD policy to construct the AHDE policy.
This makes four policies using one basic heuristic and combinations of aggregationdisaggregation and the SG algorithm. We repeated this for the remaining basic heuristics for a total of 24 policies.
Before discussing the results of the heuristics, we consider first how many times that an instance could be aggregated and the number of aggregate servers remaining in the most aggregated instances. Table 5 shows that these values are generally correlated and that, as n increases, the average number of aggregations and the number of aggregate servers remaining decreases steadily for all values of T. (The only exception is for T = 100 when n increases from 10 to 20.) For instance, the average number of aggregations per instance is near six for T = 100
and n = 20, but, as n increases, this decreases to just over two. The average number of aggregations per instance is 14.85 for T = 1500 and n = 100 but decreases to 2.86 for T = 1500
and n = 1400. The largest number of aggregations was 18, which occurred in five instances (one with n = 100 and T = 1000 and four with n = 100 and T = 1500). Among the instances within a single problem set, the variation in the number of aggregations and the number of aggregate servers was low. For instance, for T = 1500 and n = 500, the number of aggregate servers ranged from 7 to 10.
As n approaches T, the average number of servers in the aggregated instances also decreases because the aggregation depends upon the number of distinct values of service rates.
Each distinct value leads to an aggregation of multiple servers and generates a server in the aggregated instance. Thus, the number of servers in the aggregated instance generally equals the number of aggregations needed to create it. Of course, there are some cases in which two groups can be combined, which increases the number of aggregations and reduces the number of servers, and some servers may have unique service rates, but this occurred less often as n increased. As n approaches T, the number of distinct values decreases, so there are fewer aggregations and fewer servers in the aggregated instances. For instance, with T = 1500, the average number of servers in the aggregated instances went from 16.17 when n = 100 to 3.05 when n = 1400.
The results of using the parameterized stride scheduling algorithm with different values of δ were nearly identical. Hereafter, we report only the results with δ = 0.5. The results of these experiments show that the OSSM1, OSSM2, and SWT heuristics generate policies that are better than those that the GR and stride scheduling heuristics generate.
As shown in Table 6 , the H policies generated by OSSM1, OSSM2, and SWT have practically no waiting for problem sets with n near T. The H policies generated by the GR heuristic are better only for moderate values of n (that is, when n is near T/2). The H policies generated by stride scheduling perform quite poorly for all values of n. The SG algorithm, which constructs the HE policies, reduces W dramatically when improving the H policies generated by stride scheduling because the H policies perform quite poorly. For example, with n = 1100 and T = 1500, the average W of the HE policies is 102 time units less than the average W of the H policies, which is a 96.8% reduction. With the other H policies, the improvement after using the SG algorithm is significant but not as dramatic.
As shown in Table 7 , the quality of the AHD policies and AHDE policies is very good compared to the H and HE policies. For instance, when using the OSSM1 heuristic on the instances with n = 600 and T = 1500, the average W of the H policies is 30.09, the average W of the HE policies is 22.42, the average W of the AHD policies is 0.43, and the average W of the AHDE policies is 0.37. For these instances, aggregation (without using the SG algorithm)
reduces W by 29.66 time units, which is a 98.5% reduction in average waiting time. The differences between the heuristics are quite small. Even the stride scheduling algorithm, which
generates poor-quality policies by itself, performs well when used with aggregation. When n is near T, all of the AHD policies have practically no waiting. Compared to the AHD policies, the AHDE policies are slightly better. In general, there is little room for improvement because the AHD policies are quite good.
We also measured the clock time needed to generate these policies. (Due to space constraints, detailed results are not included in this paper.) Figure 3 shows the average time needed to generate the different policies for different heuristics and different values of T. These are averages over all of the corresponding problem sets. As T increased, the time required increased for all heuristics and policies.
The time needed to run only the heuristic, which generates the H policies, increased with n. For T = 100, the stride scheduling algorithm took the least time. For T = 500, 1000, and 1500, the stride scheduling algorithm took the least time for small n, but the GR algorithm took the least time for large n. The OSSM1, OSSM2, and SWT algorithms took more time.
Naturally, more time is needed to generate the HE policies, and the time needed is dominated by the effort spent running the SG algorithm one or more times to find better policies.
In general, more effort was needed for medium values of n (those near T/2) than for small or large values of n (those near T/10 or near T). The quality of the HE policies is significantly better than the quality of the H policies for those medium values of n, which shows that the extra effort generated some benefit.
The time required for the AHD policies increased as n increased, but the time remained approximately the same for different heuristics. The time required for the AHD policies was generally much less than the time required for the H policies. For instance, consider the problem set with T = 1500 and n = 1000. The average time required to construct the AHD policies with the GR algorithm was 80% of the time required to construct the H policies. For the stride scheduling algorithm, the average time required to construct the AHD policies was 28% of the time required to construct the H policies. For the OSSM1, OSSM2, and SWT algorithms, which were slower than the GR algorithm, the average time required to construct the AHD policies was 13% to 17% of the time required to construct the H policies.
The time required for the AHDE policies increased slowly as n increased, and the time remained approximately the same for different heuristics. The time required for the AHDE policies was generally much more than the time required for the AHD policies. For instance, consider the problem set with T = 1500 and n = 1000. The average time required to construct the AHDE policies with the OSSM1, OSSM2, SWT, and GR algorithms was about 7 to 8 times more than the time required to construct the AHD policies. For the stride scheduling algorithm, the average time required to construct the AHDE policies was over 10 times greater than the time required to construct the AHD policies.
The time required to construct the AHD and AHDE policies is roughly the same for the different heuristics used because the aggregated instance has a smaller value of n (though the value of T remains the same). For smaller values of n, the heuristics require about the same amount of time to construct a policy. Moreover, the time for aggregation and disaggregation does not depend, of course, on the heuristic. Figure 3 . Average time required to generate policies for different heuristics, policies, and values of T. Times are averaged over the corresponding problem sets and instances within those sets. Note that the vertical scale is logarithmic in order to improve the clarity of the figure.
Summary and Conclusions
This paper presents an aggregation approach for the problem of minimizing long-run average waiting time. We combined this approach with various heuristics in order to determine when aggregation is useful. The aggregation algorithm runs in polynomial time, but the policy generation and disaggregation algorithms require pseudo-polynomial time.
The results show that using aggregation can generate policies that have much lower average waiting time. Moreover, using aggregation reduces the computational effort needed to construct a policy.
Among the heuristics, the results of our experiments show that the OSSM1, OSSM2, and SWT heuristics generate policies that are better than those that the GR and stride scheduling heuristics generate. Using the SG algorithm to improve policies reduces average waiting time to some degree, but it requires additional computational effort. When aggregation is used, the additional improvement is small compared to the cost of the computational effort.
For the WTP, we recommend using aggregation with the OSSM1, OSSM2, and SWT.
These techniques generate the best policies and require little computational effort.
The results here, along with the results of Herrmann (2009a, b) on using aggregation for the RTV problem, indicate that this type of aggregation approach is a powerful technique for problems that require generating a fair sequence. Additional work will continue investigating the usefulness of aggregation on these types of problems.
The aggregation procedure described in this paper is simple but effective. It is possible to create more sophisticated aggregations that more intelligently combine servers in order to minimize the number of servers in the highest level of aggregation, with the goal of aggregating all of the servers into one group. If there is only one group, the disaggregation leads directly to a solution with zero waiting time. Future work will consider algorithms for systematically creating more sophisticated aggregations (see, for example, Herrmann, 2008 
SG algorithm
The SG algorithm can be described as follows. The input is an instance ( ) 3. Return as the policy. 0 ,...,
