A meta-analysis of 117 studies evaluated the effects of behavior modeling training (BMT) on 6 training outcomes, across characteristics of training design. BMT effects were largest for learning outcomes, smaller for job behavior, and smaller still for results outcomes. Although BMT effects on declarative knowledge decayed over time, training effects on skills and job behavior remained stable or even increased. Skill development was greatest when learning points were used and presented as rule codes and when training time was longest. Transfer was greatest when mixed (negative and positive) models were presented, when practice included trainee-generated scenarios, when trainees were instructed to set goals, when trainees' superiors were also trained, and when rewards and sanctions were instituted in trainees' work environments.
Behavior modeling training (BMT) has become one of the most widely used, well-researched, and highly regarded psychologically based training interventions. The approach, based on Bandura's (1977) social learning theory, differs from other training methods with its emphasis on (a) describing to trainees a set of well-defined behaviors (skills) to be learned, (b) providing a model or models displaying the effective use of those behaviors, (c) providing opportunities for trainees to practice using those behaviors, (d) providing feedback and social reinforcement to trainees following practice, and (e) taking steps to maximize the transfer of those behaviors to the job (Decker & Nathan, 1985; Goldstein & Sorcher, 1974; Robinson, 1982) . Although other training approaches often include one or more of these components, BMT emphasizes the importance of including them all.
BMT has been applied in the development of supervisory, communications, sales, and customer service skills training programs by both large organizations and leading international training companies. One of the largest training firms using BMT for teaching supervisory skills has estimated that over 6 million managers in over 8,000 organizations have taken its courses (Wexley & Latham, 2002) . Recently, BMT has been extended to a broader range of applications, including cross-cultural skills (e.g., Harrison, 1987 Harrison, , 1992 and technical skills (e.g., Compeau & Higgins, 1995; Gist, Rosen, & Schwoerer, 1988; Gist, Schwoerer, & Rosen, 1989; Simon & Werner, 1996) .
Here we provide a meta-analytic review of BMT research, considering its impact on a comprehensive set of training outcomes, and under a variety of conditions related to training design, such as how learning points and models are presented, features of behavioral rehearsal, and steps taken to enhance transfer. Next we describe the theory and practice of BMT, followed by a brief review of previous BMT research and an explanation of our aims for the present research.
The Theory and Practice of BMT Social learning theory (Bandura, 1977) , which is the foundation of BMT, emphasizes four component processes: attentional, retentional, reproduction, and motivational processes. Within the context of BMT, attentional processes concern trainees observing modeling stimuli (e.g., a videotape of someone depicting the skills or desired behavior). The extent to which a learner attends to the modeled behavior is thought to be influenced by (a) characteristics of how the modeled behaviors are displayed, for example, sequencing of behaviors from least to most difficult, labeling of key behaviors; (b) characteristics of the key behaviors being modeled, for example, how distinctively they are presented; (c) characteristics of the model, for example, learners' perceptions of the model's expertise, and similarities between learners and the model such as in sex, race, and age; and (d) characteristics of the learner, for example, capabilities and arousal level (Decker & Nathan, 1985) .
Whereas attentional processes are believed to underlie the effective transfer of observed stimuli (e.g., modeled behaviors) to short-term memory, retentional processes are considered necessary for learning to transfer to long-term memory. Retentional processes primarily concern symbolic coding, in which learners organize behaviors presented during modeling into symbols that facilitate storage and retrieval of those behaviors (Decker & Nathan, 1985) . In BMT, retentional processes can be facilitated by using learning points that aid symbolic coding and by encouraging trainees to engage in symbolic rehearsal (i.e., mental practice) of how they plan to use modeled behaviors in practice.
Reproduction and motivational processes occur in BMT as trainees practice the skills previously presented through modeling and apply them to the posttraining environment. Practice during BMT, referred to as behavioral rehearsal or skill practice, includes feedback from other trainees and/or the trainer, which serves not only a correctional function, when trainees fail to use key behaviors successfully, but also a motivational function, through an explicit emphasis on social reinforcement (i.e., praise) when trainees effectively use the newly learned skills (Goldstein & Sorcher, 1974) . Motivational processes are facilitated further in BMT with its emphasis on transfer of training to the posttraining environment, primarily through establishing reinforcements for the use of newly learned skills.
The typical sequence of activities with BMT programs is the provision of a description of skills-behaviors to be learned, prior to, or along with, modeling, and then practice with feedback. In the case of teaching complex skills required over a variety of related job tasks, such as interpersonal supervisory skills, training is usually organized into 4 to 12 modules, each between 2 and 4 hr in length, with each module focusing on a particular interpersonal task (e.g., discussing a performance problem with an employee), and including the full sequence of BMT components described above.
A similar sequence of activities is typically used when BMT has been applied to teaching other skills, although often with fewer modules. For example, based on a literature review on crosscultural differences between the United States and Japan, Harrison (1992) developed a BMT program to teach cross-cultural skills for managers from the United States working in military installations in Japan. The training included two modules covering two dimensions of cultural differences that emerged from a review of the literature. Each module included the presentation of learning points, a videotaped model depicting those learning points, behavioral rehearsal, and feedback and social reinforcement. In teaching trainees how to use a financial software package, Gist and her colleagues (Gist et al., 1989) used BMT by presenting and demonstrating to trainees, through a video display, the steps required to complete various tasks within the software program. As the video was paused between steps, trainees practiced each step (behavioral rehearsal) and received computer feedback on their performance. Similarly, Howard (1992) implemented BMT to teach the operation of a photocopying machine; trainees were presented with learning points and live or video modeling of those learning points, followed by a practice session (behavioral rehearsal) and social reinforcement.
Prior Research and Aims of the Present Study
Results of BMT research have been summarized through five narrative reviews (Decker & Nathan, 1985; Mayer & Russell, 1987; McGhee & Tullar, 1978; Robinson, 1982; Russ-Eft & Zenger, 1995) and as part of two quantitative reviews of managerial training methods, in which BMT was one of a variety of methods considered (Burke & Day, 1986; Falcone, 1985) . Together, these previous reviews have provided a sound basis for understanding BMT processes and examples of the breadth of contexts in which BMT has been successfully applied. The two quantitative reviews, however, had only five BMT studies available for inclusion at that time. Thus, the primary aim of the present investigation was to provide a substantially more comprehensive, quantitative review of BMT effects on training outcomes than has previously been published, pooling larger sets of both published and unpublished studies. Accurate estimates of training effects are important for both researchers and practitioners in that they provide a basis for comparing the effects of alternative interventions, for conducting power analyses in future research, and for making training utility estimates.
Previous reviews have relied heavily on results of BMT studies reported in a 1976 issue of Personnel Psychology (Burnaska, 1976; Byham, Adams, & Kiggins, 1976; Goldstein & Sorcher, 1974; Latham & Saari, 1979; Moses & Ritchie, 1976; Smith, 1976) , with uniformly positive and large training effects reported for both behavioral changes and results of changed job behavior (e.g., reduced absenteeism resulting from improved supervisory skills). However, more recently published studies of BMT have not been uniformly positive. For example, some recent studies have failed to find significant changes in job behavior, despite evidence of learning (e.g., May & Kahnweiler, 2000; Russell, Wexley, & Hunter, 1984; Werner, O'Leary-Kelly, Baldwin, & Wexley, 1994) . Thus, we expected that a more comprehensive, quantitative review of BMT was likely to result in more conservative estimates of BMT effects on changes in job behavior and results of changed behavior.
A related aim was to determine the effectiveness of BMT in teaching different types of skills. Whereas most of the early studies of BMT involved interpersonal skills, such as supervisory and sales skills, more recent applications have included the teaching of technical skills, such as the use of computer software programs. Differences in skills taught using BMT might influence training effect sizes on learning measures because these are influenced by baseline (pretraining) levels of performance. Initial levels of performance are likely to be higher, and thus effect sizes smaller, when training is intended to enhance existing task performance (e.g., interpersonal skills training) than when trainees are taught to perform a new task, such as how to operate a computer system or software package with which they are unfamiliar.
In addition to establishing BMT effects on various training outcomes, we also investigated the stability of BMT effects over time. Little is known about the extent to which BMT outcomes are maintained over time. A previous meta-analytic review of research on the retention of learning and on-the-job behavior change following training (Arthur, Bennett, Stanush, & McNelly, 1998) found evidence of substantial decay in training effects over time with lack of use, although that meta-analysis included no studies using the behavior modeling method. We anticipated less decay in skills-behavior over time in the case of BMT, however, as one of the explicit goals of BMT is to maintain training effects on job behavior over time (Decker & Nathan, 1985; Goldstein & Sorcher, 1974) . Furthermore, the context of most BMT applications has been teaching skills that are clearly related to trainees' current or immediate jobs, and so there should be ample opportunity for trainees to continue using skills learned in training.
Characteristics of BMT Design
Our second major aim was to determine the training design characteristics associated with greater BMT effects. Researchers have suggested, and in some cases tested, variations in how learning points and models can be presented to trainees to facilitate attentional and retentional processes, how reproduction processes can be enhanced as trainees prepare for behavioral rehearsals, and how motivational processes can be enhanced to maximize BMT transfer. Using meta-analytic methods, we explored the efficacy of such training design features by (a) comparing effect size estimates where there is between-studies variation in how BMT has been implemented, and (b) calculating effect size estimates for particular design features from primary studies in which these design features have been experimentally manipulated, that is, a withinstudies analytic approach.
Next we describe the features of BMT design that we have focused on in this meta-analysis. We derived these variables from a review of the BMT literature, although we later eliminated some variables of interest because too few studies were available for meaningful meta-analyses. We focus here on only those variables that we were able to analyze.
Learning Points
An essential component of BMT is that desired behaviors (skills) are described to trainees, so as to facilitate trainees' symbolic coding, and this is typically achieved through providing a list of learning points (also referred to as codes) to trainees, prior to or during modeling. Goldstein and Sorcher (1974) suggested that BMT is more effective than alternative training techniques, in part, because desired behaviors are more specifically defined for trainees. Similarly, Decker and Nathan (1985) claimed that learning points facilitate both attentional and retentional processes, and so we expected that the inclusion of specific learning points within BMT would result in greater learning.
Researchers have also considered the most effective form in which to present learning points to trainees. Initiated first by Decker (1980) , BMT researchers have compared the presentation of learning points to trainees as rules to be followed ("rule codes"), for example, "Listen and respond with empathy to reduce defensiveness," versus descriptions or summaries of the model's behavior, for example, "listened empathetically." Rule codes have been found to be superior to learning points presented as descriptions or summaries of behavior in leading to generalization of skills (Decker & Nathan, 1985) , as measured through trainees performance in simulated role-play situations, leading us to expect that effect sizes for learning outcomes would be greater when learning points are presented as rules rather than descriptions or summaries of behavior. We also explored the effects of two additional variables to do with learning points on learning outcomes: (a) whether studies explicitly mentioned the use of retention aids (Decker & Nathan, 1985) , such as cards summarizing learning points, and (b) whether learning points were presented along with the modeling display, a strategy advocated as a means of aiding attentional processes by making modeled behaviors more distinctive (Latham & Saari, 1979; Mann & Decker, 1984) .
Models
Perhaps the most interesting and researched variable concerning the modeling display component of BMT is the use of positiveonly versus mixed (negative and positive) models. Baldwin (1992) argued that displaying mixed models (i.e., both negative and positive models) can more effectively help trainees generalize learning to novel situations (i.e., apply skills in a scenario different from that which was modeled) than displaying positive-only models for two reasons: (a) Generalization is positively associated with greater stimulus variability, which is provided by mixed models, and (b) trainees can better "unlearn" undesirable behaviors when these behaviors, along with desirable behaviors, are depicted. Although Baldwin's study showed mixed models to be superior to positive-only models when trainees were given the opportunity to generalize newly learned skills to a novel task within his experiment, little is known about the comparative efficacy of mixed versus positive-only models in actual work-related training settings and with respect to other training outcomes, particularly training transfer.
Behavioral Rehearsal
Prior to the behavioral rehearsal component of BMT, trainees can be encouraged to mentally rehearse how they will use newly learned skills (i.e., symbolic rehearsal) or they may be coached by another trainee or the trainer in order to explicitly plan how skills will be used. These additions to BMT have been hypothesized to improve retention and performance in the behavioral rehearsal component of training (Decker & Nathan, 1985) , and in the case of symbolic rehearsal, evidence has supported this claim (Decker, 1982) . Prior meta-analytic evidence, outside of the field of BMT, also suggests that mental rehearsal can lead to greater task performance, particularly for cognitive tasks (Driskell, Copper, & Moran, 1994) . Thus, we assessed whether skill development is enhanced with symbolic rehearsal and coaching prior to the behavioral rehearsal.
We also compared training effects on job behavior of studies that had trainees practice their own work-related scenarios with studies using only trainer-provided scenarios. Having trainees develop at least some of the scenarios that they practice in training has been advocated as a means of enhancing training transfer (Robinson, 1982; Wexley & Latham, 2002) and is consistent with the training transfer principle of identical elements, that is, enhancing the similarity between the training and work environments. Thus, we expected larger BMT effects on job behavior when the behavioral rehearsals included trainees practicing at least some scenarios that they developed themselves.
Hours of Training
Substantial practice, to a point of overlearning, has been considered an important aspect of BMT (Decker & Nathan, 1985) , and some have even argued that, to achieve transfer of training to the work environment, more practice is required in BMT than has typically been acknowledged (Campbell & Kuncel, 2001) . Support for the relationship between practice time in training and retention of newly learned skills can also be found outside of the BMT literature. In a meta-analysis of studies involving physical and cognitive skill development (Driskell, Willis, & Copper, 1992) , overlearning was associated with greater retention of newly learned cognitive skills and, to a lesser extent, physical skills.
Although too few BMT studies have included details of how much training time was dedicated specifically to practice, many studies indicated the total number of hours of training time, which we used as a proxy for amount of practice trainees received for the purpose of determining relationships between practice time and training effect sizes. We assumed that the number of hours of training and number of hours of practice are likely to have been at least moderately correlated, given that a relatively large proportion of training time within BMT is dedicated to practice, and longer programs often involve multiple, related modules, each including a behavioral rehearsal component.
Transfer Enhancers
Finally, with BMT's emphasis on transfer of training to the workplace, researchers have proposed a variety of design features to maximize transfer. We focus here on three such strategies that have been suggested: (a) having trainees set goals in training concerning how they intend to apply newly learned skills on the job (Latham & Saari, 1979; Russell et al., 1984) ; (b) training the superiors of trainees (Latham & Saari, 1979; Parry & Reich, 1984) ; and (c) introducing rewards and sanctions in the workplace for, respectively, trainees' using or failing to use newly learned skills on the job (Decker & Nathan, 1985; Goldstein & Sorcher, 1974; Latham & Saari, 1979; Russell et al., 1984) .
Method
Meta-analysis was used in order to establish effect size estimates for relevant training outcomes and to compare training effects across features of both training and evaluation design.
Study Selection and Compilation
Study selection criteria were as follows. 1. The evaluation had to be of a BMT intervention used with an adult (age 18 or older) population. Authors must have identified the training as behavior modeling or behavior role modeling, and studies had to include key behavior modeling components of (a) describing and (b) modeling skills (key behaviors) for trainees followed by (c) practice with (d) feedback. 1 2. The study must have either (a) indicated an effect of BMT, alone, on learning, job behavior, or results of trainees' job behavior, in comparison to a no-training assessment (either control group, pretraining measure, or both), or (b) presented a comparison of two or more variations on the implementation of BMT (e.g., learning points presented vs. not presented to trainees). Evaluations using only reaction questionnaires were excluded in the present investigation because they fail to fit the traditional concept of a "training effect," in that posttraining reactions to training cannot be meaningfully compared with reactions of those who have not received training. Studies adding behavior modeling to another training method were excluded if the full, independent effects of BMT could not be disentangled from the effects of the other training method. Studies utilizing only trainees' own self-ratings were also excluded in light of past research suggesting that self-ratings of performance are typically inflated (Arnold & Davey, 1992; Carless & Roberts-Thompson, 2001; Church, 1997; Furnham & Stringfield, 1994; Harris & Schaubroeck, 1988; Meyer, 1980; Thornton, 1980) . Studies relying exclusively on "retrospective" pretests (i.e., neither true pretests nor control groups) were also excluded.
3. Sufficient information had to be presented in order to calculate effect sizes.
A comprehensive search was conducted to find both published and unpublished studies that met these inclusion criteria. Relevant computer databases (PsycINFO, ABI/INFORM, Educational Resources Information Center) were searched using keywords combining training with both American and British spellings of behavior modeling, behavioral modeling, or behavior role modeling, as were leading research journals in the training, industrial-organizational psychology, and management fields. Studies were also identified from books and chapters on BMT (Decker & Nathan, 1985; Robinson, 1982; Russ-Eft, 1997; Russ-Eft & Zenger, 1995) and from previously published reviews and meta-analyses of organizational training. Further studies were identified from references cited in studies found through this search process. In order to obtain unpublished BMT evaluations, known BMT researchers were contacted, as were the American Society for Training and Development and training firms that advertise regularly in Training and Development Journal and Training magazine.
In total, 171 BMT studies were located, of which 46 were later excluded: 26 because they lacked sufficient information for effect size calculations (e.g., Goldstein & Sorcher, 1974) ; 6 because they included neither pretests nor a relevant comparison group (e.g., Johnson & Marakas, 2000) ; 6 because training effects were measured exclusively through trainees' own self-ratings (e.g., Nunns & Bluen, 1992) ; 4 because, although they were described by their authors as based on behavior modeling, one or more of the four key components of behavior modeling was not included (e.g., Royster, 1981) ; 3 because they were implemented with children (e.g., Renaud & Stolovitch, 1988) ; and 1 because a pure, BMT-only condition could not be isolated (Davis & Mount, 1984) .
After removing duplicate studies (e.g., doctoral dissertations that were later published), a total of 119 independent studies contributed 279 effect sizes to this investigation: 36 published studies, 60 unpublished training reports, and 23 unpublished doctoral dissertations. Of the 119 studies, 94 were conducted in work organizations. The remaining 25 studies involved nonwork samples (e.g., students) and contributed effect sizes to only learning and attitudinal outcome criteria. The skills taught in most (108 of the 119) studies were in the nature of interpersonal communication: 78 concerning supervisory skills training and 30 concerning interpersonal communication skills for nonsupervisory staff (e.g., team skills, assertiveness, customer service, cross-cultural communication, counseling-active listening). The remaining 11 studies taught technical skills, of which 8 concerned computer-related tasks. Forty of the 119 studies included control groups receiving no training, although some of the other studies were also 1 Three unpublished reports were not explicitly identified as BMT in written reports but were identified verbally by one of their authors as behavior modeling, and our inspection revealed that they contained the essential components of BMT. Studies comparing alternative means of presenting learning points or models to trainees on performance in subsequent behavioral rehearsals were included, even if the behavioral rehearsal did not include feedback. These studies only contributed to analyses of alternative features of BMT design.
of an experimental design.
2 In almost half of the control group studies, participants were randomly assigned to training and no-training control conditions. Sample sizes of each study (including control group members) ranged from 5 to 271, with a mean of 37. Sources of studies included in this analysis are preceded by an asterisk in the reference list.
Coding of Studies
Studies were coded as meeting the study inclusion criteria, and those that were included were then coded as to publication source; setting (organizational vs. nonorganizational, industry, level of trainees); skills taught; aspects of study design (control group, random assignment, use of pretests, time between training and posttraining measures); outcome variables assessed (and source of ratings); and implementation variables, including whether learning points were presented as rules versus descriptions or summaries of behavior, use of retention aids, display of learning points with modeling videos, whether models were positive-only versus mixed (negative and positive), use of symbolic rehearsal and coaching prior to behavioral rehearsal, use of trainee-generated practice scenarios, hours of training, use of goal setting, whether trainees' superiors were trained, and whether rewards/sanctions were established in trainees' work environment for use/nonuse of newly learned skills. Other features of BMT design, such as live versus videotaped models and use of trainees' superiors versus others as trainers, were initially coded as well, but too little variation across studies on these design features (e.g., insufficient numbers of studies using live models and trainees' superiors as trainers) prohibited meaningful comparisons, and so these potential moderator variables were dropped. For each outcome variable measured in a study, the number of participants in training and control groups was recorded, effect sizes were calculated, and reliability coefficients and pretest-posttest correlations were noted.
Three graduate psychology students were trained as cocoders. Training consisted of cocoders and Paul J. Taylor independently coding a set of six studies, followed by discussion of disagreements, including both categorical differences and differences in effect size calculations of greater than .005. After two iterations of this process, all coders achieved independent agreement with Paul J. Taylor for each variable coded in at least five of the six studies in the set (i.e., at least 83% agreement), and training of cocoders was concluded. After training, each remaining study was independently coded by Paul J. Taylor and one of the three trained cocoders. Posttraining percentage agreement between Paul J. Taylor and cocoders exceeded 90% for all variables except three: skills taught (75%), study design (88%), and effect sizes (74%). Final coding decisions on disagreements occurring after training were made by Paul J. Taylor.
Categorization of Training Effects
Training effects were categorized into one of six outcome criteria: first, declarative knowledge (e.g., typically written tests using multiple-choice format); second, procedural knowledge-skills (skills assessed in simulation tasks or through paper-and-pencil situational judgment tests) 3 ; third, training-related attitudes (e.g., self-efficacy); fourth, job behavior; and two results of trainee behavior: workgroup productivity 4 (the fifth outcome) and workgroup climate (the sixth outcome)-both outcomes assessed in many evaluations of BMT supervisory training. Other possible measures of learning suggested by Kraiger, Ford, and Salas (1993) , such as mental structures, were originally considered but later dropped because too few studies included them for meaningful meta-analysis.
Notation of Training Effects
Relevant training effects from each study were categorized into one of the six training outcome criteria listed above. In some studies, more than one measure was used for a single evaluation criterion, such as two forms of written tests, performance in multiple simulations, or multiple rating sources for behavioral and results measures. In these cases, multiple effect sizes for a particular criterion construct were averaged. Similarly, for studies including multiple variations of BMT, for example, one condition using positive models and another condition using mixed models, and provided that each condition contained the minimal requirements of BMT defined earlier, effect sizes established for each condition were averaged for analyses involving estimates of BMT training on outcomes and were treated separately for analyses of that particular BMT design feature. In some studies, both immediate and delayed posttests were administered, and in these cases, effect sizes were calculated for each, and these were considered separately for an analysis of differences in immediate versus delayed training effects but were averaged for other analyses.
All effect sizes were based on standardized differences in performance of individuals receiving BMT versus a no-training comparison (e.g., control group or pretest), with the exception of within-studies analyses comparing features of BMT design (e.g., two or more variations of BMT). Some studies compared two or more different training methods, including a no-training control group, and in these cases, effect sizes for BMT versus no training were calculated for only the behavior modeling group as compared with the no-training control group. Similarly, for studies that experimentally compared two or more different training methods without a no-training control group but that included pretest measures, effect sizes for BMT versus no training were based on the pretest-posttest comparison of only the behavior modeling group (or groups), that is, treated as a single-group, pretest-posttest design.
Training effect sizes were calculated based on new procedures suggested by Carlson and Schmidt (1999) in order to minimize biases that result from different evaluation designs: (a) the upward bias in studies lacking control groups, due to control group effects (i.e., improvements in performance over time unrelated to the training, such as the effect of pretesting on posttest scores), and (b) the downward bias in control group studies lacking pretest measures, due to treatment-by-subject interactions that result in inflated posttraining standard deviations. Following recommendations by Carlson and Schmidt (1999) and Morris and DeShon (2002) , we calculated training effect sizes in the following manner.
When means and standard deviations were reported in primary studies, effect sizes were calculated as follows.
Posttest only with control group designs. Effect sizes were calculated as the mean difference between trained and control groups divided by the control group standard deviation.
Pretest-posttest with control group designs. Effect sizes were computed in three stages. First, an effect size was computed for the trained group, using the mean difference between posttest and pretest for the trained group, divided by the trained group pretest standard deviation.
Next, an effect size was computed for the control group, using the mean difference between posttest and pretest for the control group, divided by the control group pretest standard deviation. Finally, the effect size for the control group was subtracted from the effect size for the trained group.
Single group pretest-posttest designs. Effect sizes were calculated as the mean difference between posttest and pretest scores, divided by the pretest standard deviation. In order to remove bias in these effect sizes due to gains in posttest scores attributable to improvements in performance unrelated to the training (e.g., pretesting), control group effects were subtracted from these single-group, pretest-posttest effect sizes (prior to correction for attenuation) using control group effect size estimates for each training outcome variable provided by Carlson and Schmidt (1999, When means and standard deviations were not reported for studies with control groups, but test statistics (or precise-obtained probability values) were, conversion formulas described by Hunter and Schmidt (1990) and Glass, McGaw, and Smith (1981) were used to calculate effect sizes. For within-subject studies, and for which only correlated t values or repeatedmeasures F values were reported, the conversion formula provided by Dunlap, Cortina, Vaslow, and Burke (1996) was applied in order to reflect within-subject effects in a comparable metric to effect sizes from betweensubjects studies. Effect sizes for single-group pretest-posttest studies derived from test statistics were also corrected for control group effects using the procedure for single-group pretest-posttest designs described above.
Studies that did not report means and standard deviations also failed to report pretest-posttest correlations, and so effect size calculations for these studies were based on an estimation of the pretest-posttest correlation, using the average pretest-posttest correlation reported for the same criterion in other BMT studies, as suggested by Dunlap et al. (1996) . These sample-weighted mean pretest-posttest correlations used for imputation are reported in Table 1 .
Removal of Outliers
Outlier effect sizes were identified and removed from analyses according to Huffcutt and Arthur's (1995) sample-adjusted meta-analytic deviance (SAMD) statistic. Their procedure was adapted to the present study by calculating sampling error variances according to the appropriate betweensubjects or within-subject formula (see the discussion of sampling variances in the Meta-Analytic Procedure section below). Scree plots of SAMD values were generated separately for each of the six training outcomes.
Visual inspection of scree plots identified 11 of the 279 effect sizes (3.9%) as outliers. Some outlier effect sizes were of learning measures, where in at least some cases, the training was aimed at teaching entirely new skills to trainees, such as use of computer software that trainees were previously unfamiliar with (vs. training to improve existing skills, such as interpersonal skills), and so very low trainee pretest scores or control group members' scores would have been expected. For example, Simon and Werner (1996) reported (uncorrected) effect sizes for BMT on declarative knowledge and procedural knowledge and skills of 6.3 and 18.1, respectively. In other cases, a misprint of statistics seemed plausible. For example, Orpen (1985) reported a very large effect size (6.3) for BMT on district sales figures, but because he only reported its significance at the .05 level, while reporting other, smaller effects within the same study at more stringent critical probability values (.01 and .001), a misprint (e.g., misplaced decimal point) seems plausible.
The 11 outlier effect sizes were from 8 different studies, and because most studies contributed multiple effect sizes, removal of these 11 outlier effect sizes resulted in the loss of only 2 studies, leaving a total of 117 studies, and 268 effect sizes, for analysis.
Meta-Analytic Procedure
Population effect size estimates were calculated by computing samplesize weighted mean effect sizes, in which studies were corrected individually for criterion unreliability, using the Hunter and Schmidt (1990) approach. Effect sizes were corrected individually for unreliability using alpha coefficients, as these were the most commonly reported reliabilities for all criteria. Using alpha coefficients to correct effect sizes corrects only one of multiple sources of unreliability present (F. L. Schmidt & Hunter, 1996) , and so effect sizes should be considered conservative estimates of population effects. In cases in which studies lacked criterion reliability information, the sample-weighted mean reliability based on other BMT studies for that criterion (see Table 1 ) was imputed. Effect sizes were also corrected for the bias associated with studies with small samples (Hunter & Schmidt, 1990, pp. 281-282) .
Sampling variance estimates were computed for each study individually, because between-subjects and within-subject studies require different sampling variance estimation procedures. Sampling variances (of uncorrected effect sizes) for posttest-only with control group studies were computed using Hunter and Schmidt's (1990, p. 283 ) formula for between-subjects studies, whereas sampling variances (of uncorrected effect sizes) for both single-group pretest-posttest studies and pretest-posttest with control group studies were calculated using their formula for within-subject studies (Hunter & Schmidt, 1990, p. 383) . For pretest-posttest with control group studies, sampling variances were computed separately for training and control group effect sizes (using the within-subject sampling variance formula) and then summed to compute the total sampling variance for each study as recommended by Morris and DeShon (2002) . Pretest-posttest correlations, which are required for computation of within-subject sampling variances, were obtained from source studies reporting these statistics (see Table 1 ).
Sampling error variances of corrected effect sizes were computed according to Hunter and Schmidt (1990, pp. 307-308) , in which each study's Note. Reliabilities are sample-weighted mean alpha coefficients. k ϭ number of studies; N ϭ total sample size.
sampling variance was divided by the reliability of the dependent measure. Sampling variances of corrected effect sizes were used to correct variances in corrected effect sizes, which, in turn, were used to calculate corrected standard deviations and lower bound values of 90% credibility intervals around corrected sample-weighted mean effect sizes (␦).
Moderator Analyses
Moderator analyses of training effects were performed using both between-and within-studies strategies. Relationships between effect sizes and categorical moderators were assessed using the traditional betweenstudies approach of breaking studies down by hypothesized moderators. Similarly, we report within-studies effect size estimates for studies that experimentally compared multiple conditions relevant to BMT, such as two variations of BMT design (e.g., positive-only vs. mixed models). Metaanalysis of such experiments comparing two treatment conditions is similar to traditional analyses comparing treatment with control conditions, except that effect size estimates represent the effect of one treatment compared with the other rather than the effect of receiving versus not receiving a treatment. For both between-studies and within-studies analyses, we established a minimum of three studies necessary for each subset of studies.
Relationships between effect sizes and continuously measured moderators, such as the length of time between training and posttests and the number of hours of training, were assessed using weighted least squares (WLS) regression, in which (uncorrected) effect sizes were regressed on each continuously measured moderator, and studies were weighted by their sample sizes. We set a minimum of 10 studies as necessary for performing WLS.
Results
BMT effects on training outcomes, broken down by methodological features of studies (use of control groups and random assignment to groups) are presented in Table 2 . Results outcomes are presented separately for workgroup productivity and workgroup climate-both relevant for only BMT supervisory training.
Focusing first on results for learning outcomes (see Table 2 ), mean population effect size estimates (␦) for BMT on measures of declarative knowledge and procedural knowledge-skills showed the largest training effects, with trainees improving by slightly more than 1 standard deviation. Even after we removed variance due to sampling error, substantial residual variance remained (as indicated by large corrected standard deviations of ␦, small percentages of variance accounted for, and low 90% lower bound credibility values). Distributions of effect sizes for both declarative knowledge and procedural knowledge-skills were highly skewed, with virtually all study effect sizes positive and some as large as 4 standard deviations, and so lower credibility values have to be interpreted cautiously. In sum, BMT effects on knowledge and skills measures are generally large and vary considerably from study to study. BMT effects on attitudes are more modest, with an average change of one third of a standard deviation, and they are also more stable across studies. Training effects on job behavior (see Table 2 ) are substantially smaller than on knowledge and skills, averaging just over one fourth of a standard deviation, with Note. Effect sizes for job behavior, workgroup productivity, and workgroup climate were all from supervisory training. Missing breakdowns are the result of too few studies (k Ͻ 3) for at least one of the comparisons. Studies that could not be unambiguously assigned to a breakdown condition (e.g., random assignment vs. nonrandom assignment) but which clearly fit in the higher level set (e.g., studies with control groups) were included in the higher level set but not the lower level sets, and thus sums of N and k for subsets may be less than N and k for the associated total set. Mean d ϭ sample-weighted mean of observed (uncorrected) effect sizes; ␦ ϭ the population effect size estimate; % variance accounted for ϭ percentage of variance in effect sizes attributable to sampling error.
substantial variability even after sampling error was removed.
Estimates for BMT effects on results (workgroup productivity and climate) are smaller still (␦ ϭ 0.13 and 0.11, respectively). Turning now to methodological variables, studies without control groups, having been corrected for control group effects, yielded effect size estimates that are quite similar to those for studies with control groups. Smaller effects were observed for those control group studies using random assignment of participants to condition than for studies lacking random assignment for all outcomes other than procedural knowledge-skills. As indicated in Table 3 , effect sizes were somewhat larger for published than unpublished studies across training outcomes (with the exception of declarative knowledge). We found no evidence of a positive bias in effects of studies provided by training firms. Table 4 reports breakdowns of BMT effect size estimates based on the skills taught: interpersonal (either supervisory or teamwork skills) and technical skills. Training effects on the development of procedural knowledge-skills for technical skills training were slightly larger than for interpersonal skills training, although smaller for changes in trainees' attitudes. Studies reporting the use of BMT to train technical skills, such as use of computers or software, have generally been limited to assessing learning outcomes; hence, all results we report for behavior and results outcomes are limited to BMT applied to teaching interpersonal skills.
Skills Taught
Supervisory skills training applications yielded larger average effects on the development of both declarative and procedural knowledge-skills than did teamwork skills training, whereas the latter was associated with larger training effects for changes in both attitudes and job behavior. Such differences may be the result of the content of these different types of programs. It must, however, be recognized that, in contrast to supervisory skills training, participants in the teamwork skills training studies were almost all nonsupervisory staff. Perhaps BMT is more effective in changing nonsupervisory employees' job behavior than that of supervisory-level staff, while being more effective in leading to changes in knowledge-skills for supervisory staff.
Stability of BMT Effects Over Time
In addition to determining the overall effects of BMT on various outcomes, we were interested in determining whether learning and behavior change are maintained over time. In a small number of studies measuring learning outcomes, two posttests were taken on the same dependent variable at different times, one immediately after training and the other some months later, permitting a withinstudies comparison of training effects across the two posttests. Table 5 provides the results of such an analysis for declarative knowledge and procedural knowledge-skills, the only two training outcomes with at least three studies including both immediate and delayed posttests. Effect sizes differences for declarative knowledge suggest an average decay of 0.24 standard deviations, whereas no decay was apparent for procedural knowledge-skills.
Another approach to assessing the extent to which BMT effects are maintained over time is to consider the relationship between study effect sizes and the length of time between training and when posttests were administered. To accomplish this, we regressed study training effect sizes on the number of months between training and posttest (which ranged from 0 -12 months), using WLS regression in which studies were weighted by sample size. For studies that included both immediate and delayed posttests, we used the delayed posttest effect size in order to maximize variance in length of time between training and posttest for this analysis because, in most studies, posttests were administered shortly after training. Note. Missing breakdowns are the result of too few studies (k Ͻ 3) for at least one of the comparisons. Mean d ϭ sample-weighted mean of observed (uncorrected) effect sizes; ␦ ϭ the population effect size estimate; % variance accounted for ϭ percentage of variance in (corrected) effect sizes attributable to sampling error.
The results of these WLS regression analyses are reported in Table 6 . Consistent with the results of the within-studies analyses, we found a small, negative relationship between time between training and posttest for declarative knowledge criteria. Surprisingly, we found a moderately large, positive (and statistically significant) relationship between training effects for procedural knowledge-skills and length of training-posttest interval, and we found a small positive (nonsignificant) relationship for job behavior. Taken together, these within-studies and between-studies analyses suggest that, whereas declarative knowledge appears to decay after training, newly learned skills (i.e., measured with tests of procedural knowledge or ratings of job behavior) are maintained or even increased over time after training.
Characteristics of BMT Design
Results for the evaluation of various features of BMT design are presented in Tables 7-11 . Where sufficient numbers of primary studies have experimentally contrasted a characteristic of training design, we report meta-analytic summary statistics for these within-studies comparisons, and where sufficient numbers of primary studies have applied a particular design characteristic and other studies have not, we report summary statistics in the form of between-studies breakdowns. When analyzing the effect on training outcomes of hours of training (see Table 11 ), a continuous moderator variable, we report results of WLS regressions.
These results generally support BMT design options that have been advocated in the literature, with a few notable exceptions. As expected, the development of procedural knowledge-skills is enhanced when learning points are used and when they are presented as rule codes (see Table 7 ). However, use of retention aids (e.g., small cards listing learning points) and the displaying of learning points along with modeling not only failed to contribute to greater development of knowledge or skills, but they may actually have hindered learning, as training effects on both declarative knowledge and skill development were smaller when retention aids were used and learning points were displayed during modeling.
Mixed (negative and positive) models, as compared with only positive models, yielded smaller training effects for the development of declarative knowledge and change in attitudes. In contrast, such mixed models showed greater transfer of training (changes in Note. A positive sample-size weighted mean difference between d values indicates that, on average, the effect size calculated using the immediate posttest was larger than the effect size calculated using the delayed posttest within the same study.
job behavior) than did only positive models (see Table 8 ). The effect of models on the development of procedural knowledgeskills was less clear, with mixed models showing an increase of one half of a standard deviation in skill development over positiveonly models in the within-studies comparison, but virtually no difference appeared in the between-studies comparison. Symbolic rehearsal of skills before the behavioral rehearsal was associated with higher levels of skill development (see Table 9 ), but studies that included the verbal coaching of trainees prior to the behavioral rehearsal yielded slightly smaller training effects on skill development than those studies that did not mention use of coaching. Transfer of training (i.e., training effect on job behavior) was greatest when at least some of the scenarios that trainees practiced were trainee generated (see Table 9 ), when trainees were instructed to set goals, when trainees' managers were also trained, and when rewards and sanctions were instituted in trainees' workplaces for, respectively, using or not using newly learned skills (see Table 10 ).
We explored whether the number of hours of training-a proxy for the amount of time trainees practiced-would be positively associated with learning and transfer outcomes by regressing study effect sizes on the number of hours of training, using WLS regression. Table 11 presents standardized betas representing the relationship between training effect sizes and hours of training for various training outcomes. Consistent with the theory that more practice leads to greater skill development, the beta representing the relationship between hours of training and the development of procedural knowledge-skills (0.42) is positive, moderate in size, and approached significance. This advantage for longer training courses, however, does not seem to transfer to increased use of trained skills on the job, as reflected in the near-zero relationship between hours of training and job behavior.
Discussion
The present study updates earlier research on BMT effects with a substantially larger pool of both published and unpublished Note. Effect sizes were regressed on the number of months between training and posttest (ranging from 0 -12), using weighted least-squares regression, in which studies were weighted by sample size. Training outcomes for which data from at least 10 studies were available are reported. A positive beta value indicates that larger effect sizes are associated with longer periods between training and posttest. * p Ͻ .05. Note. Within-studies comparisons are of experimental studies, in which a focal condition (e.g., presentation of learning points) was contrasted with another condition (e.g., no learning points): A positive mean effect reflects better performance, on average, for the focal condition. Mean d ϭ sample-weighted mean of observed (uncorrected) effect sizes; ␦ ϭ the population effect size estimate; % variance accounted for ϭ percentage of variance in (corrected) effect sizes attributable to sampling error.
studies. It provides a similar, though slightly revised, picture of the effects of BMT in organizations. Whereas BMT effects on knowledge-skill (learning) outcomes were similar to those reported by Burke and Day (1986) -approximately 1 standard deviation improvement due to BMT-the effects of BMT on job behavior (all studies ␦ ϭ 0.27) were considerably smaller than Burke and Day's previous estimate of 0.70. BMT effects on results outcomes were smaller still (␦ ϭ 0.11 for workgroup productivity and 0.13 for workgroup climate), and these are smaller than training effects on results that have been reported in earlier metaanalyses for training programs (Arthur, Bennett, Edens, & Bell, 2003; Burke & Day, 1986; Guzzo, Jette, & Katzell, 1985) , which have ranged from 0.62 to 0.78. We suspect that the smaller effects we found for BMT on job behavior and results are due to our (a) inclusion of published BMT studies that have become available since the early 1980s, some which have shown negligible effects of on transfer criteria (e.g., May & Kahnweiler, 2000; Russell et al., 1984; Werner et al., 1994) , and (b) substantially larger proportions of unpublished studies than in these other meta-analyses. Previous meta-analyses on psychological interventions (e.g., Lipsey & Wilson, 1993) suggest that unpublished studies generally yield slightly smaller Note. The within-study comparison was of experimental studies, in which mixed model conditions were contrasted with positive-only model conditions. The positive mean effect for the within-study comparison reflects better performance, on average, for the mixed-model conditions. Mean d ϭ sample-weighted mean of observed (uncorrected) effect sizes; ␦ ϭ the population effect size estimate; % variance accounted for ϭ percentage of variance in (corrected) effect sizes attributable to sampling error. Note. Within-studies comparisons are of experimental studies, in which a symbolic rehearsal condition was contrasted with a no symbolic rehearsal condition: The positive mean effect in the within-study comparison reflects better performance, on average, for the symbolic rehearsal condition. Mean d ϭ sample-weighted mean of observed (uncorrected) effect sizes; ␦ ϭ the population effect size estimate; % variance accounted for ϭ percentage of variance in (corrected) effect sizes attributable to sampling error.
effect sizes than published studies as was the case in the present study for all outcomes other than declarative knowledge. An appropriate comparison of BMT and other training methods would be to compare the present results with meta-analyses of other training methods that have included a majority of unpublished studies. Morrow, Jarrett, and Rupinski (1997) , for example, reported an average, uncorrected effect size of 0.31 for change in behavior resulting from 11 managerial training programs conducted within a large pharmaceutical firm, just slightly larger than that of the present study (uncorrected average d of 0.25 for job behavior). Finally, BMT effects on job behavior reported here should be considered a lower bound for what might have been achieved had these programs included recently developed posttraining interventions, such as self-management and relapse prevention. Studies that have demonstrated the superiority of adding these interventions to training (e.g., Gist, Stevens, & Bavetta, 1991; Stevens & Gist, 1997) were not included in this meta-analysis because they lacked no-training comparison conditions.
The Stability of BMT Effects Over Time
Determining the extent to which training effects are stable (vs. decay) over time is critical to determining accurately the utility of training programs. If the immediate effects of training on the development of skills and changes in job behavior quickly dissipate, the utility of the program is severely reduced (Mathieu & Leonard, 1987) . BMT differs from other training methods, in part, due to its greater emphasis on the transfer of skills to the workplace and maintenance of those skills over time (Decker & Nathan, 1985; Goldstein & Sorcher, 1974) .
Results from both within-studies comparisons of delayed versus immediate posttests and the regression of BMT effect sizes on months between training and posttests suggest that declarative knowledge decays over time. This finding is consistent with the typical curves characterizing recognition and recall over time, due to decay (Brown, 1958; Peterson & Peterson, 1959) , interference (Postman & Underwood, 1973) , or retrieval failure (Tulving & Thompson, 1971 , 1973 .
In contrast, however, skills and changed job behavior were clearly sustained over time after BMT training. When comparing training effect sizes based on immediate and delayed posttests within studies, we found that effect sizes for procedural knowledge-skills derived from delayed posttests were, on average, slightly larger than those derived from posttests taken immediately after training. Furthermore, when regressing effect sizes on the number of months between training and posttest, we found positive relationships for measures of both procedural knowledge-skills (␤ ϭ .47, p Ͻ .05) and on-the-job behavior (␤ ϭ .17, ns), again suggesting that changes in skills, and to a lesser extent job behavior, are actually greater with the passage of time after training.
The large relationship found between BMT effects on skills and length of time between training and posttest is somewhat surprising in light of both the assumption typically made in training utility analyses that training effects decay over time (see, e.g., Cascio, 1989; Mathieu & Leonard, 1987; Wexley & Latham, 2002) and consistent evidence of skill decay over posttraining periods of no practice (Arthur et al., 1998) . We suspect that trainees' skills may continue to improve after BMT because of the opportunities for practice that naturally occur on the job. Such practice opportunities are likely to be valuable for skill development but may not occur frequently enough for trainees to have sufficient practice opportunities within just the 1st month following training (May & Kahn- Note. Effect sizes were regressed on the number of hours of training using weighted least-squares regression, in which studies were weighted by sample size. Training outcomes for which data from at least 10 studies were available are reported. A positive beta value indicates that larger effect sizes are associated with more training. a This value approached significance, p Ͻ .06.
weiler, 2000), when posttraining evaluation measures are often taken. Although the positive relationships between effect sizes and months between training and posttest for procedural knowledgeskills and job behavior are encouraging, two study limitations have to be recognized. First, because of the correlational nature of such analyses, we are unable to rule out third-variable causes, such as the possibility of more rigorous implementations of training, follow-up activities, or special incentives provided to trainees in studies using delayed posttests. Second, the time between training and posttests failed to exceed 1 year in all studies, and in most studies it was 6 months or less, and so the extrapolation of these findings over subsequent years following training must be done cautiously. Clearly, there is a need for more primary studies that assess training effects for periods beyond 1 year.
Characteristics of BMT Design
A number of features of BMT design were associated with larger effects on learning and changes in job behavior. We discuss the implications of each of these findings next.
Learning points. We found that presenting learning points, and specifically the presentation of learning points in the form of rule codes, yields large effects (.82 and .78, respectively) on trainees' development of procedural knowledge-skills. These findings provide a quantitative estimate of effects summarized earlier by Decker and Nathan (1985) . We were unable to find sufficient numbers of studies in which learning points were either not presented or not presented as rule codes for us to be able to conduct a between-studies analysis of learning points (i.e., we had to rely entirely on studies in which two or more learning point conditions were experimentally compared), which speaks to how effectively previous research concerning learning points has diffused into practice.
We also found that retention aids and displays of learning points, along with the behavior models, were associated with smaller gains in declarative knowledge and skill development through training. Such results may be related to issues of multitasking, in which trainees may attend to these tasks sequentially, may use some sort of filtering mechanism, or may alternate between different sources of information (Kahneman, 1973; Lindsay & Norman, 1972; Wickens & Seidler, 1997) , resulting in interference with learning.
Positive-only versus mixed models. Transfer of training (i.e., changes in job behavior) was greatest when mixed (negative and positive) models, rather than only positive models, were presented to trainees. Baldwin (1992) demonstrated that mixed models performed better in a task requiring the generalization of skills to a simulation different from that which was modeled. The present results support those findings and extend them to the transfer of skills to job settings and to nonstudent samples. Baldwin (1992) suggested that contrasting effective and ineffective behaviors within the modeling display is likely to provide greater distinctiveness of the stimuli. Furthermore, mixed models may lead to greater motivation when modeling displays depict the outcomes of the model's behavior. If mixed-model displays show that the model using effective behaviors achieves his or her desired outcome (i.e., those behaviors are reinforced), whereas ineffective behaviors fail to achieve outcomes, trainees' motivation to use effective behaviors and to avoid using ineffective behaviors may be greater than if they view only effective behaviors achieving desired outcomes.
Not surprisingly, mixed models were not superior to positiveonly models in producing changes in trainees' attitudes, and they were inferior to positive-only models in improving trainees' declarative knowledge. The inclusion of negative models may actually distract trainees from remembering declarative information, such as the names of rule codes. Similarly, Baldwin (1992) found that trainees' reproduction of skills in a simulation identical to that displayed in a modeling video was superior in a positive-only condition.
In the case of teaching technical skills, where there may be only single behavioral options for achieving particular tasks, the inclusion of negative models may not be appropriate. In these cases, simple reproduction of the model's behavior is likely to be important and may be best achieved through positive-only modeling (Baldwin, 1992) . If, however, a variety of responses can be used when facing a target task, as is the case in interpersonal tasks or more complex technical skills, the mixed model may aid in generalizing the response to the transfer situation. Furthermore, if trainees are likely to have developed habitual responses (that are less than ideally effective) through having faced target tasks prior to training, mixed models may lead to greater skill development and transfer because trainees unlearn ineffective responses through viewing models who use a repertoire of responses, including those that are similar to the trainees'. Virtually all of the studies contributing to our analyses of mixed and positive-only models were of BMT applied to teaching interpersonal skills, prohibiting a breakdown of display model characteristics by skills taught. With the recent expansion of BMT to a broader range of skills, further research concerning the efficacy of modeling displays for various types of tasks is needed.
Symbolic and behavioral rehearsals. Asking trainees to rehearse symbolically (mentally) just before the behavioral rehearsal component of BMT resulted in a small (0.39 standard deviations) average increase in procedural knowledge-skills demonstrated during the behavioral rehearsal. However, coaching trainees in how they will apply newly learned skills during the behavioral rehearsal-a similar, though more overt, preparation strategywas not associated with greater procedural knowledge-skills. We suspect that these different outcomes for quite similar preparation strategies may have resulted from a methodological artifact: Unlike studies of symbolic rehearsal, in which procedural knowledge-skills were measured during the behavioral rehearsal, the studies for which we compared the presence-absence of coaching measured procedural knowledge-skills after training, and so initial effects of coaching may have become defused as trainees participated in behavioral rehearsals prior to testing.
In the case of both symbolic rehearsal and coaching, the effects of these additions to BMT may be strongest for procedural knowledge-skills demonstrated during the initial behavioral rehearsal component of training. Unfortunately, too few studies measuring transfer outcomes reported whether symbolic rehearsal or coaching were used, and so an assessment of posttraining effects of either was not possible. Further research as to the transfer effects of symbolic rehearsal and coaching is needed.
Training effects on changes in job behavior were greater when, during behavioral rehearsals, trainees practiced work-related sce-narios that they developed themselves, as opposed to practicing only scenarios provided by trainers. This finding is consistent with both the principle of identical elements and encoding specificity theory (Tulving & Thompson, 1971 , 1973 and also with the more recent theory of situated cognition (e.g., Anderson, Reder, & Simon, 1996; Greeno, 1998) , as trainees developing and practicing their own work-related scenarios may have resulted in more authentic learning experiences. Alternatively, the use of traineegenerated practice scenarios may lead to greater transfer by facilitating greater retention or self-efficacy for training transfer. Having trainees generate work-related practice scenarios may lead to greater retention through the additional cognitive elaboration that is required. Greater self-efficacy for transfer may be achieved through the social reinforcement trainees receive from the trainer and other trainees after they have practiced and through successfully applying newly learned skills to work-related scenarios. Future research might clarify the mechanism(s) through which trainee-generated practice scenarios lead to increased training transfer.
Hours of training. The number of hours of training, a proxy measure of the amount of practice trainees received, was positively associated with larger training effects on the development of procedural knowledge-skills. However, we found a near-zero relationship between the number of hours of training and the extent of training transfer (i.e., size of training effects for changes in job behavior). The additional practice afforded in longer BMT programs may fail to increase training transfer because of lack of sufficient variability in practice conditions. Additional practice in training that repeats the same task, feedback conditions, and context can result in greater skill acquisition at the expense of generalization of skills to the transfer setting because attentional demands of trainees are not sufficiently maintained and because stimuli and required responses in the training setting fail to match the full range of situations that will be faced on the job (Arthur, Day, Bennett, McNelly, & Jordan, 1997; Campbell & Kuncel, 2001; Ghodsian, Bjork, & Benjamin, 1997; Goettl, Yadrick, Connolly-Gomez, Regian, & Shebilske, 1996; R. A. Schmidt & Bjork, 1992; Shute & Gawlick, 1995) . BMT in organizational settings has typically been structured in a modular format, so that longer training programs simply include additional modules that teach very similar behaviors (i.e., repeating many of the same learning points) under the same modeling and practice conditions. Such programs have been criticized for too much repetition, which leads to boredom among trainees (Parry & Reich, 1984) . The lack of evidence for a relationship between additional training (and practice) and improved transfer found in the present study implies that the incremental costs of providing lengthy BMT programs, in which practice sessions are all very similar, may not be warranted.
Posttraining transfer enhancers. We explored three specific strategies that have been hypothesized to lead to greater transfer of BMT: having trainees set goals as to how they will apply newly learned skills, the training of trainees' superiors, and the institution of rewards and sanctions in trainees' work environments for, respectively, use or lack of use of newly learned skills.
Training effect size estimates for changes in job behavior were slightly larger for studies applying goal setting than for studies without goal setting. Goal setting has been found to be an effective posttraining strategy (Werner et al., 1994; Wexley & Baldwin, 1986; Wexley & Nemeroff, 1975) , and the lack of more pronounced differences in effect sizes based on goal setting in the present study may have resulted from weak or varied implementations of goal setting in our primary studies (e.g., trainees may not have been encouraged to set specific goals, and posttraining follow-up/feedback on goals may have been lacking). Furthermore, even within studies in which trainees were not encouraged to set goals, some trainees may still have initiated goal setting themselves. Similarly, no study explicitly stated that trainees were not encouraged by trainers to set goals, and so it is possible that some of the studies coded as not including goal setting in fact did so, without mention of this in their report.
As expected, the training of trainees' superiors was strongly associated with larger training effect sizes for changes in job behavior of trainees. Effect size was approximately 0.30 larger for studies in which trainees' superiors were also trained. The training of trainees' superiors is likely to affect motivational processes in a variety of ways. Superiors who have attended the training are in a stronger position to provide managerial support for training (Baldwin & Ford, 1988; Huczynski & Lewis, 1980) , such as modeling skills in the workplace, discussing with trainees how newly learned skills can be applied to the work environment (Brinkerhoff & Montesino, 1995) , and providing social reinforcement when trainees use skills on the job (Holton, Bates, & Ruona, 2000; Holton, Bates, Seyler, & Carvalho, 1997) .
Similarly, studies that reported the introduction of rewards/ sanctions for trainees' using/not using newly learned skills yielded substantially larger BMT effect size estimates for job behavior. Examples of such rewards/sanctions reported in primary studies included integration of newly learned skills into performance appraisals, encouraging trainees' superiors to direct and reinforce their subordinates in using newly learned skills. These findings are consistent with a growing body of research on the influence of work environment variables on transfer of training (for reviews, see Ford & Weissbein, 1997; Salas & Cannon-Bowers, 2001 ).
Limitations and Conclusions
As with most meta-analyses, missing information was encountered in many original studies, leading to the exclusion of some studies from the present analysis. Missing data also precluded corrections for all theoretical aspects of measurement error and prevented further analyses, for example, refinements on the presentation of learning points (e.g., trainee-generated learning points), the modeling component (e.g., the inclusion of learning points in modeling videos, having trainees take notes during modeling, use of multiple rather than single models, mixed vs. positiveonly models for technical training), and behavioral rehearsal (e.g., spaced vs. massed practice, skill practice group size, use of video feedback). Insufficient information was most prevalent in unpublished reports provided by training firms. Although training firms' encouragement of their clients to collect evaluation information on training programs is laudable, more careful documentation of the organizational context in which the training was conducted, as well as basic descriptive statistics (group means and standard deviations; sample sizes; reliabilities of measures; and, in the case of repeated measures designs, pretest-posttest correlations), would be helpful.
For many training outcomes, considerable variance in training effects across studies remained after removing variance due to sampling error, as indicated by large residual variances and low lower bound 90% credibility values. Large residual variances often remained even after studies were broken down by methodological variables, suggesting that moderator variables other than those assessed in the present study are likely to be responsible for the remaining variability of BMT effects across studies. We suspect that some between-studies variability in BMT effects on learning outcomes may be due to differences in the sensitivity of measures used and organization-level differences in trainees' (pretraining) levels of skills and motivation (Colquitt, LePine, & Noe, 2000) . In the case of job behavior and results (productivity and climate) outcomes, residual variability may result from unmeasured, organization-level differences in work environment variables other than those assessed in the present study.
Training practitioners may be tempted to calculate the return on investment of conducting BMT by applying training utility analysis (e.g., Cascio, 1989) and using the population effect size estimates for job behavior here, but doing so would result in an upwardly biased utility estimate. Measures of job behavior in virtually all studies included here were focused on specific aspects of trainees' performance that were expected to change as a result of training and did not assess trainees' performance across the entire performance domain of trainees' jobs. Consequently, these effect size estimates would overstate the effect that BMT would have on overall job performance to the extent of criterion deficiency in the performance measures used. The appropriate correction for utility analysis would involve either reducing obtained effect sizes by the extent of criterion deficiency or obtaining estimates of the standard deviation of job performance based on the dollar value of variation in only those aspects of performance measured in each study. Such information was not reported in the original studies included in this meta-analysis, and so utility estimates cannot be calculated directly.
Nevertheless, returns on investment with BMT training, based on effect size estimates reported here, are likely to be high enough to justify the value of using behavior modeling to improve performance in organizational settings. Morrow et al. (1997) collected necessary information to correct managerial training (not BMT) effect sizes in one organization for criterion deficiency and demonstrated an average return on investment of 45%, based on an average effect size of 0.31 (uncorrected). Mathieu and Leonard (1987) estimated even greater returns for a BMT program with an effect size estimate of 0.31 for overall job performance. Assuming comparability of other variables between the training contexts of studies included here and in both Morrow et al.'s meta-analysis and Mathieu and Leonard's study (e.g., extent of criterion deficiency, dollar value of performance, and training costs), the similar effect size found here for BMT could be expected to produce similar financial returns. The utility of BMT is further supported by the finding of no decay in training effects on skill use over time.
The body of published and unpublished evaluation research on BMT reviewed here has demonstrated the approach to be an effective, psychologically based training intervention that has been used to produce sustainable improvements in a diverse range of skills and posttraining behavior. We have highlighted features of training design that are associated with larger training effect sizes for learning and transfer outcomes, which can provide practical guidance for the application of BMT in the future.
