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a b s t r a c t
We investigate the descriptional complexity of the nondeterministic finite automaton
(NFA) to the deterministic finite automaton (DFA) conversion problem, for automata ac-
cepting subregular languages such as combinational languages, definite languages and
variants thereof, (strictly) locally testable languages, star-free languages, ordered lan-
guages, prefix-, suffix-, and infix-closed languages, and prefix-, suffix-, and infix-free lan-
guages. Most of the bounds for the conversion problem are shown to be tight in the exact
number of states, that is, the number is sufficient and necessary in the worst case. Other-
wise tight bounds in order of magnitude are shown.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Finite automata are used in several applications and implementations of software engineering, programming languages
and other practical areas of computer science. They are one of the first and most intensely investigated computational
models. The equivalence of nondeterministic and deterministic finite automata was shown in [16], where a subset
construction was used to convert an n-state nondeterministic finite automaton into an equivalent deterministic finite
automatonwith atmost 2n states. Later in [12], and independently in [13], it was shown that, in general, one cannot improve
the power-set construction. Hence the 2n exponential upper bound is tight for the nondeterministic finite automaton to
deterministic finite automaton conversion problem. On the other hand, for automata accepting finite languages over a k-
letter alphabet, the conversion problem was solved in [17] with a tight bound of O(k
n
log2(k)+1 ). Thus for finite languages over
a binary alphabet, only O(2
n
2 ) states are sufficient and necessary in the worst case for a deterministic finite automaton to
accept a language specified by an n-state nondeterministic finite state machine. This is a significant difference compared
to the general case. So, the natural question for the NFA to DFA conversion problem of other subregular language families
arises immediately. For instance, in [12,13] sequences of languages (Ln)n≥1 and (Mn)n≥1 are provided such that, for n ≥ 1,
languages Ln andMn are accepted by nondeterministic finite automata with n states, and any equivalent deterministic finite
automaton needs at least 2n states, but these languages are neither prefix- nor suffix-closed, nor star-free languages. The
n-state automaton provided in [13] is shown in Fig. 1.
To our knowledge the nondeterministic finite automaton to deterministic finite automaton conversion problemwas not
systematically studied for subregular language families. Relations between several subregular language families are studied
in [9]. These subfamilies are well motivated by their representations as finite automata or regular expressions:
• finite languages (are accepted by acyclic finite automata),
• elementary languages (are the basis languages in the definition of regular expressions, that is, singleton languages
consisting of words of length one),
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Fig. 1.Moore’s nondeterministic finite automaton An with n states, for n ≥ 2, accepting a language for which any deterministic finite automaton needs at
least 2n states.
• combinational languages (are accepted by automata modeling combinational circuits),
• ordered languages (where the transitions of the accepting automata preserve an order on the state set),
• definite languages (can be realized by a register and a combinational circuit),
• locally testable languages (where the set of factors of a given length obtained from a word uniquely determines whether
or not the word belongs to the language),
• star-free languages or regular non-counting languages (which can be described by regular like expression using only
union, concatenation, and complement),
• prefix-closed languages (are accepted by automata where all states are final),
• suffix-closed (or multiple-entry or fully-initial) languages (are accepted by automata where the computation can start
in any state),
• infix-closed languages (are accepted by automata where all states are both initial and final),
• suffix-free languages (are accepted by non-returning automata, i.e., automata where the initial state does not have any
in-transition),
• prefix-free languages (are accepted by non-exiting automata, i.e., automata where all out-transitions of every accepting
state go to a rejecting sink state), and
• infix-free languages (are accepted by non-returning and non-exiting automata, where these conditions are necessary,
but not sufficient).
The hierarchy of these and some further subregular language families is depicted in Fig. 2. We study all depicted families
with respect to the NFA to DFA conversion problem, and show tight bounds in the exact number of states in most cases. The
results are summarized in Fig. 2.
Fig. 2. Hierarchy of subregular language families under investigation. The inclusions are strict, where for stars the inclusion does not apply to the language
{λ}. Summary of the results on the NFA to DFA conversion problem. Circled families have a tight bound of 2n , families in a double frame box have an upper
bound of 2n and a lower bound of 2n−1 , framed families have a tight bound of 2n−1 , families in a diabox have a tight bound of 2n−1 + 1, central definite
languages a tight bound of 2n−2 + 1, infix-free languages a tight bound of 2n−2 + 2, combinational languages a tight constant bound, and finite languages
over a k-letter alphabet a tight bound of O(k
n
log2(k)+1 ) states.
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2. Definitions
Let Σ∗ denote the set of all words over the finite alphabet Σ . For n ≥ 0 we write Σ≤n for the set of all words whose
lengths are at most n,Σn for the set of all words of length n, andΣ≥n for the set of all words of length at least n. The empty
word is denoted by λ andΣ+ = Σ∗ \ {λ}. A language L overΣ is a subset ofΣ∗. The reversal of a wordw is denoted bywR
and for the length ofw we write |w|. Set inclusion is denoted by⊆ and strict set inclusion by⊂. We write 2S for the power
set and |S| for the cardinality of a set S.
A nondeterministic finite automaton (NFA) is a quintuple A = (Q ,Σ, δ, q0, F), where Q is the finite set of states,Σ is the
finite set of input symbols, q0 ∈ Q is the initial state, F ⊆ Q is the set of accepting states, and δ : Q ×Σ → 2Q is the transition
function.
As usual the transition function is extended to δ : Q × Σ∗ → 2Q reflecting sequences of inputs: δ(q, λ) = {q} and
δ(q, aw) = ⋃q′∈δ(q,a) δ(q′, w), for q ∈ Q , a ∈ Σ , and w ∈ Σ∗. A word w ∈ Σ∗ is accepted by A if δ(q0, w) ∩ F 6= ∅. The
language accepted by A is L(A) = {w ∈ Σ∗ | w is accepted by A}.
A finite automaton is deterministic (DFA) if and only if |δ(q, a)| = 1, for all q ∈ Q and a ∈ Σ . In this case we simply write
δ(q, a) = p for δ(q, a) = {p} assuming that the transition function is a mapping δ : Q × Σ → Q . So, any DFA is complete,
that is, the transition function is total, whereas for NFAs it is possible that δ maps to the empty set.
A state q is reachable in A if there is an input word w with q ∈ δ(q0, w). Without loss of generality we assume that
any state of a nondeterministic finite automaton is reachable. A finite automaton is said to be minimal if there is no finite
automaton of the same type with fewer states, accepting the same language. Note that a sink state is counted for DFAs, since
they are always complete, whereas it is not counted for NFAs, since their transition function may map to the empty set.
In the sequel, we refer to the deterministic finite automaton obtained from a finite automaton A = (Q ,Σ, δ, q0, F) by
the power-set construction as A′ = (2Q ,Σ, δ′, {q0}, F ′), where δ′(P, a) = ∪p∈Pδ(p, a), for P ⊆ Q and a ∈ Σ , and F ′ =
{ P ⊆ Q | P ∩F 6= ∅ }. Let L ⊆ Σ∗ be an arbitrary language. TheMyhill–Nerode equivalence relation≡L is defined as follows:
For u, v ∈ Σ∗ let u ≡L v if and only if uw ∈ L ⇐⇒ vw ∈ L, for all w ∈ Σ∗. It is well known that the number of states of
a minimal DFA accepting the language L (which is unique up to isomorphism) equals the number of equivalence classes of
≡L. Further references can be found, for example, in [21].
3. Results
We systematically investigate the NFA to DFA conversion problem for the aforementioned subregular language families.
As alreadymentioned in the introduction, for automata accepting finite languages, the situation is different from the general
case. We briefly recall the result presented in [17].
Theorem 1. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a finite language over a k-letter alphabet,
k ≥ 2. Then O(k nlog2(k)+1 ) states are sufficient and necessary in the worst case for a deterministic finite automaton to accept L(A).
Unary regular languages were subject to intensive studies. Here number theoretic problems play a major role in the
investigations. In [5,6] the following tight bound in order of magnitude was shown.
Theorem 2. Let n ≥ 1 and A be a unary n-state nondeterministic finite automaton. Then eΘ(
√
n·ln n) states are sufficient and
necessary in the worst case for a deterministic finite automaton to accept L(A).
We continue our investigations with the following immediate observation. Here a language L ⊆ Σ∗ is elementary if and
only if L = {a}, for some a ∈ Σ . It is combinational if and only if L = Σ∗H , for some H ⊆ Σ .
Lemma 3. (1) Let L = Σ∗. Then a single state is sufficient and necessary in the worst case for a nondeterministic or deterministic
finite automaton to accept L. (2) Let L be an elementary language. Then two (three) states are sufficient and necessary in the worst
case for a nondeterministic (deterministic) finite automaton to accept L. (3) Let L be a combinational language. Then two states
are sufficient and necessary in the worst case for a nondeterministic or deterministic finite automaton to accept L. 
3.1. Definite languages
Definite languages are initially described in [15]. Their variants, dealt with, were investigated in [1,8,14] in detail, where
central definite languages are introduced here.
First we present definitions of variants of definite languages that are based on finite languages. A language L ⊆ Σ∗ is
definite if and only if L = E ∪ Σ∗H , noninitial definite if and only if L = Σ∗H , and generalized definite if and only if L =
E ∪⋃mi=1 GiΣ∗Hi, for some finite languages E,H,Gi,Hi ⊆ Σ∗, 1 ≤ i ≤ m.
Next we relax the condition of finiteness to arbitrary regular languages. A language L ⊆ Σ∗ is ultimate definite if and only
if L = Σ∗H , reverse ultimate definite if and only if L = GΣ∗, symmetric definite if and only if L = GΣ∗H , and central definite
if and only if L = Σ∗HΣ∗, for some regular languages G,H ⊆ Σ∗.
The conversion problem for the variants of definite languages is diverse. At first we show that the maximal blow-up of
2n cannot be achieved for noninitial and ultimate definite languages.
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Fig. 3. The n-state nondeterministic finite automaton, for n ≥ 3, accepting a reverse ultimate definite language, for which any deterministic finite
automaton needs at least 2n−1 + 1 states.
Theorem 4. Let n ≥ 1,Σ be an alphabet and A be an n-state nondeterministic finite automaton accepting a noninitial or ultimate
definite language over Σ . Then, in both cases, 2n−1 states are sufficient and, for |Σ | ≥ 2, necessary in the worst case for a
deterministic finite automaton to accept L(A).
Proof. Let A = (Q ,Σ, δ, q0, F) be an n-state nondeterministic finite automaton accepting a noninitial or ultimate definite
language. In order to show the upper bound we construct a finite automaton B by taking a copy of A and inserting a loop-
transition from the initial state q0 to itself, for every letter a ∈ Σ . It is easy to see that L(A) = L(B). In the deterministic
power-set automaton B′ all reachable states contain the initial state q0, because of the inserted loop-transitions. Thus, there
are only 2n−1 reachable states.
For the lower bound, we refer to the standard example of languages L1 = {a, b}∗ and, for n ≥ 2, Ln = {a, b}∗a{a, b}n−2. It
is well-known that, for n ≥ 1, Ln is accepted by an n-state nondeterministic finite automaton, and any deterministic finite
automaton accepting Ln needs at least 2n−1 states (see, e.g., [12]). As these languages are noninitial definite and, therefore,
ultimate definite the stated lower bound follows. 
Due to the inclusion structure of definite languages and their variants, we obtain the following corollary.
Corollary 5. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a definite, generalized definite, or sym-
metric definite language over Σ . Then, in all cases, 2n states are sufficient and, for |Σ | ≥ 2, 2n−1 is a lower bound for the worst
case state complexity for a deterministic finite automaton to accept L(A). 
For reverse ultimate definite languages, we prove bounds which are tight in the exact number of states.
Theorem 6. Let n ≥ 2 and A be an n-state nondeterministic finite automaton accepting a reverse ultimate definite language over
Σ . Then 2n−1+ 1 states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept
L(A).
Proof. The upper bound is seen as follows: Let A = (Q ,Σ, δ, q0, F) be an n-state nondeterministic finite automaton
accepting a reverse ultimate definite language.We construct a finite automaton B by taking a copy of A, merging all accepting
states into one accepting state q, whereby all outgoing transitions are deleted, and inserting a loop-transition from q to itself,
for every letter a ∈ Σ . It is easy to see that L(A) = L(B). In the power-set automaton B′ obtained from B all states containing
q are equivalent. So, there are at most 2n−1 + 1 inequivalent states.
For the lower bound we slightly modify Moore’s nondeterministic finite automaton that achieves the maximal blow-
up [13]. We define the automaton A2 = ({1, 2}, {a, b, c}, δ, 1, {2}), where δ(1, b) = {1}, δ(1, c) = {2}, and δ(2, a) =
δ(2, b) = δ(2, c) = {2}. It is easy to see that the automaton A2 accepts a reverse ultimate language and that the power-set
automaton is minimal and has 3 = 22−1 + 1 states. For larger n we argue as follows: For all n ≥ 3 let An = ({1, 2, . . . , n},
{a, b, c}, δ, 1, {n}), where the transition function δ is specified as follows (cf. Fig. 3):
• δ(i, a) = {i+ 1}, if 1 ≤ i < n− 1, δ(n− 1, a) = {1, 2}, and δ(n, a) = {n},
• δ(1, b) = {1}, δ(i, b) = {i+ 1}, for 2 ≤ i < n− 1, and δ(n, b) = {n}, and
• δ(n− 1, c) = {n} and δ(n, c) = {n}.
Clearly, automatonAn accepts a reverse ultimate definite language. Observe, that all subsets of {1, 2, . . . , n−1} are reachable
in the power-set automaton A′n with words over alphabet {a, b}, because they are also reachable in Moore’s automaton with
n − 1 states. Moreover, all these states remain pairwise inequivalent, due to the c-transition from state n − 1 to the final
state n (state n−1 is accepting in Moore’s automaton). Finally, all subsets of {1, 2, . . . , n} containing n are equivalent to the
state {n} in A′n, which is reachable by the word an−2c , and inequivalent to all other states in the automaton A′n not containing
n. Thus, any deterministic finite automaton accepting L(An) requires 2n−1 + 1 states. 
Finally, we obtain the following result on central definite languages.
Theorem 7. Let n ≥ 2 and A be an n-state nondeterministic finite automaton accepting a central definite language overΣ . Then
2n−2 + 1 states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
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Fig. 4. The n-state finite automaton An , for n ≥ 4, accepting a central definite language, such that any equivalent deterministic finite automaton needs at
least 2n−2 + 1 states.
Proof. The upper bound is seen as follows: Let A = (Q ,Σ, δ, q0, F) be an n-state nondeterministic finite automaton ac-
cepting a central definite language. With similar arguments as in the proof of 4 and 6 one observes that for the initial state
and all accepting states in F one can insert loop-transitions, for every letter a ∈ Σ . Moreover, all accepting states can be
merged into a single one. Altogether, the accepted language is not changed. Thus, in the deterministic power-set automaton
there are at most 2n−1 reachable states, where all states containing the sole accepting state are equivalent. So, there remain
at most 2n−2 + 1 reachable inequivalent states.
For the lower bound we slightly modify the automaton from the previous proof: To this end, let A2 = ({1, 2}, {a, b, c},
δ, 1, {2}), where δ(1, a) = δ(1, b) = {1}, δ(1, c) = {1, 2}, and δ(2, a) = δ(2, b) = {2}. Moreover, let the finite automa-
ton A3 = ({1, 2, 3}, {a, b, c}, δ, 1, {3}), where δ(1, a) = δ(1, b) = {1}, δ(1, c) = {1, 2}, δ(2, b) = {2}, δ(2, c) = {3},
and δ(3, a) = δ(3, b) = δ(3, c) = {3}. Obviously, the languages accepted by A2 and A3 are central definite and the
minimal deterministic finite automata have 2 = 22−2 + 1 and 3 = 23−2 + 1 states, respectively. For n ≥ 4 we define
An = ({1, 2, . . . , n}, {a, b, c}, δ, 1, {n}), where the transition function δ is specified as follows (cf. Fig. 4):
• δ(1, a) = {1}, δ(i, a) = {i+ 1}, if 2 ≤ i < n− 1, δ(n− 1, a) = {2, 3}, and δ(n, a) = {n},
• δ(1, b) = {1}, δ(2, b) = {2}, δ(i, b) = {i+ 1}, for 3 ≤ i < n− 1, and δ(n, b) = {n}, and
• δ(1, c) = {1, 2}, δ(n− 1, c) = {n}, and δ(n, c) = {n}.
Clearly, automaton An accepts a central definite language. The arguments that any deterministic finite automaton ac-
cepting L(An) needs at least 2n−2 + 1 states are similar to the arguments in the proof of Theorem 6. In particular, all sub-
sets of {1, 2, 3, . . . , n − 1} that contain the state 1 are reachable in the power-set automaton A′n, because all subsets of{2, 3, . . . , n−1} are reachable inMoore’s automatonwith n−2 states. Moreover, all these states remain pairwise inequiva-
lent, due to the c-transition from state n−1 to the accepting state n (state n−1 is accepting in Moore’s automaton). Finally,
all subsets of {1, 2, . . . , n} containing n are equivalent to the state {n} in A′n, which is reachable by the word can−3c , and
inequivalent to all other states in the automaton A′n not containing n. Thus, any deterministic finite automaton accepting
L(An) requires 2n−2 + 1 states. 
3.2. Star and comet languages
A language L ⊆ Σ∗ is a star language if and only if it can be written as L = H∗, for some regular language H ⊆ Σ∗, and
L ⊆ Σ∗ is a comet language if and only if it can be represented as concatenation G∗H of a regular star language G∗ ⊆ Σ∗
and a regular language H ⊆ Σ∗, such that G 6= {λ} and G 6= ∅. Star languages and comet languages were introduced in
[2,3], respectively. Next, a language L ⊆ Σ∗ is a two-sided comet language if and only if L = EG∗H , for a regular star language
G∗ ⊆ Σ∗ and regular languages E,H ⊆ Σ∗, such that G 6= {λ} and G 6= ∅. So, (two-sided) comet languages are always
infinite. Clearly, every star language not equal to {λ} is also a comet language and every comet is a two-sided comet language,
but the converse is not true in general.
Theorem 8. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a star, comet, or two-sided comet
language over Σ . Then 2n states are sufficient and, |Σ | ≥ 2, necessary in the worst case for a deterministic finite automaton
to accept L(A).
Proof. The upper bound is trivial. For the lower boundwe observe that the nondeterministic finite automaton of Meyer and
Fischer [12] accepts a star language, since the single final state is also the initial state (cf. Fig. 5). 
3.3. Star-free languages and ordered automata
A language L ⊆ Σ∗ is star-free (or regular non-counting) if and only if it can be obtained from the elementary languages
{a}, for a ∈ Σ , by applying Boolean operations and finitely many concatenations, where complementation is with respect to
Σ∗. These languages are exhaustively studied in, e.g., [11,18]. Since regular languages are closed under Boolean operations
and concatenation, every star-free language is regular. On the other hand, not every regular language is star free.
Theorem 9. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a star-free language over Σ . Then 2n
states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
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Fig. 5.Meyer–Fischer’s nondeterministic finite automaton An with n states accepting a language for which any deterministic finite automata needs at least
2n states.
Fig. 6. The n-state finite automaton An , for n ≥ 2, accepting a star-free language, such that any equivalent deterministic finite automaton needs at least 2n
states.
Proof. The upper bound is trivial. For the lower bound we construct, for any n ≥ 1, an n-state nondeterministic finite
automaton as follows: We define the automaton A1 = ({1}, {a, b, c}, δ, 1, {1}), where δ(1, b) = δ(1, c) = {1}, and, for
n ≥ 2, we set An = (Q , {a, b, c}, δ, q0, F) with state set Q = {1, 2, . . . , n}. State 1 is the initial state q0 and state n is the
only final state. The transition function is specified as follows (cf. Fig. 6).
• δ(i, a) = {i+ 1}, for 1 ≤ i < n,
• δ(1, b) = {1, 2} and δ(i, b) = {i}, for 2 ≤ i ≤ n, and
• δ(1, c) = {1} and δ(i, c) = {i+ 1}, for 2 ≤ i < n.
The language L(A1) equals (b + c)∗ and, for n ≥ 2, the language L(An) can be represented by (b + c)∗(a +
b)b∗ ((a+ c)b∗)n−2 . Since {a} ∩ {b} = Σ∗, (b + c)∗ = Σ∗aΣ∗, and b∗ = Σ∗aΣ∗ +Σ∗cΣ∗, we immediately conclude
that L(An) is star free, for every n≥ 1.
It remains to be shown that the minimal deterministic finite automaton accepting L(An) has 2n states. The statement is
easy to see in the case n = 1. Thus, in the sequel assume n ≥ 2. In order to prove the above statement it is sufficient to show
that all states of the power-set automaton A′n are reachable and belong to different equivalence classes with respect to the
Myhill–Nerode equivalence relation. Let δ′ refer to the transition function of the power-set automaton.
Let R, S ∈ 2Q be two distinct states. Without loss of generality, we assume that state i in Q belongs to R but not to S. Note,
that for any nonempty state P = {i1, i2, . . . , ik} in 2Q , with 1 ≤ i1 < i2 < · · · < ik ≤ nwe have
δ′(P, a`) = { ij + ` | 1 ≤ ij + ` ≤ n, for 1 ≤ j ≤ k},
for every ` ≥ 0. So, δ′(R, an−i) is an accepting state of the power-set automaton, whereas δ′(S, an−i) is obviously not. This
shows that R and S are not in the same equivalence class.
Now we are going to show that all states R ∈ 2Q are reachable. Clearly, δ′({1}, ai) = {i + 1}, for 0 ≤ i < n, and
δ′({1}, an) = ∅. So, the emptyset and all singletons are reachable. Then we proceed by induction on the size of R. Let
k ≥ 1. Consider the (k + 1)-size state R = {i1, i2, . . . , ik+1} of the power-set automaton. Again we may assume 1 ≤ i1 <
i2 < · · · < ik+1 ≤ n. By induction hypothesis the state S = {1} ∪ {i3− i2+ 2, . . . , ik+1− i2+ 2} is reachable from the initial
state {1}, since S is of size k. Then R is reachable from S by the input word z = bc i2−i1−1ai1−1 since
δ′(S, z) = δ′({1} ∪ {i3 − i2 + 2, . . . , ik+1 − i2 + 2}, bc i2−i1−1ai1−1)
= δ′({1, 2} ∪ {i3 − i2 + 2, . . . , ik+1 − i2 + 2}, c i2−i1−1ai1−1)
= δ′({1, i2 − i1 + 1} ∪ {i3 − i1 + 1, . . . , ik+1 − i1 + 1}, ai1−1)
= {i1, i2, i3, . . . , ik+1} = R.
This proves the stated claim on the reachability of all subsets of 2Q . 
In the remainder of this section, we consider two language families, whichwere introduced in [20,19], namely the power
separating and ordered languages. The former language family is defined as follows: A language L ⊆ Σ∗ is power separating
if and only if for any x inΣ∗, there is a positive integerm such that either Jmx ⊆ L or Jmx ∩ L = ∅, where Jmx = { xn | n ≥ m }.
The family of power separating languages is defined to be the family of all power separating regular languages. In [20] it
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was shown that the family of power separating languages is a proper superset of the family of star-free languages, and that
it is strictly included in the regular languages. Therefore, we derive the following corollary immediately from Theorem 9.
Corollary 10. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a power separating language overΣ .
Then 2n states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
Next, we consider ordered languageswhichwere studied in [19]. A language L ⊆ Σ∗ is ordered if and only if it is accepted
by an ordered deterministic finite automaton. A deterministic finite automaton A = (Q ,Σ, δ, q0, F) is said to be ordered, if
there is a total order ≤ on the state set Q , such that p ≤ q implies δ(p, a) ≤ δ(q, a), for every p, q ∈ Q and a ∈ Σ . In [19]
it was shown that every ordered language is star free, and that there is a star-free language which is not ordered. The next
theorem shows that already ordered languages can cause the maximal blow-up when converting a nondeterministic finite
automaton into an equivalent deterministic one.
Theorem 11. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting an ordered language over Σ . Then 2n
states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
Proof. Recall the automata An, n ≥ 1, used in the proof of Theorem 9. In order to prove the statement it is sufficient to show
that, for any n, the language L(An) can be accepted by an ordered deterministic finite automaton.We show that for a suitable
total order ≤ the power-set automaton A′n is in fact ordered. To this end, we define a total order ≤ on 2Q as follows: For
R, S ∈ 2Q we say that R ≤ S if and only if (1) S = ∅ or (2) S 6= ∅ and min(R) < min(S) or (3) S 6= ∅ and min(R) = min(S)
and (R \ min(R)) ≤ (S \ min(S)). Here, min(R) denotes the state in R with the least index, that is, for R = {i1, i2, . . . , ir}
with ij < ij+1, min(R) = i1. For instance, for Q = {1, 2, 3}we obtain the following chain on the subsets of Q :
{1, 2, 3} ≤ {1, 2} ≤ {1, 3} ≤ {1} ≤ {2, 3} ≤ {2} ≤ {3} ≤ ∅.
It remains to be shown that A′n is ordered with respect to the total order ≤. Let R, S ∈ 2Q with R ≤ S. We distinguish
three cases:
(1) In case S = ∅we obtain δ′(S, a) = ∅, for every a ∈ Σ . So, δ′(R, a) ≤ δ′(S, a) as desired.
(2) In case S 6= ∅ and min(R) < min(S), we find δ′(R, a) ≤ δ′(S, a), for every a ∈ Σ , too. If δ′(S, a) = ∅ we are done.
Otherwise, it is not hard to see that min(δ′(R, a)) ≤ min(δ′(S, a)), for every a ∈ Σ . Thus, R ≤ S implies δ′(R, a) ≤
δ′(S, a), for every a ∈ Σ .
(3) Finally, if S 6= ∅ and min(R) = min(S) and (R \min(R)) ≤ (S \min(S))we argue as in the previous case.
Thus, the language accepted by the nondeterministic finite automaton An is in fact an ordered one. This proves the stated
claim. 
3.4. Locally testable languages
Informally, a locally testable language L [11] is a languagewith the property that, for some positive integer k, if twowords
of length k or more have the same prefixes of length k, the same suffixes of length k, and the same proper infixes of length k,
then both words are in L or neither of them is in the language—here a proper infix is an infix which is neither a prefix nor a
suffix. For any k for which this is true, the language is said to be k-testable. Another definition of k-testability was proposed
in [4,22], which leads to the same class of locally testable languages. The family of locally testable languages is a proper
subfamily of the star-free languages [4,11].
In order to consider the NFA to DFA conversion problem for locally testable languages, we start with a simpler variant
which forms a proper subfamily, namely the family of strictly locally testable or locally testable languages in the strict sense
[11]—compare also with the definition given in [4,22].
More precisely, a language L ⊆ Σ∗ is strictly k-testable, for some positive integer k, if and only if there exist finite sets
X, Y , Z ⊆ Σk such that, for all wordsw of length k or more, we havew ∈ L if and only if the prefix of length k ofw belongs
to X , all proper infixes of length k ofw belong to Y , and the suffix of length k ofw belongs to Z . Clearly, ifw has length k, then
the prefix (suffix) of length k ofw equalsw. Moreover, ifw has length k or k+1, then the set of proper infixes is equal to the
emptyset. Finally, L is called strictly locally testable if it is strictly k-testable, for some k ≥ 1. Observe, that in the definition
on strictly k-testability nothing is said about the words of length strictly less than k.
For example, the language (a + b)∗ is strictly 1-testable, as (a + b)+ can be expressed by X = Y = Z = {a, b}, and the
language a(baa)+ is strictly 3-testable, since it can be expressed by X = {aba}, Y = {aab, aba, baa}, and Z = {baa}. It is easy
to see that any definite language is also strictly locally testable [11].
The language (aa)∗ is not strictly locally testable, nor is the language consisting of all words over {a, b} that contain both
infixes aabb and abba. The latter is locally testable. In general, the family of strictly locally testable languages is a proper
subfamily of the family of all locally testable languages [11]. The same is true with respect to k-testability, for all k ≥ 1.
For general strictly locally testable and locally testable languages, we derive the following corollary since the definite
languages are also strictly locally testable.
Corollary 12. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a (strictly) locally testable language.
Then 2n states are sufficient and 2n−1 is a lower bound for the worst case state complexity for a deterministic finite automaton to
accept L(A). 
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We next establish a relation between the strict k-testability of a language and the number of states of DFAs accepting
that language.
Theorem 13. LetΣ be an alphabet with at least two symbols, and L ⊆ Σ∗ be a strictly k-testable language, for some k ≥ 1. Then
2+ |Σ |k+1−1|Σ |−1 states are sufficient and necessary in the worst case for a deterministic finite automaton to accept L.
Proof. Let L ⊆ Σ∗ be a strictly k-testable language. Then by the definition of k-strictly locally testability there exist a set
of of prefixes X , proper infixes Y , and suffixes Z , which are all subsets of Σk. Moreover, observe that the language L can
be written as the disjoint union of L ∩ Σ≥k and a finite language H ⊆ Σ≤k−1, where all words in the former set satisfy
the k-strictly locally testability property on the prefixes, proper infixes, and suffixes. Then a deterministic finite automaton
A = (Q ,Σ, δ, q0, F) accepting L is constructed in four steps.
The first step depends onΣ and k only. It is to set up a skeleton automaton A0 that is basically a shift register containing
up to k input symbols. Every input symbol is stored. If the register holds already k symbols, the oldest one is shifted out (see
Fig. 7 for an example). The initial state is associated with the empty register. In addition, automaton A0 has a rejecting sink
state qr and an accepting state qa that has transitions to qr for all input symbols. The state set Q is {qr , qa} ∪ { v | v ∈ Σ≤k }
where q0 = λ; for readability only, any shift register state is identified with the word it contains. The set of accepting states
is initially set to F = {qa}. The transition function is defined as δ(qr , a) = qr , δ(qa, a) = qr , for all a ∈ Σ , and
δ(v, a) =
{
va |v| < k
a2a3 . . . aka |v| = k and v = a1a2a3 . . . ak, for ai ∈ Σ ,
where v ∈ Σ≤k and a ∈ Σ . For easier writing we call a state which is represented by some word of length i, for 0 ≤ i ≤ k,
a level i state. By the definition of the transition function, for all states of level k− 1 or less we have only transition leading
to states of the next higher level. Moreover, all transitions from states of level k go to states of the same level.
The next construction step involves the finite language H . Since any wordw ∈ H drives A0 into a state that is associated
with w, it suffices to extend the set of accepting states accordingly, that is, F = {qa} ∪ { v | v ∈ H }. Let us denote the
resulting automaton by A1. Clearly, so far a word is accepted by A1 if and only if it belongs to H .
Next, automaton A1 is transformed into A2 such that the set of prefixes X is incorporated. To this end, transitions are
removed. It suffices to remove a transition from some state of level k − 1 to a state of level k, whenever the state on level
k is not associated with a prefix from X . Actually, the transitions are not removed, but redirected to the rejecting sink state
qr . So, whenever word va does not belong to X , for v ∈ Σk−1 and a ∈ Σ , we redefine δ(v, a) = qr . The modification does
not affect the set of words accepted by A1, but now a word at least of length k drives automaton A2 to a state of level k if and
only if it has a prefix from X .
In order to incorporate the set of suffixes Z , we extend the set of accepting states once more by adding all states
{ v | v ∈ Z }, that is, by adding all states that are associated with a suffix from Z . Let us denote the resulting automaton
by A3. The modification increases the set of words accepted by A2. Now a word is accepted if and only if it either belongs to
H or has a prefix from X and a suffix from Z .
The last step is to incorporate the infixes in order to turn A3 into the automaton A accepting L. Herewe have to distinguish
several cases. This is caused by the fact that, in general, we cannot delete transitions to a state that is associated with
forbidden proper infix, because the state could represent a proper suffix. Furthermore, we cannot delete transitions from
that state because it could be a proper prefix.
We consider all states v of level k one after the other. If v is associated with a proper infix from Y , then we obviously do
not have to modify the current automaton. So, for all states v of level kwhich are not an infix from Y we proceed as follows.
(1) First, for all v which are not suffixes from Z , all transitions from states v′ of level k to v are redirected to the rejecting
sink state qr . More precisely, whenever v does not belong to Y ∪ Z , we redefine δ(v′, a) = v to δ(v′, a) = qr , for all
v′ ∈ Σk and a ∈ Σ . In this way, the set of words accepted by A2 is decreased. Now a word is accepted if and only if it
either belongs to H or has a prefix from X , a suffix from Z , and proper infixes from Y ∪ Z .
(2) Finally, for all v which are a suffix from Z , all transitions from states v′ of level k to v are redirected to the accepting state
qa, that is, we redefine δ(v′, a) = v to δ(v′, a) = qa, for all v′ ∈ Σk and a ∈ Σ . In this way, the set of words accepted by
A2 is further decreased.
This completes the description of the automaton for the language L. Since automatonA goes from state qa to the rejecting sink
state for all input symbols, now a word is accepted if and only if it either belongs to H or has a prefix from X , a suffix from Z ,
and all proper infixes are from Y . Thus, the DFA A accepts L. The number of its states is atmost 2+|Σ |0+|Σ |1+· · ·+|Σ |k =
2+∑ki=0 |Σ |i = 2+ |Σ |k+1−1|Σ |−1 .
For the lower bound we fix Σ = {a, b} and, for k ≥ 1, the language Lk is represented by the the set of allowed prefixes
Xk, allowed proper infixes Yk, and allowed suffixes Zk, which are defined as follows:
Xk = Σk−1 · b,
Yk = Σk \ {bk},
and
Zk = b ·Σk−1,
and the finite language Hk = Σk−1.
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Fig. 7. The skeleton automaton A0 forΣ = {a, b} and k = 3. The states qa and qr are not shown. For readability, the transitions for states associated with
Σk are omitted at the left. They are depicted separately at the right.
Let A be the DFA accepting Lk, which is constructed as shown for the upper bound. It remains to be shown that all of its
2k+1 + 1 states are reachable and pairwise inequivalent.
First we are going to show that all states of A are reachable. Clearly, every state of level i, for 0 ≤ i < k, is reachable by the
corresponding word, i.e., δ(q0, v) = δ(λ, v) = v, for every v ∈ Σ≤k−1—see the construction of the skeleton automaton A0.
Next, no state at level k ending with an a is directly reachable from a state at level k− 1, since prefixes with a letter a at the
end are not allowed. By construction of automaton A2 the rejecting sink state qr is reached, i.e., δ(q0, va) = δ(λ, va) = qr ,
for v ∈ Σk−1. On the other hand, every state at level k ending with a letter b is reachable, since it is an allowed prefix and
thus belongs to Xk, and we have δ(q0, vb) = δ(λ, vb) = vb, for every v ∈ Σk−1. It remains to show that all states at level k
ending with a letter a and the accepting state qa are reachable form q0. It is easy to verify that for every v ∈ Σk−1 we have
δ(q0, ak−1bak−1va) = δ(λ, ak−1bak−1va) = δ(ak−1b, ak−1va) = δ(bak−1, va) = va, since only allowed prefixes and allowed
proper infixes are used—compare this with the last step during the construction. Finally, the accepting state qa is reached
by the word bk+1, i.e., δ(q0, bk+1) = δ(λ, bk+1) = δ(bk, b) = qa by construction during the last step from A3 to automaton
A. This shows that all states of A are reachable.
Second we show that all states are pairwise inequivalent. Consider two different states of different levels, say v of level
i and v′ of level j, where i < j. The word bk−jakbak−1 drives automaton A from v into the rejecting sink state, and v′ to
the accepting state associated with the suffix bak−1. So both are inequivalent. Now assume v and v′ are of the same level
i, 0 < i ≤ k. If v is represented by a1a2 . . . ai and v′ by b1b2 . . . bi, for ai, bi ∈ Σ , then let 1 ≤ m ≤ i denote the first
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Fig. 8. Nondeterministic finite automaton schemeAn , based on a slight modification of Meyer and Fischer’s nondeterministic finite automaton, such that
any non-empty language that results from the scheme cannot be accepted by any deterministic finite automaton with less than 2n states.
position from the left with different symbols, i.e., am 6= bm. The word bk−iam−1 drives A from v to the state represented
by amam+1 . . . aibk−iam−1 and from v′ to the state associated with bmbm+1 . . . bibk−iam−1. Since am and bm are different, one
state is accepting and the other rejecting, hence, both are inequivalent. Clearly, the states qa and qr are inequivalent. Let v
be a state of arbitrary level. Then there is a word beginning with symbol b such that this word drives A into an accepting
state. But any nonempty word drives A from qa as well as from qr into the rejecting sink state qr . So, states v, qa, and qr are
inequivalent. This proves that stated claim. 
From Theorem 13 we obtain immediately constant costs for the NFA to DFA conversion for strictly k-testable languages.
The costs depend on k and the alphabet size only.
Corollary 14. Let L be a strictly k-testable language, k ≥ 1, over alphabet Σ which is accepted by an n-state nondeterministic
finite automaton. Then a constant number of states, which depends on k and |Σ | only, is sufficient and necessary in the worst case
for a deterministic finite automaton to accept L. 
3.5. Suffix-, prefix-, and infix-closed languages
A language L ∈ Σ∗ is prefix-closed if and only if xy ∈ L implies x ∈ L, for x ∈ Σ∗, infix-closed if and only if xyz ∈ L implies
y ∈ L, for x, z ∈ Σ∗, and suffix-closed if and only if yz ∈ L implies z ∈ L, for z ∈ Σ∗.
In the following we consider nondeterministic finite automata schemes, which are triples A = (Q ,Σ, δ), where Q , Σ ,
and δ are defined as for nondeterministic finite automata. For any Q0 ⊆ Q and F ⊆ Q , we derive the nondeterministic finite
automaton A = (Q ,Σ, δ,Q0, F) having multiple initial states from A. The language accepted by a nondeterministic finite
automaton A having multiple initial states is defined to be L(A) = ⋃q∈Q0 L(Aq), where Aq = (Q ,Σ, δ, q, F). In particular, if
Q0 is a singleton {q0}, then an ordinary nondeterministic finite automaton is derived.
Lemma 15. Let n ≥ 1 and Σ = {a, b, c}. Then there is an n-state nondeterministic finite automaton schemeAn = (Q ,Σ, δ),
such that for every nondeterministic finite automaton An having multiple initial states, which is derived from An and accepts a
nonempty language, any equivalent deterministic finite automaton has at least 2n states.
Proof. Let An = (Q , {a, b, c}, δ) be a nondeterministic finite automaton scheme with Q = {1, 2, . . . , n} and transition
function
• δ(i, a) = {i+ 1}, for 1 ≤ i < n, and δ(n, a) = {1},
• δ(i, b) = {1, i}, for 1 < i ≤ n, and
• δ(1, c) = {1}.
Automaton scheme An, n ≥ 1, is based on a slight modification of Meyer–Fischer’s nondeterministic finite automaton
(cf. Fig. 8). Note, that it was shown in [12] that the language accepted by ({1, 2, . . . , n},Σ, δ, 1, {1}) without using the
transition δ(1, c) = {1} cannot be accepted by any deterministic finite automaton with less than 2n states. Thus, every
subset of 2Q in the power-set automaton is reachable from the initial state {1} by a word over {a, b}.
Consider any nondeterministic finite automaton An = (Q ,Σ, δ,Q0, F), with n ≥ 1, having multiple initial states that is
derived from the scheme An such that L(An) 6= ∅, that is, Q0 6= ∅ and F 6= ∅. Without loss of generality we assume that
Q0 = {i1, i2, . . . , ik}with 1 ≤ i1 < i2 < · · · < ik ≤ n. Then δ′(Q0, an−i1+1c) = {1} and, thus, every subset of 2Q is reachable
from the initial state of the power-set automaton by the above given argument. Moreover, every two distinct states R and
S in 2Q are non-equivalent. This is seen as follows: Assume j ∈ F . Then for i ∈ R \ S we have that δ′(R, an−i+1caj−1) = {j}
is an accepting state, while δ′(S, an−i+1caj−1) = ∅ is a non-accepting state. The case i ∈ S \ R is symmetric and proven
analogously. This shows the stated claim on the size of any minimal deterministic finite automaton accepting any language
that is derived fromAn. 
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We turn to prefix,- suffix-, and infix-closed regular languages. The following results are due to [10], where the second
statement was credited to [7].
Theorem 16. (1) A nonempty regular language is prefix-closed if and only if it is accepted by some nondeterministic finite
automaton with all states final. (2) A nonempty regular language is suffix-closed if and only if it is accepted by some
nondeterministic finite automaton with multiple initial states with all states initial and one final state. (3) A nonempty regular
language is infix-closed if and only if it is accepted by some nondeterministic finite automaton with multiple initial states with all
states both initial and final.
Thus, for regular prefix-closed languageswe obtain the following resultwith the help of the presented automaton scheme
and Theorem 16. The straightforward proof is omitted.
Corollary 17. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a prefix-closed language overΣ . Then
2n states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A). 
Next we consider suffix- and infix-closed regular languages. Here the situation turns out to be more involved.
Theorem 18. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a suffix-closed or infix-closed language
overΣ . Then 2n−1 + 1 states are sufficient and, for |Σ | ≥ 4, necessary in the worst case for a deterministic finite automaton to
accept L(A).
Proof. For the upper bound let A = (Q ,Σ, δ, q0, F) be an n-state nondeterministic finite automaton accepting a suffix-
closed language. So, we have L(A) =⋃q∈Q L(Aq), where Aq = (Q ,Σ, δ, q, F). But then all states in the deterministic power-
set automaton A′ that contain the initial state q0 (of A) are equivalent to the state Q (of A′). Therefore, 2n−1 + 1 is an upper
bound on the number of states of A′, which is the number of all states in A′ not containing q0 plus the single state Q needed
to start the computation. The same argumentation applies if A accepts an infix-closed language.
For the lower bound we slightly modify the above automaton scheme An. A new state is included with appropriate
transitions to all other states. More precisely, for n ≥ 2, we define the nondeterministic finite automaton An = (Q ,Σ, δ,
1,Q )with Q = {1, . . . , n},Σ = {a, b, c, d}, and transition function
• δ(i, a) = {i+ 1}, for 2 ≤ i < n, and δ(n, a) = {2},
• δ(i, b) = {2, i}, for 2 < i ≤ n, and δ(2, c) = {2},
and in addition,
• δ(1, a) = {2, . . . , n}, δ(1, b) = {2, . . . , n}, δ(1, c) = {2}, and δ(1, d) = {2}.
It is easy to see that this nondeterministic finite automaton accepts a suffix-closed language. In fact, the language is also
infix-closed. Finally we define A1 = ({1}, {a, b, c, d}, δ, 1, {1}) with an empty transition function. Obviously, the language
accepted by A1 is suffix- and infix-closed. Moreover, it is easy to see that the minimal deterministic finite automaton
accepting L(A1) has 2 = 21−1 + 1 states. In the forthcoming we assume that n ≥ 2.
With an argumentation along similar lines as in the proof of Lemma 15 one can show that any subset of {2, . . . , n} is
reachable and any two of these states belong to pairwise distinct Myhill–Nerode equivalence classes. This gives already rise
to 2n−1 states. Themissing state ismade up by the initial state {1} of A′n, which is non-equivalent to each subset of {2, . . . , n},
since δ′({1}, d) = {2} while δ′({2, . . . , n}, d) = ∅ and these states are non-equivalent in A′n by our previous investigation.
This proves the desired lower bound on the number of states for any deterministic finite automaton. 
3.6. Suffix-, prefix-, and infix-free languages
A language L ⊆ Σ∗ is prefix-free if and only if y ∈ L implies yz /∈ L, for all z ∈ Σ+, infix-free if and only if y ∈ L implies
xyz /∈ L, for all xz ∈ Σ+, and suffix-free if and only if y ∈ L implies xy /∈ L, for all x ∈ Σ+.
A finite automaton A is non-returning if the initial state does not have any in-transitions, and it is non-exiting if all out-
transitions of every accepting state go to a rejecting sink state. Observe, that if A accepts a prefix-free language, then A is
non-exiting, and if it accepts a non-empty suffix-free language, then it is non-returning. Since an infix-free language is both
prefix- and suffix-free, a finite automaton accepting a non-empty infix-free-language is both non-exiting and non-returning.
Theorem 19. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a prefix-free language over Σ . Then
2n−1 + 1 states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
Proof. For the upper bound let A = (Q ,Σ, δ, q0, F) be an n-state nondeterministic finite automaton, n ≥ 1, accepting
a prefix-free language. If F contains more than one accepting state, we proceed as follows without changing the accepted
language. Since A must be non-exiting all accepting states can be merged into one, whereby all outgoing transitions are
deleted. So, we may assume, without loss of generality, that F contains a single state qf .
Next we consider the deterministic power-set automaton A′. For any nonempty state R ∈ 2Q\{qf } of A′, we show that
either R can be identified with the empty set forming a rejecting sink state or the state R ∪ {qf } is not reachable. In both
cases one state can be saved.
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Fig. 9. The n-state finite automaton An , n ≥ 3, accepting a suffix-free language, for which any deterministic finite automaton needs at least 2n−1 + 1
states.
If there is no word that drives A′ from state R to an accepting state, then R can be identified with the empty set as a
rejecting sink state. Otherwise there is a wordw such that δ′(R, w)∩ F 6= ∅. Now assume that state R∪ {qf } is reachable in
A′ by some word v. Then δ′({q0}, v) = R ∪ {qf } and v is accepted since R ∪ {qf } is an accepting state. But since R ⊆ R ∪ {qf }
we have δ′(R, w) ⊆ δ′(R ∪ {qf }, w) and, hence, δ′(R ∪ {qf }, w) ∩ F 6= ∅. This implies that vw is accepted which contradicts
the prefix-freeness of the language L(A). Hence, R ∪ {qf } is not reachable. Therefore, A′ has at most 2n−1 + 1 states.
For the lower boundweproceed similarly as for reverse ultimate definite languages in Theorem6. SetA1 = ({1}, {a, b, c},
δ, 1, {1}) with an empty transition function, and A2 = ({1, 2}, {a, b, c}, δ, 1, {2}), where δ(1, b) = {1} and δ(1, c) = {2}.
For all n ≥ 3 let An = ({1, 2, . . . , n}, {a, b, c}, δ, 1, {n}), where the transition function δ is specified as follows
• δ(i, a) = {i+ 1}, if 1 ≤ i < n− 1, and δ(n− 1, a) = {1, 2},
• δ(1, b) = {1} and δ(i, b) = {i+ 1}, for 2 ≤ i < n− 1, and
• δ(n− 1, c) = {n}.
Basically, automaton An, for n ≥ 3, is depicted in Fig. 3 with the difference that the loop on state n is deleted here. The
automata An accept prefix-free languages, since every word accepted by An, for n ≥ 2, must end with a letter c , which
does not appear anywhere else—obviously automaton A1 accepts a prefix-free language, too. Clearly, minimal deterministic
automata for L(A1) and L(A2) have 21−1 + 1 = 2 and 22−1 + 1 = 3 states, respectively. Moreover, the reasoning that in
the deterministic power-set automaton A′n all subsets of {1, 2, . . . , n − 1} are reachable and pairwise inequivalent is the
same as in the proof of Theorem 6. As all these 2n−1 states are not accepting, at least one additional state is needed in any
deterministic finite automaton accepting L(A). Thus the upper bound is tight. 
Theorem 20. Let n ≥ 1 and A be an n-state nondeterministic finite automaton accepting a suffix-free language over Σ . Then
2n−1 + 1 states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
Proof. Since A accepts a suffix-free language, the automaton A is non-returning, that is, the initial state q0 has no in-
transitions. Therefore, the only state of the deterministic power-set automaton A′ that contains q0 and is reachable is the
singleton {q0}. Thus, automaton A′ has at most 2n−1 + 1 reachable states. This proves the upper bound.
For the lower boundwe slightlymodifyMoore’s nondeterministic finite automaton that achieves themaximal attainable
exponential blow-up [13]. Define A1 = ({1}, {a, b, c}, δ, 1, {1}) with an empty transition function, and A2 = ({1, 2},
{a, b, c}, δ, 1, {2}), where δ(1, c) = {2} and δ(2, b) = {2}. For all n ≥ 3 let An = ({1, 2, . . . , n}, {a, b, c}, δ, 1, {n}), where
the transition function δ is specified as follows (cf. Fig. 9):
• δ(i, a) = {i+ 1}, if 2 ≤ i < n, and δ(n, a) = {2, 3},
• δ(2, b) = {2}, and δ(i, b) = {i+ 1}, for 3 ≤ i < n, and
• δ(1, c) = {2}.
Clearly, automaton An accepts a suffix-free language, since every word accepted by An, for n ≥ 2, must begin with a letter
c , which does not appear anywhere else. Trivially also automaton A1 accepts a suffix-free language. For the automata A1 and
A2 it is easy to see that the minimal deterministic finite automaton has the required number of states. For the automaton
An, for n ≥ 3 we argue as follows: The state {2} is reachable in the deterministic power-set automaton A′n by the word c.
Moreover, all subsets of {2, . . . , n} are reachable in A′n by a c followed by words over the alphabet {a, b}, because they are
also reachable in Moore’s automaton with state set {2, 3, . . . , n}. All these states remain pairwise inequivalent (state n is
accepting inMoore’s automaton). Finally, initial state {1} and all subsets of {2, . . . , n} are inequivalent due to the c transition
from state 1 to 2. Thus, any deterministic finite automaton accepting L(An) needs at least 2n−1 + 1 states. 
Theorem 21. Let n ≥ 2 and A be an n-state nondeterministic finite automaton accepting an infix-free language over Σ . Then
2n−2 + 2 states are sufficient and, for |Σ | ≥ 3, necessary in the worst case for a deterministic finite automaton to accept L(A).
Proof. Since A accepts an infix-free language, it accepts a language that is both prefix- and suffix-free. Therefore, automaton
A is both non-exiting and non-returning. Following the proof of Theorem 19wemay assume, without loss of generality, that
A has a single accepting state qf .
Combining the reasonings of Theorems 19 and 20, we obtain that the only reachable state of the deterministic power-set
automaton A′ that contains q0 is the singleton {q0}. This implies that automaton A′ has state {q0} and at most 2n−1 further
states. Since for any nonempty state R ∈ 2Q\{q0,qf } of A′, either R can be identified with the empty set forming a rejecting
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Fig. 10. The n-state finite automaton An , for n ≥ 4, accepting an infix-free language, for which any deterministic finite automaton needs at least 2n−2 + 2
states.
sink state or the state R ∪ {qf } is not reachable, for any such R one state can be saved. There are 2n−2 − 1 nonempty states
R ∈ 2Q\{q0,qf }. Therefore, in total automaton A′ has at most 2n−2 + 2 states. This proves the upper bound.
For the lower bound we merge the ideas of the witness automata for prefix- and suffix-free languages. Let A2 = ({1, 2},
{a, b, c}, δ, 1, {2}), where δ(1, c) = {2}. Moreover, let A3 = ({1, 2, 3}, {a, b, c}, δ, 1, {3}), where δ(1, c) = {2}, δ(2, b) =
{2}, and δ(2, c) = {3}. For every n ≥ 4 we define the automaton An = ({1, 2, . . . , n}, {a, b, c}, δ, 1, {n}), where the
transition function δ is specified as follows (cf. Fig. 10):
• δ(i, a) = {i+ 1}, if 2 ≤ i < n− 1, and δ(n− 1, a) = {2, 3},
• δ(2, b) = {2}, and δ(i, b) = {i+ 1}, for 3 ≤ i < n− 1, and
• δ(1, c) = {2} and δ(n− 1, c) = {n}.
Clearly, for n ≥ 2, automaton An accepts an infix-free language, since everyword accepted by Anmust begin and endwith
a letter c , which does not appear anywhere else. It is easy to see that the minimal deterministic finite automata accepting
L(A2) and L(A3) have 3 = 22−2 + 2 and 4 = 23−2 + 2 states, respectively. For the automaton An, for n ≥ 4 we argue
as follows: The state {2} is reachable in the deterministic power-set automaton A′n by the word c. Moreover, all subsets
of {2, . . . , n − 1} are reachable in A′n by a c followed by words over the alphabet {a, b}. All these states remain pairwise
inequivalent (cf. proof of Theorem 20). In addition, initial state {1} and all subsets of {2, . . . , n− 1} are inequivalent due to
the word can−3c which drives state {1} but none of the other states to an accepting state. Finally, accepting state {n} and all
other states not containing the state n are obviously inequivalent. Thus, any deterministic finite automaton accepting L(An)
needs at least 2n−2 + 2 states. 
4. Concluding remarks
In this paper, we studied the NFA to DFA conversion problem for several subclasses of the family of regular languages:
Given an arbitrary language L of a subclass which can be accepted by a nondeterministic finite state automatonwith n states,
what (tight) bound f (n) can be given for the number of states of a deterministic finite state automaton accepting L. More
precisely, for the bound f (n) it is required that (1) all n-state NFA languages in the subclass can be accepted by a DFAwith at
most f (n) states, and (2) there is such language that requires f (n) states in a DFA accepting it. It is well-known that f (n) = 2n
in the case of all regular languages. From the literature, results on finite and unary languages are known. The present paper
provides the following results:
• f (n) = 2n for star, star-free, power separating, ordered, comet, two-sided comet, and prefix-closed languages
• f (n) = 2n−1 + 1 for infix-closed, suffix-closed, prefix-free, suffix-free, and reverse ultimate definite languages
• f (n) = 2n−1 for noninitial definite and ultimate definite languages
• 2n−1 ≤ f (n) ≤ 2n for definite, generalized definite, symmetric definite, locally testable, and strictly locally testable
languages
• f (n) = 2n−2 + 2 for infix-free languages
• f (n) = 2n−2 + 1 for central definite languages
• a constant bound for elementary and combinational languages
The problem to provide precise, tight bounds for definite, generalized definite, symmetric definite, locally testable, and
strictly locally testable languages remains unsolved.
The paper should be considered as a first step towards a systematic investigation of the NFA to DFA conversion problem
for automata accepting subregular languages. There are plenty of further classes which also deserve to be considered. To
mention only one example, one might, as in the case of ultimate definite languages, also reverse the variants of definite and
noninitial definite languages by means of giving symmetric definitions.
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