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Abstract
The cadmium yellow paints used in impressionist and modernist paintings in early
1900s are undergoing several deterioration processes, including whitening and discol-
oration. Relevant e↵ects produced at the surface of modern paintings include the
growth of discolored crusts, formed mainly by white globular hydrated cadmium sul-
fate CdSO4*nH2O and cadmium carbonate (CdCO3). In view of the fact that the
pigment, cadmium sulfide, was historically synthesized by means of dry and wet pro-
cesses and that CdCO3 and CdSO4 are reagents for this procedure, their identification
alone does not constitute conclusive proof of photo-oxidation. The origins of such
chemical and physical alterations are still under debate.
Structural defects in CdS, among other possible causes like photo-oxidation processes,
may play a role in the degradation process. Their presence in the pigment surface
alters the electronic structure of cadmium sulfide by forming acceptor levels in the gap
of the semiconductor. Such levels make the surface more reactive in the interaction
with external agents (oxygen, water ...).
To this end, we present a theoretical study of points defects, namely Cd- and S- va-
cancies, in the structural wurtzite structure (bulk) and [101¯0] CdS surface. In order to
understand, at atomic level, the oxidation and hydration mechanisms of these whitish
globules, we present the early stages of the interaction between the hexagonal clean
and defective [101¯0] surface of CdS and O2 and H2O molecules to simulate the com-
bined e↵ects of exposure to air and humidity.
The geometrical and electronic structures as well as the vacancy formation and ad-
sorption energies are determined with the use of a first principles method. All the
calculations are performed within the framework of the Density Functional Theory
(DFT) in the Generalized Gradient Approximation (GGA-PBE) with the use of ul-
trasoft pseudopotentials. Despite the standard DFT-GGA ensures a correct order of
electronic states, the G0W0 calculations are strongly required to attribute an accurate
x
position of the trap level.
Considering the possibility to investigate in a broader spectral range, such theoretical
method would be helpful in the interpretation of experimental evidences on fluores-
cence emissions produced from by yellow altered. This thesis highlights the key role
that first-principles methods can play in the application of materials science to art
conservation.
xi
CHAPTER 1
Introduction
.... if you take some sand in your hand, if you look at it closely, and also water,
and also air, they are all colorless, looked at in this way. There is no blue without
yellow and without orange, and if you put in blue, then you must put in yellow, and
orange too, mustn’t you?
Vincent Van Gogh
1.1 Cadmium yellow
At present, cadmium sulfide (CdS) a member of II-VI wide-gap semiconducting
compounds, is of considerable interest because of its potential applications in several
science fields. Physical properties of CdS have been widely studied due to their im-
portance in fundamental science as well as in optoelectronic applications like solar
cells [4, 5, 6, 7], lasers [8, 9], and recently in nanotechnology [10, 11].
Given the importance in technology of these devices, the experimental and theoret-
ical properties of such materials have drew much attention in recent years. Several
theoretical methods have been successfully developed that allow the use of predictive
ab initio simulations to investigate properties of materials [12, 13, 14]. Specially, by
virtue of their high performance, semiconductors have been widely used as colour pig-
ments in impressionist, post-impressionist and early modernist works from the 1880s
through the 1920s. The strong yellow colouration of cadmium sulfide aroused great
interest of artists soon after it was discovered. It was promptly added to the paint
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palette when the Impressionists were experimenting with colour, and is now a reli-
able standard of the paint box. His first appearance, in artistic field, has been onto
canvasses in the 1840’s in the work of that great artist of yellow, Vincent van Gogh
(though his famous sunflowers primarily used chrome yellow), followed by prominent
19th to 20th century artists such as Claude Monet, Pablo Picasso and Henry Matisse.
Cadmium sulfide occurs in nature with two di↵erent crystal structures: the rare min-
erals greenockite and hawleyite. The more stable hexagonal wurtzite structure was
found in the mineral Greenockite and the cubic zinc blende structure was found in the
mineral Hawleyite. The amorphous form is only known as a chemically synthesized
product [15].
The brilliant yellow pigment, takes all its colouration from cadmium sulfide -which is
observed in many pigments in the hexagonal wurtzite phase [16, 17]- that is confirmed
to be the main crystalline constituent of the yelllow paint. It was produced in 1817
by the German Stromeyer, but its use as an artists’s pigment began about one year
later. Cadmium reds remained in limited use until around the 1920s [18]. Cadmium
with golden-yellow colour and high chroma forms the basis for all cadmium pigments.
The chromatic variation of these pigments depends on their chemical composition,
crystalline structure, and on their history in the synthesis process. The pigment cad-
mium sulfide was historically produced by means of either a dry or a wet process,
as stated by Fiedler and Bayard [18]. For the dry process, either metallic cadmium,
cadmium oxide, or cadmium carbonate was employed as starting material.
During the wet process, CdS was obtained as a precipitate by adding a soluble sulfide
(such as hydrogen sulfide, sodium sulfide, or barium sulfide) to a soluble cadmium salt
(such as cadmium chloride, cadmium nitrate, cadmium sulfate, or cadmium iodide)
[19].
However, in spite of its excellent reputation with regards to permanency, the degra-
dation of cadmium yellow occurs primarily in the lighter yellows, and involves dis-
colouration (fading and darkening) producing chalking and crumbly surfaces. This
alteration was ascribed to an initial photo-oxidation of CdS: excitation of material by
visible light (absorption of photons with energy equal to the band gap) and formation
of electron/hole pairs [20]. Subsequently, the cadmium compound itself decays as the
positive holes (h+) oxidize the solid [21].
After further oxidation, by atmospheric oxygen, of the sulfur S0 that becomes SO2 4 .
The overall reaction becomes
CdS + 2O2 !Cd2+ + SO2 4 (1.1)
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The soluble cadmium sulfate is thus supposed to re-precipitate in the form of white
globules on the yellow paint layer.
The presence of whitish semitransparent globules (CdSO4*nH2O) and cadmium car-
bonate (CdCO3) have been identified [22, 23, 24] in degraded areas and considered
such as photo-oxidation products.
In general, elucidating origins and roles of this compounds is an arduous task. In
fact, in the synthesis of cadmium sulfide, for instance, reagents such as CdCO3 and
CdSO4 were employed both in the dry and wet processes as paint fillers or starting
reagents. Their identification alone does not conclusively make them sub-products of
photo-oxidation processes because traces of them are also found within layers away
from the surface, to confirm their employ such as starting reagents.
1.1.1 Previous experimental studies
For a long time, the complex alteration of cadmium sulfide was studied [25, 22, 23,
24, 26, 27, 28]. Indeed, this compound was known to su↵er from degradation under
the influence of sunlight and humidity. Despite the fact this phenomenon is rather
ambiguous and does not take place systematically, recent hypothesis have been given
to explain the discolouration process. A gradual fading of originally bright yellow
areas, painted with the pigment cadmium yellow paints, is observed in the following
works: Still Life with Cabbage [22] by James Ensor, The Joy of Life [23, 24] and
Flower Piece [26] by Henri Matisse.
The first study on CdS pigment alteration was performed in 2005 by Leone et al. [27]
on 12 samples of cadmium pigments dating from 1887-1923. In this study the pres-
ence of CdSO4, CdCO3, Cd(OH2) in the surface of painting suggested a preliminary
degradation mechanism due to high relative humidity conditions that increase the loss
of degrading cadmium yellow paint film’s structural integrity.
Van der Snickt et al [22] in the Ensor painting Still Life with Cabbage, found local vari-
ation in color intensity after removal of the frame of the painting, where the cadmium
yellow seemed to have largely preserved its original color respect to the rest of the
painting. This suggested that the observed alteration was induced by environmental
causes. In particular, repeated hydration and drying of the paint surface resulted in
the formation of semi-transparent whitish globules of CdSO4*nH2O. In the degraded
areas containing (CdSO4*nH2O), ultraviolet illumination yielded an orange fluores-
cence, whereas the non-degraded paint gave forth a brown fluorescence. The origin of
these fluorescent emissions has not been conclusively established and further analyses
with better resolution are necessary in non-degraded yellow areas of the painting.
As suggested from these studies [23, 24, 26], a substantial enrichment of CdCO3 and
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CdSO4*nH2O in the o↵-white surface occurred in The Joy of Life by Matisse. The
analysis of altered samples removed from painting confirm the CdCO3 near the surface
to be present as an insoluble photodegradation product of a gradual secondary reaction
of CdSO4 with atmospheric CO2. Its high concentration in the yellow interior of the
paint layer, however, is open to two interpretations: it may suggest an advanced pro-
gression of the photo-oxidation and also demonstrate that the original cadmium yellow
paint formulation contained a CdCO3 filler. [28]. The cadmium (CdSO4*nH2O) could
be present as a leftover synthesis reagent, or as a photo-oxidation product although it
is not yet visible as a color change. Furthermore, the high solubility of CdSO4*nH2O
could also explain its distribution throughout the paint layer complicating even more
the interpretation.
High concentration of CdCO3 have been also observed in another painting, Edvard
Munch’s The Scream, and interpreted as being from an indirect wet process start-
ing material and/or a CdCO3 filler rather than being conclusive evidence for photo-
oxidation [28]. Another case of CdS alteration but with di↵erent macroscopic e↵ect,
is in the painting Flowers in a blue vase by Vincent van Gogh. Van der Snickt et
al [17] found the opaque crust in several CdS paint areas. The observed degradation
was initially caused by oxidation of the original CdS pigment in Cd2+ and SO2 4 as
previously found on Ensor’s Still Life with Cabbage [22]. This ions could have then
reacted with C2O
2 
4 and Pb
2+ from unoriginal varnish, likely applied after the initial
deterioration of the CdS yellow.
In order to complete the interpretation of degradation materials, Pouyet et al. [26],
using analytical methods with a high sensitivity and ability to map the distribution of
CdS proposed an explanation of the synthesis and degradation pathways of cadmium
pigments in several paintings. Distribution of various cadmium compounds in al-
tered paints confirms that cadmium carbonates and sulphates are photo-degradation
products in The Joy of Life, whereas in Flower Piece, a large amount of cadmium car-
bonate present in unchanged yellow may be related to a partially unreacted starting
reagent. Indeed, it is not accumulated at the paint surface but co-located in a core of
individual CdS yellow pigment particles visible thanks to their orange fluorescence in
the ultraviolet.
Luminescence spectroscopy has been employed in the field of cultural heritage for
many years [29, 30, 31] to identify forgeries in oil paintings, varnish heterogeneous
restoration, and in some cases to identify and map multiple pigments in situ in the
same work of art.
Several pigments used in oil colors are composed of semiconductors and organic dyes
that show di↵erent spectra and decay characteristics of fluorescence [32, 33]. In the
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specific case of CdS, in addition to the band edge emission in the visible range, cad-
mium pigments show an emission in the red to near-infrared associated to trap states
within the band gap, likely due to impurities and/or crystal defects [34].
Also, early publications [31, 35, 36] on the luminescence properties of cadmium pig-
ments reported emissions in the red to near-infrared plausibly related to trap emis-
sions. Anyhow, in most cases the exact origin of these emissions could not be explicitly
stated.
In order to better understand the origin of their color and luminescence in the paint
layers recent studies [37, 38, 39, 40, 41] focused on luminescence emission lifetimes
of luminescent materials. Cd- and Zn-based pigments, were characterized [40] both
by a rapid picosecond lifetime band gap emission related to pigment composition and
by further radiative relaxation decay paths due to trap state levels connected to the
presence of intrinsic and extrinsic defects. The first application of lifetime imaging
[41] for the mapping of long-lived luminescence from the ZnO semiconductor pigment
was on the painting on paper “Les bretonnes et le pardon de pont Aven” by Vincent
Van Gogh. In this work it was demonstrated how metal impurities in the crystal
lattice give rise to the formation of electron-hole recombination centers, by inducing
the formation of extra energy levels.
Results obtained in bulk CdS have shown two red-near infrared emission bands as-
sociated to deep trap states in the band gap , namely Et1 and Et2, with values of
wavelengths in the ranges 640-710 nm for Et1 and 680-900 nm for Et2. The role of
impurities in the crystal lattice introduced during pigment synthesis as well as surface
dangling bonds is invoked as responsible in the formation of these trap states.
Moreover, measurements and models on nanoparticles of CdS were conducted to un-
derstand optical properties of these nanostructured materials. Varghese et al. [42],
by means of a combination of experiments and ab initio calculations based on density
functional theory, studied the absorption and photoluminescence properties of CdS
nanotubes related to Cd and S vacancies. The results of this work suggest that rather
than the concentration, it is the nature of the defect crucial in photoluminescence
spectra.
Also, semiconducting compounds related to red bright pigments HgS favoured by
Rubens and italian masters, revealed features very similar to CdS. Hogan et al.
[43, 44] by means of a first-principles study based on state-of-the-art electronic struc-
ture methods and high-resolution microscopic x-ray di↵raction clarify the mechanism
of undesirable phenomenon of degradation where the bright red pigment vermilion
(↵-HgS) turns into black colour.
It is known [45] that the presence of defects breaking the translational symmetry of
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the crystal lattice induces changes both in the geometry of the crystal itself and in
the electronic structure. The atoms neighboring the defects, in fact, displace from
equilibrium positions and such displacements correspond to a rearrangement of the
electron states in the valence energy region close to the Fermi level and, especially in
semiconductors, within the gap itself.
The most common defects include point defects and impurities. The first ones, native
point defects, are single- and/or di-vacancies. They consist in single cation/anion va-
cant sites or couples of them. An impurity is a chemical element, di↵erent from native
cations and anions, occupying substitutional positions or interstitial sites in the pris-
tine crystal lattice. The presence, the concentration and the behaviour of any of these
defects in a crystalline structure depends mostly on the history of the sample: grow-
ing or synthesis techniques, environment conditions during the growth, environment
conditions after the growth. Every single one of them is di↵erently detectable and
shows itself with specific features. Vacancies and impurities in semiconductors, for
instance, are likely to create new empty or occupied energy levels acting as acceptor or
donor levels within the gap [46]. This fact modifies the original gap and changes the
behaviour and the reactivity of the semiconductor, accordingly. In any case, they are
trap states for excited electrons and their precise location in the electronic structure
gives a relevant amount of information on the sample under investigation.
1.2 Scope of this Thesis
Both historic mineral-based pigments and modern synthetic pigments used in
painting are susceptible to alteration as a result of their reactions with light, atmo-
spheric moisture, oxygen and other agents of degradation present in the environment.
The degradation mechanisms behind these alterations are often complex, involving
traces of synthesis starting reagents or other impurities in the paint, requiring the
presence of multiple degradation agents.
In this work the aforementioned degradation process in yellow-cadmium pigments is
linked to the presence of structural defects in CdS crystal lattice. In particular, we
focus on the role of Cd- and S- vacancies in the most stable CdS surface, namely the
[101¯0], and their interaction with oxygen and water.
In the first part of thesis we focus the attention on the role of Cd- and S- vacancies in
the bulk in wurtzite phase and in the [101¯0] surface. In the second part, elementary
reactions between the surface and oxygen/water molecules are given in the attempt to
contribute preliminarly to the debate on the photo-oxidation mechanisms experimen-
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tally invoked to interpret the appearance of the whitish globules in the paint surface.
To this end the [101¯0] surface of CdS was considered with and without defects, as a
benchmark. It was simulated according to the slab geometry and was next covered
by oxygen, water molecules and a combination of O2 + H2O. More specifically, we
determined the favorite adsorption sites and calculated the adsorption energies of the
di↵erent molecules on top of the surface. The details of the electronic structure at
the interface are given via density of states and bonding charge analysis along with a
thorough description of the geometry.
All the calculations are performed within the framework of the Density Functional
Theory (DFT) in the Generalized Gradient Approximation (GGA-PBE) with the use
of ultrasoft pseudopotentials.
GW approximation allowed us to accurately estimate the band gap of bulk CdS that
combined with the Kohn and Sham bang gap center lead to a good approximation of
the band edges and an estimate of extra energy levels in the gap of defective struc-
tures. A precise location of trap states still requires approaches able to fully deal with
excited states but yet, the overall picture obtained at this level of theory allows to
add reliable information to the debate on photoluminescence issues about the process
of alteration of cadmium yellow.
In other words, such theoretical approach allows to: i) tackle separately the e↵ects of
every kind of defects giving an accurate description of the geometry, the energetics and
the electronic structure of the systems containing them; ii) link the type of defects
to experimental evidences - often obtained from heterogeneous samples - with the
aim of contributing to untangle the superposition of e↵ects originating from di↵erent
physical-chemical events. iii) simulate the combined e↵ects of exposure to air and
humidity by means of the interaction between the clean and defective [101¯0] surface
of CdS and O2 and H2O molecules.
Theoretical modelling plays an important role in the field of conservation of works
of art. With powerful predicting features, it is complementary to the experimental
investigation and is of great support in the interpretation of results.
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CHAPTER 2
Theoretical Background
In this Chapter the crucial ingredients of the density functional theory (DFT) are
presented along with a description of di↵erent exchange and correlation functionals
and pseudopotentials. The GW approximation, adopted to correct the underestimated
band gap in bulk CdS, is also briefly illustrated.
2.1 Electronic structure problem
To understand the electronic structure of defects in semiconductors and the prop-
erties of interacting defects within the bulk, it is natural to consider the solution to the
Schro¨dinger equation for a system of N interacting particles with M ions, expressed
in the time independent form as
Hˆ ({RA}, {ri,  i}) = E ({RA}, {ri,  i}) (2.1)
Where E represents the total energy of the system and  is the many-body wavefunc-
tion or (eigenfunction) for the N electronic eigenstates, an anti-symmetric function
of the electronic coordinates ({ri, i}, i = 1,..., N) and spatial coordinates of nuclei
({RA}, A = 1, ..., M). The Hamiltonian operator (Hˆ) is a sum of all possible inter-
actions between electrons and nuclei. In atomic units (energy in Hartree and length
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in Bohr) is represented by:
Hˆ =  
NX
i=1
r2i
2
 
MX
A=1
r2A
2MA
+
NX
i=1
NX
j>i
1
|ri   rj| +
MX
A=1
MX
B>A
ZAZB
|RA  RB|  
NX
i=1
MX
A=1
ZA
|ri  RA|
(2.2)
Here, MA is the ratio of the mass of nucleus A to the mass of an electron and ZA
is the atomic number of nucleus A. The r2i and r2A are the Laplacian operators.
These five summation terms in above equation represent the kinetic energies of all
the electrons and nuclei, the Coulomb repulsion between electrons and between nuclei
and the Coulomb attraction between electrons and nuclei. The Schro¨dinger equation
has the appearance of being rather simple by its form but is enormously complex to
solve, because the electron-electron interaction term, which contains all the many-
body physics of the electronic structure problem and depends at least on 3N spatial
coordinates. The Born-Oppenheimer approximation [47] is the first important as-
sumption to reduce the complexity of the system. This approximation is obtained by
decoupling the dynamics of the electrons and the nuclei.
2.1.1 Born-OppenheimerApproximation
In this section, we will discuss one of the most important and fundamental ap-
proximations developed by Max Born and J. Robert Oppenheimer in 1927 [47]. The
fundamental aim of the Born-Oppenheimer approximation comes from the fact that
because the nuclei are much heavier than the electrons, their kinetic energy (motion)
can be neglected. Since the nuclei are considerably more massive than the electrons, in
most cases the timescale of the response of the electrons is a few orders of magnitude
faster than that of the nuclei. This allows that, the dynamics of the electrons and
nuclei to be decoupled. Under this simple approximation, nuclei can be considered
as classical particles and can be assumed as static with respect to quantum particle
electrons. Then for any given nuclear configurations the electrons are considered to
remain in their instantaneous ground state. Consequently, the second term in Eq.
(2.2) vanishes and the fourth term, the repulsion between nuclei, becomes a constant
for a fixed configuration of the nuclei. The remaining terms in Eq. (2.2) are called the
electronic Hamiltonian (Hˆe), in which the position of the nuclei are only parameters,
leading to,
Hˆe =  
NX
i=1
r2i
2
+
NX
i=1
NX
j>i
1
|ri   rj|  
NX
i=1
MX
A=1
ZA
|ri  RA| (2.3)
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As a result, the Schro¨dinger equation involving the electronic Hamiltonian (Hˆe) be-
comes:
Hˆe e({RA}, {ri,  i}) = Ee e({RA}, {ri,  i}) (2.4)
The electronic wavefunction ( e) of the new obtained Schro¨dinger equation, depends
on nuclear coordinates ({RA}) only parametrically. Moreover, for convenience, we
can repress ({RA}) for fixed configuration of nuclei and assemble electronic spatial
and spin coordinates ({ri, i}) in to one variable ({xi} (i.e., {xi} = {ri, i}) and rewrite
Eq. (2.4) as
Hˆe e(xi) = Ee e(xi) (2.5)
For some fixed configurations of the nuclei, the total energy will also include the
constant nuclear repulsion term expressed as
Etot = Ee +
MX
A=1
MX
B>A
ZAZB
|RA  RB| (2.6)
Total energies are obtained , under the Born-Oppenheimer approximation, to solv-
ing equations resembling (2.5) and (2.6) in this way reducing the electronic structure
problem. For most condensed matter systems, the Born-Oppenheimer approxima-
tion is highly accurate but is certainly not universally valid. The interaction between
electrons, where all the many-body quantum e↵ects are hidden, is the major di -
culty in solving Eq. (2.5). The Treatment of 3N variables for an N -electron sys-
tem is essentially required, when we consider the motion of the electrons and the
instantaneous coordinates of each electron. Approximate methods have been neces-
sary to solve Schro¨dinger or Schro¨dinger-like equations by mapping the N-electron
Schro¨dinger equation in to e↵ective one-electron Schro¨dinger-like equations. These
approximate solutions may be divided into in to two major branches: i) wave func-
tion theory (WFT) approaches, where one uses variational methods, perturbation
theory, or many-body theory to achieve an approximate solution of the Schro¨dinger
equation, ii) density functional theory (DFT) which provides the ground state prop-
erties of a system and where the electron density plays a key role [48, 49]. Here, the
DFT based methods will be introduced in details.
2.2 Density functional theory
Density-functional theory is presently one of the most popular and successful com-
putational quantum mechanical modelling approaches to matter, because it was shown
provide a advantageous balance between accuracy and computational cost. At present,
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DFT is the mainstay of electronic structure calculations in solid-state physics and was
widely applied for calculating, e.g., on superconductivity, magnetic properties of al-
loys, atoms in the focus of strong laser pulses, relativistic e↵ects in heavy elements
and in atomic nuclei. Moreover, in conservation of cultural heritage, the theoretical
calculations can be applied to the understanding the mechanisms which induce the
degradation, to clarify the composition of the damaged paint work [43, 44] and in our
specific case the role of defects in crystal lattice of altered semiconductor pigment.
The primary purpose of DFT is to reduce the 3N variable Schro¨dinger equation to a
three variable function of the electron density ⇢(r) . This reduction was proved by two
theorems of Pierre Hohenberg and Walter Kohn [50]. The use of electron density as
a fundamental description of the system is more attractive because considers only of
three variables x, y, z, and eventually, if you count in spin, the densities for spin po-
larized systems, one for spin up electrons ⇢"(r) and one for spin down electrons ⇢#(r).
In particular, according to the second theorem proved by them, the total ground state
energy of an electron system can be written as a functional of the electronic density,
and this energy is at minimum if the density is an exact density for the groud state.
The modern formulation of modern Density Functional Theory (DFT) was proved by
Hohenberg and Kohn in 1964 with the publication of the Hohenberg and Kohn paper
[50]. This formally is based on two ingeniously simple theorems:
I. For any system of N interacting electrons in a non-degenerate ground state
associated with an external potential Vˆext, the ground state electron density
determines this potential uniquely. The external potential is a unique functional
of the ground state electron density
II. The ground state density can be found, in principle exactly, by employing the
variational method considering only density (to within an additive constant)
These theorems were derived by quite an original logic, that establish the connection
between the electron density and the many-electron Schro¨dinger equation. Within
the Born-Oppenheimer approximation, the ground state of the system of electrons is
a result of positions of nuclei, as shown in electronic Hamiltonian (Hˆe) equation:
Hˆe = Tˆe + Vˆext + Uˆee (2.7)
The results of this hamiltonian, the kinetic energy of electrons (Tˆe) and the electron-
electron interaction (Uˆee) arising from the nuclei is treated as a static external poten-
tial potential Vˆext. In the electronic Hamiltonian, the external potential Vˆext is the
only variable and everything else depends indirectly on it. Since ⇢(r) determines the
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probability of finding any of the number of electrons, N within the volume r:
N =
Z
⇢(r)dr (2.8)
If the first theorem is proven ⇢(r) determines the Vˆext, and the whole electronic
Hamiltonian can be expressed as a functional of ⇢(r). They proved it through a
contradiction, using the principle of reductio ad absurdum, and this is derived for a
non-degenerate system.
Assume that we have an exact ground state density ⇢(r) and is valid for a non-
degenerate ground state (i.e., there is only one wave function  for this ground state
and by means HK theorems can be easily extended for degenerate ground states,
see, e.g., Dreizler & Gross [51]; Kohn [52]). Suppose that for the density ⇢(r) there
are two possible external potentials: Vˆext and Vˆ 0ext, which have two di↵erent hamil-
tonians Hˆe and Hˆ 0e, and conseguently two di↵erent ground state:  and  
0, for the
ground state density. They correspond to ground state energies: E0 = h |H| i and
E 00 = h 0|H 0| 0i, respectively. Then, using variational theorem, we will have the
expectation value of energy for the  0 with the hamiltonian Hˆ:
E0 < h 0|H| 0i =
E00z }| {
h 0|H 0| 0i+ h 0|H  H 0| 0i = E 00 +
Z
⇢(r)[Vˆext   Vˆ 0ext]dr (2.9)
Then, using variational theorem, we will have expectation value of energy for the  
with the hamiltonian Hˆ 0:
E 00 < h |H 0| i = h |H| i| {z }
E0
+ h |H 0  H| i = E0  
Z
⇢(r)[Vˆext   Vˆ 0ext]dr (2.10)
Adding equations (2.9) and (2.10) we get:
E0 + E
0
0 < E
0
0 + E0 (2.11)
which is an obvious contradiction. Therefore, the external potential is a unique func-
tional of the ground state electron density.
Thus, we know that ⇢(r) determines N -elettrons, Vˆext and also all properties of the
ground state. We can write the total ground state energy as a functional of density
with the following components:
Ev[⇢] = Te[⇢] + Vext[⇢] + Uee[⇢] =
Z
⇢(r)Vˆext(r)dr+ FHK [⇢] (2.12)
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where
FHK [⇢] = Te[⇢] + Uee[⇢] (2.13)
The FHK is a universal functional of ⇢(r), its form does not depend from any exter-
nal potential, includes all internal energies, kinetic and potential, of the interacting
electron system. The second HK theorem provides variational principle in electron
density representation ⇢(r) that minimizes the total energy being the exact ground
state density. This is expressed as:
Ev[⇢]   E0[⇢0] (2.14)
where ⇢0 is the exact density and E0 is the ground-state energy for N electrons in the
given external potential. Suppose the ground state wave function is  and its related
electron density is ⇢(r). Thus the electron density uniquely determines the external
potential Vext. If we consider another trial wave function  0 and its electron density
is ⇢0(r), then we can obtain
h 0|H| 0i =
Z
⇢0(r)Vˆext(r)dr+ FHK [⇢0] = E[⇢0]   E[⇢] (2.15)
by the variational principle. In other words, if some density represents the correct
number of electrons N , the total energy calculated from this density cannot be lower
than the true energy of the ground state [53].
It follows that if the functional FHK was known, the solution would be a straight-
forward minimization of the energy functional, with respect to variations in the density
function ⇢(r) in three-dimensional space. However, the problem, is that the exact form
of FHK is unknown and the major part of the complexities of the many-electron prob-
lem can not be solved with the determination of the universal functional. To address
this problem, Kohn and Sham propose a solution to this problem by introducing an
approximation for the unknown functional FHK [48, 54].
2.2.1 The Kohn-Sham Equations
To employ the DFT formalism one obviously needs an accurate approximation for
the functional FHK , that have been obtained by means of the Kohn-Sham method
[55]. They recognized that, the original Thomas-Fermi theory is quite unsatisfactory
for atoms and molecules, in particular relating to description of kinetic energy. For
that reason, Kohn & Sham proposed an useful method (similar to the Hartree-Fock
approach) where they re-introduced the idea of non-interacting electrons moving in
an e↵ective field. We can now rewrite the energy functional obtained in the previous
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Eq. (2.12) into following parts:
E[⇢] =
Z
⇢(r)Vˆext(r)dr+ FHK [⇢] =
Z
⇢(r)Vˆext(r)dr+ T0[⇢] + E
Hartree[⇢] + Exc[⇢]
(2.16)
where FHK is written as a sum of the kinetic energy of electrons (T0) in a system
which has the same density ⇢ as the real system (no electron-electron interactions),
the Hartree energy (EHartree), and the exchange and correlation energy (Exc). The
latter functional includes all the energy contributions which were not accounted for
by previous terms, i.e. (electron exchange, electron correlation, since non-interacting
electrons do need to correlate their movements, a portion of the kinetic energy which is
needed to correct T0[⇢] to obtain true kinetic energy of a real system Te[⇢], correction
for self-interaction introduced by the classical coulomb potential).
In the next step we can define an e↵ective potential depending upon r:
Vˆeff (r) = Vˆext(r) + VˆH(r) + Vˆxc(r) (2.17)
In the above equation the VˆH(r) is Hartree potential, while the exchange correlation
potential is defined as a functional derivative of exchange correlation energy:
Vˆxc(r) =
 Exc[⇢(r)]
 ⇢(r)
(2.18)
Now, in order to find the ground state density and energy we need to solve the
Schro¨dinger equation for noninteracting particles like Kohn-Sham equations:
 1
2
r2i + Vˆeff (r)
 
 KSi (r) = ✏i i(r)
KS (2.19)
This equations are analogous to the equation of the Hartree-Fock1 method, but these
result simpler. Indeed, the Kohn-Sham operator depends only on r, and not upon
the index of the electron, resulting similar for all electrons. The Kohn-Sham orbitals,
 i(r)KS are easy enough obtained from this equation and the total density is given by
⇢(r) =
NX
i=1
| KSi (r)|2 (2.20)
which can be used to calculate an improved potential Vˆeff (r). So the Kohn-Sham
equation must be solved self-consistently. The self-consistent procedure involves the
1Fock operator is defined as: fˆ(r1) i(r1) = ✏ i(r1) and contains the potential which is nonlocal,
i.e., di↵erent for each electron.
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following steps: i) start with an initial guess for the density; ii) construct Vˆeff (r), and
solve the Kohn-Sham Eq. (2.19); iii) then get the Kohn-Sham orbitals to update the
density obtained from Eq. (2.20). This process repeated until convergence is achieved
i.e., until the Kohn-Sham equations return the input density. Density can also be
used to calculate the total energy from Eq. (2.16), in which the kinetic energy T0[⇢]
is calculated from the corresponding orbitals, rather than density itself:
T0[⇢] =
1
2
NX
i=1
⌦
 KSi |r2i | KSi
↵
(2.21)
and the rest of the total energy as:
Veff [⇢] =
Z
Vˆeff (r)⇢(r)dr (2.22)
Now, total energy is calculated more easily using energies of the Kohn-Sham one-
electron orbitals ✏i as:
E[⇢] =
NX
i=1
✏i   1
2
Z Z
⇢(r)⇢(r0)
|r  r0| drdr
0  
Z
Vˆxc(r)⇢(r)dr+ Exc[⇢] (2.23)
In conclusion, we can calculate the total energy from Eq. (2.23), obtained from
famous Kohn-Sham equations (2.16, 2.19, 2.20), with the final electron density. If we
know each term in the Kohn-Sham energy functional, we would be able to obtain the
exact ground state density and total energy. Unfortunately, the simplicity and formal
exactness of the Kohn-Sham theory come with a price. The exact exchange-correlation
functional is unknown and must be approximated for any practical application, which
is the focus of the next section [54].
2.2.2 Exchange-Correlation Functionals
In practice, the use of the Kohn-Sham equations is related to the determination
of of the exchange-correlation energy functional. The exact form of Exc is not known
for any arbitrary density ⇢(r) and furthermore its derivation would require an in-
credible amount of algebra. To this end, approximate functionals based upon the
electron density to represent this term, are presented. By now there is an endless list
of approximating functionals that has had a large and still rapid expanding in field of
research. In this thesis we review two popular approximations (in various forms) in
use: the local density approximation (LDA) and the generalised gradient approxima-
tion (GGA).
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(a) The local-density approximation (LDA)
This approach is based on the uniform electron gas. If we consider a real inhomoge-
neous system is divided into element volume dr, the electron density in each volumes
is taken to be constant. In the LDA, the exchange correlation energy per electron
from each volume, is taken to be the value it would have if the whole of space were
filled with a homogeneous electron gas with the same density as is found in dr [56].
Thus, the Exc of the system can be expressed as:
ELDAXC [⇢] =
Z
⇢(r)✏unifXC ⇢(r)dr (2.24)
where ✏unifXC is the exchange-correlation energy per particle of the interacting uniform
electron gas of density ⇢(r). Pratically, exchange and correlation terms are estimated
separately. This term for the homogeneous electron gas is known analytically and is
given by
ELDAXC [⇢] =  
3
4
✓
3
⇡
◆ 1
3
Z
⇢
4
3 (r)dr (2.25)
The exchange-correlation energy for the homogeneous electron gas has been calcu-
lated by fitting to the many-body studies of Gell-Man and Brueckner and Ceperly
and Alder [57] or modern modifications such as that by Perdew-Zunger (PZ) [58],
Perdew-Wang (PW) [59] and Vosko-Wilk-Nusair (VWN) [60]. Certainly, the LDA
is suitable for solid-state systems, where the electron density varies only slowly. In
general Eq. (2.24) can be applied to the system such as atoms, molecules, and solids.
In particular LDA gives surprisingly results, especially for metals. The systematic
error cancellation, which underestimates correlation Ec and overestimates exchange
Ex, gives an unexpectedly good values of ELDAXC . This result is a partial explanation
for this success. However, recent studies have shown that LDA, in molecular sys-
tems, often overestimates bonding energies and underestimates bond lengths [61]. In
metals and insulators [62, 63], tends to overestimate cohesive energies by ⇠ 15-20%
and underestimates lattice constants by ⇠ 2-3% . In other hand, for systems where
the density varies slowly, the LDA tends to perform well, at the contrary in strongly
correlated systems is very inaccurate [56].
(b) The generalised gradient approximation (GGA):
It is widely proven that only the local uniform density at each given point is not a
satisfactory approximation for many materials where the electron densities rapidly
varies. To address this deficiency and complement the information obtained by the
LDA, the gradient of the density r⇢(r) needs to be included. One first attempt was
expanding the exchange correlation parameter in function of the magnitude of the gra-
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dient of the density this was the so-called gradient-expansion approximations (GEA).
The major drawback of the GEA could be explained by the fact that the gradient in
real materials is so large that a given gradient expansion would break down. Indeed,
higher-order corrections are exceedingly di cult to calculate and never improve the
results in LDA, rather often even worsen it [64]. By eliminating the spurious long-
range term of the second order expansion of the GEA exchange-correlation hole, one
could apply more general functions of ⇢(r) and r⇢(r). Thus, the generalized gra-
dient approximations known as GGAs were created and the corresponding exchange
correlation energy, were approximated by:
EGGAXC [⇢] =
Z
fGGA(⇢(r),r⇢(r))d(r) (2.26)
GGAs depends on r⇢(r) and for this are often called ”semi-local” functionals. As a
general trend, GGAs yield more accurate results than the LDAs, for many properties,
for example geometries and ground state energies of molecules and solids, where there
are significant local variations in the electron density. Furthermore for covalent bonds,
weakly bonded systems and the underestimation of bulk constant, many GGAs pro-
vide a better description than LDA. The GGA functionals remain computationally
cheaper than some functionals found at higher levels of the so-called Jacob’s ladder of
functionals [65]. The functional form of fGGA appearing in Eq. (2.26) is considered
as a correction to the LDA exchange and correlation while guaranteing consistency
with known sum rules. Within GGA the exchange energy takes the form
EGGAX [⇢] =
Z
⇢(r)✏unifX (⇢(r))F
GGA
X (s)d(r) (2.27)
where
s =
|(r⇢(r))|
2kF⇢
(2.28)
is the measure of inhomogeneity. Here kF = (3⇡2)
1
3⇢(r)
1
3 is the Fermi wave vector
for homogeneous electron gas with density ⇢. FGGAX (s) is the exchange enhancement
factor and describes how much exchange energy is improved over its LDA value for a
given ⇢(r). One GGA di↵er from another in the choice of FX .
s =
|(r⇢(r))|
2(3⇡2)
1
3⇢(r)
4
3
(2.29)
The FX(s), widely used GGA exchange functional, applied in this thesis is the one
developed by Perdew-Burke-Ernzerhof (PBE [66]). It is a simplified construction of
GGA for exchange and correlation, in which all parameters are fundamental constants.
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The PBE functional takes the form:
F PBEs = 1 +  

1 + µ2s/
(2.30)
where µ=0.21951 and =0.804 are obtained from physical constraints (non-empirical).
The functional form to the gradient corrected correlation energy EGGAc is also ex-
pressed as complex function of s. Some of the common GGA functionals include those
of Perdew, Burke, and Ernzerhof (PBE) [66], PW91 [67] Lee-Yang-Parr (LYP [68]),
and Perdew86 (P86 [69]). The exchange and correlation functional most successfully
employed in many surface physics studies, including this thesis, is the GGA-PBE.
2.3 Basis set and Pseudopotentials
In this paragraph, are introduced the concepts of basis set and of pseudopotentials.
In practical, the use of basis sets are almost always required to solve the electronic
Schro¨dinger equation. Nowadays a numerous amount of basis set representations
is known and available and almost all electronic structure methods today rely on
an expansion on the unknown wave function in terms of a set of basis functions.
However, any kind of basis function electrons may in principle be used like exponential,
Gaussian, polynomial, plane-wave, spline, Slater type orbitals, and numeric atomic
orbitals, etc. [48] In develop a universal basis set, some issues are useful to consider
when selecting basis functions:
- The basis functions should represent for the wave function/density with high
accuracy and with a low computational e↵ort
- The typology of the basis functions choice will ideally capture some of the physics
of the problem.
The calculation of electronic-structure properties within Density-Functional Theory
(DFT) for periodic systems, are carried out with Plane-Wave basis set and pseudopo-
tentials.
In a condensed matter, for the treatment of periodic systems, like solids, the solu-
tion to the Kohn-Sham equations would not be possible without the explicit use of
periodicity and the approximations assumed therein. The plane wave basis sets have
become the natural choice because of Bloch’s theorem [70, 71] which includes the use
of periodic boundary conditions.
In a perfect crystalline solid, the atomic ions will produce a periodic potential, U(r)
The periodicity of the potential U(r) will correspond to the periodicity of the Bravais
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lattice., where U(r+R) = U(r) and R is the Bravais lattice vector. Bloch’s theorem
argues that the eigenfunctions of the one-electron Hamiltonian in a periodic poten-
tial H =  12r2 + U(r) can be expressed as the product of a plane wave (eikr) and a
periodic function µn,k(r) with the periodicity of the crystal lattice:
 n,k(r) = e
ikrµn,k(r) (2.31)
Where µn,k(r+R) = µn,k(r) for all R in the Bravais lattice. Here, k represents a
set of plane waves within the reciprocal space unit cell and the quantum number n
represents the band index that occurs because of the many independent eigenstates
for a given k. The Bloch’s theorem, allow to solve the problem of the infinite number
of electrons expressing the wavefunction in terms of an infinite number of reciprocal
space vectors within the first Brillouin zone of the periodic cell. By use of Bloch’s
theorem, the electronic wavefunction are now expressed at each k points in terms of
a discrete plane wave.
Therefore, in order to calculate the properties of a periodic crystal which contains
electrons in the order of Avogadro’s number, the spacing of the k points goes to zero
and k can be considered as a continuous variable. In case of an infinite crystal, the
number of electrons within the solid gives rise to an infinite number of k points, and
at each k point only a finite number of electronic states are occupied. The physical
quantities such as the electronic potential, electron density, and total energy of the
solid are then defined via a discrete sum over eigenenergies in k-space However, one
does not need to consider all of these k points, in fact, the electronic wave functions
at k points that are very close together will be almost identical. Hence it is possible
to represent them over a region of k space only by considering the wavefunction at
a single k point. Valid methods have been devised to choose special finite sets of k
points, in order to determine the groundstate density of the solid. In order to facilitate
the calculations, an unbiased method of choosing a set of k points for sampling the
Brillouin zone is a Monkhorst-Pack grid [72], in which a uniform mesh of k points is
generated along the three lattice vectors in reciprocal space. The crucial point for the
convergence of the results, is the choice of the k point mesh. To this end, convergence
tests with respect to the density of k-points are necessary. Due to the periodicity of a
crystal, the function µn,k(r) with plane waves whose wave vectors are reciprocal lattice
vectors (G) of the periodic crystal:
µn,k(r) =
X
G
Cn,Ge
iG,r (2.32)
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so the electronic wave function can be expressed in the following form:
 n,k(r) =
X
G
Cn,k+Ge
i(k+G) (2.33)
If we consider the Kohn-Sham equation (2.19) and replace Kohn-Sham wave functions
expanded with plane wave basis sets as described in Eq. (2.38), we obtain the one
electron Schro¨dinger-like equation of a periodic crystal with a plane wave basis set
defined by:
X
G

1
2
|k+G0|2 G,G0 + V eff (G G0)
 
Cn,k+G0 = ✏nCn,k+G (2.34)
where  G,G0 is the Kronecker   indicating the orthogonality of the plane waves basis
set, ✏n are the electronic energies and G0 indicate that is necessary an infinite number
of plane waves to solve Eq. (2.34) Furthermore, the coe cients Cn,k+G for the plane
waves with small kinetic energy are typically more important than those with large
kinetic energy. Thus the plane wave basis set can be truncated to include only plane
waves that have kinetic energies less than a particular energy cuto↵ Ecut,
1
2
|k+G|2  Ecut (2.35)
Employing a finite basis set introduces a new source of in accuracy, which can be
reduced by increasing the number of plane waves or Ecut. Therefore, appropriate con-
vergence tests have to be performed in order to find an Ecut that is su ciently con-
verged to compute the property of interest with the required accuracy [73, 74, 48, 75].
It is well known that most physically interesting properties of materials are largely
dependent by the electrons in valence region, i.e. those coming from outer atomic
shells, rather than the electrons in core region, those coming from inner atomic shells.
The treatment of core electrons require a an extremely large number of plane waves
to accurately describe the deep potential near the nuclei and produce a vast amount
computational time to calculate the electronic wave functions. To this reason, the
pseudopotential approach formalizes the neglect of core electrons. Computational
times can be greatly reduced by the utilization of the so-called pseudopotentials (PSs)
replicating the strong ionic potential with a weaker pseudopotential. In practical, the
pseudopotential approximation has two main purposes to take into account: (i) to
avoid the direct consideration of the less important core electrons in the bonding pro-
cess (ii) to eliminate the rapid oscillations of the valence electron wave functions in the
core region. In other hand, it is appropriate to attempt to replace the strong Coulomb
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potential and core electrons by an e↵ective pseudopotential which is much weaker than
the all-electron one and replace the valence electron wave-functions, which oscillate
rapidly in the core region, by pseudo-wave-functions. In Fig. (??) is shown as the
pseudopoential is much weaker than the all-electron one and that the pseudo wave
function has no radial node inside the core region. It also becomes crucial that out-
side core region, the pseudo potential and wave function becomes identical with the
corresponding all-electron ones [76, 56, 74].
Two important class of pseudopotentials are so called norm  conserving pseudo po-
tentials (NCPPs) and ultrasoft (USPPs) pseudopotentials. Norm conserving pseu-
dopotentials produce nodeless valence wave functions which converge to become iden-
tical to normalised full-potential wave functions beyond a chosen core radius (rc), and
are themselves property normalised. This latter property is essential for producing a
correct description of bonding in pseudo potential calculations, and correct self con-
sistent electrostatic and exchange-correlation potentials. [77] There are many types of
norm-conserving pseudopotentials from di↵erent authors such as Hamann, Schlut¨er,
and Chiang [78], Kerker [79], Troullier and Martins [80] and Goedecker-Teter-Hutter
[81]. One issue with the norm-conserving pseudopotentials is that they can not gen-
erate smoother pseudo wave functions than the all-electron one when coming to the
first row elements (in particular N, O, F) and and for transition metals, in particular
the 3d row: Cr, Mn, Fe, Co, Ni, ...
To overcome the problem, Vanderbilt [82] in early 1990, made a radical modification
to break the norm conservation rule and relax the condition that the pseudo wave
function inside the core region must have the same charge (or integrated density)
as the all-electron wave function. This modern pseudopotential are known as ultra-
soft pseudopotentials. As the name suggests, ultrasoft pseudopotentials gain much
softer pseudo-wavefunctions so use considerably fewer plane-waves for calculations of
the same accuracy. Consequently, this o↵ers greater flexibility in the construction of
the pseudo-wavefunctions but introduces a deficit in the charge inside the core re-
gion due to the relaxation of the norm-conservation constraints. The compensation
is attained by the introduction of atom-centered augmentation charges to ensure the
proper density and potential. The additional charges are defined as the charge di↵er-
ence between the all-electron and pseudo wave functions and for convenience they are
also pseudized [83]. The major advantages of ultrasoft pseudopotentials are: the gain
in e ciency obtained by using a lower kinetic energy cut-o↵ and a good scattering
properties over a pre-specified energy range, which results in much better transferabil-
ity and accuracy of pseudopotentials. The gain of USPPs is mitigated to an extent by
the necessity of calculating more terms. USP usually also treats ”shallow” core states
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as valence by including multiple sets of occupied states in each angular momentum
channel [48, 84, 85]. This also adds to high accuracy and transferability of the poten-
tials, although at a price of computational e ciency [86]. The combination of DFT
with plane-wave basis set and pseudopotentials has become ”the standard approach”
for first-principles electronic-structure calculations of extended systems.
2.4 Many-Body perturbation theory: The GW ap-
proximation
The estimate of ground-state and excited-state properties of materials have been
one of the major aim of condensed matter physics. Density functional theory provides
a good description of ground state properties but the the energy to add or remove
an electron to or from a system is often required. State-of-the-art calculations for
materials are based on the many-body perturbation theory (MBPT) [87, 88].
Many-body perturbation theory is a convenient framework up to now for the cal-
culation of electronic excitations of extended systems. The main ingredient is the
electronic self-energy that, in principle, contains all many-body exchange and corre-
lation e↵ects beyond the Hartree potential. As its exact mathematical expression is
unknown, approximations must be used in practical calculations.
The approximation is obtained using a systematic algebraic approach on the basis of
Green function techniques. It constitutes an expansion of the self-energy up to lin-
ear order in the screened Coulomb potential, which describes the interaction between
the quasiparticles and includes dynamic screening through the creation of exchange-
correlation holes around the bare particles. The implementation of the approximation
relies on a perturbative treatment starting from density functional theory [87].
As for a system of non-interacting electrons, these energies correspond to the one-
electron energies, while for a system of interacting electrons, the KS system can be
used to calculate the ground state energy, but no theorem links the KS one-electron
energies to the electron addition and removal energies. [90] These processes are acces-
sible to direct/inverse photoemission spectroscopies and can be described theoretically
in terms of quasiparticle QP spectra. In other hand, a system of quasiparticles that
interact via the non-local and energy-dependent self-energy ⌃ should be considered.
The fundament of the resulting quasi-particle equations is provided by many-body
perturbation theory [87, 88].
The application of MBPT to the simulation of materials is plagued by severe nu-
merical di culties, which have limited so far these applications to models of a few
handfuls of non-equivalent atoms, at most. The two main such di culties are the ne-
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cessity to calculate and manipulate large matrices representing the charge response of
the system electron polarizabilities or polarization propagators [91], on the one hand,
and that of expressing such response functions in terms of slowly converging sums
over empty one-electron states. Umari et al [92] have successfully addressed the first
problem by expressing polarizability operators in terms of an optimally small set of
basis functions [91] and hopefully solve, the second problem to calculate polarizability
operators and self-energy operators, based on a Lanczos-chain technique, inspired by
recent progresses in time-dependent density-functional perturbation theory [93, 94].
Moreover, they explain how also optimal basis sets for representing polarizability ma-
trices can be obtained without calculating empty states.
Quasi-particle energies (QPE) are eigenvalues of a Schro¨dinger-like QP equation (QPEq)
for the so-called QP amplitudes (QPA). This energies are obtained from the solution
of an equation similar to the Kohn-Sham one, but with the KS exchange-correlation
(xc) potential V xc replaced by non-local, energy-dependent, and non-Hermitian self-
energy operator, where ⌃ is equal to the product of the one-particle Green’s function
G and the screened Coulomb interaction W . The next level of approximation is the
GWA [95] which is the product of the one-electron propagator, G (Green’s Fuction),
and of the dynamically screened interaction, W :
⌃GW (r, r
0;!) =
i
2⇡
Z 1
 1
d!0G(r, r0;!0)W (r, r0;!   !0) (2.36)
The GWA alone does not permit to solve the QPEq, unless G andW are known, possi-
bly depending on the solution of the QPEq itself. One of the most popular further ap-
proximations is the so-calledG0W0 approximation G0W0A [96], where the one-electron
propagator is obtained from the QPEq using a model real and energy-independent
self-energy, and the irreducible polarizability P is calculated in the random-phase
approximation (RPA)
P (r, r0; i!) = 4Re
X
cv
 c(r) v(r0) v(r) c(r0)
i!   (✏c   ✏v) (2.37)
where  and ✏ are zeroth order QPAs and QPEs and ⌫ and c su xes indicate occupied
and empty states, respectively.
In order to substantially reduce the computational load, Umari et al. [91, 92] pro-
posed an optimal representation identified in two steps: (i) they first expressed the
Kohn-Sham orbitals, whose products enter the definition of P  , in terms of localized,
Wannier-type, orbitals; (ii) then constructed a basis set of localized functions for the
manifold spanned by products of Wannier orbitals, such that their norm is larger than
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a given threshold. They expressed valence and conduction QPAs in terms of localized,
Wannier-type, orbitals and then reduced the number of product functions necessary to
represent the  0s the product between the number of valence and conduction states,
which scales quadratically with the system size, to a number that scales linearly. The
resulting functions are no longer orthonormal. A minimal orthonormal basis is finally
generated as above by diagonalizing the corresponding overlap matrix and retaining
only those eigenvectors that correspond to eigenvalues larger than a given threshold.
The advantage of passing to the Wannier representation is that this transformation
reduces the number of significant eigenvalues of the overlap matrix and these matrix
elements can be e ciently calculated by a Lanczos-chain algorithm [97] as explained
in Ref. [94]. More details about many-body perturbation theory and applications are
provided in the reviews Refs. [92, 91].
2.5 Gap correction
In the solid-state community, the vast majority of electronic structure calcula-
tions are done using the Kohn-Sham equations [55] with the local-density approxima-
tion (LDA) [59] or generalized gradient approximation (GGA) [66] for the exchange-
correlation energy and potential. The principal account is that these (semi)local
approximations yield, in many situations, results which are accurate enough to com-
prehend experimental data or to have some predictive power. Another important
advantage of semilocal functionals is that they lead to calculations which are com-
putationally cheap in comparison to more sophisticated methods. In any case, the
employment of LDA and GGA to solids can also lead, depending on the studied solid
and property, to results which are in very bad agreement with experiment, e.g., for
the band gap of semiconductors and insulators which is severely underestimated or
even absent (see, e.g., Ref. [98]) [99]. The gap underestimation in density functional
theory is a well-known systematic error that can be corrected by solving the many-
body perturbed Hamiltonian in the G0W0 approximation [100, 101]. Nevertheless,
standard DFT-GGA ensures a correct order of electronic states. The underestima-
tion may also occur in the case of deep defect-induced levels in the band gap, which
leads to a question about the accuracy of both the energies of the defect-induced lev-
els and of their formation energies obtained within LDA/GGA. More accurate band
gap energies are obtained within the GW approximation, which shows that the errors
mainly arise from the underestimation of the energies of conduction states [102]. The
calculated values of the bandgaps of the II-VI compounds by these techniques are
presented in Fig. 2.1. The comparison of the results obtained by these techniques
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with the experimentally measured values confirm that the errors in most of the calcu-
lated results are more than 10%, which is technically not acceptable in the scientific
community [103]. In other words the first principles calculations based on many-body
perturbation theory, such as the GW approximation, has been shown to be reliable
for obtaining quasiparticle band gaps of semiconductors. In this thesis the G0W0
Figure 2.1: Illustrative comparison of band gaps done G0W0 and GW0 and self-consistent quasi-
particle GW (scQPGW) band gaps, along with results using the semilocal Perdew-
Burke-Ernzerhof (PBE) functional. Reprinted picture from Ref.[1] Copyright c  2014,
American Chemical Society.
approximation was applied - as implemented in quantum ESPRESSO package [116] -
in order to correctly estimate the band gap and the band edge positions in CdS. In
particular, the band gap in bulk CdS was directly calculated while valence (VBM)
and conduction (CBM) band edges in [101¯0] CdS surface were evaluated according to
the procedure suggested in Ref. [104] and illustrated in the following.
In practice, the band energies computed with KS-DFT are shifted due to the contri-
bution of the pseudopotential (which represents the potential due to the nuclei plus
core electrons) at zero momentum vector when employing periodic boundary condi-
tions [104, 105].
Therefore, the positions of KS eigenvalues with respect to the vacuum level can be
obtained using a periodic cell model containing a slab representing a semi-infinite
surface and a su ciently thick vacuum region that eliminates interactions between
slab periodic images [106, 104]. The work function  , defined as the minimum en-
ergy required to extract an electron from a material, is equal to the energy di↵erence
between the Fermi level and the electrostatic potential energy in vacuum. The work
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function can also be described in terms of the VBM,
  = [EV BM + ] (2.38)
where   = 12Eg for an undoped material. Per convention, all electron energies are
referenced to the potential energy in the vacuum region. Specifically, in slab models of
semiconductors, the energy of the KS VBM equals the energy of the highest occupied
band referenced to the potential energy in vacuum (the latter being set to zero energy
as the reference state).
Thus, the VBM of a material is conventionally assumed in the literature to be equal
to the KS VBM.[106, 107] The CBM may then be determined by adding an energy
gap to the KS VBM. The energy gap is usually obtained either experimentally [107]
or theoretically from, e.g., a quasiparticle (QP) gap calculation [108] This approach
of calculating the VBM of a semiconductor from KS-DFT su↵ers from an error asso-
ciated with the derivative discontinuity of the XC energy [109].
A theorem proved by Perdew and Levy [109] shows that DFT can only provide a
lower limit to the absolute value of the VBM even if the XC functional used is exact,
because of the inherent assumption in the KS formalism that the XC functional is
energy independent. However, the theorem also shows that DFT is formally exact for
calculating the band gap center (BGC), denoted here by EBGC . Therefore, here we
calculated the BGC based on Perdew and Levy’s proof that extends to non-metallic
systems Janak’s theorem for calculating the work function [110, 104]. To determine
the VBM and CBM from EBGC the energy gap needs to be computed as well. Al-
though many publications purport to predict band gaps from KS-DFT, such gaps
are not directly related to any actual measurements. We refer instead to such gaps
as eigenvalue gaps, since they are merely the di↵erence in KS eigenvalues between
the lowest unoccupied and highest occupied states. Because of the lack of derivative
discontinuity in the XC functional mentioned above, among a host of other reasons,
these KS eigenvalue gaps are not equivalent to either optical or photoemission/inverse
photoemission (PES/IPES) gaps and any agreement quoted with respect to experi-
ment is merely fortuitous. By contrast, the many-body Green’s function theory known
as the GW method has successfully calculated the QP gap of many semiconductor
materials [104, 111]. The QP gap is essentially the ionization potential minus the
electron a nity of the material, a quantity which is directly comparable to the gap
measured by PES/IPES experiments. Finally, we corrected these band edges within
an approximate G0W0 approach, as full GW calculations are prohibitively heavy for
these complex surfaces. We thus combine EBGC , obtained from the DFT calculation
on the CdS surfaces, with the band gap Eg obtained from the G0W0 result on the
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bulk, to calculate the VBM and conduction band minimum (CBM), in the following
manner [104]:
EV BM = EBGC   1
2
EGWg (2.39)
ECBM = EBGC   1
2
EGWg (2.40)
The band gap center EBGC , located midway between the Kohn-Sham valence band
maximum (EV BM) and conduction band minimum (ECBM) eigenvalues was calculated
for the surface (periodic slab) unit cell, in according to:
EBGC =
EV BM + ECBM
2
(2.41)
The position of the EBGC relative to vacuum was obtained by taking the energy
di↵erence of the calculated electrostatic potential in the vacuum region and EBGC as
obtained in Eq. (2.41). The energy of the electrostatic potential at the centre of the
vacuum was taken as the reference (E = 0) level.
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CHAPTER 3
Native defects in CdS bulk
In this Chapter we report the nature of point defects in cadmium sulfide and their
influence on the electronic structure. After a characterization of bulk CdS, cation and
anion single vacancies are investigated - in the neutral state of charge - in terms of
electronic and geometrical structure. Particular emphasis is addressed to the analysis
of the formation energies and the influence of structure relaxation on the electronic
levels.
3.1 Points defects in semiconductor
A perfect crystal is an idealizzation, in fact all real materials contain imperfections
or defects and the atoms arrangement do not reproduce the perfect crystalline model.
There is also a fundamental physical reason why the crystal is imperfect. While a
perfect crystalline structure may be preferred energetically, at least in the limit of low
temperature, atoms are relatively immobile in solids and it is, therefore, di cult to
eliminate whatever imperfections are introduced into the crystal during its growth,
processing or use [112].
Of the many types of materials that are technologically important today, semicon-
ductors require the greatest level of impurities control [113]. Crystal defects in semi-
conductor materials have strong influence upon many properties of crystals, such as
strength, electrical conductivity, ferromagnetic behavior and play a very important
role in the understanding of their electrical and optical properties. It should be noted
that defects do not necessarily have adverse e↵ects on the properties of materials,
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sometimes these features are commonly intentionally used to manipulate the mechan-
ical properties of a material. Imperfections in crystalline solids by their dimension,
can be classified into the following kinds:
- Zero-Dimensional (0-D) defects
- One-Dimensional (1-D) defects
- Two-Dimensional (2-D) defects
- Three-Dimensional (3-D) defects
The 0-D defects a↵ect isolated sites in the crystal structure, and are hence called
point defects. The 1-D defects are line defects and include dislocations and junctions
of, at least, three grain boundaries (triple junctions). The 2-D defects are surfaces,
such as the external surface and the grain boundaries along which distinct crystallites
are joined together. The 3-D defects change the crystal pattern over a finite volume.
Point defects are imperfections that occur when an atom is missing or is in an irregular
place in the lattice structure. Among point defects, it is useful to distinguish intrinsic
defects from extrinsic defects. Intrinsic or native defects in the crystal are created
when an atom is missing from its regular atomic site, creating a vacancy, or when
an atom belonging to the native crystal patters occupies an interstitial site where
no atom would ordinarily appear, causing an interstitialcy (see Fig. 3.1). Extrinsic
defects, are mostly originating from inclusions of foreign atoms (impurity). Because
interstitialcy 
vacancy 
Figure 3.1: Illustration of a vacancy and an interstitial in a two-dimensional hexagonal lattice
the interstitial sites in most crystalline solids are small (or have an unfavorable bonding
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configuration, as, for example, in the diamond lattice) they are generally high energy
configurations and to this reason are relatively uncommon. Vacancies usually occur,
in particular, at high temperatures when atoms frequently and randomly change their
positions leaving behind empty lattice sites. In most cases the prominent e↵ect in the
presence of vacancies is the di↵usion (mass transport by atomic motion). Defects assist
the di↵usion mechanism, which influences growth, processing, and degradation of any
device. Thus several important properties of crystals are related to imperfections and
also to the nature of the host materials.
In this thesis, based on first-principles calculations, we studied the influence of intrinsic
defects on the electronic properties of CdS. In the specific case, we investigated the
cation and anion single vacancies in the bulk and in the cleavage surface of CdS and
the relationship between these defects and the trap states introduced in the band gap.
3.2 Trap states in CdS
Point defects in semiconductor materials strongly influence the physical properties
of materials and have a decisive impact on their performance in applications. As a
matter of fact, their presence create trap states in the band gap changing electrical
and optical properties of the material. Extra levels in the gap typically associated
with defects for which the local atomic geometry significantly deviates from the ideal
bulk appear as localised. Examples of such defects include vacancies, interstitials,
impurities with localised states only weakly interacting with the host. In general,
deep levels energetically lie “deep” within the forbidden energy band [1, 114]. They
generate bound states with well-localised wave functions (delocalised in k space). They
can act as recombination-centers or killer-centers. The e↵ects of deep levels are to
drastically reduce minority carrier lifetimes and to act as traps for charge carriers.
Conversely, “shallow” levels are defect-induced states appearing closely above the
VBM or below the CBM. Traditionally, shallow levels have been associated with
substitutional atoms that have only a small impact on the crystal lattice and thus the
bulk band structure, but which introduce extra hole/electrons into the system [1, 45].
Many important defects are electrically active. Defects which can contribute free
electrons to the host crystal are known as donors, while defects which can contribute
holes (i. e., remove free electrons) are known as acceptors [45].
Fig 3.2 reports a scheme of bands in semiconductors with the inclusion of extra levels,
both donors (left) and acceptors (right).
The response to light in a pure semiconductor and with defects is di↵erent. When
the semiconductors are irradiated, an electron is promoted from the valence band to
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the conduction band, leaving a hole behind. This electron-hole pair may recombine
non-radiatively or radiatively by emitting light with energy slightly lower than the
bandgap energy. The recombination of the electrons with holes in the trap states can
a)# b)#
donor#
state#
Ed#
Eg# Eg#
acceptor#
#state# Ea#
Conduc2on#band#
Valence#band#
Conduc2on#band#
Valence#band#
Figure 3.2: Schematic representation of energy levels in band-gap. (a) The donor levels are placed
shortly below the conduction band edge. (b) The acceptor levels are placed just above
the valence band.
also occur non-radiatively or radiatively [115]. The type of defects and the band edge
emission can be expected to vary depending on the number and kind of traps as well
as the competition between the radiative and non-radiative decay [39].
In the specific case of yellow pigment we will refer to a semiconductor (CdS) that
shows band edge luminescence in the visible range and deep traps luminescence in the
red/infrared range possibly due to crystal defects. [34] A large body of experimental
data, as described in 1.1.1, shows the presence of trap states in the gap of CdS
compounds used as yellow pigments in modern paintings. Such traps will be discussed
in some details in the following.
3.2.1 The vacancy formation energy in CdS
From thermodynamics the concentration of defects at equilibrium decreases expo-
nentially with increasing defect formation energy. The formation energy is thus the
foremost entity to be calculated, as it explicitly determines the concentration and the
transition levels of the defect. In this section we show the procedure to calculate the
formation energy of single vacancies in CdS. Anion and cation single vacancies both
in bulk and [101¯0] CdS surface were taken into account. In particular, we focus on
the role of Cd- and S- vacancies in several non-equivalent positions. In the defective
system the vacancy formation energy was calculated according to:
 EV = EV   nCdµCd   nSµS (3.1)
where EV is the total energy of the supercell with a defect, nX the number of X-th
type of host atoms (X = Cd, S), µX the corresponding chemical potential obtained
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from separate calculations.
3.2.2 Chemical potentials
Chemical potentials depend on experimental growth conditions and are directly
related to heat of formation ( H) which represents the energy gain in forming the
crystal. In the case of CdS, the heat of formation  HCdS, was obtained from the
following equation:
 HCdS = µCdS   µ0Cd   µ0S (3.2)
where µ0Cd and µ
0
S are the elemental chemical potentials and µCdS is the chemical
potential of cadmium sulfide in wurtzite phase that, at equilibrium, is represented by
the sum of Cd and S chemical potentials:
µCdS = µCd + µS (3.3)
In practice, µCdS was obtained as the total energy of the primitive unit cell per formula
unit and the elemental chemical potentials µ0Cd and µ
0
S in Eq. 3.2 were given by total
energy per atom of bulk Cd metal in the hcp structure and S2 molecule in gas phase.
Among all the possible processes in the pigment synthesis, there are two extreme
growth conditions, namely S-rich or Cd-rich. In the first case, to simulate a S-rich
growth condition µS = µ0S while µCd is obtained by a combination of Eq. 3.2 and 3.3:
µCd = µ0Cd +  HCdS. In S-rich the heat of formation resulted  HCdS = -1.85 eV,
in excellent agreement with that obtained in Ref [42]. Vice versa, in Cd-rich growth
conditions, µCd = µ0Cd and µS = µ
0
S + HCdS. The formation energy was calculated
in both conditions.
Only neutral state of defect charge is here considered since charged vacancies are
typically related to doped CdS that is not the scope of the present work.
3.3 Bulk CdS
The unit cell of wurtzite CdS is a hexagonal structure belonging to the space
group P63mc and contains four atoms as shown in Fig. 3.3. To model the infinite
bulk of wurtzite CdS, periodic boundary conditions were used. The lattice parameters,
namely a and c/a were theoretically determined using the Density Functional Theory
in the Generalized Gradient Approximation in the (DFT-GGA PBE) as described in
2.2. To this end, the suite of codes implemented in the package quantum-ESPRESSO
[116] was used. For reasons that will be clear in the following sections, both ultra-
soft (US) [82] and norm-conserving (NC) [117] pseudopotentials (PP) were employed.
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The Kohn-Sham equations were solved by using a plane waves basis set and the ki-
netic energy cuto↵s for the electron wavefunctions as large as 90 Ry in the case of
NC-PP while 28 Ry and 280 Ry for electron wavefunctions and augmented electron
density, respectively, in the case of US-PP. Valence electron configurations included
Cd 5s2 5p2 4d10 and S 3s2 3p4. The Brillouin zone sampling was performed with a
Monkhorst-Pack sampling with a mesh of 4⇥ 4⇥ 4 k-points. In order to confirm the
Figure 3.3: Primitive unit cell of wurtzite CdS with four atoms labeled 1-4 at positions (0, 0, 0) and
(0.667, 0.333, 0.5) and S-atoms at (0, 0, u) and (0.667, 0.333, u + 0.5), where u= 0.377
is cell internal structural parameter is also close to the experimental value of 0.373. The
lattice vectors are v1 = a(1,0,0), v2 = a(-1/2,
p
3/2,0), v3 = a(0,0,c/a) [2].
stability of CdS in wurtzite phase [118] as opposite to the zincblende cubic one the
cohesive energy Ecoh was calculated for increasing volumes. The cohesive energy Ecoh
was obtained from energy-volume curves fitted by means of Murnaghan’s equation of
state [119]. Ecoh was calculated according to:
Ecoh =
ECdS + [nECd + nES]
npairs
(3.4)
where ECdS is the total energy of CdS in wurtzite o zincblende phase, ECd and ES
are the total energies of isolated elements and npairs is number of CdS pairs in the
simulation cell.
The result is summarized in Figure 3.4. The Ecoh in wurtzite is slightly lowest that
in zincblende with  Ecoh= -0.04 eV and the values for both structures are in a good
agreement with other theoretical results ( Ecoh= -0.08 eV) [120].
The theoretical lattice parameters minimizing the two curves are listed in Table 3.1.
They agree quite well with experiments and other the theoretical results obtained
with a similar approach [2]. Figure 3.5 shows electronic band structure and density
of states (DOS) of wurtzite CdS.
On the left side the band structure reveals a direct energy gap at  , as expected.
The calculated Kohn-Sham energy gap EDFTg resulted as large as 1.65 eV, smaller
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Figure 3.4: The total energy/formula versus volume of cell for CdS in zincblende and wurtzite phase
Table 3.1: Optimized structural parameters of wurtzite CdS
a (A˚) c (A˚) c/a µ
US-PP Present work 4.20 6.83 1.63 0.376
NC-PP Present work 4.19 6.81 1.62 0.376
others [2] 4.20a,b 6.83a 6.85b 1.63a,b 0.377a 0.375b
 % our-exp 1.44-1.20 1.78-1.33 0.61 0.80
exp. [121] 4.14 6.72 1.62 0.373
aReference [2] bReference [120]
than the experimental value Eexpg =2.42 eV measured in wurtzite CdS [122, 70]. The
gap underestimation in density functional theory is a well-known systematic error
that will be corrected by solving the many-body perturbed Hamiltonian in the G0W0
approximation. [111]. The DOS (right side) shows the typical profile of hexagonal
CdS. It presents in the lower band at around -8 to -6 eV the Cd d-states and the small
contribution of S s-state. The valence band between -4 eV and Fermi level is mostly
derived from the S p-states and the lowest conduction band mainly from Cd s states.
The Cd 4d-states are explicitly accounted for in calculates. Our calculated DOS is in
general good agreement with other theoretical results [2].
As already mentioned, the Kohn-Sham gap was corrected by performing a GW calcu-
lation according to the method proposed in ref. [91, 92]. To this end several conver-
gence tests were performed to optimize typical parameter needed for the calculation,
namely the polarizability basis and the cuto↵. The results of such tests are plotted
in Fig. 3.6 where the calculated energy gap EGWg is represented as a function of the
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Figure 3.5: Band structure calculated for wurtzite CdS (left hand site) and corresponding density
of states (right-hand side). The valence-band maximum has been placed at the zero of
the energy scale. The letters A-  and denote high-symmetry points in the first Brillouin
zone
length of the polarizability basis for several values of the cuto↵ for the plane-waves.
Final optimal parameters were 5 Ry for plane wave cuto↵ and 600 for the length of
the polarizability basis. The corrected gap energy is finally EGWg = 2.38 eV.
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Figure 3.6: Convergence of EGWg is represented as a function of the polarizability basis corresponding
to the respective cuto↵ energy.
3.3.1 Cation vacancy
To explore the electronic structure of wurtzite CdS with S and Cd vacancies in neu-
tral state, we performed a series of calculations using a supercell consisting of 4x4x2
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wurtzite CdS primitive unit cells, which contains 128 atoms. The use of a large hexag-
onal supercell considerably reduces the defect-defect interactions that arises from the
interaction with periodic images.
For CdS in wurtzite phase each cation(anion) is tetrahedrally coordinated with an
anion(cation). Furthermore, each ion has twelve next-nearest neighbors of the same
type. The formation of a vacancy in the bulk implies the generation of four dangling
bonds, one each on the adjacent atoms, which tend to form states at the position of
the original sp3 hybrid.
Here, a cation vacancy VCd, was generated by removing one Cd atom from supercell.
The whole system was then allowed to relax until the residual atomic force became
less than 10 4 eV/A˚. As a result of the relaxation, the four nearest-neighbors (NN) S
atoms move inward into the vacancy site as well as the next-nearest neighbors (NNN)
Cd atoms. The di↵erent distances are shown in Table 3.2 where the first column re-
ports the distance calculated in the ideal structure while in the second column relaxed
distances are listed. The third column represents the variation in percentage of the
two abovementioned distances. The minus sign indicates henceforth a contraction of
bond-lengths as opposite to an expansion indicated with a positive sign. The initial
site of the vacancy is assumed to be on the ideal site of the removed atom. The
Table 3.2: Cd vacancy: distances between NN and NNN and the defect site before and after the
relaxation. Corresponding variation distances ( d%) are included.
defects ideal (A˚) relaxed (A˚)  d%
d[VCd - S (NN)] 2.44 2.57 -4.83
2.51 2.56 -1.80
2.49 2.56 -2.83
2.50 2.56 -2.41
d[VCd - Cd (NNN)] 4.17 4.16 0.26
4.12 4.19 -1.75
4.12 4.23 -2.49
4.10 4.20 -2.41
geometry of the structure is depicted in Fig. 3.7 (left) where the red bonds are a
guide for the eye to highlight the distances between nearest neighbors and the va-
cancy site. The corresponding density of states was calculated and plotted in Fig. 3.7
(right) where red and green curves indicate the spin-up and spin-down contributions
compared to the ideal system (grey shaded). The presence of VCd is remarked in
the spin-down contribution where a peak is in the valence band close to VBM, the
latter set as the Fermi level (EF = 0), is visible. Notice, the peak close to the Fermi
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Figure 3.7: Left: Relaxed geometry of CdS bulk with VCd. The vacancy surrounding bonds are
shown in red. Right: Calculated total DOS for VCd including spin-up (solid green-red
lines) compared to the CdS perfect bulk DOS in grey.
level (see grey circle in Fig. 3.7) represents occupied states and is mainly due to the
contribution of under-coordinated S atoms (dangling bonds). As for the di↵erent spin
contribution, there are several evidences [123, 124] showing that cation vacancies in
CdS zincblende, can produce local magnetic moments. While several studies on va-
cancies in zincblende CdS are, in fact, reported in the literature, results for wurtzite
CdS are very poor. In Ref. [123] a total magnetic moment was found as large as 1.778
µB for zincblende CdS, with an order of magnitude comparable to 1.58 µB obtained
in the present work for VCd in wurtzite CdS.
The vacancy formation energy  EV was calculated both for ideal and relaxed struc-
Table 3.3: Vacancy formation energies  EV (eV) bulk in S-rich and Cd-rich conditions.
 EV S-rich Cd-rich
VCd 2.25 4.12
ture according to the Eq. 3.1. Results obtained in di↵erent environment conditions,
namely Cd-rich and S-rich (see Section 3.2.2) are in Table 3.3. Only one study [42]
on point defects in wurtzite CdS reports EV = 2.26 eV obtained in S-rich conditions
that results in very good agreement with our result.
3.3.2 Anion vacancy
In analogy with the procedure adopted for cation vacancy, we created a single
sulfur vacancy VS by removing one S atom from the pristine 4x4x2 wurtzite CdS con-
taining 128 atoms. Again, the entire system was allowed to relax. The presence of
VS counts four dangling bonds due to the four nearest neighbors (NN) Cd. Upon ge-
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ometrical optimization, the local geometry around the vacancy, changes significantly.
The four Cd nearest neighbors (NN) move inward into the vacancy site as well as
the next-nearest neighbors (NNN). This displacement of atoms is remarkable around
VS especially for three of the Cd-NN’s (see atoms in green in Fig. 3.8, left), that
come very close to each other with a decrease of their distances from 4.21A˚ to 3.20A˚
and 4.20A˚ to 3.15A˚. Three new Cd-Cd bonds of 3.20A˚, 3.15A˚ and 3.16A˚ respectively,
are created. The relevant lattice deformation around VS vacancy was also found by
Nishidate et al. [2]. They ascribed this behavior to a strongly localised orbital at the
vacancy site that attracts the neighboring positive Cd ions by the electrostatic force
with a consequent inward lattice deformation. The calculated distances are shown in
Table 3.4 where the first column reports the distance calculated in the ideal structure
while in the second column relaxed distances are listed. The third column represents
the variation in percentage of the two distances mentioned before. The rearrange-
ment of the structure around the vacancy is illustrated in Fig. 3.8 (left) where the red
bonds indicate the distances between NN and the vacancy site. The corresponding
density of states was calculated and reported in Fig. 3.8 (right) where red curve is
the total DOS of the bulk containing VS compared to the ideal system (grey shaded).
The presence of VS did not lead to significant features in the electronic structure at
least close to the band edges.
Table 3.4: S vacancy: distances between NN and NNN and the defect site before and after the
relaxation. Corresponding variation distances ( d%) are included.
defects ideal (A˚) relaxed (A˚)  d%
d[VS - Cd (NN)] 2.56 2.04 -20.31
2.57 3.05 +18.68
2.56 1.99 -22.26
2.57 2.01 -21.79
d[VS - S (NNN)] 4.19 4.23 +0.95
4.23 4.04 - 4.49
4.22 3.98 -5.68
4.22 4.16 -1.42
4.21 4.01 -4.75
The vacancy formation energy  EV was calculated for relaxed structure and the
results obtained in both conditions Cd-rich and S-rich are listed in Table 3.5, where
results for Cd vacancies are also reported for comparison. The formation energies ob-
tained for both vacancies in S-rich conditions are in excellent agreement with a similar
study [42] on S and Cd vacancies in bulk CdS obtained under the same conditions.
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Figure 3.8: Left: Relaxed geometry of CdS bulk with VS . The vacancy surrounding bonds are
shown in red. Right: Calculated total DOS for VS (solid red line) compared to the CdS
perfect bulk DOS in grey.
In fact, they found 2.26 eV and 3.34 eV for Cd and S vacancies, respectively.
As for the overall picture of defect levels in the fundamental gap, the present work
Table 3.5: Vacancy formation energies  EV (eV) bulk in S-rich and Cd-rich conditions. The values
for VCd are also reported for comparison.
 EV S-rich Cd-rich
VS 3.20 1.33
VCd 2.25 4.12
is also in very good agreement with previous theoretical studies [125, 126]: in re-
laxed wurtzite structure the Cd vacancy induces bound states inside the gap, while
S vacancy gives rise to levels just below the conduction band minimum. The former
refers to deep double acceptors while the latter are predicted to create shallow double
donors.
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CHAPTER 4
Native defects in [101¯0] CdS surface
In this chapter, a brief overview of the clean [101¯0] surface is first presented. The
case of CdS [101¯0] surface with two non-equivalent vacancies for both cadmium and
sulfur is next taken into account. We will refer henceforth to Cd vacancies as VtopCd and
VhollowCd and to S vacancies as V
top
S and V
hollow
S . The influence of such points defects on
the electronic and geometrical properties of the surface are explored. A periodic 2x1
[101¯0] surface is used first as a benchmark. It allowed us to have a general overview of
the behaviour of this defective surface and then a 2x2 surface of the same simmetry
was adopted. For each system we calculated the formation energies in both Cd-rich
and S-rich conditions. The analysis of the electronic structure was performed through
the density of states and the bonding charge analysis. The band edges, namely the
valence band maximum (VBM) and conduction band minimum (CBM) are corrected
by referring them to the band gap center (BGC), to the electrostatic potential in the
vacuum region and to the band gap calculated via the GW method.
4.1 Geometry of surface
The starting geometry of the surface was cleaved on the basis of the optimised
hexagonal (wurtzite) structure along the direction perpendicular to the [101¯0]. The
bulk structure parameters used to build the starting geometry of the supercell are
listed in Table 3.1 (Sec. 3.3). The Brillouin zone sampling was performed with the
same density of special k-points, 4x4x1, used in the bulk calculations. The use of
a gamma-point-centered grid was important for determining the BGC in a material
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with a direct band gap such as CdS. The surface structures were constructed using
two-dimensional periodic slabs in the x   y plane, comprising 2x1 and 2x2 super-
cells containing 40 and 160 atoms, respectively. In both cases, a slab containing 5
atomic layers was su cient to represent the CdS [101¯0] surface since increasing the
number of layers up to 7 layers both the surface energy and the interatomic distances
showed no remarkable changes. 20A˚ of vacuum region separated the image-slabs in
the z direction to avoid any interactions due to periodic boundary conditions.
As for the clean surface, all the atoms were allowed to relax. This surface is nonpolar
- i.e. equal numbers of surface anions and cations - and the structure of the relaxed
CdS [101¯0] surface showed a characteristic ridged profile: the under-coordinated Cd
cations relaxed inward, toward the bulk, whereas the under-coordinated S anions re-
laxed outward. toward the vacuum. (see Figure 4.1). The positions of the atoms in
outermost layer are defined in terms of lateral distances (D) in either x or y directions
parallel to the surface and interlayer distances perpendicular to the surface (?).
Figure 4.1: Side view of the ideal (left) and relaxed (right) configuration of the CdS [101¯0] surface.
Distances D1,4x and D1,4? are meant to be the distances between the atom 1 and the
atom 4 along the x direction and the z direction, respectively. The complete set of
calculated values is given in Table 4.1 in comparison with the results of Barnard and
collaborators.[3]
In Table 4.1 are summarised the results of the interatomic distances obtained for
the ideal and relaxed clean surface in comparison with the results of Barnard et al.
[3] obtained with a similar DFT-GGA approach. Also in this case the agreement is
excellent, within 1.0% for all the distances but the D1,2? that turns out to be 0.02A˚
shorter than that obtained in Ref. [3].
The surface energy for the cleavage surface was calculated according to:
  =
Esub   Ebulk
2A
(4.1)
where Esub is the total energy of the surface, Ebulk represents the total energy of a
bulk structure - with the same symmetry - containing as many CdS-pairs as those in
the surface, and A is the surface Area. The calculated surface energy turns out to be
  = 0.28 Jm 2, which is identical to that obtained in Ref. [3].
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Table 4.1: interatomic distances
CdS ideal relaxed others [3]
D1,2x 2.53 2.29 2.29
D1,3x 0.84 0.64 0.65
D1,4x 3.37 3.50 3.50
D1,2y 0.00 0.00 0.00
D1,3y 2.09 2.07 2.07
D1,4y 2.09 2.06 2.07
D1,2? 0.00 0.80 0.78
D1,3? 1.20 1.30 1.31
D1,4? 1.21 1.55 1.57
The ions S and Cd occupy two inequivalent lattice sites hereafter referred to as hollow-
and top- sites (see Figure 4.2). Two di↵erent vacancies were thus taken into account
for both cadmium vacancy (VtopCd and V
hollow
Cd ) and sulfur vacancy (V
top
S and V
hollow
S ).
All configurations were described in terms of geometry, electron density of states
(DOS) and vacancy formation energy  EV .
      Top 
Hollow 
Hollow 
Top 
Figure 4.2: Left: partial side-view of the slab model of [101¯0] CdS surface (Cd ions in grey and S
ions in yellow ); Right: top-view of the surface layer.
4.1.1 Top- and hollow- Cd vacancies in 2x1 surface
Here, we consider a cation vacancy in CdS [101¯0] surface with 2x1 symmetry. In
this case while two bottom layers were kept fixed to simulate the infinite bulk, the
top three layers were allowed to fully relax. When a cadmium ion was removed either
in top- or in hollow- sites, the sulfur dangling bonds created by the vacancy showed a
di↵erent behavior. The Cadmium vacancy site in top position, is surrounded by three
nearest-neighboring S atoms in the surface plane and by one Cd atom in the sub-layer.
42
The Cd vacancy in hollow position is surrounded by four nearest-neighboring S atoms.
For both positions the next-nearest neighbors are Cd atoms in the surface plane. The
size of the 2x1 surface does not allow to consider them as significative. In Figure
4.3 (left panel) the ideal (a) and final (b) top layer configurations before and after
the surface relaxation for a cadmium vacancy in top-site, VtopCd, are depicted. Upon
the relaxation around the defect, the nearest-neighboring S atoms moved toward the
vacancy site, one S by -0.28% and two S atoms displaced also toward the defect by
-0.04%, of the bulk Cd-S bond length (d0). They are marked in red in Figure 4.3.
As for VhollowCd (left panel of Figure 4.4) a general expansion of the lattice around the
vacancy site is remarkable. The lattice appears distorted. The three S ions moved by
+0.06%, +0.39% and +0.43% of d0, respectively and, in addition, one S ion lying in
the adjacent second layer (green color) moved upward, along the direction perpendic-
ular to the surface, toward the vacancy site by -0.06%. As a result, a new S2 dimer
(see Figure 4.4-b) was formed, with S-S bond length of 2.15A˚ that is larger than the
typical sulfur dimer length of 1.89A˚ .
A similar mechanism was observed by Varghese et al.[42] in Cd-vacancy in CdS
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Figure 4.3: VtopCd - Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS [101¯0]
defective surface. The vacancy surrounding bonds are shown in red. Right: Calculated
total DOS and projected DOS of S-3p dangling bonds (c) (see text for explanation).
nanotubes where they calculated a bond-length as large as 2.12A˚, in a sulfur dimer
formed on the nanotube surface in the presence of a cadmium vacancy. The minus
sign indicates henceforth a contraction of bond-lengths as opposite to an expansion
indicated with a positive sign. All the relevant distances from surrounding ions to the
defect site are summarized in Table 4.2.
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Electron density of states for CdS defective surface remarkably revealed the presence
Table 4.2: Distances between the vacancy surrounding S atoms and the defects site before and after
the relaxation.
defects ideal (A˚) relaxed (A˚)
d(VtopCd - SNN) 2.51, 2.51, 2.42 2.39, 2.40, 1.75
d(VhollowCd - SNN) 2.53, 2.53, 2.59, 2.63 3.62, 2.69, 3.62, 2.46
of Cd vacancy in top position. In Figures 4.3-c) the total density of states (DOS) of
the defect-free surface (shaded area) is compared to the DOS calculated for the de-
fective system together with the separate contributions (PDOS) of individual orbitals
belonging to atoms close to the vacancy site. The Fermi Energy EF is here considered
as the reference level, set to the highest occupied state, i.e. the top of the valence
band.
In particular, regarding the VtopCd, the DOS revealed the presence of a peak in the gap
as shown in the top-panel of Figure 4.3-c). From the analysis of the electron bands
at   it turned out that the peak represents an empty state, thus an acceptor level,
located close to the valence band maximum. Also, the spin up and down asymmetry,
highlighted in red line up and down, indicates di↵erent spin contributions: the peak
appears in only the spin-up component.
We underline this is an acceptor level located between the valence band-maximum
and the mid-value of Eg.
The calculated surface energy gap Eg resulted as large as 1.21 eV. It is smaller, as
expected, from DFT-GGA approximation. Considering as 2.42 eV the experimental
value of the gap we can deduce that the energy of the peak broadly falls in the range
between 1.21-2.42 eV, corresponding to a range in the emission spectrum of 1024-512
nm. Anyhow, the theoretical correction of the band edges will be next discussed in
some details. The location of this acceptor level, acting as a trap, makes in turn the
vacancy site more reactive. Its role and the eventual shift of its position in the gap
due to the interaction between the surface and external agents will be discussed in
the next Chapter.
Tang et al. [123] found a similar mechanism in zincblende CdS surface with a Cd va-
cancy. They ascribed this spin-asymmetry to a magnetic behavior coming from surface
e↵ects like low coordination which results in unpaired electrons in S 3p-orbitals.
In order to understand which orbitals are responsible for the aforementioned accep-
tor level, the individual contributions of sulfur p-orbitals in di↵erent positions of the
lattice were also calculated.
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The blue line in the top-panel of Figure 4.3-c) is the contribution of the surface S
3p-orbital. In the central and bottom panel the equivalent orbitals for the sulfur in
the sub-surface and in the inner layers, respectively, are plotted for comparison. S 3s-
orbitals did not give any remarkable contributions in the top-valence region. Notice,
there is a component in the 3p state coming from the sulfur atom below the vacancy
site while there are no peaks in the gap region shown in the bottom curve.
In other words, the PDOS supported the fact that, the S 3p dangling bonds of SNN
are mainly responsible for the new states in the band gap and the distribution of
spin density around the Cd vacancy indicates that the main contribution to the total
magnetic moment arises from the 3p orbitals of SNN , while the magnetic moments on
Cd atoms are almost negligible. Also, the S atoms at inner layers (central and bottom
panel) gave indeed no contribution. The calculated total magnetic moment for VtopCd,
turns out to be 1.32 µB
This fact predicts unambiguously that VtopCd creates a new acceptor level in the gap
due to 3p dangling bonds belonging to S atoms vacancy nearest neighbors.
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Figure 4.4: VhollowCd -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS {10.0}
defective surface. The vacancy surrounding bonds are shown in red. S atom in the
sub-layer in green. Right: Calculated total DOS for clean and defective surface (c).
The same calculations were performed for the system VhollowCd and the results are
plotted in Figure 4.4-c), where the Cd vacancy at the surface did not lead to significant
features in the electronic structure at least close to the band edges. No spin asymmetry
was remarked in this case. For the configurations above mentioned, the vacancy
formation energy was calculated according to Eq. 3.1 in both S-rich and Cd-rich
growth conditions. Results are listed in Table 4.3. The results, reveals in both S-rich
and Cd-rich environment of CdS, the cadmium vacancies in hollow position show the
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Table 4.3: Vacancy formation energies  EV (eV) in S-rich and Cd-rich conditions.
 EV S-rich Cd-rich
VtopCd 1.62 3.36
VhollowCd 0.52 2.28
lowest formation energy.
In order to have a better understanding of the acceptor level appearing in the band
gap, in the system containing VtopCd, we performed a series of calculations to obtain
a correct value for the band edges, VBM and CBM, respectively. The procedure is
illustrated in the Section 2.5. The reference potential the electron states are referred
to, was evaluated as the electrostatic potential in the vacuum region of periodic surface
slabs. An example is given in Fig. 4.5 for the system VtopCd. The value of E
GW
g = 2.38
eV was obtained from bulk calculations. According to the Eqns. (2.39) and (2.40)
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Figure 4.5: Electrostatic potential averaged over planes parallel to the surface calculated for CdS
surface. The region to the right around 50A˚ is the vacuum region, where the energy
is set to zero (the vacuum level). The energy decreases at the far right where the next
periodic image of the CdS slab begins.
the band edges resulted EBGC = -5.51 eV, EV BM = -6.70 eV and ECBM = -4.32 eV,
respectively. Consequently, the gap opens symmetrically about EBGC as shown in
Fig. 4.6. While the VBM is directly related to the work-function, in the GGA all
the eigenvalues within the gap are underestimated because of the underestimation
of the conduction states. To correct a defect level by shifting it upwards, one may
assume the shift to be proportional to the contribution of the conduction states to
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Figure 4.6: VtopCd . -Left: Band edge positions for the CdS surface within DFT, E
DFT
g . Right: band
gap after addition of GW corrections, EGWg denotes the band gap center.
the defect level. This contribution in turn may be assumed to be proportional to the
energy of the level relative to the conduction bands, i.e., the corrected defect energy
✏correcteddefect is rescaled by the correction of the band gap, and is given by ✏
corrected
defect =
✏GGAdefect(E
GW
gap /E
GGA
gap ). Thus the levels close to the top of the valence band are almost
non-shifted while the levels close to the conduction band are shifted about Egap. This
approach is empirical. A fully theoretical description of the levels inside the gap,
by means of time dependent DFT or full GW calculations on defective surfaces, is
mandatory in the follow-up of this work. Anyhow, with such empirical correction
✏correcteddefect = -6.31 eV which corresponds to an emission band of :
 (ECBM   ✏correcteddefect ) = 1.98 eV ⌘ 626 nm (orange-red)
Another study [127], carried out on cadmium pigments (CdS and CdSxSe1 x), showed
two luminescence bands at around 640 and 820 nm, respectively, ascribed to trap
emissions. In order to rule out any e↵ects due to the size of the simulation cell,
calculations on a larger surface model will be discussed in the following.
4.1.2 Top- and hollow- S vacancies in 2x1 surface
In analogy with the results described previously for Cd vacancies, also the presence
of S vacancy both in VtopS and V
hollow
S created dangling bonds in the surface Cd atoms
nearest neighbors to the vacancy. In VtopS , as plotted in Figure 4.7-b) compared to the
initial clean surface in Figure 4.7-a), the three Cd atoms surrounding the S vacancy
move in-plane toward the vacancy site and create two new Cd-Cd bonds of 2.52A˚ and
2.53A˚, respectively. The relaxed distance between the nearest Cd ion and the vacancy
site is now decreased by about -0.25% with respect to the initial one (2.42A˚).
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Also in VhollowS (see Figure 4.8-b), three nearest neighborings Cd atoms move toward
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Figure 4.7: VtopS -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS [101¯0]
defective surface. The vacancy surrounding bonds are shown in red. Right: Calculated
total DOS and projected DOS of Cd dangling bonds (c) (see text for explanation).
the vacancy site by -0,2%, -0,16%, and -0.15%. In addition, Cd atom from underlying
layer (green color) shortens the distance by -0,14%. All the relevant distances from
surrounding ions to the defect site are summarized in Table 4.4. With the same
Table 4.4: Distances between the vacancy surrounding Cd atoms and the defects site before and
after the relaxation.
defects initial (A˚) relaxed (A˚)
d(VtopS - SNN) 2.53, 2.53, 2.42 2.53, 2.54, 1.82
d(VhollowS - SNN) 2.59, 2.51, 2.51, 2.59 2.54, 2.08, 2.12, 2.21
procedure adopted for Cd-vacancies we calculated the total and partial DOS for both
VtopS and V
hollow
S . Results are reported in Figures 4.7-c) - 4.8-c). As for V
top
S , in the
top panel of Figure 4.7-c) the red line represents the total DOS for S vacancy while
magenta and blue curves are the individual 5s and 4p orbitals contributions to the
density of states coming from the nearest Cd atoms in the top-surface layer. Also in
this case no spin asymmetry was remarked. For comparison, the partial contribution
of the same orbitals coming from Cd atoms located in sub- and inner- layers are also
given in the central and bottom panel, respectively. Total and partial DOS show that
Cd 5s and 4p are responsible for new states in the region located in proximity of the
valence band maximum. As opposite to what found for VtopCd where the new peak is
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Figure 4.8: VhollowS -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS {10.0}
defective surface. The vacancy surrounding bonds are shown in red. Cd atom in the
sub-layer in green. Right: Calculated total DOS for clean and defective surface (c).
clearly located above the Fermi energy, the new peak in VtopS crosses the Fermi energy
indicating mostly a rearrangement of occupied electron states in this region. Further
investigation considering larger simulation cells and a proper treatment of the band
gap is needed to shed light on this point. Regarding the VhollowS the electronic structure
compared to clean surface does not change significantly except for new states close to
the bottom of the conduction band minimum that do not significantly a↵ect the band
gap. In both S vacancies no asymmetry between spin up and down was found. The
vacancy formation energy of S vacancies in both S-rich and Cd-rich growth conditions
are listed in Table 4.5. As shown in Cadmium vacancies the formation energy are
Table 4.5: Vacancy formation energies  EV (eV) in S-rich and Cd-rich conditions.
 EV S-rich Cd-rich
VtopS 2.19 0.45
VhollowS 2.91 1.17
lowest in VtopS in both conditions.
4.1.3 Top- and hollow- Cd vacancies in 2x2 surface
In this section, we show the study of same type of vacancies previously accounted
for but in larger simulation cells (2x2) containing up to 160 atoms, in order to rule
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out eventual size e↵ects on the geometrical and electronic structure in the region of
the defects. We focused first on Cd vacancies, since they play a key role because of
the extra acceptor level in the gap. Following the same procedure adopted in section
4.1.2 we calculated relaxed distances and energy bands for Cd vacancy in both top and
hollow positions. In this case besides the first shell of vacancy neighbors (NN), also the
second one of next nearest neighbors (NNN) will be taken into account. In VtopCd, two
a) 
b) c) 
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Figure 4.9: VtopCd -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS {10.0} defec-
tive surface. The vacancy surrounding bonds are shown in red. Right: Calculated total
DOS and projected DOS of S-3p dangling bonds (c) (see text for explanation).
nearest neighboring S atoms in the same layer moved symmetrically inward by -26.8%
and a third one by -8.7%, while a Cd atom in the layer below (Cd?) raised toward
the vacancy by -2.92%. The relaxation of the CdNNN atoms is inward the vacancy
by -1.92%, -0.03% and -4.28%, respectively. Anyhow, the displacement of atoms is
more pronounced in the first shell of neighbors. The corresponding DOS, in figure 4.9
-c), reveals a well defined peak in the band gap due to a residual of the spin-down
contribution. The Projected-DOS (central panel) confirms that this defect state is
due to the 3p-states of SNN (dangling bonds) lying in-plane, while no contribution is
detected from S atoms of layers below. Any contributions from Cd? is also negligible.
According to the same procedure adopted for smaller simulation cells, band edges and
band gap center were obtained from Eqns. (2.39) and (2.40). The calculated values
(see Fig. 4.10) were EBCG = -5.21 eV, EV BM = -6.39 eV and ECBM = -4.02 eV,
respectively. The empirical correction to the Kohn-Sham eigenvalue corresponding
to the defect level, ✏correcteddefect = ✏
GGA
defect(E
GW
gap /E
GGA
gap ), leads to a preliminary value for
the deep trap ✏correcteddefect = -5.28 eV which is associated to an emission band in the
50
near-infrared:
 (ECBM   ✏correcteddefect ) = 1.26 eV ⌘ 984 nm (near-infrared)
Among the several studies carried out in cadmium pigments related to emission in
the red and near-infrared regions associated with trap states, our result falls in the
experimental range (see Ref. [39]) where the emission band occurs above 950 nm.
Rosi et al. [128] reported, in commercial pigments of 100% pure hexagonal CdS, two
distinct peaks at 1.64 eV (757 nm) and 1.24 eV (998 nm). In pure hexagonal CdS
reference samples used for comparison, they interestingly found only a single peak at
1.57 eV (791 nm). This result indicated that crystalline composition is not the only
factor a↵ecting fluorescence properties but the location of defects (bulk vs surface), the
concentration, and the defect structure itself play a relevant role. Our results support
the fact that the same cation vacancy in various positions in the hexagonal structure,
namely in the bulk, in top and hollow lattice sites, yields to di↵erent rearrangements
of the band structure.
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Figure 4.10: VtopCd - Left: Band edge positions for the CdS surface within DFT, E
DFT
g . Right: band
gap after addition of GW corrections, EGWg denotes the band gap center
As for VhollowCd , the geometry of the surface in the presence of the defect does
appear remarkably a↵ected. Indeed, two of three SNN in the plane moved outward
by +17.39% and one displaced inward by -14.29%. The Cd? atom moved toward the
vacancy by -15.92% (green color). The relaxation of the next nearest neighbors Cd
atoms is outward the vacancy by +0.72%, +0.83% and inward by +4.28% as shown in
4.11-b). As opposite to what observed in the smaller simulation cell (see Fig. -b) no
S2 dimer was formed in this case, indicating that next nearest neighbors have a role
in the lattice relaxation around the defect. In Fig. 4.11-c) the DOS shows that the
defective surface changes with respect to the clean one (shaded area): vacancy-DOS
(red curve) follows di↵erent spin up and down profiles.
A double shallow peak appears in the spin down part of the density of states that
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Figure 4.11: VhollowCd -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS {10.0}
defective surface. The vacancy surrounding bonds are shown in red. Right: Calculated
total DOS and projected DOS of S-3p dangling bonds (c) (see text for explanation).
includes 3p-states of sulfur atoms laying both in-plane and in the layer below (blu
curve, bottom panel). The calculated values (see Fig. 4.12) were EBCG = -5.25 eV,
EV BM = -6.44 eV and ECBM = -4.05 eV, respectively. With such empirical correction,
the values for the deep traps were ✏correcteddefect = - 5.48 eV and ✏
corrected
defect = -5.59 eV which
are associated to two emission bands in the near-infrared:
 (ECBM   ✏correcteddefect ) = 1.43 eV ⌘ 867 nm (near-infrared)
 (ECBM   ✏correcteddefect ) = 1.54 eV ⌘ 805 nm (near-infrared)
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Figure 4.12: VhollowCd - Left: Band edge positions for the CdS surface within DFT, E
DFT
g . Right:
band gap after addition of GW corrections, EGWg denotes the band gap center
Table 4.6 summarizes the results of the distances before and after structural opti-
mization for VtopCd and V
hollow
Cd . For the configurations above mentioned, the vacancy
formation energy was calculated according to Equation 3.1 in both S-rich and Cd-rich
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Table 4.6: Distances between the vacancy surrounding SNN atoms and CdNNN atoms before and
after the relaxation. In parentheses are the number of elements involved in the defect.
All the distances are calculated in the layer containing the defect except for elements
marked with ? indicating ions in the sub-layer.
defects ideal (A˚) relaxed (A˚)
d(VtopCd - SNN) (2S) 2.51, (S) 2.42, (2S) 2.29 (S) 1.77
(S?) 3.84 (S?) 3.72
d(VtopCd - CdNNN) (2Cd) 4.14 (2Cd) 3.62 (2Cd) 4.06 (2Cd) 3.49
(2Cd) 4.33 (2Cd) 4.15
d(VhollowCd - SNN) (2S) 2.53 (S) 2.59 (2S) 2.97 (S) 2.22
(Cd?) 2.63 (Cd?) 2.21
d(VhollowCd - CdNNN) (2Cd) 4.14 (2Cd) 4.33 (2Cd) 4.17 (2Cd) 4.19
(2Cd) 3.61 (2Cd) 3.64
growth conditions. Results are listed in Table 4.7. Formation energies indicate that,
at thermal equilibrium, the concentration of defects in top position is higher than
that in hollow: at any temperature, the presence of VtopCd, both in S-rich and Cd-rich
conditions results favorite with respect to VhollowCd .
Table 4.7: Vacancy formation energies  EV (eV) in S-rich and Cd-rich conditions.
 EV S-rich Cd-rich
VtopCd 1.56 3.31
VhollowCd 2.12 3.87
4.1.4 Top- and hollow- S vacancies in 2x2 surface
The formation of a S vacancy creates three dangling bonds from nearest neighbor-
ing Cd atoms when VS is in top position and four when it is in hollow position while
the next nearest neighbors are all S atoms in the surface plane. In VtopS the three CdNN
move in-plane toward the vacancy site by -4.6% (two of them) and -20.1% as shown
as plotted in Figure 4.13-b) compared to the initial clean surface in Figure 4.13-a).
The relaxed distance between the two CdNN closest to the vacancy remarkably de-
creased by about 57.6% with respect to the initial one (6.82A˚). Also the next nearest
neighbors S atoms move inward the vacancy by -3.50%, -2.28% and -4.12%. In VhollowS
(see Figure 4.14-b), two nearest neighboring Cd atoms displaced in-plane toward the
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Figure 4.13: VtopS -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS {10.0}
defective surface. The vacancy surrounding bonds are shown in red. Right: Calculated
total DOS and projected DOS of Cd dangling bonds (c) (see text for explanation).
vacancy site by 24.16% and their distance decreased of 25.5%, while the other Cd
atom in the same plane moved away by 3.53%. The next nearest neighbors relaxed
inward the defect by -4.33%, -6.12% and -2.86%. In addition, Cd atom from sub-layer
(green color) shortens the distance by -9.20%. All the relevant distances between
surrounding ions and the defect site are summarized in Table 4.8. In parentheses are
the number and the elements involved. As for VtopS , (see Figure 4.13-c) in the top
Table 4.8: Distances between the vacancy surrounding CdNN atoms and SNNN atoms before and
after the relaxation. In parentheses are the number and the atoms involved
defects initial (A˚) relaxed (A˚)
d(VtopS - CdNN) (2Cd) 2.52 (2Cd) 2.41
(Cd) 2.42 (Cd) 1.93
d(VtopS - SNNN) (2S) 4.14, (2S) 4.14 (2S) 3.99, (2S) 4.04
(2S) 4.34 (2S) 4.16
d(VhollowS - CdNN) (2Cd) 2.50, (Cd) 2.60 (2Cd) 1.90, (Cd) 2.67
(Cd) 2.59 (Cd) 2.35
d(VhollowS - SNNN) (2S) 4.14, (2S) 4.14 (2S) 3.96, (2S) 4.08
(2S) 4.34 (2S) 4.02
panel the red line represents the total DOS for S vacancy while in the center panel
the individual 5s and 4p orbitals contributions to the density of states coming from
the CdNN atoms in the top layer. No spin asymmetry was remarked. For comparison,
the partial contributions of the same orbitals coming from Cd atoms located in sub-
and inner- layers are also given in the bottom panel. Total and projected DOS reveal
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Figure 4.14: VhollowS -Left: Top-view of unrelaxed (a) and relaxed (b) geometry of the CdS {10.0}
defective surface. The vacancy surrounding bonds are shown in red. Cd atom in the
sub-layer in green. Right: Calculated total DOS for clean and defective surface (c).
that Cd 5s and 4p are responsible for a peak in the valence band and other peaks
close to the conduction band edge. The first peak indicates mostly a rearrangement
of occupied electron states in this region, while the second ones are likely related to
a shallow defect level. Several experimental studies reported sulfur vacancies energy
levels at about 0.7 eV below the conduction band in CdS [129, 130, 131].
In Figure 4.14-c), the DOS of VhollowS shows that the surface does not change sig-
nificantly the electronic structure the trend is similar of clean surface. Also in this
vacancy no asymmetry between spin up and down was found. In both surfaces con-
taining VtopS and V
hollow
S , the arrangement around the defect is di↵erent compared to
the initial configuration.
For the structure previously described, the vacancy formation energy was calculated
according to Equation 3.1 in both S-rich and Cd-rich growth conditions. Results
are listed in Table 4.9. The relatively lower formation energy of Cd vacancies (com-
Table 4.9: Vacancy formation energies  EV (eV) in S-rich and Cd-rich conditions.
 EV S-rich Cd-rich
VtopS 2.14 0.39
VhollowS 2.75 1.00
pared to that of S vacancies) on the surface studied has been previously reconciled
with often-reported sulfur deficiency by demonstrating that most of the experimental
observations were conducted on samples prepared in environments that were Cd-rich.
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CHAPTER 5
Adsorption of O2 and H2O on clean and defective [101¯0] CdS
surface
In this Chapter we describe a simplified model of the combined e↵ects of exposure
to air and humidity of clean and defective CdS [101¯0] surface. To this end, the CdS
[101¯0] surface was allowed to interact either with isolated oxygen or water molecules,
and then with a combination of them.
For each interaction we studied the geometrical and electronic structure and calculated
the adsorption energy (Ead) in the following way:
Ead = Esub+mol   [Esub + nEmol]
where Esub+mol is the total energy of the combined system containing the surface and
n molecules, Esub is the total energy of the clean surface, and Emol is the energy of a
single isolated molecule.
The bonding charge analysis, that gives an estimate of the electron charge transfer,
was evaluated according to:
 ⇢(r) = ⇢sub+mol   ⇢sub   ⇢mol
where ⇢sub+mol(r), ⇢sub(r) and ⇢mol(r) are the charge densities of the whole system,
the isolated substrate and the adsorbate, respectively.
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5.1 O2 and H2O @ clean [101¯0]
The interface between a surface and a vapor or liquid governs the interaction be-
tween the two phases, and influences the behavior of the surface in many important
ways. In order to understand, at atomic level, the oxidation and hydration mech-
anisms related to degradation process in CdS pigment, we present the early stages
of the interaction between the hexagonal clean and defective [101¯0] surface of CdS
and O2 and H2O molecules to simulate the combined e↵ects of exposure to air and
humidity.
In both clean and defective [101¯0] surfaces the molecules were placed on top of the
relaxed surface layer in several arbitrary initial positions. The molecules and the three
outermost atomic layers of the surface were then allowed to relax until the interatomic
forces vanished. This condition was reached with a threshold on forces as strict as
 10 3eV/A˚. The two bottom layers were kept fixed to the bulk positions to simu-
late the infinite crystal. Due to the presence of molecules, the dispersion corrected
DFT (DFT-D2) approach proposed by Grimme [132] and implemented by Barone and
co-workers [133] was used to account for the van der Waals (vdW) dispersion forces
in the calculations. To this end, lattice parameters were re-calculated to take into
account the dispersion correction. They were a0 = 4.20A˚ and c/a = 1.63.
O2 @ clean CdS - Four setups were considered as initial conditions, where the molecules
were initially positioned at a distance as large as about 2A˚ above the Cd and S sites
in both the two non-equivalent positions top and hollow, respectively. The final re-
laxed configurations corresponding to the lowest energy dispositions are shown in Fig.
5.1. The calculated adsorption energies suggest the favorite sites that resulted as top
on Cd and hollow on S with the adsorption energies Etop@Cdad = -13.06 kJmol
 1 and
Ehollow@Sad = -13.54 kJmol
 1, respectively, manifesting the molecule to be physisorbed.
In Figure 5.2 is reported the lowest energy relaxed configuration with O2 located on
top of Cd site (left) and the corresponding bonding charge. In this case both the intra-
and interlayer distances did not change remarkably while the O-O bond within the
oxygen molecule increases from 1.20A˚ to 1.23A˚. The bonding charge analysis reveals
an accumulation of charge in the region between O2 and the Cd surface ion (red area)
indicating a rearrangement of electron charge around the O2 molecule.
H2O @ clean CdS - The oxygen molecule was then replaced by a water molecule, the
result is shown in Fig. 5.3. The H2O moved toward the hollow Cd. The adsorp-
tion energy, Ead =  32.09 kJmol 1, is higher than that obtained for O2 and yet, the
mechanism suggested is again a physisorption. Also in this system, no evident dis-
placements of the atoms in the substrate are detected. The change of the angle within
the water molecule is, conversely, noticeable. It appears to decrease from 104.39  to
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Figure 5.1: Initial and final configuration of interaction between O2 and CdS [101¯0] surface in Cd-
and S- top/hollow positions.
Figure 5.2: Interaction between the CdS [101¯0] surface and an isolated O2 molecule: relevant inter-
atomic distances (left) and bonding charge analysis (right)
103.25 , close within 1%, to the experimental value 104.5  [134].
Concerning the bonding charge analysis, the water dipole was evident and a slight
accumulation (red area) of charge between oxygen and the surface hollow Cd resulted
in opposition to a depletion of charge (blu area) in the hydrogen regions.
O2 + H2O @ clean CdS - Finally, a combination of O2 and H2O was considered.
The two molecules were placed on the surface free to relax with no constraints. The
final configuration is reported in Figure 5.4. The O2 molecule holds the favorite ad-
sorption site above the top Cd while H2O is located on top of the hollow S and is
oriented parallel to the surface with the oxygen atom closer to O2. Again, no atomic
position changed within the substrate. The angle HOˆH decreases from 104.39  to
103.25 . A re-arrangement of the charge results in an accumulation in the region
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Figure 5.3: Interaction between the CdS {10.0} surface and an isolated H2O molecule: relevant
interatomic distances (left) and bonding charge analysis (right)
between H2O and S and partially between O2 and Cd. The adsorption energy of this
Figure 5.4: Interaction between the CdS {10.0} surface and O2 + H2O molecules: relevant inter-
atomic distances (left) and bonding charge analysis (right)
system, Eads =  46.40 kJmol 1, indicates a physisorption.
The electronic and geometrical analysis demonstrate that, the physical adsorption of
the aforementioned molecules on the cleavage surface turns out to be the dominant
mechanism. In other words, the clean surface is predicted to be unreactive to the
interaction with air and humidity.
The following section we will consider the same interaction with the defective surface
with a particular focus on the VtopCd and V
hollow
S vacancies, i.e. those sites corresponding
to the highest adsorption energy.
5.2 O2 and H2O @ defective [101¯0]
In this section we illustrate the interaction between VtopCd and V
hollow
S in the CdS
[101¯0] and the molecules O2 and H2O. The overall procedure is the same adopted for
the interaction between molecules and clean surface. The molecules were placed at a
distance of about 2A˚ on top of the vacancy site.
O2 @ V
top
Cd - In Figure 5.5-a) the relaxed configuration of O2 located above the V
top
Cd, is
shown. The geometry of defective surface in the proximity of the vacancy site changed
remarkably. The oxygen molecule adsorbed on the S atom nearest the vacancy cre-
ating a bond S-O2 of 1.75A˚. The same S atom, in turn, emerged from the surface
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and its bond with the Cd ion stretched from 2.55A˚ to 2.73A˚. The O-O bond within
the oxygen molecule increases from 1.23A˚ to 1.32A˚. This position corresponds to an
adsorption energy as large as -62.38 kJmol 1. The bonding charge analysis revealed
an accumulation of charge on O2 (red area) and a slight depletion region (blue area)
on the S ion, as shown 5.5-b). No spontaneous dissociation was observed at this level
of theory, but the strong adsorption energy, the weakening of Cd-S bond and the
formation of the SO2 group makes this adsorption a first relevant contribution to the
understanding of the more complex oxidation reactions:
CdS + 2O2  ! Cd2+ + SO2 4 (5.1)
CdS + 2O2 +H2O + h⌫  ! CdSO4 ·H2O (5.2)
that include the intervention of light (photon energy = h⌫). In fact, Eq. 5.2 are
supposed to yield [26, 22, 17] to the phenomenon of a gradual fading and craquelure
of originally bright yellow paint.
The rearrangement of the electron density of the molecule on VtopCd is highlighted in
the study of the density of states. The DOS revealed the presence of a peak in the
a) 
b) c) 
Figure 5.5: Left: side view of relaxed interaction between defective surfaceVCd top and O2(a)
bondin-charge of interaction (b) Right: Calculated total DOS and projected DOS of
of defective surface and oxygen (c).
gap, as shown in the top-panel of Figure 5.5-c), very similar to that already found for
VtopCd. The Projected DOS (central and bottom panels) showed that this defect state
is due to the superposition of 3p-states of SNN atom and 2p-states of oxygen involved
in the binding.
The band gap center and the band edges, EV BM and ECBM , were evaluated also in
this system (see Fig. 5.6) with the approach described in the Sec. 4.1.2. The peak in
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Figure 5.6: O2 @ V
top
Cd . Left: Band edge positions within DFT, E
DFT
g . Right: band gap after
addition of GW corrections. EBGC denotes the band gap center. In red, the defect
level.
the gap (-5.30 eV) is associated to an emission band of:
 (ECBM   ✏correcteddefect ) = 1.12 eV ⌘ 1107 nm (near-infrared)
Further investigation using the nudged elastic band method (NEB) [135] is needed
to estimate the energy barrier required for eventual sulfur desorption together with
several layers of oxygen molecules to ensure a more realistic model. This result is
a part of the debate on the initial photo-oxidation process in which CdS produce
CdO, CdSO4 and SO2 gas. Van der Snickt et al. [22] have observed the formation of
CdSO4*2H2O and [NH4]2Cd(SO4)2 on the surface of faded cadmium yellow paints in
the works of James Ensor (1860-1949) due to the presence of high relative humidity
environments that convert the SO2 in H2SO4, resulting in acid hydrolysis of the paint
binding medium.
H2O @ V
top
Cd - The oxygen molecule was then replaced by a water molecule in the
same position and then let free to relax. The final configuration in shown in Figure
5.7-a). The water molecule positioned on VtopCd moved toward the CdNN in top position
with a the final distance of 2.50A˚ , while the distance from the SNN was 4.52A˚ . On the
basis of the bonding charge analysis (see Fig. 5.7-b) a re-arrangement of the electron
charge resulted in an accumulation (red area) in the region between H2O and Cd on
top, and a depletion (blue area) of charge on the Cd ion.
Total and projected DOS showed that only 3p S dangling bonds are responsible
for new states in the region located in proximity of the valence band maximum while
no contribution from the water is relevant. The adsorption energy, Ead = -62.29
kJmol 1, is higher than that obtained for O2 and the mechanism suggested is again
a chemisorption.
The band gap center and the band edges, EV BM and ECBM , were evaluated also in
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a) 
b) c) 
Figure 5.7: Left: side view of relaxed interaction between defective surface VtopCd . and H2O(a)
bonding-charge of interaction (b) Right: Calculated total DOS and projected DOS of
defective surface and water (c).
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Figure 5.8: H2O @ V
top
Cd . Left: Band edge positions within DFT, E
DFT
g . Right: band gap after
addition of GW corrections. EBGC denotes the band gap center. In red, the defect
level.
this system (see Fig. 5.8) with the approach described in the Sec. 4.1.2. The peak in
the gap (-5.64 eV) is associated to an emission band of:
 (ECBM   ✏correcteddefect ) = 1.78 eV ⌘ 697 nm (red)
Also in this case as previously seen in Sec. 4.1.2, the peak falls in the range of red-
infrared region. The presence of water shifts the acceptor level toward the VBM.
Also in this case, a larger number of water molecules will make the wet model more
realistic.
O2 @ VhollowS - The same interactions were studied on the surface with S vacancy in
hollow position. The molecules of O2 and H2O were been located on top the VhollowS .
Regarding the interaction vacancy-O2 (see Fig. 5.9-a) the molecule fully penetrated
in the S vacancy site: it occupied a substitutional position and created the new bonds
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of 2.16A˚ , 2.17A˚ , 2.24A˚ with three CdNN atoms in the surface layer and one of 2.22A˚
with a Cd atom in the layer below. The strong adsorption of O2 corresponded to a
high value of Ead = -77.53 kJmol 1. The geometrical structure was a↵ected also in
the adjacent layers due to absorption of the molecule. The bonding-charge in figure
5.9-b) showed the accumulation (red area) of charge in O2 molecules and a depletion
(blue area) in neighboring Cd atoms. The DOS and PDOS in Fig. 5.9 -c) show no
a) 
b) c) 
Figure 5.9: Left: side view of relaxed interaction between defective surfaceVS hollow and O2(a)
bondin-charge of interaction (b) Right: Calculated total DOS and projected DOS of of
defective surface and oxygen (c).
extra levels in the gap, but a re-arrangement of the valence region: oxygen p-states
are close to the valence band edge below the Fermi level.
H2O @ VhollowS - In the case of H2O on top of V
hollow
S , the molecule resulted adsorbed
on the CdNN forming a bond of 2.39A˚ (see Fig. 5.10-a).
In figure 5.10-b a re-arrangement of the charge resulted in an accumulation in the
region between H2O and S in top position and partially between oxygen and Cd. The
adsorption energy of this system was Ead = -66.84 kJmol 1, lower than that found in
the adsorption of O2 on the same defect. The CdS valence band is modified, in the
region close to the Fermi energy, by the O-p orbital, as shown in figure 5.10-c).
In order to better understand the behavior of CdS with water molecules, two isolated
atoms of Cd and S were embedded in a cluster of 32 H2O (see Fig. 5.11, right side).
The relaxed system showed the formed CdS (the bond distance is again of 2.38A˚ )
surrounded by a network of hydrogen-bonded water molecules. Two of them are linked
to the Cd ion, assuming a trigonal planar geometry, with one bond of 2.36A˚ and one
of 2.18A˚. The two angles HOˆH of H2O increased from the typical experimental value
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a) 
b) c) 
Figure 5.10: Left: side view of relaxed interaction between defective surface VhollowS and H2O(a)
bondin-charge of interaction (b) Right: Calculated total DOS and projected DOS of
of defective surface and oxygen (c).
of 104.50  to 108.27  and 108.05 , respectively. The geometry of Cd ion and the two
water bonded molecules is very similar, in terms of distances and orientations, to that
found in studies on divalent cadmium solvation shell [136]. Conversely, sulfur atom
does not directly participate to the bonds with oxygen.
In summary, the defective surface appeared more reactive than clean surface, as
Figure 5.11: Interaction between the CdS and H2O molecules: initial configuration (left) and final
configuration (right)
expected. The presence of oxygen and water molecules in defective surface resulted
in considerable changes both in the geomety (see 5.5-a, 5.9-a) and in the electronic
structure (see 5.5, see 5.7-c) where trap states, di↵erently located, are present in the
gap depending on the kind of vacancy site. Calculations on bigger supercells, where
a larger number of molecules interact with the surface are in progress.
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CONCLUSIONS
Structural defects in CdS - compound widely used as yellow pigment by prominent
19th to 20th century artists such as Claude Monet, Vincent Van Gogh, Pablo Picasso
and Henry Matisse - may play a role in the degradation process at the surface of
impressionist paintings.
In this thesis a thourogh study on native point defects, namely Cd and S vacancies
in both wurtzite bulk and [101¯0] surface were investigated within the framework of
first principles calculations based on DFT-GGA. Geometry, electronic structure and
energetics for all possible kinds of non equivalent vacancies within the volume and
the surface were studied. The results from the calculations can be summarized in the
following points:
Bulk - i) Cd and S vacancies (VCd and VS) in bulk wurtzite induce a inward relaxation
with a more relevant e↵ect in VS where Cd atoms nearest neighboring the vacancy
site originates three new Cd-Cd bonds cadmium. This is likely a strong Jahn-Teller
distortion that became visible only in the larger simulation cell. It requires further in-
vestigation on the orbital occupations that is still in progress. VCd, conversely shows
in the density of states a spin contribution crossing the Fermi energy due to SNN
3p-states (dangling bonds). These results find analogies in CdS zincblende where a
magnetization e↵ect appears in the Cd vacancy and not in S vacancy.
[101¯0] surface - Two non-equivalent positions for vacancy sites were studied both for
Cd and S, namely top and hollow vacancies. The calculations were performed in a
2x1 surface and in a larger one, 2x2, to reduce possible size e↵ects.
As for the Cd vacancy, the overall geometry, in both VtopCd and V
hollow
Cd , shows an inward
relaxation of NN atoms with the participation of cadmium atoms from the layer below
that raise toward the vacancy. Remarkably, both VtopCd and V
hollow
Cd induce an acceptor
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level in the band gap. It originates from the spin-down contribution coming from
3p-orbitals of SNN . Attributing the correct value to a Kohn-Sham eigenvalue within a
band gap, requires extensive calculations beyond the standard ground state approach
used in the present work, due to the discontinuity in the exchange and correlation
functional. Di cult but not impossible, optical absorptions are needed to be studied
in the follow-up of this work. Nevertheless, an empirical approximation allowed us to
evaluate the position of these peaks. More specifically, GW calculations on bulk CdS
were performed to obtain the correct energy gap for cadmium sulfide that combined
with EV BM and the band gap center led to a correct estimate of the gap in the system
containing the defective surface. Empirically rescaling the Kohn-Sham peak to the
correct gap we obtained for VtopCd a value corresponding to an emission band of 1.26 eV
(984 nm) and for VhollowCd two emission bands of 1.43 eV (867 nm) and 1.54 eV (805
nm). These values fall in the range, near infrared-red, of spectroscopic measurements
performed by means of luminescence techniques on degraded yellow pigments and
predicts that Cd vacancies are the best candidates to be the most reactive sites in the
interaction between the surface and, as we will see later, the external agents.
Since historical information on the growth conditions of the pigments is often lack-
ing, the formation energies for all the defects were calculated in two extreme growth
conditions, namely S-rich and Cd-rich. The formation energy of VhollowCd and V
top
Cd are
the lowest among the four possible surface vacancies in S-rich growth condition. In
Cd-rich, the defect formation energy turns out to be lower for VtopS and V
hollow
S . Inter-
estingly, a thorough understanding of the features of such defects and their influence
on the behavior of the CdS surface, can add information on the history of the sample
as well as the environment during the synthesis.
Sulfur vacancies, show an inward relaxation and no extra levels within the band gap,
expect for a rearrangement of electron state in the CBM region in VtopS .
O2 and H2O @ [101¯0] surface - To preliminary simulate the interaction between the
CdS surface and external agents some simplified models were considered. More specif-
ically, one molecule of oxygen, water and a combination of them was placed on top
of the clean and the defective surface. The clean surface appears unreactive: the
molecules are physisorbed and no charge transfer was observed in all the mentioned
systems. The behavior of the defective surface was di↵erent, as expected. Separately,
O2 and H2O were considered on top of the defects that, depending on the band struc-
ture, turned out to be the most reactive: VtopCd and V
hollow
S . As for the molecules on
VtopCd we found that the acceptor level representing a hole in the sulfur site persists in
the presence of oxygen whose p-states hybridize with S dangling bonds. The estimate
of this peak was associated to an emission band of 1.12 eV (1107 nm - near infrared).
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The oxygen molecule resulted chemisorbed to SNN nearby the vacancy. The sulfur-
surface distance is elongated and the sulfur bond to O2 is emerging from the surface.
From the local charge analysis, it results an accumulation of charge on O2 and a loss
of charge on S. The hypothesis of reaction invoked by experiments, CdS + 2O2  !
Cd2+ + SO4 , in a photo-oxydation mechanism leading to the pigment degradation,
make us confident on the fact that the formation of SO2 obtained in the calculations
is likely to be a part of the overall reaction path. A more realistic model (higher
coverage and larger supercell) is required to shed light on this very interesting point.
The presence of H2O, as opposite to O2, does not lead to extra peaks in the band gap.
A recombination electron-hole is likely to happen as a consequence of the adsorption.
The molecule is chemisorbed on top of SNN . In this case a transfer of charge from
the surface to the water molecule is observed. The study of a combination of the two
molecules on the defective surface is still in progress.
The O2 molecule on VhollowS has a relevant behavior from a geometrical point of view.
It results fully embedded in the CdS surface and occupies a substitutional position
replacing a S atom. The two oxygen atoms are bond to CdNN . No extra peaks ap-
pear in the band gap. The water molecule is chemisorbed on CdNN where a charge
transfer from the surface, mostly from Cd, in favor of oxygen is calculated. Notice,
whilst water molecules tend to form Cd-O bonds, O2 can bind both with S and Cd.
In few words, the Cd vacancy appears to have a key role in the reactivity of the CdS
surface and the presence of this defects is the likely to be the driving force for the
more complex photo-oxydation reactions invoked by experiments. This is due to the
extra acceptor level, originating from S dangling bonds, predicted in the near-infrared
region that turns out to be in excellent agreement with luminescence measurements
on CdS pigments both commercial and historical.
At this point a more accurate determination of the location of extra peaks in the band
gap, by means of time-dependent DFT of fully GW methods, is strongly required to
attribute the correct value to the trap levels. Considering the possibility to inves-
tigate in a broader spectral range, such theoretical method would be helpful in the
interpretation of experimental evidences obtained via luminescence analysis.
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