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Abstract
We observe that a probability distribution supported by N, induces a repre-
sentation of real numbers in [0, 1) with digits in N. We first study the Hausdorff
dimension of sets with prescribed digits with respect to these representations. Than
we determine the prevalent frequency of digits and the Hausdorff dimension of sets
with prescribed frequencies of digits. As examples we consider the geometric distri-
bution, the Poisson distribution and the zeta distribution.
MSC 2010: 11K55, 60E05, 28A78, 28A80
Key-words: representations of real numbers, discrete distributions,
digits, frequency, Hausdorff dimension
1 The Representations
Let p = (pi)i∈N be a probability distribution supported by N, this means pi ∈ (0, 1) for all
i ∈ N and
∞∑
n=1
pn = 1.
Let p̂1 = 0 and
p̂n =
n−1∑
i=1
pi
if n ≥ 2. For n ∈ N we consider linear contractions Tn : [0, 1)→ [0, 1), given by
Tnx = pnx+ p̂n,
and introduce a map πp : N
N → R by
πp((nj)) = lim
j→∞
Tn1 ◦ Tn2 ◦ · · · ◦ Tnj (0)
= p̂n1 +
∞∑
j=1
pn1 · · · pnj p̂nj+1 .
The limit in this expressions existence since the maps Tn are contractions, moreover it is
easy to see that:
Proposition 1.1 For all probability distributions p supported by N, the map πp : N
N →
[0, 1) is a bijection. Moreover the map πp is continuous, if we endorse N
N with the metric
d((ni), (mi)) =
∞∑
i=1
δ(ni, mi)2
i,
where δ(0) = 0 and δ(x) = 1 if x 6= 0.
Proof. If n1 < n2 we have pn1 + pˆn1 ≤ pn2 and hence
Tn1([0, 1)) ∩ Tn2([0, 1)) = [pˆn1, pn1 + pˆn1) ∩ [pˆn2 , pn2 + pˆn2) = ∅.
It follows that πp is injective. Moreover
∞⋃
n=1
Tn(([0, 1)) = [0, p1) ∪
∞⋃
n=1
[
n∑
i=1
pi,
n+1∑
i=1
pi) = [0, 1)
hence πp is surjective. If d((ni), (mi)) < 2
u we have ni = mi for i = 1, . . . , u, which implies
|πp((ni)− πp((mi)| < max{pi|i ∈ N}
u.
This proves that πp is continuous with respect to d. 
For x ∈ [0, 1) we call the sequence π−1p (x) in N
N the representation of x with respect
to the probability distribution p. The entry of this sequence are the digits of x with
respect to the representation, given by p.
Let us look at three examples. For the geometric distribution on N, given by pi =
(1− p)pi−1 with p ∈ (0, 1), we obtain
πp((nj)) = (1− p
n1−1) +
∞∑
j=1
(1− p)jpn1+···+pnj (1− pnj+1−1).
For the Poisson distribution on N given by pi = e
−λλi−1/(i− 1)! with λ > 0, we have
πp((nj)) = e
−λ
n1−1∑
i=1
λ(i−1)
(i− 1)!
+
∞∑
j=1
e−λ(j+1)
pn1+···+nj
n1! · · ·nj!
nj+1−1∑
i=1
λ(i−1)
(i− 1)!
.
For the zeta distribution, given by pi = i
−s/ζ(s) on N with s > 1, we find
πp((nj)) = ζ(s)
−1
n1−1∑
i=1
i−s +
∞∑
j=1
ζ(s)−(j+1)(n1 · · ·nj)
−s
nj+1−1∑
i=1
i−s.
As far as we know these representations of real numbers were not considered jet.
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2 Prescribed digits
Let D ⊆ N a set of digits. We are intrusted in the set πp(D
N) of real numbers, which have
only digits in D in their representation with respect to a probability distribution p on N.
It turns out that these sets have Lebesgue measure zero if D 6= N. Thus we study the
Hausdorff dimension of these sets. Let us recall that the d-dimensional Hausdorff measure
of a set B ⊆ R is given by
Hd(B) = lim
ǫ→0
inf{
∞∑
i=1
(bi − ai)
d | B ⊂
∞⋃
i=1
[ai, bi]; ∀i ∈ N : (bi − ai) ≤ ǫ}
and the Hausdorff dimension of B is
dimH B = inf{d | H
d(B) = 0} = sup{d | Hd(B) =∞}.
We recommend [1] or [8] as an introduction to dimension theory. Using the notion of
Hausdorff dimension, we obtain:
Theorem 2.1 Let p = (pi)i∈N be a probability distribution supported by N and D ⊆ N. If
d ≥ 0 is the solution of ∑
i∈D
pdi = 1,
we have dimH πp(D
N) = d.
Proof. We have
⋃
i∈D
Ti(πp(D
N)) =
⋃
i∈D
Ti{ lim
j→∞
Tn1 ◦ Tn2 ◦ · · · ◦ Tnj (0) | nj ∈ A ∀j ∈ N}
=
⋃
i∈D
{ lim
j→∞
Ti ◦ Tn1 ◦ Tn2 ◦ · · · ◦ Tnj(0) | nj ∈ A ∀j ∈ N} = πp(D
N).
This means that πp(D
N) is the attractor of the linear iterated function system {Ti | i ∈ A}
on [0, 1), see [3] for finite sets D and [2] for infinite sets. The system fullfills the strong
open set condition Ti((0, 1)) ∩ Tj((0, 1)) = ∅ for i 6= j. If A is finite, the result directly
follows from the classical work of Moran [6]. If A is infinite it follows from theory of infi-
nite iterated function systems see theorem 3.11 of [2] or [7] for a more general approach. 
As a corollary, we obtain an analogon of Jarnik’s [4] classical result on continued fractions.
Corollary 2.1 If B is the set of bounded sequences in NN, we have dim πp(B) = 1 for all
p.
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Proof. Since Hausdorff dimension is countable stable
dimH B = dimH
∞⋃
k=1
πp({1, . . . , k}
N) = sup{dimH πp({1, . . . , k}
N)|k ∈ N} = 1.

In the following we consider D = {1, . . . , n} and Πp(n) = πp({1, . . . , n}
N). If p is the
geometric distribution with p ∈ (0, 1), we obtain dimH Πp(n) = d, where d is the solution
of
(1− pdn)(1− p)d/(1− pd) = 1.
We list the first digits of d for some n and p in the following table:
n/p 0.1 0.25 0.5 0.75 0.9
2 0.96875 0.88920 0.69424 0.45439 0.29434
3 0.99718 0.97718 0.87914 0.66352 0.45656
4 0.99972 0.99463 0.94677 0.77979 0.56428
5 0.99997 0.99868 0.97522 0.85084 0.64218
6 0.99999 0.99967 0.98810 0.89611 0.70137
For all n ≥ 2 we have
lim
p→0
(1− p1·n)(1− p)1/(1− p1) = 1 and lim
p→1
(1− pdn)(1− p)d/(1− pd) = 0 ∀d > 0,
hence the dimension attains all values in (0, 1) for p ∈ (0, 1) by continuity.
Now let p be the Poisson distribution with λ > 0. We have dimH Πp(n) = d, where
d is the solution of
n∑
i=1
e−λdλd(i−1)/((i− 1)!)d = 1.
We again list the first digits of d for some n and λ in a table:
n/λ 0.25 0.5 1 2 4
2 0.94980 0.87189 0.69314 0.42577 0.21288
3 0.99642 0.98345 0.92666 0.73178 0.40665
4 0.99978 0.99809 0.98458 0.89758 0.59553
5 0.99998 0.99981 0.99715 0.96598 0.75770
6 0.99999 0.99998 0.99954 0.98989 0.87203
For all n ≥ 2 we have
lim
λ→0
n∑
i=1
e−λ·1λ1·(i−1)/((i− 1)!)1 = 1 and lim
λ→∞
n∑
i=1
e−λdλd(i−1)/((i− 1)!)d = 0 ∀d > 0,
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hence the dimension attains here all values in (0, 1) for λ ∈ (0,∞) by continuity.
Let p now be the zeta distribution with s > 0. We have dimH Πp(n) = d, where d is
the solution of
ζ(s)−d
n∑
i=1
i−sd = 1.
We list the first digits of d for some n and s:
n/s 1.5 2 3 4 5
2 0.48999 0.66938 0.85250 0.92844 0.96292
3 0.64468 0.80840 0.93681 0.97675 0.99085
4 0.72165 0.86713 0.96462 0.98947 0.99667
5 0.76813 0.89903 0.97731 0.99433 0.99850
6 0.79946 0.91890 0.98418 0.99659 0.99923
For all n ≥ 2 we have
lim
s→1
ζ(s)−d
n∑
i=1
i−sd = 0 ∀d and lim
s→∞
ζ(s)−1
n∑
i=1
i−s·1 = 1,
hence the dimension attains here all values in (0, 1) for s ∈ (1,∞) as well.
3 Frequency of digits
Let fp(x, n) be the frequency of the digit n ∈ N in the representation of x ∈ [0, 1), given
by a probability distribution p, this means
fp(x, n) = lim
i→∞
Card{j|π−1p (x)j = n | j = 1, . . . , i}/i,
if the limit exists. As expected we have
Theorem 3.1 Let p be a probability distribution supported by N. For almost all x ∈ [0, 1)
and all n ∈ N we habe fp(x, n) = pn.
Proof. Let σ : [0, 1) → [0, 1) be the piecewise linear expanding map, given by T−1n on
Tn([0, 1)) for n ∈ N. The measure p on N induces a Bernoulli measure b on N
N. It is
well known (and easy to prove) that this measure is ergodic with respect to the shift map
s(nk) = nk+1 on N
N. We refer here to [5] or [9] for introduction to ergodic theory. The
map πp projects b to the Lebesgue measure ℓ on [0, 1), ℓ = b ◦ π
−1
p . Since b is ergodic
with respect to s and σ ◦ πp = πp ◦ s, the Lebesgue measure ℓ is ergodic with respect
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to σ. Applying Birkoff’s ergodic theorem to characteristic function χn of the interval
Tn([0, 1)) = [pˆn, pn + pˆn), we obtain
lim
i→∞
1
i
i∑
j=1
χn(σ
j(x)) = pn
for almost all x ∈ [0, 1) with respect to ℓ. We have χn(σ
j(x)) = 1 if and only if
π−1p (x)j = n. Hence fp(x, n) = pn. 
This theorem has the following immediate corollary, which reminds us on the classical
theory of continued fractions:
Corollary 3.1 For almost all x the representation of x with respect to p is unbounded.
Now we consider subset of [0, 1) with prescribed frequencies of digits with respect to a
representation given by p. Let q = (qi)i∈N be a probability distribution on N, not necessary
supported by N, this means qi ∈ [0, 1]. We define sets with frequencies of digits given by
q in the following way
F (p, q) = {x ∈ [0, 1) | fp(x, n) = qn ∀n ∈ N}.
Recall that the entropy of q is
H(q) = −
∞∑
i=1
qi log(qi).
provided that the limit exists. Here we set qi log(qi) = 0 if qi = 0. See [9] or [5] for an
introduction to entropy theory. Moreover let
E(Ip(q)) = −
∞∑
i=1
qi log(pi)
provided that the limit exists. This is the expectation of the information content of p
with respect to p. With these notations we have
Theorem 3.2 For all probability distributions p and q on N, where the first distribution
is supported by N, we have
dimH F (p, q) = H(q)/E(Ip(q)),
provided that H(q) and E(Ip(q)) exists.
Proof. Let b be the Bernoulli measure, given by q on NN. Project this measure to [0, 1),
using πp, µ = b ◦ π
−1
p . Note that by the law of large numbers we have µ(F (p, q)) = 1.
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For x ∈ F (p, q) let In1n2...nk(x) be the interval of the form Tn1 ◦ Tn2 ◦ · · · ◦ Tnk([0, 1)) that
contains x. By the definition of F (p, q) we have
lim
k 7−→∞
1
k
log
µ(In1...nk(x))
Length(In1...nk(x))
s
= lim
k 7−→∞
1
k
k∑
i=1
log(qni)− s lim
k 7−→∞
1
k
k∑
i=1
log(pni)
= −H(q) + sE(Ip(q))
provided that H(q) and E(Ip(q)) exist. This implies that for all x ∈ F (p, q)
lim
k 7−→∞
µ(In1...nk(x))
Length(In1...nk(x))
s
= {
0 s < d
∞ s > d
,
where
d = H(q)/E(Ip(q)).
By the local mass distribution principle, see proposition 4.9 of [1], we have Hs(F (p, q)) =
∞ for s < d and Hs(F (p, q)) = 0 for s > d. This implies dimH(F (p, q)) = d. 
As an example we consider the set of numbers F (p, q), which have equidistribution digits
from {1, . . . , n} in their representation, given by p. In this case q is given by qi = 1/n for
i = 1, . . . , n. Hence H(q) = log(n) and
dimH F (p, q) = −n log(n)/ log(p1 · · ·pn)).
For the geometric distribution p, this gives
dimH F (p, q) = log(n)/((1− n) log(p)− log(1− p),
where p ∈ (0, 1). For the Poisson distribution p with λ > 1 we have
dimH F (p, q) = log(n)/(λ− (n− 1) log(λ)/2 +
n−1∑
i=1
(n− i) log(i))
and for the zeta distribution p with s > 1 we obtain
dimH F (p, q) = log(n)/(log(ζ(s)) + s
n∑
i=1
log(i)/n).
7
References
[1] K. Falconer, Fractal Geometry - Mathematical Foundations and Applications, Wiley,
New York, 1990.
[2] H. Fernau, Infinite iterated function systems, Math. Nach., vol. 170, issue 1, 79-91,
1994.
[3] J.E. Hutchinson, Fractals and self-similarity, Indiana Univ. Math. J. 30, 271-280, 1981.
[4] V. Jarnik, Zur metrischen Theorie der diophantischen Approximationen, Prace
Matematyczno-Fizyczne 36.1, 91-106, 1928/29.
[5] A. Katok and B. Hasselblatt, Introduction to the Modern Theory of Dynamical Sys-
tems, Cambridge University Press, 1995.
[6] P. Moran, Additive functions of intervals and Hausdorff measure, Proc. Camb. Phil.
Soc. 42, 15-23, 1946.
[7] R.D. Mauldin and M. Urbanski, Dimensions and measures in infinite iterated function
systems, Proc. London Math. Soc., 73, 105-154, 1996.
[8] Ya. Pesin,Dimension theory in dynamical systems: contemporary view and applications
, The University of Chicago Press 1997.
[9] P. Walters, An introduction to ergodic theory, Springer-Verlag, New York, 1982
8
