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We present a simple 1H NMR approach for characterizing intermediate to fast regime molecular motions
using 1H time-domain NMR at low magnetic field. The method is based on a Goldmann Shen dipolar filter
(DF) followed by a Mixed Magic Sandwich Echo (MSE). The dipolar filter suppresses the signals arising from
molecular segments presenting sub kHz mobility, so only signals from mobile segments are detected. Thus, the
temperature dependence of the signal intensities directly evidences the onset of molecular motions with rates
higher than kHz. The DF-MSE signal intensity is described by an analytical function based on the Anderson
Weiss theory, from where parameters related to the molecular motion (e.g. correlation times and activation
energy) can be estimated when performing experiments as function of the temperature. Furthermore, we
propose the use of the Tikhonov regularization for estimating the width of the distribution of correlation
times.
I. INTRODUCTION
The development of advanced materials with desired
properties and function requires a thorough knowledge of
the structural and dynamical properties of the molecular
systems that comprise them. Many properties of syn-
thetic and natural organic materials are closely related
to the mobility of their molecules, making molecular mo-
tions a key point for understanding these systems1–8. In
this respect, Nuclear Magnetic Resonance (NMR) pro-
vides a variety of methods to access motion information
in a wide frequency range (Hz-MHz)9–12.
For solid systems, the NMR methods developed for
probing molecular motions usually rely on the orienta-
tion dependence of the NMR frequencies, which provides
high sensitivity to the time scale and geometry of seg-
mental motions9,11,12. Such features can be studied with
unpaired precision by using samples with isotopic label-
ing, for instance 2H and 13C, at specific molecular seg-
ments. This approach, however, becomes uneconomical
in studies of large molecules. When isotopic labeling is
not possible (or desired), several high resolution solid-
state NMR methods have been developed9,11–13, giving
site-resolved information about the molecular dynamics.
However, they lack sensitivity due to the detection of
low abundant nuclei, as 13C, resulting in time consum-
ing experiments. In contrast, 1H based solid-state NMR
methods provide high sensitivity, but loses in specificity,
since the local character of the dipolar interaction is lost
due to spin-diffusion14–19. Despite not being able to de-
liver details on the local geometry, 1H solid-state NMR
is useful to study the overall dynamical behavior and its
temperature dependence, estimating the activation pa-
rameters of the motion.
Because of the high sensitivity of 1H detection this ex-
periments can be efficiently performed at low magnetic
fields using much less expensive and simpler NMR spec-
trometers. Because of that, Time Domain 1H NMR (TD-
NMR) at low magnetic field, became quite popular for
studying soft matter, in particular polymer and biopoly-
mer based systems20–23. There are many TDNMR tech-
niques devoted to study molecular motions exploring ei-
ther the relaxation phenomena16–18 or the motional av-
eraging of the 1H-1H dipolar interaction and its effect on
the NMR signals20–23.
Here we address the effects of motions on common TD-
NMR pulse sequences and propose an approach where a
Goldmann-Shen type of dipolar filter24, with duration tf ,
is followed by a mixed Magic Sandwich Echo sequence
(DF-MSE)25. The dipolar filter suppresses the signal of
1H in ”rigid” segments (i.e. which the time-domain sig-
nal decays faster than the filter time), keeping the 1H
signal arising from more mobile segments. Thus, at low
temperatures where all molecular segments are rigid, the
signal will be completely suppressed and the intensity
of the MSE echo will vanish. However, in a tempera-
ture where some molecular segments become mobile, the
dipolar filter sequence no longer suppresses the signal and
the MSE echo appears. Thus, the method will detect the
onset temperature of specific molecular motions by the
increase of the DF-MSE echo intensity as a function of
temperature.
We also demonstrate that the filter time dependence
of the normalized DF-MSE intensities acquired at a fixed
temperature is sensitive to both the mean and the width
of the distribution of correlation times. A simple for-
mula based on the Anderson-Weiss approach26 is then
used as a kernel for Tikhonov regularization procedure
providing a fit to the experimental data that allow to
estimate the correlation time distribution in am model
independent fashion. Using this procedure we obtain the
distributions of the correlation times and activation pa-
rameters of motions associate to the glass transition of
amorphous polymers and compare our results with those
obtained by other methods27,28. All measurements were
carried out in a time considerably shorter in comparison
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to these other techniques.
The article is presented as follows. Section II is de-
voted to a short theoretical background, reviewing some
key concepts. Section III discusses the results, presenting
the method to detect the molecular motions along with
some numerical simulations and experimental results on
the characterization of the molecular motion in model
amorphous polymers. At last, some discussions and con-
clusions are presented.
II. THEORY
A. Description of the DF-MSE pulse sequence
In this section we discuss an approach for the detec-
tion of molecular motions in the intermediate to fast fre-
quency range (kHz-MHz) using a dipolar filter. In prin-
ciple, any type of dipolar filter could be used29,30, but we
choose a slightly modified version of the simpler and well
known Goldmann-Shen (GS) dipolar filter24. The most
known application of GS filter is to suppress the signal of
rigid segments in spin diffusion experiments, which aim
to characterize domains sizes and interphases in hetero-
geneous polymers, like semicrystalline polymers, copoly-
mers and polymer blends20,30,31.
The basic GS pulse sequence consists of three pulses,
see Fig. 1 ignoring the pi pulses. The first pulse leads the
magnetization to the xy-plane. During a waiting time tf ,
called filter time, the magnetization due to rigid segments
rapidly decays due to the strong 1H-1H dipolar coupling.
In contrast, the magnetization from mobile segments, i.e
which have the 1H-1H dipolar coupling averaged by mo-
tions, remains after tf and one of its component (x or y
in consecutive scans) is stored in the z-direction by the
second pulse. The remaining component in the xy-plane
after the second pulse is removed after tz by proper phase
cycling of the pulses. Thus, the magnetization after tz
is along the z-direction. Because the signal from strong
dipolar coupled 1H spins decay during tf , the signal after
the GS filter originates only in segments where the 1H-1H
dipolar coupling is reduced by molecular motions. Thus,
tf defines the upper limit for the motional rates that will
be interpreted as rigid in the experiments.
When using the GS filter to probe molecular motion
one should also consider segments that do not move fast
enough to fully average the 1H-1H dipolar couplings.
In this case the evolution under residual 1H-1H dipolar
couplings during the GS sequence can generate multiple
quantum coherences (MQCs) during tz . These MQCs
can be converted into transverse magnetization by the
third pulse, leading to artifacts in the detected signal32.
In the present case, the single and double quantum co-
herence existing during tz have their effects canceled by
cycling the phases of the first two pulses, with respect to
the third, in steps of 90o33.
Another point to be considered concerns the static
magnetic field inhomogeneity. For highly inhomogeneous
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FIG. 1. The DFMSE pulse sequence, the signal after the GS
dipolar filter comes solely from the slow-decaying components,
the MSE pulse train is employed to overcome the experimental
dead time. The filled rectangles indicate the pi pulses, while
all the other pulses are pi/2 rotations. The phase cycling is
given in Table I.
TABLE I. Phase cycling for the DFMSE pulse sequence.
Step φ1 φ2 φ3 φ4 φ5 φ6 φREC
1 0 90 180 0 270 0 180
2 0 270 0 0 90 0 180
3 90 0 270 0 90 0 180
4 90 180 90 0 270 0 180
5 180 90 0 0 0 270 0
6 180 270 180 0 180 270 0
7 270 0 90 0 180 270 0
8 270 180 270 0 0 270 0
magnetic fields, as typical in TDNMR, the decay of the
signal during tf is dictated by the magnetic field inho-
mogeneity. As a result, the upper limit for tf would be
defined by the field inhomogeneity. To overcome it we
added a train of pi pulses34 during tf , see Fig. 1. We
remark that such pi pulses have no effect on the spins
evolution under the 1H-1H dipolar coupling if the pulse
lengths are much shorter than the inverse of the dipolar
coupling strength.
The signal from strong dipolar coupled 1H spins decays
in few microseconds, so it is necessary to avoid significant
loss of magnetization due to finite receiver dead time.
This is achieved using a mixed-MSE of duration tMSE
before detection25. The mixed-MSE sequence, displayed
in the Fig.1, provides the refocusing of both the 1H-1H
dipolar coupling and the field inhomogeneities.
The intensity of the echo after applying the GS filter
followed by the mixed-MSE pulse sequence is then
IDF (tf , tMSE) = G(tf )IMSE(tMSE), (1)
where G(tf ) and IMSE(tMSE) are, respectively, the func-
tions defining the modulation in the original magnetiza-
tion introduced by the application of the GS filter and
the mixed-MSE sequence.
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B. Detecting onset temperatures of molecular
motions using the DF-MSE pulse sequence
The qualitative behavior of IDF (tf , tMSE) offers infor-
mation about the onset temperature of molecular mo-
tions in a very simple way, which can be quite useful for
many multiphase systems, where the macroscopic prop-
erties are associated to molecular dynamics in different
segments. Therefore, it is important to investigate the
onset temperatures of dynamic processes in distinct seg-
ments or phases. In principle, this can be achieved using
such as Differential Scanning Calorimetry (DSC), Dy-
namical Mechanical Thermal Analysis (DMTA) or Di-
electric Relaxation35,36. However, multiphase systems
have wide distribution of motions and complexes struc-
tures. Consequently, DSC usually fails in detecting lo-
cal motions or eve bulk processes in highly heteroge-
neous systems. Although DMTA and Dielectric relax-
ation are both suitable methodologies, they may require
special sample preparation, which is not always possible
or easy. On the other hand, 1H NMR based methods
have good sensitivity, but the clear identification of the
onset temperatures usually requires some data process-
ing and simulations9,16. Therefore, our aim here is to
provide a direct and very straightforward way to identify
the onset temperature of molecular motions in TDNMR
using the DF-MSE experiment.
Our approach resembles previous works by
Saalwa¨chter and co-workers which used the measurement
of the intensity of a mixed-MSE echo IMSE(tMSE) as a
function of temperature. In principle, for rigid systems
the temperature dependence of IMSE(tMSE) is dictated
by the Currie law, i.e., proportional to T−1. However,
molecular motions occurring with rates in the order of
the inverse of the 1H-1H dipolar coupling interfere with
the echo formation, reducing the signal intensity in a
Curie law independent fashion. Thus, by monitoring the
echo intensity as a function of temperature, the onset of
molecular motions can be probed as the deviation from
the Curie law at temperatures where the motion sets on.
In reference22 it was shown that the normalization of the
echo intensities by the Curie temperature dependence
provides a clear way of detecting the onset temperature
of molecular motions, such as glass transition22 or local
flips of polymer chains37. It is worth mentioning that the
signal intensity may vary as a function of temperature
due to instrumental reasons, for example, the efficiency
of the pulses and resonance offsets may change with
temperature.
Here we use the same principle, but with the DF-MSE
pulse sequence. In this case the temperature variations
of the signal due to factor unrelated to motion can be
minimized by the normalization of IDF (tf , tMSE) by the
intensity of a signal acquired with short tf , so the GS
dipolar filter have no effect. Supposing that the temper-
ature variation of the signal by factors other than motion
could be encoded in a parameter α(T ), one can build the
normalized intensity as
INDF (tf , T ) =
G(tf , T )IMSE(tMSE , T )α(T )
G(0, T )IMSE(tMSE , T )α(T )
=
G(tf , T )
G(0, T )
. (2)
Interestingly, the normalized intensity only depends on
the effect of the GS dipolar filter on the signal intensity.
The onset temperature of specific molecular motions will
be detected by the increase of the DF-MSE echo intensity
as a function of temperature, which will be seen as a
change in the slope of the DF-MSE echo INDF (tf , T ) vs.
T curve.
C. Quantifying motion effects using DF-MSE
Here we discuss the dependence of the signal IDF as
a function of the parameters related to the molecular
motion. First, we show how the correlation time affects
the intensity of the detected echo as well as the width
of the distribution of correlation times. The description
in terms of the temperature is carried out using an Ar-
rhenius activation function, but can be easily extended
to other activation functions such as Vogel-Fulcher-
Tammann (VFT) or William-Landel Ferri (WLF)38. So,
we are able to check how parameters like the activation
energy and the Arrhenius pre-factor affect the DF-MSE
signal.
As stated in Eq. (2), the normalized intensity INDF
depends only on the motion effects encoded during the
GS filter, i.e G(tf ). This is a simple free induction decay
(FID) during tf , for which the motion effects can be well
predicted in the framework of the Anderson and Weiss
approach22,26.
According to the Anderson-Weiss approximation of a
stationary correlation function26, the FID is described by
G(t) = exp
(
−M2
∫ t
0
(t− τ)K(τ)dτ
)
, (3)
where K(τ) is the memory function, i.e., the normalized
correlation function of the shifted frequencies due to the
local fields, and satisfies K(0) = 1. M2 is the second
moment of the distribution of local fields in the absence
of molecular motions.
Considering homonuclear spin systems, the local field
distribution is defined by the 1H-1H dipolar coupling,
which has a Gaussian profile39–41. Also assuming
isotropic rotational diffusion of the molecules42–44, the
memory function is given by26
K(τ) = exp
(
−
|τ |
τc
)
,
where τc is the correlation time of the motion. Within
these approximations, the normalized FID signal is writ-
ten as
G(t) = exp
(
−M2τ
2
c (exp(−t/τc) + t/τc − 1)
)
. (4)
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A more detailed discussion of the formalism is presented
in40,41,43.
Therefore, the normalized intensity INDF =
G(tf ,τc)
G(0,τc)
be-
comes
INDF (tf , τc) = exp
(
−M2τ
2
c (exp(−tf/τc) + tf/τc − 1)
)
.(5)
Note that the temperature dependence in Eq. (2) is re-
lated to τc by the activation function of the motion.
Fig. 2 (a) shows calculated INDF as a function of τc, for
different tf andM2 = 6×10
9 (rad/s)2. As the correlation
time decreases the dipolar coupling starts to be averaged
out by the molecular motions, leading to a remaining
magnetization after the dipolar filter. The amplitude of
this magnetization increases until the correlation time is
short enough to fully average the 1H-1H dipolar coupling,
so the filter has no effects on the magnetization during
the filter time. We also observed that the range of corre-
lation times that INDF is sensitive to the motion, i.e the
dynamic window of the experiments, can be adjusted by
setting the filter times tf . It is worth mentioning that
the dynamical window is limited by the relaxation times
T1, as the signal starts to show relaxation effects dur-
ing tf rather than simple averaging of the
1H-1H dipolar
coupling . Note that the effect of the random fluctuation
of the dipolar fields, i.e. T2, is taken into account in the
AW theory.
The previous equation is restricted to the case of mo-
tions occurring with a single correlation time. Since
many systems have heterogeneous dynamics, one must
consider the case where the motion occurs with a dis-
tribution of correlation times. This can be achieved by
calculating the INDF intensity as a sum of the intensities
given by Eq. (5) weighted by the distribution of correla-
tion times function g(τc), i.e,
INDF (tf ) =
∫
∞
0
INDF (tf , τc)g(τc)dτc, (6)
To demonstrate the effects of the distribution of corre-
lation times on IDF we assume a log-gaussian distribu-
tion of correlation times45,46 which can be characterized
by two parameters, the standard deviation of the distri-
bution σ and the center of the distribution in the log
scale 〈ln τc〉, see caption of Fig. 2. Fig. 2 (b) shows a
set of curves calculated for INDF as a function of 〈τc〉 for
different σ values. As it can be observed, the larger the
value of σ, the wider the INDF vs. 〈τc〉 curves. This occurs
because the amount of segments moving inside a fixed dy-
namical sensibility window, defined by tf , changes more
slowly with increasing 〈τc〉 as σ.
D. Temperature dependence of DF-MSE
signals
To check the signal dependence on the temperature,
we discuss how each of the parameters in the activation
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FIG. 2. INDF as a function of correlation times. For differ-
ent filter times, (i) shows the sensitivity of the dipolar fil-
ter. The simulations were carried out with a single correla-
tion time, for tf = 50 µs (red, thickest), 1000 µs (green),
10000 µs (blue) and 100000 µs (black, thinnest). Below,
we show the effects of a distribution of correlation times,
assumed to be a log-gaussian distribution g(τc, σ, 〈τc〉) =
exp(− (ln τc−〈ln τc〉)2
2σ2
)/σ
√
2 , where 〈τc〉 is the average corre-
lation time and σ is the standard deviation. For a fixed filter
time tf = 1000 µs, we made calculations for σ = 0.1 (red,
thickest), 0.5 (green), 1.0 (blue) and 2.0 (black, thinnest).
function modify the signal. For the sake of simplicity,
only the Arrhenius function is considered in the calcu-
lations, but similar behaviors are observed when using
other activation functions38. According to the Arrhenius
activation function the mean correlation time can be con-
verted into temperature using two activation parameters,
the apparent activation energy Ea and the prefactor τ0,
i.e,
ln
(
〈τc(T )〉
τ0
)
=
Ea
RT
, (7)
R is the gas constant. Fig. 3 shows INDF (tf , T ) vs. T
curves calculated with different values of the Ea and τ0.
The calculations were carried out using a filter time of
50 µs, which is long enough to suppress the contribution
of the signal from rigid segments. In Fig. 3(a), the signal
INDF (tf , T ) is calculated for different values of Ea. The
curve is shifted to higher temperatures as Ea increases,
with a small decrease on its slope. If τ0 is changed, the
dynamic window is also translated, with a more signifi-
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cant decrease in the curve slope, as can be seen in Fig.
3(b).
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FIG. 3. Signal dependence on temperature. Each curve
in (i) is simulated for a different value of the activation
energy, while the Arrhenius prefactor is kept constant at
τ0 = 10
−15 s . Ea takes the values 60 kJ/mol (red,thickest),
67 kJ/mol (green), 74 kJ/mol (blue) and 81 kJ/mol (black,
thinnest). (ii) exhibits how the Arrhenius prefactor affects
INDF . Ea = 60 kJ/mol for all curves. τ0 values are 10
−15 s
(red, thickest), 10−14 s (green), 10−12 s (blue) and 10−12 s
(black, thinnest). For both (i) and (ii), the filter time is set
to 50 µs. Simulations for different filter times are shown in
(iii), with Ea = 60 kJ/mol and τ0 = 10
−15 s. The filter times
are 50 µs (red, thickest), 250 µs (green), 800 µs (blue), 2000
µs (back) and 3000 µs (magenta, thinnest).
E. DF-MSE difference curves
So far, we discussed how the Goldman-Shen dipolar fil-
ter is suited to probe molecular motions and to estimate
the activation parameters of such motions. It is impor-
tant to exploit ways to quantify the kinectic parameters
itself, i.e., the correlation times and their distributions.
It is worth mentioning that the effects of a distribu-
tion of correlation times are hard to take into account,
since a model for the distribution width as a function of
the temperature is not known, to the best of our knowl-
edge. Wachowicz et al. applied a linear model to describe
σ(T )27,47, however, this is not a generally expected be-
havior. Indeed, more elaborated and time consuming 2H
and 13C exchange NMR experiments have been used to
extract the width assuming log-gaussian or Kohlrausch-
Williams-Watts (KWW) correlation functions. Thus, a
fast method capable to estimate the distribution of cor-
relation times, without previous assumptions, is highly
desirable.
Fig. 3 (c) shows the signal dependence on temperature
for different filter times. As the filter time increases, the
strenght of the dipolar filter is increased, which implies
on the dynamical window moving to smaller correlation
times, i.e., higher temperatures. Hence, the choice of
the filter time sets the cut-off motion rate detectable by
the dipolar filter. Based on this idea one can take the
differences between two INDF (tf , τc) intensities with dif-
ferent filter times (tminf and tf ) to obtain a well defined
dynamic window.
Idiff (tf , t
min
f , τc) = I
N
DF (t
min
f , τc)− I
N
DF (tf , τc). (8)
Considering the τc dependence, Idiff (tf , t
min
f , τc) is
null when the signals acquired with tminf and tf are
equal and nonzero whenever they are different. There-
fore, the nonzero region of Idiff (tf , t
min
f , τc) defines the
τc boundary of a well defined dynamic window. If the
motion occurs with a distribution of correlation times
Idiff (tf , t
min
f , τc) will depend on how many segments
moves within the specified dynamic window, i.e. on the
distribution of correlation times itself. To have the widest
dynamic window possible, we choose the minimum fil-
ter time, tminf , as the shortest one without any signal
from the rigid segments. It is worth mentioning that the
quantity above keeps its dependence with the correlation
times, just like INDF (tf , τc). Besides, establishing a well
defined dynamical window enhances the dependence of
the distribution of correlation times. Taking into account
the motion heterogeneity of the system Eq. (8) becomes
a sum over the correlation times weighted by the corre-
sponding distribution g(τc), i.e,
Idiff (tf , t
min
f ) =
∫
∞
0
Idiff (tf , t
min
f , τc)g(τc)dτc. (9)
F. Extracting the distribution of corrrelation
times from the filter time dependence of Idiff
For fixed 〈τc〉 and t
min
f the dependence of
Idiff (tf , t
min
f ) on tf encodes the distribution of
correlation times. This quantity can be easily obtained
experimentally by measuring a set of normalized DF-
MSE echoes at fixed temperatures and with filter times
ranging from tminf to t
max
f . Assuming a specific shape for
the distribution of correlation time, like a log-gaussian
distribution, Idiff (tf , t
min
f ) vs. tf can be calculated for
various 〈τc〉 and σ. The fit of these calculated curves to
the experimental data provides the values for 〈τc〉 and σ.
5
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FIG. 4. Standard deviations of the distributions of correlation
times and measured values of T1. The red diamonds depict
the PIB data, while blue circles exhibit the aPP data. The
filled symbols are the standard deviations.
A similar procedure has been used with different NMR
methods23,27,46–49.
However, Eq. (9) is a Fredholm integral of first kind,
which means that if the exact expression of Idiff (tf , t
min
f )
is known it can be used as a fitting Kernel in a Tikhonov
regularization procedure. Such procedure allows us to ex-
tract g(τc) without any previous assumption on the shape
of the distribution. Interestingly, this can be done for
several temperatures independently, so the temperature
dependence of g(τc) can be obtained. Moreover, once
g(τc) is known, it is straightforward to extract the 〈τc〉,
so the motion activation function can also be properly
mapped. There are some drawbacks on this approach.
First, the Anderson Weiss treatment considers isotropic
rotation diffusion, so geometrically restricted motions are
not covered. This can be relaxed choosing a proper AW
formula adapted to restrict rotations. However, it re-
quires some knowledge on the dynamic order parame-
ter of such motions40,41,50. Second, the the ambiguities
on the Tikhonov regularization, mainly considering the
choice of the regularization parameter are well known51,
so a good set of data, with enough tf points and minor
experimental noise and artefacts, is required. Since we
are dealing with 1H acquisition and the pulse sequence
of Fig. 1 is quite robust to experimental artefacts, we
believe such approach is suitable.
III. EXPERIMENTAL RESULTS
NMR: measurements were performed on a 20 MHz
Bruker MINISPEC. The 1H pi and pi2 pulse lengths were
2.5µs and 5µs, respectively. We measured T1 using a
standard inversion-recovery sequence, and we set the re-
cycle delays to 5T1. The Magic Sandwich Echo (MSE)
sequence was performed with echo times of 100µs. Dipo-
lar filtered MSE experiments were carried out using a
Goldman-Shen filter sequence varying the filter times tf .
Samples: The samples used in the experimental
demonstrations were atactic poly(propylene): aPP [CH2-
CH(CH3)-], Mw = 118000 g/mol, Tg = 251 K and
poly(isobutylene): PIB [CH2-C(CH3)2-], Mw = 2400000
g/mol, Tg = 205 K. Both samples are fully amorphous.
We measured the second moment for both samples fit-
ting the FID, at 173 K, with the Abragam function52.
The values obtained were (6.62±0.09) x109 (rad/s)2 and
(8.96±0.03) x109 (rad/s)2, for the aPP and PIB, respec-
tively. More details about the samples can be found in
references28,49. The temperature was controlled using a
Bruker BVT3000, with a 2 K resolution on the sample.
A. Estimating correlation times distributions
Fig. 5 shows the filter time dependence of experimen-
tal Idiff intensities for PIB, Fig. 5 (a), and aPP, Fig. 5
(b), at six different temperatures. In both cases we used
tminf = 50µs. There is a remarkable displacement of the
curves for longer tf values as the temperature increases,
related to the decrease of the mean correlation time of
the motion. Moreover, considering that Idiff represents
the fraction of segments moving in a dynamic window
defined by tminf = 50µs and tf , one should expect that
Idiff reaches 1 only when all segments are moving inside
such window. Thus, the increasing in the plateau values
of the curves with temperature suggests the distribution
of the correlation times getting narrower as the temper-
ature increases. This narrowing is observed for the PIB
sample, after performing the Tikhonov regularization to
fit the data, as can be seen in Figs. 4 and Fig. 5 (c).
To provide an evidence of such behavior we fitted each
correlation time distribution of Fig. 5 using log-gaussian
functions. The standard deviations of the distributions,
as a function of temperature, are shown in Fig. 4, along
to the measured values for T1. The expected decay of the
width of the distribution of correlation times as a func-
tion of temperature is observed. There is an almost linear
dependence of the standard deviation with the tempera-
ture, as assumed in27. However, the width of the distri-
bution of correlation times for the aPP presents an unex-
pected maximum around 333 K, as seen in Figs. 4 and 5
(d). This distinct behavior of aPP and PIB is explained
by comparing the σ vs. T and T1 vs. T curves, Figs. 4
and 5, in each case. As can be observed, for PIB T1 ≫ tf
in all the measured temperature range, so the effect of
T1 in the magnetization evolution during the dipolar fil-
ter can be neglected for all temperatures. However, for
temperatures around the minimum of T1 this is not true
for aPP. Indeed, the profiles of σ vs. T and T1 vs. T are
remarkably anti-correlated, suggesting that the apparent
broadening of the aPP distribution of correlation times
is related to the T1 relaxation time, when tf ≈ T1. This
shows that the estimation of the correlation time distri-
bution by DF-MSE is only reliable if T1 ≫ t
max
f , where
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FIG. 5. Fittings and the respective distributions of correlation times for aPP and PIB samples. Above, (a) and (b) show
the PIB experimental data and fittings for six different temperatures (T = 278 K (black, squares), 293 K (magenta, +), 313
K (orange, diamonds), 333 K (green, ×), 358 K (red, ∗) and 383 K (blue, circles)). Solid lines represent the fittings. The
respective distributions obtained are shown in (c) and (d), with the same color scheme as the fittings and data, and line
thickness decreasing with the temperature.
tmaxf is the longest filter time. All results were obtained
without any a priori assumption on how the standard
deviation behaves with the temperature.
Despite the drawback in the precise estimation of the
distribution of correlation times width by DF-MSE, the
mean values of this distribution might still be used for
providing motion activation parameters. This relies on
the observation that 〈τc〉 dictates the behavior of the
IDiff curves for short tf , when the T1 effects are still
negligible. Furthermore, the mean-values of the distri-
butions obtained from the fittings are used to compare
our data with previous experiments, using a William-
Landeu-Ferry (WLF) activation function,
log10
(
〈τc(T )〉
τc(Tg)
)
= −
C1(T − Tg)
C2 + T − Tg
, (10)
where 〈τc(T )〉 and τc(Tg) are the correlation time at the
temperature T and at the glass transition Tg, respec-
tively. C1, C2 and τc(Tg) are fitting parameters.
To support the 〈τc〉 values obtained for the PIB, we
compare our results with a dataset from the literature27.
Such data was measured using CODEX experiments,
supposing an Arhenius activation function. We compare
the results of such experiments with the ones using the
DF-MSE in Fig. 6 (a). The nonlinear behavior typi-
cal of the WLF (or VTFH) activation function is clearly
observed. The fit by the WLF activation function gives
τc(Tg) = 90±10 K, C1 = 12.3±0.1 and C2 = 51±0.1 K.
Its worth mentioning that the previous measurements
were performed using exchange NMR methods, which are
sensitive to slower motions, i.e., longer correlation times
(100 µs to 1 ms). Thus, they probe τc values at lower
temperatures, meaning our approach offers an extension
of the dynamic window attainable by those previous mea-
surements. The complementarity of the two techniques
is remarkable.
To validate the aPP data, we used the same WLF
parameters as Zemke et al28 and make a comparison
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with their 13C NMR relaxation and 2H NMR exchange
data, as shown in Fig. 6 (b). The parameters are
τc(Tg) = 100 K, C1 = 14.5 and C2 = 30 K. We ob-
serve a fair agreement among the different data sets and
the WLF function, indicating a consistency between the
DF-MSE technique with both 13C relaxometry and 2D
2H exchange NMR measurements. Our approach com-
plements the two latter techniques as it is able to de-
tect motions with correlation times in the 10−4 to 10−6 s
range, highlighted by the temperature range between 280
and 300 K of Fig. 6 (b).
1000/T
2.5 3 3.5 4 4.5 5
〈τ
c〉
 
(s)
10-8
10-6
10-4
10-2
100
102
1000/T
2.5 3 3.5 4
〈τ
c〉
 
(s)
10-10
10-8
10-6
10-4
10-2
100
102
FIG. 6. Mean correlation time for the molecular dynamics
of PIB and aPP. Above, the PIB data (red, circles), along
with the data from 13C NMR exchange experiments27 (blue,
squares). The solid line is the best fit for Eq. 10. The
aPP data (red, circles) is shown below, along the results
from 2D 2H exchange (blue, diamonds) and 13C relaxometry
experiments28. The solid line is a plot of the WLF function
with τc(Tg) = 100 K, C1 = 14.5 and C2 = 30 K, given in
28.
IV. DISCUSSION AND CONCLUSIONS
We proposed a simple method to study molecular mo-
tions using TD-NMR, based on the Goldman-Shen dipo-
lar filter and in the Anderson-Weiss approximation. The
experiment can be used to obtain the onset temperatures
of molecular motions in the kHz-MHz frequency scale,
providing an estimation of the temperatures where local
or global molecular relations set in. It is also possible
to obtain a reliable estimation of the motion parameters,
such as, correlation times and their distributions as a
function of temperatures, allowing to extract the activa-
tion functions of the molecular motions. The estimation
of the distribution of correlation times are done using a
using a Tykhonov regularization scheme. A drawback of
such procedure is the need of a clean dataset to avoid nu-
merical artefacts in the reconstructed distribution. More-
over, if the signal is long enough to have filter times in
the time scale of T1, the recovery of magnetization in-
troduces a phase distortion in the signal, resulting in a
false broadening of the distribution of correlation times.
To avoid big distortions due to T1 effects, the maximum
filter time is limited to T1.
Our approach has some advantages when compared to
some NMR techniques often employed to probe molecular
motions. It is independent on particular choices of activa-
tion function23,27,47 and the shape of the distribution of
correlation times. Furthermore, as the measurements are
carried out on the naturally abundant 1H nuclear spins
there is no need to label the samples. This makes the
experiments simpler and less expensive, due to the high
signal-to-noise ratio. Finally, the DF-MSE sequence al-
lows a very fast acquisition, taking few minutes to obtain
one data point and offering a fairly wide dynamic window
to probe molecular motions.
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