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Equivariant fixed point formulae and Toeplitz
operators under Hamiltonian torus actions
Andrea Galasso ∗
Abstract
The main result of this paper is the description of asymptotics
along rays in weight space of traces of equivariant Toeplitz operators
composed with quantomorphisms for torus actions. The main ingre-
dient in the proof is the microlocal analysis of the equivariant Szego¨
kernels.
1 Introduction
Let M be a d-dimensional Hodge manifold with complex structure J and
Hodge form ω. Then there exists a positive line bundle A on M with Her-
mitian structure h and unique compatible connection ∇ with curvature form
−2πı ω. We denote with X the circle bundle lying in the dual line bundle
A∨, with circle action r : S1 × X → X , projection π : X → M and ∂θ the
generator of the structure circle action on it. Hence X is naturally a contact
and Cauchy-Riemann manifold by positivity of A; if α is the contact form,
X inherits a volume form dVX .
Suppose given, in addition, an action µ : G×M → M of a compact Lie
group G, which is holomorphic with respect to the complex structure J and
Hamiltonian with moment map Φ : M → g∨, where g denotes the Lie algebra
of G. By [K] the action µ naturally induces an infinitesimal contact action
of g on the circle bundle X . Explicitly, if ξ ∈ g and ξM is the corresponding
Hamiltonian vector field on M , then its contact lift ξX is as follows. Let v
♯
denote the horizontal lift on X of a vector field v on M , we have
ξX := ξ
♯
M − 〈ΦG ◦ π, ξ〉 ∂θ. (1)
∗
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Furthermore, suppose that the infinitesimal action (1) can be integrated
to an action µ˜ : G × X → X of G. By hypothesis it preserves the Cauchy-
Riemann structure and the contact form α. There is a naturally induced
unitary representation of G on the Hardy space H(X) ⊂ L2(X) given by
g : f 7→ f ◦ µ˜g−1 .
Thus H(X) can be equivariantly decomposed over the irreducible represen-
tations of the group G:
H(X) =
⊕
̟∈Ĝ
H(X)̟, (2)
where Ĝ is the collection of all irreducible representations of G; for each
̟ ∈ Ĝ we denote with χ̟ the corresponding character. As is well-known, if
Φ(m) 6= 0 for every m ∈M , then each isotypical component H(X)̟ is finite
dimensional (see e.g. §2 of [P1]). The corresponding projector
Πk̟ : L
2(X)→ H̟(X)
is called the equivariant Szego¨ projector. The aim of this paper is to apply
equivariant Szego¨ kernels Πk̟(x, y) to the asymptotic study of a class of
trace formulae in equivariant geometric quantization and algebraic geometry
in the setting of “ladder representations”, see [GS], [P1], [P2], [GP1] and
[GP2].
Suppose we a have biholomorphism γM : M →M admitting a lineariza-
tion to a unitary automorphism γA of (A, h). Then, γM is a symplectomor-
phism and it induces a contactomorphism γX : X → X . If γM commutes
with the action of G then we have γX ◦ µ˜g = µ˜g ◦ γX for every g ∈ G. Thus,
we have an equivariant quantomoprhism
γk̟ : Hk̟(X)→ Hk̟(X)
which is a unitary automorphism of Hk̟(X). In this article we will focus on
the abelian case: G is a g-dimensional torus T. Let us pause to give a simple
example inspired from [P1].
Example 1.1. Let us consider the unitary representation · : T1 ×C3 → C3
given by
t · (z0, z1, z3) =: (t z0, t2 z1, t3 z2) .
Consider a unitary diagonal matrix Γ ∈ U(4). Both Γ and · descend to
actions on P2 with linearizations to the hyperplane line bundle A. The action
2
commutes with the holomorphic symplectomorphism γ induced by Γ. The
moment map Φ : P2 → R associated to · is given by
Φ([z0 : z1 : z2]) =
|z0|2 + 2 |z1|2 + 3 |z2|2
|z0|2 + |z1|2 + |z2|2 .
The space H(X) can be identified with the space of homogeneous poly-
nomials of any degrees; H̟(X) is the subspace of those monomials z
a
0 z
b
1 z
c
2
such that a + 2b + 3c = ̟. Notice that a + b + c is not constant and thus
H̟(X) is not contained in any space of homogeneous polynomials of given
degree. Anyhow Γ induces an action given by
(Γ · f)(z) =: f(Γ−1 z) ,
which preserves the isotypes H̟(X).
Every smooth function f = f(m) on M lifts to a r-invariant function
f = f(x) on X . We are led to the following definition, which is the main
object of study of this paper.
Definition 1.1. For any ̟ ∈ Ĝ = Zg, k ∈ N and smooth function f we
define equivariant Toeplitz operators
T k̟f = Πk̟ ◦Mf ◦ Πk̟ : Hk̟(X)→ Hk̟(X)
where Mf denotes the multiplication operator. More generally we should
consider the composition
Ψk̟ = Ψk̟(γ, f) =: γ˜k̟ ◦ T (k̟)f : Hk̟(X)→ Hk̟(X) .
For each ̟ ∈ Zg, we shall prove that the trace of Ψk̟ admits a complete
asymptotic expansion in decreasing power of k and we shall give an explicit
expression of the leading term. For the circle action case the study of Toeplitz
operators in this setting was already developed in [P2].
Before giving the statement of the main theorem, some notations are
needed. Let us denote with M̟ the pre-image via Φ of the ray R+ · ̟.
Under transversality assumption M̟ (if non-empty) is a connected compact
submanifold of M , of real codimension g − 1 (see Lemma 2.3 in [P1]). Fix
m ∈ M̟, the tangent space to the leaf of null foliation through m is given
by
valm (ker(Φ(m))) = valm
(
diag(̟)⊥t
)
,
where valm is the linear map ξ → ξM(m) induced by the valuation and
⊥t denotes the orthogonal complement with respect to the standard scalar
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product 〈·, ·〉t on t. Let us denote with H = expT (ker(Φ(m))). Thus, the
space M̟ =: M̟/H is an orbifold of complex dimension e = d − g + 1; we
denote with pM̟ : M̟ → M̟ the corresponding projection. Indeed, by
the Slice Theorem a neighborhood of any orbit H ·m = m0 is equivariantly
diffeomorphic to a neighborhood of the zero section of the associated principal
bundle
H ×Hm Nm ,
where Nm is the conormal space to H ·m in M̟ and Hm is the stabilizer of
m for the action of H , which is finite dimensional (see Lemma 2.7 in [P1]).
Therefore, for some ǫ > 0 and B2e(ǫ) ⊆ Nm, one has a homeomorphism
B2e(ǫ)/Hm ∼= U onto some neighborhood of m0 in M̟.
Given the weight ̟ ∈ Zg ⊆ t, we can define the circle group S whose
action ν : S ×M → M on M (respectively ν˜ : S ×X → X on X) is given
by restriction of the action of T. Let us denote with Tm the stabilizer of a
point m ∈M . The cardinality |Tm| need not be constant on M , but it does
attain a generic minimal value |T| on some dense open subset M ′, where
T ⊆ T is the stabilizer of each point in M ′ (Corollary B.47 of [GGK]). As a
consequence Hm equals a fixed value H on M
′.
Let us denote with X̟ =: X̟/T and pX̟ : X̟ → X̟ the projection;
we have the following diagram
X ′̟
π−→ M ′̟
pX̟ ↓ ↓ pM̟ (3)
X
′
̟ M
′
̟
Under the previous assumptions γX descends naturally to an automorphism
γX̟ : X̟ → X̟ whose fixed point locus has ℓ ∈ N connected components
denoted by FX̟ ,1, . . . , FX̟ ,ℓ, each of which has complex dimension dl and
complex co-dimension cl =: e− dl. Each component FX̟ ,1 pull-backs to the
r × ν-invariant locus F˜X̟ ,l =: p−1X̟(FX̟, l), which descends naturally to the
locus FM̟,l in M̟ thanks to diagram (3). Furthermore, given x ∈ F˜X̟ ,l,
there exists κj for each j = 1, . . . , |T| such that γX(x) = µ˜κj(x). The last
piece of notations consists in giving the following two definitions.
Definition 1.2. Let NM̟, l(m0) be the normal space to FM̟ , l at m0 in M̟,
and let γNl,m0 : NM̟ , l(m0)→ NM̟ , l(m0) be te unitary map induced by the
differential of γM̟ . For each tj ∈ T the map dmµtj descends naturally to a
map on NM̟, l(m0). For each t ∈ T we define the complex number
c
(j)
l =: detC
(
idNl, m0 − dm0γ−1M̟ ◦ dm0µtj
)
,
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notice that it is non-zero and it is constant on FM̟ , l.
Definition 1.3. Let us define:
f(m) =
∫
T
f(µt(m))dVT(t)
Theorem 1.1. Suppose that f is a smooth function on M , γ : M → M
given as above and 0 /∈ Φ(M). For each ̟ ∈ Ĝ let Ψk̟ as in Definition 1.1.
• If M̟ = ∅, then Ψk̟ = O(k−∞) for k ≫ 0.
• If M̟ 6= ∅ assume that Φ is transverse to the ray through ̟. Then as
k → +∞ there is an asymptotic expansion
trace (Ψk̟) ∼
ℓ∑
l=1
(
‖̟‖ k
π
)d+1−g−cl |T|∑
j=1
χ̟(κj)
k
c
(j)
l (γ)
· 1|H|
∫
F
M̟,l
‖Φ(m)‖−(d+2−g−cl) · f(m) dVF
M̟,l
(m)
·
(
1 +
∑
a≥1
k−a/2Ra,l,̟
)
.
Let us briefly describe how this asymptotics are related to prior literature.
First, If γ˜ is the identity and f = 1, the trace of Ψk̟ computes dim(Hk̟(X))
as k goes to infinity. Of course these dimensions was already obtained in
[P1]. For general f we are considering the asymptotics of the trace of the
level-k equivariant Toeplitz operator. For the circle action, these operators
were studied in [P2] where formulae for compositions and commutators were
proved. From the other side, if the action is the standard circle action and
f = 1 we provide a simple approaches for the asymptotics of the Lefschetz
fixed point formula.
The main tool in the proof is the local asymptotics for the projectors
Πk̟ as k → +∞ for torus actions contained in [P1]. The proof of Theorem
4 in [P1] is based on techniques from micro-local analysis and it relies on
asymptotics expansions for Szego¨ kernels, see [BG], [BS], [SZ] and [Z].
Finally let us remark that, the approach in proof of Theorem 1.1 is similar
to [P4] even if the perspective is different in the present paper. In fact, in
[P4] projectors appearing in Definition 1.1 are replaced by
Πk,̟ : L
2(X)→ Hk,̟(X)
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where Hk,̟(X) := Hk(X) ∩ H̟(X) and Hk(X) denote the isotypes of the
standard circle action and they can be identified with H0(M, A⊗k). Hence,
the analysis in [P4] fits with the general theme of Toeplitz quantization, see
[Ch], [MM], [S] and [MZ] for the equivariant setting. Instead in our case
Hk̟(X) need not be contained in a space of global sections see Example 1.1.
Our analysis builds on microlocal techniques that can be also applied in
the almost complex symplectic setting, see [SZ]. For the sake of simplicity,
we have restricted our discussion to the complex projective setting.
Acknowledgments I gratefully thank Prof. R. Paoletti for suggesting
me the study of this problem.
2 Proof of Theorem 1.1
Let dVX×X and dVX denote the volume densities of X ×X and X , respec-
tively. Then,
trace (Ψk̟) =
∫
X×X
Πk̟
(
γ−1X (x), y
)
f(y) Πk̟ (y, x) dVX×Y (x, y) (4)
=
∫
X×X
Πk̟ (x, γX(y)) f(y) Πk̟ (y, x) dVX×Y (x, y)
=
∫
X
Πk̟
(
γ−1X (y), y
)
f(y) dVX(y) .
Let us set
m(x, y) =: max {distX (T · x, X̟) , distX (T · x, T · y)} .
The first step in the proof consists in recalling the following Theorem of [P1].
Lemma 2.1 (Theorem 3 of [P1]). Assume that 0 /∈ Φ(M) and Φ is transver-
sal to R+ ·̟. Let C, ǫ > 0. Then, uniformly for
m(x, y) ≥ C kǫ−1/2 ,
we have Πk̟(x, y) = O(k
−∞) as k → +∞.
We can introduce a bump function ̺ : [0, +∞) → R with compact
support such that ≥ 0, supported in [0, 2C] and ̺ ≡ 1 on [0, C]. Hence, by
Lemma 2.1, we have
trace (Ψk̟) =
∫
X
̺
(
k1/2−ǫm(γ−1X (x), x)
)
Πk̟
(
γ−1X (x), x
)
f(x) dVX(x) .
(5)
6
We now refine once more the set of integration. Let us recall that
Fix(γX̟) is the fixed locus of γX̟ : X̟ → X̟ and pX̟ : X̟ → X̟
the projection. We will prove the following lemma.
Lemma 2.2. There exists C > 0 such that
distX
(
T · x, p−1X,̟(Fix(γX̟))
) ≤ C kǫ−1/2,
for all x in the support of (5).
Proof of Lemma 2.2. If x lies in the support of integral (5), then we have
that m(x, γ−1X (x)) < C k
ǫ−1/2. Let q ∈ X̟ be such that
distX(x, X̟) = distX(x, q) . (6)
Since the Riemannian metric gX on X is T-invariant, then X̟ is a Rieman-
nian orbifold and for each z1, z2 ∈ X̟ we have
distX(T · z1, T · z2) = distX̟(pX,̟(z1), pX,̟(z2)) , (7)
where distX̟ denote the Riemannian distance on X̟.
By hypothesis, we have
distX
(
x, p−1X,̟(Fix(γX̟))
) ≤ distX (x, q) + distX (q, p−1X,̟(Fix(γX̟)))
≤ C kǫ−1/2 + distX̟
(
pX,̟(q), Fix(γX̟)
)
.
Thus, the statement follows by the following lemma.
Lemma 2.3. Let q as in (6), then we have
distX̟
(
pX,̟(q), Fix(γX̟)
) ≤ C kǫ−1/2 .
Proof of Lemma 2.3. The Lemma is a consequence of the inequalities
distX̟ (pX,̟(q), γ̟(pX,̟(q))) ≤ C kǫ−1/2 (8)
and
distX̟ (pX,̟(q), γ̟(pX,̟(q))) ≥ distX̟
(
pX,̟(q), Fix(γX̟)
)
. (9)
First, let us prove inequality (8). By (7) and recalling that γX ◦ pX,̟ =
pX,̟ ◦ γ̟, we have
distX̟ (pX,̟(q), γ̟(pX,̟(q))) = distX (T · q, T · γX(q))
≤ distX (T · q, T · x) + distX (T · x, T · γX(y))
≤ C kǫ−1/2 + distX
(
T · x, T · γ−1X (x)
)
+ distX
(
T · γ−1X (x), T · γX(q)
)
≤ C kǫ−1/2 .
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with abuse the constant C may change lines by lines.
Now we show that inequality (9) holds true. Let us denote with FX̟ , l,
l = 1, . . . ℓ, the connected components of Fix(γX̟) and with NX̟,l the cor-
responding normal bundles. For each ǫ > 0, we define
N
(ǫ)
X̟ ,l
:= {(x0, n) ∈ NX̟ ,l : ‖n‖ < ǫ}
and F
(ǫ)
X̟ , l
⊆ X is a tubular neighborhood of FX̟, l such that
expl : N
(ǫ)
X̟ ,l
→ X̟
induces a diffeomorphism onto F
(ǫ)
X̟ , l
and furthermore F
(ǫ)
X̟ , l1
∩F (ǫ)
X̟, l2
= ∅ for
all l1 6= l2 ∈ {1 . . . , ℓ}. Since FX̟ , l is compact and expl(x0, ·) is an isometric
immersion, we have
2 ‖n− n′‖ ≥ distX̟ (expl (x0, n) , expl (x0, n′)) ≥
1
2
‖n− n′‖ (10)
for every x0 ∈ FX̟ , l and (x0, n), (x0, n′) ∈ N (ǫ
′)
X̟ ,l
∩N (ǫ)
X̟,l
.
If k is sufficiently large, on the support of (5), we have
pX̟(q) ∈
ℓ⋃
l=1
F
(ǫ)
X̟, l
and hence we can write pX̟(q) = expl(q0, n) for some (q0, n) ∈ N (ǫ)X̟ ,l. Hence,
making use of (10), we finally have
distX̟
(
pX̟(q), γX(pX̟(q))
)
= distX̟
(
expX¯̟ (q0, n) , γX̟ ◦ expX¯̟ (q0, n)
)
= distX̟
(
expX̟ (q0, n) , expX̟ ◦ dq0γX̟ (n)
)
≥ 1
2
‖dq0γ̟ (n)− n‖
≥ 1
2
inf{ |λi − 1| } ‖n‖
≥ 1
4
inf{ |λi − 1| } distX
(
q, Fix(γX̟)
)
where λi’s are the eigenvalues of dy0γX̟ and λi 6= 1 for all i. Thus inequality
(9) holds true and Lemma 2.3 is proved.
The proof of Lemma 2.2 is thus concluded.
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Heisenberg coordinates for the unit circle bundle X are defined in [SZ],
we recall briefly the notations and we refer to [SZ] for the precise definitions.
Given U ⊆ M , a preferred local chart F : U × B2 d(ǫ) → Cd is determined
by a preferred local coordinates
f(m) =: F(m, ·) : B2 d(ǫ)→ Cd ,
which means that it trivializes the unitary structure. On the other hand, a
preferred local frame e : U → A at m is a local frame satisfying e∗(m) =
x and 〈e∗, e〉 = 1. Explicitly, for any y ∈ X there exist a neighborhood
X(U) = π−1(U) of y ∈ X (where U ⊆M), ǫ > 0 and a smooth map
Ψ : X(U)×B2 d(ǫ)× (π, π)→ X
such that
ψ(x) =: Ψ(x, ·, ·) : B2 d(ǫ)× (π, π)→ X, (z, ϑ) 7→ eı ϑ · e
∗ (f(z))
‖e∗ (f(z))‖
(11)
which is called a Heisenberg local chart for X centered at x. Following [SZ],
if w ∈ TmM and ‖w‖ < ǫ, we set
ψ(w, 0) =: x+w .
First, let us modify the moving preferred local chart onM . Let us restrict
to M ′, the locus where the stabilizer of each point is constantly equal to a
fixed finite subset T. Hence for each m ∈ M ′ we have Hm = H and denote
with
p′
M̟
: M ′̟ →M̟ .
the projection. For each sufficiently small open subset U ⊆ M ′̟ let us set
section σ : U → M ′ for the projection p′
M̟
. Since the action is locally free
on M ′, we have the following.
Lemma 2.4. The map µσ : H × U →M ′̟ given by
µσ(h, m0) =: µh(σ(m0))
is a |H|-to-1 covering; its image is a µ-invariant tubular neighborhood of the
H-orbit of m = σ(m0).
Fix a point m0 ∈M̟ and consider a small neighborhood U of m0 inM̟.
By the discussion above, we have a covering map
F̟ : H × U × B2 d(ǫ)→M , (12)
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such that for any (h, m0) ∈ H × U , the partial map
f(h,m0)̟ =: F̟(h, m0, ·, ·) : B2d(ǫ)× (−π, π)→M
is a preferred local chart forM centered at µh(σ(m0)), whose image is a small
neighborhood U of µh(σ(m0)) in M . Furthermore, we adopt the following
notation (
f(h,m0)̟
)−1
=:
(
z
(h,m0)
1 , . . . , z
(h,m0)
d
)
: U → B2 d(ǫ) (13)
for corresponding local coordinates. We identify R2d = Cd in the standard
manner, thus z
(h,m0)
j : U → C in equation (13) is a smooth function; define
a
(h,m0)
j =: ℜ(z(h,m0)j ), b(h,m0)j =: ℑ(z(h,m0)j ) : U → R . (14)
It is natural here to use an equivariant version of (11) when x ∈ X̟, as
introduced in [P2], Section 2.9. Let us define
S =: expT (ıR ·̟) .
For each x ∈ X̟, we shall modify the map ψ(x) in order to incorporate
the circle action ν˜ : S × X → X (the restriction of µ˜ to S) instead of the
standard one. For each m ∈ M̟ we have 〈Φ(m), ξ〉 6= 0; then by (1) we
have ξX(x) 6= 0 for every x ∈ X̟. Hence ν˜ is locally free on X̟, and every
x ∈ X̟ has finite stabilizer S1x ⊆ S1. For each x ∈ X̟, by composing with
ν˜, we obtain a map (ψ
(x)
̟ )′ : S1 ×B2 d(ǫ)→ X by letting
(ψ(x)̟ )
′(eı ϑ, v) =: ν˜eıϑ(x+ v) . (15)
Working in coordinates on S, this yields a map ψ
(x)
̟ : (−π, π)×B2 d(ǫ)→ X
setting
ψ(x)̟ (ϑ, v) =: ν˜eıϑ(x+ v) (x ∈ X̟) . (16)
The proof of the following Lemma is obtained arguing in a similar way
as in Section 2.9 of [P4], see especially Lemmas 39 and 40.
Lemma 2.5. The map (ψ
(x)
̟ )′ is an |S1x| : 1-covering, its image is an invari-
ant tubular neighborhood of the S1-orbit through x.
Proof. Let us denote with ϑ = (ϑ1, . . . , ϑg) be the collective angular coordi-
nates on T, and set ξj = ∂/∂ϑj |0. Choose a basis of t such that ξ1 =: ̟/‖̟‖
and {ξ2 . . . ξg} is a basis for ker(Φ(m)) for each m ∈M̟. Also, let
Φj =: 〈Φ, ξj〉 : M → R, ϑ · Φ =:
g∑
j=1
ϑj · Φj , and ϑ · ξM =:
g∑
j=1
ϑj ξj M .
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First, let us prove that ψ
(x)
̟ is locally a diffeomorphism when x ∈ X̟.
Let us denote m = π(x) and notice that Φ1(m) 6= 0. By Corollary 2.2 in
[P1], we have
ν˜−ϑ(x+ v) =x+ (ϑ · Φ1(m) + ωm(ϑ · ξ1,M(m), v), v − ϑ · ξ1,M(m))
+O(‖(ϑ, v)‖2) .
The Jacobian matrix at the origin of (ψ(x))−1 ◦ ψ(x)̟ is then
jac(0, 0)
(
(ψ(x))−1 ◦ ψ(x)̟
)
=
(
id2d H(m)
0t Φ1(m)
)
, (17)
where H(m) ∈ R2d is the local coordinate expression of ξ1,M(m) ∈ TmM
(viewed as a column vector). Thus ψ̟ is a local diffeomorphism at (1, 0) ∈
T1 × B2 d(0, ǫ). Therefore, if T ⊆ T1 is a sufficiently small neighborhood of
the identity, then for small ǫ > 0, the restriction of ψ̟ to T
1×B2d(0, ǫ) is a
diffeomorphism onto its image.
Since the stabilizer of x is S1x, the inverse image (ψ
(x)
̟ )′−1(y) contains at
least |S1x| distinct elements. Arguing as in Lemma 39 of [P2] one can actually
prove that it has exactly |S1x| inverse images, sufficiently close to the orbit
through x.
Recall that, for each l = 1, . . . ℓ, FX̟ , l is the connected component
of Fix(γX̟) and F˜X̟, l is the pullback of the locus FX̟ , l on X̟. Given
x ∈ F˜X̟ , l with π(x) = m, then for each v ∈ TmM̟ the map ψ(x)̟ (ϑ, v)
defines local coordinates at x in an open neighborhood U in X̟.
Let FM̟ , l and NM̟, l be as in the Introduction. We denote with NM, l the
normal bundle in M to p∗
M̟
(FM̟, l). By the T-invariance of M̟ and FM, l,
we can modify the local coordinates of equations (13) and (14). Hence for
every h ∈ H and m0 ∈ U we obtain preferred local coordinates centered in
µσ(h, m0) such that the following two conditions are satisfied
i) M̟ ∩ U =
{
b
(h,m0)
d−g+2 = · · · = b(h,m0)d = 0
}
;
ii) FM, l ∩ U =
{
z
(h,m0)
dl+1
= · · · = z(h,m0)d−g+1 = b(h,m0)d−g+2 = · · · = b(h,m0)d = 0
}
.
Along the line of [P1], Section §2.2, we introduce a decomposition of TmM
when m ∈M̟. Under the transversality assumption, we have
TmM = T
t
mM ⊕ T vmM ⊕ T hmM , (18)
where
T tmM := Jm̟
⊥t
M (m) , T
v
mM := ̟
⊥t
M (m)
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and
T hmM :=
(
T vmM ⊕ T tmM
)⊥g
.
We can use this decomposition to write v as
v = vh, nor + vt
where vh, nor ∈ T hmM ∩NM, l(m) and vt ∈ T tmM . In such a way that, for each
j = 0 . . . , g − 2 and i = 0 . . . , cl − 1, we can write
b
(h,m0)
d−j = vt and z
(h,m0)
d−g+1−i = vh, nor .
Lemma 2.6. Suppose that f is a continuous function on X. Consider a
small equivariant tubular neighborhood T (FX, l) of p∗X̟(FX̟ , l) in X, we have∫
T (FX, l)
f dVX =
∫ π
−π
|dϑ|
∫
H
dVH(h)
∫
B2dl (ǫ)
dVFX, l(x0)
∫
B2cl+g−1(ǫ)
dL(v)
1
2 π |T| ·
[
f
(
ψ(x0,h)̟ (ϑ, v)
) · D(m) · (‖Φ(m)‖ + A(v))]
where A(v) = O(v) and
D(m) =:
√
D(m) (m ∈M̟) ;
where D(m) is the change of basis matrix between the two Euclidean struc-
tures on ker(Φ(m)) induced from t and TmM , respectively.
Proof of Lemma 2.6. As a consequence of (17) and Lemma 2.5, we have
(ψ(x)̟ )
∗(dVX) = (ψ(x) ◦ (ψ(x))−1 ◦ ψ(x)̟ )∗(dVX) (19)
= ((ψ(x))−1 ◦ ψ(x)̟ )∗((ψ(x))∗dVX)
= ((ψ(x))−1 ◦ ψ(x)̟ )∗(V(ϑ,v)|dϑ|dL(v))
=
(V ◦ (((ψ(x))−1 ◦ ψ(x)̟ ))) ·| det (jac (((ψ(x))−1 ◦ ψ(x)̟ )))| |dϑ|dL(v) .
Inserting the determinant of (17) in the last line of (19), we get at (0, 0)
(ψ(x)̟ )
∗(dVX)(0, 0) =
1
2π
Φ1(m) |dϑ|dL(v). (20)
To prove (20) at (ϑ0, 0), we replace ϑ ≃ ϑ0 by ϑ + ϑ0 with ϑ ≃ 0 and note
that νϑ+ϑ0(x+ v) = νϑ (νϑ0(x+ v)). Since
ψ(x)(ϑ0, v) = e
ı θ · (νϑ0(x+ v))
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is a system of Heisenberg Local Coordinates centered at νϑ0(x), one can
argue as in the previous case. Also notice that for each m ∈ M̟ we have
Φ(m) = (‖Φ(m)‖̟)/‖̟‖ and thus Φ1(m) = ‖Φ(m)‖.
The underlying preferred coordinates on M can also be modified by in-
cluding the action of H as in (12). In view of Lemma 2.4 the map µσ is a
|H|-to-1 covering of the orbit H ·m. Since the map h 7→ h ·m is a covering
map of the H-orbit, we have
V Heff (m) · |Hm| =
∫ π
−π
dϑ1 · · ·
∫ π
−π
dϑg−1
[√
D(m)
]
= (2 π)g−1
√
D(m) ,
where V Heff (m) is the volume of the orbit H ·m and D(m) is defined in the
statement of Lemma. By invoking Lemma 3.9 of [DP] we can conclude.
Let us now return to (5). For every l = 1, . . . , ℓ, let {Ul h}h be a finite
open cover of p∗
X̟
(FX̟, l) and let
{τl h : Ul h → R }l, h (21)
be an equivariant smooth partition of unity subordinate to this cover. By
making use of Lemma 2.6 and inserting the relation (21) in (5) we obtain the
following oscillatory integrals
trace (Ψk̟) ∼
∑
l h
trace (Ψk̟)l h
where
trace (Ψk̟)l h =
∫
R
cl
dL(vh,nor)
∫
Rg−1
dL(vt)
∫
T
dVT(t)
∫
Ul h
dVF
X̟, l
(x0)
(22)[
̺h,nor
(
k1/2−ǫ vh,nor
)
̺t
(
k1/2−ǫ vt
)
τl h(x0) f(µ˜t(σ(x0) + vh,nor + vt))
· 1|T| · D(m) · (‖Φ(m)‖+ A(v))
· Πk̟
(
γ−1X (µ˜h(σ(x0)) + vh, nor + vt), µ˜h(σ(x0)) + vh,nor + vt
)]
;
noticed that in (22) we use that the action of T commutes with γX and
Πk̟(x, t · y) = χk̟(t) ·Πk̟(x, y) . (23)
Now we shall use the asymptotic expansion for scaling limits of equiv-
ariant Szego¨ kernels obtained in [P1]. Theorem 4 in [P1] concerns off-locus
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asymptotics expansions along directions in the normal bundle T tM . One can
generalize them for arbitrary displacements as follow.1 For each x ∈ X̟ and
vi ∈ TxX , i = 1, 2 and vi = (θi,vi), we have
Πk̟
(
x+
v1√
k
, x+
v2√
k
)
(24)
∼ e
ı
√
k λ̟(m) (θ1−θ2)
(
√
2 π)g−1D(m)
(
‖̟‖ · k
π
)d+(1−g)/2
·
(
1
‖Φ(m)‖
)d+1+(1−g)/2
·
(∑
t∈Tm
χ̟(t)
k eλ̟(m)Em(dmµ˜t−1 (v),w)
)
·
(
1 +
∑
j≥1
Rj(m, v1, v2) k
−j/2
)
,
where λ̟(m) =: ‖̟‖/‖Φ(m)‖, Rj is polynomial in the vi’s,
E(v1, v2) := ı ωm (A(v1, v2), ,v1 h) + ψ2 (v1 h −A(v1, v2)h, v2 h) (25)
− ‖v1 t‖2 − ‖v2 t‖2
ı ωm (v1 v, v1 t)− ı ωm (v2 v, v2 t) ,
and
A(v1, v2) =:
θ2 − θ1
‖Φ(m)‖ ξ1,M . (26)
We need to adapt the fourth line of equation (22) to make use of the
expansion (24). Pick x0 ∈ FX, l, for each j = 1, . . . , T there exists κj ∈ T
such that
γ−1X (σ(x0)) = µ˜κj(σ(x0)) .
Fix κ = κj, of course κj = κ · tj with tj ∈ T. Let us denote with x(κ, h) =
µ˜κh(σ(x0)), x(h) = µ˜h(σ(x0)) and similarly m(h) = µh(σ(m0)). Further-
more, since the map γX : X → X is a Riemannian isometry, we deduce
that
γ−1X ◦ expx = expγ−1
X
(x) ◦ dxγ−1X .
Hence, for all v ∈ Tµh(σ(m0))M we have
γ−1X (x(h) + v) = x(κ, h) + dx(h)γ
−1
X (v) . (27)
Similarly, we should write
x(h) + v = µ˜κ−1
(
x(κ, h) + dx(h)µ˜κ(v)
)
. (28)
1These expansions come from unpunished notes of Prof. R. Paoletti. Although in a
more general setting they are also contained in [Ca].
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Thus, inserting equations (27) and (28) in the last line of (22), we obtain
Πk̟
(
γ−1X (x(h) + v), x(h) + v
)
= Πk̟
(
x(κ, h) + dx(h)γ
−1
X (v), µ˜κ−1
(
x(κ, h) + dx(h)µ˜κ(v)
))
= χk̟(κ) ·Πk̟
(
x(κ, h) + dx(h)γ
−1
X (v), x(κ, h) + dx(h)µ˜κ(v)
)
where we applied (27), (28) and (23).
Let us set v = vh,nor+vt. The map dγ
−1
X preserves the norm and decom-
position defined in (18), thus we have
dx(h)γ
−1
X (vh, nor + vt) = dx(h)γ
−1
X (vh, nor) + dx(h)γ
−1
X (vt) (29)
and where the former (respectively, the latter) term in the right hand side
lies in T hm(h)M ∩ NM, l (respectively in T tm(h)M). The analogue of (29) for
dx(h)µ˜κ holds true and furthermore dx(h)γ
−1
X and dx(h)µ˜κ preserve the norm.
Thus, the expression (25) has the following form
E(dx(h)γ
−1
X (v), dx(h)µ˜κ(v)) :=ψ2
(
dx(h)γ
−1
X (vh, nor), dx(h)µ˜κ(vh,nor)
)
− 2 ‖vt‖2.
We rescale v by a factor k−1/2 and integrate the rescaled variables over
a ball of radius ∼ kǫ in (22), this gives a factor k−cl−(g−1)/2. Using Taylor
expansions, we obtain
f
(
ν˜eı θ
(
x(h) +
vh,nor√
k
+
vt√
k
))
= f(x(g)) +
∑
j≥1
k−j/2 fj(v) , (30)
and similarly, adapting (24) in this case, we have
Πk̟
(
x(κ, h) + dx(h)γ
−1
X
(
v√
k
)
, x(κ, h) + dx(h)µ˜κ
(
v√
k
))
(31)
∼ 1
(
√
2 π)g−1D(m)
(
‖̟‖ · k
π
)d+(1−g)/2
·
(
1
‖Φ(m)‖
)d+(1−g)/2+1
·
(∑
t∈T
χk̟(t) · eλ̟(m) [ψ2(dx(h)γ
−1
M (dmµ˜t(vh, nor)), dx(h)µ˜κ(vh, nor))−2 ‖vt‖2]
)
·
(
1 +
∑
j≥1
Rj(m, v) k
−j/2
)
.
Every vector v ∈ T hmM̟ \ {0} descends naturally to a non vanishing
vector in Tm0M̟ (where m0 = pM,̟(m)):
T hmM̟ → Tm0M̟
v 7→ v̟ .
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Thus ψ2 descends to a function on TmM̟. Furthermore, by Definition 1.2,
for ever t ∈ Tm let us denote with Λ(t)l ∈ U(cl) the restriction of dγM̟ ◦dµt−1
to the normal subspace of FM̟ , l at m0 in the induced coordinates. Let
{v1, . . .vcl} be an orthonormal basis of Ccl composed of eigenvectors of Λ(t)l ,
with the corresponding eigenvalues λ
(t)
1 . . . λ
(t)
cl ∈ S1 \ {1}. If (vh,nor)̟ =∑cl
j=1 aj vj , we have
ψ2
((
Λ
(t)
l
)−1
(vh,nor)̟, (vh, nor)̟
)
=
cl∑
j=1
(λ¯
(t)
j − 1) |aj|2 . (32)
Furthermore, notice that
λ̟(m)ψ2 (u, w) = ψ2
(√
λ̟(m)u,
√
λ̟(m)w
)
= ψ2 (u
′, w′) , (33)
where we set v′ =
√
λ̟(m)v.
Arguing in a similar way as in [P3] (see especially equations (63) and
(64)) and making use of (32) and (33), we obtain∑
t∈T
χ̟(t)
k
∫
Ccl
exp
(
λ̟(m)ψ2
((
Λ
(t)
l
)−1
(vh, nor)̟, (vh,nor)̟
))
dL(vt)
(34)
= λ̟(m)
cl ·
∑
t∈T
χ̟(t)
k
∫
C
cl
exp
(
cl∑
j=1
(λ¯
(t)
j − 1) |aj|2
)
da
= λ̟(m)
cl ·
∑
t∈T
χ̟(t)
k
cl∏
j=1
∫
C
cl
exp
(
(λ¯
(t)
j − 1) |u|2
)
du
= λ̟(m)
cl ·
∑
t∈T
χ̟(t)
k
cl∏
j=1
1
λ¯
(t)
j − 1
= λ̟(m)
cl ·
∑
t∈T
χ̟(t)
k π
cl
c
(t)
l (γ)
.
Furthermore, we are led to compute the following integral∫
Rg−1
e−2λ̟(m) ‖vt‖
2
dL(vt) =
(
π
2 λ̟(m)
)(g−1)/2
. (35)
To complete the proof of Theorem 1.1 we need only to insert (31) and (30)
in (22), making use of (35) and (34). Eventually, notice that the integral
over FX̟,l can be written as an integral over FM̟ ,l by simply pulling back
the measure dVX̟ on dVX and then pushing forward on FM̟ ,l:
p∗
M̟
(dVF
M̟,l
) = ‖Φ(m)‖ p∗
X̟
(dVF
M̟,l
) .
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