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Abstract
We describe our present understanding of the relations between the
behaviour of asymptotically flat Cauchy data for Einstein’s vacuum field
equations near space-like infinity and the asymptotic behaviour of their
evolution in time at null infinity.
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1 Introduction
There are no doubts any longer that the idea of gravitational radiation refers
to a real physical phenomenon. Framing, however, a precise underlying math-
ematical concept still poses problems. The work on gravitational radiation by
Pirani, [62], Trautman [69], Sachs [63], [64] Bondi [10], Newman and Penrose
[58] and others, which was brought in a sense to a conclusion by Penrose [59],
[60], is based on the idealization of an isolated self-gravitating system. It requires
information on the long time evolution of gravitational fields which at the time
could only be guessed. Ten years before these developments Y. Choquet-Bruhat
had achieved a breakthrough in the mathematical analysis of the local Cauchy
problem for Einstein’s field equations [11]. However, the technical means to de-
rive the fall-off behaviour of gravitational fields at far distances and late times
from ‘basic principles’ were not available in the 1960’s. In the meantime there
has been a considerable progress in controlling the asymptotic structure of so-
lutions to Einstein’s field equations but it is still not quite clear which ‘basic
principles’ to assume here.
In the following we shall report on work which aims at closing various gaps in
the study of gravitational radiation, the analysis of the Einstein equations, and
the calculation of wave forms. Sections 2 - 5 present a fairly detailed discussion
of the underlying analytical structures and of the recent results which led to the
author’s present understanding of the situation. To maintain the flow of the
arguments, the reader is referred for derivations to the original literature. In
sections 6 and 7 will be given new results and detailed arguments.
Penrose’s proposal to characterize far fields of isolated systems in terms of
their conformal structure ([59], [60]) has been criticized over the years on sev-
eral grounds; various variations, alternatives, etc. have been proposed (cf. [5],
[13], [14], [17], [26], [66], [70], [73], and references given therein). Some au-
thors consider the smoothness requirements on the conformal boundary as too
restrictive and suggest generalizations (cf. [17], [70], [73]). Doubts have been
raised as to whether non-trivial asymptotically simple solutions to the vacuum
field equations exist at all ([14]) and it has been argued that the smoothness
of the conformal boundary required in [59] excludes interesting physics ([13]).
The wide range of opinions on the subject is illustrated by the curious contrast
between this emphasis on subtleties of the asymptotic smoothness and claims
that ‘null infinity is too far away for modelling real physics’ (cf. [26], [66]).
In [26] even the asymptotically flat model is abandoned and replaced by a
time-like cut model. The latter introduces a spatially compact time-like hyper-
surface T which is chosen in an ad hoc fashion to cut off ‘the system of interest’
from the rest of the ambient universe. The idea then is to study the system
which has thus been ‘isolated’ as an object of its own.
The usefulness of any such suggestion can only be demonstrated by analysing
its mathematical feasibility. This becomes clear when one tries to calculate
wave forms numerically. Such calculations cannot be based on hand waving or
physical intuition. The design of an effective numerical computer code requires
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a precise mathematical formulation.
The analysis of the time-like cut model reduces to a study of the initial
boundary value problem for Einstein’s field equations in which boundary data
are prescribed on T and Cauchy data are given on a space-like hypersurface S
which intersects T in the space-like surface ∂S. In [42] has been given a fairly
complete analysis of this problem for Einstein’s vacuum field equations. This
study is only local in time, but it provides insights into the basic problem. So
far, the time-like cut model raises many more questions than it appears able to
answer.
How is T to be chosen ? Physical considerations may lead to suggestions
when the system of interest is ‘sufficiently far’ away from other systems. How-
ever, there is in general no preferred physical or geometrical choice for T . (It
is instructive to compare this with the anti-de Sitter-type solutions, where the
time-like boundary J at space-like and null infinity is determined geometrically
and the boundary data can be prescribed in covariant form (cf. [36]).)
The boundary must be characterized by some implicit or explicit geometrical
condition. A natural choice is to prescribe its mean extrinsic curvature. Its
evolution in time is then defined implicitly by a quasi-linear wave equation
which itself depends in a non-local way on the data given on S and T (cf. [42]).
Long time calculations thus require an extra effort to control the regularity of
the boundary.
The gauge is related on the time-like boundary T directly to the evolution
process. It depends on the (implicit) choice of a time-like unit vector field tan-
gent to T . While the data which are prescribed on the space-like hypersurface
S allow one to analyse the local geometry near S at any desired order, the data
which can be prescribed on the boundary T provide very little information on
the local geometry near T . All this makes it particularly difficult to show that
the gauge and the constraints are preserved under the evolution in time.
These properties imply in general a non-covariance of the boundary condi-
tions and data. Moreover, due to the fact that no causal direction is distin-
guished on T there does not seem to exist a natural ‘no incoming radiation
condition’ and, in particular, no natural concept of ‘outgoing radiation’. In
fact, it appears difficult to associate with the initial boundary value problem
any ‘simple’ quantities which characterize the system and its dynamics and
which can be related to observational data.
While the discussion in [42] singles out data which are mathematically ad-
missible, it is far from clear what should be prescribed on T from the physical
point of view. The ‘correct’ data induced by the ambient universe will never be
known. The information fed into ‘the system’ by the data prescribed on T can
hardly be assessed. In long time calculations it may alter the character of the
system drastically.
Because of these difficulties the time-like cut model appears not very promis-
ing. Nevertheless, it is of interest because of its similarity to the standard
approach to numerical relativity, where an artificial time-like boundary is in-
troduced to render the computational grid finite. It is expected here that the
assumption of asymptotic flatness together with a judicious choice of the bound-
3
ary will alleviate some of the difficulties pointed out above.
At present the only satisfactory solution to the gravitational radiation prob-
lem is based on the assumption of asymptotical flatness and the most elegant
and geometrically natural definition of the latter is provided by the idea of
the conformal boundary at null infinity introduced in [59]. While useful physi-
cal concepts can be associated with a conformal boundary which is sufficiently
smooth (cf. [4], [46], [61] and the references given there), the possible degree of
differentiability, which encodes the fall-off behaviour of the gravitational field,
still poses questions. This article deals with this particular issue and tries to
disentangle its various aspects and difficulties.
Einstein’s field equations admit certain conformal representations which in
the following will be referred to as conformal field equations. These equations
are ‘regular’ in the sense that they imply in a suitable gauge equations which
are hyperbolic even at points of null infinity ([28], [29]). This fact has been
used to show that the smoothness of the conformal boundary is preserved if it is
guaranteed on the initial slice S of an hyperboloidal initial value problem ([31],
[33], cf. also [38]). The subsequent analysis of hyperboloidal initial data ([3],
[1], [2]) showed the existence of a large class of smooth hyperboloidal data for
the conformal field equations. The construction of such data requires the ‘free
data’ to satisfy a finite number of conditions at the space-like boundary ∂S at
which the hyperboloidal slice S intersects future null infinity J+.
However, the work referred to above also shows the existence of a large class
of hyperboloidal data which are smooth on S \ ∂S but possess a non-trivial
polyhomogeneous expansion at ∂S, i.e. an asymptotic expansion in terms of
xk logj x where x is a defining function of the boundary ∂S, which vanishes on
∂S. Logarithmic terms can occur as a consequence of the constraint equations
even if the free data extend smoothly to ∂S. Recently, it has been shown
that certain hyperboloidal data which are polyhomogeneous at ∂S evolve into
solutions to the conformal field equations which possess generalized conformal
boundaries near the initial slice ([18], [57]). While the precise behaviour of
these solutions near that boundary still needs to be analysed, the result shows
that the use of the conformal field equations and the characterization of the
edge of space-time in terms of its conformal structure are not restricted to
asymptotically regular situations.
We conclude from these results that in the standard Cauchy problem the
field equations decide on the degree of smoothness of the conformal boundary
at null infinity in arbitrarily small neighbourhoods of space-like infinity.
There are other reasons to study the region near space-like infinity. The
hyperboloidal initial value problem is intrinsically time-asymmetric. To anal-
yse in the same picture incoming radiation, a non-linear scattering process, and
outgoing raditation, one needs to include space-like infinity (as pointed out al-
ready in [60]). Also, if the hyperboloidal data are not distinguished by special
features as, for instance, the presence of a trapped surface, it is not clear which
part of the imagined space-time is covered by their evolution. They could repre-
sent a hypersurface close to time-like infinity or close to a Cauchy hypersurface
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(a difficulty shared with the characteristic initial value problem and the initial
boundary value problem).
This should not obscure the fact that numerical calculations of space-times
from hyperboloidal data allow one to determine wave forms for many ‘realis-
tic’ physical processes. So far the only semi-global calculations of space-times,
including their radiation fields at null infinity, are based on hyperboloidal and
characteristic initial value problems (cf. [27], [52], [53], and the article by L.
Lehner and O. Reula, this volume).
We are thus left with the following task: (i) characterize the data which
evolve near space-like infinity into solutions of prescribed smoothness at null
infinity, (ii) analyse for which of these data physical concepts and requirements
(linear and angular momentum at space-like and null infinity, reduction of the
asymptotic gauge (BMS) group to a Poincare´ group, . . . ) can be meaningfully
introduced and a satisfactory physical picture can be established.
The first step is technically the most difficult one. It requires us to control
under fairly general assumptions the effect of the quasi-linear, gauge hyperbolic
field equations over infinite regions of space-time. Moreover, the asymptotic
behaviour of the solutions has to be determined with a precision which excludes
any further refinement.
Once this step has been taken, many considerations of the second step will
reduce to straightforward, though possibly quite lengthy, calculations. Nev-
ertheless, the second step is of crucial importance. At this stage one has to
observe that the notion of asymptotic flatness is not part of the general theory;
it is an idealization which chosen to serve a purpose. While it is suggested to
us by important solutions such as those of the Kerr family, it is far from being
determined by the equations alone. There remains a large freedom to decide on
the asymptotic behaviour of the fields.
To make one’s choice, one needs to know the mathematical options and
has to decide on the physical questions to be answered. A theorem which
characterizes the most general Cauchy data on S˜ = R3 for which the maximal
globally hyperbolic Einstein development is null geodesically complete and for
which the Riemann tensor goes to zero at (null) infinity would be mathematically
quite an achievement but, by itself, insufficient from the point of view of physics.
We are not interested here in discussions of asymptotically flat solutions
with ‘observations’ referring to the roughness of the asymptotic structure as, for
instance, in [70]. We rather wish to understand whether (i) the solution models
a ‘system of physical interest’ and (ii) its far field and asymptotic structure
allow one to extract information on the system which characterizes its physical
nature and can be related to observational data.
This task is neither easy nor well defined. The studies of the last 40 years
provide some understanding of the situations one may expect to observe (col-
lapse to a black hole, mergers of black holes, . . .). By exploring, however, the
questions above in a general setting, new phenomena may be encountered (cf.
[12], [49] for an example). But given that the interior is understood to some
degree, what do we do about (ii) ?
Recent results on the constraint equations exhibit possibilities to modify
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asymptotically flat vacuum data ‘far out’ without affecting the interior. The
data can be made to agree near space-like infinity with exact Schwarzschild or
Kerr data ([20], [21]), with even more general static resp. stationary data, or
with data which are only asymptotically static resp. stationary ([16]) (cf. also
the discussion in the article by R. Bartnik and J. Isenberg, this volume, for
other techniques of modifying or extending solutions to the constraints).
These results have been used to settle a question which has been open for
a long time. Since data which are static or stationary near space-like infinity
evolve into solutions which possses a smooth conformal boundary at null infinity
(cf. [23]), these solutions contain smooth hyperboloidal hypersurfaces. Recently
P. Chrus´ciel and E. Delay have shown the existence of families of Cauchy data on
R3 which are static outside a fixed radius and have members of arbitrarily small
ADM-mass. The corresponding solutions contain hyperboloidal hypersurfaces
to which the results of [33] apply. This demonstrates the existence of non-
trivial asymptotically simple solutions to Einstein’s vacuum field equations with
prescribed smoothness of the asymptotic structure ([15]).
More recently S. Klainerman and F. Nicolo` revisited their work in [55] and
showed ([56]) that their solutions will have the Sachs peeling property ([63], [64])
if the data are subject to certain asymptotic conditions. However, the class of
data which meet these requirements still needs further analysis.
The new flexibility in constructing asymptotically flat initial data also allows
one to illustrate some difficulties of the asymptotically flat space-time model.
Let (S, d) denote the initial data where S is the hypersurface considered in our
discussion of the time-like cut model and d indicates the fields induced on S by
the cosmological model. Suppose that (S ′, d′) is an asymptotically flat initial
data set for which there exists an embedding φ : S → S ′ such that the push
forward of d by φ is in a suitable sense ‘close’ to d′ on φ(S). The evolution in
time of the data (S ′, d′) can then be considered in some neighbourhood of φ(S)
as a good approximation of the evolution of d in the cosmological model.
If the set S is chosen large enough and close to the region where the system
is undergoing a wave generation process, the main part of the wave signal will
reach null infinity at a finite retarded time. The fact that for very late times the
data on S ′ \ φ(S) will create a deviation of our solution from the cosmological
one is likely to be irrelevant in many interesting situations. From a pragmatical
point of view it may be considered the main purpose of the asymptotically
flat space-time extension beyond the domain of dependence of φ(S) to allow
perturbations of the gravitational field generated near φ(S) to unfold into a
clean wave signal which can be read off at null infinity.
Since changes near space-like infinity affect the field, however weakly, at all
later times, they may have an important effect in the case of black hole solutions.
One may envisage the collapse of pure gravitational radiation to a black hole
as being modelled by vacuum solutions which arise from smooth asymptotically
flat data on R3, admit smooth, complete (cf. [47]) conformal boundaries J ±,
and possess future event horizons while all past directed null geodesics require
endpoints on J −. At present nothing is known about such solutions and they
may not exist. Is it conceivable then that there exist solutions which show
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all the (suitably generalized) features listed above but have a rough conformal
boundary ? Could such boundaries allow for a ‘higher radiation content’ ?
If that were the case the restriction to smooth conformal boundaries might
preclude the discussion of certain interesting physical phenomena.
Clearly, the large freedom in constructing asymptotically flat extensions
should neither be used to import irrelevant information into the system nor
to suppress important features. The replacement of an extension by one which
is strictly Kerr (say) near space-like infinity introduces a transition zone on
the initial hypersurface which mediates between the given and the Kerr data.
The resulting ‘wrinkles’ in the solution are recorded in the radiation field at
null infinity. Is this information physically insignificant or does it indicate that
something important has been ironed out by forming the new extension ?
This question points again to the need of understanding the detailed be-
haviour of the fields near space-like infinity. In the standard conformal represen-
tation space-like infinity with respect to the solution space-time is represented
by a point, usually denoted by i0. With respect to an asymptotically flat Cauchy
hypersurface S˜ space-like infinity is then also represented by a point, denoted
by i, which becomes under conformal compactification a point in the extended
3-manifold S = S˜ ∪ {i}. Unfortunately, if mADM 6= 0 the conformal initial data
are strongly singular at i. This is the basic stumbling block for analysing the
field near space-like infinity in terms of the standard conformal rescaling.
The constraint equations on the Cauchy hypersurface S˜ impose only weak
restrictions on the asymptotic behaviour of the data near space-like infinity. It
is easy to construct data which at higher orders will become quite ‘rough’ near
i and which can be expected to affect the smoothness of the fields near null
infinity in a physically meaningless way. Thus one will have to make a reason-
able choice and find a class of data which allows one to perform a sufficiently
detailed analysis of their evolution in time while still being sufficiently general
to recognize basic features of the asymptotic behaviour at null infinity.
In the following it is assumed that the data on S˜ represent a space-like slice
of time reflection symmetry, so that the second fundamental form vanishes, and
that their conformal structure, represented by a conformal 3-metric h on S,
extends smoothly to the point i. Only these conditions will be used in the
following discussion, no a priori assumptions on the evolution in time will be
made. We note that the assumptions are made to simplify the calculations,
there exists a large space for generalizations.
Somewhat unexpectedly, the attempt to analyse for data as described above
the evolution near space-like infinity i in the context of the conformal field
equations led to a finite regularization of the singularity at space-like infinity
([37]).
In a certain conformal scaling of the conformal initial data the choice of
the frame and the coordinates is combined with a blow-up of the point i to
a sphere I0 such that the initial data and the gauge of the evolution system
become smoothly extendable to I0 in a different conformal scaling. Moreover,
the general conformal field equations imply in that scaling a system of hyperbolic
reduced equations which also extends smoothly to I0 (section 5.5). This allows
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one to define a regular finite initial value problem at space-like infinity.
Under the evolution defined by the extended reduced system the set I0
evolves into a set I = ]− 1, 1[×I0, which represents a boundary of the physical
space-time. This cylinder at space-like infinity is defined solely in terms of
conformal geometry and the general conformal field equations.
In the given coordinates, the sets J ± which represent near space-like infinity
the conformal boundary at null infinity are at a finite location. They ‘touch’
the set I at certain critical sets I± = {±1} × I0, which can be regarded as
the two components of the boundary of I and, simultaneously, as boundaries of
J±. Due to the peculiarities of the construction the solution is determined on
the closure I¯ ≡ I ∪ I− ∪ I+ ≃ [−1, 1]× I0 of I uniquely by the data on S˜ and
there is no freedom to prescribe boundary data on I¯.
This setting discloses the structure which decides on the asymptotic smooth-
ness of the fields. At the critical sets I± occurs a break-down of the hyperbolicity
of the reduced equations. As explained in section 5.3, a subtle interplay of this
degeneracy with the structure of the initial data near I0, which is mediated by
certain transport equations on I, turns out critical for the smoothness of the
conformal structure at null infinity. This peculiar situation is not suggested by
general PDE theory, it is a specific feature of Einstein’s theory, the geometric
nature of the field equations, and general properties of conformal structures.
The transport equations, which are linear hyperbolic equations interior to
I, allow one to calculate the coefficients up of the Taylor series of the solution
at I from data implied on I0 by the Cauchy data on S (cf. 5.82). Near I± this
series can be interpreted as an asymptotic expansion. The coefficients up are
smooth functions on I which can be calculated order by order by following an
algorithmic procedure.
It turns out that the coefficients up develop in general logarithmic singu-
larities at the critical sets I±. This behaviour foreshadows a possible non-
smoothness of the conformal structure at null infinity. In the linearized setting
it follows that the logarithmic singularities are transported along the generators
of null infinity ([39]). In the non-linear case their effect on the conformal struc-
ture at null infinity is not under control yet, however, the solutions are unlikely
to be better behaved than in the linear case.
The evidence obtained so far suggests cases which range from conformal
structures of high differentiability to ones with low smoothness at null infinity.
The non-smoothness may take the form of polylogarithmic expansions in terms
of expressions c (1 − τ)k logj (1 − τ). Here τ is a coordinate with τ → 1 from
below on J +, the coefficients c = c(ρ, t) are smooth functions of a coordinate ρ
along the null generators and suitable angular coordinates t on the set of null
generators of J +, and k, j are non-negative integers. If k is small enough Sachs
peeling fails and Penrose compactification results in weak differentiability.
Can one ‘loose physics’ if one insists on extensions which are smooth at
null infinity ? This certainly would be true if the coefficients c would encode
important physical information. The discussion of the regularity conditions in
section 5.5 suggests that at low orders the coefficients are determined by the
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data in an arbitrarily small neighbourhood of space-like infinity. By the results
on the constraints referred to above these data seem to be rather arbitrary, only
weakly related to ‘the system’ characterized by the data on S, and thus of little
relevance. As described in the following the situation is more complicated at
higher orders, depends then in a more subtle way on the non-linearity of the
equations, and requires further study.
Since the coefficients up can be calculated at arbitrary orders, we expect
that this analysis will also allow us to describe in detail the relations between
physical concepts defined at space-like infinity and concepts defined on null
infinity (ADM resp. Bondi linear and angular momentum, etc.). The behaviour
of the fields at the sets I± is also critical for the possibility to reduce the BMS
group to the Poincare´ group (cf. [41]). Thus, the precise understanding of the
behaviour of the fields near the critical sets should provide us with a rather
complete physical picture.
Eventually one would like to make statements on the smoothness of the
solution space-time at null infinity in terms of properties of the initial data.
Thus one needs to control how the behaviour of the asymptotic expansion at
the critical sets depends on the structure of the initial data and to derive reg-
ularity conditions on the initial data which are necessary and sufficient for the
smoothness of the coefficients up at the critical sets.
The information on the coefficients which is available so far has been used to
derive conditions which are necessary for the regularity ([37]). The derivation
of the complete condition is still difficult because of the algebraic complexities
of the calculations involved.
Recently J. A. Valiente Kroon obtained with the help of an algebraic com-
puter program complete and explicit expressions at higher order which are point-
ing at the possibility that asymptotic staticity (or, if the time reflection sym-
metry is dropped, asymptotic stationarity) may play a decisive role in deriving
sufficient regularity conditions ([71], [72]).
We are thus led to revisit the static vacuum solutions (sections 4.2, 6 and
7). Because of the loss of hyperbolicity of the conformal field equations at
I±, it is not clear whether the smoothness of the conformal structure at null
infinity observed for static and stationary vacuum solution can be understood
as resulting from the possible regularity of the extended solutions at the critical
sets. We show that for static solutions our setting is smooth, in fact real analytic,
in a neighbourhood of the set I− ∪ I ∪ I+.
This narrows down the range in which the final regularity condition is to be
found. We know that asymptotic staticity is sufficient and that the conditions
found in [37], which are implied by asymptotic staticity, are necessary for the
regularity of the asymptotic expansion on I¯. There is still the possibility that
the final condition ‘ fizzles out’ and depends on the specific data but we expect
to arrive at the end at a definite, geometric condition.
To assess how restrictive such conditions would be, it is instructive to con-
sider the results by Chrus´ciel and Delay in [16]. They allow us to conclude that
there exist large classes of solutions to the constraints, which are essentially
arbitrary on given compact subsets of the initial hypersurface S˜, whose evolu-
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tions in time admit asymptotic expansions at I± with coefficients which extend
smoothly to the critical sets I± up to a given or at all orders.
So far we ignored a question which is of central importance for gravitational
wave astronomy: can the replacement of an asymptotically flat extension by
another one result in a drastic change of the wave signal at null infinity ? If
that were the case, it would be hard to see how specific physical processes could
be identified in the wave forms calculated at J +.
There should be characteristics of wave signals which are specific to ‘the
system’ and which are stable under changes of the asymptotically flat extension
if these extensions are restricted to ‘reasonable’ classes. This problem should be
amenable to analytical and numerical investigations and we expect our analysis
to contribute to its solution. In fact, it appears that with the regularity condi-
tions mentioned above the field equations themselves hint at a first ‘reasonable’
class of asymptotically flat extensions.
2 Conformal field equations
Our analysis of the gravitational field near space-like and null infinity relies on a
certain conformal representation of Einstein’s vacuum field equations referred to
as the general conformal field equations. We give a short introduction to these
equations and point out various facts about the equations and the underlying
mathematical structures which will be important in the following. For deriva-
tions, detailed arguments, and further background material such as the theory
of normal conformal Cartan connections, which is the natural home of many of
the concepts used in the following, we refer the reader to the original article [36]
and the survey article [38].
The aim is to discuss a solution (M˜, g˜) to Einsteins vacuum field equation
Rµν [g˜] = 0, (2.1)
in terms of a suitably chosen conformal factor Θ and the conformal metric
g = Θ2 g˜. Denoting by∇ the Levi-Civita connection of g, the transformation law
of the Ricci tensor under the conformal rescaling above takes in four dimensions
the form
Rνρ[g] = Rνρ[g˜]− 2
Θ
∇ν ∇ρΘ− gνρ gλδ
(
1
Θ
∇λ∇δ Θ− 3
Θ2
∇λΘ∇δ Θ
)
. (2.2)
If Θ is considered here as being given, equation (2.1) implies with (2.2) an
equation for g with a similar principal part as (2.1).
As explained in the next section, we will mainly be interested in the be-
haviour of the field in space-time domains where Θ → 0. Because the right
hand side of (2.2) is formally singular in this limit, an abstract discussion of the
solutions near the sets {Θ = 0} becomes very delicate. It will be seen, however,
that under suitable assumptions on the initial data for the field and with an
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appropriate behaviour of the conformal factor the right hand side of (2.2) can
attain smooth limits. This result is obtained by a more sophisticated use of the
behaviour of the fields and the equations under transformations which preserve
the conformal structure.
2.1 The general conformal field equations
In [28], [29] has been obtained a system of equations which is regular in the
sense that there occur no factors Θ−1 on the right hand sides or factors Θ in
the principal part of the equations. Its unknowns are Θ, g, and fields derived
from them such as the rescaled conformal Weyl tensor W i jkl ≡ Θ−1Ci jkl.
These have been used to derive various results about the asymptotic behaviour
of solutions to the Einstein equations. The specific behaviour of the conformal
fields near space-like infinity discussed in the next sections asks, however, for a
particularly careful analysis of the equations and the gauge conditions. It turns
out that this is considerably simplified by making use of the full freedom offered
by conformal structures.
A Weyl connection for the conformal structure defined by g is a torsion free
connection ∇ˆ which satisfies
∇ˆρ gµν = −2 fρ gµν , (2.3)
with some 1-form fρ. It is distinguished by the fact that it preserves the con-
formal structure of g (and thus of g˜). If a frame {ek}k=0,1,2,3 is conformal at
a given point p in the sense that it satisfies there g(ej , ek) = Λ
2 ηjk with some
Λ > 0 and ηjk = diag (1,−1,−1,−1), then it satisfies such a relation with a
point dependent function Λ along a given curve γ through p if it is parallely
transported along γ with respect to the connection ∇ˆ. In particular, if the
1-form fρ is closed the connection ∇ˆ is locally the Levi-Civita connection of a
metric in the conformal class.
Assuming under g˜ → g = Θ2 g˜ the transformation law
f˜ρ → fρ = f˜ρ −Θ−1 ∇˜ρΘ,
the defining property (2.3) is expressed in terms of the metric g˜ equivalently by
∇ˆρ g˜µν = −2 f˜ρ g˜µν where ∇ˆ denotes the Levi-Civita connection of g˜. It follows
from (2.3) that the connection ∇ˆ defines with the connection ∇ the difference
tensor ∇ˆ − ∇ = S(f) given by the specific expression
S(f)µ
ρ
ν ≡ δρ µ fν + δρ ν fµ − gµν gρλ fλ. (2.4)
This, in turn, can be used to specify ∇ˆ in terms of ∇ and the 1-form fρ. The
three connections are related by
∇ˆ − ∇˜ = S(f˜), ∇− ∇˜ = S(Θ−1 dΘ), ∇ˆ − ∇ = S(f). (2.5)
Important for us will also be the 1-form
dµ ≡ Θ f˜µ = Θ fµ +∇µΘ. (2.6)
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The decomposition
Rµ νλρ = 2 {gµ [λ Lρ]ν − gν[λ Lρ] µ}+ Cµ νλρ, (2.7)
of the curvature tensor of ∇ in terms of the trace free conformal Weyl tensor
Cµ νλρ and the Schouten tensor
Lµν =
1
2
Rµν − 1
12
Rgµν , (2.8)
which carries the information about the Ricci tensor Rµν = R
ρ
µρν , has an
analogue for ∇ˆ which takes the form
Rˆµ νλρ = 2 {gµ [λ Lˆρ]ν − gµ ν Lˆ[λρ] − gν[λ Lˆρ] µ}+ Cµ νλρ, (2.9)
where
Lˆµν =
1
2
Rˆ(µν) − 1
4
Rˆ[µν] − 1
12
Rˆ gµν , (2.10)
contains the information about the Ricci tensor Rˆµν = Rˆ
ρ
µρν and the Ricci
scalar Rˆ = gµν Rˆµν . The tensors (2.8) and (2.10) are related by
∇µ fν − fµ fν + 1
2
gµν fλ f
λ = Lµν − Lˆµν . (2.11)
To take care of the specific direction dependence of the various fields near
space-like infinity it is convenient to express the conformal field equations in
terms of a suitably chosen orthonormal frame field. Let {ek}k=0,1,2,3 be a frame
field satisfying gik ≡ g(ei, ek) = ηik, denote by ∇k and ∇ˆk the covariant deriva-
tive with respect to ∇ and ∇ˆ in the direction of ek, and define the connection
coefficients Γi
j
k and Γˆi
j
k of ∇ and ∇ˆ in this frame field by ∇iek = Γi j k ek
and ∇ˆiek = Γˆi j k ek respectively. Then Γˆi j k = Γi j k+δj i fk+δj k fi−gik gjl fl
with fk = fµ e
µ
k, where e
µ
k =< dx
µ, ek > denote the frame coefficients with
respect to an as yet unspecified coordinate system xµ, µ = 0, 1, 2, 3. We note
that fi =
1
4 Γˆi
k
k because Γi
j
k gjl + Γi
j
l gjk = 0.
If all tensor fields (except the ek) are expressed in terms of the frame field
and the corresponding connection coefficients, the conformal field equations used
in the following are written as equations for the unknown
u = (eµ k, Γˆi
j
k, Lˆjk, W
i
jkl), (2.12)
and are given by
[ep, eq] = (Γˆp
l
q − Γˆq l p) el, (2.13)
ep(Γˆq
i
j)− eq(Γˆp i j)− Γˆk i j(Γˆp k q − Γˆq k p) + Γˆp i kΓˆq k j − Γˆq i kΓˆp k j (2.14)
= 2 {gi [p Lˆq]j − gi j Lˆ[pq] − gj[p Lˆq] i}+ΘW i jpq ,
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∇ˆp Lˆqj − ∇ˆq Lˆpj = diW i jpq , (2.15)
∇iW i jkl = 0. (2.16)
The square brackets in the first equation denote the commutator of vector
fields. The connection ∇, which appears in the last equation, can be expressed
by the relations given above in terms of ∇ˆ and fk. The last equation, referred
to in the following as the Bianchi equation, is in a sense the core of the system.
It is obtained from the contracted vacuum Bianchi identity ∇˜µCµ νλρ = 0 by
using the specific conformal identity Ω−1 ∇˜µCµ νλρ = ∇µ (Ω−1 Cµ νλρ). The
first three equations are then essentially the structural equations of the theory
of normal conformal Cartan connections.
No equations are given so far for the fields Θ and dk = Θ fk +∇kΘ. They
reflect the conformal gauge freedom artificially introduced here into Einstein’s
field equations. These fields cannot be prescribed quite arbitrarily. For solution
for which the limit Θ→ 0 is meaningful the latter should imply dk → ∇kΘ.
The theory of normal conformal Cartan connections associates with each
conformal structure a distinguished class of curves which provides a useful way
of dealing with the gauge freedom. A conformal geodesic for (M˜, g˜) is a curve
x(τ) in M˜ which solves, together with a 1-form f˜ = f˜(τ) along it, the system
of ODE’s
(∇˜x˙x˙)µ + S(f˜)λ µ ρ x˙λ x˙ρ = 0, (2.17)
(∇˜x˙f˜)ν − 1
2
f˜µ S(f˜)λ
µ
ν x˙
λ = L˜λν x˙
λ, (2.18)
where S(f˜) and L˜ are given by (2.4) and (2.8) with g replaced by g˜. For any
given metric in the conformal class there are more conformal geodesics than
metric geodesics because for given initial data x∗ ∈M , x˙∗ ∈ Tx∗M , f˜∗ ∈ T ∗x∗M
there exists a unique solution x(τ), f˜(τ) to (2.17), (2.18) near x∗ satisfying for
given τ∗ ∈ R
x(τ∗) = x∗, x˙(τ∗) = x˙∗, f˜(τ∗) = f˜∗. (2.19)
The sign of g˜(x˙, x˙) is preserved near x∗ but not its modulus.
Conformal geodesics admit, unlike metric geodesics, general fractional linear
maps as parameter transformations. They are conformal invariants. Denote by
b a smooth 1-form field. Then, if x(τ), f˜(τ) solve the conformal geodesics
equations (2.17), (2.18), the pair x(τ), f˜(τ) − b|x(τ) solves the same equations
with ∇˜ replaced by the connection ∇ˆ = ∇˜ + S(b) and L by Lˆ, i.e. the curve
x(τ), and in particular its parameter τ , are independent of the Weyl connection
in the conformal class which is used to write the equations (cf. [40]).
Let there be given a smooth congruence of conformal geodesics which covers
an open set U of M˜ such that the associated 1-forms f˜ define a smooth field on
U . Denote by ∇ˆ the torsion free connection on U which has with the connection
13
∇˜ difference tensor ∇ˆ − ∇˜ = S(f˜) and denote by Lˆ the tensor (2.10) derived
from ∇ˆ. Comparing with (2.11), we find that equations (2.17), (2.18) can be
written
∇ˆx˙ x˙ = 0, Lˆλν x˙λ = 0. (2.20)
Let ek be a frame field satisfying along the congruence
∇ˆx˙ ek = ∇˜x˙ ek+ < f˜, ek > x˙+ < f˜, x˙ > ek − g˜(x˙, ek)g˜♯(f˜ , . ) = 0. (2.21)
Suppose that S˜ is a hypersurface which is transverse to the congruence, meets
each of the curves exactly once, and on which g˜(ei, ek) = Θ
2
∗ηik with some
function Θ∗ > 0. It follows that g˜(ei, ek) = Θ2 ηik on U with a function Θ
which satisfies
∇ˆx˙Θ = Θ < x˙, f˜ >, Θ|S˜ = Θ∗. (2.22)
The observations above allow us to construct a special gauge for the confor-
mal equations. Let S˜ be a space-like hypersurface in the given vacuum solution
(M˜, g˜). We choose on S˜ a positive ‘conformal factor’ Θ∗, a frame field ek∗, and
a 1-form f˜∗ such that Θ2∗ g˜(ei∗, ek∗) = ηik and e0∗ is orthogonal to S˜. Then
there exists through each point x∗ ∈ S˜ a unique conformal geodesic (x(τ), f˜ (τ))
with τ = 0 on S˜ which satisfies there the initial conditions x˙ = e0∗, f˜ = f˜∗.
If all data are smooth these curves define in some neighbourhood U of S˜
a smooth caustic free congruence which covers U . Furthermore, f˜ defines a
smooth 1-form on U which supplies a Weyl connection ∇ˆ as described above.
A smooth frame field ek and the related conformal factor Θ are then obtained
on U by solving (2.21), (2.22) for given initial data ek = ek∗, Θ = Θ∗ on S˜.
The frame field is orthonormal for the metric g = Θ2 g˜. Dragging along local
coordinates xα, α = 1, 2, 3, on S˜ with the congruence and setting x0 = τ we
obtain a coordinate system. This gauge is characterized on U by the explicit
gauge conditions
x˙ = e0 = ∂τ , Γˆ0
j
k = 0, Lˆ0k = 0. (2.23)
Coordinates, a frame field, and a conformal factor as above are said to define a
conformal Gauss gauge. Since metric Gauss systems are well known to quickly
develop caustics, it may be mentioned that conformal Gauss systems can cover
large space-time domains in a regular fashion (cf. [40]).
To obtain a closed system for all the fields entering equations (2.13) - (2.16),
we could now supplement the latter by equations which are implied for the
fields Θ and dk in a conformal Gauss gauge. It turns out that such a gauge im-
plies quite simple ordinary differential equations along the conformal geodesics
defining the gauge, it holds in fact
d¨0 = 0, Θ˙ = d0, d˙a = 0, a = 1, 2, 3,
where the dot denotes differentiation with respect to the parameter τ .
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Thus, the fields Θ and dk given by a conformal Gauss can be determined in
our situation explicitly ([36]): If g˜ is a solution to Einstein’s vacuum equations
(2.1), the fields Θ and dk are given by the explicit expressions
Θ = Θ∗
(
1 + τ < f˜, x˙ >∗ +
τ2
4
Θ2∗
(
(g˜(x˙, x˙))2 g˜♯(f˜ , f˜)
)
∗
)
(2.24)
= Θ∗
(
1 + τ < f˜ , x˙ >∗ +
τ2
4
(
g♯(f˜ , f˜)
)
∗
)
,
d0 = Θ˙, da = Θ∗ < f˜∗, ea∗ >, a = 1, 2, 3, (2.25)
where g♯ denotes the contravariant version of g and the quantities with a sub-
script star are considered as constant along the conformal geodesics and given
by their values on S˜.
Assuming for Θ and dk the expressions (2.24) and (2.25), equations (2.13) -
(2.16) provide a complete system for u. In spite of the fact that we use a special
gauge, we refer to this system as the general conformal field equations to indicate
that they employ the full gauge freedom preserving conformal structures.
Equally important for us are the facts that the expression (2.24) offers the
possibility to control in a conformal Gauss gauge the location of the set where
Θ → 0 and that (2.24), (2.25) imply with the relation dk = Θ fk + ∇kΘ in
sufficiently regular situations that
∇k Θ∇kΘ→ 0 as Θ→ 0. (2.26)
2.2 Spinor version of the general conformal field equations
Writing the conformal equations in the spin frame formalism leads to various
algebraic simplifications. We introduce here only the basic notions of this for-
malism and refer the reader to [61] for a comprehensive introduction. It should
be noted, however, that our notation does not completely agree with that of
[61]. In particular, if a specific frame field is used it will always be pointed out
in the text but not be indicated by gothic indices.
Starting with the orthonormal frame introduced above we define null frame
vector fields eAA′ = σ
k
AA′ ek with constant van der Waerden symbols σ
k
AA′
(here and in the following indices A,B, . . ., A′, B′, . . . take values 0 and 1 and
the summation rule is assumed) such that
e00′ =
1√
2
(e0 + e3), e11′ =
1√
2
(e0 − e3),
e01′ =
1√
2
(e1 − i e2), e10′ = 1√
2
(e1 + i e2).
Then e00′ , e11′ are real and e01′ , e10′ are complex (conjugate) null vector fields
and their scalar products are given by g(eAA′ , eCC′) = ǫAC ǫA′C′ where ǫAC ,
ǫA′C′ , ǫ
AC , ǫA
′C′ denote the anti-symmetric spinor fields with ǫ01 = ǫ0′1′ = ǫ
01 =
15
ǫ0
′1′ = 1. The latter are also used to raise and lower spinor indices according
to the rules XA = ǫAB XB and XB = X
A ǫAB so that ǫA
B = ǫAC ǫ
BC denotes
the Kronecker spinor (similar rules hold for primed indices) .
If connection coefficients ΓAA′
BB′
CC′ are defined by writing ∇eAA′ eCC′ =
ΓAA′
BB′
CC′ eBB′ , the spinor connection coefficients are given by ΓAA′
B
C =
1
2 ΓAA′
BE′
CE′ and one has
ΓAA′
BB′
CC′ = ΓAA′
B
C ǫC′
B′ + Γ¯AA′
B′
C′ ǫC
B.
Here it is observed, as usual, that the relative order of primed and unprimed
indices is irrelevant and that under complex conjugation primed indices are
converted into unprimed indices and vice versa. Covariant derivatives of spinor
fields are now given by similar rules as in the case of the standard frame for-
malism. Writing ∇AA′ for ∇eAA′ we have e.g. for a spinor field XA B C
′
∇DD′ XA B C′ = eDD′(XA B C′) + ΓDD′ A F XF B C′
−ΓDD′ F B XA F C′ + Γ¯DD′ C′ F ′ XA B F ′ .
We have similar rules for the connection ∇ˆ and its associated connection coef-
ficients ΓˆAA′BC and it holds
ΓCC′AB = ΓCC′BA, ΓˆCC′AB = ΓCC′AB − ǫAC fBC′ , (2.27)
so that ΓˆCC′
F
F = fCC′ gives the 1-form relating the connection ∇ˆ to ∇.
The general conformal field equations are now written as equations for the
unknowns
eAA′ , ΓˆAA′BC , ΘAA′BB′ , φABCD. (2.28)
Here ΘAA′BB′ is the spinor representation of the tensor field Lˆkj . It admits a
decomposition of the form
ΘAA′BB′ = ΦAA′BB′ − 1
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R ǫAB ǫA′B′ +ΦAB ǫA′B′ + Φ¯A′B′ ǫAB,
where ΦAA′BB′ = ΦBB′AA′ = Φ¯AA′BB′ represents the trace-free part of the
tensor 12 Rˆ(jk) provided by ∇ˆ while R = gjk Rˆjk is the Ricci scalar and the last
two terms, with Φab = Φ(ab), represent the anti-symmetric tensor
1
4 Rˆ[jk]. The
symmetric spinor field φABCD = φ(ABCD) represents the rescaled conformal
Weyl tensor and is related to the latter by
WAA′BB′CC′DD′ = −φABCD ǫA′B′ ǫC′D′ − φ¯A′B′C′D′ ǫAB ǫCD.
The general conformal field equations in the order (2.13), (2.14), (2.15), (2.16)
now take the form
[eBB′ , eCC′] = (ΓBB′
AA′
CC′ − ΓCC′ AA′ BB′) eAA′ , (2.29)
eCC′(ΓˆDD′
A
B)− eDD′(ΓˆCC′ A B) (2.30)
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−ΓˆCC′ F D ΓˆFD′ A B + ΓˆDD′ F C ΓˆFC′ A B − ΓˆCC′ F ′ D′ ΓˆDF ′ A B
+ΓˆDD′
F ′
C′ ΓˆCF ′
A
B + ΓˆCC′
A
F ΓˆDD′
F
B − ΓˆDD′ A F ΓˆCC′ F B
= −ΘBD′CC′ ǫD A +ΘBC′DD′ ǫC A +ΘφA BCD ǫC′D′ ,
∇ˆBB′ΘCC′AA′ − ∇ˆAA′ΘCC′BB′ = dEE′(φEABCǫE′C′ǫA′B′ + φ¯E′A′B′C′ǫECǫAB),
(2.31)
∇F A′φABCF = 0, (2.32)
with the fields Θ, dAA′ as given above. The simple form (2.32) of the spinor
version of the Bianchi equation will be useful for us.
2.3 The reduced conformal field equations
The conformal Gauss gauge is not only distinguished by the fact that it is
provided by the conformal structure itself and supplies explicit information on Θ
and dk, but also by a remarkable simplicity of the resulting evolution equations.
Setting p = 0 in (2.13) - (2.16) and observing the gauge conditions (2.23) we
obtain
∂τ e
µ
q = −Γˆq l 0 eµ l, (2.33)
∂τ Γˆq
i
j = −Γˆk i j Γˆq k 0 + gi 0 Lˆqj + gi j Lˆq0 − gj0 Lˆq i +ΘW i j0q , (2.34)
∂τ Lˆqj + Γˆq
k
0 Lˆkj = diW
i
j0q , (2.35)
∇iW i jkl = 0.
While the first three equations are then ordinary differential equations along
the conformal geodesics, we still have to deduce a suitable evolution system from
the last equation. The Bianchi equation represents an overdetermined system
of 16 equations for the 10 independent components of the rescaled conformal
Weyl tensor. It implies a system of wave equations for W i jkl which could be
used as the evolution system. For the application studied in this article it turns
out important, however, to use the first order system.
There are various ways of extracting from the Bianchi equations symmet-
ric hyperbolic evolution systems but these are most easily found in the spin
frame formalism. With the spinor field τAA
′
= ǫ0
A ǫ0′
A′ + ǫ1
A ǫ1′
A′ the gauge
conditions (2.23) can be written
τAA
′
eAA′ =
√
2 ∂τ , τ
AA′ ΓˆAA′
B
C = 0, τ
BB′ ΘAA′BB′ = 0. (2.36)
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Observing τAA′ τ
BA′ = ǫA
B and its complex conjugate version, one obtains
from (2.27) and (2.36) the relation τCC
′
ΓCC′AB = −τA C′ fBC′ and thus
ΓˆCC′AB = ΓCC′AB − ǫAC τDD′ ΓDD′EB τE C′ , (2.37)
which shows with (2.27) that ΓˆCC′AB can be expressed in our gauge in terms
of ΓCC′AB and vice versa.
Transvecting equations (2.29), (2.30), (2.31) suitably with τEE
′
thus gives
the system of ODE’s
√
2 ∂τ e
µ
CC′ = −ΓCC′ AA′ BB′ τBB′ eµ AA′ , (2.38)
√
2 ∂τ ΓˆDD′
A
B + (ΓˆDD′
F
C ΓˆFC′
A
B + ΓˆDD′
F ′
C′ ΓˆCF ′
A
B) τ
CC′ (2.39)
= ΘBC′DD′ τ
AC′ +ΘφA BCD τ
C
D′ ,
√
2 ∂τ ΘCC′AA′ + (ΓˆAA′
F
B ΘCC′FB′ + ΓˆAA′
F ′
B′ ΘCC′BF ′)τ
BB′ (2.40)
= −dEE′(φEABCǫE′C′τB A′ + φ¯E′A′B′C′ǫECτA B′).
We set now ΛABCA′ ≡ ∇F A′φABCF . Equation (2.32) is then equivalent to
0 = ΛABCD ≡ ΛABCA′ τD A′ . On the other hand we have the decomposition
ΛABCD = Λ(ABCD) − 34 ǫD(C ΛAB)F F with irreducible parts
Λ(ABCD) = −1
2
(
P φABCD − 2D(D F φABC)F
)
, ΛABF
F = DEF φABEF ,
(2.41)
where P = τAA
′ ∇AA′ =
√
2∇e0 and DAB = τ(A A
′ ∇B)A′ denote covariant
directional derivative operators such that D00 = −∇01′ , D11 = ∇10′ , and D01 =
D10 = 1√2 ∇e3 , (cf. [35], [36] for more details of the underlying space-spinor
formalism).
In a Cauchy problem one will in general assume e0 to be the future directed
normal to the initial hypersurface S˜. The operators DAB then involve only
differentiation in directions tangent to S˜ and the equations ΛABF F = 0 are
interior equations on S˜. They represent the six real constraint equations implied
on S˜ by the Bianchi equation.
For a symmetric spinor field ψA1...Ak we define its (independent) essential
components by ψj = ψ(A1...Ak)j , where 0 ≤ j ≤ k and the brackets with subscript
j indicate that j of the indices in the brackets are set equal to 1 while the others
are set equal to 0.
The five equations Λ(ABCD) = 0 for the components of φABCD contain the
operator P . Multiplying by suitable binomial coefficients (and considering the
frame and connection coefficients as given), we find that the system
−
(
4
A+B + C +D
)
Λ(ABCD) = 0, (2.42)
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has the following properties. If φ denotes the transpose of the C5-valued ‘vector’
(φ0, φ1, φ2, φ3, φ4), it takes the form
Aµ ∂µ φ = H(x, φ),
with a C5-valued function H(x, φ) and 5× 5-matrix-valued functions Aµ which
are hermitian, i.e. T A¯µ = Aµ, and for which there exists at each point a covector
ξµ such that A
µξµ is positive definite. The system (2.42) is thus symmetric
hyperbolic ([44], see also [43] and the references given there).
While the constraints implied on a given space-like hypersurface are deter-
mined uniquely, there is a large freedom to select useful evolution systems. In
fact, any system of the form
0 = 2 aΛ0001′,
0 = (c− d) Λ0011′ − 2 aΛ0000′ ,
0 = (c+ d) Λ0111′ − (c− d) Λ0010′ , (2.43)
0 = 2 eΛ1111′ − (c+ d) Λ0110′ ,
0 = −2 eΛ1110′,
with a, c, e > 0 and −(2 e+c) < d < 2 a+c, is symmetric hyperbolic (the system
(2.42) occurs here as a special case). We note that only the characteristics of
these systems which are null hypersurfaces are of physical significance.
Equations (2.33), (2.34), (2.35), respectively equations (2.38), (2.39), (2.40),
combined with a choice of (2.43), will be referred to in the following as the
(general) reduced conformal field equations. Solutions to these equations solve
in fact the complete system (2.12), (2.13), (2.15), (2.16) if the solution admits a
Cauchy hypersurface on which the latter equations hold ([36]). In other words,
propagation by the reduced field equations preserves the constraints.
2.4 The conformal constraints
To analyse solutions to the conformal field equations in the context of a Cauchy
problem one needs to study the conformal constraints implied on a space-like
initial hypersurface S˜. It will be convenient to discuss the evolution equations in
terms of a conformal factor Θ which differs on S˜ from the one used to analyse the
constraints. We thus assume Einstein’s equations (2.1), a conformal rescaling
g = Ω2g˜, (2.44)
with a positive conformal factor Ω, and denote again the Levi-Civita connection
of g by ∇. It is also convenient to derive the conformal constraints from the
metric conformal field equations. The latter are written in terms of the unknown
fields g, Ω, S ≡ 14∇µ∇µΩ + 124 RΩ, Lµν as in (2.8), and Wµ νλρ = Ω−1Cµ νλρ
and are given by equation (2.7), with Cµ νλρ = ΩW
µ
νλρ, and the equations
2ΩS −∇µΩ∇µΩ = 0, (2.45)
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∇µ∇νΩ = −ΩLµν + S gµν , (2.46)
which are obtained by rewriting the trace and the trace free part of (2.2),
∇µ S = −Lµν∇νΩ, (2.47)
∇λLρν −∇ρLλν = ∇µΩWµ νλρ, (2.48)
which both can be obtained as integrability conditions of (2.46), and
∇µWµ νλρ = 0. (2.49)
In these equations the Ricci scalar R is considered as the conformal gauge source
function. Its choice, which is completely arbitrary in local studies, controls
together with the initial data Ω and dΩ on S˜ the evolution of the conformal
scaling.
To derive the constraints induced by these equations on S˜ we choose a g-
orthonormal frame field {ek}k=0,1,2,3 near S˜ such that n ≡ e0 is g-normal to
S˜, write ∇k ≡ ∇ek , ∇k ej = Γk l j el, and express all fields (except the ek)
and equations in terms of this frame. We assume that indices a, b, c, .. from the
beginning of the alphabet take values 1, 2, 3 and that the summation convention
also holds for these indices. The inner metric h induced by g on S˜ is then given
by hab = g(ea, eb) = −δab and the second fundamental form by
χab = g(∇ean, eb) = Γa j 0 gjb = −Γa 0 b.
We set Σ = ∇0Ω and W ∗µνλρ = 12 Wµναβǫαβ λρ. If the tensor fields
Lµν , Lµνn
ν , Wµνλρ, Wµνλρn
νnρ, W ∗µνλρn
νnρ, Wµνλρn
ν ,
are projected orthogonally into S˜ and expressed in terms of the frame {ea}a=1,2,3
on S˜, they are given by (the left hand sides of)
Lab, La ≡ La0,
wabcd ≡Wabcd, wab ≡Wa0b0, w∗ab ≡W ∗a0b0, wabc ≡Wa0bc,
respectively and satisfy the relations
R = 6Lµ
µ = 6 (L00 + La
a), (2.50)
wabcd = −2{ha[cwd]b + hb[dwc]a}, w∗ad ǫd bc = wabc, w∗ad = −
1
2
wabc ǫd
bc,
wab = wba, wa
a = 0, w∗ab = w
∗
ba, w
∗
a
a = 0,
wabc = −wacb, wa ac = 0, w[abc] = 0,
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where indices are moved with hab and ǫabc is totally antisymmetric with ǫ123 = 1.
The tensors wab and w
∗
ab represent the n-electric and the n-magnetic part of
W i jkl on S˜ respectively.
Equation (2.7) implies Gauss’ and Codazzi’s equation on S˜
rab = −Ω wab + Lab + Lc c hab + χc c χab − χac χb c, (2.51)
Db χca −Dc χba = Ω wabc + hab Lc − hac Lb, (2.52)
while equations (2.45) - (2.49) imply the following interior equations which only
involve derivatives in the directions of ea, a = 1, 2, 3, tangent to S˜
2ΩS − Σ2 −DaΩDaΩ = 0, (2.53)
DaDbΩ = −Σχab − ΩLab + S hab, (2.54)
DaΣ = χa
cDcΩ− ΩLa, (2.55)
Da S = −DbΩLba − ΣLa, (2.56)
Da Lbc −Db Lac = DeΩ wecab − Σwcab − χac Lb + χbc La, (2.57)
Da Lb −Db La = DeΩ weab + χa cLbc − χb cLac, (2.58)
Dcwcab = χ
c
a wbc − χc b wac, (2.59)
Da wab = χ
acwabc, (2.60)
where rab denotes the Ricci tensor of hab. These equations can be read as
conformal constraints for the fields
Ω, Σ, S, hab, χab, La, Lab, wab, w
∗
ab.
Alternatively, if a ‘physical’ solution h˜ab, χ˜ab to the vacuum constraints is given
and a conformal factor Ω and functions Σ, R have been chosen, which are
gauge dependent functions at our disposal, the equations above can be used to
calculate
S, Lµν , W
µ
νλρ,
from the conformal first and second fundamental forms hab, χab of S˜, which are
related to the physical data by
hab = Ω
2 h˜ab, χab = Ω(χ˜ab +Σ h˜ab). (2.61)
The equations above will be discussed in more detail in section 4.
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3 Asymptotic simplicity
To characterize the fall-off behaviour of asymptotically flat solutions at null
infinity in terms of geometric concepts Penrose introduced the notion of asymp-
totic simplicity ([59], [60], cf. also [61] for further discussions and references).
Definition 3.1 A smooth space-time (M˜, g˜) is called asymptotically simple if
there exists a smooth, oriented, time-oriented, causal space-time (M, g) and a
smooth function Ω on M such that:
(i) M is a manifold with boundary J ,
(ii) Ω > 0 on M\J and Ω = 0, dΩ 6= 0 on J ,
(iii) there exists an embedding Φ of M˜ onto Φ(M˜) =M\J which is conformal
such that Ω2Φ−1∗g˜ = g.
(iv) each null geodesic of (M˜, g˜) acquires two distinct endpoints on J .
We note that only the conformal class of (M˜, g˜) enters the definition and it
is only the conformal structure of (M, g) which is determined here. The set J is
referred to as the conformal boundary of (M˜, g˜) at null infinity. This definition
is the mathematical basis for the
Penrose proposal: Far fields of isolated gravitating systems behave like that of
asymptotically simple space-times in the sense that they can be smoothly extended
to null infinity, as indicated above, after suitable conformal rescalings.
Since gravitational fields are governed by Einstein’s equations, the proposal
suggests a sharp characterization of the fall-off behaviour implied by the field
equations in terms of the purely geometrical definition (3.1).
We will be interested in the following in solutions to Einstein’s vacuum
field equations (2.1) which satisfy the conditions of definition (3.1) (or suitable
generalizations). The two assumptions have important consequences for the
structure of (M, g). We shall only quote those which will be used in the following
discussion and refer the reader for further information to the references given
above.
If the vacuum field equations hold near J , the latter defines a smooth null
hypersurface of M (cf. equation (2.45)). It splits into two components, J +
and J−, which are generated by the past and future endpoints of null geodesics
in M and are thus called future and past null infinity (or scri±) respectively.
Each of J ± is ruled by null generators, each set of null generators has topology
S2, and J ± have the topology of R × S2. For the applications one will have
to relax the conditions of definition (3.1). In particular condition (iv), which
is important to obtain the result about the topology of J±, must be replaced
by a different completeness condition if one wants to discuss space-times with
black holes.
One of the main difficulties in developing a well defined concept of outgoing
radiation in the time-like cut model is related to the fact that there exists in
general no distinguished null direction field along the time-like boundary T . In
contrast, the null generators of J + define a unique causal direction field on J +,
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which is represented by ∇AA′Ω. It turns out that the field φABCD oA oB oC oD
on J +, where oA denotes a spinor field satisfying oA o¯A′ = −∇AA′ Ω on J + and
φABCD the rescaled conformal Weyl spinor field, has a natural interpretation as
the outgoing radiation field. Further important physical concepts can be asso-
ciated with the hypersurface J+ or subsets of it and questions of interpretation
have been extensively analysed (cf. [4], [19], [46] and the references given there).
Critical however, and in fact a matter of controversy, have been the smooth-
ness assumptions in the definition, which encode the fall-off behaviour imposed
on the physical fields. It is far from immediate that they are in harmony with
the fall-off behaviour imposed by the field equations. No problem arises if the
proposal can be justified with C∞ replaced by Ck with sufficiently large integer
k. But there is a lower threshold for the differentiability, which is not easily
specified, at which the definition will loose much of its elegance and simplicity.
In [60] it is assumed that
M is of class Ck+1 and g,Ω ∈ Ck(M), k ≥ 3. (3.1)
The conformal Weyl spinor ΨABCD = ΩφABCD is then in C
k−2(M). Under
the further assumption
Ω∇EE′ ∇A A′ ΨABCD → 0 at J +, (3.2)
which will certainly be satisfied if k ≥ 4 in (3.1), and the natural assumption
the set of null generators of J+ has topology S2, (3.3)
it is then shown that ΨABCD vanishes on J +. The solution is thus asymptoti-
cally flat in the most immediate sense and the rescaled conformal Weyl spinor
φABCD extends in a continuous fashion to J+. As a consequence, it follows
that the space-time satisfies the Sachs peeling property ([60], [63], [64]) which
says that in a suitably chosen spin frame the components of the conformal Weyl
spinor fall-off as ΨABCD = O(r˜
A+B+C+D−5) (where A,B,C,D take values 0, 1)
along an outgoing null geodesic when its (physical) affine parameter r˜ →∞ at
J+.
Remarkable as it is that such a conclusion can be drawn for the spin-2 nature
of the field ΨABCD and its governing field equation ∇˜F A′ ΨABCF = 0, there
remains the question whether the long time evolution by the field equations is
such that assumptions (3.1), (3.2) or the conclusion drawn from them can be
justified.
As discussed in the introduction, we know by now that these conditions can
be satisfied by non-trivial solutions to the vacuum field equations. What is
not known, however, is how the solutions satisfying these conditions are to be
characterized in terms of their Cauchy data, whether these conditions exclude
solutions modelling important physical phenomena, and if they do, what exactly
goes wrong. Obviously, these questions can only be answered by analysing the
Cauchy problem for Einstein’ field equations with asymptotically flat Cauchy
data in the large with the goal to derive sharp results on the behaviour of the
field at null infinity.
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The results obtained so far on the existence of solutions which admit (partial)
smooth boundaries at null infinity make it clear that the key problem here is
the behaviour of the fields near space-like infinity. We shall not consider any
further the results which lead to this conclusion (cf. [38] for a discussion and
the relevant references) but concentrate on this particular problem.
To begin with we have a look at the asymptotic region of interest here in
the case of Minkowski space. If the latter is given in the form (M˜ ≃ R4, g˜ =
ηµν d y
µ d yν), the coordinate transformation Φ : yµ → xµ = (−yλ yλ)−1 yµ
renders the metric in the domain D ≡ {yλ yλ < 0} = {xλ xλ < 0} in the form
g˜ = Ω−2 ηµν d xµ d xν with Ω = −xλ xλ. The metric
g = Ω2 g˜ = ηµν d x
µ d xν , (3.4)
thus extends smoothly to the domain D¯ of points in {xλ xλ ≤ 0} which are
obtained as limits of sequences in D. The point xµ = 0 in this set then represents
space-like infinity for Minkowski space. With this understanding it is denoted
by i0. The hypersurfaces J ′± = {xλ xλ = 0, ±x0 > 0} ⊂ D¯ represent parts of
future and past null infinity of Minkowski space close to space-like infinity and
are generated by the future and past directed null geodesics of g through i0.
Consider the Cauchy hypersurface S˜ = {y0 = 0} of Minkowski space. The
subset S˜ ∩ D is mapped by Φ onto {x0 = 0, xµ 6= 0}. Extending the latter
to include the point xµ = 0 amounts to a smooth compactification S˜ → S =
S˜ ∪{i} ∼ S3 such that the point i with coordinates xµ = 0 represents space-like
infinity with respect the metric induced on S˜ by g˜. The distinction of space-like
infinity i with respect to a Cauchy data set and space-like infinity i0 with respect
to the solution space-time will become important and much clearer later on.
Denote by h˜αβ and χ˜αβ the metric and the extrinsic curvature induced by
g˜ on S˜. A global representation of the conformal structure induced on S by
h˜αβ is obtained by using a slightly different conformal rescaling than before.
Set h′ = Ω
′2 h˜ with Ω′ = 2 (1 + |y|2)−1 where |y| = √(y1)2 + (y2)2 + (y3)2. In
terms of standard spherical coordinates θ, φ on S˜ and the coordinate χ defined
by cot χ2 = |y|, 0 ≤ χ ≤ π, the conformal metric takes the form h′ = −(dχ2 +
sin2 χdσ2) of the standard metric on the 3-sphere and extends smoothly to
the point i, which is given by the coordinate value χ = 0 and distinguished
by the property that Ω = 0, dΩ = 0, HessΩ = c h′, with c 6= 0 at i. Here
d σ2 ≡ d θ2 + sin2 θ d φ2 denotes the standard line element on the 2-sphere S2.
Since χ˜αβ = 0 and we are free to choose Σ = 0 in (2.61), we get χ
′
αβ = 0.
By the formulas given in the previous section one can derive from the con-
formal Minkowski data (S, h′, χ′) and a suitable choice of initial data for the
gauge defining fields (2.24), (2.25) a conformal initial data set for the reduced
conformal field equations. These allow us then to recover the well known confor-
mal embedding of Minkowski space into the Einstein cosmos ([60]) as a smooth
solution to the regular conformal field equations ([38], [40]).
We would like to control what happens if the conformal Minkowski data are
subject to finite perturbations. Under which assumptions will the correspond-
ing solutions preserve asymptotic simplicity ? This or the apparently simpler
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question under which conditions the solutions will preserve near space-like in-
finity a reasonable amount of smoothness of the conformal boundary cannot be
answered by immediate applications of the conformal field equations. The rea-
son is that the conformal data will not be smooth at the point i. The structure
of the conformal initial data as well as the initial value problem for the confor-
mal field equations near space-like infinity thus require a careful and detailed
analysis. This will be carried out to some extent in the next section.
4 Asymptotically flat Cauchy data
As indicated in the case of Minkowski space above we will assume that the data
for the conformal field equations are given on a 3-dimensional manifold S =
S˜ ∪{i} which is obtained from a ‘physical’ 3-manifold S˜ with an asymptotically
flat end by adjoining a point i which represents space-like infinity. The data
hab, χab on S are thought as being obtained from the physical data h˜ab, χ˜ab
by equations (2.61) with suitable choices of Ω and Σ such that all fields extend
with an appropriate behaviour (to be specified more precisely below) to i and
Σ(i) = 0, Ω > 0 on S˜, Ω(i) = 0, DaΩ(i) = 0, DaDbΩ(i) = −2 hab, where we
assume the notation of subsection 2.4.
The constraint equations (2.51) - (2.60) contain analogues of the vacuum
constraints. The form of these equations suggests a solution procedure which
does not require us to go back to the physical data. By taking the trace of
equation (2.51), using (2.53) and the trace of (2.54), and writing ∆h ≡ DaDa,
one gets
Ω2 r = −4Ω∆hΩ+ 6DaΩDaΩ− 4ΩΣχc c +Ω2((χc c)2 − χac χac), (4.1)
where r denotes the Ricci scalar of h. With θ = Ω−
1
2 this equation takes the
form of Lichnerowicz’ equation
(∆h − 1
8
r)θ = −1
8
θ
(
(χc
c)2 − χab χab
)
+
1
2
θ3Σχc
c. (4.2)
By taking the trace of (2.52) and using (2.55) one gets
Db(Ω−2 χbc) = Ω−2Dc χb b − 2Ω−3DcΣ. (4.3)
Equations (4.2) and (4.3) correspond to the Hamiltonian and the momentum
constraint respectively. Assuming now
χa
a = 0 and (the choice of gauge) Σ = 0 on S, (4.4)
which imply χ˜a
a = 0, equations (4.2) and (4.3) suggest to proceed as follows:
(i) prescribe h on S and solve the equation Da ψab = 0 for a symmetric h-trace
free tensor field ψab on S, (ii) solve equation (4.2) with χab = θ−4ψab for a
positive function θ, i.e. solve
(∆h − 1
8
r)θ =
1
8
θ−7 χab χab, θ > 0. (4.5)
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The fields Ω = θ−2, hab, and χab = Ω2ψab then solve (4.1) and (4.3). If it is
required that
ρΘ→ 1, ψab = O( 1
ρ4
) as ρ→ 0, (4.6)
where ρ(p) denotes near i the h-distance of a point p from i, the fields h˜ab and
χ˜ab related by (2.61) to hab and χab satisfy the vacuum constraints and are
asymptotically flat ([34]).
Using the conformal constraints to determine the remaining conformal fields
one gets
S =
1
3
∆h Ω+
1
12
Ω
(
r + χab χ
ab
)
=
1
2Ω
DcΩD
cΩ, (4.7)
La =
1
Ω
DcΩχca, (4.8)
Lab − 1
3
Lc
c hab = − 1
Ω
(
DaDbΩ− 1
3
∆hΩhab
)
, (4.9)
L00 =
1
6
R− Lc c = 1
6
R− 1
4
(
r + χab χ
ab
)
, (4.10)
wab = − 1
Ω2
(
DaDbΩ− 1
3
∆hΩhab
)
− 1
Ω
(
χac χb
c − 1
3
χce χ
ce hab + sab
)
,
(4.11)
w∗ab = −
1
Ω
Dc χe(a ǫb)
ce, (4.12)
where we set sab = rab− 13 r hab. The differential identities (2.56) - (2.60), which
are not needed to get these expressions, will be then also be satisfied (cf. [31]).
In view of conditions (4.6) most of these fields will in general be singular at
i. One will have wab = O(r
−3) near i whenever the ADM mass m of the initial
data set h˜ab, χ˜ab does not vanish. Controlling the time evolution of these data
requires a careful analysis of these singularities. As a simplifying hypothesis
we assume, as in [37], that the data are time reflection symmetric and define a
smooth conformal structure, i.e.
hab ∈ C∞(S), χab = 0. (4.13)
We note that much of the following discussion can be extended to more general
data such as those considered in [25] and the more general class of data discussed
in [24], which includes the stationary data.
The Ricci scalar R is at our disposal. With R = 32 r one gets on S
Lab = − 1
Ω
(
DaDbΩ− 1
3
∆hΩhab
)
+
1
12
r hab, (4.14)
L00 = 0, L0a = 0, w
∗
ab = 0, (4.15)
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wab = − 1
Ω2
(
DaDbΩ− 1
3
∆hΩhab +Ω sab
)
. (4.16)
In spite of this simplification the crucial problem is still present; one finds that
wab = O(ρ
−3) near i if m 6= 0 (cf. (5.28)).
4.1 Time reflection symmetric asymptotically flat Cauchy
data.
To allow for more flexibility in the following analysis, we also want to admit
non-trivial cases with vanishing or negative mass. The positive mass theorem
([65]) then tells us that we must allow for non-compact S. This will create
no problems because we are interested only in the behaviour of the fields near
space-like infinity.
Let xa, a = 1, 2, 3, denote h-normal coordinates defined on some convex
open normal neighbourhood U of i so that with h = hab(xc) d xa d xb
xa(i) = 0, xa hab(x
c) = −xa δab on U . (4.17)
All equations of this subsection will be written in these coordinates. We set
|x| =
√
δab xa xb and Υ = |x|2 = δab xa xb so that
habDaΥDbΥ = −4Υ, (4.18)
and
Υ(i) = 0, DaΥ(i) = 0, DaDcΥ(i) = −2 hac. (4.19)
By taking derivatives of (4.18) and using (4.19) one obtains
DaDbDcΥ(i) = 0, DaDbDcDdΥ(i) = −4
3
ra(cd)b[h](i), (4.20)
where the curvature tensor of h is given by
rabcd[h] = 2{ha[cld]b + hb[dlc]a}
with lab[h] = rab[h]− 14 r[h]hab because dim(S) = 3. Proceeding further in this
way on can determine an expansion of Υ in terms curvature terms at i. The
relations above imply in particular
(∆hΥ+ 6)(i) = 0, Da(∆hΥ+ 6)(i) = 0, DaDb(∆hΥ+ 6)(i) =
4
3
rab(i).
(4.21)
Equation (4.5) and the first of equations (4.6) can be combined under our
assumptions into
(∆h − 1
8
r) θ = 4 π δi,
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where in the coordinates xa the symbol δi denotes the Dirac-measure with weight
1 at xa = 0. In a neighbourhood of i there exists then a representation θ =
U
|x| +W with functions U , W which satisfy
(∆h − 1
8
r)
(
U
|x|
)
= 4 π δi, (∆h − 1
8
r)W = 0 near i, (4.22)
and
U(i) = 1, W (i) =
m
2
, (4.23)
where m denotes the ADM-mass of the solution. The functions U , W are
analytic on U if h is analytic ([45]) and smooth if h is C∞ ([25]).
The function σ ≡ ΥU2 is characterized uniquely by the conditions that it is
smooth, satisfies the equation (∆h − 18 r)σ−1/2 = 4 π δi, and the relations
σ(i) = 0, Daσ(i) = 0, DaDb σ(i) = −2 hab, (4.24)
hold, which follow from (4.19) and (4.23). If σ′ is another function satisfying
these conditions, then σ′ = ΥU
′−2 with U ′ = 1 + O(|x|) by (4.24) and U ′ ∈
C∞(U) by the results of [25]. The function f = σ−1/2 − σ′−1/2 then solves
(∆h − 18 r) f = 0 and it follows that f ∈ C∞(U) and |x| f = U − U ′ ∈ C∞(U).
Expanding f and U − U ′ in terms of spherical harmonics it follows from the
last equation that f vanishes at i at any order. Since f satisfies the conformal
Laplace equation it follows that f = 0 on U by theorem 17.2.6 of [51]. This
implies that σ′ = σ on U .
The first of equations (4.22) can be rewritten in the form
2DaΥDaU + (∆hΥ+ 6)U − 2Υ (∆h − 1
8
r)U = 0. (4.25)
This allows us to determine from (4.24) recursively an asymptotic expansion
of U , which is convergent if h is real analytic. The Hadamard parametrix
construction is based on an ansatz
U =
∞∑
p=0
UpΥ
p, (4.26)
by which the calculation of U is reduced to an ODE problem. The functions Up
are obtained recursively by
U0 = exp

14
∫ Υ 12
0
(∆hΥ+ 6)
d ρ
ρ

 ,
Up+1 = − U0
(4p− 2)Υ p+12
∫ Υ 12
0
∆h[Up] ρ
p
U0
d ρ, p = 0, 1, 2, . . . ,
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where the integration is performed in terms of the affine parameter ρ = Υ
1
2 = |x|
along the geodesics emanating from i. It follows that
U(i) = 1, Da U(i) = 0, DaDb U(i) =
1
6
lab[h], (4.27)
which implies
DaDbDcσ(i) = 0, DaDbDcDdσ(i) = 2 (hcd lab + hab lcd). (4.28)
Given h and the solutionW of the conformal Laplace equation in (4.22), the
considerations above show us how to determine an expansion of the function
Ω = θ−2 =
(
1√
σ
+W
)−2
=
Υ
(U + ρW )2
, (4.29)
in terms of ρ at all orders. Corresponding expansions can be obtained for the
conformal data (4.7), (4.14), (4.15), (4.16).
While U is thus seen to be determined locally by the metric h, the function
W carries non-local information. Cases where ∂αxa W (i) = 0 for all multiindices
α = (α1, α2, α3) ∈ N3 with |α| ≡ α1 + α2 + α3 ≤ N for some non-negative
integer N or for N = ∞ will also be of interest in the following. In the latter
case we have in fact ([51])
W = 0 near i. (4.30)
For convenience this case will be referred to as the massless case.
A rescaling
h→ h′ = ϑ4 h, Ω→ Ω′ = ϑ2Ω,
with a smooth positive factor ϑ satisfying ϑ(i) = 1, leaves h˜ = Ω−2 h unchanged
but implies changes
θ → θ′ = ϑ−1 θ, U → U ′ = |x
′|
|x| ϑ
−1 U, W →W ′ = ϑ−1W,
where |x′| is defined in terms of h′-normal coordinates xa′ as described above.
Due to the conformal covariance of the operator on the left hand sides of equa-
tions (4.22), relations (4.22), (4.23) will then also hold with all fields replaced
by the primed fields.
To reduce this freedom it has been assumed in [37] that the metric h is given
near i on S in the cn-gauge. By definition, this conformal gauge is satisfied by
h if there exists a 1-form l∗ at i such that the following holds. If x(τ), l(τ) solve
the conformal geodesic equations (with respect to h) with x(0) = i, l(0) = l∗,
and h(x˙, x˙) = 1 at i, then a frame ea which is h-orthonormal at i and satisfies
Dˆx˙ ea = 0 (with Dˆ−D = S(l)), stays h-orthonormal near i. This gauge can be
achieved without restrictions on the mass and fixes the scaling uniquely up to
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a positive real number and a 1-form given at i. It admits an easy discussion of
limits where m→ 0.
If m > 0, it is convenient to set above ϑ = 2m W . It follows then that
W ′ = m2 , whence 0 = (∆h′ − 18 r[h′])W ′ = −m16 r[h′]. Thus, if m > 0, we can
always assume h to be given such that
r[h] = 0, Ω =
σ
(1 +
√
µσ)2
with
√
µ =
m
2
. (4.31)
In this gauge the function σ satisfies near i the equation ∆h (σ
−1/2) = 4 π δi,
which implies by (4.24)
2 σ s = Daσ D
aσ with s ≡ 1
3
∆h σ, (4.32)
(note that an analogous equation holds with σ replaced by Ω). Equation (4.32)
implies in turn together with (4.24) the Poisson equation above.
For later reference we note the form of the conformal Schwarzschild data in
this gauge. In isotropic coordinates the Schwarzschild line element is given by
d s˜2 =
(
1−m/2 r˜
1 +m/2 r˜
)2
d t2 − (1 +m/2 r˜)4 (d r˜2 + r˜2 d σ2).
Expressing the initial data h˜, χ˜ induced on {t = 0} in terms of the coordinate
ρ = 1/r˜, one finds that χ˜ = 0 and h˜ = Ω−2 h with
h = − (d ρ2 + ρ2 d σ2), Ω = ρ
2
(1 + m2 ρ)
2
, (4.33)
so that σ = Υ = ρ2 resp. U = 1. The metric h also satisfies a cn-gauge.
4.2 Static asymptotically flat Cauchy data.
Static solutions to the vacuum field equations can be written in the form
g˜ = v2 dt2 + h˜,
with t-independent negative definite metric h˜ and t-independent norm v =√
g˜(K,K) > 0 of the time-like Killing field K = ∂t. With the g˜-unit normal of
a slice {t = const.} being given by n˜ = v−1K and the associated orthogonal
projector by h˜µ
ν = g˜µ
ν − n˜µ n˜ν , one gets for the second fundamental form on
this slice
χ˜µν = v
−1 h˜µ ρ h˜ν δ ∇˜ρKδ = 0,
because it is symmetric by n˜ being hypersurface orthogonal while the second
term is anti-symmetric by the Killing equation. The solutions are thus time
reflection symmetric.
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For these solutions the vacuum field equations are equivalent to the require-
ment that the static vacuum field equations
rab[h˜] =
1
v
D˜a D˜b v, ∆h˜ v = 0, (4.34)
hold on one and thus on any slice {t = const.}. In harmonic coordinates these
equations become elliptic and h˜ and v thus real analytic.
We consider solutions h˜, v to equations (4.34) with non-vanishing ADM-mass
which are given on a 3-manifold S˜ which is mapped by suitable coordinates x˜a
diffeomorphically to R3 \ B¯, where B¯ is a closed ball in R3. We assume that
h˜ satisfies in these coordinates the usual condition of asymptotic flatness and
v → 1 as |x˜| → ∞. The work in [6] (cf. also [54] for a strengthening of this
result) then implies that the conformal structure defined by h˜ can be extended
analytically to space-like infinity. The physical 3-metric h˜ therefore belongs to
the class of data considered above.
For such solutions it follows from the discussion in [7] that the gauge (4.31)
is achieved if any of the equivalent equations
v = 1−m
√
Ω =
1−√µσ
1 +
√
µσ
, σ =
(
2
m
1− v
1 + v
)2
, (4.35)
holds. The set S = S˜ ∪ {i} can then be endowed with a differential structure
such that the metric h = Ω2 h˜ extends as a real analytic metric to i. We
shall consider in the following h-normal coordinates as in (4.17) such that the
functions σ(xc), hab(x
c) are then real analytic on U . The first of the static
vacuum field equations (4.34) then implies
0 = Σab ≡ DaDb σ − s hab + σ (1 − µσ) rab[h], (4.36)
where s is defined as in (4.32). The second of equations (4.34) implies r[h˜] = 0
and can thus be read as a conformally covariant Laplace equation for v. Using
the transformation rule for this equation and observing (4.35), we find that it
transforms into
0 = (∆h − 1
8
r[h])(θ v) = (∆h − 1
8
r[h])(θ −m) on S˜,
and is thus satisfied by our assumption r[h] = 0.
We shall repeat some of the considerations of [34] in the present conformal
gauge. The fact that solutions to the conformal static field equations are real
analytic and can be extended by analyticity into the complex domain allows us
to use some very concise arguments. We note that the statements obtained here
can also be obtained by recursive arguments. This will become important if some
of the following considerations are to be transferred to C∞ or Ck situations.
From (4.36) one gets
Dc Σab = DcDaDb σ −Dc s hab + σ (1− µσ)Dc rab + (1− 2µσ)Dc σ rab.
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With the Bianchi identity, which takes in the present gauge the form Da rab = 0,
follow the integrability conditions
0 =
1
2
DcΣca = Da s+ (1− µσ) rabDb σ, (4.37)
and
0 = D[cΣa]b +
1
2
DdΣd[c ha]b (4.38)
= σ
{
(1− µσ)D[cra]b − µ (2D[cσ ra]b +Dd σ rd[c ha]b)
}
.
Equation (4.36) thus implies an expression for the Cotton tensor, which is given
in the present gauge by bbca = D[cra]b, and for its dualized version, which is
given by
bab =
1
2
bacd ǫb
cd =
µ
1− µσ (Dc σ rda ǫb
cd − 1
2
rdeD
e σ ǫba
d). (4.39)
It follows that
Da(2 σ s−Dc σDc σ) = σ DcΣca − 2DcσΣca,
which shows that equation (4.32) is a consequence of equations (4.24) and (4.36)
and that the latter contain the complete information of the conformal static field
equations.
Let ea = e
c
a ∂xc , a = 1, 2, 3, now denote the h-orthonormal frame field on
U which is parallely transported along the h-geodesics through i and satisfies
ec a = δ
c
a at i. In the following we assume all tensor fields, except the frame
field ea and the coframe field σ
c dual to it, to be expressed in term of this frame
field and set Da ≡ Dea . The coefficients of h are then given by hab = −δab.
Any analytic tensor field T
b1...bq
a1...ap on V has an expansion of the form (cf. [37])
T
b1...bq
a1...ap (x) =
∑
k≥0
1
k!
xck . . . xc1 (Dck . . .Dc1 T
b1...bq
a1...ap )(i),
(where the summation rule ignores whether indices are bold face or not).
We want to discuss how expansions of this form can be obtained for the
fields
σ, s, rab,
which are provided by the solutions to the conformal static field equations.
Once these fields are known, the coefficients of the 1-forms σa = σa b d x
b,
which provide the coordinate expression of the metric by the relation h =
−δac σa b σc d d xb d xd, and the connection coefficients Γa b c with respect to
ea can be obtained from the structural equations in polar coordinates (cf. [50])
d
d ρ
(ρ σa b(ρ x)) = δ
a
b + ρΓc
a
d(ρ x)x
d σc b(ρ x),
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dd ρ
(ρΓa
c
e(ρ x)σ
a
b(ρ x)) = ρ r
c
eda(ρ x)x
d σa b(ρ x).
For this purpose we consider the data
cap...a1bc = R(Dap . . . Da1 rbc)(i), (4.40)
where R means ‘trace free symmetric part of’. These data have the following
interpretation. Since solutions to the conformal static field equations are real
analytic in the given coordinates xa, all the fields considered above can be
extended into a complex domain U ′ ⊂ C3 which comprises U as the subset of
real points. The subset N = {Υ = 0} of U ′, where we denote by Υ again the
analytic extension of the real function denoted before by the same symbol, then
defines the cone which is generated by the complex null geodesics C ⊃ O ∋
ζ → xa(ζ) = ζ xa∗ ∈ U ′ through i, where xa∗ 6= 0 is constant with hab xa∗ xb∗ = 0
at i. On N the field DaΥ ∂xa = −2 xa ∂xa is tangent to the null generators of
N . The derivatives of rab x˙a x˙b with respect to ζ at i are given by the complex
numbers
x
ap∗ . . . xa1∗ x
b
∗x
c
∗Dap . . .Da1rbc(i)
= ιApιBp . . . ιA1ιB1ιC . . . ιFDAp Bp . . .DA1B1 rCDEF (i)
where the term on the left hand side is rewritten on the right hand side in space
spinor notation and it is used that xAB∗ ≡ σAB a xa∗ = ιA ιB with some spinor
ιA because xa∗ is a null vector. Allowing x
a
∗ to vary over the null cone at i, i.e.
allowing ιA to vary over P 1(C), we can extract from the numbers above the real
quantities
cAp Bp...A1B1CDEF = D(Ap Bp . . .DA1B1 rCDEF )(i), (4.41)
which are equivalent to (4.40). Giving the data (4.40) is thus equivalent to
giving rab(ζ x
a∗) x˙a x˙b where xa∗ varies over a cut of the complex null cone at i or
to giving, up to a scaling, the restriction of rabD
aΥDbΥ to N . The data (4.40)
are in one-to-one correspondence to the multipole moments considered in [6].
We consider now the Bianchi identity Da rab = 0 and equation (4.38). In
space spinor notation they combine into the concise form
(1− µσ)DA ErBCDE = 2µ rE(BCDDA) Eσ. (4.42)
Note that the contraction and symmetrization on the right hand side project out
precisely the information contained in rabD
aΓDbΓ while the contraction which
occurs on the left hand side prevents us from using the equation to calculate any
of the information in (4.41). We use equations (4.32), (4.37) in frame notation.
By taking formal derivatives of these equations one can determine from (4.24)
and the data (4.40) all derivatives of σ, s, and rab at i. The complete set of data
(4.40) resp. (4.41) is required for this and these data determine the expansion
uniquely. This procedure has been formalized in the theory of ‘exact sets of
fields’ discussed in [61], where equations of the type (4.42) are considered.
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The formulation given above suggests proving a Cauchy-Kowalevska type
results for equations (4.32), (4.37), (4.42) with data prescribed on N . Although
the existence of the vertex at i may create some difficulties in the present case,
this problem has much in common with the characteristic initial value problem
for Einstein’s field equations for which the existence of analytic solutions has
been shown ([30]). At present, no decay estimates for the cap...a1bc as p → ∞
are available which would ensure the convergence of these series. To simplify
the following discussion we shall assume that the series considered above do
converge.
We return to the coordinate formalism and show that this procedure provides
a solution to the original equation (4.36), i.e. the quantity Σab defined from the
fields σ, s, and rab by the procedure above does vanish. We show first that Σab =
0 on N . Since σ = 0 on N , this amounts to showing that mab ≡ DaDb σ−s hab
vanishes on N . Differentiating twice the equation DaσDaσ − 2 σ s = 0, which
has been solved as part of the procedure above, observing that DcΣcd = 0 and
restricting the resulting equation to N gives the linear ODE
DcσDcmab = −DaDcσ mcb,
along the null generators of N . Observing that DaDb σ = −2 hab +O(Υ), this
ODE can be written along the null geodesics xa(ζ) = ζ xa∗ considered above in
the form
d
d ζ
(ζ mab) = A
c
a ζ mcb,
with a smooth function Aca = A
c
a(ζ). This implies the desired result. In view of
(4.37), (4.38) it shows that we solved the problem
DcΣca = 0, D[cΣa]b = 0 near i, Σab = 0 on N .
The first two equations combine in space spinor notation into DA
E ΣBCDE = 0
with symmetric spinor field ΣABCD. Following again the arguments of [61], we
conclude that Σab = 0.
Equation (4.39) implies
Daσ Dbσ bab = 0 on V. (4.43)
A rescaling h → h′ = ϑ4 h with a positive (analytic) conformal factor gives
σ → σ′ = ϑ2σ and bab → b′ab = ϑ−2bab, whence
DaσDbσ bab → (DaσDbσ bab)′ =
ϑ−6DaσDbσ bab + 4 σ ϑ−7Daσ Dbϑ bab + 4 σ2 ϑ−8DaϑDbϑ bab.
This shows that (4.43) is not conformally invariant, but it also shows that the
relation
DaΥDbΥ bab|N = 0, (4.44)
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implied by (4.43), is conformally invariant. Using again the argument which
allowed us to get the quantities (4.41), we can translate this onto the equivalent
relations
R(Dap · · ·Da1 bbc(i)) = 0, p = 0, 1, 2, . . . , (4.45)
which take in space spinor notation the form (cf. (5.89))
D(Ap Bp · · ·DA1B1 bCDEF )(i) = 0, p = 0, 1, 2, . . . . (4.46)
We note that for given integer p∗ > 0 the string of such conditions with 0 ≤ p ≤
p∗ is conformally invariant.
Since these condition have a particular bearing on the smoothness of grav-
itational fields at null infinity ([34], [37]) and it is not clear whether static
equations are of a greater significance in this context than expected so far, we
take a closer look at (4.43). If we apply the operators DaDb and DaDbDc to
(4.43) and restrict the resulting equation to i, we get the relations bab(i) = 0
and D(abbc)(i) = 0 respectively, which agree with (4.45) at the corresponding
orders because Dabab = 0. However, if we proceed similarly with DaDbDcDd,
we get
D(aDb bcd)(i) = 0. (4.47)
Since (4.45) with p = 2 can be written in the form
D(aDb bcd)(i) =
1
7
h(ab∆h bcd)(i),
the relation (4.47) implies in particular that ∆h bcd(i) = 0. It appears that
in general this equation cannot be deduced in the present gauge from known
general identities and (4.44) alone. There will be similar such conditions at
higher orders. While the particular form of them may depend on the conformal
gauge, the existence of properties which go beyond (4.45) does not. In any case,
these observations show that there is a gap between h satisfying the regularity
conditions (4.45) and h being conformally static.
This situation is also illustrated by the following observation. If the data
provided by h are conformally flat in a neighbourhood of i they trivially satisfy
conditions (4.45). Without further assumptions the solution θ to the Lichnerow-
icz equation which relates h to the induced vacuum data h˜ = θ4 h can still be
quite general. However, if h˜ is static the function θ must be very special.
Lemma 4.1 An asymptotically flat, static initial data set for the vacuum field
equations with conformal metric h and positive ADM mass m is locally con-
formally flat if and only if it satisfies near i in the gauge (4.31) the equation
rab[h] = 0 and thus in the normal coordinates (4.17)
h = −δab d xa d xb, U = 1, θ = 1|x| +
m
2
.
Remark: This tells us that the only asymptotically flat, static vacuum data
which are locally conformally flat near space-like infinity are the Schwarzschild
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data (4.33). The result of ([71]), which suggests that conformal flatness of the
data h near i and the smoothness requirement on the functions up at I± imply
that the solution be asymptotically Schwarzschild, can thus be reformulated as
saying that for the given data the smoothness requirement implies the solution
to be asymptotically static at space-like infinity.
Proof: By (4.38) the solution is locally conformally flat if and only if 2D[cσ ra]b =
hb[c ra]dD
dσ. Applying De to this equation and observing (4.36) and again
D[c ra]b = 0, one gets after a contraction
Dcσ Dc rab = −3 s rab + σ (1− µσ) (hab rcd rcd − 3 rac rb c). (4.48)
This equation can be read as an ODE along the integral curves of the vector
field Dc σ. It follows from (4.32) that ua = (2 σ |s|)− 12 Da σ is a unit vector field
(with direction dependent limits at i). Because of
uaDaΥ = −
(
2Υ
|s|
)1/2
(4U−1 + 2U−2Da U DaΥ) < 0,
its integral curves run into i and cover in fact a (possibly small) neighbourhood
U ′ of i. Equation (4.48) can be rewritten in the form
uaDa(Υ
3/2 rbc) = A
de
bc (Υ
3/2 rde),
with the matrix valued function
Adebc = −
3√
2 σ |s| (s+ 2U
−1 + U−2DaU DaΥ)hd b he c
+
σ (1− µσ)√
2 σ |s| (hbc r
de − 3 rd b he c),
which is continuous on U ′. This implies that rab = 0 on U ′. The remaining
statements follow immediately from (4.17) and (4.31).
Remark: We note that these data may be obtained in a different form if
locally conformally flat data are given in the cn-gauge and one asks under which
conditions they are conformally static. The data are then of the form
hab = −δab, Ω− 12 = θ = 1|x| +W, ∆hW = 0, W (i) =
m
2
> 0.
By a rescaling h → ϑ4 h, θ → ϑ−1 θ = 1ϑ |x| + m2 with ϑ = 2m W they are
transformed into the present gauge. Assuming that these data satisfy the
conformal static field equations and expressing the resulting equation again
in terms of hab = −δab one finds that the solution is static if and only if
2W DaDbW−6 DaW DbW+2 habDcW DcW = 0. SinceW > 0 the equation
can be rewritten in terms of w =W−2, which gives
2wDaDb w = habDcwD
cw. (4.49)
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ApplyingDc, multiplying with w, and using twice (4.49) again, we conclude that
DaDbDcw = 0, whence w = k+ ka x
a + kab x
a xb with some coefficients k > 0,
ka, kab. This function satisfies (4.49) if kab = hab kc k
c/4 k. With ja = ka/2 k
and m = 2/
√
k this gives
W =
m
2
1√
1 + 2 ja xa + ja ja xb xb
,
with constant ja.
That these data are equivalent to the ones considered above is seen by rescal-
ing with ϑ = 2m W . By this one achievesW =
m
2 . For the metric ϑ
4 h to acquire
the flat standard form one needs to perform a coordinate transformation which
is given by a special conformal transformation x → (I ◦ Tc ◦ I)(x) where I de-
notes the inversion xa → xa(δbc xb xc)−1 and Tc a translation xa → xa+ca with
suitably chosen constant ca.
5 A regular finite initial value problem at space-
like infinity
In the conformal extension of Minkowski space described in section 3 neighbour-
hoods of space-like infinity, which are swept out by future complete outgoing
and past complete incoming null geodesics, are squeezed into arbitrarily small
neighbourhoods of the point i0. From the point of view of the causal structure
it is natural to indicate space-like infinity by a point. The discussion in section
4 shows, however, that in general i0 cannot be a regular point of any smooth
conformal extension. The condition for an extension to i0 to be C∞ (under our
assumption (4.13)) is that the data are massless in the sense of (4.30) and that
the free datum h satisfies the conditions (5.89) with p∗ =∞ ([34], [37]). Thus,
smoothness at i0 excludes the physically interesting cases.
A direct discussion of the initial value problem for the conformal field equa-
tions with initial data on an initial hypersurface S = S˜ ∪{i} such that W i jkl =
O(ρ−3) at i as discussed in section 4 faces considerable technical problems. Not
only the functional analytical treatement of a corresponding PDE problem poses
enormous difficulties but already the choice of gauge becomes very subtle.
The setting described below has been arrived at by attempts to describe
the structure of the singularity as clearly as possible and to deduce from the
conformal field equations a formulation of the PDE problem which still preserves
‘some sort of hyperbolicity’ at space-like infinity. It is based on conformally
invariant concepts so that possible singularities should be identifiable as defects
of the conformal structure.
In a conformal Gauss gauge based on a Cauchy hypersurface S˜ it turns
out that after blowing up the point i into a sphere I0 and choosing the gauge
suitably, one arrives at a formulation of the initial value problem near space-
like infinity in which the data can be smoothly extended to and across I0. In
that gauge also the evolution equations admit a smooth extension to space-like
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infinity. The evolution and extension process then generates from the set I0
a cylindrical piece of space-time boundary diffeomorphic to ]− 1, 1[×I0, which
is denoted by I. It represents space-like infinity and can be considered as a
blow-up of the point i0. This boundary is neither postulated nor attached ‘by
hand’.
In this gauge the hypersurfaces J ± representing null infinity near space-like
infinity are given by finite values of the coordinates which are explicitly known
(it has to be shown, of course, that the evolution extends far enough). These
hypersurfaces touch the cylinder I at sets I± diffeomorphic to I0, which can
be thought of as boundaries of I and of J± respectively. The structure of the
conformal field equations near the critical sets I± appears to be the key to the
question of asymptotic smoothness.
It may appear odd to sqeeze space-time regions of infinite extend into ar-
bitrarily small neighbourhoods of a point i0 and then perform a complicated
blow-up to resolve the singularity on the initial hypersurface which has been
created by the first step. The point of the construction is that the finiteness
of the sets I± allow us to disclose, to an extent that we can put our hands on
it, a subtle feature of the field equations which otherwise would be hidden at
infinity (in the standard vacuum representation) or in the singularity at i0 (in
the standard conformal rescaling).
In the following the setting indicated above and its various implications will
be discussed in detail. While we shall add more recent results we shall follow to
a large extent the original article [37]. For derivations and details we refer the
reader to this or the articles quoted below.
5.1 The gauge on the initial slice and the blow-up at i
The non-smoothness of the conformal data (4.14), (4.7), (4.15), (4.16), (4.29)
at i arises from the presence of various factors ρ in the explicit expressions. To
properly take care of the specific radial and angular behaviour of the various
fields it is natural to choose the frame field in the general conformal field equa-
tions such that the spatial vector fields ea, a = 1, 2, 3, are tangent to the initial
hypersurface S and one of them, e3 say, is radial. Since there is no preferred
direction at i, this only makes sense if the frame is chosen on S˜ such that it has
direction dependent limits at i. This singular situation finds a well organized
description in terms of a smooth submanifold of the bundle of frames. To dis-
cuss the field equations in the spin frame formalism, we will consider in fact a
submanifold Ce of the bundle of normalized spin frames over S near i. While
the use of spinors leads to various simplifications, it should be mentioned that
the construction could be carried out similarly in the standard frame formalism
(cf. [38]).
5.1.1 The construction of Ce
Consider now S as a space-like Cauchy hypersurface of a 4-dimensional solution
space-time (M, g) with induced metric h on S. Denote by SL(S) the set of spin
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frames δ = {δA}A=0,1 on S which are normalized with respect to the alternating
form ǫ, such that
ǫ(δA, δB) = ǫAB, ǫ01 = 1. (5.1)
The group
SL(2,C) = {tA B ∈ GL(2,C) | ǫACtA B tC D = ǫBD},
acts on SL(S) by δ → δ · t = {δA tA B}B=0,1. The vector field τ =
√
2 e0, with
e0 the future directed unit normal of S, defines a subbundle SU(S) of SL(S)
which is given by the spin frames in SL(S) with
g(τ, δAδ¯A′) = ǫA
0ǫA′
0′ + ǫA
1ǫA′
1′ ≡ τAA′ . (5.2)
It has structure group
SU(2) = {tA B ∈ SL(2, C) | τAA′tA B t¯A′ B′ = τBB′}.
In any frame in SU(S) the vector τ is given by τAA′ . In the following we use
the space spinor formalism in the notation of [36]. Using the van der Waerden
symbols for space spinors
σa
AB = σa
(A
A′τ
B)A′ , σc AB = τ(B
A′σc A)A′ , c = 1, 2, 3,
which satisfy
hab = σaABσb
AB, ǫA
B ǫA′
B′ =
1
2
τAA′τ
BB′ + σa AF τ
F
A′τ
EB′σa E
B,
where
hab σ
a
ABσ
b
CD = −ǫA(CǫD)B ≡ hABCD with hab = −δab,
the covering map onto the connected component SO(3) of the rotation group is
given by
SU(2) ∋ tA B Ψ→ ta b = σa AB tA C tB D σb CD ∈ SO(3).
The induced isomorphism of Lie algebras will be denoted by Ψ∗.
The covering morphism of SU(S) onto the bundle O+(S) of positively ori-
ented orthonormal frames on S maps the frame δ ∈ SU(S) onto the frame with
vectors ea = ea(δ) = σa
AB δA τB
B′ δ¯B′ such that h(ea, eb) = hab. We use this
map to pull back to SU(S) the h-Levi-Civita connection form on O+(S). Com-
bining this with the map Ψ−1∗ , the connection is represented by an su(2)-valued
connection form ωˇA B on SU(S). Similarly, pulling back the R3-valued solder
form on O+(S) and contracting with the van der Waerden symbols results in a
1-form σAB on SU(S) which is referred to as solder form on SU(S).
Let Hˇ denote the real horizontal vector field on SU(S) satisfying< σAB , Hˇ >
= ǫ0
(A ǫ1
B) or, equivalently,
Tδ(π) Hˇ(δ) = δ(0 τ1)
B′ δ¯B′ =
1
2
(δ0 δ¯0′ − δ1 δ¯1′), δ ∈ SU(S). (5.3)
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It follows that Tδ t(π) Hˇ(δ t) = Tδ(π) Hˇ(δ) if and only if
t ∈ U(1) ≡ {t ∈ SU(2) | t =
(
eiφ 0
0 e−iφ
)
, φ ∈ R}.
The field Hˇ will essentially correspond to the ‘radial’ vector field mentioned
above.
We consider again the normal coordinates satisfying (4.17) near i, set Be =
{p ∈ U | |x(p)| < e} with e > 0 chosen such that the closure of Be in S is
contained in U , and denote by (SU(Be), π) the restriction of (SU(S), π) to
Be. Let δ∗ be in the fiber π−1(i) ⊂ SU(Be) over i. The map SU(2) ∋ t →
δ(t) ≡ δ∗ · t ∈ π−1(i) defines a smooth parametrization of π−1(i). We denote
by ] − e, e[∋ ρ → δ(ρ, t) ∈ SU(Be) the integral curve of the vector field
√
2 Hˇ
satisfying δ(0, t) = δ(t) and set Ce = {δ(ρ, t) ∈ SU(Be) | |ρ| < e, t ∈ SU(2)}.
This set defines a smooth submanifold of SU(Be) which is diffeomorphic to
]− e, e[×SU(2). The restriction of π to this set will be denoted by π′.
The symbol ρ, which has been introduced already in section 4.1, is used here
for the following reason. The integral curves of
√
2 Hˇ through π−1(i) project
onto geodesics through i with h-unit tangent vector. Thus, the projection π′
maps Ce onto Be. The action of U(1) on SU(Be) induces an action on Ce. While
I0 ≡ π−1(i) = {ρ = 0} is diffeomorphic to SU(2), the fiber π′−1(p) ⊂ Ce over a
point p in the punctured disk B˜e ≡ Be \ {i} coincides with an orbit of U(1) in
SU(Be) on which ρ = |x(p)| and another one on which ρ = −|x(p)|.
The map π′ factorises as Ce π1→ C′e π2→ Be with C′e ≡ Ce/U(1) diffeomorphic
to ] − e, e[×S2. For ρ∗ with 0 < |ρ∗| < e the subsets {ρ = ρ∗} of Ce are
diffeomorphic to SU(2) and the restrictions of the map π1 to these sets define
Hopf fibrations of the form
SU(2) ∋ t→
√
2σa ABt
A
0t
B
1 ∈ S2 ⊂ R3. (5.4)
The set π−12 (B˜e) (resp. π
′−1(B˜e)) consists of two components C′±e (resp. C±e )
on which ±ρ > 0 respectively. Each of the sets C′±e is mapped by π2 diffeomor-
phically onto the punctured disk. If B˜e is now identified via π2 with C′+e the
manifold B˜e is embedded into C′e such that it acquires the set π1(I0) = π−12 (i)
as a boundary. The set B¯e ≡ B˜e∪π−12 (i) ≃ [0, e[×S2 is a smooth manifold with
boundary. Viewing B˜e again as the subset of S˜ = S \{i}, we get an extension S¯
of S˜ which can be thought of as being obtained from S by blowing up the point
i into a sphere. This is our desired extension of the physical initial manifold
and the following discussion could be carried out in terms of the 3-dimensional
manifold B¯e.
It turns out more convenient, however, to use the 4-dimensional U(1) bun-
dle C¯+e = C+e ∪ I0 = {δ ∈ Ce | ρ(δ) ≥ 0} ≃ [0, e[×SU(2). It is a manifold
with boundary smoothly embedded into SU(Be), from which it inherits various
structures. The set Ce is conveniently parametrized by ρ and the paralleliz-
able group SU(2). The solder and the connection form on SU(Be) pull back to
smooth 1-forms on Ce. We denote the latter again by σab and ωˇa b respectively.
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Any smooth spinor field ξ on Be defines on Ce a smooth ‘spinor valued function’
which is given at δ ∈ Ce by the components of ξ in the frame defined by δ and
denoted (in the case of a covariant field) by ξA1...Ak,A′1...A′j . We shall refer to
this function as to the ‘lift’ of ξ.
The structure equations induce on Ce the equations
dσAB = −ωˇA E ∧ σEB − ωˇB E ∧ σAE , (5.5)
dωˇA B = −ωˇA E ∧ ωˇE B + ΩˇA B, (5.6)
where
ΩˇA B =
1
2
rA BCDF σ
CD ∧ σEF
denotes the curvature form determined by the curvature spinor rABCDEF . It
holds
rABCDEF =
(
1
2
sABCE − r
12
hABCE
)
ǫDF +
(
1
2
sABDF − r
12
hABDF
)
ǫCE
(5.7)
where sABCD = s(ABCD) is the trace free part of the Ricci tensor of h and r its
Ricci scalar. The curvature tensor of h is given by
rAGBHCDEF = −rABCDEF ǫGH − rGHCDEF ǫAB.
and the Bianchi identity reads 6DAB sABCD = DCDr.
We use t ∈ SU(2, C) and x1 ≡ ρ as ‘coordinates’ on Ce. The vector field Hˇ
tangent to Ce then takes the form
√
2 Hˇ = ∂ρ. Consider now the basis
u1 =
1
2
(
0 i
i 0
)
, u2 =
1
2
(
0 −1
1 0
)
, u3 =
1
2
(
i 0
0 −i
)
, (5.8)
of the Lie algebra su(2). Here u3 is the generator of the group U(1). We denote
by Zui , i = 0, 1, 2, the Killing vector fields generated on SU(Be) by ui and the
action of SU(2). These fields are tangent to I0. We set there
X+ ≡ −(Zu2 + iZu1), X− ≡ −(Zu2 − iZu1), X ≡ −2 i Zu3,
and extend these fields smoothly to Ce by requiring
[Hˇ,X ] = 0, [Hˇ,X±] = 0. (5.9)
The vector fields Hˇ, X, X+, X− constitute a frame field on Ce which satisfies
besides (5.9) the commutation relations
[X, X+] = 2X+, [X, X−] = −2X−, [X+, X−] = −X. (5.10)
The vector field iX is tangent to the fibers defined by π1. The complex vector
fields X+, X− are complex conjugates of each other such that X− f = X+ f for
any real-valued function f .
41
These vector fields are related to the 1-forms above by
< σAB, Hˇ >= ǫ0
(A ǫ1
B), < σAB , X >= 0 on Ce, (5.11)
< σAB, X+ >= ρ ǫ0
A ǫ0
B +O(ρ2), < σAB , X− >= −ρ ǫ1 A ǫ1 B +O(ρ2),
(5.12)
< ωˇA B, Hˇ >= 0, < ωˇ
A
B, X >= ǫ0
A ǫB
0 − ǫ1 A ǫB 1 on Ce, (5.13)
< ωˇA B , X+ >= ǫ0
A ǫB
1+O(ρ2), < ωˇA B, X− >= −ǫ1 A ǫB 0+O(ρ2), (5.14)
as ρ→ 0.
To transfer the tensor calculus on Be to Ce we define vector fields cAB = c(AB)
on Ce \ I0 by requiring
< σAB, cCD >= ǫ(C
A ǫD)
B, cCD = c
1
CD∂ρ+ c
+
CDX++ c
−
CDX−. (5.15)
The first condition implies that Tδ(π
′) cAB = δ(AτB) B
′
δ¯B′ for δ ∈ Ce \ I0, while
the second removes the freedom for the vector fields to pick up an arbitrary
component in the direction of X . It follows that
c1 AB = xAB, c
+
AB =
1
ρ
zAB + cˇ
+
AB, c
−
AB =
1
ρ
yAB + cˇ
−
AB , (5.16)
with smooth functions which satisfy
cˇα AB = O(ρ), cˇ
α
01 = 0, α = 1,+,−, (5.17)
and
xAB ≡
√
2ǫ(A
0 ǫB)
1, yAB ≡ − 1√
2
ǫA
1ǫB
1, zAB ≡ 1√
2
ǫA
0ǫB
0. (5.18)
The connection coefficients with respect to cAB satisfy
γCD
A
B ≡< ωˇA B, cCD >= 1
ρ
γ∗CD
A
B + γˇCD
A
B (5.19)
with
γ∗ ABCD =
1
2
(ǫACxBD + ǫBDxAC), γˇ01CD = 0, γˇABCD = O(ρ).
The smoothness of the 1-forms and the vector fields Hˇ, X+, X− implies that
the vector fields ρ cCD and the functions
c1 CD, ρ c
+
CD, ρ c
−
CD, ρ γCDAB,
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extend smoothly to all of Ce.
A smooth function F on an open subset of Ce is said to have spin weight s
if
X(F ) = 2s F (5.20)
on this set with 2s an integer. Any spinor valued function induced by a spinor
field on Be has a well defined spin weight, it holds e.g.
X φABCD = 2 (2−A−B − C −D)φABCD. (5.21)
It follows from the construction of Ce that this is also true for the functions
considered above, it turns out that
X c1 AB = 2 (1−A−B) c1 AB, X c± AB = 2 (1− (±1)−A−B) c± AB,
X γABCD = 2 (2−A−B − C −D) γABCD for A,B,C,D = 0, 1.
By our construction, equation (5.3), and the formula for ea(δ) given above
the vectors Tδ(π
′) (
√
2 Hˇ(δ)) = e3(δ) are tangent to and the frame ea(δ(ρ, t))
is parallely propagated along the geodesics [−e, e[∋ ρ → π′(δ(ρ, t)) through i.
Thus we have constructed the type of frame field asked for in the beginning.
Working on Ce has the advantage that ρ and
√
2 Hˇ define smooth fields and the
smoothness of the various fields considered above can easily be discussed.
The transition from Be to C¯′e respectively to C¯+e amounts to a new choice of
differential structure at space-like infinity. This change is reflected in the drop of
rank of the map π′ at the set I0. It follows from (5.11), (5.12), that at points over
i the vectors X , X± project onto the zero vector while at points in π
′−1(p) the
real and imaginary parts of Hˇ, X+, X− have non-vanishing projections which
span the tangent space Tp B˜e if p ∈ B˜e. The relations (5.11), (5.12), (5.13), (5.14)
show that the behaviour of the map π′ near I0 is encoded in the behaviour of
the solder and the connection form.
With the structures given above we can perform tensor calculations defined
on B˜e now also on Ce \ I0 and they follow the ‘usual’ rules of the spin frame
formalism. If F denotes the lift of a smooth function f on Be, the covariant
differential Df is represented on Ce \ I0 by the invariant function DABf ≡
cAB(F ). In the following we shall use the same symbol for a function and its
lift. If µAB is the invariant function induced by a spatial spinor field µ on B˜e
its covariant differential is given on Ce \ I0 by the expression
DABµAD = cAB(µAD)− γAB E C µED − γAB E D µCE .
Analogous formulas hold for covariant differentials of spinor fields of higher
valence.
In terms of ρ and t = (tA B) on C¯e and the normal coordinates xa satisfying
(4.17) on Be, the projection π′ has the local expression
π′ : (ρ, t)→ xa(ρ, t) = ρ
√
2σa CD t
C
0 t
D
1. (5.22)
43
This can be used to pull back the functions Ω, U , and W , which are related
by (4.29), to functions of spin weight zero on C¯e. The metric in (4.13) is built
into our formalism and the second fundamental form lifts to a symmetric spinor
valued function χABCD which vanishes everwhere. Using the fields
cˇ± AB, γˇCDAB, SABCD, r, (5.23)
given by (5.16), (5.19), and (5.7), one can determine
DAB DCD Ω, (5.24)
on C+e and thus also the derived data (4.14), (4.15), (4.16).
In particular, a detailed expression for the rescaled conformal Weyl spinor
φABCD is obtained on C+e by using (4.16) and (4.29). It takes the form
φABCD = φ
′
ABCD + φ
W
ABCD, (5.25)
where
φ′ABCD = σ
−2 {D(AB DCD) σ + σ sABCD} (5.26)
=
1
ρ4
{
U2D(ABDCD) (ρ
2)− 8 ρU D(ABρDCD)U
}
− 1
ρ2
{
2U D(AB DCD) U − 6D(ABU DCD)U − U2 sABCD
}
is derived from σ = ρ2 U−2 and thus from the local geometry near i, while
φWABCD =
1
ρ3
{−6U W D(AB ρDCD) ρ+ U W D(ABDCD) (ρ2)} (5.27)
+
4
ρ2
(W D(ABρDCD)U − 3U D(ABρDCD)W )
−2
ρ
(U D(AB DCD)W +W D(AB DCD) U − 6D(ABU DCD)W − U W sABCD)
−2W D(ABDCD)W + 6D(ABW DCD)W +W 2 sABCD,
is the part of the rescaled conformal Weyl spinor which depends on the non-local
information in W and which vanishes in the massless case. Observing that
DAB ρ = xAB , DAB DCD (ρ
2) = −4 ρ γˇ(AB E C xD)E = O(ρ2), DAB U = O(ρ),
one finds that
φ′ABCD = O(
1
ρ2
), φWABCD = −
6m
ρ3
ǫ2ABCD +O(
1
ρ2
), (5.28)
where we set ǫjABCD ≡ ǫ(A (E ǫB F ǫC G ǫD) H)j for j = 0, . . . , 4.
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5.1.2 Normal expansions at I0 and the functions Tm j k
To analyse in detail the behaviour of the various fields near space-like infinity it
is convenient to study a particular type of expansion. It will be discussed here
for an unprimed spinor field, similar expansions hold for other fields. In terms
of the normal coordinates xa on Be define the radial vector field V = xa ∂xa .
Let δ∗ = δ∗(xa) be the smooth spin frame field on Be which satisfies DV δ∗ = 0
on Be and coincides with the spin frame at i chosen as the starting point for
our construction of Ce. Denote by e∗AB the orthonormal frame associated with
δ∗ and write V = V AB e∗AB.
Suppose ξ is a smooth spinor field on Be which is given in terms of the spin
frame field δ∗ by ξ∗A1...Al = ξ
∗
A1...Al
(xa). Then its Taylor expansion at i is of the
form
ξ∗A1...Al(x
a) =
p=∞∑
p=0
1
p!
V BpCp(xa) . . . V B1C1(xa)DBpCp . . .DB1C1ξ
∗
A1...Al(i).
(5.29)
To determine the lift ξA1...Al of this field to C+e one has to observe its transfor-
mation behaviour ξ∗A1...Al → ξ∗A1...Al tB1 A1 . . . tBl Al under changes of the frame
and the fact that the pull back of the functions V AB are given in view of (5.22)
by
V AB(xa(ρ, t)) =
√
2 ρ t(A 0 t
B)
1. (5.30)
If the expansion coefficients DBpCp . . . DB1C1ξ
∗
A1...Al
(i) are then decomposed
into products of ǫab’s and symmetric spinors at i, the essential components
ξj = ξ(a1...al)j , 0 ≤ j ≤ l, 0 ≤ j ≤ l, which are of spin weight s = l2 − j, are
obtained as expansion of the form
ξj =
∞∑
p=0
ξj,p ρ
p (5.31)
where
ξj,p =
2p+l∑
m=max{|l−2j|,l−2p}
m∑
k=0
ξj,p;m,k Tm
k
m−l
2
+j (5.32)
with complex coefficients ξj,p;m,k and functions Tm
j
k of t as discussed below.
We refer to this type of expansion as to the normal expansion of ξ at I0. In
the case considered above the lift of ξ to C+e has smooth limits at I0. Corre-
sponding expansions in terms of ρk, k ∈ Z, can also be obtained for fields such
as φABCD on C+e which are given by algebraic expressions of regular fields but
which become singular at I0.
The functions Tm
j
k, arise (apart from some normalizing factors) naturally
by the procedure indicated above. They are matrix elements of unitary repre-
sentations
SU(2) ∋ t→ Tm(t) = (Tm j k(t)) ∈ SU(m+ 1),
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which are given by
T0
0
0(t) = 1, Tm
j
k(t) =
(
m
j
) 1
2
(
m
k
) 1
2
t(b1 (a1 . . . t
bm)j
am)k ,
j, k = 0, . . . ,m, m = 1, 2, 3, . . . .
The brackets with lower index now indicate symmetrization and taking ‘essential
components’. The expansions obtained above make sense under quite general
assumptions; the functions
√
m+ 1Tm
j
k(t) form a complete orthonormal set
in the Hilbert space L2(µ, SU(2)) where µ denotes the normalized Haar measure
on SU(2).
Using the identification of I0 with SU(2) built into our construction, we
consider the Tm
j
k as functions on I0 and extend them as ρ-independent func-
tions to C¯e. The vector fields X±, X then act as left invariant vector fields and
it holds
X Tm
k
j = (m− 2j)Tm k j , (5.33)
X+ Tm
k
j = βm,j Tm
k
j−1, X− Tm k j = −βm,j+1 Tm k j+1 (5.34)
for 0 ≤ k, j ≤ m, m = 0, 1, 2, . . ., with βm,j =
√
j (m− j + 1). It follows that
functions f with spin weight s have expansions of the form
f =
∑
m≥|2s|
m∑
k=0
fm,k Tm
k
m
2
−s, (5.35)
where the m’s are even if s is an integer and odd if s is a half-integer. All
functions considered in the following have integer spin weight.
5.2 The regularizing gauge for the evolution equations
To obtain definite expressions for the expansions of the data at i and because
the terms of lower order are then simplified, it has been assumed in [37] that the
metric h is given in a cn-gauge near i. This will be assumed also here, though
the discussion of the static case given below will show that this is not necessary
for our construction. The coordinates ρ, t and the frame field constructed above
depend on the choice of scaling of the metric h on S. Most important is the
fact that Ω = O(ρ2) near I0, it affects the definition of ρ in an essential way.
In analysing the evolution of our data in time it turns out convenient to use
a different conformal factor Θ which is related to the conformal factor Ω by
Θ = κ−1Ω on C¯e, (5.36)
with a function
κ = ρ κ′ with κ′ ∈ C∞(C¯e), κ′ > 0, X κ′ = 0, κ′|I0 = 1. (5.37)
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The value of κ′ on I0 is chosen for convenience here, nothing is gained in the
following by requiring a different (positive) boundary value for it.
The change of the conformal factor implies a map Ξ : δ → κ 12 δ which maps
the set C+e bijectively onto a smooth submanifold C∗ of the bundle of conformal
spin frames over B˜e. We use the diffeomorphism Ξ to carry the coordinates ρ
and t and the vector fields ∂ρ, X,X+, X− to C∗. The projection of C∗ onto B˜e
will be denoted again by π′.
Assuming a conformal Gauss system for the evolution in time as described
in section 2.1, the evolution of the spin frames constituting C∗ defines in the
the bundle of conformal frames over the space-time manifold M˜ a smoothly
embedded 5-dimensional manifold N˜ which is again a U(1) bundle over the
space-time and whose projection onto M˜ we denote again by π′. The manifold
C∗ represents a smooth hypersurface of N˜ .
By pushing forward the coordinates ρ, t and the vector fields ∂ρ, X , X± with
the flow of the conformal geodesics ruling N˜ , these structures can be extended
to N˜ such that iX generates the kernel of π′. The parameter x0 ≡ τ of the
conformal geodesics defines a further independent coordinate with x0 = τ = 0
on C∗, so that the tangent vector field of this congruence can be denoted by ∂τ .
The reduced field equations (2.38), (2.39), (2.40), (2.42) (the latter special-
ization of (2.43) is chosen here for only definiteness) are now interpreted as
equations on N˜ by assuming that the eAA′ are vector fields on N˜ which are
defined at a spin frame δ ∈ N˜ by the requirement that they project onto the
frame defined by δ on M˜, i.e. Tδ π′(eAA′) = δA ¯δA′ , and whose X-component is
fixed by requiring an expansion of the form
eAA′ =
1√
2
τAA′ ∂τ − τB A′ eAB, (5.38)
with ‘spatial vectors’
eAB = e
0
AB ∂τ + e
1
AB ∂ρ + e
+
AB X+ + e
−
AB X−. (5.39)
The unknowns in the reduced field equations are then interpreted as spinor
valued functions on N˜ . It can be shown that spin weights are preserved under
the evolution by the reduced system.
We have to express the initial data for the conformal field equations in terms
of the new scaling. With κ, the fields (5.23), (5.24), and the associated covariant
derivatives (carried over to C∗, observing that the local expression of Ξ in the
given coordinates is the identity) one gets for the curvature fields
φABCD =
κ3
Ω2
(
D(ABDCD)Ω+ Ω sABCD
)
, (5.40)
ΘAA′CC′ = −κ2
(
1
Ω
D(AB DCD)Ω+
1
12
r hABCD
)
τB A′ τ
B
C′ . (5.41)
For the frame (5.38), one gets by (5.16)
e0 AB = 0, e
1
AB = ρ κ
′ xAB, (5.42)
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e+ AB = κ
′ zAB + κ cˇ+ AB, e− AB = κ′ yAB + κ cˇ− AB. (5.43)
For the conformal factor Θ we get
Θ = Θ∗ ≡ κ−1Ω = ρ
κ′ (U + ρW )2
on C∗. (5.44)
We assume that initial data for the 1-form f , which will be related in the end
to f˜ by the relation f = f˜ −Θ−1 dΘ, satisfy
< f, ∂τ >= 0, pull back of f to C∗ = κ−1 d κ. (5.45)
It follows then that from (2.24) that Θ takes the form
Θ = Θ∗
(
1− τ2 κ
2∗
ω2∗
)
on N˜ , (5.46)
with a function ω which is given by
ω =
2Ω√|DaΩDaΩ| = ρ (U + ρW )
{
U2 + 2 ρU xABDABU − ρ2DABU DABU
(5.47)
+2 ρ2U xABDABW − 2 ρ3DABU DABW − ρ4DABW DABW
}− 1
2 on C∗.
Here the second member is given in the notation of section 4.1 while the term on
the right hand side is given in the notation of section 5.1.1. In (5.46) and in the
following formulas the subscripts ∗ are saying that the corresponding functions
are constant along the conformal geodesics.
For dAA′ we get by (2.25) the explicit expression
dAA′ =
1√
2
τAA′ Θ˙− τB A′ dAB on N˜ , (5.48)
where the dot denotes the derivative with respect to τ and
dAB = 2 ρ
(
U xAB − ρDABU − ρ2DABW
(U + ρW )3
)
∗
, (5.49)
where the notation of section 5.1.1 is used on the right hand side.
If one uses (5.42) and (5.43) to write for a given smooth function µ on C∗
µAB ≡ κ−1 (e1 AB ∂ρ + e+ AB X+ + e− AB X−)µ,
one gets with the 1-form (5.45) and the spatial connection coefficients (5.19) the
space-time connection coefficients in the form
ΓAA′CD =
(
1
2
ρ (ǫAC κ
′
BD + ǫ′BD κ
′
AC)− ρ κ′ γˇABCD +
1
2
ǫAB κCD
)
τB A′ .
(5.50)
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Note that the ΓˆAA′BC in the reduced equations can be expressed by (2.37) in
terms of the ΓAA′BC .
Most important for us is the observation that the functions given by (5.40),
(5.41), (5.42), (5.43), (5.46), (5.48), (5.50) have smooth limits as ρ→ 0 and can
in fact be smoothly extended into the coordinate range ρ ≤ 0. For the unknowns
in the new scaling we thus obtain normal expansion in terms of non-negative
powers of ρ. In particular, one has
φABCD = κ
3(φ′ABCD + φ
W
ABCD), (5.51)
with (5.26), (5.27) on the right hand side. Pushing the expansion (5.28) a bit
further and using (5.36) one gets in the cn-gauge (in which hab = −δab+O(ρ3))
φABCD = −κ′3 6mǫ2ABCD (5.52)
−ρ κ′3 12 (X+W1 ǫ1 ABCD + 3W1 ǫ2 ABCD −X−W1 ǫ3 ABCD)
−ρ
2 κ
′3
2
4∑
k,j=0
(
4
j
)(
4
√
6
(
4
j
)
W2;4,k − 2− j
3
√
2
(
4
k
)
b∗k(i)
)
T4
k
j ǫ
j
ABCD,
+O(ρ3).
It is assumed here that W is an arbitrary solution to (∆h − 18 r)W = 0 on Be.
Its normal expansion takes in the cn-gauge the form
W =
2∑
p=0
ρpWp +O(ρ
3) =
2∑
p=0
ρp (
2p∑
k=0
Wp;2p,k T2p
k
p) +O(ρ
3)
with
W0;0,0 =W (i) =
m
2
, W1;2,k =
(
2
k
) 1
2
D(ab)kW
∗(i),
W2;4,k =
(
4
2
)− 1
2
(
4
k
) 1
2
D(abDcd)kW
∗(i).
In the case where κ′ is constant the right hand side of (5.52) provides the terms
of a normal expansion up to the quadrupole term. If κ depends on ρ and t the
terms given above need to be expanded further to obtain the normal expansion.
The transition (5.36) to the conformal factor Θ corresponds to a transition
h→ h′ = κ−2 h of the metric on Be (assuming that κ′ arise as a lift of a smooth
positive function on Be with κ′(i) = 1) in the sense that then Ω−2 h = h˜ =
Θ−2 h′. The coordinate ρ is then not adapted to the geometry defined by the
metric h′. To illustrate the situation assume that h is flat. Then
h′ = −κ′−2 ρ−2 (d ρ2 + ρ2 d σ2) = −κ′−2 (d r2 + d σ2), (5.53)
with r = − log ρ near i. With respect to the new coordinate r, which is adapted
to the geometry of h′, the point i is shifted to infinity but the surface measure of
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any sphere around i remains finite and positively bounded from below. This be-
haviour is reflected by the fact that the frame coefficient e1 AB in (5.42) vanishes
while the frame coefficients e± AB in (5.43) have finite and non-vanishing limits
at I0. We shall keep the coordinate ρ because it ensures the finite coordinate
representation of the boundary I0 as well as the smoothness of the data near
I0.
With the gauge defined above the functions Θ and dAA′ in equations (2.39),
(2.40) are given by (5.46) and (5.48) and the finite regular initial value prob-
lem near space-like infinity for the reduced field equations (2.38), (2.39), (2.40),
(2.42) is completely determined. We write this system schematically as sys-
tem of equations for the unknown u = (w, φ) with φ = (φABCD) and w =
(eAA′ , ΓˆAA′BC ,ΘAA′BB′) or, alternatively, w = (eAA′ ,ΓAA′BC ,ΘAA′BB′). It
takes the form
∂τ w = F (x,w, φ), A
µ ∂xµ φ = H(w)φ, (5.54)
where the x-dependence in the first equation comes in here via the functions Θ
and dAA′ .
Important for the following is that with any choice of κ satisfying (5.37)
the functions Θ and dAA′ take smooth limits as ρ → 0 and can be extended
smoothly into a range where ρ ≤ 0. With the smooth extensibility of the initial
data observed before, we find that the initial value problem for the reduced field
equations with the data prescribed above can be extended smoothly into a range
where ρ ≤ 0 so that the reduced equations form still a symmetric hyperbolic
system. It may be noted finally that the congruence of conformal geodesics
(considered as point sets) underlying our gauge does not depend on the choice
of κ, whereas the parameter τ depends on it in an essential way.
5.3 Specific properties of the regular finite initial value
problem at space-like infinity
The nature of the initial value problem formulated above is conveniently dis-
cussed by considering certain subsets of R×R×SU(2) which are defined by the
range admitted for the coordinates (τ, ρ, t). We define 5-dimensional subsets
N˜ ≡ {|τ | < ω
κ
, 0 < ρ < e, t ∈ SU(2)},
N¯ ≡ {|τ | ≤ ω
κ
, 0 ≤ ρ < e, t ∈ SU(2)},
where ωκ is a function of ρ and t. It holds then
N¯ = N˜ ∪ J − ∪ J+ ∪ I ∪ I− ∪ I+,
with 4-dimensional submanifolds
J ± ≡ {τ = ±ω
κ
, 0 < ρ < e, t ∈ SU(2)}, I ≡ {|τ | < 1, ρ = 0, t ∈ SU(2)},
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and 3-dimensional submanifolds
I± ≡ {|τ | ± 1, ρ = 0, t ∈ SU(2)}, I0 ≡ {τ = 0, ρ = 0, t ∈ SU(2)},
where it has been observed that ωκ → 1 as ρ→ 0. We note that
Θ > 0 on N˜ , Θ = 0, dΘ 6= 0 on J − ∪ J + ∪ I, Θ = 0, dΘ = 0 on I±.
The set C∗ = {τ = 0, 0 < ρ < e, t ∈ SU(2)} defines a hypersurface of N˜ . Its
closure in N¯ is given by
C¯ ≡ {τ = 0, 0 ≤ ρ < e, t ∈ SU(2)} = C∗ ∪ I0.
Factoring out the group U(1) implies projections (denoted again by π′) onto
subsets R × R × S2 which are of one dimension lower than the sets above. In
particular, N˜ projects onto a set M˜ which represents the ‘physical space-time’.
For convenience we will usually work with the manifolds above and use for
them the same words as for the projections, so that N˜ will be referred to as the
‘physical space-time’ etc.
For suitable ǫ > 0 consider a smooth extension of the data given on C∗
to the set C¯ext = {τ = 0, −ǫ < ρ < e, t ∈ SU(2)} and an extension of the
functions Θ, dAA′ to the domain N¯ext = {|τ | < ωκ , −ǫ < ρ < e, t ∈ SU(2)},
so that the reduced conformal field equations (2.38), (2.39), (2.40), (2.42) still
represent a symmetric hyperbolic system of the form (5.54). Then there exists a
neighbourhood V of C¯ext in N¯ext on which there exists a unique smooth solution
eAA′ , ΓˆAA′BC (resp. ΓAA′BC), ΘAA′BB′ , φABCD to our extended initial value
problem which satisfies the gauge conditions (2.36).
It turns out, that the restriction of this solution to the set V ∩N¯ is uniquely
determined by the data on C∗. The data on C∗ have a unique smooth extension
to C¯ and it follows from (5.38), (5.39), (5.42), and (5.43) that e1 CC′ → 0 as
ρ→ 0. Equations (2.38) imply in particular
√
2 ∂τ e
1
CC′ = −ΓCC′ AA′ BB′ τBB′ e1 AA′ . (5.55)
It follows that e1 CC′ = 0 on V ∩ I and as a consequence that the matrices Aµ
in (5.54) are such that
A1 = 0 on I, (5.56)
if the solution extends far enough. One can apply to the system (5.54) on
subsets of V ∩ N¯ the standard method of deriving energy estimates. Without
further information on the system the partial integration would yield contri-
butions from boundary integrals over parts of V ∩ I. Because of (5.56) these
boundary integrals vanish and one obtains energy estimates which allow one to
show the asserted uniqueness property. The extension above has been consid-
ered to simplify the argument. Alternatively, the space-time N˜ can be thought
of as a solution of a very specific ‘maximally dissipative’ initial boundary value
problem where initial data are prescribed on C¯ and no data are prescribed on I
because of (5.56) (cf. [42] and the existence theory in [48], [67]).
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In the present gauge the set I, which is generated from I0 by the extension
and evolution process, can be considered as being obtained by performing limits
of conformal geodesics. It represents a boundary of the space-time N˜ which may
be understood as a blow-up of the point i0. We refer to it as the cylinder at
space-like infinity.
Suppose that there exists on N˜ a smooth solution eAA′ , ΓˆAA′BC (resp.
ΓAA′BC), ΘAA′BB′ , φABCD of the reduced conformal field equations (2.38),
(2.39), (2.40), (2.42) which satisfies the gauge conditions (2.36) on N˜ and coin-
cides on the initial hypersurface C∗ = {τ = 0} ⊂ N˜ with the data given above.
The projections Tπ′(eAA′) then define a frame field on M˜ for which exists a
unique smooth metric g on M˜ such that g(Tπ′(eAA′), T π′(eAA′)) = ǫAB ǫA′B′ .
Denote by D′ the domain of dependence in M˜ with respect to g of the set
π′(C∗) and set D = π′−1(D′). By the discussion above we can assume that
the closure of D in N¯ contains the set I and the solution extends smoothly to
I. It follows from the structure of the characteristics of the reduced equations,
that the solution is determined on D uniquely by the data on C∗ and it follows
from the discussion in [36] and the fact that the data satisfy the constraints
that the complete set (2.29), (2.30), (2.31), (2.32) of conformal field equations
is satisfied on D. Since Θ has spin weight zero it descends to a function on M˜
and g˜ = Θ−2 g satisfies the vacuum field equations.
The restriction to D arises here because we only considered the data on C∗.
Observing that the latter were obtained by restricting the data given on the
initial hypersurface S to Be it is reasonable to assume that the conformal field
equations hold everywhere on N˜ ∪I and g˜ defines a solution to the vacuum field
equations on M˜.
Assume u is a solution of a (possibly non-linear) hyperbolic system of partial
differential equations of first order on some manifold. A hypersurface of this
manifold is then called a characteristic of that system (with respect to u), if
the system implies for some components of u non-trivial interior differential
equations on the hypersurface. These interior equations are called transport
equations (cf. [22]).
Because of (5.56) the set I is then a characteristic of the extended field
equations. It is in fact of a very special type (i.e. a total characteristic), because
the system (5.54) reduces on I to an interior symmetric hyperbolic system of
transport equations for the complete system of unknowns. Together with the
data on I0 it allows us to determine u = (v, φ) on I.
Suppose that the solution extends in a C1 fashion to the sets J ±. Since
Θ = 0, dΘ 6= 0 on J ± the sets π′(J ±) form (part of) the conformal boundary
at null infinity for the vacuum solution g˜. Since φABCD is C
1 one finds Sachs
peeling. Of course, it will be one of our main tasks to control under which
assumptions the solutions will extend with a certain smoothness to the sets J ±.
As remarked before, we can expect the decision about the smoothness of
the solution at null infinity to be made in the area where the latter ‘touches’
space-like infinity. This location has a precise meaning in the present setting. It
is given by the critical sets I±, which can be considered either as boundaries of
J± or as the boundary components of I. The nature of these sets is elucidated
52
by studying conformal Minkowski space in the present setting.
We start with the line element given by (5.53) and choose κ′ = 1. Since
ω = ρ by (7.1) it follows that J ± = {|τ | = ±1, 0 < ρ < e, t ∈ SU(2)} and
M¯ = {|τ | ≤ 1, 0 ≤ ρ < e} × S2. It will be useful to express the frames
considered in the following in terms of the specific frame
v0 = ∂τ¯ , v1 = ρ ∂ρ, v± = X±. (5.57)
The complete solution to the conformal field equations then is given by
e⋆AA′ =
1√
2
{(
(1− τ) ǫA 0 ǫA′ 0′ + (1 + τ) ǫA 1 ǫA′ 1′
)
v0 (5.58)
+(ǫA
0 ǫA′
0′ − ǫA 1 ǫA′ 1′) v1 − ǫA 0 ǫA′ 1′ v+ − ǫA 1 ǫA′ 0′ v−
}
Γ⋆AA′BC = −
1
2
τAA′ xBC , (5.59)
Θ⋆AA′BB′ = 0, (5.60)
φ⋆ABCD = 0. (5.61)
The conformal factor and the metric g implied by e⋆AA′ are given by
Θ⋆ = ρ (1− τ2), g⋆ = dτ2 + 2 τ
ρ
dτ dρ− 1− τ
2
ρ2
dρ2 − d σ2. (5.62)
With the coordinate transformation
r =
1
ρ (1− τ2) , t =
τ
ρ (1 − τ2) , (5.63)
one gets in fact the standard Minkowski metric g˜ = Θ−2 g⋆ = dt2−dr2− r2 dσ2
in spherical coordinates . The flat metric corresponding to (3.4) is given by
Ω⋆2g˜ = ρ2 g⋆ = d(τ ρ)2 − dρ2 − ρ2 dσ2 with Ω⋆ = ρΘ⋆ = ρ2 − (τ ρ)2. For this
metric the curves with constant coordinates ρ, θ, and φ are obviously conformal
geodesics and because of their conformal invariance it follows that the corre-
sponding curves for g⋆ are conformal geodesics with parameter τ . Equations
(5.63) can be read as their parametrized version in Minkowski space.
The metric g⋆ given by (5.62) extends smoothly across null infinity but it
has no reasonable limit at I. Its contravariant version
g⋆♯ = (1− τ2) ∂2τ + 2 τ ∂τ (ρ ∂ρ)− (ρ ∂ρ)2 − (d σ2)♯,
does extend smoothly to I. While it drops rank in the limit, it does imply a
smooth contravariant metric on I whose covariant version l⋆ = (1− τ2)−1 dτ2−
d σ2 defines a smooth conformally flat Lorentz metric on I. The coordinate
transformation τ = sin ξ shows that this metric is not complete. The Killing
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fields of Minkowski space, which are conformal Killing fields for g⋆, extend
smoothly to I such that they become tangent to I, vanish there in the case of
the translational Killing fields, and act as non-trival conformal Killing fields for
the metric l⋆ in the case of infinitesimal Lorentz transformations.
The fields (5.58), (5.59), (5.60) extend smoothly to all of M¯. The property
(5.56) results from the fact that the fields e⋆00′ , e
⋆
11′ become linear dependent
on I. Since they do not vanish there, this degeneracy does not cause any
difficulties in the field equations. On I+ and I− however, the field e⋆00′ and e⋆11′
respectively vanishes. This strong degeneracy has important consequences for
the (extended) conformal field equations. To see this, we solve the transport
equations on I to determine the matrices Aµ on I in the general case.
Extending the data (5.40), (5.41), (5.42), (5.43), (5.50), one finds that they
agree on I0, irrespective of the choice of κ′ satisfying conditions of (5.37), with
the implied Minkowski data. Since the extensions of the functions Θ and dAA′
vanish on I, the transport equations for the frame, connection, and Ricci tensor
coefficients are independent of the choice of initial data. It follows that the
restrictions of these coefficients to I agree with those of the Minkowski data
given above. It follows in particular that e1 AA′ = 0 on I. Applying formally
the operator ∂ρ to equation (5.55) (which is part of the reduced field equations),
restricting to I, and observing the data ∂ρe1 AA′ |I0 , one finds that ∂ρe1 AA′ =
ǫA
0 ǫA′
0′ − ǫA 1 ǫA′ 1′ on I. Writing
eAA′ = e
i
AA′ vi with i = 0, 1,+,−,
and assuming the summation rule, we find that irrespective of the free datum h
given on S and the choice of κ′ the fields eAA′ , ΓAA′BC , ΘAA′BB′ coincide at
lowest order with the Minkowski fields above in the sense that ΘAA′BB′ = O(ρ)
and
ei AA′ = e
⋆i
AA′ + eˇ
i
AA′ , ΓAA′BC = Γ
⋆
AA′BC + ΓˇAA′BC , (5.64)
with
eˇi AA′ = O(ρ), ΓˇAA′BC = O(ρ) as ρ→ 0. (5.65)
Assuming κ = ω in the general case, which by (5.47) is consistent with (5.37)
if e is chosen small enough, the similarity with the Minkowski case becomes
even closer. Then Θ = f Θ⋆ with proportionality factor f ≡ Ωρω which extends
smoothly to N¯ such that f → 1 on I. The set J ± is given as in the Minkowski
case above. The discussion below shows, however, that this particular choice of
κ may not always be the most useful one.
In the general case the first deviation from the Minkowski case is found in the
value of the rescaled conformal Weyl spinor on I. On I0 it is given by (5.52).
Restricting the Bianchi equation to I and using the coefficients determined
above one finds that
φABCD = −6mǫ2ABCD on I. (5.66)
The discusssion above shows that the matrices Aµ are determined on I by
the Minkowski data and the structure of the characteristics of the evolution
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equations for the rescaled conformal Weyl tensor agrees on I with that of the
equations which are obtained by linearizing the Bianchi equation on Minkowski
space. These (overdetermined) spin-2 equations take in the gauge above the
form
(1 + τ) ∂τψk − ρ ∂ρψk +X+ ψk+1 + (2− k)ψk = 0, (5.67)
(1− τ) ∂τψk+1 + ρ ∂ρψk+1 +X− ψk + (1− k)ψk+1 = 0, (5.68)
where k = 0, 1, 2, 3 and the ψj denote the essential components of the linearized
conformal Weyl spinor.
The most conspicuous feature of these equations is the factor (1 + τ) in
(5.67), which vanishes on J − ∪ I−, and the factor (1 − τ) in (5.68), which
vanishes on J+ ∪ I+. On J± these factors arise because the coordinate τ
is constant on J ± and these sets are characteristics for the equations. By
choosing κ′ differently, this degeneracy can be removed on J± (cf. [39]). At
I±, however, this degeneracy cannot be removed in the present setting. Any
symmetric hyperbolic system extracted from these equations, like e.g.
(1 + τ) ∂τ ψ0 − ρ ∂ρ ψ0 +X+ψ1 = −2ψ0,
(4 + 2 τ) ∂τ ψ1 − 2 ρ ∂ρ ψ1 +X−ψ0 + 3X+ψ2 = −4ψ1,
6 ∂τ ψ2 + 3X−ψ1 + 3X+ψ3 = 0,
(4− 2 τ) ∂τ ψ3 + 2 ρ ∂ρ ψ3 + 3X−ψ2 + X+ψ4 = 4ψ3,
(1 − τ) ∂τ ψ4 + ρ ∂ρ ψ0 +X+ψ1 = 2ψ4.
must contain such factors at least in the equations for ψ0 and ψ4. Writing
this in the form Aµ ∂µ ψ = H ψ, and writing ξτ =< ∂τ , ξ >, ξρ =< ∂ρ, ξ >,
ξ± =< ξ,X± > we find
det(Aµ ξµ) = 24 ξτ (g
µν ξµ ξν) (3 ξ
2
τ + g
µν ξµ ξν)
with
gµν ξµ ξν = (1− τ2) ξ2τ + 2 τ ρ ξτ ξρ − ρ2 ξ2ρ −
1
2
(ξ+ ξ− + ξ− ξ+).
It follows that characteristics pertaining to the quadratic terms which start
on I, stay on I and that those starting in the physical space-time never end
on I ∪ I− ∪ I+ but always run out to J±. Most importantly however, and
this also holds true for the general system (5.54), the quadratic form gµν ξµ ξν
degenerates at I± and there is a loss of real characteristics. This follows also
directly from
det(Aτ ) = 0 on I±. (5.69)
It appears that this loss of hyperbolicity at the critical sets I±, is the key to the
smoothness problem for the conformal structure at null infinity.
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5.4 The s-jet at space-like infinity
The relations (5.56) and (5.69) are the dominant features of the regular finite
initial value problem at space-like infinity. The consequences of (5.69) are not
deduced by the standard textbook analysis, we have to rely on the specific prop-
erties of our problem. It turns out that a considerable amount of information on
the behaviour of the solution near the critical sets can be obtained by exploiting
(5.56). We know already that the solution is smooth in some neighbourhood of
C¯ in N¯ and that u can be calculated on I by solving intrinsic equations on I.
It will be shown in the following that a full formal expansion of u in terms of ρ
can be calculated on I by solving certain transport equations.
The following notation will be convenient in the following. For p = 0, 1, 2, . . .
and any sufficiently smooth (possibly vector-valued) function f defined on N ∪I
we write fp for the restriction to I of the p-th radial derivative ∂pρ f . The set
of functions f0, f1, . . . , fp on I will be denoted by JpI(f) and referred to as the
jet of order p of f on I (and similarly with I replaced by I0.) If u = (w, φ)
is a solution of equations (5.54) we refer to JpI(u) (respectively J
p
I(w), J
p
I(φ))
as to the s-jet of u (resp. w, φ) of order p and to the data JpI0(u) (respectively
JpI0(w), J
p
I0(φ)) on I0 as to the d-jet of u (resp. w, φ) of order p. A s-jet JpI(u)
(respectively JpI(w), J
p
I(φ)) of order p will be called regular on
I¯ ≡ I ∪ I− ∪ I+,
(or simply regular) if the corresponding functions on I extend smoothly to the
critical sets I±.
An initial data set on S will be called asymptotically static of order p, where
p ∈ N∪{∞}, if its d-jet JpI0(u) coincides with the d-jet of order p of some static
asymptotically flat data set defined on some neighbourhood of i in S. It will be
seen later that asymptotic staticity (of order p) is an important feature of initial
data sets.
Applying the operator ∂pρ formally to the first of equations (5.54) and re-
stricting to I, one obtains for wp an equation of the form
∂τ w
p = G(τ, t, w0, . . . wp−1, wp, φ0, . . . φp−1), p = 1, 2, . . . , (5.70)
where the right hand side is an affine function of wp. The functions φp do not
appear here, because the rescaled conformal Weyl spinor occurs in the equations
for the frame, connection, and Ricci coefficients with the factors Θ and dAB,
which vanish on I. It follows that the s-jet JpI(w) can be determined by the
integration of an (easily solvable) linear system of ODE’s, if the s-jet Jp−1I (u)
and the d-jet JpI0(w) are known.
With the notation (5.64) the Bianchi equation can be written
∇⋆F A′ φBCDF = −φA′BCD, (5.71)
where
φA′BCD = φA′(BCD) ≡ eˇiF A′ vi(φBCDF )− 4 ΓˇF A′ E (B φCDF )E . (5.72)
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Then
(
√
2∇⋆F A′ φBCDF )p = −
√
2φpA′BCD, (5.73)
provides equations with left hand sides given by
(1 + τ) ∂τ φ
p
j +X+ φ
p
j+1 + (2− j − p)φpj = . . . , (5.74)
(1 − τ) ∂τ φpj+1 +X− φpj + (1− j + p)φpj+1 = . . . , (5.75)
where j = 0, . . . , 3, and right hand sides given by (cf. (5.65))
φpA′BCD =
∑
i=0,+,−
p∑
j=1
(
p
j
)
(cˇ iF A′)
j vi (φ
p−j
BCDF ) (5.76)
+
p∑
j=1
(p− j)
(
p
j
)
(cˇ 1F A′)
j φp−jBCDF − 4
p∑
j=1
(
p
j
)
(ΓˇF A′
E
(B)
j φp−jCDF )E .
We note that these expressions depend on JpI(w) but only on J
p−1
I (φ). Thus,
given these s-jets, the s-jet JpI(φ) can be obtained by solving a linear system of
ODE’s, if JpI0(φ) is given. Because the system is singular at the critical sets it is
not clear a priori that JpI(φ) is regular, even if J
p
I(w) and J
p−1
I (φ) are regular.
To obtain more detailed information on the solutions, it is useful to consider
a system system of second order. From (5.71) follows
∇⋆EE′ ∇⋆EE
′
φABCD = 2∇MA E
′ ∇⋆E E′ φBCDE = 2∇MA E
′
φE′BCD,
which is equivalent to
∇⋆EE′ ∇⋆EE
′
φABCD = fABCD ≡ −2∇⋆E′(A φE
′
BCD), (5.77)
0 = gBC ≡ ∇⋆A′A φA′ABC . (5.78)
While the right hand side of
(∇⋆EE′ ∇⋆EE
′
φABCD)
p = fpABCD, (5.79)
depends again, similar to (5.76), on JpI(w) and J
p−1
I (φ), the left hand side takes
the decoupled form
(1− τ2) ∂2τ φpj + 2 {(p− 1) τ − j + 2} ∂τ φpj + C φpj − p (p− 1)φpj = . . . (5.80)
where the spin weight relations X φj = 2 (2 − j)φj and the Casimir operator
C = − 12 (X+X− +X−X+) + 14 X2 on SU(2) have been used to arrive at this
expression.
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The fields φpj have expansions
φpj =
p∑
q=|2−j|
φpj,q where φ
p
j,q =
2 q∑
k=0
φpj,q,k T2 q
k
q−2+j ,
with coefficients φpj,q,k = φ
p
j,q,k(τ). Since the Casimir operator satisfies
C (T2 q
k
q−2+j) = q (q + 1)T2 q k q−2+j ,
equation (5.80) implies for φpj,q ODE’s of the form
D(n,α,β) φ
p
j,q ≡ (1− τ2) ∂2τ φpj,q + {β − α− (α + β + 2) τ} ∂τ φpj,q (5.81)
+n (n+ α+ β + 1)φpj,q = . . .
with
α = j − p− 2, β = −j − p+ 2, n = n1 ≡ p+ q or n = n2 ≡ p− q − 1.
The equations above allow us to calculate recursively a formal expansion of
the solution u = (w, φ) to (5.54) in a series of the form
u =
∞∑
n=0
1
n!
up ρp, (5.82)
on I (note the different meanings of the supersripts p) with coefficients up =
up(τ, t) ∈ C∞(I). In some neighbourhood of I0 in N¯ this series represents in
fact the Taylor series of smooth functions and it converges near I0 if the datum
h is real analytic. We shall try to deduce from it information on the behaviour
of u near the critical sets.
5.5 Behaviour of the s-jets near the critical sets.
Because J0I(u) is regular, the integration gives a regular s-jet J
1
I(w). The cal-
culation of J1I(φ) gives (in the cn-gauge and with κ
′ = 1) the regular solution
φ1ABCD = −{W1 36 (1− τ2) +m2 (18 τ2 − 3 τ4} ǫ2 ABCD (5.83)
−12 (1− τ)2X+W1 ǫ1 ABCD + 12 (1 + τ)2X−W1 ǫ3 ABCD.
Thus J2I(w) will again be regular. It tuns out that J
2
I(φ) will not necessarily be
regular. The integration (cn-gauge, κ′ = 1) gives
φ2ABCD = φ
ih 2
ABCD + φ˘
W 2
ABCD + φ˘
′ 2
ABCD,
with
φ2 ih(ABCD)0 = 0, φ
2 ih
(ABCD)2
= c2(τ)mW1 + c3(τ)m
3, φ2 ih(ABCD)4 = 0,
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φ2 ih(ABCD)1 = c1(τ)mX+W1, φ
2 ih
(ABCD)3
= −c1(−τ)mX−W1,
where the ci(τ) are polynomials in τ of order ≤ 8,
φ˘W 2(ABCD)j = −4
√
6
(
4
j
)
(1 + τ)j (1− τ)4−j
4∑
k=0
W2;4,k T4
k
j , (5.84)
and
φ˘
′2
(ABCD)j
= aj(τ)
1
3
4∑
k=0
√
2
(
4
k
)
b∗(EFGH)k T4
k
j (5.85)
with
a0(τ) = 2 (1− τ)4K(−τ) = −a4(−τ),
a1(τ) = 4 (1− τ)3 (1 + τ)K(−τ)− 3
1− τ = −a3(−τ),
a2(τ) =
√
6 { 2− τ
(1 + τ)2
− 2 (1− τ)2 (1 + τ)2K(τ)} = −a2(−τ),
K(τ) = 1− 3
∫ τ
0
ds
(1 − s) (1 + s)5 .
While the first two terms extend smoothly to I±, the third term has logarithmic
singularities at the critical sets unless the regularity condition bABCD(i) = 0 is
satisfied (the quadrupole term W2, which looks so innocent here, reappears in
obstructions to smoothness at higher order [71], [72]).
It is thus clearly important to control the behaviour of the s-jets at I± at
all orders. Equations D(n,α,β)u = 0 are well known from the theory of Jacobi
polynomials and they have been used in [37] to derive a certain representation
of the solutions in terms of polynomials built from the generalized Jacobi poly-
nomials P
(α,β)
n (τ) ([68]). By the overdeterminedness of the system (5.74), (5.75)
the problem can be reduced to the integration of the functions φp0,q, φ
p
4,q. The
functions φp1,q, φ
p
2,q, φ
p
3,q can be calculated from them algebraically.
One finds for p ≥ 3 and q = p the representation
φp0,p = (1 − τ)p+2 (1 + τ)p−2
(
φp0,p ∗+ (5.86)
(p+ 1) (p+ 2)
4 p
(φp0,p ∗ − φp4,p ∗)
∫ τ
0
dτ ′
(1 + τ ′)p−1 (1 − τ ′)p+3
)
,
φp4,p = (1 + τ)
p+2 (1− τ)p−2 (φp4,p ∗− (5.87)
(p+ 1) (p+ 2)
4 p
(φp0,p ∗ − φp4,p ∗)
∫ −τ
0
dτ ′
(1 + τ ′)p−1 (1 − τ ′)p+3
)
,
where the substcript ∗ indicates initial data on I0.
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Denoting by yp,q the column vector formed from φ
p
0,q, φ
p
4,q, one obtains for
p ≥ 3 and 0 ≤ q ≤ p− 1
yp,q(τ) = Xp,q(τ)
(
X−1p,q ∗ yp,q ∗ +
∫ τ
0
Xp,q(τ
′)−1Bp,q(τ ′) dτ ′
)
. (5.88)
The functions Bp,q are derived from the right hand sides of (5.73) and (5.79)
and can thus be calculated from JpI(w) and J
p−1
I (φ). The matrix-valued valued
functions Xp,q are given by
Xp,0 =
(
(1 + τ)p−2 (p+ τ) 0
0 (1 − τ)p−2 (p− τ)
)
,
Xp,1 =
(
(1 + τ)p−2 0
0 (1 − τ)p−2
)
,
Xp,q =
(
Q1;p,q(τ) (−1)qQ3;p,q(τ)
(−1)q Q3;p,q(−τ) Q1;p,q(−τ)
)
, 2 ≤ q ≤ p− 1,
with polynomials
Q1;p,q(τ) = (
1− τ
2
)p+2 P
(p+2,−p+2)
q−2 (τ),
Q3;p,q(τ) = (
1 + τ
2
)p−2 P (−p−2,p−2)q+2 (τ).
of degree n1 = p+ q.
The solutions to the transport equations can be calculated, order by or-
der, explicitly. The only difficulty is the calculation of the functions Bp,q =
Bp,q[J
p
I(w), J
p−1
I (φ)] which become more and more complicated at each step.
The most conspicuous feature of these expressions is the occurrence of loga-
rithmic singularities at I±. The latter can arise, as a consequence of the evolu-
tion process and the structure of the data, even under the strongest smoothness
assumptions on the conformal datum h. We will have to discuss to what extent
the occurrence of such singularities can be related to the structure of the initial
data and whether it can be avoided by a judicious choice of the latter.
5.6 Regularity conditions
Expanding the integrals in (5.86), (5.87) one finds
φp0,p ≈ (1 − τ)p+2 (1 + τ)p−2 log(1 − τ) + analytic in τ as τ → 1
and a similar behaviour for φp4,p as τ → −1, unless the initial data on I0 satisfy
the condition
φp0,p ∗ = φ
p
4,p ∗.
(Note that the singularities get less severe with increasing p.) This raises the
question whether data can be given which satisfy these conditions. By a lenghty
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recursion argument it can be shown ([37]) that for given integer p∗ ≥ 0 the fields
φpj,p resulting from (5.86), (5.87) extend smoothly to I± for 2 ≤ p ≤ p∗ + 2 if
and only if the free datum h satisfies the regularity condition
D(AqBq . . . DA1B1 bABCD)(i) = 0, q = 0, 1, 2, . . . , p∗. (5.89)
By (4.46) these conditions are satisfied for static data with p∗ = ∞. This
allows one to construct a large class of data satisfying (5.89) by gluing with a
partition of unity an asymptotically flat static end to a given time reflection
symmetric data set and solving the Lichnerowicz equation.
Condition (5.89) has been observed as a regularity condition before. In [34]
has been derived under the strong assumption that the solution be massless (cf.
(4.30)) a necessary and sufficient condition on h that space-like infinity can be
represented by a regular point i0 in a smooth conformal space-time extension
(so that J± will be smooth near space-like infinity). This condition, referred
to as radiativity condition, implies (5.89). It has been shown in [37] that these
two conditions are in fact equivalent.
The first term in (5.88) is polynomial and thus regular. The second term
is not so easy to handle. If (5.89) is not assumed the corresponding log-terms
will enter the integral in a non-linear way and the solution will have at I±
polyhomogeneous expansions in terms of expressions (1 ∓ τ)k logj(1 ∓ τ) with
k, j ∈ N0. We shall assume therefore that (5.89) holds with p∗ =∞.
From the expressions above it follows that the Wronskian det(Xp,q) has a
factor (1 − τ2)p−2. The regularity of the integrals in (5.88) thus depends on
the precise structure of the functions Bp,q(τ), which get quite complicate with
increasing p. It has been shown in [37] and [41] that JpI(u) is regular for p ≤ 3
if (5.89) is satisfied with p∗ ≤ 1.
Because the functions Bp,q are getting increasingly complicated with p, J.
A. Valiente-Kroon studied the case where h is conformallly flat on Be with the
help of an algebraic computer program ([71]). In that case condition (5.89) is
trivially satisfied but there still exists a large class of non-trivial data for which
h is not conformally flat outside Be. In the conformal factor (5.44) one has
U = 1 on Be but W will be a non-trivial solution to the conformally covariant
Laplace equation with m = 2W (i) 6= 0. It turns out that J4I(u) is again
regular. For J5I(u) however, logarithmic terms are observed. They come with
certain coefficients which depend on the data. Choosing the data such that
these coefficients vanish, still new logarithmic terms are observed for J6I(u).
Restricting to the axially symmetric case to keep the expressions manageable,
new logarithmic terms crop up for p = 7 and p = 8.
The form of the conditions obtained at these orders suggests a general for-
mula which needs to be satisfied to excluded logarithmic terms at any given
order p ([71]). If this formula is correct, all derivatives of W must vanish at i
if the logarithmic terms are required to vanish at all orders. As a consequence
the solution must become asymptotically Schwarzschild at i (cf. Lemma 4.1).
Since W is governed on Be by an elliptic equation with analytic coefficients it
would follow that the solution is precisely Schwarzschild near i.
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How seriously do we need to take the singularities at I± ? To answer this
question one needs to control the evolution of the field in a full neighbourhood of
I¯ in M¯. This has not been achieved yet. However, the analysis of the linearized
setting, which is given by the spin-2 equations (5.67), (5.68) on Minkowski space
in the gauge (5.58), gives some insight ([39]).
While the functions Bp,q vanish in that case, the singularities arising from
(5.86), (5.87) do in general survive the linearization process. The analysis then
shows that for prescribed integer j the function
ψk −
p−1∑
p′=0
1
p′ !
ψp
′
k ρ
p′ on M˜
extends to a function of class Cj on M¯, if one chooses p ≥ j+6 in the expansion
above. Here ψp
′
k , p
′ = 0, 1, . . . p− 1, are understood as ρ-independent functions
on M˜∪I, which agree on I with the s-jet Jp−1I (ψ) (defined by equations (5.67),
(5.68)). Note that the sum above provides the first terms of an asymptotic
expansion of the solution at J ±.
It follows that the solution will extend smoothly to all of M¯ if the linearized
version of (5.89) is satisfied with p∗ = ∞. If the condition is satisfied only
with some finite p∗ ≥ 2 but violated at p = p∗ + 1, the solution will develop a
logarithmic singularity at I± which will be transported along the null generators
of J± so that the solution will be only in Cp∗−2(M¯). While it remains to be
seen whether the solutions to the non-linear equations admit similar asymptotic
expansions at J ±, the discussion shows clearly that the regularity of the s-jets
JpI(u) is a prerequisite for the smooth extensibility of the solutions to J ±.
If the solutions to the non-linear equations show a singular behaviour on
J± as indicated above, does it refer to something ‘real’ or to a failure of the
gauge ? If the underlying conformal structure where smooth at null infinity, the
conformal geodesics should pass through J± where Θ→ 0 and the 1-form, the
∇ˆ-parallely transported frame, and therefore also the rescaled conformal Weyl
spinor in that frame should be represented by smooth functions of τ along the
conformal geodesics because these as well as their natural parameter τ depend
only on the conformal structure. Singularities as indicated above therefore refer
to intrinsic features of the underlying conformal structure.
The results of ([71]) show first of all that the regularity condition (5.89) with
p∗ =∞ are not sufficient for the regularity of JpI(u), p = 0, 1, 2, . . .. It appears
that the Lichnerowicz equation, which breaks the conformal invariance by fixing
the scaling of the physcial metric h˜ = Ω−2 h, does play a role in the smoothness
of the conformal structure at null infinity. This is remarkable because it shows
that besides the local condition (5.89) there are other conditions to be observed
which are ‘not so local’. However, the Lichnerowicz equation is introduced only
as a device to reduce the problem of solving the underdetermined elliptic system
of constraints to an elliptic problem. The results of [16], [20], [21] exploit the
underdeterminedness of the contraints in quite a different way. They teach us
to be careful with the words ‘local’ and ‘global’ in the present context.
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The main purpose of calculating JpI(u) for the first few p is to get an insight
into (5.88) which would allow us to control the behaviour of JpI(u) near I± in
dependence of the data given on S. One may speculate that the results above are
telling us that asymptotic staticity, or more generally asymptotic stationarity,
at space-like infinity is of more importance in the present context than expected
so far. Recent generalizations of the calculations in ([71]) to non-conformally
flat data seem to support this view ([72]).
This raises the question whether the setting proposed in [37] is for static
solutions as smooth as one would expect. This is far from obvious because of
the loss of hyperbolicity at the critical sets. Giving an answer to this question
for general static solutions will be the purpose of the following chapters.
6 Conformal extensions of static vacuum space-
times
For static asymptotically flat vacuum solutions with positive ADM mass we
shall construct in the following a conformal extension which will include null
infinity and will also allow us to discuss the cylinder at space-like infinity. The
extension will be defined in terms of explicitly given coordinates and conformal
rescaling. In section 7 will it be shown that it coincides with the extension (not
the coordinates etc.) as defined in section 5.3.
Because one expects usually ‘not much to happen at space-like infinity’ for
static asymptotically flat solutions, one may wonder why the detailed discussion
of the fields near space-like infinity should be so complicated. An obvious reason
is that a gauge which is chosen to discuss space-like and null infinity must
introduce a ‘time dependence’, it cannot be adapted to a Killing field whose
flow lines run out to time-like infinity. However, the main reason is that the
static field equations play an important role in discussing the regularity of the
field near the critical sets; we will have to make extensive use of them.
The static vacuum solution is assumed in the form
g˜ = v2 dt2 +Ω−2 h,
with v = v(xc), h = hab(x
c) dxa dxb and a conformal factor Ω = Ω(xc), where we
assume h-normal coordinates xa which satisfy (4.17) and the conformal gauge
which achieves (4.31) on the set R×U , where U = {|x| < ρ¯∗} with a sufficiently
small ρ¯∗ > 0. We set
Υ = |x|2, ea = x
a
|x| = −
1
2
Υ−1/2DaΥ for |x| > 0, ρ¯ =
√√√√ 3∑
a=0
(xa)2.
Coordinates ψA, A = 2, 3, on the sphere S2 = {|x| = 1} can be used to
parametrize ea and we write then ea = ea(ψA) and d ea = ea,ψA dψ
A. For
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convenience the coordinates ψA will be assumed in the following to be real
analytic. If xa = ρ¯ ea(ψA), the metric h takes the form
h = −d ρ¯2 + ρ¯2 k,
with (ρ¯-dependent) 2-metrics
k = kAC dψ
A dψC ≡ hac(ρ¯ ec) d ea d ec,
on the spheres ρ¯ = const. > 0. For ρ¯ → 0 the metric k approaches the stan-
dard line element d σ2 = −k(0, ψA) on the 2-dimensional unit sphere in the
coordinates ψA.
We write now x0 = t and x0
′
= τ¯ , x1
′
= ρ¯, xA
′
= ψA and consider the map
Φ : xµ
′ → xµ(xµ′ ) defined by
t(xµ
′
) =
ρ¯∫
ρ¯ (1−τ¯)
d s
(vΩ)(s ea(ψA))
, xa(xµ
′
) = ρ¯ (1− τ¯ ) ea(ψA). (6.1)
It follows that the four differentials
d xa = ((1− τ¯ ) d ρ¯− ρ¯ d τ¯ ) ea + ρ¯ (1 − τ¯) d ea, (6.2)
dt =
(
1
(vΩ)(ρ¯ ea)
− 1− τ¯
(vΩ)(ρ¯ (1− τ¯ ) ea)
)
d ρ¯+
ρ¯
(vΩ)(ρ¯ (1− τ¯ ) ea) d τ¯ + l, (6.3)
with
l = lA dψ
A, lA =
ρ¯∫
ρ¯ (1−τ¯)
(
1
(vΩ)(s ea)
)
,ψA
d s, (6.4)
are independent for 0 ≤ τ¯ < 1 and 0 < ρ¯ < ρ¯∗ and we can consider the xµ′ as
smooth coordinates on an open neighbourhood of space-like infinity in {t ≥ 0}.
For s > 0 we set
h(s ea) ≡ (vΩ)(s e
a)
s2
=
U(s ea)− s m2
(U(s ea) + s m2 )
3
. (6.5)
To indicate the different arguments replacing s in this and other functions
of s ea or of s and ψA, we write out the argument replacing s explicitly but
suppress the dependence on ea or ψA. Thus h(s) will be written for h(s ea) and
k(ρ¯) for k(ρ¯, ψA), etc.
With this notation and the conformal factor
Λ = ΩΥ−1/2,
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a conformal representation of g˜ is defined by
g¯ ≡ Φ∗ (Λ2 g˜) = 2 (h(ρ¯ (1− τ¯ ))
h(ρ¯)
d ρ¯
ρ¯
+ ρ¯ h(ρ¯ (1− τ¯ )) l
)
d τ¯ (6.6)
−2 (1− τ¯)
(
h(ρ¯ (1− τ¯))
h(ρ¯)
d ρ¯2
ρ¯2
+ ρ¯ h(ρ¯ (1− τ¯ )) l d ρ¯
ρ¯
)
+(1− τ¯)2
(
h(ρ¯ (1− τ¯ ))
h(ρ¯)
d ρ¯
ρ¯
+ ρ¯ h(ρ¯ (1− τ¯ )) l
)2
+ k(ρ¯ (1− τ¯)).
The new coordinates do not reflect the symmetries of the underlying space-
time, but they are sufficient to discuss the part of the space-time in the future of
the initial hypersurface {t = 0}. We replace S by the manifold with boundary S¯
introduced in section 5.1.1. The points of ∂S¯ are thought of as ideal end points
attached to the curves ρ¯ → xa(ρ¯) = ρ¯ ea(ψA) in S˜ as ρ¯ → 0 for fixed value of
ψA. The coordinates ρ¯ and ψA extend (by definition) to analytic coordinates
on S¯ with ρ¯ = 0 on ∂S¯. We set
M˜′ = {0 ≤ τ¯ < 1, 0 < ρ¯}, M¯′ = M˜′ ∪ J+′ ∪ I ′ ∪ I+′ ,
where it is understood that the unspecified coordinate systems ψA ‘cover’ the
sphere S2, and
J+′ = {τˆ = 1, ρ¯ > 0}, I0′ = ∂S¯ = {τ¯ = 0, ρ¯ = 0},
I ′ = {0 ≤ τ¯ < 1, ρ¯ = 0}, I+′ = {τ¯ = 1, ρ¯ = 0}, I¯ ′ = I ′ ∪ I+′ .
While the notation alludes to related sets introduced in section 5.3, the prime
should warn the reader that the sets defined above differ in various aspects from
those considered in 5.3. The range of ρ¯ should be also bounded from above in
these definitions. We leave this bound unspecified because its specific value is
unimportant here, we will be concerned only with the behaviour of the metric
in a neighbourhood of I¯ ′ in M¯′.
Important for the following are the observations:
(i) the function h(s ea(ψA)) as given by the right hand side of (6.5) and consid-
ered as function of s and ψA extends as a real analytic function into a domain
where s < 0. This follows immediately from the values taken by U and its
analyticity.
(ii) similarly, the 1-form l given by (6.4) extends as a real analytic function into
a domain where ρ¯ ≤ 0 and τ¯ ≥ 1. This follows from(
1
vΩ
)
,ψA
(s) =
1
s2
2 (U(s)− sm)(U(s) + s m2 )2
(U(s)− s m2 )2
U,ψA ,
and (4.27) with s2 = Υ.
For the following it is convenient to slightly modify the frame (5.57) and set
v0 = ∂τ¯ , v1 = ρ¯ ∂ρ¯, vA = ∂ψA , (6.7)
65
α0 = d τ¯ , α1 =
1
ρ¯
d ρ¯, αB = dψB , A,B = 2, 3.
One then gets g¯ = g¯ik α
i αk with metric coefficients
g¯00 = 0, g¯01 =
h(ρ¯ (1− τ¯ ))
h(ρ¯)
, g¯0A = ρ¯ h(ρ¯ (1 − τ¯)) lA,
g¯11 = −(1− τ¯ ) h(ρ¯ (1− τ¯ ))
h(ρ¯)
(
2− (1 − τ¯) h(ρ¯ (1 − τ¯))
h(ρ¯)
)
,
g¯1A = −(1− τ¯ ) ρ¯ h(ρ¯ (1 − τ¯))
(
1− (1− τ¯ ) h(ρ¯ (1− τ¯ ))
h(ρ¯)
)
lA,
g¯AB = {ρ¯ (1− τ¯ ) h(ρ¯ (1− τ¯))}2 lA lB + kAB(ρ¯ (1− τ¯ )).
In terms of the new coordinates the metric given by (6.6) extends analytically
through the set J +′ . The latter is a null hypersurface for the extended metric
and represents future null infinity for the space-time defined by g˜. By contrast,
the right hand side of (6.6) does not extend smoothly to I¯ ′. However, the frame
coefficients g¯ik and their contravariant versions g¯
ik do extend analytically to
all of M¯′. It will be shown later how I ′ relates to (part of) the cylinder at
space-like infinity denoted in 5.3 by I.
One has g¯ik = g
∗
ik +O(ρ¯
2) with
g∗ik =


0 1 + 2mρ¯ τ¯ 0 0
1 + 2mρ¯ τ¯ −(1− τ¯) (1 + τ¯ + 4mρ¯ τ¯2) 0 0
0 0 k22(0) k23(0)
0 0 k32(0) k33(0)

 , (6.8)
so that det(g∗ik) < 0 for ρ¯ ≥ 0, 0 ≤ τ¯ ≤ 1 and gik = g∗ik +O(ρ¯2) with
g∗ik =


(1−τ¯) (1+τ¯+4mρ¯ τ¯2)
(1+2mρ¯ τ¯)2
1
1+2mρ¯ τ¯ 0 0
1
1+2mρ¯ τ¯ 0 0 0
0 0 k22(0) k23(0)
0 0 k32(0) k33(0)

 . (6.9)
Since the conformal factor Λ does not depend on t, the static Killing vector
field represents a Killing field also for the metric g¯. In the new coordinates it
takes the form
K =
(vΩ)(ρ¯)
ρ¯
{(1− τ¯ ) ∂τ¯ + ρ¯ ∂ρ¯} = ρ¯ h(ρ¯) {(1− τ¯ ) v0 + v1}, (6.10)
and extends smoothly to all of M¯′.
Denote by ∇¯ the Levi-Civita connection of g¯. Since the commutators of the
frame fields vk vanish, the connection coefficients defined by ∇¯ivj ≡ ∇¯vivj =
γi
k
j vk are given by the formula
γi
k
j =
1
2
g¯kl (vj(g¯il) + vi(g¯lj)− vl(g¯ij)) .
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Again, the connection coefficients γi
k
j in the frame vk extend analytically
through {ρ¯ = 0} and {τ¯ = 1}. One finds
γi
k
j =
1
2
g∗kl
(
vj(g
∗
il) + vi(g
∗
lj)− vl(g∗ij)
)
+O(ρ¯2),
which implies
γi
k
j = τ¯ δ
k
0
{
2 δ0 (i δ
1
j) − (1− τ¯2) δ1 i δ1 j
}− τ¯ δk 1 δ1 i δ1 j on {ρ¯ = 0}.
(6.11)
As a consequence of the behaviour of g¯ij and γi
k
j the components of all
tensor fields in the frame vk which are derived by standard formulas from the
metric and the connection coefficients, such as those of the Ricci tensor and the
conformal Weyl tensor of g¯, extend analytically through J+′ and I¯ ′ i.e. the
metric g¯ and its connection ∇¯ imply in the frame vi a smooth frame formalism
on M¯′.
It follows that the coordinate expressions of these tensor fields, such as
Rµ′ν′ [g¯] = Rik α
i
µ′ α
k
ν′ , and, by the argument given in [60] (cf. also [38]),
the rescaled conformal Weyl tensor Wµ
′
ν′λ′ρ′ [g¯] = Λ
−1 Cµ
′
ν′λ′ρ′ [g¯] extend
smoothly to J+′ . Unfortunately, this does not give us the needed details about
the components Rjk and it does not tell us anything about the behaviour of the
frame componentsW i jkl[g¯] of the rescaled conformal Weyl tensor on I ′ and the
critical set I+′ . This requires detailed calculations. Only the analyticity of h
near i is required to control the smoothness of the fields near J +′ . This follows
from the ellipticity of the conformal static field equations near i. To deduce the
desired behaviour near I¯ ′, however, one will have to invoke at least, as discussed
in section 5.6, the regularity condition (5.89) with p∗ = ∞. The detailed form
of the conformal static field equations will thus become much more important.
6.1 The Ricci tensor of g¯ near I¯ ′
The tensor
L[g¯]ρ′ν′ =
1
2
(
R[g¯]ρ′ν′ − 1
6
R[g¯] g¯ρ′ν′
)
,
is needed to integrate the conformal geodesic equations which define the setting
introduced in section 5. The purpose of this section is to demonstrate
Lemma 6.1 The frame components Ljk = L[g¯]ρ′ν′ v
ρ′
j v
ν′
k extend as real an-
alytic functions to I¯ ′ with
L0k → 1
2
δ1 k, L11 → −1− τ¯
2
2
, L1A → 0, LAB → −1
2
kAB(0) as ρ¯→ 0.
Proof: Under the rescaling g˜ → g¯ = Λ2 g˜ the tensor
L[g˜]ρν =
1
2
(
R[g˜]ρν − 1
6
R[g˜] g˜ρν
)
,
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transforms into
L[g¯]ρν = L[g˜]ρν − 1
Λ
∇¯ρ ∇¯ν Λ + 1
2Λ2
∇¯µ Λ ∇¯µ Λ g¯ρν .
Suppose g˜ = v2 dt2 + h˜ is a static vacuum solution and g¯ = Λ2 g˜ = Λ2 (v2 dt2 +
h˜) = N2 dt2 + h∗ with
N = Λ v, h∗ ≡ Λ2 h˜ = Λ2Ω−2 h = h∗ab(xc) d xa d xb,
µ = µ(xa), v = v(xa), Ω = Ω(xa), Λ = Λ(xa).
In the following the gauge (4.31) and coordinates satisfying (4.17) will be as-
sumed. The connection coefficients of the metric g¯ in the coordinates t, xa are
given by
Γa
b
c[g¯] = Γa
b
c[h
∗] (the Levi-Civita connection of h∗),
Γt
a
t[g¯] = 0, Γt
a
t[g¯] = −N h∗abDbN, Γb a t[g¯] = Γt a b[g¯] = 0,
Γb
t
c[g¯] = 0, Γb
t
t[g¯] = Γt
t
b[g¯] =
1
N
DbN.
and L[g¯]ρν is given by
L[g¯]tt = −vΩ
2
Λ2
DaN D
a Λ +
v2Ω2
2Λ2
Da ΛD
aΛ, (6.12)
L[g¯]ta = L[g¯]at = 0,
L[g¯]ab = − 1
Λ
D∗aD
∗
b Λ +
1
2Λ2
Dc ΛD
c Λ hab, (6.13)
where D and D∗ denote the h- and h∗-Levi-Civita connections respectively.
With Λ = ΩΥ−1/2 and the map Φ defined by (6.1) one can determine from
these formulas the frame coefficients
Lik =< Φ
∗(L[Λ2 g˜]); vi, vk >=
< (L[g¯]tt ◦ Φ) d t d t+ (L[g¯]ab ◦ Φ) d xa d xb; vi, vk > .
With equations (4.36) and the relations
Da Ω = Ω
3
2 σ−
3
2 Da σ = (1 +
√
µσ)−3Da σ, (6.14)
DaDbΩ =
1
(1 +
√
µσ)3
DaDb σ − 3
2
√
µ
σ
1
(1 +
√
µσ)4
Da σDb σ, (6.15)
which are implied by (4.35), one gets
ΥDaN Da Λ =
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vΩ
{
2 s (1− 2√µσ)
(1−√µσ) (1 +√µσ)4 −
(2 − 3√µσ)Υ−1DcΥDc σ
2 (1−√µσ) (1 +√µσ)3 −
1
U2 (1 +
√
µσ)2
}
,
ΥDa ΛDaΛ = Ω
{
2 s
(1 +
√
µσ)4
− Υ
−1DcΥDc σ
(1 +
√
µσ)3
− 1
U2 (1 +
√
µσ)2
}
,
Υ1/2D∗aD
∗
b Λ =
s hab − σ(1− µσ)Rab
(1 +
√
µσ)3
− 3
2
√
µσ σ−1DaσDbσ
(1 +
√
µσ)4
− DaDbΥ
2U2 (1 +
√
µσ)2
+
ea eb
U2 (1 +
√
µσ)2
−hab
(
1
U2 (1 +
√
µσ)2
+
Υ−1DcΥDc σ
2 (1 +
√
µσ)3
)
,
which allow us to obtain the following expressions for the Ljk.
In the case of L00 there occurs a cancellation of the second terms in (6.12),
(6.13) respectively, so that (with the understanding that ea ◦ Φ = ea(ψA))
L00 = ρ¯
2
(
L[g¯]tt
(vΩ)2
+ L[g¯]ab e
a eb
)
◦ Φ (6.16)
= −ρ¯2
(
1
vΩ2
{
ΥDaN D
a Λ + vΩΥ1/2D∗aD
∗
b Λ e
a eb
})
◦ Φ,
with
ΥDaN D
a Λ + vΩΥ1/2D∗aD
∗
b Λ e
a eb =
vΩ
{
(1− 4√µσ + µσ) (s+ 2)
(1−√µσ) (1 +√µσ)4 −
σ(1− µσ)Rab ea eb
(1 +
√
µσ)3
− 6
√
µσ
(1 +
√
µσ)4
[
(
1
U
+
DaΥDa U
2U2
)2 − 1
]
+
(1 − 2√µσ)
(1−√µσ) (1 +√µσ)3
[
2− 2U2
U2
+
DaΥDa U
U3
]}
.
Since the term in curly brackets is of the order O(Υ), the function L00 extends
smoothly to {ρ¯ = 0} with L00 → 0 as ρ¯→ 0.
It holds
L01 =
ρ¯2
(vΩ)(ρ¯)
(
L[g¯]tt
vΩ
)
◦ Φ− (1− τ¯)L00,
with
L[g¯]tt
vΩ
= Ω−1Υ (
v
2
Da ΛD
aΛ−DaN Da Λ) =
v
{
1
2U2 (1 +
√
µσ)2
− (1− 3
√
µσ) s
(1−√µσ) (1 +√µσ)4
− 1− 2
√
µσ
(1−√µσ) (1 +√µσ)3
[
2
U2
+
DaΥDa U
U3
]}
,
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so that L01 extends smoothly to {ρ¯ = 0} with L01 → 12 as ρ¯→ 0.
L0A = ρ¯
(
L[g¯]tt
vΩ
)
◦Φ lA − ρ¯2 (1 − τ¯) (L[g¯]ab ◦ Φ) ea eb,ψA ,
with
L[g¯]ab e
a eb,ψA =
(1−√µσ)Rab ea eb,ψA +
µU′ψA√
µΥ σ
1
(1 +
√
µσ)2
[
1
U4
+ 2
ΥDaΥDa U
U6
]
so that L0A extends smoothly to {ρ¯ = 0} with L0A → 0 as ρ¯→ 0.
L11 =
(
ρ¯2 (vΩ)(ρ¯(1− τ¯ ))
(vΩ)2(ρ¯)
− 2 ρ¯
2 (1− τ¯ )
(vΩ)(ρ¯)
)(
L[g¯]tt
vΩ
)
◦ Φ+ (1 − τ¯)2 L00,
extends smoothly to {ρ¯ = 0} with L11 → − 1−τ¯22 as ρ¯→ 0.
L1A =(
ρ¯
(vΩ)(ρ¯)
− ρ¯ (1 − τ¯)
(vΩ)(ρ¯(1 − τ¯))
)
L[g¯]tt ◦ Φ lA − ρ¯2 (1− τ¯ )2 (L[g¯]ab ◦ Φ) ea eb,ψA ,
extends smoothly to {ρ¯ = 0} with L1A → 0 as ρ¯→ 0.
LAB = L[g¯]tt ◦ Φ lA lB − (ΓL[g¯]ab) ◦Φ ea,ψA eb,ψB .
extends smoothly to {ρ¯ = 0} with LAB → − 12 kAB(0) as ρ¯→ 0.
6.2 The rescaled conformal Weyl tensor of g¯ near I¯ ′
In this section we shall make a few general observations concerning the rescaled
conformal Weyl tensor and then specialize to the conformal static case. After a
remark about the radiation field on J +′ we will analyse the smoothness of the
rescaled conformal Weyl tensor near the set I¯ ′.
Let g˜ be a Lorentz metric and S˜ a space-like hypersurface with unit normal
n˜ and induced metric h˜µν = g˜µν − n˜µ n˜ν . We set p˜µν = h˜µν − n˜µ n˜ν , ǫ˜νλρ =
n˜µ ǫ˜µνλρ, and denote by c˜νρ = Cµνλρ[g˜] n˜
µn˜λ and c˜∗νρ = C
∗
µνλρ[g˜]n˜
µ n˜λ (the star
on the right hand side indicating the dual) the n˜-electric and the n˜-magnetic
part of the conformal Weyl tensor respectively. The latter are symmetric, trace-
free, and spatial, i.e. n˜ν c˜νρ = 0, n˜
ν c˜∗νρ = 0. The conformal Weyl tensor of g˜ is
then given in terms of its electric and the magnetic part by (cf. [42])
Cµνλρ[g˜] = 2
(
p˜ν[λ c˜ρ]µ − p˜µ[λ c˜ρ]ν − n˜[λ c˜∗ρ]δ ǫδ µν − n˜[µ c˜∗ν]δ ǫδ λρ
)
. (6.17)
Suppose that g˜ is a solution to the vacuum field equations. Then the first
and second fundamental form h˜ab and χ˜ab induced by g˜ on S˜ satisfy the Gauss
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and the Codazzi equation (expressing the pull-back of spatial tensors to S˜ in
terms of spatial coordinates xa)
rab[h˜] = −c˜ab + χ˜c c χ˜ab − χ˜ca χ˜b c, (6.18)
D˜b χ˜d(a ǫ˜c)
bd = −c˜∗ac. (6.19)
This allows us to express the conformal Weyl tensor in terms of h˜ab and χ˜ab. If
S˜ is a hypersurface of time reflection symmetry, so that χ˜ab = 0, these equations
imply
rab[h˜] = −c˜ab, c˜∗ac = 0, (6.20)
and the Weyl tensor assumes the form
Cµνλρ[g˜] = 2
(
p˜ν[λ c˜ρ]µ − p˜µ[λ c˜ρ]ν
) ≡ −(p˜⊘ c˜)µνλρ, (6.21)
where ⊘ denotes the bi-linear Kulkarni-Nomizu product of two symmetric 2-
tensors (cf. [8]).
If Λ is an arbitrary conformal factor, the rescaled conformal Weyl tensor of
g¯ = Λ2 g˜ is given by Wµ νλρ[g¯] = Λ
−1Cµ νλρ[g¯]. In view of the behaviour of the
conformal Weyl tensor under conformal rescalings, one gets (observe the index
positions)
Wµνλρ[g¯] = ΛCµνλρ[g˜]. (6.22)
Its electric part with respect to the g¯-unit vector Λ−1 n˜ is then given by
wµν [g¯] = Λ
−1c˜µν [g˜] (6.23)
With h = Ω2 h˜, the gauge (4.31), the general transformation law
rab[h˜] = rab[h] + Ω
−1DaDbΩ+ hab (Ω−1DcDcΩ− 2Ω−2DcΩDcΩ),
and the equation 2Ω∆hΩ = 3DaΩD
aΩ, one gets from (6.20) and (6.23) in the
general time reflection symmetric case
wab[g¯] = −(ΛΩ)−1(DaDbΩ− 1
3
habDcD
cΩ + Ω rab[h]) on S = S˜ ∪ {i}.
(6.24)
A conformal scaling which represents space-like infinity (with respect to the
initial hypersurface S˜ and with respect to the solution space-time) by a point
is achieved by choosing Λ = Ω on S. With this particular choice one has
wab[g¯] = −Ω−2(DaDbΩ− 1
3
habDcD
c Ω+ Ω rab[h]) (6.25)
= O(Υ−3/2) as Υ→ 0 unless m = 0.
We note that in the massless case the precise behaviour depends on the freely
prescribed metric h on S near i. In the massless case one has Ω = σ and the
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comparison of the expression for wab[g¯] with (4.36) shows that in the case where
h represents conformally static vacuum data one has
wab[g¯] = −µ rab[h], (6.26)
i.e. the rescaled conformal Weyl tensor is smooth.
We return to the case where Λ = ΩΥ−1/2. With (6.14), (6.15) we get then
wab[g¯] = −
√
Γ
σ2
{
(1 +
√
µσ) (DaDb σ − 1
3
∆h σ hab) (6.27)
−1
2
√
µ
σ
(3Da σDb σ −Dc σDc σ hab) + σ (1 +√µσ)2 rab
}
=
m
4
U
σ2
(3Da σDb σ −Dc σDc σ hab)− m
2
U (1 +
√
µσ)2 rab[h]
−
√
Υ
σ2
(1 +
√
µσ)Σab,
where we use Σab as defined by the right hand side of (4.36) without assuming
h to be conformally static. If h is conformally static the electric part of the
rescaled conformal Weyl tensor on S is given by the right hand side of (6.27)
with Σab = 0. In the present conformal gauge, defined by (4.31), one has
Σab = O(Υ
3/2) near i,
for any time reflection symmetric initial data h.
If the solution is static and written again in the form g˜ = v2 d t2 + h˜, then
equations (6.17), (6.20) hold with n˜ = 1v ∂t and t-independent fields for each
slice S˜ = {t = t∗} with t∗ = const. The relations above then imply for all
(t, xa)
Wµνλρ[g¯] = −Υ−1(p⊘ w)µνλρ (6.28)
with
pµν = hµν − nµ nν , nµ = Ω n˜µ.
With ⊗ denoting the tensor product, we write for arbitrary 1-forms a, c
a⊗s c = a⊗ c+ c⊗ a, a2 = a⊗ a,
and note that the Kulkarni-Nomizu product is symmetric, i.e.
m⊘ n = n⊘m, (6.29)
for symmetric 2-tensors m, n, and satisfies for arbitrary 1-forms a, c, e
(a⊗ a)⊘ (a⊗s c) = 0, (a⊗s e)⊘ (a⊗s c) = −(a⊗ a)⊘ (c⊗s e). (6.30)
We show how it follows in the present setting that the radiation field van-
ishes on J +′ . Since the extended Killing vector field K is tangent to the null
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generators of J +′ without vanishing there, the complete information on the
radiation field is contained in the field
Kν KρWµνλρ[g¯] d x
µ d xλ = −Υ−1Kν Kρ (p⊘ w)µνλρ d xµ d xλ
= −Υ−1Kν Kρ pνρwab d xa d xb = −Υ−1 (vΩ)2 wab d xa d xb
=
m
4
(1 −√µσ)2
(1 +
√
µσ)6
{
1
U
(2 s hab − 3 σ−1Da σDb σ) d xa d xb
+
2 σ
U
(1 +
√
µσ)2 rab[h] d x
a d xb
}
with s as given in (4.32). Because of the relation
σ−1Da σDb σ = 4U−4 (U2 ea eb − U Υ1/2 (eaDb U + ebDa U) + ΥDa U Db U),
(6.31)
and the factor σ in the second term it follows that
Kν KρWµνλρ[g¯] d x
µ d xλ → −2mρ¯2 d τ¯2 as τ¯ → 1, ρ¯ > 0. (6.32)
Thus, the pull-back of Kν KρWµνλρ[g¯] d x
µ d xλ to J+, which provides the ra-
diation field up to a scaling, vanishes everywhere on J +.
Lemma 6.2 The components Wijkl [g¯] = Λ
−1Cµ′ν′λ′ρ′ [g¯] vµ
′
i v
ν′
j v
λ′
k v
ρ′
l of
the rescaled conformal Weyl tensor of g¯ in the frame vk extend as analytic
functions to I¯ ′.
Proof: In the coordinates xµ
′
given by (6.1) the rescaled conformal Weyl
tensor is obtained as the product of
−(Υ ◦ Φ)−1 = −(ρ¯ (1− τ¯ ))−2,
with the Nomizu-Kulkarni product of
p′ = (hab ◦ Φ) d xa d xb − ((vΩ) ◦ Φ)2 d t2 = p′1 + p′2 + p′3 + p′4,
and w′ = w′1 + w′2 + w′3 + w′4 + w′5, where
p′1 = −2 ((1− τˆ) d ρ¯− ρ¯ d τ¯ )2,
p′2 = ((1− τ¯ ) d ρ¯− ρ¯ d τ¯)⊗s
(
(vΩ)(ρ¯ (1− τ¯ ))
(vΩ)(ρ¯)
d ρ¯+ (vΩ)(ρ¯ (1− τ¯ )) l
)
p′3 = −
(
(vΩ)(ρ¯ (1− τ¯ ))
(vΩ)(ρ¯)
d ρ¯+ (vΩ)(ρ¯ (1− τ¯ )) l
)2
,
p′4 = ρ¯
2 (1− τ¯ )2 k,
w′5 = −
({m
2
U (1 +
√
µσ)2 rab[h]
}
◦ Φ
)
d xa d xb,
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and
w′1 + w
′
2 + w
′
3 + w
′
4 = −
({
m
4
U
σ
(2 s hab − 3 σ−1Da σDb σ)
}
◦ Φ
)
d xa d xb,
with
w′1 = −
m
4
({
U
σ
(s + 6U−2)
}
◦ Φ
)
p′1,
w′2 = −
({m
2
U3 s
}
◦ Φ
)
k,
w′3 = −
({
3m
U σ
Υ1/2
}
◦ Φ
)
((1 − τ¯) d ρ¯− ρ¯ d τ¯)⊗s j,
w′4 = −
({m
U
}
◦ Φ
)
j2.
We used above the relation (6.31) and set
j = (Da U ◦ Φ) d xa.
The desired result on the behaviour of the rescaled conformal Weyl tensor
near I¯ ′ is obtained now by showing that for arbitrary frame vector fields vn one
has
< p′ ⊘ w′; vi, vj , vk, vl, >= O(ρ¯2 (1 − τ¯)2).
From (6.29) it follows that
p′1 ⊘ w′1 = p′1 ⊘ w′3 = p′2 ⊘ w′1 = 0.
Observing (4.27) one finds by inspection
< p′1; vi, vj >= O(ρ¯
2), < p′M ; vi, vj >= O(ρ¯
2 (1− τ¯ )2), for M = 2, 3, 4,
< w′4; vi, vj >= O(ρ¯
2 (1 − τ¯)2), < w′N ; vi, vj >= O(1), for N = 2, 3, 5,
and thus
< p′M ⊘ w′N ; vi, vj , vk, vl >= O(ρ¯2 (1 − τ¯)2) for M = 2, 3, 4, N = 2, 3, 4, 5,
< p′1 ⊘ w′4; vi, vj , vk, vl >= O(ρ¯2 (1 − τ¯)2).
The remaining term is given by
p′1 ⊘ (w′2 + w′5) + (p′3 + p′4)⊘ w′1 = p′1 ⊘m
with
m = w′2 + w
′
5 −
m
4
({
U
σ
(s + 6U−2)
}
◦ Φ
)
(p′3 + p
′
4)
= −m
4
({
U (3 sU2 + 6)
} ◦ Φ) k − ({m
2
U (1 +
√
µσ)2 rab[h]
}
◦ Φ
)
d xa d xb
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+
m
4
({
sU3 + 6U
} ◦Φ) ( (vΩ)(ρ¯ (1− τ¯))
ρ¯ (1− τ¯ ) (vΩ)(ρ¯) d ρ¯+
(vΩ)(ρ¯ (1− τ¯ ))
ρ¯ (1− τ¯ ) l
)2
For the three summands to be considered here we get the following. From
3 sU2 + 6 = O(Υ) it follows that
< p′1 ⊘
({
U (3 sU2 + 6)
} ◦ Φ) k; vi, vj , vk, vl >= O(ρ¯2 (1− τ¯ )2).
Because of
d x(a d xb) = ρ¯2 (1− τ¯ )2 d e(a ⊗ d eb)
−1
2
p′1 e
a eb + ρ¯ (1 − τ¯) e(a d e b) ⊗s ((1 − τˆ) d ρ− ρ d τˆ ),
it follows by (6.30) that
< p′1 ⊘
({m
2
U (1 +
√
µσ)2 rab[h]
}
◦ Φ
)
d xa d xb; vi, vj , vk, vl >=
O(ρ¯2 (1− τ¯ )2).
It holds that sU3 + 6U = O(1) and by inspection it follows that
< p′1 ⊘
(
(vΩ)(ρ¯ (1− τ¯ ))
ρ¯ (1− τ¯ ) (vΩ)(ρ¯) d ρ¯+
(vΩ)(ρ¯ (1− τ¯ ))
ρ¯ (1− τ¯ ) l
)2
; vi, vj , vk, vl >
= O(ρ¯2 (1 − τ¯)2).
7 Static vacuum solutions near the cylinder at
space-like infinity
The conformal extension considered in the previous section relies on specific
features of static fields. We use it to show that the construction of the cylinder
at space-like infinity in section 5, which is based on general concepts and applies
to general solutions, is for static vacuum solutions as smooth as can be expected.
Theorem 7.1 For static vacuum solutions which are asymptotically flat the
construction of section 5 is analytic in the sense that in the frame (5.57) all
conformal fields, including the rescaled conformal Weyl tensor, extend to ana-
lytic fields on some neighbourhood O of I¯ in N¯ . This statement does not depend
on a particular choice of (analytic) scaling of the (analytic) free datum h on S.
This result will be obtained as a consequence of Lemmas 7.2, 7.3, and 7.4 below.
The construction of section 5 will be discussed here for static solutions in
terms of the initial data h and Ω in the gauge given by (4.31), and the field g¯
given on M¯′ in the coordinates defined by (6.1). The effect of a rescaling of h
will be dicussed seperately because it is of interest in itself.
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The conformal factor Θ is assumed in the form (5.44), (5.46) with
κ = ω = 2Ω |DaΩDaΩ|− 12 = 2Ω (1 +√µσ)−3
√
2 |s|σ. (7.1)
It follows that ω = Υ1/2 + O(Υ) and Θ = 1/2 |DaΩDaΩ| 12 = Υ1/2 + O(Υ) so
that
on S¯ : lim
ρ¯→0
Υ1/2 ω−1 = lim
ρ¯→0
ωΛ−1 = lim
ρ¯→0
ΘΛ−1 = 1. (7.2)
The metric h¯ induced by g = Θ2 g˜ on S˜ is given by ω−2 h.
The main ingredient of the gauge for the evolution equations used in section
5.2 are the conformal geodesics generating the conformal Gauss system described
in section 2.1. We shall try to control their evolution on M¯′ near I¯ ′. Following
the prescription in section 2.1, we assume that the tangent vectors x˙ = d x/d τ
of the conformal geodesics with parameter τ satisfy
x˙ ⊥ S˜, Θ2 g˜(x˙, x˙) = 1 on S˜. (7.3)
With the frame (6.7) and the coordinates (6.1) this translates into the initial
condition
x˙ =
ω(ρ¯)
ρ¯
∂τ¯ + ω(ρ¯) ∂ρ¯ =
ω(ρ¯)
ρ¯
(v0 + v1) ≡ X i vi at τ¯ = 0, (7.4)
with
X i = δi 0 + δ
i
1 +O(ρ¯) as ρ¯→ 0.
For the following we need to observe besides g¯ = Λ2 g˜ the relations
g = Π2 g¯ = Θ2 g˜, with Π ≡ Λ−1Θ.
For the connections ∇˜, ∇, and ∇¯ of g˜, g, and g¯ respectively we have relations
∇ˆ = ∇˜+ S(f˜), ∇ˆ = ∇+ S(f), ∇ˆ = ∇¯+ S(f¯),
∇ = ∇˜+ S(Θ−1 dΘ), , ∇¯ = ∇˜+ S(Λ−1 dΛ).
The comparison gives f = f˜ − Θ−1 dΘ and f¯ = f˜ − Λ−1 dΛ which imply the
relation
f¯ = f +Θ−1 dΘ− Λ−1 dΛ = f +Π−1 dΠ, (7.5)
between the 1-form f¯ which is obtained if the conformal geodesic equations are
written in terms of the metric g¯, the 1-form f which is supplied by the conformal
geodesic equations written in terms of the metric g, and the conformal factor
which relates g¯ to g.
By the choices of section 5.2 we have < f, x˙ >= 0 everywhere on the space-
time and < dΘ, x˙ >= 0 on S˜. Since Λ has been chosen to be independent of t
and ∂t is orthogonal S˜, it follows that < dΛ, x˙ >= 0 and thus < f¯, x˙ >= 0 on
S˜. Observing the pull back of f to S˜ given by (5.45) and the relation
Π = Υ1/2 ω−1 on S˜, (7.6)
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we find that the pull back of f¯ to S˜ is given by 1/2 Υ−1 dΥ. From this one gets
in the frame (6.7) and the coordinates (6.1) with τ¯ = 0
f¯ = (1/2 Υ−1DaΥ) ◦Φ d xa = f¯i αi with f¯i = −δ0 i + δ1 i on S˜. (7.7)
The relation < f, x˙ >= 0 and equation (7.5) imply the ODE
Π˙ = Π < f¯, x˙ >, (7.8)
along the conformal geodesics, which, together with (7.6), will allow one to
determine Π once < f¯, x˙ > is known.
7.1 The extended conformal geodesic equation on I
With respect to the metric (6.6) a solution to the conformal geodesic equations
is given by a space-time curve xµ(τ) = (τ¯ (τ), ρ¯(τ), ψA(τ)) and along that curve
a vector field X(τ) and a 1-form f¯(τ) such that
x˙ = X,
∇¯X X = −2 < f¯,X > X + g¯(X,X) f¯ ♯,
∇¯X f¯ =< f¯,X > f¯ − 1
2
g¯(f¯ , f¯)X♭ + L(X, . ).
With the expansions X = X i vi, f¯ = f¯i α
i, g¯ = g¯jk α
j αk, g¯♯ = g¯jk vj vk,
L = Ljk α
j αk, ek = e
i
k vi, the equations above take in the domain where ρ¯ > 0
the form
d
d τ
τ¯ = X0,
d
d τ
ρ¯ = ρ¯X1,
d
d τ
ψA = XA,
which is the equation x˙µ = X i vµ i, relating the coordinate to the frame expres-
sions,
d
d τ
X i + γj
i
kX
jXk = −2 f¯kXkX i + g¯jkXjXk g¯il f¯l,
d
d τ
f¯k − γj i k ξj f¯i = f¯lX l f¯k − 1
2
g¯lj f¯l f¯j g¯lkX
l + LjkX
j .
Note that the functions g¯jk, g¯
il, γj
i
l, Ljk entering these equations extend
by analyticity through I¯ ′ into a domain where ρ¯ < 0. Assuming such an exten-
sion, we get the extended conformal geodesic equations. Since also the data are
analytic on S¯, it makes sense to consider these equations in a neighbourhood of
I¯ ′.
Lemma 7.2 With the values of Ljk on I¯ ′ found in Lemma 6.1, the initial data
x = (0, 0, ψA
′
) and (cf. (7.4), (7.7)) X i = δi 0 + δ
i
1, f¯i = −δ0 i + δ1 i on
I0′ determine a solution x(τ), X(τ), f¯(τ) of the extended conformal geodesic
equations with τ = 0 on I0′ and
x(τ) = (τ¯ (τ), ρ¯(τ), ψA(τ)) = (τ, 0, ψA
′
).
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By analyticity it extends as a solution into a domain 0 ≤ τ ≤ 1 + 2 ǫ for some
ǫ > 0. The extension to I¯ ′ of the conformal factor Π which is determined by
(7.6) and (7.8) takes the value Π = 1 on I¯ ′.
Proof: With the ansatz x(τ) = (τ¯ (τ), 0, ψA
′
), X(τ) = X0(τ) v0 +X
1(τ) v1,
f¯ = f¯0(τ)α
0 + f¯1(τ)α
1 those of the extended conformal geodesic equations
which are not identically satisfied because of (6.8), (6.9), (6.11) are given by
d
d τ
τ¯ = X0,
d
d τ
X0 + 2 τ¯ X0X1 − τ¯ (1− τ¯2)X1X1
= −2 (f¯0X0 + f¯1X1)X0 + (2X0X1 − (1 − τ¯2)X1X1) ((1 − τ¯2) f¯0 + f¯1),
d
d τ
X1 − τ¯ X1X1 = −2 (f¯0X0 + f¯1X1)X1 + (2X0X1 − (1− τ¯2)X1X1) f¯0,
d
d τ
f¯0 − τ¯ f¯0X1 = (f¯0X0 + f¯1X1) f¯0 − 1
2
((1− τ¯2) f¯0 f¯0 + 2 f¯0 f¯1)X1 + 1
2
X1,
d
d τ
f¯1 − τ¯ f¯0 (X0 − (1− τ¯2)X1) + τ¯ f¯1X1 = (f¯0X0 + f¯1X1) f¯1
−1
2
((1− τ¯2) f¯0 f¯0 + 2 f¯0 f¯1) (X0 − (1− τ¯2)X1) + 1
2
X0 − 1− τ¯
2
2
X1.
A calculation shows that the solution of this system for the prescribed initial
is given by
τ¯ = τ, X0 = 1, X1 =
1
1 + τ¯
, f¯0 = − 1
1 + τ¯
, f¯1 = 1. (7.9)
This proves the first assertion. With the solution above equation (7.8) reads
Π˙ = 0 and we have Π = 1 on I0 by (7.2). This proves the second assertion.
Remark: The ODE above is sufficiently complicated so that giving the solution
explicitly deserves an explanation. In (5.62) is given the conformal factor and
the conformal representation of Minkowski space which result from the general
procedure of section 5. In (5.63) is given the coordinate transformation which,
together with the conformal factor, relates the conformal metric to the standard
representation of Minkowski space in coordinates t and r.
If the Minkowski values m = 0, U = 1, hab = −δab are assumed in section
6 the metric g¯ reduces by (6.8) to the metric g∗ik α
i αk with m = 0. One can
consider this as the lowest order (in ρ¯) approximation of the general version of
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g¯. Tracing back how the functions τ¯ , ρ¯, Λ in section 6 are related in the flat
case to t and r, one finds
r =
1
ρ¯ (1− τ¯ ) , t =
τ¯
ρ¯ (1− τ¯ ) , Λ =
1
r
.
The conformal factors in the conformal representations thus agree but the co-
ordinates are related by the transformation
τ¯ = τ, ρ¯ = ρ (1 + τ). (7.10)
This implies
2
d ρ¯
ρ¯
d τ¯ − (1− τ¯2)
(
d ρ¯
ρ¯
)2
− dσ2 = d τ2 + 2 τ d ρ
ρ
d τ − (1− τ2)
(
d ρ
ρ
)2
− dσ2.
(7.11)
The left hand side is the conformal Minkowski metric (6.8) with m = 0 while
the right hand side is the metric g⋆ given by (5.62). The conformal geodesics
underlying (5.62) have tangent vector X = ∂τ and 1-form f =
d ρ
ρ . With (7.10)
these transform into
X = ∂τ¯ +
1
1 + τ¯
ρ¯ ∂ρ¯ = v0 +
1
1 + τ¯
v1,
f =
d ρ¯
ρ¯
− 1
1 + τ¯
d τ¯ = − 1
1 + τ¯
α0 + α1,
from which one can read off (7.9).
The hypersurfaces {ρ¯ = ρ¯# = const. > 0} are in general time-like for the
metric (6.6). The form of g¯♯ suggests that these hypersurfaces approximate null
hypersurfaces in the limit as ρ¯# → 0, but the conclusion is delicate because of
the degeneracy of g¯♯ on I¯ ′. The discussion above shows that they do become
null asymptotically in the sense that for the metric on the left hand side of (7.11)
the hypersurfaces {ρ¯ = const.} are in fact null. To some extent this explains
why the coordinates given by (6.1) had a chance to extend smoothly to J + and
to provide a description of the cylinder at space-like infinity.
7.2 The smoothness of the gauge of section 5 for static
asymptotically flat vacuum solution near I
Let S¯ext denote an analytic extension of S˜ into a range where ρ¯ < 0 so that
ρ¯, ψA extend to analytic coordinates. If the set S¯ext \ S¯ is sufficiently small,
the following statements make sense. The initial conditions (7.4), (7.7) extend
analytically to S¯ext and determine near S¯ext an analytic congruence of solutions
to the extended conformal geodesic equations. It therefore follows from Lemma
7.2 and well known results on ODE’s that, with the ǫ of Lemma 7.2, there
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exists a ρ# > 0 such that for initial data τ¯(0) = 0, ρ¯(0) = ρ
′ with |ρ′| < ρ#,
ψA(0) = ψA
′
and those implied at these points by (7.4), (7.7) the solution
τ¯ = τ¯ (τ, ρ′, ψA
′
), ρ¯ = ρ¯(τ, ρ′, ψA
′
), ψA = ψA(τ, ρ′, ψA
′
),
X i = X i(τ, ρ′, ψA
′
), f¯k = f¯k(τ, ρ
′, ψA
′
),
of the extended conformal geodesic equations exists for the values 0 ≤ τ ≤ 1+ ǫ
of their natural parameter and the function Π is positive in the given range of
ρ′ and τ .
Taking a derivative of the equation satisfied by ρ¯ and observing (7.9) gives
d
d τ
(
∂ρ¯
∂ρ′
|ρ′=0
)
=
(
∂ρ¯
∂ρ′
|ρ′=0
)
1
1 + τ¯
,
which implies by (7.9) (
∂ρ¯
∂ρ′
|ρ′=0
)
= 1 + τ ≥ 1.
It follows that the Jacobian of the analytic map
(τ, ρ′, ψA
′
)→ xµ(τ, ρ′, ψA′),
takes the value 1 + τ¯ on I¯ ′ and for sufficiently small ρ# > 0 the Jacobian does
not vanish in the range 0 ≤ τ ≤ 1 + ǫ, |ρ¯| ≤ ρ#. The relations Λ = ΘΠ−1,
Π > 0, and Θ = (ω−1Ω)∗
(
1− τ2) imply that the curves with ρ′ > 0 cross J+′
for τ = 1. It follows that τ , ρ′, and ψA
′
define an analytic coordinate system
in a certain neighbourhood O′ of I¯ ′ in M¯′, such that (suppressing again the
upper bounds for ρ′) O′ ∩ J+′ = {τ = 1, ρ′ > 0}, I ′ = {0 ≤ τ < 1, ρ′ = 0},
I+′ = {τ = 1, ρ′ = 0}, and O′ is ruled by conformal geodesics.
The metric g = Π2 g¯, the connection coefficients of the connection ∇ˆ and
the tensor fields (cf. (2.11))
Lˆµν = Lµν [g¯]−∇µ f¯ν + f¯µ f¯ν − 1
2
g¯µν f¯λ f¯
λ,
f = f¯ −Π−1 dΠ, Wµνρλ[g] = ΠWµνρλ[g¯].
in the frame (6.7) extend in the new coordinates as analytic fields to O′.
Given these structures and the conformal geodesics on O′, the construction
of the manifold N¯ as decribed in section 5 poses no problems. With the given
analytic initial data on S¯ it only involves solving linear ODE’s corresponding to
(2.21), such as
d
d τ
ei k + γj
i
lX
j el k = −f¯lX l ei k − f¯l el kX i + g¯jlXj el k g¯im f¯m, (7.12)
or its spinor analogue, along the conformal geodesics. This allows us to conclude
Lemma 7.3 Starting with static asymptotically flat initial data in the gauge
(4.31), the construction of section 5 leads to a conformal representation of the
static vacuum space-time which is real analytic in a neighbourhood O of the set
I¯ in N¯ .
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7.3 Changing the conformal gauge on the initial slice
It will be shown now how the construction described in section 5 depends for
static vacuum solutions on rescalings
ω−2 h→ h′ = ϑ2 ω−2 h¯, Ω→ Ω′ = ϑΩ on S,
with analytic, positive conformal factors ϑ.
There are harmless consequences such as the change of the normal coordi-
nates xa → x′a = x′a(xc) with x′a(0) = 0 and a related change ea → e′a =
ϑ−1 sc a ec of the frame vector fields tangent to S˜. Here sc a denotes an analytic
function on S˜ with values in SO(3) such that sc a → δc a as ρ¯ → 0. These
changes will simply be propagated along the new conformal geodesics.
Critical is the transition from the congruence of conformal geodesics related
to Ω (the Ω-congruence) to the new one related to Ω′ (the Ω′-congruence). If the
curves are considered as point sets, the two families of curves will be different
if Ω
′−1 dΩ′ − Ω−1 dΩ = ϑ−1 dϑ 6= 0 (cf. [40]).
The rescaling above implies on S˜ the transitions
||dΩ||h → ||dΩ′||h′ = ξ ||dΩ||h,
ω =
2Ω
||dΩ||h → ω
′ =
2Ω′
||dΩ′||′h
=
ω δ
ξ
,
Θ|S˜ = ω−1Ω→ Θ′|S˜ = ω
′−1Ω′ = ξ Θ|S˜ ,
with the function
ξ =
∣∣∣∣1− 3ϑ−1DaΩDaϑ∆hΩ −
3
2
ϑ−2Ω
DaϑD
aϑ
∆hΩ
∣∣∣∣
1
2
,
which extends to S¯ as a analytic function of ρ¯ and ψA.
It follows from the initial conditions for the Ω-congruence that
ξ−1 x˙ ⊥ S˜, Θ′2 g˜(ξ−1 x˙, ξ−1 x˙) = 1, (7.13)
and for the transformed 1-form that
< f ′, x˙ >= 0, fS˜ → f ′S˜ = ω
′−1 dω′ = fS˜ + ϑ
−1 dϑ− ξ−1 d ξ,
where the subscripts indicate the pull back to S˜. These two lines give the initial
data for the Ω′-congruence if the conformal geodesic equations are expressed
with respect to the rescaled metric g′ and its connection ∇′.
To compare the Ω′-congruence with the Ω-congruence we observe the con-
formal invariance of conformal geodesics (cf. [38]) and express the equations for
the Ω′-congruence in terms of g and its connection∇. The space-time curves, in-
cluding their parameter τ ′, then remain unchanged. The 1-form is transformed
because of g = (ΘΘ
′−1)2 g′ according to f ′ → f∗ = f ′− (ΘΘ′−1)−1 d (ΘΘ′−1),
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which implies < f∗, x˙ >= 0, f∗S˜ = f¯S˜ +ϑ
−1 dϑ on S˜. If this 1-form is expressed
in terms of the g-orthonormal frame ek with e0 ⊥ S˜, one finds
f∗0 ≡< f∗, e0 >= 0, f∗a ≡< f∗, ea >= fa + ϑ−1 < dϑ, ea >, a = 1, 2, 3.
(7.14)
The fields ξ−1 x˙, f∗k are the initial data for the Ω
′-congruence in terms of g, ek,
and ∇. Since ξ → 1 and < dϑ, ea >= O(ρ¯) as ρ¯→ 0, it follows that
Θ′
Θ
→ 1, x˙− ξ−1 x˙→ 0, f∗k − f ′k → 0 as ρ¯→ 0.
As a consequence, the initial data for the Ω′- and the Ω-congruence have coin-
ciding limits on I0′ and the corresponding curves are identical on I¯ ′.
Assuming now the conditions of section 7.2 and using arguments similar to
the ones used there, we conclude that in a certain neighbourhood O′ of I¯ ′ in
M¯′ the gauge related to the Ω′-congruence is as smooth and regular as the one
related to the Ω-congruence. Thus we have
Lemma 7.4 In the case of static asymptotically flat space-times the construc-
tion of the set I¯ ′ is independent of the choice of Ω and the set I ′ introduced in
section 6 coincides with the projection π′(I) of the cylinder at space-like infinity
as defined in section 5.
We note that the comparison of the Ω′- with the Ω-congruence leads in the
case where the solution is not static and thus not necessarily analytic still to
similar results if the solution acquires a certain smoothness near J± ∪ I±. In
the case of low smoothness, however, the detailed behaviour of the different
congruences needs to be analysed in the context of an existence theorem.
8 Concluding remarks
Concerning the regularity conditions we have now the following situation. For
static asymptotically flat solutions with m 6= 0 the conformal extensions to I¯
are smooth (in the sense discussed above) and their data satisfy the regularity
condition (5.89) with p∗ =∞. In themassless case condition (5.89) with p∗ =∞
is necessary and sufficient for space-like infinity to be represented by a regular
point in a smooth conformal extension. In the general time reflection case with
m 6= 0 conditions (5.89) are necessary but not sufficient for the s-jets JpI(u),
p ∈ N, to be regular at the critical sets I±. Thus, the mass m = 2W (i) and
also the derivatives of ∂αxaW (i), α ∈ N3, play a crucial role for the behaviour of
the JpI(u) at I±. The mechanism which decides on the smoothness remains to
be understood.
Only the d-jet JpI0(u) and the s-jets J
p−1
I (u) are needed to obtain J
p
I(u)
by integrating the transport equations on I. Since the left hand sides of the
transport equations are universal in the sense that they do not depend on the
data, it follows that JpI(u) is uniquely determined by J
p
I0(u) for p ∈ N. In the
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static case the s-jets JpI(u) are regular. In [16] has been exhibited a class of
data which are asymptotically static of order p for given p ∈ N∪{∞} and which
are essentially arbitrary on given compact sets. It follows that for prescribed
differentiability order p there exists a large class of data for which the s-jet JpI(u)
is regular on I.
We expect there to be a threshold in p beyond which the regularity of JpI(u)
ensures peeling resp. asymptotic smoothness of a given order of differentiability
and below which the singularity of JpI(u) implies a failure of peeling. This order
is likely to be low enough such that the behaviour of JqI(u) with q ≤ p can
be controlled by a direct, though tedious, calculation. However, if asymptotic
staticity does play a role here, one should try to understand the underlying
mechanism. It would be quite a remarkable feature of Einstein’s equations if
asymptotic staticity could be deduced from asymptotic regularity at null infinity.
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