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We are concerned here with the existence problem of 16-modular circulant
Hadamard matricesH of size 4p (p prime), satisfying the additional condition that any
two rows at distance n=2 in H are strictly orthogonal. A necessary existence condition
is p  1mod 8: For p  1 mod 16; existence follows from the more general result of a
previous paper of ours, showing the existence of ðp 1Þ-modular matrices of the
above kind. In the remaining case p  9mod 16; we construct explicit examples which
solve the problem whenever 2 is a fourth power mod p: When 2 is not a fourth power
mod p; we conjecture that such matrices cannot exist. # 2002 Elsevier Science (USA)1. INTRODUCTION
Let m52 be an integer. An m-modular Hadamard matrix is a square
matrix H of size n; with entries 1; satisfying the weakened Hadamard
condition
H Ht  nI modm;
where I stands for the identity matrix of order n:
This notion was introduced by Marrero and Butson in 1972 [MB1,MB2].
As in the classical case, it is conjectured that m-modular Hadamard matrices
exist in every size n divisible by 4. The highest modulus for which this
problem has been positively answered is currently m ¼ 32 [EK1].1To whom correspondence should be addressed.
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HADAMARD MATRICES AND JACOBI SUMS 117In the present paper, we will only be interested in circulant modular
Hadamard matrices, speciﬁcally for the modulus m ¼ 16: According to
Ryser’s conjecture (1963), in the classical case circulant Hadamard matrices
are believed not to exist in size n > 4: This is no more so however, in the
modular context. In [EK2], we have constructed circulant ðp 1Þ-modular
Hadamard matrices H of size 4p; where p is a prime number satisfying
p  1 mod 4: In fact, H Ht ¼ 4pI þ ðp 1ÞM; where the entries of M have
no common divisor > 1: These matrices have the additional property that
the 2pth periodic correlation
g2p ¼
X
i2Z=4pZ
aiaiþ2p
of their ﬁrst row a ¼ ða0; . . . ; a4p1Þ is (strictly) zero.
Circulant m-modular Hadamard matrices of even size 2n with ﬁrst row
ða0; a1; . . . ; a2n1Þ having the property
gn ¼
X
i2Z=2nZ
aiaiþn ¼ 0
will be said to be of enhanced type. As explained in [EK2], this condition is
designed to rule out certain uninteresting examples.
The ðp 1Þ-modular examples of [EK2] naturally provide 16-modular
circulant Hadamard matrices of enhanced type whenever p  1 mod 16:
As observed in [EK2], no 16-modular circulant Hadamard matrices of
enhanced type and length 4p may exist for pc1 mod 8:
In this paper, we consider the remaining case p  9 mod 16: We have
observed, using machine experimentation, that for certain such primes, for
instance p ¼ 73; 89; . . . ; a variant of the examples in [EK2] could also
produce circulant matrices of size 4p; which are 16-modular Hadamard
matrices of enhanced type, a modulus larger than the expected value 8 which
is the best power of 2 dividing p 1:
In Theorem 1 we exhibit a family of circulant matrices with entries in
f1g; of size 4p again, where p is a prime congruent 1 mod 8: These matrices
are described by specifying their ﬁrst row X ¼ ða0; . . . ; a4p1Þ and explicit
formulas are given for the periodic correlations
gkðXÞ ¼
X
j2Z=4pZ
ajajþk; for k ¼ 1; . . . ; 4p 1:
The formulas involve the integers a and b occurring in the decomposition
p ¼ a2 þ b2 of p as a sum of squares.
In the course of the proof of Theorem 1, the integers a and b will be
deﬁned by the formula aþ bi ¼ JðZ; wÞ 2 Z½i; where J is the Jacobi sum
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and i ¼ ﬃﬃﬃﬃﬃﬃ1p : The deﬁnition of Jacobi sums will be recalled as needed in
Section 3.
In Theorem 2 the circulant matrices arising from Theorem 1 will be shown
to be enhanced 8-modular Hadamard matrices. Not all of them however are
16-modular. Indeed, we completely characterize those primes p  1 mod 8
for which this happens: the circulant matrix obtained from Theorem 1 is a
16-modular Hadamard matrix if and only if p  9 mod 16 and 2 is a fourth
power in Fnp :
In the proof we shall use a famous theorem of Gauss which states that 2 is
a fourth power modulo p if and only if p has a representation p ¼ a2 þ b2
with integers a and b such that b is divisible by 8.
In contrast, for other primes p; for instance p ¼ 41; still satisfying the
congruence p  9 mod 16; but for which 2 is not a fourth power modulo p;
machine experimentation seems to indicate that enhanced 16-modular
circulant Hadamard matrices of size 4p simply do not exist.
2. STATEMENT OF RESULTS
A circulant matrix is speciﬁed by its ﬁrst row X ¼ ða0; . . . ; a‘1Þ which we
will write as a ‘‘polynomial’’ FðzÞ ¼Ps2Z=‘Z aszs 2 Z½z=ðz‘  1Þ; or view
equivalently as an element in the group ring ZC‘ of the cyclic group of order
‘ generated by z:
In the sequel, we shall consider only sequences X ¼ ða0; . . . ; a‘1Þ which
have all their coefﬁcients a0; . . . ; a‘1 belonging to f1g:
The periodic correlations of X (or F) are by deﬁnition
gkðXÞ ¼
X‘1
i¼0
aiaiþk;
where the indices are read modulo ‘; for every k ð04k4‘ 1Þ:
Observe that g0ðXÞ ¼ ‘ and that g‘kðXÞ ¼ gkðXÞ for k ¼ 1; . . . ; ‘ 1:
Clearly, gkðXÞ is the dot product of X with its kth shift skðXÞ; where
skðXÞ ¼ ðak; akþ1; . . . ; akþ‘1Þ; with indices read modulo ‘:
A circulant matrix circðXÞ is associated to X : The rows of circðXÞ are the
shifts skðXÞ; k ¼ 0; . . . ; ‘ 1 of the sequence X :
Evidently, gkðXÞ  0 modm for all k in the interval 14k4‘2 means that
H ¼ circðXÞ is an m-modular circulant Hadamard matrix.
Hence, in order to describe our modular Hadamard matrices, it will
sufﬁce to describe the corresponding sequences (polynomials) with correla-
tions satisfying the appropriate congruences.
Let p be a prime satisfying p  1 mod 8 and let Fp ¼ Z=pZ be the ﬁnite
ﬁeld with p elements.
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subgroup of Fnp of order
p1
4
generated by c4: The group G is the unique
subgroup of index 4 in Fnp :
The sets cnG; for n ¼ 0; 1; 2; 3 are the four cosets of G in Fnp : Let the set S
stand for the union of the two disjoint intervals of integers 14s4p 1 and
pþ 14s42p 1; that is S ¼ ½1; p 1 [ ½pþ 1; 2p 1:We denote by$ the
natural projection $ : S ! Z=pZ ¼ Fp; i.e. reduction modulo p:
Let Gn  S; n ¼ 0; 1; 2; 3 be the inverse images
Gn ¼ $1ðcnGÞ:
The four subsets Gn  S; n ¼ 0; 1; 2; 3 form a partition of S into subsets of
equal cardinality jGnj ¼ p12 :
We denote by C4p the cyclic group of order 4p with generator z 2 C4p and
let fnðzÞ be the Hall polynomial of Gn; that is fnðzÞ ¼
P
s2Gn z
s:
Actually, we will use the polynomials
An ¼ fnðz2Þ ¼
X
s2Gn
z2s and Bn ¼ fnðz2Þ ¼
X
s2Gn
ð1Þsz2s:
An important role will be played by the decomposition p ¼ a2 þ b2; with
a; b integers, which exists since p  1 mod 4: As is well known this
decomposition is unique up to the signs of a and b if we require a to be
odd (and thus b even).
During the proof of Theorem 1 (in the next section), a and b will be
deﬁned explicitly, thereby resolving the ambiguity on signs.
It will turn out (in the proof of Theorem 2 in Section 4) that the sign of a
occurring in the formulas below, is in fact determined by the requirement
a  1 mod 4: The sign of b will be essentially irrelevant.
Theorem 1. Let p be a prime satisfying p  1 mod 8: For any choice of
the parameters e0; e1; e2; e3; with values 1; we set
FðzÞ ¼ e0ð1þ z2p  A0  A2Þ þ e1ðA0  A2Þzp
þ e2ð1 z2p  B1  B3Þzp þ e3ðB1  B3Þ:
This polynomial FðzÞ 2 Z½z=ðz4p  1Þ has all its coefficients equal to 1
and satisfies an identity
FðzÞFðz1Þ ¼ 4pþ
X2p1
k¼1
gkðzk þ zkÞ 2 Z½z=ðz4p  1Þ;
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gk ¼
p 9 if k ¼ 4j with 14j4p1
2
;
2ðaþ 3Þ if k ¼ 4j  2 with 14j4p1
2
;
2ðaþ 3Þ if k ¼ 2j  1 with 14j4p;
and k is quadratic residue mod p;
2b if k ¼ 2j  1 with 14j4p;
and k is not quadratic residue mod p:
8>>>>><
>>>>>:
The signs in front of 2ðaþ 3Þ and 2b are specified in formulas (11)
and (12) at the end of Section 3.
In addition, gp ¼ 0:
Note that the formulation of the theorem contains, in particular, the
statement g2p ¼ 0:
The integers a and b will be deﬁned in the course of the proof in the next
section by the explicit formula aþ bi ¼ JðZ; wÞ; where JðZ; wÞ is the Jacobi
sum on the quadratic and biquadratic characters modulo p; respectively.
They satisfy p ¼ a2 þ b2:
It follows from the above theorem that circulant enhanced 16-modular
Hadamard matrices of size 4p exist even for p  9 mod 16 if p is a prime
whose decomposition p ¼ a2 þ b2 (normalized by aþ bi ¼ JðZ; wÞÞ satisﬁes
a  3 mod 8 and b  0 mod 8:
Our next result will relate the divisibility by 16 of the correlations arising
in Theorem 1 to the theorem of Gauss about the biquadratic character of 2
in the ﬁeld Fnp :
Theorem 2. Let p be a prime congruent 1 mod 8: The circulant matrix
determined by the polynomial FðzÞ in Theorem 1 is an enhanced 8-modular
Hadamard matrix of size 4p: It is a 16-modular Hadamard matrix if and only
if p  9 mod 16 and 2 is a fourth power in Fnp :
It will become apparent during the proof of Theorem 2 in Section 4 that
the choice of sign in aþ bi ¼ JðZ; wÞ; is equivalent to the normalization of
the sign of the odd integer a by the requirement a  1 mod 4:
We now proceed to the proofs.
3. PROOF OF THEOREM 1
The assertion about the coefﬁcients of FðzÞ is simple enough to prove by
reducing modulo 2 and recalling that G0 [ G1 [ G2 [ G3 is a partition of
S ¼ ½1; p 1 [ ½pþ 1; 2p 1: The details are left to the reader.
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Step 1. We prove ﬁrst that FðzÞFðz1Þ has the form FðzÞFðz1Þ ¼
C þ C0;1e0e1; where
C ¼ 4þ 2fðA20  2A0Þ þ ðA22  2A2Þ þ ðB21  2B1Þ þ ðB23  2B3Þg ð1Þ
and
C0;1 ¼ fðA22  2A2Þ  ðA20  2A0Þgðzp þ zpÞ: ð2Þ
This statement is derived from the symmetry properties of the sets Gn:
The 4 sets Gn; n ¼ 0; 1; 2; 3 are stable under the involutions j and r of the
set S deﬁned, respectively, by the formulas
jðxÞ ¼ 2p x
and
rðxÞ ¼ p x if x 2 ½1; p 1;
3p x if x 2 ½pþ 1; 2p 1:
(
Note that indeed 1 2 G because we have 1 ¼ cðp1Þ=2 ¼ ðc4Þðp1Þ=8 2 G
and thus x 2 Gn implies jðxÞ 2 Gn and rðxÞ 2 Gn:
The set Gn being stable under j; the existence of j : Gn ! Gn implies the
following properties of the sums
P
s2Gn z
2s as well as
P
s2Gn ð1Þ
sz2s:
X
s2Gn
z2s ¼
X
s2Gn
z2s;
X
s2Gn
ð1Þsz2s ¼
X
s2Gn
ð1Þsz2s ð3Þ
for n ¼ 0; 1; 2; 3:
This follows simply by applying the involution j to the summation index
s; using z4p ¼ 1 and means that fnðz2Þ and fnðz2Þ for i ¼ 0; 1; 2; 3 are all self-
reciprocal polynomials.
The existence of the automorphisms r :Gn ! Gn for i ¼ 0; 1; 2; 3 implies
the following formulas:
ð1 z2pÞAn ¼ 0; ð1þ z2pÞBn ¼ 0: ð4Þ
Recalling the deﬁnitions of An;Bn above, these formulas amount toX
s2Gn
z2s ¼ z2p
X
s2Gn
z2s;
X
s2Gn
ð1Þsz2s ¼ z2p
X
s2Gn
ð1Þsz2s:
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X
s2Gn
ð1Þsz2s ¼
X
s2Gn
ð1ÞrðsÞz2rðsÞ
¼
X
s2Gn\½1;p1
ð1Þpsz2ðpsÞ þ
X
s2Gn\½pþ1;2p1
ð1Þ3psz2ð3psÞ:
Still remembering that z4p ¼ 1; we obtain
X
s2Gn
ð1Þsz2s ¼  z2p
X
s2Gn
ð1Þsz2s
¼  z2p
X
s2Gn
ð1Þð2psÞz2ð2psÞ
¼  z2p
X
s2Gn
ð1Þsz2s;
using again the automorphism j above.
The proof of the formula without the sign is the same.
As a corollary, we get
fmðz2Þfnðz2Þ ¼ AmBn ¼ 0; ð5Þ
obtained by observing that ð1 z2pÞ and ð1þ z2pÞ both kill the above
product. The ﬁrst factor is killed by 1 z2p: The second by 1þ z2p: It
follows that 2 ¼ ð1þ z2pÞ þ ð1 z2pÞ annihilates the left-hand side of (3)
which must be 0 since 2 is not a divisor of zero in ZC4p:
Consequently, the terms in FðzÞFðz1Þ involving the factors e0e2; e0e3;
e1e2; e1e3 all vanish.
Indeed, these terms are, respectively,
e0e2ð1þ z2p  A0  A2Þð1 z2p  B1  B3Þðzp þ zpÞ ¼ 0;
2e0e3ð1þ z2p  A0  A2ÞðB1  B3Þ ¼ 0;
2e1e2ðA0  A2Þð1 z2p  B1  B3Þ ¼ 0;
e1e3ðA0  A2ÞðB1  B3Þðzp þ zpÞ ¼ 0:
Moreover, we also have
e2e3ð1 z2p  B1  B3ÞðB1  B3Þðzp þ zpÞ ¼ 0;
since ðB1  B3Þðzp þ zpÞ ¼ ðB1  B3Þð1þ z2pÞzp ¼ 0:
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C ¼ ð1þ z2p  A0  A2Þ2 þ ðA0  A2Þ2 þ ð1 z2p  B1  B3Þ2 þ ðB1  B3Þ2;
C0;1 ¼ ð1þ z2p  A0  A2ÞðA0  A2Þðzp þ zpÞ:
Recalling that z2pAn ¼ An and z2pBn ¼ Bn; a short calculation yields the
alleged formulas (1) and (2):
C ¼ 4þ 2fðA20  2A0Þ þ ðA22  2A2Þ þ ðB21  2B1Þ þ ðB23  2B3Þg
and
C0;1 ¼ fðA22  2A2Þ  ðA20  2A0Þgðzp þ zpÞ:
It remains to evaluate A20;A
2
2;B
2
1;B
2
3:
The next step will consist in evaluating A0;A1;A2 and A3 from a linear
system in the group ring of C4p over the ring of Gaussian integers
Z½m4 ¼ Z½i; where i ¼
ﬃﬃﬃﬃﬃﬃ1p :
That is, we will regard ZC4p as a subring of Z½iC4p:
Step 2. Calculation of A0;A1;A2 and A3 by a linear system in Z½i:
To begin with, we have
A0 þ A2 þ A1 þ A3 ¼ T  ð1þ z2pÞ; ð6Þ
where T ¼P2p1s¼0 z2s:
On the other hand, note that G0 [ G2 is the set of squares modulo 2p and
G1 [ G3 the set of non-squares. Hence, we have
A0 þ A2  A1  A3 ¼
X
s2S
s
p
	 

z2s ¼
Xp1
s¼1
s
p
	 

z2s
 !
ð1þ z2pÞ;
where ðs
p
Þ is the Legendre symbol.
In order to write down the necessary additional linear equations involving
A0;A1;A2 and A3; we need some notation.
Let c be an arbitrary multiplicative character, that is a homomorphism
c : Fnp ! mp1  Cn to the multiplicative subgroup of ðp 1Þth roots of
unity mp1: We introduce the sum
GðcÞ ¼
Xp1
s¼1
cð$ðsÞÞz2s 2 Z½mp1½z=ðz4p  1Þ;
where $ : ½1; p 1 ! Fnp is reduction modulo p (which we will occasionally
suppress from the notation).
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A0 þ A2  A1  A3 ¼
Xp1
s¼1
s
p
	 

z2s
 !
ð1þ z2pÞ ¼ GðZÞð1þ z2pÞ; ð7Þ
where Z is the quadratic character given by the Legendre symbol ZðxÞ ¼ ðx
p
Þ:
We denote by m4 ¼ f1; i;1;ig  Z½i the group of units generated by i
and let w : Fnp ! m4 be the multiplicative homomorphism determined by
wðcÞ ¼ i; where c is a generator of Fnp as above. Note that G ¼ kerðwÞ: By
abuse of notation, we also denote with the same letter w; the composition
½1; p 1 [ ½pþ 1; 2p 1!$ Fnp !
w
m4;
where $ as above is reduction modulo p:
Since G0 [ G1 [ G2 [ G3 ¼ ½1; p 1 [ ½pþ 1; 2p 1; we have
A0 þ iA1  A2  iA3 ¼
Xp1
s¼1
wðsÞz2s þ
X2p1
s¼pþ1
wðsÞz2s:
Since w is periodic of period p; we have
A0 þ iA1  A2  iA3 ¼
Xp1
s¼1
wðsÞz2s
 !
ð1þ z2pÞ:
Thus, we write
A0 þ iA1  A2  iA3 ¼ GðwÞð1þ z2pÞ; ð8Þ
as an element of Z½i½z=ðz4p  1Þ:
We view Eqs. (6), (7) and the pair of equations consisting of (8) plus its
complex conjugate as a linear system of 4 equations in the unknown A0;
A2;A1;A3 over the ring Z½i½z=ðz4p  1Þ:
This system is easy enough to solve. The formulas for An; n ¼ 0; 1; 2; 3
can be uniﬁed into the single expression
4An ¼ T þ f1þ ð1ÞnGðZÞ þ %wðcnÞGðwÞ þ wðcnÞGð%wÞgð1þ z2pÞ; ð9Þ
for n ¼ 0; 1; 2; 3; all well-deﬁned elements of Z½i½z=ðz4p  1Þ:
In Step 4 we will calculate directly A20;A
2
1;A
2
2;A
2
3 from these formulas. In
order to get B21;B
2
3 which are needed for the calculation of
C ¼ 4þ 2ðA20  2A0Þ þ 2ðA22  2A2Þ þ 2ðB21  2B1Þ þ 2ðB23  2B3Þ;
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we observe that there is a ring automorphism s of Z½i½z=ðz4p  1Þ
determined by sjZ½i ¼id. and sðzÞ ¼ iz; with the property sðAnÞ ¼ Bn:
Step 3. In order to calculate A2n from formula (9) giving An; we shall
need to evaluate products of the sums GðcÞ: For this purpose, we require
some notation and a lemma which we now proceed to state and prove.
For any multiplicative character c : Fnp ! mp1  Cn; set
gðcÞ ¼
X
x2Fnp
cðxÞwx 2 C½w=ðwp  1Þ:
As usual, the trivial character e is deﬁned by eðxÞ ¼ 1 for all x 2 Fnp : Also,
%c is the character deﬁned by %cðxÞ ¼ cðxÞ: Note that %cðxÞ ¼ cðx1Þ since
the values of c are roots of unity. The characters form a group under the
multiplication WcðxÞ ¼ WðxÞcðxÞ:
Lemma. Let W;c : Fnp ! Cn be two multiplicative characters and let g be
defined as above. We have:
(1) If c is not the trivial character, then
gðcÞgð %cÞ ¼ cð1Þ p 1
Xp1
s¼1
ws
 !
:
(2) If c and W are two characters such that W= %c; then
gðWÞgðcÞ ¼ JðW;cÞgðWcÞ;
where JðW;cÞ is the Jacobi sum Px2Fnp =f1g WðxÞcð1 xÞ:
This lemma is well known in the classical context where w is replaced by a
pth root of unity. See for example [IR, Chap. 8, pp. 92–94]. Note that if a
primitive pth root of unity z is substituted for w; then part (1) above
becomes gzðcÞgzð %cÞ ¼ cð1Þp; where gzðcÞ ¼
P
x2Fnp cðxÞz
x; as is well
known.
The proof in our setting is essentially the same as in the classical case and
will be repeated here as a brief sketch only.
For the proof of part (1) of the lemma, we have
gðcÞgð %cÞ ¼
X
x;y2Fnp
cðxy1Þwxþy:
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gðcÞgð %cÞ ¼
X
x;y2Fnp
cðxyy1Þwð1xÞy
¼cð1Þ
X
x;y2Fnp
cðxÞwð1xÞy:
For x ¼ 1; all terms wð1xÞy equal 1 2 C½w=ðwp  1Þ independently of
y 2 Fnp:
For any ﬁxed x 2 Fnp =f1g; we have
P
y2Fnp w
ð1xÞy ¼Py2Fnp wy; replacing
the summation index y by y
1x:
Therefore,
gðcÞgð %cÞ ¼ cð1Þ
X
y2Fnp
cð1Þ þ
X
x2Fnp =f1g
cðxÞ
X
y2Fnp
wy
8<
:
9=
;:
Now,
P
x2Fnp cðxÞ ¼ 0 since c is non-trivial by hypothesis. It follows thatP
x2Fnp =f1g cðxÞ ¼ 1 and
gðcÞgð %cÞ ¼ cð1Þ p 1
X
x2Fnp
wx
0
@
1
A;
as announced.
As to part (2), we follow Ireland and Rosen [IR, p. 94].
Notice that
gðWÞgðcÞ ¼
X
x;y2Fnp
WðxÞcðyÞzxþy ¼
X
t
X
xþy¼t
WðxÞcðyÞ
 !
zt;
where x; y are restricted to Fnp in the second summation also.
If t ¼ 0; thenX
xþy¼t
WðxÞcðyÞ ¼
X
x2Fnp
WðxÞcðxÞ ¼ cð1Þ
X
x2Fnp
WcðxÞ ¼ 0;
since Wc=e (the trivial character) by assumption.
If t=0; deﬁne x0 and y0 by x ¼ tx0 and y ¼ ty0: If xþ y ¼ t; then
x0 þ y0 ¼ 1: It follows that, for ﬁxed t=0;X
xþy¼t
WðxÞcðyÞ ¼
X
x0þy0¼1
Wðtx0Þcðty0Þ ¼ WcðtÞJðW;cÞ:
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gðWÞgðcÞ ¼
X
t2Fnp
WcðtÞJðW;cÞzt ¼ JðW;cÞgðWcÞ: ]
We apply the lemma with w : Fnp ! m4 ¼ f1; i;1;ig  Cn the
biquadratic character determined by wðcÞ ¼ i; the same as considered above
with kerðwÞ ¼ G: We also use the quadratic character which we denote by
Z : Fnp ! m2 ¼ f1;1g  Cn given by the Legendre symbol: ZðxÞ ¼ ðxpÞ:Note
that w2 ¼ Z:
Since gzðZwÞ; gzðZÞ; and gzðwÞ all have absolute value p; it follows that the
same holds for JðZ; wÞ: Hence, setting p ¼ JðZ; wÞ and p ¼ aþ bi; we have
p ¼ p %p ¼ a2 þ b2: The choice of sign for p is to a large extent arbitrary. We
follow the usual convention which is dictated by considerations having to do
with the law of biquadratic reciprocity. (see [IR, Chap. 9]). We apologize to
the reader who would ﬁnd this sign convention artiﬁcial here.
Before we start using the lemma for the calculations of A2n ; we recall the
equality Jðw; wÞ ¼ wð1ÞJðZ; wÞ which will be used below. It is an immediate
corollary to the lemma.
Corollary. If w and Z denote the biquadratic and the quadratic
characters, respectively, as above, then Jðw; wÞ ¼ wð1ÞJðZ; wÞ:
Proof. By part (2) of the lemma applied to W ¼ c ¼ w; we have
Jðw; wÞ ¼ gðwÞ2
gðZÞ : On the other hand, JðZ; wÞ ¼ gðZÞgðwÞgðZwÞ ¼ gðZÞgðwÞ
2
gðwÞgð%wÞ ; observing that
%w ¼ w3 ¼ Zw since w is of order 4 and w2 ¼ Z:
Now, it follows from part (1) of the lemma that gðwÞgð%wÞ ¼ wð1ÞgðZÞ2;
since %Z ¼ Z and Zð1Þ ¼ 1:
Hence, JðZ; wÞ ¼ gðZÞgðwÞ2
wð1ÞgðZÞ2 ¼
gðwÞ2
wð1ÞgðZÞ ¼ Jðw;wÞwð1Þ: ]
After this digression, we come back to the calculation of the products of
sums GðcÞ ¼Pp1s¼1 cð$ðsÞÞz2s 2 Z½mp1½z=ðz4p  1Þ: The statement we
need is similar to the above lemma.
The formulas of the lemma translate for GðWÞ and GðcÞ to the following
statements.
Proposition. Let W and c be multiplicative characters W;c : Fnp ! Cn:
ð10Þ If c is not the trivial character, then GðcÞGð %cÞð1þ z2pÞ ¼ cð1Þ
ðp 1 tÞð1þ z2pÞ; where t ¼Pp1s¼1 z2s:
ð20Þ If c and W are two characters such that W= %c; then GðWÞGðcÞ
(1+z2p)=J(W,c)G(Wc)(1+z2p).
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ural projection induced by the identity mapping of Z½mp1½z=ðz4p  1Þ:
We view the ring Z½mp1½w=ðw p  1Þ as a subring of Z½mp1½z=ðz2p  1Þ
with the imbedding given by w ¼ z2:
With the ensuing notation, the element gðcÞ ¼Px2Fnp cðxÞz2x is the
image of GðcÞ 2 Z½mp1½z=ðz4p  1Þ by the projection proj we have just
introduced.
Using the above lemma, it follows that
GðcÞGð %cÞ  cð1Þ p 1
Xp1
s¼1
z2s
 !
and
GðWÞGðcÞ  JðW;cÞGðWcÞ;
both belong to kerðprojÞ  Z½mp1½z=ðz4p  1Þ under the hypotheses of the
Proposition ðc=e for ð10Þ and Wc=e for ð20Þ).
The kernel of proj is the ideal ð1 z2pÞZ½mp1½z=ðz4p  1Þ generated by
ð1 z2pÞ: This ideal is annihilated under multiplication by ð1þ z2pÞ since
ð1 z2pÞð1þ z2pÞ ¼ 1 z4p ¼ 0 in Z½mp1½z=ðz4p  1Þ: The proposition
follows. ]
Step 4. We can now calculate the squares A2n using the above formula (9)
for An:
Observe that z2T ¼ T ; and thus T2 ¼ 2pT :
Similarly we have TGðZÞ ¼ TGðwÞ ¼ TGð%wÞ ¼ 0; where G evaluated on a
multiplicative character c is given by
GðcÞ ¼
Xp1
s¼1 cð$ðsÞÞz
2s 2 Z½mp1½z=ðz4p  1Þ
as above. Note also that ð1þ z2pÞ2 ¼ 2ð1þ z2pÞ:
Hence, squaring formula (9), we get
16A2n ¼ 2ðp 2ÞT þ 2ð1þ z2pÞEn;
where
En ¼ 1 2ðð1ÞnGðZÞ þ %wðcnÞGðwÞ þ wðcnÞGð%wÞÞ þ 3ðp 1 tÞ
þ ð1ÞnðGðwÞ2 þ Gð%wÞ2Þ þ 2ð1ÞnGðZÞð%wðcnÞGðwÞ þ wðcnÞGð%wÞÞ;
using ð10Þ above applied to c ¼ Z and c ¼ w:
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GðwÞ2ð1þ z2pÞ ¼ Jðw; wÞGðZÞð1þ z2pÞ;
Gð%wÞ2ð1þ z2pÞ ¼ Jð%w; %wÞGðZÞð1þ z2pÞ;
since w2 ¼ %w2 ¼ Z and
%wðcnÞGðZÞGðwÞ þ wðcnÞGðZÞGð%wÞð1þ z2pÞ
¼ f%wðcnÞJðZ; wÞGð%wÞ þ wðcnÞJðZ; %wÞGðwÞgð1þ z2pÞ:
As we have seen in the corollary above, Jðw; wÞ ¼ wð1ÞJðZ; wÞ: Here
wð1Þ ¼ 1 because we have 1 ¼ cðp1Þ=2 ¼ ðc4Þðp1Þ=8: We deﬁne p ¼ aþ bi
by
p ¼ aþ bi ¼ JðZ; wÞ ¼ Jðw; wÞ 2 Z½i:
Then p ¼ p %p ¼ a2 þ b2: We give more details on a and b in Section 4.
For now, we proceed to calculate the terms ðA20  2A0Þ þ ðA22  2A2Þ and
ðA21  2A1Þ þ ðA23  2A3Þ using the notation pþ %p ¼ 2a and setting
t ¼Pp1s¼1 z2s for brevity.
Since ð1þ z2pÞt ¼ ð1þ z2pÞPp1s¼1 z2s ¼ T  ð1þ z2pÞ; it follows from the
above formulas that, after simplifying a factor 2, we have
8A2n ¼ðp 5ÞT þ f3pþ 1 ð1Þn2ðaþ 1ÞGðZÞgð1þ z2pÞ
 2f%wðcnÞð %pþ 1ÞGðwÞ þ wðcnÞðpþ 1ÞGð%wÞgð1þ z2pÞ; ð10Þ
using %wðcnÞ ¼ ðiÞn ¼ ð1ÞnwðcnÞ:
Since wðc2Þ ¼ %wðc2Þ ¼ 1; we have after simplifying another factor 2,
4ðA20 þ A22Þ ¼ ðp 5ÞT þ ð3pþ 1 2ðaþ 1ÞGðZÞÞð1þ z2pÞ:
Since by formulas (6) and (7) we have
8ðA0 þ A2Þ ¼ 4T þ ð4þ 4GðZÞÞð1þ z2pÞ;
we get
4fðA20  2A0Þ þ ðA22  2A2Þg ¼ ðp 9ÞT þ ð3pþ 5 2ðaþ 3ÞGðZÞÞð1þ z2pÞ:
Similarly,
4fðA21  2A1Þ þ ðA23  2A3Þg ¼ ðp 9ÞT þ ð3pþ 5þ 2ðaþ 3ÞGðZÞÞð1þ z2pÞ:
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have to apply the automorphism
s : Z½i½z=ðz4p  1Þ ! Z½i½z=ðz4p  1Þ
deﬁned by sjZ½i ¼ id; and sðzÞ ¼ iz:
The effect of s is given by sðAnÞ ¼ Bn; sðTÞ ¼ U ¼
P2p1
s¼0 ð1Þsz2s:
Recall that GðZÞð1þ z2pÞ ¼Ps2S ðspÞz2s 2 Z½i½z=ðz4p  1Þ; where as
above S ¼ ½1; p 1 [ ½pþ 1; 2p 1:
Applying s; we obtain by an easy calculation
GðZÞð1þ z2pÞ  s½GðZÞð1þ z2pÞ ¼ 2
Xp1
s¼1
ZðsÞz2sþeðsÞ;
where eðsÞ ¼ ð1þ ð1ÞsÞp:
It follows, using formula (1), that
C ¼ 4pþ ðp 9Þ
Xp1
s¼1
z4s  2ðaþ 3Þ
Xp1
s¼1
ZðsÞz2sþeðsÞ:
Regrouping the coefﬁcients of zk and zk and observing that evidently
eðsÞ þ eðp sÞ ¼ 2p; we can write this as
C ¼ 4pþ ðp 9Þ
Xðp1Þ=2
s¼1
ðz4s þ z4sÞ
 2ðaþ 3Þ
Xðp1Þ=2
s¼1
ZðsÞðz2sþeðsÞ þ zð2sþeðsÞÞÞ: ð11Þ
Note that in these expressions the exponents of z are all distinct and even.
A similar calculation yields
2ðA20  A22Þ ¼ fðpþ 1ÞGð%wÞ þ ð %pþ 1ÞGðwÞgð1þ z2pÞ:
Since on the other hand, we have
4ðA0  A2Þ ¼ 2fGðwÞ þ Gð%wÞgð1þ z2pÞ;
it follows from formula (2) that
C0;1 ¼ fð %pþ 3ÞGðwÞ þ ðpþ 3ÞGð%wÞgðzp þ zpÞ:
Denoting by G0n the intersection
G0n ¼ Gn \ ½1; p 1;
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C0;1 ¼
X
s2G00[G02
2ðaþ 3ÞsðsÞz2s þ
X
s2G01[G03
2bsðsÞz2s
8<
:
9=
;ðzp þ zpÞ;
where
sðsÞ ¼ þ1 if s 2 G
0
0 [ G01;
1 if s 2 G02 [ G03:
(
Regrouping the coefﬁcients of zk and zk and using the notation
G00n ¼ Gn \ 1;
p 1
2
 
;
we can write this as
C0;1 ¼ 2ðaþ 3Þ
X
s2G000[G002
sðsÞfzp2s þ zðp2sÞ þ zpþ2s þ zðpþ2sÞg
þ 2b
X
s2G001[G003
sðsÞfzp2s þ zðp2sÞ þ zpþ2s þ zðpþ2sÞg: ð12Þ
Here, the exponents of z in the expression for C0;1 are all odd and distinct.
Observe also that the exponents p and p are absent. Hence, gp ¼ 0:
Thus, all periodic correlations of FðzÞ are as announced in the theorem.
This ﬁnishes the proof of Theorem 1. ]
4. PROOF OF THEOREM 2
We start by giving the explicit formula for p ¼ aþ bi ¼ JðZ; wÞ in terms
of G ¼ kerðwÞ; for every prime p  1 mod 4:
We have JðZ; wÞ ¼Px2Fnp =f1g ZðxÞwð1þ xÞ ¼Px2Fnp =f1g ðxpÞwð1þ xÞ by
deﬁnition, where w is the biquadratic character considered above.
Therefore p ¼ JðZ; wÞ may be written
p ¼ 
X
x2G=f1g
1þ x
p
	 

 i
X
x2G
1þ cx
p
	 

þ
X
x2G
1þ c2x
p
	 

þ i
X
x2G
1þ c3x
p
	 

:
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X
x2Fnp
x
p
	 

¼ 0 and
X
x2Fnp
x
p
	 

1þ x
p
	 

¼ 1
produce the following 2 equations:
X
x2G=f1g
1þ x
p
	 

þ
X
x2G
1þ cx
p
	 

þ
X
x2G
1þ c2x
p
	 

þ
X
x2G
1þ c3x
p
	 

¼ 1;
X
x2G=f1g
1þ x
p
	 


X
x2G
1þ cx
p
	 

þ
X
x2G
1þ c2x
p
	 


X
x2G
1þ c3x
p
	 

¼ 1:
It follows that
X
x2G=f1g
1þ x
p
	 

þ
X
x2G
1þ c2x
p
	 

¼ 1;
X
x2G
1þ cx
p
	 

þ
X
x2G
1þ c3x
p
	 

¼ 0
and therefore
p ¼ aþ bi ¼  2
X
x2G=f1g
1þ x
p
	 

þ 1
8<
:
9=
; 2i
X
x2G
1þ cx
p
	 

:
Assume now p  1 mod 8: Recall that the correlations gk in Theorem 1 all
belong to the set f0; p 9;2ðaþ 3Þ;2bg: We will derive from the above
formula for p the congruences
a  1 mod 4 and b  0 mod 4;
implying gk  0 mod 8 for all k ¼ 1; . . . ; 2p 1:
For x 2 G=f1g; we have ð1þx
p
Þ ¼ 1: Also ð1þcx
p
Þ ¼ 1 because c1 =2
G: Since p  1 mod 8; the order p1
4
of G is even, thus jG=f1gj is odd, and it
follows that we have
a ¼  2
X
x2G=f1g
1þ x
p
	 

þ 1
8<
:
9=
;  1 mod 4
and
b ¼ 2
X
x2G
1þ cx
p
	 

 0 mod 4:
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show that the circulant matrices we obtain in that theorem are indeed
enhanced 8-modular Hadamard matrices.
To complete the proof of Theorem 2, it remains to characterize the primes
p  1 mod 8 for which all the correlations gk vanish modulo 16.
We observe ﬁrst that since g4j ¼ p 9 for j ¼ 1; . . . ; p12 we must have
p  9 mod 16: Next, since a  1 mod 4 and b  0 mod 4; it follows from
p ¼ a2 þ b2  9 mod 16 that a  3 mod 8: Thus the correlations 2ðaþ 3Þ
vanish modulo 16.
The correlations gk are therefore all divisible by 16 for k ¼ 1; . . . ; 2p 1 if
and only if p  9 mod 16 and b  0 mod 8:
Now, it sufﬁces to appeal to the theorem of Gauss: The odd prime p can
be written as p ¼ A2 þ 64B2 if and only if 2 is a fourth power mod p:
It follows that the polynomial FðzÞ of Theorem 1 yields a circulant
enhanced 16-modular Hadamard matrix of size 4p if and only if
p  9 mod 16 and 2 is a fourth power modulo p:
Note that clearly 2 is a fourth power in Fnp if and only if 2
ðp1Þ=4 
1 mod p:
This ﬁnishes the proof of Theorem 2. ]
A simple proof of the theorem of Gauss we have just used was given by
Lejeune Dirichlet [D] in 1857. It uses only quadratic reciprocity.
Reference [Ho, Vol. I, p. 91] contains a variant of the proof which is
attributed by the author to A. Aigner, and is also quite elementary. Another
good exposition of the theorem is given in [BEW, p. 225].
Here is a brief account, based on Holzer’s proof :
Theorem (Gauss). Let p be a prime congruent to 1 mod 8: The equation
x4 ¼ 2 is solvable in the prime field Fp if and only if p can be written as
p ¼ a2 þ b2 with b divisible by 8:
The congruence p  1 mod 8 implies that p may be represented as
p ¼ a2 þ b2 ¼ r2 þ 2s2 with a; b; r; s integers.
We will use Jacobi symbols ðm
n
Þ deﬁned for n positive and odd. By
deﬁnition,
	
m
n


¼
Yi¼k
i¼1
	
m
pi


;
where n ¼ p1    pk is the decomposition of n as a product of (odd, not
necessarily distinct) primes, and ðm
pi
Þ is the Legendre symbol.
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n
Þ depends only on the class of m modulo n and satisﬁes the
familiar formulas of quadratic reciprocity
1
n
	 

¼ ð1Þðn1Þ=2; 2
n
	 

¼ ð1Þðn21Þ=8;	
m
n

	
n
m


¼ ð1Þðm1Þ=2 ðn1Þ=2:
If m is a square modulo n; then ðm
n
Þ ¼ þ1: The converse, however, does
not hold unless n is a prime.
For the proof of the theorem, note ﬁrst that r is odd and ðr
p
Þ ¼
ð1Þðr21Þ=8: Indeed,
r
p
	 

¼ p
r
	 

¼ r
2 þ 2s2
r
	 

¼ 2s
2
r
	 

¼ 2
r
	 

¼ ð1Þðr21Þ=8:
In order to calculate ðs
p
Þ; set s ¼ 2ns0 with s0 odd. We have
s0
p
	 

¼ p
s0
	 

¼ r
2 þ 2s2
s0
	 

¼ r
2
s0
	 

¼ 1:
Since ð2
p
Þ ¼ 1; it follows ðs
p
Þ ¼ 1:
Set t ¼ r
s
mod p: The equation p ¼ r2 þ 2s2 shows that t2  2 mod p:
Since 1 is a fourth power modulo p; we conclude that
2 is a fourth power modulo p if and only if t is a square mod p; i.e. if and only
if ðt
p
Þ ¼ þ1:
Now, ðtpÞ ¼ ðrspÞ ¼ ðrpÞ ¼ ð1Þðr
21Þ=8:
On the other hand, the equation a2  2s2 ¼ r2  b2 ¼ ðrþ bÞðr bÞ shows
that 2 is a square modulo r b (and modulo rþ b) which is odd. Hence,
2
r b
	 

¼ 1:
By quadratic reciprocity, ð2
m
Þ ¼ ð1Þðm21Þ=8; it follows that ð2
m
Þ ¼ 1 is
equivalent to m  1 mod 8:
Thus, r b  1 mod 8: On the other hand, the equation p ¼ a2 þ b2
with p  1 mod 8 implies b  0 mod 4: Therefore, the two conditions
r  1 mod 8 and b  0 mod 8
are equivalent. (The other case is r  3 mod 8 and b  4 mod 8:)
Since, ðt
p
Þ ¼ ð1Þðr21Þ=8 ¼ 1 is also equivalent to r  1 mod 8; it follows
that 2 is a fourth power if and only if b  0 mod 8:
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