Abstract. The solvability of the generalized weak vector implicit variational inequality problem, generalized strong vector implicit variational inequality problem and generalized vector variational inequality problem are proved by using a generalized Fan's KKM theorem. Our results extend and unify corresponding results of other authors.
Introduction and preliminaries
The vector variational inequality (for short, VVI) was first introduced by Giannessi [8] in the setting of finite dimensional Euclidean space. Throughout over twenty six years, existence theorems of solution of vector variational inequalities in various situations have been studied by many authors (see for example, [1] - [4] , [8] - [12] , [14] - [16] , [18] , [21] - [23] ). At the same time, vector variational inequality has found many of its applications in vector optimization [21] , approximate vector optimization [1] , vector equilibria [9] , [12] and vector traffic equilibria [10] , [23] .
Assume X and Y are real Hausdorff topological vector spaces, L(X, Y ) is the space of all continuous linear operators from X into Y . When Y is the set R of real numbers, L(X, Y ) is the usual dual space X * of X. For any x ∈ X and any u ∈ L(X, Y ), we shall write the value u(x) as u, x . Let σ be a family of all bounded subsets of X whose union is total in X, i.e., the linear hull of ∪{S : S ∈ σ} is dense in X. Let B be a neighborhood base of 0 in Y . When S runs through σ, V through B, the family
is a neighborhood base of 0 in L(X, Y ) for a unique translation-invariant topology, called the topology of uniform convergence on the sets S ∈ σ, or, briefly the σ-topology [17] . Suppose that K is a nonempty convex subset of X, T : K → 2 L(X,Y ) a set valued mapping, g : K → K and {D(x) : x ∈ K} is a family of convex cones in Y . In [16] , Rapcsák introduced the week order in Banach spaces. Based on this new order, he introduced a vector variational inequality and three vector complementarity problems and discussed some relations between them. Huang and Li in [13] continued this kind of problems and answered an open question posed by Rapcsák concerning the existence of a solution to vector variational inequality and weak vector complementarity problems. In this article, we consider the following problems:
(I) Generalized weak vector implicit variational inequality (for short, GW-VIVI): find x 0 ∈ K such that for each y ∈ K,
(II) Generalized strong vector implicit variational inequality (for short, GS-VIVI): find x 0 ∈ K such that for each y ∈ K,
(III) Generalized vector variational inequality (for short, GVVI): find x 0 ∈ K such that for each y ∈ K,
When g is the identity mapping on K, then GWVIVI reduces to generalized weak vector variational inequality (for short, GWVVI) and GSVIVI reduces to Generalized strong vector variational inequality (for short, GSVVI). If T is single-valued, then GWVIVI reduces to weak vector implicit variational inequality (for short, WVIVI) which has been studied by Huang and Li [13] . Moreover, when g is also the identity mapping on K, then GWVIVI reduces to vector variational inequality (for short, VVI) which has been studied by Rapcsák [16] . If T is single-valued, then GVVI reduces to strong vector variational inequality (for short, SVVI) which has been studied by Fang and Huang [7] . Let D be a convex cone. In [16] , Rapcsák introduced the following order:
and
The above order satisfies the following properties:
We say that a convex cone D is acute, if cl D is pointed.
Throughout this paper, we always use the above order due to Rapcsák [16] .
Let X be a nonempty set, we shall denote by 2 X the family of all subsets of X, by F(X) the family of all nonempty finite subsets of X. Let Y be a nonempty set, X a topological space and F : Y → 2 X a set-valued mapping. Then F is said to be transfer closed-valued if for any (y, x) ∈ Y × X with x ∈ F (y), there exists y ∈ Y such that x ∈ cl F (y ). One can show that [19] , this definition is equivalent to saying that 
Lemma 1.2 ([20]). Let X and Y be two topological spaces and T : X → 2 Y be a set-valued mapping. Then T is l.s.c. if and only if for any y ∈ T (x)
and any net {x α } in X that converges to x, there exists a net {y α } such that y α ∈ T (x α ) with y α → y.
Main results
In this section, using Theorem 1.1, the solvability of GWVIVI, GSVIVI and GVVI are proved. In the following result, we obtain a solution for GSVIVI.
Theorem 2.1. Assume that the following conditions are satisfied:
(v) There is a nonempty compact set M ⊂ K, and there is a nonempty compact convex set B ⊂ K such that for each x ∈ K \ M , there exists y ∈ B such that x / ∈ Γ(y). Then GSVIVI has a solution.
Proof. We show that Γ is a KKM mapping. Since if Γ is not a KKM mapping, then there exists {x 1 
Thus for any i = 1, 2, . . . , n, we have 
Consequently, there is
Remark 2.1. Theorem 2.1 improves Theorem 3.2 in [13] . In Theorem 2.1, we can replace conditions (iii) and (iv), by the following condition:
(iii) T is properly quasimonotone with respect to g, i.e. for all n ∈ N and for all vectors x 1 , x 2 , . . . , x n ∈ K, and scalars t i > 0, i = 1, 2, . . . , n with
In fact, by a similar proof, we can show that Γ is a KKM mapping. Thus we conclude an improvement of Theorem 2.1 in [6] .
From Lemma 1.1 and by an argument similar to the proof of the part (i) of Theorem 3.1 in [13] , we have the following result in our case. In the above result, when, g is the identity mapping on K, if x 0 solves GSVVI, then x 0 solves also GWVVI. Hence, we improve Theorem 3.3 in [13] .
When Γ(y) is closed with respect to K for each y ∈ K, then Γ satisfies conditions (i) and (ii). In the following result we establish the closedness of Γ.
Corollary 2.1. Let X be metrizable. Assume that the following conditions are satisfied:
(v) There is a nonempty compact set M ⊂ K, and there is a nonempty compact convex set B ⊂ K such that for each x ∈ K \ M , there exists y ∈ B such that
Then GSVIVI has a solution.
Proof. By Theorem 2.1, it is enough to show that for each y ∈ K, the set
is closed with respect to K. Let {x n } be a sequence in Γ(y) convergent tō x ∈ K. By lower seimcontinuity of T and Lemma 1.2, for all v ∈ T (x), there exists a sequence v n ∈ T (x n ) converging to v.
. By continuity of g, y − g(x n ) is a convergent sequence and hence it is bounded. Thus, Proposition 2.3 of [3] 
hence,x ∈ Γ(y), and the proof is complete.
Remark 2.2. Corollary 2.1 improves Theorem 3.2 of [13] in many aspects. Corollary 2.1 also improves Theorem 3.3 of [13] for existence theorem of GWVIVI by using Theorem 2.2.
When K is a compact subset of X, then we can omit the condition of metrizability of X. Hence we can deduce from Theorem 2.1 the following result.
Corollary 2.2. Let K be a nonempty compact convex subset of X. Assume that the conditions (i)-(iv) of the Corollary 2.1 are satisfied. Then GSVIVI has a solution.
We will establish now an existence result for GVVI without any monotonicity.
Theorem 2.3. Assume that {D(x) : x ∈ K} is a family of acute convex cones in Y and the following conditions are satisfied:
(i) For each finite subset A of K, the set-valued mapping Γ :
is transfer closed valued on co(A). (ii) For each finite subset A of K, x, y ∈ co(A) and for each net {x α } in K converging to x, if x α ∈ Γ(z) for all z ∈ co(A) and for all α, then x ∈ Γ(y). (iii) There is a nonempty compact set M ⊂ K, and there is a nonempty compact convex set B ⊂ K such that for each x ∈ K \ M , there exists y ∈ B such that x / ∈ Γ(y). Then GVVI has a solution.
Thus for any i = 1, 2, . . . , n and any u ∈ T (x), we have Hence, there exists x 0 ∈ y∈K Γ(y) which is a solution for GVVI.
Since cl D(x) is pointed convex cone, therefore − cl D(x)\{0} is convex and we obtain
As a consequence of Theorem 2.3, we obtain the following result which generalizes Theorem 2.1 of [7] .
Corollary 2.3. Assume that {D(x) : x ∈ K} is a family of acute convex cones in Y and the following conditions are satisfied:
(i) For each y ∈ K,
is closed.
(ii) There is a nonempty compact set M ⊂ K, and there is a nonempty compact convex set B ⊂ K such that for each x ∈ K \ M , there exists y ∈ B such that x / ∈ Γ(y). Then GVVI has a solution.
Theorems 2.1-2.3 and their corollaries present the solvability of GSVIVI, GVVI and GWVIVI without monotonicity. In the following we prove the solvability of a GVVI under suitable generalized monotonicity. First we give some concepts and a lemma.
The above definition of pseudomontonicity is stronger than the one in common sense, see Remark 2.2 and Example 2.2 in [7] .
is said to be lower hemicontinuous (for short, l.h.c.) on K iff for every x, y ∈ K the set-valued mapping
We show that under some restrictions on our mappings, we obtain the equivalence between existence of solution for GVVI and the following problem: Proof. Suppose that x 0 ∈ K is a solution of GVVI, then for each y ∈ K,
Since T is strongly pseudomonotone, we deduce that
Conversely, suppose that we can find x 0 ∈ K such that for each y ∈ K,
Then by substituting
Suppose in the contrary
As T is l.h.c., we have
for sufficiently small t, which contradicts (2.2). Hence,
which implies that Proof. For each y ∈ K, we define the set-valued mappingΓ : Thus, x 0 ∈ Γ(y), this means Γ(y) is a closed subset of K.
Remark 2.5. Corollary 2.4 improves Theorem 2.3 of [7] .
