Abstract. We show that one can obtain improved L 4 geodesic restriction estimates for eigenfunctions on compact Riemannian surfaces with nonpositive curvature. We achieve this by adapting Sogge's strategy in [12] . We first combine the improved L 2 restriction estimate of Blair and Sogge [3] and the classical improved L ∞ estimate of Bérard to obtain an improved weak-type L 4 restriction estimate. We then upgrade this weak estimate to a strong one by using the improved Lorentz space estimate of Bak and Seeger [1] . This estimate improves the L 4 restriction estimate of Burq, Gérard and Tzvetkov [5] and Hu [8] by a power of (log log λ) −1 . Moreover, in the case of compact hyperbolic surfaces, we obtain further improvements in terms of (log λ) −1 by applying the ideas from [7] and [3] . We are able to compute various constants that appeared in [7] explicitly, by proving detailed oscillatory integral estimates and lifting calculations to the universal cover H 2 .
Introduction
Let (M, g) be a compact n-dimensional Riemannian manifold and let ∆ g be the associated Laplace-Beltrami operator. Let e λ denote the L 2 -normalized eigenfunction −∆ g e λ = λ 2 e λ , so that λ is the eigenvalue of the first order operator −∆ g . Various types of concentrations exhibited by eigenfunctions have been studied. See the recent survey by Sogge [13] for a detailed discussion. A classical result of Sogge [9] states that the L p norm of the eigenfunctions satisfies
where 2 ≤ p ≤ ∞ and µ(p) is given by µ(p) = max n − 1 2
If we let p c = 2(n+1) n−1
, these bounds can also be written as
(1.1)
The estimates (1.1) are saturated on the round sphere by zonal functions for p ≥ p c and for 2 < p ≤ p c by the highest weight spherical harmonics. Even though they are sharp on the round sphere S n , it is expected that (1.1) can be improved for generic Riemannian manifolds. Manifolds with nonpositive sectional curvature have been studied as the model case for such improvements.
It is well-known that one can get log improvements for e λ L ∞ (M ) if M has nonpositive curvature. Indeed, Bérard's results [2] in 1977 on improved error term estimates for the Weyl formula imply that e λ L ∞ (M ) = O(λ n−1 2 / log λ), which gives log improvements over (1.1) for p > p c via interpolation. Recently, Blair and Sogge [3] were able to obtain log improvements over (1.1) for 2 < p < p c by proving improved Kakeya-Nikodym bounds which measure L 2 -concentration of eigenfunctions on λ actually implies (1.1) for all 2 ≤ p ≤ ∞ via interpolating with the classical L ∞ estimate and the trivial L 2 estimate. On the other hand, this bound (1.2) is sensitive to both point concentration and concentration along geodesics, in the sense that it is saturated by both zonal functions and spherical harmonics on the round sphere.
Recently, Sogge [12] managed to improve over (1.2) by a power of (log log λ) −1 under the assumption of nonpositive curvature. Using Bourgain's [4] idea in proving weak-type estimate for the Stein-Tomas restriction theorem, Sogge was able to combine the recent improved L p , 2 < p < p c bounds of Blair and Sogge [3] and the classical improved sup-norm estimate of Bérard [2] , to get improved bounds for the critical case.
In the last decade, similar L p estimates have been established for the restriction of eigenfunctions to geodesics. Burq, Gérard and Tzvetkov [5] and Hu [8] showed that for n-dimensional Riemannian manifold (M, g), if Π denotes the space of all unit-length geodesics γ, then 
here the case n = 3, p = 2 is due to Chen and Sogge [7] . Note that in the 2-dimensional case, the estimates (1.3) have a similar flavor compared to Sogge's L p estimates (1.1). Indeed, when n = 2 the estimates (1.3) also have a critical exponent p c = 4. Moreover, on the sphere S 2 , (1.3) is saturated by zonal functions when p ≤ 4, while for p ≥ 4, it is saturated by the highest weight spherical harmonics. When n = 3, the critical exponent no longer appears in (1.3). However, the estimate for p = 2 is still saturated by both zonal functions and highest weight spherical harmonics. In higher dimensions n > 3, geodesic restriction estimates are too singular to detect concentrations of eigenfunctions near geodesics. In fact, in these dimensions, estimates (1.3) are always saturated by zonal functions rather than highest weight spherical harmonics on the round sphere S n .
There has been considerable work towards improving (1.3) under the assumption of nonpositive curvature in the 2-dimensional case. Bérard's sup-norm estimate [2] provides natural improvements for large p. In [6] , Chen managed to improve over (1.3) for all p > 4 by a (log λ)
Sogge and Zelditch [14] showed that one can improve (1.3) for 2 ≤ p < 4, in the sense that
A few years later, Chen and Sogge [7] showed that the same conclusion can be drawn for p = 4:
(1.8) is the first result to improve an estimate that is saturated both by zonal functions and highest weight spherical harmonics. Recently, by using the Toponogov's comparison theorem, Blair and Sogge [3] showed that it is possible to get log improvements for L 2 -restriction:
Adapting Sogge's idea in proving improved critical L pc estimates [12] , we are able to further improve the critical L 4 -restriction estimate in the 2-dimensional case (1.3) by a factor of (log log λ)
) be a 2-dimensional compact Riemannian manifold of nonpositive curvature, let γ ⊂ M be a fixed unit-length geodesic segment. Then for λ 1, there is a constant C such that
Therefore, taking f = e λ , we have
Moreover, if Π denotes the set of unit-length geodesics, there exists a uniform constant C = C(M, g) such that
Furthermore, if we assume further that M has constant negative curvature, we are able to get log improvement for the L 4 -restriction estimate following the ideas in [3] and [7] . Theorem 2. Let (M, g) be a 2-dimensional compact Riemannian manifold of constant negative curvature, let γ ⊂ M be a fixed unit-length geodesic segment. Then for λ 1, there is a constant C such that
(1.14) sup
Our paper is organized as follows. In Section 2, we give the proof of Theorem 1. We do this by first proving a new local restriction estimate which corresponds to Lemma 2.2 in [12] . Then we use this local estimate together with the improved L 2 -restriction estimate (1.9) of Blair and Sogge [3] and the classical improved sup-norm estimate of Bérard [2] 
estimate of Bak and Seeger [1] . In Section 3, we show how to obtain further improvements under the assumption of constant negative curvature. We follow the strategies that were introduced in [7] and [3] . We shall lift all the calculations to the universal cover H 2 and then use the Poincaré half-plane model to compute the dependence of various constants explicitly.
Throughout our argument, we shall assume that the injectivity radius of M is sufficiently large, and fix γ to be a unit length geodesic segment. We shall use P to denote the first order operator −∆ g . Also, whenever we write A B, it means A ≤ CB and C is some unimportant constant.
Riemannian surface with nonpositive curvature
We start with some standard reductions. Let ρ ∈ S(R) such that ρ(0) = 1 and suppρ ⊂ [−1/2, 1/2], then it is clear that the operator ρ(T (λ − P )) reproduces eigenfunctions, in the sense that ρ(T (λ − P ))e λ = e λ .
Consequently, we would have the estimate (1.10) if we could show that
). The uniform bound (1.12) also follows by a standard compactness argument.
2.1.
A local restriction estimate. To prove (2.1), we apply Sogge's strategy in [12] . We shall need the following local restriction estimate. Lemma 1. Let λ −1 ≤ r ≤ 1, γ r be a fixed subsegment of γ with length r. Then we have
Proof. By a standard T T * argument, this is equivalent to showing that
We shall need a preliminary reduction. Let β ∈ C ∞ 0 be a Littlewood-Paley bump function, satisfying
Then we claim that it suffices to prove:
Indeed, we note that the operator
Since χ ∈ C ∞ 0 (R) and β is the Littlewood-Paley bump function, we see that
On the other hand, by the Weyl formula,
we conclude that the kernel of the operator given by (2.4) is O(λ −1 ). This means that this operator enjoys better bounds than (2.2), which gives our claim that it suffices to prove (2.3).
To prove (2.3), we consider the corresponding kernel
We claim that K λ satisfies
Indeed, one may use a parametrix and the calculus of Fourier integral operators to see that modulo a trivial error term of size
where α is a zero-order symbol. See [10] and [11] . Thus, modulo trivial errors,
Integrating by parts in t shows that the above expression is majorized by
thus (2.5) is valid when |s − s | ≤ λ −1 . To handle the remaining case, we recall that, by stationary phase,
If we plug this into (2.6) with x = l(s−s , 0), and integrate by parts in t, we conclude that if λ −1 ≤ |s − s |, we have
as claimed. By Young's inequality, the left hand side of (2.3) is bounded by
completing our proof.
Remark 1.
A similar argument gives the same estimate for ρ(
Indeed, the same argument works for operator with kernel
which is just an averaged version of (2.7), thus it satisfies the same estimate.
2.2.
An improved weak-type estimate. In this section, we prove the following improved weak-type estimate.
As discussed before, the L 4 restriction bound is saturated by both zonal functions and highest weight spherical harmonics. Thus as in [12] , to get improved L 4 bounds, we shall need the following two improved results which corresponds to the range 2 ≤ p < 4 and the range 4 < p ≤ ∞ respectively.
Lemma 2 ([3]
). Let (M, g) be as above. Then for λ 1 we have
) is as above then there is a constant C = C(M, g) so that for T ≥ 1 and large λ we have the following bounds for the kernel of η(
The first Lemma is a recent result of Blair and Sogge [3] . The other bound (2.10) is well-known and follows from the arguments in the paper of Bérard [2] . Now we are ready to prove Proposition 1. It suffices to show that
assuming f is L 2 normalized. By Chebyshev inequality and (2.9), we have
. Note that for large λ we have
together with the estimate
Therefore we would be done if we could show that
We decompose A into r-separated subsets ∪ j A j = A with length ≈ r. By replacing A by a set of proportional measure, we may assume that if j = k, we have dist(A j , A k ) > C 0 r, where C 0 will be specified momentarily.
Then by Chebyshev's inequality and Cauchy-Schwarz inequality, we have
squaring both sides, we see that
By the dual version of Lemma 1 (see Remark 1), we see that
By making c 0 sufficiently small, we see from (2.10) that we can control the kernel,
Since we are assuming α ≥ λ 1 4 (log λ) 1 8 , for sufficiently large C 0 , we have 
We remark that Lemma 4 is a special case of the results in [1] regarding the restriction of eigenfunctions to hypersurfaces for manifolds with dimension n ≥ 2.
Let us recall some basic facts about the Lorentz space L p,q (γ). First, for a function u on M , we define the corresponding distribution function ω(α) with respect to γ as ω(α) = |{x ∈ γ : |u(x)| > α}, α > 0. u * is the nonincreasing rearrangement of u on γ, given by
Then the Lorentz space L p,q (γ) for 1 ≤ p < ∞ and 1 ≤ q < ∞ is defined as all u so that
It's well known that for the special case p = q, the Lorentz norm
. Moreover, we also have
If we take u = χ [λ,λ+(log λ) −1 ] f , and assume f L 2 (M ) = 1, then by (2.8) we have (2.14) sup
On the other hand, since χ [λ,λ+1] u = u, by Lemma 4 we have
Interpolating between (2.14) and (2.15), we then get
(log log λ)
which completes the proof of Theorem 1.
Riemannian surfaces with constant negative curvature
We shall apply the strategies in [7] and [3] to prove Theorem 2. Recall in [7] , Chen and Sogge showed that for Riemannian surfaces with nonpositive curvature,
, here χ(T (λ − P ))(x, y) denotes the kernel of the multiplier operator χ(T (λ − P )). Clearly, this would imply (1.8) if one takes T to be sufficiently large. We shall show that under the assumption of constant negative curvature, the constant C T in (3.1) can be taken to be e CT where C > 0 is some constant independent of T . Then Theorem 2 would be proved if we set T = c log λ, for c > 0 to be sufficiently small. From now on, we shall use C to denote various positive constants that are independent of T . Then we may write
As (2.5) in the proof of Lemma 1, one may use the Hadamard parametrix to see that
, which is better than the bounds in (3.1). Since the kernel of χ(T (λ + P )) is O(λ −N ) with constants independent of T , we are left to consider the integral operator S λ :
As in [7] and [3] , we now use the Hadamard parametrix and the Cartan-Hadamard theorem to lift the calculations up to the universal cover (R 2 ,g) of (M, g).
Let Γ denote the group of deck transformations preserving the associated covering map κ : R 2 → M coming from the exponential map from γ(0) associated with the metric g on M . The metricg is its pullback via κ. Choose also a Dirchlet fundamental domain, D M , for M centered at the liftγ(0) of γ(0). We shall let γ(t), t ∈ R denote the lift of the geodesic γ(t), t ∈ R, containing the unit geodesic segment γ(t), t ∈ [0, 1]. We measure the distances in (R 2 ,g) using its Riemannian distance function dg( · , · ).
Following [7] , we recall that ifx denotes the lift of x ∈ M to D, then we have the following formula (cos t −∆ g )(x, y) = α∈Γ (cos t −∆g)(x, α(ỹ)).
Consequently, we have, for t ∈ [0, 1],
We write
By the Huygens principle,
Since there are only O(1) "translates" of D, α(D), that intersect any geodesic ball with arbitrary center of radius R, it follows that
Thus the number of nonzero summands in S tube λ h(t) is O(T ) and in S
Given α ∈ Γ set with s, t ∈ [0, 1]
When α = Identity, by using the Hadamard parametrix, we get
If α = Identity, we set
Then by the Huygens principle and α = Identity, we have
Following Lemma 3.1 in [7] , we can write
where |w(x, y)| ≤ C, and for each j = 0, 1, 2, ..., there is a constant C j independent of T , λ ≥ 1 so that
Using the Hadamard parametix with an estimate on the remainder term (see [11] ), we see that |R(t, s)| ≤ e CT .
Therefore we are able to estimate S tube λ h by Young's inequality. Indeed, the kernel K
Consequently, 
be real valued and λ > 0, set
where
If φ st (t 0 , s) = 0, φ stt (t 0 , s) = 0 for all s ∈ supp a(t 0 , · ), and φ st (t, s) = 0 whenever (t, s) ∈ supp a \ {(t, s) :
The norm · ∞ and the infimum are taken on supp a. The constant C > 0 is independent of λ, a and φ.
Proof. By a T T * argument and Young's inequality, it suffices to estimate the kernel of T λ T * λ K(s, s ) = e iλ(φ(t,s)−φ(t,s )) a(t, s)a(t, s )dt.
Let ϕ(t, s, s ) = φ(t, s) − φ(t, s ) s − s , s = s , and ϕ(t, s, s) = φ s (t, s), and letã (t, s, s ) = a(t, s)a(t, s ).
Then the kernel becomes
If φ st = 0 on supp a, then by the mean value theorem,
where s is some number between s and s . If λ(s − s ) ≤ 1, it is easy to see that
For λ(s − s ) ≥ 1, we integrate by parts twice to see that
where C is some constant independent of λ, a and φ.
again C is some constant independent of λ, a and φ.
Consequently,
which finishes the proof of the first case.
Now we prove the second part of our proposition. Assume that φ st (t 0 , s) = 0, φ stt (t 0 , s) = 0 when s ∈ supp a(t 0 , · ), and φ st (t, s) = 0 whenever (t, s) ∈ supp a \ {(t, s) : t = t 0 }. We need to use the method of stationary phase. Let δ > 0. Choose ρ ∈ C ∞ 0 (R) satisfying ρ(t) = 1, |t| ≤ 1, and ρ(t) = 0, |t| ≥ 2. Then
∞ . For the remainder term with factor 1 − ρ, we integrate by parts twice to see that if s = s ,
where C is a constant independent of λ, a and φ.
By setting δ = (λ|s − s |)
Therefore,
which completes the proof.
Proof of Theorem 2.
Noting that diam(supp a ± ) ≤ 2 and we have good control on the size of a ± and its derivatives by (3.7), it remains to estimate the size of φ st and its derivatives. On general manifolds with nonpositive curvature, it seems difficult to get desirable bounds. However, under our assumption of constant curvature, we can compute φ st and its derivatives explicitly.
Without loss of generality, we may assume that (M, g) is a compact 2-dimensional Riemannian manifold with constant curvature equal to −1. It is well known that the universal cover of any 2-dimensional manifolds with negative constant curvature −1 is the hyperbolic plane H 2 . We consider the Poincaré half-plane model
with the metric given by
Recall that the distance function for the Poincaré half-plane model is given by
where arcosh is the inverse hyperbolic cosine function
Moreover, the geodesics are the straight vertical rays orthogonal to the x-axis and the half-circles whose origins are on the x-axis. Any pair of geodesics can intersect at at most one point. Without loss of generality, we may assume thatγ is the y-axis. There are three possibilities for the image α(γ). It can be a straight line parallel tõ γ, a half-circle parallel toγ, or a half-circle intersectingγ at one point. We need to treat these cases separately.
Letγ(t) = (0, e t ), t ∈ R, be the infinite geodesic parameterized by arclength. Our unit geodesic segment is given byγ(t), t ∈ [0, 1]. Then its image α(γ(s)), s ∈ [0, 1], is a unit geodesic segment of α(γ).
Lemma 5. If α /
∈ Γ T R (γ) and α(γ) ∩γ = ∅, then we have
and
where C > 0 is independent of T . The infimum and the norm are taken on the unit square
Lemma 6. Let α / ∈ Γ T R (γ) and α(γ) is a half-circle intersectingγ at the point (0, e t 0 ), t 0 ∈ R. 2] , then the intersection point (0, e t 0 ) is outside some neighbourhood of the unit geodesic segment {γ(t) : t ∈ [0, 1]}. We have inf |φ st | ≥ e −CT , and
where C > 0 is independent of T .
On the other hand, if t 0 ∈ [0, 1], we have
where C > 0 is independent of T . The infima and the norms are taken on the unit square
We shall postpone the proof of Lemma 5 and Lemma 6 to the last section. Now we see first how to finish the proof of Theorem 2 using Lemma 5 and Lemma 6.
Proof of Theorem 2. By (3.2) and (3.8), we only need to show that
where C is independent of T .
Recall that the number of nonzero summands in S osc λ is O(e CT ).
Let α / ∈ Γ T R (γ). If α(γ) ∩γ = ∅, by Proposition 2, Lemma 5 and the condition on the amplitude (3.7), we have
Assume that α(γ) intersectsγ at the pointγ(t 0 ). Since α / ∈ Γ T R (γ) , the intersection point cannot lie on the unit geodesic segment α(γ(s)), s ∈ [0, 1]. Thus, by Proposition 2, Lemma 6 and (3.7) we obtain
we can see from (3.11) that it is reduced to the second case of Proposition 2 and Lemma 6. It is similar for t 0 ∈ [−1, 0). Thus we have
Consequently, for λ > 1 we always have
By interpolating with the trivial L 1 → L ∞ bound, we obtain (3.12), finishing the proof.
3.4. Proof of Lemmas. Before proving the lemmas, we remark that in the Poincaré half-plane model
Indeed, the distance between (0, e t ) and (x, y), y > 0, is
Setting f (t) = 0 gives t = ln x 2 + y 2 , which must be the only minimum point. Thus the distance between (x, y) and the infinite geodesicγ is dist((x, y),γ) = arcosh( 1 + (x/y) 2 ).
Since dist((x, y),γ) ≤ R in T R (γ), it follows that y ≥ |x|/ (coshR) 2 − 1.
From now on, we shall always parametrizeγ and α(γ) by arc-length, denoted by γ 1 (t) and γ 2 (s) respectively. The explicit expressions for the corresponding segments that we concern will be given in the proof case by case.
Proof of Lemma 5. Note that in this case, the image α(γ) = γ 2 can be either a straight line or a half-circle parallel toγ = γ 1 . We treat these two cases separately.
Let γ 1 (t) = (0, e t ), t ∈ [0, 1], γ 2 (s) = (a, e s ) be the two unit geodesic segments, where a ∈ R and s is in some unit closed interval of R. See Figure 1 .
The distance function is
2e t+s .
Then we have
By (3.6), we have φ ≤ T . Thus a 2 e −t−s + e t−s + e s−t ≤ 2coshT, which gives s ∈ [−T, T + 1] and |a| ≤ Ce T . Here C is independent of T .
To get the lower bound of |φ st |, we need to use the condition that α / ∈ Γ T R (γ) . We claim that
where C is independent of T . Note that if the segment γ 2 (s), s ∈ [−T, T + 1] is completely included in T R (γ), then we must have α ∈ Γ T R (γ) , meaning that
which implies our claim.
This gives the lower bound of |φ st |.
The upper bounds can be estimated similarly. Note that
We have
e −3T ≤ Ce 7T .
Moreover, This completes the proof of the first case.
Now we turn to the case when γ 2 is a half-circle centered at (a, 0) with radius r > 0. See Figure 2 .
1+e 2s , 2re s 1+e 2s ) be two unit geodesic segments, where |a| ≥ r > 0 and s is in some unit closed interval of R. Without loss of generality, we may only consider the case a ≥ r > 0. Then the distance function is (3.14) Moreover, note that if we view the left hand side of (3.17) as a quadratic polynomial in terms of e s , then the discriminant has to be nonnegative:
we obtain that To get the lower bound of |φ st |, we need to use the condition that α / ∈ Γ T R (γ) .
We claim that there exists some constant C independent of T such that
In fact, if the segment γ 2 (s), s ∈ [−ln(4r −1 coshT ), ln(4rcoshT )] is completely included in T R (γ), then we must have α ∈ Γ T R (γ) . By some basic calculations, we can see that
If a = r and a/r ≤ coshR, the RHS of (3.22) becomes
Note that u − ≤ r 4coshT and 4rcoshT ≤ u + imply α ∈ Γ T R (γ) . We have (3.25) r ≥ 4 coshR + 1 coshR − 1 coshT and |a − r|
If a = r, similarly we have
which finishes the proof of our claim.
Therefore, by (3.21) we have to consider two cases and estimate |φ st | respectively. We note that by φ ≤ T ,
If a − r ≥ 1, then by (3.19), we get r ≥ (2ecoshT ) −1 . Thus, we obtain
If a − r ≤ 1 and r ≥ (coshT ) −1 , following (3.26) we have
If a − r ≤ 1 and r ≤ (coshT ) −1 , again by (3.26) we get
. We may assume r ≥ 1, otherwise it is reduced to the first case.
If a − r ≥ 1, then
If a − r ≤ 1 then
Note that the constant C is independent of T . Hence we finish the proof of the lower bound of |φ st |. Since the constant C is independent of T , the proof is complete. 1+e 2s , 2re s 1+e 2s ) be two unit geodesic segments, where r > |a| ≥ 0 and s is in some unit closed interval of R. Without loss of generality, we may only consider the case r > a ≥ 0. The expressions of the distance function φ and its derivatives are the same as in (3.14)-(3.16),(3.27) and (3.28). (3.18)-(3.26) also hold in this case.
The zero set of φ st (t, s) is (t, s) ∈ R 2 : t = t 0 or s = s 0 , where e 2t 0 = r 2 − a 2 and e 2s 0 = r + a r − a .
It is not difficult to check that the point p = γ 1 (t 0 ) = γ 2 (s 0 ) is the intersection point of the two infinite geodesics γ 1 and γ 2 . If the unit geodesic segment γ 2 (s) passes through the intersection point, then this segment must be contained in T R (γ), thus our geodesic segment γ 2 (s) cannot pass through the point p. We claim that
where C is independent of T . If |r − a| ≥ 
