Abstract. Given α > −1, consider the second order differential operator in (0, ∞)
which appears in the theory of Bessel functions. The purpose of this paper is to develop the corresponding harmonic analysis taking Lα as the analogue to the classical Laplacian. Namely we study the boundedness properties of the heat and Poisson semigroups. These boundedness properties allow us to obtain some convergence results that can be used to solve the Cauchy problem for the corresponding heat and Poisson equations.
Given α > −1, we shall consider the second order operator on functions defined on (0, ∞)
This operator appears in the theory of Bessel functions (see [10] ). It is selfadjoint with respect to the measure dµ α (x) = x 2α+1 dx. It is well known that the functions Research supported by grants BFM2002-04013-C02-02 and BFM2003-06335-C03-03 of the DGI.
see [10, § 5.73, p. 158] . By using some classical formulas for the Bessel functions J ν , it is easy to check that {j α n } ∞ n=0 is an orthonormal system in L 2 ((0, ∞), dµ α ) (L 2 (dµ α ) from now on).
Consider the so-called modified Hankel transform H α , that is
J α (xy) (xy) α f (y)y 2α+1 dy, x > 0.
Since it is known that H α j α n is supported on [0, 1] , and H α is an isometry on [9, 3] .
Along this paper we shall consider the operator L α as a positive selfadjoint operator defined in the Hilbert space B 2,α . Then, its heat and Poisson semigroups W t = e −tLα and P t = e −t √ Lα can be defined in a spectral way
for f ∈ B 2,α given by f = ∞ n=0 c n j α n . Using the ideas in [6] we could also define the Poisson semigroup P t by the following subordination formula:
which can be derived from the well known identity
Analogously the formula s −λ = 1 Γ(λ) ∞ 0 t λ−1 e −ts dt suggests the definition of the Riesz potentials either as
The operators considered above, W t , P t , and L −λ α , are clearly bounded in B 2,α . A natural question is to analyse the boundedness of these operators in the spaces B p,α , 1 < p < ∞, defined as the closure in L p (dµ α ) of the space span{j α n } ∞ n=0 . The first requirement is that j α n ∈ L p (dµ α ) for every n. By using well known estimates for the Bessel functions (see (4) and (5)), this implies p > max{1,
for every n, where
2α+1 if α ≥ −1/2, and p < ∞, when −1 < α < −1/2. This observation leads us to restrict our study to the space B p,α with p ∈ (p 0 (α), p 1 (α)) where
and
As in many other cases in the literature, technical reasons make convenient the change of parameter r = e −t . With a small abuse of notation, we still use the notation P r and W r for the corresponding Poisson and heat semigroups. We prove, see Theorems 2 and 3, that the operators P r and
As usual, the uniform boundedness produce the corresponding mean convergence results, see Theorem 4. Surprisingly, in this case the mean convergence allows us to prove the almost everywhere convergence, see Theorem 6. This is due to the decay of the involved kernels. We should mention that in the case α ≥ −1/2 the space B p,α was characterized as M α (L p (dµ α )), then some special results can be derived in this situation, see Theorems 5 and 7. As a byproduct of the proof of Theorem 3, we find for every (t, x) ∈ (0, ∞) × (0, ∞) an expression for the function W t f (x), when f ∈ B p,α . In Theorem 8
we prove that this function is infinitely differentiable with respect to both variables t and x, and that it satisfies the heat equation
0. The already mentioned convergence results give some solution for the corresponding Cauchy problem. Some applications to fractional integrals and potential spaces are also considered in the last section of the paper.
One could say that the spirit of this paper is nothing but developing a harmonic analysis associated to a second order differential operator in a parallel way to the classical Laplacian. This idea has the names of Muckenhoput [5] and Stein [7] as pioneer authors. In the last decade there was a big flourishing in this area and a relatively large number of papers appeared, see [4, 1] .
Technical results
The Bessel functions satisfy the asymptotic formulas (see, for instance, [ 
We shall also use the following estimates that can be found in [2, 9] :
where C is a positive constant independent of ν.
Proof. The assertion j α n ∈ L p (dµ α ) for every n = 0, 1, 2, . . . follows from (4) and (5). Then, estimates (6) above show that j α n L p (dµα) is bounded above by a constant times the right hand side. For a similar expression, see [8] .
Lemma 2. Let α > −1 and p with p 0 (α) < p < p 1 (α). Then, for any
(Note that we do not assert that this convergence is to f (x), not even almost everywhere.)
Proof. Recall that
for some constant δ = δ(p, α). Thus, by Hölder's inequality, 
Therefore,
and the series ∞ n=0 c α n (f )j α n (x) converges absolutely.
, and {µ n } ∞ n=0 a sequence of positive numbers such that, for some positive constant c, µ n ≥ cn for every n. Then, for any f ∈ L p (dµ α ) the series
infinitely differentiable with respect to both variables x ∈ (0, ∞) and r ∈ (0, 1).
Proof. For every z ∈ (0, +∞) and every s ∈ (0, 1), we can apply the arguments in the proof of Lemma 2 and get
uniformly for x ∈ (0, z), r ∈ (0, s). The series
easily seen to be convergent, so that, by the dominated convergence theorem, the series
is differentiable with respect to r, its derivative is the term-by-term differentiated series
this is a continuous function.
In order to prove the result for the first derivative with respect to x we observe that, due to the definition of the functions j α n , it is enough to prove that the series
differentiated term by term. For this purpose we recall the formula 2J ′ ν (z) =
, then again we can apply the arguments in the proof of the last lemma. The derivatives of higher order are handled in the same way.
Boundedness of the heat and Poisson semigroups
Let us introduce some notation. Given a sequence {a n }, we will denote ∆a n = a n − a n−1 . Assume that the series ∞ n=0 a n b n and ∞ n=0 a n+1 b n are convergent and b −1 = 0, then it is easy to check that
Given a function f we shall denote by S α n f (x) its Fourier series
where c α k (f ) are defined in (7). We shall also consider the Cesàro means of order one, defined as
We shall use the following result whose proof can be found in [3] :
with a constant C independent of n.
Remark. Actually, the Cesàro means are not directly studied in [3] . Instead, a different summation method
(with ρ k = 2(α + 2k + 2)) is used. But, as established in that paper, this method is equivalent to the given by the Cesàro means of order one, so the uniform boundedness of R α n is equivalent to the uniform boundedness of C α n .
Proposition 1. Let α > −1 and {µ n } ∞ n=0 be a sequence of positive numbers such that, for some positive constant c, µ n ≥ cn for every n. Given a function f ∈ L p (dµ α ) with p 0 (α) < p < p 1 (α), we shall consider the series
Then for each r, 0 < r < 1, the series is absolutely convergent and we have
Proof. By Lemma 2, ∞ n=0 |c α n (f )j α n (x)| converges for every x ∈ (0, ∞), so their partial sums are bounded. Then, it is clear that there exists some positive number t(x) such that |S α n f (x)| ≤ t(x) ∀n. As a consequence,
for every x ∈ (0, ∞) and every r ∈ (0, 1), and the same happens with ∞ n=0 r µ n+1 |S α n f (x)|. Thus, we can apply (9) and get
Let us show now that
are convergent series. We have already seen that |S α n f (x)| ≤ t(x) ∀n. Consequently, also |C α n f (x)| ≤ t(x) ∀n. Since µ n ≥ cn, we have
With this,
which is convergent for every x ∈ (0, ∞) and every r ∈ (0, 1). The second series in (11) can be analyzed analogously. Hence as S α n f = (n + 1)C α n f − nC α n−1 f , (9) can be used and we have
Theorem 2. Let α > −1 and p 0 (α) < p < p 1 (α). For each function f ∈ L p (dµ α ) and for each r, 0 < r < 1, the function
is well defined. Moreover there exists a constant C, independent of f and r, such that
Proof. We apply Proposition 1 with µ n = α + 2n + 1, then ∆ 2 r µ n+2 = r µn (r 2 − 1) 2 ≥ 0. Hence by using Theorem 1 we get
In the case of the heat semigroup W r f we must apply more delicate arguments. The reason is that for any fixed r the coefficients ∆ 2 r µ n+2 take both signs.
Theorem 3. Let α > −1 and p 0 (α) < p < p 1 (α). For each function f ∈ L p (dµ α ) and for each r, 0 < r < 1, the function
Proof. We can assume that 1/2 < r < 1, for the case 0 < r ≤ 1/2 can be easily handled with the arguments of Lemma 2. Now, it is easy to see that
for any positive integer N . Let us investigate the sign of ∆ 2 r µ n+2 . We have
with s = r 4(α+2n+2) . Therefore
(the other solution does not belong to the interval (0, 1)), that is,
Here, a(r) ∼ b(r) means C 1 ≤ a(r)/b(r) ≤ C 2 for some positive constants C 1 , C 2 independent of r ∈ (1/2, 1). This proves that there exists some
By Proposition 1, the series that defines W r f (x) is absolutely convergent and moreover we have
Finally, the estimate N (r) ∼ (1 − r) −1/2 gives
Remark Note that Theorem 3 and the subordination formula give
and 0 < r < 1. This result is weaker than Theorem 2 and it is insufficient to obtain the boundedness of the fractional integral as in Theorem 9 below.
Mean and almost everywhere convergence
Theorem 4. Let α > −1 and p 0 (α) < p < p 1 (α). Then P r f → f and
Proof. Let V r f denote either P r f or W r f . Let us recall that, as p 0 (α) < p <
As V r g − g L p (dµα) → 0 when r → 1 − , we conclude the proof.
It is known, see [9] , that in the case α ≥ −1/2, p 0 (α) < p < p 1 (α), the space B p,α coincides with the space
where M α is the multiplier of [0, 1] for the so-called modified Hankel transform of order α.
As a consequence, we have the following result:
the set defined in (12) for every f ∈ L p (dµ α ) (see [9] for details). Another
Then, P r f = P r (M α f ) and W r f = W r (M α f ), so the proof follows by applying Theorem 4 to M α f . Now we shall deal with the pointwise convergence of the heat and Poisson semigroups. First we state a proposition which is parallel to Proposition 1.
Proposition 2. Let α > −1, p 0 (α) < p < p 1 (α) and {µ n } ∞ n=0 be a sequence of positive numbers such that, for some positive constant c, µ n ≥ cn for every n. Then, for any f ∈ L p (dµ α ),
for every x ∈ (0, ∞).
Proof. We make a slight modification of the proof of Lemma 2. For a given f and every x ∈ (0, ∞) fixed, let us take g r (n) = r µn c α n (f )j α n (x). With this notation, (8) shows that
we have |g r (n)| ≤ g(n) for every r ∈ (0, 1), and ∞ n=0 g(n) < ∞. Then, the dominated convergence theorem gives the result. Now, we can already state the following result:
Theorem 6. Let α > −1 and p 0 (α) < p < p 1 (α). Then, P r f and W r f converge almost everywhere to f when r → 1 − for every f ∈ B p,α .
Proof. Let V r denote either P r or W r . Theorem 4 shows that under these conditions, V r f → f in the L p (dµ α )-norm. Consequently, there exists a subsequence {r j } ∞ j=0 such that V r j f → f almost everywhere. This, in conjunction with Proposition 2, proves the theorem.
Finally, in a similar way to Theorem 5, we have
4. Applications
4.1.
Heat and Poisson equations.
Theorem 8. Let α > −1, p 0 (α) < p < p 1 (α) and f be a function in
Then the functions w(x, t) = W e −t f (x) (see Theorem 3) and u(x, t) = P e −t f (x) (see Theorem 2) are infinitely differentiable in both variables x ∈ (0, ∞) and t ∈ (0, ∞). They satisfy the differential equations ∂ ∂t + L α w(x, t) = 0 and
the functions w and u are, respectively, the solutions of the initial value problems given by the above differential equations with the initial condition
Proof. As a direct consequence of Lemma 3 we get the differentiability of the functions w(x, t) and u(x, t). Hence they satisfy the corresponding differential equations. In order to finish the proof we use Theorem 6. (− log r) λ−1 P r f dr r (remember that, as usual, we still write P r instead of P − log r ).
Theorem 9. Let α > −1 and p 0 (α) < p < p 1 (α). Then, for every λ > 0,
with a constant C = C(p, α, λ) independent of f .
Proof. The boundedness of the Poisson semigroup (Theorem 2) gives
The above theorem has the following consequence. For α > −1 and s > 0 define, as usual, the potential space L p s,α by (see [7] )
with the norm f L p s,α = g L p (dµα) . Then, for p 0 (α) < p < p 1 (α),
and so L p s,α ⊂ L p (dµ α ).
