Abstract. In this paper, we show that for several second-order partial differential equations
Introduction
We are concerned with the problem raised by Krall and Sheffer [7] (see also [3] , [4] , [11] ): classify all second-order partial differential equations of the type (1.3)
Krall and Sheffer [7] showed that the partial differential equations (1.2) and (1.3) have at least weak orthogonal polynomial solutions (see Definition 2.1) but they were unable to determine if these polynomials are orthogonal. We remark that, even when the differential equation (1.1) is known to have orthogonal polynomial solutions, it is not easy to explicitly determine these polynomials.
Our main results (Theorems 3.4 and Corollary 3.6) show that for most of the differential equations (1.1), including (1.2) and (1.3), orthogonal polynomial solutions of (1.1) can be expressed as products of two classical orthogonal polynomial solutions {p n (k; x)} ∞ n=0 and {q n (y)} ∞ n=0 of certain second-order ordinary differential equations.
In this way, we can explicitly explain the orthogonality of many of the orthogonal polynomial solutions of (1.1). Moreover, from our results, we are able to obtain more examples of orthogonal polynomials satisfying differential equations of the type (1.1), which do not appear in the classification by Krall and Sheffer [7] . This is due to the fact that the orthogonality, but not the positive-definiteness (see Definition 2.2), is preserved under a complex linear change of variables which Krall and Sheffer used in their classification.
Preliminaries
For any integer n ≥ 0, let P n be the space of real polynomials in two variables of (total) degree ≤ n and P = n≥0 P n . By a polynomial system (PS), we mean a sequence {φ mn } License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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The following was proved in [7] ; see also [3] . 
, where ∆ n = |D n |, and
,
From hereon, we write a PS
, where
It is easy to see that if the partial differential equation (1.1) has a PS {Φ n } ∞ n=0
of solutions, then it must be of the form
where λ n := an(n − 1) + gn (see [7] ).
We will always assume that |A| + |B| + |C| ≡ 0 since otherwise equation (2.1) cannot have any OPS as solutions (see [3] ). Following Krall and Sheffer [7] , we also assume that equation (2.1) is admissible, that is, λ m = λ n for m = n (or equivalently an + g = 0 for each n ≥ 0) so that equation (2.1) has a unique monic PS of solutions.
Proposition 2.2. For any OPS {Φ
relative to σ, the following two statements are equivalent. [3] and [7] )
for m, n ≥ 0, where σ mn = 0 if m < 0 or n < 0. Using the above three recurrence relations for the moments {σ mn } ∞ m,n=0 , Krall and Sheffer [7] classified second-order partial differential equations having OPS's as solutions.
We now recall the classification of classical orthogonal polynomials in one variable, which we will need later in this paper. We refer to [10] for definitions and basic facts about OPS's in one variable.
An 
where t n := bn + e and
is orthogonal relative to a moment functional u which is any nontrivial solution of the moment equation
Later in this paper, we will also make use of the following simple fact (see [9] ) that when the differential equation (2.2) is admissible, the corresponding moment equation (2.3) has a unique moment functional solution u with u, 1 = 1 (and all other solutions are constant multiples of u).
Using Proposition 2.3, Kwon and Littlejohn [10] classified all classical OPS's in one variable up to a real linear change of variable. We list this classification which we will refer to later in this paper when we produce further second-order partial differential equations having orthogonal polynomial solutions.
(1) Jacobi polynomials: the differential equation
has the OPS (respectively, a positive-definite OPS)
as solutions if and only if
(2) Twisted Jacobi polynomials: the ordinary differential equation
has the OPS, which is not positive-definite,
as solutions if and only if d + n = 0 for n ≥ 0.
(3) Bessel polynomials: the ordinary differential equation
as solutions if and only if e = 0 and d + n = 0 for n ≥ 0. For real and complex orthogonalities of Bessel polynomials, we refer to [6] , [8] , and [13] . (4) Laguerre polynomials: the ordinary differential equation
has an OPS (respectively, a positive-definite OPS)
as solutions if and only if α + n + 1 = 0 for n ≥ 0 (respectively, α > −1). (5) Hermite polynomials: the ordinary differential equation
has a positive-definite OPS
as solutions. (6) Twisted Hermite polynomials: the ordinary differential equation has an OPS, which is not positive-definite,
as solutions. Finally, we need the following result characterizing the partial differential equation (2.1) which has a product of two PS's in one variable as solutions. 
1). If
) is a WOPS in one variable satisfying the second-order ordinary differential equation
Moreover, if the canonical moment functional σ of the PS {P
for m, n ≥ 0.
Generating orthogonal polynomial solutions
Concerning the partial differential equation (2.1), which we assume to be admissible, we can find its unique monic PS {P n } ∞ n=0 of solutions at least recursively. However, as mentioned earlier, it is not always easy to find an OPS solution of the equation (2.1) even when we know that it has an OPS as solutions (see also the discussion in [11] ).
Moreover, as Krall and Sheffer pointed out in [7] , it is sometimes very difficult to see if the partial differential equation (2.1) has an OPS of solutions even when it has a monic WOPS of solutions. Indeed, Krall and Sheffer show in [7] that the monic polynomial solutions to the equations (1.2) and (1.3) are WOPS's but were unable to show whether they have an OPS of solutions.
Let
be PS's in one variable, both of which will be specified later. For any nontrivial function (x), let
need not be a PS but we can establish the following. 
is symmetric (that is, q n (−y) = (−1) n q n (y) for each n ≥ 0).
From now on, we will always assume that one of the conditions in Lemma 3.1 holds so that {Φ n } ∞ n=0 is a PS. To initiate our study of equation (2.1), we claim that we may assume, via a suitable linear change of variables, that either A y = 0 or C x = 0; that is,
Then in the new coordinates (s, t), the partial differential equation (2.1) becomes
. Take b 1 = 1 and a 1 to be any real root of
. Therefore, we can consider the admissible partial differential equation
where α(x) = ax 2 + bx + c, β(x) = dx + e, and E(y) = dy + h 2 . We will show that for most of the partial differential equations (3.2), orthogonal polynomial solutions (if they exist) to differential equation (3.2) can be obtained in the form (3.1), where {p n (k; x)} ∞ n=0 and {q n (y)} ∞ n=0 are certain classical OPS's in one variable.
We now assume that α(x) ( = 0) is monic and (x) satisfies
and let {p n (k; x)} ∞ n=0 be the unique monic PS of solutions to the admissible ordinary differential equation:
Naturally, there arises the question: when does the PS {Φ n } ∞ n=0 , defined in (3.1), satisfy the partial differential equation (3.2)?
For simplicity, we set
where
Hence by differentiating (3.9) twice with respect to x, we obtain
so that either (x) = 0 or e 3 = h 2 = 0. is not a polynomial so that e 3 = h 2 = 0 from (3.11). Hence, equations (3.9) and (3.10) become, respectively,
and
from which we also have We now assume that b = e 2 . In this case, it is easy to see that equation ( 
Hence, 2 (x) is a polynomial of degree ≤ 2 only for δ = 0, 1 2 or 1; that is, e 2 = −2γ 1 , −(γ 1 + γ 2 ), or −2γ 2 . Since b = e 2 , we have e 2 = −2γ 1 or e 2 = −2γ 2 . For example, if e 2 = −2γ 1 so that (x) = x − γ 2 , then equation (3.8) becomes
If e 2 = −2γ 2 , we have the same conclusion with γ 1 and γ 2 interchanged. If a = 0, b = 1, and e 2 = 1, then α(x) = x + c and (x) = (x + c) 
In summary, we have 
In the first three cases above, that is, when b = e 2 , we have from (3.7) and (3.5)
2B(x, y) = 2axy + by = α (x)y and
Hence if we let
is given recursively by
On the other hand, in Case 2 and Case 5, where (x) = 1, we have
B(x, y) = 0, C(x, y) = C(y), and β k (x) = β(x)
so that
see Proposition 2.4 for the details.
Conversely, we also have We now discuss the orthogonality of the PS {Φ n } ∞ n=0 given by (3.1). It is well known (see [5] , [14] , [15] ) that {Φ n } ∞ n=0 is an OPS with respect to the weight function
on the domain First assume that (x) is a polynomial. Then
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Secondly assume that (x) is not a polynomial. Then {q n (y)} ∞ n=0 must be symmetric by Lemma 3.1 and, similarly as above, we have It is then easy to see that 2k v satisfies
is an OPS by Theorem 3.5, which proves (i). Finally, (ii) and (iii) are immediate consequences of Theorem 3.2 and Theorem 3.4, respectively.
In closing this section, we note that the roles of x and y can be exchanged in the above discussions (see Example 4.1 below).
Examples
We now examine each of the six cases in Section 3. By Proposition 2.3 and Theorem 3.4 and Corollary 3.6, we have:
and {q n (y)} ∞ n=0 be PS's satisfying the differential equations
satisfies the partial differential equation
is an OPS, which cannot be positive-definite, if e = 0, d+n = 0, and d 3 e + e 3 (h 2 + e 3 n) = 0 for n ≥ 0. In this case,
if e 3 = 0, 
This differential equation (4.1) has an OPS {Φ n } ∞ n=0 , which cannot be positivedefinite, of solutions if g + n = 0 (n ≥ 0), where
if g > 0.
Example 4.2. Consider the partial differential equation (1.3)
which is obtained from Case 1 by taking
, which cannot be positive-definite, as solutions if g + n = 0 and gγ + n = 0 for n ≥ 0, where
We remark that Example 4.1 and Example 4.2 answer open questions raised by Krall and Sheffer [7] . Krall and Sheffer only showed that the partial differential equations (4.1) and (4.2) have at least weak OPS's.
and {q n (y)} ∞ n=0 be PS's satisfying the respective differential equations p n (x) + (dx + e)p n (x) = dnp n (x); (e 3 y + f 3 )q n (y) + (dy + h 2 )q n (y) = dnq n (y).
Then the PS {Φ
is an OPS (respectively, a positive-definite OPS) if d = 0 and df 3 − e 3 (e 3 n + h 2 ) = 0 for n ≥ 0 (respectively, d < 0 and e 3 h 2 − df 3 ) > 0). In this case, we have
if e 3 = 0,
if e 3 = 0 and df 3 < 0, Let {p n (k; x)} ∞ n=0 and {q n (y)} ∞ n=0 be PS's satisfying the equations (
Then the PS {Φ n } ∞ n=0 , defined by In this case, we may assume f 3 = ±1 so that
is the circle polynomials (see [1] and [7] ) and all other {Φ n } ∞ n=0 are new quasi-definite OPS's, which cannot be positive-definite. Case 4. We may assume that γ 1 = 0 and γ 2 = 1 so that α(x) = x 2 − x. Then e 2 = 0 or e 2 = −2.
Case 4-1. Suppose e 2 = 0. Let {p n (k; x)} ∞ n=0 and {q n (y)} ∞ n=0 be PS's satisfying the respective differential equations
satisfies the partial differential equation 
and {q n (y)} ∞ n=0 be PS's satisfying the respective differential equations
Then the PS {Φ n } ∞ n=0 , where
is an OPS (respectively, a positive-definite OPS) if d + n = 0, e − n = 0, d + e + n = 0 and ε 2 − ξ(2n − e) 2 = 0 for n ≥ 0 (respectively, e < 0, d + e > 0, ξ > 0 and e √ ξ ± ε < 0), where ξ = 
when ξ > 0 and If α+1+n = 0, β+1+n = 0, γ+1+n = 0, β+γ+2+n = 0 and α+β+γ+3+n = 0 for n ≥ 0 (respectively, α, β, γ > −1), then the differential equation (4.5) has an OPS (called the triangle polynomials; see [1] and [7] ) (respectively, a positive-definite OPS) {Φ n } ∞ n=0 as solutions, where
The results in this example show a marked improvement in the original results stated by Krall and Sheffer in [7, p. 370] .
Case 5. We may assume that c = 0. Let {p n (k; x)} ∞ n=0 and {q n (y)} ∞ n=0 be PS's satisfying the respective differential equations xp n (x) + (dx + e)p n (x) = dnp n (x), (e 3 y + f 3 )q n (y) + (dy + h 2 )q n (y) = dnq n (y). We remark that Theorem 3.4 and Corollary 3.6 are applicable to all the differential equations found by Krall and Sheffer [7] except the partial differential equation Krall and Sheffer [7] showed that differential equation (4.7) has an OPS (which cannot be positive-definite by Proposition 2.4). Trivially, Theorem 3.4 is not applicable to differential equation (4.7). Anthony du Rapau (see [2] ) found the monic PS of solutions to (4.7) in a closed form, which is a WOPS but not an OPS.
