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Abstract
We consider an assembly line problem that occurs in various kinds of production automation. Our original motivation lies in the
automated manufacturing of PC boards. The assembly line has to process a (potentially inﬁnite) number of identical workpieces
in a cyclic fashion. In contrast to common variants of assembly line scheduling, the forward steps are variable and may be smaller
than the distance of two stations. Therefore, each station may process parts of several workpieces at the same time, and parts of
a workpiece may be processed by several stations at the same time. The throughput rate is determined by the number of (cyclic)
forward steps, the offsets of the individual forward steps, and the distribution of jobs over the stationary stages between the forward
steps. The number of forward steps as well as the offsets are part of the output. However, no matter whether they are part of the
input or the output, the optimal assignment of the jobs to the stationary stages is NP-hard.
We will base our algorithmic considerations on some quite conservative assumptions, which are greatly fulﬁlled in various
application scenarios, including the one in our application: the number of jobs may be huge, but the number of stations and the
number of forward steps in an optimal solution are small, the granularity of forward steps is quite coarse, and the processing times
of the individual items do not differ by several orders of magnitude from each other. We will present an algorithm that is polynomial
and provably deviates from optimality to a negligible extent (under these assumptions). This result may be viewed as an application
of ﬁxed-parameter tractability.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Problem description.A (potentially inﬁnite) number of identical workpieces are to be processed by an assembly line.
Several workpieces are simultaneously in the assembly line, and the offset of two workpieces is ﬁxed. Each station
(machine) of the assembly line must perform a set of speciﬁc jobs on each workpiece. Jobs have to be processed without
preemption. Each job has a certain location on the workpiece. A job can only be performed if it is in the visibility region
of the station on which it shall be executed. The visibility region of station i is an interval [Li . . . Ri] of the assembly
line. See Fig. 1. The process decomposes into stationary stages, in which the assembly line does not move forward.
After a stationary stage is ﬁnished, the band is (and thus all workpieces) is moved forward by some common offset,
and the next stationary stage commences.
A preliminary version of this paper has appeared in Proceedings of the International Workshop on Parameterized and Exact Computation (IWPEC
2004), Bergen, Norway, Lecture Notes in Computer Science, vol. 3162, Springer, Berlin, 2004, pp. 149–161.
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Fig. 1. The (cyclic) stepping scheme of an assembly line with ﬁve stations. In this example, it consists of four stationary stages (the ﬁfth stage is
identical with the ﬁrst stage). Note that the offsets are not identical.
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Fig. 2. Schematic view on an assembly line with ﬁve stations. The grey area highlights the visibility region of each station.
In many application scenarios of ﬂexible manufacturing the described model of an assembly line is the appropriate
variant. For us, this problem arose as a subproblem in a cooperation with Philips/Assembléon B.V., Eindhoven, The
Netherlands. Here the workpieces are printed boards. Each station holds a robot arm, which places various components
on the boards. Jobs correspond to mounting steps: picking a component from a feeder; moving from the pick-up position
to the position of this mounting job; mounting the component; moving back to the feeder for the next mounting job.
See Fig. 2 for a schematic example.
In the literature, typically, the following special case is considered: each workpiece moves from station to station,
each station may access and process exactly one workpiece in a stationary stage (all its jobs on this workpiece in fact),
and each workpiece can only be processed by one station at a time.
Motivated by our concrete application, the scenario of this paper is a bit different: workpieces may be relatively
large compared to the distance between stations which are very close together, and forward steps may be relatively
small. Therefore, one workpiece may be processed by several stations in the same stationary stage, and one station
may process several workpieces in the same stationary stage. See Fig. 1 again. All workpieces must be processed by
an identical schedule. In particular, each workpiece must exactly take over the position of its immediate predecessor
after a certain number s of forward steps.
With respect to an initial start conﬁguration, the movement of the assembly line is completely described by a stepping
scheme, by which we mean the overall number s of forward steps and the offsets of the individual forward steps. The
stepping scheme determines the positions of the workpieces for each stationary stage. Due to the restricted visibility
region of each station, a job can usually only be performed on a subset of the stationary stages, namely precisely the
stages in which it is visible for its machine.
Now the optimization problem is this: we have to determine (i) a stepping scheme and (ii) for each job an assignment
to a stationary stage where the location of this job on the workpiece is visible to the station of this job. We call the
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stepping scheme together with such an assignment a (cyclic) assembly line schedule. The objective is to minimize the
cycle time of the schedule, that is, the time for one cycle of the process. This means the sum of the processing times of
all s stationary stages plus the time for moving the assembly line between two stationary stages (and between the last
and ﬁrst stationary stage of a cycle).
Previous work. Scholl [10] surveys general problems and approaches to the balancing and sequencing of assembly
lines. Ayob et al. [2] compare different models and assembly machine technologies for surface mount placement
machines. A recent overview on printed circuit board assembly problems has been given by Crama et al. [5].
Assigning jobs to stationary stages seems to resemble batching problems on m machines. These problems appear in
several versions but different from the one considered in this paper [4]. The most important differences to our problem
are the deﬁnitions of the objective function and of the completion times of jobs. In the literature, the completion time
of a job equals the completion time of the whole corresponding batch.
There is some engineering work on this kind of assembly line problems. 1 However, we are not aware of any
mathematical work which considers the problem of our paper (or variants thereof), although the problem might be
quite natural and deﬁnitely occurs in practice in the form presented here.
Spirit of the paper. Our main research topic is the application of ﬁxed-parameter tractability [1,6,8] to real-world
optimization problems from operations research and the investigation of concrete problems and techniques. In this
paper, we present a result of this project. Roughly speaking, a problem is ﬁxed-parameter tractable with respect to a
given set of parameters, if there is an algorithm for this problem whose run time is polynomial in the input size in case
the values of these parameters are bounded. The literature on ﬁxed-parameter tractability is mainly concerned with the
analysis of “classical” problems such as those in [9] with respect to (more or less) natural parameters. Here, we apply
ﬁxed-parameter tractability to real-world problems in a systematic, conscious effort. 2 The challenge in applied work
is different because we are not free in the choice of the parameters. In fact, the challenge is to ﬁnd parameters that not
only allow efﬁcient algorithms but also turn out to have small values in typical instances from an application or from
a variety of applications.
Our technique is different from the common techniques like, for example, kernelization 3 and search trees, which
are typically applied to derive ﬁxed-parameter results. Here we will see that another approach is quite promising for
our optimization problem.
Speciﬁc contribution of the paper. Empirically, processing times of individual mounting jobs differ only slightly. The
maximum processing time of a single job is typically very small in comparison with the cycle time.
In practice, the offsets of the forward moving steps cannot become arbitrarily small. More precisely, the size of an
offset is bounded from below by some parameter . For example, for printed circuit board machines as developed by
Philips/Assembléon, the precision is about  ≈ .5 mm. Moreover, each offset must be a multiple of .
The parameters on which we will base our analysis are these: (1) the number m of stations, (2) the total number s of
forward steps in an optimal solution, (3) the ratio q1 of the offset of two workpieces divided by the granularity of forward
steps, (4) the ratio q2 of the maximal divided by the minimal processing times of jobs, and (5) q3 := sm/2N , where N
denotes the total number of jobs. The ﬁrst three parameters will bound the run time, and the last two parameters will
bound the error. More speciﬁcally, the run time will be O((N + m3s3) · min{Nsq1 , Ns}), and the relative error will be
bounded by q2 · q3. Note that the relative error vanishes as the number N of jobs increases. As a by-product, it will turn
out that our algorithm is at least 2-approximative without assumptions on the parameters q2 and q3, and that it can be
transformed to a PTAS. For a given relative error  > 0, the run time of the PTAS algorithm is O((N +m3s3) · sms/2).
Discussion. According to the “spirits” paragraph above, these ﬁve parameters were not chosen arbitrarily, but in fact
they were chosen because (1) they are algorithmically useful and (2) quite often in practice the values of these ﬁve
parameters might be very small. For example, in the application that motivated our work, m is in the order of 10 . . . 20,
s is in the order of 3 . . . 5, q1 is in the order of dozens or hundreds, q2 is close to 1, and q3 is orders of magnitude
smaller than 1 because N is huge. Therefore, the relative error is negligible under the (quite realistic) assumptions that
1 Internal reports of manufacturers like Assembléon.
2 The underlying intuitive ideas have been signiﬁcantly inﬂuencing applied work in virtually all application domains. Therefore, systematic
approaches like ours might be valuable. However, we are not aware of any work of this kind, except that the research on “classical” problems
includes some basic problems that are related to bioinformatics [3].
3 It can even be proved [7] that every ﬁxed-parameter result can be polynomially transformed into a kernelization result.
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the processing times of the jobs do not differ by orders of magnitude from each other, and that the total number of N
jobs is orders of magnitude larger than the number of forward steps.
In practice, min{Nsq1 , Ns} might typically be assumed at the second term, Ns . However, the ﬁrst term plays a role
in theory: the fact that the run time is O((N +m3s3) ·Nsq1) means that the problem is ﬁxed-parameter tractable in the
sense of [1,6,8] if a relative error of q2 · q3 is admitted.
The number of used parameters might appear unusually large. However, note that parameters q2 and q3 can be
combined to a single parameter q2 · q3. Moreover, we can show that the problem remains NP-hard if only s and m are
used as parameters.
Additional precedence constraints among jobs are quite common in practice. Therefore, it is worth noting that our
algorithm can cope with precedence constraints, and the asymptotic run time remains the same.
Organization. In Section 2, we give a formal problem description and prove its NP-hardness. Then, in Section 3,
we reduce our problem to a certain, but still NP-hard core problem, which has to be applied several times. We prove
error bounds on a relaxed version of this core problem and derive a PTAS as a by-product. Afterwards, in Section 4,
we develop an efﬁcient combinatorial “core algorithm” for the relaxed version. Section 5 is devoted to the correctness
proof of this core algorithm, whereas Section 6 achieves bounds on the number of core problems to be considered.
2. Cycle-time minimization
2.1. Formal problem description
In the following we deﬁne the cycle-time minimization problem.
Input. An assembly line is given by a certain number m of stations (machines). Each station Mi , i ∈ {1, . . . , m},
has a visibility region [Li . . . Ri], where Li and Ri are real numbers, Li < Ri for i ∈ {1, . . . , m}, and Ri < Li+1
for i ∈ {1, . . . , m − 1}. These values have the following interpretation. The left and right horizon of worktable no. i
delimit, horizontally, the area inside the assembly line where the robot arm of this station can access workpieces. These
numbers are regarded as increasing from left to right (seen from an arbitrary but common reference point), which
implies the ﬁrst requirement, L[i] < R[i]. The accessible areas of robot arms never intersect, which implies the second
requirement, R[i] < L[i + 1].
The workpieces are fed into the assembly line with an offset between two successive workpieces. The workpiece pitch
WP is the distance between the left borders of two successive workpieces on the assembly line. The workpiece length
W is the total horizontal size of the workpieces. Together with the workpiece pitch, the workpiece length determines
the gap between two consecutive workpieces on the assembly line.
A forward step is the movement of all workpieces by some distance. The offset by which a workpiece is moved in a
forward step must be a multiple of . The workpiece moves in positive x-direction. We assume that there are constants
S and SMT such that the time for moving the workpieces forward by x units is SMT + S · x. In principle, SMT (step
moving time) models the time for resetting the robot arms and for accelerating and slowing down the band that carries
the workpieces. The constant SMT should also incorporate a correction term for the difference between the time for
accelerating/slowing down and the time that were required if the same distance was passed with maximal speed. If
such a correction term is incorporated, the values x simply sum up to the time for transporting a workpiece through
the whole assembly line with maximal speed, which means that the summands “S · x” can be ignored for optimization
purposes. In other words, the contribution of the forward step moves is SMT times the number of stationary stages.
On each machine Mi , a certain number ki of jobs has to be executed for each workpiece. The overall number of jobs
is denoted by N . For each job J , we have assigned a triple (p[J ], x[J ], m[J ]). In that, p[J ] is the processing time
of J , x[J ] is the x-distance to the right border of the workpiece, and m[J ] denotes the machine which has to execute
this task.
Desired output. The output consists of
(1) a positive integral number s, the number of stationary stages,
(2) a sequence 1, . . . ,s of positive real numbers, the forward step offsets, and a constant x00, an initial
shift of the workpiece with respect to the reference point 0, and
(3) a stationary stage assignment st[Ji] ∈ {1, . . . , s} for each job Ji with i = 1, . . . , N .
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For an output to be feasible, the following conditions are required:
(1) 1 + 2 + · · · + s = WP;
(2) for i = 1, . . . , s, there is an integral ki > 0 such that i = ki · ;
(3) for each job J ∈ {J1, . . . , JN }, there exists k ∈ N0 such that
k · WP − x[J ] + x0 +
st[J ]−1∑
j=1
j ∈ [L[m[J ]], R[m[J ]]].
Clearly, the ﬁrst condition means that the sum of all forward step offsets sums up to the workpiece pitch WP, and the
second condition ensures that all forward steps are multiples of . Finally, the third condition states that the forward
step offsets must allow that for each job J , the (horizontal) position is in the accessible area of the station m[J ] during
the stationary stage st[J ].
Objective. The goal is to compute a feasible output such that the cycle time of the assembly line is minimized which
is equivalent to minimizing the following function:
s · SMT +
s∑
i=1
max{C[i, j ] | 1jm},
where
C[i, j ] :=∑{p[]|1N; st[] = i; m[] = j}
denotes the makespan of station j in stationary stage i.
The second term in this objective function is a sum of makespan values, namely each summand is the makespan of
the tasks assigned to the corresponding stationary stage.
2.2. Hardness of cycle-time minimization
Theorem 2.1. The decision version of the cycle-time minimization problem is NP-complete in the strong sense.
Proof. We prove the theorem by a reduction from 3-PARTITION, which is well-known to be NP-complete in the
strong sense [9]. The input of an instance of 3-PARTITION is a set S of 3t elements, a positive bound C ∈ Z, and a
non-negative integral size s(a) for each a ∈ S such that C/4 < s(a) < C/2 for each a ∈ S and∑a∈S s(a) = tC. We
have to decide whether S can be partitioned into t disjoint sets S1, S2, . . . , St such that∑a∈Si s(a) = C for 1 i t .
To this end, we create an instance of the cycle-time minimization problem as follows. We consider a workpiece of
length W =  · t for some arbitrary, integral  > 0 with a workpiece pitch WP = W on an assembly line with m = 2
machines. Machine M1 has a visibility region of width 2W . On machine M1 we have to execute exactly 3t jobs with
processing times chosen as in the given instance of 3-PARTITION. The position of these jobs on the workpiece does
not matter since the whole workpiece is visible for machine M1 for each position of the board on the assembly line.
In contrast, machine M2 has a visibility region of width W2t only. On the second machine M2, we have to execute
exactly t jobs with processing time C each. The latter t jobs are equidistantly distributed along the x-axis of the
workpiece.
We ﬁrst observe that an optimal stepping scheme is almost uniquely determined for this instance of the cycle-time
minimization problem. This distribution of jobs for machine M2 and the small visibility range imply that every feasible
stepping scheme will need at least t stationary stages. In each of these stationary stages exactly one job associated with
machine M2 must be visible (and no more than one job can be visible). On the other hand t stationary stages sufﬁce,
and additional steps would lead to a suboptimal cycle time for any positive step moving time SMT. Hence, s = t , and
we may choose i = WP/s for i = 1, . . . , s.
The cycle time of the created instance will be exactly s · SMT + sC if and only if the 3-PARTITION instance is
solvable. 
We also obtain a hardness result for the case that the number of machines and the number of stationary stages are
given ﬁxed numbers.
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Theorem 2.2. The decision version of the cycle-time minimization problem is weakly NP-complete if the number of
machines m2 and the number of stationary stages s2 are ﬁxed given numbers.
Proof. We prove the theorem by a reduction from PARTITION, which is well-known to be weakly NP-complete [9].
The input for an instance of PARTITION is a sequence a1, a2, . . . , an of integers. We have to decide whether there is
a subset S ⊂ {1, 2, . . . , n} such that∑j∈S aj =
∑
j /∈S aj .
We create an instance of the cycle-time minimization problem with m machines and s index steps as follows. Let
p :=∑1 jn ai . We consider a workpiece of length W =  · s for some arbitrary, integral  > 0 with a workpiece
pitch WP = W .
The purpose of the ﬁrst machine M1 is to ﬁx the moving scheme with exactly s stationary stages. To this end, the
ﬁrst machine M1 has a visibility region of width W2s . Machine M1 has to process exactly s jobs each of processing time
p/2 which are equidistantly distributed along the x-axis of the workpiece. This implies that in each stationary stage
exactly one of these s jobs is visible and has to be executed in every feasible stepping scheme.
The purpose of the second machine is to encode the PARTITION problem. Machine M2 has a visibility region twice
as large as M1. Each integer ai (i = 1, . . . , n) is interpreted as the processing time of a corresponding job which has
to be executed on the second machine. These jobs are placed on the workpiece so that they are visible in only the ﬁrst
two stationary stages. The remaining machines may be speciﬁed arbitrarily without any workload.
For any positive step moving time SMT, this instance has cycle time s · SMT + sp/2 if and only if the PARTITION
instance is solvable and is strictly longer, otherwise. 
As an immediate consequence, we obtain that a parameterization based only on s and m as parameters cannot lead
to ﬁxed-parameter tractability.
Corollary 2.3. The decision version of the cycle-time minimization problem is not ﬁxed-parameter tractable based on
a parameterization with only s and m as parameters, unless P = NP.
3. Reduction to a core problem
We reduce the original problem to a core problem in two steps.
(1) The stepping scheme is ﬁxed. In other words, it remains to compute the assignments of jobs to stationary stages. As
a corollary of Theorem 2.1, already this assignment problem of jobs to stationary stages turns out to be NP-hard.
(2) Due to this hardness result, the assignment problem is slightly relaxed in the following way (fractional model): we
do not necessarily assign each job to a single stationary stage. Instead, a stationary stage may be ﬁnished while a
job is being processed, so this job is resumed at the beginning of the very next stationary stage. In a postprocessing
at the end of the algorithm, each such job is then assigned to exactly one stationary stage to which a part of the job
was assigned by the core algorithm.
The core problem requires O(N +m3s3) time, and the algorithm for the core problem is applied O(min{Nsq1 , Ns})
times. Both parts together give the total run time claimed in the Introduction.
3.1. Fixing a stepping scheme
Consider a ﬁxed number of stationary stages s. We chose a shift x0 and a sequence 1, . . . ,s of forward step offsets
which deﬁne our stepping scheme. For a given stepping scheme, the visibility region of a machine induces an interval
of stationary stages to which a job J could be feasibly assigned. Let [J ] denote the ﬁrst feasible stationary stage for
job J , and u[J ] the last feasible stationary stage, respectively. Then [[J ], u[J ]] deﬁnes such an interval of stationary
stages for job J . Such intervals are to be interpreted as wrap-around intervals, that is, if u < , the notation [, u] is a
shorthand for [, u] = {,  + 1, . . . , s, 1, . . . , u − 1, u}.
Problem 3.1 (Job assignment to stationary stages).
Input: A number s (the number of stationary stages); a set of machines M={M1,M2, . . . ,
Mm}. For machine Mi , we are given a set of ki jobs {Ji,1, Ji,2, . . . , Ji,ki }. Job J requires a processing time of p[J ] time
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units. For each job J , we are given a wrap-around interval [[J ], u[J ]] of feasible stationary stages (on the index set
1, . . . , s).
Goal: Find a job assignment st[J ] for each job J with st[J ] ∈ [[J ], u[J ]] which minimizes the cycle time
CT =
s∑
k=1
max
1 im
C[i, k] where C[i, k] := ∑
1 jki
st[Ji,j ]=k
p[Ji,j ].
Here, C[i, k] is the sum of the processing times of jobs assigned to stationary stage k on machine i.
It is easy to see that Problem 3.1 is not tractable.
Theorem 3.2. The decision version of Problem 3.1 (Job Assignment to Stationary Stages) is NP-complete in the
strong sense.
Proof. The same reduction as in Theorem 2.1 can be used to show the hardness of this special case. 
Fixing the stepping scheme amounts to enumerating all possible stepping schemes. In Section 6 we will show that
it sufﬁces to consider O(min{Nsq1 , Ns}) stepping schemes as claimed above.
3.2. Fractional job assignment to stationary stages
Linear job orderings. For each machine, we can deﬁne an interval-induced partial order on the jobs on this machine.
In this partial order, job J1 is a predecessor of job J2 if and only if either [J1] < [J2] or [J1] = [J2] and
u[J1] < u[J2]. Visibility conditions in an assembly line ensure that no interval of a job is strictly contained in that of
another job. Hence, two jobs J1, J2 are incomparable if and only if [J1] = [J2] and u[J1] = u[J2].
Note that in the fractional model the precise order of two incomparable jobs is irrelevant for the overall cycle time.
Hence, we may simply ﬁx one linear extension of the interval-induced partial order for each machine. We call such an
extension an interval-consistent linear order. For notational simplicity, we assume that jobs are numbered with respect
to this order, i.e. Ji,1 → Ji,2 → · · · → Ji,ki on machine i.
Simpliﬁed instances. In the relaxed model, we may treat all jobs with the same interval of feasible stages as one
larger job. Hence, a simpliﬁed instance will have at most O(s2) jobs on each machine, for a total of O(ms2) jobs over
all machines.
Error bound. The relaxation introduces an error. The following lemma will show that this error can be reasonably
bounded. As discussed above, q2 · q3 may be assumed to be orders of magnitude smaller than 1.
Lemma 3.3. The relative error is at most min{1, q2 · q3}.
Proof. Obviously, the absolute error is bounded by s ·pmax, where pmax denotes the maximal job length. First we will
show that the absolute error is even bounded by s · pmax/2. This follows from the before-mentioned postprocessing
to convert a relaxed solution to an integral one. Namely, we decide iteratively for each stage where to assign the split
jobs. For stage i, let split(i) denote the set of split jobs which start in stage i and are continued in stage i + 1. Let p[J ]
be the length of a job and pi[J ] be the amount of time that job J is executed within stage i. Deﬁne
T1 := max{pi[J ] | J ∈ split(i)} and T2 := max{p[J ] − pi[J ] | J ∈ split(i)}.
If T1T2, then we assign all jobs in split(i) completely to stage i (which implies that the length of stage i increases by
T2). Otherwise, we shift for all jobs in split(i) the portion which is executed in stage i to stage i + 1. In this case, the
length of stage i + 1 increases by at most T1. (The increase might be strictly shorter if a shifted job ﬁlls up idle time.)
Let CTfrac denote the optimal cycle time with respect to the relaxed model, and let CTapp be the cycle time of the
approximation which we obtain by the above conversion routine. In each rounding step, the makespan of a stage can
at most double. Hence, we immediately get
CTapp2 · CTfrac.
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Thus, we obtain at least a 2-approximation for the minimum cycle time, and it remains to show that the relative error
is bounded by q2 · q3. Denote by P the sum of processing times over all jobs, and by pmax and pmin the maximal and
minimal processing time over all jobs, respectively. Clearly, we also get
CTappCTfrac + s2pmax.
To bound the relative error, we bound the optimal cycle time from below by the ratio of the total sum of all job lengths
divided by m. The total sum of all jobs is the product of N and the average job lengths. Replacing the average job
length by the minimal job length eventually gives an upper bound of q2 · q3 for the relative error as claimed in the
Introduction. 
3.3. A PTAS for the job assignment problem
If the number of machines m and the number of stages s are both ﬁxed constants (that is, they are not part of the
input), then we can easily derive a polynomial approximation scheme.
We use the standard trick to divide jobs into long and small jobs. Denote by LB a lower bound for the cycle time
CT. As a lower bound, we may simply take the maximum load of all machines or fractional solution value CTfrac. For
a given  > 0, we deﬁne that job J is a long job if p[J ] 2LB
s
, and J is a small job, otherwise.
Let longi be the number of long jobs on machine i. As LB∑kij=1 p[Ji,j ] longi 2LBs , we have at most longi s2
long jobs on machine i, for a total of at most ms2 on all machines.
Our approximation scheme works as follows. The idea is to ﬁx the assignment to stages for all long jobs. For each
possible assignment of long jobs to stages we iteratively solve the fractional relaxation and use the conversion routine
to an integral assignment from above. The crucial observation is that our core routine can also solve the relaxed problem
subject to these side constraints. The algorithm returns the best solution obtained in one of the iterations. We need at
most O(s
ms
2 ) iterations, and each iteration runs in time O(m3s3 +N). Hence, as m and s are ﬁxed, we get a polynomial
algorithm.
Denote by Tmax,i the maximum processing time of a job which is only partially assigned to stage i. Since now only
small jobs are split in the relaxed solution, we conclude for the obtained integral assignment
LB  CTfracCTCTfrac +
s∑
i=1
Tmax,i/2
 CTfrac + s2 ·
2LB
s
 CTfrac + LBCTfrac(1 + ),
which proves the desired performance guarantee of the approximation scheme.
4. An algorithm for the core problem
We are now going to present an O(N + m3s3) time algorithm for the core problem.
Steps of the core algorithm: The algorithm consists of four steps. Step i computes an assignment sti[J ] for every
job J . More precisely, as we here allow jobs to be split over several consecutive stages, sti[J ] denotes the stage when
job J is started, whereas sti,c[J ] refers to the stage when job J is completed.
Step 1: For each job we ﬁrst choose the ﬁrst stationary stage at which it can be scheduled subject to the visibility
constraints, that is, we choose st1[J ] := [J ]. However, if a job can be realized at any stationary stage, we choose
st1[J ] := s.
Step 2: Next we iterate over the stationary stages from 1 to s − 1 and do the following in the ith iteration. Let J [i]
be the set of jobs such that st1[J ] = i. First we build an earliest start schedule S[i] for the jobs in J [i]. Let Ci[J ] be
the completion time of job J with respect to S[i]. Moreover, let t[i] be the ﬁrst moment in time where all those jobs of
J [i] are ﬁnished in S[i] that have deﬁnitely to be ﬁnished in the ith stationary stage (due to the visibility constraints).
In other words,
t[i] := max{Ci[J ] | J ∈ J [i] and u[J ] = i}.
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Next we interrupt each job which remained active after t[i] and shift the remaining portion to the following stationary
stage i + 1. Similarly, each job which is started at or after t[i] is shifted to stationary stage i + 1. This ﬁnishes the ith
iteration of the loop. The result after the last iteration is st2[·].
Step 3: First we build an earliest start schedule for the stationary stage s. Then we iterate over all machines and shift
jobs (or portions of them) assigned to the stationary stage s backwards (if possible) to avoid idle times in earlier steps.
(Note that this will only be possible for jobs which can be assigned to every stationary stage.) The result is st3[·].
Step 4: Denote by C[i] the current makespan for the stationary stage i and by CM [i] the current makespan for
station M in the stationary stage i. Denote by Ci[J ] the completion time of job J in the stationary stage i. As usual,
the minimum over an empty set is deﬁned to be +∞. A station is said to be critical for the stationary stage i if the
makespan of i is assumed at that station. LetMcrit[i] be the set of critical machines of the stationary stage i. Let 1
denote the maximal amount by which we can shift jobs from stationary stage s to stationary stage 1 until one more
machine becomes critical for stationary stage s:
1 := min{C[s] − CM [s] |C[s] > CM [s] for M ∈M}.
Moreover, let 2 denote the maximal amount by which we can shift jobs from stationary stage s to stationary stage 1
without violating the right bounds for the assignment of any job:
2 := min{C[s] − Cs[J ] | st3[J ] = s and u[J ] = s}.
For station M and stationary stage i let lastM [i] be the last job which is executed on machine M within stationary stage
i. For a job J on machine M denote by chainf(J ), called the forward chain of J , the inclusion-maximal chain of jobs
J → J1 → · · · → Jk scheduled on machine M after J without any idle time. Let last(chainf(J )) = Jk be the last
job within this chain. For each critical machine we consider the next available idle slot which we can ﬁll. The value 3
denotes the minimum over all these slots:
3 := min{C[j ] − CM [j ] | j = st3,c[last(chainf(J ))], J = lastM [s], M ∈Mcrit[s]}.
For each critical machine M of stationary stage s our goal is to shift the complete forward chain chainf(lastM [s]) by
some . Consider such a chain ch on machine M . If ch contains a stationary stage i and a job J with CM [i] = C[i],
lastM [i] = J and u[J ] = i, then shifting is only possible if the beginning of stationary stage i + 1 is also shifted by .
If, in turn, stationary stage i + 1 has a machine M ′ and a job J ′ with the property J ′ = ﬁrstM [i + 1] and [J ′] = i + 1
then we also have to shift the forward chain of J ′. Repeating this argument, we collect a set of chains chset and a set
of stationary stages bset which all have to be shifted.
In this collection step, we may observe that there is a cyclic dependency, that is, there are two chains in chset which
end with the same job J . In such a case, the algorithm terminates immediately. We call this event termination because
of cyclic dependency. Deﬁne
4 := min{C[i] − Ci[J ] | J ∈ chset, st3,c[J ] = i and u[J ] = i},
and
5 := min{Si[J ] | st3[J ] = i, i ∈ bset, [J ] = i and J /∈ chset},
where Si[J ] denotes the start time of J with respect to stationary stage i.
If s ∈ bset , redeﬁne 1 := 1/2 and 2 := 2/2. After this potential redeﬁnition, let  := min{1, 2, 3, 4, 5}.
If  = 0, the algorithm terminates. Otherwise, we shift from each critical machine of stationary stage s the amount
of  to stationary stage 1 and update all schedules appropriately. In particular, jobs of a stationary stage in bset which
do not belong to chset will be shifted backwards if this is feasible and ﬁlls idle time. We repeat Step 4 until  = 0. The
result, st4[·], is the output of the algorithm.
This concludes the description of our algorithm. See Fig. 3 for a small example.
5. Correctness proof
In Section 3, the correctness of the reduction was discussed in detail. Therefore, it remains to prove that the algorithm
for the core problem is correct. The correctness proof is based on three algorithmic invariants.
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Fig. 3. A small example instance with m = 3 machines and s = 5 stationary stages. On top, we show a Gantt-chart of the situation after Step 3.
Below, we show the situation after one iteration of Step 4. Note that this situation is already optimal.
Invariant 5.1. Throughout the algorithm, each job is legally assigned to stationary stages according to the deﬁnition
of the core problem.
Invariant 5.2. A stationary stage i ∈ {1, 2, . . . , s −1} does not ﬁnish unless some job J has been completed such that
u[J ] = i.
For a job J on machine M denote by chainb(J ), called the backward chain of J , the inclusion-maximal chain of
jobs J1 → J2 → · · · → Jk → J scheduled on machine M before J without any idle time. (If there is no idle time on
machine M at all, the algorithm stops with an optimal solution.) Let ﬁrst(chainb(J )) be the ﬁrst job of the backward
chain chainb(J ). Note that, by deﬁnition, ﬁrst(chainb(J )) is always the ﬁrst job of some stationary stage.
Invariant 5.3. After Step 3, the following holds throughout the rest of the algorithm: for a job J with st3[J ] > [J ],
we have st3[Jf ] = [Jf ] where Jf = ﬁrst(chainb(J )).
For stationary stage i, let last(i) be a job which realizes its makespan and satisﬁes u[last(i)] = i. By Invariant 5.2,
last(i) always exists for 1 is − 1. The backward chain of last(i) starts with a job Jf = ﬁrst(chainb(last(i))). By
Invariant 5.3, we have st3[Jf ] = [Jf ]. Hence, the backward chain of last(i) gives us a certiﬁcate that the difference
between the completion time of stationary stage i and the start time of stationary stage st3[Jf ] is as small as possible.
Certiﬁcates of optimality. Clearly, the job assignment is optimal if there is a machine M without any idle time. A
second type of certiﬁcate for optimality can be derived by combining backward chains from different machines: let
ch0, ch1, . . . , chk be chains of jobs where ch0 = chainb(last(i0)) for some stationary stage i0, i1=ﬁrst(chainb(last(i0)))
−1 and ch1 = chainb(last(i1)), . . . , ik = ﬁrst(chainb(last(ik−1)))−1 and chk = chainb(last(ik)). If the concatenation
of these chains covers all index steps at least once then the job assignment is also optimal.
Lemma 5.4. The proposed algorithm ﬁnds an optimal fractional job assignment for s stages in O(m3s3 + N) time,
where N is the total number of jobs.
Proof. By Invariant 5.1, the algorithm always yields a feasible fractional assignment. We ﬁrst show that the algorithm
terminates. At most m − 1 = |M| − 1 times we can choose  = 1 as each time we add at least one critical machine
toMcrit[s] andMcrit[s] never decreases. Only once it can happen that  = 2 as afterwards we have a certiﬁcate of
optimality. At most m(s − 1) times we can choose  = 3 directly after another as each time one idle slot vanishes.
As long asMcrit[s] remains unchanged,  = 4 can be chosen at most once for each stage. Similarly,  = 5 will
occur at most m · s times beforeMcrit[s] must change. Thus, in total we have at most O(m2s2) executions of Step 4.
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Steps 1–3 each require O(N) time. Each execution of Step 4 can be done in O(sm) time. In total, this yields the claimed
time bound.
To show optimality at termination, we have to discuss the different possibilities for  = 0. Note that we always have
1 > 0. Similarly, by deﬁnition 4 > 0 and 5 > 0. If 3 = 0, then there is a critical machine M without any idle time
in the current schedule. So the job assignment is clearly optimal in this case.
It remains the case 2 = 0. Hence, there must be a critical machine M with u[lastM [s]] = s. Now consider the
backward chain of the job J = lastM [s]. Let ch0 = chainb(J ), i1 = ﬁrst(chainb(J )) − 1 and ch1 = chainb(last(i1)).
Continue in this manner by deﬁning ij = ﬁrst(chainb(last(ij − 1))) − 1 and chj = chainb(last(ij )) until the con-
catenation of these chains covers all stages at least once. Note that Invariant 5.2 guarantees that this process will not
stop before all stages are covered. Hence, we have found a certiﬁcate for optimality. Finally, we obviously also have a
certiﬁcate for optimality if the algorithm terminates because of a cyclic dependency. 
6. Number of subproblems to be considered
Consider a stationary stage. Such a stage has position x with respect to the reference point 0, if the left borders
of the workpieces on the assembly line are at positions x + k · WP for integral k values. Recall that WP denotes the
workpiece pitch, that is, the distance between the left borders of two successive workpieces on the assembly line. For a
stationary stage with position x, let MT [x] be the set of jobs which can be executed at this position of the board by the
corresponding machine. We say that stationary stage positions x1, x2 are equivalent if the sets MT [x1] and MT [x2] are
identical. This equivalence relation partitions the interval [0,WP] into at most O(N) subintervals I1, I2, . . . , It , t2N
(namely its equivalence classes), which can be determined by a straight-forward sweep-line algorithm in linear time.
Just note that during the sweeping of the stage position x from [0,WP] each job is added to and removed from MT [x]
exactly once. If we enumerate over every s-element subset of these intervals as candidates for the subroutine which
solves the problem for a ﬁxed stepping scheme to optimality, we will ﬁnd the overall optimal solution. This requires at
most O(Ns) iterations.
This bound can be improved substantially, if we exploit that possible forward steps are quite granular (recall the
discussion from the Introduction): the offset by which a workpiece is moved in a forward step must be a multiple of
. Each stationary stage position x can therefore be expressed as x = x0 + k ·  for an appropriate integer k0 and a
shift parameter x0 with 0x0 < . The shift parameter x0 is the offset of the start conﬁguration to the reference point
0. Obviously, the number of stationary stages is bounded from above by the parameter q1 := WP/	.
Hence, for ﬁxed parameter x0 we have to choose s elements from at most WP/	 positions (instead from O(N)
positions). For a given x0, we say that we hit interval Ij = [j , uj ] if there is an integer k such that j x0 + kuj .
Now we can also deﬁne an equivalence relation for the parameter x0 with respect to the intervals I1, I2, . . . , IN for
the N jobs. Namely, x0 and x˜0 are equivalent if the sets of intervals hit by them are identical. Again, we can use a
sweep-line technique to determine all equivalence classes for the parameter x0. There are at most O(N) different classes
for the following reason: if we slide the parameter x0 from 0 to  each of the tN intervals Ij will be inserted to
or removed from the set of hit intervals at most once. In summary, we have to consider at most O(min{Nsq1 , Ns})
different selections of stationary stage positions.
7. Conclusion
In this paper, we considered a variant of an assembly line scheduling problem, which has not been addressed in
previous work, but is of high practical importance.
The main idea of our methodology is to identify parameters that not only allow efﬁcient algorithms but also turn out
to have small values in practice. In our speciﬁc application, we used a collection of such parameters which enabled
us to develop an efﬁcient approach with provably near-optimal results. In the future, we will try to extend this kind of
analysis to other applications from our cooperation partners, for example to scheduling problems.
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