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Abstract
Let a, b, c be linearly independent homogeneous polynomials in the standard Z-graded ring R := k[s, t]with the same degree d
and no common divisors. This defines a morphism P1 → P2. The Rees algebra Rees(I ) = R⊕I⊕I 2⊕· · · of the ideal I = 〈a, b, c〉
is the graded R-algebra which can be described as the image of an R-algebra homomorphism h: R[x, y, z] → Rees(I ). This paper
discusses one result concerning the structure of the kernel of the map h and its relation to the problem of finding the implicit
equation of the image of the map given by a, b, c. In particular, we prove a conjecture of Hong, Simis and Vasconcelos. We also
relate our results to the theory of adjoint curves and prove a special case of a conjecture of Cox.
Published by Elsevier B.V.
MSC: 13D02; 18G99
1. Introduction
The Rees algebra of an ideal is a classical object that has been studied for decades by the commutative algebra
community. The question concerning the defining equations of the Rees algebra of an ideal is addressed in papers such
as [2,5,8–11,14,15,20–23]. Independently, the geometric modeling community discovered the defining equations of
the Rees algebra, using what they call the method of moving curves and surfaces. This method is explained in papers
such as [16–18].
In this paper, we focus on the Rees algebra of the ideal I = 〈a, b, c〉, where a, b, c are linearly independent
homogeneous polynomials in the standard Z-graded ring R := k[s, t] of degree d and no common factors. We discuss
one result concerning the structure of K , the kernel of the map h: R[x, y, z] → Rees(I ).
The basic outline of this paper is as follows. In Section 1 we recall the implicitization problem and the Rees algebra.
In Section 2 we provide an algorithm of finding the minimal generators of K , the kernel of the map h, and prove a
conjecture of Hong, Simis and Vasconcelos [12]. In Section 3 we relate our results to the theory of adjoint curves and
prove a special case of a conjecture of Cox [6].
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1.1. Implicitization
Let k be a field, and let a, b, c be linearly independent homogeneous polynomials in the standard Z-graded ring
R := k[s, t]
of the same degree d . We also assume that gcd(a, b, c) = 1, which implies that a, b, c define a morphism P1 → P2
of k-varieties that is generically finite-to-one. The image C of this map is a curve in P2 and hence defined by an
essentially unique F ∈ k[x, y, z], which identically satisfies F(a, b, c) = 0. This polynomial is absolutely irreducible
(irreducible over the algebraic closure of k). The implicitization problem is then the problem to compute this F by
some algorithm. If we assume the stronger condition that the rational map is generically one-to-one, we say that the
parametrization is proper (this is not to be confused with a proper morphism in algebraic geometry). In characteristic
zero this is equivalent to the condition that the rational map P1 → C is a birational equivalence.
We recall:
Definition 1.1. A moving curve of degree r is given by a polynomial∑
i+ j+`=r
Ai j`(s, t)x
i y j z`, Ai j` ∈ R.
This follows the parametrization if∑
i+ j+`=r
Ai j`(s, t)a(s, t)
ib(s, t) jc(s, t)` ≡ 0.
Hence a moving curve of degree r follows the parametrization if and only if
(Ai j`)i+ j+`=r ∈ Syz(I r ),
where I is the ideal 〈a, b, c〉 ⊂ R. The set of all moving curves that follows the parametrization is an ideal in
R[x, y, z]. This is called the moving curve ideal.
1.2. Rees algebra
Given the ideal I = 〈a, b, c〉 ⊂ R = k[s, t], its Rees algebra is the graded R-algebra
Rees(I ) = R ⊕ I ⊕ I 2 ⊕ · · · ,
where the elements in the summand I r are assigned degree r . The canonical morphism
Proj(Rees(I )) −→ Spec(R)
is the blowing up of the ideal I .
For later purposes we note that since R already has a grading and I is homogeneous, the Rees algebra is
then bigraded. Since a, b, c generate I , the Rees algebra Rees(I ) can be described as the image of the R-algebra
homomorphism:
h : R[x, y, z] −→ Rees(I ), where h(x) = a, h(y) = b, h(z) = c.
If K := ker(h), the kernel of the map, then
Rees(I ) = R[x, y, z]/K ,
so
K =
∞⊕
r=1
Syz(I r ). (1)
Comparing this to Definition 1.1, we see that K is precisely the moving curve ideal.
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By (1), the degree one part of K is given by syzygies, where (A, B,C) ∈ Syz(I ) gives the moving line
Ax + By + Cz ∈ K1. Let K ′ = 〈K1〉 ⊂ R[x, y, z] be the ideal generated by these moving lines. As explained
in the proof of Theorem 2.12 in [6], our assumption that gcd(a, b, c) = 1 implies that
K = K ′ : 〈s, t〉∞. (2)
We are interested in describing the minimal generators of K . The Hilbert–Burch theorem [7, Chapter 6] says that
the minimal free resolution of the ideal I = 〈a, b, c〉 has the following form:
0 −→ R(−d − µ)⊕ R(−2d + µ) p,q−−→ R3(−d) −→ I −→ 0, µ ≤ bd/2c.
The syzygies Syz(a, b, c) are generated by two elements p, q with degrees µ ≤ d − µ respectively. As noted above,
we can regard p, q as moving lines
p = px x + py y + pzz, where deg(px ) = deg(py) = deg(pz) = µ in s, t
q = qx x + qy y + qzz, where deg(qx ) = deg(qy) = deg(qz) = d − µ in s, t.
These two elements p, q are called aµ-basis. Here we only discuss the case whenµ = 1. We will present an algorithm
to find the minimal generators of K . We first illustrate the algorithm with an example. Our main result, Theorem 2.3,
shows that this works under very general assumptions.
2. Generators of the kernel K
The following example illustrates our algorithm for obtaining the minimal generators of K for the case µ = 1.
Example 2.1. Consider
a = sd , b = sd−1t, c = td .
Let the ideal I = 〈a, b, c〉 ⊂ R. The Hilbert–Burch resolution
0 −→ R(−d − 1)⊕ R(−2d + 1) −→ R3(−d) −→ I −→ 0
shows that Syz(a, b, c) is a free module generated by two elements p, q, which we write as
p = t x − sy
q = td−1y − sd−1z.
The moving curve ideal K has d + 1 generators:
(1) One moving line of degree 1 in s, t :
p = t x − sy.
(2) One moving line of degree d − 1 in s, t :
q = td−1y − sd−1z.
(3) One moving quadric of degree d − 2 in s, t :
q2 = xzsd−2 − y2td−2.
This is obtained by writing
p = −ys + xt, q = (−zsd−2)s + (ytd−2)t;
and taking the determinant
q2 = det
( −y x
−zsd−2 ytd−2
)
= xzsd−2 − y2td−2.
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(4) Continue the process, each time use p, qi to find the new generators qi+1 of degree one less in s, t than qi . For
example:
q3 = det
( −y x
xzsd−3 −y2td−3
)
= −x2zsd−3 + y3td−3.
(5) The implicit equation is qd with degree zero in s, t :
F = qd = xd−1z − yd .
We generalize the procedure in the above example and state the generalization below as an algorithm to
find the minimal generators of the ideal K . This algorithm was discovered independently by Hong, Simis and
Vasconcelos [12], and their Conjecture 4.8 is proved below.
We set R = k[s, t], A = k[x, y, z], C = A[s, t] = R[x, y, z]. We give C a bigrading by declaring that s, t have
bidegree (0, 1), and x, y, z have bidegree (1, 0). Let I = 〈a, b, c〉 ⊂ R and m = 〈s, t〉 ⊂ C .
Algorithm 2.2. Given a, b, c ∈ R := k[s, t] homogeneous of degree d ≥ 3 with µ = 1 and gcd(a, b, c) = 1, we
compute d + 1 elements of C = R[x, y, z] as follows.
(1) Compute a µ-basis p, q of Syz(a, b, c). These have bidegrees (1, 1), (1, d − 1) respectively when regarded as
elements of K . Write p, q in the form:
p = pss + pt t; bideg(ps) = bideg(pt ) = (1, 0)
q = q1ss + q1t t; bideg(q1s) = bideg(q1t ) = (1, d − 2).
(2) Compute
q2 := det
(
ps pt
q1s q1t
)
, bideg(q2) = (2, d − 2).
(3) Write q2 = q2ss + q2t t, bideg(q2s) = bideg(q2t ) = (2, d − 3) and compute
q3 := det
(
ps pt
q2s q2t
)
, bideg(q3) = (3, d − 3).
(4) Repeat this process to obtain
qi+1 := det
(
ps pt
qis qi t
)
, bideg(qi+1) = (i + 1, d − i − 1).
(5) The algorithm stops when we obtain
qd := det
(
ps pt
q(d−1)s q(d−1)t
)
, bideg(qd) = (d, 0).
Theorem 2.3. Let a, b, c ∈ R := k[s, t] have degree d ≥ 3, µ = 1, gcd(a, b, c) = 1 and assume that
the parametrization is proper. Then Algorithm 2.2 gives d + 1 minimal generators of the ideal K , that is,
p, q, q2, . . . , qd−1, qd . Furthermore, F = qd is the implicit equation of the curve parametrized by a, b, c.
We follow the same pattern as in the proof of Theorem 2.12 in [6]. We prove this in a series of lemmas
(Lemmas 2.4–2.7) and Theorem 2.9.
Eq. (2) implies that K = 〈p, q〉 : m∞. Let B = C/〈p, q〉 = A[s, t]/〈p, q〉. Then
K/〈p, q〉 = (〈p, q〉 : m∞)/〈p, q〉 = H0m(B) ⊂ B.
To find the minimal generators of K , we will study the generators of H0m(B). Note that B and H
0
m(B) inherit the
grading from C . For this proof, we need only the grading with respect to the variables s, t . Thus, when we write
C = A[s, t], we regard elements of A = k[x, y, z] as having degree 0. In particular, shifts C(−`) and graded pieces
C` will refer to the s, t-grading.
The moving line p of degree 1 in s, t is irreducible in C , since otherwise p would factor as a linear form in s, t
times a linear form L in x, y, z. Then L would give a moving line of degree 0 in s, t , contradicting µ = 1. Since p, q
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generate the syzygy module, we also have p - q in C , so that p, q form a regular sequence in C (this also follows
from the proof of Proposition 6 of [3]). Thus we have a free resolution:
0 −→ C(−d) −q,p−−−→ C(−1)⊕ C(−d + 1) p,q−−→ C −→ B −→ 0. (3)
Lemma 2.4. There is an isomorphism of A-modules:
H0m(B)` = Ker(H2m(C)`−d
p,q−−→ H2m(C)`−1 ⊕ H2m(C)`−d+1).
Proof. In other words, there is an isomorphism of graded C-modules:
H0m(B) = Ker(H2m(C(−d))
p,q−−→ H2m(C(−1))⊕ H2m(C(−d + 1))).
Given any resolution by graded C-modules
0 −→ Cr −→ · · · −→ C1 −→ C0 −→ M −→ 0,
there is a convergent spectral sequence
E−p,q1 = Hqm(C p)⇒ Hq−pm (M)
in the category of graded C-modules. We apply this to the resolution (3). It is known that H im(C) = 0 unless i = 2,
from which it follows that
E−p,qr = 0, ∀p ≥ 3, or q 6= 2, ∀r.
The spectral sequence gives a filtration F• for H0m(B) with two steps such that
H0m(B) = F−2 ⊃ F−1 ⊃ F0 ⊃ 0, with F−p/F−p+1 = E−p,p∞ .
But the vanishing results just mentioned show that E−p,p∞ = E−p,p2 , and these are 0 unless p = 2, so that
H0m(B) = E−2,22 = Ker(H2m(C(−d))
p,q−−→ H2m(C(−1))⊕ H2m(C(−d + 1)))
as claimed. 
From the isomorphism
H2m(C) j ∼= H1(P1A,OP1A ( j)),
which is 0 for j ≥ −1, we have from the above lemma that H0m(B)` = 0 for ` ≥ d − 1 (here we use d ≥ 3). Also,
since H0m(B) is a graded B- (or C-) submodule of B we have H
0
m(B)` = 0 for ` < 0. Thus, H0m(B)` 6= 0 only for
0 ≤ ` ≤ d − 2.
Lemma 2.5. H0m(B)0 is the free A-module generated by an implicit equation F for the closed image of the map
P1 a,b,c−−−→ P2.
Proof. This is Proposition 3.5 of [4]. 
We study the generators of H0m(B)`, for 1 ≤ ` ≤ d − 2, starting with ` = d − 2. It is useful to recall that for any
graded C-module M , H im(M) is computed as the cohomology of the complex (M in degree 0)
0 −→ M −→ Ms ⊕ Mt φ−→ Mst −→ 0
where φ(m1,m2) = m1 − m2. This leads to the description
H2m(C) = Coker(φ), where A[s, t]s ⊕ A[s, t]t
φ−→ A[s, t]st ,
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and, as an A-module,
H2m(C) =
1
st
A[s−1, t−1].
Lemma 2.6. Write p = p1s + p2t , where p1, p2 are linear forms in x, y, z. Then for 1 ≤ ` ≤ d − 2, H0m(B)` is the
free A-module generated by the element
d−1−`∑
i=1
(−1)i+1 pd−1−`−i1 pi−12
1
si td−`−i
.
Proof. Since `− 1 ≥ 0, H2m(C)`−1 = 0, so by Lemma 2.4 we have
H0m(B)` = Ker(H2m(C)`−d
p−→ H2m(C)`−d+1).
Also
H2m(C)`−d =
d−1−`⊕
i=1
1
si td−`−i
A, H2m(C)`−d+1 =
d−2−`⊕
i=1
1
si td−1−`−i
A,
so the map p is represented by a (d − 2− `)× (d − 1− `) matrix N :
N =

p1 p2 0 0 · · · 0
0 p1 p2 0 · · · 0
0 0 p1 p2 · · · 0
...
...
...
. . .
. . .
...
0 0 0 · · · p1 p2
 .
Since p = p1s + p2t is irreducible in C , p1, p2 form a regular sequence in the ring A. Then it is clear that
H0m(B)` = Ker(N ) is generated as claimed. 
Now we want to express these generators, via the isomorphism in Lemma 2.4, as mi -torsion elements in B.
Lemma 2.7. For all 1 ≤ ` ≤ d − 2,
AnnB(m`) =
⊕`
i=1
H0m(B)d−1−i .
Proof. Since si t jH0m(B)` ⊂ H0m(B)`+i+ j and H0m(B)` = 0 when ` ≥ d − 1, it is clear that⊕`
i=1
H0m(B)d−1−i ⊂ AnnB(m`), for all 1 ≤ ` ≤ d − 2.
For the other inclusion, we need to show that no element of H0m(B) j with j < d − ` − 1 annihilates m`. Let ϕ j be
the generator of H0m(B) j displayed in the statement of Lemma 2.6. An easy calculation shows that
t`ϕ j =
d−1−`− j∑
i=1
(−1)i+1 pd−1−`− j−i1 pi−12
1
si td−`− j−i
in H0m(B) j+` (i.e., modulo the image of the map φ defined just before Lemma 2.6), and this element is nonzero as an
element of H0m(B) j+` ⊂ H2m(C) j+`−d .
We are going to make a repeated application of the following theorem of Wiebe (see [13, Prop. 3.8.1.6] or [24]):
Theorem 2.8. Let R be a commutative ring, n ≥ 1 an integer, M an R-module. Suppose that b1, . . . , bn and
c1, . . . , cn are two regular sequences in M, and 〈b1, . . . , bn〉 ⊂ 〈c1, . . . , cn〉. Then:
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(1) Given any matrix ϕ in Matn(R) such that [b1, . . . , bn] = [c1, . . . , cn]ϕ, multiplication by detϕ induces an R-
linear map ∆ : M/cM −→ M/bM which is independent of the choice of ϕ.
(2) There is an exact sequence of R-modules
0 −→ M/cM ∆−→ M/bM [c1,...,cn ]
T
−−−−−−→ [M/bM]n .
In our application, R = M = C , n = 2, c1, c2 = s, t , and b1, b2 = p, qi , where qi are elements constructed
recursively starting with q1 = q . We use the notation Sylvs,t (p, qi ) to denote the determinant of (one of the) matrices
referred to in the statement of Wiebe’s theorem (“Sylvester forms”), so that qi+1 := Sylvs,t (p, qi ).
Theorem 2.9. For each 1 ≤ ` ≤ d − 2, H0m(B)d−`−1 is the free A-module generated by q`+1.
Proof. By induction on `, starting with ` = 1: We know that s, t form a regular sequence in C and we have already
remarked that p, q = q1 form a regular sequence, so that by Wiebe’s theorem, we have an exact sequence
0 −→ A = C/〈s, t〉 q2−→ C/〈p, q〉 = B [s,t]T−−−→ [C/〈p, q〉]2
and thus (see Lemma 2.7)
A ∼= q2A = AnnB(m)d−2 = H0m(B)d−2.
Since B = C/〈p, q〉, this implies in particular: If ω ∈ C satisfies sω, tω ∈ 〈p, q〉, then ω ∈ 〈p, q, q2〉, and conversely.
Also observe that, q2 having a nonzero image in B implies that q2 ∈ C is not divisible by p ∈ C . Since p is irreducible
(see the discussion preceding Lemma 2.4), it follows that p, q2 form a regular sequence in C . Therefore we may apply
Wiebe’s theorem to get an exact sequence
0 −→ A = C/〈s, t〉 q3−→ C/〈p, q2〉 [s,t]
T−−−→ [C/〈p, q2〉]2.
To prove that q3A ⊂ B generates H0m(B)d−3, first note that q3 is a homogeneous polynomial in s, t of degree d − 3.
By construction q3 ∈ C has the property that if ω ∈ C satisfies sω, tω ∈ 〈p, q2〉, then ω ∈ 〈p, q2, q3〉, and conversely.
This shows that
q3 ∈ AnnB(m2)d−3 = H0m(B)d−3
because s2q3 = s(sq3) ∈ s〈p, q2〉 ⊂ 〈p, q〉 since sq2 ∈ 〈p, q〉, and similarly for stq3, t2q3. On the other hand, let
ω ∈ Cd−3 be any element projecting to an element of H0m(B)d−3. We know that s2ω, stω, t2ω are zero modulo 〈p, q〉.
Consider ω1 = sω. Then sω1, tω1 are zero modulo 〈p, q〉, and thus ω1 ∈ 〈p, q, q2〉. We may write a homogeneous
relation ω1 = αp + βq + γ q2. But since the degree of ω1 is d − 2 and the degree of q is d − 1 we must have β = 0,
so ω1 = sω ∈ 〈p, q2〉. A similar argument shows that tω ∈ 〈p, q2〉, and thus ω ∈ 〈p, q2, q3〉. But another degree
consideration shows that in fact, ω ∈ 〈p, q3〉. Therefore the image of ω in B is in the submodule generated by q3, and
thus that
A ∼= q3A = AnnB(m2)d−3 = H0m(B)d−3,
which is what was needed to show for the case ` = 2.
Now, we assume that the theorem is true for the case ` − 1 ≥ 2, and we will prove it is true for the case `. By
induction we have
A ∼= q`−1A = AnnB(m`−2)d−`+1 = H0m(B)d−`+1.
Since B = C/〈p, q〉, this implies in particular: If ω ∈ C satisfies si t`−2−iω ∈ 〈p, q〉 for all 0 ≤ i ≤ ` − 2, then
ω ∈ 〈p, q, q`−1〉, and conversely. Also observe that, q`−1 having a nonzero image B implies that q`−1 ∈ C is not
divisible by the irreducible polynomial p ∈ C , and thus p, q`−1 form a regular sequence in C . Therefore we may
apply Wiebe’s theorem to get an exact sequence
0 −→ A = C/〈s, t〉 q`−→ C/〈p, q`−1〉 [s,t]
T−−−→ [C/〈p, q`−1〉]2.
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To prove that q`A ⊂ B generates H0m(B)d−`, first note that q` is a homogeneous polynomial in s, t of degree d − `.
By construction q` ∈ C has the property that if ω ∈ C satisfies sω, tω ∈ 〈p, q`−1〉, then ω ∈ 〈p, q`−1, q`〉, and
conversely. This shows that
q` ∈ AnnB(m`−1)d−` = H0m(B)d−`
because for all i, j with i+ j = `−1, we can write si t j = (sηtδ)u with η+δ = `−2 for some choice of u = s or t , and
si t jq` = (sηtδ)uq` ∈ sηtδ〈p, q`−1〉 ⊂ 〈p, q〉 since uq` ∈ 〈p, q`−1〉 by construction of q` and q`−1 ∈ AnnB(m`−2)
by induction. On the other hand, let ω ∈ Cd−` be any element projecting to an element of H0m(B)d−`. We know that
si t`−1−iω is zero modulo 〈p, q〉 for all 0 ≤ i ≤ `− 1. Consider ω1 = sω. Then si t`−2−iω1 is zero modulo 〈p, q〉 for
all 0 ≤ i ≤ `− 2, and thus ω1 ∈ 〈p, q, q`−1〉. We may write a homogeneous relation ω1 = αp + βq + γ q`−1. Since
the degree of ω1 is d − `+ 1 and the degree of q is d − 1 > d − `+ 1, we must have β = 0, so ω1 = sω ∈ 〈p, q`−1〉.
A similar argument shows that tω ∈ 〈p, q`−1〉, and thus ω ∈ 〈p, q`−1, q`〉. But another degree argument shows that
in fact, ω ∈ 〈p, q`〉. Therefore the image of ω in B is in the submodule generated by q`, as claimed.
Therefore, we have proved that for each 1 ≤ ` ≤ d−2, H0m(B)d−`−1 is the free A-module generated by q`+1. 
We can now prove Theorem 2.3. Lemma 2.5 and Theorem 2.9 imply that
H0m(B) = H0m(B)0 ⊕ H0m(B)1 ⊕ · · · ⊕ H0m(B)d−2
= F A ⊕ qd−1A ⊕ · · · ⊕ q2 A,
which shows that p, q, q2, . . . , qd−1, F are minimal generators of K . It remains to prove that F = qd up to a
nonzero constant. The implicit equation F has degree d since the parametrization is proper, and qd has degree d
by construction. Since both vanish on the image of the parametrization, it suffices to show that qd is not the zero
polynomial. From Algorithm 2.2, we see that qd ≡ 0 implies
ps q(d−1)t = pt q(d−1)s .
Since ps, pt are relatively prime, this tells us that q(d−1)s = psQ and q(d−1)t = ptQ for some polynomial Q, which
in turn implies
qd−1 = q(d−1)ss + q(d−1)t t = (pss + pt t)Q = pQ.
This contradicts the fact that qd−1 is nonzero modulo p, so that qd is nonzero. Hence we can take F = qd , which
completes the proof that Algorithm 2.2 gives a set of minimal generators of the moving curve ideal K .
3. Adjoint curves
Let C ⊂ P2 be a curve defined by an absolutely irreducible equation F(x, y, z) = 0 of degree d. The genus of C is
gC = 12 (d − 1)(d − 2)−
1
2
∑
P
mP (mP − 1),
where the sum is over all the singular points P on C , including the infinitely near singularities, and mP is the
multiplicity of the singular point P on C . (see [1, Theorem 3, Section 9.2]). Since C can be parametrized by some
a, b, c ∈ R = k[s, t] if and only if gC = 0, we assume from now on that our curve C is of genus zero.
Definition 3.1. A curve D, possibly reducible, of degree e is adjoint to a curve C if at all singular points P (including
infinitely near ones) of C with multiplicity mP , the curve D has multiplicity at least mP − 1. If g1 = 0 and g2 = 0
define adjoint curves, then Gs,t = sg1 + tg2 gives a family of adjoint curves parametrized by (s, t) ∈ P1, called an
adjoint linear system.
By [19, Lemma 3], C is guaranteed to have an adjoint linear system Gs,t = sg1 + tg2 with deg(g1) = deg(g2) =
d − 1 in x, y, z.
For the main result of this section, we use the bigrading on C = A[s, t] = k[x, y, z; s, t] where x, y, z have
bidegree (1, 0) and s, t have bidegree (0, 1).
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Theorem 3.2. Under the hypotheses of Theorem 2.3, Algorithm 2.2 constructs d+1minimal generators of the moving
curve ideal K with bidegrees
(1, 1), (1, d − 1), (2, d − 2), (3, d − 3), . . . , (d − 1, 1), (d, 0)
such that the generator of bidegree (d − 1, 1) gives an adjoint linear system on the rational curve defined by the
implicit equation F.
Proof. Since p, q are a µ-basis with µ = 1, by a projective change of coordinates in P2, we can assume that moving
line p of degree (1, 1) is of the form p = sx − t y. As usual, we write q = q1 = q1ss + q1t t .
Given p and q , we construct q2, . . . , qd using Algorithm 2.2. We claim that for every 2 ≤ i ≤ d and every
(s, t) 6= (0, 0), the polynomial qi (x, y, z, s, t) vanishes at (x, y, z) = (0, 0, 1) with multiplicity ≥ i − 1.
For q2, this follows immediately from
q2 = Sylv〈s,t〉(p, q1) = det
(
x −y
q1s q1t
)
= xq1t + yq1s .
If we rewrite q2 = q2ss + q2t t , then it follows that q2s and q2t vanish at (0, 0, 1) for every (s, t) 6= (0, 0). Then
q3 = Sylv〈s,t〉(p, q2) = det
(
x −y
q2s q2t
)
= xq2t + yq2s
shows that q3 vanishes at (0, 0, 1) with multiplicity ≥ 2 for every (s, t) 6= (0, 0). Writing q3 = q3ss + q3t t , we see
that the same is true for q3s and q3t . From here, an easy induction completes the proof of the claim.
In particular, F = qd vanishes at (0, 0, 1) with multiplicity ≥ d − 1. If the multiplicity were ≥ d, then F would be
homogeneous in x, y and hence be a product of linear forms. This is impossible, so that (0, 0, 1) is a singular point of
multiplicity d − 1 of the curve defined by F = 0 (remember that d ≥ 3, so we really have a singular point). Since our
curve has genus zero, the genus formula implies that the origin is the only singular point.
Note that qd−1 is a moving curve in K of bidegree (d − 1, 1), i.e., degree d − 1 in x, y, z and degree 1 in s, t . By
our claim, it vanishes at (0, 0, 1) with multiplicity ≥ d − 2 for every (s, t) 6= (0, 0). Therefore, qd−1 gives an adjoint
linear system for the rational curve defined by the implicit equation F . 
As noted in the introduction, this proves the case µ = 1 of a conjecture made in [6] concerning the relation between
adjoint linear systems and the minimal generators of the moving curve ideal for any properly parametrized curve in
P2.
Here is a corollary of the above proof.
Corollary 3.3. Under the hypotheses of Theorem 3.2, the curve parametrized by a, b, c has a unique singular point
P. The point P has multiplicity d − 1 and the moving line of degree 1 in s, t is a pencil of lines through P.
This corollary is well known in the geometric modeling community [16]; what is of interest here is how it follows
from the description of the moving curve ideal.
Another comment concerns adjoint linear systems of degree d − 2 in x, y, z. These are guaranteed to exist by [19,
Lemma 3], yet never show up as generators of the moving curve ideal, since in this degree in x, y, z, the generator
has degree 2 in s, t . It follows that all adjoint linear systems of degree d − 2 in x, y, z are multiples of the moving line
p of degree 1 in s, t .
This can be seen by an elementary argument as follows. Let Gs,t be an adjoint linear system of degree d − 2 in
x, y, z. By Corollary 3.3, Gs,t must vanish to order d − 2 at the singular point P of the parametrized curve. Picking
coordinates so that P = (0, 0, 1), it follows that Gs,t must be homogeneous in x, y, so that it factors as a product of
linear forms in x, y. But Gs,t also has degree 1 in s, t , so that exactly one of these linear forms is linear in s, t . This is
the moving line p of degree 1 in s, t , and hence Gs,t is a multiple of p.
Example 3.4. Consider the following parametrization:
a = s3t − s2t2, b = s2t2 − st3, c = s4 + s2t2 + st3 + t4.
This parametrization satisfies the conditions of Theorem 2.3, with µ-basis
p = t x − sy, q = s3x + (s2t + t3 + st2)y + (st2 − s2t)z.
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According to Algorithm 2.2, we obtain the generators for K as follows:
p = t x − sy
q = s3x + (s2t + t3 + st2)y + (st2 − s2t)z
q1 = x2s2 − xzst + x2t2 + xyt2 + y2t2 + xzt2
q2 = x3s + x2yt + xy2t + y3t − x2zt + xyzt
F = x4 + x2y2 + xy3 + y4 − x2yz + xy2z.
We observe that q2 is the adjoint linear system to the curve defined by F = 0.
On the other hand, if we are given the implicit equation F for a genus 0 curve and an adjoint linear system q2 of
degree d − 1, then we can obtain the rational parametrization as follows:
Res(F, q2, x) = y11(ys4 + ys2t2 − s2t2 + yst3 + st3 + yt4)
Res(F, q2, y) = x11(xs4 − s3t + xs2t2 + s2t2 + xst3 + xt4).
The last factors of the two resultants give
x = s
3t − s2t2
s4 + s2t2 + st3 + t4 , y =
s2t2 − st3
s4 + s2t2 + st3 + t4
which is our original parametrization.
See the discussion in Section 3 of [6].
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