Abstract-We present a statistical interpretation of beamforming to overcome the limitations of standard delay-and-sum (DAS) processing. Both the interference and the signal of interest are viewed as random variables, and the distribution of the signal of interest is exploited to maximize the a posteriori distribution of the aperture signals. In this formulation, the beamformer output is a maximum a posteriori (MAP) estimator of the signal of interest. We provide a closed-form expression for the MAP beamformer and estimate the unknown distribution parameters from the available aperture data using an empirical Bayes approach. We propose a simple scheme that iterates between the estimation of distribution parameters and the computation of the MAP estimator of the signal of interest, leading to an iterative MAP (iMAP) beamformer. This results in a suppression of the interference compared with DAS, without a severe increase in computational complexity or the need for fine-tuning of parameters. The effect of the proposed method on contrast is studied in detail and measured in terms of contrast ratio (CR), contrastto-noise ratio (CNR), and contrast-to-speckle ratio (CSR). By implementing iMAP on both simulated and experimental data, we show that only 13 transmissions are required to obtain a CNR comparable to DAS with 75 plane waves. Compared to other interference suppression methods, such as coherence factor and scaled Wiener processing, iMAP shows an improved contrast and a better preserved speckle pattern.
I. INTRODUCTION

B
-MODE ultrasound imaging can be performed using numerous insonification strategies varying from focused beams to plane-wave and diverging-wave transmissions. Narrow transmissions improve signal-to-noise ratio (SNR) and spatial resolution, while broad unfocused insonification accelerates image acquisition, leading to ultrafast imaging methods [1] . The signals detected by the transducer elements after transmission include reflections from the entire insonified area. To determine the value of a B-mode image at a certain point, focusing delays are applied on the signals in an attempt to isolate an on-target echo originating from this point. In the most common delay-and-sum (DAS) beamforming, the delayed signals are simply averaged to yield the signal of interest. Due to the finite aperture size, the off-target echoes are not entirely suppressed by averaging. As a result, a DAS beampattern is characterized by the main lobe width and levels of sidelobes. Another source of clutter is phase aberrations originating from sound speed inhomogeneities. Together with reverberation echoes produced by impedance mismatches, they further reduce the contrast of a DAS image. These limitations are especially prominent for wide transmissions, where due to lack of transmit focus, clutter originates from a much wider insonified area. Several approaches have been proposed to overcome these limitations of DAS beamforming.
A. Related Work
The sidelobe level of a DAS beamformer can be controlled by weighting the aperture elements. When constant, i.e., signal independent, weights are applied, this process is referred to as fixed apodization and reduces sidelobes at the expense of a wider main lobe, degrading the lateral resolution. This tradeoff can be avoided by using adaptive weights, computed based on the detected signals.
Minimum variance (MV) beamforming [2] improves the resolution without sacrificing contrast by computing the adaptive weights based on estimated signal statistics. Its application to ultrasound imaging was studied extensively over the last two decades [3] - [8] . The need to estimate and invert the data covariance matrix per each image point makes MV beamforming computationally intensive and creates a bottleneck for real-time implementation.
Another approach for clutter suppression assumes that the signal originating at the focal point is highly coherent over the aperture elements while the interference is not. Based on this assumption, a coherence factor (CF) [9] , [10] is calculated as a ratio of coherent to incoherent sums across the signals detected by the aperture to multiply the beamformer output [11] - [16] . Despite the advantages of CF combined with either DAS or MV beamforming, the resulting images may suffer from reduced image brightness and degraded speckle pattern, especially in a low SNR. A detailed study of this phenomenon is presented in [17] , where CF is analyzed in the context of Wiener beamforming [18] and its calculation is interpreted in terms of estimation of signal and noise power. Several alternatives including a scaled Wiener (ScW) postfilter are proposed by Nilsen and Holm [17] to provide a tradeoff between contrast improvement and robustness to low SNR and are studied for focused acquisition.
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Methods based on unfocused insonification, such as plane-wave imaging, can potentially highly benefit from CF processing to improve contrast. In this mode, the quality of an image is inherently reduced due to low SNR and the lack of transmit focus. The latter implies that the clutter originates from a much wider area and severely reduces the contrast of the image. By coherently compounding data obtained by transmitting several tilted plane waves, the image quality is improved and is proportional to the number of transmissions [19] . The latter should be kept as low as possible to maintain a high frame rate and reduce the number of computations leading to a tradeoff between the image quality and the frame rate.
The application of CF processing for broad insonification is challenging due to decreased accuracy in the coherent sum estimation [16] . Several works propose to apply CF-based methods coupled with variations in MV beamforming to overcome this problem [16] , [20] . However, the implementation of MV processing for ultrafast imaging is prohibitive computationally.
B. Contributions
In this work, we present a statistical interpretation of beamforming leading to an alternative framework for processing the detected signals. In the proposed approach, both the interference and the signal of interest are viewed as random variables. This allows exploiting the distribution of the signal of interest in order to maximize the a posteriori distribution of signals detected by the aperture. In this formulation, the beamformer output is a maximum a posteriori (MAP) estimator of the signal of interest. We provide a closed-form expression for the MAP beamformer, which depends on the signal of interest and the interference distribution parameters. Since the latter are unknown, we estimate them from the available aperture data using an empirical Bayes approach [21] . We propose a simple scheme that iterates between the estimation of distribution parameters using maximum likelihood (ML) and the computation of the MAP estimator, leading to an iterative MAP (iMAP) beamformer.
To put the proposed method in context, we review Wiener beamforming, Wiener postfilter, CF, and ScW processing and the relationship between them [12] , [13] , [17] . We also discuss different strategies for statistics estimation used by these methods and compare them with the ML approach used by iMAP.
We consider simulated, experimental, and in vivo data sets provided on the PICMUS website [22] to show that iMAP beamforming with one and two iterations, referred to as iMAP1 and iMAP2, provides a significant improvement in interference suppression compared with DAS, without affecting the resolution for any number of transmissions. The effect of the proposed method and other interference suppression techniques on contrast is studied in detail and measured in terms of contrast ratio (CR), contrast-to-noise ratio (CNR), and contrast-to-speckle ratio (CSR). We show that iMAP1 requires only 13 plane waves to obtain a CNR comparable to that of DAS with 75 transmissions. We also compare iMAP with Wiener postfilter, CF, and ScW with statistics estimation suggested in [17] . The results show that the proposed method provides improved contrast for simulated, experimental, and in vivo data sets. Finally, the effect of iMAP and other interference suppression methods on speckle is assessed by evaluating the statistics of the resulting images. Our tests show the improved preservation of speckle patterns by our approach.
The rest of the article is organized as follows. We introduce the signal model and present iMAP beamforming in Sections II and III, respectively. CF, Wiener, and ScW processing and their connection to the proposed method are reviewed in Section IV. The experimental setup and results are presented in Sections V-VII. A discussion on contrast improvement and metrics appears in Section VIII.
II. SIGNAL MODEL AND STANDARD PROCESSING
We consider a linear array of M elements. The delays are applied to the signals received by the elements after transmission, either focused or broad, to focus the array to a point of interest (r, θ) upon reception. These delayed signals are referred to as aperture data. The analysis is performed for each given image point; therefore, the indexes r and θ are omitted in the following derivations. The delayed signal at the mth element is
where x is a signal of interest that represents the reflectivity of the underlying image at the focal point (r, θ), and n m stands for an additive interference including the off-target reflections, aberration and reverberation clutter, and system noise. In vector notation, (1) becomes
where the vector y corresponds to the aperture data, 1 is a vector of ones, and n is the interference vector. All the vectors are of length M. The two most common beamforming techniques for array processing are DAS and MV. Standard DAS beamforming maximizes the output energy in the direction of interest, namely, the foresight. It reduces to recover the signal of interest by averaging the aperture data, that is,
MV beamforming [2] maintains a unity gain in the foresight while minimizing the energy received from other directions
Assuming that the data vector y has a correlation matrix R y = E[yy H ], the optimal weights are given by
The implementation of the MV beamformer requires estimation and inversion of the data correlation matrix per each image point [5] , [6] . As a result, computational complexity is increased and is often prohibitive for real-time implementation. In addition, image quality is sensitive to estimation errors so that strategies such as spatial smoothing and diagonal loading are required to improve robustness. This introduces parameters that have to be tuned for every specific application. The formulation in (2) implies that the aperture data can be viewed as M noisy measurements of the signal of interest x. The interference vector n accounts for several phenomena. It includes acquisition noise, as well as phase aberrations and reverberation echoes. The latter stems from tissue inhomogeneity and high impedance mismatches that can occur at tissue boundaries, e.g., fat and muscle tissue intersection characterized by high-and low-speed velocities may trap ultrasound signals and generate reverberation clutter [23] . All the above can be naturally assumed to be spatially white. Another interference source, the off-target reflections, produces correlated clutter at transducer elements when focused transmission is considered. In this case, the insonified area is relatively narrow and corresponds to the main lobe and major sidelobes of the transmitted beampattern. A reflector located there affects the receive elements in a correlated way. For broad unfocused transmissions, such as plane and diverging waves, the insonified region is much wider. As a result, the off-target clutter at each element is a superposition of numerous reflections originating in the insonified area. Due to the diversity of geometric paths from the insonified reflectors to each one of the elements, the spatial correlation is reduced. We, therefore, assume that the overall interference at the elements is spatially white, namely, independent and identically distributed (i.i.d.) Gaussian. Explicitly
where I is the M × M identity matrix, and σ 2 n is the noise variance. Further assumptions on x imply the processing that should be applied on the measurement vector y to recover the signal of interest.
Suppose, first, that x is a deterministic unknown parameter. The ML estimate of x is then given by
where (·) H stands for the Hermitian operator. Thus, under the assumption of uncorrelated Gaussian noise at the aperture elements, the ML estimator corresponds to the output of standard DAS beamforming given in (3).
To allow for more involved processing, we consider x to be a random variable and use MAP estimation to recover it from the noisy measurements.
III. MAP BEAMFORMING
A. MAP Estimator
Suppose, next, that the signal of interest is a Gaussian random variable with variance σ 2
x , x ∼ N(0, σ 2 x ), uncorrelated with the noise. We can then consider an MAP estimator
Since y|x ∼ N(x1, σ 2 n I) and x ∼ N(0, σ 2 x ), the MAP estimator of x is given by
The beamformer weights are correspondingly
The expression in (9) implies that the summation of the aperture data in MAP beamforming is performed using weights defined by the parameters of the prior distribution of the signal of interest and the interference. In most realistic scenarios, the parameters are unknown and, therefore, need to be estimated from the data at hand. This leads to the iMAP beamformer, which we introduce next.
B. Prior Distribution Parameter Estimation
To estimate the unknown parameters σ 2 x and σ 2 n , we use an empirical Bayes approach [21] . Specifically, given σ 2 x and σ 2 n , x can be estimated using (9) . On the other hand, for a given realization of x and y, the unknown parameters can be estimated using an ML approach
This results inσ
We thus suggest iterating between (9) and (13) so as to use the signal of interest to improve the estimation of the distribution parameters and vice versa. The resulting beamformer is presented in Algorithm 1. The only parameters required by the proposed method are the initialization of x and stopping criteria.
In Algorithm 1, we use the DAS beamformer as an initial guess for x. The number of iterations can be chosen, e.g., according to the desired contrast value. However, defining such a value is practical only for predefined phantoms, where the true values of the underlying image are known. Thus, a more practical approach is to define the number iterations empirically. We found experimentally that the second iteration of iMAP leads to about 80-100-dB noise suppression inside the cyst regions. Since the typical dynamic range of medical ultrasound varies from 60 to 80 dB, such a noise suppression is sufficient and further iterations are unnecessary. We, therefore, considered only two iterations in all the following examples. (9) to updatê
Algorithm 1 iMAP Beamforming
4: Iterate 2 and 3 until stopping criterion is met.
IV. COMPARISON WITH RELATED METHODS
In this section, we review CF scaling, Wiener beamforming, and Wiener postfilter, and focus on the relationship between them following derivations in [17] . We then compare ScW, a generalization of Wiener processing proposed in [17] , with iMAP beamforming.
A. Coherence Factor
The CF [9] , [10] is computed as a ratio of coherent to incoherent sums across the aperture signals. For a given range, CF is defined by
In [12] and [13] , CF is used as a scaling factor multiplying the output of DAS. Assuming that the signal originating at the focal point is highly coherent over the aperture elements while the interference is not, multiplication by CF suppresses the off-target echoes and improves contrast. The resulting value of the B-mode image at the point of interest is
with x DAS given by (3). A significant contrast improvement is reported in [12] also for the cases with phase distortions stemming from focusing imperfections of different kinds. Despite the advantages of CF, the resulting images may suffer from reduced image brightness and degraded speckle pattern, especially in the low SNR regime.
B. Wiener Processing
For the Gaussian model assumed in this work, MAP estimation is equivalent to minimizing the mean-squared error (MSE). Explicitly, w MAP is also the solution to the problem
and, therefore, can be referred to as Wiener beamforming [18] . Nilsen and Holm [17] studied Wiener processing to provide a theoretical basis for performance and limitations of CF.
In their work, they present a derivation of Wiener beamforming and propose the concept of a Wiener postfilter for any distortionless beamformer. The signal of interest is assumed to be independent of additive zero-mean interference; however, no assumptions are made on the statistics of the interference. In particular, it is not assumed to be spatially white. For this general case, the Wiener beamformer that solves (16) is given by [17] 
where R n = E[nn H ] and w MV is the MV beamformer of (5). Thus, the implementation of the general Wiener beamformer has the same drawbacks as MV beamforming discussed in Section II. It can be seen from (17) that the Wiener beamformer is an MV beamformer scaled by a factor defined by the ratio of the signal power to the total power of the MV beamformer output. Based on this, Nilsen and Holm [17] define the Wiener postfilter as a scaling factor that can be found for any beamformer w satisfying w H 1 = 1 to minimize the MSE
Implementing H wiener requires the estimation of E[x 2 ] and R n and does not involve matrix inversion. To implement a Wiener postfilter for a DAS beamformer, namely, for w = w DAS , the following estimators are proposed in [17] :
The estimator of R n , therefore, is computed by applying spatial smoothing, i.e., by dividing the total aperture of length M to overlapping subarrays of length L and averaging their covariance matrices. Under the assumption of spatially white interference in (6), i.e., R n = σ 2 n I, the Wiener beamformer in (17) coincides with the Wiener postfilter for a DAS beamformer and is given by
becomes
and is equivalent to the MAP beamformer.
C. Scaled Wiener Postfilter and iMAP
To pinpoint the relationship between the CF and Wiener beamforming, Nilsen and Holm [17] rewrite (14) as
For the case of spatially white interference, |x DAS | 2 and 1 M ||y − x DAS 1|| 2 can be viewed as the estimators of the signal and noise power, i.e.,σ 2 x andσ 2 n , respectively. This allows for the following interpretation of the CF output:
Comparing (21) with (23), CF may be interpreted as a Wiener postfilter for a DAS beamformer with overestimated noise variance [17] . The overestimation of noise results in more severe suppression of the beamformer output, leading on the one hand to improved contrast, but on the other, to reduced image brightness and degraded speckle patterns.
To combine contrast improvement obtained by CF with the robustness of Wiener processing, preserving image brightness and speckle, the following heuristic solution, referred to as an ScW postfilter, is proposed in [17] :
Choosing α in the range from 1 to M, one can gradually move from Wiener to CF performance. To implement the ScW, Nilsen and Holm [17] use the following estimators:
which correspond to the ML estimators in (13) used for the first iteration of iMAP. We note that for α = 1 and estimators in (25) , ScW is equivalent to the first iteration of iMAP. However, ScW with α = 1 was not studied and verified experimentally in [17] . To the best of our knowledge, this work is the first to provide such results, referred in the context of this article as iMAP1. We note that, theoretically, Wiener processing should provide an optimal solution in terms of MSE. The fact that CF yields improved contrast compared with Wiener beamforming and Wiener postfilter, as reported in [17] , can be explained by poor estimation of σ 2 x and σ 2 n . The estimator of σ 2 x used for Wiener processingσ 2 x = |x DAS | 2 (26) overestimates the energy of the true signal since it includes all the interference that is not suppressed by DAS beamforming. This, in turn, leads to underestimated noise power because of the subtraction of the estimated signal of interest
The introduction of α in (24) may be viewed as an attempt to compensate for the estimation flaws in a heuristic way. The iterative approach proposed in Section III-B deals with the same problem of parameter estimation. Instead of arbitrary compensation for limited estimation accuracy, it uses the available estimator of the signal of interest to improve the estimation of the parameters and vice versa. Thus, we expect it to provide a better performance, as we will demonstrate in Section VII.
V. EXPERIMENTAL SETUP
To verify the performance of the proposed method, we used PICMUS data sets [22] . The above include simulated and experimental data as well as in vivo acquisitions and are provided at the PICMUS website 1 . The availability of the data together with the detailed description of the proposed method makes the results easily reproducible.
The performance of iMAP1 and iMAP2 is compared with the following methods:
1) DAS beamforming defined in (3); 2) Wiener postfilter for DAS beamformer according to (18) using the estimators in (19); 3) ScW processing according to (24) with estimators in (25) and α = M 1/2 as proposed in [17] ; 4) CF using the definition in (14) . The difference between the Wiener postfilter as defined in (18) and iMAP1 is in the way they estimate the interference covariance matrix. The iMAP1 relies on the assumption of spatially white interference, which is not exploited in (19) . The comparison of iMAP1 and Wiener postfilter may, thus, provide valuable insight regarding the noise statistics. As mentioned in Section IV-C, ScW can be viewed as a heuristic way to compensate for the statistical estimation flaws. It is compared with iMAP2, which threats the same problem in an iterative fashion.
A. Description of the Data Sets
To study the performance of the proposed method, we use the following data sets. 1) Simulated Images: We start with two acquisitions, simulated with Field II [24] , [25] . First, we evaluate resolution using a point-reflector phantom with isolated scatterers distributed in an anechoic background. Then, we proceed to contrast evaluation using a simulated phantom of a number of anechoic cysts embedded in speckle. 2) Experimental Data Set: Both resolution and contrast are next evaluated experimentally using a recorded data set of a CIRS Multi-Purpose Ultrasound Phantom (Model 040GSE). The scan region contains anechoic cysts and a point reflector.
3) In Vivo Acquisitions: Finally, we apply the proposed method on two in vivo data sets of a carotid artery. This allows for the qualitative assessment of the proposed technique.
B. Acquisition Parameters
The acquisition is performed with an f -number of 1.75, and no apodization is applied upon reception.
VI. PERFORMANCE EVALUATION
To study the performance of iMAP and compare it with other methods, we evaluate resolution and contrast, which are the major parameters of interest in ultrasound imaging. We also verify the ability of iMAP to preserve the speckle pattern, which is known to be of high value in many medical imaging modalities [26] , [27] .
A. Resolution
The resolution is evaluated by computing the full-width at half-maximum of the point spread function in the axial and lateral directions.
B. Contrast
When evaluating the performance of iMAP in terms of contrast, we encountered several metrics, established in the literature. The first one is the CR, the ratio between the mean value of the region of interest, cyst in our case, and that of the background [12] , [28] 
where μ b and μ c stand for the mean log compressed intensity of the background and the anechoic cyst region, respectively. CSR, another well-established metric, considers the variances of the background and the region of interest, σ 2 b and σ 2 c [29] , respectively,
Finally, CNR is defined as the ratio between the CR and the standard deviation of the image intensity in the background, σ b , [30] 
This metric evaluates the contrast relative to the background variance and imposes a penalty on methods increasing the variance of the background. CNR is insensitive to the variance in the region of interest, which can be beneficial when the region of interest is an anechoic cyst. Assuming that the mean value within the cyst is significantly reduced compared with background, e.g., tens of decibels, the increased variance of the cyst might not be noticeable in the image. Imposing a penalty for increased variance within the cyst in this case is less informative. CNR defined in (30) is used in [12] , [13] , and [17] to evaluate the performance of CF, Wiener postfilter, and ScW. One can expect the three above-mentioned metrics to be correlative. Namely, if one method outperforms another in one of the metrics, it will be superior in all the others as well. However, as we will see in Section VII, this is not always true for the methods discussed in this article. We compute the three above-mentioned metrics to provide a comprehensive study on the performance of the proposed method and related techniques.
C. Speckle Pattern
To compare the effect of iMAP and other interference suppression techniques on speckle, we evaluated the speckle area within the images obtained by different methods. For each image, we performed a Kolmogorov-Smirnov (K-S) test to find the regions obeying a Rayleigh probability density function (pdf) [31] , [32] . The K-S test is a common statistical hypothesis test that verifies whether there is enough evidence in data to deduce that the hypothesis under consideration is correct. In our case, the hypothesis is that the investigated pattern obeys the Rayleigh pdf. To this end, the envelope data of each image are divided into overlapping patches of 20 × 15 pixels and the K-S test is applied to each patch. The patches that pass the K-S test with the significance level α = 0.05 are included into the speckle region of each image. The patches that did not pass the test are zeroed out. To quantify the similarity, we define the speckle region of the DAS image as a reference and compute what percentage of it is defined as speckle in images obtained by other techniques.
VII. RESULTS
A. Simulations 1) Resolution:
We start with an image of a point-reflector phantom obtained by the simulation of a single plane-wave transmission. Fig. 1 presents the results of DAS, Wiener postfilter, iMAP1 , iMAP2, ScW, and CF. The axial and lateral resolutions are computed as an average over all point reflectors within the image. The resulting values are summarized in Table I . The lateral cross section of a middle point reflector located at a depth of 20 mm is shown in Fig. 3 . It can be seen that CF provides the most prominent improvement in both axial and lateral resolutions. All the other methods lead to results that are better or comparable to the standard DAS processing. As is evident in Figs. 1 and 2 , the main effect of all the methods is in reduction of the lateral sidelobes, which, as will be shown in Section VII-A2, is expressed in contrast enhancement. Fig. 3 shows the images obtained with DAS, Wiener postfilter, iMAP1, iMAP2, ScW, and CF and gives a qualitative impression of the contrast resulting from each approach. The lateral cross section of three cysts located at a depth of 30 mm is shown in Fig. 4 . The acquisition is performed with a single plane-wave transmission. To evaluate the contrast quantitatively, we computed the CR, CNR, and CSR of an image as an average CR, CNR, and CSR over all nine cysts of the simulated phantom, respectively. The resulting values are presented in Table II .
First, we take a closer look at the iMAP1 performance compared with the Wiener postfilter. It can be seen in Fig. 4(a) that iMAP1 provides better interference suppression within the cyst while being closer to DAS result in the speckle Table II . As mentioned in Section V, the difference between the Wiener postfilter and the iMAP1 is in the estimation of the noise covariance matrix. The superior performance of iMAP1 compared with Wiener postfilter, thus, may be explained by poor estimation of the latter. The estimator of R n in (19) does not consider an assumption of spatially white noise. This assumption is used by iMAP and leads to improved performance. This provides empirical justification for the spatially white interference model used in this work.
We next compare the results of CF, ScW, and iMAP2. All these techniques are characterized by a very sharp magnitude dropoff at the transition from speckle to cyst regions, as shown in Fig. 4(b) . As a result, cyst boundaries in Fig. 3 are very clear even for an image obtained with a single plane-wave transmission. As expected, an image obtained by CF suffers from severely reduced brightness. Even though noise within the cyst is highly suppressed, leading to increased CR, the improvement in CNR obtained by CF is moderate due to reduced brightness and higher variance of the surrounding area. The performance of ScW is improved compared with CF. Visually, the resulting image resembles the one obtained by iMAP2; however, the values of both CR and CNR for iMAP2 are higher. Fig. 4(b) shows that iMAP2 outperforms both CF and ScW in terms of noise suppression within the cyst. Despite the superior noise suppression, the effect of iMAP2 within the speckle regions is less prominent compared with CF and ScW. This shows that iMAP2 does not suppress the magnitude uniformly over all image regions and has better adaptive capabilities compared with CF and ScW.
In terms of CR and CNR, iMAP1 and iMAP2 are superior compared with the Wiener postfilter and CF and ScW, respectively. We also note that all the above-mentioned methods, except Wiener postfilter, outperform DAS. However, the values of CSR for all interference suppressing methods, studied in this article, are comparable or even lower than DAS. This is explained by the increased variance within the cyst region, σ 2 c , which is penalized by CSR. The increase in variance is clearly seen in the cyst lateral cross section in Fig. 4 . However, its effect on the resulting images in Fig. 3 is less prominent due to the significantly reduced mean value within the cyst compared with the background.
We also note that there is a difference between the performance improvement in terms of CR and CNR for all the methods being studied. The CR is increased by up to four times, e.g., iMAP2 compared with DAS, while the improvement in CNR is much more moderate. The inconsistency in contrast metrics is discussed in detail in Section VIII.
3) Contrast for Multiple Plane-Wave Transmissions: To evaluate the performance of different methods for the transmission of multiple plane waves with different inclinations, we present the CR and CNR as a function of the number of transmitted plane waves, varying from 3 to 75. The angles are spaced uniformly between −16 • and 16 • to keep the lateral resolution comparable for a different number of plane waves. As shown in Fig. 5 , the CR and CNR increase with the number of transmitted plane waves for all the approaches. In terms of CR, iMAP1 outperforms the Wiener postfilter, while iMAP2 provides better results compared with CF and ScW. In terms of CNR, iMAP for both one and two iterations outperforms other methods being studied. iMAP1 provides on average 2.17-dB improvement compared with DAS. For iMAP2, the average improvement is 4.82 dB. For CF and ScW, the average improvement is 0.91 and 1.84 dB, respectively.
We note that only 13 plane waves are required for iMAP1 to yield the CNR compared with that of DAS with 75 transmissions. Fig. 6(a) and (b) show the images obtained by DAS from 13 and 75 transmissions. Images formed from 13 plane waves using iMAP1, iMAP2, Wiener postfilter, ScW, and CF are shown in Fig. 6(c)-(g) , respectively.
4) Speckle Pattern:
The similarity of speckle regions for images in Fig. 6 is evaluated using the K-S test as elaborated in Section VI-C. We use the DAS image with 75 transmissions as a reference. The similarity values are presented in Table III . Evidently, the similarity of CF is extremely low; explicitly, less than 1% of the resulting pattern is defined as speckle by the K-S test. The first iteration of iMAP yields the highest similarity of 74.12%, while iMAP2 yields a similarity of 62.45% and is comparable to the Wiener postfilter. These results are in good agreement with the lateral cross section of the cyst phantom obtained with a single transmission presented in Fig. 4 .
B. Experiments
We next proceed to the experimental data obtained by scanning a phantom containing both anechoic inclusions and a point reflector to allow for the evaluation of both contrast and resolution.
We start with the evaluation of contrast. Graphs of CR and CNR as a function of the number of plane waves are presented in Fig. 7 . Similar to simulated data, the CNR of iMAP1 using 13 plane waves is comparable to that of DAS with 75 plane waves. Fig. 8(a) and (b) show the images obtained by DAS from 13 and 75 transmissions. Images formed with 13 plane waves using iMAP1, iMAP2, Wiener postfilter, ScW, and CF are shown in Fig. 8(c)-(g) , respectively. Similar to simulation results, iMAP with one and two iterations and ScW provide prominent improvement of contrast. To take a closer look at the performance of the above-mentioned methods, lateral cross sections of upper and lower cysts of Fig. 8 are presented in Fig. 9(a) and (b) , respectively. We note that all the techniques with 13 transmitted plane waves provide a sharper dropoff from speckle to cyst region compared with DAS with 75 transmissions. As in the simulated results, iMAP2 outperforms ScW in terms of noise suppression within the cyst while maintaining a speckle pattern that is closer to DAS the output. This is especially prominent for lower depth.
The quantitative measurements of contrast and lateral resolution of images in Fig. 8 are presented in Table IV . The axial resolution is 0.58 mm for all the images. It can be seen that iMAP1 with 13 plane waves is comparable to DAS based on 75 plane waves in terms of CR, CNR, and resolution.
However, note that in terms of CSR, the performance of all the methods is reduced compared with DAS. This point is elaborated in Section VIII. Similarity values for speckle regions are presented in Table III . The DAS image with 75 transmissions is used as a reference.
The experimental results are in close agreement with simulations. 
C. In Vivo Acquisition
Finally, we apply the proposed beamformer to two in vivo data sets of a carotid artery. Based on the results of Section VII-B, we compare DAS obtained with 13 and 75 transmissions with all the other methods. Figs. 10 and 11 show the cross section and the longitudinal scan of a carotid artery. The improvement of contrast is especially prominent in Fig. 10 , where the cross section of the carotid artery is much cleaner with a very sharp edge for iMAP1, iMAP2, and ScW. To demonstrate the difference in the performance of the three above-mentioned techniques, Fig. 12 shows a lateral cross section of the carotid from Fig. 10 at a depth of 1.8 cm. We note that all the three methods with only 13 transmissions provide a sharper dropoff at the translation to the carotid cavity compared with DAS with 75 plane waves. In terms of clutter suppression within the artery, iMAP2 outperforms ScW; however, they both affect the speckle pattern. iMAP1 with 13 transmissions provides interference suppression comparable to DAS with 75 plane waves with much less effect on speckle regions compared with iMAP2 and ScW.
VIII. DISCUSSION
The main effect of the interference suppression techniques, discussed in this article, is on image contrast. To evaluate the contrast properly and provide a thorough comparison of different methods, we used three contrast metrics, CR, CSR, and CNR, accepted in the literature. In Section VII, we saw that there are two kinds of discrepancies in the performance of the studied methods when different metrics are used. First, the improvement in CR is much more prominent compared with CNR. Second, the methods that outperform DAS in terms of CR and CNR perform equally or even slightly worse in terms of CSR. We now address the inconsistent values of different contrast metrics.
For both simulated and experimental data, all the examined methods outperform DAS in terms of CR. This implies that the mean value within the cyst is reduced due to interference suppression. Wiener postfilter and iMAP provide the CR improvement of above 44% and 108%, respectively. However, the CNR obtained with the Wiener postfilter is reduced compared with DAS for both simulated and experimental data. Moreover, there is a prominent gap between the performance improvement in terms of CR and CNR, e.g., iMAP1 and ScW provide more than 50% improvement in CR, while the improvement in CNR is only 7%-15%.
The above-mentioned phenomenon is explained by the increased variance of the background, which imposes a penalty on CNR. Comparison of CR and CNR shows that all the examined methods increase the variance of the background. These results are in agreement with the study of the effect of adaptive beamformers on speckle statistics presented recently in [33] . Hverven et al. [33] show that adaptive beamforming approaches such as MV and CF alter speckle statistics leading to more heavy-tailed distributions that result in increased variance. In general, the increased variance is undesirable and is a drawback of interference suppression. Statistical tests on the speckle region, performed in Section VII-A4, show that the similarity of the speckle region is reduced by all the methods, discussed in this article. However, the level of reduction varies greatly between different techniques: iMAP1 results in 90% similarity for experimental data, while CF yields only 1.52%.
The values of CSR for all the methods, except Wiener postfilter, are comparable to that of DAS. The fact that iMAP1 and iMAP2 do not show an advantage in terms of CSR compared with other approaches, as opposed to CR and CNR metrics, is explained by the increased variance within the cyst. To put it explicitly, iMAP1 and iMAP2 yield reduced mean value within the cyst compared with Wiener postfilter and CF and ScW, respectively, while keeping the increase in background variance moderate. This can be seen from the values of CR and CNR as well as in Fig. 4 . The increase in variance within the cyst, however, is higher for iMAP, leading to lower values of CSR.
As mentioned in Section VII-A2, CR, CSR, and CNR are accepted quantitative contrast metrics. Recently, an alternative approach for contrast analysis was proposed in [33] . The authors used simulated data to show that some adaptive beamforming methods tend to stretch the dynamic range of the image. This results in misleading improvement of measured resolution and contrast. Rindal et al. [33] propose to use dynamic range calibration (DRC) to compensate for the differences and allow for a fair comparison. Interestingly, the differences between CR before and after DRC resemble the gaps between CR and CNR we observed in our experiments.
This may indicate that the penalty on increased background variance applied by CNR, accounts, to some extent, for a stretched dynamic range of the image.
The metrics for contrast evaluation provide meaningful insights into the performance of different methods and help to pinpoint their benefits and limitations. However, the resulting numbers are not always informative. As we can see here, the improved difference between the mean values of cyst and background is canceled by the increased variance within the cyst. This results in the close values of CSR, while the resulting images are very different. On the other hand, CR alone can also be misleading since it is insensitive to changes in the variance of neither background nor the region of interest. It is, therefore, important to analyze several contrast metrics together with the resulting images and even cross section of regions being studied. Moreover, the relationship between quantitative metrics of contrast, its qualitative perception, as well as the effects on dynamic range and statistical properties of speckle should be further studied and linked together to allow for study and fair comparison of different beamforming techniques.
IX. CONCLUSION
In this work, we proposed a statistical interpretation of the beamforming process. We treat the signal of interest and the interference as uncorrelated Gaussian random variables and view beamforming as MAP estimation of the signal of interest. The implementation of MAP requires the knowledge of the signal and interference variances. We propose using the current estimator of the signal of interest to improve the estimation of the distribution parameters and vice versa, leading to an iterative implementation of the MAP beamformer. The resulting iterative scheme is computationally simple and does not require fine-tuning of parameters.
The proposed method improves the contrast in terms of CR and CNR compared with DAS as demonstrated using both simulated and experimental data. Only 13 plane waves are required for iMAP1 to obtain the CNR of DAS with 75 transmissions. The second iteration, iMAP2, leads to 80-100-dB noise suppression inside the cyst regions. The comparison of Wiener postfilter, CF, and ScW with the signal model and parameter estimators proposed in previous works shows the superior performance of iMAP in terms of CR and CNR and better preserved speckle patterns, which is verified by a statistical K-S test. A study of CR, CNR, and CSR shows that iMAP1 and iMAP2 yield a reduced mean value within the cyst compared with Wiener postfilter and CF and ScW, respectively, while keeping the increase in background variance moderate. However, the increase in variance within the cyst is more prominent for iMAP.
In this work, we proposed and implemented an algorithm based on a simple, yet, reasonable model. Our approach shows the ability to suppress interference without significantly increasing complexity. Obviously, studying more involved models is of interest since this can potentially further improve performance. We note, however, that the comparison of Wiener postfilter and iMAP performance points to a tradeoff between the correctness of the model and the ability to estimate its parameters. We can consider iMAP and the Wiener postfilter as two extreme cases: iMAP is based on a simple model that requires the estimation of only two parameters: the variances of the signal of interest and the noise. In contrast, the Wiener postfilter does not make any assumptions on the noise distribution. As a result, the model is much more general but it requires estimating the entire noise covariance matrix. The empirical results presented in this article show that iMAP outperforms Wiener postfilter in terms of contrast. This can be explained by a poor estimation of the noise covariance matrix. A detailed study of more involved models and their effect on parameter estimation is left to future work.
In addition to quantitative measurements, based on simulated and experimental phantoms, two in vivo scans allow for the visual assessment of the resulting image quality. The in vivo results are consistent with simulations and phantom scans in terms of contrast improvement. However, one can note that the background brightness is reduced in the vicinity of hyperechoic regions, as it appears in Fig. 10 (c), (d) , (f), and (g) above the carotid cross section on the right side of the hyperechoic structure. This artifact is seen in the images obtained by iMAP, ScW, and CF. All the above exploit the assumption of spatially white interference. This is not the case in a hyperechoic region that contaminates the signal detected by the elements in a highly correlated manner. To cope with this problem, the correlation between detected signals should be taken into account, leading to an improved estimation of signal and noise variances.
To conclude, iMAP provides a prominent improvement of contrast without affecting the resolution and results in a speckle pattern comparable to that of DAS. Consequently, for the plane-wave mode, fewer transmissions are required, maintaining high frame rate and reducing the amount of computations. The achieved improvement in image quality while keeping high frame rate makes the proposed method appealing to ultrafast modalities such as coherent plane-wave elastography [19] and ultrafast Doppler [34] .
