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A method for deducing the stress–strain uniaxial properties of metallic materials from instrumented spherical inden-
tation is presented along with an experimental veriﬁcation.
An extensive ﬁnite element parametric analysis of the spherical indentation was performed in order to generate a
database of load vs. depth of penetration curves for classes of materials selected in order to represent the metals com-
monly employed in structural applications. The stress–strain curves of the materials were represented with three param-
eters: the Young modulus for the elastic regime, the stress of proportionality limit and the strain-hardening coeﬃcient
for the elastic–plastic regime.
The indentation curves simulated by the ﬁnite element analyses were ﬁtted in order to obtain a continuous function
which can produce accurate load vs. depth curves for any combination of the constitutive elastic–plastic parameters. On
the basis of this continuous function, an optimization algorithm was then employed to deduce the material elastic–
plastic parameters and the related stress–strain curve when the measured load vs. depth curve is available by an instru-
mented spherical indentation test.
The proposed method was veriﬁed by comparing the predicted stress–strain curves with those directly measured for
several metallic alloys having diﬀerent mechanical properties.
This result conﬁrms the possibility to deduce the complete stress–strain curve of a metal alloy with good accuracy by
a properly conducted instrumented spherical indentation test and a suitable interpretation technique of the measured
quantities.
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Indentation tests have been extensively employed in order to measure technological characteristics and
to estimate mechanical properties of materials. In particular, the hardness is obtained by dividing the max-
imum force applied during the indentation by the extension of the residual crater produced on the surface
of the sample. The relatively simple and low-cost procedure, the possibility to be applied on a small sample
and the characteristic to be a non-destructive test applicable also on in-service components, are some rea-
sons for the diﬀusion of the hardness test for material qualiﬁcation.
Several empirical relationships have been proposed for directly correlating hardness with yield and
tensile strengths (Tabor, 1951; Shabel and Young, 1987; Lai and Lim, 1991; Fischer-Cripps, 2000). Unfor-
tunately, those empirical relationships are valid only for speciﬁc classes of materials and this makes the use
of the hardness properties a procedure not much accurate and not general to evaluate the main material
strength parameters.
The introduction of the instrumented indentation testing machines made many details of the indentation
process to be available and stimulated a great eﬀort to develop more reﬁned procedures (e.g., Johnson,
1985; Au et al., 1980; Taljat et al., 1998; Giannakopoulos and Suresh, 1999; Nayebi et al., 2001) for getting
more accurate estimates of the elastic–plastic properties.
The instrumented indentation test can produce an accurate and complete sampling of the load (L) vs.
penetration depth (h) curve (hereafter called L–h curve). The L–h curve depends on several physical prop-
erties of the tests but it is mainly aﬀected by the uniaxial stress–strain (r–e) curve of the sample material.
Unfortunately, this dependence is not so simple to be predicted, mainly as a consequence of the complexity
of the deformation process produced in the indentation region. Indeed, in the indentation region the mate-
rial of the sample exhibits multiaxial stress conditions with high gradients and large elastic–plastic strains.
Strong non-linearities are also induced by the unilateral contact and the involved large displacements.
Some authors (e.g., Fischer-Cripps, 1997, 2000; Taljat et al., 1998; Giannakopoulos and Suresh, 1999;
Hill et al., 1989) used the slope of the L–h curve produced during loading to estimate plastic ﬂow properties
and deduced the Young modulus by the slope during unloading (Rickerby, 1982; Pharr and Oliver, 1992;
Pharr et al., 1992; Huber et al., 1997; Fischer-Cripps, 2000; Nayebi et al., 2002).
In a pioneering work of the spherical indentation, on the basis of experimental results, Meyer (1908) pro-
posed an empirical power relationship correlating the load to the diameter (d) of the crater:L ¼ B  dl ð1Þ
where B and l are material properties. Successively, Tabor (1951) found that the Meyers exponent l can be
related to the strain-hardening exponent m, used to deﬁne the true stress–true strain curve in the plastic
region by means of a power law relationship (r = Kem). The following simple empirical relationship:m ¼ l 2 ð2Þ
was found to be reasonably accurate for many materials, if the applied load is high enough to generate a
fully plastic enclave around the contact region.
Tabor presented a complete physical description of the material deformation during the indentation pro-
cess. Assuming that the material embedding the indenter is completely in the plastic regime, Tabor obtained
a correlation between the stress–strain curve and the indentation parameters: the crater diameter (d), the
indenter diameter (D) and the applied load (L).
On the basis of an extensive analysis of experimental results found in the literature, Francis (1976) gen-
eralized and improved the Tabors model by subdividing the indentation process in three stages: elastic,
transition and fully plastic. Other authors (Au et al., 1980; Johnson, 1985; Tirupataiah and Sundararajan,
1991; Taljat et al., 1998; Giannakopoulos and Suresh, 1999; Beghini et al., 2002) contributed to reﬁne and
extend the Tabor approach, particularly analyzing the eﬀect of the indenter shape.
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sured after testing and that predicted by geometrical considerations based on the assumptions of perfectly
rigid indenter and rigid-perfectly plastic target material. In particular, they showed that some materials ﬂow
at the crater boundary thus producing a ridge over the level of the undeformed surface (piling-up phenom-
enon). Other materials exhibit the sinking-in phenomenon in which the residual crater has a smoother
edge, and the deformed surface is completely under the level of the undeformed surface. It was observed
that this diﬀerence is related to the material plastic ﬂow characteristic: the piling-up is observed in low
strain-hardening materials, the sinking-in in high strain-hardening materials.
Some authors (Fischer-Cripps, 1997, 2000; Taljat et al., 1998; Mesarovic and Fleck, 1999; Nayebi et al.,
2001) observed that indentation phenomenon can be better modelled by the physical crater diameter, rep-
resenting the size of the region in contact with the indenter at the maximum load. The physical diameter can
be signiﬁcantly diﬀerent from the geometrical diameter that measures the extension of the ﬁnal crater after
the test, particularly for materials with high strain hardening. In fact, the accuracy of the Tabor model can
be improved and its range of applicability extended if the geometrical diameter is replaced by the physical
diameter. Unfortunately, it is not so simple to take a practical advantage from this fact. Indeed, the ﬁnal
geometrical diameter can be easily measured and its current value can be directly calculated during the test
on the basis of the indentation depth, on the contrary the physical diameter (being aﬀected by the unknown
properties of the target material) cannot be obtained by direct elaboration of the measured quantities. Some
authors (Matthews, 1980; Hill et al., 1989; Tirupataiah and Sundararajan, 1991; Taljat et al., 1998) sug-
gested that the ratio between the physical and the geometrical diameters can be considered a function of
the strain-hardening coeﬃcient and the ratio between the yield strength and the Young modulus. On this
hypothesis, a scaling approach was proposed to account for the variability of the yield stress (Fischer-
Cripps, 1997; Taljat et al., 1998; Mesarovic and Fleck, 1999).
Taljat et al. (1998) observed that the local eﬀective stress–strain curves calculated in particular positions
in the crater region resemble the uniaxial stress–strain material curve. On this basis, an approximate pro-
cedure for deducing the strain hardening was developed that is valid only for a given ratio between yield
strength and the Young modulus.
Recently, the authors (Beghini et al., 2002) performed an extensive parametrical ﬁnite element analysis of
the spherical indentation in order to study the dependence of the crater shape to the yield stress and strain
hardening. As a general result it was found that a direct correlation between the crater shape and the mate-
rial properties is not evident. Indeed, unavoidable uncertainties arise when trying to separate the contact
stages (elastic, mixed and fully plastic) and to reproduce the eﬀective size and shape of the contact region.
In the authors opinion, the methods proposed with the aim at improving the Tabors approach for
deducing the stress–strain curve, have reached their limits and it is diﬃcult to ﬁnd ways for making them
more accurate and general. Those methods have lost the simplicity of the Tabor approach by introducing
corrective functions, that make the interpretation of the measured quantities complex, indirect and some-
times questionable for the applicability at large classes of materials. Moreover, in some cases, the corrective
functions lack of clear physical bases and they can introduce inaccuracies and biases, particularly during
the inversion procedure (i.e., when from L–h the r–e curve is obtained).
For these reasons, the authors (Beghini et al., 2001) proposed a direct method for deducing the r–e curve
of a material from load vs. displacement curves obtained in tests with similar characteristics. By applying
this method to spherical indentation, any reference to the eﬀective crater shape is avoided as only the quan-
tities L and h are required in input.
An approach based on the direct correlation between the L–h curve and r–e curve was also applied by
Nayebi et al. (2001) for characterizing surface structurally graded materials. After approximating the L–h
curve by a polynomial and applying an optimization technique, the yield stress and the strain-hardening
coeﬃcient were deduced by a best ﬁt procedure. The method was applied to diﬀerent materials with a max-
imum error of 25% in the yield strength and 20% in the strain-hardening coeﬃcient.
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properties deﬁning the r–e curve from the L–h curve measured in spherical indentation.2. Proposed approach for evaluating the stress–strain curve by instrumented spherical indentation
The present study started by an extensive accurate ﬁnite element analysis of the indentation process
aimed at determining the load vs. indentation depth (L–h) curves for diﬀerent classes of materials. In order
to have a parametric representation of the material uniaxial r–e curve, the following Hollomon like power
law expression was assumed:r eð Þ ¼
E  e; e 6 r0
E
rð1nÞ0  En  en; e >
r0
E
8><
>: ð3Þwhere E is the Young modulus, e the total strain (elastic + plastic), n the strain-hardening coeﬃcient and r0
proportionality limit stress.
By Eq. (3) any material is represented by three parameters: E, r0, n. The curve (3) is shown in Fig. 1,
along with a corresponding typical measured r–e curve for a metal. The yield strength (rys) measured on
an experimental r–e curve is usually higher than r0. For this reason, the stress (ry0.2) corresponding to a
plastic strain of 0.2% (e = 0.002 + ry0.2/E in Eq. (3)), was deﬁned as an estimate of the yield strength by
Eq. (3). It has to be observed that, in a real material, diﬀerent deﬁnitions of the yield strength rys can be
applied, in dependence of the local shape of the measured r–e curve at yielding.
The use of Eq. (3) is somewhat arbitrary, however, the method proposed in the present paper is general
and no theoretical limit exists for its extension to other representations of the r–e material curve (for in-
stance a bilinear curve).
Several combinations of the material parameters (E, r0 and n) were taken into account in order to map a
domain wide enough to cover the properties of the most common metallic materials used in structural
applications.
As a result of this analysis, a database of FE simulated L–h curves for a wide range of target materials
was obtained (hereafter indicated as L(FE)–h(FE) curve). No preliminary assumption was made on the shapeσo
σy, 0.2
σys
σ
ε
εp=0.2 % 
Equation 3 
Experimental σ=E
.ε
σ=σ0
(1–n)En.εn
Fig. 1. Representation of the ﬁtting parameters of Eq. (3).
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calculated pairs (L(FE), h(FE)) for any combination of material parameters.
The analysis of the whole database of simulated L(FE)–h(FE) values, indicated that, within any class of
alloy (deﬁned by the value of E), each curve could be accurately ﬁtted by a properly chosen three-terms
power expansion. The coeﬃcients of the power expansions were then expressed as functions of the other
material parameters (r0 and n). As a preliminary result, a completely analytical expression was obtained
for any class of material that gives a theoretical L–h curve (hereafter called L(th)–h(th) curve) by any couple
of values r0 and n in the analyzed domain.
In the following, the procedure for obtaining the L(th)–h(th) curve on the basis of any combination of r0
and n for any class of material is called direct procedure.
By adopting an optimization algorithm, the direct procedure was then inverted, thus allowing the
parameters (r0 and n) of the material stress–strain curve to be deduced by a given sequence of experimen-
tally obtained L–h values (L(exp)–h(exp)). This is called the inverse procedure. The ﬁnal results is the r–e
curve represented by Eq. (3) by which the given indentation curve is reproduced at best on the basis of
a proper matching criterion.
The direct and the inverse procedures were validated by comparing their results to independent FE sim-
ulations showing a general very good agreement. Moreover, several veriﬁcations were performed by using
experimental values obtained with diﬀerent materials. The ﬁnal section gives a quantitative assessment of
the obtained accuracy.3. Finite element analysis of the indentation process
3.1. FE model
The FE simulation of the spherical indentation was carried out with the Ansys Rel. 5.6 computer pro-
gram. Due to the axi-symmetrical geometry, a two-dimensional model was generated, whose characteristics
were deﬁned on the basis of several preliminary analyses which indicated that:
(1) In spite of the generally adopted assumption for sharp indenters (Johnson, 1985; Giannakopoulos
and Suresh, 1999; Fischer-Cripps, 2000), the spherical indenter cannot be modelled as a rigid body.
Indeed, particularly for target materials with high r0 or n, the contribution of the indenter deforma-
tion to the size and shape of the crater cannot be neglected. According to Field and Swain (1993) and
Taljat et al. (1998), an elastic indenter (having diameter D = 2 mm) made by tungsten–carbide
(Eind = 534 GPa, mind = 0.22) was modelled.
(2) As observed also by Taljat et al. (1998) and Herbert et al. (2001), friction in the contact region was
found to produce negligible eﬀects on the L–h curve, whereas it aﬀects the stress distribution beneath
the indenter. Consequently, in order to reduce the elaboration time and facilitate the convergence,
frictionless point to surface gap elements (Ansys contact 48) were adopted.
(3) The stress–strain ﬁeld exhibits a complex distribution in a small region around the crater. In order to
avoid the inﬂuence of the ﬁnite model dimensions on the solution, the target material was modelled as
a cylinder having diameter Dm = 5D and height Hm = 10D. With this choice, the presence of the
stress-free surfaces (excluding the upper surface) aﬀects the local stress within 0.5%. Similar model
dimensions were also assumed by Fischer-Cripps (1997).
The mesh in the indentation region was reﬁned by comparing the numerical solution with the Hertzian
analytical solution for the elastic contact. The stress was reproduced with a maximum relative error of 1.5%
and the maximum indentation depth with an error of 0.1% at the onset of plasticity in the target material.
Fig. 2. Finite element model used for the analysis.
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at higher loads. However, as the plasticity tends to reduce the stress gradients, it is expected that the numer-
ical simulation of the phenomenon has comparable accuracy also in the elastic–plastic regime.
The ﬁnal FE model, shown in Fig. 2, was made by nearly 20,000 eight-node isoparametric elements
(Ansys stiﬀ 82) and nearly 1200 point to surface gap elements (Ansys contact 48). The elements in the con-
tact region have a characteristic dimension a = 6 lm (a/D = 3 · 103).
3.2. Experimental veriﬁcation of the FE simulation
The aim of the FE analysis was to build up a database of L(FE)–h(FE) curves. The FE analyses were con-
sidered ideal instrumented spherical indentations that eliminated the diﬃculties and the cost of a complete
sampling of the domain by extensive experimental tests. In order to assess the accuracy of the FE simula-
tion of the phenomenon, several tests were carried out for comparison.
The tests were conducted on six diﬀerent materials. The average values and the scatter ranges (±3 stan-
dard deviation) of the material properties determined on the basis of ﬁve uniaxial tensile tests for any mate-
rial are reported in Table 1.
The true stress–true strain values were ﬁtted with the expression (Eq. (3)) by means of a non-linear least
square ﬁtting procedure. The obtained Hollomon curves compared with the experimental results are shown
in Fig. 3, whereas the relevant material parameters are reported in Table 2.
Table 1
Tensile properties of the studied materials, mean value and three standard deviations: Young modulus, yield strength, ultimate
strength, maximum total strain
E (GPa) ry,0.2 (MPa) rr (MPa) A (%)
C40 211 (±2) 412 (±4) 865 (±14.2) 16.2 (±1.5)
AISI 316L 180 (±4) 297 (±5) 864 (±11.5) 34.5 (±2.0)
Cu (work hardened) 121 (±4) 254 (±2) 283 (±2.1) 12.6 (±1.4)
Cu (annealed) 117 (±4) 55 (±2) 313 (±5.1) 36.3 (±1.6)
6060 Al-alloy 74 (±3) 302 (±4) 355 (±4.5) 8.4 (±1.6)
7075 Al-alloy 72 (±3) 534 (±5) 635 (±4.8) 12.1 (±1.9)
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i¼1 r
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i  rðexpÞi
 2
N  1
vuut
; R2 ¼
PN
i¼1 r
ðEq. ð3ÞÞ
i  rðEq. ð3ÞÞaverage
 2
PN
i¼1 r
ðexpÞ
i  rðexpÞaverage
 2 and raverage ¼
PN
i¼1ri
N
ð4Þwhere N is the number of measured couples (for any material) and the superscripts indicate the origin of the
relevant quantities. These values were included in Table 2 to indicate the ability of the Hollomon curve (3)
to directly reproduce the measured curves for the diﬀerent classes of materials. It can be noted that the cal-
culated Hollomon stress–strain curves reproduce the experimental curves with an acceptable accuracy in a
wide strain range for any tested material.
A device for the spherical indentation was set up on a servo-hydraulic testing machine. The relative dis-
placement between indenter and target was measured by a LVDT transducer having an accuracy of 1 lm. A
calibration procedure was carried out to determine the compliance of the testing apparatus. To this pur-
pose, an elastic indentation on a WC–Co target material was performed and the measured indentation
curve was compared with the theoretical curve for an elastic indentation. As a result, a Dh vs. L curve
was determined to be used for correcting the displacements measured by the LVDT transducer during
the indentation tests.
At least ﬁve complete indentation tests were carried out for each target material in displacement control
at a speed of 0.05 mm/min.
The measured L(exp)–h(exp) curves (properly corrected with the testing apparatus compliance) were com-
pared with simulated L(FE)–h(FE) curves obtained by introducing in the FE analysis the Hollomon curve
directly ﬁtted on the measured r–e points. The indentation pressure L/D2 was plotted vs. the dimensionless
depth h/D after introducing, as a scaling factor, the indented diameter D as the characteristic length of the
problem.
As shown in Fig. 4, the experimental and the FE simulated L–h indentation curves are in a fairly good
agreement, thus demonstrating the capability of the FE model of simulating the indentation process with a
satisfactory accuracy.
Two examples of simulated indentation craters are compared with the corresponding residual craters
measured by a proﬁlometer in Fig. 5. It is worth noting that piling-up was predicted and eﬀectively ob-
served for a low strain-hardening material (Al–Mg alloy with n = 0.06) while sinking-in was predicted
and observed for a strain-hardening material (AISI 316L with n = 0.28).
3.3. Parametric analysis of the L(FE)–h(FE) curves
The agreement between the experimental and the numerical results conﬁrmed the possibility of building
up, by a parametric FE analysis, an accurate and extensive database of L–h curves for diﬀerent materials
with E, r0 and n varying in wide ranges.
Fig. 3. Comparison between experimental r–e curves and the best ﬁtting curves based on Hollomons law.
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E = 70 GPa, the Cu-alloys (E = 120 GPa) and the steels (E = 205 GPa). As the Young modulus can be
Table 2
Parameters of the ﬁtting curves obtained by Eq. (3)
E (GPa) r0 (MPa) ry,0.2 (MPa) n s R
2
C40 211 344 415 0.215 20.14 0.968
AISI 316L 180 148 220 0.278 25.07 0.978
Cu (work hardened) 121 251 255 0.013 4.49 0.991
Cu (annealed) 117 17.5 48 0.368 4.18 0.995
6060 Al-alloy 74 295 301 0.061 5.07 0.971
7075 Al-alloy 72 520 527 0.071 4.53 0.986
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0.3 for almost all metals, within any class, the constitutive parameters were reduced to the proportional
stress r0 and the strain-hardening coeﬃcient n.
A set of r–e curves was generated by using Eq. (3) in order to represent a wide range of elastic plastic
material properties. For steel alloys, r0 was chosen in the range 100 6 r0 6 1000 MPa with a step of
100 MPa, and the strain-hardening coeﬃcient n in the range from 0.0 to 0.5 with a step of 0.05. For both
Al-alloys and Cu-alloys, r0 was chosen in the range 60 6 r0 6 660 MPa with a step of 60 MPa, and n in the
range 0 6 n 6 0.48 with a step of 0.06.
In the FE analyses, the Hollomon curves were approximated by a piecewise multilinear function with
strain intervals varying along the curve in order to limit the introduced error in the r estimation within
1% along the complete r–e curve.
The plastic ﬂow was modelled in the hypothesis of isotropic hardening, assuming the Von Mises multi-
axial yielding criterion and the associated Prandtl–Reuss plastic ﬂow rule. Indentations were simulated by a
multistep loading sequence up to a maximum nominal pressures L/D2 = 250 MPa for steels and 200 MPa
for either Al-alloys or Cu-alloys.
The load was applied as a uniform pressure on the equatorial plane of the spherical indenter (Fig. 2).
Some of the simulations for materials having low yield strength and low strain hardening were stopped
at lower nominal pressures due non-convergence.
An example of the eﬀect produced by the material parameters on the simulated L(FE)–h(FE) curves can be
observed in Fig. 6.
3.4. Analysis of the independent parameters
Some authors (Hill et al., 1989; Mesarovic and Fleck, 1999; Taljat et al., 1998) suggested the possibility
to simplify the analysis by normalizing the nominal pressure with the material yield strength, thus reducing
the number of independent physical variables. On the basis of this approach, the strain-hardening coeﬃ-
cients n should become the only material parameter eﬀectively aﬀecting the solution.
The availability of a so large amount of results made it possible to verify that proposal. As an example,
several curves for diﬀerent r0 are plotted for the same strain-hardening coeﬃcient in Fig. 7. By comparing
Figs. 7 and 6(c), a tendency of the curves to converge to a unique master curve (one for each n) when the
nominal pressure is normalized by r0 can be observed. However, the convergence is not complete and the
points show a non-negligible scatter that tends to increase for larger strain-hardening coeﬃcients.
This observation seems to suggest that the proposed normalization is not suitable for obtaining accurate
correlation between r–e and L–h curves.
A physical explanation for the impossibility to obtain a model depending on a unique parameter can be
found. The proposed normalization would produce a unique master curve if the crater shape (and in par-
ticular its depth h) were produced by the plastic strains only (which are functions of the plastic properties r0
and n). However, a contribution is given also by the elastic strains, either under load or after the load
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elastic strains) is present in the target material.
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master curve for materials with low strain hardening and yield strength.
If the elastic strains are considered, the Young modulus should be included in the dimensional analysis.
For this reason the independent dimensionless quantities can be eﬀectively reduced from three to two (for
instance: n and r0/E). A unique dimensionless master surface with two parameters could be determined
thus including both elastic and plastic strains. However, this solution was not taken into account in the
present study by considering that, in practice, the Young modulus is not a continuous parameter as it is
almost constant within the classes of materials herein considered.4. Interpolation of the L–h curves: direct procedure
4.1. Evaluation of the theoretical L–h function
A least square ﬁtting of the L(FE)–h(FE) curves obtained by the parametrical simulation was carried out
by adopting the following expansions (Beghini et al., 2001):L
E  D2 ¼
X4
k¼1
Ak  hD
 k=2
ð5ÞThese functions were preferred to the polynomials with integer exponents (Nayebi et al., 2002), as higher
correlations can be obtained in the whole database range.
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2452 M. Beghini et al. / International Journal of Solids and Structures 43 (2006) 2441–2459For diﬀerent classes of elastic properties, the best ﬁtting coeﬃcients Ak were calculated for any combi-
nation of the parameter r0 and n used in the database creation, thus obtaining a sampling of the following
two-dimensional functions:Ak ¼ Akðr0; nÞ; k ¼ 1; 2; 3; 4 ð6Þ
A two-dimensional polynomial function was introduced (one for any Ak and any class of elastic properties)
to ﬁt these values:
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Fig. 7. Non-dimensional curves for materials with n = 0.3 and diﬀerent E and r0.
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X6
i¼1
X6
j¼1
aijk  ri10  nj1 ð7Þby means of the least squared ﬁtting method.
The three sets of 144 constant coeﬃcients aijk (one set for any class of materials) so determined embody
the whole database.
By using the expressions (5)–(7) the direct procedure is complete, as the theoretical L(th)–h(th) curve can
be analytically expressed for any class of material in the analyzed range by the following equation:LðthÞ h;E; r0; nð Þ ¼ E  D2
X4
k¼1
X6
i¼1
X6
j¼1
aijk  ri10  nj1 
h
D
 k=2
ð8Þin which the dependence of the load to the variable h and the material parameters has been explicitated.
It is worth noting that, in the present analysis, the L(th) functions were obtained for L/D2 values not
exceeding 250 MPa for steels and 200 MPa for the other alloys. Beyond these limits, the values obtained
by the theoretical functions have to be considered an extrapolation of the simulated results and the accu-
racy of the predictions, hereafter quantiﬁed, is not guaranteed.
4.2. Veriﬁcation of the theoretical L–h function
Several checks were set up in order to assess the validity of Eq. (8) and, consequently the accuracy of the
direct procedure by which the L–h curve can be predicted on the basis of the material properties. To this
purpose, all the materials used in the experimental veriﬁcation were considered. In Fig. 8, indentation (L–h)
curves obtained by:
• points deduced by FE modelling with the material elastic–plastic properties measured by the tensile tests:
L(FE)–h(FE) (curves labelled with FEM);
• points directly obtained by indentation tests: L(exp)–h(exp) (curves labelled with experimental);
• points calculated by applying the direct procedure (Eq. (8)) by using the material parameters E, r0 and n
of Table 2 ﬁtted on the measured r–e curves (curves labelled with calculated);
are compared.
It can be observed that, within the domain of analysis, the points are reproduced by Eq. (8) with a
relative error not exceeding 1%. This result was considered a conﬁrmation of the capability of the direct
2454 M. Beghini et al. / International Journal of Solids and Structures 43 (2006) 2441–2459procedure to accurately predict the L–h curve when the elastic–plastic properties are known and the r–e
curve can be reasonably represented by the three parametrical equations (3).
The aijk values obtained for the three classes of materials are not reported for brevity. However, the
authors can provide the Ak coeﬃcients on request if the material uniaxial properties are given (for instance
by E-mail).0
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5.1. Method for deducing the r–e curve
As demonstrated in the previous section, the direct procedure represents a rapid method for determining
the L–h curve when the material properties are known. In this section the inverse procedure is described,
that is the method for determining the material parameters r0 and n by the measured L
(exp)–h(exp) curve.
A direct analytical evaluation of the stress–strain curve starting from a given L–h curve was not possible.
For this reason a numerical method based on an optimization algorithm was used.
The typical output obtainable from an instrumented indentation test is not a continuous function but a
sequence ofM couples of measured values LðexpÞm  hðexpÞm with m = 1, . . . ,M. By adopting modern acquisition
systems, M can be a relatively large number in the order of 100 or more, thus the experimental indentation
curve can be adequately represented by the sequence of couples.
It must considered that theM couples are also aﬀected by experimental errors which are usually diﬃcult
to predict. If we assume that any reasonable source of bias has been eliminated, the experimental points are
aﬀected by the typical scatter due to random errors. As a consequence, a rational method for interpreting
these data is to ﬁnd a L–h curve which ﬁts the points within the level of the random error.
To this purpose the following function v(E, r0, n) was introduced:v E; r0; nð Þ ¼
XM
m¼1
LðthÞ hðexpÞm ;E;r0; n
  LðexpÞm 	2 ð9Þthat can be considered a measure of the global distance between the measured points LðexpÞm –h
ðexpÞ
m and a the-
oretical curve deﬁned by the material properties (E, r0, n).
The procedure requires the knowledge of the class of material, in order to set the parameter E in rela-
tionship (9). From this starting point, an optimization algorithm (Beghini et al., 2001) scans the domain of
the other material properties (r0, n), and by several applications of the direct procedure, selects the theo-
retical curve which minimize the function v(E, r0, n).
The convexity of the function v(E, r0, n) guarantees that the minimum exists and the minimization algo-
rithms demonstrated to converge rapidly to the solution for any considered set of experimental points.
In order to verify the convergence of the optimization algorithm and its coherence, the inverse procedure
was applied by assuming as input points the values simulated by the FE method for producing the data-
base. The results of this self-consistency test are shown in Fig. 9. It can be observed that the inverse pro-
cedure ﬁnds the material properties with a fairly good accuracy as the relative errors are within 4% for r0
and within 2% for n in the whole ranges for any material class.
5.2. Experimental veriﬁcation
To test the validity of the whole method, the experimental points obtained by spherical indentation tests
were used as input of the inverse procedure. As an example, in Fig. 10 three r–e curves are compared:
• The curve obtained by Eq. (3) using as parameters the values determined by the direct least squared ﬁt-
ting of the r–e points measured in tensile tests (values in Table 2) (curve-labelled with Hollomon).
• The r–e points directly measured in tensile tests (curve-labelled with Experimental).
• The curve obtained by Eq. (3) using as parameters the values obtained by the inverse procedure applied
to the values L(exp)–h(exp) measured in indentation tests (curve-labelled with Calculated).
It can be observed that the calculated r–e curves approximate the experimental values with an accuracy
comparable to that obtainable by a direct ﬁtting with the Hollomons law. The relative diﬀerences between
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2456 M. Beghini et al. / International Journal of Solids and Structures 43 (2006) 2441–2459the calculated and the ﬁtted Hollomons curves, are within a range of 4% for materials having rather dif-
ferent properties in a wide range. This level of accuracy is usually adequate in practical applications.
The maximum diﬀerences between Calculated and Experimental curves are located at the highest strain,
while the agreement is very good in the near yield region. This can be considered as a consequence of the
nature of the measured depth h. Indeed, the penetration depth is an integrated eﬀect of the strains (mainly
plastic) experienced by a ﬁnite region of material and, in that region, only a small portion reaches the ex-
treme strain levels. For this reason, the procedure gives the best prediction in the range of small and average
strain while it tends to extrapolate the values at the highest strain levels.
5.3. Practical application of the method
By the proposed method, an approximate r–e curve can be obtained under the following hypotheses:
(1) the class of material is known, with the corresponding Young modulus;
(2) the stress–strain curve can be represented by the Hollomon like expression (3);
(3) the set of the coeﬃcients Ak is available.
Fig. 10. Comparison between experimental, the calculated and the Hollomon r–e curves for the three classes of alloys used in the
experimental characterization.
M. Beghini et al. / International Journal of Solids and Structures 43 (2006) 2441–2459 2457For the last point, any interested reader can contact the authors (for instance by E-mail) for obtaining the
r–e curve by indicating the class of material and the sequence of appropriately measured LðexpÞm –h
ðexpÞ
m values.
The method could seem not very general, as a consequence of the ﬁrst two hypotheses. However, the case
in which the Young modulus of a metallic material is completely unknown can be considered very rare.
2458 M. Beghini et al. / International Journal of Solids and Structures 43 (2006) 2441–2459Usually, the basic element of an alloy (which much aﬀects the value of E) is well known while the uncer-
tainties are related to the presence of other elements or the occurrence of heat treatments which produce
negligible eﬀects on E but can strongly aﬀects the strength characteristics (r0 and n).
The present method can also be extended to other materials by enlarging the database to other classes of
alloys. Indeed, the veriﬁed capability of the method to represent several materials having strongly diﬀerent
properties (form Al and Cu alloys with either high or low ductility up to stiﬀ and strong steels) indicates
that the extension to other classes should not induce particular problems.
On the contrary, on the authors opinion, the extension of the method to more complex r–e curves is not so
simple. In fact, as already mentioned, a linear strain hardening could be considered instead of the Hollomon
power expression. The problem can arise if an expression with more than three parameters is used.
In this case, the dimension of the database increases with the corresponding number of the FE simula-
tions. Moreover, the direct procedure becomes more diﬃcult to be deﬁned and obtained. The interpolating
functions (6) Ak should be deﬁned in a three-dimensional domain thus making not simple the choice of the
proper expansions to ﬁt the FE solutions. However, the main problem would appear when applying the
inverse procedure. If the number of parameters increases, the eﬃciency and the convergence of the optimi-
zation algorithm could be no more guaranteed. With a r–e curve deﬁned by more than three parameters,
similar r–e curves could be produced by diﬀerent combinations of parameters and this can produce insta-
bility and non-convergence in the inverse procedure.
It is worth noting that, in spite of the accuracy of the measurement and of the elaboration, the spherical
indentation is a rather indirect method for getting the r–e properties. For this reason, on the authors opin-
ion, the evaluation of the three main characteristics of the uniaxial curve (that are indeed: E, r0 and n) are
the only quantities that can be deduced from this test with reasonable reliability.6. Conclusions
The satisfactory general agreement between the eﬀective and calculated stress–strain curves for many
materials having diﬀerent mechanical properties conﬁrms the validity of the whole method that can be pro-
posed as an eﬀective experimental tool for testing metallic materials.
In particular, an extensive ﬁnite element modelling of the indentation process gave an accurate reproduc-
tion of the load vs. penetration depth curves (L–h), allowing to distinguish the material response as
a function of elastic and elastic–plastic properties.
On the basis of these results a database of L–h curves was build up covering the whole range of properties
for three classes of metallic materials: steels, Cu-alloys and Al-alloys. A Hollomons law was adopted to rep-
resent the r–e curve. In this way, a direct procedure was set up by which any L–h curve can be obtained on the
basis of the Youngmodulus (E) the limit of proportionality stress (r0) and the strain-hardening coeﬃcient (n).
An inverse procedure, starting from experimentally measured pairs of load and depth of penetration,
was developed for deducing the r–e curve by means of an optimization algorithm. The inverse procedure
was validated by analyzing several experimental L–h curves. The Hollomon representation produced by the
inverse procedure ﬁts the experimental points with an accuracy comparable to that of a direct interpolation
by the Hollomon curve.
For the practical application of the procedure, the authors can produce the r–e curve on the basis of L–h
data provided by any reader along with experimental details.References
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