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Abstract
Viscosity approximation methods for nonexpansive mappings are studied. Consider a nonexpan-
sive self-mapping T of a closed convex subset C of a Banach space X. Suppose that the set Fix(T )
of fixed points of T is nonempty. For a contraction f on C and t ∈ (0,1), let xt ∈ C be the unique
fixed point of the contraction x → tf (x)+ (1− t)T x. Consider also the iteration process {xn}, where
x0 ∈ C is arbitrary and xn+1 = αnf (xn) + (1 − αn)T xn for n 1, where {αn} ⊂ (0,1). If X is ei-
ther Hilbert or uniformly smooth, then it is shown that {xt } and, under certain appropriate conditions
on {αn}, {xn} converge strongly to a fixed point of T which solves some variational inequality.
 2004 Published by Elsevier Inc.
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1. Introduction
Let X be a real Banach space and C a closed convex subset of X. Recall that a self-
mapping f :C → C is a contraction on C if there exists a constant α ∈ (0,1) such that
∥∥f (x) − f (y)∥∥ α‖x − y‖, x, y ∈ C. (1)
We use ΠC to denote the collection of all contractions on C. That is,
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Note that each f ∈ ΠC has a unique fixed point in C.
Let now T :C → C be a nonexpansive mapping; namely,
‖T x − Ty‖ ‖x − y‖ for all x, y ∈ C.
We use Fix(T ) to denote the set of fixed points of T ; i.e., Fix(T ) = {x ∈ C: x = T x}.
Throughout the paper we assume that Fix(T ) = ∅.
Given a real number t ∈ (0,1) and a contraction f ∈ ΠC . Define another mapping
T
f
t :C → C by
T
f
t x = tf (x)+ (1 − t)T x, x ∈ C. (3)
For simplicity we will write Tt for T ft provided no confusion occurs.
It is not hard to see that Tt is a contraction on C. Indeed, for x, y ∈ C, we have
‖Ttx − Tty‖ =
∥∥t[f (x)− f (y)]+ (1 − t)(T x − Ty)∥∥
 αt‖x − y‖ + t‖x − y‖ = (1 − t (1 − α))‖x − y‖.
Let xt := xft ∈ C be the unique fixed point of Tt . Thus xt is the unique solution of the fixed
point equation
xt = tf (xt) + (1 − t)T xt . (4)
One of the purposes of this paper is to study the convergence of {xt } as t → 0 in both
Hilbert spaces and uniformly smooth Banach spaces. A special case has been considered
by Browder [1] in a Hilbert space as follows. Fix u ∈ C and define a contraction St on C
by
Stx = tu + (1 − t)T x, x ∈ C. (5)
Let zt ∈ C be the unique fixed point of St . Thus,
zt = tu + (1 − t)T zt . (6)
Browder [1] proves the following
Theorem 1.1. In a Hilbert space, as t → 0, zt converges strongly to a fixed point of T that
is closest to u, that is, the nearest point projection of u onto Fix(T ).
We also study an iteration process (discretization of (4)) as follows:
xn+1 = αnf (xn) + (1 − αn)T xn, (7)
where {αn} is a sequence in (0,1).
A special case of (7) was considered by Halpern [4] who introduced following iterative
process:
zn+1 = αnu + (1 − αn)T zn, n 0, (8)
where u, z0 ∈ C are arbitrary (but fixed) and {αn} ⊂ (0,1). Lions [5] proves the following
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(L1) limn→∞ αn = 0;
(L2) ∑∞n=0 αn = ∞;
(L3) limn→∞ |αn − αn+1|/α2n+1 = 0.
Then {zn} converges strongly to the nearest point projection of u onto Fix(T ).
The Banach space versions of Theorems 1.1 and 1.2 were obtained by Reich [7] in
which he proves the following
Theorem 1.3. In a uniformly smooth Banach space X, both zt defined in (6) and {zn}
defined in (8) converge strongly to a same fixed point of T . If we define Q :C → Fix(T ) by
Q(u) = s-lim
t→0
zt ,
then Q is the sunny nonexpansive retraction from C onto Fix(T ). Namely, Q satisfies the
property
‖Qx −Qy‖2  〈x − y,J (Qx − Qy)〉, x, y ∈ C, (9)
where J is the (normalized) duality map of X defined by
J (x) = {x∗ ∈ X∗: 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}, x ∈ X.
The viscosity approximation method of selecting a particular fixed point of a given
nonexpansive mapping was proposed by Moudafi [6] who proved the strong convergence
of both the implicit and explicit methods (4) and (7) in Hilbert spaces.
Theorem 1.4. In a Hilbert space define {xn} by the implicit way
xn = 11 + εn T xn +
εn
1 + εn f (xn),
where {εn} is a sequence in (0,1) tending to zero. Then {xn} converges strongly to the
unique solution x˜ ∈ C of the variational inequality〈
(I − f )x˜, x˜ − x〉 0.
In other word, x˜ is the unique fixed point of PFix(T )f .
Theorem 1.5. In a Hilbert space define {xn} by (x0 ∈ C is arbitrary)
xn+1 = 11 + εn T xn +
εn
1 + εn f (xn).
Suppose that {εn} satisfies the conditions
(M1) limn→∞ εn = 0;
(M2) ∑∞n=1 εn = ∞;
(M3) limn→∞ |1/εn − 1/εn−1| = 0.
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(I − f )x˜, x˜ − x〉 0.
In other word, x˜ in the unique fixed point of PFix(T )f .
The purpose of this paper is twofold. First we extend Moudafi’s results [6] in the frame-
work of Hilbert spaces. Secondly we prove the strong convergence of the continuous
scheme {xt } defined by (4) and the iterative scheme {xn} defined by (7) in a uniformly
smooth Banach space.
2. Preliminaries
Below, Lemmas 2.1 and 2.2 can be found in [8,9], Lemma 2.3 in [2] or [3], and
Lemma 2.5 in any standard functional analysis book.
Lemma 2.1. Assume {an} is a sequence of nonnegative real numbers such that
an+1  (1 − γn)an + δn, n 0,
where {γn} is a sequence in (0,1) and {δn} is a sequence in R such that
(1) ∑∞n=1 γn = ∞;
(2) lim supn→∞ δn/γn  0 or
∑∞
n=1 |δn| < ∞.
Then limn→∞ an = 0.
Lemma 2.2. Let J be the (normalized) duality map of a Banach space X. Suppose X is
smooth. Then for all x, y ∈ X, there holds the inequality
‖x + y‖2  ‖x‖2 + 2〈y,J (x + y)〉.
Lemma 2.3. Let H be a Hilbert space, C a closed convex subset of H , and T :C → C
a nonexpansive mapping with Fix(T ) = ∅. If {xn} is a sequence in C weakly converging
to x and if {(I − T )xn} converges strongly to y , then (I − T )x = y .
Notation. We use → for strong convergence and ⇀ for weak convergence.
The following lemma is not hard to prove.
Lemma 2.4. Let H be a Hilbert space, C a closed convex subset of H , and f :C → C
a contraction with coefficient α < 1. Then〈
x − y, (I − f )x − (I − f )y〉 (1 − α)‖x − y‖2, x, y ∈ C.
That is, I − f is strongly monotone with coefficient 1 − α.
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convex subset C of H is defined as follows: Given x ∈ H , PCx is the only point in C with
the property
‖x − PCx‖ = inf
{‖x − y‖: y ∈ C}.
PC is characterized as follows.
Lemma 2.5. Let C be a closed convex subset of a Hilbert space H . Given x ∈ H and
y ∈ C. Then y = PCx if and only if there holds the inequality
〈x − y, y − z〉 0 ∀z ∈ C.
3. Convergence in Hilbert spaces
Our first result is the continuous version of Theorem 1.4 (Theorem 2.1 of Moudafi [6]).
Note that the proof given below is different from that of Moudafi.
Theorem 3.1. In a Hilbert space H , let xt be given by (4). Then we have
(i) s-limt→0 xt =: x˜ exists;
(ii) x˜ = PSf (x˜), or equivalently, x˜ is the unique solution in Fix(T ) to the variational
inequality〈
(I − f )x˜, x − x˜〉 0, x ∈ S, (10)
where S = Fix(T ) and PS is the metric projection from H onto S.
Proof. We first show that {xt } is bounded. Indeed take a p ∈ Fix(T ) to derive that
‖xt −p‖ (1 − t)‖T xt −p‖ + t‖f (xt ) − p‖ (1 − t)‖xt − p‖ + t‖f (xt ) − p‖.
It follows that
‖xt −p‖
∥∥f (xt ) − p∥∥ ∥∥f (xt ) − f (p)∥∥+ ∥∥f (p) − p∥∥
 α‖xt − p‖ +
∥∥f (p) − p∥∥.
Hence
‖xt −p‖ 11 − α
∥∥f (p) − p∥∥ (11)
and {xt } is bounded, so are {T xt } and {f (xt )}. As a result,
‖xt − T xt‖ = t
∥∥T xt − f (xt)∥∥→ 0 (as t → 0). (12)
The key is to show that {xt } is relatively compact as t → 0. Assume {tn} ⊂ (0,1) is such
that tn → 0 as n → ∞. Put xn := xtn . We will show that {xn} contains a subsequence con-
verging strongly to x˜ , where x˜ ∈ Fix(T ) is the unique solution to the variational inequality〈
(I − f )x˜, x − x˜〉 0, x ∈ S, (13)
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a point x˜ ∈ C. By Lemma 2.3, we have x˜ ∈ S.
Since xt − x˜ = (1 − t)(T xt − x˜) + t (f (xt ) − x˜), using xt − x˜ to make inner product,
we obtain
‖xt − x˜‖2 = (1 − t)〈T xt − x˜, xt − x˜〉 + t
〈
f (xt ) − x˜, xt − x˜
〉
 (1 − t)‖xt − x˜‖2 + t
〈
f (xt ) − x˜, xt − x˜
〉
.
Hence
‖xt − x˜‖2 
〈
f (xt) − x˜, xt − x˜
〉= 〈f (xt ) − f (x˜), xt − x˜〉+ 〈f (x˜) − x˜, xt − x˜〉
 α‖xt − x˜‖2 +
〈
f (x˜) − x˜, xt − x˜
〉
.
This implies that
‖xt − x˜‖2  11 − α
〈
xt − x˜, f (x˜) − x˜
〉
. (14)
In particular,
‖xn − x˜‖2  11 − α
〈
xn − x˜, f (x˜) − x˜
〉
. (15)
But xn ⇀ x˜, it follows from (15) that xn → x˜ .
Next we show that x˜ ∈ S solves the variational inequality (13). Indeed noticing that xt
solves the fixed point equation
xt = (1 − t)T xt + tf (xt ),
we have
(I − f )xt = −1 − t
t
(I − T )xt .
Thus for any z ∈ Fix(T ) we infer that
〈
(I − f )xt , xt − z
〉= −1 − t
t
〈
(I − T )xt , xt − z
〉
= −1 − t
t
〈
(I − T )xt − (I − T )z, xt − z
〉
 0 as I − T is monotone.
Taking the limit through t = tn → 0 ensures that x˜ is a solution to (13).
To show that the entire net {xt} converges to x˜, assume xsn → xˆ, where sn → 0. Since
xˆ ∈ S, it follows from the last inequality (with z = xˆ) that〈
(I − f )x˜, x˜ − xˆ〉 0. (16)
Interchange x˜ and xˆ to obtain〈
(I − f )xˆ, xˆ − x˜〉 0. (17)
Adding up (16) and (17) yields〈
x˜ − xˆ, (I − f )x˜ − (I − f )xˆ〉 0. (18)
Lemma 2.4 and (18) imply that xˆ = x˜. 
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x0 ∈ C,
xn+1 = (1 − αn)T xn + αnf (xn), n 0, (19)
where {αn} ⊂ (0,1) satisfies
(H1) αn → 0;
(H2) ∑∞n=0 αn = ∞;
(H3) either ∑∞n=0 |αn+1 − αn| < ∞ or limn→∞(αn+1/αn) = 1.
Theorem 3.2. Let H be a Hilbert space, C a closed convex subset of H , T :C → C a non-
expansive mapping with Fix(T ) = ∅, and f :C → C a contraction. Let {xn} be generated
by (19). Then under the hypotheses (H1)–(H3), xn → x˜ , where x˜ is the unique solution of
the variational inequality (13).
Proof. First we show that {xn} is bounded. Take p ∈ Fix(T ). It follows that
‖xn+1 − p‖ (1 − αn)‖T xn − p‖ + αn
∥∥f (xn) − p∥∥
 (1 − αn)‖xn − p‖ + αn
(∥∥f (xn) − f (p)∥∥+ ∥∥f (p) − p∥∥)
 (1 − αn)‖xn − p‖ + αn
(
α‖xn − p‖ +
∥∥f (p) −p∥∥)

(
1 − (1 − α)αn
)‖xn − p‖ + αn∥∥f (p) − p∥∥
max
{
‖xn − p‖, 11 − α
∥∥f (p) − p∥∥
}
.
By induction,
‖xn − p‖max
{∥∥x0 − p‖, 11 − α
∥∥f (p) − p∥∥
}
, n 0, (20)
and {xn} is bounded, so are {T xn} and {f (xn)}.
We claim that
‖xn+1 − xn‖ → 0. (21)
Indeed we have (for some appropriate constant M > 0)
‖xn+1 − xn‖ =
∥∥(1 − αn)(T xn − T xn−1) + (αn − αn−1)(f (xn−1) − T xn−1)
+ αn
(
f (xn) − f (xn−1)
)∥∥
 (1 − αn)‖xn − xn−1‖ + M|αn − αn−1| + ααn‖xn − xn−1‖
= (1 − (1 − α)αn)‖xn − xn−1‖ + M|αn − αn−1|.
By Lemma 2.1 we have ‖xn+1 − xn‖ → 0.
We now show that
‖xn − T xn‖ → 0. (22)
Indeed this follows from (21),
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= ‖xn − xn+1‖ + αn
∥∥T xn − f (xn)∥∥→ 0.
We next show that
lim sup
n→∞
〈
x˜ − xn, x˜ − f (x˜)
〉
 0. (23)
Indeed take a subsequence {xnk } of {xn} such that
lim sup
n→∞
〈
x˜ − xn, x˜ − f (x˜)
〉= lim sup
k→∞
〈
x˜ − xnk , x˜ − f (x˜)
〉
. (24)
We may assume that xnk ⇀ x¯. It follows from Lemma 2.4 and (22) that x¯ ∈ Fix(T ). Hence
by (13) we obtain
lim sup
n→∞
〈
x˜ − xn, x˜ − f (x˜)
〉= 〈x˜ − x¯, x˜ − f (x˜)〉 0
as required. Finally we show that xn → x˜. As a matter of fact we have
‖xn+1 − x˜‖2 =
∥∥(1 − αn)(T xn − x˜) + αn(f (xn) − x˜)∥∥2
= (1 − αn)2‖T xn − x˜‖2 + α2n
∥∥f (xn) − x˜∥∥2
+ 2αn(1 − αn)
〈
T xn − x˜, f (xn) − x˜
〉

(
1 − 2αn + α2n
)‖xn − x˜‖2 + α2n∥∥f (xn) − x˜∥∥2
+ 2αn(1 − αn)
〈
T xn − x˜, f (xn) − f (x˜)
〉
+ 2αn(1 − αn)
〈
T xn − x˜, f (x˜) − x˜
〉

(
1 − 2αn + α2n + 2ααn(1 − αn)
)‖xn − x˜‖2
+ αn
[
2(1 − αn)
〈
T xn − x˜, f (x˜) − x˜
〉+ αn∥∥f (xn) − x˜∥∥2]
= (1 − α¯n)‖xn − x˜‖2 + α¯nβ¯n,
where
α¯n = αn
(
2 − αn − 2α(1 − αn)
)
,
β¯n = 2(1 − αn)〈T xn − x˜, f (x˜) − x˜〉 + αn‖f (xn) − x˜‖
2
2 − αn − 2α(1 − αn) .
It is easily seen that α¯n → 0, ∑∞n=1 α¯n = ∞, and lim supn→∞ β¯n  0 by (23). By
Lemma 2.1, we conclude that xn → x˜. 
4. Convergence in Banach spaces
Let X be a Banach space, C a closed convex subset of X, and T :C → C a nonexpansive
mapping with Fix(T ) = ∅. As previous, let ΠC be the set of all contractions on C. For
t ∈ (0,1) and f ∈ ΠC , let xt ∈ C be the unique fixed point of the contraction x → tf (x)+
(1 − t)T x on C; that is
xt = tf (xt) + (1 − t)T xt . (25)
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T :C → C a nonexpansive mapping with Fix(T ) = ∅, and f ∈ ΠC . Then {xt } defined by
(25) converges strongly to a point in Fix(T ). If we define Q :ΠC → Fix(T ) by
Q(f ) := lim
t→0xt , f ∈ ΠC, (26)
then Q(f ) solves the variational inequality〈
(I − f )Q(f ), J (Q(f ) − p)〉 0, f ∈ ΠC, p ∈ Fix(T ). (27)
In particular, if f = u ∈ C is a constant, then (26) is reduced to the sunny nonexpansive
retraction of Reich from C onto Fix(T ),〈
Q(u) − u,J (Q(u) − p)〉 0, u ∈ C, p ∈ Fix(T ). (28)
Proof. By (11) we see that {xt } is bounded. Assume tn → 0. Set xn := xtn and define
µ : C →R by
µ(x) = LIM‖xn − x‖2, x ∈ C,
where LIM is a Banach limit on ∞. Let
K =
{
x ∈ C: µ(x) = min
x∈C LIM‖xn − x‖
2
}
.
It is easily seen that K is a nonempty closed convex bounded subset of X. Since (note that
‖xn − T xn‖ → 0)
µ(T x) = LIM‖xn − T x‖2 = LIM‖T xn − T x‖2  LIM‖xn − x‖2 = µ(x),
it follows that T (K) ⊂ K; that is, K is invariant under T . Since a uniformly smooth Banach
space has the fixed point property for nonexpansive mappings, T has a fixed point, say q ,
in K . Since q is also a minimizer of µ over C, it follows that, for t ∈ (0,1) and x ∈ C,
0 µ(q + t (x − q))− µ(q)
t
= LIM ‖(xn − q)+ t (q − x)‖
2 − ‖xn − q‖2
t
.
The uniform smoothness of X implies that the duality map J is norm-to-norm uniformly
continuous on bounded sets of X. Letting t → 0, we find the two limits above can be
interchanged and obtain
LIM
〈
x − q,J (xn − q)
〉
 0, x ∈ C. (29)
Since
xt − q = t
(
f (xt ) − q
)+ (1 − t)(T xt − q),
‖xt − q‖2= t
〈
f (xt ) − q,J (xt − q)
〉+ (1 − t)〈T xt − q,J (xt − q)〉
 t
〈
f (xt ) − q,J (xt − q)
〉+ (1 − t)‖xt − q‖2.
Hence
‖xt − q‖2 
〈
f (xt) − q,J (xt − q)
〉
= 〈f (xt) − x,J (xt − q)〉+ 〈x − q,J (xt − q)〉. (30)
288 H.-K. Xu / J. Math. Anal. Appl. 298 (2004) 279–291Hence by (29), for x ∈ C,
LIM‖xn − q‖2  LIM
〈
f (xn) − x,J (xn − q)
〉+ LIM〈x − q,J (xn − q)〉
 LIM
〈
f (xn) − x,J (xn − q)
〉
 LIM
∥∥f (xn) − x∥∥‖xn − q‖.
In particular,
LIM‖xn − q‖2  LIM
∥∥f (xn) − f (q)∥∥‖xn − q‖ α LIM‖xn − q‖2.
Hence
LIM‖xn − q‖2 = 0
and there exists a subsequence which is still denoted {xn} such that xn → q .
Now assume there exists another subsequence {xm} of {xt } such that xm → q¯ ∈ Fix(T ).
It follows from (30) that
‖q¯ − q‖2  〈f (q¯) − q,J (q¯ − q)〉. (31)
Interchange q¯ and q to obtain
‖q − q¯‖2  〈f (q)− q¯, J (q − q¯)〉. (32)
Adding up (31) and (32) yields
2‖q¯ − q‖2  〈f (q¯) − f (q), J (q¯ − q)〉 (1 + α)‖q¯ − q‖2.
Since α ∈ (0,1), this implies that q¯ = q . Hence xt → q as t → 0.
Define Q :ΠC → Fix(T ) by
Q(f ) = σ -lim
t→0 xt . (33)
Since xt = tf (xt ) + (1 − t)T xt , we have
(I − f )xt = −1 − t
t
(I − T )xt . (34)
Hence for p ∈ Fix(T ),
〈
(I − f )xt , J (xt − p)
〉= −1 − t
t
〈
(I − T )xt − (I − T )p,J (xt − p)
〉
 0. (35)
Letting t → 0 yields〈
(I − f )Q(f ), J (Q(f ) − p)〉 0. (36)
If f = u is a constant, then〈
Q(u) − u,J (Q(u) − p)〉 0, u ∈ C, p ∈ Fix(T ). (37)
Hence Q reduces to the sunny nonexpansive retraction from C to Fix(T ). 
Finally we consider the following iteration process:{
x0 ∈ C,
xn+1 = (1 − αn)T xn + αnf (xn), n 0, (38)
where {αn} ⊂ (0,1) satisfies hypotheses (H1)–(H3) in Section 3.
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T :C → C a nonexpansive mapping with Fix(T ) = ∅, and f ∈ ΠC . Then the sequence {xn}
defined by (38) converges strongly to Q(f ), where Q :ΠC → Fix(T ) is defined by (33).
Proof. It is easy to find that (20) and (21) remain valid for Banach space setting. Thus,
(1) {xn} is bounded, so are {T nx} and {f (xn)};
(2) ‖xn+1 − xn‖ → 0.
We show that
lim sup
n→∞
〈
x˜ − f (x˜), J (x˜ − xn)
〉
 0, (39)
where x˜ = Q(f ). Indeed we can write
xt − xn = t
(
f (xt ) − xn
)+ (1 − t)(T xt − xn).
Putting an(t) = ‖T xn − xn‖(2‖xt − xn‖ + ‖T xn − xn‖) → 0 (n → ∞) and using
Lemma 2.2, we obtain
‖xt − xn‖2  (1 − t)2‖T xt − xn‖2 + 2t
〈
f (xt ) − xn, J (xt − xn)
〉
 (1 − t)2(‖T xt − T xn‖ + ‖T xn − xn‖)2
+ 2t 〈f (xt ) − xt , J (xt − xn)〉+ 2t‖xt − xn‖2
 (1 − t)2‖xt − xn‖2 + an(t)
+ 2t 〈f (xt ) − xt , J (xt − xn)〉+ 2t‖xt − xn‖2.
The last inequality implies
〈
xt − f (xt ), J (xt − xn)
〉
 t
2
‖xt − xn‖2 + 12t an(t).
It follows that
lim sup
n→∞
〈
xt − f (xt ), J (xt − xn)
〉
M t
2
, (40)
where M > 0 is a constant such that M  ‖xt − xn‖2 for all n 1 and t ∈ (0,1). Taking
the lim sup as t → 0 in (40) and noticing the fact that the two limits are interchangeable
due to the fact the duality map J is norm-to-norm uniformly continuous on bounded sets,
we obtain (39).
Finally we show that xn → x˜. Write
xn+1 − x˜ = αn
(
f (xn) − x˜
)+ (1 − αn)(T xn − x˜)
and apply Lemma 2.2 to get
‖xn+1 − x˜‖2  (1 − αn)2‖T xn − x˜‖2 + 2αn
〈
f (xn) − x˜, J (xn+1 − x˜)
〉
 (1 − αn)2‖xn − x˜‖2 + 2αn
〈
f (xn) − f (x˜), J (xn+1 − x˜)
〉
+ 2αn
〈
f (x˜) − x˜, J (xn+1 − x˜)
〉
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+ 2αn
〈
f (x˜) − x˜, J (xn+1 − x˜)
〉
 (1 − αn)2‖xn − x˜‖2 + ααn
(‖xn − x˜‖2 + ‖xn+1 − x˜‖2)
+ 2αn
〈
f (x˜) − x˜, J (xn+1 − x˜)
〉
.
It then follows that
‖xn+1 − x˜‖2  1 − (2 − α)αn + α
2
n
1 − ααn ‖xn − x˜‖
2 + 2αn
1 − ααn
〈
f (x˜) − x˜, J (xn+1 − x˜)
〉
 1 − (2 − α)αn
1 − ααn ‖xn − x˜‖
2 + 2αn
1 − ααn
〈
f (x˜) − x˜, J (xn+1 − x˜)
〉
+ Mα2n.
Put
α˜n = 2(1 − α)αn1 − ααn
and
β˜n = M(1 − ααn)αn2(1 − α) +
1
1 − α
〈
f (x˜) − x˜, J (xn+1 − x˜)
〉
.
It follows that
‖xn+1 − x˜‖2  (1 − α˜n)‖xn − x˜‖2 + α˜nβ˜n. (41)
It is easily seen from (H1), (H2) and (39) that
α˜n → 0,
∞∑
n=1
α˜n = ∞, and lim sup
n→∞
β˜n  0.
Finally apply Lemma 2.2 to (41) to conclude that xn → x˜ . 
Remark. For the iteration process (18) (or (38)) we employ the hypotheses (H1)–(H3),
while Moudafi used (M1)–(M3). If we set αn = εn/(1 + εn), then it is easily seen that
|1/αn+1 − 1/αn| = |1/εn+1 − 1/εn|. It is also easily seen that Moudafi’s conditions (M1)–
(M3) exclude the natural choice of εn = 1/n, while our conditions (H1)–(H3) do include
the choice of αn = 1/n.
Some more discussions on the hypotheses (H1)–(H3) and applications in optimization
of the iterative methods for nonexpansive mappings can be found in Xu [8,9].
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