Data assimilation, which relies on explicit knowledge of dynamical models, is a well-known 1 approach that addresses models' limitations due to various reasons, such as errors in input 2 and forcing datasets. This approach, however, requires intensive computational efforts, es-3 pecially for high dimensional systems such as distributed hydrological models. Alternatively, 4 data-driven methods offer comparable solutions when the physics underlying the models are 5 unknown. For the first time in a hydrological context, a non-parametric framework is imple-6 mented here to improve model estimates using available observations. This method uses Takens with an average RMSE reduction of 37.30% for groundwater and 12.11% for soil moisture esti-17 mates. Additionally, the Kalman-Takens filter, while reducing estimation complexities, requires 18 a fraction of the computational time, i.e., ∼8 times faster compared to the AUKF approach. 
Introduction

20
A precise study of terrestrial water storage (TWS) changes is essential to better un-21 derstand the spatio-temporal variations of water resources and their effects on the hydrological 22 cycles. In this regard, hydrological models become valuable tools for simulating hydrological nents (e.g., surface and sub-surface water exchange). These models, however, can be subject to 29 various sources of uncertainties, e.g., errors in input and forcing data, and imperfect accounting Classically, data assimilation can be used to improve imperfect models by integrating avail- Nevertheless, GRACE data assimilation has always been challenging due to the unique charac-96 teristics of its measurements, such as the coarser spatio-temporal resolution compared to most 97 of the existing hydrological models (Khaki et al., 2017b) . A successful data assimilation method 98 should be able to account for these limitations in GRACE products while vertically spreading The remainder of this contribution is organized as follow: datasets are presented in Section 108 2, the filtering scheme described in Section 3 and the results discussed in Section 4 before 109 concluding the study in Section 5. 
where SM m,n is the soil moisture measurement at m and n, and SM n represents the spatially Consider the following nonlinear system,
where f , the system dynamics, describes the evolution of state vector, x, over time (t) and h, 165 the observation function, maps x t to the observations, y t . v t−1 represent the process noise,
166
which is assumed to be Gaussian with mean 0 and covariance Q. u t indicates observation noise 167 with covariance R, which is assumed to be known (see Section 2). In the present study, L is the dimension of the state vector) are generated by,
being the i th column of the matrix square root (e.g., lower triangular
178
Cholesky factorization, Wan and van der Merwe, 2000) of (L + λ)P a t−1 . The corresponding 179 weights to the above sigma points defined as,
where
i=0 w i c = 1. In Eqs. 5-9, λ is the scaling parameter, which can be calculated numerically well-behaved set of sigma-points and weights (see also Van der Merwe, 2004 ).
200
The sigma points are advanced forward one time step using model f and observed using the
The transformed points (x 
as well as the cross covariance between x f t and y f t ,
In the analysis step of the filter, the measurements (e.g., GRACE-derived TWS) are used 206 to correct the forecasted state and respective covariance matrix using the Kalman update
where K is the Kalman gain.
209
Critical to the success of the UKF is the selection of the filter noise covariances, and in 210 particular the process noise covariance matrix Q. Here, we use the method of Berry et al.
211
(2013) to adaptively estimate this covariance matrix. We refer to this as the adaptive unscented
212
Kalman filter (AUKF). Building on the method of Mehra (1990 Mehra ( , 1992 , the general idea of Berry 213 et al. (2013) is to use the increment, ǫ t = y t − y f t , to estimate the noise covariance at each time
214
step. The method begins by forming an empirical estimate Q e t−1 for Q,
where P e t−1 is an empirical estimate of the background covariance. In Eqs. 20 and 21, F
216
and H are local linearizations of the nonlinear dynamic models f and h, respectively, and are 217 estimated using a linear regression on the ensembles (see Eq. 7 in Berry et al., 2013, for 218 details regarding this linearization). It is worth mentioning that we must store linearizations 219 F t−2 , F t−1 , H t−1 , H t , increments ǫ t−1 , ǫ t , analysis covariance P a t−2 , and Kalman gain K t−1 from 220 the t − 1 and t − 2 steps of the filter. To form a stable estimate of Q, the noisy estimate Q e t−1 221 is combined using an exponentially weighted moving average,
where τ is the window of the moving average. 
230
In the present study, we consider a different setup to implement the Kalman- Takens 
where d is the number of temporal delays. by locating the N nearest neighbors (i.e., points located within a given Euclidean distance; not 249 only adjacent points), within a set of training data,
. . . 
where d i is the distance of the j th neighbour to z t and σ is a bandwidth parameter, which 254 controls the contribution of each neighbor in the local model (here σ = 2). The above prediction 255 is applied to estimate the delay coordinate vector at t + 1.
256
The process of building a local model for forecasting the delay-coordinate vector is repeated set them based on the filter performance, which is described in Section 4. and NSE are calculated by,
where x i is the predicted value (for n samples) and z i represents the measured in-situ value.
301
In Eqs. 27-29,x andz are the average of the predicted and measured values, respectively.
302
Furthermore, to statistically assess the significance of the results, the student t-test is applied.
303
The estimated t-value and the distribution at 0.05 significant level are used to calculate p-values. regarding the number of neighbors N (i.e., 2-40) and also the number of delays d (i.e., 1-25).
343
To reach the best setup amongst these values, we compare the results of each scenario to the 344 in-situ groundwater measurements. Figure 4 shows the average absolute groundwater errors 345 resulting from each case. Increasing the number of neighbors can improve the approximation of 346 training data for a particular point to a certain extent (due to the existing spatial correlations).
347
However, selecting N too large can cause a rapid growth of errors, which is related to the effect Kalman-Takens filter throughout this study.
353
FIGURE 4
The comparison between the open-loop run, AUKF, and Kalman-Takens results are de-354 picted in Figure 5 , which displays scatter plot of each filter's RMSE and STD calculated using the 5-day assimilation case.
375
FIGURE 5
More detailed statistics are provided in Table 1 to better compare the performances of the filter's forecasting also affects the estimated error covariances, especially forecast covariance 424 matrix (cf. Figure 7 ).
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FIGURE 6
426 FIGURE 7
P f and P a are calculated at assimilation steps for both filters. The average of the matrices' analysis steps, and filtering over the entire study period. Importantly, the following computation 442 time estimates have been obtained using identical hardware. In the forecast step, the average 443 computation time (for 794 grid points within Australia) is considerably lower for the Kalman-
444
Takens filter, e.g., 6.12 second against 8.57 second for AUKF. This is due to the fact that the at the analysis steps is 5.74 second for the Kalman-Takens filter and 7.83 seconds for AUKF.
448
Considering that both methods are using similar analysis filtering, this difference is due to the for assimilating all observations into the system states. 
463
The Kalman-Takens method, on the other hand, shows a smoother time series. Based on these 464 results, we find that the Kalman-Takens approach is able to efficiently integrate observations 465 into the model and correct missing trends as well as amplitudes and phases. Nevertheless, one 466 can conclude that this method might not be able to efficiently extract spontaneous or high rate 467 seasonal effects unless the training data has these variabilities/dynamics.
468
FIGURE 8
The are found to be similar in terms of correlations with the GRACE TWS.
481
FIGURE 9
To further assess the capability of the filtering approaches for improving the model simu- GRACE TWS data with states and reflecting extreme hydrological events.
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FIGURE 10
5. Conclusions
500
The present study investigates the ability of the Kalman- Takens 
