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The complexity of the zero-inequivalence problem (deciding if a program outputs a nonzero 
value for some nonnegative integer input) for several simple classes of loop programs is 
studied. In particular, we show that the problem is NP-complete for L,-programs with only 
one input variable and two auxiliary variables. These are .programs over the instruction set 
(x+-O, x+x+ 1, xcy, do x... end), where do-loops cannot be nested. For K,-programs, 
where the instruction set is {x+x + 1, xc x 2 1, do x . e. end}, zero-inequivalence is NP- 
complete even for programs with only one input variable and one auxiliary variable. These 
results may be the best possible since there is a class of programs which properly contains 
two-variable L;-programs and one-variable K,-programs with a polynomial time decidable 
equivalence problem. Addition of other constructs, e.g., allowing K,-programs to use 
instruction x + x + y, makes the zero-inequivalence problem undecidable. 
1. 1NTR000CTl0~ 
For i > 0, let Li be the class of programs using only instructions of the form x c 0, 
x+x+ 1, x+-y, and doxs--end, where dox -- s end constructs can only be nested 
to maximum depth i. The construct do x -.a end causes the instructions inside the do 
to be executed m times, where m is the value of x just before the loop is entered. Two 
fixed (not necessarily disjoint) sets of program variables are designated input 
variables and output variables, respectively. Noninput variables are referred to as 
auxiliary variables, and they are initially set to 0. Variables can only assume 
nonnegative integer values. 
Let L be the union of the Lts. In [ 111 it is shown that L-programs compute 
exactly the primitive recursive functions, and the sequence L,, L,, L,,... defines a 
hierarchy of primitive recursive functions. It is also shown in [ 111 that the 
equivalence problem for L,-programs is undecidable. For L,-programs, equivalence is 
decidable [ 131; in fact, inequivalence is NP-complete [2, 131. For L,, equivalence is 
decidable in polynomial time [ 131. 
In this paper, we consider four classes of programs related to Li. For i > 0: 
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(1) Ki is the class with instruction set x +x + 1, x t x 2 1 (where x 2 y = 
x - y if x > y and otherwise), and do x * * * end. (Thus Ki is L, with x t 0 deleted and 
x c y replaced by x c x 2 1.) 
(2) KLi is Li augmented by instruction x t x A 1. The class KL, was 
introduced in [ 11 and was shown to have complete and consistent Hoare axiomatics. 
(3) Q, is the class with instruction set x t x + 1, x t x t y, x t x - 1, and do 
x 0-a end. (Thus, Q, is K, augmented by instruction x t x t y.) 
(4) Vi is the class with instruction set x t x t 1, x t x + y, x+-x L y, and 
dox . . . end. (Thus, Vi is Q, with x +x21 replaced by x+-x&y.) 
We show the following: 
(1) The zero-inequivalence problem (given a program, does it output a positive 
value for some input?) for K,-programs with only one input-output variable (i.e., the 
input variable is also the output variable) and one auxiliary variable is NP-complete. 
This strengthens a result in [6 ] which shows the NP-completeness of zero- 
inequivalence for three-variable KL,-programs (called CL-programs in [a]). 
(2) The zero-inequivalence problem for L,-programs with only one input-output 
variable and IWO auxiliary variables is NP-complete. (In [6], NP-completeness is 
shown for four-variable L i-programs.) 
(3) A large subclass of KL,-programs which properly contains one-variable K,- 
programs and two-variable L i-programs has a polynomial time decidable equivalence 
problem, where the (in)equivalence problem is the problem of deciding for two 
programs whether they are (in)equivalent. Thus (1) and (2) may be the best possible 
results. (KL, has an NP-complete inequivalence problem. In fact, the NP- 
completeness holds for KL,-programs augmented by instructions goto I and lfx = 0 
then goto 1, where 1 is a “forward” label appearing outside do constructs [5]. If 
forward jumps inside do loops are allowed, zero-equivalence is undecidable [6].) 
(4) The zero-equivalence problem for L,-programs (respectively, K,-programs) 
with only orre input-output variable and three auxiliary variables is undecidable. This 
strengthens a result in [ 1 I]. 
(5) The zero-equivalence problem for Q,-programs with nine input variables and 
four auxiliary variables is undecidable. This contrasts the decidability of equivalence 
for KL ,-programs. 
(6) The zero-equivalence problem for Vi-programs with one input-output 
variable and three auxiliary variables is undecidable. 
Using the techniques in [ 111, it can be shown that for i > 1, Ki+ 1, Li+ 1, KL,, , , and 
V, are equivalent languages. 
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2. TWO-VARIABLE K,-PROGRAMS 
The proof of the main result of this section uses the following theorem in [8] (the 
theorem without the “exactly three literals per clause” requirement follows directly 
from results of Cook [3] and Gold [4]): 
THEOREM 1. The satisfiability problem for Boolean formulas in CNF with 
exactly three literals per clause, where each clause contains either all negated 
variables or all unnegated variables, is NP-hard. 
To simplify our discussion, we introduce an intermediate language which limits our 
programs to straight-line codes. This new language has instruction set x t 1, x t 2x, 
x t x + y, x t x 2 y, and x t norm(x), where norm(x) = 1 if x > 0 and 0 otherwise. 
Norm(x) is also called Signum(x) in the literature. 
The inequivalence (and, hence, the zero-inequivalence) problem for KLI-programs 
is NP-complete [5]. The results in this section and in Section 3 concern programs 
that can easily be transformed in polynomial time to equivalent KL,-programs. It 
follows that the inequivalence (and, hence, the zero-inequivalence) problem for these 
programs is in NP. Therefore, in the proofs of the results only NP-hardness will be 
shown. 
THEOREM 2. The zero-inequivalence problem for {x t 1, x t 2x, x t x + y, 
x+x L y, x t norm(x)}-programs with one input-output variable and one auxiliary 
variable is NP-complete. The result holds even tfx and y are required to be distinct in 
the construct x t x L y. 
Proof: Let F be a Boolean formula in conjunctive normal form with clauses 
c I ,..., C, and variables x, ,..., x,,. Assume that each C, contains exactly 3 negated or 
3 unnegated variables. By Theorem 1, deciding if such a formula is satisfiable is NP- 
hard. We shall construct a program Pr which computes a nonzero function if and 
only if F is satisfiable. Program Pr has input-output variable x and auxiliary variable 
y. The bits of x represent the assignment of values to the variables of F, where 1 
represents “true” and 0 represents “false.” Program Pr has the form 
s 
ptl 
P n-1 
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Program Segment S. The program segment S first checks if x < 2” - 1. If 
x < 2” - 1, it leaves this value unchanged. If x > 2” 2 1, S puts the value 2” A 1 in x. 
Then x is replaced by x2*“‘+ ’ + 1. 
ytl 
x+-x+y 
yc2” 
& 
coded: y t 1; y + 2y;...; y t 2y 
yty’x 
xc1 
Y+Y+x 
X4-2” 
x4-x-y 
x+x2*m+i coded: x t 2x;...; x + 2x (2m + 1 times) 
Y+-1 
x+-x+y 
Program Segment P, (i = n, n - l,..., 1). On entering Pi, x = 
xi .a. x,d2,,,dzmT, a.. d,d, 1. Pi extracts Z,, adds fi to d2kd2k_1 if xi or Xi appears 
in C,, and deletes Xi from X. Let Xi or Zi appear in clauses Cil,..., C,, where 1 < i, < 
i, < . . . c i,<m. 
Y*22m+i 
ytylx y=O if xi=l; y>O if xi=0 
Y + norm(y) y = & 
y + y2*il-’ 
x+x+y 
y + y2*(i2-il) 
Add pi to d2i, dzi,_l 
x+xty Add Xi tO d2/* d2i2_ 1 
yiy2 *(i,-i,_,) 
x+-xty AddfltO d?iId2i,_, 
YCY2 *m+i+l-Zi, y=q2*m+ 
xtx+y x= lx,_, . ..xId2.d2,_, . ..d.d,l 
Y (--22m+i 
xtx’y ~=x~_~...x,d,,...d,d,l. 
Program Segment Qk (k = m, m - l,..., 1). After executing code segment P,, 
x = d2,d2,,_, .a. d,d, 1, where d2kd2k_, = fkk, + .fkkz t fkk, if C, = xk, + xk, t xk, or 
c, = &, + Xkk2 t q, . If c, = xfI, + xk, t xk3, then C, is false if and only if 
xk, = xk, = xk, = 0 and, hence, if and only if d2kd2k_1 = 11 (in binary). If C, = 
fk, + xk, t fk3, then Ck is false if and only if d2kd2k_1 is 00. Let 
X = &?&k--l . .. d,d, 1 on entering Qk. If C, is true, Qk does not change 1 but deletes 
d2kd2k_, from x. If C, is false, Qk sets x to zero, and therefore, 1 to zero. This does 
not change the truth value of F since it is already zero and once 1 becomes zero 1 
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cannot become one again. If C, =xkl + xk2 + xk,, then Qk is given by program 
segments Q: and Q: below. If C, = &, + ,Tkkt + Zk3, then Qk is only Qi. 
yc 22k-’ 
x+-x+y 
I Y+Y2= 
) Y+Ylx i Q: Y +norm(y) 
y c y2=+ ’ 
x+-x+y 
yc2=+’ 
'XCXLY 
Q: 
( y t 2=k-’ 
y+-y’X 
y c y22k-’ 
xcx>y 
yc 22k 
ytylx 
Y + norm(y) 
y t y22k 
x+x+y 
yt2=k 
xtx'y 
yt 2=k-’ 
yty2x 
~+norm(y) 
y c y22k-’ 
x+x+y 
y+22k-’ 
xtx’y 
x = pd2kd2k_, **a d2d,l. d2kd2k_I = 00 if C, = 0; 
d,,d,,_, # 00 if Ck = 1. 
y=O ifp=l; y>O ifp=O 
Y’P 
x = ld,kd,k_, ..a d,d,l 
X=d,,d,,_, **.d,d,l. 
dZkd2k_,#00 if Ck= 1; d2kd2k_1=O0 if Ck=O 
y=O if C,=l; y>O if C,=O 
y=O if C,=l; ~>2’~-’ if C,=O, 
Note that if C, = 0, then x < 22k-1 
x = 0, i.e., 1 becomes 0 if C, = 0 
Y=a2k 
x= ld2k_l *a* d,Z 
X=d2k_1 **a d,l 
Y=L?2k-l 
x = ld2k_2 s-s d, I 
x=d2k_2...d,l. 
After executing code Q,, x has value 1 if F is satisfied for the initial value of x; 
otherwise, x has value 0. Hence, PF computes a nonzero function if and only if F is 
satisfiable. I 
We can now prove the main result of this section. 
THEOREM 3. The zero-inequivalence problem for K,-programs with one input- 
output variable and one auxiliary variable is NP-complete. 
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Proox The instructions xc 1, xe 2x, xtx + y, xtx’ y are easily coded in 
K, . The instruction x e norm(x) is equivalent to the K,-code 
dox 
xtx- 1 
X+X’ 1 
xtx+ 1 
end 
The result now follows from Theorem 2. 1 
We conclude this section with two interesting corollaries to Theorem 2. 
COROLLARY 1. The zero-inequivalence problem for (x t 1, x t 2x, x t x + 1, 
x t x + y, x t x L y, xc y - x}-programs with one input-output variable and one 
auxiliary variable is NP-complete. 
ProoJ Replace the occurrences of the instruction y t norm(y) in the program PF 
of Theorem 2 by the code 
YtY22m+n+1 
ytx2y 
ytx’y 
Y+Y+l 
y+y-x I 
COROLLARY 2. The zero-inequivalence problem for {x t 1, x t x + y, 
x c x 2 y )-programs with one input-output variable and two auxiliary variables is 
NP-complete. 
ProoJ By Corollary 1, we need only show how x t x + 1, x t 2x, and x t y - x 
can be computed using a third variable, z. The code for x t x + 1 is z t 1; x t x + z. 
ThecodeforxcZuiszt1;ztz+x;ztz+x;xt1;xtx+z;~tl;xcx~z; 
xcx’z. The instruction xc ylx can be coded as zt 1; xcx+z; ztz+ y; 
ZcZ’X;Xc1;XeX+Z;Zt1;XtX’Z. I 
3. THREE-VARIABLE L,-PROGRAMS 
In this section we show that the zero-inequivalence problem for L,-programs with 
one input-output variable and two auxiliary variables is NP-complete. In Section 4, 
we shall show that the equivalence problem for two-variable L,-programs is decidable 
in polynomial time. 
We need the following result which was shown in [ 71: 
THEOREM 4. It is an NP-hard problem to determine ifan arbitrary {x +- 0, x c 1, 
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x t 2x, x t x + y, x t y/2, x +- rem( y/2)}-program with one input-output variable 
and one auxiliary variable outputs 0 for some input. (Here y/2 is integer division and 
rem( y/2) = remainder of y divided by 2.) 
THEOREM 5. The zero-inequivalence problem for L,-programs with one 
input-output variable and two auxiliary variables is NP-complete. 
Proof: Let P be a two-variable {x to, xt 1, x4-2x, x4-x+ y, xt- y/2, xt 
rem(y/2)}-program. Clearly, the instructions x t 0, x + 1, x e 2x, x t x + y are 
easily coded in L, . The following code computes x t y/2 (z is a new variable): 
x+-O 
zto 
do Y At the end of the do loop, x = y/2 
y+x j 
1 
and z = (y + 1)/2 
x+-z 
z+Y 
ztz+l 
end 
Y+o 
Y+Y+x 
1 
restores value of y. 
Y+Y+z 
Similary, the code for x c rem( y/2) is 
z+Y 
x+-O 
doz 
y+x 
x+z 
z&Y 
end 
dox 
Y+Y+ 1 
x+0 
x+x+ 1 
end I 
Let v be the value of y before the do 
loop. If v is odd, then after the loop, 
y=z=Oandx=v.Ifviseven,then 
after the loop y = z = v and x = 0. 
After the loop y = v and 
x = rem(v/2). 
Also, we can construct the following code: 
Y&O 
io+xy  l
Y+-0 
end 
x+y 
If x > 0 before the do loop, then x = 0 
at the end of the code. If x = 0 before 
the do loop, then x = 1 at the end of 
the code. 
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If follows that we can construct from P a three-variable program P' such that P' 
computes a nonzero function, if and only if P outputs 0 for some input. The result 
now follows from Theorem 4. I 
4. A CLASS WITH A POLYNOMIAL TIME DECIDABLE EQUIVALENCE PROBLEM 
KL, has an NP-complete inequivalence problem. In fact, the NP-completeness 
holds for KL ,-programs augmented by, instructions goto 1 and if x = 0 then goto 1, 
where 1 is a “forward” label appearing outside do constructs [5]. If forward jumps 
inside do loops are allowed, zero-equivalence is undecidable [6]. 
In this section, we define a subclass of KL,-programs for which the equivalence 
problem is decidable in polynomial time. This subclass contains (as special cases) 
one-variable K,-programs and two-variable L,-programs. 
Let a be a program code containing only instructions of the form x t 0, x e x + 1, 
x+-x21, xty. Let x ,,..., x, be the variables in a (i.e., the variables appearing on 
the left or right sides of instructions in a). In [5] (see also [I]), an algorithm is given 
which constructs for each variable xi in a a code R(xi) which is equivalent to a with 
respect to variable xi (i.e., R(xi) and a have the same effect on xi), and R(xi) has the 
form 
Xi + Xj 
Pi 
where 1 < j < n (possibly the same as i) and B, is a (possibly empty) program 
segment containing only instructions of the form xi +- 0, xi t xi + 1, xi t x1 L 1. 
Moreover, the algorithm runs in time polynomial in the length of a. 
We denote by F(xi) the instruction xi + Xj and by T(Xi) the code pi. Clearly, T(Xi) 
is empty if and only if xi does not appear on the left side of any instruction in a. Let 
g(T(xi)) = number of instructions of the form xi + Xi + 1 minus the number of 
instructions of the form xi e xi - 1. If T(xi) is empty, then g(T(Xi)) = 0. 
We now define a class of programs which is a subset of KL,-programs. Recall that 
KL,-programs can only contain instructions of the form x t- 0, x t x f 1, x t x L 1, 
xt y, and do x a end with no nesting of do-loops (i.e., a can only contain 
instructions of the first four types). 
DEFINITION. Let D be the class of KL,-programs in which each do z a end 
construct satisfies the following conditions: 
(1) For each variable x in a, if F(x) =x t x, then one of the following holds: 
(9 z is the same variable as x, 
(ii) T(x) contains x e 0, 
(iii) g( T(x)) > 0. 
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(2) For distinct variables x and y in a, if F(x) = x t y, then F(y) = y t y. 
For each positive integer n, let D(n) denote the class of D-programs with n input 
variables. (Note that there is no restriction on the number of output and auxiliary 
variables.) 
The following proposition is obvious: 
PROPOSITION 1. There is a polynomial-time algorithm to determine if an 
arbitrary KL,-program is a D-program. 
We shall show that for a fixed n, D(n) has a polynomial-time decidable 
equivalence problem. Now one-variable K,-programs and two-variable L ,-programs 
are clearly contained in D(2). Hence, the equivalence problem for such programs is 
also polynomial time decidable. 
LEMMA 3. Let P be a program in D(n). (Thus, P has n input variables.) Let r be 
the number of lines of code of P. Suppose that the set of input variables is partitioned 
into two sets: x1 ,..., x, and x,,,+~ ,..., x, (0 Q m < n) such that variables x1 ,..., x, are 
initialized to values xy > 2r,..., xt > 2r while variables x,+ 1 ,..., x, are initialized to 
fixed values b,, , < 2r,..., b, < 2r. Then for each variable x, we can obtain, in 
polynomial time, an expression representing the value of x after the execution of P. 
The expression is of the form k for some nonnegative integer k, or of the form 
c + a,~:, + ..a + a,xF,, where 1 6 i, < i, ,< .e. < i, < m, c is a (positive, negative, 
zero) integer, and a, ,..., a, are positive integers. Moreover, c t a,~:, t *a - t a,xy! > r. 
Proof The proof is by induction. At the start of the program, input variables 
X 1 ,..., x have expressions xy ,..., x”, while input variables x,+ , ,..., x, have expressions 
b ,,,+ 1 ,..., b,. All other variables have value 0. Proceeding by induction, suppose that 
we have already obtained expressions for all variables at the end of the (i - 1)th 
instruction. Consider the ith instruction. 
(1) If the ith instruction is of the form x +- 0, then at the end of the ith 
instruction, the new expression for x is 0. 
(2) If the ith instruction is of the form x t x t 1 and the expression for x at the 
beginning of the ith instruction is k or c + a,xp, + .. - + a,xyt, then the new 
expression for x is k t 1 or (c t 1) + a,~!, + . - - + a,xFt, respectively. 
(3) If the ith instruction is of the form xc x - 1 and the expression for x at the 
beginning of the ith instruction is k or c t a,xp, + V-s + a,xF,, then the new 
expression for x is k 2 1 or (c - 1) t a,xp, + a.. + a,x& respectively. Note that in 
the second form, proper subtraction can be replaced by regular subtraction since, as 
we shall see, the resulting expression is always > r. 
(4) If the ith instruction is xc y, then the new expression for x is the same as 
that of y. 
56 IBARRA AND LEININGER 
(5) Suppose the ith instruction is of the form 
do z 
a 
end 
From the expression for z, we can determine if z = 0 or z = 1. If z = 0, there is 
nothing to do and we can proceed to the (i + 1)th instruction. If z = 1, we can update 
the expressions for the variables by executing a once. So assume z 2 2. We describe 
how to update the expression for a variable x in a. We consider two cases. 
Case 1 
Suppose R(x) has the form ox+*. Then 
doz 
a 
end 
has the same effect on x as 
doz 
P 
end 
If p contains an instruction xc 0, then the expression for the new value of x at the 
end of the loop can be uniquely determined independent of the value of z: obtain the 
expression by simulating one iteration of 8. If /3 does not contain x t 0, then the net 
effect of p can be simulated by a single instruction of the form x t x + d, or by a 
single instruction of the form x tx L d, or by two instructions of the form 
xcxld,; x +x + d2 (d,, d, are nonegative integer constants). We consider three 
subcases. 
Subcase 1. Suppose g(T(x)) > 0 and before the loop x = c $ u,xy, + . . . + a,~:,. 
This corresponds to p having a net effect xc x + d, or x e x 2 d, ; x t x + d2 with 
d, > d,. Then the new expression for x after the loop is c + Q,x~, + . . . + a,xt + d,z 
0 
orct",x,,f . .. + a,~:, + (d, - d,)z, respectively. 
Subcase 2. Suppose g(T(x)) > 0 and before the loop x = k. Again this 
corresponds to p having a net effect x+x + d, or x tx - d,; x+x + d, with 
d,~d,.Thenthenewexpressionforxisktd,zor(kId,)+(z-l)(d,-d,)td,. 
Subcase 3. Suppose g(T(x)) < 0 and before the loop x = k or x = 
eta,+ *a. t a,~:,. This corresponds to p having the net effect x cx - d, or 
x c x 1 d, ; x t x t d, with d, > d,. By the definition of class D, z must be the same 
variable as x. Hence, the new value of x after the loop is 0 or d,, respectively. 
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Case 2 
Suppose R(x) is of the form icy. Then by the definition of class D, it must be the 
case that R(y) is of the form ‘07’. Hence 
doz 
a 
end 
has the same effect on x as the code 
zcz-1 
doz 
P’ 
end 
x+Y 
P 
The new expression for x as the result of executing (*) can be found as in (l)-(4) 
and case 1 of (5). 1 
We are now ready to prove the following result: 
THEOREM 6. Let n be a fixed positive integer. Then the equivalence problem for 
D(n)-programs is decidable in polynomial time. 
Proof Let P be a program in D(n). (Thus, P has n input variables.) Let r be the 
number of lines of code of P. Referring to Lemma 3, there are at most K = 
O((2r + 1)“) different ways to partition the input variables of P into two sets and to 
assign fixed values to the bt’s. By Lemma 3, for each choice we can obtain (in 
polynomial time) unique arithmetic expressions representing the final values of all 
variables in P. Since n is fixed, it follows that we can decide equivalence of two 
programs P, and P, in polynomial time. a 
Now one-variable K,-programs and two-variable L,-programs are clearly D(2)- 
programs. Hence, we have 
COROLLARY 3. The equivalence problem for one-variable K,-programs is 
decidable in polynomial time. 
COROLLARY 4. The equivalence problem for two-variable L,-programs is 
decidable in polynomial time. 
Let L; be L 1 with the instruction x c y deleted. Clearly, Li c D. Then by 
Theorem 6, we have the following corollary which was first shown in [6]: 
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COROLLARY 5. Let n be a fixed positive integer n. Then the equivalence problem 
for Li-programs with at most n input variables is decidable in polynomial time. 
When the number of input variables is not fixed, the zero-inequivalence problem 
for Li-programs is NP-complete [2]. 
The next result shows that equivalence is decidable in polynomial time for L,- 
programs which use only instructions of the form x c x + 1 and do x ... end. 
THEOREM 8. Let L; be L, with the instructions x t 0 and x +- y deleted. (Thus, 
L y has the instruction set: x +- x + 1 and do x as- end). Then L :’ has a polynomial 
time decidable equivalence problem. 
Proof If P is an L y-program with input variables x, ,..., x, , then the value of any 
variable y at the end of the program can be written uniquely as a linear combination 
y=a,x, + ..a t a’,x, t b, where a, ,..., a,,, b are nonnegative integers. The expression 
can be obtained in polynomial time. m 
We conclude this section with Theorem 9 which is easily verified. 
THEOREM 9. The equivalence problem for KL,-programs is .decidable in 
polynomial time. 
5. FOUR-VARIABLE L,-PROGRAMS AND K2-PROGRAMS 
It is known that the equivalence problem for L,-programs is undecidable [ 111. 
Here we strengthen this result by showing that the zero-equivalence problem for four- 
variable ‘L,-programs is undecidable. A similar result holds for K,-programs. We 
shall need the following well-known result [ 121: 
THEOREM 10. Let M be the class of programs containing only instructions of the 
form x c x t 1, x c x 2 1, goto 1, if x = 0 then goto 1, and halt. (Any statement may 
be labeled.) The halting problem for two-variable M-programs (i.e., does a program 
halt when the inputs are initially set to zero?) is undecidable. 
THEOREM Il. The zero-equivalence problem for L,-programs with one input- 
output variable and three auxiliary variables is undecidable. 
Proof: We use Theorem 10. Let P be a two-variable M-program. We may assume 
without loss of generality that P has exactly one halt instruction which appears at the 
end of the program, and this instruction is executed if and only if P halts. We may 
also assume that every instruction in P is labeled and the instructions are sequentially 
labeled. Thus P has the form 
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where/?,isn:haltandfor 1~i<n-1,~,isoftheformi:x+-x$1;i:x+x-11;i: 
goto 1; or i: if x = 0 then goto 1. Let x and y be the variables of P. 
We shall construct an &-program P’ with input-output variable w and auxiliary 
variables x, y, and z such that P’ computes the zero-function if and only if P does not 
halt with x and y intially set to 0. Program P’ has the form 
w+w+ 1 
z+z+ 1 
do w 
a, 
z=l 
an 
end 
z+-z-(n-1) 
we0 
do z 
wtw+l 
end 
coded zcz’l;...; ztz’l (n - 1 times) 
w=z 
In program P’, the variable z is used as a counter to keep track of which statement 
in P we are simulating. Each ai starts with the instruction z t z A 1. The statement pi 
is then simulated if and only if z = 0 after this z t z 1 1 instruction, Now, by 
assumption /3, is executed if and only if P halts. The section of code a, will put n in z 
if and only if /?,, was to be executed. This will result in z having a value n if and only 
if P halted after making at most w backward jumps, where w is the input. Thus, after 
do w 
a1 
.z < n if and only if P did not halt after making w backward jumps. Thus, at the end 
of P', w = z = 0 if and only if P did not halt. It follows that P' computes the zero- 
function if and only if P does not halt. We now describe the construction to the ats. 
For 1 < i < n - 1, ai is defined as follows: 
(1) If pi is i: x+-x+ 1, then ai is 
WC0 
do z 
z+-w 
I 
ZCZ’I 
W+-W+ 1 
end 
wto (*I 
w+w+ 1 
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do z 
wto 
end 
ifz>Oafter(*),thenweO. 
do w 
xcx+l 
I 
x+-x+ 1 iffz=Oafter (*); 
end 
otherwise, x is unchanged. 
(2) If pi is i: x c x A- 1, then q is 
zez-1 
wto (*) 
do z 
wto 
wew+l 
end 
do w 
x+-x+ 1 
t 
x4-x+ 1 iffz > Oafter (*); 
end 
otherwise x is unchanged. 
wto 
do x 
x+w 
wcw+l 
/ 
xtx’l. 
end 
The net result of ai is x c x 1 1 iff z = 0 after (*); otherwise x is unchanged. 
(3) If ,f$ is i: goto 1, and I > i, then ai is 
ztz- 1 
w-1-i (*) 
do z 
WC0 
end 
do w 
zcz+ 1 
end 
zci-iiffz=Oafter(*); 
otherwise z is unchanged. 
(4) If pi is i: goto 1, and I ( i, then a, is the same as in (3) except that the 
instruction w t I - i is replaced by w t I + (n - i). 
(5) If pi is i: if x = 0 then goto 1, and I> i, then a, is 
ztz- 1 
w+-l-i (*) 
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do z 
W&O 
end 
do x 
wto 
end 
ztl-iiffz=Oafter(*)and 
i 
x = 0; otherwise z is unchanged. 
do w 
z+-z+ 1 
end 
(6) If pi is i: if x = 0 then goto 1, and 1< i, then ai is the same as in (5) except 
that the instruction w c I- i is replaced by w t I+ (n - i). 
Finally, the code for a, is 
Similarly, we have 
THEOREM 12. The zero-equivalence problem for K,-programs with one 
input/output variable and three auxiliary variables is undecidable. 
ztz- 1 
wcn 
do z 
wto 
end 
do w 
zcz+l 
end 1 
Proof. The proof is similar to that of Theorem 11. The only difference is in the 
construction of the ais which now have to be coded as K,-programs (i.e., using only 
the constructs X+X + 1, x+-x A 1, do x a.. end without nesting of loops). To 
illustrate 
(1) If pi is i: x c x + 1, then a, is 
ztZ’l 
do w 
WCW’l 
end 
W+-w+ 1 
do z 
W+-w-l 
end 
do w 
xtx+ 1 
end 
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(2) If pi is i: goto I, and I > i, then Qi is 
z+-2’1 
do w 
wtw-1 
end 
wcw+l 
I 
1 - i times 
w+wt 1 
do z 
wtw-1 
I 
I- i times 
wtw-I 
end 
do w 
z+z+ 1 
end 
(3) If pi is i: if x = 0 then goto I, and I > i, then ai is the same as in (2) except 
that the following code is inserted between the last two do loops. 
do x 
wcw-1 
I 
I- i times 
w+w-1 
end 1 
6. THE UNDECIDABILITY OF THE ZERO-EQUIVALENCE PROBLEM FOR 
~~~~~~~~~~~ AND V,-PROGRAMS 
We define Q,-programs as K,-programs which can use instructions of the form 
x t x t y. While K,-programs have an NP-complete inequivalence problem [5], we 
have, in contrast, the following negative result for Q,-programs: 
THEOREM 13. The zero-equivalence problem for Q,-programs with nine input 
variables and four auxiliary variables is undecidable. (Recall that Q,-programs have 
instructionsetxcx+l,xex+y,xcxL1,anddox~~~end.) 
Proof: We use the undecidability of Hilbert’s tenth problem [lo]. Let F(x, ,..., x,) 
be a Diophantine polynomial*with n = 9 variables. Determining if such a polynomial 
has a nonnegative integer solution is undecidable. (The proof for n = 13 is contained 
in [lo]. The reduction to n = 9 was reported in [9].) We can effectively construct for 
a given F(x, ,..., XJ a Q,-program PF with input variables x,,..., x, and output 
variable y such that Pp outputs 0 for all inputs if and only if F has no solution. In 
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addition to variables xi ,..., x,, y, program PF need only use three other variables. We 
omit the construction which is straightforward. 1 
We do not know whether the number of input variables in Theorem 13 can be 
reduced. In the construction of PF the 9 input variables represent the variables in the 
Diophantine polynomial, and it is an open problem whether Hilbert’s tenth problem 
is undecidable for polynomials with fewer than 9 variables. For V,-programs, 
however, we can prove 
THEOREM 14. The zero-equivalence problem for V,-programs with one 
input-output variable and three auxiliary variables is undecidable. (Recall that V,- 
programs have instruction set x t x + 1, x t x + y, x e x I y, do x .-a end.) 
Proof The program P’ in the proof of Theorem 12 (see also the proof of 
Theorem 11) can easily be converted to a V,-program using such transformations as 
(1) ztz-k 
(2) do w 
w+-W’l 
end 
(3) do z 
translates to 
k translates to 
end 
(4) do w 
x+x+ 1 
end 
translates to 
translates to 
WCW’W 
k 
ztZ’W 
Wtw’w 
k 
x+-x+w 
I 
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