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3.4 Mardešić Trick for Approximate Inverse Systems . . . . . . . . 30
3.5 Limit Theorem for Approximate Inverse Systems . . . . . . . 34
4 Extensional Map Dimension 35
4.1 Extension Dimension . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 The Ψ∞ Operator . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Wedge Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Extensional Map Dimension: Definition and Existence . . . . 42
5 Extensions into Neighborhoods of the Limit 45
5.1 Inverse Sequences . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Inverse Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Approximate Inverse Systems . . . . . . . . . . . . . . . . . . 48
6 The Dimension (m,n)-dim 52
6.1 Introduction to (m,n)-dim . . . . . . . . . . . . . . . . . . . . 52





In a recent paper, Žiga Virk defined a type of continuous map which pre-
serves extension properties. We generalize this notion and call such maps
extensional maps. In this paper we will establish many of the basic prop-
erties of extensional maps. We will then show that extensional maps are
preserved by the limit of an inverse system. Finally, there is a generalization
of inverse systems called approximate inverse systems, due to Mardešić and
Rubin. We will prove several new results concerning these approximate sys-
tems, and then show that extensional maps are preserved by the limit of an




1.1 Absolute Extensors and ANRs
In this paper, map will always refer to a continuous function. Spaces are
topological spaces, with no other assumptions included. Generally, though,
we will be concerned with either compact Hausdorff or compact metric spaces.
Definition 1.1.1. Given a space X, a subspace A ⊆ X, a space K, and a
map f : A→ K, f is said to extend over X if there exists a map F : X → K
such that F |A = f .
The extension problem asks: Given a space X, a subspace A ⊆ X, a
space K, and a map f : A → K, under what conditions does the map f






The main notion in extension theory is that of an absolute extensor.
Definition 1.1.2. A space K is said to be an absolute extensor (AE) for
a space X if for every closed subspace A ⊆ X and every map f : A→ K, f
extends over X. One writes either K ∈ AE(X) or XτK.
Using this notation, one can state the well-known Tietze Extension The-
orem as: A space X is normal if and only if XτR. That is, R is an absolute
extensor for the class of normal spaces. Other examples of absolute extensors
include the unit interval I, and, as the product of absolute extensors is again
an absolute extensor, the cube In for any n ∈ N, the space Rn for any n ∈ N,
and the Hilbert cube I∞.
However, the sphere Sn, n ∈ N is not an absolute extensor for the class
of normal spaces. For example, let X = R2, A = S1 ⊆ R2, K = S1 and
f = id |S1 . Then by the no-retraction theorem, there cannot exist a map
F : R2 → S1 such that F |S1 = id |S1 . However, every map in a sphere can be
extended over a neighborhood, which leads us to our next definition.
Definition 1.1.3. A space K is said to be an absolute neighborhood
extensor (ANE) for a space X if for every closed subspace A ⊆ X and
every map f : A → K, f extends over a neighborhood U of A in X. That
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is, there exists a map F : U → K such that F |A = f .
The following theorem comes from [4].
Proposition 1.1.4. If a contractible space Y is an ANE for the class C, then
Y is an AE for the class C.
For us, the most important example will be that every polyhedron is an
ANE for the class of compact Hausdorff spaces.
Definition 1.1.5. By a polyhedron we will mean the geometric realization
of a simplicial complex. If K is a simplicial complex, then |K| will denote
the geometric realization of K.
The following proposition concerning polyhedra will be useful.
Proposition 1.1.6. Let X be a compact space. Suppose that f : X → |K|
is a map where K is a simplicial complex. Then f(X) ⊆ |L| for some finite
subcomplex L of K.
Closely related to AEs and ANEs are the notions of absolute retracts
and absolute neighborhood retracts. We will first define what we mean by a
retract and neighborhood retract.
Definition 1.1.7. Let A ⊆ X. Then A is said to be a retract of X if
there exists a map r : X → A such that r|A = id |A. The map r is called a
retraction.
Definition 1.1.8. Let A ⊆ X. Then A is said to be a neighborhood
retract of X if there exits a neighborhood U of A in X and a map r : U → A
such that r|A = id |A.
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Definition 1.1.9. A metrizable space K is said to be an absolute retract
(AR) if every embedding of K as a closed subspace of any metrizable space
Z is a retract of Z.
Definition 1.1.10. A metrizable space K is said to be an absolute neigh-
borhood retract (ANR) if every embedding of K as a closed subspace of
any metrizable space Z is a neighborhood retract of Z.
As in the case of ANEs, every polyhedron is an ANR for the class of
compact Hausdorff spaces.
The following two very useful facts about ANRs come from [4].
Theorem 1.1.11. If K is an ANR then there exists an ε > 0 such that if
f, g : X → K are any two maps defined on an arbitrary space X with the
property that for all x ∈ X, d(f(x), g(x)) < ε, then f and g are homotopic.
Proposition 1.1.12. Every contractible ANR is an AR.
1.2 Covering Dimension and Factorization The-
orems
Definition 1.2.1. Given a collection of sets U , the order of U , written
ordU , is the largest integer n such that there are n+ 1 members of U having
a non-empty intersection.
Definition 1.2.2. A covering V is a refinement of a covering U if each
member of V is contained in some member of U .
Definition 1.2.3. A space X has dimension ≤ n, dimX ≤ n, if and only
if every finite open covering has a refinement of order ≤ n.
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The following classical result provides a link between dimension and ex-
tension theory:
Theorem 1.2.4. For a normal space X, dimX ≤ n if and only if XτSn.
Using 1.2.4, the Mardešić Factorization Theorem [9] can be restated as
follows.
Theorem 1.2.5. If X and Y are compact Hausdorff spaces, XτSn, and
f : X → Y is a map, then there exist a compact Hausdorff space Z and maps
g : X → Z and h : Z → Y , such that f = hg, ZτSn, and wt(Z) ≤ wt(Y ).
Here, wt(Z) denotes the weight of Z, which is the minimum cardinality
of a base for the topology of Z.
This result has been generalized many times. In [8], Levin, Rubin and
Schapiro generalized this theorem so that one may replace Sn with any CW-
complex. Their work was later generalized by Virk [13]. From [8] and [13]
arose the notion of an extensional map.
The following definition comes from [13].
Definition 1.2.6. Let X and Z be spaces. A surjective map f : X → Z is
said to be an extensional map if the following condition is satisfied: For
every pair A ⊆ B of closed subsets of Z and every map α : A→ K, where K
is any CW-complex, if α ◦ f |f−1(A) : f−1(A)→ K extends over f−1(B), then








The question that we want to answer is: If I have a map α : A→ K, can I
extend that map over B? What an extensional map allows us to do is to “pull
back” and look at the similar question for f−1(A), f−1(B) and α ◦ f |f−1(A).
Intuitively, this means that Z will have similar “extension properties” to
X, or that f is a map that preserves extension properties. The situation is
illustrated in the above diagram, where if the map α̃ exists, then the map β
will exist.
Using this definition we can state Virk’s generalization of 1.2.5.
Theorem 1.2.7. Suppose g : X → Y is a map defined on a compact
Hausdorff space X. Then there exist a compact Hausdorff space Z with
wtZ ≤ {wtY,ℵ0}, a map p : Z → Y , and a surjective map f : X → Z
such that g = pf and f is an extensional map.
We are going to look at how extensional maps behave with respect to
inverse limits, and the more general notion of approximate inverse limits. We
will see that extensional maps are preserved by these limits. First, though,
6
in the following section, we will generalize the idea of extensional maps and
prove some basic properties concerning them.
1.3 Basic Results Concerning Extensional Maps
Definition 1.3.1. A surjective map f : X → Z is an extensional map
relative to a space K if, given any pair A ⊂ B of closed subsets of Z
and any map α : A → K for which α ◦ f |f−1(A) : f−1(A) → K extends over
f−1(B), the map α extends over B.
We can also consider extensional maps relative to a class of spaces.
Proposition 1.3.2. Every homeomorphism is an extensional map relative
to the class of all topological spaces.
Proposition 1.3.3. Every retraction is an extensional map relative to the
class of all topological spaces.
Proof. Let X be a space, Z a retract of X and r : X → Z a retraction. Let
A ⊂ B be closed subsets of Z and α : A→ K be a map, where K is a space.
Suppose α ◦ r|r−1(A) : r−1(A) → K extends over r−1(B), say to α̃. Then
α̃|B is an extension of α over B.
Indeed, since B ⊂ r−1(B), α̃ is defined on all of B. Let a ∈ A. Then
a ∈ r−1(A), and (α̃|B)(a) = α(r(a)) = α(a). Thus we have the desired
extension.
Proposition 1.3.4. If f : X → Y and g : Y → Z are extensional maps
relative to a space K, then g ◦ f : X → Z is an extensional map relative to
K.
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Proof. Let A ⊂ B be closed subsets of Z and α : A → K a map. Suppose
that α ◦ (g ◦ f)|(g◦f)−1(A) : (g ◦ f)−1(A)→ K extends over (g ◦ f)−1(B).
Since f is an extensional map relative to K, g−1(A) ⊂ g−1(B) are closed
subsets of Y , and α ◦ g|g−1(A) : g−1(A) → K is a map to K, we can extend
α ◦ g over g−1(B).
Then since g is an extensional map relative to K, and α ◦ g|g−1(A) :
g−1(A)→ K extends over g−1(B), we have that α extends over B.
The following proposition is obvious.
Proposition 1.3.5. Let Z and K be spaces. If ZτK, then any continuous
surjection f : X → Z defined on a space X is an extensional map relative to
K.
Using 1.3.5, and the fact that if Z is a compact Hausdorff space, then
Zτ |K| for any contractible polyhedron |K|, we arrive at the following.
Proposition 1.3.6. Let Z be a compact Hausdorff space and |K| be a con-
tractible polyhedron. If f : X → Z is a continuous surjection, then f is an
extensional map relative to |K|.
Proposition 1.3.7. Let X and Z be spaces. If f : X → Z is an extensional
map relative to a space K, and L is a retract of K, then f is an extensional
map relative to L.
Proof. Let A ⊆ B be closed subspaces of Z, and α : A → L be a map.
Suppose that α ◦ f |f−1(A) : f−1(A) → L extends over f−1(B), say to α̃ :
f−1(B)→ L. We wish to show that α extends over B.
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Treat the maps α : A→ L ⊆ K and α̃ : f−1(B)→ L ⊆ K as maps to K.
Then, since f is an extensional map relative to K, we have that α extends
over B to a map β : B → K to K.
Let r : K → L be a retraction. Then r ◦ β : B → L is the desired
extension of α, and so f is an extensional map relative to L.
Lemma 1.3.8. Let X and Z be spaces. If f : X → Z is an extensional map
relative to a space K, L is a space that is homotopy dominated by K, and Z
has the homotopy extension property relative to L, then f is an extensional
map relative to L.
Proof. Let A ⊂ B be closed subsets of Z and α : A → L a map. Let
g : L→ K and h : K → L be maps such that h ◦ g ' idL.
Suppose that α ◦ f |f−1(A) : f−1(A) → L extends over f−1(B), say to
α̃ : f−1(B)→ L. Then g ◦ α̃ : f−1(B)→ K is an extension of g ◦α◦f |f−1(A) :
f−1(A) → K. Since f is an extensional map relative to K, g ◦ α : A → K
extends over B, say to β : B → K.
Consider h ◦β : B → L. We have h ◦β|A = h ◦ g ◦α ' idL ◦α = α. Thus,
α is homotopic to a map that extends over B, and so α extends over B.
Proposition 1.3.9. Let {Kµ|µ ∈ Γ} be a collection of nonempty spaces,
put K equal to the topological product of this collection, and let X and Z be
spaces. If, for each µ ∈ Γ, f : X → Z is an extensional map relative to Kµ,
then f is an extensional map relative to K.
Proof. Let A ⊂ B be closed in Z, and α : A → K a map. Suppose α ◦
f |f−1(A) : f−1(A) → K extends over f−1(B), say to α̃ : f−1(B) → K. We
wish to show that α extends over B.
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Consider αµ = pµ ◦α : A→ Kµ, where pµ is the projection from K to Kµ.
Then α̃µ = pµ◦α̃ : f−1(B)→ Kµ is an extension of αµ◦f |f−1(A) : f−1(A)→ K
over f−1(B).
Since for each µ ∈ Γ, f is an extensional map relative to Kµ, αµ extends
over B to a map βµ : B → Kµ. Define a map β : B → K by taking
pµ(β(z)) = βµ(z) for every z ∈ B. Then β is an extension of α over B.
Some basic facts about extensional maps have now been established. We
will now give a short outline of the rest of the paper. In chapter two we will
show that extensional maps are preserved by limits of inverse systems. In
chapter three we give the definition of the more general notion of the limit of
an approximate inverse system, which was introduced by Mardešić and Rubin
[10]. We establish several new results about closed subspaces of approximate
inverse systems. We then use these results to show that extensional maps
are preserved by limits of approximate inverse systems.
In chapter four we will look at a type of dimension introduced by Dran-
ishnikov and Dydak [2] called extension dimension, and introduce a similar
construction for extensional maps.
In chapter five we are concerned with the extension problem when the
range is an inverse limit or an approximate inverse limit. In the case of
inverse limits we show that under certain conditions maps to an inverse limit
can be extended, but only to a neighborhood of the limit in the product space.
In the case of approximate inverse limits, for a map to an approximate inverse
limit there exists a map to a neighborhood of the limit in the product which
is arbitrarily close to the original map.
In chapter six we look at a new definition of dimension, (m,n)-dim, intro-
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duced by Fedorchuk [3]. Using the tools that we established in chapter three,




Inverse Sequences and Systems
In this chapter we will show that extensional maps are preserved by inverse
limits. In section one we will look at basic definitions and theorems concern-
ing inverse sequences and systems. In section two we will see that extensional
maps are preserved by the limit of an inverse sequence. In the third section
we will see that extensional maps are preserved by the limit of an inverse
system.
2.1 Definition
Definition 2.1.1. An ordered set (Γ,≤) is said to be a directed set if for
for any two elements γ1, γ2 ∈ Γ there exists a γ3 ∈ Γ such that γ1 ≤ γ3
and γ2 ≤ γ3. We call γ3 a successor of γ1 and γ2, and we call γ1 and γ2
predecessors of γ3.
Definition 2.1.2. A directed set in which each element has only a finite
number of predecessors is said to be cofinite.
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Definition 2.1.3. An inverse system X = {Xγ, pγγ′ ,Γ} of spaces consists of
the following: a partially ordered set (Γ,≤) which is directed; for each γ ∈ Γ,
a space Xγ; for each pair γ ≤ γ′ from Γ, a map pγγ′ : Xγ′ → Xγ. The maps
must satisfy the following two conditions: (1) pγγ = idXγ , and (2) if γ ≤ γ′
and γ′ ≤ γ′′, then pγγ′′ = pγγ′ ◦ pγ′γ′′ .
Definition 2.1.4. An inverse system indexed by N is called an inverse
sequence.
Definition 2.1.5. A point x = (pγ(x)) ∈
∏
γ∈Γ Xγ belongs to X = lim X
provided the following condition is satisfied: For all γ ∈ Γ, if γ ≤ γ′ then
pγ(x) = pγγ′pγ′(x).
The following lemmas and theorems concerning inverse systems and se-
quences will be useful.
Theorem 2.1.6. If in an inverse system X = {Xγ, pγγ′ ,Γ}, all Xγ are
Hausdorff spaces, then X = lim X is closed in
∏
γ∈ΓXγ.
Theorem 2.1.7. If in an inverse system X = {Xγ, pγγ′ ,Γ}, all Xγ are
compact and nonempty, then X = lim X is also compact and nonempty.
Theorem 2.1.8. For an inverse system X = {Xγ, pγγ′ ,Γ}, the collection of
p−1γ (U), such that γ ∈ Γ and U ⊆ Xγ is open in Xγ, is a base for the topology
of X = lim X.
Theorem 2.1.9. Let X = {Xγ, pγγ′ ,Γ} be an inverse system of compact
Hausdorff spaces, X = lim X, A be a closed subspace of X, K be a CW-
complex, and f : A → K be a map. Then for some γ ∈ Γ there is a map
fγ : pγ(A)→ K such that f ' fγ ◦ pγ|A.
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2.2 Limit Theorem for Inverse Sequences
In this section, given an inverse sequence Z = (Zi, pij) and subset A ⊆ Z, let
Ak = pk(A) for each k ∈ N.
In Theorem 2.2.3 we will show that extensional maps are preserved by the
limit of an inverse sequence. In the following section, Theorem 2.3.1 will show
that extensional maps are preserved by the limit of an inverse system. While
2.3.1 is more general than 2.2.3, Theorem 2.2.3 and its proof are included
due to the fact that they are somewhat simpler.
The following lemma will be needed in both the proof of 2.2.3 and 2.3.1.
Lemma 2.2.1. Let K be an ANR, and X a normal space with the homotopy
extension property with respect to K. Let A be a closed subset of X, α : A→
K a map and α̃ an extension of α over X. Then, for any extension of α
over a neighborhood U of A to a map β : U → K, there exists a neighborhood
V ⊂ U of A and a map β∗ : V → K such that (1) β|V = β∗ and (2) β∗
extends over X.
Proof. Using 1.1.11, choose an open coverW of K such that for any space Z,
any maps f : Z → K and g : Z → K that are star-W close are homotopic.
By continuity and the fact that U is a neighborhood of A in X, for each
x ∈ A, there exists a neighborhood Sx of x in X such that α̃(Sx) ⊆ W for
some W ∈ W and Sx ⊆ U . Also, there exists a neighborhood Tx of x in X
such that β(Tx) ⊂ W ∗ for some W ∗ ∈ W .
Consider the open set V ∗ =
⋃
{Sx∩Tx|x ∈ A}. Then V ∗ is a neighborhood
of A contained in U . By normality, there exists a neighborhood V of A such
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that
A ⊆ V ⊆ V ⊆ V ∗ ⊆ U. (2.1)
The maps α̃ and β are both defined on V (and so also on V ). We wish
to show that on V , the maps α̃ and β are star-W close. Let z ∈ V . Then for
some x ∈ A, z ∈ Sx ∩ Tx. So since z ∈ Sx, for some W ∈ W , α̃(z) ∈ W and
α̃(x) = α(x) ∈ W . Furthermore, since z ∈ Tx, for some W ∗ ∈ W , β(z) ∈ W ∗
and β(x) = α(x) ∈ W ∗. Thus, W ∩W ∗ 6= ∅, and so α̃ and β are star-W
close.
So we have that on V , the maps α̃ and β are homotopic. The map α̃ is
defined on all of X, and so β|V extends over all of X. Let β∗ = β|V . Then
β∗ : V → K extends over X.
Corollary 2.2.2. In particular, Lemma 2.2.1 is true when K is a CW-
complex and X is a compact Hausdorff space.
Theorem 2.2.3. Let Z = (Zi, pij) be an inverse sequence of compact Haus-
dorff spaces, and Z = lim Z. Let X be a compact Hausdorff space, f : X → Z
a surjective map, and K a CW-complex. If fi = pi ◦ f : X → Zi is an exten-
sional map relative to K for each i ∈ N, then f : X → Z is an extensional











Proof. Let A ⊆ B be closed subsets of Z, and α : A → K a map. Suppose
that α ◦ f |f−1(A) : f−1(A) → K extends over f−1(B) to α̃. Extend α̃ to
a neighborhood S of f−1(B). We will continue to call this new extension
α̃. Since f is a closed map, there exists a neighborhood U of B such that
f−1(U) ⊆ S.
By 2.1.9, for some i ∈ N there exists a map αi : Ai → K such that
αi ◦ pi|A ' α.
Consider p−1i (Ai). Then A is a closed subset of p
−1
i (Ai). The map αi◦pi|A
extends over p−1i (Ai) to αi◦pi|p−1i (Ai). So by the homotopy extension property,
α extends over p−1i (Ai), to a map (1) α
∗ which is homotopic to αi ◦ pi|p−1i (Ai)
on p−1i (Ai). We can extend α
∗ to a neighborhood W of p−1i (Ai), which is also
then a neighborhood of A. Without loss of generality, we can assume that
W ⊆ U , so that f−1(W ) ⊆ S.
We will now show that there exists a neighborhood V ⊆ W of A such
that α∗ ◦ f |f−1(V ) : f−1(V )→ K extends over S. First we note that f−1(W )
is a neighborhood of f−1(A), and α∗◦f |f−1(W ) : f−1(W )→ K is an extension
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of α◦f |f−1(A) over f−1(W ). So by Lemma 2.2.1, there exists a neighborhood
T of f−1(A) such that (2) α∗ ◦ f |T extends over S. Since f is a closed map,
there exists a neighborhood V ⊆ W of A such that f−1(V ) ⊆ T .
Now choose k ≥ i so that both p−1k (Ak) ⊆ V and p
−1
k (Bk) ⊆ U . Note that
p−1k (Ak) ⊆ p
−1
i (Ai). By (1) α
∗ is homotopic to αi ◦ pi|p−1i (Ai) on p
−1
i (Ai), so
(3) α∗|p−1k (Ak) is homotopic to αi◦pi|p−1k (Ak). Note that (4) αi◦pi = αi◦p
k
i ◦pk.
Since p−1k (Ak) ⊆ V , we have that f−1(p
−1
k (Ak)) ⊆ f−1(V ) ⊆ T . By (2),
we get that (5) α∗ ◦ f |f−1(p−1k (Ak)) : f
−1(p−1k (Ak)) → K extends over S, and
so also extends over f−1(p−1k (Bk)), since f
−1(p−1k (Bk)) ⊆ f−1(U) ⊆ S.
Using (3) and (4) we get the following
α∗ ◦ f |f−1(p−1k (Ak)) (2.2)
'αi ◦ pi ◦ f |f−1(p−1k (Ak)) (2.3)
=αi ◦ pki ◦ pk ◦ f |f−1(p−1k (Ak)). (2.4)
Applying (5) and the homotopy extension property, αi◦pki ◦pk◦f |f−1(p−1k (Ak))
extends over f−1(p−1k (Bk)). By our assumption that pk ◦ f is an extensional
map relative to K, αi ◦ pki |Ak extends over Bk, say to βk : Bk → K. Then
βk ◦ pk|B : B → K is an extension of αi ◦ pi|A : A→ K. Since αi ◦ pi|A ' α,
by the homotopy extension property, α extends over B.
2.3 Limit Theorem for Inverse Systems
In this section, given an inverse system Z = (Zγ, pγγ′ ,Γ) and subset A ⊆ Z,
for each γ ∈ Γ, let Aγ = pγ(A) .
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Theorem 2.3.1. Let Z = (Zγ, pγγ′ ,Γ) be an inverse system of compact Haus-
dorff spaces, and Z = lim Z. Let X be a compact Hausdorff space, f : X → Z
a surjective map, and K a CW-complex. If pγ ◦f : X → Zγ is an extensional
map relative to K for each γ ∈ Γ, then f : X → Z is an extensional map
relative to K.
Proof. Let A ⊆ B be closed subsets of Z, and α : A → K a map. Suppose
that α ◦ f |f−1(A) : f−1(A) → K extends over f−1(B) to α̃. Extend α̃ to
a neighborhood S of f−1(B). We will continue to call this new extension
α̃. Since f is a closed map, there exists a neighborhood U of B such that
f−1(U) ⊆ S.
By 2.1.9, for some γ ∈ Γ there exists a map αγ : Aγ → K such that
αγ ◦ pγ|A ' α.
Consider p−1γ (Aγ). Then A is a closed subset of p
−1
γ (Aγ). The map αγ ◦
pγ|A extends over p−1γ (Aγ) to αγ ◦ pγ|p−1γ (Aγ). So by the homotopy extension
property, α extends over p−1γ (Aγ) to a map (1) α
∗ which is homotopic to
αγ◦pγ|p−1γ (Aγ) on p
−1
γ (Aγ). We can extend α
∗ to a neighborhood W of p−1γ (Aγ),
which is also then a neighborhood of A. Without loss of generality, we will
assume that W ⊆ U , so that f−1(W ) ⊆ S.
We will now show that there exists a neighborhood V ⊆ W of A such
that α∗ ◦ f |f−1(V ) : f−1(V ) → K extends over S. We note that f−1(W ) is a
neighborhood of f−1(A). Since α∗ is an extension of α, the map α∗◦f |f−1(W ) :
f−1(W )→ K is an extension of α◦f |f−1(A) over f−1(W ). So by Lemma 2.2.1,
there exists a neighborhood T ⊆ f−1(W ) of f−1(A) such that (2) α∗ ◦ f |T
extends over S. Since f is a closed map, there exists a neighborhood V ⊆ W
of A such that f−1(V ) ⊆ T .
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Now choose γ′ ≥ γ so that both p−1γ′ (Aγ′) ⊆ V and p
−1
γ′ (Bγ′) ⊆ U . Note
that p−1γ′ (Aγ′) ⊆ p−1γ (Aγ). By (1), the map α∗ is homotopic to αγ ◦ pγ|p−1γ (Aγ)
on p−1γ (Aγ), so (3) α
∗|p−1
γ′ (Aγ′ )
is homotopic to αγ ◦ pγ|p−1
γ′ (Aγ′ )
. Note that (4)
αγ ◦ pγ = αγ ◦ pγγ′ ◦ pγ′ .
Since p−1γ′ (Aγ′) ⊆ V , we have that f−1(p
−1
γ′ (Aγ′)) ⊆ f−1(V ) ⊆ T . Using
(2), we get (5) α∗ ◦ f |f−1(p−1
γ′ (Aγ′ ))
: f−1(p−1γ′ (Aγ′)) → K extends over S, and
so also extends over f−1(p−1γ′ (Bγ′)), since f
−1(p−1γ′ (Bγ′)) ⊆ f−1(U) ⊆ S.
Using (3) and (4),
α∗ ◦ f |f−1(p−1
γ′ (Aγ′ ))
(2.5)
'αγ ◦ pγ ◦ f |f−1(p−1
γ′ (Aγ′ ))
(2.6)
=αγ ◦ pγγ′ ◦ pγ′ ◦ f |f−1(p−1
γ′ (Aγ′ ))
. (2.7)
By the homotopy extension property and (5), αγ ◦pγγ′ ◦pγ′ ◦f |f−1(p−1
γ′ (Aγ′ ))
extends over f−1(p−1γ′ (Bγ′)). By our assumption that pγ′ ◦ f is an extensional
map with respect to K, αγ◦pγγ′ extends over Bγ′ , say to βγ′ . Then βγ′◦pγ′|B :
B → K is an extension of αγ ◦ pγ|A : A→ K. Since αγ ◦ pγ|A ' α, the map





We will now prove a theorem analogous to Theorem 2.2.3 in the more general
setting of approximate inverse systems.
We will use the following from [10]:
Definition 3.1.1. An approximate inverse system X = {Xγ, εγ, pγγ′ ,Γ} of
metric compacta consists of the following: a partially ordered set (Γ,≤) which
is directed and has no maximal element; for each γ ∈ Γ, a compact metric
space Xγ with metric d and a real number εγ > 0; for each pair γ ≤ γ′ from
Γ, a map pγγ′ : Xγ′ → Xγ. Moreover, the following three conditions must be
satisfied:
(A1) d(pγ1γ2pγ2γ3 , pγ1γ3) ≤ εγ1 , γ1 ≤ γ2 ≤ γ3, pγγ = id.
(A2) For all γ ∈ Γ and η > 0 there exists a γ′ ≥ γ such that for all γ2 ≥ γ1 ≥
γ′ we have that d(pγγ1pγ1γ2 , pγγ2) ≤ η.
(A3) For all γ ∈ Γ and η > 0 there exists a γ′ ≥ γ such that for all γ′′ ≥ γ′
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and x, x′ ∈ Xγ′′ we have that if d(x, x′) ≤ εγ′′ then d(pγγ′′(x), pγγ′′(x′)) ≤ η.
Definition 3.1.2. A point x = (pγ(x)) ∈
∏
γ∈ΓXγ belongs to X = lim X
provided the following condition is satisfied.
(L) For all γ ∈ Γ and η > 0 there exists γ′ ≥ γ such that for all γ′′ ≥ γ′ we
have that d(pγ(x), pγγ′′pγ′′(x)) ≤ η.
The following theorems and lemmas will be useful.
Theorem 3.1.3. (Theorem 1 from [10]) If in an approximate system X =
(Xγ, εγ, pγγ′ ,Γ), all Xγ 6= ∅, then also X = lim X 6= ∅.
Theorem 3.1.4. (Theorem 2 from [10]) The limit X of an approximate
system of compacta is a compact Hausdorff space.
Lemma 3.1.5. (Lemma 3 from [10]) The collection of all sets of the form
p−1γ (Vγ), where γ ∈ Γ and Vγ ⊆ Xγ is open, is a basis for the topology of X.
Lemma 3.1.6. (Lemma 4 from [10]) For every γ ∈ Γ and η > 0 there is a
γ′ ≥ γ such that for every γ′′ ≥ γ′ one has d(pγγ′′pγ′′ , pγ) ≤ η.
3.2 Closed Subspaces of Approximate Inverse
Limits
We will now establish several propositions dealing with closed subspaces of
approximate inverse limits that will be helpful in proving the main theorem.
In this section let X = {Xγ, εγ, pγγ′ ,Γ} be an approximate inverse system,
X = lim X, and A ⊆ X be closed. We will define Aγ = pγ(A). Aγ is clearly
closed in Xγ.
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We will now show that
⋂
γ∈Γ




We will show that for every neighborhood U of x that U ∩ A 6= ∅.
Let U be a neighborhood of x. Then, by 3.1.5, there exists a basic open
set of the form p−1γ (Uγ), where Uγ is open in Xγ such that x ∈ p−1γ (Uγ) ⊆ U .
Since pγ(x) ∈ Uγ, there exists an η > 0 such that B(pγ(x), η) ⊆ Uγ. Let




p−1γ (Aγ), we have x ∈ p−1γ′ (Aγ′), and so there exists an a ∈ A
such that pγ′(x) = pγ′(a). Then we have that
d(pγ(x), pγ(a))
≤d(pγ(x), pγγ′pγ′(x)) + d(pγγ′pγ′(x), pγ(a))
=d(pγ(x), pγγ′pγ′(x)) + d(pγγ′pγ′(a), pγ(a))
≤η/3 + η/3 < η.
So, pγ(a) ∈ B(pγ(x), η) ⊆ Uγ, and thus, a ∈ p−1γ (Uγ) ⊆ U .
Proposition 3.2.2. For any neighborhood U of A, there exists a γ ∈ Γ such
that for all γ′ ≥ γ, p−1γ′ (Aγ′) ⊆ U .
Proof. By 3.1.5, for each a ∈ A there exists a basic open set of the form
p−1γa (Vγa), where Vγa is open in Xγa , such that a ∈ p
−1
γa (Vγa) ⊆ U . Also, for
each a ∈ A there exists an ηa > 0 such that B(pγa(a), ηa) ⊆ Vγa .
For each a ∈ A let Wa = p−1γa (B(pγa(a), ηa/3)). Then the collection
{Wa|a ∈ A} covers A. So, by the compactness of A, there exists a finite
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subset A∗ ⊆ A such that {Wa|a ∈ A∗} covers A.
Using 3.1.6, choose a γ ∈ Γ such that for all a ∈ A∗, γ ≥ γa, and for all
γ′ ≥ γ, we have that d(pγaγ′pγ′ , pγa) ≤ ηa/3.
We will now show that for γ′ ≥ γ, p−1γ′ (Aγ′) ⊆ U . To do this, let x ∈
p−1γ′ (Aγ′). Then there exists an a ∈ A such that pγ′(x) = pγ′(a). Since a ∈ A,
there exists a∗ ∈ A∗ such that a ∈ Wa∗ .
We now wish to show that x ∈ p−1γa∗ (Vγa∗ ). The following inequalities hold
by the choice of γ, and the fact that a ∈ Wa∗ .
d(pγa∗γ′pγ′(x), pγa∗ (x)) < ηa∗/3
d(pγa∗γ′pγ′(a), pγa∗ (a)) < ηa∗/3
d(pγa∗ (a), pγa∗ (a
∗)) < ηa∗/3.
And so, since pγa∗γ′pγ′(x) = pγa∗γ′pγ′(a), the triangle inequality and the
preceding three inequalities give us that d(pγa∗ (x), pγa∗ (a
∗)) < ηa∗ . Then,




The following resolution property is well known for approximate inverse
limits. Our goal now is to establish a similar property for a closed subspace
A of an approximate inverse limit X.
Proposition 3.2.3. (Proposition 3.4 from [7]) Let X = {Xγ, εγ, pγγ′ ,Γ} be
an approximate system of compact metric spaces Xγ and X = lim X. Then
for every map h : X → P into a compact polyhedron P, there exist a γ ∈ Γ
and a map f : Xγ → P such that h ' fpγ.
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To accomplish this we will construct an approximate system having A as
its approximate inverse limit.
Construction 3.2.4. Let X = {Xγ, εγ, pγγ′ ,Γ} be an approximate system
with (Γ,≤) being an ordered set which is directed, has no maximal element
and is cofinite. As before, X = lim X and A ⊆ X is closed.
For each γ ∈ Γ our goal is to construct a closed neighborhood of Aγ
with certain properties, and a number ηγ > 0. The neighborhood will be
constructed inductively, and will be denoted N(Aγ).
Let γ′ ∈ Γ. If γ′ has no predecessors, set N(Aγ′) to be the closed εγ′
neighborhood of Aγ′ , and set ηγ′ = εγ′ .
Suppose that N(Aγ′) and ηγ′ have been constructed for all γ
′ with less
than n predecessors.
Suppose now that γ′ has n predecessors. Let γ < γ′ be a predecessor of
γ′. Then N(Aγ) has already been constructed. We will denote by γ1, γ2, ...γk
those predecessors of γ′ for which pγγ′(Aγ′) ⊆ intN(Aγ). If no such prede-
cessors exist, set N(Aγ′) equal to the closed εγ′ neighborhood of Aγ′ , and
ηγ′ = εγ′ . Otherwise, if 1 ≤ k ≤ n, then there exists ηγ′ > 0 such that













Having completed the induction, we will construct a new relation ≤′ such
that γ <′ γ′ if and only if γ < γ′ and for every γ′′ ≥ γ′ we have that
d(pγγ′′pγ′′ , pγ) < ηγ. We will put γ =
′ γ′ if and only if γ = γ′.
Remark 3.2.5. Note that by our construction, if γ ≤′ γ′ then pγγ′(N(Aγ′)) ⊆
N(Aγ). Indeed, suppose that γ <
′ γ′. Then d(pγγ′pγ′ , pγ) < ηγ. So we
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have that pγγ′(Aγ′) = pγγ′(pγ′(A)) ⊆ N(pγ(A)) = N(Aγ). Since pγγ′(Aγ′) ⊆
N(Aγ), by the construction of N(Aγ′), we have N(Aγ′) ⊆ p−1γγ′(N(Aγ)), and
so pγγ′(N(Aγ′)) ⊆ N(Aγ).
Remark 3.2.6. Also note that if γ <′ γ′ and γ′ ≤ γ′′ then γ <′ γ′′.
Lemma 3.2.7. (Γ,≤′) as defined in 3.2.4 is a partially ordered set which is
cofinite, has no maximal element and is directed.
Proof. (Γ,≤′) is obviously cofinite and partially ordered.
We will now show that (Γ,≤′) has no maximal element. Let γ ∈ Γ. By
Lemma 3.1.6 there exists a γ′ ≥ γ such that for every γ′′ ≥ γ′ one has that
d(pγγ′′pγ′′ , pγ) ≤ ηγ. Since (Γ,≤) has no maximal element, there exists a
γ′′ > γ′. Thus by our construction, γ′′ >′ γ.
Finally, we will show that (Γ,≤′) is directed. Let γ1, γ2 ∈ Γ. Then since
(Γ,≤′) has no maximal element, there exists γ′1 >′ γ1 and γ′2 >′ γ2. Since
(Γ,≤) is a directed set there exists γ ∈ Γ such that γ′1 ≤ γ and γ′2 ≤ γ. By
Remark 3.2.6, γ1 <
′ γ and γ2 <
′ γ. Thus, (Γ,≤′) is a directed set.
By Proposition 9 of [11] the following proposition is clear:
Proposition 3.2.8. Let X = {Xγ, εγ, pγγ′ ,Γ} be an approximate system
with (Γ,≤) being an ordered set which is directed, has no maximal element
and is cofinite, and X = lim X. Let (Γ,≤′) be as defined in 3.2.4, X′ =
{Xγ, εγ, pγγ′ ,Γ} be an approximate system using the ordered set (Γ,≤′), and
X ′ = lim X′. Then X = X ′.
Proposition 3.2.9. A = {N(Aγ), εγ, pγγ′ , (Γ ≤′)} as defined in 3.2.4 is an
approximate inverse system with lim A = A.
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Proof. One can easily check that A satisfies the axioms (A1), (A2), and (A3).
Let A′ = lim A. We wish to show that A′ = A.
Let a ∈ A. Of course, we wish to show that a ∈ A′. Clearly a ∈∏
γ∈ΓN(Aγ). By condition (L), we need to show that for each γ ∈ Γ
and η > 0 there exists γ1 ≥′ γ such that for all γ′′ ≥′ γ1 we have that
d(pγ(a), pγγ′′pγ′′(a)) ≤ η.
Let γ ∈ Γ and η > 0. Since a ∈ A ⊆ X, there exists γ′ ≥ γ such that
for all γ′′ ≥ γ′, d(pγ(a), pγγ′′(pγ′′(a))) ≤ η. Choose γ1 so that γ1 ≥′ γ and
γ1 ≥ γ′. So if γ′′ ≥′ γ1, we have that d(pγ(a), pγγ′′pγ′′(a)) ≤ η. And so,
a ∈ A′.




γ (Aγ), and so by Propo-
sition 3.2.1 we will have a ∈ A.




γ (Aγ). There there exists γ ∈ Γ
such that pγ(a) /∈ Aγ. So there exists η > 0 such that B(pγ(a), 2η)∩Aγ = ∅.
Choose γ′ large enough so that it simultaneously satisfies condition (L)
for the point a, γ and η/3, condition (A3) for the system A, γ and η/3, and
Lemma 3.1.6 for γ and η/3.
By condition (L) we have
d(pγ(a), pγγ′pγ′(a)) ≤ η/3. (3.1)
Since N(Aγ′) is an ηγ′-neighborhood of Aγ′ , pγ′(a) is a distance of less
than or equal to εγ′ from Aγ′ . So there exists a point b ∈ A such that
pγ′(b) ∈ Aγ′ and d(pγ′(a), pγ′(b)) ≤ εγ′ . Then by our application of condition
(A3) we have that
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d(pγγ′(pγ′(a)), pγγ′(pγ′(b))) ≤ η/3. (3.2)
By our application of Lemma 3.1.6 we have
d(pγγ′(pγ′(b)), pγ(b)) ≤ η/3. (3.3)
Finally, (3.1), (3.2), (3.3) and the triangle inequality give us
d(pγ(a), pγ(b)) ≤ η. (3.4)
Since b ∈ A, pγ(b) ∈ Aγ. This contradicts the fact that B(pγ(a), 2η) ∩




γ (Aγ), and so a ∈ A.
Applying Proposition 3.2.3 to the approximate inverse system A that we
have constructed we arrive at the following:
Proposition 3.2.10. Let X = {Xγ, εγ, pγγ′ ,Γ} be an approximate system
with (Γ,≤) being an ordered set which is directed, has no maximal element
and is cofinite. Let X = lim X and A ⊆ X be a closed subspace. Then for
every map h : A→ K into a compact polyhedron K, there exist a γ ∈ Γ and
a map f : N(Aγ)→ K such that h ' fpγ|A.
We will need the following lemma in the proof of the main theorem in the
next section.
Lemma 3.2.11. Let X = {Xγ, εγ, pγγ′ ,Γ} be an approximate system with
(Γ,≤) being an ordered set which is directed, has no maximal element and is
cofinite. Let X = lim X and A ⊆ X be a closed subspace. If αγ : N(Aγ)→ K
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is a map into a compact polyhedron K, then there exists γ′ ≥′ γ such that
for all γ′′ ≥′ γ′, we have αγ ◦ pγ|p−1
γ′′ (N(Aγ′′ ))
' αγ ◦ pγγ′′ ◦ pγ′′ |p−1
γ′′ (N(Aγ′′ ))
.
Proof. Using Theorem 1.1 of section IV of [4], it is easy to show that there
exists a finite open cover W = {Wi|i = 1, 2, 3, ...n} of K such that if two
maps to K defined on an arbitrary space are W-close, they are homotopic.
Consider the collection {α−1γ (Wi)|i = 1, 2, 3, ...n}. This is a collection of
open sets which covers N(Aγ). Let η > 0 be a Lebesgue number for this
cover.
Choose γ′ ≥′ γ so that γ′ satisfies Lemma 3.1.6 for γ and η/2. Then for
every γ′′ ≥′ γ′ one has d(pγγ′′pγ′′ , pγ) ≤ η/2.
Now let γ′′ ≥′ γ′. We will show that αγ ◦ pγ|p−1
γ′′ (N(Aγ′′ ))




Let x ∈ p−1γ′′ (N(Aγ′′)). Since η is a Lebesgue number for {α−1γ (Wi)|i =
1, 2, 3, ...n}, B(pγ(x), η) ⊆ α−1γ (Wi) for some 1 ≤ i ≤ n. Then since we
know that d(pγγ′′pγ′′(x), pγ(x)) ≤ η/2, we have that pγγ′′pγ′′(x), pγ(x) ∈
α−1γ (Wi). And so αγpγγ′′pγ′′(x), αγpγ(x) ∈ Wi. So αγ ◦ pγ|p−1
γ′′ (N(Aγ′′ ))
and
αγ ◦ pγγ′′ ◦ pγ′′ |p−1
γ′′ (N(Aγ′′ ))
are W-close, and thus αγ ◦ pγ|p−1
γ′′ (N(Aγ′′ ))
' αγ ◦
pγγ′′ ◦ pγ′′ |p−1
γ′′ (N(Aγ′′ ))
.
3.3 Limit Theorem for Approximate Inverse
Systems with Cofinite Indexing Set
Theorem 3.3.1. Let Z = {Zγ, εγ, pγγ′ ,Γ} be an approximate system with
(Γ,≤) being an ordered set which is directed, has no maximal element and
is cofinite. Let X be a compact metric space, Z = lim Z and f : X → Z a
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surjective map. If, for each γ ∈ Γ, pγ ◦ f : X → pγ(Z) is an extensional map
relative to a polyhedron K, then f : X → Z is an extensional map relative
to K.
Proof. Let A ⊆ B be closed subsets of Z. Let α : A → K be a map
and suppose that α ◦ f |A : A → K extends over f−1(B), say to α̃ : B →
K. Extend α̃ over a neighborhood S of f−1(B). Continue to call the new
extension α̃. Since f is a closed map, there exists a neighborhood T of B
such that f−1(T ) ⊆ S.
By Proposition 3.2.10, there exists γ ∈ Γ such that there is a map αγ :
N(Aγ)→ K such that αγ ◦pγ|A ' α. Since p−1γ (N(Aγ)) is a closed neighbor-
hood of A, using the homotopy extension property, α extends over p−1γ (N(Aγ)
to a map α∗ : p−1γ (N(Aγ) → K such that (1) αγ ◦ pγ|p−1γ (N(Aγ)) ' α
∗. Note
that we can choose γ large enough so that p−1γ (N(Aγ) ⊆ T .
(2) By Lemma 3.2.11 there exists γ′ ≥′ γ such that for all γ′′ ≥′ γ′, we
have αγ ◦ pγ|p−1
γ′′ (N(Aγ′′ ))
' αγ ◦ pγγ′′ ◦ pγ′′|p−1
γ′′ (N(Aγ′′ ))
.
As in the proof of Theorem 2.2.3, we will show that there exists a neigh-
borhood V ⊂ p−1γ (N(Aγ)) of A such that α∗ ◦f |f−1(V ) : f−1(V )→ K extends
over S.
First we note that f−1(p−1γ (N(Aγ))) is a neighborhood of f
−1(A), and
α∗ ◦ f |f−1(p−1γ (N(Aγ))) : f
−1(p−1γ (N(Aγ))) → K is an extension of α ◦ f |f−1(A)
over f−1(p−1γ (N(Aγ))). So by Proposition 2.2.1, there exists a neighborhood
W of f−1(A) such that α∗ ◦ f |W extends over S. Since f is a closed map,
there exists a neighborhood V ⊂ p−1γ (N(Aγ)) of A such that f−1(V ) ⊂ W .
And so since α∗ ◦f |W extends over S, we have that α∗ ◦f |f−1(V ) extends over
S.
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Now choose γ′ ≥′ γ such that p−1γ′ (Aγ′) ⊆ V , p
−1
γ′ (Bγ′) ⊆ T , and γ′ satisfies
(2).
Since f−1(p−1γ′ (Aγ′)) ⊆ f−1(V ), and α∗ ◦ f |f−1(V ) extends over S, we have
that α∗ ◦ f |f−1(p−1
γ′ (Aγ′ ))
extends over S. By (1) we have, α∗ ◦ f |f−1(p−1
γ′ (Aγ′ ))
'
αγ ◦ pγ ◦ f |f−1(p−1
γ′ (Aγ′ ))





. So, by the homotopy extension property, αγ◦pγγ′◦
pγ′ ◦f |f−1(p−1
γ′ (Aγ′ ))
extends over S, and since f−1(p−1γ′ (Bγ′)) ⊆ f−1(T ) ⊆ S, we
have that it also extends over f−1(p−1γ′ (Bγ′)). By our assumption that pγ′ ◦ f
is an extensional map, αγ ◦ pγγ′|Aγ′ extends over Bγ′ , say to βγ′ : Bγ′ → K.
Then, βγ′ ◦pγ′ is defined on all of B. So since βγ′ ◦pγ′|A = αγ ◦pγγ′ ◦pγ′ |A '
αγ ◦ pγ|A ' α, by the homotopy extension property, α extends over B.
3.4 Mardešić Trick for Approximate Inverse
Systems
The well-known Mardešić trick provides a cofinite indexing set in the case of
commutative inverse systems. We wish to extend this method to the case of
approximate inverse systems. Construction 3.4.1 and the proof of 3.4.2 are
due to [12] and correspondence with Vlasta Matijevic.
Construction 3.4.1. We will begin our construction with an approximate
system Z = {Za, εa, paa′ , A} with (A,≤) being an ordered set which is di-
rected and has no maximal element.
Let B = {b ⊆ A|b is finite and max(b) exists}. We will order B by inclu-
sion. Define a function t : B → A by t(b) = max(b) for b ∈ B.
We claim that t is surjective and nondecreasing. To show surjectivity, let
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a ∈ A. Then t({a}) = a. To show that t is nondecreasing, let b1, b2 ∈ B with
b1 ≤ b2. Then b1 ⊆ b2, and so max(b1) ≤ max(b2). So we have t(b1) ≤ t(b2).
We will now define a new approximate system Y = {Yb, εb, qbb′ , B}. (B,≤)
is defined as above. We will set Yb = Zt(b), εb = εt(b), and qbb′ = pt(b)t(b′).
Proposition 3.4.2. Y as defined in 3.4.1 is an approximate inverse system.
Proof. By Definition 3.1.1 we have to show that Y satisfies conditions (A1),
(A2) and (A3).
(A1) Let b1 ≤ b2 ≤ b3. We must show that d(qb1b2qb2b3 , qb1b3) ≤ εb1 .
Indeed, max(b1) ≤ max(b2) ≤ max(b3), and so t(b1) ≤ t(b2) ≤ t(b3). By
condition (A1) for the approximate system Z, we have
d(pt(b1)t(b2)pt(b2)t(b3), pt(b1)t(b3)) ≤ et(b1).
So clearly by our construction, d(qb1b2qb2b3 , qb1b3) ≤ εb1 .
(A2) Let b ∈ B and η > 0. By (A2) for Z, we have that there exists
a′ ≥ t(b) such that for all a2 ≥ a1 ≥ a′ we have that d(pt(b)a1pa1a2 , pt(b)a2) ≤ η.
Put b′ = b ∪ {a′}. Note that t(b′) = a′, and b′ ≥ b. Let b2 ≥ b1 ≥ b′. Then
we have t(b2) ≥ t(b1) ≥ t(b′) = a′. And so, d(pt(b)t(b1)pt(b1)t(b2), pt(b)t(b2)) ≤ η.
This gives us that d(qbb1qb1b2 , qbb2) ≤ η, and proves property (A2) for Z.
(A3) Let b ∈ B and η > 0. By (A3) for Z, there exists an a′ ≥ t(b) such
that for every a′′ ≥ a′, and for all z, z′ ∈ Za′′ , we have that if d(z, z′) ≤ εa′′
then d(pt(b)a′′(z), pt(b)a′′(z
′)) ≤ η. Let b′ = b ∪ {a′}. Then t(b′) = a′ and
b′ ≥ b. Let b′′ ≥ b′. Then t(b′′) ≥ t(b′) = a′. Let y, y′ ∈ Yb′′ = Zt(b′′), and




Proposition 3.4.3. Let Z and Y be as in 3.4.1, and Z = lim Z and Y =
lim Y. Then the function h : Z →
∏
b∈B Yb such that qb(h(z)) = pt(b)(z), is
continuous, injective, and h(Z) = Y , showing that Z ' Y .
Proof. Clearly h is continuous.
To show h is injective, let z1, z2 ∈ Z, with z1 6= z2. Then there exists
a ∈ A such that pa(z1) 6= pa(z2). So, since t({a}) = a, we have q{a}(h(z1)) =
pa(z1) 6= pa(z2) = q{a}(h(z2)), and thus h(z1) 6= h(z2).
We will now show that h(Z) = Y .
Let z ∈ Z. We need to show that h(z) ∈ Y . That is, we need to show
that for each b ∈ B and η > 0 there exists b′ ≥ b such that for all b′′ ≥ b′ we
have d(qb(h(z)), qbb′′qb′′(h(z))) ≤ η. To do this, let b ∈ B and η > 0. We first
note that t(b) ∈ A, and so since z ∈ Z, there exists a′ ≥ t(b) such that for all
a′′ ≥ a′ we have d(pt(b)(z), pt(b)a′′pa′′(z)) ≤ η. We will set b′ = b ∪ {a′}. Then
b′ ∈ B and b′ ≥ b. Note that t(b′) = a′.
Let b′′ ≥ b′. Then t(b′′) ≥ t(b′) = a′. So then, d(qb(h(z)), qbb′′qb′′(h(z))) =
d(pt(b)(z), pt(b)t(b′′)pt(b′′)(z)) ≤ η. Thus, h(z) ∈ Y .
Let y ∈ Y . We are going to construct a point z ∈
∏
a∈A Za such that
h(z) = y. For each a ∈ A, we will define z by pa(z) = q{a}(y). We need
to show two things. First, we need to show that z ∈ Z. That is, that z is
actually in the limit. Second, we need to show that h(z) = y.
To accomplish these two things, we must first establish that if (1) b1, b2 ∈
B with t(b1) = t(b2), then qb1(y) = qb2(y). Suppose on the contrary that
b1, b2 ∈ B, t(b1) = t(b2) but that qb1(y) 6= qb2(y).
Note that Yb1 = Yb2 = Zt(b1). Let η = d(qb1(y), qb2(y)). Since y ∈ Y ,
by condition (L), there exists b ≥ b1, b2 such that for all b′ ≥ b we have
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d(qb1(y), qb1b′qb′(y)) ≤ η/3 and d(qb2(y), qb2b′qb′(y)) ≤ η/3. By our construc-
tion qb1b′ = pt(b1)t(b′) = pt(b2)t(b′) = qb2b′ .
So by the triangle inequality we have,
d(qb1(y), qb2(y))
≤d(qb1(y), qb1b′qb′(y)) + d(qb1b′qb′(y), qb2(y))
=d(qb1(y), qb1b′qb′(y)) + d(qb2b′qb′(y), qb2(y))
≤η/3 + η/3
<η.
This is a contradiction. So if b1, b2 ∈ B with t(b1) = t(b2), then qb1(y) =
qb2(y).
Now we wish to show that z ∈ Z. To do this we must show that condition
(L) is satisfied. Let a ∈ A and η > 0. We need to find an a′ ≥ a such that for
all a′′ ≥ a′ we have d(paa′pa′′(z), pa(z)) ≤ η. Since y ∈ Y there exists b′ ∈ B
such that b′ ≥ {a} (that is, b′ ⊇ {a} and so a ∈ b′) such that for all b′′ ≥ b′
we have d(q{a}b′′qb′′(y), q{a}(y)) ≤ η.
We will set a′ = max(b′). Then a′ ≥ a. Let a′′ ≥ a′. Consider b′′ =
b′∪{a′′}. Then b′′ ≥ b′ and t(b′′) = a′′. So we have pa′′(z) = q{a′′}(y) = qb′′(y)
and q{a}b′′ = paa′′ . Thus, d(paa′′pa′′(z), pa(z)) = d(q{a}b′′qb′′(y), q{a}(y)) ≤ η.
And so z ∈ Z.
Now we will show that h(z) = y. Let b ∈ B. Then, qb(h(z)) = pt(b)(z) =
q{t(b)}(y) = qb(y). The last equality follows from the fact that t({t(b)}) = t(b)
and the above argument. And so h(z) = y. Thus, h is surjective, and so is a
homeomorphism.
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3.5 Limit Theorem for Approximate Inverse
Systems
Using the Mardešić trick we established in the previous section, we can drop
the assumption of cofiniteness from the main result.
Theorem 3.5.1. Let Z = {Za, εa, paa′ , A} be an approximate system with
(A,≤) being an ordered set which is directed and has no maximal element.
Let X be a compact metric space, Z = lim Z and f : X → Z a surjective
map. If, for each a ∈ A, pa ◦ f : X → pa(Z) is an extensional map relative
to a polyhedron K, then f : X → Z is an extensional map relative to K.
Proof. Using 3.4.1 construct a new system Y = {Yb, εb, qbb′ , B} such that B
is cofinite and Z ∼= Y = lim Y. Let h : Z → Y be the homeomorphism
described in the previous section.
For b ∈ B, denote the identity map from Yb to Xt(b) as ib. Then pt(b) =
ib ◦ pb ◦ h. The map pt(b) ◦ f : X → Zt(b) is an extensional map relative to
K, and so ib ◦ pb ◦ h ◦ f : X → Zt(b) is an extensional map relative to K.
By 1.3.2 and 1.3.4, we have that pb ◦ h ◦ f : X → Yb is an extensional map
relative to K. By 3.3.1, we have that h ◦ f : X → Y is an extensional map
relative to K. Using 1.3.2 and 1.3.4 once again, we get that f : X → Z is an




In this chapter our goal is to construct a notion of dimension for extensional
maps similar to the extension dimension. First, we will define extension
dimension. We will then establish two theorems that will be necessary to
prove the existence of extensional map dimension. Finally, we will define
extensional map dimension, and prove its existence.
4.1 Extension Dimension
We have seen, 1.2.4, that covering dimension can be defined in terms of
extensions of maps in spheres. Also, while this paper will not discuss co-
homologial dimension in any detail, a similar characterization exists for this
type of dimension. One has dimGX ≤ n if and only if XτK(G, n) where
K(G, n) is an Eilenberg MacLane complex. This led to the development by
Dranishnikov and Dydak [2] of the idea of extension dimension.
The following construction comes from [6].
Construction 4.1.1. Let C be a class of spaces, T a class of CW-complexes,
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and K, K ′ ∈ T . If it is true that for all X ∈ C, XτK implies XτK ′, then we
write K ≤(C,T ) K ′. This defines a preorder on T . We define an equivalence
relation on T by K ∼(C,T ) K ′ if and only if K ≤(C,T ) K ′ and K ′ ≤(C,T ) K.
The equivalence class of K under this relation is called the extension type of
K relative to (C, T ). By ET(C,T ) we mean the class of extension types relative
to (C, T ). The relation ≤(C,T ) induces a partial order on the extension types
ET(C,T ), which we will also denote ≤(C,T ).
Definition 4.1.2. The extension dimension of X relative to (C, T ), de-
noted extdim(C,T ) X, is the initial element, if it exists, of the class of extension
types
{
D ∈ ET(C,T ) |XτL for all L ∈ D
}
.
See [6] for several examples of classes C and T for which extdim(C,T ) exists.
4.2 The Ψ∞ Operator
The following construction comes from [5].
Construction 4.2.1. For each simplicial complexK, let FK be the collection
of nonempty, finite subcomplexes of K. Fix a simplicial complex K, and let
M ∈ FK . Let D(M,K) be the set of D ∈ FK such that M ⊆ D. We will define
a relation ∼(M,K) on D(M,K). For D,C ∈ D(M,K), D ∼(M,K) C if there exists
a simplicial isomorphism from D to C which is the identity on M . Clearly
∼(M,K) is an equivalence relation on D(M,K). We denote the equivalence class
of D ∈ D(M,K) as [D](M,K).
Let E(M,K) be the set of equivalence classes of D(M,K) under the relation
∼(M,K). The set E(M,K) is countable. Using the Axiom of Choice, we will
fix one representative from each equivalence class. That is, we will fix a
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function θ(M,K) : E(M,K) → D(M,K) so that θ(M,K)([D](M,K)) ∈ [D](M,K) for
each D ∈ D(M,K).
Assume that the preceding construction has been applied to each M ∈
FK .
For M ∈ FK and E ⊆ E(M,K), θ(M,K)(E) is a subcomplex of K contain-
ing M . Thus, (i) for all M ∈ FK ,
⋃
θ(M,K)(E(M,K)) is a subcomplex of K
containing the subcomplex M .
We now define a function Ψ from the set of subcomplexes L of K to the






By (i), for each pair of subcomplexes L ⊆ L′ of K,
(ii) Ψ(L) is a subcomplex of K, and L ⊆ Ψ(L), and
(iii) Ψ(L) ⊆ Ψ(L′).
We will define Ψ∞ inductively. Let Ψ0(L) = L. For each k ∈ N, if






Then, Ψ∞(L) is a subcomplex of K.
Lemma 4.2.2. (Lemma 3.1 from [5]) Let K be a simplicial complex and L
a subcomplex of K. Then Ψ1(Ψ∞(L)) = Ψ∞(L), and hence Ψ∞(Ψ∞(L)) =
Ψ∞(L).
Lemma 4.2.3. (Lemma 3.2 from [5]) Let K be a simplicial complex and L
a subcomplex of K. If
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1. L = ∅, then Ψ1(L) = ∅,
2. L is finite, then card(Ψ1(L)) ≤ ℵ0,
3. L is infinite and k ∈ N, then we may conclude that
card(Ψk(L)) = card(Ψ∞(L)) = card(L).
Proposition 4.2.4. (Corollary 4.5 from [5]) Let K be a simplicial complex
and X a Hausdorff σ-compactum with Xτ |K|. Then for every subcomplex L
of K, Xτ |Ψ∞(L)|.
Proposition 4.2.5. Let X and Z be compact Hausdorff spaces, K a simpli-
cial complex, and f : X → Z an extensional map relative to |K|. Then for
any nonempty subcomplex L ⊆ K, f : X → Z is an extensional map relative
to |Ψ∞(L)|.
Proof. Fix a subcomplex L of K. Let A ⊆ B be closed in Z, and α : A →
|Ψ∞(L)| a map. Suppose that α ◦ f |f−1(A) : f−1(A)→ |Ψ∞(L)| extends over
f−1(B), say to α̃ : f−1(B)→ |Ψ∞(L)|. We wish to extend α over B.
Treat α and α̃ as maps to |K|. Then, since f is an extensional map
relative to |K|, there exists a map β : B → |K| such that β|A = α.
There exists M ∈ FΨ∞(L) such that β(A) ⊆ |M |. Now β(B) ⊆ |M ′|
for some finite subcomplex M ′ of K, where M ⊆ M ′. By the definition of
Ψ1(Ψ∞(L)), we may as well assume that M ′ ⊆ Ψ1(Ψ∞(L)) = Ψ∞(L). Hence,
β(B) ⊆ |Ψ∞(L)|, and so we may treat β as a map to |Ψ∞(L)|.
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4.3 Wedge Theorem
To achieve a similar theorem for wedges, we will have to make use of a
strengthened version of extensional maps.
Definition 4.3.1. A surjective map f : X → Y is a strong extensional map
relative to K if for each pair A ⊂ B of closed subsets of Z and any map
α : A→ K for which α◦f : f−1(A)→ K extends to a map α̃ : f−1(B)→ K,
there exists a map β : B → K such that β ◦ f = α̃ : f−1(B)→ K.
Theorem 4.3.2. Let X and Z be compact Hausdorff spaces. Let f : X → Z
be a strong extensional map relative to an arbitrary wedge of intervals. Let
{Kµ|µ ∈ Γ} be a collection of nonempty simplicial complexes. Put K =∨
v{Kµ|µ ∈ Γ}, where say v is a vertex common to Kµ for all µ ∈ Γ. Suppose
that for each µ ∈ Γ, f is an extensional map relative to |Kµ|. Then f is an
extensional map relative to |K|.
Proof. Select a regular neighborhood vC of v which is the cone from v to a
closed subpolyhedron C of |K|. Choose C ′ in such a way that C ′ ∼= C, vC ′
is also a cone neighborhood of v and vC \ int vC ′ ∼= C × I with say C × {0}
corresponding to C ′ and C × {1} corresponding to C.
For each µ ∈ Γ, let Cµ = C ∩ |Kµ| and C ′µ = C ′ ∩ |Kµ|. The preceding
construction is to be done so that vC ′µ ⊂ vCµ are cone neighborhoods of v
in |Kµ|, and that vCµ \ int vC ′µ ∼= Cµ × I via restriction of the preceding
identification.
For each µ ∈ Γ, let Iµ = [0, 1] and put L =
∨
0{Iµ|µ ∈ Γ}. We fix a map
g : |K| → |L| so that for each µ ∈ Γ,
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1. g(|Kµ|) ⊂ Iµ;
2. g(C ′µ) = {12}, g(vC
′
µ) ⊂ [0, 12 ];
3. g(|Kµ| \ vCµ) = 1; and
4. g(vCµ \ int vC ′µ) ⊂ [12 , 1].
The existence of such a map can be seen readily from the preceding de-
scription of the cone neighborhood of v. Let A ⊂ B be closed subsets of Z
and α : A → |K| a map. Suppose that α ◦ f |f−1(A) : f−1(A) → |K| extends
over f−1(B), say to α̃ : f−1(B)→ |K|. We wish to show that α extends over
B. Note that since A is compact, we can assume |K| to be finite.
Consider g ◦ α : A → |L|. Then g ◦ α ◦ f |f−1(A) : f−1(A) → |L| extends
over f−1(B) to g ◦ α̃ : f−1(B) → |L|. Since f is a strong extensional map
relative to any wedge of intervals, g ◦ α extends over B, say to β : B → |L|,
in such a way that β ◦ f = g ◦ α̃ : f−1(B)→ |L|.
Let D ⊂ |L| be the cone from the vertex 0 having the property that
D ∩ Iµ = [0, 12 ] for each µ. Note that g
−1(D) = vC ′. Put B0 = β
−1(D) and
A0 = A ∩ β−1(D).
Surely α(A0) ⊂ g−1(D) = vC ′. As a contractible polyhedron, vC ′ ⊂ |K|
is a retract of |K|. Let r1 : |K| → vC ′ be a retraction. Then it is easily
seen that r1 ◦ α̃|f−1(B0) : f−1(B0) → vC ′ is an extension of α ◦ f |f−1(A0) :
f−1(A0)→ vC ′. Thus, since f is an extensional map relative to contractible
polyhedra, α|A0 extends over B0 to a map α0 : B0 → vC ′.
For each µ ∈ Γ, let Bµ = β−1([12 , 1]), [
1
2
, 1] ⊂ Iµ. Then {Bµ|µ ∈ Γ} is
a discrete collection of closed subspaces of B. Write Aµ = Bµ ∩ A. Then
A = A0 ∪
⋃




One checks that α(Aµ) ⊂ |Kµ|∪vC ′, and the latter is homotopy equivalent
to |Kµ|. Put αµ : B0 ∪ Aµ → |Kµ| ∪ vC ′ equal to α0 on B0 and α on Aµ.
Now consider f−1(B0 ∪ Aµ). We wish to extend αµ ◦ f |f−1(B0∪Aµ) over
f−1(B0 ∪ Bµ). The two maps α̃|f−1(B0∪Aµ) and αµ ◦ f |f−1(B0∪Aµ) are defined
on f−1(B0 ∪ Aµ). We will show that they are homotopic on f−1(B0 ∪ Aµ).
One can check that α̃(f−1(B0)) ⊂ vC ′ and (αµ ◦ f)(f−1(B0)) ⊂ vC ′. For
x ∈ f−1(Aµ) we have α̃(x) = αµ ◦ f(x). We wish to construct a map Ĥ :
(B0∪Aµ)×I → |Kµ|∪vC ′, such that Ĥ(x, 0) = αµ◦f(x) and Ĥ(x, 1) = α̃(x).
Consider the closed subpace
E = (B0 × {0}) ∪ ((B0 ∩ Aµ)× I) ∪ (B0 × {1}) ⊆ B0 × I.
Define a map h : E → vC ′ by,
h(x, 0) = (αµ ◦ f)(x) x ∈ B0
h(x, t) = (αµ ◦ f)(x) = α̃(x) x ∈ B0 ∩ Aµ; 0 ≤ t ≤ 1
h(x, 1) = α̃(x) x ∈ B0.
Since vC ′ is an absolute extensor for B0 × I we have that h extends
over B0 × I, say to a map H : B0 × I → vC ′. We will now define a map
Ĥ : (B0 ∪ Aµ)× I → |Kµ| ∪ vC ′ by,
Ĥ(x, t) = H(x, t) x ∈ B0 0 ≤ t ≤ 1
Ĥ(x, t) = (αµ ◦ f)(x) = α̃(x) x ∈ Aµ 0 ≤ t ≤ 1.
So, α̃|f−1(B0∪Aµ) and αµ ◦ f |f−1(B0∪Aµ) are homotopic on f−1(B0 ∪ Aµ).
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Since α̃ : f−1(B0 ∪ Bµ) → |K| is defined on all of f−1(B0 ∪ Bµ), by the
homotopy extension property we can extend αµ ◦ f |f−1(B0∪Aµ) over f−1(B0 ∪
Bµ), say to α̃µ : f
−1(B0 ∪Bµ)→ |K|.
Since f is an extensional map relative to |Kµ|, and |Kµ| is homotopy
equivalent to |Kµ|∪vC ′, by Lemma 1.3.8, f is an extensional map relative to
|Kµ| ∪ vC ′. Let r2 : |K| → |Kµ| ∪ vC ′ be a retraction. Then r2α̃µ|f−1(B0∪Bµ) :
f−1(B0 ∪ Bµ) → |Kµ| ∪ vC ′ is an extension of αµf |f−1(B0∪Aµ). Thus, there
is an extension of αµ over B0 ∪ Bµ, call it α∗µ : B0 ∪ Bµ → |Kµ| ∪ vC ′. For
a ∈ B0 ∪ Aµ, α∗µ(a) = r2(αµ(a)) = αµ(a).
Finally, we define α∗ : B → |K| to be
⋃
{α∗µ|µ ∈ Γ}. The map α∗ is the
desired extension of α.
4.4 Extensional Map Dimension: Definition
and Existence
Now that we have established the Ψ∞ operator and a wedge theorem, we
will define the extensional map dimension, and prove its existence. The
construction parallels the construction of the extension dimension.
Construction 4.4.1. Let C be a class of spaces, T a class of CW-complexes,
and K, K ′ ∈ T . If it is true that for all X,Z ∈ C and all maps f : X → Z, f
is an extensional map relative to K implies f is an extensional map relative
to K ′, then we write K ≤(C,T ) K ′. This defines a preorder on T . We define
an equivalence relation on T by K ∼(C,T ) K ′ if and only if K ≤(C,T ) K ′
and K ′ ≤(C,T ) K. The equivalence class of K under this relation is called
the extensional map type of K relative to (C, T ). By EMT(C,T ) we mean
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the class of extension types relative to (C, T ). The relation ≤(C,T ) induces
a partial order on the extensional map types EMT(C,T ), which we will also
denote ≤(C,T ).
Definition 4.4.2. The extensional map dimension of f : X → Z relative
to (C, T ), denoted extmap-dim(C,T ) X, is the initial element, if it exists, of the
class of extensional map types {D ∈ EMT(C,T ) |f : X → Z is an extensional
map relative to L for all L ∈ D}.
Theorem 4.4.3. Let T be the class of polyhedra, and C be the class of com-
pact Hausdorff spaces. If X,Z ∈ C and f : X → Z is a surjective map, which
is a strong extensional map relative to an arbitrary wedge of intervals, then
extmap-dim(C,T ) f exists.
Proof. Choose a collection U of polyhedra |M |, each M having cardinality
≤ ℵ0, so that U has the property that if L is a simplicial complex with
cardL ≤ ℵ0 then for some |M | ∈ U , L is simplicially isomorphic to M , and
if |M |, |N | ∈ U with M simplicially isomorphic to N , then M = N . Then
cardU ≤ 2ℵ0 . We may assume that there is a fixed 0-simplex v such that for
each |M | ∈ U , v ∈M .
Let K =
∨
v{M ||M | ∈ U and f is an extensional map relative to |M |}.
Since cardU ≤ 2ℵ0 , the number of summands in K is at most 2ℵ0 . By 4.3.2,
f is an extensional map relative to |K|. We claim that |K| is a representative
of extmap-dim(C,T ) f .
Let |L| ∈ T and f be an extensional map relative to |L|. We must show
that |K| ≤ |L|. That is, we must show that if g : W → Y is an extensional
map relative to |K|, where W,Y ∈ C, then g is an extensional map relative
to |L|.
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Let A ⊆ B be closed subsets of Y and α : A → |L| be a map. Assume
that α◦g|g−1(A) : g−1(A)→ |L| extends over g−1(B), say to α̃ : g−1(B)→ |L|.
We wish to extend α over B. We note that α(A) ⊆ α̃(g−1(B)) ⊆ |L0|, where
L0 is a finite subcomplex of L.
By 4.2.5, since f is an extensional map relative to |L|, it is also an ex-
tensional map relative to |Ψ∞(L0)|. By 4.2.3 (2), card Ψ∞(L0) ≤ ℵ0. By our
construction of U we can assume that |Ψ∞(L0)| ∈ U , and thus is a summand
of |K|. Thus, by 1.3.7, g is an extensional map relative to |Ψ∞(L0)|. So there
exists an extension of α over B, say β : B → |Ψ∞(L0)| ⊆ |L|, proving that g






Theorem 5.1.1. Let Z = {Zi, pi+1i } be an inverse sequence of compact metric
spaces with surjective bonding maps and limit Z. For a space X, if XτZi
for each i ∈ N, then for any neighborhood U of Z in the topological product∏∞
1 Zi, for any closed subspace A of X, and for any map f : A → Z, there
exists a map F : X → U such that F |A = f .
Proof. Fix a neighborhood U of Z in the product
∏∞
1 Zi, a closed subspace
A of X, and a map f : A → Z. For each i ∈ N let pi denote the projection
map in Zi.
Then pif : A → Zi is a map, and so by our assumption that XτZi, the
map pif extends over X, say to gi : X → Zi.
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Set
G1 = (g1, g2, g3, ...).
Then G1 : X →
∏∞



















i−1gi, gi, gi+1, ...).
Clearly for each i ∈ N, Gi : X →
∏∞













i−1pig, pig, pi+1g, ...)
= (p1g, p2g, p3g, ..., pig, pi+1g, ...) = f.
We claim that there exists an n ∈ N such that Gn(X) ⊆ U . Since Z is
compact, there exists a finite collection {Ui|1 ≤ i ≤ m} of basic open sets
in the product topology that covers Z, and whose union is contained in U .
Since Ui is a basic open set, it is of the form
∏∞
1 Vj where Vj 6= Zj only
finitely many times. Let ni ∈ N be a number so that Vj = Zj for all j ≥ ni.
Let n = max{ni|1 ≤ i ≤ m}.
We now wish to show that Gn(X) ⊆ U . Let x ∈ X. Since each pi+1i is
surjective, Zi = pi(Z). Since gn(X) ⊆ Zn, there exists some z ∈ Z such that
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pn(z) = gn(x). The collection {Ui|1 ≤ i ≤ m} covers Z, and so there exists
a k such that z ∈ Uk. We wish to show that Gn(x) ∈ Uk ⊆ U . Because of
our choice of n, Uk =
∏∞
1 Vj where Vj = Zj for all j ≥ n. Since z ∈ Uk,
we have that pj(z) ∈ Vj for all j ∈ N. We will now show that Gn(x) ∈ Uk.
For j ≤ n, pj(Gn(x)) = (pnj gn)(x) = pnj (pn(z)) = pj(z). And so, for j ≤ n,
pj(Gn(x)) ∈ Vj. For j ≥ n, Vj = Zj, and so of course pj(Gn(x)) ∈ Vj. We
have shown that Gn(x) ∈ Uk ⊆ U . We set F = Gn to conclude the proof.
5.2 Inverse Systems
Theorem 5.2.1. Let Z = {Zγ, pγγ′ ,Γ} be an inverse system of spaces with
surjective bonding maps and compact limit Z. For a space X, if XτZγ for
each γ ∈ Γ, then for any neighborhood U of Z in the topological product∏
γ∈Γ Zγ, for any closed subspace A of X, and for any map f : A→ Z, there
exists a map F : X → U such that F |A = f .
Proof. Fix a neighborhood U of Z in the product
∏
γ∈Γ Zi, a closed subspace
A of X, and a map f : A→ Z. For each γ ∈ Γ, let pγ denote the projection
map to Zγ.
Then, pγf : A→ Zγ is a map, and so by our assumption that XτZγ, the
map pγf extends over X, say to gγ : X → Zγ.
For each γ0 ∈ Γ, we will now construct a map from X to
∏
γ∈Γ Zγ. Let
Gγ0 : X →
∏
γ∈Γ Zγ be defined as follows. Let x ∈ X. If γ ≤ γ0, then
pγ(Gγ0(x)) = pγγ0(gγ0(x)). Otherwise, if γ  γ0, set pγ(Gγ0(x)) = gγ(x).
Clearly, for each γ0 ∈ Γ, Gγ0 : X →
∏
γ∈Γ Zγ is a map.
Moreover, Gγ0|A = f . Indeed, for x ∈ A, and γ ≤ γ0, pγ(Gγ0(x)) =
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pγγ0(gγ0(x)) = pγγ0(pγ0f(x)) = pγ(f(x)). If γ  γ0, then pγ(Gγ0(x)) =
gγ(x) = pγ0(f(x)).
We claim that there exists a γ′ ∈ Γ such that Gγ′ ⊆ U .
Since Z is compact, there exists a finite collection {Ui|1 ≤ i ≤ m} of
basic open sets in the product topology which covers Z, and whose union is
contained in U . Since Ui is a basic open set, it is of the form
∏
γ∈Γ Vγ where
Vγ 6= Zγ only finitely many times. Let Γi = {γ ∈ Γ|Vγ 6= Zγ}. Then
⋃m
i=1 Γi
is a finite set. Pick γ′ ∈ Γ such that γ′ > γ for all γ ∈
⋃m
i=1 Γi.
We now wish to show that Gγ′(X) ⊆ U . Let x ∈ X. Since each pγγ′
is surjective, Zγ = pγ(Z) for all γ ∈ Γ. So, since gγ′(X) ⊆ pγ′(Z), there
exists some z ∈ Z such that pγ′(z) = gγ′(x). The collection {Ui|1 ≤ i ≤ m}
covers Z, so there exists a k such that z ∈ Uk. Because of our choice of γ′,
Uk =
∏
γ∈Γ Vγ where Vγ = Zγ for all γ such that γ  γ′. Since z ∈ Uk, we
have pγ(z) ∈ Vγ for all γ ∈ Γ. We will now show that Gγ′(x) ∈ Uk. For
γ ≤ γ′, pγ(Gγ′(x)) = pγγ′(gγ′(x)) = pγγ′(pγ′(z)) = pγ(z). And so, for γ ≤ γ′,
pγ(Gγ′(x)) ∈ Vγ. If γ  γ′, Vγ = Zγ, and so of course pγ(Gγ′(x)) ∈ Vγ.
We have shown that Gγ′(x) ∈ Uk ⊆ U . We set F = Gγ′ to conclude the
proof.
5.3 Approximate Inverse Systems
Theorem 5.3.1. Let Z = {Zγ, εγ, pγγ′ ,Γ} be an approximate inverse system
of metric compacta with surjective bonding maps and limit Z. For a space X,
if XτZγ for each γ ∈ Γ, then for any neighborhood U of Z in the topological
product
∏
γ∈Γ Zγ, for any closed subspace A of X, for any map f : A →
Z, and for any δ > 0 there exists a map (i) F : X → U such that (ii)
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d(pγF (x), pγf(x)) < δ for all x ∈ A and γ ∈ Γ.
Proof. Fix a neighborhood U of Z in the product
∏
γ∈Γ Zi, a closed subspace
A of X, a map f : A → Z, and δ > 0. For each γ ∈ Γ, let pγ denote
the projection map to Zγ. We will construct a map F : X → U such that
d(pγF (x), pγf(x)) < δ for all x ∈ A and γ ∈ Γ.
For each z ∈ Z, let Uz be a basic open set in the product topology such
that z ∈ Uz ⊆ U . Since Uz is a basic open set, it is of the form
∏
γ∈Γ Vγ
where each Vγ is open in Zγ and Vγ 6= Zγ only finitely many times. Let
Γz = {γ ∈ Γ|Vγ 6= Zγ}. For each γ ∈ Γz, since pγ(z) ∈ Vγ, there exists a
















Then z ∈ U∗z ⊆ Uz ⊆ U .
The collection {U∗z |z ∈ Z} covers Z. So since Z is compact there exists





| 1 ≤ i ≤ m}, δ
)
.
The set Γ0 =
⋃m
i=1 Γzi is finite. Using 3.1.6, pick γ
′ ∈ Γ such that γ′ > γ
for all γ ∈ Γ0, with the property that if γ′′ ≥ γ′, then we have d(pγγ′′pγ′′ , pγ) <
δ∗.
For each γ ∈ Γ, pγf : A → Zγ is a map. So by our assumption that
XτZγ, the map pγf extends over X, say to gγ : X → Zγ.
We will now construct a map Gγ′ from X to
∏
γ∈Γ Zγ. Let Gγ′ : X →∏
γ∈Γ Zγ be defined as follows. Let x ∈ X. If γ ∈ Γ0, then pγ(Gγ′(x)) =
pγγ′(gγ′(x)). Otherwise, if γ /∈ Γ0, set pγ(Gγ′(x)) = gγ(x). Clearly Gγ′ : X →
49
∏
γ∈Γ Zγ is a map.
To prove (ii), let x ∈ A and γ ∈ Γ0. Then, pγ(Gγ′(x)) = pγγ′(gγ′(x)) =
pγγ′pγ′(f(x)). By our choice of γ
′, we have d(pγγ′pγ′(f(x)), pγ(f(x))) < δ
∗ ≤
δ, and so d(pγ(Gγ′(x)), pγf(x)) < δ. On the other hand, if γ /∈ Γ0, then
pγ(Gγ′(x)) = gγ(x) = pγf(x), and so of course, d(pγ(Gγ′(x)), pγf(x)) < δ.
We claim that Gγ′(X) ⊆ U . Let x ∈ X. Since each pγγ′ is surjective,
Zγ = pγ(Z) for all γ ∈ Γ. So, since gγ′(X) ⊆ pγ′(Z), there exists some z ∈ Z
such that pγ′(z) = gγ′(x). The collection {U∗zi |1 ≤ i ≤ m} covers Z, and so
there exists a k such that z ∈ U∗zk .
We wish to show that Gγ′(x) ∈ Uzk ⊆ U . We note that Uzk =
∏
γ∈Γ Vγ,
where for each γ ∈ Γ, Vγ is open in Zγ. To accomplish this, we need to show
that for every γ ∈ Γ, pγ(Gγ′(x)) ∈ Vγ. First consider γ ∈ Γzk ⊆ Γ0. Then by
















Thus, pγGγ′(x) ∈ B(pγ(zk), δ(zk, γ)) ⊆ Vγ.
For γ /∈ Γzk , we have that Vγ = Zγ, and so of course pγ(Gγ′(x)) ∈ Vγ.
And so, Gγ′(x) ∈ Uzk ⊆ U . Thus, Gγ′(X) ⊆ U .
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To conclude the proof, we set F = Gγ′ .
The following definition and corollary can be found in [1].
Definition 5.3.2. A directed set Γ is said to be ω-complete if for each count-
able chain Γ0 of elements of Γ there exists an element sup(Γ0) in Γ.
Proposition 5.3.3. For each countable subset Γ0 of an ω-complete set Γ
there exists an element γ′ ∈ Γ such that γ′ ≥ γ for every γ ∈ Γ0.
Corollary 5.3.4. Let Z = {Zγ, εγ, pγγ′ ,Γ} be an approximate inverse system
of metric compacta with surjective bonding maps and limit Z, and let Γ be ω-
complete. For a space X, if XτZγ for each γ ∈ Γ, then for any neighborhood
U of Z in the topological product
∏
γ∈Γ Zγ, for any closed subspace A of X,
and for any map f : A → Z, there exists a map F : X → U such that
F |A = f .
Proof. Using the notation from the proof of 5.3.1, we know that for each
n ∈ N there exists a map Gγn : X → U such that for every γ ∈ Γ and
x ∈ A, d(pγGγn(x), pγf(x)) < 1n . Further, we had that for every γ
′ ≥ γn





Let γ′ ∈ Γ be greater than or equal to γn for every n ∈ N. Such an
element γ′ exists because Γ is ω-complete.
Clearly Gγ′(X) ⊆ U . We claim that Gγ′|A = f . Let γ ∈ Γ and x ∈
A. Then we have that d(pγGγ′(x), pγf(x)) <
1
n
for every n ∈ N. Thus




In this chapter spaces are assumed to be normal and T1. In a recent paper,
[3], Fedorchuk has defined a new generalization of covering dimension. It is
based on the following well-known theorem from classical dimension theory.
Theorem 6.0.5. (Theorem 1.7 from [3]) A space X satisfies the inequality
dimX ≤ n if and only if for every sequence (Ai, Bi), i = 1, 2, ..., n + 1, of
pairs of disjoint closed subsets of X there exists for each i = 1, ..., n + 1 a
partition Pi between Ai and Bi such that P1 ∩ P2 ∩ ... ∩ Pn+1 = ∅.
6.1 Introduction to (m,n)-dim
Definition 6.1.1. (Definition 2.1 from [3]) Let u = (U1, U2, ..., Um) be a
cover of X and let Φ = (F1, F2, ..., Fm) be a family of closed subsets of X
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such that
Fj ⊂ Uj, j = 1, ...,m;
ordΦ ≤ 1.
Then (u,Φ) is said to be an m-pair in X.
Definition 6.1.2. (Definition 2.5 from [3]) Let (u,Φ) be an m-pair of X.
A closed set P ⊆ X is said to be an n-partition of (u,Φ) if there exists
a family of open sets v = (V1, V2, ..., Vm) of X such that Fi ⊆ Vi ⊆ Ui, for
i = 1, 2, ...,m; ord v ≤ n; and X \ P =
⋃
v.
Definition 6.1.3. (Definition 2.7 from [3]) For each i = 1, ..., r let (ui,Φi)
be an m-pair of X. The sequence ((u1,Φ1), (u2,Φ2), ..., (ur,Φr)) is called
n-inessential in X if for each i = 1, ..., r there exists an n-partition Pi of
(ui,Φi) such that P1 ∩ P2 ∩ ... ∩ Pr = ∅.
Definition 6.1.4. (Definition 2.8 from [3]) Let m,n ∈ N with n ≤ m. To
every space X one assigns the dimension (m,n)-dimX, which is an integer
≥ 1 or ∞. The dimension function (m,n)-dim is defined in the following
way:
1. (m,n)-dimX = −1 if and only if X = ∅;
2. (m,n)-dimX ≤ k, where k ≥ 0, if every sequence
((u1,Φ1), (u2,Φ2), ..., (uk+1,Φk+1)), where for each i = 1, 2, ..., k + 1
(ui,Φi) is an m-pair of X, is n-inessential in X;
3. (m,n)-dimX =∞, if (m,n)-dimX ≤ k is false for each k ≥ −1.
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Theorem 6.1.5. (Theorem 2.9 from [3]) For every space X we have
(2, 1)-dimX = dimX.
Proposition 6.1.6. (Proposition 2.19 from [3]) Let f : X → Y be a map
and let a sequence (ui,Φi) of m-pairs of Y be n-inessential in Y . Then the
sequence (f−1ui, f
−1Φi) is n-inessential in X.
Proposition 6.1.7. (Proposition 2.20 from [3]) Let (u1i ,Φ
1


















1F ij ⊆ 2F ij ⊆ 2U ij ⊆ 1U ij , i = 1, ..., r; j = 1, ...,m.
If the sequence (u2i ,Φ
2
i ), i = 1, ..., r is n-inessential in X, then the sequence
(u1i ,Φ
1
i ), 1 ≤ i ≤ r, is n-inessential in X.
6.2 Approximate Inverse Limits and (m,n)-dim
In [3], Fedorhcuk shows that (m,n)-dim is preserved by inverse limits.
Theorem 6.2.1. (Theorem 2.21 from [3]) Let S = {Xa, pab, A} be an inverse
system of compact spaces Xa with (m,n)-dimXa ≤ k, and let X = limS.
Then (m,n)-dimX ≤ k.
In 6.2.8, we will prove that (m,n)-dim is preserved by limits of approxi-
mate inverse systems. First, we must establish several facts concerning ap-
proximate inverse systems.
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In this section, let X = {Xa, εa, paa′ , A} be an approximate inverse system
of metric compacta, with directed set (A,≤), as described in chapter three.
Let X = lim X.
The following theorem is pulled from the proof of Theorem 3 of [10].
Theorem 6.2.2. Let U =
(




be a covering of X, where
ai ∈ A and Ui ⊆ Xai is open in Xai, i = 1, ...,m. Then there exists an index
a ∈ A and an open covering V = (V1, ..., Vm) of Xa such that p−1a (Vi) ⊆ Ui
for i = 1, ...,m.
Proof. Choose closed sets Fi ⊆ X, i = 1, ...,m, such that Fi ⊆ p−1ai (Ui),
i = 1, ...,m, and (F1, ..., Fm) covers X. Next choose closed sets Hi ⊆ Xai
such that Hi ⊆ Ui and Fi ⊆ p−1ai (Hi) ⊆ p
−1
ai
(Ui). Finally, choose numbers
ηi > 0 , i = 1, ...,m, such that the ηi-neighborhood of Hi is contained in Ui.
That is, N(Hi, ηi) ⊆ Ui.
By 3.1.6, there is an a ≥ a1, ..., am such that d(pai , paiapa) < ηi/2, i =
1, ...,m. Now consider the sets Wi = N(Hi, ηi/2), Gi = p
−1
aia
(Wi), i = 1, ...,m.
We claim that p−1ai (Hi) ⊆ p
−1
a (Gi) ⊆ p−1ai (Ui), i = 1, ...,m.
Indeed, if x ∈ p−1ai (Hi), then paiapa(x) ∈ Wi, i = 1, ...,m. We also have
that pa(x) ∈ Gi, that is, x ∈ p−1a (Gi), which establishes that p−1ai (Hi) ⊆
p−1a (Gi).
To establish that p−1a (Gi) ⊆ p−1ai (Ui), consider x ∈ p
−1
a (Gi). Clearly
pa(x) ∈ Gi = p−1pia(Wi), and thus paiapa(x) ∈ N(Hi, ηi/2).
We conclude that pai(x) ∈ N(Hi, ηi) ⊆ Vi. That is, x ∈ p−1ai (Ui).
Since (F1, ..., Fm) is a covering of X, (p
−1
a (G1), ..., p
−1
a (Gm)) is an open
covering of X. Set V1 = G1, V2 = G2, ... Vm−1 = Gm−1, and Vm = Gm ∪
Xa pa(X). Then the collection V = (V1, ..., Vm) is an open covering of Xa,
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and p−1a (Vi) ⊆ Ui for i = 1, ...,m.
Corollary 6.2.3. For each finite open covering (U1, ..., Um) of X there exists
an index a ∈ A and an open covering (V1, ..., Vm) of Xa such that p−1a (Vi) ⊆
Ui, for i = 1, ...,m.
Lemma 6.2.4. For each finite open covering (U1, ..., Um) of X and each
index a ∈ A there exists an index a′ ≥ a such that there is an open covering
(V1, ..., Vm) of Xa′ with p
−1
a′ (Vi) ⊆ Ui, for i = 1, ...,m.
Using 3.2.2, one can show the following.
Lemma 6.2.5. Let Φ = (F1, F2, ..., Fm) be a collection of closed sets of X
such that ord(Φ) ≤ 1. Then there exists a ∈ A such that the collection
pa(Φ) = (pa(F1), pa(F2), ..., pa(Fm)) has order ≤ 1.
Corollary 6.2.6. Lemma 2.4 is true for any a′ ≥ a.
Theorem 6.2.7. Let (U1, U2, ..., Um) be a finite open covering of X and Φ =
(F1, F2, ..., Fm) be a collection of closed subsets of X such that ord(Φ) ≤ 1 and
Fi ⊆ Ui. Then for some a ∈ A the collection pa(Φ) = (pa(F1), pa(F2), ..., pa(Fm))
has order ≤ 1, and there exists a finite covering (V1, V2, ..., Vm) of Xa such
that p−1a (Vi) ⊆ Ui and pa(Fi) ⊆ Vi for i = 1, 2, ...m.
Theorem 6.2.8. Let X = {Xa, εa, pa′a, A} be an approximate inverse sys-
tem with (m,n)-dimXa ≤ k for all a ∈ A, and let X = lim X. Then
(m,n)-dimX ≤ k.
Proof. Let ((ui,Φi)), i = 1, ..., k+ 1 be a sequence of m-pairs of X. We wish




















2 , ..., U
(i,i)












j ) ⊆ U ij for j = 1, ...,m.
Note that from the definition of an m-pair we have ord pai(Φi) ≤ 1 and
pai(F
i
j ) ⊆ U
(i,i)
j for j = 1, ...,m.




j ) and open sets V
(i,i)
j of
Xai such that the following conditions hold: (1) pai(F
i

















2 , ..., V
(i,i)
m ) covers Xai , (3) the order




2 , ..., G
(i,i)
m ) is ≤ 1. Then (vii, gii) is an m-pair of Xai .
(4) For each i = 1, ..., k + 1, there exists δi > 0 so that for all j = 1, ...,m
the δi neighborhood of pai(F
i
j ) is contained in G
(i,i)
j and the δi neighborhood
of V
(i,i)
j is contained in U
(i,i)
j .
(5) Using 3.1.6, pick a0 ∈ A so that for all i = 1, ...,m, a0 ≥ ai and






















2 , ..., V
(i,0)





2 , ..., G
(i,0)
m ); i = 1, ..., k + 1.
It readily follows from (1), (2) and (3) that for each i = 1, ..., k+1, (v0i , g
0
i )
is an m-pair of Xa0 . Since (m,n)-dimXa0 ≤ k this sequence of m-pairs is
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, i = 1, ..., k + 1 (6.1)
is n-inessential in X.
To conclude the proof we must show for each i = 1, ..., k+1 and j = 1, ...m
that (i) F ij ⊆ p−1a0 (G
(i,0)





j ) ⊆ U ij .
Fix i and j.
To show (i), let x ∈ F ij . Then pai(x) ∈ pai(F ij ). By (5) we have
d(pai(x), paia0(x)) < δi, and so by (4) we have paia0pa0(x) ∈ G
(i,i)
j . This
implies that pa0(x) ∈ p−1aia0(G
(i,i)
j ) = G
(i,0)




To show (ii), let x ∈ p−1a0 (V
(i,0)





j )). Then paia0pa0(x) ∈
V
(i,i)
j . By (5) we have d(pai(x), paia0(x)) < δi, and so by (4) we have pai(x) ∈
U
(i,i)
j . This implies that x ∈ p−1ai (U
(i,i)
j ) ⊆ U ij , and proves (ii).





We have established several basic properties of extensional maps. We have
shown that extensional maps are preserved by the limit of an inverse system.
Moreover, we have shown that extensional maps are preserved by the limit
of an approximate inverse system. To accomplish this we established several
new results concerning approximate systems. In particular, we have shown
that a closed subspace of an approximate limit is itself the limit of some
approximate system.
We have also shown that a notion similar to extension dimension can be
defined for extensional maps, and we then proved that this extensional map
dimension exists.
Finally, we investigated the dimension (m,n)-dim. We showed that (m,n)-dim
is preserved by the limit of an approximate inverse system. To accomplish
this we established several new results concerning covers of the approximate
limit.
There are many interesting questions concerning extensional maps that
remain open. Extensional maps obviously preserve extension properties. Are
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there other properties that extensional maps preserve? Are there condi-
tions on the spaces that would guarantee the existence of an extensional
map between them? This paper deals exclusively with compact Hausdorff or
compact metric spaces. Could these theorems be extended to non-compact
spaces?
There are also many interesting questions involving (m,n)-dim. It is
currently even unknown what (m,n)-dimRn is equal to. Also, it is known
that every compact Hausdorff space with dim ≤ k can be written as the limit
of an approximate system of compact polyhedra, each having dim ≤ k. Is
the same true for (m,n)-dim?
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