The reliability-based heuristic search methods for maximum likelihood decoding (MLD) 
Introduction
Maximum likelihood decoding (MLD) of block codes minimizes the probability of decoding error when we assume that each codeword has the equal probability to be transmitted. Since the complexity of searching the most likely codeword is significantly large, many researchers have devoted to develop efficient algorithms for MLD of long block codes. One of the most efficient MLD algorithms is the reliability-based decoding algorithm that uses the column permuted generator matrix in non-increasing order of reliability.
In general, the reliability-based decoding algorithms are divided into two types due to the generation rule of candidate codewords. The first type of them generates the candidate codewords according to a predetermined generation rule [4] , [5] , [10] . The latter one is called the heuristic search MLD algorithms where candidate codewords are generated in increasing value of the heuristic function (also called the evaluation function) [1] - [3] , [6] - [9] . Test error patterns (information sequences corresponding to candidate codewords) are generated and stored in lists before they are tested to be the most likely codeword. In this paper, we will consider the latter one. As known to the authors, G. † † The author is with Media Network Center, Waseda University, Tokyo, 169-0051 Japan.
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Battail and J. Fang first proposed a heuristic search method for MLD over the additive white Gaussian noise (AWGN) channel [1] (we will call this method the BF decoding algorithm). Recently, in [8] , [9] , A. Valembois and M. Fossorier have indicated that a generalized version of the BF decoding algorithm is equivalent to the well-known A decoding algorithm proposed by Y.S. Han et al. [2] . The generalized BF (GBF) decoding algorithm is a prominent and effective algorithm which can deal with almost all heuristic functions ever proposed. For heuristic search MLD algorithms, their memory management is the critical issue since the maximum list size of test error patterns (TEPs), which dominates the space complexity, becomes quite large as the signal to noise ratio (SNR) of the channel decreases. There are roughly three approaches to reduce the maximum list size of TEPs in heuristic search MLD algorithms: (i) Some studies have proposed effective heuristic functions of TEPs to early terminate decoding procedure before the list of TEPs becomes very large [6] , [7] . (ii) Some studies have proposed techniques for reducing the maximum list size of TEPs employing conventional heuristic functions [8] . (iii) Some studies have discarded the optimality of decoding while the complexity of decoding is drastically reduced [3] .
Valembois et al. have taken the second approach. They have proposed a technique which considerably reduces the maximum list size of TEPs of the original BF decoding algorithm which imposes some condition for heuristic functions [8] . However, their technique cannot be adopted to the GBF decoding algorithm in which the search is guided by more effective heuristic functions than that considered in [1] .
In this paper, we also consider the second approach and propose a method for reducing the maximum list size of TEPs of the GBF decoding algorithm. Similarly to the Valembois' approach, we first define a condition of heuristic functions. We show that the defined condition is satisfied by most of well-known heuristic functions. Then, we propose the improved method for the GBF decoding algorithm when the heuristic function satisfies the defined condition. We also devise the adaptive procedure of the proposed method where the heuristic function is updated as decoding proceeds. Proposed methods guarantee to reduce the maximum list size of TEPs of the GBF decoding algorithm. The number of TEPs generated and stored in lists are reduced and so they also reduce the time complexity of the GBF decoding algorithm. We also show by computer simulations that the space complexity of the GBF decoding (or equivaCopyright c 2005 The Institute of Electronics, Information and Communication Engineers lently, the A decoding) algorithm is significantly reduced. This paper is organized as follows. In Sect. 2, we briefly review general reliability-based MLD algorithms. In Sect. 3, we describe some heuristic functions and the GBF decoding algorithm. In Sect. 4 and 5, we propose new methods for reducing the space complexity of the GBF decoding algorithms. In Sect. 6, we show some simulation results and finally we state the concluding remarks in Sect. 7.
Reliability-Based MLD Algorithm
Let C be a binary linear (n, k, d) block code of the code length n, the number of information symbols k and the minimum distance d. We denote a generator matrix of C by G and the weight profile of C by W(C). We assume any codewords c = (c 1 , c 2 , . . . , c n ) ∈ {0, 1} n of C are transmitted over the AWGN channel. The receiver maps the received sequence r = (r 1 , r 2 , . . . , r n ) ∈ R n into the reliability sequence
, where P(r j |c j ) represents the likelihood of the symbol † c j . Furthermore, the hard-decision received sequence z = (z 1 , z 2 , . . . , z n ) ∈ {0, 1} n is obtained by setting z j = 0 if θ j ≥ 0 and z j = 1 otherwise. The decoder estimates the transmitted codeword both from θ and z.
In reliability-based decoding algorithms, we permute columns of a generator matrix in non-increasing order of reliability so that the leftmost k positions are the most reliable and linearly independent (MRI) [2] , [6] , [8] , [9] . The other columns outside the k MRI positions are also reordered in non-increasing order of reliability, i.e., |θ j 1 | ≥ |θ j 2 | for 1 ≤ j 1 < j 2 ≤ k and for k + 1 ≤ j 1 < j 2 ≤ n. We perform the standard row operations with respect to the permuted matrix to make the leftmost k columns the identity matrix. We denote the resultant matrix byG. Letθ = (θ 1 ,θ 2 , . . . ,θ n ) andz = (z 1 ,z 2 , . . . ,z n ) be permuted sequences of θ and z, respectively, in the same ordering of columns ofG. LetC be the code generated bỹ G which is equivalent to C.
The decoder first encodes u byG to obtain the initial codewordc ∅ (= uG). Afterwards, k-dimensional vectors, called test error patterns t ∈ {0, 1} k , are iteratively generated and encoded byG. Then,c =c ∅ ⊕ tG is a candidate codeword † † . This procedure is repeated until a sufficient condition for the optimality is satisfied.
Definition 1:
For a position set J ⊆ [1, k] , the test error pattern (TEP) t(J) = t 1 , t 2 , . . . , t k ∈ {0, 1} k has element one in J and element zero in the complement of J. Such J is called the support of t(J). Define that µ(J) be the rightmost position in J, i.e., µ(J) = max J. For j > µ(J), the TEP t(J ∪ { j}) (or simply t(J ∪ j)) is called an extended pattern of t(J). For any J, define J a = J \ µ(J). For J and µ(J a ) < j < µ(J), the TEP t(J a ∪ j) is called an adjacent pattern of t(J) in j.
Example 1:
Assuming k = 7 and J = {2, 5}, then the TEP t(J) with the support J is t(J) = (0, 1, 0, 0, 1, 0, 0). Since µ(J) = 5, there exist two extended patterns of t(J): t(J ∪ 6) and t(J ∪ 7). We find J a = {2} and there also exist two adjacent patterns of t(J) in the position j = 3, 4: t(J a ∪ 3) = (0, 1, 1, 0, 0, 0, 0) and t(J a ∪ 4) = (0, 1, 0, 1, 0, 0, 0).
For a binary vector u = (v 1 , v 2 , . . . , v n ) ∈ {0, 1} n , we define the correlation discrepancy [8] , [9] of u as
It is well-known thatc best is the most likely codeword if and only if L(c best ) = minc ∈C L(c) [8] , [10] .
The Generalized BF Decoding Algorithm

Heuristic Functions of the Search
The methods considered in this paper generate TEPs according to their heuristic values (or heuristics). Here, we review heuristic functions which are used for searching the most likely codeword in [1] - [4] , [8] , [10] .
Definition 2: For a TEP t(J), any function F t(J)) satisfying
wherec J = (c J,1 ,c J,2 , . . . ,c J,n ) =c ∅ ⊕ t(J)G, is called the heuristic function of the TEP. i.e., the heuristic value of t(J) is a lower bound of the discrepancy ofc J .
For a TEP t(J), the most simple heuristic function may be the correlation discrepancy over the k MRI positions defined as
The function ∆(·) actually satisfies Eq
This heuristic function is used in [1] , [4] , [8] , [10] .
The heuristic function in [2] , [3] utilizes the fact that any codeword inC is at a distance i ∈ W(C) from a given
Suchc ref is called the referenced codeword [4] , [5] , [8] or the seed [2] , [3] , [6] , [7] . We describe another heuristic function proposed by Fossorier and Lin [5] . Forc ref ∈C and t, we define
where
. . , n} is the superset of the weight profile W(C). Then the heuristic function in [5] is expressed as
Note that since
the sequence u ∈ T F t,c ref which minimizes the second term of r.h.s. of Eq. (7) is determined only by the Hamming weight w H (t) [5] , [9] where w H and #{·} represent the Hamming weight and the cardinality, respectively. In [5] , Fossorier et al. have devised a method for making the function g(·) more effective according to updating the referenced codeword. For details, see [5] . The heuristic function is also used for reducing the time complexity of decoding procedure. Denote a currently best candidate codeword byc * . We note that if F t(J) ≥ L(c * ) for a TEP t(J), the candidate codewordc J cannot be the most likely codeword because of Eq. (2) . Hence, if all TEPs not encoded so far satisfy F t(J) ≥ L(c * ), then the sufficient condition for the optimality holds and we can terminate the decoding procedure. The tighter the lower bound of L(c J ) is, the more effective a sufficient condition for the optimality is. Since f t(J),c ref ≥ ∆ t(J) for any t(J), f (·) can give a tighter sufficient condition for the optimality than ∆(·).
Generation Method of TEPs
We state how to dynamically generate TEPs according to their heuristic values. We will call the search strategies which process TEPs in the increasing order of their heuristic values the priority-first search [2] , [3] , [7] .
The well-known MLD algorithm via the priority-first search is the A decoding algorithm [2] in which the search is conducted by the A algorithm through trellis or binary tree of the code. Although the A decoding algorithm employs the function f (·), it performs the priority-first search with any heuristic functions F(·) satisfying the following condition:
The heuristic functions ∆(·), f (·) and g(·) actually satisfy the condition (C1) [9] .
Other well-known MLD algorithm via the priority-first search is the BF decoding algorithm [1] which requires heuristic functions to satisfy not only the condition (C1) but also the condition:
It is readily shown that the function ∆(·) satisfies Eq. (9) while the functions f (·) and g(·) do not necessarily satisfy it [8] .
In [8] , [9] , Valembois et al. have shown that we can easily generalize the BF decoding algorithm to perform the priority-first search when the heuristic function satisfies only the condition (C1).
Hereafter, we assume heuristic functions satisfy (C1) and we will describe the GBF decoding algorithm. Let
where µ(J) = max J. Then the list for storing any TEP is uniquely determined. In a list
TEPs are ordered in increasing order of their heuristic values. We call the TEP with the minimum heuristic value among all TEPs in lists the best pattern. The algorithm iteratively selects the best pattern, encodes it byG and deletes it from lists. If there needs to generate new TEPs which have been not processed yet, the algorithm generates them. The basic strategy of generating TEPs is such that any TEP t(J) is not generated while we know that better patterns than t(J) are stored in lists or not generated so far.
In the initial stage of the algorithm, we construct the initial list of TEPs as follows: By the condition (C1), the TEPs with the minimum heuristic value in
, is t( j) whose Hamming weight is one. i.e.,
for all j ∈ [1, k]. Therefore, we just need to set the initial lists as
Thereafter, the algorithm selects the best patterns among TEPs that have not been processed † . We here describe the GBF decoding algorithm. 
S3) Generate the next candidate codeword byc
, insert the extended patterns t(J ∪ j) at the position such that the list remains increasing order of heuristic values. Delete t(J) from
, then outputc * and halt the algorithm. Otherwise, go to S2).
In the above algorithm, S4) is the step of generating new TEPs which are extended patterns of t(J). We need to sort the generated TEP t(J ∪ j) so that the list M ( j) remains increasing order of the heuristic values. By sorting, the priority-first search is maintained.
The original BF decoding algorithm requires the heuristic functions to satisfy Eq. (9) as well as (C1). There we need not sort the new generated TEPs since Eq. (9) guarantees it is not better than any TEPs already stored in lists.
In the A decoding algorithm, the only one list of TEPs is used. If we combine the k lists into the united list and order TEPs increasing order of heuristic values in it, then the above algorithm becomes identical to the A decoding algorithm although the behaviors of the two algorithms seem different [8] , [9] . Note that the essential properties are independent of the number of lists.
We here state the complexity of the GBF decoding algorithm. As for the space complexity, storingG requires O(kn) binary arrays. Denoting the maximum list size for decoding r by M(r), the space complexity for lists is O(k × M(r)) binary arrays and O(M(r)) arrays of real numbers. Therefore the overall space complexity is O(γ) where γ = max{kn, k × M(r)}. If the maximum list size M(r) is larger than n (which situations are usual from low to medium SNRs), the value M(r) is dominant in the space complexity. It has been shown that the value M(r) drastically increases as the SNR decreases.
As for the time complexity, permuting θ in the nonincreasing order of reliability costs O(n log n) comparisons and constructingG costs O(n × κ 2 ) binary operations where κ = min{k, n−k} [2] , [4] , [5] . These steps are carried out only once in decoding of r. Contrary to the above steps, generating t(J) and encoding them byG are carried out iteratively, where each encoding requires O(kn) binary operations by conventional encoding method [5] , [6] , [10] . For each TEP, computing its heuristic value costs real number operations of O(n). Since a large number of TEPs are generated, both generating TEPs and the real number operations of heuristic values dominate mainly the whole decoding complexity [2] , [6] , [8] as well as encoding TEPs.
Proposed Decoding Algorithm
In this section, we propose a method for reducing the list size of TEPs in the GBF decoding algorithm. Before deriving the proposed method, we show some properties of conventional heuristic functions. These properties will be exploited by the proposed method.
Some Properties of Heuristic Functions
We here define the following condition for a heuristic function F(·).
Definition 3: Let S
(0) be a certain subset of [1, k] and S (1) be the complement of
We will call this condition the condition (C2).
The following propositions play important roles in deriving the improved method.
Then the function ∆(·) satisfies the condition (C2).
(Proof ) Note that by Eq. (3), an extended pattern t(J ∪ j) of t(J) such that j J satisfies
If 1 ≤ j 1 < j 2 ≤ k and j 2 J, then we have
since |θ j 1 | ≥ |θ j 2 |. By the assumption, both j 1 and j 2 are in S (0) (= [1, k] ) and thus the function ∆(·) satisfies (C2). 
Then for a givenc ref , any pairs (t,
i.e., the vector u which gives the minimum value of Eq. (14) is determined only by the Hamming distance d H (t, t ref ).
(Proof ) By the definition, u ∈ T t,c ref satisfies 
For another TEP t such that
by Eq.
(16). This equation implies u ∈ T (t ,c ref ) and
in which u minimizes the r.h.s. of Eq. (14). Equations (17) and (19) 
Therefore, we have
from Lemma 1. Furthermore if j 1 < j 2 , we have
This inequality implies that the function f (·) satisfies (C2) if j 1 , j 2 ∈ S (0) . In the case of j 1 , j 2 ∈ S (1) , Eq. (20) also holds and we can prove the proposition similarly. (Proof ) Denote the second terms of r.h.s. of Eq. (7) 
Since t(J ∪ j 1 ) and t(J ∪ j 2 ) with j 1 , j 2 J have the same Hamming weight,
where the last inequality is obtained from Eq. (13). By the assumption, both j 1 and j 2 must be in S (0) (= [1, k] ) and thus the function g(·) satisfies (C2).
Propositions 1, 2 and 3 show that the heuristic functions ∆(·), f (·) and g(·) satisfy the condition (C2) as well as (C1). In the following, we consider heuristic functions satisfying both (C1) and (C2).
Improved Generation Method of TEPs
In this section, we propose an improved method for reducing the list size of TEPs in the GBF decoding algorithm. For our purpose, we utilize the condition (C2) as well as (C1) to judge unnecessary TEPs and such unnecessary TEPs will not be generated as long as possible. More precisely, we regard a TEP t as unnecessary if it is clear that there is a TEP t whose heuristic value is smaller than that of t in the lists. In the improved method, such an unnecessary TEP t is generated after the TEP t is chosen as the best pattern at S2). This approach is similar to the improved technique for the original BF decoding algorithm † [8] . We also arrange k lists M ( j) as in the GBF decoding algorithm. Hereafter, we denote
. . , i p } with p ≥ 0. By the condition (C1), the TEP with the minimum heuristic value in a list
whose Hamming weight is one. Furthermore, we can see that the best pattern among s TEPs t( j), j ∈ S (0) , is t(i s ) by the condition (C2). Similarly, the best pattern among p TEPs t( j), j ∈ S (1) , is t(i p ). Therefore, we can construct the initial lists as
Note that we generate at most two TEPs at this stage. At S2) of the GBF decoding algorithm, if
is selected as the best pattern, k − µ(J) extended patterns of t(J) will be stored at S4). However, it is enough to store only its extended patterns t(J ∪ i s ) and t(J ∪ i p ) in the list M
and M (i p ) , respectively. This is guaranteed by (C2), since
where t(J ∪ j) represents extended patterns of t(J).
Following this modification, we need to determine when to insert other extended patterns t(J ∪ j), j {i s , i p }, into lists. Consider that a TEP t(J ∪ i q ) such that i q ∈ S (0) and i q > µ(J) is stored in the list M (i q ) . Since adjacent patterns t(J ∪ j) such that j ∈ S (0) and j < i q cannot be the best pattern by (C2), we just need to store these adjacent patterns after t(J ∪ i q ) is selected as the best pattern at S2). If i q−1 > µ(J), t(J ∪ i q−1 ) has the smallest heuristic value † Note again that the original BF decoding algorithm requires Eq. (9) for heuristic functions which is not satisfied by the function f (·) and g(·).
among all adjacent patterns of t(J ∪ i q ) in S (0) from the condition (C2), i.e.,
t(J
Therefore, after t(J ∪ i q ) is selected as the best pattern at S2), only t(J ∪ i q−1 ) is inserted into the list M (i q−1 ) . This modification significantly reduces the maximum list size. Similar arguments also hold when t(J ∪ i q ), i q ∈ S (1) , is selected as the best pattern at S2).
We describe a proposed decoding algorithm employing the above method. 
) and the adjacent pattern t(J a ∪i q−1 ) exists where
(1) ) and the adjacent pattern t(J a ∪ i q−1 ) exists, then insert it into the list
, then outputc * and halt the algorithm. Otherwise, go to P2).
The step P4) corresponds to the modification. Note that we need to store at most three TEPs at P4), while we need to store at most k − µ(J) TEPs at S4) of the GBF decoding algorithm.
Remark that we set S (0) = [1, k] by Propositions 1 and 3 if we employ either the function ∆(·) or g(·). Since S (1) = ∅, we can skip P4-b) and at most two TEPs (one is an adjacent pattern and the other is an extended pattern) are generated for each iteration (one iteration consists of selecting the best pattern, encoding it and generating new TEPs).
Example 2:
Assuming k = 7 and S (0) = {2, 4, 5}, let t(J) = (1, 0, 0, 1, 0, 0, 0) be the best pattern selected at P2). Since µ(J) = 4 ∈ S (0) , the adjacent pattern t(J a ∪ 2) = (1, 1, 0, 0, 0, 0, 0) at the position j = 2 is inserted into the list M (2) at P4-a). Since µ(J) < i s = 5 and µ(J) < i p = 7, extended patterns t(J ∪ 5) = (1, 1, 0, 0, 1, 0, 0) and t(J ∪ 7) = (1, 1, 0, 0, 0, 0, 1) of t(J) are inserted into the lists M (5) and M (7) , respectively, at P4-c).
We note that the next generated TEP t(J a ∪ i q−1 ) at P4-a) can be easily computed from the selected best pattern t(J)(= t(J a ∪ i q )). Furthermore its heuristic value F t(J a ∪ i q−1 ) may be easily calculated from that of t(J).
For example, if we adopt the function ∆(·), the heuristic values of t(J a ∪ i q−1 ) is calculated as
Similarly, if we adopt the function f (·), the heuristic values of t(J a ∪ i q−1 ), i q−1 ∈ S (0) , is calculated as
from Eq. (5) We show the validity of the proposed decoding algorithm.
Theorem 1:
Assume that a heuristic function F(·) satisfies both (C1) and (C2). The ν-th iteration of the proposed decoding algorithm selects the TEP with the ν-th least heuristic value among all TEPs. i.e., it performs the priority-first search.
(Proof ) See Appendix A.
The foregoing theorem also implies that the proposed decoding algorithm performs MLD by Eq. (2).
Corollary 1:
If we employ either ∆(·), f (·) or g(·) as the heuristic function, the proposed decoding algorithm performs the priority-first search and achieves MLD.
In terms of the space complexity of the proposed decoding algorithm, we show a lemma and a theorem.
Lemma 2:
In each iteration of the proposed decoding algorithm, the list size of TEPs is no more than that in the GBF decoding algorithm if both decoding algorithms employ the same heuristic function satisfying (C1) and (C2).
(Proof ) From Theorem 1, both the GBF and the proposed decoding algorithms perform the priority-first search. Therefore, if we employ the same heuristic function, the numbers of TEPs selected as the best pattern at S2) and S4) (these numbers are equal to those of encoding TEPs) are identical.
Based on the above fact, we will prove the lemma by the mathematical induction. We denote the iteration number by ν.
(i) The case of ν = 1:
The initial list constructed by Eq. (24) guarantees the list size of the proposed decoding algorithm is less than that in the GBF decoding algorithm. (ii) The case of ν ≥ 2:
Assume that the list size in the (ν − 1)-th iteration of the proposed decoding algorithm is less than or equal to that of the GBF decoding algorithm. When t(J) is selected as the best pattern in the ν-th iteration, all of its k − µ(J) extended patterns will be stored in lists at the step S4) in the GBF decoding algorithm, while at most two extended patterns of t(J) will be stored in lists at P4) of the same iteration in the proposed decoding algorithm. Furthermore, if proposed decoding algorithm needs to store the adjacent pattern of t(J), such adjacent pattern has been already stored in lists in the GBF decoding algorithm. Therefore, the list size in the ν-th iteration of the proposed decoding algorithm is less than or equal to that of the GBF decoding algorithm. From the arguments (i) and (ii), we can prove the lemma.
Theorem 2:
The maximum list size of TEPs in the proposed decoding algorithm is no more than that in the GBF decoding algorithm if both decoding algorithms employ the same heuristic function satisfying (C1) and (C2).
(Proof ) We can readily prove the theorem by Lemma 2.
We show the following theorem on the time complexity. Note that the number of TEPs generated in a decoding procedure is in general greater than the maximum list size and it is one of the indices to evaluate the time complexity of heuristic search MLD algorithms [2] , [8] .
Theorem 3:
The number of generated TEPs in the proposed decoding algorithm is no more than that in the GBF decoding algorithm if both decoding algorithms employ the same heuristic function satisfying (C1) and (C2).
(Proof ) We note again that if we employ the same heuristic function, the numbers of encoding TEPs for both decoding algorithms are identical. So both algorithms perform priority-first search and the number of iterations in which a sufficient condition for the optimality holds is the same. Furthermore, the TEPs generated in the ν-th iteration of the proposed decoding algorithm are obtained in the λ-th (λ ≤ ν) iteration of the GBF decoding algorithm. These facts guarantee that the number of generated TEPs in the proposed decoding algorithm is no more than that in the GBF decoding algorithm.
Adaptive Procedures
Method for Updating Referenced Codeword
Some of the heuristic functions such as the functions f (·) and g(·) use a referenced codewordc ref . In this case, we need not fix the referenced codeword throughout the decoding procedure. We call the decoding procedure in which the referenced codewords are updated the adaptive procedure [2] , [6] .
In [2] , [5] , [6] , the currently best codewordc * is set as Meanwhile, in the ν-th iteration of the proposed decoding algorithm, we modify P4) as follows: Thus we need to store past referenced codewordsc ref in memory by above (a). However the increased space complexity may not be so large since the number of past referenced codewords is not so great compared to the list size of TEPs as we will see in the next section.
We have the following lemma on the proposed decoding algorithm with the adaptive procedure.
Lemma 3:
For any TEP t(J), its heuristic value calculated in the proposed decoding algorithm is the same as that in the GBF decoding algorithm when we adopt the adaptive procedure.
(Proof ) See Appendix B.
Lemma 3 implies that the search order in the GBF and the proposed decoding algorithms with the adaptive procedures are strictly identical and they carry out MLD. Lemma 3 leads to the following theorems which are the counterparts of Theorems 2 and 3, respectively. The proofs are straightforward and hence we omit them.
Theorem 4:
Assume that both the GBF and the proposed decoding algorithms employ the same heuristic function satisfying (C1) and (C2). Then the maximum list size of TEPs in the proposed decoding algorithm is less than that in the GBF decoding algorithm when they adopt the adaptive procedure.
Theorem 5:
Assume that both the GBF and the proposed decoding algorithms employ the same heuristic function satisfying (C1) and (C2). Then the number of generated TEPs in the proposed decoding algorithm is no more than that in the GBF decoding algorithm when they adopt the adaptive procedure.
The Case of Specific Heuristic Functions
If we use the heuristic function f (·), we can reduce the increased (time and space) complexity in the proposed decoding algorithm with the adaptive procedure (the increased space complexity is required to store past referenced codewords). For the TEP t(J a ∪ i q−1 ) generated at P4-a), since its referenced codewordc ref is the same as that for the selected best pattern t(J)(= t(J a ∪ i q )), its heuristic value can be calculated by Eq. (29). To calculate r.h.s. of Eq. (29), we just need to know the value f t(J),c ref and the position i q−1 ∈ S (0) which is the adjacent to i q ∈ S (0) . For this reason, we need to store TEPs (not codewords themselves) corresponding to old referenced codewords in memory. We call these TEPs referenced TEPs. The similar argument holds for the TEP t(J a ∪ i q−1 ) generated at P4-b) where i q−1 ∈ S (1) . We remark that the space complexity for storing referenced TEPs are smaller than that for storing ordinary TEPs since we need not store heuristic values of referenced TEPs.
If we use the heuristic function g(·), we can further save the space complexity for storing the past referenced codeword. As we see in Sect. 3.1, the value B(·) of a TEP defined in Eq. (22) depends only on its Hamming weight. Therefore even if the referenced codeword is updated in the adaptive procedure, we need not hold the past referenced codewords since we can calculate the heuristic value of the generated adjacent pattern by its Hamming weight at P4-a). There is no increased space complexity compared to the GBF decoding algorithm.
Simulation Results
In this section, we evaluate the effectiveness of the proposed decoding algorithm by computer simulations.
Conditions of Simulations
For the binary (63, 30, 13) BCH code and the binary (104, 52, 20) quadratic residue (QR) code, we perform MLD by the GBF decoding algorithm (we denote it by "GBF" in tables) and the proposed decoding algorithm (we denote it by "Proposed" in tables). At each SNR E b /S 0 [dB], both decoding algorithms are carried out 10,000 times.
We adopt the function f (·) as the heuristic function in both decoding algorithms. We remark again that this GBF decoding algorithm is identical to the well-known A decoding algorithm [2] . We assume that the weight profiles W(C) of these two codes are unknown and we use their supersets Tables 1 and 2 , respectively.
By Table 1 , the maximum list size Max M(r) in the proposed decoding algorithm is less than 1/3 of that in the GBF decoding algorithm at each SNR. Furthermore, the average Tables 3 and  4 , respectively. We also show the number of updating referenced codeword (which is equal to the number of the past referenced TEPs stored in memory) in the proposed decoding algorithm with the adaptive procedure in Tables 5 and  6 .
By Table 3 for the (63, 30, 13) BCH code, the maximum list size Max M(r) in the proposed decoding algorithm is less than 2/5 of that in the GBF decoding algorithm at each SNR. Furthermore, the average values of the maximum list size Ave M(r) in the proposed decoding algorithm are less The number of generating TEPs N(r) is one of indices to evaluate time complexity in heuristic search MLD algorithms [2] , [8] although the reduction of the time complexity led by reducing N(r) may not be so large in the whole decoding complexity.
By Tables 1 and 2 for decoding with fixedc ref , N(r) in the proposed decoding algorithm are less than 2/5 of N(r) in the GBF decoding algorithm even at low SNRs. These results demonstrate the proposed decoding algorithm reduces the time complexity of the GBF decoding algorithm as well as the space complexity.
By Tables 3 and 4 for decoding algorithms with adap- † The ratio of the value Ave M(r) of the method in [6] to that of the GBF decoding algorithm is about 2/5 at 5. tive procedure, N(r) in the proposed decoding algorithm is less than 2/5 of N(r) in the GBF decoding algorithm even at 3.0 [dB]. These results demonstrate the proposed method also reduces the time complexity of the GBF decoding algorithm even when we adopt the adaptive procedure.
Concluding Remarks
In this paper, we propose a new heuristic search method for reducing the space complexity of the GBF decoding algorithm. The GBF decoding algorithm is identical to the wellknown A decoding algorithm and includes the original BF decoding algorithm. As a result, the proposed method reduces the space complexity of the well-known A and the original BF decoding algorithms. Though heuristic functions considered here are restricted by a condition, we show this class of heuristic functions includes some well-known functions. The proposed decoding algorithm guarantees to perform MLD since the set of generated candidate codewords is identical to that in the GBF decoding algorithm. Since the proposed decoding algorithm also reduces the number of generated TEPs which tends to vastly increase from low to medium SNRs, the proposed decoding algorithm reduces not only the space complexity but the time one in the GBF decoding algorithm.
As future works, we need to develop a method for heuristic search MLD algorithm with powerful heuristic functions such as in [6] , [7] . More detailed comparisons between the proposed decoding algorithm and methods in [6] , [7] are to be evaluated.
as the best pattern at P2) in a previous iteration and then t(J ν ) has inserted into the list M (i s ) at P4-c) in the same iteration. Similarly, when µ(J ν ) = i q ∈ S (1) , we can show t(J ν ) has inserted into the list M (i p ) at P4-c) in the λ-th iteration such that λ ≤ ν. As we mentioned in (i), since the first best pattern t(J 1 ) has been generated when initial lists has been constructed by Eq. (24), the assumptions of (ii) are satisfied and this completes the proof.
list size increases at most by one in each iteration.
We can easily show that the function ∆(·) satisfies conditions both (C1) and Eq. (9) . Since the function ∆(·) also satisfies the condition (C2), the proposed decoding algorithm can also employ it. By Proposition 1, we set S (0) = [1, k] and the number of TEPs newly stored in lists in each iteration of the proposed decoding algorithm is at most two (one is an extended pattern and the other is an adjacent pattern). The list size of the proposed decoding algorithm also increases at most by one in each iteration since the selected best pattern is deleted from the list.
We have the following proposition on the relationship between the IBF decoding algorithm and the proposed decoding algorithm.
Proposition 4:
Assume that both the IBF and the proposed decoding algorithms employ a heuristic function satisfying the condition (C1) and Eq. (9) . We further assume that the heuristic function satisfies the condition (C2) with S (0) = [1, k] such as the function ∆(·). Then the maximum list size of TEPs in the proposed decoding algorithm is no more than that in the IBF decoding algorithm.
(Proof ) We will prove the proposition by mathematical induction. We here denote the iteration number by ν. The initial list constructed by Eqs. (24) and (A· 2) indicate the list size of the proposed decoding algorithm is no more than that in the IBF decoding algorithm. Note that Eq. (9) cannot tell that we only need to store t(k) in lists so we need to store other TEPs with Hamming weight one in the IBF decoding algorithm. (ii) The case of ν ≥ 2:
We first remark that the selected best pattern t(J) in the ν-th iteration of the IBF and the proposed decoding algorithms is identical since both algorithms perform the priority-first search. Denote the set of TEPs stored in lists in the proposed and the IBF decoding algorithms by T p and T IBF , respectively. Then there exists a one-to-one mapping φ from each element of T p to that of T IBF given by
and φ(t) φ(t ) if t t .
(A· 5)
Actually φ(t(J)) = t(J a ) or φ(t(J)) = t(J). i.e., when a TEP t(J) is newly generated in the ν-th iteration of the proposed decoding algorithm, then the same iteration of the IBF decoding algorithm possesses the corresponding TEP of the form of either its adjacent pattern t(J a ) in the list A or t(J) itself in the list M (µ(J)) . Based on this mapping, we can see that there is a correspondence between the TEP newly generated in the proposed decoding algorithm and a TEP stored in list in the IBF decoding algorithm. Therefore, the increased list sizes in the ν-th iteration of both algorithms are the same.
From the arguments (i) and (ii), we can prove the theorem.
Unfortunately, as known to the authors, there are no heuristic functions which satisfy both conditions (C1) and Eq. (9) except for the function ∆(·). The function ∆(·) is ineffective heuristic function compared with the function f (·) or g(·) since it only utilizes the information over the k MRI positions while functions f (·) and g(·) utilize one over the remaining n − k positions as well as one over the k MRI positions. Therefore we may say that the proposed decoding algorithm is more effective than the method in [8] . 
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