Abstract. We conjecture that if G is a finite primitive group and if g is an element of G, then either the element g has a cycle of length equal to its order, or for some r, m and k, the group G ≤ Sym(m) wr Sym(r), preserving a product structure of r direct copies of the natural action of Sym(m) or Alt(m) on k-sets. In this paper we reduce this conjecture to the case that G is an almost simple group with socle a classical group.
Introduction
Let G be a finite primitive permutation group on a finite set Ω and let H ≤ G. A regular orbit of H in Ω is one of size |H|. In particular, if H = g , then a regular orbit of H is the point set of a g-cycle of length equal to the order |g| of g in its disjoint cycle representation; we call such a cycle a regular cycle of g in Ω. Siemons and Zalesskii [26] asked for conditions under which subgroups of primitive groups could be guaranteed to have regular orbits.
The work of Siemons and Zalesskii in [26, 27] , and later the work of Emmett and Zalesskii in [8] , focuses on the case where H is cyclic and G is a non-abelian simple group (though the groups satisfying PSL(n, q) < G ≤ PGL(n, q) are also treated in [26, Theorem 1.1]). They show that, if G is a non-abelian simple group that is not isomorphic to an alternating group, and if either G is a classical group or G has a 2-transitive permutation representation, then each element of G has a regular cycle. This paper arose from a conversation between the third author and Alex Zalesskii and we are grateful to Alex for being so enthusiastic in talking about his mathematics. Our work makes a significant contribution towards answering the question: When do all elements of a finite primitive permutation group (G, Ω) have at least one regular cycle? The finite alternating group G = Alt(n) acting on Ω = {1, . . . , n}, with n ≥ 7, does not have this property since, for example, the permutation g = (123)(45)(67) ∈ Alt(n) has no cycle of length |g| = 6 in its natural action on n points. However, the family of primitive permutation groups (G, Ω) containing elements with no regular cycles does not consist simply of the natural representations of the alternating and symmetric groups Alt(n) and Sym(n). For example, an element g ∈ Sym(10) with cycles of lengths 2, 3, 5 in its action on 10 points, has order 30 and has cycle lengths 1, 3, 5, 5, 6, 10, 15 in its action on the set of 45 pairs of points from {1, . . . , 10}. Thus the primitive action of Sym(10) on pairs is another example.
The natural action of Sym(m) on the set of k-subsets of {1, . . . , m} is called its k-set action. It is possible to specify precisely the k-set actions of finite symmetric groups for which all elements have regular cycles. Theorem 1.1. Let k ≥ 1 and let n k be the sum of the first k prime numbers. Then, for m ≥ 2k, every element of Sym(m) has a regular cycle in its k-set action if and only if m < n k+1 . Theorem 1.1 will be proved in Section 6.3. We believe moreover that primitive permutation groups containing elements without regular cycles have very restrictive structure. Our investigations of these groups led us to make the following conjecture, and then we attempted to prove it. We say that a subgroup G of Sym(Ω) preserves a product structure on Ω if Ω = ∆ r and G is isomorphic to a subgroup of Sym(∆) wr Sym(r) in its product action. Conjecture 1.2. Let (G, Ω) be primitive such that some element has no regular cycle. Then there exist integers k ≥ 1, r ≥ 1 and m ≥ 5 such that G preserves a product structure on Ω = ∆ r with |∆| = m k , and Alt(m) r ⊳ G Sym(m) wr Sym(r), where Sym(m) induces its k-set action on ∆.
We note that each value of k and r, and each m ≥ n k+1 (as defined in Theorem 1.1) yield examples in Conjecture 1.2. This is true since, by Theorem 1.1, Sym(m) contains elements with no regular cycles in their k-set action on ∆, and we observe in Lemma 3.1 that each such element is associated with elements of Sym(m) wr Sym(r) with no regular cycles in their product action on ∆ r . We go a long way towards proving Conjecture 1.2 in this paper, reducing to the case where G is an almost simple classical group. The final case of classical groups is settled by an analysis in [10] , as we discuss below. Theorem 1.3. Let (G, Ω) be a primitive permutation group containing an element with no regular cycle, and suppose that (G, Ω) is not one of the groups in Conjecture 1.2. Then G preserves a product structure on Ω = ∆ r , for some r ≥ 1, and T r ⊳ G H wr Sym(r) for some classical group H with simple socle T such that (H, ∆) is primitive and some element has no regular cycle.
As we mentioned above (see Lemma 3.1), each primitive classical group (H, ∆) containing an element with no regular cycle, and each positive integer r, leads to 'product action examples' in Theorem 1.3. Moreover classical groups with this property are known, but the examples we mention are permutationally isomorphic to groups in Conjecture 1.2: for example, the group H = PΓL(2, 4) ∼ = Sym(5) of degree 5 contains an element of order 6 (see Theorem 1.1). Also in Proposition 6.14 we identify a second example, namely in H = Sym(6) with socle Alt(6) ∼ = PSL (2, 9) , acting on the cosets of PGL (2, 5) , some elements of order 6 have no regular cycle. The results of [8, 26, 27 ] deal with the cases where H is a simple classical group. The general case of almost simple classical groups will be handled by Simon Guest and the third author in [10] .
Clearly Theorem 1.3 applies to any transitive permutation group G having a system of imprimitivity B with G acting faithfully and primitively on B. In particular, Theorem 1.3 immediately applies to the class of finite quasiprimitive groups.
The following interesting results arise while proving Theorem 1.3. Corollary 1.5. Each automorphism of a finite non-abelian simple group T has a regular cycle in its natural action on T .
We make the following brave conjecture.
Conjecture 1.6. There exists an absolute positive constant c such that, if (G, Ω) is a primitive group, but not one of the groups in Conjecture 1.2, then for each
where o g is the number of regular cycles of g, and c g is the total number of cycles of g (including cycles of length 1).
We prove Theorem 1.1 in Section 6.3. In order to prove Theorem 1.3, we investigate the cycle lengths of elements of finite primitive permutation groups (G, Ω) according to the O'Nan-Scott type of G. The O'Nan-Scott Theorem [5, Theorem 4.6] asserts that if G is a primitive group that does not preserve a product structure then G has one of the following three types:
(1) Affine type, (2) Diagonal type, (3) Almost simple. Primitive groups preserving a product structure are dealt with in Theorem 3.2, and we consider those of affine type in Theorem 4.2 and those of diagonal type in Theorem 5.6. We investigate the almost simple primitive groups in Section 6, completely dealing with the sporadic groups, alternating and symmetric groups, and exceptional groups of Lie type.
Basic lemmas
We start our analysis with some elementary (but very useful) lemmas. Lemma 2.1. Let G be a permutation group on Ω. Assume that for every g ∈ G, with |g| square-free, g has a regular cycle. Then every element of G has a regular cycle.
Proof. Let g ∈ G. We argue by induction on the number of prime divisors of |g| (counted with multiplicity). If |g| is square-free, then there is nothing to prove. Thus assume that |g| is divisible by p 2 , for some prime p. Now, since the number of prime divisors of |g p | = |g|/p is less than the number of prime divisors of |g|, we may apply induction and hence there exists ω ∈ Ω with |ω
However, the latter case would imply that |ω
Thus the cycle of g containing ω has length |g|.
The previous lemma allows us to consider only elements of square-free order. Before proceeding we introduce a definition. Definition 2.2. Let G be a permutation group on a finite set Ω, let x ∈ G, and
The following lemma is part of the folklore and the sketch of a proof can be found in [17, Lemma 2.5].
Lemma 2.3. Let G be a transitive group on Ω, let H be a point stabilizer and let g be in G. Then
The following lemma is one of our main tools.
Lemma 2.4. Let G be a transitive permutation group on Ω and let g be in G. Then g has a regular cycle if and only if
(1)
In particular, if
then g has a regular cycle.
Proof. Denote by ∆ the set on the left hand side of (1). Assume that g has a cycle of length |g| and let α be a point from this cycle. Then α g |g|/p = α and α / ∈ Fix Ω (g |g|/p ), for every prime divisor p of |g|. Thus α / ∈ ∆. Conversely, assume that ∆ = Ω and let α ∈ Ω \ ∆. If |α g | < |g|, then |α g | divides |g|/p, for some prime divisor p of |g|. Thus α g |g|/p = α and α ∈ Fix Ω (g |g|/p ), contradicting our choice of α.
Primitive groups preserving a product structure
We begin with the following simple observation.
Lemma 3.1. Let H Sym(∆). If h ∈ H has no regular cycle in ∆, then (h, 1, . . . , 1) ∈ H wr Sym(ℓ) has no regular cycle in ∆ ℓ .
Next we prove our main result for this section.
Theorem 3.2. Let H Sym(∆) such that |∆| > 1 and each element of H has a regular cycle in ∆. Then each element of H wr Sym(ℓ) has a regular cycle in ∆ ℓ .
Proof. Let G = H wr Sym(ℓ) and write g ∈ G as g = (h 1 , . . . , h ℓ )σ, with σ ∈ Sym(ℓ) and with h i ∈ H, for each i ∈ {1, . . . , ℓ}. We start by considering the case that σ is a cycle of length ℓ. In particular, replacing g by a suitable G-conjugate if necessary, we may assume that σ = (1, . . . , ℓ). For each i ∈ {2, . . . , ℓ}, write
Furthermore, write x 1 = 1 and n = (x 1 , x 2 , . . . , x ℓ ) ∈ H ℓ . Now, we have
. . , 1)σ. In particular, replacing g by g n , we may assume that h 2 = · · · = h ℓ = 1. Write x = (h 1 , 1, . . . , 1) so that g = xσ. Observe that
and so |g| = |h 1 |ℓ. Now, let δ ∈ ∆ with |δ h1 | = |h 1 |. Suppose first that h 1 = 1, that is, x = 1. Let δ ′ ∈ ∆ \ {δ} and take the point ω = (δ ′ , δ, . . . , δ) ∈ Ω. Clearly, the cycle of g = xσ = σ containing ω has length ℓ = |g|.
Suppose then that h 1 = 1 and take the point ω = (δ, . . . , δ) ∈ Ω. Note that δ h1 = δ by the definition of δ. We show that the cycle of g containing ω has length |g|, from which the theorem follows for σ an ℓ-cycle. Fix a positive integer t and write t = qℓ + r, with 0 ≤ r < ℓ. Note that (x 1 , x 2 , . . . , x ℓ ) σ −1 = (x 1σ , x 2σ , . . . , x ℓσ ), and hence for x = (h 1 , 1, . . . , 1),
where y r = 1 if r = 0, and for 0 < r < ℓ,
Using this description of g t , we see that if w
In particular, by applying σ −r on both sides of this equality, we have δ = δ 
= δ
h1 , which is a contradiction. Thus r = 0 and the condition δ = δ h q 1 implies that |h 1 | = |δ h1 | divides q. Therefore |g| = ℓ|h 1 | divides ℓq = t. So the cycle of g containing ω has length |g|.
We now consider the case that σ has more than one cycle in its disjoint cycle decomposition. Write σ = σ 1 · · · σ r with σ 1 , . . . , σ r the disjoint cycles of σ of lengths ℓ 1 , . . . , ℓ r , respectively. Replacing g by a suitable G-conjugate, we may assume that σ = (1, . . . , ℓ 1 )(ℓ 1 + 1, . . . , ℓ 1 + ℓ 2 ) · · · . For each i ∈ {1, . . . , r}, take n i ∈ H ℓ such that the u th coordinate of n i is h u if u is in the support of σ i and is 1 otherwise. Write now g i = n i σ i . Clearly, g = g 1 · · · g r and g i g j = g j g i for all i, j. It follows that
Moreover, we may view g i as an element of H wr Sym(ℓ i ) and so, by the previous case, there exists ω i ∈ ∆ ℓi with |ω gi i | = |g i |. Now it immediately follows that the cycle of g containing the point (ω 1 , . . . , ω r ) ∈ ∆ ℓ has length lcm{|g i | | i ∈ {1, . . . , r}} = |g|, and the proof is complete.
Primitive groups of Affine type
The main result of this section is Theorem 4.2, in which we prove Theorem 1.3 in the special case where G is a primitive group of affine type. In the rest of this section let V be the d-dimensional vector space of row vectors over the field F q with q elements, where d ≥ 1 and q is a prime power, and consider GL d (q) = GL(V ) acting naturally on V . Then S g spans the vector space V .
Proof. Write |g| = p n1 1 · · · p nr r , with p 1 , . . . , p r distinct primes and with n i > 0, for each i ∈ {1, . . . , r}. Write W g := S g . Now the vector space V decomposes as a direct sum of indecomposable F q gmodules, say V = W 1 ⊕ · · · ⊕ W s with W i an indecomposable F q g -module for each i ∈ {1, . . . , s}. (We recall that W is said to be indecomposable if W cannot be written as W = U ⊕ U ′ with U and U ′ proper non-trivial submodules.) Let g i be the linear transformation induced by g on W i . Clearly,
We argue by induction on the number n(g) := r 1 n i + s. If n(g) = 1 then s = 1 and i n i = 0 so that g = 1 and S g = V spans V . So assume that n = n(g) > 1 and that the result holds for all elements g ′ with n(g ′ ) < n. Suppose first that n i > 1, for some i ∈ {1, . . . , r}. A moment's thought gives that S g = S g p i . In particular, by induction, we have that S g p i spans V and hence so does S g . Thus we may assume that n i = 1 for each i ∈ {1, . . . , r}, that is, g has square-free order. This observation will simplify some of the computations later in the proof.
Next assume that s = 1, that is, V is indecomposable. In this special case we prove something slightly stronger: we show that S g spans V and, either S g − S g := {v − w | v, w ∈ S g } also spans V , or q = 2 and g is unipotent. Let p be the characteristic of the field F q . Write g = xu = ux with x semisimple and with u unipotent. Since V is an indecomposable module, g is a cyclic matrix by [12, Theorem 11.7] , and g is conjugate, see for example [2, Lemma 4.2] , to a matrix (its Jordan canonical form)
where A and I are m × m-matrices over F q (for some divisor m of d), I is the identity matrix and A is the matrix induced by the semisimple part x. Since V is indecomposable, the matrix A acts irreducibly on F m q . Furthermore, m = d if and only if g = x is semisimple. Replacing g by a conjugate, if necessary, we may assume that g is as in (3) . Since A acts irreducibly on F m q , using Schur's lemma, we see that the action of A on F m q is equivalent to the action by multiplication of a non-zero scalar of F q m on the extension field F q m . Therefore every orbit of A on F m q \ {0} has length |A|. Thus, if m = d, then S g = V \ {0} and in this case both S g and S g − S g span V . Hence we may assume that m < d, and so |g| = p|A| since |g| is square-free.
Write c = d/m > 1. In view of the shape of the matrix g, we write the vectors of V with only c coordinates, where every coordinate is an element of F q m . A direct computation shows that S g consists of all the vectors of the form v = (v 1 , . . . , v c )
Note that if q m = 2, then there exists α ∈ F q m \{0, 1} and so for each v ∈ S g we have αv and (α − 1)v in S g . Thus v = αv − (α − 1)v ∈ S g − S g . Hence S g ⊆ S g − S g , except possibly when q m = 2, that is, p = 2, and m = 1. In particular, for p = 2, and for m = 1, our claim follows because clearly S g spans V . For p = 2 and m = 1, the set S g still spans V and the element g = u is cyclic unipotent of order p and the proof of the claim is complete. In particular the inductive step is proved when s = 1.
Assume now that s > 1. Then by the claim above, for each i, W i = S i and also, either W i = S i − S i , or q = 2 and g i is unipotent. Suppose that t of the elements g 1 , . . . , g s are unipotent, where 0 ≤ t ≤ s. If t > 0 then, relabelling the index set, we may assume that g 1 , . . . , g t are unipotent, that is, the action of g on each of W 1 , . . . , W t is unipotent. Since g has square-free order, we have
, and if t > 0 choose i 0 ∈ {1, . . . , t} and w i0 ∈ S i0 . Moreover, for each i ∈ {t + 1, . . . , s},
. . , s} and also for i = i 0 . However, for each i > t, w
i and hence ℓ is divisible by |g i | by our choice of w i . Also, if t > 0 then w
i0 , and hence, in this case, ℓ is divisible also by |g i0 | = p. It follows from (2), for any t, that |g| divides ℓ. This shows that |g| = |v g |, that is, v ∈ S g . In particular, we have proved that
Fix i > t and choose distinct elements v, v
′ ∈ ∆ with all coordinates equal except in position i. Note that this is possible since g i is not unipotent and hence
From this and from the description of the elements of ∆, we also have S i0 ⊆ S g , for every i 0 ≤ t, and the result follows by induction.
With Lemma 4.1, the main result of this section follows easily.
can be identified with a subgroup of GL d+1 (q). Indeed, the mapping
Observe that the action of AGL d (q) on V is equivalent to the action of G on the vectors (w, 1) ∈ F d+1 q having the last coordinate equal to 1.
Let g ′ be the element of G corresponding to an element g ∈ AGL d (q). From Lemma 4.1, we see that there exists a vector (w, λ) ∈ F d+1 q with |(w, λ)
and with λ = 0. Observing that, for µ ∈ F q \ {0}, we have (µ(w, λ))
g ′ , we see that by replacing the element (w, λ) by (λ −1 w, 1) we may assume that λ = 1. Now the action of g ′ on (w, 1) is equivalent to the affine action of g on w and this shows that w lies in a g-cycle of length |g ′ | = |g|.
Primitive groups of Diagonal type
We start by recalling the structure of the finite primitive groups of Diagonal type. This will also allow us to set up the notation for this section.
Let ℓ ≥ 1 and let T be a non-abelian simple group. Consider the group N =
Moreover we may identify each element ω ∈ Ω with an element of T ℓ as follows: the right coset ω = D(α 0 , α 1 , . . . , α ℓ ) contains a unique element whose first coordinate is 1, namely, the element (1, α
We choose this distinguished coset representative and we denote the element D(1, α 1 , . . . , α ℓ ) of Ω simply by
Now the element ϕ of Aut(T ) acts on Ω by
Observe that the action induced by (t, . . . , t) ∈ N on Ω is the same as the action induced by the inner automorphism corresponding to conjugation by t. Finally, the element σ in Sym({0, . . . , ℓ}) acts on Ω simply by permuting the coordinates. Note that this action is well-defined because D is Sym(ℓ + 1)-invariant.
The set of all permutations we described generates a group W isomorphic to T ℓ+1 · (Out(T ) × Sym(ℓ + 1)). A subgroup G of W containing the socle N is primitive if either ℓ = 2 or G acts primitively by conjugation on the ℓ + 1 simple direct factors of N [7, Theorem 4.5A]. Such primitive groups are the primitive groups of Diagonal type. Write
Clearly, M is a normal subgroup of N acting regularly on Ω. Since the stabilizer in W of the point [1, . . . , 1] is Sym(ℓ + 1) × Aut(T ), we obtain that
Moreover, every element x ∈ W can be written uniquely as x = σϕm, with σ ∈ Sym(ℓ + 1), ϕ ∈ Aut(T ) and m ∈ M .
We first prove a sequence of lemmas about the fixed-point-ratio of elements of diagonal groups. We use the notation above.
. This gives α ϕ i t i = α i , for each i ∈ {1, . . . , ℓ}. In particular, computing in Aut(T ), we have, for each i, α
This implies that ϕ −1 and t −1 i ϕ are elements of Aut(T ) conjugate via the element α i of T . Now the number of α i ∈ T conjugating ϕ −1 to t
)| or 0, according to whether ϕ −1 and t −1 i ϕ −1 are, or are not, in the same T -conjugacy class. Observe that, since we are trying to obtain an upper bound on fpr Ω (x), we may assume that ϕ = 1 because otherwise x is the translation by m ∈ M , which has no fixed points. This shows that
It is very important to observe (from the proof) that fpr Ω (x) > 0 in Lemma 5.1 only if |ϕ|, and hence |x|, is divisible by a prime divisor of | Aut(T )|.
Lemma 5.2. Let x = σϕm ∈ W , with σ ∈ Sym(ℓ + 1)\{1} such that 0 σ = 0, ϕ ∈ Aut(T ) and m = (1, t 1 , . . . , t ℓ ) ∈ M , and assume that p := |x| is prime. Then
. By assumption, σ = 1 and hence |σ| = p. Thus, relabelling the index set {1, . . . , ℓ} if necessary, we may write
By considering the 2 nd coordinate, we get
Now by considering the 3
rd coordinate, we obtain
Proceeding inductively we see that, for i ∈ {1, . . . , p − 1}, we have
This yields that the p − 1 entries α 1 , . . . , α p−1 of ω are uniquely determined by x and by α p . Thus
Lemma 5.3. Let x = σϕm ∈ W , with σ ∈ Sym(ℓ+1) such that 0 σ = 0, ϕ ∈ Aut(T ) and m = (1, t 1 , . . . , t ℓ ) ∈ M , and assume that p := |x| is prime.
(
. By assumption, σ = 1 and hence |σ| = p. Relabelling the index set {1, . . . , ℓ} if necessary, we may write σ = (0, 1, . . . , p − 1) · · · ((k − 1)p, . . . , kp − 1), for some k ≥ 1. Here the argument is a little more delicate and in fact the case p = 2 requires extra care. We have
Suppose that p > 2. By considering the 2 nd coordinate, we get
and from the 3 rd coordinate, we obtain
Proceeding inductively we see that, for i ∈ {1, . . . , p−2}, the p−2 entries α 1 , . . . , α p−2 of ω are uniquely determined by x and by α p−1 . Thus
We now consider the case p = 2, where (7) (although still correct) becomes meaningless. Observe that the action of x on the 2 nd coordinate is given by α → (α −1 ) ϕ t 1 . This map is an involution only if
for each α ∈ T . By choosing α = 1, we get t ϕ 1 = t 1 and (8) becomes
for every α ∈ T . Therefore ϕ 2 acts as conjugation by t −1
1 . We are now ready to bound the number of fixed points of x. Consider the 2 nd coordinate of ω in (6). For ω = ω x , we need to have α 1 = (α −1 1 ) ϕ t 1 . We now perform some computations in Aut(T ). Recalling that ϕ 2 squares to t
Observe, that if α 1 and α ′ 1 are two distinct solutions of (9), then (α
. This shows that, for a given solution α of (9), all other solutions are of the form α ′ = αe, where e ∈ T is inverted by α −1 ϕ −1 . From [22] , we see that an automorphism of a non-abelian simple group T cannot invert more than 4/15 of the elements of T , (and equality holds only for T = Alt(5)). Therefore, we have at most 4|T |/15 solutions to (9) . In summary, we have
Before proving our main result we need a rather technical number theoretic lemma. Recall that in elementary number theory ω(n) denotes the number of distinct prime divisors of the positive integer n. The following lemmas may be found in [24, Theorem 13] and [19] respectively. Lemma 5.4. For n ≥ 26, we have ω(n) ≤ log(n)/(log(log(n)) − 1.1714).
Lemma
log(m) .
We can now prove the following theorem.
Theorem 5.6. Let G be a primitive group of Diagonal type. Then each element of G has a regular cycle.
Proof. We use the notation introduced above, and we assume without loss of generality that G = W with socle and hence, from (11),
Recall that s is at most the number of prime divisors of | Aut(T )| and hence s ≤ ω(| Aut(T )|). We then have the inequality
Observe that [13, Table 5 .3A] contains an explicit value of m(T ) for each nonabelian simple group of Lie type. (Unfortunately there are some inaccuracies in [13, Table 5 .3A], an amended table can be found in [9, Table 4 ].) Moreover, m(T ) for the 26 sporadic simple groups can be extracted from [6] . It is then a tedious computation, going through the list of the finite non-abelian simple groups and using the upper bound for ω(n) in Lemma 5.4, to check that the right hand side of (13) is strictly less than 1 except for the cases where ℓ = 1 and either T ∼ = Alt(m) or T ∼ = PSL 2 (q) (for q ≤ 11). In particular, apart from these exceptions, the theorem follows from Lemma 2.4.
Suppose next that T ∼ = Alt(m) and ℓ = 1. If m = 6 then the right hand side of (13) < 1, so we may assume that m = 6 and hence that Aut(T ) = Sym(m). Clearly, s ≤ log(|g|). Let a be the maximum order of an element of Aut(T ). We may alternatively write g in the form g = xϕσ, with x = (x 1 , x 2 ) ∈ T 2 , ϕ ∈ {1, (12)} ⊂ Aut(T ), and σ ∈ Sym(2)
for every m ≥ 3. Now using this new upper bound for s, we see with another tedious computation that the right hand side of (12) is strictly less than 1 for every m ≥ 27. The remaining cases (that is, T ∼ = Alt(m) for m ≤ 26 and T ∼ = PSL 2 (q) for q ≤ 11) can be easily checked by hand by computing explicitly the number of prime divisors of Aut(T ) and by using this upper bound on s in (12) . In all cases, the right hand side of (12) is strictly less than 1 and hence the proof follows from Lemma 2.4.
Proof of Corollary 1.5. Let T be a non-abelian simple group and σ ∈ Aut(T ). Then G = (T × T ) · σ ≤ T ⋊ Aut(T ) is a primitive group of Diagonal type, as above, with ℓ = 1, and the element σ of Aut(T ) induces its natural action on T . By Theorem 5.6, σ has a cycle of length |σ| on T .
Primitive almost simple groups
In this section we consider the primitive almost simple groups G ≤ Sym(Ω), apart from the classical groups which are dealt with in [10] . That is to say, we assume that T ⊳ G ≤ Aut(T ) for a non-abelian simple group T which is not a classical group. We subdivide the proof according to whether T is a sporadic group, an exceptional group of Lie type or an alternating group.
We start by specifying our notation. We denote by Irr(G) the set of complex irreducible characters of G. We recall that the principal character χ 0 of G is defined by χ 0 (g) = 1, for each g ∈ G. (It is sometimes also denoted χ 0 = 1 G .) Let η be a complex character of G and let χ ∈ Irr(G). We say that χ is a constituent of η if the inner product η, χ G = 0. The following lemma is well-known and we refer to [17, Lemma 2.7] for the statement closest to our needs. Lemma 6.1. Let G ≤ Sym(Ω) and let g ∈ G. Assume that the derived subgroup G ′ of G is transitive. Then, there exists a non-principal constituent χ of the permutation character of G such that
6.1. The sporadic simple groups. The main result of this section is the following. Our proof makes use of information in [6] , and some calculations with the computer algebra system Magma [4] .
Theorem 6.2. Let G be a primitive almost simple group on Ω with socle a sporadic simple group. Then each element of G has a regular cycle in Ω.
Proof. Let T be the socle of G. Our proof is a case-by-case analysis for each sporadic simple group T . Let g ∈ G. Write n = |g| and recall that ω(n) is the number of distinct prime divisors of n. By Lemma 2.1, we may assume that n is square-free. Moreover, we may assume that n is not a prime since every element of prime order n has a cycle of length n. Note that the number ω(|g|) can be easily obtained from [6] : and, in particular, in each case, ω(|g|) ≤ 3. Set
Suppose first that (14)
ω(n) a 0 < 1.
For each prime p with p | n, let χ p be a non-principal irreducible constituent of the permutation character of G, as in Lemma 6.1, such that
.
and by Lemma 2.4, the element g has a cycle of length n. A direct inspection in [6] shows that (14) always holds except when ω(n) = 3 and G is one of the groups Co 2 , F i 22 or F i 22 : 2. Thus we may assume that G is one of these three groups and that ω(n) = 3. The elements of square-free order n with ω(n) = 3 in these groups either have order 30, or in the case of F i 22 : 2, they may have order 30 or 42. Moreover, for each of these groups there exists a unique irreducible character (denoted by χ 2 in [6] ) with
for some x ∈ G \ {1}. In particular, if χ 2 is not a constituent of the permutation character of G, then we can use the previous argument (where the maximum in a 0 runs through the irreducible characters different from χ 2 ) and we obtain that g has a regular cycle. Therefore we may assume that χ 2 is a constituent of the permutation character π of G. Let H be the stabilizer of a point of Ω. From Frobenius reciprocity we have G, we can compute 1, (χ 2 ) M . This number is not 0 only in the cases described in Table 1 . So in view of (15), we may assume that H is one of the maximal subgroups M in Table 1 . Using the information in [6] , in each of these six cases we can construct G and H in Magma and find representatives of each of the conjugacy classes of elements of order 30 and 42 in G. For each representative g and for one of the generators x of G given by [6] we see that Hxg i = Hxg j for all distinct i, j ∈ {1, . . . , |g|}. Thus g has a regular cycle.
Exceptional groups of Lie type. For exceptional groups of Lie type Lawther, Liebeck and Seitz [14, Theorem 1] have obtained useful and explicit upper bounds on fpr Ω (x). With their result we can prove the following theorem.
Theorem 6.3. Let G be a finite primitive group on Ω with socle an exceptional simple group of Lie type. Then each element of G has a regular cycle on Ω.
Proof. Let T be the socle of G, let g ∈ G, and let m(T ) be the minimum degree of a faithful permutation representation of T . By Lemma 2.1, we may assume that g has square-free order p 1 · · · p s . Now, s ≤ log 2 (|g|) ≤ log 2 (m(T )) (where the last inequality follows from the main result of [9] ). A comprehensive table containing m(T ) for each exceptional simple group T of Lie type can be found in [9, Table 4 ]. Now the proof follows easily from Lemma 2.4 by a case-by-case analysis. We discuss here with full details the case T = E 8 (q). We see that m(T ) = (q 30 − 1)(q 12 + 1)(q 10 + 1)(q 6 + 1)/(q − 1) and so m(T ) ≤ q 58 . Also from [14] , we see that fpr Ω (x) ≤ 1/(q 8 (q 4 − 1)), for every x = 1. Now the inequality
is satisfied for all q. All the other cases are similar. The only simple groups T where this approach does not work are E 6 (2), F 4 (2), 3 D 4 (2), G 2 (3) and G 2 (4). However, we can see from [6] that an element of Aut(T ) is at most the product of 8, 3, 2, 2, 2, distinct primes, respectively. With this new upper bound on s and using [14] it is straighforward to see that s fpr Ω (x) < 1, for every x = 1. Now the proof follows as usual from Lemma 2.4.
6.3. The Alternating Groups. Suppose that G is almost simple with socle Alt(m), for some m ≥ 5. In most cases G ≤ Sym(m), and we make a brief formal comment about the situation where this does not hold.
Remark 6.4. There are three primitive actions of groups G satisfying Alt(6) ≤ G ≤ Aut(Alt(6)) but G ≤ Sym (6) . The groups are M 10 , PGL 2 (9), and Aut(A 6 ) and they all have primitive actions of degrees 10, 36, 45. A simple Magma computation shows that Conjecture 1.2 is true for all these primitive actions.
From now on we assume that G = Alt(m) or Sym(m). First we prove Theorem 1.1 which shows that the action of Sym(m) on k-sets is a genuine exception in Theorem 1.3.
Proof of Theorem 1.1. Let k ≤ m/2. Denote by p 1 , . . . , p k+1 the first k + 1 primes, and let n := n k = i≤k+1 p i . Suppose first that m ≥ n. Let g = σ 1 · · · σ k+1 be a permutation having k + 1 disjoint cycles σ 1 , . . . , σ k+1 of length p 1 , . . . , p k+1 , respectively (such an element exists since m ≥ n). Now, let X be a k-subset of {1, . . . , m}. Since |X| = k, we see that X intersects at most k of the supports of the cycles of g. By the pigeon-hole principle, there exists a cycle σ i not intersecting X. In particular σ i fixes X point-wise and hence X g has size at most |g|/p i . Since this arguments holds for all X, it follows that g has no regular cycle on k-sets.
On the other hand, suppose that m < n and let g ∈ Sym(m). Write g = σ 1 · · · σ t with σ 1 , . . . , σ t the disjoint cycles of g, so |g| = lcm{|σ i | | i ∈ {1, . . . , t}}. Since m < n, g can have at most k cycles having pairwise coprime lengths, and hence, relabelling the index set {1, . . . , t} if necessary, we may assume that |g| = lcm{|σ i | | i ∈ {1, . . . , s}}, for some s ≤ k. Write ℓ i = |σ i |, for i ∈ {1, . . . , s}, and ℓ = s i=1 ℓ i . In particular, as s ≤ k, there exists a k-subset X of {1, . . . , m} intersecting the support of σ i in at least one point, for each i ∈ {1, . . . , s}. Write x i for the size of the intersection of X with the support of σ i ; so x i > 0 for each i ≤ s.
Suppose that k ≤ ℓ − s. Then for each i ∈ {1, . . . , s}, we can choose X so that X intersects the support of σ i in x i consecutive points with x i < ℓ i and with s i=1 x i = k. Now it is clear that X g has size |g|. Next suppose that k > ℓ − s and that m ≥ k + s. Choose a subset X i of size ℓ i − 1 from the support of σ i , for each i ∈ {1, . . . , s}. Then ∪ i X i has size i (ℓ i − 1) = ℓ − s. Since m ≥ k + s, we have m − ℓ ≥ k − (ℓ − s) and so there exists a subset Y of {1, . . . , m} of size k − (ℓ − s) disjoint from the support of σ i , for each i ∈ {1, . . . , s}. Then X := (∪ i X i ) ∪ Y is a k-set and X g has size |g|. Finally suppose that k > ℓ − s and m < k + s. Recalling that k ≤ m/2, by adding the inequalities k > ℓ − s and k > m − s, we obtain
Hence 2s > ℓ. However this is a contradiction because ℓ =
It is interesting to observe that n k is asymptotic to k 2 log(k)/2, see [3] (the rate of convergence is actually rather slow).
6.3.1. Partition actions. There is another important action of the symmetric group that we need to study before moving to a general action. For a, b ≥ 2, we say that a partition of the set {1, . . . , ab} into b parts each of size a is an (a, b)-uniform partition. The symmetric group Sym(ab) acts primitively on the set of (a, b)-uniform partitions, for every value of a and b, and this action is faithful whenever ab = 4. (We note also that the element g = (1234) has cycles of lengths 1, 2 on the set of three (2, 2)-uniform partitions, and hence has no regular cycle in this action.) Proposition 6.5. Let a, b ≥ 2 such that (a, b) = (2, 2). Then every element of Sym(ab) has a regular cycle on (a, b)-uniform partitions.
We prove Proposition 6.5 via a sequence of lemmas. The proof is similar to the proof of Theorem 1.1, but unfortunately slightly more technical. First we set up some notation. Assume that ab = 4 and let g ∈ Sym(ab). Write g = σ 1 · · · σ t with σ 1 , . . . , σ t the disjoint cycles of g on {1, . . . , ab}. Then |g| = lcm{|σ i | | i ∈ {1, . . . , t}}. Relabelling the index set {1, . . . , t} if necessary, we may assume that |g| = lcm{|σ 1 |, . . . , |σ s |}, and that |g| is not the least common multiple of fewer than s of the |σ i |. Denote by L i the support of σ i , and let ℓ i = |L i |, for each i ∈ {1, . . . , t}. Then ℓ = s i=1 ℓ i . We may assume that σ 1 = (1, . . . , ℓ 1 ), σ 2 = (ℓ 1 + 1, . . . , ℓ 1 + ℓ 2 ), etc. Moreover we may reorder the cycles so that ℓ 1 ≤ ℓ 2 ≤ · · · ≤ ℓ s . Lemma 6.6. If ab = 4 and g has a regular cycle on {1, . . . , ab} (that is, s = 1), then g has a regular cycle on (a, b)-uniform partitions.
Proof. Note that s = 1 implies that ℓ i divides ℓ 1 , for every i, and that |g| = ℓ 1 . If ℓ 1 is a prime then g has a regular cycle on (a, b)-uniform partitions since this action of Sym(ab) is faithful. Assume now that ℓ 1 is not prime, so in particular ℓ 1 ≥ 4. We consider various cases, and for each we construct a g-cycle of length ℓ 1 on (a, b)-uniform partitions.
Suppose first that a ≥ ℓ 1 . Let X 1 be the first ℓ 1 − 1 points of L 1 and Y 1 be the first (a − ℓ 1 + 1) points from {1, . . . , ab} \ L 1 . Set A 1 = X 1 ∪ Y 1 . Then |A 1 | = a and we extend A 1 to an (a, b)-uniform partition ℘ = {A 1 , . . . , A b } of {1, . . . , ab} (in any way). Relabelling the index set {1, . . . , b} if necessary, we may assume that the last point ℓ 1 of the support of σ 1 lies in A 2 . Suppose that ℘ g n = ℘, for some integer n.
Since the only elements of ℘ containing points from L 1 are A 1 and A 2 , we obtain that either A
In the first case, we must have X g n 1 = X σ n 1 1 = X 1 . However, this happens only when ℓ 1 divides n. In particular, ℘ is on a cycle of length |g| of g. In the second case, since A 2 contains only one point from L 2 , we have ℓ 1 = 2, contradicting the fact that ℓ 1 ≥ 4.
We now deal with the case a < ℓ 1 . Write ℓ 1 = aq+r, with q ≥ 1 and 0 ≤ r ≤ a−1. We consider the cases r ≥ 1 and r = 0 separately. Suppose first that r ≥ 1, so that |℘| = b ≥ q + 1. Consider the sets A i = {(i − 1)a + 1, (i − 1)a + 2, . . . , ia} for i ∈ {1, . . . , q + 1}. Each of these sets has size a, and each of A 1 , . . . , A q is contained in L 1 , while A q+1 contains only r < a points from L 1 . Let ℘ be an (a, b)-uniform partition containing A 1 , . . . , A q+1 . Suppose that ℘ g n = ℘, for some integer n. In particular, A g n q+1 ∈ ℘. Since A q+1 is the only element of ℘ that has exactly r points from L 1 , we have A g n q+1 = A q+1 . Thus, as before, ℓ 1 divides n and the g-cycle on (a, b)-uniform partitions containing ℘ has length |g|.
It remains to consider the case r = 0, that is, a | ℓ 1 . We split this case according to q < b or q = b. Suppose first that q < b, that is, σ 1 is not a cycle of length ab. Consider the sets A i = {(i − 1)a + 1, (i − 1)a + 2, . . . , ia}, for each i ∈ {1, . . . , q − 1}, and define A q = {(q − 1)a + 1, (q − 1)a + 2, . . . , qa − 1, qa + 1} and A q+1 = {qa, qa + 2, qa + 3, . . . , (q + 1)a}.
Each of these sets has size a, the sets A 1 , . . . , A q−1 are contained in L 1 , and A q , A q+1 contain a− 1, 1 points of L 1 , respectively. Let ℘ be an (a, b)-uniform partition containing A 1 , . . . , A q+1 . Suppose that ℘ g n = ℘, for some integer n. Then A g n q+1 ∈ ℘ and so either A g n q+1 = A q+1 or A g n q+1 = A q . In the first case, (qa) g n = qa and ℓ 1 divides n, so ℘ lies in a regular cycle for g. In the second case, we must have a − 1 = 1 because A q contains a − 1 points from L 1 . Moreover, A g n q = A q+1 and hence g n (and also σ n 1 ) must interchange the points qa − 1 = 2q − 1 and qa = 2q (of A q ∩ L 1 and A q+1 ∩ L 1 ). Now σ 1 = (1, 2, . . . , 2q) , and the only way σ n 1 can interchange the consecutive points 2q − 1 and 2q is if q = 1 and n is odd, but this implies that ℓ 1 = aq = 2, which is a contradiction.
It remains to consider the case r = 0 and q = b, that is, g = σ 1 is the cycle (1, 2, . . . , ab) of length ab. Suppose that a > 2. Consider the (a, b)-uniform partition ℘ consisting of A 1 = {2, 3, . . . , a − 1, 2a − 1, 2a}, A 2 = {1, a, a + 1, . . . , 2a − 2}, and
Suppose that the latter holds. Again looking at the size of the largest subsets of consecutive integers we see that this is only possible when a − 1 = 2. We also require A g n 2 = A 1 , and so g n interchanges A 1 = {2, 5, 6} and A 2 = {1, 3, 4}, which is not possible for any n, b. Thus A g n 1 = A 1 and so g n fixes pointwise every element of A 1 . This implies that ab divides n, and ℘ lies in a regular g-cycle. Finally suppose that a = 2. Recall that ab = 4 and hence b ≥ 3. We consider the partition
Suppose that ℘ because ab > 4, and so ab divides n. In the second case, A g n 2 = A 1 , contradicting ab > 4. Thus ab divides n and ℘ lies in a regular g-cycle.
Lemma 6.7. If ab = 4, s ≥ 2 and s ≤ a ≤ ℓ − s, then g has a regular cycle on (a, b)-uniform partitions. Proof. Since s ≥ 2 and ℓ 1 ≤ ℓ 2 ≤ · · · ≤ ℓ s , we must have ℓ 1 < ℓ 2 by the minimality of s. For each i ∈ {1, . . . , s}, let X i consist of the first x i consecutive points from the support of σ i , where 1 ≤ x i ≤ ℓ i − 1 and a = s i=1 x i (note that this is possible because of the restrictions on a). Suppose that (x 1 , . . . , x s ) = (1, . . . , 1) and ℓ 1 = 2. If ℓ 1 = 2x 1 then either (x 1 , . . . , x s ) = (ℓ 1 /2, 1, . . . , 1) or there exists i ∈ {2, . . . , s} with x i > 1. Since ℓ 1 = 2 and ℓ i > ℓ 1 for all i ≥ 2, in the first case we may remove a point from X 1 and add another point of L 2 to X 2 , while in the second case we may add another point of L 1 to X 1 and remove a point from X i . Proceeding in this way we may obtain X 1 , . . . , X s such that either (x 1 , . . . , x s ) = (1, . . . , 1), or ℓ 1 = 2, or ℓ 1 = 2x 1 .
Write A 1 = ∪ s i=1 X i . Now we describe how to complete A 1 to an (a, b)-uniform partition ℘ = {A 1 , A 2 , . . . , A b }. We construct A 2 , . . . , A b iteratively by induction: let A b consist of the a largest points in {1, . . . , ab} \ A 1 , and if A j , . . . , A b have been constructed, then for A j−1 take the a largest points in the set
by our choice of A 1 we have X g n i = X i , and hence ℓ i divides n, for every i ∈ {1, . . . , s}. Thus |g| divides n and ℘ is in a regular g-cycle. Suppose then that A g n 1 = A j , for some j ∈ {2, . . . , b}. We search for a contradiction. This means that A j contains points from L i , for each i ∈ {1, . . . , s}. However, by the way that we have constructed the partition ℘ we must have A x ⊆ L 1 for each x ∈ {2, . . . , j − 1}. We show that this forces j = 2. Suppose that j > 2. Then A 2 ⊆ L 1 and hence A implies that x i = ℓ i − x i for each i ∈ {1, . . . , s − 1}. Thus ℓ i = 2x i for each i ∈ {1, . . . , s − 1}. Now our choice of A 1 comes into play, and shows that either ℓ 1 = 2 or (x 1 , . . . , x s ) = (1, . . . , 1). If ℓ 1 = 2, the minimality of s and the fact that ℓ i = 2x i for all i ≤ s − 1 implies that s = 2 (otherwise we can omit σ 1 in computing lcm{|σ i | | i ∈ {1, . . . , s}}). Similarly, if (x 1 , . . . , x s ) = (1, . . . , 1) then ℓ i = 2 for all i ≤ s − 1; and since ℓ 2 > ℓ 1 we must again have s = 2. Thus we have ℓ 1 = s = 2. In particular, |g| = 2ℓ 2 , with ℓ 2 odd. Now A 1 and A 2 have both one point in L 1 and a − 1 points in L 2 . Moreover, σ 1 = (1, 2), σ 2 = (3, 4, . . . , ℓ 2 + 2), A 1 = {1, 3, 4, . . . , a + 1} and A 2 = {2, a + 2, a + 3, . . . , 2a}. Now that we have the permutations σ 1 and σ 2 in our hands, with a direct computation we see that if A g n 1 = A 2 , then n is odd and n ≡ a − 1 (mod ℓ 2 ). Since n ≤ |g| = 2ℓ 2 this implies that either n = a − 1 and a − 1 is odd, or n = a − 1 + ℓ 2 and a − 1 is even. Observe, that since ℓ 2 is odd, we cannot have 2a = ℓ 2 + 2. So there exist elements of L 2 not in A 1 or in A 2 , and b > 2. Now we look at A 3 . First assume that 3a ≤ ℓ 2 + 2, so that A 3 = {2a + 1, . . . , 3a}. We have A g n 3 ∈ ℘. However, as n ≡ a − 1 (mod ℓ 2 ), we get that (2a + 1)
, which is clearly a contradiction. Thus 3a > ℓ 2 + 2, so that A 3 ∩ L 2 = {2a + 1, . . . , ℓ 2 + 2} is properly contained in A 3 . Since A g n 3 ∈ ℘, we must have A g n 3 = A 3 (since the sets A 1 and A 2 contain only points from the first two cycles σ 1 and σ 2 of g). Since A 3 contains consecutive points of L 2 , this implies that ℓ 2 divides n. However, n = a − 1 or n = a − 1 + ℓ 2 , neither of which is divisible by ℓ 2 as a − 1 < ℓ 2 . Thus we have obtained a contradiction to the fact that A 
, and hence ℓ i − 1 = 1. This gives ℓ i = 2, for every i, which contradicts the minimality of s (recall that we are dealing with the case s ≥ 2).
Lemma 6.9. If ab = 4, s ≥ 2 and a < s, then g has a regular cycle on (a, b)-uniform partitions.
Proof. As above we define a suitable (a, b)-uniform partition ℘ = {A 1 , . . . , A b } and show that ℘ is in a regular g-cycle. Write s = aq + r with q ≥ 1 and 0 ≤ r < a. For i ∈ {1, . . . , q}, we let A i consist of the smallest element of L (i−1)a+j , for each j ∈ {1, . . . , a}. If r > 0, then we choose A q+1 to consist of the smallest element of L qa+j , for j ∈ {1, . . . , r}, together with the smallest element of L j \ A 1 , for j ∈ {1, . . . , a − r}. We define the remaining elements of ℘ by induction. Let A b consist of the a largest elements which have not been assigned to any A i thus far. Then if A j , . . . , A b have been defined, let A j−1 consist of the a largest elements in
if r > 0. Suppose that ℘ g n = ℘, for some integer n. Fix i ∈ {1, . . . , q}. Then A g n i ∈ ℘. Now A i contains at most one point from each cycle of g and in fact, A i contains a point from each of σ (i−1)a+1 , σ (i−1)a+2 . . . , σ ia . By construction, A i is the only element of ℘ with this property (this can be easily seen by distinguishing the case r = 0 and r > 0, and by noticing that ℓ i can be equal to 2 only for i = 1 and in this latter case all the other ℓ i are odd). Thus A g n i = A i and hence ℓ (i−1)a+j | n, for each j ∈ {1, . . . , a}. If r = 0, then this argument shows that ℓ x | n for each x ∈ {1, . . . , s} and hence |g| n. Assume then that r > 0 and consider A g n q+1 . This set contains a point from the first a − r cycles of g and a point from the cycles σ qa+1 , σ qa+2 , . . . , σ qa+r . Again, by the way that A q+2 , . . . , A b were defined we must have A g n q+1 = A q+1 . Thus ℓ qa+j | n, for every j ∈ {1, . . . , r}, and again |g| | n. Proposition 6.5 now follows from Lemmas 6.6, 6.7, 6.8 and 6.9. 6.3.2. Actions on the coset space of a primitive subgroup. Now assume that G = Alt(m) or G = Sym(m) is primitive in its action on Ω and let H be the stabilizer in G of a point of Ω. The group H can either be intransitive, imprimitive or primitive in its action on {1, . . . , m}. If H is intransitive, then the maximality of H in G yields that the action of G on Ω is the natural action of G on the k-subsets of {1, . . . , m}, for some k. Theorem 1.1 dealt with this case. If H is imprimitive on {1, . . . , m} then the maximality of H yields that the action of G on Ω is the natural action of G on uniform partitions, which was dealt with in Proposition 6.5. We now consider the remaining cases where H is primitive. We make use of the following result of Maróti [18, Theorem 1.1], which improves a result of Saxl and the second author [21] .
Observe that 1/|∆| ≤ m ∆ because A is not regular. Let h ∈ A \ {1} with fpr ∆ (h) = m ∆ . Then the permutation g = (h, 1, . . . , 1) ∈ A ℓ ≤ G and fpr Ω (g) = fpr ∆ (h) = m ∆ . Thus m Ω ≥ m ∆ . We now prove the reverse inequality.
Let g = (h 1 , . . . , h ℓ ) ∈ A ℓ with g = 1. Then fpr
. . , h ℓ )σ, for some h 1 , . . . , h ℓ ∈ A and σ ∈ B \ {1}. Relabelling the index set {1, . . . , ℓ} if necessary, we may assume that (1, . . . , k) is a non-identity cycle of σ. Let ω = (δ 1 , . . . , δ ℓ ) ∈ Ω. Now,
From this we deduce that k−1 coordinates of ω are uniquely determined by the first coordinate of ω. Since k ≥ 2, we obtain fpr
We now deal with primitive actions of Sym(m) where the stabilizer is primitive on {1, . . . , m}.
Proposition 6.14. Let G be a primitive group on Ω with socle Alt(m) such that, for ω ∈ Ω, the stabilizer G ω is primitive on {1, . . . , m}. Then either each element of G has a regular cycle on Ω, or m = 6, G = Sym(6) and G ω = PGL 2 (5).
Proof. Write H := G ω . We use the trichotomy offered in Lemma 6.10, and our first strategy is to apply the criterion in Lemma 2.4.
Case: m ≥ 47 and part (iii) but not part (i) of Lemma 6.10 holds for H. Let x ∈ H with p := |x| prime. By [11, Corollary 1], (16) fpr {1,...,m} (x) ≤ 4 7 .
Let k be the number of cycles of x of length p in its action on {1, . . . , m} and write r = m − pk. Then by (16) 
. For a real number γ ≥ 1, write c γ = e 1/(12γ+1) and C γ = e 1/(12γ) . Also set c 0 = C 0 = 1. Then by Lemmas 2.3 and 6.11,
(Observe that the extra factor of 2 in the denominator of the third inequality accounts for the case G = Alt(m).) It follows from (17) 
(Observe that in the last inequality we have c m ≥ 1 and, for each γ, we have C γ ≤ C 1 = 1.09). Denote the right hand side of (18) by β m and observe that this is a function of m only. Now let g ∈ G with |g| square-free. Lemma 5.4 gives an upper bound for ω(|g|) depending only on |g| and then Lemma 5.5 gives an upper bound on |g| depending only on m. Call α m this function of m. It follows, with the help of a computer, that α m β m < 1 for every m ≥ 47. Thus, in these cases, the theorem follows from Lemma 2.4.
Case: m ≤ 144. Here we assume that m ≤ 144 and deal with every primitive group H of degree m. In particular this completes our analysis of groups satisfying parts (ii) and (iii) of Lemma 6.10. We use a computer. For each possible H and G = Alt(m) or Sym(m) we determine the maximum of |H ∩ x G |/|x G | as x runs through the non-identity elements of H of prime order. Once this number is obtained we multiply it by the maximum ω(|g|), as g runs through the elements of G. In each case the product of these two numbers is < 1 unless m ≤ 12. Now that m is very small we can afford to construct, for each maximal subgroup H of G = Alt(m) or G = Sym(m), respectively, such that H is primitive on {1, . . . , m}, the permutation representation of G on the cosets of H and test each element of square-free order. In each case the theorem is valid (G = Sym(6) and H = PGL 2 (5) is the only example where there exists an element g, of order 6, not having a cycle of length |g|). In particular, for x ∈ H with x = 1, we have fpr {1,...,m} (x) ≤ 1 − 2 c and we proceed exactly as in (18) , N m (an upper bound for |H|) is replaced by c! ℓ ℓ! and the constant 4/7 (an upper bound for fpr {1,...,m} (x)) is replaced by 1 − 2/c. Namely, following the computations in (17) and (18) (and applying Lemma 6.12 with α = 1 − 2/c) we obtain (as an analogy to (18) ) for an element x ∈ H of prime order p with r = m − pk fixed points in {1, . . . , m} (so r ≤ (1 − where the last inequality follows because c m > 1 and C γ ≤ C 1 ≤ 1.09. In this way we obtain an upper bound on fpr Ω (x) as a function of ℓ, c and d. It is again a computation, with the help of a computer, to show that this function times α m is always less than 1, except when ℓ = 2, d = 1 and c ≤ 12. However, for the corresponding values of m, we have m ≤ 144, which we assume is not the case here. This completes the proof.
Concluding remarks
We finish by bringing together the various threads to prove Theorem 1.3.
Proof of Theorem 1.3. Let G ≤ Sym(Ω) be a primitive group that contains an element with no regular cycle. By Theorem 4.2, G is not of affine type and by Theorem 5.6, G is not of Diagonal type. Thus we may assume that G H wr Sym(r), where either r = 1 and G = H, Ω = ∆, or r ≥ 2 and G preserves a product structure Ω = ∆ r . We can choose r maximal so that H is primitive and does not preserve a product structure on ∆. (Otherwise, if H preserves ∆ = Γ k with H R wr Sym(k) then G preserves the structure Ω = Γ kr and G R wr Sym(kr).) Thus we have G H wr Sym(r), where H is primitive of almost simple or of affine or of diagonal type. Since G contains an element g with no regular cycles on Ω, Theorem 3.2 implies that some element of H has no regular cycle on ∆. It then follows from Theorems 4.2 and 5.6 that H is an almost simple group. Let T = soc(H). Then by [16] , soc(G) = T r . Thus we have T r ⊳ G ≤ H wr Sym(r) in product action on Ω = ∆ r , for some r ≥ 1, for a primitive almost simple group H ≤ Sym(∆) with socle T , such that some element of H has no regular cycle. By Theorems 6.2 and 6.3, T is neither a sporadic simple group nor an exceptional group of Lie type. If T is a classical simple group then the conclusion of Theorem 1.3 holds, so we may assume that T = Alt(m) for some m ≥ 7. Thus H = Alt(m) or Sym(m). By assumption, (H, ∆) is not the k-set action of Alt(m) or Sym(m), for any k. Thus a stabilizer H δ (for δ ∈ ∆) is transitive on {1, . . . , m}. By Proposition 6.5, H δ is primitive on {1, . . . , m} (since m ≥ 5), and by Proposition 6.14, the only possibility for H is H = Sym(6), but we have m ≥ 7. This contradiction completes the proof.
