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A tandem duplication random loss (TDRL) operation duplicates a contiguous segment
of genes, followed by the random loss of one copy of each of the duplicated genes.
Although the importance of this operation is founded by several recent biological studies,
it has been investigated only rarely from a theoretical point of view. Of particular interest
are sorting TDRLs which are TDRLs that, when applied to a permutation representing
a genome, reduce the distance towards another given permutation. The identiﬁcation of
sorting genome rearrangement operations in general is a key ingredient of many algorithms
for reconstructing the evolutionary history of a set of species. In this paper we present
methods to compute all sorting TDRLs for two given gene orders. In addition, a closed
formula for the number of sorting TDRLs is derived and further properties of sorting TDRLs
are investigated. It is also shown that the theoretical ﬁndings are useful for identifying
unique sorting TDRL scenarios for mitochondrial gene orders.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Genomic rearrangement operations are useful to infer the phylogenetic relationship of gene orders representing species.
Especially the mitochondrial gene orders became a fruitful source for such investigations, as the set of genes on mitochon-
drial genomes is with few exceptions the same for all Metazoan species and for nearly 2000 species the mitochondrial gene
order is known. The most often studied gene order rearrangement operations are inversions and transpositions and much
is known about the combinatorial properties of these operations [3,14]. One interesting combinatorial problem is to ﬁnd
the minimum number of a certain type of gene rearrangement operations necessary to transform one given gene order into
another given gene order. For inversions this number is called the inversion distance and can be computed in linear time.
But it is not known whether the corresponding transposition distance can be solved in polynomial time.
In recent biological studies it has been shown that the so-called tandem duplication random loss (TDRL) operation is
a genomic rearrangement operation that can be found several times in the mitochondrial gene order evolution, e.g. in
millipedes [16] and eels [15]. A TDRL duplicates a contiguous segment of genes, followed by the random loss of one copy
of each of the duplicated genes. This operation is considered by some authors as “being the most important rearrangement
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models which are based on inversions, translocations, chromosome ﬁssions and chromosome fusions, that also try to include
gene duplications and losses (e.g. [12,23,24]), the properties of TDRLs have only rarely been investigated.
In [11] TDRLs were studied formally for the ﬁrst time. A radix sort inspired algorithm to compute a shortest sequence
of TDRLs transforming a permutation π into another permutation σ was presented. Such a sequence of TDRL operations is
called a sorting scenario from π to σ and the length is called TDRL distance. A TDRL operation which reduces the TDRL
distance to σ when applied to π is called sorting TDRL. Furthermore, in [11] the asymmetry of TDRL operations and of the
TDRL distance measure was pointed out. Also an approximation algorithm for the TDRL median problem, i.e. the problem
of ﬁnding a gene order which has a minimum TDRL distance to k  2 gene orders, was presented for k = 2. So far it is
not known whether the TDRL median problem is polynomial time solvable. In [9] a variant of the TDRL model considering
TDRLs of limited size is studied.
The inverse of the TDRL operation is called riﬄe shuﬄe as known from card playing. This operation is to cut a deck of
cards into two stacks and to riﬄe the stacks together, i.e. interleaving the two stacks. This yields a permutation of the stack
of cards. The problem to compute the minimum number of riﬄe shuﬄe operations between two permutations has been
formulated in [20] and was solved in [21] (in perfect agreement with the TDRL distance presented in [11]). Several results
on the stochastic properties of the riﬄe shuﬄe operation are known which in principle are also interesting for the analysis
of genome rearrangement [4,2]. Most relevant for this work is [13] (and references therein) where a closed formula for the
number of sorting riﬄe shuﬄe scenarios from a permutation π to a permutation σ are given which is equal to the number
of sorting TDRL scenarios from σ to π . Note, [13] does not cover the results presented here because sorting TDRLs, i.e. the
ﬁrst steps of sorting TDRL scenarios, may be contained in multiple sorting TDRL scenarios.
For phylogenetic inference it is not only interesting to know the number of sorting scenarios but also to know all
sorting genomic rearrangement operations, i.e. operations reducing the distance towards a given gene order, when applied to
another gene order. One reason is that rearrangement scenarios for two gene orders with a minimum number of operations
satisfy the minimum parsimony principle and might therefore be considered more likely than non-sorting operations. Hence,
it is helpful to know the sorting operations, i.e. the possible ﬁrst steps in sorting scenarios, in order to ﬁnd a realistic
scenario for describing the rearrangement relation between two gene orders. Since many phylogenetic problems are not
known to be solvable in polynomial time, e.g. the TDRL median problem, heuristics have to be used to solve them. Many
heuristics use the selection of a sorting operation as a basic. When all sorting operations can be computed eﬃciently it is
possible to select an operation satisfying additional properties, e.g. smallest number of involved genes [7]. The problem to
enumerate all sorting operation has been studied for inversions in [22,1,10] and for DCJ operations in [19].
Here we present a dynamic programming approach to compute a matrix that represents all sorting TDRLs from one given
permutation to another given permutation by using only O(n2) memory space when n is the length of the permutation.
Using this matrix all sorting TDRLs can be generated eﬃciently. We also identify some combinatorial theoretical properties
of sorting TDRLs and derive a formula which allows to determine the number of all sorting TDRLs easily. For the example
of mitochondrial gene order analysis we show the relevance of our results.
This paper is structured as follows. The following section presents necessary basic deﬁnitions. In Section 3 a restricted set
of TDRLs is deﬁned which will be used as stepping stone to the general case in the formal analyses. Additionally the notion
of chains which is central to this paper is introduced and fundamental properties of chains, restricted TDRLs, and TDRLs
are developed. In Sections 4 and 5 two different complementary methods for computing and counting all sorting TDRLs
are described. Section 4 which is an extended version of the results in [6] presents a method for generating and a closed
formula for enumerating sorting restricted TDRLs. For the case of all sorting TDRLs a dynamic programming approach is
presented. In Section 5 an alternative approach is presented resulting in distinct methods and a closed formula for the case
of restricted as well as general TDRLs. The two approaches are complementary because the former presents a possibility
to store all sorting TDRLs space eﬃciently and the latter a closed formula for the general case. The paper is concluded by
experimental results for simulated and mitochondrial gene orders and a conclusion.
2. Basic deﬁnitions
A permutation of size n is a permutation of the elements in {1,2, . . . ,n}. The element of π at the i-th position is denoted
by π(i). The inverse permutation π−1 of a permutation π is deﬁned such that π−1(e) is the index of element e in π , i.e.
π−1(e) = i iff π(i) = e. An interval of a permutation π is a set of consecutive elements of the permutation π .
A tandem duplication duplicates an interval of a permutation such that the two copies of the interval appear consecutively
without changing the order of the elements in any copy of the interval. The left copy of the interval is called ﬁrst copy
and the right copy of the interval is referred to as second copy. The result of a tandem duplication is not a permutation
because it contains duplicate elements. A tandem duplication random loss (TDRL) rearrangement τ transforms a permutation
π (genome) by a tandem duplication of an interval of the permutation and subsequent random loss of one of the copies of
the duplicated elements (genes). The resulting permutation is denoted by π ◦τ . Note, the term random refers to the random
loss of the genes during the evolution of gene orders. Here, the goal is to reconstruct TDRLs that likely have taken place
during evolution. A TDRL is regarded as an atomic operation, i.e. the tandem duplication and the random loss of the copied
genes are not separable. Thus, the result of the application of a TDRL to a permutation is again a permutation. Formally,
a TDRL applied to a permutation π is deﬁned as τ = (F , S), where F speciﬁes the set of elements which are kept in the ﬁrst
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a permutation of length n: (i) F ⊆ {1, . . . ,n} and S ⊆ {1, . . . ,n}, (ii) F ∪ S is an interval in π , and (iii) F ∩ S = ∅. To identify if
an element of a permutation is kept in the ﬁrst or in the second copy of a TDRL τ , we deﬁne a function Dτ : F ∪ S → {1,2}
with Dτ (e) = 1 if e ∈ F and Dτ (e) = 2 for e ∈ S .
Note, the effect of a TDRL on a permutation of length n can always be achieved by an equivalent TDRL duplicating
all elements. Formally, let τ = (F , S) be a TDRL with F ∪ S ⊂ {1, . . . ,n} that is applied to a permutation π of size n.
Furthermore, let L (respectively R) be the sets of elements in π to the left (right) of the elements in F ∪ S . Then the TDRL
τ ′ = (F ∪ L, S ∪ R) duplicates the complete permutation and is equivalent to τ , i.e. π ◦ τ = π ◦ τ ′ . Thus, without loss of
generality F ∪ S = {1, . . . ,n} is assumed throughout this paper, i.e. the pair (F , S) is a bipartition of the set of elements
of π .
Example 2.1. Let π = (3 7 1 5 8 2 6 4) be a permutation and let τ = ({2,5}, {1,8}) be a TDRL applied to π . First, the
interval containing the set {2,5} ∪ {1,8} is duplicated in tandem resulting in (3 7 1 5 8 2 1 5 8 2∼∼∼∼∼∼ 6 4) which is clearly not
a permutation. For the purpose of illustration the elements of the ﬁrst copy are underlined and the elements of the second
copy are wavily underlined. This is followed by the loss of one of the copies of each gene speciﬁed by the sets F and S .
That is the stroked out elements are deleted: (3 7 /1 5 /8 2 1 /5 8 /2 6 4) resulting in the permutation (3 7 5 2 1 8 6 4).
Note that the TDRL τ ′ = ({2,3,5,7}, {1,4,6,8}) results in the same permutation when applied to π . For τ ′ it holds that
Dτ ′ (2) = Dτ ′ (3) = Dτ ′ (5) = Dτ ′ (7) = 1 and Dτ ′ (1) = Dτ ′ (4) = Dτ ′ (6) = Dτ ′ (8) = 2.
The sorting and distance problems for the TDRL model of genome rearrangement are deﬁned formally as follows. Let π
and σ be two permutations of the same length. The problem of sorting by TDRLs is to ﬁnd a shortest sequence of TDRLs
τ1, . . . , τd(π,σ ) such that π ◦ τ1 ◦ · · · ◦ τd(π,σ ) = σ . The length of the sequence, i.e. the minimum number of TDRLs necessary
to transform π into σ , is called the TDRL distance, denoted by d(π,σ ). Without loss of generality the sorting problem is
typically — and also in the following — considered for σ being the identity permutation denoted by ι (an exception is [11]
where π = ι was used). This assumption is no restriction because the assumed case can always be obtained by renaming
the elements of σ so that it becomes the identity (i.e. σ ◦ σ−1 = ι, where ◦ denotes the composition of permutations) and
applying the same renaming of the elements to π (i.e. π ◦ σ−1).
For a given pair of permutations (π,σ ) a sorting TDRL is a TDRL for which the distance from π to σ is decreased
after applying τ to π , i.e. d(π ◦ τ ,σ ) < d(π,σ ). Let S(π,σ ) denote the set of all sorting TDRLs for (π,σ ). If the second
permutation is the identity permutation the simpliﬁed notation d(π) is used instead of d(π, ι) and S(π) is used instead of
S(π, ι).
A binary string t of length n is a string over an alphabet Σ of size two. The element of t at the i-th position is denoted
by t(i). A pair of consecutive elements (t(i − 1), t(i)) of a string t of length n, with i ∈ [2 : n], is called transition at position
i iff t(i − 1) = t(i). The transition is called xy-transition with x, y ∈ Σ iff t(i − 1) = x and t(i) = y. Alternatively, a binary
string of length n can be deﬁned by specifying the character at the ﬁrst position and for each pair of consecutive positions
if a transition takes place or not. More formally, let (T , E) be a bipartition of {1, . . . ,n}, so the binary string t = t(1) . . . t(n)
is deﬁned by t(i − 1) = t(i) iff i ∈ T (respectively t(i − 1) = t(i) iff i ∈ E) and t(0) is deﬁned as one of the two elements
in Σ . Note, t(0) is only used as base case for the deﬁnition of t and is not part of the string t . The set T (respectively E)
speciﬁes the pairs of consecutive positions of t where a transition (respectively no transition) takes place.
Example 2.2. The binary string t = 2 2 1 2 1 1 of length 6 is deﬁned by specifying the elements for each position, i.e.
t(1) = 2, t(2) = 2, . . . , t(6) = 1. The string t has two 21-transitions at positions 3 and 5; and one 12-transition in between
at position 4. Alternatively, t is deﬁned by the bipartition (T , E), with T = {3,4,5} and E = {1,2,6}, and t(0) = 2. The
construction is: t(2) = t(1) = t(0) = 2 because 2 and 1 are in E; (t(2), t(3)) is a transition because 3 ∈ T and therefore
t(3) = 1; also (t(3), t(4)) is a transition because 4 ∈ T ; and so on.
3. TDRLs and chains
In this section the notion of chains of elements in a permutation is introduced and basic properties of chains and TDRLs
are stated. Chains serve as the key ingredient to compute all sorting TDRLs in the next sections.
A chain of a permutation π is a list (e1, . . . , ek) of elements of π with maximal length, where either k = 1 or ei −1= ei−1
and π−1(ei−1) < π−1(ei) holds for all i ∈ [2 : k], k > 1. A chain connects an element e − 1 with element e iff e is located
to the right of e − 1 in π . Obviously, each element of a permutation belongs to exactly one chain. An example of how a
permutation is divided into its chains is given in Example 3.1. A chain is included in a set of elements (e.g. in a set F of
elements kept in the ﬁrst copy of a TDRL) if all elements of the chain are included in this set of elements.
Let ρ(π) be the number of chains of a permutation π . An indexing scheme for the chains of a permutation can be deﬁned
in a straightforward manner as follows. Let c and c′ be two chains of a permutation π . A strict total order for chains is
deﬁned as follows: c < c′ iff ∀e ∈ c, ∀e′ ∈ c′: e < e′ . Let c1 < · · · < cρ(π) be the total order of all chains of permutation π .
Then ci is said to be the i-th chain of π . Furthermore, with the function Cπ : {1, . . . ,n} → {1, . . . , ρ(π)} the index of the
chain including a given element in a permutation π is determined, i.e. Cπ (e) = i iff e is an element of chain ci . By computing
the inverse permutation, it is straightforward to compute the chains of a permutation of length n in time O(n).
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described in Example 3.2; (c) chain for the identity permutation.
Example 3.1. The permutation π = (5 3 4 1 6 2) has three chains c1 = (1,2), c2 = (3,4), and c3 = (5,6) (see Fig. 1(a)), i.e.
ρ(π) = 3. For example, (1,2) is a chain because: (i) the element 1 is the start of the chain because it has no predecessor,
(ii) π−1(1) < π−1(2) (1 is left of 2 in π ), and (iii) element 3 is not in this chain because π−1(2) > π−1(3) (3 is left of 2
in π ). The chain (1,2) is the ﬁrst chain because the other chains only contain elements larger than 1 and 2, i.e. c1 = (1,2).
Elements 1 and 2 are included in c1, i.e. Cπ (1) = Cπ (2) = 1. Furthermore, Cπ (3) = Cπ (4) = 2, and Cπ (5) = Cπ (6) = 3.
Recall, sorting is done towards the identity and ι is the only permutation which has only one chain (see Fig. 1(c)). Hence,
the problem of sorting by TDRLs corresponds to the subsequent application of a minimum number of TDRLs transforming
a given permutation into permutation with only one chain. A TDRL moves the elements of the ﬁrst copy to the left and the
elements of the second copy to the right, such that the order of elements kept in the same copy is not changed. Formally,
this is stated in the following observation.
Observation 3.1. Let τ = (F , S) be a TDRL, let π be a permutation, and let e1 and e2 be two elements of π .
(i) If e1 ∈ F and e2 ∈ S then (π ◦ τ )−1(e1) < (π ◦ τ )−1(e2).
(ii) If Dτ (e1) = Dτ (e2) and π−1(e1) < π−1(e2) then (π ◦ τ )−1(e1) < (π ◦ τ )−1(e2).
Changes in the order of the elements of a permutation due to a TDRL have implications on the chains. Some chains
might be split whereas other chains might get connected. This is formally described in the following two propositions in
more detail.
Proposition 3.2. Let π be a permutation, e1 and e2 be two successive elements (i.e. e2 = e1 + 1) in the same chain c of π , and
τ = (F , S) be a TDRL applied to π . Then chain c is split into a chain ending with e1 and another chain starting with e2 in π ◦ τ iff
e1 ∈ S and e2 ∈ F .
Proof. As e1 and e2 are successive elements in the same chain, π−1(e1) < π−1(e2) holds, i.e. element e1 is to the left of
element e2. By Observation 3.1, this still holds for π ◦ τ if Dτ (e1) = Dτ (e2), i.e. e1 and e2 are in the same copy of the TDRL,
as well as if e1 ∈ F , e2 ∈ S . In the remaining case of e1 ∈ S and e2 ∈ F the elements are not in the same chain in π ◦ τ , as
by Observation 3.1 (π ◦ τ )−1(e1) > (π ◦ τ )−1(e2). 
Remark, e1 must be the end of a chain and e2 will be the start of another chain. More precisely, e1 and e2 are in
successive chains, i.e. Cπ◦τ (e1) + 1= Cπ◦τ (e2) holds.
Proposition 3.3. Let π be a permutation and e1 and e2 be two successive elements (i.e. e2 = e1 +1) of π which are in different chains.
Let τ = (F , S) be a TDRL applied to π . Elements e1 and e2 are in the same chain in π ◦ τ iff e1 ∈ F and e2 ∈ S.
Proof. As elements e1 and e2 are successive elements in different chains of π , it holds that π−1(e1) > π−1(e2). By Obser-
vation 3.1 this still holds in the case of Dτ (e1) = Dτ (e2) as well as in the case of e1 ∈ S , e2 ∈ F . In these cases e1 and e2
are still in different chains in π ◦ τ . The remaining case is e1 ∈ F , e2 ∈ S . By Observation 3.1 (π ◦ τ )−1(e1) < (π ◦ τ )−1(e2)
holds. Therefore, e1 and e2 will be connected in the same chain. 
Summarising Propositions 3.2 and 3.3, a single TDRL operation can connect successive chains and split others at the
same time depending on the set of elements which are kept in the ﬁrst respectively the second copy.
Example 3.2. Let τ = ({1,2,4}, {3,5,6}) be a TDRL applied to the permutation π = (5 3 4 1 6 2) from Example 3.1 shown
in Fig. 1(a). The resulting permutation is π ◦ τ = (4 1 2 5 3 6). Note, as shown in Observation 3.1 the elements kept in the
ﬁrst copy of τ are left of the elements kept in the second copy and the order of the elements within the same chain is not
changed inside F or S . This leads to the following changes in the composition of the chains as described in Propositions 3.2
and 3.3. The order of the elements in chain c1 (respectively c3) is not changed because the contained elements are kept in
the same chain, i.e. Dτ (1) = Dτ (2) = 1 (respectively Dτ (5) = Dτ (6) = 2). Elements 3 and 4 connected in chain c2 in π are
disconnected in π ◦ τ because Dτ (3) = 2 and Dτ (4) = 1 and consequently their order is inverted. Element 3 is appended
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number of chains is reduced from three to two due to τ . Thus, τ is a sorting TDRL.
In [11] it was shown that the TDRL distance d(ι,π) = log2((π)), with (π) being the number of maximal increasing
substrings in π , i.e. a substring of maximal length with increasing elements (in [11] a permutation π is seen as a string with
elements of the permutation as characters). The following proposition clariﬁes the relation of maximal increasing substrings
and chains.
Proposition 3.4. Let π be a permutation of length n. Then s = (π(i) π(i + 1) . . . π(k)) is a maximal increasing substring of π iff
c = (i, i + 1, . . . ,k) is a chain in π−1 .
The proposition follows from basic properties of permutations and their inverse permutations. A formal proof is given
in [5].
By simply renaming all elements in π it is clear that d(ι,π) = d(π−1, ι). Using the one-to-one correspondence between
maximal increasing substrings in π and chains in π−1 as shown in Proposition 3.4, it follows that the TDRL distance can be
computed by d(π, ι) = log2(ρ(π)), where ρ(π) is the number of chains in π . Note, the TDRL distance is not symmetric.
The following proposition states by which amount a TDRL must reduce the number of chains in order to be a sorting TDRL.
Proposition 3.5. Let π be a permutation and τ be a TDRL. Then τ is a sorting TDRL for π iff ρ(π)2  ρ(π ◦ τ ) 2log2(ρ(π))−1 =
2d(π)−1 .
Proof. The two inequalities are proven separately. (i) It holds that τ is a sorting TDRL for π ⇔ d(π ◦ τ ) < d(π) ⇔
log2(ρ(π ◦ τ )) < log2(ρ(π)) ⇔ log2(ρ(π ◦ τ ))  log2(ρ(π)) − 1 ⇔ ρ(π ◦ τ )  2log2(ρ(π))−1. (ii) Since ρ(π ◦ τ ) <
ρ(π)2  ⇔ d(π ◦ τ ) < d(π) − 1, the violation of the inequality ρ(π)2  ρ(π ◦ τ ) is a contradiction to the TDRL distance. 
The proposition shows that, in order to be sorting for a permutation π , a TDRL τ has to reduce the number of chains
ρ(π) at least to the next smaller value which is a power of 2. That is the number of chains has to be reduced at least by
ρ(π)− 2log2(ρ(π))−1. Furthermore, the proposition shows that the number of chains cannot be reduced by more than half.
In the remaining of this section we introduce and study a subset of TDRLs. That is only TDRLs for which any existing
chain in a permutation is completely included either in the ﬁrst or in the second copy of a TDRL. Such TDRLs will be referred
to as restricted TDRLs. The study of the restricted case is useful for the following reasons. First of all, the study of the set
of all sorting restricted TDRLs turns out to be easier and will therefore be used as a stepping stone for the general case in
Sections 4 and 5. Secondly — as shown in the following — the distance is not affected by the imposed restriction. Last, but
not least, it will be shown that the set of sorting restricted TDRLs is smaller than the set of all sorting TDRLs. Thereby it
might be a useful starting point for investigating sorting TDRLs. Note also that the sorting TDRL scenarios computed with
the algorithm of [11] consist of restricted TDRLs only.
For a permutation π , the problem of sorting by restricted TDRLs is to ﬁnd a sequence of restricted TDRLs of minimum
length that transforms π into the identity. The length of such a sequence is referred to as restricted TDRL distance. Note, the
restricted TDRL distance is also denoted also by d(π). This will be justiﬁed by Theorem 3.9 showing that the TDRL distance
and the restricted TDRL distance are equal. The set of all sorting restricted TDRLs for a permutation π is denoted by Sr(π).
For the restricted case the function Dτ : {c1, . . . , cρ(π)} → {1,2} is deﬁned such that for a TDRL τ = (F , S) and a chain c of
a permutation Dτ (c) = 1 iff c ⊆ F and Dτ (c) = 2 iff c ⊆ S .
Example 3.3. The TDRL given in Example 3.2 is not restricted because the elements 3 and 4 in chain c2 are not kept in the
same chain. The TDRLs τ ′ = ({1,2}, {3,4,5,6}) is a restricted TDRL. This is because the elements of c1 are included in F
and the elements of c2 and c3 in S , i.e. Dτ ′ (c1) = 1 and Dτ ′ (c2) = Dτ ′ (c3) = 2. Because the elements of each chain are kept
in the same copy no chain is destroyed. τ ′ merges chains c1 and c2 and chain c3 stays unconnected. Thus, the number of
chains is reduced by one.
In order to show that the TDRL distance and the restricted TDRL distance are equal some propositions are necessary
describing the effects of restricted TDRLs on the chains of a permutation. One effect of the restriction imposed on the TDRL
model is that existing chains cannot be split. This is formally stated in the following proposition.
Proposition 3.6. Let π be a permutation and e1 and e2 be two elements of π . If Cπ (e1) = Cπ (e2) then Cπ◦τ (e1) = Cπ◦τ (e2) holds
for every restricted TDRL τ .
Proof. Let e1 and e2 be two elements in the same chain. By deﬁnition both are kept in the same copy of a restricted
TDRL τ . Thus, by Observation 3.1 the elements e1 and e2 are still in the same chain in π ◦ τ . 
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Formally, a TDRL τ is said to merge two chains c and c′ of a permutation π if for all e ∈ c and all f ∈ c′ it holds that
Cπ◦τ (e) = Cπ◦τ ( f ). The implications on which chains can be merged with a single TDRL are described in the following
proposition.
Proposition 3.7. Three chains ci , ci+1 , and ci+2 cannot be merged with one restricted TDRL.
Proof. Assume that there is a restricted TDRL τ that merges ci , ci+1, and ci+2. Then the largest element of ci has to be kept
in the ﬁrst copy and the smallest element of ci+1 has to be kept in the second copy. Furthermore, the largest element of
ci+1 has to be kept in the ﬁrst copy and the smallest element of ci+2 has to be kept in the second copy. As τ is a restricted
TDRL, i.e. each chain has to be included either in the ﬁrst or the second copy completely. This is a contradiction. 
The following specialisation of Proposition 3.3 to restricted TDRLs describes how chains can be merged with restricted
TDRLs.
Proposition 3.8. Let τ be a restricted TDRL applied to π and let ci and c j be chains of π . τ merges ci and c j iff i + 1 = j and
Dτ (ci) = 1 and Dτ (c j) = 2.
Proof. (⇐) Let τ be a restricted TDRL with Dτ (ci) = 1 and Dτ (c j) = 2 with j = i + 1. By Proposition 3.6 neither chain ci
nor chain c j is split due to the application of τ . Furthermore, the elements of ci are to the left of the elements of ci+1
in π ◦ τ by Observation 3.1, this holds in particular for the biggest element b in ci and the smallest element s of c j . As
s = b + 1 the chains ci and c j are merged due to the applied TDRL by Proposition 3.3.
(⇒) Let τ be a restricted TDRL that merges chains ci and c j . First, we show that in order to merge chains ci and c j
by τ , the chain indices must be successive, i.e. i + 1= j. Second, we show that in order to be a restricted TDRL that merges
chains ci and c j , the elements of chain ci have to be kept in the ﬁrst copy of τ and the elements of chain c j have to be
kept in the second copy of τ , i.e. Dτ (ci) = 1 and Dτ (c j) = 2.
(i) Assume that i + 1 = j. Then there is no element e ∈ ci such that (e + 1) ∈ c j . This contradicts the possibility that the
chains are merged as a chain consists of successive elements only. Without loss of generality assume that i < j. Then by
Proposition 3.7 ci, ci+1, . . . , c j−1, c j cannot be merged. That is ci and c j cannot be merged indirectly by merging several
chains.
(ii) Assume that Dτ (ci) = 1 and Dτ (c j) = 2 do not hold, i.e. the elements of chains ci and c j are either both kept in the
same copy, or the elements of ci are kept in the second copy and the elements of c j are kept in the ﬁrst copy, i.e.
Dτ (ci) = 2 and Dτ (c j) = 1. If the two elements of the chains are kept in the same copy, the relative order of the union
of elements of both chains is not changed due to Observation 3.1. If the elements of ci are kept in the second copy and
the elements of c j are kept in the ﬁrst copy, all the elements of ci are to the right of all elements of c j after applying
the restricted TDRL τ . In both cases the chains are not merged due to τ , which is a contradiction.
Thus, the only way to merge the chains with restricted TDRLs is the one given in the proposition. 
Using Propositions 3.7 and 3.8 the following theorem shows that the restricted TDRL distance is identical to the general
TDRL distance.
Theorem 3.9. For a permutation π the restricted TDRL distance is given by d(π) = log2(ρ(π)).
Proof. Firstly, d(π, ι) log2(ρ(π)) is shown, secondly, d(π, ι) log2(ρ(π)) is shown. (i) Let c1, . . . , cρ(π) be the chains
of permutation π . Let τ be the restricted TDRL deﬁned by c2i−1 ∈ F and c2i ∈ S , i ∈ [1 : ρ(π)2 ]. Due to the pairwise
merging of the chains c2i−1 and c2i it is easy to see that ρ(π ◦ τ ) = ρ(π)2  holds. Therefore, the restricted TDRL distance is
at most log2(ρ(π)). (ii) By Propositions 3.7 and 3.8 it is not possible to merge more than two successive chains with one
restricted TDRL. Hence, d(π, ι) log2(ρ(π)) holds. This also follows easily from the fact that the restricted TDRL distance
cannot be smaller than the TDRL distance. 
4. All sorting TDRLs
In this section it is shown how to compute all sorting TDRLs. The methods described in this section are based on [6].
First, the case of restricted TDRLs is considered in Section 4.1. The techniques developed for the restricted case are applied
in Section 4.2 to the more complicated general case. A closed formula for the number of all sorting restricted TDRLs is given
and an algorithm for generating all sorting TDRLs is inferred.
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The problem of computing the number of sorting restricted TDRL for a permutation π (toward ι) can be rephrased as a
combinatorial problem of binary strings over the alphabet Σ = {1,2}. Let τ = (F , S) be a restricted TDRL for a permutation
π and t = t(1) . . . t(ρ(π)) be a binary string of length ρ(π) with t(i) = Dτ (ci). Thus the string t corresponds to a restricted
TDRL, such that the i-th element of t indicates if the i-th chain is kept in the ﬁrst or in the second copy of τ . Recall, by
Proposition 3.8 only successive chains ci−1 and ci , with i ∈ [2 : ρ(π)], can be merged with restricted TDRLs. Furthermore,
this is achieved only by keeping ci−1 in the ﬁrst copy and ci in the second copy. This property is translated to the binary
string representation of restricted TDRLs in the following way. Clearly, only consecutive positions in the binary string have to
be regarded. Moreover two chains ci−1 and ci (i ∈ [2 : ρ(π)]) are merged by a TDRL iff the corresponding binary string has
a 12-transition at position i. Thus, the number of pairs of chains that are merged by a restricted TDRL, i.e. the reduction of
the number of chains, is equal to the number of 12-transitions in the corresponding binary string. Thus, by Proposition 3.5
a binary string of length ρ(π) corresponds to a sorting restricted TDRL iff the number of 12-transitions is at least ρ(π) −
2d(π)−1. Therefore the number of sorting restricted TDRLs for a permutation π corresponds to the number of binary strings
for which the number of 12-transitions is at least k with k = ρ(π) − 2d(π)−1. The following lemma gives the number of
binary strings of length n with exactly k 12-transitions.
Lemma 4.1. The number of binary strings of length n over the alphabet Σ = {1,2}, which have exactly k 12-transitions, is(
n+ 1
2k + 1
)
.
Proof. The four possible cases for choosing the ﬁrst and last character in t are considered individually. Between two con-
secutive 12-transitions, a 21-transition has to occur. Hence, in the case t(1) = t(n) = 1 or t(1) = t(n) = 2 there are (n−12k )
possibilities to place k 12-transitions. This is because the positions for 2k alternating transitions have to be chosen out of the
n− 1 possible positions in order to get k 12-transitions. For strings starting with 1 and ending with 2, only 2k− 1 positions
for the transitions have to be chosen. Thus, there are
( n−1
2k−1
)
such strings. In the remaining case of t(1) = 2 and t(n) = 1 the
number of strings is
( n−1
2k+1
)
as the position of one additional transition has to be chosen in order to have t(n) = 1. The sum
of the four binomials is
( n+1
2k+1
)
. 
The number of binary string with at least k 12-transitions follows immediately as the sum over all values between k and
the maximal number of 12-transitions.
Corollary 4.2. The number of binary strings of length n over the alphabet Σ = {1,2}, which have at least k 12-transitions, is
 n2 ∑
i=k
(
n+ 1
2i + 1
)
.
The upper bound of the summation is because there exists no string of length n with more than n2 12-transitions but
choosing a larger upper bound does not invalidate the corollary. Based on Corollary 4.2 the number of sorting restricted
TDRLs follows.
Corollary 4.3 (Number of sorting restricted TDRLs). For a permutation π with ρ(π) chains the number of sorting restricted TDRLs is
∣∣Sr(π)∣∣=
 ρ(π)2 ∑
i=ρ(π)−2d(π)−1
(
ρ(π) + 1
2i + 1
)
.
Proof. A binary string corresponding to a restricted TDRL for π has length n = ρ(π). If a binary string has at least k =
ρ(π) − 2d(π)−1 12-transitions, it corresponds to a sorting restricted TDRLs (see Proposition 3.5). By substituting n and k in
Corollary 4.2 the result follows immediately. 
Interestingly, there exists only one sorting restricted TDRL if the number of chains ρ(π) is equal to a power of 2. Also
there is only one sequence of sorting TDRLs towards ι because after applying the TDRL the number of chains is halved and
is therefore still a power of 2. If the number of chains is ρ(π) = 2k − 1 for some k, there exist several sorting restricted
TDRLs which lead by Proposition 3.5 to permutations with 2k−1 chains ( 2k−12  = 2k−1 = 2log2(2
k−1)−1), i.e. subsequent
TDRLs towards ι are predetermined. This is generalised in the following remark.
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TDRLs, the number of remaining chains is a power of 2, and therefore the remaining sorting sequence towards ι is uniquely
determined.
Proof. Assume that a variable is initialised with an integer ρ > 1 and let an operation reduce the value of the variable from
ρ to ρ ′ with ρ/2 ρ ′  2log2(ρ)−1. Observe, this is a sorting TDRL’s effect on the number of existing chains. The worst
case, with respect to the difference of ρ ′ to the next larger power of 2, is if ρ ′ = ρ/2. In this case the difference of ρ ′
to the next larger power of 2 is 2log2(ρ ′) − ρ ′ = 2log2(ρ/2) − ρ/2 = 2log2(ρ)−1 − ρ/2 =  2log2(ρ)−ρ2 . That is in the
worst case the difference to the next bigger power of 2 is halved. Therefore, in the worst case, after log2(2d(π) −ρ(π)+1)
divisions by 2 a power of 2 is reached. 
Note that many TDRLs reduce the number of chains to a power of 2 in less steps. For example there is always at least
one TDRL that reduces the number of chains to the next smaller power of 2.
4.2. The general case
Also for the general case of computing all sorting TDRLs the problem can be formulated as a problem of ﬁnding binary
strings with certain properties.
Similar to the case of restricted TDRLs a (general) TDRL can be translated to a binary string. But in contrast to the re-
stricted case, where each position in the binary string deﬁnes in which copy a complete chain is kept, the binary string
corresponding to a general TDRL must deﬁne for each element in which copy it is kept. Let τ be a TDRL applied to a per-
mutation of size n. The binary string t = t(1) . . . t(n) of length n over the alphabet {1,2} with t(i) = Dτ (i), i ∈ [1 : n],
corresponds to τ .
The information given by string t , i.e. in which copy an element is kept, is not suﬃcient to describe the effect of
a TDRL on a permutation π . The additional information if the corresponding elements are in the same chain of π or not
is necessary. In the restricted case this additional information is given implicitly. Let π be a permutation of length n. Let
p = p(1) . . . p(n − 1) be a binary string of length n − 1 over the alphabet {,} deﬁned by the chains of π as follows. If
Cπ (e) = Cπ (e + 1) (i.e. if elements e and e + 1 are in the same chain), then p(e) = , otherwise p(e) =, e ∈ [1 : n − 1].
String p is called transition string of π . Note, p depends only on (the chains of) the permutation π and t depends only
on τ .
By Propositions 3.2 and 3.3 the effects of a TDRL τ on the chains of a permutation π are deﬁned by the corresponding
strings t and p (for an example see Fig. 2(a)). If t(e) = 2, t(e + 1) = 1, and p(e) =  (denoted as a 21-transition), then the
Fig. 2. (a) The top part shows permutation π with three chains c1, c2, c3; the corresponding string p = , e.g. p(3) =  as Cπ (3) = Cπ (4) = 2; one
of the sorting TDRLs is τ = ({1,2,4}, {3,5,6}) where the elements from F are boxed and elements from S not; the corresponding t = 112122. The bottom
part depicts permutation π ◦ τ : elements 2 and 3 are connected due to τ , as t(2) = 1, t(3) = 2, and p(2) = induce a 12-transition; furthermore, τ
connects elements 4 with 5 and destroys chain c2 = (3,4). (b) The dynamic programming matrix for the example in (a); values in circles correspond to axj,k ;
the sum of all values in grey ﬁlled circles corresponds to the number of all sorting TDRLs; the dashed path corresponds to the TDRL τ = ({1,2,4}, {3,5,6}).
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p(e) = (12-transition) then the number of chains is decreased by one as element e gets connected to element e + 1.
For a binary string t over the alphabet {1,2} and a binary transition string p over the alphabet {,} let Nzxy(t, p),
x, y ∈ {1,2} and z ∈ {,}, denote the number of xyz transitions in the binary string t with respect to transition string p.
We write Nzxy if t and p are clear. Applying a TDRL τ , corresponding to a binary string t , to a permutation π with transition
string p, reduces the number of chains by N12 and increases it by N

21. Therefore, the overall reduction in the number
of chains due to τ is k = N12 − N21. By Proposition 3.5, the computation of the number of sorting TDRLs for a given
permutation π is equivalent to the computation of the number of strings t (corresponding to a TDRL τ ) such that k is in
[ρ(π) − 2d(π)−1 : ρ(π)2 ].
Let a transition string p be given. Let a k-sorting string be a binary string t such that N12 − N21 = k. The number
of sorting TDRLs for a permutation π of length n, reducing the number of chains by k, is equivalent to the number of
k-sorting strings t of length n with p being the transition string of π .
For the computation of the number of sorting TDRLs a dynamic programming scheme is applied as follows. Let axj,k be
the number of k-sorting strings t of length j ending with x ∈ {1,2}. All values of the dynamic programming matrix are
initialised with 0 except for a11,0 = 1 and a21,0 = 1. With the following recursion axn,k can be computed.
a1j+1,k =
{
a1j,k + a2j,k+1 if p( j) = ,
a1j,k + a2j,k else,
a2j+1,k =
{
a1j,k−1 + a2j,k if p( j) =,
a1j,k + a2j,k else.
In order to compute the number of k-sorting strings of length j + 1 ending with x, the type of the transition at position
j + 1, and the value of the string p at position j has to be regarded. More precisely, the cases where the addition of a new
element leads to a new 12- or 21-transition must gain special attention. These cases are:
(i) if p( j) =  then appending a 1 to any k-sorting string of length j ending with 2 generates a (k − 1)-sorting string
because a new 21-transition is added,
(ii) if p( j) = then appending a 2 to any k-sorting string of length j ending with 1 generates a (k + 1)-sorting string
because a new 12-transition is added.
In the remaining cases appending a new element to any k-sorting string generates also a k-sorting string. The base cases of
the recursion, i.e. a11,0 = 1 and a21,0 = 1, are because of the fact that there is only one binary string of length 1 ending with
1 (respectively 2) and that this string is a 0-sorting string.
Note, although valid from a combinatorial point of view, axj,k with j = n does not correspond to a number of sorting
TDRLs, as strings t of size j = n do not deﬁne valid TDRLs for permutations of size n. The number of sorting TDRLs follows
immediately.
Corollary 4.5 (Number of sorting TDRLs). For a permutation π of length n with ρ(π) chains the number of sorting TDRLs is
∣∣S(π)∣∣= 
ρ(π)
2 ∑
i=ρ(π)−2d(π)−1
(
a1n,i + a2n,i
)
.
The set of all sorting TDRLs can be inferred directly from the dynamic programming matrix by backtracking. That is every
path, consisting of n − 1 edges from an axn,k , with ρ(π) − 2d(π)−1  k  ρ(π)2 , to ax1,0, x ∈ {1,2}, corresponds to a sorting
TDRL (for an example see Fig. 2(b)). Pseudocode is given in Appendix A.
5. A closed formula for the number of all sorting TDRLs
In this section we introduce an alternative approach for counting and generating sorting restricted and general TDRLs.
In contrast to Section 4 with this approach a closed formula for the number of sorting TDRLs, given by a summation over
binomial coeﬃcients, is derived. Again we start by considering restricted TDRLs only (Section 5.1). The obtained results are
used as a stepping stone for the general case (Section 5.2).
5.1. The restricted case
Similarly to Section 4.1 the method presented in this section is based on the insight that all sorting restricted TDRLs can
be found by generating binary strings with a certain number of 12-transitions. Hence, in the ﬁrst part of this section the
number of binary strings of length n with at least k 12-transitions is derived. Let (T , E) be a bipartition of {1, . . . ,n} where
T speciﬁes the positions where a transition takes place and E speciﬁes the positions where no transition takes place. Some
examples of binary strings of length n that are deﬁned by different bipartitions (T , E) of {1, . . . ,n} are given in Table 1.
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Examples for strings of length 5 that are deﬁned by different bipartitions (T , E) of {1, . . . ,n} and
the corresponding numbers of 12- and 21-transitions. Columns E and T give the bipartition used
to deﬁne the string t given in the third column; note that in the strings the additional element
t(0) = 2, that does not belong to t , is also given in grey; a  between elements t(i − 1) and t(i)
indicates that i ∈ E and a • indicates that i ∈ T . The last two columns give the number of 12- and
21-transitions in t (the number of 21-transitions in t(0)t(1) . . . t(5) is given in parentheses).
E T t # of trans.
12 21
∅ {1, . . . ,5} 2 • 1 • 2 • 1 • 2 • 1 2 2(3)
{1} {2,3,4,5} 2  2 • 1 • 2 • 1 • 2 2 2(2)
{4} {1,2,3,5} 2 • 1 • 2 • 1  1 • 2 2 1(2)
.
.
.
{1,3} {2,4,5} 2  2 • 1  1 • 2 • 1 1 2(2)
{2,5} {1,3,4} 2 • 1  1 • 2 • 1  1 1 1(2)
.
.
.
{1,3,5} {2,4} 2  2 • 1  1 • 2  2 1 1(1)
{2,4,5} {1,3} 2 • 1  1 • 2  2  2 1 0(1)
We observe in this example that the number of 12-transitions is related to the size of the set T (or equivalently E). This
relation is given formally in the following lemma.
Lemma 5.1. Let (T , E) be a bipartition of {1, . . . ,n} and t = t(1) . . . t(n) be the binary string over Σ = {1,2} of length n that is deﬁned
by (T , E) such that t(i) = t(i − 1) iff i ∈ T (respectively t(i) = t(i − 1) iff i ∈ E) with i ∈ [1 : n] and t(0) = 2. Then the number of
12-transitions in t is  |T |2  = n−|E|2 .
Proof. Let t′ denote the string including the element t(0), i.e. t′ = t(0)t(1) . . . t(n). By the deﬁnition there are |T | transitions
in t′ . Because t(0) = 2 the number of 12-transitions in t′ is  |T |2 . Again, because t(0) = 2 the number of 12-transitions in t
is the same as in t′ . Obviously |T | = n− |E|. This completes the proof. 
Lemma 5.1 shows that the number of 12-transitions in a binary string that is deﬁned by a bipartition (T , E) — which
speciﬁes the positions where transitions take place or not — does only depend on the size of the sets E and T and not on
their contents. Based on Lemma 5.1 the following corollary gives a closed formula for the number of binary string with at
least k 12-transition.
Corollary 5.2. The number of binary strings over Σ = {1,2} of length n, which have at least k 12-transitions, is
n∑
i=2k
(
n
i
)
=
n−2k∑
i=0
(
n
i
)
.
Proof. As a consequence of Lemma 5.1 it holds that binary strings of length n which are deﬁned by the sets of a bipartition
(T , E) of {1, . . . ,n} with 2k  |T |  n have at least k 12-transitions. The number of bipartitions (T , E) of {1, . . . ,n} with
|T | = i is (ni). Hence, the sum of the number of possibilities to choose the i elements of the set T out of n elements with
i ∈ [2k : n] gives the number of binary strings of length n with at least k 12-transitions.
Because (T , E) is a bipartition of {1, . . . ,n} the equivalence follows from the symmetry of the binomial coeﬃcient:( n
|T |
)= ( nn−|T |)= ( n|E|). 
Based on Corollary 5.2, in the following corollary the number of sorting restricted TDRLs is given.
Corollary 5.3 (Number of sorting restricted TDRLs). For a permutation π with ρ(π) chains there are
∣∣Sr(π)∣∣= 2
d(π)−ρ(π)∑
i=0
(
ρ(π)
i
)
=
ρ(π)∑
i=2ρ(π)−2d(π)
(
ρ(π)
i
)
sorting restricted TDRLs.
Proof. By Proposition 3.5 the number of 12-transitions in a binary string t of length ρ(π) corresponding to a sorting TDRL
τ for a permutation π must be at least ρ(π) − 2d(π)−1. Substituting, n with ρ(π) and k as above, in Corollary 5.2 yields
the result. 
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Pascal’s triangle. The presented result also covers perfectly the symmetry of Pascals triangle, i.e. there is a corresponding
suﬃx sum of the ρ(π)-th row that gives the same value. Note, this sum does only depend on the number of chains and
not on the length of the chains, their position in the permutation, nor the length of the permutation (apart from the fact
that ρ(π) n).
Corollaries 5.2 and 5.3 are equivalent to Corollaries 4.2 and 4.3 presented in Section 4. The equivalency is shown formally
in [5].
An algorithm generating all sorting restricted TDRLs for a permutation π can be obtained by generating the TDRLs
corresponding to the binary strings of length ρ(π) with i 12-transitions for each i ∈ [ρ(π) − 2d(π)−1 : ρ(π)2 ]. Note that
the generation of all binary strings of length ρ(π) with i 12-transitions can be realised by generating all possibilities to
choose a set T of size 2i and 2i + 1 out of the set {1, . . . , ρ(π)} and printing the binary string which is deﬁned for each T
(alternatively this can be done by choosing the set E of size ρ(π) − 2i and ρ(π) − (2i + 1)). Pseudocode of an algorithm
generating the sets is given in Appendix A.
5.2. The general case
Again, the correspondence between binary strings and TDRLs is used for studying the set of sorting TDRLs. Let τ be
a TDRL and t be the corresponding binary string of length n over Σ = {1,2} with t(e) = Dτ (e). That is the string t cor-
responds to a TDRL, such that t(e) indicates if the element e of π is kept in the ﬁrst or in the second copy of τ . For
a permutation π let I(π) = {i: Cπ (i − 1) = Cπ (i), i ∈ [2 : n]} denote the set of elements whose predecessor is in the
same chain of π and I(π) = {i: Cπ (i − 1) = Cπ (i), i ∈ [2 : n]} ∪ {1} denote the set of elements whose predecessor is
in a different chain of π plus the element 1. In other words I(π) is the set of elements that are the ﬁrst element of
a chain. Note, |I(π)| = ρ(π). Furthermore, (I(π),I(π)) deﬁnes a bipartition of {1, . . . ,n}. The symbols I and I
have been chosen intentionally to indicate the similarity between the transition string as used in Section 4.2 and the bipar-
tition (I(π),I(π)) as deﬁned above. That is p(i) in a transition string is  if i + 1 ∈ I(π) and p(i) is equal to  if
i + 1 ∈ I(π).
The effects of a TDRL τ , given by Propositions 3.2 and 3.3, on the chains of a permutation π can be deﬁned by the
corresponding string t and the bipartition (I(π),I(π)). If t(e − 1) = 2, t(e) = 1, and e ∈ I(π) (i.e. a 21-transition),
then and only then the chain with index Cπ (e) is split after element e − 1 and the number of chains is increased by one. If
t(e − 1) = 1, t(e) = 2, and e ∈ I (i.e. a 12-transition) then and only then the number of chains is decreased by one as
the element e − 1 gets connected to element e.
Applying a TDRL τ (corresponding to a binary string t) to a permutation π , reduces the number of chains by N12 and
increases it by N21. Therefore, the overall reduction in the number of chains due to τ is k = N12 − N21. By Proposition 3.5
the computation of the number of sorting TDRLs for a given permutation π is equivalent to the computation of the number
of binary strings t (corresponding to a TDRL τ ) such that ρ(π) − 2d(π)−1  k ρ(π)/2.
Given a set M ⊆ {1, . . . ,n} a binary string t of length n that corresponds to a TDRL for a permutation π of size n is
deﬁned by
t(i) = t(i − 1) iff (i ∈ I(π) ∧ i /∈ M)∨ (i /∈ I(π) ∧ i ∈ M). (1)
The base case is t(0) = 2, where again t(0) is not part of the string but only used as a starting point for the deﬁnition.
So far, binary strings have been deﬁned by a set T , i.e. there is a transition at a position i if i ∈ T and no transition if
i /∈ T . Now a set M and an additional “modiﬁer set” I(π) is used in Eq. (1) that reverses the effect of being element in
M , i.e.
(i) despite i ∈ M there is no transition at position i if i ∈ I(π) and
(ii) despite i /∈ M there is a transition at position i if i ∈ I(π).
(iii) Otherwise, if i /∈ I then M deﬁnes the transitions as usual, i.e. there is a transition if i ∈ M and no transition if i /∈ M .
Example 5.1. Consider the permutation π = (1 3 5 2 4 6). π has the 3 chains (1,2), (3,4), and (5,6) as shown in Fig. 2(a).
Thus I(π) = {1,3,5} and I(π) = {2,4,6}. Table 2 shows examples of binary strings that are deﬁned by different subsets
of {1, . . . ,n} with the rule of Eq. (1).
The ﬁrst row (M = ∅) corresponds to the restricted TDRL τ = ({1,2,5,6}, {3,4}) that merges chains c1 and c2 and
reduces the number of chains by one. Likewise the row for M = {3,6} corresponds to the TDRL τ = ({1,2,3,4,6}, {5}) that
connects elements 4 and 5 and disconnects 5 and 6 and therefore does not change the number of chains.
On this example, there is a relation of the size of the set M and the value of N12 − N21. This relation is general and is
stated formally in the following lemma. But ﬁrst note that Eq. (1) is equivalent to t(i) = t(i − 1) iff i ∈ I(π)  M , where
 denotes the symmetric difference (for two sets A and B , A  B = (A ∪ B) \ (A ∩ B) = (A \ B) ∪ (B \ A)).
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Binary strings that are deﬁned by I(π) = {1,3,5} (deﬁned by the chains
(1,2), (3,4), (5,6) of the permutation π in Example 5.1) and different sets
M following the rule given in Eq. (1); M gives a subset of {1, . . . ,6}; col-
umn t shows the deﬁned string, a • between elements t(i − 1) and t(i)
indicates that i ∈ M and a  indicates that i /∈ M , grey columns mark
i ∈ I(π). Note that in the strings the additional element t(0) = 2, that
does not belong to t , is also given in grey; the last column gives N12 −N21.
M t N12 − N21
∅ 2  1  1  2  2  1  1 1− 0= 1
{1} 2 • 2  2  1  1  2  2 1− 0= 1
{4} 2  1  1  2 • 1  2  2 2− 1= 1
{1,3} 2 • 2  2 • 2  2  1  1 0− 0= 0
{2,4} 2  1 • 2  1 • 2  1  1 0− 0= 0
{3,6} 2  1  1 • 1  1  2 • 1 1− 1= 0
Lemma 5.4. Let M ⊆ {1, . . . ,n} and (I,I) be a bipartition of {1, . . . ,n} with 1 ∈ I . Let t = t(1) . . . t(n) be the binary string of
length n over the alphabet Σ = {1,2} that is deﬁned by the set I  M such that t(i) = t(i − 1) iff i ∈ I  M with i ∈ [1 : n] and
t(0) = 2. Let N12 be the number of 12-transitions in t, and N21 be the number of 21-transitions in t. Then
N12 − N21 =
⌊ |I| − |M|
2
⌋
.
Proof. Let t′ denote the binary string t(0) t(1) . . . t(n). The total number of transitions in t′ is |I  M|, hence
N12
(
t′
)+ N12(t′)+ N21(t′)+ N21(t′)= |I  M|. (2)
Because 1 ∈ I there is a transition in t′ at position 1 iff 1 /∈ M . In this case the transition must be a 21-transition because
by deﬁnition t(0) = 2. In any case, i.e. if 1 ∈ M or if 1 /∈ M , it holds N12(t) = N12(t′), N21(t) = N21(t′), and N12(t) = N12(t′).
Hence, Eq. (2) can be transformed into
N12(t) − N21(t) = |I  M| −
(
N21
(
t′
)+ N21(t′))− (N12(t) + N21(t)). (3)
The number of 21-transitions in t′ can be written as N21(t′)+ N21(t′). By Lemma 5.1  |IM|2  of the |I M| transitions
in t are 12-transitions. As the ﬁrst transition in t′ is a 21-transition it holds that the number of 12-transitions is the same
in t′ and t . Because every transition that is not a 12-transitions is a 21-transition it holds that
N21
(
t′
)+ N21(t′)= |I  M| −
⌊ |I  M|
2
⌋
. (4)
There is a transition at position i in t iff i ∈ I  M = (I \ M) ∪ (M \ I), where exactly the transitions at positions in
M \ I are the transitions at positions in I . Thus,
N12(t) + N21(t) = |M \ I|. (5)
Inserting Eqs. (4) and (5) in Eq. (3) completes the proof.
N12(t) − N21(t) = |I  M| −
(
|I  M| −
⌊ |I  M|
2
⌋)
− |M \ I|
=
⌊ |I  M|
2
⌋
− |M \ I| =
⌊ |I \ M| − |M \ I|
2
⌋
=
⌊ |I| − |M ∩ I| − (|M| − |M ∩ I|)
2
⌋
=
⌊ |I| − |M|
2
⌋
. 
Similarly to Section 5.1 the number of binary strings with N12 − N21  k can be given based on Lemma 5.4.
Corollary 5.5. Let (I,I) be a bipartition of {1, . . . ,n} with 1 ∈ I . The number of binary strings over Σ = {1,2} of length n, with
N12 − N21  k, is
|I|−2k∑
i=0
(
n
i
)
.
44 M. Bernt et al. / Journal of Discrete Algorithms 9 (2011) 32–48Fig. 3. (a) Number of sorting restricted TDRLs for different numbers of chains ρ(π); (b) number of sorting TDRLs for permutations of different lengths n
and different numbers of chains ρ(π). Note that the number of chains is plotted with a log2 scale and the number of (restricted) sorting TDRLs with a
log10 scale.
Proof. By Lemma 5.4 N12 − N21 =  |I|−|M|2  holds for a binary string that is deﬁned by the set I  M . As a direct
consequence N12 − N21  k for all sets M with 0 |M| |I| − 2k. Because there are
( n
|M|
)
possibilities to choose sets M
of size |M| the corollary follows. 
Corollary 5.6 (Number of sorting TDRLs). For a permutation π of length n with ρ(π) chains the number of sorting TDRLs is given by
∣∣S(π)∣∣= 2
d(π)−ρ(π)∑
i=0
(
n
i
)
.
Proof. The string t corresponding to a TDRL for π has length n. If N12 − N21  ρ(π) − 2d(π)−1 = k holds for t then the
corresponding TDRL is sorting. By substituting |I(π)| = ρ(π) and k in Corollary 5.5 the result follows immediately. 
Corollaries 5.6 and 4.5 are equivalent. A formal proof is given in [5].
Similar to the case of restricted TDRLs and compliant with [13] it holds that there exists only one sorting sequence for
π if ρ(π) is a power of 2. This was not obvious in the dynamic programming approach presented in Section 4.2.
Also for the general case an algorithm for generating all sorting TDRLs is straightforward. For a given permutation π all
binary strings corresponding to sorting TDRLs for π have to be generated. This is accomplished by generating all subsets
M ⊆ {1, . . . ,n} where I  M deﬁnes a binary string with N12 − N21 large enough to correspond to a sorting TDRL. The
range of size of sets M that lead to sorting TDRLs is given by Corollary 5.6. Pseudocode for the algorithm is given in
Appendix A.
6. Results
In this section the relevance of the theoretical ﬁndings for the analysis of mitochondrial gene orders is shown. Moreover,
we apply random TDRLs to the identity permutation and present the number of resulting chains. The result is then used to
support scenarios of a sequence of TDRLs. Such a very likely scenario is presented for mitogenomes.
Fig. 3(a) gives the number of sorting restricted TDRLs for permutations having ρ(π) ∈ [2 : 128] chains. Recall, the number
of sorting restricted TDRLs does only depend on the number of chains and not on the length of the permutations. The ﬁgure
shows that the number of sorting restricted TDRLs |Sr(π)| is 1 for all cases where ρ(π) is a power of 2, but can be very
large otherwise. Sr(π) is smaller the closer ρ(π) gets to the next smaller or larger power of 2. For example the maximum
for |Sr(π)| is more than 1026 for ρ(π) = 92, towards 128 and 64 the number of sorting TDRLs decreases. In Fig. 3(b) the
number of sorting TDRLs is given for permutations of length n ∈ [2 : 128] having ρ(π) ∈ [2 : 128] chains. Recall, the number
of sorting TDRLs depends on n in the general case. While for some values of ρ(π) the number of TDRLs is immense — e.g.
more than 80 millions for n = 37 (the length of mitochondrial gene orders) and ρ(π) = 9 — it is 1 if the number of chains
is a power of 2. This fact can be used to identify sequences of TDRLs for which no alternative sorting scenario exists. Note,
for a given number of chains the number of sorting TDRLs strictly increases with the length of the permutations excepting
the case where the number of chains is a power two.
M. Bernt et al. / Journal of Discrete Algorithms 9 (2011) 32–48 45Fig. 4. Number of chains of 10 000 permutations Πr of size 37 for each r ∈ {2,3,4,8,16}; r is the number of TDRLs applied to the identity permutation to
obtain a permutation π ∈ Πr ; (a) random TDRLs applied to the complete permutation; (b) random TDRLs applied to intervals that are chosen at random;
for the line denoted with random each π is a random permutation.
It cannot be assumed that TDRLs which happened during evolution reduced the number of chains at least to the next
smaller power of two in each step. Therefore, in order to apply the theoretical results presented here to real data, it is
necessary to evaluate the number of chains created with a certain number of TDRLs. In the following we do this empirically
assuming two different models of random TDRLs.
Fig. 4 shows the number of chains found in a pair of permutations of length 37 separated by r ∈ {2,3,4,8,16} random
TDRLs. In order to generate such a pair r random TDRLs have been applied to the identity permutation resulting in a
permutation π . For each r this has been repeated 10000 times resulting in a set of permutations Πr . Note, the chains are
computed for ι with respect to π , i.e. ρ(ι ◦ π−1) has been computed. Two models are used for the generation of random
TDRLs: (i) the complete permutation is duplicated in tandem and (ii) only a randomly chosen interval (start and end points
are chosen at random) is duplicated. For both methods it is decided at random if a duplicated element is kept in the ﬁrst
or in the second copy. The histograms for the number of resulting chains for Πr are depicted in Fig. 4(a) for random TDRLs
applied to complete permutations and Fig. 4(b) for random TDRLs applied to intervals that are chosen at random. Note, the
model where TDRLs only affect random intervals is intuitively biologically more interesting. Additionally the case when the
permutations are chosen at random is shown. The case r = 1 is omitted because it leads almost certainly to a permutation
with two chains. This is because there are only l+1 TDRLs without effect, where l is the number of elements in the tandem
duplicated interval, i.e. resulting in ι which has only one chain, and the remaining out of the 2l possible TDRLs lead to a
permutation with two chains.
In the random TDRL model where random intervals are duplicated in 7092 cases a permutation with four chain was
generated. In the great majority (5562 cases) this was due to four TDRLs (1487 cases due to three TDRLs, 39 cases due to
four TDRLs, and four cases due to ﬁve TDRLs).
In the random TDRL model where the whole permutation is duplicated in 9981 cases a permutation with four chains
was generated and in all those cases this was a result of two random TDRLs. In only 19 permutations generated with two
random TDRL three chains are found. Eight chains, have been created mostly due to three TDRLs. There are 7307 cases
where a permutation with eight chains was found. In 7293 cases this was due to three TDRLs and in 14 cases this was due
to four TDRLs. The remaining 2707 permutations generated with three TDRL have less than eight chains.
Thus, for both models of random TDRLs we observed that a permutation with two chains was almost always the result of
a single TDRL and a permutation with four chains was the result of two TDRLs in the vast majority of the cases. Thus, based
on the empirical results it is a reasonable to assume that a permutation with four chains was generated by two TDRLs. For
random TDRLs applied to the whole permutation one may also assume that a permutation with eight chains was created
due to three TDRLS.
For larger number of chains, i.e. 16 and more chains in the case of random TDRLs applied to whole permutations,
respectively eight and more in the case where only a random interval in duplicated by the random TDRLs, it is not possible
— based on the presented results — to decide by how many random TDRLs they have been created. This is because with
increasing r the number of chains found in the generated permutations approaches the number of chains expected in
random permutations.
In order to show the potential of the presented theoretical results all pairs of existing complete mitochondrial gene
orders from the NCBI database have been analysed and a sequence of TDRLs has been identiﬁed that can be considered as
biologically likely. This example is the sequence of two TDRLs transforming the gene order of Salvelinus fontinalis (which has
the typical vertebrate gene order) into Porichthys myriaster, given in Fig. 5. The TDRL scenario is supported by the following
46 M. Bernt et al. / Journal of Discrete Algorithms 9 (2011) 32–48Fig. 5. The unique TDRL scenario from Salvelinus fontinalis (top row) to Porichthys myriaster (bottom row); genes kept in the ﬁrst copy are boxed.
Fig. 6. The unique TDRL scenario from Chauliodus sloani (top row) to Porichthys myriaster (bottom row); genes kept in the ﬁrst copy are boxed.
observations. Scenarios considering other rearrangements are much longer, e.g. the inversion distance is ﬁfteen and the
transposition distance is seven. The transposition distance was computed with an exact algorithm provided by M. Bader.
Note, the lower bound of the distance is also seven [3]. The given scenario is the only parsimonious sorting scenario based
on TDRLs. That is (i) the TDRL scenario in the given direction is unique, (ii) the TDRL scenario in the other direction, i.e.
P. myriaster to S. fontinalis, is not parsimonious because is has length 3, and (iii) there exists no ancestral permutation
of S. fontinalis and P. myriaster, such that the two genomes can be reached with two or less TDRLs (this was checked by
a computationally expensive brute force algorithm). Due to the histograms as presented in Fig. 4, it is clear that the four
chains indeed occurred very likely due to two TDRLs. Furthermore, according to [18] duplications and losses are supported
by fragments of nucleotide sequences in the mitogenomes.
However, the presented results for the pair of mitochondrial gene orders are not ﬁnal. The main open question, from
a theoretical point of view, is whether the presented results can be applied to circular gene orders or modiﬁcations are
necessary. Furthermore, the accuracy of the data set is not guaranteed and a manual analysis is inevitable. Of course all
conclusions can only be drawn on the basis of the currently available data.
One example for the concerns with the data set is presented in the following. Due to recent improvements of the
gene orders it was observed that the gene order of C. sloani can also be transformed with two TDRLs into the gene order
of P. myriaster. These two TDRLs are depicted in Fig. 6. Note, the properties of the TDRL scenario are identical to the
properties of the TDRL scenario for S. fontinalis and P. myriaster. That is the necessary number of alternative inversions and
transpositions and the absence of a TDRL median. The only difference between the gene orders of C. sloani and S. fontinalis is
the swap of tRNAs C and Y. This is reﬂected in the TDRL scenario by a difference in the second TDRL where the assignment
of the tRNAs C and Y to the ﬁrst or second copy is interchanged in the two scenarios.
Summarising, there are strong indications for the presented TDRL scenario to P. myriaster. But there remains uncertainty
of how the tRNAs C and Y have been rearranged. Note, the genomic rearrangement events for the gene orders of this
example have not been described in the literature before.
7. Conclusion
Tandem duplication random loss (TDRL) events are important gene order rearrangement operations especially in mito-
chondrial gene orders. In this paper combinatorial properties of the TDRL operation have been studied. The set of all sorting
TDRLs has been analysed, i.e. the set of TDRLs that cause a permutation to become closer to another given permutation.
Additionally an interesting restricted case of the problem has been investigated which leads to an analysis of the general
case. Methods for the generation of all sorting (restricted) TDRLs and closed formulas for enumerating all sorting (restricted)
TDRLs have been presented. Algorithms for generating all sorting TDRLs have been obtained by a generation of binary strings
with certain properties. The presented theoretical results signiﬁcantly extend previous works, by providing an alternative
method for the generation and counting problem. With this approach a combinatorial interpretation for the closed formulas
of the general case could be given. The relevance of the theoretical ﬁndings when identifying sequences of TDRLs for real
biological data, e.g. mitochondrial gene orders has been shown.
Appendix A. Algorithms
A.1. Generating all sorting TDRLs from the dynamic programming matrix
The algorithm for generating the sorting TDRLs in the dynamic programming approach presented in Section 4 is given
in Algorithm 1. All binary strings corresponding to sorting TDRLs for a permutation π are printed when given the dynamic
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Data: a, k, j, x, p, t
if axj,k = 0 then return;2
append x to t;3
if j = 1∧ k = 0 then4
output t and return;5
RecEnum4(a, k, j − 1, x, p, t); // A6
if p( j) = and x= 2 then // B7
RecEnum4(a, k − 1, j − 1, 3− x, p, t);8
else if p( j) =  and x = 1 then // C9
RecEnum4(a, k + 1, j − 1, 3− x, p, t);10
else // D11
RecEnum4(a, k, j − 1, 3− x, p, t);12
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Algorithm 2: RecEnum5
Data: n, m, M , i, S
if i = n then1
output S;2
return ;3
if |S| < M then4
RecEnum5(n,m,M, i + 1, S ∪ {i});5
if n− i + |S|m then6
RecEnum5(n,m,M, i + 1, S);7
programming matrix a with indices j = n, k ∈ [ρ(π)−2d(π)−1 : ρ(π)1 ], and x ∈ [1 : 2], the transition string p corresponding
to π and an initially empty string t .
The algorithm retraces recursively the dynamic programming matrix (see lines 6–12) and successively constructs the
binary strings corresponding to sorting TDRLs by appending the current value of variable x in each recursive call (see line 3).
The four recursive calls of RecEnum4 (cases A–D) are depicted in the illustration of the dynamic programming scheme on
the right for p( j) = (top) and p( j) =  (bottom). The arrows indicate which values have been used to compute the sums
in the dynamic programming and the letters A–D correspond to the four calls. Retracing these paths may lead to cells of
the dynamic programming matrix that have never been used, i.e. that have a zero value. When such a cell is reached the
recursion can be aborted (line 2). Otherwise the constructed string is printed when a cell with j = 1 and k = 0 is reached
(lines 4 to 5).
A.2. Generating all sorting TDRLs from subsets
The algorithm for generating sorting TDRLs in the approach presented in Section 5 is — as we have noted — based on the
generation of subsets of {1, . . . ,n} of certain sizes. Algorithm 2 generates all subsets with size in [m,M] when called with
S = ∅ and i = 1. For each recursive call with i ∈ [1 : n] the algorithm does two recursive calls once with element i in the
set and once without it. In order to create only subsets within the given size limits the two recursive calls are embedded in
corresponding checks.
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