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Observer-Based Fault-Tolerant Spacecraft Attitude
Tracking Using Sequential Lyapunov Analyses
Haichao Gui
Abstract—The spacecraft attitude tracking problem is ad-
dressed with actuator faults and uncertainties among inertias,
external disturbances, and, in particular, state estimates. A
continuous sliding mode attitude controller is designed using
attitude and angular velocity estimates from an arbitrary stable
stand-alone observer. Rigorous analysis shows that the controller
ensures robust stability of the entire closed-loop system as long
as the observer yields state estimates with uniformly ultimately
bounded estimation errors. In addition, a sequential Lyapunov
analysis is utilized to obtain a convergent sequence of analytical,
successively tighter upper bounds on the steady-state tracking
error. Therefore, our results can be used to predict steady-
state performance bounds given selected gains or facilitate
gain selection given steady-state performance bounds. Numerical
examples demonstrate the utility of the proposed theory.
Index Terms—Attitude control, fault-tolerant control, sequen-
tial Lyapunov analysis, sliding mode control.
I. INTRODUCTION
The attitude control of a rigid spacecraft has attracted
extensive attention. The attitude estimation and control prob-
lems are coupled because the attitude and angular veloc-
ity estimates required for implementing a certain feedback
controller are generated by some observers/filters. In spite
of this, they are treated separately at most times to avoid
difficulties in theoretical analysis and simplify designs. As
such, substantial feedback control laws have been designed
using various methods in the past decades by assuming that
perfect knowledge about the attitude and angular velocity is
known and a separation principle holds between the controller
and observer (see, e.g., [1]–[5]). Both assumptions, however,
are not true. Attitude sensors always contain measurement
errors that will lead to imprecise state estimates. In addition,
the attitude equations are nonlinear and there exists no general
separation principle for nonlinear systems.
Observer-based attitude control has been investigated in [6]–
[10] with established closed-loop stability. The corresponding
stability results, however, are limited to the specific observer
and controller considered therein. Additionally, most of these
studies assumed the absence of any system uncertainties,
except for [6], which took measurement errors into account.
Recently, de Ruiter [11], [12] has presented a backstepping
controller and an adaptive controller that can be combined
with a series of stable stand-alone observers for attitude
tracking while bearing robustness against uncertain inertias,
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disturbance torques, and measurement errors. In [13], the
classical quaternion proportional-derivative attitude controller
was shown to possess similar properties. The studies in [6],
[11]–[13], however, all ignored the uncertainty due to actuator
faults [14]–[17], which can commonly occur among real
applications.
This paper investigates the observer-based attitude control
of a fully-actuated rigid body with uncertain inertias, external
disturbances, uncertain state estimates, and actuator faults.
Similarly to [12], no specific observer is considered. Instead, it
is assumed that the attitude and angular velocity estimates are
generated from any standalone observers that ensure uniformly
ultimately bounded (UUB) estimation errors. We propose
a continuous sliding mode controller that achieves attitude
tracking with proven robustness against all the aforementioned
system uncertainties. Moreover, by means of a sequential
Lyapunov technique we derived a convergent sequence of
analytical, successively tighter upper bounds on the ultimate
state tracking errors. Following this, a numerical algorithm is
developed to compute less conservative bounds on the ultimate
the state tracking errors, provided that some upper bounds on
the system uncertainties are available. The results can be used
to predict steady-state performance bounds for selected gains
or facilitate gain selection given steady-state performance
bounds. Numerical examples are presented to validate our
analyses and demonstrate the utility of the proposed algorithm.
The rest of this paper is organized as follows. The spacecraft
attitude equations and fault-tolerant attitude control problem
are formulated in Section II. Section III derives an observer-
based sliding mode controller with rigorous stability proof
and an algorithm to estimate the ultimate attitude tracking
accuracy. The application of the proposed method is illustrated
via numerical examples in Section IV and some remarks are
concluded in Section V.
Notations: Throughout the paper, denote by ‖·‖ the 2-norm
of a vector or matrix, and λmin(·) and λmax(·) the minimum and
maximum eigenvalues of a real symmetric matrix, respectively.
Denote by S3 = {Q = [q0, qT ]T ∈ R4 : q20 + qTq = 1}
the set of unit quaternions. The multiplication between Q =
[q0, q
T ]T ,P = [p0,p
T ]T ∈ S3 is defined as [18]
Q⊗ P =
[
q0p0 − qTp
q0p+ p0q + q × p
]
In the following, the time argument is omitted when there is
no confusion.
2II. PROBLEM FORMULATION
A. Equations of Attitude Motion
The attitude kinematics and dynamics of a rigid spacecraft
with respect to the inertial frame FI can be written as
Q˙ =
1
2
[ −qT
G(Q)
]
ω, G(Q) = q0I3 + q
× (1)
Jω˙ = −ω × Jω + τ c + τ d (2)
where Q = [q0, q
T ]T = [q0, q1, q2, q3]
T ∈ S3 describes the
attitude of the spacecraft body frame FB relative to the inertial
frame FI , In is the n × n identity matrix, ω ∈ R3 is the
spacecraft angular velocity expressed in FB, J = JT ∈ R3×3
is the spacecraft inertia matrix, τ c ∈ R3 is the control torque,
and τ d ∈ R3 is the external disturbance torque. In addition,
q× is a skew-symmetric matrix given by
q× =

 0 −q3 q2q3 0 −q1
−q2 q1 0


The desired attitude and angular velocity are usually gen-
erated from some motion planning algorithms and denoted as
Qd ∈ S3 and ωd ∈ R3, which also obey the kinematics given
in (1). Note that for any unit quaternion Q = [q0, q
T ]T ∈ S3,
its inverse is given by Q−1 = [q0,−qT ]T ∈ S3. The attitude
and angular velocity tracking errors, Qe = [qe0, q
T
e ]
T ∈ S3
and ωe ∈ R3, are then defined as
Qe = Q
−1
d ⊗Q
ωe = ω −R(Qe)ωd = ω − ω¯d, ω¯d , R(Qe)ωd
(3)
where R(Qe) is the rotation matrix corresponding to Qe and
is computed by
R(Qe) = I3 − 2qe0q×e + 2q×e q×e (4)
Given a constant k > 0, define a sliding variable
s = ωe + kqe (5)
which is an alternate characterization of the tracking error.
DifferentiatingQe and s and invoking (1) and (2), the tracking
error equations in terms of Qe and s can be written as
Q˙e =
1
2
[ −qTe
G(Qe)
]
ωe (6)
J s˙ = Jω˙e + kJ q˙e = Jω˙e +
1
2kJG(Qe)ωe
= Ξ(J,ωe, ω¯d)s+
1
2k[q
×
e J + Jq
×
e ]s
+ψ −ψd + τ c + τ d
(7)
Ξ(J,ωe, ω¯d) = (J(ωe + ω¯d))
× − ω¯×d J − Jω¯×d (8)
ψ = − 12k2q×e Jqe + 12kG(Qe)Jωe − kΞ(J, 0, ω¯d)qe
ψd = ω¯
×
d Jω¯d + JR(Qe)ω˙d
(9)
where ωe = s − kqe is utilized to derive (7) and obtain the
terms given in (8) and (9). The details can be found in the
Appendix.
B. Observer-Based Fault-Tolerant Control Problem
Assume that the spacecraft is actuated by multiple reaction
thrusters symmetrically distributed about its center-of-mass
(CM), as shown in Fig. 1. Thrusters are paired to provide both
positive and negative torques along a fixed direction relative
to the spacecraft. Figure 1b shows the arrangement of the i-th
pair of thrusters, which produce reaction forces in opposite
directions, i.e., ±fi. The moment arms of the two forces with
respect to the spacecraft CM are both li > 0. Hence, the
resultant control torque is τuidi, where τui = 2fili is the
torque magnitude and di is a unit vector along the output
torque direction of the i-th pair of thrusters. More knowledge
about torques and attitude control by reaction thrusters can
be found in [18]. Assume that m ≥ 3 pairs of thrusters
are installed so that three control torques can be generated.
Let 0 ≤ ei(t) ≤ 1 be the health indicator of the i-th pair
of thrusters, which are fully functional when ei(t) = 1,
and are turned off or failed completely if ei(t) = 0. When
0 < ei(t) < 1, they partially lose their actuating power, which
can be caused by faults in thruster valves, fading pressure of
the propellent tank, or other reasons. The i-th pair of thrusters
are supposed to produce control torque τuidi but the real
output torque is ei(t)τuidi due to actuator faults. Hence, τ c
from actuators can then be written as [14], [15]
τ c =
m∑
i=1
ei(t)τuidi = DE(t)τ u (10)
where D = [d1, · · · ,dm] ∈ R3×m is the actuator distribu-
tion matrix, E(t) = diag(e1(t), · · · , em(t)) ∈ Rm×m, and
τu = [τu1, · · · , τum] ∈ Rm is the command torque fed to the
actuators.
In order to perform attitude tracking control, the spacecraft
attitude Q and angular velocity ω need to be estimated using
certain observers/filters from sensor measurements and the cor-
responding estimates are denoted as Qˆ = [qˆ0, qˆ
T ]T ∈ S3 and
ωˆ ∈ R3. Our objective is to design the command torque τ u
using state estimates Qˆ and ωˆ such that the attitude tracking is
achieved with guaranteed robustness against state estimation
errors, uncertain inertias, unknown external disturbances, and
actuator faults. Meanwhile, we intend to provide an efficient
algorithm to predict upper bounds on the steady-state attitude
tracking errors. The aforementioned system uncertainties are
described in the following.
Assume that Qˆ and ωˆ are generated by a stable stand-alone
observer (e.g., those in [6]–[9], [19]–[22]) and satisfy
Qˆ = Q⊗ Q˜−1, ωˆ = ω + ω˜ (11)
where the estimation errors Q˜ = [q˜0, q˜
T ]T ∈ S3 and ω˜ ∈ R3
are continuous and bounded as assumed in the following.
Assumption 2.1: q˜(t) and ω˜(t) are continuous and uniformly
bounded, and satisfy
lim sup
t→∞
‖q˜(t)‖ ≤ ρq, lim sup
t→∞
‖ω˜(t)‖ ≤ ρw
for some constants 0 ≤ ρq < 1 and ρw ≥ 0.
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Fig. 1: Schematic of a spacecraft actuated by reaction thrusters
Since two quaternions ±Q˜ correspond to the same attitude
estimation error, it is reasonable to assume that q˜0(t) eventu-
ally becomes negative [11] and thus
lim sup
t→∞
q˜0(t) ≥
√
1− ρ2q (12)
Denoted by Jˆ = JˆT ∈ R3×3 and τˆ d the estimates for the
true spacecraft inertia J and external disturbance torque τ d,
respectively, and they can be obtained from system modeling.
The corresponding estimation errors are J˜ = Jˆ −J and τ˜ d =
τˆ d − τ d. Similarly, denote by Eˆ(t) = (eˆ1(t), · · · , eˆm(t)) ∈
R
m×m, 0 ≤ eˆi(t) ≤ 1, i = 1, · · · ,m, an estimate of the
actuator health indicator matrix which can be obtained from
a real-time fault diagnosis algorithm. The estimation error is
given by E˜(t) = E(t)− Eˆ(t).
For the purpose of controller development, Jˆ , τˆ d, Eˆ(t), Qd,
ωd, and ω˙d are assumed to be known. The following assump-
tions are required and reasonable for realistic spacecraft.
Assumption 2.2: The spacecraft is fully actuated despite
actuator faults or failures of some actuators, i.e., rank(E(t)) =
rank(Eˆ(t)) = 3. Furthermore, the estimated health indicator
Eˆ(t) and its discrepancy E˜(t) satisfy ‖H‖ ≤ ρE , where
H , DE˜(t)Eˆ2(t)DT (DEˆ3(t)DT )−1 and 0 ≤ ρE < 1 is
a constant.
Assumption 2.3: J˜ , τ˜ d and τˆ d are bounded by some
constants ρJ , ρd, ρˆd ≥ 0 as ‖J˜‖ ≤ ρJ , ‖τ˜ d‖ ≤ ρd, and
‖τˆ d‖ ≤ ρˆd .
Assumption 2.4: There exist known constants λr ≥ λl > 0
such that λl ≤ λmin(J) ≤ λmax(J) ≤ λr.
Assumption 2.5: ωd(t) and ω˙d(t) are continuous functions
of time and bounded by some constants ρv, ρa ≥ 0 as
‖ωd(t)‖ ≤ ρv and ‖ω˙d(t)‖ ≤ ρa.
Remark 2.1: Assumption 2.2 is also utilized in [15] and
implies that the actuators can always provide three independent
control torques irrespective of the possible actuator faults or
failures, and the discrepancy between E(t) and Eˆ(t) cannot
be arbitrarily large.
Lemma 2.1: [11] Let r = ωe +Λqe, Λ = Λ
T > 0. If there
exists an r¯ ≥ 0 and a finite T ≥ 0 such that ‖r(t)‖ ≤ r¯
for all t ≥ T , then lim supt→∞ ‖qe(t)‖ ≤ r¯/λmin(Λ) and
lim supt→∞ ‖ωe(t)‖ ≤ (λmax(Λ)/λmin(Λ) + 1)r¯
III. MAIN RESULTS
A. Control Law Design with Estimated States
By means of the estimated states Qˆ and ωˆ, the estimated
attitude and angular velocity tracking errors are computed as
Qˆe = Q
−1
d ⊗ Qˆ
ωˆe = ωˆ −R(Qˆe)ωd = ωˆ − ˆ¯ωd, ˆ¯ωd , R(Qˆe)ωd
Recalling Qe = Q
−1
d ⊗Q and Qˆ = Q⊗ Q˜
−1
, one can obtain
Qˆe = Qe ⊗ Q˜
−1
and thus
Qˆe = Qe +M(Q˜)Qe, qˆe = qe + E(Q˜)Qe (13)
where E(Q˜) =
[−q˜ (q˜0 − 1)I3 + q˜×] and
M(Q˜) =
[
q˜0 − 1 q˜T
−q˜ (q˜0 − 1)I3 + q˜×
]
Note that ωˆe can also be written as [13]
ωˆe = ωe + eω, eω = (I3 −RT (Q˜))ω¯d + ω˜ (14)
Additionally, the estimated sliding variable is computed by
sˆ = ωˆe + kqˆe = s+ es
es = ω˜ + (I3 −RT (Q˜))ω¯d + kE(Q˜)Qe (15)
Substituting (10) into (7) and simple algebraic manipula-
tions lead to
J s˙ = Ξ(J,ωe, ω¯d)s+
1
2k[q
×
e J + Jq
×
e ]s
+ψˆ − ψˆd + τˆ d + τ r +DE(t)τ u
(16)
where
ψˆd = ˆ¯ω
×
d Jˆ ˆ¯ωd + JˆR(Qˆe)ω˙d (17)
ψˆ = −1
2
k2qˆ×e Jˆ qˆe +
1
2
kG(Qˆe)Jˆ ωˆe − kΞ(Jˆ , 0, ˆ¯ωd)qˆe (18)
τ r = ψ − ψˆ + ψˆd −ψd + τ d − τˆ d (19)
4Evidently, the term ψˆ − ψˆd + τˆ d can be fully canceled by
feedback when actuators are healthy. The term τ r represents
the system uncertainties excluding actuator faults, and its
upper bound is computed in the following.
First, it can be computed that
ψ − ψˆ = − 12k2(E(Q˜)Qe)×Jˆqe − 12k2qˆ×e JˆE(Q˜)Qe
− 12k2q×e J˜qe − 12kG(Qˆe)Jˆeω − 12kG(Qe)J˜ωe
− 12kG(M(Q˜)Qe)Jˆωe + kΞ(J˜ , 0, ω¯d)qe
+kΞ(Jˆ , 0, ˆ¯ωd)E(Q˜)Qe + kΞ(Jˆ , 0, eωd)qe
(20)
where ˆ¯ωd = ω¯d + eωd and eωd = (R
T (Q˜) − I3)ω¯d are
utilized. As shown in [13], the inequality ‖I3 − RT (Q˜)‖ ≤
2‖q˜‖ holds. Note that MT (Q˜)M(Q˜) = 2(1 − q˜0)I4 and
ET (Q˜)E(Q˜) = 2(1 − q˜0)I3, which implies ‖M(Q˜)‖ =
‖E(Q˜)‖ = √2(1− q˜0). Denoting ρ0 , (2(1 −√1− ρ2q)) 12 ,
Assumption 2.1 can then be utilized to verify that
lim sup
t→∞
‖I3 −RT (Q˜(t))‖ ≤ 2ρq (21)
lim sup
t→∞
‖M(Q˜(t))‖ = lim sup
t→∞
‖E(Q˜(t))‖ ≤ ρ0 (22)
By means of Assumptions 2.2-2.5 and (20)-(22) and ap-
plying Cauchy-Schwartz inequality when appropriate, one can
show that
lim sup
t→∞
‖es(t)‖ ≤ ρs , ρω + 2ρqρv + kρ0 (23)
lim sup
t→∞
‖ψˆd(t)− ψd(t)‖ ≤ 4ρqρ2v‖Jˆ‖+ 2ρqρa‖Jˆ‖
+ρJρ
2
v + ρJρa
lim sup
t→∞
‖τ d(t)− τˆ d(t)‖ ≤ ρd
lim sup
t→∞
‖ψ(t)− ψˆ(t)‖ ≤ 12k(ρ0‖Jˆ‖+ ρJ)‖ωe‖
+ 12k
2ρJ‖qe‖2 + (k2ρ0‖Jˆ‖+ 3kρv(ρJ + 2ρq‖Jˆ‖))‖qe‖
1
2k
2ρ20‖Jˆ‖+ 12k(ρω + 2ρqρv)‖Jˆ‖+ 3kρvρ0‖Jˆ‖
where ωe and qe are viewed as fixed values when deriving
the above equations. Noting ωe = s − kqe, we can further
derive
lim sup
t→∞
‖τ r(t)‖ ≤ a3‖s‖+ a2‖qe‖2 + a1‖qe‖+ a0 (24)
where s and qe are viewed as fixed values when deriving (24),
and
a3 =
1
2
k(ρ0‖Jˆ‖+ ρJ), a2 = 1
2
k2ρJ (25)
a1 = k
2ρ0‖Jˆ‖+ ka3 + 3kρv(ρJ + 2ρq‖Jˆ‖) (26)
a0 =
1
2k
2ρ20‖Jˆ‖+ 12k(ρω + 2ρqρv)‖Jˆ‖
+3kρvρ0‖Jˆ‖+ 4ρqρ2v‖Jˆ‖+ 2ρqρa‖Jˆ‖
+ρJρ
2
v + ρJρa + ρd
(27)
An attitude tracking controller is designed as
τu = Eˆ
2(t)DT (DEˆ3(t)DT )−1u (28)
u = −Ksˆ+ us + ψˆd − ψˆ − τˆ d (29)
us =

 −
a1(‖qˆe‖+γ)+a0
‖sˆ‖ sˆ, ‖sˆ‖ ≥ ε
−a1(‖qˆe‖+γ)+a0ε sˆ, ‖sˆ‖ < ε
(30)
where K = KT ∈ R3×3 is a positive definite matrix and
γ > 0 is a constant to be properly selected. The torque allo-
cation algorithm given in (28) was first proposed in [15] and
shown to minimize the cost τTu Eˆ
−1(t)τ u with the constraint
DEˆ(t)τ u = u. It delivers the virtual control torque u to each
actuator in a manner that minimizes the use of faulty actuators.
us aims to compensate for the influence of τ r, and, together
with −Ksˆ, stabilizes the sliding variable toward zero. Clearly,
the control law is continuous at the switching surface sˆ = ε.
Given the magnitude of estimation errors associated with sˆ, it
is reasonable to select ε > ρs. The closed-loop stability under
the above control law is analyzed in the next section.
B. Stability Analysis
Theorem 3.1: Suppose that the spacecraft attitude and angu-
lar velocity estimates are generated by an observer satisfying
Assumption 2.1. Consider the attitude tracking system given
by (6), (7), and (28)-(30) with k > 0, λmin(K) > a3 +
ρE(k‖Jˆ‖/2+λmax(K)), γ > 0, and ε > ρs. Then, the system
tracking errors are ultimately bounded by
lim sup
t→∞
‖s(t)‖ ≤ s¯i ,
√
λr
λl
φ¯(q¯i−1, 0)
κ
(31)
lim sup
t→∞
‖qe(t)‖ ≤ q¯i, lim sup
t→∞
‖ωe(t)‖ ≤ 2s¯i (32)
where q¯i , k
−1s¯i, i ∈ Z+, q¯0 = 1, κ is a positive constant
given in (42), and φ¯(·, ·) is given in (43). Additionally, if 0 ≤
q¯1 < 1, both sequences {s¯i}i∈Z+ and {q¯i}i∈Z+ are strictly
decreasing and convergent.
Proof: Substituting (28) and (29) into (16) and recalling
H = DE˜(t)Eˆ2(t)DT (DEˆ3(t)DT )−1 leads to
J s˙ = Ξ(J,ωe, ω¯d)s+
1
2k[q
×
e J + Jq
×
e ]s
−Ksˆ+ us + τ r +Hu (33)
First, we need to show that there is no finite escape time
for the closed-loop system. Consider the following Lyapunov
function candidate
V =
1
2
sT Js (34)
Taking its time derivative along (33) yields
V˙ = sTJ s˙ = sT (−Ksˆ+ us + τ r +Hu) (35)
where sTΞ(J,ωe, ω¯d)s = 0 and s
T [q×e J + Jq
×
e ]s = 0 are
utilized in the above derivations.
5By analyzing the upper bounds of sˆ, us, τ r, andHu and in-
voking Assumptions 2.1-2.5, it is readily to conclude that there
exists finite constants η0, η1 > 0 such that V˙ ≤ η1‖s‖2/2+η0.
Noting
λl‖s‖2 ≤ 2V ≤ λr‖s‖2 (36)
it follows that V˙ ≤ η1V/λr + η0. Applying the comparison
principle [23] amounts to V (t) ≤ eη1/λl(V (0) + λlη0/η1).
Therefore, s(t) remains bounded in finite time. Note that
Qe(t) is trivially bounded. Invoking Lemma 2.1, it follows
that ωe(t) remains bounded as well. Hence, the closed-loop
system cannot escape in finite time. The remaining proof is
divided into two steps.
Step 1) Preliminary Lyapunov Analysis: Note that
−sTKsˆ = −sTKs− sTKes
≤ −λmin(K)‖s‖2 + λmax(K)‖es‖‖s‖ (37)
Additionally, if ‖sˆ‖ ≥ ε, we have −sT (s + es) = −‖s‖2 −
sTes ≤ −‖s‖(‖sˆ‖ − ‖es‖) + ‖s‖‖es‖ = −‖s‖‖sˆ‖ +
2‖s‖‖es‖. It then follows from (30) that
sTus = −a1(‖qˆe‖+γ)+a0‖sˆ‖ sT (s+ es)
≤ −[a1(‖qˆe‖+ γ) + a0]‖s‖
+2[a1(‖qˆe‖+ γ) + a0]‖es‖ˆ‖s‖ ‖s‖
≤ −[a1(‖qe‖+ γ − ‖E(Q˜)‖) + a0]‖s‖
+2ε−1[a1(‖qe‖+ γ + ‖E(Q˜)‖) + a0]‖es‖‖s‖
(38)
where ‖sˆ‖ ≥ ε, ‖qe‖ − ‖E(Q˜)‖‖Qe‖ ≤ ‖qˆe‖ ≤ ‖qe‖ +
‖E(Q˜)‖‖Qe‖, and ‖Qe‖ = 1 are utilized in the above
derivations. If ‖sˆ‖ < ε, (30) can be used to verify
sTus = −a1(‖qˆe‖+γ)+a0ε sT (s+ es)
≤ −a1(‖qˆe‖+γ)+a0ε ‖s‖2 +
a1(‖qˆe‖+γ)+a0
ε ‖es‖‖s‖
≤ ε−1[a1(‖qe‖+ γ + ‖E(Q˜)‖) + a0]‖es‖‖s‖
(39)
In addition, it can be shown that
lim sup
t→∞
‖H(t)u(t)‖ ≤ ρE(b3‖s‖+ b2‖qe‖2 + b1‖qe‖+ b0)
(40)
where s and qe are viewed as fixed values when deriving (40),
and
b3 =
1
2
k‖Jˆ‖+ λmax(K), b2 = 1
2
k2‖Jˆ‖
b1 = 2b2ρ0 +
1
2
k2‖Jˆ‖+ 3kρv‖Jˆ‖+ a1
b0 = b2ρ
2
0 +
1
2k(ρw + 2ρqρv)‖Jˆ‖+ 3kρvρ0‖Jˆ‖
+λmax(K)ρs + a1(ρ0 + γ) + a0 + (ρ
2
v + ρa)‖Jˆ‖+ ρˆd
We then have the following lemma.
Lemma 3.1: For arbitrarily small δ > 0, there exists tδ > 0
such that the following inequalities
‖E(Q˜)‖ ≤ ρ0 + δ, ‖es‖ ≤ ρs + δ
‖τ r‖ ≤ a3‖s‖+ a2‖qe‖2 + a1‖qe‖+ a0 + δ
‖Hu‖ ≤ ρEb3‖s‖+ ρEb2‖qe‖2 + ρEb1‖qe‖+ ρEb0 + δ
hold for all t ≥ tδ .
Employing these bounds given in Lemma 3.1 and combin-
ing (37)-(40), it can be obtained from (35) that
{
V˙ ≤ −κ‖s‖2 + φ1(‖qe‖, δ)‖s‖, ‖sˆ‖ ≥ ε
V˙ ≤ −κ‖s‖2 + φ2(‖qe‖, δ)‖s‖, ‖sˆ‖ < ε
(41)
holds for all t ≥ tδ , where κ, φ1(·, ·) and φ2(·, ·) are defined
as
κ = λmin(K)− a3 − ρEb3 (42)
φ1(x, y) = (a2 + ρEb2)x
2 + [2ε−1a1(ρs + y) + ρEb1]x
+2ε−1(ρs + y)[a1(γ + ρ0 + y) + a0] + ρEb0
+(2 + λmax(K) + a1)y − (a1γ − a1ρ0 − λmax(K)ρs)
φ2(x, y) = (a2 + ρEb2)x
2 + [ε−1a1(ρs + y) + a1 + ρEb1]x
+ε−1(ρs + y)[a1(γ + ρ0 + y) + a0]
+a0 + ρEb0 + λmax(K)(ρs + y) + 2y
for x, y ∈ R. Denote by
φ¯(‖qe‖, δ) = max{φ1(‖qe‖, δ), φ2(‖qe‖, δ)} (43)
It then follows from (36), (41) and (43) that
V˙ ≤ −‖s‖(κ‖s‖ − φ¯(‖qe‖, δ))
≤ −‖s‖(κ√2V/λr − φ¯(‖qe‖, δ)) t ≥ tδ (44)
Step 2) Sequential Lyapunov Analysis: Next, an inductive
argument is conducted by successively applying (44). Note that
‖qe‖ ≤ q¯0 = 1 trivially holds. Since φi(‖qe‖, δ), i = 1, 2, are
both strictly increasing functions of ‖qe‖, φ¯(‖qe‖, δ) is also
a strictly increasing function of ‖qe‖. Hence, φ¯(‖qe‖, δ) ≤
φ¯(q¯0, δ). Noting κ > 0, (44) implies that V˙ < 0 whenever√
2V >
√
λrφ¯(q¯0, δ))/κ, and thus
lim sup
t→∞
‖s(t)‖ ≤ lim sup
t→∞
√
2V (t)
λl
≤
√
λr
λl
φ¯(q¯0, δ)
κ
Letting δ → 0 yields
lim sup
t→∞
‖s(t)‖ ≤ s¯1 ,
√
λr
λl
φ¯(q¯0, 0)
κ
Invoking Lemma 2.1 and the assumption that 0 ≤ q¯1 < 1,
it follows that lim supt→∞ ‖qe(t)‖ ≤ k−1s¯1 = q¯1 < q¯0 and
lim supt→∞ ‖ωe(t)‖ ≤ 2s¯1.
Next, assume that 0 ≤ q¯i < q¯i−1 and (31) and (32) hold
for i ≥ 1. We intend to show that they also hold for i + 1.
From lim supt→∞ ‖qe(t)‖ ≤ q¯i, one can deduce that there
exists t∗ ≥ tδ such that ‖qe(t)‖ ≤ q¯i+ δ and φ¯(‖qe(t)‖, δ) ≤
φ¯(q¯i + δ, δ) hold for t ≥ t∗. It then follows from (44) that
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t→∞
‖s(t)‖ ≤
√
λr
λl
φ¯(q¯i + δ, δ)
κ
which, by letting δ → 0 , gives rise to
lim sup
t→∞
‖s(t)‖ ≤ s¯i+1 ,
√
λr
λl
φ¯(q¯i, 0)
κ
By means of Lemma 2.1, we have lim supt→∞ ‖qe(t)‖ ≤
k−1s¯i+1 = q¯i+1 and lim supt→∞ ‖ωe(t)‖ ≤ 2s¯i+1. Since
0 ≤ q¯i < q¯i−1 and φ¯(·, 0) is a strictly increasing function, it
follows that 0 ≤ s¯i+1 < s¯i and 0 ≤ q¯i+1 < q¯i. This completes
the inductive arguments and the results in Theorem 3.1 are now
fully proven.
As shown by Theorem 3.1, the proposed controller can
not only accommodate uncertain inertias, disturbance torques,
state estimation errors, and actuator faults all together but
hold a separation principle with a series of stable stand-alone
observers. It admits computable, successively tighter predicted
bounds on the ultimate tracking errors. These attractive proper-
ties together, according to the best of the author’s knowledge,
have never been achieved by existing attitude control laws. In
contrast, the fault-tolerant attitude controllers derived in [5],
[15]–[17] and references therein assumed that the system states
for control were precise, and there lacks a rigorous theory to
address their stability when combined with observers/filters
and their robustness against state estimation errors. In addition,
the estimated bounds in [5], [15], [16] are not practically
computable or give too conservative predictions because they
rely on precise system parameters, state-dependent variables,
or even undetermined parameters.
C. Algorithms for Performance Bound Prediction
Evidently, {q¯i}i∈Z+ and {2s¯i}i∈Z+ provide successively
tighter upper bounds on the ultimate attitude and angu-
lar velocity tracking errors. Since both sequences are con-
vergent, we can denote q¯∞ = limi→∞ q¯i and s¯∞ =
limi→∞ s¯i, and then have lim supt→∞ ‖qe(t)‖ ≤ q¯∞ and
lim supt→∞ ‖ωe(t)‖ ≤ 2s¯∞. Additionally, ‖sˆ‖ ≤ ‖s‖+ ‖es‖
implies lim supt→∞ ‖sˆ(t)‖ ≤ s¯∞ + ρs.
Since we have chosen ε > ρs, it is possible that s¯∞+ρs < ε.
If s¯∞+ρs < ε, there exists tε ≥ tδ such that ‖sˆ(t)‖ < ε for all
t ≥ tε and the closed-loop trajectory will enter the prespecified
boundary layer. Consequently, an additional Lyapunov analysis
can be conducted by taking the negative term −ε−1(a1(‖qˆe‖+
γ)+a0)‖s‖2, as appeared in (39) but omitted in the preceding
analysis, into account so as to obtain much tighter performance
bound prediction. One can derive from (39) and (41) that
V˙ ≤ −(κ+ ε−1(a1(‖qˆe‖+ γ) + a0))‖s‖2
+φ2(‖qe‖, δ)‖s‖
≤ −‖s‖(κ′‖s‖ − φ2(‖qe‖, δ))
≤ −‖s‖(κ′√2V/λr − φ2(‖qe‖, δ))
(45)
holds for t ≥ tε, where κ′ = κ+ε−1(a1γ+a0). Equation (45)
can be utilized to perform sequential Lyapunov analysis sim-
ilarly to Step 2) in the proof of Theorem 3.1. This yields
another two nonnegative sequences {q¯′i}i∈Z+ and {s¯′i}i∈Z+ :
q¯′i = k
−1s¯′i, s¯
′
i =
√
λr
λl
φ2(q¯
′
i−1, 0)
κ′
, q¯′0 = q¯∞
which enables to obtain
lim sup
t→∞
‖s(t)‖ ≤ s¯′i
lim sup
t→∞
‖qe(t)‖ ≤ q¯′i, lim sup
t→∞
‖ωe(t)‖ ≤ 2s¯′i
Generally, q¯∞ > 0 when system uncertainties are nonzero.
One can then derive q¯′1 < q¯
′
0 = q¯∞ because q¯
′
1 = k
−1s¯′1,
q¯∞ = k
−1s¯∞, κ
′ > κ and
s¯′1 =
√
λr
λl
φ2(q¯
′
0, 0)
κ′
<
√
λr
λl
φ¯(q¯∞, 0)
κ
= s¯∞
Hence, the sequences {q¯′i}i∈Z+ and {s¯′i}i∈Z+ are both
strictly decreasing and convergent, and provide tighter pre-
diction on the ultimate performance bounds than {q¯i}i∈Z+
and {2s¯i}i∈Z+ . Letting q¯′∞ = limi→∞ q¯′i and s¯′∞ =
limi→∞ s¯
′
i, we have lim supt→∞ ‖qe(t)‖ ≤ q¯′∞ and
lim supt→∞ ‖ωe(t)‖ ≤ 2s¯′∞.
Summarizing the above analysis, we can derive an algorithm
for predicting ultimate bounds on the attitude and angular
velocity tracking errors.
Algorithm 3.1: Set q¯0 = 1 and i = 1, and select a small
η > 0.
loop 1
Compute s¯i and q¯i.
If |q¯i − q¯i−1| > η, let i = i + 1 and continue loop 1;
otherwise, output q¯∞ = q¯i and s¯∞ = s¯i, and stop loop 1.
end loop 1
If s¯∞ + ρs < ε, reset i = 1 and q¯
′
0 = q¯∞, and do loop 2.
loop 2
Compute s¯′i and q¯
′
i.
If |q¯′i − q¯′i−1| > η, let i = i + 1 and continue loop 2;
otherwise, output q¯′∞ = q¯
′
i and s¯
′
∞ = s¯
′
i, and stop loop 2.
end loop 2
Remark 3.1: Note that observer-based adaptive controllers
and PD controllers for robust attitude tracking were derived in
[12] and [13] but both of them did not consider the influence
of actuator faults. Additionally, the performance prediction
algorithm derived in [12] needs not only the bounds on the
attitude and angular velocity estimation errors but also the
bounds on their rates, which are very difficult to obtain in
practice. In contrast, the proposed performance prediction
algorithm only requires the former and, in this sense, is much
simpler to use.
IV. NUMERICAL EXAMPLES
Next, the proposed method is demonstrated via numerical
simulations. Consider a microsatellite with an inertia matrix
of
J =

 8 0.15 −0.270.15 6.75 −0.1
−0.27 −0.1 6.25

 kg ·m2
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Fig. 3: Predicted ultimate bounds on ‖s‖
Fig. 4: Attitude and angular velocity tracking errors: fault-free case
8Fig. 5: Command torque fed to actuators: fault-free case
Fig. 6: Attitude and angular velocity tracking errors: faulty case
The desired attitude trajectory is driven by ωd(t) =
[2 cos(ω0t), 2 sin(ω0t), sin(ω0t)]
T × 10−3 rad/s with ω0 =
1 × 10−3 rad/s and Qd(0) = 1. The disturbance
torque acting on the satellite is given by τ d =
2.5[sin(ω0t),− cos(ω0t), cos(ω0t)]T × 10−6 Nm. The es-
timated inertia and disturbance torque used for control
are Jˆ = diag{8, 7, 6} kg ·m2 and τˆ d = 0 Nm, re-
spectively. Assume that the spacecraft carries four pairs
of thrusters, whose torque distribution matrix is D =
[1, 0, 0, 1/
√
3; 0, 1, 0, 1/
√
3; 0, 0, 1, 1/
√
3]. The maximum out-
put torque for each pair of thrusters is 0.02 Nm.
Note that the attitude quaternion Q can also be written by
means of the eigenaxis n (‖n‖ = 1) and principal rotation
angle θ as Q = [cos(θ/2),nT sin(θ/2)]T . According to the
Euler’s rotation theorem, the principal rotation angle θ is no
more than 180 deg. The attitude and angular velocity measure-
ments are generated byQm = Q⊗Q˜
−1
m and ωm = ω+b+ηu,
where Q˜m = [cos(θ˜m), e˜
T
m sin(θ˜m/2)]
T denotes the attitude
measurement error, and θ˜m follows the normal distribution
N (0, (0.01 deg)2I3) and e˜m is uniformly distributed on the
two-dimensional unit sphere S2; b is the gyro bias that satisfies
b˙ = ηv and b(0) = [−5, 15,−10]T deg/h; and ηu and ηv
are white Gaussian noise processes subject to the distributions
N (0, (3× 10−6 rad/s)2I3) and N (0, (10−7rad/s3/2)2I3), re-
spectively. Qm and ωm are fed to the global exponential
observer derived in [6] (with Qˆ(0) = Qm(0), bˆ(0) = 0
rad/s and the observer gain ko = 1) to provide Qˆ and
ωˆ = ωm− bˆ. The control parameters are selected as k = 0.2,
K = 0.7I3, ε = 0.01, and γ = 0.01. Monte Carlo simulations
are performed first for the fault-free case, i.e., Eˆ = E =
I4, and then for the case with actuator faults satisfying
e1(t) = 1 − 0.1| sin t|, e2(t) = 0.7 − 0.1 cos t, e3(t) = 0,
e4(t) = 0.5 − 0.1 sin t, eˆ1(t) = eˆ2(t) = 1, eˆ3 = 0 and
eˆ4(t) = 0.7. Both cases are simulated for 100 instances with
9Fig. 7: Command torque fed to actuators: faulty case
ω(0) generated from a uniform distribution over [−0.02, 0.02]
rad/s and Q(0) = [cos(θ(0)/2),nT (0) sin(θ(0)/2)]T , where
θ(0) is subject to a uniform distribution over [0, pi] rad and
n(0) is uniformly distributed on S2.
Figure 2 plots the quaternion and angular velocity estima-
tion errors during steady state for 100 simulation instances.
Simple statistical analysis shows that lim supt→∞ ‖q˜‖ ≤
2.15 × 10−5 and lim supt→∞ ‖ω˜‖ ≤ 1.56 × 10−5 rad/s.
Hence, we choose ρq = 2.15× 10−5 and ρw = 1.56× 10−5.
Other parameters for performance bound prediction are set to
ρJ = 0.5, λr = 8.5, λl = 6, ρv = 0.0022, ρa = 2.2 × 10−6,
ρd = ρˆd = 3 × 10−6, a1 = 0.011, a0 = 1.93 × 10−5, and
ρE = 0.08. Algorithm 3.1 can then be utilized to compute
the ultimate bounds on tracking errors recursively. Figure 3
shows the predicted bounds on ‖s‖ at each iteration for the
fault-free case and faulty case, which converge to the limits of
s¯′∞ = 6.67× 10−5 and s¯′∞ = 1.53× 10−4, respectively. The
pink and blue dots represent the computed results by loops
1 and 2, respectively. For the fault-free case, Algorithm 3.1
keeps at loop 1 from the 1st iteration to the 8th iteration,
and switches to the computation of loop 2 since the 9th
iteration. The prediction converges to the specified threshold in
10 iterative computations. For the faulty case, the algorithm
keeps at loop 1 from the 1st iteration to the 13th iteration,
and switches to the computation of loop 2 since the 14th
iteration. The prediction converges to the specified threshold in
17 iterative computations. For both cases, the predicted bounds
become successively tighter and the prediction accuracy is im-
proved dramatically (about three orders) compared to the first
iteration, which verifies the effectiveness of Algorithm 3.1. In
addition, Algorithm 3.1 significantly improves the prediction
accuracy for the first few iterations. The improvements become
minor for the last few iterations.
The blue curves in Fig. 4 are the principal rotation angle of
the attitude tracking error, θe (≤ 180 deg [18]), and the norm
of the angular velocity tracking error, ‖ωe‖, for the 100 fault-
free simulation instances. The predicted bounds are 0.0382
deg for θe and 0.0076 deg/s for ‖ωe‖ while the true steady-
state errors are 0.027 deg for θe and 4.2 × 10−4 deg/s for
‖ωe‖. The predicted bounds well envelope the true steady-
state track errors but still have some conservativeness. This is
due to the fact that we utilized the worst of all uncertainties
for performance prediction. Figure 5 plots the corresponding
command torques computed by (28)-(30) and fed to actuators
for the 100 simulated instances. It can be seen that the
saturation limit is reached by many simulated instances at the
beginning phase and left as tracking errors converge to the
ultimate bounds.
Figure 6 presents the simulation results for the faulty case.
The given fault profile implies that the third pair of thruster
completely fails while the remaining three pairs suffer from
fading output torques. In spite of this, the proposed controller
exhibits significant fault-tolerance and stabilizes the tracking
errors to |θe| ≤ 0.032 deg and ‖ωe‖ ≤ 1.8 × 10−3 deg/s.
The actuator faults, however, induce more aggressive transient
oscillations and longer convergence time compared to the
fault-free case. In addition, the predicted ultimate bounds for
θe and ‖ωe‖ are 0.0088 deg and 0.0227 deg/s, respectively,
which become a bit more conservative than the fault-free case
because the faults increase the system uncertainties. Figure 7
plots the corresponding command torques in the faulty case,
which show more aggressive responses compared to the fault-
free case due to the influence of actuator faults.
The performance of the proposed method is further com-
pared with the adaptive fault-tolerant controller derived in [15]
for initial conditions Qe = [0.7874, 0.2,−0.5,−0.3]T and
ωe = [0.02, 0.01,−0.025]T rad/s and considering the above
actuator faults profile. In order for a fair comparison, the
control parameters of the two methods are tuned such that the
convergence time for the attitude tracking error is about 150
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TABLE I: Performance comparison for different methods
controller true residual error predicted bounds
‖q
e
‖ ‖ωe‖, deg/s ‖qe‖ ‖ωe‖, deg/s
proposed 2.47× 10−4 0.0018 7.67× 10−4 0.018
Ref. [15] 1.92× 10−4 0.0014 1.52 27.24
seconds. The resultant control gains for the proposed method
remain the same as given before. The parameters used by [15]
are k = 0.09, k1 = k2 = kv = 0.1, σ = α1 = α2 = 0.01,
∆max = 0.08, cˆ = 0.01, and cw = 0.0022. The results
are compared in Table I and both methods show significant
robustness. The method in [15] attains slightly higher steady-
state accuracy because its adaptive mechanism for uncertainty
compensation. Note that the estimated performance bounds
given in Theorem 1 of [15] require the true values of the inertia
matrix and initial attitude and angular velocity tracking errors.
Although these quantities are unknown for realistic applica-
tions, they are still assumed to be available so as to compute
the bounds given in [15]. Despite using the aforementioned
true quantities, the obtained performance prediction according
to Theorem 1 of [15] is still quite poor. The predicted ultimate
bounds are 1.52 for ‖qe‖, which is actually unreasonable
because the unit norm constraint of attitude quaternion already
means ‖qe‖ ≤ 1, and 27.24 deg/s for ‖ωe‖, which deviates
substantially from the true residual error ‖ωe‖ ≤ 0.0014 deg/s.
In contrast, the proposed method achieves both satisfactory
tracking control and far better performance prediction. In
particular, the predicted bounds by the proposed algorithm are
over 1× 104 times better than those obtained by [15].
V. CONCLUSION
This paper presented a continuous sliding mode attitude
controller that enjoys a separation principle with any stand-
alone observer ensuring uniformly ultimately bounded estima-
tion errors. Moreover, the controller can reject perturbations
due to uncertain inertias, disturbance torques, state estimation
errors, and actuator faults, and stabilize the tracking error into
a small neighborhood of zero. Sequential Lyapunov analysis
techniques enables to derive an algorithm for computing
successively tighter upper bounds on the ultimate state tracking
errors. Our results not only provide a robust observer-based
attitude tracking law but can also be utilized to assist in gain
selection with guaranteed steady-state performance bounds
without extensive Monte Carlo simulations.
APPENDIX A: PROOF OF (7)-(9)
The derivations for (7)-(9) are given in the following. First,
note that Jω˙e = [(J(ωe + ω¯d))
× − ω¯×d J − Jω¯×d ]ωe −
ω¯×d Jω¯d − JR(Qe)ω˙d + τ c + τ d according to [3], [20].
Applying the notations defined in (8) and (9), we have
J s˙ = Jω˙e + kJ q˙e
= Ξ(J,ωe, ω¯d)ωe +
1
2kJG(Qe)ωe −ψd + τ c + τ d
Noting ωe = s− kqe, we can derive
Ξ(J,ωe, ω¯d)ωe +
1
2kJG(Qe)ωe
= Ξ(J,ωe, ω¯d)s− kΞ(J,ωe, ω¯d)qe + 12kJG(Qe)ωe
In addition, it follows that
−kΞ(J,ωe, ω¯d)qe + 12kJG(Qe)ωe
= −kΞ(J, 0, ω¯d)qe − k(Jωe)×qe + 12kJG(Qe)ωe
and
−k(Jωe)×qe + 12kJG(Qe)ωe
= kq×e Jωe +
1
2kJG(Qe)ωe
= 12kq
×
e Jωe +
1
2kq
×
e Jωe +
1
2kJq
×
e ωe +
1
2kqe0Jωe
= 12kq
×
e J(s− kqe) + 12kJq×e (s− kqe) + 12kG(Qe)Jωe
= 12k[q
×
e J + Jq
×
e ]s− 12k2q×e Jqe + 12kG(Qe)Jωe
Summarizing the above derivations, the expression of J s˙ is
given by
J s˙ = Ξ(J,ωe, ω¯d)s+
1
2k[q
×
e J + Jq
×
e ]s
− 12k2q×e Jqe + 12kG(Qe)Jωe − kΞ(J, 0, ω¯d)qe−ψd + τ c + τ d
Recalling ψ defined in (9), one can then obtain (7).
APPENDIX B: PROOF OF LEMMA 3.1
Given arbitrarily small δi > 0, i = 1, 2, 3, 4, (22)-(24) and
(40) imply that there exist ti ≥ 0, i = 1, 2, 3, 4, such that the
following inequalities hold
‖E(Q˜)‖ ≤ ρ0 + δ1, for t ≥ t1
‖es‖ ≤ ρs + δ2, for t ≥ t2
‖τ r‖ ≤ a3‖s‖+ a2‖qe‖2 + a1‖qe‖+ a0 + δ3, for t ≥ t3
‖Hu‖ ≤ ρEb3‖s‖+ ρEb2‖qe‖2 + ρEb1‖qe‖+ ρEb0 + δ4,
for t ≥ t4
Letting δ = max{δi}i=1,2,3,4 and tδ = max{ti}i=1,2,3,4, the
result in 3.1 then follows.
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