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Preface
It is known that there is a simple and beautiful relation between continued
fractions and geodesics in the hyperbolic upper half-plane H. An amazing and very
geometrical explanation goes as follows. Consider the triangle in H with vertices
at 0, 1 and ∞ (this is a triple covering of the classical modular surface SL(2,Z)\H)
and the tiling of H generated by it via the integral translations and the inversion,
z 7→ z ± n, z 7→ −1
z
.
Consider now a segment of geodesic (that is, a portion of a circumference)
starting from a point iy in the vertical half-line outgoing from zero and arriving at
x ∈ (0, 1) on the real axis. The geodesic hits a sequence (possibly finite) of triangles
of the tiling, and we code it with the rule given by the figure.
In more precise terms, if the geodesic crosses the triangle leaving only one
vertex to the left, we write down L; if it crosses the triangle leaving only one vertex
to the right, we write R. We end up with a sequence of L and R of the type
Rn1 , Ln2 , Rn3 , . . . ,
where we grouped together the maximum number of contiguous symbols corre-
sponding to the same letter. Then, it turns out that the natural numbers [nj ] form
the continued fraction expansion of x:
x = J0, n1, n2, n3, . . .K = 1
n1 +
1
n2+
1
n3+···
.
Another nice representation of the geodesic flow on H derives from the follow-
ing considerations. The unit tangent bundle of H is nothing but PSL(2,R): this
iii
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identification is obtained via Mobius transformations. For instance, a vertical unit
vector at the point et · i is given by the matrix(
et/2 0
0 e−t/2
)
.
This means that the map
t 7→
(
et/2 0
0 e−t/2
)
parametrizes the vertical geodesic of speed 1 starting from i. This simple case
allows to show that the geodesic flow is given by right multiplication of the diagonal
subgroup {
Et =
(
et/2 0
0 e−t/2
)
: t ∈ R
}
;
i.e.
Gt : PSL(2,R)→ PSL(2,R), Gt(M) 7→M · Et.
Furthermore, any element of PSL(2,R) is obviously seen as a torus of area 1;
then the flow acts dilating the torus along the horizontal direction and shrinking it
along the vertical one, preserving the area.
It is more interesting to consider the action of this flow on the space of equivalence
classes of tori, that is, the quotient map
Gt : SL(2,Z)\SL(2,R)→ SL(2,Z)\SL(2,R), Gt(M) 7→M · Et.
This leads to a simple example of a general procedure, called renormalization dy-
namics, that we now describe. Assume we are given a flow F t on a space X that
descends to a flow on a quotient space G\X, where G is a group. Let D be a
fundamental domain for the action of G on X and choose x ∈ D: its image x˜ under
the flow may eventually get out of D but it can be always brought back to D by an
element of A(x) ∈ G, i.e.
f(x) ≡ A(x) · x˜ ∈ D.
The main hope is that the sequence
A(x), A(f(x)), . . . , A(fn(x)), . . .
gives non-trivial information on the nature of the point x, on the dynamical prop-
erties of the flow, and so on. This procedure has the great advantage to discretize
the time; still, one should exclude orbits that remain inside D forever. Typically
this is not at all a crude restriction.
To implement this method in the case of the geodesic flow on SL(2,Z)\H, we
neglect tori whose lattices have either horizontal or vertical vectors; they correspond
to geodesics that go to infinity and so they are not of interest. A fundamental
domain X in SL(2,R) for the action of SL(2,Z) is given by tori that are realized as
a suspension over a rotation; precisely(
a b
c d
)
∈ X
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if and only if either a > 1 > c > 0, d > −b > 0 or c > 1 > a > 0, −b > d > 0.
The dynamics induced on R by the renormalization map is very much equivalent
to the Gauss map x 7→ {1/x} (the basic step of the continued fraction algorithm).
In fact, starting from (x, 1) with x ∈ (0, 1), the flow acts giving (1, 1/x) and then,
by renormalization, we get (1, {1/x}). Iterating, we obtain
(x, 1) 7→
(
1,
{
1
x
})
7→
({
1{
1
x
}
}
, 1
)
7→ · · · .
At this point, we are naturally tempted to extend all these phenomenona. There
are, at least, two possibilities, namely
• consider SL(n,Z) and SL(n,R), with n > 2;
• observing that tori are compact Riemann surfaces of genus 1, consider the
case of genus g.
We shall choose the second option. As in the case of genus 1, up to a negligible
set, every surface of genus g is realized as a suspension over an interval map of
special type, called interval exchange transformation. See the figure.
Each of these surfaces is called a translation surfaces, since it is realized as planar
polygon in the complex plane (with an even number of sides pairwise identified),
and the flat metric on C descends to a flat metric on each surface (outside a finite
set of singularities).
An interval exchange transformation (IET) is a map that breaks an interval into
a finite number d of subintervals and then rearranges them in a different order. For
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instance, if d = 2 then there are essentially two cases: the first is the trivial case (the
identity map); the second is ”morally” a rotation. For this reason we sometimes say
that interval exchange transformations are a generalization of rotations. Interval
exchange transformations are very easy to define (as we have just seen), but, in
spite of their simplicity they present a quite rich dynamics. This richness comes
from the combinatorics of the IET (that is, how it permutes the subintevals) and
also from the relationship between the lengths of the subintervals.
We can extend verbatim (in reality, up to a factor 2) the geodesic flow to a flow
on the space of translation surfaces: the horizontal lengths are dilated of a factor
et, while the vertical directions are contracted, by the same factor.
The renormalization map also admits a generalization, the so-called (invertible)
Rauzy-Veech renormalization map. Roughly speaking, the Rauzy-Veech renormal-
ization map acts cutting the triangle given by the two rightmost edges of the surface,
and then pasting it back on the surface using the identifications between the edges.
Actually, there are two possibilities for pasting, as the figure explains.
In the case of genus g, this map corresponds to the Farey map, which is nothing
but a slow version of the continued fraction algorithm. The Gauss map corresponds
to the Zorich renormalization map Z, which is just obtained by grouping a finite
number of Rauzy-Veech renormalizations of the same ”type”.
From an ergodic theoretic point of view, the analogy between the simple case
g = 1 and the general case g > 1 is also preserved. Indeed, it is well-known that
the Gauss probability
µG(E) =
1
log 2
∫
E
1
1 + x
dx,
which is equivalent to the Lebesgue measure on (0, 1), is invariant under the Gauss
map. Analogously, there exists a probability, the Zorich measure µZ , on the space
of IETs that is ergodic and invariant under Z. Moreover, µZ is equivalent to the
Lebesgue measure and it is the unique probability with these properties.
The action of the Zorich renormalization map is the projectivization of a linear
isomorphism and this allows us to define a linear cocycle over Z, called the Zorich
cocycle, FZ . One checks that FZ satisfies the hypothesis of the multiplicative
ergodic theorem, and so it possesses a well-defined Lyapunov spectrum,
(0.1) θ1 > θ2 > · · · > θ2g−1 > θ2g.
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To understand the meaning of the Lyapunov exponents θj , we look at the genus 1
case: we have that θ2 = −θ1 and
θ1 =
pi2
12 log 2
= lim
n→∞
1
n
log qn,
where qn is the denominator of the n
th convergent to the continued fraction of a
typical x ∈ R.
It was conjectured by M. Kontsevich and A. Zorich (1995) that the inequalities
are in (0.1) are strict, that is,
θ1 > θ2 > · · · > θ2g−1 > θ2g.
This conjecture is true and it was proved by A. Avila and M. Viana in 2005.
Structure of the thesis. In the first chapter we shall study the geodesic
flow on the modular surface and its links with continued fractions. In the second
and third chapter, we introduce interval exchange transformations and translation
surfaces, extending the definitions given in the first chapter (defining Rauzy-Veech
and Zorich renormalization operators). Then, we will deal with ergodicity, proving
that the Zorich renormalization admits and invariant ergodic probability. In the
fifth and sixth chapters, we will define the Zorich cocycle and show that it has a
well-defined Lyapunov spectrum. Some elementary properties of this spectrum are
also derived. Finally, in the last chapters we state and prove a sufficient criterion
for the simplicity of the spectrum and check that it applies to the Zorich cocycle.
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Barbara, Celina and Ma´ıra. Finally, I thank my family and my friends, especially
Alberto and Nicola.
CHAPTER 1
Geodesic flow on the hyperbolic plane
This chapter has an introductory character and serves as a model and mo-
tivation for the following chapters. It mainly deals with continued fractions and
geodesics in the hyperbolic half-plane. These objects are reciprocally connected,
and we explain in full detail the links between them.
First of all, it turns out that the geodesic flow on the unit tangent bundle
of the hyperbolic upper half-plane H can be represented as the action (by right
multiplication) of the diagonal subgroup{(
et/2 0
0 e−t/2
)
: t ∈ R
}
on PSL(2,R). Any element of PSL(2,R) represents a torus of area 1 and so
S = PSL(2,Z)\PSL(2,R)
is the space of lattices of unitary area. We shall study the flow induced on it
by the geodesic flow on H. Choosing a particular fundamental domain in H for
M1 = PSL(2,Z)\H, we will show that the geodesic flow on S is conjugated to the
Gauss map, that constitutes the basic step of the continued fraction algorithm.
1. Continued fractions
A finite continued fraction Ja0, . . . , aN K is an expression of the following form:
Ja0, . . . , aN K = a0 + 1
a1 +
1
a2+
1
...+ 1
aN
,
provided that the quotient makes sense. More precisely, Ja0, . . . , aN K can be defined
recursively as follows: set Ja0K = a0 and, for n 6 N ,
Ja0, . . . , anK = a0 + 1Ja1, . . . , anK .
From now on we assume that
a0 ∈ Z and aj ∈ N\ {0} , for j > 1.
This implies that Ja0, . . . , aN K is well-defined and rational. It is easy to find p, q
coprimes such that Ja0, . . . , aN K = p/q.
Proposition 1.1. Let Ja0, . . . , aN K. Set p−1 = 1, q−1 = 0, p0 = a0, q0 = 1
and, for 1 6 j < N ,
pj+1 = aj+1pj + pj−1;
qj+1 = aj+1qj + qj−1.
Then
(1.1) Ja0, . . . , ajK = pj
qj
1
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and
(1.2) pjqj−1 − pj−1qj = (−1)j−1.
Observe that (1.2) implies that pj and qj are always coprime. The fraction
pn
qn
is called the nth convergent to the continued fraction.
Observation 1.2. Clearly, qn > 2qn−2. It follows that qn > 2
(n−1)/2.
Proof of Proposition 1.1. It is a standard induction, using the obvious
fact:
Ja0, . . . , ak, ak+1K =
s
a0, . . . , ak +
1
ak+1
{
, for all 0 6 k 6 N − 1.
The second equality is also a straightforward induction. 
Consider the following map, called the Gauss map:
G : [0, 1)→ [0, 1), G(x) =
{
0 if x = 0{
1
x
}
otherwise.
Let also T (x) = [1/x], for x 6= 0.
The continued fraction algorithm is defined as follows: given x ∈ (0, 1), set
x1 = G(x) and a1 = T (x). We have
x =
1
a1 + x1
;
if x1 = 0 the algorithm stops giving the result x = J0, a1K, otherwise we let x2 =
G(x1) = G
2(x) and a2 = T (x1) = T (G(x)). Hence,
x =
1
a1 +
1
a2+x2
.
As before, if x2 = 0, the algorithm is finished and the result is x = J0, a1, a2K;
otherwise we continue defining x3 = G
3(x) and a3 = T (G
2(x)).
The general procedure is clear: we define xk = G
k(x) and ak = T (G
k−1(x)),
provided that Gk−1(x) 6= 0. If Gk−1(x) = 0, then the algorithm stops and
x = J0, a1, . . . , ak−1K .
If we want to start with x ∈ R instead of x ∈ (0, 1), then it suffices to take a0 = [x]
and apply the algorithm to {x}. The only change is that, at each step, we obtainJa0, a1, . . . , ak−1K instead of J0, a1, . . . , ak−1K.
It is natural to ask for which x the algorithm stops and whether it gives a
unique expansion of x in continued fraction.
Proposition 1.3. The algorithm stops if and only if x ∈ Q. Moreover, each
rational number has exactly two continued fraction expansions, one of the formJa0, . . . , akK with ak > 1 and the other one with Ja0, . . . , ak − 1, 1K.
Proof. It suffices to prove the claims for x ∈ Q ∩ (0, 1). Let x = d1/d0, with
0 < d1 < d0. If G(x) > 0, then
G(x) =
{
d0
d1
}
=
d2
d1
,
with 0 < d2 < d1 since G(x) ∈ (0, 1). If Gk−1(x) 6= 0, the argument can be
repreated, yielding a sequence
d0 > d1 > · · · > dk > 0.
This implies that some iterate of x under G is zero, and the continued fraction
algorithm gives a finite continued fraction for x. Viceversa, if x = Ja0, . . . , aN K,
then it is obviously rational.
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Clearly, Ja0, . . . , aN K = Ja0, . . . , aN − 1, 1K when aN > 1. Assume that
x = Ja0, . . . , aN K = Jb0, . . . , bM K ,
with aN > 1 and bM > 1. We are left to prove that M = N and that aj = bj for
all 0 6 j 6 N . First of all, [x] = a0 = b0. Then
G(x) = Ja1, . . . , aN K = Jb1, . . . , bM K .
Repeating the procedure, we end up with
aN = JaN K = JbN , . . . , bM K
and this is absurd, unless N =M and aN = bN . 
The next lemma suggests there is some number theoretical connection between
continued fractions and the Lie group SL(2,Z).
Lemma 1.4. If A =
(
a b
c d
)
∈ SL(2,Z) with c > d > 0, then there ex-
ists a continued fraction Ja0, . . . , aN K such that a/c = Ja0, . . . , aN K and b/d =Ja0, . . . , aN−1K.
Proof. We can write a/c = Ja0, . . . , aN K with N odd. Let pj/qj be the
convergents to this continued fractions as in Proposition 1.1. Since c > 0 and
(a, c) = 1 (A ∈ SL(2,Z)) we obtain that pN = a and qN = c. Recall that
(−1)(N−1) = pNqN−1 − qNpN−1 = ad− bc = dpN − bqN or
pN (d− qN−1) = qN (b− pN−1).
As (pN−1, qN−1) = 1, qN |(d− qN−1). On the other hand, |qN−1−d| < qN (because
qN > qN−1 > 0 and qN = c > d > 0 by hypothesis) and this implies that qN−1 = d.
Consequently, pN−1 = b. 
Observe that(
1 a1
0 1
)
·
(
1 0
a0 1
)
=
(
a0a1 + 1 a1
a0 1
)
=
(
p1 q1
p0 q0
)
and (
1 0
a2 1
)
·
(
1 a1
0 1
)
·
(
1 0
a0 1
)
=
(
p1 q1
p2 q2
)
.
By induction, one proves that
(1.3)
(
1 an
0 1
)
· · ·
(
1 0
a0 1
)
=
(
pn qn
pn−1 qn−1
)
if n is odd, and
(1.4)
(
1 an
0 1
)
· · ·
(
1 0
a0 1
)
=
(
pn−1 qn−1
pn qn
)
if n is even.
The group PSL(2,Z) is the quotient of SL(2,Z) by {I,−I}.
Corollary 1.5. Let
L =
(
1 0
1 1
)
and U =
(
1 1
0 1
)
.
Then, PSL(2,Z) is generated by L and U .
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Proof. Preliminarly observe that
S =
(
0 −1
1 0
)
= U−1 · L · U−1,
and so S is generated by U,L.
Let A =
(
a b
c d
)
∈ SL(2,Z). We want to prove that A is generated by
L,U . If c = 0, then either a = d = 1 or a = d = −1: in either case A = ±Un.
Analogously, if b = 0, we have A = ±Ln. So, we may assume that b · c 6= 0. Up to
changing A with −A we may assume that c > 0. We have that
A ·
(
1 −p
0 1
)
=
(
a b− pa
c d− pc
)
,
so we may assume that 0 6 d < c. If d = 0, then c = 1 and b = −1, that is
A =
(
a −1
1 0
)
. Since
Ua · S =
(
1 a
0 1
)
·
(
0 −1
1 0
)
=
(
a −1
1 0
)
= A,
we are done in this case. Finally, if 0 < d < c, we are in the case of Lemma 1.4:
then we may assume that
A =
(
pN qN
pN−1 qN−1
)
and either Equation (1.3) or Equation (1.4) yields the conclusion (after transpos-
ing). 
We are more interested in infinite continued fractions, defined by
Ja0, . . . , an, . . .K = lim
n→∞
Ja0, . . . , anK ,
provided that the limit exists.
Indeed,
Proposition 1.6. Given any a0 ∈ Z and any sequence (an)n>1 ⊂ N\ {0},
the finite continued fractions Ja0, a1, . . . , anK do converge to a limit x ∈ R that
we denote Ja0, . . . , an, . . .K. Viceversa, the continued fraction algorithm applied to
x /∈ Q gives an infinite continued fraction (indeed the unique continued fraction)
whose value is x.
Proof. We know that the algorithm stops if and only if x ∈ Q. So, suppose
x /∈ Q ∩ (0, 1): the continued fraction algorithm gives that, for every n ∈ N,
x = Ja0, . . . , an +Gn(x)K .
An induction similar to that of Proposition 1.1 shows that
x =
pn +G
n(x)pn−1
qn +Gn(x)qn−1
.
Together with Equation (1.2), this yields
(1.5) x− pn
qn
=
(−1)nGn(x)
qn(qn +Gn(x)qn−1)
;
consequently, the odd convergents fall to the right of x, while the even to the left
of x. Since the recursive relation defining qn shows that qn → ∞ as n → ∞, we
immediately obtain that the convergents go to x; in other words,
Ja0, . . . , anK = pn
qn
→ x.
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We have proved that the continued fraction algorithm applied to x /∈ Q gives an
infinite continued fraction whose value is x.
Now, we want to prove that, given any sequence of positive natural numbers
(a1, a2, . . .), the finite continued fractions J0, a1, . . . , anK converge to a limit. Indeed,
we have that
pn
qn
− pn−1
qn−1
=
(−1)n+1
qn−1qn
and so
J0, a1, . . . , aN K = N∑
n=1
(
pn
qn
− pn−1
qn−1
)
=
N∑
n=1
(−1)n+1
qnqn+1
.
Since qn →∞, we have that
J0, a1, . . . , an, . . .K = ∞∑
n=1
(−1)n+1
qnqn+1
<∞.
The uniqueness is now obvious, since the expansion Ja0, a1, . . . , an, . . .K is ob-
tained applying the continued fraction algorithm to x = Ja0, a1, . . . , an, . . .K. 
Observation 1.7. By Equation (1.5), we immediately deduce that
(1.6)
1
qn(qn + qn+1)
<
∣∣∣∣x− pnqn
∣∣∣∣ < 1qnqn+1 .
2. Gauss measure
The Gauss measure is defined by
µG(E) =
1
log 2
∫
E
1
1 + x
dx
for any measurable set E ⊂ [0, 1].
Proposition 1.8. The Gauss transformation G preserves the Gauss measure
µG.
Proof. It suffices to prove the statement for the intervals of the form (0, t).
We have that
G−1 ((0, t)) =
∞⋃
k=1
(
1
k + t
,
1
k
)
.
Then, ∫ t
0
1
1 + x
dx =
∞∑
k=1
∫ t/k
t/(k+1)
1
1 + x
dx =
∞∑
k=1
∫ 1/k
1/(k+t)
1
1 + x
dx,
where the second equality is a straightforward calculation, and we are done. 
Consider the family of sets
∆(a1, . . . , an) =
{
x ∈ [0, 1]\Q : T (Gk−1(x)) = ak, for 1 6 k 6 n
}
and the corresponding family of functions
ψa1,...,an : (0, 1)→ (0, 1), t 7→ J0, a1, . . . , an, tK .
Clearly, neglecting the set of rational numbers, ∆(a1, . . . , an) = ψa1,...,an ((0, 1)),
and by a standard induction,
(1.7) ψa1,...,an(t) =
pn + tpn−1
qn + tqn−1
.
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Differentiating and using (1.2) we get that ψa1,...,an is increasing if n is even and
decreasing if n is odd. Consequently,
∆(a1, . . . , an) =


(
pn
qn
, pn+pn−1qn+qn−1
)
if n is even;(
pn+pn−1
qn+qn−1
, pnqn
)
if n is odd.
Its Lebesgue measure is
(1.8) Leb(∆(a1, . . . , an)) =
1
qn(qn + qn−1)
.
Theorem 1.9. The Gauss measure is an ergodic probability for the Gauss map.
Proof. We fix a1, . . . , an once and for all; to simplify the notation, let
∆(a1, . . . , an) = ∆n and ψn = ψa1,...,an .
Suppose also that n is even, so that ψn is increasing. Trivially, if x ∈ ∆n, then
x = ψn(G
n(x)) (in fact ψn is an inverse branch of G
n). This implies that
s < Gn(x) < t ⇐⇒ ψn(s) < x < ψn(t).
and so (by (1.7))
Leb(∆n ∩ T−n({s, t})) = ψn(t)− ψn(s) = t− s
(qn + sqn−1)(qn + tqn−1)
.
Then (Equation (1.8))
Leb(∆n ∩ T−n({(} s, t))) = Leb(∆n) Leb((s, t)) qn(qn + qn−1)
(qn + sqn−1)(qn + tqn−1)
.
If follows that
(1.9)
1
2
Leb(∆n) Leb((s, t)) 6 Leb(∆n ∩G−n(s, t)) 6 2Leb(∆n) Leb((s, t)).
Similar arguments yield (1.9) for n odd. This implies ergodicity. 
3. Le´vy constant
Proposition 1.10. For almost every x ∈ R, the sequence (qn)n∈N is such that
lim
n→∞
log qn
n
=
pi2
12 log 2
.
Proof. We may neglect the zero measure set of rationals. Given
x = Ja0, . . . , an, . . .K ,
denote by pj(x) and qj(x) the convergents to x; by definition we have that qj(G(x)) =
pj(x). Thus, the product
n∏
k=1
pn−k+1(G
k−1(x))
qn−k+1(Gk−1(x))
is equal to 1/qn(x); taking the logarithm, we have
(1.10) − log qn(x) =
n∑
k=1
log
pn−k+1(G
k−1(x))
qn−k+1(Gk−1(x))
.
By Observation 1.2, and Equation (1.6), we have (for n > 1)∣∣∣∣ xpn(x)/qn(x) − 1
∣∣∣∣ 6 1qn+1(x) 6 2−n/2.
The elementary inequality
| log(1 + s)| 6 4|s| if |s| 6 1√
2
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gives also ∣∣∣∣log x− log pn(x)qn(x)
∣∣∣∣ 6 4 · 2−n/2.
In conclusion, by (1.10)∣∣∣∣∣
n∑
k=1
logGk−1(x)− log 1
qn(x)
∣∣∣∣∣ 6
n∑
k=1
∣∣∣∣logGk−1(x)− log pn−k+1(Gk−1(x))qn−k+1(Gk−1(x))
∣∣∣∣
and so ∣∣∣∣∣
n∑
k=1
logGk−1(x)− log 1
qn(x)
∣∣∣∣∣ 6
n∑
k=1
4 · 2−n/2 <∞.
By the ergodic theorem, we have
1
n
n∑
k=1
logGk−1(x)→
∫
log dµG =
1
log 2
∫ 1
0
log x
1 + x
dx
and so
lim
n→∞
1
n
log qn(x) = − 1
log 2
∫ 1
0
log x
1 + x
dx =
1
log 2
∫ 1
0
log(1 + x)
x
dx
=
1
log 2
∞∑
k=0
(−1)k
(k + 1)2
=
pi2
12 log 2
.
This concludes the proof. 
4. The hyperbolic plane
As usual, we denote a complex number z as z = x+ iy, with x and y real. The
hyperbolic plane is the Riemann surface
H = {x+ iy ∈ C : y > 0},
endowed with the natural complex structure inherited by C and with the Riemann-
ian metric
dx2 + dy2
y2
.
Denote by 〈·, ·〉 and ‖ · ‖ the euclidean scalar product and the euclidean norm.
The definition means that the hyperbolic scalar product of two vectors v, w ∈ TzH
equals to 〈v, w〉H = 〈v, w〉/y2: in particular
‖v‖H = ‖v‖|y| ,
It follows that measures of angles coincide in the two metrics.
We shall denote by TH and T (1)H the tangent and unit tangent bundles of H,
respectively. Thus,
TH =
⋃
z∈H
{z} × C and T (1)H =
⋃
z∈H, α∈[0,2pi)
{z} × {yeiα}.
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4.1. Mobius transformations. By definition, a Mobius transformation is a
map T : CP1 → CP1 such that
z 7→ az + b
cz + d
, for a, b, c, d ∈ C.
As one might trivially check, the set of Mobius transformations with complex co-
efficients is a group, called Mob(C). We shall represent them as square matrices:
given T ∈ Mob(C), let
AT =
(
a b
c d
)
.
First observe that, detAT = 0 if and only if T is constant on CP1. Therefore, we
shall consider only non-constant transformations, i.e., those T such that detAT 6= 0:
they are all invertible. This is because the map T 7→ AT estabilishes a group homo-
morphism between GL(2,C) and Mob(C). The kernel of this map is the subgroup
of {λI2 : λ ∈ C∗}, thus Mob(C) ∼= PGL(2,C) = PSL(2,C). Recall that PSL(2,C)
is the group of matrix with unit determinant, with the antipodal identification
A ≈ −A.
In the same way, we can prove that Mob(R) ∼= PSL(2,R). Moreover,
Proposition 1.11. The group of automorphisms of H (i.e. the biholomor-
phisms φ : H → H) coincides with the group of orientation-preserving isometries
of H with respect to the hyperbolic metric. Moreover, this group is the group of
non-constant Mobius transformations with real coefficients:
Aut(H) = Iso+(H) ∼= PSL(2,R).
Proposition 1.12. The group PSL(2,R) of isometries of H is generated by
horizontal traslations and inversion through the origin, i.e. by
Tx =
(
1 x
0 1
)
and S =
(
0 −1
1 0
)
.
Using the identification Mob(R) = PSL(2,R), we can obtain a matrix repre-
sentation for H and its unit tangent bundle T (1)H.
Let PSL(2,R) act on H in the obvious way:(
a b
c d
)
· z = az + b
cz + d
.
We may lift this action to a natural action of PSL(2,R) on T (1)H: the relevant
observation is that a Mobius transformation g acts on TH through its differential:
g · (z, v) = (g(z), g′(z)v). Moreover, by Proposition 1.11, lengths of vectors are
preserved so that the action descends to T (1)H. In matrix notation,(
a b
c d
)
· (z, v) =
(
az + b
cz + d
,
1
(cz + d)2
v
)
.
Proposition 1.13. The action of PSL(2,R) on T (1)H is transitive.
Proof. It suffices to check that, for every (z, v) ∈ T (1)H, there exists A ∈
SL(2,R) such that A · (i, i) = (z, v). Observe that
Rθ · (i, i) =
(
cos θ − sin θ
sin θ cos θ
)
· (i, i) = (i, epi/2+2iθ)
and
Nx,y · (i, w) =
( √
y x/
√
y
0 1/
√
y
)
· (i, w) = (x+ iy, y · w)
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for every θ, x, y ∈ R, (y > 0), w ∈ C. In other words, every Rθ rotates the fiber
over i, and every Nx+iy just ”translates” the fiber over i to the one over z = x+ iy.
So, if z = x+ iy and v = epi/2+2iθ, A = Nx,y ·Rθ is as required. 
One trivially checks that the stabilizer at (i, i) is {I,−I}, thus
T (1)H ∼= PSL(2,R).
The action on H is therefore also transitive; the stabilizer at i is PSO(2,R), the
subgroup of rotations. Consequently,
H ∼= PSL(2,R)/PSO(2,R) = SL(2,R)/SO(2,R).
In the sequel, we shall denote as M(z,v) the unique matrix (up to a sign) that
sends (i, i) to (z, v).
5. Geodesics
Consider the curve γ(t) = eti, t ∈ R. We claim that it is a geodesic for the
hyperbolic metric. In fact, γ′(t) = eti and so, for every t,
‖γ′(t)‖H = ‖γ
′(t)‖
Im (γ(t))
= 1.
Moreover, if the geodesic starting from the point i with vertically upward unitary
speed were not contained in {z : Re z = 0} then (by applying the isometry x+iy 7→
−x + iy) there would exist two geodesics with the same initial data, and this is a
contradiction.
From γ we may obtain every geodesic in H: in fact, due to Propositions 1.11
and 1.13, there exists an isometry M (namely, Mz,v) that sends (i, i) to (z, v), so
that t 7→M · γ(t) is exactly the geodesic with initial data (z, v).
Corollary 1.14. The images of the geodesics of H are vertical lines or semi-
circles centered on the real line.
Proof. By Proposition 1.12, it suffices to check that Tx and S preserves the
set of vertical lines and semicircles centered on the real axis. This is obvious for Tx
and easy for S. 
Definition 1.15. The geodesic flow G = {Gt}t∈R is the flow on T (1)H defined
by Gt((z, v)) = g(z,v)(t), where g(z,v) is the unique geodesic at (z, v).
Noting that
γ(t) = eti =
(
et/2 0
0 e−t/2
)
,
(and using Proposition 1.11) we obtain:
Gt((z, v)) =M(z,v)γ(t) =M(z,v) ·
(
et/2 0
0 e−t/2
)
.
In conclusion, the geodesic flow on PSL(2,R) may be represented as the right action
of T t =
(
et/2 0
0 e−t/2
)
.
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6. Modular surface
The geodesic flow just described admits another interpretation, which is indeed
very important for us because it can be generalized (as we shall do in the following
two chapters).
A matrix A =
(
a b
c d
)
∈ SL(2,R) may be considered as a torus
TA = R2/ (Zv1 ⊕ Zv2)
(or as a lattice Zv1 ⊕ Zv2) just defining v1 = (a, b)T and v2 = (c, d)T (changing
everything by a minus sign does not cause any problem). This torus has unit area,
of course (i.e., the lattice has covolume one). The geodesic flow
Gt
((
a b
c d
))
=
(
et/2a e−t/2b
et/2c e−t/2d
)
acts dilating the torus along the horizontal direction and shrinking it along the
vertical one, preserving the area.
A lattice L = Zv1⊕Zv2 has not a unique representation in terms of v1 and v2:
in fact, any matrix B ∈ GL(2,Z) with detB = ±1 maps L onto L. If we specify
also an orientation (e.g. v1 ∧ v2 = 1), then the group of linear maps preserving the
lattice is simply SL(2,Z).
It is therefore natural to study the space SL(2,Z)\SL(2,R), considered as the
unit tangent bundle
SL(2,Z)\SL(2,R) ∼= PSL(2,Z)\PSL(2,R) = PSL(2,Z)\T (1)H
of PSL(2, Z)\H.
Definition 1.16. The group Mod1 = PSL(2,Z) is called modular group and
M1 = PSL(2, Z)\H modular surface.
Let D ⊂ H the set D = {z : |z| > 1} ∩ {z : |Re(z)| 6 1/2}. It is well-known
that D is a fundamental domain for the action of Mod1 on H. To be precise, let
T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
.
The following propositions hold.
Proposition 1.17. For every z ∈ H there exists A ∈ Mod1 such that A(z) ∈ D.
Two points z, z′ ∈ D belong to the same orbit if and only if |z| = 1 and z′ = −1/z
or Re(z) = ±1/2 and z′ = z ∓ 1.
Proposition 1.18. The stabilizer Stab(z) = {A ∈ Mod1 : A(z) = z} of a
point z ∈ D is trivial except for three cases:
(1) Stab(i) = {id, S}
(2) Stab(e2pii/3) =
{
id, ST, (ST )2
}
(3) Stab(epii/3) =
{
id, TS, (TS)2
}
.
Since the left quotient on H by PSL(2,Z) commutes with the right multiplica-
tion by (
et/2 0
0 e−t/2
)
,
the geodesic flow on T (1)H descends to a flow - also called geodesic - on T (1)M1.
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7. Fundamental domain
We would like to find a fundamental domain in H for the action of the geodesic
flow onM1. This amounts to specify some ”canonical” coordinates for every torus.
Our choice will be somewhat different from the usual ones. Any given torus is the
quotient of C by some lattice L = Zv1⊕Zv2 with v1∧v2 = 1. Let v1 = A+iB, v2 =
Ci+D.
First, we treat tori that lead to trivial geodesics in M1. Suppose the lattice L
contains a vertical vector (0, d); then the associated geodesic is a curve of the form
t 7→
(
a · et/2 b · e−t/2
0 d · e−t/2
)
≈ b
d
+ iet
a
d
.
Thus, the geodesic is a vertical halfline and its dynamics in M1 is trivial.
If L contains a horizontal vector, say (c, 0), the situation is analogous, for in
this case
t 7→
(
a · et/2 b · e−t/2
c · et/2 0
)
≈ a
c
− ie−t b
c
.
Then, in the sequel, we shall restrict ourselves to lattices that do not contain
vertical or horizontal vectors. Tori whose lattice contains either a horizontal or a
vertical vector will be called degenerate.
Choose a vector w2 = (x, y) ∈ R2 ≈ C of the lattice L = Zv1 ⊕ Zv2 such that
|y| = min {|y′| : (x′, y′) ∈ L and 0 6 |x| < 1)} .
Notice that this set is non-empty: indeed, if Am+Cn = 0 for some m,n ∈ N, then
it contains (0, y); otherwise Am + Cn is arbitrarily small as m and n vary, and
we are done as well. Suppose that y > 0. By definition w2 = γv1 + δv2, for some
γ, δ ∈ Z. It follows that (γ, δ) = 1, for otherwise y would not be the minimum.
Then, there exists (α′, β′) ∈ Z2 such that α′δ−β′γ = 1: this pair is not unique
at all, but every other solution belongs to the set R = {(α′ + pγ, β′ + pδ) : p ∈ Z}.
Choose (α, β) in this set such that αv1 + βv2 = (u,w) satisfies
u = min {u′ > 1 : (u′, v′) = α′v1 + β′v2 with (α′, β′) ∈ R} ,
and then take w1 = αv1 + βv2. If in this construction y < 0, just choose α, β
satisfying αδ − βγ = −1 and reverse the order of w1 and w2.
To represent the torus, for the moment we use the matrix whose rows are the
coordinates of w1 and w2. We summarize the result of the procedure just described.
Proposition 1.19. Any non-degenerate torus of area 1 can be represented as
M =
(
a b
c d
)
, where M belongs to either Ω0 or Ω1, where
Ω0 =
{(
a b
c d
)
∈ SL(2,R) : 0 < c < 1 6 a, 0 < −b < d
}
;
Ω1 =
{(
a b
c d
)
∈ SL(2,R) : 0 < a < 1 6 c, 0 < d < −b
}
.
At this point we restrict ourselves to matrices
(
a b
c d
)
∈ Ω˜ = Ω0 ∪ Ω1 such
that a/c, b/d /∈ Q: this ensures that the operations we are going to carry out in the
next sections are always well defined. This restriction is not so strict, since we are
neglecting a set of zero Lebesgue measure.
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8. Representation of the geodesic flow
The geodesic flow on M1 can be written locally as right multiplication by T t
of a matrix A belonging to Ω = Ω0 ∪ Ω1. Eventually A · T t gets out of Ω, but it
can be brought back to Ω by applying an element of Mod1. So, we should study
more deeply the identifications between borders of Ωi (i = 0, 1).
Consider
Σ0 = Ω0 ∩ {a = 1} and Λ0 = Ω0 ∩ {c = 1} ;
Σ1 = Ω1 ∩ {c = 1} and Λ1 = Ω1 ∩ {a = 1} .
The sets Λ1 and Σ0 are naturally identified: take
(
1 b
c d
)
∈ Λ1 and observe
that (
1 0
−[c] 1
)(
1 b
c d
)
=
(
1 b
{c} d− [c]b
)
;
hence, we are left to check that the matrix of the right-hand side belongs to Ω0:
indeed, 0 6 {c} < 1 and d− [c]b > −b, clearly (as [c] > 1). Let φ0 : Λ1 → Σ0 be
the map such that
φ0 :
(
1 b
c d
)
7→
(
1 b
{c} d− [c]b
)
.
There is a similar identification between Λ0 and Σ1, namely(
1 −[a]
0 1
)(
a b
1 d
)
=
( {a} b− [a]d
1 d
)
.
Let φ1 : Λ0 → Σ1 be defined by
φ1 :
(
a b
1 d
)
7→
( {a} b− [a]d
1 d
)
.
Proposition 1.20. The first return map of the geodesic flow on Σ˜ = Σ0 ∪ Σ1
is conjugated to the map
G : Σ˜→ Σ˜, G(x, y, ε) =
({
1
x
}
, x2y + (−1)εx, 1− ε
)
.
Proof. Notice that Σ0 is parametrized by (c, b) with (c, b, 0) ∈ P0:
P0 =
{
(x, y, 0) : x ∈ [0, 1], y ∈
[
− 1
1 + c
, 0
]}
.
Analogously, Σ1 is parametrized by (a, d), with (a, b, 1) ∈ P1:
P1 =
{
(x, y, 1) : x ∈ [0, 1], y ∈
[
0,
1
1 + a
]}
.
Define Φ : P0 ∪ P1 → Σ˜ by
Φ(x, y, 0) =
(
1 y
x xy + 1
)
and Φ(x, y, 1) =
(
x xy − 1
1 y
)
.
Given
(
1 b
c d
)
∈ Σ0, let the flow act for a time tR = −2 log c, to get into Λ0.
At this point, use the identification between Λ0 and Σ1 explained in the previous
paragraph:
Z = φ1 ◦ T tR :
(
1 b
c d
)
7→
(
1/c bc
1 cd
)
7→
( {1/c} bc− [1/c] cd
1 cd
)
.
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If
(
a b
1 d
)
∈ Σ1 we have tR = −2 log a and
Z = φ0 ◦ T tR :
(
a b
1 d
)
7→
(
1 ab
1/a ad
)
7→
(
1 ab
{1/a} ad− [1/a]ab
)
.
In any case,
Φ−1 ◦ Z ◦ Φ = G,
since d = bc+ 1 (if a = 1), and b = ad− 1 (if c = 1). 
More precisely, every M ∈ Ω0 ∪Ω1 can be written uniquely as T t(x, y, ε), with
(x, y, ε) ∈ P0 ∪ P1 and 0 6 t 6 −2 log x.
CHAPTER 2
Interval exchange transformations
In this and in the following chapter we introduce the notions of interval ex-
change transformation and translation surface. Motivations for these new defi-
nitions come from the first chapter: we studied tori realized as suspensions over
rotations, where the holomorphic one-form dz specified the horizontal and vertical
directions.
A natural generalization of this object is thus a pair (X,ω) (a translation
surface), where X is a Riemann surface of genus g and ω is a holomorphic one-form
defined on it. Moreover, we shall require X to be realized as a suspension over
an interval map of particular type (that generalizes the case of rotations). In the
first section we define these more complicate ”rotations”, called interval exchange
transformations (IET). The action of an IET is as follows: it breaks the interval
of definition into a finite number of subintervals and rearranges them in another
order. It is clear that an IET is thus specified by the lengths of the subintervals
and by the order of them before and after rearranging.
It turns out there are some natural operators in the space of IETs, called
Rauzy-Veech and Zorich induction maps (Rˆ and Zˆ) that ”generalize” the Euclidean
algorithm (respectively, the slow algorithm and the normal one). Given an IET
T : I → I, Rˆ is simply the first return map of T on a convenient subinterval and Zˆ
is its acceleration: Zˆ(T ) = Rˆn(T ), for some n depending on T . The three IETs T ,
Rˆ(T ) and Zˆ(T ) have the same number of subintervals. We will study in detail the
dynamics of these operators.
In the second part of the chapter, we will focus on combinatorial properties of
IETs. There are some operators, called reduction and extension, connecting interval
exchange transformations with a different number of subintervals. To properly
study these operators, we will also introduce some special classes of permutations
and spend some time explaining the mutual relations among them.
1. Definitions
Roughly speaking, an interval exchange transformation (IET) is a map T : I →
I defined on a bounded interval I, say I = [0, λ∗), which breaks I into subintervals
Ij = [aj , bj), 1 6 j 6 d and rearranges them in a different order.
For the formal definition, we will adopt this point of view: we give an invariable
name to every subinterval and specify its place before and after rearranging by a
pair of permutations. More precisely, any IET T is determined by (pi, λ):
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• λ = (λα)α∈A ∈ RA+, where A is a finite set (called the alphabet),
• pi = (pi0, pi1), pi0, pi1 : A → {1, . . . , d} permutations, where d = |A|;
then I = [0, λ∗) with λ∗ =
∑
α∈A λα, and I is the union of the d intervals of length
λα in the order specified by pi0, while T (I) is the union of the same intervals in the
order specified by pi1. Hence, T (x) = x + δα on Iα, where the translation vector
(δα)α∈A is given by
δα =
∑
pi1(β)<pi1(α)
λβ −
∑
pi0(β)<pi0(α)
λβ .
Wemay write δ = Ω(λ), where Ω is the linear operator whose coefficients (Ωα,β)α,β∈A
(in the canonical basis of RA) are given by the formula
Ωα,β =


1 if pi0(α) > pi1(α) and pi0(β) < pi1(β)
−1 if pi0(α) < pi1(α) and pi0(β) > pi1(β)
0 otherwise.
Sometimes we write Ωpi instead of Ω, to specify that Ωpi is determined by the pair
of permutation pi = (pi0, pi1).
In the sequel we will use |λ| to indicate the sum ∑α∈A λα.
1.1. Symplectic form. Observe that Ωpi is skew-symmetric. It is well-known
that a skew-symmetric operator L : Rd → Rd is not always an isomorphism: its
eigenvalues are complex numbers with zero real part. In particular, if d is odd,
dimkerL > 1. We can define an alternate bilinear form ωˆpi : RA ×RA → R setting
ωˆpi (v, w) = −〈v,Ωpi(w)〉.
If Ωpi is not an isomorphism, this form is degenerate: ωˆpi(·, w) ≡ 0 if w ∈ kerΩpi.
However, to make it non-degenerate (and hence symplectic, by definition) we can
restrict the domain to Hpi = Ωpi(RA):
ωpi (Ωpi(v),Ωpi(w)) = −〈v,Ωpi(w)〉.
This works because kerL =
(
L
(
Rd
))⊥
, for any skew-symmetric L. As pointed out
before, dimHpi is an even number: we will write dimHpi = 2g(pi) or sometimes
dimHpi = 2g.
1.2. Irreducible permutations. In what follows we shall restrict our atten-
tion to irreducible pairs of permutations: pi = (pi0, pi1) is called irreducible if
pi1 ◦ pi−10 ({1, . . . , k}) = {1, . . . , k} implies k = d.
If pi is reducible, then T = (pi, λ) splits into two IETs (defined on disjoint invariant
subintervals of I) with simpler combinatorics: this is the reason for considering
only irreducible permutations. Given an alphabet A, SA will denote the set of
irreducible pairs of permutations of the given alphabet, while SA denotes the full
set of pairs.
2. Rauzy-Veech and Zorich maps
Let T : I → I be an IET with data (pi, λ). Assume that I = [0, 1). We want to
describe a procedure to associate to T another IET defined on a smaller interval.
This is the analogous of the ”slow Euclid’s algorithm” in the case of two intervals:
(λ, λ′) 7→ (min {λ, λ′} ,max {λ, λ′} −min {λ, λ′}).
Let α(0) = pi−10 (d) be the name of the rightmost subinterval of I, and α(1) =
pi−11 (d) the name of the rightmost subinterval of T (I). Consider the set ∆1 = SA×{
λ ∈ RA+ : λα(0) 6= λα(1)
}
. Thus, for data in ∆1, λα(0)−λα(1) 6= 0: if λα(0) > λα(1)
we say that T is of type 0 (or top type), if λα(0) < λα(1), T is of type 1 (or bottom
type). If T is of type ε ∈ {0, 1}, we call α(ε) the winner and α(1− ε) the loser: in
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either case, the winner is the symbol that corresponds to the larger interval. Then,
Rˆ : ∆1 → SA × RA+, called the Rauzy-Veech induction map, acts as follows. The
image Rˆ ((pi, λ)) = (pi′, λ′) satisfies (ε is the type of (pi, λ))
• λ′α(ε) = λα(ε) − λα(1−ε) and λ′β = λβ if β 6= α(ε);
• piε = pi′ε and
pi′1−ε(β) =


pi1−ε(β) ifpi1−ε(β) < pi1−ε(α(ε));
pi1−ε(β) + 1 ifpi1−ε(α(ε)) 6 pi1−ε(β) < d;
pi1−ε(α(ε)) ifpi1−ε(β) = d.
Checking that pi′ is an irreducible pair is a trivial matter. So Rˆ preserves the
irreducibility.
We may write λ′ = V λ, where V = I−Eα(ε),α(1−ε). Here I is the identity d×d
matrix and Ei,j is the elementary matrix whose entries are zero, except for eij = 1.
Note that V −1 = I + Eα(ε),α(1−ε).
Let us compare the translation vectors δ and δ′ of (pi, λ) and (pi′, λ′). Easily,
we get
δ′α(1−ε) = δα(ε) + δα(1−ε) and δ
′
β = δβ otherwise.
Thus, δ′ = Θδ where Θ = Θpi,λ = I+Eα(1−ε),α(ε). Observe that V = Θ
−1∗, and we
prefer to work with Θ rather than V since the former has nonnegative coefficients.
Notice also that Θpi,λ depends just on pi and λ/|λ|.
Lemma 2.1. If Rˆ(pi, λ) = (pi′, λ′), then Θpi,λΩpi = Ωpi′Vpi,λ and Θpi,λΩpiΘ
∗
pi,λ =
Ωpi′ .
Proof. By definition, V (λ) = λ′, Θpi(λ) = δ, Θpi,λ(δ) = δ
′, Ωpi′(λ
′) = δ′ and
V −1 = Θ∗. 
We would like to iterate the Rauzy map Rˆ infinitely many times: let ∆n denote
the set where Rˆn is defined. Thus we are interested in the intersection ∆∞ =⋂
n∈N ∆n: no iterate of (pi, λ) ∈ ∆∞ is such that λε = λ1−ε. Clearly, if the λα’s
are rationally indipendent, then (pi, λ) ∈ ∆∞: it follows that ∆∞ is a set of full
Lebesgue measure in RA+.
Observe that if Rˆn(pi, λ) = (pin, λn), then
λn = Θ−n∗pi,λ (λ),
where
(2.1) Θ−n∗pi,λ = Θ
−(n−1)∗
pin−1,λn−1 · · ·Θ−1∗pi,λ .
.
Let us introduce now the Zorich induction map. In the case of two intervals, it
corresponds to the usual Euclid’s algorithm:
(λ, λ′) 7→
(
l, w −
[w
l
]
l
)
,
where w = max {λ, λ′}, l = min {λ, λ′} and [ · ] denotes the integer part.
For (pi, λ) ∈ ∆∞, set (pin, λn) = Rˆn(pi, λ). Then Zˆ ((pi, λ)) = Rˆn(pi,λ) ((pi, λ)), where
n = n(pi, λ) is the minimum n ∈ N such that type(pi, λ) 6= type(pin, λn) (obviously,
such a number always exists).
The Rauzy-Veech and Zorich renormalization maps are the projectivizations of
the corresponding induction maps. More precisely, suppose the initial interval has
length one, i.e. |λ| ≡∑α∈A λα = 1. Then, (pi′, λ′) = Rˆ(pi, λ) is such that
|λ′| = |λ| − λα(1−ε) = 1− λα(1−ε),
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since we have subtracted from |λ| the length of the loser. We define the Rauzy-Veech
renormalization map R as
R(pi, λ) =
(
pi′,
λ′
1− λα(1−ε)
)
,
so that the new IET is defined again on a unit length interval.
The Zorich renormalization map is defined similarly:
Z(pi, λ) = Rn(pi,λ)(pi, λ),
where as before n(pi, λ) is the minimum n such that type(Rn(pi, λ)) = 1−type(pi, λ).
3. Dynamics of the induction map
In this section we prove a few elementary facts about induction maps. Let
(pin, λn) = Rn(pi, λ). The first trivial observation is that the type εn does change
infinitely many times. Let wn and ln be the symbols corresponding to the winner
and the loser of (pin, λn), respectively: wn = α(ε
n) and ln = α(1 − εn). The next
proposition shows that the dynamics of R is quite rich.
Proposition 2.2. Both sequences (wn)n∈N and (ln)n∈N assume each β ∈ A
infinitely many times.
Proof. If we prove the claim for wn, then the claim for ln follows, because
every winner becomes a loser after a finite number of iterations. Let B 6= A be the
set of symbols β that appear only finitely many times in (wn)n∈N: replacing (pi, λ)
with (piN , λN ) we may suppose that they do not appear at all. Since they never
win, their length does not change: λnβ = λβ , for every n > 1.
We claim that each β ∈ B appears only finitely many times in (ln)n∈N. If not,
take γ ∈ B such that γ = ln for infinitely many n: there exists a symbol α such
that (α, γ) = (wn, ln) for infinitely many n ∈ N: the fact that λγ is constant implies
that λnα would become eventually negative. This justifies our claim.
So, up to replacing (pi, λ) with some iterate, we suppose that no β ∈ B occurs
in (ln)n∈N: for any β ∈ B and ε ∈ {0, 1}, there does not exist any n ∈ N such that
pinε (β) = d.
Fix β ∈ B and let mβε = maxn∈N {pinε (β)} < d. When β reaches its maximum
position mβε , then it cannot decrease (because, to decrease, it should first become
a loser): this shows that the sequence pinε (β) is eventually constant. Then, up to
replacing (pi, λ) with (piN , λN ) (where N > maxβ∈Bmaxεm
β
ε ), we may assume that
the two sequences (pin0 (β))n∈N and (pi
n
1 (β))n∈N are constant.
To conclude, we will prove that this contradicts irreducibility. Indeed, take
α ∈ A\B, β ∈ B and suppose piε(α) < piε(β): this implies that α will be always to
the left of β. Since α /∈ B, it will be a winner of pin (wn = α(εn) = α) for some
n > 1 and εn = 1− ε, clearly: this contradicts the fact that piε(β) is constant, since
pin =
( · · · · · α
· α · β · ·
)
7→ pin+1 =
( · · · · · α
· α · · β ·
)
.
As this holds for every α /∈ B and β ∈ B, we obtain that piε(α) > piε(β). This
contradicts irreducibility. 
As a corollary, we prove that the matrices Θ∗n become ”complicate”, as n is
large.
Corollary 2.3. For each m ∈ N, there exists n ∈ N such that all the entries
of the matrix Θ∗npim,λm are positive.
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Proof. To simplify the notation, let Θ∗(α, β,m, n) be the (α, β) entry of the
matrix Θ∗npim,λm . Recall the definition of Θ
∗
pi,λ: Θ
∗(α, β,m, 1) = 1 if either (α, β) =
(wm, lm) or α = β and Θ∗(α, β,m, 1) = 0 otherwise.
Next, observe that, in general (use (2.1)),
(2.2) Θ∗(α, β,m, k + l) =
∑
γ
Θ∗(α, γ,m, k)Θ∗(γ, β,m+ k, l)
and so
Θ∗(α, β,m, n+ 1) =
∑
γ
Θ∗(α, γ,m, n)Θ∗(γ, β,m+ n, 1)
> Θ∗(α, β,m, n)Θ∗(β, β,m+ n, 1) = Θ∗(α, β,m, n);
that is, Θ∗(α, β,m, n+1) > Θ∗(α, β,m, n), for every n ∈ N. Given α ∈ A we prove
that there are an enumeration γ1, . . . , γd of A and a sequence of natural numbers
n1, . . . , nd such that
Θ∗(α, γi,m, ni) > 0 for all i ∈ {1, . . . , d} :
this will prove the corollary.
Let γ1 = α and n1 = 1. Clearly, Θ
∗(α, γ1,m, n1) > 1 > 0.
Using the previous proposition, γ1 will be the winner of pi
m2 , for some m2 > m.
Then, set γ2 = lm2 : γ2 is the loser of pi
m2 . By definition, we have Θ∗(γ1, γ2,m2, 1) =
1 and so, using (2.2) with k = m2 −m and l = 1 we obtain that
Θ∗(α, γ2,m,m2 −m+ 1) > Θ∗(α, γ1,m,m2 −m)Θ∗(γ1, γ2,m2, 1) > 1,
since α = γ1. Now set n2 = m2 − m + 1: if d = 2 we are done, otherwise we
have to find γ3 and n3. Let us explain only the next step: the general idea will be
sufficiently clear.
By the previous proposition, there is p2 > m2 such that w
p2 is neither γ1 nor
γ2; moreover, there is m
′ > p2 such that either w
m′ = γ1 or w
m′ = γ2. Take the
minimum such m′ and call it m3; let γ3 = l
m3 . Of course lm3 = wm3−1, since
wm3−1 /∈ {γ1, γ2}: in particular lm3 is neither γ1 nor γ2. Also, Θ∗(γj , γ3,m3, 1) = 1
(where γj = l
m3) and so
Θ∗(α, γ3,m, n) > Θ
∗(α, γj ,m,m3 −m)Θ∗(γj , γ3,m3, n−m3 +m)
> Θ∗(α, γj ,m,m3 −m)Θ∗(γj , γ3,m3, 1) > 1,
as long as n > m3 −m. We are done, setting n3 = m3 −m+ 1. The general case
can be treated in the same way. 
4. Rauzy classes and Rauzy diagrams
We focus our attention on how inductions act on permutations. Suppose that
Rˆ(pi, λ) = (pi′, λ′). If λα(0) > λα(1), then pi
′ is obtained from pi applying a top
operation, that is:
t : pi =
( · · · · · β
· · β γ · α
)
7−→ pi′ =
( · · · · · β
· · β α γ ·
)
;
in other words, the whole top row and the symbols to the left of the winner (included
the winner) in the bottom row do not change, while the symbols in the bottom row
to the right of the winner are rotated one place to the right. The bottom operation
is similar: if λα(0) < λα(1) the transformation rule is
b : pi =
( · · α β · γ
· · · · · α
)
7−→ pi′ =
( · · α γ β ·
· · · · · α
)
;
the bottom row remains unchanged and the symbols in the other line to the right of
the winner are rotated to the right. So, we may define a diagram as follows. Take
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the irreducible pairs of permutations SA to be the set of vertices. Connect pi with
pi′ by an t-arrow (an arrow labeled by t, or top arrow) if pi′ is obtained applying
a top operation to pi. In the same way we define b-arrows. The resulting oriented
graph is called Rauzy diagram. As pointed out before, top and bottom operations
preserve the irriducibility of pairs; moreover, they are clearly invertible (for any
arrow t, tk ◦ t = id for some k < d, and the same for b). So, t, b : SA → SA are
bijections.
Paths in SA are defined concatenating t-arrows and b-arrows. Let Π(A) denote
the set of paths in SA: the set of irreducible pairs SA is naturaly decomposed into
connected components, called Rauzy classes. Given pi ∈ SA, let R(pi) denote the
Rauzy class containg pi. For any pi, pi′ ∈ R, there exists a path contained in R going
from pi to pi′ (and also another one going from pi′ to pi). The set of path starting
and ending at pi will be denoted Π(pi) and called Rauzy monoid. When we speak
of the action of the Rauzy monoid Π(pi) of Hpi, we mean the action obtained via
Θ. Precisely, recall that Θpi,λ depends only on pi and on the type of λ; thus any
arrow σ determines Θpi,λ, where pi is the start of σ and λ is any length vector whose
type coincides with the type of σ. A path thus gives a sequence of operators: we
compose them according to concatenation. As a notation, σ0σ1 represents the path
following σ0 and then σ1: in this case
Θ(σ0σ1) = Θ(σ1) ◦Θ(σ0).
Observation 2.4. Notice that the two leftmost symbols of any pi are preserved
by top and bottom operations. Thus, they are constant on R(pi).
5. Combinatorial tricks
There are a couple of combinatorial operations we can do with IETs. In spite
of their simplicity, they will play a crucial role in what follows.
5.1. Reduction. Let pi = (pi0, pi1) ∈ SA, where d = |A| > 3.
Definition 2.5. We call pi′ = (pi′0, pi
′
1) a reduction of pi if it is irreducible and
it is obtained from pi by deleting one symbol ζ ∈ A in pi0 and pi1.
Set A′ = A\{ζ}, Hpi′ = Ωpi′(RA′), dimHpi′ = 2g(pi′). Let P : RA → RA′ be
the projection: then pi′ ∈ SA′ by definition and PΩpiP ∗ = Ωpi′ .
We must understand how the genus changes after a reduction. There is a simple
answer.
Lemma 2.6. Let pi′ be a reduction of pi (ζ denotes the deleted symbol). There
are two possibilities: g(pi) = g(pi′) or g(pi) = g(pi′) + 1. Moreover the first case is
equivalent to any of the following:
(1) eζ /∈ Hpi;
(2) Hpi = Ωpi(RA
′
);
(3) eζ /∈ Ωpi(RA′);
(4) P |Hpi : Hpi → Hpi′ is a symplectic isomorphism.
Proof. Note that Ωpi(eα) = 0 implies that rankPΩpiP
∗ = rankΩpi, i.e. g(pi) =
g(pi′). Moreover, Ωpi(eα) 6= 0 implies that 2g − 2 6 rankΩ(pi′) 6 2g − 1, i.e.
g(pi′) = g(pi) − 1, since rankΩ(pi′) is even. Thus g(pi) = g(pi′) if and only if
Ωpi(eα) = 0, and this is easily shown to be equivalent to all the other statements. 
Corollary 2.7. If g(pi) = g(pi′) + 1, then P restricts to a symplectic isomor-
phism P : H
[eζ ]
pi → Hpi′ .
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Proof. Let us characterize elements in (Hpi)[eζ ]. Given h ∈ H = Hpi, we can
write h =
∑
ν∈A cν (Ωpi(eν)), cν ∈ R. Then
ωpi(h, eζ) =
∑
ν∈A
cν〈eν , eζ〉 = cζ ,
so h ∈ H[eζ ] if and only if h ∈ ΩpiP ∗(RA
′
) (P ∗ is the inclusion). Recalling that
PΩpiP
∗ = Ωpi′ we get that P : H[eζ ] → Hpi′ . Since P (eζ) = 0, P is defined also
as P : H [eζ ] → Hpi′ : in this case it is a symplectic isomorphism. That it is an
isomorphism is obvious, moreover, for µ, ν ∈ A′,
ωpi′(PΩpi(eµ), PΩpi(eν)) = ωpi′(Ωpi′(eµ),Ωpi′(eν)) =
−〈eµ,Ωpi′(eν)〉 = −〈eµ,Ωpi(eν)〉 = ωpi′(Ωpi(eµ),Ωpi(eν)),
so it is symplectic, too. 
5.2. Extension. Let |A′| 6 2 and pi′ ∈ S ′A. We want to get a pair pi that
reducts to pi′. To this aim, let ζ be a symbol that does not belong to the alphabet
A′, define A = A′ ∪ {ζ} and let α and β are the two leftmost symbols in the rows
of pi′. Choose an ordered pair (γ, δ) ∈ A′ × A′\ {α, β} and finally define pi to be
the pair of permutations obtained from pi′ by inserting ζ in the top row just before
γ and in the bottom row just before δ.
pi′ =
(
α · γ · · ·
β · · · δ ·
)
7→ pi =
(
α · ζ γ · · · ·
β · · · · ζ δ ·
)
.
This definition is useful because it makes the following lemma hold.
Lemma 2.8. An extension pi of a irreducible permutation pi′ is also irreducible.
Proof. Obvious. 
By Observation 2.4, we may speak of the extension E = Eα,β,γ,δ of the whole
Rauzy class R(pi′). Hence, in the remaining part of this section we fix E (indeed,
it means that we are fixing γ, δ, since α and β are determined by pi′).
Lemma 2.9. If pi′′ ∈ R(pi′), then E(pi′′) ∈ R(pi). In other words, E(R(pi′)) ⊂
R(pi).
Proof. Since Rauzy classes are connected, it suffices to prove that E(b(pi′))
and E(t(pi′)) belong to R(pi). There are three different cases:
(1) pi′ =
(
α · γ · · η
β · · η · δ
)
7→ pi =
(
α · ζ γ · · η
β · · η · ζ δ
)
(2) pi′ =
(
α · η · · γ
β · · δ · η
)
7→ pi =
(
α · η · · ζ γ
β · · ζ δ · η
)
(3) pi′ =
(
α · γ · · ·
β · · · δ ·
)
7→ pi =
(
α · ζ γ · · ·
β · · · ζ δ ·
)
.
The third case is the easiest: in fact, t(pi) = E(t(pi′)) and b(pi) = E(b(pi′)). In
the second case, b2(pi) = E(b(pi′)) and t(pi) = E(t(pi′)); the first case is analogous
(exchange b with t). 
This lemma allows us to extend the definition of E to the space of paths of
R(pi′) (with values in the space of paths in R(pi)):
E∗ : Π (R(pi′))→ Π(R(pi)) .
This is compatible with concatenation, obviously.
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5.3. Extension and reduction. Let us relate extension with reduction. The
first obvious observation is the following.
Lemma 2.10. If pi is an extension of pi′, then pi′ is a reduction of pi. The
converse holds if and only if the deleted letter is not the rightmost symbol in either
row of pi.
To fix the notation, let pi = E(pi′) (ζ denotes the added symbol). Then A =
A′∪{ζ}, P : RA → RA′ is the projection (i.e. P (eζ) = 0 and P acts as the identity
on RA
′ ⊂ RA).
Lemma 2.11. Let σ′ ∈ Π(R(pi′)) be a path and σ = E(σ′) its extension. Then
PΘ(σ) = Θ(σ′)P .
Proof. It suffices to prove the claim when σ′ is an arrow. Recall the three
cases in Lemma 2.9. We shall spell out the details only for the first case (with
respect to a top arrow), the other cases being analogous.
By definition, Θ(σ′) · eη = eη + eδ and Θ(σ′) · eν = eν if ν ∈ A′\ {η}; in the same
way, since t2(pi) = E(t(pi′)), Θ(σ) ·eη = eη+eδ+eζ and Θ(σ) ·eν = eν if ν ∈ A\{η}.
Thus the claimed equality follows. 
Corollary 2.12. If g(pi) = g(pi′), P is a symplectic isomorphism P : Hpi →
Hpi′ that conjugates Θ(σ)|Hpi and Θ(σ′)|Hpi′ .
Lemma 2.13. Every pi ∈ SA with |A| > 2 can be realized as an extension: there
exist ζ ∈ A and pi′ ∈ SA\{ζ} such that pi is an extension of pi′.
Proof. We distinguish four cases:
(1) pi =
(
α · · · β ·
β · · α · ·
)
(2) pi =
(
α · · β · ·
β · · · α ·
)
(3) pi =
(
α · · β · ·
β · · α · ·
)
(4) pi =
(
α · · · · β
β · · · · α
)
corresponding to pi1(α) < pi0(β), pi1(α) > pi0(β), pi1(α) = pi0(β) < |A|, pi1(α) =
pi0(β) = |A|. Let, respectively, ζ = α, ζ = β, ζ = α, ζ ∈ A\{α, β}. Define pi′ to
be the reduction of pi obtained deleting ζ. It is trivial to check that indeed pi′ is
irreducible, and that pi is an extension of pi′. 
6. Standard, good and degenerate permutations
We go on studying further combinatoric properties of irreducible pairs of per-
mutations.
Definition 2.14. A pair pi = (pi0, pi1) is called standard if the first symbol of
each line is the last symbol of the other line. Equivalently, pi is standard if and only
if pi−10 (1) = pi
−1
1 (d) and pi
−1
0 (d) = pi
−1
1 (1), where d = |A|, as usual. Graphically,
pi =
(
α · · · · β
β · · · · α
)
.
Every standard pair pi is of course irreducible; moreover the matrix associated
to Ωpi with respect to the basis of RA ordered according to pi0 is of the following
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form (just use the definition of Ωpi):
(2.3)


0 1 · · · 1
−1 . . . ...
...
. . . 1
−1 · · · −1 0

 .
Lemma 2.15. Every Rauzy class contains a standard pair (of permutations).
Proof. Let
pi =
(
α · · β · ·
β · · · · ·
)
.
If β 6= pi0(d), we can find, by Sub-lemma 2.16 below, some pi′ ∈ R(pi) such that
pi′ =
(
α · · · · β
β · · · · ·
)
.
The top operation applied to pi′ leaves the top line of pi′ fixed and rotates the symbols
in the bottom line at the right of β. Thus, after at most d − 2 top operations, we
obtain a standard pair. 
Sub-lemma 2.16. Let pi be an irreducible permutation. Given ζ 6= pi−10 (1) (ζ
is not the first symbol in the top line), there exists pi′ ∈ R(pi) such that pi′0(ζ) = d
(ζ is the rightmost symbol in the top line of pi′).
Proof. Recall that the two leftmost symbols are constant in each Rauzy class.
Let A0 be the set of symbols that do not reach the rightmost position in any
pi′ ∈ R(pi):
A0 = {γ ∈ A : pi′0(γ) < d for every pi′ ∈ R(pi)} .
Let k be the maximum value of pi′0(γ) over pi
′ ∈ R(pi) and γ ∈ A0. We want to
prove that k = 1, so that the unique symbol in A0 is pi−10 (1). This would imply the
conclusion.
Let αk ∈ A0 be a symbol for which the maximum is attained: pi′0(αk) = k for some
pi′. No bottom operation can move αk (because it would move αk to the right), so
the position of αk is constant on the whole Rauzy class. With the same argument,
the symbols to the left of αk are constant, too. Let as call them α1, . . . , αk−1.
Now, repeat the same steps for the bottom line, defining A1, h (the analogous of
k) and β1, . . . , βh (the analogous of the αj ’s).
Every pair in R(pi) is of this form:(
α1 α2 · · · αk · · ·
β1 β2 · · · βh · · ·
)
.
In particular, α1, . . . , αk−1 all belong to A0 and cannot be in the rightmost position
in the bottom line (otherwise a sequence of bottom operations would take αk in the
last position in the top row). Then {α1, . . . , αk−1} ∈ A1. Symmetric statements
hold for β1, . . . , βh. Therefore,
{α1, . . . , αk−1} ⊂ {β1, . . . , βh} and {β1, . . . , βh−1} ⊂ {α1, . . . , αk}
and k = h− 1, k = h+ 1 or k = h. The first two cases contradict irreducibility at
once. So we are left that k = h implies k = 1. If {α1, . . . , αk−1} = {β1, . . . , βh−1}
then again irreducibility is violated, hence we may suppose that βh = αj for some
j 6 k−1. But this is also impossible, since in this case {α1, . . . , αk} = {β1, . . . , βh}.

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Let pi be a standard permutation, say
pi =
(
α · · · · β
β · · · · α
)
.
There are two important cases to distinguish. We call pi degenerate if either
pi−10 (2) = pi
−1
1 (2) or pi
−1
0 (d− 1) = pi−11 (d− 1), that is
pi =
(
α ζ · · · β
β ζ · · · α
)
or pi =
(
α · · · ζ β
β · · · ζ α
)
.
We call pi good if its double reduction obtained forgetting α and β (i.e. the two
rightmost symbols) is an irreducible pair.
Lemma 2.17. Every Rauzy class (|A| > 3) contains either a degenerate or a
good pair.
Proof. Assume, by contradiction, that the claim is false for some Rauzy class
R. Let pi ∈ R be a standard permutation (use Lemma 2.15). As usual, we put
pi =
(
α · · · · β
β · · · · α
)
.
The pair pi′ obtained deleting α and β is irreducible, that is there exists 1 6 k 6 d−3
such that the first k symbols in top row of pi′ coincide with those in the bottom
row. Since pi is non-degenerate, 2 6 k 6 d − 4. Assume we have chosen pi among
other standard pairs in R so that the maximum k is attained. Let us call γ1, . . . , γk
and δ1, . . . , δk the first k symbols in the top and bottom row of pi
′, respectively.
Then, pi looks like
pi =
(
α γ1 · · · γk · · β
β δ1 · · · δk · · α
)
,
with {γ1, . . . , γk} = {δ1, . . . , δk} and γ1 6= δ1.
Define now ζ = pi−10 (d − 1) and l = pi1(ζ) its position in the bottom line. Clearly,
l > k + 1 and l 6 d− 2 (by non-degeneracy of pi). There are two possibilities:
(1) l = k + 1, pi =
(
α γ1 · · · γk · · ζ β
β δ1 · · · δk ζ · · α
)
;
(2) k + 1 < l 6 d− 2, pi =
(
α γ1 · · · γk · · ζ β
β δ1 · · · δk · ζ · α
)
.
Now, let η be the symbol preceding ζ in the bottom line, i.e. η = pi−11 (l − 1) and
let p = pi0(η) be its position in the top row. In case (1), η = δk and 2 6 p 6 k + 1.
In case (2), k + 2 6 p 6 d− 2. Graphically,
(1) pi =
(
α γ1 · · · γp−1 = η · · · γk · · ζ β
β δ1 · · · · · · · δk = η ζ · · α
)
;
(2) pi =
(
α γ1 · · · γk · η · · ζ β
β δ1 · · · δk · · η ζ · α
)
.
The stategy of the proof consists of obtaining from pi (through top and row op-
erations) another standard pair p˜i ∈ R that violates the maximality of k or the
hypothesis.
The sequence of top and bottom operation is the following:
• apply d − p bottom operations: η becomes the rightmost symbol in the
top row;
• apply d− l top operations: ζ becomes the rightmost symbol in the bottom
row;
• apply p − 1 bottom operations: β becomes the rightmost symbol in the
top row;
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• apply one top operation: α becomes the rightmost symbol in the bottom
row.
Let us detail this sequence of operations. In case (1) we have (let θ = pi−11 (d − 1)
and note that θ 6= ζ since pi is non-degenerate)
pi =
(
α γ1 · · · η · · · γk · · · · ζ β
β δ1 · · · · · · · η ζ · · · θ α
)
7→
(
α γp · · · γk · θ · ζ β γ1 · · · η
β δ1 · · · · · · · · · η ζ · · · θ α
)
7→
(
α γp · · · γk · θ · ζ β γ1 · · · η
β δ1 · · · · · · · · · η · · · θ α ζ
)
7→
(
α γp · · · γk · θ · ζ γ1 · · · η β
β δ1 · · · · · · · · · η · · · θ α ζ
)
7→ p˜i =
(
α γp · · · γk · θ · ζ γ1 · · · η β
β ζ δ1 · · · · · · · · · η · · · θ α
)
.
Then, the pair obtained forgetting α and β is irreducible, because it is of the form
p˜i′ =
( · · θ · ζ · ·
ζ · · · · · θ
)
,
and this contradicts our hypothesis. Thus, we are left to check that case (2) cannot
occur.
We have
pi =
(
α γ1 · · · γk · η · · ζ β
β δ1 · · · δk · · η ζ · α
)
7→
(
α · · ζ β γ1 · · · γk · η
β δ1 · · · δk · · η ζ · α
)
7→
(
α · · ζ β γ1 · · · γk · η
β δ1 · · · δk · · η · α ζ
)
7→
(
α · · ζ γ1 · · · γk · η β
β δ1 · · · δk · · η · α ζ
)
7→ p˜i =
(
α · · ζ γ1 · · · γk · η β
β ζ δ1 · · · δk · · η · α
)
.
By hypothesis, ζ cannot be the second symbol in the top row of p˜i. The double
reduction of p˜i looks like
p˜i′ =
( · · ζ γ1 · · · γk · η
ζ δ1 · · · δk · · η ·
)
and this means that the first k symbols in the two rows of p˜i′ are different from
each other, contradicting the maximality of k. 
Lemma 2.18. Let pi ∈ SA be a degenerate permutation and ζ be the symbol such
that ζ = pi−10 (2) = pi
−1
1 (2) (or ζ = pi
−1
0 (d− 1) = pi−11 (d− 1)). Then eζ /∈ Hpi.
Proof. Represent pi as (
α ζ · · · β
β ζ · · · α
)
.
The case pi0(ζ) = pi1(ζ) = d − 1 is treated in the same way. As usual, let A′ =
A\{ζ}. We argue by contradiction. So, assume that eζ ∈ Hpi: by Lemma 2.6 we
may write
eζ =
∑
η∈A′
cηΩpi(eη).
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Observe that, by definition of Ωpi, we have:

0 1 · · · 1 1
−1 0 · · · 0 1
...
...
. . .
...
−1 0 0 1
−1 −1 · · · −1 0


so that
(1) 〈Ωpi(eη), eα〉 = 1, for η ∈ A\{α};
(2) 〈Ωpi(eη), eβ〉 = −1, for η ∈ A\{β};
(3) 〈Ωpi(eη), eζ〉 =


−1 if η = α;
1 if η = β;
0 otherwise.
Then, by (1) and (2),
0 = 〈eζ , eα〉 =
∑
η 6=α,ζ
cη
and
0 = 〈eζ , eβ〉 = −
∑
η 6=β,ζ
cη :
we have cα = cβ . Also, by (3), we get 1 = 〈eζ , eζ〉 =
∑
η 6=ζ〈Ωpi(eη), eζ〉 = cβ − cα,
and this contradiction proves that eζ /∈ Hpi. 
7. Minimal Rauzy classes
A Rauzy class R is called minimal if |A| = 2g(R). In other words, Ωpi : RA →
RA is an isomorphism, for every pi ∈ R.
Proposition 2.19. Any minimal Rauzy class R (with g(R) > 1) has a good
pair.
Proof. If R does not contain a good pair, then it contains a degenerate pair
pi (Lemma 2.17). Let ζ be as in Lemma 2.18 and pi′ be the reduction of pi obtained
deleting ζ. By Lemma 2.6, g(pi′) = g(pi). Then, |A| − 1 > 2g(pi′) = 2g(pi) and this
contradicts the minimality of R. 
Now that we know that every minimal Rauzy class contains some good pair pi,
it is natural to analyse the nature of the pair pi′′ obtained for pi by the usual double
reduction (obtained eliminating the two rightmost symbols of pi). We shall call it
the double reduction of the good pair pi.
Proposition 2.20. Let pi′′ be the double reduction of a good pair pi. Then
g(pi) 6 g(pi′′) + 1. It follows that if R(pi) is minimal, then so is R(pi′′).
Proof. As usual,
pi =
(
α · · · · β
β · · · · α
)
.
Let pi′ the reduction of pi obtained by deleting α. Then pi′′ is the reduction of
pi′ (deleting β). For convenience, we put g = g(pi), g′ = g(pi′), g′′ = g(pi′′) and
analogousy for Ω,Ω′,Ω′′. If g = g′ we are done (recall Lemma 2.6), so suppose
g = g′ + 1. We must prove that g′ = g′′.
Again by Lemma 2.6 (condition (3)),
eα =
∑
η 6=α
cηΩ(eη),
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and, mimicking the proof of Lemma 2.18, we get that 1 = 〈eα, eα〉 =
∑
η 6=α cη and
0 = 〈eα, eβ〉 = −
∑
η 6=α,β cη. It follows that cβ = 1 and that
Ω′(eβ) = Ω(eβ)− eα = Ω(eβ)−
∑
η 6=α
cηΩ(eη) = −
∑
η 6=α,β
cηΩ(eη) =
−
∑
η 6=α,β
cηΩ(eη) +

 ∑
η 6=α,β
cη

 eα = − ∑
η 6=α,β
cηΩ
′(eη),
since Ω′(eη) = Ω(η) − eα for η 6= α (the matrix of Ω′ is obtained from Ω by
eliminating the first row and the first column, see e.g. 2.3).
To sum up, Hpi′′ is spanned by {Ω′(eη), η ∈ A\{α, β}} and so g′ = g′′ (Lemma
2.6). The second statement follows immediately. 
Lemma 2.21. Let R be a non-minimal Rauzy class (|A| > 2g(R)). Then there
exist pi ∈ R and pi ∈ SA′ (A′ = A\{ζ}) such that pi is an extension of pi′ (obtained
by inserting ζ) and g(pi) = g(pi′).
Proof. Choose a standard pair p˜i ∈ R:
p˜i =
(
α · · · · β
β · · · · α
)
.
Since |A| > 2g(R) = dimHp˜i, there is ζ such that eζ /∈ Hp˜i. Let pi be
• pi = p˜i, if ζ 6= α, β;
• pi = t(p˜i), if ζ = α;
• pi = b(p˜i), if ζ = β.
We want to prove that eζ /∈ Hpi. This is obvious in the first case. For the second
case, observe that
Ωp˜i =


0 1 · · · 1
−1 . . . ...
...
. . . 1
−1 · · · −1 0

 and Ωpi =


0 · · · 0 1
...
. . .
...
0
. . . 1
−1 · · · −1 0

 :
thus, if eα is spanned by {Ωpi(eν), ν ∈ A} then eα = Ωpi(eβ) = Ωp˜i(eβ) and this
contradicts the assumption. The case ζ = β is analogous. In either case, choose pi′
to be the reduction of pi obtained by deleting ζ. By contruction pi is an extension
of pi′ and by Lemma 2.6 (condition (1)) we get g(pi) = g(pi′). 
CHAPTER 3
Translation surfaces
We want to extend to every genus concepts and results that are true in genus
1: this is our general philosophy. Therefore, since a torus is nothing but a flat
surface of genus 1, our aim is the define a family of flat surfaces of genus g, for each
g > 2. The idea is simple: given any Riemann surface X, a holomorphic 1-form
ω on it gives an atlas whose transition functions are translations. Moreover, the
metric given by |ω| is flat almost everywhere: the curvature is concentrated at a
finite number of points, the zeros of the form ω.
Such a pair (X,ω) will be called a translation surface. There are at least three
reasons that make translation surfaces crucial for us. First, they can be realized as
suspensions of an interval exchange map; secondly, they provide a natural setting
for extending Rauzy-Veech and Zorich induction; finally, the nice representation of
the geodesic flow onM1 extends verbatim toMg (the space of isomorphism classes
of Riemann surfaces of genus g).
After the basic definitions, in the first sections we will introduce Mg and the
Teichmu¨ller space Tg, commenting also on Teichmu¨ller’s theorem, that allows us
to define the geodesic flow on Mg. Then, we will illustrate the link between IETs
and translation surfaces, explaining how to compute genus and singularities of the
surface from the combinatorial data of the IET. We will conclude defining Rauzy-
Veech and Zorich induction and renormalization maps at the level of translation
surfaces.
1. Definitions
Given a compact Riemann surface X of genus g, let Ω(X) indicate the space
of holomorphic 1-forms defined on X: it is a C-vector space of dimension g.
A translation surface is a pair (X,ω), where ω ∈ Ω(X)\ {O}. Every non-zero
ω ∈ Ω(X) has at most 2g − 2 points where it vanishes (called singularities). Out
of this finite set, we can locally define new coordinates ζ on X by integrating the
1-form ω:
ζ(P ) =
∫ P
O
ω.
In these new coordinates (called coordinates adapted to ω), ω is simply dζ and
so all coordinate changes are translations (by the way, this justifies the name of
translation surface). Out of zeros, we are therefore allowed to define horizontal and
vertical directions, as well as constant-speed horizontal and vertical vector fields.
Let {z1, . . . , zκ} denote the set of singularities, and let mi be the multiplicity
of the zero at zi. We can defined adapted coordinates also at zi: in fact, at zi the
form looks like zmig(z)dz (where mi > 1 and g is holomorphic and g(z1) 6= 0). In
this case, choosing ζ to be a branch of
1
mi + 1
zg1/mi ,
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we obtain ω = dζmi+1. Using the Riemann-Hurwitz formula, we get
2g − 2 =
κ∑
i=1
mi.
2. Teichmu¨ller and moduli spaces
Teichmu¨ller and moduli spaces are spaces of equivalence classes of Riemann
surfaces. We shall consider only the case of compact surfaces. The moduli space
Mg is simply the set of different compact Riemann surfaces of genus g, where
different means non-biholomorpic. In spite of this very easy definition, this space
does not have a smooth structure: it turns out to be a complex orbifold. In case
g = 1, the space M1 is the space parametrizing tori, up to biholomorphisms. This
is the modular surfaceM1 introducted in Chapter 1, and it has some singularities,
corresponding to tori with extra symmetries.
To avoid this difficulty it is useful to define Teichmu¨ller spaces: they can be
endowed with a very canonical structure of complex manifold. Let us fix an oriented
smooth surface of genus g, say Zg. This is our underlying surface, and Teichmu¨ller
space Tg (as well as Mg) may be thought of as the set of non-equivalent complex
structures on it (where the equivalence is to be specified). The surface Zg has a
”canonical” set of 2g loops that generate H1(Zg,R): let us call them
{
A01, . . . , A
0
g
}
and
{
B01 , . . . , B
0
g
}
. The A’s go around the holes and theB’s across. The intersection
form satisfies Ai · Bj = δij for 1 6 i, j 6 g and is zero otherwise. A basis of
H1(X,R) (X surfaces of genus g) with such properties will be called normal. For
definiteness, Zg can be realized as a regular 4g-gon, with this sequence of edges:
A01, B
0
1 , (A
0
1)
−1, (B01)
−1, . . . , A0g, B
0
g , (A
0
g)
−1, (B0g)
−1.
A marking (defined by Zg) on a Riemann surface X of genus g is just an
orientation-preserving homeomorphism h : Zg → X, defined up to homotopy: this
determines an isomorphism h∗ : H1(Zg,R) → H1(X,R). The image in H1(X,R)
of the normal basis of H1(Zg,R) is also normal: a marked Riemann surface is thus
a pair (X,L), where L = (A1, . . . , Ag;B1, . . . , Bg) is a normal basis of H1(X,R).
Notice that here we are using Nielsen’s theorem: every automorphism of the first
fundamental group of a compact surface is induced by a homeomorphism of the
surface.
We will call T˜g the space of Riemann surfacesmarked by Zg (they are necessarily
oriented like Zg). The Teichmu¨ller space Tg is a set of equivalence classes of T˜g:
(X,L) and (X ′, L′) are declared equivalent if there exists a biholomorphism φ :
X → X ′ that respects the markings, i.e.
φ∗(Aj) = A
′
j and φ∗(Bj) = B
′
j for all 1 6 j 6 g.
With the notation f(X,L) → (X ′, L′), we mean a diffeomorphism f that respects
the markings.
3. Teichmu¨ller’s theorem
Recall that a pseudo-metric is a function with the properties of a metric, except
that, possibly, d(x, y) = 0 does not imply x = y. There is a way to introduce a
pseudo-metric d˜ on T˜g; Tg is obtained from T˜g identifying surfaces of distance zero.
Here we recall Teichmu¨ller’s theorem. Let Q(X) denote the space of holomor-
phic quadratic differentials on X: they are, by definition, sections of the bundle
T ∗holX ⊗ T ∗holX, where T ∗holX is the holomorphic cotangent bundle of X. Locally,
any q ∈ Q(X) can be written as dζ2.
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Theorem 3.1. Given (X,L), (X ′, L′) ∈ T˜g, there exist unique K > 1, q ∈
Q(X), q′ ∈ Q(X ′) and a unique diffeomorphism f : (X,L)→ (X ′, L′) such that
ζ ′ ◦ f =
√
Kξ + i
1√
K
η,
where ζ = ξ + iη are coordinates adapted to q (i.e. dζ2 = q, away from zeros), and
the same for ζ ′ = ξ′ + iη′ and q′.
We say that K = K(f) is the maximal dilatation of f : it has nice properties,
which can be explained intuitively. First, observe that
−i ζ ◦ f−1 = −i
(
1√
K
ξ′ + i
√
Kη′
)
=
√
Kη′ − i 1√
K
ξ′,
that is
(η + i(−ξ)) ◦ f−1 =
√
Kη + i
1√
K
(−ξ).
In other words, if to (X,L)→ (X ′, L′) the theorem associates (K, q, q′, f), then to
(X ′, L′)→ (X,L) it associates (K,−q′,−q, f−1). This follows from uniqueness and
from the previous calculation.
Moreover, for three marked surfaces (X1, L1)→ (X2, L2)→ (X3, L3), we have that
(3.1) K13 6 K12 ·K23,
where Kij = K(fij) and fij : Xi → Xj (i, j ∈ {1, 2, 3}). This is quite hard
to prove (we should prove some deep theorems about quasiconformal maps), but
the geometrical idea is intuitive. It seems clear that, if f23 expands in the same
direction as f12, then the resulting function f13 expands by a factor K13 which
perfectly equals the product of K12 and K23. This is the only case when the
equality occurs, and it may very well happen that K13 = 1, while K12K23 is very
big. For instance take f12 very eccentric (i.e., with K12 very large) and f23 = f
−1
12 :
then f13 = id, whose K13 is 1.
Another crucial property is that f is a biholomorphism if and only if K = 1.
In view of (3.1), it is natural to define
d˜ ((X,L), (X ′, L′)) = logK;
clearly, identifying surfaces with distance zero, we get the Teichmu¨ller space Tg.
Observation 3.2. Just as a philosophical consideration, let us give an heuristic
interpretation of this theorem. Note that here holomorphic quadratic differentials
work as tangent vectors. In fact, the theorem says that, given any two points in Tg,
there exists a unique ”geodesic” γ leading from the first to the second. The length
of the geodesic is logK, the initial tangent vector is q, while the final (or terminal)
is q′. By the way, this explains also why, reversing the geodesic, the initial and
terminal vectors become −q′ and −q. Moreover, the triangular inequality makes
sense, too.
4. Teichmu¨ller geodesic flow
Now let us describe geodesics more concretely. Choose a marked surface,
(X,L) ∈ T˜g and a quadratic differential q ∈ Q(X). We restrict ourselves to the
case q = ω2, that is, when q is globally the square of a holomorphic 1-form ω.
Consider the geodesic starting from (X,L) along the direction ω2: the point along
it at distance t can be described as follows.
Let
ωt = e
t/2dx+ ie−t/2dy,
be a new 1-form on X, where x, y are the coordinates such that ω = dx + idy.
There is a unique complex structure on X that makes ωt holomorphic: namely,
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take x′ = et/2x and y′ = e−t/2y, and call Xt the new Riemann surface. We claim
that dT ((X,L), (X
t, L)) = t. This is nearly tautological. Indeed, take the identity
id : X → Xt: obviously, it respects the markings and we have q = ω2 = (dx+idy)2,
q2t = ω
2
t = (dx
′ + idy′)2. Hence,
z′ ◦ id = x′ + iy′ = et/2x+ ie−t/2y
and so, by Theorem 3.1, we deduce that dT ((X,L), (X
t, L)) = log et = t.
As a consequence, suppose that X is represented as a planar polygon P with
some identifications, and let ω = dz, the obvious 1-form on C. Then, Xt can be
represented as a polygon with the same identifications and with horizontal lengths
dilated and vertical lengths contracted by the same factor et/2.
This flow defined on T˜g descends to a flow on Tg that we call Teichmu¨ller
(geodesic) flow: in fact, if there exists a biholomorphism φ : (X,L) ≈ (X ′, L′), then
Ω(X ′) is identified with Ω(X) via the pullback φ∗, and this conjugates the action
of F t at ((X,L), ω) and ((X ′, L′), φ−1∗(ω)).
The moduli spaceMg is related to Tg via the projection pi : (X,L)→ X. This
is obviously well defined, for if (X,L) ≈ (X ′, L′) in Tg, X and X ′ are in particular
biholomorphic (i.e. X ≈ X ′ in Mg). The Teichmu¨ller flow commutes with pi and
so descends to a flow onMg that we still call Teichmu¨ller geodesic flow and denote
(F t)t∈R.
Arguing in the same way, there are natural actions of the group GL(2,R) on
the spaces T˜g, Tg andMg. If fact, choose a surface X in one of these spaces and let
ω ∈ Ω(X)\ {O}. Then, a matrix A =
(
α β
γ δ
)
∈ GL(2,R) acts on ω as follows,
producing a new 1-form η:
η = A · ω = (αdx+ βdy) + i (γdx+ δdy) ,
where obviously we put ω = dx+idy. Defining x′ = αx+βy and y′ = γx+δy, we get
a new Riemann surface Y such that η is holomorphic and (Y, η) a translation surface
(x′+ iy′ is a coordinate adapted to η, obviously). We also write A · (X,ω) = (Y, η).
5. Suspensions of an IET
Given an interval exchange transformation T : I → I, we want to construct a
Riemann surface with a flow whose first return map over a cross section is T . For
a cross section C of a flow F t on a set S, we mean a set such that for every x ∈ S,
F t(x)(x) ∈ C for some time t(x). We shall extend Rauzy and Zorich renormaliza-
tions to this case and they will turn out to be invertible maps.
Let τ ∈ RA and form the vectors ζα = λα + iτα (we identify R2 with C). The
vector τ will be called admissible if the following two conditions hold:∑
pi0(β)6k
τβ > 0 and
∑
pi1(β)6k
τβ < 0 for 1 6 k < d.
Then we form the surface concatenating segments defined by vectors ζα starting
from the origin in the order specified by pi0: ζpi−10 (1)
, ζpi−10 (2)
, . . ., ζpi−10 (d)
and,
starting againg from zero, in the order specified by pi1: ζpi−11 (1)
, ζpi−11 (2)
, . . ., ζpi−11 (d)
.
By the admissibility condition, for k < d, the vertices corresponding to∑
16j<k
ζpi−1ε (j)
lie in the upper half-plane if ε = 0 (in the lower half-plane if ε = 1).
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To complete the definition of the surface, we just need to identify vectors ζα
as follows: every ζα appears exactly twice and we identify the two copies by a
translation. The holomorphic one-form dz descends to a holomorphic one-form on
this surface, making it a translation surface.
By construction, the first return map on I of the vertical flow is the original
interval exchange transformation T .
Let us calculate the area of the surface, in terms of pi, λ, τ . Consider the trapez-
ium above Iα (the subinterval labeled by α in the top line) and the trapezium below
T (Iα): they paste together to form a rectangle of dimensions
λα and

 ∑
pi0(β)6pi0(α)
τ −
∑
pi1(β)6pi1(α)
τ

 .
So, by the very definition of Ωpi, we have
(3.2) area(pi, λ, τ) =
∑
α∈A
λα · (−Ωpi(τ)α) = −〈λ,Ωpi(τ)〉.
The ordinate of the rightmost vertex of the surface may vary, as we will specify
in a moment. We shall call Tpi the space of admissible vectors, for any given pi ∈ SA:
it is a cone contained in RA.
We say that τ ∈ Tpi is of type 0 (respectively, 1) if the ordinate of the rightmost
vertex of the polygon lies on the upper (respectively, lower) halfplane:
type (τ) =
{
0 if
∑
α∈A τα > 0
1 if
∑
α∈A τα < 0.
We will not consider the case in which the rightmost vertex lies on the horizontal
axis, since it is a case of positive codimension, and so it is negligible relative to any
measure on Tpi absolutely continuous with respect to the Lebesgue measure.
In a few pages, we will be dealing with problems concerning ergodic properties of
Teichmu¨ller flow and renormalization maps, where the invariant measures involved
are equivalent to the Lebesgue measure. Hence, the previous remark does make
sense.
6. Representable surfaces
In this section we want to explain why most translation surfaces are repre-
sentable, i.e., admit a representation as a planar polygon like the one described in
the previous section.
The necessary and sufficient condition for (X,ω) to be representable is that the
horizontal and vertical vector fields have no saddle connections (that is trajectories
that connect two singularities). Since any translation surface has a finite number of
singularities, the vector field in direction θ ∈ [0, 2pi) has no saddle connection for all
but a countable number of values: this explains why most surfaces are representable.
Let us now proceed with a sketch of the construction. Choose a singularity,
z0 say, and take an outgoing horizontal line r0: by hypothesis, the only singularity
contained in r0 is z0. Consider now a vertical line r1 ingoing to (or outgoing from)
a singularity z1: let p be the first point contained in r0 ∩ r1. The interval I going
from z0 to p is the domain of the interval exchange transformation we are going to
define.
Let ∂ be the subset of I consisting of
(1) the endpoints z0, p;
(2) for every singularity zj , j > 1, the last intersection of the half-line ingoing
to zj with I;
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(3) if r1 is incoming to z1, the last point p
′ (before p) such that p′ ∈ r0 ∩
r1\ {p}.
Breaking I at points of ∂, we get the suddivision of I before applying the IET.
Analogously, define ∂′: it is the union of
(1) the endpoints z0, p;
(2) for every singularity zj , j > 1, the first intersection of the half-line ongoing
from zj with I;
(3) if r1 is outgoing from z1, the first point p
′ (after p) such that p′ ∈ r0 ∩
r1\ {p}.
The subdivision of I via points of ∂′ is how the interval looks like after applying
the IET.
We get a polygonal representation of the surface as follows: enumerate elements
of ∂ = {q1, . . . , q2g+κ} and ∂′ =
{
q′1, . . . , q
′
2g+κ
}
from ”left to right” (i.e. going from
z0 to p along I), and for 1 6 j 6 2g+κ−1 connect z(qj) and z(qj+1) with a segment,
where z(qj) is the singularity ”above” qj . We do the same for z(q
′
j) and z(q
′
j+1),
where z(q′j) is the singularity going to q
′
j . This completes our construction; observe
that we should ensure that every vertical line meets the interval I. Indeed this is
true because the vertical is minimal, since it has no saddle connections.
7. Genus and singularities
Given a surface represented by a polygon, it is easy to determine the number
of its singularities, as well as their orders. From this, we can calculate the genus,
too.
For any symbol α ∈ A, let us say that (α,L) and (α,R) are its left and right
endpoints. Then we must identify
(α,R) ≈ (β, L) if pi0(α) + 1 = pi0(β),
(α,R) ≈ (β, L) if pi1(α) + 1 = pi1(β),
(α,L) ≈ (β, L) if pi0(α) = pi1(β) = 1,
(α,R) ≈ (β,R) if pi0(α) = pi1(β) = d.
Then, the number of singularities of the surface equals the number of elements of
the set A× {L,R} / ≈.
Let us call the four pairs (pi−1ε (1), L), (pi
−1
ε (d), R) irregular. The other pairs in
X = A×{L,R} are called regular. Then, it is clear that every equivalence class in
X contains an even number (2k, say) of regular pairs: the order of the correspondig
singularity is obviously 2kpi.
To simplify the notation, let us define the following function ψ : X → {0, 1, . . . , d}:
ψ((α,L)) = pi0(α)− 1 and ψ((α,R)) = pi0(α).
Now vertices of the polygon are labeled by integers and the equivalence relation in
X reads as follows. Let p = pi1 ◦ pi−10 (in other words, we call k the symbol in the
k-th position in the top row and p(k) is its position in the bottom row). All the
relations are the generated by:
j ≈ σ(j) for every 0 6 j 6 d,
where σ : {0, . . . , d} → {0, . . . , d} is the permutation defined by
(3.3) σ(j) =


p−1(1)− 1 if j = 0;
d if p(j) = d;
p−1(p(j) + 1)− 1 otherwise.
It is cumbersome routine to check that this indeed works.
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In view of what said before, the number κ of singularities coincides with the
number of distinct orbits of σ. Let us translate the rule for calculating angles. The
vertices labeled by either 0 or d are called irregular, the others are called regular:
the angle at each singularity ai is thus 2dipi, where 2di is the number of regular
vertices contained in the orbit of ai. By definition, the order of the singularity ai
is di − 1.
For future use, let P : {0, . . . , d+ 1} → {0, . . . , d+ 1} be the extension of p
obtained by putting P (0) = P (d+ 1) = 0.
Proposition 3.3. The genus, the number and the orders of the singularities
are constant on each Rauzy class.
Proof. It suffices to prove that the number and the orders of the singularities
is preserved by the Rauzy-Veech induction. In fact, the statement about the genus
would follow from
2g = |A| − κ+ 1.
This formula is justified by the combination of two observation: first, the sum of
the internal angles of a 2|A|-gon is 2pi(|A| − 1), and, second, the angle at each
singularity is 2pi(mi + 1). Then
2pi(|A| − 1) =
κ∑
j=1
2pi(mj + 1) = 2pi(2g − 2 + κ).
The proof that the number and the orders of the singularities is preserved by the
Rauzy-Veech induction is cumbersome, but trivial. First, one has to write the p′ of
Rˆ(pi, λ) in terms of p. Second, one writes down the permutation σ′ in terms of p.
Finally, one has to check that the number of orbits is preserved and that so is the
number of regular vertices in each orbit. We do not spell out the details, because
everything is easy. 
Proposition 3.4. The dimension of Hpi is 2g(M), where g(M) is the genus
of the surface M .
Proof. For simplicity, relabel the intervals Iα so that A = {1, . . . , d}, pi0 = id
and pi1 = p. Now the translation vector w = Ωpi(λ) has coordinates
wj =
∑
p(i)<p(j)
λi −
∑
i<j
λj , for 1 6 j 6 d.
Set also w0 = 0, wd+1 = 0, a0 = 0 and aj =
∑
i6j λi. Then, we have (straightfor-
ward calculation)
(3.4) wσ(j)+1 − wj = aj − aσ(j), for 1 6 j 6 d.
We now prove a result that allows us to conclude immediately.
Lemma 3.5. The vector λ belongs to kerΩpi if and only if the vector (a0, a1, . . . , ad)
is constant on the orbits of σ. Moreover, dimkerΩpi = κ− 1.
Proof. If λ ∈ kerΩpi, then w = O and so aj = aσ(j) for every 0 6 j 6 d
(equation (3.4)). As for the converse implication, again by (3.4) and by definition
of σ (3.3), we have that
wP−1(P (j)+1) = wσ(j)+1 = wj for 0 6 j 6 d.
If we write P (j) = i, this simplifies to
wP−1(i+1) = wP−1(i) for 0 6 i 6 d.
This means that the coordinates of w are all equal and indeed they vanish, since
wP−1(0) = w0 = 0. Thus λ ∈ kerΩpi, as claimed.
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Now let us calculate the dimension of the kernel. Consider the linear isomor-
phism
φ : Rd → Rd, λ 7→ a = (a1, . . . , ad).
Define Kpi to be the linear subspace of a ∈ Rd such that (0, a1, . . . , ad) is constant
on the orbits of σ: we have kerΩpi = φ
−1(Kpi).
Finally, observe that dimKpi is κ − 1, since aj = 0 if j is in the orbit of 0
(indeed, a0 = 0). 
Using this lemma, we obtain
dimHpi = dimΩpi(RA) = |A| − dimkerΩpi = |A| − κ+ 1 = 2g(M).
This concludes the proof of the proposition. 
Let us give an explicit description of kerΩpi that will be used in the sequel. For
each orbit O of σ not containing zero, and for each 1 6 j 6 d, we define
λ(O)j =


1 if j ∈ O but j − 1 /∈ O
−1 if j /∈ O but j − 1 ∈ O
0 otherwise.
Define also a(O) = φ(λ(O)). We have that a(O)j = 1 if j ∈ O and a(O)j = 0 if
j /∈ O (trivial induction).
Obviously, the vectors a(O) form a basis of the subspace Kpi; this shows that
{λ(O) : O is an orbit of σ notcontaining 0}
is a basis of kerΩpi.
Observe that w ∈ Hpi if and only if 〈w, λ(O)〉 for every orbit O not containing
zero.
8. Induction
Pick a Rauzy class R and denote
Hˆ = Hˆ(R) = {(pi, λ, τ) : pi ∈ R, λ ∈ RA+, τ ∈ Tpi} ;
the union of Hˆ(R) over all the Rauzy classes of SA is the space of representable
surfaces.
The Rauzy-Veech induction map, defined on Hˆ, modifies the surface in such a
way that it appears as a suspension on a shorter interval. The figure explains what
we are defining.
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Roughly speaking, it cuts the triangle given by the two rightmost segments of
the surface and pastes it back using the identification between the sides labeled by
the winner α(ε) of (pi, λ). This gives a new translation surface whose representation
is exactly (Rˆ(pi, λ), τ ′), where
τ ′α =
{
τα if α 6= α(ε)
τα(ε) − τα(1−ε) if α = α(ε)
Comparing the definition of Θ = Θpi,λ, we get that
τ ′ = Θ−1∗(τ).
Thus, we define the invertible Rauzy-Veech induction map as
Rˆ(pi, λ, τ) =
(
Rˆ(pi, λ),Θ−1∗pi,λ (τ)
)
.
We shall often write Rˆ (pi, λ, τ) = (pi′, λ′, τ ′) and Rˆn (pi, λ, τ) = (pin, λn, τn).
As expected the invertible Zorich induction map is given by
Zˆ (pi, λ, τ) = Rˆn (pi, λ, τ) =
(
Rˆn(pi, λ),Θ−n∗pi,λ (τ)
)
,
where
n = n(pi, λ) = min
{
j ∈ N : typeRj(pi, λ) 6= type(pi, λ)}
and Θ−n∗pi,λ = Θ
−(n−1)∗
pin−1,λn−1 · · ·Θ−1∗pi,λ . We set Γ−1∗pi,λ = Θ
−n(pi,λ)∗
pi,λ and so
Zˆ(pi, λ, τ) =
(
Zˆ(pi λ),Γ−1∗pi,λ (τ)
)
.
Notice that this operation generalizes the constructions presented in the first chap-
ter: the identifications Λ0 ≈ Σ1 and Λ1 ≈ Σ0 were made via an invertible Zorich
induction map.
Proposition 3.6. The transformation Θ−1∗pi,λ : Tpi → Tpi′ is injective and its
image consists of τ ′ ∈ Tpi′ whose type is 1− ε, where ε = type(pi, λ) and Rˆ(pi, λ) =
(pi′, λ′).
Proof. Checking that τ ′ ∈ Tpi′ is just a computation, and so is checking that
ImTpi′ = Θ
−1∗
pi,λ Tpi; the fact that type τ
′ 6= type(pi, λ) is obvious; injectivity follows
from detΘpi,λ = 1. 
For ε ∈ {0, 1}, let
RApi,ε =
{
λ ∈ RA+ : type(pi, λ) = ε
}
and
T εpi = {τ ∈ Tpi : type(τ) = ε} .
Corollary 3.7. The map Rˆ : Hˆ → Hˆ has the following properties:
• Rˆ({pi} × RApi,ε × Tpi) = {pi′} × RA+ × T 1−εpi′ ;
• each (pi′, λ′, τ ′) such that ∑A τ ′α 6= 0 has exactly one preimage;
• Rˆ preserves the area.
Proof. The first two claims are clear, using Proposition 3.6 observing that Rˆ
is two-to-one on its domain (one preimage lies in RApi,0, the other in R
A
pi,1). As for
the third, we have
area(pi′, λ′, τ ′) = −〈λ′,Ωpi′(τ ′)〉 = −〈Θ−1∗pi,λ (λ),Ωpi′Θ−1∗pi,λ (τ)〉.
Recall the fundamental relation Θpi,λΩpiΘ
∗
pi,λ = Ωpi′ . Hence
area(pi′, λ′, τ ′) = −〈Θ−1∗pi,λ (λ),Ωpi′Θ−1∗pi,λ (τ)〉 = −〈Θ−1∗pi,λ (λ),Θpi,λΩpi(τ)〉
= −〈λ,Ωpi(τ)〉 = area(pi, λ, τ),
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and this concludes the proof. 
The fact that
type(τ ′) = 1− type(pi, λ)
implies that type(τ j+1) = 1 − type(pij , λj) in general, and type(τ j+1) = 1 −
type(pi, λ) whenever j < n(pi, λ). It follows that n(pi, λ) is the minimum k ∈ N
such that
type(τk) = type(pik, λk).
For ε ∈ {0, 1}, let
Xˆε =
{
(pi, λ, τ) ∈ Hˆ : type(pi, λ) = type(τ) = ε
}
.
Given any (pi, λ, τ) ∈ Hˆ, we have that Zˆ(pi, λ, τ) is the first iterate of Rˆ that hits
Xˆ = Xˆ0 ∪ Xˆ1: so Zˆ may be seen as the first return map of Rˆ on Xˆ . Moreover,
(pi, λ, τ) ∈ Xˆε =⇒ Zˆ(pi, λ, τ) ∈ Xˆ1−ε.
Thus we may consider Zˆ to be defined on Xˆ , disregarding a initial segment of orbit.
9. Renormalization
In the context of representable surfaces, the Teichmu¨ller flow obviously acts on
Hˆ(R) for any R as follows:
T t : (pi, λ, τ) 7→ (pi, etλ, e−tτ).
Clearly, both Rauzy-Veech and Zorich induction maps, defined on Hˆ (relative to a
fixed R), commute with T t and, moreover, they are elements of the moduli space
of the surface. So, mimicking what we did in the genus one case (first chapter), we
will study the Teichmu¨ller geodesic flow on Mg choosing a fundamental domain
D ⊂ Tg and then applying alternatively Teichmu¨ller flow and Rauzy-Veech (Zorich)
induction in order to remain inD. The composition of these two operations is called
Rauzy-Veech (Zorich) renormalization map.
Let us define, for every c > 0,
Hc =
{
(pi, λ, τ) ∈ Hˆ :
∑
α∈A
λα = c
}
.
Every orbit under the Teichmu¨ller flow intersects any fixed Hc exactly one. On the
other hand, the Rauzy-Veech induction sends Hc to Hc′ , with c′ < c: precisely, let
tR = tR(pi, λ) = − log
(
1− λα(1−ε)|λ|
)
, where ε = type(pi, λ);
then obviously c′ = |λ′| = |λ| − λα(1−ε) = |λ| · e−tR = c e−tR . We will call tR the
Rauzy renormalization time.
So, R = Rˆ ◦ T tR maps each Hc back to itself. In particular, let H = H1; then
R : H → H is called invertible Rauzy-Veech renormalization map.
The fundamental domain sought is the set Sˆ, called pre-stratum,
Sˆ =
{
(pi, λ, τ) ∈ Hˆ : 1 6 |λ| 6 etR(pi,λ)
}
,
where we identify T tR(pi,λ)(pi, λ, τ) and R(pi, λ, τ) for every (pi, λ, τ) ∈ H. The
Teichmu¨ller flow descends to a flow (also denoted T ) on Sˆ.
As usual, similar considerations hold for the Zorich induction: the invertible Zorich
renormalization map is defined by
Z(pi, λ, τ) = Rn(pi, λ, τ),
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where n = n(pi, λ) is the minimum n such that type(pi, λ) 6= type Rˆn(pi, λ). As
before, we may consider Z to be defined on X = Xˆ ∩ H; Z is the first return map
of R on X .
CHAPTER 4
Ergodicity
In this chapter we shall focus on ergodic properties of Teichmu¨ller flow and
renormalization maps. After recalling some basic constructions in ergodic theory,
we will introduce a natural measure mˆ that is invariant under the Teichmu¨ller ge-
odesic flow. This measure, restricted to surfaces of bounded area, is finite, and it
is invariant for R (and so for Z, too). Projecting m down to the space of inter-
val exchange transformations, we get a measure ν (called Masur-Veech measure)
invariant under R. Unfortunately, this measure is usually infinite, and so Poincare´
recurrence theorem cannot be applied to it. The main reason for introducing the
Zorich renormalization is that it solves this problem, as we shall see.
1. Natural extension, recurrence and inducing
To begin with, let us introduce a common construction in dynamical systems,
called natural extension. Let (f, µ) be a measurable discrete dynamical system,
that is, a measurable map f : M → M together with a measure µ on M . Let M˜
be the space of pre-orbits of f :
M˜ =
{
(xn)n60 : f(xn) = xn+1 for all n 6 −1
}
.
The map f˜ acting on M˜ applies f to every component and so it is just a shift:
f˜ (. . . , xn, . . . , x0) = (. . . , xn, . . . , x0, f(x0)).
Notice that f˜ is invertible, and it extends f in the sense that there is an obvious
projection pi : M˜ →M that sends (xn)n60 to x0: clearly, pi◦ f˜ = f ◦pi. The measur-
able sets in M˜ are the pre-images under pi of the measurable sets in M . Hence, if
µ is f -invariant, there exists a unique µ˜ that is f˜ -invariant and such that pi∗(µ˜) = µ.
A measurable dynamical system (f : M → M,µ) is said to be µ-recurrent (or
simply recurrent) if, for any E ⊂ M with µ(E) > 0, µ-almost any point x ∈ E
comes back to E (i.e. there exists n ∈ N such that fn(x) ∈ E). If (f, µ) is recurrent,
then we can define an induced map fD : D → D on any measurable set D ⊂M of
positive measure, namely
fD(x) = f
ρ(x)(x), where ρ(x) = min {n > 1 : fn(x) ∈ D} .
This map is defined only almost everywhere. The measure µ has a natural restric-
tion to D:
µD(E) =
1
µ(D)
µ(E ∩D) for any µ-measurable E.
Proposition 4.1. If (f, µ) is recurrent and µ is f-invariant, then µD is fD-
invariant.
Proof. Assume that f is invertible. For every j > 1, define Dj = {x ∈ D :
ρ(x) = j}. These sets are obviously disjoint and their union has full measure in D,
by hypothesis. The same holds for
{
f j(Dj)
}
j>1
: in fact
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• if f j(Dj) ∩ fk(Dk) 6= ∅ for some k > j, then ∅ 6= Dj ∩ fk−j(Dk) ⊂
D ∩ fk−j(Dk) and this contradicts the definion of Dk;
• µ(D) = µ(⋃j>1Dj) =∑j>1 µ(Dj) =∑j>1 µ (f j(Dj)) = µ(⋃j>1 f j (Dj)),
by (1) and the f -invariance of µ.
Thus, noting that fD = f
j on Dj , we conclude that
µD
(
f−1D (E)
)
=
1
µ(D)
∑
j>1
µ
(
f−1D (E) ∩Dj
)
=
1
µ(D)
∑
j>1
µ
(
f−j
(
E ∩ f j(Dj)
))
=
1
µ(D)
∑
j>1
µ
(
E ∩ f j(Dj)
)
= µD(E).
In other words, µD is fD-invariant.
As for the general case, we consider the natural extension (f˜ , µ˜) of (f, µ). All
the steps are standard. Set D˜ = pi−1(D) and let f˜D˜ be the induced map. Then,
pi ◦ f˜D˜ = fD ◦ pi.
Since f˜ is invertible, we may apply the previous result to get, for any measurable
E ⊂ D,
µ(f−1D (E)) = pi∗µ˜(f
−1
D (E)) = µ˜
(
pi−1
(
f−1D (E)
))
= µ˜
(
f˜−1
D˜
(
pi−1(E)
))
=
µ˜
((
pi−1(E)
))
= µ(E).

We can also prove
Proposition 4.2. Assuming that (f, µ) is recurrent and µ(D) > 0, the measure
µD is ergodic for fD, if µ is ergodic for f .
Proof. Let E ⊂ D be a measurable set of positive measure µ(E) = µ(E∩D) >
0. Assume that E is fD invariant. Then, define as usual
F =
∞⋃
n=0
Fn,
where F0 = E and Fn = f
−n(E)∩f−n+1(Ec)∩· · ·∩Ec (Fn is the set of points that
hit E exactly after n iterations of f). Then f−1(F ) ⊂ F , and, if E is fD-invariant,
we also have f−1(F ) ⊃ F (up to a zero measure set) and, for k > 1, Fk ∩D = ∅.
This means that F is f -invariant and µ(F ) > µ(E) > 0: the hypothesis of ergodicity
implies that µ(F ) = 1. Thus, µ(E) = µ(F ∩D) = µ(D) and we are done. 
So, given an ergodic system (f, µ), the system induced on a subset (namely
(fD, µD)) is also ergodic. It would be more interesting to deduce the ergodicity of
the whole system from the knowledge of its behaviour in a small part of it. This is
not always possible, however:
Proposition 4.3. If (f, µ) is a Markov system with Markov partition (Mj)j∈N
and (fMj , µMj ) is ergodic for some j, then (f, µ) is ergodic as well.
A dynamical system (f, µ) is a Markov system if µ is f -invariant and if there
is a countable partition (Mj)j∈N of a set of full measure in M such that each Mj
is mapped bijectively to a full measure set of M .
Proof of Proposition 4.3. First, we shall prove that every Markov system
admits a Jacobian, that is, a function Jµf such that
µ(f(E)) =
∫
E
Jµfdµ,
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for every measurable E ⊂ Mj and every j ∈ N. On each Mj , define a measure
µj(·) = µ(f(·)); we have µj > µ:
µj(E) = µ(f(E)) = f∗µ(f(E)) = µ(f
−1(f(E))) > µ(E).
Then, by Radon-Nikodym’s theorem, there exists a function dµdµj . In particular,
µ
({
x :
dµ
dµj
(x) = 0
})
=
∫
{
x : dµ
dµj
(x)=0
} dµ
dµj
(x) dµj(x) = 0.
Thus, µ-almost everywhere on each Mj we can define Jµf =
(
dµ
dµj
)−1
and this is a
Jacobian of f with respect to µ. In fact,
(4.1)
∫
E
Jµfdµ =
∫
E
(
dµ
dµj
)−1
dµ =
∫
E
dµj = µj(E) = µ(f(E)).
Now, suppose that F ⊂M is f -invariant: we want to prove that it has zero or total
measure.
The set E = F ∩ Mj is fMj -invariant and so, by ergodicity, µ(E) = 0 or
µ(Mj\E) = 0. If µ(E) = 0, then µ(f(E)) = 0 by (4.1). Furthermore, f(E) = F up
to a zero measure set (f |Mj : Mj →M is invertible). This implies µ(F ) = 0. The
case µ(Mj\E) = 0 is treated similarly. 
2. Invariant measures
Fix a Rauzy class R. The space Hˆ = Hˆ(R) has a natural measure, namely
mˆ = dpi dλ dτ , where dpi is just the counting measure on R and dλ, dτ are the
restrictions of the Lebesgue measure on RA (respectively to RA+ and Tpi).
It is useful to introduce the coordinate change
ψ : H× R→ Hˆ, ψ(pi, λ˜, τ, s) = (pi, esλ˜, τ).
The length vectors denoted λ˜ are always vectors in ΛA =
{
λ ∈ RA+ : |λ| = 1
}
. In
these new coordinates T t acts simply by
(pi, λ˜, τ, s) 7→ (pi, λ˜, e−tτ, s+ t).
Let us calculate the expression of mˆ in these new coordinates, that is ψ−1∗ (mˆ).
We enumerate elements of A and then parametrize ΛA ≈ Λd via its first d − 1
coordinates (λ˜1, . . . , λ˜d−1); the last one equals λ˜d = 1−
∑d−1
j=1 λ˜j .
The diffeomorphism ψ acts on ΛA by multiplication:
(λ˜1, . . . , λ˜d−1, s) 7→

esλ˜1, . . . , esλ˜d−1, es

1−∑
j 6=d
λ˜j



 ;
consequently, its Jacobian is (setting λj = e
sλ˜j)
J = det


es 0 · · · 0 λ1
0
. . .
...
...
. . .
...
0
. . . λd−1
−es · · · · · · −es λd


= es(d−1)
d∑
j=1
λj = e
ds.
Thus mˆ = esd dpi dλ˜ dτ ds, where dλ˜ = dλ˜1 · · · dλ˜d−1 is the Lebesgue measure on
ΛA of dimension d− 1. Finally, we call m the measure dpi dλ˜ dτ defined on H.
Lemma 4.4. The measure mˆ is invariant under Rˆ and R. Moreover, m is
invariant under R.
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Proof. Since Rˆ(pi, λ, τ) = (pi′,Θ−1∗pi,λ (λ),Θ−1∗pi,λ (τ)) and detΘpi,λ = 1, mˆ =
dpi dλ dτ is preserved by Rˆ. To show that mˆ is preserved also by R, it suffices to
prove that it is preserved by T tR . In the coordinates (pi, λ˜, τ, s), the map T tR :
Hes → Hes+tR assumes the form
Q : (pi, λ˜, τ, s) 7→ (pi, λ˜, e−tRτ, s+ tR)
whose Jacobian is
DQ =

 Id−1 0 0∗ e−tRId 0
∗ 0 1

 .
Consequently, |detDQ| = e−tRd and
|detDQ|
(
e(s+tR)ddλ˜ dτ ds
)
= e−tRde(s+tR)ddλ˜ dτ ds = esddλ˜ dτ ds,
that is, mˆ is invariant under T tR . This calculation means that R preserves the
restriction of mˆ on every Hc, namely cddpi dλ˜ dτ ; consequently, R preserves this
conditional measure for almost every c > 0. Still, for any c, the maps R : H → H
and R : Hc → Hc are conjugated by λ˜ 7→ cλ˜ and so R preserves all the conditional
measures: in particular, it preserves m = dpi dλ˜ dτ . 
Let mˆM be the restriction of mˆ to the set
{
(pi, λ, τ) ∈ Hˆ : area(pi, λ, τ) 6M
}
.
In the same way, mM will denote the restriction of m to the region{
(pi, λ˜, τ) ∈ H : area(pi, λ˜, τ) 6M
}
.
All these measures are invariant under T t, Rˆ and R, just because T t and Rˆ pre-
serve the area. In particular, we will be interested in mˆ1 and m1.
Now let us translate our results to R and Z. First of all, define T t(pi, λ) =
(pi, etλ): this is useful because T t ◦ Pˆ = Pˆ ◦ T t, where Pˆ : Hˆ → R × RA+ is the
natural projection. Likewise,
Pˆ ◦ Rˆ = Rˆ ◦ Pˆ and P ◦ R = R ◦ P,
where P is the natural projection P : H → R× ΛA.
It is natural to define ν = P∗m1; for any E ⊂ R× ΛA, we have
ν(E) = m1(P
−1(E)) = m1
({
(pi, λ˜, τ) : (pi, λ˜) ∈ E and area(pi, λ˜, τ) 6 1
})
.
Then, of course, ν is invariant under R:
R∗ν = R∗P∗m1 = P∗R∗m1 = P∗m1 = m1.
Analogously, set νˆ = Pˆ∗(mˆ): νˆ is invariant under Rˆ and T
t.
3. Invariant densities
Observe that νˆ is absolutely continuous with respect to dpi × dλ (we will say
that νˆ is absolutely continuous with respect to dλ), with density
dνˆ
dpi × dλ (pi, λ) = vol ({τ ∈ Tpi : area(pi, λ, τ) 6 1}) .
The cone Tpi is a finite union of simplicial cones, up to a positive codimension
subset: Tpi = T1 ∪ · · · ∪ Tk. A simplicial cone is by definition a cone of the form
Ti =
⊕
α∈A
R+τ iα,
where
{
τ iα
}
α∈A
⊂ Tpi is a basis of RA. We will always assume that the basis has
been chosen with unit volume.
3. INVARIANT DENSITIES 45
Proposition 4.5. The density of νˆ with respect to the Lebesgue measure is
dνˆ
dλ
(pi, λ, τ) = vol ({τ ∈ Tpi : area(pi, λ, τ) 6 1}) = 1
d!
k∑
i=1
∏
β∈A
1
〈λ, hiβ〉
,
where hiβ = −Ωpi(τ iβ) and k is the number of simplicial cones whose union is Tpi.
Proof. Fix i ∈ {1, . . . , k}. Let M : RA → RA be the linear operator mapping
the canonical basis {eα}α∈A to B =
{
τ iα
}
α∈A
. Clearly, detM = 1, since B has unit
volume. Recall equation (3.2): area(pi, λ, τ) = −〈λ,Ωpi(τ)〉.
To simplify the notation, let L = −Ωpi. We have to calculate
vol
({
τ ∈ T i : area(λ, τ) 6 1}) = vol{τ ∈ T i : 〈λ,L(τ)〉 6 1}
= vol
{
v ∈M−1(T i) : 〈λ,LM(v)〉 6 1} .
The cone T˜ =M−1(T i) is simply RA+, clearly. In particular, the set{
v ∈M−1(T i) : 〈λ,LM(v)〉 6 1}
is a simplex whose vertices are the origin and the points
eα
〈λ,LM(eα)〉 =
eα
〈λ,L(τ iα)〉
, α ∈ A.
Consequently,
vol
{
v ∈M−1(T i) : 〈λ,LM(v)〉 6 1} = vol(ΣA) · ∏
α∈A
1
〈λ,L(τ iα)〉
,
where ΣA is the canonical d-dimensional simplex, whose volume is 1/d! (this can
be proved through a straightforward induction). The conclusion follows summing
all the T i together. 
Let Sˆ1 be the normalized pre-stratum, that is, the pre-stratum intersected with
surfaces of area smaller than 1:
Sˆ1 =
{
(pi, λ, τ) ∈ Sˆ : area(pi, λ, τ) 6 1
}
.
Theorem 4.6. The volume of the normalized pre-stratum Sˆ1 = Sˆ1(R), relative
to some Rauzy class R, is finite: mˆ(Sˆ1) <∞.
Proof. Observe that
vol(Sˆ1) =
∑
pi∈R
∫
Epi
ρ(pi, λ) dλ,
where ρ(pi, λ) = vol {τ ∈ Tpi : area(pi, λ, τ) 6 1} and
Epi =

λ ∈ RA+ :
∑
β 6=α(1−ε)
λβ 6 1 6
∑
β∈A
λβ

 .
Recall Proposition 4.5: with the same notations (k is the number of simplicial cones
with basis (τ iβ)β∈A and h
i
β = −Ωpi(τ iβ)) we have
ρ(pi, λ) =
1
d!
k∑
i=1
∏
β∈A
1
〈λ, hiβ〉
.
Up to subdividing each Ti using the equality Ti =
(
Ti ∩ T 0pi
) ∪ (Ti ∩ T 1pi), we may
suppose that each Ti is contained in either T
0
pi or T
1
pi (up to a codimension 1 subset).
As before, we will make this change of coordinates:
ΛA × R→ RA+, (λ˜, s) 7→ esλ˜;
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then λ = esλ˜ ∈ Epi if and only if s ∈ [0, tR(pi, λ)]: indeed, |λ| = es > 1 if and only if
s > 0 and |λ| − λα(1−ε) 6 1 if and only if es 6 |λ||λ|−λα(1−ε) . Consequently, recalling
also that dλ = esd dλ˜ ds, we have
vol(Sˆ1) =
∑
pi∈R
∫
ΛA
dλ˜
(∫ tR(pi,esλ˜)
0
ρ(pi, esλ˜) esd ds
)
.
Using the fact that the function λ 7→ ρ(λ, τ) is homogeneous of degree −d and
observing that tR(pi, λ˜) = tR(pi, e
sλ˜) for any s ∈ R, we get that ρ(pi, esλ˜)esd ds =
ρ(pi, λ˜) ds and so
vol(Sˆ1) =
∑
pi∈R
∫
ΛA
tR(pi, λ˜)ρ(pi, λ˜) dλ˜.
Now, we use the explicit espression of ρ:
(4.2) vol(Sˆ1) = 1
d!
∑
pi∈R
k∑
i=1
∫
ΛA
− log
(
1− λ˜α(1−ε)
)∏
β∈A
1
〈λ˜, hiβ〉

 dλ˜.
Thus, we are left to show that the integral is finite, for each i ∈ {1, . . . , k} and each
pi ∈ R. So, in the sequel we assume that k and pi have been fixed: for notational
simplicity, T = Ti and τα = τ
i
α. Moreover, we assume that T ⊂ T 0pi as the other
case in completely analogous.
We are going to approximate the integral with a sum over a well chosen partition
of ΛA. To this end, let N =
{
n ∈ NA : minα∈A nα = 0
}
: the elements of N are
sequences of d non-negative integers where at least one nα is zero. Then, define
n∗α =
{
1− nα if nα > 0
∞ if nα = 0
and
Λ(n) =
{
λ ∈ ΛA : 2−nα 6 λαd < 2n∗α , for α ∈ A
}
.
Sub-lemma 4.7. The family {Λ(n)}
n∈N covers ΛA and
vold−1 Λn 6 C 2
−
∑
α nα ,
where C > 0 is a constant depending only on |A| = d.
Let us assume this result, to be proved later, and go on with the proof of the
theorem. The SubLemma controls the volume of the elements of the partition Λ(n).
The second step consists of controlling the norm of the integrand in (4.2) on Λ(n).
First, λ˜α(1−ε) < 1/2, otherwise α(1 − ε) would not be the loser. Observe also
that (− log(1− x))′ = 11−x ∈ [1, 2] when x ∈ (0, 1/2). Thus,
− log
(
1− λ˜α(1−ε)
)
6 2λ˜1−α(ε) = 2min
{
λ˜α(0), λ˜α(1)
}
.
Observe that nα(1−ε) > 0 because the length of the loser cannot be larger than 1/d.
In particular,
(4.3) min
{
λ˜α(0), λ˜α(1)
}
6
1
d
21−nα(1−ε) .
Now, we focus on
∏
β∈A
1
〈λ˜,hβ〉
. Write each vector hβ in components: hβ =
(hβ,α)α∈A. Let A(β) = {α ∈ A : hβ,α > 0} and let
c = min
α,β∈A
{hβ,α : hβ,α > 0} .
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For every λ˜ ∈ Λ(n) and β ∈ A, we have
〈λ˜, hβ〉 =
∑
α∈A(β)
λ˜α · hβ,α >
∑
α∈A(β)
2−nα
d
· c > c
d
2−mβ ,
where mβ = minα∈A(β) nα.
Consequently, the integral in (4.2) is bounded from above by∑
n∈N
∫
λ˜(n)
2min
{
λ˜α(0), λ˜α(1)
} ∏
β∈A
1
〈λ˜, hβ〉
dλ˜ 6
∑
n∈N
K2 pn ,
where K = 4Cd
(
d
c
)d
and
pn =
∑
β∈A
mβ −max
ε
nα(ε) −
∑
A
nα :
the first term comes from the product, the second from (4.3) and the last from
SubLemma 4.7.
To conclude, we just need
Lemma 4.8.
(4.4) −pn = max
ε∈{0,1}
nα(ε) −
∑
β∈A
min
α∈A(β)
nα +
∑
α∈A
nα > max
α∈A
nα.
Using (4.4) we get∑
n∈N
∫
Λ(n)
2min
{
λ˜α(0), λ˜α(1)
} ∏
β∈A
1
〈λ˜, hβ〉
dλ˜ 6
∑
n∈N
K2−maxA nα .
Since for every m ∈ N there are at most d(m + 1)d−1 choices of n such that
maxA nα = m, the integral in (4.2) is bounded above by
∞∑
m=1
Kd(m+ 1)d−12−m <∞
and we are done. 
Proof of SubLemma 4.7. Let us first prove that the sets Λ(n) cover ΛA.
If fact, for every β ∈ A either λβ > 1/d or there is nβ ∈ N such that λβ ∈
[d/2nβ , d/2nβ−1). However, if |λ| = 1, there exists γ ∈ A such that λγ > 1/d: thus
nγ = 0.
Now we prove the estimate. Choose n ∈ N and γ such that nγ = 0. Then
(λα)α6=γ ∈
∏
α6=γ [0, 2
1−nα ] = S(n): Λ(n) is the graph of the function 1−∑α6=γ λα
over some subset of S(n). Consequently, using |1−∑α6=γ λα| 6 √d, we obtain that
vold−1 Λ(n) 6
√
d vold−1 S(n) = C2
−
∑
α∈A nα
with C =
√
d2d−1. 
To prove Lemma 4.8 we have to work more. First, we need a combinatorial
proposition.
Proposition 4.9. Let (τβ)β∈A be a basis of RA contained in T δpi (δ ∈ {0, 1}).
As usual denote hβ = −Ωpi(τβ). For any B such that ∅ 6= B $ A, we have
| {β ∈ A : hβ,α = 0 for any α ∈ B} |+ |B| 6 d.
The inequality is strict unless α(1− ε) ∈ B and α(ε) /∈ B.
48 4. ERGODICITY
Proof of Lemma 4.8. Let 0 = n0 < n1 < · · · < nl be the different values
taken by nα; of course, l 6 d − 1. For 0 6 i 6 l, let Bi =
{
α ∈ A : nα > ni
}
.
Then, clearly,
(4.5)
∑
α∈A
nα =
l∑
i=1
ni
(∣∣Bi∣∣− ∣∣Bi+1∣∣) = l∑
i=1
∣∣Bi∣∣ (ni − ni−1),
with the obvious convention that Bl+1 = ∅.
Obviously, minA(β) nα > n
i if and only if A(β) ⊂ Bi. Reasoning as before, it
follows that∑
β∈A
min
A(β)
nα =
l∑
i=1
ni
(∣∣{β : A(β) ⊂ Bi}∣∣− ∣∣{β : A(β) ⊂ Bi+1}∣∣) ,
that is,
(4.6)
∑
β∈A
min
A(β)
nα =
l∑
i=1
∣∣{β : A(β) ⊂ Bi}∣∣ (ni − ni−1).
Notice that, by definition, A(β) ⊂ Bi if and only if hβ,α = 0 for every α ∈ A\Bi.
Using Proposition 4.9 with B = A\Bi, we get that∣∣{β : A(β) ⊂ Bi}∣∣ 6 ∣∣Bi∣∣ , if α(0) ∈ Bi and α(1) /∈ Bi;∣∣{β : A(β) ⊂ Bi}∣∣ < ∣∣Bi∣∣ otherwise.
In the second case, of course we have
(4.7)
∣∣Bi∣∣ (ni − ni−1)− ∣∣{β : A(β) ⊂ Bi}∣∣ (ni − ni−1) > (ni − ni−1).
Consider now the first case: Bi contains α(0) but not α(1). This means that
ni1−1 = nα(1) < n
i 6 nα(1) = n
i2 . Then
(4.8)
∣∣Bi∣∣ (ni − ni−1)− ∣∣{β : A(β) ⊂ Bi}∣∣ (ni − ni−1) > 0
does hold for every i such that i1 6 i 6 i2. Moreover,
(4.9) max
{
nα(0), nα(1)
}
= nα(0) = n
i2 > ni2 − ni1−1 =
i2∑
i=i1
(ni − ni−1).
To conclude, sum (4.7), (4.8), (4.9) together for the appropriate values of i and
then use (4.5), (4.6). 
Proof of Proposition 4.9. We prove only the case δ = 0: the other is
symmetrical. For notational simplicity, let
bεα =
∑
piε(β)6piε(α)
τβ
and α+ε (α
−
ε ) be the symbol to the right (to the left) of α in the ε-line of pi.
Let h = −Ωpi(τ), for some τ contained in the closure of T 0pi . We have
hα = b
0
α − b1α = b0α−0 − b
1
α−1
.
Setting bε
α−ε
= 0 when piε(α) = 1, this formula is true for every α ∈ A. Since τ ∈ T 0pi ,
by definition we have that b0α > 0 for every α ∈ A and b1α 6 0 for all α 6= α(1).
Thus, given any α 6= α(1), if hα = 0 then b0α = b1α = b0α−0 = b
1
α+1
= 0. When
α = α(1), hα = 0 implies only that b
0
α−0
= b1
α+1
= 0.
Let B a non-empty and proer subset of A with hα = 0 for all α ∈ B. There are
three cases to consider.
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Case 1. α(1) /∈ B.
For ε ∈ {0, 1}, define Bε = B ∪ {α−ε : α ∈ B}. Then bεβ = 0 for all β ∈ Bε. We
want to prove that either |B0| > |B| or |B1| > |B|. In fact, by definition Bε ⊃ B;
the two sets coincide if and only if B = pi−1ε ({1, . . . , k}) for some k ∈ {1, . . . , d}.
However, k < d because B 6= A, and so B = B0 = B1 cannot hold (recall that pi
is an irreducible pair, as always). Now choose ε such that |Bε| > |B|. To conclude
observe that the map τ 7→ βε = (βεγ)γ∈A is injective and that the set of τβ is a
basis of RA: consequently,
|{β ∈ A : hβ,α = 0 for every α ∈ B}| 6 d− |Bε| < d− |B| .
Case 2. α(1) ∈ B, α(0) /∈ B.
We proceed as follows. Define B1 = B\ {α(1)} ∪
{
α−1 : α ∈ B
}
. We have
b1β = 0 for every β ∈ B1.
Let k > pi1(α(0)) be the maximum number such that γ = pi
−1
1 (k) /∈ B. Clearly, by
the hypothesis, k = α(0) satisfies the requirement, while k = d not: so k does exist
and k < d. In particular, γ = α−1 for some α ∈ B: it follows that
B1 ⊃ B\{α(1)} ∪ {γ} ,
so that |B1| > |B|. We conclude as before.
Case 3. α(0), α(1) ∈ B.
In this case define B0 = B ∪
{
α−0 : α ∈ B
}
. We have
b0β = 0 for every β ∈ B0.
we want to prove that B0 % B. This is similar to the first case: the two sets
coincide if and only if B = pi−10 ({1, . . . , k}), but α(0) = pi−10 (d) ∈ B and this would
imply that B = A, contradiction. We conclude as in the first case, with the strict
inequality.
Notice that the inequality is strict except, possibly, in the second case, i.e.
when B contains α(1) but not α(0). 
4. Ergodicity of Teichmu¨ller flow
We want to prove that the Teichmu¨ller flow is ergodic for the invariant measure.
We will use Proposition 4.3: in particular, we have to construct Markov partitions
for Rauzy-Veech and Zorich renormalizations. First, we deal with recurrence.
Lemma 4.10. The following systems are recurrent:
• T t : Sˆ1 → Sˆ1, with respect to mˆ;
• T t : Sˆ → Sˆ, with respect to νˆ;
• R : H → H, with respect to m;
• R : R× ΛA → R× ΛA, with respect to ν.
Here Sˆ means the quotient of R× ΛA by the relation T tR(pi,λ)(pi, λ) ≈ R(pi, λ).
Proof. The first claim follows from Poincare´ theorem (because Sˆ1 has finite
mˆ-measure). The second follows from the first at once, because νˆ = P ∗(mˆ) and
P ◦ T t = T t ◦ P . The third statement follows again from the first; in fact R is the
first return map of T t to the cross section H, and a subset of the cross section has
positive measure if and only if so does the set of flow orbits passing through it. The
same argument applied to T t and R proves that (R, ν) is recurrent. 
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Now let us construct the Markov partition. For pi ∈ SA and ε ∈ {0, 1}, define
Λpi,ε = {λ ∈ ΛA : type(pi, λ) = ε} ;
obviously, this is the set of length vectors such that λα(ε) > λα(1−ε). The basic
observation is that R maps Λpi,ε bijectively to {pi′} × ΛA.
We can go further: for n > 1 and each vector ε = (ε1, . . . , εn) ∈ {0, 1}n, let
Λpi,n,ε =
{
λ ∈ ΛA : typeRk(pi, λ) = εk, for 0 6 k < n
}
.
Then, as before, Rn maps Λpi,n,ε bijectively to {pin} × ΛA (as usual (pin, λn) =
Rn(pi, λ)). Recall the relation λn = Θ−n∗(λ): it follows that ΛA is the image of
Λpi,n,ε under the map PΘn∗pi,λ, for any λ
n ∈ Λpi,n,ε . This shows that Λpi,n,ε is a
simplex of positive measure in ΛA.
In view of Corollary 2.3, we can choose N > 1 and ε = (ε1, . . . , εN ) so that
Λpi,N,ε is relatively compact in ΛA. Assume such Λ∗ = Λpi,N,ε has been fixed, as
well as N and ε. We shall construct a Markov partition of Λ∗ with respect to R
N .
Consider the map induced on Λ∗ by R
N , R∗ : Λ∗ → Λ∗. For almost any x ∈ Λ∗
there is a well-defined return time k = k(x) > 1: R∗(x) =
(
RN
)k
(x). Then, the
set Λx of the form
Λpi,N(k+1),θ
that contains x is such that RkN (Λx) = Λ∗. In particular, we have shown that the
return time is k for all points in Λx: (R∗, νR∗) is thus a Markov system.
Proposition 4.11. The Markov system (R∗, νR∗) is ergodic.
Theorem 4.12. The Rauzy-Veech renormalization map R is ergodic relative to
the measure ν.
Proof. This follows immediately from Proposition 4.11. In fact, by Propo-
sition 4.3, we deduce that (RN , ν) is ergodic: hence, trivially, (R, ν) is ergodic as
well. 
Proof of Proposition 4.11. Recall the relevant properties of projective met-
rics. In particular, Λ∗ is relatively compact in ΛA and so it has finite diameter
DP > 0 for the projective metric dP defined on RA+. Fix any inverse branch of R
k
∗ ,
to be denoted R−k∗ . By Lemma C.3, log |detR−k∗ | is (d + 1)-Lipschitz continuous
with respect to dP: for any x, y ∈ Λ∗ we have
(4.10) log |detR−k∗ |(x)− log |detR−k∗ |(y) 6 (d+ 1)DP.
To prove ergodicity, let E ⊂ Λ∗ be a R∗-invariant set with ν(E) > 0. We must prove
that E has full ν-measure in Λ∗. Recall that ν is absolutely continuous with respect
to the Lebesgue measure dλ˜: hence dλ˜(E) > 0. It is well-known that dλ˜-almost
every point in a set of positive Lebesgue measure is a density point, in particular
lim
k→∞
dλ˜
(
Λpi,(k+1)N,θ ∩ E
)
dλ˜
(
Λpi,(k+1)N,θ
) = 1.
In other words, considering the complement of E, for any δ > 0 there is k > 1 such
that
dλ˜
(
Λpi,(k+1)N,θ\E
)
< δ · dλ˜ (Λpi,(k+1)N,θ).
Then,
|detR−k∗ |(x) · dλ˜ (Λ∗\E) = dλ˜
(
R−k∗ (Λ∗\E)
)
= dλ˜
(
Λpi,(k+1)N,θ\E
)
< δ · dλ˜ (Λpi,(k+1)N,θ) = δ · |detR−k∗ |(y)dλ˜ (Λ∗) ,
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for some x, y ∈ Λ∗. Using (4.10) and letting δ go to zero, we find that dλ˜(Λ∗\E) = 0,
i.e. E has full Lebesgue measure in Λ∗. This implies that E has full ν-measure in
Λ∗ as well. 
Corollary 4.13. The measure mˆ1 is ergodic for the Teichmu¨ller flow.
Proof. Take a T t-invariant set E ⊂ Sˆ1 of positive measure mˆ1(E) > 0. Since
it is invariant, it contains the entire orbit of each of its points. The intersection of
E with H1 is thus a R-invariant set and it has positive m1 measure. By Theorem
4.12, E ∩H1 has total measure in H1 and, consequently, so does E in Sˆ1. 
5. Zorich invariant probability
Here we address directly the invertible Zorich renormalization map. Recall that
this map is denoted Z : X → X . This is the first return map of R : H → H on
the domain X = X0 ∪ X1. So, by Proposition 4.1, Z preserves the restriction of
m to X . Clearly, it preserves also the area and so, for any c > 0, it preserves m
restricted to the intersection{
area(pi, λ˜, τ) 6M
}
∩ X .
Again, Z is a lift of Z, in fact: P ◦ Z = Z ◦ P , where P : H → R × ΛA is the
canonical projection. It follows that Z preserves P∗m, and, most importantly,
µ = P∗
(
m|X ∩ area(pi, λ˜, τ) 6 1
)
.
Reasoning as for R, we find that µ is absolutely continuous relative to the Lebesgue
measure, and the density is
dµ
dλ˜
(pi, λ˜) = vol
({
τ ∈ T εpi : area(pi, λ˜, τ) 6 1
})
,
where ε = type(pi, λ˜).
As before, we can express more concretely the volume. Let T 1, . . . , T k be
pairwise disjoint simplicial cones that cover T εpi up to a positive codimension subset
and let
(
τ iβ
)
β∈A
be a basis of T i. Finally, put hiβ = −Ωpi(τ iβ). Then,
(4.11)
dµ
dλ˜
(pi, λ˜) =
1
d!
k∑
i=1
∏
β∈A
1
〈λ˜, hiβ〉
.
Notice that the density is a rational function of λ˜, of degree −d, positive and
bounded away from zero in ΛA.
In the next crucial theorem we prove that µ is finite.
Theorem 4.14. The measure µ is finite, i.e. µ(R× ΛA) <∞.
Proof. For each pi ∈ R, define as usual Λpi,ε =
{
λ˜ ∈ RA+ : type(pi, λ˜) = ε
}
.
We have to control the quantity
µ(R× ΛA) =
∑
pi∈R
∑
ε∈{0,1}
∫
Λpi,ε
vol
({
τ ∈ T εpi : area(pi, λ˜) 6 1
})
dλ˜.
Using (4.11) we are left to show that∫
Λpi,ε
∏
β∈A
1
〈λ˜, hiβ〉
dλ˜ <∞
for each pi ∈ R, ε ∈ {0, 1} and each i ∈ {1, . . . , k}.
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As always, we treat only the case ε = 0. Fix pi and i. For notational simplicity,
we drop the i from superscripts: hβ = h
i
β for every β ∈ A. We will proceed exactly
as in the proof of Theorem 4.6: fortunately, now things are simple since we do not
have to take into account the renormalization time.
Define N and Λ(n) as in the proof of that theorem. From Sublemma 4.7, the
Λ(n) do cover ΛA and there exists a constant C > 0 such that
(4.12) vold−1 Λ(n) 6 C2
−
∑
A
nα .
Since we are integrating only over Λpi,0 =
{
λ˜ : λ˜α(0) > λ˜α(1)
}
, it suffices to consider
n for which nα(0) 6 nα(1): they cover Λpi,0.
Now we give an estimate for the integrand. For each β ∈ A, let A(β) ⊂ A be
the set of α such that hβ,α > 0, and let c > 0 be the minimum (as α and β vary in
A) among the non-zero hβ,α. We have, for every β ∈ A,
〈λ˜, hβ〉 =
∑
α∈A(β)
hβ,α · λ˜α >
∑
α∈A(β)
c
2−nα
d
>
c
d
2−minA(β) nα .
Consequently,
(4.13)
∏
β∈A
1
〈λ˜, hiβ〉
6
(
d
c
)d
2mn ,
where
mn =
∑
β∈A
min
A(β)
nα.
Putting (4.12) and (4.13) together, we obtain∫
Λn
∏
β∈A
1
〈λ˜, hiβ〉
dλ˜ 6 K2pn ,
where K = C · (d/c)d and pn = mn −
∑
α∈A nα.
Lemma 4.15. For every n ∈ N such that nα(0) 6 nα(1), we have
pn =
∑
β∈A
min
A(β)
nα −
∑
α∈A
nα 6 −max
α∈A
nα.
Using this lemma, the conclusion is easy. Indeed, for every n ∈ N+ ={
n : nα(0) 6 nα(1)
}
we have∫
Λn
∏
β∈A
1
〈λ˜, hiβ〉
dλ˜ 6 K2−maxA nα ,
Summing over N+, we finally obtain∫
ΛA
∏
β∈A
1
〈λ˜, hiβ〉
dλ˜ 6
∑
n∈N+
K2−maxA nα 6
∞∑
j=0
K ′(j + 1)d2−j <∞,
since there are at most d(j + 1)d−1 vectors n ∈ N+ with maxnα = j. 
We still have to prove the lemma.
Proof of Lemma 4.15. This is proved like Lemma 4.8, but with a simplifi-
cation. Let 0 = n0 < n1 < · · · < nl be the different values taken by nα; of course,
l 6 d− 1. For 0 6 i 6 l, let Bi = {α ∈ A : nα > ni}. Then, clearly,
(4.14)
∑
α∈A
nα =
l∑
i=1
ni
(∣∣Bi∣∣− ∣∣Bi+1∣∣) = l∑
i=1
∣∣Bi∣∣ (ni − ni−1),
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with the obvious convention that Bl+1 = ∅.
Obviously, minA(β) nα > n
i if and only if A(β) ⊂ Bi. Reasoning as before, it
follows that∑
β∈A
min
A(β)
nα =
l∑
i=1
ni
(∣∣{β : A(β) ⊂ Bi}∣∣− ∣∣{β : A(β) ⊂ Bi+1}∣∣) ,
that is,
(4.15)
∑
β∈A
min
A(β)
nα =
l∑
i=1
∣∣{β : A(β) ⊂ Bi}∣∣ (ni − ni−1).
Notice that, by definition, A(β) ⊂ Bi if and only if hβ,α = 0 for every α ∈ A\Bi.
Recall that n(α(0)) 6 n(α(1)): thus, α(1) ∈ Bi =⇒ α(0) ∈ Bi. We now use
Proposition 4.9 with B = A\Bi: the previous observation ensures that the case of
non-strict inequality cannot occur, so
(4.16)
∣∣Bi∣∣− ∣∣{β : A(β) ⊂ Bi}∣∣ > 1.
Then, by (4.14), (4.15) and (4.16), we find
∑
α∈A
nα −
∑
β∈A
min
A(β)
nα >
l∑
i=1
(ni − ni−1) = max
α∈A
nα.
This concludes the proof. 
Now, let us state the most important result of this section.
Theorem 4.16. For each Rauzy class R, the Zorich renormalization map
Z : R × ΛA → R × ΛA admits an ergodic invariant probability µ. Moreover,
µ is absolutely continuous with respect to dpi × Leb, unique and its density is a
homogeneous rational function of degree −d, bounded away from zero.
Proof. To get a probability, it suffices to divide µ by the finite factor µ(R×
ΛA). We already know that µ is absolutely continuos relative the Lebesue measure:
the statement about the density is clear from the explicit formula for it (equation
(4.11)).
So, we are left to prove that (Z, µ) is ergodic. To this aim, first observe that
(Z, µ) is a Markov system and also a recurrent system (by Poincare´’s theorem, since
µ is invariant and finite). Choose a relatively compact small simplex {pi}×Λ∗ which
is mapped to
{
piN
}×ΛA by ZN . Using the notion of projective metric, we obtain
a bounded distorsion extimate that allows us to proceed as we did for (R, ν).
We are left to show that µ is the unique probability satisfying these require-
ments. This follows from the general result saying that if µ′ is ergodic and absolutely
continuous with respect to another ergodic probability µ′′, then µ′ = µ′′. First ob-
serve that µ is equivalent to the Lebesgue measure. Hence, if µ′′ also satisfies the
claims of the theorem, then we have that µ′′ is absolutely continuous relative µ,
and so µ′′ = µ. 
CHAPTER 5
Linear cocycles and Lyapunov exponents
In this chapter we stop the study of Teichmu¨ller flow and renormalization
operators to introduce some general tools. First, we will define the notion of linear
cocycle over a measurable transformation. The most important theorem concerning
cocycles is obviously Oseledets theorem, a theorem that gives a sufficient condition
for the existence of Lyapunov exponents. In the following sections, we will explain
how a cocycle induces another cocycle defined on a subset of the original domain
and then we will introduce some special classes of cocycles: symplectic and locally
constant symbolic (LCS) cocycles.
A symplectic cocycle has the property that its Lyapunov spectrum is symmet-
rical around zero. The LCS cocycles are particularly important for us, since they
provide a setting for our general criterion of simplicity of the Lyapunov spectrum.
1. Definitions
Given a measure space (Σ,M, µ) and a measurable map f : Σ→ Σ, the linear
cocycle over f determined by A : Σ→ GL(R, d) (measurable function) is the map
FA : Σ× Rd → Σ× Rd
(x, v) 7→ (f(x), A(x)v) ,
usually denoted as F = (f,A). Observe that, for n ∈ N, the n-iterate of the
cocycle is again a cocycle: namely, it is determined by (fn, An), where An(x) =
A
(
fn−1(x)
) · · · A(f(x))A(x).
If f : Σ→ Σ is invertible (meaning that it is bijective and f−1 is measurable),
then so is the cocycle F = (f,A). Concretely, F−1 is determined by data (f−1, B),
where
B(y) =
(
A(f−1(y))
)−1
and so, for n > 0, Bn(y) = (An(f−n(y)))
−1 ≡ A−n(y).
2. Multiplicative ergodic theorem
The following theorem, due to Oseledets, ensures that the Lyapunov exponents
do exist if the A’s satisfy an integrability condition. Let log+(x) = max {0, log x}.
Theorem 5.1. If (f,A) is an invertible cocycle and
∫
Σ
log+ ‖A±‖dµ <∞, then
for µ-almost all x ∈ Σ there exist numbers
λ1(x) > · · · > λk(x)
and a decomposition
Rd = E1x ⊕ · · · ⊕Ekx
such that, for every i ∈ {1, . . . , k}, one has:
• A(x)Eix = Eif(x);
• for every v ∈ Eix\ {O},
λi(x) = lim
n→±∞
1
n
log ‖An(x)v‖.
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Moreover, x 7→ k(x), x 7→ λi(x) and x 7→ Eix (1 6 i 6 k(x)) are measurable
functions.
The λj(x) are called Lyapunov exponents at the point x and each E
i
x is an
Oseledets subspace (at x). The corresponding decomposition
Rd = E1x ⊕ · · · ⊕Ekx
is thus called the Oseledets decomposition at x.
The Lyapunov spectrum, again at a point x, is nothing but the set of the
Lyapunov exponents:
Spec (f,A) = {λ1(x), · · · , λk(x)} .
The multiplicity of λi(x) is, by definition, the dimension of E
i
x. If µ is ergodic,
observing that λi(f(x)) = λi(x), A(x)E
i
x = E
i
f(x), it follows that the Lyapunov
exponents and their multiplicities are constant µ-almost everywhere. In this situa-
tion, the Lyapunov spectrum is also constant almost everywhere: we speak of the
Lyapunov exponents of the cocycle (f,A) relative to the ergodic measure µ.
In this case, the Lyapunov spectrum is said to be simple if there are exactly
d Lyapunov exponents, that is, each Oseledets subspace has dimension 1. It is
convenient to change the notation, repeating each Lyapunov exponent according to
its multiplicity. In particular, this means that from now on a cocycle defined on
Σ× Rd always has d Lyapunov exponents, but they might not be distinct:
λ1 > λ2 > · · · > λd−1 > λd.
Therefore, the spectrum is simple if all the inequalities are strict:
λ1 > λ2 · · · > λd−1 > λd.
3. Angles between Oseledets subspaces
Assume that µ is ergodic, so that the Lyapunov exponents are constant µ-
almost everywhere.
Proposition 5.2. For µ-almost every x, let Rd = E1x ⊕ · · · ⊕Ekx the Oseledets
decomposition. For any pair of disjoint and non-empty sets I and J of {1, . . . , k},
define Fx =
⊕
i∈I E
i
x and F
′
x =
⊕
j∈J E
j
x. Then
lim
n→±∞
1
n
log sin
(

(
Ffn(x), F
′
fn(x)
))
= 0.
We need two simple lemmas.
Lemma 5.3. Let L : Rd → Rd be linear and invetible and let {v1, . . . , vd} be
any basis of Rd. For any pair of disjoint and non-empty sets I and J of {1, . . . , d}
let F = [vI ] and F
′ = [vJ ]. Then
1
‖L−1‖N · ‖L‖N 6
sin (L(F ), L(F ′))
sin (F, F ′)
6 ‖L−1‖N · ‖L‖N ,
where N 6 d.
Proof. We prove only the inequality on the right:
sin (L(F ), L(F ′))
sin (F, F ′)
=
‖L(F ) ∧ L(F ′)‖
‖L(F )‖ · ‖L(F ′)‖ ·
‖F‖ · ‖F ′‖
‖F ∧ F ′‖
=
‖L(F ∧ F ′)‖
‖F ∧ F ′‖ ·
‖F‖
‖L(F )‖ ·
‖F ′‖
‖L(F ′)‖
6 ‖L‖∧ Rm+n · ‖L−1‖∧ Rm · ‖L−1‖∧ Rn 6 ‖L‖m+n · ‖L−1‖m+n,
where m = |I| and n = |J |. This implies the conclusion. 
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Lemma 5.4. Let φ : Σ→ R a measurable function such that φ ◦ f −φ ∈ L1(Σ).
Then, for µ-almost every x,
lim
n→∞
1
n
φ(fn(x)) = 0.
Proof. This is a very straightforward application of Birkhoff theorem. 
Proof of Proposition 5.2. Define φ(x) = log sin (Fx, F
′
x). By Lemma
5.3, we have that |φ(f(x)) − φ(x)| 6 N log ‖A(x)‖ + N log ‖A(x)−1‖. The inte-
grability condition of Theorem 5.1 ensures that φ ◦ f − φ satisfies the hypotesis of
Lemma 5.4. The conclusion follows. 
4. Induced cocycles
Again assume that µ is ergodic. If D ⊂ Σ is a measurable set such that
µ(D) > 0, we may consider the cocycle induced on D which is defined as follows.
By Poincare´ recurrence theorem, µ-almost every point x ∈ D returns to D. In other
words, the first return time ρ : D → N\{0} is well-defined almost everywhere. Then,
the induced cocycle FD : D ×Rd → D ×Rd is determined by (fD, AD), where (for
x ∈ D)
fD(x) = f
ρ(x)(x) and AD(x) = A
ρ(x)(x).
Let µD be the normalized restriction of µ to D, i.e. µD(E) = µ(E ∩D)/µ(D) for
every E ∈ B. By the following proposition, once that Oseledets theorem applies to
(f,A), it applies also to (fD, AD).
Proposition 5.5. Let D ∈ B such that µ(D) > 0 and consider the induced
cocycle as above. Then:
• µD is fD-invariant
• ∫
Σ
log+ ‖A±1‖dµ <∞ implies that ∫
D
log+ ‖A±1D ‖dµD <∞.
Proof. The first claim has already been proved in Proposition 4.1. As for the
second claim,
µ(D)
∫
Σ
log+ ‖AD‖dµD =
∫
D
log+ ‖AD‖dµ =
∞∑
j=1
∫
Dj
log+ ‖Aj‖dµ
6
∞∑
j=1
j−1∑
k=0
∫
Dj
log+ ‖A ◦ fk‖dµ =
∞∑
j=1
j−1∑
k=0
∫
fk(Dj)
log+ ‖A‖dµ,
since µ is f -invariant. It is very easy to prove that the sets fk(Dj) and f
h(Di)
(0 6 k < j and 0 6 h < i) are disjoint unless (k, j) = (h, i). Hence,
∫
Σ
log+ ‖AD‖dµD 6 1
µ(D)
∞∑
j=1
j−1∑
k=0
∫
fk(Dj)
log+ ‖A‖dµ 6 1
µ(D)
∫
Σ
‖A‖dµ <∞.
With only slight modifications, one can prove the statement with A−1D in the place
of AD. 
It is then worth investigating whether there are relations between the Lyapunov
spectra of (f,A) and (fD, AD).
Proposition 5.6. The Lyapunov spectra of (f,A) and (fD, AD) satisfy
Spec(f,A) = µ(D) Spec(fD, AD).
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Proof. Define Rn(x) =
∑n−1
k=0 ρ(f
k
D(x)). The limit R(x) = limn→+∞
1
nRn(x)
exists µD-a.e. by Birkhoff’s theorem, since ρ is µD-integrable:∫
D
ρ dµ =
∑
j>1
jµ (Dj) =
∑
j>1
j−1∑
k=0
µ
(
fk (Dj)
)
= 1
The last inequality follows from the observation that
⋃
j>1
⋃j−1
k=0 f
k(Dj) = D (up
to zero measure sets). Compare also the proof of the previous proposition. By
ergodicity
R(x) =
∫
D
ρ dµD =
1
µ(D)
∫
ρ dµ =
1
µ(D)
.
Given any vector v 6= O, for µD-a.e. x,
lim
n→∞
1
n
log ‖AnD(x)v‖ = lim
n→∞
1
n
log ‖ARn(x)(x)v‖ =
lim
n→∞
Rn(x)
n
lim
n→∞
1
Rn(x)
log ‖ARn(x)(x)v‖ = 1
µ(D)
lim
n→∞
1
n
log ‖An(x)v‖.
The conclusion follows. 
This result in particular says that the simplicity of the Lyapunov spectrum is
preserved is we pass to any induced cocycle.
5. Symbolic cocycles
Consider the space NZ of bi-infinite sequences of natural numbers. We will
denote a generic x ∈ NZ by
x = (xj)j∈Z = (. . . , x−n, . . . , x−1, x0, . . . , xn, . . .).
Let pi+ : NZ → NN and pi− : NZ → N{n<0} be the natural projections:
pi+(x) = (x0, x1, . . .) and pi
−(x) = (. . . , x−2, x−1).
Sometimes, we write x+ = pi+(x), x− = pi−(x), µ− = pi−∗ (µ) and pi
+ = pi+∗ (µ).
Given z ∈ NZ, the local stable set at z is defined by
W s(z) =W s(z+) =
{
x ∈ NZ : xk = zk for all k > 0
}
.
Similarly, the local unstable set is given by
Wu(z) =Wu(z−) =
{
x ∈ NZ : xk = zk for all k < 0
}
.
A word is simply a finite sequence of natural numbers:
m = (m0, . . . ,mk).
A cylinder is a subset of Nk of the following form:
(5.1) C = Cm,a,b = {x ∈ Σ : xk = mk for all − a 6 k 6 b} ,
for any word m and any integers a, b such that −a 6 b. Given a finite word m,
the cylinder U(m) is the set of sequences x such that xj = mj for all 0 6 j 6 k.
Analogously, S(m) = fk(U(m)), where f is the shift map. More concretely,
S(m) = {x ∈ Σ : xj = mk−j−1 for all − k − 1 6 j 6 −1} .
Another notation for cylinders is [m−a, . . . ,m−1 : m0, . . .mb]: this coincides with
the cylinder C in (5.1).
The space NZ is metrizable, for instance a metric is given by
d(x, y) =
∑
n∈Z
|xn − yn|
1 + |xn − yn|2
−|n|.
In the topology given by this metric, cylinders are open and closed. Moreover, the
family of cylinders is a basis of this topology.
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The simplicity criterion we shall present concerns cocycles that satisfy the fol-
lowing requirements:
• Σ = NZ, M is the Borel σ-algebra (the σ-algebra generated by cylinders)
and f is the shift map;
• the probability µ is f -invariant, ergodic, positive on cylinders and with
bounded distortion, i.e., for any cylinder [i−m, . . . , i−1, i0, . . . , in],
1
C
6
µ ([i−m, . . . , i−1, i0, . . . , in])
µ ([i−m, . . . , i−1])µ ([i0, . . . , in])
6 C
for some C = C(µ) > 0;
• tha map A is locally constant, that is, it only depends on the present:
A(x) = A(x0) if x = (· · · , x−1, x0, x1, · · · ).
We refer to this kind of cocycles as locally constant symbolic cocycles. We
associate to such a cocycle the smallest monoid G ⊂ GL(d,R) that contains {A(i) :
i ∈ N}. A monoid is a set containing the identity and closed under multiplication.
Observation 5.7. The bounded distortion property ensures that µ = ρ(µ− ×
µ+), where µ− = pi−∗ (µ), µ
+ = pi+∗ (µ) and ρ is function bounded from zero and
infinity.
Given m = (m0, . . . ,mk), let A(m) = A(mk) · · ·A(m0) and |m| = k. In other
words, if x ∈ U(m), then Ak+1(x) = A(m). Given p = (p1, . . . , ph) ∈ Nh, define
m · p = (m1, . . . ,mk, p1 . . . , ph) ∈ Nh+k.
Also let pn = p · · ·p exactly n times.
6. Symplectic cocycles
Everything we said about coycles translates verbatim is we substitute Rd with
another vector space of finite dimension. In particular, consider a symplectic space
(H,ω).
A symplectic cocycle is a cocycle (f,A) : M × H → M × H such that, for
every x ∈ M , A(x) is a symplectic isomorphism of the symplectic space (H,ω).
Sometimes we say that F = (f,A) is a cocycle preserving the symplectic form ω; if
fact
ω(A(x) · v,A(x) · u) = ω(v, u) for every x ∈M and u, v ∈ H.
A nice elementary property of symplectic cocycles is the following.
Proposition 5.8. Assume that a symplectic cocycle has well defined Lyapunov
exponents. Then, the Lyapunov spectrum at each point x ∈ M is symmetric: if λ
is a Lyapunov exponent at x, then so is −λ, with the same multiplicity.
Proof. There is a constant K such that |ω(v, w)| 6 K‖v‖ · ‖w‖, for every
v, w ∈ H. For every n ∈ Z we have
(5.2) |ω(v, w)| = |ω(An(x) · v,An(x) · w)| 6 K‖An(x) · v‖ · ‖An(x) · w‖.
Choose i and j such that λi(x) + λj(x) 6= 0 and v ∈ Eix, w ∈ Ejx. Then
‖An(x) · v‖ · ‖An(x) · w‖ ≍ e(λi+λj)n
and so it goes to zero either as n→ +∞ or as n→ −∞. In particular, the left side
of (5.2), which does not depend on n, vanishes. This shows that λi(x) + λj(x) 6= 0
implies |ω(v, w)| = 0 for any v ∈ Eix and w ∈ Ejx. By definition, the form ω is non-
degenerate: this shows that, for every i, there exists j such that λi(x) + λj(x) = 0.
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Let now check that the multiplicities do coincide. Fix i and j with λi(x) 6= 0 and
λi(x) + λj(x) = 0. We can find a basis {v1, . . . , vs} of Eix and a set {w1, . . . , ws} ⊂
Ejx such that
ω(vp, wq) = δi,j .
This is a standard Gram-Schmidt procedure. Moreover, ω(vp, vp′) = ω(wp, wp′) = 0
for every p 6= p′, since λi(x)+λi(x) 6= 0 and λj(x)+λj(x) 6= 0. Thus, the w1, . . . , ws
are linearly indipendent and so dimEjx > dimE
i
x. In the same way, we can prove
the converse inequality. 
7. Adjoint cocycles
Given a cocycle F = (f,A) : M × Rd → M × Rd, we can define its adjoint
cocycle F−1∗ = (f,A−1∗) :M ×Rd×Rd. We have implicitly used the isomorphism
between Rd and Rd∗, via the canonical basis.
Proposition 5.9. The cocycle F satisfies the Oseledets integrability condition
if and only if so does F−1∗. In this case, the Lyapunov exponents are symmetric to
one another at each point.
Proof. Observe that ‖A(x)‖ = ‖A(x)∗‖ and ‖A(x)−1‖ = ‖A(x)−1∗‖, so the
first claim is proved. Now, let Rd =
⊕k
j=1E
j
x be the Oseledets decomposition at
x ∈M . For each i ∈ {1, . . . , d}, define
Ei∗x = Ann

⊕
j 6=i
Ejx

 ,
where Ann means annihilator. One checks at once that dimEix = dimE
i∗
x and that
the decomposition Rd =
⊕k
j=1E
j∗
x is invariant under F
−1∗. Given u ∈ Ei∗x and
n > 1, we have
‖A−n∗(x) · u‖ = max
‖v‖=1
∣∣〈A−n∗(x) · u, v〉∣∣ = max
‖v‖=1
∣∣〈u,A−n(x) · v〉∣∣ .
Take v ∈ Eifn(x): then A−n(x) · v ∈ Eix and there is a constant c = c(Eix, Ei∗x ) > 0
such that ∣∣〈u,A−n(x) · v〉∣∣ > c‖u‖‖A−n(x) · v‖ > c‖u‖e−(λi(x)+ε)n,
for any ε > 0 and any n > N(ε). It follows that
(5.3) lim
n→∞
1
n
log ‖A−n∗(x) · u‖ > − (λi(x) + ε) .
As for the other inequality, write a unit vector v ∈ Efn(x) as
v =
k∑
i=1
vi, with vi ∈ Eifn(x).
We want to prove that ‖vj‖ 6 eεn, for every n sufficiently large. This follows from
Proposition 5.2: indeed, fix j ∈ {1, . . . , k}. By definition, writing vj = vV + vH ,
with vH ∈W =
⊕
i6=j E
i
fn(x) and vV ∈W⊥, we have that
sin
(
vj ,W
)
=
‖vV ‖
‖vj‖ .
By Proposition 5.2, this quantity is larger that e−εn, whenever n is sufficiently large.
Then ‖vV ‖ 6 ‖v‖, since the orthogonal projections of v and vj to W⊥ coincide,
and so
‖vj‖ 6 eεn‖vV ‖ 6 eεn‖v‖ = eεn.
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Thus, given u ∈ Ei∗x , we have that
|〈u,A−n(x)v〉| = |〈u,A−n(x)vi〉| 6 ‖u‖e(−λi(x)+ε)n‖vi‖ 6 ‖u‖e(−λi(x)+2ε)n
for any vector v of length 1. This shows that
(5.4) lim
n→∞
1
n
log ‖A−n∗(x) · u‖ 6 − (λi(x)− 2ε) .
By the arbitrariety of ε, we conclude by equations (5.3) and (5.4), that the Lyapunov
exponent of F−1∗ along Ei∗x is −λi(x). Thus, the Oseledets decomposition at x for
F−1∗ is
Rd =
k⊕
i=1
Ei∗x ,
and the Lyapunov exponents are symmetric to those of F . 
CHAPTER 6
Zorich cocycles
In this chapter we define Rauzy-Veech and Zorich cocycles: they are cocycle
over R,R, Z,Z defined on each Rauzy class. We show that Oseledets theorem
may be applied to the Zorich cocycles, and so they possess a Lyapunov spectrum.
This Lyapunov spectrum has a symmetric structure, and contains some zeros. The
zero correspond to a precise subbundle and are not of importance for us. So we
restrict the Zorich cocycle to the complementary subbundle: this we be called the
restricted Zorich cocycle. Toward showing that its Lyapunov spectrum is simple, we
will determine the two Oseledets spaces corresponding to the extremal Lyapunov
exponents, proving that they have dimension 1.
The statement that the full Lyapunov spectrum o the restricted Zorich cocycle
is simple is much harder: to prove it, we have to develop a technique that works
for locally constant symbolic cocycles. At the end of this chapter, we reduce this
statement to the corrisponding one for a LCS cocycle obtained via the Markov
partition relative to Z.
1. Definitions
For each Rauzy class R, it is natural to define linear cocycles over R, Z, R
and Z (Rauzy-Veech and Zorich renormalization maps) as follows. Recall that
H = H(R) = {(pi, λ, τ) : pi ∈ R, λ ∈ ΛA, τ ∈ Tpi}. Let also
H1 = {(pi, λ, τ) ∈ H : area(pi, λ, τ) 6 1} .
The invertible Zorich renormalization map is defined of the set X of (pi, λ, τ) such
that type(pi, λ) = type(τ). Then
X1 = {(pi, λ, τ) ∈ X : area(pi, λ, τ) 6 1} .
Recall that the Veech measure ν is defined by P∗(m|H1), where P : H1 → R×ΛA
is the projection. Similarly, the Zorich measure µ = µZ is P∗(m|X1), where P :
X1 → R× ΛA.
As usual, let us begin by defining the Rauzy-Veech cocycle:
FR : R× ΛA × Rd → R× ΛA × Rd FR ((pi, λ) , v) = (R(pi, λ),Θpi,λ(v)) ,
and its invertible version, the invertible Rauzy-Veech cocycle,
FR : H1 × Rd → H1 × Rd FR ((pi, λ, τ) , v) = (R(pi, λ, τ),Θpi,λ(v)) .
As for the Zorich maps, the Zorich cocycle
FZ : R× ΛA × Rd → R× ΛA × Rd FZ ((pi, λ) , v) = (Z(pi, λ),Γpi,λ(v))
and the invertible Zorich cocycle
FZ : X1 × Rd → X1 × Rd FZ ((pi, λ, τ) , v) = (Z(pi, λ, τ),Γpi,λ(v)) ,
where Γpi,λ = Θ
n
pi,λ and
n = n(pi, λ) = min
{
k ∈ N : typeRk(pi, λ) 6= type(pi, λ)} .
Observe that FZ = F
n(pi,λ)
R and FZ = F
n(pi,λ)
R .
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2. Oseledets’ integrability
We are going to prove that the invertible Zorich cocycle fulfill the Oseledets
integrability condition, so that it has a well-defined Lyapunov spectrum.
Given an IET defined by (pi, λ), we denote as w = α(ε) the winner and s =
pi−11−ε(w) its position in the other line (the line of pi1−ε).
Lemma 6.1. For any N ∈ N\ {0}, the following holds:
max
α,β∈A
Γαβ > N =⇒ λα(ε) > N
∑
pi1−ε(β)>s
λβ .
Proof. This is almost obvious, recalling the explicit form of matrices Γ. If
maxα,β∈A Γαβ > N + 1, then every β ∈
{
pi−11−ε(s+ 1), . . . , pi
−1
1−ε(d)
}
becomes the
loser at least N times, while the winner does not change. 
Proposition 6.2. The functions (pi, λ) 7→ log+ ‖Γ±pi,λ‖ are integrable relative
to the invariant probability measure µ = µZ of the Zorich renormalization Z.
Proof. The choice of the norm does not affect the results: for convenience,
the norm of a matrix (or of a vector) is given by the largest absolute values of
its coefficients. The Zorich matrices Γpi,λ have determinant one and have integers
coefficients (1 on the diagonal); this shows that ‖Γpi,λ‖ = ‖Γ−1pi,λ‖ > 1 for all (pi, λ).
So we are left to show that log ‖Γpi,λ‖ is integrable.
Define N and Λ(n) as in Theorem 4.6. From the proof of that theorem we have
that
µ ({pi} × Λ(n)) 6 K2−maxA nα .
By the previous lemma, we also have that ‖FZ‖ > L implies that λw > Lλl, where
l indicates the loser of (pi, λ), and so λl < 1/L. For k > 0, take L = 2
k · d; then
‖FZ‖ > 2kd implies that λld < 2−k and so
λ ∈
⋃
maxA nα>k
Λ(n).
For each k ∈ N there are d(k + 1)d−1 vectors n ∈ N such that maxA nα = k: it
follows that
µ
({|FZ | > 2k · d}) 6 ∞∑
j=k
∑
maxnα=j
µ({pi} × Λ(n))
6
∞∑
j=k
Kd(j + 1)d−12−j 6 K ′(k + 1)d 2−k.
This implies that ‖FZ‖θ is integrable, as long as θ < 1: thus log ‖FZ‖ is integrable
as well. 
Corollary 6.3. The invertible Zorich cocycle FZ has a well defined Lyapunov
spectrum with respect to the measure m|X1.
Proof. Since µ is Z-invariant and ergodic, m|X1 is Z-invariant and ergodic
as well. So, the Lyapunov spectrum, if it exists, is constant almost everywhere. It
suffices to prove that FZ satisfies the Oseledets integrability condition. Indeed,∫
X1
log+ ‖Γ±pi,λ‖ dm|X1(pi, λ, τ) =
∫
P (X1)
log+ ‖Γ±pi,λ‖ dP∗(m|X1)(pi, λ)
=
∫
R×ΛA
log+ ‖Γ±pi,λ‖ dµ(pi, λ) <∞,
by the previous proposition. 
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Note that the crucial ingredient in the previous corollary is that the matrices Γ
do not depend on τ . The Lyapunov exponents are obtained calculating the possible
limits of
1
n
log ‖Γnpi,λ(v)‖
as v varies in Rd\ {O}. Again, this does not depend on τ .
Convention 1. For these two reasons, we will say that the Zorich cocycle FZ
has a Lyapunov spectrum and that it coincides with the one of the invertible Zorich
cocycle.
3. Restricted Zorich cocycle
Let H = {(pi, λ)×Hpi} be the subbundle of R × ΛA × RA whose fiber over
each (pi, λ) ∈ R × ΛA is Hpi = Ωpi(RA). Recall that Hpi is orthogonal to kerΩpi,
dimkerΩpi = κ− 1 and dimHpi = 2g, where κ is the number of singularities and g
the genus of the surface associated to (pi, λ, τ).
This subbundle is extremely important. In fact,
Lemma 6.4. The subbundle H (pi 7→ Hpi) is invariant under both FR and FZ .
Proof. Recall the fundamental relation: Θpi,λΩpiΘ
∗
pi,λ = Ωpi′ , where R(pi, λ) =
(pi′, λ′). This immediately shows that Θ∗pi,λ(kerΩpi′) = kerΩpi. In other words kerΩ
is invariant under the adjoint cocycle
F−1∗R : (pi, λ, v) 7→ (pi′, λ′,Θ−1∗pi,λ (v)).
Since (Hpi)
⊥
= kerΩpi,λ, we conclude that H is invariant under FR, and thus under
FZ , too. 
As usual, denote (pin, λn) = Rn(pi, λ), for any n > 1.
Lemma 6.5. There is a constant C0 > 0 such that, for any n > 1 and any
(pi, λ), the component of Θnpi,λ(v) orthogonal to Hpin is bounded by C‖v‖.
Proof. Recall the explicit description of kerΩpi, as pointed out in Section 3.7:
a basis of kerΩpi is given by the λ(O), for every orbit O of σ not containing zero.
The dynamics of F−1∗ on the invariant subbundle {(pi, λ)× kerΩpi} is very simple:
for every n > 1 there exists a bijection O 7→ On between the set of orbits of σ not
containing zero and the set of orbits of σn not containing zero. This bijection is
such that Θ−1∗ (λ(O)) = λ(On).
Then, for every v ∈ kerΩpi,
〈λ(On),Θn(v)〉 = 〈Θn∗(λ(On)), v〉 = 〈λ(O), v〉.
This shows that the component of Θn(v) along kerΩpin is bounded by C0‖v‖, where
C0 depends only on the norm chosen. 
Corollary 6.6. The Lyapunov exponent of any Oseledets subspace E such
that E ∩H = {O} is zero.
Proof. Assume E = Eipi,λ. Choose a vector v ∈ E\ {O}. Let vn = Γnpi,λ(v)
its image under the n-iterate of the Zorich cocycle. Decompose each vn along
Hn = Hpin,λn and H
⊥
n , that is, vn = v
H
n + v
V
n , with v
H
n ∈ Hn and vVn ∈ H⊥n . By
the previous lemma, we have ‖vVn ‖ 6 C0‖v‖ for every n ∈ N.
By definition,
sin (vn,Hn) =
‖vVn ‖
‖vn‖
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and (noting that Proposition 5.2 holds for any pair of invariant bundles) this quan-
tity is bounded below by e−εn for any chosen ε > 0, as long as n is sufficiently large
(say, n > N(ε)):
sin (v,H) =
‖vVn ‖
‖vn‖ > e
−εn, if n > N(ε).
Putting together these considerations, we get ‖vn‖ 6 C0eεn‖v‖; with a similar
argument, we obtain the complete estimate
1
C0
e−εn‖v‖ 6 ‖vn‖ 6 C0eεn‖v‖
and from this the conclusion is obvious (as ε is arbitrary). 
Thus we can prove
Theorem 6.7. Let R be a Rauzy class with alphabet A and genus g. Let κ
be the number of singularities (recall that κ − 1 = |A| − 2g). Then, the Lyapunov
spectrum of FZ (defined on R× ΛA × RA) has the following form:
θ1 > · · · > θg > 0 = · · · = 0 > −θg > · · · > −θ1,
where the multiplicity of zero is κ− 1.
Proof. The subbudle H (more precisely (pi, λ) 7→ Hpi) is invariant, and FZ
preserves the symplectic form defined on it. Since dimHpi = 2g, we have 2g Lya-
punov exponents symmetric around zero (Proposition 5.8). The other κ − 1 =
|A| − 2g Lyapunov exponents correspond to directions transverse to H, and so the
conclusion follows from Corollary 6.6. 
We can finally state the most important theorem proved here.
Theorem A. For any Rauzy class, the Lyapunov spectrum of the restricted
Zorich cocycle is simple.
4. Extremal Lyapunov eponents
Proposition 6.8. The extremal Lyapunov exponents θ1 and −θ1 of every
Zorich cocycle FZ are simple. The same holds for the adjoint cocycle F
−1∗
Z .
Proof. Recalling the properties of the adjoint cocycle and the symmetric
structure of the Lyapunov exponents of FZ , it suffices to check that the small-
est Lyapunov exponent of F−1∗Z is simple.
For almost every (pi, λ), there if N > 1 such that Θkα,β > 1 for all α, β ∈ A and for
every k > N (Corollary 2.3). In particular, Γkα,β > 1, for every k > N . Fix N and
(pi, λ) satisfying this requirement.
Now we take advantage of the Markov structure of Z. The vector λ is contained
in some subsimplex ∆ of ΛA such that Z
N | {pi} ×D is the projective map defined
by Γ−N∗pi,λ and maps {pi} × ∆ bijectively onto
{
piN
} × ΛpiN ,1−ε. By our choice of
N , ∆ is relatively compact in ΛA. We have also that µ ({pi} ×∆) > 0, for µ is
positive on open sets. We consider the cocycle F˜Z induced by F
−1∗
Z on {pi} × ∆.
By Proposition 5.6, we are left to prove that the smallest exponent of F˜Z is simple.
Consider the cone C = {v ∈ RA+ : v/|v| ∈ ∆}. We have, for every (pi, λ),
Γ˜−1pi,λ(R
A
+) = Γ
ρ∗
pi,λ(R
A
+) = Γ
N∗
pi,λ
(
Γ
(ρ−N)∗
piN ,λN
(RA+)
)
⊂ ΓN∗pi,λ(RA+) ⊂ C,
since the return time ρ is greater than N . The proposition now is a consequence of
the following general result about cocycles. 
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Lemma 6.9. Let F = (f,A) : M × Rd → M × Rd be a linear cocycle such
that log+ ‖A±1‖ are integrable with respect to some f-invariant probability ν. If
there exists some relatively compact cone C ⊂ Rd+ such that A(x)−1(Rd+) ⊂ C for all
x ∈ M , then the smallest Lyapunov exponent has multiplicity 1 at ν-almost every
point.
Proof. Since C is relatively compact, it has finite diameter with respect to
the projective metric on Rd+. Thus, every A(x)
−1 : Rd+ → C is a contraction, again
with respect to the projective metric. it follows that the width of An(x)−1(Rd+) is
bounded by Ce−an, for some C, a > 0 depending only on C. In particular, for every
x ∈M , there exists ξ(x) of unit norm such that
(6.1)
∞⋂
n=1
An(x)−1(Rd+) = R+ξ(x).
Of course the line bundle Rξ is invariant for the cocycle: let λ(x) be its Lyapunov
exponent at x. We want to prove that any vector outside Rξ(x) grows, under
positive interations, at exponential rate larger than λ(x)+a. This would prove the
lemma.
Take a unit vector outside Rξ(x): by (6.1), An(x) · v /∈ Rd+. Upto replacing v
with An(x) · v, we may assume that v is not in the cone Rd+. Observe that ξ(y) ∈ C
for every y ∈ M , and so the coordinates of ξ(y) are bounded away from zero.
Consequently, we may find c > 0, depending only on C, such that, for every n > 1,
An(x) · v
‖An(x) · v‖ + c ξ(f
n(x)) ∈ Rd+.
Since An(x)−1 is a contraction, we have that the angle between ξ(x) and
An(x)−1
(
An(x) · v
‖An(x) · v‖ + c ξ(f
n(x))
)
=
v
‖An(x) · v‖ + c
ξ(x)
An(x) · ξ(x)
is bounded by Ce−an. Moreover, the angle between ξ(x) and v is bounded below
by some c2 > 0 (just because v /∈ Rd+ and ξ(x) ∈ C). Hence,
An(x) · ξ(x)
‖An(x) · v‖ 6 C
′e−an,
for some constant C ′ depending only on C. This shows that
‖An(x) · v‖ > C ′−1ean‖An(x) · ξ(x)‖ > C ′′e(λ(x)+a)n,
for an appropriate constant C ′′ > 0. The proof is concluded. 
Recall that FZ and FZ have the same Lyapunov spectrum, because, by conven-
tion, we assigned a Lyapunov spectrum to FZ although Z is not invertible. Thus,
to characterize the Oseledets subspaces, we have to consider the invertible cocycle
FZ . We will give an explicit description of the Oseledets subspaces corresponding
to θ1 and θ2g = −θ1.
For every x = (pi, λ, τ) ∈ X1, consider:
• Esx = RΩpi(λ);
• Eux = RΩpi(τ);
• Ecx =
{
v ∈ RA : ωpi(v, w) = 0, for all w ∈ Eux ⊕ Esx
}
.
We have that RA = Esx ⊕ Eux ⊕ Ecx. Note that Ecx is, by definition, the symplectic
orthogonal of Eux ⊕ Esx, but that Eux is not symplectic orthogonal to Esx: in fact,
ωpi(Ωpi(λ),Ωpi(τ)) = −〈λ,Ωpi(τ)〉 > 0, as λ and −Ωpi(τ) have positive coordinates.
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Theorem 6.10. The splitting Eu⊕Ec⊕Es is invariant under FZ . The bundle
Eu corresponds to the largest Lyapunov exponent, Es to the smallest and Ec to the
remaining ones.
Proof. Let R(pi, λ, τ) = (pi′, λ′, τ ′). Recall the fundamental formulae:
τ ′ = Θ−1∗pi,λ (τ), λ = Θ
−1∗
pi,λ (λ
′)
and
Θpi,λΩpiΘ
∗
pi,λ = Ωpi′ .
These imply that Eu and Es are invariant. That Ec is invariant is a consequence,
since the cocycle is symplectic.
Observe again that h = −Ωpi(τ) belongs to the positive cone. Then, since
the matrices of FZ have non-negative coefficients, E
u must be contained in the
Oseledets subspace with largest Lyapunov exponent θ1 (by Lemma 6.9). This
subspace is simple, and so it coincides with Eu.
In the proof of Proposition 5.8 we estabilished that θi(x) + θj(x) 6= 0 implies
|ω(v, w)| = 0 for any v ∈ Eix and w ∈ Ejx. As Es is outside the symplectic
orthogonal of Eu, it corresponds to the exponent −θ1, i.e. the smallest exponent.

5. Symbolic coding
In the section we will show that, for any Rauzy class, a cocycle induced by the
Zorich cocycle is conjugated to a locally constant symbolic cocycle. The main ideas
have already been explained, here we put them together.
Fix ε ∈ {0, 1} and pi ∈ SA. Consider the set
Λpi,ε = {λ ∈ ΛA : type(pi, λ) = ε} .
For all n > 1, let
{
pi(n)
}×∆(n) be the set of (pi(n), λ(n)) such that Z(pi(n), λ(n)) ∈
{pi} × Λpi,ε: the ∆(n) are disjoint and we have that
Z−1({pi} × Λpi,ε) =
⋃
n∈N
{
pi(n)
}
×∆(n),
moreover Z = Rn on ∆(n). We can proceed in the same way for any ∆(n): we pull
back ∆(n) under Z obtaining a family of sub-simplices {∆(n,m)}m∈N such that Z
maps each ∆(n,m) bijectively onto ∆(n) and Z = Rm on ∆(n,m).
Iterating this procedure we get sets of the form ∆(n), where n is a finite set
of natural numbers. Each ∆(n) comes with an associated pair pi(n): it is just
the preimage of pi under the appropriate iterate of R. In view of Corollary 2.3,
there exists ∆∗ = ∆(n1, . . . , nk) that is relatively compact in ΛA: in particular the
density dµZ/dλ is bounded from zero and infinity on ∆∗. Let pi∗ be the associated
pair. We fix ∆∗ and pi∗ once and for all. By recurrence of (Z, µZ) (Theorem 4.16),
there is a well-defined first return map on {pi∗}×∆∗. Let us call it Z˜ and consider
the induced cocycle
FZ˜ : {pi∗} ×∆∗ × Rd → {pi∗} ×∆∗ × Rd.
Proposition 6.11. The cocycle FZ˜ is conjugated to a locally constant symbolic
cocycle.
This induced cocycle preserves the normalized restriction of the Zorich measure
µZ to {pi} ×∆∗, i.e., for every µ-measurable E ⊂ R× ΛA,
µ(E) =
1
µZ({pi} ×∆∗)µZ(E ∩ {pi} ×∆∗).
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Moreover, the Lyapunov exponents of FZ˜ differ from those of FZ just by the factor
1/µZ({pi} ×∆∗).
Proof. Pull back ∆∗ under Z˜ to get a Markov partition of a full measure
subset of ∆∗, namely ⋃
n∈N
∆˜(n)
and repeat the same argument as before for any ∆˜(n). We end up with a set
∆˜(n) for any finite sequence of natural numbers n. Any ∆˜(n) is obtained from ∆∗
through a projective contraction.
Consider the map
Φ : Nn>0 → ∆, (jn)n>0 7→
⋂
n>0
∆˜(j1, . . . , jn).
This is well-defined since the intersection consists of exactly one point, and more-
over, Φ conjugates Z˜ to a shift. The map Γ˜ is constant on each ∆˜(j), it is equal
to Γjpi,λ (recall that Θ, and so Γ, depends only on pi and on the type of (pi, λ): the
type is fixed from the beginning, since ∆∗ ∈ Λpi,ε).
Finally we have to prove that µ has bounded distortion. In fact, as we have
already said, the density of µZ˜ with respect to the Lebesgue measure is bounded
away from zero and infinity in the simplex ∆∗:
0 < q 6
dµZ
dλ
6 Q < +∞,
say. Moreover, the Jacobian of the projectivization of Γnpi,λ is bounded from zero
and infinity on ∆∗ (Lemma C.3):
0 < t 6 |detD (PΓnpi,λ) | 6 T < +∞.
Thus,
µ∆∗(∆(n · p))
µ∆∗(∆(n))
>
t/Q · µ∆∗(∆(p))
T/q · µ∆∗(∆∗)
and
µ∆∗(∆(n · p))
µ∆∗(∆(n))
6
Q/t · µ∆∗(∆(p))
q/T · µ∆∗(∆∗)
,
and so
qt
QT
6
µ∆∗(∆(n · p))
µ∆∗(∆(n)) · µ∆∗(∆(p))
>
QT
qt
.
The proof is concluded. 
Before going on, let us summarize what we have done. We have a simplex
compactly contained in ΛA, namely ∆∗. Up to a zero measure set, this simplex
is partitioned into a countable family of sub-simplices:
{
∆˜(n)
}
n∈N
. Clearly, each
of this sub-simplices has positive Lebesgue measure. Then the transformation Z˜ :
∆∗ → ∆∗ (more precisely Z˜ : {pi} × ∆∗ → {pi} × ∆∗) sends each ∆(n) onto
∆∗; moreover the restriction Z˜|∆(n) : ∆(n) → ∆∗ is invertible and its inverse
is the restriction of a projective contraction. For any n = (n1, . . . , nk), we have
constructed the sets
∆˜(n) =
{
λ ∈ ∆∗ : Z˜j(λ) ∈ ∆(nj) for all 1 6 j 6 k
}
.
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6. Minimality
We want to prove the following corollary.
Corollary 6.12. The action of Π(pi) on PHpi is minimal.
Lemma 6.13. For every [v] ∈ PHpi, Θ(Π(pi)) · [v] contains a dense subset of
P(−Ωpi · Tpi).
Proof. From the definitions, it follows that −Ωpi(Tpi) ⊂ Hpi ∩RA+. For almost
every x = (pi, λ, τ) ∈ H, [v] is not symplectically orthogonal to Esx and so [v] 6⊂
Ecx⊕Esx. Thus Γnx([v]) is asymptotic to the most expanded Oseledets subspace, i.e.
EuZn(x). On the other hand, by ergodicity and by the fact that µ is positive on open
sets, Zn(x) is dense in H for almost every x. We conclude that EuZn(x) is dense in
P(Ωpi(Tpi)). 
Proof of Corollary 6.12. The closure of any orbit Θ(Πpi) · [v] intersects
any other orbit, by the previous lemma. This implies the conclusion. 
CHAPTER 7
Pinching and twisting
We now focus on the properties of monoids generated by linear isomorphisms
of Rd. Such a monoid acts naturally on each of the Grassmann spaces G(l, d) (1 6
l < d). A monoid is pinching if it concentrates a large part of any Grassmannian
in a small region; it is twisting if it puts any finite number of subspaces in general
position.
If a monoid associated to a cocycle is pinching and twisting, then, as we shall
see in the next chapter, its Lyapunov spectrum is simple. Now we prepare the
necessary techical tools, studying in detail the properties of pinching and twisting
monoids.
1. Eccentricity and pinching monoids
We refer to Appendix A for notations and basic facts quoted. For 1 6 l < d,
the l-eccentricity Ecc(l, T ) of a linear isomorphism T : Rd → Rd is defined as
Ecc(l, T ) = sup
F∈Grass(l,d)
{
‖ (T |F )−1 ‖−1
‖T |F⊥‖
}
.
Observe that the supremum is achieved, since the expression to be evaluated is
continuous and Grass(l, d) is compact. Any l-plane that realizes the maximum
will be called a most expanded l-space. Its orthogonal d − l-space will be called
a least expanded l-space. Using the polar decomposition of T with respect to
the orthonormal canonical basis of Rd, the l-eccentricity Ecc(l, T ) can be easily
calculated in terms of the singular values of T . Indeed, let T = UDV with D =
(dij) = (siδij). By definition, Ecc(l, T ) = Ecc(l,D) and so
Ecc(l, T ) =
sl
sl+1
.
Moreover, if Ecc(l, T ) > 1 the most expanded l-space is unique, namely the one
spanned by
{
V −1e1, . . . , V
−1el
}
. Sometimes, we will use the notation E+l (T ) to
indicate the most expanded l-space; E−l (T ) ∈ Grass(d − l, d) will then denote its
orthogonal d− l-space.
The eccentricity of T is defined by
Ecc(T ) = min
16l<d
Ecc (l, T ) .
A monoid G ∈ GL(Rd) is said to be pinching if it contains elements of arbitrarily
large eccentricity. In other words, G is pinching if, for every M > 0, there exists
T ∈ G such that
sj > M sj+1
for all 1 6 j < d.
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2. Hyperplane sections
A hyperplane section in Grass(l, d) is the set of l-planes having non-trivial
intersection with a given d− l-plane K:
HK = {F ∈ Grass(l, d) : F ∩K 6= {O}} .
In other words, F /∈ HK if and only if F⊕K = Rd. If K = [ω′] where ω′ ∈
∧d−l Rd,
then HK = {[ω] : ω ∧ ω′ = O}. Hence, any hyperplane section is closed. Observe
that a l-plane F =
[∑
I∈Il
aIeI
]
belongs to HIc if and only if aI = 0.
Proposition 7.1. Let {Dn}n∈N be a sequence of diagonal operators Dn ∈
GL(d,R) and suppose Ecc(Dn) goes to infinity. Let F be the l-subspace most ex-
panded by every Dn, namely F = [eI0 ] = [e1 ∧ · · · ∧ el]. If a l-plane H is not
contained in HF⊥ , then Dn(H) converges to F .
Proof. Let Dn = (s
n
i δij). The l-plane H is not contained in HF⊥ and so it
can be uniquely written as
H =
[
eI0 +
∑
J>I0
aJ eJ
]
.
Then, defining snI =
∏
i∈I s
n
i , we have
Dn(H) =
[
snI0eI0 +
∑
J>I0
snJ aJ eJ
]
=
[
eI0 +
∑
J>I0
snJ
snI0
aJ eJ
]
.
The hypotesis Ecc(l,Dn)→∞ implies that snJ/snI0 converges to zero, so thatDn(H)
goes to F = [eI0 ] when n→∞. 
We would like to generalize this proposition to sequences of isomorphisms not
necessarily diagonal. A first (wrong) guess is the following.
False proposition 7.2. Let Ln ∈ GL(d,R) such that Ecc(l, Ln)→∞ and let
Fn be the l-subspace most expanded by Ln. If Gn /∈ HF⊥n , then
d(Ln(Gn), Ln(Fn))→ 0 as n→∞.
Let us explain the strategy of a possible proof and find where the mistake lies.
Let Ln = UnDnVn be the polar decomposition of Ln. Then the most expanded
l-subspace by Ln is Fn = V
−1
n ([eI0 ]). As before, Gn can be uniquely written as
Gn = V
−1
n
([
eI0 +
∑
J>I0
anJ eJ
])
.
Thus, Ln(Fn) = Un([eI0 ]) and Ln(Gn) = Un
([
eI0 +
∑
J>I0
snJ
sn
I0
anJ eJ
])
. Since
every Un preserves distances, it suffices to show that
snJ
snI0
· anJ → 0, as n→∞.
This may not be true because the coefficients anJ could grow very quickly, and in
this case the expression would not converge to zero at all. To make the same proof
work, we have to ensure that the l-spaces Gn are not too close to HF⊥n .
Let us elaborate this idea. For 0 < δ < 1 and L ∈ Grass(d− l, d), let
HδL =
⋃
L′∈B(L,δ)
HL′ .
This is an open neighborhood of HL, as we are going to prove.
Lemma 7.3. The set HδL is open in Grass(l, d).
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Proof. Let I0 = (1, . . . , l). Consider the d − l-space [eJ ], where J = Ic0 =
(l + 1, . . . , d) and let U = Hδ[eJ ].
Step 1. For any δ > 0, there exists ε > 0 such that any space ε-close to H[eJ ]
is contained in U .
Let F ∈ H[eJ ]: we can write
F =

eI + ∑
I′∈Il\{I0,I}
aI′eI′

 , where I 6= I0.
Choose ε < δ and F ′ such that d(F, F ′) < ε: then
F ′ = [η] =
[
bI0eI0 + eI +
∑
I′>I
cI′eI′
]
,
where |bI0 | < ε and |aI′ − cI′ | < ε. We must prove that there exists L′ such that
d(eJ , L
′) < δ and F ′ ∈ HL′ .
If bI0 = 0, then F
′ ∈ H[eJ ] and we are done. Otherwise, let ω = eJ0 ± bI0eJ
(J = Ic0) and observe that η ∧ ω = 0 (if the sign in ω is chosen correctly). Since
d([ω], [eJ ]) < ε < δ, this concludes the proof of Step 1.
Step 2. Let L ∈ Grass(d− l, d). For any δ > 0, there exists ε > 0 such that any
space ε-close to HL is contained in HδL.
This follows from Step 1. Indeed, the group of isometries acts transitively on
Grass(l, d) and so, for any d− l-space L, we obtain that any l-space ε-close to HL
belongs to HδL.
Step 3. The set Hδ[eJ ] is open.
Let F ∈ Hδ[eJ ]; then F belongs to HL, for some L such that d(L, [eJ ]) < δ. Let
δ′ 6 δ − d(L, [eJ ]). By the previous step with δ′ in the place of δ, any l-space F ′
ε-close to F is such that
F ′ ∈ Hδ′L ⊂ Hδ[eJ ].
Step 4. For any L ∈ Grass(d− l, d), the set HδL is open.
This follows using the fact that isometries act transitively on G(l, d), by home-
omorphisms. 
Lemma 7.4. Let J ∈ Id−l and N =
(
d
n
)− 1. Then


eJc + ∑
K 6=J
aKceKc

 : |aK | 6 1/Nδ

 ⊂
(
Hδ[eJ ]
)c
and (
Hδ[eJ ]
)c
⊂



eJc + ∑
K 6=J
aKceKc

 : |aK | < 1/δ

 .
Proof. As usual, G ∈ B([eJ ], δ) if and only if G =
[
eJ +
∑
J ′ 6=J bJ ′eJ ′
]
, with
|bJ ′ | < δ. A l-plane F =
[∑
I∈Il
aIeI
]
belongs to Hδ[eJ ] if and only if F ∈ HG for
some G ∈ B([eJ ], δ).
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If F ∈ H[eJ ] then obviously F ∈ Hδ[eJ ]; otherwise, aJc 6= 0 and so we may write
F as
F = [ω], where ω = eJc +
∑
L6=J
aLceLc .
Thus, F ∈ Hδ[eJ ] if and only if there exist bL’s all belonging to (−δ, δ) such that
ω ∧

eJ + ∑
J ′ 6=J
bJ ′eJ ′

 = ±1 +∑
L6=J
±aLcbL = 0.
In particular, if |aI | > 1/δ for some I ∈ Il, then certainly ω ∧ (eJ ± 1/aIeI) = 0 for
some choice of the sequence of bL. This means that F is contained in Hδ[eJ ].
On the other hand, if every aI is such that |aI | 6 1/Nδ, then
ω ∧

eJ + ∑
J ′ 6=J
bJ ′eJ ′


cannot be zero, and so F ′ is outside Hδ[eJ ]. 
Now we are ready to state the correct version of the false proposition 7.2. As
expected, the only change is that we replace the family of hyperplane sections HF⊥n
with their neighborhoods HδF⊥n .
Proposition 7.5. Let Ln ∈ GL(d,R) such that Ecc(l, Ln)→∞ and let Fn be
the l-subspace most expanded by Ln. If Gn /∈ HδF⊥n , then d(Ln(Gn), Ln(Fn)) → 0
as n→∞.
Proof. We proceed exactly as in the ”proof” of the false proposition, except
that in this case we can control the growth of coefficients anJ : in fact, by Lemma
7.4, we have |anJ | < 1/δ for every n ∈ N. 
The further assumption that Ln(Fn) and F
⊥
n converge yields the following
corollary.
Corollary 7.6. Let Ln ∈ GL(d,R) such that Ecc(l, Ln)→∞. Let Fn be the
l-subspace most expanded by Ln. Assume that Ln(Fn) and F
⊥
n converge respectively
to Eu ∈ G(l, d) and Es ∈ Grass(d − l, d). Then, any compact set K ∈ G(l, d) not
intersecting HEs is such that Ln(K)→ Eu.
Proof. The set Kc is open and contains HEs , hence it contains H2δEs for
some δ > 0. If n is large enough, HδF⊥n ⊂ H
2δ
Es
and so, by the previous lemma,
d(Ln(Gn), Ln(Fn))→ 0, for any sequence (Gn)n∈N ⊂ K. Since d(Ln(Fn), Eu)→ 0,
the proof is concluded. 
Recall that, assuming Ecc(T ) > 1, E+l (T ) denotes the most expanded l-
subspace and E−l (T ) its orthogonal complement.
Proposition 7.7. Let 1 6 r < d and Ln ∈ GL(d,R) be a sequence such that:
• Ecc(j, Ln)→∞ as n→∞, for all 1 6 j 6 r;
• Ln(E+j (Ln))→ Euj ∈ Grass(j, d) and E−j (Ln)→ Esj , for all 1 6 j 6 r;
• there exists Q ∈ GL(d,R) such that
Q(Euj ) ∩ Esj = {O} , for all 1 6 j 6 r.
Then, there exists a constant C > 0 such that, for all 1 6 j 6 r,
|θk(QLn)− log σj(Ln)| < C
whenever n is large.
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Proof. Let us begin by proving the claim in the case j = 1. Let λ the
eigenvalue of QLn corresponding to the Lyapunov exponent θ1(QLn). Choosing an
eigenvector v of λ, we get
eθ1(QLn)‖v‖ = ‖QLn(v)‖ 6 s1(QLn)‖v‖ 6 s1(Q)s1(Ln)‖v‖;
setting M = s1(Q) we obtain θ1(QLn) − s1(Ln) 6 logM . Define also m = sd(Q),
the smallest singular value of Q.
Now, let J = (2, . . . , d) and choose a basis such that Es1 = [eJ ]. Let K =
Grass(1, d)\HδEs1 , with δ chosen so that Q(Eu1 ) ∈ K. Every [v] ∈ K can be written
as [e1+
∑
k>1 akek], with |ak| < 1/δ. For large n (precisely when s1(Ln) > s2(Ln)),
the map QLn sends K into itself, for
QLn
([
e1 +
d∑
k=2
akek
])
=
[
e1 +
d∑
k=2
a′kek
]
,
with
|a′k| 6
s2(QLn)
s1(QLn)
6
M
m
s2(Ln)
s1(Ln)
.
For the same reason it is Lipschitz and so there exists a vector h 6= 0 such that
QLn(h) = λh: then
eθ1(QLn)‖h‖ > ‖λh‖ = ‖QLn(h)‖ > s1(QLn)C(δ)‖h‖ > ms1(Ln)C(δ)‖h‖,
where C(δ) > 0 is a constant depending only on the distance between
(
HδEs1
)c
and
Es1 . In conclusion, if n is large we have
|θ1(QLn)− s1(Ln)| 6 min {logM, log(mC(δ))} .
The general case follows applying the case already proved to the map
∧j
(QLn) :∧j Rd → ∧j Rd. Writing ∧j Ln in Jordan form one trivially sees that its Lyapunov
exponents are θi1(QLn) + · · · + θij (QLn) for every j-index (i1, . . . , ij). Moreover,
the singular values of
∧j
L are the products of the corresponding singular values of
Ln. This gives the result. 
3. Twisting monoids
Before going on, let us state some basic facts about union of finite subspaces
of a vector space.
Lemma 7.8. Let V be a finite dimensional vector space and W (Wα) a finite
union of subspaces of V . Then,
(1) W admits a minimal representationW =
⋃
j∈J Wj (i.e. ifW =
⋃
j′∈J ′Wj′
then J ′ ⊃ J );
(2) the family of unions of subspaces of V is closed under finite unions and
finite intersections;
(3) an arbitrary
⋂
α∈AWα coincides with a finite intersection
⋂
16n6N Wαn :
so the family of unions of subspaces of V is closed under arbitrary inter-
sections;
(4) if there exists a linear isomorphism L : V → V such that, L(W ) ⊂ W ,
then L(W ) =W .
Proof. The first two assertions are obvious. The third is a simple consequence
of Hilbert’s basis theorem and the fourth follows from (3) at once. 
We say that a monoid G twists H ∈ Grass(l, d) (0 < l < d) if, for any finite set
{G1, · · · , GN} ⊂ Grass(d− l, d), there exists B ∈ G such that
B(H) ∩Gj = {O}
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for j = 1, . . . , N .
A monoid is said to be twisting if it twists any H ∈ Grass(l, d), for any 1 6
l < d.
A linear arrangement S ⊂ Grass(l, d) is a finite union of finite intersections of
l-hyperplane sections. We say that a linear arrangement S is G-invariant if, for any
T ∈ G, T (S) = S.
Lemma 7.9. A monoid G twists F ∈ Grass(l, d) if and only if F does not belong
to any non-trivial (i.e. different from {O} and Rd) G-invariant linear arrangement
in Grass(l, d).
Proof. Any linear arrangement is contained in a finite union S′ of hyperplane
sections. Let S ⊂ Grass(l, d) be a non-trivial linear arrangement containing F and
assume
S′ =
⋃
16j6m
HGi .
If G twists F , there exists T ∈ G such that T (F )∩Gi = {O} for all 1 6 i 6 m: this
implies that T (F ) /∈ S′. Since S′ ⊃ S, it follows that S is not invariant.
Viceversa, if G does not twist F , then there is a finite union S˜ of hyperplane
sections such that F ∈ ⋂T∈G T−1(S˜). Using Condition (3) in Lemma 7.8 we get
that
S =
⋂
T∈G
T−1(S˜)
is a linear arrangement. Moreover, it is non-trivial and contains F . Clearly,
T−1(S) ⊃ S for any T ∈ G and so, by Condition (4) in Lemma 7.8 we obtain
T (S) = S. 
A very useful statement is the following, called simultaneous twisting. It means
that if a monoid G twists F1, . . . , Fm, then there exists one element in G that
simultaneously sends each Fj away from a chosen HGj .
Proposition 7.10. Let Fj ∈ Grass(lj , d) and Gj ∈ Grass(d− lj , d) for 1 6 j 6
m. Suppose that G twists every Fj. Then, there exists T ∈ G such that
T (Fj) /∈ HGj , for all 1 6 j 6 m.
Proof. For notational simplicity, let Fj = [uj ] and Gj = [wj ], with uj ∈∧lj Rd and wj ∈ ∧d−lj Rd. Define Sj = {v ∈ Rd : v ∧ wj = 0}: Sj corresponds to
HGj ⊂ Grass(lj , d). Consider the vector space V =
∧l1 Rd × · · · × ∧lm Rd. The
claim is false if, for every T ∈ G, T (uj) ∈ Sj , for some 1 6 j 6 m. Define
Y =
m⋃
j=1
∧ l1
Rd ∧ · · · ∧ Sj ∧ · · · ∧
∧ lm
Rd
and W =
⋂
T∈G T
−1(Y ). Then the claim is false if and only if u = (u1, . . . , um) ∈
W .
Using (3) of Lemma 7.8, we can write W as a finite intersection, finally, using
(1) and elementary distributivity of ∩ and ∪, we can write W as
W =
N⋃
k=1
Wk,1 × · · · ×Wk,m,
where Wk,j is either
∧lj Rd or an intersection of hyperplane sections.
For any T ∈ G, we have obviously T−1(W ) ⊃ W and, by (4), T−1(W ) =
W : so T permutes the set {W1,j , . . . ,WN,j}, for every 1 6 j 6 m. Suppose, by
contradiction, that there exists k0 such that uj ∈ Wk0,j for all j. There exists
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1 6 j0 6 m such that Wk0,j0 6=
∧lj0 Rd: uj0 ∈ Wk0,j0 . Let W ′ be the union of
all Wk,j0 (1 6 k 6 N) such that [Wk,j0 ] 6= Grass(lj0 , d). Clearly, [W ′] is a linear
arrangement, non-trivial and invariant under G: by Lemma 7.9, G cannot twist
Fj0 = [uj0 ], contradicting the hypothesis. 
Corollary 7.11. A pinching and twisting monoid B contains an element with
simple Lyapunov spectrum.
Proof. By the pinching property, we may choose a sequence Tn ∈ B such that
log σk(Tn) − log σk(Tn) > n (for 1 6 k 6 d). Up to passing to a subsequence, we
may assume that, for 1 6 k 6 d, Tn(E
+
k (Tn))→ Euk and E−k (Tn)→ Esk.
By the simultaneous twisting, there exists Q ∈ B such that Q(Euk )∩Esk = {O}
for every 1 6 k 6 d. To conclude, apply Proposition 7.7: QTn, with n large enough,
is as we wanted. 
If a submonoid of a pinching and twisting monoid is not too small, then it is
also pinching and twisting. Let us give the precise definition.
Definition 7.12. A large submonoid of a monoid G is a monoid G0 ⊂ G such
that there exist Y = {A1, . . . , Am} ⊂ G and B ∈ G satisfying the following condition:
given any T ∈ G, AiTB ∈ G0 for some choice of Ai ∈ Y.
Lemma 7.13. A large submonoid of a pinching (twisting) monoid is also pinch-
ing (twisting).
Proof. Let G0 be the large submonoid of G. We begin by comparing σj(T )
and σj(AiTB): of course,
σd(Ai)σ1(T )σd(B) 6 σ1(AiTB) 6 σ1(Ai)σ1(T )σ1(B).
Since Y is a finite set, we obtain that there is a constant C ′ > 0 depending only on
Y and B, such that | log σ1(T )− log σ1(AiTB)| < C ′. The usual trick of passing to∧k Rd (by defining T∧· · ·∧T and using induction) gives the inequalities | log σj(T )−
log σj(AiTB)| < C for every 1 6 j 6 d, for another constant C. In particular, G0
is pinching if so is G.
As for the twisting, we shall use Lemma 7.9. So, let S0 ⊂ Grass(l, d) be a
non-trivial arrangement invariant for G0: S0 =
⋂
T0∈G0
T−10 (S0). Clearly,
S =
⋂
T∈G
T−1
( ⋃
A∈Y
A−1(S0)
)
is a linear arrangement invariant for G and S 6= Grass(l, d). Suppose we have proved
that S ⊃ B(S0). Then, if G0 is not twisting, there exist F and S0 ⊂ Grass(l, d)
such that F ∈ S0. The claim would show that B(F ) ∈ S, i.e. G is not twisting as
well.
So, it suffices to prove that S ⊃ B(S0): this is just routine. In fact,
S ⊃
⋂
A∈Y
⋂
T0∈G0
(
A−1T0B
−1
)−1( ⋃
A∈Y
A−1(S0)
)
(by definition of large submonoid) and
⋂
A∈Y
⋂
T0∈G0
(
A−1T0B
−1
)−1( ⋃
A∈Y
A−1(S0)
)
=
B
( ⋂
T0∈G0
T−10
⋂
A∈Y
A
( ⋃
A∈Y
A−1(S0)
))
⊃ B
( ⋂
T0∈G0
T−10 (S0)
)
= B(S0),
since
⋂
A∈Y A
(⋃
A∈Y A
−1(S0)
) ⊃ S0. 
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4. Probabilities on Grassmann spaces
Let us consider now a probability measure on Grass(l, d). We will always as-
sume that measures on Grass(l, d) are defined on the σ-algebra of Borel sets.
Proposition 7.14. Let ν be a probability measure on Grass(l, d) that gives zero
weight to every hyperplane section. Then, for any ε > 0 there exists δ > 0 such
that ν
(HδH) < ε for every H ∈ Grass(d− l, d).
Proof. Fix K ∈ Grass(d − l, d) and let U be the group of orthogonal trans-
formations of Rd. It acts on Rd, Grass(l, d) and Grass(d − l, d). First, we want to
prove that the map Θ : U → [0, 1] defined by Θ(U) = U∗ν(HδK) is continuous.
To this end, preliminarly observe that |ν(A) − ν(B)| 6 ν(A△B) (this is a
general property of measures). Now, if Un → U (with respect to the operator norm
induced by the norm of Rd), we get that
U−1n
(HδK)△U−1 (HδK) = HδU−1n K△HδU−1K = ⋃
K′∈An
HK′ ≡ Bn,
where An = Bδ(U
−1K)△Bδ(U−1n K). Recall that in general lim sup ν(Cn) 6
ν(lim supCn), so that it is enough to show that lim supBn = ∅. This is sim-
ple: if F ∈ Bn for infinitely many n ∈ N, then F ∈ HG with G ∈ An for infinitely
many n, and (trivially) this is impossible.
We have therefore proved that, for every δ > 0, Θ is continuous. Let us denote
M(δ) 6 1 its maximum. To prove the proposition, it suffices to show that M(δ)
converges to zero, if so does δ (recall again that U−1 = U acts transitively on
Grass(l, d)).
By contradiction, let δn ց 0 and M(δn) > ε for every n. Choose Un that realizes
the maximum, i.e. such that
(7.1) ν
(
Hδn
U−1n K
)
=M(δn) > ε.
By compactness, up to a subsequence we may assume that Un → U . If F ∈
lim supn→∞HδnU−1n K , then, up to passing to a subsubsequence, we have that F ∈
HKn , d(Kn, U−1n K) < δn and Kn converges. Clearly, the limit must be U−1K and
so F ∈ HU−1K . In conclusion, lim supn→∞HδnU−1n K ⊂ HU−1K , and ν (HU−1K) = 0
by hypothesis. This contradicts Equation (7.1). 
Lemma 7.15. Given C > 0 and δ > 0 there exists ε > 0 such that, for any
D : Rd → Rd diagonal with Ecc(l,D) 6 C, any Bε(F ) is contained in D(HδG) for
some G ∈ Grass(d− l, l).
Proof. If F =
[
eI +
∑
I′ 6=I aI′eI′
]
and D = (siδij), then
D−1F =

s−1I eI + ∑
I′ 6=I
s′−1I aI′eI′

 =

eI + ∑
I′ 6=I
sI
sI′
aI′eI′

 .
Define the d − l-index J = {1, . . . , d} \I. There exist α, β ∈ {1, . . . , d} such that
α ∈ I, β ∈ J and sα/sβ 6 C. Indeed if I = I0 set α = l and β = l + 1, otherwise
choose β < l and α > l; in the former case sα/sβ 6 C by definition, in the latter
sα/sβ < 1 6 C. Finally, define Jαβ = J ∪ {α} \ {β}, Iαβ = {1, . . . , d} \Jαβ and
ω = sα/sβaIαβeJ ± eJαβ . Note that ω is geometrical. Then
D−1(F ) ∧ ω =

eI + ∑
I′ 6=I
sI
sI′
aI′eI′

 ∧ (sα
sβ
aIαβeJ ± eJαβ
)
= 0
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if the sign is chosen properly, because eI ∧ eJ ′ = 0⇔ J ′ = J , eI′ ∧ eJαβ 6= 0⇔ I ′ =
Iαβ and sI/sIαβ = sα/sβ .
Thus, D−1F ∈ HG, with G = [ω]. Now, if F ′ =
[
eI +
∑
I′ 6=I bI′eI′
]
with
|aI′ − bI′ | < ε′, as before we get that F ′ ∈ H′G where G′ = [sα/sβbIαβeJ ± eJαβ ].
As sα/sβ 6 C, d(G
′, G) < δ if ε′ is sufficiently small, and we are done. 
Theorem 7.16. Let ν be a probability on Grass(l, d) that gives zero weight to
all the hyperplane sections. Let Ln : Rd → Rd be a sequence of linear isomorphisms
such that (Ln)∗ν → δF as n → ∞. Then Ecc(l, Ln) → ∞ and the image by Ln of
the most expanded l-subspace converges to F :
Ln(E
+
l (Ln))→ F.
Proof. For every n ∈ N, write the polar decomposition Ln = VnDnUn and
set µn = (Un)∗ νn. Considering a subsequence we may assume that Vn → V . Then(
V −1VnDn
)
∗
µn converges to δF ′ , where F
′ = V −1(F ), and (Dn)∗µn converges to
δF ′ , too (because V
−1Vn converges to the identity).
By Proposition 7.14, there exists δ > 0 such that, for any hyperplane section
H ⊂ Grass(l, d), one has ν(Hδ) < 1/2, or (which is the same) µn(Hδ) < 1/2.
On the other hand, µn(D
−1
n (Bε(F
′))) = (Dn)∗µn(Bε(F
′)) > 1/2 as soon as n is
large. This shows that D−1n (Bε(F
′)) is not contained in any Hδ. By lemma 7.15,
Ecc(l, Ln) = Ecc(l,Dn) goes to infinity.
Now let us prove the second claim. Fix ε > 0. By Proposition 7.14 again, we
can choose δ > 0 so that ν(Hδ) < ε for every H ⊂ Grass(l, d). Let Fn the l-space
most expanded by Ln: by Lemma 7.5, if n is large we have
Ln(Grass(l, d)\HδF⊥n ) ⊂ Bε(Ln(Fn)).
Thus, (Ln)∗ν(Bε(Ln(Fn))) > ν(Grass(l, d)\HδFn⊥) > 1− ε. By hypothesis we have
that (Ln)∗ν → δF ; hence, F ∈ Bε(Ln(Fn)): letting ε→ 0 we get the conclusion. 
CHAPTER 8
Simplicity Criterion
We state and prove a sufficient criterion for the simplicity of the Lyapunov
spectrum of a locally constant symbolic cocycle. The criterion is stated in terms of
the monoid associated to the cocycle.
1. Statement of the criterion
Let F = (f,A) a locally constant symbolic cocycle and let G be the monoid
associated to it. As observed, any cocycle on Σ × Rd induces a linear cocycle on
Σ×∧l Rd and even on Σ×Grass(l, d), for 1 6 l < d. We will use the same symbol
(f,A) to indicate all these cocycles, being clear from the context the one we are
referring to.
Theorem B. If a locally constant symbolic cocycle is pinching and twisting,
then its Lyapunov spectrum is simple.
Here is an outline of the proof. Recall the notations from Section 5.5. For any
fixed l ∈ {1, . . . , d}, we want to prove that there is a definite gap between the first
l Lyapunov exponents and the remaining ones.
We introduce a special class of probability measures defined on the domain
Σ×Grass(l, d) of the cocycle, called u-states. Some standard arguments (that use
the bounded distorsion property of the f -invariant measure µ) ensure that there
exists a u-state m invariant for the cocycle.
The next step consists of studying the projection ν of the invariant u-state m
onto Grass(l, d). As the associated monoid is pinching, there are some sequences x
such that
(8.1) An(f−n(x))∗ν → δξ(x).
Using the twisting property, we obtain that this kind of behaviour propagates to
sequences in a set of positive measure of Σ. Then, by ergodicity, we can finally
prove that (8.1) holds for almost every x ∈ Σ.
The section x 7→ ξ(x) is the natural candidate to be the sum E of the Oseledets
spaces corresponding to the first l Lyapunov exponents.
To complete the proof, we apply the previous argument to the inverse cocycle
(which is also pinching and twisting), getting another invariant section η(x). We
prove that ξ(x) and η(x) are transverse for almost every point x and that the
Lyapunov exponents corresponding to vectors in ξ(x) are strictly larger than those
of η(x).
2. Invariant section - Statement
First, we prove that Theorem B is a consequence of the following result. As a
convention, we say that a locally constant symbolic cocycle is pinching and twisting
if this holds for the associated monoid.
Theorem 8.1. Let F = (f,A) be pinching and twisting and fix 1 6 l < d.
There exists a measurable section ξ+ : Σ→ Grass(l, d) such that
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(1) ξ+ is constant on local unstable sets (that is, it does not depend on the
future) and it is F -invariant, i.e.
A(x)ξ+(x) = ξ(f(x)) µ-a.e.;
(2) for µ-almost all x ∈ Σ, the l-eccentricity Ecc(l, An(f−n(x)) diverges and
the image E+(x, n) of the l-subspace most expanded by An(f−n(x)) con-
verges to ξ+(x) as n→∞;
(3) for every H ⊂ Grass(l, d), the set of x ∈ Σ such that ξ+(x) /∈ H has
positive µ-measure.
The second condition here suggests a strategy to prove the theorem: we should
exhibit a probability measure ν on Grass(l, d) that gives zero measure to every
hyperplane section and such that the push-forward (An(f
−n(x)))∗ ν converges to a
Dirac measure, for almost every x = (xn)n∈Z ∈ Σ. Calling ξ+(x) the support of this
measure, by Theorem 7.16, the condition 2 would be satisfied. Since An(f−n(x)) =
A(x−1) · · ·A(x−n), ξ+ is obviously constant on {y ∈ Σ : yn = xn forn < 0}. More-
over,
δξ+(f(x)) = lim
n→∞
[
An
(
f−n(f(x))
)]
∗
ν = lim
n→∞
[
An
(
f−(n−1)(x)
)]
∗
ν
= lim
n→∞
[
An+1
(
f−n(x)
)]
∗
ν = lim
n→∞
[
A(x) ·An (f−n(x))]
∗
ν
= A(x)∗ lim
n→∞
[
An
(
f−n(x)
)]
∗
ν = A(x)∗δξ+(x).
In other words, the section ξ+ would fulfill also the first requirement.
The third condition is not a trivial consequence; roughly speaking, we need
to relate µ with ν. This will be done by defining measures on the product Σ ×
Grass(l, d) which are called u-states: any u-state m is such that (P1)∗m = µ (P1 :
Σ × Grass(l, d) → Σ); we will take ν to be (P2)∗m, where P2 is the projection
P2 : Σ×Grass(l, d)→ Grass(l, d) and m is a u-state invariant for the cocycle.
We summarize what we have proved.
Theorem 8.2. If there exists a probability measure ν on Grass(l, d) such that
ν(H) = 0 for any hyperplane section H ⊂ Grass(l, d) and (An(f−n(x)))∗ ν con-
verges to a Dirac measure δξ+(x), then ξ fulfilles the first two conditions in Theorem
8.1.
To simplify the notation, let ξ = ξ+. Suppose, that µ ({x : ξ(x) ∈ H}) = 1 for
some hyperplane section H. In other words, ξ∗µ(H) = 1. Since µ is f -invariant,
1 = ξ∗µ(H) = ξ∗f∗µ(H) = µ ({x : ξ(f(x)) ∈ H}) = µ ({x : A(x)ξ(x) ∈ H})
= µ
({
x : ξ(x) ∈ A(x0)−1H
})
,
using the fact that A is locally constant (”it depends only on the present”).
Assuming Theorem 8.1, let us complete the proof of Theorem B. This is done
in the following two sections. In the next section we apply Theorem 8.1 to the
inverse cocycle obtaining a section ξ−(x) ∈ Grass(d − l, d). Finally, in Section 8.4
we prove that the first Lyapunov exponents (that correspond to ξ+) are strictly
larger than the other ones (corresponding to ξ−). As l is any number 1 6 l < d,
Theorem B would follow.
3. The inverse cocycle
Obviously, the inverse cocycle is also a locally constant symbolic cocycle. More-
over, the monoid associated to this cocycle is the monoid G−1 generated by {A(i)−1 :
i ∈ N} The following lemma ensures that pinching and twisting properties also hold
for the inverse cocycle.
3. THE INVERSE COCYCLE 83
Lemma 8.3. A monoid G−1 is pinching (twisting) if and only if so is G.
Proof. It is easily seen that Ecc(l, T ) = Ecc(d− l, T−1) for 0 < l < d: in fact,
the singular values of T−1 are the inverses of the singular values of T . This proves
that G−1 is pinching if and only if so is G.
As for the twisting, choose F ∈ Grass(l, d) and recall that G twists F if and
only if F does not belong to any non-trivial G-invariant linear arrangement. Since
a linear arrangement is G-invariant if and only if it is G−1-invariant, we get that G
twists F if and only if so does G−1. The conclusion follows. 
Thus, an analogue of Theorem 8.1 can be stated.
Theorem 8.4. There exists a measurable section ξ− : Σ→ Grass(d− l, d) such
that
(1) ξ− is constant on local stable sets (that is, it does not depend on the past)
and it is F−1-invariant, i.e.
ξ−(x) = A(f−1(x))ξ(f−1(x)) µ-a.e.;
(2) the d− l-eccentricity of (An(x))−1 diverges and the image E−(x, n) of the
d− l-subspace most expanded by (An(x))−1 converges to ξ−(x) as n→∞;
(3) for every H ⊂ Grass(d − l, d), the set of x ∈ Σ such that ξ−(x) /∈ H has
positive µ-measure.
Proof. The cocycle
(
f−1, B
)
with B(x) =
(
A
(
f−1(x)
))−1
, that is, the cocy-
cle inverse of (f,A) is also pinching and twisting. Then, applying Theorem 8.1 to
this cocycle with d−l instead of l, we get an invariant section ξ− : Σ→ Grass(d−l, d)
that satisfies Condition (3) and such that, for almost every x ∈ Σ,
(1) it is constant on local unstable sets of f−1 and B(x)ξ(x) = ξ(f−1(x));
(2) Ecc(d− l, Bn(fn(x)))→∞ and the image F+(x, n) of the d− l-subspace
most expanded by Bn(f−n(x)) converges to ξ−(x) as n→∞.
Now, to conclude, just observe that local unstable sets of f−1 are local stable sets
of f and Bn(fn(x)) = (An(x))−1. 
Lemma 8.5. For µ−almost every x ∈ Σ the two invariant sections are trans-
verse to each other: ξ+(x)⊕ ξ−(x) = Rd.
Proof. If this is not the case, there exists a measurable set S ⊂ Σ of non-zero
µ-measure in which the two sections intersect nontrivially. Thus, using the equality
µ = ρ(µ− × µ+), we get
0 < µ(S) =
∫
Σ+
(∫
S∩W s(x+)
ρ(·, x+) dµ−
)
dµ+(x+),
and this implies, by the bounded distortion property, that there exists x+ ∈ Σ+
such that S− = S ∩W s(x+) has positive µ− measure. Consider S˜ = S− × Σ+:
µ(S˜) > 0. Choose (y−, x+) ∈ S−, and let H ⊂ Grass(l, d) be the hyperplane
section determined by ξ−(y−, x+). We want to prove that, for any z ∈ S˜, we have
that ξ+(z) ∈ H, thus contradicting the third statement in Theorem 8.1.
Take any z = (z−, z+) ∈ S˜: since ξ+ does not depend on the future, we get
ξ+(z−, z+) = ξ+(z−, x+). Since ξ− does not depend on the past, we get
ξ−(z−, x+) = ξ−(y−, x+).
By hypothesis,
ξ+(z−, x+) ∩ ξ−(z−, x+) 6= {O}
and so ξ+(z−, z+) = ξ+(z−, x+) ∈ H. 
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4. Maximum expansion
Consider again ξ+ and ξ−. For convenience, let us change our notation setting
ξ = ξ+ and η = ξ−. Lemma 8.5 now reads as Rd = ξ(x)⊕ η(x).
Since ξ and η are invariant for the cocycle (f,A), we can form the restricted
cocycles (f,A|ξ) : ⋃x∈Σ {x} × ξ(x) and (f,A|η) : ⋃x∈Σ {x} × η(x). We have two
Oseledets decompositions:
ξ(x) = ξ1(x)⊕ · · · ⊕ ξu(x) and η(x) = ηs(x)⊕ · · · ⊕ ξ1(x),
where, for every 1 6 i 6 u (1 6 i 6 s), ξi(x) (ηi(x)) is the intersection of ξ(x)
(η(x)) with some Oseledets space Ejx of the original cocycle.
We assume that λ
(ξ)
1 > · · · > λ(ξ)u and λ(η)s > · · · > λ(η)1 . Moreover, we set
λu = λ
(ξ)
u , λs = λ
(η)
s , du = dim ξ
u and ds = dim η
s, W = ξu ⊕ ηs. To prove that
the spectrum is simple, it suffices to show that λu > λs (in fact this would show
that there is a gap between the first l Lyapunov exponents and the other ones, and
this holds for every 1 6 l < d).
Definition 8.6. For any linear map L : Rd → Rd and any subspace V ∈ Rd,
we denote
det(L|V ) = ‖Lv1 ∧ · · · ∧ Lvk‖‖v1 ∧ · · · ∧ vk‖ ,
for any basis {v1, . . . , vk}. This is clearly well-defined.
For each n > 1, let
Dn(x) = det(A
n(x)|ξu(x))1/du
det(An(x)|W (x))1/du+ds .
Proposition 8.7. We have
lim
n→∞
1
n
logDn(x) = ds
du + ds
(λu − λs).
Proof. Observe that ‖w1 ∧ · · · ∧ wk‖ equals to
‖w1‖ · · · ‖wk‖ sin (w2, w1) sin (w3, w2 ∧ w1) · · · sin (wk, w1 ∧ · · · ∧ wk−1) .
By Proposition 5.2, we know that
1
n
log sin {An(wj), An(w1 ∧ · · · ∧ wj−1)} → 0 as n→∞;
therefore
det(An(x)|ξu(x))→ duλu
and
det(An(x)|W (x))1/du+ds → duλu + dsλs.
The claimed formula follows easily. 
So, it suffices to prove that logDn(x) grows linearly for every x in a set of
positive measure.
Denote by ξ∗ : Σ → Grass(l, d) the orthogonal complement of η: for every
x ∈ Σ, ξ∗(x) = η⊥(x).
Proposition 8.8. For µ-almost every x ∈ Σ,
lim
n→∞
Dn(x) = +∞.
Proof. Let ξn(x) be the l-space most expanded by A
n(x).
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Step 1. We want to show that ξ⊥n (x)→ η(x).
Let us write the polar decomposition of An(x): An(x) = Un(x)Dn(x) (Vn(x))
−1
with the usual conventions, namely Dn = (sjδij) with s1 > · · · > sd. Then
ξn(x) = Vn(x) [e1 ∧ · · · ∧ el] and ξ⊥n (x) = Vn(x) [el+1 ∧ · · · ∧ ed]. Observe that
(An(x))
−1
= Vn(x)Dn(x) (Un(x))
−1
and so ξ⊥n (x) = (A
n(x))
−1
(ζn), where ζn =
Un(x) [el+1 ∧ · · · ∧ ed] is the d − l-space most expanded by (An(x))−1. Thus our
claim follows from Condition (2) of Theorem 8.4, which also implies that
En = Ecc(l, A
n(x)) = Ecc
(
d− l, (An(x))−1
)
→∞.
This fact implies, by Lemma 8.5, that there exist θ0 ∈ (0, pi/2) and N ∈ N such
that, for n > N , we have ξ(x) ∩ ξn(x)⊥ = {O} and  (ξ(x), ξn(x)) > θ0. For each
n, consider the splitting Rd = ξn(x)⊕ ξn(x)⊥ and let ξun(x) be the image of ξu(x)
under the orthogonal projection pin : Rd → ξn(x).
Step 2. There exists C > 0 such that, for every n,
det (An(x)|ξun(x)) 6 C det (An(x)|ξu(x)) .
In fact, fix an orthogonal basis of ξun(x), say {w1, . . . , wk}. By Step 1, pin :
ξu(x) → ξun(x) is an isomorphism and {v1, . . . , vk} is a basis of ξu(x) (where
pin(vj) = wj). In particular, k = du. Then
‖v1 ∧ · · · ∧ vk‖ 6 ‖v1‖ · · · ‖vk‖ 6 ‖w1‖
cos (v1, w1)
· · · ‖wk‖
cos (vk, wk)
6
1
θk0
· ‖w1 ∧ · · · ∧ wk‖.
Next, observe that An(x)ξn(x) is orthogonal to A
n(x)ξ⊥n (it is trivial from calcula-
tions in Step 1.), so that
‖An(x)w1 ∧ · · · ∧An(x)wk‖ = ‖pin (An(v1)) ∧ · · · ∧ pin (An(vk)) ‖
6 ‖An(x)v1 ∧ · · · ∧An(x)vk‖,
the difference being given by ‖An(x)w′1 ∧ · · · ∧An(x)w′k‖ (w′j = vj − wj).
Concluding,
‖An(x)w1 ∧ · · · ∧An(x)wk‖
‖w1 ∧ · · · ∧ wk‖ 6 C1
‖An(x)v1 ∧ · · · ∧An(x)vk‖
‖v1 ∧ · · · ∧ vk‖ ,
with C1 = 1/θ
k
0 .
Step 3. Conclusion.
Let ηsn(x) ⊂ ξn(x)⊥ such that W (x) = ξu(x) ⊕ ηs(x) = ξu(x) ⊕ ηsn(x). As
observed at the beginning, the angle between ξu(x) and ηsn(x) is bounded away
from zero (it is greater that θ0), so that
det (An(x)|W (x)) 6 C2 det (An(x)|ξu(x)) det (An(x)|ηsn(x)) ,
with C2 depending only on θ0. Moreover,
det (An(x)|ηsn(x)) 6 ‖An(x)|ηsn(x)‖ds 6 ‖An(x)|ξn(x)⊥‖ds ,
det (An(x)|ξun(x)) > m (An(x)|ξun(x))du > m (An(x)|ξn(x))du .
Here m(T ) = ‖T−1‖−1.
Then,
En =
m (An(x)|ξn(x))
‖An(x)|ξn(x)⊥‖ 6
det (An(x)|ξun(x))1/du
det (An(x)|ηsn(x))1/ds
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and we finally obtain
det (An(x)|W (x)) 6 CE−dsn det (An(x)|ξu(x))1+(ds/du)
with C = C
ds/du
1 C2, so that Dn(x) > KEds/du+dsn which diverges as n→∞. 
Now we conclude the proof of Theorem B. We just need the following general
result.
Lemma 8.9. Let T : X → X be a measurable map preseving a probability ν.
Suppose φ : X → R is a ν-function such that
lim
n→∞
n−1∑
j=0
φ ◦ T j = +∞ ν-almost everywhere.
Then
∫
φdν > 0.
Letting D = D1, we find that Dn(x) = D(fn−1(x)) · · · D(x). Applying the
previous lemma to T = f :M →M and φ = logD, we find that
ds
du + ds
(λu − λs) = lim
n→∞
1
n
logDn(x) =
∫
M
logD dµ > 0,
and we are done.
5. Invariant u-states
In the remaining part of the chapter we shall focus on the proof of Theorem
8.1. We begin with a crucial definition.
Definition 8.10. A measure m on Σ× Rd is called a u-state if
• pi∗m = µ (pi : Σ× Rd → Σ is the projection)
• there exists C = C(m) > 0 such that, for every pair of cylinders [j0, . . . , jk]
and [j′0, . . . , j
′
k] and every Borel set V ∈ Grass(l, d), one has
m([i−h, . . . , i−1 : j0, . . . , jk]× V )
µ([j0, . . . , jk])
6 C
m([i−h, . . . , i−1 : j
′
0, . . . , j
′
k]× V )
µ([j′0, . . . , j
′
k])
.
An equivalent definition goes as follows: µ is a u-state if it admits a disintegra-
tion
m =
∫
Σ
mx dµ(x), mx probability on Grass(l, d),
where mx and my are equivalent when x
− = y−, with derivative bounded C.
Let us call U the set of u-states. Moreover, let M be the space of probability
measures on Σ×Grass(l, d) that project down to µ.
Observation 8.11. The set U is non-empty. In fact, the product measure
m = µ× ν, where ν is any probability on Grass(l, d), is an example of u-state.
The goal of this section is to prove that there exist u-states invariant for the
cocycle. First, we prove an easy proposition.
Proposition 8.12. If m0 is a u-state, then so is F
n
∗ m0 for every n > 1. Also,
C(F∗m0) 6 C
′C(m0), where C
′ = C(µ)2 > 1 does not depend on n.
Proof. Let m
(n)
0 = F
n
∗ m. Pick any x = (x−k, . . . , x−1), y = (y0, . . . yp) and
z = (z0, . . . , zq) and form the cylinders S(x) and U(y), U(z). Take V ⊂ Grass(l, d)
measurable. We must show that
µ(U(y))m
(n)
0 (S(x)× U(y)× V ) 6 C(m0)C(µ)2 µ(U(z))m(n)0 (S(x)× U(z)× V ).
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Suppose k > n. Then we write x = (x−k, . . . , x−1) = x1 · x2, with |x2| = n. We
have
µ(U(y))
µ(U(z))
m
(n)
0 (S(x)× U(y)× V ) =
µ(U(y))
µ(U(z))
m0(S(x1)× U(x2 · y)×A(x2)−1V ).
6 C(m0)
µ(U(y))
µ(U(z))
µ(U(x2 · y))
µ(U(x2 · z))m0(S(x1)× U(x2 · z)×A(x2)
−1V )
6 C(m0) · C(µ)2 ·m0(S(x1)× U(x2 · z)×A(x2)−1V )
= C(m0) · C(µ)2 ·m(n)0 (S(x)× U(z)× V ).
The general case follows since any cylinder of length less that n is a countable union
of disjoint cylinders of length n. 
Observation 8.13. This suggests that we can find an F -invariant u-state
choosing a limit point of a Cesaro sum
1
n
n−1∑
j=0
F j∗ (m0).
Let us prove that limit points of this sequence do exist.
Proposition 8.14. The set M is compact in the weak∗ topology.
Proof. Write Σ as a disjoint contable union of compact subsets Σj with posi-
tive measure. This is possible since any Borel measure is regular: in particular, for
any ngeq1, there exists a compact Kn with measure µ(Kn) > 1− 1/n.
Let Mj be the set of probability measures on Σj × Grass(l, d) that project
down to µ|Σj : for every j ∈ N, Mj is compact in the weak∗ topology. Then,
the product of projections pij : M →Mj estabilishes a homeomorphism between
M and ∏j∈NMj (endowed with the product topology). Hence, by Tyconoff’s
theorem, M is compact. 
Proposition 8.15. Given K > 0, the set UK of u-states m with C(m) 6 K is
compact in the weak∗ topology.
Proof. In view of the compactness ofM, it suffices to show that UK is closed.
Using the fact that the characteristic function of a cylinder can be approximated
by continuous function, one easily proves that the conditions defining a u-state are
preserved under weak∗ limits. 
The existence of invariant u-states follows plainly from Propositions 8.12, 8.15
and Observation 8.13.
By definition, the projection of a u-state onto the first component is µ. Next, we
want to analyse the projection of an invariant u-state onto the second component.
Proposition 8.16. Assume that G is twisting and let ν the projection of an
invariant u-state onto Grass(l, d). Then, the support of ν is not contained in any
hyperplane section.
Proof. First, we prove that A(x0)(supp ν) ⊂ supp ν, for every x0 ∈ N. By
definition, if ξ ∈ supp ν, we have that
m(Σ× V ) = ν(V ) > 0
for any neighborhood V of ξ. Since Σ =
⋃
x0∈N
[x0], m(Σ × V ) > 0 if and only if
m([x0]×V ) > 0. Using the definition of u-state, it implies in turn that m([y0]×V )
is also positive. Then,
F ([y0]× V ) ⊂ Σ×A(y0)V,
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so that
ν(A(y0)V ) = m(Σ×A(y0)V ) > m(F ([y0]× V )) = m([y0]× V ) > 0;
this implies that A(y0)ξ is in the support of ν. Clearly, repeating the argument, we
obtain that B · ξ ∈ suppµ, for any B ∈ G.
To conclude, we argue by contradiction: suppose that E ∈ supp ν ⊂ HG, where
G ∈ Grass(l−d, d). For every B ∈ G, we have B(E) ⊂ HG, that is B(E)∩G 6= {O}
and this is impossible since G is twisting. 
6. Convergence to a Dirac measure
The aim of this section is to prove the following proposition.
Proposition 8.17. Let ν the projection of an invariant u-state onto Grass(l, d).
For µ-almost every x ∈ Σ, the push-forward
νn(x) = An(f−n(x))∗ ν
converges to a Dirac measure δξ(x) on Grass(l, d).
A linear isomorphism T : Rd → Rd is called simple if it has simple Lyapunov
spectrum (i.e. the norms of its d eigenvalues are all distinct).
Lemma 8.18. Assume the cocycle (f,A) is pinching and twisting. Then, there
exist δ > 0, N,m ∈ N, p,q ∈ NN and qi ∈ NN (1 6 i 6 m) such that:
• A(p) is simple;
• for every F ∈ Grass(l, d) and G ∈ Grass(d − l, d) sums of eigenspaces of
A(p), A(q)F ∩G = {O};
• for every F ∈ Grass(l, d) sum of eigenspaces of A(p) and every G ∈
Grass(d−l, d), there exists i = i(G) ∈ {1, . . . ,m} such that A(qi)F /∈ HδG.
Proof. The first statement has already been proved: there exists A(p) with
simple Lyapunov spectrum (Corollary 7.11).
The submonoid G0 ⊂ G containing elements A(m) such that |p| divides |m| is
a large submonoid: in particular, it is simple. Thus, by simultaneous twisting, G0
contains A(q) such that
A(q) · F /∈ HG,
for any F and G, sums of eigenspaces of A(p) (F and G of complementary dimen-
sion, of course).
Yet another consequence of (simultaneous) twisting is that, for every G ∈
Grass(d − l, d), there exists A(q(G)) ∈ G0 that sends any F ∈ Grass(l, d), sum
of eigenspaces of A(p), away from HG:
A(q(G)) · F /∈ HG.
Notice that if G′ is sufficiently close to G, then A(q(G))(F ) /∈ HG′ , too. Hence, by
compactness of Grass(d− l, d), there is a finite set {q1, . . . ,qm} with the following
property: for any G ∈ Grass(d− l, d) there exists i ∈ {1, . . . ,m} such that
(8.2) A(qi)(F ) /∈ HG.
Fix any G ∈ Grass(d− l, d) and select the i ∈ {1, . . . ,m} such that A(qi)(F ) /∈ HG:
for any such i, there exists a maximum δ, say δ(G, i) > 0, such that
A(qi)(F ) /∈ HδG.
Among such i’s, choose i that makes δ(G, i) maximum. Note that i depends on G.
We want to prove that δ˜(G) = δ(G, i) is bounded away from zero, as G varies in
Grass(d − l, d). Suppose, by contradiction, that there exists a sequence Gn such
that δn = δ˜(Gn) ց 0. By compactness of Grass(d − l, d), we may assume that
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Gn → G˜. For any n ∈ N, all A(qi)(F ) are contained in the closure of HδnGn . Letting
n → ∞, we get that all A(qi)(F ) are contained in HG˜, as this contradicts (8.2).
To conclude, define δ = inf δ(G, i) > 0; if |p| = |q| = |qi|, we are done. Otherwise
modify each of p,q,qi adding the right number of copies of p: p · pnp , q · pnq ,
qi · pni . 
With the notation of the preceding lemma, let us now define the word
R(n, i) = pn · q · pn · qi.
Lemma 8.19. Given any word r, there exists i = i(r) such that (let t = R(n, i) ·
r), for any probability ρ on Grass(l, d), A(t)∗ρ converges to a Dirac measure in the
weak∗ topology as n → +∞. Moreover, the support of the Dirac measure is the
limit of A(t) · E+l (A(t)).
Proof. This is a corollary of the previous lemma. Let us consider a basis of
eigenvectors of A(p), say {e1, . . . , ed}. Take any W ∈ Grass(l, d): by the choice
of p, we have that A(pn)(W ) is close to some sum [η] of eigenspaces of A(p),
whenever n is large. If [η] = eI0 we have obtained our aim, otherwise we have to
use the following trick. By construction, A(q)[η] ∩ eIc0 = {O}, for every [η] which
is a sum of eigenspaces of A(p): in other words, A(q) · η = eI0 +
∑
J>I0
bJeJ . By
continuity, if A(pn) ·W is sufficiently close to [η], then A(q) · [ω] /∈ HIc0 . Next, we
apply again A(pn) to get close to [eI0 ]. In conclusion, if n is large, A(p
n ·q ·pn)W
is close to [eI0 ], for every W ∈ Grass(l, d).
Let E+ = E+l (A(r)) the most expanded l-space and G = E
−(A(r)) its orthog-
onal complement. Choose qi such that A(qi)[eI0 ] /∈ HδG.
Observation 8.20. Observe that, in general, a linear isomorphism, restricted
to Hδ′H , is 1-Lipschitz, where H is a least expanded d− l-subspace (combine Lemma
7.4 and the main idea in the proof of Proposition 7.7).
Thanks to Observation 8.20, we have that for any ε > 0 there exists n such
that, for any r,
d(A(R(n, i) · r)W,A(qi · r)E+) 6 d(A(pn · q · pn)W, [eI0 ]) 6 ε.
Then, as n → ∞, we have that A(R(n, i) · r)∗ρ converges to a Dirac mass at
A(qi · r) · [eI0 ].
For instance, suppose ρ is equal to the Lebesgue measure on Grass(l, d). Since
the Lebesgue measure gives zero weight to every hyperplane section, by Theorem
7.16, we have that A(t) ·E+l (A(t)) converges to the support of the Dirac measure.

Lemma 8.21. There exists Z ⊂ Σ− such that µ−(Z) > C > 0 and for every
x = (xk)k∈Z ∈ Z, (A(mn)∗ν)n∈N accumulates to a Dirac measure, where mn =
(x−n, . . . , x−1).
Proof. Let N be the family of words, i.e. the family of finite sequences of
natural numbers. Let X0n be the family of elements of N of the form R(n, i) · r,
where |r| is a multiple of (2n+ 2)N (r may be the empty sequence). We introduce
a partial order on N : we say that x ≻ y if S(x) ⊃ S(y). Let X1n be the subset of
maximal elements in X0n: note that, if there exists i0 such that R(n, i0) · r belongs
to X1n, then R(n, i) · r ∈ X1n for all i ∈ {1, . . . ,m}.
Finally, let Xn be the set of t = R(n, i) · r ∈ X1n with i given by the previous
lemma. We have
µ(S(R(n, i) · r)) > C(µ)−2 · µ(S(pn · q · pn))µ(S(qi))µ(S(r))
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and so
(8.3)
∑
t∈Xn
µ(S(t)) =
∑
Xn
µ(S(R(n, i) · r))
> C(µ)−2 · µ(S(pn · q · pn)) min
16i6m
µ(S(qi))
∑
X′
µ(S(r)),
where X ′ is the set of sequence r such that R(n, i) · r belongs to X1n for one (and
hence for all) i ∈ {1, . . . ,m}.
Observe also that, for any x 6= y ∈ X1n, S(x) ∩ S(y) = ∅. By ergodicity of
f˜ = f (2n+2)N , µ-almost x ∈ M is such that f˜−m(x) ∈ R(n, i) · r: it follows that
almost every x ∈M belongs to some cylinder S(t) with t ∈ X1n. Hence,∑
t∈X1n
µ(S(t)) = 1.
In particular,
µ(S(pn · q · pn)) ·
∑
X′
µ(S(r)) >
∑
t∈X1n
µ(S(t)) = 1
and this, together with (8.3), shows that∑
t∈Xn
µ(S(t)) > C(µ)−2 µ(S(qi)) = K > 0.
Thanks to Observation 8.20, we can select n such that any word t in Xn is such
that A(t)∗ν goes to a Dirac measure, and we are done. 
Let m(n)(x) be the projection to Grass(l, d) of the restricted projection of m
to the cylinder Sn = S(x−n, . . . , x−1) that contains x.
Lemma 8.22. There exist C = C(m) > 0 such that, for every x ∈ Σ,
1
C
6
νn(x)
m(n)(x)
6 C.
Proof. This follows easily from definitions and from the properties of the
invariant u-state m. In fact, let x = x−n, . . . , x−1 and Sn = S(x) be the cylinder
that contains x and Un = U(x) = f
−n(Sn). Then,
B−1 ≡ An(f−n(x)) = A(x−n+1) · · ·A(x−1).
Also, by definition, for a measurable set V ⊂ Grass(l, d)
m(n)(x)(V ) =
m(Sn ×Grass(l, d) ∩ Σ× V )
m(Sn ×Grass(l, d)) =
m(Sn × V )
m(Sn ×Grass(l, d)) =
m(Sn × V )
µ(Sn)
and
νn(V ) = An
(
f−n(x)
)
∗
ν(V ) = ν(BV ) = m(Σ×BV ).
Now, recalling thatm and µ are F -invariant and f -invariant, respectively, we obtain
m(n)(x)(V ) =
m(Sn × V )
µ(Sn)
=
(Fn)∗m(Sn × V )
µ(Un)
=
m(Un ×BV )
µ(Un)
and so
νn(x)
m(n)(x)
=
µ(Un)
m(Un ×BV ) m(Σ×BV ) =
µ(Un)
m(Un ×BV )
m(Σ×BV )
µ(Σ)
.
Thus,
1
C
6
νn(x)
m(n)(x)
6 C,
by the definition of u-state. 
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Lemma 8.23. For almost every x, the sequence
(
m(n)(x)
)
n∈N
converges to a
probability m(x). Moreover, the function x 7→ m(x) is almost everywhere constant
on local unstable sets.
Proof. In fact, it suffices to prove that, for any continuous φ : Grass(l, d)→ R,
φ(n)(x) ≡
∫
Grass(l,d)
φdm(n)(x)
converges as n → ∞, for almost every x ∈ Σ. We may assume 0 6 φ 6 1. For
X ∈ Σ−, define
ν(X) =
∫
X
φdµ− =
∫
X×Σ+×Grass(l,d)
φdm;
clearly, ν 6 µ− and
(8.4) ν(S(x)) = φ(n)(x)µ−(S(x)), whenever |x| = n.
Setting φ+(x) = lim supφ(n)(x) and φ−(x) = lim inf φ(n)(x), we have to show that
φ+ = φ− almost everywhere, i.e. that, for every a, b ∈ Q, the measurable set
Ua,b = {x ∈ Σ− : φ−(x) < a < b < φ+(x)} is such that µ−(Ua,b) = 0. Observe
that if ν(Ua,b) > bµ−(Ua,b) − ε and ν(Ua,b) 6 aµ−(Ua,b) + ε for every ε > 0, then
µ−(Ua,b) = 0.
So, it suffices to prove that, for any ε > 0,
ν(Ua,b) > bµ−(Ua,b)− ε and ν(Ua,b) 6 aµ−(Ua,b) + ε.
Let us prove the first inequality. Let U be an open set such that U ⊃ Ua,b and
µ−(U\Ua,b) < ε.
Define, for every x = (. . . , x−1, x0, x1, . . .) ∈ U ,
N(x) = min {n ∈ N : S(x−n, . . . , x−1) ⊂ U}
and
n(x) = min
{
n > N(x) : φ(n) > b
}
.
Trivially,
U ′ ≡
⋃
x∈Ua,b
S(x−n(x), . . . , x−1)
is such that Ua,b ⊂ U ′ ⊂ U . Since the set of all cylinders of Σ− is countable, there
exists a countable set Y ⊂ Ua,b such that U ′ =
⋃
y∈Y S(y−n(y), . . . , y−1). We may
suppose, by reducing Y if necessary, that every cylinder in this union is different
from the others. Thus, by (8.4),
ν(U ′) =
∑
y∈Y
ν
(
S(y−n(y), . . . , y−1)
)
>
∑
y∈Y
bµ−
(
S(y−n(y), . . . , y−1)
)
and so
ν(U ′) > b
∑
y∈Y
µ−(U
′) > bµ−(Ua,b).
Observing that ν(U ′) − ν(Ua,b) 6 µ−(U\Ua,b) < ε, we conclude that ν(Ua,b) >
bµ−(Ua,b) − ε. As for the second, it suffices to choose a compact set F such that
µ−(Ua,b\F ) < ε and proceed with symmetrical steps. 
We are now ready to complete the proof of Proposition 8.17, concluding also
the proof of Theorem 8.1.
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Proof of Proposition 8.17 and Theorem 8.1. Pick an invariant u-state
and let ν be its projection to Grass(l, d). There is a set Z = Z ′×Σ+ with µ(Z) > 0
such that
A(x−n)∗ · · ·A(x−1)∗ν
accumulates to a Dirac mass for all x = (x−k)k>1 ∈ Z. By Lemma 8.22 and Lemma
8.23, we get that m(x) is a Dirac mass for µ−-almost every x ∈ Z ′. Consider the set
{x ∈ Σ : m(x) is a Dirac measure}: it is invariant (since m(f(x)) = A(x)∗m(x))
and of positive measure. It follows by ergodicity that it has total measure, i.e.,
m(x) is a Dirac measure almost everywhere. Let ξ(x) be the support of m(x):
m(x) = δξ(x) and, consequently,
δξ(x) = lim
n→∞
A(x−n)∗ · · ·A(x−1)∗ν = lim
n→∞
An(f−n(x))∗ν.
Theorem 8.2 together with Theorem 7.16 gives the first two claims of the theorem.
As for the third, observe that, given a hyperplane section H,
µ ({x : ξ(x) ∈ H}) = 1⇐⇒ µ ({x : ξ(x) ∈ A(x)−1H}) = 1.
By ergodicity, we obtain that µ ({x : ξ(x) ∈ H}) = 1 if and only if ξ(x) is contained
in the non-empty invariant linear arrangement
⋂
n∈N A(n)
−1H and this contradicts
twisting. 
CHAPTER 9
Lyapunov spectra of Zorich cocycles
Finally, we prove here that the Lyapunov spectrum of the restricted Zorich
cocycle is simple, using our simplicity criterion. We have already proved that the
cocycle induced on a small subsimplex is conjugated to a LCS cocycle. Moreover,
the two cocycles have Lyapunov spectra that differ for a positive factor.
Hence, to conclude, we are left to show that the monoid generated by Zorich
cocycle is pinching and twisting. To this end, we take advantage of the symplectic
structure. We define a weak form of twisting and a strong form of pinching: a
monoid is weakly twisting if it twists a special class of subspaces in each Grass(l, d).
The main step is then to show that the Zorich cocycle is strongly pinching and
weakly twisting. Finally, we observe that a strongly pinching and weakly twisting
monoid is also pinching and twisting.
1. Symplectic monoids
Let (H,ω) be a symplectic space, and B a monoid acting on H by symplectic
isomorphisms. We call B a symplectic monoid. Recall Appendix D for notations
and basic definitions.
The monoid B is said to be strongly pinching if, for every K > 0, there exists
T ∈ B such that
log sg > K and log si > K log si+1 for 1 6 i < g,
where s1 > . . . sd are the singular values of T . This does not depend on the inner
product chosen on H.
For convenience, we consider the basis of H adapted to ω and choose the scalar
product that makes this basis orthonormal. Then, ω is represented by the matrix
Ω =
(
0 I
−I 0
)
and a symplectic isomorphism is represented by a matrix F such that
(9.1) Ω = F ∗ΩF.
Let F = UDV be the polar representation of F , with singular values s1 > · · · >
s2g. Hence,
F ∗−1Ω = UD−1V Ω and ΩF = ΩUDV.
From (9.1) we obtain that
UD−1V and ΩUDV Ω∗
are two polar decompositions of the same matrix, and so the two sets of singular
values do coincide; the left-hand side has singular values s−12g > · · · > s−11 , therefore
(9.2) s2g−i+1 = 1/si, for all 1 6 i 6 2g.
In conclusion
Lemma 9.1. The Lyapunov spectrum of a symplectic isomorphism is symmetric
around zero.
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Proof. Observing that (9.2) holds for any power of F , we have that
log s2g−i+1(F
n) = − log si(Fn).
Dividing by n and taking the limit we obtain the conclusion, by Equation (B.1). 
For the remaining part of the section, we assume that the basis adapted to ω
and the corresponding scalar product have been fixed.
Lemma 9.2. A strongly pinching monoid is pinching.
Proof. Let F ∈ B satisfy the strong pinching property for K > 0, namely
log sg > K and log si > K log si+1 for 1 6 i < g.
Then, using Equation (9.2) we get that
sg/sg+1 > e
2K ;
log si − log si+1 > (K − 1) log si+1 > K(K − 1) for all 1 6 i < g;
log si−1 − log si > (K − 1) log s2g+2−i > K(K − 1) for all g + 1 < i 6 2g.
It follows that Ecc(F ) > min
{
e2K , eK(K−1)
}
, and this proves the claim. 
The same argument leads to other useful statements.
Lemma 9.3. Suppose there exists F ∈ B such that its first g Lyapunov exponents
{θ1, . . . , θg} satisfy θg > 0 and θi > Cθi+1 for 1 6 k < g, where C > 1 is a constant.
Then B is strongly pinching.
Proof. The last g Lyapunov exponents are the opposite of the first ones
(Lemma 9.1): it follows that the Lyapunov spectrum of F is simple and so
en(θi−ε) 6 si(F
n) 6 en(θi+ε), 1 6 i 6 g
for every small ε and sufficiently large n ∈ N, by Equation (B.1). This implies the
result. 
Yet another version of the previous arguments gives the following corollary.
Corollary 9.4. Suppose that for every C > 1 there exists F ∈ B such that
its first g− 1 Lyapunov exponents {θ1, . . . , θg} satisfy θg−1 > 0 and θi > Cθi+1 for
1 6 k < g − 1. Assume that 1 is an eigenvalue of F with geometric multiplicity 1.
Then, B is strongly pinching.
Proof. Since F is symplectic, 1 has even multiplicity. Then, as before,
en(θi−ε) 6 si(F
n) 6 en(θi+ε), 1 6 i 6 g − 1
and |sg(Fn)− n| < K for a constant K > 0, due to the presence of a Jordan block(
1 1
0 1
)
in the matrix associated to F . 
Lemma 9.5. Let k ∈ {1 6 g}. Let Tn be a sequence of symplectic isomorphisms
on H. Suppose that snk = sk(Tn) → ∞ and that snk > snk+1 for every n ∈ N. If
Tn
(
E+k (Tn)
)
converges in Grass(k,H), then the limit Euk is an isotropic k-space.
Moreover, if also E−g (T
n)→ Esg ∈ Grass(g,H), then Esg is isotropic, too.
Proof. Let u, v ∈ Euk be unitary vectors. We may assume that un → u, vn →
v with un, vn ∈ Tn
(
E+k (Tn)
)
, ‖un‖ = ‖vn‖ = 1. Then
|ω(u, v)| = ∣∣ω(T−1n (u), T−1n (v))∣∣ 6 Kω (snk )−2 ,
since ‖Tn(wn)‖ > snk‖wn‖ if wn ∈ E+k (Tn). Letting n → ∞, we obtain the first
claim.
The second one is a consequence: applying the first part to T−1n and recalling
(9.2), we obtain that sg(T
−1
n ) = (sg+1(Tn))
−1
and T−1n (E
+
g
(
T−1n
)
) = E−g (T
n). 
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The definition of weak twisting strongly depends on the symplectic structure
of the vector space H. The monoid B is said to be weakly twisting if it twists
isotropic subspaces of H. Here we state a partial converse of Lemma 9.3.
Lemma 9.6. If B is weakly twisting and strongly pinching, then for every C > 1
there exists T ∈ B such that θg > 0 and θi > Cθk+1, for 1 6 k < g; in particular T
has simple Lyapunov spectrum.
Proof. As B is strongly pinching, for every n ∈ N we can find Tn ∈ B with
singular values σn1 > · · · > σn2g such that
σng > n and log σ
n
k > n log σ
n
k+1, for 1 6 k < g.
Passing to a subsequence, we may assume that for every 1 6 k 6 g we have
that
Tn(E
+
k (Tn))→ Euk ∈ Grass(k,H)
and
E−k (Tn)→ Esk ∈ Grass(2g − k,H).
By Lemma 9.5, the subspaces Euk are isotropic, so, by ”simultaneous” twisting
(Proposition 7.10), there exists T ′ ∈ B such that T ′(Euk ) ∩ Esk = {O} whenever
1 6 k 6 g. The result follows by Proposition 7.7. 
As a consequence of this series of lemmas, we can conclude that the strong form
of pinching ”balances” the weak form of twisting.
Theorem 9.7. Let B act symplectically of (H,ω). If B is strongly pinching
and weakly twisting, then it is pinching and twisting.
Proof. We have already seen that strong pinching alone implies pinching. If
B ∈ B twists F , then B twists its symplectic orthogonal HF too. This is easy to
prove: just observe that HHF = F and B(HF ) = HB(F ). Thus we may assume
that dimF 6 g.
Let F ∈ S, where S is a non-trivial invariant linear arrangement: we are going
to prove that Iso(k,H)∩S is non-empty, obtaining a contradiction (weak twisting).
We have proved in Lemma 9.6 that there exists an isomorphism T ∈ B with simple
Lyapunov spectrum. Let Euk and E
s
k be as in the proof of that lemma: then
Eu = Eug and E
s = Esg are isotropic (Lemma 9.5). By weak twisting, there exists
B0 ∈ B such that Es ∩ (B−10 (F )) = {O}: then(
Tn(B−10 (F ))
)
n∈N
→ F ′, as n→∞
and the k-subspace F ′ is contained in Eu. Every linear arrangement is closed, thus
F ′ ∈ S; on the other hand, every subspace of an isotropic space (in this case Eu)
is also isotropic, so that Iso(k,H) ∩ S 6= ∅. 
Lemma 9.8. Let B be a monoid acting symplectically on (H,ω). If a submonoid
B0 ⊂ B is weakly twisting and strongly pinching, then for every F ∈ B and every
C > 1 we can find T0 ∈ B0 such that
θg(T0) > 0 and log θk(T0) > C log θk+1(T0), for 1 6 k < g;
θg(F T0) > 0 and log θk(F T0) > C log θk+1(F T0), for 1 6 k < g.
Proof. Clearly, there exists T1 ∈ B0 satisfying the first requirement (Lemma
9.6). We proceed as in the proof of that lemma.
Observe that Euk = limn→∞ T
n
1 (E
+
k (T
n
1 )) exists and it is the space spanned by
the largest k eigenvalues: in fact, T1 admits a basis v1, . . . , v2g of eigenvectors with
eigenvalues |λ1| > · · · > |λ2g| and E+k (Tn1 ) /∈ HG, where G = [vk+1 ∧ · · · ∧ v2g].
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Analogously, define Esk = limn→∞E
−
k (T
n
1 ): this is the space spanned by the
2g − k eigenvalues with smallest norms, that is, [vk+1 ∧ · · · ∧ v2g]. Now we use the
simultaneous twisting. There exists T ′ ∈ B0 such that
T ′(Euk ) /∈ HEsk and T ′(Euk ) /∈ HT−1(Esk), for 1 6 k 6 g.
For N sufficiently large, T ′ TN1 is as required. 
2. Weak twisting
Let us now focus on Rauzy monoids: any Rauzy monoid Π(pi) acts symplecti-
cally on Hpi. The aim of this section is proving the following theorem.
Theorem 9.9. If pi is irreducible, the action of Π(pi) on Hpi is weakly twisting
(i.e. it twists the isotropic subspaces of Hpi).
To this end, it is convenient to study the space of Lagrangian flags L(Hpi), and
in particular the induced action on it. We proceed with an explanation of this idea.
The following statement, to be proved later, holds.
Lemma 9.10. If a monoid B acts symplectically on (H,ω) and the induced
action on L(H) is minimal, then B is weakly twisting.
Then, Theorem 9.9 reduces to proving the following theorem.
Theorem 9.11. If pi is irreducible, the action of Π(pi) on L(Hpi) is minimal.
Proof of Theorem 9.9. The proof is a direct consequence of Lemma 9.10
and Theorem 9.11 above. 
Let us proceed with the proof of Lemma 9.10. We need the following general
result about the intersection of a hyperplane section with the family of isotropic
spaces.
Lemma 9.12. For 1 6 k 6 g, and for every hyperplane section H ⊂ Grass(k,H),
the intersection Iso(k,H) ∩ H is non-empty, compact and has empty interior in
Iso(k,H).
Proof. Let H = HE , with E ∈ Grass(2g−k,H). Choose v ∈ E and complete
it to an isotropic k-space: equivalently, choose F ∈ Υk
(
Υ−11 ([v])
)
. Then, F ∈ HE
by contruction, so X = Iso(k,H)∩H is non-empty. It is obvious that X is compact,
since it is closed in Grass(k,H) (or, which is the same, in Iso(k,H)).
Now let us prove that Iso(k,H)\X is dense. We will proceed by induction.
The case (1, g) is obvious, since every hyperplane section has empty interior and
Iso(1,H) = PH. Now suppose that the statement is true in the case (k − 1, g − 1).
To conclude the proof, it suffices to show that the statement is true in the case
(k, g).
There exists a dense set D of lines λ ∈ PH such that λ 6⊂ E and E 6⊂ Hλ: this
is easy to prove observing that E 6⊂ H[v] if and only if there is u ∈ E such that
ω(u, v) 6= 0; recall also that dimE > g. Then, dimE ∩Hλ = 2g − k − 1 and so
Eλ = (E ∩Hλ) /λ ⊂ Hλ
has dimension 2g−k−1, too. By the induction hypothesis, there exists a dense set
Dλ ⊂ Iso(k − 1,Hλ) such that is not contained in HEλ . Consequently, we obtain
also a dense subset Lλ = Υ−1k−1(Dλ) in L(Hλ). Every element of L(Hλ) may be
thought of as a subset of L(H) contained in the fiber over λ. Take then the set
Pk = Υk
( ⋃
λ∈D
Lλ ⊕ λ
)
:
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it is dense in Iso(k,H). We are left to prove that no element of Pk belongs to HE .
By construction, if F ∈ Pk, there exists λ ∈ PH such that λ ⊂ F such that λ 6⊂ E
and
(9.3) F/λ ∩ (E ∩Hλ) /λ = {O} .
Suppose, by contradiction, that there is v ∈ E ∩ F\ {O}. Then, clearly, v /∈ λ, and
v ∈ Hλ, since F ⊂ Hλ (F is isotropic): this contradicts (9.3). 
Proof of Lemma 9.10. It suffices to prove that B acts minimally on every
Iso(k,H). Let F ∈ Iso(k,H) ∩ S, where S is a nontrivial invariant linear arrange-
ment contained in Grass(k,H). Thus, Iso(k,H) ∩ S is non-empty, closed and in-
variant: it therefore coincides with Iso(k,H). This contradicts the previous lemma
and so no F ∈ Iso(k,H) can be contained in S. Since S is arbitrary, B twists F . 
Now we focus on Theorem 9.11. It will be proved by induction, the basis of the
induction corresponding to Corollary 6.12.
Proof of Theorem 9.11. We proceed by induction on d = |A|, where A is
the alphabet of pi. We are left to prove the inductive step: suppose the claim true
for d − 1, we want to prove it for d. To make the induction work, it is natural
to use the combinatorial tricks studied in Section 2.5. In particular, by Lemma
2.13, there exists ζ ∈ A and pi′ ∈ SA\{ζ} such that pi is an extension of pi′ (by
inserting ζ properly): the action of Π(pi′) on L(H ′pi) is minimal. If g(pi) = g(pi′), by
Corollary 2.12 we get the conclusion immediately. So we are left to deal with the
case g(pi) = g(pi′) + 1. Let σ = E∗(σ′), with σ′ ∈ Π(pi′). Notice that the inserted
symbol ζ is never the winner: just look at the three cases in the definition of E(σ′)
(Subsection 2.5.2). Thus, Θ(σ) · eζ = eζ .
By Corollary 2.7, P restricts to a symplectic isomorphism P : H [eζ ] → Hpi′ .
Then, by the induction hypotesis and PΘ(σ) = Θ(pi′)P , we obtain that E∗ (Π(σ))
acts minimally on L(H [eζ ]). At this point the conclusion is a direct consequence of
the following lemma.
Lemma 9.13. Let B be a monoid that acts on (H,ω) by symplectic isomor-
phisms. If B acts minimally on PH and there exists v ∈ H\ {O} such that the
stabilizer of [v] ∈ H (the subgroup Bv that fixes [v]) acts minimally on L(H [v]),
then B acts minimally on L(H).
Proof. Let C ⊂ L(H) be a closed invariant set. We must prove that either
C = L(H) or C = ∅. For every λ′ ∈ PH, let Cλ′ be the intersection of C with the
fiber over λ′. Observe that Cλ is either empty or the whole fiber; in the first case,
let Λ be the set of λ′ such that Cλ′ is non-empty: Λ is closed and invariant, so it
empty and C is empty as well.
In the second case, let Λ be the set of λ′ such that Cλ′ equals the whole fiber
over λ′: Λ is non-empty, closed and invariant, so it coincides with PH, and we are
done. 
This completes also the proof of the theorem. 
3. Strong pinching
We want to prove that the action of a Rauzy monoid Π(pi) on Hpi is strongly
pinching. This will imply that the Lyapunov spectrum of the Zorich cocycle is
simple.
Lemma 9.14. The strong pinching property depends only on the Rauzy class.
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Proof. We must prove that if Π(pi) is strongly pinching and pi′ ∈ R(pi), then
Π(pi′) is strongly pinching too. Recall Section 2.4. There exists a path σ0 (contained
in R(pi)) going from pi to pi′ and another one, σ1, going from pi
′ to pi. Clearly,
Π(pi′) ⊃ σ1Π(pi)σ0. Then, the singular values associated to a path σ′ ∈ Π(pi′) differ
from the singular values of σ1σ
′σ0 by a constant depending only on σ0, σ1 (this
is done as usual by proving the claim for the largest singular value - estimating
the norms - and then applying the result to exterior products). This obviously
concludes the proof. 
Theorem 9.15. If pi is irreducible, then the action of Π(pi) on Hpi is strongly
pinching.
Proof. If |A| = 2, the result is easily seen to be true. Let us proceed by
induction on |A|. Assume the claim true for |A| = d− 1, with d > 2.
If |A| > 2g(pi) = 2g, we can find by Lemma 2.21 an irreducible pair pi′ such
that some p˜i ∈ R(pi) is an extension of pi′ and g(pi) = g(p˜i) = g(pi′). The inductive
hypothesis implies that the action of Π(pi′) on Hpi′ is strongly pinching. By Corol-
lary 2.12, this action is conjugated to the action of Π(p˜i) on Hp˜i by a symplectic
isomorphism, so the latter action is strongly pinching as well. Lemma 9.14 allows
us to conclude; hence, we are left to prove the theorem for minimal Rauzy classes.
So, assume we are given a minimal Rauzy class R. Let us prove the theorem
for a particular pi ∈ R, then Lemma 9.14 gives us the result for all other pi ∈ R.
By Proposition 2.19 (noting that |A| is even and so greater that 3), we can find a
good pair p˜i ∈ R: we shall prove the theorem for pi = t(p˜i). Graphically,
p˜i =
(
α · · · · β
β · · · · α
)
and pi =
(
α · · · · β
β α · · · ·
)
.
Let pi′ be the reduction of pi (or p˜i) obtained deleting α: it is irreducible and pi is
an extension of it (while p˜i not). Observe that 2g − 2 top arrows form a loop σ′0
at pi′: σ′0 ∈ Π(pi′). Extending σ′0 (recall the definitions in Subsection 2.5.2), we get
σ0 ∈ Π(pi), which is composed of 2g − 1 top arrows (the extra arrow comes from
case (1) in Lemma 2.9). Obviously, from this sequence of top arrows we get that
Θ(σ0) has the form
Θ(σ0) =


1 0 · · · 0 1
0 1
. . .
...
...
...
. . .
. . . 0
...
...
. . . 1 1
0 · · · · · · 0 1


,
i.e. Θ(σ0) · eβ =
∑
ν∈A eν and Θ(pi0) · eν = eν for ν 6= β.
Sub-lemma 9.16. The action of
Πβ(pi
′) = Stab(eβ) = {σ′ ∈ Π(pi′) : Θ(σ′) · eβ = eβ}
on Hpi′ is strongly pinching and weakly twisting.
We will prove this sub-lemma later; now let us use it to complete the proof.
By Lemma 9.8, we can find σ′ ∈ Πβ(pi′) such that θg(Θ(σ′)) > 0 and
(9.4) θg−1(σ
′σ0) > 0 and θi(σ
′σ0) > Cθi+1(σ
′σ0) for 1 6 i < g − 1.
We are going to check that F = Θ(E(σ′σ0)) satisfies the hypothesis of Corollary
9.4. This would imply the conclusion.
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Observe that F = Θ(σ0)·Θ(σ), where σ = E(σ′). Since σ′ is chosen in Stab(eβ),
β is never the winner in any arrow of σ′: it follows that the second symbol in the
bottom row of pi′ is constant. It follows that α is never the winner nor the loser in
σ and that β is never the winner in σ. Then
Θ(σ) =


1 0 · · · · · · 0
0 ∗ ∗ ∗ ...
... ∗ ∗ ∗ ...
... ∗ ∗ ∗ 0
0 c1 · · · c2g−2 1


,
that is, Θ(σ) · eβ = eβ , Θ(σ) · eα = eα and 〈Θ(σ) · eη, eα〉 = 0 for η 6= α.
Multiplying Θ(σ) and Θ(σ0) together, we obtain
F =


1 c1 · · · c2g−2 1
0 ∗ ∗ ∗ 0
... ∗ ∗ ∗ ...
... ∗ ∗ ∗ 0
0 c1 · · · c2g−2 1


;
precisely: F (eα) = eα and 〈F (eη), eα〉 = 〈F (eη), eβ〉 for η 6= α. Thus eα is an
eigenvector of F with eigenvalue 1. We want to prove that there do not exist other
1-eigenvectors. By contradiction, let h ∈ R2g\ {O} be such that F · h = h: we may
assume that 〈h, eα〉 = 0. Then 〈h, eβ〉 = 0 as well. Now, let P : RA → RA′ be the
projection defined omitting eα. Obviously, h
′ = P · h 6= 0 and
Θ(σ′0) = PΘ(σ0)P
∗, Θ(σ′) = PΘ(σ)P ∗, Θ(σ′0)Θ(σ
′) = PFP ∗.
In particular, Θ(σ′0)Θ(σ
′) · h′ = PF · h = h′ and 〈h′, eβ〉 = 〈h, eβ〉 = 0. It follows
that Θ(σ′0) · h′ = h′ and Θ(σ′) · h′ = h′. Since also Θ(σ′) · eβ = eβ , we get that 1
has multiplicity 2 or more. Notice that by Lemma 2.6, g(pi′) = g(pi) − 1: RA′/H ′pi
has unit dimension. In particular, this contradicts the choice of σ′ (θg(σ
′) > 0, so
every eigenvalue has non-unit norm).
By the relation
Θ(σ′0)Θ(σ
′) = PFP ∗,
the eigenvalues of F are those of Θ(σ′0)Θ(σ
′) and an additional 1 (coming from eα).
Since the action is symplectic, 1 has algebraic multiplicity 2: we can conclude that
the Lyapunov spectrum of F is the union of the Lyapunov spectrum of Θ(σ′0)Θ(σ
′)
acting onHpi′ and two zero exponents. The proof is concluded (by equation 9.4). 
Proof of Sub-Lemma 9.16. Let pi′′ be otained from pi′ by forgetting β: pi′′ is
irreducible, because p˜i is good. Since R(p˜i) is minimal, g(pi′′) = g(pi)−1 (Proposition
2.20). Moreover, 2g(pi′′) 6 2g(pi′) 6 |A| − 1 = 2g(pi)− 1: hence g(pi′) = g(pi′′). The
inductive hypothesis (R(pi′′) minimal) allows us to conclude that the action of Π(pi′′)
on Hpi′′ is strongly pinching and weakly twisting (Theorem 9.9).
For definiteness, let δ be the rightmost symbol in the bottom row of pi′. Letting
|A| = d′, pi′1(δ) = d′ and pi′0(δ) = k (1 6 k 6 d′ − 2, because pi′′ is irreducible):
pi′ =
( · · δ · · β
β · · · · δ
)
.
Observe that bd−k(pi′) = pi′: let σ0 be the bottom arrow starting from pi
′ and
σ1 be the sequence of d−k−1 bottom arrows going from b(pi′) to pi′. The pair b(pi′)
is an extension of pi′′ (while pi′ not, this is the reason for introducing b(pi′)) and
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so E(Π(pi′′)) acting on Hb(pi′) is weakly pinching and strongly pinching (because of
Corollary 2.12).
Consider now B0 = σ0 E(Π(pi′′))σ1: we easily get that B0 is strongly pinching
and weakly twisting. Moreover, the winner of all arrows of σ0 and σ1 is δ, so
Θ(σ0) ·eβ = eβ and Θ(σ1) ·eβ = eβ : thus B0 ⊂ Stab(eβ). So Stab(eβ) is as claimed.

Finally,
Proof of Theorem A. Consider the restricted cocycle
FZ˜ : {pi∗} ×∆∗ ×Hpi∗ → {pi∗} ×∆∗ ×Hpi∗ ,
obtained restricting the domain of the cocycle defined in Section 6.5. Let σ∗ be
the path in Π(pi∗) such that Θ(σ∗)(ΛA) = D∗, and let σ0 be any path whose last
arrow has type different from the first arrow of σ∗. Let also σ1 be a path starting
at pi∗ and leading to pi, the beginning point of σ0. Then, the monoid B∗ generated
by FZ˜ contains Θ(σ1Π(pi)σ0). This shows that B∗ is a submonoid of Θ(Π(pi∗))
containing Θ(σ1σ0Π(pi∗)σ1σ0). The monoid Θ(Π(pi∗)) is pinching and twisting by
the previous theorems (Theorems 9.9 and 9.15), and so is B∗, because it contains
a large submonoid of Θ(Π(pi∗)) (use Lemma 7.13). The conclusion follows, by
Theorem B. 
APPENDIX A
Singular values, Grassmann spaces
Here we present some well-known facts of linear algebra that are necessary for
our arguments. We also fix the notations that we use in the other chapters.
1. The polar decomposition
Throughout, {e1, . . . , ed} will denote the canonical basis of Rd and 〈·, ·〉 the
canonical scalar product that makes this basis orthonormal. Also, A∗ will represent
the adjoint of a linear map A, of course with respect to 〈·, ·〉.
If T : Rd → Rd is a linear isomorphism, T ∗T is a positive operator, meaning
that it is self-adjoint and that 〈T ∗Tv, v〉 > 0, for every v ∈ Rd\ {O}. In partic-
ular, its eigenvalues s21, . . . , s
2
d are strictly positive. We denote them in (weakly)
decreasing order, repeated according to their multiplicity:
s21 > · · · > s2d.
The positive numbers s1, . . . , sd are called singular values of the operator T .
By the spectral theorem, there exists an orthonormal basis {v1, . . . , vd} of eigen-
vectors of T ∗T : for j ∈ {1, . . . , d}, T ∗T (vj) = s2jvj . Then,
√
T ∗T is defined as the
linear map such that vj 7→ sjvj .
Observation A.1. Let R be the linear isometry that sends ej to vj (1 6 j 6 d).
Then, in the canonical basis,
√
T ∗T = RDR∗, where D is the diagonal operator
with eigenvalues s1 > · · · > sd.
Theorem A.2. A linear isomorphism T : Rd → Rd may be uniquely written
as T = U
√
T ∗T , where U is a linear isometry.
Together with Observation A.1, this theorem yields the following corollary,
called polar decomposition.
Corollary A.3. A linear isomorphism T : Rd → Rd can be uniquely written
as T = UDV , where U and V are linear isometries and D is a diagonal operator
with positive eigenvalues s1 > · · · > sd.
2. Exterior products
Let
∧l Rd denote the lth-exterior product of Rd: a basis of this vector space is
B = {ei1 ∧ · · · ∧ eil : 1 6 i1 < · · · < il 6 d} .
To deal with members of
∧l Rd (also called l-vectors) it is useful to introduce the
following notation. Define I (or sometimes Il, where confusion might arise) to be
the set of l-indices:
I = {(i1, . . . , il) : 1 6 i1 < · · · < il 6 d}
and set eI = ei1 ∧ · · · ∧ eil , for every I = (i1, · · · , il) ∈ I.
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It will be useful to consider the following partial order on Il: (i1, . . . , il) <
(j1, . . . , jl) if
∏l
k=1 ik <
∏l
k=1 jk. Observe that I0 = (1, . . . , l) is the smallest l-
index. Also, given a l-index I, we will always consider its complement Ic inside
{1, . . . , d}.
We may endow
∧l Rd with a scalar product, just by declaring B to be an
ortonormal basis, i.e.
〈eI , eJ 〉 = δIJ .
Every l-vector ω can be written uniquely as ω =
∑
I∈I aIeI and its norm satisfies
‖ω‖2 =∑I∈I |aI |2 (Pythagoras’ theorem).
3. Grassmannians
For 1 6 l 6 d, the Grassmannian (or Grassmann space) Grass(l, d) is the set
of l-planes H ⊂ Rd. If {v1, · · · , vl} spans such a H, then v1 ∧ · · · ∧ vl ∈
∧l Rd\ {O}
and it is well-defined, up to a constant. This allows to define a map, the Plucker
embedding,
ψ : Grass(l, d)→ P
(∧l
Rd
)
setting ψ(H) = [v1∧· · ·∧vl], for any set {vj}lj=1 spanning H. A l-vector ω is called
geometrical if it can be written as ω = v1 ∧ · · · ∧ vl: [ω] ∈ Imψ if and only if ω is
geometrical and ω 6= O.
Lemma A.4. The set G of geometrical l-vectors is closed in ∧l Rd.
Let Sl be the set of l-vectors in
∧l Rd of unitary norm. The Grassmannian
Grass(l, d) may be thought of as pi
(G ∩ Sl), where pi : Sl → P(∧l Rd) is the natural
projection. This identification makes Grass(l, d) into a metric space: precisely,
d(H,K) = min {‖ωH − ωK‖, ‖ωH + ωK‖} ,
where ωH has unitary norm and [ωH ] = ψ(H) (the same for ωK). By the previous
lemma, G is closed in Sl and hence Grass(l, d) is compact.
The distance just defined is not manageable for our calculations. To deal with
convergence in Grass(l, d), it suffices to take into account the following considera-
tions. Suppose we are given a sequence (Hn)n∈N ⊂ Grass(l, d) such that
Hn → H =

eI +∑
J 6=I
aJeJ

 , as n→∞.
First of all, note that, if bneI+
∑
J 6=I a
n
JeJ is any representation of Hn, then bn 6= 0
as n gets sufficiently large. Consequenly, let Hn be represented in standard form,
that is,
Hn = [ωn], with ωn = eI +
∑
J 6=I
anJeJ .
Then, the hypotesis implies that anJ → aJ , for every J ∈ I\ {I}. This is easily
proved using the equivalence between ‖ · ‖2 (the norm induced by the canonical
scalar product) and ‖ · ‖∞ (the norm given by the maximum absolute values of
coefficients).
Conversely, if the ωn’s are as before and a
n
J → aJ , then
[ωn]→

eI +∑
J 6=I
aJeJ

 .
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Observation A.5. Any H ∈ Grass(l, d) can be written as
H =

eI +∑
J 6=I
aJeJ

 .
The previous arguments prove that a sequence Hn converges to such a H if and
only if each Hn (with n sufficiently large) can be written as
Hn =

eI +∑
J 6=I
anJeJ

 ,
with anJ → aJ , for every J 6= I.
Thus, a ball B(H, ε) around H =
[
eI +
∑
J 6=I aJeJ
]
∈ Grass(l, d) is the set of
l-planes
H ′ =

eI +∑
J 6=I
a′JeJ


with |a′J − aJ | < ε.
A linear isomorphism L : Rd → Rd determines a well-defined bijective map
L# : Grass(l, d)→ Grass(l, d):
L# ([v1 ∧ · · · ∧ vl]) = [L(v1) ∧ · · · ∧ L(vl)] .
In other words, if H is spanned by a set of l vectors, L#(H) is spanned by their
images. In the sequel, we drop the subscript #, being clear from the context the
domain of L.
4. Generalized angles
In this section we would like to define a notion of angle between a k-plane
and a h-plane of Rd. The same construction works for finite dimensional vector
spaces. Let ω ∈ ∧k Rd and η ∈ ∧hRd be two nonzero geometrical vectors. Then,
F = [ω] ∈ Grass(k, d) and G = [η] ∈ Grass(h, d). Our notation for the angle of
these two subspaces will be  (F,G).
It turns out that there does not exist an extension of the usual definition (in
dimension 3) that makes all the reasonable properties hold. In the situations we are
interested in, the angle between two planes should have the two following properties
(well-known in the case of two ordinary vectors):
• ‖ω + αη‖ > ‖ω‖ sin ( (ω, η)) for every real α;
• ‖ω ∧ η‖ = ‖ω‖‖η‖ sin ( (ω, η)).
We now give a definition and then verify that these two requirements hold.
First, we define the angle between two geometrical vectors. Let ω = v1∧· · ·∧vk and
η = w1∧· · ·∧wh. Since there is a splitting Rd = G⊕G⊥, for every 1 6 j 6 k we may
uniquely write vj = v
H
j +v
K
j , where v
H
j ∈ G and vVj ∈ G⊥. Let ωH = vH1 ∧· · ·∧vHk ,
ωV = vV1 ∧ · · · ∧ vVk and ωM = ω − ωV − ωH . It is then trivial to prove that
〈ωV , ωH〉 = 〈ωV , ωM 〉 = 〈ωH , ωM 〉 = 0, so that ‖ω‖2 = ‖ωH‖2 + ‖ωV ‖2 + ‖ωM‖2.
Hence,
 (ω, η) = arcsin
‖ωV ‖
‖ω‖
is a well defined number θ ∈ [0, pi/2]. This definition makes sense, since it does not
depend on the order (ω, η or η, ω) and on the choice of vj ’s and wj ’s spanning the
subspaces. This means that that the angle is defined also on Grassmannians.
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Moreover, one easily gets that 〈ωV , η〉 = 0 and so
‖ω + αη‖2 = ‖ωV ‖2 + ‖ωH + ωM + αη‖2 > ‖ωV ‖2 = ‖ω‖2 sin2 ( (ω, η)) ,
i.e. the first property holds. As for the second,
‖ω ∧ η‖ = ‖ωV ∧ η‖ = ‖ωV ‖‖η‖ = ‖ω‖‖η‖ sin ( (ω, η)) ,
since 〈ωV , η〉 = 0 and [ωV ] ∩ [η] = {O}.
APPENDIX B
Eigenvalues, Lyapunov exponents
Given a linear isomorphism L : Rd → Rd, let us order its eigenvalues λi such
that
|λ1| > · · · > |λd|.
The Lyapunov exponents of L are θ1 > · · · > θd, where
θi = log |λi|, for 1 6 i 6 d.
In other words, they are the Lyapunov exponents of the constant cocycle (id, L)
(cocycles are defined in Chapter 5).
A linear isomorphism T : Rd → Rd is called simple if it has simple Lyapunov
spectrum (i.e. the norms of its d eigenvalues are all distinct).
There is a nice relation between Lyapunov exponents and singular values of a
linear operator L:
Proposition B.1. For 1 6 i 6 d, let σi(L
n) be the singular values of Ln and
θi(L) the Lyapunov exponents of L. Then
(B.1) θi(L) = lim
n→+∞
1
n
log σi(L
n).
Proof. Let us first prove the claim when i = 1. Since for every n ∈ N,
|λ1|n 6 σ1(Ln), we have
(B.2) n θ1(L) 6 log σ1(L
n).
Writing L in Jordan form, we see that there exists a constant C > 0 such that
• σ1(Ln) 6 C|λ1(L)|n if |λ1| > 1;
• σ1(Ln) 6 C|λ1(L)|n−d if |λ1| < 1;
• σ1(Ln) 6 Cnd if |λ1| = 1.
In either case,
(B.3) log σ1(L
n) 6 n log |λ1(L)|+K log n,
for another constant K > 0. Dividing (B.2) and (B.3) by n and passing to the
limit, we get the conclusion. Let us proceed by induction: suppose the formula
holds for 1 6 i 6 l − 1: we want to show that it holds for i = l. To this end, let
T = L ∧ · · · ∧ L : ∧l Rd → ∧l Rd. Observe that the largest singular value of Tn is
σ1(T
n) = σ1(L
n) · · ·σl(Ln) and that θ1(T ) = θ1(L)+· · ·+θl(L) (this is particularly
easy to see in the Jordan basis for L). Our claim follows at once from the case i = 1
applied to T , and then by the inductive hypothesis. 
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Projective metrics
We will consider the convex space Rd+ = {(x1, . . . , xd) : xi > 0, 1 6 i 6 d}.
Given two vectors u, v ∈ RA+, let
a(u, v) = inf
16j6d
{
vj
uj
}
and b(u, v) = sup
16j6d
{
vj
uj
}
.
The projective metric defined on Rd+ is the function
dP(u, v) = log
b(u, v)
a(u, v)
.
At least to justify the name, we should prove that dP is a metric on PRd+. Obviously,
dP(u, v) = dP(tu, tv) for every t > 0. Moreover,
Lemma C.1. The function dP satisfies, for every u, v, w ∈ Rd+,
• dP(u, v) = dP(u, v);
• dP(u,w) 6 dP(u, v) + dP(v, w);
• dP(u, v) > 0;
• dP(u, v) = 0 if and only if u = tv for some t > 0.
Proof. From
dP(u, v) = log
b(u, v)
a(u, v)
= log sup
i,j
{
ui vj
vi uj
}
we see that dP is symmetrical. Clearly,
sup
i,j
{
ui vj
vi uj
}
>
ui vi
vi ui
= 1,
so dP is also non-negative. Moreover
ui wj
wi uj
=
(
ui vj
vi uj
)
·
(
vi wj
wi vj
)
6 sup
i,j
{
ui vj
vi uj
}
· sup
i,j
{
vi wj
wi vj
}
:
taking the supremum and then the logarithm, we get also the triangular inequality.
If u = tv then obviously dP(u, v) = 0, viceversa if u is not parallel to v, then for
some 1 6 i, j 6 d we have
ui wj
wi uj
> 1
and so dP(u, v) > 0. 
For convenience, we will consider dP to be defined on the simplex
Λd =

v ∈ Rd+ :
d∑
j=1
vj = 1

 .
Observe that v − tu ∈ Rd+ if and only if t < a(u, v). Let G : Rd → Rd be
an invertible matrix with non-negative entries (that is, a matrix that preserves
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Rd+: G(R
d
+) ⊂ Rd+); as before, we have that G(u) − tG(v) ∈ Rd+ if and only if
t < a(G(u), G(v)). Thus,
t < a(u, v) =⇒ v − tu ∈ Rd+ =⇒ G(v)− tG(u) ∈ Rd+ =⇒ t < a(G(u), G(v));
letting t ր a(u, v) we obtain that a(u, v) 6 a(G(u), G(v)). Similarly, b(u, v) >
b(G(u), G(v)), and so
dP(G(u), G(v)) 6 dP(u, v).
The projectivization (adapted to Λd) of a linear isomorphism G that preserves Rd+:
g(λ) =
G(λ)
‖G(λ)‖1 =
G(λ)∑d
j=1G(λ)j
.
Clearly g : Λd → Λd.
Lemma C.2. If a set K ⊂ Λd is relatively compact (it means that there exists
δ > 0 such that the coordinates of every λ ∈ K are larger that δ), then it has finited
dP-diameter.
Proof. It is obvious, since δ 6 vj , uj 6 1 − (d − 1)δ, for all 1 6 j 6 d and
u, v ∈ K. 
Lemma C.3. Let g : Λd → Λd be a projective map (i.e. the projectivization g =
G/‖G‖1 of a linear isomorphism G with positive coefficients), then log |det(Dg)| is
d+ 1-Lipschitz for the projective metric dP.
Proof. First, differentiate g(λ) = G(λ)/s(λ), where s(λ) =
∑
i,j Gijλj . We
obtain that, for every v ∈ TλΛd =
{
v ∈ Rd : ∑j vj = 0},
Dg(λ) · v = G(v)
s(λ)
− G(λ)
s(λ)2
s(v).
In other words, Dg(λ) = Pλ ◦s(λ)−1 ◦G, where s(λ)−1 denotes the division by s(λ)
and Pλ : G(TλΛd) → Tg(λ)Λd is defined by Pλ(u) = u −G(λ)/s(λ) ·
∑
j uj : notice
in fact that when u = G(v)/s(λ) we have s(λ)
∑
j uj = s(v). Consequently,
log detDg(λ) = log detPλ − (d− 1) log s(λ) + log detG.
Observe that s =
∑
j hj〈ej , ·〉 is a functional with positive coefficients hj =
∑
iGij :
then, for λ, λ′ ∈ Λd,
log s(λ)− log s(λ′) = log
∑
i hiλi∑
j hjλ
′
j
.
Let 1 6 k 6 d be such that λk/λ
′
k = supj
{
λj/λ
′
j
}
; then∑
i hiλi∑
j hjλ
′
j
=
∑
i
(
hi · λi∑
j hjλ
′
j
)
=
∑
i
(
hi · 1∑
j hjλ
′
j/λi
)
6
∑
i
(
hi · 1
λ′k/λk ·
∑
j hj
)
=
λk
λ′k
.
Hence,
log s(λ)− log s(λ′) 6 log sup
j
{
λj/λ
′
j
}
= log b(λ, λ′) 6 dP(λ, λ
′)
since a(λ, λ′) 6 1 (it is obvious:
∑
j λj =
∑
i λi = 1). In other words, s is a
1-Lipschitz function.
Observe that
log detPλ = log(〈n0, G(λ)〉)− log(〈n1, G(λ)〉)
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where n0 = t0
∑
j ej and n1 = t1G
∗(n0) for some t0, t1 > 0. In particular, they are
functionals with positive coefficients, and so the previous argument applies, yielding
the conclusion. 
Proposition C.4. For any δ > 0 there exists θ < 1 such that, if δ < Gij < δ
−1
for every i, j ∈ {1, . . . , d}, then
dP (G(u), G(v)) 6 θdP(u, v), for all u, v ∈ Rd+.
Proof. For simplicity, take C = Rd+. For any w, z ∈ C we have
a (G(z), G(w)) = inf
i
∑
j Gi,jwj∑
j Gi,jzj
> δ2
∑
j wj∑
j zj
and
b (G(z), G(w)) = sup
i
∑
j Gi,jwj∑
j Gi,jzj
< δ−2
∑
j wj∑
j zj
.
Thus, given any w, z ∈ C there exists c = c(w, z) > 0 such that
a (G(z), G(w)) > cδ2 and b (G(z), G(w)) < cδ−2.
Let u, v ∈ C and, for every n ∈ N, let tn ∈ (0, a(u, v)) and sn ∈ (b(u, v),∞). Clearly,
v − tnu ∈ C and snu− v ∈ C.
Taking z = v − tnu and w = snu− v, there is cn = cn(w, z) > 0 such that
G(snu− v)− cnδ2G(v − tnu) ∈ C and cnδ−2G(v − tnu)−G(snu− v) ∈ C.
Set Tn = cnδ
2 and Sn = cnδ
−2. Then,
b (G(z), G(w)) <
sn + tnTn
1 + Tn
and a (G(z), G(w)) >
sn + tnSn
1 + Sn
.
From this, we get
dP (G(u), G(v)) 6 log
(
sn/tn + Tn
1 + Tn
· 1 + Sn
sn/tn + Sn
)
.
The right-hand side can be written as∫ log(sn/tn)
0
(
ex
ex + Tn
− e
x
ex + Sn
)
dx;
hence
dP (G(u), G(v)) 6 log
(
sn
tn
)
sup
x>0
(
ex
ex + Tn
− e
x
ex + Sn
)
6
1− (Tn/Sn)1/2
1 + (Tn/Sn)1/2
log
(
sn
tn
)
.
Noting that δ4 = Tn/Sn and that sn → a(u, v), tn → b(u, v), we obtain the conclu-
sion with θ = (1− δ2)/(1 + δ2). 
APPENDIX D
Symplectic spaces
Given a (real) vector space H, a symplectic form ω : H × H → R is skew-
symmetric (ω(v, w) = −ω(w, v)) and non-degenerate (ω(u, ·) ≡ 0⇒ u = 0) bilinear
form. The pair (H,ω) is called a symplectic space. A symplectic isomorphism
between (H,ω) and (H ′, ω′) is a linear isomorphism A : H → H ′ that preserves the
symplectic structure, i.e. ω′(A(v), A(w)) = ω(v, w). Notice that every symplectic
space has even dimension, dimH = 2g. In fact there exists a basis B of H such
that the matrix associated to ω is of the form (I = Ig, the g identity matrix)(
O I
−I O
)
.
The basis B is called adapted to ω.
For every linear subspace F ⊂ H we define its symplectic orthogonal
HF = {v ∈ H : u ∈ F ⇒ ω(u, v) = 0} .
Thus, ω restricted to HF × F is identically zero. Observe that dimHF = dimH −
dimF = 2g−dimF . Moreover, F is called isotropic if F ⊂ HF : this is possible only
if dimF 6 g. For 1 6 k 6 g, let Iso(k,H) ⊂ Grass(k,H) be the set of isotropic
k-planes. Note that Iso(k,H) is closed in Grass(k,H). The case of a isotropic
spaces with maximal dimension is interesting.
Definition D.1. Given a symplectic space (H,ω) with dimH = 2g, a La-
grangian subspace is an isotropic subspace of dimension g.
Notice that Iso(1,H) = PH: in fact, given v ∈ H\ {O},
H[v] = {u ∈ H : ω(u, v) = 0}
contains [v] since ω(v, v) = 0.
Any isotropic subspace F ⊂ H canonically determines another symplectic
space HF , called symplectic reduction of H by F : just define HF = H
F /F and
ωF (u+ F, v + F ) = ω(u, v).
A Lagrangian flag of H is an ordered set of g isotropic subspaces (F1, . . . , Fg)
such that dimFi = i and F1 ⊂ . . . ⊂ Fg. The set of Lagrangian flags of H will be
denoted by L(H). Let Υk : L(H)→ Iso(k,H) denote the natural projection given
by Υ : (Fi) 7→ Fk. In particular, Υ1 : L(H)→ PH.
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