INTRODUCTION
We use throughout this paper notation and terminology related to partitions and symmetric functions from [Ml] . [M,, p. 63 call the partial ordering < the "natural ordering," but we will call it the dominance ordering Let x=(x,, x2, . ..) be an infinite set of indeterminates. As in [MI] , we m j,, monomial symmetric function; ej.. elementary symmetric function; h j,, complete homogeneous symmetric function; p;, power-sum symmetric function; Sj., Schur function.
If A has m,=nr,(%) parts equal to i, then write ;,=(1"'2""...)m,!"lz!.".
Let CI be a parameter (indeterminate), and let Q(a) denote the field of all rational functions of c1 with rational coefficients. Define a (bilinear) scalar product ( , ) on the vector space A @Q(a) of all symmetric functions of bounded degree over the field Q(cY) by the condition (pj.$ p,> = fij.~czj.X"*' >
where 6,, = 0 if 1 #p and 6,, = 1. When CI = 1, (3) coincides with the usual scalar product [M i, p. 351 on symmetric functions. We also let Ak 0 Q(cx) denote the vector space of all homogeneous symmetric functions of degree k over the field Q(N). Thus
AOc?(CI)= LI A"c3cyu) (vector space direct sum). k>O The following fundamental result is due to Macdonald [M3, Chap. VI, (4.5)] and will not be proved here. (P3) (normalization) [f 121 = n, then the coefficient v .. ,. ," of x,x, x, in J, is equal to n!.
Though we do not prove Theorem 1.1 here, let us point out where the difficulty lies. (See also the note after the proof of Theorem 3.1.) If the dominance order were a total order, then Theorem 1.1 would follow easily from Gram-Schmidt orthogonalization.
Since dominance order is only a partial order, we must take some compatible total order (such as % ) before applying Gram-Schmidt. Then Theorem 1.1 amounts essentially to saying that whatever total order we take compatible with 6, we wind up with the same basis.
We call the symmetric functions J; Jack symmetric functions (for a reason explained after the proof of Proposition 1.2). If we set all but finitely many variables equal to 0 (say X, + , = X, + z = = 0) in J,, then we obtain a polynomial J,(x ,, . . . . x,; r) (with coefftcients in Q(a)).
Two specializations of Jack symmetric functions are immediate from the definition. Given .X = (i, j) E 1, define h(s) = 1; + I., ~ i-j + 1, the hooklength of i at .Y [M, , p. 91. Set H;. = n 4.x),
.XE n the product of all hook-lengths of 1..
PROPOSITION. (a) J,(x; 1) = H,s,(x).
(b) J,(.u; 2) = Z,(x), the zonal symmetric function indexed by /, (normalized as in [Jamz] , so rhe coefficient of .x1 x, is n!).
Proof: It is well-known that Schur funtions sA satisfy (Pl ) (with c( = 1) and (P2) [M, , ChapI, (4.8) and (6.5) ]. Hence they must agree with J,(.u; 1) up to a scalar multiple. But the coefficient of X, . . ..Y. in sA is n!/H, CM,, Ex. 2, p. 431, so (a) follows.
Similarly it is well-known that zonal polynomials Z, satisfy (Pl ) (with c1= 2), (P2), and (P3), so (b) follows. [ Two additional specializations of Jj.(.u; LX) are given in Proposition 7.6. Jack symmetric functions were first defined by H. Jack [Jac] (using the total order 2 in (P2) instead of 6 ). He established Proposition 1.2(a) and conjectured Proposition 1.2(b), but did not pursue their properties much further. Foulkes [IF, raised the problem of obtaining a combinatorial interpretation of Jack symmetric functions. I. G. Macdonald, in unpublished work, established some fundamental properties of Jack symmetric functions and made several conjectures concerning them. We have already appealed to one of Macdonald's results (Theorem 1.1 ), and in Section 3 we will consider further results of Macdonald which will play an essential role in our work. Subsequently Macdonald [Mj] has extended Jack symmetric functions to an even more general class of symmetric func-tions P,.(x; q, t) to which almost all the results and techniques concerning Jack symmetric functions can be carried over. (Macdonald [MS] uses a normalization of Jack symmetric functions different from ours.) Before turning to Macdonald's results in Section 3, we will first establish some elementary properties of Jack symmetric functions in Section 2.
ELEMENTARY PROPERTIES
Properties (P2) and (P3 ) of Jack symmetric functions immediately yield I J,!, = Il.117," = II. ",,. 1
We also seek an expression for J,,, which will be deduced from the following result. We henceforth use the notation 2.1. PROPOSITION. It then follows, just as in [M,, (4.6), p. 343, that if (u;) and (U,) are bases for the space Afl 0 Q(U) of homogeneous symmetric functions of degree n over Q(a), then the following conditions are equivalent:
(a) (u;., or) = 6;,, for all A, p; (b) ~l~j.(~)~~j,(?')=~i,i(l-.~,,;)~",.
Then (6) follows from (Pl ) after setting uj, = .I>. and v, = J;/j,.. 1 2.2. PROPOSITION. For any n b 0, tl7e Jack synzmetric function J, (short ,for Jfn,, where (n) denotes the partition (n, 0, 0, . ..)) has the ,following expansions :
shere 3. has mi(i) parts equal to i. where v,(a) E Q(u). Hence writing w,(a) = u,( a we get from (6) that
This determines J,, up to normalization, and property (P3) then yields (a).
Note. We now get from (8) that u>,(a) = l/cr"n!. By definition, ~~(a) is the coeficient of x; (or m,) in J,,, which by (a) is given by v,(a)=P,(cr)=(l+cc)(l+2cr)...(l+(n-1)x).
Thus by (7), we get j,,=(J,,J,,)=r"n!(l+sr)(l+2a)~~~(l+(n-l)~).
In Theorem 5.8 we will determine ,j, for any 3.. 
But as in [M,, p. 171 . Comparing with (9) yields (b).
(c) We have
Comparing with (9) yields (c).
(d) Analogous to (c), using (e) A well-known identity in the theory of symmetric functions [L, Sect. 7.2; M, , Ex.1, p. 361 asserts that where (in the notation of [M, , Ex. 4, Putting p = l/c~ and comparing with (9) yields (e). 1
The next result gives a further interesting consequence of Proposition 2.1.
PROPOSITION.
We have Jy=(.Y, +.x2+ . ..)"=cPn! c J,j,F'. i + n (The value of j, ' is given by Theorem 5.8.)
Proof Take the coefficient of J, .rz. . JJ~ on both sides of (6). On the left-hand side we obtain (by property (P3)) n ! 1 J, j,; I.
On the right-hand side we get a-"J'f, and the proof follows. 1
The previous proposition may be generalized as follows. Given a partition p, define It is clear from properties (Pl) and (P2) that the J,'s with 3. I--H form a basis for the space A"@ Q(E) of homogeneous symmetric functions of degree II with coefficients in Q(a). The next result considers the dependencies which result when we set all but r variables equal to 0. The results in this section are due to I. G. Macdonald, and I am grateful to him for communicating them to me. They will play an essential role in the derivation of our later results.
A. James [Jam,] used the fact that zonal polynomials are spherical functions for the pair (G,!.,(R), O,(R)) to deduce that they are eigenfunctions of a certain partial differential operator, the Laplace-Beltrami operator. We first give a formal generalization of this result for Jack polynomials. Fix a positive integer n. Define the operator &cc): A 0 Q(a) + A@ Q(E) by (11) It is easy to see that if f E n @Q(a), then D(cr)f~ il @Q(a). Moreover, if f is homogeneous of degree n, then so is D(a)f: When CI = 2, (11) reduces to the LaplaceeBeltrami operator of James. For general tl, there no longer seems to be a group-theoretic interpretation of (11). Comparing with (13) completes the proof. 1
Since w m,Ia, as well as the map sending f~ Ak@ Q(U) to (-l/c~)~f, is a Q-algebra automorphism,
we immediately obtain the following useful corollary of Theorem 3.3.
is an algebra automorphism of A @ Q( tl). In particular, (J,,J,,, Jj,) #Oe (Jlr'J\m,'J;.,) #O.
An alternative statement of Theorem 3.3 is the following.
COROLLARY. Let
Jj =C cj.pta) Pp.
Then J;,=c (-2)'"' "P'c;,,,(l/cc)p,,. 1
We conclude this section with a further consequence of Theorem 3.3.
3.6. PROPOSITION. Using the notation (4), we have
, denote the ordinary scalar product on symmetric functions (the case c( = 1 of (3)), and let o denote the usual involution (satisfying o(~~,)=(-l)'"l~"')p,)
[M,, Chap. I, (2.13)]. Note that (P;., o-l,,(P,)) = (P,? (-lla)""'P,,)
Hence for any J g E n 0 Q(a), we have CL 0 -I:,(g)) = CL w(g)),.
Let .f=J;(s; x) and g== J,,,(x; l/x). Then (13) yields
By property (P2) of J, and of Schur functions .s/'. when we expand J, in terms of Schur functions (using also the fact that the coefficient of w,, is s,, is 1) we obtain J, = u,,,(cI)s,. + lower order terms (in dominance order). 
FURTHER PROPERTIES OF JACK SYMMETRIC FUNCTIONS
In this section we derive a number of properties of Jack symmetric functions, some of interest in their own right and some of which will be used in the proofs of the main results in the next section. Hence by Theorem 3.1 and the fact the fact that 1-i = n, we have Proof The "if" part follows from the corresponding result mentioned above for Schur functions (the case CI = 1, except for irrelevant scalar factors). The "only if" part is proved by induction on 1~1, the proof being clear for 1~1 = 0.
Put v= (n) in (18) to get JpJ,,=c j;'gt,J,.
Since (J, J,, Jn ) # 0 * p u (n) < I by Proposition 4.1, we may assume l(jL)2l(p) in (28). Hence by induction, every term on the right-hand side of (34) is divisible (as a polynomial in n ) by n (n-l-(i-1 )+cc(j-1))= n (n-(i-l)+a(j-1)). c J,,( 1") t"'/CPnz! = (1 -t) n'X m>,O = ,I,) ( -$) ( -1 1"' t"', from which it follows that J,,,(l")= fi (n+a(j-1)). .I= I Hence the left-hand side of (36) is also divisible by (37), so J;.( 1") is also.
The polynomials (35) and (37) are relatively prime (since the zeros (i-1)-cr(jl), i> 1, and -e(j-I) are distinct), and we have shown that Jl(l") is divisible by both (35) and (37). Hence Jj,(l") is divisible by their product. But their product has degree 111 = deg J,( l"), so J,.
( 1") is a multiple of their product. Since Ji( 1") is manic, it is equal exactly to the product of (35) and (37), and the proof follows by induction. 1
Note. Even if one is interested in Theorem 5.4 only for a particular value of c( (such as the zonal polynomial case r = 2), it is necessary to work with general cx since otherwise one cannot conclude that the polynomials (35) and (37) are relatively prime. Thus the more general viewpoint of Jack polynomials can lead to simpler and more elementary proofs than might be otherwise possible.
If (i, j) E A, then recall from Section 1 that the quantity hj,(i, j) = h(i, j) = i., + i,! -i-j + 1 is called the hook-length at (i, j). We define two "cc-refinements" of Ir ,( i, j) as follows : h,*(i,j)=h*(i,j) =r.;-ifC((A,-j+ 1) h",(i, j) = h,(i, j) = 3.1 -i+ 1 + a(j., -,j).
We call h*(i, j) the upper hook-length and h,(i, j) the lower hook-length at (i, j). Regard the diagram of 2% as consisting of juxtaposed unit squares; e.g., It is as if we are unable to decide whether the square x belongs to the arm or to the leg, so it is necessary to consider both possibilities. Figure 2 show the upper and lower hook-lengths of the partition (4, 3, 1, 1). where the scalar product is given by (3) with a = I. In this section we extend this rule to Jack symmetric functions, and we use this extension to give a (rather messy) combinatorial interpretation of z),.,(a) analogous to what is done in [M ,] for Schur functions. A result equivalent to Theorem 6.1 in the case IX = 2 (i.e., for zonal polynomials) is due to Kushner [K] .
Our main result is the following:
6.1. THEOREM. Let p E I., and let ;1/p be a horizontal n-strip. Then 
Before turning to the proof, let us make a few observations concerning the form of (38). Theorem 6.1 shows that (J,J,, Jj) is obtained by choosing either h*(s) or h,(s) for every element s of p, (n). and 2, and then multiplying these expressions together. Moreover, we choose h*(s) and h,(s) exactly 121 times each. Note also that the middle product in (38) has the explicit evaluation fl h,*(s) = n!a". .AE,n, EXAMPLE.
(Jj2J4, J,,,) is the product of all the entries of the three diagrams in Fig. 3 .
Proof of Theorenz 6.1. Induction on 1~1, the proof being clear for 1~1 = 0. The argument closely parallels the proof of Proposition 5.3, but now we know the values of the quantities j,. c;(r), n;(a) which appear there.
As in (28) We know all the factors on the right-hand side of (41) by Proposition 5.5, Theorem 5.8, and induction, so it is simply a matter of checking how they cancel. The last factor in (41) consists of all factors in (38) except those of the form s = (i, 1) E p and s = (i, 1) E i.. Since 2,'~ has an empty first column, we need to show that We next obtain a combinatorial interpretation of the coefficients uiv = u+(a) of (4). More generally, set Ji,p=c ui,p.vJv.
We will obtain a combinatorial interpretation of u~.,,,~ analogous to Proof: The tableau T of (44) will not exist unless p c 1". 1
CONSEQUENCES
Many explicit formulas involving special Jack polynomials or special coefficients of Jack polynomials can be deduced from our previous results. Without attempting to be comprehensive, we give in this section a sampling of some of the more interesting results in this direction. We will express many of our formulas in terms of quantities like cI, dj,, v,,;,, and j,, which already have been explicitly evaluated. It is easy to expand the Schur function s~,,z~,-,~+, in terms of monomial symmetric functions. Substituting into (47) and comparing with (46) leaves a combinatorial identity to be verified, which should not be too difficult. Equate coefficients of nm and nm+ r to complete the proof. 1
When a= 1, we have by [M, , Chap. I, (7.5) ] that (50) where x'.(p) is the irreducible character xi of the symmetric group S, evaluated at a conjugacy class of type p. There is a well-known combinatorial method due to Littlewood and Richardson (equivalent to the "Murnagham-Nakayama rule") [M , , Chap. I, Ex. 7 .51 for evaluating the characters X"(U) of S,,,. The basis for this rule is a formula for expanding s,.p, in terms of Schur functions [M, , Chap I, Ex. 3.111 . It is natural to ask whether these results extend to Jack symmetric functions. The answer seems to be negative; at any rate, it is false that if (JILpr, J,) #O, then A -p is a border strip (as is the case when r = 1 by [M, , Chap. I. Ex. 3.111) . For instance, (J, p?, Jz, ) = 2c('(~ -I ).
It is also natural to ask whether the coefficients cl+,(~) have a grouptheoretic significance, as they do -for z = 1. For a = 2, the theory of zonal polynomials [Jam, , Thm. 41 provides an affirmative answer, and a similar result holds for c ( = 4 CM, ] . In general, however, the question remains open. For a general conjecture involving c',,,(cc), see [H, p. 603. Following [M, , p. 31 , write (r 1 s) for the hook partition (r + 1, 1'). Our next result gives an explicit formula for C,,,(U) when jW is the hook (n-1 Iii). 
Hence from (52), (53) Note that when o! = 1 in (51) the factor k + n can be cancelled from both sides, and also that ( -1)" -js, = ( -1 )kpOr) (independent of j). Hence d ,n-IlkJf) (i.e., x'"~"~'(P)) is a polynomial function Xk(m,, nr2, . . . . nzk) of the variables mi(p), 1 < i 6 k. More generaly, for any partition 1" of k there is a polynomial X, (m,, m2, . . . . m,) , called the character polynomial, such that xnun(p) = X,(m,(p), . . . . nrk(p)) (see [S] , and for a table see [K-T, pp. 288-3121) . Proposition 7.5 shows that this result does not extend to Jack polynomials, since d,,-,,kj,p(~) is a function not only of fill(P), . . . . m&L), but also of n. (This fact was already apparent for zonal polynomials from [D-L] .) Some small values of d,, ,,,,,,(N) are given by Other formulas for J, when 3. is a hook appear in [M, , Chap. VI, Ex. 10.5 and 10.61 . The second of these formulas was originally conjectured by Hanlon [H, Property 21. We conclude this section with two specializations of J;(x; ~1) in addition to those of Proposition 1.2. This result was earlier proved by Macdonald [M, , Chap. VI, (4.12) 
(The expression J;.(.Y; 0) appearing in Proposition 7.6 makes no sense from the point of view of the definition of Jj. (.q a) provided by Theorem I. 1 (since the scalar product ( , ) is degenerate when CI =O). However, since the coefficients ui,,(c() of (4) are rational functions of r it makes sense to set J;(.u; 0) =C ~~;.,(O)m,,. Conceivably some U;.,(X) could become infinite when g = 0, but Proposition 7.6 shows in particular that this is not the case. It is not even known whether t7,,(a) (or U,,(a)) is a polynomial. Some special cases of Conjecture 8.1 follow from Theorem 5.6 and Propositions 7.1-7.3.
The following conjecture is a consequence of Conjecture 8.1.
CONJECTURE.
The coefficients c;,~(cY) of (14) ure polynomials tilith integer coefficients. 1 Proposition 7.5 shows that Conjecture 8.2 is true when I is a hook. It should not be difficult to verify Conjecture 8.1 when A is a hook using Proposition 7.5.
We have one additional conjecture analogous to the previous two. In view of Theorem 6.1 and the Littlewood-Richardson rule for Schur functions, it is natural to ask for a combinatorial interpretation of (J,,J,., J,,) in general. We have only been able to find a conjecture for this value in the following special case. 
where g,(s) = h:(s) or h",(s). Moreol:er, one chooses h:(s) and h",(s) exact!, 11.1 times each in (58). 1
We do not have an explicit conjecture as to when to choose h,*(s) and h",(s). One problem with coming up with an explicit conjecture from empirical data is that the possible choices for h,(s) are not unique. For instance, we have (computed by P. Hanlon) <J,,, Jx,, Jm, ) = 38437 1 + a)3 (4 + r)(5 + cl). six squares s for which h,*(s) = a and h",(s) = 1. We must choose i;,(s) = a for exactly live of these squares, but from the data alone there is no "correct" choice of these live squares. We can prove Conjecture 8.5 in a special case generalizing Theorem 6.1. To state this result, we use the description of the Littlewood-Richardson rule in [M, , Chap. I, (9. 2)]; viz., c:,, := (s~~s,, s;.), is equal to the number of tableaux T of shape /? -~1 and weight v such that K(T) is a lattice permutation. Let us call such a tableau T an L -R tableaux (of shape A -~1 and weight v).
8.6. PROPOSITION. Suppose that c:,, = 1, and that in addition the unique L -R tableaus T of shape 1" -u and weight v has the property that every column C of T consists of the integers 1, 2, . . . . n, (,for some n, 2 0 depending on C). (Equivalently, for each i the number of columns of A-u of length i is equal to v, -vi+, .) Then Eq. (51) 
The left-hand side of (59) can be computed as follows. By the hypothesis on p, v, and 1.. there is only one way to adjoin to p a horizontal strip of 
Then it follows that
Every factor appearing on the right-hand side of (60) can be computed using Theorems 5.8 and 6.1. Moreover, qvv from (59) can be computed by Proposition 2.4 and Theorem 5.8. Hence (J,,J,, Jj.) is expressed as a quotient of two products. By keeping careful track of cancellations, the desired result follows. 1
Example. Let A = (7, 6, 6, 6, 5, 4, 2, 1, 1 ), p = (7, 5, 5. 3, 3, 2, 2) v = (5,4,2). Figure 7 shows the unique L -R tableau of shape /1-~1 and weight V. Figure 8 shows in each square s of >. and p the letter U or L, depending on whether h",(s) equals h,*(s) or h",(s), respectively.
There are some additional small cases for which we can verify Conjecture 8.5. For instance, we can prove it whenever v = (2, 1) (provided of course ci,, = 1) using the formula <J,~J"'J'>=(J,~~~J,,) 'J2;; J3) (J,,J,, J,)].
The details are rather messy.
We can try to extend Conjecture 8.5 to an)' (J,J,, J;.). One possibility (consistent with the case (x = 1) is the following: (J, J,,, J,) can be written as a sum of ciV expressions of the form (58), each possibly multiplied by a power of CI. Unfortunately this conjecture is false for the case p = (2, l), v = (3, l), i, = (4, 2, 1). Here we have (computed by P. Hanlon) (J2, J,, , J421) = 8a5(9 + 97~ + 294~~ + 321~' + 131~~ + 12~') = 8cc'f(cr), say.
The polynomial ,f(a) has no rational zeros. Moreover, c;f!,, = 2. One can check that any two expressions (58), say fr(cr) and f2(a), have a common linear factor L(a) # c1 or a common integer factor L(cr) not dividing 8.
Hence a'fi(cc) + asf2(a) is divisible by L(a) and so cannot equal 8c?f(ol).
Nofa U/&J in proo/: Equation (47) has been proved by K. Koike. The result of Garsia mentioned after Conjecture 8.4 appears in A. M. Garsia and N. Bergeron, Zonal polynomials and domino tableaux, preprint.
