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The need for production has roots in human life and its history. This date back to primitive 
days of human life, where he or she had to apply surrounding materials in order to man-
ufacture the tools necessary for survival and durability against any insecurity. This was 
legitimizing the use of any means in order to obtain the tools and reach the goals at any 
cost. However, with human development primarily within the knowledge and understand-
ing domain and also with the desire of humanity for best, expectations have risen. This 
was the time not only the cost mattered but also the simplicity of design, massive produc-
tion, and diversity, less waste, autonomy, and implementation within a shorter time 
gained a higher momentum. 
 
On the other hand, the conventional manufacturing method was based on subtractive 
manufacturing with cutting and eliminating the unwanted sections or parts of an object. 
The disadvantage of such a method is that it requires a complicated production process 
design and is accompanied by waste. However, with the rise of additive manufacturing 
and three-dimensional printing equipment back in the 1980s, it became possible to build 
parts which could have almost any shape or geometry. Moreover, this also empowered 
the possibility of using digital and 3D models built by computer-aided design software.  
 
Simultaneously, on the other side, the foundation and application of artificial intelligence 
were maturing. This was due to the demand for machines to assist human beings in the 
domain of knowledge reasoning, learning, and planning. These were the pillars for mak-
ing machines autonomous and to benefit from such features. 
Accordingly, this research work studies and overviews the applications and techniques of 
machine learning and artificial intelligence in the domain of additive manufacturing. It 
aims to determine the interaction of influential parameters on the process and to find the 
best solutions for improving the quality and mechanical features of manufactured parts.  
 
Moreover, this research tends to enable the experts to grasp a better understanding of AM 
process during manufacturing and additionally intends to infuse the experts' knowledge 
in additive manufacturing field utilizing the artificial neural network and finally generate 
a model with the ability of prediction and selection for promising results. 
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INTRODUCTION  
Although additive manufacturing (shortly as AM) dates back to 1980s, it has received much 
attention recently. One reason is that it is considered as a quick prototyping solution for many sci-
entist and researcher. Besides, many companies find it as a mean for a better rapid prototyping and 
production planning in their research and development procedures. Consequently, prominence of 
the most influential parameters in an AM processes have become more evident and turned to a trend 
of demand. Therefore, depending on the type of AM process and based on the method applied, 
concepts such as diffusion, melting, porosity, orientation of fillers, types of materials, mechanical 
features, heat transfer and fluids behavior are among the most discussed topics and a lot of research 
and studies are conducted accordingly at the moment to address these topics [1].   
Objective and goal 
With correspondence to the first illustration portrayed in the introduction section and based on the 
demand mentioned at the moment by the companies, this research intends to provide a study of AM 
processes with the objectives demanded in this field. Therefore, following this section, the problem 
in the field of AM is re-stated based on recent studies and then an illustration of the objectives and 
dealing with limitations are shown consequently.      
Problem re-statement 
Based on the Testing and Materials American Society (Shortly ASTM) and within the des-
ignation of the F42, the AM process is categorized into the following categories and standards.  
• Material Extrusion 
• Power Bed Fusion 
• Material Jetting  
• Binder Jetting 
• Direct Energy Deposition 
• Vat Photo Polymerization 
• Sheet Lamination 
Nevertheless, among these AM processes, Fused Deposition Modelling hereafter called FDM  and 
Wire Arc Additive Manufacturing shortly as (WAAM) would be the focus of this study [2] [3]. 
Meanwhile, in order to conduct a novel study and to obtain a physical model, it is required to reach 
an understanding of the controlling parameters and properties, which play a chief role for instance 
in the amount of surface roughness, fatigue properties, porosity and so forth. 
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Also, based on the type of the technology which is applied in the AM process, it is required 
to know the limitations and challenges within that concept. The main areas where special attention 
is required are [4]: 
• AM filament and materials  
• Type of AM technology and process 
• AM equipment items  
• Qualification of the productions 
• Process controls possibilities such as real-time and closed-loop process controls 
• Simulation and modeling 
• Sensors such as their application in melt-pool measurements and temperatures 
• Consistency  
• Quality  
• Reproduction  
Goals and Objectives 
In order to reach a novel design concerning quality and strength it is required as an objective to 
illustrate and simplify involving parameters into the most useful parameters. This is realized by 
applying the concept presented as the dimensional analysis hereafter called as DA [9]. This method 
is used to identify the involving parameter and reduce the redundant relations. Additionally, it pro-
vides a graphical representation of existing relations in the AM process which can be applied for 
further and better analysis. The objective of this thesis is to study the appropriate machine learning 
approaches by utilizing DA in order to achieve a novel design regarding quality and structure. This 
is due to the reason that the additive manufacturing is subject to non-linearity and requires param-
eter adjustment. One another issue is that it is subject to uncertainty and this makes obtaining a 
process model quite tricky through the application of traditional approaches. 
Study Limitations 
Although the study aims to present a novel model, however, it is important to notice that there 
are complexity and roughness which exists within additive manufacturing processes. This is per-
haps due to the constraints imposed by the manufacturer devices and within the context of their 
design. Accordingly and based on a much dimension of parameters; resources must be adopted and 
allocated intelligently. One another essential issue mentioned is the amount of uncertainty which 
exists in the additive manufacturing processes. For instance, the uncertainty of the heating transfer 
patterns and precise interaction of the parameters. Also, the data collection within this context 
where there are limited sensors as the sources of data and also measurement techniques set a vast 
amount of constraints on the studies. 
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THESIS STRUCTURE 
As illustrated in the following figure and based on the structure a brief review of the back-
ground, history, constraints, and definition of the additive manufacturing alongside state of the 
art is represented. Moreover, appropriate machine learning techniques are reviewed in order to 
illustrate the possibilities, advantageous and disadvantageous of this practice in the context of 
the AM processes. Afterward, some of the application and the cases would be demonstrated 
accordingly and a final conclusion is presented at the end.  
 
Figure 1: Illustration of the thesis structure. 
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DESGIN AND ANALYSIS ARCHITECTURE 
The design architecture is constructed based on the main elements of design. This includes the 
type of the process, the practice to obtain the most influential parameters and defining the dimen-
sionality of the process (dimension analysis and reduction), design of the experiments in order to 
collect data, implementation of the experiments, measurements and data processing and finally ap-
plying the machine learning algorithm with the goal of estimation and predictions of parameters. 
All of these form the essential means to implement a novel design. 
 FDM and the WAAM processes are selected in this case for the design process. Next, it is 
required to use analytical methods to detect the most influential parameters for analysis. With the 
parameters at hand, a design of the experiment is nominated to find the interactions among param-
eters and especially on the desired outputs. Subsequently, with the experiments implementation, 
outputs are measured using for instance scanners and other measurements devices. Finally, the gen-
erated output data will be used for training artificial neural networks to analyze the data and the 
impact of the parameters. 
Figure 2: Illustration of the main architecture design. 
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ADDITIVE MANUFACTURING 
Additive manufacturing is a process where the desired part is built by deposition or an incre-
mental layer-by-layer production procedure. Most of AM technologies use either wire or powder 
as the source. Then the source is deposited or melted by a focused heating process, and then it will 
form a part with solidification [5]. This part or object can be made of plastic, a metal material such 
as steel, aluminum, and titanium or any other material (body tissue)[6][7][8][9].The advantage that 
the AM holds is the unique design and short lead-time in comparison to subtractive manufacturing 
methods [10]. As it is stated, the AM inclines to maneuver from rapid proto-typing to applications 
with rapid manufacturing. However, there is a necessity for knowledge acquisition in such pro-
cesses. Especially in micro-structures that are made as a consequence of optimized process param-
eters and manufactured parts [11]. 
1                                                                                     2 
 
 
 
 
History  
The AM history dates back to 150 years ago. This was done by building topographical maps 
and sculptures from 2D layers. Later that in 1960 and 1970 some proof of concept has been pre-
sented as a use of photopolymerization, powder fusion or sheet lamination in 1979  [12]. 
    In 1989, MIT presented a patent of a 3D printing and later that in 1990 the laser beam 
melting (LBM) was introduced successfully [13][14]. On the other hand, the FDM along-side of 
the stereolithography, solid ground curing and laminated object manufacturing were introduced in 
1991[15]. Meanwhile, it is worth to refer to this fact that the AM advancement was very dependent 
upon the development of the programmable logic controllers which later on with availability of the 
computers (such as CAD and CAM) systems, substantial means paved the way to help the improve-
ment of this process. 
                                                 
1 Courtesy of Instrumentaria [9] 
2 Courtesy EOS GmbH [7] 
Figure 3: Illustration of tissue production by means of AM process [7]. 
Figure 4: Illustration of an artificial hip generated using an AM process [9]. 
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In the 2000s, newly commercialized technologies fueled the growth of the AM as with the 
introduction of the electron beam melting (EBM) [16]. This development was affected by file for-
mats AM processes, such as STL, LEAF, and LMI where they stand for Stereo Lithography, Layer 
Manufacturing Interface and Layer Exchange ASCII Format [17].  All of these tools have assisted 
in quality improvement, and with the emergence of the internet and with the support of open-source 
hardware and software developments, AM processes regarding development has grown immensely.  
3 
 
 
 
 
 
Digital workflow  
 AM process holds a data flow, which is made for the machines in order to generate the re-
quired instructions and to generate the final parts. This is also accompanied by a physical workflow, 
which matches the data preparation and digital workflow. On the other side, the solid work-flow is 
initiated using the AM technologies; these include the binder jetting, deposition, extrusion, material 
jetting, powder fusion, lamination, and polymerization. With this direct production; models and 
prototyping would be possible for the AM processes. Meanwhile, Meanwhile, in [18] the need for 
data structure, data generation and formation with a novel approach of data decomposition is illus-
trated.   
Design Manufacturing and Assembly  
 AM design is considered an optimization and as a goal to reduce the development time and 
the cost. Hence, this helps in quality and performance boosting. It also can lead to profitability 
concerning consideration of constraints.  Meanwhile, it can be stated that the design process would 
have three levels where for the first level concrete tools and the required techniques are addressed. 
On the other hand for the second level, it will tend to provide a better understanding of the quality 
of process design. Moreover, at the highest level is that it investigates the impacts of relations be-
tween the design and the manufacturing on the designer, process and the practice[19][20].  
 
                                                 
3 Courtesy of Siemens www.siemens.com/ 
Figure 5: Illustration of a gas turbine blade produced by additive manufacturing. 
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Design Requirements 
In practice, the design is different from the conventional designs perhaps all regarding 
knowledge, rules or even tools. Therefore, it is required to obtain the design rules and tools which 
are compatible with different types of constraints and features imposed by manufacturing processes. 
That is where the need for the process tools and similar rules emerge while it is considered as among 
the most disputed challenges an AM process can face [21]. 
Design and Opportunities 
The designs will be accompanied by opportunities and benefits. These benefits are mainly 
associated with the additive manufacturing process with freedoms. Mostly, the design is evaluated 
regarding part level or micro-macro complexity or multi-scale complexities.  In process material 
choice, color and topologies would be considered as other production design factors[22][23].  
Constraints 
The AM process with all the capabilities and potentials is also facing limitations, which must 
be considered by the designers. These limitations are manifested in forms of constraints, which are 
categorized in groups. This includes the discretization and directionality and the requirements for a 
novel design. Another critical constraint is the machine with their features and capabilities. Manu-
facturing parts are specifically impacted by this. On the other hand, materials that are being used in 
the process are influencing an AM process. In this term, raw materials can be used though they 
must be adapted accordingly. Metrology and control quality techniques are also imposing signifi-
cant difficulties in an AM process. They are mainly related to material verification and geome-
try.Embedded design and materials from a different point of view will apply maintenance, repair 
and recycling constraints. This is while the design concerning regulations is also subject to con-
straints this is applied in such as aerospace and medical application where an approval grant is 
necessary before final use. In conjunction with this, some of the limitations are connected to Com-
puter Aided Design Models shortly as CADs. Therefore, the design of complex and final products 
would be challenging due to the parametric nature of natures. That would because of the appropri-
ateness of such models for old-style processes and not gradual shapes[23] [24]. 
Costs 
For the industrial applications, the AM is adopted as a production method where it is subject 
to cost. This is where the cost emerges as a barrier for AM process in industry. However, it is helpful 
in terms of economic to understand it and benefit where it is a motivation for manufacturing com-
panies. One of the significant cost which is studied, is the production and parts cost. This can in-
clude the labor cost machine and material. Others can include the failures; transportation etc. dif-
ferent cost models are represented in order to optimized this concept and increase the feasibility. 
Build time and energy consumptions are the other factor. The goal would be to discover the strate-
gies in all life-cycle which can result in process and product cost optimization [23][25]. 
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FUSED DEPOSITION ADDITIVE MANUFACTURING 
Fused Deposing Modeling shortly referred as FDM is developed by Stratasys and is consid-
ered to be as one of the essential extrusion-based AM processes. This method uses a heating section 
denoted as a heat chamber to melt a polymer-based material by applying a filament feeder system. 
The chief merits of the FDM process are categorized and presented as follows: 
• Material type and ranges 
• Mechanical property 
• The strength of the material     
Meanwhile, this technique cannot be efficiently welcomed due to the following shortcom-
ings: 
• Build time is usually high 
• Speed and acceleration is slow 
• It requires a point-wise plot and deposition [26] 
However, the polymer extrusion technologies and especially the FDMs are the AM processes 
where they are applied habitually and are the subject of research even in other fields such biology.  
FDM usually encompass melting, extrusion, deposition, and solidification whereby applica-
tion of thermal energy conduction the material will become molten and distributed for the cooling 
while it is infusing the layers by thermal bonding. One important thing to note is that in the process 
different methods can be used to deliver the filament concerning deposition. These includes  
1. Self-extrusion  
2. High-pressure plungers 
3. Rotary pumps 
4. Thermoplastic liquefier delivery [25]. 
In this thesis, a liquefier delivery technique with an extruding filament is studied. In FDM 
the layers are deposited in the same direction of the flow of polymer melted by a nozzle and result-
ing in shapes that would have a form of a flat ellipse. In FDM, observation of the complicated 
phenomenon in order to control the process has been the subject of studies for a long time. These 
consists of tackling with the problems such as thermal transfer and tension, layers deposition, bond-
ing process and cooling time.  
Meanwhile, nozzle behavior understanding and similar design of it besides the control of 
thermal behavior must become the main focus of the studies since they have shown a quality in-
crease in cases [27] [28]. 
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Moreover, two questions seem to be addressed as part requirements are achievable or not and 
what are the optimal manufacturing parameters to reach the desired part specification. In this case, 
the prerequisite for an approach to use as a closed loop control method would be required such as 
metamodeling techniques in order to realize a novel controlling unit [29]. 
 
 
 
 
 
 
 
 
 
 Furthermore, a significant factor in the design of 3D products especially the FDM is the con-
sideration of the processes in three necessary forms. This is very vital for designers to keep track 
of the product and its status in these steps.  
 
 
 
For instance, in the pre-processing section, a model of a product is created using the 3D CAD 
models. After that, this model fundamentally is sliced into 2D layers of equal heights where the 2D 
layers are made of contours. These contours are in next step translated into trajectories using path 
planning algorithms where they will be translated into actuators commands. In some cases, these 
trajectories will become present as geometric codes or simply as g-codes.   
  
Figure 7: Illustration of the printing steps. 
Figure 6: Illustration of a Fused Deposition Modeling Process. 
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 G-codes are prepared codes where they determine the type of motions in contours. The g-codes 
are following a program based files where they include a sequence of words in a block. Each block 
and each word has a corresponding meaning where it establishes a command.    
 
 
In general, the flow of the work in the pre-processing section of printing can follow the subse-
quent model: 
 
 
 
 
Figure 8 : Illustration of a G-Code block with corresponding functions. 
Figure 9: Illustration of pre-processing workflow. 
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WIRE-ARC ADDITIVE MANUFACTURING (WAAM) 
One of the section which is the part of WAAM is the welding unit. This unit is constructed 
from the following compartments and establishes the welding unit[30]. 
Welding Techniques  
There are numerous welding techniques with different characteristics can applications. Among 
these welding techniques, some hold greater importance concerning application in additive manu-
facturing which is studied subsequently.    
GMAW welding   
It is one of welding used in the additive manufacturing and is mostly reached by its subcategories 
namely MIG and MAG welding which are introduced as follows. 
MIG / MAG Welding 
It stands for the metal inert gas welding or the metal active gas welding. Within these processes, 
an arc is made and with heat generated by the arc work piece and metal are in-fused for joining. 
Additionally shielding gas is provided to prohibit the working space from the contaminations. There 
are two methods one is a constant voltage, and the current one possibility is the alternating current. 
Historically they are used for aluminum welding and non-ferrous materials[31]. 
TIG welding 
It is a gas tungsten arc welding or shortly GTAW and is referred to as tungsten inert gas weld-
ing. It is applied for arc welding using tungsten electrodes to produce the weld[32]. 
 
CMT Welding 
The CMT stands for the cold metal transfer and is a technique which provides a stable arc 
and precise process control. What advantage this process has over the conventional method (MIG 
and MAG welding) is that it provides accurate welding by an alternation of the hot and cold process. 
This leads to spatter-free welding and seams with brazing. Lower heat input, less distortion, ex-
tremely stable arc control precise droplet detachment infusion of thin-even coated which this would 
also lead to welds with joins of steel and aluminum. During this process, an integrated wire motion 
is provided which by retracting the wires by 130 times a second. As illustrated in the below the 
metal filler is moved toward the welding surface, and when the filler touches the surface or get 
close enough to the surface an arc is initiated, and the current correspondingly melts the material. 
Then the filler is retracted and helps the droplet detach with short circuits this would reduce the 
excessive heat. In the end, the wire is reversed, and the process begins again[33]. Due to difficulty 
and special requirements, three process is introduced for the CMT as follows: 
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CMT Pulse 
It is a combination of the two processor cycles where a pulsed cycle and CMT cycle is in-fused 
and produces inputs with more heat. As a consequence, there would be an increase in performance 
and flexibility.  
 
 
 
 
 
 
 
 
 
 
 
As illustrated in the above diagram the CMT modes and other welding processes are drawn 
based on the current and voltage which in general indicates the amount of power and heat. The 
CMT modes as illustrated are producing less heat and lower distortion. Arc also is controlled 
precisely.   
CMT Advanced 
This mode benefits from welding current polarity. The main feature of this process method is 
the reversal polarity. It short circuits the polarity of the reversal and provides a stable CMT. It also 
provides better deposition at a higher rate.  
CMT Advanced and Pulse 
 This mode is a infusing the negative pole CMTs and poles pulsing cycles and provides a 
high precision arc[34]. 
 
Figure 11: Illustration of current and voltage diagram of CMT in different modes [30]. 
Figure 10: Illustration of CMT in Pulse mode [7]. 
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 Shielding Gas Types 
Numerous types of shielding gases exists in this process where they would be as follows:  
 
 
ACETYLENE (C₂H₂) 
Acetylene, when used with oxygen, is suitable for welding and cutting steel and other metals. 
ARGON (Ar) 
Argon is often used for MIG welding aluminum. It’s also used for TIG welding. 
 
ARGON / CARBON DIOXIDE (Ar / CO₂) 
Argon/carbon dioxide blends are frequently used as shielding gas when MIG welding mild 
steel. 
 
CARBON DIOXIDE (CO₂)  
 
Carbon dioxide can be used as shielding gas when MIG welding carbon steel. KMS in Co-
quitlam fills 5 and 10 lb. cylinders, ideal sizes for beer carbonation and freshwater aquarium 
systems. 
 
NITROGEN (N₂) 
Nitrogen is commonly used to clean refrigeration systems. It’s also an option for tire 
inflation. Nitrogen is less susceptible to temperature variations than compressed air. Plus it 
reduces heat and therefore reduces rolling resistance, which can translate into fuel economy. 
For plasma cutters, nitrogen can replace compressed air. 
 
OXYGEN (O₂) 
Oxygen, when used with acetylene and other fuel gases, is ideal for welding and cut-
ting stand other metals. 
TRI-MIX (Ar / O₂ / CO₂) 
Tri-mix applications include short arc, spray and pulsed spray arc welding of stainless steel 
and MIG welding mild steel. 
Figure 12: Illustration of list of shielding gases. 
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 Wire Feeds or Filler 
Different types of filler are allowed to be given as the input to the wire feeder section. These 
include the 26 types of materials. Each of these fillers is offered in different kinds of diameters, and 
depending on the type of the diameter there is a corresponding shielding gas for each. The main 
fillers include:  
• Nickel  
• Stainless steel  
• Stellite 
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WELDING DEFECTS 
A defect in the welding process is referring to the realization of any non-desired formation in 
welding which is considered as improper and based on the criteria categorization an incorrect weld-
ing pattern. These defects usually manifest in the form of: 
• Size 
• Quality  
• Or Shape  
Moreover, based on the location of that they occur, they can be categorized as: 
• Internal  
• Or external 
Namely, the welding defects would be as the list of following: 
1. Cracks 
2. Porosity 
3. Undercut  
4. Slag  
5. Spatter 
6. Fusion 
7. Penetration  
8. Overlap 
9. Crater  
 
In Figure 14 a proper welding is portrayed. Subsequently, some of the defects are considered 
more in-depth as in following sections [35][36][37][38][39]. 
 
  
Figure 13: Illustration of categorization of the welding defects. 
Figure 14: Illustration of a proper welding. 
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Cracks 
This type of defect is more present on the surface and also in depth of the welds around the heat-
zones Figure 15. Temperature is one of the affecting factors where it divides the crack into two sub-
categories.   
 
 
 Hot  
This sort of the crack is happening while crystallization is occurring.      
 Cold 
This sort also happens usually at the end of the welding process and where the 
temperature is low. Visibility of this crack regularly must be checked after 
sometimes and even days later after welding.  
Cracks usually happen due to the ductility of the base material. Carbon and Sulphur existence 
on the material can also cause such issues. Application of the hydrogen as a shielding gas through 
the process besides the rigidness of the materials for expansion or contracts. Cracks can usually be 
the cause of stress in the process too.  
To reduce the risk of having cracks in the welding process; adopting a novel material is re-
quired. Meanwhile, another method is to pre-heat the process and reduction of the cooling time. 
The gap of materials for the base and the filler of the welding and during the welding process must 
be addressed to avoid the cracks. 
Undercuts 
This phenomenon happens when the weld and base melt away from each other. At this stage, 
a groove of notch shaped is formed which is referred to as the undercut Figure 16. The general impact 
of this process will manifest in a reduction of fatigue strength of the weld and joints.     
This usually happens when the arc voltage is very high and also if a wrong filler is used. One 
another important reason for such defect is the welding speed where with a higher value it would 
become more susceptible for undercut defect.  To reduce the risk of an undercut defect, it is required 
to decrease the arc length or arc voltage. Proper setting of the filler diameter as becoming smaller 
can help in reducing the undercuts. Also, adequate adjustment of the angle of the welding with 
consideration of travel speed can help reduce the undercuts.   
  
Figure 15: Illustration of the crack defect. 
Figure 16: Illustration of the undercut defect. 
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Spatters 
 Spatters or spattering of metal drops which is observable and well-known in welding pro-
cesses refers to a phenomenon where droplets of metal during the welding will become expelled 
and will be left on the surfaces Figure 17. One of the main reasons for this effect is the amount of 
high welding current. The long arc with an incorrect polarity will also lead to a higher amount of 
spatters. As a consequence for reducing the amount of spatters it is required to Arc Length reduc-
tion, and current of the weld besides checking the right polarity of welding can help in spatters 
reduction. Adjustment of welding angle and use of a proper shielding gas will assist in reducing the 
spatters in a welding process.  
 
 
 
 
Porosity  
 The porosity defect happens when gases in the form of bubbles will become trapped in the 
welding Figure 18. Filler property and larger arcs with a high current can lead into porosity problem. 
Increased welding currents. The hazardous material on the welding base such as oil or rust can lead 
in spatters. Therefore, to reduce the main effecting causes the reduction of the current, adopting 
smaller arcs and removal of hazardous material on the surface of the welding properly would assist 
in the removal of porosity.  
 
 
  Figure 18: Illustration of porosity defect in welding. 
Figure 17: Illustration of welding spatters around a welding bead. 
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Overlap defect 
This defect happens when the weld is going to be extended beyond the weld toe and occurs 
where the weld forms an angle usually smaller than 90 degrees Figure 19. This often occurs with the 
improper welding and large wires or electrodes and also with using high current. Consequently, for 
reducing the risk of having overlap defect, it is suggested to have proper techniques for welding 
and using smaller wire or electrodes and reduce the welding current.  
 
 
 
Crater & Slag 
This type of defect emerges in the welding and when the craters have the trouble of being 
poured before an Arc is initiated. This would lead to outside edges to become cool earlier and will 
lead to stress and cracks. The main reason is the torch angle and large electrodes or fillers. For not 
confronted with such an issue it is suggested to adjust the angle and use a proper welding material.  
While, Slag defect usually affects toughness or structure quality Figure 20. Usually, it either 
emerges on the surface, or the welding turns. The primary cause of the slag is the current and cor-
responding density when it is small. This causes the reduction of heat on the surface of the melting 
metal. In addition, if the speed of welding is high, this can lead to slag occurrence. Welding sur-
face’s cleanness is another crucial factor for the slag to happen. The angle of the welding and the 
travel rate would have an impact on the slag. To assist the process with slag, increase of current, 
adjustment of the speed (feed rate), modification of Travel speed and clean surface with a proper 
welding angle can help the reduction of the welding slag risk.  
 
 
  
Figure 19: Illustration of the overlapping defect in welding process. 
Figure 20: Illustration of the slag defect in welding. 
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Fusion incompletion 
The fusion incompletion is usually due to the improper welding. This will lead in solidifica-
tion of the metal and constructing gap in melted metal Figure 21. Low heat input, large welding pool, 
wrong torch angle, and bead position are considered as the leading causes of an incomplete fusion. 
The increase of welding current, reduction of the travel speed and deposition rate, adjustment of 
the torch angle properly and adjustment of the bead position can help immensely in reducing the 
risk of the fusion incompletion.   
 
 
 
 
 
 
Necklace Crack 
This usually happens in the electron beam welding. When welding has not enough penetra-
tion molten metal will not have proper flow and especially an in cavities and lead to such defect. 
The primary cause is related to the welding technique and when working with the material such as 
stainless steel, nickel base alloys, carbon steels, and tin alloys. Besides, another leading cause of 
this would be due to a high-speed beam welding. Hence, to diminish the risk of this defect, it is 
necessary to adjust the welding speed at a constant value properly and similarly to use a proper 
material and welding techniques.  
 
Grooves and Penetration  
 This welding defect is happening when the groove of the metal is not filled Figure 22. This 
defect is also denoted as an imperfect diffusion or penetration. Typically, the grooves effect occurs 
when there is not enough deposition of welding and electrodes or welding filler is not as a right 
size. This is while welding technique is also playing a significant role. To tackle with this defect, it 
is essential to use adequate welding deposition and use an appropriate electrode or filler.    
Figure 21: Illustration of an incomplete fusion defect. 
Figure 22 Illustration of the Grooved penetration.  
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ENVIRONMENT 
The environment which is applied for the manufacturing using the WAAM consists of the fol-
lowing groups of equipment. Each section would be considered as an influential section on the AM 
process and correspondingly will affect the process and quality of the part which is printed. There-
fore, analysis and addressing the impact which each section would have on the process would be 
required to lead an enhanced additive manufacturing process.   
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4 Courtesy of ABB adopted by https://new.abb.com/products/robotics/industrial-robots/irb-4600/ 
Figure 23: Illustration of the equipment of additive manufacturing using WAAM technique. 
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ABB robot manipulator 
As it is illustrated in Figure 23, an IRB 4600 40/2.55 robot is used for the manipulation of the 
environment. This robot has 6 degrees of freedom referred to as the axis. Each axis is equipped with 
the following features where the working range and maximum speed of the axis are illustrated in 
the following table. This information must be taken into account as it will have a corresponding 
impact on the path and trajectory or the manipulator on any process.  
The main application of this robot is manifested in the form of the: 
1. Arc Welding  
2. Packing  
3. Laser Cutting  
4. Assembly  
5. Laser Welding  
6. Machine tending and removal 
The robot has the weight of the 435 Kg, and its respective dimension can be found in Figure 
24. The dimension of the robot also is applicable in modeling and trajectory planning which have 
significant impacts on the qualitative features of the AM process’s products especially for applica-
tions related to wire arc additive manufacturing [40] [41]. 
5 
 
 
 
                                                 
5 https://search-ext.abb.com/library/Download.aspx?DocumentID=ROB0109EN_G&LanguageCode=en&Document-
PartId=&Action=Launch 
Figure 24: Illustration of the working range of the robot. 
Table 1: Axis information of the robot and corresponding speeds. 
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IRBP A-750 Positioner 
This positioner is an ABB product among other two similar variants (IRBP A-250, A-500) 
and is applied in order to rotate the work pieces on two axes. This ensures the reachability of the 
positioner in the process as they can handle the work pieces up to 740 kg load. Because this product 
is design as modular, it is considered as friendly service device [42]. 
Figure 25: Illustration of dimension of ABB IRB 4600-40-2.55 manipulator. 
Figure 26: Illustration of the IRBP A-750 Positioner. 
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ABB teach-pendant 
The Teach Pendant is joystick similar to a PlayStation or Xbox controller where it provides the 
tool for control, monitor and works with any manipulator designed by the ABB company. This 
controller is connected using a cable to the IRC5 controlling box. On IRC5 control box it is possible 
to adjust the robot operating mode whether to be in: 
1. Automatic Mode 
2. Manual Mode 
3. Full speed 100% Manual Mode 
 
 
 
 With a nominated mode for operation, it is promising to launch, edit (program, positions), 
monitor and jog the robot in different procedures using the Flex Pendant. This, also, delivers a mean 
to connect different other external devices and to monitor or edit a networking interface with online 
services such as cloud systems in order to collect data, model or modify the robotic arms beside the 
external devices such as in this case the Fronius welding devices. For instance, the information 
about the welding process and the position of the robots could be available using cloud services and 
IoT technologies. Further information regarding the Flex Pendant cloud is found on the ABB robot 
website and through the catalogs. 
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6 new.abb.com/products/3HAC028357-001/teach-pendant 
Figure 27: Illustration of operation modes of the robot. 
Figure 28: Illustration of an ABB Flex Pendant and its virtual format in Robot Studio. 
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Cold Metal Transfer System 
The Cold Metal Transfer System is constructed from multiple subunits with a corresponding 
role in the welding process. These as illustrated in the following Figure 29 consists of a wire feeder 
unit where a roll of material, for instance, steel, aluminum, etc. is inserted in where 4-roller drive 
feed the material to the wire-spool until it reaches the working area.  
The next section is known as the power source where the electrical unit is located and defines 
the amount of power delivered to the working pieces. It is benefiting from a microprocessor where 
it inverts the power necessary for the welding process and ensures the welding process em-brace 
all the defined properties.  
The other section is the cooling unit which provides a cooling medium for the welding system 
and guarantees the water cooling process for the welding torch. The RCU 5000i is the remote con-
troller unit where the parameter, modes of welding (TIG-MIG, CTM modes, 2-step, 4-Step modes), 
external or internal control commands are defined as jobs in this controller and allowed authorities 
(with the login option) can modify the jobs to perform the welding process.  
The next unit is the Wire Buffer. This Unit is a coupler which connects the front and the rear 
drives. This paves the path for the wire to travel smoothly. The Robacta Drive CMT unit is a gear-
less unit where forward the wire material and almost 90 times back up in second to ensure the 
reliability of the constant wire contact pressure. This would bring about a better quality of the weld-
ing process. The contec contacting system has the role of ensuring the contact surfaces and the force 
of the contacting system and welding wire is kept at a specific range. This unit is useful to maintain 
and keep the contact tip uniformed where to control the uneven wear and behavior of the process. 
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7 www.fronius.com – TransPuls Synergic 5000 CMT Product information  
Figure 29: Illustration of the Welding Systems Architecture.  
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Torch 
The ABB IRB4600 40-2.55 robot is equipped with a tooltip of a Fronius welding torch as 
illustrated in the following Figure 30. This welding torch consists of two main parts where they 
are as follow: 
  
 Robacta Drive CMT  
 Robacta 5000 torch neck 
 
 
 
 
 
 
 The Robacta Drive CMT is constructed by  
1. A Torch  
2. Wire Buffer 
3. Drive Unit  
4. Hose pack 
Depending on the type of the application the torch is chosen as either of Robacta 280, 300, 400, 
500, 700 or 5000. These torch necks would have a corresponding angle as 22̊ or 36̊. However, these 
are also presented in 0̊ and 45̊ format too Figure 31. The torch angle and specifically the angle made 
to the working object is playing a key role in the quality of the welding and must be considered 
respectively.  
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8 www.fornius.com-Robacta 5000 manual  
Figure 30: Illustration of the Fronius Welding Torch. 
Figure 31: Illustration of different torch necks with corresponding angles. 
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The torch necks are also constructed from sub-components Figure 32 referred to as wearing 
parts which they shape the characteristics of the welding torch. One of the weightiest components 
is the contact tip which defines the size of the wire feed. Moreover, as it will be illustrated they 
would be considered as significant influential parameters in welding. Meanwhile, another sub-com-
ponent is the gas nozzle. The gas nozzle defines the behavior of the flow of shielding gases. This 
affects the quality of the welding. 
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When the attachment of the wear parts and other related components is finalized; the torch 
neck is attached to the drive section forming the welding torch Figure 33 and Figure 34.  
 
10    11    
 
 
  
                                                 
9 www.fronius.com/downloads- Robacta 5000 torch body manual page 12 
10 www.fronius.com/downloads- Robacta CMT Drive manual 
11 www.fronius.com/downloads-Robacta 5000 torch body manual page 38 
Figure 34: Robacta Drive CMT. Figure 35: Robacta 5000 with a touch sensor. Figure 33: Illustration of attachment of Robacta Drive and 5000 torch bod. 
Figure 32: Illustration of the torch neck wear parts. 
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The welding torch also as mentioned before will be connected to the shielding gas capsule and 
wire feed system where they form all together the architecture of the welding compartment illus-
trated in the following Figure 36: 
12 
 
 
 
 
 
 
 
The red signs indicate the existence of the welding material inside the wire feed unit. This passes 
through a hose beside other signals and power cables, reaching the welding gun which makes the 
wire feed material available in the torch for the welding process. This hose also supplies the shield-
ing gas to the welding gun. For instance, MISON 8 gas which is a combination of the CO2, Ar and 
NO is supplied for the construction steel welding and manufacturing applications13.  
 
                                                 
12 Robacta, Robacta Drive MIG/Mag Robot welding torches manual by Fronius 
13 http://www.aga.se/en/products_ren/cutting_welding_gases/shielding_gases/mison_shielding_gases/index.html 
Figure 36: Illustration of the welding unit. 
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METHODOLGIES AND STATE OF THE ART 
Experiments implementation and especially experiments that one parameter value is changing 
over the time is considered to have the price of time and cost in order to evaluate. Therefore, it is 
required to optimize the collection of the data by applying methods which are time and cost opti-
mized. The design of experiments shortly referred as DoEs are the methods that will maximize 
evaluation optimization by utilizing sufficient experiments. The following list is referring to some 
of DoEs which are used for design analysis and finally for inferences.  
 Factorial design 
 Combinational designs with different levels 
 Surface response design 
 Screening design 
 Mixture design 
 Tagouchi design  
These methods are among the designs which hold different selecting criteria for analysis of the 
most influential parameters with their corresponding values [43]. Within the context of the AM 
processes, the extent of parameters that are involved in the quality of the manufactured parts is 
great. This also demands to discover the experiments’ design space and parameters combinations 
simultaneously. In such cases usually, sampling methods are more convenient to explore the design 
space in an efficient manner [44][45]. Additionally, one important concept that must be considered 
is the parts quality with ensuring repeatability. One reason for this maybe is the presence of un-
wanted phenomenon and it is necessary to investigate it during the experiments implementation. 
Besides, in order to analyze the designing methods which are mentioned earlier, it is shown that 
fractional space consideration in DoEs can lead to promising results [43][46][47]. 
Alternatively, the poor repeatability in AM processes itself is controllable with consideration 
of the main parameters and by applying a closed loop control system on it. The novelty of this 
approach and the subsequent differences are more observable for variant parameters and especially 
in processes such as FDM. However, it is worth to mention too that usually, the repeatability prob-
lem is originating from the latency of control processes. This is resolvable by ensuring the control-
ling factors at a promising level [48]. Therefore, such issues especially the latency of controlling 
factors must be well-addressed during the process and this requires great computation need. Meta-
modeling techniques with the help of artificial neural networks in such cases can help to address 
the controlling of parameters efficiently. This illustrates better the importance of the modeling and 
can assist to reduce costs and to increase the quality. Likewise, experimental data and knowledge 
will be necessary to model the AM processes appropriately. In order to construct models for a given 
data, statistical regression model and other techniques could be applied.   
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In [49] mathematical formulation of the bead width models using genetic programming ap-
proach is studied. Similarly, in [50] by using Tangent Overlapping Model, a bead analysis is con-
ducted for WAAM processes. Moreover, in order to increase the forecasting capabilities, the genetic 
programming modeling and hybridization with computational methods such as artificial neural net-
works, fuzzy logics, regression trees, and support vector machines are conducted [51][52]. 
Furthermore, in [53] a 3D printed FDM part is processed by evolutionary calculation algo-
rithms while the study of the AM processes using computational techniques are found to perform 
better and even artificial neural networks has shown better performance in comparison to genetic 
programming and regression algorithms[49]. 
Nevertheless, these computational models are used correctly; however, they are time-consum-
ing and there is a necessity for using strategies that can be applied to avoid intensive computations. 
Metamodeling approaches can provide such strategy by using artificial neural networks and in order 
to control the involving parameters. This type of modeling can be beneficial concerning prediction 
and it also can support closed-loop control systems. In these conditions, the cost of the learning 
approaches in artificial neural networks would be high. Then it is required to apply a technique 
which reduces the amount of experimental learning data but with better or close to approximations 
that are used with a high amount of training data. 
One approach is the minimization of the data by using an expert or a physical knowledge and 
applying management procedures and integrating this knowledge into artificial neural networks.  
The process of knowledge extraction will provide the possibility of using the knowledge that is 
exciting especially in, and it can be used for design and planning [54][55]. 
Dimensional Analysis Methodology 
One of the frameworks which are used to translate the existing knowledge is the Dimensional 
Analysis Conceptual modeling [49] and its practices and encodes the existing knowledge linked to 
a system. This representation provides a causal graph which is capable of constructing a ground for 
an adaptive artificial neural networks training. This modeling technique benefits from system 
boundary and objective definition which provides a better understanding of a system. This method 
similarly provides a function representation that contributes to the functions and their order in a 
system and demonstrates its various performances. The DACM approach has the role of transform-
ing these functions into generic functions and applies causal rules inherited form Bond graph theory 
for the description of a system.   
Subsequently, behavioral equations are constructed by using this method for the bond graph, 
and with the similar nature, a color is allocated to each node for representation of parameters. The 
model of the system can in future be used for simulations purposes such as quantitative or qualita-
tive. Finally, the modeling process in this method ends at the point whether details of a system of 
interest is provided or not [56][57][58]. 
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Computational Methodologies 
DACM besides another type of component analysis modeling approaches will provide the 
mathematical relationships that manifest the linked between variables. This is where in [59]  prin-
cipal component analysis is used as a feature extraction tool for obtaining sensory data and similar 
associations. These sensory data are applied for analysis by statistical approaches or artificial neural 
networks such as Bayesian Neural networks to predict the desired output. Knowledge and features 
are also extracted by employing another type of machine learning and information processing such 
as Mutual information method. With such tools, there is a possibility to define the amount of infor-
mation mutuality among the parameters [60]. One another advantage is the ability to check a linear 
or a non-linear reliance with these computing tools.   
This is while,  application of other machine learning techniques such as Bayesian neural net-
works in manufacturing processes are still the subject of research such as the application of the 
quality analysis in manufacturing processes [61]. 
Artificial neural networks as computational tools are also used in variant processes and have 
the strength of prediction of output parameters of an interesting process. These tools can model 
different developments by using computational power and optimization techniques and to provide 
precise solutions for the estimation of desired variables. The chief merit of using artificial neural 
networks is the capability of computing unclear data and describing the behavior of complex sys-
tems. In the meantime, it is worth to mention that the artificial neural networks are the models which 
not only require a large number of data samples but also they would require a high amount of 
computational power too [62][63]. 
Analysis of Variance (ANOVA) Methodology 
 This statistical method is an analytical technique that interprets the difference between sets 
of parameters or values. This method assists the researchers in the recognition and assessment of 
the parameters and discovers the possible interactions between variables. ANOVA usually address 
the questions that indexed variables are affected by each other or not? Moreover, this method is 
used to compare the different values of the variables. It is usually conducted for different type of 
independent and defendant variables and also for different number of groups this is conducted as 
One-way ANOVA, Two-way ANOVA or Multivariate ANOVA. In Addition, this technique is ac-
companied with follow up tests to evaluate variant groups of variables and  [64][65]. 
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Machine Learning Methodology 
At this stage, it is worth to refer to the artificial neural networks and overview different types 
of these computational tools. Therefore, in this case, the computational intelligence or machine 
intelligence would be a branch of computational science that intelligent agents are designed for 
analysis and estimation purposes. Also, this would assist in perceiving an environment and to reach 
an optimized evaluation and perception of the desired environment. Artificial neural networks are 
bio-inspired networking systems that can communicate, learn, reason and adapt to different condi-
tions. Meanwhile, they can perform statistical modeling and being an alternative solution for lo-
gistic statistical regression methods with the power of being easily transferred to different platforms 
[66].  
Recently, Artificial Neural Networks (ANNs) are used as computational modeling tools to 
model and develop complex real-world problems. The main characteristics of ANNs  are known as 
nonlinearity,  high  parallelism,  robustness,  fault and failure tolerance, learning ability to handle 
imprecise and fuzzy information, and their capability to  generalize [67]. Nonlinearity makes better 
fit to the data and high parallelism indicates fast processing and hardware failure-tolerance. The 
main goal of ANN-based approaches (neuro-computing) is providing and developing mathematical 
algorithms that facilitate ANNS to learn by mimicking information processing and knowledge ac-
quisition in the human brain.  
In 1958, the procedure of the single artificial neuron and the perceptron have been introduced 
to find a solution for problems of character recognition [68].  The inputs of an artificial processing 
neuron are received from the environment, they act as stimuli. Then, the neuron combines them in 
a special method to form a net input, applies a linear threshold gate, and transfers the output to 
another neuron or the environment. A system with such structure is called the Perceptron. The Per-
ceptron generates a mapping between the inputs, stimuli, and the output. 
ANNs can provide a lot of advantageous and require less need for training and can detecting 
complex relations among parameters with non-linearity. Correspondingly, ANNs can discover the 
interaction between variables independently and intrinsically.  
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Some of the application is that in general, AANs are more robust and often perform better than 
other computational tools in dealing with a variety of problems from different categories such as 
follows: 
I. Pattern classification: In pattern classification tasks, supervised learning is used to assign 
an unknown input pattern to one of predefined classes based on one or more features that 
describe a given class.  
II. Clustering: is based on unsupervised learning. In clustering problems, clusters (classes) 
are designed based on similarities and dissimilarities between the input patterns according 
their inter-correlations. In the clustering network, samples in similar patterns are clustered 
in a class.  
III. Function approximation and modeling: the goal is to approximate the principal rules 
associate with the inputs to the outputs. Function approximation is used to solve tasks 
where theoretical-based models are not available, data is gained from observations or ex-
periments or to replace theoretical models with complex computation by using acquired 
data from such models.   
IV. Forecasting: given a time series samples from an observation with a certain phenomenon, 
an ANN is trained and then is applied on another observation to forecast (predict) its be-
havior in future. 
V. Optimization: the target is to maximize or minimize a function subject to a set of con-
straints.  
VI. Association: an ANN is trained by using an ideal data without noises and then is applied 
on a noisy data to classify the data. 
To refer to some of the disadvantages, it is worth to refer to the fact that there is less amount of 
understanding about the hidden layers of neural networks and they are susceptible to overfitting 
and consequently generalization problem. Also, they put a lot of burden by immense computational 
power on users [63][66][69]. 
By the same token, it is common to face several forms of complications and the interest is to 
find the paramount and optimal solution with finding algorithms or set of instructions that transform 
the input of a system to the target outputs efficiently (especially concerning computational speed 
and memory requirement).  For another kind of applications the knowledge of transformation (in-
puts to outputs) is at hand, but in most of the cases it is required to obtain the knowledge.  
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For the reason of being the ANNs are categorized as the following classifications meaning that 
the ANNs are classified based on the significant features. Based on these features the classification 
can be done based on: 
• The purpose of using the ANN, for instance, clustering or pattern recognition.  
• The type of learning method used to measure the performance of the system regarding 
the network’s output and update the parameters of the network.   
• The degree of the connection between layers and neurons, full or partial connection. 
• The direction of the information flow in the network, recurrent or non-recurrent. In re-
current networks, feedback loops, such as Backpropagation, are used through time to 
loop information back into the network. 
• The level of the learning supervision required to train the ANN. In supervised learning, 
the network is trained by using the right answer. 
In such cases, the collection of data is acquired to obtain the knowledge and the transfor-
mation rules. If machines or computers do this task without programming, it is referred to as Ma-
chine Learning shortly ML. ML would be the method that uses sample data and learns from past 
experiments in order to obtain and optimize the transformation of inputs to outputs [70][71]. 
ML-based on learning technique falls into the following main categories: 
1. Supervised learning methods 
2. Unsupervised learning  methods 
3. Reinforcement Learning  Methods 
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Supervised learning (learning by a teacher) 
Supervised learning refers to the practice of ML where an example of data with desired val-
ues are given, and the goal of the machine is to learn from these sample data and obtain the exist-
ing rules or the transformations and accordingly map the inputs to outputs. These data are usually 
categorized as training, test and validation data. On the other hand, based on the application type 
the supervised learning falls into the following categories: 
 
 Classification applications 
o This type of learning practices the uses where the desired inputs will be checked to 
fall into a finite group. The output could be represented either as 0 not being a 
member of a group, or1 as being a member or even a number where it corresponds 
to a group number which an input belongs to. 
 Regression applications 
o If a problem or a task obeys this form that outputs consists of one or more continu-
ous variables the problem is referred to as regression. An instance of this learning 
method could be in the chemical processes. This is where the yields prediction as 
output is represented as an input of the reactants, pressure and temperature 
[71][72][73][74]. 
 
Some of the application of supervised learning is mentioned as: 
 
1. Pattern Recognition 
2. Function Approximation 
 
Non-supervised learning (learning without teacher)  
Within the context of this practice, the learning is conducted without assistance or any feature 
or label for training. Therefore, the data would be labeled based on the resemblances or corre-
spondence and also based on hidden information. In case of having a set of observation the goal 
would be as inferring the properties inside of the inputs without any supervision. Besides, in 
contrast with the supervised learning, there would be no correct answer or a degree of error for 
the inputs. In such applications, the dimension is usually higher, and the properties of interest 
are broader [70][71] [74][75]. 
The application of the non-supervised learning falls into the following categories:     
 Clustering  
 Auto-encoders 
 Hebbian learning 
 Self-organized map 
 Principal component analysis 
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Reinforcement learning  
This learning is constructed based on an intelligent agent and an environment. This is where 
the environment is providing a feedback to the agent and the agent also provides an in-tended action 
namely reward as a good feedback. This type of learning in comparison to the other learning tech-
niques is not using any optimal output and is ordered to perform a trial and error procedure to 
discover the best solutions [76]. 
 
 
 
 
 
Learning rules 
A learning rule is defined to modify the network weights of the connections between layers 
and neurons[77]. Based on this definition, there are four main types of rules[78][79].  
• Error-correction learning (ECL) rule. ECL is used in supervised learning to update the con-
nection weights to minimize the overall network error. In this technique, the difference be-
tween the ANN result, at any stage of training, and the corresponding right answer is com-
puted. 
• The Boltzmann learning (BL) rule. BL is a defined as a stochastic rule which works such as 
ECL, with the difference that the output of each neuron is generated based on a Boltzmann 
statistical distribution [67]. 
• Hebbian learning referred as HL is one of classical learning methods. It assumes and checks 
if the neurons of both side in a synapses are able to become active synchronously and the 
weight of the synapse is validated to increase. In contract to BL and ECl a local learning is 
conducted and weights are adjusted accordingly based on the activities of neurons[80].    
• The competitive learning which is referred as CL is a type of learning method that forces 
all the neurons to compete among themselves and one neuron will be active in an iteration 
and with all the weights allocated [67].This type of learning method is existing in the bio-
logical application and systems [78].  
Figure 37: Elements of reinforcement learning. 
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Numerous type of networks exists and new ones come as sometimes some are just a modifica-
tion of present existing ones meaning that they are continually being developed[81]. Some networks 
are noticeable in solving the perceptional problems while this is suitable only for modeling data and 
approximation purposes. Among these networks ANNs with Backpropagation network topologies 
and Radial basis function (RBF) networks are among the most popular one.  
Backpropagation (BP) network 
A backpropagation (BP) network is a type of MLP with an input layer, containing nodes or 
input variables, an output layer, with nodes or dependent variables, and one or more hidden layers. 
The nonlinearity in the data can be obtained with the help of nodes of hidden layers. In these net-
works, supervised learning, with the ECL rule, can enable the networks to learn how to map from 
one data space to another by using samples. The goal of using backpropagation is to update each of 
the weights in the network to gain the actual output to be closer the target output, minimizing the 
error for each output neuron and the network. These networks are so flexible and can be applied for 
data modeling, classification, control, and pattern recognition [79]. 
In this thesis, the backpropagation algorithm is implemented, as follows: 
 
1. Run the network forward with the input data to get the network output 
2. For each output node we compute delta, 𝛿𝑘 =  Ο𝑘(1 − Ο𝑘)(Ο𝑘 − t𝑘), where Ο𝑘 is output of 
node 𝑘 and t𝑘 is the target value of node 𝑘. 
3. For each hidden node we calculate delta, 𝛿𝑗 =  Ο𝑗(1 − Ο𝑗) ∑ 𝛿𝑘𝑘∈𝐾 𝑊𝑖𝑗
𝑙 , where 𝑊𝑖𝑗
𝚤  is the weight 
from layer 𝑙 − 1 node 𝑖 to layer 𝑙 node 𝑗. 
4. Update the weights, ∆𝑊 =  −𝜂𝛿𝑙Ο𝑙−1 and then apply the new weights, 𝑊 + ∆𝑊 → 𝑊, where 
𝜂 is the learning rate. 
General issues in ANN development 
There are a variety of matters that should be considered before training any network. Some 
of the following issues are only relevant to BP ANNs while others are applicable to the design of 
all ANN types. 
 
 Database size and partitioning   
o One of the significant information about the ANNs is that they are constructed and 
obtained with a variable size of databases. Therefore the generalization of the mod-
els is subject to study when data outside of the database is used. The development 
of the ANNs model need partitioning or segmentation for being uses as training and 
so forth. Therefore the subset data for training is used in the training phase and up-
dates the weights of the network according to their data. The test data is the subset 
that checks the learning response of the network. Moreover, the last segment of the 
data is allocated to validation as to check the quality of the training and confirms its 
accuracy during the learning process or sometimes it is referred to as the final test. 
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In conclusion, illustrates the need for a good database and a proper way of segmen-
tation of the data for the training, validation and test phases. Data preprocessing 
 Data normalization 
o The neural networks also sometimes require a uniformed range of data for instance 
from (e.g., 0-1). Normalization is vital since it prevents the larger data samples not 
to override the smaller ones. It also assists in preventing the networks premature the 
saturation of hidden nodes that impedes the learning process. 
 Data preprocessing 
o Neural networks also required several types of preprocessing of the data in order to 
provide a better fit and converge to solutions faster. One method is noise removal. 
Another method is input reduction and dimensionality. Data transformation and 
treatment of non-normality. Distributing the data and inspecting it and deleting any 
outlier data point[82][83][84].  
 Input/output representation 
o Proper data representation also plays a role in the design of a successful ANN[84]. 
The data inputs and outputs can be continuous, discrete, or a mixture of both. Binary 
inputs and outputs are very useful in extracting rules from a trained network [85]. 
For this purpose, a continuous variable may be replaced by binary numbers by par-
titioning its range into a number of intervals, each assigned to a unique class. 
 Network weight initialization 
o Initialization of a network involves assigning initial values for the weights (and 
thresholds) of all connections links. Some researchers [86] indicated that weights 
initialization can have an effect on network convergence. 
 Convergence criteria 
o Three different criteria may be used to stop training: (i) training error (ρ≤ ε), (ii) 
gradient of error (∇𝜌≤  𝛿), and (iii) cross-validation, where ρ is the arbitrary error 
function, and ε and 𝛿 are small real numbers. The third criterion is more reliable, 
however it is computationally more demanding and often requires abundant data. 
Convergence is usually based on the error function, ρ, exhibiting deviation of the 
predictions from the corresponding target output values such as the sum of squares 
of deviations. Training proceeds until ρ reduces to a desired minimum. The most 
commonly used stopping criterion in neural network training is the sum-of-squared-
errors (SSE).  
 Hidden layer size 
o In most function approximation problems, one hidden layer is sufficient to approxi-
mate continuous functions [87][68]. Generally, two hidden layers may be necessary 
for learning functions with discontinuities. The determination of the appropriate 
number of hidden layers and number of hidden nodes (NHN) in each layer is one of 
the most critical tasks in ANN design. Unlike the input and output layers, one starts 
with no prior knowledge as to the number and size of hidden layers. 
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Radial Basis Function (RBF) Networks 
Basically, radial functions are a type of functions that can be used any variant of model, linear 
or nonlinear, and any type of network, single-layer or multi-layer[88][66].  In Broomhead and 
Lowe’s paper[89], radial basis function networks (RBF networks)  are presented with radial func-
tions in a single layer network [88][66].   
The most common formula for any RBF is as blow: 
 
ℎ(𝑥) = 𝜙((𝑥 − 𝑐)𝑇𝑅−1(𝑥 − 𝑐)), 
 
where 𝜙 is the applied function, e.g., multi-quadric or Gaussian [78], c is the center, and 𝑅 is the 
used metric. Therefore, from the term (𝑥 − 𝑐)𝑇𝑅−1(𝑥 − 𝑐) the distance between the input sample 
x and the center c, in the metric 𝑅, is measured. 
The RBF networks are known as a special case of a multilayer feedforward error-backprop-
agation network containing three layers [88][90][91]. The purpose of using hidden layer in these 
networks is clustering the inputs of the network, the nodes in hidden layer are named cluster centers. 
Accordingly, the selection between RBF neural networks and the BPANNs is based on the appli-
cation and the raised tasks [92][88]. In comparison with BP networks, RBF train faster, however 
they are not as adaptable and are relatively slower for use [93][66]. 
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Classical approximation using Surface Response Models  
Traditional curve fitting models address the dimensional data. In those cases, the fitting 
model concerns to a dependent parameter or variables with only one input. 
Y=f(X) 
However, such a fitting model is subject to challenges as standard fitting models. These 
challenges include: 
1. Functionality of fitting 
2. Plotting and analysis  
3. The requirement for significant programming expertise 
Meanwhile, in the Surface Response Modelling or Response Surface Methodology (RSM) 
what is considered is a statistical fitting technique to develop models from experimental or simula-
tion data. It is mainly used to address the sensitivity of the parameter to input variables and provided 
an optimized response. The surface response provides a better representation of input/output pa-
rameters and their relation. The model is mostly applied to three-dimensional data (3D) and is for 
dependent parameters with two inputs. 
Z=f(X, Y) 
Therefore, it is possible to plot, make a comparison of different fits, do linear or nonlinear 
regression and perform a local smoothing regression and interpolation. It also enables the possibility 
to view the goodness of the statistical fits, illustrate the confidence interval and view residuals and 
remove outliers’ meanwhile reaching a good fit using validation data [94] [95]. 
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Knowledge-Based Artificial Intelligence System Design 
Knowledge is defined as the ability to perceive a subject or a domain, whether theoretical or 
practical. However, some believe it is knowhow which is acquired or provided by someone else 
called merely “an expert.” Experts are considered the most influential personals in a field, and they 
must be capable of defining knowledge in the form of rules applicable in problem tackling proce-
dures. However, experts are considered as limited and are highly expensive. The goal of the AI is 
not only to provide the foundation that uses the expert’s knowledge or rules but also to extract these 
rules and knowledge by employing the conventional machine learning techniques, especially in an 
autonomous fashion.    
In order to illustrate more desirably, we can consider the case of crossing a street which a robot 
is missioned to pass.  In order to teach the robot to cross the street (a non-expert who lacks the 
knowledge and the rules of crossing a street), we are entitled to define and teach the rudimentary 
rules and knowhow in a manner where the robot subsequently be able to do this task autonomously.  
These rules can be represented in form antecedents and consequents rules. These antecedents 
and consequents can also is manifested in the form of IF and THEN rules where what is coming 
after the IF condition is called antecedent and what is coming after the THEN condition is called 
consequent.  
In this example we establish the rules as follow: IF the light was green, THEN the robot can 
cross the street and IF the light was red, THEN the robot must wait. In this case, the rules are 
provided by an expert like us humans. However, in general, the goal of designing an intelligent 
system is to extract these rules autonomously through empirical testing and by means of observa-
tions.  
Subsequently, later future works would be to infuse other expert’s knowledge with the one ex-
tracted autonomously earlier. A unique example of such knowledge extraction and infusion exists 
in the baby human example, where at first the kids or the baby extracts these rules and know-how 
through its surrounding in the first phase of his or her life and by hearing and observing. Following 
this, he or she will obtain other rules and know-how through learning from other experts and infuses 
those rules with her or his own knowledge for a novel inference or reasoning. 
 To summarize this, it is entitled to discover the governing rules in a problem and apply those 
rules for the sake of intelligence and autonomy.   
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Fuzzy Thinking, Neuro Fuzzy Rules and Inference 
Real problems always require real knowledge and rules which are defined commonly through 
common sense. Also when tackling with such problems, there is no sharp distinction for categori-
zation of the members within a subset. For instance, there is no sharp line to distinct a hill from a 
mountain, or there is no exact line to define a person as tall or short. This is while we apply phrases 
such as very, quite, seldom, a little and so forth to describe the quantity and greatness of our meas-
urements.  
 As a consequence Fuzzy logic in some sense is a tool which reflects the way of human thinking 
and can model the words and decision making sense. Perhaps, this would lead to the design of an 
intelligent system.  Fuzzy logic is also titled as multi-value logic. This concept deals with the math-
ematical representation of the terms where conventionally the logic is limited to true or false or 0 
and 1. With this concept, the conventional logic is segregated into multiple sets and extend intervals 
into 0 and 1. Therefore, the possibility is introduced as a value to show the amount of truthfulness 
and falsehood of a statement of a parameter. Perhaps this value leads to a reasoning technique which 
is referred to as the theory of possibility. This theory, later on, addresses the vagueness and fuzzi-
ness in problems as a form of probability and assigns a corresponding value. In the following Figure 
38 the concept of expanding the inference and reasoning interval is illustrated briefly [96]. 
 
 
 
 
 
 
 
 
 
Fuzzy logic is defined to represent knowledge (rules) based on the degree of membership rather 
than classical binary membership or crisp membership. Based on the definition, a Fuzzy set accepts 
the multi-values and different degree of membership. This is done by providing the possibility of 
having a spectrum. The interval generated is not a crisp 0 and 1. It is extended to totally false, 
entirely true, partly false and partly true. One must consider this fact that in crisp sets the member-
ship of an element, for instance, x is either permitted as being a member or not being a member. 
This school of thought imposes a sharp border for the membership however the Fuzzy theory mem-
bership of a set is a certain degree [97]. 
 
 
0 (No) 1 (Yes) Boolean 
Fuzzy Logic 
Figure 38: Illustration of the Fuzzy and Boolean logic. 
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Besides, in Table 2 a comparison of membership is illustrated between a Fuzzy and crisp (Bool-
ean) reasoning approach.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fuzzification and Rules Generation 
 Formation of Fuzzy sets or Fuzzification, in short, is a concept which is constructed by the 
membership function definition. Membership function shows the degree which an element belongs 
to a Fuzzy set, and it is possible to apply it for the transformation of crisp sets into Fuzzy sets [98].   
 
By definition membership function of an element x in a Fuzzy set is defined by ( )x . If
( ) 0x  , it states that x does not belong to a Fuzzy set at all. On the other hand ( ) 1x   states that 
x belongs to the Fuzzy set entirely. Also, other values of  between 0 and 1 ( 0 ( ) 1x  ) illustrate 
that x is partially a member of the Fuzzy sets. In such cases the ( )x  indicate the amount or the 
degree of membership.  
 
  
Table 2: Tallness membership comparison of the Boolean and Fuzzy reasoning based on the 1.85 cm criteria. 
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The next step is to use the membership function definition and create the Fuzzy sets. How-
ever, it is obligatory to define the membership of elements in a Fuzzy set by employing knowledge 
extraction and rules generation beforehand. Perhaps, this is done by applying the following tech-
niques: 
 
1. Knowledge and Rules extraction through one expert: One expert defines whether an 
element is a member of a Fuzzy set or not.  
2. Knowledge and Rules extraction through multiple experts: Multiple experts give their 
opinion about the membership of the elements.   
3. Knowledge and Rules extraction through Neural Networks and Machine Learning: With 
this technique, different methods of machine learning are practiced to define the mem-
bership of elements in a Fuzzy set. The novelty of this approach is that it is done auton-
omously. 
Besides, it is valuable to illustrate the mathematical relations working behind the fuzzification 
process. The membership function value    has a crucial role in this process. Set A can be a Fuzzy 
subset of set X only if we have the below relation [99]: 
{( , ( )}AA x x    , ( ) [0,1]Ax X x   
This illustrates that set A is a Fuzzy subset if the element x’s membership function value 
for set A belongs to an interval of [0, 1]. Therefore, if the interval turns into a set of crisp value 
{0, 1} consequently we would have a crisp subset in such case. This emphasizes that a Fuzzy 
set can cover the definition of a crisp set by nature.  
 
 
 
 
 
  
 
 
 
X 
 
X 
 
 
 
A Fuzzy subset 
A Crisp subset 
Figure 39: Illustration of a universal set X and its subsets as crisp and Fuzzy subsets 
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Hedge Categorization and Linguistic Variables  
One of the supremacy of the Fuzzy theory is the capability of using the linguistic parameters, 
which they lay the foundation of intelligent system designs. However, linguistic parameters are 
Fuzzy, and they can receive a range of value possibilities in their context of universal set definition. 
In this case, the Fuzzy theory can assist to address the vagueness of such parameters. Also. Fuzzy 
rules can be generated and applied for reasoning and inference applications.   
To illustrate this more desirably, consider a parameter like the speed of a car. This parameter 
can get a range of values between 0 to 310 km (the universal interval or set). The linguistic words 
modifiers such as very slow, slow, average, fast and very fast are usually applied to indicate a 
measurement for this parameter although being Fuzzy. These modifiers and words accompanying 
with other modifiers such as quite, somewhat, more, slightly, less and so on together are called 
Hedges. Fuzzy sets are also constructed with hedge terms. Application of hedges relies upon the 
following categories: 
 General purposes (hedges like: extremely, quite and very) 
 Probabilistic purposes (hedges like: unlikely, likely) 
 Fact-checking purposes (hedges like: true, false) 
Human thinking can be represented with hedges. Hedges can act as operations too. They can 
do the following operations namely as the concentration of dilation. Modifiers such as very and 
extremely can act as concentration. Whereas more and less can act as dilators. This means with 
these modifiers the membership interval can cover a larger or a shorter range accordingly. 
Meanwhile, there exists a mathematical relation for each hedge. Since they influence the 
membership function. Therefore as an example, we present the following linguistics as follow[100]: 
Very = 
2  Extremely =
3   
And for  
More or Less =   
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Figure 40: Illustration of the hedges, corresponding mathematical relations and graphical representation 
[100]. 
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Ruled-Based Systems 
The rules as mentioned before usually manifest in different forms and have perhaps corre-
sponding inference. When tackling with complex systems, the fuzzy rules can be suggested as a 
means of analysis. Fuzzy rules again would follow the same format of conditional statements. 
Where they can be presented as IF-THEN rules. Perhaps the antecedent and consequent of such 
rules can be presented in the form of linguistic variables. One of the significant things to mention 
is the difference the traditional conditional rules with Fuzzy rules. This is manifested especially 
within the trigger rules. Where in classical rules binary logic and the Fuzzy rules trigger the condi-
tion are triggered with Fuzzy logic meaning that the condition can get a range or degree for the true 
conditions. Rules will be evaluated and get a degree of true condition, and they can be fired accord-
ingly as a degree or to put it short partially. This process of inference is called merely a monotonic 
selection. As it is illustrated below, based on how much true the condition of being tall is a corre-
sponding weight is assigned and indicates the amount which this true. For instance, this states that 
IF we have a tall man, THEN the weight would be heavy and a corresponding value will be assigned 
[100].  
 
 
 
 
 
 
 
Rules can have multiple antecedent and multiple consequents. They can be mixed with Con-
junctions as AND and Disjunctions as OR.  
IF   Study duration is long  
AND   number of students are large 
AND   funding resource is inadequate 
THEN  there is a high risk.  
 
IF    Shower water is Hot  
THEN  Hot water valve degree decrease 
  Cold water valve degree increases 
 
Figure 41: Illustration of Monotonic relation of the Height and Weight. 
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After the combination of these rules in order to reach a variable with crisp value Fuzzy sys-
tem requires to sum up all Fuzzy outputs and obtain a single Fuzzy answer. Next, by a Defuzzifi-
cation process, a numeric value would be assigned to the Fuzzy output.  
The fuzzy inference systems apply three mostly used inference techniques as follows: 
1. Mamdani  
2. Sugeno  
3. Zadeh   
Mamdani Inference Systems 
This inference technique is one of the techniques which is used very often. This technique is 
presented by Professor Ebrahim Mamdani and was used as a tool to control a steam engine and a 
boiler in 1975 [101]. 
Constraints 
Construction of a fuzzy system include: 
1. Determination of the inputs and outputs 
2. Creating Membership Functions  
3. Create rules 
4. Result Simulation 
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Adaptive Neural Network 
Fuzzy Neural Networks are widely used in many applications. Accordingly, a branch of neu-
ral networks classes referred to as adaptive neural networks are applied, where they are regarding 
inference equal to Mamdani inference systems. These networks construct a system which is referred 
merely as Adaptive Neuro-Fuzzy Inference Systems hereafter called ANFIS.  However, the ANFIS 
can be merged by Mamdani inference engines and construct Mamdani Adaptive Neuro-Fuzzy In-
ference Systems hereafter as M-ANFIS.  Among the inference engines, the Mamdani and Tagaki-
Sugeno are between well [100]. 
Each M-ANFIS is going to be presented within five layers. 
1. Fuzzification  
2. Inference  
3. Implication  
4. Aggregation 
5. Defuzzification 
If X and Y be the input of the networks, an M-ANFIS is going to be constructed accordingly. 
 
 
 
  
 
 
 
 
 
Rules: IF x=i1 and y=i3  THEN o1  
And: IF x=i2 and y=i4 THEN o2  
 Aggregation Layer 
i1 
x
x 
 o1 
i2 
  
Fuzzification Layer 
Inference Layer 
 
y 
i3 
o2 
  
i4 
 
  
Defuzzification 
Implication Layer 
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RESULTS AND DISCUSSIONS 
Case study 1: Training of a data-set using artificial neural networks  
The primary objective of this case study is the illustration and prediction supremacy of the 
artificial neural network with consideration and illustration of the impact of many data samples on 
the prediction accuracy in them. In this case, a multilayer perceptron network is trained with two 
different learning algorithms and also with consideration of the different number of hidden layers 
and nodes. Meanwhile, the training, validation and testing curves of proper training are illustrated 
and compared in different cases of training algorithm. Here, the Levenberg Marquardt algorithm 
hereafter referred to as LM, and also Bayesian Regularization referred as BR are studied within, 
and the results of training are compared accordingly.  
Moreover, other training algorithms are mentioned briefly, and their pros and cons are com-
pared consequently. Next, the networks’ performances are studied in terms of generalization with 
the presence of noise. The data-samples for training the networks are divided into multiple groups, 
and the results of the training are discussed after.  
As mentioned earlier regression analysis and function approximations are the practice of su-
pervised learning. In this case, a set of inputs referred to as x and y is provided as training data 
samples, and a corresponding result as output z is estimated using artificial neural networks. In this 
case training and learning criteria such as the number of hidden nodes, the number of hidden layers 
within the category of supervised learning method are compared. This assists in a genuine under-
standing of the best approximations and also help to understand the meaning of performance curves 
for the future case. 
In this case, two data sample is created using the following code and with a known mathe-
matical equation. Next, this data is provided to a neural network with the goal of checking the 
performance of the ANNs and their ability to predict the trend inside the data. Also, the number of 
data samples will indicate the amount of error in prediction while how this can impact on the train-
ing process. In this case, the dataset is divided into three groups. Training data set which contains 
70 percent of randomized selected data. The validation data set is allocated 15 percent, and the same 
ration is kept for the testing datasets. This means that if a data set has 100 data samples 70 samples 
are used for training purpose and 15 samples for validation and 15 samples for testing.  The perfor-
mance of the networks is compared with their residuals and by using Mean Squared Error note. 
Shortly referred as MSE later. The root of the MSE as Standard Error can also be used for compar-
ing the quality of the networks.  
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 As illustrated in Figure 42, the topology of the neural network for applying function approxi-
mation on this data set is illustrated. The network benefits from two hidden layers where each layer 
encompass at least 6 hidden nodes Figure 43.  
When applying the Levenberg Marquad or Bayesian Regulation learning algorithms the 
lower band and higher band of the number of neurons in a layer can be set using the following rule 
of thumb relations and this is illustrated approximately in context and also is usually obtained by 
trial and error procedure to find the optimal hidden nodes and layers where the networks will pro-
vide a perfect performance and fitting while not having any generalization or overfitting issues [66]. 
Though the lower band is obtain through a test and trial approach but there is an approximate rule 
of thumb for defining number of minimum number of neurons in a network. If we consider a Net-
work as follow: 
 
 
 
 
 
 
 
Then we would have: 
in  1n  2n  on  
Input layer neuron number Layer 1 neuron number  Layer 2 neuron number Output layer neuron number 
 
The number of nodes in layer 2 or   must be equal to, the number of neurons in the output 
layer then we must have: 
2 on n  
Meanwhile, with k samples of data at hand, the number of known information or equations 
would be as follows where it would depend on the input neurons and output neurons and the number 
of samples. 
( )i oK n n   
Figure 42: Illustration of the architecture of a neural network with two hidden layers. 
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Each node would generate an unknown mathematical equation. For instance, in the input and 
first layer, the number of unknown equations would be: 
1 ( 1)in n   
Moreover, for the next layer and output layer the number of unknowns must be as with con-
sideration of layer two as one node: 
1( 1)on n   
Hence the number of unknowns for one hidden layer network with n neurons would be: 
1 1( 1) ( 1)i on n n n    
Regardless of activation function or transfer function and based on the number of known and 
unknown equations built by the number of neurons in order to solve this network the following 
equation must be satisfied. 
Number Unknown equations < Number of known equations 
1 1( 1) ( 1) ( )i o i on n n n K n n       
Thus, from the above equation, it would be inferred that the number of the neurons in the 
first layer should be at least as: 
1
( )
1
i o o
i o
k n n n
n
n n
 

 
 
This would define the upper bound number of neurons for each layer meaning that if the 
training includes the more significant amount of nodes larger than this threshold the network would 
face saturation either bad training or overfitting to the data itself. 
Meanwhile based on empirical methods for the lower band in order not to have an under-
fitted model the number of neurons in the first layer must be set as below: 
1 2( )i on n n   
The number of nodes for the training of this case study is obeying this rule, and it is possible 
to illustrate the under fitting and overfitting problem by adjusting the number of nodes larger or 
less than this value. 
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Besides, the activation function which is used for training, in this case, is a tangent symmet-
rical sigmoidal function. This activation function is usually used for catching the non-linearity in 
the systems and squashes the elements of an input matrix into the interval of -1 and 1 with an s-
shape format. The output layer also will use a transfer function usually a poslin or purelin function 
to map the outputs of layers linearly to the output, but this depends if negative numbers are also 
included in the data sets or not.   
 
 
 
 
 
The other type of transfer function is list as below which based on different topologies and 
application they are used: 
1. Elliot sigmoidal 
2. Hard limit 
3. Competitive 
4. Logarithmic sigmoidal 
5. Radial base 
6. Normalized radial basis 
7. Saturation linear  
8. Soft max  
9. Triangular basis  
 
Figure 43: Illustration of network architecture. 
Figure 44: Illustration of a sigmoidal and a purelin transfer function. 
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 As stated before in the first data set 120 points are used predictions. In Figure 45 the ANN 
prediction out (blue) curve and the real target values that the ANN must have predicted is shown. 
This indicates for the starting and ending and even some areas the prediction of the ANN is not as 
very satisfying. This is more evident by getting the residual error of the inputs and outputs for each 
point. The second left down the curve in Figure 45 shows the amount of difference the output of the 
ANN and the real data have. Finally, the histogram of the errors is shown in next right down dia-
gram in Figure 45. This shows the integrity of the errors and their value around 0. If all the error 
residual have an integration around the zero points, the model is said to have a perfect fit and per-
haps would have an MSE. The MSE of this network performance is 4.832128931550165e-04 which 
would have a standard error of 0.022. 
 
 
 
 
 
 
 
 
 Meanwhile, in order to check the performance of the ANN, three curves of MSE (the vertical 
axis) for the training data sample (blue curve), validation (green curve) and test samples (red curves) 
within each iteration noted as EPOCHs (the horizontal axis) is illustrated. These curves can carry 
the information for under-fitting and lousy training and show the performance of learning in the 
training process. 
 
 
 
 
 
 
Figure 45: Illustration of the ANN prediction output and the expected target values for 120 data points. 
Figure 46: Illustration of the performance curve for the 120 data samples. 
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As it is shown, the training process is stopped with the validation checks. The validation 
check is the process which evaluate the amount of MSE in each iteration and if the networks fail 
after six times the training process stops.  This means that the tanning of the network is not showing 
any MSE reduction and six consecutive evaluation for MSE is higher than the previous one. The 
training can stop based on time, gradient, performance, Mu parameter (mainly used in Bayesian 
networks) or validation checks. If we consider the training similar to the case of teaching to some 
students the validation checks can be similar to mid-term exams while the test is similar to the final 
exam. If a student fails consecutively in mid-term exams, it is very likely to fail on the final exam 
too. This indicates if the number of validation checks being set as a value. The network is allowed 
to fail as that much. This can lead to the under-fitting phenomenon in neural networks. In Figure 47 
some of these evaluation criteria are listed.  
 
 
 
 
 
 In the next step, the amount of data samples is augmented to 2601 samples, but the training 
is following a similar architecture as it was used for the 120 samples. For this case, the amount of 
iterations increases to until it reaches the 1000th EPOCHs. At this stage the training stops and as it 
is shown in Figure 48 the training performance shows that the amount MSE is decreasing very well 
as the train, validation, and test MSE curves follow each other. This indicates a good training pro-
cess, but still, final validation test with other data out of the data set is required to check the gener-
alization of the neural networks. 
 
 
 
 
 
 
 
Figure 47: Illustration of the progress parameters for the 120 data samples. 
Figure 48. Illustration of training of 2601data samples. 
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As illustrated in the following Figure 49 the progress diagram of the ANN2 for the second da-
ta-set indicates that the network is run for 1000 EPOCHs and the network is stopped when it reaches 
the desired value. The value of the MSE for the network is equal to 4.399819401461010e-07, and 
the standard error is 6.633113448043091e-04. 
 
 
 
 
 As it is shown in top section of Figure 50 the network output (blue curve) is quite overlapping 
the target value which the network is expected to predict. Meanwhile, in the left corner side of the 
figure, the difference of the output is shown for each data sample, and the amount of error residual 
is calculated. The histogram diagram of the error on right corner side of Figure 50 shows the accu-
mulation of the error as approximately two bins of 1000 and 800 normalized around the point zero. 
This indicates the network is capable of predicting the values without knowing the corresponding 
mathematical equations.  
 
  
Figure 49: Illustration of progress diagram for 2601 samples. 
Figure 50: Illustration of results for the second data set 
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 In the next step, the performance of the networks is evaluated by adding white noise to the 
data. This would help to assess the performance of the networks to see if they catch the noise or 
not. This is corresponding to the problem of over-fitting of a network to noise, and in such cases, 
the network cannot generalize to new situations or data other than the data-set which is used for the 
training.  
 
The results of the analysis for these networks in terms of Mean Square Error and Standard 
Error same as root mean square error (RMSE) shows that the networks with higher sample rate can 
predict the and perform better while they are also able to generalize efficiently to other data spaces.  
 
 
 
In the case of increasing the number of hidden layers abruptly the network fails to train ap-
propriately and error does not decrease by a sufficient gradient value. In such cases, the risk of 
overfitting and generalization will exist, and also the residual bin in the histogram of error will 
reduce. The Figure 52 shows the failure of the training after ten iterations and indicates the gradient 
of learning is decrease immensely to a minimal value.  
  
  
 
 
 
Figure 51: Illustration of the results for the two data-sets with presence of a noise. 
Table 3: The comparison of the two networks in presence and absence of the noise. 
Figure 52: Illustration of a training with high amount of hidden nodes and layers. 
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The results of the training are shown in Figure 53 diagram. The standard error for the 1st 
dataset increase to the value of 0.233 and the 2nd dataset the standard error will become 0.0143. 
With comparison to their optimal value, they indicate a significant variance.  
 
 
 
 
 
 
 
 
On the other hand, one of the classical approaches for analysis of such dimension of param-
eters is the surface response modeling technique and by using polynomial regression or locally 
weighted scatterplot smooth model shortly referred as LOWESS which by using the data samples, 
applies a locally weighted linear regression to smooth the data and provide a fitting model.  This 
technique is referred to as weighted since the machine sets the weight function for the regression.  
Besides it is possible to use a robust solution that can make the process of smoothing strong 
toward any outliers (data with high error deviation). With this method, it is also possible to compare 
the results of the ANNs and classical approaches. The Figure 54 diagrams show the surface response 
model for the 1st dataset. The model which is obtained is having an RMSE= 0.02524 by using a 
Linear LOWESS technique. This value is obtained by a 1% span, and if it is changed to 10%, the 
RMSE rises to 0.09589 value. For the second data-set (right diagram) the RMSE = 0.008885 where 
with 10 % span it changes to RMSE= 0.07737. 
Figure 53: Illustration of the network results with high amount of neurons and hidden layers. 
Figure 54: Illustration of the surface response model using a linear LOWESS with 1% span and no robust. 
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However, the quadratic analysis shows the RSME= 0.01237 but without any robust. The 
quadratic or linear is the type of the polynomial model which is applied for calculating the regres-
sion models. Also, the span defines how much percentage of the data samples in a set is used by 
neighboring data points for defining the smooth values and fitting. By reducing the percentage, the 
data points which are used will be closer to the data this increase the risk of overfitting. Also, as 
mentioned the robust is an option of using robust weights for function with the purpose of estima-
tion and resisting to outliers.  
 As it is illustrated in Figure 55, the surface response for both data-sets is shown. The left 
diagram indicates the response model besides the error residuals for the 120 sample data and the 
right diagram demonstrate the 2601 data set. As mentioned the 1st data set has the RMSE= 0. 
0.01237 And the 2nd data set has RMSE= 0.009153.14   
 
 
One of the critical things to address is the training functions. In this case, the training algo-
rithm which was used is the LM algorithm. However, in most of the cases, it is not simple to address 
the fact that what type of tanning algorithm provides the most optimized solutions. This is depend-
ing on the number of points in a training set plus the complexity of the problem, weights, biases, 
the error top goal, and even the type of the application which the network is used for. But in general, 
the networks with feed-forward topology uses almost six options. The LM function is assumed to 
have a faster convergence, and in many cases, it can provide a lower MSE. However, the LM algo-
rithm and its performance is susceptible to reduction when the amount of weights decreases, and it 
is not very decent for other applications such as pattern applications. Meanwhile, another algorithm 
which is used and constructed in the heart of the LM algorithm is the BR algorithm. BR algorithm 
will adjust the weights and biases in such a way that to provide a superior generalization for the 
network outputs [102][103].     
                                                 
14 White noise is added to this data sets. 
Figure 55: Illustration of surface response modeling on the data sets. 
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Case study 2: Sphere and Fluid a Knowledge Based Application 
In this case study, which the results have been published in the IDETC 2018 conference in 
Quebec [104], the application of the ANNs as a knowledge-based neural network (KB-ANN) is 
studied on a data collected for a flow around a sphere, Reynolds number (Re), Drag coefficient (Cd) 
and invariant  or the Pi numbers. The primary objective of this case is to test the methodology of 
knowledge-based-artificial neural networks. This study.  Subsequently, after that, the results are 
discussed in terms of training and generalization by using the MSE notation. The goal is to provide 
a topology which is benefiting from the prior knowledge and infuses this knowledge into the neural 
networks topologies. This case is benefiting from the knowledge of the DACM approach presented 
earlier and by defining the system behavior in terms of causal relations. One of the main features 
of the KB-ANN is the way of implementation and infusion of the knowledge in the network which 
indicates better working results with few data points. 
As stated in [104], a sphere is positioned in a flow of fluid which is exposed to a drag force 
w and is subject to friction of fluid with the density of 𝜌, a viscosity of 𝜈 and with the speed velocity 
of V. This sphere has the diameter of l which constructs a non-linear physical problem for solving.  
 
 
 
 
 
In this classic example, the goal is the estimation and modeling of the drag force by utilizing 
of velocity. Therefore, an attempt is made to present the functional architecture of the neural net-
work capable of modeling this phenomenon. In [104]  the role of invariants on the construction of 
the network topology is described which the network is infused with a prior knowledge. Since in 
this problem there is little known about the relation of the Re and Cd the invariants of 𝜋1 and  𝜋2 
the goal is to construct an ANN which with there is a possibility to provide a fitting model. There-
fore by using the experiment’s data obtain from the relations between variables it is possible to 
construct the rules for achieving the target (21). With the consequent knowledge of the model for 
the transformation at that point, it would be possible to predict the desired outcomes and predict the 
drag force. For this two networks are proposed as a fully connected network and a KBANN where 
the topology is using the prior knowledge. 
Figure 56: Illustration of the Sphere in the flow fluid with demonstration of the drag force. 
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For this case in order to obtain a novel model, it is required to normalize the data points to 
keep the proportionality of the value to each other. The normalization is conducted to map the data-
point to the interval of 0 and 1. This while other normalization techniques could be used to the task. 
For instance application and using of standard deviation or minimum and maximum of the data-
points. As illustrated in the Figure 58 different layers and weight (models) were used in previous 
attempts to predict the behavior between the input data point and outputs. The regression models 
are claimed to have different MSE due to the initial randomized weights. This is due to the reason 
that since neural networks use initial randomized weights and use randomized data for training, 
different results would appear with each training. Therefore, one good remedy for this is to run the 
network for multiple time and check the validity and find the minimum error cost that the networks 
can provide. Unquestionably with an excellent generalization to other data points. 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 57: Illustration of a KBANN network constructed using dimensional analysis  
Figure 58: Illustration of precious attempt to predict the model with models sensitivity to primary conditions. 
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As illustrated in Figure 59 , the prediction of the Cd based on Re is shown. A supervised learning 
approach is used by providing training, validation and test data points randomly. The blue circles 
are the ANN prediction points versus the Red Cross which is the target points and as what the ANN 
must have predicted. The training is conducted 25 times with different random initial starting points. 
 
 
 
 
 
 
 
 
 
 
 
 
The amount of error for predicting each point is illustrated in Figure 60 and the amount of test 
error the is equal to MSE=0.000128. 
 
In order to evaluate the performance of this network, it is necessary to evaluate the regression 
analysis of the network. The Figure 61 illustrates the training quality besides validation and test. As 
it is shown the target values and output values for each batch of data indicate a good match. Espe-
cially for the test data points, the relation of the outputs and target values are close to each other by 
the R indicator equal to R=0.94952. The more this value is closer to 1 it indicates a better fit.  
 
 
 
 
 
 
 
 
Figure 59: Illustration of the results of prediction by KB-ANN. 
Figure 60: Difference of the real data points (target values) and the predicted data by the network (output) values for the KB-ANN. 
Figure 61: Illustration of performance of training process for training, validation and test data points. 
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However, one must be aware of the overfitting issue where the networks can catch the noise of 
the system, and this is not desired. The dashed black line present in the diagrams is the desired line 
for each of the training batch where the linear relation of the target and output values must fall on. 
Also, for this training, the dataset is portioned randomly to the batches of 70% for training points 
and 15% each for validation and testing data points.  
Moreover, in order to evaluate the network’s outputs quality, it is necessary to observe how 
the performance curves for each element of the network is behaving. As it is shown in Figure 62, the 
best performance validation for the KB-ANN is equal to 1.8789e-03 at the 55th iteration. Though 
the network continues training until 65 iteration but from 55th iteration, the networks start to behave 
as overfitting. At this stage, the network stops the training with the best validation obtain thus far.   
 
 
 
 
 
 
On the other hand, a conventional fully connected ANN is constructed for modeling the prob-
lem and for the reason of comparison to the knowledge assisted network. For this topology, the 
inputs include the physical properties of the problem, and the output is the drag coefficient. The 
main difference of this network with the knowledge assisted network is the application of the prior 
knowledge in this topology (Pi numbers calculated as in [104]).   
Figure 62: Illustration of performance curves for the KB-ANN network. 
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The conventional network topology includes two hidden layers but requires at least six nodes. 
The activation function which is used for this network is a sigmoid function. The output of the 
network is the drag force W which with the known values for other parameters, it is possible to 
calculate the drag coefficients. Figure 63 demonstrates the topology of the conventional ANN to 
model this problem.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Normalization of data points in this process will assist the transfer functions not being 
trapped in the saturation zones. Unquestionably, after when the training is ended the values must 
return to the original values by de-normalization function. Because the training points are minimal 
in quantity, the network’s output results are sensitive to initialization. This could lead to diverse 
results. However, the best results are intended to be used for later applications. Hence, this model 
is trained with 25 different initial points, and the solution with the lowest cost is nominated.  
 
This model is also presenting a decent performance but in comparison to the KB-ANN 
network the initial points (Reynold’s numbers) are showing higher error and will lead to higher 
residual for the network. The MSE of this network is equal to MSE=0.021067. In Figure 64 the 
fitting results of the network are displayed.  In the left diagram the outputs, blue rings are the ANN’s 
output, and the red crosses stand for the target or actual values that the network must have 
anticipated.  
 
 
 
 
 
 
  
Figure 63: Illustration of conventional ANN structure model for this problem. 
Figure 64: Illustration of the residuals and the prediction results of the conventional ANN. 
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The regression plot Figure 65 of the networks indicates the evaluation of the conventional ANN 
net-works and the quality of the training on the provided data. As illustrated the training data points 
will match the output points with the indicator of R=1, and for the validation data points the output 
and the targets match each other at a considerable rate. This applies to the test data points.  Though 
these results are more promising for the conventional networks with a high amount of nodes, how-
ever, this is required to be checked for the overfitting and generalization phenomenon. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As shown in Figure 66 the best validation for the conventional networks is 4.33716e-10. The 
best result of iteration is made at EPOCHs 310.  This is while the best validation value for the KB-
ANN (green curve) is obtained at the 55th iterations. This means the KB-ANN has been trained 
faster with a lower computational cost. Though the regression plot Figure 65 for the conventional 
ANN is better with the analysis of the performance curves, it is evident that the conventional net-
work is more susceptible to overfitting and generalization issue with the same amount of training 
data points. This is evident also in the plot of predicted points for both networks and the target 
values that they must have estimated.  
Figure 65: Illustration of regression plot for the conventional network. 
Figure 66: Illustration of the performance curves for the conventional neural networks. 
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By consideration of Figure 67 it is evident that the in terms of prediction the KB-ANN is 
indicating a better fitting to the experimental data. In addition, the KB-ANN has shown better train-
ing despite a lower amount of iterations. This is while the number of nodes is less than the conven-
tional network topology. Another significant result is that the knowledge provided by the Pi num-
bers is assisting the networks in better training while there is a fewer amount of data-points. The 
result of the KB-ANN is providing faster convergence due to fewer weights and this assists in terms 
of computation power. Meanwhile, from the point view of robustness, the KB-ANN is performing 
superior in terms of generalization whereas for the conventional topology due to having less amount 
of training data points it is more prone to error when exposed to new data-sets out the studied space. 
While there are 44 data points, the MSE for the KB-ANN network is less than the conventional 
one.  
The limitation of this case study is manifested more in terms of the reduced data-set. This 
makes the topology of the neural networks more susceptible to the overfitting and under-fitting 
issues. As a consequence, the number of nodes and hidden layers must be selected accordingly and 
wisely to avoid such potential issues.  In conclusion, the superiority of KB_ANN networks has been 
shown through this study and the details of this is accessible through the paper published and ref-
erenced as [104]. 
  
Figure 67: Illustration of the results for both networks and the comparison of the Conventional (Up) and KB-ANN 
(Down) data plots. 
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Case study 3: Fused Deposition Modeling 
This case study is the extended application of the KB-ANNs and is applied to a fused depo-
sition modeling case as a branch of additive manufacturing. As mentioned earlier this case is also 
benefiting from the knowledge encoding techniques which is developed by Coatanea et al. [105]. 
The encoded knowledge of the fused deposition process is encoded and represented in the form of 
causality among the critical parameters. After that, it is simplified as a KB-ANN model where to 
be able to implement with ANNs. Functional representation is used to define the system behavioral. 
These functions are later used by DACM frameworks to define the causal rules existing in the 
system. Analytical approaches are used to define the dimensionality of the system and result in a 
colored graph and with the list of equations. Further analytical methods can be applied later to 
define the quality and quantity of the output of the system according to the obtained relations.  
As mentioned earlier the FDM process deals with the thermal and energy processes and by 
the distribution of them ensures the bonding of materials and with the goal of a perfect deposition. 
In FDM several techniques and tools are used in order to deposit material in a novel fashion, and 
the subject of this case is to study the best approaches for delivering the material in place adequately. 
In this case, the part which is printed is having a wall thickness of e=0.5 +0.05 or -0.05 mm, 
and it has the height of Ht=12 +0.05 or -0.05 mm. These ratios are fixed for the printing process.  
 
 
 
 
 
 
This case is promoting from the implementation of the experiments and testing the influential 
factors and after that defining the controlling procedures to address the latency in this system. More-
over, with the help of tools such as DACM framework the design of the KB-ANN net-work archi-
tecture is conducted and used for training the ANNs. Finally, the performance of the pieces of 
training is compared with the ANN classical networks to ensure the superiority of the infusing 
knowledge in modeling and optimizing this type of additive manufacturing process.  
 
 
Figure 68: Illustration of the FDM case used for the study. 
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Initially, the printings are implemented by some selected process parameters and by using the 
slicing software such as Repetier. With an analysis of this additive manufacturing process. The 
main most influential parameters are recognized namely as the Height, Thickness and Mass. The 
notations for these parameters correspondingly are: 
1. Height   Ht  
2. Thickness  e  
3. Mass  Mt  
With the help of orthogonal arrays analysis, the performance evaluation of the experiments is 
achieved, and the level of latent parameters are kept accordingly low to minimize their effects on 
the targets. Correspondingly, the values which have been stated earlier for the height and thickness 
are nominated for deployment in the modeling. The remaining parameters such as 
1. Layer Height    hi 
2. Nozzle Travel Speed    TS 
3. Extruder Temperature  Tset 
 are also used in modeling this additive manufacturing process. The causal relations among these 
parameters are defined by applying the DACM frameworks. The causal relation between the most 
crucial variable is obtained while the green or independent variables are the input variables and 
there is full control of their adjustment. The blue or dependent variables are the ones which there is 
no possibility of a direct adjustment over them. However, there is a possibility to obtain them. The 
black or exogenous variables are the ones which there is less control on them and are imposed by 
the environment, and finally, the red or performance variables are the parameters of the system 
output which provides information about the performance of the system. The causal relation of the 
parameters wherever it was promising to obtain is constructed, and some relations are obtained 
using mathematical relations and also adjusted based on the optimal results extracted from the lit-
erature. 
 
 
 
 
 
 
Figure 69: Illustration of the causal relations in the FDM process for the selected case study obtained by the DACM. 
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The hybrid topology of the KB-ANN is constructed with this fundamental assumption that 
to replace an ANN where the relation or casualty of the parameters is unknown. In such conditions, 
it is expected that the ANN by using available training data and where there is not any real data by 
using simulation procedure obtain existing relation among the selected parameters and pave the 
path for estimation and optimization of the additive manufacturing process, here as an FDM case.  
 
 
 
 
 
 
 
 
 
 
 
As illustrated in the Figure 70 above the list of all the impacting parameters and constant 
values are shown. With the help of the DACM framework and infusing the available knowledge 
such as mathematical relations, equations and empirical analysis Figure 69 is obtained. The con-
structing topology of KB-ANN network is going to follow this diagram. Whereas the classical ANN 
model will follow a fully connected topology as illustrated in Figure 71. 
  
 
 
 
  
Figure 70: Illustration of the list of impacting parameters affecting the FDM process in this case study. 
Figure 71: Illustration of classical ANN model used for FDM process. 
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The classical method of the ANN leads to generating three networks where they estimate the 
wall thickness, mass and the height of the part generated. The inputs of the ANNs are the nozzle 
travel speed, extruder temperature and the layer height. Due to the small amount of data the number 
of neurons is selected as three nodes this is due to the fact proved in earlier cases when the amount 
of neurons increases drastically the networks encounter the chance of an over-fitting problem. 
Meanwhile, since there is a small amount of data the risk of having an under-fitting model is very 
high.  
This obliges the design to have a reasonable amount of nodes. The evaluating parameter for 
this model is mean square error or MSE. The training algorithm for these networks is selected as 
the Levengberg-Marquardt algorithm. The same distribution of training as it was used for the pre-
vious cases is used here, and 70 percent of the data points randomly are allocated to the training of 
these networks. Likewise, for validation and testing, 15 percent is allocated each.  
The thickness ANN model, by using the classical approach has the following performance 
after 15 iterations. The best validation for this training is obtained as 5.43e-04 with eight iterations.   
  
Figure 72: Illustrations of the performance curves for the classical training of thickness. 
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For the height, the best performance on the data set is obtained as the following diagram with 
the best 1.15e-04 validation at the 10th iteration.  
 
 
 
 
 
 
 
 
The results for the estimation of the mass respectively is obtained, and the best performances 
are shown in the following Figure 74 as the best validation was equal 2.01e-03 on the 23rd iteration.   
 
 
 
 
 
 
 
 
With the best performance curves, the best the quality of the training can be evaluated and 
proper information can be obtained for generalization concerns, overfitting concerns, error quality, 
etc. The thickness and the mass curves as following a descending trend though it is subject to a low 
generalization for inputs and the curves ascending with MSE while the training curve is descending 
indicate the risk of overfitting. The less number of iterations indicates the ANNs are less likely to 
find a good fit in comparison to previous scenarios that the high number of iterations was accom-
panied with MSE reduction.   
Figure 73: Illustration of the performance result for the classical ANN for the height. 
Figure 74: Illustration of the best performance for mass. 
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The knowledge-based neural networks as illustrated in the causal diagram is designed with 
four interconnected modular ANNs. These benefits from the knowledge discovery that is infused 
in the model. The first ANN is constructed for the viscosity (μ) of molten polymer material at a 
specific nozzle temperature and a reference viscosity at the temperature of 175 ̊C. A ratio of such 
two is implemented with a filament feed rate and extruder temperature (FFR and Tset) as inputs. 
The corresponding dataset for the ratio as being a blue variable is not possible to obtain but through 
simulation and computation techniques presented by the DACM framework [106][107].  
The KB-ANN is inhibiting the Vaschy-Buckingham π numbers with the independent dimen-
sionless primitives which are referred to as Pi numbers. With the assistant of this concept, there is 
a possibility of characterization of the physical phenomenon and its dimensionless primitives, and 
it is possible to reduce the complexity of the system. For the second ANN, this concept has assisted 
in obtaining the data points for the training of the ANN. The ANN3 in the KBANN network topol-
ogy is also constructed to model the height (Ht) with the inputs of the layer height (hi) and the 
number of the layers (n). This is while the ANN4 is used for modeling the mass (Mt) with the input 
of the thickness (e) and height and material density. In order to perform a better comparison, the 
same distribution of data for training as 70 percent for training purpose and 15 percent each for 
validation and testing is chosen. The topology of this type is constructed using three nodes and one 
hidden layer. The ANN1 performance curves are illustrated as the Figure 75 where the best perfor-
mance is obtained at 7.7186e-05 and at the 53rd iteration. The network is trained for almost 60 
iterations, and the training curves indicate a better training on the data samples with a downward 
MSE reduction trend.  
 
   
Figure 75: Illustration of the performance curves with the best validation for the ANN1 in KB-ANN network. 
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The ANN2 model for the thickness had the best validation performance of 9.3e-05 at the 93rd 
iteration Figure 76. The amount iteration for this network is showing the training continues with a 
higher iteration. However, the test curve is not reducing as much as the test and the validation. This 
is due to the number of data points. Therefore, it is vital to keep in mind the training of the network 
though it has better results in comparison to the traditional network but still it requires more data 
points in order to generalize in a broader range of data domain.    
The ANN3 best fit is obtained at the 4th iteration with the best validation performance of 
1.41e-04 Figure 77 . This fit on training is smooth, but higher data points are required to reduce the 
training error lower than the current version.  
  
 
Figure 76: Illustration of the ANN2 performance diagram results in the KB-ANN network. 
Figure 77: Illustration of the ANN3 performance diagram results in the KB-ANN network. 
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The result of the ANN4 which is constructing the model for the mass (Mt) is illustrated. The 
best validation for this network is obtained at 23rd iteration with the value of the 2.54e-04. Similar to the 
curve fitting performances of the previous case study this model is also following a downward trend Figure 
78.  
 
 
 
 
 
 
 
 
 
 
In order to check the generalization of the models with random data points, an experimental 
test was conducted with different input values to validate the results and the final quality of the 
networks. Therefore, the standard error for the ANNs are obtained as follows: 
 
 
 
 
 
 
 
 
 
Figure 78: Illustration of the ANN4 performance curves in KB-ANN network. 
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Figure 79: Illustration of generalization test and the amount of standard error for classical and KB-ANN networks. 
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Comparison of two models in Figure 79 indicates the performance of the prediction for both 
networks for the thickness is quite close where the classical model has shown better performance. 
However, this case is different from the height model prediction. The KB-ANN topology has com-
parably performed better with a lower amount of error. This case is also showing better results for 
the mass model. Although both networks have performed better in terms of standard error, the KB-
ANN is showing slightly better results. One important thing also to notice is that the KB-ANN is 
going to have a global error meaning that the error of the ANN1 can propagate in the ANN2 and 
present finally in the output (illustrated in the last bar in Figure 79).  
With consideration of this fact it is possible to conclude that the KB-ANN network with in-
fusing the expert and existing knowledge is showing better performance. Perhaps in the KB-ANN 
network and the ANN1 case, the lack of supremacy of performance to classical approach could be 
the reason of lack of enough knowledge acquisition and infusion of this knowledge into the topol-
ogy. Nonetheless, in the overall evaluation of the developed approach, the model is equipped with 
a hybrid tool that both benefits from the empirical data and knowledge in order to predict and obtain 
the controlling factors in additive manufacturing and especially, in this case, the fused deposition 
modeling.   
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Case study 4: Bead segmentation using clustering approach 
This case studies the application of machine learning in the absence of a labeled training data 
and uses a non-supervised learning approach for segmentation of the bead borders and in order to 
apply and separate the involving parameters in each zone and finally escalate the qualitative features 
of printing in the wire-arc additive manufacturing.  
With contemplation of the topic discussed earlier for the WAAM process, if we consider a 
case of a turbine blade as a CAD model (Figure 80), and try to generate this CAD model using wire 
arc additive manufacturing, it is required to have a perfect nozzle deposition that delivers the ma-
terial of print precisely. However, in practice, this deposition is not as ideal as it is in for instance 
in the FDM processes and this case is different for not the same type of material such as steel or 
aluminum. The quality of the material deposition depends significantly upon several factors espe-
cially if this is done automatically.   
 
 
 
 
 
 
 
Through the process of printing, the CAD model is sliced into layers of surfaces. Moreover, 
after that it is printed line by line by line and layers of the CAD model is formed consequently. 
Meanwhile, this line or bead has various quality height, width, and length. This is because of the 
parameters involved in the quality of the beads. Hence, not only it is required to study the effect of 
the parameters, but also it is required to know which of the parameters have the most impact on 
each location or zones and to separate them accordingly. 
 
 
 
 
 
Figure 80: Illustration of a turbine blade of a gas compressor. 
Figure 81: Illustration of a cross section or slice surface of the CAD model. 
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The quality of the design is a function of the quality of the lines constructing the CAD model 
in WAAM process. In the illustrated Figure 82 below the quality of lines of material which is depos-
ited into the plate shows the difference between each bead and their corresponding in-consistency. 
This inconsistency is due to alteration of different parameters in the welding equipment.  
 
 
 
 
 
 
 
 
Then, the design and parameter selection is conducted using factorial design, and it was used 
to create a tentative plan for modeling part accuracy in the WAAM process. Part quality in WAAM 
is affected by several input parameters such as current that is delivered to the material like the 
ignition, working, and ending current.  
Also, the voltage delivered to the material and the plate such as ignition, working, and ending 
voltage has an impact on this. Another critical parameter is the wire feed and the amount of the rate 
it is delivered to the plate. Moreover, the travel speed, gas flow, and its rate, arc length correction 
the torch angle are among the other parameters.  
With a Taguchi’s design of experiments, an entirely orthogonal or semi-orthogonal experi-
ment plan was designed for the input parameters for the WAAM process. Here nine input parame-
ters are chosen for the design of the experiment. The chosen parameters of the welding are listed in 
the following Figure 83: 
 
 
 
 
 
Figure 82: Illustration of bead with different qualities. 
Figure 83: Illustration of the parameters used in the welding process. 
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These parameters have a high impact on the part precision and totality of the deposited ma-
terial. Ignition time, ignition current, ALC, WFR, TS, SGFR, end time, and end current are designed 
for four levels in the DOE plan. Torch angle was designed for three levels. The values for the three 
levels for the torch angle were chosen based on existing knowledge from literature. It is observed 
that three positions of the torch (front-hand, backhand, and normal) need to be evaluated to observe 
the influence of this parameter on the part accuracy. Thus, three angles (110̊, 70̊, and 90̊) were 
chosen. Four levels for travel speed (0.4, 0.5, 0.6, and 0.7 m/min) were chosen from available lit-
erature.  It was also observed that the ratio of WFR/TS has a big influence on completeness of a 
deposited bead. Thus, for each torch angle, the minimum value of WFR for the maximum value of 
TS was evaluated. The torch angle 70̊ performed as a restrictive parameter and had the largest ratio 
of WFR/TS. Based on this evaluation, the minimum value of WFR was chosen to be 3.1 m/min.  
Similarly, it was observed from experiments that the ignition current and end current influ-
ence the shape of the bead in the start and end of the welding. From literature, it was seen that a 
lower value of ignition current ranging between 90 and 120 A (Amperes) need to be selected for 
the ignition region and to maintain uniformity of shape between starting and working region of the 
beads. Besides, it was seen from experiments that the ending region of the bead had an inverse 
influence as that of the ignition region. A higher end current value needs to be selected to avoid the 
bead from leveling at the end of the welding process. Thus, end current levels were chosen to be 
125, 135, 145, and 155 A. Ignition time and ending time represent the time variable at which the 
ignition and ending parameters are active. The levels were chosen to be 10, 20, 30, and 40ms (mil-
lisecond).  
The shielding gas flow rate as illustrated influences the quality of the deposited bead. A high 
flow rate creates a rich shielding zone and reduces the influence of the outside environmental im-
proving quality. Thus, the flow rate was varied from standard/default value 14 l/min to a rich shield-
ing value 20 l/min. Finally, the arc length correction value which marks the length of the arc pro-
duced during the welding, as well as the working distance of the torch and the substrate, are set in 
the range of range from (-30) to (+30).   
In general, it is worth to mention that a mixed level orthogonal plan was preferred for the 
DOE. An L32 orthogonal design was chosen for individual torch angles. Thus, 96 experiments were 
designed. This procedure was repeated once to evaluate the repeatability of the WAAM process. 
The total number of possible experiments according to the states chosen for the variables is 
𝑁𝑡𝑜𝑡 = 3
1 ∗  48 = 196 608 experiments. It significates that current experiments represent only 
0.097% of the total space of experiments. 
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With conducting the experiments, a laser scanner was applied to scan the printed metal blocks 
with the purpose of measuring the bead’s dimensional structures. The Polyworks 3D metrology 
software besides a laser scanner was used to obtain the model of the prints. It is worth to note that 
the maximum accuracy of the scanned part using the laser scanner is 13 microns. Surface scans 
were obtained for five metal plates containing the beads illustrated as similar to Figure 84. 
 
 
 
 
 
 
 
 
 
As mentioned earlier the beads were printed on a rectangular metal plate with each 
plate housing 41 beads. The beads were printed into three rows with each row a distance of 
50 mm. The beads are separated by a distance of 15 mm between each bead. The Poly-works 
3D metrology software was used with a laser scanner to measure the bead’s dimensional 
structures. The surface scans obtained for each rectangular plate was analyzed using the 
Polyworks inspector tool. The procedure was as such that the surface scans were imported 
into poly works inspector. After that, a new Cartesian coordinate system was created at the 
bottom left corner of the rectangular plate. In Polyworks, the surface scans do not align with 
the global coordinate system of the modeler. Consequently, a new coordinate system is re-
quired through rotation and translation of the global system on the surface scan.  
 
In order to provide analytical data, it is required to create cross-sections separated by 
0.1 mm along the X-axis for each bead. The cross-sections are designed to start at point (xi, 
yi, zi) before the start of the bead and end at point (xe, ye, ze) after the end of the bead. This 
technique is surveyed for the sides of the beads as well in the Y-axis. This is while it provides 
the option to generate complete cross-sections that run across the full width of the bead an-
alyzed along the length. An example of a bead with cross-sections created using Polyworks 
is shown in Figure 82. 
  
Figure 84: Illustration of the beads in Polyworks after being scanned using the laser scanner. 
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According to visualization of beads it is apparent that each bead is constructed of three zones 
this is perhaps as mentioned earlier is due to the involving parameters regarding these zones. In 
order to segment the zones for each bead and to perform a better analysis of the beads, it is necessary 
to illustrate the points and by using a non-supervised approach separate the zone’s essential param-
eters. 
   
Figure 85: Illustration of a cross section conducted to provide the analytical data. 
Figure 86: Illustration of a scanned bead with three corresponding zones. 
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 With the use of data points and visualizing the corresponding 192 experiments the width and 
height of the beads are obtained with the maximum and minimum values, and it is possible to eval-
uate the quality of the beads with the correspondence of the amount of variation they have during 
the printing process.  As it is observable in the following diagrams (Figure 87), it is seen that in both 
points of view there is a starting zone with a specific height and width (rise and fall) and there is 
also zones with ending. 
 
 
 
 
 
 
 
Among the clustering approaches the k-means is one of the most reliable and most famous technique. It 
uses the mean value of the data points and try to create centers and allocate each data point to a cluster based on 
the distance the data point has to the centers. This will allow the system to provide clusters of sections on the 
bead. However, one crucial factor is that in this approach the mean of the data is used as a cluster center. This is 
while this center can become imaginary meaning that it is not corresponding with any data points. This is while 
the K-medoid approach uses the closest data point that is close to the mean value or meaning it is getting the 
center of the cluster as the median of the values of the data points. With this now the center of the data is a real 
data point and it is not an imaginary data. 
 
 
 
 
Figure 87: Illustration of bead 1 and 2 height and width data. 
Figure 88: Illustration of the K-Medoid clustering technique for zone segmentation for a WAAM process. 
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This segmentation is providing the ground for enhanced analysis of the beads and increasing the 
quality of the prints in a WAAM process. The segmented welding beads and their corresponding 
data points could be used to distinguish the influential parameters related to each zona. Besides, it 
assists to discover the optimal welding jobs and in order to decrease the standard deviation of height 
and the width in those zona. Finally, it helps to smoothen the welding beads and to increase the 
quality of the beads.     
  
Figure 89: Illustration of K-medoid clustering approach for bead segmentation in a WAAM process. 
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Case study 5: Radial-Based Neural Networks 
 Through this case, the application of the RBF networks is investigated on the WAAM pro-
cess and with the goal of estimation of the Height using the experimental data obtained in the pre-
vious sections and by using the DoE. For the implementation of this network, a Gaussian function 
is used. The centers included in the RBF networks are computed by utilizing K-Median algorithm 
similar to the bead segmentation case that was presented earlier. The RBF networks use a metric to 
compute the distance between the inputs and the centers.  
For this purpose, the Euclidian equation is used as the metric in this network. The perfor-
mance of this network is evaluated by measuring the MSE values. Multiple iterations are conducted 
as well to catch the best and minimal value for the MSEs. From the experimental results of DoEs, 
the nine parameters are used as inputs, and the Height is estimated using this RBF network as the 
output. The Error! Reference source not found.Figure 83 in previous section illustrates the list of t
hese parameters for the WAAM process.  One of the most significant parameters which are required 
to set for the RBF networks is the location of the clusters or equal to the number of nodes for MLP 
network.  
Accordingly, as it is discussed in [108] one technique is to allocate one Gaussian function 
kernel for each training samples. However, though this approach can provide a good fit with using 
the neighborhood concept, but in practice and presence of noise which is very common, the network 
is not able to generalize its decision making for the data samples that are outside of the training set. 
Consequently, it is common to select the centers randomly or to cluster the inputs and select those 
cluster centers as the kennels of the RBF network. In such cases also one common algorithm option 
is again the K-means or K-Medoid algorithm for clustering the inputs.  
The Figure 90 illustrates a typical topology of such networks with the radial kennels in the 
hidden layer section. This is similar to the MLP networks but instead of nodes the cluster centers 
or kennel centers have the control in approximation of the outputs. In this topology the(x) is used 
as the input variables and the F*(s) would be considered as the estimated approximation of the F(x) 
output. Consequently, the difference of the F(x) and F*(x) could be used for calculation of the 
standard error.  
 
 
 
 
 
Figure 90: Illustration of the typical RBF network topology with radial function in the hidden layers. 
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This trainings in this case study are conducted with different learning rates and different num-
ber of the clusters. As how it is mentioned earlier in [108] the quality of training in terms of standard 
errors and generalization is very dependable on the selection and location of the centers while the 
learning rate has an excessive impact on the training quality. Therefore, in order to provide a better 
generalization, various type of center clusters is tested on the WAAM experimental data. In addi-
tion, the network performance is validated using different learning rates. If the learning rates de-
crease significantly it will impose a higher cost on the systems, sometimes it leads to better results 
with a higher number of iterations but it also leads to a lower precision too and the network can 
face the memorization of the samples and will lead to generalization issue eventually. 
In the first training, the RBF network is trained with randomized selected training and testing 
data sets. The corresponding learning rate is selected as 0.0003 and the number of the Gaussian 
clusters is allocated as five.  In the Figure 91, on top left corner the training and test curves are 
illustrated. This indicates the amount of MSE for the training and as it is seen the MSE is decreasing 
normally and it reaches the values less than 0.2 with the best training MSE=0.080704 after 77 iter-
ations. The right top diagram indicates the error of the network between the target and the predicted 
values for the Height output variable. In this plot the horizontal axis stands for the index of the data 
samples that are used for test and vertical stem diagram shows the difference of the target and 
predicted values.  
Moreover, the lower bottom diagram shows the distribution of the 60 test data samples and 
their predicted and actual values. This figure illustrates the quality of the fit to the test data. One 
important thing to mention is that the amount of data samples is very limited however, the RBF 
network is able to provide a decent regression fit in 77 iterations and with best test MSE of 
0.055453. 
  
Figure 91: Illustration of the result of RBF training with learning rate of 0.0003 and 5 cluster centers. 
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In the next training the learning rate is decreased to the 0.00003 and the amount of centers is 
limited to 4. With the decrease of the learning rate the number of iterations increases to 531 itera-
tions. The training MSE get lower to the final value of the 0.086682. This is while in the right top 
corner of the diagram the error of t the target minus the actual values is shown in stem format.  The 
test MSE for this network is equal to 0.084103.  
 
 
 
 
 
 
 
 
 
If we change the learning rate to 0.00008 and the number of centers to 4 the corresponding 
result is obtained as in Figure 93 with an MSE=0.061946 and 4 clusters.   
Figure 93: Illustration of results of the RBF network for the learning rate of 0.00008 and 4 number of centers. 
Figure 92: Illustration of the RBF network results with learning rate of the 0.00003 and 4 clusters. 
93 
 
Different networks with initialization must be tested and validated in terms of quality (MSE, 
generalizations, under fitting or overfitting) so that the best descriptive model to be generated.  The 
reason for this is due to the data sets which is used for training and test randomly. Meanwhile, the 
increase in learning rate will lead to a lower amount of learning interactions and put the network at 
risk of under fitting. Whereas, a high learning rate would cause a higher number of iterations and 
puts the network into the risk of overfitting and sometimes would lead to a corrupted estimating 
model.  
 In order to illustrate the validation of the RBF results and its estimator it is worth to provide 
a model for a known relation. This is used as comparison model case and tends to studies the known 
behavior function y=sin(x) plus an additional random noise and to show how the amount and quality 
of the data can assist in the training procedure. As it is shown and test with a higher number of data 
points, the quality of the approximation gets better. The test MSE for this network is equal to 
0.011877 with six centers, and the network is trained with only 44 iterations. In comparison to the 
WAAM data set it is shown that with a range of 5 or 6 cluster centers it is possible to provide a 
respectable approximating model however in terms of the number of data point since the sin(x) 
function benefits more from higher amount of data a higher learning rate is used a good fit is pro-
vided. While for the WAAM process the learning rate is adjusted accordingly to compensate this 
lack and to obtain an excellent fitting model.  
  
Figure 94: Illustration of an approximate using the RBF networks for a known sin(x) function plus a random 
white noise. The best fit is obtained for a six cluster centers and with a learning rate of 0.03  
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Case study 6: NeuroFuzzy 
In this case, rules and knowledge are extracted from the real data, and an inference engine 
evaluates the accuracy of the welding through the association and amount of membership the value 
of the variables have in a specific set. The objective of this case is to seek the optimal parameter 
discovery in wire arc additive manufacturing. As mentioned earlier, this type of approximation is 
running based on the parameter optimization in WAAM process and has the goal of the error re-
duction and to obtain a weld with a uniformed shape. The network engine which is used for this 
case is using the fuzzy inference processing algorithm and similarly simulates the controlling pro-
cedure of the welding parameters. The inference engine is using the experimental data that is ac-
quired through a DoE which has been mentioned briefly in the previous case study.   
One of the advantages of the fuzzy inference system is that it is implementable as a suitable 
controller in additive manufacturing processes and is used usually for the systems which have high 
non-linearity [109][110]. One of the challenges that additive manufacturing optimization is facing 
is the requirement for a high number of data points. However, a controlling system similar to fuzzy 
systems, by using a knowledge base reduces the necessity for the amount of experimental training 
data. As illustrated in previous sections and in the Figure 83: Illustration of the parameters used in the 
welding process. the parameters that have the most influence on the welding process are listed. These 
parameters are selected either by using an expert knowledge or with primary statistical analysis. 
For instance, most of the parameters which are involved in the WAAM process and for the 3D 
metal welding is listed in the Table 4 and a possible causal relation is illustrated similar to the Figure 
95.  
Figure 95: Illustration of a potential causal relation in the WAAM process. 
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Table 4: List of parameters involved in WAAM process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variables Definition 
ALC  Arc Length Correction (%) 
DC  Dynamic Correction (#) 
σW  Standard Deviation of width (mm) 
σH  Standard Deviation of height (mm) 
D  Wire Diameter (mm) 
ρ  Volume Mass of the Wire (g/mm³) 
WT  Waiting Time (s) 
SGFR  Shielding Gas Flow rate (l/min) 
TDV  Total deposited Volume (mm³) 
Mtot  Total Deposited Mass (g) 
dZ  Z-variation in RAPID code (mm) 
TT  Total Time (s) 
L  Length of the wall in RAPID code (mm) 
TDL  Total Deposited Length of Wire (mm) 
CTWD-F  Contact-Tip Working Distance Final (mm) 
NPD-F  Nozzle-Plate Distance Final (mm) 
NL  Number of Layers (#) 
T  Welding Time only (s) 
I  Average Current (A) 
E  Average Energy (J) 
HI  Average Heat Input (J/mm) 
I_ign  Ignition current set in RCU5000i (%) 
Iign  Ignition current computed (A) 
Pign  Ignition power (W) 
P  Welding power (W) 
Pend  Ending power (W) 
Iend  Ending current computed (A) 
I_end Ending current set in RCU5000i (%) 
WFR  Wire Feed Rate (m/min) 
TS  Travel Speed (mm/s) 
TA  Torch Angle (°) 
T_ign  Ignition time set in RCU5000i (s) 
Eign  Ignition energy (J) 
U  Average Voltage (V) 
Eend  Ending energy (J) 
T_end Ending time set in RCU5000i (%) 
H  Real height of the wall for welding zone (mm) 
W  Real width of the wall for welding zone  (mm) 
RL  Real length of the wall for welding zone (mm) 
Hign Real height of the wall for ignition zone (mm) 
Wign  Real width of the wall for ignition zone (mm) 
Etot  Total energy of the process (J) 
Wend  Real width of the wall for ending zone (mm) 
Hend  Real height of the wall for ending zone (mm) 
Figure 96: Definition of the causal graph. 
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The causal relation which is obtained in the diagram is mostly based on the prior expert 
knowledge and it is based on the observation conducted for 96 experiments in a WAAM process. 
With the selection of the nine variables, it is possible to validate this information and the prior 
knowledge by using the statistical models. Similarly, the integration plot of the Height as the output 
variable is checked along the other inputs. In the Figure 100 the interaction between the variables is 
illustrated. If the interacting diagrams for the corresponding variables follow a parallel curve these 
two variables are not having any interaction or relation on the output. Meanwhile, if the curves 
intersect each other; this means that the two variables are having an interactive relation on the out-
put.  
One other important thing to notice is that these values must be analyzed with scrutinizing 
procedures in order to produce exact rules and models. This has the meaning that for a specific 
range of values the interaction between the parameters vanishes, but for some ranges of values, 
there is an interaction. Moreover, it also assists in the removal of any non-important interaction 
among the parameters and makes the designer focus only on the variables and values that are sig-
nificant with regards of the interaction's effects.  In the following figure the interaction of the Travel 
speed and the torch angle of welding device as one of the instances shows there no effect on the 
Height of the printed material. But in Figure 100 for some of the variables there is a complete inter-
action for all the intervals and for some there only on specific intervals. Note that the values in 
Figure 97 are using a normalized values of the parameters and experimental data.  
 
 
 
 
 
 
 
 
 
 
Another information or knowledge which can be extracted is by using the plot of the data 
versus the output variables and comparing the results with using the main effect plot of the varia-
bles. In this stage, one vital thing to notice when inspecting the one to one plot for the variables is 
that the interaction of the variables must be taken into consideration since the one to one diagrams 
is not showing the real behavior and effect of any change in those parameters on the output. How-
ever, this can be used to validate the interaction of the parameters when one exists in.   
Figure 97: Illustration of the interaction among the parameters on the mean of average Height. 
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 With cross validating these diagrams Figure 98 and the main effects plot Figure 99 for the 
output variable; it is possible to assist design of rules immensely. It also helps the inference engines 
and decision making procedure to act flexible and robust.    
   
 
 
 
 
 
  
Figure 98: Illustration of the variables and their corresponding Height values. 
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Figure 99: Illustration of the main effect plot for the output Height and the other main input variables. 
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 Figure 100: Interaction of the input variables in the WAAM process and the Height variable as the output. 
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Meanwhile, with normalizing the data points and conducting a two way ANOVA test which is 
accompanied by a hypothesis P-test; it is possible to discover the most influential parameters on the 
Height again on the output. The Figure 101 lists all the variables factors with their different levels 
which is normalized.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
The analysis of the variance indicates with the P-values that the difference of the WFR on the 
Height for example has a P-values of zero. In the P-Test if the value of the P become less than a 
specific range for instance the 0.05 or become less than 5 percent it indicates the null hypothesis of 
the effect of the variation is true and the variation the parameter has a significance effect on the 
output variation. Meanwhile if this value is high and usually greater than 0.05 this means that the 
variation is not very significant. According to the Figure 102 the P-value for the WFR, TS, Torch 
Angle, Time of ignition, Time of weld ending and its final current I-end has a significant variation 
on the height. With comparing these values with the diagrams of the main effect plot in Figure 99 
these conclusion could be validated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
As listed in the Figure 102 and with respect to the main effect plot Figure 99: Illustration of the main 
effect plot for the output Height and the other main input variables. the following variable variables has 
the significant impact on the height: 
1. WFR(m/min) 
2. α (°) 
3. TS (m/min) 
 
Figure 101: Illustration of the list of factors information after normalization for the Height output value. 
Figure 102: Illustration of the results of a TWO WAY ANOVA on the WAAM for estimation of the Height. 
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But meanwhile for the ALC (%) the P-Value is 0.121. Though the Pearson correlation of the 
ALC (%) is quite significant Figure 103 but in the Figure 100 the matrix indicates the ALC (%) has 
interaction mostly with all the variables. It is possible to assume the main effect of ALC (%) and 
its role is neutralized. Here we assume that this hypothesis is correct for now and build a model 
only with other listed variables and effective variables. Also, based on the short come of the time 
this study is going to conducted analysis only middle zone of the beads to eliminate the correspond-
ing effective variables related to the other zones Figure 104 these parameters include the t_ign(ms), 
t_end(ms)  and the I_end(A).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In order to construct a fuzzy inference engine and later that to use this engine as a back bone 
of the neuro-fuzzy systems we would consider a model as follow: 
 
 
 
 
 
 
 
 
 
 
 
The precision of the model is very dependable on the quality of the data and especially the 
rules which are define to estimate the output variable. For this purpose the variables are all normal-
ized to attenuate the significate of very big values.  
 
 
 
Figure 103: Illustration of the correlation between input variables and the output Height. 
Figure 104: Bead segmentation to separate the bead zones. 
Figure 105: Illustration of the fuzzy inference engine with 3 inputs and 1 output variable. 
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Based on the main effects plot for the Have Figure 99. It is possible to construct some rules in 
order to construct this type of model. The rules construction is based on membership’s functions 
therefore, the definition and allocation of any type of the membership functions is defining the 
quality of the prints. For the TS and WFR intervals we can allocate four intervals as; 
 
1. High 
2. Medium High 
3. Medium Low 
4. Low 
 
And for the torch angle it is possible to allocate the  
 
1. High 
2. Medium  
3. Low. 
 
Although there are nine different membership functions to test. In this case for the parameters 
trapezoidal-shaped and Gaussian membership functions are selected. The allocation of the values 
and membership function at the moment is manual. However, there are some approaches to allocate 
the rules automatically and based on the ranges. 
 
The allocation of the membership function and the high, low, medium high, medium low is 
selected as follow. For the TS values before 0.57143 are considered as low travel speed, and the 
values until 0.71429 would be medium-low, the 0.85714 is medium high, and finally for the other 
values till TS=1 the membership would be considered as high Figure 106.   
Figure 106: TS vs Height values (top) and Membership function for the TS (down). 
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For the WFR (m/min) parameter the membership functions are allocated as follow but with a 
positive correlation Figure 107 (top right). With a similar procedure, the membership functions for 
this parameter is defined as illustrated in Figure 107 (down) which is also based on the value ranges 
of the WFR (m/min). This parameter is discretized into four categories of values like the TS pa-
rameter. One important thing to note is that these borders are primitive and they can be adjusted 
accordingly to provide the best prediction model.   
Figure 107: WFR (m/min) vs Height and corresponding WFR’s range (top) and Illustration of the membership functions for the WFR.  
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For the torch angle α (°) three membership functions are allocated as Medium, Low and High. 
In this case, we also use a trapezoidal membership function Figure 108. However, the study of the 
choosing and allocating the best membership function for the reason of optimization would be con-
sidered as the future works. But for now and for the torch angle α (°) the membership functions are 
allocated as Figure 109.  
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Figure 109: Illustration of the membership functions for the torch angle. 
Figure 108: α (°) vs height effect plot and the range of values. 
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Finally, for the output it is required based on the Height and its ranges of values to allocate 
four levels of membership. Two triangular membership function is used for medium-low, and me-
dium-high ranges, one trapezoidal for the low range and one Gaussian membership function for the 
high range of values Figure 111. The range of the average height (Have) normalized values changes 
from 0.5 to 1 which this is considered while allocating the membership functions in Figure 110. 
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Figure 110: Illustration of the range of Height’s values for 55 samples. 
Figure 111: Illustration of the membership functions for the Height parameter. 
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As the membership functions for the input and output are obtained and allocated in order to 
conduct the inference, it is required to define the rules corresponding to the membership functions. 
The rules will be defined as follows but it is worth to mention here the quality of the model is very 
dependable also on the way of defining the rules. Therefore, in this case, due to the shortage of 
time, the modeling is studied with few rules but perhaps for the future works it is possible to inves-
tigate and increase the accuracy of the model correspondingly by adjusting and allocating the rules 
optimally.  
 
Based on the interactions and the main effect plots in Figure 99 the main three rules are con-
structed for estimation of the values which are falling in the high category of the Height: 
 
1. IF the travel speed (TS) is medium high (mHigh) OR the wire feed rate (WFR )is medium 
high (mHigh) OR the torch angle α (°)  is low THEN the Height is medium high (mHigh). 
2. IF the travel speed (TS) is medium high (mHigh) OR the wire feed rate (WFR) is medium 
low (mLow) OR the torch angle is medium THEN the Height is medium low (mLow) 
3. IF the travel speed (TS) is low OR wire feed rate (WFR) is high OR the torch angle is high 
THEN the Height is high. 
  
  
Figure 112: illustration of the rules definition in fuzzy toolbox in Matlab. 
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After definition of the rules in order to validate the quality of the inference engine some data 
points as the test has been given to the system and their estimated values are calculated Figure 113. 
 
 
The Figure 114 is presenting the actual test data for WAAM and the predicted values by the fuzzy 
inference engine.  
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Figure 113: Illustration of the fuzzy inference with the corresponding rules define for estimation of the Height. 
Figure 114: Illustration of comparison of the predicted values and actual values for the test data on for the WAAM. 
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In the Table 5 the real data points and the estimated values are shown. This is while the error 
and residual values are calculated accordingly for this fuzzy inference engine. The mean squared 
error MSE is equal to 0.002974 and the standard error or root mean square error RMSE is equal to 
0.05453. Almost 11 percent of the real data point are used for the tests.  
𝑅𝑀𝑆𝐸 = √
∑ (𝐸𝑟𝑟𝑜𝑟𝑖)2
𝑛
𝑖=1
𝑛
 
𝐸𝑟𝑟𝑜𝑟𝑖 = 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 𝑖 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑖 
𝑖 = 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡 𝑖𝑛𝑑𝑒𝑥 
       
𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 
 
 
 
 
 
 
In conclusion, the application of the fuzzy inference systems and the DACM method besides 
the ANOVA technique is presented in this case study. This is while the main influential parameters 
and their corresponding ranges after being obtained by the main effect plot and interaction plot are 
used in the construction of rules and allocation of membership functions. And finally, with the rules 
constructed, a predicting model is offered by the inference engine to estimate the high range values 
of the Height average in the WAAM process. In addition, it has to be mentioned that the rules and 
the membership functions are only allocated based on the obtained ranges while this is required to 
be investigated in future works on how to allocate the membership functions and to define the 
flexibility of these function on the ranges of values. On the other hand, the allocated rules must be 
investigated for other different ranges, and the best performance for the rules and their interaction 
must be defined. Since the rules have the option to receive weights based on the amount of validity 
they have within this system.   
Table 5: Table of prediction results.  
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CONCLUSIONS AND PROSPECTIVE WORKS 
In this section the conclusion for the thesis is presented. Keynotes and results are addressed 
briefly and finally the future works and the implementations are discussed.  
Conclusion  
 As what has been untaken so far, this thesis has addressed a detailed overview of the state of 
the arts and the existing technologies for the additive manufacturing. Also, after that two main 
processes as FDM and WAAM have been selected for the implementation of the methodologies 
existing for modeling and optimization of the processes. Subsequently, some details about these 
processes have been presented with the background and the description of techniques and the envi-
ronment. Then, the existing methodologies have been presented for the artificial neural networks 
and other methods with an illustration of advantageous and disadvantageous.  
    Furthermore, six cases with multiple approximations and modeling techniques have been tested 
on the data which has been obtained through experimental plans, full factorial, and Tagouchi 
method. Multi-layer perceptron and back propagation method has been implemented in several 
cases with known relation and FDM processes and also a physical problem to check the accuracy 
of the estimations. Meanwhile, the results have been compared with some possible classical learn-
ing and approximation methods such as surface response technique.  
    In addition, the data have been tested with a radial based neural network due to the low amount 
of learning samples and the ability of these networks in modeling and dealing with such data sets. 
The best performance models have been obtained, and the results are compared with a known rela-
tion and approximation.  
At the end of the last case study, one possible solution for knowledge extraction using sta-
tistical methods was presented, and the knowledge base has been used in a fuzzy inference system. 
Though the time was short to redo the experiments and implant the neuro-fuzzy networks; however, 
the core inference engine which is the application in the neuro-fuzzy networks too has been tested 
with the experimental data obtained for the WAAM process. The rules have been constructed using 
the knowledge base and infused for approximation in the inference engine. The results have shown 
an excellent approximation model on the test data. However, it still opens the discussion on further 
investigation and tests to generalize the results for all the possible situations.  
This work can be concluded with the presentation of artificial neural networks and their abil-
ity to model the additive manufacturing processes. With the models obtained it is possible to predict 
the values during the process and providing the solution optimizing the quality and quantity of the 
printings.    
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Prospective works  
As what has been conducted in this work the methodologies have been tested based on the 
design of the experiments. These designs have been conducted using prior knowledge existing in 
the literature and so forth. However, as presented in the primary cases the quality of the models and 
their approximation is very dependent on the experimental data. For this case, the data which was 
at hand only had three to four level values. This is while higher number levels for the involving 
parameters can help the neural networks to perform a much better approximation and can reduce 
the amount of error due to lack of training data.  
Also, in this work, only a technique has been tested for the clustering the bead zones. This 
while it is also possible to conduct the non-supervised techniques too and compare the results and 
level of accuracy too.  
Meanwhile, in the last case, the application of the fuzzy systems has been tested for the 
WAAM process and the experimental data. In this case, the accuracy of the approximation in addi-
tion to generalization is depending on the knowledge which is extracted. This is why it keeps the 
discussion open for further investigation on this route and how to provide better solutions and tech-
niques for defining the rules. Besides, in this case the rules had interaction on different levels which 
include the risk of having a weak approximation for some intervals. In this case it is possible to 
investigate more the logical interactions to generate better and concise rules [111].  
Finally, another factor which defines the quality of the inference engine is the allocation of 
the membership functions. Further investigation of the impact of the allocation of these functions 
on the approximation of the outputs on the WAAM process is kept as an open question and it is 
possible to investigate the adaptive neuro-fuzzy inference systems on new and modified experi-
mental data.  
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