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A
mAbstract
Cloud computing takes away much of the need to plan future IT demands from the
consumer, and puts it in the hands of the provider. Consumers don’t need to give
advance notice to start or terminate virtual machines, and can do so in real time to
reflect changing business objectives. It is the task of the cloud IaaS provider to
optimise the use of her infrastructure, and ensure there are enough resources
available. Achieving optimum server utilisation in the data centre is particularly
challenging – advance notification can help the provider to schedule workloads
more efficiently, but this is at odds with one of the key benefits of cloud computing.
In this paper, we propose a pricing method that combines options contracts with
on-demand purchasing. We show that the method can provide consumers with the
flexibility and cost-benefits afforded by cloud computing, and can benefit the
provider by improving server utilisation and therefore reducing energy costs.
Furthermore, we show how provision-point contracts, often used by deal-of-the-day
websites such as Groupon, can further improve the method, making it even more
attractive to the provider.
Keywords: Utility computing, Assurance contracts, Energy-efficient computing,
SchedulingIntroduction
Cloud computing provides consumers with unprecedented levels of consumption flexi-
bility. In principle they can provision new resources as and when required without pro-
viding advance notice, nor specifying for how long those resources will be required. As
users do not have to engage in the capital expenditure of building their own infrastruc-
ture, hiring IT systems support staff, or investing in maintenance of physical machin-
ery, it is generally accepted that on-demand pricing for cloud computing resources
offers financial benefits to consumers [1,2].
But does this flexibility benefit the provider of cloud infrastructure? The provider
must manage her hardware (amongst other elements in her infrastructure), ensuring
there is enough capability to meet demand while at the same time controlling her
costs. The on-demand nature of enterprise cloud computing means that consumers
are not required to supply information to the provider in advance. Planning without
this information is a challenge for the provider, and poor forecasting can be costly.
In the short term, it can be difficult to schedule customer instances to servers effi-
ciently without advance notification of usage. Most cloud computing providers require2012 Rogers and Cliff; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
ttribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
edium, provided the original work is properly cited.
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cient scheduling of virtual machine instances that reduces or minimises the number of
powered servers is a tough challenge [3,4]. With electricity costs being a source of
major expenditure, keeping the number of active servers as low as possible is a priority
for both cost-saving and carbon-footprint reduction.
In the longer term, the provider must ensure capability is available to meet demand,
but when do they invest in new infrastructure? As manufacturing processes improve
and economies of scale increase, the real cost of infrastructure decreases while its
technological capability increases. For that reason, it is better for the provider to wait
for as long as possible before investing in additional capability, so that they get the best
value for money [5]. But how can the provider know when is the best time?
In this paper, we first describe how the use of a type of financial instrument called an
options contract, used in combination with on-demand purchasing, can increase server
utilisation and therefore reduce energy costs. Furthermore, we show that the method
can provide cost-savings to the consumer while retaining the flexibility afforded by
cloud computing.
We extend our method to act as provision-point contracts, often used by deal-of-the-day
websites such as Groupon. We show that our combination of provision-point con-
tracts and options contracts can protect the provider’s revenue in situations where no
advantage is gained as a result of offering such advance reservations. Crucially, our meth-
ods do not increase the provider’s downside risk. That is, in the worst case the final novel
method described here is cost-neutral, and when it is not cost-neutral then the provider
makes a saving.
This paper contributes to the literature on cloud and grid economics, by detailing a
number of pricing schemes that offer commercial benefits to both provider and con-
sumer, while retaining the flexibility of on-demand pricing. Currently, there is limited
research that considers cloud pricing models that can be used in conjunction with on-
demand pricing schemes to provide additional benefits. We believe our schemes can
ease capacity planning issues for the provider, and allow her to make best use of her
physical infrastructure.Enterprise pay-as-you-go pricing schemes
Currently, most infrastructure-as-a-service (IaaS) providers allow users to start virtual
machines as soon as required, and to be subsequently billed for the period the machine
was running. Furthermore, most providers allow their customers to choose from a
number of different sized instances of virtual machines on which applications can be
built – these are referred to as instance types.
Different applications have different requirements for memory, central processing
units (CPUs), and storage. For example, a computationally intensive application (such
as image processing) may require more CPU capability than a web application. For the
provider, this simply means partitioning up the infrastructure on individual servers into
computational units that can then be combined to form different instance types. The
number of computational units determines the size of the virtual CPU (‘vCPU’) available
to the virtual machine. This is relatively simple for memory and storage which can be par-
titioned by dividing the total available in the server by the number of units required.
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straightforward due to the complex scheduling and architecture of multi-core CPUs.
The definition of a computational unit varies between providers of public cloud ser-
vices. Some providers choose to divide a server into a large number of computational
units so that consumers have a finer level of granularity when specifying their CPU
requirements. In this case, the computational unit is often defined as a fraction of a
core or as the number of actual clock cycles available.
Other providers may choose to offer a limited number of computational units for
easier management. One option is to assign one CPU core to one computational unit,
with each unit getting an equal share of memory and storage.
This variation between providers means that there is no standard measure of a com-
putational unit. As such, a fair comparison of cloud performance cannot be made on
published metrics alone, and many providers suggest benchmarking applications on
many different sized instances before choosing a final size [6].
Providers are reluctant to publish details on their datacentre infrastructure and in-
ternal measure of a computational unit. If consumers compare providers using a pub-
lished standard, they will naturally choose the most cost-effective. Providers would
rather engage with consumers in the first instance, and then attempt to persuade them
to choose their service, than not be approached at all.
The largest provider of cloud IaaS is Amazon Web Services (AWS), who offer a max-
imum instance size of 8 computational units. In a typical blade-server motherboard
housing two quad-core CPUs, eight CPU cores are available. If we assume that AWS
would wish to offer a range of instance sizes up to the maximum available, then one
computational unit is equivalent to one physical core. In this paper, we assume the
same relationship, but simulations exploring alternative allocations, such as more than
one unit per physical core, is a topic we plan to explore in future work.
The total capacity of units on a server can be split amongst several virtual machines
of varying sizes. In many commercial deployments, a virtual machine must be fully
contained on a server for it to be able to access the resources assigned to it.
When users purchase virtual machines on-demand, these are started immediately.
The provider might choose to start an instance on the first server where free space is
available, with the objective of keeping the numbers of servers in operation to a mini-
mum – a first-fit algorithm [7]. This strategy might be adopted to reduce power costs
that vary with the number of powered servers, or to reduce the management overhead
of monitoring and managing unused servers. Packing these differently sized virtual
machines into the smallest number of servers is an instance of the combinatorial NP-hard
bin-packing problem.
The provider wants to obtain the maximum utilisation possible across the cloud in-
frastructure so that all servers are all being used to their full capacity. As a result, this
will keep the number of servers that are powered at a minimum, thereby reducing elec-
tricity costs. However, the order of arrival and distribution of virtual machine sizes
demanded affects the utilisation of the cloud infrastructure.
The first-fit algorithm has been shown to use no more than 2 + 1.7b bins, where b is
the minimum number of bins used in the optimum solution [7]. An online bin-packing
algorithm places an item before subsequent items are placed – the first-fit algorithm
has been shown to be the optimum online bin-packing algorithm [8]. This is essentially
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future demand for resources (nor for how long resources will be required), virtual
machines are placed as soon as each request is received.
It is possible to migrate running virtual machines (VMs) from server to server with-
out affecting the machine’s performance. In principle, this can facilitate more efficient
use of servers by shifting VMs from lightly loaded servers onto higher-laden servers
until the lightly-loaded server is unutilised and can be switched into a sleep or off state.
However, performing this on large-scale datacentres is not an option due to the vast
quantities of virtual machines and servers in use, and the potential for network bottle-
necks as a result of the transfer of huge amounts of data [9].
However, if the IaaS provider has a forecast of future usage, she can schedule more
efficiently by sorting customer requirements in descending order of size, and then
assigning these to the first server with available space (offline bin-packing). This is often
referred to as the first fit decreasing algorithm, and has been shown to allocate items
using no more than 1 + (11/9)b bins [10]. An alternative method, known as the lower
bound and reduction (LBR) procedure was proposed by Martello and Toth, which they
claimed aids in reaching an optimum solution [11].
However, obtaining such a forecast has a number of issues. Firstly, how can we incen-
tivise users to provide a forecast instead of just purchasing the resource on-demand?
The obvious solution is to provide them with a benefit, such as cost reduction, offered
in return for their forecast.
Secondly, how do users know what they are likely to use? One of the main benefits of
cloud computing is for users to purchase resources on-demand for immediate execu-
tion without such a forecast being required. Does forecasting negate one of the major
benefits of the cloud?
One solution could be to combine forecasting with on-demand computing. Consu-
mers who can provide some commitment to future resources are rewarded with a cost
benefit. Should they need more resources at a later date, they can simply buy more
resources on-demand and utilise or integrate these with their reserved resources using
the rapid-scalability and integration capability cloud computing provides.
In the finance literature, the advance-reservation purchase of resources for future use
is known as a forward contract, which gives buyers guaranteed access to the resource
in advance of when it is delivered. The buyer is obliged to take ownership of the re-
source, so she must be confident she will require the resource at the date of delivery.
This level of commitment may discourage users to forecast.
An alternative is to allow users to purchase options contracts. These give buyers the
legal right (but not an obligation) to purchase a resource (or underlying asset) for an
agreed price on some later delivery date. The benefit of options is that the users can
pay a small “deposit” to purchase guaranteed future access to a resource without com-
mitting to pay any more should they subsequently find that they do not require the
resources [12].
Wu, Zhang, and Huberman [13] explored the use of options contracts as a pricing
scheme for cloud services, and suggested a two-period model (which we refer to here-
after as the WZH model) that uses an independent third party called the Coordinator.
The Coordinator solicits from each user i a probability estimate pi that is the user’s es-
timate of the probability that they will want to use a resource in the next period. The
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et al.’s original work, they showed that their model was profitable for the resource-
consumers and the Coordinator, but did not discuss if the resource-provider could
benefit from such a scheme.
In this paper, we show how a provider can utilise the model directly, offering options
contracts to its users without an intermediary party, and subsequently use this information
to improve the utilisation of virtual machines running on a scalable cloud infrastructure.
Furthermore, through the use of provision-point contracts commonly used for deal-
of-the-day websites such as Groupon, we improve the model so that customers only re-
ceive a discount if the anticipated demands of the user-population are likely to provide
the provider with a cost-saving. This protects the provider’s revenue, while offering the
prospect of reducing power costs through the reduction of active servers.
Section 3 of this paper presents results from simulation studies where allocating VMs
to servers is conducted via options contracts; the primary finding of section 3 is that
options can offer significant improvements in efficiency, but only for usage patterns
than involve larger instance sizes; for smaller sizes, we find that the method can gener-
ate reductions in efficiency, which is obviously unattractive. Furthermore, customers re-
ceive a discount regardless of whether a reduction in utilisation is achieved. As a result,
the provider loses revenue without any benefit being gained.
In Section 4 we demonstrate that this problem can be reduced or eliminated by com-
bining option and forward contracts with provision-point contracts, and that the com-
bined method using forward contracts does not lead to any reductions in efficiency: the
efficiency of allocations is either unchanged or improved, but never worsened. Further-
more, the method protects the provider’s revenue by only awarding a discount where a
utilisation improvement is realised.
One important factor to bear in mind when reviewing our results is that the very
large numbers of servers in a typical cloud-provider’s datacentre means that relative
improvements expressed as single-digit positive percentages, which might on face value
appear to be trivial, can result in very significant savings when measured in dollar
terms. For example, a reduction of 1% in the number of servers required used may
sound tiny, but in a major cloud data-centre this could translate into reducing infra-
structure needs by thousands of physical server machines. We revisit this point in
Section 5 where, purely for illustrative purposes, we translate the percentage improve-
ments generated by our methods into plausible dollar-valued savings for a major cloud
infrastructure-as-a-service (IaaS) provider.Reservations and probability-based options
In the first period of the WZH model, users purchase an options contract that gives
them the right to subsequently buy a resource for a pre-agreed strike price, with the
“delivery date” being the start of the second period. In the second period, users may
then choose to exercise their option by paying the pre-agreed strike price. If they do
not wish to execute their right, they pay nothing (apart from the price of the contract
already paid in the first period, which is not refunded).
For each user, the price of the contract and the pre-agreed strike price are calculated
using a probability in the range [0,1]. The probability qi is submitted by each user i to
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the probability that she will want to use a resource in the second period. Their submit-
ted probability, qi, does not have to been their actual probability, pi. The Coordinator
aggregates these probabilities and purchases resources on the users’ behalf.
Wu et al. showed via theoretical analysis that, when the WZH model’s parameters
were set with appropriate values:
 The Coordinator could make a profit by providing the service;
 Users are encouraged to submit their probabilities honestly; and
 Users who submit honest probabilities will reduce their costs over time, despite
sometimes purchasing an options contract which is subsequently not executed.
In this paper, we use the truth-telling mechanism proposed by Wu et al. to derive
forecasts of future demand for computing resources from users, which is subsequently
used to schedule virtual machines. The mechanism works as follows:
The price paid by user i for a resource is:
f qið Þ if she needs one unit of resource
g qið Þ if she does not need the resource

Each user submits her true probability so that she expects to pay the least amountlater. User i would expect to pay:
w qið Þ ¼ pif qið Þ þ 1 pið Þg qið Þ
Her optimal submission qi* is determined by the following first order condition:w0 qi
  ¼ pif 0 qi  þ 1 pið Þg0 qi  ¼ 0
For an honest forecast, pi = qiw0 pið Þ ¼ pif 0 pið Þ þ 1 pið Þg0 pið Þ ¼ 0
It is clear that f ' (p) = − k(1 − p) and g ' (p) = kp satisfies this condition, where k > 0.
Therefore, we obtain the following pricing equations that meet the truth telling
condition:
f pð Þ ¼ 1 þ k
2
 kp þ kp
2
2
g pð Þ ¼ kp
2
2
This can be considered an option if g(p) is paid in the first period to reserve the resource,and f(p) – g(p) is paid in the second period should the user wish to use the resource.
In previous work [14], we explored and validated Wu et al.’s claims though simula-
tion experiments and showed that a simple evolutionary optimization process operating
on an initially maximally dishonest pool of users results in the pool of users becoming
more honest over time when interacting with the WZH system.
In [15], we demonstrated how a broker (a third party who buys and sells resources on
her clients behalf) can use the WZH model as a basis for determining when to invest in
longer-term access to cloud computing resources. We showed that the broker can profit in
a number of situations, using a publicly available cloud computing service as the provider.
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assumed the provider would benefit as a result of increased uptake of their services. In
this paper, we use the same pricing scheme as used in our previous work. However, we
now investigate if the WZH model can directly benefit the provider through better vir-
tual machine scheduling.
We propose that the provider can benefit by offering both probability-based options
directly and on-demand pricing, without the need for a third party intermediary. The
mechanism used by the provider is discussed in the next section.
Mechanism
In our ‘combined pricing’ method described below, the provider allows users to pur-
chase options 24 hours in advance (the reservation phase) of when they will be exe-
cuted (the execution phase). Options provide one hour of access to the virtual machine,
and as European Options, they can only be executed at the expiry date.
Users can also purchase on-demand virtual machines which provides one hour of access
to the resource, starting the moment the order is made. We use the pricing equations ori-
ginally proposed by Wu et al. but employ them to define the price of a computational
unit. Thus, the cost of a virtual machine of size n is the cost of n computational units.
Reservation phase
1. In the reservation phase, users may choose to purchase an options contract for a
virtual machine by paying a premium prior to execution phase. They pay:
Pres ¼ ng pð Þ ¼ n kp
2
2
where n is the number of computational units the virtual machine will require (the
‘instance size’), p is the probability it will be required, and k is a constant
introduced by Wu et al. to tune pricing. We use the same value of k = 1.5 used by
Wu et al. for consistency. We also assume that due to the truth-telling condition
being satisfied earlier in this section, users submit honest probabilities.
2. For each instance size, the provider aggregates the probabilities from the entire
user population that a virtual machine of this size will be required at the time of
expiry. This gives the provider the basis of a forecast of how many of each size of
virtual machine will be required.
3. The provider trials a number of bin-packing algorithms with the objective of finding the
method that uses the lowest number of servers that contains all requests from all users
as submitted in the first period. In our simulations, we use the following algorithms:a. First fit decreasing algorithm (FFD)
b. Martello and Toth’s lower bound and reduction procedure (LBR) [11], which
was chosen due to its significantly verified performance and easily replicated
algorithm4. The best-performing algorithm is used to map the forecasted demand for instances
to servers ready for use in the Execution Phase.
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purchasing electricity usage in advance for a discount [16].
Execution phase
6. At the point of execution, users can choose to execute their option, i.e. claim their
right to use a resource. If they want to do this then they pay:
Pexec ¼ n f pð Þ  g pð Þ½  ¼ n 1þ k2 kp
 
7. The provider supplies the user with access to the size of virtual machine requested
previously, using the map created in the Reservation Phase. If the provider has not
mapped enough virtual machines to meet demand, it will start virtual machines
where they will fit using the first-fit algorithm.
8. If a user needs further resources, they will purchase on-demand virtual machines.
The on-demand price is the price of executing an options contract with probability 0,
as this was not forecasted by the user thus they pay the highest price in our model:
Pod ¼ nf 0ð Þ ¼ n 1þ k2
 
9. A rational user will choose to exercise their option on a resource over purchasing aunit of the same resource on-demand, because the on-demand instance will cost more
than the combined prices of the option’s purchase price and its strike price (Figure 1).
For the method to be of benefit, it must:
 reduce costs for the users, thus encouraging them to forecast; and
 reduce the number of active servers in use, thus reducing costs for the provider and
therefore encouraging her to offer discounts for options.
To test this method, a simulation of this market for cloud-computing resources via
options and on-demand purchases was written in Python and deployed on a commer-
cial infrastructure-as-a-service environment.Figure 1 Cost per computational unit of reserving and executing probability-based options
contracts.
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In this section, we present results from simulation studies that compare the efficiency of
allocations via our combined pricing method to the efficiency of allocations using conven-
tional on-demand scheduling. We find that using options contracts can offer significant
efficiency improvements, but only when usage is above a particular threshold: when it is
below that threshold, using options can actually make things worse. Nevertheless in
Section 4 we go on to show how options can be combined with provision-point contracts
to create an improved method that reduces utilisation losses. Furthermore, we show how
provision-point forward contracts can deliver significant gains in efficiency, while prevent-
ing discounts being awarded where no gain in efficiency is realised.
Scenario
Users purchase options up to 24 hours in advance of when they will be exercised. Po-
tentially, other regimes could be used but we have chosen this so that users have a fair
change of predicting future resource requirements, and the provider has enough notice
to benefit from this prediction (e.g. by scheduling workloads, purchasing electricity in
advance, etc.). Options specify one hour of resource-usage, and can be used in combin-
ation with on-demand resources.
For comparison purposes only, we also run a simulation where users may purchase
forward contracts instead of options. This is essentially an advance reservation where
users are obliged to pay for the resource.
In the simulations in this paper, the provider operates a datacentre of homogeneous
servers, due to the cost benefits of bulk purchasing hardware and the convenience of
having a single stock of servers from which replacements can be obtained. The provider
partitions these servers up into computational units which can then be aggregated to-
gether to offer a range of different instance types.
Users can purchase multiple virtual machines instances of any integer size from 1 to
8 computational units; one computational unit provides access to one CPU core for
one hour. We typically simulate a run of 28 consecutive 24-hour days, with no differ-
ence in demand between week-days and weekends: 28 days therefore could be inter-
preted as one calendar month. A month duration of 28 days was chosen so that it
would be easier to conduct future work on reservation periods of 7 days.
It is possible that the provider may have different physical server types to meet spe-
cific needs, such as having servers containing Graphical Processing Units (GPUs) for
image processing applications. In this case, the provider could partition these servers
into computational units too, and therefore offer the consumer a choice of technology,
with a choice of instance types to run upon it. In our experiments, we assume that the
provider uses a single technology and has access to a homogenous datacentre of servers
with 2 × Quad-Core CPUs.
User behaviour
A user’s behaviour is determined by two factors: her market demand profile, and her
product demand split.
A user’s market demand profile determines the resource requirements she will ex-
perience at each hour throughout the simulation. Demand varies smoothly from 0 to 1,
where a demand of 1 means that a user’s maximum demand requirement (40 VMs in
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50% of its maximum, and zero equates to no demand. The atomic unit of consumption
is one computational unit for one hour. To model the dynamic variation in demand
across each working day, and also across longer-term time-scales, five different demand
profiles are used in the simulations. Each demand profile defines the pattern of demand
variation over one 28-day month (672 hourly time-periods):
• Flat profile represents where demand is constant, and hence trivially easy to predict;
• Random profile represents stochastically unpredictable demand;
• Sine profiles (with period of 24 hours) are an approximation to daily rhythms, where
demand varies sinusoidally, peaking in the middle of the day and at a minimum in
the middle of the night. More precisely, in our simulations this sinusoidal demand
pattern peaks around mid-day, and demand can never be negative, so a function of the
form 1 + cos(2πh/24) is used, where h is the hour-number in the day. We have
explored three variations of these sinusoid patterns:
○ Flat Sine represents constant a constant baseline of demand with periodic variations
across each day;
○ Growing Sine represents daily periodic demand, with the baseline increasing steadily
across the month;
○ Shrinking Sine represents daily periodic demand, shrinking through the month.
The demand profiles are illustrated in Figure 2
A user’s product demand split (PDS) defines the probability, for each instance type,
that that instance type will be required in a time period by the user. A user may requireFigure 2 Demand profiles simulated over time period. Demand profiles from top to bottom are Flat
Sine, Increasing Sine, Flat, Decreasing Sine and Random.
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simulate a population where some users might generally require smaller instances,
while others may frequently require larger ones.
In this simulation, we assume that user i has a product demand split that is generated
from a normal distribution defined by its mean μi, and its standard deviation σI, with
the value then thresholded to clip it within the range [0,8], i.e.: PDSi = min(max(0,N
(μi,σi)),8). The mean represents the instance size that is most likely to be demanded by
user i. The standard deviation represents the degree of variation in the distribution of
instance sizes demanded by user i.
This method means that within any time period, a consumer will require a number
of virtual machines of different types. For a user with μi = 4 and σi =0.25, it is likely that
a large number of instance types of size 4 will be required in any time period. However,
it is also possible they will require other instance types in the same time period, but
due to the small standard deviation this will only occur rarely.
For a user with μi = 3 and σi =6.0, instances types of size 6 will be demanded most
frequently in each time period. However, instance types of size 4 or 5 will also be
demanded with roughly the same frequency as size 6 in any time period, due to the lar-
ger standard deviation
Each user’s requirements are generated at random from the thresholded normal dis-
tribution defined by their individual PDSi function. Although the demand patterns are
smooth, individual user’s PDSi functions inject noise into the simulation as a result of
the random selection of product demands from the normal distribution
This is a suitable function for modelling demand across virtual machine sizes, to a
first approximation, for the following reasons. Consumers have two objectives when
choosing a size of virtual machine: first, to ensure the virtual machine can meet the
performance of the application running upon it; and second, to pay the least price to
meet this performance. This reflects the fact that many cloud-computing customers
have broadly similar performance requirements due to the prevalence of standard
“stacks” of applications running on standard operating systems (such as the well-
known “LAMP stack”, involving Linux, Apache, MySQL, and Perl/PHP/Python), so it is
probable that many consumers would choose the same virtual instance size that meets
an acceptable level of performance for the least cost. Nevertheless, some consumers
may need better performance, while others may need to reduce cost further; that is,
some users have a preference for performance over price while others value price over
performance. Consumers could start with a standard size of VM and then increase or
reduce that, to meet their performance or cost requirements.
To determine their probability of future resource demands, our model users employ a
simple prediction based on their immediate history of past usage: each user considers if a
resource was needed at that hour over the past working three days. For example, if a
resource was required at 11 am every day for the past 3 days, the user will reserve a re-
source with probability 1.0 that it will be used at 11 am tomorrow. If a resource was used
two out of three periods, the user will purchase an options contract with probability 0.66
and so on. If the provider offers forward contracts rather than options, then resources can
only be reserved with a probability of 1.0 if it has been used in all three periods.
The provider aggregates probabilities for each instance-size and assigns the expected
number of virtual machines to each server.
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The simulation was deployed on a commercial infrastructure-as-a-service service to
allow parallel processing of multiple experiments1.
To obtain a comparison with an on-demand only provisioning method, the simula-
tion processed exactly the same requests for resources as for the combined-pricing
method. However, each user’s requests were randomly re-ordered to simulate the sce-
nario of users purchasing on-demand resources, where the provider must start virtual
machines immediately wherever space is available.Results
To judge the performance of our model, we monitor two measures: the mean reduction
in cost per computational unit when the users employ combined options and on-
demand purchases; and the reduction in the number of servers needed to service the
combined demands of the users. We express both measures as percentages in compari-
son to results from the same simulation model when configured to run a purely on-
demand purchasing system. In this manner, we compare the performance of the models
against each other, rather than analysing the absolute values of costs and active servers
for each model.
When viewing our results for reduction in server usage, it is important to realise that
the large numbers of servers in a typical cloud data-centre mean that a small percent-
age value, such as a one or two percent reduction, can nevertheless involve the freeing
up of hundreds or thousands of server machines.
Figures 3 and 4 shows the mean server reduction and mean cost saving respectively
using combined pricing via options contracts, as a percentage increase/decrease of the
same measure from on-demand-only pricing, over the course of the simulation for each
product demand split μ and market profile. Figures 5 and 6 show the same measures,
but for combined pricing using forward contracts.
Server usage reduction
From Figure 3, it can be seen that the combined pricing method via options contracts
offers improvements in server utilisation compared to on-demand only pricing, butFigure 3 Mean server reduction using combined pricing with options-contracts compared to on-
demand only pricing.
Figure 4 Mean cost saving using combined pricing with options-contracts compared to on-demand
only pricing.
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seen in the case of combined pricing via forwards contracts (Figure 5). Furthermore,
the combined pricing method using options contracts also makes improvements in ser-
ver utilisation compared to traditional advance reservations (forward contracts) when
the product demand split has a mean greater than three.
When the mean product demand split is three or less, the magnitude of the loss of
utilisation for smaller instances is far greater than the gain in utilisation achieved when
advance-scheduling larger instances. So the combined method using options contracts
does have a benefit over both on-demand and advance reservations, but only when lar-
ger sized virtual machines are demanded by the user population. The provider must be
confident that demand for larger resources is greater than that for smaller resources, or
risk worsening the overall server utilisation.
Consider a partially utilised datacentre, receiving requests for instances in a random,
on-demand fashion. Figure 7 shows such a scenario, where a datacentre of five servers
is partially utilised by virtual machines of varying sizes. In this scenario, an instance of
size three can be placed on any server. An instance of size four can only be placed on
three of the already utilised servers. The instance of size five cannot fit on any partially
utilised server, and a new server must be powered-on to support it.Figure 5 Mean server reduction using combined pricing with forwards-contracts compared to on-
demand only pricing.
Figure 6 Mean cost saving using combined pricing with forwards-contracts compared to on-
demand only pricing.
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chine requests arriving in random order, many of these smaller instances can be placed
on already partially-utilised servers. However, when there is an abundance of larger on-
demand virtual machine requests, it is more difficult to place them and additional ser-
vers must be activated.
As a result of this, the online first-fit algorithm schedules very efficiently when smal-
ler instances are dominant.
The offline first-fit decreasing algorithm also performs very efficiently in advance
scheduling of virtual machines. However, in the execution phase, some users may
choose not to execute their options contracts. When this occurs, many servers are left
under-utilised. The net effect is a drop in utilisation using combined-pricing compared
to on-demand only pricing.
In these experiments, there is a ‘tipping-point’ when the product demand split mean is
4 where the loss in utilisation caused by user’s choosing not to execute their options is less
than the utilisation gained by advance scheduling. We believe the tipping-point is relatedFigure 7 Schematic of on-line virtual machine scheduling in datacentres.
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the maximum server size. Instances that are larger than 50% of the maximum server size
cannot be scheduled together, so efficiencies gained by advance scheduling these are likely
to be greater that for instances smaller than 50% of the maximum server size.
Figure 3 shows that options contracts achieve better utilisation than forward con-
tracts (Figure 5) for larger instance sizes. When options contracts are deployed,
instances are allocated to servers in advance. Subsequently, some users will choose not
to execute their contracts and their allocated instances will not be utilised. However, users
requiring on-demand resources can be given access to these unused instances, which have
been previously mapped in an efficient manner using the bin packing algorithms. In
forward contracts, however, it is not possible to assign requests for on-demand resources
to unutilised instances. As such, new servers must be started for these new instances and
the random order of on-demand instances causes an inefficient mapping.
As the provider aggregates probabilities from the entire user population, if a user
chooses not to execute their options, there is a good chance the mapped space will be
filled by another consumer purchasing on-demand virtual machines.
Consumer cost reduction
Figures 4 and 6 show that consumers make a cost-saving regardless of profile, product
demand split or instrument. However, consumers make a greater cost saving using
options contracts (Figure 4) than forwards contracts (Figure 6), implying consumers
would prefer to use the combined pricing model utilising options contracts.
The cost reduction experienced by consumers is equivalent to the loss in revenue to
the provider. If cost saved through better utilisation (and therefore less server require-
ments) is greater than the revenue lost, then the provider will make a net improvement
in profits. As we discuss in Section 5, the pricing equations can be changed to ensure a
net improvement is obtained. However, the provider often loses revenue as a result of
offering discounts to consumers which subsequently fail to deliver improved utilisation.
As a result, the provider will lose revenue without gaining a tangible benefit in some
situations, which is clearly undesirable.
Tweaking the pricing parameters is unlikely to remedy this, as the nature of the
method is that consumer’s requests must be fulfilled by the provider. In the next sec-
tion, we develop an extension to this method, using provision-point mechanisms, as a
method of protecting against lost revenue.Provision-point contracts
In a provision-point contract (also known as an assurance contract), members of a
group pledge to contribute to an action if some pre-specified threshold condition is
met. Once the threshold point is passed, the action is taken and the public goods are
provided; otherwise no party is required to carry out the action and the monies paid by
the party are refunded [17].
Such a mechanism is used by deal-of-the-day website Groupon. Users make requests
for special offers by purchasing a coupon. When a threshold is reached, the deal is
profitable to the provider and the offer is confirmed. If the threshold is not reached,
consumers are refunded whatever they initially paid for the coupon.
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server utilisation by only confirming options or forward contracts if they are beneficial
to the provider. In the next section, we describe the mechanism in more detail.Mechanism
We propose adding a third period between the previous Reservation and Execution
phase, whereby the provider confirms all contracts only if it is to her benefit.
Period 1 – Contract request
Users make requests for cloud resources to be consumed in the third period, paying a
price Pres to make the request, as defined previously.
Period 2 – Contract confirmation
As in our original method, for each instance size, the provider aggregates the probabil-
ities from the entire user population that a virtual machine of this size will be required
at the time of expiry and uses a number of bin packing algorithms to determine the
least number of servers required. However, additionally the provider attempts a random
order fit.
If the provider finds that the randomised order uses fewer servers than the FFD or
LBR algorithms, it is likely the distribution of resources is such that pre-scheduling is
not beneficial. In this case, the provider will reject all requests and refund any monies
paid in the first period.
Otherwise, the provider confirms all requests and contracts are established.
Period 3 – contract execution
If contracts were established, these users have a right to use the resource, and pay a
price Pexec to access it. They may also buy on-demand instances at cost Pod
If only forward contracts were offered in the first period, users must pay for their re-
source whether they wish to utilize it not.
The provider supplies the user with access to the size of virtual machine requested as
per the best-case allocation found in the second period.
If the provider has not mapped enough virtual machines to meet demand, it will start
virtual machines where they will fit using the first-fit algorithm.
Unlike a traditional provision-point mechanism, the discounted rate is only available
to those who submitted a reservation request previously.Results
Figure 8 shows that when provision-point options contracts are offered, the mean ser-
ver utilisation improves compared to using standard options when smaller instances
are demanded. This is as a result of the provider rejecting contracts in some time peri-
ods where a loss is predicted, thereby improving the utilisation of smaller resources
Figure 8 also shows that when provision-point options contracts are offered, the
mean server utilisation decreases slightly compared to using standard options when lar-
ger instances are demanded. This is due to the provider occasionally being overzealous
Figure 8 Mean server reduction using combined pricing with provision point options-contracts
compared to on-demand only pricing.
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utilisation achieved for larger resources.
When provision-point forward contracts are offered (Figure 9), the mean server util-
isation improves compared to standard forwards. The provider rejects some contracts
in some time periods which it believes will not be beneficial in terms of utilisation,
thereby improving utilisation.
But does the use of provision-point contracts protect the provider’s revenue? In
Figure 10, it can be seen that when options or forward contracts result in improved ser-
ver utilisation, consumers receive a larger discount. When these contracts are found
not to be beneficial to the provider, consumers receive a significantly smaller discount.
This protects the provider from reducing her revenue without gaining an advantage in
terms of server utilisation.
Ideally, where options and forwards are not advantageous to the provider, consumers
should receive no discount. However, the provider’s method for determining if con-
tracts should be established is not perfect, and occasionally the provider confirms con-
tracts where it is subsequently found that no scheduling advantage is realised. This
could potentially be improved by running more random trials prior to confirming con-
tracts, or using a number of other bin packing algorithms.Figure 9 Mean server reduction using combined pricing with provision point forward contracts
compared to on-demand only pricing.
Figure 10 Summary of mean cost reduction using provision-point contracts over on-demand-only
pricing.
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contract type. This discount is greatest using provision-point contracts via options
(Figure 11), which suggest consumers would prefer to use this scheme. However, it was
particularly interesting to note the cost savings achieved by the consumers for pivot-
point future contracts in Figure 12. Consumers are required to pay for the resource if
they have reserved it, which might imply that they that pay more on average as a result
of reserving resources which they subsequently do not use. However, the results show
that consumers will make a saving per computation unit required in spite of sometimes
reserving instances that they subsequently do not use. Significant cost savings are
achieved by consumers for all markets. This indicates that consumers are likely to take
advantage of the method.Discussion
The modest percentage improvement in server utilisation is unlikely to benefit smaller
providers of cloud services, who have a limited number of servers. However, these small
percentage savings could translate into significant financial benefit for larger providers.
Furthermore, as consumers paid less per computational unit using combined pricing,
it is likely that this would act as an incentive, drawing consumers into using the
scheme, and giving the provider more accurate information on future demand.Figure 11 Mean cost saving using combined pricing with provision point options-contracts
compared to on-demand only pricing.
Figure 12 Mean cost saving using combined pricing with provision point futures contracts
compared to on-demand only pricing.
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(black circle) reducing the number of physically located servers in the datacentre;
(black circle) reducing the number of powered-on servers in the datacentre.
The former carries more risk than the latter. The provider would prefer to ensure
they have enough servers to meet unexpected demand by some margin initially. How-
ever, over time as the provider understands patterns of increased growth, she could de-
ploy more servers to meet this demand, which should be less than the demand before
combined pricing was implemented.
The latter option is the easiest to implement and is suitable for providers who have
already invested in infrastructure. Most commercial cloud providers, including the lar-
gest IaaS provider, Amazon Web Services (AWS), are reluctant to publish details about
the size of their infrastructure. However, in a recent blog post, Huan Liu at Stanford
University reported results from studies of IP address allocations to estimate the num-
ber of servers utilised across AWS [18]. He estimated AWS’ total number of servers
across the world at around 450,000, although many assumptions were made. Combined
pricing would reduce the number of powered servers by 7065 in our best case scenario
of a mean 1.57% reduction.
Using the online Hewlett-Packard electricity consumption calculator [19], a typical
HP Proliant 140 server with two CPUs would use about 380 W at peak. At the typical
cost of USD0.062 per kilowatt-hour [20], this translates to running costs on direct elec-
tricity consumption (excluding air conditioning, facilities, etc.) of around $206 per ser-
ver per year. The combined pricing scheme used to power-off unused servers would
save over $1.4 million per annum on direct electricity alone. This is equivalent to a re-
duction in coal-powered carbon production of 23,500 metric tons per annum [21].
In our full set of results, a saving of 5.58% was achieved using PPM with options con-
tracts where the product split mean and standard deviation was 3 and 1 respectively. In
this scenario, the saving would be $5.3 million per annum. This could increase signifi-
cantly if other variable costs such as air conditioning and staffing are also reduced as a
result of the pricing scheme’s better matching of demand to supply.
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sumers. If the cost reduction gained through the reduction in servers is greater than the
revenue lost in discounts, then the method is worth implementing. The cost model can
be simply tweaked such that consumers are incentivised whilst the provider makes a net
saving through server consolidation, either by changing parameters or changing the pri-
cing equations themselves. The key attribute of the pricing equations is that consumers
are incentivised to submit truthfully – a detailed discussion of this can be found in [13].Conclusions and future work
In this paper, we have shown how pricing methods based on probability-based options
contracts can improve datacentre server utilisation, thereby decreasing the number of
active servers required to support demand. This can have significant impact on electri-
city costs and/or carbon footprint.
In the initial approach of using only options contracts, we showed that this could
benefit the provider when larger instances are demanded by the user population. How-
ever, when smaller instances are demanded there is a large drop in utilisation when
using combined-pricing compared to on-demand-only pricing. This is due to inaccur-
acies in advance scheduling as a result of consumers choosing not to execute options
contracts. In this scenario, the provider also loses revenue as a result of offering dis-
counts to customers, which subsequently fails to provide a tangible benefit.
The addition of provision-point contracts, whereby the provider has the opportunity
to analyse the requirements of the user population before committing herself to ad-
vance reservations, was shown to protect the provider’s revenue to some degree. This is
achieved by restricting the discount offered to consumers where the distribution of de-
mand across the user population was not found to create better utilisation. Provision-
point options contracts were found to suffer the same issue as standard options con-
tracts, where dominance of smaller instances creates poor server utilisation. However,
provision-point futures contracts were found to perform well for everyone. Consumers
benefit from a mean cost-saving per computational unit, despite using a simplistic
method to forecast usage and occasionally purchasing resources they subsequently do
not use. The provider benefits through better utilisation regardless of the demand dis-
tribution from the population, and the provider does not lose a large amount of rev-
enue when options and forwards contracts are unlikely to improve server utilisation.
We believe standard options and provision-point options contracts could benefit all
parties, but the provider must be confident that larger virtual machine sizes are gener-
ally in more demand than smaller sizes, or she may suffer losses in utilisation.
The standard options contract scheme is the most attractive for the consumer, as
they have confirmed access to a resource as soon as they make a request. However, the
provider does not have to offer both schemes. If the provider finds that provision-point
futures are more beneficial than options contracts, she can choose to only implement
provision-point futures commercially. In this scenario, consumers are likely to use the
scheme as it is the only method of obtaining cheaper resources from that provider. If
the provider wishes to offer both schemes, she could set cheaper prices for the less
attractive provision-point futures pricing scheme as an incentive. This is an area for
future work.
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equations and parameters are chosen correctly such that a net cost reduction is made.
Currently, non-determinism in the simulation is introduced through the random se-
lection of instance sizes chosen from the product demand split normal distribution. It
would be interesting to add stochastic noise directly to the demand profile to see how
unexpected changes in market demand affect the accuracy of user’s forecasts, and sub-
sequently the utilisation of resources. A range of noise distributions and their para-
meters could be assessed to determine at what point, if any, our pricing model ceases
to offer its benefits.
In this paper, we focused our attention on the case where one computational unit is
defined as one physical core. It would be useful to investigate the model where there
are multiple computational units per core. In the most granular case, consumers could
even specify exactly how many CPU cycles are required by a virtual machine. Using a
typical 2 GHz CPU, consumers could specify how many clock cycles per second their
virtual machine needs, between 1 and 2,000,000,000. Further analysis should also be
conducted on how the model performs in heterogeneous datacentres where different
server specifications are used.
The model needs to be tested thoroughly using a variety of user models, product de-
mand splits and demand profiles. We believe our work could provide the basis for a
commercial implementation.Endnotes
We were initially surprised by the results of our simulations, and so verified the be-
haviour of the mechanism by manually running the algorithm for a smaller number of
users and virtual machines, on a spreadsheet model. Through this laborious process,
we found similar results. Furthermore, we compared log files created from different
parts of the simulation code to ensure data integrity. We are confident that our results
are realistic, and have released the code as open-source from http://www.lsctis.org/
downloads to allow other researchers to review and/or re-use our work.
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