An ability to forecast the likelihood of a patent litigation 1 and timeto-litigation benets companies in many aspects, such as in patent portfolio management, and strategic planning. Thus, we develop predictive models for estimating the likelihood of litigation for patents and the expected time to litigation. Our work focuses on improving the state-of-the-art by relying on a dierent set of features and employing more sophisticated algorithms with realistic data. Specically, we consider potential factors inuencing a patent to be litigated in the model. These features, collected at the issue date of the patent and thus prior to the actual litigation, include textual features, patent's general information as well as nancial information of patent's assignee. Our proposed models are a combination of a clustering approach coupled with an ensemble classication method. With a very low litigation rate of 1 to 2 percent, the results from the models show promising predictability. Financial information and features related to referencing are important indicators to distinguish between litigated and non-litigated patents
INTRODUCTION
Companies typically invest signicant resources in acquiring and developing patents which can protect potential lawsuits in order to build a defensive-patent portfolio. There is uncertainty and difculty to estimate which patents are likely to be litigated which leads to uncertainty in nancial planning. On the other side, patent trolls could improve their portfolio selection by having the ability to accurately indicate whether a patent has a high chance of being contested. The patent trolls could also take advantage of time-to-litigation predictions by better forecasting an exact time to purchase a patent. We develop models using a clustering approach combined with a heuristic technique as well as an ensemble classication methods to predict which patent is likely to be litigated and forecast the time to litigation of disputed patents base on textual and non-textual type features.
Our algorithm relies on an anomaly detection idea which shares the same characteristic of identifying very rare events. The K-means algorithm is implemented as the baseline clustering approach for both models. The distances between a test case and convex hulls of the clusters are computed to determine which class it belongs to. The data set used in our work is highly imbalanced hence a resampling method is implemented prior to tting the classication models. The heuristic technique as well as the ensemble classication method between Support Vector Machine (SVM) and random forest are further used to re-estimate the class of the test case when the designation is too ambiguous from clustering.
Our work has three main contributions. First, we explore other informative features that have not been studied in prior works. We include the number of referenced patents that were litigated, the second layer of references, PageRank score features, nancial information of the patent's assignee as well as textual features in the models. Second, we use clustering methods adapted from anomaly detection models enhanced with a standard classication approach. Finally, we test the performance of all models with the testing data that reects an actual rate of litigations, i.e. the severe imbalance of classes.
RELEVANT WORK
Chien [4] studied various characteristics inuencing the likelihood of a patent litigation. There are weak points in [4] that we address in the work herein. Petherbridge [11] and Kesan et al. [8] discussed limitations of Chien's work in both methodological and usage perspectives. They provided some possible solutions while we address some of these aws by implementing the actual models. Unlike our work, which implements machine-learning algorithms as predictive models, [12] , [9] , [10] and [6] mainly focused on studying determinants of patent lawsuits rather than their prediction.
While our models attempt to predict the litigation likelihood and time-to-litigation, another relevant line of research is predicting the outcome of a litigation [1] , [5] and [7] . Our problem is also related to the anomaly detection task reviewed in [2] where the number of anomalous items (litigation in our case) is relatively small compared to the whole data set.
METHOD 3.1 Features
3.1.1 Textual features. We rely on the assumption that words occurring in a patent contain signicant information in determining the litigation likelihood. A document-term matrix is constructed based on all claims mentioned in the patent by incorporating unigram, bigram and trigram features. The values in the matrix correspond to the term frequency-inverse document frequency (tf-idf) factor. The tf-idf value for a particular word increases if it appears frequently in the document but decreases when it relatively appears often in all documents. The generated matrix is large and thus we select 30 textual features with the highest information gain to be the nal set of textual features.
Non-textual features. Numerical features which are extracted from the patent document include the number of inventors, number of claims, number of words in claims, number of foreign references, number of backward references, number of 2 nd layer of backward references, number of litigated backward references, number of 2 nd layer of litigated backward references, and average of PageRank score of backward references. Also, three categorical features collected from the SEC (the U.S. Securities and Exchange Commission) website including revenue, earnings per share and market share price represent the nancial information of the patent's assignee. Financial data is discounted to the current time and categorized into groups.
THE LITIGATION MODEL
Our rst attempt to predict the litigation likelihood is utilizing the standard classication approach where the supervised learning algorithms of SVM, decision tree, boosted tree, random forest, logistic regression as well as ensemble methods among these algorithms are experimented with. We call this approach pure classication. The classication method performs satisfactorily but not as well as the algorithm named the cluster with ensemble method depicted in Fig. 1 .
In what follows, we treat 1/0 as innity applied to all ratio computations. The ow diagram of the cluster with ensemble algorithm is shown in Fig. 2 . We rst cluster litigated and non-litigated cases in the training set by using the K-means algorithm. The K-means algorithm is an unsupervised learning approach which aims to categorize all records in the data set into a pre-dened number of clusters (k clusters).
In scoring, rst, the distance between a test case and the convex hull constructed with all members in each cluster is computed. The ratio of the distance between the test case to the closest litigated and the closest non-litigated cluster, named the Convex hull distance ratio, is computed. The test case is initially assigned to be litigated if this ratio is smaller than some hyper parameter A, and non-litigated otherwise. We next construct a ball centered at the test case with radius z which is a fraction of hyper parameter X and the distance r between the test case and the closest point of the class to which the test case was previously assigned to. We next compute the ratio between the number of litigated and non-litigated cases falling inside the ball, named the Litigated fraction ratio. If the ratio is lower than some hyper parameter B, the initial litigated label is assigned to be the non-litigated class while the initial non-litigated label remains the same. The ensemble classication model is applied to re-adjust the label when the litigated fraction ratio is greater than hyper parameter B.
The time-to-litigation model
We collect the number of years between a patent's issue date and its rst litigation date and categorize all cases into dierent groups including litigation before 14 years, 7 years, 4 years and 1 year after the issue date of the patent. We use the time-to-litigation groups as the label to t the models. Then, the nal adjustment of a predicted class is implemented by considering that if a patent is predicted to be litigated by year 1, it has to be litigated in later years (by year 4 or 7 or 14). The hierarchical tree indicating time to litigation of the model is illustrated in Fig. 3 .
Figure 3: A hierarchical tree for the time-to-litigation model
We also attempt to simultaneously t a model for all classes while taking the hierarchy of classes into consideration. For the training part, we rst cluster the nal leaf node in the hierarchical tree (T<1 year) using the K-means algorithm and further expand the clusters with other classes in the hierarchical tree. We assign each case from the 1<T<4 years class to the closest T<1 cluster depending on the distance to the convex hull of the clusters. We repeat the process for the remaining classes until we achieve 4 layers of classes. The time-to-litigation class is assigned based on which layer of the convex hulls each test case falls into. The test case is labeled with the closest convex hull it falls inside. For instance, the test case is classied as the T<4 year class if it falls inside the convex hull of the T<4 year class and outside the convex hull of the T<1 year class. If the test case falls outside the convex hull of T<14 years, it is labeled as T<14 years.
Re-sampling
In order to enhance the predictive power of the classication models, the re-sampling technique is used to reduce the unbalancing level in the original data. Specically, we employ Synthetic Minority Over-sampling Technique (SMOTE) [3] , which oversamples the minority class and undersamples the majority class. For the litigation model, the minority and the majority classes used in SMOTE are litigated and non-litigated cases, respectively. We implement SMOTE technique for each label separately for the time-to-litigation model.
DATA COLLECTION
According to USPTO, each patent is categorized into dierent technology classes. We select classes which are good representations of a technology-related industry. We start with classes including keywords "Wireless Network, " "Advertising" and "Telecommunication. " As querying relevant patents for these classes yields a signicant number of patents, we select a random subset of these patents to represent the interested population.
We collect litigation information about the disputed patents and their rst issued date from LexMachina 2 to label each instance in our data set. Textual features and the number of inventors, number of claims, and referencing features are gathered directly from a patent. The three features revenue, earnings per share and market share price capturing the nancial situation of a company were extracted from annual nancial SEC reports. As this data is very limited due to incomplete information of private or small companies who are not obligated to report to SEC, we t the models with three data options diering in the SEC data features: the model without the SEC data, with the SEC data, and with the SEC data after assuming a default value for missing cases. The default value is assumed to be a reasonable value in practice for each keyword separately.
RESULTS
We ran all experiments with multiple replications of 10-fold cross validation to ensure consistency of the results. To evaluate the litigation model's performance, traditional metrics including the confusion matrix, precision and recall as well as the F1-score are computed. For the litigation model, a comparison of the F1-score among dierent keywords and data options is depicted in Fig. 4 . The "Wireless Network" keyword with SEC data assuming no default value yields the highest F1-score of 0.19 for the litigation model. The data option of SEC without default gives the highest F1-score, which is consistent across the three keywords. Comparing among keywords, "Wireless Network" yields the best performance, followed by "Telecommunication" and "Advertising, " respectively. The cluster with ensemble method for SEC without default data option outperforms the pure classication approach for "Wireless Network" and "Telecommunication" keywords. In the time-to-litigation model, "Wireless Network" generally provides the best performance compared to the other keywords in almost all models and all data options except T < 1 class. The cluster with ensemble method performs better for the "Telecommunication" keyword while the pure classication method gives a better performance for the "Wireless Network" and "Advertising" keyword. Utilizing SEC data without default generally performs worse than other data options regardless of the choice of keywords. However, there is no obvious conclusion with respect to cluster with ensemble vs pure classication.
DISCUSSIONS
Excluding SEC data gives worse performance than the other two models. This implies that nancial information is benecial. A litigation is a very rare event with 1 to 2 percent. Our models with SEC without default yield approximately 0.13, 0.2 and 0.5 precision for three keywords (the probability of accurately predicting the litigation of a patent) under an acceptable value of recall. The improvement can be obviously recognized. The time-to-litigation model with SEC without default generally yields the worst performance regardless of keywords due to very limited data. Even though it is clear from the litigation model that enhancing the clustering with ensemble approach gives a better performance, this trend does not continue with the time-to-litigation model.
The features related to the reference knowledge are important indicators for dierentiating between litigated and non-litigated patents. Large numbers of references as well as a large number of litigated referenced patents imply a higher interest in that particular patent. The SEC data of each patent's assignee provides insight into the nancial situation of the company owning the patent and improves the predictive power of the models.
CONCLUSIONS AND FUTURE WORK
The proposed litigation and time-to-litigation models attempt to predict the litigation likelihood and when it would occur. The clustering with ensemble approach are implemented in order to provide reliable predictive models. The problem is very challenging due to the low rate of litigation as well as the diculty in obtaining a complete data set. Hence, better models can possibly be achieved if more complete data sets are accessible. Future work can be done to improve the time-to-litigation model by considering a multi-class multi-label classication which takes hierarchical constraints into account and t the global model [13] . Another direction of future research includes predicting the litigation likelihood of a project based on contractual documents.
