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Cognitive Access Policies under a Primary ARQ process via
Forward-Backward Interference Cancellation
Nicolò Michelusi, Petar Popovski, Osvaldo Simeone,
Marco Levorato, Michele Zorzi
Abstract—This paper introduces a novel technique for access
by a cognitive Secondary User (SU) using best-effort transmission
to a spectrum with an incumbent Primary User (PU), which
uses Type-I Hybrid ARQ. The technique leverages the primary
ARQ protocol to perform Interference Cancellation (IC) at
the SU receiver (SUrx). Two IC mechanisms that work in
concert are introduced: Forward IC, where SUrx, after decod-
ing the PU message, cancels its interference in the (possible)
following PU retransmissions of the same message, to improve
the SU throughput; Backward IC, where SUrx performs IC
on previous SU transmissions, whose decoding failed due to
severe PU interference. Secondary access policies are designed
that determine the secondary access probability in each state
of the network so as to maximize the average long-term SU
throughput by opportunistically leveraging IC, while causing
bounded average long-term PU throughput degradation and SU
power expenditure. It is proved that the optimal policy prescribes
that the SU prioritizes its access in the states where SUrx knows
the PU message, thus enabling IC. An algorithm is provided to
optimally allocate additional secondary access opportunities in
the states where the PU message is unknown. Numerical results
are shown to assess the throughput gain provided by the proposed
techniques.
Index Terms—Cognitive radios, resource allocation, Markov
decision processes, ARQ, interference cancellation
I. INTRODUCTION
Cognitive Radios (CRs) [3] offer a novel paradigm for im-
proving the efficiency of spectrum usage in wireless networks.
Smart users, referred to as Secondary Users (SUs), adapt their
operation in order to opportunistically leverage the channel
resource while generating bounded interference to the Primary
Users (PUs) [4]–[6]. For a survey on cognitive radio, dynamic
spectrum access and the related research challenges, we refer
the interested reader to [6]–[9].
In a standard model for cognitive radio, the PU is a legacy
system oblivious to the presence of the SU, which needs to
satisfy given constraints on the performance loss caused to
N. Michelusi and M. Zorzi are with the Department
of Information Engineering, University of Padova, Italy
({michelusi,zorzi}@dei.unipd.it); P. Popovski is with
the Department of Electronic Systems, Aalborg University, Denmark
(petarp@es.aau.dk); O. Simeone is with the Center for Wireless Com-
munication and Signal Processing Research (CWCSPR), New Jersey Institute
of Technology, New Jersey, USA (osvaldo.simeone@njit.edu); M.
Levorato is with the Ming Hsieh Department of Electrical Engineering,
University of Southern California, Los Angeles, USA, and with Stanford
University, USA (levorato@stanford.edu).
This work is a generalization of [1], presented at the Information Theory
and Applications Workshop in February 2011, and of [2], presented at the 49th
Annual Allerton Conference on Communication, Control, and Computing in
September 2011.
Manuscript received date: Apr. 15, 2012.
Manuscript revised date: Sep. 1, 2012.
the PU (underlay cognitive radio paradigm [8]). Within this
framework, we propose to exploit the intrinsic redundancy, in
the form of copies of PU packets, introduced by the Type-I Hy-
brid Automatic Retransmission reQuest (Type-I HARQ [10])
protocol implemented by the PU by enabling Interference
Cancellation (IC) at the SU receiver (SUrx). We introduce
two IC schemes that work in concert, both enabled by the
underlying retransmission process of the PU. With Forward IC
(FIC), SUrx, after decoding the PU message, performs IC in
the next PU retransmission attempts, if these occur. While FIC
provides IC on SU transmissions performed in future time-
slots, Backward IC (BIC) provides IC on SU transmissions
performed in previous time-slots within the same primary
ARQ retransmission window, whose decoding failed due to
severe interference from the PU. BIC relies on buffering of the
received signals. Based on these IC schemes, we model the
state evolution of the PU-SU network as a Markov Decision
Process [11], [12], induced by the specific access policy used
by the SU, which determines its access probability in each
state of the network. Following the approach put forth by [13],
we study the problem of designing optimal secondary access
policies that maximize the average long-term SU throughput
by opportunistically leveraging FIC and BIC, while causing
a bounded average long-term throughput loss to the PU and
a bounded average long-term SU power expenditure. We
show that the optimal strategy dictates that the SU prioritizes
its channel access in the states where SUrx knows the PU
message, thus enabling IC; moreover, we provide an algorithm
to optimally allocate additional secondary access opportunities
in the states where the PU message is unknown.
The idea of exploiting PU retransmissions to perform IC
on future packets (similar to our FIC mechanism) was put
forth by [14], which devises several cognitive radio protocols
exploiting the hybrid ARQ retransmissions of the PU. Therein,
the PU employs hybrid ARQ with incremental redundancy and
the ARQ mechanism is limited to at most one retransmission.
The SU receiver attempts to decode the PU message in the first
time-slot. If successful, the SU transmitter sends its packet and
the SU receiver decodes it by using IC on the received signal.
In contrast, in this work, we address the more general case
of an arbitrary number of primary ARQ retransmissions, and
we allow a more general access pattern for the SU pair over
the entire primary ARQ window. We also model the interplay
between the primary ARQ protocol and the activity of the
SU, by allowing for BIC. It should be noted that IC-related
schemes are also used in other context, e.g., decoding for
graphical codes [15] and multiple access protocols [16].
Other related works include [17], which devises an oppor-
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Fig. 1. System model
tunistic sharing scheme with channel probing based on the
ARQ feedback from the PU receiver. An information theoretic
framework for cognitive radio is investigated in [18], where
the SU transmitter has non-casual knowledge of the PU’s
codeword. In [19], the data transmitted by the PU is obtained
causally at the SU receiver. However, this model requires a
joint design of the PU and SU signaling and channel state
information at the transmitters. In contrast, in our work we
explicitly model the dynamic acquisition of the PU message
at the SU receiver, which enables IC. Moreover, the PU is
oblivious to the presence of the SU.
The paper is organized as follows. Sec. II presents the
system model. Sec. III introduces the secondary access policy,
the performance metrics and the optimization problem, which
is addressed in Sec. IV. Sec. VI presents and discusses the
numerical results. Finally, Sec. VII concludes the paper. The
proofs of the lemmas and theorems are provided in the
appendix.
II. SYSTEM MODEL
We consider a two-user interference network, as depicted
in Fig. 1, where a primary transmitter and a secondary
transmitter, denoted by PUtx and SUtx, respectively, transmit
to their respective receivers, PUrx and SUrx, over the di-
rect links PUtx→PUrx and SUtx→SUrx. Their transmissions
generate mutual interference over the links PUtx→SUrx and
SUtx→PUrx.
Time is divided into time-slots of fixed duration. Each time-
slot matches the length of the PU and SU packets, and the
transmissions of the PU and SU are assumed to be perfectly
synchronized. We adopt the block-fading channel model, i.e.,
the channel gains are constant within the time-slot duration,
and change from time-slot to time-slot. Assuming that the
SU and the PU transmit with constant power Ps and Pp,
respectively, and that noise at the receivers is zero mean
Gaussian with variance σ2w, we define the instantaneous Signal
to Noise Ratios (SNR) of the links SUtx→SUrx, PUtx→PUrx,
SUtx→PUrx and PUtx→SUrx, during the nth time-slot, as
γs(n), γp(n), γsp(n) and γps(n), respectively. We model the
SNR process {γx(n), n = 0, 1, . . . }, where x ∈ {s, p, sp, ps},
as i.i.d. over time-slots and independent over the different
links, and we denote the average SNR as γ¯x = E[γx].
We assume that no Channel State Information (CSI) is
available at the transmitters, so that the latter cannot allocate
their rate based on the instantaneous link quality, to ensure
correct delivery of the packets to their respective receivers.
Transmissions may thus undergo outage, when the selected
rate is not supported by the current channel quality.
In order to improve reliability, the PU employs Type-I
HARQ [10] with deadline D ≥ 1, i.e., at most D transmissions
of the same PU message can be performed, after which the
packet is discarded and a new transmission is performed (the
PU is assumed to be backlogged). We define the primary ARQ
state t ∈ N(1, D)1 as the number of ARQ transmission at-
tempts already performed on the current PU message, plus the
current one. Namely, t = 1 indicates a new PU transmission,
and the counter t is increased at each ARQ retransmission,
until the deadline D is reached. We assume that the ARQ
feedback is received at the PU transmitter by the end of
the time-slot, so that, if requested, a retransmission can be
performed in the next time-slot.
On the other hand, the SU, in each time-slot, either accesses
the channel by transmitting its own message, or stays idle. This
decision is based on the access policy µ, defined in Sec. III.
The activity of the SU, which is governed by µ, affects the
outage performance of the PU, by creating interference to the
PU over the link SUtx→PUrx. We denote the primary outage
probability when the SU is idle and accesses the channel,
respectively, as2
q(I)pp (Rp) , Pr
(
Rp > C (γp)
)
,
q(A)pp (Rp) , Pr
(
Rp > C
(
γp
1 + γsp
))
, (1)
where Rp denotes the PU transmission rate, measured in
bits/s/Hz, C(x) , log2(1 + x) is the (normalized) capacity
of the Gaussian channel with SNR x at the receiver [20].
This outage definition, as well as the ones introduced later on,
assume the use of Gaussian signaling and capacity-achieving
coding with sufficiently long codewords. However, our analy-
sis can be extended to include practical codes by computing
the outage probabilities for the specific code considered. In (1),
it is assumed that SU transmissions are treated as background
Gaussian noise by the PU. This is a reasonable assumption in
CRs in which the PU is oblivious to the presence of SUs. In
general, we have q(A)pp (Rp) ≥ q(I)pp (Rp), where equality holds if
and only if γsp ≡ 0 deterministically. We denote the expected
PU throughput accrued in each time-slot, when the SU is idle
and accesses the channel, as T (I)p (Rp) = Rp[1−q(I)pp (Rp)] and
T
(A)
p (Rp) = Rp[1− q
(A)
pp (Rp)], respectively.
1We define N(n0, n1) = {t ∈ N, n0 ≤ t ≤ n1} for n0 ≤ n1 ∈ N
2 Herein, we denote the outage probability as q(Z)xy , where x and y are the
source and the recipient of the message, respectively (PU if x, y = p, SU
if x, y = s), and Z ∈ {A, I} denotes the action of the SU (A if the SU is
active and it accesses the channel, I if the SU remains idle). For example,
q
(A)
ps is the probability that the PU message is in outage at SUrx, when SUtx
transmits.
3A. Operation of the SU
Unlike the PU that uses a simple Type-I Hybrid ARQ
mechanism, it is assumed that the SU uses "best effort" trans-
mission. Moreover, the SU is provided with side-information
about the PU, e.g., ARQ deadline D, PU codebook and
feedback information from PUrx (ACK/NACK messages).
This is consistent with the common characterization of the
PU as a legacy system, and of the SU as an opportunistic and
cognitive system, which exploits the primary ARQ feedback
to create a best-effort link with maximized throughput, while
the flow control mechanisms are left to the upper layers. By
overhearing the feedback information from PUrx, the SU can
thus track the primary ARQ state t. Moreover, by leveraging
the PU codebook, SUrx attempts, in any time-slot, to decode
the PU message, which enables the following IC techniques
at SUrx:
• Forward IC (FIC): by decoding the PU message, SUrx
can perform IC in the current as well as in the following
ARQ retransmissions, if these occur, to achieve a larger
SU throughput;
• Backward IC (BIC): SUrx buffers the received signals
corresponding to SU transmissions which undergo outage
due to severe interference from the PU. These transmis-
sions can later be recovered using IC on the buffered
received signals, if the interfering PU message is suc-
cessfully decoded by SUrx in a subsequent primary ARQ
retransmission attempt.
We define the SU buffer state b ∈ N(0, B) as the number
of received signals currently buffered at SUrx, where B ∈
N(0, D− 1)3 denotes the buffer size. Moreover, we define the
PU message knowledge state Φ ∈ {K,U}, which denotes the
knowledge at SUrx about the PU message currently handled by
the PU. Namely, if Φ = K, then SUrx knows the PU message,
thus enabling FIC/BIC; conversely (Φ = U), the PU message
is unknown to SUrx.
Remark 1 (Feedback Information). Note that PUrx needs
to report one feedback bit to inform PUtx (and the SU,
which overhears the feedback) on the transmission outcome
(ACK/NACK). On the other hand, two feedback bits need to
be reported by SUrx to SUtx: one bit to inform SUtx as to
whether the PU message has been successfully decoded, so
that SUtx can track the PU message knowledge state Φ; and
one bit to inform SUtx as to whether the received signal has
been buffered, so that SUtx can track the SU buffer state b.
Herein, we assume ideal (error-free) feedback channels, so
that the SU can track (t, b,Φ), and the PU can track the
ARQ state t. However, optimization is possible with imperfect
observations as well [21].
We now further detail the operation of the SU for
Φ ∈ {K,U}.
1) PU message unknown to SUrx (Φ = U): When Φ = U
and the SU is idle, SUrx attempts to decode the PU message,
so as to enable FIC/BIC. A decoding failure occurs if the rate
of the PU message, Rp, exceeds the capacity of the channel
3 Note that B ≤ D − 1, since the same PU message is transmitted at
most D times by PUtx. Once the ARQ deadline D is reached, a new PU
transmission occurs, and the buffer is emptied.
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Fig. 2. Decodability regions for PU message (rate Rp) and SU message
(rate RsU) at SUrx, for a fixed SNR pair (γs, γps)
PUtx→SUrx, with SNR γps. We denote the corresponding
outage probability as q(I)ps (Rp) = Pr(Rp > C(γps)).
If the SU accesses the channel, SU transmissions are per-
formed with rate RsU (bits/s/Hz) and are interfered by the PU.
SUrx thus attempts to decode both the SU and PU messages;
moreover, if the decoding of the SU message fails due to
severe interference from the PU, the received signal is buffered
for future BIC recovery. Using standard information-theoretic
results [20], with the help of Fig. 2, we define the following
SNR regions associated with the decodability of the SU and
PU messages at SUrx, where Ac denotes the complementary
set of A:4
Γp(RsU, Rp) ,
{
(γs, γps) : RsU ≤ C (γs) , Rp ≤ C (γps) ,
RsU +Rp ≤ C (γs + γps)
}
(2)⋃{
(γs, γps) : RsU > C (γs) , Rp ≤ C
(
γps
1 + γs
)}
(3)
Γs(RsU, Rp) ,
{
(γs, γps) : RsU ≤ C (γs) , Rp ≤ C (γps) ,
RsU +Rp ≤ C (γs + γps)
}
(4)⋃{
(γs, γps) : Rp > C (γps) , RsU ≤ C
(
γps
1 + γs
)}
(5)
Γbuf(RsU, Rp) ,
{
Γp(RsU, Rp) ∪ Γs(RsU, Rp)
}c
(6)⋂{
(γs, γps) : RsU ≤ C (γs)
}
.
The SNR regions (2) and (4) guarantee that the two rates Rp
and RsU are within the multiple access channel region formed
by the two transmitters (PUtx and SUtx) and SUrx [20], so that
both the SU and PU messages are correctly decoded via joint
decoding techniques. On the other hand, in the SNR region (5)
(respectively, (3)), only the SU (PU) message is successfully
4Herein, we assume optimal joint decoding techniques of the SU and PU
messages. Using other techniques, e.g., successive IC, the SNR regions may
change accordingly, without providing any further insights in the following
analysis.
4decoded at SUrx by treating the interference from the PU (SU)
as background noise. If the SNR pair falls outside the two
regions (4) and (5) (respectively, (2) and (3)), then SUrx incurs
a failure in decoding the SU (PU) message. Therefore, when
(γs, γps) ∈ Γs(RsU, Rp), SUrx successfully decodes the SU
message. The corresponding expected SU throughput is thus
given by
TsU(RsU, Rp) , RsUPr ((γs, γps) ∈ Γs(RsU, Rp)) . (7)
Similarly, when (γs, γps) ∈ Γp(RsU, Rp),
SUrx successfully decodes the PU message. We
denote the corresponding outage probability as
q
(A)
ps (RsU, Rp) , Pr ((γs, γps) /∈ Γp(RsU, Rp)). Note
that q(A)ps (RsU, Rp) > q(I)ps (Rp), since SU transmissions
interfere with the decoding of the PU message.
Finally, in (6), the decoding of both the SU and PU
messages fails, since the SNR pair (γs, γps) falls outside both
regions Γp(RsU, Rp) and Γs(RsU, Rp). However, the rate RsU
is within the capacity region of the interference free channel
(RsU ≤ C (γs)), so that the SU message can be recovered via
BIC, should the PU message become available in a future ARQ
retransmission attempt. The received signal is thus buffered at
SUrx. We denote the buffering probability as
ps,buf(RsU, Rp) , Pr ((γs, γps) ∈ Γbuf(RsU, Rp))
= Pr ((γs, γps) ∈ Γs(RsU, 0)) (8)
− Pr ((γs, γps) ∈ Γs(RsU, Rp)) > 0,
where the second equality follows from inspection of Fig. 2.
2) PU message known to SUrx (Φ = K): When Φ = K,
SUrx performs FIC on the received signal, thus enabling
interference free SU transmissions. The SU transmits with rate
RsK, and the accrued throughput is given by TsK(RsK) =
RsKPr (RsK < C(γs)).
We now provide an example to illustrate the use of FIC/BIC
at SUrx.
Example 1. Consider a sequence of 3 primary retransmis-
sion attempts in which the SU always accesses the channel.
Initially, the PU message is unknown to SUrx, hence the PU
message knowledge state is set to Φ = U in the first time-slot,
and the SU transmits with rate RsU. Assume that the SNR pair
(γs(1), γps(1)) falls in Γbuf(RsU, Rp). Then, neither the SU
nor the PU messages are successfully decoded by SUrx, but the
received signal is buffered for future BIC recovery. In the sec-
ond time-slot, (γs(2), γps(2)) ∈ Γs(RsU, Rp) ∩ Γp(RsU, Rp),
hence both the SU and PU messages are correctly decoded
by SUrx, and the PU message knowledge state switches to
Φ = K. At this point, SUrx performs BIC on the previously
buffered received signal to recover the corresponding SU
message. In the third time-slot, SUtx transmits with rate RsK,
and decoding at SUrx takes place after cancellation of the
interference from the PU via FIC.
We now briefly elaborate on the choice of the transmission
rate RsK. Since its value does not affect the outage perfor-
mance at PUrx (1) and the evolution of the ARQ process, RsK
is chosen so as to maximize TsK(RsK). Therefore, from (8)
we obtain
TsK(RsK) ≥TsK(RsU) = TsU(RsU, Rp)
+ ps,buf(RsU, Rp)RsU > TsU(RsU, Rp). (9)
Conversely, the choice of the rate RsU is not as straightfor-
ward, since its value reflects a trade-off between the potentially
larger throughput accrued with a larger rate RsU and the
corresponding diminished capabilities for IC caused by the
more difficult decoding of the PU message by SUrx.
In the following treatment, the rates RsK, RsU and Rp
are assumed to be fixed parameters of the system, and they
are not considered part of the optimization (see Sec. VI for
further elaboration in this regard). For the sake of notational
convenience, we omit the dependence of the quantities defined
above on them. Moreover, for clarity, we consider the case
B = D − 1 in which SUrx can buffer up to D − 1 received
signals. However, the following analysis can be extended to a
generic value of B.
III. POLICY DEFINITION AND OPTIMIZATION PROBLEM
We model the evolution of the network as a Markov
Decision Process [11], [12]. Namely, we denote the state of
the PU-SU system by the tuple (t, b,Φ), where t ∈ N(1, D)
is the primary ARQ state, b ∈ N(0, B) is the SU buffer
state and Φ ∈ {U,K} is the PU message knowledge state.
(t, b,Φ) takes values in the state space S ≡ SU ∪ SK, where
SK ≡ {(t, 0,K) : t ∈ N(2, D)} and SU ≡ {(t, b,U) : t ∈
N(1, D), b ∈ N(0, t− 1)} are the sets of states where the PU
message is known and unknown to SUrx, respectively.
The SU follows a stationary randomized access policy µ ∈
U ≡ {µ : S 7→ [0, 1]}, which determines the secondary access
probability for each state s ∈ S. Note that, from [22], this
choice is without loss of optimality for the specific problem
at hand. Namely, in state (t, b,Φ) ∈ S, the SU is "active", i.e.,
it accesses the channel, with probability µ(t, b,Φ) and stays
"idle" with probability 1 − µ(t, b,Φ). We denote the "active"
and "idle" actions as A and I, respectively.
With these definitions at hand, we define the following
average long-term metrics under µ: the SU throughput T¯s(µ),
the SU power expenditure P¯s(µ) and the PU throughput
T¯p(µ), given by
T¯s(µ) = lim
N→+∞
1
N
E
[
N−1∑
n=0
RsΦn1
(
{Qn = A} ∩O
c
s,n
)∣∣∣∣∣ s0
]
+ lim
N→+∞
1
N
E
[
N−1∑
n=0
RsUBn1(O
c
ps,n)
∣∣∣∣∣ s0
]
, (10)
P¯s(µ) =Ps lim
N→+∞
1
N
E
[
N−1∑
n=0
1 ({Qn = A})
∣∣∣∣∣ s0
]
, (11)
T¯p(µ) = lim
N→+∞
1
N
E
[
N−1∑
n=0
Rp1
(
Ocp,n
)∣∣∣∣∣ s0
]
, (12)
where n is the time-slot index, s0 ∈ S is the initial state in
time-slot 0; Φn ∈ {K,U} is the PU message knowledge state
and Bn is the SU buffer state in time-slot n; Qn ∈ {A, I}
is the action of the SU, drawn according to the access policy
5µ; Os,n and Ops,n denote the outage events at SUrx for the
decoding of the SU and PU messages, so that Ocs,n and Ocps,n
denote successful decoding of the SU and PU messages by
SUrx, respectively; Op,n denotes the outage event at PUrx, so
that Ocp,n denotes successful decoding of the PU message by
PUrx; and 1(E) is the indicator function of the event E. Note
that all the quantities defined above are independent of the
initial state s0. In fact, starting from any s0 ∈ S, the system
reaches with probability 1 the positive recurrent state (1, 0,U)
(new PU transmission) within a finite number of time-slots,
due to the ARQ deadline. Due to the Markov property, from
this state on, the evolution of the process is independent of
the initial transient behavior, which has no effect on the time
averages defined in (10), (11) and (12).
In this work, we study the problem of maximizing the
average long-term SU throughput subject to constraints on
the average long-term PU throughput loss and SU power.
Specifically,
µ∗ = argmax
µ
T¯s(µ) s.t. T¯p(µ) ≥ T
(I)
p (1− ǫPU),
P¯s(µ) ≤ P
(th)
s , (13)
where ǫPU ∈ [0, 1] and P(th)s ∈ [0, Ps] represent the (nor-
malized) maximum tolerated PU throughput loss with respect
to the case in which the SU is idle and the SU power
constraint, respectively. This problem entails a trade-off in the
operation of the SU. On the one hand, the SU is incentivized
to transmit in order to increase its throughput and to optimize
the buffer occupancy at SUrx (i.e., failed SU transmissions
which are potentially recovered via BIC). On the other hand,
SU transmissions might jeopardize the correct decoding of the
PU message at SUrx, thus impairing the use of FIC/BIC, and
might violate the constraints in (13).
Under µ ∈ U , the state process is a stationary Markov chain,
with steady state distribution πµ [12], [23]. πµ(s), s ∈ S, is
the long-term fraction of the time-slots spent in state s, i.e.,
πµ(s) = lim
N→+∞
1
N
∑N−1
n=0 Pr
(n)
µ (s|s0), where Pr
(n)
µ (s|s0) is
the n-step transition probability of the chain from state s0.5
In state (t, b,U), the SU accesses the channel with proba-
bility µ (t, b,U), thus accruing the throughput µ (t, b,U)TsU.
Moreover, if SUrx successfully decodes the PU message (with
probability 1 − q(I)ps − µ(t, b,U)(q(A)ps − q(I)ps )), bRsU bits are
recovered by performing BIC on the buffered received signals,
yielding an additional BIC throughput. Similarly, in state
(t, 0,K), the SU accrues the throughput µ (t, 0,K)TsK. Then,
we can rewrite (10) and (11) in terms of the steady state
distribution and of the cost/reward in each state as
T¯s(µ)=TsUW¯s(µ)+F¯s(µ)+B¯s(µ), P¯s(µ)=PsW¯s(µ), (14)
where the SU access rate W¯s(µ), i.e., the average long-term
number of secondary channel accesses per time-slot, the FIC
throughput F¯s(µ) and the BIC throughput B¯s(µ) are defined
5Similarly to (10), (11) and (12), πµ(s) is independent of the initial state
s0, due to the recurrence of state (1, 0,U).
as
W¯s(µ) ,
∑
s∈S
πµ (s)µ (s) ,
F¯s(µ) ,
∑D
t=2 πµ (t, 0,K)µ (t, 0,K)(TsK − TsU),
B¯s(µ) ,
∑D
t=1
∑t−1
b=0 πµ (t, b,U) bRsU
×
[
1− q
(I)
ps − µ (t, b,U)
(
q
(A)
ps − q
(I)
ps
)]
.
(15)
In (14), TsUW¯s(µ) is the SU throughput attained without
FIC/BIC, while the terms F¯s(µ) and B¯s(µ) account for the
throughput gains of FIC and BIC, respectively. Conversely, the
PU accrues the throughput T (I)p if the SU is idle and T (A)p if
the SU accesses the channel, so that (12) is given by
T¯p(µ) = T
(I)
p − (T
(I)
p − T
(A)
p )W¯s(µ). (16)
The quantity (T (I)p − T (A)p )W¯s(µ) is referred to as the PU
throughput loss induced by the secondary access policy µ [13].
The following result follows directly from (13), (14) and (16).
Lemma 1. The problem (13) is equivalent to
µ∗ = argmaxµ∈U T¯s(µ) (17)
s.t. W¯s(µ) ≤ min
{
(1 − q
(I)
pp )ǫPU
q
(A)
pp − q
(I)
pp
,
P
(th)
s
Ps
}
, ǫW.
In the next section, we characterize the solution of (17). We
will need the following definition.
Definition 1. Let µ be the policy such that secondary access
takes place if and only if the PU message is known to SUrx,
i.e., µ(s) = 1, ∀s ∈ SK, µ(s) = 0, ∀s ∈ SU. We denote
the SU access rate achieved by such policy as ǫth = W¯ (µ).
The system is in the low SU access rate regime if ǫW ≤ ǫth
in (17). Otherwise, the system is in the high SU access rate
regime.
IV. OPTIMAL POLICY
In this section, we characterize in closed form the optimal
policy in the low SU access rate regime, and we present an
algorithm to derive the optimal policy in the high SU access
rate regime.
A. Low SU Access Rate Regime
The next lemma shows that, in the low SU access rate
regime, an optimal policy prescribes that secondary access
only takes place in the states where the PU message is known
to SUrx, with an equal probability in all such states. It follows
that only FIC, and not BIC, is needed in this regime to attain
optimal performance.
Lemma 2. In the low SU access rate regime ǫW ≤ ǫth, an
optimal policy is given by6
µ∗(s) =
ǫW
ǫth
, ∀s ∈ SK, µ
∗(s) = 0, ∀s ∈ SU. (18)
6The optimal policy in the low SU access rate is not unique. In fact, any
policy µ such that µ(s) = 0, ∀s ∈ SU and W¯s(µ) = ǫth is optimal,
attaining the same throughput T¯s(µ) = TsKǫth as (18).
6Moreover, T¯s(µ∗) = TsKǫW, P¯s(µ∗) = PsǫW, and
T¯p(µ
∗) = T
(I)
p − (T
(I)
p − T
(A)
p )ǫW.
Proof: For any policy µ ∈ U obeying the SU access
rate constraint W¯s(µ) ≤ ǫW, we have T¯s(µ) ≤ W¯s(µ)TsK ≤
ǫWTsK. The first inequality holds since W¯s(µ)TsK is the long-
term throughput achievable when the PU message is known a
priori at SUrx, which is an upper bound to the performance;
the second from the SU access rate constraint. The upper
bound ǫWTsK is achieved by policy (18), as can be directly
seen by substituting (18) in (14), (15).
Remark 2. Note that secondary accesses in states SU, where
the PU message is unknown to SUrx, would obtain a smaller
throughput, namely at most TsU + ps,bufRsU ≤ TsK, where
TsU is the "instantaneous" throughput and ps,bufRsU is the
BIC throughput, possibly recovered via BIC in a future ARQ
retransmission. Therefore, SU accesses in states SK are more
"cost effective".
B. High SU Access Rate Regime
In this section, we study the high SU access rate regime
in which ǫW > ǫth, thus complementing the analysis above
for the regime where ǫW ≤ ǫth. It will be seen that, if ǫW >
ǫth, unlike in the low SU access rate regime, the SU should
generally access the channel also in states SU where the PU
message is unknown to SUrx in order to achieve the optimal
performance. Therefore, both BIC and FIC are necessary to
attain optimality. In this section, we derive the optimal policy.
We first introduce some necessary definitions and notations.
Definition 2 (Secondary access efficiency). We define the
secondary access efficiency under policy µ ∈ U in state s ∈ S
as
ηµ (s) =
dT¯s(µ)
dµ(s)
dW¯s(µ)
dµ(s)
. (19)
The secondary access efficiency can be interpreted as fol-
lows. If the secondary access probability is increased in state
s ∈ S by a small amount δ, then the PU throughput loss
is increased by an amount equal to δ(T (I)p − T (A)p )dW¯s(µ)dµ(s)
(from (16)), the SU power is increased by an amount equal
to δPs
dW¯s(µ)
dµ(s) (from (14)), and the SU throughput augments
or diminishes by an amount equal to δ dT¯s(µ)dµ(s) (depending
on the sign of the derivative). Therefore, ηµ (s) yields the
rate of increase (or decrease if ηµ (s) < 0) of the SU
throughput per unit increase of the SU access rate, as induced
by augmenting the secondary channel access probability in
state s. Equivalently, it measures how efficiently the SU can
access the channel in state s, in terms of maximizing the SU
throughput gain while minimizing its negative impact on the
PU throughput and on the SU power expenditure.
Remark 3. It is worth noting that the definition of ηµ (s) given
in Def. 2 is not completely rigorous. In fact, under a generic
policy µ, the Markov chain of the PU-SU system may not be
irreducible [23], so that state s may not be accessible, hence
πµ(s) = 0 and dT¯s(µ)dµ(s) =
dW¯s(µ)
dµ(s) = 0. One example is the idle
policy µ(s) = 0, ∀s: since the SU is always idle, the buffer
at SUrx is always empty, hence states (t, b,U) with b > 0 are
never accessed. To overcome this problem, a formal definition
is given in App. B, by treating the Markov chain of the PU-SU
system as the limit of an irreducible Markov chain. ηµ (s) is
explicitly derived in Lemma 6 in App. B.
We denote the indicator function of state s as δs : S 7→
{0, 1}, with δs(s) = 1, δs(σ) = 0, ∀σ 6= s. Moreover, we
denote the policy at the ith iteration of the algorithm as µ(i).
We are now ready to describe the algorithm that obtains an
optimal policy in the high SU access rate regime. An intuitive
explanation of the algorithm can be found below.
Algorithm 1 (Derivation of the optimal policy).
1) Initialization:
• Let µ(0) be the policy µ(0)(s) = 0, ∀ s ∈ SU,
µ(0)(s) = 1, ∀ s ∈ SK, and i = 0.
• Let S(0)idle ≡ {s ∈ S : µ
(0)(s) = 0} ≡ SU be the set
of states where the SU is idle.
2) Stage i:
a) Compute ηµ(i)(s), ∀ s ∈ S(i)idle and let s(i) ,
argmax
s∈S
(i)
idle
ηµ(i)(s).
b) If ηµ(i)(s(i)) ≤ 0, go to step 3). Otherwise, let
µ(i+1) = µ(i) + δs(i) , S
(i+1)
idle ≡S
(i)
idle \
{
s
(i)
}
.
c) Set i := i+1. If S(i)idle ≡ ∅, go to step 3). Otherwise,
repeat from step 2).
3) Let N = i, the sequence of states (s(0), . . . , s(N−1)) and
of policies (µ(0), . . . , µ(N−1)).
4) Optimal policy: given ǫW,
a) If W¯s(µ(N−1)) ≤ ǫW, then µ∗ = µ(N−1).
b) Otherwise, µ∗ = λµ(j)+(1−λ)µ(j+1), where j,
max
{
i :W¯s
(
µ(i)
)
≤ǫW
}
and λ ∈ (0, 1] uniquely
solves W¯s(λµ(j) + (1 − λ)µ(j+1)) = ǫW.
The algorithm, starting from the optimal policy for the case
ǫW = ǫth (Lemma 2), ranks the states in the set SU in
decreasing order of secondary access efficiency, and iteratively
allocates the secondary access to the state with the highest
efficiency, among the states where the SU is idle. The rationale
of this step is that secondary access in the most efficient
state yields the steepest increase of the SU throughput, per
unit increase of the SU access rate or, equivalently, of the
PU throughput loss and of the SU power expenditure. The
optimality of Algorithm 1 is established in the following
theorem.
Theorem 1. Algorithm 1 returns an optimal policy for the
optimization problem (17).
Proof: See App. C.
V. SPECIAL CASE: DEGENERATE COGNITIVE RADIO
NETWORK SCENARIO
We point out that Algorithm 1 determines the optimal policy
for a generic set of system parameters. However, the resulting
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Fig. 3. Degenerate cognitive radio network
optimal policy does not always have a structure that is easily
interpreted. In this section, we consider a special case of the
general model discussed so far, a degenerate cognitive radio
network, where the activity of the PU is unaffected by the
transmissions of the SU, i.e., the channel gain between the
SU transmitter and the PU receiver is zero.
Consider the scenario depicted in Fig. 3, where PUrx is
outside the transmission range of SUtx, whereas SUrx is
inside the transmission range of both SUtx and SUrx. In this
scenario, the interference produced by SU to PU is negligible.
In contrast, the PU produces significant interference at the
SU receiver. The SU thus potentially benefits by employing
the BIC and FIC mechanisms. We denote this scenario as
a Degenerate cognitive radio network, and we model it by
assuming that the SNR of the interfering link SUtx→PUrx is
deterministically equal to zero, i.e., γsp = 0. From (1), we
then have q(I)pp = q(A)pp , qpp, i.e., the outage performance of
the PU is unaffected by the activity of the SU, and the primary
ARQ process is independent of the secondary access policy.
We define
∆s ,
TsK − TsU − ps,bufRsU
RsU
. (20)
From (9), it follows that ∆s ≥ 0, with equality if RsU = RsK.
Therefore, RsU∆s is the marginal throughput gain accrued in
the states where the PU message is known to SUrx, over the
throughput accrued in the states where the PU message is
unknown (instantaneous throughput TsU plus BIC throughput
ps,bufRsU, possibly recovered in a future ARQ retransmis-
sion). The following lemma proves that, if the marginal
throughput gain ∆s is "small", the secondary accesses in the
high SU access rate regime in a degenerate cognitive radio
network are allocated, in order, to the states in SK (Lemma 2),
then to the idle states (t, b,U) in SU, giving priority to states
with low b and t over states with high b and t, respectively.
An illustrative example of the optimal policy for this scenario
is given in Fig. 4.
Lemma 3. In the degenerate cognitive radio network scenario
with q(A)pp = q(I)pp = qpp, if
∆s <
1− q
(A)
ps
q
(A)
ps − q
(I)
ps
ps,buf , (21)
the sequence of policies (µ(0), . . . , µ(N−1)) returned by Algo-
rithm 1 is such that, ∀i ∈ N(0, N − 1),
µ(i)(s) =1, ∀s ∈ SK, (22)
µ(i)(t, b,U) =
{
1 b < b(i)(t)
0 b ≥ b(i)(t),
, ∀(t, b,U) ∈ SU, (23)
where b(i)(t) is non-increasing in t and non-decreasing in i,
with b(0)(t) = 0 and b(N−1)(t) = b¯max(t), i.e.,
b¯max(t) = b
(N−1)(t) ≥ · · · ≥ b(i)(t) ≥ b(i−1)(t) (24)
≥ · · · ≥ b(0)(t) = 0.
b(i)(1)≥b(i)(2)≥ . . .≥b(i)(t− 1)≥b(i)(t)≥ . . .≥b(i)(D),
(25)
where
b¯max(t) =


TsU
RsU
[
1− qpp
(
q
(A)
ps − q
(I)
ps
)
A0(t+ 1)
]
+
(
1−q(A)ps
q
(A)
ps −q
(I)
ps
ps,buf −∆s
)
×
×qpp
(
q
(A)
ps − q
(I)
ps
)
A0(t+ 1)(
q
(A)
ps − q
(I)
ps
)(
1− qpp(1 − q
(I)
ps )A0(t+ 1)
)


− 1
(26)
and we have defined
A0(τ) ,
1− qD−τ+1pp q
(I)(D−τ+1)
ps
1− qppq
(I)
ps
, (27)
A1(τ) ,
1− qD−τ+1pp
1− qpp
. (28)
Proof: See App. D.
Remark 4. Interestingly, this is the same result derived in our
work [2] for D = 2. However, therein the result was shown
to hold for general q(A)pp ≥ q(I)pp (not necessarily a degenerate
cognitive radio network), whereas Lemma 3 holds for general
D but only for a degenerate cognitive radio network scenario.
The lemma dictates that, in the degenerate cognitive radio
network scenario, the SU should restrict its channel accesses
to the states corresponding to a low primary ARQ index and
small buffer occupancy at the SU receiver. Alternatively, the
larger the ARQ index or the buffer occupancy, the smaller the
incentive to access the channel. By doing so, the SU maxi-
mizes the buffer occupancy in the early HARQ retransmission
attempts, and invests in the future BIC recovery. When the
primary ARQ state t approaches the deadline D, the SU is
incentivized to idle so as to help SUrx to decode the PU
message, thus enabling the recovery of the failed SU trans-
missions from the buffered received signals via BIC, before
the ARQ deadline D is reached and the buffer is depleted.
Moreover, when the buffer state b grows, since q(A)ps > q(I)ps , the
instantaneous reward accrued by staying idle ((1− q(I)ps )bRsU)
approaches and, at some point, becomes larger than the reward
accrued by transmitting (TsU + (1 − q(A)ps )bRsU), hence the
81, 0,U 2, 0,U 3, 0,U 4, 0,U 5, 0,U
2, 1,U 3, 1,U 4, 1,U 5, 1,U
3, 2,U 4, 2,U 5, 2,U
4, 3,U 5, 3,U
5, 4,U
5, 0,K4, 0,K3, 0,K2, 0,K
Fig. 4. Illustrative example of the structure of the optimal secondary access
policy for the degenerate cognitive radio network; the SU is active in the
black states, idle in the white ones, and randomly accesses the channel in
the gray state; the arrows indicate the possible state transitions (transitions to
state (1, 0,U) are omitted).
incentive to stay idle grows. On the other hand, if ∆s is large,
then the marginal throughput gain accrued in the states where
the PU message is known to SUrx, over the throughput accrued
in the states where the PU message is unknown, is large. The
SU is thus incentivized to stay idle in the initial ARQ rounds,
so as to help SUrx decode the PU message. Therefore, for
large ∆s, the optimal policy may not obey the structure of
Lemma 3.
As a final remark, note that, in the degenerate cognitive
radio network scenario, the only limitation to the activity
of the SU is the secondary power expenditure P¯s(µ), since
the primary throughput is unaffected. In the special case
P
(th)
s = Ps in (13), neither the secondary power expenditure
nor the primary throughput degradation limit the activity of
the SU, hence the optimal policy solves the unconstrained
maximization problem µ∗ = argmaxµ T¯s(µ), whose solution
follows as a corollary of Lemma 3.
Corollary 1. In the degenerate cognitive radio network sce-
nario, the solution of the unconstrained optimization problem
µ∗ = argmaxµ T¯s(µ) yields
µ∗(s) =1, ∀s ∈ SK, (29)
µ∗(t, b,U) =
{
1 b < b¯max(t)
0 b ≥ b¯max(t),
, ∀(t, b,U) ∈ SU, (30)
where b¯max(t) is defined in (26).
PU
Rp ≃ 2.52 q
(I)
pp ≃ 0.38 q
(A)
pp ≃ 0.68
SU, RsU = argmaxRs TsU (Rs, Rp)
RsU = 1.12 TsU ≃ 0.59
q
(I)
ps ≃ 0.61 q
(A)
ps ≃ 0.74 ps,buf = 0.26
RsK ≃ 1.91 TsK ≃ 1.10
SU, RsU = RsK
RsU ≃ 1.91 TsU ≃ 0.40
q
(I)
ps ≃ 0.61 q
(A)
ps ≃ 0.88 ps,buf = 0.37
RsK ≃ 1.91 TsK ≃ 1.10
TABLE I
PARAMETERS OF THE SU AND PU, FOR THE SNRS γ¯s = 5, γ¯p = 10,
γ¯ps = 5, γ¯sp = 2.
VI. NUMERICAL RESULTS
We consider a scenario with Rayleigh fading channels, i.e.,
the SNR γx, x ∈ {s, p, sp, ps}, is an exponential random
variable with mean E[γx] = γ¯x. We consider the following
parameters, unless otherwise stated. The average SNRs are
set to γ¯s = γ¯ps = 5, γ¯p = 10, γ¯sp = 2. The ARQ deadline is
D = 5. RsK is chosen as RsK = argmaxRs TsK(Rs). The PU
rate Rp is chosen as the maximizer of the instantaneous PU
throughput under an idle SU, i.e., Rp = argmaxR T (I)p (R).
For the rate RsU, we evaluate the two cases RsU = R∗sU
and RsU = RsK, where R∗sU = argmaxRs TsU(Rs, Rp).
The former maximizes the instantaneous throughput under
interference from the PU, thus neglecting the buffering ca-
pability at SUrx; therefore, the choice RsU = R∗sU reflects a
pessimistic expectation of the ability of SUrx to decode the PU
message and to enable BIC. As to the latter, from (9) we have
RsU = RsK = argmaxRs TsU(Rs, Rp)+ps,buf(Rs, Rp)RsK,
hence RsU = RsK maximizes the sum of the instantaneous
throughput and the future throughput possibly recovered via
BIC, thus reflecting an optimistic expectation of the ability
of SUrx to decode the PU message, which enables BIC. The
PU throughput loss constraint is set to ǫPU = 0.2, and the
constraint on the SU power is set to P(th)s = Ps (inactive).
The resulting values of the system parameters are listed in
Table I.
We consider the following schemes: "FIC/BIC", which
employs both FIC and BIC; the optimal "FIC/BIC" policy is
derived using Algorithm 1 and Lemma 2; "FIC only", which
does not employ the buffering mechanism [1]; "no FIC/BIC",
which employs neither BIC nor FIC. In this case, the SU mes-
sage is decoded by leveraging the PU codebook structure [24];
however, possible knowledge of the PU message gained during
the decoding operation is only used in the slot where the PU
message is acquired, but is neglected in the past/future PU
retransmissions. For "no FIC/BIC", the optimal policy consists
in accessing the channel with a constant probability in all time-
slots, independently of the underlying state, so as to attain
the PU throughput loss constraint with equality. "PM known"
refers to an ideal scenario where SUrx perfectly knows the
current PU message in advance, and removes its interference;
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Fig. 5. SU throughput vs PU throughput. γ¯s = γ¯ps = 5, γ¯sp = 2, γ¯p = 10.
The other parameters are given in Table I.
specifically, SUtx transmits with rate RsK, thus accruing the
throughput TsK at each secondary access; "PM known" thus
yields an upper bound to the performance of any other policy
considered.
In Fig. 5, we plot the SU throughput versus the PU
throughput, obtained by varying the SU access rate constraint
ǫW in (17) from 0 to 1. As expected, the best performance
is attained by "FIC/BIC", since the joint use of BIC and FIC
enables IC at SUrx over the entire sequence of PU retrans-
missions. "FIC only" incurs a throughput penalty (except in
the low SU access rate regime T¯p(µ) ≥ 1.37 where, from
Lemma 2, "FIC/BIC" does not employ BIC), since the SU
transmissions which undergo outage due to severe interference
from the PU are simply dropped. "no FIC/BIC" incurs a
further throughput loss, since possible knowledge about the
PU message is not exploited to perform IC. Concerning the
choice of the transmission rates, we note that the selection
RsU = R
∗
sU outperforms RsU = RsK for the scenario
considered. Note that, with RsU = R∗sU, the SU accrues
a larger instantaneous throughput (TsU), but FIC and BIC
are impaired, since both the buffering probability (8), ps,buf ,
and the probability that SUrx does not successfully decode
the PU message, q(A)ps , diminish. Hence, in this case the
instantaneous throughput maximization has a stronger impact
on the performance than enabling FIC/BIC at SUrx.
In Fig. 6, we plot the SU throughput versus the SNR ratio
γ¯sp/γ¯p, where γ¯p = 5 and RsU = R∗sU. Note that, for
γ¯sp/γ¯p ≤ 0.5, the SU throughput increases. In fact, in this
regime the activity of the SU causes little harm to the PU, and
the constraint on the PU throughput loss is inactive. The SU
thus maximizes its own throughput. As γ¯sp increases from 0
to 0.5γ¯p, the activity of the SU induces more frequent primary
ARQ retransmissions, hence there are more IC opportunities
available and the SU throughput augments. On the other
hand, as γ¯sp grows beyond 0.5γ¯p, the constraint on the PU
throughput loss becomes active, secondary accesses become
more and more harmful to the PU and take place more and
more sparingly, hence the SU throughput degrades.
In Fig. 7, we plot the SU throughput versus the SNR ratio
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Fig. 6. SU throughput vs SNR ratio γ¯sp/γ¯p . PU throughput loss constraint
ǫPU = 0.2. γ¯s = γ¯ps = 5, γ¯p = 10. RsU = R
∗
sU.
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γ¯ps/γ¯s, where γ¯s = 5 and RsU = R∗sU, which is a function of
γ¯ps. We notice that, when γ¯ps = 0, the upper bound is achieved
with equality, since the SU operates under no interference from
the PU. The upper bound is approached also for γ¯ps ≫ γ¯s,
corresponding to a strong interference regime where, with high
probability, SUrx can successfully decode the PU message,
remove its interference from the received signal, and then
attempt to decode the SU message. The worst performance is
attained when γ¯ps ≃ γ¯s/2. In fact, the interference from the
PU is neither weak enough to be simply treated as noise, nor
strong enough to be successfully decoded and then removed.
In Fig. 8, we plot the SU throughput versus the SU rate
ratio RsU/RsK, where RsK ≃ 1.91 is kept fixed. Clearly, "no
FIC/BIC" attains the best performance for RsU = R∗sU, which
maximizes the throughput TsU(RsU, Rp) achieved when nei-
ther FIC nor BIC are used. On the other hand, the performance
of "FIC/BIC" is maximized for a slightly larger value of
RsU. In fact, this value reflects the optimal trade-off between
maximizing the throughput TsU (RsU ≃ 0.59RsK in Fig. 9),
maximizing the buffering probability, ps,buf (RsU → 1), and
minimizing the probability that SUrx does not successfully
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Fig. 8. SU throughput vs SU rate ratio RsU/RsK. RsK ≃ 1.91 is kept
fixed. PU throughput loss constraint ǫPU = 0.2. γ¯s = 5, γ¯sp = 2, γ¯p = 10,
γ¯ps = 5.
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decode the PU message, q(A)ps (RsU → 0). Finally, "FIC only"
is optimized by RsU ≃ 0.52RsK < R∗sU. Since "FIC only"
does not use BIC, this value reflects the optimal trade-off
between maximizing TsU and minimizing q(A)ps (RsU → 0).
In Fig. 10, we plot the SU throughput versus the ARQ
deadline D. We notice that, when D = 1, all the IC
mechanisms considered attain the same performance as "no
FIC/BIC". In fact, this is a degenerate scenario where the PU
does not employ ARQ, hence no redundancy is introduced in
the primary transmission process. Interestingly, by employing
FIC or BIC, the performance improves as D increases. In
fact, the larger D, the more the redundancy introduced by the
primary ARQ process, hence the more the opportunities for
FIC/BIC at SUrx.
VII. CONCLUSION
In this work, we have investigated the idea of leveraging
the redundancy introduced by the ARQ protocol implemented
by a Primary User (PU) to perform Interference Cancellation
(IC) at the receiver of a Secondary User (SU) pair: the SU
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Fig. 10. SU throughput vs ARQ deadline D. PU throughput loss constraint
ǫPU = 0.2. γ¯s = γ¯ps = 5, γ¯sp = 2, γ¯p = 10. RsU = R
∗
sU.
receiver (SUrx), after decoding the PU message, exploits this
knowledge to perform Forward IC (FIC) in the following ARQ
retransmissions and Backward IC (BIC) in the previous ARQ
retransmissions, corresponding to SU transmissions whose
decoding failed due to severe interference from the PU. We
have employed a stochastic optimization approach to optimize
the SU access strategy which maximizes the average long-term
SU throughput, under constraints on the average long-term PU
throughput degradation and SU power expenditure. We have
proved that the SU prioritizes its channel accesses in the states
where SUrx knows the PU message, thus enabling FIC, and
we have provided an algorithm to optimally allocate additional
secondary access opportunities in the states where the PU
message is unknown. Finally, we have shown numerically the
throughput gain of the proposed schemes.
APPENDIX A
In this appendix, we compute T¯s(µ), W¯s(µ) and state
properties of W¯s(µ).
Definition 3. We define Gµ(t, b,Φ), Vµ(t, b,Φ) and
Dµ(t, b,Φ) as the average throughput, the average number
of secondary channel accesses and the average number of
time-slots, respectively, accrued starting from state (t, b,Φ)
until the end of the primary ARQ cycle under policy µ (i.e.,
until the recurrent state (1, 0,U) is reached). Starting from
Xµ(D + 1, b,Φ) = 0, ∀b, ∀Φ ∈ {U,K},7 where Xµ stands
for Gµ, Vµ or Dµ (we write X ∈ {G,V,D}), these are
defined recursively as, for t ∈ N(1, D), b ∈ N(0, t− 1),
Xµ(t, b,U) = xµ(t, b,U)
+Prµ(t+ 1, b,U|t, b,U)Xµ(t+ 1, b,U)
+Prµ(t+ 1, b+ 1,U|t, b,U)Xµ(t+ 1, b+ 1,U)
+Prµ(t+ 1, 0,K|t, b,U)Xµ(t+ 1, 0,K),
Xµ(t, 0,K) = xµ(t, 0,K)
+
[
q
(I)
pp + µ(t, 0,K)(q
(A)
pp − q
(I)
pp )
]
Xµ(t+ 1, 0,K),
(31)
where xµ(t, b,Φ) is the cost/reward accrued in state (t, b,Φ)
and Prµ(·|·) is the one-step transition probability, which can be
7 We introduce the fictitious state (D+1, b,Φ) for notational convenience.
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TABLE II
TRANSITION PROBABILITIES.X ∈ {A, I} DENOTES THE ACTION OF THE SU: ACTIVE (A) OR IDLE (I)
P
P
P
P
P
P
From
To (1, 0,U) (t+ 1, b,U) (t+ 1, b+ 1,U) (t+ 1, 0,K)
X ∈ {A, I} A I A I X ∈ {A, I}
(t, b,U) 1− q
(X)
pp q
(A)
pp (q
(A)
ps − ps,buf) q
(I)
pp q
(I)
ps q
(A)
pp ps,buf 0 q
(X)
pp (1− q
(X)
ps )
(D, b,U) 1 0 0 0
(t, 0,K) 1− q
(X)
pp 0 0 q
(X)
pp
(D, 0,K) 1 0 0 0
derived with the help of Table II by taking the expectation with
respect to the actions SU idle (I, with probability 1− µ(t, b,Φ))
and SU active (A, with probability µ(t, b,Φ)), yielding
Prµ(t+ 1, b,U|t, b,U) = µ(t, b,U)q
(A)
pp
(
q(A)ps − ps,buf
)
+ (1 − µ(t, b,U))q(I)pp q
(I)
ps , (32)
Prµ(t+ 1, b+ 1,U|t, b,U) = µ(t, b,U)q
(A)
pp ps,buf , (33)
Prµ(t+ 1, 0,K|t, b,U) = µ(t, b,U)q
(A)
pp
(
1− q(A)ps
)
+ (1 − µ(t, b,U))q(I)pp
(
1− q(I)ps
)
. (34)
Namely, if X = G (throughput), then xµ(t, b,Φ), Φ ∈
{U,K}, is the expected throughput accrued in state (t, b,Φ),
and is given by
xµ(t, 0,K) = µ(t, 0,K)TsK , gµ(t, 0,K), (35)
xµ(t, b,U) = µ(t, b,U)TsU
+
[
µ(t, b,U)(1 − q(A)ps ) + (1− µ(t, b,U))(1 − q
(I)
ps )
]
bRsU
, gµ(t, b,U), (36)
where the second term in (36) accounts for the successful
recovery of the b SU messages from the buffered received
signals via BIC, when the PU message is decoded by SUrx; if
X = V (secondary access), then xµ(t, b,Φ) is the SU access
probability in state (t, b,Φ), i.e.,
xµ(t, b,Φ) = µ(t, b,Φ) , vµ(t, b,Φ); (37)
finally, if X = D (time-slots), then
xµ(t, b,Φ) = 1 , dµ(t, b,Φ), (38)
corresponding to one time-slot. Moreover, we define, for X ∈
{G,V,D},
X
′
µ(s) ,
dX′µ(s)
dµ(s)
. (39)
The number of visits to state (1, 0,U) up to time-slot n is
a renewal process [25]. Each renewal interval (i.e., the ARQ
sequence in which the PU attempts to deliver a specific packet)
has average duration Dµ(1, 0,U), over which the expected
accrued SU throughput is Gµ(1, 0,U), and the expected
number of secondary channel accesses is Vµ(1, 0,U). Then,
the following lemma directly follows from the strong law of
large numbers for renewal-reward processes [25].
Lemma 4. The average long-term SU throughput and access
rate are given by T¯s(µ) = Gµ(1,0,U)Dµ(1,0,U) and W¯s(µ) =
Vµ(1,0,U)
Dµ(1,0,U)
,
respectively.
We have the following lemma.
Lemma 5. We have
dW¯s(µ)
dµ(s)
≥ 0, ∀s ∈ S, ∀µ ∈ U . (40)
The inequality is strict if and only if state s is acces-
sible from (1, 0,U) under policy µ, i.e., ∃ n > 0 :
Pr(n)µ (s|(1, 0,U)) > 0. Moreover, for all s ∈ S we have
V
′
µ(s)−D
′
µ(s)W¯s(µ) > 0. (41)
Proof: If state s is not accessible from state (1, 0,U)
under policy µ, then the steady state distribution satisfies
πµ(s) = 0, hence W¯s(µ) is unaffected by µ(s). Otherwise,
from Lemma 4 we have that
dW¯s(µ)
dµ(s)
=
dVµ(1,0,U)
dµ(s) −
dDµ(1,0,U)
dµ(s) W¯s(µ)
Dµ(1, 0,U)
∝ V′µ(s)−D
′
µ(s)W¯s(µ), (42)
where ∝ represents equality up to a positive multiplicative
factor, and the right hand side holds since, ∀X ∈ {V,D} and
(t, b,Φ) ∈ S, dXµ(1,0,U)dµ(t,b,Φ) = Pr
(t)
µ (t, b,Φ|1, 0,U)X
′
µ(t, b,Φ).
If s ∈ SK, i.e., s = (t, 0,K), we have
dW¯s(µ)
dµ(t, 0,K)
∝ V′µ(t, 0,K)−D
′
µ(t, 0,K)W¯s(µ)
≥ V′µ(t, 0,K)−D
′
µ(t, 0,K) , Aµ(t), (43)
where, from (31) we have used the fact that D′µ(t, 0,K) =
+(q
(A)
pp − q
(I)
pp )Dµ(t+ 1, 0,K) ≥ 0 and W¯s(µ) ≤ 1.
We now prove by induction that Aµ(t) > 0, ∀ t ∈ N(1, T ),
so that (40) and (41) follow for s ∈ SK. From (31), for t < D,
after algebraic manipulation we obtain
Aµ(t) = 1 + (q
(A)
pp − q
(I)
pp )[Vµ(t+ 1, 0,K)−Dµ(t+ 1, 0,K)]
= 1− q(A)pp + Prµ(t+ 2, 0,K|t+ 1, 0,K)Aµ(t+ 1). (44)
Since Aµ(D) = 1 > 0, we obtain Aµ(t) > 0 by induction.
If s ∈ SU, i.e., s = (t, b,U), we have
dW¯s(µ)
dµ(t, b,U)
∝ V′µ(t, b,U)−D
′
µ(t, b,U)W¯s(µ). (45)
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We prove that V′µ(t, b,U) − D′µ(t, b,U)W¯s(µ) > 0 in two
steps, so that (40) and (41) follow for s ∈ SU. First, we prove
that Cµ(t, b) , D′µ(t, b,U) ≥ 0. Then, since W¯s(µ) ≤ 1, we
obtain
dW¯s(µ)
dµ(t, b, 0)
∝ V′µ(t, b,U)− Cµ(t, b)W¯s(µ)
≥ V′µ(t, b,U)−D
′
µ(t, b,U) , Bµ(t, b). (46)
Finally, we prove that Bµ(t, b) > 0.
Proof of Cµ(t, b) ≥ 0: from (31), for t < D we have
Cµ(t, b) =(q
(A)
pp (1− q
(A)
ps )− q
(I)
pp (1− q
(I)
ps ))Dµ(t+ 1, 0,K)
+ (q(A)pp (q
(A)
ps − ps,buf)− q
(I)
pp q
(I)
ps )Dµ(t+ 1, b,U)
+ q(A)pp ps,bufDµ(t+ 1, b+ 1,U). (47)
Using the recursions (31) and rearranging the terms, we obtain
the recursive expression
Cµ(t, b)=Prµ(t+2, b+2,U|t+ 1, b+ 1,U)Cµ(t+ 1, b+ 1)
+ q(A)pp −q
(I)
pp + Prµ(t+ 2, b,U|t+ 1, b,U)Cµ(t+ 1, b)
+
[
(1− µ(t+ 1, 0,K))q(I)pp (1− q
(I)
ps )
+µ(t+ 1, 0,K)q(A)pp (1− q
(A)
ps )
]
(q(A)pp − q
(I)
pp )Dµ(t+ 2, 0,K).
Since Cµ(D, b) = 0, ∀ b ∈ N(0, D − 1), it follows by
induction on t that Cµ(b, t) ≥ 0.
Proof of Bµ(t, b) > 0: From (31), for t < D we obtain
the following recursive expression for Bµ(t, b), after algebraic
manipulation,
Bµ(t, b) = 1− q
(A)
pp + Prµ(t+ 2, b,U|t+ 1, b,U)Bµ(t+ 1, b)
+ Prµ(t+ 2, b+ 2,U|t+ 1, b+ 1,U)Bµ(t+ 1, b+ 1)
+
[
(1− µ(t+ 1, 0,K))q(I)pp (1− q
(I)
ps )
+µ(t+ 1, 0,K)q(A)pp (1− q
(A)
ps )
]
Aµ(t+ 1), (48)
here Aµ(t) is defined in (43). The result follows by induction,
since Bµ(D, b) = 1 > 0 and Aµ(t+ 1) > 0.
APPENDIX B
In this appendix, we give a rigorous definition of secondary
access efficiency, thus complementing Def. 2. Moreover, in
Lemma 6, we derive it. We recall that Pr(n)µ (s|s0) is the n-
step transition probability of the chain from s0 to s.
Definition 4. Let µ˜ ∈ U be a policy such that ∃n > 0 :
Pr
(n)
µ˜ (s|(1, 0,U)) > 0, and µυ = (1 − υ)µ + υµ˜, where
υ ∈ (0, 1], µ ∈ U . We define the secondary access efficiency
under policy µ in state s ∈ S as
ηµ (s) = lim
υ→0+
dT¯s(µυ)
dµυ(s)
dW¯s(µυ)
dµυ(s)
∣∣∣∣∣∣
µυ
.
Remark 5. Notice that the condition ∃ n > 0 :
Pr
(n)
µ˜ (s|(1, 0,U)) > 0 guarantees that state s is accessible
from state (1, 0,U) under policy µυ , for υ > 0. Under this
condition, dW¯s(µ)dµ(s) > 0 (Lemma 5 in App. A), hence the
fraction within the limit is well defined for υ > 0 and in the
limit υ → 0+. One such policy µ˜ is µ˜(s) = 0.5, ∀s ∈ S.
Using Lemma 4 and Def. 3 in App. A and Def. 4, ηµ (s)
can be derived according to the following lemma.
Lemma 6. We have ηµ (s) =
G
′
µ(s)−D
′
µ(s)T¯s(µ)
V′µ(s)−D
′
µ(s)W¯s(µ)
.
Remark 6. This is well defined, since V′µ(s)−D′µ(s)W¯s(µ) >
0 from Lemma 5 in App. A.
APPENDIX C
Proof of Theorem 1: In the first part of the theorem,
we prove that, by initializing Algorithm 1 with the idle policy
µ(0), µ(0)(s) = 0, ∀s ∈ S, and with the set of idle states
S
(0)
idle ≡ S, we obtain an optimal policy. In the second part of
the proof, we prove the optimality of the specific initialization
of Algorithm 1 for the high SU access rate regime.
Let µ˜ be a policy under which all states s ∈ S are accessible
from state (1, 0,U), i.e., ∃ n > 0 : Pr(n)µ˜ (s|(1, 0,U)) > 0.
One such policy is µ˜(s) = 0.5, ∀s ∈ S. Consider a modified
Markov Decision Process, parameterized by υ ∈ (0, 1),
obtained by applying the policy (1− υ)µ+ υµ˜ to the original
system, where µ ∈ U . Since µ, µ˜ ∈ U and υ ∈ (0, 1), it
follows that (1 − υ)µ + υµ˜ ∈ U . We define T¯s(µ, υ) ,
T¯s((1 − υ)µ + υµ˜) and W¯s(µ, υ) , W¯s((1 − υ)µ + υµ˜),
and we study the problem
µ∗(υ) =argmaxµ∈U T¯s(µ, υ) s.t. W¯s(µ, υ) ≤ ǫW, (49)
where the parameter υ is small enough to guarantee a feasible
problem, i.e., ∃ µ ∈ U : W¯s(µ, υ) ≤ ǫW. (17) is obtained
in the limit υ → 0+. Notice that, ∀ µ ∈ U , under policy
(1 − υ)µ + υµ˜, all the states s ∈ S are accessible from
state (1, 0,U), and the Markov chain is irreducible. Hence,
from Lemma 5 in App. A, W¯s(µ, υ) is a strictly increasing
function of µ(s), ∀s ∈ S. This is an important assumption in
the following proof.
Let D ⊂ U be the set of all the deterministic policies,
and Gυ =
{(
W¯s(µ, υ), T¯s(µ, υ)
)
, µ ∈ D
}
. With the help of
Fig. 11, for any µ ∈ U , we have that
(
W¯s(µ, υ), T¯s(µ, υ)
)
∈
conv(Gυ), where conv(Gυ) is the convex hull of the
set Gυ . In particular, for the optimal policy we have(
W¯s(µ
∗(υ), υ), T¯s(µ
∗(υ), υ)
)
∈ bd(Gυ), where bd(Gυ) de-
notes the boundary of conv(Gυ).
Algorithm 1 determines the sequence of vertices of the
polyline bd(Gυ) in the limit υ → 0+ (bold line in Fig. 11).
For υ > 0, starting from the leftmost vertex of bd(Gυ),
achieved by the idle policy µ(0)(s) = 0, ∀s ∈ S (this
follows from the fact that W¯s(µ, υ) is a strictly increasing
function of µ(s), hence it is minimized by the idle policy),
the algorithm determines iteratively the next vertex of bd(Gυ)
as the maximizer of the slope
µ(i+1) = argmax
µ∈D:W¯s(µ,υ)>W¯s(µ(i),υ)
T¯s(µ, υ)− T¯s(µ(i), υ)
W¯s(µ, υ)− W¯s(µ(i), υ)
. (50)
Since (17) has one constraint, the optimal policy µ∗(υ) is
randomized in one state [22], and hence each segment on
the boundary bd(Gυ) between pairs (W¯s(µ(i), υ), T¯s(µ(i), υ))
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Fig. 11. Geometric interpretation of problem (49)
achievable with deterministic policies is attained by a policy
that is randomized in only one state. It follows that µ(i) and
µ(i+1) differ in only one state. Moreover, in (50) the max-
imization is over µ ∈ D such that W¯s(µ, υ) > W¯s(µ(i), υ),
i.e., since W¯s(µ, υ) is a strictly increasing function of µ(s) and
µ(i+1) and µ(i) differ in only one position, µ(i+1) is obtained
from µ(i) by allocating one more secondary access to a state
which is idle under µ(i). In (50), the maximization is thus
over
{
µ(i) + δs : s ∈ S
(i)
idle
}
, and, after algebraic manipula-
tion, µ(i+1) in (50) maximizes
max
s∈S
(i)
idle
T¯s(µ
(i)+ δs, υ)− T¯s(µ(i), υ)
W¯s(µ(i)+ δs, υ)− W¯s(µ(i), υ)
= max
s∈S
(i)
idle
η(1−υ)µ(i)+υµ˜(s).
Stage i of the algorithm is thus proved. If η(1−υ)µ(i)+υµ˜(s) ≤
0, we have W¯s
(
µ(i) + δs, υ
)
> W¯s
(
µ(i), υ
)
and
T¯s
(
µ(i) + δs, υ
)
≤ T¯s
(
µ(i), υ
)
. If this condition holds
∀ s ∈ S
(i)
idle, any next vertex of the polyline bd(Gυ) yields a
decrease of the SU throughput and a larger SU access rate,
hence a sub-optimal set of policies, and the algorithm stops.
By construction, the algorithm returns a sequence of policies
(µ(i), i ∈ N(0, N − 1)), characterized by strictly increasing
values of the SU throughput and of the SU access rate.
The optimal policy belongs to the polyline with vertices
Vυ ≡ {(W¯s(µ(i), υ), T¯s(µ(i), υ)), i ∈ N(0, N − 1)}, denoted
by pl(Vυ) in Fig. 11. Then, (17) becomes equivalent to
T
∗(υ)
s = max
(Ws,Ts)∈Vυ
Ts s.t. Ws ≤ ǫW, whose solution is given
in the last step of Algorithm 1. The result finally follows for
υ → 0+.
To conclude, we prove the initialization of Algorithm 1
for the high SU access rate. Let (µ(0), . . . , µ(N−1)) and
(s(0), . . . , s(N−1)) be the sequence of deterministic poli-
cies and of states returned by Algorithm 1, obtained
by initializing the algorithm as in the first part of the
proof. Let D0 ≡ {µ ∈ D : µ(t, 0, 0) = 0 ∀ t ∈ N(1, T )},
D˜0 ≡ {µ ∈ D0 : µ(s) = 1, ∀s ∈ SK}, and N0 , max{i ∈
{0, . . . , N − 1} : W¯s(µ(i)) < ǫth}. We prove that µ(N0+1) ∈
D˜0, i.e., µ(N0+1)(s) = 1, ∀s ∈ SK. From the definition of
D˜0 and the construction of the algorithm, it follows that, for
i > N0, µ
(i)(s) = 1, ∀ s ∈ SK. Moreover, from Lemma 7,
W¯s(µ
(N0+1)) = ǫth. Hence, for the high SU access rate ǫ >
ǫth, the optimal policy µ∗ obeys µ∗(s) = 1, ∀s ∈ SK. Then,
letting U1 ≡ {µ ∈ U : µ(s) = 1, ∀s ∈ SK}, the optimization
problem (17) can be restricted to the set of randomized policies
µ ∈ U1 ⊂ U when ǫ > ǫth. Equivalently, secondary accesses
taking place in SU can be obtained by initializing the algorithm
with µ(0)(s) = 0, s ∈ SU, µ(0)(s) = 1, s ∈ SK, S(0)idle ≡ SU.
The initialization of Algorithm 1 is thus proved.
Proof of µ(N0+1) ∈ D˜0: We prove by induction that µ(i) ∈
D0 \ D˜0, ∀i ≤ N0 and µ(N0+1) ∈ D˜0. Assume that, for some
i ≥ 0, µ(j) ∈ D0 \D˜0, ∀j ≤ i. From Lemma 7, it follows that
N0 ≥ i. This clearly holds for i = 0. We show that this implies
that either µ(i+1) ∈ D0 \ D˜0, hence N0 > i, thus proving the
induction step, or µ(i+1) ∈ D˜0, hence N0 = i, thus proving
the property. The result follows since N0 ≤ 1+ |S| <∞ (i.e.,
i = N0 is reached within a finite number of steps).
From Lemma 8, ηµ(i)(s) = TsK > 0, ∀s ∈ SK ∩ S
(i)
idle
and ηµ(i)(t, 0,U) < TsK, ∀t ∈ N(1, D), hence, from the main
iteration stage of the algorithm it follows that µ(i+1) ∈ D0.
In particular, if µ(i+1) ∈ D0 \ D˜0, then N0 > i from Lemma
7. On the other hand, if µ(i+1) ∈ D˜0, then, from Lemma 7,
N0 = i. The property is thus proved.
Lemma 7.
W¯s(µ) < ǫth, ∀µ ∈ D0 \ D˜0 and W¯s(µ) = ǫth, ∀µ ∈ D˜0.
Proof: Let µ ∈ D˜0. Since the states (t, b,U) with b > 0
are not accessible from (1, 0,U) under µ, the transmission
probability µ(t, b,U), b > 0, does not affect W¯s(µ). Then,
from Def. 1, we have W¯s(µ) = ǫth.
Let µ ∈ D \ D˜0. Letting Sµ = {s ∈ SK : µ(s) = 0}, we
have that µ+
∑
s∈Sµ
δs ∈ D˜0. Finally, since every s ∈ Sµ is
accessible from (1, 0,U) under µ, and Sµ is non-empty, from
Lemma 5 in App. A and the previous case, it follows that
W¯s(µ) < W¯s(µ+
∑
s∈Sµ
δs) = ǫth.
Lemma 8. Let µ ∈ U such that µ(t, 0,U) = 0 ∀ t ∈ N(1, D).
Then, ηµ(t, 0,U) < TsK and ηµ(t, 0,K) = TsK, ∀t.
Proof: Let µ ∈ U such that µ(t, 0,U) = 0 ∀ t ∈ N(1, D).
It follows that the states (t, b,U) with b > 0 are not accessible,
hence their steady state probability satisfies πµ(t, b,U) =
0, ∀ t, ∀ b > 0. It is then straightforward to show, by
using the recursion (31), that Gµ(t, 0,U) = TsKVµ(t, 0,K),
Gµ(t, 0,K) = TsKVµ(t, 0,K) and T¯s(µ) = TsKW¯s(µ).
Then, using these expressions, the recursion (31) and Lemma
6, we obtain ηµ(t, 0,K) = TsK and
ηµ(t, 0,U) = TsK −
TsKV
′
µ(t, 0,U)−G
′
µ(t, 0,U)
V′µ(t, 0,U)−D
′
µ(t, 0,U)W¯s(µ)
. (51)
We now prove that ηµ(t, 0,U) < TsK, which proves the
lemma. Equivalently, using Lemma 5 in App. A and (31),
we prove that
TsKV
′
µ(t, 0,U)−G
′
µ(t, 0,U) = (TsK − TsU) (52)
+ q(A)pp ps,buf [TsKVµ(t, 1,U)−Gµ(t, 1,U)] > 0.
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Letting
Mµ(t, b) = b(TsK − TsU) (53)
+ q(A)pp ps,buf [TsKVµ(t, b,U)−Gµ(t, b,U)] > 0, ∀ t, b ≥ 1,
(52) is equivalent to Mµ(t, 1) > 0. We now prove by induction
that Mµ(t, b) > 0, ∀ t, b ≥ 1, yielding (52) as a special
case when b = 1. For t = D + 1 we have Mµ(D + 1, b) =
b(TsK−TsU) > 0, since TsK > TsU and b ≥ 1. Now, let t ≤ D
and assume Mµ(t + 1, b) > 0. Using (31), after algebraic
manipulation we obtain
Mµ(t, b) = b(TsK − TsU) + q
(A)
pp ps,bufµ(t, b,U)(TsK − TsU)
− q(A)pp ps,buf
[
1− µ(t, b,U)q(A)ps − (1 − µ(t, b,U))q
(I)
ps
]
bRsU
+ Prµ(t+ 1, b,U|t, b,U)[Mµ(t+ 1, b)− b(TsK − TsU)]
+ Prµ(t+ 1, b+ 1,U|t, b,U)Mµ(t+ 1, b)
− Prµ(t+ 1, b+ 1,U|t, b,U)(b+ 1)(TsK − TsU). (54)
Finally, since Mµ(t + 1, b) > 0 by the induction hypothesis,
using inequality (9) we obtain
Mµ(t, b) > ps,bufbRsU
(
1− q(A)pp
)
+ ps,bufbRsU(1− µ(t, b,U))q
(I)
ps (q
(A)
pp − q
(I)
pp ) > 0, (55)
which proves the induction step. The lemma is proved.
APPENDIX D
Proof of Lemma 3: Let D ⊂ U be the set of all the
deterministic (non-randomized) policies. Let
D˜ ≡ {µ ∈ D : µ(t, b,U) = 1, ∀t, b < b(t);
µ(t, b,U) = 0, ∀t, b ≥ b(t); µ(s) = 1, s ∈ SK;
∃ b(·) : b(t+ 1) ≤ b(t) ∀t} .
By inspection, we have that the sequences of policies (22) are
such that µ(i) ∈ D˜, ∀i ∈ N(0, N − 1). Therefore, the first
part of the lemma states that µ(i) ∈ D˜, ∀i ∈ N(0, N − 1).
We prove this property by induction. Namely, we show that
µ(i) ∈ D˜ ⇒ µ(i+1) ∈ D˜. Then, since µ(0) ∈ D˜ (initialization
of Algorithm 1) it follows that µ(i) ∈ D˜, ∀i. Let µ(i) ∈ D˜,
i.e., µ(i) is given by (22) for some b(i)(t) non-increasing in t.
The set of idle states is then given by
S
(i)
idle ≡
{
(t, b,U) ∈ SU : t ∈ N(1, D), b ≥ b
(i)(t)
}
. (56)
We then prove that, under the hypotheses of the lemma,
ηµ(i)(t, b,U) > ηµ(i)(t, b + 1,U) and ηµ(i)(t, b,U) > ηµ(t +
1, b,U), ∀(t, b,U) ∈ S
(i)
idle. It follows that the SU access
efficiency is maximized by the state in the idle set S(i)idle with
the lowest value of the primary ARQ state t, among the states
with the same buffer occupancy b, and with the fewest number
of buffered received signals b, among the states with the same
primary ARQ state t. Therefore, in the main iteration stage
of the algorithm, the SU access efficiency is maximized by
s
(i) = argmax
s∈S
(i)
idle
ηµ(i)(s), where s(i) = (t, b,U) is such
that τ ≥ t, β ≥ b, ∀ (τ, β,U) ∈ S(i)idle. By inspection, we have
that µ(i+1) = µ(i) + δs(i) ∈ D˜, hence the induction step is
proved.
We thus need to prove the induction step, i.e., letting µ(i) ∈
D˜, we show that
ηµ(i)(t, b,U) > ηµ(i)(t, b+ 1,U), ∀(t, b,U) ∈ S
(i)
idle,
ηµ(i)(t, b,U) > ηµ(t+ 1, b,U), ∀(t, b,U) ∈ S
(i)
idle. (57)
To this end, note that, in the degenerate cognitive radio
network scenario, the primary ARQ process is not affected
by the SU access scheme, hence, using the notation in
App. A, D′
µ(i)
(t, b,U) = 0. By the definition of SU access
efficiency (6), we thus obtain
ηµ(i) (t, b,U) =
G
′
µ(i)
(t, b,U)
V′
µ(i)
(t, b,U)
, (58)
where, using (31), (32-34), (36) and (37),
G
′
µ(i)(t, b,U) = TsU +
(
q(I)ps − q
(A)
ps
)
bRsU (59)
+ qpp(q
(A)
ps − ps,buf − q
(I)
ps )Gµ(i)(t+ 1, b,U)
+ qppps,bufGµ(i)(t+ 1, b+ 1,U)
+ qpp(q
(I)
ps − q
(A)
ps )Gµ(i)(t+ 1, 0,K),
V
′
µ(i)(t, b,U) = 1 + qpp(q
(A)
ps − ps,buf − q
(I)
ps )Vµ(i) (t+ 1, b,U)
+ qppps,bufVµ(i)(t+ 1, b+ 1,U)
+ qpp(q
(I)
ps − q
(A)
ps )Vµ(i)(t+ 1, 0,K). (60)
Using the fact that µ(i)(τ, β,U) = 0, ∀τ ≥ t, β ≥ b, it can be
proved that
Vµ(i)(τ, β,U) = A1(τ)−A0(τ), (61)
Gµ(i)(τ, β,U) = (1− q
(I)
ps )βRsUA0(τ) (62)
+ TsK(A1(τ)−A0(τ)),
Vµ(i)(τ, 0,K) = A1(τ), (63)
Gµ(i)(τ, 0,K) = TsKA1(τ), (64)
where A0(·) and A1(·) are defined in (27) and (28), re-
spectively. The expressions (61-64) can be easily verified by
induction, starting from τ = D + 1 backward. In fact, for
τ = D + 1, we have A0(D + 1) = A1(D + 1) = 0,
hence we obtain Vµ(i)(D + 1, β,U) = Gµ(i)(D + 1, β,U) =
Vµ(i)(D + 1, 0,K) = Gµ(i)(D + 1, 0,K) = 0, which is
consistent with Def. 3. The induction step can be proved
by inspection, using the recursive expression (31) and the
fact that µ(τ, β,U) = 0, ∀τ ≥ t, β ≥ b. Substituting the
expressions (61-64) in (59) and (60), we obtain
G
′
µ(i)
(t, b,U) = TsU + qppps,buf(1 − q
(I)
ps )RsUA0(t+ 1)
+
(
q(I)ps − q
(A)
ps
)
bRsU
[
1− qpp(1− q
(I)
ps )A0(t+ 1)
]
+ qpp(q
(I)
ps − q
(A)
ps )TsKA0(t+ 1), (65)
V
′
µ(i)(t, b,U) = 1− qpp(q
(A)
ps − q
(I)
ps )A0(t+ 1). (66)
Proof of ηµ(i)(t, b, 0) > ηµ(i)(t, b+ 1, 0)
By substituting (65) and (66) in (58), and noticing
that V′
µ(i)
(t, b,U) = V′
µ(i)
(t, b + 1,U) from (66) and
V
′
µ(i)
(t, b,U) > 0 (from Lemma 5 with D′µ(s) = 0), the
condition ηµ(i)(t, b, 0) > ηµ(i)(t, b + 1, 0) is equivalent to
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G
′
µ(i)
(t, b,U) > G′
µ(i)
(t, b + 1,U), which is readily verified
from (65), since
G
′
µ(i)
(t, b,U)−G′
µ(i)
(t, b+ 1,U) (67)
=
(
q(A)ps − q
(I)
ps
)
RsU
[
1− qpp(1− q
(I)
ps )A0(t+ 1)
]
>
(
q(A)ps − q
(I)
ps
) 1− qpp
1− qppq
(I)
ps
RsU > 0,
where the first inequality follows from the fact that A0(t+1) <
1
1−qppq
(I)
ps
, the second from q(I)ps < q(A)ps .
Proof of ηµ(i)(t, b, 0) > ηµ(t+ 1, b, 0)
Since V′
µ(i)
(t, b,U) > 0, the condition ηµ(i)(t, b, 0) >
ηµ(t+ 1, b, 0) is equivalent to
G
′
µ(i)
(t, b,U)
(
V
′
µ(i)
(t+ 1, b,U)−V′
µ(i)
(t, b,U)
)
> V′µ(i)(t, b,U)
(
G
′
µ(i)(t+ 1, b,U)−G
′
µ(i)(t, b,U)
)
.
(68)
Using (65) and (66), after algebraic manipulation we obtain
the equivalent condition(
1− q(A)ps
)
ps,buf +
(
1− q(A)ps
)(
q(A)ps − q
(I)
ps
)
b
+
(
q(I)ps − q
(A)
ps
)
∆s > 0, (69)
where we have used the fact that TsK = ∆sRsU + TsU +
ps,bufRsU. Since we require this condition to hold ∀b ≥ 0
and the left hand expression is minimized by b = 0, the condi-
tion (69) should be satisfied for b = 0, yielding the equivalent
condition ∆s <
1−q(A)ps
q
(A)
ps −q
(I)
ps
ps,buf , which is an hypothesis of the
lemma.
It is thus proved that the sequence of policies returned by
Algorithm 1 has the structure defined by (22), where b(i)(t)
satisfies the inequality (24). Moreover, the inequality (25)
holds since, by the algorithm construction, µ(i+1) is obtained
from µ(i) by "activating" one additional state from the set of
idle states S(i)idle.
The second part of the lemma states that b(N−1)(t) =
b¯max(t), where b¯max(t) is given by (26). This is a con-
sequence of the fact that Algorithm 1 stops if the SU
access efficiency becomes non-positive, i.e., ηµ(i)(s) ≤ 0,
∀s ∈ S
(i)
idle. From (58), this condition is equivalent to
G
′
µ(i)
(t, b,U) ≤ 0, ∀(t, b,U) ∈ S
(i)
idle. By using (65) and by
solving G′
µ(i)
(t, b,U) ≤ 0 with respect to b, the result follows.
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