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Introduction
1
2 Introduction
Tuberculosis is a common disease with high morbidity and mortality rates world-
wide. Chest radiography plays an important role in screening algorithms. The
introduction of digital radiography has made it easier to develop automated sys-
tems that detect abnormalities related to tuberculosis in chest radiographs. This
thesis describes the development of such an automated system and its evalua-
tion. This thesis is part of the larger Computer Aided Detection for Tuberculosis
(CAD4TB) project*.
1.1 Tuberculosis
Despite the existence of an effective and affordable cure, tuberculosis (TB†) re-
mains one of the world’s major health care challenges. Mortality and morbidity
rates are only slightly lower than those of the well known HIV/AIDS epidemic1,
but TB has received less attention of the media and public. One of the reasons
for this has been the decline of TB in high-income countries2. In recent years
attention for TB has increased again; novel diagnostics and drugs are being de-
veloped, but there are also pressing challenges on the horizon with the emergence
of multi-drug resistant (MDR) and extensively drug resistant (XDR) TB3.
1.1.1 Epidemiology
In 2011 an estimated 8.7 million new cases and 1.4 million deaths were reported1.
The majority of the TB burden is located in the low and middle income countries1,
although an increase of cases has been reported in selected populations in (sev-
eral of) the more affluent parts of the world4,5. In terms of incidence, the number
of new cases per population unit, Sub-Saharan Africa is most affected with rates
going as high as 800 cases per 100,000 in some countries1. The determining rea-
son for the high rates in this area is co-infection with HIV. In absolute numbers
most cases are found in Asia, especially India and China. There is a trend of
decreasing global incidence since 2004, although the total number of cases has
increased as a result of the growth of the world population2. About two billion
people (roughly one third of the world population) have latent TB infection. They
do not have the active form of disease, but carry the bacteria in a dormant state.
While most of these people never progress to active disease, the progression can
happen whenever their immune system is compromised.
*http://www.diagnijmegen.nl/index.php/CAD4TB
†TB is short for tubercle bacillus, the common abbreviation for tuberculosis
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1.1.2 Pathogenesis
Although TB can affect almost any part of the body, its main site of infection is
the lungs because of the bacillus’ preference for high oxygen environments. The
pathogenesis of TB is complex, and some of its features are not fully understood
yet. Bacilli enter the lungs through the airways and end up in the alveoli where
they invoke the innate immune response. Macrophages ingest the bacillus and
try to destroy it. If the host is unable to do that, for example when it has not
encountered TB before, the bacillus will replicate, destroy the macrophage and
release its many copies. This process will continue until the acquired immune
system eventually contains the infection. In the majority of cases this process is
sufficient to heal the patient, who, being asymptomatic, remains unaware of the
infection. Only approximately 5% of infections lead to clinically active disease6.
Symptoms of the disease are caused by the immune response and the destruc-
tion of lung tissue in the process7. The immune response causes inflammation,
leading to a local increase of density in the lung tissue. If the disease remains
at the site of infection, monocytes will attempt to wall off the hazard leading to
formation of a granuloma, called tubercle in TB. In some cases the granuloma pro-
gresses and the monocytes release a number of chemicals that destroy bacilli and
lung tissue alike, leading to so-called caseous necrosis. The hallmark sign of TB,
the cavity, is a result of this process, although it does not occur in all cases8. When
the bacilli spread through the lymphatic system they can infect the lymph nodes
in the hilar and mediastinal area, leading to lymphadenopathy. This type of le-
sion is more common in childhood TB, where it is also often the only sign. Bacilli
that enter the pleural space can cause an increase of pleural fluid, leading to ef-
fusions. When TB is not contained to the lung tissue and enters the bloodstream
it can infect large parts of the lung hematogenously and lead to miliary TB. This
manifestation is uncommon in subjects with a normal functioning immune sys-
tem.
1.1.3 Diagnosis
In clinical practice, TB is diagnosed using a combination of clinical symptoms,
chest radiography, and sputum examination (Fig. 1.1). The typical symptoms as-
sociated with TB are fever, weight loss, night sweats, and coughing. However,
it is also possible for people with active disease, in which the bacilli are present
in the sputum and thus are able to infect others, to present without any of these
symptoms. These asymptomatic patients are diagnosed with chest radiography
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(a) Sputum smear microscopy (b) Sputum culture (c) Chest radiography
Figure 1.1: Traditional diagnostic techniques for TB
and tests examining the sputum. The most commonly used test in high burden
areas is sputum smear microscopy. This test involves coughing up sputum by
the patient, which is then fixated and stained on a slide. The presence of the
characteristic TB bacillus indicates a positive test (Fig. 1.1(a)). Smear microscopy
has a high specificity but a relatively low sensitivity9. The introduction of LED
fluorescence microscopy has improved sensitivity compared to conventional mi-
croscopy and is recommended by the World Health Organization (WHO)9. In
populations with high HIV incidence, the already low sensitivity of smear mi-
croscopy is reduced even further10. Therefore, the WHO recommends the use of
chest radiography in high HIV prevalence populations11. The gold standard for
diagnosis of TB is the sputum culture test (Fig. 1.1(b)), which has both a high sen-
sitivity and specificity. Sputum culture has as disadvantages that it can take up
to six weeks before the result is known, it is relatively expensive, and the method
requires good laboratory facilities. The unavailability of a good point-of-care* test
for TB has led to the development of numerous novel diagnostics12. Nucleic acids
amplification tests are the most promising, and one of them, GeneXpert, has good
sensitivity and specificity and has shown first promising results13. This test can
also determine resistance of the bacillus to rifampicin, one of the most important
TB drugs. The main drawback for the test is its currently high cost of 10$ per test
compared to 4$ and 2$ for sputum smear and chest radiography, respectively.
Sputum culture costs about 20$ per test. Note that these numbers are estimates
as reported costs in literature vary substantially. Also, cost-effectiveness analysis
concerns more than the cost per test. Other factors, such as the test’s perfor-
*The definition of point-of-care is contentious, but, at the least, it implies the ability to make
a diagnosis at the point where patient consultation and presentation occurs, and the ability to
translate the result into same day treatment, if appropriate.
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Setting Reference
standard
Sensitivity Specificity Type of
readers
Analog (A)/
Digital (D)
van Cleef et al. 15 Chest clinic Bacteriological 91 67 Radiologists A
den Boon et al. 16
Prevalence
survey Bacteriological 95 67 Pulmonologist A
Lewis et al. 17 Miners Bacteriological 26 99 Physicians -
Dawson et al. 18 HIV infected Bacteriological 68 53 Radiographers A
van ’t Hoog et al. 19
Prevalence
survey Bacteriological 94 73 Clinical offi-cers
A
Story et al. 20 High-risk groupscreening Bacteriologicaland clinical
82 99 Radiographers D
van ’t Hoog et al. 21
Prevalence
survey Bacteriological 82 76 Experts A
Table 1.1: Selected literature concerning CXR performance for TB detection.
mance, required infrastructure, prevalence and personnel costs, must be taken
into account to obtain a good estimate of the cost per detected TB case14.
The role of chest radiography in the diagnostic process has been marginalized
for some time by the WHO. The reason for this was a number of studies in which
a large interobserver disagreement was found22. One of the reasons for this dis-
agreement was the poor quality of analog chest radiographs (CXRs). A problem
which was addressed by the introduction of digital radiography (Fig. 1.1(c) and
Section 1.2). Like other diagnostic tests, chest radiography has a number of lim-
itations. Most studies report high sensitivities, but low specificities21. This is a
consequence of abnormalities on the CXR not being specific to TB, as they can
occur in other diseases as well. As can be seen in Table 1.1 varying pairs of sen-
sitivity and specificity are reported. The different performances can be a result
of the specific population and setting in which the study was performed, but are
also due to the subjective nature of CXR reading. Each reader may have a differ-
ent threshold for calling abnormalities sufficiently suspicious to consider the CXR
abnormal. This thesis aims at providing a objective repeatable TB suspiciousness
score for CXRs based on automatic analysis of the radiograph by a computer.
1.1.4 Treatment
TB is a curable disease and diagnosing people who need treatment is essential
to reduce the burden of the disease. Treatment for TB consists of a regimen of a
daily cocktail of four drugs during six months. Cure rates of 90% are observed in
TB control programs1,3. It is critical that people complete their treatment fully for
a successful outcome and to prevent development of drug resistance. Therefore
the directly observed treatment, short course (DOTS) strategy was initiated by
the WHO in 1993, leading to treatment of 43 million people in the period from
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1995 till 2008 and a reduction of fatal cases2. Both HIV infection and multidrug
resistant TB require other more expensive treatment strategies2.
1.1.5 Types of TB detection programmes
The automated system for TB detection in CXR presented in this thesis can be in-
tegrated into programmes that are aimed at TB detection. Four types of such pro-
grammes are discussed here: high-risk group screening, mass screening, preva-
lence surveys, and use in a clinical setting.
High-risk group screening is related to the concept of active case finding, de-
fined as “... looking systematically for cases of active TB and latent infection in
groups known, or thought to be, at higher risk of TB, rather than waiting for
people to develop symptoms/signs of active disease and present themselves for
medical attention (passive case finding).”23. Target locations for high-risk screen-
ing for TB include prisons24, ports of entry25, and risk-groups in large cities5.
In this thesis the automated system has been evaluated in high-risk groups in
London5,20. Mass screening has the same aim as active case finding, with the dif-
ference that is not specifically directed at high-risk groups but at the whole pop-
ulation*. Mass screening for TB using chest radiography was common until the
1960s26 and still is in a number of predominantly Asian countries27. Prevalence
surveys are used to measure the burden of TB and the effect of control programs.
They have been recommended to be used in 21 countries with a high TB incidence
by the WHO28. In a clinical setting people who present with clinical symptoms
suspicious of TB infection are tested. A database of TB suspects was used for
evaluation in Chapter 5 and 6.
For the purpose of this thesis, the main difference between the types of pro-
grammes is the total number of evaluated cases and the ratio between normal
and abnormal cases. In mass screening and prevalence surveys the number of
abnormal cases is low and the total numbers are very high. In high-risk group
screening the prevalence is also low, but typically higher than in mass screen-
ing. The total number of cases is lower than in mass screening or prevalence
surveys. In a clinical setting and in endemic countries the prevalence is usually
much higher than in screening programs and the total number of cases lower.
The large number of screened people in prevalence surveys and screening pro-
grams prohibit the use of confirmatory diagnostic tests on everybody. Therefore
a strategy consisting of a cascade of tests is often used, with the aim of selecting
*Some authors include mass screening among active case finding strategies26.
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cases that require further testing. The optimal strategy depends on the diagnos-
tic performance of the individual tests in the specific population that is screened.
A number of such strategies were evaluated by van ’t Hoog et al.21. They con-
cluded that a combination of symptom and CXR screening gives the best results.
We propose to include the automated system described in this thesis as one of
these tests. The varying requirements of TB detection programmes require that
the automated system can be adapted to them. A continuous TB likelihood score
and a system that can learn the differences between populations is presented in
Chapter 6. An important factor in such studies is the cost per detected case of
each of the screening strategies; a cost-reduction or improvement in diagnostic
performance may change the optimal strategy29. The use of digital radiography
and reduction of cases requiring human evaluation (described in Chapter 7) may
contribute to the goal of cost reduction.
1.2 Chest radiography
1.2.1 History
The ability to look inside parts of the living human body that were previously in-
accessible started with the discovery of X-rays by Wilhelm Ro¨ntgen in 189530. Al-
most immediately after the discovery the first radiographs of hands were taken.
The chest radiograph quickly followed and has been the work horse of radiology
since, in terms of number of exams acquired per year31. Its visualization of the
critical organs in the thorax have provided radiologists with a wealth of diagnos-
tic information32,33.
Contrast in the CXR is achieved through different densities of anatomical
structures and thus varying X-ray absorption rates. Different amounts of X-ray
radiation hit the imaging plane (historically film, now often a digital detector)
and lead to intensity differences in the image. The default convention for display
on screen is that white indicates high density and black low density. Unlike com-
puted tomography the values in the image are not absolute density measures.
The standard view is when the patient faces the imaging plane, and X-rays en-
ter on the posterior side of the patient and exit on the anterior side, giving a
posterior-anterior (PA) CXR. Note that the left side of the patient is displayed
on the right of the image. Anterior-posterior (AP) and lateral CXRs are acquired
less regularly. In this thesis all CXRs are PA acquisitions. The spatial resolution
depends on the quality of the equipment, in this thesis CXRs with resolutions
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Figure 1.2: One of the first digital units that is currently operational for the
CAD4TB project was installed in Kanyama Clinic, in Lusaka, Zambia. In this
clinic more than 10,000 TB suspects are seen every year.
varying from 0.15 mm to 0.25 mm were used.
Digital chest radiography has led to improved image quality, obviated the use
of films, chemicals, and water, and making the image directly available34. Films
are expensive, and therefore a digital radiography unit is much cheaper than an
analog unit, especially if the unit acquires a large number of images per day*.
Digital chest radiograpgy also has enabled teleradiology, where images can be di-
agnosed remotely when local expertise is not available35. Another great benefit of
digital radiography is that it accelerated the development of computer algorithms
that analyze the image automatically, as it greatly simplifies the collection of large
image databases. Digital chest radiography requires, just like conventional radio-
graphy, an electrical power source for the generation of the x-ray beam, but also
for the detector plate and the computer running a digital archiving system. Ro-
bust solutions have been developed that allow the use of digital x-ray cameras
in mobile vans or standard size sea containers (Fig. 1.2). These rely on batteries,
generators, or solar power. Although wired Internet is not widely available in
most African countries, the wireless network is sufficiently fast to send (suitably
compressed36) digital images from anywhere, including the most rural areas, to
a central point for storage or reading. In this manner a large part of the CAD4TB
database that was used in this thesis was collected, with images being automati-
cally sent from sites in Zambia and South Africa.
*See http://www.checktb.com for an indication of the costs of analog and digital radiogra-
phy.
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Diaphragm Stomach bubble
Large vessel
Parenchyma
Hili
Trachea
Clavicles
Ribs
Heart
Costophrenic recess
Figure 1.3: Digital radiograph with anatomical structures indicated.
1.2.2 Lung anatomy
On the CXR the lungs are demarcated by the rib cage on the lateral and superior
sides, the mediastinum and heart on the medial side, and the diaphragm on the
inferior side (Fig. 1.3). Because the CXR is a projection image some structures,
such as the heart and diaphragm obscure part of the lungs. The low density
(dark in standard display) parts, where only the ribcage overlaps, are referred to
as the unobscured lung fields. Analysis in this thesis was focused on the unob-
scured lung fields, although pathology might be present in the obscured part37.
The structures that can typically be easily identified in healthy unobscured lung
fields are the clavicles, ribs and large vessels. Major airways are sometimes vis-
ible but in healthy patients typically only to the level where the trachea divides
in the two major bronchi. The hili, where lung vessels and airways enter the
lung, are visible in the medial and central part of the lung fields. The functional
lung tissue, or parenchyma, is only visible as a slight, non-uniform, increase of
density. Individual functional structures, such as the alveoli, can not be distin-
guished. The pleura, providing a smooth interface between lungs and rib cage,
and the pleural space between them, are not visible on the normal radiograph.
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(a) Normal (b) Cavity (c) Small opacities (d) Large opacities
(e) Consolidation (f) Blunt CPR (g) Lymphadenopathy (h) Focal lesion
Figure 1.4: Examples of different types of abnormalities and normal appearance
of the lung field. CPR = costophrenic recess. See text for descriptions.
1.2.3 Tuberculosis manifestations on the chest radiograph
Manifestations of TB are not limited to a single sign on the CXR (Fig. 1.4). There
are many factors that can lead to different pathological patterns, including age38,39,
ethnicity40, immune status41, and stage of the disease8. None of the patterns are
fully specific for TB, as they can also be encountered in other diseases, but a com-
bination of certain patterns can discriminate between diseases.
The most specific sign is the cavity, which appears as a low-density spherical
space surrounded by a wall of high density infected tissue. Inflammation and
subsequent destruction of the lung tissue lead to a variety of patterns. Multiple
small foci surrounded by still healthy lung tissue lead to a pattern of dots, called
small opacities in the chest radiograph recording system (CRRS)42. The CRRS
was used throughout this thesis for categorization of abnormalities, more infor-
mation is given in Sect. 1.2.4. When inflammation increases and destroys more
tissue, a nonuniform diffuse pattern of increased density appears, called large
opacities. Increase of fluid, either blood or pleural fluid, in spaces surrounding
the lung will lead to a uniform density increase, called consolidation*. An in-
*The term consolidation is sometimes used for any density increase; in this thesis it is only
used for a uniform increase.
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crease of pleural fluid can also manifest itself by displacement of the lung bound-
ary, either visible as a blunting of the costophrenic recess or the appearance of
an extra line near the rib cage. Infection of the lymph nodes (lymphadenopathy)
leads to several signs, such as a widening of the mediastinum, shift of the medi-
astinum, or increased size of the hilar structures. Isolated focal lesions also occur
in TB, most often in the early stages of the disease.
1.2.4 Interpretation
Before the invention of computed tomography in 1967 and magnetic resonance
imaging in 1973, the CXR was the only way to image lungs in vivo completely.
A large amount of information can be extracted from the CXR, not only about
the lungs, but also the cardiovascular status and the bones (e.g. osteoporosis).
Nowadays a radiologist in doubt about signs on the CXR will order another more
detailed exam, usually a computed tomography (CT) scan. This has led to the
interpretation of CXRs for diffuse infiltrates, a particularly difficult type of ab-
normality, being described as a dying art43. Nevertheless, CXR reading is still a
basic part of the radiologist training.
Methods that teach how to read and interpret the CXR typically propose a
form of structured reading, in which all the aspects of the CXR are systemati-
cally evaluated. Experienced chest radiologists typically integrate this systematic
reading into a more holistic approach in which many abnormalities are quickly
detected in a form of pattern recognition, after which a scrutiny of all the suspect
areas follows44. The novice CXR reader encounters a number of pitfalls: superim-
position of structures can be mistaken for abnormalities, the appearance can dif-
fer substantially also in the normal CXR, and subtle abnormalities can easily hide
in the complex pattern of other structures. In tasks that require an objectification
of findings, such as quantification of one’s certainty about the finding being an
expression of disease, it is known that considerable disagreement between read-
ers can arise. This has led to the development of scoring systems, which require
the reader to assign numerical values to the presence of carefully defined cate-
gories of findings. A well-known scoring system for CXRs is the international
labor office (ILO) classification, which was developed to objectively judge the
presence of pneumoconiosis (a disease affecting amongst others coal miners)45*.
The ILO classification system was modified specifically for TB research in South
*There is also a political aspect to the ILO scoring system: in some countries, financial com-
pensation for disease, as a consequence of having worked in the mining industry, depends on the
outcome of the classification.
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Africa. This system, the chest radiograph recording system (CRRS), has seen sev-
eral evolutions18,42. One of the motivations behind the system is that judgment
of the CXR should be based on distinguishable visual patterns, without directly
giving an interpretation in terms of pathology. This makes the system suitable
for readers who are not medically trained. The visual categories of the CRRS
were used in this thesis. An overview of other scoring systems for CXR is given
in Pinto et al.46. While scoring systems can reduce disagreement between read-
ers, the assignment of numerical values is still subjective. One of the longer term
aims of the CAD4TB project is to replace manual scoring by repeatable automatic
computerized scoring.
1.3 Computer aided detection (CAD)
The automatic analysis of medical images is a broad field where the disciplines of
medicine and computer science meet. Even though strictly taken computer aided
detection (CAD) refers to software aiding the radiologist in the detection of nor-
mal or abnormal structures47, we prefer the broader definition given in Giger et
al.48 as: “the use of computer algorithms to aid the image interpretation process”.
CAD as a field started in the 1960s, with a method to analyze pulmonary lesions
in CXRs49. Since then, fueled by increasing computing power and increasing
availability of digital image databases, the number of publications has quickly
increased50.
1.3.1 Design of CAD systems
Pioneering CAD researchers were very ambitious in their aim to replace humans
by automatic reading. In that, they underestimated the complexity and number
of required steps involved in analyzing an image for abnormalities. The devel-
opment of a CAD system is therefore typically broken into a number of discrete
steps or components which can be addressed individually. These steps are often
based on how radiologists work, or at least how they are thought to do it, because
it is often very difficult for experts to translate their knowledge into discrete pro-
cedures that computers can follow. From a more mathematical point of view a
CAD system can be summarized as a reduction of information, by discarding
what is irrelevant to diagnosis. In this thesis, the CAD system often produces
only one number, though it started with millions of numbers (pixel values) per
image.
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We distinguish five basic phases in the operation of a CAD system: prepro-
cessing, segmentation, feature calculation, classification, and combination. The
last phase, combination, is not typically mentioned explicitly in the design of
CAD systems. A special emphasis is attributed to this phase because it is an im-
portant concept in this thesis and we believe it is one of the ways forward in
CAD research. In concrete instances of CAD systems these components are of-
ten arranged in a complex network, instead of in a simple serial execution of the
phases.
Preprocessing
The goal of preprocessing is twofold. First, it serves the purpose of reducing dif-
ferences between images, that are not the result of differences between patients,
but of differences in acquisition technique. One can think of different brands
of imaging devices, different settings used during acquisition, and operator de-
pendent patient positioning. For radiologists these differences sometimes pose
a problem, but they have in general a large ability to ignore variations that are
irrelevant to the task at hand. On the contrary, computers do not have this ability,
and have to be made explicitly aware of these differences. General techniques
for removing differences include histogram equalization, scaling, and frequency
spectrum normalization. The second reason for preprocessing images is to en-
hance or decrease the visibility of certain structures in the image. These struc-
tures can be very basic, such as edges, or more geared towards the application,
such as an enhancement of spherical objects to detect nodules in lung images. In
this thesis preprocessing was used to remove ribs, clavicles, catheters, and other
foreign objects from the image.
Segmentation
Segmentation involves the division of the image into several areas. The areas
can be based on their distinct visual properties, but in medical imaging the goal
of segmentation is usually to outline specific anatomical structures. Knowing
where these structures are provides the other computations with a coordinate
framework, which is not based on the abstract distances in the image grid, but the
content of the image. Two types of segmentations can be discerned; the binary
segmentation in which a pixel in the image is assigned to a single structure at
the time, or a probabilistic segmentation in which a likelihood of belonging to
different structures is assigned. This distinction is of importance because, as all
algorithms in image analysis, segmentation is prone to make errors, and there is
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valuable information contained in the likelihood values. This information was
used to improve clavicle segmentation in Chapter 3.
Features
Many CAD algorithms described in literature, including most of the methods de-
scribed in this thesis, follow a supervised pattern recognition approach51. The
basis of this approach is the representation of the objects of interest (pixels, re-
gions, images) as a vector of numerical characteristics describing their properties.
One characteristic is also called a feature, and the vector then the features of the
object. The vectors of all the objects span a multidimensional space, the feature
space, in which classification is performed. Any characteristic which contains in-
formation that is useful to perform the task can be used as a feature. Most features
try to provide a concise description of the data, fitting in the ”CAD as reduction”
paradigm. An example is the description of an image region by the average pixel
value.
There are two basic approaches to define image features. The first tries to
translate a specific visual property, for example indicated by a radiologist as im-
portant, into an algorithm which can be used in an image consisting of pixels. An
illustration of this process is the translation of the visual pattern that describes
the invasion of breast tumor masses in the surrounding tissue in a spiculation
feature52. The other approach uses a set of more general features to describe a
pixel or region. These methods are sometimes inspired on the workings of the
human visual system in the brain. Texture features are an example of such fea-
tures, describing the local structure and appearance of the image in terms of the
distribution of values53. This type of features plays an important role in the anal-
ysis of CXRs for TB. These features have not been designed to describe specific
image properties, e.g. related to a disease, and leave the determination of their
relevance to the classification step. Both approaches can be included in the design
phase of a specific application.
Information is usually lost in the process of feature computation, but this is es-
sential for most classification methods to be able to operate in a practically usable
timeframe. It is also required because of the curse of dimensionality, a concept
from pattern recognition in which larger amounts of training data are required in
higher dimensional spaces. Therefore, much attention has been focused on meth-
ods that reduce the number of features by selecting the most interesting ones,
either through supervised feature selection or unsupervised dimensionality re-
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duction approaches. A well-known example of the latter is principal component
analysis (PCA) and its many related techniques. PCA is used throughout this
thesis for that purpose.
Classification
The basic idea of classification is to divide a set of objects into multiple classes
based on a rule or procedure derived from the characteristics/features of the ob-
jects. This process is also referred to as assigning labels to objects. For exam-
ple, a goal can be to assign to a set of CXRs the labels ”normal”, ”active TB”, or
”other disease”. In general the number of classes is not restricted, but often the
problem is formulated as a two class classification. Many machine learning tech-
niques have been developed specifically for two class problems54. There is also
an intuitive procedure available to reduce any multi-class (more than two classes)
problem to a set of two class problems55. In this thesis most of the classification
problems are of the two class kind.
An import concept in classification is that of class overlap. Class overlap
means that given the features it is not possible to find a rule which perfectly
separates the objects into the two classes in the feature space. Because of this,
objects will end up on the wrong side of the decision boundary and be assigned
the wrong label. The decision boundary is a hypersurface which partitions the
feature space into regions for different classes. Multiple complex hypersurfaces
can exist in the same feature space. The objects on the wrong side of the decision
boundary are classification errors.
A procedure that implements a specific classification algorithm is called a clas-
sifier. Many types of classifiers exist, sometimes they are based on extensive the-
ory and complex procedures and sometimes they are intuitive to understand51,54.
Of the parametric classifiers, which assume a Gaussian distribution of the data,
linear and quadratic discriminant analysis are well-known examples. Linear dis-
criminant analysis is known for its speed and occasionally good results and was
used in Chapters 2, 3, 6, and 7 for various purposes, although often for compar-
ison with other classifiers. The support vector machine56 which searches for a
decision boundary with the largest margin between the two classes, is a popular
and high-performing classifier, although it is computationally expensive. It was
used in Chapter 2 for the detection of foreign objects. k-nearest-neighbor is an in-
tuitively simple classifier and often has good results, but can be slow in the testing
phase. It was used for detecting clavicles and foreign objects in Chapters 2 and
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3, respectively. Recently the family of ensemble classifiers, which intelligently
combine a number of other classifiers, has become popular, due to their good
performance and resilience against overfitting. Overfitting is a problem of some
classifiers, in which the classification procedure works well for training data but
not for test data. They have appealing names like AdaBoost57, GentleBoost58 or
Random Forest59. These types of classifiers where used in Chapters 2, 6, and 7 for
various tasks.
Most classifiers require a training phase in which its parameters are learned
from the data. In the test phase unseen objects are then classified. It is important
that the labels of the unseen objects are hidden from the training procedure as
the goal is to find a procedure which works for unseen and unlabeled objects.
Strictly taken classification means that objects are assigned to one label only, so-
called hard classification. In practice most of the classifiers and applications pro-
vide soft classification, where a number is assigned for each of the classes, which
reflects its likelihood of belonging to a label. Some classifiers, such as linear dis-
criminant analysis or k-nearest-neighbor classification, provide estimates of true
probabilities. For most applications, such as performance evaluation, it is only
required that the classifier imposes an ordering on the objects, based on the re-
semblance to a label.
In unsupervised classification the objects are grouped into classes based on
similarities between the features. No label information is used and therefore no
training phase is required. Because in CAD the goal is to detect specific types
of normal or abnormal structures, unsupervised classification on its own is not
often used. It is useful though as a part of other components or to explore the
data during the design phase of the CAD system. A well-known method is clus-
tering, using for example the k-means algorithm, which was used in Chapter 4 to
separate outlying structures from the structures of interest for the suppression of
elongated structures. Feature reduction techniques are also sometimes grouped
under the umbrella of unsupervised methods. They were used in Chapter 2 to
discover relevant features for detecting foreign objects.
Combination
Combination of information is one of the key concepts in CAD development and
machine learning in general. Implicitly, combination is present in many of the
components of the CAD system. For example, a classifier combines the different
features describing the object into one number. Where combination becomes ex-
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(a)
TB
CXR
Positive Negative
Positive TP FN
Negative FP TN
(b)
TB
CXR
Positive Negative Total
Positive 64 23 87
Negative 11 102 113
Total 75 125 200
Table 1.2: Confusion matrices. (a) Definition of true positives (TP), true negatives
(TN), false positives (FP), and false negatives (FN). (b) Confusion matrix for hu-
man CXR reading and TB diagnosis by sputum culture (example from Chapter 6).
plicit is when multiple components that could work on their own are combined
to improve the performance. The basic idea of combination is that the individual
combined systems produce different kinds of errors. When these errors are com-
plementary they cancel out each other after combination60. Examples of this are
the use of averaging, such as blurring in images, to reduce noise, and the use of
voting to come to a decision. The reason that combination as concept is stressed
here is that recently large improvements have been found after combination of
several independently developed CAD systems61,62. We believe that one of the
ways forward in CAD development is to focus more on combining existing tech-
niques rather than only developing new techniques. Combination has an explicit
role in the chapters on clavicle segmentation (Chapter 3) and the description of
the complete CAD system (Chapter 6).
1.3.2 Evaluation
An important aspect of any procedure that classifies objects, whether it be CXRs
as normal or abnormal or pixels as lung or background, is the number of errors it
makes. The confusion matrix is a convenient way of summarizing the errors and
forms the basis for many evaluation measures. Given a dataset of objects with
true labels and assigned labels, the cells in the matrix count how many instances
there are of a particular combination of true label and assigned label. For two
class problems it is customary to use the general labels of being ”positive” or
”negative” for some property. For example, a patient can have active TB (he/she
is ”positive”) but have a negative classification result. The cells of the confusion
matrix then get a specific meaning: on the diagonal are the correctly classified
true positives (TP) and true negatives, the other two cells count the false positives
(FP) and false negatives (FN) (Table 1.2(a)). The true label is preferably determined
by a gold standard test. For TB a gold standard is not available and the true label
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is defined instead by a reference standard, which itself can contain errors. The
aforementioned procedure is still valid, although caution must be taken during
interpretation of experimental results.
Point performance measures
Classification performance is often reported in terms of the sensitivity = TP /
(TP+FN): the percentage of positive objects being correctly labeled as positive,
and the specificity = TN/(TN+FP): the percentage of negative objects correctly
labeled as negative. Sensitivity and specificity are insensitive to the ratio of pos-
itive and negative objects in the evaluation dataset and thus say little about the
total number of errors in a practical situation such as a screening program. It can
therefore be more informative to report performance measures that depend on
this ratio. Commonly used are the positive predictive value (PPV) = TP / (TP
+ FP): the percentage of objects labeled positive that are truly positive, and the
negative predicate value (NPV) = TN / (TN + FN): the percentage of negative
labeled objects that are truly negative. The NPV is used in Chapter 7 to report on
the suitability of CAD as a screening test.
Receiver Operating Characteristic (ROC) analysis
For systems that produce soft classifications a whole range of pairs can be com-
puted instead of just one sensitivity/specificity pair by changing the threshold
at which an object is considered to be positive or negative. This procedure leads
to the construction of a Receiver Operating Characteristic (ROC) curve (Fig. 1.5),
which is regularly used in radiological research63. From the ROC curve the area
under the curve (AUC) can be computed, which summarizes the overall perfor-
mance of the system as the probability that, given a random pair of a positive
and negative object, the positive object has a higher score. Note that differently
shaped ROC curves can give the same AUC. In these situations a partial AUC can
therefore be more informative, for example in screening programs where the risk
of false-positives should be minimized.
In literature often ROC curves have not been computed directly from a set of
scores with corresponding labels. Instead, scores were fitted first to a Gaussian
distribution. Although fitting reduces noise and is based on statistical decision
theory64, it is not required for ROC construction65 and can sometimes unrealis-
tically change the shape of the curve. ROC curves in this thesis are all directly
constructed from the scores.
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Figure 1.5: Example of Receiver Operating Characteristic (ROC) analysis. Perfor-
mance of human readers against sputum culture reference (from Chapter 6). The
shaded area is the Area under the ROC curve (AUC), a measure of overall system
performance. The marker indicates the operating point of Table 1.2.(b)
Comparison with human readers
When developing an automatic method, it is not only important to compare it
to other existing methods, but also to determine the performance with respect
to human readers. In many tasks it is impossible for a computer algorithm to
achieve a perfect score, because there is no consensus between humans in such a
task. Especially when the reference standard is also set by a human observer, it
is necessary to compare the performance of one or more other human observers
to the automatic system. Another reason why it is important to compare the
method to human readers is that their skill level can differ substantially. For
example in a task where observers had to detect tumor masses in mammograms
substantial differences between radiologists, but also between radiologists and
non-radiologists, were found66. This implies that, although the CAD system does
not achieve human expert performance, it can already replace less experienced
readers.
Statistical testing
To conclusively show differences between two methods statistical significance
testing is required, especially when differences are small. In this thesis most of
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the comparisons between methods are performed on the same dataset. The ad-
vantage of this is that paired tests can be used, which analyze differences per case
and therefore are in general more powerful than unpaired tests. Both Wilcoxon
signed rank tests, and paired Student’s t-tests were used in this thesis for assess-
ing significance of differences between outputs of two methods.
In ROC analysis such tests cannot be used directly, because the main derived
performance measure, the AUC, gives only one number per dataset. Although a
specific test is available to compare AUC values, based on (parametric) fitting of
the ROC curve, a nonparametric method was used throughout this thesis. Non-
parametric methods do not assume a specific statistical distribution of the scores
and thus can be in principle used on any set of outcomes. One of the most well-
known methods is the bootstrap procedure67. In this method a set of bootstrap
samples is created from which summary statistics such as confidence intervals
can be computed. One bootstrapped sample consists of a set of objects sampled
from the original set with replacement. Each bootstrap sample has the same size
as the original set, and as such duplicates of original samples occur. In each boot-
strapped sample the AUC (or other statistics) can now be computed. In ROC
analysis each of the bootstrap samples provides an estimate of the AUC. By us-
ing exactly the same original samples in each bootstrapped sample to compute
AUC values for two methods a paired test can be used to determine significance.
The simplest of these paired tests is to compute a p-value directly by counting the
percentage of samples in which one method performs better than the other68.
Besides discarding the assumption of a Gaussian distribution on the scores,
an important advantage of bootstrap analysis is that is applicable in complex ex-
perimental setups. A common example is the existence of correlation between
samples, such as when multiple lesions or pixels of one image, are analyzed to-
gether. Case-based bootstrapping is then used to correct for correlation69. Deal-
ing with such situations is difficult with standard tests, although for specific sit-
uations specialized tests exist, such as Multiple Reader Multiple Case (MRMC)
analysis70.
1.4 Automatic analysis of chest radiographs
The automatic analysis of CXRs has a long history and in fact started the field
of computer-aided diagnosis71. Extensive reviews of the field are given in van
Ginneken et al. 72 and Katsuragawa and Doi 73 . A recent overview of CAD re-
search, that is concerned with other tasks than nodule detection, is given in van
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Ginneken et al. 74 . Here we summarize the most important developments in the
field and the work specifically related to TB detection.
Besides the detection of abnormalities, two topics have drawn the most at-
tention: the segmentation of anatomical structures, and the problem of superim-
posed structures. The segmentation of the lung fields is required to limit subse-
quent analysis to this region only. Many of the early methods used unsupervised,
rule-based methods, such as thresholding, region growing, edge detection, and
shape fitting to segment the lungs72. More recent methods tried to classify each
pixel in the image as lung or not lung, or applied statistical shape and appearance
models to detect the lungs75–77. These latter methods have in general been more
successful in providing accurate segmentations. In the normal, non-pathological
lung, performances similar to humans have been achieved. The segmentation
of pathological, possibly severely deformed, lungs has only received limited at-
tention. Ribs are one of the most prominent structures in the CXRs and their
segmentation has received considerable attention, in which a similar wide range
of techniques as for the lung fields has been employed72,78,79. Segmentation of the
clavicles has received less attention so far76,80 and this topic is addressed in this
thesis.
One of the main difficulties in analyzing the CXR is the superimposition of
multiple structures at the same point in the image as a consequence of the 2-D
projection. This property, designated anatomical noise by some authors81, has been
identified as one of the reasons for radiologists to miss abnormalities82,83 and an
increase of false positives in automatic methods84. Recently it has been shown
that software that suppresses bony structures in the CXR can improve the ra-
diologist’s performance to detect nodules85–87. Several studies have addressed
this problem. They can be divided in methods that use unsupervised filter tech-
niques88,89, supervised filter techniques90,91, methods that avoid the bony struc-
tures altogether92, methods that subtract the contralateral lung fields84,93,94, and
methods that subtract specific models of bony structures80. In Chapter 4 a method
is presented that suppresses elongated structures, such as ribs and clavicles, in the
CXR.
Concerning the detection of abnormalities in CXRs, nodules - possible lung
cancers - have received most attention in CAD literature. Although this type
of abnormalities is relatively uncommon in clinical practice95, missing them has
grave consequences both clinically (early detection is important for the progno-
sis) and legally (missed lung cancers are an important reason for litigation in
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the United States96). Therefore many methods for detecting them have been de-
veloped and a number of commercially available software packages are on the
market which can aid radiologists. An extensive overview of automatic methods
that detect nodules is provided in de Boo et al.97. Analysis of diffuse (textural)
abnormalities, which can occur in many lung diseases, has also been extensively
investigated. Textural abnormalities refer to changes in appearance and structure
of a region in the image compared to normal regions and can be measured by
changes in the distributions of pixel densities in the region53. Texture analysis
for the detection of abnormalities in CXR has a long tradition, going back to the
1970s98. Since then numerous techniques to measure texture changes have been
developed and were applied to CXRs, including co-occurence matrices99, power
spectrum analysis100, fractal analysis101, multiscale Gaussian derivatives102, and
profile analysis103. An unusual shape of the lung fields can also be an indication
of the presence of pathology and can be measured automatically, for example en-
largement of the heart104 or changes in the shape of the lung fields due to chronic
obstructive pulmonary disease105. Both the detection of textural and nodular le-
sions are employed extensively in this thesis.
The specific detection of TB in CXRs has received less attention. A recent
overview of automatic TB detection in CXRs is given in Jaeger et al.106. Several
papers mentioned in the literature provide outlines of algorithms and automatic
systems, but presented no quantitative evaluation of performance107–109. These
papers are not mentioned here, because it is impossible to judge their value for
automatic TB detection. Koeslag et al.110 used template matching in the Fourier
domain to determine the presence of miliary TB. In a set of 120 images they re-
ported a high sensitivity of 94% with a moderate specificity of 68%. van Ginneken
et al.111 used texture analyis for TB detection. Lung fields were automatically seg-
mented and divided in small regions. Texture features in these regions, based on
moments of distributions of Gaussian derivative filtered images, were computed.
The scores for classified regions were combined into one image score. In a set of
388 images an area under the ROC curve (AUC) of 0.82 was reported. Arzhaeva
et al.112 computed dissimilarities between distributions of features of an image
to a set of prototype images. In a set of 471 CXRs an AUC of 0.83 was achieved.
Lieberman et al.113 used digital subtraction of follow-up CXRs and computed tex-
ture features on the subtraction images to monitor drug response. In a set of 200
images they found that the texture measures corresponded to visual improve-
ment of the CXR. Shen et al.114 detected and segmented cavities using mean shift
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segmentation and active contour modeling. Several features of the candidate cav-
ities were then computed to reduce false positives using a Bayes classifier. In a
set of 149 images, 20 containing cavities, they reported a sensitivity of 82% with
a false positive rate of 0.237/image. Tan et al.115 analyzed the distributions of in-
tensities in interactively segmented lung fields using the first three moments and
the entropy. In a dataset of 95 images they found an area under the ROC curve
(AUC) of 0.928. Jaeger et al. computed a number of different texture feature sets
in automatically segmented lungs to detect TB116. In a dataset of 138 CXRs they
found an AUC of 0.83 using SVM based classification. Note that directly com-
paring performances of these methods is not possible because different datasets
from different populations were used in the studies.
1.5 Thesis outline
Several challenges remain to be addressed before an automatic system for TB de-
tection on CXR can be used in practice. These challenges include basic image
processing problems, such as anatomical noise and segmentation, the presence of
image artifacts, the detection of specific types of abnormalities, and a large scale
evaluation of the system. This thesis follows the general design of CAD systems
as presented before. It concerns preprocessing, segmentation of anatomical struc-
tures, feature design, a description of the full CAD system, and an evaluation of
the CAD system in a screening setting.
The outline of this thesis is as follows. In chapter 2 a method is described
that detects and removes foreign objects, such as brassier clips and zippers, from
CXRs. These objects complicate further automatic analysis and are regularly en-
countered in practical screening programs. Chapter 3 describes a method to seg-
ment the clavicles in CXRs. The clavicles are the most dominant structure in the
upper lung region, the same region where TB is most often located. Segmentation
was performed by a combination of several state-of-the-art methods. In chapter
4 a method based on unsupervised techniques was presented to suppress elon-
gated structures, such as ribs and clavicles, in CXRs. The method was evaluated
by determining its effect on the conspicuity of ribs, clavicles, and catheters. Chap-
ter 5 describes the computation of a novel feature that measures asymmetry in the
image. Deviations from expected symmetry can indicate the presence of pathol-
ogy. The method was evaluated by detecting TB related pathology and its effects
on the visibility of nodules. In chapter 6 a complete CAD system for TB detec-
tion is described that combines the outputs of several systems detecting different
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kinds of abnormalities. The combination ensures that the system performs con-
sistently across different screening populations. In chapter 7 the CAD system is
applied to a large TB screening database, and its potential to triage (filter) active
TB cases was assessed.
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Abstract
Chest radiographs commonly contain projections of foreign objects, such as but-
tons, brassier clips, jewelry or pacemakers and wires. The presence of these struc-
tures can substantially affect the output of computer analysis of these images. An
automated method is presented to detect, segment and remove foreign objects
from chest radiographs.
Detection is performed using supervised pixel classification with a kNN clas-
sifier, resulting in a probability estimate per pixel to belong to a projected foreign
object. Segmentation is performed by grouping and post-processing pixels with
a probability above a certain threshold. Next, the objects are replaced by texture
inpainting.
The method is evaluated in experiments on 257 chest radiographs. The detec-
tion at pixel level is evaluated with ROC analysis on pixels within the unobscured
lung fields and an Az value of 0.949 is achieved. FROC analysis is performed at
the object level, and 95.6% of objects are detected with on average 0.25 false pos-
itive detections per image. To investigate the effect of removing the detected
objects through inpainting, a texture analysis system for tuberculosis detection
is applied to images with and without pathology and with and without foreign
object removal. Unprocessed, the texture analysis abnormality score of normal
images with foreign objects is comparable to those with pathology. After remov-
ing foreign objects, the texture score of normal images with and without foreign
objects is similar, while abnormal images, whether they contain foreign objects or
not, achieve on average higher scores.
We conclude that removal of foreign objects from chest radiographs is feasible
and beneficial for automated image analysis.
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2.1 Introduction
Algorithms for automated analysis of images often require a minimum quality
of the input. Scientific studies that evaluate the performance of automated im-
age analysis algorithms often exclude images of poor quality, either by removing
them manually from the dataset or by using an automated algorithm to deter-
mine if the image quality is sufficient. Such quality assessment algorithms have
been proposed for e.g. retinal images117 and fingerprints118.
In some situations detection and exclusion of low quality images may be suffi-
cient, for example when it is possible to directly request a new acquisition. How-
ever, it will often be unfeasible or unacceptable to acquire a new image. An
example is a screening program where participants might not be motivated to
have a second exam taken. Bedside radiographs often contain foreign objects,
like catheters, which cannot be removed before acquisition. It may also be the
case that image quality is sufficient for reading by human experts, who can read-
ily ignore and dismiss the artifacts, but automated analysis by computers will
produce false alarms. If the locations of artifacts are known, one could attempt
to deal with the issue by ignoring the computer output in areas affected by the
artifact. A more ambitious strategy is to try to remove the artifacts. In this work
we attempt to remove the artifacts in order to approximate the unaffected image
as closely as possible.
Our focus is on detection and removal of foreign objects in chest radiographs.
We use data from a large-scale screening program for tuberculosis. In a represen-
tative sample of 1,000 chest radiographs taken from this screening program al-
most 20% of the lung fields contained one or more foreign objects. Fig. 2.1 shows
a number of different types of objects that were found to be present in these im-
ages. People are asked to remove their coats and any heavy chains, but are not
required to fully disrobe; disrobing is time consuming and for some participants
a barrier to participate.
To the best of our knowledge the topic of foreign object removal in chest radio-
graphs has not been investigated before. The most closely related work in chest
radiography image analysis has been done on automatic detection of catheter
tips119 (without the aim of actually removing the catheters) and the removal of
anatomical structures such as ribs and clavicles by suppressing them90,91.
More generally, the restoration of digital images has received considerable at-
tention in the recent literature. Many older studies deal with reverting the effects
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(a) Brassier (b) Jewelry (c) Pacemaker and leading wires
(d) Buttons and brassier (e) Zippers (f) Jewelry
Figure 2.1: Foreign objects in chest radiographs from Find and Treat database.
of noise such as blurring and speckle120,121. For the purpose of this paper we are
especially interested in methods that are able to fill large holes (left by the foreign
objects) in the image. Lee et al. 122 used bilinear interpolation along the short axis
of elongated holes to remove hairs from dermoscopy images. One of the first au-
tomatic methods that uses texture synthesis to fill holes is the work of Efros and
Leung 123 who employed nonparametric sampling. Bertalmio et al. 124 improved
on this method by employing techniques derived from inpainting. Inpainting is
a concept that originates from the restoration of paintings where the goal is to
repair damaged parts in a visually convincing way125. Digital inpainting is de-
scribed as the process where in a first step structural elements are continued into
the holes, subsequently color is added to the still missing areas and finally tex-
ture is added. Bertalmio et al. 124 used anisotropic diffusion to propagate linear
structures along isophotes. In an improved version texture was also added126.
Criminisi et al. 127 further improved on this approach by removing the need to
separate the image into its structural and texture component before inpainting.
Both methods rely on nonparametric texture sampling to synthesize missing tex-
ture. Texture sampling can also be used as a standalone inpainting technique if
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the restoration of structural elements is of less importance.
The work most similar to our paper, in its aim to improve automatic pro-
cessing of medical images by repairing artifacts, has been done in the field of
dermoscopy. In dermoscopic images linear structures such as hairs and rulers
complicate (automated) analysis. Zhou et al. 128 used automatic line extraction
followed by inpainting to remove the objects. Wighton et al. 129 used a similar
approach but focused on the comparison between two methods to remove sim-
ulated hair. They found that using a specific type of inpainting, so called ex-
emplar based inpainting, yielded images more similar to the original unaffected
ones than using the linear interpolation algorithm DullRazor122. In a more re-
cent comparison it was found that fast marching inpainting130 performed better
than linear interpolation, non-linear diffusion and exemplar-based inpainting in
hair removal judged by segmentation performance and texture analysis131. In this
work we employ a modified version of the texture synthesis method described by
Efros and Leung 123 to inpaint areas where artifacts are superimposed on relevant
image structure in chest radiographs.
The paper is organized as follows. In Sect. 2.2 the data used in this study is
described. Sect. 2.3 details the steps to automatically detect, segment and remove
foreign objects from chest radiographs. The experiments to evaluate the method,
in terms of detection and segmentation performance and in terms of its effect
on subsequent use of the repaired images in a CAD system, are presented in
Sect. 2.4 and result are given in Sect. 2.5. Sect. 2.6 discusses the results and Sect. 2.7
concludes.
2.2 Data
For evaluation of the detection and removal of foreign objects a large chest ra-
diograph database from a tuberculosis screening program for high risk groups in
London was used5. All images were digital and acquired with a single unit (Dig-
italDiagnost Trixel, Philips Healthcare, The Netherlands). In this work all images
were scaled to a width of 1024 pixels, corresponding to a resolution ranging from
0.22-0.38 mm per pixel depending on the size of the original image. Although
the original resolution is about a factor two higher (0.144 mm pixel size), we have
found that this resolution is sufficient for the detection of tuberculosis related
abnormalities in chest radiographs. This resolution is also sufficient for the de-
tection and segmentation of foreign objects. If desired the inpainting could also
be applied to full resolution images.
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Set Purpose Content
A Training set for foreign object detection 100 normal images with 331 foreign
objects
B Evaluation set for foreign object detec-
tion
107 normal images with 271 foreign
objects
C Training set for texture analysis 90 normal images, 48 with tuberculosis
related pathology
D Evaluation set for texture analysis set B + 100 normal images without for-
eign objects + 50 with tuberculosis re-
lated pathology (8 containing foreign
objects)
Table 2.1: Sets of images used for training and evaluating the algorithm.
(a) input image (b) local normalization (c) segmentation (d) hole filling
Figure 2.2: Semi-automatic segmentation of foreign objects in chest radiographs.
(a) A part of a chest radiograph containing a foreign object. (b) Local normal-
ization is applied to increase the contrast between the dense object and its direct
surroundings. (c) The object is roughly outlined and the outlined region is thresh-
olded and the correct connected components are selected. This segmentation is
then manually post-processed with a painting tool. (d) When deemed necessary,
interior pixels are added by hole filling.
Approximately 20% of the images in this database contain foreign objects. A
subset of this database was used to evaluate the automatic detection of foreign
objects and its effect on automatic detection of textural abnormalities. Table 2.1
lists four datasets defined for this study. Set A and B were used to train and eval-
uate the detection of foreign objects (Sect. 2.5.2), set C and D were used to train
and evaluate the detection of textural abnormalities with and without foreign ob-
ject removal (Sect. 2.5.3). Images in datasets A-D were randomly selected from
the full database.
For training of the detection system precise annotations of foreign objects in
the chest radiographs are required. These were obtained semi-automatically (see
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Fig. 2.2). First, the contrast between the high density object with the background
was further enhanced by local normalization132 at a scale of σ = 8 pixels. This
scale was determined by visual inspection and isolates high density objects from
the background (Fig. 2.2(b)). The human operator set an appropriate threshold
on this image and outlined the region of a foreign object. This region was masked
and connected component analysis was used to quickly select all parts of the ob-
ject to be segmented. The resulting binary mask was adjusted with a paint tool to
obtain a precise segmentation and, if necessary, hole filling was applied. Objects
with an area smaller than 120 pixels were excluded. This prevents detection of
very small objects that are usually spurious. Using this procedure, 331 and 271
foreign objects were annotated in set A and B respectively, ranging in area from
120-6316 pixels.
2.3 Methods
The method starts with automatic segmentation of the unobscured lung fields.
The proposed method consists of three stages (only performed inside the lung
fields): detection of pixels belonging to foreign objects, segmentation of the ob-
jects, and removal of the object using inpainting. Both foreign object detection
and lung field segmentation use pixel classification. An overview of the method
is given in Fig. 2.3. The following paragraphs describe the method in detail.
2.3.1 Lung field segmentation
The detection and removal of foreign objects is limited to the unobscured lung
fields as this is the main area of interest for many other applications of automated
analysis. An automatic lung segmentation algorithm based on pixel classification
was used to find the lung fields76. The system was trained with 500 training im-
ages where lung contours were manually outlined. These images were consec-
utively selected and some of them contained foreign objects and/or pathology.
These images were not further used in the rest of the study. A number of small
changes were made with respect to the system described by van Ginneken et al. 76 .
Features were calculated at images of 1024 pixels wide (instead of 256 pixels),
and resulting images are 512 pixels wide (instead of 256 pixels). As feature set we
used Gaussian derivative and Hessian based features on the original images as
described in Sect. 2.3.2. Pixels were classified using a k-Nearest Neighbor classi-
fier (k = 15). The resulting probability map was slightly blurred (σ = 0.7 pixels),
thresholded at a probability of 0.5, and morphologically closed with a spherical
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Figure 2.3: Overview of method. The method starts with resampling to a width
of 1024 pixels and local normalization. Foreign objects are detected by computing
features for every pixel inside the lung fields, followed by supervised classifica-
tion. Objects are segmented by thresholding and connected component analysis.
Removal of foreign objects is performed using a texture synthesis method which
fills missing pixels with values obtained from the best matching patch in a search
space around the object. See the text for details of each step.
2.3 Methods 33
kernel (r = 10 pixels). To segment the lungs the two largest components were
selected.
2.3.2 Detection of foreign objects
Pixel classification (PC)
In this methodology the segmentation problem is recast into a pattern classifica-
tion task51,54. A number of continuous characteristics (features) are calculated for
a number of samples (positions, pixels) in an image. A classifier is trained using
labeled samples from a database of training images. Examples of labels are in-
side/outside foreign objects and inside/outside the unobscured lung fields. The
classifier provides the mapping from features to class labels. In this work we use
classifiers that provide a posterior probability that indicates the likelihood for a
sample to receive a label. Test images can be segmented afterwards by computing
the features for each position and applying the classifier.
Features
Three types of features were calculated for each sample: texture features based
on Gaussian derivatives (on original and locally normalized images), features de-
rived from the Hessian matrix and position features. First each image is resized
to a width of 1024 pixels. To capture local image structure133 the output of Gaus-
sian derivative filtered images of order 0, 1, 2 (L, Lx, Ly, Lxx, Lxy, Lyy), at scales
1, 2, 4, 8, 16, 32 and 64 pixels were calculated. The small scales provide informa-
tion about the fine image structure and the larger scales about the neighborhood
of the pixel. For speed improvement the recursive implementation described by
Deriche 134 was used. Foreign objects typically have a high density compared to
their background. As explained in Sect. 2.2 applying local normalization to the
image will improve the contrast of the object with the background. To reflect
this in the feature set, images were locally normalized with σLN = 8 pixels, the
same scale as used for annotation, and features derived from the output of Gaus-
sian derivative filtered images of order 0 and 1 (L, Lx, Ly) at scales 1 and 2 were
added. The use of small scales specifically enhances strong edges, which are char-
acteristic of foreign objects encountered in our dataset. Certain types of foreign
objects consist of thin, elongated lines. Hessian matrix derived features were used
to detect the presence of these line like structures135. Considering the two eigen-
values of the Hessian matrix λ1, λ2 with |λ1| > |λ2|, two measures were derived:
(1)
√
(λ21 − λ22) to extract the lineness of the local image structure and the largest
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absolute eigenvalue |λ1| to indicate the strength of the response. These Hessian
features were calculated at scales 1, 2, 4, 8 and 16 pixels. Finally the x and y po-
sition were added to account for the difference in background appearance across
the lung. In total 61 features were computed per sample.
Classification
The training set was constructed by sampling inside the lung fields 100% of the
available positive (foreign object) pixels and a random 0.5% of the available neg-
ative pixels per image. Only a small percentage of normal pixels was sampled
because they occur much more frequently in the original image. To reduce com-
putation time test images were subsampled by a factor 2 resulting in probability
maps with a width of 512 pixels. For segmentation, removal, and evaluation the
probability maps were resized back to a width of 1024 pixels.
All features were normalized to zero mean and unit standard deviation before
classification. A number of different classifiers for foreign object detection were
tested. In the following description of the classifiers we use boldface to denote
vectors or matrices, x for feature vectors (samples), and y ∈ {−1,+1} for sample
labels of classes 1 and 2. All classifiers output posterior probabilities.
Linear Discriminant Analysis Fisher’s linear discriminant analyisis (LDA) is
a discriminative method which is commonly used in CAD applications for its
speed and simplicity. The method finds a linear discriminant function in a super-
vised fashion assuming that the class density fc(x) for each class c is a multivari-
ate Gaussian distribution with the same covariance matrix Σ:
fc(x) =
1
2pi|Σ| 12 exp(−
1
2
(x−mc)TΣ−1(x−mc)) (2.1)
with c = 1, 2 and mc the class mean. The posterior probability for y = 1 given x
is given by
P (y = 1|x) = pi1f1(x)
pi1f1(x) + pi2f2(x)
(2.2)
where pic is the prior probability of class c.
Nearest mean classification Nearest mean classification assigns to a test point
the label of the nearest class mean. The posterior probability is calculated in a
similar way as LDA, using Eq. 2.2, under the assumptions of multivariate Gaus-
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1. Given datapoint and label pairs (x1, y1), ..., (xN , yN) where xi ∈ X, yi ∈ Y =
{−1,+1}
2. Start with H(xi) = 0 and weights wi = 1/N , i = 1, ..., N
3. Repeat for m = 1, ...,M
(a) Find the optimal weak classfier hm for (X, Y ) and current weights wi
(b) Update strong classifier H(x)← H(x) + hm(x)
(c) Update weights for examples wi ← wie−yihm(xi) for i = 1, ..., N
Figure 2.4: GentleBoost algorithm
sian class distributions with the same covariance matrix Σ and Σ = σ2I where I
is the identity matrix. Like LDA, the Nearest mean method is unable to model
complex decision boundaries but it is fast, performs well in some settings, and
makes no assumptions on the data.
k-Nearest Neighbor k-Nearest Neighbor (kNN) classification is a nonparamet-
ric method where the decision boundary is constructed locally in an area around
the query sample. The posterior probability for y = 1 given x is given by
P (y = 1|x) = k1
k
(2.3)
where k1 is the number of samples among the k nearest neighbors with label
y = 1. The Euclidean distance was used as a distance measure in this work. kNN
has the attractive property that with increasing training size the conditional error
approaches the Bayes error54. To speed up the classification the tree-based imple-
mentation by Arya et al. 136 was used. This implementation uses an approximate
solution controlled by the variable , which ensures that the approximate nearest
neighbors are no more than (1+) times the distance away from the query point
than the actual nearest neighbors.  was set to 2 in this work.
GentleBoost The GentleBoost algorithm belongs to the family of ensemble clas-
sifiers and was described by Friedman et al. 58 . A number of weak classifiers hm
are sequentially combined into a strong classifierH using the algorithm shown in
Fig. 2.4. The algorithm uses adaptive Newton steps in each round m to minimize
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the weighted squared error
Jm =
N∑
i=1
wi(yi − hm(xi))2, (2.4)
where wi = e−yiH(xi) are the weights, hm the weak classifier, and N the num-
ber of training samples. The optimal weak classifier is then then added to the
strong classifier H and the weights are adapted. For the weak classifier any suit-
able algorithm can be chosen, but for GentleBoost often a simple algorithm, such
as regression stumps, is used. Regressions stumps are basically decision trees
with one node and are defined as hm(xi) = aδ[x
f
i > θ] + bδ[x
f
i < θ], where f
is the the feature number and δ the indicator function. The stump is optimized
by finding the parameters {a, b, f, θ} that minimize Jm. A closed form solution
for a and b can be derived and {f, θ} are found by exhaustive search137. The
trained strong classifier H gives the log-odds of being in class y where H(x) =
logP (y|x)/P (−y|x), y ∈ {−1,+1}. The posterior probability for y = 1 given x is
estimated using a sigmoid function as follows:
P (y = 1|x) ≈ 1
1 + e−H(x)
. (2.5)
GentleBoost has been shown to have improved performance compared to other
classifiers such as AdaBoost138. For boosting algorithms in general, similar per-
formance was found as for neural networks but with decreased training times139.
Support Vector Machine The Support Vector Machine (SVM) constructs a hy-
perplane in a high-dimensional space in such a way that the distance between the
hyperplane and the two classes is maximal, which makes it a maximum-margin
classifier. The hyperplane is found by solving the following minimization prob-
lem56
minimize
w,b,ξ
1
2
wTw + C
l∑
i=1
ξi
subject to yi(wTφ(xi) + b) ≥ 1− ξi
ξi ≥ 0
(2.6)
where w and b are the weights and the bias of the hyperplane, respectively. The
parameter C > 0 controls the misclassification error induced by the slack vari-
ables ξ, which are introduced to allow for solutions when a hyperplane splitting
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the classes does not exist. The function φ maps the feature vectors into a higher
dimensional space where a hyperplance may be easier found. φ is related to a
kernel function K(xi,xj) = φ(xi)Tφ(xj). Different kernel functions can be used.
Setting K(xi,xj) = xTi xj gives a linear kernel. The Gaussian radial basis func-
tion K(xi,xj) = exp (−γ||xi − xj||2), γ > 0 is often used as a nonlinear kernel and
introduces an extra parameter γ. SVM does not provide posterior probabilities
P (y = 1|x) directly, but these can be estimated from the distances of samples to
the hyperplane by crossvalidation on the training set, for details see Chang and
Lin 140 . Training times for SVM can be considerable as C and γ have to be deter-
mined in an exhaustive search procedure. Testing times are typically much faster
and related to the number of support vectors needed to define the hyperplane.
2.3.3 Segmentation
The output of the pixel classifier is a probability for each location in the lung
fields to belong to a foreign object. A binary segmentation is obtained by thresh-
olding the probabilities of the pixel classifier using a threshold pt. Subsequently
connected component analysis (using 8-connectedness) is performed. Only ob-
jects with an area > 120 pixels were retained. The effect of pt on the detection
performance is evaluated in Sect. 2.5.2.
2.3.4 Removal of foreign objects
After detection, foreign objects were removed from the image to restore the ap-
pearance of the background lung. For removal we adopted a texture synthesis
algorithm, which uses non-parametric sampling to recover the texture at the lo-
cation of the removed foreign object. The removal is performed on images of
1024 pixels wide. Incorrectly segmented foreign object pixels at the boundary
(false negatives), which typically have a high density, could be incorrectly used
as example pixels for the removal algorithm and lead to artifacts in the restored
image. To reduce this risk the detected objects are slightly dilated with 4 pixels
before texture synthesis is performed.
For texture synthesis the method of Efros and Leung 123 was taken as the basis.
Missing pixels are filled one at a time by finding pixels with similar neighbor-
hoods and copying the value of the pixel with the best matching neighborhood.
The neighborhood is defined as a square patch surrounding the pixel. We used
patches of 11 × 11 pixels. Similar neighborhoods are determined by calculating
distances between the patch for the missing pixel and all other possible neighbor-
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hoods. The distance d is defined as the sum of squared differences (SSD) between
the two patches. The SSD is only calculated using pixels that are known in both
patches. To prevent the method from getting stuck in local minima a random
patch is selected from a set of best matching patches with d < (1 + e)dbest, where
dbest is the distance of the best matching patch and e is a threshold.
While the method is intuitively simple, it is in practice very slow because the
whole image has to be searched for every missing pixel. Three modifications
were made to make the method useful in practice. To speed up the search pro-
cess of similar patches we used Approximate Nearest Neighbor (ANN) search136,
a fast version of k-nearest-neighbor (kNN) search (inspired by the use of Tree
Structured Vector Quantization in Wei and Levoy 141). The use of kNN search
also replaces the parameter e from the original algorithm, which gives a variable
number of best matching patches, by a fixed number of patches controlled by
k. We used k = 10. In a structured image such as a chest radiograph similar
patches are expected to be found close to the missing pixel, therefore we limited
the search area to an area of 50 pixels around each of the objects to be filled. The
considerable reduction of the size of the search space also improves computation
times. Contrary to the original algorithm, which updates the search space after
each iteration, the search space is only constructed once per object. Finally we
took the output of the DullRazor122 method as a pre-processed input image for
texture synthesis. DullRazor performs bilinear interpolation at each missing pixel
between the endpoints of the shortest ray crossing the hole. Eight rays were cast
in equally spaced directions to determine the shortest ray. Prefilling the hole is
necessary as kNN requires complete patches (with no missing pixels) to search
with, while missing pixels typically also have missing pixels in their neighbor-
hood.
2.4 Experiments
2.4.1 Foreign object detection: pixel based evaluation
The training set consisted of 59,887 pixels (49,268 pixels from background, 10,619
pixels from foreign objects) sampled from set A. The test set consisted of 108,052
pixels (47,743 pixels from background, 60,309 pixels from foreign objects) sam-
pled from set B.
For detection of foreign objects we tested LDA, kNN classification, Nearest
mean classification, a Support Vector Machine (SVM), and GentleBoost. Optimal
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parameters and features were determined for the classifiers. From pilot exper-
iments it was determined that a high pixel level specificity is required to limit
the number of false positive object detections. Therefore the optimization crite-
rion was set to the sensitivity at 0.995 specificity. The value of k in kNN was
optimized in crossvalidation on the training set. Odd values of k in the range
1-301 were tested, and k = 19 was determined to be the optimal value. For SVM
a Gaussian kernel function was used, the hyperparameters C and γ were opti-
mized in a grid search by crossvalidation on the training set, according to the
recommendations in Hsu et al. 142 . The optimal values of C and γ were 2−1 and
2−5, respectively. GentleBoost used regression stumps as the weak classifier. A
number of 1000 stumps were added to train the classifier. Feature selection was
performed using Sequential Forward Selection (SFS)143 for each of the classifiers.
Feature selection for SVM was not performed, because optimal values for the
hyperparameters would have to be determined for every different subset of fea-
tures, leading to prohibitively long computation times.
Receiver operating characteristic (ROC) analysis was performed on the test
set. The pixel based classifier performance was measured using the Area under
the ROC curve Az. Differences between Az values were determined with boot-
strapping67, using 1000 bootstrap samples and a significance level α = 0.05.
2.4.2 Foreign object detection: object based evaluation
Object detection performance is determined using Free Response Operator Char-
acteristic (FROC) analysis144. For FROC construction criteria are needed for true
positive (TP), false positive (FP) and false negative (FN) objects. The criteria are
based on the fraction of positive pixels detected Ω = TP/(TP + FN). An object
in the segmentation is TP when it overlaps with a foreign object of which at least
50% of the pixels are detected (Ω > 0.50). If an object overlaps but less than 50%
of the pixels are detected (0 < Ω < 0.50) it is considered a FN. Objects in the
reference standard which do not overlap with any object in the segmentation are
also FN. Finally, an object in the segmentation is considered FP when Ω = 0.
During construction of the FROC curve, pt is lowered to obtain segmentations
at different levels and determine the number of TP, FN and FP objects. The area of
the segmented objects (connected components) typically grows when the thresh-
old pt is lowered, and may lead to merging of two or more FP objects into one
and a counterintuitive reduction of number of FPs at a lower value of pt. This
has been noted as an issue in FROC analysis in several studies145,146. To prevent
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this effect a local maxima detection scheme is used. FROC construction starts at
pt = 1.0. At each level of pt FP objects are identified in the segmentation. For each
FP object it is determined whether it overlaps with an object detected at a higher
pt. If it was previously detected it is ignored, otherwise the object is recorded as
FP and assigned a score equal to the current pt. In a similar way the TP and FN
objects are assigned a score based on the level of pt where they first appeared. In
the reported results the step size for pt was 0.05.
The object score is used to construct the FROC curve. Pilot results showed
that many false positive responses of PC occur at the boundary of the lung where
the high gradient transition between bone and lung tissue mimics that of foreign
object and lung tissue. To reduce the effect of lung segmentation inaccuracies
on the results, the region within a distance of 4 pixels (0.88-1.52 mm) from the
automatically detected lung boundary was excluded from analysis.
2.4.3 Effect on textural abnormality detection
One of the goals of foreign object removal is to improve automated analysis of
chest radiographs. Textural (parenchymal) abnormalities are a common disease
pattern in chest radiographs and can be found in different types of diseases, such
as pneumonia or tuberculosis. To evaluate the effectiveness of the foreign ob-
ject detection and removal algorithm, a previously described CAD system for tu-
berculosis detection on chest radiographs was used147,148. Classification is based
on texture analysis of small circular image patches placed inside automatically
detected lung fields76. Features based on moments from Gaussian derivative
filtered images are calculated for each patch and assigned a probability of ab-
normality using LDA. One texture score, reflecting the total load of abnormal
patches in the image, was determined by integrating the individual patch prob-
ability scores. This integration was performed by calculating the 95th percentile
of the cumulative histogram of patch probabilities149 which provides a robust
estimate of the relative area of lung affected by pathology.
The textural abnormality system was trained with images in set C. Textural
abnormalities in this set were outlined to provide examples of abnormal patches.
Examples of normal patches were only sampled from normal images. The total
number of normal and abnormal patches used to train the LDA classifier was
122,932 and 4,958, respectively. The system was then applied to test images in
set D.
The CAD system was applied two times; first using features derived from
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# Individual perfor-
mance
Sensitivity at
0.995 specificity
Selection order in
SFS
Sensitivity at
0.995 specificity
1 λ1 (σ = 1 pixels) 0.356 λ1 (σ = 1 pixels) 0.356
2 Lyy (σ = 2 pixels) 0.316 Lxx (σ = 4 pixels) 0.516
3 Lyy (σ = 4 pixels) 0.288 Lyy (σ = 4 pixels) 0.643
4 λ1 (σ = 2 pixels) 0.285 Ly (σ = 64 pixels) 0.674
5 Lyy (σ = 1 pixels) 0.271 Ly (σ = 1 pixels) 0.743
Table 2.2: Analysis of feature performance on the pixel level with kNN as classi-
fier. On the left are shown the five features which perform best individually. On
the right the five features first selected using Sequential Forward Selection (SFS),
in other words the best performing subset, are shown.
original test images and then from processed test images where foreign objects
had been removed. Images in set D were divided into 3 groups: normal images
containing foreign objects, abnormal images, and normal images without foreign
objects. Texture scores were calculated for the 6 situations (original and processed
images in the 3 groups) and displayed using box plots. Differences between
means of the groups were compared using unpaired Student t-tests (α = 0.05).
2.5 Results
2.5.1 Foreign object detection: pixel based evaluation
All classifiers achieve a high classification performance. Differences are small,
but significant differences in Az were found between LDA, the best performing
classifier, and the other classifiers. At high specificities (0.99-1.0), the operating
region for segmentation, kNN and SVM are the best classifiers (Fig. 2.5). Nearest
mean classification has the lowest performance but still reaches a high overall Az
value. Feature selection did not lead to improved sensitivity at the level of 0.995
specificity, except for Nearest Mean classification, which remained the worst per-
forming classifier. Despite the lack of performance improvement, feature selec-
tion provides insight into how individual features perform. The five features per-
forming best individually and the best subset of five features with kNN as clas-
sifier are shown in Table 2. The features that are most often selected, namely λ1
and second order derivatives at small scales, reflect the presence of fine line-like
structures. This is due to the fact that foreign objects are mainly thin elongated
structures with sharp borders, specially highlighted at small scales. Features at
larger scales also contribute to classification but mostly in combination with other
features.
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Figure 2.5: ROC Analysis of pixel classification. Shown are results for Linear Dis-
criminant Analysis (LDA), Nearest mean, k-nearest-neighbor (kNN), GentleBoost,
and SVM. The results with feature selection are indicated with dashed curves..
The ROC curve is shown at high specificities where the pixel classifiers operate.
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Figure 2.6: Performance analysis at the object level. FROC curve for different
classifiers (see Fig. 2.5) in the 0.0625-4.0 FP/image operating range. The x-axis is
logarithmically scaled.
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2.5.2 Foreign object detection: object based evaluation
Fig. 2.6 shows FROC curves of the tested classifiers indicating object detection
performance for the 0.0625-4.0 FP/image operating range. The left most point
of a curve indicates the detection performance for the lowest probability map
threshold (pt = 0.05).
kNN showed superior sensitivities compared to the other classifiers in the an-
alyzed FP/image range. SVM was the second best performing classifier. LDA
showed worse performance than kNN and SVM. GentleBoost has reduced sensi-
tivities compared to kNN, LDA, and SVM; while Nearest mean classification has
markedly reduced performance compared to all classifiers. For the remaining ex-
periments we used kNN. At a level of 0.25 FP/image 95.6% of the objects were
successfully detected using kNN. This level corresponds to pt = 0.90 and was
used in subsequent experiments unless indicated otherwise. At pt = 0.90 the cor-
responding per pixel sensitivity and specificity are 0.65 and 0.999, respectively.
This operating point corresponds to the operating range where kNN performs
best on the per pixel level (Fig. 2.5). Increasing the sensitivity at the object level
of kNN beyond 95% finds only slightly more foreign objects at the expense of a
large increase in the number of FP objects.
2.5.3 Effect on textural abnormality detection
Figs. 2.7 through 2.9 show an overview of the results of the detection, removal
and effect on texture analysis of 12 selected cases. Fig. 2.7 and Fig. 2.8 show
cases containing foreign objects, Fig. 2.9 cases without foreign objects. The fourth
example in Fig. 2.7 displays an abnormal case containing extensive pathology.
From top to bottom the original images are shown, followed by the manual seg-
mentations of the foreign objects (the reference standard). The next row shows
detection using pixel classification. The fourth row shows the segmentation as
produced by thresholding the output of the pixel classifier with pt = 0.90, con-
nected component analysis, and retaining components with a minimum area of
120 pixels.
The fifth row shows the images with the segmented objects inpainted by tex-
ture synthesis. The last two rows show the output of the textural abnormality
detection system on the original images, and on the processed images in which
the foreign objects have been inpainted. Applying texture analysis to the original
images leads to false positive responses due to the presence of foreign objects.
The strong responses lead to texture scores in normal images that are similar to
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those in abnormal images. After removing the foreign object by inpainting, the
false positive responses have mostly disappeared, leading to markedly reduced
texture scores. In cases containing no foreign objects the texture response is iden-
tical before and after removal, except for an occasional false positive response on
the lung border.
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Figure 2.7: Illustration of the output of the algorithm for three selected normal
cases and one abnormal case (4th column) with foreign objects. See text for expla-
nation.
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Figure 2.8: Illustration of the output of the algorithm for four selected normal
cases with foreign objects. See text for explanation.
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Figure 2.9: Illustration of the output of the algorithm for four cases with no for-
eign objects. The first two cases contain pathology (1st case: abnormality in upper
left lobe, 2nd case: abnormality in upper right lobe just below the clavicle), the
last two cases contain no pathology.
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Close-ups of a number of foreign objects are shown in Fig. 2.10.
Figure 2.10: Close-ups of several foreign objects. The columns show respectively
the original image, the reference annotation, automatic segmentation and result
of removal using texture synthesis. From top to bottom a zipper slider, brassier
clip, zipper, glasses with case, and a button are shown.
To quantify the effect of foreign object removal, CAD texture scores were com-
pared between normal and abnormal images and before and after image restora-
tion in set D. Boxplots150 in Fig. 2.11 show that texture scores in normal images
with foreign objects are higher than in normal images without foreign objects be-
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fore processing (boxplot 1 and 5; p < 0.05). This reduces the ability of the textural
abnormality system to discriminate between abnormal images and normal im-
ages with foreign objects as they show no significant difference in scores (boxplot
1 and 3; p = 0.35). After processing, the scores of normal images with foreign
objects are reduced to a similar levels as normal images without foreign objects
(boxplot 2 and 6; p = 0.93). The restoration has no noticeable effect on texture
scores of images containing no foreign objects (boxplot 5 and 6; p = 0.89). A
slight, but not significant, reduction is observed in the scores of abnormal images
as some of them contain foreign objects (boxplot 3 and 4; p = 0.63). Further anal-
ysis of the abnormal cases showed a similar pattern as in the normal cases. After
processing, the average score of the 8 abnormal cases containing foreign objects
scores was reduced to a similar value as the average score of the 42 abnormal
cases without foreign objects before processing (p = 0.82). This indicates that, al-
though scores in abnormal cases are reduced, it can be predominantly ascribed to
the foreign objects being removed, not to the removal of pathology. An example
of an abnormal case with a zipper removed can be seen in Fig. 2.7, 4th column.
2.6 Discussion
A method was presented to automatically detect and remove foreign objects in
chest radiographs and was evaluated on images acquired from a tuberculosis
screening program. In screening practice the occurrence of foreign objects is not
uncommon and automatic removal is a necessary prerequisite for other automatic
processing of chest radiographs. The contribution of this paper is two-fold: 1) the
application of state-of-the-art techniques for segmentation and image restoration
to an unexplored application; and 2) the modification of an existing texture syn-
thesis method which reduces computation time greatly and renders its use more
practicable. In this section, the detection and segmentation performance in rela-
tion to the false negatives and false positives are discussed first. Then a discussion
of the removal of the objects and its usefulness in practice follows. Finally the use
of the system in a practical context is discussed.
Detection and segmentation of the foreign objects was in general quite accu-
rate. Clearly delineated objects, such as metal objects (e.g. brassieres, coins, keys)
were typically detected, accurately segmented, and removed by the algorithm.
This is illustrated by the first 3 close-ups of foreign objects in Fig. 2.10 where after
inpainting the previously affected area is largely artifact free. The last close-up of
Fig. 2.10 indicates that a perfect segmentation is not required to obtain a convinc-
50 Foreign object detection and removal
ing inpainting result. A slight oversegmentation of objects is not a problem as the
FP pixels will be restored by the inpainting algorithm. To make the algorithm less
sensitive to undersegmentation obtained segmentations were slightly dilated be-
fore inpainting. A larger dilation might further reduce the risk of FN pixels, but
it will also make it difficult for the inpainting to succeed as larger holes lead to
information loss about the local appearance.
The algorithm missed 12/271 (4.4%) of the foreign objects at the cut-off used
for segmentation. The majority of them were small (10 FN objects with area< 400
pixels, 20-50 mm2 depending on the original image size) and we expect their
influence on the subsequent processing algorithms to be minor. Some categories
of objects were less well handled. A number of large objects having uniform areas
of density, such as pacemakers (Fig. 2.8, 1st case), were not completely segmented
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Figure 2.11: Effect of restoration on texture scores for normal images containing
foreign objects, normal images without foreign object and abnormal images. Box-
plots of the texture score for the three groups of original and processed images.
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and removed. As there were only a limited number of training examples with
such large objects we expect performance to increase with a larger database or
dedicated set of training examples of pacemakers. Other types of foreign objects
that were not or incompletely segmented were semi-opaque objects such as pens
with plastic parts, hair, and certain types of necklaces. A good example is the
case for glasses in Fig. 2.8, 2nd case. The glasses were removed well, but the case
itself remains visible. Also here we hypothesize that the reduced performance is
partially caused by a limited number of similar training examples in the database.
Semi-transparent objects are also more difficult to precisely delineate manually
because of their lower contrast with the background. We expect though that these
objects will have a relatively small disturbing effect on automated analysis as they
occur less frequently and their appearance is less conspicuous.
At the probability cut-off used for segmentation a false positive is detected in
approximately one out of every 4 images (0.25 FP/image). Most of these false
positives occur at the lung boundary, especially the interface of the lung with the
chest wall (examples in Fig. 2.8, 4th case and Fig. 2.9, 1st case). We expect that the
majority of this category of false positives would be easy to remove by adding ex-
tra position features to the classification, for example based on the distance to the
lung border. False positives at the medial sides (near the heart and mediastinum)
of the lung fields, or in the lung fields rarely occurred. Objects smaller than 120
pixels, corresponding to an effective diameter of 1.35-2.35 mm, were excluded in
the FROC analysis and the texture analysis experiment. These objects are small
compared to most foreign objects and we determined that also removing these
objects from the image reduced texture scores only by 0.5%.
Detection and segmentation of foreign objects was limited to areas inside au-
tomatically detected unobscured lung fields. Depending on the location and ap-
pearance, objects close to the boundary of the lung fields can cause under- or
oversegmentation of the lung fields. To also detect objects in oversegmented lung
fields the observer providing manual segmentations was instructed to also seg-
ment objects close to the boundary of the lung fields. Examples of this can be seen
in the 3rd case in Fig. 2.7 where a button is present close to, but outside of, the
right upper lung and also in the 4th case of the same figure where the two zipper
sliders at the top are outlined in the reference but outside the lung fields. As de-
tection performance was only determined inside the lung fields this button was
not counted as a false negative. Our main focus was to improve automatic anal-
ysis of the lung fields, therefore we limited the evaluation to this area. In some
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cases object close to, but outside, the automatic lung segmentation might disturb
the texture analysis inside the lung fields. Although we expect the effect on the
texture scores to be small, the algorithm could be easily extended to include all
foreign objects in the radiograph.
In general, inpainting results were visually convincing. Poor results some-
times occurred when the object was not fully segmented. In these cases the
missed part will not be removed, but also the inpainting of the properly seg-
mented parts can be distorted as there is a risk of selecting patches for inpainting
from the missed part. In some cases sharp edges and ridges, such as those caused
by ribs, are not fully restored. The method used in this paper does not explicitly
try to continue structural elements in the image before the addition of texture. It
might be that other inpainting methods, such as those of Bertalmio et al. 126 would
handle continuation of structures in a better way.
After restoration the texture scores of images containing foreign objects are
similar to those of normal images. This indicates that the statistical properties
of the affected areas, measured by the features used in the textural abnormality
system, are similar to unaffected areas after removal. Using downstream image
analysis algorithm performance, such as segmentation or CAD, is an indirect way
to evaluate a detection and removal algorithm and visually the removal does not
have to be perfect to provide results which improve subsequent analysis. This
observation is also made by Lee et al. 122 who state that image artifacts after hair
removal do not influence the segmentation of dermoscopic lesions. Evaluating a
hair removal algorithm, Abbas et al. 131 used a similar approach as in this work,
using segmentation performance and the effect on texture measures to determine
the quality of the processed images.
Removal of detected foreign objects is based on a modified version of the tex-
ture synthesis algorithm described by Efros and Leung 123 . The modifications
were aimed at increasing the speed of the algorithm, as the original algorithm is
known to be extremely slow. Computation time was reduced from a few hours
using the original algorithm to less than a minute with the modifications (C++
implementation on a single 3 Ghz core). Compared to previously published tech-
niques for texture synthesis123,141, we have provided a method adapted to the in-
trinsic characteristics of medical images, particularly radiographs, with low com-
putational time, which is a paramount feature for the analysis of large amount
of images generated in a screening setting. The speed increase can be benefi-
cial when the algorithm is integrated into a CAD system that is used to provide
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feedback about image quality directly after acquisition of the radiograph. The
full algorithm including feature calculation (15 seconds), pixel classification (4
minutes), segmentation (0 seconds) and inpainting (DullRazor 1 seconds, texture
synthesis 30 seconds) takes approximately 10 minutes for an average case con-
taining foreign objects. The majority of the computation time is spent on pixel
classification using kNN. At a small loss of sensitivity, total computation times
could be reduced to approximately 1 minute when SVM or LDA is used instead.
The different steps of the algorithm, such as pixel classification, segmentation
or texture synthesis, require a number of parameter values to be set. Some of
them, such as the scales to compute features on or the minimum size of objects to
retain, were based on the general characteristics of the foreign objects. Parameter
settings of classifiers are difficult or impossible to determine a priori and were
selected by optimization on the training set. Others, such as the segmentation
threshold, depend on the performance characteristics of previous computations
and were based on a trade-off between over- and undersegmentation. The choice
of object removal algorithm and the free parameters of texture synthesis were
not extensively optimized in our application. The selected settings resulted in
successfully removal of foreign objects from images, with texture scores indis-
tinguishable from unaffected images. Further optimization of some parameters
might be possible to improve detection and removal of particularly different for-
eign objects.
An alternative approach to the presence of artifacts in medical images is to
ignore affected areas. Such an approach potentially misses pathological areas.
Many CAD systems work with feature extractors that have non-local support,
which requires the size of the excluded area to be larger than the size of the object
itself and would further increase the chance of false negatives. Therefore, we
believe that a detection and removal algorithm is preferable.
In radiological screening settings numbers of abnormal images are often low,
in the order of a few percent. In the tuberculosis screening program in London,
which was the source of the data used in this paper, the number of abnormal
chest radiographs which needed referral for abnormalities compatible with active
tuberculosis was on the order of 1%. If an automatic system were to be used to
select cases not needing referral a considerable improvement in efficiency, by a
reduction in workload and costs, could be achieved. The percentage of images
containing foreign objects in this database was 20%. If a significant proportion
of this 20% were selected as cases needing referral the efficiency improvement
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would be much smaller.
The presented algorithm for detection and removal is general and can be ap-
plied to other objects in (chest) radiographs or to other modalities. In chest radio-
graphs medical foreign objects, such as catheters and tubes, are one of the most
common abnormal findings, accounting for 64% of the total in a study by MacMa-
hon et al. 95 . In bedside radiographs, where these objects often occur, removing
them can potentially improve the reading of these difficult low quality images by
humans or automated systems.
2.7 Conclusion
An automated method to detect, segment and remove foreign objects on chest
radiographs has been presented. The detection step is based on supervised pixel
classification and evaluated using FROC analysis. The removal of the objects
from the image is performed using texture synthesis inpainting. The effect of
image restoration on false positive responses in a CAD system was determined
in an experiment with a textural abnormality detection task.
We have found that high density foreign objects can be detected with high sen-
sitivity with only a small number of false positives. The removal of the detected
foreign objects from the image results in a reduction of false positive responses
of a texture analysis system in normal images. This enables application of auto-
mated disease detection to improve efficiency of screening programs even with
images of low quality due to the presence of foreign objects.
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Abstract
Automated delineation of anatomical structures in chest radiographs is difficult
due to superimposition of multiple structures. In this work an automated tech-
nique to segment the clavicles in posterior-anterior chest radiographs is presented
in which three methods are combined.
Pixel classification is applied in two stages and separately for the interior, the
border and the head of the clavicle. This is used as input for active shape model
segmentation. Finally dynamic programming is employed with an optimized
cost function that combines appearance information of the interior of the clavicle,
the border, the head and shape information derived from the active shape model.
The method is compared with a number of previously described methods and
with independent human observers on a large database, containing both normal
and abnormal images. The mean contour distance with the reference contour of
the proposed method on 249 test images is 1.1± 1.6 mm and the intersection over
union is 0.86 ± 0.10.
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3.1 Introduction
The automatic delineation of normal anatomical structures is a prerequisite for
computerized analysis of medical images. The analysis of 2D radiographic im-
ages, such as chest radiographs, is a challenging task because superimposed nor-
mal and abnormal structures can make it difficult to discern the boundaries of
particular objects. Detection, recognition and segmentation of these structures re-
quires incorporating prior knowledge about their location and appearance. The
large variation in both these properties inherent to medical imaging can be han-
dled through the use of supervised systems that learn from examples.
In this work we focus on the segmentation of the clavicles in chest radio-
graphs. The clavicle is a cortical bone connecting the shoulder blade at the acro-
mion to the breast bone at the sternoclavicular joint. Fig. 3.1(a) shows the anatomy
of the clavicle in a schematic drawing. Fig. 3.1(b) shows the clavicle in a chest ra-
diograph. The 2D projection in a radiograph causes several other structures to
overlap with the clavicle. Notably these are the ribs, the mediastinum and the
large vessels of the pulmonary vessel tree. In this paper the focus of the segmen-
tation algorithm is the part of the clavicle contained inside the projection of the
lung fields and the mediastinum. The lateral parts at the acromial end outside
the lung fields are not considered.
Obtaining an accurate segmentation of the clavicles is useful for a number of
applications. The segmentation can be used to digitally subtract the clavicle from
the radiograph. Recently it has been shown that commercially available software
that suppresses bony structures in the chest radiograph can improve the radiolo-
gist’s performance85,86. Clavicle suppression in particular might aid radiologists
to detect pathology in the lung apices, that are known to be difficult areas due
to superimposing structures151. Performance improvement can also be expected
if the automatic segmentation is used as input for computer-aided detection and
diagnosis (CAD) systems. Certain lung diseases, such as tuberculosis, manifest
themselves especially in the lung apex111. A good characterization of the struc-
tures in that area is needed to improve pathology detection and reduce false pos-
itives. Accurate localization of the medial parts of the clavicles can also serve
to automatically determine possible rotation of the ribcage, an important quality
aspect of chest radiographs. When chest radiographs are rotated, false abnormal-
ities might appear in either or both of the lung fields due to apparent changes in
parenchymal density.
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Only a few papers have addressed the automatic segmentation of the clavi-
cles. Yu et al. 152 used dynamic programming and a nonlinear shape model to
segment the clavicles but no quantitative error analysis was performed. van Gin-
neken et al. 76 segmented the lung fields, heart and clavicles in chest radiographs
from the JSRT database37 and compared several segmentation techniques. While
results comparable to the interobserver variability were obtained for the heart
and lung fields, the segmentation of the clavicles proved a more difficult task.
Seghers et al. 77 used a minimal shape and intensity cost path segmentation tech-
nique on the same database. The authors obtained a smaller error on the whole
database than reported in van Ginneken et al. 76 , but individual results for the
clavicles were not provided. Simko´ et al. 80 considered the task of detecting only
the lateral part (diaphysis) of the clavicle. They attempted to find line shaped
structures using the Radon transform on edge-enhanced images. The resulting
segmentation was subsequently used to suppress the clavicles. Only a qualita-
tive evaluation of the clavicle segmentation was provided.
The combination of different types of independently calculated information
might help in the segmentation of anatomical structures, especially in difficult
cases. We propose a method that combines different type of characteristics from
the clavicles, such as border and head definition, local intensity and shape. These
characteristics are extracted from the images by means of pixel classification (PC)
and active shape models (ASM)153 and combined using dynamic programming.
The advantage of ASM is that it can only produce plausible shapes, unlike PC
which treats segmentation as a local classification problem and can produce seg-
mentations of any shape. In the case of confusing border information, such as
overlying ribs or the presence of abnormalities, PC can produce shapes which do
not resemble clavicles. A disadvantage of ASM is that its mechanism to generate
plausible shapes (through principle component modeling of the training shapes)
also limits how accurate it can outline the borders of a previously unseen instance
of the structure. Especially when the shape is complex or has a large variability,
such as in the case of clavicles, this problem becomes pronounced. This moti-
vated us to use ASM to provide a plausible but rough outline of the clavicle and
use multiple dedicated pixel classifiers to refine the outline. Subsequently an
optimal cost path is calculated that ensures a globally optimal solution and pro-
vides a convenient framework to combine shape information and multiple pixel
classifiers.
This paper is organized as follows. In Section 3.2 the data that was used
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Figure 3.1: Anatomy of the clavicle. (a) Schematic drawing of a clavicle with the
main parts labeled. (b) Appearance of clavicles in chest x-ray with surrounding
structures indicated. The corpus and sternal end will be colloquially referred to as
respectively the shaft and the head, respectively.
for both training and evaluation of the system is described. The proposed new
method for clavicle segmentation is detailed in Section 3.3, and various other
methods to which the new method is compared are also described there. Section
3.4 and 3.5 presents a number of experiments and results, and these results are
discussed in Section 3.6. Section 3.7 concludes.
3.2 Data
A set of 548 consecutively obtained posterior-anterior chest radiograph were se-
lected from a database containing images acquired at two sites in sub Saharan
Africa with a high tuberculosis incidence. All subjects were 15 years or older.
Images from digital chest radiography units were used (Delft Imaging Systems,
The Netherlands) of varying resolutions, with a typical resolution of 1800 × 2000
pixels, the pixel size was 250 µm isotropic.
From the total set of images, 225 were considered to be normal by an expert
radiologist, while 323 of the images contained abnormalities. Of the abnormal
images, 101 contained abnormalities in the area obscured by the clavicle. The
data was divided into a training and a test set. The training set consisted of 299
images, the test set of 249 images. The development and optimization of the
method was completely performed on the training set alone, the test set was only
used to calculate the final results.
3.2.1 Manual segmentation of the clavicles
Manual tracings of the clavicle were used as the reference standard in this study.
The clavicle is a high density object projected over a low density background (the
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lung parenchyma). The border of the clavicle typically appears as a ridge with
a higher density than the inside. Even for human experts it can be difficult to
delineate this border precisely. The complex cross sectional shape of the clavicle
causes multiple shadows on a chest radiograph. Often the border of the clavicle
is partly aligned with the ribs. Especially the medial part of the clavicle is difficult
to trace, because of multiple overlapping shadows from the vena cava, ribs, and
mediastinal structures. The sternoclavicular joint is not always projected within
the lung fields and can be hidden or very difficult to see.
Fixed points were used to determine the shape model for ASM and to evalu-
ate different parts of the clavicle. The fixed points define three parts of the border
of the clavicle: (1) the lower border, from fixed point 0 to 1, (2) the head from
fixed point 1 to 2 and (3) the upper rib border, from fixed point 2 to 3. The follow-
ing instructions to outline the clavicles were provided to human observers who
provided manual tracings:
1. Start at the lateral inferior border of the clavicle at the projected crossing of
the superior border of the scapula and the clavicle (fixed point 0)
2. Follow the inferior border until the start of the head (fixed point 1). The
start of the head is defined as the location where the curvature of the border
suddenly changes.
3. Follow the border until the end of the head (fixed point 2). The end of the
head is defined as the location where the curvature of the border suddenly
changes on the superior border.
4. Finish the segmentation by following the superior border until the projected
crossing of the superior border of the scapula and the clavicle (fixed point
3).
The clavicles were outlined by three trained readers who were instructed by an
expert radiologist. One of the readers was used to set the reference standard. The
outlines of the other two readers are compared with the reference standard in the
same manner as the automatic methods. These readers are referred to as the 2nd
and 3rd observer. To ensure optimal outlines a regular review of the outlines was
performed by the expert radiologist.
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Figure 3.2: Flowchart of HDAP. A number of independent dedicated pixel clas-
sifiers are combined using active shape modeling (ASM) and dynamic program-
ming.
3.2.2 Public dataset and challenge
The database used in the paper is made publicly available so that it can be used by
other research groups to evaluate their segmentation methods. The release of the
images and annotations is part of our ongoing effort to improve the quality and
progress of medical image analysis research by enabling fair comparisons of al-
gorithms through public datasets and challenges. The dataset can be found at the
website of the challenge Chest Radiograph Anatomical Structure Segmentation
(CRASS) (http://crass12.grand-challenge.org). The chest radiographs and
manual outlines of the clavicles of the training set are provided. For the test set
only the radiographs are provided and the outlines are kept secret. New segmen-
tation results on the test set can be uploaded to the website and will be evaluated
automatically. Submitted results are automatically evaluated using similar mea-
sures as reported in this paper. An automated report and ranking among other
methods will be publicly available for each submitted result.
3.3 Methods
The proposed Hybrid Dynamic Programming/Active Shape Model/Pixel Clas-
sification algorithm (HDAP) combines a selection of existing methods in a struc-
tured way to improve on the results of the individual algorithms. A set of ded-
icated pixel classifier systems form the basis of HDAP, active shape modeling
(ASM) is used to generate plausible shapes, and dynamic programming is used
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to find the exact boundary. Each of the individual algorithms use the output of
the previous step(s) in the algorithm as their input(s). A diagrammatic overview
of the method is given in Fig. 3.2. The method is illustrated for one case in Fig. 3.3.
(a) Original X-ray (b) Rough body classifica-
tion (localization)
(c) Object body classification
(d) Border classification (e) Head border classifica-
tion
(f) ASM fitted to object body
(g) Final segmentation
produced by optimal path
searching
Figure 3.3: Outputs of the algorithm shown for one case. Corresponding cost
space images are shown in Fig. 3.4.
3.3.1 Pixel classification (PC)
Pixel classification forms the basis of the other methods. In this methodology the
segmentation problem is recast into a pattern classification task51,54. A number of
continuous characteristics (features) are calculated for a number of samples (po-
sitions, pixels) in an image. A classifier is trained using labeled samples from a
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database of training images. Examples of labels are inside/outside clavicle and
on/off the clavicle border. The classifier provides the mapping from features to
class labels. In this work we use classifiers that provide a posterior probability
that indicates the likelihood for a sample to receive a label. Test images can now
be segmented by computing the features at each position and applying the clas-
sifier.
Features and classification
Three types of features were calculated for each sample: texture features based on
Gaussian derivatives, features derived from the Hessian matrix and position fea-
tures. First each image is resized to a width of 1024 pixels. To capture local image
structure133 the output of Gaussian derivative filtered images of order 0 through
2 (L, Lx, Ly, Lxx, Lxy, Lyy), at scales 1, 2, 4, 8, 16, 32 and 64 pixels were calculated.
Hessian matrix derived features derived were used to detect the presence of line
like structures135. Considering the two eigenvalues of the Hessian matrix λ1, λ2,
λ1 > λ2 two measures were derived: (1)
√
(λ1 − λ2)2 to extract the lineness of
the local image structure and (2) the largest eigenvalue λ1 to indicate the strength
of the response. The typical location of the clavicles in the image was captured
through a number of spatial features: the (x, y) coordinates in the image resized
to a width of 1024 pixels, the normalized (x, y) coordinates inside the bounding
box of the unobscured lung fields, the distance of the pixel to the boundary of
the lungs, and the distance of the pixel to the center of gravity of both lungs. An
automatic lung segmentation algorithm was used to find the unobscured lung
fields76.
In total 59 features were computed. To reduce computation time, features
were sampled every 2nd pixel on a regular grid in both the training and test images
so that the resulting segmented images have a width of 512 pixels.
To construct the training set positive (clavicle) samples per image were ran-
domly sampled (sample rates for each classification task are given below). For
the negative samples the distance to the clavicle was used to control the sam-
pling rate (see section 3.3.1). One sixth of the positive and negative samples was
used for the final training set, while the remaining 5/6th was used to evaluate the
effect of feature selection and classifier selection.
Object body classification
A typical approach for segmentation using pixel classification is to detect all pix-
els inside the object76. Positive examples are selected from the inside of the object
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Distance to border (pixels) Class Sampling rate
0-2 Positive 50% of available samples
2-3 - not sampled
2-10 Negative 10% of available samples
10+ Negative same number as nearby negative samples
Table 3.1: Sampling strategy for border classification
of interest and negative examples from outside. The clavicles are only a small
part of the chest radiograph and to prevent the classifier focusing too much on
the background structures the number of negative examples were sampled de-
pending on the distance to the clavicle. 80% of the negative examples were sam-
pled randomly within a distance of 10 mm to the clavicle, the remaining 20% was
sampled from the rest of the image. A similar sampling strategy was success-
fully used to segment fissures in thoracic computed tomography scans154. The
sampling rate for nearby negative and positive examples was 1.5%.
The computational burden of the classification was reduced by performing it
in two steps. An initial rough classification of the object body was performed
using a kNN classifier with k = 5 and the first 5 features selected by SFFS. This
quick classification gives a robust initial detection and localization of the clavicles.
A rectangular area around this approximate detection was determined to restrict
the search space for the second classification stage. Posterior probabilities p were
thresholded with p = 0.5, the bounding box was determined and dilated by 20
mm. Construction of the training set and classification of samples in test images
was performed only in this search area for the subsequent precise pixel classifiers.
The output of pixel classifiers typically have a grainy noisy appearance. To
reduce this effect and to obtain a single connected segmentation for each object
(right and left clavicle) the output was post-processed. The output of the PC was
blurred with σ = 0.7 mm and then thresholded with p = 0.5 to obtain a binary
segmentation155. The two largest connected components were determined and
holes were filled using a morphological closing with a circular kernel (radius =
10 pixels).
Object border classification
The border of the clavicles on chest radiographs has a distinct appearance from
the body, appearing as a sharp dense ridge. In this work the border was sepa-
rately classified from the object body to account for this difference in appearance.
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The rationale is that samples, features and classifiers can be independently opti-
mized for body and border separately. Positive samples, representing the border,
were selected within a distance of n = 2 pixels from the outline of the clavicles.
The negative samples were selected with a minimum distance of 1.5n pixels to
the outline to prevent sampling false negatives as a consequence of the inaccu-
racy of manual outlining the border. To focus on the task of distinguishing the
object border from its direct surroundings, 50% of the background pixels were
selected within 10 pixels from the outline, the other 50% was randomly sampled
within the previously determined approximate clavicle bounding box. The sam-
pling rate for nearby negative and positive examples was respectively 10% and
50%. The sampling rules are summarized in Table 3.1.
Head border classification
The head of the clavicle is a very difficult area to segment automatically and has
an appearance that is distinct from the shaft of the clavicle. A separate classifier
was constructed for the head border. The sample strategy was the same as for
the object border classification, but positive examples were taken only from the
outline of the head (between fixed point 1 and 2). The sampling rate for nearby
negative and positive examples was 30%.
3.3.2 Hybrid ASM/PC (HAP)
Active shape modeling (ASM)153 is a popular method to segment structures in
medical images. We use the implementation described in Cootes and Taylor 156
which uses a global shape model, a multi-resolution appearance model and a
multi-resolution search algorithm. The steps of the algorithm are briefly repeated
here.
The shape of one or more objects is described by n points combined in a vector
x = (x1, y1, ..., xn, yn)
T . A shape model is trained from a set of training shapes by
determining the mean shape and the principal modes of variations using Princi-
pal Component Analysis (PCA). Gray value profiles are sampled perpendicular
to the object border at each point of the shape. The first derivative of the profile
is calculated and is normalized. The best position of a point during search is de-
termined by minimizing the Mahalanobis distance of the derivative profile to the
appearance model created from profiles of corresponding points in the training
set. The fitting of the shape is performed in an iterative scheme where points are
alternately moved to their optimal position according to the appearance model
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and then projected on the shape model. This projection is performed using least
square fitting with a bound on the maximal variation. A multi-resolution appear-
ance model is used to prevent the search algorithm finding local optima.
ASM is run on the output of the object body classifier instead of the origi-
nal gray values, combining pixel classification and ASM into a hybrid ASM/PC
(HAP) algorithm. The probabilistic output of the pixel classifier is used directly
as input for the ASM method, without the postprocessing described in Section
3.3.1.
The ASM algorithm requires a set of training shapes with corresponding land-
marks. The correspondence is provided by employing the four fixed points in-
dicated during manual annotation (see Section 3.2.1). Between these fixed points
a constant number of landmarks were interpolated over the initially annotated
contour. On the lower clavicle border 20 points were interpolated, on the head
21 points, and on the upper clavicle border again 20 points, leading to a total of
65 landmarks per clavicle. The two clavicles are combined into one shape model
containing two objects, consisting of 130 landmarks. By combining both clavicles
in one model unlikely configurations, such as gross asymmetry, will be prevented
during fitting as these configurations do not typically occur in (normal) chest ra-
diographs.
3.3.3 Hybrid DP/ASM/PC (HDAP)
We note that the pixel classification method has high accuracy in areas where the
border of the clavicles can be easily discerned. In areas where the output of the
pixel classifier is uncertain another step is needed to integrate the local decisions.
Contextual methods such as applying smoothing, mathematical morphology, it-
erated contextual classification79 or Markov Random Fields157 will generally im-
prove the results by including information of the local surroundings but they do
not provide a global integration of the available information.
Optimal path based methods158,159, on the other hand, can provide this global
context by finding the combination of local decisions that form the best solution
given the evidence provided by the local (pixel classifiers) and global (shape)
information sources. In an appropriate formulation the optimal path can be easily
found using dynamic programming.
To detect the border of the clavicles with dynamic programming the image
must be warped in an appropriate coordinate system. In the coordinate system
we use here the border is an approximately straight line. The coordinate system
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(a) Body cost (b) Object bor-
der cost
(c) Head bor-
der cost
(d) Shape cost (e) Total cost (f) Optimal
path
Figure 3.4: Composition of cost function in optimal path space. High values in-
dicate a high clavicle border likelihood. Figures (a-d) form the components of the
cost function (see Equation 3.1). Figures (a-c) are derived from pixel classifiers by
sampling profiles: (a) is based on Fig. 3.3(c), (b) is based on Fig. 3.3(d), (c) is based
on Fig. 3.3(e). Figure (d) is the ASM fitted shape, based on 3.3(f). The total cost is
shown in Figure (e), where (f) shows the optimal path.
is created by sampling profiles of pixel values from points on the border to the
closest point at the primary medial axis (PMA, see Section 3.3.3) of the (estimated)
object. The spatial sampling frequency is adjusted to the length of the profile so
that in the transformed coordinate system the distance from PMA to the border
is approximately the same amount of pixels. As dynamic programming must be
able to improve the detected border, the profiles are extended on the outside of
the object. A large margin of twice the PMA-contour distance was chosen as the
length of the profiles. The result of this transformation is a rectangular optimal
path space with one axis aligned to the clavicle border and the other axis aligned
to the profiles.
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Primary medial axis (PMA)
The skeleton of the output of the HAP method is found using the medial axis
transform160. At the end of elongated objects the skeleton will typically have
short branches emanating from the corners and running to the main centerline
unless the ends are perfectly spherical. These (shorter) branches are removed
until only one segment remains. The remaining single centerline of the elongated
object is called the primary medial axis (PMA).
Cost function
Any type of image can be projected in the coordinate system of the optimal path
space to form a cost function for the dynamic programming. The outputs of the
different pixel classifiers described above and the output of HAP are combined
in one cost function
C = Cborder + αCbody + βCshape(σ) (3.1)
where C is the final cost function, Cborder the sum of the outputs of the object bor-
der and head border classification,Cbody is the derivative of the output of the body
classification in the profile direction (in optimal path space) and Cshape represents
the influence of the shape found by HAP. The conversion of Cbody by taking the
derivative is needed to convert the original step edge formed by the border to a
ridge in the cost function. The profile of Cshape is formed by Gaussian blurring
(the scale controlled by the parameter σ) the clavicle outline that was obtained
using HAP. The parameters α and β control the relative influence of each of the
components. The construction of the cost function is illustrated in Fig. 3.4.
3.4 Experimental
The classifier settings, and the weights in the cost function combination were
determined in a number of pilot experiments.
3.4.1 Feature and classifier selection
The optimal classifier for each of the pixel classifiers was determined using clas-
sifier and feature selection. The following classifiers were evaluated. A kNN-
classifier with k = 5, 15, 30, 50, 100, and 200 and a linear discriminant classifier
(LDC) with and without Principal Component Analysis to reduce the number of
features. Normalization of each feature to unit standard deviation and zero mean
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was performed beforehand in all cases. For kNN classification the fast tree-based
implementation by Arya et al. 136 was used. Previous work indicated that the
approximate solution given by this implementation does not influence the clas-
sification results76. Feature selection was performed using Sequential Floating
Forward Selection (SFFS)143.
The effect of classifier and feature selection was evaluated using the area un-
der the receiver operating characteristic (ROC) curve (Az) on the pixel datasets.
LDA classifiers performed in general much worse than kNN -classifiers. Minor
differences in Az were found between different values for k. Improvements in
classifier performance (Az) were not directly reflected in the segmentation per-
formance measures (Section 3.5.1). A similar effect was found for the feature
selection where small increases in classifier performance were observed with fea-
ture selection but no increase or even a decrease in segmentation performance.
For this reason all subsequent results are shown for a kNN -classifier (k = 15)
using the full set of 59 features and feature normalization.
3.4.2 Cost function weights
Cborder and Cbody in Equation 3.1 both indicate the border likelihood with the
same scaling, the factor α controlling their combination was therefore set to 1.
The influence of the shape model, determined by β and σ, was optimized by
doing a grid search on these parameters in the training set. For β the values
(0.0, 0.05, 0.10, 0.20, 0.5, 1.0) and for σ the values (1, 2, 4, 6, 8, 12) were tested. On
the training set the combination (β, σ) = (0.1, 4.0) yielded the best results and
these values were used in subsequent experiments.
3.5 Results
3.5.1 Segmentation performance metric
To measure the performance of a segmentation algorithm, a ‘goodness’ index is
required. For a two class segmentation problem, one can distinguish true pos-
itive (TP) area (correctly classified as object), false positive (FP) area (classified
as object, but in fact background), false negative (FN) area (classified as back-
ground, but in fact object), and true negative (TN) area (correctly classified as
background). From these values, measures such as accuracy, sensitivity, speci-
ficity, kappa and overlap can be computed. In this work we use the intersection
divided by union as an overlap measure, given by
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Ω =
TP
TP + FP + FN
. (3.2)
This is a well accepted measure, but one should be aware that objects that
are small or thin or have a complex shape usually achieve a lower Ω than larger
and more spherical objects161. For many purposes the part of the clavicle inside
the lung fields is most relevant, and the overlap was calculated only inside the
convex hull of the automatically segmented lung fields obtained using76. In ad-
dition, the mean absolute contour distance (MCD) is computed. For each point
on contour X, the closest point on contour Y is computed; these values are av-
eraged over all points; this is repeated with contours X and Y interchanged to
make the measure symmetric161. The distances are given in millimeter. One pixel
corresponds to approximately 0.85 mm on the images with a width of 512 pixels.
For comparisons between methods, paired Student’s t-tests to test the difference
between means were used. Differences are considered significant if p < 0.05.
3.5.2 Segmentation results
The proposed HDAP method was compared with a number of other systems.
Performance measures were calculated by considering the annotations of the
first observer as the reference standard. The annotations of the 2nd and 3rd ob-
server, the tuned version of the ASM from76, as well as the object body classifica-
tion with post-processing (PC-postproc) and the hybrid ASM/PC (HAP) method
were evaluated. For ASM the same configuration as for HAP was used, except
original gray values instead of posterior probabilities were used as input. In ad-
dition four different configurations of HDAP were evaluated to study the effects
of including and excluding various components of the algorithm. ‘HDAP’ is
the complete algorithm as described in Section 3.3.3. ‘HDAP: no border’ only
uses shape and the object body classification to create the cost function in Eq. 3.1.
‘HDAP: no head’ does not include the dedicated head border classification in the
cost space but does use the object border classification. The ‘HDAP: no shape’
variant does not include the term in Eq. 3.1 that controls the influence of the con-
tour found by HAP.
Results of the different evaluated methods are shown in Tables 3.2 and 3.3
for respectively MCD and Ω. In Figures 3.5 and 3.6 the same results are shown
graphically as boxplots150. In both figures and tables the results are ordered ac-
cording to the median of the results (best performing first). Methods that show
significant improvement compared to the previously listed method are indicated
3.5 Results 71
MCD mean stdev min q1 median q3 max
3rd observer 0.48 0.28 0.19 0.32 0.41 0.54 2.48
2nd observer * 0.49 0.25 0.19 0.34 0.43 0.57 1.94
HDAP: no shape * 1.09 1.57 0.28 0.57 0.81 1.15 22.74
HDAP * 1.10 1.57 0.27 0.56 0.82 1.16 22.65
HDAP: no head * 1.15 1.63 0.25 0.60 0.86 1.25 23.53
HDAP: no border * 1.49 1.58 0.39 0.92 1.20 1.59 21.44
HAP * 1.83 1.62 0.56 1.20 1.56 2.01 22.04
ASM 3.62 7.78 0.55 1.35 1.79 2.60 87.57
PC-postproc 2.74 4.46 0.94 1.50 1.86 2.47 44.28
Table 3.2: Segmentation results for the different methods. The mean contour dis-
tance (MCD; in mm) is given. Methods are ranked according to their median
MCD. Methods which significantly (p < 0.05) improve over the previously listed
method are indicated with an asterisk.
Ω mean stdev min q1 median q3 max
3rd observer 0.93 0.04 0.70 0.92 0.94 0.95 0.97
2nd observer * 0.93 0.04 0.73 0.92 0.94 0.95 0.97
HDAP: no shape * 0.86 0.10 0.03 0.83 0.88 0.91 0.96
HDAP * 0.85 0.10 0.03 0.83 0.87 0.91 0.95
HDAP: no head * 0.85 0.10 0.02 0.82 0.87 0.91 0.96
HDAP: no border * 0.80 0.10 0.05 0.77 0.82 0.86 0.93
HAP * 0.77 0.10 0.05 0.74 0.78 0.83 0.92
PC-postproc * 0.73 0.11 0.18 0.70 0.75 0.80 0.89
ASM 0.69 0.19 0.00 0.65 0.75 0.80 0.90
Table 3.3: Segmentation results for the different methods. The overlap Ω is given.
Methods are ranked according to their median Ω. Methods which significantly
(p < 0.05) improve over the previously listed method are indicated with an aster-
isk.
with an asterisk.
All the HDAP methods improve significantly compared to the other automatic
methods measured by both MCD and overlap. From the HDAP methods the no
shape variant is the best performing method, with a slightly higher MCD and
overlap than HDAP. HDAP: no border is the least performing of the variants,
indicating that object border classification is an important part of the algorithm.
When the head border classification is included in the cost function results im-
prove significantly, especially the MCD.
Fig. 3.7 shows the outlines provided by the reference standard and five com-
pared segmentations (2nd observer, HDAP: no shape, HAP, ASM and PC-postproc)
for four selected cases. The four cases are chosen by ranking all results according
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Figure 3.5: Boxplots of the mean contour distance on the test set of 249 cases for
the different methods. The central line indicates the median, the box edges the
25th and 75th percentiles and the whiskers the extremes of the data excluding
outliers. Points are considered outliers if they lie more than 2.7σ from the mean,
corresponding to 99.3% percent of the data. The corresponding numbers are listed
in Table 3.2.
to the average MCD of the four shown automated methods and then choosing
for display the 0%, 33%, 66% and 100% percentile, respectively position #1, #85,
#168 and #249. The performance increase as a result of the border refinement
from HDAP to HAP can be clearly seen for all the cases. The last, worst seg-
mented case, exemplifies one of the advantages of using HAP instead of ASM. In
this radiograph the lung tops have been cut off due to poor collimation. ASM is
not robust against these kinds of outliers resulting in 0 overlap with the reference
standard, while the object body classification provides enough information for
HAP to provide a reasonable segmentation.
3.5.3 Evaluation of different parts of the clavicle
The lateral parts of the clavicles are often clearly visible and relatively easy to
segment, while the medial part of the clavicle is often obscured by numerous
other structures such as the mediastinum or large vessels. The first row of Table
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Figure 3.6: Boxplots of the overlap Ω on the test set of 249 cases for the different
methods. The central line indicates the median, the box edges the 25th and 75th
percentiles and the whiskers the extremes of the data excluding outliers. Points
are considered outliers if they lie more than 2.7σ from the mean, corresponding to
99.3% percent of the data. The corresponding numbers are listed in Table 3.2.
3.4 shows for the best performing method, HDAP: no shape, how the algorithm
performs for different parts of the clavicle. Shown is the mean MCD of all the test
cases for 3 different parts of the clavicle (see Section 3.2.1).
The lower and upper border are most accurately segmented with an average
error of approximately 0.5 mm. The head section of the clavicle is much harder
to segment and has an error of about 2.5 pixels. To see if the adding of the head
border classifier improved the results, the second row shows the results for the
HDAP: no head method. The addition of the head border classification improves
the MCD on the head by about 0.16 mm (0.2 pixels) on average. Results for HAP
are shown in the last row and indicate that the addition of dynamic programming
improves result by approximately 0.5 pixels for the lower and upper border and
by 0.25 pixels for the head.
The bottom part of the table shows the same results for the abnormal subset
of images in the dataset. The mean MCD for the lower and upper border is only
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Figure 3.7: Examples for selected methods. Shown from left to right are respec-
tively the #1, #85, #168 and #249 cases ranked to the average MCD of the displayed
methods (from top to bottom). Indicated below each example are the MCD (in
mm) and the overlap Ω.
slightly higher compared to the results for all images, while errors increase more
in the head.
3.5.4 Effects of ASM and DP
Fig. 3.8 shows the effects of the different components of HDAP on the MCD. Each
point in the plot is a radiograph, if a point lies on the identity line no improve-
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All images
Method Lower border Head Upper border
HDAP: no shape 0.49±1.27 2.84±3.33 0.61±1.64
HDAP: no head 0.49±1.24 3.00±3.33 0.59±1.61
HAP 1.18±1.15 3.39±3.06 1.08±1.72
Abnormal images
Lower border Head Upper border
HDAP: no shape 0.60±1.79 3.56±4.36 0.63±1.50
HDAP: no head 0.60±1.76 3.72±4.31 0.61±1.41
HAP 1.27±1.43 4.03±3.97 1.10±1.40
Table 3.4: Mean contour distance (MCD; in mm) on the different sections of the
clavicle. Values given are mean± standard deviation. The first row shows the best
performing method. The second row indicates the performance difference when
the head border cost function is not used. For comparison the results of HAP are
also shown.
ment was observed between the two compared methods, if the point is above
the line the error has increased, if it is below the line the error has decreased.
Fig. 3.8(a) shows the change of error when ASM is applied to the pixel classifi-
cation output (HAP). In most cases the error decreases, indicating the ability of
HAP to correct for some of the errors made by PC-postproc. A number of cases
show a large reduction in the error. Fig. 3.8(b) shows the same type of scatter plot
for the change in error dynamic programming is added (from HAP to HDAP).
For the large majority of cases the error decreases again. Cases with a large error
when using HAP also typically have a large error after applying HDAP, indi-
cating that HDAP especially improves on cases where the true border has been
found already approximately.
3.6 Discussion
A hybrid segmentation algorithm, HDAP, has been presented to segment the
clavicles in chest radiographs and has been evaluated on a large database of nor-
mal and and abnormal radiographs. Two main conclusions can be drawn from
the results: (1) the addition of dynamic programming to a combination of other
algorithms significantly improves the segmentation performance compared to
the previous state-of-the-art algorithm, and (2) the automated segmentation of
clavicles in chest radiographs is a difficult problem and does not yet achieve the
same performance as human observers. In this discussion the merits of the pre-
sented HDAP algorithm will be pointed out first, including a comparison with
previously published work. Then possible reasons for the lower performance
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Figure 3.8: Effect of steps in HDAP on MCD. The left scatterplot shows the
change in MCD from the output of the post-processed body pixel classification
(PC-postproc) to HAP, each point being one case. For most cases an improvement
of the MCD is observed. The right image shows a similar plot for the change from
HAP to HDAP, in almost all the cases an improvement in MCD occurs.
compared to human readers are discussed. Finally a number of recommenda-
tions for future research are given.
3.6.1 Optimal path searching as contour refinement
Searching for an optimal path in a cost space in order to segment objects is an
approach with some favorable properties. By modifying the cost space in an ap-
propriate way it is easy to encode extra information into the algorithm162. The
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use of dynamic programming to locate the optimal path ensures a global solu-
tion to the problem. HDAP provides a double integration of local and global
information. First local cues provided by the object body classification are inte-
grated with shape knowledge using HAP and subsequently additional local cues
provided by different pixel classifiers are added. For the sake of simplicity and
elegance it might be argued that one should focus on using and optimizing one
individual algorithm instead of combining an array of methods. It is unlikely
though that one single algorithm can robustly deal with all kinds of variation
encountered in medical image segmentation.
The basic problem in all combinations of methods is to retain the good parts of
each method and discard the bad parts. In the case of segmentation it can be ex-
pected that certain algorithms perform better at localizing certain parts of the ob-
ject or perform better for certain cases. In general it is very difficult to determine
for a single specific case whether a method has succeeded (at specific locations)
or not. If a procedure would exist to detect errors in method for particular cases
it is often also possible to correct these errors. A few of such attempts have been
performed. In an application to segment breast mass on ultrasound Cui et al. 163
defined a goodness-of-fit criterion for points on a contour found using a snake
model. If the points were not properly located, a second specialized fitting stage
was used to improve the segmentation. van Rikxoort et al. 164 used error detection
based on shape statistics derived from a training set of failed segmentation results
to switch to a more advanced (and computationally more expensive) segmenta-
tion algorithm in case of a failure. In the general case, when such a procedure
does not exist, some sort of averaging or majority voting can be used76,165,166.
We argue that HDAP uses a special kind of averaging where evidence is accu-
mulated from different types of pixel classifiers by adding them in the cost space.
In general increasing the number of components in a system is expected to in-
crease robustness as long as the errors of the individual components are not too
large and are complementary to each other, a result well known from the field of
classifier combination167. For this particular application of segmenting the clavi-
cles especially detecting the border separately of the object proved to yield a large
performance improvement.
The idea of refining an initial rough object detection has been explored before
in168. A shape variant Hough transform was used to solve the problem of gener-
ating an initial detection and outline of the object of interest. A border appearance
model was then created by sampling profiles perpendicular to the border and cal-
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Method van Ginneken et al. 76 This work
ASM 2.04 3.52
Hybrid ASM/PC (HAP) 2.78 1.60
PC-postproc 2.90 1.92
HDAP: no shape - 0.89
2nd observer 0.68 0.44
Table 3.5: Comparison of results in this paper with van Ginneken et al. 76 . For a
fair comparison only images containing no abnormalities in the lung top (148/249)
are used to calculate the mean MCD.
culating a number of features from them. The fit values of border points (based
on Mahalanobis distance) in a test image is then used in an active snake model to
refine the initial outline. While similar in overall approach of the problem there
are some important differences with our work. The initial detection of HDAP is
based on the appearance of the texture of the object and not only on the appear-
ance of the border. This adds improved robustness when the border detection
provides confusing results in individual images or when it is difficult to generate
an accurate border appearance model. The generation of the cost space for border
refinement also differs; HDAP uses cost functions derived from a set of dedicated
pixel classifiers which can be easily expanded by choosing different training sets
for different sections.
3.6.2 Comparison with previous approaches to clavicle segmen-
tation
In previous work on the segmentation of clavicles in chest radiographs van Gin-
neken et al. 76 the set-up for the ASM was different as also the heart and the lungs
were included in the model. Adding the lungs to the shape model might give
a benefit in some cases, but due to the inherent limitation of flexibility of shape
models it is not expected that performance will actually increase. The database
used in this work is also different from the JSRT database used in van Ginneken
et al. 76 . The JSRT database is a lung nodule database and in only a few cases the
clavicular area is affected by the presence of a nodule. Instead, the database used
in this work contained a considerable number of abnormal images.
To be able to compare the results, Table 3.5 shows results for the images con-
taining no abnormalities in the lung top. The mean MCD for ASM is higher in
this work than in van Ginneken et al. 76 . The use of (severely) abnormal train-
ing images can be an explanation for this. Also the “tuned” parameters for ASM
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were actually tuned on the database from van Ginneken et al. 76 . These issues
were not further investigated because ASM only serves as a reference method.
HAP shows higher performance than ASM here, while on the JSRT database the
reverse is observed. This change can be a consequence of the higher robustness
of HAP against pathology and the better performance of the object body classifi-
cation. Most importantly, HDAP (all variants including no shape, the best one),
shows errors smaller than the other methods on either of the two databases.
HDAP shows some similarities to the method proposed by Yu et al. 152 . These
authors used a method that alternates the application of nonlinear shape model
fitting and dynamic programming contour refinement to the segmentation of
both lungs and clavicles in chest radiographs. While they stress the importance
of nonlinear shape models compared to standard PCA, their method fails to im-
prove over standard ASM for the lung fields. A reason for this could be that the
cost function in their search space is based only on intensity differences (to find
the edges) instead of on multiple specialized border detectors as in HDAP. No
numerical results are given in Yu et al. 152 for the accuracy of the segmentation of
the clavicles.
Simko´ et al. 80 developed a method to detect the diaphysis (shaft) of the clav-
icle using an initial detection with a Radon transform and a subsequent contour
refinement using active contour fitting. Only qualitative results on the segmen-
tation accuracy were reported. These authors also showed the ability of sup-
pressing the previously automatically detected clavicle to reduce the number of
false positives of a nodule detection system applied to the publicly available JSRT
database37.
Seghers et al. 77 used a combination of local (point) appearance models and
local shape information based on the orientation vector between two consecutive
points to generate a cost space. By using dynamic programming to find the op-
timal path in this space, the problem of generating plausible shapes with control
points at plausible locations is solved at once. This method, called minimum in-
tensity and shape cost path (MISCP) has the important advantage that no iterated
methods, such as ASM, which suffer from local minima, are used. The immedi-
ate drawback of this is that no global shape information is encoded and that the
method might produce unrealistic results when individual points can not be de-
tected reliably. Using the PC output as input for ASM in HDAP largely solves the
problem of local mimima during fitting. Also the border refinement in HDAP en-
sures a precise segmentation over the whole border of the object instead of only
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at a number of fixed points as in MISCP.
3.6.3 Improving HDAP
The mostly linear relation between the MCD of HAP and HDAP (Fig. 3.8) indi-
cates that if the initial border is located too far away from the real border, HDAP
cannot improve on HAP. The maximal correction that HDAP can achieve is de-
termined by the length of the profiles in optimal path space. This length was set
to double the original distance between border and centerline (PMA) of the ob-
ject, but was not optimized. If the initial pixel classification contained very large
errors, HAP cannot improve over PC-postproc.
The slightly higher MCD on the upper clavicle border (see Table 3.4) can be
explained by the presence of a double ridge which is often seen on the superior
side of the clavicle but not on the inferior. For human observers it is relatively
easy to choose the correct line if the clavicle border is traced from medial to lat-
eral. HDAP sometimes chooses the wrong line when there is a more optimal path
for the dynamic programming. This problem could be partly solved by adding
a term to the cost function which prevents sudden changes in the smoothness
of the optimal path. In practice, such corrections are typically not easily made
without introducing errors in the segmentation of other images.
The error at the head of the clavicle is considerably larger than the errors at
the diaphysis of the clavicle. In some cases HDAP can locate the border of the
clavicle at the head very precisely (Fig. 3.9(a)); in other cases the algorithm fails
even when a clearly visible edge can be seen (Fig. 3.9(b)). Finally in a considerable
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Figure 3.9: Examples of head border segmentation. The light colored line is the
outline provided by the reference standard, the dark colored line from the best
performing method HDAP: no shape.
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part of the cases the medial edge of the clavicle is hidden behind the mediastinal
structures and both HDAP and the human observers fail to agree on where the
border should be (Fig. 3.9(c)). How to improve the performance of automated
segmentation methods in such difficult areas as the head of the clavicle is an
open question. Human observers likely include much more context information
in their reasoning. This context knowledge is provided by general knowledge,
specific domain knowledge and their ability to reason about that knowledge and
weigh alternative options. Encoding a comprehensive part of this knowledge in
a computer system has so far proven very difficult.
3.6.4 Computation time
HDAP was implemented on a 3 Ghz Intel Core 2 Duo with single threaded C++
code. The total computation time for one case is about 18 minutes. Most of the
time is spent in the calculation of the features for the images (about 13 minutes),
followed by the pixel classifiers (about 5 minutes). The combination of the in-
formation through HAP and HDAP costs only a few seconds of the total time.
Running time is high but our implementation was not optimized. A more in-
depth feature selection analysis could reduce the number of features that need to
be calculated, e.g. Gaussian derivatives calculated at large scales are expensive to
compute but mostly contribute to the localization of the clavicle and not to the
exact determination of the border. A large speedup can also be obtained by using
a recursive implementation of Gaussian derivatives169. Alternatively, efficiently
computed filter families such as Haar wavelets could be used170. Speedup for
pixel classification can be obtained by parallelizing the classification or by adopt-
ing faster classifiers with similar performance. Also a number of specific strate-
gies can be adopted to reduce the number of samples that need to be classified,
such as multi-resolution schemes76 or sparse pixel classification171.
3.7 Conclusion
A new method (HDAP) to automatically segment the clavicles in chest radio-
graphs has been presented. HDAP combines three segmentation frameworks:
pixel classification applied in two stages and separately for the interior, the border
and the head of the clavicle, followed by active shape model segmentation and,
finally, dynamic programming using an optimized cost function. The method is
compared with a number of previously described state-of-the-art methods and
simplified versions of the proposed method. The large database that was used
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for training and testing the method is made publicly available to facilitate fu-
ture comparisons with other methods. Results were analyzed quantitatively with
a number of standard measures and compared to two independent human ob-
servers.
The main conclusion is that a combination of several existing techniques (mul-
tiple pixel classifications, active shape modeling and dynamic programming) leads
to a robust algorithm that significantly outperforms previously proposed meth-
ods. Dynamic programming is a convenient way to combine information from a
number of algorithm components. Yet, the problem cannot be considered solved,
as the errors of the automatic methods are larger than the inter-observer vari-
ability. Still, we believe results are good enough, especially in normal images, to
use the segmentation for subsequent steps such as clavicle suppression, measur-
ing rotation of the rib cage and computer-aided detection of abnormalities in the
lung apices.
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Abstract
Projection images, such as those routinely acquired in radiological practice, are
difficult to analyze because multiple 3D structures superimpose at a single point
in the 2D image. Removal of particular superimposed structures may improve
interpretation of these images, both by humans and by computers. This work
therefore presents a general method to isolate and suppress structures in 2D pro-
jection images.
The focus is on elongated structures, which allows an intensity model of a
structure of interest to be extracted using local information only. The model is
created from profiles sampled perpendicular to the structure. Profiles containing
other structures are detected and removed to reduce the influence on the model.
Subspace filtering, using blind source separation techniques, is applied to sep-
arate the structure to be suppressed from other structures. By subtracting the
modeled structure from the original image a structure suppressed image is cre-
ated.
The method is evaluated in four experiments. In the first experiment, ribs
are suppressed in 20 artificial radiographs simulated from 3D lung computed to-
mography (CT) images. The proposed method with blind source separation and
outlier detection shows superior suppression of ribs in simulated radiographs,
compared to a simplified approach without these techniques. Additionally, the
ability of three observers to discriminate between patches containing ribs and
containing no ribs, as measured by the Area under the Receiver Operating Char-
acteristic curve (AUC), reduced from 0.99-1.00 on original images to 0.75-0.84 on
suppressed images. In the second experiment clavicles are suppressed in 253
chest radiographs. The effect of suppression on clavicle visibility is evaluated us-
ing the clavicle contrast and border response, showing a reduction of 78% and
34%, respectively. In the third experiment nodules extracted from CT were simu-
lated close to the clavicles in 100 chest radiographs. It was found that after sup-
pression contrast of the nodules was higher than of the clavicles (1.35 and 0.55,
respectively) than on original images (1.83 and 2.46, respectively). In the fourth
experiment catheters were suppressed in chest radiographs. The ability of three
observers to discriminate between patches originating from 36 images with and
21 images without catheters, as measured by the AUC, reduced from 0.98-0.99 on
original images to 0.64-0.74 on suppressed images.
We conclude that the presented method can markedly reduce the visibility of
elongated structures in chest radiographs and shows potential to enhance diag-
nosis.
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Figure 4.1: Examples of 2D projection images. Information about the 3rd dimen-
sion is lost in the acquisition process.
4.1 Introduction
Two-dimensional projection images are commonly made for a multitude of pur-
poses and are daily acquired in large quantities in clinical radiology. Fig. 4.1
shows some examples of commonly acquired 2D projection images. An identify-
ing property of these images is that multiple 3D structures are superimposed at
a single point in the 2D image. This overlapping effect might partially obscure
regions of interest in the image, reducing their visibility and making correct inter-
pretation challenging for both humans and automated systems. Therefore, image
processing methods aimed at identifying and removing the effect of superim-
posed structures in 2D projection images have the potential to reduce manual
and computer-based interpretation errors.
Among medical projection images, the chest radiograph is the most com-
monly performed diagnostic exam in the world31. Chest radiography is widely
applied to diagnose diseases such as tuberculosis, pneumonia, and lung cancer.
These and other chest diseases are an important cause of mortality, leading to 10
million deaths annually172. A major difficulty in the manual and automatic read-
ing of chest radiographs is the presence of superimposed normal structures such
as ribs, clavicles, catheters, and vessels. These structures confuse interpretation
and hide abnormalities, causing important decision-making errors151,173.
Several studies have addressed the problem of analyzing chest radiographs
where the lung fields are obscured by overlapping normal anatomy. Giger et
al.88 proposed a method to improve the detectability of nodules by suppressing
the normal background using an image difference technique, in which a nodule-
suppressed image is subtracted from a nodule-enhanced image. A similar fil-
tering method that suppresses elongated objects (ribs) and enhances sphere-like
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objects (nodules) before classifying nodule candidates was used by Keserci and
Yoshida89. In both studies the individual effect of the filtering method on the per-
formance was not reported. Chen et al.92 classified automatically selected square
regions in the lung using power spectrum based texture measures. Regions con-
taining high gradient edges with an orientation corresponding to ribs were re-
moved. A high classification performance of images affected by interstitial lung
disease was reported. Loog and van Ginneken91 presented a general filter frame-
work based on regression, which has been applied to the suppression of bony
structures on chest radiographs. The method gave promising results but was
not further evaluated on a clinical problem. Suzuki et al90 suppressed ribs using
an artificial neural network and showed that this technique increased the visi-
bility of nodules174 and improved the quality of temporal subtraction images175.
Simko´ et al.80 suppressed clavicles by creating a bone model from a gradient map
smoothed along the clavicle border direction, after which a clavicle free image
was created by subtraction of the model. They showed promising results of clav-
icle suppression on reducing false positives in a nodule detection task. Recently,
it has been shown that suppression of bony structures in the chest radiograph can
improve the radiologist’s performance to detect nodules85–87.
In this paper, we propose a method to remove unwanted structures on 2D
projection images, particularly elongated structures. Elongated structures, like
bones or tubes, are common in natural images, such as those acquired in medical
imaging. The proposed method uses blind source separation techniques together
with outlier identification to estimate an intensity model of the unwanted struc-
tures and subsequently remove them from the original image. Common artifact
removal techniques123,126,127 estimate the structure model by extracting informa-
tion from image areas where the artifact is not present. In contrast, the proposed
method does not require the presence of unaffected areas to remove the structure;
our model is estimated using only the intrinsic properties of projected structures,
such as elongated shape and translucency. The main goal of this study was to es-
tablish a general algorithm for suppressing elongated structures. We thoroughly
evaluate the method in experiments where three different elongated structures
commonly found in chest radiographs are suppressed, namely ribs, clavicles and
catheters.
The paper is organized as follows. Section 4.2 describes isolation and suppres-
sion of elongated structures. Experiments and results are provided in Section 4.3.
Discussion and conclusion are presented in Section 4.4 and 4.5.
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4.2 Methods
In this section, we describe a general algorithm for the isolation and removal of
an elongated structure of interest S in a 2D projection image from a background
with other structures present. The goal is to estimate a projected image that is
similar to the projection of the 3D scene in which the structure of interest was not
present. To achieve this goal the image is decomposed into an image containing
only the structure and one containing the background.
We assume that the 2D projected image L(x, y) can be linearly decomposed
into independent components as follows
L(x, y) =
∑
i
Li(x, y), (4.1)
where Li(x, y) is the 2D image of one component, a structure of interest in the
image. For a case with only one structure of interest S, Eq. 4.1 can be written as
L(x, y) = LS(x, y) + LB\S(x, y) (4.2)
where LS(x, y) is the projection image of the structure S only and LB\S(x, y) is
the projection image of the 3D scene projected in L(x, y) but without the presence
of S. To perform this decomposition two conditions are assumed to be fulfilled:
(1) the structure S can be modeled in a 2D projection, and (2) the structure is
translucent. The algorithm focuses on modeling of elongated structures. The
specific appearance of these structures makes it possible to derive a model for
S using the local intensity information only. The condition of translucency is
expressed by the linearity of the composition, i.e. a fully translucent structure
has no non-linear interactions with other structures in the imaging process.
To remove translucent elongated structures from natural images we propose
two steps: (1) modeling and reconstruction of the elongated structure using sub-
space filtering, and (2) suppression of the identified structure from the original
image. The next two sections describe these steps for one instance of an elon-
gated structure S. If multiple instances of elongated structures are present they
can be modeled and removed in succession in order to obtain a final estimate
LˆB\S(x, y) of LB\S(x, y).
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Figure 4.2: Definition of structure response. Given a structure S and an aligned
curve γ, profiles pi are sampled perpendicular to the direction ~si of γ at locations
(xi, yi).
4.2.1 Modeling and reconstruction of the structure
The purpose of this step is to isolate/reconstruct the image response of S by fil-
tering out the superimposed responses from other structures. Assuming that an
observed intensity in the image is a mixture of unknown independent sources,
we can use blind source separation (BSS) techniques to filter out the unwanted
responses. Such an approach has been widely used, for example in wireless com-
munication176, speech processing177 and EEG analysis178.
Given a group of observations X = [xi xi+1 ... xn], composed of a mix-
ture of underlying independent sources Z, BSS techniques allow to recover an
estimate of the sources Zˆ by identifying a demixing matrix W−1
Zˆ = XW−1. (4.3)
Reducing the rank of Zˆ, in such a manner that unwanted or uninteresting sources
are removed, subspace filtering can be performed178,179 and a filtered version XF
of the observations X is reconstructed
XF = ZˆrW. (4.4)
The components in Zˆr form a local model of the structure, which is used to sep-
arate it from the background structures. In order to apply BSS to reconstruct the
image response of the structure S, we perform the following steps: (a) defini-
tion of the observed structure responses; (b) outlier detection; and (c) subspace
filtering by means of BSS.
4.2 Methods 89
Observed structure responses
Given a curve segment γ, aligned with the structure S, let pi = {pi1, pi2, ..., piM}
be an observed profile with length M , sampled through the point si = (xi, yi) on
γ and perpendicular to its direction ~si (Fig. 4.2). Intensity values of the profile
are determined by linear interpolation from the original image. We represent the
observed structure responses P as a group of N profiles evenly spaced along γ
P = [pi pi ... pN ]. (4.5)
P can be interpreted as an image patch, with dimensions N × M , of the struc-
ture that has been straightened so that the cross sections of the structure align.
To separate elongated structures in 2D projection images from their background,
M and N must be set to values appropriate for the type of structure being sup-
pressed. To ensure good subtraction the sampling must be dense enough and the
spacing of si and individual profile points needs to be on the order of the pixel
spacing or smaller. The length of the profile is taken greater than the width of
the structure to (1) provide sufficient background area to accurately estimate the
background values, and (2) account for variations in the width of the structure.
The profile extends distances d1 and d2, which do not have to be equal, to both
sides (Fig. 4.3(a)). Fig. 4.3(b) and 4.3(c) show respectively the sample locations
and the resulting patch P.
To determine the right amount to subtract later on, P is preprocessed to have
uniform and zero average background intensity values. The preprocessing is
performed first on the whole image and then per structure patch. Global low
frequency variations, not associated with S, are eliminated by subtracting a low
pass filtered version of the input image. In the case of chest radiographs this
removes intensity gradients across the lung that originate from projection of the
elliptical shape of the lung in the caudio-cranal direction.
At the patch level the global correction for low frequency variations does not
guarantee zero average background values. Therefore a normalization procedure
is performed on P which provides approximate zero intensity values at the bor-
ders of the structure patch, i.e. the endpoints of the sampled profiles. A thin
plate spline180 (TPS) surface is fitted through the border points and subtracted
from the structure patch. To prevent crossing structures disturbing the TPS plane
excessively, border points with outlying intensity values (> 0.95 times the aver-
age intensity value of all the border points) were excluded in the fitting process.
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Outlier detection
Many of the common decomposition techniques that can be used to reconstruct
S are sensitive to outliers. In our context, outliers are other structures crossing
S corrupting the profiles in P. The presence of a significant number of outliers
that dominate over S leads to inclusion of unwanted sources in Zˆr and conse-
quently in XF . To avoid the effect of these unwanted sources, outlier profiles are
detected and remove before performing subspace filtering. Profiles in P are clus-
tered into two sets {P1,P2} using k-means clustering (Fig. 4.3(d)). As it is impos-
sible for any (unsupervised) method to recover from more than 50% of outliers in
a dataset, the set with the largest number of elements, defined as P1, is assumed
to contain the uncorrupted profiles.
Subspace filtering by BSS
A number of techniques have been developed to perform BSS. The most com-
monly known are Principal Component Analysis (PCA)181, Singular Value De-
composition (SVD) and Independent Component Analysis (ICA)182. PCA and
SVD are closely related techniques which give linearly uncorrelated sources. ICA
imposes a stronger constraint and produces components which are statistically
independent. Non-negative matrix factorization is another technique for BSS
where the condition is enforced that the input and the components are non-
negative183. We assume that the largest variance inP is caused by S and therefore
use PCA to perform the BSS.
Letting P1 assume the role of X, the observations from which the sources are
computed, Eq. 4.3 is rewritten as
Zˆ = P1W
−1. (4.6)
PCA determines Zˆ by finding components in the data which are linearly uncor-
related. These principal components are sorted according to their variance. Prin-
cipal components can be computed by performing an eigenvector decomposition
of the covariance matrix C = P1TP1. Assuming the largest variability in P1 is
caused by S, the first principal components contain this information and Zˆr is
created by selecting the first nZ columns of Zˆ. nZ can be set to a fixed quantity
or be determined by setting a fixed percentage of the variance fZ that should be
explained by the model.
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Filtered profiles can be computed using Eq. 4.4 rewritten as
PS = ZˆrW, (4.7)
where PS is a filtered version of P, i.e. an estimate of the projection patch con-
taining only the structure S (Fig. 4.3(e)). The weights for the profiles in P are
computed by least squares projection
W = ZˆTr P (4.8)
Unrealistically small or large intensity values in profiles can occur in PS when
elements of W have large magnitudes. Therefore the weights are constrained by
truncation to a fixed absolute maximum magnitude before applying Eq. 4.7,
Wij =
{
Wij if |Wij| < β
sign(Wij)β if |Wij| ≥ β
, (4.9)
where β is the maximum value. We refer to β as the PCA model bound, which can
be interpreted as the maximum number of standard deviations that each fitted
component is allowed to deviate from the mean value.
4.2.2 Suppression
After subspace filtering all profiles in PS are assumed to contain mainly intensi-
ties originating from S. To remove any noise remaining after subspace filtering
the filtered structure patch is smoothed in the s direction using a moving average
with a kernel size of σ pixels (Fig. 4.3(f)). The suppression of the structure is then
performed at the patch level to create a suppressed patch
U = P−P+S , (4.10)
where P+S is a positive matrix which is created from PS by setting all element
values < 0 to 0 (Fig. 4.3(g)). The clipping of the negative values prevents the
physically impossible increase of intensity values in U.
U is projected back into the coordinate system of the original image. In curved
structures the sampled profiles typically do not cover all the positions of the
whole structure in the original image as the ends of the profiles can be more than
one pixel apart in the original image space (Fig. 4.3(b)). This undefined space be-
tween the profiles is filled using iterated nearest neighbor interpolation. In this
92 Suppression of translucent elongated structures
(a) (b)
(c) (d) (e) (f) (g)
(h) (i)
Figure 4.3: Visual overview of method, exemplified by segmentation and suppres-
sion of one rib in a simulated chest radiograph. (a) Original image with structure
S and aligned elongated curve segment γ. One profile is indicated, extending re-
spectively a distance of d1 and d2 to both sides. (b) Sample locations of all profiles.
(c) Sampled profiles arranged in a straightened image patchP. (d) Map indicating
corrupted profiles (shown in black). Only the uncorrupted white profiles (P1) are
used to construct the PCA model. (e) Subspace filtered patch. The filtering is per-
formed using the PCA model. (f) Final structure estimation created by applying
smoothing to (e) to further reduce noise. (g) Result (U) of suppression at the patch
level. (h) Estimated intensity model of the rib LˆS . (i) Final image LˆB\S after the
suppression of the estimated rib model.
4.3 Experiments & Results 93
procedure the intensity of undefined pixels, that are 4-connected to defined pix-
els, are set to the average of their 4-connected defined neighboring pixels. The
procedure is repeated until all undefined pixels have been filled.
The intensity values of the suppressed patch in the original image space are
used to replace the values in the original image (Fig. 4.3(i)). A fluent transition
between the patch and its surroundings is needed to prevent boundary artifacts
and is ensured by multiplying it with a Gaussian blurred mask. The mask is
created from a binary map indicating the sample locations of the profiles (Fig.
4.3(b)).
4.2.3 Suppression of multiple instances
By repeated application of the algorithm, multiple individual instances of S can
be removed. The resulting suppressed image after removal of the first instance is
the input for the removal of the second instance and so on. After removal of all
the instances a solution to Eq. 4.2 has been approximated and two estimates of the
components of the original image are available: LˆB\S containing the background
structures and LˆS = L− LˆB\S which contains all the instances of S.
4.3 Experiments & Results
Four sets of experiments were performed to determine the effectiveness of the
algorithm and to analyze the effect of parameter changes. In the first experiment
ribs are suppressed on chest radiographs simulated from computed tomography
(CT) images and compared to simulated rib-free chest radiographs. Addition-
ally the suppression quality was visually evaluated by observers. In the second
experiment the effect of suppression is shown on clavicle visibility. In the third
experiment the effect of suppression on the visibility of nodules simulated near
the clavicles is shown. In the fourth experiment catheters are suppressed in chest
radiographs and the quality was visually evaluated by observers.
4.3.1 Rib suppression in chest radiographs simulated from CT
Ribs are the most common projected structure in chest radiographs, and cause
a disturbance over the whole image, which makes the detection and analysis of
abnormalities and other structures difficult. In this experiment radiographs were
simulated from CT images to provide a direct estimate of the suppression quality.
The suppression algorithm was run on simulated chest radiographs containing
only posterior ribs. The resulting images were compared with simulated rib-free
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chest radiographs. The effect of applying subspace filtering, outlier detection and
several parameters was evaluated.
Data
From the publicly available ANODE09 database184 20 chest CT scans were se-
lected. All scans in the ANODE09 database originate from the NELSON study,
the largest CT lung cancer screening trial in Europe. Current and former heavy
smokers, mainly men, aged 50-75 years were included in this study. Axial images
have a size of 512× 512 voxels with a resolution of 0.59-0.83 mm and spacing be-
tween axial images 0.7 mm. More details can be found in61. The images for this
study where selected to contain no gross abnormalities and to be without major
rotation of the chest cage.
Segmentation and suppression
Ribs were segmented from chest CT images using the following procedure. Bony
structures were selected based on the CT intensity values measured in HU. To
prevent artifacts at the transition from bone to other tissue to every voxel a bone
probability pb(HU) was assigned
pb(HU) =

0 if HU ≤ 100
(HU − 100)/900 if 100 < HU < 1000
1 if HU ≥ 1000
An automatic lung segmentation185 was dilated to encompass the chest cage con-
taining the ribs. The ribs were segmented by selecting voxels with pb = 1 inside
the dilated lung mask. This selection will also include parts of the spinal col-
umn and the sternum. Individual ribs were segmented by disconnecting them
from the sternum and the spine using a manually placed 3D box. Ribs were then
divided in their posterior and anterior sections by manually defining a vertical
plane running through the widest part of the chest cage.
Simulated chest radiographs were created by an orthogonal projection over
the anterior-posterior axis. Only the volume inside the bounding box of the di-
lated lung mask was projected. Chest radiographs without ribs were created by
replacing the segmented ribs with a soft tissue equivalent (HU = 40) in the vol-
ume. Partial volume rib voxels (0 < pb < 1) were assigned the same intensity
value of 40 HU. Two simulated radiographs per CT case were created: (1) one
containing no ribs which was used as reference (Fig. 4.4; second row), and (2)
one containing only posterior ribs on which the suppression algorithm was run
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Name Outlier detection BSS modeling
Full system yes yes
No outlier detection no yes
Only smoothing - no
Table 4.1: Configurations evaluated for the rib suppression experiment.
(Fig. 4.4; first row). After projection, image dimensions were in the range of 346-
503 for the x-dimension and 381-498 for the y-dimension.
The segmentation of the ribs in the 2D simulated chest radiograph was per-
formed semi-automatically based on the 3D CT. Individually segmented 3D ribs
were projected onto the coronal plane. The centerline of the 2D rib segmentation
was determined using the convex sets algorithm described in Staal186. The curve
segment and the simulated radiograph form the input to the suppression algo-
rithm. Ribs were processed sequentially, i.e. the output image of the suppression
of the first rib is used as input for the suppression of the second rib, etc. No
particular ordering was present in the segmented ribs. d1 and d2 were visually
determined from the simulated radiographs and set to 11.25 mm (15 pixels) at
both sides, resulting in M = 22.5 mm (31 pixels). fZ was set to 99%. Optimal val-
ues for β and σ were determined experimentally (as explained in the evaluation
section).
Evaluation
The suppression was evaluated in two subexperiments: (1) by quantifying differ-
ences between images before and after suppression, and (2) in a observer experi-
ment.
The amount of suppression was quantified using the sum of squared differ-
ences (SSD) between the processed image and the rib-free image by
r =
SSD(IR, INR)− SSD(IS, INR)
SSD(IR, INR)
, (4.11)
where SSD(., .) is the sum of squared differences between two images, IR the
image with only posterior ribs, INR the rib-free image, and IS the result of the
suppression algorithm run on IR. A value of r = 1 indicates perfect suppression
and r = 0 no change. The calculation of r was limited to an area in the upper half
of the lung fields with pixels close to the lung border excluded. The reason for
excluding this area is that outside this area the segmentation of the ribs fails in
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Name Values Unit
Smoothing scale σ 16, 32, 48 pixels
PCA model bound β 0.2, 0.5, 1.0, 2.0, 5.0 -
Table 4.2: Parameters evaluated for the rib suppression experiment.
some cases.
Different algorithm configurations, shown in Table 4.1, were evaluated: Full
system includes subspace filtering and outlier detection, No outlier detection system
uses subspace filtering but no outlier detection, Only smoothing does not perform
subspace filtering. Optimal parameter values of the free parameters β and σ for
each system were determined using a grid search procedure. The optimization
was performed in a leave-one-case out crossvalidation setup where optimal pa-
rameters were determined on 19 cases and applied to one case. Table 4.2 shows
the tested parameters and their tested values. In total 3 × 5 = 15 combination of
settings were tested. Differences between optimized configurations were deter-
mined by a Wilcoxon signed rank test for the 20 cases.
Additionally, the suppression was evaluated in an observer experiment by
three observers: one medical doctor with experience in reading chest radiographs
and two certified chest radiograph readers. The observers’ ability to discriminate
between patches from images simulated without ribs and from images contain-
ing ribs was determined before and after suppression. Square patches of 40× 40
mm were sampled from inside the unobscured lung fields. Four patches were
sampled from the three types of source images derived from 20 cases, giving a
total of 240 patches. These patches were presented randomized in one session to
each observer who gave a score on the presence of a rib in the patch on a scale
of 0− 100: 0 and 100 respectively indicating definitely not present and definitely
present. Receiver Operating Characteristic (ROC) analysis was performed to de-
termine the observer’s performance. The Area Under the ROC curve (AUC) of
the two experiment modes was compared using case-based bootstrapping69.
Results
Fig. 4.4 shows a number of examples of rib suppression on simulated chest ra-
diographs. Visually, most ribs were successfully removed from the simulated
radiograph. Table 4.3 compares the amount of suppression r achieved by the
tested configurations. Full system shows the highest overall improvement and is
significantly better than the configurations Only smoothing and No outlier detection.
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Figure 4.4: Three examples of rib suppression in simulated chest radiographs. On
the first row the input of the algorithm, a simulated chest radiograph with only
posterior ribs, is shown. The second row shows the reference, a chest radiograph
simulated without ribs and other bony structures. The third row shows the rib
suppressed image obtained using subspace filtering and outlier detection. The
fourth row shows the centerlines that were used as input for the algorithm.
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r ± std
Full system** 0.851 ± 0.082
No outlier detection* 0.837 ± 0.092
Only smoothing 0.828 ± 0.097
Table 4.3: Performance of the proposed full system for the suppression of ribs and
comparison with other system configurations. Systems are ordered according to
r, methods which significantly improve over the method below it are indicated
with * : p < 0.05 or ** : p < 0.01. Significance is computed with Wilcoxon signed
rank test on the 20 cases.
Name σ (pixels) β Remarks
Full system 32 1.0 σ = 32 was selected in 12/20 folds
No outlier detection 32 1.0 β = 1.0 was selected in 18/20 folds
Only smoothing 32 - Identical in all folds
Table 4.4: Configurations and most selected parameters in crossvalidation for the
rib suppression experiment.
No outlier detection performs worse than Full system but significantly better than
Only smoothing. Table 4.4 shows the parameters that were selected the most in
crossvalidation for the tested configurations. For subspace filtering β = 1.0 was
most selected in both Full system and No outlier detection. This value of β limits
the model’s components to within 1.0 standard deviation of the mean and limits
the appearance of crossing structures after filtering. For all three configurations
σ = 32 pixels (±22 mm) was most selected. This scale is approximately the width
of a rib and will remove any remaining small structures, but not smooth away
the evolution of the shape of the rib’s cross section along the curve segment.
Fig. 4.5 shows the ROC curves for the three observers for judging the pres-
ence of ribs in patches extracted from rib free, rib containing, and rib suppressed
images. The AUC of the ROC was significantly reduced from very high values
on original images to moderate values on suppressed images, respectively from
1.0 to 0.81, 0.99 to 0.75, and 0.99 to 0.84 for observers 1, 2, and 3 with signifi-
cant differences for all observers (case-based bootstrapping; p < 0.001). Before
suppression ribs were detected almost without error by the observers. After sup-
pression observers can detect ribs or the remnants in about half of the patches
(< ±50%; initial steep part of the ROC curve) before starting to confuse patches
with and without ribs.
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(a) Observer 1
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(c) Observer 3
Figure 4.5: Observers’ ability to discriminate between rib free patches and patches
containing ribs on original and suppressed images. The AUC of the ROC is signif-
icantly reduced for all observers comparing original images to suppressed images
(case-based bootstrapping; p < 0.001).
4.3.2 Suppression of clavicles in chest radiographs
The lung tops are a difficult area to analyze in chest radiographs. Clavicles, ribs,
vessels and mediastinal structures overlap and create a complicated pattern in
which abnormalities are more difficult to discriminate. The suppression algo-
rithm is used to remove automatically segmented clavicles and evaluated using
measures for interior and border conspicuity.
Data
A set of 253 consecutively obtained posterior-anterior chest radiographs were
selected from a database containing images acquired at two sites in sub Saha-
ran Africa with a high tuberculosis incidence. The data was previously used to
evaluate our clavicle segmentation algorithm187 (Chapter 3) and is publicly avail-
able on http://crass12.grand-challenge.org. The data comes from a larger
database used for the CAD4TB project, which is aimed at automatically detecting
tuberculosis in chest radiographs188. All subjects were 15 years or older. Im-
ages from digital chest radiography units were used (Delft Imaging Systems, The
Netherlands) of varying resolutions, with a typical resolution of 1800 × 2000 pix-
els, the pixel size was 250 µm isotropic. The set consisted of both normal and
abnormal chest radiographs.
Segmentation and suppression
Clavicle segmentation is performed using the algorithm described in Hogeweg
et al. 187 . In this method, supervised pixel classifiers are constructed to segment
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the interior, the head and the border of the clavicle. Active shape model seg-
mentation based on the interior segmentation is performed to generate an initial
outline. The outline is refined using dynamic programming. The result of the al-
gorithm is an outline with known points corresponding to anatomical positions
on the clavicle.
The outline of the clavicle is taken as basis for the suppression algorithm. The
outline is divided into three sections: (1) the lower border: running from the edge
of the lung field to the start of the head, (2) the head: running from the medial
end of the lower border to the medial end of the upper border and (3) the upper
border: running from the superior end of the head section to the edge of the
lung field. The number of sampled profile points is different on each side of the
sections. For the upper and lower border M = 35 mm (140 pixels), the profiles
are extended d1 = 25 mm and d2 = 10 mm towards respectively the inside and
outside of the clavicle making sure that the profiles reach over the other border.
For the head section M = 5 mm (20 pixels), with respectively d1 = 4 mm and
d2 = 1 mm towards the inside and the outside. The other algorithm parameters
were set as σ = 11 pixels, fZ = 99% and β = 0.5.
Evaluation
The visibility of the clavicle before and after suppression was measured with the
Weber contrast of the clavicle and with the line response on the border of the
clavicles. The two measures reflect the conspicuity of the low frequency interior
of the clavicle and the high-frequency borders, respectively. The Weber contrast
is defined as
C =
If − Ib
Ib
(4.12)
where If is the average intensity on the clavicle and Ib the average background
intensity. Ib is measured in a band around the clavicle with a width of 10 mm.
The contrast was measured only inside the unobscured lung fields, which were
manually outlined.
The line response is derived from the Hessian matrix135 calculated at a scale of
0.5 mm. Given the two eigenvalues of the Hessian matrix λ1, λ2 with |λ1| > |λ2|,
the line response is defined as
rl =
{
0 if λ1 < 0√
(λ21 − λ22) if λ1 ≥ 0
, (4.13)
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Figure 4.6: Examples of clavicle suppression for six selected cases. The first three
cases (top two rows) are sorted on relative clavicle contrast reduction (lowest first).
The second three cases (bottom two rows) are sorted on line response reduction
(lowest first).
where the condition λ1 < 0 ensures that only positive contrast is determined. rl is
measured in a 10 mm wide band centered around the border of the clavicle seg-
mentation and was only computed inside the unobscured lung fields. The mea-
sures were computed on original and clavicle suppressed images, with higher
values indicating higher conspicuity of the clavicle.
Results
Fig. 4.6 shows examples of original and suppressed clavicles. The interior of the
clavicle is mostly suppressed in all cases, while remnants of the clavicle border
can still be observed in some cases. The first 3 cases are sorted according to their
relative contrast reduction (Corg−Csup)/Corg, where Corg and Csup are respectively
the contrast in the original and suppressed image. Analogously the second 3
cases are sorted according to the relative line response reduction. Over the whole
dataset of 253 cases both the contrast of the clavicle body with respect to the
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Clavicles
Original Suppressed
Measure Mean ± std Mean ± std Significance
Weber Contrast C (·10−2) 2.46± 1.11 0.55± 0.66 p < 0.001
Line response rl 1.95 ± 0.57 1.29 ± 0.39 p < 0.001
Simulated nodules
Original Suppressed
Measure Mean ± std Mean ± std Significance
Weber Contrast C (·10−2) 1.83± 0.90 1.35± 0.68 p < 0.001
Heterogeneity H (·102) 1.52 ± 0.51 1.24 ± 0.43 p < 0.001
Table 4.5: Change of measures of clavicle and simulated nodule conspicuity from
original to suppressed images. Significance is computed with a Wilcoxon signed
rank test on 253 and 116 cases for clavicles and nodules, respectively. The line re-
sponse and heterogeneity measure are only reported for the clavicles and nodules
respectively, because they are not relevant for the other structure.
surroundings C and the line response rl of the clavicle border were reduced sig-
nificantly (Table 4.5).
4.3.3 Suppression of clavicles in chest radiographs - effect on
simulated nodules
Nodules were simulated close to the difficult area around the clavicles and the
effect of suppression on nodule conspicuity characteristics was determined. The
simulation of nodules enables evaluation on a large set of cases.
Data
Normal chest radiographs were selected from the dataset described in Section
4.3.2 and out of the in total 253 cases 116 contained no abnormalities.
Simulation of nodules
Nodules were simulated in the chest radiograph by projecting CT-derived tem-
plates on the clavicle. The procedure was previously described in Snoeren et al.189
and is summarized here. Five nodules were obtained from a lung cancer screen-
ing database190. To provide good templates nodules with diameter > 20 mm and
which were not connected to the lung wall or large blood vessels were extracted.
Nodules were segmented using the smart opening algorithm191 and extracted as
a bounding box. Two-dimensional nodule templates were then created by or-
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thogonal ray casting. By scaling and rotation the 3D templates before projection
a single 3D template can be used to create multiple 2D templates. To achieve re-
alistic simulation of the nodules a conversion function was used to transform CT
units to X-ray units.
Simulated nodules were added to chest radiographs, one per radiograph, with
a random nodule template and rotation. The location of the nodule was chosen
so that it overlapped with the clavicle, ranging from a slight to full overlap. The
contrast of the simulated nodules was set heuristically to a value so that it does
not give unrealistically bright nodules but they were still visible for a human
observer with knowledge of the location of the nodule. Clavicle suppression was
performed with the same settings as in Section 4.3.2.
Evaluation
Nodule contrast is measured similarly as for the clavicles using the Weber con-
trast (Eq. 4.12), where If is the average gray level in the nodule region and Ib in
the background region. The simulation of the nodules provides an exact location
and direct determination of background and nodule regions. The nodule region
is defined as the projected nodule outline. The background region was defined
as a 5 mm band around the nodule region. Another aspect of nodule visibility is
its heterogeneity. On a uniform background the intensity values of nodules are
more homogeneous than when other structures overlap, making them more dif-
ficult to detect. The heterogeneity H was defined as the standard deviation of the
intensity values in the nodule region.
Results
Fig. 4.7 shows examples of cases with simulated nodules in original images and
with suppressed clavicles. It can be observed that the clavicles are substantially
suppressed, while the nodules remain visible. Over the whole dataset of 116
cases the contrast of the nodule with respect to the surroundings C was slightly
reduced, but the homogeneity of the nodule increased, as indicated by a decrease
of heterogeneity (Table 4.5). Before suppression average clavicle contrast was
higher than average nodule contrast, but after suppression nodule contrast was
more than twice as high. A further analysis of the nodule contrast showed that
in the group with an initial high contrast (defined as 50% of cases with highest
contrast before suppression) C decreased from 2.04 ·10−2 to 1.76 ·10−2 (p < 0.001),
but in the remaining cases with initial low contrast it slightly increased from 1.09 ·
10−2 to 1.13 · 10−2 (p = 0.06).
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Figure 4.7: Effect of clavicle suppression on nodule contrast for three selected
cases. Top row shows the original image with simulated nodule, middle row
shows the clavicle suppressed image, bottom row indicates the location of the
nodule (inner outline) and the background region for measuring contrast (band
between inner and outer outline). The cases are ranked on the relative nodule
contrast change from high to low.
4.3.4 Suppression of catheters in chest radiographs
Catheters commonly occur in chest radiographs acquired in a hospital setting
and their presence complicates the reading of the images. Catheters were man-
ually segmented and then suppressed using the algorithm. The quality of the
suppression was judged by three readers in an observer experiment where they
had to discriminate between square patches containing no catheters and patches
containing either catheters or containing suppressed catheters.
Data
From the clinical archives of Radboud University Nijmegen Medical Centre, The
Netherlands, 36 chest radiographs containing catheters overlapping the unob-
scured lung fields and 21 chest radiographs without catheters were randomly
selected and anonymized. Images were acquired with digital chest radiography
units (Siemens Healthcare, The Netherlands) of varying resolutions, with a typi-
cal resolution of 2700 × 2700 pixels and a pixel size of 143 µm isotropic. Suppres-
sion was performed on images downsampled to a fixed width of 1024 pixels.
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Segmentation and suppression
Catheters were manually indicated by drawing the centerline along its whole
length. The centerline was used as input to the suppression algorithm. The set-
tings for the algorithm were determined in a pilot experiment by visual inspec-
tion of the suppressed images: σ = 21 pixels, M = 10.5 mm (28 pixels), d1 = d2 =
5.25 mm, nZ = 12 and β = 0.5.
Evaluation
The suppression was evaluated in an observer experiment by three observers:
one medical doctor with experience in reading chest radiographs and two cer-
tified chest radiograph readers. The observers’ ability to discriminate between
patches with and without catheters was examined in two sessions. In session I
patches without catheters and original patches with catheters were presented, in
session II patches without catheters and patches with suppressed catheters were
shown. Square patches of 30 × 30 mm were sampled. In chest radiographs con-
taining no catheters patches were randomly sampled from inside the unobscured
lung fields. In images containing catheters square patches were sampled along
the trajectory of the catheter inside the lung fields, ensuring that the center pixel
of the patch coincides with the centerline of the catheter. Three and five patches
were sampled from images with and without catheters, respectively, with a total
of 213 patches. These patches were presented randomized to each observer who
gave a score on the presence of a catheter in the patch on a scale of 0 − 100: 0
and 100 respectively indicating definitely not present and definitely present. The
observers were not aware of the proportion of patches containing catheters in the
study. Receiver Operating Characteristic (ROC) analysis was performed to deter-
mine the observer’s ability to discriminate between patches with and without a
catheter. The Area Under the ROC curve (AUC) was compared between session
I and II using case-based bootstrapping69.
Results
Fig. 4.8 shows two examples of catheter suppression inside the lung fields. Visu-
ally, the catheter was removed successfully by the suppression over the majority
of its length. Fig. 4.9 shows 5 examples of patches used in the observer study. The
first 4 patches contained catheters and are sorted on average rating by the three
observers. The last example (rating=77) contained no catheter but was rated on
average highest on presence of catheters.
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Original Suppressed Original Suppressed
Figure 4.8: Examples of catheter suppression inside the lung fields for two cases.
Only the part of the catheter inside the lung fields is suppressed.
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Figure 4.9: Example of four patches with catheters and one without that were
used in the observer experiment. The catheter patches are sorted on average score
for presence of catheter in the suppressed patch of the three observers. The fifth
example does not contain a catheter but shows the highest rated normal patch.
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(a) Observer 1
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(b) Observer 2
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(c) Observer 3
Figure 4.10: Observers’ ability to discriminate between unaffected patches and
patches containing catheters on original and suppressed images. The AUC of
the ROC is significantly reduced for all observers comparing original images to
suppressed images (case-based bootstrapping; p < 0.001).
Fig. 4.10 shows the ROC curves for the three observers for judging the pres-
ence of catheters in patches extracted from catheter free and catheter suppressed
images. The AUC of the ROC was significantly reduced from very high values
on original images to moderate values on suppressed images, respectively 0.98 to
0.64, 0.99 to 0.74 and 0.99 to 0.74 for observers 1,2, and 3 with significant differ-
ences for all observers (case-based bootstrapping; p < 0.001). Before suppression
catheters were detected almost without error by the observers. After suppres-
sion observers can detect catheters or the remnants thereof only in a minority of
patches (< ±35%; initial steep part of the ROC curve) before starting to confuse
patches with and without catheters.
4.4 Discussion
A method to suppress translucent elongated structures in 2D images has been
presented. Key elements of the method are subspace filtering of the structure and
outlier rejection. The method was evaluated in four experiments on rib, clavicle,
and catheter suppression in chest radiographs. In this section we first discuss the
results of the four experiments, we subsequentially critically evaluate the mer-
its of the subspace filtering approach and the determination of the background,
finally we discuss other applications of the method and consider possible im-
provements.
In the first experiment it was shown that subspace filtering using PCA im-
proved suppression of ribs in simulated chest radiographs, compared to a method
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using only smoothing. The use of simulated radiographs allowed us to measure
exactly the amount of suppression, showing a large reduction of the intensity
values of the ribs after suppression. In addition an observer experiment was per-
formed were it was found that the ability of human observers to detect ribs in
patches after suppression was markedly reduced. Rib centerlines were not au-
tomatically segmented in the projected radiograph, but instead derived from the
CT segmentation. This allowed us to determine the suppression quality with-
out the influence of errors that typically occur in automatic segmentation tech-
niques. Automatic segmentation of ribs in radiographs has not been fully solved,
but a number of systems have been proposed in the literature78,79,192–195. Recent
other work on suppression of ribs in chest radiographs is based on statistical re-
gression techniques90,91,196. In these methods patches with bony structures are
replaced with boneless patches by using either massively trained artificial neu-
ral networks90,196 or k-nearest-neighbor91 regression. Both methods require the
availability of dual-energy (DE) bone images as training material. These types
of images are not routinely acquired in most settings. Our algorithm does not
require the availability of DE images to remove the bony structures. Instead, the
information needed to suppress the bone is obtained under only the assumption
of the presence of a common profile pattern along the ribs and the clavicles. This
property makes the method more easily applicable to other domains where re-
moval of elongated structures is useful.
In the second experiment clavicles were suppressed in chest radiographs. Clav-
icle suppression reduced clavicle conspicuity as measured by the contrast of the
whole clavicle with respect to the background and by the line response on the
border of the clavicle. The contrast of the body was reduced to a large extent.
The line response gives a measure of the ability of the method to suppress high
frequency structures. While the line response is clearly reduced, visual examina-
tion shows remaining clavicle borders in some cases. A possible reason for this
is that PCA, although in principle able to model any structure up to the Nyquist
frequency, has not modeled the border fully. An improvement of the method
would be to modify the modeling and the subspace filtering to place extra focus
on the border of structures, for example using weighted PCA. For this experiment
a fully automatic segmentation was used providing accurate outlines of the clav-
icles187 (Chapter 3). Other segmentation methods for the clavicles are available as
well76,77,80,152. Two other methods to suppress clavicles have been published80,196.
In Chen et al.196 a location specific massively trained artificial neural network was
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used to suppress the clavicles and good (visually examined) suppression of clav-
icle body and edges was achieved. As discussed before, a disadvantage of this
algorithm is the need for DE images as training material. In Simko´ et al.80 a bone
model was created by smoothing along the automatically segmented clavicle bor-
der, after which the bone model is subtracted. Such a method, which only uses
smoothing to identify the structure, will not be able to cope with larger distur-
bances: in our first experiment on rib suppression we have shown that outlier de-
tection and subspace filtering, which deal with larger disturbances, significantly
contribute to a more accurate suppression.
In the third experiment nodules were simulated in the neighborhood of the
clavicles in real chest radiographs. The use of simulated nodules allows for the
exact determination of the location of nodules and for creating a larger dataset
than would have been possible using public datasets. Nodule contrast decreased
slightly after suppression, a similar finding was made by Suzuki et al.90, who
also found a slight degrading of the contrast after suppression. Interestingly, we
found that nodules with an initial low contrast showed a slight increase of con-
trast after suppression. This observation can be explained by the finding that on
average the contrast per nodule increased by 15%; the overall slight reduction in
absolute contrast is thus mainly caused by large nodules. For detection purposes
not only the contrast of the nodule itself, but also the value relative to the overlap-
ping and surrounding structures is important. We found that before suppression
the contrast of the clavicle, which is the most conspicuous structure in the upper
lung fields, was considerably higher than that of the nodule, but after suppres-
sion nodules had on average a higher contrast than the clavicle. Additionally
we found that the appearance of the nodule was more homogeneous after sup-
pression. Both the increase of contrast with respect to other structures and the
increased homogeneity may aid detection by automatic methods or humans. To
achieve these beneficiary effects a perfect visual suppression of bony structures
is not required. Instead, the suppressed image provides extra information com-
pared to the original. Providing both original and bone suppressed images to
the radiologist is the common mode of operation85–87 and may help automatic
methods as well.
In the fourth experiment human observers judged the quality of the suppres-
sion of catheters in chest radiographs. It was found that the observers’ ability to
identify a catheter was markedly reduced after suppression. In about one third
of the patches, originally containing catheters, the observers could still identify
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(remnants) of the catheter. Readers rarely take such a close-up look at the radio-
graph as in this experiment, and the overall suppression of the catheter might
be sufficient for practical purposes. The reduction in the observers’ ability to de-
tect suppressed structures was higher for the catheters than for the ribs, and this
suggests that the proposed algorithm should be extended to improve rib suppres-
sion, as is discussed below. Suppression of catheters is a new research area; we
are not aware of any previously published method that addresses this topic. In
this experiment we used manual segmentations of the catheters, but automatic
catheter (tip) detection methods in chest radiographs have been developed119,197
and could be combined with the presented algorithm to achieve fully automatic
catheter removal in chest radiographs. The removal of foreign objects, such as
catheters, is also important for automatic processing by computer aided detec-
tion algorithms to prevent false positives198.
In the experiments both real and simulated data were used. In the rib sup-
pression experiment, chest radiographs simulated from CT provided a reference
standard which allowed to exactly determine the amount of suppression. Sim-
ulation of the clavicles from CT is not possible because the position of the arms
in a CT scanner is different from the position in chest radiography, leading to the
clavicles being rotated and not overlapping anymore with the lung fields on a
posterior-anterior simulation. Instead highly realistic nodules extracted from CT
were simulated in the clavicle region to provide an accurate measure of the effect
of clavicle suppression on the conspicuity of these lesions, and provide insight
into characteristics relevant to their detection in a diagnostic task. As an alterna-
tive to simulated data, DE images could be employed. They have as disadvantage
that some DE images contain bony structure artifacts as a result of the misaligned
subtraction in the imaging procedure199 and are therefore less suited as reference
standard. Another option is to use a digital phantom of known composition,
which would allow to exactly measure the amount of suppression achieved. A
realistic digital phantom of the chest is difficult to create due to the complexity
of the lung structure and to the best of our knowledge none have been described
in literature. Instead, a simpler phantom could be constructed, but this makes it
difficult to judge the algorithm’s merit in a real radiograph.
Subspace filtering, i.e. the use of decomposition techniques to remove the
noise subspace of a signal, has been done before using PCA200, Singular Value
Decomposition201, Independent Component Analysis178, and non-negative ma-
trix factorization (NMF)183. A critical step in these methods is to determine which
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and how many components belong to the signal and which to the noise. Under
the assumption that most of the variance in the patch originates from the struc-
ture of interest, PCA can directly provide the relevant model by selecting the
linear components with the highest variance. ICA and NMF do not provide an
automatic way to determine the components representing the structure and need
an extra step to identify the relevance of each component178,202.
In certain situations it might be difficult to extract a model which gives a good
segmentation of the structure of interest based on only the intensity values in the
image patch. An example of such a situation is the presence of many crossing
structures, such as ribs crossing another rib, or ribs intersecting the clavicle. In
that case a low model dimensionality might not be sufficient to accurately model
the structure, as the first few components are used to model the crossing struc-
tures. Increasing the dimensionality can partially solve this problem, but will
lead to an inclusion of a larger amount of crossing structures in the model. The
performance of outlier detection will also be reduced as it will be more difficult
to decide which profiles are outliers when their frequency approaches 50% of the
dataset. At 50% outlier frequency any (unsupervised) outlier detection technique
will reach its break-down point203. Potentially this limitation can be remedied
by incorporating a priori information about the structure of interest, such as by
inclusion of a model derived from a larger number of instances. Another situa-
tion where the algorithm worked less successfully is when there is a significant
change in the appearance of one structure over the course of its centerline. This
happens to the part of the ribs close to the chest wall, resulting in a reduced sup-
pression quality. A solution could be to divide the centerline of the structure into
multiple segments, so that for each segment a separate model is used.
Estimating the structure of interest through modeling and outlier removal per-
forms significantly better than through smoothing alone, as was shown in the first
experiment. We hypothesize that this higher performance was achieved because
the noise that disturbs the structure of interest is not purely Gaussian. In a Gaus-
sian noise setting positive and negative disturbances of the structure of interest
would cancel out by an appropriate smoothing procedure. High-frequency vari-
ations in background tissue density from small vessels and parenchyma can be
considered Gaussian and are removed by smoothing. When larger disturbances,
such as big vessels and other ribs, cross the structure, smoothing will not cancel
out the disturbance but will only distribute it over a larger part of the structure.
This is where modeling of the structure provides a better estimation. Larger dis-
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turbances cannot be fitted by the model and are not segmented. To ensure limit-
ing the model to the structure of interest, larger disturbances are excluded from
modeling by rejecting them as outliers.
A key aspect of a method that suppresses structures by subtraction is to de-
termine accurately the amount of intensity to subtract. This requires the back-
ground values to be known. The presented method determines this value from
the assumption that the background values have an average of zero. In reality
background values are not zero and the patch must first be normalized. The
background values are obtained from pixels outside the structure of interest. If
a segmentation of the structure of interest is available, the background locations
can be easily found. When an accurate segmentation is not available and only a
centerline is used as input, the background values are found by sampling profiles
that extend well over the expected width of the structure of interest. Care must be
taken to not extend so far that other instances of the same structure are included
in the patch as this introduces an offset in the background values.
Multiple instances of one type of structure are removed by successive appli-
cation of the algorithm. The order of removal is not important, provided that
in each application only the instance and not other structures are removed. In
practice this is not always true and slight differences between different orderings
can be observed. An example of this successive application is the suppression of
clavicles where first the lower, and later the upper border are used to guide the
suppression. This choice was made to focus the suppression on the conspicuous
borders.
The proposed method presents a general framework that can be applied to
any projection image and to any structure which meets the assumption of translu-
cency and the presence of a common pattern along a curve. It is not necessary for
the curve to be located at the center of the structure. As illustrated by the clavicle
suppression, the structure can also be decomposed in multiple curve segments
to meet the working conditions for the algorithm. Likewise a radial curve can be
used to suppress elliptical structures.
The resulting structure suppressed images can be used as an additional im-
age to aid human reading or as input for subsequent processing steps, such as
computer aided detection. Clavicle and rib suppression have been shown to im-
prove radiologist’s performance in the detection of nodules85,86. Rib suppression
has been shown to improve the measured visibility of nodules90, but so far the
effect on a fully automatic nodule system has not been determined yet. Another
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detection task in chest radiographs where bony structure suppression might be
beneficial is identification of infiltrates such as occurring in interstitial disease147
and tuberculosis111,188. A difficult area to interpret in chest radiographs is the hi-
lar region, where the pulmonary vessel tree enters the lung. Vessel suppression
might reduce the complexity of the appearance of the lung field and improve
abnormality detection in this area. While determining the correct positioning of
the catheter in bedside radiographs is a common task in the hospital, its removal
might facilitate the automatic screening for, or monitoring of, abnormalities.
4.5 Conclusion
A general method to segment and suppress elongated structures in 2D projection
images was presented. The method only requires a curve aligned to the structure
of interest and minimal a priori knowledge to perform this task. Subspace filter-
ing, based on blind source separation techniques, was used to isolate the structure
from the background. The method was evaluated on three tasks – removing ribs,
clavicles and catheters in chest radiographs – and showed a marked reduction of
the conspicuity of these structures. Experiments with simulated nodules showed
an increase of contrast with respect to the clavicles and potential to enhance di-
agnosis. Future work will focus on additional modeling to further improve sup-
pression.
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Abstract
Symmetry is an important feature of human anatomy and the absence of sym-
metry in medical images can indicate the presence of pathology. Quantification
of image symmetry can be used to improve the automatic analysis of medical
images.
A method is presented that computes both local and global symmetry in 2D
medical images. A symmetry axis is determined to define for each position p in
the image a mirrored position p′ on the contralateral side of the axis. In the neigh-
borhood of p′, an optimally corresponding position ps is determined by minimiz-
ing a cost function d that combines intensity differences in a patch around p and
the mirrored patch around ps and the spatial distance between p′ and ps. The
optimal value of d is used as a measure of local symmetry s. The average of all
values of s, indicated as S, quantifies global symmetry. Starting from an initial
approximation of the symmetry axis, the optimal orientation and position of the
axis is determined by greedy minimization of S.
The method was evaluated in three experiments concerning abnormality de-
tection in frontal chest radiographs. In the first experiment, global symmetry S
was used to discriminate between 174 normal images and 174 images contain-
ing diffuse textural abnormalities from the publicly available CRASS database of
tuberculosis suspects. Performance, measured as Area under the Receiver Op-
erating Characteristic curve Az was 0.838. The second experiment investigated
whether adding the local symmetry s as an additional feature to a set of 106 tex-
ture features resulted in improvements in classifying local patches in the same
image database. We found that Az increased from 0.878 to 0.891 (p = 0.001). In
the third experiment it was shown that the contrast of pulmonary nodules, ob-
tained from the publicly available JSRT database, increased significantly in the
local symmetry map compared to the original image.
We conclude that the proposed algorithm for symmetry computation provides
informative features which can be used to improve abnormality detection in med-
ical images both at a local and a global level.
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5.1 Introduction
Symmetry, a ubiquitous property of both natural and man-made objects, is the
property of an object being invariant to certain types of transformations. The
most well known forms of symmetry are reflection, or bilateral symmetry, and
rotation symmetry. Symmetry as a general feature of objects has been extensively
studied in computer vision. Being such a fundamental property of many objects,
there have been numerous applications where symmetry has been applied, for
example in face detection204, object tracking205,206 and analysis of textures207. A
detailed overview of many aspects of symmetry computation and its applications
can be found elsewhere208. Many of the proposed algorithms considered sym-
metrical properties in objects that are described by their boundaries209–211. More
recently techniques have been developed that detect symmetry directly in im-
ages, using point descriptors (features) to measure similarity between symmetric
points212,213.
Although the output of these methods is mainly a binary measure, a continu-
ous symmetry measure is also useful to impose an ordering on a series of objects
such that an object with a smaller measure is judged to be less symmetric. A
well known example of such a measure is the Continuous Symmetry Measure
(CSM) by Zabrodsky et al.210, which quantifies symmetry in object boundaries. A
number of papers have used continuous symmetry measures, such as the CSM,
to find correlations with other characteristics. Examples are the relation between
facial symmetry and subjective measures of attractiveness214, fluctuating asym-
metry and developmental instability215, and molecule symmetry and enzyme ac-
tivity216.
The human body exhibits a large degree of symmetry, clearly visible on the
outside, but numerous organs such as the brain, lungs, and visual system also
display symmetry. A loss of symmetry in these organs is often an indication of
a disturbance of their normal functioning. For this reason, visual assessment of
symmetry in medical images is typically used by human specialists for image in-
terpretation and pathology detection. In automated medical image analysis the
use of symmetry has been limited and mainly focused on brain MRI. In Liu et
al.217, symmetry was used to robustly extract the midsagittal plane in pathologi-
cal brain images. In Sun et al.218,219, the detection, segmentation, and classification
of brain lesions was performed using a symmetry measure that involves comput-
ing point-to-point similarities based on the curvature of the gradient vector flow.
118 Quantification of symmetry
Digital subtraction techniques have also been used to show differences between
the two sides of the symmetry axis. Li et al.93,94 performed registration of the left
and right lung fields in posterior-anterior chest radiographs, followed by sub-
traction, to suppress normal symmetrical structures and enhance pathology. In a
later study84, a similar technique was successfully used as a postprocessing stage
to reduce the number of false positive detections in a CAD scheme to detect nod-
ules.
Many previously proposed methods rely on the assumption of perfect sym-
metry. Although many natural objects clearly display properties of symmetry,
this symmetry is usually not perfect220. In the human body symmetrical organs,
such as the brain, are not perfectly symmetrical, even in healthy subjects221. The
lungs are not fully symmetrical (e.g. the left lung has two lobes and the right one
three and the shadow of the heart breaks the symmetry in chest radiographs),
but still exhibit a large amount of symmetry in how its internal structures, such
as vessels and airways, are organized. The amount of symmetry in a medical im-
age also depends on the properties of the imaging device. Projection radiography,
computed tomography (CT), and magnetic resonance imaging (MRI) have differ-
ent resolutions, contrast, etc. A method analyzing symmetry in medical images
should be able to deal with this inherent normal asymmetry.
In this paper, we propose a generic algorithm to assess symmetry in 2D med-
ical images with the aim to detect the presence of pathology. Unlike previous
methods, the proposed algorithm deals with both the inherent normal asymme-
try of the organs and asymmetry as a result of pathology. The algorithm uses
point descriptors and similarity measures to describe the image contents and
its symmetry222–224. Two symmetry measures are provided: a local symmetry
measure, which indicates the level of symmetry in each point of the image; and
a global symmetry measure, which summarizes the degree of symmetry of the
whole image. These two measures will allow to determine not only the presence
of pathology but also provide a localization of the lesion. The potential useful-
ness of the algorithm is demonstrated in a number of applications involving the
detection of abnormalities in chest radiographs.
The paper is organized as follows. Section 5.2 describes the method and its im-
plementation. Section 5.3 describes the experiments and shows results for three
different tasks. Section 5.4 discusses the results and in Section 5.5 we conclude.
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Figure 5.1: Computation of local symmetry s(p) for a point p. (a) Point p in PL
with mirror symmetric point p′ in PR. (b) Computation is only performed in
mirror symmetric sets of locations. The continuous line delimits the points with
corresponding mirror symmetric points. The dashed line represents the initial
region. (c) The optimal matching point ps is determined by minimizing a cost
function d that measures the dissimilarity of position and image characteristics of
p with all points in PR. The minimum value of d determines s(p). Note that ps is
not necessarily equal to p′.
5.2 Methods
In this section the algorithm to obtain a continuous local symmetry and global
symmetry measure is described. Local symmetry s is defined as the minimum
dissimilarity between two corresponding points on both sides of the symmetry
axis. This is a different definition than the one used in some previous works213,
where local symmetry is described as the presence of symmetrical structures in a
subregion of the full image. On the other hand, global symmetry S is defined as
the degree of symmetry in the whole image.
5.2.1 Prerequisites
The method operates on a discretized 2D gray value image I in which one mir-
ror symmetric object or region of interest is present. Posterior-anterior chest ra-
diographs and brain MRI or CT sections are common medical examples of such
images.
Let ls be the vertical symmetry axis of the object in I with location x = xs. The
image is then divided by ls into two sets of points: on the left PL and on the right
PR (Fig. 5.1(a)). An equal number of points in both sets is not required and the
120 Quantification of symmetry
correspondences between their points are not known. PL and PR can cover all
the points in the image I (i.e. PL ∪ PR = I) or be subsets of points (PL ⊂ I and
PR ⊂ I , PL ∪ PR 6= I), for example presegmented structures of interest such as
the lung fields in chest radiographs (Fig. 5.1(a)).
In order to deal with objects which are known a priori to exhibit only partial
symmetry, we take into account points p ⊂ PL (similarly p ⊂ PR) if p′ ⊂ PR
(similarly p′ ⊂ PL), where p′ is the corresponding point in the reflected position
of p with respect to ls (see Fig. 5.1(b)).
5.2.2 Local symmetry
We define the local symmetry s(p; ls) of point p with coordinates (x, y) given the
symmetry axis ls as the minimum dissimilarity between p and the points on the
contralateral side of ls:
s(p; ls) =

min{d(p, pR), ∀pR ∈ PR}, if p ∈ PL
min{d(p, pL),∀pL ∈ PL}, if p ∈ PR
(5.1)
where d(p1, p2) is the dissimilarity between points p1 and p2. Higher values of s
indicate less similarity between points.
Note that the algorithm considers all points on the other side of the symmetry
axis to compute s(p; ls), instead of using only the corresponding point p′ located in
the reflected position of p with respect to ls (Fig. 5.1(a)). In this way, the inherent
asymmetry in the image is taken into account, in contrast to previously described
methods213,219.
Let f(p) be a point descriptor which describes the local properties of p and
consists of an image component fI(p) and a position component fp(p):
f(p) =
(
fI(p)
fp(p)
)
. (5.2)
The image component fI can be provided by any suitable local descriptor. Ex-
amples are SIFT222, Local Binary patterns225, etc. In order to determine similar
looking positions on both sides of the symmetry axis, computation of fI(p) for
p ∈ PR is performed on I mirrored locally over the y-axis. In this paper, we de-
fine the elements of fI as the pixel intensities sampled from a square patch around
p with patch size (edge length) m (similar to Avni et al.224). The optimal value of
m depends on the application and is determined in Section 5.3. In square patches,
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and with a row-based sampling, mirroring is performed by reversing the order
of elements in fI.
The position component fP consists of the mirror symmetric position of pwith
respect to ls:
fp(p) =
(
xp
yp
)
, (5.3)
where
xp =
{
x if x ∈ PL
2xs − x if x ∈ PR
(5.4)
and yp = y. The inclusion of the position component in the descriptor ensures that
two points are only considered similar if they have similar visual characteristics
and if they are approximately spatially symmetrical.
The dissimilarity d(p1, p2) between two points p1 and p2 is then defined as the
distance K between their descriptors:
d(p1, p2) = K(f(p1), f(p2)) (5.5)
Many distance definitions are available for K. In this study, the Euclidean dis-
tance K = ||f1 − f2|| is used.
The elements of the point descriptor contain intensity as well as position val-
ues. These values were normalized to zero mean and unit standard deviation
over both lung fields before computing distances. In order to control the relative
contribution of image and position components, a position weight factor wp is
introduced:
f(p) =
(
fI(p)
wpfp(p)
)
. (5.6)
High values of wp favor matching points which have similar symmetric loca-
tions. The value of wp depends on the application and optimal values are studied
in Section 5.3.
Determining the local symmetry using Eq. 5.1 can be computationally expen-
sive if the number of points is large. To reduce computational requirements, find-
ing the most similar point is formulated as a 1-nearest-neighbor problem. Ef-
ficient solutions to this problem have been developed which precompute data
structures and provide a fast approximation close to the exact solution226. In this
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work we use the Approximate Nearest Neighbor (ANN) algorithm described in
Arya and Mount136. The algorithm uses precomputed kd-trees and provides an
approximate solution which insures that the distance to the approximated near-
est neighbor is smaller than (1 + ) times the distance to the true neighbor. In this
work  = 2.0 is used.
5.2.3 Global symmetry
The global symmetry measure S(I; ls) of an image I given the symmetry axis ls
and the sets PL and PR is computed by averaging all the local symmetry mea-
sures s(p; ls) in PL and PR. If the set of all N locations on both sides of the sym-
metry axis is defined as P = PL ∪PR, S is then defined as:
S(I, ls) =
1
N
∑
p∈P
s(p; ls) (5.7)
Low values of S indicate overall similarity of image characteristics on both
sides of the symmetry axis. A value of S = 0 indicates that for every point a
perfect analog has been found on the other side at the expected reflected position.
High values of S indicate the presence of image characteristics on one side which
cannot be found on the other side.
Local symmetry values s are spatially correlated and contain redundant infor-
mation. The global symmetry can therefore be estimated using only a subset of
P without losing its discriminative properties. In Section 5.3 we determine the
effect of reducing the number of locations used in the computation of S by sam-
pling every
√
κth pixel in the x- and y-direction; thus subsamplingPwith a factor
κ.
5.2.4 Determination of optimal symmetry axis
In medical imaging, the scanning protocol typically ensures that anatomical struc-
tures have a fixed orientation and location in the image. For example, in posterior-
anterior chest radiographs the lung fields are centered and the caudo-cranial di-
rection of the patient is aligned with the y-dimension of the image. For brain
imaging with computed tomography or magnetic resonance imaging a similar
fixed relation between patient and image coordinate systems is common. In prac-
tice, locations of axes or planes of symmetry are not exactly known and are not
necessarily aligned with the image axes.
We estimate the optimal position of the symmetry axis ls from an initial ap-
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proximation by minimization of the global symmetry value S. Note that the en-
suing discussion relates to 2D images, but the procedure can be easily extended
to higher dimensions.
In-plane rotation
If the patient is rotated in the xy plane, it will cause the symmetry axis to deviate
from the verticality which is expected by the algorithm. In order to identify the
optimal angle of the symmetry axis, anatomical structures are rotated upright by
artificially imposing a range of rotations with different angles to the image. The
angle which results in the minimum global symmetry S corresponds to the up-
right position. Let α be the angle used to rotate the image I in the xy plane around
the image center. Let S(I; ls, α) denote the global symmetry value computed for
I after rotation. The optimal angle αopt is defined as:
αopt = argmin
α∈A
S(I; ls, α) (5.8)
where A is a set of test angles. Fig. 5.2 shows an example of in-plane rotation for
a chest radiograph.
Symmetry axis x-coordinate
The x-position of the initial approximation of the symmetry axis xs (Sect. 5.2.5)
can be displaced from its optimal position. A similar minimization procedure
as for the in-plane rotation was used to find the optimal position. Let S(I; ls, δ)
denote the global symmetry value of image I after applying an horizontal dis-
placement δ to the symmetry axis ls. The optimal horizontal displacement δopt of
ls is computed as
δopt = argmin
δ∈∆
S(I; ls, δ) (5.9)
where ∆ is a set of test locations.
5.2.5 Symmetry computation in chest radiographs
In this paper, we select the analysis of chest radiographs to evaluate the per-
formance of the proposed symmetry measures in real medical images. Specific
details for symmetry computation in chest radiographs, which are used in the
experiments, are given in this section.
The expected scale of normal and abnormal structures determine the work-
ing resolution of the images for symmetry computation and the scale at which
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Figure 5.2: Example of local symmetry maps before and after optimal rotation
in the xy plane. Color maps in (b,d) indicate local symmetry. Color scale has
arbitrary units, because s values have only a relative interpretation. The graph
in (c) indicates the relation between the rotation angle α and S (compared to the
original image). The image rotated by the angle corresponding to the minimum
value of S in (c) is used in (d).
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fI is computed. Chest radiographs were resampled to a fixed width of 512 pix-
els in all experiments. Optionally, images can be preprocessed to enhance cer-
tain structures. The use of a normalization procedure and its properties may
influence the symmetry measures. In Section 5.3 we evaluate the use of a local
normalization procedure which enhances contrast and removes low frequency
variations132. This procedure locally normalizes the intensity deviation from the
average to the local standard deviation:
ILN =
I − I˜√
I˜2 − (I˜)2
(5.10)
where I indicates the original image, ILN the locally normalized image and (˜·)
blurring by convolution with a Gaussian kernel with scale σN .
An initial location of the vertical symmetry axis is determined as follows. The
existence of a binary segmentation of the lung fields is assumed, where lung fields
have value 1 otherwise 0. A one-dimensional projection image is created by or-
thogonal averaging over the y-direction. Interpreted as an 1D function this image
contains two maxima, corresponding to the lung fields, and three minima corre-
sponding to the two parts at the sides of the image and the part between the
lung fields. The approximate position of the symmetry axis is determined by the
minimum value in the middle 20% of the curve which corresponds to the part
between the two lung fields.
Computation of the symmetry measures was performed using locations in the
symmetric lung fields only (as in Fig. 5.1(b)). Please note that symmetric locations
are redetermined in each iteration of the symmetry axis optimization.
5.3 Experiments & Results
In this section, we describe the results of three experiments for the detection of
pathology in chest radiographs using global and local symmetry measures. In
the first experiment global symmetry was used to discriminate between normal
and abnormal images. In this experiment the influence of algorithm parameters
on the final result was extensively studied. In the second experiment the con-
tribution of the local symmetry measure to a set of general texture features was
determined in an image patch classification task. In the third experiment the local
symmetry measure was used to enhance nodule contrast.
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5.3.1 Global symmetry to discriminate between normal and
abnormal images
The global symmetry measure S quantifies the presence of symmetrical struc-
tures on both sides of the symmetry axis. Chest radiographs (CXRs) of healthy
persons are largely symmetric and tend to give low values. The presence of ab-
normalities in the lung fields tends to increase S. In this experiment, we study the
discriminatory power of S to distinguish between normal and abnormal images.
Data
A set of 348 CXRs (174 normal, 174 containing textural abnormalities) was se-
lected from a database consisting of images of tuberculosis (TB) suspects. Im-
ages from digital chest radiography units were used (Delft Imaging Systems, The
Netherlands) of varying resolutions, with a typical resolution of 1800 × 2000 pix-
els, the pixel size was 250 µm isotropic. The set is a subset of a publicly available
database described in Hogeweg et al.187 where normal images and images con-
taining textural abnormalities inside the lung field were selected. The normal/ab-
normal decision is based on the absence or presence of textural abnormalities in
the image (see Section 5.3.2).
A lung segmentation are used to determine the initial symmetry axis and limit
the computation of local symmetry. They were obtained using a previously de-
veloped algorithm, which is a combination of pixel classification and shape mod-
eling76.
Experiment
The discriminatory power of S to distinguish normal and abnormal images was
evaluated using the area Az under the Receiver Operating Characteristic (ROC).
In this experiment the influence of the algorithm parameters, namely patch size
m, position weight wp and subsample factor κ was studied. The effect of varying
parameter values was first determined per individual parameter; as starting val-
ues for each experiment we used wp = 10.0, m = 9 pixels, κ = 1. These values
were found to work well in a patch-based categorization and retrieval method
involving chest radiographs by Avni et al.224. After this first approximation the
optimal combination of wp and m was determined. The set of angles A used to
determine αopt was {−10.0,−9.5, . . . , 9.5, 10.0} degrees. The set of horizontal dis-
placements ∆ used to estimate δopt was {−10,−8, . . . , 8, 10} pixels.
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Figure 5.3: Effect of optimal rotation on global symmetry scores S for 348 cases.
Scores were computed with optimal parameter values. S for normal cases (dots)
decreases relatively more than abnormal cases (pluses) as shown by the trendlines.
As a result, projection on the horizontal axis (no rotation) results in high overlap of
normal and abnormal cases, but projection on the vertical axis (optimal rotation)
yields good separation.
Results
Fig. 5.3 shows the effect of optimal rotation on individual cases for the default
parameter settings. By definition all scores are equal or lower after optimization.
For normal cases (green) the scores are reduced more than for the abnormal cases
(red), as indicated by their respective trendlines. This differential change between
normal and abnormal cases leads to a large improvement in discriminative per-
formance.
Fig. 5.4 shows the effect of varying the free parameters on Az for the 348 test
images. Optimal rotation of the symmetry axis was important for the majority
of parameter values and led to a large increase in performance. Additional opti-
mization of the x-location did not lead to large further increases. Performances
reported in the remainder of this section refer to the images with optimal rotation
and x-location. Az showed a slow increase with increasing m up to a value of 13
pixels and followed by a slow decrease. In the m range of 9-21 pixels, Az values
were highly stable. At wp = 5.62 the optimal Az of 0.835 was achieved. In the
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wp range of 3.2-32 Az was mostly stable with values > 0.82. Higher and lower
values of wp led to a reduction in performance. Especially for low values of wp,
in which case the influence of fI increases relatively to fp, performance decreased
substantially. The relation between κ and Az was mostly stable for κ ≤ 16, for
κ > 16 performance was slightly reduced until it breaks down at κ = 256.
The value of wp is related to the value m via Eq. 5.6; higher values of m require
higher values of wp to maintain the same weighting of intensity and position in-
formation. To reflect this, all combinations of m = (9, 11, 13, 15, 17) and wp =
(1.77, 3.16, 5.62, 10.0, 17.7, 31.6) were tested with κ = 16 to determine the optimal
combination. For these parameter values the highest performance was found in
their individual optimization. The optimal combination was (m,wp) = (15, 17.7)
with Az = 0.838; these parameter values were used in subsequent experiments.
Computation times are related to the amount of subsampling. Computation
times (at a single core of a Core 2 Duo @ 3.0 Ghz) decreased from 50 s (κ = 1)
to 13 s (κ = 4) and 8 s (κ = 16) for an average case (±40, 000 positions), using
optimization of image rotation and xs, and with optimal (m,wp) values. Subsam-
pling with a factor κ = 16 gives minimal performance loss compared to κ = 1.
An additional reduction of computation time can be achieved by not performing
xs optimization, which had only a small effect on performance.
5.3.2 Local symmetry in combination with texture analysis
In this experiment the effect of adding local symmetry to a set of texture features
when classifying patches and images for the presence of textural abnormalities
was evaluated.
Data
The dataset is the same as used for the first experiment (Section 5.3.1). For train-
ing the patch classifier labeled examples of patches are required. Manual outlines
of abnormalities were created in the full set. Patches whose center is inside the
outline were assigned the label abnormal. Normal patches were only sampled
from normal images. From the original images 145,315 patches (116,252 normal
and 29,063 abnormal) and from the optimally rotated images 144,905 (115,924
normal and 28,981 abnormal) patches were extracted, both with a normal to ab-
normal ratio of exactly 4:1.
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Figure 5.4: Optimization of position weight wp, subsample factor κ, and patch size m for
global symmetry computation on a set of 348 images. Image classification performance
for original images, optimally rotated images, and optimal x-location of the symmetry
axis are shown as function of the three parameters: (a) Patch size (b) Position weight (NB
the x-axis is logarithmically scaled). (c) Subsample factor (NB the x-axis is logarithmically
scaled).
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Figure 5.5: Examples of local symmetry for two normal and two abnormal im-
ages. Color maps indicate local symmetry; color scale has arbitrary units, because
s values have only a relative interpretation. The scaling is identical in all the ex-
amples.
Experiment
Local symmetry maps were computed with the optimal parameter values deter-
mined in Section 5.3.1. The image rotation and symmetry axis x-location were
optimized. The detection of textural abnormalities is based on texture analysis
of circular image patches (radius = 32 pixels) sampled every 4 pixels. Texture
features were computed by extracting statistics of Gaussian derivative filtered
images of order 0 through 2 (L, Lx, Ly, Lxx, Lxy, Lyy), at scales 1, 2, 4, and 8 pix-
els. The first four moments (mean, standard deviation, skew, and kurtosis) of the
intensity distribution of each Gaussian derivative filtered image and the original
image were computed from pixels inside the corresponding circular patch. This
method has recently successfully been used to detect textural abnormalities re-
lated to TB in chest radiographs112,148. Two general position features, namely the
x- and y-position normalized to the image size, and four lung segmentation de-
rived position features, namely the x- and y-position normalized to the bounding
box of the lung fields, the distance to the lung boundary and the distance to the
center of gravity of the lung fields, were added to the texture features. A total
of 106 features per patch were extracted148. Image patches were sampled inside
the segmented lung fields and assigned an abnormality likelihood with a Gen-
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tleBoost classifier58 which used 100 regression stumps as weak classifiers. Image
locations outside the mirror symmetric lung fields were assigned s = 0. Images
were assigned an overall texture score by computing the 95th percentile of the
cumulative distribution of patch likelihood scores148. This texture score was used
to determine image classification performance.
Two sets of features were compared: (1) the texture+position features totaling
106 features, and (2) the texture+position features and local symmetry totaling
107 features. These feature sets were compared in a patch classification and im-
age classification experiment. In addition, the performance of local symmetry as
a single feature was determined in the patch classification experiment. Classifi-
cation performance was determined using Az. Significant differences were deter-
mined with case-based bootstrapping69 using 1,000 bootstrap samples. Training
and testing of the 348 cases was performed in 2-fold crossvalidation.
Results
Figure 5.5 shows four examples of CXRs: the first two contain no textural abnor-
malities, the last two contain several abnormalities across the lung fields. Local
symmetry maps are shown for all four cases. In the normal cases values of s are
on average low, with slightly higher values close to the hilar structures. In the
abnormal cases abnormalities are highlighted in the local symmetry map.
Figure 5.6(a) shows the results of the patch classification experiment. Lo-
cal symmetry as a single feature achieved Az = 0.726. The texture+position
features achieved Az = 0.878. The addition of the local symmetry features to
the texture+position features significantly increased performance to Az = 0.891
(p = 0.001).
Figure 5.6(b) shows the results of the image classification experiment. The tex-
ture+position features achieved Az = 0.848. The addition of the local symmetry
features to the texture+position features significantly increased performance to
Az = 0.867 (p = 0.01). For comparison the results of using global symmetry to
classify images is also shown in the figure. No significant difference was found
in performance between global symmetry and the texture+position features alone
(p = 0.352).
5.3.3 Local symmetry to detect nodules
Lung cancer is commonly detected on radiographs, but it is known that retro-
spectively visible lesions are missed by radiologists in 19-90% of cases151, for this
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Figure 5.6: Effect of adding local symmetry to a supervised system detecting tex-
tural abnormalities analyzed using ROC analysis. Experiments were done on 348
chest radiographs. Texture is the basic system without local symmetry, Texture +
local symmetry includes s as a patch feature. (a) Patch (local) level performance.
Local symmetry is the system with s as the only patch feature. (b) Image level per-
formance. Global symmetry is added for reference and shows the performance of S
as a single image feature.
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reason computerized support for lung nodule detection is an active area of re-
search97. Some nodules are very difficult to detect, both by computer and by
human readers, and a careful comparison of the left and right lung fields is often
required to discern them. An experiment was performed to determine changes
in contrast of nodules on CXRs after symmetry computation. In this experiment
also the effect of preprocessing with local normalization was determined. Lo-
cal normalization improves contrast of nodules132, and also serves to reduce low
frequency variations which are uninformative for the detection of small lesions.
Data
For evaluation we used the publicly available JSRT database consisting of 93 nor-
mal cases and 154 abnormal cases37. Only abnormal cases were used in this ex-
periment; each contained one nodule of which location and radius were available.
Images were digitized 12-bit posterior-anterior CXRs, scanned to a resolution of
2048 × 2048 pixels with an isotropic pixel resolution of 175 µm. Nodule sizes
ranged from 5 to 60 mm (median = 15 mm) with varying degrees of conspicuous-
ness. Four cases, in which the nodule was located outside the lung fields, could
not be used; thus we had 150 cases available for analysis.
Experiment
Images were resampled to a width of 512 pixels. Local symmetry maps were
computed with the optimal parameter values determined in Section 5.3.1. The
image rotation and symmetry axis x-location were optimized.
The visibility of a nodule was determined by its contrast with its neighboring
background, using the Weber contrast
C =
If − Ib
Ib
(5.11)
where If is the average intensity of the nodule region of interest (ROI) and Ib the
average background intensity. The nodule ROI is defined by a circle centered at
the nodule location and with a radius r obtained from the JSRT annotations. Ib is
measured in a band enclosing the nodule ROI with a width of 0.5r. The contrast
was measured only inside the unobscured lung fields, which were automatically
segmented using active shape models76.
C was computed on four types of input images: the original image, the lo-
cally normalized (LN) image with σLN = 16 pixels132, and local symmetry maps
computed from the original and locally normalized image. Note that C can be
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Original Locally normalized
Symmetry of
locally normalized Nodule ROI
C = −12.6 · 10−2 C = 18.5 · 10−2 C = 43.2 · 10−2
C = −18.7 · 10−2 C = 25.0 · 10−2 C = 46.1 · 10−2
C = 27.0 · 10−2 C = 28.4 · 10−2 C = 40.0 · 10−2
High local symmetry Low local symmetry
Figure 5.7: Local symmetry maps for three CXRs containing nodules. Shown are
original images, locally normalized images, symmetry maps calculated from lo-
cally normalized images, and the nodule ROI (red) and background region (green)
used for contrast computation. Insets show a detailed view of the nodule ROI. The
nodule contrast C is indicated below the images.
negative when the surroundings have higher values than the nodule ROI.
Results
Fig. 5.7 shows three examples of original CXRs containing nodules, locally nor-
malized images, local symmetry maps, and the nodule ROI. In the local symme-
try maps, an increase of the values relative to the surroundings is observed at the
nodule locations. Note the near absence of rib and clavicle patterns, which are
one of the most prominent structures in CXRs, but do not show a pronounced
response in the local symmetry map because they exhibit strong symmetry. At
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(b) Contrast change of individual nodules
Figure 5.8: Nodule contrast C measured in input images and local symmetry
maps computed for 150 nodules. (a) Change of C measured in original and LN
images. Errorbars indicate standard deviation. (b) Change in C per nodule on lo-
cally normalized images and on local symmetry images computed on LN images.
Each marker indicates a nodule.
a number of locations in the image s is increased although no abnormalities are
present. This can be observed near the pulmonary vessel tree, at some crossings
of ribs and vessels and close to the lateral rib cage.
Fig. 5.8(a) shows the average nodule contrast C for original images and LN
images and for local symmetry maps computed from original and LN images.
The local normalization procedure on its own increased C, but local symmetry
computation further enhanced the contrast. For both types of images C increased
significantly in the local symmetry map: from 1.3 · 10−2 to 6.8 · 10−2 (p < 0.001;
paired Student’s t-test) when using original images and from 9.1·10−2 to 14.1·10−2
(p < 0.001; paired Student’s t-test) when using LN images. Fig. 5.8(b) shows
the changes in C per nodule computed on LN images and local symmetry maps
computed from the LN image. For most cases an improvement of C is observed.
In LN images the maximum contrast was 32.5 · 10−2 and in local symmetry maps
71.8 · 10−2.
5.4 Discussion
We have presented a method to compute local and global symmetry efficiently in
2D gray value images. In applications concerning detection of pathology in chest
136 Quantification of symmetry
radiographs global symmetry was found to be a strong indicator for the overall
presence of abnormalities, and local symmetry was an informative measure for
localizing abnormalities. The method provides three contributions to the field
of automatic medical image analysis: (1) a novel continuous symmetry measure
was developed, (2) to our knowledge this is the first method that uses global
symmetry to detect images containing abnormalities, (3) the method addresses
the issue of inherent and pathological asymmetry by combining gray value and
position information to quantify symmetry.
One of the most outstanding results in this work is that global symmetry as
a single unsupervised feature performed as well for detecting abnormal CXRs as
a previously published supervised method, which analyzes CXR locally for ab-
normalities based on labeled training examples112,148. Several reasons explain this
result. The most important one is that in symmetry computation the CXR is used
as its own reference for determining what is normal and abnormal; an important
observation also mentioned by Sun et al.218. In this way the problems of inher-
ent (non-pathological) differences between CXRs from different individuals, due
to anatomical (e.g. shape and appearance of the ribcage) and physiological (e.g.
age), but also acquisition differences (e.g. scanner model), are addressed at the
same time. This self-normalizing property holds for any type of medical image.
A second reason is that global symmetry provides a robust holistic interpreta-
tion of the full radiograph without a need to determine what kind of patterns are
present. In this sense the method shows similarities to the first phase of the ra-
diologist’s reading process, in which a very short impression of the Gestalt of the
image already provides a first clue to the presence of abnormalities227,228. A dis-
advantage of summary statistics, such as global symmetry, is that they can only
detect images with relatively large abnormalities.
We found that local symmetry was an informative feature, which improved
detection of textural and small nodular abnormalities. When added to a set of
texture features, it improved the detection of textural abnormalities compared to
texture features alone. It might be surprising that adding local symmetry im-
proved performance significantly in a combination with a large set (106) of other
features. We hypothesize that a reason for this is the use of the nonlinear Gen-
tleBoost classifier. This type of classifier uses an implicit feature selection in each
iteration of its training phase, where the feature is selected that minimizes the er-
ror for the current weighting of samples in the dataset using a (weak) regression
stump classifier58. An illustration of the importance of local symmetry is that, in
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the patch classification experiment, the feature was selected first – indicating that
it has the highest discriminatory performance of all the features – and in total in
6 out of 100 regression stumps of GentleBoost. In the third experiment we found
that the local symmetry enhances the contrast of nodules and in some cases even
strongly highlighted the correct location of the nodule. This property could be
used in automated nodule detection, in addition with other features, to improve
detection and classification.
A property of symmetry computation is that, without adding additional in-
formation, it leads to symmetrical structure in the symmetry map. Especially
when the computation is limited to spatially symmetrical positions, such as in a
number of previously published methods213,218,219, the symmetry map is by def-
inition fully symmetric. In medical images, which often do not exhibit perfect
symmetry, even in normal examples, this leads to an artificial elevation of sym-
metry measures. It will also lead to an ambiguity of the side where abnormalities,
such as pathology, are located. We have addressed this issue by allowing flexibil-
ity in matching positions, using a weighting factor which controls the influence
of position and local density patterns. Smaller abnormalities can then be unam-
biguously localized, such as is visible in Fig. 5.7 where nodules are highlighted
on the correct side in the local symmetry map. In contrast, using only the ex-
act reflected point for symmetry computation corresponds to very high position
weights in the presented method. Our results showed that these higher weights
have lower discriminative performance than lower weights.
In the field of automatic CXR analysis one of the few methods that uses left-
/right symmetry directly is the contralateral subtraction technique by Li et al.93,94.
After determination of the symmetry axis based on rib profiles, the axis is rotated
upright using a minimization procedure. Then global and elastic registration
were used to align the lung structures. Although ribs were visually determined
to have been removed in the majority of images, no evaluation was performed
of the method’s value in pathology detection. An important difference with our
method is that we do not attempt to solve the registration problem. Registration
can be difficult, especially in pathological images, requires appropriate regular-
ization, and leads to image artifacts218. In fact, there is no perfect registration
possible between contralateral lung fields.
In generic 2D images a full search for the position and orientation of the sym-
metry axis is required as these parameters are unknown. Existing methods in
literature have therefore included methods to find the axis as an integral part of
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the algorithm213,219. In medical images it is often possible to make a good initial
approximation based on the prior knowledge of the image content. Instead of
requiring a full search, we refine this initial approximation, which can be usu-
ally accurately found because the danger of being trapped in a local minimum is
small. Such an approach shares similarities to the work of Liu et al.217, who used
minimization techniques to determine the midsagittal plane in pathological brain
MRI. We found that an optimal rotation of the image led to large performance in-
creases of global symmetry compared to the original image. The optimization
of the x-location of the symmetry axis led to only a minor performance increase.
This is explained by the property that the algorithm is relatively insensitive to
translations in the x-direction; minor position changes of corresponding patches
will lead to overall slightly higher local symmetry values, but not to a loss of the
discriminative properties of global symmetry.
In the case of chest radiographs the initial symmetry axis is determined from
the lung segmentation. Although this requires the existence of a proper seg-
mentation, the segmentation serves the additional purpose of excluding inher-
ently asymmetrical parts of the image; the heart region in the case of CXRs. No
information regarding symmetry is available in that region; for the discrimina-
tive properties of global symmetry this is an issue when abnormalities are only
present in the excluded areas. In these excluded areas we set local symmetry
values to a value of 0, in order to still allow local analysis by combining local
symmetry with other local features. Alternatively, classification techniques deal-
ing with missing values could be used.
There are a number of situations where the optimization of the symmetry
axis can fail. The most prominent one is the presence of very large, unexpected,
asymmetrical structures, such as gross pathology. The optimization can then be
trapped in a local minimum, for example when the symmetry axis has been po-
sitioned in such a way that the pathology is aligned with a structure of similar
(high) density on the other side. This failure to detect the correct upright position
in abnormal images is not necessarily a problem, as global symmetry scores will
remain high. A more difficult situation is the presence of density differences on
the sides of the symmetry axis which are not caused by pathological processes.
An example of such a situation is rotation of the rib cage around the caudocranial
axis, which causes a slight intensity difference between left and right lung fields.
This specific problem could be addressed by using contrast invariant descriptors
for fI, but might lead to loss of performance in abnormal images where density
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differences play an important role.
The optimal type of descriptor for use in symmetry computation could be fur-
ther investigated, see Mikolajczyk et al.229 for an overview of existing techniques.
Of the point descriptors, SIFT descriptors are a popular point descriptor and they
have been successfully employed in symmetry computation213. In this work we
used raw patch values. This type of descriptor was shown to have similar per-
formance as SIFT descriptors in a content based image retrieval application for
the detection of abnormalities in CXRs224. One of the reasons why raw intensity
values work well in chest radiographs is that rotation and scale invariance are
not required. On the contrary, the orientation of certain anatomical structures,
such as ribs, provide valuable information for symmetry computation. In other
types of medical images it might be beneficial to explore different types of point
descriptors and distance measures. Regarding distance measures one can think
of cross-correlation to provide contrast invariance, and mutual information for
nonlinear intensity relations between similar patches.
The presented method computes symmetry in 2D gray-scale images, but it
can be easily extended to N-D images, such as CT and MRI, and color images,
such as retinal or microscopic pathology images. The only requirement is that an
appropriate point descriptor and similarity measure is used. Radial symmetric
structures can be addressed in the same framework by a slight modification of the
algorithm. Because the method is designed to deal with the presence of normal
asymmetry, structures do not have to exhibit perfect symmetry to be suitable for
analysis.
5.5 Conclusion
An efficient method to quantify local and global symmetry in medical images
was presented. The method is designed to work under conditions of normal
inherent asymmetry and pathology induced asymmetry. In three experiments on
chest radiographs it was demonstrated that local and global symmetry are strong
indicators for the presence of pathology.
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Abstract
Tuberculosis (TB) is a common disease with high mortality and morbidity rates
worldwide. The chest radiograph (CXR) is frequently used in diagnostic algo-
rithms for pulmonary TB. Automatic systems to detect TB on CXRs can improve
the efficiency of such diagnostic algorithms, however the diverse manifestation
of TB on CXRs from different populations requires a system that can deal with
different types of abnormalities.
We developed a computer aided detection (CAD) system which combines the
results of supervised subsystems detecting textural, shape, and focal abnormali-
ties into one TB score. The textural abnormality subsystem provided several sub-
scores analyzing different types of textural abnormalities and different regions in
the lung. The shape and focal abnormality subsystem each provided one sub-
score. In the combined system one overall TB score was computed by normaliz-
ing the subscores, collecting them in a feature vector, and then combining them
using a supervised classifier.
Two databases, both consisting of 200 digital CXRs, were used for evalua-
tion, acquired from (A) high-risk group screening in London, UK (Find & Treat)
and (B) TB suspects in Capetown, South Africa (TB-NEAT). The subsystems and
combined system were compared to two references: an external reference set by
sputum culture and a radiological reference determined by a human expert. The
area under the ROC curve Az was used to measure performance. Additionally,
the performance of an independent human observer was compared to the best
individual subscore and to the combined system.
For database A, the focal lesion detector and the texture subscore measuring
large opacities were the best performing subscores with Az = 0.827 and 0.821 for
the external and radiological reference respectively, whereas in database B the
texture subscore measuring large opacities had the highest performance, with Az
= 0.759 and 0.866. The combined system performed better than the individual
subscores, except for the external reference in database B, giving performances
of 0.868 and 0.847 in database A and 0.741 and 0.899 in database B. The perfor-
mances of the independent observer, 0.910 and 0.942 in the database A and 0.755
and 0.939 in database B, were slightly higher than the combined system. Com-
pared to the external reference, differences in performance between the combined
system and the independent observer were not significant in both databases.
The combined CAD system performed better than the individual subscores
and approaches performance of human observers with respect to the external and
radiological reference. The use of supervised combination to compute an overall
TB score allows for easy adaptation to different types of settings and operational
requirements.
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6.1 Introduction
Tuberculosis (TB) remains one of the world’s major health concerns. In 2011 an es-
timated 8.7 million new cases and 1.4 million deaths were reported. The majority
of the TB burden is located in Africa, followed by the Asian countries1. Although
the overall incidence of TB in the Western World has been decreasing in the past
decades, an increase in TB rates has been reported in selected high-risk popula-
tions especially in urban settings4,5. Chest radiography is becoming increasingly
important in the fight against TB, because existing screening diagnostics such as
sputum staining have become less reliable in populations with a high prevalence
of HIV/AIDS10. With the increasing availability of digital radiography34, com-
puter aided detection (CAD) systems can be developed that could facilitate mass
population screening for TB. In high burden countries the number of skilled hu-
man CXR readers is often low, and the intended use of CAD in this study is as a
first screening test that selects cases that require follow-up diagnostic tests such
as sputum culture.
The pathofysiology of TB is complex7,230 leading to a large diversity of patho-
logic changes in the lungs and other parts of the body. This diversity is re-
flected in a wide variety of pulmonary manifestations on the chest radiograph
(CXR) with distinct morphological patterns7. Known causes for this diversity are
age38,39, ethnicity40, and co-infection with HIV41. The presentation on CXR also
differs with different stages of the disease. Traditionally, differences have been
described between primary and post-primary TB8, and in general TB in an early
stage shows smaller, but also morphologically different, abnormalities than in
more advanced stages of the disease. These variations lead to different frequen-
cies of distinct patterns across populations. A generally applicable CAD system
requires good performance for all the distinct patterns, but also a methodology to
adapt it to individual populations with their own specific characteristics. In this
study we focus on three categories of abnormalities: textural abnormalities, char-
acterized by diffuse changes in appearance and structure of a region; focal abnor-
malities, which are isolated circumscribed changes in density; and shape abnor-
malities, where disease processes have altered the contour of normal anatomical
structures.
Most of the previously developed systems for automatic analysis of chest ra-
diographs have focused on single tasks: nodule detection97, interstitial abnor-
malities103,147,231,232, or lung shape abnormalities105. An extensive overview can
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be found in Katsuragawa et al.73 and van Ginneken et al.74. A recent overview of
automatic TB detection in chest radiographs is given in Jaeger et al.106. Koeslag
et al.110 used template matching in the Fourier domain to determine the presence
of miliary TB in an African setting. In a study by van Ginneken et al.102 texture
analysis was employed to classify chest radiographs, acquired in a TB screening
program, as normal or abnormal. Arzhaeva et al.233 reported on a different au-
tomatic system which classifies chest radiographs as normal or suspect for TB
based on its global appearance. Hogeweg et al.148 reported on an improved TB
detection system, and evaluated it in a database of radiographs acquired from
TB suspects in Africa, showing the benefit of a combination of local and global
features of the radiograph. Tan et al.115 analyzed distributions of intensities in
interactively segmented lung fields in a dataset of TB cases from Southeast Asia.
Jaeger et al.116 computed a number of different texture feature sets in automati-
cally segmented lungs to detect TB in a dataset obtained from a North American
TB control program.
In this paper we propose an innovative combination of individual subsystems
in a structured manner to address the problem of developing a CAD system with
good generalization properties. For automatic TB detection there are two main
reasons to combine systems. The first, mentioned before, is that it is not likely
that a single system will suffice in a multitude of settings. A combination of mul-
tiple systems can be adapted to the specific setting, for example by weighing the
output of a specific abnormality detection system higher when it is strongly as-
sociated with TB in a particular population. The second reason is a general ben-
eficial effect of system combination on the performance of supervised systems.
This effect has been extensively studied in the field of pattern recognition234,235.
Niemeijer et al. showed that combination of independently developed systems,
addressing the same task, improved the performance of CAD62. In contrast to
that work, we propose a combination of heterogeneous systems, addressing dif-
ferent types of abnormalities.
In this paper textural, focal, and shape abnormality subsystems are combined
into one system to deal with the heterogeneous abnormality expression in differ-
ent populations. The performance is evaluated on a TB screening and a TB sus-
pect database using both an external and a radiological reference standard. The
paper is organized as follows. In Section 6.2 the systems to detect different types
of TB related abnormalities and their combination is described and in Section 6.3
the two databases that were used for evaluation. Section 6.4 shows experiments
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and results, which are discussed in Section 6.5, followed by the conclusions in
Section 6.6.
6.2 Methods
The proposed combined CAD system consists of several subsystems, each of
them producing one or more subscores indicating the presence of textural, fo-
cal, and shape abnormalities. All the subsystems are aggregated into one score
by combination of the subscores. The subsystems depend on the segmentation of
anatomical structures, preprocessing of the chest radiograph and computation of
features, and these tasks are described first.
6.2.1 Segmentation
The lungs and clavicles were segmented to limit the analysis by the subsystems
to the lung fields and provide them spatial context. The segmentation is based on
supervised pixel classification and requires a set of features to be computed for
each pixel.
Local feature computation
Local characteristics of each pixel in the image were computed. Three types of
features were calculated: texture features based on Gaussian derivatives, fea-
tures derived from the Hessian matrix, and position features. These features were
computed at images resampled to a width of 256 pixels. To capture local image
structure the output of Gaussian derivative filtered images of order 0 through 2
(L, Lx, Ly, Lxx, Lxy, Lyy), at scales 1, 2, 4, 8, 16 pixels were calculated133. Hessian
matrix derived features, also calculated at scales 1, 2, 4, 8, and 16 pixels, were
used to detect the presence of line like structures135. Considering the two eigen-
values of the Hessian matrix λ1, λ2, |λ1| > |λ2| two measures were derived: (1)√
(λ21 − λ22) to extract the lineness of the local image structure, and (2) the largest
absolute eigenvalue |λ1| to indicate the strength of the response. In addition two
position features, the x- and y-coordinate normalized to the height of the image,
were added. Each pixel is described by in total 43 local features.
Lung segmentation
A lung segmentation is required to limit the analysis to the region inside the lung
fields, where TB primarily manifests itself. Two different segmentations were
produced: (1) lung-PC, the post-processed output of a pixel classification stage
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and (2) lung-HAP, which combines pixel classification and shape model informa-
tion to improve segmentation of lungs containing gross abnormalities. lung-PC
tends to classify grossly abnormal regions as non-lung and was later analyzed
for shape abnormalities; whereas lung-HAP was used in the textural analysis and
analyzes the full lung fields.
The pixel classification set-up for lung-PC is based on the method described in
van Ginneken et al.76. The local features described in the previous section were
computed for every pixel in the image. From a set of training images, examples
of pixels in- and outside manually outlined lung fields were sampled (a random
selection of 0.3% for both classes). A k-nearest-neighbor classifier (k = 15) was
trained and used to assign to all pixels in a test image a lung likelihood p. The re-
sulting lung likelihood map was converted to a binary segmentation in a series of
steps: Gaussian blurring with σ = 0.7 pixels, thresholding at p = 0.5, selection of
the two largest components, and morphologically closing with a spherical kernel
of radius = 10 pixels.
The lung segmentation which includes shape information, lung-HAP, was
provided by applying the Hybrid Active Shape Model Pixel Classification (HAP)
algorithm76,187. The intensity model of the active shape model was trained on
the likelihood map provided by pixel classification, instead of on the original im-
age. The shape model was computed from the same training set as for the pixel
classification stage.
Clavicle segmentation
The presence of many overlapping structures renders the upper lung region the
most difficult to analyze in the chest radiograph and can lead to a high rate of
false positives148. It is also the area where TB most commonly manifests itself111.
The clavicle location was provided by the algorithm described in Hogeweg et
al187 (Chapter 3). In this method, supervised pixel classifiers were constructed
to segment the interior, the head and the border of the clavicle. The local fea-
tures described in Sect. 6.2.1 were used, the same as for the lung segmentation,
together with context features extracted from the lung segmentation, namely the
x- and y- coordinates normalized to the height of the bounding box of the lung
fields, the distance to the lung wall and the distance to the center of gravity of the
lung segmentation. Active shape model segmentation based on the interior seg-
mentation was performed to generate an initial outline which was then refined
using dynamic programming.
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6.2.2 Preprocessing
Besides the lung fields, the CXR can contain other structures, such as parts of the
abdomen, arms, and air outside the body. In a properly collimated image the
proportional area of these structures is minimal. In practice there is considerable
variation in what proportion of the total image is occupied by the lung fields.
This variation was reduced by applying a virtual collimation procedure, which
yields images with standardized lung sizes, improving robustness of subsequent
analyses. The standardization of the scale intrinsic to the feature computations
is important because normal structures in the CXR have typical sizes. A bound-
ing box B around the lungs was determined from lung-HAP and the image was
cropped to B. A 5% margin was added to the width and the height of B to com-
pensate for possible undersegmentation and to reduce border effects in feature
computation. The cropped image was then resized to a width of 1024 pixels.
6.2.3 Abnormality detection subsystems
A number of subsystems were used to detect textural, focal, and shape abnor-
malities in chest radiographs. One or more subscores were generated by each
subsystem. The subscores were afterwards combined into one overall abnormal-
ity score. The different subsystems and subscores are summarized in Table 6.1.
In this section a detailed description of the subsystems is provided. Training sets
and testing procedures for each subsystem are described in Appendix 6.A.
Shape analysis
When large abnormalities close to the lung walls are present, the normal shape
of the lungs is corrupted and difficult to determine, because of similar densities
of abnormalities and extra-pulmonary structures. This causes the boundaries of
the detected lung fields to be displaced with respect to the true lung boundary.
Therefore, an abnormal shape of the projected lung fields indicates the presence
of abnormalities and can be used to detect abnormal images.
A shape abnormality score was computed by comparing a shape representa-
tion extracted from lung-PC to a set of normal lung shapes. The set of normal
lung shapes were extracted from the automatically computed lung-PC segmenta-
tion from a set of normal images. Rays were cast in equiangular directions from
the centroid of the detected lung and the distance to the intersection with the
boundary was recorded. This creates a feature vector of length n for each shape,
with n the number of directions. For each lung 80 rays (n = 80) were cast to cre-
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Subsystem Subscore Description
Shape analysis S-shape Measures deviations from nor-
mal lung field shape
Texture analysis S-texture Measures severity and extent
of all textural abnormalities
Regional texture analysis
S-texture-central Similar to S-texture but only
measured in the central area
S-texture-upper idem for upper area
S-texture-middle idem middle area
S-texture-lower idem lower area
Regional texture asymmetry
S-texture-central-asymmetry Difference in texture score be-
tween left and right central ar-
eas
S-texture-upper-asymmetry idem for upper areas
S-texture-middle-asymmetry idem for middle areas
S-texture-lower-asymmetry idem for lower areas
Texture analysis - small opaci-
ties
S-texture-small Measures severity and extent
of small opacities
Texture analysis - large opaci-
ties
S-texture-large Measures severity and extent
of large opacities
Texture analysis - consolida-
tion
S-texture-consolidation Measures severity and extent
of consolidations
Focal lesion detection S-focal Measures total load of focal le-
sions
Table 6.1: Subsystems and subscores generated by subsystems
ate the shape. The feature vectors for the left and right lungs in the image were
normalized to the height of the bounding box B and then concatenated to obtain
one vector describing both lung shapes.
As the occurrence of lungs with an abnormal shape due to abnormalities ad-
jacent to the lung wall is relatively uncommon and the abnormal shape is dif-
ficult to predict, a one-class classifier based on a PCA model of normal shapes
(retaining 95% of the variance) was used to describe normal shapes and identify
abnormal ones236. A large Mahalanobis distance (generalization of the standard
score54) of a test shape to the model indicates a more abnormal shape. This Ma-
halanobis distance is used as S-shape.
Texture analysis
Textural abnormalities in CXRs commonly occur in TB and typically reflect in-
flammatory changes in the lung parenchyma, but can also be the result of fluid
or fibrotic changes in the pleural space. The proposed texture analysis provides a
likelihood of a textural abnormality being present for each pixel in the lung. The
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(a) Large opacities (b) Small opacities (c) Consolidation (d) Normal
Figure 6.1: Examples of different types of abnormalities and normal appearance of
the lung field. (a) Large opacities; a diffuse non uniform density increase (b) Small
opacities; multiple small focal lesions with normal tissue in between (c) Consol-
idation; a uniform density increase (d) Normal; ribs and vascular structure are
visible
detection of textural abnormalities is based on analysis of small circular image
patches (radius = 32 pixels) sampled every 8 pixels.
Two sets of features were computed for each patch in the automatically seg-
mented lung fields. Image characteristics were computed by extracting statistics
of Gaussian derivative filtered of order 0 through 2 (L, Lx, Ly, Lxx, Lxy, Lyy),
at scales 1, 2, 4, and 8 pixels. The first four moments (mean, standard devia-
tion, skew, and kurtosis) of the intensity distribution of each Gaussian derivative
filtered image and the original image were computed for each pixel inside its
corresponding circular patch. In total, 100 patch features per pixel were com-
puted. Additionally, spatial context features for each pixel were also calculated:
the x- and y- coordinates (normalized to the height of the image), the x- and y-
coordinates in the bounding box B, the distance to the lung wall, the distance
to the center of gravity of the lung segmentation and the signed distance to the
clavicle, which is positive outside the clavicle and negative inside. In total seven
spatial context features were computed.
A GentleBoost classifier58 was then trained with pixels from abnormal patches
in abnormal lungs and normal pixels from normal lungs. GentleBoost used 100
regression stumps as weak classifiers. Only abnormal patches containing textural
patterns, labeled as either large opacities, small opacities, or consolidation, were
used. These categories of abnormalities are described in Section 6.3.2. In a test
image, patches were sampled inside the segmented lung fields and classified. Af-
ter classification, each patch in the test image was assigned a likelihood of being
abnormal. The image score S-texture was computed from the cumulative distri-
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Figure 6.2: Division of automatically segmented lung fields into four subregions:
central, upper, middle, and lower. Texture scores were computed from the four
regions and from the difference in scores between left and right for each corre-
sponding region.
bution of patch likelihoods by determining the likelihood corresponding to the
95% quantile. This score measures in a robust way the extent and the severity of
the affected lung149.
In addition to S-texture, which is one overall score for the whole lung fields
and all types of textural abnormalities, separate scores were calculated for differ-
ent regions of the lung and for different types of textural abnormalities. Regional
texture scores were computed separately from subregions of the lungs. There are
two reasons for adding regional texture scores: (1) a possible preferential location
of TB in certain regions of the lung fields and (2) differences in performance of
texture analysis in different regions. The subregions were based on a division in
four parts of each lung field: upper, middle, lower, and central (Fig. 6.2). The
central region was defined by a circle, with the centroid of the lung fields as its
center, covering one quarter of the area of one lung field; whereas the upper,
middle, and lower areas were defined by a vertical division in three equal parts
of the remaining area. The corresponding scores S-texture-central, S-texture-upper,
S-texture-middle, and S-texture-lower were calculated by converting the patch like-
lihoods inside each region to one score using the 95% quantile rule. In grossly
abnormal cases, abnormalities can be present with roughly equal severity in both
lung fields, but often, in more subtle cases, abnormalities are limited to one lung
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field. This information was captured by computing the difference in texture
scores between corresponding subregions on the left and right, giving S-texture-
central-asymmetry, S-texture-upper-asymmetry, S-texture-middle-asymmetry, and S-
texture-lower-asymmetry.
TB can cause multiple types of textural abnormalities with different visual pat-
terns in chest radiographs namely large opacities, small opacities and consolida-
tions. Examples of the patterns of these abnormalities are shown in Fig. 6.1. The
same training procedure was followed as for general texture analysis but as posi-
tive training examples only patches from abnormal areas labeled with the specific
type of abnormalities were used. The manual annotation of each abnormality is
described in Section 6.3.2. After classification and the use of the quantile rule as
previously described, three scores were computed: S-texture-large, S-texture-small,
and S-texture-consolidation.
Focal lesion detection
Isolated well defined focal lesions, such as nodules, can occur in TB cases. This
type of lesion is less well detected by texture analysis. Focal lesions were auto-
matically detected with a commercially available software package for nodule de-
tection (ClearRead+Detect v5.2; Riverain Technologies, Miamisburg, Ohio). The
software outputs for each image a list of suspicious locations with a likelihood
score. The total load of focal lesions was summarized into one image score S-focal
by summation of the likelihood scores of all detected lesions.
6.2.4 Combination
With all the subsystems and subscores available the key issue is how to combine
this information into one score that reflects the overall probability of the image
containing abnormalities related to TB. From each individual subsystem the sub-
scores Si, with i = 1, ..., N and N the total number of subscores, are collected
into a vector s. The 14 subscores were combined into one final score Sc for each
case by classifying s. Combination of s can be performed using either a static
rule235, or a learned (supervised) rule237. The basic difference between these two
approaches is that static combination does not use image labels, while supervised
classification does.
The subscores produced by the subsystems lie in different ranges and have to
be normalized before they are combined, in order to weigh subsystems equally
before the combination rule is applied. Subscores were normalized by transform-
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ing them to zero mean and unit standard deviation. The normalization parame-
ters were computed from subscores in a training set.
In static combination Sc is computed from s directly, without requiring a ref-
erence training set. In this paper, we investigated three different static rules: the
sum rule Sc =
∑N
i=1 Si, the product rule Sc =
∏N
i=1 Si, and the maximum rule
Sc = maxi Si. In supervised combination Sc is determined by classifying s us-
ing a learned classifier. For supervised combination linear discriminant anal-
ysis (LDA)54, k-nearest-neighbor (kNN)54, GentleBoost58, and a Random For-
est59 classifier were used. Details about the classifier settings are given in Ap-
pendix 6.B. The trained classifier is constructed from a labeled training dataset.
The image label is provided by a reference for every s in the training set; in this
work we report results using two different reference standards, one based on
expert reading of the radiograph, and one an external reference. The reference
standards are described in Section 6.3.2.
6.3 Materials
Two datasets one from a European and one from an African country with differ-
ent populations and settings were used to evaluate the CAD system. For each
dataset an external and radiological reference standard were available.
6.3.1 Evaluation datasets
The first database is a set of 200 digital CXR (DigitalDiagnost Trixel; Philips
Healthcare, The Netherlands) from the Find & Treat screening program. The Find
& Treat program is aimed at screening for tuberculosis in high-risk groups in Lon-
don, United Kingdom20. The high-risk population consists mainly of homeless
people, prisoners, and problem drug users. In a period of 5 years (2005-2010), 104
active TB cases were found by the program. Active TB cases were defined as cases
where a clinical decision was made to start TB treatment, in most cases based on
a positive sputum culture test. The CXR have a isotropic pixel spacing of 143 µm
and image widths in the range of 1800-3000 pixels. We selected 87 active TB and
added 113 randomly chosen normal cases.
The second database consists of a set of 200 digital CXR (EasyDR; Delft Imag-
ing Systems, The Netherlands) acquired from the Cape Town site of the TB-NEAT
research study238. This study evaluates multiple diagnostics for TB in high bur-
den countries. The radiographs have a pixel spacing of 250 µm isotropic and im-
age widths in the range of 1500-1800 pixels. For all cases sputum culture results
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were available. We selected 66 culture positive cases and added 134 randomly
chosen culture negative cases.
6.3.2 Reference standard
For each database external and radiological reference standards were provided
and used for two purposes: (1) to evaluate the performance of individual sub-
scores, as well as the combined system and the performance of a second indepen-
dent human observer; and (2) to train supervised systems. The external reference
standard for tuberculosis was set by an independent test not associated with the
CXR; the result of sputum culture testing for the TB-NEAT database and a com-
bination of sputum culture testing and clinical diagnosis for the Find & Treat
database. Sputum culture is considered the most accurate diagnostic test for TB
and is typically used as reference standard in evaluation studies of other diag-
nostics10,13. The radiological reference standard was set by an experienced chest
radiologist. Images were scored based on (1) the presence of any abnormalities
and (2) the presence of abnormalities consistent with tuberculosis. These scores,
ranging from 0 to 100, express the observer’s certainty about the presence of ab-
normalities. A score of 50 or higher for any abnormalities corresponds to a radi-
ologically abnormal case. A second chest radiograph recording system (CRRS)42
certified reader independently scored the CXRs as well.
The training set for texture subsystems was created by outlining abnormal
regions in all images by a third observer. Images were annotated using an ex-
tended version of the CRRS system. The CRRS categories large opacities and
small opacities were annotated. A description of these categories can be found
in42,239. Furthermore, we added an extra consolidation category, defined as an
area of homogeneous density increase and considered as separate from the exist-
ing CRRS categories.
6.4 Experiments & results
Training, testing and analyses of all components was performed on the Find &
Treat and TB-NEAT dataset individually. Training sets and test procedures are
described in detail in Appendix 6.A. Receiver Operating Characteristic (ROC)
analysis was performed and performance measures are given as the Area under
the ROC curve (Az), unless otherwise indicated.
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Database Find & Treat TB-NEAT
Evaluation reference External Radiological External Radiological
Su
bs
co
re
s
S-shape 0.611 0.610 0.554 0.693
S-texture 0.783 0.777 0.759 0.866
S-texture-central 0.750 0.759 0.738 0.855
S-texture-upper 0.784 0.787 0.696 0.796
S-texture-middle 0.717 0.697 0.754 0.854
S-texture-lower 0.474 0.455 0.570 0.645
S-texture-central-asymmetry 0.759 0.733 0.705 0.781
S-texture-upper-asymmetry 0.698 0.680 0.625 0.673
S-texture-middle-asymmetry 0.710 0.671 0.696 0.799
S-texture-lower-asymmetry 0.495 0.470 0.590 0.691
S-texture-small 0.712 0.702 0.724 0.830
S-texture-large 0.823 0.821 0.748 0.861
S-texture-consolidation 0.681 0.665 0.673 0.767
S-focal 0.827 0.814 0.685 0.858
Combined system 0.868 0.847 0.741 0.899
Independent observer 0.910 0.942 0.755 0.939
Table 6.2: Performance (Area under the ROC curve) of individual subscores, combined
system, and the independent observer. Combinations performing better than the best
individual subscore are indicated in bold. The best individual subscore for the external
and radiological reference is underlined. See Fig. 6.3 for a visual display of the values.
6.4.1 Performance of subsystems
The upper part of table 6.2 shows the performance of the individual subscores
for the Find & Treat and TB-NEAT database. The performance is shown for the
external and radiological evaluation reference. For the Find & Treat database S-
focal and S-texture-large are the best performing subscores, achieving Az values of
0.827 and 0.821 respectively; whereas for the TB-NEAT database S-texture was the
best subscore for both references, achieving Az values of 0.759 and 0.866, respec-
tively. An important observation is that subsystems perform differently in both
databases, as visually illustrated in Fig. 6.3. For example, S-texture had highest
performance in the TB-NEAT database for the external reference, but lower in the
Find & Treat database, where S-focal performed better. Also the performance in
the upper lung fields is higher than in the lower lung fields for both databases
and references, a finding consistent with the known preference of TB for the up-
per lung fields.
Fig. 6.4 shows the likelihood maps of the texture analysis and focal lesion
detection system for two examples of abnormal cases. The Find & Treat case is
an example of a case where texture analysis gave a low score, but focal lesion
detection a high score. The TB-NEAT case is an example where texture analysis
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gave a high score, but no focal lesions were found. These examples illustrate the
importance of detecting multiple types of abnormalities.
6.4.2 Combination
The combination of subsystems was performed using four supervised and three
unsupervised rules. A summary of the results obtained with the different com-
bination strategies are presented in Appendix 6.B. Supervised classification with
the Random Forest classifier had on average the highest performance across data-
bases and the two evaluation references. These combination settings were there-
fore used in all subsequent experiments.
Table 6.2 and Fig. 6.3 compare the performances of the subsystems, combined
system, and the independent observer between the Find & Treat and TB-NEAT
database. The combined system outperformed the subsystems for both references
and databases. In the Find & Treat database the combined system achieved Az =
0.868 and 0.847 for the external and radiological reference, respectively. In the
TB-NEAT database the combined system achieved Az = 0.741 and 0.899 for the
external and radiological reference, respectively.
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Figure 6.3: Scatterplots comparing performance of subscores, combination, and
independent observer between the Find & Treat and TB-NEAT database. Left: ex-
ternal reference, right: radiological reference. See Table 6.2 for the corresponding
values.
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Figure 6.4: Output of texture analysis, focal lesion detection, and shape analysis
for two cases with different types of abnormalities. Both cases were abnormal ac-
cording to both the external and radiological reference standards. Colors indicate
suspiciousness in the order blue-green-yellow-orange-red. The outline of the pixel
classification based lung segmentation is shown for shape analysis. The numbers
below the images indicate the position among the ranked scores of the system,
where #1 is the most normal and #200 the most abnormal image. The last column
indicates the ranked position in the combined system.
Fig. 6.5 shows for both databases and the external and radiological reference
standard the ROC curves of the combined system, the best individual subscore
per database/reference pair, and the independent observer. Using the external
reference standard, we can compute the sensitivity and specificity of the reference
observer for detection of TB, which is indicated as a single cut-off point in the
ROC curve. In the Find & Treat database the reference observer made only a
few false positive decisions, indicated by the high specificity of 98%, but with a
relatively low sensitivity of 82%. In the TB-NEAT database the reference observer
operated at a specificity of 54% and a sensitivity of 89%.
Fig. 6.6 and 6.7 visually show results of image classification using the com-
bined system for the Find & Treat and TB-NEAT database, respectively. The first
two rows show respectively the most abnormal and most normal images accord-
ing to the combined system, i.e. the overall highest and lowest scoring images.
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The third row shows the most prominent false positives, the radiological neg-
ative images with the highest scores with respect to the radiological reference.
The fourth row shows the most prominent false negatives, the radiological pos-
itive images with the lowest scores. The degree of abnormality of an image is
expressed by its ranked position among the scores of the 200 evaluation images
(#1 most normal, #200 most abnormal) and also by the (false positive fraction,true
positive fraction) position on the ROC curve.
158 Automatic detection of tuberculosis
Ex
te
rn
al
re
fe
re
nc
e
0.0 0.2 0.4 0.6 0.8 1.0
1 - specificity
0.0
0.2
0.4
0.6
0.8
1.0
se
n
si
ti
v
it
y
Combined system, Az=0.868
Best individual subscore (S-focal), Az=0.827
Independent observer, Az=0.910
Operating point reference observer
R
ad
io
lo
gi
ca
lr
ef
er
en
ce
0.0 0.2 0.4 0.6 0.8 1.0
1 - specificity
0.0
0.2
0.4
0.6
0.8
1.0
se
n
si
ti
v
it
y
Combined system, Az=0.847
Best individual subscore (S-texture-large), Az=0.821
Independent observer, Az=0.942
Find&Treat
Figure 6.5: ROC curves for combined system, best subscore, and the independent ob-
server. The upper ROC shows the results evaluated using the external (culture) refer-
ence, the bottom ROC using the radiological reference. This page: Find & Treat, next
page TB-NEAT. For the external reference also the operating point, the threshold for nor-
mal/abnormal, of the reference observer is indicated.
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Figure 6.5: continued
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Figure 6.6: Visual summary of classification results on the Find & Treat database
using the combined system. The first two rows show the overall highest and low-
est scoring images. The third row and fourth row show the most difficult cases,
respectively the highest scoring negative images and lowest scoring positive im-
ages according to the radiological reference. Numbers below the image indicate
”rank:(FPF,TPF)/external reference/score reference observer/score independent
observer”, rank = sorted position among 200 evaluation cases (low = normal, high
= abnormal), (FPF,TPF) indicates position on the ROC curve, FPF = false positive
fraction, TPF = true positive fraction.
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Figure 6.7: Visual summary of classification results on the TB-NEAT database
using the combined system. See Fig. 6.6 for an explanation.
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6.4.3 Automatic analysis versus reading by humans
The performance of the independent human observer was compared to the indi-
vidual subscores and the combined system for both reference standards in order
to judge the value of automatic analysis as a reader. For comparison with the
external and radiological reference, the observer’s score for abnormalities consis-
tent with TB and the score for any abnormalities were used, respectively. For both
databases and references, except for the external reference of TB-NEAT, the inde-
pendent observer performed better than the individual subscores and slightly
better than the combined system. Statistical comparisons of performances were
made using case-based bootstrapping68. Differences were considered significant
at α = 0.05. For the Find & Treat dataset and compared to the radiological refer-
ence the independent observer performed significantly better than S-texture-large
(p < 0.001), and better than the combined CAD system (p < 0.001). Compared
to the external reference the independent observer performed again better than
S-focal (p = 0.001), and also better than the combined system, but not significantly
(p = 0.055). In the TB-NEAT database and compared to the radiological reference,
there is again a significant difference between the independent observer and the
best subscore S-texture (p < 0.001) and between the independent observer and
the combined system (p = 0.008). For the external reference the independent ob-
server had similar performance as S-texture and the combined system (p = 0.446
and p = 0.351 respectively).
6.5 Discussion
TB has a diverse presentation on chest radiographs and a multitude of differently
appearing abnormalities have to be detected in order to achieve consistent perfor-
mance in different populations. Three subsystems for TB detection and a frame-
work to combine them into one overall score were presented. The contribution
of this study in the field of automated pathology detection is two-fold: (1) differ-
ences in the performances of subsystems between datasets are accounted for, and
(2) overall performance is increased. Specifically for TB detection, we have pre-
sented a technique to correct for differences in image collimation and provided
methods to detect shape and textural abnormalities. The combined system ob-
tained a consistent performance in populations with different TB representation,
in contrast to the variable performance obtained by individual subsystems. We
have shown that combination leads to improved performance compared to the
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individual subsystems and approaches performance levels of human observers
on two independent datasets.
Instead of using multiple detection subsystems to detect TB in chest radio-
graphs it might be possible to design one comprehensive detection system. How-
ever, there are a number of reasons to prefer multiple small systems over one
large complex system. The ability of a classification system to generalize is re-
duced when its complexity increases240, requiring larger amounts of training data
to achieve good performance. From a perspective of system design, multiple spe-
cialized subsystems are also preferable since these can be more easily tested and
evaluated than larger general ones. A practical reason to use multiple subsys-
tems, such as the focal and textural abnormality detection system, is that they
can be developed parallelly by different research groups.
In CAD research it is common for studies to report that different types of sys-
tems do not perform consistently in the same task because the evaluation dataset
was acquired in a different setting. We also observed this effect: with respect to
the external reference the focal lesion detector had the highest performance in
the Find & Treat database, but it is one of the lowest performing systems for the
TB-NEAT database. Conversely, texture analysis had the highest performance
in the TB-NEAT database, but a lower performance in Find & Treat. The per-
formance of the combined system was higher or similar than the best individual
subscores for both databases. This shows that, given an appropriate combination
rule, selection of one subsystem out of a set of subsystems is not required. This
property provides easy adaptation to a new setting where the relative incidence
of abnormalities is different; instead of redesigning the CAD system, retraining
the combination rule may be sufficient. Additionally, retraining the rule could be
used to focus the CAD system on different tasks, e.g. detecting all abnormalities
or specific types related to TB.
An interesting possibility would be to use the CAD system to discriminate
between subgroups of abnormal CXRs. The first step is to discriminate active
TB from other lung diseases such as other Mycobacterium strains241, pneumo-
coniosis (coal miner’s disease) and pneumonia. The next step is to discriminate
inactive (old) TB from active TB. There is also a known variation in radiological
appearance of active tuberculosis with certain patient characteristics, such as co-
infection with HIV41, ethnicity40, and age38. We hypothesize that the variations
in radiological manifestation due to different diseases and different patient char-
acteristics should express themselves as differences between descriptors of the
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radiological appearance. The feature vectors that were constructed in this paper
provide such descriptors. Manual scoring systems for tuberculosis on CXR also
provide feature vectors, but suffer from disagreement between readers, while the
objective quantitative measurements provided by a CAD system do not have this
limitation.
In the TB-NEAT database we found a considerable disagreement between the
external and the radiological reference standard, which was also expressed by
the large differences in performance of the CAD system. One reason for this
difference is the uncertainty in the radiological reading. This is illustrated by
the results in Table 6.3, where confusion matrices show that human observers
make different kinds of errors with respect to the external reference. Therefore, in
cases with observer scores closer to the binary cut-off value of 50 it becomes more
uncertain whether the radiograph is truly abnormal. This effect is illustrated by
the higher observer scores for culture positive cases (76±11) than culture negative
cases (71 ± 11) in the group of radiologically positive cases. Another reason for
the discrepancy could be that it is known that the sensitivity of sputum culture
is not 100%242 and therefore some of the radiologically positive culture negative
cases can be true TB cases. Another possibility is that these cases have abnormal
X-rays due to diseases other than TB. The discordance between radiological and
TB status also may explain why the combined system showed no improvement
with respect to the best subscore.
Examining the most prominent mistakes of the combined system can provide
insight into where improvement could be achieved. Such an analysis was made
in Fig. 6.6 and 6.7 for the radiological reference. In the Find & Treat database three
out of four highest scoring negative, i.e. false positive (FP), images, were positive
for active TB, indicating that the combined system correctly judged them as sus-
picious. The first (ranked #193) looks clearly abnormal; a label of being radiolog-
ical abnormal, which was given by the independent observer, would have been
appropriate here. The other three cases are not overtly abnormal, but their lung
fields display a more busy aspect than the overall lowest scoring cases. Of the
lowest scoring positive, i.e. false negative (FN), three out of four images (ranked
#7, #11, and #13) contain a pattern of small nodules, which was not well detected
by the combined system. The case ranked #4 displays lymphadenopathy in the
mediastinum and left hilus, which is a relatively uncommon and often subtle
type of abnormality in TB. Adding subsystems specifically developed for small
nodules and lymphadenopathy is expected to improve performance for images
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(a) Find & Treat: reference observer
EXT
RAD Positive Negative Total
Positive 71 16 87
Negative 2 111 113
Total 71 119 200
(b) TB-NEAT: reference observer
EXT
RAD Positive Negative Total
Positive 59 7 66
Negative 62 72 134
Total 111 89 200
(c) Find & Treat: independent observer
EXT
RAD Positive Negative Total
Positive 64 23 87
Negative 11 102 113
Total 75 125 200
(d) TB-NEAT: independent observer
EXT
RAD Positive Negative Total
Positive 58 8 66
Negative 75 59 134
Total 133 67 200
Table 6.3: Agreement between observers (RAD) and external reference standard
(EXT). Left: Find & Treat, right: TB-NEAT. Top: reference observer, bottom: inde-
pendent observer.
containing these abnormalities. In the TB-NEAT database three out of four FP
cases were active TB cases and these images are visually different than most nor-
mal images, which lead the independent observer to read two of these cases as
radiologically abnormal. The TB case with rank #131 shows no clear abnormal-
ities but has an unusually dense breast shadow, which has lead to false positive
responses in texture analysis. Two of the FN images had no clear abnormalities,
the case ranked #30 has a subtle abnormality in the upper left lobe and the case
ranked #37 a subtle pattern of small nodules. The detection of such subtle abnor-
malities might benefit from an increase in the number of training examples.
For the external reference we found no significant differences between the
combined system and the independent observer. This finding enables a poten-
tial replacement of human readers in certain screening algorithms, for example if
the CXR is used to select cases that subsequently receive a confirmatory diagnos-
tic test for TB. We are aware that, to conclusively show non-inferiority of CAD to
human reading, larger datasets are required. This might also lead to an increase
of the performance of the CAD system. Compared to the radiological reference
the independent observer still performed better than the combined system. The
main reason is a lower performance for detecting small and uncommon types of
abnormalities. Nevertheless, CAD does not have to perform equally well as a
human expert in all situations to be useful in practice. Depending on operational
requirements and constraints – e.g. clinical practice, screening, or available funds
– a slightly lower performance might be sufficient to for example reduce reading
costs, or to provide quality assurance as a second reader.
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Results showed that combined systems had higher performances than indi-
vidual subscores. We explain the performance increase by the generally observed
beneficial effect of combination on the performance of classification systems234,235.
Further improvement in automatic detection of TB can be expected by adding
results of other subsystems into the combined system. These systems can be dif-
ferent from the ones in our paper in terms of type of features, training sets, or
preferably they follow a different algorithmic approach103,224. Their purpose can
also be to detect other types of abnormalities, such as pleural effusions224,243. An
important reason for combining systems which use a different approach is that
the expected performance gain is higher when system subscores and errors are
less correlated60. This explains the large benefit of adding the focal lesion detec-
tor which was found in the Find & Treat database. Another possibility to add
more information to the combined system is by deriving multiple subscores from
subsystems for example by calculating regional subscores, as was done in this
study, or by including variations of the same subsystem.
6.6 Conclusion
TB has diverse manifestations and to analyze CXRs automatically, algorithms that
focus on different manifestations need to be combined. When using only a sin-
gle subsystem, different subsystems were found to perform best for two datasets
from different populations, but the combined approach outperforms each single
system in both cases. The combined system is close in performance to an in-
dependent human observer. Although the system presented combines multiple
detectors, certain types of abnormalities are still missed. These can be addressed
using the general framework proposed in this paper, where adding more sub-
systems is expected to further improve the versatility of an automated detection
system.
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Appendix
6.A Training and testing of CAD components
Most subsystems of the CAD system require training data to perform their task.
Table 6.4 shows the training and testing datasets for the components and Table 6.5
the number of images in the training sets. The two evaluation sets (D-eval) con-
sisted of 200 images for both the Find & Treat and TB-NEAT database. Training
sets for anatomy segmentation (D-lung and D-clavicle) were independent of D-
eval. In the experiments with the Find & Treat database 495 consecutive images
from the full screening database were used for lung segmentation. Most of these
images were normal because of the low prevalence of abnormalities in a screen-
ing setting. A subset of D-lung consisting of 250 images was used for clavicle
segmentation. In the experiments with the TB-NEAT database we used the same
database as in187, consisting of 548 images which had both lungs and clavicles an-
notated. This dataset is publicly available on http://crass12.grand-challenge.
org/. In this set 225 and 333 images were considered normal and abnormal, re-
spectively.
Shape analysis was trained with D-shape, a selection of normal images from D-
lung. Because of the limited amount of data in D-eval, instead of splitting it into
a training and a test dataset, 10-fold crossvalidation was used for texture analy-
sis, score normalization and supervised combination. In each fold 9/10th of the
cases were used for training or computation of normalization parameters, which
was used for classification or normalization of the remaining 1/10th of test cases.
Note that the reference standard used for training the supervised combination is
the same as used in the performance evaluation: the radiological reference is used
to train the system, and that system is also evaluated against the radiological ref-
erence, idem for the external reference. The focal lesion detector was developed
externally with independent and unknown training data.
168 Automatic detection of tuberculosis
Component Training Testing
Lung segmentation D-lung D-eval
Clavicle segmentation D-clavicle D-eval
Shape analysis D-shape D-eval
Texture analysis* D-eval
Focal lesion detection† N/A D-eval
Score normalization*‡ D-eval
Supervised combination* D-eval
N/A Not available
** Training and testing is performed in crossvalidation
† The focal lesion detection system was externally developed and there is no information on the
used training sets
‡ Score normalization requires a training set but no label information
Table 6.4: Training and testing sets of the components and systems used in the
paper. The left side of the table shows the datasets used for the systems: D-lung is
disjoint from D-eval, and D-shape and D-clavicle are subsets of D-lung.
Dataset Find & Treat TB-NEAT
D-eval 200 200
D-lung 495 548
D-clavicle 250 548
D-shape 483 225
Table 6.5: Number of images in the training sets for the Find & Treat and TB-NEAT
database.
6.B Results for all combination methods
This appendix provides results of all (supervised and unsupervised) combination
methods. For supervised combination linear discriminant analysis (LDA)54, k-
nearest-neighbor (kNN)54, GentleBoost58, and a Random Forest59 classifier were
used. For kNN we used k = 13 (KNN13), the odd value closest to the heuristic
of k =
√
N 54, where N = 180 is the number of samples in the training dataset
in the crossvalidation set-up. GentleBoost used 50 regression stumps as weak
classifiers (GB50), and the RandomForest classifier used 50 decision trees with a
maximum tree depth of 7 (RF50). The number of stumps and trees are based on
pilot experiments, in which performances were not found to vary substantially
with different parameters. Both GentleBoost and RandomForest are known to
be resilient to overtraining58,59. Table 6.6 shows the performances of the four
supervised combination methods (LDA, KNN13, GB50, and RF50) and the three
unsupervised rules (Sum, Maximum, Product). The best combination method, as
measured with average performance across databases and references, is RF50.
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Database Find & Treat TB-NEAT
Evaluation reference External Radiological External Radiological
RF50 0.868 0.847 0.741 0.899
GB50 0.882 0.834 0.738 0.892
LDA 0.867 0.854 0.728 0.883
KNN13 0.865 0.854 0.729 0.875
Sum 0.814 0.791 0.765 0.891
Maximum 0.823 0.8 0.758 0.866
Product 0.794 0.77 0.707 0.875
Table 6.6: Combination of subsystems with four supervised classifiers and three
unsupervised rules. Combinations performing better than the best individual
subscore are indicated in bold. The best combination method for the external
and radiological reference are underlined. The table is sorted on the average per-
formance across datasets and references, highest first.
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Abstract
Tuberculosis (TB) screening programs may be optimized by decreasing the num-
ber of chest radiographs that require interpretation by human experts. The ob-
ject of this study was to evaluate the performance of a computer aided detection
software system in triaging active TB images from other images within a high
throughput digital mobile TB screening program.
A retrospective evaluation of the software was performed on a large database
consisting of 38,961 radiographs of unique individuals collected by the screening
program between 2005 and 2010. In that period, 87 participants were diagnosed
with active pulmonary TB. The software, consisting of a novel combination of
textural and focal abnormality detection systems, generated a TB likelihood score
for each radiograph. This score was compared to a reference standard of notified
active pulmonary TB using Receiver Operating Characteristic analysis.
At a sensitivity of 95%, specificity was 48% (95% CI 30-61%), negative predic-
tive value was 99.98% (95% CI 99.97% to 99.99%). The area under the Receiver
Operating Characteristic curve of the software system in discriminating active TB
cases from other cases was 0.86 (95% CI 0.82 to 0.89).
This study is the first to evaluate automatic software for TB detection in a large
screening database. The software can identify almost half of the normal images
in a TB screening setting with excellent sensitivity and therefore has potential to
be used for triage.
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7.1 Introduction
Tuberculosis (TB) remains one of the world’s major health concerns. In 2011 an
estimated 8.7 million new cases and 1.4 million deaths were reported. The ma-
jority of the TB burden is located in Africa, followed by the Asian countries1.
Although the overall incidence of TB in the Western World has been decreasing,
an increase in TB rates has been reported in selected high-risk populations, espe-
cially in urban settings4,5.
Despite the increased effort to develop new TB diagnostics13,244, screening is
still commonly performed using chest radiography, followed by sputum culture
or smear microscopy21. Several early studies have reported limited specificity
and variable levels of inter- and intra-reader agreement the in interpretation of
chest radiographs (CXRs) for TB detection22. The use of modern digital radio-
graphy and standardized scoring may lead to improved sensitivity and reader
agreement16,20,42,245,246. Digital chest radiography is a quick and reliable technique
with low marginal and operational costs34.
In currently established screening programs large volumes of CXRs, that re-
quire manual assessment, are acquired from a high-risk population. High costs
for image interpretation by human readers and the lack of skilled readers limit
the potential of these programs. We propose to improve the efficiency of screen-
ing for TB using digital radiography by introducing computer-aided detection
(CAD) in the workflow. CAD has been successfully applied in many fields of
medicine, most notably mass detection in breast cancer screening247, nodule de-
tection in lung cancer screening248, polyp detection in colorectal cancer249, and
automatic detection of diabetic retinopathy250. CAD has been employed in sev-
eral ways to improve screening programs, through assistance of radiologists251
or by providing precise disease quantification252. Detailed overviews have been
published previously50,253.
In this study, for the first time the effect of applying CAD to triage active pul-
monary TB cases is determined. In a screening context triaging means that an ini-
tial triage test is used to identify suspect cases that subsequently require further
diagnostic tests. These diagnostic tests are characterized by a higher specificity
than the triage tests but also by higher costs and a larger burden on the screen-
ing participants. Examples of triage tests include fecal blood testing in colorectal
cancer screening254 and prostate specific antigen measurement in prostate cancer
screening255.
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Figure 7.1: Proposed workflow with integration of computer aided detection
(CAD) in chest radiographs (CXR) for TB detection as a first triage test before
human reading.
The objective of this study is to describe a novel CAD system and to deter-
mine its benefit in a screening setting by evaluating its potential for triage. In the
proposed workflow (Fig. 7.1) CXRs are analyzed automatically using computer
software directly after acquisition. The output of the CAD system is a likelihood
score for the image to contain TB related abnormalities. Cases with a score below
a cut-off value are considered normal, and are removed from the screening pro-
cess. Above the cut-off value, cases are considered suspect and are examined by
a human reader. The ratio between cases judged normal by CAD and the total
number of cases determines the reduction of reading burden.
7.2 Methods
The fully automatic CAD system for tuberculosis detection was applied to chest
radiographs acquired by the Find&Treat screening program in the period 2005
- April 2010. The CAD score calculated for each radiograph was used to retro-
spectively determine the possibility of triaging active TB images with the goal of
workload reduction.
7.2.1 Study population
A large image database consisting of 47,510 CXRs from 39,328 individuals was
collected by the Find&Treat screening program in the period starting 1 April 2005
and ending 31 March 2010. This program runs in London, UK and screens a high-
risk population consisting of homeless people, prisoners, and problem drug and
alcohol users. All individuals attending the venue of the mobile X-ray unit were
eligible for screening. CXRs were read directly after acquisition by a radiogra-
pher. The Find&Treat database has been described in detail previously20. Noti-
fied cases of active pulmonary TB were defined as cases for which a clinical de-
cision was made to start TB treatment after radiological and symptom screening
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(Class 3 according to the Diagnostic Standards and Classification of Tuberculo-
sis6). In England 30% of notified pulmonary tuberculosis cases are not culture
confirmed256. Since we were primarily concerned with sensitivity of CAD to en-
able triage, and because we wished to train the system to also be able to identify
early changes in paucibacillary cases we used the clinical decision to treat, rather
than culture as our comparator. For all participants with repeat radiographs only
the most recent radiograph was used. Identification of repeat radiographs was
based on a patient ID entered at the mobile unit. When a radiograph was linked
to an active TB case that radiograph instead of the latest one was used. The other
not active TB cases were either radiographically normal or contained abnormali-
ties other than TB.
This study is a retrospective evaluation of an existing health care service using
no identifiable patient information or possibility of deductive disclosure. The
work had no impact on clinical management of the participants. According to the
guidelines of University College London (where authors RWA, IA, ACH and AS
are based) this exempts the study from review by a Research Ethics Committee257.
7.2.2 Computer aided detection (CAD) of tuberculosis in chest
radiographs
The proposed CAD system combines two systems, namely a texture analysis sys-
tem and a focal lesion detection system, to analyze the CXR. The texture analysis
system was previously developed by our group147,148, whereas the focal lesion de-
tection system is a commercially available software system. A key technique of
the proposed CAD system is supervised classification, in which a statistical clas-
sifier is learned using manually labeled examples of object (pixels, image) in the
training phase. In the test phase objects unseen in the training phase are assigned
a probability of belonging to one of the learned labels.
Texture analysis
The texture analysis system consists of three components: segmentation of un-
obscured lung fields, detection of foreign objects and abnormality detection. The
components use supervised pixel classification to perform their task. A large set
of manually labeled pixels are used to train the classifier and, after classification,
each pixel in a test image is assigned a label probability. The three components
operate on images resampled to a fixed width of 1024 pixels:
1. Automatic segmentation of the unobscured lung fields. This component
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uses a supervised pixel classification and a shape modeling method to iden-
tify the unobscured lung fields76. The lung field segmentation was used to
restrict further analysis to this area and to provide anatomical context for
the other components.
2. Automatic detection and removal of foreign objects. This component de-
tects foreign objects (extracorporeal objects such as zippers, bra, clips , and
buttons) using supervised pixel classification. Subsequently they were re-
moved using a digital inpainting technique, which replaces each affected
pixel by a similar pixel from the surrounding (unaffected) lung
parenchyma198.
3. Automatic detection of textural abnormalities. Textural abnormalities are
broadly defined as non-focal changes in the visual properties of the lung
tissue as a result of pathology. This component uses supervised pixel clas-
sification based on texture analysis to identify texture abnormalities111,148.
The output of the classification is a heat map that indicates the probability
that a pixel belongs to an abnormal region. The heat map was then summa-
rized into one texture score (texture score) by computing the 95% quantile of
its cumulative distribution. This texture score robustly measures the extent
and the severity of affected lung149.
Focal lesion detection
Focal lesions were automatically detected with commercially available software
for nodule detection (ClearRead+Detect v5.2 ; Riverain Technologies, Miamis-
burg, Ohio). The software outputs for each image a list of suspicious locations
with a likelihood score. The total load of focal lesions was summarized into one
focal score (focal score) by adding the likelihood scores of all suspicious locations
in the image detected by the software.
Combination of texture analysis and focal lesion detection
The textural analysis and focal lesion detection systems detect different types of
abnormalities and one system may work better for an individual image than the
other. It is well known that a combination of complementary systems can lead
to an improvement in classification performance62,234. Therefore, the texture and
focal scores were combined into one TB score. Combination was performed by a
weighted average of the two scores: TB score = a · texture score + b · focal score.
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This TB score indicates the overall TB suspiciousness of the image and was used
to evaluate the performance of the system. The optimal values of the weights a
and b were determined using linear discriminant analysis. Detailed descriptions
of the software components are available in Appendix 7.A.
7.2.3 Procedures
Evaluation procedure
In this retrospective study, TB scores were generated for all CXRs in the dataset.
Because of the limited number of available positive cases and to obtain unbiased
performance estimates, the evaluation was performed using a five-fold cross vali-
dation procedure. In this procedure the available data was divided in five groups:
in each fold four of the groups were used to train the system and generate scores
for the remaining group. The final performance estimate is calculated as the av-
erage of the results obtained in each fold. The training of the texture analysis
system, as well as the estimation of the optimal combination weights (a and b),
was carried out using examples of active TB and normal images. Abnormal, but
not active TB, cases were excluded from training but were classified in the testing
phase. The fully automatic unobscured lung field and foreign object segmenta-
tion was separately trained with 495 cases, which were not used in the remainder
of the study. Details are given in Appendix 7.A.
Annotation procedure
Annotated training examples needed for labels in pixel classification were created
by the first author (LH), a Chest Radiograph and Recording System (CRRS)42 cer-
tified reader, under supervision of an experienced chest radiologist. Outlines of
textural abnormalities were created in active TB images. Outlines of unobscured
lung fields and foreign objects were created in a sample of 495 images.
7.2.4 Outcome parameters and data analysis
The TB score was used to perform Receiver Operating Characteristic (ROC) anal-
ysis of CAD compared with the active TB reference. CAD’s potential to triage
was measured using the Negative Predictive Value (NPV) and specificity at a
cut-off point of 95% sensitivity. Overall performance of the CAD system was
measured using the Area under the ROC (AUC). AUC values were computed
from ROC curves directly, i.e. no curve fitting procedures were employed. NPV,
specificity, and AUC values were calculated with 95% confidence intervals using
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a non-parametric bootstrap method69. In this method, a statistical distribution
of ROC curves is constructed from 1,000 bootstrapped samples of the TB scores
computed for the full dataset. Outcome parameters were calculated using the
statistical software package R (R: A Language and Environment for Statistical
Computing v2.13.1; R Foundation for Statistical Computing, Vienna, Austria).
7.3 Results
7.3.1 Patient population
Before removal of repeat scans, the database contained 47,510 CXRs. More men
(36,948; 77.8%) than women (10,524; 22.2%) were screened. The highest num-
ber of CXRs were performed in 2006 (13,753; 28.9%) and the least in 2009 (7,866;
16.6%). Almost half of the screened persons were homeless (19,801; 41.6%); the
remaining population consisted of prisoners, problem drug users, asylum seekers
and other groups5.
The radiographers identified 414 cases of suspected, yet unconfirmed, active
pulmonary TB by CXR. There were also 458 cases of suspected old TB, 1,085 ab-
normal CXRs that were not referred and 124 abnormalities that were referred for
further investigation. After clinical follow-up, 91 cases were confirmed as active
TB cases. On the CXR reading, 86 of these 91 confirmed active TB cases had been
identified as TB suspect, four cases were read as suspected old TB, and one case
was referred for another suspicion than TB.
After removal of 8,282 duplicate CXRs, 39,328 CXRs of unique patients re-
mained. Of these 367 could not be processed due to corruption of the CXR image
data. After deduplication 87 active TB cases remained.
CAD scores were computed for 38,961 unique patients: 87 active TB cases
and 38,874 other cases, of which 37,288 were normal and 1,586 abnormal, but not
active TB cases. The NPV was 99.98% (95% CI 99.97% to 99.99%). Fig. 7.2 shows
the ROC curve for the discrimination between active TB and other cases. The
area under the curve was 0.86 (95% CI 0.82 to 0.89). At the cut-off point for triage
the specificity is 48% (95% CI 30% to 61%) with 95% sensitivity. At this point
18,687 of 38,874 other cases and 83 of 87 active TB cases were correctly identified.
Detecting 100% of the active TB cases reduced specificity to 26% (95% CI 25% to
48%).
In a representative sample of 1,000 images we found that approximately 20%
of the CXRs in the database contained foreign objects. Fig. 7.3 shows three exam-
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Figure 7.2: ROC analysis of CAD performance in discriminating between active
TB and non active TB images. Dashed lines indicate the 95% confidence interval.
The triage cut-off point at 95% sensitivity and 48% specificity is indicated by the
arrow. Cases to the left of the cut-off point are referred for human reading, cases
to the right are excluded from further analysis.
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Figure 7.3: Examples of cases where foreign objects were removed using an auto-
matic algorithm. The removal improves computation of the TB score by reduction
of false positives responses.
ples of CXRs where the foreign objects were successfully detected and removed.
The removal of foreign objects reduces the number of false positive detections
of textural abnormalities in the lung regions. Fig. 7.4 shows results of the CAD
system for a selected number of cases. The result of texture analysis and focal
lesion detection is shown as a coded color map ranging from low probability to
high probability through the colors blue-green-yellow-orange-red. The TB score
reported per case in Fig. 7.4 is normalized to the fraction of all normal images
that received a lower score (false positive fraction). The triage cut-off value cor-
responds to a normalized score of 52%.
7.3.2 Analysis of missed cases
At the cut-off point of 95% sensitivity, 4 of 87 active TB cases (5%) were missed
by the software. A qualitative analysis of the cases was performed to determine
the reason for their low TB score (Table 7.1). For this analysis, cases were catego-
rized as containing predominantly parenchymal abnormalities (further divided
in the groups very subtle, subtle, moderately clear, or clear), focal lesions, or
lymphadenopathy. The cases reported as false negative by CAD were catego-
rized as ”very subtle parenchymal abnormality” (1 case), ”focal lesions” (1 case),
and ”lymphadenopathy” (2 cases) (Table 7.1; cut-off point = 95%/48%). Further
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Figure 7.4: Examples of CAD analysis. First column: chest radiograph with for-
eign objects removed. Second and third column: color coded map of texture anal-
ysis and focal lesion detection, respectively. Colors indicate low to high abnormal-
ity suspiciousness in the order blue-green-yellow-orange-red. The last column (*)
indicates the normalized TB score, equal to the percentage of normal cases receiv-
ing a lower score, ranging from 0 (normal) to 100 (abnormal).
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Active TB cases missed
Type of abnormality Subtlety Cut-off point (sensitivity/specificity)
95%/48% 70%/80%
Parenchymal abnormalities Very subtle 1 8
Subtle 0 12
Moderately clear 0 2
Clear 0 0
Focal lesions 1 2
Lymphadenopathy 2 2
Table 7.1: Types of abnormalities in images missed at triage cut-off point (sensitiv-
ity/specificity = 95%/48%) and a high specificity cut-off point (sensitivity/speci-
ficity = 70%/80%). Analysis was based on a qualitative evaluation, see text for
details.
increasing the potential to triage requires a lower number of false positive cases
while maintaining the same level of sensitivity. At an increased specificity of 80%,
sensitivity was 70% and 26 out of 87 cases were missed. Most of the extra missed
cases correspond to very subtle and subtle parenchymal abnormalities (Table 1;
cut-off point = 70%/80%).
7.4 Discussion
This retrospective evaluation of CAD for radiological TB screening on a large
database found that the software can be used to exclude 48% of normal images
from further reading, with a corresponding NPV of 99.9%, while maintaining a
high sensitivity of 95%. A novel combination of textural and focal lesion detection
was used. This study is also the first to evaluate a CAD system for TB in a large
population in an operational screening setting. The CAD system was tested on
an unselected set of images obtained in a Western screening setting that focuses
on individuals at high-risk of TB. In such a setting, where the number of normal
cases is typically much higher than abnormal cases, the use of a CAD system
may result in a large reduction of the workload for human readers of CXRs, thus
increasing the cost-effectiveness of screening programs258.
The required sensitivity of a test in a TB screening program depends on the op-
erational requirements of the setting in which it is employed. For TB prevalence
surveys, the WHO handbook recommends over-reading to reduce the chance of
missing cases259. Various performance measures of CXR for TB detection are re-
ported in literature16–19,21,246,260,261: sensitivities range from 25%17 to 95%16,19 and
specificities from 53%18 to 99%17. A sensitivity of 95% was chosen for this study,
equal to the highest reported value in literature, resulting in a specificity of 48%.
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An important advantage of computerized reading is that all images are pro-
cessed in a standardized, objective, and repeatable way. This facilitates the in-
tegration of CXR in a standardized screening protocol. Had the CAD system
been prospectively used to triage active TB cases on the full Find&Treat database
consisting of 47,510 CXR, a reduction of 48.1% (22,843) of cases referred to the
human reader would have been achieved. A second advantage is that, unlike
human readers who typically provide binary scores, CAD produces a continuous
score which indicates the probability of the image corresponding to an active TB
case. This continuous score can be used to set a specific cut-off point for different
settings, in order to meet particular operational requirements.
In high-burden low resource countries, where the availability of skilled CXR
readers is limited, CAD can be employed as the first and only reader. A cut-off
point at high specificity but relatively low sensitivity can be used to reduce the
number of normal cases that receive a follow up test to make the final diagnosis.
While some active TB cases may be missed in this way, costs are lowered substan-
tially as the total number of cases that require further testing is reduced. The use
of CAD can make the implementation of national prevalence surveys more effi-
cient. These surveys are recommended by the WHO to measure the TB burden
and impact of TB control programs262. As they need to screen a large part of the
population, reduced costs and a high throughput are highly advantageous. In the
Western world, where radiological TB screening is mainly employed for high-risk
and entrance screening, CAD can be used as a first reader and cases marked as
suspicious by CAD can be read again by a human reader. The fractional reduc-
tion in workload in this scenario is almost directly proportional to the specificity
as the percentage of active TB cases is generally small. Alternatively, CAD could
be employed as second reader for quality assurance, in for example pre-entry
screening programs.
Most systems for automatic analysis of CXRs have focused on single tasks,
such as the detection of nodules97 or general interstitial abnormalities74. The first
paper directly addressing the topic of TB detection in CXRs was published by
van Ginneken et al.111. In that study, texture analysis was employed to classify
CXRs, acquired in a TB screening program for political asylum seekers, as nor-
mal or abnormal. Arzhaeva et al. reported on a different automatic system which
classifies CXRs as normal or suspect for TB based on their global appearance233.
Recently, Hogeweg et al. reported on an improved TB detection system, evalu-
ated on a database of radiographs acquired in an African setting for TB suspect
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screening, showing an improvement in performance by combination of local and
global aspects of the radiograph148. This paper is the first to combine systems for
two types of lesions, textural and focal, which both occur frequently in active TB
cases.
The reference for the CAD evaluation was determined by active TB cases di-
agnosed by follow-up, that were all initially reported as radiologically abnormal.
Additionally, at the time of the decision to refer clinical symptom information
was available. In this study CAD only had access to the CXR. In a qualitative re-
view of the four cases missed by CAD it was determined that three patients had
one or more TB compatible symptoms at time of screening. Especially when oper-
ating at higher specificities, the presence of symptoms might increase the chance
of referring CXRs with subtle abnormalities. With respect to human reading with
knowledge of clinical information this can lead to an underestimation of CAD
performance. Further research could investigate the combination of CAD with
symptom information, although the latter is not always collected consistently in
screening programs.
From the analysis of missed cases it follows that CAD had a high perfor-
mance in detecting cases with textural parenchymal abnormalities. The majority
of cases missed by CAD contained (very) subtle abnormalities or lymphadenopa-
thy. Given the large variation of appearance of chest x-rays and the small num-
ber of confirmed active TB cases that were available to train the CAD system
we expect that a larger dataset will improve the detection of subtle abnormali-
ties. Lympadenopathy has a different appearance and location than other types
of abnormalities. We expect for this category that, besides increasing the number
of training examples, a dedicated subsystem focused at detecting changes in the
hilar region could further improve performance.
7.5 Conclusion
We found that CAD can identify a large proportion of normal images in a TB
screening setting at high sensitivity and has potential to be used for triage. This
could increase cost-effectiveness of radiographic TB screening. Future work should
focus on improving the CAD system to detect more types of abnormalities, fur-
ther improvement of specificity, and prospective evaluation within screening pro-
grams.
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Appendix
7.A Methods supplement
Supervised pixel classification
Texture analysis is based on a series of components in which each pixel in the
chest radiograph is classified as belonging to a certain structure. Instead of bi-
nary classification, where each pixel is assigned to either one or the other label,
soft classification is used, where a probability of belonging to a label is computed.
In this way, first the lungs were segmented, then foreign objects were segmented,
and finally textural abnormalities in the lung were detected. Pixel classification is
based on supervised pattern recognition51, in which during the training phase a
statistical model is computed to discriminate between two complementary labels
of pixels: in-/outside lung, in-/outside foreign objects, and in-/outside textu-
ral abnormalities. The statistical model is computed from a labeled training set
of pixels, each of which is represented by a feature vector, a multi-dimensional
numerical description of its characteristics. Many statistical models have been
described in the literature51. We used the GentleBoost classifier, which is able to
deal with nonlinear data, has low computational requirements, and is robust to
overtraining58.
Automatic segmentation of the unobscured lung fields
Only the unobscured lung fields were segmented, which are defined as pixels in
the chest radiograph where radiation passes through the lungs but not through
the heart, diaphragm or mediastinum. Segmentation is based on pixel classifica-
tion and shape modeling, the algorithm is described in full detail in (3). The most
important steps are described here.
186 Diagnostic accuracy of the automated system
Features
Local characteristics of each pixel in the image were computed. Two types of
features were calculated: texture features based on Gaussian derivatives and fea-
tures derived from the Hessian matrix. These features were computed from im-
ages resampled to a width of 512 pixels. To capture local image structure133 the
output of Gaussian derivative filtered images of order 0 through 2 (L, Lx, Ly, Lxx,
Lxy, Lyy), at scales 1, 2, 4, 8, 16 pixels were calculated. To detect the presence of
line-like structures Hessian matrix derived features, calculated at the same scales
as the derivatives, were used (5). From the two eigenvalues of the Hessian matrix
λ1, λ2, |λ1| > |λ2| two measures were derived: (I)
√
λ21 − λ22 to extract the lineness
of the local image structure and (II) the largest absolute eigenvalue |λ1| to indicate
the strength of the response. In addition two position features, the normalized x-
and y-coordinate, were added. Each pixel was thus described by a feature vector
of 43 elements.
Training phase
From a set of 495 training images, examples of pixels in- and outside manually
outlined lung fields were sampled (a random selection of 0.05%). The training
set consisted of 63,566 pixels: 41,193 outside the lung fields and 22,373 inside the
lung fields. A GentleBoost classifier with 100 regression stumps as weak classi-
fiers was trained and used to classify pixels in test images. The result is a map
containing for each pixel the probability that it is a lung pixel.
Shape modeling
In some cases abnormalities close to the unobscured lung field boundary might
be excluded from the lung segmentation because of their high density. Shape
information was included to improve the segmentation in these cases by applying
a Hybrid Active Shape Model Pixel Classification algorithm76,187. The intensity
model of the active shape model was trained on the probability map provided
by pixel classification, instead of on the original image. The shape model was
derived from the same training images as used in the pixel classification stage.
The fitting of the shape model to a test image consists of an iterative procedure in
which information from the probability map and shape model are balanced. The
result of this step is an outline of the lung fields.
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Automatic detection and removal of foreign objects
Detection and removal of foreign objects is described in full detail in Hogeweg et
al.198 (Chapter 2).
Features
The features used to detect foreign objects were the same as those used for the
lung segmentation plus an additional four anatomical context features that were
derived from the lung segmentation. These are the x- and y-coordinates relative
to the bounding box of the lung fields, the distance to the lung wall, and the
distance to the centroid of the lungs.
Training phase
Examples of pixels inside and outside foreign objects were sampled from a set of
training images in which foreign objects were manually delineated. The training
set consisted of 101 images containing one or more foreign objects selected from
the same data set used to train the lung segmentation. In total 59,887 pixels were
used, of which 49,268 were normal pixels and 10,619 were sampled inside foreign
objects.
Object detection and removal
A GentleBoost classifier was trained with 1,000 regression stumps as weak classi-
fiers and used to classify pixels inside the unobscured lung fields in test images.
The resulting probability map was thresholded to segment foreign objects. Pixels
inside segmented objects were replaced with similar looking pixels from the un-
affected lung tissue using an inpainting technique123. Similarity was determined
by comparing neighborhoods of pixels defined by a square patch of 11×11 pixels.
Similar pixels were searched for in a region around the foreign object using a fast
procedure based on approximate nearest neighbor search136. The removal of for-
eign objects ensures that the local statistical properties of the image, as measured
by texture features, are not disturbed.
Automatic detection of textural abnormalities
The texture of an image refers to the appearance and structure of a small region.
Textural abnormalities are one of the most common pathological changes caused
by TB in chest radiographs. They can be the result of inflammatory processes in
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the lung parenchyma or in the pleural space. The presence of textural abnormal-
ities is determined by comparing the pixel density distributions of normal and
abnormal regions.
Features
The texture analysis system provides for each pixel inside the lung field the prob-
ability of belonging to an abnormal region. Small circular image patches (radius =
32 pixels) were sampled every 8 pixels from radiographs resampled to a width of
1024 pixels, a higher resolution then used for segmentation in order to measure
fine changes in the lung texture. Gaussian derivative filtered images were cre-
ated at scales 1, 2, 4, and 8 pixels with derivatives of order 0 through 2 (L, Lx, Ly,
Lxx, Lxy, Lyy), giving 24 filtered images. The features calculated for each patch
were the first four moments (mean, standard deviation, skew, and kurtosis) of
the intensity distributions of these filtered images and the original image. In total
100 texture features were computed. To add spatial information the same four
anatomical context features as used in foreign object segmentation were added to
the feature set.
Training phase
Textural abnormalities were outlined in the 87 active TB cases. The outlining was
based on three abnormality patterns described in the Chest Radiograph Record-
ing System42: small opacities, large opacities, and pleural fluid. From these out-
lines examples of abnormal pixels were selected. Examples of normal pixels were
sampled from the set of other cases. A GentleBoost classifier with 100 regression
stumps as weak classifiers was trained with approximately 350,000 pixels in each
cross validation fold. The ratio between normal and abnormal samples was set
to 30, which is approximately the average ratio between normal and pathological
lung area in the chest radiographs.
Texture score
Each pixel inside the unobscured lung fields in a test image is classified, giving a
probability that the pixel is part of textural abnormality. To determine the prob-
ability of the whole image being abnormal, all the individual pixel probabilities
are summarized into one score. This score is computed by determining the 95%
quantile of the cumulative distribution of pixel probabilities149. This texture score
measures both the extent and severity of the affected lung region.
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Focal lesion detection
Focal lesions were automatically detected with commercially available software
for nodule detection (ClearRead+Detect v5.2 ; Riverain Technologies, Miamis-
burg, Ohio). The software outputs for each image a list of suspicious locations
with a likelihood score. The total load of focal lesions was summarized into one
focal score (focal score) by adding the likelihood scores of all suspicious locations
in the image detected by the software.
Combination
A novel contribution of this paper is the combination of the output of texture
analysis and a focal lesion detector. The idea behind this is that one system, as
it is focused on one kind of abnormality, will not be able to perform well in all
images. It is well known that a combination of complementary systems can lead
to an improvement in classification performance62,234. Therefore the texture and
focal score were combined into one TB score. The TB score indicates the overall
TB suspiciousness of the image and was used to evaluate the performance of the
system. Combination was performed by a weighted average of the two scores:
TB score = a · texture score + b · focal score. The optimal values of the weights
a and b were determined using linear discriminant analysis (LDA)54. Similar to
pixel classification the combination requires a training phase, in this case with
labeled training images. The image labels were set by the reference standard as
active TB or other.
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Summary and discussion
This final chapter discusses the main findings and conclusions of this thesis. The
thesis presented several aspects of a CAD system for TB detection in chest ra-
diographs, ranging from preprocessing, segmentation and feature design to a
description and evaluation of a complete CAD system. The chapter starts with a
summary of the main findings and its conclusions. In the general discussion over-
all conclusions and directions for future research and applications of the system
are given.
Summary
Chapter 2 describes a method to detect, segment, and remove foreign objects from
chest radiographs. Foreign objects regularly occur in large-scale screening set-
tings where speed and patient comfort is important and people have therefore
not been instructed to remove all their clothing. The method starts with a super-
vised classification of all pixels into foreign objects or normal lung tissue. Pixels
classified as foreign objects were then grouped into objects and removed from the
image with the goal of restoring the normal appearance of the lung parenchyma.
Removal was performed by replacing each pixel in a foreign object with a similar
looking pixel from the surrounding unaffected region. Similarity between pixels
was determined by comparing the neighborhood of the pixel in a square patch.
The effectiveness of the method was demonstrated in a texture analysis exper-
iment concerning TB detection. The number of false-positive responses in the
texture probability map was reduced by object removal. In this work mostly high
density (metal) objects were removed. The method could be further extended by
also detecting and removing foreign objects with a lower density.
Chapter 3 describes a method to segment the clavicles in chest radiographs.
The clavicles are located in the upper part of the lungs, in the same area where TB
appears most frequently. Together with other structures in this area the clavicles
form a complicated pattern, which hampers analysis by humans and computers
alike. In order to address the problem of segmenting the clavicles in this complex
area a combination of several previously developed state-of-the-art techniques
was used. First the location and an initial segmentation of the clavicle were found
using pixel classification. A shape model was fitted to the initial segmentation to
provide a plausible shape for the clavicle. Then the borders and the head of the
clavicle were detected using specialized pixel classifiers. The information from
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the pixel classifiers and the shape model were combined in a cost function. An
optimal, precise outline of the clavicle was determined in this cost function by
means of dynamic programming. The method was evaluated against a reference
standard set by an human reference observer. Results showed an improvement
compared to the previous best method and approached the performance of an
independent human observer. This chapter showed that a combination of several
methods can be used to improve performance. The clavicle segmentation was
used in Chapters 4 and 6 to show the merit of suppressing them and using them
as basis for a context feature, respectively.
In Chapter 4 a method was developed to suppress elongated structures, such
as ribs and clavicles, in translucent images, like chest radiographs. Under translu-
cent conditions it is possible to decompose projection images into their super-
imposed components. The problem was formulated by following blind source
separation theory, where the goal is to isolate sources of interest in a mixture of
unknown components. Elongated structures were modeled as a series of pro-
files perpendicular to the centerline of the structure. Blind source separation was
performed using a PCA model of the profiles, assuming that the sources of in-
terest correspond to the principal components. The model was then applied to
the observed profiles to isolate the elongated structure from the image. Subtract-
ing the isolated structure then removes it from the original image. The method
was evaluated in four experiments on chest radiographs. In the first experiment
ribs were removed from chest radiographs simulated from CT. The use of simu-
lated chest radiographs provided an absolute reference standard. In the second
experiment clavicles were suppressed in real chest radiographs and its effect on
clavicle conspicuity was determined. In the third experiment the effect of clavi-
cle suppression on the conspicuity of simulated nodules was determined. In the
last experiment observers judged the automatic removal of catheters in chest ra-
diographs. The results showed a marked reduction of the suppressed structures
and suppression could be used in future research with the aim to improve the
performance of the CAD system.
The lungs exhibit a large amount of symmetry in the chest radiograph. Devia-
tions from normal symmetry might indicate the presence of abnormal structures,
such as pathology caused by TB. In Chapter 5 we developed a method to measure
symmetry both locally, in each point of the image, and globally, summarizing the
overall symmetry of the image. Given a symmetry axis, which separates the im-
age into a left and a right side, corresponding points were determined between
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both sides. The correspondence between points was established by considering
points that were most similar to each other in terms of a cost function consist-
ing of the local intensity neighborhood of the point and its position. The value
of the cost function between two corresponding points measures local asymme-
try and the average of the local asymmetry over the whole image measures the
global asymmetry. The method was evaluated in three experiments. In the first
experiment, global asymmetry was used to classify chest radiographs as normal
or abnormal. In the second and third experiments local asymmetry was shown to
improve the results local texture analysis and also the contrast of nodules from a
public database. The contribution of this method is twofold: (1) the unsupervised
global measure provides a quick and robust way to detect the presence of rela-
tively abnormal images, (2) the local asymmetry can be used to enhance texture
analysis or other local analyses.
The presentation of TB on chest radiographs is diverse and different across
populations, leading to a multitude of differently appearing abnormalities that
have to be detected in order to reach a consistent performance with a CAD sys-
tem. In Chapter 6 three different CAD systems were combined, detecting textural,
focal and shape abnormalities. From these systems a number of subscores were
extracted which describe different aspects of the chest radiograph. The subscores
were collected into a feature vector, which was then used to classify an image as
normal or TB. Classification was performed in a supervised manner, in which a
classifier was constructed using a set of labeled training images. The method was
evaluated on two data sets, one obtained from a high risk screening program in
London, and the other obtained from TB suspects in Capetown. As a result of
the differences in populations from which the two data sets were acquired, the
relative frequency of different types of abnormalities is not the same. The indi-
vidual systems, the combined system and the human observer were compared to
a reference standard set by TB diagnosis and an experienced radiologist. The re-
sults showed that the combined system performed better than using a single sub-
system, detecting either textural, focal or shape abnormalities. Also, supervised
combination can be used to easily adapt the CAD system to different population
or for different purposes, without having to retrain the individual systems.
In Chapter 7 a CAD system combining the detection of focal and textural ab-
normalities was evaluated in a large digital chest radiograph database acquired
from a high risk screening program for TB in London, UK. Almost 40,000 chest ra-
diographs from unique participants in a period of five years were retrospectively
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analyzed by the CAD system. In the database 87 active TB cases were present.
The CAD system consisted of a combination of focal and textural abnormality
detection. The aim of the study was to demonstrate CAD’s potential for triage,
in other words selecting cases that need follow-up testing for TB. We found that
the CAD system could eliminate almost half of the cases from further diagnostic
tests while detecting 95% of the active TB cases. The other, suspect, cases can then
be read by a human reader or subjected to a more specific diagnostic test for TB.
Triage using CAD can reduce the workload in a screening program and therefore
improve its efficiency.
General discussion
In this section first the main contributions of this thesis are discussed and then
directions for future research are given.
A complete automated system for TB detection One of the main contributions
of this thesis is the development and evaluation of a complete CAD system for
TB detection in chest radiographs in Chapter 6 and a large scale evaluation in
Chapter 7. A key principle in the design of the CAD system was that multiple
subsystems are required in order to address the versatility of abnormalities that
occur in TB. Not only does this versatility occur within a single patient popula-
tion, but also across different populations. An automated system only detecting
a single type of abnormality can have good performance in a particular popu-
lation, but will not generalize well across populations, limiting its practical use.
To obtain one decision from all the individual subsystems a generally applicable
framework was presented to combine the results. Combination was performed
by means of a pattern recognition approach with labeled training data. This strat-
egy provides an efficient way to adapt the CAD system to different populations
or for different tasks.
High-level combination of automated systems The medical image analysis re-
searcher encounters a plethora of different approaches, methods, algorithms, and
implementations. It is very difficult to decide a priori which approach is optimal
for a particular task. In this thesis this problem was addressed by a combina-
tion of existing approaches. In Chapter 3 it was found that a combination of
segmentation techniques for clavicle segmentation performed significantly better
than previous methods. In Chapter 6 it was shown that a combination of sys-
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tems detecting different abnormalities improved performance compared to the
individual systems. The question is which systems to combine, how to combine
them, and how to decide the contribution of each of the systems.
To perform well in combination, systems preferably make different kind of er-
rors60. A considerable body of literature is concerned with ensembles of systems
(classifiers) which fulfill these properties by design58,59, but these systems all per-
form the same task. Instead, in this thesis combination of systems at a higher
level, namely systems that address different subproblems of the overall task, was
performed. High performing individual systems will likely contribute in com-
bination, but not all systems are required to have very high performance. For
example in a nodule detection task on CT it has been shown that the combination
of the three worst performing systems had considerably better performance than
the best system61. In another study on classifier combination it was found that
even adding the worst performing systems contributed to the combination263.
To combine systems their outputs have to be brought in a similar format, so
that they can be combined in a uniform framework. For segmentation in Chap-
ter 3 a cost function paradigm was used, in which at every location in the image
evidence is built up about the presence or absence of the structure of interest.
In this cost image the optimal combination of evidence was efficiently found us-
ing dynamic programming. In Chapter 6, which describes the full CAD system,
the suspiciousness scores of the individual systems were combined into a feature
vector. Adding label information to this feature vector reformulates combination
as a pattern recognition problem.
The final consideration is how to weight each of the systems in the combina-
tion. In the segmentation framework this was done by greedy searching for the
optimal weights for each of the components (systems) in the cost function. In
the CAD framework weighting was determined in the training procedure of the
classifier used for combination.
Removal of unwanted structures Pathology detection can be considered as the
process of ignoring everything that is not relevant for the task. In this thesis,
Chapters 4 and 2 address the removal of irrelevant structures. The problem of
anatomical noise in the chest radiograph, which complicates human and com-
puter analysis, is addressed by suppressing normal bony anatomy. Several pre-
vious studies have addressed this problem before88,89,93, but the most promising
ones90,91 depend on training data acquired from dual energy radiographs, which
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makes it difficult to apply such a system to new data. Instead the method in
Chapter 4 describes an unsupervised technique to remove the ribs and clavicles,
which showed promising results. Detecting relevance in unsupervised methods
is a difficult problem though and we noticed some problems when a large num-
ber of other structures were overlapping. These problems were partially allevi-
ated by detecting and removing outlying structures from the data, but this did
not always succeed when the other overlapping structures were too prominently
present.
Further improvement of the method for suppression of the bony structures
could lead to a better detection of small or subtle abnormalities. These categories
of abnormalities are, besides uncommon types of abnormalities, the most difficult
for the current CAD system. The positive effect of bone suppression has already
been demonstrated for the detection of nodules in chest radiographs85,87, but not
for textural abnormalities, which are the more common manifestation of TB. In
Chapter 2 it was shown that the automatic detection and removal of foreign ob-
jects from the chest radiograph improved the detection of textural abnormalities.
Foreign objects are easy to ignore as irrelevant for human readers, but should be
addressed by the automated system to prevent false positives. We expect that
both techniques will be integrated in future versions of the CAD system.
Unsupervised detection of pathology Chapter 5 on symmetry demonstrated
that without any label information good image classification performance can be
achieved. This result is explained by the self-normalizing property of asymmetry
computation, i.e. pixels from the same image are compared to each other to deter-
mine the presence of abnormalities. This property avoids, amongst others, issues
with differences in lung appearance between patients. In future research we are
planning to extend the method to compare multiple CXRs of the same patient,
for example to monitor treatment response264. On the other hand, the texture
analysis method in this thesis requires a (large) set of labeled pixels from a train-
ing set. Pixel labels for texture analysis were determined by manual outlining of
the abnormalities in the image. It is difficult to be completely sure that a pixel
is normal or abnormal, due to the complex pattern induced by the superimpo-
sition of structures, while most supervised classification techniques assume that
the provided label information is reliable. This problem was addressed before in
a study by Arzhaeva et al.233, in which the label information at the pixel level was
dispensed with altogether. Instead, a dissimilarity-based approach was used, in
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which image characteristics were compared to a set of labeled prototype images.
Like the asymmetry measures, this method was shown to achieve similar results
as a local pixel-based texture analysis, although it still requires image labels. An-
other way to classify images without local label information stems from the field
of content-based image retrieval (CBIR). In these approaches an image is compared
to a large set of labeled images and a selection is made of the most similar images.
By counting the number of normal and abnormal ones among the similar images
a probability of being abnormal can be assigned224.
Directions for future research
How could the automated system be integrated into screening algorithms? A main goal
of the CAD system described in this thesis is to provide an automatic screening
tool for TB that can be included as part of a point of care test12,265. The question is
how to integrate a CAD system in current screening practice such that its utility
is maximal. For TB screening a number of strategies have been defined by the
WHO. Examples are symptom screening followed by sputum testing or chest
radiography followed by sputum testing21,28. We propose to either completely
replace the human reading of radiographs or to reduce the number of cases that
require human reading. Simulation studies should be performed to determine
the effect of integrating CAD with these strategies on aspects such as detection
rates, false positives, and costs29,266. In a study in Zambia* a prototype of the
CAD system replaced human reading in order to select subjects that required
GeneXpert testing. One of the reasons for this choice was the unavailability of
a human reader at the moment of the study; such practical or logistic issues are
common in the countries with the highest rates of TB. In these settings, we expect
that CAD could contribute quickly to the diagnostic process.
Chapter 7 describes the evaluation of the CAD system in a setting, where the
basic idea is to triage (filter out) cases that require human CXR reading. For such
a first screening test it is important that a high level of sensitivity is achieved.
Because screening programs are concerned with many more healthy subjects than
ill subjects, the achieved specificity will largely determine how much cases could
be excluded from human reading. Although the established opinion on screening
tests is that they should have high sensitivity, this requirement can be lessened
if screening is repeated after a certain amount of time267. Although for TB it is
*Unpublished results. The study was executed by the ZAMBART organization, which is one
of the research partners in the CAD4TB project.
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Figure 7.5: Referral of cases to human reader in a first reader (CAD)/second
reader(human) paradigm based on threshold on TB score. The cases in the shaded
part of the curve are referred (a) Referral of abnormal (most suspicious) cases. (b)
Referral of uncertain cases. Cases with high certainty of being abnormal (leftmost
part of the curve) and being normal (rightmost part of the curve) are not referred.
Example from Chapter 7.
important that cases are detected early, to prevent infection of other people, a
repeat screening strategy might be the best option when confirmatory diagnostic
tests, such as sputum culture or GeneXpert, cannot be supplied to everyone.
How could automated scoring be integrated in the reading process? There are dif-
ferent options for applying the output of the automated system. For example, the
automated TB score or visual indications of the location of abnormalities could
be displayed to aid human readers. To improve screening efficiency a first read-
er/second reader paradigm is more appropriate; CAD as the first reader operates
autonomously, the human reader is only called in for help when the software is
uncertain about its decision. This strategy requires the determination of a thresh-
old on the automated system’s TB score and a decision on which images (abnor-
mal, or only uncertain ones) to ”refer” to the human reader. The automated TB
score indicates the likelihood that the given image contains TB related abnormal-
ities. Very high and low scores indicate that the system is certain about the label
of being abnormal and normal, respectively. By defining performance targets –
based on the expected number of normal and abnormal cases, but also on avail-
able human, material, or financial resources – a threshold on the TB score can
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be determined to select cases that do not require human reading. In chapter 7,
on triaging active TB cases, the decision was made to refer only abnormal cases
for human reading (Fig 7.5(a)). Through the ROC curve, the required sensitivity
determines the specificity and how many normal cases can be excluded from hu-
man reading. If the sensitivity is set below 100% (95% in the example) it leads to
missing a small fraction of difficult cases. On the other hand, if it is demonstrated
that CAD can identify a selection of TB cases with a high degree of certainty, then
also these could be exempt from human reading (Fig 7.5(b)). This latter strategy
is mainly of interest when the number of abnormal cases is relatively high.
Which types of abnormalities should receive more attention? Analysis of the re-
sults showed that two categories of abnormal images were difficult to classify cor-
rectly: images containing abnormalities that are not specifically addressed in the
automated system and images containing subtle abnormalities. The first group
contains abnormalities such as lymphadenopathy, pleural effusions, blunting of
the costophrenic recess (CPR) and small focal lesions. The problem of detecting
blunting of the CPR has been addressed before243,268, and such a method could be
added in the combined CAD system. To our knowledge no previous method has
specifically addressed the detection of lymphadenopathy. It is difficult to collect
a good reference dataset though, because human readers often disagree about
the presence of lymphadenopathy in chest radiographs246,264. In such a situation
it would be helpful to have CT images accompany the chest radiograph so that
a reliable reference can be created, such as has been done by Arzhaeva et al.147.
Unfortunately, CT images are not routinely acquired in TB screening or diagno-
sis in countries with the highest incidence and collecting a large dataset will be
difficult. Small focal lesions (nodules) could be detected with a modified CAD
system for larger nodules97. There also have been a number of previous stud-
ies concerned specifically with the automatic detection of pneumoconiosis269,270.
Although this is a different disease, it also presents as multiple small nodules in
chest radiographs.
The latter group of difficult abnormalities consists of subtle variations of any
of the types of abnormalities. Besides the earlier discussed suppression of nor-
mal anatomy, improvements are expected by providing a larger number of exam-
ples in the training sets. Increasing the size of the training data will not always
work though271 and might result in prohibitively long computation times. Also,
all this training data should then be manually annotated. These kinds of prob-
lems are addressed by the concept of active learning272; instead of indiscriminately
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adding all available examples to the training set, only those who are interesting
are added. The interestingness of an example is usually determined according to
its position respective to the decision boundary; examples that are very close are
difficult and likely interesting. With such a strategy, a large image database like
the CAD4TB database*, could be quickly mined for interesting examples, without
human readers having to examine or annotate them all.
What other information could be used to improve the CAD system? Compared to
the radiologist, or other human reader, the current CAD system is at a disadvan-
tage in a clinical situation, because it has no information about the person’s age,
sex, medical history, and current symptoms. We expect that adding these types
of characteristics as features to the combined CAD system described in chapter 6
will further improve its performance. Not all these characteristics are available in
every setting or they are not collected in a structured way. Preferably, the CAD
system should then be able to deal with missing information when combining the
information from CXR and other sources. Several methods have been described
in literature that are concerned with classification in the presence of missing val-
ues273.
Which additional steps are required to use the CAD system in an operational setting?
The next step in the CAD4TB project is that of applying the CAD system in an
operational setting. Besides the integration in the screening and reading process,
as discussed in previous paragraphs, a number of image processing related issues
have to be addressed. One of the problems we encountered in extending the use
of the CAD system to new settings is that differences in scanner technology, ac-
quisition protocol, and custom post-processing lead to a different appearance of
the image, causing a reduction in classification performance of the automated sys-
tem. This is a well known general effect in supervised learning and its solutions
part of the field of transfer learning274. Besides trying to correct for this during the
learning (training) phase, images can be normalized before further processing to
reduce acquisition related differences275. This is one of the approaches currently
followed in the CAD4TB project276. The topic is slightly touched on in Chapter 6,
where differences in the proportional area of the lungs in the CXR were removed.
A related issue concerns whether the image is suitable at all for classification by
the system. Examples where this is not the case are children, failed acquisitions,
severe incorrect positioning of the patient, or lateral chest radiographs. To ad-
*More than 100,000 cases are available currently, although a small fraction with complete
diagnostic information.
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dress this issue, pathology detection must be preceded by a quality analysis step,
such as described in Niemeijer et al.117. We are currently developing such a sys-
tem for the CAD4TB project.
How reliable are the reference standards? A crucial part of any automated method
that claims to be of practical value is the comparison to a reference standard. It is
not always possible to create a reliable reference standard. As mentioned before,
the pixel labels that were used for texture analysis in this thesis are not fully re-
liable. Sputum culture, the recommended reference standard for TB and used in
Chapter 6 and Chapter 7, is also not perfectly reliable as a result of a limited sen-
sitivity242. Additionally, good laboratory facilities and procedures are required
to prevent cross-contamination of samples which can reduce specificity. These
conditions can not always be fulfilled in low resource and high-burden settings.
In practice sputum culture is not required to make a diagnosis. Diagnosis can be
based on clinical judgment weighing the available evidence6, or retrospectively
based on treatment response277. When the reference standard is unreliable, it is
helpful to compare the method to multiple reference standards or to determine
human performance with respect to the reference. This was done in Chapter 6 for
the evaluation of the complete CAD system and in Chapter 3 on clavicle segmen-
tation.
What is the influence of the particular datasets used for evaluation? Datasets used in
CAD evaluation, and TB detection specifically, do not only differ in size but also
in the characteristics of the subjects and images. Because of this results of differ-
ent researchers are difficult to compare and can result in wildly varying perfor-
mances using the same method. From a methodological point of view this issue
was addressed in Chapter 6 by combining several methods so that the robustness
of the system across data sets is improved. Ideally, a large number of datasets
collected from different populations are used to evaluate automated systems and
to get a fair estimate of their performance. Collecting data and the accompanying
reference standard can be a demanding task, which is often a considerable part
of the research itself. Therefore, researchers are inclined to guard their carefully
collected data, leading each research group often to use its own private data set.
Can data collection be improved? An organizational solution to the problem of
data collection is to encourage sharing data among research groups, so that the
effort of collecting data is divided among the groups. This requires the infrastruc-
ture to share data, and possibly also results and methods, but also an incentive for
the researches to participate. One incentive, a political one, is to force researchers
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to share data if that research is funded by public money*. In The Netherlands
there is a tendency to impose such a policy. Another, perhaps more noble, in-
centive is that sharing data and methods will further the field and generate new
possibilities for research. The Diagnostic Image Analysis Group, where this the-
sis was written, provides a platform for sharing†. The database in Chapter 3
was made publicly available‡ and there are plans to share a larger amount of the
CAD4TB database.
Can combination of systems be performed more intelligently? In the set-up pre-
sented in Chapter 6 systems are all computed at the same time and then combined
in parallel. With a large number of systems limited computational resources
might reduce the practical usability of the CAD system. An alternative is to use
serial combination, where systems are computed one at a time. The next system
is only computed when the previous system is uncertain about its output. An
example is the pixel classification scheme in van Ginneken et al.76, where pixels
are first classified by a low resolution system, and only pixels with uncertain la-
bels are reclassified by higher resolution system. In a serial set-up with systems
detecting different types of abnormalities the order of execution is important. A
good choice is to start with systems with low computational requirements, which
can detect the more abnormal cases, for example the shape abnormality detection
system in chapter 6. Systems that detect the most difficult types of abnormali-
ties, and typically have higher computational requirements, are only executed in
a minority of cases. Examples are the detection of lymphadenopathy or subtle
nodules. Alternatively the optimal order could be learned from the training data.
A practical CAD system will likely be a hybrid of serial and parallel combination.
What other tasks could be addressed with the automated system? The CAD system
described in this thesis was designed with the task of detecting active TB in mind.
With relatively few modifications it could be adapted to other types of tasks. An
important task, which was not addressed in this thesis, is to discriminate radi-
ological patterns corresponding to active TB cases, from patterns corresponding
to other diseases. A first challenge would be to discriminate active TB from old
(healed) TB in the chest radiograph. Radiological differences have been described
between these two situations8 and it might be possible to encode these differ-
ences as image features in the combination framework presented in Chapter 6.
*The research in this thesis was supported by a mix of public and private funding
†http://comicframework.org/
‡http://crass.comicframework.org/
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In a similar way other diseases such as pneumonia and pneumoconiosis could
be detected by retraining the combination rule specifically for these diseases. A
general CAD system for chest radiographs would be aimed at discriminating be-
tween all kinds of different diseases. Such a system might contribute to determine
the cause behind sputum culture negative, but radiologically positive cases. The
conflicting information in these cases complicate the clinical decision process and
led to reduced performance of both humans and the automated system in Chap-
ter 6.
In this thesis the system is evaluated based on a single TB score, although
different aspects of the radiograph are evaluated. One way in which these dif-
ferent aspects could be used is by summarizing them in a structured report that
can aid human reading. Structured reading of the chest radiograph by humans is
currently already done in the form of scoring systems18,46,264,278. Future research
could aim at filling scoring systems automatically, and provide insight into how
human and automatic reading compare. The summary of the different aspects
could also be used to measure similarity between cases and retrieve similar look-
ing cases in a CBIR approach. Such approaches are interesting in teaching appli-
cations, where users examining a CXR are provided with visually similar radio-
graphs, of which diagnostic and other available clinical information is known.
Epilogue
From an outsider’s perspective it might seem strange that developing a CAD
system which works properly in most cases appears to be so difficult. Espe-
cially when recent successes in machine learning are considered, such as the
victory over human contestants in the Jeopardy game by IBM’s Watson and the
autonomously driving car by Google. One reason for these projects being so suc-
cessful is that they are backed by large companies which have the possibility to
invest large amounts of financial resources. It could be that the problem of TB
detection in chest radiographs could quickly achieve human expert performance
once IBM, Google, or Microsoft take interest. The chance that they will be doing
so is small though, because return on investment is limited or absent in the re-
source scarce settings in which TB is most problematic. Of course winning the
Jeopardy game is not directly profitable for IBM either, but it is a showcase of
their algorithms and computational facilities. The question is whether automatic
TB detection is an attractive showcase.
One could also argue that the reading, automatic or human, of chest radio-
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graphs is a very difficult task, which will not be quickly solved without advances
in machine learning and pattern recognition. One such development is deep learn-
ing279, which only recently attracted more attention because of its high computa-
tional requirements. Deep learning involves the extraction of high-level concepts
from a large set of unlabeled data, and as such is a unsupervised learning strategy.
Google recently demonstrated deep learning technology in which representations
of high-level concepts, such as cats and humans, were automatically learned from
a set of 10 million images extracted from YouTube videos using 16,000 comput-
ers crunching for three days280. The reason that such an approach might not
be directly applicable to TB detection is not that its computational requirements
are very high now; as long as Moore’s law holds, which describes exponential
increases in computation power for the same price, this same task could be per-
formed by one computer in one day in 2040, and much earlier at other research
labs around the world.
The reason that automatic TB detection, at the same level as a human expert,
might not be quickly solved is a fundamental shortcoming in the field of artificial
intelligence. This shortcoming is illustrated by the following approach to errors
made by a supervised system, which is common to many researchers. As soon
as the researcher finds, or thinks he has found, a pattern in the errors, he will
modify his current method to incorporate more information; in this thesis often
in the form of adding more systems. These modifications typically lead to new
types of errors, although they might improve the overall performance of the sys-
tem a little bit. This process of adding more and more information continues,
but the CAD system still makes stupid errors; stupid in the sense that a human
would never make such an error. This requirement to keep adding information is
known as the context problem in artificial intelligence, and extensively discussed
in a well-known critique of the field281. According to this critique the context
problem cannot be solved because of the way (finite) numerical representations
are required by computers. Another argument in the critique is that performing
a complex task, such as reading chest radiographs, requires an intimate knowl-
edge of the world in general, also known as common sense, and as a consequence
thereof requires the intelligent apparatus to posses a body.
I would not like to conclude this thesis with ramblings about philosophical
arguments concerning epistemology or how intelligence is defined, and I also
would not like to argue that CAD systems should be robots or androids who also
read poetry in order to understand chest radiographs. The message should be
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that progress will be made by technological innovations and increasing computer
power alike, but that before the system is as good as the best radiologist, it might
already have contributed a bit in the regions of the world where people still die
of TB every day.
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Hoofdstuk 2 beschrijft een methode voor het detecteren, segmenteren, en ver-
wijderen van vreemde (lichaamsoneigen) objecten in thoraxfoto’s. Vreemde ob-
jecten komen regelmatig voor in grote screeningsonderzoeken waar snelheid en
patie¨nttevredenheid belangrijk zijn en deelnemers niet de instructie krijgen hun
bovenkleding uit te doen. De eerste stap in de methode is een gesuperviseerde
classificatie van alle pixels in de categoriee¨n vreemd object of normaal long weef-
sel. Pixels geclassificeerd als vreemd object werden vervolgens gegroepeerd in
objecten en digitaal verwijderd uit het beeld zodat de normale verschijning van
het longweefsel in het beeld hersteld werd. Het verwijderen bestaat uit het ver-
vangen van elke pixel in een vreemd object door een vergelijkbare pixel uit de
omgeving, afkomstig uit normaal longweefsel. De effectiviteit van de methode
werd aangetoond in een experiment waarin textuuranalyse werd gebruikt om
TB te detecteren. Het aantal fout-positieve pixels in het TB waarschijnlijkheids-
beeld werd gereduceerd door het verwijderen van de vreemde objecten. In dit
hoofdstuk werden voornamelijk vreemde objecten van hoge densititeit (bijvoor-
beeld van metaal) verwerkt. De methode kan verder uitgebreid worden om ook
objecten met een lage densiteit te detecteren en te verwijderen.
Hoofdstuk 3 beschrijft een methode voor het segmenteren van de sleutelbeen-
deren in thoraxfoto’s. De sleutelbeenderen bevinden zich in de bovenste longvel-
den, hetzelfde gebied waar TB het meest voorkomt. De sleutelbeenderen vormen
samen met andere structuren een ingewikkeld patroon, die analyse door men-
sen en computers bemoeilijkt. Om de sleutelbeenderen te segmenteren in dit
complexe gebied is een methode ontwikkeld die een aantal eerder ontwikkelde
state-of-the-art methodes combineert. Als eerste werd een initie¨le segmentatie van
het sleutelbeen bepaald door middel van pixelclassificatie. Een vorm-gebaseerd
model werd vervolgens toegepast op de initie¨le segmentatie om een aannemelijke
vorm te selecteren. Vervolgens werden de randen en het mediale gedeelte van het
sleutelbeen gedecteerd door middel van gespecialiseerde pixelclassificatie. De in-
formatie van deze pixelclassificatie en van het vorm-gebaseerd model werden ge-
combineerd in een kostenfunctie. Een optimale en nauwkeurige bepaling van de
rand van het sleutelbeen werd gevonden door middel van dynamic programming.
De methode werd gee¨valueerd door deze te vergelijken met een menselijke refe-
rentiestandaard. De resultaten toonde een verbetering ten opzichte van eerdere
methodes en de nauwkeurigheid van een onafhankelijke menselijke lezer werd
benaderd. Dit hoofdstuk toonde aan dat een combinatie van een aantal bestaande
methodes gebruikt kan worden om de resultaten te verbeteren. De sleutelbeen-
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segmentatie is gebruikt in hoofdstukken 4 en 6 om het effect van het verwijderen
ervan en het gebruik als een context-eigenschap te bepalen.
Hoofdstuk 4 beschrijft een methode voor het onderdrukken van langwerpige
structuren, zoals ribben en sleutelbeenderen, in doorschijnende beelden, zoals
thoraxfoto’s. Als aan de voorwaarde van doorschijnendheid is voldaan, dan is
het mogelijk om projectiebeelden te ontbinden in hun overlappende componen-
ten. Het probleem werd geformuleerd binnen de theorie van blind source separa-
tion, waarin het doel is om bepaalde relevante sources te isoleren uit een meng-
sel van onbekende componenten. Langwerpige structuren werden gemodeleerd
als een reeks profielen die haaks staan op de middellijn van de structuur. Blind
source separation werd uitgevoerd door middel van een PCA model van de pro-
fielen, met de aanname dat de relevante bronnen overeenkomen met de princi-
pale componenten. Dit model werd vervolgens toegepast op de profielen om de
langwerpige structuur in het beeld te isoleren. De geı¨soleerde structuur werd
vervolgens uit het originele beeld verwijderd. De methode werd gee¨valueerd in
vier taken. In de eerste taak werden ribben verwijderd uit thoraxfoto’s, die gesi-
muleerd waren op basis van CT beelden. Het gebruik van gesimuleerde beelden
zorgde voor nauwkeurig referentiemateriaal. In de tweede taak werden sleutel-
beenderen onderdrukt in echte thoraxfoto’s en het effect daarvan op de zichtbaar-
heid van het sleutelbeen werd bepaald. In de derde taak werd het effect van sleu-
telbeenonderdrukking op de zichtbaarheid van gesimuleerde nodulen bepaald.
In de laatste taak werd het automatisch verwijderen van katheters in thoraxfoto’s
beoordeeld door een aantal lezers. De resultaten toonde een duidelijke vermin-
dering van de zichtbaarheid van de onderdrukte structuren. Deze methode kan
in vervolgonderzoek gebruikt worden om de prestaties van het CAD systeem te
verbeteren.
De longen vertonen een grote mate van symmetrie op de thoraxfoto. Afwijk-
ingen van normale symmetrie kunnen duiden op de aanwezigheid van abnor-
male structuren, zoals pathologie als gevolg van TB. In Hoofdstuk 5 hebben we
een methode ontwikkeld om symmetrie te meten: lokaal (op elk punt in het
beeld) en globaal (de totale hoeveelheid symmetrie in het beeld). Met behulp
van een symmetrie-as, die het beeld in een linker- en rechtervlak deelt, werden
corresponderende punten aan beide kanten bepaald. De correspondentie tussen
twee punten werd vastgesteld door voor elk punt een punt aan de andere kant te
vinden, die het meest gelijkend is in termen van een kostenfunctie. Deze functie
bestaat uit een combinatie van de lokale intensiteit en positie. De waarde van de
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kostenfunctie tussen twee corresponderende punten bepaalt de lokale asymme-
trie en het gemiddelde van alle lokale asymmetrie waarden bepaalt de globale
asymmetrie. De methode werd gee¨valueerd in drie experimenten. In het eerste
experiment werd de globale asymmetrie gebruikt om thoraxfoto’s als normaal of
abnormaal te classificeren. In het tweede en derde experiment werd lokale asym-
metrie gebruikt voor respectievelijk het verbeteren van de resultaten van lokale
textuuranalyse en het verhogen van het contrast van nodulen afkomstig uit een
publiek beschikbare database. De bijdrage van deze methode is tweeledig: (1) de
niet-gesuperviseerde globale asymmetrie kan gebruikt worden als een snelle en
robuuste methode om abnormale beelden te detecteren, (2) de lokale asymmetrie
kan gebruikt worden voor het verbeteren van lokale analyses, zoals textuurana-
lyse.
De verschijning van TB op thoraxfoto’s is divers en verschilt per populatie. Dit
vereist het kunnen detecteren van verschillende typen afwijkingen om consistent
goede prestaties te bereiken met een CAD systeem. In hoofdstuk 6 werden drie
verschillende CAD systemen gecombineerd die respectievelijk texturele, focale,
en vormafwijkingen detecteren. Elk systeem heeft als uitkomst een of meer sub-
scores, die verschillende aspecten van de thoraxfoto beschrijven. De subscores
werden gecombineerd in een vector van eigenschappen, die vervolgens gebruikt
werd om een beeld te classificeren als normaal of als verdacht voor TB. Het clas-
sificeren werd gesuperviseerd uitgevoerd, door middel van een classifier die ge-
traind werd met een database van gelabelde trainingsbeelden. De methode werd
gee¨valueerd op twee datasets, e´e´n afkomstig van een screeningprogramma voor
hoog-risico groepen in Londen, en e´e´n afkomstig van deelnemers uit Kaapstad,
die verdacht werden van TB. De relatieve frequentie van verschillende types ab-
normaliteiten verschilt in de twee datasets als gevolg van de verschillen in beide
populaties. De drie subsystemen, het gecombineerde systeem en een onafhanke-
lijke lezer werden vergeleken met twee referentiestandaarden: de e´e´n gebaseerd
op TB diagnose en de ander afkomstig van een ervaren radioloog. De resultaten
toonde aan dat het gecombineerde systeem betere prestaties heeft dan een enkel
subsysteem, die o´f texturele, o´f focale, o´f vormafwijkingen detecteert. Een der-
gelijk gecombineerd systeem, gebaseerd op een trainingsdatabase, kan gebruikt
worden om het CAD systeem eenvoudig aan te passen voor gebruik in verschil-
lende populaties of voor andere doeleinden.
Hoofdstuk 7 beschrijft een CAD systeem en de evaluatie in een grote database
van digitale thoraxfoto’s, die afkomstig waren uit een screeningprogramma voor
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hoog-risico groepen in Londen, Verenigd Koninkrijk. Bijna 40,000 thoraxfoto’s,
afkomstig van individuele deelnemers, verzameld in een periode van 5 jaar, wer-
den retrospectief geanalyseerd door het CAD systeem. De database bevatte 87
gevallen van actieve (besmettelijke) TB. Het CAD systeem bestond uit een com-
binatie van twee systemen: e´e´n voor focale afwijkingen en e´e´n voor texturele
afwijkingen. Het doel van de studie was om de mogelijkheid te onderzoeken
om CAD te gebruiken als triage systeem, dat wil zeggen: het selecteren van deel-
nemers die een vervolgtest behoeven. De resultaten toonden aan dat het CAD
systeem bijna de helft van de deelnemers van vervolgonderzoek kan uitsluiten.
In dit geval werd 95% van de actieve TB gevallen gedetecteert. De overgebleven
verdachte gevallen worden dan gelezen door een menselijke lezer of krijgen een
meer specifieke diagnostische TB test. Triage door middel van CAD kan de werk-
last in screeningprogramma’s beperken en daarmee hun effectiviteit vergroten.
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