Animals regulate their food intake in response to the available level of food. Recent observations of feeding dynamics in small animals showed feeding patterns of bursts and pauses, but their function is unknown. Here, we present a data-driven decisiontheoretical model of feeding in Caenorhabditis elegans. Our central assumption is that food intake serves a dual purpose: to gather information about the external food level and to ingest food when the conditions are good. The model recapitulates experimentally observed feeding patterns. It naturally implements trade-offs between speed versus accuracy and exploration versus exploitation in responding to a dynamic environment. We find that the model predicts three distinct regimes in responding to a dynamical environment, with a transition region where animals respond stochastically to periodic signals. This stochastic response accounts for previously unexplained experimental data.
Animals regulate their food intake in response to the available level of food. Recent observations of feeding dynamics in small animals showed feeding patterns of bursts and pauses, but their function is unknown. Here, we present a data-driven decisiontheoretical model of feeding in Caenorhabditis elegans. Our central assumption is that food intake serves a dual purpose: to gather information about the external food level and to ingest food when the conditions are good. The model recapitulates experimentally observed feeding patterns. It naturally implements trade-offs between speed versus accuracy and exploration versus exploitation in responding to a dynamic environment. We find that the model predicts three distinct regimes in responding to a dynamical environment, with a transition region where animals respond stochastically to periodic signals. This stochastic response accounts for previously unexplained experimental data.
decision theory | feeding behavior | sequential analysis R egulation of food intake is important for maintaining energy balance in animals. Failure can lead, for example, to reduced fitness, metabolic disorders, and cardiovascular diseases (1, 2). To successfully regulate their feeding, animals need to assess the expected availability of food in their environment.
Recent advances in automated longitudinal imaging of small animals make the acquisition of large-scale quantitative feeding data possible. Data from worms (3, 4) and flies (5) reveal complex dynamics that are responsive to the availability of food in the animal's environment. These data suggest that food uptake occurs in bouts of high-rate feeding, whose duration and frequency increase with the presence of food. Whether these dynamics serve a function is not known.
In this paper we hypothesize that the dynamics of feeding observed in small animals are intimately related to a decisionmaking process. Since feeding behaviors are costly in energy and can expose animals to toxins and pathogens, the decision to feed carries consequences and should be considered carefully by the animal. We posit that food uptake from the environment serves two purposes: to provide the animal with information about the food that is available in the environment and to take up nutrients. To explore the implications of this assertion, we develop, analyze, and experimentally test a quantitative model.
We focus on the regulation of feeding by the roundworm Caenorhabditis elegans, a free-living nematode that is found predominantly in fruit composts and feeds on bacteria. The feeding organ of the worm, the pharynx, is a simple neuromuscular pump. Each pump brings a small number of bacteria suspended in water into the pharyngeal lumen. The pharynx then expels the water, grinds the bacteria, and sends them into the intestine. Pumping is therefore a proxy for the behavioral dynamics of feeding. Supported by microfluidics technology, time traces of pumping in individual worms can be obtained over long periods of time using either optical (3, 4) or electrophysiological (6) methods.
Decision making is a process for committing to an action, based on an estimate of the current (and perhaps future) conditions. A hallmark of decision making is integration of evidence to estimate the likelihood of each condition and to gauge the cost and benefit of possible choices. In feeding, this evidence takes the form of ingesting small samples from the environment. The concentration and composition of each sample provides the animal with information to update its estimate of the availability and quality of food in the environment.
We formulate and analyze a model of feeding dynamics within the framework of sequential decision theory (also known as sequential analysis). The success of this theoretical framework in conceptualizing the process of evidence integration has been demonstrated in cells, insects, rodents, primates, and humans (7) (8) (9) (10) (11) (12) (13) (14) . Within this model, we find that worms balance several tradeoffs, including speed vs. accuracy and exploration vs. exploitation. We highlight predictions of these models and reinterpret existing data in this new light. Finally, we discuss in detail commonalities between the feeding decision process and neuronal mechanisms of decision making.
Results

C. elegans
Feeding Is a Bursty Stochastic Process. To measure feeding dynamics we confined worms to small chambers of a microfluidic device and provided them with bacteria at a fixed density. We tested ambient bacteria densities in the range of 5 × 10 7 − 5 × 10 9 bacteria/mL (OD600 = 0.05 − 5), corresponding to 0.1 − 10 bacteria per volume of the pharyngeal lumen (15, 16) . For each Significance Animals have evolved mechanisms for gathering information from the environment to make apt decisions. An important example is the regulation of feeding, where animals weigh nutritional value with the associated energetic costs. Many species feed in short bursts interspersed with pauses, yet the function and advantages of this strategy are unknown. We suggest that these bursts are used both to collect food and to gather information. Using quantifiable feeding behavior from Caenorhabditis elegans, we define a model that formalizes this decision process. The model shows that burst feeding is advantageous when information about the expected food is noisy. This conceptualization of feeding behavior suggests optimal feeding strategies in response to conflicting inputs and to fluctuating environments. ambient density we collected feeding times series from multiple worms by automatically tracking the motion of their grinder (3, 4) . Exemplary trajectories show bursts of consecutive pumps and pauses ( Fig. 1 A and B) . Based on these trajectories, we calculated the mean instantaneous pumping rate and the duty ratio (fraction of time spent in rapid pumping). We found that the overall pumping activity correlates with the concentration of available food and that pumping does not completely cease when no food was available ( Figs. 1 and 2 A and B) (3, (17) (18) (19) . In the absence of food, worms exhibit long pauses (Fig. 1C) , while at high food concentrations they pump at a characteristic rate of 4 − 5 Hz (Fig. 1E) , close to the highest physiologically possible rate (20) . An intermediate food concentration evokes a distribution of pumping rates that can be approximated by a linear combination of the high-and no-food distributions, Fig. 1 D and F .
At all food concentrations pharyngeal pumping showed bursts of rapid feeding interspersed with pauses. We define a burst of rapid pumping as a series of continuous pumps not more than 500 ms apart. The observed rise in pumping rate with increased food concentration resulted both from a broader distribution of bursts and a narrower distribution of pauses ( Fig. 2  C and D) . The mean burst duration positively correlated with the mean pumping rate in individual animals (Table S1 and Fig. S1 ). Together, our data suggest that pharyngeal pumping can be described in terms of two states-rapid pumping and pausesand the dynamics of switching between them.
A Decision Theory-Based Model for Adaptive Feeding. The bursty feeding behavior described above appears in several small animals, raising the question of whether regulation of food intake through bursts and pauses is an advantageous strategy. To investigate this question, we frame feeding behavior as a decision process: An animal has to integrate (potentially noisy) information from the environment to decide whether the benefits of feeding exceed the costs.
A model of pharyngeal pumping should reflect the stochastic switching between bursts and pauses observed experimentally. Our data suggest that the durations of bursts and pauses are not distributed exponentially ( Fig. 2 C and D) , excluding a two-state Markov process with concentration-dependent rates, arguably the simplest possibility. Thus, we instead formulate a three-state decision theory model where animals adjust the transition rates to environmental conditions in a memory-dependent process.
In our model, feeding dynamics cycle through three states: sampling, committed, and resetting. During the sampling state, the animal samples the environment by pumping, until it collects enough information to make a decision whether to commit to pumping or pausing. Based on this decision, it enters a committed state for a finite period. It then resets its estimate of the environment and the cycle restarts. Sampling. In the sampling state, the worm is gathering information about the environment. With each pump, an animal ingests a small number of bacteria from the surrounding population. At low densities, the number of bacteria per pump (bpp) is modeled as a random variable that obeys a Poisson distribution with a mean proportional to the ambient food concentration. We denote the energy required for the pharyngeal motion associated with a pump by T , where is the nutritional value of a single bacterium (i.e., the energy gained from digesting it). The value of T sets a threshold: A single pump only proves beneficial if the total energy gain resulting from the ingested bacteria exceeds T . To decide whether to commit to pumping or to pausing, the worm needs to decide whether the ambient food concentration µ (measured in units of number of bacteria per volume of a single pump) is respectively higher or lower than T . We model the sampling state as a sequential decision process. In this framework, decision making starts with a prior P0(x ), which summarizes the innate belief of the animal that the ambient food density is x . This prior is set by evolution and refined through epigenetics, learning, and memory, all occurring on timescales much longer than the process considered here (see Discussion). The animal then samples the environment and uses the evidence it collects to update this belief, which after t samples takes the form P(x ; t). Most important in this formulation is the decision variable (DV), which summarizes the current belief of the animal with a single number used to make the decision. Typically, if the DV is larger than some threshold the animal concludes that the condition belongs to one set, which justifies one action. If the DV is smaller than another threshold the animal concludes a different condition and takes a different action. Otherwise, if the DV takes some intermediate value the animal makes no decision and goes on to collect further evidence.
In our model, the evidence collected in each sample is the number of ingested bacteria. The probability for a sample of size xt follows a Poisson distribution P (xt |µ) with a parameter µ, the true ambient bacteria density. It is convenient to assume that the prior distribution P (x ; t) of the ambient food concentration x takes the form of a Gamma distribution, which is the conjugate before the Poisson distribution:
where Γ(a) is the Gamma function and at and bt are the shape and scale parameters of the Gamma distribution. The time dependence of this probability can therefore be tracked through the time evolution of at and bt . We assume that the worm updates the probability distribution using a Bayesian rule, where P(x ; t) serves as the prior for P(x ; t +1) and the number of bacteria ingested in a single pump, xt , is the evidence. The decision dynamics is therefore
Thus, after each pump the posterior remains a Gamma distribution, with new shape and scale parameters at+1 = at + xt and bt+1 = bt bt + 1 .
[3]
From P (x ; t) we can define the DV as
Sampling continues until either DV > 1 − pH or DV < pL, where the thresholds pH and pL set the level of confidence with which the alternative hypothesis is rejected (Fig. 3A, dashed  black lines ). An exemplary time evolution of the DV and P (x ; t) is illustrated in Fig. 3 A and B . The initial prior is set such that neither threshold criterion is fulfilled. For simplicity, we take pH = pL ≡ p. We note that for Poisson-distributed samples this procedure is equivalent to a uniformly most powerful statistical test (21). Committed. In the committed phase the worm takes the action implied by the hypothesis of choice for a finite duration. The duration of the commitment is drawn from an exponential distribution with mean τ b if the action of choice is to pump and τp if it is to pause.
Resetting. In the wild, an animal should expect the environment to be dynamic. To enable adaptation to changes in the environment the animal needs to keep reevaluating its decision once the commitment step is concluded. In our model, we do this by resetting P (x ; t) to the initial prior by assigning at = a0 and bt = b0. All information gathered from previous samples is thus erased and our model does not include long-term memory or learning (see Discussion).
It should be noted that in our model at any given time a worm may be sampling, committed to pumping, or pausing. However, when observing the time trace of pumping one can only discern pumping from pausing. Thus, the duration of a burst of pumping observed experimentally may be composed of two parts that cannot be distinguished: sampling and commitment. The burst duration distribution is therefore directly affected by the distribution of sampling periods. Simulating the model. The pumping time series has an inherent physiological timescale set by the maximal speed of the pump. Therefore, the procedure described above can be naturally simulated in a discrete-time framework (Materials and Methods). For a maximum rate of 6 Hz, each time step of the model corresponds to 167 ms of real time. We define the optimal energy gain as the result of a hypothetical perfect series of decisions made by a worm fully aware of the ambient food concentration. In each simulation we evaluated the performance of the simulated worm by comparing to this optimum.
The Required Confidence Level Affects Performance When Resources
Are Scarce. The threshold p used to make a decision determines the number of required experimental observations (pumps). A stringent decision process defined by a small value of p requires prolonged sampling before committing and reduces the number of wrong decisions. Conversely, larger values of p shorten the sampling process, which can prevent excess pumping at low densities but increases the chances of erroneous decisions. To quantitatively address this trade-off between the accuracy and speed of decision making we simulated our model with several values of p, using the default parameter values in Table S2 and a range of constant food concentrations (0 to 30 bacteria per liquid volume of a single pump). When the concentration of available food was similar to the threshold T , the time spent in the sampling state was longest. In all feeding environments the model switched from mostly pausing to mostly rapid pumping when the concentration of food exceeded the cost (Fig.  4A ). For stringent (small) values of p the pumping rate was maximized near the threshold (Fig. 4B) , where the worm spent considerable time on sampling (Fig. 4C) . At higher or lower food concentrations the time spent on sampling was suppressed. Indeed, the pumping rate approaches 1 at µ = T as p becomes smaller. We note that in previous experiments no such maximum was observed, suggesting that C. elegans may follow a lessstringent rule (3, 4) .
We termed the decisions to pump (pause) "correct" when the resulting food intake satisfied xt > T (xt < T ). We then defined the performance of the model as the average fraction of correct decisions. The decision model outperformed a random model (with a 50% chance of pumping at each time step) at all food levels (Fig. 4D) . High confidence levels (p) reduced performance at low food levels, µ < T , but did not affect it when food availability was higher, µ ≥ T . The coincidence of sampling and feeding produces asymmetric effects on performance because prolonged sampling is wasteful in harsh environments but inconsequential in plentiful ones.
Resetting Is Important in Fluctuating Environments. Feeding landscapes can be dynamic and spatially heterogeneous (22) (23) (24) . The concatenation of decision processes naturally takes into account the fact that the environment may change. Therefore, we asked how the structure of our model affects responses to changes in food availability. Since many of our parameters merely set a timescale, we focused on the role of resetting. We compared the full model with a reduced version, where the prior parameters a and b were not reset to their initial values after the commitment step. The two models were simulated in the presence of a step increase in available food, from below-to abovethreshold levels. Two differences are apparent. At the low food concentration, the nonresetting model developed a high accuracy. Consequently, sampling was minimized and wasteful pumping was reduced. However, when food became plentiful, the nonresetting model lagged in responding to the change: the high confidence in what became a wrongfully bleak estimate resulted in a drawn-out sampling process and slow detection of the change. After the step increase in food availability the suppression of pumping was unproductive and inferior to the full model (Fig. 5 A and B) . The duration of the lag was not sensitive to changes in the confidence level required for decision, p, suggesting that the latter is more important when external dynamics are slow (Fig. 5 C and D) . These results (and similar results for an abrupt food decrease, see Fig. S2 ) show that the resetting step serves to confer flexibility and assist the adaptation response to an abrupt environmental change. In spatially heterogeneous or temporally dynamic environments resetting would positively affect the net energy balance and thus the overall fitness.
Food Oscillations Evoke Stochastic Switching. To gain insight into feeding behavior in a fluctuating environment we considered oscillating food levels. If the period of these oscillations is very slow, one may expect that the feeding dynamics of animals would track these oscillations well, which is the optimal solution in terms of net energy gain. In contrast, the response to fast oscillations can take different forms, from time-invariant response to the time-average of the food concentration to oscillatory or chaotic response.
We simulated our model with environments where the concentration of food oscillated between T − ∆T and T + ∆T , with T = 15 and ∆T = 2, 5, or 15 bacteria. respect to the timescales of bursts and pauses, τ b and τp, resulted in partial or no tracking of the periodic stimulus (Fig. 6A) . In particular, the combination of a short period and small amplitude yielded continuous pumping (yellow stripe at periods shorter than ∼ 3 × τ b in Fig. 6C ). This likely reflects the inability of the worm to complete the sampling process and commit to a decision. Very slow oscillations were perfectly tracked, as expected. When the amplitude was not too low, the model achieved 80% of perfect performance (Fig. 6B ). Given resetting, this was optimal: the cost of starting to sample from the prior accounted for the missing 20%. This indicates that a soft reset that partially retains the gathered information could improve performance.
The reduced performance at lower amplitudes can be attributed to the fact that the decision problem in this case is harder and requires more sampling.
In contrast, at intermediate periods substantially slower than τ b and τp we observed stochastic switching between tracking and nontracking. In Fig. 6C , good tracking of the oscillatory stimulus manifests as a clear distinction between the light and the dark parts of the heat maps. The transition between stochastic switching and good tracking occurs near a period of ∼ 7τ b .
These model predictions are strongly supported by our recent experimental measurement of pumping dynamics in oscillating environments (4) . These results show that C. elegans do not track oscillations of food concentration perfectly, even when these oscillations are slower than the typical duration of a burst. Rather, they switch between tracking and nontracking modes on a timescale of ∼100 s, in strong agreement with the dynamics predicted by the model.
Discussion
In this paper we propose that bursty feeding dynamics stem from the need to acquire both energy and information. For C. elegans we assume that the mechanical act of pumping bacteria into the pharyngeal lumen is economical only when the number of bacteria captured exceeds a threshold, which depends on their nutritional content. However, instead of pumping strictly when expecting the reward to exceed the threshold, we propose that worms also pump when the outcome is uncertain. Gaining information by pumping necessitates the ability to sense and estimate the nutritional value of a single volume of the pharyngeal lumen. Yet our model is indifferent to the mechanisms used for this estimate, which may depend on mechanical and chemical cues.
Decision making has long been described as a statistical inference problem in which animals collect information about the environment until a decision can be reached (25) . Our model sequentially repeats a generic decision cycle, in which a sampling period is followed by a finite commitment to either feed or pause. We formulate and analyze our model in the framework of sequential analysis. This framework is particularly useful when the starting point of the decision process is welldefined, the statistics of the incoming information are stable, and the timescale over which information accrues can be identified. These conditions are not guaranteed to be satisfied in neural circuits which routinely exhibit adaptation, nonlinear responses, and refractory periods. However, they are satisfied by the time series of pumping events: The size of each sample is dictated by the properties of the pharynx and its timing is directly observable (3, 4, 6) . We can thus identify the starting point of each decision cycle unambiguously as the end of a long pause or of a burst of fast pumping.
The decision process described here involves trade-offs. First, the accuracy of the decisions is determined by the stopping criterion p and measured as the frequency of correct decisions. Increasing it requires longer sampling. This is known as the speed-accuracy trade-off (26, 27) . The sampling procedure considered in our model, which can be viewed as a biased diffusion of the DV between two absorbing boundaries, strikes an optimal balance between speed and accuracy (28) . Second, the duration of the commitment period (set by τ b and τp) manifests as an explore-exploit trade-off (14, 27, (29) (30) (31) . While an animal aims to maximize (in the short term) the benefit from the knowledge obtained from recent measurements, exploitation makes it hard to respond to a change in the environment. Despite its simplicity, this model provides mechanisms for tuning these characteristic trade-offs.
Resetting the prior at the end of each cycle allows flexibility in responding to abrupt dynamical changes or to patchy environments. Alternative strategies for coping with heterogeneous environment have been proposed, for example, in bacteria and worms (32) (33) (34) (35) . It is expected that the significance of resetting is diminished if changes to the environment are slow or smooth. In our model, we assume that after resetting the worm returns to a constant prior. This prior can be encoded genetically and epigenetically and therefore can change on evolutionary or generational time scales. Moreover, it is known that food preference and feeding are learned behaviors that can be modulated by life history (19, 36) . Correspondingly, the parameters a0 and b0 which characterize the prior may be changing on time scales that extend multiple rounds of decision. Our model can therefore be incorporated into a multiscale model which includes the effect of learning and evolutionary adaptation.
We have assumed that pumping in the sampling state occurs at the same rate as pumping during bursts (5 Hz), which is only limited by pharyngeal physiology. Physiological limits on the speed of sampling are known to be important for determining animal sampling strategies (25, 37) . However, additional factors may contribute to the choice of sampling rate. For example, the size of individual samples is correlated with the amount of information they provide. Animals with a larger pharynx could reduce their sampling frequency. Moreover, a high sampling frequency may produce highly correlated consecutive samples. This would reduce the information gained per pump. Indeed, we have observed that in many cases worms pump more irregularly and somewhat slower before initiating bursts of continuous rapid pumping (3, 4) .
Finally, the framework we develop here provides a starting point for investigating more elaborate and realistic scenarios, theoretically and experimentally. In particular, it is interesting to understand how the mechanisms described here extend to heterogeneous environments, and how they are adapted to longterm environmental changes. Microfluidic approaches are particularly suitable for addressing such questions experimentally (38) , and the framework of sequential analysis is well-suited to develop them theoretically (39) (40) (41) .
Materials and Methods
Pumping Experiments. C. elegans adults were loaded into the WormSpa microfluidic device. An overnight culture of Escherichia coli OP50 was spun down and resuspended in NGM buffer. The culture was concentrationadjusted to a given optical density (OD 600 ) and flown through the microfluidic device at 5 µL/min. After an hour of acclimation in the device, the animals were imaged for 30 min at a magnification of 4× and 62.5 frames per second. Pumping events were identified using a custom Python script which aligned and subtracted consecutive images and calculated the entropy of the difference image. A pumping event results in a characteristic spike in this entropy (4) . The data in Figs. 1 and 2 A and B are reproduced from ref. 4 .
Simulations. The simulations were implemented in Python 2.7. At the start, the prior is initialized with the values given in Table S2 (unless otherwise indicated). To get a time series of the feeding decisions, we use a discrete time approach. At each time step t, we draw a food value xt from a Poisson distribution with mean µ. The change of the DV is then calculated using the update rules given in ref. 4 . At each time step we assess whether a decision can be made or sampling continues by using the built-in numerical integration of the Gamma function to obtain the value of p H or p L . If a decision is made, we draw a commitment time from an exponential distribution of mean τ b or τp, depending on the decision. When the commitment is finished, we reset the DV and restart the process.
