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Abstract
This thesis addresses the employment of Artificial Neural Network-based processes
for computing dispersion relations and photonic bandgaps of photonic crystals. The
proposal aims to provide an alternative computing model able to fastly calculate these
optical properties regarding conventional electromagnetic simulations. The model is based
on Multilayer Perceptron and Extreme Learning Machine Artificial Neural Networks, which
are designed to process the geometric and material data of photonic crystals in order
to predict such optical properties. A simple neural-network architecture is proposed for
allowing fast training processes. The model is tested on a variety of bi- and tri-dimensional
photonic crystals with different lattices, geometries, and materials, and its predicting
capability and computing performance are evaluated in regard to a well-established
electromagnetic simulator in photonic community.
Resumo
Esta tese aborda o emprego de processos baseados em redes neurais artificiais para
computação de relações de dispersão e banda fotônica proibida de cristais fotônicos. A pro-
posta objetiva prover um modelo de computação alternativo capaz de calcular rapidamente
estas propriedades ópticas em relação às simulações eletromagnéticas convencionais. O
modelo é baseado nas redes neurais artificiais Perceptron de Múltiplas Camadas e Máquinas
de Aprendizado Extremo, que são projetadas para processarem dados geométricos e de
materiais de cristais fotônicos e assim predizerem estas propriedades ópticas. Uma arquite-
tura simples de rede neural é proposta para permitir processos rápidos de treinamento.
O modelo é testado em uma variedade de cristais fotônicos bi- and tri-dimensionais com
arranjos, geometrias, e materiais diferentes, e sua capacidade de predição e desempenho de
computação são avaliados em relação a um simulador eletromagnético bem estabelecido
na comunidade de fotônica.
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Chapter 1
Introduction
1.1 Overview
The field of photonic crystals emerged in the late 1980s, largely stimulated by
the initial works of Eli Yablonovitch [1] and Sajeev John [2]. Although the problems that
initially motivated both scientists were inherently distinct − Yablonovitch investigated the
suppression of spontaneous emission of excited atoms, while John studied a new mechanism
for strong Anderson localization of photons [3] − they both realized that a solution to their
problems could be a suitably-designed, tri-dimensional (3D) periodic dielectric structure
capable of opening up a full electromagnetic bandgap (a spectral range where an incident
wave can be blocked in all propagating directions, for both polarizations) in the photon
dispersion relation. Afterward, such structure was coined photonic crystal (PhC) and the
underlying phenomenon, photonic band gap (PBG).
The findings of Yablonovitch and John have led to further implications well beyond
the original motivations, primarily due to the possibility of employing PBG concepts for light
guiding at wavelength scale. A growing number of scientific results, including advances in
one- and bi-dimensional (2D) PhCs, have eventually enabled the development of pioneering
photonics technologies, such as optical waveguides, PhC fibers, lasers, optical filters, and
photonic couplers [4,5], among others, with applications ranging from data computing and
communication [6] to medicine [7]. Future perspectives of the field indicate PhCs are poised
to play a key role in the development of applications in optical interconnects, quantum
computing, and photovoltaics [8].
An important aspect to observe regarding the development of the field is the
impact of electromagnetic numerical simulations. Engineering PBG-based PhCs is a complex
problem due to an infinite combination of parameters involved in PhC design, such as
number and type of materials, crystal lattice, and geometry [9,10]. For this reason, PhC
design is generally driven by inverse design [11–13] and optimization techniques [14–17]
which, in turn, rely upon electromagnetic solvers based on numerical methods such as
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finite elements [18–20], finite differences [21, 22], and block-iterative frequency domain
methods [23], for calculating optical properties of PhCs under analyses.
Nevertheless, such numerical simulations are generally computationally-intensive
and time-consuming, primarily during structure optimization and inverse design. In
general, electromagnetic numerical methods demand more powerful computations as long
as the PhC dimension increases. Simulating a 3D photonic structure is particularly costly
and often requires more computational resources and runtime. Additionally, elaborate
PhC structures eventually require refined models which, in turn, increase the number
of unknown variables to be evaluated by the numerical methods [24], demanding more
computational efforts. Since inverse design and optimization processes often require
iterative evaluations of electromagnetic solvers, computational resources and computing
performance become a key issue in PhC design.
A major trend to overcome the bottleneck of run-time machine is the use of
parallel electromagnetic numerical solvers. The main thread in this domain is to develop
solutions which exploit the resources of parallel computing platforms. Current electromag-
netic solvers have been designed for shared-memory and, especially, distributed-memory
architectures for which collective message-passing communication of parallel machines
allows the development of scalable large-scale parallel applications [22, 23, 25]. Also, novel
parallel numerical methods and optimization processes have been proposed for large-scale
computations in photonics. The work of Lanteri et al. [26], which presents a variant of
a finite element method for nanophotonics, and Laporte et al. [27], which demonstrates
photonic-circuit optimization by Deep Learning, also show the recent tendency of employing
massively-parallel computing using clusters of Graphical Processing Units.
1.2 ANNs for computing PhC optical properties
Over the last years, different PhC applications have used artificial neural networks
(ANNs) approaches for reducing the run-time machine regarding PhC simulations [28].
Notably, such applications required solutions to regression problems, which have been
solved with supervised-learning, multilayer feed-forward ANN architectures. Mescia et
al. employed a multilayer perceptron (MLP) ANN for fast prediction of gain and noise
figures of PhC fiber amplifiers [29]; Ferreira et al. [30] modeled an MLP for quick coupling
efficiency calculations of photonic couplers; El-Mosalmy et al. [31] modeled radial basis
function (RBF) ANNs for optimization of passive polarization rotator based on slanted rib
waveguide and for design of ultra-flattened zero-dispersion PhC fiber; and Asano and Noda
optimized the Q factors of 2D PhCs by using Deep Learning [32].
Interestingly, a recent work of Liu and Yu [33] employed deep-backpropagation
and RBF ANNs to predict the first-three bands of one-dimensional (1D) Phononic Crystals
(the analog of PhCs for acoustic waves). They compared the designed ANN models with the
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Transfer Matrix Method and reinforced the ANNs’ capabilities for a substantial reduction
of the runtime. It reported that although RBF significantly consumed less training time
overall, MLP provided more accurate answers for higher-dimension input data.
Moreover, a study of Malheiros-Silveira and Hernández-Figueroa [34] showed that
a fast-training MLP model could fastly predict the fundamental mode of a conventional
PhC structure by processing its geometric parameters. Also, another fast-training MLP
model could rapidly estimate PBGs of the first order by processing combined geometric
and material parameters. The work also showed both MLP models outperformed a Plane
Wave Expansion Method in terms of computing performance and generally provided more
accurate answers regarding well-known interpolation techniques.
The work of Malheiros-Silveira and Hernández-Figueroa is, to the best of our
knowledge, the only scientific publication about the use of ANNs in the problem of computing
PhC dispersion relations and PBGs. Section 2.3 gives more details about of their work.
1.3 Aim of the thesis
The main object of this work is to provide a computationally-efficient, ANN-based
procedure for computing dispersion relations and PBGs of 2D and 3D PhC structures. For
doing so, the proposed ANN procedure must accomplish two main requirements: firstly,
accurate and fast dispersion relations and PBG computations on personal computers; and
secondly, fast-training ANN modeling.
To this end, this work performs a comprehensive study by designing multilayer
feedforward ANNs for processing PhC geometric and material data in order to build
dispersion relations of 2D and 3D PhCs with different lattice, material, and geometric
configurations. In effect, existing PBGs should be obtained from the ANN computed
dispersion relations.
The case studies take into account triangular- and square-lattice 2D PhCs [35], and
simple-cubic [36] and face-centered cubic (fcc) lattice 3D PhCs [37]. We generate datasets
with few variant samples from the case-study PhCs by changing their geometrical and
material values. Then, we obtain their dispersion relations with MIT Photonic Bands
(MPB), an electromagnetic solver that computes dispersion relations and electromagnetic
modes of periodic dielectric structures.
The proposal employs MLP and extreme learning machine (ELM) ANNs and focuses
on modeling simple and fast-training ANN architectures. We apply both ANNs to the same
case studies in order to assess their capabilities and allow a broader analysis of multilayer
feedforward ANNs on such a problem. Moreover, we compare the computing performance
of the designed ANN models with MPB in order to assess the feasibility of this proposal.
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1.4 Thesis organization
In Chapter 2, we present the basic concepts regarding PhCs, dispersion relations,
PBGs, and Irreducible Brillouin Zone (IBZ) (the region where the PhCs’ dispersion relations
were obtained). Also, we introduce MLP and ELM ANNs and describe the employed training
methods. Finally, the chapter reviews the correlated works available in the scientific
literature.
In Chapter 3, we present the ANN design for dispersion relation and PBG com-
putations of PhCs. The chapter introduces the case-study 2D and 3D PhCs, and describes
the creation of PhC sampling for generating datasets for ANN training, validation, and
testing. It also presents the proposed ANN design and describes the training, validation,
and test datasets. Finally, the chapter specifies the MLP and ELM training methodologies
and presents the training performances and obtained ANN architectures.
In Chapter 4, we demonstrate the predicting capability and computing perfor-
mance of the designed ANN models regarding test PhC samples. First, we present and
compare the MPB’s dispersion relations and PBGs computations with the trained ANNs on
tests. Also, we compare and analyze the MLP and ELM predicting performances for each
case study. Finally, we detail the MPB, MLP, and ELM computing performances on tests
and provide further discussions about the numerical results.
Chapter 5 concludes and presents future perspectives of this work.
1.5 Publications related to this thesis
The following publications compose a significant part of this thesis [38–41]:
Journal paper:
1. A. da Silva Ferreira, G. N. Malheiros-Silveira, H. E. Hernández-Figueroa, "Com-
puting Optical Properties of Photonic Crystals by Using Multilayer Perceptron and
Extreme Learning Machine," Journal of Lightwave Technology, vol. 36, no. 18, pp.
4066-4073, 2018.
Conference papers:
1. A. da Silva Ferreira, G. N. Malheiros-Silveira, and H. E. Hernández-Figueroa,
"Designing artificial neural networks for band structures computations in photonic
crystals," in Proc. SPIE 10912, Physics and Simulation of Optoelectronic Devices
XXVII, 2019, pp. 109121N, San Francisco, California, USA.
2. A. da Silva Ferreira, G. N. Malheiros-Silveira, and H. E. Hernandez-Figueroa,
"Estimating Band Diagrams of Photonic Crystals with Multilayer Feed-forward
Neural Network," in Latin America Optics and Photonics Conference, OSA Technical
Digest, Optical Society of America, 2018, paper W2A.3, Lima, Peru.
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3. A. da Silva Ferreira, G. N. Malheiros Silveira and H. E. Hernández Figueroa,
"Multilayer Perceptron Models for Band Diagram Prediction in bi-dimensional Pho-
tonic Crystals," in 2018 SBFoton International Optics and Photonics Conference
(SBFoton IOPC), 2018, pp. 1-5, Campinas, São Paulo, Brazil.
4. A. da Silva Ferreira, G. N. Malheiros-Silveira, and H. E. Hernandez-Figueroa,
"Photonic Crystals Band Diagrams Computation by Using Extreme Learning Ma-
chine," in Frontiers in Optics / Laser Science, OSA Technical Digest, Optical Society
of America, 2018, paper JW4A.94, Washington, D. C., USA.
1.6 Further publications produced during the PhD
We developed other works that resulted in the following publications [30, 42–45]:
Journal paper:
1. A. da Silva Ferreira, C. H. da Silva Santos, M. S. Gonçalves, H. E. H. Figueroa,
"Towards an integrated evolutionary strategy and artificial neural network computa-
tional tool for designing photonic coupler devices," Applied Soft Computing, vol. 65,
pp. 1-11, 2018.
Conference papers:
1. A. da Silva Ferreira, G. N. Malheiros-Silveira, and H. E. H. Figueroa, "Predicting
complete band-gaps of 2D photonic crystals by using artificial neural networks," in
2017 SBMO/IEEE MTT-S International Microwave and Optoelectronics Conference
(IMOC), 2017, pp. 1-5, Águas de Lindóia, São Paulo, Brazil.
2. A. da Silva Ferreira, H. E. H. Figueroa and G. N. M. Silveira, "Complete band-
gap prediction of 2D photonic crystals by using multilayer perceptron," in 2017
IEEE XXIV International Conference on Electronics, Electrical Engineering and
Computing (INTERCON), 2017, pp. 1-3, Cusco, Peru.
3. A. da Silva Ferreira and H. E. H. Figueroa, "Development of a computational
environment for MIT electromagnetic equation propagation simulator," in 2017
IEEE XXIV International Conference on Electronics, Electrical Engineering and
Computing (INTERCON), 2017, pp. 1-4, Cusco, Peru.
4. A. da Silva Ferreira, G. N. Malheiros-Silveira and H. E. Hernandez-Figueroa,
"Maximizing complete band gaps in two-dimensional photonic crystals by using arti-
ficial immune network," in 2015 SBMO/IEEE MTT-S International Microwave and
Optoelectronics Conference (IMOC), 2015, pp. 1-4, Porto de Galinhas, Pernambuco,
Brazil.
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Chapter 2
Basic concepts
This chapter presents a brief literature review by describing the most relevant
concepts for this thesis regarding PhCs, PBGs, MPB, MLP, and ELM. Firstly, we briefly
introduce PhCs and present the necessary mathematical background of dispersion relations,
IBZ, and PBGs. Next, we present the primary characteristics of MPB software. Then, we
introduce MLP and ELM in terms of architecture, followed by the mathematical descriptions
of MLP and ELM training methods (Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm
and Moore-Penrose generalized inverse, respectively). We end this chapter presenting the
correlated works available in the scientific literature to date.
2.1 Photonic crystals
PhCs are structured electromagnetic media composed of at least two-contrasting
dielectric materials periodically distributed in one, two, or three dimensions. Therefore,
such structures consist of a lattice of unit cells that contain different dielectric materials
which assume arbitrary geometric shapes. In 1D PhCs, the periodicity occurs along with
the first dimension, and the second and third ones are homogeneous. 2D PhCs present
periodicity along with the first and second dimensions and are homogeneous in the third.
3D PhCs are periodic along with the three dimensions [46].
As Maxwell’s equations are scale-invariant [47], a fundamental lengthscale a
defines the lattice’s unit of periodicity (or lattice constant a). Lattice’s unit cells exist in
several forms and depend on PhC periodicity. This work addressed 2D PhCs with square
and triangular unit cells and 3D PhCs with simple cubic and face-centered cubic (fcc)
ones [47]. Fig. 2.1 illustrates the cross-sectional and 3D perspective views of a conventional
square-lattice 2D PhC composed of dielectric cylinders with radius r. Also, Fig. 2.2 shows
examples of a triangular-lattice 2D PhC and simple- and fcc-lattice 3D PhCs.
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(a) (b)
Figure 2.1: (a) Cross-sectional view of a square-lattice 2D PhC composed of dielectric
cylinders (grey color) with radius r and embedded in air substrate (white color). The
dimensions of the square unit cells, arranged in a 3x3 array, are defined by the lattice
constant a. (b) The 2D PhC’s 3D perspective illustrating the homogeneity (no periodicity)
in the z direction.
(a) (b) (c)
Figure 2.2: (a) Examples of a triangular lattice 2D PhC with air rods, (b) a ffc-lattice
3D PhC with dielectric spheres, and (c) a simple-cubic lattice 3D PhC with hollow and
dielectric spheres connected by cylinders.
2.1.1 Dispersion relations
A dispersion relation (also called band structure or band diagram) characterizes
the effects of propagating-wave interactions within a medium. One fundamental way in
its analyze is eigenmode decomposition: the possible forms of electromagnetic propaga-
tion are expressed as a set of definite-frequency (time-harmonic) modes. The following
considerations briefly describes how dispersion relations and photonic band gaps can be
calculated from Maxwell equations as a linear eigenproblem.
Consider that a PhC is a mixed dielectric medium (compound of dielectric
materials that vary as a function of a Cartesian position vector r). Also, assume that
the medium is isotropic (fixed dielectric constant in all directions). Finally, suppose that
there are no currents or free charges and the electromagnetic wave is monochromatic, i.
e., H(r, t) = H(r)e−iωt (where ω is the angular frequency and t is the time variable) [48].
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The Maxwell equations can therefore be written in terms of only the magnetic field H:
∇×
 1
(r)∇×H(r)
 =
ω
c
2H(r) (2.1)
where  is the dielectric function (dielectric permittivity) and c is the speed of light in
vacuum.
Now, suppose that the dielectric function is periodic, i. e., (r) = (r+R) for
some primitive lattice vectors R (more details about R are given in section 2.1.2). In
this case, Bloch’s theorem [49] for periodic eigenproblems can be applied to produce the
time-harmonic Bloch-wave magnetic-fields:
H(r) = e−i(Kr−ωt)HK(r) (2.2)
where K is the Block wavevector and HK is a periodic field (entirely defined by its values
within the unit cell). Equation (2.1) then becomes the linear eigenproblem in the unit cell:
∇+ iK
× 1
(r)
∇+ iK
×HK(r) =
ω(K)
c
2HK(r), (2.3)
which can be rewritten to look like a usual eigenvalue problem:
ΘˆHK(r) = λKHK(r), (2.4)
where Θˆ is the positive semi-definite Hermitian (linear) operator. In equation (2.4), the
eigenvectors HK are the spatial patterns of the harmonic modes, and the eigenvalues
λK = (ω(K)/c)2 are proportional to the squared frequencies of those modes. Considering
the eigenvector-eigenvalue pairs of equation (2.4) are numbered in ascending order 0 <
λ1K 6 λ2K 6 ... 6 λ∞K (where the eigenvalues’ upper indexes are the discrete band numbers,
let’s say band number q), the solutions are a discrete sequence of frequencies ωq(K) forming
a continuous dispersion relation as a function of K. As the q value increases, so does
the frequency of the mode. These discrete bands (modes as a function of K) provide a
complete profile of all possible electromagnetic states of the system (although it is usually
required only the lowest few) [47].
2D PhCsmay present transverse electric (TE) or transverse magnetic (TM) polarized
dispersion relations. In TM, the magnetic field is in the xy plane, and the electric field
E = (0, 0,E) is perpendicular to z axis. In TE, the electric field is in the xy plane, and
the magnetic field H = (0, 0,H) is perpendicular to z axis.
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2.1.2 Irreducible Brillouin Zone
PhCs have discrete translational symmetry, i. e., they are invariant along the
direction of periodicity when translated by a distance that is multiple of some fixed
step length. The basic step length is the lattice constant a, and the basic step vector
is the primitive lattice vector a = ayˆ (for simplicity, let’s consider a 1D PhC that is
periodic in the yˆ direction). Due to this discrete symmetry, the dielectric function becomes
(r) = (r+R), where R = `a,∀ ` ∈ Z. This can be generalized to the dielectric that is
periodic in three dimensions: R = `1a1+`2a2+`3a3,∀`1, `2, `3 ∈ Z (primitive lattice vectors
a1 = axˆ, a2 = ayˆ, a3 = azˆ). In turn, the primitive lattice vectors produce corresponding
reciprocal lattice vectors (b1,b2,b3), so that ai · bj = 2piδij, where ai · bj = 2pi if i = j,
and ai · bj = 0 otherwise.
On the other hand, Bloch’s theorem shows that the Bloch state with wave vector
Ky and the Bloch state with wave vector Ky + η(2pi/a),∀ η ∈ Z, are identical, which
means that they are not different from a physical viewpoint [47]. Therefore, the mode
frequencies are also periodic in Ky: ω(Ky) = ω(Ky + η(2pi/a)). In fact, it is necessary to
have Ky only in the interval −pi/a < Ky 6 pi/a. This region of nonredundant values of
Ky is called (first) Brillouin Zone. A direct extent to a dielectric that is periodic in three
dimensions is that the modes of a 3D periodic system are Bloch states that can be labelled
by a Bloch wave vector K = K1b1 +K2b2 +K3b3, where K lies in the Brillouin Zone.
Additionally, PhCs might present rotational symmetry. Briefly stating, consider a
3x3 matrix operator R that rotates the wave vector K. It follows that ωq(RK) = ωq(K), i.
e., the frequency bands ωq(K) present redundancies within the Brillouin Zone. Similarly,
ωq(K) functions present rotation, mirror-reflection, or inversion symmetries whenever a
PhC possesses such corresponding symmetries. Therefore, it is not necessary to consider
ωq(K) at every k point (element of the K wavevector) in the Brillouin Zone but, instead,
only at the smallest region inside the Brillouin Zone where ωq(K) are not related by
symmetry. This region is named the Irreducible Brillouin Zone (IBZ) [47]. For the sake of
visualization, Fig. 2.3 illustrates the IBZs of square- and triangular-lattice PhCs.
(a) (b)
Figure 2.3: (a) Brillouin Zone of a square-lattice 2D PhC (square area) and its IBZ (light
blue area); and (b) Brillouin Zone of a triangular-lattice 2D PhC (hexagonal area) and its
IBZ (light blue area). Γ, X, M, Γ and Γ, M, K, Γ correspond to the IBZ’s corner points.
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2.1.3 Photonic band gaps
A PhC’s dispersion relations may present frequency ranges in which light cannot
propagate in certain directions. These frequency ranges are called PBGs (photonic band
gaps). Eventually, a PhC may fully block the light propagation along all directions,
regardless of its polarization. In this case, such crystal present a complete PGB. It is
important to highlight that many applications of 2D and 3D PhCs depend on the width
and location of PBGs.
Consider two consecutive bands, a lower band ωq(K) and an upper band ωq+1(K)
(band numbers q and q + 1, respectively). It turns out that a PBG appears whenever there
is a frequency range ∆ω between the band q’s highest frequency, max ωq(K), and the band
q + 1’s lowest frequency minωq+1(K). The PBG width ∆ω will be referred as absolute gap
along with the text.
A further characterization that does not depend on the scale of the crystal is the
fractional gap (gap-midgap ratio). Letting ω¯ be the central frequency of ∆ω, the fractional
gap corresponds to the normalization of the absolute gap by the central frequency: ∆ω/ω¯.
The gap-midgap ratio usually appears as a percentage value (e.g., "15% gap" refers to a
fractional gap of 0.15).
Fig. 2.4 shows an example of the dispersion relations and existing PBGs of a
square-lattice 2D PhC composed of air cylinders (dielectric constant  = 1.0) embedded in
a dielectric material background ( = 12.0). In this case, both TE and TM bands present
PBGs: there are gaps between the 1-2 and 3-4 TM bands, as well as between the 2-3 TE
bands. Interestingly, the gaps between the 3-4 TM bands and 2-3 TE bands partially
overlap, creating a complete PBG in the dispersion relations of this structure.
(a)
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Figure 2.4: (a) Square-lattice 2D PhC with air cylinders with radius=0.48a and (b) its
dispersion relations regarding the four-first TM and three-first TE bands. Γ, X, M, Γ
correspond to the IBZ’s corner points. The light-red regions represent the TM PBGs,
the light-blue region represents the TE PBG, and the small darker area represents the
overlapping between the 3-4 TM and 2-3 TE PBGs so that a complete PBG appears
between the second TE and fourth TM bands.
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2.1.4 MIT Photonic Bands
MIT Photonic Bands (MPB) is a free and open-source software that calculates
dispersion relations and electromagnetic modes of periodic dielectric structures using fully-
vectorial, Block-iterative frequency-domain methods [23]. MPB computes definite-frequency
eigenstates, or harmonic modes (electromagnetic waves that can propagate through the
PhC with a definite frequency), by solving the eigenvalue problem of equation (2.4) with
the additional constraint of ∇.H = 0, i. e., the magnetic field must be transverse. The
software implements the expansion of the periodic magnetic field H through a discrete
Fourier spectral basis as a sum of plane waves [47].
Although users can compile MPB for running on distributed-memory parallel
machines through message-passing interface (MPI) [50], this thesis does not address parallel
processing either in MPB or ANNs. We focused on studying the efficiency of the methods
through serial processing on personal computers.
MPB software provides an application programming interface for configuring
simulations via scripts in Python or Scheme programming languages. The necessary steps
for simulating the dispersion relations of a given PhC on MPB are the definition of the
geometry, materials, number of bands, and the lattice vectors of the corresponding PhC.
2.2 Artificial neural networks
ANNs are brain-inspired machines, designed to model the manner in which the
brain executes a specific function or task [51]. In analog to brain−made-up of neurons,
which are massively interconnected through the synapses−such machines are composed of
a collection of artificial neurons, highly interconnected via synaptic weights, which forms a
network structure capable of processing information on a massively parallel-distributed
way [52].
An important aspect of the brain is its ability for learning, whereby knowledge is
acquired, adapted or reinforced from experience and made available for further use. As
an information processing system [53], ANNs establish a relation between input-output
data, which is completely determined by the configuration of the whole set of synaptic
weights. The learning process of an ANN is therefore based on the modification of its
synaptic weights [51], so that it may build a suitable relation of input-output information.
2.2.1 Feed-forward multilayer ANNs
In this work, MLP and ELM ANNs are employed to build dispersion relations and
existing photonic band gaps of PhCs. These ANNs belong to the class of multilayer feed-
forward ANN, a type of architecture which presents universal approximation capability [54].
Such ANN type consists of an input layer (input signal), one or more hidden neuronal
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Figure 2.5: (a) Schematic of an ANN architecture composed of input, hidden, and output
layers−in this case, the ANN possesses two hidden layers−and (b) the perceptron model.
Each node (circle) corresponds to one perceptron, where [w1, w2, ..., wm] is the set of
weights corresponding to the inputs [x1, x2, ..., xm], b is the bias (with input +1), f(.) is
the activation function for the linear combination u, and y is the perceptron output. The
input signal propagates through the ANN in a forward direction, and the processed signal
leaves the network through the output layer.
layers, and one output neuronal layer. The input signal (input vector) propagates in a
forward direction through the network, that is, every neuron of a given layer receives the
signal built by all neurons of the precedent layer and sends its output to all neurons of
the following layer. The signal is processed by a perceptron, a neural model composed of
synaptic weights (one weight for each element of the respective input signal), a summing
junction and an activation function. Fig. 2.5 illustrates a general feed-forward ANN
structure with two hidden layers and the perceptron model.
An m-length input signal {xj}mj=1 is processed by a perceptron of a given layer
as
y = f
 m∑
j=1
wjxj + b
, (2.5)
where wj is the weight for the input signal element xj, b is the bias term, and f(.) is the
activation or transfer function, which can be non-linear, characterizing the perceptron−and
consequently MLP and ELM−as non-linear structures. By summing equation (2.5) of each
output layer’s perceptron, the network’s output signal is generated and can be compared
with a given target output for providing a performance measure for the current ANN
configuration.
2.2.2 ANN error signals and cost function
MLP and ELM training processes are based on the supervised learning paradigm,
which consists in inferring a function from a set of labeled training data. A training
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dataset
{
(si, di)
}M
i=1 is thus necessary, with M input-output pair samples, so that each
input pattern si has its target output or deserved response di. Both variables si and di
can be either scalar or vector quantities.
During the training, both ANNs process each si, producing an output yiq at the
qth output neuron (belonged to the output layer). The difference between diq and yiq
results in the generation of an error signal at the output of the qth output neuron. By
adding up the squared error signals of all output neurons, an error energy E(i) can be
obtained for the ith training input as
E(i) =
n∑
q=1
(diq − yiq)2, (2.6)
considering an ANN with n output neurons. By integrating the error energies for all
training inputs and normalizing it by M, a mean squared error (MSE) can be obtained as
a measure of performance for an ANN as
MSE = J(W ) = 1
M
M∑
i=1
E(i), (2.7)
where J is the cost function and W ∈ IRNw is the set of the ANN weights to be tuned (Nw
is the total number of the ANN’s weights). The learning process is therefore accomplished
by minimizing (2.7) through the adjustment to the weights W as
W ∗ = arg min
W∈IRNw
J(W ), (2.8)
in order to obtain a set of weights W ∗ ∈ IRNw that yields an ANN model whose outputs
are as close as possible to their respective deserved responses.
2.2.3 MLP training method
This work has employed the second order BFGS algorithm for MLP training
(particularly the implementation provided by the robust and efficient Python SciPy
library [55]). BFGS belongs to the class of quasi-Newton methods, which make use of the
second derivative of equation (2.7). In order to provide the basic aspects regarding the
BFGS algorithm, a brief introduction of Newton’s method is first presented as follows.
Consider the second-order Taylor expansion for the multivariate function J(W ):
J(Wt + ∆W ) ≈ J(Wt) +∇J(Wt)T∆W + 12∆W
T∇2J(Wt)∆W (2.9)
where ∇2J(.) is the Hessian matrix and ∇J(.) is the gradient vector. Given the point Wt,
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one wants to find ∆W as:
∂
∂∆W
J(Wt) +∇J(Wt)T∆W + 12∆W T∇2J(Wt)∆W
 = 0, (2.10)
∇J(Wt) +∇2J(Wt)∆W = 0, (2.11)
∆W = [∇2J(Wt)]−1∇J(Wt), (2.12)
so that the point Wt+1 = Wt + ∆W exactly minimizes equation (2.9). However, J(W )
is not necessarily a quadratic function and its quadratic minimization through equation
(2.9) may not lead to a solution Wt+1 such that J(Wt+i) < J(Wt). Still, one can use the
result as a step of an iterative process and include a scalar αt ∈ IR+ (step size) in order to
eventually avoid divergence or speed up the convergence towards the minimum point:
Wt+1 = Wt + αt[∇2J(Wt)]−1∇J(Wt). (2.13)
Newton’s method above cannot guarantee convergence since the Hessian’s sign in equation
(2.13) is unknown. Indeed, the Hessian matrix must be positive definite to guarantee that
the quadratic approximation has a minimum and the inverse existence.
As a quasi-Newton method, the BFGS algorithm iteratively approximates the
inverse Hessian Het such as
lim
t→∞Het = ∇
2J(W )−1, (2.14)
and constructs the inverse Hessian by using first order information along the iterative
training process. The current approximation Het is used at each iteration t to define the
next descent direction dt such as
dt = Het∇J(Wt)T . (2.15)
Suppose that the cost function J(W ) is twice-differentiable. Taking two points
Wt ∈ IRNw and Wt+1 ∈ IRNw, we define the gradients of iterations t and t+ 1 as
gt = ∆J(Wt)T , (2.16)
gt+1 = ∆J(Wt+1)T , (2.17)
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respectively. If the Hessian is constant, then:
pt = αtdt, (2.18)
qt = gt+1 − gt = ∇2J(Wt)pt. (2.19)
Considering Nw linearly independent directions {p0,p1, ...,pNw−1}, the Hessian matrix
∇2J(W ) can be uniquely determine if qt, t = 0, 1, ..., Nw − 1 is known. It is accomplished
by updating Het iteratively (Hessian is equal to identity matrix initially: He0 = INw):
Het+1 = Het +
ptpTt
pTt qt
1 + qTt HetqtpTt qt
− HetqtpTt + ptqTt HetpTt qt , t = 0, 1, ..., Nw− 1. (2.20)
The weights’ adjustment, therefore, occurs along with the Hessian approximation:
Wt+1 = Wt − αtdt, (2.21)
where the step size αt can be determined by a line search algorithm (although we have
chosen a fixed αt value, as detailed in section 3.5).
Finally, the algorithm is re-initialized after Nw iterations so that the minimization
direction becomes the opposite direction of the gradient vector, and the Hessian matrix
becomes the identity matrix [56].
2.2.4 ELM training method
This work has employed the typical ELM with a single hidden layer and composed
of a linear output layer [57]. A fundamental aspect of such ELM is that the weights and
biases of hidden neurons need not be adjusted and can be randomly generated. The
training process is characterized by the adjustment of the output neuron weights, which
are analytically obtained through the method of least squares [57].
Considering a training data-set
{
(si, di)
}M
i=1, the problem of obtaining the output
weights wo is defined by
minwo‖H − d‖2 + λ‖wo‖2 , (2.22)
where d is a vector with M training targets, λ is a cost parameter and
H =

h1(s1) . . . hj(s1) . . . hp(s1) 1
... ... ... ... ... ...
h1(si) . . . hj(si) . . . hp(si) 1
... ... ... . . . ... ...
h1(sM) . . . hj(sM) . . . hp(sM) 1

,
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where p is the number of hidden neurons, and hj(si) is the jth hidden neuron’s output (as
defined in equation (2.5)) regarding the training pattern si. The column of numbers "1"
correspond to the inputs of the biases of the output layer.
Considering that in our problem M > p, the solution of (2.22) is given by the
Moore-Penrose generalized inverse [57] as
wo =
 I
λ
+ (H)TH
−1(H)Td, (2.23)
where I is the identity matrix, and (.)T and (.)−1 represent the transpose and inverse
matrices. Equation (2.23) is evaluated with the following different λ values [58]:
[2−25, 2−24, 2−23, ..., 223, 224, 225]
and the set of output weights wo which has most minimized the training MSE for a specific
λ value among those above are chosen to compose the ELM model.
2.2.5 MLP and ELM architectures: aspects of the approxima-
tion models
A fundamental aspect of MLP and ELM modeling is the definition of the number
of hidden layers and hidden neurons that determines a good approximate solution to a
particular problem. The MLP and ELM approximation capabilities are intimately linked to
its multilayer feed-forward architecture, whenever its activation function is continuous,
bounded and non-constant, and a sufficient number of hidden neurons are provided [54].
These ANNs−trained in a supervised manner−can be seen as generic tools for non-linear
input-output mappings.
The number of hidden neurons directly influences the dimension on which the
set of ANN weights W are contained in. Therefore, given an appropriate training set to
represent a function, a sufficient number of hidden neurons provides a dimension Nw for
W so that its weights can be configured to obtain a good estimator. Formally, let G be a
function that maps points from a compact space S ⊂ IRm into points of another compact
space G[S] ⊂ IRn as G(.) : S ⊂ IRm → IRn. A finite training set of M input-output pairs{
(si, di)
}M
i=1 is sampled through a mapping determined by G(si) = di, i = 1, ...,M, ∀si ∈ S.
Given a weights vector W ⊂ IRNw (where Nw is finite) and an approximation model
Gˆ(.,W ) : S×IRNw → IRn, determine the weightsW ∗ ⊂ IRNw for which |G(.)−Gˆ(.,W ∗)| <
ε, so that ε > 0 should be sufficiently small in order to indicate a reasonable approximation
between the functions G and Gˆ. The MSE defined in (2.7) can provide an average distance
measure between G and Gˆ [56].
From the architecture viewpoint, the MLP and ELM mapping capabilities are
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enhanced by increasing the number of hidden neurons. Nevertheless, a sufficient number of
hidden neurons are required in order to find a viable approximation model Gˆ. Considering
a test set
{
(si, di)
}N
i=M+1, where di = G(si), i = M + 1, ..., N, ∀si ∈ S, an ANN model Gˆ is
said to generalize well if it provides estimates dˆi = Gˆ(si), i = M + 1, ..., N, ∀si ∈ S, so that
|di − dˆi| < ε. It is important to highlight that a suitable set W ∗ ⊂ IRNw will be obtained
by means of an appropriate network architecture. It includes a suitable definition of the
number of hidden layers, the number of hidden neurons, and the activation functions.
2.3 Review of correlated works
Researchers have exploited machine learning techniques on several electromagnetic
applications [59]. Some authors employed techniques that are different from ANNs. For
instance, Melati et al. recently designed photonic grating couplers with optimized coupling
efficiencies by reducing the search space with a machine learning strategy known as
Principal Component Analysis [60].
On the other hand, authors have explored ANNs on different optical problems.
Robert et al. employed neural networks for rapid and accurate optical characterization
of an anisotropic guided structure [61]. Rajbhandari et al. modeled an ANN receiver for
indoor optical wireless communication [62]. Wei et al. designed a photonic transducer-
based optical current sensor with back-propagation ANN [63]. Also, Gómez et al. recently
provided a review of ANN applications for adaptive optics [64].
Other works also include the use of machine learning for band-gap prediction
in the electronic domain. For instance, Pilania et al. used kernel ridge regression for
prediction of electronic band gaps of double perovskites [65], and Zhuo et al. recently
employed support vector regressions for predicting electronic band gaps of inorganic
solids [66].
Considering our line of research, the problem of computing dispersion relations
and PBGs of 2D PhCs through ANNs was firstly addressed by Malheiros-Silveira and
Hernandez-Figueroa [34]. They reported preliminary studies on the predicting capability
and computing performance of MLP for obtaining the first TE bands and PBGs of a square-
lattice 2D PhC type. The MLP results were compared with the results of a Plane Wave
Expansion Method, and they used a personal computer for simulations. The computational
platform was a laptop with Intel Core 2 Duo processor T7300 (2.0 GHz, 800 MHz FSB, 4
MB L2 cache), RAM 4 GB, with Windows XP operating system.
Their work presented two case studies with a PhC composed of air cylinders. In
the first case study, they modeled an MLP for predicting the first TE bands of variants of
such structure. The MLP models processed the cylinders’ radius r and the k point to predict
the normalized frequencies at the respective k point. The obtained MLP architecture
contained two hidden layers with three neurons each, using log-sigmoid transfer functions.
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The training took 58 seconds. The MLP results agreed very well with the Plane Wave
Expansion Method and outperformed the results provided by linear interpolation. They
also reported that MLP took 67 miliseconds to process two PhCs, whereas the Plane Wave
Expansion Method took 2 seconds.
In the second case study, they designed an MLP to predict the PBG’s midgap radio
and central frequency by processing the cylinders’ radius r and a given dielectric constant
between  = 11.56 and  = 15.0. The obtained MLP architecture contained six neurons in
the first hidden layer and five in the second and third hidden layers. Also, neurons of the
first and second layers used hyperbolic tangent transfer functions, and the neurons of the
third layer used log-sigmoid ones. The training took 5 seconds. The authors compared the
MLP results with linear, cubic, and spline interpolation. In general, MLP outperformed
the interpolation techniques, excepted for the case with r = 0.3a and  = 15.0, where all
interpolated values outperformed MLP. The authors finally demonstrated that MLP took 5
milliseconds to process ten test data, while the Plane Wave Expansion Method took 3.9
seconds for processing a single PhC sample.
The above work provided preliminary insights about reducing the computational
efforts for calculating PhC dispersion relations and PBGs with ANNs. One should inquire,
however, the effectiveness of ANNs for predicting higher-order bands and PBGs (which is
mostly the case) for different lattice, geometry, and material configurations, as well as
considering other feedforward ANN structures for a broader analysis of the capabilities of
such ANN architecture on this problem. Ultimately, the investigation of the ANN approach
should explore this problem considering 3D structures, where the computing efficiency is
critical.
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Chapter 3
ANN design for dispersion relations
computations of PhCs
This chapter presents the MLP and ELM design methodologies for the case-study
PhCs. Firstly, we introduce the geometric, material, and optical properties of the employed
2D and 3D PhCs. After, we describe the generation of PhC samples for ANN training,
validation, and testing, and present their PBGs’ maps characteristics. Following, we
introduce the proposed ANN design for processing PhC geometric and material data in
order to produce the corresponding dispersion relations and PBGs. Finally, we describe
the creation of training, validation, and test datasets, and present the ANN training
methodologies and the obtained ANN architectures.
3.1 Case-study PhCs
This section firstly presents the selected 2D PhCs for case studies, followed by
the 3D ones. The 2D structures correspond to one triangular-lattice PhC and other four
square-lattice PhCs. The selected 3D PhCs correspond to three fcc-lattice PhCs and other
two simple-cubic-lattice PhCs. For all case-study PhCs, we describe the geometric and
material attributes along with the characteristics of their dispersion relations and PBGs.
3.1.1 2D PhCs
We first present a triangular-lattice 2D PhC type composed of dielectric cylinders
with radius r = 0.2a and embedded in air [47], as depicted in Fig. 3.1(a) − this structure
will be denoted as "2D-OneCyl-PhC" in the text. The cylinders and air’s dielectric constants
are  = 12.0 and  = 1.0, respectively. We considered the two-lowest TM bands for ANN
evaluation, since this PhC possesses an absolute PBG of ∆ω = 0.1708(ωa/2pic), at the
central frequency of ω¯ = 0.36(ωa/2pic), and fractional gap size of ∆ω/ω¯ = 47.4%, as
illustrated in Fig. 3.1(b).
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Figure 3.1: (a) Triangular-lattice PhC type composed of dielectric cylinders with radius
r and (b) its two-lowest TM bands. Γ, M, K, and Γ represent the IBZ’s corner points,
ω the angular frequency, a the lattice constant and c the speed of light in vacuum. This
structure is denoted "2D-OneCyl-PhC".
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Figure 3.2: (a) Square-lattice PhC type with small and large cylinders with radii rs and
rl, respectively; and (b) its multiple PBGs between the three-lowest TM bands. Γ, X, M,
and Γ represent the IBZ’s corner points, ω the angular frequency and c the speed of light
in vacuum. This structure is denoted "2D-TwoCyl-PhC".
Next, we present a 2D square-lattice PhC composed of small and large cylinders
with radii rs = 0.08a and rl = 0.17a, as illustrated in Fig. 3.2(a). This structure will be
denoted as "2D-TwoCyl-PhC" in the text. The cylinder dielectric constant is  = 12.8, and
the material background is air ( = 1.0) [67]. This case study considers the three-first
TM bands, since two PBGs appear between the 1-2 and 2-3 bands, as illustrated in Fig.
3.2(b). The first PBG has ∆ω = 0.075(ωa/2pic), ω¯ = 0.336(ωa/2pic) (∆ω/ω¯ = 22.22%).
The second PBG has ∆ω = 0.087(ωa/2pic), ω¯ = 0.505(ωa/2pic) (∆ω/ω¯ = 17.21%).
Now, we introduce a TE-polarized, connected-structure PhC with outer rounded
corners centralized at p0(x = 0.113a, y = 0.113a), as depicted in Fig. 3.3(a). The outer
rounded corner is the only considered parameter (the inner rounded one was fixed). This
structure will be denoted as "2D-ConStr-PhC" in the text. The geometry’s dielectric
constant is  = 12.8, and the material background is air ( = 1.0) [67]. Its dispersion
relations contain two PGBs between the 1-2 and 2-3 TE bands. Hence, we consider
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Figure 3.3: (a) Square-lattice, connected-structure PhC type whose outer rounded corners
are centralized in p0; and (b) its multiple PBGs between the three-first TE bands. Γ, X,
M, and Γ represent the IBZ’s corner points, ω the angular frequency, and c the speed of
light in vacuum. This structure is denoted "2D-ConStr-PhC".
the three-lowest TE bands for ANN assessing. The first PBG has ∆ω = 0.048(ωa/2pic),
ω¯ = 0.321(ωa/2pic) (∆ω/ω¯ = 14.87%), and the second PBG has ∆ω = 0.092(ωa/2pic),
ω¯ = 0.472(ωa/2pic) (∆ω/ω¯ = 19.6%).
Next, we present a 2D square-lattice PhC that consists of a square grid of dielectric
veins with thickness tv = 0.165a [47], as illustrated in Fig. 3.4(a). This structure will be
denoted as "2D-ConVei-PhC" in the text. The veins’ dielectric constant is  = 13.0 and the
background material is air ( = 1.0). In this case, we consider the two-lowest TE bands,
since a PBG appears between them. This PBG has ∆ω = 0.1178(ωa/2pic), at the central
frequency ω¯ = 0.365(ωa/2pic) (∆ω/ω¯ = 32.21%).
Finally, we present a square-lattice 2D PhC type composed of dielectric cylinders
with radius r = 0.28a, connected by dielectric veins with width wv = 0.042a [68], as depicted
in Fig. 3.5(a). This structure will be denoted as "2D-CylVei-PhC" in the text. Cylinders
and veins have  = 11.56 and are embedded in air ( = 1.0). We consider the three-
lowest TE modes since a PBG appears between the 2-3 curves with ∆ω = 0.0781(ωa/2pic),
ω¯ = 0.452(ωa/2pic) and ∆ω/ω¯ = 11.94%. (Fig. 3.5(b)).
3.1.2 3D PhCs
The first case-study 3D PhC is a fcc-lattice structure whose geometry is formed
by dielectric cylindrical bonds with radius r = 0.1a and height
√
3/4a [69]. Fig. 3.6(a)
illustrates the unit cell of this structure (denoted as "3D-CylBon-PhC" in the text). The
geometry’s dielectric constant is  = 12.96, and the background is air ( = 1.0). We
consider the three-first bands, since a PBG occurs between the 2-3 curves. This PBG has
∆ω = 0.186(ωa/2pic), ω¯ = 0.601(ωa/2pic), and ∆ω/ω¯ = 31.0%, as shown in Fig. 3.6(b).
Next, Fig. 3.7(a) illustrates the unit cell of a fcc-lattice PhC with two dielectric
spheres ( = 11.56) embedded in the air ( = 1.0) [47]. The spheres are centralized at
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Figure 3.4: (a) 2D square-lattice PhC with dielectric veins’ thickness tv = 0.165a, and its
PBG between the two-first TE bands. Γ, X, M, and Γ represent the IBZ’s corner points,
ω the angular frequency, and c the speed of light in vacuum. This structure is denoted
"2D-ConVei-PhC".
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Figure 3.5: (a) Square-lattice PhC composed of dielectric cylinders with radius r = 0.28a,
and veins’ width wv = 0.042a; and (b) its three-first TE bands. Γ, X, M, Γ represent the
IBZ’s corner points, ω the angular frequency, and c the speed of light in vacuum. This
structure is denoted "2D-CylVei-PhC".
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Figure 3.6: (a) Unit cell of the fcc-lattice PhC type with dielectric cylinders’ radius
r = 0.1a; and (b) its PBG between the 2-3 bands. X, U, L, Γ, X, W, K correspond to the
IBZ’s corner points, ω to the angular frequency, and c to the speed of light in vacuum.
This structure is denoted "3D-CylBon-PhC".
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Figure 3.7: (a) Unit cell of the fcc-lattice PhC type composed of dielectric spheres with
radius r = 0.25a; and (b) its PBG between the 2-3 bands. X, U, L, Γ, X, W, K correspond
to the IBZ’s corner points, ω to the angular frequency, and c to the speed of light in
vacuum. This structure is denoted "3D-DieSph-PhC".
(0.125a, 0.125a, 0.125a) and (−0.125a,−0.125a,−0.125a) and their radius is r = 0.25a.
This PhC will be denoted as "3D-DieSph-PhC" in the text. We consider the three-lowest
bands for ANN evaluation, since there is a PBG between the 2-3 bands with ∆ω =
0.046(ωa/2pic), ω¯ = 0.421(ωa/2pic), and ∆ω/ω¯ = 10.92%, as illustrated in Fig. 3.7(b).
After, we introduce a fcc-lattice PhC composed of two air spheres ( = 1.0), in
a dielectric background ( = 11.56) [47]. The air spheres’ radius is r = 0.325a and they
are centralized at (0.125a,−0.125a, 0.125a) and (−0.125a, 0.125a,−0.125a). Fig. 3.8(a)
depicts the unit cell of this structure, which will be denoted as "3D-AirSph-PhC" in the
text. It has a PBG between the 2-3 bands (Fig. 3.8(b)), so that we consider the three-first
bands. Such PBG has ∆ω = 0.172(ωa/2pic), ω¯ = 0.578(ωa/2pic), and ∆ω/ω¯ = 29.7%.
Next, we present a simple-cubic lattice PhC composed of spheres at the lattice
sites connected by cylindrical veins. The spheres and cylinders’ radii are rs = 0.2a and
rc = 0.12a, respectively [70]. Both geometries have dielectric constant  = 13 and are
embedded in air ( = 1.0). Fig. 3.9(a) illustrates the unit cell of this structure, which will
be denoted as "3D-CylSph-PhC" in the text. Although this PhC possesses a PBG between
the 2-3 bands, we consider higher bands for ANN assessing: in this case, the six-first bands.
Such PBG has ∆ω = 0.0176(ωa/2pic), ω¯ = 0.439(ωa/2pic), and ∆ω/ω¯ = 4.02%.
The last case-study 3D PhC is a simple-cubic lattice structure composed of hollow
and dielectric spheres with radii rh = 0.14a and rd = 0.36a, respectively, connected by
dielectric cylindrical bonds with radius rc = 0.105a and length lc = a− 2rd, as depicted in
Fig. 3.10(a) [69]. The geometry’s dielectric constant is  = 12.96, and the background
is air ( = 1.0). This structure will be denoted as "3D-HolSph-PhC" in the text. In this
case, a PBG appears between the 5-6 bands, so that we consider the six-lowest bands
for ANN evaluation. Such PBG has has ∆ω = 0.0757(ωa/2pic), ω¯ = 0.457(ωa/2pic), and
∆ω/ω¯ = 16.54%, as illustrated in Fig. 3.10(b).
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Figure 3.8: (a) Unit cell of a fcc-lattice PhC type composed of air spheres with radius
r = 0.325a and embedded in dielectric background; and (b) its PBG between the 2-3
bands. X, U, L, Γ, X, W, K represent the IBZ’s corner points, ω the angular frequency,
and c the speed of light in vacuum. This structure is denoted "3D-AirSph-PhC".
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Figure 3.9: (a) Unit cell of a simple-cubic lattice PhC with spheres and cylinders’ radii
rs = 0.2a and rc = 0.12a, respectively, and (b) its PBG between the 2-3 bands. Γ, R, X,
M, Γ represent the IBZ’s corner points, ω the angular frequency, and c the speed of light
in vacuum. This structure is denoted "3D-CylSph-PhC".
Next section, we demonstrate the generation of PhC samples from the presented
case-study structures for ANN modeling. Such samples will further compose datasets for
ANN training and validation. We also describe and show the PBGs’ maps of each sample
set in order to better understand this optical property regarding the training data.
3.2 PhCs samples for ANN modeling
We have generated datasets that relate geometric data to dispersion relations of
variants of the case-study PhCs. In this case, all simulations keep the original materials
presented in the previous section. Also, some datasets combine geometric and material
data. Accordingly, we consider the case-study PhCs may assume the original dielectric
material or may be composed of a different dielectric material. The operating procedure
for PhC sampling is to linearly vary the geometric parameters to create variants of the
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Figure 3.10: (a) Unit cell of a simple-cubic lattice PhC type with hollow and dielectric
spheres’ radii rh = 0.14a and rd = 0.36a, and cylinders’ radius and length rc = 0.105a and
lc = a− 2rd, respectively; and (b) its PBG between the 5-6 bands. Γ, R, X, M, Γ represent
the IBZ’s corner points, ω the angular frequency, and c the speed of light in vacuum. This
structure is denoted "3D-HolSph-PhC".
case-study structures. For each new PhC sample, MPB computes the dispersion relations
from the IBZ considering the first n bands (where n represents the number of bands defined
in each case-study PhC in section 3.1). Finally, we set 16 interpolated points between the
IBZ’s corner points, and the mesh resolutions to 64/a and 32/a for modeling the 2D and
3D structures on the simulations, respectively.
The photonic crystals 2D-TwoCyl-PhC, 2D-ConStr-PhC, 3D-CylBon-PhC, 3D-
HolSph-PhC, and 3D-AirSph-PhC had their original geometric parameter values multiplied
by the proportions [0.5, 0.6, ..., 0.9, ..., 1.2, 1.3], generating nine variant structures (including
the original ones) for each corresponding case study. In agreement with section 3.1, the
2D-TwoCyl-PhC and 2D-ConStr-PhC’s variants contain only TM-polarized and TE-polarized
dispersion relations, respectively. These samplings did not consider material variation.
In this case, each variant PhC possesses a different PBG configuration. Fig. 3.11
shows the PBGs’ maps and respective central frequencies of these variant PhCs. All 2D
structures possess PBGs between 1-2 and 2-3 bands. On the 2D-TwoCyl-PhC’s variants, the
central frequencies decrease, and both PBGs firstly increase and then decrease along with
the proportions’ increase. On the 2D-ConStr-PhC’s variants, the first PBG decreases as
long as the second PBG increases, and the central frequencies vary slightly along with the
proportions’ rise, as depicted in Fig 3.11(a). For the 3D variants, one may observe a slightly
non-linear variation of the 3D-CylBon-PhC and 3D-HolSph-PhC’s PBGs−which increase as
long as the lower proportions get closer to the original PhC ones, and decrease when the
proportions increase regarding the original ones−around a nearly-linear decrease of their
central frequencies. The PBGs and central frequencies of the 3D-AirSph-PhC’s variants
increase in a non-linear manner between the proportions [0.7, 1.1]. However, the 3D-AirSph-
PhC’s variants changed by the proportions [0.5, 0.6, 1.2, 1.3], and the 3D-HolSph-PhC’s ones
changed by [0.5, 0.6], do not present PBGs (Fig. 3.11(b)).
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Figure 3.11: PBGs’ maps and central frequencies ω¯ of the nine PhC samples changed by
the proportions [0.5, 0.6, ..., 1.2, 1.3].
The original cylinder’s radius value of the triangular-lattice PhC (2D-OneCyl-PhC)
was multiplied by the proportions [0.6, 0.8, 1.0, 1.2, 1.4], generating five variant structures.
In agreement with section 3.1, we considered TM-polarized dispersion relations for these
variants. On the other hand, the original radius values of the dielectric spheres of the
fcc-lattice PhC (3D-DieSph-PhC) were changed by the proportions [0.7, 0.8, 1.0, 1.1, 1.2, 1.3],
generating a dataset with six variant structures (we used the variant multiplied by 0.9 for
test purposes). These samplings also did not consider material variation.
Again, each PhC sample possesses a distinct PBG profile. Fig. 3.12 shows the
PBGs’ maps and respective central frequencies of the 2D-OneCyl-PhC and 3D-DieSph-PhC’s
variants. One may note a slightly non-linear PBG variation of the 2D-OneCyl-PhC’s samples,
where the gaps and central frequencies tend to decrease along with the proportions’ rise
(Fig. 3.12(a)). In the case of 3D-DieSph-PhC’s variants, there is a notable PBG discontinuity:
only the samples modified by the proportions [1.0, 1.1] possess PBGs, as shown in Fig.
3.12(b).
The remaining case-study PhCs combine geometric and material data. We still
created samples by linear variation of the values of the geometric attributes. However,
each variant PhC is tested for two different dielectric constants, producing two distinct
dispersion relations. In such cases, we multiplied the geometric parameters by seven
different proportions [0.7, 0.8, ..., 1.2, 1.3].
We created seven variants with  = 8.9 for the photonic crystal 2D-CylVei-PhC,
plus seven with  = 11.56 (total of fourteen samples). Similarly, we generated fourteen
variants for both 2D-ConVei-PhC and 3D-CylSph-PhC, but with other dielectric constants in
these cases: seven samples with  = 13.0 and other seven with  = 15.0, for each sampling.
In agreement with section 3.1, we considered TE-polarized dispersion relations for the
2D-CylVei-PhC and 2D-ConVei-PhC’s samples.
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Figure 3.12: PBGs’ maps and central frequencies ω¯ of the PhC samples changed by the
proportions (a) [0.6, 0.8, 1.0, 1.2, 1.4] and (b) [0.7, 0.8, 1.0, 1.1, 1.2, 1.3].
All the 2D-CylVei-PhC’s variants with  = 11.56 contain PBGs, as shown in Fig.
3.13. Initially, the gaps smoothly increase and then decrease along with the proportions’
rise. The PBGs of the samples with  = 8.9 present similar behavior, but the variants
modified by the proportions [0.7, 0.8] do not contain PBGs.
The 2D-ConVei-PhC’s samples present the least PBG variations among the case-
studies PhCs, regardless of their materials, as illustrated in Fig. 3.14(a). In this case,
one may note a smooth gap variation followed by a nearly-linear decrease of the central
frequencies.
On the other hand, the PBGs of the 3D-CylSph-PhC’s samples smoothly increase
and then decrease along with the proportions’ rise. However, the structures generated by
lower proportions do not have PBGs: the variants with dielectric constant  = 13.0 and
modified by [0.7, 0.8], as well as the sample with  = 15.0 from the proportion 0.7, do not
present PBGs, as shown in Fig. 3.14(b).
3.3 The proposed ANN design
In section 3.2, we described how we generated samples that relate PhCs (precisely,
their geometric and material properties) to dispersion relations. From the generated data,
one can create simple patterns for designing a simple ANN scheme.
Considering that a dispersion relation is the set of n normalized frequencies of
each k point, an ANN structure can be designed to establish the relationship between
geometric and material attributes (input patterns) and the set of normalized frequencies
(output patterns) at a specific k point. In other words, the ANN input layer (input pattern
s ∈ IRm) can be formed by a set of geometric attributes (g1, ..., gNg) ∈ IRNg, along with
the dielectric constant  ∈ IR1 and the k point and magnitude (kx, ky, kz, kmg/2pi) ∈ IR4
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Figure 3.13: PBGs’ maps and central frequencies ω¯ of the PhC samples changed by
the proportions [0.7, 0.8, ..., 1.2, 1.3], combined with the dielectric constants  = 8.9 and
 = 11.56.
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Figure 3.14: PBGs’ maps and central frequencies ω¯ of the PhC samples changed by the
proportions [0.7, 0.8, ..., 1.2, 1.3], combined with the dielectric constants  = 13.0 and
 = 15.0.
such as
s = [(g1, g2, ..., gNg), , (kx, ky, kz, kmg/2pi)] ∈ IRm(m = Ng + 1 + 4), (3.1)
where IRm is the space where the input pattern belongs to ( is omitted for datasets with
only geometric data). In turn, the MLP output layer can be formed by n output neurons
which estimate the n bands’ normalized frequencies fr at a given k point as
d = [fr1, ..., frq, ..., frn] ∈ IRn. (3.2)
Thus, the ANN input layer also contains the k point data combined with geometric
and material parameters values. Such a scheme adds four dimensions to the ANN input
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space IRm but substantially reduces the ANN output space IRn if one considers building
the sets of bands with a unique ANN architecture. The proposed ANN design may compute
normalized frequencies at specific k points or build dispersion relations by processing the
parameters of a given PhC for all k points (K wavevector).
In the next subsection, we characterize the training, validation, and test datasets,
describe the training methodologies for designing MLP and ELM models, and present the
resulting ANN architectures for each dataset.
3.4 Training, validation, and testing datasets
The generated datasets contain patterns whose inputs correspond to equation
(3.1) and outputs to equation (3.2). Therefore, a single PhC sample provides several
patterns for the corresponding dataset, once the parameter values of a unique PhC repeat
for all k points of the K wavevector. The number of patterns a unique PhC can provide is
thus the number of IBZ’s corner points plus the number of interpolated points between
these corners points (recalling we set 16 interpolated points in all simulations).
Each PhC sampling described in section 3.2 produced one training dataset whose
size depends on the number of generated PhC variants and the number of elements in the
K wavevector (number of k points in the PhC’s IBZ). Table 3.1 summarizes the number of
PhC samples, number of k points, and number of patterns for each dataset.
Before training the ANNs, we split the datasets into two different subsets: training
and validation datasets. ANN modeling occurs only through the training dataset and
uses the validation one to avoid ANN over-fitting under the training samples. Hence, the
validation set assists the modeling process to determine the most generalized ANN model
(section 3.5 gives more details about the validation process). In all training processes, we
shuffled the whole dataset before splitting it into training and validation datasets. 10% of
samples are randomly chosen from the training set to form the validation dataset then.
We created the test datasets apart with two-test PhC variants for each case study.
These test PhCs possess different proportions from those chosen for training in section 3.2,
forming unknown samples for further evaluation of the designed ANN models. Generally, we
generated test PhCs by varying the original geometric parameters values with smaller and
larger proportions in each case study, producing test samples with distinct material filling
factors inside the unit cell. Also, some proportions extrapolate the training proportions
range. For case studies that take into account combined geometric and material data,
the two-test PhCs assume distinct dielectric constants. Such a procedure aims to create
structures with different dispersion relations profiles to assess the generalization capabilities
(good performance for unknown samples) of the trained ANN models. We give all details
about the test PhCs in Chapter 4.
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Table 3.1: Number of PhC samples, k points, and patterns of each dataset.
Case-Study PhC PhC Samples k points Patterns
2D-OneCyl-PhC 5 52 260
2D-TwoCyl-PhC 9 52 468
2D-ConStr-PhC 9 52 468
2D-ConVei-PhC 14 52 728
2D-CylVei-PhC 14 52 728
3D-CylBon-PhC 9 103 927
3D-DieSph-PhC 6 103 618
3D-AirSph-PhC 9 103 927
3D-HolSph-PhC 9 69 621
3D-CylSph-PhC 14 69 966
3.5 ANN modeling
The MLP and ELM modeling aims at finding solutions to equation (2.8), which
corresponds to find the weights W ∗ ⊂ IRNw that leads to the minimization of the cost
function (equation(2.7)). It is essential to highlight that a suitable set W ∗ ⊂ IRNw will be
obtained through appropriate network architecture. It includes a suitable definition of the
number of hidden layers − particularly for MLP − the number of hidden neurons, and the
activation function, as discussed in section 2.2.5.
We obtained ANNs with consistent performances by manually incrementing the
number of neurons and layers, although other processes such as cross-validation [71] could
find more suitable architectures. The validation datasets assisted the ANN modeling process
by providing unknown samples for ANN performance metric. We searched for solutions
that minimized both the training and validation MSEs and considered that ANN models
that produced small training MSEs but divergent validation ones did not generalized well.
Before training MLP and ELM, the input patterns of the datasets were normalized
by removing the mean and scaling to unit variance. Then, each ANN is trained by different
processes. As presented in sections 2.2.3 and 2.2.4, we trained MLP using the BFGS
algorithm and ELM using the Moore-Penrose generalized inverse, based on the method
of least squares. The following sections give details about the MLP and ELM training
methodologies and the obtained architectures.
3.5.1 MLP training methodology
The BFGS algorithm iteratively trains an MLP. As the training has a finite number
of iterations, we have defined three distinct stop criteria for ending the MLP training:
maximum number of iterations, minimum training MSE, and generalization under the
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Table 3.2: MLP training parameters configuration.
Parameters Values
Initial weight range (uniformly distributed) (−0.1, 0.1)
Maximum number of iterations 1.5e3
Minimum training MSE 1e−7
Step size αt 1e−3
Maximum number of trials for decreasing the validation MSE 6
Monitoring period of the validation MSE (in iterations) 10
validation dataset. The first two are scalar parameters, which, once reached, finish the
training. The latter operates monitoring the validation MSE periodically during the
training to check whether or not it is rising or stabilizing. A continuous increase or
stabilization of the validation MSE during several monitoring consecutive iterations, along
with a decreasing of the training MSE, is considered overfitting under training data, once
MLP fits well on these data but not on the validation ones. On this occasion, the training
stops, and the weight set, which has reached the least validation MSE, is considered the
fittest one, determining the most generalized MLP.
Table 3.2 lists the MLP training parameter configurations. One may note the
training process randomly initializes the MLP weights for the first iteration, and the αt
value (step size from equation (2.18)) is fixed along with the iterations.
We obtained distinct MLP models for each dataset. Table 3.3 lists their archi-
tectures by describing their input layer (input data), number of hidden layers, number
of neurons per layer, and employed activation function. The architectures are organized
in tuples, where the number of elements represents the number of MLP layers, and each
element represents the number of nodes per layer. Also, the tuples’ first and last elements
correspond to the input and output layers, respectively, and the elements between them
represent the hidden layers. Finally, the output layer’s neurons consist of linear activation
functions in all MLP models.
Table 3.4 presents the MLP training performance parameters for each training
dataset. An important aspect to highlight is the fast-training processes, which took a
few seconds to accomplish overall. Also, the training and validation MSEs did not diverge
significantly, indicating that the designed MLP models generalized well regarding the
validation data.
In all training processes, the reached stopping criterion was the maximum number
of trials for decreasing the validation MSE. Fig. 3.15 shows the MLPs’ training MSEs along
with the 200-first iterations for both 2D and 3D PhC datasets (where the MSEs mostly
varied). One may note sharp MSE falls during the first iterations, demonstrating that the
training algorithm took substantial steps towards the local minimum of equation (2.7).
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Table 3.3: MLP architectures per PhC dataset.
PhC Input Architecture transfer function*
2D-OneCyl-PhC [r, kx, ky, kz, kmg/2pi] (5, 8, 8, 8, 2) tanh
2D-TwoCyl-PhC [rs, rl, kx, ky, kz, kmg/2pi] (6, 23, 23, 23, 3) tanh
2D-ConStr-PhC [p0, kx, ky, kz, kmg/2pi] (5, 25, 25, 25, 3) tanh
2D-ConVei-PhC [tv, , kx, ky, kz, kmg/2pi] (6, 9, 9, 2) tanh
2D-CylVei-PhC [r, wv, , kx, ky, kz, kmg/2pi] (7, 14, 14, 14, 3) tanh
3D-CylBon-PhC [r, kx, ky, kz, kmg/2pi] (5, 11, 11, 11, 3) tanh
3D-DieSph-PhC [r, kx, ky, kz, kmg/2pi] (5, 16, 16, 16, 3) tanh
3D-AirSph-PhC [r, kx, ky, kz, kmg/2pi] (5, 27, 27, 27, 3) tanh
3D-HolSph-PhC [rh, rd, rc, lc, kx, ky, kz, kmg/2pi] (8, 20, 20, 20, 6) tanh
3D-CylSph-PhC [rs, rc, , kx, ky, kz, kmg/2pi] (7, 35, 35, 6) tanh
* tanh: hyperbolic tangent activation function.
Table 3.4: MLP training performance parameters.
PhC Iterations Training MSE Validation MSE Time(seconds)
2D-OneCyl-PhC 266 4.0e−6 8.0e−6 0.17
2D-TwoCyl-PhC 360 5.9e−6 9.8e−6 1.80
2D-ConStr-PhC 288 2.4e−5 4.5e−5 1.40
2D-ConVei-PhC 242 4.5e−6 6.9e−6 0.46
2D-CylVei-PhC 266 9.8e−6 2.4e−5 2.00
3D-CylBon-PhC 662 8.8e−6 2.1e−5 1.47
3D-DieSph-PhC 855 1.3e−5 3.3e−5 1.40
3D-AirSph-PhC 1147 1.0e−5 3.9e−5 3.00
3D-HolSph-PhC 716 8.2e−6 2.3e−5 2.00
3D-CylSph-PhC 424 1.3e−5 2.1e−5 3.00
3.5.2 ELM training methodology
ELM training is a straightforward process since the method of least squares
analytically adjusts the weights of ELM output neurons. The weights of the hidden neurons,
which are not adjusted during ELM training, were set by a uniform distribution in the
interval [−0.1, 0.1]. We chose such an interval to avoid that the linear combination between
the hidden neurons inputs and corresponding weights does not produce values close to the
saturation regions of the hidden neurons’ activation functions.
The validation datasets were employed for obtaining suitable ELM models. We
compared the training and validation MSEs of the designed models and chose the architec-
tures that produced small MSEs on the training and validation datasets. By doing so, we
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Figure 3.15: Training MSE variation during the 200-first iterations of the MLP training
for the (a) 2D and (b) 3D PhC datasets.
Table 3.5: ELM architectures per PhC dataset.
PhC Input Architecture transfer function*
2D-OneCyl-PhC [r, kx, ky, kz, kmg/2pi] (5, 50, 2) tanh
2D-TwoCyl-PhC [rs, rl, kx, ky, kz, kmg/2pi] (6, 80, 3) multi
2D-ConStr-PhC [p0, kx, ky, kz, kmg/2pi] (5, 85, 3) tanh
2D-ConVei-PhC [tv, , kx, ky, kz, kmg/2pi] (6, 60, 2) tanh
2D-CylVei-PhC [r, wv, , kx, ky, kz, kmg/2pi] (7, 100, 3) tanh
3D-CylBon-PhC [r, kx, ky, kz, kmg/2pi] (5, 88, 3) multi
3D-DieSph-PhC [r, kx, ky, kz, kmg/2pi] (5, 141, 3) tanh
3D-AirSph-PhC [r, kx, ky, kz, kmg/2pi] (5, 298, 3) multi
3D-HolSph-PhC [rh, rd, rc, lc, kx, ky, kz, kmg/2pi] (8, 100, 6) multi
3D-CylSph-PhC [rs, rc, , kx, ky, kz, kmg/2pi] (7, 110, 6) tanh
* tanh and multi: hyperbolic tangent and multiquadric activation functions.
aimed at preventing ELM from overfitting, which is generally the case with architectures
that substantially reduce the training MSE but present diverging validation ones.
Table 3.5 lists the obtained ELM architectures by describing their input layer
(input data), the number of hidden layers (single hidden layer in this case), the number of
nodes per layer, and the employed activation functions. The output layer’s neurons consist
of linear activation functions in all ELM models.
Table 3.6 presents the ELM training performance parameters for each training
dataset. Here, the training and validation MSEs also provided approximate values, indicat-
ing that the designed ELM models generalized well on the validation data. Furthermore,
ELM training has been a fast process that has required less than one second to model an
ELM architecture in all case studies.
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Table 3.6: ELM training performance parameters.
PhC Training MSE Validation MSE Time(seconds)
2D-OneCyl-PhC 1.7e−6 5.9e−6 0.38
2D-TwoCyl-PhC 1.1e−6 5.2e−6 0.53
2D-ConStr-PhC 5.4e−6 8.7e−6 0.53
2D-ConVei-PhC 2.7e−6 7.9e−6 0.28
2D-CylVei-PhC 1.6e−5 3.2e−5 0.70
3D-CylBon-PhC 1.2e−6 5.3e−6 0.54
3D-DieSph-PhC 2.0e−5 4.2e−6 0.16
3D-AirSph-PhC 2.6e−6 5.8e−6 0.70
3D-HolSph-PhC 5.2e−6 8.1e−6 0.54
3D-CylSph-PhC 5.6e−6 9.6e−6 0.10
3.6 Conclusion
The training performances of the proposed ANN design has indicated the possibility
of modeling ANNs for this problem since the obtained models have produced small MSEs
on both training and validation datasets. Despite generating PhC samples through linear
variation of PhC geometric parameters, the PBGs’ maps indicate that the dispersion relations
generally vary in a nonlinear manner, producing discontinuous PBGs’ maps in some cases.
The designed ANN architectures are relatively-small, reflecting on training processes that
required a few seconds. In ELM’s case, the training has taken less than one second. This
achievement is also due to datasets with few samples and efficient training algorithms.
Finally, the manual definition of the ANN architectures with arbitrary activation
functions has already provided means of designing reasonable ANN models in terms
of accuracy performance. However, more sophisticated techniques may provide even
better architectures, such as cross-validation, evolutionary algorithms, or feature selection
strategies, among others. Next Chapter, we analyze the ANNs’ generalization capabilities
for test PhCs and present their predicting and computing performances for calculating
dispersion relations and PBGs regarding MPB.
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Chapter 4
ANN models for computing
dispersion relations of PhCs
This chapter introduces the case studies which test the predicting capability and
computing performance regarding the obtained MLP and ELM models. For each employed
PhC, we present the MPB, MLP, and ELM’s dispersion relations and PBGs computations for
two unknown structures. Further, we compare and analyze the numerical results. Firstly,
the chapter presents the case studies with 2D PhCs, followed by the 3D ones. For each case,
the tests that consider only geometric data precede those with combined geometric and
material data. Finally, this chapter presents the MPB, MLP, and ELM’s average computing
performances for processing a test PhC, followed by a detailed discussion of our findings.
4.1 Case-study 2D PhCs
This section presents the MLP and ELM predicting performances regarding one
triangular-lattice PhC (2D-OneCyl-PhC) followed by four square-lattice PhCs (2D-TwoCyl-
PhC, 2D-ConStr-PhC, 2D-ConVei-PhC, and 2D-CylVei-PhC, respectively). The three-first
case studies only consider geometric input data, and the two-remaining ones take into
account combined geometric and material input data. Before detailing each case study,
this section lists the MPB, MLP, and ELM’s photonic bandgap computations in Table 4.1.
4.1.1 Triangular-lattice PhC with one dielectric cylinder
In this issue, the proportions [0.7, 1.5] were applied to the cylinder radius of
the original PhC in order to generate two test samples−denoted as 2D-OneCyl-PhC 1 and
2D-OneCyl-PhC 2. Their cylinders’ radii are r = 0.14a and r = 0.30a, respectively, and
the dielectric constant is  = 12.0 (original material value). Both structures present PBGs
between the 1-2 TM bands. In 2D-OneCyl-PhC 1, the two-first bands are defined between
the normalized frequencies 0 − 0.610(ωa/2pic), whereas in 2D-OneCyl-PhC 2, they are
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Table 4.1: MPB, MLP, and ELM’s PBG computations (ωa/2pic) for test 2D PhCs.
MPB MLP ELM
PhCs ∆ω ω¯ ∆ω/ω¯ ∆ω ω¯ ∆ω/ω¯ ∆ω ω¯ ∆ω/ω¯
2D-OneCyl 1 0.2 0.437 45.7% 0.195 0.439 44.4% 0.197 0.439 45.0%
2D-OneCyl 2 0.088 0.268 32.9% 0.091 0.267 34.2% 0.088 0.268 32.9%
2D-TwoCyl 1* 0.034 0.441 7.8% 0.029 0.443 6.5% 0.032 0.441 7.2%
0.092 0.647 14.2% 0.080 0.646 12.3% 0.088 0.646 13.6%
2D-TwoCyl 2* 0.045 0.263 17.0% 0.039 0.266 14.7% 0.047 0.266 17.5%
0.017 0.383 4.3% 0.014 0.386 3.7% 0.024 0.383 6.4%
2D-ConStr 1* 0.062 0.355 17.5% 0.060 0.355 16.9% 0.060 0.353 17.0%
0.055 0.567 9.7% 0.061 0.562 10.9% 0.054 0.564 9.5%
2D-ConStr 2* 0.046 0.318 14.4% 0.041 0.320 12.9% 0.043 0.319 13.6%
0.076 0.456 16.7% 0.076 0.456 16.7% 0.075 0.456 16.4%
2D-ConVei 1 0.100 0.303 33.1% 0.097 0.304 31.9% 0.098 0.303 32.2%
2D-ConVei 2 0.118 0.407 28.9% 0.109 0.413 26.3% 0.115 0.416 27.7%
2D-CylVei 1 0.054 0.452 11.9% 0.050 0.454 10.9% 0.054 0.455 12.0%
2D-CylVei 2 0.081 0.422 19.1% 0.082 0.424 19.3% 0.072 0.424 17.1%
* PhCs using two rows for listing their two PBGs.
between 0− 0.412(ωa/2pic).
The MLP and ELM computations agreed very well with the MPB results. The
MLP and ELM models built the two-first TM bands with good precision, allowing suitably
approximations of the PBG that appears between the 1-2 bands in both test structures
(Figs 4.1 and 4.2). In this case, ELM provided a marginal better approximation of the
absolute bandgap, but both ANN models presented akin performances altogether, as listed
in Table 4.1. The MLP and ELM’s MSEs were 5.15e−6 and 4.72e−6, respectively, for
building the two-first bands of both test samples.
4.1.2 Square-lattice PhC with two dielectric cylinders
In this case, the proportions [0.55, 1.5] were applied to the original cylinders’
radii, with  = 12.8, in order to generate two test PhCs−denoted as 2D-TwoCyl-PhC 1 and
2D-TwoCyl-PhC 2 (Figs. 4.3(a) and 4.4(a))−whose cylinders notably define distinct filling
factors in the unit cell. It resulted in distinct dispersion relations of which their three-first
TM bands are confined within noticeably different frequency ranges. In 2D-TwoCyl-PhC 1,
the 3 bands are defined between 0-0.9343(ωa/2pic), whereas in 2D-TwoCyl-PhC 2, they are
between 0-0.4452(ωa/2pic). Both structures present PBGs between the 1-2 and 2-3 bands.
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Figure 4.1: (a) 2D-OneCyl-PhC 1 with cylinder’ radius r = 0.14a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
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Figure 4.2: (a) 2D-OneCylPhC 2 with cylinder’ radius r = 0.30a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
Their PBGs are in accord to the TM gap map of Fig. 3.11(a), where samples from lower
proportions possess a larger second PBG, and samples from higher ones possess a larger
first PBG.
The trained MLP and ELM’s computations agreed very well with MPB calculations
for both test PhCs. Although their predictions were more accurate for 2D-TwoCyl-PhC
1 (Figs. 4.3(b) and 4.3(c)) than for 2D-TwoCyl-PhC 2 (Figs. 4.4(b) and 4.4(c)), both
ANN models suitably built the three-first bands, defining the multiple PBGs which appear
between the 1-2 and 2-3 TM bands. The MLP and ELM’s MSEs were 1.68e−5 and 5.56e−6
for building the three bands of both test structures.
In general, ELM outperformed MLP in computing the underlying PBGs. As shown
in Table 4.1, ELM not only predicted more accurately the central frequencies of 2D-TwoCyl-
PhC 1 but also the frequency ranges. For 2D-TwoCyl-PhC 2, both ANN models computed
roughly the central frequency ω¯ of the first PBG, but ELM provided a better precision of the
absolute bandgap ∆ω, leading to a better approximation of the fractional gap size ∆ω/ω¯.
ELM also provided a better estimation of both ∆ω and ω¯ of the second 2D-TwoCyl-PhC 2’s
PBG, leading to a more accurate ∆ω/ω¯ than MLP.
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Figure 4.3: (a) 2D-TwoCyl-PhC 1 with cylinders’ radii rs = 0.044a and rl = 0.0935a, and
(b) its dispersion relation computed by MPB and MLP, and (c) by MPB and ELM (PBG
in grey color).
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Figure 4.4: (a) 2D-TwoCyl-PhC 2 with cylinders’ radii rs = 0.12a and rl = 0.255a, and
(b) its dispersion relation computed by MPB and MLP, and (c) by MPB and ELM (PBG
in grey color).
4.1.3 Square-lattice PhC with connected structure
In this case study, the outer corners’ center of the original crystal was multiplied
by the proportions [0.45, 1.25], generating two test samples (denoted as 2D-ConStr-PhC 1
and 2D-ConStr-PhC 2, respectively). The geometric differences of both PhCs (with original
dielectric constant  = 12.8) define dispersion relations whose the three-lowest TE bands
are within slightly different frequency ranges. The three-first bands of 2D-ConStr-PhC
1 are defined between 0-0.6927(ωa/2pic) (Fig. 4.5), and of 2D-ConStr-PhC 2 are defined
between 0-0.5705(ωa/2pic) (Fig. 4.6). Their multiple PBGs respect the TE gap map of Fig.
3.11(a), where the first band gaps are larger than the second ones for PhCs from lower
proportions and vice-versa.
MLP and ELM suitably built the three-first TE bands of both test PhCs, delimiting
rightly the existing multiple PBGs (Figs. 4.5(b) and 4.6(b) for MLP, and 4.5(c) and 4.6(c)
for ELM). The MLP and ELM’s MSEs were 7.3e−6 and 9.22e−7 for obtaining the three-first
bands of the unknown PhCs. As shown in Table 4.1, MLP was more accurate than ELM
for estimating the first PBG of 2D-ConStr-PhC 1 and the second PBG of 2D-ConStr-PhC
2 (although ELM predicted slightly better ω¯ of the 2D-ConStr-PhC 2’s second PBG, MLP
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Figure 4.5: (a) 2D-ConStr-PhC 1 with outer corners’ center p0 = 0.05085a, and (b) its
dispersion relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey
color).
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Figure 4.6: (a) 2D-ConStr-PhC 2 with outer corners’ center p0 = 0.14125a, and (b) its
dispersion relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey
color).
provided a better approximation of ∆ω and ∆ω/ω¯). ELM estimated better the second
PBG of 2D-ConStr-PhC 1 and the first PBG of 2D-ConStr-PhC 2. As a whole, both ANN
models provided similar performances for computing PBGs in this case.
4.1.4 Square-lattice PhC with dielectric veins
In this issue, we consider input data which combine geometric and material
parameters. The dielectric veins’ thickness was multiplied by the proportions [0.6, 1.4],
generating the samples 2D-ConVei-PhC 1 (Fig. 4.7(a)) and 2D-ConVei-PhC 2 (Fig. 4.8(a)).
Each one is composed of a different material: the 2D-ConVei-PhC 1’s dielectric constant
is  = 13.0 and the 2D-ConVei-PhC 2’s one is  = 15.0. Such configuration moderately
changes the frequency ranges of both structures: the 2D-ConVei-PhC 1’s two-first TE bands
are delimited to the interval 0-0.616(ωa/2pic), whereas the 2D-ConVei-PhC 2’s ones are
delimited to 0-0.455(ωa/2pic).
MLP and ELM satisfactorily computed the two-first TE bands of both test PhCs,
as shown in Figs 4.7 and 4.8. In this case, ELM approximated slightly better the 2D-
ConVei-PhC 1’s ∆ω and ω¯, as well as the 2D-ConVei-PhC 2’s ∆ω. On the other hand, MLP
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Figure 4.7: (a) 2D-ConVei-PhC 1 with dielectric veins’ thickness tv = 0.099a, dielectric
constant  = 13, and (b) its dispersion relation computed by MPB and MLP, and (c) by
MPB and ELM (PBG in grey color).
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Figure 4.8: (a) 2D-ConVei-PhC 2 with dielectric veins’ thickness tv = 0.231a, dielectric
constant  = 15, and (b) its dispersion relation computed by MPB and MLP, and (c) by
MPB and ELM (PBG in grey color).
was more precise on calculating the 2D-ConVei-PhC 2’s ω¯ and also produced a marginally
smaller MSE on these tests overall. The MLP and ELM’s MSEs for building these dispersion
relations were 7.39e−6 and 1.78e−5, respectively.
4.1.5 Square-lattice PhC with corner cylinders and veins
This last case-study 2D PhC also merges geometric and material properties for ANN
input data. The original cylinders’ radius was multiplied by the proportions [1.143, 1.215]
and the veins’ width by [1.31, 1.071], respectively, producing the samples denoted as 2D-
CylVei-PhC 1 and 2D-CylVei-PhC 2. In this case, the 2D-CylVei-PhC 1’s dielectric constant
is slightly different from those present in the training dataset:  = 12.11 (recalling the
training samples contain materials with  = 8.9 and  = 11.56). Although the difference
of the dielectric constants is small, one may observe the ANN generalization capability
for processing an unknown material. In turn, the 2D-CylVei-PhC 2’s dielectric constant
is  = 8.9. Their three-first TE bands are defined in slightly different frequency intervals:
0-0.565(ωa/2pic) for 2D-CylVei-PhC 1, and 0-0.519(ωa/2pic) for 2D-CylVei-PhC 2. Also,
PBGs appear between the 2-3 bands in both test structures (Figs. 4.9 and 4.10).
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Figure 4.9: (a) 2D-CylVei-PhC 1 with cylinders radius r = 0.32a and veins width
wv = 0.055a, and dielectric constant  = 12.11; and (b) its dispersion relation computed
by MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
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Figure 4.10: (a) 2D-CylVei-PhC 2 with cylinders radius r = 0.34a and veins width
wv = 0.045a, and dielectric constant  = 8.9; and (b) its dispersion relation computed by
MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
In the 2D-CylVei-PhC 1’ case, ELM was more precise in predicting the absolute
gap ∆ω, although MLP was marginally better in defining the PBG’s central frequency ω¯.
Nevertheless, the MLP’s ∆ω computation was considerably better than ELM regarding
2D-CylVei-PhC 2, leading to a better result of the fractional gap size ∆ω/ω¯, since both
ANN models produced identical ω¯ values in this case. Also, MLP produced a smaller overall
MSE than ELM in these tests: 4.06e−6 against 2.77e−5, respectively.
4.2 Case-study 3D PhCs
This section presents the MLP and ELM predicting performances regarding three
fcc-lattice PhCs (3D-CylBon-PhC, 3D-DieSph-PhC, and 3D-AirSph-PhC), followed by two
simple-cubic lattice PhCs (3D-HolSph-PhC and 3D-CylSph-PhC), respectively. The four-first
case studies only consider geometric input data, and the remaining one takes into account
combined geometric and material input data. Before detailing each case study, this section
lists the MPB, MLP, and ELM’s PBG computations in Table 4.2.
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Table 4.2: MPB, MLP, and ELM’s PBG computations (ωa/2pic) for test 3D PhCs.
MPB MLP ELM
PhC ∆ω ω¯ ∆ω/ω¯ ∆ω ω¯ ∆ω/ω¯ ∆ω ω¯ ∆ω/ω¯
3D-CylBon 2 0.122 0.482 25.4% 0.127 0.487 26.0% 0.128 0.488 26.2%
3D-DieSph 2 0.056 0.488 11.6% 0.050 0.49 10.2% 0.045 0.488 9.2%
3D-AirSph 2 0.069 0.8 8.7% 0.058 0.8 7.2% 0.059 0.802 7.3%
3D-HolSph 2 0.011 0.358 3.1% 0.016 0.358 4.4% 0.014 0.354 3.9%
3D-CylSph 2 0.035 0.368 9.4% 0.036 0.369 9.2% 0.033 0.369 9.1%
3D-CylBon-PhC 1, 3D-DieSph-PhC 1, 3D-AirSph-PhC 1, 3D-HolSph-PhC 1, and 3D-CylSph-PhC 1
do not possess PBGs.
4.2.1 Fcc-lattice PhC with cylindrical bonds
In this case study, the cylinders’ radius of the original structure was multiplied
by the proportions [0.4, 1, 4], producing two test samples: 3D-CylBond-PhC 1 and 3D-
CylBond-PhC 2, which are composed of the original material ( = 12.96). These structures
possess cylinders with noticeable different volume sizes, producing dispersion relations
with different profiles: the three-lowest bands of 3D-CylBond-PhC 1 are delimited to the
frequency range 0-1.1874(ωa/2pic) (Fig. 4.11), whereas the ones of 3D-CylBond-PhC 2 are
delimited to 0-0.6804(ωa/2pic) (Fig. 4.12). Moreover, 3D-CylBond-PhC 1 does not possess
PBGs between these bands and 3D-CylBond-PhC 2 does with a ∆ω/ω¯ = 25.4% between
the 2-3 bands, as shown in Table 4.2. Since all training PhCs contain band gaps (gap map
of Fig. 3.11(b)), in this case, such tests provide a different scenario that is adequate for
assessing the generalization capabilities of the trained ANNs.
MLP and ELM succeeded in calculating the underlying dispersion relations of
both test PhCs. Firstly, both ANN models suitably computed the three-lowest bands of
3D-CylBond-PhC 1, determining dispersion relations without PBGs between the considered
bands (Figs. 4.11(b) and Fig. 4.11(c)). They also computed the 3D-CylBond-PhC 2’s
dispersion relations with good precision, as illustrated in Figs. 4.12(b) and 4.12(c). MLP
estimated slightly better the existing PBG, but both ANNs obtained good approximations
regarding the MPB’s computations, as shown in Table 4.2. The MLP and ELM’s MSEs were
4.97e−5 and 2.98e−5 for building the corresponding bands of both test PhCs, respectively.
4.2.2 Fcc-lattice PhC with dielectric spheres
In this issue, the spheres’ radius of the original crystal was multiplied by the
proportions [0.9, 1.35], producing two test samples: 3D-DieSph-PhC 1 (Fig. 4.13) and 3D-
DieSph-PhC 2 (Fig. 4.14), which are composed of the original material ( = 11.56). Despite
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Figure 4.11: (a) 3D-CylBond-PhC 1 with cylinders’ radius r = 0.04a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM. This structure does not
possess PBG.
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Figure 4.12: (a) 3D-CylBond-PhC 2 with cylinders’ radius r = 0.14a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
the difference between the spheres’ radii, both crystals still contain connected spheres
so that the test PhCs kept the original geometric shape. Their three-lowest bands are
confined within slightly distinct frequency ranges: 0-0.640(ωa/2pic) and 0-0.524(ωa/2pic)
for 3D-DieSph-PhC 1 and 3D-DieSph-PhC 2, respectively. However, there is a clear difference
between their third bands, where one assumed a rounded form (3D-DieSph-PhC 1) and the
other a sharp shape (3D-DieSph-PhC 2) at Γ corner point, providing a challenging scenario
for ANN evaluation considering the small number of samples for ANN training.
The MLP and ELM models’ computations agreed very well with MPB calculations
for these test PhCs. Both ANN models accordingly computed the three-lowest bands of
3D-DieSph-PhC 1, defining a dispersion relation with a PBGs between the 2-3 bands (Figs.
4.13(b) and Fig. 4.13(c)). They also computed the 3D-DieSph-PhC 2’s dispersion relations
with good accuracy and without PBGs between the considered bands, as illustrated in Figs.
4.14(b) and 4.14(c). Although both ANN models provided akin performances in this case
study, MLP estimated slightly better the absolute photonic band gap, providing a better
approximation regarding the MPB’s PBG computations, as shown in Table 4.2. The MLP
and ELM’s MSEs were 1.173e−5 and 1.35e−5 for building the bands of both test samples,
respectively.
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Figure 4.13: (a) 3D-DieSph-PhC 1 with spheres’ radius r = 0.225a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
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Figure 4.14: (a) 3D-DieSph-PhC 2 with spheres’ radius r = 0.3375a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM. This structure does not
possess PBG.
4.2.3 Fcc-lattice PhC with air spheres
Here, we analyze the ANN performance in a different context, once this PhC type
consists of different background material (with the original dielectric constant  = 12.96).
Furthermore, the different spheres’ radius values of both test PhCs defined geometries with
either separated or joined spheres−in this case, the original radius was multiplied by the
proportions [0.45, 1.15], generating the test structures 3D-AirSph-PhC 1 (Fig. 4.15(a)) and
3D-AirSph-PhC 2 (Fig. 4.16(a)). The geometric differences resulted in dispersion relations
with noticeably different profiles: the three-lowest bands of 3D-AirSph-PhC 1 are defined
in the frequency range 0-0.4904(ωa/2pic) (Fig. 4.15), and the ones of the 3D-AirSph-PhC 2
are delimited to 0-1.0820(ωa/2pic) (Fig. 4.16). Also, 3D-AirSph-PhC 1 does not possess
PBGs between the considered bands, and 3D-AirSph-PhC 2 does with a ∆ω/ω¯ = 8.7%
between the 2-3 bands. Likewise the previous section, one may note a significant difference
between their third bands, where one assumed a sharp form (3D-AirSph-PhC 1) and the
other a rounded shape (3D-AirSph-PhC 2) at Γ corner point.
MLP and ELM suitably computed the three-first bands of these test PhCs. Firstly,
both ANNs computed with good precision the three-lowest bands of 3D-AirSph-PhC 1,
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Figure 4.15: (a) 3D-AirSph-PhC 1 with spheres’ radius r = 0.14625a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM. This structure does not
possess PBG.
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Figure 4.16: (a) 3D-AirSph-PhC 2 with spheres’ radius r = 0.37375a, and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM (PGB in grey color).
building dispersion relations without PBGs between the considered bands (Figs. 4.15(b)
and 4.15(c)). They also reasonably estimated the 3D-AirSph-PhC 2’s dispersion relations,
generating the PBG that appears between the 2-3 bands, as illustrated in Figs. 4.16(b)
and 4.16(c). In this case, ELM estimated slightly better ∆ω, as shown in Table 4.2, but
MLP exactly predicted the ω¯ value. The MLP and ELM’s MSEs were 9.9e−6 and 5.5e−5 in
this case study.
4.2.4 Simple-cubic lattice PhC with hollow dielectric spheres
and cylinders
In this issue, the proportions [0.55, 1.35] were applied to the original geometric
parameters, generating the test structures 3D-HolSph-PhC 1 (Fig. 4.17(a)) and 3D-HolSph-
PhC 2 (Fig. 4.18(a)), with the original dielectric constant  = 12.96. This case study
provides a more challenging instance for MLP and ELM since it assesses the ANN models for
computing higher bands than the previous tests. The six-first bands of 3D-HolSph-PhC 1 do
not contain PBGs (Fig. 4.17), whereas there is a PBG between the 5-6 bands of 3D-HolSph-
PhC 2 (Fig. 4.18). The bands of these test samples are also within distinct frequency
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Figure 4.17: (a) 3D-HolSph-PhC 1 with hollow and dielectric spheres’ radii rh = 0.077a and
rd = 0.198a, respectively, and cylinders with radius rc = 0.05775a; and (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM. This structure does not
possess PBG.
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Figure 4.18: (a) 3D-HolSph-PhC 2 with hollow and dielectric spheres’ radii rh = 0.189a
and rd = 0.486a, respectively, and cylinders with radius rc = 0.14175a; (b) its dispersion
relation computed by MPB and MLP, and (c) by MPB and ELM (PBG in grey color).
ranges: 0-0.7138(ωa/2pic) in 3D-HolSph-PhC 1’s dispersion relations, and 0-0.3840(ωa/2pic)
in the 3D-HolSph-PhC 2’s one.
MLP and ELM were capable of building the six-first bands of 3D-HolSph-PhC
1 and 3D-HolSph-PhC 2. As shown in Figs. 4.17(b) and 4.17(c), both ANN models
obtained dispersion relations without PBGs for 3D-HolSph-PhC 1, corresponding to the
MPB calculations. Less precise were the ANN models’ computed bands for 3D-HolSph-PhC
2 (Figs. 4.18(b) and 4.18(c)). However, MLP and ELM still calculated reasonably the
frequencies which define the PBG, as shown in Table 4.2. Despite predicting slightly less
accurate the PBG’s ω¯, ELM estimated better the PBG’s ∆ω, leading to a more accurate
∆ω/ω¯. The MSEs of MLP and ELM were 9.8e−6 and 4.6e−6 in this case study.
4.2.5 Simple-cubic lattice PhC with dielectric spheres and cylin-
ders
In this last case study, we consider input data that combine geometric and
material parameters of these test 3D PhCs. The dielectric spheres and cylinders’ original
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Figure 4.19: (a) 3D-CylSph-PhC 1 with spheres’ radius rs = 0.15a and cylinders’ radius
rc = 0.09a, and dielectric constant  = 13.0; (b) its dispersion relation computed by MPB
and MLP, and (c) by MPB and ELM. This structure does not possess PBG.
(a)
Γ R X M Γ0
0.2
0.4
ω
a
/2
pi
c
MPB
MLP
(b)
Γ R X M Γ0
0.2
0.4
ω
a
/2
pi
c
MPB
ELM
(c)
Figure 4.20: (a) 3D-CylSph-PhC 2 with spheres’ radius rs = 0.27a and cylinders’ radius
rc = 0.162a, and dielectric constant  = 15.0; (b) its dispersion relation computed by MPB
and MLP, and (c) by MPB and ELM (PBG in grey color).
radii values were multiplied by the proportions [0.75, 1.25], generating the samples 3D-
CylSph-PhC 1 (Fig. 4.19(a)) and 3D-CylSph-PhC 2 (Fig. 4.20(a)). Each one consists
of a different material: the 3D-CylSph-PhC 1’s dielectric constant is  = 13.0, and the
3D-CylSph-PhC 2’s one is  = 15.0. Such configuration reasonably changes the frequency
ranges of both structures: the 3D-CylSph-PhC 1’s six-first bands are within the interval
0-0.761(ωa/2pic), and the 3D-CylSph-PhC 2’s ones are within 0-0.542(ωa/2pic).
MLP and ELM satisfactorily predicted the six-first bands of these simple-cubic
lattice PhCs, as shown in Figs 4.19 and 4.20. Although both ANN models provided
less accurate approximations of the 3D-CylSph-PhC 1’s normalized frequencies, primarily
between the R-X and X-M corner points − where some bands present accentuated curves −
their predictions were sufficient to build the bands set without PBGs. Nevertheless, the MLP
and ELM models agreed very well with MPB computations concerning the 3D-CylSph-PhC
2’s dispersion relations. It resulted in good PBG approximations, indicating both ANN
models generalized well when processing combined geometric and material data in this
case. The MLP and ELM’s MSEs for building such dispersion relations were 1.28e−5 and
7.44e−6, respectively.
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4.3 ANN computing performance
Table 4.3 lists the mean elapsed real times of MPB, MLP, and ELM for computing
the dispersion relations of a test sample of each case-study PhC. The measured times
correspond to a mean of 5 calls of each procedure, based on serial processing. The
employed computational platform was a laptop Intel Core i-5 2410M (2.3 GHz, 3 MB L3
cache), DDR3 RAM (6 GB, 1333MHz), with Linux Ubuntu 16.04.6 LTS. MLP and ELM
implementations are in Python programming language. We used the Linux wall-clock time
function for time statistics.
In general, both ANNs are at least four orders of magnitude faster than MPB,
requiring less than a few milliseconds to compute the dispersion relations of the 2D and 3D
PhCs. Despite taking a few seconds for processing 2D PhCs, the MPB performance is hugely
affected when computing the dispersion relations of 3D structures. Notably, MPB took a
few minutes for processing 3D PhCs on such a computational platform.
4.3.1 Discussion
MLP and ELM demonstrated a solid predicting performance by computing disper-
sion relations of unknown PhCs presenting dissimilar geometric proportions and distinct
dispersion relation profiles. Such results were accomplished by a simple ANN scheme−where
ANNs only estimate the frequencies at a given k point−and using few training-PhC samples,
which allowed the construction of relatively-small datasets. It culminated in relatively-
simple ANN models and fast ANN training (due also to efficient implementations of the
training algorithms). Furthermore, the results suggest both ANNs are able to compute at
least the lowest bands simultaneously, providing means of gauging existing PBGs between
them. It implies that a unique ANN model is able to compute both optical properties at
once. Moreover, both ANNs presented similar MSE performances when processing test PhCs
modified by proportions within and outside the training data range, showing that MLP
and ELM were able to predict near but extrapolated geometric variations, combined also
with different material data.
One should note, however, that such ANN models performed well on local regions
of the input layer space IRm, once the geometric and material variations are relatively
nearby. It implies that the ANNs still depend on data of electromagnetic solvers to map
the relationship of dispersion relations with other regions of the input space. Nevertheless,
it might be impracticable seeking for a global ANN model able to map the complex
light-matter interaction−in this case, the relationship between PhCs’ lattice, material,
and geometric parameters with dispersion relations. For this reason, compact but effective
ANN models is very advantageous if the modeling process is fast.
It is also essential to highlight that the designed ANN models have eventually
produced less precise results when the bands form accentuated curves. Possible reasons
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Table 4.3: MPB, MLP, and ELM mean elapsed real times (in seconds) for computing the
dispersion relations of a test PhC.
Case-Study PhC MPB MLP ELM
2D-OneCyl-PhC 1.85 3.5e−4 3.5e−4
2D-TwoCyl-PhC 2.84 5.1e−4 2.6e−3
2D-ConStr-PhC 2.98 5.0e−4 9.5e−4
2D-ConVei-PhC 2.50 2.1e−4 4.2e−4
2D-CylVei-PhC 3.36 5.3e−4 4.2e−4
3D-CylBon-PhC 165.8 9.5e−4 5.5e−4
3D-DieSph-PhC 165.0 4.5e−4 9.8e−4
3D-AirSph-PhC 121.3 2.5e−3 2.5e−3
3D-HolSph-PhC 192.8 2.5e−3 2.5e−3
3D-CylSph-PhC 161.0 6.8e−4 8.8e−4
for underperformance might include the necessity of more training samples or refinement
of the ANN architectures. Given the presented results, however, it is unlikely that MLP
and ELM are unable to model the relations between PhC geometric and material data with
dispersion relations. Instead, they have demonstrated that such multilayer feedforward
ANN architectures can be applied to this problem.
Ultimately, the most significant ANN advantage is the overall computing perfor-
mance on a personal computer. MLP and ELM greatly reduced the runtime for processing
PhC dispersion relations regarding MPB. Combined with their fast training, both ANNs
can provide an efficient procedure for computing dispersion relations, primarily for 3D
structures, which are time-consuming. Although both ANNs presented similar predicting
performances, ELM might be a more efficient procedure for this application, once its
training has been faster and its architecture has been simpler to define, given its single
hidden layer.
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Chapter 5
Conclusions and future works
The proposed ANN approach has proven to be a high-efficient alternative for
computing dispersion relations and PBGs of PhC structures. MLP and ELM have demon-
strated reliable generalization capabilities for building up higher-order bands of 2D and
3D PhCs with different lattices, geometric shapes, and dielectric materials, enabling the
identification of existing PBGs. The combination of modeling from a few samples with a
simple ANN design has allowed fast-training processes on a personal computer, and the
resulting ANN models can compute dispersion relations in a real-time fashion.
Such an ANN-based procedure could be an efficient alternative for overcoming
the bottleneck of the run-time machine during PhC numerical analyzes, mainly for 3D
structures, which are often computationally-intensive and time-consuming. In effect, the
proposal can bring a significant contribution to PhC design as its fast computing capability
could pave the way for a broader exploration of the search space in optimization processes
and inverse problems, with a substantial reduction of computational resources and run-time
machine. Specifically, this work demonstrated the ANN effectiveness regarding geometric
and material data of PhCs with distinct lattices, which are often crucial parameters of
optimization and inverse problems.
Future works should investigate the ANNs’ predicting capabilities for unexplored
PhC configurations, including other lattices, geometries, and material configurations,
such as anisotropic materials. Most importantly, further studies should investigate the
effectiveness of the ANN-based approach for supporting the design of photonic components
as well as explore how to deploy suitable ANN architectures during the PhC design processes
efficiently.
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