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Abstract
We prove a law of the iterated logarithm for stable processes in a random scenery. The proof
relies on the analysis of a new class of stochastic processes which exhibit long-range dependence.
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1. Introduction
In this paper we study the sample paths of a family of stochastic processes called
stable processes in random scenery. To place our results in context, rst we will de-
scribe a result of Kesten and Spitzer (1979) which shows that a stable process in ran-
dom scenery can be realized as the limit in distribution of a random walk in random
scenery.
Let Y= fy(i): i2Zg denote a collection of independent, identically distributed,
real-valued random variables and let X= fxi: i>1g denote a collection of indepen-
dent, identically distributed, integer-valued random variables. We will assume that the
collections Y and X are dened on a common probability space and that they generate
independent -elds. Let s0 = 0 and, for each n>1, let
sn=
nX
i= 1
xi:
In this context, Y is called the random scenery and S= fsn: n>0g is called the
random walk. For each n>0, let
gn=
nX
j= 0
y(sj): (1.1)
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The process G= fgn: n>0g is called random walk in random scenery. Stated simply,
a random walk in random scenery is a cumulative sum process whose summands are
drawn from the scenery; the order in which the summands are drawn is determined by
the path of the random walk.
For purposes of comparison, it is useful to have an alternative representation of G.
For each n>0 and each a2Z, let
‘an=
nX
j= 0
1fsj = ag:
L= f‘an: n>0; a2Zg is the local-time process of S. In this notation, it follows that,
for each n>0,
gn=
X
a2Z
‘any(a): (1.2)
To develop the result of Kesten and Spitzer, we will need to impose some mild
conditions on the random scenery and the random walk. Concerning the scenery, we
will assume that E(y(0))= 0 and E(y2(0))= 1. Concerning the walk, we will assume
that E(x1)= 0 and that x1 is in the domain of attraction of a strictly stable random
variable of index  (1<62). Thus, we assume that there exists a strictly stable
random variable R of index  such that n−1=Sn converges in distribution to R as
n!1. Since R is strictly stable, its characteristic function must assume the following
form (see, for example, Theorem 9.32 of Breiman (1968)): there exist real numbers
 > 0 and 2 [−1; 1] such that, for all 2R,
E exp(iR)= exp

−jj 1 + i sgn() tan(=2)


:
Criteria for a random variable being in the domain of attraction of a stable law can be
found, for example, in Theorem 9.34 of Breiman (1968).
Let Y= fY(t): t>0g denote two standard Brownian motions and let X =
fXt : t>0g be a strictly stable Levy process with index  (1< >2). We will assume
that Y+; Y− and X are dened on a common probability space and that they generate
independent -elds. In addition, we will assume that X1 has the same distribution as
R. As such, the characteristic function of Xt is given by
E exp(iX (t))= exp

−tjj 1 + i sgn() tan(=2)


: (1.3)
We will dene a two-sided Brownian motion Y = fY (t): t 2 Rg according to the rule
Y (t)=

Y+(t); if t>0;
Y−(−t); if t < 0:
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Given a function f: R! R, we will letZ
R
f(x) dY (x),
Z 1
0
f(x) dY+(x) +
Z 1
0
f(−x) dY−(x)
provided that both of the Ito^ integrals on the right-hand side are dened.
Let L= fLxt : t>0; x2Rg denote the process of local times of X ; thus, L satises
the occupation density formula: for each meaurable f: R 7! R and for each t>0,Z t
0
f(X (s)) ds=
Z
R
f(a)Lat da: (1.4)
Using the result of Boylan (1964), we can assume, without loss of generality, that L
has continuous trajectories. With this in mind, the following process is well dened:
for each t>0, let
G(t),
Z
Lxt dY (x): (1.5)
Due to the resemblance between Eqs. (1.2) and (1.5), the stochastic process G=
fGt : t>0g is called a stable process in random scenery.
Given a sequence of cadlag processes fUn: n>1g dened on [0; 1] and a cadlag
process V dened on [0; 1], we will write Un ) V provided that Un converges in
distribution to V in the space DR([0; 1]) (see, for example, Billingsley (1979) regarding
convergence in distribution). Let
, 1− 1=2: (1.6)
Then the result of Kesten and Spitzer is
fn−g[nt]: 06t61g ) fG(t): 06t61g: (1.7)
Thus, normalized random walk in random scenery converges in distribution to a sta-
ble process in random scenery. For additional information on random walks in ran-
dom scenery and stable processes in random scenery, see Bolthausen (1989), Kesten
and Spitzer (1979), Lang and Nguyen (1983), Lewis (1992, 1993), Lou (1985), and
Remillard and Dawson (1991).
Viewing Eq. (1.7) as the central limit theorem for random walk in random scenery,
it is natural to investigate the law of the iterated logarithm, which would describe the
asymptotic behavior of gn as n!1. To give one such result, for each n>0 let
vn=
X
a2 Z
(‘an)
2:
The process V= fvn: n>0g is called the self-intersection local time of the random
walk. Throughout this paper, we will write loge to denote the natural logarithm. For
x2R, dene ln(x)= loge(x_e). In Lewis (1992), it has been shown that if Ejy(0)j3 <
1, then
lim sup
n!1
gnp
2vn ln ln(n)
= 1; a:s:
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This is called a self-normalized law of the iterated logarithm in that the rate of growth
of gn as n !1 is described by a random function of the process itself. The goal of
this article is to present deterministically normalized laws of the iterated logarithm for
stable processes in random scenery and random walk in random scenery.
From Eq. (1.3), you will recall that the distribution of X1 is determined by three
parameters:  (the index),  and . Here is our main theorem.
Theorem 1.1. There exists a real number = (; ; )2 (0;1) such that
lim sup
t!1

ln ln t
t
 G(t)
(ln ln t)3=2
=  a:s:
When = =2, X is a standard Brownian motion and, in this case, G is called
Browninan motion in random scenery. For each t>0, dene Z(t)=Y (X (t)). The
process Z = fZt : t>0g is called iterated Brownian motion. Our interest in investigating
the path properties of stable processes in random scenery was motivated, in part, by
some newly found connections between this process and iterated Brownian motion. In
Khoshnevisan and Lewis (1996), we have related the quadratic and quartic variations
of iterated Brownian motion to Brownian motion in random scenery. These connections
suggest that there is a duality between these processes; Theorem 1.1 may be useful in
precisely dening the meaning of \duality" in this context.
Another source of interest in stable processes in random scenery is that they are
processes which exhibit long-range dependence. Indeed, by our Theorem 5.2, for each
t>0, as s !1,
Cov(G(t); G(t + s))  t
− 1 s
(−1)=:
This long-range dependence presents certain diculties in the proof of the lower bound
of Theorem 1.1. To overcome these diculties, we introduce and study quasi-associated
collections of random variables, which may be of independent interest and worthy of
further examination.
In our next result, we present a law of the iterated logarithm for random walk in ran-
dom scenery. The proof of this result relies on strong approximations and
Theorem 1.1. We will call G a simple symmetric random walk in Gaussian scenery
provided that y(0) has a standard normal distribution and
P(x1 = + 1)=P(x1 = − 1)= 12 :
In the statement of our next theorem, we will use (2; 2; 0) to denote the constant from
Theorem 1.1 for the parameters =2, =2 and =0.
Theorem 1.2. There exists a probability space (
;F;P) which supports a
Brownian motion in random scenery G and a simple symmetric random walk in
Gaussian scenery G such that, for each q > 1=2,
lim
n!1
sup06t61jG(nt)− g([nt])j
nq
=0 a:s:
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Thus,
lim sup
n!1
gn
(n ln ln(n))3=4
= (2; 2; 0) a:s:
A brief outline of the paper is in order. In Section 2 we prove a maximal inequality
for a class of Gaussian processes, and we apply this result to stable processes in random
scenery. In Section 3 we introduce the class of quasi-associated random variables; we
show that disjoint increments of G (hence G) are quasi-associated. Section 4 contains
a correlation inequality which is reminiscent of a result of Hoeding (see Lehmann
(1996) and Newman and Wright (1981)); we use this correlation inequality to prove
a simple Borel{Cantelli Lemma for certain sequences of dependent random variables,
which is an important step in the proof of the lower bound in Theorem 1.1. Section 5
contains the main probability calculations, signicantly a large deviation estimate for
P(G1 > x) as x!1. In Section 6 we marshal the results of the previous sections
and give a proof of Theorem 1.1. Finally, the proof of Theorem 1.2 is presented in
Section 7.
Remark 1.3. As is customary, we will say that stochastic processes U and V are
equivalent, denoted by U d= V , provided that they have the same nite-dimensional
distributions. We will say that the stochastic process U is self-similar with index
p (p > 0) provided that, for each c > 0,
fUct : t>0g d= fcpUt : t>0g:
Since X is a strictly stable Levy process of index , it is self-similar with index −1.
The process of local times L inherits a scaling law from X : for each c > 0,
fLxct : t>0; x2Rg d= fc1−1=Lxc
−1=
t : t>0; x2Rg:
Since a standard Brownian motion is self-similar with index 1=2, it follows that G is
self-similar with index =1− (2)−1.
2. A maximal inequality for subadditive Gaussian processes
The main result of this section is a maximal inequality for stable processes in random
scenery, which we state presently.
Theorem 2.1. Let G be a stable process in random scenery and let t; >0. Then
P

sup
06s6t
Gs>

62P(Gt>):
The proof of this theorem rests on two observations. First we will establish a maximal
inequality for a certain class of Gaussian processes. Then we will show that G is a
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member of this class conditional on the -eld generated by the underlying stable
process X .
Let (
;F;P) be a probability space which supports a centered, real-valued Gaussian
process Z = fZt : t>0g. We will assume that Z has a continuous version. For each
s; t>0, let
d(s; t), (E(Zs − Zt)2)1=2;
which denes a pseudo-norm on R+, and let
(t), d(0; t):
We will say that Z is P-subadditive provided that
2(t)− 2(s)>d2(s; t) (2.1)
for all t>s>0.
Remark. If, in addition, Z has stationary increments, then d2(s; t)= 2(jt− sj). In this
case, the subadditivity of Z can be stated as follows: for all s; t>0,
2(t) + 2(s)62(s+ t):
In other words, 2 is subadditive in the classical sense. Moreover, in this case, Z
becomes sub-diusive, that is,
lim
t!1
(t)
t1=2
= sup
s>0
(s)
s1=2
:
It is signicant that subadditive Gaussian processes satisfy the following maximal
inequality:
Proposition 2.2. Let Z be a centered, P-subadditive, P-Gaussian process on R, and,
let t; >0. Then
P

sup
06s6t
Zs>

62P(Zt>):
Proof. Let B be a linear Brownian motion under the probability measure P, and, for
each t>0, let
Tt , B(2(t)):
Since T is a centered, P-Gaussian process on R with independent increments, it follows,
that, for each t>s>0,
E(T 2t )= 2(t);
E(Ts(Tt − Ts))= 0: (2.2)
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Since Tu and Zu have the same law for each u>0, by Eqs. (2.1) and (2.2) we may
conclude that
E(ZsZt)− E(TsTt) = E(Z2s ) + E(Zs(Zt − Zs))− E(Ts(Tt − Ts))− E(T 2s )
= E(Zs(Zt − Zs))
= 12 (
2(t)− 2(s)− d2(s; t))
>0:
These calculations demonstrate that E(Z2t )= E(T 2t ) and E(Zt−Zs)26E(Tt−Ts)2 for all
t>s>0. By Slepian’s lemma (see Adler, 1990, p. 48).
P

sup
06s6t
Zs>

6P

sup
06s6t
Ts>

: (2.3)
By Eq. (2.1), the map t 7! (t) is nondecreasing. Thus, by the denition of T Eq.
(2.3), the reection principle, and the fact that Tt and Zt have the same distribution
for each t>0, we may conclude that
P

sup
06s6t
Zs>

6P

sup
06s6t
Ts>

6P
 
sup
06s62(t)
Bs>
!
= 2P(B(2(t))>)
= 2P(Zt>);
which proves the result in question.
Let (
; F;P) be a probability space supporting a Markov process M = fMt : t>0g
and an independent, two-sided Brownian motion Y = fYt : t 2Rg. We will assume that
M has a jointly measurable local-time process L= fLxt : t>0; x2Rg. For each t>0, let
Gt ,
Z
Lxt dY (x):
The process G= fGt : t>0g is called a Markov process in random scenery. For
t 2 [0;1], let Mt denote the P-complete, right-continuous extension of the -eld
generated by the process fMs: 06s < tg. Let M,M1 and let PM be the measure
P conditional on M. Fix u>0 and, for each s>0, dene
gs , Gs+u − Gu:
Let g, fgs: s>0g.
Proposition 2.3. g is a centered, PM-subadditive, PM-Gaussian process on R, almost
surely [P].
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Proof. The fact that g is a centered PM-Gaussian process on R almost surely [P] is
a direct consequence of the additivity property of Gaussian processes. (This statement
only holds almost surely P, since local times are dened only on a set of full P
measure.) Let t>s>0, and note that
gt − gs=
Z
R
(Lxt+u − Lxs+u) dY (x):
Since Y is independent of M, we have, by Ito^ isometry,
d2(s; t) = EM(gt − gs)2
=
Z
R
(Lxt+u − Lxs+u)2 dx:
Since the local time at x is an increasing process, for all t>s>0,
2(t)− 2(s)− d2(s; t)= 2
Z
R
(Lxu+t − Lxu+s)(Lxs+u − Lxu) dx>0;
almost surely [P].
Proof of Theorem 2.1. By Propositions 2.2 and 2.3, it follows that
PM

sup
06s6t
Gs>

62PM(Gt>)
almost surely [P]. The result follows upon taking expectations.
3. Quasi-association
Let Z= fZ1; Z2; : : : ; Zng be a collection of random variables dened on a common
probability space. We will say that Z is quasi-associated provided that
Cov(f(Z1; : : : ; Zi); g(Zi+1; : : : ; Zn))>0; (3.1)
for all 16i6n−1 and all coordinatewise nondecreasing, measurable functions f: Ri 7!
R and g: Rn−i 7! R. The property of quasi-association is closely related to the prop-
erty of association. Following Esary et al. (1967), we will say that Z is associated
provided that
Cov(f(Z1; : : : ; Zn); g(Z1; : : : ; Zn))>0; (3.2)
for all coordinatewise nondecreasing, measurable functions f; g: Rn ! R. Clearly a
collection is quasi-associated whenever it is associated. In verifying either Eq. (3.1) or
Eq. (3.2), we can, without loss of generality, further restrict the set of test functions
by assuming that they are bounded and continuous as well.
A generalization of association to collections of random vectors (called weak associ-
ation) was initiated by Burton, Dabrowski, and Dehling (1986) and further investigated
by Dabrowski and Dehling (1988). For random variables, weak association is a stronger
condition than quasi-association.
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As with association, quasi-association is preserved under certain actions on the collec-
tion. One such action can be described as follows: Suppose that Z is quasi-associated,
and let A1; A2; : : : ; Ak be disjoint subsets of f1; 2; : : : ; ng with the property that for each
integer j, each element of Aj dominates every element of Aj−1 and is dominated, in
turn, by each element of Aj+1. For each integer 16j6n, let Uj be a nondecreasing
function of the random variables fZi: i2Ajg. Then it can be shown that the collec-
tion fU1; U2; : : : ; Ukg is quasi-associated as well. We will call the action of forming
the collection fU1; : : : ; Ukg ordered blocking; thus, quasi-association is preserved under
the action of ordered blocking.
Another natural action which preserves quasi-association could be called passage to
the limit. To describe this action, suppose that, for each k>1, the collection
Z(k) = fZ (k)1 ; Z (k)2 ; : : : ; Z (k)n g
is quasi-associated, and let Z= fZ1; Z2; : : : ; Zng. If (Z (k)1 ; : : : ; Z (k)n ) converges in distri-
bution to (Z1; : : : ; Zn), then it follows that the collection Z is quasi-associated. In other
words, quasi-association is preserved under the action of passage to the limit.
Our next result states that certain collections of nonoverlapping increments of a
stable process in random scenery are quasi-associated.
Proposition 3.1. Let G be a stable process in random scenery, and let 06s1<t16s2<
t26   6sm<tm. Then the collection
fG(t1)− G(s1); G(t2)− G(s2); : : : ; G(tm)− G(sm)g
is quasi-associated.
Remark 3.2. At present, it is not known whether the collection
fG(t1)− G(s1); G(t2)− G(s2); : : : ; G(tm)− G(sm)g
is associated.
Proof of Proposition 3.1. We will prove a provisional form of this result for random
walk in random scenery. Let n; m>1 be integers and consider the collection of random
variables
fy(s0); : : : ; y(sn−1); y(sn); : : : ; y(sn+m−1)g:
Let f: Rn ! R and g: Rm ! R be measurable and coordinatewise nondecreasing.
Since the random scenery is independent of the random walk,
E(f(y(s0); : : : ; y(sn−1))g(y(sn); : : : ; y(sn+m−1))]
=
X
E[f(y(0); : : : ; y(n−1))g(y(n); : : : ; y(n+m−1))]
P(s0 = 0; s1 = 1; : : : ; sn+m−1 = n+m−1); (3.3)
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where the sum extends over all choices of i 2Z; 16i6n + m − 1. By Esary et al.
(1967), the collection of random variables
fy(0); y(1); : : : ; y(n+m−1)g
is associated; thus, by Eq. (3.2), we obtain
E[f(y(0); : : : ; y(n−1))g(y(n); : : : ; y(n+m−1))]
>E[f(y(0); : : : ; y(n−1))]E[g(y(n); : : : ; y(n+m−1))]: (3.4)
Since the scenery is stationary,
E(g(y(n); : : : ; y(n+m−1)))= E(g(y(0); : : : ; y(n+m−1 − n))): (3.5)
On the other hand, since s is a random walk,
P(s0 = 0; : : : ; sn+m−1 = n+m−1)
=P(s0 = 0; : : : ; sn−1 = n−1)P(s1 = n − n−1)
P(s0 = 0; s1 = n+1 − n; : : : ; sm−1 = n+m−1 − n): (3.6)
Insert Eqs. (3.4){(3.6) into Eq. (3.3). If we sum rst on n+1; : : : ; n+m−1, and then on
the remaining indices, we obtain
E[f(y(s0); : : : ; y(sn−1))g(y(sn); : : : ; y(sn+m−1))]
>E[f(y(s0); : : : ; y(sn−1))]E[g(y(s0); : : : ; y(sm−1))]: (3.7)
Finally, since s has stationary increments and y and s are independent,
E[g(y(s0); : : : ; y(sm−1))]= E[g(y(sn); : : : ; y(sn+m−1))]:
Which, when inserted into Eq. (3.7), yields
E[f(y(s0); : : : ; y(sn−1))g(y(sn); : : : ; y(sn+m−1))]
>E[f(y(s0); : : : ; y(sn−1))]E[g(y(sn); : : : ; y(sn+m−1))]:
This argument demonstrates that, for any integer N , the collection fy(s0); : : : ; y(sN )g is
quasi-associated. Since association is preserved under ordered blocking, the collection
fn−(g[nt1] − g[ns1]); n−(g[nt2] − g[ns2]); : : : ; n−(g[ntm] − g[nsm])g
is also quasi-associated. By the result of Kesten and Spitzer, the random vector
(n−(g[nt1] − g[ns1]); n−(g[nt2] − g[ns2]); : : : ; n−(g[ntm] − g[nsm]))
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converges in distribution to
(G(t1)− G(s1); G(t2)− G(s2); : : : ; G(tm)− G(sm));
which nishes the proof, since quasi-association is preserved under passage to the limit.
4. A correlation inequality
Given random variables U and V dened on a common probability space and real
numbers a and b, let
QU;V (a; b), P(U > a; V > b)− P(U > a)P(V > b):
Following Lehmann (1966), we will say that U and V are positively quadrant de-
pendent provided that QU;V (a; b)>0 for all a; b 2 R. In Esary, Proschan, and Walkup
(1967), it is shown that U and V are positively quadrant dependent if and only if
Cov(f(U ); g(V ))>0
for all nondecreasing measurable functions f; g : R! R. Thus U and V are positively
quadrant dependent if and only if the collection fU; Vg is quasi-associated.
The main result of this section is a form of the Kochen{Stone Lemma (see Kochen
and Stone (1964)) for pairwise positively quadrant dependent random variables.
Proposition 4.1. Let fZk : k>1g be a sequence of pairwise positively quadrant de-
pendent random variables with bounded second moments. If
(a)
1X
k=1
P(Zk>0) =1
and
(b) lim inf
n!1
P
16j<k6n Cov(Zj; Zk)(Pn
k=1 P(Zk>0)
2 = 0,
then lim supn!1Zn>0 almost surely.
Before proving this result, we will develop some notation and prove a technical
lemma. Let C2b (R2) denote the set of all functions from R2 to R with bounded and
continuous mixed second-order partial derivatives. For f 2 C2b (R2;R), let
M (f), sup
(s; t)2R2
jfxy(s; t)j :
The above is not a norm, as it cannot distinguish between ane transformations of f.
Lemma 4.2. Let X; Y; ~X , and ~Y be random variables with bounded second moments,
dened on a common probability space. Let X d= ~X , let Y
d
= ~Y , and let ~X and ~Y be
independent. Then, for each f 2 C2b (R2;R),
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(a) E(f(X; Y ))− E(f( ~X ; ~Y )) = RR2fxy(s; t)QX;Y (s; t) ds dt:
(b) If, in addition, X and Y are positively quadrant dependent, then
jE(f(X; Y ))− E(f( ~X ; ~Y ))j6M (f)Cov(X; Y ):
Remark. This lemma is a simple generalization of a result attributed to Hoeding (see
Lemma 2 of Lehmann (1966)), which states that
Cov(X; Y ) =
Z
R2
QX;Y (s; t) ds dt; (4.1)
whenever the covariance in question is dened.
Proof. Without loss of generality, we may assume that (X; Y ) and ( ~X ; ~Y ) are indepen-
dent. Let
I(u; x) =

1 if u < x;
0 if u>x:
Then
E(jX − ~X jjY − ~Y j) = E
Z
R2
jI(u; X )− I(u; ~X )jjI(v; Y )− I(v; ~Y )jdu dv: (4.2)
Observe that
E(f(X; Y )− f( ~X ; Y ) + f( ~X ; ~Y )− f(X; ~Y ))
= E
Z
R2
fxy(u; v)(I(u; X )− I(u; ~X ))(I(v; Y )− I(v; ~Y )) du dv:
The integrand on the right is bounded by
M (f)jI(u; X )− I(u; ~X )jjI(v; Y )− I(v; ~Y )j;
and by (4.2) we may interchange the order of integration, which yields
E(f(X; Y ))− E(f( ~X ; ~Y )) =
Z
R2
fxy(u; v)QX;Y (u; v) du dv;
demonstrating item (a).
If X and Y are positively quadrant dependent, then QX;Y is nonnegative, and item
(b) follows from item (a), an elementary bound, and (4.1).
Proof of Proposition 4.1. Given  > 0, let ’ : R ! R be an innitely dierentiable,
nondecreasing function satisfying: ’(x) = 0 if x6−; ’(x) = 1 if x>0, and ’0(x)> 0
if x 2 (−; 0). Given integers n>m>1, let
Bm;n
nX
k=m
’(Zk):
Since 1(x>0)6’(x), it follows that
nX
k=1
P(Zk>0)6
nX
k=1
E(’(Zk)) = E(B1; n): (4.3)
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In particular, by item (a) of this proposition, we may conclude that E(B1; n) ! 1 as
n!1.
The main observation is that
fBm;n > 0g =
n[
k=m
fZk > −g:
Hence, by the Cauchy{Schwarz inequality,
P
 
n[
k=m
fZk > −g
!
>
(E(Bm;n))2
E(B2m;n)
:
Since E(B1; n)!1 as n!1, it is evident that
lim
n!1
(E(Bm;n))2
(E(B1; n))2
= 1: (4.4)
In addition, we will show that
lim inf
n!1
E(B2m;n)
(E(B1; n))2
61: (4.5)
From (4.4) and (4.5) we may conclude that P([1k=mfZk > −g) = 1, and, since this
is true for each m>1, it follows that P(Zk > − i:o:) = 1; hence,
lim sup
n!1
Zn > − a:s:
Since  > 0 is arbitrary, this gives the desired conclusion.
We are left to prove (4.4). To this end, observe that
E(B2m;n) =
nX
k=1
E(’2(Zk)) + 2
X
m6j<k6n
E(’(Zj)’(Zk))
6E(B1; n) + 2
X
16j<k6n
E(’(Zj)’(Zk)):
Thus, by Lemma 4.2, there exists a positive constant C = C() such that
E(B2m;n) 6E(B1; n) + 2
X
16j<k6n
E(’(Zj))E(’(Zk)) + C
X
16j<k6n
Cov(Zj; Zk)
6E(B1; n) + (E(B1; n))2 + C
X
16j<k6n
Cov(Zj; Zk):
Upon dividing both sides of this inequality by (E(B1; n))2 and using (4.3), we obtain
E(B2m;n)
(E(B1; n))2
6o(1) + 1 + C
P
16j<k6n Cov(Zj; Zk)(Pn
k=1 P(Zk>0)
2
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which, by condition (b) of this proposition, yields
lim inf
n!1
E(B2m;n)
(E(B1; n))2
61;
which is (4.5).
5. Probability calculations
In this section we will prove an assortment of probability estimates for Brownian
motion in random scenery and related stochastic processes. This section contains two
main results, the rst of which is a large deviation estimate for P(G1>t). You will
recall that  (1<62) is the index of the Levy process X and that =1− (2)−1.
Theorem 5.1. There exists a positive real number = () such that
lim
!1
−2=(1+) lnP(G1>)= − :
As the proof of this theorem will show, we can shed some light on the dependence
of  on  (see Remark 5.7).
The second main result of this section is an estimate for the covariance of certain
non-overlapping increments of G.
Theorem 5.2. Fix  2 (0; 1). Let s, t, u, and v be nonnegative real numbers satisfying
s6t < t6u6v < v:
Then
Cov

G(t)− G(s)
(t − s) ;
G(v)− G(u)
(v− u)

6
1= (1=)
(1− )1=(2)(− 1)
 t
v
1=(2)
:
First we will attend to the proof of Theorem 5.1., which will require some prefatory
denitions and lemmas. For each t>0, let
Vt =
Z
R
(Lxt )
2 dx;
St =
p
Vt:
For each t>0, Vt is the conditional variance of Gt given Xt , that is,
Vt = E(G2t jXt):
V and S inherit scaling laws from G. For future reference let us note that
fSct : t>0g d= fcSt : t>0g: (5.1)
A signicant part of our work will be an asymptotic analysis of the moment generating
function of S1. For each >0, let
()= E(exp(S1)):
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The next few lemmas are directed towards demonstrating that there is a positive real
number  such that
lim
t!1 t
−1= ln (t)= : (5.2)
To this end, our rst lemma concerns the asymptotic behavior of certain integrals.
Fix p> 1 and c> 0 and, for each t>0, let
g(t)= t − ctp:
Let t0 denote the unique stationary point of g on [0;1) and, for >0, let
I()=
Z 1
0
exp(− cp) d:
Lemma 5.3. As !1,
I() 
s
2
jg00(t0)j
(2−p)=2(p−1) exp(p=(p−1)g(t0)):
Proof. Consider the change of variables
t= −1=(p−1):
Under this assignment, and by the denition of g, we obtain
− cp= p=(p−1)g(t):
Thus
I()= 1=(p−1)
Z 1
0
exp(p=(p−1)g(t)) dt:
The asymptotic relation follows by the method of Laplace (see, for example, pp. 36{37
of Erdelyi (1956) for a discussion of this method).
Our next lemma contains a provisional form of Eq. (5.2).
Lemma 5.4. There exist positive real numbers c1 = c() and c2 = c2() such that, for
each t>0,
c1t1=6ln (t)6c2t1=:
Proof. For simplicity, let
L1 = sup
x2R
Lx1 and X

1 = sup
06s61
jXsj:
First we will prove the following comparison result: with probability one,
1=2X 16V16L

1 : (5.3)
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Both bounds are a consequence of the occupation density formula (1.4). Since
R
R L
x
1dx
=1,
V1 =
Z
R
(Lx1)
2 dx6L1
Z
R
Lx1 dx= L

1 ;
which is the upper bound. To obtain the lower bound, we use the Cauchy{Schwarz
inequality. Let m() denote Lebesgue measure on R and observe that
1 =
Z
R
Lx11fx : jxj6X 1 g dx
6 (V1m(fx : jxj6X 1 g))1=2
6 (V12X 1 )
1=2;
which is the lower bound. As a consequence of Eq. (5.3), for each > 0,
P(X 16(2)−1)6P(V1>)6P(L1>):
Combining this with Proposition 10.3 of Fristedt (1974) and Theorem 1.4 of Lacey
(1990), we see that there are two positive real numbers c3 = c3() and c4 = c4() such
that, for each >0,
e−c3

6P(V1>)6e−c4

:
Equivalently, for each >0,
e−c3
2
6P(S1>)6e−c4
2
:
Since, after an integration by parts,
()= 
Z 1
0
eP(S1>) d;
it follows that

Z 1
0
exp(− c32) d6()6
Z 1
0
exp(− c42) d:
We obtain the desired bounds on () by an appeal to Lemma 5.3 and some algebra.
Lemma 5.5. There exists a positive real number  such that
lim
t!1
ln (t)
t1=
= :
Proof. Let
= inf
t>1
ln (t)
t1=
:
By Lemma 5.4, 2 (0;1).
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We will nish the proof with a subadditivity argument. For each u>0 and t>0, let
X u(t), X (t + u)− X (u):
From the elementary properties of Levy processes, X u= fX u(t) : t>0g is equivalent
to X and is independent of Xu. Let L(X u) denote the process of local times of X u.
Then, for each t>0 and x2R,
Lxt (X
u)=Lx+X (u)t+u − Lx+X (u)u : (5.4)
Let
~St =
Z
R
(Lxt (X
u))2 dx:
Since L(X u) is equivalent to L and is independent of Xu, ~S is equivalent to S and
independent of Xu. Moreover, by a change of variables, with probability oneZ
R
(Lxt+u − Lxu)2 dx=
Z
R
(Lxt (X
u))2 dx:
Consequently, by Minkowski’s inequality, with probability one
St+u6
sZ
R
(Lxu)2 dx +
sZ
R
(Lxt+u − Lxu)2 dx
= Su + ~St:
By the scaling law for S (see Eq. (5.1)) and the independence of ~St and Su,
((t + u)) = E(exp((t + u)S1))
= E(exp(St+u))
6 E(exp( ~St + Su))
6 E(exp(St))E(exp(Su))
= (t)(u):
This demonstrates that the function t 7! ln (t) is subadditive. By a classical result,
lim
t!1
ln (t)
t
= ;
which, up to a minor modication in form, proves the lemma in question.
Corollary 5.6. There exists a real number 2 (0;1) such that
lim
!1
− lnP(V1>)= − :
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Proof. By the result of Davies (1976) and Lemma 5.5, it follows that there exists a
positive real number  such that
lim
!1
−2 lnP(S1>)= − :
Since V1 = S21 , the result follows.
Finally, we give the proof of Theorem 5.1.
Proof of Theorem 5.1. Let
(s)=
Z 1
s
e−u
2=2 dup
2
:
For each t>0, P(G1>jV1 = z)=(z−1=2); thus,
P(G1>) =
Z 1
0
P(G1>jV1 = z)P(V1 2 dz)
=
Z 1
0
(z−1=2)P(V1 2 dz)
(5.5)
For each u> 0, let
f(u)=
1
2u
+ u:
Let
u=(2)−1=(1+)
and note that u is the unique stationary point of f on the set (0;1) and that
f(u)6f(u) for all u> 0. For future reference, we observe that
f(u)=
+ 1
2
(2)1=(1+): (5.6)
Let 0<A<u<B<1 be chosen so that
1
2A
^ B >f(u)
and let  be chosen so that
0<<
1
2A
^ B − f(u): (5.7)
Let A= x0<x1<    <xn=B be a partition of [A; B] which is ne enough so that
(xk − xk−1)<: (5.8)
Moreover, we require that xi= u for some index 0<i<n.
For each > 0 and each 16k6n, let
sk = sk()= xk2=(1+):
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We have
P(G1>) =
Z s0
0
(z−1=2)P(V1 2 dz) +
Z 1
sn
(z−1=2)P(V1 2 dz)
+
nX
k = 1
Z sk
sk−1
(z−1=2)P(V1 2 dz):
Since z 7! (z−1=2) is increasing, it follows thatZ s0
0
(z−1=2)P(V1 2 dz)6(s−1=20 )
= (A−1=2=(1+)):
By elementary properties, we have
lim
!1
−2=(1+) ln(A−1=2=(1+))= − 1=2A: (5.9)
Similar considerations lead us to conclude thatZ 1
sn
(z−1=2)P(V1 2 dz)6P(V1>sn)
= P(V1>B2=(1+)):
By Corollary 5.6, we conclude
lim
!1
−2=(1+) lnP(V1>B2=(1+))= − B: (5.10)
Finally, for 16k6n,Z sk
sk−1
(z−1=2)P(V1 2 dz)6(s−1=2k )P(V1>sk−1)
= (x−1=2k 
=(1+))P(V1>xk−12=(1+)):
Thus, by Corollary 5.6 and Eq. (5.8),
lim
!1
−2=(1+) ln(x−1=2k 
=(1+))P(V1>xk−1=(1+)) = − 12xk − x

k−1
6− f(xk) + :
(5.11)
By Eqs. (5.9){(5.11), we obtain
lim sup
!1
−2=(1+) lnP(G1>)6−min

1
2A
; B;min16k6nff(xk)− g

= −f(u) + ;
where we have used Eq. (5.7) and the denition of u to obtain this last equality.
Letting ! 0, we obtain
lim sup
!1
−2=(1+) lnP(G1>)6 − f(u): (5.12)
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To obtain a lower bound, let
a= a()= u2=(1+)
and note that
P(G1>) >
Z 1
a
(z−1=2)P(V1 2 dz)
>(a−1=2)P(V1>a)
= ((u)−1=2=(1+))P(V1>u2=(1+)):
Consequently, by Corollary 5.6,
lim
!1
−2=(1+) ln((u)−1=2=(1+))P(V1>u2=(1+)) =− 12u − u

=−f(u):
It follows that
lim inf
!1
−2=(1+) lnP(G1>)> − f(u): (5.13)
Combining Eqs. (5.12) and (5.13) and recalling Eq. (5.6), we obtain the desired
result.
Remark 5.7. As the proof of Theorem 5.1 demonstrates, we have actually shown that
=f(u)=
+ 1
2
(2)1=(1+): (5.14)
At present, we have only shown that  is a positive real number. However, in certain
cases (for example, Brownian motion) it might be possible to determine the precise
value of , in which case the value of  will be given by Eq. (5.14).
The remainder of this section is directed towards a proof of Theorem 5.2. First we
will make a connection between Brownian motion in random scenery and classical -
energy. Suppose  is a probability measure on R1, endowed with its Borel sets. Then,
for any > 0, we dene the -energy of  as:
E(d)=
Z
R2
jx − yj− d(x) d(y):
Lemma 5.8. For any s; r > 0,
EG(r)G(s)= 
1= (1=)

Z r
0
Z s
0
jx − yj−1= dx dy:
In particular,
EG2(r)= r
21= (1=)
 E(dxj[0;1]):
D. Khoshnevisan, T.M. Lewis / Stochastic Processes and their Applications 74 (1998) 89{121 109
Remark. Let us mention the following calculation as an aside:
E(dxj[0;1])= 2
2
(− 1)(2− 1) :
Proof. The proof of Lemma 5.8 involves some Fourier analysis. By Eq. (1.3) and
properties of Levy processes, for all 2R and all r; s> 0,
EeifX (r)−X (s)g=e−jj
jr−sj=: (5.15)
Let  r(x)=Lxr and note that EG(r)G(s)= E
R
 r(x) s(x) dx. By Parseval’s identity,
EG(r)G(s)= 1
2E
Z
 ^ r() ^ s d: (5.16)
However, by the occupation density formula (1:4),
 ^ r()=
Z
eixLxr dx=
Z r
0
eiX (u) du:
Therefore, by Eq. (5.15)
E ^ r() ^ s() = E
Z r
0
Z s
0
eifX (u)−X (v)gdu dv
=
Z r
0
Z s
0
e−jj
ju−vj= du dv:
By Eq. (5.16), Fubini’s theorem, and symmetry,
E(G(r)G(s)) = 1
Z r
0
Z s
0
Z 1
0
e−jj
ju−vj= d du dv
=
1= (1=)

Z r
0
Z s
0
ju− vj−1= du dv;
which proves the lemma.
Our next result estimates the covariance of the normalized increments of the process
G and is the main step in the proof Theorem 5.2.
Proof of Theorem 5.2. Since G is a centered process,
C , Cov(G(t)− G(s); G(v)− G(u))
= E(G(t)− G(s))(G(v)− G(u))
= E(G(t)G(v))− E(G(t)G(u))− E(G(s)G(v)) + E(G(s)G(u)):
By Lemma 5.8 and some algebra, this covariance may be expressed compactly as
C =
1=a (1=)

Z t
s
Z v
u
jx − yj−1=dx dy: (5.17)
Dene f(b) =
R v
u (a− b)−1=da and note that, for b6u; f(b)6f(u). In other words,Z v
u
(a− b)−1=da6
Z v
u
(a− u)−1=da =


− 1

(v− u)(−1)=:
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Therefore, by (5.17),
C6
1= (1=)
(− 1) (v− u)
(−1)=(t − s):
A symmetric analysis shows that
C6
1= (1=)
(− 1) (t − s)
(−1)=(v− u):
Together with (5.17), we have
C 6
1= (1=)
(− 1)

(t − s)(−1)=(v− u) ^ (v− u)(−1)=(t − s)}
=
1= (1=)
(− 1) (v− u)
(t − s)
(
v− u
t − s
1=(2)
^

t − s
v− u
1=(2))
6
1= (1=)
(− 1) (v− u)
(t − s)
(
v
t − s
1=(2)
^

t
v− u
1=(2))
:
Recall that 0< s < t6u < v. Since s6t and u6v,
v
t − s

^

t
v− u

6(1− )−1(t=v):
The result follows from the above and some arithmetic.
6. Proof of Theorem 1.1
For x2R, let
U (x), (ln ln(x))(1+)=2
and recall the number  from Theorem 5.1. In this section we will prove a stronger
version of Theorem 1.1. We will demonstrate that
lim sup
t!1
G(t)
tU (t)
= −(1+)=2 a:s: (6.1)
As is customary, proof of Eq. (6.1) will be divided into two parts: an upper-bound
argument, in which we show that the limit superior is bounded above, and a lower-
bound argument, in which we show that the limit superior is bounded below.
6.1. The upper-bound argument
Let > 0 and dene
,

1 + 

(1+)=2
: (6.2)
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For future reference, let us observe that
2=(1+) = 1 + : (6.3)
Let > 1 and, for each k>1, let nk,k and
Ak ,

! : sup
06s6nk
Gs >nkU (nk)

:
First we will show that P(Ak; i:o:)= 0.
By Theorem 2.1 and the fact that G is self-similar with index , we have
P(Ak)62P(G1>U (nk)):
Since ln ln(nk)  ln(k) as k !1, by Theorem 5.1 and Eq. (6.3), it follows that
lim
k!1
ln P(Ak)
ln(k)
6−2=(1+)
= −(1 + ):
Let 1<p< (1 + ). Then there exists an integer N>1 such that, for each k>N;
P(Ak)6k−p. Hence,
1X
k = 1
P(Ak)<1:
By the Borel{Cantelli lemma, P(Ak; i:o:)= 0, from which we conclude that
lim sup
k!1
sup06s6nkG(s)
nkU (nk)
6 a:s: (6.4)
Let t 2 [nk ; nk+1]. Since nk+1=nk = ,
sup06s6tG(s)
tU (t)
6
sup06s6nk+1G(s)
nk+1U (nk+1)
U (nk+1)
U (nk)
:
Thus, by Eqs. (6.2) and (6.4),
lim sup
t!1
sup06s6tG(s)
tU (t)
6

1 + 

(1+)=2
a:s:
The left-hand side is independent of  and . We achieve the upper bound in the law
of the iterated logarithm by letting  and  decrease to 1 and 0, respectively.
6.2. The lower-bound argument
For each 1< p < 2 and each integer k>0, let
nk = exp(kp):
In the course of our work, we will need one technical fact regarding the sequence fnk :
k>0g. Let 06j6k. Since, by the mean value theorem, jp − kp6− pjp−1(k − j), it
follows that
nj
nk
6exp(−pjp−1(k − j)): (6.5)
112 D. Khoshnevisan, T.M. Lewis / Stochastic Processes and their Applications 74 (1998) 89{121
Let 0<  < 1 and dene
,

1− 
p
 1+
2
: (6.6)
For future reference, let us observe that
 p 
2
1+ = 1− : (6.7)
We claim that the proof of the lower bound can be reduced to the following proposition:
for each 1< p < 2 and each 0<  < 1,
lim sup
j!1
G(nj)− G(nj−1)
(nj − nj−1)U (nj)> a:s: (6.8)
Let us accept this proposition for the moment and see how the proof of the lower
bound rests upon it.
By our estimate (6.5), limj!1(nj − nj−1)=nj = 1; thus, by (6.8), it follows that
lim sup
j!1
G(nj)− G(nj−1)
njU (nj)
> a:s: (6.9)
Since, by (6.5), limj!1nj−1=nj = 0, and, by the upper bound for the law of the
iterated logarithm, the sequence(
jG(nj−1)j
nj−1U (nj)
; j>1
)
is bounded, it follows that
lim
j!1
jG(nj−1)
njU (nj)
= 0 a:s: (6.10)
Since G(nj)>(G(nj)−G(nj−1))−jG(nj−1)j, by combining (6.9) and (6.10), we obtain
lim sup
j!1
G(nj)
njU (nj)
> a:s:
However, by (6.6) and the denition of the limit superior, this implies that
lim sup
t!1
G(t)
tU (t)
>

1− 
p
 1+
2
a:s:
The left-hand side is independent of p and . We achieve the lower bound in the law
of the iterated logarithm by letting p and  decrease to 1 and 0, respectively.
We are left to verify the proposition (6.8). For j61, let
Zj =
G(nj)− G(nj−1)
(nj − nj−1) − U (nj):
Clearly it is enough to show that
lim sup
j!1
Zj>0 a:s: (6.11)
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By Proposition 3.1, the collection of random variables fZj : j>1g is pairwise positively
quadrant dependent. Thus to demonstrate (6.11), it would suce to establish items (a)
and (b) of Proposition 4.1.
Since G has stationary increments and is self-similar with index ,
P(Zj > 0) = P(G1 > U (nj)):
Since ln ln(nj)  p ln(j), by Theorem 5.1 and (6.7), we can conclude that
lim
j!1
ln P(Zj > 0)
ln(j)
= −p 21+
= −(1− ):
Let 1 −  < q < 1. Then there exists an integer N>1 such that, for each j>N , we
have P(Zj > 0)>j−q, which veries Proposition 4.1(a).
Let 16j6k, and recall that  = 1− 1=(2). Then, by Theorem 5.2 and (6.5), there
exists a positive constant C = C() such that
Cov(Zj; Zk) = Cov

G(nj)− G(nj−1)
(nj − nj−1) ;
G(nk)− G(nk−1)
(nk − nk−1)

6C

nj
nk
1=(2)
6C exp
−p
2
jp−1(k − j)

:
For j>1, let
bj = exp
−p
2
jp−1

;
and observe that fbj : j>1g is monotone decreasing. Thus
X
16j<k<1
Cov(Zj; Zk) 6C
1X
j=1
1X
k=j+1
b(k−j)j
6C
1
1− b1
1X
j=1
bj
<1;
which veries Proposition 4.1(b) hence (6.11), as was to be shown.
7. The LIL for simple random walk in Gaussian scenery
In this section, we will prove Theorem 1.2, the discrete-time analog of Theorem
1.1. As indicated in Section 1, we will restrict our attention to the case where Y
is a collection of independent, standard normal random variables and S is a simple,
symmetric random walk on the integers.
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The proof of Theorem 1.2 relies on ideas of Revesz (see, for example, Chapter 10 of
Revesz (1990)), some of which can be traced to Knight (see Knight, 1981). Let X be
a standard Brownian motion and let Y be a standard two-sided Brownian motion. We
will assume that these processes are dened on a common probability space (
;F;P)
and generate independent -elds. We will dene a Gaussian scenery Y and a simple
symmetric random walk on (
;F;P) as follows: for each a 2 Z, let
y(a)=Y (a+ 1)− Y (a);
which denes the scenery. Let (0)= 0 and, for each k>1, let
(k), inf (s> (k − 1): jX (s)− X ((k − 1))j=1):
For each k>0, let sk , X ((k)). By the strong Markov property, S= fsk : k>0g is
a simple symmetric random walk on Z.
As described in Section 1, let L denote the local-time process of S. For each x2R
and each n>0, let
‘xn=
(
‘[x]n ; if x>0;
‘−[−x]n ; if x< 0:
In this notation, we have
gn=
Z
R
‘xn dY (x):
Consequently,
Gn − gn=
Z
R
(Lxn − ‘xn) dY (x):
Our rst result is the main lemma of this section. Here and throughout the remainder
of the section, we will use the following notation: given non-negative sequences fang
and fbng, we will write
an=O(bn)
provided that there is a constant C 2 (0;1) such that, for all n>1,
an6Cbn:
Lemma 7.1. For each p>1,
E(jGn − gnj2p)=O(np):
The proof of this crucial lemma will be given in the sequel. At this point, we will
give the proof of Theorem 1.2. This proof uses Lemma 7.1 and a standard blocking
argument.
Proof of Theorem 1.2. Let q> 1=2 and choose p>1 such that
1 + p− 2pq< 0: (7.1)
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Observe that
sup
06t61
jG(nt)− g([nt])j6max16k6n sup
k−16s6k
jG(s)− G(k − 1)j
+max16k6njGk − gk j:
Let > 0 be given. Since G has stationary increments, by a trivial estimate and
Theorem 2.1,
P

max
16k6n
sup
k−16s6k
jG(s)− G(k − 1)j>nq

6nP

sup
06s61
jG(s)j>nq

64nP(G1>nq):
By Theorem 5.1, this last term is summable. Since this is true for each > 0, by the
Borel{Cantelli lemma we can conclude that
lim
n!1max16k6n supk−16s6k
jG(s)− G(k − 1)j=0 a:s: (7.2)
Let > 0 be given. By Markov’s inequality and Lemma 7.1, there exists C > 0 such
that
P

max
16k62j
jGk − gk j>2jq

62jmax16k62jP(jGk − gk j>2jq)
62j max
16k62j

E(jGk − gk j2p)
2p22jpq

6C−2p2j(1+p−2pq):
By Eq. (7.1), this last term is summable. Since this is true for each > 0, by the
Borel{Cantelli lemma we can conclude that
lim
j!1
max16k62j jGk − gk j
2jq
=0 a:s: (7.3)
Finally, for each integer n2 [2j; 2j+1),
max16k6njGk − gk j
nq
62q
max16k62j+1 jGk − gk j
2( j+1)q
:
This inequality, in conjunction with Eq. (7.3), demonstrates that
lim
n!1
max16k6njGk − gk j
nq
=0 a:s:
Together with Eq. (7.2), this proves Theorem 1.2.
We are left to prove Lemma 7.1. In preparation for this proof, we will develop some
terminology and some supporting results.
Let (0), 0 and, for k>1, let
(k)= inffj>(k − 1): sj =0g;
k , L0(k) − L0(k−1):
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In words, (k) is the time of the kth visit to 0 by the random walk S, while k is
the local time in 0 by X between the (k − 1)st and kth visits to 0 by S:
Lemma 7.2
(a) The random variables fj: j>1g are independent and identically distributed.
(b) E(1)= 1.
(c) 1 has bounded moments of all orders.
Proof. Item (a) follows from the strong Markov property.
To prove (b) and (c), let us observe that the local time in 0 of X upto time (1)
is only accumulated during the time interval [0; (1)]; thus,
1 = L0(1) = L
0
(1):
Therefore, it suces to prove (b) and (c) for L0(1) in place of 1.
By Tanaka’s formula (see, for example, Revuz and Yor, 1991, Theorem 1.5), for
each t>0,
jX (t)j=
Z t
0
sgn(X (s)) dX (s) + L0t :
Let n>1. Then, by the optional stopping theorem,
EjX ((1) ^ n)j= E(L0(1)^n):
Since supn>1jX ((1) ^ n)j61, by continuity and Lebesgue’s dominated convergence
theorem, E(L0(1))= 1, which veries (b).
Finally, let us verify (c). By Tanaka’s formula,
L0(1)^n= jX ((1) ^ n)j −
Z (1)^n
0
sgn(X (s)) dX (s):
Let p>1. Due to the denition of (1), we have the trivial bound E(jX ((1)^n)jp)61
for all n>1. To bound the pth moment of the integral, rst let us note that (1) has
bounded moments of all orders. Therefore, by the Burkholder{Davis{Gundy Inequality
(see Revuz and Yor, 1991, Corollary 4.2), there exists a positive constant C =C(p)
such that
E
"
Z (1)^n
0
sgn(X (s)) dX (s)

p#
6CE(((1) ^ n)p=2)
6CE((1)p=2):
Thus
E(jL0(1)^njp)62p−1(1 + CE((1)p=2));
which veries (c).
Our next lemma is the main technical result needed to prove Lemma 7.1.
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Lemma 7.3. For each integer p>1,
(a) sup06z61E(jLzn − L0njp)=O(np=4).
(b) E(jL0n − L0n jp)=O(np=4).
(c) E(jL0n − ‘0njp)=O(np=4).
Proof. Let z 2 (0; 1]. Dene I =(0; z), and
f(x)=
8><
>:
0 if x< 0;
x if 06x6z;
z if x> z:
By Tanaka’s formula,
1
2
(Lzn − L0n)=f(Xn)−
Z n
0
1(Xt 2 I) dXt:
Since jfj is bounded by 1; E(jf(Xn)jp)61. It remains to show that
E

Z n
0
1(Xt 2 I) dXt

p
=O(np=4):
For the moment, let us assume that p=2k is an even integer, and let
J , f(t1; t2; : : : ; tk): 06t1<t2<   <tk6ng:
Then, by the Burkholder{Davis{Gundy inequality (see Revuz and Yor, 1991, Corollary
4.2), there exists a positive constant C =C(p) such that
E
 
Z n
0
1(Xt 2 I) dXt

2k
!
6CE
 
Z n
0
1(Xt 2 I) dt

k
!
= k!C
Z
J
P(X (t1)2 I; : : : ; X (tk)2 I) dt1    dtk : (7.4)
Observe that the density of (X (t1); : : : ; X (tk)) is bounded by
(2)−k=2(t1(t2 − t1)    (tk − tk−1))−1=2;
and the volume of I k is bounded by 1. Let u1 = t1 and, for k>2, let uk = tk − tk−1.
Then Z
J
P(X (t1)2 I; : : : ; X (tk) 2 I) dt1    dtk6(2)−k=2
Z
[0; n]k
(u1    uk)−1=2 du1    duk
= 2k(2)−k=2n−k=2:
In light of Eq. (7.4), this gives the desired bound for the moments of even order.
Bounds on the moments of odd order can be obtained from these even-order estimates
and Jensen’s inequality. This proves (a).
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For each t > 0 and n>1, let
F = fn6n6n+ n1=2tg;
G= f(n− n1=2t) _ 06n6ng;
H = fjn − nj>n1=2tg:
Since u 7! L0u is increasing,
P(jL0n − L0n j>n1=4t; F) 6P(L0n+n1=2t − L0n >n1=4t)
6P(L0n1=2t > n
1=4t)
= P((L01)2>t):
If n− n1=2t>0, then, arguing as above,
P(jL0n − L0n j>n1=4t; G)6P((L01)2>t):
If, however, n− n1=2t < 0, then pt >n1=4 and
P(jL0n − L0nj>n1=4t; G)6P(L0n >n1=2t)=P(L01>n−1=4t)6P((L01)2>t):
By Markov’s inequality and Burkholder’s inequality (see, for example, Hall and
Heyde, 1980, Theorem 2.10), there exists a positive constant C =C(p) such that
P(H)6E(jn − nj
p+2)
n(p+2)=2t(p+2)
6Ct−(p+2):
In summary,
P(jL0n − L0n j>n1=4t)62P((L01)2>t) + (Ct−(p+2)) ^ 1;
which demonstrates that jL0n − L0n j=n1=4 has a bounded pth moment. This veries (b).
Observe that
L0n =
8>>>>>><
>>>>>>:
‘0nX
k = 1
k if sn 6= 0;
‘0n−1X
k = 1
k if sn=0:
Thus, by a generous bound and Lemma 7.2,
jL0n − ‘0nj6

‘0nX
k = 1
(k − E(k))
+

‘0n−1X
k = 1
(k − E(k))
 1(‘0n>2) + 1:
Since the event f‘n= jg is independent of the -eld generated by f1; : : : ; jg, it
follows that
E
0
@

‘0nX
k = 1
(k − E(k))

p1
A6 nX
j= 1
E
0
@

jX
k = 1
(k − E(k))

p1AP(‘0n= j):
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By Burkholder’s inequality (see, for example, Hall and Heyde, 1980, Theorem 2.10),
there exists a positive constant C =C(p) such that
E
0
@

jX
k = 1
(k − E(k))

p1A6Cjp=2:
Thus
E
0
@

‘0nX
k = 1
(k − E(k))

p1
A6CE((‘0n)p=2)=O(np=4):
The other relevant term can be handled similarly. This proves (c) hence the
lemma.
Lemma 7.4. For each p>1 there exists a constant C =C(p) such that, for all x2R
and n>1,
E(jLxn − ‘xnjp)6Cnp=4 exp(−x2=4n):
Proof. We will assume, without loss of generality, that x>0. Let
T , minfj>0: sj = [x]g:
Then, by the strong Markov property,
E(jLxn − ‘xnjp) =
nX
j= 0
E(jLx−[x]n−j − ‘0n−jjp)P(T = j)
6 max
06k6n
E(jLx−[x]k − ‘0k jp)P

max
06k6n
jsk j>[x]

: (7.5)
By the reection principle, a classical bound, and some algebra, we obtain
P (max06k6njsk j>[x])6 4 exp(−[x]2=2n)
6 4e1=2 exp(−x2=4n): (7.6)
By the triangle inequality and Lemma 7.3,
E(jLx−[x]k − ‘0k jp)
63p−1

sup
06z61
E(jLzk − L0k jp) + E(jL0k − L0k jp) + E(jL0k − ‘0k jp)

= O(kp=4): (7.7)
The proof is completed by combining Eqs. (7.6) and (7.7) with Eq. (7.5).
Proof of Lemma 7.1. Since X and Y are independent, it follows that Gn − gn, condi-
tional on X , is a centered normal random variable with variance
EX ((Gn − gn)2)=
Z
R
(Lxn − ‘xn)2 dx:
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Thus
E((Gn − gn)2p)= E[EX ((Gn − gn)2p)]
=
(2p)!
2pp!
E
Z
R
(Lxn − ‘xn)2 dx
p
:
By Minkowski’s inequality, Lemma 7.4, and a standard calculation, there exists a
constant C =C(p) such that,
p
s
E
Z
R
(Lxn − ‘xn)2 dx
p
6
Z
R
k(Lxn − ‘xn)2kp dx
6Cn1=2
Z
R
exp

− x
2
4np

dx:
=2C
p
pn:
It follows that E((Gn − gn)2p)=O(np), as was to be shown.
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