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INTRODUCTION
Due to the increasing penetration of Renewable Energy Sources (RES) and displacing conventional generation in large power networks, research related to analyzing the impact of the inertia reduction in power systems becomes crucial. It is possible that in the close future the amount of conventional generation might not be enough to ensure the stable network operation after major disturbances.
Previous work on the impact of RES (mainly wind and solar technologies) on transient stability includes e.g., [1] [2] [3] [4] [5] . In these studies deterministic approaches are used for the assessment of specific mechanisms influencing the dynamic behavior of a power system. However, due to the high levels of uncertainty inherent to RES generation, a probabilistic approach seems to be the best option for a comprehensive analysis [6] . Monte Carlo (MC) based methods are used in [7, 8] to calculate the probability of instability, including wind uncertainties and in [9] to study the impact of RES, by analyzing certain transient stability indices and critical unstable generators. Non MC approaches [10] [11] [12] rely on analytical calculations of the probability of stability or stability margins, the use of energy functions and simplified Single Machine Equivalent (SIME) methods for stability assessment. However, these methods are usually less accurate compared to MC simulations and it is not easy to include detailed RES models with their associated controllers. This paper uses time domain MC simulations to study system stability and focuses, for the first time, on the times of instability of synchronous generators as a statistical variable for analysis. The objective of the study is to obtain a more practical insight into the effects of increasing RES penetration that can be used for development of corrective control measures (e.g. the ones in [13] ) to improve system stability. The identification of the time (following the fault in the system) at which each generator or groups of generators lose synchronism is an important step in that direction. All simulations are carried out in DigSilent/PowerFactory environment [14] using a modified version of the IEEE 68 bus NETS-NYPS test system.
II. FRAMEWORK FOR THE STATISTICAL ASSESSMENT
The methodology used in this paper is illustrated in Fig. 1 , and is based on that proposed in [9] . In this study, only the number of instabilities and the time to instability of generators will be used as the input data for the statistical analysis. Authors in [9] instead analyzed, in a probabilistic manner, transient stability indices based on angle measurements and information obtained from clustering methods [15] for the purpose of identification of critical generators. 
A. Power System Dynamic Model -Test network
The studied system shown in Fig. 2 is the modified IEEE 68 bus test network with the inclusion of RES generation [9] , 16 machine reduced order equivalent model of the New England Test System (NETS, G1-G9), New York Power System (NYPS, G10-G13) and three external systems (G14-G16). All generators are represented by full sixth order models and have slow DC excitation (IEEE-DC1A) except for G9 which is equipped with a fast static exciter (IEEE-ST1A) and a power system stabilizer (PSS); the system loads are modelled as constant impedances.
With respect to the RES part of the network, two types are connected to each bus shown in Fig. 2 : Doubly Fed Induction Generators (DFIGs), representing wind generators and Full Converter Connected (FCC) units, representing wind generators and PV units, both are treated as aggregate units consisting of individual units of 2 MW, with the total number of connected units defined based on the output of the aggregate unit. All the RES modelled have Fault Ride Through (FRT) capabilities and remain connected during a fault. For the present study, 66.67% of the total RES installed capacity per bus is assumed to be DFIG wind generators, while the remaining 33.33% are FCCs -which are further considered to be 30% wind and 70% PV units. Further details of the system and models used can be found in [9] . 
B. Sampling of Uncertanties
Uncertainties related to system loading and PV generation for a 24 hour period are considered. The hour of the day is sampled randomly using a uniform distribution. In addition, uncertainties for every hour are considered by using a normal distribution for the system loads with a mean value of 1 p.u. and standard deviation of 3.33% [16] , and a beta distribution for the PV generation with a and b parameters equal to 13.7 and 1.3, respectively [17, 18] . For the wind generation, the mean value of the wind speed within one day is considered constant [19] . The uncertainty of the wind speed is modelled using a Weibull distribution with parameters φ = 11.1 and k = 2.2 [20] . The power curve of a typical wind generator is used to derive the power output [21] .
With respect to fault sampling, only three phase selfclearing faults are considered with a uniform distribution to model the fault location. This approach makes the fault probability at any point along a line, and the probability of a fault in each line of the network, equal. A normal distribution with a mean value of 13 cycles and standard deviation 6.67% is used to model the fault duration. The fault duration time is selected to generate an appropriate number of stable/unstable cases for the analysis [15] . Further information about the sampling of uncertainties can be found in [9] .
C. Conventional Generation Disconnection
Optimal Power Flow (OPF) is used to calculate the output of the conventional generators in the system (cost functions adopted from [16] ). The inclusion of RES causes a reduction in conventional generation production. The amount of conventional generation disconnection depends on the spare capacity SC ig defined for the system, as specified in (1).
where PSG,ig is the real power of each generator determined by OPF (MW), SSG,ig is the rated apparent power of each generator (MVA) and pfSG,ig is the nominal power factor [9] .
For the present study, a fixed 15% of spare capacity is considered. The displacement of conventional generation capacity and inertia changes due to the production of RES are effectively taken into account by the resulting SSG,ig in (1), since inertia parameters are calculated in p.u. using the rated MVA capacity of the machine. In case the resulting SSG,ig is larger than the initial nominal apparent power of the generators, it is set to the initial nominal value and no conventional generation is disconnected in that case.
D. Probabilistic Monte Carlo Simulations
A number of MC simulations, NS, are performed for each scenario after considering all uncertainties. Even though the required number of simulations (NS) defined in [9] to achieve the required accuracy was 6000, in this study the number of simulations NS is set to 10 000 in order to obtain more unstable cases for credible statistical analysis.
Each scenario is defined by the amount of installed capacity of RES given as a percentage of the total installed conventional generation capacity of the system. It is important to highlight that the actual amount of power produced by RES generation will depend on the resulting OPF considering system uncertainties and not on the nominal penetration level. A total of 11 scenarios are generated, from 0% to 90% RES penetration in 10% steps, plus an additional 55% penetration level. Analysis of penetration levels above 90% will result in cases in which the RES production levels are enough to provide the entire load of the system, producing an operating condition without the need of conventional generation, which is not the focus of the study in the present paper. Each MC simulation involves a Time Domain Simulation (TDS) of the system subjected to the corresponding three phase fault. The simulation time is set to be 5 s with the fault applied at 1 s, since the analysis focuses on first swing instability.
III. STATISTICAL ANALYSIS
Only two sets of results will be statistically analyzed to study the dynamic behavior of the system, the total number of instabilities and the time to instability. For each scenario, the statistical analysis of the time to instability will be performed by processing the information obtained from MC simulations in the form of Probability Density Functions (PDFs), and the calculation of other typical statistical parameters such as the mean of resulting data. The procedure is repeated for each scenario to analyze the impact of RES on transient stability.
A. Total Number of Instabilities per Scenario
The total number of unstable events is obtained for each scenario. This allows for measuring the impact of each penetration level on transient stability. Furthermore, based on the potential hazard to the network, two types of transient instability event could be defined and analyzed independently.
1) Single-machine unstable cases: when the simulated disturbance results in only one machine losing synchronism for the whole simulation period. In this case, such instability might cause the disconnection of one generator only, causing potential frequency problems, depending on the rated power of the machine with respect to the total generation of the system and its topology. The probability of the widespread loss of supply and system collapse could be deemed to be very low.
2) Multi-machine unstable cases: when the simulated disturbance causes the instability of more than one generator during the simulation period. Here the potential consequences are much more dangerous to the system compared to a singlemachine unstable case. Several machines losing synchronism might cause their disconnection from the network, severe frequency problems and further chain disconnections, leading to a substantial loss of supply and even massive blackouts. These types of event, although of low probability of occurrence, represent a high risk to system operation.
B. Time to Instability of the First Generator
The time to instability of the first generator losing synchronism (per event), is obtained in order to analyze possible changes on such statistical times for different RES penetration levels. This will help to identify, in a broad way, how the RES penetration level increases or reduces the time to instability. Events with lower instability times are more critical to the system because higher rotor acceleration must be counter-balanced and any attempt to mitigate their instability will be more difficult, since less time is available before generator disconnection due to e.g., pole slipping. For this part, only the time to instability of the first generator is analyzed without taking into account which generator it was.
C. Total Number of Instabilities per Generator
The total number of times each generator loses synchronism is a direct indicator of how critical it is for the system. The analysis of the variation of such results for different penetration levels will show the impact of RES on the dynamic behavior of the system. Furthermore, for the most critical multi-machine unstable cases, it is important to have the information about generators losing synchronism first since successful stabilization of those may avoid other generators losing synchronism later. This information will also help the deployment of optimal corrective control. Therefore, the number of instabilities per generator, and which generator(s) lose synchronism first, will be also analyzed.
D. Time to Instability per Generator
Besides the number of instabilities per generator, the time to instability of each one will be obtained and analyzed. This information is important for two main reasons. First, the generators presenting statistically less time to instability are definitely critical to the system, as explained before; and second, generators presenting a similar statistical time to instability can be grouped together and corrective measures could be strategically implemented to stabilize the group instead of individual machines, possibly optimizing the deployment of corrective control. This information is more crucial for the stabilization of the most dangerous multimachine unstable events, since in those cases two or more machines lose synchronism in the same event, with a potential further impact of any corrective control applied.
E. Criterion for the Identification of Unstable Generators
The rotor angles of each generator measured with respect to the angle of a predefined reference machine will be obtained from simulations. A generator will be considered unstable when the condition defined by (2) is reached for the first time within the simulation period.
where δi is the rotor angle of generator i (Gi) and Δδij-MAX is the maximum angle difference between any two generators for each instant of time during the simulation. The point in time condition (2) is reached will also be stored for analysis as discussed previously in this section.
With respect to the transient stability limit proposed in (2), the Transient Stability Index (TSI) defined in [22] has been used successfully in the past for transient stability assessment, e.g., [3, 9] . It establishes that the system is unstable if the maximum rotor angle difference between any two generators exceeds a value of 360°, hence the same limit is used in (2) for instability identification.
To elaborate on equation (2), it can be said that based on the actual stability physical phenomenon, the generators losing synchronism after a severe disturbance are the ones accelerating with respect to their initial synchronous rotation at nominal speed. The increase of the rotational speed will not be damped if instability is reached, hence it will not return or oscillate around the initial synchronous speed. As a consequence there will be an uncontrollable angle shift above the initial steady state angle. Therefore, an undamped increase of rotational speed (unequivocal sign of first swing instability) will definitely produce an angle shift in the positive direction (never negative) with respect to their initial position.
Based on the previous analysis, when the angular separation of any two rotor angles exceeds the 360° threshold as criterion in (2) specifies, the larger rotor angle of the two will be the unstable one. It is important to notice that rotor angles δ i and δj can take either positive or negative values during oscillation; e.g., if the chosen reference machine loses synchronism for a simulated event, the angles of all other (stable) generators will have negative values, while the angle of the reference machine will always be zero; physically, this really means that the rotor angle of the reference machine is actually the one deviating towards the positive direction with respect to the other group of stable generators and also with respect to its initial position. The criterion in (2) allows the identification of this fact for any condition and reference machine chosen, hence ensuring the correct identification of machines losing synchronism in the system. The reference generator chosen for the system analyzed in this study is G13. Fig. 3 shows the number of instabilities out of the 10 000 MC simulations for different RES penetration levels from 0% to 90%. The curve indicates that, initially, the introduction of RES reduces the number of instabilities. This positive impact is maintained to about 55% penetration level, after which the number of instabilities start to increase. The U-shape of the total number of instabilities curve comes completely from multi-machine unstable cases. The number of single-machine unstable cases remains approximately constant (between 7-8%), at least up to a 60% penetration level, above which they start to increase in an approximate linear fashion. Fig. 4 shows the PDFs of the time to instability of the first generator to lose synchronism per event, for all penetration levels. In general, for higher penetration levels, the peak of the PDFs tends to shift to the left (faster times to instability). The peak of the PDF for 0% RES is located at 800 ms approx., while the peak of the PDFs for higher penetration levels 70-90% RES is located at 700-720 ms. Fig. 5 and Fig. 6 show the time to instability for the singlemachine unstable cases and for the first generator losing synchronism for multi-machine unstable cases, respectively. It is observed that for the single-machine unstable cases, the penetration level has a minor influence in the time to instability, since all the PDFs are similar. With respect to the PDF of the multi-machine unstable cases, for penetration levels of 0% and 60-90%, there are two distinguishable peaks (present but less prominent for other RES levels) whose influence can also be noticed in the PDF of Fig. 4 . Focusing on high 60-90% RES levels, the second peaks occur at times greater than 2000 ms. Therefore, for penetration levels above 55%, although the number of instabilities starts to increase, the probability of having times to instability above 2 s for the multi-machine cases also tends to increase. This would give more time for any corrective actions to take place. In addition, for penetration levels between 10% and 55%, the number of multi-machine instabilities reduces but the probability of having a faster instability time increases. It is concluded that high penetration levels can increase the probability of instability occurrence to later times. Fig 7 shows the number of times each generator loses synchronism per event only for the single-machine unstable cases. G9 and G11 are the most critical for all penetration levels, while G10 exhibits a very significant increase in the number of instabilities observed for penetration levels of 70% and above. Fig. 8 shows the number of times each generator is the first one to lose synchronism per event for the multi- machine unstable cases. G4 and G5 are the most critical with a higher number of first instabilities for low penetration levels, although decreasing as the penetration levels increase, becoming less important for those scenarios (above 50% RES). G10 becomes critical for penetration levels of 80% and above; the same happens with G11 to a lesser extent, while the number of times G16 is the first one to become unstable increases significantly for penetration levels of 60% and above, becoming more critical than all other generators for these penetration levels. It is observed that in general, higher penetration levels may change the criticality of the generators in the system and even new critical generators appear. 
IV. RESULTS AND DISCUSSION

A. Total Number of Instabilities per Scenario
B. Analysis of the First Unstable Generator
C. Total Number of Instabilities per Generator
In this Section the results considering the instability of each generator, whether it is the first or not to exhibit instability, are presented. Fig. 9 shows the total number of instabilities of each generator for all penetration levels, while Fig. 10 shows the number of instabilities of each generator only for the multi-machine unstable cases. Besides the increase in the number of observed instabilities of G10/G11/G16 for higher penetration levels, it is observed that the number of instabilities of G9 also increases considerably with the %RES, mainly due to its participation in the multimachine unstable cases, not as a first unstable generator (Fig.  10) . Also, G14/G15 increase their number of instabilities at the same rate as G16 and they are the most unstable ones as the %RES approaches the 90% penetration level. Critical generators G4/G5 reduce their total number of instabilities as the %RES increases. It is also observed that G6/G7 have a similar number of instabilities compared to G4/G5, especially for lower penetration levels.
Generators with similar times to instability can be grouped together and their statistical parameters analyzed for better assessment. Fig. 11 shows the mean time to instability for five groups of generators that show similar behavior in the multimachine unstable cases. In general, G4/G5 and G6/G7 means tend to decrease as the %RES increases, and both groups show similar behavior. These four generators in general lose synchronism faster than the others, hence they are always critical for the multi-machine unstable cases in the analyzed system. In the same way, the group of G2-G3/G8-G9 tends to lose synchronism after G4-G7. For penetration levels above 55%, the mean time to loss of synchronism of these generators increases considerably, denoting they have become less critical for these penetration levels. The group of G1/G10/G11 tends to lose synchronism above 2000 ms up to 60% penetration level, above which the group becomes critical (mostly because of the behavior of G10 and G11 already analyzed), with lower mean values of 600-700 ms. The median and mode of the times to instability for the grouped generators show the same tendency observed for the mean values shown in Fig. 11 . G14-G16 tend to lose synchronism around 3000 ms for lower penetration levels; as the penetration level increases these time values start to decrease. The importance of this group varies with the scenario. For 0%RES, there are a considerable number of cases where these generators lose synchronism, although they are not critical as the level of participation in the first unstable cases of G16 is relatively low (Fig. 8) . This means that this group loses synchronism mostly after others in the multi-machine unstable cases. As the %RES increases up to 20%, the instabilities of G14-G16 decrease, as well as the participation of G16 as a first unstable generator. For penetration levels of 60-90%, G14-G16 become critical, with an increasing number of total instabilities (Fig. 10) and with G16 being always the first unstable generator for the multi-machine unstable cases (Fig.8) . Therefore, the second peak observed in the PDFs for the first generators going unstable above 2000 ms for high penetration levels (Fig. 6) , is caused by the instability of G16, but it can also be said that in general, all three external systems represented by G14-G16 become critical for those scenarios and lose synchronism at approx. the same time without other generators becoming unstable. Hence, the influence of RES is still positive for higher penetration levels in the analyzed system, since the number of instabilities of other generators (in the NETS and NYPS) with lower times to instability are still reduced, those being the ones critical to stabilize due to their low instability times. This adds to the conclusion in Section IV-B about the effect of RES penetration levels, with respect to the increase in the probability of having instability at later times.
V. CONCLUSIONS
Probabilistic transient stability assessment was performed for a large network and for a wide range of RES penetration levels, by calculating additional information regarding the time each specific generator exhibits instability in conjunction with the total number of instabilities of the system and per generator. Since instability occurring at faster times is an indication of a more dynamically vulnerable network, the inclusion of the time variable in the analysis allows a more accurate identification of the actual impact of RES on stability, and also of the generators losing synchronism first, which, if acted upon by the implementation of corrective control, may have a substantial impact on transient stability improvement.
Results further show that up to a certain penetration level, the inclusion of RES in the analyzed system is positive because the total number of unstable events is reduced, and that the behavior in the total number of instabilities is more influenced by the more dangerous multi-machine unstable cases, rather than by the single-machine unstable cases. Also, despite an expected increase of unstable events for higher RES levels, it is shown that a positive effect can still be achieved, since the additional unstable cases tend to have times to instability above 2 s, allowing time for the actuation of any corrective control. It was also observed that the statistical times to instability for some generators are similar and could indicate similar transient behavior, which becomes important if corrective control needs to be optimized, since more than one generator could be stabilized by a single measure. It was also shown that for higher penetration levels, new critical generators appear in the system, as others reduce their critical level, indicating that the inclusion of RES in a system changes the pattern of its dynamic behavior.
