This paper is concerned with pointwise estimates for the gradient of the heat kernel K t , t > 0, of the Laplace operator on a Riemannian manifold M. Under standard assumptions on M, we show that ∇K t satisfies Gaussian bounds if and only if it satisfies certain uniform estimates or estimates in L p for some 1 ≤ p ≤ ∞. The proof is based on finite speed propagation for the wave equation, and extends to a more general setting. We also prove that Gaussian bounds on ∇K t are stable under surjective, submersive mappings between manifolds which preserve the Laplacians. As applications, we obtain gradient estimates on covering manifolds and on homogeneous spaces of Lie groups of polynomial growth and boundedness of Riesz transform operators.
Introduction
Let M be a connected, complete Riemannian manifold. Write d(x, y) for the Riemannian distance between x, y ∈ M and dx for the Riemannian measure. We set B(x,r) = {y ∈ M : d(x, y) < r} and V (x,r) := dx(B(x,r)) for r > 0. Let H = −div ∇ be the positive Laplace operator, where div and ∇ are respectively the Riemannian divergence and gradient on M. We consider the heat semigroup S t = e −tH , t ≥ 0, which acts in L p = L p (M;dx), 1 ≤ p ≤ ∞, and the heat kernel K t (x, y) defined for t > 0, x, y ∈ M. We will assume the volume doubling property, that is, there exists c > 0 such that V (x,2r) ≤ cV (x,r) (1.1)
2 Some remarks on gradient estimates for heat kernels for all ω ∈ (0,1/4), t > 0, and x, y ∈ M, where c ω is a constant depending on ω. The conjunction of assumptions (1.1) and (1.2) is well understood, and it is known that (1.2) is a consequence of the on-diagonal estimate K t (x,x) ≤ cV (x,t 1/2 ) −1 , t > 0, x ∈ M (see, e.g., [7, 10] and references therein).
In this paper we study certain gradient estimates for K t , which may or may not hold under the above assumptions. Such estimates have intrinsic interest as regularity properties of the heat kernel, but are also closely connected with the boundedness in L p (M) of Riesz transform operators (see, e.g., [2] ).
Adopt the convention that ∇K t (x, y) = ∇ x K t (x, y) denotes the gradient with respect to the first variable of the two variable kernel K t (·,·), and consider the following conditions. Condition (I). There exist c,b > 0 such that
for all t > 0, x, y ∈ M (here, | · | denotes the Riemannian length of tangent vectors). Apparently weaker than Condition (I) is Condition (II). There is c > 0 such that
We also consider an infinite family of conditions indexed by p ∈ [1,∞] . Condition (III) p . There is c > 0 such that
for all t > 0 and x ∈ M. Observe that Condition (III) ∞ says exactly that [8] ) and (ii) Galois covering Nick Dungey 3 manifolds of compact manifolds whose deck transformation group is of polynomial growth (see [4] ). Analogous estimates are known for subelliptic sublaplacians on Lie groups of polynomial growth (see, e.g., [13] ). There are also simple examples of manifolds satisfying (1.1) and (1.2) but not Condition (I): see for example [3, Section 5] , where M is formed by glueing two copies of R n .
The main tool used in proving Theorem 1.1 is the finite speed propagation of the wave equation associated with H, and our proof is influenced by arguments of Sikora [10] and ter Elst, Robinson and Sikora [12, Section 2] .
As an application of Theorem 1.1, we get a result about stability of Condition (I) under certain mappings. Let π : M → M 1 be a smooth, surjective mapping of Riemannian manifolds which is a submersion, that is, the differential π * : Important recent work [2] shows that Condition (I) (or Condition (II)), together with (1.1) and (1.2), is sufficient to obtain the boundedness of the Riesz transform operator
Applying this result in the context of Theorem 1.2 gives the following statement.
Corollary 1.3. Adopt the hypotheses of Theorem 1.2. Then the Riesz transform
In Section 3 we apply Theorem 1.2 and Corollary 1.3 in some specific cases, namely, co-compact covering manifolds or homogeneous spaces of Lie groups of polynomial growth, to derive new results.
Finally, let us describe a generalization of Theorem 1.1 to a wider context than the above Riemannian setting. Suppose (M,d) is a metric space, endowed with a Borel measure μ such that the doubling property (1.1) holds with V (x,r) :
Assume that the wave equation associated with H has propagation of finite speed 1, that is, supp(cos(tH 1/2 ) f ) ⊆ supp t f for any f ∈ L 2 , t > 0. Here, supp f denotes the support of f and supp t f :
Next, let E be a continuous vector bundle over M and let (·,·) x be a positive-definite inner product on the fibres E x , x ∈ M, which varies continuously with x. Using the length |v| x := (v,v) 1/2
x , v ∈ E x , we may form the spaces L p (E) = L p (E;μ) of measurable, p-integrable sections of E. Let ∇ denote a linear operator mapping a dense subspace of
Then Theorem 1.1 remains valid under these more general assumptions. Moreover, one could replace the factor t −1/2 occurring in Conditions (I), (II), (III) p with t −α for any fixed constant α > 0. To prove these assertions requires only trivial modifications in the proof of Theorem 1.1. Note that the above general setting is essentially that considered in [10] .
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Proofs
For the proof of Theorem 1.1 we first collect a number of preliminary results. In general, c, c , b and so on denote positive constants whose value may change from line to line when convenient. The integral kernel of a linear operator A acting on functions on M is denoted by
A standard consequence of (1.1) is that there is a constant D > 0 such that
for all r > 0, γ > 0 and x ∈ M. Observing that B(y,t 1/2 ) ⊆ B(x,t 1/2 + d(x, y)) and applying (2.1), we deduce that
for all t > 0 and x, y ∈ M. This bound allows one, for example, to replace V (y,t 1/2 ) with V (x,t 1/2 ) in (1.2) or in Condition (I). Another straightforward consequence of (1.1) is that for any b > 0 there is a c = c(b) > 0 such that
for all t > 0 and y ∈ M.
Proof. Note that (I + tH)
−m = Γ(m)
Hence using (2.1), we have 
which is selfadjoint in L 2 (M), and denote by K
(y,x) its integral kernel. The next lemma, which follows from results of [10] , is the place where we use finite speed propagation of the wave equation associated with H.
For any m ∈ N 0 and ω ∈ (0,1/4), there exists c = c(m,ω) > 0 such that
for all ρ > 1 and λ ≥ 0.
Indeed, the first statement of Lemma 2.2 follows in the same way as [10, equation (5.3)], while (2.9) is a cruder version of [10, inequality (5.2)].
We now establish useful pointwise bounds on the kernels K
for all ρ > 1, t > 0 and x, y ∈ M.
Proof. In this proof, we fix an ω ∈ (0,1/4) and denote by c m constants depending on m. By the spectral theorem for H, and (2.9), for each m ∈ N 0 one has
for all t > 0 and ρ > 1. Next, writing
for n ∈ N, it follows that
Hence by fixing n sufficiently large and applying Lemma 2.1, one finds
(2.14)
6 Some remarks on gradient estimates for heat kernels for all t > 0, ρ > 1, and y ∈ M. Replacing m by m + n in this estimate, and applying Hölder's inequality in (2.12), yields
for all t > 0, ρ > 1 and x, y ∈ M. Now, in case d(x, y) ≤ ρt 1/2 , this estimate yields for any ε ∈ (0,ω) that 
for any ε ∈ (0,ω) and s ∈ (ρ,d(x, y)t −1/2 ), and hence also for s = d(x, y)t −1/2 . Combining the two cases above and using (2.2), for any ε ∈ (0,ω) we find an estimate
for all t > 0, ρ > 1 and x, y ∈ M. The lemma follows.
Remark 2.4. By similar but simpler arguments to those of Lemma 2.3, one may prove the estimates, for each m ∈ N 0 and ω ∈ (0,1/4), , y) , the latter estimates amount to estimates on time derivatives of K t , which are well known consequences of (1.2) (see, e.g., [6] and its references).
Integrating the estimate of Lemma 2.3 using (2.3) easily yields the following bounds.
Corollary 2.5. Given m ∈ N 0 , ω ∈ (0,1/4) and p ∈ [1,∞] , there is a c > 0 such that
for all t > 0, ρ > 1 and y ∈ M.
We are ready to prove Theorem 1. 
