The paper compares different estimation strategies of ordered response models in the presence of non-random unobserved heterogeneity. By running Monte Carlo simulations with a range of randomly generated panel data of differing cross-sectional and longitudinal dimension sizes, we assess the consistency and efficiency of standard models such as linear fixed effects, ordered and conditional logit, and several different binary recoding procedures. Among the binary recoding procedures analyzed are the conditional ordered logit estimator proposed by Ferrer-i-Carbonell and Frijters (2004) that recently has gained some popularity in the analysis of individual well-being, as well as the new developed "Blow-Up and Cluster" (BUC) estimator of Baetschmann et al. (2011) . The Ferrer-i-Carbonell and Frijters estimator (FCF) performs best if the number of observations is large and the number of categories on the ordered scale is small. However, the BUC method performs similarly well and even outperforms the FCF estimator if the number of categories on the ordered scale is large. If the researcher is only interested in the relative size of coefficients with respect to a baseline, however, the easy-to-compute linear fixed effects model delivers essentially the same results as the more elaborate binary recoding schemes.
Introduction
When estimating models for ordinal response data, researchers typically face the problem of accounting for unobserved personality traits that may be correlated with explanatory variables, while at the same time accommodating the ordinal nature of the dependent variable. Since there is no consistent estimator for an ordered logit or probit model that can explicitly incorporate individual fixed effects, different estimation strategies have been pursued in the literature.
Authors such as Winkelmann and Winkelmann (1998) , Senik (2004 ), Clark (2003 and Kassenböhmer and Haisken-DeNew (2009) recode the ordinal dependent variable into a binary variable and subsequently apply the conditional logit estimator by Chamberlain (1980) . This approach has the advantage that it maintains the non-linear character of the dependent variable. However, recoding ordinal responses into binary responses requires the researcher to more or less arbitrarily define a threshold above which the dependent binary variable takes the value one.
As a consequence, potentially important variation in the original ordinal response variable is disregarded.
A second approach taken, for example, by Di Tella et al. (2001) , Scheve and Slaughter (2004) , and Senik (2004) , attempts to avoid this problem by assuming cardinality of the ordered response variable and by estimating a simple first difference or within-transformed linear model. However, this approach is equally problematic since theoretically there is no guarantee that an equal distance between any two points on the ordinal scale of the dependent variable indeed corresponds to an equal distance between the values of the corresponding latent variable. Although certain applications, such as studies of subjective well-being, have shown that the cardinality assumption does not severely bias estimates (see Ferrer-i-Carbonell and Frijters (2004) ), it is difficult to generalize this finding to other applications. The severity of the cardinality assumption in such models probably depends on the number of ordinal categories among which the respondent can choose, that is, on the aggregation level of the ordinal scale.
A third method proposed by van Praag and Ferrer-i-Carbonell (2008) is using the "probit-adapted OLS" technique. Their estimation procedure is used, e.g., by Clark et al. (2010) , Cornelissen (2009) , Luechinger et al. (2010) , Luechinger (2009) , and Stevenson and Wolfers (2008) . Its strategy is to rescale the ordered dependent variable to a normal distributed variable centred around zero, whereby the outcomes of the rescaled variable depend on the relative frequencies of the ordered categories in the original dependent variable. This "probit-adapted" variable is then used in a simple fixed effects OLS regression.
In a fourth approach proposed by Ferrer-i-Carbonell and Frijters (2004) , the binary conditional logit estimator of Chamberlain (1980) is extended to accommodate ordered response variables. Unlike in the above-mentioned simple binary recoding, where one arbitrary threshold is applied, Ferrer-i-Carbonell and Frijters propose an individual specific binary recoding procedure using the individual specific information of the second derivative of the log likelihood function for the conditional logit estimator.
Compared to the simple binary case, the estimation strategy of Ferrer-i-Carbonell and makes use much more of the variation in the ordinal response variable. However, since this procedure requires calculation of the individual Hessian for each binary recoding possibility, it is computationally very expensive. Nevertheless, the estimator has gained some popularity and has been employed in a number of recent empirical studies, such as Frijters et al. (2006) , Frijters et al. (2004) , Rätzel (2009) and Clark et al. (2010) . Baetschmann et al. (2011) have recently shown, that the estimation strategies of Ferrer-i-Carbonell and Frijters (2004) can produce biased parameter estimates.
In a theoretical and empirical proof they show, that the individual-mean recoding may result in inconsistent estimates. The reason behind is a endogeneity problem of the individual threshold, which is by itself a function of the original ordered variable. And since there are cases where the individual-mean and the FCF have the same recoded binary variable, they postulate that the FCF estimator must be inconsistent as well. In addition, they developed a new estimator, called the "Blow-Up and Cluster" (BUC) estimator, which we also include in our Monte Carlo Simulations and will be more discussed in section 2.
Choosing from the existing estimation strategies is not an easy task, since apart from rough comparisons of the alternatives discussed in the context of concrete applications (e.g. Ferrer-i-Carbonell and Frijters (2004) ), there is little comparative evidence on their finite sample properties and performance that can be generalized.
In the present paper, we aim to fill this gap by performing Monte Carlo simulations that yield measures of bias and efficiency of standard models such as linear fixed effects, ordered and conditional logit, and several different binary recoding procedures, among which is the conditional ordered logit estimator proposed by Ferrer-i-Carbonell and Frijters.
The contribution of the paper is twofold. First, the paper presents a systematic evaluation of the Ferrer-i-Carbonell and Frijters estimator's properties in finite samples, which so far are unknown. Second, the paper functions as a guide to applied researchers who typically face data for which asymptotic theory is not applicable and who need to choose between the different proposed estimation strategies.
The remainder of the paper is structured as follows: Section 2 revisits the proposed estimation strategies more formally with a focus on providing more detail on the FCF estimator over and above what is published in Ferrer-i-Carbonell and . Section 3 describes the Monte Carlo experiment, including the data generation process, and presents the results of our simulations for different variants of the discussed estimation strategies. Section 4 concludes.
Estimation Strategies in Detail
We want to estimate a latent variable model with ordered response data. The model is given by:
where y * it , for example, represents general well-being of individual i = 1, . . . , I at time t = 1, . . . , T and is a continuous variable that cannot be observed. x it is a vector of independent explanatory variables, α i is the individual personality trait assumed to be correlated with the vector of explanatory variables x it . Finally it is the logistically distributed error term. Since the continuous latent variable y * it cannot be observed, an ordered categorical response variable y it is measured with k = 1, . . . , K categories and individual-specific thresholds λ i k , where λ i k < λ i k+1 :
As previously discussed, one estimation strategy for ordered response data with unobserved personality traits is to transform the ordered response variable such that it can be estimated with a conditional logit estimator. The conditional logit estimator was first introduced by Chamberlain (1980) . He showed that simply applying the methods for fixed effects estimation of the linear case to the nonlinear case, e.g., logit models, leads to inconsistent estimators. This is especially an issue if the numbers of observations per group are small, as in almost every panel data setup.
For the binary logit model, he used a conditional likelihood approach, conditioning on the sum of ones in the dependent variable per group. This sum is a sufficient statistic for the time-invariant unobserved effects, and ensures that the incidental parameters drop out of the likelihood function. Hence, Chamberlain (1980) established a consistent estimator for a binary fixed effects logit framework that avoids any incidental parameter problem.
To generate the required binary response variable one common approach is to apply what is considered a meaningful threshold (Y ) to the whole data set (e.g., Winkelmann and Winkelmann, 1998; Clark, 2003) such that:
The conditional logit statistic corresponding to this simple coding scheme then is:
This represents the probability that the dependent variable is above Y , conditional on the sum c i . More precisely, c i denotes the number of times the dependent variable per group exceeds the threshold Y , 0 < c < T . S describes the set of all possible combinations of y i1 , . . . , y iT that sum up to t B it = c i . In the following, we refer to this estimation strategy as naive conditional logit (NCLOG).
Clearly the NCLOG ignores all variation in y it that takes place below or above Y .
Furthermore and most importantly, the applied naive coding scheme also abstracts from the possibility that the thresholds λ i k in equation 2 indeed vary in i. 
To stay with the example, our enthusiast and sceptic now have different thresholds that reflect that the responses of the former tend to be on the high side of the ordered scale while the responses of the latter tend to be on the low side. Recent applications of this approach include Kassenböhmer and Haisken-DeNew (2009) .
In the following, we refer to this approach as individual mean conditional logit (IMCLOG).
Ferrer-i-Carbonell and further develop the IMCLOG in order to take into account more variation in individuals' ordered responses. Their method uses the conditional logit approach combined with a fairly complex individualspecific coding of the dependent variable. In doing so, they use the information from the second derivative of the log likelihood function, the Hessian matrix, per individual to choose which coding is appropriate for the final conditional logit esti-mation. This procedure consists of three steps.
In the first step the ordered scaled dependent variable y it with K categories is split into K − 1 new binary coded variables D ik capturing all possible threshold crossings.
The first newly generated variable D i1 equals one if the original dependent variable y it is at least one category greater than the minimum of y it for each i:
The next newly generated variable D i2 equals one if the original dependent variable is at least two categories greater than the minimum of y it for each i and so forth.
A more detailed example can be found in the appendix of Ferrer-i-Carbonell and
In a second step, the following conditional log likelihood function is estimated for the first threshold crossing to derive the coefficients (β) that are used to calculate the Hessian matrix for each individual for each
The derivations of the first and second derivatives of the log likelihood function used for these calculations can be found in the appendix to this paper. On this basis, the sum of the diagonal elements, the so called "trace," for each individual Hessian is calculated for each D ik . The final binary dependent variable is then generated by choosing the specific D ik that corresponds to the minimum trace per individual i. Since the variance of the estimated conditional logit coefficient is the negative of the inverse of the sum over i of the Hessian H i this yields the maximum likelihood estimator with minimal variance:
In a third step, the binary variable constructed as described above, which reflects the optimal choice of D ik for all i, is fed into a conditional logit estimation to obtain the final coefficients. In the following, we refer to this estimation strategy as Each observation of the original data is then duplicated k − 1 times, one for each dichotomization. After "blowing up" the data, a standard conditional logit estimation with clustered standard errors is then applied to the whole sample. For more details we refer to the paper of Baetschmann et al. (2011) .
A previously discussed alternative estimation strategy assumes cardinality and makes use of all variation in individuals' ordered responses, while also accounting for non-random personality traits. Accordingly, the ordered response categories k = 1, . . . , K of y it are interpreted as continuous values of the latent variable y * it , which lends itself to linear regression methods. Personality traits can then be addressed by, for instance, within-transformation of Equation 1, such that α i cancels out:
In the following we refer to this estimation strategy as the fixed effects estimator (FE). 2 The FE has the advantage that it is fast and very easy to implement. However, assuming cardinality of ordered responses may be too strong an assumption, potentially yielding severely biased estimates. Nevertheless, as previously discussed, numerous studies have used this approach (e.g., Scheve and Slaughter, 2004; Di Tella et al., 2001) and at least in the context of life satisfaction studies, there is some evidence that the associated bias is only moderate (Ferrer-i-Carbonell and Frijters, 2004 ).
The probit-adapted OLS (POLS) method by van Praag and Ferrer-i-Carbonell (2008) tries to cardinalize the data, such that it can be applied to simple OLS without the above mentioned problems of the FE estimator. Compared with the standard ordered probit, the POLS is easier and faster to implement and is more flexible for more advanced models and can, without any drawbacks, applied within a fixed effects environment. The original ordered dependent variable is bounded by the lower and upper category. Applying linear models on the bounded dependent variable may lead to predictions outside the category boundaries. The POLS estimator circumvents this problem by first calculating the relative frequencies of the different outcome categories and then putting the frequencies into a standard normal distribution function to obtain N(0;1) distributed, "cardinal scaled", and unbounded conditional means of the dependent variable. This variable can then be used for simple (fixed effect) OLS. For more details on this procedure, see van Praag and Ferrer-i-Carbonell (2008) .
Regardless, from a theoretical perspective, assuming cardinality of ordered responses is unsatisfactory, and our Monte Carlo simulations will show whether this pragmatic approach frequently employed in the life satisfaction literature is justified in a more general setting.
Monte Carlo Simulation and results
Our data generating process is designed in line with the standard Monte Carlo simulation literature for panel data (e.g., Honoré and Kyriazidou, 2000; Greene, 2004) . The latent variable y * it is generated by the following model:
The individual fixed effect α i is generated as 
We define the categories for the discrete dependent variable y it by splitting the generated latent variable y * it into K even parts. As a result, every category has the same number of observations. To evaluate consistency of the different estimators under investigation, we focus on the mean of the estimated coefficients, the mean squared error (MSE), and as a more robust performance measure to possible outliers, the median absolute error (MAE). To assess efficiency we compare coefficients' standard errors as well as their 95 % confidence interval. For the different specification settings, the size of our panel data setup varies in both dimensions for individual i and time t. All simulations are performed 1000 times 3
We start with only one exogenous variable x it and set the coefficient to β = 1.
The dependent variable consists of three categories on an ordinal scale with y it ∈ {1, 2, 3}. To compare the asymptotic properties of the estimators under consideration we start with a small panel and subsequently increase the cross-sectional and longitudinal dimension sizes. Table 1 presents estimation results where we fix the longitudinal dimension to T = 3 and raise the cross-sectional dimension size from I = 100 to I = 3, 000 while K = 3. In accordance with asymptotic theory, all estimators gain consistency and precision with increasing I. The MSE as well as the MAE continuously decrease as the standard error and the corresponding confidence interval become smaller. The same asymptotic properties can be seen when subsequently increasing the longitudinal dimension size from T = 3 to T = 15, as reported in Tables 2 to 4 . 4
In the first two rows of Tables 1 to 4 , the means of the linear fixed effects OLS estimation are listed. It is easy to see that the coefficients are significantly smaller than the true parameters. However, this is due to the different functional forms of the FE, which assumes cardinality. As a consequence, with only one explanatory variable, the FE cannot be compared with the other estimators, and we do not report performance measures other than the mean coefficients and standard errors.
However, when later including more than one explanatory variable, we will compare the consistency and efficiency of coefficient ratios to reflect on the relative size of coefficients. The probit adapted OLS (POLS) method, which should handle the ordinal scaled data better, results in very similar outcomes.
From the set of nonlinear estimators it is the standard ordered logit estimator without controlling for unobserved heterogeneity that performs worst. The potential bias from ignoring unobserved heterogeneity is clearly noticeable for all panel data configurations. In Tables 1 to 4 , the means of the simple ordered logit coefficients are always furthest away from the true parameter β = 1, and from T = 10 and I = 500 onwards the true parameter is not even in the 95% confidence interval.
This discrepancy corresponds to the advice given by Ferrer-i-Carbonell and Frijters (2004) , who argue that allowing for individual fixed effects is more important than taking into account the ordinal data structure.
Comparing the nonlinear models that take the individual fixed effects into account leads to several important insights. The naive binary coding procedure NCLOG is very sensitive to small sample sizes since the simple coding procedure already disregards a large part of the available variation in the dependent variable. 5
For example, with T = 3 and I = 100, more than 50 percent of all observations were ignored because of no variation in the dependent variable. With real survey data and less homogeneous categories, the loss of data may be even more serious.
This probably results in unreliable outcomes. We therefore recommend not using 4 We also perform simple t-tests to compare the means of the respective estimators' coefficients when I and T increase. The differences of the means are statistically significant when starting from small T and small I and become insignificant when both dimension sizes are large.
5 For our data set with y it ∈ {1, 2, 3} we did the following binary recoding:
the NCLOG method under any circumstances.
Regarding the IMCLOG and FCF, both estimators perform similarly well in terms of consistency and efficiency but are outperformed by the BUC method for all panel data configurations except for the smallest data set with T = 3 and I = 100.
Even though the means of the parameter estimates of the FCF and IMCLOG deviate more or less distinctly from the true value, more so than the means of the NCLOG method, the smaller mean squared errors (MSE) and median absolute errors (MAE) of the FCF and IMCLOG indicate, that they are both better than the NCLOG in terms of consistency.
As a first conclusion, these simulations clearly show the asymptotic properties of the estimation methods: All gain consistency and precision from increasing observations in both panel data dimensions, I and T .
We proceed by comparing the set of estimators when including more than one explanatory variable in the model, which is more informative for real data analysis.
With three explanatory variables, Table 5 reports the performance measures for the coefficient estimates and their ratios. In practical research, coefficient ratios are frequently employed to interpret the size of coefficients relative to a baseline effect. In the analysis of individual well-being, for instance, it is common to calculate compensating income variations, that is, the well-being effect of certain events expressed in percentage changes in income that would generate the same well-being effect (see Winkelmann and Winkelmann, 1998) . Accordingly, it is not necessarily the absolute size of coefficients that researchers are interested in, but their ratios.
For the following simulation, the total number of observations is 18,000 consisting of I = 3000 and T = 6. We choose β 1 = 1, β 2 = −3.5 and β 3 = 7 so we can also evaluate the correct sign of the parameter estimates as well as their ratios β 2 /β 1 = −3.5 and β 3 /β 1 = 7.
As previously argued, the coefficients of the linear fixed effects models (FE, POLS) reported in the first two rows of Table 5 cannot be compared to the ones from out non-linear estimators. However, the estimated coefficient ratios of the FE, as well as the ratios of the POLS, are very close to the ratios of the true parameters, that is, β 2 / β 1 is almost exactly −3.5 and β 3 / β 1 is nearly 7. At the same time, of all estimators, the MSE and the MAE of the FE and the POLS are smallest, indicating highly consistent estimations of the parameter ratios. Accordingly, if the researcher is only interested in ratios of parameter estimates and not in absolute values, ignoring the ordinal structure of the dependent variable and applying linear fixed effects models is indeed a recommendable method.
Of all the nonlinear estimators controlling for unobserved heterogeneity in Ta In comparison, ignoring unobserved individual heterogeneity by applying the simple ordered logit estimator leads to severely biased coefficients and coefficient ratios in Table 5 . This becomes apparent when looking at the 95% interval of the ordered logit estimates for β 2 and β 3 , in which the true parameters are not included and the large MAE. Thus, of all non-linear estimators with more than one covariate, the BUC and the FCF are the most consistent and are therefore the method of choice. However, due its simplicity, the FE has its merits if the researcher is only interested in the coefficient ratios.
So far we have assumed that the ordinal response variable is fairly aggregated and lies on a three-point scale (K = 3). However, various types of ordinally scaled data consist of more than three categories. For example, in the U.S. National
Survey of Families and Households (NSFH) and the German Socio-Economic Panel (SOEP), information on individual well-being is captured on a seven-and elevenpoint scale, respectively. Against this backdrop, we want to test the extent to which the performance of the estimators under consideration varies with respect to the ordinal structure of the dependent variable. Table 6 lists the simulation results for a three-, seven-and eleven-point scale ordered response variable. All simulations are performed with two exogenous variables with the true parameters β 1 = 1 and
The panel data dimensions are I = 3, 000 and T = 12.
Interestingly, it seems that the FCF method responds rather sensitively to the number of ordered categories in the dependent variable. Beginning with K = 3 in Table 6 , the FCF parameter estimates of β 1 and β 2 are very accurate, with low MSE and MAE compared to the other non-linear methods. However, from K = 7
to K = 11, the estimated parameters diverge more and more from the true values, although the β 2 /β 1 relations remain highly consistent.
The downward bias of the FCF parameter estimates for increasing ordinal categories can be the result of a misspecification of the distribution in the conditional logit model. Baetschmann et al. (2011) argue, that the individual-specific cutoffs are chosen endogenously. Hence, the conditional distribution of the binary dependent variable for the FCF estimation differs from the conditional logit model, which leads to inconsistent estimates. However, our empirical result of biased FCF slope coefficients but consistent coefficient ratios is in line with the kind of misspecification, like e.g., in Ruud (1983) , Cramer (2007) and Wooldridge (2010) . They show cases for logit and probit models, where misspecification leads to parameter estimates which are biased towards zero. Nonetheless, as demonstrated by the above authors, the bias is symmetric. That is, all coefficients are multiplied by a common scaling factor, such that the coefficient ratios, are still correct. We find evidence for such a bias in our Monte Carlo simulations for ordered response data.
In comparison, BUC, and NCLOG are not sensitive with respect to the size of K; there is no significant change in either consistency as expressed in the MSE and MAE or in efficiency as captured by the mean standard error and the confidence interval. We find the BUC method to perform best when K increases. For K = 7
and K = 11, it clearly outperforms all nonlinear estimators.
The FE and the POLS perform well regarding the consistency and efficiency of coefficient ratios, irrespective of the size of K. Furthermore, the FE parameter estimates as such improve slightly in terms of consistency in K, but still remain distant from the true parameters even for K = 11, which still does not constitute a continuous dependent variable.
Summarizing, for small K, the BUC and FCF outperforms all other methods in terms of consistency and efficiency. However, for larger K, that is, for more disaggregated ordinal scales, we recommend the BUC. However, as long as the researcher is only interested in the ratios of the parameters, the linear fixed effect (FE) provides the same results with considerably less computational effort.
Conclusion
We compare linear and non-linear ordered response estimators in terms of consistency and efficiency by running Monte Carlo simulations while varying the sample size, the number of covariates, and the number of ordinal response categories. The estimators under consideration are linear fixed effect, simple ordered logit, and four binary recoded conditional logit estimators.
In line with the literature, we find that not controlling for individual unobserved heterogeneity leads to severely biased estimates. Of all estimators suitable to control for unobserved personality traits, we find the binary recoding schemes of Baetschmann et al. (2011) and to perform equally well in terms of consistency and efficiency, at least as long the number of ordinal response categories is low. However, for a more disaggregated ordinal structure with a higher number of response categories, the BUC is the method of choice, since it is more consistent and computationally less expensive than the Ferrer-i-Carbonell and Frijters estimator.
Furthermore, if the researcher is more interested in the ratios of the parameter estimates, the linear fixed effects model that is commonly employed in the analysis of ordered response problems, e.g., subjective and objective well-being, essentially delivers the same results as the more elaborate binary recoding schemes and is much easier to compute. 
Appendix
Loglikelihood equation of the conditional logit model:
Gradient function of the conditional logit model:
Hessian function of the conditional logit model:
corresponding to the second term of the gradient function. Note: All simulations were performed 1000 times Note: All simulations were performed 1000 times Note: All simulations were performed 1000 times Note: All simulations were performed 1000 times Note: All simulations were performed 1000 times Note: All simulations were performed 1000 times
