Uniform separation through intermediate points by Gröhn, Janne & Nicolau, Artur
ar
X
iv
:1
50
1.
06
70
2v
1 
 [m
ath
.C
A]
  2
7 J
an
 20
15
UNIFORM SEPARATION THROUGH
INTERMEDIATE POINTS
JANNE GRO¨HN AND ARTUR NICOLAU
Abstract. It is shown that a separated sequence of points in the unit
disc of the complex plane is in fact uniformly separated, if there exists
a certain intermediate sequence whose separated subsequences are uniformly
separated. This property is applied to improve a recent result in the theory
of differential equations.
1. Introduction and main result
Let D denote the open unit disc of the complex plane C. If z, w ∈ D, then
̺(z, w) = |z − w|/|1 − zw| is the pseudo-hyperbolic distance between these
points. Recall that the sequence {zn}∞n=1 ⊂ D is called uniformly separated if
inf
k∈N
∏
n∈N\{k}
̺(zn, zk) > 0,
while {zn}∞n=1 ⊂ D is said to be separated (in the pseudo-hyperbolic metric) if
there exists a constant δ = δ({zn}∞n=1) with 0 < δ < 1 such that
̺(zn, zk) > δ, n, k ∈ N, n 6= k. (1)
In this paper, separation always refers to the separation with respect to the
pseudo-hyperbolic metric.
If z, w ∈ D are two distinct points, then we define 〈z, w〉 ⊂ D to be the
hyperbolic segment joining z and w. That is, 〈z, w〉 is a closed subarc of the
unique hyperbolic geodesic which goes through z ∈ D and w ∈ D.
The following result shows that a separated sequence of points is in fact uni-
formly separated if there exists a sufficiently dispersed intermediate sequence.
In Section 4 we consider an application of Theorem 1 in which the existence of
the intermediate sequence is natural.
Theorem 1. Let {zn}∞n=1 be a separated sequence of points in D. Suppose that
there exists a sequence Λ ⊂ D satisfying the following properties:
(i) for each pair of distinct points zj , zk ∈ {zn}∞n=1 there corresponds a point
ξj,k ∈ Λ such that ξj,k ∈ 〈zj, zk〉;
(ii) each separated subsequence of Λ is uniformly separated.
Then, {zn}∞n=1 is uniformly separated.
Date: August 7, 2018.
2010 Mathematics Subject Classification. Primary 34C10.
Key words and phrases. Carleson measure; linear differential equation; oscillation theory;
uniform separation.
The first author is supported by the Academy of Finland #258125, and the second author
is supported in part by the grants MTM2011-24606 and 2014SGR 75.
1
2 JANNE GRO¨HN AND ARTUR NICOLAU
2. Auxiliary results
The set
Q = Q(I) =
{
reiθ : eiθ ∈ I, 1− |I| ≤ r < 1}
is called a Carleson square based on the arc I ⊂ ∂D, where |I| = ℓ(Q) denotes
the normalized arc length of I (i.e., |I| is the Euclidean arc length of I divided
by 2π). The top part of a Carleson square Q(I) is
T
(
Q(I)
)
=
{
reiθ : eiθ ∈ I, 1− |I| ≤ r < 1− |I|/2}.
For 0 < K <∞, KQ denotes the Carleson square whose base is concentric to
that of Q, and for which ℓ(KQ) = K ℓ(Q).
A finite positive measure µ in D is called a Carleson measure, if there exists
a constant 0 < M <∞ such that∫
D
|f(z)| dµ(z) ≤M
(
sup
0<r<1
1
2π
∫ 2π
0
|f(reiθ)| dθ
)
for any analytic function f in the unit disc. Carleson proved that this holds
if and only if there exists a constant 0 < C < ∞ such that µ(Q) ≤ C ℓ(Q)
for any Carleson square Q. It is also well-known that a sequence {zn}∞n=1 of
points in D is uniformly separated if and only if it is separated and there exists
a constant 0 < C <∞ such that∑
zn∈Q
(1− |zn|) ≤ C ℓ(Q) (2)
for any Carleson square Q. For more details, we refer to [2].
Lemma 2. Let Q(I) be a Carleson square for which 0 < |I| < 1/2. If 〈z1, z2〉
is the hyperbolic segment joining any points z1, z2 ∈ Q(I), then
〈z1, z2〉 ⊂
{
reiθ : eiθ ∈ I, 1−
√
1 + π2 · |I| ≤ r < 1}. (3)
Proof. Without loss of generality, we may assume that Q(I) is based on an arc
which is centered at z = 1. Denote ℓ = |I|. The hyperbolic segment 〈z1, z2〉 is
either a straight line segment or an arc of a circle (x − x0)2 + (y − y0)2 = r20,
which is orthogonal to the unit circle. By the orthogonality, x20 + y
2
0 = 1 + r
2
0.
Let Π : D \ {0} → ∂D be the radial projection z 7→ z/|z|. By hyperbolic
geometry it is clear that Π(〈z1, z2〉) ⊂ I. The Euclidean distance between
〈z1, z2〉 and the origin is as small as possible, if z1 = (1 − ℓ) exp(iπℓ) and
z2 = (1− ℓ) exp(−iπℓ) are the interior corners of Q(I). Then y0 = 0, and(
(1− ℓ) cos(πℓ)− x0
)2
+
(
(1− ℓ) sin(πℓ))2 = r20 = x20 − 1,
which implies
x0 = x0(ℓ) =
1 + (1− ℓ)2
2(1− ℓ) cos(πℓ) .
Now, 〈z1, z2〉 intersects the real axis at X0 = X0(ℓ) = x0(ℓ) −
√
x0(ℓ)2 − 1,
which is precisely the point on 〈z1, z2〉 which is closest to the origin. Since
sup
0<ℓ<1/2
1−X0(ℓ)
ℓ
=
√
1 + π2 ≈ 3.30,
the inclusion (3) follows. 
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The next lemma introduces a partition of arcs, which plays a significant role
in our construction.
Lemma 3. Let I ⊂ ∂D be a closed arc for which 0 < |I| < 1/8. Suppose
that 0 < ε < 1, and let {ξk}Kk=1 ⊂ D be a finite collection of points such that
̺(ξj, ξk) > ε for any j 6= k. Suppose that 0 ≤ r < 1 is sufficiently large to
satisfy max {|ξk|}Kk=1 ≤ r and 1−r ≤ |I|. Then, there exist a constant η = η(ε)
with 0 < η < 1 and a partition I =
⋃N
n=1 In, which divides I into N ≤ 8K + 8
closed subarcs (having pairwise disjoint interiors) such that
(i) |In| ≥ (1− r)/64;
(ii) any hyperbolic segment γ, which joins two points in Q(In), satisfies
̺(γ, {ξk}Kk=1) > η;
for all n = 1, . . . , N .
Proof. Since {ξk}Kk=1 ⊂ D is separated, there exists a constant µ = µ(ε) with
0 < µ < 1/2 such that the Euclidean discs Dk = {z ∈ C : |z−ξk| ≤ µ(1−|ξk|)}
are pairwise disjoint for k = 1, . . . , K. We write D = ⋃Kk=1Dk for short, and
state a property which follows from Lemma 2. This property will be referred as
the auxiliary claim: There exists a constant η = η(ε) with 0 < η < 1 such that,
if I⋆ is a subarc of I for which the interior of {reiθ : eiθ ∈ I⋆, 1−4 |I⋆| ≤ r < 1}
does not intersect D, then any hyperbolic segment γ joining two points in the
Carleson square Q(I⋆) satisfies ̺(γ, {ξk}Kk=1) ≥ η.
Denote I = [a, b], where 0 < b − a < 2π. That is, the interval [a, b] is
identified with the arc I = {eiθ ∈ ∂D : a ≤ θ ≤ b}. If I⋆ is a subarc of I,
then the collection of subarcs {I1, . . . , IM} of I⋆ with pairwise disjoint interiors
is called an admissible partition of I⋆ provided that I⋆ =
⋃M
n=1 In, and the
conditions (i) and (ii) are fulfilled.
If Q([a, b])∩D = ∅, then we split I into four subarcs I1, . . . , I4 of equal length.
The collection {I1, . . . , I4} is an admissible partition of I by the auxiliary claim.
Otherwise Q([a, b]) ∩ D 6= ∅, and we let a1 to be the smallest value such that
a < a1 ≤ b and
Q([a, a1]) ∩ D 6= ∅. (4)
We split [a, a1] into four subarcs I1, . . . , I4 of equal length. By (4), there is
a point z1 ∈ Q([a, a1]) ∩ D. Then a1 − a ≥ 2π(1 − |z1|) ≥ 2π(1 − µ) (1 − r),
which implies
|In| = 1
4
· a1 − a
2π
≥ 1− µ
4
(1− r), n = 1, . . . , 4,
and hence the arcs I1, . . . , I4 satisfy (i). The arcs I1, . . . , I4 satisfy (ii) by the
auxiliary claim.
We continue inductively. Suppose that we have a sequence {aj}Mj=1 ⊂ [a, b],
M ∈ N, which determines an admissible partition {I1, . . . , I4M} of [a, aM ].
There are four possible cases:
(I) If aM = b, then we stop the inductive process.
(II) If aM < b and Q([aM , b]) ∩ D 6= ∅, then let aM+1 be the smallest value
such that aM < aM+1 ≤ b and
Q([aM , aM+1]) ∩ D 6= ∅. (5)
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We split [aM , aM+1] into four subarcs I4M+1, . . . , I4(M+1) of equal length.
According to (5), there exists a point zM+1 ∈ Q([aM , aM+1])∩D. Then
aM+1 − aM ≥ 2π(1− |zM+1|) ≥ 2π(1− µ) (1− r), which implies
|I4M+n| = 1
4
· aM+1 − aM
2π
≥ 1− µ
4
(1− r), n = 1, . . . , 4,
and hence the arcs I4M+1, . . . , I4(M+1) satisfy (i). Moreover, the prop-
erty (ii) holds by the auxiliary claim. In conclusion, we have a sequence
{aj}M+1j=1 , which determines an admissible partition {I1, . . . , I4(M+1)} of
[a, aM+1]. We proceed with the induction.
(III) If aM ≤ b − 2π(1 − µ)(1 − r)/8 and Q([aM , b]) ∩ D = ∅, then define
aM+1 = b and split [aM , b] into four subarcs I4M+1, . . . , I4(M+1) of equal
length. We have
|I4M+n| = 1
4
· b− aM
2π
≥ 1− µ
32
(1− r), n = 1, . . . , 4,
and hence the arcs I4M+1, . . . , I4(M+1) satisfy (i). The property (ii) holds
by the auxiliary claim. In conclusion, we have a sequence {aj}M+1j=1 ,
which determines an admissible partition {I1, . . . , I4(M+1)} of [a, b]. We
stop the inductive process.
(IV) If b− 2π(1−µ)(1− r)/8 < aM < b and Q([aM , b])∩D = ∅, then define
a⋆M = b− 2π
1− µ
8
(1− r), I⋆4M =
[
aM−1 + 3
aM − aM−1
4
, a⋆M
]
.
Since |I4M | ≥ (1− µ)(1− r)/4, we have∣∣I⋆4M ∣∣ = ∣∣I4M ∣∣− aM − a
⋆
M
2π
≥ ∣∣I4M ∣∣− 1− µ
8
(1− r) ≥ 1− µ
8
(1− r).
We conclude that I⋆4M satisfies (i). It is clear that I
⋆
4M satisfies the
property (ii), since it is a subarc of I4M .
Define aM+1 = b and I4M+1 = [a
⋆
M , b]. The arc I4M+1 satisfies the
estimate (i), since |I4M+1| = (1− µ)(1− r)/8. Now
1− 4 |I4M+1| ≥ r + µ(1− r) ≥ |ξk|+ µ (1− |ξk|), k = 1, . . . , K.
The property (ii) for I4M+1 follows from the auxiliary claim. In conclu-
sion, we have a sequence {a1, . . . , aM−1, a⋆M , aM+1}, which determines
an admissible partition {I1, . . . , I4M−1, I⋆4M , I4M+1} of [a, b]. We stop
the inductive process.
The inductive process above produces a finite collection of points
a = a0 < a1 < · · · < aJ−1 < aJ = b,
which determines an admissible partition {I1, . . . , IN} of I = [a, b]. Each arc
Aj = [aj−1, aj] for j = 1, . . . , J is partitioned into at most four subarcs In, and
hence N ≤ 4J . It suffices to bound J in terms of K to complete the proof.
Without loss of generality, we may assume that 1 − |ξk| ≤ 4 |I| for all k =
1, . . . , K. This is because any ξk, for which 1 − |ξk| > 4 |I|, is separated from
any hyperbolic segment joining two points in Q(I) by Lemma 2. First, note
that each Euclidean disc Dk for fixed 1 ≤ k ≤ K can meet at most two
Carleson squares Q(Aj). Second, we know that every Q(Aj) for 0 ≤ j ≤ J − 2
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meets some disc Dk by construction. This gives J − 2 ≤ 2K, which implies
N ≤ 4J ≤ 8K + 8. 
The last auxiliary result shows that, if there are three hyperbolic segments
of certain type, then there is no point in their union which is simultaneously
(pseudo-hyperbolically) close to all of them.
Lemma 4. Let Q be a Carleson square for which 0 < ℓ(Q) < 1/4. Let γ1, γ2
and γ3 be three hyperbolic segments connecting points in Q such that the radial
projections Π(γ1), Π(γ2) and Π(γ3) have pairwise disjoint interiors, and the
hyperbolic segments satisfy the geometric property
1
K
max
ξ∈γj
{
1− |ξ|} ≤ ∣∣Π(γj)∣∣ ≤ K max
ξ∈γj
{
1− |ξ|}, j = 1, 2, 3,
for some constant 1 < K < ∞. Then, there exists a constant µ = µ(K) with
0 < µ < 1 such that
̺(ξ, γ1) + ̺(ξ, γ2) + ̺(ξ, γ3) ≥ µ, ξ ∈ γ1 ∪ γ2 ∪ γ3.
Proof. Without loss of generality, we may assume that the normalized lengths
of the radial projections satisfy |Π(γ1)| ≤ min{|Π(γ2)|, |Π(γ3)|}. Since ℓ(Q) <
1/4, all hyperbolic segments connecting any two points in Q are uniformly
bounded away from the origin by Lemma 2.
If Π(γ2) and Π(γ3) are on the same side of Π(γ1), then we may assume that
Π(γ2) is located in the middle of Π(γ1) and Π(γ3). Let A = {reiθ(A) : 0 < r < 1}
be a radial segment, where eiθ(A) ∈ ∂D lies strictly between the interiors of
Π(γ2) and Π(γ3). In this case γ1 and A, and hence also γ1 and γ3, are separated
by a constant depending on K.
If Π(γ2) and Π(γ3) are on the opposite sides of Π(γ1), then let arg z denote
a continuous branch of the argument defined in Q. We may assume that the
hyperbolic segments satisfy the ordering γ2, γ1, γ3 with respect to the increasing
argument. Let B = {reiθ(B) : 0 < r < 1} be a radial segment, where eiθ(B) ∈ ∂D
lies strictly between the interiors of Π(γ1) and Π(γ3). Moreover, let C =
{reiθ(C) : 0 < r < 1} be a radial segment, where eiθ(C) ∈ ∂D is the midpoint
of Π(γ1). In this case any point ξ ∈ γ1 for which arg ξ ≤ θ(C) is separated
from B, and hence is also separated from γ3, by a constant depending on K.
Analogously any point ξ ∈ γ1 for which arg ξ > θ(C) is separated from γ2 by
a constant depending on K. 
3. Proof of Theorem 1
Note that {zn}∞n=1 can be divided into finitely many subsequences Z1, . . . ,ZM
such that for any j = 1, . . . ,M the following two conditions hold: top part
of any Carleson square contains at most one point of Zj , and there exists
an integer m = m(j) ∈ {0, 1, . . . , 6} such that
Zj ⊂
∞⋃
k=0
{
z ∈ D : 2−m−7k < 1− |z| ≤ 2−m−(7k−1)}.
It is sufficient to prove that each subsequence Zj is uniformly separated. Hence,
without loss of generality we may assume that the following two conditions
hold:
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(A) {zn}∞n=1 satisfies (1) for 0 < δ < 1, where δ is so large that the top part
of each Carleson square contains at most one point from {zn}∞n=1;
(B) {zn}∞n=1 satisfies
{zn}∞n=1 ⊂
∞⋃
k=1
{
z ∈ D : 2−7k < 1− |z| ≤ 2−(7k−1)}.
We proceed to show that there exists a constant 0 < C < ∞ such that (2)
holds for any Carleson square Q for which 0 < ℓ(Q) < 1/8. Let Q be a such
Carleson square, and let arg z be a continuous branch of the argument defined
in Q. By means of an inductive argument, we divide {zn}∞n=1 into subsequences
such that
{zn}∞n=1 ∩Q =
∞⋃
j=1
(
M (j) ∪ S(j)
)
,
where the subsequences M (j) and S(j) satisfy the following properties:
(a) Concerning S(j), we have∑
zn∈S(1)
(1− |zn|) ≤ 4 ℓ(Q),
∑
zn∈S(j)
(1− |zn|) ≤ 1
2
∑
zn∈M (j−1)
(1− |zn|), j > 1.
(b) Concerning M (j), we construct sequences Λ
(j)
Q such that
ΛQ =
∞⋃
j=1
Λ
(j)
Q ⊂
(
Λ ∩ 4Q)
can be represented as a union of two separated subsequences, and∑
zn∈M (j)
(1− |zn|) ≤ 6
∑
ξ∈Λ
(j)
Q
(
1− |ξ|), j ∈ N. (6)
It is possible that some of these subsequences are empty, and in those cases
the corresponding sums in (a) and (b) are zero by definition. It is clear that
the properties (a) and (b) imply
∑
zn∈Q
(1− |zn|) ≤
∑
zn∈S(1)
(1− |zn|) + 3
2
∞∑
j=1
∑
zn∈M (j)
(1− |zn|)
≤ 4 ℓ(Q) + 9
∑
ξ∈ΛQ
(1− |ξ|),
which finishes the proof, since ΛQ can be represented as a union of two uni-
formly separated sequences by (b) and the assumption (ii).
Let us now proceed with the construction of the subsequences S(j) and M (j).
Consider the dyadic annuli
Ck =
{
z ∈ D : 2−k < 1− |z| ≤ 2−(k−1)}, k ∈ N.
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First step. Let Z(1) = {zn}∞n=1 ∩ Q, and consider the arc I(1) = Q ∩ ∂D,
where Q is the closure of the Carleson square Q. Let S(1) be the (possibly
empty) subsequence of those points zn ∈ Z(1) for which there exists a constant
k(zn) ∈ N such that zn is the only point of Z(1) belonging to Ck(zn). Points in
S(1) are called single points of the first generation. It is easy to see that
∑
zn∈S(1)
(1− |zn|) =
∞∑
k=1
∑
zn∈S(1)∩Ck
(1− |zn|) ≤ 4 ℓ(Q),
which proves (a) for j = 1.
By construction any point in Z(1) \S(1) has at least one partner in the same
dyadic annulus. More precisely,(
Z(1) \ S(1)) ∩ Ck (7)
is either empty or contains at least two points for any k ∈ N. If (7) is empty
for all k ∈ N, then define M (1) = ∅, and move on to the second step of the
inductive process. Otherwise, define
k(I(1)) = min
{
k ∈ N : (Z(1) \ S(1)) ∩ Ck 6= ∅
}
,
and write
M (1) =
{
z(1)n : n = 1, . . . , N
(1)
}
=
(
Z(1) \ S(1)) ∩ Ck(I(1)).
Order the points in M (1) by increasing argument. Now arg(z
(1)
n ) < arg(z
(1)
n+1)
for n = 1, . . . , N (1)− 1, where the inequality is strict by the reduction (A). For
the same values of n, let γ
(1)
n = 〈z(1)n , z(1)n+1〉 be the hyperbolic segments joining
z
(1)
n and z
(1)
n+1, and consider the points ξ
(1)
n ∈ γ(1)n ∩ Λ given by the assumption.
It is clear that the subsequence {ξ(1)2n−1 : n = 1, . . . , ⌊N (1)/2⌋} is separated,
where ⌊x⌋ denotes the integer part of x. We also point out that there ex-
ists a constant 1 < K < ∞ such that the normalized lengths of the radial
projections of the hyperbolic segments γ
(1)
2n−1 = 〈z(1)2n−1, z(1)2n 〉 satisfy
1
K
max
ξ∈γ
(1)
2n−1
{
1− |ξ|} ≤ ∣∣Π(γ(1)2n−1)∣∣ ≤ K max
ξ∈γ
(1)
2n−1
{
1− |ξ|} (8)
for all n = 1, . . . , ⌊N (1)/2⌋.
Since γ
(1)
2n−1 is a hyperbolic segment joining points in Ck(I(1)), we have
1− ∣∣ξ(1)2n−1∣∣ > 2−k(I(1)), n = 1, . . . , ⌊N (1)/2⌋. (9)
Hence,
⌊N(1)/2⌋∑
n=1
(
1− ∣∣ξ(1)2n−1∣∣) ≥ 2−k(I(1))
⌊
N (1)
2
⌋
≥ 1
6
∑
zn∈M (1)
(1− |zn|). (10)
Define Λ
(1)
Q = {ξ(1)2n−1 : n = 1, . . . , ⌊N (1)/2⌋}, which is known to be a separated
sequence. Now (10) proves (6) for j = 1. In conclusion, we have proved the
properties (a) and (b) for j = 1.
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Second step. If
Z(1) \ (S(1) ∪M (1)) (11)
is empty, then define S(j) = M (j) = ∅ for all j ∈ N \ {1}, and stop the
inductive process. Otherwise, we proceed to split (11) into subsequences, where
the number of subsequences is at most a constant multiple of N (1) (i.e., the
number of elements in M (1) 6= ∅). We apply Lemma 3 to I(1) and Λ(1)Q for
r = 1− 2−k(I(1)), see (9). Lemma 3 produces a partition of I(1) into arcs I(2)p ,
I(1) =
P2⋃
p=1
I(2)p , P2 ≤ 8⌊N (1)/2⌋+ 8 ≤ 8N (1), (12)
with pairwise disjoint interiors, where∣∣I(2)p ∣∣ ≥ (1− r)/64 = 2−k(I(1))/64, p = 1, . . . , P2.
By the reduction (B), we obtain
Z(1) \ (S(1) ∪M (1)) ⊂
P2⋃
p=1
Q
(
I(2)p
)
.
Define
Z(2)p = Q(I
(2)
p ) ∩
(
Z(1) \ (S(1) ∪M (1))), p = 1, . . . , P2,
and note that Z(1) \ (S(1) ∪M (1)) = ⋃P2p=1Z(2)p . We proceed to repeat the first
step for each p = 1, . . . , P2 with Z
(1) ⊂ Q replaced by Z(2)p ⊂ Q(I(2)p ).
Fix p = 1, . . . , P2. If Z
(2)
p = ∅, then define S(2)p = M (2)p = ∅ and turn to
consider another value of p. Otherwise Z
(2)
p 6= ∅, and then define S(2)p to be the
(possibly empty) subsequence of those points zn ∈ Z(2)p for which there exists
a constant k(zn) ∈ N such that zn is the only point of Z(2)p belonging to Ck(zn).
Now ∑
zn∈S
(2)
p
(1− |zn|) =
∞∑
k=1
∑
zn∈S
(2)
p ∩Ck
(1− |zn|) ≤ 1
16
2−k(I
(1)), (13)
since any point in Z
(2)
p has modulus larger than 1− 2−k(I(1))/64.
By construction any point in Z
(2)
p \S(2)p has at least one partner in the same
dyadic annulus. That is, (
Z(2)p \ S(2)p
) ∩ Ck (14)
is either empty or contains at least two points for any k ∈ N. If (14) is empty
for all k ∈ N, then define M (2)p = ∅ and move on to consider another value of p.
Otherwise, define
k(I(2)p ) = min
{
k ∈ N : (Z(2)p \ S(2)p ) ∩ Ck 6= ∅
}
,
and write
M (2)p =
{
z(2,p)n : n = 1, . . . , N
(2)
p
}
=
(
Z(2)p \ S(2)p
) ∩ C
k(I
(2)
p )
.
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Order the points in M
(2)
p by increasing argument. Consequently, we have
arg(z
(2,p)
n ) < arg(z
(2,p)
n+1 ) for n = 1, . . . , N
(2)
p − 1, where the inequality is strict
by (A). For the same values of n, let γ
(2,p)
n = 〈z(2,p)n , z(2,p)n+1 〉 be the hyperbolic
segments joining z
(2,p)
n and z
(2,p)
n+1 , and consider the points ξ
(2,p)
n ∈ γ(2,p)n ∩Λ given
by the assumption.
It is clear that the subsequence {ξ(2,p)2n−1 : n = 1, . . . , ⌊N (2)p /2⌋} is separated.
Consequently, Lemma 3 guarantees that{
ξ
(2,p)
2n−1 : n = 1, . . . , ⌊N (2)p /2⌋
} ∪ Λ(1)Q (15)
is separated. Corresponding to the situation in (8), the normalized lengths of
the radial projections of the hyperbolic segments γ
(2,p)
2n−1 = 〈z(2,p)2n−1, z(2,p)2n 〉 satisfy
1
K
max
ξ∈γ
(2,p)
2n−1
{
1− |ξ|} ≤ ∣∣Π(γ(2,p)2n−1)∣∣ ≤ K max
ξ∈γ
(2,p)
2n−1
{
1− |ξ|} (16)
for all n = 1, . . . , ⌊N (2)p /2⌋. Here K is the same constant as in (8).
Since γ
(2,p)
2n−1 are hyperbolic segments joining points in Ck(I(2)p ), we have
1− ∣∣ξ(2,p)2n−1∣∣ > 2−k(I(2)p ), n = 1, . . . , ⌊N (2)p /2⌋.
Hence, as in (10),
⌊N
(2)
p /2⌋∑
n=1
(
1− ∣∣ξ(2,p)2n−1∣∣) ≥ 2−k(I(2)p )
⌊
N
(2)
p
2
⌋
≥ 1
6
N
(2)
p∑
n=1
(1− |z(2,p)n |). (17)
Define
S(2) =
P2⋃
p=1
S(2)p , M
(2) =
P2⋃
p=1
M (2)p , Λ
(2)
Q =
P2⋃
p=1
{
ξ
(2,p)
2n−1 : n = 1, . . . , ⌊N (2)p /2⌋
}
,
where the points in S(2) are said to be singles of the second generation. Then,
by means of (12) and (13),
∑
zn∈S(2)
(1− |zn|) =
P2∑
p=1
∑
zn∈S
(2)
p
(1− |zn|) ≤ 1
2
N (1)2−k(I
(1)) ≤ 1
2
N(1)∑
n=1
(1− |z(1)n |),
which proves (a) for j = 2. By (17), we deduce
∑
zn∈M (2)
(1− |zn|) =
P2∑
p=1
N
(2)
p∑
n=1
(1− |z(2,p)n |) ≤ 6
P2∑
p=1
⌊N
(2)
p /2⌋∑
n=1
(
1− ∣∣ξ(2,p)2n−1∣∣),
which proves (6) for j = 2. It remains to show that Λ
(1)
Q ∪ Λ(2)Q is a union of
two separated sequences. By (15), it suffices to know that{
ξ
(2,p1)
2n−1 : n = 1, . . . , ⌊N (2)p1 /2⌋
} ∪ {ξ(2,p2)2n−1 : n = 1, . . . , ⌊N (2)p2 /2⌋}
is a union of two separated sequences for any pair of indices 1 ≤ p1 < p2 ≤ P2.
This is guaranteed by (16) and Lemma 4. In conclusion, we have proved (a)
and (b) for j = 2.
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We continue inductively. In the next step we only need to apply Lemma 3
to those intervals I
(2)
p for which M
(2)
p 6= ∅. The inductive process gives the
estimates in (a) and (b), and shows that ΛQ =
⋃∞
j=1Λ
(j)
Q is a union of two
separated sequences:
(i) If ξ1, ξ2 ∈ ΛQ are distinct points which are situated on hyperbolic seg-
ments γ1 and γ2 such that interior(Π(γ1)) ∩ interior(Π(γ2)) 6= ∅, then
ξ1 and ξ2 are separated by Lemma 3.
(ii) If ξ1, ξ2 ∈ ΛQ are distinct points which are situated on hyperbolic seg-
ments whose radial projections have disjoint interiors, then ξ1 and ξ2
may be pseudo-hyperbolically close. But if this happens, then all points
in ΛQ \ {ξ1, ξ2} are separated from {ξ1, ξ2} by Lemmas 3 and 4.
The assertion of Theorem 1 follows.
4. An application
Let f be a non-trivial (f 6≡ 0) solution of the linear differential equation
f ′′ + Af = 0 (18)
with an analytic coefficient function A. Let 0 < p < ∞, and suppose that
|A(z)|p(1 − |z|2)2p−1 dm(z) is a Carleson measure. Here dm(z) is the element
of the Lebesgue area measure. Note that the coefficient A satisfies
sup
z∈D
(1− |z|2)2|A(z)| <∞ (19)
by the subharmonicity of |A|p.
If {zn}∞n=1 is the zero-sequence of f , then (19) and [6, Theorem 3] imply that
{zn}∞n=1 is separated. Moreover, it is implicit in the proof of [4, Theorem I] that
for each pair of distinct zeros zj and zk there exists a point ξj,k ∈ 〈zj , zk〉 ⊂ D
at which (1− |ξj,k|2)2|A(ξj,k)| > 1. Define
Λ =
{
ξj,k ∈ 〈zj, zk〉 : zj , zk ∈ {zn}∞n=1, zj 6= zk
}
.
The property (i) in Theorem 1 is given by the construction. To see that
the property (ii) holds, let Λ′ = {ξ′n}∞n=1 be any separated subsequence of Λ
with the separation constant 0 < δ < 1. Consequently, there exists a constant
η = η(δ) with 0 < η < 1 such that the Euclidean discs Dn = D(ξ
′
n, η(1− |ξ′n|))
are pairwise disjoint, and Dn ⊂ 2Q whenever ξ′n ∈ Q.
The subharmonicity of |A|p implies that there exists a constant C = C(δ, p)
with 0 < C <∞ such that∑
ξ′n∈Q
(1− |ξ′n|) ≤
∑
ξ′n∈Q
(1− |ξ′n|2)2p+1|A(ξ′n)|p
≤
∑
ξ′n∈Q
C
∫
Dn
|A(z)|p(1− |z|2)2p−1 dm(z)
≤ C
∫
2Q
|A(z)|p(1− |z|2)2p−1 dm(z)
for all Carleson squares Q. Hence {zn}∞n=1 is uniformly separated.
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We have proved the following result, which reduces to [3, Theorem 1] in the
special case p = 1.
Corollary 5. If A is analytic in D, and |A(z)|p(1 − |z|2)2p−1 dm(z) is a Car-
leson measure for some 0 < p <∞, then the zero-sequence of each non-trivial
solution f of (18) is uniformly separated.
By the well-known connection between solutions of (18) and locally univalent
meromorphic functions [4, p. 546], Corollary 5 can be stated in the following
equivalent form. Recall that, if w is meromorphic and locally univalent, then
its Schwarzian derivative
Sw =
(
w′′
w′
)′
− 1
2
(
w′′
w′
)2
is analytic, and the differential equation (18) with A = Sw/2 admits two lin-
early independent solutions f1 and f2 such that w = f1/f2. Now, the complex
a-points of w (i.e., solutions z ∈ D of w(z) = a) are either zeros of the solution
f1 − af2 or zeros of f2, depending whether a ∈ C or a =∞, respectively.
Corollary 6. If w is meromorphic and locally univalent function in D, and
|Sw(z)|p(1 − |z|2)2p−1 dm(z) is a Carleson measure for some 0 < p < ∞, then
the complex a-points of w are uniformly separated for any a ∈ C ∪ {∞}.
We close our discussion with two examples.
Example 1. If w is a locally univalent function in D such that logw′ is in
BMOA, then it is easy to show that its Schwarzian derivative Sw satisfies the
assumption in the Corollary 6. We deduce that the preimage sequence w−1(a)
of any point a ∈ C is uniformly separated. This fact has been proved in [3,
Lemma 10], and hence Corollary 6 can be understood as a generalization of
this result.
Example 2. If w is a meromorphic function whose Schwarzian derivative Sw is
analytic and univalent in D, then w satisfies the hypothesis of Corollary 6. The
Carleson measure condition follows from [5, Theorem 11]. Again, we conclude
that all complex a-points of w are uniformly separated for any a ∈ C ∪ {∞}.
This example implies that, if A is analytic and univalent in D, then the
zero-sequences of all non-trivial solutions of (18) are uniformly separated. For
more information on such differential equations we refer to [1].
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