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ABSTRACT
The methods by which one characterizes the distribution of matter in cosmological simulations is
intrinsically different from how one performs the same task observationally. In this paper, we make
substantial steps towards comparing simulations and observations of the intergalactic medium (IGM)
in a more sensible way. We present a pipeline that generates and fits synthetic QSO absorption spec-
tra using sight lines cast through a cosmological simulation, and simultaneously identifies structure
by directly analyzing the variations in H I and O VI number density. We compare synthetic absorp-
tion spectra with a less observationally motivated, but more straightforward density threshold-based
method for finding absorbers. Our efforts focus on H I and O VI to better characterize the warm/hot
intergalactic medium, a subset of the IGM that is challenging to conclusively identify observationally.
We find that the two methods trace roughly the same quantities of H I and O VI above observable
column density limits, but the synthetic spectra typically identify more substructure in absorbers. We
use both methods to characterize H I and O VI absorber properties. We find that both integrated and
differential column density distributions from both methods generally agree with observations. The
distribution of Doppler parameters between the two methods are similar for Lyα and compare reason-
ably with observational results, but while the two methods agree with each other with O VI systems,
they both are systematically different from observations. We find a strong correlation between O VI
baryon fraction and O VI column density. We also discuss a possible bimodality in the temperature
distribution of the gas traced by O VI.
1. INTRODUCTION
It is now well accepted that a large portion of all
baryons at z = 0, up to ∼ 60%, exist in a phase that
is extremely difficult to detect. Unlike at high redshift
(z & 4) where nearly all baryons are accountable through
Lyα absorption (Rauch et al. 1997; Prochaska & Tumlin-
son 2009), only ∼ 30% are observed to be associated with
the cool, photoionized Lyman alpha forest today (Per-
sic & Salucci 1992; Bristow & Phillipps 1994; Fukugita
et al. 1998; Fukugita & Peebles 2004; Danforth & Shull
2008; Shull et al. 2012), with only an additional ∼ 10%
in galaxies. However, it has been shown by cosmolog-
ical simulations (e.g. Cen & Ostriker 1999; Dave´ et al.
1999, 2001; Smith et al. 2011) that most of these “miss-
ing baryons” still exist in the IGM, but have simply been
heated through a combination of accretion shocks from
structure formation and feedback from galaxies to tem-
peratures too hot (∼ 105−7 K) to be easily traceable with
neutral hydrogen. Because of these high temperatures,
this so-called warm/hot intergalactic medium (WHIM)
can only be traced through absorption lines of highly
ionized metals, such as O VI and Ne VIII at ultraviolet
wavelengths, and O VII and O VIII in the X-ray. To date,
the O VI doublet at λλ1032, 1038 A˚ has proven to be the
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most fruitful of these detection methods, with numerous
large samples having been compiled (Danforth & Shull
2005, 2008; Danforth et al. 2006; Tripp et al. 2008; Thom
& Chen 2008a,b; Tilton et al. 2012; Danforth et al. 2014;
Savage et al. 2014), providing an excellent benchmark for
simulations.
Numerous simulation studies have succeeded at repro-
ducing the observed number density per unit redshift
dN/dz of O VI absorbers (Cen & Fang 2006a; Oppen-
heimer & Dave´ 2009; Smith et al. 2011; Cen & Chis-
ari 2011; Tepper-Garc´ıa et al. 2011; Oppenheimer et al.
2012; Cen 2012), despite making significantly different
predictions as to the physical conditions of the associ-
ated gas. For example, Oppenheimer & Dave´ (2009) and
Oppenheimer et al. (2012) find that an overwhelming
majority of O VI absorbers are associated with cool, pho-
toionized gas with a mean temperature of ∼ 15, 000 K.
On the other hand, Smith et al. (2011) and Shull et al.
(2012) find that O VI absorbers come from gas in two
distinct temperature regimes – a photoionized compo-
nent at T ∼ 30, 000 K and a hotter, collisionally ion-
ized component at T ∼ 300, 000 K, comprising ∼ 35%
and ∼ 55% of all O VI absorption, respectively (with
the remaining 10% contained in collapsed structures).
Tepper-Garc´ıa et al. (2011) find a similar distribution
of O VI as Smith et al. (2011) in their simulated vol-
ume, but O VI absorption is biased towards detecting
the hotter, collisionally ionized phase. Some of these
disagreements may arise from differences in the simula-
tions, such as the methods by which metals are injected
and mixed into the intergalactic medium by the feed-
back scheme, but another potential source of difference
is the method in which synthetic O VI absorbers are cre-
ated and analyzed in these works. Oppenheimer & Dave´
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2(2009), Tepper-Garc´ıa et al. (2011), and Oppenheimer
et al. (2012) create synthetic absorption spectra which
are then analyzed in a fashion similar to actual observa-
tions. However, Smith et al. (2011) create absorbers sim-
ply by summing the total column density along a small
section of a randomly oriented line of sight in their sim-
ulation box.
In this paper we present a re-analysis of a simulation
from Smith et al. (2011), with the intent being to bet-
ter understand the correspondence between absorption
lines and the physical conditions with which they are as-
sociated, and to better understand possible systematics
between the usage of different means of extracting ab-
sorber data from simulations. To accomplish this, we
create a sophisticated pipeline for fitting absorption-line
spectra that can be used for both synthetic and actual ab-
sorption spectra. Our primary goal is to understand the
systematic differences between quantities inferred from
absorption lines in synthetic spectra and quantities de-
rived more directly from the simulation outputs. In Sec-
tion 2, we describe briefly the simulation upon which
our analysis is focused. In Section 3, we detail three
different methods of varying sophistication that we use
to create synthetic absorber samples. In Section 4, we
examine a range of properties of the synthetic Lyα and
O VI absorbers created using each of these three meth-
ods, comparing each method both to the other two and
to observations of the statistical properties of real quasar
absorption line systems. We provide a discussion of our
results in Section 5, and summarize in Section 6.
2. SIMULATION
In this work, we analyze a simulation performed with
the open source cosmological adaptive mesh refinement
+ N-body code, Enzo5. (The Enzo Collaboration et al.
2013; O’Shea et al. 2004; Norman et al. 2007). The sim-
ulation, which is run 50 1024 2 from Smith et al. (2011),
has a comoving box size of 50 Mpc/h with 10243 grid
cells and dark matter particles, corresponding to a co-
moving spatial resolution of 49 kpc/h and a dark matter
particle mass of 7 × 106 M. The simulation includes
the metallicity dependent radiative cooling method of
Smith et al. (2008), modified to include a metagalactic
UV background and a modified version of the star for-
mation and feedback method of Cen & Ostriker (1992)
that injects stellar feedback into a 3× 3× 3 cube of grid
cells centered on the star particle (referred to in Smith
et al. (2011) as the “distributed” method). Note that
the distributed feedback method does not take into ac-
count a physical scale, it suffers from the same overpro-
duction of stars and metals as its predecessor when used
with higher resolution simulations. However, Smith et al.
(2011) have shown that this simulation is able to reason-
ably reproduce both the observed global star formation
history (Hopkins & Beacom 2006) and the number den-
sity of O VI absorbers per unit redshift (dN/dz) in the
redshift range 0 ≤ z ≤ 0.4. Smith et al. (2011) performed
simulations using two different stellar feedback models.
However, since the goal of this work is to understand how
the statistics of synthetic absorbers are affected by the
method with which they are produced, we choose to fo-
cus on just the single simulation from Smith et al. (2011)
5 http://enzo-project.org
that best matched observations.
3. APPROACHES TO IDENTIFYING IGM ABSORBERS
Using the simulations described in Section 2 and the
yt analysis toolkit6 (Turk et al. 2011), we generate 2000
pencil-beam data arrays meant to be representative of
QSO sight lines. Each line of sight extends from z = 0
to z = 0.4 and has a random starting position in (x, y, z)
and random orientation in (θ, φ). As the physical dis-
tance corresponding to ∆z = 0.4 is much larger than the
extent of the simulation box size at low redshifts, the line
of sight generation tool stacks rays from multiple epochs
together. This is accomplished by pre-calculating the
number of data outputs and the corresponding position
in redshift space needed to traverse the full length of the
desired sample. All pertinent information is recorded for
each cell intersected by a line of sight, including baryon
density, metallicity, ion densities, ion fractions, and tem-
perature. The pathlength dl of the ray as it passes
through the cell is also recorded; this length is not con-
stant given the random orientation of the sight line, but
is on the order of the resolution of the simulation.
The methods with which observers find structure in
the universe is intrinsically different than the ways sim-
ulators approach the same problem. Even after gener-
ating lines of sight, simulators still have access to all
the information retained by the pixels along the line of
sight, or ‘lixels’ as per Smith et al. (2011), from temper-
ature to specific number densities. Observationally, we
are limited to interpreting these quantities through indi-
rect methods such as fitting absorption lines, apparent
optical depth, or pixel optical depth. Each of these ap-
proaches is susceptible to its own systematic effects that
may make it difficult to compare them. By performing
both an observationally motivated analysis technique as
well as a computational one on the same lines of sight we
can better correlate the products of simulations with ac-
tual observations. Thus, in the following sections we will
detail several methods with which we analyzed our syn-
thetic lines of sight; one, the ‘spectral’ method, that uses
only absorption line fits of synthetic spectra and two ap-
proaches, the ‘contour’ and ‘cut’ methods, which utilize
cell-by-cell output. A sample of the results of identifi-
cation of absorbers using these methods can be seen in
Figure 1. The relevant number densities (nHI, nOVI) are
computed in both photo- and collisional ionization equi-
librium, with the former assuming a uniform Haardt &
Madau (2001) radiation background.
For each method, after generating a full set of ab-
sorbers we filter by column density and only include H I
absorbers with column densities N (cm−2) in the range
12.5 ≤ log NHI ≤ 17.2 and O VI absorbers with col-
umn densities in the range 12.5 ≤ log NOVI ≤ 15.2. We
restrict our column density range on the higher end to
reflect the absence of radiative transfer in our simulation.
On the low end we restrict our column density range to
reflect observable limits.
3.1. Spectral Method
In order to mimic true observations with the data gen-
erated via simulation, a synthetic QSO absorption spec-
trum was created and then fitted for each line of sight.
6 http://yt-project.org
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Figure 1. Schematic example of three different methods for find-
ing absorbers in mock QSO lines of sight. In this figure we examine
H I; this applies equally well to any species. Top row: The “spec-
tral method.” A synthetic spectrum is generated using the region
of number density as a function of redshift (with density fields
shown in the bottom two rows). Normalized flux plotted against
redshift appears shifted in redshift relative to peaks in number den-
sity due to line-of-sight velocities. Middle row: The “cut method.”
H I number density as a function of redshift along the line of sight.
Each shaded region of fixed redshift width is a separate absorber.
Bottom row: The “contour method.” The same region of H I
number density as a function of redshift as above, but regions are
identified as spatially contiguous cells above the mean number den-
sity of the species. The mean number density is given by the solid
line at nHI = 10
−14 cm−3. The dashed line is the characteris-
tic density for each region above the mean number density. The
spatially contiguous cells identified with number densities above
the characteristic densities (shaded in blue) are then identified as
absorbers.
The fitted components then determined the absorber –
in particular, the absorber’s column density and doppler-
value. This method will henceforth be referred to as the
“spectral method.”
3.1.1. Creating Absorption Spectra
For each of the 2000 simulated QSO sight lines we cre-
ate a corresponding absorption spectrum by considering
the effects of absorption for each lixel of gas. The opti-
cal depth for a cloud of gas with column density N of a
wavelength λ is given by τi(λ) = CiNaH(a, x(λ)), where
x = (λ−λo)/λo, a = Γi/(4pi∆νD), and Ci is a transition-
dependent constant. Here ∆νD = bth/(cλi) and Γi is the
reciprocal of the mean lifetime of the transition. The
Voigt-Hjerting function, H, is given by
H(a, x) =
a
pi
∫ ∞
−∞
e−y
2
(x− y)2 + a2 dy , (1)
where y = v/bth. The central wavelength λo is given
by
λo = λi(1 + z)(1 + vlos/c) , (2)
where λi is the rest wavelength of the transition for
species i, z is the redshift of the lixel generating the pro-
file, and vlos is the peculiar velocity of the lixel generating
the profile.
By defining a Doppler parameter as in Equation (3), we
can define and ∆λD = (bth/c)λi where λi is the resonant
wavelength of the corresponding transition given by λi =
hc/Ei. The thermal Doppler parameter bth quantifies the
width of a single line:
bth =
√
2kBT/mi . (3)
The resulting normalized flux is then given by F (τ) =
e−τ . The absorption feature generated in this fashion
is known as the Voigt profile. One of these profiles is
generated for each lixel using the algorithm detailed by
Armstrong (1967).
The spectra were generated at a resolving power of
R = λ/∆λ = 105. This is substantially higher resolution
than a typical IGM observation using Hubble’s Cosmic
Origins Spectrograph (COS), which has resolving power
of R = 2, 000 (G140L) and 18, 000 (G130M); however,
the simulated spectra can easily be degraded to any de-
sired lower resolution, and noise can be added.
As each lixel generates its own Voigt profile, large scale
features in the spectra are typically composed of contri-
butions from multiple lixels and their corresponding col-
umn densities. This effect can be seen in Figure 1 where,
despite a wide range of H I number densities over a num-
ber of cells, only four significant spectral features are vis-
ible. This causes a degeneracy in our notion of b-value,
since broadening can occur as a result of disordered line-
of-sight motion within a cloud of gas (as a result of, e.g.,
turbulence) in addition to the broadening due to thermal
motion. Cells with different velocities create Voigt pro-
files at slightly different wavelengths due to the Doppler
effect and, as a result, the overall line to looks broader.
This broadening is typically indistinguishable from the
broadening due to thermal motion.
In generation of the spectrum as many ions as desired
can be included. Fitting a single ion at a time removes
any ambiguity of what ion is being analyzed, so all fur-
ther analysis was completed in this manner. Our spectra
were also fit without the effects of noise as an initial test
of our methods, though we note that the method works
with noisy spectra as well.
3.1.2. Fitting Absorption Spectra
Due to the challenge of fitting a large number of syn-
thetic spectra, we developed an automated line-fitting
pipeline. This system takes the synthetic spectra and
fits a series of Voigt profiles to each spectrum in a com-
pletely automated fashion. To automatically identify ab-
sorbers, each contiguous region with normalized flux be-
low an adjustable cut-off (F/Fcont = 0.99) is identified.
This cut-off was chosen primarily to underestimate the
observable limit due to noise limitations, without over-
fitting very shallow and hard-to-detect lines. Lowering
this value by a few percent does not significantly affect
results. Raising the value begins to substantially increase
computational cost as regions become larger and a typ-
ical region contains more lines; however, the results are
not typically affected as a region is generally considered
successfully fit regardless of the inclusion of the smaller
fluctuations.
Exceptionally large complexes (∆λ > 50 A˚) with mul-
tiple lines are broken up at points of minimum absorp-
tion, if that minimum point has a flux within a few per-
cent of the adjustable cutoff. This is done to prevent very
large regions from dramatically slowing down the fitting
4procedure due to the difficulty of optimizing the fits of
many lines simultaneously.
Each region is then taken in turn from minimum
to maximum wavelength and fit by iteratively adding
and adjusting Voigt profile parameters (column density,
broadening value, and redshift) using the least squares
method until the total χ2 error is smaller than an ac-
ceptable fractional error threshold (10−4) multiplied by
the number of points in the region in units of normalized
flux. We attempt to fit up to 8 individual components
simultaneously. If this is unsuccessful or if the error be-
gins to increase upon adding more components, the fit is
accepted if the total error is within two orders of magni-
tude of the desired error. Given the stringent conditions
used for our standard fitting procedure, these fits are
typically quite good, and would certainly be acceptable
if noise were included in our synthetic spectra (which we
defer to a later paper). Changing the value of the accept-
able fractional error threshold by an order of magnitude
has little effect on the overall results.
In cases of ions that create more than one line (as in
the O VI doublet), the lower wavelength line is fit to
the region as, in the case of Li-like ions (2s-2p), this
is the stronger line. We then attempt to fit the higher
wavelength line with the parameters calculated for the
lower wavelength counterpart and if the resulting total
fit has a low enough error then it is accepted. This allows
some amount of leeway for blanketed line identification
where a large line occurs in the same wavelength space as
another smaller line, effectively hiding the smaller line.
An example of this fitting procedure is shown in Fig-
ure 2. Once the region is identified, a single line is op-
timized to fit the whole region. Given the structure of
the region, a single line is insufficient to constrain the
region and the difference between the fit and the data is
still larger than allowed by the average error per point.
Thus, another line is added and the region is fit using two
lines, with three free parameters, N, b, and z. This fit is
again not good enough so this procedure is repeated now
with three lines for a total of nine free parameters. The
three-line fit then satisfies the average error per point
bound and the region is considered successfully fit.
In regions where the regular fitting tools fail to perform
properly and the line in consideration is Lyα, a more
robust approach is used. Absorbers with low tempera-
tures (T ≤ 104 K) and relatively high column densities
(NHI ∼ 1018 cm−2) generate Voigt profiles with damp-
ing wings. Typical parameters that are appropriate for
the large majority of absorbers often fail to converge to a
good fit for absorbers with these properties. When such
a region is identified, a separate set of widely varied ini-
tial temperatures and column densities are tried, which
allows for a more accurate fit at the expense of substan-
tially increased computational cost. In this paper we
primarily examine H I and O VI absorption. Most of the
challenging fits are of H I absorbers, due to their more
varied (and higher) column densities and environments.
3.2. Cut Method
Instead of creating absorption spectra, simulators have
the opportunity to examine exactly how number density
and other physical quantities vary with redshift along a
line of sight. However, in order to compare with observa-
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Figure 2. An example Lyα fit for a region of wavelength space
where the best fit consists of multiple line components. The x-
axis indicates wavelength difference measured from an arbitrary
reference wavelength, and the y-axis indicates normalized flux. The
solid blue line indicates the total normalized flux generated from a
range of H I number density along a line of sight, while the dashed
lines indicate components found for the fit.
tion, it is necessary to break up this continuous variation
into discrete absorbing structures. A simple approach,
henceforth referred to as the ‘cut method,’ was employed
by Smith et al. (2011) in a previous analysis of the sim-
ulations examined in this paper. In this method, a given
line of sight is cut into pieces of constant length in red-
shift space where the cells between each cut contribute
to that absorber. The sampling resolution (λ/δλ) is set
at 5000; this allows smoothing of the region over multi-
ple lixels while maintaining a constant resolution in the
range of observation. A change of resolution by an order
of magnitude in either direction does not significantly
affect the results.
The column density for ion x is given by the sum over
cells Nx =
∑
dlinx,i, where dli is the pathlength and nx,i
is the number density of ion x in a given absorber species
in a given cell. The b-value is comprised of a thermal
and a non-thermal component for a total b-value given
by b =
√
b2th + (σv)
2. The thermal component is the
same as the spectral thermal Doppler parameter, bth =√
2kT/mi. To approximate the non-thermal component
of broadening we find the variance in the line of sight
velocities weighted by column density of each cell. All
other relevant quantities such as ion fraction, metallicity,
and temperature are found via column density-weighted
average for all cells contributing to the absorber.
This method is simple because it requires no additional
analysis beyond dividing the line of sight properties into
equal redshift bins; however, it does not identify physical
structures at all. Large absorbers may happen to fall
along the boundary of two redshift bins as seen at z ∼
0.085 in Figure 1. This may cause a single region to be
interpreted as multiple absorbers of lower column density
and distort the inferred physical conditions associated
with the absorber. Although properties dominated by
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Figure 3. Schematic example of the “contour method”. Initially,
the light blue region is identified as a spatially contiguous group of
cells above the mean number density (Bottom Line). Within this
region the maximum number density is identified. The character-
istic number density (Top line) of this region is then calculated as
some fraction of the maximum number density. The absorber for
this region is then identified as the spatially contguous subset of
cells with number densities greater than the characteristic number
density.
the sharp peaks in number density may still hold, this
method cannot be expected to give good intuition for
the physical nature of a structure because, quite simply,
the method of defining absorbers in not based on physics,
but rather numerically convenient quantities.
3.3. Contour Method
The ‘contour method’ of defining IGM absorbers was
developed in response to the limitations of the cut
method described in Section 3.2. Instead of cutting
blindly by redshift, regions are identified where groups
of spatially contiguous cells all have number densities
above the mean number density of a given species. A dis-
cussion of identifying the mean number density of each
species is given in Section 4.1, but the values adopted
for the remained of this work are nHI = 10
−14 cm−3 and
nOVI = 10
−22 cm−3. For each region, a peak species
number density is determined. An absorber is then quan-
tified as spatially contiguous cells within the original re-
gion with number densities above a characteristic density,
set by some fraction of the peak number density. For
most of the following analysis we chose the characteris-
tic density as 0.5 times the the peak number density, but
the effects of varying this fraction are investigated in sec-
tion 4.1. This process is illustrated in Figure 3. Multiple
absorbers can be identified in a single region as illustrated
in Figure 1 at z ' 0.086. By setting a characteristic den-
sity for each region rather than a single number density
cutoff for the whole species we ensure that only the cells
that maximally contribute to a given absorbing feature
as selected as part of the absorber, while still identifying
low column absorbers.
All properties of these absorbers are found using the
same methodology as was used for the cut method. The
identification of the regions in this way isolates large
structures in a physically-motivated way that preserves
overall structure.
4. RESULTS
4.1. Choosing an Appropriate Contour Cut-off Density
As discussed in Section 3.3, for each spatially contigu-
ous region of cells above the mean number density the
characteristic density is calculated as some fraction of
the peak number density of the region. Absorbers are
then determined by spatially contiguous cells above the
characteristic density. Thus, lowering or raising the char-
acteristic density fraction could affect the number of ab-
sorbers and the extent of individual absorbers. As the
effects of a poor choice in characteristic density fraction
are not immediately obvious, appropriate care must be
taken to select a reasonable value.
To check that the characteristic density approach is
reasonable at all we examine Figure 4, where we aver-
age the number densities for a set of absorbers with low
column densities (NHI = 10
12 − 1013 cm−2, NOV I =
1013− 1013.5 cm−2) over physical distance along the line
of sight from the peak number density for the region.
A total of 5692 and 1319 absorbers were used for Lyα
and O VI respectively. The solid line indicates the av-
erage number density, and the shaded region shows 1σ
deviations. The averages were taken by creating bins of
physical distance and, for every absorber, assigning the
lixel with the most closely corresponding physical dis-
tance from peak number density to the appropriate bin.
We then fit the resulting distribution with a power law
at small radii and a constant at larger radii (i.e., we fit
n(r) = rα + b for r < d and n(r) = no for r > d). The
slope of the power law, α, allows us to assess the ex-
tent to which an absorber will be dominated by its peak,
and correspondingly, how much a change in characteris-
tic density fraction could affect column density weighted
properties for absorbers of a given species. The constant
fit for the tail of the distribution, b, reflects the aver-
age ion number density of the regions between absorbers.
This number density is adopted as the mean number den-
sity of the species, but again this mean refers to the mean
of the background between absorbers, not the mean num-
ber density of the entire volume or a given sightline. We
note that the constant background value is a very low
O VI number density. Examination of the raw simulation
data shows that these values correspond to cells in the
simulation volume with baryon densities of 10−3−10−1 of
the cosmic mean, metallicities of 10−4−10 Z, and tem-
peratures of 105 K or below (resulting in O VI fractions
of 10−7 or below at the densities in question when the
metagalactic ultraviolet background is taken into consid-
eration).
We recognize that due to the shallowness of the power
law for H I number density (αHI = −2.4), varying the
characteristic density fraction may affect the properties
of the absorbers, especially if a very low characteristic
density fraction is chosen. In this case, contour-identified
absorbers will fail to reflect actual structures, and quan-
tities that should be dominated by peak values will begin
to deviate due to the large excess of sampled material.
O VI should be much less sensitive to the choice in cutoff
given the steepness of the power law (αOV I = −6.3).
This intuition is reflected in Figure 5, where we show
number of absorbers, line of sight size, and b as a func-
tion of column density for a variety of characteristic den-
sity fractions. For each cutoff, a corresponding set of
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Figure 4. Average number density as a function of distance along the line of sight from the center of an absorber. The shaded region
shows 1σ deviations. All absorbers with column density in range (1012 − 1013 cm−2) for H I (left) and (1012 − 1014 cm−2)for O VI (right)
identified with the contour method. The center of the absorber is defined as the lixel with the highest number density. The dashed line
indicates a power-law fit of the average number density. We adopt cutoff densities of 10−12 cm−3 (H I) and 10−13 cm−3 (O VI).
absorbers is found independently. This analysis is per-
formed for a subset of the total light rays; however, the
results are representative of the total sample. We find
as expected that most quantities are fairly robust to
changing characteristic density fraction, as displayed by
the consistency of the b-value results. The linear size
of absorbers, which is not weighted by number density,
increases dramatically when lowering the characteristic
density fraction. We further investigate the size as a
function of column density in section 4.1.1. Given the
later results we chose a characteristic density that is 0.5
times the absorber’s maximum baryon density.
4.1.1. Absorber Size
As absorber size was the most clearly varying param-
eter with characteristic density fraction, it is a useful
metric to assess the choice of said fraction. Analytic es-
timates (Schaye 2001) give an expected size-column den-
sity relation of L ∝ N−1/3 for H I absorbers. In Figure
6 we plot mean absorber size as a function of column
density for H I and O VI. We also overplot a line of best
fit for the size-column relation obtained through a least
squares fit of the median value in each column density
bin weighted by the number of absorbers in the bin. We
find a best-fit power law of −0.12 for H I, which is sub-
stantially shallower than the expected slope of −1/3. For
O VI we find a power law of −0.12.
4.2. Comparison of Methods
4.2.1. Comparison of Contour and Cut Methods
Although we do not expect a priori that the cut and
contour methods will give identical results, we give a
short comparison of these methods. It is important to
show comparison to the cut method despite its lack of
physical motivation, as it was used for a previous analy-
sis of these simulations in Smith et al. (2011). In order to
correlate the absorbers, each absorber from the contour
method is matched by redshift with an absorber from the
cut method.
Matching absorbers between methods is accomplished
by finding an absorber from the contour method within
a given redshift (δz = 10−6) of an absorber from the cut
method. This process is then repeated several times af-
ter increasing the tolerance by an order of magnitude
until δz = 10−3. As the redshift range we consider
(0 ≤ z ≤ 0.4) is quite small in comparison to the range of
redshift windows we consider, we do not bother to use a
window of size δz/(1 + z). We have chosen to match the
absorbers in this way to create a robust way of match-
ing as many absorbers as possible, while still ensuring
that the matches are as accurate as possible. Changing
the start and end tolerances by an order of magnitude
has minimal effect on the final matches, as long as the
matching is accomplished using a series of monotonically
increasing window sizes.
The column densities of each method for the appropri-
ately matched and then binned by contour column den-
sity. Median contour and cut column densities and first
and fourth quartiles were found for each bin. This com-
parison, shown in the lower panels of Figure 7, indicates
no obvious systematic difference at any column density.
This is indicative of the absorbers being dominated by
the sharp peaks in number density.
Additionally, the total number of Lyα absorbers found
at low column densities, shown in the upper panel of
Figure 7, is slightly larger when using the cut method.
This is evidence of the splitting effect, as more absorbers
of low column will be found when a single physical feature
is inappropriately identified as two absorbers.
Given that these results show a comparable column
density result, the contour method is clearly an adequate
substitute in analyzing the direct output. Furthermore,
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since the contour method finds fewer total absorbers
than the cut method (as it effectively combines multiple
artificially-segmented absorbers into a single, physically
meaningful object), as well as absorbers that directly cor-
relate to the actual cosmological structure in the simula-
tion volume, it is straightforward to correlate absorbers
found with the contour method with those found using
the spectral method. Thus, all of the analysis in the
following sections of this paper will be completed using
values found through the contour method.
4.2.2. Comparison of Contour and Spectral Methods
We perform an analysis similar to Section 4.2.1 in com-
paring the contour and spectral methods. After match-
ing absorbers from the contour method with the column
density determined by a single component line fit us-
ing the spectral method technique, the contour absorbers
were then binned by column density. The median spec-
tral and contour column densities for the absorbers in
each of these bins was then plotted with error bars show-
ing the corresponding first and fourth quartiles for each
bin. These matches were determined using the same in-
creasing redshift tolerance process as described in Sec-
tion 4.2.1.
We find that for Lyα the pipeline has significant trou-
ble appropriately matching corresponding absorbers at
all column densities and significantly underpredicts the
results from the contour method. For O VI the contour
method finds higher column densities by approximately
a factor of 2 for low column densities (NOV I = 10
12 −
1014 cm−2) and increasing to an order of magnitude for
higher column densities (NOV I = 10
14 − 1016 cm−2).
This is expected as the spectral method is not biased
against using multiple component fits if the χ2 error is
lower in using more components. In order to negate this
effect, we sum together components identified in the same
complex. A complex is defined as a contiguous region
with a flux less than F/Fcontinuum = 0.99. The total
column density of the region is thus Ntotal =
∑
Ni. The
redshift of the complex is slightly more difficult to de-
fine, but we use a column density weighted average to
assign a single value of redshift to the entire complex.
Performing the analysis in this way loses some informa-
tion about physical structure from line of sight velocities
that the spectral method is able to identify, but allows
us to check if the two methods track similar amounts of
total material
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As seen in Figure 9, matching the contour method ab-
sorbers to a line complex rather than a line component
gives more comparable column density results for Lyα
and O VI at all column densities. There is a larger scatter
about the mean for absorbers with higher column densi-
ties (NHI ≥ 1016 cm−2, NOVI ≥ 1014.5 cm−2). This may
be indicative of the difficulty of fitting saturated lines.
We can now be reasonably certain that the spectral and
contour methods identify the same absorbing structures,
and we can match them reasonably effectively. The spec-
tral method may find different underlying IGM substruc-
ture than the contour method due to line of sight velocity
effects, but the two methods find roughly equivalent bulk
material.
In Figure 10 we compare the distribution of b-values
for H I and O VI absorbers over slices in column density.
The slices were chosen to give a relative idea of of how the
methods compare for absorbers of interest; as such, we
do not show higher column density slices for H I, despite
the fact that higher column absorbers are fit. We find
that for H I, the distribution of b-values is shifted for the
spectral method relative to the contour method at low
column (1013 ≤ N ≤ 1013.5 cm−2) with the peak of the
spectral distribution at 25 km s−1 compared to 20 km s−1
for the contour method. For increasing column density
slices this distinction shifts with spectral the spectral dis-
tribution peaking around 30 km s−1 and the contour dis-
tribution peaking around 25 km s−1. The O VI distribu-
tions look quite distinct for all column density slices. It
seems that compared to the contour method, the spec-
tral method identifies an overabundance of low column
absorbers with very low b-values as well as a relative lack
of high column aborbers with higher b-values.
4.3. Comparison to Observations
We now compare our synthetic absorber population
with observed absorbers to assess any systematic differ-
ences, attributable to our simulation or methods.
4.3.1. Differential and Integral dN/dz
A common test of the accuracy of simulations is to
recreate the observed number density of O VI absorbers
per unit redshift (Tilton et al. 2012; Danforth & Shull
2008), as well as the cumulative number density of O VI
absorbers per unit redshift (e.g., Fang & Bryan 2001;
Cen & Fang 2006b; Oppenheimer et al. 2009; Tepper-
Garc´ıa et al. 2011; Smith et al. 2011). It is thus quite
useful to understand how generating this statistic from
simulations using an observationally-motivated method
intrinsically differs from generating this statistic from ab-
sorbers found using analysis of cell-by-cell output.
Figure 11 shows this analysis for H I and O VI ab-
sorbers found in our simulation, along with observational
data from Tilton et al. (2012) and Danforth & Shull
(2008) for comparison for H I and O VI respectively. We
consider each component of a multi-component fit of a
complex separately because, although single-component
fits were favored in both observational cases, complexes
with clear evidence of substructure were fit in a multi-
component fashion with each component listed sepa-
rately in the calculation of dN/dz. In the top row of
this Figure we show the cumulative line number den-
sity of H I and O VI shown in the standard way – i.e.,
we show the number of absorbers above a given species
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Figure 7. Top: Total number of absorbers found in each column density range for contour method (light blue) and cut method (dark
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column density at the mean redshift of the simulation
outputs, normalized by the total redshift interval ∆z of
the synthetic observations. The bottom row displays the
differential line number density normalized by the total
redshift interval ∆z, also known as the column density
distribution function.
The two methods agree quite well at all column den-
sities for both Lyα and O VI as seen in both the differ-
ential and integral forms. There is a systematic under-
prediction relative to the observed absorber frequency
using either simulated method in O VI; however, this
was also found in the initial analysis presented by Smith
et al. (2011), and is likely to be an intrinsic property of
the simulation rather than a feature of our method of
determining absorber properties.
It should be noted that we consider absorbers above a
column density of 1012.5 cm−2 for the contour method,
and fit below the observable limit for both H I and O VI
with the spectral method using noiseless spectra. As a
result, no significant completion correction is required
for low column absorbers in our simulated results, which
may result in systematic differences from the cited ob-
servational results.
4.3.2. Broadening Value
The other parameter that is found directly using the
spectral method is the Doppler parameter, or ‘b-value.’
This parameter determines the width of a line and typ-
ically has contributions from both thermal and non-
thermal broadening.
While observationally these components are very chal-
lenging to distinguish and require simultaneous fits of
multiple species with different masses, in a simulation
we have perfect knowledge of the thermal and kinematic
behavior of the plasma everywhere in our volume. To
that end, a more detailed and precise study is possible.
Figure 12 shows the median b-value plotted against col-
umn density for both the contour and spectral methods,
as well as the squared fraction of total b-value due to
thermal motion as a function of column density for the
contour method. We look at the squared fraction as the
thermal and non-thermal components of the total b-value
are added in quadrature.
The Lyα values agree reasonably well between meth-
ods at lower column densities and but diverge slightly at
high column densities (NHI ≥ 1016 cm−2). The values
increase slightly with column to NHI ∼ 1014.5 cm−2. The
b-values from the contour method then begin to slightly
decrease again while the values derived from the spec-
tral method remain fairly constant. Observational re-
sults from Tripp et al. (2008) show a similar pattern as
the contour method.
For O VI, the median b-value increases stays roughly
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Figure 8. The contour absorbers were binned by column density and the median column density of the matching spectral absorbers
was plotted against the median column density of the contour absorbers for that bin with vertical error bars showing first and fourth
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Figure 9. The contour absorbers were binned by column density and the median column density of the matching spectral absorbers
was plotted against the median column density of the contour absorbers for that bin with vertical error bars showing first and fourth
quartiles in spectral column density. Dashed line shows Ncontour = Nspectral. The spectral method combines each component found in
multi-component fits of a line complex into a single absorber whose column density is the sum of the components’ column densities. Left:
H I absorbers. Right: O VI absorbers.
11
0
2000
4000
6000
HI
Spectral
Contour
0
250
500
750
13 < N < 13.5
OVI
0
500
1000
1500
0
100
200
300
400
13.5 < N < 14
0
250
500
750
0
50
100
14 < N < 14.5
20 40 60 80
b[km/s]
0
100
200
300
20 40 60 80
b[km/s]
0
10
20
30
14.5 < N < 15
Figure 10. Histogram of b-values for absorbers with column densities in ranges 1013 < N < 1013.5 cm−2 (Top row), 1013.5 < N <
1014 cm−2 (2nd row), 1014 < N < 1014.5 cm−2 (3rd row), and 1014.5 < N < 1015 cm−2 (Bottom row). Red bars indicate spectral
absorbers, blue bars indicate contour absorbers, and purple indicates an overlap in the distributions. Left: H I absorbers. Right: O VI
absorbers.
12
13 14 15 16 17
log NHI [cm
−2]
−2
−1
0
1
2
3
4
lo
g
∂
(N
H
I>
N
H
I)
∂
z
Spectral
Contour
Tilton et.al (2012)
13 14 15
log NOVI [cm
−2]
−2
−1
0
1
2
3
4
lo
g
∂
(N
O
V
I>
N
O
V
I)
∂
z
Spectral
Contour
Danforth and Shull (2008)
13 14 15 16 17
log NHI [cm
−2]
−2
−1
0
1
2
3
4
lo
g
∂
2
N H
I
∂
z∂
lo
g
N
H
I
Spectral
Contour
Tilton et.al (2012)
13 14 15
log NOVI [cm
−2]
−2
−1
0
1
2
3
4
lo
g
∂
2
N O
V
I
∂
z∂
lo
g
N
O
V
I
Spectral
Contour
Danforth and Shull (2008)
Figure 11. Top: Number of absorbers (N ) with a column density greater than N per redshift z (i.e., cumulative line number density).
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Danforth & Shull (2008). In all panels, the red line corresponds to the spectral method, the blue line to the contour method, and the black
line to observations.
constant at b ∼ 20 km s−1 using the contour method.
The spectral method stays roughly constant at b ∼ 15 km
s−1. We do not see the trend indicated by Tripp et al.
(2008) of increasing b-value with column density for ei-
ther method. We note that the biggest divergence be-
tween the two methods occurs where the thermal com-
ponent of the b-value becomes less dominant; however,
this does not cause a systematic under or over prediction
of b-value by either method across both species.
We note that here we only consider the b-values of
each individual spectral component in this analysis. Al-
though combining complexes was useful in an attempt
to correlate spectral structures with contour structures
as in Sections 4.2.2, this method obscures the underly-
ing structure that can be determined with the aid of the
b-values. We thus do not expect the contour and spec-
tral b-value distributions to be the same, as they simply
do not correspond to the same quantities; the contour
method takes the variation in bulk motion of separate
features and gives a higher non-thermal motion compo-
nent of the b-value, whereas the spectral method divides
up the same region of physical space into separate ab-
sorbing components.
4.4. Physical Conditions of Absorbers
In order to extend our understanding of the WHIM and
its relationship to observations, we examine the physi-
cal environment associated with the absorbers identified
with the contour method.
4.4.1. Median Quantities Of Absorber Systems
Figure 13 details the physical condition of the gas as
a function of absorber column density. Gas temperature
appears to increase and then decrease with increasing
column density for H I absorbers, while the temperature
of O VI absorbers decreases with increasing column. The
temperature behavior for H I also typically has much less
variance at a given column density. Metallicity, defined
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Figure 12. Top: Squared fraction (due to component b-value addition in quadrature) of b-value due to thermal motion as a function
of column density for the contour method. Bottom: Mean b-value vs Column density for contour (blue) and spectral (red) methods.
Observational points (black) from Tilton et al. (2012). Error bars show 1σ deviations. Left: H I absorbers. Right: O VI absorbers.
as the total mass in elements heavier than helium rela-
tive to the total gas mass normalized by the Solar metal
fraction, increases steadily with increasing O VI column
density. There is slight increase with increasing H I col-
umn density, albeit with an increasing variance at low
NHI, suggesting that low NHI systems may trace a large
variety of environments. Clear trends in O VI fraction
can be seen as a function of H I column density, with a
peak at NHI ' 1014 cm−2 and lower fractions at larger
and smaller columns. The median number density of H
increases steadily for both H I and O VI absorbers, al-
though over a wider range with smaller variance for H I.
The fraction of H I ionization steadily increases as a func-
tion of increasing H Icolumn density. The H I fraction
also seems to increase with O VI column density, but the
variance in this trend is far larger. These trends appear
largely consistent with those initially provided by Smith
et al. (2011).
4.4.2. Thermal State of O VI Absorbers
One of the primary purposes of these simulations was
to investigate the utility of O VI as a tracer of the
WHIM. The initial analysis presented by Smith et al.
(2011) showed a bimodality in the temperature distribu-
tion of O VI also seen in Tepper-Garc´ıa et al. (2011).
The bimodality was centered at T ∼ 105 K, with 57%
of O VI absorbers found around temperatures of 105.5 K
in the WHIM phase and 37% found at temperatures of
104.5 K in the warm phase (and the remaining 6% found
at higher densities in what Smith et al. (2011) defined
as the ‘condensed’ phase, with a baryon overdensity of
∆b ≥ 1000). Such a bimodality suggests that both col-
lisionally ionized and photo-ionized O VI are present in
significant amounts in the IGM.
We then must ask if these statistics are proportion-
ally recreated when looking at absorbers found using the
methods presented in this paper. Smith et al. (2011)
found there to be no bias between the true phase distri-
bution of O VI in the simulation and that inferred from
absorbers created with the cut method, whereas Tepper-
Garc´ıa et al. (2011) found O VI absorption to be bi-
ased towards higher temperatures. Figure 14 shows the
baryon overdensity and temperature for each absorber
found using the spectral method. Baryon properties are
determined by using the mean overdensity and temper-
ature of the gas in the same absorber found with the
contour method, as determined using column density-
weighted averages of all cells in the absorber. The dis-
tribution shows no evidence of a strong temperature bi-
modality, but instead shows a roughly smooth distribu-
tion over the temperature range 4.5 ≤ log(T/K) ≤ 5.5.
If a bimodality does exist it is only present in the very
highest column absorbers. There are no significant dis-
crepancies between the absorbers identified here with the
contour method versus those identified initially with the
cut method. We also find similar overall phase fractions,
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Figure 13. Median temperature, metallicity, O VI fraction, total H number density, and H I fraction plotted against column density for
absorbers found using the contour method. Error bars show first and fourth quartiles. Left: Lyα absorbers. Right: O VI absorbers.
with 69% of O VI absorbers in the WHIM phase, 30% of
absorbers in the warm phase, and 1% of absorbers in the
condensed phase.
4.4.3. Cool vs. Warm IGM
The WHIM is often defined as gas with temperatures
in the range 105 − 107 K (Cen & Ostriker 1999; Dave´
et al. 2001). Using temperatures derived via the contour
method, we attempt to determine the characteristics of
observables for absorbers in this temperature range and
assess any systematic differences between absorbers with
lower temperatures. For this analysis we henceforth de-
fine a WHIM asborber as an absorber with T > 105 K
and a warm absorber as one with T < 105 K. Figure 15
shows column density and b-value histogrammed sepa-
rately for WHIM and warm absorbers. The warm H I ab-
sorbers have a roughly linear distribution by column den-
sity in logspace, while the WHIM H I absorbers fall off
sharply after NHI ∼ 1014 cm−2. The warm and WHIM
O VI absorbers show very similar distributions by column
density, with the WHIM absorbers dominating slightly
below NOV I ∼ 1014 cm−2. The b-value histograms show
two distinct distributions for the WHIM and warm ab-
sorbers for both H I and O VI. H I warm absorbers have
a peak b-value of 15 km s−1 whereas WHIM absorbers
peak at around 45 km s−1. In O VI, warm absorbers peak
at 10 km s−1 while WHIM absorbers peak at 20 km s−1.
After establishing the relative distributions of absorber
observables in the warm and WHIM phases, we examine
the relationship between the observables. In Figure 16 we
show median b-value plotted over column density bins.
We find a general decrease in the b-value of an absorber
with column density for WHIM phase H I absorbers. A
absorber with column density in the last bin appears
to reverse the trend, but this point is not statistically
significant. For H I absorbers in the warm phase, b-
values increase with column density until roughly NHI =
1015 cm−2 and then begin to decrease again slightly. For
O VI absorbers both the warm and WHIM absorbers
have slightly increasing b-values with column density, but
the median b-value of WHIM absorbers is typically 5-
10 km s−1 higher than the median b-value of the warm
absorbers for a given column density bin.
In Figure 17 we show the fraction of WHIM absorbers
out of total absorbers histogrammed two-dimensionally
along column density and b-value. We find that above
b-values of 40 and 15 km s−1 for H I and O VI, respec-
tively, the fraction is dominated by WHIM absorbers.
These sharp cutoffs are to be expected because for a
temperature of at least 105 K there is a minimum b-value
given by Equation 3. We also see that the higher b-values
are associated with lower column densities, although this
correlation is stronger for H I absorbers.
4.4.4. Collisionally Ionized vs. Photoionized O VI
In Figure 14 we plotted a dotted line indicating where
collisional ionization begins to dominate over photoion-
ization for O VI, given by
15
100
101
102
103
104
100 101 102 103 104
12.6 12.9 13.2 13.5 13.8 14.1 14.4 14.7 15.0
Contour log NOVI [cm
−2]
Figure 14. Thermal-state distribution of O VI absorbers. Each absorber is plotted as a function of its mean baryon overdensity (defined
as ρ/ρo) and temperature, with points colored according to absorber column density. The dashed line indicates where collisional ionization
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derived in Shull et al. (2012), where ρ¯b is the univer-
sal mean baryon density such that ρ/ρ¯b = ∆b. This
relation is valid in the density regime where the IGM is
optically thin to the metagalactic ionizing background,
which includes all of the absorbers shown in Figure 14.
In this section we perform a similar analysis as was done
in section 4.4.3, but instead of making a temperature
cut to distinguish between WHIM and warm absorbers,
we differentiate between absorbers where collisional ion-
ization dominates and where photoionization dominates.
As this differentiation is only appropriate for O VI, we
do not show results for H I absorbers here.
Figure 18 shows column density, b-value, and temper-
ature histogrammed for photoionization dominated and
collisional ionization dominated absorbers. The distri-
bution of column density shows no significant difference
for the two absorber populations. The b-value distri-
butions both appear roughly exponential but the pho-
toionization dominated population’s distribution peaks
at b ∼ 15 km s−1. while the collisional ionization dom-
inated population peaks at b ∼ 20 km s−1. Similarly,
both temperature distributions appear roughly gaussian
with photoionization dominated peaking at T∼ 105 K
and collisionally ionization dominated at T∼ 105.5 K.
In an approach similar to the one in Figure 17, Figure
19 shows the fraction of collisional ionization-dominated
absorbers out of total absorbers in a two dimensional
histogram of column density and b-value. The results are
qualitatively similar to those seen in the O VI panel of
Figure 17, but with a slightly smoother transition along
the b-value axis.
4.4.5. Relating H I and O VI
One advantage of using the contour method is that all
information associated with a single grid cell is also as-
sociated with a given lixel and consequently associated
with a given absorber. This allows us to identify H I
absorbers and then automatically identify the associated
O VI content by summing the O VI number densities
along the lixels in the absorber. Thus, after identifying
H I absorbers using the contour method we find the col-
umn density of O VI associated with this H I identified
set of cells. We plot this associated O VI column den-
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Figure 15. Absorbers binned by column density (top) and b-value (bottom). WHIM absorbers are in blue, warm absorbers are in
purple.Left: H I absorbers. Right: O VI absorbers. All absorbers have been identified using the contour method.
sity as a function of the original H I number density and
b-value in Figure 20.
We find that the associated O VI column shows very
different behavior for WHIM absorbers (T > 105 K) ver-
sus warm absorbers. In nearly all cases but the highest
column H I absorbers, the associated O VI column den-
sity is significantly greater for WHIM absorbers than for
warm absorbers. As a function of H I column density the
O VI column for WHIM absorbers increases and then de-
creases, with the peak at around 1014 cm−2. The median
O VI column for warm absorbers increases fairly steadily
as a function of H I column density.
The median O VI column density increases steadily as
a function of b-value starting with the minimum possible
b-value for WHIM absorbers. Warm absorbers show an
initially sharp increase, but after b ∼ 60 km s−1 the
points become statistically insignificant.
4.4.6. Metallicity Ionization Fraction Product
The product (Z/Z)× fOV I , where (Z/Z) is the gas
metallicity in solar units and fOV I is the fraction of oxy-
gen in the O VI ionization state, is of key importance for
constraining the budget of baryons traced by O VI, as
given by
ΩOVIb =
[
µbHo
cρcr(O/H)
] ∫ Nmax
Nmin
(
∂2N
∂z∂N
)
N
ZO(N)fOVI(N)
dN
(5)
where µb is the mean baryon mass per hydrogen, ρcr
is the cosmic closure density, and (O/H) is the solar
oxygen abundance.
Previously the product (Z/Z) × fOV I has been as-
sumed to be constant, with typical estimates of Z/Z =
0.1 and fOV I = 0.2, giving a product of 0.02. Tepper-
Garc´ıa et al. (2011) first exploited the advantage of sim-
ulations in calculating ΩOVI taking into account the ion-
isation fraction and metallicity of each individual ab-
sorber, and previous analysis of our simulations using
the cut method continued this study to find that this
product varied in a power-law distribution proportional
to (NOV I)
γ , γ = 0.7. Using this variation with an obser-
vational fit of ∂N/∂z ∝ N−β , β = 2.0 (Danforth & Shull
2008), one can constrain the baryon budget as follows:
ΩOVIb ∝
∫ Nmax
Nmin
N1−β−γdN . (6)
As can be seen in Figure 21, we find a similar power-law
distribution when using our more physically-motivated
contour method to find absorbers. The product of
(Z/Z) and fOV I is proportional to (NOV I)0.7. In an
effort to make this result applicable to observational sur-
veys, we limit the absorbers we consider for the aver-
age and fit to those with O VI column densities be-
tween 1013 cm−2 and 1015 cm−2. We then weight the
product by (NOVI)
1−β , β = 2 (Danforth & Shull 2008)
to estimate the average contribution to the estimate
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ionization dominated placed into two-dimensional histograms of
column density and b-value. The color shows the fraction of total
absorbers where red indicates no absorbers in the WHIM and white
indicates no absorbers of any phase.
(Z/Z)fOVI = 0.007, which is once again a significantly
lower value than previous literature suggests. As before,
we only use absorbers within the column density range
1013 cm−2 ≤ NOVI ≤ 1015 cm−2 to mimic observational
results. For further analysis of the implications of a lower
value of the product (Z/Z) × fOV I , we direct readers
to Shull et al. (2012).
5. DISCUSSION
We have presented a reanalysis of a cosmological sim-
ulation designed to study the intergalactic medium with
the aims to both better understand the systematics of
the methods used to identify absorbers and better un-
derstand the gas comprising the warm-hot intergalac-
tic medium (WHIM; 105 K< T < 107 K) by analyzing
the physical environments associated with the absorbers.
We have devised three different methods for identifying
QSO absorption line systems in simulation data– the cut
method, the contour method, and the spectral method.
The cut method slices the line of sight into regions of
equal redshift. The contour method identifies continu-
ous regions above a number density cutoff. The spectral
method fits absorption spectra generated for each line of
sight. Often these methods give different results, so it is
important to choose the method with care.
5.1. Absorber Identification Method Comparison
Creating a one-to-one correspondence of absorbers be-
tween the two methods allows us to get a sense of how
well the two methods agree on column density for an ar-
bitrary absorber. However, this method of matching is
imperfect and does not always match two absorbers that
correspond to the same physical structure. One way we
combat this problem is by considering both spectral ab-
sorber matching of individual line components as well as
total absorbing complexes. We do this to account for the
cases where the spectral method finds substructure that
the contour method is unable to identify.
Our spectral fitting routine does a good job of finding
absorbers in a manner that is consistent with the con-
tour method for both Lyα and O VI. Some fraction of
Lyα lines with column densities in the neighborhood of
NHI ∼ 1016 cm−2 are difficult difficult to fit accurately
due to line saturation.
Results from the dN/dz comparison for Lyα absorbers
show very good agreement outside the NHI = 10
16 cm−2
range between the three methods. O VI absorbers show
considerable difference with observations, however, the
dN/dz values produced by the contour and spectral
methods are quite consistent with each other. We hy-
pothesize that differences between simulated and ob-
served O VI absorption line statistics are due to ioniza-
tion and feedback choices made in the underlying simu-
lation, rather than in the methods we use to create and
determine the processes of synthetic absorbers.
As the contour method does not take line of sight ve-
locities into account when identifying absorbers we do
not expect the b-values found by the spectral method to
instrinsically correspond to the b-values from the con-
tour method. Despite this difference, the two methods
find comparable b-value distributions to both each other
and observations (Tripp et al. 2008) for Lyα, especially
at lower column densities (NHI ≤ 1015 cm−2).
There is a larger discrepancy between the contour
method and the spectral method in O VI which may be
an indication of line of sight velocities having a larger ef-
fect or a systematic underfitting by the spectral method.
The slight systematic increase in the contour method b-
values at high column densities is consistent with obser-
vations (Tripp et al. 2008) and some simulations (Cen
2012), but contrast others that find a much flatter distri-
bution (Tepper-Garc´ıa et al. 2011). The b-value distri-
bution of O VI is also much more sensitive to the method
of feedback used in the simulation indicating, so it is not
instructive to read too much into such a comparison.
One interesting result that comes from our comparison
of the two methods is the linear size-column density re-
lation for both H I and O VI. We find (as can be seen
in Figure 6) that in our calculations absorber size is a
weak function of column density, with L ∝ N−0.12 for
both H I and O VI. This is in disagreement with analytic
predictions (e.g., Schaye 2001), though does not appear
to disagree with observations. We speculate that this
may be due to simulation resolution or choice of cool-
ing model, but also note that the analytic models make
the assumption of hydrostatic equilibrium, which is not
necessarily accurate.
5.2. Understanding the WHIM
The physical conditions of the absorbers showed
roughly the same results as found by Smith et al. (2011).
The same general trends held for mean H I number den-
sity, metallicity, and O VI fraction as a function of col-
umn density.
We also find a similar phase distribution of absorbers
as Smith et al. (2011) with 69% in the WHIM phase,
30% in the warm phase, and 1% in the condensed phase.
We do not, however, see strong evidence for a distinct
bimodality in temperature of absorbers as Smith et al.
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(2011) found for the phase distribution of the total gas;
instead we see a smoothly varying distribution across the
temperature range. This does not indicate that there
cannot be two distinct collisionally ionized and photoion-
ized populations, only that they are not represented in
these absorber statistics. Such a population could still
exist in the very rarest, highest column absorbers. It
is also possible that these populations exist as part of
a multi-phase absorber that would in effect, hide such
a bimodality from observations. Further analysis could
be done to examine such a distribution of gas within a
single absorbing feature.
In effort to distinguish the characteristics of absorbers
found in the WHIM phase versus the warm phase, we
segment the absorber population by temperature cuts,
with a temperature greater than 105 K indicating that
the absorber is in the WHIM phase. These absorbers
have similar column density distributions as the rest of
the population, but b-values that are much higher on av-
erage. There are no H I (O VI) absorbers in the WHIM
phase with b-values less than 40 km s−1 (10 km s−1) by
definition, but above those limits the fraction of total
absorbers is strongly dominated by WHIM absorbers.
These high b-value, low column H I absorbers corre-
spond to the population of broad Lyα (BLA) absorbers
identified through COS (Danforth et al. 2010) and STIS
(Richter et al. 2004, 2006).
There has been substantial recent debate about the ori-
gin of O VI absorption line systems, with some work sug-
gesting that it comes entirely from collisional ionization,
and other work suggesting that it comes from a combi-
nation of collisional and photo ionization. As part of this
debate, there has been controversy about the tempera-
ture of the plasma where O VI absorption lines predom-
inantly occur. In this work, we investigate the nature of
O VI absorbers in the intergalactic medium, but take a
slightly different approach: we break the absorber popu-
lation into absorbers dominated by collisional ionization
and those dominated by photo ionization, and compare
their thermal phase-space properties and column density
distributions. We find that the two populations have sim-
ilar ranges of column densities, but (perhaps unsurpris-
ingly) have bimodal distributions in both temperature
and b-value.
To investigate the correlation between H I and O VI
and the phases of gas that they trace, we find the as-
sociated O VI column densities for regions identified as
H I absorbers. This shows a marked distinction between
the column of associated O VI by column density and
b-value of H I for the two phases, WHIM and warm, de-
fined as having temperatures greater than and less thatn
105 K respectively. The WHIM phase has a much higher
median column density of associated O VI in all regimes
except the highest column H I absorbers. This is consis-
tent with the idea that the WHIM is effectively traced
by low column, high b-value Lyα absorbers (BLAs), as
well as by O VI.
Finally, in consideration of the product (Z/Z)fOVI,
we find a much lower average value than the literature
standard, comparable with that found by Shull et al.
(2012). This may significantly affect predictions of IGM
metallicity that have been primarily based on O VI ab-
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Figure 21. Values of the product (Z/Z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ical O VI surveys (Danforth & Shull 2008). The horizontal blue
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(Z/Z)× fOV I = 0.021× [NOV I/(1014cm−2)]0.715.
sorption.
6. SUMMARY
In this paper, we compare two primary methods for
finding IGM absorbers along lines of sight cast through
a simulation box. One method (the “spectral method”)
uses synthetic absorption line spectra, and is meant to di-
rectly correspond to observational attempts to find struc-
ture through fitting Voigt profiles to variations in flux.
The other primary method (the “contour method”) re-
lies on defining absorbers by associating contiguous re-
gions along the line of sight based on a threshold number
density of the species of interest. After comparing these
methods to each other, we compare to observational data
of H I and O VI absorption line systems. The key results
of this paper are as follows:
1. The two methods give comparable column densi-
ties for a given absorber, although there is some
difficulty in creating a one-to-one correspondence
of absorbers between the two methods. The pri-
mary issue for comparing absorbers generated with
the two methods appears to be how one decides
whether an absorber is a single coherent structure
or a complex.
2. The number of H I and O VI absorbers per col-
umn density per unit redshift, or dN/dz, traced
by the two methods give similar results, indicating
that the two methods find similar amounts of over-
all baryons in these ionization states regardless of
the ability to match each individual absorber. H I
dN/dz compares favorably to observation, while
the O VI dN/dz in our simulation underpredicts
the observational results. This is likely a short-
coming of the simulation itself, as the abundance
of OVI depends sensitively on the assumptions of
star formation, feedback, and metal transport.
3. The distribution of Doppler parameters (or b-
values) by column density in our simulations are
similar using the contour and spectral methods in
both Lyα and O VI. Both methods of extracting
b-values from our simulation match observations
of Lyα systems as a function of column density.
Neither method provides a particularly good fit for
the Doppler parameters measured in observed O VI
systems; we speculate that this is due to our choice
stellar feedback algorithms.
4. The distribution of O VI absorbers over baryon
overdensity and temperature was found to be sim-
ilar to a previous analysis of the same simulation
data, but we do not see evidence for a bimodality in
absorber distribution by temperature. Instead, we
see that O VI absorbers are distributed smoothly
in temperature-space from 4.5 < log(T/K) < 5.5.
5. Using the contour method, we find that the rela-
tionship between linear size and column density for
a given absorber scales as L ∝ N−0.12, rather than
the analytically-predicted exponent −1/3. The
reason for this is unclear, though we speculate
that it may be related to simulation resolution or
physics.
6. We examine the individual properties of warm vs.
WHIM tracing H I and O VI absorbers (warm vs.
WHIM having temperatures greater and less than
105 K respectively) as well as photo- vs. colli-
sional ionization dominated OVI absorbers. H I
warm/WHIM-tracing absorbers show slightly dif-
ferent column density distributions with number of
WHIM absorbers of a given column density falling
off much more sharply than number of warm ab-
sorbers after NHI ∼ 1014 cm−2. O VI show sim-
ilarly shaped column density distributions, albeit
with different normalizations. H I and O VI ab-
sorbers associated with WHIM gas have systemat-
ically higher b-values. H I and O VI absorbers as-
sociated with warm gas have b-value distributions
centered around 12 and 10 km s−1, respectively,
while H I and O VI absorbers associated with the
WHIM have b-value distributions centered around
45 and 20 km s−1. Dividing O VI absorbers into
photoionized and collisionally ionized populations
shows a similar results to the warm/WHIM divi-
sion.
7. We investigate the association of warm and WHIM-
tracing H I absorbers with O VI absorbers. For
H I absorbers emanating from warm gas, there is
a positive correlation between H I column density
and column density of associated O VI. Higher col-
umn density warm H I absorbers tend to be asso-
ciated with higher column density O VI absorbers.
Comparatively, low column density WHIM-tracing
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H I absorbers are associated with higher column
density O VI absorbers than are the warm-tracing
H I. However, there does not exist such a trend
of increasing O VI column density with increasing
H I column density. Instead, the average associ-
ated O VI column density peaks at ∼ 1013 cm−2 at
an H I column density of ∼ 1014 cm−2.
8. Finally, we study the relation between the
column density of O VI absorbers and the
value of (Z/Z) × fOVI, finding that fOVI ∝
[NOVI/(10
14 cm−2)]0.7. Over the column density
range 13 ≤ logNOV I/cm−2 ≤ 15 this yields an
average value of (Z/Z)× fOVI = 0.007, in reason-
able agreement with Shull et al. (2012), but nearly
a factor of three lower than earlier estimates. This
would imply that O VI traces roughly triple the
number of baryons previously thought.
In subsequent papers we hope to expand our analysis
of the systematic differences in the contour and spec-
tral methods, and use the nearly one-to-one correlation
between the two sets of absorbers to better understand
the correspondence between properties of absorption line
systems to features in physical structure. We also intend
to look at the effects of noise, as well as line blanketing
when fitting multiple ions together.
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