Abstract. The free Meixner laws arise as the distributions of orthogonal polynomials with constant-coefficient recursions. We show that these are the laws of the free pairs of random variables which have linear regressions and quadratic conditional variances when conditioned with respect to their sum. We apply this result to describe free Lévy processes with quadratic conditional variances, and to prove a converse implication related to asymptotic freeness of random Wishart matrices.
Introduction
The family of classical Meixner laws was discovered by Meixner [30] who described the class of orthogonal polynomials p n (x) with generating function of the form ∞ n=0 z n p n (x) = f (t)e xu(t) ; it turns out that up to affine transformations of x, they correspond to one of the six classical probability measures: gaussian, Poisson, gamma, Pascal (negative binomial), binomial, or a two-parameter hyperbolic secant density which Schoutens [37] calls the (classical) Meixner law. (Some authors consider only five probability measures that correspond to non-degenerate polynomials, see [17, page 163] .) Laha and Lukacs [25] arrived at the same family through the quadratic regression property. Morris [31] reinterpreted the latter result into the language of natural exponential families, and pointed out the connection to orthogonal polynomials. Wesolowski [44] proved that the five infinitely-divisible classical Meixner laws are the laws of stochastic processes with linear regressions and quadratic conditional variances when the conditional variances depend only on the increments of the process.
The free Meixner systems of polynomials were introduced by Anshelevich [2] and Saitoh and Yoshida [36] . Combining [36] with [2, Theorem 4] , up to affine transformations the corresponding probability measures associated with the free Meixner system can be classified into six types: Wigner's semicircle, free Poisson, free Pascal (free negative binomial), free Gamma, a law that we will call pure free Meixner, or a free binomial law. The first five of these laws are infinitely-divisible with respect to the additive free convolution and correspond to the classical five laws, even though Anshelevich [2, page 241] observed that this correspondence does not follow the Bercovici-Pata bijection [6] . Anshelevich [2, Remark 6] points out the q-Meixner systems of polynomials that interpolate between the classical case q = 1 and the free case q = 0. The interpolating q-deformed Meixner laws appear also as laws of classical stochastic processes with linear regressions and quadratic conditional variances in [14] . To facilitate the comparison with the latter paper, in this note we parameterize the free Meixner family so that our parameters a, b correspond to the parameters θ, τ in [14] when q = 0 and the univariate distributions of the processes are taken at time t = 1. In Remark 5.5 we observe another parallel between the free and classical cases on the level of cumulants.
In this note we relate free Meixner laws directly to free probability via regression properties (3.1) and (3.2) . We use the regression characterization to point out that the ⊞-infinitely divisible members of the free Meixner family are the distributions of the free Lévy processes with linear regressions and quadratic condition variances, which is a free counterpart of the classical result [43, Theorem 2.1]. We also prove a free version of the classical characterization [35] of Wishart matrices by the independence of the sum and a quotient.
We conclude this section with the remark that some of the laws in the free Meixner family appeared under other names in the literature. The semicircle law is the law of the free Brownian motion [8, Section 5.3] and appeared as limiting distributions of eigenvalues of random matrices [45] . The free Poisson law [42, Section 2.7] is also know as Marchenko-Pastur law [28] . The free pure Meixner type law appears under the name "Continuous Binomial" in [2, Theorem 4 ] , and for a = 0 appears as a Brown measure in [20, Example 5.6] . A family of free Meixner laws appear in random walks on the free group in Kesten [24] , and as Gaussian and Poisson laws in the generalized limit theorems [11] , [12] .
Free Meixner laws
2.1. Free cumulants. We assume that our probability space is a von Neumann algebra A with a normal faithful tracial state, i.e., τ τ : A → C is linear, continuous in weak* topology, τ τ (ab) = τ τ (ba), τ τ (1) = 1, τ τ (aa * ) ≥ 0 and τ τ (aa * ) = 0 implies a = 0. A (noncommutative) random variable X is a self-adjoint (X = X * ) element of A. The joint moments of random variables X 1 , X 2 , . . . , X k ∈ A are complex numbers
Since the sequence of univariate moments {τ τ (X n ) : n = 0, 1, . . . } is real, positivedefinite, and bounded by X n , there is a unique probability measure µ, called the law of X, such that τ τ (X n ) = x n dµ. (In more algebraic versions of noncommutative probability, a law of X is a unital linear functional µ on the algebra of polynomials C(X) in one variable.)
The concept of freeness was introduced by Voiculescu, see [42] and the references therein. We are interested in free random variables, and for our purposes the combinatorial approach of Speicher [38] is convenient. Recall that a partition V = {B 1 , B 2 , . . . } of {1, 2, . . . , n} is crossing if there are i 1 < j 1 < i 2 < j 2 such that i 1 , i 2 are in the same block B r of V, j 1 , j 2 are in the same block B s ∈ V and B r = B s . By N C(n) we denote the set of all non-crossing partitions of {1, 2, . . . , n}.
Let C X 1 , . . . , X k → C be the non-commutative polynomials in variables X 1 , . . . , X k .
The free (non-crossing) cumulants R k are the k-linear maps C X 1 , . . . , X k → C defined recurrently by the formula that connects them with moments:
where
see [38] . We will also write R n (X) for R n (X, X, . . . , X), and R n (µ) for R n (X) when µ is the law of X. Random variables X 1 , X 2 , . . . , X k ∈ A are free if for every n ≥ 1 and every non-constant choice of Z 1 , . . . , Z n ∈ {X 1 , X 2 , . . . , X k } we have
see [38] . The free convolution µ ⊞ ν of measures µ, ν is the law of X + Y where X, Y are free and have laws µ, ν respectively.
The R-transform of a random variable X is
It linearizes the additive free convolution, r µ⊞ν (z) = r µ (z) + r ν (z), see [41] , [42] , or [22] .
Free Meixner laws.
We are interested in a two-parameter family of probability measures {µ a,b : a ∈ R, b ≥ −1} with the Cauchy-Stieltjes transform (2.1)
which we will call the free (standardized, i.e. with mean zero and variance one) Meixner laws. The absolutely continuous part of µ a,b is
the measure may also have one atom if a 2 > 4b ≥ 0, and a second atom if −1 ≤ b < 0. For more details, see [36] , who analyze monic orthogonal polynomials which satisfy constant-coefficient recurrences; in our parametrization the monic orthogonal polynomials p n with respect to µ a,b satisfy the recurrence
with the perturbed initial terms p 0 (x) = 1, p 1 (x) = x, p 2 (x) = x 2 − ax − 1. This can be seen from the corresponding continued fraction representation
For ease of reference we state the corresponding R-transform
Since (2.1) defines measures with mean zero and variance 1, it is convenient to enlarge this class by allowing translations by t and dilations by r; that is, to consider probability laws up to their type. Recall that a µ-type law is a law of an arbitrary affine function of a random variable with the law µ. In other words, the µ-type laws consist of all probability laws {D r (µ) ⊞ δ t : r, t ∈ R}, where the dilation D r is defined as D r (µ)(A) = µ(A/r) if r = 0 and D 0 (µ) = δ 0 .
The laws of free Meixner type correspond to various reparametrizations of (2.1) and occurred in many places in the literature, see [2] , [11] , [12] , [16, Corollay 7.2] , [20, Example 5.6] , [24] , [29] , [36] . In particular, recursion (2.2) for b ≥ 0 is a reparametrization of five recursions that appear in Anshelevich [2, Theorem 4].
Saitoh and Yoshida [36, Theorem 3.2] transcribed into our notation says that for b ≥ 0 (standardized) free Meixner law µ a,b is ⊞-infinitely divisible, i.e., for every integer n there exists a measure ν n such that µ a,b = ν ⊞n n , and that the corresponding Lévy-Khinchin measure (2.4) is the Wigner semicircle law ω a,b of mean a and variance b, i.e. the R transform of µ a,b is given by
see also [2, page 242] . (For more details on the free version of the Lévy-Khinchin formula, see [7] , or [22, Theorem 3.3.6].) From (2.4) it follows that the free cumulants of µ a,b are R 1 (µ a,b ) = 0 and
As observed in [36, Theorem 3.2(i)], the free Meixner type laws with −1 ≤ b < 0 are not ⊞-infinitely divisible. In fact, they are the free counterpart of the classical binomial laws ((1 − p)δ 0 + pδ 1 ) * n . This was first noticed symmetric free Meixner laws in [13] , where the authors prove that
Compare also [36, Example 3.4] . (The additive t-fold free convolution µ ⊞t is well defined for the continuous range of values t ≥ 1, see [34] .) Since
is supported on two-points, the following is a generalization of the above result.
Proposition 2.1. If µ a,b is a free Meixner measure (2.1) with parameters a ∈ R,
Proof. We observe in more generality that if µ a,b is given by (2.1) then
This follows from (2.3) and the fact that the R transform of the dilatation D λ (µ) is λr µ (λz).
The similarity of µ a,b with b < 0 to the classical binomial law is further strengthened by comparing Theorem 3.1(vi) with Theorem 3.2(vi), and by random projection asymptotic of [18, Section 3.2].
Next we show that the free cumulants of the free Meixner law can be expressed as sums over the non-crossing partitions N C ≤2 (n) with blocks of size at most 2.
Proposition 2.2. If µ a,b is a (standardized) free Meixner law with parameters a ∈ R, b ≥ −1, then the free cumulants are R 1 (µ a,b ) = 0 and
where s(V) is the number of block of size 1 (singletons) of a partition V ∈ N C ≤2 (n).
For example R 5 (µ a,b ) = a 3 + 3ab, see Figure 1 .
Proof. For b ≥ 0 the monic orthogonal polynomials q n (x) corresponding to the semicircle law ω a,b of mean a and variance b satisfy the three step recursion
Since by [36, Theorem 3.2] , semicircle law ω a,b is the Lévy-Khinchin measure (2.5) for µ a,b , from [1, Corollary 5.1] we deduce (2.7). Since cumulants are given by an algebraic expression, formula (2.7) extends to all −1 ≤ b < ∞.
Conditional moments and free Meixner laws
We begin with the classical characterization which, as observed in [43] , follows from the argument in [25] .
and for some constants C, a, b
Then X and Y have the classical Meixner type law. In particular, C = 1/(2 + b) and X is To state the free version of this theorem, recall that if B ⊂ A is a von Neumann subalgebra of a von Neumann algebra A with a normalized trace τ τ , then there exists a unique conditional expectation from A to B with respect to τ τ , which we denote by τ τ (·|B), see [40] . The conditional variance is as usual
For fixed X ∈ A by τ τ (·|X)we denote the conditional expectation corresponding to the von Neumann algebra B generated by X.
2 ) = 1, and
and there are numbers C, a, b ∈ R such that The proof of this theorem is given in Section 4. We now list some consequences. We need the following properties of conditional expectations.
(ii) If random variables U, V ∈ A are free then τ τ (U|V) = τ τ (U)I.
(iii) Let W be a (self-adjoint) element of the von Neumann algebra generated by a self-adjoint V ∈ A. If for all n we have τ τ (UV
Proof. (i) See [40] . (ii) If Z is in the von Neumann algebra generated by V, then τ τ ((U − cI)Z) = τ τ (U − cI)τ τ (Z). Applying this to Z = τ τ (U|V) − τ τ (U)I and c = τ τ (U) after taking into account (3.3) we get τ τ (
. Then τ τ ((W − W ′ )p(V)) = 0 for all polynomials p. Since polynomials p(V) are dense in the von Neumann algebra generated by V, and τ τ (·) is normal, this implies that τ τ
Recall that a non-commutative stochastic process (X t ) t≥0 on a probability space (A, τ τ ) is a mapping [0, ∞) → A. A stochastic process (X t ) has (additive) free increments if for every t 1 < t 2 < · · · < t k random variables Proposition 3.4. Suppose (X t ) t≥0 is a free Lévy process such that τ τ (X t ) = 0, τ τ (X 2 t ) = t, and that there are constants α, β ∈ R and a normalizing function C t,u such that for all t < u
Then for s, t > 0 the increments X s+t − X s have free Meixner type law with parameters a = α/ √ t ∈ R, b = β/t ≥ 0. Moreover, the R transform of X t is r Xt (z) = 2zt
Proof. Applying τ τ (·) to (3.4) we see that C t,u = t(u − t)/(u + β). Fix t > 0 and let X = X t / √ t and Y = (X 2t − X t )/ √ t. Then X, Y are free, standardized, and identically distributed. From exchangeability it follows that τ τ (Y|X + Y) = (X + Y)/2, which is equivalent to (3.1).
Under (3.1) we have
Assumption (3.4) gives
Thus (3.2) holds with parameters a = α/ √ t, b = β/t. By Theorem 3.2, X has the free Meixner-type law. In particular, the law of X t is D √ t (µ α/ √ t,β/t ), so a dilation of (2.3) gives the R-transform of X t .
Since the law of X t is a non-negative measure, from (2.2) we get 1 + β/t ≥ 0. As t > 0 can be arbitrarily small, we deduce that β ≥ 0.
Next, we give a converse implication related to [16, Corollay 7.2] . The result is inspired by [9] , but our proof is very different and relies on conditional variances. Such approach would not work for Wishart matrices, see [27, page 582], who characterize Wishart matrices by conditional moments of different quadratic expressions.
Recall that a random variable X ∈ A is strictly positive if its law is supported on We now verify that Var(X|S) is a linear function of S. For this proof, we denote the centering operation by U • = U − τ τ (U)I. Using tracial property and freeness of S, Z, we have
Continuing in the same manner, we use freeness to verify that the last term vanishes:
Therefore,
which by Lemma 3.3(iii) implies that
Passing to standardized random variables
This shows that (3.2) is satisfied with a = σ/m, b = 0. (This also determines Var(Z) = σ 2 /(8m 2 ).) Theorem 3.2 implies that X has free Poisson µ a,0 law.
Similar reasoning gives a free analog of Lukacs' theorem; we do not know whether this is a characteristic property of the free gamma law. n ) = τ τ (Y(X+Y) n ), which by freeness implies that X, Y have the same law. Therefore, we can standardize X, Y by applying the same affine transformation to both random variables. This operation preserves the freeness of X + Y and X − Y; of course X, Y remain free after we apply to them any functions. This shows that without loss of generality we may assume that X, Y are standardized with mean 0 and variance 1.
Using freeness of Y − X and X + Y again, we get τ τ
2 )I = 2I. Thus by Theorem 3.2, X has the Meixner-type law µ 0,0 , which is the semicircle law.
Proof of Theorem 3.2
Applying τ τ (·) to both sides of (3.2), we see that the normalizing constant is C = 1/(2 + b).
Next, we establish two relations for the free cumulants. Let S = X+Y, V = Y−X. Since from (3.1) we get τ τ (VS n ) = 0 for n = 0, 1, 2, . . . , and
we recurrently deduce that (4.1) R n (V, S, S, . . . , S) = 0 for all n ≥ 1. Using the multilinearity of cumulants and the definition of freeness we get R n (Y−X, X+Y, X+Y, . . . , X+Y) = R n (Y)−R n (X). This gives R n (Y) = R n (X), which implies that X, Y have the same moments. Denote m n = τ τ (S n ) and let
be the moment generating function.
Proof. Multiplying (3.2) by S n and applying τ τ (·) we obtain
Expanding the left hand side into free cumulants we see that
, S).
Since R 1 (S) = τ τ (S) = 0, the sum in (4.4) can be taken over the partitions that have no singleton blocks. Let N C(n + 2) be the set of all non-crossing partitions of {1, 2, . . . , n + 2} which separate 1 and 2 and have no singleton blocks. Let N C(n + 2) denote the set of all non-crossing partitions of {1, 2, . . . , n + 2} with the first two elements in the same block and which have no singleton blocks. By (4.1), if a partition V separates the first two elements of {1, 2, . . . , n + 2}, then R V (V, V, S, S, . . . , S) = 0. Thus the sum in (4.4) can be taken over N C(n + 2).
If V ∈ N C(n + 2) is such a partition, then
as by multilinearity and freeness
This shows that we can eliminate V from the right hand side of (4.4). Thus
Since N C(n + 2) has no singleton blocks, for every V ∈ N C(n + 2) there is an index k = k(V) ∈ {3, 4, . . . , n + 2} such that k is the second left-most element of the block containing 1; for example, in the partition shown in Figure 3 , k V = r. This decomposes N C(n+2) into the n+1 classes N C j = {V ∈ N C(n+2) : k(V) = j+2}, j = 1, 2, . . . , n. . . . r n + 2 Figure 3 . V ∈ N C j with j = r − 2 is decomposed into two partitions, the first one partitioning the white circles and the second one partitioning the black circles.
Each of the sets N C j is in one-to-one correspondence with the product
Indeed, the blocks of each partition in N C j consist of the partition of {2, 3, . . . , j+1} which can be uniquely identified with an appropriate partition in N C(j), and the remaining blocks which partition the (n+2−j)-element set {1, j +2, j +3, . . . , n+2} under the additional constraint that the first two elements 1, j + 2 are in the same block, see Figure 3 . These remaining blocks can therefore be uniquely identified with a partition in N C(n + 2 − j). This gives
which establishes the identity
Since m 0 = 1, using (4.3) we get (4.5)
Using the fact that m 1 = 0, from (4.5) we obtain
which is equivalent to (4.2).
From (4.2) we see that
From this we calculate the corresponding Cauchy-Stieltjes transform G µ⊞µ (z) = M (1/z)/z and the R-transform which for b = 0 takes the form
Thus r µ (z) = 1 2 r µ⊞µ (z) is given by (2.3), and the corresponding Cauchy-Stieltjes transform G µ (z) is given by (2.1).
To end the proof, we notice that (2. 
(The corresponding version of Theorem 3.1 is known, see [43] .)
Such an extension would imply [23, Corollary 2.4] , and stronger statements of Propositions 3.4 and 3.5.
[23, Theorem 2.34] suggests that a version of Theorem 3.2 should also hold for more general linear and quadratic forms in freely identically distributed random variables.
Remark 5.4. Our proof of Theorem 3.2 does not rely to a significant degree on * -operation of A and could apply to any abstract probability space, see [19] . One exception is the argument that shows b ≥ −1; the setting of von Neumann algebras helps with conditional expectations, which existence would have to be assumed. In the tracial von Neumann setting, the proof seems to cover free random variables X, Y ∈ p>1 L p (A, τ ). It would be nice to extend Theorem 3.2 to a complete analog of the classical setting, with random variables in L 2 (A, τ ) only.
Remark 5.5 (q-interpolation). For −1 < q ≤ 1 consider the following recurrence
with the initial values R 1 = 0, R 2 = 1. Here we use the standard notation
The proof of Theorem 3.1 relies on the differential equation for the derivative of the logarithm of the characteristic function, i.e., for the R 1 -transform of Nica [32] . This differential equation is equivalent to (5.1) holding with q = 1 for the classical cumulants c n (X).
One can check that (2.3) is equivalent to the quadratic equation Remark 5.6. Recall that a classical version of the non-commutative process (X t ) is a classical process (X t ) on some probability space (Ω, F , P ) such that τ τ (X t1 X t2 . . . X tn ) = E(X t1 X t2 . . . X tn ) for all 0 ≤ t 1 ≤ t 2 ≤ · · · ≤ t n . In [10, Section 4] , the authors show that classical versions exist for all Markov q-Gaussian processes. From [8, Theorem 4.2] it follows that the classical version of the processes (X t ) from our Proposition 3.4 exists and is a classical Markov processes. This is the same processes that appears in [14, Theorem 3.5] when q = 0, θ = α, τ = β. It is interesting to note that the conditional variances of the classical versions are quadratic but different from (3.2), see [14, Theorem 4.3] ; in the classical case there is a family of processes with laws that for 0 ≤ q ≤ 1 interpolate between the free Meixner laws of Theorem 3.2 and the classical Meixner laws of Theorem 3.1.
Remark 5.7. The free Meixner laws with −1 ≤ b < 0 are not ⊞-infinitely divisible ( [36] ), but they are infinitely divisible with respect to the c-convolution [11] , and appear in generalized limit theorems [13] . k , k ≥ 0; in particular, the Catalan numbers appear as cumulants of the ⊞-infinitely divisible law µ 0,1 and, with alternating signs, as cumulants of the two-point law µ 0,−1 . Secondly, the cumulants of the standardized free Gamma type law µ 2a,a 2 are R 1 = 0 and
Compare the Delaney triangle in [13] .
Remark 5.9. It would be interesting to know whether Theorem 3.2 admits random matrix models, i.e. whether there are pairs of random matrices M, M ′ which are independent, have the same law, satisfy E(
2 ) and are asymptotically free. All ⊞-infinitely divisible laws have matrix models, see [5] and [15] , but it is not clear whether one can preserve the quadratic form of the conditional variance.
