We measure the relaxation time of a square lattice Ising ferromagnet that is quenched to zerotemperature from both supercritical and biased initial conditions. We first reveal an anomalous and seemingly overlooked timescale associated with the relaxation to "frozen" two-stripe states. While close to a power law of form ∼ L ν , we argue this timescale actually grows as ∼ L 2 log (L), with L the linear dimension of the system. We uncover the mechanism behind this scaling form by simulating the dynamics from a biased initial condition that replicates the late time ordering of two-stripe states, and subsequently explain this timescale heuristically. Furthermore, we examine the relaxation of long-lived diagonal stripe configurations. Despite growing as roughly ∼ L 3.6 , the relaxation time of diagonal stripe states-which are initially off-axis by π/2 and L/2 in width-exhibits a prominent downward curvature that perhaps signals the approach to the predicted scaling form of ∼ L 3 . We find qualitatively similar behaviour for higher order off-axis windings.
I. INTRODUCTION
The zero-temperature coarsening of the 2D kinetic Ising ferromagnet was thought fully understood through the dynamical scaling hypothesis [1] . From a symmetric and unmagnetized initial state, magnetic domains nucleate and grow in length as the square root of time, before ultimately engulfing the system [1, 2] -however, the dynamics is richer still.
Almost twenty years ago, a Boston University graduate student named Victor Spirin noticed some peculiar relaxation features in the zero-temperature Ising evolution [3, 4] . Despite initially believing their findings erroneous [5] , Spirin et al. had actually stumbled across a deep connection between the dynamics of Ising ferromagnet and continuum percolation [3, 4, 6, 7] .
Their first surprise-"frozen"two-stripe states, spanning only a single lattice dimension and forever trapped at constant energy-occurred with a probability of roughly 34%. They also found that the ground state was only reached on a timescale of O(L 2 ) around 62% of the time, with L the linear dimension of the system [3, 4] . Perhaps most interestingly, they found the relaxation process was dramatically forestalled by "diagonal" winding configurations, which occurred with a probability of approximately 4%, and ultimately decayed to homogeneity on an estimated timescale of O(L 3.5 ) [3, 4] .
The probability of observing each of these topologically distinct behaviours is seemingly identical to the equivalent spanning probability in continuum percolation, and correspondingly explains how the "fate" of the system is sealed [6] [7] [8] [9] [10] [11] . The role of percolation in the coarsening of 2D Ising ferromagnets has since been studied extensively [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In three-dimensions, the system is essentially always trapped in non-static topologically complex configurations at iso-energy ad infinitum [22] [23] [24] [25] . * j.denholm@strath.ac.uk † benjamin.hourahine@strath.ac.uk
In this work we uncover an apparently overlooked timescale associated with the relaxation to "frozen" twostripe states. Our main result is that this anomalous timescale appears to grow as ∼ L 2 log(L)-which is faster than the standard coarsening time of ∼ L 2 . We detail the model and numerical method in Sec. II, and offer preliminary evidence of the new timescale in Sec. III. In Sec. IV we analyse this new scaling form and explain its origin. Finally, we explore the remaining relevant timescales in Sec. V.
II. ZERO-TEMPERATURE ISING MODEL
We consider nearest-neighbour interactions between magnetic spins on periodically bounded square lattices of length L. The spins are denoted by S i = ±1 and may point up or down respectively. The total energy of the system is given by the Hamiltonian
where J > 0 is a ferromagnetic coupling constant controlling the strength of the nearest-neighbour interactions, i indexes each spin in the system and j the nearestneighbours of each S i . Operationally we use single spin-flip zero-temperature Glauber dynamics: energy lowering and conserving flips are accepted with probabilities of 1 and 0.5 respectively, while energy raising flips are forbidden [26, 27] . To implement the dynamics, we use the rejection free "n-fold" method described in Ref. [28] . In this method, each active site is allowed to flip once on average in a single Monte Carlo time step. To mimic an infinite temperature initial condition, we initialize each realization of the dynamics by randomly ordering a microstate of zero net magnetization.
The unique classes of spanning clusters that arise in the Ising evolution are distinguished by winding numbers, which denote the number of times clusters wind the torus arXiv:2001.11774v1 [cond-mat.stat-mech] 31 Jan 2020 FIG. 1. Domain topologies associated with realizations that coarsen (a) directly to a ground state, (b) to "frozen" on-axis stripe states, (c) to configurations where both domains wind once horizontally and once vertically, and (d) to configurations where the domains wind twice horizontally and once vertically. The dashed lines with arrows indicate periodic boundary conditions. in each lattice direction (see Fig. 1 ). A cluster of winding number (a, b) winds a times horizontally (toroidally) and b times vertically (poloidally). Clusters of winding numbers (±a, ±b) are equivalent both physically and in probability, so we set a, b ≥ 0. This is also true of (1, 0) and (0, 1) windings, so we denote all on-axis stripe states as (1, 0).
III. EXTINCTION AND SURVIVAL PROBABILITY
The extinction and survival probabilities are useful diagnostics for identifying multiple relaxation timescales and are defined as follows. Let the extinction time E t be the time taken for a given realization to reach its final state. By realizing the dynamics N times one may construct the distribution of E t -the extinction probability, P E (t)-which, upon integration, gives the probability of reaching a final state within some time interval ∆t. The survival probability is then simply the likelihood that the system is still active at time t. Trivially, the survival probability is
The cumulative of P E (t) gives the fraction of realizations that have reached their final state by time t, and the remaining fraction, or the survival probability, is simply one minus the cumulative. Note, Eqn. 2 assumes P E (t) is a normalized probability density function. For each timescale in the coarsening dynamics, there is an associated coarsening time τ (L) that depends on linear dimension of the system L [7, 29] . Realizations reaching their final state throughout this time cause the survival probability to undergo an exponential decay of the form ∼ exp(−t/τ (L)) [7, 29] . Consequently, each coarsening timescale is expressed as a distinct exponential decay regime in the survival probability.
Consider now the extinction and survival probabilities given by Fig. 2 . Based on the literature [3, 7] , we expect to observe two distinct decay regimes in S P (t), but, strikingly, there are actually three. This is an immediate indication that there could be yet another overlooked timescale in the zero-temperature coarsening of the Ising model.
If one examines the survival probabilities presented in Refs. [3, 7] , there are actually subtle hints of an intermediate timescale, but its influence on S P (t) is almost visually imperceptible in the small system sizes used. Perhaps this subtlety is why the timescale has been overlooked.
The three timescales are roughly marked by the shaded regions in Fig. 2 (b) . The first is standard O(L 2 ) coarsening, the second is a new timescale that is seemingly overlooked and the final timescale comes from the longlived off-axis winding configurations. The cumulative over the range shown in Fig. 2 (a) is ≈ 0.96-which is highlighted by S P (t = 1.2L 2 ) ≈ 0.04 in Fig. 2 (b)-and the remaining ≈ 4% corresponds to realizations still evolving through diagonal stripe states.
To explain the two peaks in the extinction probability, and the three decay regimes in the survival probability, we consider P E (t) and S P (t) for two categories of evolution: cases reaching ground states and cases reaching "frozen" two-stripe states (see Fig. 3 ). While the ground state is typically reached directly, it is also reached by realizations that first evolve through off-axis winding configurations, whereas the "frozen" two-stripes are always reached directly. In Fig. 3 (a) we see the left and right hand peaks are associated with relaxations to ground and two-stripe states. The time shift between these features further indicates the presence of multiple timescales. In Fig. 3 (b) , the survival probability for ground state cases decays exponentially roughly over 0.2L 2 t 0.3L 2 , afterwards entering a regime of even slower exponential decay associated with off-axis winding configurations. The survival probability for the on-axis two-stripe state cases in Fig. 3 (b) exhibits an exponential decay from 0.4L 2 t, before reaching zero at t ≈ 1.133L 2 . 
IV. ANOMALOUS TWO-STRIPE TIME SCALING
We now explore the anomalous relaxation time seemingly associated with "frozen" two-stripe states.
A. Two-Stripe State Relaxation
To investigate the time scaling of the two-stripe states, we simulate 5 × 10 4 realizations on systems of size 16 ≤ L ≤ 1024 from random initial conditions, storing only the subset of times from instances reaching frozen two-stripe states.
To test if the relaxation to static two-stripe states is governed by a single timescale, we consider the extinction probability as a function of rescaled time for such realizations (see Fig. 4 ). In each case, time is rescaled by the mean of the distribution. Although noisy, the data collapse in Fig. 4 suggests the relaxation to two-stripe states is governed by a single timescale captured by the mean. The mean time to reach a two-stripe state (T S ) is plotted in Fig. 5 (a) as a function of L, along with three fits: two power laws of form ∼ L ν (solid & dashed lines), and a fit of the form ∼ L 2 log(L) (dotted line). The time taken to freeze into on-axis two-stripe states clearly grows faster than ∼ L 2 . At first glance, it is difficult to discern which of the fits to the T S data are valid. One favorable feature of the ∼ L 2 log(L) fit is that it requires only a single parameter, as opposed to the two parameters required by the power law.
The agreement between the data and the ∼ L 2 log(L) fit is by no means conclusive, so we make the following argument. First, we assume ∼ L 2 log(L) is the correct functional form. If this assumption is true, multiplying the two-stripe state time T S by 1/ log(L) should yield a quantity that scales as
In Fig. 5 (a), we plot this quantity as a function of L and obtain a power law fit of exponent ν ≈ 1.92, which, although less than the desired exponent, only deviates from ν = 2 by ≈ 4%. Furthermore, the local slopes (see Appendix. A) in the T rsc data as a function of 1/ log 2 (L) (see Fig. 5 (b)) show hints of an asymptotic approach to power law scaling with an exponent of ν = 2. However, from the data available to us this approach is not definitive. The main limitation on our data is the rarity of "frozen" two-stripe states, which occur roughly 34% of the time, making them inherently inefficient to study. This constrains the number Local slope of realizations we may obtain and necessitates that we explore the relaxation to frozen stripe states through other means.
B. Biased initial condition
The extinction time of static two-stripe states is dominated by late time events that occur when the system contains only two clusters, both of which wind the torus either poloidally or toroidally, and have boundaries that are misaligned with the lattice axes. To capture this relaxation more efficiently, we consider the "wedding cake" (i.e. maximally tiered) initial condition shown in Fig. 6 . Simulating the dynamics from this initial condition is of greater convenience numerically compared to random initial conditions as the required CPU time is lesser. Furthermore, it eliminates the issue of rarity-and therefore efficiency-meaning we can now simulate 10 5 realizations per system size on the interval 16 ≤ L ≤ 2048.
We plot the mean extinction time from this configuration as a function of system size in Fig. 7 (a) , and show the same fitted forms as in Fig. 5 (a) : two power laws of form ∼ L ν (solid & dashed lines) and ∼ L 2 log(L) (dotted line). The scaling behaviour in Fig. 7 (a) is congruent with that of Fig. 5 (a) , thus the "wedding cake" relaxation captures the mechanism behind the time scaling of the two-stripe states.
In Fig. 7 (a) , we also show the extinction time rescaled by 1/ log(L), and obtain a power law fit of exponent ν = 1.949. Again, the exponent is less than the expected value of ν = 2, but in this instance the difference is less than 3%. Consider now the local slopes of the rescaled extinction time in Fig. 7 (b) . As L increases, the local slopes exhibit a much clearer approach to ν = 2. Again, this evidence is suggestive of ∼ L 2 log(L) scaling, but not conclusive. From simulation data alone we cannot conclusively show ∼ L 2 log(L) scaling, so we make the following case. In recent work-concerning the zero-temperature Potts model on the triangular lattice-we argued that the relaxation time of so-called "three-hexagon states" grew as ∼ L 2 log(L), and offered a simple argument to explain this scaling form [29] .
The crux of this argument was that misaligned spin pairs moved along domain boundaries as random walkers on a one-dimensional interval. When a walker met a so called "T-junction", it was absorbed. To reach a frozen final state, all of the walkers had to be absorbed, at which point the domain boundaries aligned perfectly with the lattice axes.
The argument in Ref. [29] did not account for the changing timestep as the number of active sites reduced. However, the wedding cake initial condition serves as a simplistic model that allows us to probe the origin of this anomalous timescale without unnecessary complexity, so we now explain the logarithm in the scaling form by focusing on the wedding cake configuration only.
First, it is helpful to cartoon the relaxation of the wedding cake configuration. In the initial condition, each tier has two misaligned spin pairs forming domain-wall particles that behave as random walkers (see Fig. 8 ). The walkers may hop to the left or right with equal probability, and are reflected by the edges of their tiers. When two walkers meet, they annihilate-at which point the tier has relaxed and the number of active sites has reduced by four. The width of tier k is L k = L − 2(k − 1), and the height of the wedding cake is h = L/2 − 1 (see Fig. 8 ).
For simplicity, imagine the wedding cake relaxes "topdown", i.e. the smallest tiers relax first. The total relaxation time of the wedding cake configuration is then simply the sum of the relaxation time of each tier. From trivial numerical simulations, the meeting time of two random walkers on the interval {0, 1, 2 . . . N } with initial positions x 1 = 1 and x 2 = N − 1 and reflecting boundary conditions grows as ∼ N 2 . Thus, the relaxation time of tier k is of order L 2 k . To explain the logarithm in the extinction time scaling, we must consider the time update rule in the Ising model. Throughout the wedding cake evolution, essentially all flips are energy conserving, ergo the time update for a single flip is the inverse number of active sites. When there are k tiers in the wedding cake, there are 2k domainwall particles and therefore 4k active sites. Consequently, the relaxation time of tier k must be rescaled by a factor of 1/4k. The total relaxation time of the wedding cake grows with L as
This scaling form is dominated by the first term in the sum, which asymptotically is t L 2 log(L).
We evaluate Eqn. 4 as a function of L (circles in Fig. 9 ) and apply a power law fit (dashed line). If one examines these data closely, they should observe a clear curvature that is characteristic of a logarithm. Moving from small to large L, the data "intercepts" the fit twice as it curves from below to above the fit and vice versa. Upon rescaling the data by a factor of 1/ log(L), the curvature vanishes (squares in Fig. 9 ), leaving an asymptotic approach to a power law of ∼ L 2 . While this argument is crude-in that it does not completely capture the wedding cake relaxation-it plausibly explains why the logarithm should arise.
V. ADDITIONAL TIMESCALES
We now explore the remaining relevant timescales in the zero-temperature coarsening of the Ising model using biased initial conditions; specifically, those associated with cases that reach the ground state directly, as well as those that first evolve through (1, 1) and (2, 1) configurations.
A. Extinction time: reduced moments
When the second coarsening timescale in the Ising model was first discovered, it was quantified by examining how reduced moments of the extinction probability scale with system size [3] . We repeat this analysis to obtain crude measures of the smallest and largest coarsening timescales present in P E (t).
The k th moment of a normalized distribution P E (t) is given by (see Ref. [30] )
We define the reduced k th moment as M k = t k 1/k . Numerically we estimate t k from ensembles of N realizations through
where k indexes the desired moment of the distribution and t i the extinction times across the ensemble [30] . For small k, M k is dominated by the smallest times in P E (t), and conversely for large k the reduced moments are dominated by the largest times present. Thus, by computing M k as a function of L for various small and large k, we obtain estimates of the smallest and largest timescales associated with P E (t).
Reduced moments of the extinction probability for k ∈ {0.05, 0.1, 10, 20} are shown in Fig. 10 as functions of L, along with two power laws (straight lines) of exponents 3.5 and 2.
B. Ground state topology -(0, 0)
We recover the standard coarsening timescale of O(L 2 ) by considering the biased initial condition in Fig. 1 (a) . From this initial state we expect no long-lived exotic timescales, and should find the coarsening time scales as ∼ L 2 . The mean extinction time from this initial condition T G is plotted as a function of system size in Fig. 11 (a) , along with a power law fit of the form ∼ L ν (solid line).
The agreement between the data and the fit, while poor for small L, improves markedly as L grows. The power law exponent is ν ≈ 2.025, which is ≈ 1.25% greater than the expected value of ν = 2. The estimated exponent is not ideally close to ν = 2 because of finite size effects, but as L increases there is a distinctive downwards curvature in the data, which is noticeable if one examines Fig. 11 (a) . This curvature is also obvious in Fig. 11 (b) , where the local A) in TG data versus 1/ log 2 (L). The data are based on 10 4 realizations from the initial condition in Fig. 1 (a) and the errorbars correspond to one standard deviation. slopes asymptotically approach ν = 2. While trivial, this numerical experiment highlights the important influence of finite size effects; even in this simple case, the correct scaling form yields an unsatisfactory fit at small L.
C. Diagonal stripe relaxation -(1, 1)
We now turn to the first of the off-axis winding cases. The long-lived nature of these configurations makes it numerically challenging to precisely estimate their scaling behaviour with system size. This difficulty is accentuated by the rarity of the (1, 1) stripe states, which occur with probability 0.04196 when the quench is from infinite to zero-temperature [7] .
We assume the relaxation time of a diagonal stripe state is dominated by the time taken for it to collapse to the ground state after forming, and the formation time is comparatively negligible. To investigate the relaxation of these states, we consider the initial condition shown in Fig. 1 (c) .
In Fig. 12 (a) we plot the extinction time of realizations initialized in the (1, 1) configuration (T D1 ) as a function of system size along with a power law fit of the form ∼ L ν (solid line). If one examines these data carefully, there is an obvious downward curvature in T D1 that reduces with increasing L. Ergo, one may easily overestimate the exponent when examining only smaller system sizes. A) in the TD1 data versus 1/ log 2 (L). The data are based on 10 4 realizations using the initial condition shown in Fig. 1 (c) , and the errorbars correspond to the standard deviation of each estimate.
In Ref. [3] the authors argue that the relaxation of "perfect" (1, 1) winding configurations-i.e. the initial condition we employ-to scale as ∼ L 3 . This argument is based on a "particle deposition" and "evaporation" problem studied in Ref. [31] , and says that the interface between two diagonal stripes should move a distance of ∼ L on a timescale of ∼ L 3 [3] .
The reducing curvature in Fig. 12 (a) indicates a reducing exponent, but within the range of system sizes accessible to us we are unable to precisely estimate it as L → ∞. However, despite initially growing, the local slopes shown in Fig. 12 (b) obviously decay as L → ∞. Perhaps this signals the approach to an exponent of ν = 3 when L → ∞ as predicted in Ref. [3] ?
A small fraction of realizations initialized in the (1, 1) configuration reached frozen two-stripe states rather than the ground state. For L = 16, this fraction was of order 10 −2 , and had reached zero by L = 32. Our estimates of the time scaling are necessarily weak due to the fast growth with L, thus obtaining more than 10 4 realizations and estimating the exponent asymptotically is numerically impractical.
D. Diagonal stripe relaxation - (2, 1) In infinite to zero-temperature quenches, (2, 1) winding configurations occur with a probability of 1.567 × 10 −4 [7] . in the TD2 data versus 1/ log 2 (L). The data are based on 10 4 realizations, initialised in the (2, 1) winding configuration shown in Fig. 1 (d) and the errorbars correspond the standard deviation of each estimate.
This scarceness negates any contribution they make to the timescales visible in Fig. 2 (a) . As a matter of curiosity, we estimate the time scaling of (2, 1) windings using the initial condition in Fig 1 (d) . Fig. 13 (a) shows the relaxation time from the (2, 1) initial condition (T D2 ), along with a power law fit of the form ∼ L ν (solid line).
Naive power law fits to two significant figures give the same exponents for T D1 and T D2 (ν ≈ 3.6), but the decay in the local slopes occurs at larger L for T D2 . In the regime of small L, finite size effects are clearly visible (see Fig. 13 (a) ), and as L increases the non-monotonicity in the local slopes becomes obvious. In Fig. 13 (b) , the local slopes increase in the small L regime before decaying as large L is approached. Again, estimating this exponent as L → ∞ is numerically impractical.
Additionally, when considering the relaxation from the biased (2, 1) initial condition, a substantial fraction of the realizations reach frozen two-stripe states rather than the ground state. This fraction does however become negligible as L increases: for L = 16, it was ≈ 0.33, for L = 32 it was ≈ 0.14, and reached zero by L = 180. Though this fraction is considerably greater than it was in the (1, 1) case, it plays no role in the scaling estimates at larger L.
VI. DISCUSSION & CONCLUSION
We identified a new timescale in the zero-temperature coarsening of the square lattice Ising ferromagnet that grew faster than O(L 2 ). This anomalous timescale arose from the relaxation to "frozen" two-stripe states, and although seemingly close to a power law, we argued this timescale actually grew as ∼ L 2 log(L). We confirmed the mechanism behind this scaling form using a biased initial condition to replicate the late time ordering of two-stripe states, and gave a heuristic explanation based on annihilating random walkers.
This timescale is seemingly the same as the relaxation time associated with so called "three-hexagon" states in the triangular lattice Potts model, and is therefore likely a general feature of "edge-ordering" in discrete spin systems [29] . The explanation we gave for the timescale in this article accounted for the variable timestep in the relaxation, which was overlooked in Ref. [29] .
We also measured the relaxation time of off-axis winding configurations using biased initial conditions. For the (1, 1) winding cases, we found the relaxation time to scale as ∼ L 3.62 , which at first glance is not in agreement with the theoretical predication of ∼ L 3 from Ref. [3] . However, the local slopes in these scaling data exhibit a decay in the regime of large L. Perhaps this signals the approach to ∼ L 3 scaling? For the (2, 1) winding cases, we found the relaxation time to scale as ∼ L 3.58 , and saw qualitatively similar curvature in the data.
Finite size effects hindered our estimates of the ex-ponents for each behaviour, particularly in the case of off-axis winding topologies. Even in the simple case of the ground state biased initial condition, finite size influences caused the correct scaling form to yield a poor fit at small L. For each fit we examined the local slopes in the data as L increased in order to show the influence of finite size effects. When simulating the off-axis winding configurations from "ideal" initial conditions, a fraction of the realizations-that was vanishingly small with increasing L-reached frozen two stripe states rather than the ground state. When instantaneously quenched from infinite to zerotemperature, other topologically distinct behaviours are possible that we have not studied. These include higher order off-axis winding configurations and on-axis stripe states with more than two-clusters. Higher order windings have not been observed in the Ising model due to their rarity, and on-axis stripe states with more than two-clusters presumably undergo a similar relaxation mechanism to the two-stripe case.
Definitively determining which scaling form is most appropriate for the frozen two-stripe states from data alone requires simulations on a larger scale than is accessible to us, and it is inherently difficult to conclusively identify a logarithm in simulation data. However, the ∼ L 2 log(L) fit requires only a single fitted parameter, and the approach to the large L limit of the local slopes also suggests ∼ L 2 log(L) is an appropriate fit. Furthermore, our argument in Sec. IV C is a compelling reason to expect a logarithm in the scaling form.
