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Abstract
In this paper, we consider a nonlocal advection model for two populations on a bounded domain.
The first part of the paper is devoted to the existence and uniqueness of solutions and the associated
semi-flow properties. Here we use the notion of solution integrated along the characteristics. Next,
by proving segregation property, we construct an energy functional to investigate the asymptotic
behavior of the solution. In order to get some compactness of the positive orbit, we use the narrow
convergence in the space of Young measures. By using this idea, we get a description of the asymptotic
behavior of the solution in the space of Young measures. The last section of the paper is devoted to
numerical simulations, which confirm and complement our theoretical results.
1 Introduction
In this work, we study a two species population dynamic model with nonlocal advection term{
∂tu1(t, x) + div
(
u1(t, x)v(t, x)
)
= u1(t, x)h1(u1(t, x), u2(t, x)),
∂tu2(t, x) + div
(
u2(t, x)v(t, x)
)
= u2(t, x)h2(u1(t, x), u2(t, x)),
t > 0, x ∈ RN , (1.1)
and the velocity field v = −∇P is derived from pressure
P (t, x) := (ρ ∗ (u1 + u2)(t, .)) (x),
where ∗ is the convolution in RN . Suppose equations (1.1) are supplemented with a periodic initial
distribution
u0(x) :=
(
u1(0, x)
u2(0, x)
)
∈ R2+ where u0 is a 2pi–periodic function in each direction. (1.2)
In this article we consider solutions of equations (1.1) which are periodic in space. Here a function
u(x) is said to be 2pi-periodic in each direction (or for simplicity periodic) if
u(x+ 2kpi) = u(x), ∀k ∈ ZN , x ∈ RN .
When u(x) is periodic we can reduce the convolution to the N–dimensional torus TN := RN/2piZN by
making the following observations
(ρ ∗ u) (x) =
∫
RN
ρ(x− y)u(y) dy
=
∑
k∈ZN
∫
[0,2pi]N
ρ(x− (y + 2kpi))u(y + 2kpi) dy
=
∑
k∈ZN
∫
[0,2pi]N
ρ(x− y − 2kpi)u(y) dy,
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hence we can reformulate as
(ρ ∗ u(·)) (x) = 1
(2pi)N
∫
[0,2pi]N
K(x− y)u(y) dy,
where K is again 2pi–periodic in each direction and defined by
K(x) = (2pi)N
∑
k∈ZN
ρ(x+ 2pik), x ∈ RN .
The fast decay of ρ is necessary to ensure the convergence of the above series (see Remark 1.3 for details).
Now we can rewrite the velocity field v as follows:
v(t, x) = −∇ [K ◦ (u1 + u2)(t, ·)] (x), (1.3)
where ◦ denotes the convolution operator on the N–dimensional torus TN := RN/2piZN ' [0, 2pi]N
defined for each 2pi-periodic in each direction and measurable functions ϕ and ψ by
(ϕ ◦ ψ) (x) = |TN |−1
∫
TN
ϕ(x− y)ψ(y) dy.
Our motivation for this problem comes from the observations in the biological experiments for two
types of cells co-cultured on the monolayer. One can find an example of such a co-culture in [26, Figure
1]. Cells are growing and meanwhile forming segregated islets and the growth stops when they become
locally saturated.
In this article, we intend to study this mechanism by using a non-local advection equation with contact
inhibition. As we will see, our model captures the finite propagating speed in cell co-culturing. In the
context of cell population, the impact of cell adhesion and repulsion on the movement and patterning
of cell populations has been studied by many authors, for example, Armstrong et al. [1] and Painter
et al. [25]. For a more general perspective, our study is connected to the cell segregation and border
formation, Taylor et al. [31] concluded the heterotypic repulsion and homotypic cohesion can account
for cell segregation and border formation. We also refer the readers to Dahmann et al. [10] and the
references therein for more about boundary formation with its application in biology. These observations
and results in biological experiments lead us to adopt a nonlocal advection term which is able to explain
the finite propagation speed of cells and cell segregation. The segregation property was brought up in
the 80’s by using cross diffusion by Shigesada, Kawasaki and Teramoto [30] and Mimura and Kawasaki
[23]. Since then, the cross-diffusion has been widely studied and we refer to Lou and Ni [18, 19] for more
results about this subject. We also refer to the introduction of Bertozzi, Garnett and Laurent [4] for a
list of applications for different fields.
Further studies on mathematical analysis of such a non-local advection equation with linear and
nonlinear diffusion have been investigated by [3, 5, 6, 14]. This class of systems has been recently studied
in [4, 8] and [28] with an additional heterogeneous transport term. The traveling wave solution of such
nonlocal equation with diffusive perturbation were considered by many authors, we refer the readers to
[2, 16, 21, 22, 24] for swarming models and propagation of front. Let us also mention that system (1.1)
is also related to hyperbolic Keller-Segel equation (see Perthame and Dalibard [27]).
The single species model of equation (1.1) has been studied by Ducrot and Magal in [13] (see the
derivation of the model therein). Compared to the work in [13], one of the technical difficulties in this
paper is that we do not have a L2 uniform boundedness of the solution a priori. This is because we allow
function h to be of more general type than that in [13] (see Assumption 1.1 and 4.1). This difficulty
obliges us to find another way to prove the L∞ uniform boundedness of the solution (see Lemma 4.9,
Remark 4.11 and Theorem 4.10). Moreover, we prove the segregation property for two species by using
the notion of solution integrated along the characteristics. Our key Assumption 4.4 on the positivity
of Fourier coefficients enables to construct a decreasing energy functional, this condition has also been
considered in [2] and [11]. Using this important property, we show the L∞ convergence of the sum of two
species when the initial distribution is strictly positive (see Corollary 4.12). Furthermore, the segregation
property is preserved asymptotically when t tends to infinity (see Lemma 5.15). In Section 7, by using
numerical simulations, we obtain some results which have not been proved theoretically. In fact, we
show the necessity of using a weaker sense of convergence (narrow convergence) to encompass the lack
of compactness of the solution and to study the limit for each species.
Assumption 1.1 For i = 1, 2, hi : R2+ → R are C1 functions with
sup
u1,u2≥0
hi(u1, u2) <∞, sup
u1,u2≥0
∂ujhi(u1, u2) <∞, j = 1, 2.
2
An example of function hi is the following function
hi(u1, u2) = λi(1− (u1 + u2)).
Therefore ui × hi(u1, u2) is a logistic function. As assumed in [13], the map hi is not bounded from
below. Here we not will make such an assumption.
Motivated by the model derived from Ducrot et al. in [11] which describes the contact inhibition
(i.e. cells stop growing when they are locally saturated), we would like to use the following non-linear
function.
hi(u1, u2) =
bi
1 + γi (u1 + u2)
− µi
where bi > 0 is the division rate, µi > 0 is the mortality rate and γi > 0 is a coefficient.
In such a case the map hi is bounded from below therefore we can not apply the same arguments
than [13] to obtain an L∞ bounded for the solution. To encompass this difficult, we resort to another
approach. This shows that our results can be applied to a larger class of non-linearity than [13].
Assumption 1.2 The kernel K : RN → R is a TN− periodic function of the class Cm on RN for some
integer m ≥ N+52 .
Remark 1.3 The above regularity Assumption 1.2 can be reduced to m ≥ 3 in proving the existence and
uniqueness of solutions. The higher regularity is crucial for Lemma 4.9. For the dimension N ≤ 3, the
regularity condition in Assumption 1.2 is always satisfied whenever K ∈ C4. For the choice of ρ in (1.1),
it suffice to choose ρ ∈Wm+1,1(RN ). For each multi-index α with |α| ≤ m, the series
x 7−→
∑
k∈ZN
Dαρ(x+ 2pik)
is uniformly converging on TN . Hence, K satisfies Assumption 1.2.
The plan of the paper is the following. In Section 2, we investigate the existence and the uniqueness of
solution integrated along the characteristics. In Section 3, we study the segregation property. In Sections
4 and 5, the asymptotic behavior of segregated solutions has been studied by using Young measures (a
generalization of L∞ weak ∗–convergence). Section 6 is devoted to numerical simulations where we
explore some further results that are not proved analytically, these numerical simulations complement
our theoretical part.
2 Solution Integrated along the Characteristics
In this section we study the existence and uniqueness of solution for (1.1)-(1.3) with initial data
u0 ∈ L∞per
(
RN
)2.
Before going further let us introduce some notations that will be used in the following. For each
k ∈ N, let us denote by Ckper
(
RN
)
the Banach space of functions of the class Ck from RN into R and
[0, 2pi]N–periodic endowed with the usual supremum norm
‖ϕ‖Ck =
k∑
p=0
sup
x∈RN
|Dpϕ(x)| .
For each p ∈ [1,+∞], let us denote by Lpper
(
RN
)
the space of measurable and [0, 2pi]N−periodic functions
from RN to R such that
‖ϕ‖Lp := ‖ϕ‖Lp((0,2pi)N) < +∞.
Then Lpper
(
RN
)
endowed with the norm ‖ϕ‖Lp is a Banach space. We also introduce its positive cone
Lpper,+
(
RN
)
consisting of function in Lpper
(
RN
)
almost everywhere positive.
Remark 2.1 When we study the product space Ckper
(
RN
)n
, Lpper
(
RN
)n when n ∈ N, for simplicity, we
use the same notation ‖ · ‖Ck and ‖ · ‖Lp for the norm in product space.
We first investigate the characteristic curves of the problem.
3
Lemma 2.2 Let Assumption 1.2 be satisfied. Let ui ∈ C
(
[0, τ ] , L1per
(
RN
))
, i = 1, 2 be given. Then
by setting v(t, x) = −∇ [K ◦ (u1 + u2)(t, ·)] (x), the following non-autonomous system for each s ∈ [0, τ ]
and each z ∈ RN : {
∂tΠv(t, s; z) = v(t,Πv(t, s; z)), for each t ∈ [0, τ ] ,
Πv(s, s; z) = z,
generates a unique non-autonomous continuous flow {Πv(t, s)}t,s∈[0,τ ], that is to say,
Πv(t, r; Πv(r, s; z)) = Πv(t, s; z),∀t, s, r ∈ [0, τ ] , and Πv(s, s; .) = I
and the map (t, s, z)→ Πv(t, s; z) is continuous. Moreover for each t, s ∈ [0, τ ] , we have
Πv(t, s; z + 2pik) = Πv(t, s; z) + 2pik, ∀z ∈ RN, k ∈ ZN ,
the map z → Πv(t, s; z) is continuously differentiable and one has the determinant of Jacobi matrix:
det(∂zΠv(t, s; z)) = exp
(∫ t
s
div v(l,Πv(l, s; z))dl
)
. (2.1)
Proof. By the assumption, we have
v(t, x) ∈ C
(
[0, τ ] , C1per
(
RN
)N)
,
and we have the following estimations
‖v(t, ·)‖C0 ≤ ‖∇K‖C0 ‖(u1 + u2)(t, ·)‖L1 ,
‖divv(t, ·)‖C0 ≤ ‖∆K‖C0 ‖(u1 + u2)(t, ·)‖L1 .
Therefore, the first part of the results follows by using classical arguments on ordinary differential equa-
tions. For the proof of (2.1), note that{
∂t∂zΠv(t, s; z) = ∂xv(t,Πv(t, s; z))∂zΠv(t, s; z), t ∈ [0, τ ] ,
∂zΠv(s, s; z) = I.
For any matrix-valued C1 function A : t 7→ A(t), the Jacobi’s formula reads as follows
d
dt
detA(t) = detA(t)tr
(
A−1(t)
d
dt
A(t)
)
,
hence we obtain
d
dt
det ∂zΠv(t, s; z) = det ∂zΠv(t, s; z)× tr (∂xv(t,Πv(t, s; z)))
and since tr (∂xv(t,Πv(t, s; z))) = div v(t,Πv(t, s; z)) therefore the result follows.
In order to precise the notion of solution in this work, assume first that
u =
(
u1, u2
) ∈ C1 ([0, τ ]× RN ,R)2 ∩ C ([0, τ ], C0per,+(RN ))2
is a classical solution of (1.1)-(1.3). We consider the solution with each component ui(t, ·) along the
characteristic curve Πv(t, 0;x) respectively, we obtain for i = 1, 2,
d
dt
(
ui(t,Πv(t, 0; z)
)
=∂tui(t,Πv(t, 0; z)) +∇ui(t,Πv(t, 0; z)) · v(t,Πv(t, 0; z))
=ui(t,Πv(t, 0; z))
[
− div v(t,Πv(t, 0; z)) + hi(u(t,Πv(t, 0; z))
]
,
where hi(u(t,Πv(t, 0; z)) = hi(u1(t,Πv(t, 0; z), u2(t,Πv(t, 0; z)). Hence a classical solution of (1.1)-(1.3)
(i.e. C1 in time and space) must satisfy
ui(t,Πv(t, 0; z)) = exp
(∫ t
0
hi
(
u(l,Πv(l, 0; z))− div v(l,Πv(l, 0; z))dl
)
ui (0, z) , i = 1, 2, (2.2)
4
or equivalently
ui(t, z) = exp
(∫ t
0
hi
(
u(l,Πv(l, t; z))
)− div v(l,Πv(l, t; z))dl)ui (0,Πv(0, t; z)) , i = 1, 2, (2.3)
where
v(t, x) = − 1|TN |
∫
TN
∇K(x− y)(u1 + u2)(t, y) dy. (2.4)
The above computations lead us to the following definition of solution.
Definition 2.3 (Solution integrated along the characteristics) Let u0 ∈ L∞per,+
(
RN
)2, τ > 0 be
given. A function u ∈ C ([0, τ ] , L1per,+ (RN))2 ∩ L∞ ((0, τ), L∞per,+ (RN))2 is said to be a solution inte-
grated along the characteristics of (1.1)-(1.3), if ui satisfies (2.3) for i = 1, 2, with v defined in (2.4).
We will use a fixed point theorem to prove the existence and the uniqueness of the solutions integrated
along the characteristics. Consider
w =
(
w1, w2
)
, wi(t, x) := ui(t,Πv(t, 0;x)), i = 1, 2, (2.5)
and we will construct a fixed point problem for the pair (w,v).
If there exists a solution integrated along the characteristics, then by (2.2) we have
wi(t, x) = exp
(∫ t
0
hi
(
w(l, x)
)− divv(l,Πv(l, 0;x))dl)ui(0, x), i = 1, 2. (2.6)
where hi(w(t, x)) = hi(w1(t, x), w2(t, x)) for i = 1, 2. By the definition of v we obtain
v(t, x) =− 1|TN |
∫
TN
∇K(x− y)(u1 + u2)(t, y) dy
=−
∫
RN
∇ρ(x− y)(u1 + u2)(t, y) dy
=−
∫
RN
∇ρ (x−Πv(t, 0; z))
∑
i=1,2
ui(t,Πv(t, 0; z)) det ∂z(Πv(t, 0; z)) dz
=−
∫
RN
∇ρ (x−Πv(t, 0; z))
∑
i=1,2
wi(t, z) det ∂z(Πv(t, 0; z)) dz
(2.7)
where we have used the change of variable y = Πv(t, 0; z). By using the determinant of Jacobi matrix in
(2.1) and (2.6) we see that
wi(t, z) det ∂z(Πv(t, 0; z)) = e
∫ t
0
hi(w(l,z)) dlui (0, z) , i = 1, 2,
thus equation (2.7) becomes
v(t, x) =−
∫
RN
∇ρ (x−Πv(t, 0; z))
∑
i=1,2
e
∫ t
0
hi(w(l,z))dlui (0, z) dz
=− 1|TN |
∫
TN
∇K(x−Πv(t, 0; z))
∑
i=1,2
e
∫ t
0
hi(w(l,z))dlui (0, z) dz.
(2.8)
Therefore incorporating equations (2.6) and (2.8) we are led to find the solution of the following problem
wi(t, x) = exp
(∫ t
0
hi
(
w(l, x))− divv(l,Πv(l, 0;x))dl
)
ui (0, x) , i = 1, 2,
v(t, x) = − 1|TN |
∫
TN
∇K(x−Πv(t, 0; z))
∑
i=1,2
e
∫ t
0
hi
(
w(l,z))
)
dlui (0, z) dz.
(2.9)
In order to choose a proper space for w and v, we observe the following estimation
‖
∫ t
0
hi
(
w(l, x))− divv(l,Πv(l, 0;x))dl‖L∞ ≤ t
(
h¯+ ‖v‖C1
)
, i = 1, 2.
5
where h¯ := supu1,u2≥0
∑
i=1,2 hi(u1, u2). Hence we can choose the following spaces
w =
(
w1, w2
) ∈ C ([0, τ ] , L∞per,+ (RN))2 , v ∈ C([0, τ ], C1per(RN )N ).
Our fixed point problem can be written as(
w
v
)
∈ C ([0, τ ] , L∞per,+ (RN))2 × C([0, τ ], C1per(RN )N ) and T (wv
)
=
(
w1
v1
)
,
wherein w1 and v1 are defined by
w1(t, x) =
exp(∫ t0 h1(w(l, x))− divv1(l,Πv(l, 0;x))dl)u1 (0, x)
exp
(∫ t
0
h2
(
w(l, x)
)− divv1(l,Πv(l, 0;x))dl)u2 (0, x)
 ,
v1(t, x) = − 1|TN |
∫
TN
∇K(x−Πv(t, 0; z))
∑
i=1,2
e
∫ t
0
hi
(
w(l,z))
)
dlui (0, z) dz.
(2.10)
Theorem 2.4 Let Assumption 1.1 and Assumption 1.2 be satisfied. For each u0 ∈ L∞per,+
(
RN
)2
, system
(1.1)-(1.2) has a unique solution integrated along the characteristics
t 7→ U(t)u0 in C
(
[0,+∞) , L1per,+
(
RN
))2 ∩ L∞loc ([0,∞), L∞per,+ (RN))2 .
Moreover {U(t)}t≥0 is a continuous semiflow on L1per,+
(
RN
)2
, that is to say
(i) U(t)U(s) = U(t+ s),∀t, s ≥ 0 and U(0) = I;
(ii) The map (t,u0) → U(t)u0 maps every bounded set of [0,+∞) × L∞per,+
(
RN
)2 into a bounded set
of L∞per,+
(
RN
)2;
(iii) If {tn}n∈N (⊂ [0,+∞)) → t < +∞ and {un0}n∈N is bounded sequence in L∞per,+
(
RN
)2 such that
‖un0 − u0‖L1 → 0 as n→ +∞, then
‖U(tn)un0 − U(t)u0‖L1 → 0 as n→ +∞,
where the norm is the product norm of L1per,+
(
RN
)2 (see Remark 2.1), the same for the following
notation.
The semiflow U also satisfies the two following properties
U(t)u0 ≥ 0,∀u0 ≥ 0,∀t ≥ 0, (2.11)
‖U(t)u0‖L1 ≤ eth¯ ‖u0‖L1 ,∀t ≥ 0. (2.12)
where we define
h¯ := sup
u1,u2≥0
∑
i=1,2
hi(u1, u2) (2.13)
We need the following lemma before we prove Theorem 2.4.
Lemma 2.5 Suppose v, v˜ ∈ C([0, τ ], C1per(RN )N ). Then for any τ > 0, we have
sup
t∈[0,τ ]
‖Πv(t, 0; ·)−Πv˜(t, 0; ·)‖L∞ ≤ τ sup
t∈[0,τ ]
‖v(t, ·)− v˜(t, ·)‖L∞eτ supt∈[0,τ] ‖v(t,·)‖C1 .
Proof. For any fixed t ∈ [0, τ ],
∂t (Πv(t, 0;x)−Πv˜(t, 0;x)) = v(t,Πv(t, 0;x))− v˜(t,Πv˜(t, 0;x))
Hence one obtains
‖Πv(t, 0; ·)−Πv˜(t, 0; ·)‖L∞
≤t‖v(t, ·)− v˜(t, ·)‖L∞ +
∫ t
0
‖v(t, ·)‖C1‖Πv(l, 0; ·)−Πv˜(l, 0; ·)‖L∞ dl
6
By Gronwall inequality, we obtain
sup
t∈[0,τ ]
‖Πv(t, 0; ·)−Πv˜(t, 0; ·)‖L∞ ≤ τ sup
t∈[0,τ ]
‖v(t, ·)− v˜(t, ·)‖L∞eτ supt∈[0,τ] ‖v(t,·)‖C1 .
Proof of Theorem 2.4. We prove this theorem by showing that the contraction mapping theorem
applies for T as soon as τ > 0 is small enough. This will ensure the existence and uniqueness of the local
solution. To do so, we fix τ > 0 that will be chosen later and we consider the Banach space Z defined
by Z := X × Y where
X := C
(
[0, τ ] , L∞per
(
RN
))2
, Y := C([0, τ ], C1per(RN )N )
endowed with the norm: ∥∥∥∥(wv
)∥∥∥∥
Z
= ‖w‖X + ‖v‖Y .
We also introduce the closed subset X+ ⊂ X defined by:
X+ = C
(
[0, τ ] , L∞per,+
(
RN
))2
.
and define Z+ = X+ × Y . Note that due to (2.10) one has
T (Z+) ⊂ Z+. (2.14)
For each given
(
w
v
)
∈ X and κ > 0 we denote by BZ
((
w
v
)
, κ
)
the closed ball in Z of center
(
w
v
)
and radius κ. Now for any given initial distribution
u0 = (u1(0, ·), u2(0, ·)) ∈ X+ and v0 = −
∑
i=1,2
∇K ◦ (ui(0, ·)),
and κ > 0 any given constant. We claim that there exists τ̂ > 0 such that for each τ ∈ (0, τ̂):
T
(
Z+ ∩BZ
((
u0
v0
)
, κ
))
⊂ Z+ ∩BZ
((
u0
v0
)
, κ
)
. (2.15)
To prove this claim, for any given
(
w
v
)
∈ Z+∩BZ
((
u0
v0
)
, κ
)
, we estimate each component separately.
Recalling the definition of T in (2.10) one obtains
sup
t∈[0,τ ]
‖w1(t, ·)− u0(·)‖L∞ ≤ ‖u0‖L∞θeθ, (2.16)
where θ is defined as
θ =
2∑
i=1
∫ τ
0
‖hi
(
w(l, x)
)− divv(l,Πv(l, 0;x))‖L∞ dl ≤ τ (hκ + ‖v‖Y ) ≤ τ(hκ + κ+ ‖v0‖Y ),
and we have set
hκ := sup
0≤u1,u2≤κ+‖u0‖L∞
∑
i=1,2
|hi(u1, u2)|. (2.17)
On the other hand,
sup
t∈[0,τ ]
‖v1(t, ·)− v0(·)‖C1
≤‖u0‖L∞ 1|TN | supt∈[0,τ ]
‖
∫
TN
∇K(x−Πv(t, 0; z))
∑
i=1,2
e
∫ t
0
hi(w(l,z)) dl −∇K(x− z)dz‖C1
≤‖u0‖L∞
{
(‖K‖C2 + ‖K‖C3) sup
t∈[0,τ ]
‖Πv(t, 0; z)− z‖L∞ + (‖K‖C1 + ‖K‖C2) |eτhκ − 1|
}
≤2‖u0‖L∞‖K‖C3
{
sup
t∈[0,τ ]
‖Πv(t, 0; z)−Πv0(t, 0; z)‖L∞ + sup
t∈[0,τ ]
‖Πv0(t, 0; z)− z‖L∞ + |eτhκ − 1|
}
.
(2.18)
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Recalling Lemma 2.5, we have
sup
t∈[0,τ ]
‖Πv(t, 0; z)−Πv0(t, 0; z)‖L∞ ≤ τ sup
t∈[0,τ ]
‖v(t, ·)− v0(t, ·)‖L∞eτ supt∈[0,τ] ‖v(t,·)‖C1 ≤ τκeτ(κ+‖v0‖Y ).
Therefore, equation (2.18) becomes
sup
t∈[0,τ ]
‖v1(t, ·)− v0(·)‖C1
≤2‖u0‖L∞‖K‖C3
{
τκeτ(κ+‖v0‖Y ) + sup
t∈[0,τ ]
‖Πv0(t, 0; z)− z‖L∞ + |eτhκ − 1|
}
.
Since supt∈[0,τ ] ‖Πv0(t, 0; z)−z‖L∞ → 0 as τ → 0, incorporating (2.16), (2.18) and (2.14), then the above
estimations complete the proof of (2.15) by choosing a τˆ small enough.
We now claim that for any (
w
v
)
,
(
w˜
v˜
)
∈ Z+ ∩BZ
((
u0
v0
)
, κ
)
,
where
w(t, x) = u(t,Πv(t, 0;x)), w˜(t, x) = u˜(t,Πv˜(t, 0;x)),
there exists τ∗ ∈ (0, τ̂) such that for each τ ∈ (0, τ∗) we can find a L(τ) ∈ (0, 1) such that∥∥∥∥T (wv
)
− T
(
w˜
v˜
)∥∥∥∥
Z
≤ L(τ)
∥∥∥∥(wv
)
−
(
w˜
v˜
)∥∥∥∥
Z
. (2.19)
To prove this claim, as before we estimate each component separately. For any given τ ∈ (0, τ∗)
sup
t∈[0,τ ]
∥∥w1(t, x)− w˜1(t, x)∥∥
L∞
=
2∑
i=1
‖u0‖L∞ sup
t∈[0,τ ]
‖e
∫ t
0
hi(w(l,x))−div v(l,Πv(l,0;x)) dl − e
∫ t
0
hi(w˜(l,x))−div v˜(l,Πv˜(l,0;x)) dl‖L∞
≤‖u0‖L∞
(
eτ(κ+‖v0‖Y )
2∑
i=1
sup
t∈[0,τ ]
‖e
∫ t
0
hi(w(l,x)) dl − e
∫ t
0
hi(w˜(l,x)) dl‖L∞︸ ︷︷ ︸
I
+ eτhκ sup
t∈[0,τ ]
‖e−
∫ t
0
div v(l,Πv(l,0;x)) dl − e−
∫ t
0
div v˜(l,Πv˜(l,0;x)) dl‖L∞︸ ︷︷ ︸
II
)
.
Estimation for I: We estimate the first term. Since for any x, y ∈ R, we have |ex−ey| ≤ emax{|x|,|y|}|x−y|.
Thus
2∑
i=1
sup
t∈[0,τ ]
‖e
∫ t
0
hi(w(l,x)) dl − e
∫ t
0
hi(w˜(l,x)) dl‖L∞ ≤ eτhκ
2∑
i=1
‖
∫ t
0
hi
(
w(l, x)
)− hi(w˜(l, x)) dl‖L∞
≤τeτhκ |∇hκ|‖w− w˜‖X ,
(2.20)
where |∇hκ| =
∑2
i=1 supu1,u2∈[0,‖u0‖L∞+κ) |∇hi(u1, u2)| and hκ is defined in (2.17).
Estimation for II: For the second term, we obtain
sup
t∈[0,τ ]
‖e−
∫ t
0
div v(l,Πv(l,0;x)) dl − e−
∫ t
0
div v˜(l,Πv˜(l,0;x)) dl‖L∞
≤τeτ(κ+‖v0‖Y ) sup
t∈[0,τ ]
‖divv(t,Πv(t, 0;x))− div v˜(t,Πv˜(t, 0;x))‖L∞ ,
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while due to (2.8) the last term has the following estimation
sup
t∈[0,τ ]
‖divv(t,Πv(t, 0;x))− div v˜(t,Πv˜(t, 0;x))‖L∞
≤ 1|TN |
2∑
i=1
sup
t∈[0,τ ]
∥∥∥∥∫
TN
∆K(Πv(t, 0;x)−Πv(t, 0; z))e
∫ t
0
hi(w(l,z)) dl
−∆K(Πv˜(t, 0;x)−Πv˜(t, 0; z))e
∫ t
0
hi(w˜(l,z)) dldz
∥∥∥∥
L∞
‖u0‖L∞
≤‖u0‖L∞
{
‖K‖C2
2∑
i=1
sup
t∈[0,τ ]
∥∥∥e∫ t0 hi(w(l,x)) dl − e∫ t0 hi(w˜(l,x)) dl∥∥∥
L∞
+2eτhκ‖K‖C3 sup
t∈[0,τ ]
‖Πv(t, 0;x)−Πv˜(t, 0;x)‖L∞
}
.
where the first part can be estimated by (2.20). Recalling Lemma 2.5 and since v, v˜ ∈ BY (v0, κ) we
have
sup
t∈[0,τ ]
‖Πv(t, 0;x)−Πv˜(t, 0;x)‖L∞ ≤ τ sup
t∈[0,τ ]
‖v(t, ·)− v˜(t, ·)‖L∞eτ(κ+‖v0‖Y ). (2.21)
Incorporating the estimation in (2.20), we are led to the following estimation∥∥w1 − w˜1∥∥
X
≤ L1(τ)
(‖w− w˜‖X + ‖v − v˜‖Y )
with L1(τ)→ 0 as τ → 0.
To complete the proof of (2.19), let us notice∥∥v1 − v˜1∥∥
Y
= sup
t∈[0,τ ]
∥∥v1(t, x)− v˜1(t, x)∥∥
C1
=
1
|TN | supt∈[0,τ ]
‖
∫
TN
∇K(x−Πv(t, 0; z))
∑
i=1,2
e
∫ t
0
hi(w(l,z)) dlui(0, z) dz
−
∫
TN
∇K(x−Πv˜(t, 0; z))
∑
i=1,2
e
∫ t
0
hi(w˜(l,z)) dlui(0, z)dz‖C1
≤‖u0‖L∞
{
2eτhκ (‖K‖C2 + ‖K‖C3) sup
t∈[0,τ ]
‖Πv(t, 0;x)−Πv˜(t, 0;x)‖L∞
+ (‖K‖C1 + ‖K‖C2)
2∑
i=1
sup
t∈[0,τ ]
‖e
∫ t
0
hi(w(l,x)) dl − e
∫ t
0
hi(w˜(l,x)) dl‖L∞
}
≤L2(τ)
(‖w− w˜‖X + ‖v − v˜‖Y ),
and by using (2.20) and (2.21) we deduce that
lim
τ→0
L2(τ) = 0.
Let L(τ) := L1(τ) + L2(τ) we complete the proof of (2.19).
Finally one concludes from (2.15) and (2.19) that for τ small enough, the contraction mapping theorem
applies to operator T . Hence the operator T has a unique fixed point in Z+∩BZ
((
u0
v0
)
, κ
)
. Recalling
(2.5), this ensures the existence and uniqueness of the local solution integrated along the characteristic
of (1.1). The positivity property (2.11) follows from the same arguments. The semiflow property in
Theorem 2.4-(i) follows by a standard uniqueness argument.
Next we show that the semiflow is globally defined and the properties (ii) and (iii) of the semiflow.
In fact, since
ui(t, x) = exp
(∫ t
0
hi
(
u(l,Πv(l, t;x)))− div v(l,Πv(l, t;x)) dl
)
ui (0,Πv(0, t;x)) , i = 1, 2. (2.22)
Thus recall the definition h¯ in (2.13) we have
sup
t∈[0,τ ]
‖u(t, ·)‖L∞ ≤ eτ
(
h¯+‖∆K‖L∞eτh¯‖u0‖L∞
)
‖u0‖∞, ∀τ ≥ 0. (2.23)
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The result (ii) follows.
Moreover, one deduces from (2.22) that
ui(t, x) ≤ exp
(
th¯
)
exp
(∫ t
0
−div v(l,Πv(l, t;x)) dl
)
ui (0,Πv(0, t;x)) , i = 1, 2,
then we integrate over TN , using the change of variable x = Πv(t, 0, z) to right hand side, which completes
the proof (2.12), i.e.,
‖ui(t, ·)‖L1 ≤ eth¯‖ui(0, ·)‖L1 , i = 1, 2,∀t ≥ 0. (2.24)
In the last part of the proof we study the L1 continuity of the semiflow. For any 0 ≤ s ≤ t,
‖U(t)u0 − U(s)u0‖L1 ≤ esh¯‖U(t− s)u0 − u0‖L1
=esh¯
2∑
i=1
‖e
∫ t−s
0
hi(u(l,Πv(l,t−s;·)))−div v(l,Πv(l,t−s;·)) dlui(0,Πv(0, t− s; ·))− ui(0, ·)‖L1 ,
(2.25)
since
2∑
i=1
‖
∫ t−s
0
hi(u(l,Πv(l, t− s; ·)))− div v(l,Πv(l, t− s; ·)) dl‖L∞ ≤ J(t− s),
where
J(τ) := τ
(
h¯+ ‖∆K‖C0eτh¯‖u0‖L∞
)
.
Then from (2.25) we have
‖U(t)u0 − U(s)u0‖L1
≤esh¯‖u0(Πv(0, t− s; ·))− u0‖L1eJ(t−s) + esh¯‖u0‖L1‖eJ(t−s) − 1‖L∞ → 0, t→ s.
(2.26)
If {un0}n∈N is bounded sequence in L∞per,+
(
RN
)
such that ‖un0 − u0‖1 → 0 as n→ +∞, then by (2.24),
we have
‖U(t)un0 − U(t)u0‖L1 → 0, n→ +∞,
together with (2.26), we have proved the continuity of the semiflow in (iii).
Theorem 2.6 Let Assumption 1.1 and Assumption 1.2 be satisfied. In addition, u0 ∈W 1per
(
RN
)2, then
U(·)u0 ∈ C1
(
[0,+∞) , L1per
(
RN
))2. Moreover, if u0 ∈ C1per (RN)2 then u(t, x) = U(t)u0(x) belongs to
C1
(
[0,+∞)× RN)2 and u(t, x) is a classical solution of system (1.1)-(1.3).
Sketch of the proof. If u0 ∈ W 1per(RN )2, we claim U(·)u0 ∈ C1([0,∞), L1per(RN ))2. In fact, we define
for i = 1, 2,
wi(t, x) = e
∫ t
0
hi(w(l,x))−div v(l,Πv(l,0;x)) dlui(0, x) =: e
∫ t
0
hi(w(l,x)) dlBi(t, x), (2.27)
where Bi(t, x) := e
∫ t
0
−div v(l,Πv(l,0;x)) dlui(0, x) is C([0, τ ],W 1per(RN )) by our assumption. Define the
formal derivative w˜i(t, .) = ∇xwi(t, .), solving the following fixed point problem
F
w˜1(t, x)w˜2(t, x)
v
 =

(∫ t
0
∑2
j=1 ∂ujh1(w(l, x))w˜j(l, x) dl B1(t, x) +∇xB1(t, x)
)
e
∫ t
0
h1(w(l,x)) dl(∫ t
0
∑2
j=1 ∂ujh2(w(l, x))w˜j(l, x) dl B2(t, x) +∇xB2(t, x)
)
e
∫ t
0
h2(w(l,x)) dl
− 1|TN |
∫
TN ∇K(x−Πv(t, 0; z))
∑
i=1,2 e
∫ t
0
hi
(
w(l,z))
)
dlui (0, z) dz
 ,
on space C([0, τ ], L∞per(RN )N )2×C([0, τ ], C1per(RN )N ) where ∂ujhi(u1, u2) is the partial derivative of hi.
Similarly, one can show the mapping F is from C([0, τ ], L∞per(RN )N )2 × C([0, τ ], C1per(RN )N ) to itself
and is a contraction if τ is small. Therefore,
w˜i(t, x) =
∫ t
0
2∑
j=1
∂ujhi(w(l, x))w˜j(l, x) dl Bi(t, x) +∇xBi(t, x)
 e∫ t0 hi(w(l,x)) dl, i = 1, 2,
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on [0, τ ], since by our assumption
sup
u1,u2≥0
∂ujhi(u1, u2) <∞, i = 1, 2, j = 1, 2,
applying Gronwall inequality we have w˜ ∈ C([0,∞), L1per(RN )N )2 for any positive time.
Since we have for i = 1, 2, wi(t,Πv(0, t;x)) = ui(t, x), and
∂tui(t, x) = ∂twi(t,Πv(0, t;x)) + w˜i(t, x) · ∂tΠv(0, t;x) ∈ C([0,∞);L1per(RN )).
If u0 ∈ C1(RN )2, then Bi(t, x) ∈ C1
(
[0,+∞)× RN) and by (2.27) we have w ∈ C1([0,∞) × RN )2
therefore u is a classical solution.
Remark 2.7 (Conservation law) The above computations lead us to the following conservation law:
for each Borel set A ⊂ TN and each 0 ≤ s ≤ t:∫
Πv(t,s;A)
ui(t, x) dx =
∫
A
exp
[∫ t
s
hi (u (l,Πv(l, s; z))) dl
]
ui(s, z) dz, i = 1, 2.
3 Segregation Property
From the mono-layer cell populations co-culture experiments, we see the spreading speed of cell
propagation is finite. Moreover, once the two cell populations confront each other, they will stop growing.
Our next theorem will show that the solution along the characteristics can easily explain the preservation
of the segregation.
Theorem 3.1 Suppose u = u(t, x) is the solution of (1.1)-(1.3) provided by Theorem 2.4. For any
initial distribution with u1(0, x)u2(0, x) = 0 for all x ∈ TN . Then u1(t, x)u2(t, x) = 0 for any t > 0 and
x ∈ TN .
Proof. We argue by contradiction, assume there exist t1 > 0, x1 ∈ TN such that
u1(t1, x1)u2(t1, x1) > 0.
Since z → Πv(t, s; z) is invertible from RN → RN , then there exists some x0 ∈ RN such that Πv(t1, 0;x0) =
x1. Denote x0 = x˜0 + 2pik0 for some x˜0 ∈ TN and k0 ∈ ZN , thus by Lemma 2.2 we have
0 < ui(t1,Πv(t1, 0;x0)) = ui(t1,Πv(t1, 0; x˜0) + 2pik0) = ui(t1,Πv(t1, 0; x˜0)).
Thus, for any i = 1, 2,
ui(t1,Πv(t1, 0; x˜0)) = exp
(∫ t1
0
hi
(
u(l,Πv(l, 0; x˜0))− div v(l,Πv(l, 0; x˜0)) dl
)
ui (0, x˜0) > 0,
which implies
ui (0, x˜0) > 0, ∀i = 1, 2.
This is a contradiction.
Remark 3.2 Suppose the dimension N = 1 and u1, u2 are classical solutions, we give an illustration
(see Figure 1) of the segregation for the solutions integrated along the characteristics ui(t,Πv(t, 0;x)) for
i = 1, 2. In fact, if there exists for some x0 such that ui(0, x0) = 0 for i = 1, 2. Then from equation (2.2)
we obtain
u1(t,Πv(t, 0;x0)) = 0 = u2(t,Πv(t, 0;x0)), ∀t > 0.
Therefore, the characteristics t 7→ Πv(t, 0;x0) forms a segregation barrier for the two cell populations.
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Figure 1: The shaded areas represent the supports of two populations (red and green) evolving along the
time. Notice that if one starts with two separated supports and choose x0 where ui(0, x0) = 0 for i = 1, 2,
then the characteristics t 7→ Πv(t, 0;x0) forms a segregation “wall” between the two cell populations, which
indicates no matter how close they are, they will keep separated.
4 Asymptotic Behavior
In the rest of the paper, we always assume the initial distributions for the two populations are
separated.
Assumption 4.1 For initial value u0 ∈ L∞per,+
(
RN
)2, we assume
u1(0, x)u2(0, x) = 0,∀x ∈ TN .
Furthermore, we suppose hi in equation (1.1) has the following form
hi(u1, u2) = hi(u1 + u2), i = 1, 2,
with hi(ri) = 0 for some ri > 0, i = 1, 2, and
hi(u) > 0, ∀u ∈ [0, ri), hi(u) < 0, ∀u > ri, lim sup
u→∞
hi(u) < 0, i = 1, 2.
Moreover, u 7−→ uhi(u) is a concave function for i = 1, 2.
Remark 4.2 Notice that segregation property in Theorem 3.1 implies the following equality:
ui(t, x)hi(u1(t, x) + u2(t, x)) = ui(t, x)hi(ui(t, x)), i = 1, 2, ∀(t, x) ∈ [0,∞)× TN . (4.1)
Lemma 4.3 Let Assumptions 1.1, 1.2 and 4.1 be satisfied. Suppose u = u(t, x) is the solution of
(1.1)-(1.3). Then we have
(i) supt≥0 ‖ui(t, ·)‖L1 ≤ max{‖ui(0, ·)‖L1 , |TN |}, i = 1, 2.
(ii) v(t, x) := (∇K ◦ (u1 + u2)(t, ·))(x) satisfies v ∈ L∞((0,∞),W 1,∞per (RN ))N and
‖v(t, ·)‖C1 ≤ 2‖K‖C2 max{‖u1(0, ·)‖L1 , ‖u2(0, ·)‖L1 , |TN |}.
Proof. By the equation (4.1) due to segregation, the equation (1.1) can be rewritten as
∂tui + div
(
uiv
)
= uihi(ui), i = 1, 2. (4.2)
By Assumption 4.1 the function fi(u) = uhi(u) is concave for each i, integrating (4.2) over TN and using
Jensen’s inequality, we have for classical solution
d
dt
‖ui(t, ·)‖1 = ‖f(ui(t, ·))‖1 ≤ f (‖ui(t, ·)‖L1) .
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Then the results follows using the usual ordinary differential arguments with Assumption 4.1, where we
can prove
sup
t≥0
‖ui(t, ·)‖L1 ≤ max{‖ui(0, ·)‖L1 , |TN |}, i = 1, 2.
Let u0 ∈ L∞per,+
(
RN
)2 be given and u be the corresponding solution integrated along the character-
istics. Consider a sequence {un0}n≥0 in C1per,+(RN )2 such that ‖un0 − u0‖L1 → 0 as n → +∞. Then
denote un the solutions corresponding to un0 , from Theorem 2.4 we have ‖un(t, ·) − u(t, ·)‖L1 → 0 and
u(t, ·) ∈ L∞per,+
(
RN
)2. Therefore, by using the Lebesgue convergence theorem, the result (i) follows.
Then result (ii) is a direct consequence of (i).
4.1 Energy Functional
In order to prove that our energy functional is decreasing we will make the following assumption.
Assumption 4.4 The Fourier’s coefficients of function K on TN denoted by {cn[K]}n∈ZN satisfy cn[K] >
0, ∀n ∈ ZN \ {0}. Here the Fourier coefficients are defined by
cn[K] = |TN |−1
∫
TN
e−in·xK(x) dx, ∀n ∈ ZN .
Remark 4.5 If ρ in system (1.1) satisfies that the Fourier transformation ρ̂(ξ) > 0 for all ξ ∈ RN , then
for the kernel K, we have cn[K] > 0 for all n ∈ ZN . This implies that Assumption 4.4 is satisfied.
We construct the functional for ui, i = 1, 2, as
Ei[ui(t, ·)] = 1|TN |
∫
TN
Gi(ui(t, x)) dx,
where Gi : [0,∞)→ [0,∞) is defined by
Gi(u) := u ln
(
u
ri
)
− u+ ri. (4.3)
Notice that G′i(u) = ln(u/ri) for u > 0 and we define the energy functional as
E[(u1, u2)(t, ·)] :=
∑
i=1,2
Ei[ui(t, ·)]. (4.4)
Theorem 4.6 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Suppose u = u(t, x) is the solution of
(1.1)-(1.3). Then for any t, τ > 0 set u := u1 + u2 we have
E[(u1, u2)(t+ τ, ·)]− E[(u1, u2)(t, ·)]
= −
∫ t+τ
t
∑
k∈ZN
|k|2ck[K] |ck[u(s, ·)]|2 ds− 1|TN |
∫ t+τ
t
∫
TN
∑
i=1,2
ui
∣∣∣∣hi(ui) ln(uiri
)∣∣∣∣ dx ds. (4.5)
Proof. For any δ > 0, as before we first suppose u = (u1, u2) to be the classical solution. Setting
u = u1 + u2 ≥ 0, recall the property in (4.1) we have
d
dt
Ei[(ui + δ)(t, ·)] = 1|TN |
∫
TN
ln
(
ui + δ
ri
)
∂tui dx
=
1
|TN |
∫
TN
ln
(
ui + δ
ri
)[
div [ui∇(K ◦ u)] + uihi(ui)
]
dx
=
1
|TN |
∫
TN
u2i
ui + δ
∆(K ◦ u) + ui∇K ◦ u · ∇
(
ui
ui + δ
)
dx+
1
|TN |
∫
TN
uihi(ui) ln
(
ui + δ
ri
)
dx.
Therefore, for any t, τ > 0 we obtain
Ei[(ui + δ)(t+ τ, ·)]− Ei[(ui + δ)(t, ·)]
=
1
|TN |
∫ t+τ
t
∫
TN
u2i
ui + δ
∆(K ◦ u) + ui∇K ◦ u · ∇
(
ui
ui + δ
)
dxds+
1
|TN |
∫ t+τ
t
∫
TN
uihi(ui) ln
(
ui + δ
ri
)
dxds.
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Now by letting δ → 0 we see that
Ei[ui(t+ τ, ·)]− Ei[ui(t, ·)]
=
1
|TN |
∫ t+τ
t
∫
TN
ui∆(K ◦ u) dx ds+ 1|TN |
∫ t+τ
t
∫
TN
uihi(ui) ln
(
ui
ri
)
dxds.
By summing the two functional Ei, i = 1, 2, we obtain
E[(u1, u2)(t+ τ, ·)]− E[(u1, u2)(t, ·)]
=
1
|TN |
∫ t+τ
t
∫
TN
u∆(K ◦ u) dxds+ 1|TN |
∫ t+τ
t
∫
TN
∑
i=1,2
uihi(ui) ln
(
ui
ri
)
dxds.
On the other hand, for each φ ∈ L2per(RN ) one has φ(x) =
∑
k∈ZN ck[φ]e
in·x almost everywhere, thus
1
|TN |
∫
TN
φ∆(K◦ φ) dx =
∑
k∈ZN
1
|TN |
∫
TN
ck[φ]e
in·x∆(K◦ φ) dx =
∑
k∈ZN
ck[φ]ck[∆K◦ φ] = −
∑
k∈ZN
|k|2ck[K]ck[φ]2.
Therefore, by the above calculation and by the fact that hi(u) ln(u/ri) < 0, i = 1, 2, we have
E[u(t+ τ, ·)]− E[u(t, ·)]
= −
∫ t+τ
t
∑
k∈ZN
|k|2ck[K] |ck[u(s, ·)]|2 ds− 1|TN |
∫ t+τ
t
∫
TN
∑
i=1,2
ui
∣∣∣∣hi(ui) ln(uiri
)∣∣∣∣ dx ds.
The usual limiting procedure as in Lemma 4.3 allows us to extend the estimation to solutions integrated
along the characteristics.
Remark 4.7 By the above theorem, we can see the energy functional E is non-negative and is decreasing
along the trajectories of (1.1), by letting t→ +∞ we deduce from (4.5) that
lim
t→+∞
∫ t+τ
t
∑
k∈ZN
|k|2ck[K] |ck[u(s, ·)]|2 ds = 0, (4.6)
and
lim
t→+∞
∫ t+τ
t
∫
TN
ui
∣∣∣∣hi(ui) ln(uiri
)∣∣∣∣ dxds = 0, i = 1, 2. (4.7)
Before we prove the L∞ boundedness of the solution for all t ≥ 0, i.e., supt≥0 ‖ui(t, ·)‖L∞ < ∞, for
i = 1, 2, we need following lemmas.
Lemma 4.8 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Suppose u = u(t, x) is the solution of
(1.1)-(1.3). Then for any k ∈ ZN and for each i = 1, 2, the mapping
t 7−→ ck[ui(t, ·)]
is a C1 function. Here ck[ui(t, ·)], k ∈ ZN are the Fourier coefficients. Moreover,
sup
t≥0
∣∣∣∣ ddt ck[ui(t, ·)]
∣∣∣∣ <∞.
Proof. For any k ∈ ZN , suppose u = (u1, u2) is the classical solution then we have
d
dt
ck[ui(t, ·)] = 1|TN |
∫
TN
e−ik·x [−div (uiv) + uihi(ui)] dx
=
1
|TN |
∫
TN
ui∇
(
e−ik·x
) · v + e−ik·xuihi(ui) dx.
Therefore, by using the Jensen’s inequality for fi(u) = uhi(u) again, we derive∣∣∣∣ ddt ck[ui(t, ·)]
∣∣∣∣ ≤ |k|‖ui(t, ·)‖1‖v(t, ·)‖C0 + f(‖ui(t, ·)‖L1),
the result follows by Lemma 4.3. The case of the solution integrated along the characteristics can be
proved by applying a classical regularization procedure.
The regularity condition for kernel K defined in Assumption 1.2 serves mainly for the following result.
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Lemma 4.9 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Suppose u = u(t, x) is the solution of
(1.1)-(1.3) and define u := u1 + u2. Then for v(t, x) = (∇K ◦ u(t, ·)) (x) we have
lim
t→+∞ ‖divv(t, ·)‖C0 = 0.
Proof. By Assumption 1.2 K ∈ Cmper(RN ) with m ≥ N+52 , therefore by Temam [32, page. 50]∑
k∈ZN
(1 + |k|2)sck[K]2 <∞. (4.8)
Moreover, we can deduce from (4.6) that for each k ∈ ZN\{0}
lim
t→+∞
∫ t+τ
t
|ck[u(s, ·)]|2 ds = lim
t→+∞
∫ τ
0
|ck[u(s+ t, ·)]|2 ds = 0.
The last equality together with the results in Lemma 4.8, we can deduce
lim
t→+∞ ck[u(t, ·)] = 0, k ∈ Z
N\{0}. (4.9)
Since for any finite t, u(t, ·) is L∞per bounded by (2.23), thus L2per bounded, we deduce
divv(t, x) =− 1|TN |
∫
TN
∆K(x− y)u(t, y) dy
=− 1|TN |
∫
TN
∆K(x− y)
∑
k∈ZN
e−ik·yck[u(t, ·)] dy
=− 1|TN |
∫
TN
∑
k∈ZN
∆K(z)eik·(z−x)ck[u(t, ·)] dz
=
∑
k∈ZN
|k|2ck[K]ck[u(t, ·)]e−ik·x,
where the last series converges due to (4.8). In fact, by Lemma 4.3, we can find a constant M > 0 such
that for each k ∈ ZN we have
|ck[u(t, ·)]| < ‖u(t, ·)‖L1 ≤M, ∀t ≥ 0.
Therefore,
‖divv(t, x)‖C0 =
∥∥∥∥∥ ∑
k∈ZN
|k|2ck[K]ck[u(t, ·)]e−ik·x
∥∥∥∥∥
C0
≤M
∑
k∈ZN
|k|2ck[K] = M
∑
k∈ZN\{0}
|k|−N+12 |k|2+N+12 ck[K]
≤M
 ∑
k∈ZN\{0}
1
|k|N+1
 12  ∑
k∈ZN\{0}
|k|N+5ck[K]2
 12 ,
and due to (4.8), this last series converges. Therefore, by Lebesgue dominated convergence theorem we
have
lim sup
t→+∞
‖divv(t, x)‖C0 ≤ lim sup
t→+∞
∑
k∈ZN
|k|2ck[K]|ck[u(t, ·)]| = 0.
As a consequence of Lemma 4.9, we obtain Theorem 4.10 and Corollary 4.12 which are the main
results of this section.
Theorem 4.10 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Suppose u = u(t, x) is the solution
of (1.1)-(1.3). Then we have for each i = 1, 2,
sup
t≥0
‖ui(t, ·)‖L∞ < +∞,
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and more precisely we have
lim sup
t→+∞
‖ui(t, ·)‖L∞ ≤ ri.
Moreover, for any x ∈ RN such that ui(0, x) > 0. Then the solution evolving along the characteristics
converges point-wisely to the positive equilibrium ri for i = 1, 2. That is, for any x ∈ Ui where Ui = {x ∈
RN : ui(0, x) > 0}
lim
t→∞ui(t,Πv(t, 0;x)) = ri.
Or equivalently, for any x ∈ RN we have
ui(t,Πv(t, 0;x))
p.w.−−−→ ri1Ui(x), as t→∞.
Remark 4.11 Notice from the above theorem, we obtain the following L2 uniform boundedness of the
solution u = u1 + u2, that is
sup
t≥0
‖u(t, ·)‖L2 <∞.
Moreover for any sequence {tn}n≥0 which tends to infinity, since for Fourier coefficients, one has
lim
n→∞ ck[u(tn, ·)] = 0, ∀k ∈ Z
N\{0},
therefore Banach-Alaoglu-Bourbaki theorem together with the fact that L2 is an Hilbert space we deduce
that there exists a subsequence {tnl}l≥0 such that
u(tnl , ·) ⇀ c in L2
where c stands for a constant distribution which depends on the subsequence and the convergence is the
weak convergence in L2. With the above argument we can deduce
lim
t→∞ ‖v(t, .)‖C0 = 0. (4.10)
In fact, for any sequence {tn}n≥0 with tn →∞ as n→∞, we can find a subsequence such that
v(tnl , x) =
∫
TN
∇K(x− y)u(tnl , y)dy → c
∫
TN
∇K(x− y)dy = 0
where the last equation is by the periodic boundary condition. Thus, equation (4.10) follows.
Proof. Suppose u = (u1, u2) the classical solution. The usual limiting procedure allows us to extend
the estimation to solutions integrated along the characteristics. We recall the notation in (2.5) where
wi(t, x) := ui(t,Πv(t, 0;x)), i = 1, 2, and for any x ∈ RN we have
dwi(t, x)
dt
=wi(t, x) [−div v(t,Πv(t, 0;x)) + hi((w1 + w2)(t, x))]
=wi(t, x) [−div v(t,Πv(t, 0;x)) + hi(wi(t, x))] ,
where the second equation is due to segregation. Now we apply the comparison principle to the solution
along the characteristics with the solution of the following ordinary differential equation. For any τ > 0,
let wi(t) to be the solution of the following Cauchy problem
dwi(t)
dt
= wi(t)
[
sup
t≥τ
‖div v(t, ·)‖C0 + hi(wi(t))
]
, t > τ
wi(τ) = ‖wi(τ, ·)‖L∞ .
Then we see that for any τ > 0,
lim sup
t→+∞
wi(t) ≤ Φi(τ) := inf{z > ri : sup
t≥τ
‖div v(t, ·)‖C0 + hi(y) ≤ 0, ∀y ≥ z}.
If the set is empty, then Φi(τ) = +∞. By comparison principle, for any τ > 0 we have
lim sup
t→+∞
‖wi(t, ·)‖L∞ ≤ lim sup
t→+∞
wi(t) ≤ Φi(τ),
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while due to Assumption 4.1 where hi(u) < 0 for any u > ri and lim supu→∞ hi(u) < 0 and Lemma 4.9,
we have limτ→+∞ Φi(τ) = ri thus we have
lim sup
t→+∞
‖ui(t,Πv(t, 0; ·))‖L∞ ≤ ri. (4.11)
Since x 7→ Πv(t, 0;x) is invertible on RN , we have
lim sup
t→+∞
‖ui(t, ·)‖L∞ ≤ ri.
Together with the L∞ estimation of u in finite time in (2.23) , we see that
sup
t≥0
‖ui(t, ·)‖L∞ <∞.
Now we prove the second part of the theorem. For any fixed x ∈ RN with ui(0, x) > 0, we can see from
the definition of the solution integrated along the characteristics (2.9) that
wi(t, x) = ui(t,Πv(t, 0;x)) > 0, ∀t > 0.
For any τ > 0, define the solution wi(t) to be the solution of the following Cauchy problem
dwi(t)
dt
= wi(t)
[
− sup
t≥τ
‖div v(t, ·)‖C0 + hi(wi(t))
]
wi(τ) = wi(τ, x) > 0.
Then we see that for any τ > 0,
lim inf
t→+∞ wi(t) ≥ Φi(τ) := sup{z > 0 : − supt≥τ ‖div v(t, ·)‖C0 + hi(y) ≥ 0,∀y ≤ z}.
If the set is empty, then Φi(τ) = −∞. As before we use the comparison principle, for any τ > 0 and any
x ∈ {x ∈ RN : ui(0, x) > 0} we have
lim inf
t→+∞ wi(t, x) ≥ lim inft→+∞ wi(t) ≥ Φi(τ).
Due to Assumption 4.1 where hi(u) > 0 for any u ∈ [0, ri), we have limτ→+∞ Φi(τ) = ri thus we have
for any x ∈ {x ∈ RN : ui(0, x) > 0},
lim inf
t→+∞ ui(t,Πv(t, 0;x)) ≥ ri,
together with (4.11) the result follows.
Next corollary is a consequence of Theorem 4.10.
Corollary 4.12 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Suppose u = u(t, x) is the solution
of (1.1)-(1.3). If for some constant δ > 0, u(0, x) =
∑
i=1,2 ui(0, x) ≥ δ > 0 for a.e. x ∈ TN . Moreover,
we assume r1 = r2 =: r in Assumption 4.1. Then
lim
t→∞ ‖u(t, ·)− r‖L∞ = 0.
Proof. Here again we only prove the convergence when u = (u1, u2) is the classical solution. We use the
same notations as in Theorem 4.10 and define
w(t, x) := w1(t, x) + w2(t, x).
Due to estimation (4.11) in Theorem 4.10 and segregation property, we have
lim sup
t→+∞
sup
x∈RN
w(t, x) ≤ r. (4.12)
Moreover, we can obtain
dw(t, x)
dt
= −w(t, x)div v(t,Πv(t, 0;x)) +
2∑
i=1
wihi(wi).
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In order to use comparison principle, we set h(u) = minu≥0{h1(u), h2(u)} and by the separation property
in Theorem 3.1 we have
w1h1(w1) + w2h(w2) ≥ w1h(w1) + w2h(w2) = (w1 + w2)h(w1 + w2).
Hence,
dw(t, x)
dt
≥ w(t, x)
[
− sup
t≥τ
‖div v(t, ·)‖C0 + h(w(t, x))
]
, t ≥ τ.
For any τ > 0, we have infx∈RN w(τ, x) > 0. In fact, by our assumption, u(0, x) ≥ δ > 0 on TN ,
thus u(0, x) ≥ δ > 0 on RN and by equation (2.9) we have w(τ, x) > 0 for any x ∈ RN and since
w(t, x + 2pi) = w(t, x) for any x ∈ RN , we have infx∈RN w(τ, x) ≥ δ˜ > 0 for some positive δ˜. Thus, for
any τ > 0, we define w(t) to be the solution of the following ordinary differential equation
dw(t)
dt
= w(t)
[
− sup
t≥τ
‖div v(t, ·)‖C0 + h(w(t))
]
,
w(τ) = infx∈RN w(τ, x) > 0.
By the similar argument as in Theorem 4.10, we can see that
lim inf
t→+∞ infx∈RN
w(t, x) ≥ lim inf
t→+∞ w(t) ≥ r.
Together with (4.12), we have
lim
t→∞ ‖w(t, ·)− r‖L∞ = 0.
Since for any t > 0, the mapping t 7→ Πv(t, 0; ·) is a bijection, we have
‖w(t, ·)− r‖L∞ = ‖u(t,Πv(t, 0; ·))− r‖L∞ = ‖u(t, ·)− r‖L∞ .
Thus, we obtain
lim
t→∞ ‖u(t, ·)− r‖L∞ = 0.
Remark 4.13 Note that the result in the corollary, we only assume the roots of two different reaction
functions h1, h2 to be the same while we obtain convergence in L∞.
5 Young Measure
In order to introduce the notion of Young measures we introduce it informally first. The basic idea
of Young measure is to replace the map (t, x)→ u(t, x) = u1(t, x) + u2(t, x) by the map
(t, x)→ δu(t,x)
from [0,∞)× TN into a probability space. Namely, for fixed t and x, the Dirac mass δu(t,x) is regarded
as an element of the dual space the continuous functions C([0, γ],R) (where γ := ‖u‖L∞([0,∞)×TN )) by
using the following mapping
f 7−→
∫
[0,γ]
f(λ)δu(t,x)( dλ) = f(u(t, x)).
This means that the map (t, x) → δu(t,x) is identified to an element of L∞
(
[0,∞)× TN , C([0, γ],R)?).
The goal of this procedure is to use the weak star topology, by considering Young measure as an element
the dual space of
L1
(
[0,∞)× TN , C([0, γ],R)) .
The space of Young measures in our specific context is nothing but L∞
(
[0,∞)× TN ,P ([0, γ])) (where
P ([0, γ]) is the space of probabilities on [0, γ]) endowed with the weak star topology.
In Corollary 4.12, we have the L∞ convergence of the solution u(= u1 + u2) when the initial distri-
bution is strictly positive. Then one would like to know about the convergence of the solution when the
initial distribution admits zero values. To answer this question, we prove the following result.
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Theorem 5.1 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Suppose u = u(t, x) is the solution of
(1.1)-(1.3) provided by Theorem 2.4. Let us denote by γ as in (5.1). Furthermore, suppose we have
r1 = r2 = r,
in Assumption 4.1 and define
E∞ := lim
t→∞E[(u1, u2)(t, ·)],
where E[(u1, u2)(t, ·)] is the energy functional defined in (4.4).
Then for each i = 1, 2 and each t ≥ 0 the Dirac measure δ(u1+u2)(t,x) belongs to the space of Young
measures Y
(
TN ; [0, γ]
)
which means
(u1 + u2)(t, x) ∈ [0, γ], ∀t ≥ 0 and almost every x ∈ RN ,∫
A×[0,γ]
η(λ)δ(u1+u2)(t,x)( dλ) dx =
∫
A
η((u1 + u2)(t, x)) dx, ∀A ∈ B(TN ), ∀η ∈ C([0, γ],R).
Moreover, we obtain
r ≤ E∞ ≤ 2r
and
lim
t→∞ δ(u1+u2)(t,x) = (E∞/r − 1)δ0 + (2− E∞/r)δr,
in the sense of the narrow convergence topology of Y (TN ; [0, γ]). This means that for each continuous
function η : [0, γ]→ R (indeed bounded function) and for any A ∈ B(TN )
lim
t→∞
∫
A
η((u1 + u2)(t, x)) dx =
∫
A
(E∞/r − 1)η(0) + (2− E∞/r)η(r) dx.
Remark 5.2 Under the same assumptions as in Theorem 5.1, let {tn}n≥0 be any sequence tending to
∞ as n → ∞. Then the sequence {(u1 + u2)(tn, ·)}n≥0 ⊂ L∞per(RN ) is relative compact in L1per(RN ) if
and only if
E∞ = r or E∞ = 2r.
This is a direct consequence of Young measure properties (see [9, Corollary 3.1.5]), which says if the
sequence of Young measures {δ(u1+u2)(tn,x)}n≥0 converges in the narrow sense to a Young measure ν(x, ·)
and ν(x, ·) is a Dirac measure δφ(x)(·) for almost all x ∈ TN . Then given that (u1 +u2)(t, .) is uniformly
bounded, we deduce
(u1 + u2)(tn, x)
L1−−→ φ(x), n→∞.
In our case, when E∞ = r (resp. = 2r), then
(u1 + u2)(tn, x)
L1−−→ r (resp. 0), n→∞.
Remark 5.3 When E∞ lies strictly in the interval (r, 2r), then δ(u1+u2)(t,x) converges to two Dirac
measures as t → ∞. To illustrate the notion of narrow convergence to two Dirac measures, one may
consider the following example. For each n ∈ N,
un(x) =
{
1, x ∈ ∆x [j, j + p),
0, x ∈ ∆x [j + p, j + 1). , j = 0, 1, ..., n, p ∈ (0, 1), ∆x =
2pi
n+ 1
.
Then one can prove that
lim
n→∞ δun(x) = pδ1 + (1− p)δ0
in the sense of narrow convergence. Indeed, for any η ∈ Cb([0, 1]) one has∫
[0,2pi]
ϕ(x)
∫
[0,1]
η(λ)δun(x)(dλ)dx =
∫
[0,2pi]
ϕ(x)η(un(x))dx
=
n∑
j=0
∫
∆x[j,j+p)
ϕ(x)η(1)dx+
∫
∆x[j+p,j+1)
ϕ(x)η(0)dx.
and the result follows when n→∞.
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Since we will consider the convergence of t → δui(t,x) (with values in the probability space) as t goes
to infinity in the sense of the narrow convergence topology, we need to introduce the notion of Young
measure and the notion of narrow convergence topology in a general sense.
Definition 5.4 (Young measure) Let (S, d) be a separable metric space and let P(S) be the set of
probability measures on (S, d). Let (Ω,A, µ) be a finite measure space endowed with σ−algebra A (in
practice µ will be a Lebesgue measure in our case). A map ν : Ω→ P(S) (i.e. the map ν maps each x ∈ Ω
to a probability B → ν(x,B) on S) is said to be a Young measure if for each Borel set B ∈ B(S) the
function x 7→ ν(x,B) is measurable from (Ω,A) into [0, 1]. The set of all Young measures from (Ω,A)
into S is denoted by Y (Ω,A;S).
Definition 5.5 (Narrow convergence topology) The set Y (Ω,A;S) is endowed with narrow conver-
gence topology which is the weakest topology on Y (Ω,A;S) such that all the functionals from Y (Ω,A;S)
into R defined by
ν 7−→
∫
A
∫
S
η(λ)ν(x, dλ)µ( dx)
is continuous whenever A ∈ A and η ∈ Cb(S;R).
Remark 5.6 Note that a sequence {νn}n∈N ⊂ Y (Ω,A;S) narrowly converges to ν ∈ Y (Ω,A;S) if and
only if for any η ∈ Cb(S;R) and A ∈ A
lim
n→∞
∫
A
∫
S
η(λ)νn(x, dλ)µ( dx) =
∫
A
∫
S
η(λ)ν(x, dλ)µ( dx).
For the sake of simplicity, we use Y (Ω;S) to denote Y (Ω,A;S) if A = B(Ω).
In order to to incorporate the time t, we introduce the local narrow convergence topology.
Definition 5.7 (Local narrow convergence topology) Let (S, d) be a separable metric space and
let (Ω,A, µ) be a finite measure space (in practice µ will be a Lebesgue measure in our case). The set
Y (R× Ω,B(R)⊗A;S) is endowed with the local narrow convergence topology denoted by Tloc which is
defined as the weakest topology on Y (R× Ω,B(R)⊗A;S) such that all the functionals from Y (Ω,A;S)
into R defined by
ν 7−→
∫
I×A
(∫
S
η(λ)ν(t, x, dλ)
)
( dt⊗ µ( dx)) ,
is continuous for each bounded interval I ⊂ R, A ∈ A and η ∈ Cb(S;R).
For our case, we consider Ω = TN , A = B (TN) is the Borel σ– algebra and µ is the Lebegues measure.
By setting
γ := sup
t≥0
∑
i=1,2
‖ui(t, ·)‖L∞ <∞, (5.1)
the set S = [0, γ] corresponds to the range of u1 + u2 which is of course an Euclidean metric space. To
simplify the notations, we set
Y (TN ; [0, γ]) := Y (TN ,B(TN ); [0, γ]).
We define Yloc
(
R× TN ; [0, γ]) to be the topological space Y (R× TN ; [0, γ]) endowed with the local
narrow convergence topology Tloc.
Furthermore, let us consider the probability space P
(
TN × [0, γ]) and let us recall that the usual
weak ∗−topology on P (TN × [0, γ]) is metrizable by using the so-called bounded dual Lipschitz metric
(Wasserstein metric Wp when p = 1) defined for each µ, ν ∈ P
(
TN × [0, γ]) by
Θ (µ, ν) = sup
{∣∣∣∣∣
∫
TN×[0,γ]
f(x, λ) (µ− ν)( dx, dλ)
∣∣∣∣∣ f ∈ Lip (TN × [0, γ]) , ‖f‖Lip ≤ 1
}
.
Recall that the Lipschitz norm for metric space (X, d) is defined as follows
‖f‖Lip = sup
x∈X
|f(x)|+ sup
(x,y)∈X2, x 6=y
|f(x)− f(y)|
d(x, y)
, ∀f ∈ Lip(X).
20
We refer to Dudley [12, Theorem 18] for the equivalence between the weak ∗−topology on P (TN × [0, γ])
and the topology induced by Θ (., .). In the sequel the probability space P
(
TN × [0, γ]) is always endowed
with the metric topology induced by Θ without further precision.
Let {tn}n≥0 be a given increasing sequence tending to ∞ as n→∞. Using the above definition, we can
prove the following lemma.
Lemma 5.8 Let Assumptions 1.1, 1.2, 4.1 and 4.4 be satisfied. Let T > 0 and i = 1, 2 be given. The
sequence of maps
{
t 7−→ µni,t
}
n∈N from [−T, T ] to P
(
TN × [0, γ]) (endowed with the above metric Θ) and
defined by∫
TN×[0,γ]
g(x, y)µni,t( dx, dy) = |TN |−1
∫
TN
g (x, ui(t+ tn, x)) dx, ∀g ∈ C
(
TN × [0, γ];R) ,
is relatively compact in C
(
[−T, T ];P (TN × [0, γ])).
Remark 5.9 In the following, we will use the notation
µni,t( dx, dy) = |TN |−1 dx⊗ δui(t+tn,x)( dy).
Proof. Let us first consider a classical solution. For each g ∈ C1(TN × R)∫
TN
g(x, ui(t, x)) dx−
∫
TN
g(x, ui(s, x)) dx =
∫ t
s
d
dl
∫
TN
g(x, ui(l, x)) dxdl.
Since ui is bounded, we have
d
dt
∫
TN
g(x, ui(t, x)) dx =
∫
TN
∂ug(x, ui(t, x))∂tui(t, x) dx
=
∫
TN
∂ug(x, ui(t, x)) (−div(uiv) + uihi(ui)) dx
=
∫
TN
ui∇x [∂ug(x, ui(t, x))] · v + ∂ug(x, ui(t, x))uihi(ui) dx,
(5.2)
where the last equality is obtained by applying the Green’s formula together with periodic boundary
condition. We can see that
ui(t, x)∇x [∂ug(x, ui(t, x))] = ∇x [ui(t, x)∂ug(x, ui(t, x))− g(x, ui(t, x))] + p(x, ui(t, x))
where p(x, u) = ∇xg(x, u).
By substituting the last formula into (5.2) and by using again the periodicity we derive that
d
dt
∫
TN
g(x, ui(t, x)) dx =−
∫
TN
[ui(t, x)∂ug(x, ui(t, x))− g(x, ui(t, x))] div v(t, x) dx
+
∫
TN
p(x, ui(t, x)) · v(t, x) dx
+
∫
TN
∂ug(x, ui(t, x))ui(t, x)hi(ui(t, x)) dx.
(5.3)
The formula (5.2) extends to the solution integrated along the characteristics by usual density arguments.
Incorporating the estimation of supt≥0 ‖u(t, ·)‖L∞ in Theorem 4.10, the estimation of v in Lemma 4.3,
and the above equality (5.3), we deduce that there exists a constant M > 0 such that∣∣∣∣∫
RN
g(x, ui(t, x)) dx−
∫
RN
g(x, ui(s, x)) dx
∣∣∣∣ ≤M‖g‖Lip(TN×[0,γ])|t− s|.
From the definition of the metric on Θ (µ, ν), we can see that
Θ
(
µni,t, µ
n
i,s
) ≤M |t− s|.
From this we observe that each map t → µni,t is continuous from [−T, T ] to P
(
TN × [0, γ]). By Pro-
horov’s compactness theorem [7, Theorem 5.1], the space P
(
TN × [0, γ]) endowed with the metric Θ is
a compact metric space. Therefore we can apply Arzela-Ascoli theorem and the result follows.
Since u is uniformly bounded, one can deduce the following compact result for Young measures (see
[29, Theorem 9.15]).
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Lemma 5.10 The sequence
{
δui(t+tn,x)
}
n≥0 is relatively compact for the local narrow convergence topol-
ogy of Yloc
(
R× TN ; [0, γ]).
Using the above Lemma 5.8 and Lemma 5.10, up to a subsequence, one can assume that there exists
a Young measure ν ≡ νi,t(x, .) ∈ Y
(
R× TN ; [0, γ]) such that
lim
n→∞ δui(t+tn,x) = νi,t(x, .) in the topology of Yloc
(
R× TN ; [0, γ]) . (5.4)
and
lim
n→∞µ
n
i,t = µ
∞
i,t (5.5)
where the limit holds to the locally uniform continuous topology of C
(
R;P
(
TN × [0, γ])). Here we would
like to recall that the limits µ∞i,t and νi,t(x, .) depend on the choice of subsequence.
Next, by definition one has for each continuous function f ∈ C (TN × [0, γ];R) and each n ≥ 0:∫
TN×[0,γ]
f(x, y)µni,t( dx, dy) = |TN |−1
∫
TN
∫
[0,γ]
f (x, y) δui(t+tn,x)( dy) dx.
From (5.4) and (5.5), passing to the limit n→∞ yields to∫
TN×[0,γ]
f(x, y)µ∞i,t( dx, dy) = |TN |−1
∫
TN
∫
[0,γ]
f (x, y) νi,t(x, dy) dx.
This rewrites as
µ∞i,t( dx, dy) = |TN |−1 dx⊗ νi,t(x, dy).
The aim of the following lemmas is to identify the family of measures νi,t(x, .). Our next result
describes the support of νi,t(x, .).
Lemma 5.11 Under the same assumptions of Lemma 5.8, for i = 1, 2, there exist measurable maps
ai : R× TN → R such that 0 ≤ ai(t, x) ≤ 1 a.e. (t, x) ∈ R× TN and
νi,t(x, .) = (1− ai(t, x)) δ0(.) + ai(t, x)δri(.), a.e. (t, x) ∈ R× TN .
Proof. Let us reconsider Fi(u) := u |hi(u) ln(u/ri)| for u ∈ [0,∞) and recall that from equation (4.7) we
have for any τ > 0
lim
t→+∞
∫ t+τ
t
∫
TN
Fi(ui(s, x)) dxds = 0, i = 1, 2.
Therefore, for i = 1, 2 and from equation (5.5)
0 = lim
n→∞
∫ τ
0
∫
TN
Fi(ui(t+ tn, x)) dxdt
= lim
n→∞ |T
N |
∫ τ
0
∫
TN×[0,γ]
Fi(λ)µ
n
i,t( dx, dλ) dt
=
∫ τ
0
∫
TN×[0,γ]
Fi(λ)νi,t(x, dλ) dxdt.
Since the map u 7→ Fi(u) is non-negative and only vanishes at u = 0 and u = ri one obtains that
supp νi,t(x, .) ⊂ {0} ∪ {ri}, a.e. (t, x) ∈ R× TN .
The above characterization of the support allows us to rewrite
νi,t(x, .) = νi,t (x, {0}) δ0(.) + νi,t (x, {ri}) δri(.), a.e. (t, x) ∈ R× TN .
Finally set ai(t, x) ≡ νi,t(x, {ri}). Recalling that (t, x) 7→ νi,t(x, .) is measurable with value as a proba-
bility measure, thus νi,t (x, {0}) = 1−νi,t (x, {ri}) and (t, x) 7→ a(t, x) is measurable, the result follows.
Our next result shows the measurable function ai(t, x) is independent of the variable t.
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Lemma 5.12 Under the same assumptions of Lemma 5.8, there exists a measurable map ci : TN → TN
such that ai ≡ ai(t, x) provided by Lemma 5.11 is independent of t and satisfies for any t ∈ R,
ai(t, x) ≡ ci(x), a.e. x ∈ TN , i = 1, 2.
Moreover, for any t ∈ R,
νi,t(x, .) = (1− ci(x))δ0(.) + ci(x)δri(.), a.e. x ∈ TN , i = 1, 2,
for some measurable functions ci : TN → TN , i = 1, 2.
Furthermore, we have
lim
n→∞ δui(t+tn,x) = (1− ci(x))δ0 + ci(x)δri , (5.6)
in the sense of the narrow convergence and where the limit depends on the choice of subsequence.
Proof. Suppose u = (u1, u2) the classical solution. For any {tn}n≥0 with tn → ∞ as n → 0 and any
φ ∈ C1c (TN ),∫
TN
φ(x)∂tui(t+tn, x) dx+
∫
TN
φ(x)div(u(t+tn, x)v(t+tn, x)) dx =
∫
TN
φ(x)ui(t+tn, x)hi(ui(t+tn, x)) dx.
Since φ has compact support, we have∫
TN
φ(x)∂tui(t+tn, x) dx =
∫
TN
∇φ(x)·v(t+tn, x)u(t+tn, x) dx+
∫
TN
φ(x)ui(t+tn, x)hi(ui(t+tn, x)) dx.
Let T ∈ R and δ > 0 be given. Integrating the both sides over (T, T + δ) leads to
−
∫
TN
φ(x)
(
ui(T + δ + tn, x)− ui(T + tn, x)
)
dx =
∫ T+δ
T
∫
TN
∇φ(x) · v(t+ tn, x)u(t+ tn, x) dxdt
+
∫ T+δ
T
∫
TN
φ(x)ui(t+ tn, x)hi(ui(t+ tn, x)) dxdt.
(5.7)
Equation (5.7) remains true for general mild by using density argument and applying Theorem 2.4-(iii).
For the right-hand-side of (5.7), by (4.10) in Remark 4.11 that limt→∞ ‖v(t, .)‖C0 = 0 we have for
the first term
lim
n→∞
∣∣∣∣∣
∫ T+δ
T
∫
TN
∇φ(x) · v(t+ tn, x)u(t+ tn, x) dxdt
∣∣∣∣∣
≤ lim
n→∞ δ|T
N |‖φ‖C1 sup
t≥0
‖ui(t, .)‖L∞‖v(t+ tn, .)‖C0 = 0.
(5.8)
and the second term∫ T+δ
T
∫
TN
φ(x)ui(t+ tn, x)hi(ui(t+ tn, x)) dx dt =
∫ T+δ
T
∫
TN
φ(x)
[∫
[0,γ]
λhi (λ) δui(t+tn,x)( dλ)
]
dxdt.
Letting n→∞, we have
lim
n→∞
∫ T+δ
T
∫
TN
φ(x)ui(t+ tn, x)hi(ui(t+ tn, x)) dxdt
=
∫ T+δ
T
∫
TN
φ(x)
[∫
[0,γ]
λhi (λ) [(1− ai(t, x)) δ0 + ai(t, x)δri ] ( dλ)
]
dxdt = 0
(5.9)
Therefore, by (5.8) and (5.9) we deduce the left-hand-side of (5.7)
lim
n→∞−
∫
TN
φ(x)
(
ui(T + δ + tn, x)− ui(T + tn, x)
)
dx = −ri
∫
TN
φ(x)
(
ai(T + δ, x)− ai(T, x)
)
dx = 0.
Hence we have ∫
TN
φ(x)
(
ai(T + δ, x)− ai(T, x)
)
dx = 0, ∀φ(x) ∈ C1c (TN ).
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Since T ∈ R and δ > 0 is arbitrary, we deduce for any t ∈ R
ai(t, x) = ci(x), a.e. x ∈ TN . (5.10)
The last part of the lemma now follows by the above equation (5.10), (5.4) and Lemma 5.12.
Next, we study the narrow convergence of the measure δ(u1+u2)(t+tn,x) as n→∞.
Corollary 5.13 Let {tn}n≥0 be a given increasing sequence tending to ∞ as n → ∞. Then, up to a
subsequence, we have two measurable functions ci(x) ∈ [0, 1] for i = 1, 2, such that for any t ≥ 0
lim
n→∞ δ(u1+u2)(t+tn,x) =
1− ∑
i=1,2
ci(x)
 δ0 + ∑
i=1,2
ci(x)δri in the sense of narrow convergence.
Proof. From segregation property in Theorem 3.1, we have for any η ∈ C([0, γ]) that
η (u1(t, x) + u2(t, x)) + η(0) = η(u1(t, x)) + η(u2(t, x)), ∀(t, x) ∈ R+ × TN ,
which is equivalent to say that
δ0 + δ(u1+u2)(t,x) = δu1(t,x) + δu2(t,x).
Therefore, for any ϕ ∈ L1(TN ), we have
lim
n→∞
∫
TN
ϕ(x)
∫
[0,γ]
η(λ)
(
δ0 + δ(u1+u2)(t+tn,x)
)
( dλ) dx
= lim
n→∞
∫
TN
ϕ(x)
∫
[0,γ]
η(λ)
(
δu1(t+tn,x) + δu2(t+tn,x)
)
( dλ) dx
=
∫
TN
ϕ(x)
∫
[0,γ]
η(λ)
2− ∑
i=1,2
ci(x)
 δ0 + ∑
i=1,2
ci(x)δri
 ( dλ) dx
By simplifying the term δ0 from each side, we deduce that
lim
n→∞ δ(u1+u2)(t+tn,x) =
1− ∑
i=1,2
ci(x)
 δ0 + ∑
i=1,2
ci(x)δri (5.11)
in the sense of the narrow convergence topology of Y (TN ; [0, γ]). Here we recall that the limit depends
on the choice of subsequence.
Lemma 5.14 Under the same assumptions as in Lemma 5.8, the following equality holds true:
r1c1(x) + r2c2(x) ≡ r1 + r2 − E∞, a.e. x ∈ TN ,
where E∞ := limt→∞E [(u1, u2)(t, ·)] in (4.4).
Proof. Recall equation (4.3) where we have Gi(0) = ri, G(ri) = 0, we can see that
lim
n→∞Ei [ui(t+ tn, ·)] = limn→∞
1
|TN |
∫
TN
Gi(ui(t+ tn, x)) dx
= lim
n→∞
1
|TN |
∫
TN×[0,γ]
Gi(λ)δui(t+tn,x)( dλ) dx
= lim
n→∞
1
|TN |
∫
TN×[0,γ]
Gi(0)(1− ci(x)) +Gi(ri)ci(x) dx
=ri − 1|TN |
∫
TN
rici(x) dx.
(5.12)
24
Meanwhile, from (4.9) the Fourier coefficients satisfy
lim
t→∞ ck [(u1 + u2)(t, ·)] = 0, ∀k ∈ Z
N\{0}.
On the other hand, we have for all k ∈ ZN\{0}
lim
n→∞ ck [(u1 + u2)(t+ tn, ·)] = limn→∞
1
|TN |
∫
TN
e−ikx(u1 + u2)(t+ tn, x) dx
= lim
n→∞
1
|TN |
∫
TN×[0×γ]
e−ikxλ
(
δu1(t+tn,x) + δu1(t+tn,x)
)
( dλ) dx
=
1
|TN |
∫
TN
e−ikx(r1c1(x) + r2c2(x)) dx.
Since c1, c2 ∈ L∞(TN ) ⊂ L2(TN ) and {e−ikx}k∈Z is a basis of L2(TN ). This implies that r1c1(x)+r2c2(x)
is a constant function. Recall that
E∞ = lim
n→∞
∑
i=1,2
Ei [ui(t+ tn, ·)] = r1 + r2 − 1|TN |
∫
TN
∑
i=1,2
rici(x)dx,
thus the result follows.
Lemma 5.15 (Segregation at t =∞) Under the same assumptions as in Lemma 5.8, the following
equation holds
c1(x)c2(x) = 0, a.e., x ∈ TN .
Moreover when r1 = r2 = r, then
r ≤ E∞ ≤ 2r.
Proof. By using the segregation property in Theorem 3.1, we can see that, for any η ∈ Cb([0, γ]),
η
(
(u1(t, x) + u2(t, x))
2
)
= η
(
u21(t, x) + u
2
2(t, x)
)
, ∀ t ∈ R+, a.e. x ∈ TN .
Therefore, for any Borel set A ∈ B(TN ), we deduce the following equation∫
A×[0,γ]
η(λ2)δ(u1+u2)(t+tn,x)( dλ) dx =
∫
A×[0,γ]2
η(λ21 + λ
2
2)δu1(t+tn,x)( dλ1)δu2(t+tn,x)( dλ2) dx. (5.13)
By equation (5.6) and (5.11), we let n→∞, then for the Left-Hand-Side (L.H.S.) of equation (5.13)
lim
n→∞L.H.S. =
∫
A×[0,γ]
η(λ2)
1− ∑
i=1,2
ci(x)
 δ0( dλ) + ∑
i=1,2
ci(x)δri( dλ)

=
∫
A
η(0)
1− ∑
i=1,2
ci(x)
+ ∑
i=1,2
η(r2i )ci(x) dx.
Then for the Right-Hand-Side (R.H.S.) of equation (5.13)
lim
n→∞R.H.S.
=
∫
A×[0,γ]2
η(λ21 + λ
2
2) [(1− c1(x)) δ0(dλ1) + c1(x)δr1(dλ1)]⊗ [(1− c2(x)) δ0(dλ2) + c2(x)δr2(dλ2)] dx
=
∫
A×[0,γ]
η(λ22) (1− c1(x)) + η(r21 + λ22)c1(x) [(1− c2(x)) δ0(dλ2) + c2(x)δr2(dλ2)] dx
=
∫
A
(
η(0)
∏
i=1,2
(1− ci(x)) + η(r21)c1(x)(1− c2(x))
+ η(r22)c2(x)(1− c1(x)) + η(r21 + r22)c1(x)c2(x)
)
dx.
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Comparing the two limits and noticing that A ∈ B(TN ) is arbitrary, we conclude that
c1(x)c2(x)
[
η(0) + η(r21 + r
2
2)− η(r21)− η(r22)
]
= 0, for a.e. x ∈ TN .
Furthermore, since η ∈ Cb([0, γ]) is any given function, we can choose an η such that
η(0) + η(r21 + r
2
2)− η(r21)− η(r22) 6= 0,
thus
c1(x)c2(x) = 0, a.e., x ∈ TN . (5.14)
Since by Lemma 5.11 and 5.12, one has 0 ≤ ci(x) ≤ 1 for any x ∈ TN . Hence, one can deduce from
Lemma 5.14
0 ≤ E∞ ≤ r1 + r2.
Moreover, one can deduce from (5.14) that
min{r1, r2} ≤ E∞ ≤ r1 + r2.
If we assume r1 = r2 = r, then
r ≤ E∞ ≤ 2r.
Proof of Theorem 5.1. By Lemma 5.10, the sequence {δui(t+tn,x)}n≥0 is relatively compact in Yloc
(
R× TN ; [0, γ])
with locally narrow topology, thus, up to a sequence, we have
lim
n→∞ δui(t+tn,x) = νi,t(x, .) in the topology of Yloc
(
R× TN ; [0, γ]) .
The key arguments of the proof lies in the two consequences of the decreasing energy functional, namely,
equation (4.6) and equation (4.7). Lemma 5.11 is a consequence of the first equation (4.6) by which we
can determine the support of νi,t(x, .), i.e., there exists measurable functions ai(t, x) such that
νi,t(x, .) = (1− ai(t, x))δ0(.) + ai(t, x)δri(.), a.e. x ∈ TN , i = 1, 2.
Moreover, Lemma 5.8 and Lemma 5.12 enable us to write ai(t, x) ≡ ci(x), i = 1, 2. Thus, we have
lim
n→∞ δui(t+tn,x) = (1− ci(x))δ0 + ci(x)δri in the topology of Yloc
(
R× TN ; [0, γ])
Applying the segregation property, we have
δ0 + δ(u1+u2)(t,x) = δu1(t,x) + δu2(t,x),
hence by Corollary 4.12,
lim
n→∞ δ(u1+u2)(t+tn,x) =
1− ∑
i=1,2
ci(x)
 δ0 + ∑
i=1,2
ci(x)δri (5.15)
If in addition, we assume that r1 = r2 = r, we apply Lemma 5.14 where we used the decaying of Fourier
coefficients in equation (4.7), which yields
2∑
i=1
ci(x) = 2− E∞
r
.
together with equation (5.15) we obtain
lim
n→∞ δ(u1+u2)(t+tn,x) = (E∞/r − 1)δ0 + (2− E∞/r)δr,
in the sense of the narrow convergence topology of Y (TN ; [0, γ]) and by Lemma 5.15 we have E∞ ∈ [r, 2r].
Now the limit does not depend on t and the choice of the subsequence. Since {tn}n≥0 is any given
sequence that tends to infinity and
(
TN ,B(TN )) is a countably generated σ−algebra then the topology
Y (TN ; [0, γ]) is metrizable (see for instance [34, Theorem 1] or the monograph [9]), therefore we can
conclude that
lim
t→∞ δ(u1+u2)(t,x) = (E∞/r − 1)δ0 + (2− E∞/r)δr.
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6 Discussion and Numerical Simulations
In this section we will study the system (1.1) numerically for the one dimensional case. Our original
motivation is coming from two species of cell growing in a petri dish. The two dimensional case will be
considered in some future work.
Here we will focus on the coexistence and the exclusion principle for two species. From Theorem 5.1,
we deduce
lim
t→∞ δ(u1+u2)(t,x) = (E∞/r − 1)δ0 + (2− E∞/r)δr, in the sense of narrow convergence.
Therefore the limit E∞ := limt→∞E[(u1, u2)(t, ·)] is an important index to determine whether solution
u1 + u2 converges to a Young measure in the sense of narrowly convergence or to a constant in L1
norm (see Remark 5.2). To that aim, we trace the curve t 7−→ E[(u1, u2)(t, ·)] in numerical simulations,
which has been analytically proved decreasing in Theorem 4.6. Moreover, we also plot the curve t 7−→
Ei[ui(t, ·)], i = 1, 2, respectively. This will help us to understand the limit for each species ui.
In the numerical simulations, we focus on the convergence of the energy functional which implies the
convergence of the total number for each species. In fact, by using (5.6) we obtain
lim
t→∞
1
|T|
∫
T
ui(t, x)dx = lim
t→∞
1
|T|
∫
T
∫
[0,γ]
λδui(t,x)(dλ)dx =
ri
|T|
∫
T
∫
[0,γ]
ci(x)dx.
Hence by using (5.12) one has
lim
t→∞Ei[ui(t, ·)] = ri
(
1− 1|T|
∫
T
ci(x)dx
)
= ri − lim
t→∞
1
|T|
∫
T
ui(t, x)dx. (6.1)
That is to say that the energy functional inform us about the asymptotic number of individuals for each
species.
Our numerical simulations will be decomposed as follows.
Coexistence: If r1 = r2 = r, then c1(x), c2(x) ∈ (0, 1), a.e., x ∈ TN . For each species, the following
limits exist
lim
t→∞ ‖ui(t, ·)‖L1 = r
∫
TN
ci(x)dx ∈ (0, r), i = 1, 2.
We will see that the relative location of each species influences the asymptotic number in each species.
Moreover, we have
(u1 + u2)(t, x)
L1−−→ r, t→∞.
Exclusion Principle: If r1 > r2 (resp. r1 < r2) then c1(x) = 1, c2(x) = 0 (resp. c1(x) = 0, c2(x) = 1)
a.e., x ∈ TN , which implies
u1(t, x)
L1−−→ r1, u2(t, x) L
1
−−→ 0, (resp. u1(t, x) L
1
−−→ 0, u2(t, x) L
1
−−→ r2),
and
(u1 + u2)(t, x)
L1−−→ max{r1, r2}, t→∞.
6.1 The case r1 = r2 implies coexistence
The goal of this first part is to confirm numerically Theorem 5.1. It is interesting to notice that
in Theorem 5.1, we only assume the equilibrium of the corresponding ODE system for each species to
be the same without imposing any other condition on h, which means that the dynamics for these two
species can be different. Hence, we will use the following two different reaction functions for different
species
u1h1(u1 + u2) = u1
(
b1
1 + γ(u1 + u2)
− µ
)
, u2h2(u1 + u2) = b2u2
(
1− u1 + u2
K
)
. (6.2)
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One can verify that hi satisfies Assumption 1.1 and Assumption 4.1 with their roots (i.e., hi(ri) =
0, i = 1, 2) as
r1 :=
b1 − µ
γµ
, r2 = K.
Our kernel ρ in the simulation is chosen as
ρ(x) = e−pi|x|
2
, x ∈ RN , (6.3)
which is the Gaussian kernel and we consider the dimension N = 1 in this section. Therefore, due to
Remark 1.3 and Remark 4.5, Assumption 1.2 and Assumption 4.4 are satisfied.
We set the initial distribution for two species to be of compact supports and separated. From Theorem
3.1, we shall observe the segregation property of two species as time evolves. Our parameters in system
(1.1) are given as
b1 = b2 = 1.2, µ = 1, γ = 1, K = 0.2, (6.4)
therefore one can calculate
r1 = r2 = 0.2.
Now we trace the curve t 7−→ E[(u1, u2)(t, ·)] in numerical simulation, which has been analytically proved
decreasing in Theorem 5.1. We also plot the curve t 7−→ Ei[ui(t, ·)], i = 1, 2, respectively. Moreover, we
plot the variation of the mean value of the total number of individuals for each species, that is
t 7−→ 1
2pi
∫ 2pi
0
ui(t, x)dx, i = 1, 2.
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Figure 2: Figure (a) is the plot of the curves t 7−→ Ei[ui(t, ·)], i = 1, 2, (green and red curves respectively)
and t 7−→ E[u1, u2)(t, ·)] (blue curve) under system (1.1) with reaction functions as (6.2) and kernel ρ as
Gaussian in (6.3). We set our parameters as in (6.4). Thus, one has r1 = r2 = 0.2. We trace the curve
t 7−→ E[(u1, u2)(t, ·)] which is decreasing. We can see that the curve t 7−→ E1[u1(t, ·)] is not monotone
decreasing while t 7−→ E2[u2(t, ·)] is monotone decreasing and they converge when t→∞. Figure (b) is
the plot of total number of individuals for each species.
From Figure 2, we can see that the limit E∞ exists and equals to r = 0.2. From Theorem 5.1 and
Remark 5.2, the limit E∞ = r implies
(u1 + u2)(t, x)
L1−−→ r, t→∞.
Moreover, from the simulation we note that each limit Ei,∞ := limt→∞Ei[ui(t, ·)] exists for i = 1, 2.
From (6.1) we have
Ei,∞ = r
(
1− 1|T|
∫
T
ci(x)dx
)
, i = 1, 2. (6.5)
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By our simulation, we can see that E1,∞, E2,∞ ∈ (0, r) while E1,∞ + E2,∞ = r, together with equation
(6.5) we can deduce c1(x), c2(x) ∈ (0, 1), c1(x) + c2(x) = 1. Notice that c1(x), c2(x) ∈ (0, 1) implies the
limits
lim
n→∞ δui(tn,x) = (1− ci(x))δ0 + ci(x)δr, i = 1, 2,
is not a single Dirac measure. Therefore, using Young measure and the weak compactness in Y (T; [0, γ])
help us to understand the limit of the solution.
Now we plot the evolution of the two populations under system (1.1) in Figure 3.
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Figure 3: The simulation of system (1.1) with reaction functions as (6.2) and kernel ρ as Gaussian in
(6.3). The green curves represent species u1, the red represents species u2. We set our parameters as in
(6.4). Thus, one has r1 = r2 = 0.2. As we have r1 = r2, we see the coexistence of the two species and
the segregation property and after t = 100 the distributions of the two species stay the same.
For the asymptotic behavior of the population, we can see from Figure 3 that the sum of two species
u1+u2 reaches a steady state at t = 100. From the pattern at each moment t, we can see two species keep
segregated in stead of being mixed. This result is due to our nonlocal advection term which ensures that
the propagation speed is finite, which captures the "islets" phenomenon in the real biological experiments
in dimension two (see Figure 1. in [26]).
6.2 Initial location matters
Consider two different initial distributions u0 = (u1(0, x), u2(0, x)) and u˜0 = (u˜1(0, x), u˜2(0, x)) and
assume their L1 norms are the same, that is∫
T
ui(0, x)dx =
∫
T
u˜i(0, x)dx, i = 1, 2.
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Under the same set of parameters, one may ask whether the limits
Ui,∞ := lim
t→∞
1
|T|
∫
T
ui(t, x)dx, U˜i,∞ := lim
t→∞
1
|T|
∫
T
u˜i(t, x)dx, i = 1, 2. (6.6)
for each species i = 1, 2 will be the same or not.
In the real biological experiments, this situation corresponds to the case where the researchers use the
same quantity of cells for each species for two separate petri dishes. Supposing the intrinsic mechanisms
of cell population for these two groups are the same, the only difference is the initial cell distributions in
two petri dishes. We are interested in whether the final total mass for each population are the same.
Before our simulation, we give two different initial distributions u0 = (u1(0, x), u2(0, x)), u˜0 =
(u˜1(0, x), u˜2(0, x)) as follows.
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Figure 4: Figures (a) and (b) correspond respectively to the initial distributions u0 and u˜0. In Figure
(a), we shift the population of u2 (red curve) at position in between 3/2pi and 2pi to position in between
pi/2 to pi. Therefore, the number individuals for each species is conserved.
In Figure 5, we plot the energy functional and the number of individuals corresponding to each initial
distribution in Figure 4.
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Figure 5: In this figure we plot the energy functional t 7→ Ei[ui(t, .)], t 7→ Ei[u˜i(t, .)], i = 1, 2 (see Figure
(a)) and the mean value of individuals t 7→ 12pi
∫ 2pi
0
ui(t, x)dx, t 7→ 12pi
∫ 2pi
0
u˜i(t, x)dx, i = 1, 2 (see Figure
(b)) corresponding to two sets of different initial distributions in Figure 4. The green curves represent
the species u1 while the red curves represent the species u2. The dashed lines correspond to the simulation
with initial distribution as in Figure 4 (a) and solide lines correspond to initial distribution as in Figure
4 (b). The parameters are the same as in (6.4).
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Since the limits Ui,∞ and U˜i,∞ have a significant difference from Figure 5 (b), thus we conclude
the final total mass depends on the position of the initial value. Now we give the evolution of the two
populations under system (1.1).
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Figure 6: The simulation of system (1.1) with reaction functions as (6.2) and kernel ρ as Gaussian in
(6.3). The green curves represent species u1, the red represents species u2. We set our parameters as in
(6.4). Thus, one has r1 = r2 = 0.2 which implies the coexistence of the two species and after t = 100 the
distributions of the two species stay the same.
As for the simulation in Figure 6, we can see the same coexistence as in Figure 3 and the sum of the
two populations
(u1 + u2)(t, x)
L1−−→ r, t→∞.
However, the final patterns of two species at t = 100 in Figure 6. (i) and Figure 3. (i) are evidently
different.
6.3 The case r1 6= r2 implies exclusion principle
Our second scenario complements the results in Theorem 5.1, without loss of generality we allow
r1 > r2. This means species u1 is favored in the environment. We call this scenario the exclusion
principle. Our parameters for the reaction functions (6.2) are given as
b1 = 1.5, b2 = 1.2, µ = 1, γ = 1, K = 0.2. (6.7)
therefore we can calculate
r1 = 0.5 > r2 = 0.2.
As before, we trace the curve t 7−→ E[(u1, u2)(t, ·)] in numerical simulation and we also plot the curve
t 7−→ Ei[ui(t, ·)], i = 1, 2, respectively. Moreover, we plot the variation of the mean value of the total
number of individuals for each species.
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Figure 7: Figure (a) is the plot of the curves t 7−→ Ei[ui(t, ·)], i = 1, 2, (green and red curves respectively)
and t 7−→ E[u1, u2)(t, ·)] (blue curve) under system (1.1) with reaction functions as (6.2) and kernel ρ as
Gaussian in (6.3). We set our parameters as in (6.7). Thus, one has r1 = 0.5 > r2 = 0.2. We trace the
curve t 7−→ E[(u1, u2)(t, ·)] which is decreasing. We can also see the curve t 7−→ E1[u1(t, ·)] is decreasing
while t 7−→ E2[u2(t, ·)] is not monotone decreasing and their limits exist. Figure (b) is the plot of mean
value of individuals for each species.
By tracing the curve t 7−→ E[(u1, u2)(t, ·)], we can see from Figure 7 that it is strictly decreasing
and it confirms again the result which has been proved in Theorem 4.6. We can also see that the curve
t 7−→ E1[u1(t, ·)] is decreasing while t 7−→ E2[u2(t, ·)] is not monotone decreasing and their limits are
lim
t→∞E1[u1(t, ·)] = 0, limt→∞E2[u1(t, ·)] = r2.
If we have E1,∞ = 0, E2,∞ = r2, since ci(x) ∈ [0, 1], a.e. x ∈ T for i = 1, 2 and by equation (6.5) one
obtains c1(x) = 1, c2(x) = 0. Therefore, we have c1(x) + c2(x) = 1, a.e. x ∈ T and the convergence in
Theorem 5.1 is in the sense of L1 (see Remark 5.2)
u1(t, x)
L1−−→ r1, u2(t, x) L
1
−−→ 0, t→∞,
and
(u1 + u2)(t, x)
L1−−→ r1, t→∞.
This means if r1 > r2 (resp. r2 > r1), the species u1 will exclude u2 (resp. u2 will exclude u1) when t
tends to infinity. Therefore, we can conclude the exclusion principle as in the beginning of this section.
We plot the evolution of the solution as follows.
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Figure 8: The simulation of system (1.1) with kernel ρ as in (6.3). The green curves represent species
u1, the red represents species u2. We set our parameters as in (6.7). Thus, one has r1 = 0.5 > r2 = 0.2.
As we have r1 > r2, we see the principle of exclusion of the two species and the populations maintain the
segregation property as time evolves and after t = 100 the distributions of the two species stay the same.
In the simulation of Figure 8, species u1 shows its dominance over u2 when t = 5. As for asymptotic
behavior, in the last figure when t = 100, we can see species u1 crowd out species u2 completely.
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7 Appendix
For simplicity, we give the numerical scheme for the following one species and one dimensional model
with periodic boundary condition
∂tu+ ∂x (uv) = uh(u), t > 0, x ∈ T,
v(t, x) = −∂x(K ◦ u(t, ·))(x),
u(0, x) = u0(x) ∈ L1per(T).
The numerical method used is based on upwind scheme. We refer to [15, 20] for more results about this
subject. We briefly illustrate our numerical scheme in this section: the approximation of the convolution
term is as follows
(K ◦ u(t, ·))(x) =
∫
T
u(t, y)K(x− y)dy ≈
∑
j
K(x− xj)u(t, xj)∆x.
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In addition, we define
lni :=
∑
j
K(xi − xj)u(tn, xj)∆x,
for i = 1, 2, ...,M, n = 0, 1, 2, ..., N . We use the numerical scheme as illustrated in [17, 33] to deal with
the nonlocal convection term and the scheme reads as follows
un+1i = u
n
i +
∆t
∆x
(
φ(u−i+1, u
+
i )− φ(u−i , u+i−1)
)
+ ∆t uni h(u
n
i ),
i = 1, 2, ...,M, n = 0, 1, 2, ..., N,
with φ(u−i+1, u
+
i ), φ(u
−
i , u
+
i−1) defined as
φ(u−i+1, u
+
i ) = v
n
i+ 12
u−i+1 + u
+
i
2
− |vni+ 12 |
u−i+1 − u+i
2
,
φ(u−i , u
+
i−1) = v
n
i− 12
u−i + u
+
i−1
2
− |vni− 12 |
u−i − u+i−1
2
,
where
vni+ 12
=
lni+1 − lni
∆x
, i = 0, 1, 2, · · · ,M,
and
u−i = u
n
i −
1
2
minmod(uni+1 − uni , uni − uni−1),
u+i = u
n
i +
1
2
minmod(uni+1 − uni , uni − uni−1),
i = 0, 1, 2, · · · ,M,
where the function minmod(a, b) is defined as
minmod(a, b) =
{
sign(a) min{a, b}, if sign(a) = sign(b),
0, otherwise.
By the periodic boundary condition, one has vn1
2
= vn
M+ 12
and un0 = unM , u
n
1 = u
n
M+1. Thus,
u±0 = u
±
M , u
±
1 = u
±
M+1.
References
[1] N.J. Armstrong, K.J., Painter, J.A. Sherratt, A continuum approach to modelling cell-cell adhesion,
J. Theoret. Biol., 243 (2006), 98-113.
[2] A. J. Bernoff and C. M. Topaz, A Primer of Swarm Equilibria, SIAM J. Appl. Dyn. Syst., 10 (2011),
212-250.
[3] J. Bedrossian, N. Rodriguez and A. L. Bertozzi, Local and global well-posedness for aggregation
equations and Patlak-Keller-Segel models with degenerate diffusion, Nonlinearity, 24 (2011), 1683-
1714.
[4] A. L. Bertozzi, J. B. Garnett and T. Laurent, Characterization of radially symmetric finite time
blowup in multidimensional aggregation equations, SIAM J. Math. Anal., 44 (2012), 651-681.
[5] A. L. Bertozzi, T. Laurent and J. Rosado, Lp theory for the multidimensional aggregation equation,
Comm. Pur. Appl. Math., 64 (2011), 45-83.
[6] A. Bertozzi and D. Slepcev, Existence and uniqueness of solutions to an aggregation equation with
degenerate diffusion, Comm. Pur. Appl. Anal. 9 (2010), 1617-1637.
[7] P. Billingsley, Convergence of Probability Measures, Wiley, 2nd ed., 1999.
[8] M. Bodnar and J.J.L. Velazquez, An integro-differential equation arising as a limit of individual
cell-based models, Journal of Differential Equations, 222 (2006), 341-380.
34
[9] C. Castaing, P. Raynaud de Fitte and M. Valadier, Young Measures on Topological Spaces: with
Applications in Control Theory and Probability Theory, Springer, 2004.
[10] C. Dahmann, A. C. Oates, and M. Brand, Boundary formation and maintenance in tissue develop-
ment. Nat. Rev. Genet., 12(1) (2011), 43.
[11] A. Ducrot, F. Le Foll, P. Magal, H. Murakawa, J. Pasquier, G. F. Webb, An in vitro cell popula-
tion dynamics model incorporating cell size, quiescence, and contact inhibition, Math. Models and
Methods in Applied Sci., 21 (2011), 871-892.
[12] R.M. Dudley, Convergence of Baire measures, Studia Mathematica, T. XXVII. (1966), 251–268.
[13] A. Ducrot and P. Magal, Asymptotic behavior of a nonlocal diffusive logistic equation, SIAM J.
Math. Anal. 46(3) (2014), 1731-1753.
[14] J. Dyson, S. A. Gourley, R. Villella-Bressan and G. F. Webb, Existence and asymptotic properties of
solutions of a nonlocal evolution equation modeling cell-cell adhesion. SIAM J. Math. Anal., 42(4)
(2010) 1784-1804.
[15] B. Engquist and S. Osher, One-sided difference approximations for nonlinear conservation laws.
Math. Comp., 36 (154) (1981), 321-351.
[16] F. Hamel and C. Henderson, Propagation in a Fisher-KPP equation with non-local advection. (2017)
arXiv preprint arXiv:1709.00923.
[17] T. Hillen, K. Painter, and C. Schmeiser, Global existence for chemotaxis with finite sampling radius,
Discrete Contin. Dyn. Syst. Ser. B 7(1) (2007), 125-144.
[18] Y. Lou and W. M. Ni, Diffusion, self-diffusion and cross-diffusion, J. Differential Equations , 131(1)
(1996), 79-131.
[19] Y. Lou and W. M. Ni, Diffusion vs cross-diffusion: an elliptic approach. J. Differential Equations ,
154(1) (1999), 157-190.
[20] R.J. Leveque, Finite volume methods for hyperbolic problems, Cambridge university press, 2002.
[21] A. J. Leverentz, C. M. Topaz and A. J. Bernoff, Asymptotic dynamics of attractive-repulsive swarms,
SIAM J. Appl. Dyn. Syst., 8 (2009), 880-908.
[22] A. Mogilner and L. Edelstein-Keshet, A nonlocal model for a swarm, J. Math. Biol., 38 (1999),
534-570.
[23] M. Mimura and K. Kawasaki, Spatial segregation in competitive interaction-diffusion equations, J.
Math. Biol., 9(1) (1980), 49-64.
[24] G. Nadin, B. Perthame, and L. Ryzhik, Traveling waves for the Keller-Segel system with Fisher
birth terms. Interfaces Free Bound. 10(4) (2008), 517-538.
[25] K. J. Painter, J. M. Bloomfield, J. A. Sherratt and A. Gerisch, A nonlocal model for contact
attraction and repulsion in heterogeneous cell populations. Bull. Math. Biol., 77(6) (2015), 1132-
1165.
[26] J. Pasquier, L. Galas, C. Boulangé-Lecomte, D. Rioult, F. Bultelle, P. Magal, G. Webb, and F. Le
Foll. Different modalities of intercellular membrane exchanges mediate cell-to-cell P-glycoprotein
transfers in MCF-7 breast cancer cells. J. Biol. Chem., 287(10) (2012), 7374-7387.
[27] B. Perthame and A. L. Dalibard, Existence of solutions of the hyperbolic Keller-Segel model, Trans.
Amer. Math. Soc., 361 (2009), 2319-2335.
[28] G. Raoul, Non-local interaction equations: stationary states and stability analysis, Diff. Int. Eq.,
25 (2012), 417-440.
[29] D. Serre, Systèmes de lois de conservation II, Diderot Editeur Arts et Sciences, 1996.
[30] N. Shigesada, K. Kawasaki and E. Teramoto, Spatial segregation of interacting species. J. Theoret.
Biol., 79(1) (1979), 83-99.
35
[31] H.B. Taylor, A. Khuong, Z. Wu, Q. Xu, R. Morley, L. Gregory, A. Poliakov, W.R. Taylor and D.G.
Wilkinson. Cell segregation and border sharpening by Eph receptor-ephrin-mediated heterotypic
repulsion. J. Royal Soc. Interface, 14(132) (2017), p.20170338.
[32] R. Temam, Infinite-dimensional dynamical systems in mechanics and physics, Second edition.
Applied Mathematical Sciences, 68. Springer-Verlag, New York, 1997.
[33] E. F. Toro, Riemann solvers and numerical methods for fluid dynamics: a practical introduction,
Springer Science & Business Media. 2013
[34] M. Valadier, Young measures. Methods of nonconvex analysis (Varenna, 1989), 152-188, Lecture
Notes in Math., 1446, Springer, Berlin, 1990.
36
