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LOCAL LARGE DEVIATIONS FOR EMPIRICAL LOCALITY
MEASURE OF TYPED RANDOM GRAPH MODELS
By Kwabena Doku-Amponsah
University of Ghana
Abstract. In this article, we prove a local large deviation principle (LLDP) for the
empirical locality measure of typed random networks on n nodes conditioned to have
a given empirical type measure and empirical link measure. From the LLDP, we
deduce a full large deviation principle for the typed random graph, and the classical
Erdos-Renyi graphs, where nc/2 links are inserted at random among n nodes. No
topological restrictions are required for these results.
1. Introduction and Background
1.1 Introduction. The Erdos-Renyi graph G(n, nc/2) is the simplest imaginary random, which
arises by taking n nodes and inserting a fixed number nc/2 links at random among the n nodes.
See, Van Hofstad [10]. Some large deviation principles for this random graph have been found. See,
Bordenave& Caputo [1],Doku-Amponsah [5], and Doku-Amponsah and Moerters [8]
Doku-Amponsah and Moerters [8] provided LDPs for the near-critical or sparse typed random graphs
with this model as a special case. Bordenave and Caputo [1] obtained large deviation principle
for the empirical neigbhourhood measure of the model G(n, nc/2). Large deviation for the empirical
distribution was presented in Doku-Amponsah [5] using the method of types and the coupling argument
presented by Boucheron et. al [2].
In this paper we present a Local Large deviation principle for the empirical locality measure of the
conditional typed random graph model. See Bakhtin [3], Doku-Amponsah [6], Doku-Amponsah [7]
for similar results for the empirical measure of iid random variables, the empirical offspring
measure of multitype Galton-Watson trees and the empirical locality measure of the sparse typed ran-
dom graphs, in which links appear in the graph with fix probability depending on the type of the links.
To state our main results in Section 2 we need some notions, concepts and notations from [8] and [4]
in the background section below.
1.2 Background. Denote by Z a finite alphabet or type set. Let [n] be a fixed set of n nodes, say
[n] = {1, . . . , n}. Denote by Gn the set of all (simple) graphs with node set [n] = {1, . . . , n} and link
set E . By L(Z) we denote the set of all probability distributions on Z, L˜(Z) we denote the set of all
finite distributions on Z, and by M(Z) we denote the set of counting measures on Z.
For any typed graph Z( with n nodes), recall from [5] the definitions of the empirical type distribu-
tion P 1 ∈ L(Z), the empirical link distribution P 2 ∈ L˜(Z ×Z) and the empirical locality distribution
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P ∈ L(Z × N (Z)). For every p ∈ L(Z × M(Z)) let p1, p2 be the Z-marginal, respectively the
M(Z)−marginal, of the measure p. Moreover, we define a measure 〈p(·, e), e(·)〉 ∈ L˜(Z × Z) by
〈p(·, e), e(·)〉(a, b) :=
∑
e∈M(Z)
p(a, e)e(b), for a, b ∈ Z.
Define the function Ψ: L(Z ×M(Z)) → L(Z) × L˜(Z × Z) by Ψ(p) = (p1, 〈p(·, e), e(·)〉). Note that
Ψ(P ) = (P 1, P 2), and if these quantities are defined as empirical locality, type, and link measures of
a type graph.
The remaining part of the paper is arranged in the following way: Section 2 starts with statement of
the main Theorems of the paper; Theorem 2.1 and 2.2 and Corollary 2.3. This results are proved in
Section 3. See subsections 3.1, 3.2 and 3.3.
2. Statement of main results
To present the LDP, for a pair of distributions (pi, p) ∈ L˜(Z × Z) × L(Z ×M(Z)) we recall from [8]
the concept of sub-consistency and consistency of measures. We shall throughout this section assume
that η(a) > 0 for all a ∈ Z. We write 〈f , σ〉 :=
∑
y∈Y
σ(y)f(y) and denote by
Q(ηn,πn)(z) = Q(ηn,πn){Z = z} = Q{Z = z|Ψ(P ) = (ηn, pin)}
the distribution of the typed random graph y conditioned to have typed law and link law (ηn, pin)
respectively. We define the rate function J(η,π) by
J(η,π)(p) =
{
H(p ‖ q) if (pi, p) is sub-consistent and p1 = η
∞ otherwise.
(2.1)
where
q(a , e) = η(a)
∏
b∈Z
e−π(a,b)/η(a) [pi(a, b)/η(a)]e(b)
e(b)!
, for e ∈ M(Z).
The first results, see Theorem 2.1 below is the local large deviation principle for typed random graphs.
Theorem 2.1 (LLDP). Suppose the sequence (ηn, pin) converges to (pi, η) ∈ L(Z) × L∗(Z × Z).
Let z =
(
(z(i), i ∈ [n]), E
)
be coloured random graph conditioned on the event
{
Ψ(P ) = (ηn, pin)
}
.
Then,we have
(i) for any functional p ∈ L(Z ×M(Z)) and a number ε > 0, there exists a weak neighborhood
Bp such that
Q(ηn,πn)
{
z ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ Bp
}
≤ e−nJ(pi, η)(p)−nε+o(n).
(ii) for any p ∈ L∗(Z × Z∗), a number ε > 0 and a fine neighborhood Bp we have the asymptotic
estimate:
Q(ηn,πn)
{
z ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ Bp
}
≥ e−nJ(pi, η)(p)+nε−o(n).
We state in Theorem 2.2 the full LDP for the typed random graph.
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Theorem 2.2 (LDP). Suppose the sequence (ηn, pin) converges to (pi, η) ∈ L(Z) × L∗(Z × Z). Let
z =
(
(z(i), i ∈ [n]), E
)
be coloured random graph conditioned on the event
{
Ψ(P ) = (ηn, pin)
}
.
(i) Let F be open subset of L(Z × Z∗). Then we have
lim sup
n→∞
1
n
logQ(ηn,πn)
{
z ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ F
}
≤ − inf
p∈F
J(η,π)(p).
(ii) Let Γ be closed subset of L(Z × Z∗). The we have
lim inf
n→∞
1
n
logQ(ηn,πn)
{
y ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ Γ
}
≥ − inf
p∈Γ
J(η,π)(p).
Finally we state from Theorem 2.2 a corollary for the case of the classical Erdos-Renyi graph
G([n], nc/2).
Corollary 2.3 (LDP). Suppose Dz is the degree distribution of z ∈ G([n], nc/2) and let Γ be subset
of L(Z × Z∗). Then we have
− inf
p∈int(Γ)
Ic(p) ≤ lim inf
n→∞
1
n
logQ(ηn,πn)
{
z ∈ G([n], nc/2)
∣∣∣Dz ∈ Γ
}
≤ lim sup
n→∞
1
n
logQ(ηn,πn)
{
z ∈ G([n], nc/2)
∣∣∣Dz ∈ Γ
}
≤ − inf
p∈cl(Γ)
Ic(p),
where qc is the poisson distribution with mean c, Ic(p) = H(p | qc) and ∞ if otherwise.
3. Proof of Main Results
3.1 Proof of Theorem 2.1.
We denote by z˜ the multitype random allocation process, see example [5] or [4] and note that for any
consistent triple (ηn, pin, pn) we have
Q(ηn,πn)
{
Z = z
∣∣Pz ∈ Bp}
Q˜(ηn,πn)
{
Z = z
∣∣Pz ∈ Bp˜} =
♯
{
y:Pz=pn
}
♯
{
z:Pz=p˜n
} = ♯
{
z:Pz=pn
}
♯
{
y: (P 1(y),P 2(y))=(ηn,πn)
} × ♯
{
z: (P 1(z),P 2(z))=(ηn,πn)
}
♯
{
z:Pz=p˜n
} . (3.1)
Now we define a locality of the functional ρ as follows:
Bp =
{
µ ∈ L(Z × Z∗) :
〈
µ, log µq
〉
>
〈
p, log pq
〉
− ε2
}
.
Using Doku-Amponsah [5], under the condition Pz ∈ Bp and p˜ = q we have that
e−nH(pn ‖ qn)+nH(q ‖ qn)−o(n) ≤
dQ(ηn,πn)(z)
dQ˜(ηn,πn)(z)
≤ e−nH(pn ‖ qn)+nH(q ‖ qn)+o(n), (3.2)
Fix ε > 0, and note that by 3.2 we have
Q(ηn,πn)
{
z ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ Bp
}
≤
∫
Pz∈Bp
e−nH(pn ‖ qn)+nH(q ‖ qn)+o(n)dQ˜(ηn,πn)(z)
≤ e−nJ(η,pi)(p)−nε+o(n).
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Also we have
Q(ηn,πn)
{
z ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ Bp
}
≥
∫
Pz∈Bp
e−nH(pn ‖ qn)+nH(q ‖ qn)−o(n)dQ˜(ηn,πn)(z)
≥ e−nJ(η,pi)(p)−nε−o(n),
which completes the proof of the Theorem. The proof of Theorem 2.2 below, follows from Theorem 2.1
above using similar arguments as in [3, p. 544].
3.2 Proof of Theorem 2.2.
Proof. We observe that the empirical locality distribution is a probability distribution and so it is
contain in the unit ball in L˜(Z × Z∗). Henceforth, without loss of generality we can assume that the
set Γ in Theorem 2.2(ii) above is relatively compact. If we choose any ε > 0, then for each functional
p ∈ Γ we can find a weak neigbourhood such that the estimate of Theorem 2.1(i) above holds. From
all these neigbhoourhood, we choose a finite cover of G([n], (ηn, pin)) and sum up over the estimate in
Theorem 2.1(i) above to obtain
lim
n→∞
1
n
logQ(ηn,πn)
{
z ∈ G([n], (ηn, pin))
∣∣∣Pz ∈ Γ
}
≤ − inf
p∈Γ
J(η,π)(p) + ε.
Since ε was arbitrarily chosen and the lower bound in Theorem 2.1(ii) is implies the lower bound in
Theorem 2.2(i) we have the required results which completes the proof.

3.3 Proof of Corollary 2.3.
Proof. The proof of Corollary 2.3 follows from Theorem 2.2 if we take P = Dz then Ψ(Dz) = 2|E|/n =
c. Hence, in the case of the classical Erdos-Renyi graph G([n], nc/2), we have the convex rate function
Ic(p) = J(η, π)(p)
which reduces to H(p | qc) if the probability measure p has mean c and ∞ if otherwise. 
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