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Abstract
This article studies positive solutions of Robin problem for semi-linear second order ordinary differen-
tial equations. Nondegeneracy and uniqueness results are proven for homogeneous differential equations.
Necessary and sufficient conditions for the existence of one or two positive solutions for inhomogeneous dif-
ferential equations or differential equations with concave–convex nonlinearities are obtained by making use
of the nondegeneracy and uniqueness results for positive solutions of homogeneous differential equations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let p, l > 0, α,β, γ, η 0 be real numbers. We consider the following problem:
⎧⎪⎪⎨
⎪⎪⎩
u′′ + up = 0, x ∈ (−l, l),
u > 0, x ∈ (−l, l),
αu′(−l)− βu(−l) = 0,
γ u′(l) + ηu(l) = 0.
(1.1)
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boundary conditions are particularly interesting in biological models where they often arise. We
refer the reader to [6] for this aspect. The question of the existence of solutions of problem
(1.1) has been extensively treated in various literature, see for example [3,8] and the references
cited therein, and will not be considered here. The main purpose of the present paper is to study
the qualitative properties of solutions of problem (1.1) and its applications. The properties of
solutions of problem (1.1) which we are interested in here include the nondegeneracy (see the
definition below), the uniqueness, the a priori estimate and so on. A nondegeneracy result for
solutions of problem (1.1) when α = γ = 0 was proved in [13], and there are no nondegeneracy
results for solutions of problem (1.1) in any other cases. Uniqueness results for solutions of
problem (1.1) when α = γ = 0, or α = η = 0 were proved in [5,12]. In many literature, the most
powerful tool used to prove uniqueness result for Dirichlet and Dirichlet–Neumann problem
of second order ordinary differential equations is the so-called time mapping method which is
developed in [5,12]. In the concluding remarks of [12], Laetsch claimed that the time mapping
method can be used to prove uniqueness results for the general problem (1.1). However, rigorous
proof had not been given in that paper. In recent paper [4], V. Anuradha, C. Maya and R. Shivaji
gave a detailed proof of Laetsch’s claim for Neumann–Robin problem, that is the problem (1.1)
with respect to β = 0. Moreover, we would like to point out that time mapping method also
works well for symmetric Robin problem, that is the problem (1.1) with respect to α = γ = 0
and β = η = 0. For a similar argument, we refer to [9,15]. However, in our point of view, the time
mapping method is difficult to be applied in the case of α,β, γ, η > 0 and α = γ , or α,β, γ, η > 0
and β = η. In fact, if we choose u(−l) = m as a time parameter as in [4] and try to prove an
uniqueness result for problem (1.1) by making use of time mapping method, then for any given l,
we will face to prove the following algebraic system of m and u(l) have exactly one solution pair
(m,u(l)):
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
2l =
c∫
m
dv√
(
β
α
)2m2 + 2
p+1mp+1 − 2p+1vp+1
+
c∫
u(l)
dv√
(
β
α
)2m2 + 2
p+1mp−1 − 2p+1vp−1
,
(
η
γ
)2
u2(l) + 2
p + 1u
p+1(l) =
(
β
α
)2
m2 + 2
p + 1m
p+1,
where c = [p+12 (βα )2m2 + mp+1]1/(p+1). This seems to be a difficult problem.
In this paper, we will adopt a new scheme to prove an uniqueness result for problem (1.1)
when α,β, γ, η > 0. In our scheme, a crucial step is to prove that solutions of problem (1.1)
when α,β, γ, η > 0 are nondegenerate. Here, the nondegeneracy of solutions of problem (1.1) is
defined as follows:
Definition. Any given solution u(x) of problem (1.1) is called nondegenerate if the following
linearized problem
⎧⎨
⎩
ψ ′′ + pup−1ψ = 0, x ∈ (−l, l),
αψ ′(−l)− βψ(−l) = 0,
γψ ′(l) + ηψ(l) = 0
(1.2)
admits only the trivial solution ψ ≡ 0 in [−l, l].
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result can be stated as
Theorem 1.1. If p > 1, then any solution u(x) of problem (1.1) is nondegenerate.
With Theorem 1.1 established, we will prove a uniqueness result for problem (1.1) by making
use of implicit function theorem and a priori estimate of solutions of problem (1.1) via a blow up
argument. That is, we will prove the following:
Theorem 1.2. Assume that p > 1, then problem (1.1) has exactly one solution.
Next, we will give some applications of Theorems 1.1 and 1.2. The first example we consider
here is the following problem:
⎧⎪⎪⎨
⎪⎪⎩
−u′′ = up + λf (x), x ∈ (−l, l),
u > 0, x ∈ (−l, l),
αu′(−l)− βu(−l) = 0,
γ u′(l) + ηu(l) = 0,
(1.3)
where p ∈ (0,1) ∪ (1,+∞), λ > 0, and α,β, γ, η > 0.
Problem (1.3) has been extensively studied by many authors when α = γ = 0 and β,η = 0
(see [2,8,13] and the references cited therein). However, it seems that there are very few results
for problem (1.3). Moreover, to solve problem (1.3) when α = γ = 0, it was customary to assume
that f (x)  0 in most of the previous papers in order to apply maximum principle. If f (x) is
permitted to change sign, it becomes more delicate to solve problem (1.3) since the maximum
principle cannot be applied directly in this situation. Our present aim is trying to identify some
exact conditions on f (x) which guarantee the existence and multiplicities of solutions of prob-
lem (1.3). For simplicity, we assume that f (x) ∈ F = Cα([−l, l]) \ {0} though the regularity of
f (x) may be weakened to L2([−l, l]). Using Theorems 1.1 and 1.2, we can divide F into two
nonintersecting setsM andN such that problem (1.3) when p > 1 has exactly two solutions for
any small λ if and only if f (x) ∈M, and has exactly one solution for all small λ if and only if
f (x) ∈N . Here,M is the set of all functions in F such that the linear problem
⎧⎪⎪⎨
⎪⎪⎩
−ϕ′′ = f (x), x ∈ (−l, l),
ϕ  0, x ∈ (−l, l),
αϕ′(−l) − βϕ(−l) = 0,
γ ϕ′(l) + ηϕ(l) = 0
(1.4)
is solvable and N =F \M. More precisely, we have the following results.
Theorem 1.3. If p > 1 and f (x) ∈M, then there exists a positive number Λ such that problem
(1.3) has at least two solutions for any λ ∈ (0,Λ), and has no solution for any λ > Λ.
Theorem 1.4. If p > 1, then there exists a positive number λ0 such that problem (1.3) has at
least two solutions for any λ ∈ (0, λ0) if and only if f (x) ∈M.
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most two solutions for any λ ∈ (0, λ∗).
Theorem 1.6. If p > 1, then there exists a positive number λ∗ such that problem (1.3) has exactly
one solution for any λ ∈ (0, λ∗) if and only if f (x) ∈N .
For the case p ∈ (0,1), we have the following results.
Theorem 1.7. If 0 < p < 1, then problem (1.3) has at least one solution for any λ > 0 if and only
if f (x) ∈M.
Theorem 1.8. If 0 < p < 1 and f (x) ∈M, then the solution of problem (1.3) is unique.
The “if” part of Theorem 1.4 may be proven by the bifurcation theory as in [10,11,14]. How-
ever, this theory cannot be used to provide an effective proof of the “only if” part of Theorems
1.4, 1.6, 1.7. Hence, to uniform the approach, we would rather adopt the proof given in the
present paper.
The second example we are concerned with here is the following problem:
⎧⎪⎪⎨
⎪⎪⎩
−u′′ = up + λuq, x ∈ (−l, l),
u > 0, x ∈ (−l, l),
αu′(−l)− βu(−l) = 0,
γ u′(l) + ηu(l) = 0,
(1.5)
where 0 < q < 1 < p.
It is proved in [8] that problem (1.5) has at least two solutions for λ small enough. Here, we
will prove the following result.
Theorem 1.9. There exists a positive number λ0 such that problem (1.5) has exactly two solutions
for any λ ∈ (0, λ0).
The rest of this paper is organized as follows. In Section 2, we give the proof of Theorem 1.1.
Theorems 1.2–1.6 are proved in Sections 3–7, respectively. Section 8 is devoted to prove Theo-
rems 1.7 and 1.8. Finally, a sketch of the proof of Theorem 1.9 is given in Section 9.
2. The proof of Theorem 1.1
In this section, we prove Theorem 1.1. To this end, we prove the following lemmas first.
Lemma 2.1. If u(x) is a solution of problem (1.1), then u(−l), u(l) > 0.
Proof. This follows immediately from the Hopf’s boundary point lemma. 
Lemma 2.2. Assume that u(x) is a solution of problem (1.1), and that ψ(x) is a solution of
problem (1.2). Then we have ∫ l up(x)ψ(x)dx = 0.−l
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we obtain
p
l∫
−l
upψ dx = −
l∫
−l
ψ ′′udx = −ψ ′u|l−l + ψu′|l−l +
l∫
−l
upψ dx,
that is
(p − 1)
l∫
−l
upψ dx = −ψ ′u|l−l + ψu′|l−l .
By the boundary conditions satisfied by u(x) and ψ(x), we have
−ψ ′u|l−l + ψu′|l−l = −ψ ′(l)u(l) + ψ ′(−l)u(−l) + ψ(l)u′(l) − ψ(−l)u′(−l)
= η
γ
ψ(l)u(l) + β
α
ψ(−l)u(−l)− η
γ
ψ(l)u(l) − β
α
ψ(−l)u(−l)
= 0.
This implies that
(p − 1)
l∫
−l
upψ dx = 0.
Now, the conclusion of Lemma 2.2 follows from the assumption that p > 1. 
Proof of Theorem 1.1. Assume that u(x) is a solution of problem (1.1), and that ψ(x) is an
arbitrary solution of problem (1.2). We are going to prove that ψ(x) ≡ 0. To this end, let ξ(x) =
(x + l)u′(x), we can compute
ξ ′(x) = u′(x) + (x + l)u′′(x)
= u′(x) − (x + l)up(x), (2.1)
ξ ′′(x) = −2up(x) − pup−1(x)ξ(x). (2.2)
By Lemma 2.2 and (2.2), we can deduce that
l∫
−l
ξ ′′(x)ψ(x)dx = −p
l∫
−l
up−1(x)ξ(x)ψ(x)dx. (2.3)
Since
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−l
ξ ′′(x)ψ(x)dx = ξ ′(x)ψ(x)|l−l − ξ(x)ψ ′(x)|l−l +
l∫
−l
ξ(x)ψ ′′(x) dx
= ξ ′(x)ψ(x)|l−l − ξ(x)ψ ′(x)|l−l − p
l∫
−l
up−1(x)ξ(x)ψ(x)dx,
it follows from (2.3) that
ξ ′(x)ψ(x)|l−l − ξ(x)ψ ′(x)|l−l = 0. (2.4)
From (2.1), (2.4) and the boundary conditions satisfied by u(x) and ψ(x), we can obtain that[
2l
(
η
γ
)2
+ η
γ
+ 2lup−1(l)
]
u(l)ψ(l) = −β
α
u(−l)ψ(−l). (2.5)
Let a = u(l)ψ(l) and b = u(−l)ψ(−l). Then, (2.5) can be rewritten as[
2l
(
η
γ
)2
+ η
γ
+ 2lup−1(l)
]
a = −β
α
b. (2.6)
On the other hand, if the auxiliary function ζ(x) = (x − l)u′(x) is used, then a similar argument
to that of the above paragraph leads to the following identity:[
2l
(
β
α
)2
+ β
α
+ 2lup−1(−l)
]
b = − η
γ
a. (2.7)
It follows from (2.6) and (2.7) that
a = u(l)ψ(l) = 0, b = u(−l)ψ(−l) = 0. (2.8)
By Lemma 2.1, (2.8) and the boundary conditions in problem (1.2), we have
ψ(−l) = ψ ′(−l) = 0, ψ(l) = ψ ′(l) = 0. (2.9)
Now, ψ(x) ≡ 0, that is the conclusion of Theorem 1.1, follows immediately from (2.9) and the
differential equation satisfied by ψ(x). This completes the proof of Theorem 1.1. 
3. The proof of Theorem 1.2
This section is devoted to prove Theorem 1.2. To this end, we first recall some results of the
following eigenvalue problem:
⎧⎨
⎩
−ϕ′′(x) = μϕ(x), x ∈ (−l, l),
αϕ′(−l)− βϕ(−l) = 0,
γ ϕ′(l) + ηϕ(l) = 0,
(3.1)
where β = 0 and η = 0.
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such that 0 < μ1 < μ2 < · · · < +∞, limi→+∞ μi = +∞, and liml→+∞ μ1 = 0. Only the first
eigenfunction ϕ1(x) corresponding to the first eigenvalue μ1 has definite sign in (−l, l), all other
eigenfunctions change sign in (−l, l). Moreover, by Hopf’s boundary point lemma, we can also
assign ϕ1(x) > 0 on [−l, l]. Using these facts, we will prove some lemmas needed in the proof
of Theorem 1.2 as follows.
Lemma 3.1. The following problems:
{−u′′(x) = u(x), x ∈ (−∞,+∞),
u > 0, x ∈ (−∞,+∞), (3.2)
and
⎧⎨
⎩
−u′′(x) = u(x), x ∈ (−l,+∞),
u > 0, x ∈ (−l,+∞),
u′(−l) = 0
(3.3)
have no solution in C2.
Proof. Since Eqs. (3.2) and (3.3) are linear, the proof is simple, we omit it here. 
Lemma 3.2. Assume that {pn}∞n=1 ⊂ (1,+∞) is a sequence satisfying limn→∞ pn = 1, and that
un(x) is a solution of problem (1.1) with p replaced by pn. If Mn = maxx∈[−l,l] un(x) = un(xn),
then, up to a subsequence, we have limn→∞ Mpn−1n = μ1 and uˆn(x) = un(x)/Mn converges
uniformly on [−l, l] to ϕ1(x), where μ1 is the first eigenvalue of eigenvalue problem (3.1) and
ϕ1(x) is its corresponding eigenfunction.
Proof. At first, we claim that {Mpn−1n }∞n=1 is bounded. Otherwise, up to a subsequence, we may
assume that Mpn−1n → +∞ as n → +∞. Let
y = M(pn−1)/2n (x − xn), u˜n(y) = un(y/M
(pn−1)/2
n + xn)
Mn
= un(x)
Mn
.
Then it is easy to verify that u˜(y) satisfies
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−u˜′′n − u˜pnn = 0, y ∈
(−M(pn−1)/2n (l + xn),M(pn−1)/2n (l − xn)),
0 < u˜n(y) 1, y ∈
(−M(pn−1)/2n (l + xn),M(pn−1)/2n (l − xn)),
αu˜′n
(−M(pn−1)/2n (l + xn))− βu˜n(−M(pn−1)/2n (l + xn))/M(pn−1)/2n = 0,
γ u˜′n
(
M
(pn−1)/2
n (l − xn)
)+ ηu˜n(M(pn−1)/2n (l − xn))/M(pn−1)/2n = 0,
u˜n(0) = 1.
(3.4)
Now, there are the following two cases to be considered:
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(−M(pn−1)/2n (l + xn),M(pn−1)/2n (l − xn))→ (−∞,+∞).
By the regularity theory of elliptic equations, we conclude that up to a subsequence, u˜n converges
uniformly on any closed interval I ⊂ (−∞,+∞) to a C2 function u˜(y) such that
⎧⎨
⎩
−u˜′′(y) = u˜(y), y ∈ (−∞,+∞),
u˜(y) 0, y ∈ (−∞,+∞),
u˜(0) = 1.
(3.5)
This contradicts the conclusion of Lemma 3.1.
Case 2. If M(pn−1)/2n (l + xn) → ρ  0, or M(pn−1)/2n (l − xn) →   0, then, respectively, we
have
(−M(pn−1)/2n (l + xn),M(pn−1)/2n (l − xn))→ (−ρ,+∞), or(−M(pn−1)/2n (l + xn),M(pn−1)/2n (l − xn))→ (−∞, ).
Without loss of generality, we may assume that M(pn−1)/2n (l + xn) → ρ  0 and
(−M(pn−1)/2n (l + xn),M(pn−1)/2n (l − xn))→ (−ρ,+∞).
Then, by the regularity theory of elliptic equations, we conclude that up to a subsequence, u˜n con-
verges uniformly on any closed interval I ⊂ (−ρ,+∞) to a C2 function u˜(y) such that
⎧⎪⎪⎨
⎪⎪⎩
−u˜′′(y) = u˜(y), y ∈ (−ρ,+∞),
u˜(y) 0, y ∈ (−ρ,+∞),
u˜′(−ρ) = 0,
u˜(0) = 1.
(3.6)
This also contradicts the conclusion of Lemma 3.1.
Since Mpn−1n is bounded, up to a subsequence, we may assume that limn→+∞ Mpn−1n = μ.
Let uˆn(x) = un(x)/Mn. It is easy to see that uˆn satisfies
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−uˆ′′n = Mpn−1n uˆpnn , x ∈ (−l, l),
0 < uˆn  1, x ∈ (−l, l),
αuˆ′n(−l) − βuˆn(−l) = 0,
γ uˆ′n(l) + ηuˆn(l) = 0,
max uˆn(x) = 1.
(3.7)x∈[−l,l]
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uniformly on [−l, l] to a function uˆ(x) such that
⎧⎪⎪⎨
⎪⎪⎩
−uˆ′′ = μuˆ, x ∈ (−l, l),
uˆ > 0, x ∈ (−l, l),
αuˆ′(−l) − βuˆ(−l) = 0,
γ uˆ′(l) + ηuˆ(l) = 0,
(3.8)
that is, μ is an eigenvalue of eigenvalue problem (3.1) with its corresponding eigenfunction
uˆ(x) > 0. Hence μ = μ1 and uˆ(x) ≡ ϕ1(x). This completes the proof of Lemma 3.2. 
Lemma 3.3. There exists a real number p0 ∈ (1,+∞) such that problem (1.1) has at most one
solution for any p ∈ (1,p0).
Proof. If the conclusion of Lemma 3.3 is violated, then there exists a sequence {pn}+∞n=1 satisfy-
ing limn→+∞ pn = 1 such that problem (1.1) has at least two distinct solutions un(x) and vn(x)
for any p = pn. Let
Mn1 = max
x∈[−l.l]un(x), Mn2 = maxx∈[−l.l]vn(x),
u˜n(x) = un(x)/Mn1, v˜n(x) = vn(x)/Mn2.
Then, by Lemma 3.2, we have
lim
n→+∞M
pn−1
n1 = μ1, limn→+∞M
pn−1
n2 = μ1,
u˜n(x) = un(x)/Mn1 → ϕ1(x) uniformly on [−l, l],
v˜n(x) = vn(x)/Mn2 → ϕ1(x) uniformly on [−l, l].
Since u˜n(x) and v˜n(x) satisfy respectively the following problems
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u˜′′n = upn−1n u˜n, x ∈ (−l, l),
αu˜′n(−l) − βu˜n(−l) = 0,
γ u˜′n(l) + ηu˜n(l) = 0,
max
x∈[−l,l] u˜n(x) = 1
and
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−v˜′′n = vpn−1n v˜n, x ∈ (−l, l),
αv˜′n(−l) − βv˜n(−l) = 0,
γ v˜′n(l) + ηv˜n(l) = 0,
max v˜n(x) = 1,
x∈[−l,l]
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u
pn−1
n (x) → μ1 uniformly on [−l, l],
v
pn−1
n (x) → μ1 uniformly on [−l, l].
(3.9)
Let wn(x) = (un(x) − vn(x))/‖un − vn‖∞. Then it is easy to verify that wn(x) satisfies
⎧⎨
⎩
−w′′n = pngn(x)wn, x ∈ (−l, l),
αw′n(−l) − βwn(−l) = 0,
γw′n(l) + ηwn(l) = 0,
(3.10)
where gn(x) is a function with values between upn−1n (x) and vpn−1n (x).
Taking (3.9) into account, we have gn(x) → μ1 uniformly on [−l, l]. Therefore,
wn(x) → ϕ1(x) uniformly on [−l, l]. (3.11)
By (3.11), we may conclude that there exists an integer N such that
wn(x) > 0 for any x ∈ [−l, l] and n > N. (3.12)
In fact, if we let m = infx∈[−l,l] ϕ1(x), then m > 0. From (3.11), we know that for m/2 there
exists an integer N(m) depending only on m such that
wn(x) ϕ1(x) − m/2 > 0 for any x ∈ [−l, l], n > N(m).
On the other hand, we may conclude that for any integer n, wn(x) changes sign on [−l, l]
which contradicts (3.12), and Lemma 3.3 then follows. 
Indeed, using integrating by parts, it is easy to prove that
l∫
−l
(
u′′nvn − v′′nun
)
dx = 0. (3.13)
Since
u′′n = −upnn , v′′n = −vpnn ,
it follows from (3.13) that
l∫
−l
unvn
(
u
pn−1
n − vpn−1n
)
dx = 0.
This implies that for any integer n, upn−1n − vpn−1n and hence wn changes sign on [−l, l].
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to prove the uniqueness part of Theorem 1.2. From Lemma 3.3, we know that there exists p0 > 1
such that problem (1.1) has a unique solution for p ∈ (1,p0). Let (1,p) be the maximal interval
with this uniqueness property. Then we may conclude that p = +∞, and hence complete the
proof of Theorem 1.2. Otherwise, we know from the implicit function theorem that problem (1.1)
has only one solution for p = p since all solutions of problem (1.1) are nondegenerate. Moreover,
we may assume that there exists a sequence pn ↘ p such that problem (1.1) has two distinct
solutions un(x) and vn(x) with p = pn. By blow up technique and a Liouville type theorem
(see [7]), we known that ‖un(x)‖C2([−l,l]) and ‖vn(x)‖C2([−l,l]) are bounded (the proof is similar
to that of Lemma 5.2 in Section 5). Thus, up to a subsequence, we may assume that both un(x)
and vn(x) converge in C2([−l, l]) to the unique solution u(x) of problem (1.1) with p = p. Set
wn(x) = un(x) − vn(x), wn(x) = wn(x)/‖wn‖∞.
Then, wn(x) satisfies ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−w′′n = pngn(x)wn, x ∈ (−l, l),
αw′n(−l) − βwn(−l) = 0,
γw′n(l) + ηwn(l) = 0,
0 |wn(x)| 1, x ∈ [−l, l],
max
x∈[−l,l]wn(x) = 1,
(3.14)
where gn(x) is a function with values between upn−1n (x) and vpn−1n (x).
By (3.14) and the regularity theory of elliptic equations, we know that, up to a subsequence,
wn(x) converges in C2([−l, l]) to a function w(x) ≡ 0 such that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−w′′ = pup−1w, x ∈ (−l, l),
αw′(−l) − βw(−l) = 0,
γw′(l) + ηw(l) = 0,
max
x∈[−l,l]w(x) = 1,
(3.15)
which contradicts the conclusion of Theorem 1.1. So the proof of Theorem 1.2 is completed. 
4. The proof of Theorem 1.3
At the beginning of this section we prove some lemmas needed in the proof of Theorem 1.3.
Lemma 4.1. Assume that p > 1 and f (x) ∈M. Then there exists a positive number Λ such that
problem (1.3) has at least one solution for any λ ∈ (0,Λ), and has no solution for any λ > Λ.
Proof. Since f (x) ∈M, we know that problem (1.4) has a solution ϕ(x). Let wλ(x) = λϕ(x).
Then wλ(x) satisfies ⎧⎨
⎩
−w′′λ = λf (x)wpλ + λf (x) for x ∈ (−l, l),
αw′λ(−l) − βwλ(−l) = 0,
′
(4.1)γwλ(l) + ηwλ(l) = 0.
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v(x) the solution of the following problem
⎧⎨
⎩
−v′′ = 1 for x ∈ (−l, l),
αv′(−l) − βv(−l) = 0,
γ v′(l) + ηv(l) = 0,
(4.2)
then v(x) > 0 for any x ∈ [−l, l], and W(x) = Mv(x) satisfies
⎧⎨
⎩
−W ′′ = M for x ∈ (−l, l),
αW ′(−l) − βW(−l) = 0,
γW ′(l) + ηW(l) = 0.
(4.3)
Choosing M0 so small that
M0 Mp0 max
x∈[−l,l]v
p(x) + Mp0 max
x∈[−l,l]
∣∣f (x)∣∣,
then it is easy to verify that W0(x) = M0v(x) is a super-solution of problem (1.3) provided
λ ∈ (0,Mp0 ]. Moreover, we can choose λ possibly smaller so that wλ(x)  W0(x) for any
x ∈ [−l, l]. Hence, by sub- and super-solution method and strong maximum principle, we con-
clude that problem (1.3) has at least one solution for any λ small enough. Let
Λ = sup{λ∗ ∈ (0,+∞) such that problem (1.3) has solution for any λ λ∗}.
It is obvious that problem (1.3) has at least one solution for any λ ∈ (0,Λ). Now, to prove
Lemma 4.1, it suffices to prove that problem (1.3) has no solution for any λ > Λ. Suppose that
there exists a number Γ > Λ such that problem (1.3) with λ = Γ has a solution uΓ (x). Then
vΓ (x) = uΓ (x)/Γ satisfies⎧⎪⎨
⎪⎩
−v′′Γ = Γ p−1vpΓ + f (x) for x ∈ (−l, l),
αv′Γ (−l) − βvΓ (−l) = 0,
γ v′Γ (l) + ηvΓ (l) = 0.
(4.4)
This implies that for any λ Γ , vΓ (x) is a super-solution of the following problem:
⎧⎨
⎩
−v′′ = λp−1vp + f (x) for x ∈ (−l, l),
αv′(−l) − βv(−l) = 0,
γ v′(l) + ηv(l) = 0.
(4.5)
On the other hand, it is easy to see that the solution ϕ(x) of problem (1.4) is a sub-solution of
problem (4.5) and ϕ(x) vΓ (x) for any x ∈ [−l, l]. Hence, by sub- and super-solution method
we know that problem (4.5) has at least one solution vλ(x) for any λ ∈ (0,Γ ]. Let uλ(x) =
λvλ(x). It is easy to verify that uλ(x) is a solution of problem (1.3). Consequently, problem (1.3)
has at least one solution for any λ Γ which contradicts to the definition of Λ. Thus, problem
(1.3) has no solution for any λ > Λ. 
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any solution uλ(x) of problem (1.3) satisfies 0 uminλ (x) uλ(x) for any x ∈ [−l, l]. Moreover,
if we let uminλ (x) = λvλ(x), then vλ(x) is strictly increasing with respect to parameter λ.
Proof. Let ϕ0(x) be the unique solution of problem (1.4). Then vλ = λϕ0(x) is a sub-solution of
problem (1.3). We know from Lemma 4.1 that problem (1.3) has a solution uλ(x). Plainly, uλ(x)
is a super-solution of problem (1.3) and vλ(x) uλ(x) for any x ∈ [−l, l]. Hence, the monotone
iteration ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u0 = vλ,
−u′′j+1 = upj + λf (x),
αu′j+1(−l) − βuj+1(−l) = 0,
γ u′j+1(l) + ηuj+1(l) = 0
satisfies uj (x) ↑ uminλ (x), with uminλ (x) being a solution of problem (1.3). We claim that uminλ (x)
is a minimal solution of problem (1.3). Indeed, if uλ(x) is an arbitrary solution of problem (1.3),
it is easy to see that uλ(x) vλ(x) and uλ(x) is a super-solution of problem (1.3). Thus uj (x)
uλ(x) for any j by induction. This implies immediately that uminλ (x)  uλ(x). Now, to prove
Lemma 4.2, it suffices to prove that vλ(x) is strictly increasing with respect to λ. To this end, we
first note that vλ(x) = uminλ (x)/λ, then it is easy to prove that vλ(x) is the minimal solution of
the following problem:
⎧⎨
⎩
−v′′ = λp−1vp + f (x), x ∈ (−l, l),
αv′(−l) − βv(−l) = 0,
γ v′(l) + ηv(l) = 0.
(4.6)
On the other hand, we can easily prove that the minimal solution vλ(x) of problem (4.6) is strictly
increasing with respect to λ. This completes the proof of Lemma 4.2. 
Lemma 4.3. Assume that λ ∈ (0,Λ), and that uminλ (x) is the minimal solution of problem (1.3).
Then the first eigenvalue μ1 of the following eigenvalue problem⎧⎪⎨
⎪⎩
−φ′′ − p(uminλ )p−1φ = μφ, x ∈ (−l, l),
αφ′(−l) − βφ(−l) = 0,
γ φ′(l) + ηφ(l) = 0
(4.7)
is positive.
Proof. By min–max principle, we know that
μ1 = inf
φ(x)∈H 1([−l,l])
{ l∫
−l
(|φ′|2 − p(uminλ )p−1φ2)dx + βα φ2(−l)+ ηγ φ2(l)
∣∣∣
l∫
−l
φ2 dx = 1
}
,
where H 1([−l, l]) is the usual Sobolev space (for the definition of H 1([−l, l]), we refer to
the following paragraph). It is easy to prove that μ1 can be attained by a positive function
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tion of problem (1.3) with λ = λ1 by uminλ1 (x). Let vλ(x) = uminλ (x)/λ and vλ1(x) = uminλ1 (x)/λ1.
Then by Lemma 4.2 we have vλ(x) < vλ1(x) for any x ∈ [−l, l]. Setting w(x) = vλ1(x)− vλ(x),
then we have w(x) > 0 for any x ∈ [−l, l] and
−w′′ = λp−11 vpλ1 − λp−1v
p
λ
> λp−1
(
v
p
λ1
− vpλ
)
 λp−1pvp−1λ w
= p(uminλ )p−1w, x ∈ (−l, l).
Consequently, we have
−
l∫
−l
wφ′′1 dx = −
l∫
−l
w′′φ1 dx >
l∫
−l
p
(
uminλ
)p−1
wφ1 dx. (4.8)
Since
μ1
l∫
−l
φ1wdx = −
l∫
−l
φ′′1wdx −
l∫
−l
p
(
uminλ
)p−1
φ1wdx,
we know from φ1(x) > 0, w(x) > 0 and (4.8) that μ1 > 0. This completes the proof of
Lemma 4.3. 
Next, we introduce some function spaces which are needed in the following paragraphs and
sections. Let
H
([−l, l])=
{
u(x)
∣∣∣
l∫
−l
u2(x) dx < ∞,
l∫
−l
u′2(x) dx < ∞
}
.
If the space H([−l, l]) is endowed with norm
‖u‖1 =
√
‖u‖2
L2([−l,l]) + ‖u′‖2L2([−l,l]),
where
‖u‖2
L2([−l,l]) =
l∫
−l
u2(x) dx, ‖u′‖2
L2 =
l∫
−l
u′2(x) dx,
then it is easy to check that (H [−l, l],‖ · ‖1) is a Banach space. For simplicity, we denote
(H([−l, l]),‖ · ‖1) by H 1([−l, l]).
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‖u‖∗ =
√√√√√
l∫
−l
u′2(x) dx + β
α
u2(−l) + η
γ
u2(l) for any u ∈ H ([−l, l]).
Then, we can prove
Lemma 4.4. ‖ · ‖∗ is a norm which is equivalent to ‖ · ‖1.
Proof. By the variational formula for the first eigenvalue of eigenvalue problem (3.1), we have
0 < μ1 = inf
ϕ∈H 1([−l,l])
∫ l
−l ϕ
′2 dx + β
α
ϕ2(−l)+ η
γ
ϕ2(l)∫ l
−l ϕ2 dx
. (4.9)
This implies that
l∫
−l
u′2(x) dx + β
α
u2(−l) + η
γ
u2(l) μ1
2
‖u‖2
L2([−l,l]) +
1
2
‖u′‖2
L2([−l,l])
for any u ∈ H 1([−l, l]). Hence, there exists a constant C1 = min(μ12 , 12 ) such that
C1
(‖u‖2
L2([−l,l]) + ‖u′‖2L2([−l,l])
)

l∫
−l
u′2(x) dx + β
α
u2(−l) + η
γ
u2(l). (4.10)
On the other hand,
u2(−l) = u2(x) +
x∫
−l
(−2u(t)u′(t))dt
 u2(x) +
x∫
−l
(
u2(t) + u′2(t))dt
 u2(x) + ‖u‖2
L2([−l,l]) + ‖u′‖2L2([−l,l]).
Integrating the above inequality on [−l, l], we obtain
u2(−l)
(
1
2l
+ 1
)
‖u‖2
L2([−l,l]) + ‖u′‖2L2([−l,l]).
In a similar way, we have
u2(l)
(
1 + 1
)
‖u‖2
L2([−l,l]) + ‖u′‖2L2([−l,l]).2l
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l∫
−l
u′2(x) dx + β
α
u2(−l)+ η
γ
u2(l) C2(α,β,η, γ, l)
(‖u‖2
L2([−l,l]) + ‖u′‖2L2([−l,l])
)
.
(4.11)
Combining (4.10) with (4.11), we reach the conclusion of Lemma 4.4. 
Let uminλ be the minimal solution of problem (1.3). We define
‖v‖∗∗ =
√√√√√
l∫
−l
v′2(x) − p(uminλ )p−1v2(x) dx + βα v2(−l) + ηγ v2(l) for any v ∈ H
([−l, l]).
Then, by Lemma 4.3, we can prove
Lemma 4.5. ‖ · ‖∗∗ is a norm which is equivalent to ‖ · ‖∗.
Proof. Since uminλ > 0 and p > 1, it is obvious that
l∫
−l
u′2(x) − p(uminλ )p−1u2(x) dx + βα u2(−l) + ηγ u2(l)
<
l∫
−l
u′2(x) dx + β
α
u2(−l) + η
γ
u2(l) = ‖u‖2∗.
On the other hand, by the variational formula for the first eigenvalue of eigenvalue problem
(4.7), we have
0 < μ1 = inf
ϕ∈H 1([−l,l])
∫ l
−l ϕ
′2 − p(uminλ )p−1ϕ2 dx + βα ϕ2(−l) + ηγ ϕ2(l)∫ l
−l ϕ2 dx
. (4.12)
This implies that
l∫
−l
u′2(x) − p(uminλ )p−1u2(x) dx + βα u2(−l) + ηγ u2(l) μ1
l∫
−l
u2(x) dx
for any u ∈ H 1([−l, l]), or equivalently
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−l
u′2(x) − p(uminλ )p−1u2(x) dx + βα u2(−l)+ ηγ u2(l)
 μ2
( l∫
−l
u′2(x) dx + β
α
u2(−l) + η
γ
u2(l)
)
for any u ∈ H 1([−l, l]) and some positive number μ2. Summing up the above discussion, we
obtain the desired conclusion of Lemma 4.5. 
By Lemmas 4.4 and 4.5, we know that all of (H([−l, l]),‖ · ‖∗) and (H([−l, l]),‖ · ‖∗∗)
are Banach spaces. We denote (H([−l, l]),‖ · ‖∗) by H 1∗ ([−l, l]) and (H([−l, l]),‖ · ‖∗∗) by
H 1∗∗([−l, l]).
Now, we are in the position to prove Theorem 1.3.
Proof of Theorem 1.3. By Lemma 4.2, for any λ ∈ (0,Λ), problem (1.3) has a minimal solution
uminλ (x). Let u
2
λ(x) = v(x) + uminλ (x). If u2λ is another solution of problem (1.3), then v(x) will
satisfy
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−v′′(x) − p(uminλ )p−1v(x) = g(x, v), x ∈ (−l, l),
v(x) > 0, x ∈ (−l, l),
αv′(−l) − βv(−l) = 0,
γ v′(l) + ηv(l) = 0,
(4.13)
where g(x, v) = [v(x)+ uminλ (x)]p − (uminλ (x))p −p(uminλ (x))p−1v(x). In addition, g(x, v) sat-
isfies
(g1) limv→0 g(x,v)v = 0 uniformly in x;
(g2) limv→∞ g(x,v)vp = 1 uniformly in x;
(g3) there exist some θ > 2 and M > 0 such that 0 < θG(x, v)  vg(x, v) for all v M and
x ∈ [−l, l], where G(x, v) = ∫ v0 g(x, s) ds.
Inversely, if problem (4.13) is solvable, then the existence of the second solution of problem
(1.3) will be achieved. Hence, to find the second solution of problem (1.3), we only have to solve
problem (4.13). To this end, we consider the following functional
I (v) =
l∫
−l
v′2 − p(uminλ )p−1v2(x) + βα v2(−l) + ηγ v2(l) −
l∫
−l
2G(x, v+) dx,
which is defined on H 1∗∗([−l, l]), where v+ = max{v,0}.
Obviously, any nontrivial critical point of I (v) is a solution of problem (4.13). By Lemma 4.5
and (g1)–(g3), it is easy to check that I (v) satisfies all conditions desired in the classical Moun-
tain Pass Theorem. Hence, employing Mountain Pass Theorem (see [2]), we can find a nontrivial
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rem 1.3. 
5. The proof of Theorem 1.4
This section is devoted to prove Theorem 1.4. To this end, some preliminary lemmas are
needed.
Lemma 5.1. (See [6].) For any p > 1, problem
{−u′′(x) = up(x), x ∈ (,+∞), or (−∞, ), or (−∞,+∞),
u(x) 0, x ∈ (,+∞), or (−∞, ), or (−∞,+∞), (5.1)
has only the trivial solution u(x) ≡ 0.
Lemma 5.2. For any given λ0 > 0, there exists a positive constant C independent of λ ∈ (0, λ0]
such that for any positive solution uλ of problem (1.3) with λ ∈ (0, λ0] and p > 0, there holds
‖uλ‖C2,α([−l,l])  C.
Proof. By elliptic regularity theory, it is enough to prove that ‖uλ‖C([−l,l])  C. At first, we
consider the case p > 1, and argue by contradiction. Suppose that the claim is not true. Then
there would exist a sequence 0 < λj < λ0, a corresponding sequence of solutions uλj (x) of
problem (1.3), and a sequence of points {xj } such that
Mj = ‖uλj ‖C([−l,l]) = max−lxl uλj (x) = uλj (xj ) → +∞, as j → +∞.
Now, we consider the auxiliary function
vj (y) = M−1j uλj
(
xj + M
1−p
2
j y
)
,
which is defined on Lj = [−M
p−1
2
j (l+xj ),M
p−1
2
j (l−xj )]. It is easy to verify that vj (y) satisfies
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
−v′′j (y) = vpj (y) + λjM−pj f
(
xj + M
1−p
2
j y
)
, y ∈ Lj ,
0 < vj (y) 1, y ∈ Lj ,
αv′j
(−M p−12j (l + xj ))− βvj (−M p−12j (l + xj ))= 0,
γ v′j
(
M
p−1
2
j (l − xj )
)+ ηvj (M p−12j (l − xj ))= 0,
vj (0) = 1,
(5.2)
and limj→∞ Lj = L = (−,+∞), or (−∞, ), or (−∞,+∞).
Since f (y) ∈ Cα(L) \ {0}, and 0 < λj < λ0, it is easy to verify that there exists a constant
C > 0 independent of j such that ‖vj‖C2,α(I )  C for any finite interval I ⊂ L and possibly
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that
lim
j→∞‖vj − v‖C2loc(L) = 0.
Passing to the limit in problem (5.2), we know that v(y) is a positive solution of problem
(5.1). This contradicts Lemma 5.1.
If 0 < p < 1, then by multiplying the equation in problem (1.3) by uλ and integrating on
[−l, l], we obtain
‖uλ‖2∗ =
l∫
−l
(
u
p+1
λ + f uλ
)
dx.
By Hölder’s inequality we know that there exists a positive constant C independent of λ such
that
‖uλ‖2∗  C.
Now, if Sobolev embedding theorem is employed, then we can conclude that
‖uλ‖C([−l,l])  C.
Hence, we complete the proof of Lemma 5.2. 
Lemma 5.3. Assume that problem (1.3) with p > 1 has at least two positive solutions for λ > 0.
Then at least one of these solutions denoted by uλ(x) satisfies limλ→0 ‖uλ(x)‖C([−l,l]) = 0.
Proof. We assume u1λ(x) and u2λ(x) are two different positive solutions of problem (1.3). As-
sume, without loss of generality, that
∥∥u1λ∥∥C([−l,l])  ∥∥u2λ∥∥C([−l,l]). (5.3)
We argue by contradiction. Suppose there exists a sequence λj → 0 as j → ∞ such that
∥∥u1λj ∥∥C([−l,l]) → C > 0, as j → ∞. (5.4)
By (5.3), up to a subsequence, we may also assume that
∥∥u2λj ∥∥C([−l,l]) → C1 > 0, as j → ∞. (5.5)
By Lemma 5.2, we may assume that
u1λ (x) → φ1(x), u2λ (x) → φ2(x) uniformly in [−l, l] as j → ∞.j j
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(1.3), we know that φ1(x) and φ2(x) are solutions of problem (1.1). By Theorem 1.2, we know
that problem (1.1) has only one solution. Therefore, we conclude that
u(x) ≡ φ1(x) ≡ φ2(x), x ∈ [−l, l].
Set vj = u1λj − u2λj . Then vj ≡ 0 and satisfies
⎧⎪⎨
⎪⎩
−v′′j = ξj vj , x ∈ [−l, l],
αv′j (−l) − βvj (−l) = 0,
γ v′j (l) + ηvj (l) = 0,
where ξj =
∫ 1
0 p(tu
1
λj
+ (1 − t)u2λj )p−1 dt .
Since vj ≡ 0, we define v˜j = vj /‖vj‖C([−l,l]). Thus v˜j satisfies
⎧⎪⎨
⎪⎩
−v˜′′j = ξj v˜j , x ∈ [−l, l],
αv˜′j (−l) − βv˜j (−l) = 0,
γ v˜′j (l) + ηv˜j (l) = 0.
(5.6)
By the regularity theory, we may assume that v˜j converges in C2([−l, l]) to a function v˜ ≡ 0.
Passing to the limit in (5.6) as j → ∞, we see that v˜ satisfies
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−v˜′′ = pup−1v˜, x ∈ [−l, l],
αv˜′(−l)− βv˜(−l) = 0,
γ v˜′(l) + ηv˜(l) = 0,
v˜ ≡ 0,
which gives a contradiction, because u is nondegenerate. 
Proof of Theorem 1.4. If f (x) ∈M, then it follows from Theorem 1.3 that there exists Λ > 0
such that problem (1.6) has at least two solutions. Hence, to complete the proof of Theorem 1.4,
it suffices to prove that if there exists a positive number λ0 such that problem (1.3) has at least
two solutions for any λ ∈ (0, λ0), then it necessarily has f (x) ∈M.
Suppose that problem (1.3) has at least two solutions for λ ∈ (0, λ0], it follows from
Lemma 5.3 that there exists a positive solution uλ of problem (1.3) such that ‖uλ‖C([−l,l]) → 0,
as λ → 0. Let uλ = λwλ, then it is easy to verify that wλ(x) satisfies
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−w′′λ(x) = up−1λ wλ(x) + f (x), x ∈ (−l, l),
wλ(x) > 0,
αw′λ(−l)− βwλ(−l) = 0,
′
(5.7)γwλ(l) + ηwλ(l) = 0.
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l∫
−l
(w′λ)2 dx +
β
α
w2λ(−l) +
η
γ
w2λ(l) =
l∫
−l
u
p−1
λ w
2
λ + f (x)wλ dx. (5.8)
If Hölder’s and Young’s inequalities are used, limλ→0 ‖uλ‖C([−l,l]) = 0 is taken into account, and
Lemma 4.4 is employed, then it is easy to deduce from (5.8) that there exists a positive constant
C independent of λ such that
‖wλ‖∗  C‖f ‖L2([−l,l]).
With the above estimate established, we can prove that there exists a positive constant C inde-
pendent of λ such that ‖wλ‖C2,α([−l,l])  C. Passing to the limit in (5.7), it is easy to see that
f (x) ∈M. This completes the proof of Theorem 1.4. 
6. The proof of Theorem 1.5
In this section, we prove Theorem 1.5. For this we prove the following lemma first.
Lemma 6.1. There exists a positive constant M such that problem (1.3) has at most one solution
u(x) such that ‖u(x)‖C([−l,l]) M .
Proof. Choose M so small that pMp−1 < μ1, here μ1 is the first eigenvalue of eigenvalue
problem (3.1). We will prove the conclusion by contradiction. Suppose that problem (1.3) has at
least two different positive solutions u1λ(x) and u2λ(x) such that∥∥u1λ∥∥C([−l,l]) M, ∥∥u2λ∥∥C([−l,l]) M.
Then w(x) = u1λ(x) − u2λ(x) ≡ 0, and w(x) satisfies⎧⎪⎨
⎪⎩
−w′′(x) = p(ξ(x))p−1w(x), x ∈ (−l, l),
αw′(−l) − βw(−l) = 0,
γw′(l) + ηw(l) = 0,
(6.1)
where ξ(x) is a nonnegative function with values between u1λ(x) and u2λ(x).
Multiplying the equation in problem (6.1) by w(x) and integrating by parts on [−l, l], we
obtain
l∫
−l
w′2 dx + β
α
w2(−l) + η
γ
w2(l) = p
l∫
−l
(
ξ(x)
)p−1
w2(x) dx.
By variational formula for the first eigenvalue of eigenvalue problem (3.1), we have
l∫
w′2 dx + β
α
w2(−l) + η
γ
w2(l) λ1
l∫
w2(x) dx,−l −l
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μ1
l∫
−l
w2(x) dx  p
l∫
−l
(
ξ(x)
)p−1
w2(x) dx.
By the definition of ξ(x), we also have ‖ξ(x)‖C([−l,l]) M . Hence
μ1
l∫
−l
w2(x) dx  pMp−1
l∫
−l
w2(x) dx,
this implies that μ1  pMp−1 which contradicts the choice of M . Hence we complete the proof
of Lemma 6.1. 
Proof of Theorem 1.5. Suppose that the assertion of the theorem is not true. Then, we can
choose a sequence λj → 0 as j → +∞ such that problem (1.3) has at least three different solu-
tions for each λj . By Lemma 5.3, we know that there is a solution of problem (1.3) denoted by
u1λj such that limj→+∞ ‖u1λj ‖C[−l,l] = 0. Let u2λj and u3λj be the other two solutions of problem
(1.3) corresponding to λj . By Lemma 5.2, we may assume that
u2λj (x) → u2(x), u3λj (x) → u3(x) uniformly on [−l, l] as j → +∞.
Since u1λj → 0 as λj → 0, it follows from Lemma 6.1 that there exists a constant M > 0 such
that ∥∥u2λj (x)∥∥C[−l,l] M, ∥∥u3λj (x)∥∥C[−l,l] M.
Thus, u2(x) ≡ 0, u3(x) ≡ 0 on [−l, l]. Passing to the limit in problem (1.3), we conclude that
u2(x), u3(x) are solutions of problem (1.1). Now, the conclusion of Theorem 1.2 implies that
u2(x) ≡ u3(x) = u(x).
Setting wj = u2λj (x) − u3λj (x), and Φj(x) =
wj (x)
‖wj ‖C([−l,l]) , then Φj(x) ≡ 0 and satisfies⎧⎪⎨
⎪⎩
−Φ ′′j (x) = ξj (x)Φj (x), x ∈ (−l, l),
αΦ ′j (−l)− βΦj (−l) = 0,
γΦ ′j (l) + ηΦj (l) = 0,
(6.2)
where ξj (x) =
∫ 1
0 p(tu
2
λj
+ (1 − t)u3λj )p−1 dt . Now, by a similar argument used in the proof of
Lemma 5.3, we can find a function Φ(x) ≡ 0 such that
⎧⎨
⎩
Φ ′′ + pup−1Φ = 0, x ∈ (−l, l),
αΦ ′(−l)− βΦ(−l) = 0,
γΦ ′(l) + ηΦ(l) = 0.
(6.3)
This is a contradiction since u(x) is nondegenerate. 
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Here is the proof of Theorem 1.6. If p > 1 and there exists a positive number λ∗ such that
problem (1.3) has exactly one solution, then it follows from Theorem 1.3 that f (x) ∈N . Hence,
to complete the proof of Theorem 1.6, we have only to prove that if f (x) ∈N then there exists a
positive number λ∗ such that problem (1.3) has a unique solution for any λ ∈ (0, λ∗). Obviously,
the uniqueness part follows immediately from Theorem 1.4. In the sequel, we prove the existence
part by making use of Mountain Pass Theorem. To this end, we consider the following functional
Iλ(u) = 12
l∫
−l
(u′)2(x) dx + β
α
u2(−l) + η
γ
u2(l) − 1
p + 1
l∫
−l
(
u+
)p+1
dx − λ
l∫
−l
f (x)u(x) dx,
which is defined on H 1∗ ([−l, l]). We first prove that Iλ(u) has a nontrivial critical point in
H 1∗ ([−l, l]) by making use of Mountain Pass Theorem, and then prove that this nontrivial critical
point is a solution of problem (1.3). For the convenience of the statement, we divided the proof
into the following steps.
Step 1. We claim that there exist positive constants λf ,R0, α0 independent of λ such that
Iλ(u)|‖u‖∗=R0  α0 > 0, for λ ∈ (0, λf ).
In fact, if we denote by λ1 the first eigenvalue of the eigenvalue problem (3.1) and ϕ1 the
corresponding eigenfunction, then
∥∥∥∥∥λ
l∫
−l
f (x)u(x) dx
∥∥∥∥∥ λ‖f ‖L2([−l,l])‖u‖L2([−l,l])
 Cλ√
λ1
‖f ‖L2([−l,l])‖u‖∗
 1
4
‖u‖2∗ +
(Cλ)2
λ1
‖f ‖2
L2([−l,l]),
where C is a positive constant independent of λ. By Sobolev’s inequality, we know that there
exists a positive constant C1(l) > 0 independent of λ such that
‖u‖p+1
Lp+1([−l,l]) C1(l)‖u‖
p+1∗ .
Thus
Iλ(u)
1
4
‖u‖2∗ −
C1(l)
p + 1‖u‖
p+1∗ − λ
2
λ1
‖f ‖2
L2([−l,l]),
which implies that
Iλ(u)|‖u‖∗=R 
1
R2 − C1(l) Rp+1 − λ
2
‖f ‖2
L2([−l,l]).4 p + 1 λ1
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1
4
R20 −
C1(l)
p + 1R
p+1
0 =
1
8
R20,
that is
R0 =
(
p + 1
8C1(l)
) 1
p−1
,
we have
Iλ(u)|‖u‖∗=R0 
1
8
(
p + 1
8C1(l)
) 2
p−1 − (Cλ)
2
λ1
‖f ‖2
L2([−l,l]).
If we choose λf so that
1
8
(
p + 1
8C1(l)
) 2
p−1 − (Cλf )
2
λ1
‖f ‖2
L2([−l,l]) =
1
16
(
p + 1
8C1(l)
) 2
p−1
,
that is
λf =
√
λ1
4‖f ‖2
L2
(
p + 1
8C1(l)
) 1
p−1
,
then
Iλ(u)|‖u‖∗=R0 
1
16
(
p + 1
8C1(l)
) 2
p−1 = α0 > 0, λ ∈ (0, λf ).
Step 2. We claim that there exists t0 > 0 independent of λ such that
Iλ(tϕ1) < 0 for λ ∈ (0, λf ) and t  t0.
In fact, since p + 1 > 2 and
Iλ(tϕ1) = t
2
2
‖ϕ1‖∗ − 1
p + 1
l∫
−l
(tϕ1)
p+1 dx − λ
l∫
−l
f tϕ1 dx
 t
2
2
‖ϕ1‖∗ − t
p+1
p + 1‖ϕ1‖
p+1
L2([−l,l]) + λf t‖f ‖L2([−l,l])‖ϕ1‖L2([−l,l]),
we have limt→+∞ Iλ(tϕ1) = −∞, and the claim in Step 2 then follows.
Step 3. There exists a nontrivial critical point of Iλ(u) in H 1∗ ([−l, l]).
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we see that there is a (PS)-sequence of Iλ(u) which strongly converges in H 1∗ ([−l, l]) up to a
subsequence, and the limit function uλ satisfies
⎧⎨
⎩
−u′′λ(x) =
(
u+λ
)p + λf (x), x ∈ (−l, l),
αu′λ(−l)− βuλ(−l) = 0,
γ u′λ(l) + ηuλ(l) = 0
(7.1)
and
Iλ(uλ) = cλ  α0 > 0, I ′λ(uλ) = 0, (7.2)
where cλ = infγ (t)∈Γ maxt∈[0,1] Iλ(γ (t)), Γ = {γ ∈ C([0,1],H 1∗ ([−l, l])): γ (0) = 0, γ (1) =
t0ϕ1}. This concludes Step 3.
Step 4. We claim that uλ is a positive solution of problem (1.3).
To conclude Step 4, we first show that there exists a positive constant C independent of λ such
that
‖uλ‖C2,α([−l,l])  C for λ ∈ (0, λf ). (7.3)
In fact, since
Iλ(tϕ1) < 0 for λ ∈ (0, λf ) and t > t0,
we have
sup
t>0
Iλ(tϕ1) max
t∈[0,t0]
Iλ(tϕ1).
Therefore, there exists a constant C > 0 independent of λ such that
Cλ  max
t∈[0,t0]
Iλ(tϕ1) C for λ ∈ (0, λf ).
By (7.2), we have
(
1
2
− 1
p + 1
)
‖uλ‖2∗ = Cλ +
(
1 − 1
p + 1
)
λ
l∫
−l
f (x)uλ(x) dx. (7.4)
Since
∣∣∣∣
(
1 − 1
p + 1
)
λ
l∫
−l
f (x)uλ(x) dx
∣∣∣∣ λf
(
1 − 1
p + 1
)
‖f ‖L2([−l,l])‖uλ‖L2([−l,l])
 ε‖uλ‖2∗ + C(ε)‖f ‖2 2 .L ([−l,l])
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is a constant independent of λ. Now, inequality (7.3) follows immediately from the standard
elliptic estimates.
Next, we show that there exists a positive number λ∗ such that uλ is positive on [−l, l] for
any λ ∈ (0, λ∗), and thus is a solution of problem (1.3). Otherwise, there would exist a sequence
λj → 0 as j → +∞ and a sequence xj ∈ [−l, l] such that uλj (xj ) 0 for j = 1,2,3, . . . . Since
‖uλj ‖C2,α([−l,l])  C, and xj ∈ [−l, l], up to a subsequence, we may assume that
uλj → u0, uniformly on [−l, l], and lim
j→∞xj = x0 ∈ [−l, l].
By (7.1) and (7.2), we know that u0 satisfies
⎧⎪⎨
⎪⎩
−u′′0(x) =
(
u+0
)p
(x), x ∈ (−l, l),
αu′0(−l)− βu0(−l) = 0,
γ u′0(l) + ηu0(l) = 0,
(7.5)
and
I0(u0) = 12
l∫
−l
(
u′0
)2
(x) dx + β
α
u20(−l)+
η
γ
u20(l) −
1
p + 1
l∫
−l
(
u+0
)p+1
dx  α0 > 0.
Hence, u0(x) ≡ 0, moreover, by (7.5) and the strong maximum principle, we know that u0(x) > 0
for any x ∈ [−l, l]. On the other hand, u0(x0) = limj→∞ uλj (xj )  0, this is a contradiction.
Hence, for any λ ∈ (0, λ∗), uλ(x) is a solution of problem (1.3), and hence we complete the
proof of Theorem 1.6. 
8. The proof of Theorems 1.7 and 1.8
This section is devoted to prove Theorems 1.7 and 1.8. Hence, we always assume that 0 <
p < 1 in this section.
Proof of Theorem 1.7. First, assuming that problem (1.3) has at least one solution for any
λ > 0, we shall prove that f (x) ∈M. To this end, let uλ be any solution of problem (1.3), and
set uλ = λwλ. Then, wλ satisfies⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−w′′λ(x) = λp−1wpλ (x) + f (x), x ∈ (−l, l),
wλ(x) > 0,
αw′λ(−l) − βwλ(−l) = 0,
γw′λ(l) + ηwλ(l) = 0.
(8.1)
Hence, for λ 1 there exists a positive constant C independent of λ such that
‖wλ‖C2,α([−l,l])  C for any λ ∈ [1,+∞). (8.2)
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obtain
‖wλ‖2∗ = λp−1
l∫
−l
wλ
p+1 dx +
l∫
−l
f (x)wλ(x) dx.
Since λ 1 and 0 < p < 1, we have
∣∣∣∣∣λp−1
l∫
−l
wλ
p+1 dx +
l∫
−l
f (x)wλ(x) dx
∣∣∣∣∣
 (2l)(1−p)/2‖wλ‖p+1L2([−l,l]) + ‖f ‖2L2([−l,l])‖wλ‖L2([−l,l])
 1
2
‖wλ‖2∗ + C(l, f ),
where C(l, f ) > 0 depends only on l and f . Therefore
‖wλ‖∗ C.
Now, (8.2) follows from the above inequality and the standard elliptic estimate.
With (8.2) established, up to a subsequence, we may assume that
lim
j→+∞wλj (x) = w(x) uniformly on [−l, l].
Passing to the limit in problem (8.1), we conclude that w(x) is a nonnegative solution of problem
(1.4), hence f (x) ∈M.
Next, if f ∈M, we shall show that problem (1.3) has a solution. Since f ∈M, problem (1.4)
has a nonnegative solution ϕ(x). It is easy to check that λϕ(x) satisfies⎧⎨
⎩
−(λϕ)′′(x) = λf (x) (λϕ)p + λf (x),
α(λϕ)′(−l) − β(λϕ)(−l) = 0,
γ (λϕ)′(l) + η(λϕ)(l) = 0.
(8.3)
Hence, λϕ is a sub-solution of problem (1.3).
On the other hand, let v(x) be the solution of problem⎧⎨
⎩
−v′′(x) = 1, x ∈ (−l, l),
αv′(−l)− βv(−l) = 0,
γ v′(l) + ηv(l) = 0.
It follows from the strong maximum principle that v(x) > 0, x ∈ [−l, l].
Let w(x) = Mv(x), then w(x) satisfies⎧⎨
⎩
−w′′(x) = M, x ∈ (−l, l),
αw′(−l) − βw(−l) = 0,
′γw (l) + ηw(l) = 0.
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M0 Mp0 max
x∈[−l,l]v
p(x) + λ max
x∈[−l,l]
∣∣f (x)∣∣,
this is possible, since 0 < p < 1 and (Mp maxx∈[−l,l] vp(x) + λmaxx∈[−l,l] |f (x)|)/M → 0. It
is easy to verify that w0(x) = M0v(x) satisfies⎧⎨
⎩
−w′′0(x)wp0 (x) + λf (x),
αw′0(−l)− βw0(−l) = 0,
γw′0(l) + ηw0(l) = 0.
This implies that w0(x) is a super-solution of problem (1.3). Moreover, we can choose M0 so
large that 0  λϕ  w0(x). Now, by sub–super solution method, we can conclude that prob-
lem (1.3) has at least one solution uλ satisfying 0  λϕ  uλ  w0(x), x ∈ [−l, l]. Hence, we
complete the proof of Theorem 1.7. 
Proof of Theorem 1.8. Since f ∈M, problem (1.4) has a nonnegative solution ϕ(x). Let
vλ = λϕ. Then vλ satisfies ⎧⎨
⎩
−v′′λ(x) = λf (x) vpλ (x) + λf (x),
αv′λ(−l) − βvλ(−l) = 0,
γ v′λ(l) + ηvλ(l) = 0.
This implies that vλ is a sub-solution of problem (1.3). By Theorem 1.7, problem (1.3) has a
positive solution uλ. Plainly uλ is a super-solution of problem (1.3), and vλ(x) < uλ(x) for any
x ∈ [−l, l] due to the strong maximum principle. Solving problem
⎧⎪⎪⎨
⎪⎪⎩
u0 = vλ,
−u′′k+1 = upk + λf (x),
αu′k+1(−l) − βuk+1(−l) = 0,
γ u′k+1(l) + ηuk+1(l) = 0, k = 0,1,2, . . . ,
by iteration, we see that uk(x) ↗ wλ(x), and wλ(x) is a solution of problem (1.3). We claim that
wλ(x) is the minimal solution of problem (1.3). Indeed, for any positive solution uλ of problem
(1.3), we have uλ  vλ and uλ is a super-solution of problem (1.3). Thus uk  uλ for any k by
induction. Hence, uλ(x)wλ(x).
In the following, we will prove the uniqueness of solution of problem (1.3) by contradiction.
Assume that problem (1.3) has another positive solution uλ which is different from wλ. Set
v(x) = uλ(x) − wλ(x). It is obvious that 0 v(x) ≡ 0 and v(x) satisfies⎧⎨
⎩
−v′′(x) = upλ(x) − wpλ (x) 0, x ∈ (−l, l),
αv′(−l) − βv(−l) = 0,
γ v′(l) + ηv(l) = 0.
It follows from the strong maximum principle that
uλ(x) > wλ(x) for x ∈ [−l, l].
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λ
l∫
−l
f (x)(uλ − wλ)dx > 0.
In fact, since f (x) ∈M, problem (1.4) has a nontrivial solution ϕ  0. Therefore, we have
λ
l∫
−l
f (x)(uλ − wλ)dx = −λ
l∫
−l
(uλ − wλ)ϕ′′ dx
= −λ
l∫
−l
(uλ − wλ)′′ϕ dx
= λ
l∫
−l
(
u
p
λ − wpλ
)
ϕ dx > 0.
On the other hand, we have
λ
l∫
−l
f (x)uλ dx +
l∫
−l
w
p
λ uλ dx = −
l∫
−l
w′′λuλ dx = −
l∫
−l
u′′λwλ dx
= λ
l∫
−l
f (x)wλ dx +
l∫
−l
u
p
λwλ dx.
So
λ
l∫
−l
f (x)(uλ − wλ)dx =
l∫
−l
(
u
p−1
λ − wp−1λ
)
wλuλ dx.
Noticing that 0 < p < 1, and uλ(x) > wλ(x) for any x ∈ [−l, l], we have up−1λ < wp−1λ . Hence,
the right side of the last formula is smaller than zero. This is a contradiction. Therefore, we
complete the proof of Theorem 1.8. 
9. The proof of Theorem 1.9
Since the proof of Theorem 1.9 is very similar to that of Theorem 1.5, we only give a sketch
of the proof of Theorem 1.9 here. Like the proof of Theorem 1.5, the proof of Theorem 1.9 can
be divided into the following steps.
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limλ→0 ‖wλ‖C([−l,l]) = 0. In fact, this minimal solution can be obtained as a limit of the follow-
ing iterative procedure: ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
v0 = εϕ1(x),
−v′′k = vpk−1 + λvqk−1,
αv′k(−l)− βvk−1(−l) = 0,
γ v′k(l) + ηvk−1(l) = 0,
k = 1,2, . . . ,
where ε > 0 is a possibly small number and ϕ1(x) is the first eigenfunction of eigenvalue prob-
lem (3.1).
Step 2. There exists a constant C > 0 independent of λ ∈ (0, λ0] for some λ0 > 0 such that any
positive solution uλ of problem (1.5) with λ ∈ (0, λ0] satisfies ‖uλ‖C2,α([−l,l])  C. The proof of
this conclusion is similar to that of Lemma 5.2 in Section 5.
Step 3. There exists a positive constant M such that problem (1.5) has at most one positive
solution such that ‖uλ‖C([−l,l]) M . This conclusion can be proved in a similar way as that of
the same conclusion for multidimensional Dirichlet problem in [1].
With Steps 1–3 established, the proof of Theorem 1.9 can proceed in a similar way as that of
Theorem 1.5 in Section 6. Hence, we omit it here.
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