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Abstract
We characterize the domain of the Wiener integral with respect to the fractional Brownian motion of any
Hurst parameter H ∈ (0,1) on an interval [0, T ]. The domain is the set of restrictions to D((0, T )) of the
distributions of W1/2−H,2(R) with support contained in [0, T ]. In the case H  1/2 any element of the
domain is given by a function, but in the case H > 1/2 this space contains distributions that are not given
by functions. The techniques used in the proofs involve distribution theory and Fourier analysis, and allow
to study simultaneously both cases H < 1/2 and H > 1/2.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this work we characterize the domain of the Wiener integral on [0, T ] with respect to the
fractional Brownian motion, with any Hurst parameter H , in terms of the ordinary fractional
Sobolev spaces. By the domain of the Wiener integral I with respect to some second order
process we mean the completion of the space of simple functions, for which the integral is defined
in the natural way, with respect to the inner product given by
(f, g) = E[I (f )I (g)],
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meter is H < 1/2 and given in terms of fractional derivatives (see, for instance, Decreusefond
and Üstünel [2], Alòs et al. [1] or Pipiras and Taqqu [6]). In the case H > 1/2 there are known
some spaces of functions that are strict subsets of the domain of the integral because they are not
complete (see Pipiras and Taqqu [6]). These last authors also propose the question of determining
if the domain of the integral is or not a space of functions.
We will prove (see Theorem 3.3) that for any Hurst parameter H ∈ (0,1/2) ∪ (1/2,1), the
domain of I is given by the space{
f ∈D′((0, T )): ∃f ∗ ∈ W 1/2−H,2(R) with supp(f ∗)⊂ [0, T ] s.t. f = f ∗|[0,T ]}. (1)
In the case H < 1/2, this space is a space of functions, and the notation f ∗|[0,T ] means, as usual,
the restriction of f ∗ to the interval [0, T ]. When H > 1/2, W 1/2−H,2(R) is a space of distrib-
utions and we must interpret the notation f ∗|[0,T ] as the restriction of f ∗ to the test functions
space D((0, T )). Observe that in the case H = 1/2, the fractional Brownian motion is a stan-
dard Wiener process and expression (1) is an unusual way to describe the domain of the integral,
L2([0, T ]).
The proof of our result, is based on some properties of the Wiener integral that are not par-
ticular of the fractional Brownian motion but valid for any centered second order process with
continuous paths and continuous covariance function.
So, along the first part of the paper we will study the Wiener integral with respect to a general
process X with these properties. The main result of this part is that if we start the definition of the
Wiener integral with respect to X taking as elementary functions the C∞ functions with compact
support contained in (0, T ), and for a ϕ of this type define
I (ϕ) = −
T∫
0
Xsϕ
′(s) ds,
the extension of this integral gives exactly the same domain that if we started with the simple
functions (see Theorem 2.3). This is not at all a surprising result, but the interest here is that this
fact allows to use the powerful tools of distribution theory.
In the second part (Section 3) of the paper we find the domain for the Wiener integral with
respect to the fractional Brownian motion (see Theorem 3.3). We have also added Appendix A
with the proof of Theorem 2.3 and a technical lemma used in the proof of Theorem 3.3.
2. Equivalent constructions of the Wiener integral
Along this section we will study the Wiener integral with respect to a process X = {Xt, t ∈
[0, T ]} that will be a centered second order process with covariance function
R(s, t) = E[XsXt ],
defined on a certain probability space (Ω,F ,P ). We will suppose in addition that X has contin-
uous paths and also that R is a continuous function.
Consider the set ST of all step functions on [0, T ] of the form
f =
N−1∑
fj1[tj ,tj+1),
j=0
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space. For a function of the above type, define its Wiener integral with respect to X in the natural
way as follows:
I (f ) =
N−1∑
j=0
fj (Xtj+1 − Xtj ). (2)
It is easily verified that this is a good definition, being I a linear operator from ST into a subspace
of L2(Ω).
Then, we introduce in ST , the bilinear and symmetric form given by
(f, g) = E[I (f )I (g)],
which is a scalar product if we identify two functions f and g when the quantity (f − g,f − g)
equals to zero.
The linear space generated by the increments of X is given by
L(X) =
{
Z ∈ L2(Ω): Z = L2(Ω) − lim
n→∞ I (fn), for some (fn) ⊂ ST
}
.
It is a closed subspace of L2(Ω) with respect to the usual topology.
The following proposition gives sufficient conditions for a space of functions to be a set of
integrators with respect to X. This result can be proved in the same way that Proposition 2.1
of [5].
Proposition 2.1. Suppose that C is a space of functions defined on [0, T ] verifying that
(1) C is an inner product space with inner product (f, g)C , for f,g ∈ C.
(2) ST ⊂ C and (f, g)C = (f, g) for f,g ∈ ST .
(3) The set ST is dense in C.
Then
• There is an isometry between the space C and a linear subspace of L(X) which is an exten-
sion of the map f → I (f ) for f ∈ ST .
• C is isometric to L(X) if and only if C is complete.
Remark 2.2. Suppose that C is a space verifying the hypotheses of the above proposition. In the
case in which C is complete, it can be identified with the completion of ST with respect to the
inner product (·,·), that is, the domain of I obtained by the standard extension procedure. On the
other hand, if we denote by LT the domain of I , we have also that, in any case,
LT = C(·,·)C .
Let VT be the set of bounded variation functions on [0, T ]. Let also DT be the set of C∞
functions defined on [0, T ] with compact support contained in (0, T ). This space can be identified
with the space of test functionsD((0, T )) of the theory of distributions. Any element of DT is the
extension by 0 on the boundary of (0, T ) of a unique function of D((0, T )).
The main result of this section is the following theorem proved in Appendix A.
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ST , VT , C∞([0, T ]) and DT . If C denotes any of these spaces, we have that, for f ∈ C,
I (f ) = −
T∫
0
Xt dμf (t).
Here, μf is the restriction to ([0, T ],B([0, T ])) of the Lebesgue–Stieljes signed measure asso-
ciated with f 0 defined as
f 0(x) =
{
f (x) if x ∈ [0, T ],
0 otherwise. (3)
Moreover
LT = C(·,·)C ,
with
(f, g)C =
T∫
0
T∫
0
R(s, t) d(μf ⊗ μg)(s, t),
for f,g ∈ C.
3. Application to fractional Brownian motion
Let BH = {BHt , t ∈ [0, T ]} be a continuous fractional Brownian motion with Hurst parameter
H ∈ (0,1). That is, BH is a continuous centered Gaussian process with covariance function given
by
RH(s, t) = E(BHs BHt )= 12(t2H + s2H − |t − s|2H ).
It is well known that any Gaussian process with the above covariance function has a version with
continuous paths and that B1/2 is a standard Wiener process.
The fractional Brownian motion can be defined on all R and, then, its covariance is given by
RH(s, t) = E(BHs BHt )= 12(|t |2H + |s|2H − |t − s|2H ),
for any s, t ∈ R. We will apply the results of the preceding section in order to describe the domain
of the Wiener integral with respect to BH , that will be denoted by LHT , when H = 1/2.
Along this section we will make use of Fourier transforms. As usual, fˆ denotes the Fourier
transform of a function f ∈ L1(R), that is:
fˆ (x) =
∫
R
eitxf (x) dx.
We also denote by F the Fourier transform when defined on the space S ′ of tempered distribu-
tions.
The following lemma will be very useful in what follows. It is inspired in equality (3.4) of [5],
proved for f and g elementary functions on R with compact support.
We denote by S the Schwartz space of real-valued C∞-functions with rapid decrease.
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R2
RH(s, t)f
′(s)g′(t) ds dt = sin(Hπ)(2H + 1)
2π
∫
R
fˆ (x)gˆ(x)|x|1−2H dx.
Proof. We have that∫
R
fˆ (x)gˆ(x)|x|1−2H dx =
∫
R
(̂f ∗ gˇ)(x)|x|1−2H dx,
where, as usual, gˇ denotes the function defined by gˇ(x) = g(−x).
So, the last expression can be written as〈|x|1−2H ,F(f ∗ gˇ)〉,
that is, the action of the tempered distribution given by the locally integrable function h(x) =
|x|1−2H on the Fourier transform of the function of rapid decrease f ∗ gˇ. Therefore, we obtain∫
R
fˆ (x)gˆ(x)|x|1−2H dx = 2π 〈F−1(|x|1−2H ), f ∗ gˇ〉. (4)
From the table of Fourier transforms of [3, p. 359], we obtain that F−1(|x|1−2H ) is given by the
tempered distribution
1
2 sin(Hπ)(2H − 1) |x|
2H−2.
This distribution is a locally integrable function, when H ∈ (1/2,1). When H ∈ (0,1/2), the
function ρ(x) = |x|2H−2 is not locally integrable and the distribution |x|2H−2 is defined as a
regularization of ρ (see, for instance, [3, Chapter 1, Section 3]). This regularization satisfies that
the action over a test function ϕ null at 0 (the singularity of ρ) is equal to∫
R
|x|2H−2ϕ(x)dx,
and also that
|x|2H−2 =
(
1
2H(2H − 1) |x|
2H
)′′
,
here |x|2H is a locally integrable function and the second derivative is taken in the distributional
sense. So, it can be seen that the action of the distribution |x|2H−2 (with H < 1/2) over an
element ϕ ∈ S is given by〈|x|2H−2, ϕ〉= ∫
R
(
ϕ(x) − ϕ(0))|x|2H−2 dx.
On the other hand, when −1 < λ < 0, the definition of (λ) is
(λ) =
∞∫
0
xλ−1
[
e−x − 1]dx,
see [3, Chapter 1, Section 3.3, Example 1].
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R
fˆ (x)gˆ(x)|x|1−2H dx
= π
sin(Hπ)(2H − 1)
〈|x|2H−2, f ∗ gˇ〉
= π
sin(Hπ)(2H − 1)2H(2H − 1)
〈(|x|2H )′′, f ∗ gˇ〉
= π
sin(Hπ)(2H + 1)
∫
R
|x|2H (f ∗ gˇ)′′(x) dx
= π
sin(Hπ)(2H + 1)
∫
R
|x|2H
(∫
R
f (y)g′′(y − x)dy
)
dx.
And applying integration by parts in this last expression we obtain∫
R
fˆ (x)gˆ(x)|x|1−2H dx
= − π
sin(Hπ)(2H + 1)
∫
R
|x|2H
(∫
R
f ′(y)g′(y − x)dy
)
dx
= − π
sin(Hπ)(2H + 1)
∫ ∫
R2
|s − t |2Hf ′(s)g′(t) ds dt
= 2π
sin(Hπ)(2H + 1)
∫ ∫
R2
RH(s, t)f
′(s)g′(t) ds dt. 
In other to obtain the main result of this section, we will discuss some properties of the
Sobolev spaces with order s ∈ (−1/2,∞).
Recall that one can give the following representation of the Sobolev space Ws,2(R), for any
s ∈ R:
Ws,2(R) = {f ∈ S ′: (1 + |x|2)s/2Ff (x) ∈ L2(R)},
that is a Hilbert space with respect to the scalar product
〈f,g〉 =
∫
R
Ff (x)Fg(x)(1 + |x|2)s dx.
Moreover, if f ∈ S ′ has compact support, it is known thatFf ∈ C∞(R), and thenFf is bounded
on any bounded neighborhood of 0. Therefore, for −1/2 < s < ∞ and f ∈ S ′ with compact
support, it is equivalent to say that(
1 + |x|2)s/2Ff (x) ∈ L2(R)
and that
|x|sFf (x) ∈ L2(R).
We will also need to restrict some distributions of S ′ to D((0, T )).
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D((0, T ))′ given by
〈f |[0,T ], ϕ〉 :=
〈
f,ϕ0
〉
,
for ϕ ∈D((0, T )).
It is easily seen that this is a good definition, f |[0,T ] is really a distribution of D((0, T ))′.
The use of the notation f |[0,T ] is justified by the fact that when f ∈ S ′ is given by a function
with slow growth, then f |[0,T ] is given by the usual restriction of f to the interval [0, T ].
If f ∈ D((0, T ))′ and there exists f ∗ ∈ S ′ with support contained in [0, T ] such that f =
f ∗|[0,T ], we can see this f ∗ as an extension of f by 0 on all R. This extension is not necessarily
unique. Nevertheless, we can prove the following result.
Proposition 3.2. Let −1/2 s < ∞ and let f ∗, g∗ ∈ Ws,2(R) with support contained in [0, T ]
such that f ∗|[0,T ] = g∗|[0,T ]. Then, f ∗ = g∗.
Proof. Under our hypotheses, f ∗ − g∗ ∈ Ws,2(R) and its support is contained in {0} ∪ {T }.
This implies that f ∗ − g∗ = 0. Indeed, on one hand the distributions having support on a finite
number of points are finite linear combinations of the δ’s distributions at these points and their
derivatives. On the other hand, a finite linear combination of this kind does not belong to any
Ws,2(R) with s −1/2, except in the case in which all the coefficients are zero. 
By Theorem 2.3 we have that for f,g ∈DT
E
[
I (f )I (g)
]= T∫
0
T∫
0
RH(s, t) d(μf ⊗ μg)(s, t)
=
T∫
0
T∫
0
RH(s, t)f ′(s)g′(t) ds dt =
∫ ∫
R2
RH(s, t)
(
f 0
)′
(s)
(
g0
)′
(t) ds dt,
(5)
with f 0 defined in (3).
Then, due to Lemma 3.1, we have that for f,g ∈DT
E
[
I (f )I (g)
]= C ∫
R
f̂ 0(x)ĝ0(x)|x|1−2H dx,
where C is some constant. This fact can suggest that LHT is the set of distributions f ∈D((0, T ))′
which have an (unique) extension by 0 to all R belonging to W 1/2−H,2(R). That is, f = f ∗|[0,T ]
with f ∗ ∈ W 1/2−H,2(R) and supp(f ∗) ⊂ [0, T ]. Moreover, the inner product in the domain must
be given by
(f, g) = C
∫
Ff ∗(x)Fg∗(x)|x|1−2H dx.R
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by Hu [4] (see equality (2.8) in Proposition 2.1 of this last paper) for f and g such that f 0, g0 ∈
L2H−1/2(R), where this space is defined by
LH−1/2(R) =
{
f :R → R measurable; |x|1/2−H fˆ (x) ∈ L2(R)}.
Theorem 3.3. The domain of the Wiener integral with respect to the fractional Brownian motion
with parameter H ∈ (0,1/2) ∪ (1/2,1) is given by
LHT =
{
f ∈D((0, T ))′: ∃f ∗ ∈ W 1/2−H,2(R) with supp(f ∗)⊂ [0, T ]
s.t. f = f ∗|[0,T ]
}
,
endowed with the inner product
(f, g) = (2H + 1) sin(Hπ)
2π
∫
R
Ff ∗(x)Fg∗(x)|x|1−2H dx. (6)
Proof. By Theorem 2.3, expression (5) and Lemma 3.1,LHT is the completion ofDT with respect
to the inner product given by
(f, g) = E[I (f )I (g)]= (2H + 1) sin(Hπ)
2π
∫
R
f̂ 0(x)ĝ0(x)|x|1−2H dx.
DefineWH = {f = f ∗|[0,T ]: f ∗ ∈ W 1/2−H,2(R) and suppf ∗ ⊂ [0, T ]}, endowed with the inner
product given by (6). So, to prove the theorem, we must see that WH is complete and that DT is
dense therein.
To see completeness, take (fn)n, a Cauchy sequence in WH . Then, the sequence (f ∗n )n, with
fn = f ∗n |[0,T ], is a Cauchy sequence of W 1/2−H,2(R) (with respect to the usual topology of
W 1/2−H,2(R)). Since W 1/2−H,2(R) is complete, there exists f ∗ ∈ W 1/2−H,2(R) such that∫
R
∣∣F(f ∗n − f ∗)(x)∣∣2(1 + |x|2)1/2−H dx → 0, as n → ∞. (7)
To prove that f = f ∗|[0,T ] is an element of WH , we must show that supp(f ∗) ⊂ [0, T ]. But
this is a consequence of the fact that the convergence in W 1/2−H,2(R) implies the convergence
in D(R)′ and then, for any ϕ ∈D(R), with support contained in [0, T ]c , we have〈
f ∗, ϕ
〉= lim
n→∞
〈
f ∗n ,ϕ
〉= 0.
To see now that∫
R
∣∣F(f ∗n − f ∗)(x)∣∣2|x|1−2H dx → 0, as n → ∞,
we will show that there is a subsequence of (fn)n tending, in WH , to f = f ∗|[0,T ]. By (7), we
can take (f ∗nk )k such that Ff ∗nk →Ff ∗ almost everywhere. Then, given ε > 0, we have that∫
R
∣∣F(f ∗nk − f ∗)(x)∣∣2|x|1−2H dx = ∫
R
lim

→∞
∣∣F(f ∗nk − f ∗n
)(x)∣∣2|x|1−2H dx
 lim inf

→∞
∫ ∣∣F(f ∗nk − f ∗n
)(x)∣∣2|x|1−2H dx < ε,
R
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Next, we will show that DT is densely included in WH . Take f ∈WH , that is, f = f ∗|[0,T ]
with f ∗ ∈ W 1/2−H,2(R) and supp(f ∗) ⊂ [0, T ]. In Lemma A.1 of Appendix A, it is proved that
there exist fε ∈ W 1/2−H,2(R) with support in [ε,T − ε] such that fε → f in WH , as ε → 0.
So, the proof will be finished if we show that for f ∈WH with support contained in an interval
[a, b] ⊂ (0, T ), there exist functions ϕn ∈DT such that ϕn → f in WH , as n → ∞.
Take h ∈ C∞ with support contained in [−1,1] such that ∫
R
h(x)dx = 1 and define hn(x) =
nh(nx). We have that ϕ∗n = f ∗ ∗ hn ∈D(R) and these functions have support in [a − 1n , b + 1n ].
So, if n is big enough, the support of the ϕ∗n will be contained in (0, T ). To conclude, we will see
now that ϕn = ϕ∗n|[0,T ] tends to f in WH , that is:∫
R
∣∣F(ϕ∗n − f ∗)(x)∣∣2|x|1−2H dx → 0, as n → ∞.
In fact,∫
R
∣∣F(f ∗ ∗ hn − f ∗)(x)∣∣2|x|1−2H dx = ∫
R
∣∣Ff ∗(x)∣∣2∣∣Fhn(x) − 1∣∣2|x|1−2H dx.
By dominated convergence, this last integral goes to zero, as n → ∞, if f ∈ WH . Indeed,
Fhn(x) tends pointwise to 1, and moreover, |Fhn(x)| ‖h‖L1(R). 
Remark 3.4. Observe that in the case H < 1/2, LHT is a space of functions and equals to the
already known domains given by Pipiras and Taqqu [6] and other authors (see, for instance,
Decreusefond and Üstünel [2] and Alòs et al. [1]). Nevertheless, for H > 1/2, LHT actually is a
space of distributions.
Appendix A
In this section we give the proof of Theorem 2.3 and a technical result used in the proof of
Theorem 3.3.
Proof of Theorem 2.3. Observe that by summation by parts formula, if f ∈ ST
I (f ) = fN−1XT − f0X0 −
N−1∑
j=1
Xtj (fj − fj−1) = −
∫
[0,T ]
Xt dμf (t), (A.1)
where μf is the following signed measure:
μf =
N−1∑
j=1
(fj − fj−1)δtj + f (0+)δ0 − f (T −)δT .
Notice that, for f ∈ ST , μf is the restriction to ([0, T ],B([0, T ])) of the signed measure associ-
ated with f 0, where f 0 is given by (3).
Then, from (A.1), it is easily verified that for f and g in ST ,
E
[
I (f )I (g)
]= T∫ T∫ R(s, t) d(μf ⊗ μg)(s, t), (A.2)
0 0
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Consider now VT the space of bounded variation functions defined on [0, T ], and define for
f and g in VT
(f, g)VT =
T∫
0
T∫
0
R(s, t)d(μf ⊗ μg)(s, t),
where μf is again the signed measure associated to the function f 0 given by (3), restricted to
([0, T ],B([0, T ])).
The form (·,·)VT is obviously bilinear and symmetric. Since R is continuous and non-negative
defined, we have also that
(f,f )VT = lim|π |→0
∑
i,j
μf
(
(si , si+1]
)
R(si, sj )μf
(
(sj , sj+1]
)
 0,
where we have denoted by π the elements of a family of partitions of [0, T ]. Then, if we identify
two functions f,g ∈ VT if (f − g,f − g)VT = 0, VT endowed with (·,·)VT is an inner product
space. Then, we can prove the following claim:
(I) The linear space VT equipped with (·,·)VT verifies conditions (1)–(3) of Proposition 2.1.
Moreover, for f ∈ VT ,
I (f ) = −
T∫
0
Xt dμf (t).
Indeed, properties (1) and (2) of Proposition 2.1 are clearly satisfied. To see (3), given
f ∈ VT , and a sequence of partitions πn = {0 = tn0 < tn1 < · · · < tnkn = T } such that |πn| → 0
as n → ∞, consider
fn =
kn−1∑
i=0
f
(
tni
)
1[tni ,tni+1) ∈ ST .
It can be seen that (fn)n converges to f in VT , as n → ∞. That is, one can check that
lim
n→∞(fn, fn)VT = (f,f )VT (A.3)
and
lim
n→∞(fn, f )VT = (f,f )VT . (A.4)
For instance, to see (A.3), one can show that for every continuous function K : [0, T ]2 → R, it
follows that
lim
n→∞
∫
[0,T ]2
K(s, t)(dμfn ⊗ dμfn)(s, t) =
∫
[0,T ]2
K(s, t)(dμf ⊗ dμf )(s, t). (A.5)
This fact is easily verified when K = K1 ⊗K2, with Ki : [0, T ] → R C1-functions, i = 1,2. From
this, the result follows by a density argument, taking into account that
|μfn ⊗ μfn |
([0, T ]2) 2|μf ⊗ μf |([0, T ]2),
where |μ| is denoting the total variation of the measure μ.
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I (f ) = −
T∫
0
Xt dμf (t),
it suffices to observe that, with the fn considered above,
I (f ) = L2(Ω) − lim
n→∞ I (fn) = L
2(Ω) − lim
n→∞
(
−
T∫
0
Xt dμfn(t)
)
and that, as it is easily checked,
∫ T
0 Xt dμfn(t) converges pointwise in Ω to
∫ T
0 Xt dμf (t), due
to the continuity of X.
From claim (I), we have that for any f ∈ C∞([0, T ]), I (f ) can be defined and equals to
f (T )XT − f (0)X0 −
T∫
0
Xtf
′(t) dt.
Now, it can be proved this second claim:
(II) The space DT is a dense subset of VT , with respect to the topology induced by (·,·)VT .
In fact, it suffices to see that we can approximate in VT the indicator functions 1[a,b), with
[a, b) ⊂ [0, T ], by functions belonging to DT . Consider, for each n ∈ N, ϕn, an element of DT
with support in [a + 1
n
, b − 1
n
], such that it is equal to 1 in [a + 2
n
, b − 2
n
], and it is increasing on
the interval [a + 1
n
, a + 2
n
] and decreasing on the interval [b − 2
n
, b − 1
n
].
One can check the analogous of convergence (A.5), that is:
For every continuous function K : [0, T ]2 → R,
lim
n→∞
T∫
0
T∫
0
K(s, t)ϕ′n(s)ϕ′n(t) ds dt = K(a,a) + K(b,b) − K(a,b) − K(b,a). (A.6)
(Notice that μ1[a,b) = δa − δb .)
It is easy to see convergence (A.6) in the case where K is a polynomial. From this, the claim
is proved also by a density argument.
From claims (I) and (II), the conclusions of the theorem follow easily. 
The following lemma involves computations with distributions and is used in the proof of
Theorem 3.3.
Lemma A.1. Let H ∈ (0,1/2) ∪ (1/2,1) and let f ∈ W 1/2−H,2(R) such that supp(f ) ⊂ [0, T ].
Then, there exist fε ∈ W 1/2−H,2(R) with supp(fε) ⊂ [ε,T − ε] such that∫
R
∣∣F(f − fε)(x)∣∣2|x|1−2H dx → 0, as ε → 0+. (A.7)
Proof. Suppose 0 < ε < T2 . The affine transformation
ρε :R → R,
x → T − 2ε x + εT
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〈fε,ϕ〉 = 〈f,ϕ ◦ ρε〉,
for ϕ ∈ S , has support contained in [ε,T − ε]. On the other hand, it is easily checked that if f is
a function, then fε = TT −2ε f ◦ ρ−1ε .
We can also verify that, for any f ∈ W 1/2−H,2(R), Ffε is a function and that Ffε(x) =
Ff (ρε(x)). Indeed,
〈Ffε,ϕ〉 = 〈fε,Fϕ〉 = 〈f,Fϕ ◦ ρε〉
= T − 2ε
T
〈
f,F(ϕ ◦ ρ−1ε )〉= T − 2εT 〈Ff,ϕ ◦ ρ−1ε 〉
= T − 2ε
T
∫
R
Ff (x)ϕ(ρ−1ε (x))dx = ∫
R
Ff (ρε(x))ϕ(x)dx.
Next, we will check (A.7). Suppose that ε < T/4. For any A > 0 big enough, we have that∫
R
∣∣F(f − fε)(x)∣∣2|x|1−2H dx

A∫
−A
∣∣F(f − fε)(x)∣∣2|x|1−2H dx
+ 2
∫
[−A,A]c
∣∣Ff (x)∣∣2|x|1−2H dx + 2 ∫
[−A,A]c
∣∣Ffε(x)∣∣2|x|1−2H dx
 sup
η∈[−A,A]
∣∣(Ff )′(η)∣∣2 A∫
−A
∣∣ρε(x) − x∣∣2|x|1−2H dx
+ 2
∫
[−A,A]c
∣∣Ff (x)∣∣2|x|1−2H dx
+ 2
(
T
T − 2ε
)2−2H ∫
[−A,A]c
∣∣Ff (x)∣∣2|x − ε|1−2H dx. (A.8)
Taking into account that T
T −2ε  2 and that, for ε < A/2 |x|/2, we have that
|x|
2
 |x − ε| 3|x|
2
,
and, then, there exists a constant C1, only depending on H such that
|x − ε|1−2H  C1|x|1−2H ,
we can bound the right-hand side of (A.8) by
sup
η∈[−A,A]
∣∣(Ff )′(η)∣∣2 A∫ ∣∣ρε(x) − x∣∣2|x|1−2H dx + C2 ∫
c
∣∣Ff (x)∣∣2|x|1−2H dx,
−A [−A,A]
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The proof concludes by using that ρε(x) → x uniformly on the compacts and that for f ∈
W 1/2−H,2(R) with compact support, Ff ∈ C∞ and ∫
R
|Ff (x)|2|x|1−2Hdx < ∞. 
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