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Abstract
We try to understand certain complex phenomena which appear in the study of tree morphisms
in the non-linear case. We prove that every transformation performed by a quasi-alphabetic
homorphism that maps a recognizable tree language to another one can be done “without using
non-linearity”. As a corollary, we get an extension of the cross-section theorem.
R	esum	e
Le but de ce papier est d’ etudier certaines propri et es des morphismes d’arbres et d’ eclairer
certains ph enom3enes complexes propres aux arbres. En particulier, on montre que si l’image par
un morphisme quasi-alphab etique d’une foreˆt reconnaissable est reconnaissable, on peutr eduire
la non lin earit e du morphisme (en un sens que l’on pr ecisera). Ce r esultat nous permet de
g en eraliser le th eor3eme de cross-section. c© 2002 Published by Elsevier Science B.V.
1. Introduction
Dans ce papier nous  etudions certaines propri et es propres aux morphismes d’arbres.
En e9et, si les principaux concepts—telle la reconnaissabilit e par automate ;ni—
d e;nis sur les foreˆts sont des g en eralisations naturelles du cas des langages de mots,
de nombreuses propri et es ne se transposent pas: en particulier, un ph enom3ene nou-
veau et important est celui de la non-linearite. Un terme t est dit non lin eaire si il
contient plusieurs occurrences d’une meˆme variable. La manipulation de termes non
lin eaires est courante en programmation logique, fonctionnelle ou  equationnelle mais
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les outils 3a notre disposition sont peu nombreux. Par exemple, l’ensemble des in-
stances closes d’un terme non-lin eaire n’est pas reconnaissable et donc l’ensemble des
formes r eductibles d’un syst3eme de r e ecriture n’est pas n ecessairement reconnaissable
si le syst3eme n’est pas lin eaire. Ou encore, pour citer un autre exemple qui marque la
di9 erence entre le cas lin eaire et le cas g en eral dans le domaine de la r e ecriture, un
syst3eme de r e ecriture sans paire critique est con?uent dans le cas lin eaire gauche, non
con?uent dans le cas g en eral.
Face 3a cette situation, on peut envisager plusieurs approches; une premi3ere approche
consiste 3a d e;nir de nouveaux outils qui permettent de manipuler des  egalit es,
voire des di9 erences; plusieurs formalismes ont  et e propos es, comme les automates 3a
tests [7,4,6,5] ou les grammaires synchronis ees [14]. Une d emarche compl ementaire
consiste 3a r eduire la non-lin earit e quand c’est possible. Le principe g en eral de cette
d emarche peut s’ enoncer grossi3erement par: quand la reconnaissabilit e est conserv ee,
la non-lin earit e peut eˆtre  evit ee (dans un sens 3a pr eciser). Par exemple, Kucherov et
Tajine, Hofbauer et Huber, Gilleron et V3agvOolgyi  etudient les syst3emes de r e ecriture
dont l’ensemble des formes r eductibles est reconnaissable et les transforment en syst3emes
lin eaires [11,12,13,17].
Dans cet article, nous appliquons cette d emarche au cas des morphismes. En e9et,
l’image homomorphe d’une foreˆt reconnaissable est reconnaissable si le morphisme
est lin eaire, non-n ecessairement reconnaissable sinon—et donc la famille des langages
reconnaissables d’arbres n’est pas close par morphisme, contrairement au cas des mots.
Cependant, il existe des images par morphisme non-lin eaire de foreˆts reconnaissables—
meˆme in;nies—qui sont reconnaissables. C’est surtout cette situation que nous allons
examiner ici. L’id ee intuitive est la suivante: si une foreˆt reconnaissable contient une
in;nit e d’arbres de la forme t(vi; vi), elle contient aussi des arbres de la forme t(vi; vj),
avec vi di9 erent de vj; en exploitant ceci, on peut montrer le r esultat de base suivant:
Th	eoreme. Soit  un morphisme quasi-alphabetique et K une foreˆt reconnaissable;
si (K) est reconnaissable, il existe une foreˆt reconnaissable R et un morphisme
	 lineaire, quasi-alphabetique, complet et strict tel que  ◦	 soit lineaire, quasi-
alphabetique, complet et strict, 	(R)⊂K et  ◦	(R)=(K). (Les de8nitions des
di9erentes classes suivent l’introduction.)
Ce r esultat technique permet d’ etendre le th eor3eme de transversale rationnelle (ou
cross-section): soit R une foreˆt reconnaissable,  un morphisme, le th eor3eme
 etablit l’existence d’une foreˆt reconnaissable R′ incluse dans R telle que  soit une
bijection entre R′ et (R). Le r esultat a  et e  etendu des mots aux arbres quand  est
lin eaire [1]; il est en g en eral faux pour un morphisme d’arbres quelconque. Nous con-
jecturons que l’hypoth3ese lin eaire peut eˆtre a9aiblie en(R) reconnaissable;
nous prouvons ici cette conjecture dans le cas o3u  est quasi-alphab etique.
On peut appliquer aussi ce r esultat aux bimorphismes et en particulier, aux bijections
rationnelles [15]; on peut ainsi  enoncer:
Th	eoreme. Toute bijection entre foreˆts reconnaissables realisee par un bimorphisme
quasi-alphabetique peut eˆtre realisee par un bimorphisme lineaire.
Nous conjecturons que l’hypoth3ese quasi-alphab etique est super?ue.
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2. Notations et d	enitions
Soit 
 un alphabet gradu e et X ={x1; : : : ; xi; : : :} un ensemble d enombrable de vari-
ables. Nous notons Xn l’ensemble ;ni des n variables {x1; : : : ; xn}. L’ensemble des
termes sur 
 index es par X (resp. par Xn) est not e T (
; X ) (resp. T (
; Xn)) et T (
)
est l’ensemble des termes clos sur 
, i.e. sans variable. Un p-uple de termes est
not e v˜=(v1; : : : ; vp) et l’ensemble des p-uples de termes de T (
; Xn) est T (
; Xn)p.
L’ensemble des termes dont les occurrences de variables lues de gauche 3a droite sont
exactement x1; : : : ; xn est d esign e par CTn(
). Les termes de CTn(
) sont dits d’arit e n.
Nous d esignons par 
n l’ensemble des lettres de 
 d’arit e n. Tout a de 
n s’identi;e
alors 3a a(x1; : : : ; xn) et x1; : : : ; xn sont appel ees variables de a. L’ensemble des termes
contenant exactement une occurrence de chaque variable dans Xn est not e ĈTn(
).
Soient 
 et  deux alphabets gradu es. Un morphisme  de T (
; X ) dans T (; X )
est d e;ni par une application de 
 dans T (; X ). Le morphisme  est lineaire (resp.
complet) 1 si pour tout a de 
, chaque variable de a apparaRˆt au plus une fois dans
(a) (resp. si chaque variable de a apparaRˆt au moins une fois dans (a)).  est strict
si l’image d’une lettre contient au moins une lettre. Une quasi-lettre est un terme de
la forme a(v1; : : : ; vn) o3u a est une lettre et chaque vi est soit un terme clos, soit une
variable. Un morphisme est alphabetique (resp. quasi-alphabetique ) si l’image d’une
lettre est une lettre (resp. une quasi-lettre) ou une variable.
Soit t un arbre de T (
; X ); on note |t| sa hauteur, i.e. le nombre d’occurrences de
lettres sur un plus long chemin. pour un morphisme , ||= max∈
{|()|}.
L’ensemble des variables qui apparaissent dans t est Var(t). En particulier, si  est
un morphisme et a une lettre, Var((a)) sera confondu avec l’ensemble des indices
correspondant aux variables apparaissant dans (a). Pour tout t de T (
; Xp) et tout
p-uple t˜ ′=(t1; : : : ; tp), t:˜t ′ d esigne l’arbre obtenu en substituant dans t, pour tout i6p,
ti 3a chaque occurrence de xi. Nous disons que v est facteur de t si t se d ecompose en
u:v: w˜. Dans la suite, la notation u:v: w˜ qui met en  evidence un facteur v dans un arbre,
suppose implicitement que u∈ T˜ (
; X1). L’ensemble F(t) d esigne tous les facteurs de
t et si K est une foreˆt, F(K) d esigne l’union des F(t) pour t dans K .
Nous supposons le lecteur familiaris e avec les automates d’arbres [10,8]. Un auto-
mate d’arbres est repr esent e par (
;Q; F; T ) avec F l’ensemble des  etats de sortie, T
l’ensemble des transitions.
3. Fid	elit	e et morphismes
Dans cet article nous consid erons des morphismes quasi-alphab etiques. Si  est un
tel morphisme de T (
; X ) dans T (; X ), chaque image de lettre f(x1; : : : ; xn) de 
 par
 est de la forme xi ou encore u(xi1 ; : : : ; xik ) o3u u∈CTk() et chaque variable apparaRˆt
3a profondeur 1 dans u. En d’autres termes,  peut e9acer f et le remplacer par
un de ses ;ls, ou transformer f en ins erant des sous-termes clos, en supprimant,
copiant ou  echangeant ses ;ls directs. Pour  etudier les transformations par , nous
1 Complet est aussi appel e nondeleting par d’autres auteurs [9].
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utiliserons des correspondances entre les facteurs d’un terme, et les facteurs de son
image. Nous les  enonTcons dans la remarque suivante.
Remarque 1. Soit un v terme de T (
) et soit p1 une position dans t=(v) et t1 le
facteur de t 3a cette position; alors si t1 est de taille sup erieure ou  egale 3a ||, on
peut trouver au moins une correspondance de p1 dans v, i.e. il existe v0, v1, t0 tels
que v0: v1=v, t0: t1=(v)= t et (v0)= t0, (v1)= t1, avec p1 correspondant 3a une
occurrence de variable dans t0.
Fid	elit	e. Rappelons qu’une relation  de U ×V est dite 8d<ele si pour tout t de V ,
−1(t) est ;ni. Nous allons montrer que pour tout morphisme  et toute foreˆt re-
connaissable R, on peut trouver R′ reconnaissable inclus dans R tel que (R)=(R′)
et (; R′) soit ;d3ele (on dit que (; R′) est ;d3ele si la relation {(t; (t)) | t∈R′} est
;d3ele).
D	enition I.  est dit p-dele sur K si pour tout facteur u de K , |u| est inf erieure 3a
p× (1 + |(u)|).
Il se peut que (;K) soit ;d3ele sans eˆtre p-;d3ele pour aucun p (consid erer K=
{b(aid; ajd) | i6j} et (b(x; y))=y;(a(x))=a(x); (d)=d). Par contre, si K est re-
connaissable, alors les deux notions coORncident. Nous nous limitons ici 3a une simple
proposition qui lie reconnaissabilit e et p-;d elit e.
Proposition 1. Soit 
;  deux alphabets gradues,  un morphisme de T (
; X ) dans
T (; X ) et K une foreˆt reconnaissable sur l’alphabet 
. On peut construire une foreˆt
reconnaissable K ′ incluse dans K tel que (K)=(K ′) et telle que (;K ′) soit
p-8d<ele.
D	emonstration. Nous allons construire une foreˆt K ′ 3a partir de K en oˆtant les ter-
mes de K suVsamment grands, dont l’image peut eˆtre obtenue par application de 
3a des termes plus petits. On distingue deux ensembles qui vont traiter les cas des
r3egles e9aTcantes de la forme (a)=xi, et ceux des r3egles non compl3etes de la forme
(f)=u(xi1 ; : : : ; xin) pour f d’arit e plus grande que n.
Soit
Ei = {t | ∀u ∈ F(t) |u|¿ i ⇒ |(u)|¿ 0}
Ci = {t | ∀u ∈ F(t); ∀f ∈ 
;
[t = u:f(u1; : : : ; un) ∧ xj ∈ Var((f))]⇒ |uj|6 i}
Ei est l’ensemble des termes qui ne contiennent pas de facteurs e9aTcables par  de
taille sup erieure 3a i. L’ensemble Ci d esigne les termes pour lesquels seuls des sous-
termes de hauteur inf erieure 3a i peuvent eˆtre  elagu es par des r3egles non-compl3etes.
Soit A=(
;Q; F; T ) un automate d eterministe ascendant qui reconnaRˆt K . Soit p=
2× |Q| (|Q| est le cardinal de Q). Soit K ′=K ∩Ep ∩Cp.
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Nous montrons maintenant que (K ′)=(K). Puisque K ′⊆K , il suVt de montrer
(K ′)⊇(K). Soit t dans (K), soit v le plus petit terme (en nombre de noeuds) de
K tel que (v)= t. Nous montrons que v appartient 3a la fois 3a Ep et Cp et donc 3a K ′.
• Si v n’est pas dans Cp alors v=u:f(u1; : : : ; un) et un sous-terme ui de hauteur
sup erieure 3a p=2× |Q| est e9ac e 2 par . Soit q l’ etat associ e par A 3a ui. Sur
une plus longue branche de ui, on trouve n ecessairement deux occurrences d’un
meˆme  etat de A. On peut alors appliquer le lemme de l’ etoile dans les arbres pour
construire un terme u′i plus petit que ui et dont l’ etat associ e par A est q. On obtient
alors une contradiction puisque u:f(u1; : : : ; u′i ; : : : ; un) est dans K , plus petit que v et
de meˆme image t par .
• Si v n’est pas dans Ep, c’est qu’il existe un facteur u de v, de taille sup erieure 3a p et
e9ac e par . Alors v peut s’ ecrire sous la forme v=v′:u:v′′ tel que t=(v)=(v′):
(v′′). Consid erons un chemin & dans u de longueur maximale et la position ' de
u 3a laquelle v′′ apparaRˆt dans v. Alors &=&1:&2 o3u &1 est l’ensemble des positions
inf erieures 3a la position '. Puisque la longueur de & est sup erieure 3a 2× |Q|, soit &1
soit &2 est de longueur sup erieure 3a |Q|. Comme dans le premier cas, nous pouvons
trouver en appliquant le lemme de l’ etoile dans les arbres un terme u′i plus petit que
ui pour lequel A associe le meˆme  etat qu’3a ui et tel que v′:u′: v′′ soit d’image t par
. D’o3u la contradiction.
En;n, nous montrons par r ecurrence sur la taille de tout facteur u de K ′ que  est
bien p-;d3ele sur K ′, donc que |u|6p(1 + |(u)|).
• Soit u∈K ′, |u|¡p. Il est facile de voir que meˆme si |(u)|=0, alors |u|6p(1 +
|(u)|).
• Soit u∈K ′, |u|62×p. Si |u|¿p alors |(u)|¿1 puisque u est dans Ep. Donc,
|u|6p(1 + |(u)|).
• Supposons que  est bien p-;d3ele pour l’ensemble des facteurs de K ′ de taille
inf erieure 3a k et soit un facteur u de K ′ de taille k + 1. Remarquons que u peut
s’ ecrire w:w′ avec |u|=p+ |w′|. Puisque t∈Ep, nous avons
|(w)|¿ 1: (1)
De plus, puisque |w′|¿p et que w′ est un facteur de t dans Cp, alors w′ n’est pas
 elagu e par . On obtient donc
p(1 + |(u)|)¿p(1 + 1 + |(w′)|) (d′apr 3es (1))
¿p+ p(1 + |(w′)|)
¿p+ |w′| (par hypoth 3ese d′induction
¿ |u|:
2 Pour la condition d’appartenance 3a Cp, on pourrait se limiter 3a p= |Q|.
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4. Non-lin	earit	e et reconnaissabilit	e
Soit  un morphisme et K un reconnaissable. Si  est lin eaire, (K) est recon-
naissable; la r eciproque est bien suˆr fausse, comme l’illustre l’exemple suivant. Soit le
morphisme non lin eaire
 : a(x) → c(x; x)
b(x; y) → b(x; y)
d → d
et K l’ensemble de tous les arbres clos construits 3a partir de b, d, et a(d)). Alors
(K) est l’ensemble (reconnaissable) de tous les termes construits 3a partir de b, d, et
c(d; d).
Cependant la proposition suivante correspond 3a une sorte de r eciproque faible. Certes,
il n’existe pas d’ensemble K ′ reconnaissable et inclus dans K tel que (K)=(K ′)
et tel que  soit lin eaire sur K ′. N eanmoins, nous pouvons dire informellement que
presque tout peut eˆtre obtenu de faTcon lin eaire. Ainsi, dans l’exemple ci-dessus, le seul
sous-arbre qui ne peut eˆtre obtenu de faTcon lin eaire est c(d; d) et si nous d e;nissons
R=T{a′ ; b; d} et
& : b(x; y) → b(x; y)
d → d
a′ → c(d; d)
alors  ◦ & est lin eaire, &(R) ⊂ K et  ◦ &(R)=(K). La proposition suivante traduit
cette id ee. Elle suppose le morphisme  quasi-alphab etique mais nous conjecturons
qu’elle reste vraie dans le cas non-alphab etique.
Proposition 2. Soit  un morphisme quasi-alphabetique de T (
; X ) dans T (; X ) et
K une foreˆt reconnaissable sur 
. Si (K) est reconnaissable alors il existe une foreˆt
reconnaissable R et un morphisme & lineaire, quasi-alphabetique complet et strict tel
que  ◦ & soit lineaire, &(R)⊂K et  ◦ &(R)=(K).
La preuve de cette proposition se d ecompose ainsi : dans un premier temps nous ex-
primons que tout terme dans (K), sauf un nombre ;ni, peut eˆtre obtenu sans pour
autant que la non-lin earit e du morphisme soit n ecessaire. Pour cela, nous d e;nissons
la condition Cn(t0; t˜ ) qui exprime que le terme t0: t˜ de (K) peut eˆtre obtenu en con-
struisant chaque ti de t˜ ind ependamment (voir Fig. 1). L’ensemble ♥ des termes dans
t˜ (pour tout t0) v eri;ant la condition Cn(t0; t˜ ) est ensuite montr e co;ni (Lemme 3).
Pour prouver ceci, nous construisons cet ensemble en utilisant le fait que K est recon-
naissable. La preuve repose sur une induction sur le nombre n de variables dans le
contexte t0.
Dans un deuxi3eme temps, nous utilisons la propri et e de p-;d elit e du morphisme 
et la co;nitude de ♥ pour d e;nir une extension (;nie) de l’alphabet 
 qui encode en
une simple quasi-lettre, tout terme de hauteur trop petite pour ne pas avoir l’assurance
que son image est dans ♥. Cette transformation l egitime l’apparition du morphisme &.
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Fig. 1. La condition Cn(t0; t). Construire d’abord les termes de t de faTcon ind ependante.
Fig. 2. Le d ecoupage selon dec de a(b(a(a(b(c); c); a(c; c))); c)). Les  el ements dans Ter sont a(c; c) et b(c).
La phase ;nale de la preuve d e;nit un d ecoupage en couches de tout terme image
dans (K) de la racine vers les feuilles (Fig. 2). La pr esence de termes de ♥ dans la
couche la plus basse (vers les feuilles) de ce d ecoupage, conjugu ee avec la condition
Cn(: ; :) va permettre d’exhiber une construction lin eaire de cette image.
5. Preuve de la Proposition 2
Montrons d’abord que nous pouvons supposer que (K)=T (). En e9et, supposons
que la proposition soit vraie avec cette restriction. Maintenant, soit (;K) tel que (K)
soit reconnaissable. Soit W une copie de  et i : W→ l’injection naturelle. On peut
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d e;nir ( W; WK) par:
• WK=K ∪ i−1(c(K)) o3u cA d esigne le compl ementaire de A dans T ()
• W : W=
=; W= W= i;
WK est reconnaissable; W conserve les propri et es (eˆtre ;d3ele et quasi-alphab etique) de
 et W( WK)=T (). Donc, d’apr3es notre hypoth3ese, la proposition s’applique 3a W et
WK et nous pouvons construire & et WR qui satisfont les conditions de la proposition.
Consid erons maintenant R= WR∩ &−1(K) ; le lecteur peut alors v eri;e que la proposition
est vraie aussi pour (; &; R).
Nous supposons donc, 3a partir de maintenant, que  est quasi-alphab etique, (;K)
;d3ele et (K)=T ().
La condition Cn(t0; t˜ ) est essentielle dans notre construction. Dans le Lemme 3 dit
du coeur, notre raisonnement par induction repose sur la possibilit e d’ etendre cette
condition de n 3a n+1. L’expression de la condition CF(t0; t) et ses propri et es (Lemme
1) nous permet de le faire.
Condition CF(t0; t). Soient t0∈CT1() et t∈T (). La condition CF(t0; t) est d e;nie
par:
∀v ∈ K;
(v) = t0:t ⇒ ∃v0 ∈ CT1(
)∃v1 ∈ T (
)
/ (v0) = t0
(v1) = t
v = v0:v1
 : (CF(t0; t))
Intuitivement, CF(t0; t) signi;e que meˆme si t0: t peut eˆtre obtenu d’une faTcon non
lin eaire, t est toujours obtenu ind ependamment de tout sous-terme de t0.
Condition Cn(t0; t˜ ). Soit n un entier et t0∈CTn(). Soit t˜ un n-uple de termes dans
T ()n. La condition Cn(t0; t˜ ) est d e;nie par:
∃v0 ∈ C˜Tn(
);∃v˜ ∈ T (
)n
/ v0 :˜v ∈ K
(v0) = t0
(v˜) = t˜:
Cn(t0; t) (Cn(t0; t))
La condition Cn(t0; t˜ ) est moins restrictive. Intuitivement, cela signi;e qu’il y a au
moins une faTcon d’obtenir t˜ de faTcon lin eaire dans t0 :˜t, i.e. telle que chaque composante
de t˜ soit obtenue ind ependamment d’une part des autres composantes, d’autre part des
sous-termes de t0.
Comme (K)=T (), CF(t0; t) implique de faTcon  evidente Cn(t0; t) pour tout cou-
ple (t0; t) de CT1()×T (). Le lemme suivant donne une condition suVsante pour
CF(t0; t):
Lemme 1. Si |t|¿max(||; |t0|), CF(t0; t) est veri8ee.
D	emonstration. Si on pense 3a la signi;cation de CF(t0; t), le lemme est  evident : si
la profondeur de t est sup erieure 3a ||, t ne peut-eˆtre un sous-terme de l’image d’une
lettre ; si de plus |t| est sup erieure 3a |t0|, t ne peut eˆtre  egal 3a un sous-terme de t0, et
donc est n ecessairement obtenu ind ependamment de tout sous-terme de t0.
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Formellement, soit v tel que (v)= t0: t. Par la remarque 1, comme  est quasi-
alphab etique et que la profondeur de t est sup erieure 3a ||, on peut trouver (v0; v1)
dans CT1()1×T () tel que:
• v0: v1∈K ;
• (v0: v1)= t0: t;
• (v0)=u:(x; : : : ; x); u∈CTp(); p¿1;
• (v1)= t.
Alors t0: t=u(t; : : : ; t) pour u∈CTp(); p¿1. Si p¿1 alors t est un sous-terme de
t0. Or, |t|¿|t0| donc p=1. La condition CF(t0; t) est donc v eri; ee.
Nous utilisons cette propri et e pour prouver le lemme suivant:
Lemme 2. Soit un n-uple de termes t˜=(t1; : : : ; tn):
Cn(t0:(x1; : : : ; xn; tn+1); t˜)
CF(t0:(˜t; xn+1); tn+1)
}
⇒ Cn+1(t0; (˜t; tn+1)):
D	emonstration. Remarquons d’abord que t0: (˜t; tn+1)= t0:(x1; : : : ; xn; tn+1): t˜. Donc, si la
condition Cn(t0:(x1; : : : ; xn; tn+1); t˜ ) est v eri; ee, il existe au moins une faTcon d’obtenir
t0: (˜t; tn+1) par  telle que chaque composante de t˜ est obtenue ind ependamment des
autres et de chaque sous-terme de t0, i.e.:
∃v0;∃v˜ tels que

(v0) = t0:(x1; : : : ; xn; tn+1);
(v˜) = t˜;
v0 :˜v ∈ K:
Mais on a aussi t0(˜t; tn+1)= t0:(˜t; xn+1): tn+1 et donc par CF(t0:(˜t; xn+1); tn+1), tn+1 est
obtenu ind ependamment de chaque sous-terme de t0:(˜t; xn+1), i.e.:
∃w0; w1 tels que

(w0) = t0 :˜t;
(w1) = tn+1;
w0:w1 = v0 :˜v:
Mais alors, (w0 ∧ v0)= t0 (avec w0 ∧ v0= inf{w0; v0} pour l’ordre u¡v si v=u:w)
et Cn+1(t0; (˜t; tn+1)) est v eri; ee.
Nous  enonTcons maintenant le lemme central (le lemme du coeur) qui exprime que les
branches qui ne peuvent pas eˆtre obtenues de faTcon lin eaire appartiennent 3a une foreˆt
;nie. L’id ee de la preuve est la suivante: d’apr3es ce qui pr ec3ede, pour tout arbre t de
CT1(), CF(t; v) est v eri; ee pour presque tout v. En utilisant le fait que (K)=T (),
nous montrons qu’il existe une foreˆt co;nie, i.e. dont le compl ementaire dans T ()
est ;ni, telle que pour tout arbre t de CT1(), pour tout v de cette foreˆt, CF(t; v) est
v eri; ee. Par r ecurrence, nous prouvons ensuite:
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Lemme 3 (du coeur). On peut construire une foreˆt co8nie sur  qu’on notera ♥, telle
que pour tout entier n, pour tout arbre t0 de CTn(), et pour tout vecteur t˜ de ♥n,
Cn(t0; t˜ ) est veri8ee.
D	emonstration. Soit A=(
;Q; F; T ) un automate ascendant qui reconnaRˆt K . Soit SQ′ la
foreˆt reconnue par l’automate ascendant (
;Q;Q′; T ). Notre foreˆt ♥ sera l’intersection
de toutes les foreˆts (SR) pour toute partie R de Q telle que (SR) soit co;nie. Comme
Q est ;ni et que chaque foreˆt (SR) est co;nie, ♥ est bien co;nie.
• n=1.
Soit t0 de CT1(). Soit Q′ l’ensemble des  etats q tels qu’il existe un arbre v0
de CT1(
) avec v0(q)
∗→f, avec f∈F et (v0(x))= t0. Soit la foreˆt Ct0 d e;nie
par Ct0 =def {t∈T () |CF(t0; t)}. D’apr3es le Lemme 1, Ct0 contient {t∈T () | |t|¿
max(|t0|; |()|)} et est donc co;nie. Par construction, (SQ′)=Ct0 et donc est
co;nie. Par cons equent, pour tout t0, Ct0 contient ♥. Donc, pour tout t0 de CT1(),
chaque arbre de ♥ appartient 3a Ct0 , i.e. pour chaque arbre t0 de CT1(), pour chaque
t de ♥, CF(t0; t) est v eri; ee, donc C1(t0; t) l’est aussi.
• pas de r ecurrence: supposons la propri et e vraie pour n.
Soit t0 dans CTn+1(), t˜ dans ♥n. Par hypoth3ese de r ecurrence, pour chaque arbre
tn+1 de T (), Cn(t0:(x1; : : : ; xn; tn+1); t˜ ) est v eri; ee. Donc, par les Lemmes 1 et 2, si
la profondeur de tn+1 est sup erieure 3a celle de t0:(˜t; xn+1) et 3a la profondeur maximale
de l’image d’une lettre, Cn+1(t0; (˜t; tn+1)) est assur ee. Soit maintenant Q ′′ la partie





∃i; ∃v0 ∈ CTn+1(
);∃(q1; : : : ; qn) ∈ Qn tels que:
v0(q1; : : : ; qi; q; qi+1; : : : ; qn)
∗→F
(v0(x1; : : : ; xi; x; xi+1; : ; xn))= t0:(xi1 ; : : : ; xin ; x)
∀j = k; ij = ik
∀j; tj ∈ (Sqij )

:
Alors, tn+1 appartient 3a (SQ′′) si et seulement si Cn+1(t0; (˜t; tn+1)) est v eri; ee; donc
(SQ′′) est co;nie et contient ♥ par construction; d’o3u Cn+1(t0; (˜t; tn+1)) est v eri; ee
pour tout tn+1 de ♥.
Par ce lemme on est maintenant en mesure de construire & et R satisfaisant aux
conditions de la Proposition 2.
Soit k= maxt =∈♥ |t|+ 1 (Comme ♥ est co;ni, k est bien d e;ni). Comme (;K) est
;d3ele, nous savons d’apr3es la premi3ere partie qu’il existe un entier p tel que (;K)





|s|6 p× (1 + k)
(s) est une quasi-lettre
(s) est lin  eaire
 :
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Soit maintenant un nouvel alphabet 
P en bijection avec P :
P=def {s | s∈P}, s
ayant l’arit e de s. Alors & d esigne le morphisme d e;ni par &(s)=s, pour tout s dans
P et on d e;nit R par R=&−1(K). Alors:
a. Par construction, & est lin eaire, complet, quasi-alphab etique, strict et &(R) est inclus
dans K . De plus,  ◦ & est lin eaire par d e;nition meˆme de P.
b. II faut montrer que  ◦ &(R)=T (
); ici r eside la diVcult e de la preuve. Intuitive-
ment il s’agit de montrer que les sous-arbres qu’on ne peut pas obtenir par  de
faTcon lin eaire et qui sont donc, d’apr3es le Lemme 3, le compl ement de ♥, sont im-
ages d’arbres de P. Nous allons pour cela d e;nir pour chaque arbre t de T () un
d ecoupage not e dec(t) tel que chaque branche terminale de t soit de profondeur
k et donc appartienne 3a ♥.
Nous d e;nissons dec par:
dec(a:(t1; : : : ; tn)) = (; dec(u1); : : : ; dec(un)) avec :
a:(t1; : : : tn) = :(u1; : : : un)
 = a:(v1; : : : vn) avec vi = ti si |ti|¡ k; vi = ti sinon:




dec(a(b(a(a(b(c); c); a(c; c))); c))
= (a(x1; c); (b(x1); (a(x1; x2); (a(x1; c); b(c)); a(c; c)))):
On peut remarquer que, pour tout terme t, chaque  el ement de dec(t) est soit un
terme clos de hauteur k, soit une quasi-lettre de hauteur au plus k.
Maintenant, soit t un terme de T (). On va montrer qu’il existe un terme v de R
tel que  ◦ &(v)= t. On distinguera deux cas:
• |t|6k. Soit alors u dans K tel que (u)= t; comme  est p-;d3ele, u appartient 3a
P et donc u appartient 3a R avec  ◦ &(u)= t.
• |t|¿k. Alors chaque  el ement de dec(t) est de profondeur inf erieure ou  egale 3a k.
De plus, on peut d ecomposer t en t= to:˜t avec soit t˜ correspondant aux  el ements
clos du d ecoupage: chaque composante de t˜ est de profondeur k et donc appartient
3a ♥. Donc, par le Lemme 3, Cn(t0; t˜ ) est v eri; ee: on peut trouver v0 dans ĈTn(
),
et v˜ dans T (
)n tels que v0 :˜v appartienne 3a K et (v0)= t0; (v˜)= t˜.
On va montrer qu’on peut trouver un d ecoupage de v0 :˜v qui corresponde exactement
par  au d ecoupage dec(t) et tel que chaque  el ement du d ecoupage de v appartienne
3a P.
Remarquons d’abord que par construction les composantes de v˜ sont dans P puis-
qu’elles ont pour image des terme clos de hauteur k et que (;K) est p-;d3ele.
Il suVt donc maintenant de trouver une d ecomposition de v0 correspondant par 
3a dec(t). Raisonnons en fonction de n(t), le nombre d’ el ements non clos dec(t). Si
n(t)=1, le d ecoupage sera simplement v0. Comme Cn(t0; t˜ ) est v eri; ee, (v0)= t0
et est donc une quasi-lettre lin eaire. De plus, comme (;K) est p-;d3ele, |v0|6p×
(1 + k).
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Si n(t)¿1, on peut d’abord remarquer que puisque  est quasi-alphab etique et que
les  el ements du d ecoupage sont des quasi-lettres ou des termes clos de hauteur
sup erieure 3a ||, on peut d ecomposer v0 en 10(w1; : : : ; wk), (10) correspondant au
premier  el ement de dec(t) aux variables pr3es. De plus, comme Cn(t0; t˜ ) est v eri; ee,
(10) est lin eaire car chacune de ses variables est remplac ee dans t par un terme
qui contient une composante de t˜. En it erant le processus sur les termes wi, on peut
d e;nir un d ecoupage de v0 tel que chaque  el ement du d ecoupage ait pour image un
 el ement du d ecoupage de t (donc une quasi-lettre lin eaire). De plus, comme (;K)
est p-;d3ele, et que chaque  el ement de dec(t) est un  el ement de F(K), chaque
 el ement du d ecoupage a une hauteur au plus p× (1 + k) et donc est dans P.
Donc v0 :˜v appartient 3a appartient 3a & ◦ &−1(K) et t appartient 3a  ◦ &(R).
Remarque. Meˆme si  est alphab etique, & peut ne pas eˆtre alphab etique; par exemple,
soit  : a(x)→ b(x; x); c→ c; K=a(c). Supposons qu’il existe R reconnaissable et
	 lin eaire, alphabetique, complet et strict tel que  ◦	 soit lin eaire, 	(R) ⊂ K et
 ◦	(R)=(K); alors, soit t tel que  ◦	(t)=b(c; c); n ecessairement, comme  ◦	
est complet, alphab etique, lin eaire et strict, la taille de t est 3; mais alors, la taille de
	(t) est 3  egalement et 	(t) n’appartient pas 3a K .
Nous conjecturons que cette proposition est vraie meˆme si  n’est pas quasi-
alphab etique (et alors bien suˆr  ◦	 ne le serait pas non plus). La preuve donn ee
ici ne s’ etend malheureusement pas, le d ecoupage de l’image d’un arbre  etant
beaucoup plus complexe dans le cas g en eral.
Toutes les constructions ci-dessus sont e9ectives; en e9et, pour un morphisme quasi-
alphab etique, on peut d ecider si l’image d’un reconnaissable est reconnaissable et si elle
est co;nie (ce r esultat est obtenu en utilisant une classe d’automates 3a tests [3]). On
peut encore souligner le saut dans la diVcult e quand on essaie de g en eraliser aux mor-
phismes non-quasi-alphab etiques: Le probl3eme de la d ecidabilit e de la reconnaissabilit e
de l’image d’un reconnaissable par un morphisme quelconque est ouvert.
Cette proposition nous permet d’ etendre le th	eoreme de transversale rationnelle (ou
cross-section) dans les arbres. Rappelons le th eor3eme de cross-section: si  est un
morphisme lin eaire de T (
) dans T (), toute foreˆt reconnaissable F contient une
partie reconnaissable qui est en bijection par  avec (F). A. Arnold a montr e que
l’hypoth3ese  lin eaire ne pouvait eˆtre supprim ee [1]. Nous conjecturons qu’elle peut
eˆtre remplac ee par (F) reconnaissable, i.e.:
Conjecture 1. Soit  un morphisme, F une foreˆt reconnaissable telle que (F) soit
reconnaissable. alors F contient une foreˆt reconnaissable qui est en bijection par 
avec (F).
Nous montrons ici cette conjecture dans le cas o3u  est quasi-alphab etique:
Th	eoreme 1 (Th eor3eme de transversale rationnelle). Soit  un morphisme quasi-alpha-
betique, R une foreˆt reconnaissable tels que (R) est reconnaissable. Alors, il ex-
iste une foreˆt reconnaissable R′ incluse dans R tel que  soit une bijection de R′
sur (R).
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D	emonstration. La preuve est simple et utilise le th eor3eme de cross-section pour les
morphismes lin eaires; en e9et, soit  un morphisme quasi-alphab etique et R une foreˆt
reconnaissable telle que (R) soit reconnaissable. On peut donc trouver & et K sat-
isfaisant aux conditions de la Proposition 2. Comme  ◦ & est lin eaire, on peut ap-
pliquer le th eor3eme de cross-section 3a  ◦ & et K . Donc, il existe K ′ reconnaissable
inclus dans K tel que  ◦ &(K ′)= ◦ &(K)=(R) et tel que  ◦ & soit injectif sur K ′.
Soit R′=&(K ′); comme &(K) est inclus dans R, R′ est bien inclus dans R; comme & est
lin eaire, R′ est reconnaissable; comme  ◦ & est injectif sur K ′,  est injectif sur R′.
6. Bimorphismes
Dans ce paragraphe, nous appliquons les r esultats pr ec edents aux bimorphismes
d’arbres. Un bimorphisme est un triplet =(;K;2), ;2  etant des morphismes et K
un reconnaissable, et la transformation associ ee est d e;nie par (t)=2(−1(t)∩K).
Dans le cas des mots, les transformations d e;nies par bimorphismes sont exactement les
transductions rationnelles [16], dans le cas des arbres la situation est plus complexe [2].
Dans ce paragraphe, nous montrons que sous certaines conditions, on peut supposer
que les composantes d’un bimorphisme ont certaines propri et es (lin earit e, compl etude,
alphab  ecit  e; : : :). En particulier, le paragraphe pr ec edent nous permet de r eduire la non-
lin earit e sous des hypoth3eses de reconnaissabilit e:
La Proposition 2 nous permet d’obtenir les r esultats suivants concernant les bimor-
phismes:
Lemme 4. Soit =(;K;2) un bimorphisme fonctionnel avec  quasi-alphabetique.
Si le domaine de  est reconnaissable, on peut construire ′=(′; K ′; 2′) equivalent
<a  avec:
• ′ lin	eaire;
• ′ quasi-alphabetique; (mais l’eventuelle alphabecite de  n’est pas conservee).
• ′ (resp. 2′) strict (resp. complet) si  (resp. 2) l’etait;
• 2′ quasi-alphabetique si 2 l’etait; (mais l’eventuelle alphabecite de 2 n’est pas
conservee).
D	emonstration. La preuve est imm ediate; d’apr3es la Proposition 2, on peut construire
un reconnaissable R et un morphisme & lin eaire, quasi-alphab etique complet et strict tel
que  ◦ & soit lin eaire, &(R)⊂K et  ◦ &(R)=(K). Alors soit ′=(′= ◦ &; K ′=R;
2′=2 ◦ &): vu les propri et es de & et de  ◦ &, 	′ et 2′ v eri;ent les conditions
requises; soit t dans le domaine de ; comme &(K ′)⊂K , il est imm ediat que ′⊂ (au
sens de l’inclusion des relations); comme  ◦ &(K ′)=(K),  et ′ ont meˆme domaine;
comme de plus  est fonctionnel, on a bien ′  equivalent 3a .
Sym etriquement, on a:
Lemme 5. Soit =(;K;2) un bimorphismeinjectif—i.e.. (t)∩ (t′)=∅, si t = t′
— avec 2 quasi-alphabetique. Si l’image de  est reconnaissable, on peut construire
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′=(′; K ′; 2′) equivalent <a  avec:
• 2′ lin	eaire;
• 2′ quasi-alphabetique; (mais l’eventuelle alphabecite de 2 n’est pas conservee).
• 2′ (resp. ′) strict (resp. complet) si 2 (resp. ) l’etait;
• ′ quasi-alphabetique si  l’etait; (mais l’eventuelle alphabecite de  n’est pas
conservee).
D	emonstration. Il suVt d’appliquer la Proposition 2 3a (2;K).
La conjonction des deux lemmes pr ec edents donne:
Th	eorem 2. Soit une bijection de domaine et d’image reconnaissables realisee par un
bimorphisme =(;K;2) avec  et 2 quasi-alphabetiques. On peut alors realiser
cette bijection par un bimorphisme ′=(′; K ′; 2′) avec:
• ′ et 2′ lin	eaires;
• ′ et 2′ quasi-alphabetiques; (mais l’eventuelle alphabecite de  ou 2 n’est pas
conservee).
• ′ (resp. 2′) strict (resp. complet) si  (resp. 2) l’etait.
7. Conclusion
L’approche d evelopp ee ici face aux probl3emes de non-lin earit e est compl ementaire
de celle d evelopp ee par exemple dans [4,5] o3u sont d e;nies de nouvelles classes
d’automates pouvant reconnaRˆtre certaines images homomorphes non-lin eaires de re-
connaissables. L’ etude des homomorphismes ni lin eaires ni quasi-alphab etiques sem-
ble plus diVcile; certaines propri et es obtenues ici dans le cas quasi-alphab etique sont
sans doute g en eralisables mais les techniques de preuve utilis ees ici ne semblent pas
s’ etendre. Pour ;nir signalons un autre probl3eme r esolu dans le cas quasi-alphab etique
[3] mais ouvert dans le cas g en eral: Peut-on decider si l’image homomorphe d’une
foreˆt reconnaissable est reconnaissable?
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