Abstract-Chaotic neural networks are able to reproduce chaotic dynamics observable in the brain of various living beings. As a result, study of the dynamical properties of such networks may pave the way towards a better understanding of the memory rules of the brain. In this paper a simple neural circuit employing a theoretical memristive synapse with symmetric charge-flux nonlinearity is found to behave chaotically. After presentation of a novel boundary-condition based model for real memristor nanostructures, conditions under which a suitable arrangement of such nano-structures is dynamically equivalent to the theoretical memristor are derived and validated.
I. INTRODUCTION
The development of more and more sophisticated neural networks, capable to emulate increasingly complex cognitive functions, may guide researchers towards a better understanding of the way the brain works. A number of electrophysiological experiments carried out on various animals have recently revealed the chaotic dynamics experienced by ensembles of neurons. As a result, the study of the dynamical properties of chaotic neural networks [1] may lead us to gain a deeper insight into the associative memory dynamics [2] and the pattern recognition mechanisms [3] of the brain. Novel neural networks use the memory-resistor [4] to emulate the behavior of a biological synapse. As the ionic flow through a synapse finely modulates its weight, so the history of the voltage across the memory-resistor enables the plasticity of its conductance. The recent discovery of memristor behavior at the nano-scale is ascribed to Hewlett-Packard [5] . The lack of published experimental data in literature complicates the attempts to define reliable mathematical models for memristor nano-structures. However the derivation of such models is a necessary step towards the development of memristor-based chaotic neural networks. This paper first introduces a chaotic neural circuit [6] employing a theoretical memristor with oddsymmetric charge-flux nonlinearity [7] . Then, after a short presentation of a novel, simple, general and accurate boundary condition-based model for practical memristor nano-structures [8] , an analytical treatment providing necessary and sufficient conditions under which a suitable arrangement of such nanostructures implements the above mentioned theoretical memristor, is provided. Such conditions are finally tested through numerical simulations on the variant of the chaotic neural circuit using the practical nano-structure combination in place of the theoretical memristor. Regarding the structure of this manuscript, Section II presents the original chaotic neural circuit, Section III revisits a number of models for memristor nano-structures. Section IV introduces the proposed boundary condition-based model, while Section V derives conditions under which such model exhibits a single-valued chargeflux relation. Under these conditions Section VI conceives appropriate memristor combinations with dynamical behavior equivalent to the theoretical memristor. Such dynamical equivalence is validated in Section VII. Finally Section VIII outlines the conclusions.
II. CHAOTIC NEURAL CIRCUIT WITH THEORETICAL

MEMRISTOR
The authors from [6] studied the complex dynamics of a memristor-based neural circuit. The circuit, shown in Figure 1 , is a modified version of Chua's canonical oscillator, originally presented in Figure 7 of [7] . The modification consists in the replacement of Chua's diode with an active device made up of the parallel between a passive memristor and a negative conductance (G N 2 in Figure 1) . Further, the authors in [6] added a parasitic conductance in series with the inductor.
Referring to the symbols reported in Figure 1 , application of Circuit Theory Laws to the oscillator yields its equations. In line with the assumptions done in [7] , memristor m is fluxcontrolled and exhibits the following theoretical piece-wise linear (PWL) monotone-increasing odd-symmetric charge-flux characteristic:
where q denotes the charge through the memristor, while a and b denote the nonlinearity parameters, whose sign is positive due to the passive nature of the device. This passivity implies the necessity to add a suitably-negative conductance in parallel with the memristor so as to obtain a locally-active device, i.e. a device characterized by a q-ϕ nonlinearity with a negative slope either on the central segment or on the two outer segments. This is an essential requirement for the occurrence of chaotic behavior in an autonomous dynamical system [9] . The memory-conductance of a memristor is defined as [4] Variant of Chua's canonical oscillator where Chua's diode is replaced with a locally-active device comprising a theoretical memristor m with symmetric q-ϕ nonlinearity in parallel with negative conductance G N2 .
Thus, flux differentiating (1), memristor m exhibits the following memory-conductance:
Applying the chain rule to the definition of the current, the expression for i is
Let us define a dimensionless time variable as τ = tt −1 , wheret = C 2 G −1 stands for the system time scale. The state variables are taken in voltage form as
, the state-space description referring to the oscillator equations is found to be:
where, using (2),W (x 4t ) is expressed bỹ
The nonlinearity parameters in (2) are taken as a = 0.65 mS and b = 2mS. The system state vector is chosen as As it is demonstrated in Figure 2 , where the system attractor is projected on the x 1 −x 2 state plane, (3) exhibits chaos under such parameter setting.
The aim of this work is to prove that under particular conditions the theoretical monotone-increasing odd-symmetric charge-flux nonlinearity (1) may be implemented by an appropriate combinations of opposite-polarity memristor nano-scale structures.
In the next Section III we briefly summarize mathematical models of memristor nano-scale structures.
III. MODELS OF MEMRISTOR NANO-SCALE STRUCTURES
The memristor nano-structure is a double-layer thin oxide film (e.g. titanium dioxide) with total length D, made up of a conductive layer of oxygen-deficient oxide with length l and of an insulating layer of stoichiometric oxide with length D − l. The order of such two layers defines the polarity of the nano-device and is taken into account through coefficient η = {+1, −1}.
The first model of a memristor nano-structure, ascribed to Williams [5] , is the combination of a differential equation, governing the time evolution of the length of conductive layer under application of an external source, and of an algebraic equation, referring to the Ohm's based input-output equation. Defining a dimensionless time variable τ = tt −1 , witht denoting the system time scale, Williams' model is expressed by
where i 0 = q0 t , the state variable is taken as
1 denotes the memristance or memory-resistance, expressed by
where ΔR = R of f − R on , with R on and R of f indicating the memristance of the fully-conductive and of the fully-insulating memristor respectively, while
is the magnitude of charge required to flow through the device for x to increase from 0 to 1 under a constant external input, with μ standing for the average dopant mobility. The model, assuming a constant dopant drift rate throughout the entire device length under a constant external input and thus named linear dopant drift model, qualitatively reproduces the dynamics of the memristor with a good degree of accuracy. However, it does not specify boundary conditions. Therefore it is valid only as long as the control source is such that the layer boundary does never reach any end.
Nonlinear dopant drift models ( [5] , [10] , [11] ), later introduced to ameliorate the linear model, fall into the following class:
where F (x, η i, p) is a non-negative parameterized (p is a positive integer) window function imposing boundary conditions and possibly accounting for nonlinear effects on ionic transport due to the large electric field developing across the conductive nano-scale layer under application of an external input. Joglekar [11] proposed a window function F independent on η i (let us call it F J ):
where p controls the window decrease rate (from the maximum unitary value at x = 0.5), occurring as x approaches either 0 or 1. For p = 1 (12) is identical (for less than a proportionality factor) to another window previously proposed by Williams himself in [5] . Furthermore, (12) is responsible for the existence of two equilibria, specifically x = 0 and x = 1, in (10).
As p gets bigger and bigger, the two x-values at which the window decreases to 90% of its unitary value get farther and farther away from x = 0.5 and from those points the window decrease rate becomes larger and larger. Due to its independence on η i, Joglekar's window may fail to specify realistic boundary conditions. For example it is unable to detect boundary behaviors in the hard-switching scenarios illustrated in plots (a)-(b) of Figure 3 from [5] . By contrast, these dynamics are qualitatively captured by a different window F proposed by Biolek in [10] (let us call it F B ):
Unlike Joglekar's window, whose unitary maximum is at x = 0.5, Biolek's has unitary maxima at x = 0 and at x = 1. Keeping η = 1, as p gets bigger and bigger, the x-value at which the window decreases to 90% of its unitary value with i > 0 (i < 0) gets farther and farther away from x = 0 (x = 1) and from that point the window decrease rate becomes larger and larger.
One of the main drawbacks of Joglekar's and Biolek's models lies in their inability to capture all the current-voltage characteristics presented in [5] and referring to a memristor nano-structure excited by a sign-varying external input. This modeling inability may be ascribed to the fact that under such kind of external input dynamical system (10)- (11) with window (12) ( (13)- (14)) may only exhibit a single-valued (multi-valued) memductance-flux characteristic 2 . A novel model possessing the flexibility to yield both singlevalued and multi-valued memductance-flux characteristics under a sign-varying external input is introduced in the next Section. This flexibility is enabled by the fact that the proposed model offers the possibility to tune the boundary conditions according to the specific dynamics under modeling. As a result, this model is named boundary condition-based model (BCM). The versatile nature of the modeled memductance-flux characteristics enables the BCM to replicate all the dynamics reported in [5] with a good level of accuracy. Furthermore, being based upon the linear dopant drift assumption, this model is simple. In fact, unlike Joglekar's and Biolek's models, it possesses closed-form solutions under any input/initial condition combination.
IV. BOUNDARY CONDITION-BASED MODEL FOR MEMRISTOR NANO-STRUCTURES
The BCM consists of the set of differential-algebraic equations (10)-(11) employing the following window F (let us call itF ):
where tunable conditions C m m = {1, 2, 3} are defined as
where, referring to the case η = +1 for simplicity, i th,0 (i th,1 ) denotes the threshold current the magnitude of the external input needs to pass over after it gets positive (negative) while (17) ( (18)) holds, before (16) may be met. As in Biolek's case, the proposed window depends on the control source. Under sign-varying input, for x ∈ (0, 1) it may evolve on a single curve only (similarly to Joglekar's case), while for x at boundary x = 1 (x = 0), it experiences 1 → 0 and 0 → 1 vertical transitions for ηi ≥ −i th,1 and ηi < −i th,1 (for ηi ≤ i th,0 and ηi < −i th,1 ).
The main difference with Biolek's window lies in the fact that ours may only experience vertical transitions when x equals 0 or 1 3 . In fact, in case current sign is reversed while x ∈ (0, 1), this simply causes state variable to vary in the opposite direction according to (10) (with (15) keeping its unitary value due to the fulfillment to condition (16)) thereafter. In this case, for η = 1, the window time evolution occurs only along one path.
A. Analysis of the BCM
Let us integrate the proposed model under conditions (16)-(18).
1) Boundary condition C 1 : Let us assume that τ i be the first instant at which condition (16) is fulfilled for the i th instance (i = {1, 2, . . .}). Further, let C 1 be the operating condition at the start of the investigation. Let us integrate (10)- (11) with window (15) and under condition (16). Time integrating both sides of (10), state variable x is found to be a function of charge q. Its expression and the corresponding inverse function assume the following forms:
where q(τ i ) = τi −∞ i(τ )dτ designates the entire current history.
From (19) it is evident that the normalized length of conductive layer is a linear function of charge. Thereby, using (20), time-varying values of charge q when x = 0 and 1 are respectively expressed by:
where τ 0 and τ 1 are such
with α Using (10) to express i in terms of
dτ , inserting such expression into (11), using (9) and time integrating both sides of the resulting equation, the time-dependence of flux ϕ through state variable x is found to be:
where
v(τ )dτ denote the initial values for normalized length of conductive layer and flux respectively.
From (25) it follows that the time-varying values flux assumes at x = 0 and at x = 1 are respectively given by:
Note that time variation of (26)-(27) is due to initial conditions x(τ i ) and ϕ(τ i ), which, in general, differ according to the particular i th occurrence of C 1 . Inserting (19) into (25), the memristor flux-charge mathematical relationship holding under the i th manifestation of condition C 1 is thus obtained:
Inverting (28), the expression for charge in terms of flux under the i th manifestation of C 1 is found to be: 
where q(τ ) = q(α
Inverting yields the following q-ϕ relation:
3) Boundary condition C 3 : We then focus on time interval
, where condition C 3 is fulfilled for the k th instance (k = {1, 2, . . .}). We haveF (x, η i) = 0. As a result, (10) yields x(τ ) = 1 and R • (x)(τ ) = R on ∀ τ in the given time interval. The ϕ-q relationship is derived from (11), rewritten as v(τ ) = R on i(τ ):
V. PRACTICAL MEMRISTORS WITH SINGLE-VALUED q-ϕ
CHARACTERISTICS
From the analysis of Sections IV-A1-IV-A3 it is clear that, due to the time-varying values of (21)-(22) the chargeflux characteristic arising from the proposed window with boundary conditions (16)-(18) under a generic time-varying external input exhibits multi-valuedness. In the next section we shall determine the conditions for a single-valued q-ϕ relationship.
A. Conditions for a single-valued q-ϕ relationship
Let us assume that for all j = 1, 2, . . . the following conditions hold
where (see (21))
Using (IV-A2), conditions (34) imply that for all j = 1, 2, . . . we also have:
(36) where (see (26))
Similarly, for all k = 1, 2, . . . we assume that
(38) where (see (22))
Using (IV-A3), from conditions (38) it follows that for all k = 1, 2, . . .
(40) where (see (27))
It turns out (34) and (38) imply equal charge (flux) values at pair of instants α As a result, assuming η = +1, under condition C 2 (C 3 ) x halts at 0 (1), while q and ϕ get smaller (larger) than q th0 and ϕ th0 (q th1 and ϕ th1 ) respectively.
Thereby, under the assumption that (34) and (38) are fulfilled, a novel boundary condition-based window function F (let us called itF ) may be defined:
where conditions S k (k = 1, 2, 3) are expressed as
or η x(τ ) = 1 and
Throughout the remaining part of this work the model adopted for the memristor is (10)- (11) with window (42). This model exhibits a single-valued q-ϕ relationship, analytically derived in the next Section.
B. Model integration
Let us assume that τ i be the first instant at which condition As a result, the expression for charge in terms of flux is finally expressed by
The flux-charge mathematical relationship may be obtained by using (28), (IV-A3) and (IV-A2).
Let us consider an exemplifying numerical example. For simplicity, we assume that (41) and (27) we then have: 
on − slope Fig. 3 . Memristor q-ϕ nonlinearity (solid curve) and its PWL approximation (linear parts of the solid curve and their dashed line extensions) with η set to −1 (plot(a)) and +1 (plot(b)).
As for the parameter setting, we select typical values reported in [11] : D = 10 nm, μ = 10 The simple PWL approximation to (46), often adopted in literature [7] , consists of the tangent lines to the function defined by (46) at points O = (ϕ th0 , q th0 ) and Q = (ϕ th1 , q th1 ). 
In the numerical example the angular coefficients of the PWL approximation to (46) respectively equal R Figure 3) . Thus it may be demonstrated that the theoretical monotone-increasing odd-symmetric charge-flux nonlinearity (1), suitable for chaosbased applications, may be implemented through a suitable interconnection of these kinds of memristors, specifically the anti-parallel arrangement.
The following constraints, due to Kirchhoff's Voltage and Current Laws, link charge and flux variables of memristors m 1 and m 2 at any time:
where q 1 and q 2 (ϕ 1 and ϕ 2 ) denote the charge through (flux across) m 1 and m 2 respectively, while q and ϕ respectively stand for charge and flux of the passive bipole resulting from their combination.
Using (51)- (52), the q-ϕ relation for the anti-parallel arrangement may in general feature 3 · 3 different expressions, i.e. as many different expressions as the number of possible combinations of conditions S j,m (m={1,2,3}) for the two memristors m j (j = {1, 2}). However we are interested in a simpler case. In fact we assume identical memristors, i.e. we set
μj Rj,on = q 0 . Let us assume that η 2 = −η 1 = η with η set to +1.
We further assume that at the start of the investigation S j,1 is the fulfilled condition for memristor m j and that
Taking (21)- (22) and (47)- (48) into account, it is derived q 2,th0 = q 1,th0 = 0,
After a number of algebraic calculations the combined memristive element is found to be characterized by the following charge q-flux ϕ relationship:
The charge-flux characteristic described by (53) is depicted in Figure 4 (solid curve), where after some algebraic calculations the coordinates of points O, Q − (here condition S 2,2 is the fulfilled condition for m 2 ) and Q + (here S 1,2 is the fulfilled condition for m 1 ) are found to be: 
It may be proved that the PWL approximation to (53) has the same expression as in (1) with
The PWL charge-flux characteristic for the anti-parallel combination is also depicted in Figure 4 We have thus demonstrated that under particular conditions the anti-parallel combination of two memristors permits the electronic implementation of a monotone-increasing oddsymmetric charge-flux nonlinearity suitable for chaos-based applications.
VII. CHAOTIC NEURAL CIRCUIT WITH PRACTICAL
MEMRISTORS
The dynamics of an artificially-conceived memristor characterized by symmetric charge-flux characteristic are replicated by a suitable arrangement of practical memristors. In particular, the chaotic behaviors experienced by the original neural circuit of Figure 1 and by its variant employing an anti-parallel combination of identical memristor nano-structures in place of a theoretical memristor with charge-flux nonlinearity (1) (see Figure 5 ) are equivalent. We assume that memristor m j (j = {1, 2}) has polarity coefficient η j ), length of conductive layer l j , current
Let q 0 have the significance outlined in Section III andF (·, ·) be the window function defined by (42). With reference to the symbols of Figure 5 , applying Circuit Theory laws to this oscillator permits the derivation of its equations.
System state variables are chosen as
. Dimensionless system parameters α, β, γ and δ have the same expressions as in Section II. Introducing dimensionless time variable τ = tt −1 , with system time scale defined as in Section II, the system state equations referring to the oscillator equations are found to be:
where i 0 = q 0t −1 , R m1 (x 4 ) = R of f − ΔRx 4 , R m2 (x 5 ) = R of f − ΔRx 5 ,R m1 (x 4 ) = ρ − σx 4 andR m2 (x 5 ) = ρ − σx 5 , with ρ = GR of f and σ = GΔR.
Values for circuit parameters G, G N 1 , G N 2 , C 1 , C 2 and L are set as in Section II. Therefore system parameters in (57), i.e. α, β, γ and δ, are numerically equivalent to the values reported in the caption of Figure 2 .
Referring to Section V, the anti-parallel combination of memristor nano-structures is equivalent to the theoretical memristor with odd-symmetric q-ϕ nonlinearity (1) with the provision that R on and R of f are taken as
where we made use of (54) VIII. CONCLUSION Memristor-based chaotic neural networks are able to reproduce complex brain functionalities (learning, associative memory, pattern recognition) leveraging on the chaotic dynamics of real neurons. A theoretical memristor with symmetric charge-flux relation is extensively used in neural networks. We recently introduced a novel boundary condition-based model for practical memristor nano-structures. In this paper we analytically derive the conditions under which an appropriate combination of such nano-structures dynamically acts as the theoretical memristor. The mathematical treatment is validated through numerical simulations on a chaotic neural circuit.
