Accurate determination of the coherent static structure factor of any disordered material containing substantial amounts of proton nuclei has proven to be prohibitively difficult by neutron diffraction, due to the extremely large incoherent cross section of 1 H. This notorious problem has continued to set severe obstacles to the reliable determination of liquid structures of hydrogenous materials up to this day, by introducing large uncertainties whenever a sample with a 1 H content larger then about 20 % had to be measured by neutron diffraction. Huge theoretical efforts over the past 40 years that had been aimed at estimating the 'incoherent background' of such data have not resulted in any practical solution to the problem. Here we present the first accurate separate measurements, by polarised neutron diffraction, of the coherent and incoherent contributions to the total static structure factor of mixtures of light and heavy water, over an unprecedentedly wide momentum transfer range, and over the entire composition range, i.e. for light water contents between 0 and 100 %. We show that the measured incoherent background can be approximated by a Gaussian function. The separated coherent intensities exhibit signs of small inelastic contributions. Out of several possible approaches, we have chosen to subtract a cubic background using the Reverse Monte Carlo algorithm, which has the advantage of requiring an actual physical model (thousands of realistic water molecules at the correct density) behind the corrected data. Finally, coherent static structure factors for 5 different compositions of liquid H2O and D2O mixtures are presented for which the large incoherent background could actually be measured and separated, instead of being approximated as it has been done every time so far. These unprecedented experimental results provide a strong hope that determining the structure of hydrogenous materials, including, e.g., protein solutions, may become feasible in the near future.
Trustworthy information concerning the microscopic structure of liquid water is essential for most chemists and molecular biologists: life on Earth is based on water (and takes place in aqueous solutions). For this reason, liquid water has been the subject of a large number of diffraction studies (see, e.g., Refs. [1] [2] [3] [4] [5] ). Computer simulation investigations using classical (for a review, see e.g. Ref. [4] ) and quantum mechanical (see e.g. Refs. [6, 7] ) force fields abound. A key point here is that the development of force fields is -naturally -biased by experimental results; this is also a reason why reliable diffraction data are indispensable.
Despite voluminous relevant literature, liquid water is still viewed as one of the most notorious puzzles: for instance there are open questions concerning the average number of hydrogen bonds/molecule [7, 8] . It is also sometimes argued that an uncertainty exists regarding even the position of the first intermolecular O-H distance -a crucial one, as it characterises hydrogen bonding [9] . The reason why these questions are still open is, quite clearly, the presence of hydrogen.
X-ray diffraction is only little sensitive to hydrogen and can essentially only determine the oxygen-oxygen and, to some extent, oxygen-hydrogen correlations. In neutron diffraction the three distinct correlations of this binary system have a more similar weight: the difficulty is that for separating the three partial contributions, a contrast variation with of pure 1 H 2 O) would be decisive concerning H-bonding in water. For this reason, numerous suggestions over the past 40 years have been made for the treatment of the huge 'incoherent background' (for an informative figure, see, e.g., [1] ), none of which has proven to be routinely applicable (for the various approaches, see [11] [12] [13] [14] [15] [16] [17] ). Real improvement could be expected only from an accurate experimental determination of the incoherent contributions from 1 H. Spin-incoherence, the major cause of the troubles, can in principle be tackled by separating the coherent and incoherent parts of the measured diffraction signal; this can be achieved by using polarised neutrons (see, e.g., Ref. [18] ). Interestingly, potentialities of polarised neutron diffraction have only been little exploited in this field; a possible reason for this is that available instruments provide data over only limited momentum transfer ranges, so that traditional evaluation, involving direct Fourier-transformation, would not be applicable. Concerning liquid water, only a couple of such investigations pop up [19, 20] in which coherent and incoherent intensities have been determined over a very limited momentum transfer range. Although these studies proved that the direct measurement of the incoherent background is, in principle, possible, the practical use of the results has remained marginal.
In the present investigation, the D3 instrument of the ILL (Grenoble, France) was used to measure the coherent and incoherent intensities from mixtures of light and heavy water over by far the widest ever Q-range reported for any hydrogenous material so far (for relevant details, see 'Methods'). Figure 1 shows the incoherent intensities, which are directly proportional to the spin incoherent cross sections, up 21 Å , along with numerical fits in the form of Gaussian functions plus a constant. Note that this functional form, that has not been suggested explicitly by any of the corresponding studies of the coherent background [11] [12] [13] [14] [15] [16] [17] , operates with only 3 adjustable parameters (see 'Methods'). The residuals are also shown in Figure 1 ; it is obvious that the differences between fits and measured curves are exclusively of statistical nature. As shown by Table I , the backgrounds for the various 1 H contents can be parametrized by using one single Gaussian-width, with only a negligible worsening of the goodness-of-fit values. The statistical accuracy deteriorates as light water content decreases: this is just the manifestation of the well-known fact that pure heavy water (containing only 2 H nuclei of the element hydrogen) shows only a small amount of spin incoherent scattering -this is why neutron diffraction is most frequently performed on deuterated samples.
In Figure 2 , coherent intensities, as derived from a simple linear combination of the separately measured 'spin-flip' and 'non-spin-flip' intensities (see 'Methods'), are displayed.
Although the statistical accuracy may be further improved for the mixtures with the highest obvious that the functions are free from the enormous spin-incoherent background (cf. [1, 21] ). What is left to handle is a gentle droop towards higher Q-values that is characteristic to inelastic effects. Numerous approximations have been suggested to correct for such backgrounds, starting from the pioneering work of Placzek [11] (which, as the author himself warned, is not really appropriate for light elements), to modern numerical fitting algorithms (see, e.g., [22] [23] [24] [25] [26] ). For our present purposes, the Reverse Monte Carlo (RMC) method of structural modelling has been selected (for more details, see 'Methods'). The main reason for this choice was that in RMC, thousands of realistic molecules have to be present at the correct density in physically existing simulation boxes; that is, the limiting values of the radial distribution functions and structure factors are automatically built-in. Then, a cubic background may also be refined, simultaneously with the usual approach to the measured data via random moves of the particles (see 'Methods'). Results from such RMC calculations are presented in Figure 3 for all five mixtures of light and heavy water, in the form of normalised coherent static structure factors. Again, it may be argued that, statistically, measured curves for the mixtures with the highest 1 H contents are not as good as the ones that correspond to the 2 H-dominated samples. It is nevertheless clear that corrections for inelasticity could also be performed successfully. That is, the measurementbased determination of the spin-incoherent background for hydrogenous samples has directly led to coherent static structure factors, a result that has been awaited for decades.
For a demonstration of the achievements, in Figure 4 the separated coherent and incoherent intensities are displayed, together with their sums; the sums represent the information measurable with standard (i.e., non-polarised) neutron diffraction. It is clear that even in the case of pure heavy water, the precise knowledge of the incoherent intensity is desirable. For samples with more than (about) 20 % 1 H-content, the incoherent contributions are much greater than the coherent ones and therefore, proper handling of them is only possible if one can measure both contributions separately; even then, gathering sufficiently good statistics may be an issue.
Summarising the achievements reported here, (1) the incoherent and coherent scattered intensities from hydrogenous water samples, including pure light water, have been measured by polarised neutron diffraction over an unprecedentedly wide momentum transfer range; (2) the incoherent intensities could be described, within statistical errors, by Gaussian curves and a constant, using three adjustable parameters only, which finding may later be used for correct- ing data from non-polarised neutron diffraction; (3) the separated coherent intensities are shown to contain roughly equal proportions of inelastic contributions, which is consistent with the notion that their origin lies in molecular recoil effects (as opposed to single-atom relaxation); (4) this remaining inelastic background could easily be corrected for by using the Reverse Monte Carlo method of structural modelling, thus providing the coherent static factors for hydrogenous materials with an arbitrary amount of protons 1 H. There are far reaching consequences of the present findings: (1) it has now been demonstrated that hydrogenous samples without deuteration can be handled by (polarised) neutron diffraction, which, in turn, means that the microscopic structure of 'soft matter' systems of any complexity can be tackled; (2) the H/D isotopic substitution, wherever feasible, may now gain an enhanced reputation, since the large contrast between the coherent scattering lengths of , see Figure  1 ) will be missed; (4) since this takes nearly prohibitively long experiments (ideally, as we see it now, of the order of one full week on the D3 instrument for just one hydrogenous sample with 1 H only), a very carefully planned list of the 'reference' samples, to be measured by any means, has to be drawn; (5) we envisage an inevitable (although, perhaps only moderate) boost in developing polarised neutron instrumentation capable of the experiments described here; (6) emphasis may still have to be put on the more and more precise description of the incoherent background (cf. Figure 1) , so that the functional form could be applied for correcting data taken at neutron diffractometers without polarisation analysis (as opposed to measuring more and more samples -there may not be enough beamtime for practising both kinds of activities freely). If one wishes to reach the coherent intensities (black curves) from non-polarised data then a large number must be approximated (individual points of the red curves) and subtracted from another large number (individual points of the blue curves) and the desired result is a small number (individual points of the black curves). That is, taking the standard (non-polarised) way, the statistical errors only are large enough to render the entire analysis problematic, not to mention systematic uncertainties in conjunction with estimating the (spin-)incoherent contributions.
METHODS

Neutron diffraction with polarisation analysis
Diffraction experiments using polarised neutrons have been conducted on the D3 instrument [27] installed on the hot source of the Institut Laue-Langevin (ILL; Grenoble, France). Five isotopic compositions of 1 H (protons) and 2 H (deuterons) have been prepared, containing 0, 20, 40, 64 ('zero water', see e.g. [20] ), and 100 % light water (with 1 H). Liquid samples were put in a double-walled vanadium container (internal diameter: 8 mm, outer diameter: 10.7 mm), in order to minimise contributions from multiple scattering; the sample geometry was therefore that of a hollow cylinder. The experiments were performed at ambient pressure and temperature. Using the D3 instrument with 0.5 Å wavelength neutrons, scattering intensities have been collected in both spin-flip and non-spin-flip modes over a uniquely wide momentum transfer range of 0.8-21 Å −1 (4-120 degrees in 2Θ). This outstanding coverage of the reciprocal space can be achieved by making use of a Heussler-alloy polariser and a
3
He analyser cell that contains spin-polarised nuclei [28] . Samples with the highest 1 H content have been investigated for somewhat longer time than those dominantly with 2 H, so that statistics of the coherent signals would be comparable. Still, the measuring time of about 24 hours for pure light water provided statistics somewhat poorer than hoped for. The usual corrections [29] for polarisation efficiency have also been carried out before further data processing. Coherent and spin-incoherent contributions to the total scattering have been separated in the usual manner [18] , using the following formulae:
and
where the "NSF" and "SF" indices refer to intensities measured in "non-spin-flip" and "spin-flip" modes, respectively.
Fitting the incoherent intensity curves
Following a couple of trial attempts, it has become clear that a single Gaussian and an additional constant are perfect for fitting the measured signals within errors (see Figure 1 ). The functional form is then:
There are only three parameters to adjust here, Intensity, FWHM and Constant; these are listed in Table I for the 5 mixtures of light and heavy water considered in this study. Fitting for each incoherent dataset was performed for 71 data (Q) points, using our own computer program that implements a non-linear least-squares fitting algorithm by the steepest descent method. Furthermore, the similarity of the Gaussian width parameters obtained for the individual measurements suggested that a fit using a common (identical) width parameter for all measurements might be applicable. The identical width of F W HM = 20.128(25) Å −1 provided only slightly worse goodness-of-fit (R wp , as defined in [30] ) values than the individual parametrization, so that agreements between fits and original curves are still good. Reverse Monte Carlo (RMC) [26, 31] is a tool for constructing large, three-dimensional structural models that are consistent, within the estimated level of experimental errors, with measured total scattering structure factors obtained from diffraction experiments. Via random movements of atoms, the difference between experimental and model total structure factors is minimized. As a result, by the end of the calculation a particle configuration is available that is consistent with the experimental structure factor(s). If the structure is analysed further, partial radial distribution functions, as well as other structural characteristics (neighbour distributions, cosine distribution of bond angles) can be calculated from the particle configurations. In the present study, however, we only wished to exploit the following useful features of the RMC algorithm: (1) the resulting total scattering structure factors, due to the requirement that they must belong to large physical (simulated) particle configurations, must adhere to important limiting values; and (2) they also have to be consistent with basic characteristics (such as density, particle sizes, and the molecular nature) of the system.
In order to remove the remaining (isotope) incoherent background from the experimental coherent scattering intensities and normalise the results to the same scale, reverse Monte Carlo modelling calculations have been performed with 2000 molecules, using an atomic number density of 0.10028 Å −3
. The H 2 O unit was kept together by using fixed neighbour constraints [26] , allowing small variances of the interatomic OH (0.98 ± 0.02 Å) and HH (1.55 ± 0.03 Å) distances. Between atoms belonging to different molecules, closest approach distances were applied (OO: 2.2 Å, OH: 1.5 Å, HH: 1.6 Å).
The correction terms that have been subtracted as background have the form:
where parameters r, a, b, c and d are provided in Table II 
