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= o0 nrqn Let Kr+t=~n=ltrr(n)q n (r=0,1 .... ) and Mr=~n= 1 I-Ij=n+l(1-qJ). Then we have 
Mr= Yr(Kl ..... Kr) (r>_ 1), where Yr is the Bell polynomial. We apply these identities to evaluate 
the expected value and asymptotic values for the higher moments of the number of exchanges to 
insert a new element into a heap under certain assumptions. 
1. Introduction 
We consider the divisor functions 
ar(n) = ~ d r, r = O, 1, 2, ....  
din 
Identities for divisor generating functions are studied in e.g., [6], [12] and [13]. 
In [13] the following identity is shown: 
~o = = (_ 1)n- lxn(.+ 1)/2 
E nx" I-I (1 -x J )= E 1 
n=l  j=n+l  = (1 - -X ) (1 - -xZ) ' " (1 - -Xn-1) ( l - -Xn)  2 
OO 
= ao(n)x". (1.1) 
n=l  
In this paper we shall show identities for divisor generating functions 
~n°°_l trr(n)x n which are generalizations of (1.1) and their relation to a probability 
generating function. 
In Section 3, we shall apply this relation to the analysis of a heap and evaluate 
the expected value and asymptotic values for the higher moments of the number of 
exchanges to insert a new element into a heap under certain assumptions. 
2. Identities for divisor generating functions 
In this section we shall show identities for divisor generating functions. In order 
to prove the identities we use the following standard abbreviations from [1]: 
n- I  
(a)n = 1-I (1 -aq J ) ,  (a)= = lim (a)n, (a)0 = 1. 
j=0  n--* oo 
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We assume ]ql < 1 throughout he paper. Let 
Oo Oo 
Mm= ~ nmqn(qn+l)o~, and Km+l = ~ arn(n)q n. 
n=l  n=l  
Theorem 2.1. We have the following properties. 
(1) exp Kntn/n! = ~ !. 
rt 1 r t= 
(2) Let Y~ be the Bell polynomial defined by 
n! (u ,~ k' 
Yn(Ul,...,un) = Z . . . . .  
n(n) kl ! k n ! k.U. ,/ 
where H(n) denotes a partition of n with 
kl +2k2+ ... +nkn=n. 
Then for any n >_ 1, M~ = Yn (K1,..., Kn). 
l U n ~kn 
Proof. Let 
G (x, q) = (q) o~/(xq)~. 
From Euler's partition formula [9, p. 21] 
t n 1 
2 - n=0 (q),, (t)~ 
(for [q l<l ,  I t l<l) ,  
we get 
oo 
G(x,q)=(q)~ ~ xnqn/(q)n 
n=O 
Oo 
= ~ x"q"(qn+l)~., for Ixql<l. 
n=O 
Putting x= e t, we find 
om I ~* Ot G(et,q) =  nmqn(qn+l)o~=Mm. 
t=O n=l 
Let log G(e t, q) = hit+ h2t2/2! + h3t3/3! + .... It follows from (2.1) that 
log G(e t, q) = log(q)~. - log(etq)~. 
Clearly 
lo.,l lq ) 
n=O j= l  
(2.1) 
(2.2) 
(2.3) 
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Therefore 
O0 
- l og(etq)~=-  ~ log(1-etq j )  
j= l  
=- log(q)~+ ~ tn /n!  ~=l jn - 'q J / (1 -q J  ) . 
n=l  j 
Thus by the definition of h m +1, 
(2O OO 
hm+l  = E jmq j / (1 -q J )  = ~ am(J)qJ=Km+l , 
j= l  j= l  
for any m_  0. Then 
G(e t, q) = exp(K 1 t + Kzt2/2!  + K3t3/3! +. . .  ). 
Hence 
exp Kmtm/m! = ~ Mmtm/m! .  
1 m=0 
This completes the proof of (1). The property (2) is now immediate from the ex- 
ponential generating function identity [12, p. 174]. [] 
We remark that M 0 = (q)oo. By Theorem 2.1 we have 
M 1 = K1, (2.4) 
M2 = (g l )  2 + g 2 . (2 .5)  
Next we shall study several variations of the identities. 
A. From the q-analogue of Gauss's summation [1, p. 20] 
o~ (a), (b)n (c/ab) n (c/a)oo(c/b)oo 
2 = 
, = o (q), (c), (c)oo (c/ab)o~ 
(for Icl<tabl, [q]<l), 
we get 
G (x, q) = (q) o./(xq) oo 
(q),~(xr)oo 
= lim 
~-,o (Xq)o.(r)oo 
GO 
=lira ~] (x ) . (q / r ) . r "  
~--.o.=o (q).(Xq)n 
= lira ~] (x). ( r _  qi)  
--.o n = o (q)n (xq)n i= 1 
o0 (X)n (_ 1)nqn(n+l)/2 
=E 
. = o (q )n  (xq)n  
oo (_ 1)nqn(,+ 1)/2 1-X 
=E 
n = o (q )n  1 - xq  n " 
(2.6) 
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Thus 
om o, (_ l )n- lqn(n+l) /2 m!q(m-1)n 
OX m G(X, q) = E (2.7) 
n=l (q )n - I  (1 - -xq")  m+l " 
It should be noted that the series and products defining the function G are 
uniformly and absolutely convergent for Iql < 1, [xql < 1, Irl < 1 and therefore 
G(x, q) defines a regular function of x. 
From (2.7) we have identities for divisor generating functions. For instance, 
oo  (-- 1)n-lqn(n+l)/2 2q n 
n = 1 (q)n - 1 (1 - qn )3 = K2 - K]  + (K  1 )2, 
since from log G(et, q) = K~ t + Kzt 2/2! +. . . ,  it follows that 
K 2 = e 2t G"(e t ) G'(e t) G' (e  t) 2 
- -  + e t e 2t , (2 .8 )  
G(et) G(et) G(et) 2 t=0 
where 
oJ 
G(J)(x) = c3xj G(x, q), j = 1, 2. 
We remark that (1.1) is obtained from (2.4) and (2.7). 
B. Let H(x, q) = (xq)oo/(q)oo. Then 
OO 
logH(et, q)= ~ (-K,,)t"/n!. 
r t= l  
On the other hand, from [1, p. 19, Corollary 2.2], we have 
oo  (_  1)nxnqntn+l)/2 
(xq)~ = E 
n =0 (q )n  
Therefore we have 
1 ~ ( -  1)nnmq n("+l)/a 
(q)oo n2"= 1 (q)n = Ym ( -  K],..., - K m), for m >_ 1. 
We now note that G(1, q) = 1. Then we can regard the function ]~,~0 xnqn(qn+ 1)oo 
as a probability generating function in which P(X=n) is defined to be q,(q,+ 1)~., 
for 0<q< 1. 
o0 
G(x,q)= ~ xnqn(qn+l)~. 
n=0 
Then the radius of  convergence of G(x, q) is 1/q. Therefore all moments exist and the 
exponential moment generating function ~=0 Mr tr/r! converges for It l < log(l/q) 
and equals G(e t, q) [5, p. 285]. We note that Mr is the r-th moment. 
On the other hand, hr is the r-th cumulant for any r___ 1, and so is Kr. Therefore 
KI and K2 are the expected value and the variance respectively. 
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3. Applications to the analysis of heaps 
We now give a combinatorial interpretation of the probability generating function 
G. We shall apply the above identities to the analysis of heaps. 
A heap is a t-ary labelled tree (t>_ 2) such that the element associated with each 
vertex is smaller than the elements associated with its sons. It should be noted that 
heaps on t-ary trees, t _3 ,  are actually used as data structures [7, 10]. 
Our aim is to evaluate the average number of exchanges required to insert an ele- 
ment into a heap. We also evaluate its variance. 
The average number of exchanges has been studied in [11] and [4]. In this paper 
we use Model 1 in [11] as an input model. 
We consider heaps on complete t-ary trees with t n -  1 vertices (see [8, p. 401]). 
We call the element o be inserted into the heap the input element. We may assume 
for the simplicity that there are exactly t n elements in the heap including the input 
element which are denoted by 1, 2, ..., and t". We consider the set H,, of all pairs 
of a heap and an input element constructed by these elements. The input element 
is inserted into the heap at the shallowest and leftmost empty position in the tree. 
The position is called the input position. See Fig. 1. 
We assume that each pair in Hn is equally likely. 
Remark. As is stated in [11] and [3], repeated insertions destroy the property that 
each pair in H,, is equally likely. Therefore the actual behavior is far more cumber- 
some to deal with. For convenience for the analysis, we work under the assumption 
mentioned above. 
Let P(n,j) be the probability that the input element is to be exchanged exactly 
j times in the heap of t " -  1 elements when it is inserted at the input position. In 
the case depicted in Fig. 1 the input element is exchanged once. 
1 
an input  e lement  
Fig. 1. 
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Proposition 3.1. For any positive integer n, 
P(n, j )  = (1 - 1/t n)P(n - 1, j) ,  
P(n, n) = 1/t ~, 
P(n, j )  =0, 
i fO<j<n,  
i f  n <j.  
Proof. It is obvious that P(n, j )=  0 if n <j.  Since the input element is exchanged n 
times in the heap of t " -  1 elements if and only if it is equal to 1, it follows from 
the above assumption that P(n, n )= l / t  n. 
Now we consider the case that 0_ j<  n. Then the input element is not equal to 1. 
Let us denote by T the complete t-ary tree with t n vertices. Let S be the subtree 
of T satisfying the following conditions. 
(1) S is a complete t-ary tree with t n- i vertices. 
(2) The root of S is a son of the root of T. 
(3) S contains the rightmost vertex of the deepest ones in T. 
The tree T represents an underlying tree of the heap after inserting the input element 
and S is a part containing the input position. Fig. 1 illustrates that the subtree S con- 
sists of three vertices whose respective lements are 7, 9 and 5. 
Let U~ be the subset of H,, consisting of all pairs (h, i)'s whose input elements i's 
are not equal to 1. Clearly for any pair in U,, the input element raverses only in 
the subtree S. We denote by D,_  1 the set of pairs (h IS, i) of the heap h tS and the 
input element i, where hiS is the subheap of h restricted on the tree S. 
We define a mapping ~ from U~ onto H,,_ 1 as follows. In the first place we asso- 
ciate a pair (h, i) in U,, with the pair (h IS, i) in D~_ 1. Let the set of elements in the 
heap hiS and the input element i be {i(1), . . . , i (t"- l)}, where i ( j )<i(k)  i f j<k .  
Substituting the integer j for each element i(j) in (h[S, i), we get a pair (h', i') in 
Hn_ 1- Then the mapping ¢~ is defined by O(h, i )= (h', i'). 
It can be easily observed that 
lq~-~(h~,i~)l=l~-~(h~,i~)l, for any (h~,i~),(h~,i~) in H ,_ I ,  
where IZ[ denotes the cardinality of a set A. We denote the number 10-l(h', i')1 by 
c. Let dj be the number of pairs (h', i') in Hn_ ~ in which each input element i' is ex- 
changed exactly j times in the heap h'. Then 
P(n, j )=( lU,  l / ln ,  l). (dj. c/lU, l )=(1 -1 / t " )P (n -  l , j ) .  [] 
Remark. The proof of Proposition 3.1 is essentially the same used in [11] which 
deals with the case t = 2. For the binary case Proposition 3.1 states a special case 
of the results in [11] and [4]. 
We consider the probability generating function ~:j~0 P(n, j )X j. Putting 1/t = q 
in the function, we have the function 
n n 
Gn(x,q)= ~. xkq k I-[ (1 -q J )  - 
k=O j=k+l 
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Extending this function we now obtain the function 
Oo 
G(x, q) = ~ xkqk(q ~+ 1)~, 
k=0 
which has already appeared in the previous ection. We recall that this function is 
a probability generating function and that K~ and K2 are the expected value and the 
variance, respectively. 
Let 
° I An(q)= -~xGn(x,q) and x=l  
Vn(q)= "~x2 Gn(x,q) + An(q)-An(q) 2. 
x=l  
It can be easily proved that 
log G,(e t, q) =An(q)t + Vn(q)t2/2! + .... 
Then A,(1/t)  is the average number of exchanges for updating the input element 
in a pair in Hn and Vn(l/t) is equal to its variance. 
Let a be a positive number such that (1 +a)q< 1. Then we have 
Proposition 3.2. There exist a positive integer N and positive numbers C 1 and C2 
such that 
[A,(q)-KI(q)I<CI((1 +a)q) ~ and 
IVn(q)-K2(q)l<_C2((1 +t~)q) n, for any n>_N. 
Proof. It is clear that 
n t /  
An(q)= ~ kq k lI 
k=l  j=k+l  
(1 -qO. 
Let 
n(n + 1)/2 
A,(q) = ~ akq k. 
k=l  
We recall that 
Oo Oo 
K 1= ~., ao(k)q k= ~., kqk(qk+l)=. 
k=l  k=l  
Clearly 
ak=tr0(k) if k<n [13, Theorem 1]. (3.1) 
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Now we consider the function 
Oo oo  
B(q)= ~ kq k YI (1 +qJ). 
k=l j= l  
Let 
Oo 
B(q)= ~ bxq k. 
k=l  
By considering the function ~= 1 kq x l-I~-=k+l (1+ q J), we get 
[akl <-Ibk[ for any k<_n(n + 1)/2. (3.2) 
It is clear that the radius of convergence of B(q) is equal to 1. It is known [6, p. 260] 
that O(a0(k))= ka for all positive &. Therefore for the positive number a there 
exists a positive integer N such that 
Ibk [<( l+a)  k, a0(k)___(l+c0 k for anyk>_N. 
Hence it follows from (3.1) and (3.2) that 
JAn(q)- gl (q)l < C1((1 + a)q) n. 
Similarly we get the second inequality since we have from [6, p. 266], 
al(k)=O(n 1+'~) for all positive &, 
and from (2.4) and (2.8), 
Kz = G" (1, q) + KI - (K1) 2. [] 
We now consider the higher moments. Let Mr,,, be the r-th moment defined by 
G,(x, q). Then 
/7 n 
Mr, n = ~ krq k l-I (1 -q J )  • 
k=l  j=k+l  
On the other hand, the r-th moment Mr defined by G(x, q) is 
Oo oo  
krq k 1~ (1 -q J )  • 
k=l  j=k¥1 
Thus there exist a, N and C such that (1 +a)q< 1, and 
IMr-Mr, n[<C((l +a)q) n, for n>N. 
We note that the r-th moments Mr,,, satisfy the following recurrence. 
gr, n=nrqn +( 1 - 1" q")Mr,._ 
Therefore the sequence {Mr.,, } is monotone increasing. 
Theorem 2.1 tells us that 
Mr:  gr(Kl,...,Kr). 
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Table 1. Expected values and variances. 
q Kl(q) K2(q) 
1/2 1.60669 2.74403 
1/3 0.68215 0.94943 
1/4 0.42109 0.53692 
1/5 0.30173 0.36603 
In order to evaluate the moments Mr, it suffices to evaluate the cumulants Kj. For 
this purpose, we use the formula on Lambert series 
anx"/(1-x")= ~ x (an+a,,+k)x k" . 
n=l n=l 1 
Then we can compute the values Kj(q) rapidly. The values Kl(q) and K2(q) for 
q = 1/2, 1/3, 1/4, 1/5, are shown in Table 1. 
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