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1. Introduction
Systems biology is nowadays one of the most challenging and interesting applications of computer science. Models,
originally developed for describing systems of interacting components, can be applied for specifying biological systems.
This approach offers to biologists very useful simulation tools and automatic verification techniques, that can profitably be
applied in order to realize virtual experiments as well as to derive information on their possible results. Such information
can be used to test hypotheses about the behavior of biological systems and as a guide for future experiments.
Among the many formalisms that have been successfully applied to biology there are traditional specification languages
for concurrent and reactive systems [30,24,23], and process calculi, designed for modeling distributed and mobile systems.
Process calculi turned out to be very appropriate for describing both the molecular and biochemical aspect, as pioneered by
the application of stochastic π-calculus [43,41]. New process calculi have also been proposed in order to faithfully model
biological structures such as compartments and membranes, which play a key role in the organization of biomolecular
systems. Recent proposals are BioAmbients [42], Beta-Binders [40], and Brane calculi [2,3].
BioAmbients (BA) is a variant of a very popular calculus for mobile processes, the Mobile Ambients (MA) calculus [6]. The
key concept of MA is that of ambient. An ambient represents a bounded location where computation happens; ambients are
organized into a hierarchy, that can be dynamically modified as a consequence of ambient movements or dissolution. The
concepts of ambient and of ambient movement permit to naturally represent important aspects of molecular systems, such
as localization, compartmentalization and hierarchy. For better modeling basic biological concepts, minor modifications are
introduced in BA with respect to standard MA. Ambients are nameless; the primitive for opening is replaced by a primitive
of merge, which realizes the fusion of two ambients; capabilities have corresponding co-capabilities; new primitives for
communication and choice are introduced.
A great advantage of using aprocess algebra, such as BA, as a specification language is that the variety of formal verification
techniques, proposed for MA in the last few years, can be naturally reused. In this setting, however, the intrinsic complexity
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of typical biological systems, such as pathways and networks of proteins, has a dramatic impact on the practical application
of automatic verification techniques, such as model checking [27,29]. The need of approximation techniques, based for
example on static analysis, is clear.
Static analysis techniques have been traditionally applied in order to derive safe and computable approximations of the
(run-time) behavior of a system. For MA the analyses in the literatures (see [33,21,17,25,18,32,14]) have been designed for
the verification of security properties, mostly for proving invariant properties. To this aim, they collect information about
the reachable states typically by reporting approximate descriptions of the possible nesting of ambients and processes. This
information can be exploited to show that certain events will not happen in each state of the system; for example, that an
ambientwill never end up inside another one; and similarly, that an interaction between two ambientswill never take place.
As expected, most of the approaches [33,17,14,25,18] were successfully adapted to the BA calculus (see [35,34,36,39,18]);
for example, Ref. [39] shows the interest of invariant properties for BA, specifically for distinguishing a system describing a
normal LDL degradation process from one presenting mutations or defects.
Nonetheless, we believe that temporal properties, much more general than invariant properties, should be addressed in
order to reasonon real biological systems. Examplesof interesting temporal properties couldbe: for eachpathof computation
“after A interacts with B then it does not interact with C anymore”; for each path of computation “A may happen only after
B”; there exists a path of computationwheremolecule A appears. Such properties could help biologists to better understand
both the spatial and temporal evolution of complex biological systems, such as pathways and networks of proteins, as already
pointed out in [7,27,29,1].
As an example, we consider typical specifications of enzymatic reactions, following the approach proposed in [42] based
on ambient movement. The following system describes a simplified version of an (irreversible) enzymatic reaction, where
amolecule interacts with an enzyme, and then releases product P.
[M]mol | . . . | [M]mol | [E]e . . . | [E]e (1)
E ::= recY . inm. out n. Y
M ::= inm. out n. P
The enzyme and its substrate are modeled by ambients, labeled1 e andmol, respectively. ProcessesM and E describe the
binding of themolecule to the enzyme and the release of the product. Specifically, the enzyme–substrate binding ismodeled
as entry of the substrate ambient inside the enzyme ambient; symmetrically, the release of product P is modeled as ambient
exit.
The simple reaction, described in (1), is characterized by the following property: for any ambient mol, the binding with
an enzyme ambient is necessary for the release of product P. Even this very simple property, however, cannot be captured
by classical analyses for BA and MA [33,21,14,17,25,35,34,36,39]. In fact, these proposals report approximate information
about the possible contents of ambients, at any evolution step; as a consequence, they could just observe that an ambient
molmay reside inside ambient e, and analogously that it may contain product P at top-level. In order to infer that the former
event is a so called necessary check-point for the latter, information about the possible moves of the system is needed.
The interest of these kind of properties can be better illustrated by considering a more complex situation, where two
distinct enzyme e1 and e2 appear in the system,
[M]mol | . . . | [M]mol | [E1]e1 | . . . | [E1]e1 | [E2]e2 | . . . | [E2]e2 (2)
Ei ::= recY . inmi. out ni. Y
M ::= inm1. out n1. inm2. out n2. P (3)
M ::= inm1. out n1. P1 + inm2. out n2. P2 (4)
Process (2) describes twodifferent reactionswhen coupledwithprocess (3) orwithprocess (4), each specifying adifferent
behavior of themolecules in the system. In case (3): for any ambientmol, the bindingwith both enzymes e1 and e2 isnecessary
for the release of product P (this also has to happen in a given order, first e1 and then e2). By contrast, in case (4): any ambient
mol can non-deterministically bind eitherwith e1 (by releasing product P1) orwith e2 (by releasing product P2).
The two possible reactions present a relevant difference that cannot be captured by standard reachability analyses [33,
21,14,17,25,35,34,36,39]; in particular, these analyses would predict (in both cases) that an ambient mol may end up both
inside ambient e1 and inside ambient e2. Analogously to the previous case, information about the possible moves of the
system is needed in order to be able to observe whether the molecule has to bind with both enzymes or whether there is a
non-deterministic choice.
In this paper, we investigatemore powerful analyses for BA able to validate such a properties, e.g. analyses which approx-
imate the transition system. Specifically, we follow the abstract interpretation [10,11] approach, specifically in the style of
1 Notice that in BA labels are attached to ambients as comments, in that ambients are nameless.
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previous proposals for MA [25]. More in details, we refine the approach of [25] by enhancing the structure of abstract states,
then we derive an abstract transition system (by abstracting each transition step).
Our refinement is based on the observation that the information recorded in the abstract states of [25] about the possible
shape of processes is not sufficiently detailed, if one wants to handle systems where multiple occurrences of objects, e.g.
ambients and capabilities, may appear. This is the case of the systems (1) and (2) previously commented. This feature is
crucial, even if we are interested in observing the qualitative behavior of processes (as opposite to the quantitative behavior),
considering that real biological systems typically contain several (possibly 100) of copies of a given molecule or protein.
Similar arguments also applies to the related approaches [33,21,14,35,34,36,39].
As an example, we comment the case of the system described by process (2) coupled with process (4); however, it
should be clear that the case of process (3) is analogous. We expect that an analysis suitable for biological specifica-
tions could be able to establish the relevant temporal properties of this system (and thus to observe the difference with
the reaction described by (3)). This means that: (i) at most one molecule can reside inside any enzyme ambient, at any
time; (ii) any ambient mol after the binding with an ambient e1, will never react with an ambient e2 (and vice versa);
(iii) for any ambient mol, the binding with an enzyme ambient ei is a necessary check-point for the release of product Pi,
for i ∈ {1, 2}.
Even for proving a simple invariance property, such as (i), we should be able to observe that at most one capability inmi
can reside inside any enzyme ambient ei at a time, and that this capability has been consumed, once an ambient mol is
entered. To this aim, we introduce in the abstract states occurrence counting information by taking into account the number
of occurrences of ambients and capabilities thatmay appear in any location, e.g. ambient. Note that this idea is not completely
new (see [32,16,18]), while in [25,21] a much less precise information is tracked since the number of objects, which may
occur in the whole system, is considered.
For (ii) and (iii), we should also be able to distinguish the occurrences of ambients, appearing in the system; indeed, if
all the copies of mol are identified in the abstract representation, it would not be possible to observe a copy of mol before
and after the interaction with one of the enzymes. Moreover, occurrence counting information turns out to be essential also
in this case. In (ii), for example, we need to argue that process inm1. out n1. P1 + inm2. out n2. P2 is no more available,
once the ambient mol has entered inside either ambient e1 (by exercising capability inm1) or ambient e2 (by exercising
capability inm2). Without occurrence counting information the process inm1. out n1. P1 + inm2. out n2. P2 could not be
consumed so one should safely state that it is possible for an ambient mol having interacted with e1, to interact also with
ambient e2.
In order to distinguish different occurrences of ambients, we introduce a labeling discipline for ambients, both in the
concrete and in the abstract semantics. In the concrete case, we use fixed labels for distinguishing the copies of ambients
and we introduce fresh labels just for the new copies eventually introduced by the unfolding of recursion. This approach
is obviously not effective even if we consider systems, such as (1) and (2), where no new labels are generated. Thus, in the
abstract semantics we adopt a special labeling discipline for approximating the labels describing different occurrences of
an ambient, which guarantees that only a given number (a parameter of the analysis) of ambient labels is generated. The
labeling discipline realizes a sort of partitioning of the ambients labels, at each computation step, taking into account their
possible contents. As a consequence, the abstract labels of ambients are not fixed, while they may vary as the computation
proceeds.
Thederivedabstract transition systemisa safeover-approximation in the senseof [9,13], and thuspreserves theproperties
of a fragment of CTL,∀-CTLwithout eventually. Unfortunately, the standard interpretation of∀-CTL does not appear adequate
for our application, e.g. for proving the temporal properties, previously described for systems (1) and (2), precisely for any
occurrence of ambient mol. The main limitation is that, in the abstract case, the temporal modalities cannot observe the
possible evolution of the copies of an ambient, because their labels may vary as the computation proceeds. Therefore, we
introduce a variant of ∀-CTL without eventually, tailored for our application, and we define validation methods (both in the
concrete and in the abstract case) which exploit the labels of ambients. The properties, previously described for systems (1)
and (2), can be expressed in our logic and validated, over the derived abstract transition system.
Our analysis is much more informative and powerful compared to analyses for BA/MA in the literature. This is obviously
paid in terms of complexity (in the worst case, the analysis is double exponential); by contrast, most of the proposals
[33,14,17,25,35,34,36,39,18] are associated with polynomial time algorithms. A typical approach in abstract interpretation
in order to find a balance between precision and computational cost is to designwidening operators [12]. We show that this
approach can be profitably applied also to our analysis by introducing two orthogonal widenings, e.g. newweaker andmore
efficient (exponential) analyses.
• The first widening is obtained by merging information related to the copies of an ambient, in any abstract state. The
resulting abstract transition system is still able to validate interesting temporal properties (for example we show the
validation of a simple temporal property for system (2)).
• The second one is obtained by merging into a single abstract state the information about different states of the abstract
transition system. The obtained analysis essentially preserves invariant properties in the style of well-known reach-
ability analyses [33,14,17,25,35,34,36,39,18]. Our approach, however, provides more detailed information about the
processes and ambients whichmay reside inside an ambient, at any time; therefore, better captures occurrence counting
information.
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Table 1
BioAmbients processes.
M,N ::= (Capabilities)
in n Enter
in n Co-enter
out n Exit
out n Co-exit
merge n Merge
merge n Co-merge
P,Q ::= (Processes)
0 Inactivity
(νn) P Restriction
P | Q Parallel composition
X Recursion variable
recX . P Recursive process
[P]A Ambient
M. P Capability prefix
i∈IMi . Pi Capability choice
Moreover, the two widening operators can be combined together in a very simple way; we show that the resulting
polynomial analysis gives better results with respect to the related approaches [35,34,36,39].
The paper is organized as follows. Section 2 introduces the syntax and the semantics of the BioAmbients calculus. Section
3 presents the temporal logic as well as interesting examples of temporal properties. In Sections 4 and 5, we present our
analysis and in Section 6 the related abstract validation method. Finally, Section 7 presents the widening operators.
Remark. This paper is a revised and extended version of [19,20].
2. Syntax and semantics
For sake of simplicity, we consider here a simplified version of BioAmbients [42] without communication primitives; the
analysis can be extended in a simple way to the full calculus.
In Control Flow Analysis (see for instance [33,14,25]) typically processes are labeled and α-conversion is treated in a
particular way, by exploiting partition of names. In particular, we consider a setN (ranged over by n,m, h, k, . . .) of channel
names such that N = unionmultiiNi, i ∈ {1, . . . , ω}, where unionmulti denotes disjoint union and each Ni is an infinite set. We also consider,
in a standard way, an infinite set of recursion variables V (ranged over by X, Y, Z, . . .).
For ambients, we consider an infinite set of ambient names Na (ranged over by a, b, c, . . .), such that Na ∩ N = ∅ and ∈ Na; here is a distinct symbol used to denote the outermost ambient.
Moreover, we consider an infinite set L̂ of run-time labels (ranged over by ,,	, . . .), and then of ambient labels
La = {(a, ) | a ∈ Na and  ∈ L̂} (ranged over by A, B . . .). Given an ambient label A = (a, ), (A)1 reports the name
of the ambient a and (A)2 reports the run-time label  (using the standard notation for projection). The meaning of the
ambients labels will be explained later.
The syntax of (labeled) processes is defined in Table 1. The constructs for inactivity, parallel composition, restriction are
standard (see for instance π-calculus [31]). The inactive process is denoted by 0; parallel composition is denoted by P | Q ;
the restriction operator, denoted by (νn) P, creates a new channel name n with scope P. The operator recX . P defines a
recursive process (in examples it is convenient to adopt recursion in place of standard replication !P similarly as in Safe
Ambients [26]). Specific to the ambient calculi, are the ambient construct, [P]A, the capability prefix M. P, where M is an
action or co-action, 2 and the derived capability choice primitivei∈IMi. Pi. Here, process [P]A defines an ambient (labeled)
Awhere process P runs.
For processes we adopt standard syntactical conventions. We often omit the trailing 0, and we assume that parallel
composition has the least syntactic precedence. The operator (νn)P acts as static binder for channel name n, and defines
the standard notions of free and bound names of a process, denoted by fn(P) and bn(P) respectively. Similarly, recX . P is a
binder for X with scope P. In the following, we consider only processes that are closed on recursion variables, e.g. they have
no free recursion variables.
As usual, we also identify processes which are α-convertible, meaning that they can be made syntactically equal by a
change of bound names. In the style of [14,25], we, however, discipline α-conversion by assuming that a bound namem can
be replaced only with a name n provided that n,m ∈ Ni.
It is worthmentioning that the ambient labels do not affect the standard behavior of processes (according to the idea that
in BAambients are nameless, differently fromstandardMA [6]). By contrast, they are essential both for the specification of the
properties (see Section 3) and for the definition of the abstraction (see Section 4). Specifically, they are designed for handling
systems where multiple occurrences of ambients may appear, and for proving temporal properties for any occurrence of an
ambient. To this aim, however, we want that the occurrences share the same name but have a distinct run-time label. This
is formalized by the following definition of well-labeled process.
Definition 1 (Well-labeled). We say that a process P is well-labeled iff whenever two ambients [Q ]A and [R]B appear with
(A)1 = (B)1, then (A)2 = (B)2.
2 For coactions the notation of Safe Ambients [26] is used in place of the standard one.
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Example 2. The following is a (well-labeled) version of the system (1) described in Section 1,
[M](mol,1) | . . . | [M](mol,h) | [E](e,	1) | . . . | [E](e,	k)
Thecopiesof themolecule are identifiedby thenamemol,while theyaredistinguishedby the run-time labels1, . . . , h.
Analogously, for the enzyme ambients.
In the following, we use La(P) and Na(P) to indicate the set of the ambient labels and names appearing in process P,
respectively. Similarly, La(P, a) = {A | (A)1 = a ∧ A ∈ La(P)}, we indicate labels of P related to name a. Moreover, we
consider only well-labeled processes, and we use P to denote the set of (well-labeled) processes.
Reduction semantics.The semantics of BA is given in the formof a reduction relation that differs fromthe standarddefinition
because thewell-labeling of processes has to be preserved. Indeed, the unfolding of recursionmay generate newoccurrences
of ambients. We implement a very simple labeling discipline: the labels of the ambients never change, as the computation
proceeds, while the new copies of ambients introduced by the move are relabeled with fresh labels (in particular with fresh
run-time labels).
Moreover, we introduce additional information in the transition relation in order to observe the possible variation of the
labels of ambients. Formally, we adopt a transition relation of the form
P →R P′
where R is an evolution relation, showing how the labels of ambients of process P evolve when moving into process P′. Let
(L, L′) = {(A, B) | A ∈ L, B ∈ L′} and id(L) = (L, L), for L, L′ ⊆ La.
Definition 3. An evolution relation isR ⊆ id(La) ∪ ({⊥},La) ∪ (La, {⊥}).
Intuitively, (A, A) ∈ R says that the ambient labelAdoes not vary; (A,⊥) ∈ R says that the ambient labeledAdisappears;
(⊥, A) ∈ R says that A is the label of a new ambient, introduced by the move.
For evolution relations, we adopt the following operators. Given L ⊆ La we define
dom(R) = {A | (A, C) ∈ R and A ∈ La}
cod(R) = {B | (C, B) ∈ R and B ∈ La}
R(L) = {C | (B, C) ∈ R, B ∈ L and C ∈ La}
new(R) = {A | (⊥, A) ∈ R}.
Here, dom(R) and cod(R) report the domain and codomain of relation R, respectively; new(R) reports the fresh labels
for the new copies of ambients introduced by the move. Instead, R(L) defines the image of L, in this case R(L) reports the
labels of L that do not vary.
We also adopt a standard notion of relabeling, by using injective functions η : La → La, such that for each A ∈ dom(η),
(A)1 = (η(A))1. The standard notation Pη is used for relabeling process P according to η. Notice that relabeling does not
modify the names of the ambients appearing in process P; by contrast, it may modify their run-time labels.
It is also convenient to define the application of relabeling to an evolution relation, more precisely to the codomain of
the relation. LetR be an evolution relation and η be a relabeling, such that dom(η) = cod(R), we define
Rη = {(A,⊥) | (A,⊥) ∈ R} ∪ {(C, η(A)) | (C, A) ∈ R and A ∈ La}.
The reduction rules are reported in Table 2. The reduction axioms (In), (Out) and (Merge) define the basic interactions;
they model the movement of an ambient, in or out, of another ambient and the merge of two ambients. They differ from
those of MAmainly because ambients are nameless and because actions have corresponding coactions, as in Safe Ambients
[26]. Moreover, the primitivemerge replaces the standard primitive of opening. For compacting the presentation, we adopt
a special notation for capability prefix and capability choice, by writing+M. P both for processM. P and process i∈IMi.Qi,
whereM = Mi and P = Qi for some i ∈ I.
Notice that rules (In) and (Out) do not report variation of labels, e.g. the evolution relation is the identity over the labels
of the source process (reported by id(La(P1))). By constrast, rule (Merge) reports an evolution relation id(La(P1) \ {B})∪ {(B,⊥)} showing that the ambient labeled B is dissolved.
Another difference with MA/BA is that a reduction rule, e.g. (Rec), models the unfolding of recursion in the style of
[26], in place of a reduction axiom. In rule (Rec), a relabeled version of the recursive process, e.g. recX . Pη, is introduced.
The information about the fresh labels La(Pη) is properly recorded in the evolution relation; formally, id(La(P)) ∪ {(⊥,
La(Pη))}.
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Table 2
Reduction rules.
P1 = [+inm. P | Q ]A | [+inm. R | S]B ⇒ P1 →id(La(P1)) [[P | Q ]A | R | S]B
(In)
P1 = [[+outm. P | Q ]A | +outmR | S]B ⇒ P1 →id(La(P1)) [P | Q ]A | [R | S]B
(Out)
P1 = [+mergem. P | Q ]A | [+mergem. R | S]B ⇒ P1 →id(La(P1)\{B})∪{(B,⊥)} [P | Q | R | S]A
(Merge)
(dom(η) = P, La(P) ∩ La(Pη) = ∅) ⇒ recX . P →id(La(P))∪{(⊥,La(Pη))} P[recX . Pη/X]
(Rec)
P →R Q ⇒ (νn) P →R (νn) Q
(Res)
(P →R Q , La(S) ∩ La(Qη) = ∅, dom(η) = new(R))) ⇒ P | S →Rη∪id(La(S)) Qη | S
(Par)
(P →R Q , A ∈ La(Qη), dom(η) = new(R)) ⇒ [P]A →Rη∪{(A,A)} [Qη]A
(Amb)
(P′ →R Q ′ P ≡ P′ Q ′ ≡ Q) ⇒ P →R Q
(Cong)
The inference rules (Res), (Par), (Amb) and (Cong) are standard; they handle reductions in contexts and permit to apply
structural congruence. Structural congruence is needed to bring the participants of a potential interaction into contiguous
positions; it includes standard rules for commuting the positions of components appearing in parallel and in a choice.
Structural congruence is standard and can be found in [42,26].
Notice that, in case of (Par) and (Amb), the fresh labels introduced by the move are updated (if needed). For example, in
case (Amb) this is realized by applying to the internal process Q a relabeling η such that dom(η) = new(R).
Transition system.We introduce the collecting semantics, which computes the transition system describing the behavior of
a (well-labeled) initial process P. As usual, the transition system is defined as the least fixed-point of a function, that realizes
the transitive closure of the transition relation.
The following definitions formalize the domain of interest; both for processes and transitions we are tacitly assuming to
reason up to relabeling and α-conversion. Let T = {P →R P′ | La(P) = dom(R), cod(R) = La(P′) P, P′ ∈ P} be the set of
transitions. We introduce the set of (reachable) transition systems
T̂s = {(Ss, Ss0, Ts) | Ss ∈ ℘(P), Ss0 ⊆ Ss, Ss is the transitive closure of
Ss0 through the relation Ts ∈ ℘(T ) and {P | P →R P′ ∈ Ts} ⊆ Ss}.
Notice that, in a (reachable) transition system, every state is reachable, the set of transitions is minimal, and sets of initial
states are allowed. This definition is needed in order to better define the abstraction of a transition system (in particular
Definition 20 and Theorem 21).
Definition 4 (Concrete domain). The concrete domain is A = 〈T̂s,⊆〉, where⊆ is defined component-wise.
Definition 5 (Collecting semantics). Let P ∈ P be a process such that  ∈ Na(P). We define SColl[[P]] = lfp FP , where
FP : A → A, such that for Ss, Ss0 ∈ ℘(P) and Ps ∈ ℘(T ),
FP(Ss, Ss0, Ps) = (Ss ∪ Ss0 ∪ {P2 | P1 →R P2, P1 ∈ Ss}, {P}, Ps ∪ {P1 →R P2 | P1 ∈ Ss}).
3. Validation of temporal properties
Our goal is to be able to express interesting properties for typical biological systems. Specifically: (i) is A1 always true?
meaning that, in any path, any state satisfies A1; (ii) is A1 a necessary checkpoint for A2? meaning that, in any path, a state
satisfying A2 can only appear after a state that satisfies A1; (iii) is A2 always true after A1? meaning that, in any path, after a
state satisfying A2, A1 is always true.
Properties, such as (i)–(iii), could be formalized using a logic adequate for our abstraction, such as ∀-CTL [9,13] (without
the until operator). More in details, they could in general be captured by the release temporal operator (sometimes called
also unless) that is the dual of the well-known until operator. The standard interpretation of (f R g) is that, for each path, g
R. Gori, F. Levi / Information and Computation 208 (2010) 869–921 875
is true initially, and that g must remain true until (and including) the first point where f becomes true. Notice that there is
no obligation that f ever become true; (f R g) also holds if g remains true forever.
Nonetheless, BA processes present a subtle problem. Not only are the systems typically composed of multiple copies
of ambients, but also, as the computation proceeds, ambients may disappear and new copies (even infinite) of ambients
may be generated by the unfolding of recursion. As a consequence, it is necessary to prove temporal properties, such as
(i)–(iii), for any occurrence of an ambient. Unfortunately, the standard interpretation of ∀-CTL does not suitably capture
these features.
As an example, we consider a simplified (well-labeled) version of the system (1) described in Section 1 (commented in
Example 2) with just one copy ofmol and one of enzyme e,
[M](mol,) | [E](e,	) (5)
M ::= inm. out n. P
E ::= recY . inm. out n. Y
[M](mol,1) | . . . | [M](mol,h) | [E](e,	1) | . . . | [E](e,	k) (6)
System (5) is characterized by a simple property: the binding of ambient mol with the enzyme ambient e is a necessary
check-point for the release of product P. More precisely, we can say that:
([mol]e R¬[P]mol)
Intuitively, the formula says that [P]mol remains false until the first point where [mol]e is true (if any). Formulas [mol]e
and [P]mol say that ambient mol resides inside the ambient e and that it contains process P at top-level, respectively. Their
interpretation is immediate and can be formalized by simple conditions on the shape of the processes, concerning the
location or the contents of the unique ambientmol.
When several copies of ambients mol and e comes into the picture, such as in system (6), we have to establish property
([mol]e R¬[P]mol) for any copy of ambientmol. By exploiting the labeling of ambients we could generalize the property as
∧
i∈{1,...,h}
([(mol, i)]e R¬[P](mol,i))
This formulation is correct because in the system (6) the labels of ambients never vary and there are no new copies of
ambientmol introduced by the unfolding of recursion. It should be clear, however, that this approach may fail in general to
capture a temporal property for each copy of an ambient that may appear in a BA process at run-time.
To overcome these limitations, we design a simple logic for BA processes, where the temporal operators are variants of
the release operator, which profitably exploit the labels of ambients. More in details, they use the information recorded, for
each move, by the evolution relation in order to trace the evolution of each copy of an ambient and to take into account the
new copies possibly introduced by an unfolding of recursion.
Atomic propositions. In the style of [9,13], we assume that formulas are defined in positive normal form; this means that
negations are applied only to atomic propositions.
We define the atomic propositions AP(a), related to an ambient name a ∈ Na, for expressing properties of the ambients
named a, appearing enabled (ready to interact) in a process. Formally, we say that a context C is enablingwhenever the hole
does not appear under a capability prefix or a recursion; also we say that an ambient, labeled A, is enabled in P whenever
P ≡ C[[Q ]A] for some enabling context C. We then use amb(P), amb(P, a) ⊆ La for denoting the labels of the ambients and
of the ambients named a, that are enabled in process P.
Let a, b ∈ Na and P ∈ AP. The atomic propositions over a, denoted by AP(a) are defined by: [b]a, [P]a, [a]b. The literals
over a are then defined in the obvious way,
S(a) = {p,¬p | p ∈ AP(a)}.
In the following, we use φ,ψ . . . to range over S(a).
The formulas ofS(a)describe thepossible contents and thepossible location of each ambient related toname a, appearing
enabled in a process; [P]a and [b]a say that they contain at top-level process P and an ambient named b; similarly, [a]b says
that they reside inside an ambient (named) b. Furthermore,¬[b]a (respectively,¬[a]b) says that any ambient named a does
not contain ambients named b (respectively, does not reside inside an ambient (named) b).
In order to formalize themeaning of atomic propositions we observe that in our systems all the ambients related to given
name, are distinguished by means of run-time labels. It is therefore natural to interpret those formulas with respect to a set
of ambient labels, reporting the ambients that we want to consider.
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Definition 6 (Semantics of atomic propositions). Let a ∈ Na be an ambient name, P ∈ P be a process, L ⊆ La(P, a). For
φ ∈ S(a) we say that P satisfies φ with respect to L, P |L φ, iff for all ambient labels A ∈ L, such that P ≡ C[[S]A], for an
enabling context C,
1. if φ = [Q ]a (respectively, φ = [b]a), then S ≡ R | Q (respectively, S ≡ [R1](b,	) | R2);
2. if φ = [a]b, then C ≡ C′[[[] | R](b,	)];
3. if φ = ¬p then P |{A} p.
Moreover, we say that P | φ iff P |La(P,a) φ.
A statement P |L φ asserts property φ for each ambient labeled A, where A ∈ L and (A)1 = a, appearing enabled in
process P. As a consequence, P | φ asserts the property for all the ambients (named) a, appearing enabled in process P;
e.g. P |La(P,a) φ. Notice that the literals AP(a) do not say anything about the ambients appearing in process P, which are
not enabled. As a consequence, if A ∈ L does not refer to an enabled ambient, we have both P |{A} p and P |{A} ¬p.
Example 7. We consider the (well-labeled) process of Example 2, together with the following processes E andM.
E ::= recY . inm. out n. Y M ::= inm. out n. P
We have SYS | [M]mol in that SYS |{(mol,1),...,(mol,h)} [M]mol; indeed, each ambient mol contain at top-level the
recursive processM.
A more interesting case is described by the following process:
SYS1 ::= [M](mol,1) | . . . | [M](mol,h−1) | [E](e,	1) | . . . | [E](e,	k−1) | [out n. E | [out n. P](mol,h)](e,	k)
System SYS1 is derived from SYS after the movement of an ambient mol (with run-time label h) inside an ambient e
(with run-time label 	k); the remaining copies of ambients namedmol and e are still ready to interact.
We have that SYS1 |{(1,mol)...,(mol,h−1)} [M]mol and SYS1 |{(mol,h)} [out n. P]mol . As a consequence, neither SYS1 |
[M]mol nor SYS1 | [out n. P]mol hold, revealing the different contents of the ambients namedmol.
It is worth discussing also the interpretation of negative literals. For example, we have SYS | ¬[out n. P]mol in that
SYS |{(mol,1),...,(mol,h)} ¬[out n. P]mol , meaning that each ambient labeled (mol, i) with i ∈ {1, . . . , h} does not
contain at top-level process out n. P. By contrast, neither SYS1 | ¬[M]mol nor SYS1 | ¬[out n. P]mol hold.
Temporal formulas
Definition 8. Let a ∈ Na. The temporal formulas T (a) are defined as follows:
1. true, false ∈ T (a);
2. if φ ∈ S(a) is a literal, then φ ∈ T (a);
3. if φ,ψ ∈ T (a), then φ ∧ ψ, φ ∨ ψ ∈ T (a);
4. if φ,ψ ∈ T (a), then (φ Rψ), (φ R∀ ψ) ∈ T (a).
The temporal operators (φ R ψ) and (φ R∀ ψ) define two variants of the standard release operator, designed
precisely for handling systems where multiple copies of ambients may appear. For φ,ψ ∈ T (a), formula (φ R ψ) says
that, for each ambient related to name a, appearing in the initial process, ψ is true until the first point (if any) where φ
is true. Formula (φ R∀ ψ) express a stronger requirement by requiring the property for all the ambients related to name
a; they include both those appearing in the initial system and those (possibly infinite) generated by the unfolding of
recursion.
Notice that invariant properties can be formalized in a simple way. We use the following abbreviations for the derived
operators always, G φ ≡ (false R φ) and G∀ φ ≡ (false R∀ φ).
The formal interpretation of temporal formulas is defined as follows, by exploiting the labeling discipline of ambients,
e.g. the evolution relation.
Definition 9 (Semantics of temporal formulas). Let a ∈ Na. Let ts = (Ss, Ss0, Ts) ∈ T̂S be a transition system, let P ∈ Ss be a
process, L ⊆ La(P, a) and χ ∈ T (a). We say that P satisfies χ with respect to L, P |L χ , iff
1. χ = true;
2. χ ∈ S(a) and P |L χ according to Definition 6;
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3. χ = φ ∧ ψ and both P |L φ and P |L ψ ;
4. χ = φ ∨ ψ and there exist L1, L2 ⊆ L, such that L1 ∪ L2 = L, P |L1 φ and P |L2 ψ ;
5. χ = (φ R ψ) (respectively, χ = (φ R∀ ψ)) and P |L ψ , and for each P →R P′ ∈ Ts, P′ |R(Lnot) χ (respectively,
P′ |R(Lnot)∪new(R) χ ), where Lnot = {A ∈ L | P |{A} φ}.
Moreover, we say that: P | χ iff P |L(P,a) χ , and that ts satisfies χ iff, for each initial state Q ∈ Ss0, Q | χ .
Similarly as in the case of state formulas, we exploit statements such as P |L φ, where L is a set of ambient labels related
to a given name. The meaning of P |L φ is that all the ambients labeled Awith A ∈ L satisfy φ.
In the case of P |L (φ R ψ), we have to guarantee that, for each ambient labeled A, with A ∈ L, ψ is true until the first
point where φ is true (if any). For this, we have to check P |L ψ meaning that the ambients related to labels of L satisfy
ψ . Furthermore, we have to consider all possible moves P →R P′, and we have to establish again property (φ R ψ) for the
ambients related to L appearing in P′, that do not satisfyφ in the previous state.More in details,we verify P′ |R(Lnot) (φ Rψ),
whereR(Lnot) is the image of Lnot , reporting the subset of L which does not satisfy φ.
The meaning of P |L (φ R∀ ψ) is similar; we guarantee the property for all the ambients of L as well for the new copies
of ambient a introduced by the moves. This means that, for each move P →R P′, we have to consider R(Lnot) ∪ new(R) in
place ofR(Lnot).
The logic is adequate for expressing interesting properties of BA processes.
Example 10. Let us consider again the processes of Example 7. The check-point property for the system can be expressed
as φ = ([mol]e R∀ ¬[P]mol); this guarantees the required property for any ambient mol (the copies appearing in the initial
system and the new copies that can be introduced by the unfolding of recursion). Since in this case the computation never
generates copies of ambientmol we could also use ([mol]e R¬[P]mol).
We comment the validation of property φ. For proving SYS | φ we have to establish SYS |{(mol,1),...,(mol,h)} φ by
considering all the ambient labels related to namemol appearing in SYS.
We observe that SYS |{(mol,1),...,(mol,h)} ¬[P]mol , given that the ambients (mol, i) do not contain process P.
Furthermore, it is immediate to verify that Lnot = {(mol, 1), . . . , (mol, h)} (in that there are no copies of mol inside
ambients named e).
As a consequence, we have to consider any possible derivative and we have to prove again the checkpoint property φ for
the image of labels Lnot .
As an example, we examine the validation of the temporal formula for a particular evolution path:
SYS →R1 SYS1 →R2 SYS2 →R3 SYS3
SYS1 ::= [M](mol,1) |. . | [M](mol,h) | [E](e,	1) |. . | [E1](e,	k)
SYS2 ::= [M](mol,1) |. . | [M](mol,h−1) | [E](e,	1) |. . | [E](e,	k−1) | [out n. E | [out n. P](mol,h)](e,	k)
SYS3 ::= [M](mol,1) |. . | [M](mol,h−1) | [E](e,	1) |. . | [E](e,	k) | [P](mol,h)
R1 = R2 = R3 = id(SYS) E1 = inm. out n. E
The move SYS →R1 SYS1, obtained by rule (Rec), models the unfolding of the recursive process E residing inside an
ambient e (labeled (e, 	k)). Since the unfolding of recursion does not introduce new copies of ambients the evolution
relationR1 is the identity.
Hence,we are left to validate again SYS1 |{(mol,1),...,(mol,h)} φ. For SYS1 arguments similar to that applied for SYS holds;
indeed, we have again SYS1 |{(mol,1),...,(mol,h)} ¬[P]mol and Lnot = {(mol, 1), . . . , (mol, h)}. As a consequence, for
the derivatives we have to prove again the checkpoint property φ for the images of Lnot .
The move SYS1 →R2 SYS2, obtained by rule (In), models the entering of the ambient mol (labeled (mol, h)) inside the
ambient e (labeled (e, 	k)). Since relationR2 is obviously the identity, we are left to validate SYS2 |{(mol,1),...,(mol,h)} φ.
For SYS2, similarly as in the previous cases, we have that SYS2 |{(mol,1),...,(mol,h)} ¬[P]mol (given that all the copies of
mol do not contain process P). By contrast, we observe that now Lnot = {(mol, 1), . . . , (mol, h−1)}, while the ambient
labeled (mol, h) resides inside an ambient e; e.g. SYS2 |(mol,h)} [mol]e. As a consequence, for the derivatives we have to
prove the checkpoint property φ only for the images of labels {(mol, 1), . . . , (mol, h−1)}.
The move SYS2 →R3 SYS3, obtained by rule (Out), models the move of the ambient mol (labeled (mol, h)) out
from the ambient e (labeled (e, 	k)). Since the evolution relation R3 is obviously the identity, we are left to validate
SYS3 |{(mol,1),...,(mol,h−1)} φ.
We conclude that SYS3 |{(mol,1),...,(mol,h−1)} ¬[P]mol given that all the copies labeled (mol, i)with i ∈ {1, . . . , h−1}
do not contain process P. Notice that this is not the case for the ambient labeled (mol, h) that contains precisely process P.
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This is not a violation of the checkpoint property, because for the copy ofmol related to h a previous state which satisfies[mol]e has been found (e.g. state SYS2).
Example 11. We consider a (well-labeled) version of process (2) introduced in Section 1,
[M](mol,1) |. .| [M](mol,h) | [E1](e1,	1) |. .| [E1](e1,	k) | [E2](e2,1) |. .| [E2](e2,s)
Ei ::= recY . inmi. out ni. Y
M ::= inm1. out n1. inm2. out n2. P (7)
M ::= inm1. out n1. P1 + inm2. out n2. P2 (8)
Processes (7) and (8), local to ambients mol, describe two completely different reactions. In case (7) the binding of mol
with both enzymes e1 and e2 is necessary for the release of product P (this binding also has to happen in a given order, first
e1 and then e2). By contrast, in case (8) ambient mol can non-deterministically bind either with e1 (by releasing product P1)
orwith e2 (by releasing product P2). These interesting properties of the reactions can be easily expressed as follows. For (7)
1. ([mol]ei R∀ ¬[P]mol) says that, for any ambient mol, the binding with an ambient ei with i ∈ {1, 2} is a necessary
checkpoint for the release of product P;
2. ([mol]e1 R∀ ¬[mol]e2) says that, for any ambient mol, the binding with an ambient e1 is a necessary check-point for
that with an ambient e2.
For (8)
1. ([mol]ei R∀ ¬[Pi]mol) says that, for any ambient mol, the binding with an ambient ei is a necessary checkpoint for the
release of product Pi;
2. G∀ (¬[mol]e1 ∨ G¬[mol]e2) says that, any ambientmol after the binding with an ambient e1,will never react with an
ambient e2 (the symmetric property is analogous).
4. Abstract domain and Galois connection
We define the abstract domain of abstract transition systems, based on abstract states (that abstract processes) and on
corresponding abstract transitions (that abstract reduction steps among processes). The abstract domain includes a notion
of ordering, expressing precision of approximations, and is related to the concrete one through a Galois connection [10,11].
This framework permits to naturally formalize the correctness of the analyses (presented in Sections 5 and 7).
The abstraction is parametric with respect to the choice of abstract names. We consider an abstract partition of channel
namesN ,N = unionmultiiN ◦i , i ∈ {1, . . . , h}, such that, for each n,m ∈ Ni, we have n,m ∈ N ◦j , for some j. Then, we adopt abstract
channel names N ◦ = N/∼=, where ∼= is the obvious equivalence induced by the partition. Analogously, we consider abstract
ambient names Na◦ = Na/∼= by adopting an equivalence relation∼= over Na.
For labels we consider an infinite set of run-time labels L̂◦ = L̂ ∪ {∞} (ranged over by ,	, . . .); then, we derive in a
standard way the ambients labels La◦ = {(a◦, ) | a◦ ∈ Na◦ and  ∈ L̂◦}.
In the following, we use−◦ to denote the abstraction of a label or name−, according to the notation for meta-variables
of Section 2. As an example, for an ambient label A = (a, ) we have A◦ = (a◦, ) where a◦ is the abstract version of
name a.
Analogously, we consider abstract processeswhich are built according the syntax of Table 1 by replacing standard names
and labels with their abstract versions. As usual, we denote by P◦ the abstraction of process P, and we use P◦ for the set
of abstract abstract processes. For abstract processes, we adopt notions of relabeling and α-conversion analogous to that
defined in Section 2; similarly, we identify processes up to relabeling, α-conversion and structural congruence.
It isworth pointing out thatwe adopt a finite domain of abstract channel names; thus, each abstract name represents a set
of concrete names (as usual in over-approximations). By contrast, there is no a priori abstraction of run-time labels, and thus
the abstract ambients labels L̂◦ are infinite. 3 In the concrete semantics, the run-time labels are profitably used to distinguish
the copies of ambients with the same name; specifically, the labeling discipline guarantees that each ambient maintains its
label, as the computation proceeds, and produces fresh run-time labels for the new copies of ambients introduced by the
unfolding of recursion. This approach is obviously not effective in that infinite run-time labels may be generated.
Thus, our goal is to design an abstract framework that suitably supports the definition of abstract labeling disciplines
where only a finite number of labels can be generated, related to each name a◦ ∈ Na◦. For these purposes, we need a domain
of abstract transition systems, where: (i) the ambients labels can be approximated, by merging together the information
3 We introduce a special run-time label∞ that will be used in the analyses of Sections 5 and 7.
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Fig. 1. The abstractions of system SYS graphically.
related to distinct run-time labels; (ii) the run-time labels of ambients may vary, as the computation proceeds (provided
that the information is properly recorded in the corresponding evolution relation).
Abstract states.Abstract states are designed, along the lines of [25], precisely to represent approximate information about
processes. More in details, an abstract state reports: (i) abstract labels representing the ambients that may appear and (ii) for
each of them, a set of configurations describing the possible contents of the related ambients. More in details, a configuration
contains both the abstract labels of the ambients and the active abstract processes, which may appear at top-level, and their
number of occurrences.
Formally, we say that a process P is active if either P = i∈IMi.Qi, P = M.Q or P = recX .Q . Moreover, we use AP◦ to
denote the set of active abstract processes.
For representing occurrence counting information, we adopt here a rather simple domain of multiplicityM ={0, 1, [0−
ω], [1 − ω]}. Each m ∈ M denotes a multiplicity, with the following meaning: 0 and 1 indicate zero and exactly one,
respectively, the interval [1 − ω] at least one, while the interval [0 − ω] indicates 0 or more.
The following example illustrates the ideas of best and safe approximations. Intuitively the best approximation is themost
precise approximation of a process, while any coarser approximation is said to be safe.
Example 12. We consider the (well-labeled) process of Example 10.
Wealsoassumethat theabstractnamesandambientnamesaredefinedby the followingequivalenceclassesN ◦ = {n,m},
and N ◦a = Na. In order to simplify the notation we also use for ambient labels:  stands for (, ), while D◦i stands
for (mol, i) and F
◦
i stands for (e, 	i). The best approximation of system SYS is the following abstract state (graphically
represented in Fig. 1(a)),
S◦1,1 = {(, C◦0,1)} ∪
{
(D◦i , C◦1,1) | i ∈ {1, . . . , h}
} ∪ {(F◦i , C◦2,1) | i ∈ {1, . . . , k}}
C◦0,1 = {(D◦1, 1), . . . , (D◦h, 1), (F◦1 , 1), . . . , (F◦k , 1)} C◦1,1 = {(M◦, 1)} C◦2,1 = {(E◦, 1)}
E◦ ::= recY . inm◦. outm◦. Y M◦ ::= inm◦. outm◦. P◦
Configuration C◦0,1 reports information about the processes running at top-level (represented by the special name); it
shows that exactly one ambient labeled D◦i , for each i ∈ {1, . . . , h}, appears; analogously, for the ambients labeled F◦i , for
each i ∈ {1, . . . , k}. Configuration C◦1,1 describes the possible contents of the ambients namedmol (and labeled D◦i for some
i ∈ {1, . . . , h}); pair (M◦, 1) says that they contain exactly one copy of a process abstracted byM◦. Similarly, C◦2,1 describes
the possible contents of the ambients named e (and labeled F◦i for some i ∈ {1, . . . , k}).
In state S◦1,1 the approximation does notmodify the labels of ambients. Itmay be convenient, however, to approximate the
run-time labels. Intuitively, distinct run-time labels, related to the same name, can be represented by a single abstract label,
provided that coherent information about the corresponding configurations and multiplicities is reported. As an example,
the following is a safe approximation of state S◦1,1, using abstract labels A◦1 = (mol, 1) and B◦1 = (e, 1),
S◦1,2 = {(, C◦0,2), (A◦1, C◦1,1), (B◦1, C◦2,1))} C◦0,2 = {(A◦1, [1 − ω]), (B◦1, [1 − ω])}
In state S◦1,2 (depicted also in Fig. 1(b)) all the labels D◦1, . . . ,D◦h , for name mol, are represented by a single label analo-
gously all the labels F◦1 , . . . , F◦k , for name e, are represented by a single label B◦1. The configuration describing  is updated
accordingly; C◦0,2 reports indeed thatmore than one occurrence of ambients labeled A◦1 and B◦1 (and thus of ambients named
mol and e) may appear. Moreover, the interpretation of configuration C◦1,1 is that, any ambient named mol contains exactly
one process abstracted byM◦; similarly, for C◦2,1. In this sense, the counting of occurrences is local, being [1−ω] the global
number of occurrences of processesM◦.
It is worth noting that in system SYS all the copies of ambients mol and e exhibit the same behavior, and therefore they
can be easily described by the same configuration. Of course, this is not always the case, and therefore different labels and
configurations for describing the copies of ambients with the same name but with different behaviors. As an example, we
consider the following system, which is a derivative of SYS as discussed in Example 7,
SYS1 ::= [M](mol,1) | . . . | [M](mol,h−1) | [E](e,	1) | . . . | [E](e,	k−1) | [out n. E | [out n. P](mol,h)](e,	k)
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Fig. 2. Some abstractions of SYS1 graphically.
The following abstract states (depicted also in Fig. 2) define safe approximations of system SYS1, using abstract labels
A◦i = (mol, i) and B◦i = (e, i),
S◦2,1 = {(, C◦0,3)} ∪
{
(D◦i , C◦1,1) | i ∈ {1, . . . , h − 1}
}∪{
(F◦i , C◦2,1) | i ∈ {1, . . . , k − 1}
} ∪ {(D◦h, C◦1,2), (F◦k , C◦2,2)}
C◦0,3 = {(D◦1, 1), . . . , (D◦h−1, 1), (F◦1 , 1), . . . , (F◦k , 1)}
C◦1,2 = {(outm◦. P◦, 1)} C◦2,2 = {(outm◦. E◦, 1), (D◦h, 1)}
S◦2,2 = {(, C◦0,4), (A◦1, C◦1,1), (B◦1, C◦2,1), (A◦2, C◦1,2), (B◦2, C◦2,3)}
C◦0,4 = {(A◦1, [1 − ω]), (B◦1, [1 − ω]), (B◦2, 1)} C◦2,3 = {(outm◦. E◦, 1), (A◦2, 1)}
S◦2,3 = {(, C◦0,5), (A◦3, C◦1,1), (A◦3, C◦1,2), (B◦3, C◦2,1), (B◦3, C◦2,4)}
C◦0,5 = {(A◦3, [1 − ω]), (B◦3, [1 − ω])} C◦2,4 = {(outm◦. E◦, 1), (A◦3, 1)}
S◦2,4 = {(, C◦0,5), (A◦3, C◦1 ), (B◦3, C◦2 )}
C◦1 = {(outm◦. P◦, [0 − ω]), (M◦, [0 − ω])}
C◦2 = {(outm◦. E◦, [0 − ω]), (A◦3, [0 − ω]), (E◦, [0 − ω])}
State S◦2,1 (depicted in Fig. 2(a)) is obviously the best approximation of SYS1, and does not introduce any approximation of
labels. States S◦2,2, S◦2,3 and S◦2,4 illustrate approximations of S◦2,1 obtained by approximating also ambient labels (e.g. run-time
labels).
In state S◦2,2 (depicted in Fig. 2(c)), the labels are approximated by using a simple partitioning criteria: the occurrences of
ambients with the same name, described by the same configuration, are identified. In this way, the labels D◦1, . . . ,D◦h−1, for
namemol, are represented by label A◦1, while label D◦h is represented by A◦2; analogously, the labels F◦1 , . . . , F◦k−1, for name e,
are represented by label B◦1, and label F◦k is represented by B◦2. The configurations are updated accordingly by modifying the
multiplicities. As a consequence, label A◦2 identifies the copy ofmol, which resides inside the enzyme and which contains a
copy of process outm◦. P◦; while label A◦1 describes the occurrences running at top-level, which contain a copy of process
M◦. Similarly for the occurrences of ambients named e.
In state S◦2,3 (depicted in Fig. 2(b)), there is a further approximation of labels: indeed, all the copies of mol and e are
identified bymeans of abstract labels A◦3 and B◦3, respectively. Note that label A◦3 reports two possible configurations C◦1,1 and
C◦1,2 for the ambients named mol. The interpretation is that the contents of each ambient mol may be described either by
C◦1,1 or by C◦1,2 (as indicated by the dotted line in Fig. 2(b)). There is clearly a loss of information with respect to state S◦2,2;
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Fig. 3. Other abstractions of SYS1 graphically.
Fig. 4. The information orderm .
for example, this information predicts that ambientsmol, when residing inside the enzyme ambient, may contain a copy of
processM◦. Similar consideration holds also for the configurations describing the ambients named e.
Finally, state S◦2,4 (depicted in Fig. 2(d)) is an approximation of S◦2,3, obtained by merging the information about distinct
configurations of a given label into a single one, e.g. configurationC◦1 for ambientsmol andC◦2 for ambients e. This information
is rather approximate; for example, configuration C◦1 describes all the ambientsmol appearing in the system, and says that
inside any ambientmol, zero or more processes outm◦. P◦ andM◦ may appear (they can even run in parallel).
Formally, abstract states are defined as follows. We use P̂L = La◦ ∪AP◦ to denote the set of abstract ambient labels and
abstract active processes (ranged over by e); also, we use E = P̂L ×M (ranged over by (e, m)).
Definition 13 (Configurations and abstract states). A configuration C◦ is a subset of E such that: (i) if (e, m), (e, m′) ∈ C◦, then
m = m′; and (ii) for each (e, m) ∈ C◦, m = 0.
An abstract state S◦ is a set of pairs (A◦, C◦), where C◦ is a configuration and A◦ ∈ La◦ is an ambient label.
Notice that in configurations, no pair (e, 0) can appear, recording explicitly that there are no occurrences of element e.
However, in the following with an abuse of notation we may write (e, 0) ∈ C◦ in place of (e, m) ∈ C◦ for any m ∈ M, since
this notation simplifies the definition of some related operators.
In the following, we use S◦ for the set of abstract states and C◦ for the set of configurations. For abstract states we
adopt notations similar to the ones used for processes; La◦(S◦) and La◦(S◦, a◦) report the ambient labels and the ambient
labels related to name a◦ appearing in S◦, respectively. Similarly, amb(S◦) = {A◦ | (A◦, C◦) ∈ S◦} and amb(S◦, a◦) = {A◦ |
(A◦, C◦) ∈ S◦, (A◦)1 = a◦} report the ambient labels and the ambient labels related to name a◦, described by a configuration
of S◦.
We now introduce the information order on abstract states, formalizing precision and correctness of approximations.
To this aim, we assume that the domainM of multiplicity comes equipped with the information order m and with the
operations +◦ and −◦, reported in Fig. 4 and in Table 3, respectively. Moreover, we introduce auxiliary operations over
configurations; more in details, we define an order c over configurations; also we introduce an operator ∪+ between
configurations that realizes their union by adding the multiplicity in the natural way. Let C◦1 , C◦2 ∈ ℘(E),
1. C◦1 c C◦2 iff, for each (e, m) ∈ C◦1 there exists (e, m′) ∈ C◦2 such that m m m′;
2. C◦1 ∪+ C◦2 = {(e, m) | (e, mi) ∈ C◦i , for each i ∈ {1, 2}, m = m1+◦m2}.
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Table 3
Operations onM.
In the ordering over states, we have to take into account the possible approximation of run-time labels. In order to
realize the approximation of labels, we exploit approximation functions σ : La◦ → La◦, such that for any A◦ ∈ dom(σ ),
(A◦)1 = (σ (A◦))1. Intuitively, σ(A◦) = B◦ says that label A◦ is approximated by label B◦ which is an abstract label referred
to the same abstract name.
The application of an approximation function to a configuration is defined by adding the multiplicities of the involved
objects, as follows. Let C◦ ∈ C◦ and σ an approximation function such that L◦a(C◦) ⊆ dom(σ ), we define4
C◦σ = ⋃+{(e,m)∈C◦}{(σ (e), m)}
Using approximation functions the definition of the order⊆◦ over states is immediate.
Definition 14 (Order on states and sets of states). Let S◦1, S◦2 ∈ S◦, Ss◦1, Ss◦2 ⊆ S◦, and let σ be an approximation function,
such that L◦a(S◦1) ⊆ dom(σ ).
1. We say that S◦1 σ S◦2 iff, for each (A◦, C◦1 ) ∈ S◦1 , there exists (σ (A◦), C◦2 ) ∈ S◦2 such that C◦1σ c C◦2 .
2. We say that S◦1⊆◦S◦2 iff there exists σ such that S◦1 σ S◦2 .
3. We say that Ss◦1⊆◦Ss◦2 iff, for each S◦1 ∈ Ss◦1, there exists S◦2 ∈ Ss◦2 such that S◦1⊆◦S◦2 .
The order⊆◦ over states formalize the intuitive ideas presented in Example 12.
Example 15. Consider the states S◦1,1 and S◦1,2 of Example 12 (see Fig. 2). We have S◦1,1⊆◦S◦1,2, because S◦1,1 σ S◦1,2, where
σ(D◦i ) = A◦1, for i ∈ {1, . . . , h}, and σ(F◦i ) = B◦1, for i ∈ {1, . . . , k}. The approximation function σ says that all the labels
D◦i (respectively, F◦i ) are represented by A◦1 (respectively, B◦1).
Moreover, consider the states S◦2,1, S◦2,2, S◦2,3 and S◦2,4 (see Fig. 2). We have S◦2,1⊆◦S◦2,2, because S◦2,1 σ1 S◦2,2, where
σ1(D
◦
i ) = A◦1, for i ∈ {1, . . . , h − 1}, σ1(D◦h) = A◦2, and σ1(F◦i ) = B◦1, for i ∈ {1, . . . , k − 1}, σ1(F◦k ) = B◦2. The
approximation function σ1 says precisely that all the labels D
◦
i , for i ∈ {1, . . . , h− 1}, are represented by A◦1, while label D◦h
is identified by A◦2 according to the partitioning criteria. Similarly for the labels related to name e.
We also have S◦2,2⊆◦S◦2,3, because S◦2,2 σ2 S◦2,3, where σ2(A◦1) = σ2(A◦2) = A◦3, and σ2(B◦1) = σ2(B◦2) = B◦3. The
approximation function σ2 says precisely that all the labels related to name mol are represented by the unique label A
◦
3,
analogously all the labels related to name e are represented by the unique label B◦3.
Finally, S◦2,3⊆◦S◦2,4, because S◦2,3 σ3 S◦2,4, where σ3 = id(S◦2,3) is the identity. In this case, the approximation concerns
the possible contents of ambients reported by the configurations rather than the ambient labels.
Note that the relations of Definition 14 are actually pre-orders. We tacitly assume the corresponding orders obtained by
considering the classes modulo the equivalence induced by pre-orders. With an abuse of notation, we use S◦ and℘(S◦) for
the corresponding quotient sets.
It is important to observe that⊆◦ (in both cases) admits l.u.b. which is indeed the union.
Abstract transitions.We introduce the abstract transitions and a corresponding ordering relation. Similarly as in the reduc-
tion semantics transitions are decorated by abstract evolution relations reporting information about the possible variation of
ambient labels. The relevant difference with respect to the concrete case is that the abstract domain is more flexible; here,
the labels of ambients (in particular their run-time labels) may vary, as the computation proceeds. This is reflected by the
following definition.
Definition 16. An abstract evolution relation isR◦ ⊆ (La◦∪{⊥})×(La◦∪{⊥}), such that if (A◦, B◦) ∈ R◦ withA◦, B◦ ∈ L◦a ,
then (A◦)1 = (B◦)1.
Intuitively, (A◦, B◦) ∈ R◦ says that a copy of an ambient labeled A◦ is relabeled with B◦ (an abstract label referring to
the same abstract name but with a different run-time label); as in the concrete case, (A◦,⊥) ∈ R◦ says that a copy of an
ambient labeled A◦ disappears, while (⊥, A◦) ∈ R◦ says that A◦ is the label of an ambient, introduced by the move. For
abstract evolution relations we adopt notations and operators analogous to the ones defined in Section 2.
4 For an abstract process P◦ we use σ(P◦) for P◦σ .
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Let T ◦ = {S◦1 →◦R◦S◦2 | S◦1, S◦2 ∈ S◦ and dom(R◦) = La◦(S◦1) and cod(R◦) = La◦(S◦2)} be the set of abstract transitions. In
order to extend the order over states to abstract transitionswe have to take into account the possible approximation of labels
both in the source and in the target state. To this aim, it is enough to guarantee by means of approximation functions that:
(i) the source and target state of a transition are approximated; and also that (ii) the approximation over states is consistent
with the information reported by the corresponding evolution relation.
Definition 17 (Order on transitions). Let σ1, σ2 be approximation functions, such that S
◦
1,1 σ1 S◦2,1 and S◦1,2 σ2 S◦2,2 with
L◦a(S◦1,1) ⊆ dom(σ1) and L◦a(S◦1,2) ⊆ dom(σ2). Let S◦1,1 →◦R1◦S◦1,2, S◦2,1 →◦R2◦S◦2,2 ∈ T ◦ be two abstract transitions. We say
that S◦1,1 →◦R1◦S◦1,2 (σ1,σ2) S◦2,1 →◦R2◦S◦2,2 iff
1. σ2(R1◦(⊥)) ⊆ R2◦(⊥),
2. for each A◦ ∈ L◦a(S◦1,1): eitherR1◦(A◦) = ⊥ andR2◦(σ1(A◦)) = ⊥ or σ2(R1◦(A◦)) ⊆ R2◦(σ1(A◦)).
The previous relation is actually a pre-order; as in the previous cases, we tacitly assume the corresponding order obtained
by considering the classes modulo the equivalence induced by the pre-order. With an abuse of notation, we use T̂◦ for the
corresponding quotient sets.
Abstract transition systems. Based onDefinitions 14 and 17 it is immediate to derive a corresponding ordering relation over
abstract transition systems. Let T̂s
◦ = {(Ss◦, Ss◦0, Ts◦) | Ss◦,∈ ℘(S◦), Ss◦0 ⊆ Ss◦, Ss◦ is the transitive closure of Ss◦0 through
the relation Ts◦ ∈ ℘(T ◦) and {P◦ | P◦ →R◦ P◦′ ∈ Ts◦} ⊆ Ss◦}.
Definition 18 (Order on transition systems). Let ts◦1 = (Ss◦1, Ss◦1,0, Ts◦1), ts◦2 = (Ss◦2, Ss◦2,0, Ts◦2) ∈ T̂s◦, and let S◦1 ∈ Ss◦1, S◦2 ∈
Ss◦2. We say that S◦1 approximates S◦2 with respect to an approximation function σ1 iff
1. S◦1 σ1 S◦2;
2. for each S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1 there exists S◦2 →◦R2◦S◦2 ′ ∈ Ts◦2 and σ2 such that:
(a) S◦1 →◦R1◦S◦1 ′ (σ1,σ2) S◦2 →◦R2◦S◦2 ′;
(b) S◦1 ′ approximates S◦2 ′ with respect to σ2.
Moreover, we say that ts◦1⊆◦ts◦2 iff, for each S◦1,0 ∈ Ss◦1,0 there exists S◦2,0 ∈ Ss◦2,0 and an approximation function σ , such
that S◦1,0 approximates S◦2,0 with respect to σ .
The relation of Definition 18 is a pre-order; as in the previous cases, we tacitly assume the corresponding order obtained
by considering the classes modulo the equivalence induced by the pre-order. With an abuse of notation, we use T̂s
◦
for the
corresponding quotient sets.
It is worth noting that⊆◦ on T̂s◦ admits l.u.b. which is indeed the union component-wise.
The abstract domain is defined analogously to the concrete one (see Definition 4) by considering abstract transition
systems.
Definition 19 (Abstract domain). The abstract domain is A◦ = (T̂s◦,⊆◦), where⊆◦ is the ordering of Definition 18.
Galois connection. The relation between the concrete and the abstract domain is formalized by establishing a Galois con-
nection, between concrete and abstract transition systems. This defines the notion of safe approximation that guarantees the
preservation of the properties of Section 3.
The definition relies on the abstraction both of processes and of transitions.We therefore introduce a function that, given
a process and the label of the enclosing ambient, reports its best approximation; this is the most precise abstract state which
has enough information about the process. Formally, we define the translation function δ◦ : (La◦ × P◦) → S◦ as follows:
δ◦(A◦, P◦) = {(A◦, C◦)} ∪ S◦ where η◦(P◦) = (C◦, S◦).
An auxiliary recursive function η◦ : P◦ → (C◦ × S◦), reported in Table 4, is exploited; it computes: (i) a configuration
reporting both the active processes and the labels of the ambients, occurring at top-level, and their multiplicities; (ii) a state
(e.g. a set of configurations) representing the possible contents of the internal ambients.
In the following, we use α(P) for denoting the best approximation of process P with respect to the enclosing ambient
, e.g. α(P) = δ◦(, P◦). Notice that the translation does not introduce any approximation of labels. As an example, we
consider the processes SYS and SYS1 of Example 12, we have α(SYS) = S◦1,1 and α(SYS1) = S◦2,1, depicted in Figs. 1 and 2.
Analogously, we introduce the best approximation of a concrete transition. Given P →R P′ ∈ T , we define5 α(P →R
P′) = α(P)→◦R◦α(P′).
5 As usual the relationR◦ is obtained fromR by replacing the ambient labels by their abstract versions.
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Table 4
Abstract translation function.
DRes◦ η◦((νn◦)P◦) = η◦(P◦)
DAmb◦ η◦([P◦]A◦ ) = ({(A◦, 1)}, {(A◦, C◦)} ∪ S◦) η◦(P◦) = (C◦, S◦))
DZero◦ η◦(0) = (∅, ∅)
DPar◦ η◦(P1 | P2) = (C1◦ ∪+ C2◦, S1◦∪◦S2◦) η◦(Pi) = (C◦i , S◦i ) for i ∈ {1, 2}
DRec◦ η◦(recX . P◦) = ({(recX . P◦, 1)}, ∅)
DPref◦ η◦(M. P◦) = ({(M. P◦, 1)}, ∅)
DSum◦ η◦(i∈IM◦i . P◦i ) = ({(i∈IM◦i . P◦i , 1)}, ∅)
From this, it is immediate to derive the following abstraction and concretization functions between the concrete and
abstract domain.
Definition 20. Let Ss, Ss0 ∈ ℘(P), Ss◦ ∈ ℘(S◦), S◦0 ∈ S , Ts ∈ ℘(T ) and Ts◦ ∈ ℘(T ◦). We define α : A → A◦ and
γ : A◦ → A, where
α(Ss, Ss0, Ts) = ({α(P) | P ∈ Ss}, {α(P) | P ∈ Ss0}, {α(P1 →R P2) | P1 →R P2 ∈ Ts});
γ (Ss◦, Ss◦0, Ts◦) = (
{
P | {α(P)}⊆◦Ss◦}, {P | {α(P)}⊆◦Ss◦0}, {P1 →R P2 | {α(P1 →R P2)}⊆◦Ts◦}).
Theorem 21. The pair (α, γ ) is a Galois connection between 〈A,⊆〉 and 〈A◦,⊆◦〉.
The proof of Theorem 21 as well as all the proofs related to the orderings on the abstract domain A◦ are shown in
Appendix A.
5. The analysis
We define our main analysis, e.g. an effective method to derive an abstract transition system that safely approximates
the concrete one (in the sense of Definition 20). The core of the analysis consists in the definition of abstract transitions that
safely describe the possible moves of abstract states. Then, the abstract transition system, is obtained by transitive closure
of the abstract transition relation, starting from the best abstraction of the initial process.
The most critical part concerns the treatment of ambient labels (given that there is no a priori finite abstraction). We
implement a labeling discipline based on a simple partitioning criteria, for each ambient name a◦ ∈ Na◦,
• the labels related to a◦ are identified iff they describe the same behavior (e.g. they are related to the same configuration),
• whenever more than maxa◦ labels are needed, with maxa◦ a parameter of the analysis, all the labels related to name a◦
are represented by the special label (a◦,∞).
This guarantees that, for any abstract ambient name a◦ ∈ Na◦, atmostmaxa◦ distinct run-time labels L̂◦ can be generated.
More in details, we achieve our goal as follows:
• We define abstract transition rules that approximate the unfolding of recursion, the movements of ambients, in and out,
and themerge of two ambients. In the rules, in order to distinguish the copies of ambients, participating to the interaction,
we generate fresh labels and related configurations.
• We introduce a normalization technique for abstract states, that suitably approximate the ambient labels according to
the previously explained partitioning criteria.
Then, we derive our abstract transition system by applying the normalization to the abstraction of the initial process and
to the target state of each transition.
Abstract transitions. We introduce abstract transition rules corresponding to the rules (Rec), (In), (Out) and (Merge) of
Table 1. Due to the implicit representation of parallel composition, ambient and restriction in abstract states, there are no
abstract transitions corresponding to the structural rules and to structural congruence of the reduction semantics, similarly
as in [25].
The rules, reported in Tables 5 and 6, use a few auxiliary notions. In the following, we adopt new(A◦) to generate fresh
ambient labels, with the same name of A◦, except that for the special label ∞. In particular, we assume that (new(A◦))1 =
(A◦)1 and that new((a◦,∞)) = (a◦,∞).
We also need operators over configurations for removing one occurrence of an object e (and similarly for a set of objects),
C◦\◦e = C◦ \ {(e, m)} ∪ {(e, m−◦1)} C◦\◦PL◦ = C◦\◦e∈PL◦e.
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Table 5
Abstract transitions.
Rec◦
(A◦, C◦) ∈ S◦ (T◦, m) ∈ C◦ T◦ = recX . P◦
S◦→◦R◦S◦0
S◦0 = S◦1 ∪ S◦2 S◦1 = (S◦\◦{(A◦, C◦)})[new(A◦)/A◦ ] ∪ {(new(A◦), C◦1 )}
η◦(P◦[T◦/X]) = (C◦2 , S◦2) C◦1 = (C◦\◦T◦) ∪+ C◦2
R◦ = R◦1 ∪ {(A◦, new(A◦))} ∪ (⊥,L◦a(P◦))
R◦1 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦0)}
In◦
(A◦1, C◦1 ) ∈ S◦ (T◦, m1) ∈ C◦1 T◦ = +inm◦ . P◦
(A◦2, C◦2 ) ∈ S◦ (T ′◦, m2) ∈ C◦2 T ′◦ = +inm◦ .Q◦
(A◦3, C◦3 ) ∈ S◦ (A◦1, m3), (A◦2, m4) ∈ C◦3 A◦1 = A◦2 → m3 = m4 >m 1
S◦ →◦R◦ S◦0
S◦0 = S◦1 ∪ S◦2 S◦2 = S◦1,2 ∪ S◦2,2
S◦1 = (S◦\◦{(A◦i , C◦i )i∈{1,2,3}})[new(A◦3)/A◦3 ]
⋃
i∈{1,2,3}{(new(A◦i ), C◦i,1)}
C◦1,1 = (C◦1\◦T◦) ∪+ C◦1,2 η◦(P◦) = (C◦1,2, S◦1,2) η◦(Q◦) = (C◦2,2, S◦2,2)
C◦3,1 = (C◦3\◦{A◦1, A◦2}) ∪+ (new(A◦2), 1)
C◦2,1 = (C◦2\◦T ′◦) ∪+ C◦2,2 ∪+ {(new(A◦1), 1)}
R◦ = R◦1 ∪ {(A◦i , new(A◦i ))}i∈{1,2,3}
R◦1 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦0)}
Table 6
Abstract transitions.
Out◦
(A◦1, C◦1 ) ∈ S◦ (T◦, m1) ∈ C◦1 T◦ = +outm◦P◦
(A◦2, C◦2 ) ∈ S◦ (T ′◦, m2) ∈ C◦2 T ′◦ = +outm◦ .Q◦ (A◦1, m3) ∈ C◦2
(A◦3, C◦3 ) ∈ S◦ (A◦2, m4) ∈ C◦3
S◦ →◦R◦ S◦0
S◦0 = S◦1 ∪ S◦2 S◦2 = S◦1,2 ∪ S◦2,2
S◦1 = (S◦\◦{(A◦i , C◦i )i∈{1,2,3}})[new(A◦3)/A◦3 ]
⋃
i∈{1,2,3}{(new(A◦i ), C◦i,1)}
C◦1,1 = (C◦1\◦T◦) ∪+ C◦1,2 η◦(P◦) = (C◦1,2, S◦1,2) η◦(Q◦) = (C◦2,2, S◦2,2)
C◦2,1 = (C◦2\◦{T ′◦, A◦1}) C◦3,1 = (C◦3\◦A◦2) ∪+ {(new(A◦1), 1), (new(A◦2), 1)}
R◦ = R◦1 ∪ {(A◦i , new(A◦i ))}i∈{1,2,3}
R◦1 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦0)}
Merge◦
(A◦1, C◦1 ) ∈ S◦ (T◦, m1) ∈ C◦1 T◦ = +mergem◦P◦
(A◦2, C◦2 ) ∈ S◦ (T ′◦, m2) ∈ C◦2 T ′◦ = +mergem◦ .Q◦
(A◦3, C◦3 ) ∈ S◦ (A◦1, m3)(A◦2, m4) ∈ C◦3 A◦1 = A◦2 → m3 = m4 >m 1
S◦ →◦R◦ S◦0
S◦0 = S◦1 ∪ S◦2 S◦2 = S◦1,2 ∪ S◦2,2
S◦1 = (S◦\◦{(A◦i , C◦i )i∈{1,2,3}})[new(A◦3)/A◦3 ]
⋃
i∈{1,3}{(new(A◦i ), C◦i,1)}
C◦1,1 = (C◦1\◦T◦) ∪+ C◦1,2 ∪+ C◦2,2 ∪+ (C◦2\◦T ′◦) η◦(P◦) = (C◦1,2, S◦1,2)
C◦3,1 = C◦3\◦{A◦1, A◦2} ∪+ {(new(A◦1), 1)} η◦(Q◦) = (C◦2,2, S◦2,2)
R◦ = R◦1 ∪ {(A◦i , new(A◦i ))}i∈{1,3} ∪ {(A◦2,⊥)}
R◦1 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦0)}
Moreover, we introduce an operator over states for removing a pair (A◦, C◦); in the definition, we adoptOS◦(e) reporting
the (global) number of occurrences of object e in the abstract state S◦.
S◦\◦(A◦, C◦) =
⎧⎨
⎩ S
◦ \ (A◦, C◦) if OS◦(A◦) = 1,
S◦ otherwise.
As expected the effect of the operator depends on the multiplicity of the objects; thus, the pair (A◦, C◦) is removed only
if exactly one ambient labeled A◦ appears in the whole state.
As we already discussed, in our abstract semantics an abstract label may vary. In order to propagate into the ambients
hierarchy (e.g. in the configurations of all the possible fathers of an ambient labeled A◦) the effect of this variation, we adopt
the following operator:
S◦[A◦1/A◦ ] =
⎧⎨
⎩ S
◦ if A◦ = A◦1,⋃
(D◦,C◦)∈S◦(D◦, C◦1 ), otherwise, where
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C◦1 =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(C◦\◦A◦) ∪+ (A◦1, 1) if (A◦, m) ∈ C◦ and OS◦\{(D◦,C◦)}(A◦) = 0,
(C◦ \ (A◦, m)) ∪+ (A◦, [0 − ω]) ∪+ (A◦1, [0 − ω]) if (A◦, m) ∈ C◦,
C◦ otherwise.
Note that if there is a unique father for the ambient labeled A◦ in S◦, then we can safely replace a copy of A◦ with a copy
of the new label A◦1 in the corresponding configuration. If this is not the case, since we do not know which is the father that
should be updated, we can only safely report that it might be the case that one copy of label A◦ is replaced by the new label A◦1,
therefore we replace (A◦, m) by (A◦, [0−ω]) and add (A◦1, [0−ω]) to the configurations related to all possible fathers of A◦.
Rule Rec◦ realizes the unfolding of a recursive process T◦ = recX . P◦, local to an ambient labeled A◦ (this is shown by
a configuration C◦ which contains process T◦). For realizing the unfolding: (i) a fresh label A◦ 6 is generated for describing
the involved copy of A◦; (ii) a new configuration C◦1 is introduced in order to describe the possible contents of the ambient
labeled new(A◦). More in details, C◦1 is obtained from configuration C◦, by adding the translation of the unfolded process
and by removing the recursive process T◦ (according to their multiplicities). Formally, we have C◦1 = (C◦\◦T◦)∪+ C◦2 where
η◦(P◦[T◦/X]) = (C◦2 , S◦2).
The resulting state is S◦0 = S◦1 ∪ S◦2 where: (i) S◦1 is obtained from state S◦ by first removing the pair (A◦, C◦) involved into
themovement, by properly propagating into the ambient hierarchy the replacement of the ambient A◦ by ambient new(A◦),
and by finally adding the new pair (new(A◦), C◦1 ); (ii) S◦2 records the configurations describing the possible contents of the
ambients introduced by the translation of P◦[T◦/X].
The evolution relation R◦ tracks the variation of labels,
R◦ = {(A◦, new(A◦))} ∪ (⊥,L◦a(P◦)) ∪ {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦0)}
This shows that: (i) label A◦ is replaced by new(A◦); (ii) the other labels of ambients appearing in S◦ remain unchanged; (iii)
the unfolding may introduce new ambient labels, e.g. those appearing of L◦a(P◦).
The rules In◦, Out◦,Merge◦ are similar; as an example we comment In◦. The rule models the movement of an ambient
labeledA1
◦ inside an ambient labeledA2◦, and is applicablewhenever they are possible siblings. Thismeans that theymaybe
enclosed, at the same time, inside an ambient (labeled A3
◦) and that they offer the right action or coaction. Formally, it must
be the case that: (i) there exists a configuration C◦3 for A3◦ which contains both A1◦ and A2◦; (ii) there exist configurations
C1
◦ and C2◦ for A1◦ and A2◦, where capabilities inM◦ and inM◦ are ready to fire, respectively. If A1◦ and A2◦ coincide, then
the movement is possible only if their multiplicities are greater than 1.
The approach is similar to that explained for ruleRec◦: (1) fresh labels are generated for describing the copies of ambients
A◦1, A◦2 A◦3 involved in the movement (e.g. new(A◦i ) for i ∈ {1, 2, 3}); (2) new configurations are designed for representing
the variation of their contents, due to movement. In particular,
1. C◦1,1 describes the local process of ambient new(A◦1); it is obtained from configuration C◦1 , by adding the translation of
the continuation (process P◦) and by removing the executed process+inm◦. P◦ (according to their multiplicities);
2. C◦2,1 describes the local process of ambient new(A◦2); it is obtained from configuration C◦2 similarly as in case 1. The
only difference is that one occurrence of ambient new(A◦1) is added, for modeling the movement;
3. C◦3,1 describes the new local process of ambient new(A◦3); it is defined by C◦3,1 = (C◦3\◦{A◦1, A◦2}) ∪+ (new(A◦2), 1)
taking into account that one instance of ambient A◦1 hasmoved into another location, and that one instance of ambient
A◦2 has evolved into new(A◦2).
Then, the resulting state is S◦0 = S◦1∪S◦2 ,where: (i) S◦1 is obtained from S◦ byfirst removing the pairs (A◦i , C◦i ), i ∈ {1, 2, 3},
byproperlypropagating into theambienthierarchy the replacementof theambientA◦3 byambientnew(A◦3), andfinallyadding
the new pairs (new(A◦i ), C◦i,1), i ∈ {1, 2, 3}; (ii) S◦2 = S◦1,2 ∪ S◦2,2 records the configurations describing the possible contents
of the ambients produced by the translation of processes P◦ and Q◦. RelationR◦ is derived similarly as in case Rec◦.
Normalization.We introduce the normalization technique in order to suitably partition the ambient labels in a state.
Definition 22 (Semi-normalized states). A state S◦ ∈ S◦ is semi-normalized iff, for each a◦ ∈ N ◦a , and A◦, B◦ ∈ amb(S◦, a◦),
1. if (A◦, C◦1 ), (B◦, C◦1 ) ∈ S◦, then A◦ = B◦;
2. if (A◦, C◦1 ), (A◦, C◦2 ) ∈ S◦, then (A◦)2 = ∞;
3. if (A◦, C◦1 ), (B◦, C◦2 ) ∈ S◦ and (B◦)2 = ∞, then (A◦)2 = ∞;
Definition 22 guarantees, for each ambient name a◦, a one-to-one correspondence between configurations and run-time
labels different from∞. In this way, in a semi-normalized state: either there exist n, for some n, distinct run-time labelsi,
6 Note that if A◦ is the special label with∞ as run-time label, this operation does not produce any changes.
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each related to a different configuration, or the special label ∞ describes the behavior of all the copies by means of a set of
configurations.
We then introduce a related notion of semi-normalization, which is applied to an abstract state in order to implement
the labeling discipline, i.e. to suitably partition the ambient labels.
The semi-normalization of a state can be formalized bymeans of approximation functions (the normalization is indeed a
safe approximation). For applying an approximation function σ to a state S◦ we use S◦σ = {(σ (A◦), C◦σ) | (A◦, C◦) ∈ S◦}.
Definition 23 (Semi-normalization). Let S◦ ∈ S◦ be state. We say that an approximation function σ is a semi-normalization
for S◦ iff S◦σ is a semi-normalized state.
In order to compute a semi-normalization of an abstract state we propose the following algorithm.
Definition 24 (Semi-normalization algorithm). Let S◦ ∈ S◦ and A◦, B◦ ∈ S◦ such that (A◦)1 = (B◦)1.
1. σ0 = ⋃{A◦ | (A◦,C◦1 ),(A◦,C◦2 )∈S◦,(A◦)2 =∞}{A◦ → ((A◦)1,∞)}.
2. σ1 = ⋃{(A◦,B◦) | (A◦,C◦1 ),(B◦,C◦2 )∈S◦σ0 and (B◦)2=∞}{A◦ → B◦}.
3. σ2 = σ˜1 · . . . · σ˜n, where σ˜0 = σ0 · σ1,
compute σ˜i+1 = ⋃{(A◦,B◦) | (A◦,C◦1 ),(B◦,C◦1 )∈S◦(σ˜0·...·σ˜i) and (A◦)2 =∞}{A◦ → B◦},
until σ˜n = σσn+1.
4. Return σ = σ˜0 · σ2.
Lemma 25. The Algorithm of Definition 24 terminates and for each S◦ ∈ S◦, the computed approximation function σ is a
semi-normalization for S◦.
Note that the semi-normalization of a state computed by the previous algorithm is unique up to relabeling.
We extend the notion of semi-normalization by introducing an additional constraint about the number of distinct run-
time labels.
Definition 26 (Normalized states). A state S◦ ∈ S◦ is normalized iff S◦ is semi-normalized and the following condition
holds:
∀a◦, either amb(S◦, a◦) = {(a◦,∞)} or amb(S◦, a◦) = {(a◦, i)}i∈{1,...,n}, where n  maxa◦ .
The previous condition explains the meaning of parameter maxa◦ . In this way, in a normalized state: either at most n
(with n  maxa◦ ) distinct run-time labelsi appear, each related to a different configuration, or all the labels are related to
the special label∞.
As for the semi-normalization, the normalization of an abstract state can be formalized by means of approximation
functions.
Definition 27 (Normalization). Let S◦ ∈ S◦ be state. We say that an approximation function σ is a normalization for S◦ iff
S◦σ is a normalized state.
Definition 28 (Normalization algorithm). Let S◦ ∈ S◦ an abstract state and A◦, B◦ ∈ S◦ such that (A◦)1 = (B◦)1.
1. Apply to S◦ the Algorithm of Definition 24 obtaining σ,
2. σ3 = ⋃{i | amb(S◦σ,a◦)={(a◦,i)}i∈{1,...,n}, n>maxa◦ } {(a◦, i) → (a◦,∞)},
3. σ4 = σ˜1 · . . . · σ˜n, where σ˜0 = σ · σ3,
compute σ˜i+1 = ⋃{(A◦,B◦) | (A◦,C◦1 ),(B◦,C◦1 )∈S◦(σ˜0·...·σ˜i) and (A◦)2 =∞}{A◦ → B◦},
until σ˜n = σ˜n+1.
4. Return σ˜0 · σ4.
Lemma 29. The Algorithm of Definition 28 terminates and for each S◦ ∈ S◦, the approximation σ computed by the algorithm is
a normalization for S◦.
The normalization of a state computed by the previous algorithm is unique up to relabeling. In the following, we use
M(S◦) to indicate the normalization function for state S◦, and we say that S◦σ with σ ∈ M(S◦) is the normalization
of S◦.
Example 30. We consider the systems SYS and SYS1 discussed in Example 12. States S
◦
1,1 and S
◦
2,1 (depicted also in Figs.
1(a) and 1(b)) are their best approximations, respectively. The result of normalization depends from the parametersmaxmol
andmaxe.
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If we assume that maxmol > 2 and maxe > 2, we obtain by applying the normalization exactly the states S
◦
1,2 and S
◦
2,2
(depicted also in Figs. 1(b) and 2(c)). Both formol and e, all the labels describing the same configurations are identified.
By contrast, if we assume that maxmol = 1 and maxe = 1 the result of normalization is less precise for state S◦2,1. More
in details, we obtain state S◦2,3 (depicted in Fig. 2(b)) where all the copies of mol and e are identified by means of abstract
labels A◦3 = (mol,∞) and B◦3 = (e,∞), respectively.
Abstract transition system. The abstract semantics is defined, similarly to Definition 5, as the least fixed-point of a function
that computes the abstract transition system, by applying the abstract transition rules. In the computation, we have to
start from the normalized abstraction of the initial process, and we have to apply the normalization to the target of each
transition. In the following, we assume that max = 0, and, by abuse of notation, we may use  in place of the abstract
label (,∞).
Definition 31 (The abstract semantics). Let P be a well-labeled process such that ∈ Na(P). We defineSColl◦ [[P]] = lfp F◦P
for the function F◦P : A◦ → A◦, such that (for σ ∈ M(α(P))
F◦P (Ss◦, Ss◦0, Ps◦) = (Ss◦ ∪ Ss◦0 ∪ {S◦2σ ′ | S◦1 →◦R◦S◦2, S◦1 ∈ Ss◦}, {α(P)σ }, Ps◦ ∪ {S◦1 →◦R◦σ ′S◦2σ ′ | S◦1 ∈ Ss◦}).
for σ ′ ∈ M(S◦2).
Theorem 32. Let P be a well-labeled process such that  ∈ Na(P) and (Ss◦, Ss◦0, Ts◦) ∈ T̂s◦.
α(FP(γ (Ss
◦, Ss◦0, Ts◦)))⊆◦F◦P (Ss◦, Ss◦0, Ts◦).
The following result shows that the abstract semantics is a safe approximation of the collecting semantics.
Corollary 33 (Safeness). Let P be a well-labeled process such that  ∈ Na(P). We have
α(SColl[[P]])⊆◦SColl◦ [[P]].
The proof of the previous results as well as all the result stated in this section are shown in Appendix A.
As a measure of complexity of our analysis, we consider the maximal number of iterations of the abstract operator F◦P
in the worst case. This is the number of different abstract states that can be generated for the initial abstract process α(P).
With hwe indicate the number of different subprocesses of α(P), whilem indicates the number of abstract ambient names
appearing inα(P). In this context, the number of possible configurations isO(2h+m). We observe that in an abstract state S◦,
for each ambient name a◦ ∈ Na◦, we may have: either n (with n <= maxa◦ ) labels related to a◦, each describing a unique
configuration or the label (a◦,∞) related to a set of configurations. Thus, we consider the worst case where each abstract
label is of the form (a◦,∞) and therefore it is related to a set of configurations. In this case, the number of different states
we can generate is O
(
22
h+m)m = O (22mh+m2).
Thus, the maximal number of iterations of the abstract operator F◦P in the worst case is double exponential in the size of
the abstract process and of its abstract ambient names.
Example 34. We show the result of the analysis for the (well-labeled) process of Example 10, by assuming that: (i) the
abstract names and ambient names are defined by N ◦ = {n,m}, and N ◦a = Na; (ii) maxmol = 6, maxe = 2. For
simplicity, we consider the following notation for abstract labels: A◦i = (mol, i) and B◦i = (e, i) with i ∈ N , and
B◦∞ = (e,∞).
The abstract transition system of SYS is shown in Fig. 5, 7 where each transition S◦i → S◦j represents abstract transitions
S◦i →◦Ri,j S◦j , whereRi,j = RS◦i ,S◦j ∪ id(amb(S◦i )) for eachRS◦i ,S◦j listed below.
S◦1 = {(, C◦0,1), (A◦1, C◦1,1), (B◦1, C◦2,1)}
S◦2 = {(, C◦0,2), (A◦1, C◦1,1), (B◦1, C◦2,1), (B◦2, C◦2,2)}
S◦3 = {(, C◦0,3), (A◦1, C◦1,1), (A◦2, C◦1,2), (B◦∞, C◦2,1), (B◦∞, C◦2,2), (B◦∞, C◦2,3)}
S◦4 = {(, C◦0,4), (A◦1, C◦1,1), (B◦1, C◦2,1), (B◦2, C◦2,2)}
7 For simplicity, we safely approximate [1 − ω]with [0 − ω].
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Fig. 5. The abstract transition system.
S◦5 = {(, C◦0,5), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3)(B◦∞, C◦2,1), (B◦∞, C◦2,2), (B◦∞, C◦2,3)}
S◦6 = {(, C◦0,6), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3)(B◦∞, C◦2,1), (B◦∞, C◦2,2), (B◦∞, C◦2,3)}
C◦0,1 = {(A◦1, [0 − ω]), (B◦1, [0 − ω])}
C◦0,2 = {(A◦1, [0 − ω]), (B◦1, [0 − ω]), (B◦2, 1)}
C◦0,3 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω])}
C◦0,4 = {(A◦1, [0 − ω]), (B◦1, [0 − ω]), (B◦2, [0 − ω])}
C◦0,5 = {(A◦1, [0 − ω]), (A◦3, 1), (B◦∞, [0 − ω])}
C◦0,6 = {(A◦1, [0 − ω]), (A◦3, [0 − ω]), (B◦∞, [0 − ω])}
C◦1,1 = {(M◦, 1)} M◦ ::= inm◦. outm◦. P◦
C◦1,2 = {(outm◦. P◦, 1)}
C◦1,3 = {(P◦, 1)}
C◦2,1 = {(E◦, 1)}
E◦ ::= recY . inm◦. outm◦. Y
C◦2,2 = {(E◦1, 1)}
E◦1 = inm◦. outm◦. E◦
C◦2,3 = {(E◦2, 1), (A◦2, 1)}
E◦2 = outm◦. E◦
RS◦1 ,S◦2 = RS◦2 ,S◦4 = RS◦4 ,S◦4 = {(B◦1, B◦2)}
RS◦2 ,S◦3 = RS◦4 ,S◦3 = {(B◦1, B◦∞), (B◦2, B◦∞), (A◦1, A◦2)}
RS◦3 ,S◦5 = RS◦5 ,S◦6 = RS◦6 ,S◦6 = {(A◦2, A◦3)}
RS◦3 ,S◦3 = RS◦5 ,S◦5 = RS◦6 ,S◦6 = {(A◦1, A◦2)}
RS◦3 ,S◦3 = RS◦5 ,S◦5 = RS◦6 ,S◦6 = ∅
State S◦1 is the normalization of the translation of the initial process SYS (see Examples 12 and 30). Each copy of mol is
labeled A◦1 and described by configuration C◦1,1; analogously, each copy of e is labeled B◦1 and described by configuration
C◦2,1.
Transition S◦1 →◦R1,2S◦2 , obtained by rule Rec◦, models the unfolding of process E◦ local to an occurrence of ambient e
(labeled B◦1). The move introduces a fresh label B◦2 for name e and a corresponding configuration C◦2,2, which contains the
unfolded process (e.g. E◦1). The effect of the unfolding inside a copy of ambient e requires also to modify the configura-
tions containing occurrences of B◦1, e.g. the configuration describing . Configuration C◦0,2 is obtained by adding exactly
one occurrence of ambient B◦2. Finally, we have R1,2 = {(B◦1, B◦2), (B◦1, B◦1), (A◦1, A◦1), (,)} showing the variation of the
labels related to name e. In particular, relationR1,2 says that the label of a copy of e changes from B◦1 to B◦2; while the other
occurrences maintain the same label B◦1.
Transition S◦2 →◦R2,4S◦4 is similar, and models the unfolding of recursion local to another instance of ambient e (labeled
again B◦1). Due to normalization, the involved ambient B◦1 is again described by label B◦2 and by configuration C◦2,2. Thus,
only the configuration describing  is modified; specifically, C◦0,4 reports the presence of more than one occurrence of
ambient B◦2.
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Transition S◦2 →◦R2,3S◦3 (and analogously S◦4 →◦R4,3S◦3), derived by rule In◦, models the movement of copy of ambientmol
inside a copy of ambient e. Specifically, the interaction happens between ambients labeled A◦1 and B◦2, respectively. State S◦3
is the normalization of the following state:
S◦3 ′ = {(, C◦0,3′), (A◦1, C◦1,1), (A◦2, C◦1,2), (B◦1, C◦2,1), (B◦2, C◦2,2), (B◦3, C◦2,3)}
C◦0,3′ = {(A◦1, [0 − ω]), (B◦1, [0 − ω]), (B◦2, [0 − ω]), (B◦3, 1)}
The move introduces a fresh label A◦2 for namemol and a corresponding configuration C◦1,2 (which contains the continu-
ation of processM◦); and analogously, introduces a fresh label B◦3 for name e and a corresponding configuration C◦2,3 (which
contains the ambient mol labeled A◦2). In state S◦3 ′, however, the number of labels for the ambients named e exceeds the
limit maxe = 2, and therefore the normalization merges labels B◦1, B◦2 and B◦3 into the unique label B◦∞. As a consequence,
in state S◦3 all the copies of ambient e are described by label B◦∞ which is related to a set of configurations C◦2,1, C◦2,2 and
C◦3,3.
Thevariationof labels both for ambientsnamedmol and e is recordedaccordingly in relationR2,3 = {(B◦1, B◦∞), (B◦2, B◦∞),
(A◦1, A◦2), (A◦1, A◦1), (,)}.
Transition S◦3 →◦R3,5S◦5 (and analogously S◦5 →◦R5,6S◦6), derived by rule Out◦, models the movement of copy of ambi-
ent mol out from a copy of ambient e. Specifically, the interaction happens between ambients labeled A◦2 and B◦∞, re-
spectively. Similarly as in the case of In◦, a fresh label A◦3 is introduced for name mol and a corresponding configura-
tion C◦1,3 (which contains process P◦). Due to the definition of new all the labels describing ambients named e are still
represented by label B◦∞. The variation of labels for ambients named mol is recorded accordingly in relation R3,5 ={(A◦2, A◦3), (B◦∞, B◦∞), (A◦2, A◦2), (A◦1, A◦1), (,)}.
Finally, it is worth commenting the loop-transitions caused by to the multiple copies of the molecule and enzyme am-
bients in the system; they model the situation where one of the previously explained interactions is realized by other
occurrences ofmol and e.
In each case, due to the normalization the same labels and configurations are used for describing the move. For example,
themove from S◦4 to S◦4 models the unfolding of recursion local to another copy of ambient e labeled B◦1. Due to normalization,
the involved ambient B◦1 is again described by label B◦2 and by configuration C◦2,2. As a consequence, the evolution relation is
R4,4 = {(B◦1, B◦2), (B◦1, B◦1), (B◦2, B◦2)(A◦1, A◦1), (,)}.
Similarly, the move from S◦3 to S◦3 models two possible interactions: the unfolding of recursion local to another copy of
ambient e labeled B◦∞ or the entering of another ambient labeled A◦1 inside an ambient labeled B◦∞. This is reflected by the
following evolution relations:
R3,3 = id(S◦3) R3,3 = {(A◦1, A◦2)} ∪ id(S◦3).
It is worth stressing the role of labels and of normalization for accurately describing the possible contents of ambients
with the same name. Labels A◦1, A◦2 and A◦3 for ambients named mol permit to accurately describe the copies at different
evolution steps, e.g. described by different configurations. Instead, label B◦∞ is used for describing all the ambients named
e and reports a set of configurations,
C◦2,1 = {(E◦, 1)} C◦2,2 = {(E◦1, 1)} C◦2,3 = {(E◦2, 1), (A◦2, 1)}
This means that the possible contents of each ambient labeled B◦∞ are described either by C◦2,1, C◦2,2 or by C◦3,3. Even if
this information is less precise (see for example the difference between state S◦3 and S◦3 ′), it accurately describes the possible
contents of ambients e. In particular, it says that any copy of e contains either process E◦ or process E◦1 or process E◦2 and in
parallel a copy ofmol (labeled A◦2). As a consequence, it shows that capability inm◦ cannot be exercised, inside any ambient
named e, after that an ambient namedmol is entered.
6. Abstract validation of temporal properties
We introduce an abstract notion of validation of temporal formulas which is correct in this sense: if the abstract model of
a process satisfies a formula, then the formula holds also in the corresponding concrete model. We design abstract versions
of Definitions 6 and 9, by suitably exploiting the relation between the concrete and the abstract model (formalized by
Definition 20).
Atomic propositions. The interpretation of literals is given, as in the concrete case, with respect to a set of abstract ambients
labels. In the style of [13], the abstract definition requires to define explicitly the interpretation of both positive and negative
assertions.
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Definition 35 (Abstract semantics of atomic propositions). Let a ∈ Na be an ambient name, S◦ ∈ S◦ be an abstract state and
L◦ ⊆ La◦(S◦, a◦). For φ ∈ S(a), we say that S◦ satisfies φ with respect to L◦, S◦ |L◦ φ, iff for each A◦ ∈ L◦ ∩ amb(S◦, a◦),
1. φ = [Q ]a (respectively, φ = [b]a) and, for each configuration (A◦, C◦) ∈ S◦, there exists (Q , m) ∈ C◦, such that
m ∈ {1, [1 − ω]} (respectively, (B◦, m) ∈ C◦ such that (B◦)1 = b );
2. φ = [a]b and, for each configuration (D◦, C◦) ∈ S◦, such that (A◦, m) ∈ C◦ with m ∈ {1, [1 − ω], [0 − ω]}, we have
(D◦)1 = b;
3. φ = ¬[Q ]a (respectively, φ = ¬[b]a) and, for each configuration (A◦, C◦) ∈ S◦, we have (Q◦, 0) ∈ C◦ (respectively,
(B◦, 0) ∈ C◦ for each (B◦)1 = b◦);
4. φ = ¬[a]b and, for each configuration (D◦, C◦) ∈ S◦, such that (A◦, m) ∈ C◦ with m ∈ {1, [1−ω], [0−ω]}, we have
(D◦)1 = b◦.
Moreover, we say that S◦ | φ iff S◦ |La◦(S◦,a◦) φ.
Both in the case of positive and negative assertions, Definition 35 guarantees that: if an abstract state satisfies a literal
then each process it represents satisfies the literal. The correctness is based on the over-approximation between processes
and abstract states (see Definitions 14 and 20).
Theorem 36. Let a ∈ Na, S◦ ∈ S◦, and φ ∈ S(a), such that S◦ | φ. For each process P, such that α(P)⊆◦S◦, we have P | φ.
The proof of this theorem can be found in Appendix B.
Temporal formulas. In order to design the interpretation of temporal formulas, we adapt the concrete definition to the
abstract labeling discipline. Thus, we consider the possible variation of run-time labels reported by abstract evolution
relationsR◦ in a transition S◦1 →◦R◦S◦2 .
Definition 37 (Abstract semantics of temporal formulas). Let ts◦ = (Ss◦, Ss◦0, Ts◦) ∈ T̂s◦ be an abstract transition system, let
S◦ ∈ Ss◦ be a state, and let L◦ ⊆ La◦(S◦, a◦), and χ ∈ T (a). We say that S◦ satisfies χ with respect to L◦, S◦ |L◦ χ , iff
1. χ = true;
2. χ ∈ S(a) and S◦ |L◦ χ according to Definition 35;
3. χ = φ ∧ ψ and both S◦ |L◦ φ and S◦ |L◦ ψ ;
4. χ = φ ∨ ψ and there exist L◦1, L◦2 ⊆ L◦, such that L◦1 ∪ L◦2 = L◦, S◦ |L◦1 φ and S◦ |L◦2 ψ ;
5. χ = (φ R ψ) (respectively, χ = (φ R∀ ψ)) and S◦ |L◦ ψ , and for each S◦→◦R◦S◦′ ∈ Ts◦, S◦′ |R◦(L◦not) χ
(respectively, S◦′ |R◦(L◦not)∪new(R◦) χ ), where L◦not = {A◦ ∈ L◦ | S◦ |{A◦} φ}.
Moreover, we say that: S◦ | χ iff S◦ |La◦(S◦,a◦) χ , and that ts◦ satisfies χ iff S◦0 | φ for each S◦0 ∈ Ss◦0.
The following theorem shows the correctness of the abstract validation methods.
Theorem 38. Let ts ∈ T̂S be a transition system an let ts◦ ∈ T̂S◦ be an abstract transition system, such that α(ts)⊆◦ts◦. For each
temporal formula φ ∈ T (a), if ts◦ satisfies φ, then also ts satisfies φ.
The proof of this theorem can be found in Appendix B.
The following example illustrates the validation of an interesting temporal property for a simple biological systems.
Example 39. Consider the system of Examples 10 and 34. As we have discussed in Example 10, the critical check-point
formula for SYS can be formalized as follows:
φ = ([mol]e R∀ ¬[P]mol)
This says that, for each copy of mol, the binding with the enzyme ambient e is a necessary check-point for the release of
product P.
This property can be validated over the abstract transition system described in Example 34 and Fig. 5). We recall that all
the ambients (named) mol appearing in the system are initially described by label A◦1 (see the initial state S◦1). Hence, our
goal is to establish S◦1 |{A◦1} φ.
In order to simplify the explanation it is convenient to observe that:
1. for each i ∈ {1, . . . , 4}we have S◦i | ¬[P]mol;
2. for each i ∈ {5, 6}we have S◦i | ¬[P]mol in that S◦i |A◦3 [P]mol .
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For (1) it is enough to observe that, the configurations related to labels A◦1 and A◦2 (e.g. C◦1,1 and C◦1,2) do not contain
copies of process P. By contrast, (2) follows from the following observation; configuration C◦1,3 in states S◦5 and S◦6 say that
the ambientsmol labeled A◦3 may contain process P.
Consequently, we can restrict our attention to the paths from state S◦1 to states S◦5 and S◦6 , by taking into account the
corresponding evolution of label A◦1. For each, we have to guarantee that either label A◦1 cannot evolve into label A◦3 or that
there exists an intermediate state and a corresponding label which satisfies [mol]e.
For state S◦1 , we have S◦1 |{A◦1} ¬[P]mol since process P◦ do not appear in any configuration related to label A◦1, e.g. C◦1,1.
Moreover, we observe that each configuration related to name e does not contain ambients labeled A◦1 (see configuration
C◦1,1 for label B◦1). As a consequence, we have S◦1 |{A◦1} [mol]e. This means that, for each derivative of S◦1 , we have to prove
the check-point property φ for the image of label A◦1.
The move from S◦1 to S◦2 models the unfolding of recursion, local to an ambient e. Therefore, there is no variation for label
A◦1 and fresh labels are introduced only for name e (specifically label B◦2). This is reported by the evolution relation,
R1,2 = {(B◦1, B◦2), (B◦1, B◦1), (A◦1, A◦1), (,)}.
Hence, we are left to verify S◦2 |{A◦1} φ. For state S◦2 an argument similar to that used for S◦1 applies. Indeed, similarly as
for S◦1 , we have S◦2 |{A◦1} ¬[P]mol . Moreover, we observe that each configuration related to name e does not contain ambients
labeled A◦1 (see configurations C◦1,1 and C◦1,2 for labels B◦1 and B◦2). As a consequence, we have S◦2 |{A◦1} [mol]e. This means
that, for each derivative of state S◦2 , we have to prove the check-point property φ for the image of label A◦1.
The move from S◦2 to S◦4 is immediate since it models again an unfolding of recursion local to an ambient e. Given that
R2,4 = R1,2, we are left to verify S◦4 |{A◦1} φ. Similarly as before S◦4 |{A◦1} ¬[P]mol and and S◦4 |{A◦1} [mol]e (e.g. there are
no occurrences of ambients namedmol which satisfies [mol]e). As a consequence, for each derivative of state S◦4 we have to
prove the check-point property φ for the image of label A◦1.
The move from S◦4 to S◦3 models the movement of a copy of mol (labeled A◦1) inside a copy of ambient e (labeled B◦2). A
fresh label A◦2 is introduced for modeling the involved ambientmol and we have
R4,3 = (B◦1, B◦∞), (B◦2, B◦∞), (A◦1, A◦2), (A◦1, A◦1), (,)}
As a consequence, both A◦1 and A◦2 are images of label A◦1, and we are left to verify
S◦3 |{A◦1,A◦2} φ. (9)
We also observe that themove from S◦2 to S◦4 models again themove of a copy ofmol (labeled A◦1) inside a copy of ambient
e (labeled B◦2). This case is therefore analogous to the previous one and also R2,3 = R4,3. As a consequence, we come back
again to validate (9).
Therefore, we proceed by considering (9), that is S◦3 |{A◦1,A◦2} φ. For state S◦3 we have S◦3 |{A◦1,A◦2} ¬[P]mol given that all
the configurations described by labels A◦1 and A◦2 do not contain copies of process P (see configurations C◦2,1 and C◦2,2 for
labels A◦1 and A◦2).
Moreover, we observe that in this case, differently from the previous ones, there are some copies of ambients named
mol which satisfy [mol]e; formally, we have S◦3 |{A◦2} [mol]e and S◦3 |{A◦1} [mol]e. For this it is enough to observe that
state S◦3 says that all the ambients related to label A◦2, appearing in the system, reside inside an ambient e (see configuration
C◦2,3 = {(E◦2, 1), (A◦2, 1)} for label B∞). As a consequence, for each derivative of S◦3 we have to prove the check-point
property φ for the image of label A◦1. Intuitively, label A◦2 is removed given that a point where it satisfies [mol]e has been
found.
The move from S◦3 to S◦5 models the movement of an ambient mol (labeled A◦2) out from an ambient e (labeled B◦∞). A
fresh label A◦3 is introduced for modeling the involved ambientmol and we have
R3,5 = {(A◦2, A◦3), (B◦∞, B◦∞), (A◦2, A◦2), (A◦1, A◦1), (,)}
Given that relationR3,5 does not report variations for label A◦1, we are left to verify S◦5 |{A◦1} φ. Similarly as before, we have
S◦5 |{A◦1} ¬[P]mol given that the configuration described by label A◦1 do not contain copies of process P (see configuration
C◦2,1). Moreover, S◦5 |{A◦1} [mol]e, given that all the configurations for B∞ do not contain copies of ambients A◦1.
Notice that S◦5 is a critical state in that some occurrences of ambientsmol (those related to label A3)may satisfy [P]mol , see
configuration C◦1,3. Formally, we have S◦5 |{A◦3} [P]mol , and thus S◦5 | ¬[P]mol . Here, there is no violation of the check-point
formula in that label A3 comes from label A2 for which we have already proved [mol]e in a previous state.
Hence, for each derivative of S◦5 we have to prove the check-point property φ for the image of label A◦1. The move
from S◦5 to S◦6 is analogous to the previous one because it models again the movement of an ambient mol (labeled A◦2)
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out from an ambient e (labeled B◦∞). Since R5,6 = R3,5, we are left to verify S◦6 |{A◦1} φ. Similarly as in the case of S◦5 ,
we have immediately S◦6 |{A◦1} ¬[P]mol and S◦6 |{A◦1} [mol]e, since there are no occurrences of label A◦1 which satisfies[mol]e.
Note that, in the reasoning above,wehave not considered loop-transitions. Since theymodel the samevariations of labels,
it is enough to repeat the same arguments applied before. As an example, we consider the move from S◦3 to S◦3 and we recall
that: for each derivate of S◦3 we have to prove the check-point property φ for the image of label A◦1. This move models two
possible cases: the unfolding of recursion local to another copy of ambient e labeled B◦∞ or the entering of another ambient
labeled A◦1 inside an ambient labeled B◦∞. They are modeled by two evolution relations,
R3,3 = id(S◦3)
R3,3 = {(A◦1, A◦2)} ∪ id(S◦3)
In the former case, there is variation of labelA◦1,while in the latter caseA◦1 andA◦2 are the images of labelA◦1. As a consequence,
in both cases we are back again to S◦3 |{A◦1,A◦2} φ (which has been already examined).
7. Widenings
We define new weaker and more efficient analyses by introducing suitable widening operators [12]. Widening operators
are designed precisely to speed up the convergency of a fixed-point computation. In this context, wewill design very simple
widening operators that can be defined by a function  : A◦ → A◦ giving an upper approximation of an element of the
abstract domain A◦. This means that
ts◦1⊆◦(ts◦1). (10)
This function is intended to be applied at each iteration of the fixed-point computation of the function F◦P : A◦ → A◦ of
Definition 31.
Note that 10 together with the monotonicity of the F◦P operator assures us that also F◦P · is an extensive operator on the
domain A◦ and therefore the following least fixpoint exists.
Definition 40. Let  : A◦ → A◦ be a widening operator, and let P be a well-labeled process such that  ∈ Na(P) and
max = 0. We define S[[P]] = lfp(F◦P), where
F◦P

(ts◦1) = (F◦P (ts◦1)).
In the following, we will discuss in detail the complexity of the fixpoint computation related to each approximation we
propose.
These approximations (of the abstract transition system) are based on two orthogonal guidelines:
• we can approximate each state of the abstract transition system; for example, by merging information related to the
copies of ambients;
• we can merge the information related to different states of the abstract transition system into a single abstract
state.
7.1. Merging information related to the copies of ambients
This widening operator is based on the simple idea to approximate, in each state, the information about the ambients
with the same name. Specifically, by exploiting the definition of normalized states, we merge, for each ambient name, all
the configurations related to the run-time label ∞ into a single configuration.
The derived approximation can be better explained by considering the states of Example 12. The loss of information for
a state is similar to that explained in Figs. 2(b) and 2(d).
Definition 41 (Widening). We define+ : A◦ → A◦, where
+(Ss◦, S◦0, Ts◦) = ({∪+S◦}S◦∈Ss◦ ,∪+S◦0, {∪+S◦1 →◦R◦ ∪+ S◦2}S◦1 →◦R◦ S◦2∈Ts◦)
∪+S◦ = ⋃a◦∈Na◦ {(	◦,∪+∈{1,...,n}C◦i ) | {(	◦, C◦1 ), . . . , (	◦, C◦n )} = {(	◦, C◦) ∈ S◦ | (	◦)2 = ∞, (	◦)1 = a◦}}⋃{(	◦, C◦) ∈ S◦ | (	◦)2 = ∞, (	◦)1 = a◦}
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Fig. 6. The abstract transition system.
As previously discussed, also in this case as a measure of complexity of the resulting analysis, we consider the maximal
number of iterations of the abstract operator+(F◦P ) in the worst case. As before, indicating with h the number of different
subprocesses of α(P) and with m the number of abstract ambient names of α(P), the number of possible configurations is
O(2h+m). However, in this case an abstract state S◦, can have just one configuration related to any abstract ambient name
a◦ ∈ Na◦. Thus the number of different states boils down to beO
((
2h+m
)m)
=O
(
2mh+m2
)
. Therefore, themaximal number
of iterations of the abstract operator+(F◦P ) is exponential in the worst case.
Moreover, note that the resulting analysis is a safe approximation (with respect to the order ⊆◦) of the analysis of
Definition 31.
Theorem 42. Let P be a well-labeled process such that  ∈ Na(P)and max = 0. We have SColl◦ [[P]]⊆◦S+[[P]].
The following example shows the application of the widening operator of Definition 41; the obtained abstract transition
system is still sufficiently detailed for proving interesting temporal properties.
Example 43. We consider the non-deterministic version of the system (2) considered in Section 1, and in Example 11 (the
version with process (3)).
We assume that: (i) the abstract names and ambient names are defined by the following equivalence classes N ◦ =
{{n1,m1}, {n2,m2}}, and N ◦a = Na;
(ii) maxmol = 10, and maxe1 = maxe2 = 0. In the following, we consider the usual notation for abstract labels: A◦i =
(mol, i), B
◦∞ = (e1,∞) and C◦∞ = (e2,∞).
The abstract transition system S+[[SYS3]] 8 is illustrated in Fig. 6 and Tables 7–9. For transitions we adopt the usual
notation: each S◦i → S◦j of Fig. 6 represents abstract transitions S◦i →◦Ri,j S◦j , where Ri,j = RS◦i ,S◦j ∪ id(amb(S◦i )) for each
RS◦i ,S◦j of Table 9.
The abstract transition system is similar to that presented in Example 34 for the simplified reaction. The situation ismore
complex because here the molecule may bind either with the enzyme e1 (thus releasing product P1) or with the enzyme
e2 (thus releasing product P2). The relevant difference concerns the labels and the configurations describing the copies of
ambients e1 and e2. Given that maxe1 = maxe2 = 0 all the copies of ambients e1 are always described by the unique label
B◦∞; in addition, their contents are described by a unique configuration (as effect of the widening). Analogously for e2 and
label C◦∞.
In order to illustrate the relevant novelties, we focus on a particular path of the transition systems, S◦1, S◦2, S◦8 , S◦10, S◦11, S◦13,
S◦14, S◦15 and S◦19 (see Tables 7 and 8). The following behavior of the system is modeled: a molecule interacts with an enzyme
e1 (which releases product P1), and then another molecule interacts with an enzyme e2 (which releases product P2).
8 For simplicity, we safely approximate [1 − ω]with [0 − ω].
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Table 7
The first part of the abstract transition system of SYS3.
S◦1 = {(, C◦0,1), (A◦1, C◦1,1), (B◦∞, C◦2,1), (C◦∞, C◦3,1)}
C◦0,1 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω])} C◦1,1 = {(M◦, 1)}
C◦2,1 = {(E◦1 , 1)} C◦3,1 = {(E◦2 , 1)}
S◦2 = {(, C◦0,1), (A◦1, C◦1,1), (B◦∞, C◦2,2), (C◦∞, C◦3,1)}
C◦2,2 = {(E◦1 , [0 − ω]), (E◦1,1, [0 − ω])} E◦1,1 ::= inm◦1. outm◦1. E◦1
S◦3 = {(, C◦0,1), (A◦1, C◦1,1), (B◦∞, C◦2,1), (C◦∞, C◦3,2)}
C◦3,2 = {(E◦2 , [0 − ω]), (E◦2,1, [0 − ω])} E◦2,1 ::= inm◦2. outm◦2. E◦2
S◦4 = {(, C◦0,1), (A◦1, C◦1,1), (B◦∞, C◦2,2), (C◦∞, C◦3,2)}
S◦5 = {(, C◦0,1), (A◦1, C◦1,1), (A◦2, C◦1,2), (B◦∞, C◦2,3), (C◦∞, C◦3,2)}
C◦1,2 = {(M◦1 , 1)} M◦1 ::= outm◦1. P◦1 E◦1,2 ::= outm◦1. E◦1
C◦2,3 = {(E◦1 , [0 − ω]), (E◦1,1, [0 − ω]), (E◦1,2, [0 − ω]), (A◦2, [0 − ω])}
S◦6 = {(, C◦0,1), (A◦1, C◦1,1), (A◦4, C◦1,4), (B◦∞, C◦2,2), (C◦∞, C◦3,3)}
C◦1,4 = {(M◦2 , 1)} M◦2 = outm◦2. P◦2 E◦2,2 ::= outm◦2. E◦2
C◦3,3 = {(E◦2 , [0 − ω]), (E◦2,1, [0 − ω]), (E◦2,2, [0 − ω]), (A◦4, [0 − ω])}
S◦7 = {(, C◦0,1), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦4, C◦1,4), (B◦∞, C◦2,3), (C◦∞, C◦3,3)}
S◦8 = {(, C◦0,1), (A◦1, C◦1,1), (A◦2, C◦1,2), (B◦∞, C◦2,3), (C◦∞, C◦3,1)
S◦9 = {(, C◦0,1), (A◦1, C◦1,1), (A◦4, C◦1,4), (B◦∞, C◦2,1), (C◦∞, C◦3,3)}
S◦10 = {(, C◦0,2), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3)(B◦∞, C◦2,3), (C◦∞, C◦3,1)}
C◦0,2 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦3, 1)} C◦1,3 = {(M◦1,1, 1)}
M◦1,1 ::= P◦1
Table 8
The second part of the abstract transition system of SYS3.
S◦11 = {(, C◦0,3), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3)(B◦∞, C◦2,3), (C◦∞, C◦3,1)}
C◦0,3 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦3, [0 − ω])}
S◦12 = {(, C◦0,2), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3)(B◦∞, C◦2,3), (C◦∞, C◦3,2)}
S◦13 = {(, C◦0,3), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3)(B◦∞, C◦2,3), (C◦∞, C◦3,2)}
S◦14 = {(, C◦0,3), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3), (A◦4, C◦1,4)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
S◦15 = {(, C◦0,4), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
C◦0,4 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦3, [0 − ω]), (A◦5, 1)}
C◦1,5 = {(M◦2,1, 1)} M◦2,1 ::= P◦2
S◦16 = {(, C◦0,2), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3), (A◦4, C◦1,4)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
S◦17 = {(, C◦0,5), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,3), C◦∞, C◦3,3)}
C◦0,5 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦3, 1), (A◦5, 1)}
S◦18 = {(, C◦0,6), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
C◦0,6 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦5, [0 − ω]), (A◦3, 1)}
S◦19 = {(, C◦0,7), (A◦1, C◦1,1), (A◦2, C◦1,2), (A◦3, C◦1,3), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
C◦0,7 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦3, [0 − ω]), (A◦5, [0 − ω])}
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Table 9
The third part of the abstract transition system of SYS3.
S◦20 = {(, C◦0,8), (A◦1, C◦1,1), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,1), (C◦∞, C◦3,3)}
C◦0,8 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦5, 1)}
S◦21 = {(, C◦0,9), (A◦1, C◦1,1), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,1), (C◦∞, C◦3,3)}
C◦0,9 = {(A◦1, [0 − ω]), (B◦∞, [0 − ω]), (C◦∞, [0 − ω]), (A◦5, [0 − ω])}
S◦22 = {(, C◦0,8), (A◦1, C◦1,1), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,2), (C◦∞, C◦3,3)}
S◦23 = {(, C◦0,8), (A◦1, C◦1,1), (A◦4, C◦1,4), (A◦5, C◦1,5), (A◦2, C◦1,2)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
S◦24 = {(, C◦0,9), (A◦1, C◦1,1), (A◦4, C◦1,4), (A◦5, C◦1,5)(B◦∞, C◦2,2), (C◦∞, C◦3,3)}}
S◦25 = {(, C◦0,9), (A◦1, C◦1,1), (A◦4, C◦1,4), (A◦5, C◦1,5), (A◦2, C◦1,2)(B◦∞, C◦2,3), (C◦∞, C◦3,3)}
RS◦2 ,S◦8 = RS◦4 ,S◦5 = RS◦6 ,S◦7 = RS◦22,S◦23 = RS◦24,S◦25 = RS◦5 ,S◦5 = RS◦7 ,S◦7 =
RS◦8 ,S◦8 = RS◦10,S◦10 = RS◦11,S◦11 = RS◦12,S◦12 = RS◦13,S◦13 = RS◦14,S◦14 = RS◦15,S◦15 =
RS◦16,S◦16 = RS◦17,S◦17 = RS◦18,S◦18 = RS◦19,S◦19 = RS◦23,S◦23 = RS◦25,S◦25 = {(A◦1, A◦2)}
RS◦8 ,S◦10 = RS◦10,S◦11 = RS◦5 ,S◦12 = RS◦12,S◦13 = RS◦18,S◦19 = RS◦7 ,S◦16 = RS◦16,S◦14 =
RS◦23,S◦17 = RS◦17,S◦15 = RS◦25,S◦18 = RS◦10,S◦10 = RS◦11,S◦11 = RS◦12,S◦12 = RS◦13,S◦13 =
RS◦14,S◦14 = RS◦15,S◦15 = RS◦16,S◦16 = RS◦17,S◦17 = RS◦18,S◦18 = RS◦19,S◦19 = {(A◦2, A◦3)}
RS◦3 ,S◦9 = RS◦4 ,S◦6 = RS◦5 ,S◦7 = RS◦12,S◦16 = RS◦13,S◦14 = RS◦6 ,S◦6 = RS◦7 ,S◦7 =
RS◦9 ,S◦9 = RS◦10,S◦10 = RS◦14,S◦14 = RS◦15,S◦15 = RS◦17,S◦17 = RS◦18,S◦18 = RS◦19,S◦19 =
RS◦20,S◦20 = RS◦21,S◦21 = RS◦22,S◦22 = RS◦23,S◦23 = RS◦24,S◦24 = RS◦25,S◦25 = {(A◦1, A◦4)}
RS◦9 ,S◦20 = RS◦6 ,S◦22 = RS◦7 ,S◦23 = RS◦16,S◦17 = RS◦14,S◦15 = RS◦15,S◦19 = RS◦17,S◦18 =
RS◦23,S◦25 = RS◦22,S◦24 = RS◦20,S◦21 = RS◦15,S◦15 = RS◦17,S◦17 = RS◦18,S◦18 = RS◦19,S◦19 =
RS◦20,S◦20 = RS◦21,S◦21 = RS◦22,S◦22 = RS◦23,S◦23 = RS◦24,S◦24 = RS◦25,S◦25 = {(A◦4, A◦5)}
RS◦1 ,S◦2 = RS◦1 ,S◦3 = RS◦3 ,S◦4 = RS◦2 ,S◦4 = RS◦8 ,S◦5 = RS◦10,S◦11 = RS◦11,S◦13 = RS◦12,S◦13 =
RS◦9 ,S◦6 = RS◦20,S◦22 = RS◦21,S◦24 = RS◦2 ,S◦2 = RS◦3 ,S◦3 = RS◦4 ,S◦4 = RS◦5 ,S◦5 = RS◦6 ,S◦6 =
RS◦7 ,S◦7 = RS◦8 ,S◦8 = RS◦9 ,S◦9 = RS◦10,S◦10 = RS◦11,S◦11 = RS◦12,S◦12 =
RS◦13,S◦13 = RS◦14,S◦14 = RS◦15,S◦15 = RS◦17,S◦17 = RS◦18,S◦18 = RS◦19,S◦19 = RS◦20,S◦20 =
RS◦21,S◦21 = RS◦22,S◦22 = RS◦23,S◦23 = RS◦24,S◦24 = RS◦25,S◦25 = ∅
The initial state S◦1 is the normalization of the translation of the initial process SYS3 (where B◦∞ and C◦∞ describe all the
copies of ambients e1 and e2, respectively).
Transition S◦1 →◦R1,2S◦2 , obtained by rule Rec◦, models the unfolding of the recursive process E◦1 local to an ambient e1
(labeled B◦∞). Themove should be realized by introducing a new configurationwhich contains a copy of the unfolded process
(e.g. E◦1,1) for a fresh label for name e1. However, sincemaxe1 = 0 all the copies of e1 are represented by label B◦∞; and, due
to the widening, their contents are modeled by the unique configuration
C◦2,2 = {(E◦1, [0 − ω]), (E◦1,1, [0 − ω])}.
Notice that C◦2,2 says that processes E◦1 and E◦1,1 may appear, at the same time, inside any ambient e1. Relation R1,2 =
id(amb(S◦1)) does not report any variation in the labels of ambients, accordingly.
Transition S◦2 →◦R2,8S◦8 , derived by rule In◦, models the movement of an ambient mol inside an ambient e1; specifically,
the interaction happens between ambients labeled A◦1 and B◦∞, respectively. The move introduces a fresh label A◦2 for name
mol and a corresponding configuration C◦1,2 (which contains the continuation of processM◦). By contrast, all the occurrences
of ambients e1 are still described by label B
◦∞ and by a single configuration, e.g. C◦2,3. The variation of labels both for the
labels ofmol is recorded by the following evolution relation:
R2,8 = {(B◦∞, B◦∞), (C◦∞, C◦∞), (A◦1, A◦2), (A◦1, A◦1), (,)}.
Transition S◦8 →◦R8,10S◦10 (and analogously transition S◦10 →◦R10,11S◦11), derived by rule Out◦, models the movement of an
ambientmol out fromanambient e1. Specifically, the interactionhappens between ambients labeledA
◦
2 andB
◦∞, respectively.
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Similarly as in the case of In◦, a fresh label A◦3 is introduced for name mol and a corresponding configuration C◦1,4 (which
contains now the product of the reaction P◦1 ). Moreover, all the labels describing ambients named e1, are still represented by
label B◦∞ and by a single configuration, e.g. again C◦2,3. The variation of labels for the labels ofmol is recorded by the following
evolution relation:
R8,10 = {(A◦2, A◦3), (B◦∞, B◦∞), (C◦∞, C◦∞), (A◦2, A◦2), (A◦1, A◦1), (,)}.
The remaining part of the examined path S◦11, S◦13, S◦14 S◦15 and S◦19 models the symmetric interaction, where another
molecule interacts with an enzyme e2, thus releasing product P2. Since maxe2 = 0 and due to the widening operator, all
the labels describing ambients named e2 are always represented by label C
◦∞ and by a single configuration. By contrast,
similarly as in the symmetric interaction with e1, fresh labels A
◦
4 and A
◦
5 are generated and corresponding configurations for
representing the involved ambientmol.
Notice that in the examined path the interaction follows a given order. It should be clear that the remaining part of the
abstract transition system represents all the possible interleaving between the previous transition steps.
In Section 3, we have illustrated the specification using our logic of the critical properties of system SYS3. It is clear that
the behavior of system SYS3 is an extension of that of the simplified system examined in Examples 34 and 39. Following the
same guidelines, it is possible to verify the check-point property also in this case.
We discuss the most interesting case of the following property:
φ = G∀ (¬[mol]e1 ∨ G¬[mol]e2).
The formula says that, any ambientmol, after the binding with an ambient e1, will never bind with an ambient e2.
We recall that in the initial state S◦1 all the occurrences of ambientsmol are described by label A◦1; thus, we have to check
S◦1 |{A◦1} φ.
According toDefinition37wehave toguarantee that, for eachpath, eachoccurrenceofmol, eitheralways satisfies¬[mol]e1
or after a state, where itmay satisfy [mol]e1 , will always satisfy¬[mol]e2 .
To shorten the presentation, we focus on a particular path S◦1, S◦2, S◦8 , S◦10, S◦11, S◦13, S◦14, S◦15 and S◦19; the complete reasoning
can easily be done following similar arguments.
We observe that in state S◦1 all the ambients named e1 are labeled B◦∞ and are described by configuration C◦2,1 that does
not contain ambients mol. As a consequence, we have S◦1 |{A◦1} ¬[mol]e1 and we are left to verify property φ, for each
derivative of S◦1 , by considering the possible images of label A◦1.
The move from S◦1 to S◦2 models the unfolding of process E◦1 local to an ambient e1 (labeled B◦∞). Consequently, there is
no variation in the labels related to namemol, and we have to check S◦2 |{A◦1} φ.
For state S◦2 we observe that all the ambients named e1 are still labeled B◦∞ and are described by configuration C◦2,2 that
does not contain ambients mol. Hence, similarly as in the previous case we are left to verify property φ, for each derivative
of S◦2 , by considering the possible images of label A◦1.
The move from S◦2 to S◦8 represents the movement of an ambient mol (labeled A1) inside an ambient e1. A fresh label
A2 is introduced precisely for representing the involved ambient labeled A
◦
1; this is also modeled by the evolution relation
(A◦1, A◦1), (A◦1, A◦2) ∈ R2,8. Hence, we have to check S◦8 |{A◦1,A◦2} φ by considering both labels A◦1 and A◦2.
For state S◦8 we observe that all the ambients named e1 are still labeled B◦∞ and are described by configuration C◦2,3. This
says that: the occurrences of mol related to label A◦1 cannot reside inside ambients e1; while those related to label A◦2 may
reside inside an ambient e1. Formally, we have S
◦
8 |{A◦1} ¬[mol]e1 and S◦8 |{A◦2} ¬[mol]e1 .
Hence, we are left to verify for each derivative of S◦8: (i) property φ for the images of label A◦1; (ii) property G¬[mol]e2 for
the images of label A◦2.
The move from S◦8 into S◦10 represents the movement of an ambient mol (labeled A◦2) out from an ambient e1. A fresh
label A◦3 is introduced precisely for representing the ambient mol who have participated to the movement; thus, we have
(A◦2, A◦3), (A◦1, A◦1), (A◦2, A◦2) ∈ R8,10.
As a consequence: the images of label A◦2 are labels A◦2 and A◦3; there is no variation for label A◦1. This means that we have
to check: (i) S◦10 |{A◦1} φ and (ii) S◦10 |{A◦2,A◦3} G¬[mol]e2 .
For (ii) we observe that all the ambients named e2 are labeled C
◦∞ and are described by configuration C◦3,1 that does not
contain ambientsmol. Thus, we have S◦10 |{A◦2,A◦3} ¬[mol]e2 .
For (i) we observe that the situation is similar to that of state S◦8 in that all the ambients named e1 are still labeled B◦∞
and are described again by configuration C◦2,3. Formally, we have S◦10 |{A◦1} ¬[mol]e1 and S◦10 |{A◦2} ¬[mol]e1 .
Hence, we are left to verify for each transition step: (i) property φ for the images of label A◦1; (ii) property G¬[mol]e2 for
the images of labels A◦2 and A◦3.
Themove from S◦10 into S◦11 is analogous to the previous one, because it represents themovement of another ambientmol
(labeled A◦2) out from an ambient e1; the variation of labels is again A2 into A3. Hence, we have to check (i) S◦11 |{A◦1} φ and
(ii) S◦11 |{A◦2,A◦3} G¬[mol]e2 . For (ii) and (i) an argument analogous to that applied for state S◦10 holds.
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Hence, we are left to verify for each derivative: (i) property φ for the images of label A◦1; (ii) property G¬[mol]e2 for the
images of labels A◦2 and A◦3.
The move from S◦11 into S◦13 models the unfolding of process E◦2 local to an ambient e2 (labeled C◦∞). Since there is no
variation in the labels of ambients, we have again to prove (i) S◦13 |{A◦1} φ and (ii) S◦13 |{A◦2,A◦3} G¬[mol]e2 .
For (ii) it is enough to observe that all the ambients named e2 are labeled C
◦∞ and are described by configuration C◦3,2
that does not contain ambientsmol. Hence, we have S◦13 |{A◦2,A◦3} ¬[mol]e2 .
For (i) we observe that all the ambients named e1 are still labeled B
◦∞ and are described again by configuration C◦2,3.
Hence, similarly as before we have S◦13 |{A◦1} ¬[mol]e1 and S◦13 |{A◦2} ¬[mol]e1 .
Hence, we are left to verify for each transition step: (i) property φ for the images of label A◦1; (ii) property G¬[mol]e2 for
the images of labels A◦2 and A◦3.
The move from S◦13 to S◦14 the movement of an ambient mol (labeled A◦1) inside an ambient e2 labeled C◦∞. For modeling
the movement a fresh label A◦4 for name mol and a corresponding configuration C◦1,4 (which contains the continuation of
processM◦) are generated. The configuration for label C◦∞ is modified as follows:
C◦3,3 = {(E◦2, [0 − ω]), (E◦2,1, [0 − ω]), (E◦2,2, [0 − ω]), (A◦4, [0 − ω])}.
The variation of labels for namemol is reported in the corresponding evolution relation
(A◦1, A◦4), (A◦1, A◦1), (A◦2, A◦2), (A◦3, A◦3) ∈ R13,14.
This reports a critical information concerning the copies of ambientsmol: the ambients related to labels A◦2 and A◦3 cannot
participate to the movement differently from the occurrences related to label A◦1. As a consequence, in state S◦14 we have to
verify (i) S◦14 |{A◦1,A◦4} φ and (ii) S◦14 |{A◦2,A◦3} G¬[mol]e2 .
Condition (ii) follows immediately by considering configuration C◦3,3 for C◦∞ (note that an ambient namedmolmay appear
inside an ambient e2; this is, however, related to the fresh label A
◦
4). Formally, we have S
◦
14 |{A◦2,A◦3} ¬[mol]e2 .
For (i) we observe that all the ambients named e1 are still labeled B
◦∞ and are described again by configuration C◦2,3 that
does not contain occurrences of both ambients A◦1 and A◦4. Therefore, we have S◦13 |{A◦1,A◦4} ¬[mol]e1 .
Hence,we are left to verify for each transition step: (i) propertyφ for the images of labelA◦1 andA◦4; (ii) propertyG¬[mol]e2
for the images of labels A◦2 and A◦3.
Themove from S◦14 into S◦15 models themovement of an ambientmol (labeledA◦4) out froman ambient e2. Formodeling the
movement a fresh label A◦5 for namemol and a corresponding configuration C◦1,5 (which contains process P◦2 ) are generated.
This step is similar to the previous one in that no variation of labels A◦2 and A◦3 is possible (in fact, the fresh label A◦5 is the
image of A◦4.) As a consequence, in state S◦15 we have to verify (i) S◦15 |{A◦1,A◦4,A◦5} φ and (ii) S◦15 |{A◦2,A◦3} G¬[mol]e2 .
Condition (ii) follows immediately by observing that the configuration for label C◦∞ related to name e2 is not modified,
e.g. C◦3,3. Therefore, similarly as before S◦15 |{A◦2,A◦3} ¬[mol]e2 .
For (i) we observe that all the ambients named e1 are still labeled B
◦∞ and are described again by configuration C◦2,3.
Similarly as before S◦15 |{A◦1,A◦4,A◦5} ¬[mol]e1 .
Hence,we are left to verify for eachderivative: (i) propertyφ for the images of labelsA◦1,A◦5 andA◦4; (ii) propertyG¬[mol]e2
for the images of labels A◦2 and A◦3.
The move from S◦15 into S◦19 models the movement of another ambient mol (labeled again A◦4) out from an ambient e2
labeled C◦∞. It is enough to apply the same argument used for S◦15.
We conclude by observing that the possible variations of labels reported by loop transitions do not report different
variations of labels. Thus, each case can be treated in a similar way.
7.2. Merging information related to different states
In this case, the widening operator is based on the idea of merging into a single abstract state all the reachable states, in
the style of well-known analyses [33,14,17,25,35,34,36,39,18].
Definition 44 (Widening). Letmaxa◦ = 0, for all a◦ ∈ Na◦. We define∪ : A◦ → A◦, where
∪(Ss◦, S◦0 , Ts◦) =
⎛
⎜⎝ ⋃
S◦∈Ss◦
S◦,
⋃
S◦∈S◦0
S◦,
⋃
S◦1 →◦R◦ S◦2∈Ts◦
S◦1 →◦˜R
⋃
S◦1 →◦R◦ S◦2∈Ts◦
S◦2
⎞
⎟⎠ .
where R˜ = ⋃S◦1 →◦R◦ S◦2∈Ts◦ R.
The resultinganalysis is exponential. Indeed, any iterationof theabstractoperator∪(F◦P ) canonlyaddnewpairs (A◦, C◦),
at the worst case it will add one at the time. Reasoning as before, the maximal number of iterations of the abstract operator
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Fig. 7. The stateS∪ [[SYS]].
boils down to be the number of different pairs (A◦, C◦) that can be generated. Since in this casemore than one configuration
can be related to an abstract label A◦ with ∞, the number of different pairs (A◦, C◦) for a given abstract ambient name is
the cardinality of all possible configurations. This is O(m2h+m), with h a measure of the number of different subprocesses
of α(P) andm the number of different abstract ambient names of α(P).
Moreover, note that, as in the previous case, also this analysis is a safe approximation (with respect to the order ⊆◦) of
the analysis defined in Section 4.
Theorem 45. Let P be a well-labeled process such that  ∈ Na(P). We have SColl◦ [[P]]⊆◦S∪[[P]].
It should be clear that the derived analysis is adequate for proving just invariant properties, which hold in each reachable
state. The following example shows that the analysis, obtained by applying thewidening operator of Definition 44, predicts a
quite detailed information about the processes and ambientswhichmay reside inside any ambient, at a time, and about their
number of occurrences. It also discuss the contributionwith respect to the related approaches [33,14,17,25,35,34,36,39,18].
Example 46. We consider again the system and its partition of names as in Example 34.
We adopt the usual notation for abstract labels: A◦∞ = (mol,∞) and B◦∞ = (e,∞).
The following abstract state is the result of the analysis (also represented in Fig. 7),
S∪[[SYS]] = {(, C◦0 ), (, C◦5 ), (A◦∞, C◦1 ), (A◦∞, C◦6 ), (A◦∞, C◦7 ), (B◦∞, C◦2 ), (B◦∞, C◦3 ), (B◦∞, C◦4 )}
C◦0 = {(A◦∞, [1 − ω]), (B◦∞, [1 − ω])} C◦5 = {(A◦∞, [0 − ω]), (B◦∞, [1 − ω])}
C◦1 = {(M◦, 1)} C◦6 = {(outm◦. P◦, 1)} C◦7 = {(P◦, 1)} C◦2 = {(E◦, 1)}
C◦3 = {(inm◦. outm◦. E◦, 1)} C◦4 = {(outm◦. E◦, 1), (A◦∞, 1)}
The analysis presents relevant differences with respect to the more detailed analysis, shown in Example 34. First of
all, state S∪[[SYS]] reports approximate information about all the derivatives of SYS. Moreover, all the copies of mol are
represented by the abstract label A◦∞; and their possible contents are described by a set of configurations (specifically C◦1 , C◦6
and C◦7 ). Analogously, all the copies of e are represented by the abstract label B◦∞; and their possible contents are described
by a set of configurations (specifically C◦2 , C◦3 and C◦4 ).
Theconfigurations includeobviously the initial configurations:C◦0 for,C◦1 forA◦∞ andC◦2 forB◦∞. Theother configurations
are added by performing the abstract transitions, modeling the movement of the ambients mol inside of and out from an
enzyme e, and the unfolding of recursion local to ambients e.
This analysis is not sufficiently detailed for establishing the check-point property for SYS, commented in Example 39.
However, it captures a relevant invariant property of this system related to quantitative aspects: at most one molecule can
bind to an enzyme, at the time.
The property can be expressed asφ = G [(mol, [0−1])]e, wherewehave adopted an extension of the atomic propositions
of Definition 6 with occurrence counting. 9 The obvious meaning of [(mol, [0 − 1])]e is that, in each ambient named e, at
most one molecule can reside inside any enzyme ambient, at the time.
The abstract state S∪[[SYS]] satisfies φ since in any configuration of e either there are no occurrences of ambients mol
or there is exactly one occurrence (see C◦2 , C◦3 and C◦4 ).
9 In this paper, the focus was to design a logic to address temporal properties rather than to address quantitative aspects. However, it is worth noting that the
logic of Sections 3 and 6 can easily be extended in order to formally model quantitative information.
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It is worth stressing the relevance of using a set of configurations for describing the possible contents of ambients,
especially when multiple occurrences are present. For example, for the ambients named e, the configurations C◦2 , C◦3 and
C◦4 predict that capability inm has been consumed, once an ambient mol is entered. This information guarantees that no
other ambient is authorized to enter, and therefore it is necessary to establish the invariance property. The reachability
analyses for BA/MA [33,35,34,36,39] are not adequate for such a property since they do not maintain information about the
possible number of occurrences of objects. Even occurrence counting analyses of MA, such as [25] and such as the expo-
nential analysis of [21] would be too coarse, because they would count the number of ambientsmol appearing in the whole
system.
7.3. Combining the previous two widening
The widening operators of Sections 7.1 and 7.2 can naturally be combined together. Their composition is obviously a safe
approximation.
Definition 47 (Widening). We define+∪ : A◦ → A◦, where
+∪(ts◦) = +(∪(ts◦)). 10
Theorem 48. Let P be a well-labeled process such that  ∈ Na(P). We have SColl◦ [[P]]⊆◦S+∪[[P]].
Note that the resulting analysis is polynomial, as well as many existing analysis (see for example [33,35,34,36,39]).
Again, this result is obtained by considering the maximal number of iterations of the abstract operator +∪(F◦P ) in
the worst case. As in the previous widening, we have to count the number of pairs (A◦, C◦) that can be generated dur-
ing this fixpoint computation. In this case, however, not all possible configuration can be generated, since all configura-
tions related to the same abstract ambient name are merged together and never deleted. Therefore, for a given ambient
name a◦, we can generate at most h + m different configuration. Thus the complexity of this analysis is O(hm + m2),
with h a measure of the number of different subprocesses of α(P) and m the number of abstract ambient names of
α(P).
The relevant difference with respect to the widening of Definition 44 is that here all the copies are represented by a
unique abstract label and by a unique configuration in place of a set of configurations. Consequently, using this analy-
sis it would not possible to establish interesting properties about occurrence counting, such as the property of Exam-
ple 46. This widening, however, gives accurate results due to the different treatment of continuations in the style of
[25].
Example 49. We consider the system in Example 43.
In this reaction, the binding of mol with both enzymes e1 and e2 is necessary for the release of product P. A typical way
to test whether both enzymes e1 and e2 are necessary for the release of the product P is to simulate an experiment where
either e1 or e2 are removed. This means to apply the analysis to the following process:
SYS4 ::= [M](mol,1) | . . . | [M](mol,h) | [E1](e1,	1) | . . . | [E1](e1,	k)
We assume that the abstract names are defined by the following equivalence classes N ◦ = {{m1, n1}, {m2, n2}}, and
N ◦a = Na. We also adopt the usual notation for abstract labels: A◦∞ = (mol,∞) and B◦∞ = (e1,∞).
The following abstract state is the result of the analysis:
S+∪[[SYS4]] = { (, { (B◦∞, [1 − ω]), (A◦∞, [0 − ω]))}),
(B◦∞, { (E◦1, [0 − ω]), (in n◦1. out n◦1. E◦1, [0 − ω]), (out n◦1. E◦1, [0 − ω]), (A◦∞, [0 − ω])}),
(A◦∞, { (M◦, [0 − ω]), (out n◦1. in n◦2. out n◦2. P◦, [0 − ω]), (in n◦2. out n◦2. P◦, [0 − ω])})}
The analysis shows that the product P is never released (in particular it reports that process P cannot run at top-level
inside any ambientmol). Formally, the invariance property φ = G¬[P]mol holds; indeed, the configuration related to label
A◦∞ reports zero occurrences for process P◦.
10 Note that combining the previous widening in a different order it is also possible but it gives the same resulting analysis.
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Even this very simple property cannot be established by applying the existing analyses [33,35,34,36,39]. These proposals
do not capture that the continuation of capability inm2, inside ambient mol, cannot be exercised; and consequently, that
capability out n2 cannot be consumed by ambientmol to exit from ambient e2.
8. Conclusions and related works
We have proposed a systematic technique for deriving an abstract transition system for BA processes, able to validate
temporal properties more general than invariant properties. Specifically, we have extended the abstract interpretation ap-
proach of [25] by introducing: (i) occurrence counting information (in the sense of [32,16,18]) and (ii) a particular labeling
discipline of ambients. The combination of these features permits to derive detailed information about the possible con-
tents of ambients, and also to distinguish the copies of ambients, at different execution steps. In this way, typical biological
systems, where multiple occurrences of ambients may appear, can be handled.
Moreover, we have introduced a logic, a variant of ∀-CTL (without until), [9,13], that is able to express such a temporal
properties. The logic suitably exploits the labeling of ambients, both in the concrete and in the abstract case, in order
to identify the occurrences of ambients, and to trace their possible evolution, as the computation proceeds. Example 34
illustrates our abstract labeling discipline and the validation of a typical temporal property, which holds precisely for any
occurrence of an ambient.
The analysis, proposed in Section 5, is obviously rather expensive from a computational point of view; the approach,
however, is quite flexible and offers several possibilities for tuning the precision. The abstraction is parametric, in the sense
that one can choose which part of the system one is interested in: by defining equivalence classes of names, and by properly
choosing the parameters maxa◦ for each abstract name a◦. Moreover, we have introduced simple widening operators that
design new weaker but more efficient analyses.
Thewidening of Section 7.1 defines an exponential analysis that introduces in the transition system approximation about
the copies of ambients, e.g. about ambients related to the same name. Interesting temporal properties can be validated over
the derived transition system, as shown by Example 43.
By contrast, the widening of Section 7.2 reports approximate information about all the reachable states, in the style of
[33,14,17,25,35,34,36,39,18]. Although the derived (exponential) analysis is adequate for proving just invariant properties,
which hold in each reachable state, it predicts a quite detailed information about the processes and ambients which may
reside inside any ambient, at a time, and about their number of occurrences. Example46 explains the interest of this approach
with respect to the related approaches, in particular [25,21] which use a less precise information (by counting the number
of objects appearing in the whole system).
Moreover, the advantage of the widening operators approach is that new different widening operators can be defined
and combined together. For example, in Section 7.3, we have studied the analysis obtained by combining the previously
defined widening operators. The derived analysis is polynomial and can be suitably applied to validate invariant properties.
This approach still givesmore precise results than the strictly related proposals [33,35,34,36,39]; indeed, Example 49 shows
their limitations for capturing even very simple causality aspects.
Other relatedpapershave tobementioned. The analyses of [32,17,18] computeveryprecise informationabout occurrence
counting, and support the validation of interesting invariant properties, such as mutual exclusion. The techniques of [32,18]
could probably be extended in order to derive an abstract transition system, able to accurately describe multiple copies of
ambients. It is not clear whether the validation of temporal properties, which hold for any occurrence of an ambient, can be
formalized in this setting. In [16], an occurrence counting analysis has been used to infer temporal properties of π-calculus
processes.
A strictly related proposal is presented in [15] for MA; the approach computes a finite abstract model, which can be used
for establishing security properties by means of model checking techniques. The derived model, however, is not sufficiently
precise for accurately handling systems where multiple copies of ambients may appear; thus, the approach fails to capture
the temporal properties, described in the examples of Sections 6 and 7.
There are several interesting directions for future works. First of all, in this paper, we have considered the validation
of a simple class of temporal properties expressing typical properties of biological systems, where multiple occurrences
of ambients may appear. To this aim, we have introduced a variant of ∀-CTL, which exploits the labeling of ambients. We
have considered ∀-CTL because our abstraction is an over-approximation, meaning that the abstract model introduces extra
behaviors. As it is well known [9], this kind of abstraction can only asserts properties that should hold on all paths, e.g. only
the universal fragment of CTL can be preserved. It would be interesting to investigate whether the abstraction technique
could be adapted in order to preserve more expressive temporal logics. For example, it would be interesting to consider the
validation of existential and liveness properties, by adopting abstract models using both over and under approximations of
the transition relation, in the style of [13].
Moreover, in the last few years there has been an extensive work in the definition of spatial-temporal logics [4,5,29,8,28]
for expressing specific properties for calculi for mobility. The spatial modalities allows one to express very interesting
properties about the shape of a process. For example, the operators of the Ambient Logic [4,5] support the specification of
properties about the ambients hierarchy; such as, there is a location, for all locations, there are two parallel locations, there
is somewhere a location. Of course, such a spatial properties have a great interest also in the biological systems settings.
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We observe that our labeling discipline, both in the concrete and in the abstract case, is orthogonal with respect to the
spatial operators. Therefore, we believe that the proposed verification technique could be adapted to a more expressive
spatial logic. It should be clear, however, that more detailed abstractions should be studied in order to capture the new
spatial properties, such as "neighborhood" and "decomposition".
Moreover, it would be interesting to consider more recent proposals of process calculi for systems biology, such as the
Brane calculus [2,3] that more realistically models biological membranes and cell reactions. The relevant difference with
respect to the MA/BA model is that a system is composed by nested membranes and that the computational activity takes
place onmembranes, not inside them. Newprimitives ofmembrane interactions are designed precisely formodeling bitonal
reactions corresponding to phagocytosis, pinocytosis, and exocytosis. We believe that the static analysis techniques, similar
to that designed for MA/BA, could be successfully applied also to the Brane calculus in order to derive information about the
possible nesting of membranes and about the possible evolution of a system. Nonetheless, the adaptation, even of simpler
reachability analyses, such as [21,33,25], does not appear immediate, due to the relevant difference in the basic primitives
for membrane interactions.
Finally, we need to realize tools in order to study more complex real biological specifications. For these purposes, we
intend to investigate new widening operators and/or implementation techniques which could reduce the complexity of
the approach. Moreover, we are interested in extending our framework by taking into account stochastic aspects (see for
example [44]) that are fundamental inorder tomodel real biological experiments. In this setting, probabilisticmodel checking
techniques [22] can be successfully applied, as an alternative to popular simulation tools [43,41,37,38].
Appendix A. Properties of the abstraction
This section contains the proofs of theorems of Section 4.
A.1. Galois connection
We first prove that the relations defined in Definitions 14 and 17 are actually pre-orders.
Proposition 50. The relationc is a an order on ℘(E).
Proof. We need to prove thatc is a reflexive, antisymmetric and transitive relation on ℘(E).
• For each C◦ ∈ P̂L, C◦ c C◦ holds, since for each (e, m) ∈ C◦ there exists (e, m) ∈ C◦ such that m = m.
• First note that given any e ∈ L◦a and any configuration C◦, by definition, there exists at most one pair (e, m) ∈ C◦. If
C◦ c C◦1 then there exists (e, m1) ∈ C◦1 such that m m m1. Note that (e, m1) is the only configuration related e ∈ P̂L
in C◦1 as well as (e, m) was the only configuration related to e in C◦. Moreover, since also C◦1 c C◦ holds, then m1 m m.
Therefore, we can conclude that m1 = m.• If C◦ c C◦1 , then for each (e, m) ∈ C◦ there exists (e, m1) ∈ C◦1 such that m m m1. Moreover, if C◦1 c C◦2 , then for each
(e, m1) ∈ C◦1 there exists (e, m2) ∈ C◦2 such that m1 m m2. Therefore, for each (e, m) ∈ C◦ there exists (e, m2) ∈ C◦2 such
that m m m1 m m2.
This concludes the proof. 
Lemma 51. Let C◦, C◦1 ∈ ℘(E) with C◦ c C◦1 . Then for every approximation function σ , C◦σ c C◦1σ .
Proof. For each (e, m) ∈ C◦σ , consider the set E ⊆ P̂L such that E = { e′ | (e′,m′) ∈ C◦, σ (e′) = e}. Since C◦ c C◦1 , by
definition, for each (e′, m′) ∈ C◦, there exists (e′, m1) ∈ C◦1 such that m′ m m1. Note that, by definition of ∪+,
∪+{(e′,m′)∈C◦| e′∈E}m′ m ∪+{(e′,m1)∈C◦1 | e′∈E}m1. (A.1)
By definition of E, the multiplicity m such that (e, m) ∈ C◦σ is equal to ∪+{(e′,m′)∈C◦ | e′∈E,}m. Note that, by A.1, m m
∪+{(σ (e′),m1)∈C◦1σ | e′∈E}m1. Moreover, ∪
+
{(σ (e′),m1)∈C◦1σ | e′∈E}m1 m m2, where m2 is the multiplicity of (e, m2) ∈ C◦1σ . Then,
for each (e, m) ∈ C◦σ there exists (e, m2) ∈ C◦1σ such that m m m2.
This concludes the proof. 
Lemma 52. Let S◦, S◦1, S◦2 ∈ S◦ such that S◦ σ1 S◦1 and S◦1 σ2 S◦2 , for a given σ1 and σ2, then S◦ (σ1·σ2) S◦2 .
Proof. If S◦ σ1 S◦1 , then, by definition, for each (A◦, C◦) ∈ S◦ there exists (σ1(A◦), C◦1 ) ∈ S◦1 with C◦σ1 c C◦1 . On the other
hand, if S◦1 σ2 S◦2 then, by definition, for each (B◦, C◦2 ) ∈ S◦1 there exists (σ2(B◦), C◦3 ) ∈ S◦2 with C◦2σ2 c C◦3 . Consider
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now the approximation function (σ1 · σ2) then for each (A◦, C◦) ∈ S◦ there exist (σ2(σ1(A◦)), C◦3 ) ∈ S◦2 using Proposition
50 and Lemma 51, we can conclude that C◦(σ1 · σ2) c C◦1σ2 c C◦3 . Hence, by definition, S◦ (σ1·σ2) S◦2 .
This concludes the proof. 
Proposition 53. The relation ⊆◦ on S◦ defined by Definition 14 is a pre-order.
Proof. We need to prove that ⊆◦ is a reflexive and transitive relation on S◦.
• First we prove that for each S◦ ∈ S◦, S◦⊆◦S◦. Choose the identity function id as the approximation function, we prove
that S◦◦idS◦. This is true since for each (A◦, C◦) ∈ S◦, there exists (A◦, C◦) ∈ S◦ such that C◦ ≡ C◦, therefore S◦◦idS◦
and, by definition, S◦⊆◦S◦.
• Now we prove that for each S◦, S◦1, S◦2 ∈ S◦, if S◦⊆◦S◦1 and S◦1⊆◦S◦2 , then S◦⊆◦S◦2 . If S◦⊆◦S◦1 , then, by definition, there
exists an approximation function σ1 such that S
◦ σ1 S◦1 . Moreover, if S◦1⊆◦S◦2 then, by definition, there exists an
approximation function σ2 such that S
◦
1 σ2 S◦2 . By Lemma 52, we can conclude that S◦ (σ1·σ2) S◦2 . Hence, by definition,
S◦⊆◦S◦2 .
This concludes the proof. 
Analogously, we can prove that the relation ⊆◦ on ℘(S◦) defined by Definition 14 is a pre-order.
Lemma 54. Assume that there exists σ1, σ2, σ3, σ4 be approximation functions such that S
◦
1,1 σ1 S◦2,1, S◦1,2 σ2 S◦2,2, S◦2,1 σ3
S◦3,1, S◦2,2 σ4 S◦3,2, S◦1,1 →◦R1◦S◦1,2 (σ1,σ2) S◦2,1 →◦R2◦S◦2,2 and S◦2,1 →◦R2◦S◦2,2 (σ3,σ4) S◦3,1 →◦R3◦S◦3,2.
Then S◦1,1 →◦R1◦S◦1,2 (σ1·σ3,σ2·σ4) S◦3,1 →◦R3◦S◦3,2.
Proof. Note that by Proposition 53, S◦1,1 σ1·σ3 S◦3,1, S◦1,2 σ2·σ4 S◦3,2 hold.
Moreover,
1. By definition of the order  on T ◦, we have that σ2(R1◦(⊥)) ⊆ R2◦(⊥) and σ4(R2◦(⊥)) ⊆ R3◦(⊥). Therefore,
by applying the approximation function σ to σ2(R1◦(⊥)) ⊆ R2◦(⊥), we obtain σ4(σ2(R1◦(⊥))) ⊆ σ4(R2◦(⊥)).
Moreover, by using the fact that σ4(R2◦(⊥)) ⊆ R3◦(⊥), we can conclude that σ4σ2(R1◦(⊥)) ⊆ R3◦(⊥).
2. For each A◦ ∈ L◦a(S◦1,1) either:• R1◦(A◦) = ⊥ andR2◦(σ1(A◦)) = ⊥ and for each B◦ ∈ L◦a(S◦2,1) such thatR2◦(B◦) = ⊥ thenR3◦(σ3(B◦)) = ⊥.
Since { A | R2◦(σ1(A◦)) = ⊥ } ⊆ { B | R2◦(B) = ⊥ }, we can conclude thatR3◦(σ3(σ2(A))) = ⊥.• σ2(R1◦(A◦))⊆R2◦(σ1(A◦)) and for each B◦ ∈L◦a(S◦2,1) such thatR2◦(B◦) =⊥ thenσ4(R2◦(B◦))⊆ R3◦(σ3(B◦)).
Since { σ1(A◦) | A◦ ∈ L◦a(S◦1,1)} ⊆ {B◦ | B◦ ∈ L◦a(S◦2,1)}, we obtain σ4(R2◦(σ1(A◦))) ⊆ R3◦(σ3(σ1(A◦))).
Therefore, we can then conclude that σ4(σ2(R1◦(A◦))) ⊆ σ4(R2◦(σ1(A◦))) ⊆ R3◦(σ3(σ1(A◦))).
This concludes the proof. 
Proposition 55. The relation  on T ◦ defined by Definition 17 is a pre-order.
Proof. We only need to prove that  is reflexive, since Lemma 54 guarantees that it is a transitive relation on T ◦. Consider
the identity relation which is an abstraction function such that S◦1,1 id S◦1,1 and S◦1,2 id S◦1,2. We want to show that
S◦1,1 →◦R1◦S◦1,2  S◦1,1 →◦R1◦S◦1,2. We observe that the requirements of Definition 17 in this case boil down to beR1◦(⊥)) ⊆
R1◦(⊥) and for each A◦ ∈ L◦a(S◦1,1): eitherR1◦(A◦) = ⊥ andR1◦(A◦) = ⊥ orR1◦(A◦) ⊆ R1◦(A◦),which is trivially true.
This concludes the proof. 
Definition 56. Given a transition system ts◦ = (Ss◦, Ss◦1, Ts◦), we define ts◦i = (Ss◦i, Ss◦1, Ts◦i) as the transition system
obtained considering Ss◦i as the subset (of Ss◦) of states reachable in at most i steps and Ts◦i the subset (of Ts◦) of transitions
which can applied in at most i steps starting from the set of initial states.
It is worth noting that
ts◦1⊆◦ts◦2 iff ∀i, ts◦1 i⊆◦ts◦2 i (A.2)
Proposition 57. The relation ⊆◦ on T̂s◦ defined by Definition 18 is a pre-order.
Proof. We need to prove that ⊆◦ is a reflexive and transitive relation on T̂s◦.
• Let ts◦ = (Ss◦, Ss◦1, Ts◦), we prove by induction on i that ts◦i⊆◦ts◦i using as approximation function the identity function
id, only.
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n = 0. In this case, ts◦0 = Ss◦1. Then, for each S◦ ∈ Ss◦1, S◦ ∈ Ss◦1 and, by Proposition 53, S◦ id S◦. Hence, ts◦0⊆◦ts◦0
using as approximation function the identity function, only.
n > 0. By inductive hypothesis, we have that ts◦n−1⊆◦ts◦n−1. We observe that, by Proposition 53, each S◦ ∈ Ss◦n−1
is such that S◦ ∈ Ss◦n−1 and S◦ id S◦. Moreover, by reflexivity of the order on T ◦ proved in Proposition 55, for
each S◦→◦R◦S◦1 ∈ Ts◦n S◦→◦R◦S◦1 (id,id) S◦→◦R◦S◦1 . Hence, ts◦n⊆◦ts◦n using as approximation function the identity
function, only.
• Let ts◦j i = (Ss◦j i, Ss◦1,j, Ts◦j i), for j ∈ {1, 2, 3}.
We prove by induction on i that, if for each S1 ∈ Ss◦1n−1 there exist an S2 ∈ Ss◦2n−1 such that S◦1 σ1 S◦2 for a given σ1, and
for each S◦1 →◦R◦1S◦1
′ ∈ Ts◦1n there exists S◦2 →◦R◦2S◦2
′ ∈ Ts◦2n and σ2 such that S◦1 →◦R1◦S◦1 ′ (σ1,σ2) S◦2 →◦R2◦S◦2 ′ and there
exist S3 ∈ Ss◦3n−1 such that S◦2 σ3 S◦3 for a given σ3, and for each S◦2 →◦R1◦S◦2 ′ ∈ Ts◦2n there exists S◦3 →◦R3◦S◦3 ′ ∈ Ts◦3n and
σ4 such that S
◦
2 →◦R2◦S◦2 ′ (σ3,σ4) S◦3 →◦R3◦S◦3 ′ ∈ Ts◦3n, then S◦1 (σ1·σ3) S◦2 and S◦1 →◦R2◦S◦1 ′ ((σ1·σ2),(σ3·σ4)) S◦3 →◦R3◦S◦3 ′.
n = 1. In this case, ts◦j 0 = Ss◦1,j for j ∈ {1, 2, 3}.
By hypothesis, since ts◦1⊆◦ts◦2, for each S◦1 ∈ Ss◦1,1 there exists S◦2 ∈ Ss◦1,2 such that S◦1 σ1 S◦2 . Moreover, since
ts◦11⊆◦ts◦21, for each S◦1 →◦R1◦S◦1 ′ ∈ Ts◦11 there exists S◦2 →◦R2◦S◦2 ′ ∈ Ts◦21 and σ2 such that S◦1 ′ σ2 S◦2 ′ and S◦1 →◦R1◦S◦1 ′(σ1,σ2) S◦2 →◦R2◦S◦2 ′. On the other hand, since ts◦2⊆◦ts◦3, for each S◦2 ∈ Ss◦1,2 there exists S◦3 ∈ Ss◦1,3 such that S◦2 σ3 S◦3 .
By Lemma 52, we have that S◦1 (σ1·σ3) S◦3 . Moreover, since ts◦21⊆◦ts◦31, for each S◦2 →◦R2◦S◦2 ′ ∈ Ts◦21 there exists
S◦3 →◦R2◦S◦3 ′ ∈ Ts◦31 and σ4 such that S◦2 ′ σ4 S◦3 ′ and S◦2 →◦R2◦S◦2 ′ (σ3,σ4) S◦3 →◦R3◦S◦3 ′. Finally, by Lemma 52, we have
that S◦1 ′ (σ2·σ4) S◦3 ′, moreover, by Lemma 54, S◦1 →◦R1◦S◦1 ′ (σ1·σ3,σ2·σ4) S◦3 →◦R3◦S◦3 ′.
n > 0. By inductive hypothesis, ts◦1n−1⊆◦ts◦3n−1. We observe that ts◦1n⊆◦ts◦2n, therefore for each S◦1 ∈ Ss◦1n there exists
a S◦2 ∈ Ss◦2n such that S◦1 σ1 S◦2 with σ1 approximation function such that S˜◦1 →◦
˜R1◦
S◦1 ∈ Ts◦1n−1, S˜◦2 →◦˜R◦2S
◦
2 ∈ Ts◦2n−1
and S˜◦1 →◦
˜R1◦
S◦1 (σ,σ1) S˜◦2 →◦˜R◦2S
◦
2 , for some σ . Analogously, ts
◦
2
n⊆◦ts◦3n, therefore for each S◦2 ∈ Ss◦2n there exists a
S◦3 ∈ Ss◦3n such that S◦2 σ3 S◦3 with σ3 approximation function such that S˜◦2 →◦
˜R2◦
S◦2 ∈ Ts◦2n−1, S˜◦3 →◦˜R◦3S
◦
3 ∈ Ts◦2n−1
and S˜◦2 →◦
˜R2◦
S◦2 (σ ′,σ3) S˜◦3 →◦˜R◦3S
◦
3 , for some σ
′. By Lemma 52, we have that S◦1 (σ1·σ3) S◦3 .
Moreover, since ts◦1n+1⊆◦ts◦2n+1, for each S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1n+1, there exists S◦2 →◦R◦2S◦2
′ ∈ Ts◦2n+1 such that S◦1 ′ σ2 S◦2 ′
and S◦1 →◦R1◦S◦1 ′ (σ1,σ2) S◦2 →◦R◦2S◦2
′, for some σ2, since ts◦2n+1⊆◦ts◦3n+1, for each S◦2 →◦R2◦S◦2 ′ ∈ Ts◦2n+1, there exists
S◦3 →◦R◦3S◦3
′ ∈ Ts◦3n+1 such that S◦2 ′ σ4 S◦3 ′ and S◦2 →◦R2◦S◦2 ′ (σ3,σ4) S◦3 →◦R◦3S◦3
′, for some σ4. By Lemma 52, we have
that S◦1 ′ (σ2·σ4) S◦3 ′.
Finally, we conclude by observing that, by Lemma 54,
S◦1 →◦R1◦S◦1 ′ ((σ1·σ3),(σ2·σ4)) S◦3 →◦R3◦S◦3 ′ and, by definition, S◦1 ′ ∈ Ss◦1n+1 and S◦3 ′ ∈ Ss◦3n+1.
This concludes the proof. 
In order to prove Theorem 21, we need an auxiliary result.
Lemma 58. Let ts◦1 = (Ss◦1, Ss◦1,0, Ts◦1), ts◦2 = (Ss◦2, Ss◦2,0, Ts◦2) ∈ T̂s◦ with Ss◦1 ⊆ Ss◦2 , Ss◦1,0 ⊆ Ss◦2,0 and Ts◦1 ⊆ Ts◦2 , then
ts◦1⊆◦ts◦2 .
Proof. We will prove by induction on i that Ss◦1 i ⊆ Ss◦2 i and Ts◦1 i ⊆ Ts◦2 i and ts◦1 i⊆◦ts◦2 i using as approximation function the
identity function, only.
n = 0. In this case, Ss◦10 = Ss◦1,0, Ss◦20 = Ss◦2,0, Ts◦10 = Ts◦20 = ∅. Since, by hypothesis, Ss◦1,0 ⊆ Ss◦2,0, Ss◦10 ⊆ Ss◦20 and
Ts◦10 ⊆ Ts◦20 hold. Moreover, since Ss◦1,0 ⊆ Ss◦2,0, for each S◦1,0 ∈ Ss◦1,0, S◦1,0 ∈ Ss◦2,0 and there exists the identity function
id such that S◦1,0 id S◦1,0. Then, by definition, ts◦10⊆◦ts◦20.
n > 0. By inductive hypothesis, we have that Ss◦1n−1 ⊆ Ss◦2n−1, Ts◦1n−1 ⊆ Ts◦2n−1 and ts◦1n−1⊆◦ts◦2n−1. Consider now
any S◦1 ∈ Ss◦1n−1, by inductive hypothesis S◦1 ∈ Ss◦2n−1 and S◦1 id S◦1 . Consider now any transition starting from S◦1 ,
S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1n. Since Ts◦1 ⊆ Ts◦2, S◦1 →◦R1◦S◦1 ′ ∈ Ts◦2. However, since S◦1 ∈ Ss◦2n−1 and Ts◦1n−1 ⊆ Ts◦2n−1, then
S◦1 →◦R1◦S◦1 ′ ∈ Ts◦2n. Moreover, since S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1n, S◦1 ′ ∈ Ss◦1n. Analogously, S◦1 →◦R1◦S◦1 ′ ∈ Ts◦2n and S◦1 ′ ∈ Ss◦2n. This
holds for any transition starting from S◦1 ∈ Ss◦1n−1. Then, we have proved that Ts◦1n ⊆ Ts◦2n and Ss◦1n ⊆ Ss◦2n. Finally, it
is worth noting that S◦1 →◦R1◦S◦1 ′ ⊆(id,id) S◦1 →◦R1◦S◦1 ′. Together with the inductive hypothesis ts◦1n−1⊆◦ts◦2n−1, we can
conclude that ts◦1n⊆◦ts◦2n.
This concludes the proof. 
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Proof [Theorem 21]. In order to prove that (α, γ ) is a Galois connection, we prove
• α is monotone on 〈A,⊆〉.
Let (Ss, Ss0, Ts), (Ss
′, Ss′0, Ts′) ∈ A with (Ss, Ss0, Ts) ⊆ (Ss′, Ss′0, Ts′). By definition of the order ⊆ on the domain A, we
have that Ss ⊆ Ss′, Ss0 ⊆ Ss′0 and Ts ⊆ Ts′.
By definition, α(Ss, Ss0, Ts) = ({α(P) | P ∈ Ss}, {α(P) | P ∈ Ss0}, {α(P1 →R P2) | P1 →R P2 ∈ Ts}). Since Ss ⊆ Ss′,{α(P) | P ∈ Ss} ⊆ {α(P) | P ∈ Ss′}. Analogously, since Ss0 ⊆ Ss′0 and Ts ⊆ Ts′, then {α(P) | P ∈ Ss0} ⊆ {α(P) | P ∈ Ss′0}
and {α(P1 →R P2) | P1 →R P2 ∈ Ts} ⊆ {α(P1 →R P2) | P1 →R P2 ∈ Ts′}.
Applying Lemma 58 we conclude that α(Ss, Ss0, Ts)⊆◦α(Ss′, Ss′0, Ts′).• γ is monotone on 〈A◦,⊆◦〉.
Let ts◦1 = (Ss◦1, Ss◦1,0, Ts◦1), ts◦2 = (Ss◦2, Ss◦2,0, Ts◦2) ∈ A◦ with ts◦1⊆◦ts◦2. We will prove by induction on i that if ts◦1 i⊆◦ts◦2 i
then γ (ts◦1 i) ⊆ γ (ts◦2 i).
n = 0. In this case, Ss◦10 = Ss◦1,0, Ss◦20 = Ss◦2,0, Ts◦10 = Ts◦20 = ∅. Note that , by hypothesis, ∀S◦1 ∈ Ss◦1,0 there exists
S◦2 ∈ Ss◦2,0 such that S◦1⊆◦S◦2 . Let γ (ts◦j ) = (Ssj, Ssj,0, Tsj). Assume that P ∈ Ss1,0, then, by definition of γ , α(P)⊆◦S◦1,0,
by Proposition 53, α(P)⊆◦Ss◦2,0.
Therefore, P ∈ Ss2,0 (where γ (ts◦i j) = (Ssij, Ssi,j, Tsij)). Hence, by definition of⊆, γ (ts◦10) ⊆ γ (ts◦20).
n > 0. ∀S◦1 ∈ Ss◦1n there exists S◦2 ∈ Ss◦2n such that S◦1◦σ S◦2 , and for each S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1n there exists S◦2 →◦R2◦S◦2 ′ ∈
Ts◦2n such that S◦1 →◦R1◦S◦1 ′◦(σ,σ1)S◦2 →◦R2◦S◦2 ′ for some σ1. Assume that P ∈ Ssn1, then, by definition of γ , α(P)⊆◦Ss◦1n,
by Proposition 53, α(P)⊆◦Ss◦2n. Therefore, P ∈ Ssn2.
Moreover, assume α(P →R P′)⊆◦Ts◦1n by Proposition 55, α(P →R P′)⊆◦Ts◦2n. Therefore, P →R P′ ∈ Ts2n.
Hence, by definition of⊆, γ (ts◦1n) ⊆ γ (ts◦2n).• γ (α(ts)) ⊇ ts.
Let ts = (Ss1, Ss1,0, Ts1) and γ (α(ts)) = (Ss2, Ss2,0, Ts2) where Ss2 = ({P | {α(P)}⊆◦{α(P) | P ∈ Ss1}}, Ss0,2 = {P |{α(P)}⊆◦{α(P) | P ∈ Ss1,0}}, and Ts2 = {P1 →R P2 | {α(P1 →R P2)}⊆◦{α(P1 →R P2) | P1 →R P2 ∈ Ts}}).
We first prove that ∀P ∈ Ss1 then P ∈ Ss2. Assume that P ∈ Ss1 then P ∈ {P | {α(P)}⊆◦{α(P) | P ∈ Ss1}} then
P ∈ Ss2. Analogously, we can prove that ∀P ∈ Ss1,0, P ∈ Ss2,0 and ∀P1 →R P2 ∈ Ts1, P1 →R P2 ∈ Ts2.
Hence, γ (α(ts)) ⊇ ts.
• α(γ (ts◦))⊆◦ts◦.
Let ts◦ = (Ss◦1, Ss◦1,0, Ts◦1) and α(γ (ts◦)) = (Ss◦2, Ss◦2,0, Ts◦2) where Ss◦2 =
{
α(P) | P ∈ {P | {α(P)}⊆◦Ss◦1}
}
, Ss◦2,0 ={
α(P) | P ∈ {P | {α(P)}⊆◦Ss◦1,0}
}
.
Ts◦2 =
{
α(P1 →R P2) | P1 →R P2 ∈ {P1 →R P2 | {α(P1 →R P2)}⊆◦Ts◦1}
}
. By definition, then,
{
α(P) | P ∈ {P |
{α(P)}⊆◦Ss◦1}
} ⊆ Ss◦1, Ss◦2,0 = {α(P) | P ∈ {P | {α(P)}⊆◦Ss◦1,0}} ⊆ Ss◦1,0 and Ts◦2 = {α(P1 →R P2) | P1 →R P2 ∈
{P1 →R P2 | {α(P1 →R P2)}⊆◦Ts◦1}
} ⊆ Ts◦1. Note that, by Lemma 58, we can conclude that α(γ (ts◦))⊆◦ts◦. 
A.2. Soundness of abstract semantics
Proof of Lemma 25. First we want to prove that the Algorithm of Definition 24 terminates. Note that S◦ is a finite set of
pairs (A◦, C◦) so steps 1 and 2 of the proposed algorithm which changes abstract labels different from the special label into
the special label with∞ terminate. Step (3) changes abstract label so that the corresponding pair can be deleted. So for each
i, the cardinality of the set of pairs of S◦(σ˜0 · . . . · σ˜i) decreases. Hence, the algorithm terminates in O(n2) time, where n is
the number of pairs in S◦.
Then, we prove that the resulting σ is semi-normalization for S◦.
Assume by contradiction that S◦σ is not normalized. Then at least one of the conditions of Definition 22 does not hold.
Therefore, we have three cases:
1. There exist (A◦2, C◦2 ), (B◦2, C◦2 ) ∈ S◦σ with A◦2 = B◦2. This gives a contradiction, since we should have applied another
time step (3), computing a new σ˜i ⊇ {A2 → B2} or vice versa.
2. There exist (A◦2, C◦2 ), (B◦2,D◦2) ∈ S◦σ with (B◦2)2 = (A◦2)2 = ∞.
Consider σ0, σ1, σ2 as in the algorithm and (A
◦, C◦), (A◦0, C◦0 ), (A◦1, C◦1 ) such that (A◦, C◦) ∈ S◦, (σ0(A◦), C◦σ0) =
(A◦0, C◦0 ) (σ1(A◦0), C◦0σ1) = (A◦1, C◦1 ) and (σ2(A◦1), C◦1σ2) = (A◦2, C◦2 ).
Since (A◦2)2 = ∞, we first want to show that A◦ = A◦0 = A◦1 = A◦2.
We have three cases:
• (A◦, C◦)was in S◦ andσ0 have changedA◦. This implies thatA◦0 = ((A◦)0,∞). Since thealgorithmdoesnot change
any abstract label with∞, this implies that also A◦2 should be equal to ((A◦2)1,∞). This gives a contradiction since,
by hypothesis, (A◦2)2 = ∞.• (A◦, C◦) was in S◦ and in S◦σ0 but σ1 have changed A◦. This implies that A◦1 = ((A◦)1,∞). Since the algorithm
does not change any abstract label with ∞, this implies that also A◦2 should be equal to ((A◦2)1,∞). This gives a
contradiction since, by hypothesis, (A◦2)2 = ∞.
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• (A◦, C◦) was in S◦ but neither σ0 nor σ1 have not changed A◦. This implies that A◦1 = A◦0 = A◦. Since σ2 changes
abstract labels (different from the special label) so that the corresponding pair can be deleted and (A◦2, C◦2 ) ∈ S◦σ
implying that the pair corresponding to A◦2 was not deleted, it cannot be the case thatσ2 have changed the abstract
label A◦1. Then A◦ = A◦0 = A◦1 = A◦2.
Since also (B◦2)2 = ∞, we can reason in the same way for B◦, saying that so we have that B◦ = B◦0 = B◦1 = B◦2.
Therefore, (A◦2, C◦2 ), (B◦2,D◦2) ∈ S◦ with (B◦2)2 = (A◦2)2 = ∞. This gives a contradiction, since we should have applied
step (1) in order to obtain σ0 = {A◦ → ((A◦)1,∞)}.
3. There exist (A◦2, C◦2 ), (B◦2,D◦2) ∈ S◦σ and (B◦2)2 = ∞ but (A◦2)2 = ∞. Since (A◦2)2 = ∞, reasoning as before we can
conclude that A◦ = A◦0 = A◦1 = A◦2.
Since step (3) of the algorithm does not change any abstract label with∞, we have three cases:
• (B◦,D◦) was in S◦ and (B◦)2 = ∞. Since step (1) does not change any label with ∞, (B◦,D◦) was in S◦σ0 and
(B◦)2 = ∞. Now we should have applied step (2) in order to obtain σ1 = {A◦ → ((A◦)1,∞)}. Since step (3)
does not change any abstract label with∞, (A◦2)2 should be equal to∞. This gives a contradiction.• (B◦,D◦) was in S◦ and (B◦)2 = ∞ but step (1) changed B◦ so that (B◦)0 = ∞. Then, we can reason as above.• (B◦,D◦)was in S◦ and (B◦)2 = ∞ but step (2) have changed B◦ so that (B◦)1 = ∞. By definition this implies that
there exists at least a (B˜◦1, D˜◦1) ∈ S◦σ0 such that (B˜◦)1 = ∞. By step (2), however, σ1 ⊇ {A◦2 → ((A◦2)1,∞),
since (A◦2)1 = ∞. This gives a contradiction since, by hypothesis, (A◦2)1 = ∞.
This concludes the proof. 
Proof of Lemma 29. First we want to prove that the Algorithm of Definition 28 terminates. By Proof of Lemma 25 S◦σ is
a finite set of pairs (A◦, C◦) so step (2) of the proposed algorithm which changes abstract labels different from the special
label into the special label with∞ terminates. Step (3) changes abstract label so that the corresponding pair can be deleted.
So for each i, the cardinality of the set of pairs of S◦(σ˜0 · . . . · σ˜i) decreases. So the algorithm terminates inO(n2) time, where
n is the number of pairs in S◦.
Next we prove that the resulting σ · σ3 · σ4 is still a semi-normalization for S◦.
Note that S◦σ is semi-normalized (by Lemma 24). step (2) changes all the abstract labels (different from the special label)
related to the same name into the special label with∞ Then for S◦σ ·σ3 Conditions 2 and 3 of Definition 22, still hold. Since
step (3) changes abstract label different from the special label ∞ so that the corresponding pair can be deleted, also for
S◦(σ ·σ3 ·σ4) Conditions 2 and 3 of Definition 22 hold. Then, we are left to prove that also S◦(σ ·σ3 ·σ4) satisfies Condition 1
of Definition 22. Assume by contradiction that this is not the case. Then, there exist (A◦2, C◦2 ), (B◦2, C◦2 ) ∈ S◦(σ ·σ3 ·σ4)with
A◦2 = B◦2. This gives a contradiction, since we should have applied another time step (3), computing a new σ˜i ⊇ {A2 → B2}
or vice versa. Then, we can conclude that S◦(σ · σ3 · σ4) is semi-normalized.
Finally, we have to show that S◦(σ · σ3 · σ4) satisfies Definition 26. Assume that this is not the case, i.e. there exists
an abstract name a◦ such that amb(S◦(σ · σ3 · σ4), a◦) = {(a◦, i)}i∈{1,...,n}, with n > maxa◦ . Since step (3) changes an
abstract label so that we can delete the corresponding pair and (a◦, i) ∈ S◦(σ · σ3 · σ4) for i = 1, . . . , n, this implies that,
for i = 1, . . . , n, (a◦, i) ∈ S◦(σ · σ3). Moreover, since step (2) changes abstract label into the special label with∞ and all
the i are different from the special label, for i = 1, . . . , n, (a◦, i) ∈ S◦σ . This gives a contradiction since step (3) should
have computed σ3 ⊇ ⋃i=1,...,n{(a◦, i) → (a◦,∞)}.
This concludes the proof. 
Lemma 59. Let P ∈ P be a well-labeled process such that  ∈ Na(P) and σ be an approximation function. Assume that
η◦(P◦) = (C◦1 , S◦1) and η◦(P◦σ) = (C◦2 , S◦2), then C◦1σ c C◦2 and S◦1 σ S◦2 .
Proof. We prove it by structural induction on the process P. The process P can be:
• ((νn)P). Then by definition of η◦, η◦((νn◦)P◦) = η◦(P◦) = (C◦1 , S◦1). On the other hand, η◦((νn◦)P◦σ) = η◦(P◦σ) =
(C◦2 , S◦2). By inductive hypothesis, C◦1σ c C◦2 and S◦1 σ S◦2 .• ([P]B). Then by definition of η◦, η◦([P◦]B◦) = ({(B◦, 1)}, {(B◦, C◦3 )} ∪ S◦3)where η◦(P◦) = (C◦3 , S◦3). On the other hand,
η◦([P◦σ ]B◦σ ) = ({(B◦σ, 1)}, {(B◦σ, C◦4 )} ∪ S◦4) where η◦(P◦σ) = (C◦4 , S◦4). By inductive hypothesis C◦3σ c C◦4 and
S◦3 σ S◦4 . Then (B◦, 1)σ c (B◦σ, 1). Moreover, by inductive hypothesis, S◦3 σ S◦4 .
Hence, {(B◦, C◦3 )} ∪ S◦3 σ {(σ (A◦), C◦4 )} ∪ S◦4 .• 0. Then the hypothesis holds trivially.
• (P1 | P2). Then by definition of η◦, η◦(P◦1 | P◦2 ) = (C1◦ ∪+ C2◦, S1◦∪◦S2◦) η◦(P◦i ) = (C◦i , S◦i ) for i ∈ {1, 2}. On the
other hand, η◦(P◦1σ | P◦2σ) = (C3◦ ∪+ C4◦, S3◦∪◦S4◦) η◦(P◦i σ) = (C◦i , S◦i ) for i ∈ {3, 4}. By inductive hypothesis,
C◦1σ c C◦3 and C◦2σ c C◦4 . Then, by definition of ∪+, (C1◦σ ∪+ C◦2σ) c (C◦3 ∪+ C◦4 ). Note that, by definition,
(C◦σ = ∪+(e,m)∈C{(σ (e),m)}, hence, (C◦1σ ∪+ C◦2σ) = (C◦1 ∪+ C◦2 )σ . Moreover, by inductive hypothesis, S◦1 σ S◦3 and
S◦2 σ S◦4 . Hence, by definition of, S◦1∪◦S◦2 σ S◦3∪◦S◦4 .• (recY . P◦). Then η◦(recY . (P◦))={(recY . (P◦), 1)},∅). On the other hand, η◦(recY . (P◦σ))={(recY . (P◦σ), 1)},∅).
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It is immediate to note that (recY . (P◦), 1)σ c (recY . (P◦σ), 1).
• +M. P◦[recX . Pμ/X]. Then we can reason as in the previous case.
This concludes the proof. 
Lemma 60. Let P, P′ ∈ P be well-labeled processes such that ∈ Na(P) and A ∈ La which is fresh for P and P′. If P ≡ P′ then
δ(A◦, P◦) = δ(A◦, P◦′).
Proof. By induction on the depth of P ≡ P′. The only critical case is the one of the rule (Pref), since if P ≡ P′, δ(A◦,M. P) is
not syntactically equal to δ(A◦,M. P′). Note, however, that δ(A◦,M. P) is equal to δ(A◦,M. P′) up to structural congruence
of processes P and P′. Note that we identify processes to up to structural congruence. 
By a sake of simplicity with S◦[A◦1/A◦ ]S
◦
1 , with S◦ ⊆ S◦1 , we indicate the result of the application S◦1[A◦1/A◦ ] restricted to the
pairs in S◦. By abuse of notation, with C◦[A◦1/A◦ ]S
◦
1 , C◦ configuration of S◦1 we indicate the result of the application S◦1[A◦1/A◦ ]
restricted to the configuration C◦.
Lemma61. Let P, P′ ∈ P bewell-labeledprocesses such that ∈ Na(P). For anyP →R P′ andA ∈ La which is fresh for P andP′,
for all S◦, S◦ normalizedwithmax = 0 and such that S◦ σ δ(A◦, P◦) if A◦ = , S◦ σ δ(A◦, P◦)∪(, {(A◦, 1)}) if A◦ = ,
there exists a state S◦′ and an approximation functionσ ′ such that S◦′ σ ′ δ(A◦, P◦′), S◦ →R◦1 S◦′ and δ(A◦, P◦) →R◦∪{(A◦,A◦)}
(A◦, P◦′) (σ,σ ′) S◦ →R◦1 S◦′.
Proof. The proof is by induction on the depth of the derivation P →R P′. The last rule applied could have been one of the
following Rules: Rec, In, Out,Merge, Res, Par, Amb or Cong of Table 1.
• Assume thatP →R P′ byapplyingRec. Itmeans thatP = recX . P,P′ = P[recX . Pμ/X],R = id(La(P))∪{(⊥,La(Pμ))}
with μ such that dom(μ) = La(P), La(P) ∩ La(Pμ) = ∅.
Note that
δ◦(A◦, P◦′) = δ◦(A◦, P◦[recX . P◦μ◦/X]) = {(A◦, C◦1 )} ∪ S◦1 where
η◦(P◦[recX . P◦μ◦/X]) = (C◦1 , S◦1)
Moreover,
δ◦(A◦, P◦) = δ◦(A◦, recX . P◦) = {(A◦, {(recX . P◦, 1)})}.
Consider now any S◦ σ δ(A◦, P◦), for some σ , S◦ satisfying the claim of the Lemma.
Bydefinitionof, (σ (A◦), {(recX . P◦σ, 1)∪+C◦o }) ∈ S◦, hence (recX . P◦σ,m) ∈{(recX . P◦σ, 1)∪+C◦o }withm c 1.
It is worth noting that δ does not introduce any abstraction on labels, therefore for all B◦ ∈ L◦a(P◦), B◦ ∈ L◦a(δ(A◦, P◦)),
hence σ(B◦) ∈ L◦a(S◦).
Then, we can apply Rec◦ of Table 6, obtaining that S◦→◦R◦S◦1 ∪ S◦2
S◦′ = S◦\◦{(σ (A◦), {(recX . P◦σ, 1) ∪+ C◦o })}
S◦1 =
(
S◦′[new(A◦)/σ(A◦)]
)⋃{(new(A◦), C◦a )}
η◦(P◦σ [recX . P◦σ/X]) = (C◦2 , S◦2),
C◦a = C◦o ∪+ C◦2 ,
R◦1 = R◦2 ∪ {(σ (A◦), new(A◦))} ∪ (⊥,L◦a(P◦σ)) and
R◦2 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦1 ∪ S◦2)}.
Wefirst prove that there exists aσ ′ such that S◦1∪S◦2 σ ′ δ(A◦, P◦′)withσ ′ such thatσ ′(A◦) = new(A◦),∀B◦ ∈ L◦a(P◦),
σ ′(B◦) = σ(B◦) and for all μ◦(B◦) ∈ La(P◦μ◦) σ ′(μ◦(B◦)) = σ(B◦).
Since P◦ is a well-labeled process, as a consequence, A◦ does not appear in L◦a(P◦) ∪ La(P◦μ◦).
First, let us prove by structural induction on P◦ that if η◦(P◦[recX . P◦μ◦/X]) =(C◦1 , S◦1) and η◦(P◦σ [recX . P◦σ/X]) =
(C◦2 , S◦2) then C◦1σ ′ c C◦2 and S◦1 σ ′ S◦2 .
The process P[recX . Pμ/X] can be:
− ((νn)P1)[recX . Pμ/X]. Then by definition of η◦, η◦((νn◦)P◦1 [recX . P◦μ◦/X]) = η◦(P◦1 [recX . P◦μ◦/X])= (C◦1 , S◦1).
On the other hand, η◦((νn◦)P◦1σ [recX . P◦σ/X]) = η◦(P◦1σ [recX . P◦σ/X]) = (C◦2 , S◦2). By inductive hypothesis,
C◦1σ ′ c C◦2 and S◦1 σ ′ S◦2 .
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− ([P1]B)[recX . Pμ/X]withB ∈ La(P). Thenbydefinition ofη◦,η◦([P◦1 [recX . P◦μ◦/X]]B◦ = ({(B◦, 1)}, {(B◦, C◦3 )}∪S◦3
where η◦(P◦1 [recX . P◦μ◦/X]) = (C◦3 , S◦3).
On the other hand, η◦([P◦1σ ]σ(B◦)[recX . P◦σ/X]) = ({(σ (B◦), 1)}, {(σ (B◦), C◦4 )} ∪ S◦4 where η◦(P◦1
σ [recX . P◦σ/X]) = (C◦4 , S◦4). By inductive hypothesis C◦3σ ′ c C◦4 and S◦3 σ ′ S◦4 . Since B◦ ∈ L◦a(P◦), σ ′(B◦) =
σ(B◦), then (B◦, 1)σ ′ c (σ (B◦), 1). Moreover, by inductive hypothesis, C◦3σ ′ c C◦4 and S◦3 σ ′ S◦4 . Hence,
(B◦, C◦3 ) ∪ S◦3 σ ′ (σ (B◦), C◦4 ) ∪ S◦4 .
− ([P1]μ(B))[recX . Pμ/X] with μ(B) ∈ La(Pμ). Then by definition of η◦, η◦([P◦1 [recX . P◦μ◦/X]]μ(B◦) = ({(μ(B◦),
1)}, {(μ(B◦), C◦3 )} ∪ S◦3 where η◦(P◦1 [recX . P◦μ◦/X]) = (C◦3 , S◦3). On the other hand, η◦([P◦1σ ]σ(B◦)[recX . P◦σ/X])
= ({(σ (B◦), 1)},{(σ (B◦), C◦4 )} ∪ S◦4 where η◦(P◦1σ [recX . P◦σ/X]) = (C◦4 , S◦4). By inductive hypothesis C◦3σ ′ c C◦4
and S◦3 σ ′ S◦4 . Since μ(B) ∈ La(Pμ), by definition of σ ′, σ ′(μ◦(B◦)) = σ(B◦), then (μ◦(B◦), 1)σ ′ c (σ (B◦), 1).
Moreover, by inductive hypothesis, C◦3σ ′ c C◦4 and S◦3 σ ′ S◦4 . Hence, (μ◦(B◦), C◦3 ) ∪ S◦3 σ ′ ((σ (B◦)), C◦4 ) ∪ S◦4 .− 0. Then the hypothesis holds trivially.
− (P1 | P2)[recX . Pμ/X]. Thenbydefinition ofη◦,η◦(P◦1 [recX . P◦μ◦/X] | P◦2 [recX . P◦μ◦/X]) = (C◦1 ∪+C◦2 , S◦1∪◦S◦2)
η◦(P◦i [recX . P◦μ◦/X]) = (C◦i , S◦i ) for i ∈ {1, 2}. On the other hand, η◦(P◦1σ [recX . P◦σ/X] | P◦2σ [recX . P◦ση1/X])
= (C◦3 ∪+ C◦4 , S◦3∪◦S4◦), η◦(P◦i σ [recX . P◦ση1/X]) = (C◦i , S◦i ) for i ∈ {3, 4}. By inductive hypothesis, C◦1σ ′ c C◦3
and C◦2σ ′ c C◦4 . Then, by definition of ∪+, (C1◦σ ′ ∪+ C◦2σ ′) c (C◦3 ∪+ C◦4 ). Note that, by definition, (C◦σ ′ =
∪+(e,m)∈C{(σ ′(e),m)}, hence, (C1◦σ ′ ∪+ C2◦σ ′) = (C1◦ ∪+ C◦2 )σ ′. Moreover, by inductive hypothesis, S◦1 σ ′ S◦3
and S◦2 σ ′ S◦4 . Hence, by definition of, S◦1∪◦S◦2 σ ′ S◦3∪◦S◦4 .− (recY . P◦1 )[recX . Pμ/X]. Then (recY . P◦1 )[recX . Pμ/X] = recY . (P◦1 [recX . Pμ/X]) and η◦(recY . (P◦1 [recX . Pμ/
X])) = ({(recY . (P◦1 [recX . Pμ/X]), 1)},∅). On the other hand, η◦(recY . (P◦1σ [recX . Pσ/X])) = ({(recY . (P◦1σ[recX . P◦σ/X]), 1)},∅). It is immediate to note that (recY . (P◦1 [recX . P◦μ◦/X]), 1)σ ′ c (recY . (P◦1σ [recX .
P◦σ/X]), 1).
− +M. P◦1 [recX . Pμ/X]. Then we can reason as in the previous case.
Note that
− {(A◦, C◦1 )} ∈ δ◦(A◦, P◦′), σ ′(A◦) = new(A◦) and (new(A◦), C◦a ) ∈ S◦1 with {(A◦, C◦1 )}σ ′ = {(new(A◦), C◦1σ ′)} c
C◦a = C◦o ∪+ C◦2 since, as we just proved, C◦1σ ′ c C◦2 .− S◦1 ∈ δ◦(A◦, P◦′) and S◦1 σ ′ S◦2 , as we just proved.
Therefore, we can conclude that for any S◦ σ {(A◦, {(recX . P◦, 1)})}with S◦ satisfying the claim of the Lemma, there
exists S◦1 ∪ S◦2 such that S◦ →R◦1 S◦1 ∪ S◦2 and S◦1 ∪ S◦2 σ ′ {(A◦, C◦1 )} ∪ S◦1 where (C◦1 , S◦1) = η◦(P◦[recX . P◦μ◦/X]).
We are now left to prove that δ(A◦, P) →R◦∪{(A◦,A◦)} δ(A◦, P′) (σ,σ ′) S◦ →R◦1 S◦1 ∪ S◦2 .
By definition ofwe have to prove that
− σ ′(R◦(⊥)) ⊆ R1◦(⊥). By definition, R◦(⊥) = L◦a(P◦μ◦). By definition of σ ′, ∀μ(B◦) ∈ L◦a(P◦μ◦), σ ′(B◦) =
σ(B◦).
On the other hand, by definition,R1◦(⊥) = L◦a(P◦σ).
Hence, σ ′(R◦(⊥)) ⊆ R◦1(⊥), holds.− For each B◦ ∈ {A◦} ∪ L◦a(P◦): either R◦(B◦) = ⊥ and R◦1 (σ (B◦)) = ⊥ or σ ′(R◦(B◦)) ⊆ R◦1(σ (B◦)). Since∀B◦ ∈ {A◦} ∪ L◦a(P◦),R◦(B◦) = ⊥, we are left to prove that σ ′(R◦(B◦)) ⊆ R◦1(σ (B◦)).
Consider now any B◦ ∈ L◦a(P◦), by definition ofR◦, we have σ ′(R◦(B◦)) = σ ′(B◦), since B◦ ∈ L◦a(P◦), by definition
of σ ′, σ ′(R◦(B◦)) = σ(B◦). On the other hand, by definition of R◦1, R◦1(σ (B◦)) = σ(B◦). Hence, σ ′(R◦(B◦)) ⊆
R1◦(σ (B◦)).
Consider now the abstract label A◦, by definition of R◦, we have σ ′(R◦(A◦)) = σ ′(A◦), by definition of σ ′,
σ ′(R◦(A◦)) = new(A◦). On the other hand, by definition of R◦1, R◦1(σ (A◦)) = new(A◦). Hence, σ ′(R◦(A◦)) ⊆
R1◦(σ (A◦)).• Assume that P →R P′ by applying In. It means that P = [+inm.M | Q ]D | [+inm. R | S]B, P′ = [[M | Q ]D | R | S]B
andR = id(La(P)).
Note that
δ◦(A◦, P◦′) = δ◦(A◦, [[M◦ | Q◦]D◦ | R◦ | S◦]B◦)
= {(A◦, {(B◦, 1)}), (B◦, {(D◦, 1)} ∪+ C◦r ∪+ C◦s ), (D◦, C◦m ∪+ C◦q )} ∪ S◦r ∪ S◦s ∪ S◦m ∪ S◦q
where
η◦(M◦) = (C◦m, S◦m), η◦(Q◦) = (C◦q , S◦q ), η◦(R◦) = (C◦r , S◦r ) and η◦(S◦) = (C◦s , S◦s ).
Moreover,
δ◦(A◦, P◦) = {(A◦, {(B◦, 1), (D◦, 1)}), (D◦, (+inm◦.M◦, 1) ∪+ C◦q ),
(B◦, {(+inm◦. R◦, 1)} ∪+ C◦s )} ∪ S◦q ∪ S◦s
Consider now any S◦ σ δ(A◦, P◦), for some σ , S◦ satisfying the claim of the Lemma.
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By definition of, {(σ (A◦), {(σ (B◦), 1)∪+ (σ (D◦), 1)}∪+C◦o ), (σ (D◦), {(+inm◦.M◦σ, 1)}∪+C◦qσ ∪+C◦f ), (σ (B◦),
{(+inm◦. R◦σ, 1)} ∪+ C◦s σ ∪+ C◦h )} ∪ S◦qσ ∪ S◦s σ ⊆ S◦.
By definition of ∪+, if σ(B◦) = σ(D◦) implies that (σ (B◦), 1) ∪+ (σ (D◦), 1) = (σ (B◦),m) with m >m 1. Hence, we
can apply In◦ of Table 6, obtaining that S◦→◦R◦S◦1 ∪ S◦2 with
S◦3 = {(σ (A◦), {(σ (B◦), 1) ∪+ (σ (D◦), 1)} ∪+ C◦o ),
(σ (B◦), {(+inm◦. R◦σ, 1) ∪+ C◦s σ ∪+ C◦h }),
(σ (D◦), {(+inm◦.M◦σ, 1) ∪+ C◦qσ ∪+ C◦f )},
S◦′ = S◦\◦S◦3
S◦1 =
(
S◦′[new(A◦)/σ(A◦)]
)⋃
{(new(A◦), C◦a,1), (new(B◦), C◦b,1), (new(D◦), C◦d,1)}
S◦2 = S◦m,1 ∪ S◦r,1
C◦b,1 = C◦s σ ∪+ C◦h ∪+ C◦r,1 ∪+ {(new(D◦), 1)} η◦(R◦σ) = (C◦r,1, S◦r,1)
C◦a,1 = C◦o ∪+ (new(B◦), 1)
C◦d,1 = C◦qσ ∪+ C◦f ∪+ C◦m,1 η◦(M◦σ) = (C◦m,1, S◦m,1)
R◦1 = R◦2 ∪ {(σ (A◦), new(A◦)), (σ (C◦), new(C◦)), (σ (D◦), new(D◦))}
R◦2 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦1 ∪ S◦2)}.
ByLemma59,η◦(R◦σ) = (C◦r σ, S◦r σ)andη◦(M◦σ) = (C◦mσ, S◦mσ). ThenC◦b,1 = C◦s σ∪+C◦h∪+C◦r σ∪+{(new(D◦), 1)},
C◦d,1 = C◦qσ ∪+ C◦f ∪+ C◦mσ and S◦2 = S◦mσ ∪ S◦r σ .
We first prove that there exists a σ ′ such that S◦1 ∪ S◦2 σ ′ δ(A◦, P◦′) with σ ′ such that σ ′(B◦) = new(B◦), σ ′(A◦) =
new(A◦), σ ′(D◦) = new(D◦) and ∀F◦ ∈ L◦a(P◦)\{B◦,D◦}, σ ′(F◦) = σ(F◦).
Since P◦ is a well-labeled process, as a consequence, A◦, B◦,D◦ do not appear in C◦q ∪ C◦s ∪ C◦m ∪ C◦r neither in S◦q ∪ S◦s ∪
S◦m ∪ S◦r . Therefore, by definition of σ ′, C◦qσ ′ = C◦qσ and the same holds for C◦s , C◦m and C◦r as well as for S◦q , S◦s , S◦m and S◦r .
Note that
− (A◦, {(B◦, 1)}) ∈ δ◦(A◦, P◦′), σ ′(A◦) = new(A◦) and (new(A◦), C◦a,1) ∈ S◦1 with {(B◦, 1)}σ ′ = {(new(B◦), 1)} c
C◦a,1.
− (B◦, {(D◦, 1)} ∪+ C◦r ∪+ C◦s ) ∈ δ◦(A◦, P◦′), σ ′(B◦) = new(B◦) and (new(B◦), C◦b,1) ∈ S◦1 with ({(D◦, 1)} ∪+ C◦r ∪+
C◦s )σ ′ = {new(D◦), 1)} ∪+ C◦r σ ∪+ C◦s σ) c C◦b,1.
− (D◦, C◦m ∪+ C◦q ) ∈ δ◦(A◦, P◦′), σ ′(D◦) = new(D◦) and (new(D◦), C◦d,1) ∈ S◦1 with (D◦, C◦m ∪+ C◦q )σ ′ = (new(D◦),
C◦mσ ∪+ C◦qσ) c C◦d,1.
− S◦m ∪ S◦r ∈ δ◦(A◦, P◦′), (S◦mσ ∪ S◦r σ) ∈ S◦2 . Then, by definition of σ ′, since (S◦m ∪ S◦r )σ ′ = (S◦m ∪ S◦r )σ ,
S◦m ∪ S◦r σ ′ (S◦mσ ∪ S◦r σ).
− S◦q ∪ S◦s ∈ δ◦(A◦, P◦′), and S◦qσ ∪ S◦s σ ⊆ S◦. Then, by definition, (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 . As we have
already pointed out, since P◦ is a well-labeled process, A◦, B◦,D◦ do not appear in S◦q ∪ S◦s .
Assume first that A◦ = . In this case also σ(A◦) =  ∈ amb(S◦q ∪ S◦s ). Then, by definition of σ ′, (S◦q ∪ S◦s )σ ′ =
(S◦q ∪ S◦s )σ , while (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
= (S◦q ∪ S◦s )σ . Therefore, we can conclude that S◦q ∪ S◦s σ ′ S◦qσ ∪
S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
Assume now that A◦ = , then, we have three cases:
∗ σ has introduced some abstraction on the labels A◦ so that σ(A◦) ∈ amb(S◦q ∪ S◦s ) and (A◦)2 = ∞. By
the claim of the lemma, S◦ σ {(, {(A◦, 1)}}. Moreover, by hypothesis, σ(A◦) ∈ amb(S◦q ∪ S◦s ), then, by
definition the operation [/], of (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
, in every configuration C◦ of (S◦q ∪ S◦s )σ containing
σ(A◦), replaces (σ (A◦), m), for any m, with (σ (A◦), [0 − ω]) and adds (new(A◦), [0 − ω]). Then, by definition,
(S◦q ∪ S◦s )σ id (S◦q ∪ S◦s )σ [new(A◦)/σ(A◦)]S
◦′
.
Therefore, by definition of σ ′, (S◦q ∪ S◦s )σ ′ = (S◦q ∪ S◦s )σ id (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
=(S◦q ∪ S◦s )σ . Hence,
we can conclude that S◦q ∪ S◦s σ ′ S◦qσ ∪ S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
∗ σ has introduced some abstraction on the labels A◦ so that σ(A◦) ∈ amb(S◦q ∪ S◦s ) and (A◦)2 = ∞. Then,
by definition of new, new(σ (A◦)) = σ(A◦). Therefore, by definition of σ ′, (S◦q ∪ S◦s )σ ′ = (S◦q ∪ S◦s )σ , while
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(S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
= (S◦q ∪ S◦s )σ . Hence, we can conclude that S◦q ∪ S◦s σ ′ S◦qσ ∪ S◦s σ [new(A◦)/σ(A◦)]S
◦′
⊆ S◦1 .∗ σ has not introduced any abstraction on the label A◦ so that σ(A◦) ∈ amb(S◦q ∪ S◦s ). Then, by definition of
σ ′, (S◦q ∪ S◦s )σ ′ = (S◦q ∪ S◦s )σ , while (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
= (S◦q ∪ S◦s )σ . Hence, we can conclude that
S◦q ∪ S◦s σ ′ S◦qσ ∪ S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
Therefore,wecanconclude that foranyS◦σ {(A◦, {(B◦, 1), (D◦, 1)}), (D◦, {(+inm◦.M◦, 1)}∪+C◦q ), (B◦, {(+inm◦.
R◦, 1)}∪+C◦s )}∪S◦q∪S◦s , S◦ satisfying theclaimof theLemma, thereexists S◦1∪S◦2 such that S◦ →R◦1 S◦1∪S◦2 and S◦1∪S◦2 σ ′
δ◦(A◦, [[M◦ | Q◦]D◦ | R◦ | S◦]B◦) = {(A◦, {(B◦, 1)}), (B◦, {(D◦, 1)}∪+ C◦r ∪+ C◦s ), (D◦, C◦m ∪+ C◦q )}∪ S◦r ∪ S◦s ∪ S◦m ∪ S◦q .
We are now left to prove that δ(A◦, P) →R◦∪{(A◦,A◦)} δ(A◦, P′) (σ,σ ′) S◦ →R◦1 S◦1 ∪ S◦2 . By definition of  we have
to prove that
− σ ′(R◦(⊥)) ⊆ R◦1(⊥). By definition,R◦(⊥) = ∅, then σ ′(R◦(⊥)) ⊆ R◦1(⊥) holds trivially.− For each F◦ ∈ {A◦} ∪ L◦a(P◦): either R◦(F◦) = ⊥ and R◦1(σ (F◦)) = ⊥ or σ ′(R◦(F◦)) ⊆ R◦1(σ (F◦)). Since∀F◦ ∈ {A◦} ∪ L◦a(P◦),R◦(F◦) = ⊥, we are left to prove that σ ′(R◦(F◦)) ⊆ R◦1(σ (F◦)).
Consider now any F◦ ∈ L◦a(P◦)\{A◦, B◦,D◦}, by definition of R◦, we have σ ′(R◦(F◦)) = σ ′(F◦), by definition
of σ ′, σ ′(F◦) = σ(F◦). Then, σ ′(R◦(F◦)) = σ(F◦). On the other hand, by definition of R◦1, R1◦(σ (F◦)) = σ(F◦).
Hence, σ ′(R◦(F◦)) ⊆ R1◦(σ (F◦)).
Consider nowan abstract label in {A◦, B◦,D◦}. Thenσ ′(R◦(A◦)) = σ ′(A◦)holds, then, by definition ofσ ′,σ(A◦) =
new(A◦). On the other hand, by definition of R◦1, R1◦(σ (A◦)) = new(A◦). Hence, σ ′(R◦(A◦)) ⊆ R1◦(σ (A◦)). The
same reasoning applies for the abstract labels B◦ and D◦.
• The case where P →R P′ is obtained by applying Out Rule, is similar to the previous one and therefore it is omitted.• Assume that P →R P′ by applyingMerge. It means that P = [+mergem.M | Q ]D | [+mergem. R | S]B, P′ = [M | Q |
R | S]A andR = id(La(P)\{B}) ∪ {(B,⊥)}.
Note that
δ◦(A◦, P◦′) = δ◦(A◦, [M◦ | Q◦ | R◦ | S◦]D◦) = {(A◦, (D◦, 1)), (D◦, C◦m ∪+ C◦q ∪+ C◦r ∪+ C◦s )} ∪ S◦m ∪ S◦q ∪ S◦r ∪ S◦s
where
η◦(M◦) = (C◦m, S◦m), η◦(Q◦) = (C◦q , S◦q ), η◦(R◦) = (C◦r , S◦r ) and
η◦(S◦) = (C◦s , S◦s ).
Moreover,
δ◦(A◦, P◦) = {(A◦, {(B◦, 1), (D◦, 1)}), (D◦, {(+mergem◦.M◦, 1)} ∪+ C◦q ),
(B◦, {(+mergem◦. R◦, 1)} ∪+ C◦s )} ∪ S◦q ∪ S◦s
Consider now any S◦ σ δ(A◦, P◦), for some σ , S◦ satisfying the claim of the Lemma.
By definition of, {(σ (A◦), {(B◦σ, 1) ∪+ (D◦σ, 1)} ∪+ C◦o ),
(D◦σ, {(+mergem◦.M◦σ, 1)} ∪+ C◦qσ ∪+ C◦f ),
(B◦σ, {(+mergem◦. R◦, 1)}σ ∪+ C◦s σ ∪+ C◦h )} ∪ S◦qσ ∪ S◦s σ ⊆ S◦.
If B◦σ = D◦σ implies that (B◦σ, 1) ∪+ (D◦σ, 1) = (B◦σ,m) with m >m 1. Hence, we can applyMerge◦ of Table 6,
obtaining that S◦→◦RS◦1 ∪ S◦2
S◦3 = {(σ (A◦), {(σ (B◦), 1) ∪+ (σ (D◦), 1)} ∪+ C◦o ),
(σ (B◦), {(+inm◦. R◦σ, 1) ∪+ C◦s σ ∪+ C◦h }),
(σ (D◦), {(+inm◦.M◦σ, 1) ∪+ C◦qσ ∪+ C◦f )},
S◦′ = S◦\◦S◦3
S◦1 =
(
S◦′[new(A◦)/σ(A◦)]
)⋃{(new(A◦), C◦a,1), (new(D◦), C◦d,1)}
S◦2 = S◦m,1 ∪ S◦r,1
C◦d,1 = C◦qσ ∪+ C◦f ∪+ C◦m,1 ∪+ C◦r,1 ∪+ C◦s σ ∪+ C◦h
η◦(M◦σ) = (C◦m,1, S◦m,1) η◦(R◦σ) = (C◦r,1, S◦r,1)
C◦a,1 = C◦o ∪+ {(new(D◦), 1)}
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R◦1 = R◦2 ∪ {(σ (A◦), new(A◦)), (D◦σ, new(D◦))} ∪ {(B◦σ,⊥)}
R◦2 = {(B◦, B◦) | B◦ ∈ L◦a(S◦) ∩ L◦a(S◦1 ∪ S◦2)}
By Lemma 59, η◦(R◦σ) = (C◦r σ, S◦r σ) and η◦(M◦σ) = (C◦mσ, S◦mσ). Then C◦d,1 = C◦qσ ∪+ C◦f ∪+ C◦mσ ∪+ C◦r σ ∪+
C◦s σ ∪+ C◦h and S◦2 = S◦mσ ∪ S◦r σ .
We first prove that there exists a σ ′ such that S◦1 ∪ S◦2 σ ′ δ(A◦, P◦′) with σ ′ such that σ ′(A◦) = new(A◦) and
σ ′(D◦) = σ(D◦) and ∀F◦ ∈ L◦a(P◦)\{D◦}, σ ′(F◦) = σ(F◦).
Since P◦ is awell-labeled process, as a consequence,A◦,D◦ donot appear inC◦q ∪C◦s ∪C◦m∪C◦r neither in S◦q∪S◦s ∪S◦m∪S◦r .
Therefore, by definition of σ ′, C◦qσ ′ = C◦qσ and the same holds for C◦s , C◦m and C◦r as well as for S◦q , S◦s , S◦m and S◦r .
Note that
− (A◦, {(D◦, 1)}) ∈ δ◦(A◦, P◦′), σ ′(A◦) = new(A◦) and (new(A◦), C◦a,1) ∈ S◦1 with {(D◦, 1)}σ ′ = {(new(D◦), 1)} c
C◦a,1.
− (D◦, C◦m ∪+ C◦q ∪+ C◦r ∪+ C◦s ) ∈ δ◦(A◦, P◦′), σ ′(D◦) = new(D◦) and (new(D◦), C◦d,1) ∈ S◦1 with (C◦m ∪+ C◦q ∪+
C◦r ∪+ C◦s )σ ′ = (C◦mσ ′ ∪+ C◦qσ ′ ∪+ C◦r σ ′ ∪+ C◦s σ ′) = C◦mσ ∪+ C◦qσ ∪+ C◦r σ ∪+ C◦s σ) c C◦d,1.
− S◦m ∪ S◦r ∈ δ◦(A◦, P◦′), (S◦mσ ∪ S◦r σ) ∈ S◦2 . Then, by definition of σ ′, since (S◦m ∪ S◦r )σ ′ = (S◦m ∪ S◦r )σ , S◦m ∪ S◦r σ ′
(S◦mσ ∪ S◦r σ).
− S◦q ∪ S◦s ∈ δ◦(A◦, P◦′), and S◦qσ ∪ S◦s σ ⊆ S◦. Then, by definition, (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 . As we have
already pointed out, since P◦ is a well-labeled process, A◦, B◦,D◦ do not appear in S◦q ∪ S◦s .
Assume first that A◦ = . In this case also σ(A◦) =  ∈ amb(S◦q ∪ S◦s ). Then, by definition of σ ′, (S◦q ∪ S◦s )σ ′ =
(S◦q ∪ S◦s )σ , while (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
= (S◦q ∪ S◦s )σ . Therefore, we can conclude that S◦q ∪ S◦s σ ′ S◦qσ ∪
S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
Assume now that A◦ = , then, we have three cases:
∗ σ has introduced some abstraction on the labels A◦ so that σ(A◦) ∈ amb(S◦q ∪ S◦s ) and (A◦)2 = ∞. By
the claim of the lemma, S◦ σ {(, {(A◦, 1)}}. Moreover, by hypothesis, σ(A◦) ∈ amb(S◦q ∪ S◦s ), then, by
definition the operation [/], of (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′
, in every configuration C◦ of (S◦q ∪ S◦s )σ containing
σ(A◦), replaces (σ (A◦), m), for any m, with (σ (A◦), [0− ω]) and adds (new(A◦), [0− ω]). Then, by definition,
(S◦q ∪S◦s )σ id (S◦q ∪S◦s )σ [new(A◦)/σ(A◦)]S
◦′
. Therefore, by definition ofσ ′, (S◦q ∪S◦s )σ ′ = (S◦q ∪S◦s )σ id (S◦qσ ∪
S◦s σ)[new(A◦)/σ(A◦)]S
◦′ = (S◦q ∪ S◦s )σ . Hence, we can conclude that S◦q ∪ S◦s σ ′ S◦qσ ∪ S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
∗ σ has introduced some abstraction on the labels A◦ so that σ(A◦) ∈ amb(S◦q ∪ S◦s ) and (A◦)2 = ∞. Then, by
definition of new, new(σ (A◦)) = σ(A◦). Therefore, by definition of σ ′, (S◦q ∪ S◦s )σ ′ = (S◦q ∪ S◦s )σ , while (S◦qσ ∪
S◦s σ)[new(A◦)/σ(A◦)]S
◦′ = (S◦q ∪ S◦s )σ . Hence, we can conclude that S◦q ∪ S◦s σ ′ S◦qσ ∪ S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
∗ σ has not introduced any abstraction on the label A◦ so that σ(A◦) ∈ amb(S◦q ∪ S◦s ). Then, by definition of σ ′,
(S◦q ∪ S◦s )σ ′ = (S◦q ∪ S◦s )σ , while (S◦qσ ∪ S◦s σ)[new(A◦)/σ(A◦)]S
◦′ = (S◦q ∪ S◦s )σ . Hence, we can conclude that
S◦q ∪ S◦s σ ′ S◦qσ ∪ S◦s σ [new(A◦)/σ(A◦)]S
◦′ ⊆ S◦1 .
Therefore, we can conclude that for any S◦ σ {(A◦, {(B◦, 1), (D◦, 1)}), (D◦, {(+mergem◦.M◦, 1)} ∪+ C◦q ),
(B◦, {(+mergem◦. R◦, 1)} ∪+ C◦s )} ∪ S◦q ∪ S◦s , with S◦ satisfying the claim of the Lemma, there exists S◦1 ∪ S◦2 such
that S◦ →R◦1 S◦1 ∪ S◦2 and S◦1 ∪ S◦2 σ ′ δ◦(A◦, [[M◦ | Q◦ | R◦ | S◦]D
◦
).
We are now left to prove that δ(A◦, P) →R◦∪{(A◦,A◦)} δ(A◦, P′) (σ,σ ′) S◦ →R◦1 S◦1 ∪ S◦2 . By definition of  we have
to prove that
− σ ′(R◦(⊥)) ⊆ R◦1(⊥). By definition,R◦(⊥) = ∅, then σ ′(R◦(⊥)) ⊆ R◦1(⊥) holds trivially.− For each F◦ ∈ {A◦} ∪ L◦a(P◦): eitherR◦(F◦) = ⊥ andR◦1(σ (F◦)) = ⊥ or σ ′(R◦(F◦)) ⊆ R1◦(σ (F◦)). By definition
of R, B◦ is the only abstract label such that R◦(B◦) = ⊥. Consider now R◦1(σ (B◦)). By definition of R1◦, also
R1◦(σ (B◦)) = ⊥.
Consider now any F◦ ∈ L◦a(P◦)\{A◦,D◦}, by definition of R◦, we have σ ′(R◦(F◦)) = σ ′(F◦), by definition of
σ ′, σ ′(R◦(F◦)) = σ(F◦). On the other hand, by definition of R◦1, R◦1(σ (F◦)) = σ(F◦). Hence, σ ′(R◦(F◦)) ⊆
R1◦(σ (F◦)).
Consider now an abstract label in {A◦,D◦}. Then σ ′(R◦(A◦)) = σ ′(A◦) holds, then, by definition of σ ′, σ ′(A◦) =
new(A◦). On the other hand, by definition of R◦1, R1◦(σ (A◦)) = new(A◦). Hence, σ ′(R◦(A◦)) ⊆ R1◦(σ (A◦)). The
same reasoning applies for the abstract label D◦.
• Assume that P →R P′ by applying Amb.
It means that P = [M]B, P′ = [Nη1]B andR = R1η1 ∪ {(B, B)}, whereM →R1 N, B ∈ La(Nη1), dom(η1) = new(R1)).
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By definition,
δ◦(A◦, P◦) = {(A◦, {(B◦, 1)})} ∪ δ◦(B◦,M◦).
Moreover,
δ◦(A◦, P◦′) = {(A◦, {(B◦, 1)})} ∪ δ◦(B◦,N◦η◦1).
Note that, by hypothesis, A◦ is fresh for the processes La([M]B) and La([Nη1]B).
Consider now any S◦2 σ δ(A◦, P◦), for some σ , S◦2 satisfying the claim of the Lemma. Note that B is fresh label for
the process M, since P is a well-labeled process, moreover, B is fresh label for the process Nη1. Hence, since B
◦ = ,
by inductive hypothesis, there exists S◦3 ′, such that ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ →◦R◦2S◦3
′ with δ◦(B◦,M◦)
→◦R◦1η◦1∪(B◦,B◦)δ◦(B◦,N◦η◦1) (σ,σ ′) ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ →◦R◦2S◦3
′, for some σ ′. Graphically,
δ◦(B◦,M◦)
σ

→◦R◦1η◦1∪{(B◦,B◦)} δ◦(B◦,N◦η◦1)
σ ′

((,{(B◦,1)})∪δ◦(B◦,M◦))σ →◦R◦2 S◦3 ′
It is worth noting that since δ◦(B◦,M◦)→◦R◦1η◦1∪{(B◦,B◦)}δ◦(B◦,N◦η◦1) (σ,σ ′) ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ →◦R◦2S◦3
′
the following holds:
[a1] δ◦(B◦,M◦) σ ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ and δ◦(B◦,N◦η◦1) σ ′ S◦3 ′.
[a2] σ ′(R◦1η◦1 ∪ {(B◦, B◦)}(⊥)) = σ ′(R◦1η◦1(⊥)) ⊆ R◦2(⊥).
[a3] IfR◦1η◦1(F◦) = ⊥ implies thatR◦2(σ (F◦)) = ⊥.
[a4] σ ′(R◦1η◦1 ∪ {(B◦, B◦)}(F◦)) ⊆ R◦2(σ (F◦)).
Consider now S◦2 σ δ(A◦, P◦), S◦2 , as before. By definition {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})} ⊆ S◦2 .
Assume that we have applied one of the Rules Rec◦, In◦,Out◦ orMerge◦. It easy to note (see the proofs of Rec◦, In◦,
Out◦ orMerge◦ ) that we can apply to S◦2 the same rule we have applied in ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ →◦R◦2S◦3
′, in
order to obtain that S◦2 →◦˜R◦S◦4 ,where S◦4 ⊇ {(σ (A◦), Cn∪+{(σ (B◦), 1)})[new(D
◦)/σ(D◦)]}S
◦′
, for someabstract labelD◦ and
some S◦′ ⊆ S◦2 , S◦4 id (S◦3 ′\{(, {(σ (B◦), 1)})}) and R˜◦ = R◦2 ∪ {(σ (A◦), σ (A◦))} ∪ id(La(S◦2)\(La(δ(B◦,M◦)σ ) ∪{σ(A◦)})).
In the following, let S◦3 = (S◦3 ′\{(, {(σ (B◦), 1)})}).
For proving that S◦4 id S◦3 holds, note that we have the following cases:− The number of fathers of ambient σ(D◦) in ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ is more than one. Then, by definition,
S◦4 ⊇ S◦3 . Hence, S◦4 id S◦3 .− The number of fathers of ambient σ(D◦) in ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ is one as well as the number of fathers
of ambient σ(D◦) in S◦2 . Then, by definition, S◦4 ⊇ S◦3 . Hence, S◦4 id S◦3 .− The number of fathers of ambient σ(D◦) in ((, {(B◦, 1)}) ∪ δ◦(B◦,M◦))σ is one while the number of fathers
of ambient σ(D◦) in S◦2 is more than one. Then, by definition, in every configuration related to possible fathers of
ambient σ(D◦) in S◦2 we have replaced (σ (D◦), m), for any m, with (σ (D◦), [0− ω]) and added (new(D◦), [0− ω]).
Therefore, S◦4 id S◦3 .
Then, we can conclude that S◦4 id S◦3 .
Graphically,
δ◦(B◦,M◦)∪{(A◦,{(B◦,1)})}
σ

→◦R◦1η◦1∪{(B◦,B◦),(A◦,A◦)} δ◦(B◦,N◦η◦1)∪{(A◦,{(B◦,1)})}
σ ′′

S◦2 →◦˜R◦ S◦4
with S◦2 ⊇ δ◦(B◦,M◦)σ∪{(σ (A◦), Cn∪+{(σ (B◦), 1)})} and S◦4 id {(σ (A◦), Cn∪+{(σ (B◦), 1)})[new(D◦)/σ(D◦)]}S
◦′ ∪S◦3 .
We first prove that S◦2 →◦˜R◦S◦4 is well defined.
We have the following cases:
(1) B◦ = D◦ and σ(B◦) = σ(D◦).
Then {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})[new(D◦)/σ(D◦)]S
◦′ } = {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})}.
Therefore, S◦4 id {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})} ∪S◦3 and, by definition, (σ (B◦), σ (B◦)) ∈ R◦2.
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(2) B◦ = D◦ but σ(B◦) = σ(D◦) and (σ (B◦))2 = ∞. By definition of δ◦ of the well-labeled processM◦, since B◦ = D◦,
σ(D◦) appears in at least one configuration of δ◦(B◦,M◦)σ . Then, since σ(B◦) = σ(D◦), in S◦2 there are at least two
fathers of ambient σ(D◦).
Then {(σ (A◦), Cn∪+{(σ (B◦), 1)})[new(D◦)/σ(D◦)]S
◦′ }= {(σ (A◦), Cn∪+{(σ (B◦), [0−ω])}∪+ {(new(D◦), [0−ω])})}.
Therefore, S◦4 id {(σ (A◦), Cn ∪+ {(σ (B◦), [0 − ω])} ∪+ {(new(D◦), [0 − ω])})} ∪S◦3 and, by definition,
(σ (B◦), σ (B◦)) ∈ R◦2.
(3) B◦ = D◦ but σ(B◦) = σ(D◦) and (σ (B◦))2 = ∞.
By definition, new(D◦) = D◦.
Then {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})[new(D◦)/σ(D◦)]S
◦′ }= {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})}.
Therefore, S◦4 id {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})} ∪S◦3 and, by definition, (σ (B◦), σ (B◦)) ∈ R◦2.
(4) B◦ = D◦, OS◦2 (σ (B◦)) = 1 and (σ (B◦))2 = ∞. Note that if (σ (B◦))2 = ∞we can reason as the previous case.
Then {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})[new(D◦)/σ(D◦)]S
◦′ } = {(σ (A◦), Cn ∪+ {(new(B◦), 1)})}.
Therefore, S◦4 id {(σ (A◦), Cn ∪+ {(new(B◦), 1)})} ∪ S◦3 and, by definition, (σ (B◦), new(B◦)) ∈ R◦2.
(5) B◦ = D◦, OS◦2 (σ (B◦)) > 1 and (σ (B◦))2 = ∞.
Then {(σ (A◦), Cn∪+{(σ (B◦), 1)})[new(D◦)/σ(D◦)]S
◦′ } = {(σ (A◦), Cn∪+{(new(B◦), [0−ω])}∪+{(σ (B◦), [0−ω])})}.
Therefore, S◦4 id {(σ (A◦), Cn ∪+ {(new(B◦), [0 − ω])} ∪+ {(σ (B◦), [0 − ω])})} ∪ S◦3 and, by definition,
(σ (B◦), new(B◦)) ∈ R◦2.
Now let σ ′′ such that ∀F◦ ∈ La(δ◦(B◦,N◦η◦1)), σ ′′(F◦) = σ ′(F◦), moreover, σ ′′(A◦) = σ(A◦).
In order to prove that δ◦(B◦,M◦) ∪ {(A◦, {(B◦, 1)})}→◦R◦1η◦1∪{(B◦,B◦),(A◦,A◦)} δ◦(B◦,N◦η◦1) ∪ {(A◦, {(B◦, 1)})} (σ,σ ′′)
S◦2 →◦˜R◦S◦4 , we prove:
[b1] δ◦(B◦,M◦) ∪ {(A◦, {(B◦, 1)})} σ S◦2 and S◦4 σ ′′ {(A◦, {(B◦, 1)})} ∪ δ◦(B◦,N◦η◦1).
Note that, since we have chosen S◦2 such that S◦2 σ δ(A◦, P◦), for some σ , then by definition of δ◦, δ◦(B◦,M◦) ∪{(A◦, {(B◦, 1)})} σ S◦2 .
By [a1] we have that δ◦(B◦,N◦η◦1) σ ′ S◦3 ′. Note that by definition of δ◦ of the well-labeled process
N◦η◦1, (, {(σ (B◦), 1)}) ∈ δ◦(B◦,N◦η◦1). Hence, δ◦(B◦,N◦η◦1) σ ′ S◦3 . We have discussed that S◦4 id S◦3 . Since
σ ′′ coincides with σ ′ on La(δ◦(B◦,N◦η◦1)), then, we can conclude that δ◦(B◦,N◦η◦1) σ ′′ S◦4 .
Moreover, S◦4 ⊇ (σ (A◦), Cn ∪+ {(σ (B◦), 1)})[new(D◦)/σ(D◦)]S
◦′
, for some abstract label D◦.
As before, we have the following cases:
− B◦ = D◦ and σ(B◦) = σ(D◦).
Since B◦ is the root of abstract state of δ◦(B◦,N◦η◦1), σ ′(B◦) = σ(B◦). Moreover, by (1), S◦4 id {(σ (A◦), Cn ∪+{(σ (B◦), 1)})} ∪ S◦3 .
Therefore, by definition of σ ′′, (A◦, {(B◦, 1)}) σ ′′ S◦4 .− B◦ = D◦ but σ(B◦) = σ(D◦) and (σ (B◦))2 = ∞.
Since B◦ = D◦, σ(D◦) appears in at least one configuration of δ◦(B◦,M◦)σ . Then, since σ(B◦) = σ(D◦), in S◦2
there are at least two fathers of ambient σ(D◦). In this case, σ ′(B◦) = σ(B◦).
Moreover, by (2), S◦4 id {(σ (A◦), Cn ∪+ {(σ (B◦), [0 − ω])} ∪+ {(new(D◦), [0 − ω])})} ∪S◦3 . Therefore, by
definition of σ ′′, (A◦, {(B◦, 1)}) σ ′′ S◦4 .− B◦ = D◦ but σ(B◦) = σ(D◦) and (σ (B◦))2 = ∞. By definition, new(D◦) = D◦.
In this case, σ ′(B◦) = σ(B◦).
Moreover, by (3), S◦4 id {(σ (A◦), Cn ∪+ {(σ (B◦), 1)})} ∪S◦3 .
Therefore, by definition of σ ′′, (A◦, {(B◦, 1)}) σ ′′ S◦4 .− B◦ = D◦, OS◦2 (σ (B◦)) = 1 and (σ (B◦))2 = ∞. Note that if (σ (B◦))2 = ∞we can reason as the previous case.
In this case, σ ′(B◦) = new(B◦). Moreover, by (4), S◦4 id {(σ (A◦), Cn ∪+ {(new(B◦), 1)})} ∪ S◦3 .
Therefore, by definition of σ ′′, (A◦, {(B◦, 1)}) σ ′′ S◦4 .− B◦ = D◦, OS◦2 (σ (B◦)) > 1 and (σ (B◦))2 = ∞.
In this case, σ ′(B◦) = new(B◦). Moreover, by (5), S◦4 id {(σ (A◦), Cn∪+ {(new(B◦), [0−ω])}∪+ {(σ (B◦), [0−
ω])})} ∪ S◦3 .
Therefore, by definition of σ ′′, (A◦, {(B◦, 1)}) σ ′′ S◦4 .
[b2] σ ′′(R◦1η◦1 ∪ {(B◦, B◦), (A◦, A◦)})(⊥) ⊆ R˜◦(⊥).
By definition of R˜◦, to prove the previous formula boils down to show that σ ′′(R◦1η◦1(⊥)) ⊆ R◦2(⊥). By [a2] and
definition of σ ′′, σ ′′(R◦1η◦1(⊥)) = σ ′(R◦1η◦1(⊥)) ⊆ R◦2(⊥).
[b3] IfR◦1η◦1 ∪ {(B◦, B◦), (A◦, A◦)}(F◦) = ⊥ implies that R˜◦(σ (F◦)) = ⊥.
By definition of R˜◦ to prove theprevious formula boils down to show that ifR◦1η◦1(F◦) = ⊥ implies thatR◦2(σ (F◦)) =⊥. By [a3] we know that ifR◦1η◦1(F◦) = ⊥ implies thatR◦2(σ (F◦)) = ⊥.
[b4] σ ′′(R◦1η◦1 ∪ {(B◦, B◦), (A◦, A◦)})(F◦) ⊆ R˜◦(σ (F◦)). We have two cases:− Consider the abstract label A◦ of {(A◦, {(B◦, 1)})}.
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In this case, σ ′′(R◦1η◦1 ∪ {(B◦, B◦), (A◦, A◦)})(A◦) = σ ′′(A◦), by definition of σ ′′, σ ′′(A◦) = σ(A◦), while by
definition of R˜◦, R˜◦(σ (A◦)) = σ(A◦).
− consider any abstract label F◦ ∈ La(δ◦(B◦,M◦)).
In this case, σ ′′(R◦1η◦1 ∪ {(B◦, B◦), (A◦, A◦)})(F◦) = σ ′(R◦1η◦1 ∪{(B◦, B◦)})(F◦).
By [a4] we have that σ ′(R◦1η◦1 ∪ {(B◦, B◦)}(F◦)) ⊆ R◦2(σ (F◦).
To concludeassumenowthatwehavenot appliedoneof theRulesRec◦, In◦,Out◦ orMerge◦. Then S◦4 ⊇ (σ (A◦), Cn∪+
{(σ (B◦), 1)})∪S◦3 , and R˜◦ = R◦2∪{(σ (A◦), σ (A◦))}∪id(La(S◦2)\(La(δ(B◦,M◦)σ )∪{σ(A◦)})). Letσ ′′ asbefore. Inorder
to prove that δ◦(B◦,M◦)∪{(A◦, {(B◦, 1)})}→◦R◦1η◦1∪{(B◦,B◦)}∪{(A◦,A◦)}δ◦(B◦,N◦η◦1)∪{(A◦, {(B◦, 1)})} (σ,σ ′′) S◦2 →◦˜R◦S◦4 ,
we prove:
[c1] δ◦(B◦,M◦) ∪ {(A◦, {(B◦, 1)})} σ S◦2 and S◦4 σ ′′ {(A◦, {(B◦, 1)})} ∪ δ◦(B◦,N◦η◦1).
Note that, since we have chosen S◦2 such that S◦2 σ δ(A◦, P◦), for some σ , then by definition of δ◦, δ◦(B◦,M◦) ∪{(A◦, {(B◦, 1)})} σ S◦2 . By [a1] we have that δ◦(B◦,N◦η◦1) σ ′ S◦3 ′, we have showed that S◦4 ⊇ S◦3 . Note that
by definition of δ◦ of the well-labeled process N◦η◦1, (, {(σ (B◦), 1)}) ∈ δ◦(B◦,N◦η◦1). Hence, δ◦(B◦,N◦η◦1) σ ′
S◦3 . Since σ ′′ coincides with σ ′ on La(δ◦(B◦,N◦η◦1)), then δ◦(B◦,N◦η◦1) σ ′′ S◦4 . Moreover, S◦4 ⊇ (σ (A◦), Cn ∪+{(σ (B◦), 1)}). Therefore, by definition of σ ′′, (A◦, {(B◦, 1)}) σ ′′ S◦4 .
[c2] As the previous point [b2].
[c3] As the previous point [b3].
[c4] As the first case of previous point [b4].
• Assume that P →R P′ by applying Par. It means that P = P1 | R, P′ = P2η1 | R and R = R1η1 ∪ id(La(R)), where
P1 →R1 P2, La(R) ∩ La(P2η1) = ∅ and dom(η1) = new(R1).
By definition,
δ◦(A◦, P◦) = {(A◦, C◦r ∪◦C◦p1)} ∪ S◦r ∪ S◦p1 where
η◦(R◦) = (C◦r , S◦r ) and η◦(P◦1 ) = (C◦p1 , S◦p1).
Moreover,
δ◦(A◦, P◦′) = {(A◦, C◦r ∪◦C◦p2)} ∪ S◦r ∪ S◦p2 where
η◦(P◦2η1) = (C◦p2 , S◦p2).
In this case, the proof is similar to the previous case and therefore it is just sketched. We can reason as follows.
Consider any S◦2 σ δ(A◦, P◦), for some σ and S◦2 satisfying the claim of the Lemma. Note that A is fresh label for the
process P1 and A is fresh label for the process P2η1. Moreover, S
◦
2 σ δ(A◦, P◦1 )={(A◦, C◦p2)}∪S◦p2 . Therefore, we can apply
the inductive hypothesis. We have two cases:
− Assume that A = . By inductive hypothesis, there exists S◦3 ′, such that {(σ (A◦), C◦p1σ)} ∪ S◦p1σ →◦R◦2S◦3
′ with
δ◦(A◦, P◦1 )→◦R◦1η◦1∪(A◦,A◦)δ◦(A◦, P◦2η◦1) (σ,σ ′) {(σ (A◦), C◦p1σ)} ∪ S◦p1σ →◦R◦2S◦3
′, for some σ ′. Graphically,
δ◦(A◦,P◦1 )
σ

→◦R◦1η◦1∪{(A◦,A◦)} δ◦(A◦,P◦2η◦1)
σ ′

{(σ (A◦),C◦p1σ)}∪S◦p1σ →
◦
R◦2 S
◦
3
′
Consider now S◦2 σ δ(A◦, P◦) and S◦2 , as before.
By definition, {(σ (A◦), C◦q ∪+ (C◦r σ))} ⊆ S◦2 and S◦r σ id S◦2 .
Assume that we have applied one of the Rules Rec◦, In◦,Out◦ or Merge◦. It easy to note (see the proofs of
Rec◦, In◦,Out◦ orMerge◦ ) thatwe can apply to S◦2 the same rulewehave applied in {(σ (A◦), C◦p1σ)}∪S◦p1σ →◦R◦2S◦3
′,
in order to obtain that S◦2 →◦˜R◦S◦4 , where S◦4 ⊇ {(σ (A◦), C◦q ∪+ (C◦r σ))}[new(D
◦)/D◦ ]S
◦
2 , S◦r σ [new(D◦)/D◦ ]S
◦
2 id S◦4 ,
R˜◦ = R◦2 ∪ {(σ (A◦), σ (A◦))} ∪ id(La(S◦2)\(La(δ(A◦, P◦1 )σ ) ∪ {σ(A◦)})). Moreover, S◦4 id S◦3 ′. The proof that
S◦4 id S◦3 ′ is based on themonotonicity of the operators\◦ and [../.] and is similar to the one of RuleAmb. Graphically,
{(A◦,C◦r ∪◦C◦p1 )}∪S◦r ∪S◦p1
σ

→◦R◦1η◦1∪(A◦,A◦)} {(A
◦,C◦r ∪◦C◦p2 )}∪S◦r ∪S◦p2
σ ′′

S◦2 →◦˜R◦ S◦4
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Now let σ ′′ such that ∀F◦ ∈ La(δ◦(A◦, P◦2 ), σ ′′(F◦) = σ ′(F◦), moreover, ∀F◦ ∈ (La(δ◦(A◦, R◦))\La(δ◦(A◦, P◦2 ))),
σ ′′(F◦) = σ(F◦). Following the guidelines of the previous point, we can prove that {(A◦, C◦r ∪◦C◦p1)} ∪ S◦r ∪
S◦p1 →◦R◦1η◦1∪(A◦,A◦)}{(A◦, C◦r ∪◦C◦p2)} ∪ S◦r ∪ S◦p2 (σ,σ ′′) S◦2 →◦˜R◦S◦4 .− Assume that A = . By inductive hypothesis, there exists S◦3 ′, such that {(, (σ (A◦), 1))} ∪ {(σ (A◦), C◦p1σ)} ∪
S◦p1σ →◦R◦2S◦3
′ with δ◦(A◦, P◦1 )→◦R◦1η◦1∪(A◦,A◦)δ◦(A◦, P◦2η◦1) (σ,σ ′) {(σ (A◦), C◦p1σ)} ∪ S◦p1σ →◦R◦2S◦3
′, for some σ ′.
Graphically,
δ◦(A◦,P◦1 )
σ

→◦R◦1η◦1∪{(A◦,A◦)} δ◦(A◦,P◦2η◦1)
σ ′

{(,(σ (A◦),1))}∪{(σ (A◦),C◦p1σ)}∪S◦p1σ →
◦
R◦2 S
◦
3
′
Consider now S◦2 σ δ(A◦, P◦) and S◦2 , as before.
By definition, {(σ (A◦), C◦q ∪+ (C◦r σ))} ⊆ S◦2 and S◦r σ id S◦2 .
Assume that we have applied one of the Rules Rec◦, In◦,Out◦ or Merge◦. It easy to note (see the proofs of
Rec◦, In◦,Out◦ orMerge◦ ) that we can apply to S◦2 the same rule we have applied in {(, (σ (A◦), 1))} ∪ {(σ (A◦),
C◦p1σ)} ∪ S◦p1σ →◦R◦2S◦3
′, in order to obtain that S◦2 →◦˜R◦S◦4 , where S◦4 ⊇ {(σ (A◦), C◦q ∪+ (C◦r σ))}[new(D
◦)/D◦ ]S
◦
2 ,
S◦r σ [new(D◦)/D◦ ]S
◦
2 id S◦4 , R˜◦ = R◦2 ∪ {(σ (A◦), σ (A◦))} ∪ id(La(S◦2)\(La(δ(A◦, P◦1 )σ ) ∪ {σ(A◦)})). Moreover,
S◦4 id S◦3 ′. The proof that S◦4 id S◦3 ′ is based on the monotonicity of the operators \◦ and [../.] and is similar to the
one of Rule Amb. Graphically,
{(,(σ (A◦),1))}∪{(A◦,C◦r ∪◦C◦p1 )}∪S◦r ∪S◦p1
σ

→◦R◦1η◦1∪(A◦,A◦)}{(A
◦,C◦r ∪◦C◦p2 )}∪S◦r ∪S◦p2
σ ′′

S◦2 →◦˜R◦ S◦4
Now let σ ′′ such that ∀F◦ ∈ La(δ◦(A◦, P◦2 ), σ ′′(F◦) = σ ′(F◦), moreover, ∀F◦ ∈ (La(δ◦(A◦, R◦))\La(δ◦(A◦, P◦2 ))),
σ ′′(F◦) = σ(F◦). Following the guidelines of the previous point, we can prove that {(A◦, C◦r ∪◦C◦p1)} ∪ S◦r ∪
S◦p1 →◦R◦1η◦1∪(A◦,A◦)}{(A◦, C◦r ∪◦C◦p2)} ∪ S◦r ∪ S◦p2 (σ,σ ′′) S◦2 →◦˜R◦S◦4 .• Assume that P →R P′ by applying Res. It means that P = (νn)P1, P′ = (νn)P2, where P1 →R P2.
By definition,
δ◦(A◦, P◦) = δ◦(A◦, P◦1 ).
Moreover,
δ◦(A◦, P◦′) = δ◦(A◦, P◦2 ).
By inductive hypothesis, for all S◦ σ δ(A◦, P◦1 ) = δ◦(A◦, P◦) satisfying the claim of the Lemma, there exists S◦′ σ ′
δ(A◦, P◦2 ) = δ◦(A◦, P◦′) such that S◦→◦R◦1S◦
′ and δ(A◦, P◦1 )→◦R◦∪{(A◦,A◦)(A◦, P◦1 ) (σ,σ ′) S◦→◦R◦1S◦
′.
• Assume that P →R P′ by applying Cong. It means that P = P1, P′ = P2, where P1 ∼= P = P′1, P2 ∼= P = P′2 and
P′1 →R P′2. By Lemma 60, we have that δ◦(A◦, P◦1 ) = δ◦(A◦, P◦1 ′) and δ◦(A◦, P◦2 ) = δ◦(A◦, P◦2 ′). Hence, by inductive
hypothesis, for all S◦ σ δ(A◦, P◦1 ) = δ◦(A◦, P◦1 ′) = δ◦(A◦, P◦) satisfying the claim of the Lemma, there exists S◦′ σ ′
δ(A◦, P◦2 ) = δ◦(A◦, P◦2 ′) = δ◦(A◦, P◦′) such that S◦→◦R◦1S◦
′ and δ(A◦, P◦1 )→◦R◦∪{(A◦,A◦)}(A◦, P◦1 ) (σ,σ ′) S◦→◦R◦1S◦
′.
This concludes the proof. 
Lemma 62. Let S◦, S◦1 ∈ S such that S◦→◦R◦S◦1 .
Then S◦→◦R◦S◦1 (id,η) S◦→◦R◦ηS◦1η.
Proof. Since S◦ id S◦ and S◦1 η S◦1η, we have to prove:
• η(R◦(⊥)) ⊆ η(R◦(⊥)), which is trivially true.
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• IfR◦(A◦) = ⊥ implies that η(R◦(A◦)) = ⊥, which is true since approximation functions are defined on abstract labels
only.
• η(R◦(A◦)) ⊆ η(R◦(A◦)), which is trivially true. 
Proof [Theorem 32]. By definition of γ , γ (Ss◦, Ss◦0, Ts◦) = (
{
P | {α(P)}⊆◦Ss◦}, {P | {α(P)}⊆◦Ss◦0}, {P1 →R P2 |{α(P1 →R P2)}⊆◦Ts◦}).
Let (S˜s◦, S˜s◦0, T˜s◦) = F◦P (Ss◦, Ss◦0, Ts◦)).
Assume by contradiction that α(FP(
{
P | {α(P)}⊆◦Ss◦}, {P | {α(P)}⊆◦Ss◦0}, {P1 →R P2 | {α(P1 →R P2)}⊆◦Ts◦})⊆◦F◦P (Ss◦, Ss◦0, Ts◦) does not hold. By definition of the order on abstract transition systems⊆◦, this implies that there exist
a α(P1 →R P2) with P1 ∈ {P | {α(P)}⊆◦Ss◦}⋃ {P | {α(P)}⊆◦Ss◦0} such that it does not exists any S◦→◦R◦1S◦′ ∈ ˜Ts◦ with
S◦ ∈ ˜Ss◦ ∪ ˜Ss◦0 such that α(P◦1 )→◦R◦α(P◦2 ) (σ,σ ′) S◦→◦R◦1S◦
′.
Since P1 ∈ {P | {α(P)}⊆◦Ss◦}⋃ {P | {α(P)}⊆◦Ss◦0}, by definition of ⊆◦ on sets of states, we have that there exist
a S◦ ∈ Ss◦ ∪ Ss◦0 such that α(P)◦σ S◦ for some σ . Since P1 →R P2, by Lemma 61, we obtain that there exists S◦→◦R◦1S◦
′
such that α(P1)→◦R◦α(P2) (σ,σ ′) S◦→◦R◦1S◦
′, for some σ ′ such that α(P1)◦σ ′S◦′. By Lemma 62, S◦→◦R◦1S◦
′ (id,σ ′′)
S◦→◦R◦1σ ′′S◦
′σ ′′ for σ ′′ ∈ M(S◦′). By transitivity α(P1 →◦R◦P2) (σ,(σ ′·σ ′′)) S◦→◦R◦1σ ′′S◦
′σ ′′ for σ ′′ ∈ M(S◦′).
Then, by definition of F◦P , S◦→◦R◦1S◦
′σ ′′ ∈ T˜s◦.
This gives a contradiction. 
Proof [Corollary 33]. Let ts◦ = α(SColl[[P]]) and t˜s◦ = SColl◦ [[P]].
The proof is by induction on i, by proving that ts◦i⊆◦ t˜s◦i, using Theorem 32. 
Appendix B. Soundness of abstract validation
This section contains the proofs of the theorems of Section 6.
Atomic propositions. In order to prove the correctness of the abstract validation for literals (e.g. Theorem 36), we need a
few auxiliary properties.
The following proposition explains the relation between the ambients labels appearing in a process and those appearing
in its translation. In the following, we write for simplicity α(L) = {A◦ | A ∈ L}where L ⊆ La is a set of ambients labels.
Proposition 63. Let P ∈ P be a process and a ∈ Na. We have
1. α(La(P, a)) = L◦a(α(P), a◦) and α(amb(P, a)) = amb(α(P), a◦);
2. α(La(P)) = L◦a(α(P)) and α(amb(P)) = amb(α(P)).
Proof. Case 2 is obviously a consequence of 1. For 1. it is enough to proceed by induction on the structure of process P by
applying the rules of Table 4. 
The following two lemmas state basic properties of the abstraction over states: (i) if the best approximation of a process
P satisfies a literal, then P also satisfies the literal; (ii) the correctness of the ordering relation over states with respect to the
validation of literals.
Lemma 64. Let a ∈ Na, φ ∈ S(a) and P ∈ P . If α(P) |α(L) φ, then also P |L φ.
Proof. In order to demonstrate P |L φ we have to apply Definition 6which requires several conditions, for each label A ∈ L.
We observe that, for each A ∈ L, such that A ∈ amb(P, a), we immediately have P |A φ. Hence, we show P |L∩amb(P,a) φ
by restricting the attention to the labels of the ambients enabled in P.
Moreover, we observe that, by Proposition 63, α(amb(P, a)) = amb(α(P), a◦) and thus α(amb(P, a) ∩ L) = amb(α(P),
a◦) ∩ α(L). As a consequence, for each label A ∈ amb(P, a) ∩ L, we have α(P) |A◦ φ and A◦ ∈ amb(α(P), a◦) ∩ α(L).
We therefore show P |A φ. The proof proceeds by cases by considering the shape of φ; we examine the most relevant
cases (the others are similar) of Definition 35.
1. Assume that α(P) |A◦ φ and φ = [b]a. Given that A◦ ∈ amb(α(P), a◦) by Definition 35, it must be the case that: for
each configuration (A◦, C◦) ∈ α(P), there exists (B◦, m) ∈ C◦, such that (B◦)1 = b and m ∈ {1, [1 − ω]}.
Given that A is the label of an enabled ambient, it must be the case that P ≡ C[[S]A] for an enabling context C. Let us
consider the internal process of ambient A and its translation, e.g. δ◦(A, S) = (A◦, C◦1 ) ∪ S◦1 where η◦(S) = (C◦1 , S◦1).
It is clear that (C◦1 , S◦1) ∈ α(P), and thus there exists (B◦, m) ∈ C◦1 , such that (B◦)1 = b and m ∈ {1, [1 − ω]}.
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From this using the definition of η◦ (see Table 4) it is not difficult to conclude that S ≡ [S1]B | S2. This means that
P |A φ according to Definition 6.
2. Assume that α(P) |A◦ φ and φ = [a]b. Given that A◦ ∈ amb(α(P), a◦) by Definition 35, it must be the case that: for
each configuration (D◦, C◦) ∈ α(P), such that (A◦, m) ∈ C◦, we have (D◦)1 = b.
Given that A is the label of an enabled ambient, it must be the case that P ≡ C[[S]A] for an enabling context C.
There are two cases: either ambient A appears in P at top-level or it is enclosed inside an ambient. For uniformity
we can assume in the former case that A is enclosed inside the ambient named . Hence, in both cases we have
C ≡ C1[[[] | R]D] for some ambient label D.
Let us consider the translation of process P, e.g. α(P) = δ◦(, P) = (, C◦1 ) ∪ S◦1 , where η◦(P) = (C◦1 , S◦1). Using
the definition of η◦ (see Table 4) it is not difficult to conclude that (D◦, C◦2 ) ∈ α(P), where η◦([S]A | R) = (C◦2 , S◦2)
is the translation of the internal process of D. Moreover, given that A appears at top-level inside D it must be the case
that (A◦, m) ∈ C◦2 .
Hence, we have (D◦)1 = b and this conclude the proof.
3. Assume that α(P) |A◦ φ and φ = ¬[b]a. Given that A◦ ∈ amb(α(P), a◦) by Definition 35, it must be the case that:
for each configuration (A◦, C◦) ∈ α(P), we have (B◦, 0) ∈ C◦ for each (B◦)1 = b◦.
Let us assume that P |A [b]a. By Definition 6, it must be the case that P ≡ C[[S]A] and S ≡ [R1](b,	) | R2.
By applying an argument similar to 1, we have that δ◦(A, S) = (A◦, C◦1 ) ∪ S◦1 ⊆ α(P) where η◦(S) = (C◦1 , S◦1).
Moreover, given that the ambient labeled (b, 	) appears at top-level inside ambient A, we have also ((b◦, 	), m) ∈ C◦1
with m = 0. However, (A◦, C◦1 ) ∈ α(P) and ((b◦, 	), m) ∈ C◦1 with m = 0 contradicts the hypothesis.
Hence, we have proved P |A [b]a, e.g. P |A ¬[b]a.
4. Assume that α(P) |A◦ φ and φ = ¬[a]b. Given that A◦ ∈ amb(α(P), a◦) by Definition 35, it must be the case that:
for each configuration (D◦, C◦) ∈ S◦, such that (A◦, m) ∈ C◦ with m ∈ {1, [1 − ω], [0 − ω]}, then (D◦)1 = b◦.
Let us assume that P |A [a]b. By Definition 6, it must be the case that P ≡ C[[S]B] and S ≡ [R1]A | R2, where
(B◦)1 = b◦.
By applying an argument similar to 2, we have that δ◦(B, S) = (B◦, C◦1 ) ∪ S◦1 ⊆ α(P) where η◦(S) = (C◦1 , S◦1).
Moreover, given that the ambient labeled A appears at top-level inside ambient B, we have also (A◦, m) ∈ C◦1 with
m = 0.
However, (B◦, C◦1 ) ∈ α(P) and (A◦, m) ∈ C◦1 with m = 0 contradicts the hypothesis since (B)1 = b.
Hence, we have proved P |A [a]b, e.g. P |A ¬[a]b. 
Lemma 65. Let a ∈ Na, S◦1, S◦2 ∈ S◦, such that S◦1 σ S◦2 , and let φ ∈ S(a). If S◦2 |L◦2 φ and σ(L◦1) ⊆ L◦2 , then also S◦1 |L◦1 φ.
Proof. In order to demonstrate S◦1 |L◦1 φ we have to apply Definition 35 which requires several conditions, for each label
A◦ ∈ L◦1. We observe that, for each A◦ ∈ L◦1, such that A◦ ∈ amb(S◦1, a◦), we immediately have S◦1 |A◦ φ. Hence, we show
S◦1 |L◦1∩amb(S◦1 ,a◦) φ by restricting the attention to the labels of the ambients enabled in S◦1 .
For this we have to exploit S◦1 σ S◦2 , meaning that for each (D◦, C◦1 ) ∈ S◦1 , there exists (σ (D◦), C◦2 ) ∈ S◦2 such that
C◦1σ c C◦2 (see Definition 14).
Given that also σ(L◦1) ⊆ L◦2, we have
σ(L◦1 ∩ amb(S◦1, a◦) ⊆ L◦2 ∩ amb(S◦2, a◦).
Therefore, if we consider a label A◦ ∈ L◦1 ∩ amb(S◦1, a◦) and its image σ(A◦), we have S◦2 |σ(A◦) φ and σ(A◦) ∈
L◦2 ∩ amb(S◦2, a◦).
The proof proceeds by showing S◦1 |A◦ φ by considering all possible cases of φ. We examine the most relevant cases
(the others are similar).
1. Assume that S◦2 |σ(A◦) φ and φ = [b]a. Given that σ(A◦) ∈ L◦2 ∩ amb(S◦2, a◦), by Definition 35, we have: for each
(σ (A◦), C◦2 ) ∈ S◦2 , there exists (B◦2, m2) ∈ C◦2 , such that (B◦2)1 = b and m2 ∈ {1, [1 − ω]}.
We have to show that, for each (A◦, C◦1 ) ∈ S◦1 , there exists (B◦1, m1) ∈ C◦1 , such that (B◦1)1 = b and m1 ∈ {1, [1−ω]}.
We recall that S◦1 σ S◦2 . This guarantees that, for each (A◦, C◦1 ) ∈ S◦1 , there exists (σ (A◦), C◦2 ) ∈ S◦2 such that
C◦1σ c C◦2 .
Hence, we have C◦1σ c C◦2 such that (B◦2, m2) ∈ C◦2 , with (B◦2)1 = b and m2 ∈ {1, [1 − ω]}.
Let us consider the labels appearing in configuration C◦1 that are mapped into label B◦2. More in details, we consider
σ−1(B◦2) = {D◦ | σ(D◦) = B◦2, (D◦, m1) ∈ C◦1 , (D◦)1 = b}.
Assume that for each (D◦, m1) ∈ C◦1 with D◦ ∈ σ−1(B◦2)we have m1 ∈ {0, [0− ω]}. By definition of approximation
functions, we have (B◦2, m) ∈ C◦1σ with m ∈ {0, [0 − ω]}.
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Moreover, we have C◦1σ c C◦2 ; as a consequence, there exists (B◦2, m2) ∈ C◦2 such that m m m2.We recall, however,
that m2 ∈ {1, [1 − ω]}. This contradicts the hypothesis because 0 m 1 and 0 m [1 − ω] (see Table 4). The same
argument also applies to m = [0 − ω].
This concludes the proof in that we have found (D◦, m1) ∈ C◦1 such that (D◦)1 = b and m1 ∈ {1, [1 − ω]}.
2. Assume that S◦2 |σ(A◦) φ and φ = [a]b. Given that σ(A◦) ∈ L◦2 ∩ amb(S◦2, a◦), by Definition 35, we have: for each
configuration (D◦, C◦2 ) ∈ S◦2 , such that (σ (A◦), m2) ∈ C◦2 with m2 ∈ {1, [1 − ω], [0 − ω]}, we have (D◦)1 = b.
We have to show that, for each configuration (F◦, C◦1 ) ∈ S◦1 , such that (A◦, m1) ∈ C◦1 with m1 ∈ {1, [1−ω], [0−ω]},
we have (F◦)1 = b.
We recall that S◦1 σ S◦2; thus, for each (F◦, C◦1 ) ∈ S◦1 , there exists (σ (F◦), C◦2 ) ∈ S◦2 such that C◦1σ c C◦2 .
Let us assume that (A◦, m1) ∈ C◦1 with m1 ∈ {1, [1 − ω], [0 − ω]}. By definition of approximation functions,
we have (σ (A◦), m1′) ∈ C◦1σ , where m1 m m1′. Moreover, we have C◦1σ c C◦2 ; as a consequence, there exists
(σ (A◦), m2) ∈ C◦2 such that m1 m m1′ m m2.
Given that m1 ∈ {1, [1 − ω], [0 − ω]}, by definition of m (see Table 4), it must be the case that also m2 ∈{1, [1−ω], [0−ω]}.We therefore have (σ (F◦), C◦2 ) ∈ S◦2 such that (σ (A◦), m2) ∈ C◦2 withm2 ∈ {1, [1−ω], [0−ω]};
hence, (σ (F◦))1 = b.
We conclude the proof by observing that (σ (F◦))1 = b implies that also (F◦)1 = b.
3. Assume that S◦2 |σ(A◦) φ and φ = ¬[b]a. Given that σ(A◦) ∈ L◦2 ∩ amb(S◦2, a◦), by Definition 35, we have: for each
configuration (σ (A◦), C◦2 ) ∈ S◦2 , we have (B◦, 0) ∈ C◦2 for each (B◦)1 = b◦.
We have to show that, for each configuration (A◦, C◦1 ) ∈ S◦1 , we have (B◦, 0) ∈ C◦1 for each (B◦)1 = b◦.
We recall that S◦1 σ S◦2; thus, for each (A◦, C◦1 ) ∈ S◦1 , there exists (σ (A◦), C◦2 ) ∈ S◦2 such that C◦1σ c C◦2 .
Assume that there exists (B◦, m1) ∈ C◦1 with m1 = 0 for some label (B◦)1 = b◦. By definition of approximation
functions, we have (σ (B◦), m1′) ∈ C◦1σ , where m1 m m1′. Moreover, we have C◦1σ c C◦2 ; as a consequence, there
exists (σ (B◦), m2) ∈ C◦2 such that m1 m m1′ m m2.
We also observe that (σ (B◦))1 = b◦; thus, we have m2 = 0. This contradicts the hypothesis because m1 m 0 for
m1 = 0 (see Table 4).
4. Assume that S◦2 |σ(A◦) φ and φ = ¬[a]b. Given that σ(A◦) ∈ L◦2 ∩ amb(S◦2, a◦), by Definition 35, we have: for each
configuration (D◦, C◦2 ) ∈ S◦2 , such that (σ (A◦), m2) ∈ C◦2 with m2 ∈ {1, [1 − ω], [0 − ω]}, we have (D◦)1 = b◦.
We have to show that, for each configuration (F◦, C◦1 ) ∈ S◦1 , such that (A◦, m1) ∈ C◦1 with m1 ∈ {1, [1−ω], [0−ω]},
we have (F◦)1 = b◦.
Let us consider (F◦, C◦1 ) ∈ S◦1 , such that (A◦, m1) ∈ C◦1 with m1 ∈ {1, [1 − ω], [0 − ω]}. Given that S◦1 σ S◦2 , there
exists (σ (F◦), C◦2 ) ∈ S◦2 such that C◦1σ c C◦2 .
By definition of approximation function, (A◦, m1) ∈ C◦1 with m1 ∈ {1, [1−ω], [0−ω]} implies that (σ (A◦), m1′) ∈
C◦1σ with m1 m m1′. Moreover, we have C◦1σ c C◦2 ; as a consequence, there exists (σ (A◦), m2) ∈ C◦2 such that
m1 m m1′ m m2.
Given that m1 ∈ {1, [1 − ω], [0 − ω]} then it must be the case that m2 ∈ {1, [1 − ω], [0 − ω]} (see Table 4). As a
consequence, (σ (F◦))1 = b◦.
We conclude the proof by observing that (σ (F◦))1 = b◦ implies that also (F◦)1 = b◦. 
We can now prove the correctness of the abstract validation for literals.
Proof [Theorem 36]. Let a ∈ Na, S◦ ∈ S◦, and φ ∈ S(a), such that S◦ | φ. We have to prove that P | φ for each process P,
such that α(P)⊆◦S◦.
By Definition 35, S◦ | φ means that S◦ |La◦(S◦,a◦) φ, where La◦(S◦, a◦) reports all the ambients labels related to name
a◦ appearing in state S◦. Analogously, by Definition 6 we have P | φ, provided that P |La(P,a) φ.
We also observe that α(P)⊆◦S◦. Hence, by definition of the order over states (see Definition 14), there exists an approx-
imation function σ such that α(P) σ S◦. This means that σ(La◦(α(P), a◦)) ⊆ La◦(S◦, a◦).
As a consequence, by Lemma 65 we have α(P) |La◦(α(P),a◦) φ. Moreover, by Proposition 63 we have α(La(P, a)) =
La◦(α(P), a◦).
We conclude by observing that P |La(P,a) φ follows from α(La(P, a)) = La◦(α(P), a◦) and α(P) |La◦(α(P),a◦) φ, by
applying Lemma 64. 
Temporal formulas. In order to prove the correctness of the abstract validation for temporal formulas (e.g. Theorem 38),
we need a few auxiliary properties. The following lemmas generalize the properties of Lemmas 64 and 65 to the case of
temporal formulas.
Lemma 66. Let a ∈ Na, P ∈ P and ts = SColl[[P]] = (Ss, Ss0, Ts) be its transition system, and α(ts) = ts◦ = (Ss◦, Ss◦0, Ts◦)
be its abstraction. If ts◦ satisfies χ , then ts satisfies χ , for each temporal formula χ ∈ T (a).
Proof. By Definition 20, we have
ts◦ = (Ss◦, Ss◦0, Ts◦) =
(⋃
P∈Ss{α(P)},⋃P∈Ss0{α(P)},⋃P1→RP2∈Ts{α(P1)→◦R◦α(P2)})
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We also notice that ts◦ satisfies χ iff S◦0 | χ for each S◦0 ∈ Ss◦0. Moreover, we have S◦0 | χ iff S◦0 |L◦ χ , where
L◦ = La◦(S◦0, a◦).
Our goal is to show that ts satisfies χ that is: for each P ∈ Ss0, we have P |L χ where L = La◦(P, a).
We observe that for each P ∈ Ss, we have α(P) ∈ Ss◦, and analogously for each P ∈ Ss0, we have α(P) ∈ Ss◦0. Moreover,
by Proposition 63, α(La(P, a)) = La◦(α(P), a◦); thus also α(L) = L◦.
Thus, it is enough to establish the following statement: for each P ∈ Ss and L1 ⊆ L, if α(P) |α(L1) χ , then P |L1 χ .
The proof is by induction on the temporal formula χ and by induction on the depth of the proof of α(P) |α(L1) χ
(according to Definition 37).
1. We have α(P) |α(L1) χ and χ = true. This case is obvious.
2. χ ∈ S(a) and α(P) |α(L1) χ according to Definition 35. In this case, we obtain P |L1 χ by applying Lemma 64.
3. We haveα(P) |α(L1) χ andχ = φ∧ψ . Thismeans that bothα(P) |α(L1) φ andα(P) |α(L1) ψ . Hence, by applying
the induction hypothesis, we have both P |L1 φ and P |L1 ψ ; thus, P |L1 χ .
4. We haveα(P) |α(L1) χ andχ = φ∨ψ . Thismeans that there exist L◦1,1, L◦1,2 ⊆ α(L1), such that L◦1,1∪ L◦1,2 = α(L1),
and α(P) |L◦1,1 φ and α(P) |L◦1,2 ψ .
Let us consider L1,i = {A ∈ L1 | A◦ ∈ L◦1,i}, for i ∈ {1, 2}. It is obvious that L1,1, L1,2 ⊆ L1, L1,1 ∪ L1,2 = L1, and that
α(L1,i) = L◦1,i, for i ∈ {1, 2}.
Hence, by applying the induction hypothesis, we have P |L1,1 φ and P |L1,2 ψ . Thus, we derive P |L1 χ .
5. We have α(P) |α(L1) χ and χ = (φ R ψ). This means that α(P) |α(L1) ψ , and for each α(P)→◦R◦S◦2 ′ ∈ Ts◦,
S◦2 ′ |R◦(L◦not) χ , where L◦not = {A◦ ∈ α(L1) | α(P) |{A◦} φ}.
In order to establish P |L1 χ we have to prove that: (a) P |L1 ψ ; (b) for each P →R P′ ∈ Ts, P′ |R(Lnot) χ , where
Lnot = {A ∈ L1 | P |{A} φ}.
Case (a) is immediate; we have P |L1 ψ by applying the induction hypothesis to α(P) |α(L1) ψ .
For (b) we observe that
α(Lnot) ⊆ L◦not .
In fact, consider a label A ∈ L1 such that P |{A} φ, and assume that α(P) |{α(A)} φ. By applying the induction
hypothesis, we would obtain P |{A} φ which is a contradiction.
Then, we observe that, for each P →R P′ ∈ Ts, we have α(P)→◦R◦α(P′) ∈ Ts◦.
Consider a label A ∈ Lnot such that R(A) = B. We have also A◦ ∈ L◦not and R◦(A◦) = B◦. As a consequence, we
derive
α(R(Lnot)) ⊆ R◦(L◦not).
Hence, we obtain P′ |R(Lnot) χ by applying the induction hypothesis to α(P′) |R◦(L◦not) χ (notice indeed that
α(P′) |R◦(L◦not) χ implies α(P′) |α(R(Lnot)) χ ).
6. χ = (φ R∀ ψ). This case is analogous to the previous one. 
Lemma67. Let ts◦1 = (Ss◦1, Ss◦0,1, Ts◦1), ts◦2 = (Ss◦2, Ss◦0,2, Ts◦2) ∈ T̂S◦ be two abstract transition systems, and S◦1 ∈ Ss◦1 , S◦2 ∈ Ss◦2 .
Assume also that S◦1 approximates S◦2 with respect to an approximation function σ1. For a ∈ Na and χ ∈ T (a), if S◦2 |L◦2 χ and
σ1(L
◦
1) ⊆ L◦2 , then also S◦1 |L◦1 χ .
Proof. We recall the definition of S◦1 approximates S◦2 with respect to σ1 (see Definition 18):
1. S◦1 σ1 S◦2;
2. for each S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1 there exists S◦2 →◦R2◦S◦2 ′ ∈ Ts◦2 and σ2 such that:
(a) S◦1 →◦R1◦S◦1 ′ (σ1,σ2) S◦2 →◦R2◦S◦2 ′;
(b) S◦1 ′ approximates S◦2 ′ with respect to σ2.
The proof is by induction on the temporal formula χ and by induction on the depth of the proof of S◦2 |L◦2 χ (according
to Definition 37).
1. We have S◦2 |L◦2 χ and χ = true. This case is obvious.
2. χ ∈ S(a) and S◦2 |L◦2 χ according to Definition 35. Given that S◦1 σ1 S◦2 and σ1(L◦1) ⊆ L◦2, we obtain S◦1 |L◦1 χ , by
applying Lemma 65.
920 R. Gori, F. Levi / Information and Computation 208 (2010) 869–921
3. We have S◦2 |L◦2 χ and χ = φ ∧ψ . This means that both S◦2 |L◦2 φ and S◦2 |L◦2 ψ . Hence, by applying the induction
hypothesis, we have both S◦1 |L◦1 φ and S◦1 |L◦1 ψ ; thus, S◦1 |L◦1 χ .
4. We have S◦2 |L◦2 χ and χ = φ ∨ ψ . This means that there exist L◦2,1, L◦2,2 ⊆ L◦2, such that L◦2,1 ∪ L◦2,2 = L◦2, and
S◦2 |L◦2,1 φ and S◦2 |L◦2,2 ψ .
Given thatσ1(L
◦
1) ⊆ L◦2 and L◦2,1∪L◦2,2 = L◦2, there exists L◦1,1, L◦1,2 ⊆ L◦1, such that L◦1,1∪L◦1,2 = L◦1, andσ1(L◦1,i) ⊆ L◦2,i
for i ∈ {1, 2}.
Hence, by applying the induction hypothesis, we have S◦1 |L◦1,1 φ and S◦1 |L◦1,2 ψ ; thus, S◦1 |L◦1 χ .
5. We have S◦2 |L◦2 χ and χ = (φ R ψ). This means that S◦2 |L◦2 ψ , and for each S◦2 →◦R2◦S◦2 ′ ∈ Ts◦2, S◦2 ′ |R2◦(L◦2not) χ ,
where L◦2not = {A◦ ∈ L◦2 | S◦2 |{A◦} φ}.
In order to establish S◦1 |L◦1 χ wehave to prove that: (a) S◦1 |L◦1 ψ ; (b) for each S◦1 →◦R1◦S◦1 ′ ∈ Ts◦1, S◦1 ′ |R1◦(L◦1not) χ ,
where L◦1not = {A◦ ∈ L◦1 | S◦1 |{A◦} φ}.
Case (a) is immediate; we have S◦1 |L◦1 ψ by applying the induction hypothesis to S◦2 |L◦2 ψ .
For (b) we observe that
σ1(L
◦
1
not
) ⊆ L◦2not .
In fact, consider a label A◦ ∈ L◦1 such that S◦1 |{A◦} φ, and assume that S◦2 |{σ1(A◦)} φ. By applying the induction
hypothesis, we would obtain S◦1 |{A◦} φ which is a contradiction.
Moreover, we recall that there exists an approximation function σ2 such that:
S◦1 →◦R1◦S◦1 ′ (σ1,σ2) S◦2 →◦R2◦S◦2 ′.
By definition of the ordering relation over abstract transitions have:
σ2(R1◦(⊥)) ⊆ R2◦(⊥); and for each A◦ ∈ L◦a(S◦1): either R1◦(A◦) = ⊥ and R2◦(σ1(A◦)) = ⊥ or σ2(R1◦(A◦)) ⊆
R2◦(σ1(A◦)). As a consequence, we have
σ2(R1◦(L◦1
not
)) ⊆ R2◦(L◦2not).
Given that also S◦1 ′ approximates S◦2 ′ with respect to σ2, we can apply the induction hypothesis. Hence, we derive
S◦1 ′ |R1◦(L◦1not) χ from S◦2 ′ |R2◦(L◦2not) χ .
6. χ = (φ R∀ ψ). This case is analogous to the previous one. 
We can now prove the correctness of the abstract validation for temporal formulas.
Proof [Theorem 38]. Let ts ∈ T̂S be a transition system and let ts◦ ∈ T̂S◦ be an abstract transition system, such that α(ts)⊆◦ts◦.
Moreover, let φ ∈ T (a) be a temporal formula such that ts◦ satisfies φ. We have to prove that also ts satisfies φ.
By Definition 37, TS◦ satisfies φ means that S◦0 | φ, for each S◦0 ∈ Ss◦0 where ts◦ = (Ss◦, Ss◦0, Ts◦). Moreover, S◦0 | φ iff
S◦0 |La◦(S◦0 ,a◦) φ.
Let ts = (Ss, Ss0, Ts) and α(ts) = (Ss◦1, Ss◦1,0, Ts◦1) be the best approximation of the transition system ts, derived by
Definition 20. Given that α(ts)⊆◦ts◦, by Definition 18, for each S◦1,0 ∈ Ss◦1,0 there exists S◦0 ∈ Ss◦0 and an approximation
function σ , such that S◦1,0 approximates S◦0 with respect to σ ; thus, in particular S◦1,0 σ S◦0 . As a consequence, we have
σ(La◦(S◦0,1, a◦)) ⊆ La◦(S◦0, a◦).
Hence, by applying Lemma 67, we deduce S◦1,0 |L◦ φ; thus α(ts) satisfies φ. Finally, we derive that ts satisfies φ by
applying Lemma 66. 
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