Abstract-The emergence of web-based Knowledge Management Systems (KMS) has raised several concerns about the quality of Knowledge Objects (KO), which are the building blocks of knowledge expertise. Web-based KMSs offer large knowledge repositories with millions of resources added by experts or uploaded by users, and their content must be assessed for accuracy and relevance. To improve the efficiency of ranking KOs, two models are proposed for KO evaluation. Both models are based on user interactions and exploit user reputation as an important factor in quality estimation. For the purpose of evaluating the performance of the two proposed models, the algorithms were implemented and incorporated in a KMS. The results of the experiment indicate that the two models are comparable in accuracy, and that the algorithms can be integrated in the search engine of a KMS to estimate the quality of KOs and accordingly rank the results of user searches.
I. INTRODUCTION
The ever-increasing volume and diversity of knowledge in Knowledge Management Systems (KMSs) has required users to spend more time searching for the information they need. Searches of such knowledge repositories often yield a large number of results, making it difficult for users to choose items that will actually meets their requirements [1] - [3] . Ranking of knowledge objects (KOs) in search results is based on measurement of the degree of similarity between the query submitted by the user and topics in the knowledge repository, regardless of any consideration of quality [4] . Without an evaluation process that can determine the relevance significance and quality of KOs, most searches will be weak and of limited benefit [5] . For that reason, some knowledge bases have resorted to the use of expert evaluations. Although these are efficient, they necessarily encompass only a limited number of KOs because of the limited number of experts and the tediousness of manual evaluation [6] . Moreover, these evaluations are implemented individually, which limits their validity, owing to bias and differences of opinion. As a consequence, when searching KOs, resources that have not been evaluated will appear at the bottom of the list of search results, regardless of their actual quality.
To overcome the problem of the large number of KOs that remain unevaluated, there is a need to measure their quality automatically. To alleviate the problem of unbiased evaluations, the evaluation process needs to be based on collaboration, through which participants converge on more accurate evaluations [7] . To date, few studies have focused on the issue of quality of information in virtual communities. As members of these communities have more freedom to add new KOs, the quality of available knowledge tends to be lower than in knowledge repositories in organizations [8] . This paper proposes a general framework for quality evaluation that includes two models of quality measurement. The first of these recommends KOs for online communities on the basis of quality indicators that are grouped into four dimensions. The second model is based on estimates of user reputation and exploits a content-based recommender technique for estimating the quality of KOs.
The remaining of this paper is structured as follows. Next section provides a review of research work in the field. Section 3 proposes two models for KO evaluation. Section 4 explains the data set, evaluation metrics, evaluation procedure and the result of the experiment. Then, Section 5 illustrates the application of the models through a case study. Finally, last section concludes this paper and presents future work that can be done.
II. BACKGROUND AND RELATED WORK

A. User Reputation
According to the American Heritage dictionary, reputation is "the general opinion or judgment of the public about a person or thing" [9] . Reputation scores are utilized to motivate users to actively participate [10] . To enable users to comprehend them easily, these scores are generally simple and count-based. In practice, reputable users are considered to be among the most important assets of websites [11] . The present study focuses on user reputation in an online collaborative KMS, where users contribute, share, and rate knowledge. Online collaboration has become an important means of creating and organizing knowledge, but the approach presents challenges for both content creation and content use [12] . The process of content creation is open to abuse, and content consumers may have difficulty in distinguishing between highand low-quality content. Reputation systems can help to prevent abuse and bring order to indications of content quality. One of the main objectives of a reputation system for collaborative content is to provide indications of content quality to users [12] . Reputation scores are computed
B. Knowledge Evaluation
The process of evaluating knowledge quality is difficult and complicated because multiple aspects must be considered. To the best of our knowledge, few existing studies have focused on the automatic evaluation of the quality of KOs; in this section, we review those of immediate relevance. One important evaluation and ranking algorithm is EigenRumor, which uses link analysis to calculate scores for community contributions, based on links from contributors to information objects. These scores can be used to classify information and contributors and are used as incentives to stimulate ongoing contributions to the community [13] . In [6] , another evaluation algorithm assesses the value of knowledge and contributors according to common contribution actions, in which the dissimilar evaluation capabilities of contributors are reflected in the weightings of evaluated items. In [14] , a general model is advanced for the automatic calculation of reputation scores based on the ratings given to knowledge resources, integrating these reputation scores to create value-added information about the rated resources. Other studies in related fields regarding evaluation of online resources are also of relevance here; for instance, in the context of e-learning, Ochoa and Duval proposed a number of quality metrics for the automatic evaluation of metadata characteristics [15] . In a subsequent study [16] , the same authors proposed another set of metrics for deriving measures of personal, topical, and situational relevance [17] .
III. PROPOSED EVALUATION MODELS
A. Quality Indicators-Based Evaluation Model (QIEM)
The first proposed model captures four dimensions of quality to recommend knowledge objects to users. To our knowledge, this model is the first to consider contributor reputation as a measure of quality to enhance evaluation of KOs. We propose that reputation score can enhance quality and alleviate the effects of shortages of ratings or usage that undermine other models. The aggregation of all the scores from previous indicators support computing a general rating for a specific KO.
1) Quality indicators:
Quality indicators are "statistical measures that give an indication of output quality;" the quality of outputs is best defined in terms of how well outputs address user needs, or whether they fit the user"s purpose [18] . Given the increasing importance of properly defined quality indicators in the knowledge management field, academics from Loughborough University developed and facilitated a workshop entitled "The Use of Indicators for Monitoring and Evaluation of Knowledge Management and Knowledge Brokering in International Development," in association with the Institute for Development Studies. The workshop brought together thirty knowledge researchers and academics from twenty organisations to discuss quality indicators, and a resource pool of 100 such indicators are presented in the workshop report [19] . Of these, the indicators for quality of knowledge in virtual community include the following: It is noteworthy that while the majority of indicators are quantitative measures of how much or how many, relatively few are qualitative indices of how or why. In practice, indicators gain in strength when used as part of a basket of indicators [19] . For that reason, we will use some indicators from the above list that meet our requirements here and benefit from other indicators in adjacent fields, integrating them in a quantitative measure that serves to clarify the level of KO quality in online communities.
2) Quality indicators for KO evaluation:
In evaluating the quality of KOs, four major dimensions will be taken into account: social, usage, characteristic, and contributor (Fig. 1) .
a) Indicators of social quality Social indicators are metrics that track users" explicit feedback and interaction [20] . Common forms of explicit feedback include comments, vote up, and vote down, as well as star-based ratings [21] . Previous examples of this kind give a good indication of the quality of content [22] . Explicit rating is the most effective way of capturing the user"s judgments of KOs because it reflects the user"s own evaluation of importance and quality. However, explicit feedback requires users to perform extra rating actions, which users may find inconvenient. Arising from this, the main limitations of explicit rating are that (i) new KOs that have not been evaluated appear at the bottom of the list of search results, as if their quality is low; and (ii) users have little interest in rating content because of a lack of incentives. To mitigate these limitations, we assign a neutral rating (3 out of 5) to new KOs until they attract user evaluations. Moreover, according to their interaction with the application, we award users extra points to encourage them to evaluate KOs. reported that implied data acquired from user behaviour is very effective for sorting lists of search results [23] . As implicit feedback is based on search behaviour, there are many possible sources of such information. A number of studies have looked at the classification of possible sources of implicit feedback [23] - [26] . Implicit feedback systems commonly use such measures as document reading time, interaction, and scrolling, as these measures reflect the concerns of users and their satisfaction level and cost less than explicit evaluation [23] , [27] . However, these systems are built on the assumption that relevant documents will be viewed and interacted with more than those that are less relevant.
In the particular case of knowledge bases. Data such as popularity, number of views, or number of bookmarks can be utilized to complement information on the quality of knowledge objects.
c) Indicators of characteristic quality
The characteristic dimension includes quality indicators based on the capability of information to describe a knowledge attribute. Some quality characteristics proposed in [28] include accuracy, provenance, completeness, consistency and coherence, timeliness and accessibility, and conformance to expectations. For instance, to evaluate the completeness of a knowledge attributes record (quality characteristic), we can check how many attributes have been filled with information (metric).
It is important to note that these metrics relate to the quality of knowledge attributes but not to the quality of the KO itself. The completeness metric has been selected for present purposes, as it is convenient to implement for the available information in real knowledge repositories. Completeness is the extent to which knowledge attributes contain all the information needed to provide a complete representation of the labelled resource.
When all the attributes have non-null values, the value of this metric will be 1 (maximum value); in cases of an empty resource, the value will be 0 (minimum value). While this seems straightforward, not all knowledge attributes are equally relevant for all resources. For this reason, it is better to use a weighting factor to illustrate the significance of the attribute. To measure the characteristic dimension, we define indicators based on the more general indicators discussed in the preceding section. In addition to the number of filled attributes, we added the number of words in the description attribute and the presence of multimedia.
d) Indicators of contributor quality
Reputation is defined by Alfarez et al. as "an expectation about an agent"s behaviour based on information about or observation of its past behaviour" [29] . A number of previous studies have demonstrated that user reputation is a good indicator of the reliability and quality of content [30] . Within an online community, users can build their reputation through condensing their activities. User reputation score can be calculated by reference to features that denote the user"s authority and influence within the community [31] . In the present case, we have identified four features to determine user reputation score ( Fig. 2 ): contributor"s evaluation, participation, activity, and content quality. During the evaluation process, there is a clear association between a contributor"s reputation score and knowledge value score, as contributors with high reputation scores are likely to supply the knowledge repository with high quality KOs [32] . The four features used to estimate user's reputation can be described as follows: Fig. 3 illustrates inputs and outputs of the evaluation system. Using collected data for predefined quality indicators and statistical measures, the quality manager assigns a score to each search result. First, values are individually calculated for each of the four indicators. These values are then added together, using their respective (and configurable) weighting percentages. After that, they are normalized using a scale between 0 and 1 to adjust for the disparity in the values measured on different scales. Finally, quality manager automatically re-rank the search result according to the calculated scores. 128 | P a g e www.ijacsa.thesai.org
The resulting score is an outline of numerical values assigned to all predefined quality indicators [14] . Measurement of the estimated quality score entails the following steps:
Step 1: Normalize indicators. The original data for all indicators should be normalized to eliminate the influence of any dimension over the others. The normalized value of for indicator E is calculated as follows:
where: = minimum value for indicator E and = maximum value for indicator E If is equal to then Normalized ( ) is set to 0.5.
Step 2: Weight indicators. To measure the effect of indicators in an evaluation system, assigning weights to all indicators is an essential procedure. An indicator whose weight is high will exert a greater effect on overall quality; otherwise, its effect is lower. In statistical terms, because standard deviation measures the distribution of numbers, it is one of the best weighting methods. The basic principle of standard deviation is that when the data of one indicator present large differences among multiple evaluated objects, the standard deviation of this indicator must be high [33] . The value of an indicator"s standard deviation is directly proportional to its contribution to the integrated formula of all indicators.
Standard deviation determines the weights of indicators by means of the following equations:
where is the weight of a criteria and is the standard deviation. Table I sets out the weight assigned to each quality indicator using this method.
Step 3: Integrate indicators. Now, the information about quality indicators can be integrated in one score, where each indicator makes a measured contribution to overall quality. The estimated quality score combines all quantitative information about quality indicators of a KO, which means that if a quality indicator does not exist, the estimated score can be calculated automatically from the existing indicators. Moreover, the new KOs will be assigned a neutral rating (3 out of 5) to resolve the critical problem of new KOs without ratings appearing at the end of the list of search results, increasing the reliability of recommendations. Estimation of the quality score of a knowledge resource is described in (4): 
where a, b, c, and d represent the respective weights of social, usage, characteristic, and participant indicators, and m, n, o, and p represent the indicator number in each quality dimension. Where any of these data are missing, the weights are adapted to compensate for this absence in calculating estimated quality. In addition, all indicators are normalized by scaling between 0 and 1 as described in (2), and their mean values are included in the final score.
B. Reputation-Based Evaluation Model (REM)
This second model assesses the quality of knowledge objects automatically by exploiting the capabilities of recommender systems and user reputation scores. The proposed model is based on the concept of recommending KOs that are similar in content and specifying KO quality on the basis of ratings posted by reputable users to help other users to select the best KOs. This model is based on the premise that users with high reputation points are more reliable in evaluating KOs. Intuitively, as reputable users can be expected to submit high quality contributions and to attract high ratings from the user community, users can benefit from reputation scores identifying good contributions [10] .
1) Evaluation model and algorithm:
Recommending KOs involves two phases. In the first phase, relevant KOs are retrieved according to the keywords entered by the user. The second phase re-ranks search results according to the estimated quality score for each KO. The evaluation process begins by retrieving ratings of the KO by reputable users. In the absence of sufficient ratings, the recommendation process will start by measuring the similarity of the KO in the search result and other KOs in the database, based on their attributes. The most similar KOs exceeding the threshold of similarity will be utilized to predict the ratings of reputable users. Where more than one KO has the same similarity value, will the result will be improved by calculating the similarity between the user and the creator of the KO. Below, we describe the REM in detail, using the content-based collaborative recommender and user reputation.
Step 1: Find ratings. To begin, historical ratings of reputable users are used to estimate the quality score that will assist the user in selecting high quality KOs. The quality estimation strategy begins by scanning the search results. If the KO returned by the search has attracted some ratings, the system will interrogate the repository of ratings for the reputation points of users who have rated that KO. In calculating the average rating for a particular KO, the system will consider only reputable users" ratings. Equation (5) specifies how the average rating is calculated.
where is the rating of of , is the total number of reputable users who rated , and is the estimated quality score.
Step 2: Retrieve the most similar KOs. If no ratings of users with high reputation points can be found for a particular KO, the system will calculate predicted ratings, using the content-based filtering algorithm to calculate similarity and to make quality predictions. The predicted rating is computed on the basis of (i) the similarity between the characteristics of the KO in the search result and other KOs in the database and (ii) neighbors of the user whose profiles reveal similar characteristics. In determining the user"s neighbors and finding similar KOs, we use the cosine similarity measure to calculate both user-user similarity and item-item similarity [34] . Finally, the overall quality estimate is the linear combination of predicted rating and user similarity. Prediction of a KO"s quality is then computed by performing a linear weighted average. A vector space model [35] is used to represent a KO as a vector of attributes. Weight is then calculated and included in the vector. In the vector, attribute value is (1) for presence or (0) for absence (0) of a term; binary weights are utilized to compute similarity between two KOs. Following the weighting of knowledge attributes, the similarity between two KOs can be computed using the following cosine similarity formula:
where and are treated as vectors of attributes of KOs and and are the magnitudes of vectors and . The angle between the two vectors indicates their degree of similarity; a smaller angle signifies greater similarity.
For more accurate results in the absence of similar KOs with sufficient ratings, users" neighbors with similar characteristics can be identified on the basis of their profiles. In the same way, the system calculates the similarity of user and creator of a KO in the search result on the basis of their user profiles.
Step 2: Predict the quality score. The predicted quality score is computed using the similarity value for the user and creator of the KO and average ratings of users with high reputation points on the most similar KO. The equation is defined as follows:
where is the rating of with high reputation points on the most similar KO, and is the similarity between the user who performs the search and the creator of KO.
Step 4: Re-rank the search results. Search results can now be re-ranked. Each KO in the search results is assigned a score, representing the estimated quality score in helping users to find valuable KOs, calculated either by (5) or (7), according to the availability of ratings. Search results are ranked in descending order from the highest score to the lowest for presentation to the user as the list of recommended KOs.
IV. EXPERIMENTS
In experiments to examine the performance of our proposed quality recommendation models, the following were the main objectives: 1) to assess the effectiveness of the proposed quality recommendation models and 2) to evaluate the accuracy of the proposed models in order to select an appropriate model for adoption in our KMS. The results are presented and discussed below, following a description of the data sets.
A. Data Sets
One of the challenges facing the implementation of KMS is to find appropriate data sets for experimentation. Although there are many available sources of data, most of these have not been defined or documented. Most KM websites allow users to see part of the data but do not generally offer open data sets or provide evaluation of KOs. Additionally, no data set contains all the quality indicators under consideration here. The two available options for constituting the data set, then, were to use a real data set that might (imperfectly) match the characteristics of the target domain and task, or to synthesize a data set specifically to match the required properties. The proposed models entail data sets that contain information about users and their action types, reputation scores, and knowledge resources, as well as explicit and implicit ratings. Fortunately, our search identified a website (www.teachability.com) containing some indicators from the four quality dimensions mentioned above, enabling us to run the experiments using a real data set, The website in question is a collaborative online sharing space for teachers, enabling them to connect, learn, and improve their capabilities. www.ijacsa.thesai.org
The data set contained 217 resources and 58 users. The resources gathered were available on the website in the period between May 2011 and November 2015. The data set contained some quality indicators from each of the dimensions (social, usage, characteristic, and contributor). Each resource had a title, description, keywords, and information about the creator. User actions recorded on the Teachability website included accessing learning resources, bookmarking resources, adding a comment, adding a rating, and accessing user pages. These actions provided useful implicit and explicit knowledge about the quality of the resource. Teachability awards points to users for their actions, which is a pivotal factor for present purposes. To examine the proposed models, we could not use all the quality indicators as they were not found in a unique data set. Instead, we used the available indicators, which included KO description, author, reputation points, views, bookmarks, ratings, and comments).
B. Evaluation Metrics
In respect of the proposed models, we were interested in ordering the list of search results according to estimated quality. This process is usually referred to as the ranking of items, and the appropriate order of a set of search results can be determined using a reference ranking [36] . A reference of this kind is essential in order to evaluate a ranking algorithm. In the case of the proposed models, where such a reference does not exist, it may be appropriate to compose a reference ranking by asking an expert to order the search results according to estimated quality.
1) Spearman's rank correlation coefficient
Rank correlation measures such as Spearman"s ρ can be used as a reliable and fairly simple method of testing both the strength and direction (positive or negative) of any correlation between two variables [37] . Spearman"s ρ also takes account of problems with ties. The relevant equation is:
where is the difference between ranking of the reference and ranking of object i, i ϵ {1, 2,..., n}. Spearman"s ρ is normalized in the interval [−1, 1] (see Table II ). When both rankings are identical, ρ = 1; while in case one ranking is opposite in order to the other, ρ = -1 [38] . To test whether a perceived value of ρ is significantly different from zero, the t-test is among the most commonly used approaches [39] , where t=1-
2) Kendall's coefficient of concordance (W)
Where there are more than two rankings of the same domain, Kendall"s coefficient of concordance (Kendall"s W) can be used to assess agreement between them. This coefficient ranges in value from 0 to 1, where 0 denotes no agreement and 1 denotes complete agreement. Kendall"s W is given by [38] :
where x i is the sum of ranks for object i, k is the number of rankings, and n is the number of objects. The statistical significance of Kendall"s W can be assessed using a test with n -1 degrees of freedom [38] :
C. Experimental Procedure
Users searched for KOs using the Solr search engine. Solr is "an open source enterprise search platform, runs as a standalone full-text search server" [40] . It uses the Lucene Java search library for text indexing and searching. Solr supports advanced customization, using plugin architecture [40] . To query a specific domain, users must first enter keywords. In general, the search results from a query are ranked according to the degree of similarity between keywords. For the purposes of the experiment, we first searched the database using the phrase "technology in teaching." In response to that query, the system retrieved 11 resources. Users can choose how they want search results to be ordered; one of the options is "recommended," which ranks search results in descending order according to the estimated quality score. To begin, we ranked results according to the first model and recoded the order and scores. The same procedure was followed for the second model. A teacher was asked to rank the search results in descending order on the basis of his teaching experience. The ranking strategy should prioritize those KOs that are most valuable to the user. After comparing each approach with the expert list, we compared the two approaches and measured the significance level of scores for each.
D. Experimental Results
1) Spearman's rank correlation coefficient for QUIM and REM To evaluate the effectiveness of QIEM and REM, we recorded the system"s ranking order and the score assigned to each search result for comparison with the reference rank list (Table III) . Spearman"s ρ ranking coefficient was used to measure similarity between the expert ranking and the system ranking for both models (Table IV) .
As noted from Table III, there is a high level of similarity between the rankings of both models and the expert rankings, indicating that the models agree with the expert in most cases.
The next step was to test whether this agreement was accidental. The null hypothesis (H0: "Agreement between both rankings is accidental") can be tested using t-values for both models [41] . For n = 11 and significance level = 0.05, the critical value is 0.5273 [42] . From (11), t = 4.75 for QIEM, and for REM, t = 3.01. As this exceeds the critical value for both models, the null hypothesis was rejected, indicating that agreement between the rankings was statistically significant (i.e., not accidental). Table V summarizes agreement 
2) Kendall's coefficient (W) for QIEM, REM, and expert rankings
This result indicates very high agreement between rankings. 
E. Discussion
The main purpose of the experiment was to measure and contrast the efficiency of the suggested quantitative evaluation models in augmenting automatic knowledge sharing and dissemination services in a KMS. The two proposed evaluation models were QIEM (quality indicators-based evaluation model) and REM (reputation-based evaluation model). Fig. 4 compares the ranking performance of both models against the expert ranking, showing that the results from both models align significantly with the expert ranking.
To further assess performance, the rank correlation measure for each model was calculated, in which a higher positive value indicates a more effective model. Table VI summarizes rank correlation values for the proposed models. Table VI indicates that both models provide highly accurate quality estimation of KOs. However, the results suggest that the QIEM provides higher accuracy and outperforms the REM. Although the performance of the REM model is 0.71, error arose from insufficient ratings of KOs. Because of the novelty of the system, the resources have not yet gained enough ratings. As the model searches for similar KOs with sufficient ratings, those with more ratings may have a lower similarity score. In addition, users can choose whether to provide their information, resulting in lower similarity scores when comparing the searcher to a set of incomplete users" profiles in the database. Further investigation revealed that the QIEM"s superior performance is accounted for by the use of diversity indicators that make up for the absence of other data. Quality estimation can be roughly predicted using only a set of interactions with KOs and characteristics of KOs. However, there is no guarantee that users who interact with the same set of KOs will always return a similar ranking. In developing a KMS to support participation in knowledge sharing among university instructors, two problems were encountered. The basic problem in designing the system was how to assess the usefulness of a given KO. In addition, some mechanism was needed to encourage the reuse of knowledge. To address these issues, previous algorithms for recommending KOs were further developed, exploiting reputation scores previously assigned to each user to assess KO quality and encouraging user involvement by awarding extra points for interactions. The KMS was implemented as a knowledge portal using the Drupal content management system. The portal runs on a platform that supports Apache, PHP, and MySQL to store content and settings. The knowledge portal maintains a dynamic graphical user interface running on the client side that handles all user requests and collaborative activities. It facilitates knowledge acquisition, storing, and sharing, enabling users to submit documents, share ideas, work collaboratively, and store knowledge in searchable repositories. Fig. 5 shows the knowledge portal homepage.
To resolve the issue of identifying valuable knowledge, the proposed system integrates QIEM to provide for the automatic evaluation of knowledge, assessing its quality, recommending the qualified experience in terms of various measures, providing a quantitative score for overall rating of knowledge objects, and re-ranking search results based on the quality score. 133 | P a g e www.ijacsa.thesai.org Members can log into the system and search any chosen topic. Once submitted, the query is forwarded to the search engine and database, and search results are compiled and presented. The user receives a wide-ranging set of search results of different types, presented as a ranked list. Additionally, the user can select the ranking method (by relevance, recommended, date submitted, and average rating). Fig. 6 shows an example of a list of matching objects, ranked to help users to find the most valuable KOs.
When the user selects one or several KOs, they can then criticize or rate them to offer the community explicit feedback. Statistical information about users" views, downloads, shares, and bookmarks is recorded for future evaluation of the resource as illustrated in Fig. 7 .
VI. CONCLUSION
The present research highlights the importance of assessing the quality of knowledge objects in knowledge management systems and proposes a quantitative model for automatically evaluating that quality, based on a number of metrics. For this purpose, two quality models were introduced. The first of these exploits knowledge quality indicators to recommend quality knowledge objects for online communities, integrating the indicators into a measure and ranking the results according to estimated scores. The second model exploits a content-based recommender technique and user reputation scores for quality estimation. The results show that the proposed models perform well when integrated into the implemented KMS and tested using real data. Additionally, the use of indicators for quality estimation showed better accuracy than the ratings of reputable users.
The findings suggest several directions for future research. As the initial testing was conducted offline using a predefined data set, it is planned to run the experiment online to compare the performance of the two models with real data sets. The reputation-based evaluation model depends on explicit ratings by reputable users, and it is planned to incorporate implicit feedback within the evaluation framework for better performance. It is also planned to adapt the proposed evaluation systems as program modules that can be consolidated into any web-based knowledge management system.
