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ABSTRACT
Previous research has evaluated the extent to which individuals calibrate to different
sensory perturbations. For example, when the coupling between one’s walking rate and
the resulting optic flow rate is disrupted, individuals have been shown to calibrate their
respective walking rates (Rieser, Pick, Ashmead, & Garing, 1995). The extent to which
the calibration of optic flow during walking transfers to a distance estimation task has
varied greatly, and a lack a methodological consistency, specifically with respect to the
types of locomotion, the virtual reality hardware employed, and the pretest/posttest
environment utilized (i.e., real or virtual), have made it difficult to pinpoint an
explanation for this variability. Accordingly, the purpose of the present experiment was
to evaluate whether the transfer of calibration from a virtual environment to the real
world was analogous to the transfer of calibration from within a virtual environment. In
either a real-world or virtual environment, participants completed blind walking distance
estimates before and after a calibration phase, in which a perturbation in optic flow was
simulated via a head-mounted display (HMD). During this calibration period, participants
experienced an optic flow rate that was slower, faster, or matched to their walking
velocity. Results showed that calibration transferred comparably to both real-world and
virtual environments; however, the magnitude of calibration transfer depended on the
type of simulated perturbation. Further, shoulder motion variability (i.e., lateral sway)
during walking was a significant predictor of absolute error, with greater magnitudes of
variability predicting more absolute error in distance judgments. Findings of this
experiment suggest that (1) perturbations in virtual environments can be calibrated and
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transferred to real-world environments, that (2) newer virtual reality hardware allows for
increased accuracy in distance estimation, and that (3) lateral sway may play an important
role in distance estimation when visual feedback is absent.
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CHAPTER ONE
INTRODUCTION

Using virtual reality (VR) to create manipulations that cannot be developed in real
life has proven useful over the years. VR allows for a safe environment for trainings and
simulations that could be impossible or harmful in a real-world environment (Rose,
Attree, Brooks, Parslow, & Penn, 2000). Because VR can be used to provide individuals
with the appropriate knowledge and training to be implemented in the real world, it is
crucial that the effects of training in VR do indeed transfer to real-world settings.
Specifically, it is important to identify whether calibration to different environments and
perturbations in VR can transfer to the real world. Research investigating whether tasks
learned in virtual environments were transferrable to real-world environments brought to
light the issue of depth compression. In fact, several researchers have found issues of
depth compression in virtual environments, specifically in distance estimation tasks
(Geuss, Stefanucci, Creem-Regehr, & Thompson, 2012).
Distance Estimation
In the past, researchers have utilized several methods to assess individuals’
abilities to perceive distance, as veridicality in distance estimation allows individuals to
appropriately act within their environments. Two of the most common methods of
distance estimation are verbal estimates and blind walking estimates. Distance estimation
via verbal estimates generally requires individuals to make judgments about how far
away targets are, using a specified unit of length (e.g., centimeters, inches, feet) (Mohler,
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Creem-Regehr, & Thompson, 2006). The issue with this distance estimation task is that it
relies on an arbitrary measurement of distance. Asking individuals to estimate distance in
this manner requires them to be knowledgeable and experienced with a specific unit of
measurement. As such, an individual’s ability to perform well necessarily depends on
his/her experience with the unit of measure utilized. Not surprisingly, verbal estimates of
distance have been shown to be less accurate than other methods such as blind walking
(Mohler et al., 2006). Blind-walking estimates rely more on intrinsic scaling of the body,
which incorporates scaling units such as eye-height and leg-length to which individuals
are already attuned. Intrinsic scaling’s importance in our perception of action capabilities
and affordances as well as our ability to calibrate has been supported by many (Cutting,
1986; Gibson, 1979; Proffitt & Linkenauger, 2013), and accordingly, it is imperative that
research in this area embraces intrinsically scaled measurements rather than more
arbitrary measurements.
In a real-world environment, Loomis, DaSilva, Fujita, and Fukusima (1992) found
that individuals were exceedingly accurate at estimating egocentric distances via a blind
walking task, and this was a common finding for other researchers as well (Loomis &
Knapp, 2003; Sahm, Creem-Regehr, Thompson, & Willemsen, 2005). When replicated in
virtual environments, however, individuals grossly underestimated distances across a
variety of egocentric distance tasks such as blind walking (Geuss et al., 2012; Loomis and
Knapp, 2003; Sahm et al., 2005; Thompson et al., 2004; Witmer & Kline, 1998; Witmer
& Sadowski, 1998), verbal estimates (Mohler et al., 2006), and size estimates (Kelly,
Donaldson, Sjolund, & Freiberg, 2013; Siegel & Kelly, 2017). In fact, Witmer and
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Sadowski (1998) reported that relative errors in distance estimation in virtual
environments were almost twice as large as those errors in real-world environments.
To help minimize the difference in error between distance estimates in a realworld environment and a virtual environment, previous research offers two solutions,
focusing specifically on reducing underestimation in virtual environments. The first of
which is to match the virtual environment to the real-world environment as accurately as
possible (i.e., replicate the real-world environment in virtual reality). Interrante et al.
(2006) found that this setup resulted in minimal differences in error between the two
environments. Specifically, they documented that there was little underestimation in
distance estimates in the virtual environment. Allowing participants to calibrate to the
virtual environment is another method to minimize underestimation in virtual
environments. If participants are provided feedback about their distance estimates, they
are able to calibrate to their new environment (i.e., the virtual environment) and thus,
provide more accurate distance estimates in virtual environments (Kelly, Hammel,
Siegel, & Sjolund, 2014; Siegel & Kelly, 2017; Witmer & Kline, 1998).
Perception-Action Coupling & Calibration
That individuals are able to improve performance with time and experience
illustrates the coupling between perception and action. In other words, the inherent
coupling of our perceptions and actions allows us to calibrate to different perturbations in
our environments. With respect to locomotion, perception-action coupling refers to the
integration of information from the environment with information from one’s own
movements (Bertenthal, Rose, & Bai, 1997). As we move through an environment, optic
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flow is generated, and it is in observing this optic flow that we can regulate forces of
movement (Warren, 1990). As we continue to move, we continue to observe the pattern
of optic flow and adjust our movements accordingly. This coupling allows us to perform
stable patterns of actions that our environments demand of us (Bertenthal et al., 1997, p.
1631). A means to understand and evaluate this coupling is to adopt a perception-action
approach and induce a perturbation (Bingham & Pagano, 1998). This paradigm allows for
a better understanding of how our actions and perceptions change as a result of a specific
perturbation by assessing behavior before and after a perturbation is induced.
Importantly, this paradigm allows individuals to interact with and receive feedback about
the induced perturbation.
For example, Mark (1987) added blocks to the participants’ feet to manipulate
their eye height and maximum sitting height (i.e., he changed their affordances). He
found that after interacting with their environment wearing the blocks (i.e., walking
around), participants were able to calibrate to their new affordances. In addition to
changing individuals’ physical affordances, considerable research has investigated how
changing the environment affects calibration, specifically the effects that perturbed optic
flow have on blind walking distance estimation and calibration transfer. Rieser, Pick,
Ashmead, and Garin (1995) used a series of experiments to argue that calibration is taskspecific. The task-specific nature of calibration indicates that calibration to one task, goal,
or action will not result in a transfer of calibration to a separate task. Rieser et al. (1995)
exposed individuals to manipulated optic flow by having them walk at a fixed speed on a
treadmill that was towed by a tractor travelling at a different fixed speed. They found that
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exposing participants to an optic flow rate faster than their walking speed caused them to
underestimate target distances on a subsequent blind walking task. Likewise, exposing
participants to an optic flow rate slower than their walking speed caused them to
overestimate target distances on a subsequent blind walking task. However, participants
did not underthrow to a target, suggesting that the calibration was indeed task-specific.
Interestingly, others have argued that calibration is not task-specific, but rather
organismic and related to the internal dynamics connected to perceptual systems (Durgin
et al., 2005), and still others have argued that calibration is environmental and related to
certain properties in an external environment (e.g., Reynolds & Bronstein, 2003). In a
more recent study, though, Bingham, Pan, and Mon-Williams (2014) showed that
calibration is both functional (task-specific) and anatomical. They found that the
calibration of right armed reaches transferred to left arm reaches. Because the calibration
of one task (the right armed reach) transferred to the same task with a different arm (the
left armed reach), there was support for task-specific calibration. They also found that
right and left armed reaches in opposite directions could be calibrated at the same time,
supporting limb-specific or anatomical calibration. Nonetheless, the findings of each of
these experiments suggest that individuals can calibrate to changes in their action
capabilities and environment if given enough time.
Since Rieser et al.’s (1995) classic study, many researchers have utilized different
viewing metaphors (e.g., CAVEs, large screen displays, HMDs) to replicate this finding
(Adams et al., 2018; Durgin et al., 2005; Kunz et al., 2009, 2013, 2015; Mohler et al.,
2004, 2007b; Ziemer et al., 2013). The benefit of using a virtual environment is that
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specific methodological issues from Rieser et al.’s (1995) research such as the raised eye
height, obstructed field of view, and constant walking rate can be mitigated. The use of
virtual environments allows individuals to physically navigate through a virtual scene.
These virtual scenes are generally mapped isometrically, such that every movement in the
real world is generated identically in the virtual environment. To investigate perturbations
in optic flow, this isometric or one-to-one mapping between walking rate and optic flow
is typically adjusted to a one-to-two mapping or a one-to-one-half mapping (Adams,
2018; Kunz et al., 2013, 2015; Mohler et al., 2004, 2007b; Ziemer et al., 2013). In other
words, the translational gain is manipulated so that the movement in the virtual
environment is either twice (a one-to-two mapping) or half (a one-to-one-half mapping)
that of the movement in the real world. These nonisometric mappings are typically
denoted as visually faster and visually slower conditions.
For example, using a treadmill and a large screen display, Mohler et al. (2007b)
had participants walk to targets while experiencing optic flow rates either faster or slower
than their actual walking speed. Participants completed a pretest and posttest in the real
world that consisted of numerous blind walking trials. In between, they experienced an
adaptation period in which they were exposed to a perturbed optic flow rate. It was found
that participants overestimated targets in the posttest after exposure to a visually slower
condition and underestimated targets in the posttest after exposure to a visually faster
condition. This observed calibration to altered optic flow in different virtual
environments is consistent with findings from other researchers (Adams et al., 2018;
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Durgin et al., 2005; Kunz et al., 2009, 2013, 2015; Mohler et al., 2004, 2007b; Ziemer et
al., 2013).
Transfer of Calibration
In knowing that individuals can calibrate to perturbations and changes in their
action capabilities and environments, it becomes important to evaluate whether the
information learned in virtual environments can be effectively and accurately transferred
to a real-world environment. One of the most notable findings from Witmer and
Sadowski’s (1998) research was that estimating distances in a virtual environment had
effects on distance estimates in a subsequent real-world environment, and vice versa. For
instance, estimating distances in a virtual reality environment first resulted in more
underestimated distance estimations in the following real-world environment distance
estimations. Similarly, Ziemer, Plumert, Cremer, and Kearney (2009) found that (1)
estimates in the virtual environment tended to be more accurate after experiencing the
real-world environment and (2) that estimations in the real-world environment tended to
be less accurate after experiencing the virtual environment in an imagined walking task.
This finding has important implications because it suggests that issues incurred in a
virtual environment may influence accurate transfer of task performance and calibration
in a real-world environment. Further, because much of the research in this area requires
individuals to experience perturbations in the virtual world and then perform blindwalking tasks in the real-world, it is important to investigate whether there are any
carryover effects from the adaptation phase to the test phase.
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The effectiveness of VR as a medium to provide training can be assessed by
comparing performance between the real-world environment and the virtual environment.
Additionally, when learning in virtual environments allows for similar performances and
behaviors in both the virtual and real-world environments, there is action fidelity
(Stroffregen, Bardy, Smart, & Pagulayan, 2003). Therefore, similarity in motion or
maneuvering behaviors (e.g., gait, postural sway, shoulder sway while walking) can
indicate action fidelity. Differences in motions and behaviors between real-world and
virtual environments may suggest that task performance will differ (Ebrahimi et al.,
2016). Ebrahimi et al. (2016) showed that both task performance and movement patterns
differed between real-world and virtual environments (as described in Day et al., 2019).
Similarly, a goal of the present study is to identify whether walking motions (i.e., walking
variability) differs between real-world and virtual environments.
While several other aspects of walking such as gait, speed, and stride length have
been investigated (Janeh, Bruder, Steinicke, Gulberti, & Poetter-Nerger, 2018; Janeh et
al., 2017; Lamontagne, Fung, McFayden, & Faubert, 2007; Mohler, Thompson, CreemRegehr, Pick, & Warren, 2007b; Pailhous, Ferrandez, Flückiger, & Baumberger, 1990;
Prokop, Schubert, & Berger, 2007), to our knowledge, the effects of shoulder motion
variability on blind walking estimates have not been examined. Shoulder motion
variability can be quantified as the standard deviation of lateral position (SDLP), which
refers to the deviation of lateral position between the right and left shoulders. The left and
right shoulders each deviate from a single point when walking, and the SDLP is
calculated as the midpoint between the right and left shoulders.
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SDLP is most commonly studied for examination of lane deviation while driving
(e.g., Zhang, Wu, Huang, Yan, & Qiu, 2016). Much like how driving studies were
interested in how much deviation from a straight line of driving exists when drivers are
under the influence of alcohol (for a review, see Irwin, Iudakhina, Desbrow, &
McCartney, 2017) or other substances (Jongen, Vuurman, Ramaekers, & Vermeeren,
2018), of present interest is how much deviation in walking (i.e, lateral sway) exists
during blind walking before and after exposure to perturbations in optic flow. Previous
research has shown that older adults exhibit more variability in their walking behaviors
and shoulder motion than younger adults (Woledge, Birtles, & Newham, 2005). This
finding is not surprising given that optic flow is useful for determining walking speed and
direction (Gibson, 1966) and that older adults have decreased visual capabilities. In the
absence of any visual information, it is likely that there would be greater variability in
shoulder motion, even in younger adults. As such, the present study aimed to understand
what individuals’ shoulder motion variability looks like during blind walking and
whether differences in should motion variability existed between real and virtual
environments.
Methodological Issues from Previous Research
Previously, research has shown that the extent to which calibration of perturbed optic
flow transfers to a blind walking task has varied greatly. Were individuals to fully
calibrate to the perturbed optic flow, we would expect to find that they estimate distances
as twice as far after exposure to the visually slower condition and half as far after
exposure to the visually faster condition, but this is not the case. In visually slower
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conditions, individuals have been shown to walk as little as 4.3% farther in the posttest
trials (Adams et al., 2018), or as much as 17-18% farther (Durgin et al., 2005; Kunz et al.,
2015). Similarly, in visually faster conditions, individuals may walk anywhere from 411% shorter in the posttest trials (Adams et al., 2018; Kunz et al., 2013, 2015; Mohler et
al., 2007b).
Inconsistencies in methodologies, such as differences in types of locomotion, virtual
reality hardware, and pretest/posttest environment may explain discrepancies in the
magnitude of calibration transfer that have previously been documented. Previous
researchers have adopted both imagined locomotion (i.e., imagined walking) and normal
legged locomotion (i.e., blind walking) to assess distance estimation, and though no
significant differences between blind walking and imagined walking distance estimates
have been found (Kunz et al., 2009), the latter assumes that individuals will travel at a
constant velocity, and that their preferred walking speed will remain the same after
experiencing perturbed optic flow, which may not be the case (Mohler, Thompson,
Creem-Regehr, Pick, & Warren, 2007a). Further, imagined walking is inherently
different from normal legged locomotion because there is no haptic feedback, which is a
critical component of estimating distances in the absence of visual feedback (Schwartz,
1999).
With advancements in virtual reality hardware, individuals can now physically walk
through an environment, vice teleporting or using a treadmill. As Durgin et al. (2005)
explain, treadmill locomotion differs from normal legged locomotion in that individuals
must always consider their position relative to the treadmill. Differences between
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treadmill and normal legged locomotion (namely, overground walking) have been
documented across a multitude of walking parameters to include walking speed and stride
length (Sloot, Van der Krogt, & Harlaar, 2014). As such, using virtual reality hardware
that supports physical navigation may be superior than locomotion via a treadmill,
especially when considering different aspects of walking behavior. In addition to the
added benefits of being able to physically navigate through a virtual environment, recent
research suggests that individuals are more accurate on distance estimation tasks in newer
virtual reality hardware (Buck, Young, & Bodenheimer, 2018; Kelly, Cherep, & Siegel,
2017). However, it remains uncertain whether there are differences in calibration transfer
depending on whether the pretest and posttest assessments occur in a real-world or virtual
environment. Day et al. (2019) found that calibration to a virtual extended arm
transferred similarly to virtual and real-world environments. Conversely, Ziemer et al.
(2013) found that calibration transfer of perturbed optic flow differed depending on
whether imagined walking assessment occurred in a real-world or virtual environment.
Specifically, they found that participants underestimated distances more in a virtual
environment than a real-world environment following exposure to a visually faster optic
flow. Following exposure to visually slower optic flow, they found that participants
overestimated distances more in a virtual environment than the real world.
Present Study
Given the lack of consistent methodological approaches in assessing perturbations in
optic flow, a goal of the present study was to reevaluate calibration transfer of perturbed
optic flow using newer virtual reality hardware, normal legged locomotion, and both real-
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world and virtual environments. A between-subjects design allowed us to eliminate
carryover effects that might occur between real-world and virtual environments, which
have been previously documented (Witmer & Sadowski, 1998; Ziemer et al., 2009).
Furthermore, the use of normal legged locomotion allowed participants to navigate at
velocities that were comfortable for them. Methodologies between the real-world and
virtual environments were kept the same so that comparisons between the two
environments could be made appropriately.
For the present study, participants completed three phases; a pretest, a calibration
period, and a posttest in either a real-world or virtual environment. In the real-world
environment pretest phase, participants were shown several targets and asked to blindly
walk to these targets. In the calibration phase, participants walked to various targets in a
virtual environment where the translational gain (i.e., the optic flow rate) was
manipulated. During this phase, participants experienced either a translational gain of 0.5,
1, or 2, corresponding to the visually slower, visually matched, and visually faster
conditions, respectively. After the calibration phase, participants completed a posttest,
identical to the pretest. In the virtual environment condition, participants completed the
same three phases, with all three phases occurring in the virtual environment.
Based on previous research, it was expected that participants would underestimate
distances in the posttest after exposure to a faster optic flow rate and overestimate
distances in the posttest after exposure to a slower optic flow rate. However, it was also
expected these findings to be moderated by environment, such that there would be
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differences in the magnitude of underestimation and overestimation depending on the
environment (real-world or virtual).
In addition to evaluating calibration transfer, the present study investigated and
compared motion variability (i.e., lateral sway) in both real-world and virtual
environments. Based on previous research finding differences in certain aspects of
walking and gait between real-world and virtual environments (Janeh et al., 2017, 2018),
differences in motion variability between the two environments were expected. Janeh et
al. (2017) investigated a number of walking behaviors (e.g., walking velocity, step count,
step length) to determine whether walking stability was similar between real and virtual
environments. Participants exhibited differences for the majority of the eight different
walking parameters examined in real and virtual environments. Accordingly, it was
expected that there would be differences in shoulder motion variability depending on the
environment, with the expectation that there would be more variability in virtual
environments given its unfamiliarity.
The main hypotheses for the study are presented below.
H1. Distance judgments in the virtual environment have more absolute error.
H2. Distance judgments are underestimated in the virtual environment pretest
compared to the real-world pretest.
H3. Distance judgments are overestimated in the visually slower condition posttest,
and distances will be underestimated in the visually faster condition posttest.
H4. Trial-by-trial motion variability and trial-by-trial predictability predict absolute
error.
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H5. Motion variability aggregated to Level 2 (i.e., the average of each trial’s motion
variability for each participant) and motion predictability aggregated to Level 2 (i.e.,
the average of each trial’s motion predictability for each participant) are moderated
by environment, such that there is greater motion variability and motion
predictability in the virtual environment.
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CHAPTER TWO
METHOD

Participants
Sixty Clemson University undergraduate students (44 females, age M = 19.8, SD
= 5.1) with normal or corrected to normal vision participated in this study for partial
course credit. Individuals with a history of epilepsy, seizures, neurological problems, or
motor impairments were excluded from the study.
The proposed study incorporated a time-series component and a repeated
measures design, in that each participant completed all three phases of the experiment. As
such, hierarchical linear modeling was used. To determine the Level 2 sample size (i.e.,
number of participants), a power analysis using an effect size of .4 (Cohen, Cohen, West,
& Aiken, 2003) and an alpha of .05 revealed that a sample size of 60 participants will
produce power of .80.
To determine the Level 1 sample size (i.e., number of trials), the the nested-ness
of the data must be considered. Data for each trial will be nested within participants, such
that some within-subject variance will be accounted for by between-subject variables.
Here, the number of trials does not accurately represent the number of independent
observations. Rather, the Intra-Class Correlation (ICC) is an index of nesting that can be
used to identify the number of trials needed to represent the effective sample size of
independent observations (Bickel, 2007; Snijders & Bosker, 2012). For this adjustment,
no correlation among the independent variables was assumed. With an ICC ranging from
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.25 to .35, 45 trials per participant would produce an effective total sample size ranging
from 225 to 164. Power analyses using an effect size of .3 and an alpha of .05 revealed
that both effective sample sizes would produce power levels above .99. This is sufficient
power to detect cross-level interactions (Van Der Leeden & Busing, 1994).
Apparatus
An HTC Vive Pro System (HTC, Taiwan) was utilized to track participant’s
movements. Four Vive base stations were positioned approximately seven feet above the
floor to track HTC Vive trackers, with one base station located in each corner of the
room. The use of four base stations allowed for a larger tracking area as well as increased
precision of data. Two trackers, affixed to the left and right shoulders of an empty hiking
backpack, were used to collect positional data along the X, Y, and X axes at a sampling
rate of 90 Hz. The backpack was fit to each participant so that each tracker was
positioned upright. Additionally, a tracker was attached to a belt to be worn at the hip.
This tracker was worn in the event that there was an issue with the data obtained from the
backpack trackers. Data from the trackers was collected using a SteamVR program.
Head movements during the calibration phase (as well as the pretest/posttest
phases for those in the VR environment) were tracked with a Vive head mounted display
(HMD). The Vive HMD display is binocular with a 110-degree horizontal field of view.
The HMD’s interpupillary distance (IPD) setting was adjusted to match each participant’s
IPD.
The virtual scene for the VR environment was an identically mapped replication
of the real-world environment (see Figure 2.1). The trial target was also replicated in the
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virtual scene to match the real-world target cone. For the calibration phase, the virtual
scene was a hallway with cinderblock walls. All virtual scenes and objects were created
using Unity.

Figure 2.1. Setup for the real-world environment (top) and virtual environment (bottom).

Procedure
After signing the informed consent, participants completed a stereopsis test, had
their IPD measured, and completed a visual acuity test. Prior to the start of the
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experiment, participants verbally responded to the Simulator Sickness Questionnaire
(SSQ) (Kennedy, Lane, Berbaum, & Lilienthal, 1993) (see Appendix A) and
demographic questions including age and gender. Simulator sickness was not a variable
of interest but was assessed to determine whether it influenced the data. After being
outfitted with the backpack, hip tracker, and HMD (if in the virtual environment),
participants heard the experimental procedure and were offered an opportunity to practice
blind walking until they felt comfortable. Following this, the experimental procedure
began.
Participants first engaged in 15 trials of the pretest phase, which consisted of blind
walking to a small orange cone. If participants were assigned to the virtual environment,
they first completed an acclimation phase that required them to point to different objects
located in the room (see Figure 2.2).

Figure 2.2. Acclimation phase. This was the first thing participants saw when they
entered virtual reality.
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In the pretest phase, the cone was located randomly at one of three distances (2, 3,
or 4 meters), and cones were presented at each distance a total of five times. At the
beginning of each trial, participants were blindfolded while the target was placed (see
Figure 2.3). Afterward, participants viewed the cone for as long as they needed and then
placed a blindfold over their eyes. The cone was removed from the walking area before
participants made their distance judgments. In the virtual environment, participants’
views were obstructed via a gray screen. Once a distance judgment was made,
participants were guided back to the starting point to complete the next trial. At no point
did they receive feedback regarding the accuracy of their distance judgment.

Figure 2.3. Tracker placement for participants in both the real-world environment (left)
and virtual environment (right). Participants’ views were obstructed by a blindfold in the
real-world environment and a gray screen in the virtual environment.
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After the pretest, participants completed 15 trials of the calibration phase, which
always occurred in the virtual environment (see Figure 2.4). If assigned to the real-world
environment for the pretest and posttest, participants were outfitted with the HMD and
went through the acclimation phase prior to completing any trials in this phase. For the
calibration phase, participants walked cones located randomly at one of three distances
(2.5, 3.5, or 4.5 meters) with visual feedback. Again, the cone was presented at each
distance a total of five times. An indicator was placed at the participants’ feet to indicate
when they successfully reached the cone. Participants were randomly assigned to a
visually slower, visually matched, or visually faster condition.

Figure 2.4. Calibration environment. Each participant was placed in this virtual
environment during the calibration phase.

Once these trials were finished, participants completed the posttest phase trials,
which were identical to the pretest phase trials. If assigned to the real-world environment,
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participants removed the HMD. Transition from the calibration phase to posttest phase
was less than five minutes for each participant. At the end of the posttest, participants
removed all equipment and answered questions about their previous experience with
gaming consoles and virtual reality, as well as their experience in the simulation (see
Appendix B). They also verbally responded to the SSQ again. Participants were debriefed
and provided with contact information before leaving. Each participant session took less
than an hour.
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CHAPTER THREE
RESULTS

Data Prep
Filtering and detrending. The simulation logged the trackers’ positions and
orientation data at rate of 90 samples per second in comma-separated value (CSV) files.
After this information was logged, the position values of each tracker were extracted
from all files using a Python script. The data were filtered for noise using a 4th order
Butterworth filter at 90 samples with a cutoff frequency of 6 Hz. This was done via
SciPy’s implementation of the Butterworth filter. Only positional data along the two
horizontal axes (X and Z) were extracted and filtered, as shoulder movements along the
vertical axis (Y) were not of interest. Filtered values were then stored separately for
variable extraction.
The simulation also logged trial data on key strokes for each participant. For
every trial, the simulation recorded the trial number, the environment type (real or
virtual), the condition (slower, matched, or faster), the target distance, the trial start time,
and the start/stop of each participant’s distance judgement. The data extraction script uses
this trial data along with the tracker data to determine the participant’s judged distance
(i.e., where he/she stopped) for each trial. The walking window was extracted from the
logged start and stop recordings for each participant. To minimize noise, the first step of
each participant was removed from this walking window.
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In the simulation, the walking path (i.e., the path from the starting point to where
the cone was located) was aligned along the Z-axis. As such, once a walking window was
extracted, participants’ movements were detrended along the X-axis from this walking
window to compute the lateral position data. This was done via SciPy’s detrend function.
Lastly, Python’s statistics module was used on the detrended lateral position data to
calculate SDLP.
Computation of motion variability. Trial by trial motion variability was
operationalized as the standard deviation of lateral position (SDLP), and trial by trial
predictability was operationalized as the sample entropy (SampEn). As previously
mentioned SDLP is most frequently used to examine lane deviations in driving situations.
However, SDLP has also been utilized to quantify the lateral deviation of humans
walking in a straight line (Huitema et al, 2005). Because the present study incorporates
walking for all three phases, the amount of lateral motion elicited during each walking
trial for each participant was measured across all phases; however, the main interest was
in the lateral motion during the pretest and posttest phases for the analyses.
The SDLP captures the amount of variation present in a given trial by measuring
the spread of observations around the mean. For the present study, it was calculated for
the midpoint of the right and left shoulders. However, the SDLP does not consider how
time sequence impacts the data nor does it distinguish the type of variation. It is possible
for two trials to yield identical SDLP values, yet one trial may have a more predictable
and regular time sequence. Because predictability and complexity of variation are
arguably important for how individuals interact with their environments in both real-
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world and settings, sample entropy (SampEn) was calculated for each trial to obtain
information about the sequential dependence, structure, and predictability of lateral
movements. The value of SampEn is that it quantifies the property of information
generation of a time series (Kuznetsov, Bonnet, & Riley, 2014; Richman & Moorman,
2000). For those time series that generate a greater amount of information, or new data
values and patterns, this signifies that the pattern of variability is less predictable; these
time series will have higher SampEn values. Alternatively, for those time series that
generate a smaller amount of information, or repetitions of data values and patterns, this
signifies that the pattern of variability is more predictable; these time series will have
lower SampEn values.
One of the benefits of SampEn is that the time series dataset need not have a large
amount of data points (Pincus, 1991), which is beneficial for the present study where
participants will be walking relatively short distances. To compute SampEn, the
Template Length (m) and Tolerance (r) parameters must be defined. The template length,
m, corresponds to the chosen number of consecutive points defining a vector. The typical
prescription for m is about one or two. The tolerance, r, corresponds to the level of
exactness used to claim two vectors as repetitive matches. The typical prescription for r is
.1 to .25 standard deviations of the time series after normalizing. While SampEn
parameters can be changed for each time series, the SampEn parameters for the present
study will be kept constant because of the comparative nature of the analyses (Pincus,
1991). To determine these parameters, a subset of 30 trials was randomly selected across
conditions and phases, and for each of the selected trials, the SampEn algorithm was
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calculated for a range of r and m values. The SampEn was then plotted as a function of r
for multiple values of m (Ramdani et al., 2009) and an m value was chosen where the
different curves converged first. The r parameter was selected based on where the
SampEn relative error was minimized. The average of these calculated parameters was
used as the final parameter values for use on the full data set. Based on the subset of trials
tested, an m of 2 and r of .2 were chosen. With these final parameters, a MatLab
executable function was used to compute the SampEn value for each trial.
Absolute error. For each trial, participants’ error was calculated as the distance
between the presented target distance and their distance judgment. The absolute value
was taken of these error values to compute the absolute error term (i.e., the accuracy of
participants’ distance judgments). The absolute error provides information about the
magnitude of the error, but not direction. To preserve information regarding the direction
of the error, a dichotomous ‘direction’ variable was extracted to discriminate between the
type of error (underestimation/overestimation).
Missing data. Due to experimenter and/or equipment error, there were some trials
that were skipped and some trials where walking data were not recorded. In total, less
than 2% of data were missing.
Tests for normality and outliers. Analyses conducted examined changes after
experiencing the calibration phase. As such, the data were separated into two files – one
that included the calibration data and one with the pretest/posttest data. All tests for
normality and outlier analyses were conducted separately for each file.
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Prior to conducting any analyses, all continuous variables were assessed for
normality. All continuous variables exhibited approximately normal distributions. The
dependent variable, absolute error, was also checked for normality and was found to be
considerably positively skewed (see Figure 3.1). To accommodate for the skew in
absolute error, a logarithmic transformation was utilized.

Figure 3.1. Distribution of Absolute Error for the pretest and posttest data.

Further, the standardized residuals from the full model were plotted and visually
inspected for extreme cases that fell outside the normal distribution (Cohen et al., 2003).
Less than 1% of the data were remove as a result of this analysis.
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Gamma Regression
The use of absolute error as the dependent variable produced a gamma
distribution. That is, the data were considerably positively skewed, with values greater
than zero. Gamma distributions are common when measuring variables that have high
accuracy (Pekár & Brabec, 2016), and provided that individuals have been shown to be
extremely sensitive to estimating distances, this distribution is not surprising. With this
distribution, a link function (i.e., a transformation) must be specified so that the data can
be modeled linearly (Pekár & Brabec, 2016). For the data here, a log-link transformation
was used, which exponentiates the predictors. To interpret the predictors, the exponential
of the regression coefficient is taken, and instead of having an additive effect on the
dependent variable, the exponential of the regression coefficient has a multiplicative
effect on the dependent variable (Pekár & Brabec, 2016).
Hierarchical Linear Modeling
The present study employed a 2 (environment: real or virtual) by 3 (condition:
visually slower, visually matched, or visually faster) by 2 (phase: pretest and posttest)
mixed model design. Because of the repeated measures design of the experiment (i.e.,
each participant completed all three phases), data were considerably nested within each
participant, resulting in multiple levels of variance. That is, there were multiple levels of
variance – some variance due to within-subject variables (Level 1 variables), and some
due to between-subject variables (Level 2 variables). Level 1 variables are those that can
change from trial to trial, and they produce residual variance. The Level 1 variables here
include: trial, phase, target distance, shoulder motion variability, and shoulder motion
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predictability. Level 2 variables are those that can change from person to person, and they
produce intercept variance. The Level 2 variables here include: environment type and
assigned gain condition. Lastly, there existed variance at cross-level interactions (Level 1
by Level 2), known as slope variance. To appropriately examine both inter-unit
differences and intra-unit changes (Nesselroade, 1991) as well as account for variance at
each level, Hierarchical Linear Modeling was used in the analyses (Hofmann, 1997).
An important aspect of hierarchical linear modeling is that it can tolerate missing
data (Woltman, Feldstain, MacKay, & Rocchi, 2012), which was crucial for the present
dataset, as there were instances where data were missing. Further, all continuous
variables were grand-mean centered so as to hold the regression coefficient of the
intercept constant across models. Therefore, the intercept coefficient represents the
predicted outcome when each continuous variable is held at its respective average.
To appropriately conduct each analysis, an initial main effects model was run
first, which included all Level 1 and Level 2 main effects. Main effects results are
extracted from this initial analysis. From there, each interaction was added individually.
Results for each interaction are reported from their respective models.
Due to the transformation used in the primary analysis (predicting absolute error),
effect sizes were calculated from the F statistic and degrees of freedom according to
Tabachnick and Fidell (2013). This allowed for relative comparison of the effect sizes. In
the follow-up analyses (predicting SampEn, SDLP, and Velocity), effect sizes were
calculated by comparing the model including the fixed effect of interest with the same
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model without the fixed effect. This comparison yielded sr2 values, which refer to the
unique contribution (i.e., the percentage of variance accounted for) by each fixed effect.
Preliminary Analysis
Prior to conducting the primary and follow-up analyses, the distribution of each
continuous variable was assessed to allow for a better understanding of the data. See
Table 3.1 for descriptive statistics of each continuous variable.
Table 3.1
Descriptive statistics for continuous variables
Statistic
Mean (SD)
Median
Minimum
Maximum

SSQ
10.1 (11.2)
7.5
0
41.14

SDLP (m)
.03 (.01)
0.03
0.003
0.07

SampEn
.12 (.04)
0.12
0.02
0.23

Velocity
(m/s)
.57 (.14)
0.57
0.16
1.2

Judged
Distance (m)
2.8 (.98)
2.73
0.98
6.3

It was found that there was little spread in the motion variability and motion
predictability of lateral movements. More specifically, lateral movements while walking
ranged between .3 and 7 centimeters, with an average of 3 centimeters. These data
suggest that, overall, participants exhibited little variability in their lateral movements
when walking without vision. Furthermore, SampEn values ranged between .02 and .23,
with an average value of .12. SampEn values are dimensionless, so they must be
interpreted in the context of the sample from which they derived. The relatively normal
distribution of SampEn values within the present study (see Figure 3.2) suggests that
there were few trials where participants exhibited lateral sway with the greatest and/or
least amount of predictability. Most often, participants exhibited lateral sway that was, to
some degree, predictable.
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Figure 3.2. Distribution of SampEn values for the pretest and posttest data

Predicting Absolute Error
The following analysis contains only data from the pretest and posttest – where
individuals made blind distance judgments. To predict absolute error, only those
variables and interactions relevant to the main hypotheses were included in the model.
That is, not all combinations of interactions were included (see Table 3.2). For fixed
coefficients, see Table 3.3.
There was a significant effect of trial (F(1, 1596) = 39.987, p < .001), such that
for every one-unit increase in trial, predicted absolute error decreased by a multiplicative
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factor of .98. In other words, as individuals progressed through the experiment, they
became slightly more accurate in their distance judgments.
Additionally, phase was a significant predictor of absolute error (F(1, 205) =
14.773, p < .001). Overall, there was significantly more error in the posttest than the
pretest (see Figure 3.3).

Figure 3.3. Average Absolute Error by Phase. Error bars represent +/- 1 standard error.

Direction was also a significant predictor of absolute error (F(1, 1700) = 36.76, p
< .001), such that more error was associated with underestimation (M = .42 m, SE = .03
m) than overestimation (M = .32 m, SE = .02 m). Participants’ scores on the SSQ at the
end of the experiment (i.e., after interacting in the virtual environment) were used as a
predictor in the model. It was found that SSQ was not a significant predictor of absolute
error.
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Table 3.2
Omnibus F test results for fixed effects predicting Absolute Error
Predictor
df1 df2
Trial
1 1596
Phase
1
205
Direction
1 1700
SampEn
1 1610
SDLP
1 1613
SSQ
1
53
Environment
1
53
Condition
2
53
Aggregated SDLP
1
58
Aggregated SampEn
1
57
Phase * Direction
1 1609
Environment * Direction
1 1698
Condition * Direction
2 1691
Environment * Phase
1
58
Condition * Phase
2
58
Condition * Environment
2
51
Environment * Aggregated SDLP
1
52
Environment * Aggregated SampEn
1
52
Environment * Condition * Direction
2 1630
Environment * Condition * Phase
2
54
Condition * Phase * Direction
2 1469
Environment * Phase * Direction
1 1581
Environment * Condition * Phase * Direction
2 1295
note: *p < .05, **p < .01, ***p < .001

F
39.987***
14.773***
36.775***
5.328*
20.779***
2.394
0.268
2.188
0.011
0.183
17.703***
22.553***
20.344***
0.026
1.813
3.866*
0.036
0.925
12.512***
0.838
18.093***
0.025
0.184

sr2
.03
.07
.02
.003
.01
.01
.01
.02
.15
.02
.02
-

As expected, L1 (trial-by-trial) SampEn was a significant predictor of absolute
error (F(1, 1610) = 5.328, p = .021). For every one-unit increase in L1 SampEn, predicted
absolute error increased by a multiplicative factor of 4.49 (see Figure 3.4).
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Table 3.3
Fixed coefficients and standard errors for the model predicting
Absolute Error
Fixed Effects
Predictor
β (SE)
Exp(β)
t
Intercept
-0.87
.42
Trial
-0.02 (.003)
.98
-6.324***
L1 SampEn
1.50 (.65)
4.48
2.308*
L1 SDLP
10.5 (2.3)
36,315.5
4.558***
SSQ
-0.009 (.01)
.99
-1.547
L2 SampEn
-1.52 (3.57)
.22
-0.427
L2 SDLP
1.12 (10.9)
3.06
0.103
note: *p < .05, **p < .01, ***p < .001

Figure 3.4. Main effect of L1 SampEn.
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Further, L1 SDLP was a significant predictor of absolute error (F(1, 1613) =
20.779, p < .001), such that for every one-unit increase in L1 SDLP, predicted absolute
error increased by a multiplicative factor of approximately 36,316 (see Figure 3.5). In
addition to trial-by-trial motion variability and predictability (L1 SampEn and L1 SDLP),
motion variability and predictability were aggregated to each participant, creating L2
SampEn and L2 SDLP predictors. Neither were significant predictors of absolute error.
There were no other significant main effects, but there were several significant two-way
interactions.

Figure 3.5. Main effect of L1 SDLP.
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The interaction between phase and direction was statistically significant (F(1,
1609) = 17.703, p < .001). There was significantly more underestimation in the posttest
(M = .43 m, SE = .04 m) compared to the pretest (M = .31 m, SE = .03 m), (t(248) = 2.41,
p = .017), and no significant difference in overestimation between pretest and posttest.
There was also a significant interaction between direction and environment (F(1, 1698) =
22.553, p < .001). No significant differences in direction were found between the real
world and the virtual environment; however, there was significantly more
underestimation (M = .43 m, SE = .03m) than overestimation (M = .33 m, SE = .03 m),
(t(547) = 4.65, p < .001) in the real world.
Further, there was a significant interaction between direction and condition (F(2,
1691) = 20.334, p < .001). The file was split to show differences in direction at each
condition. For the matched condition, there was no difference in the direction of error.
For the slower condition, there was significantly more overestimation than
underestimation (t(224) = 4.65, p < .001). For the faster condition, there was significantly
more underestimation than overestimation (t(37) = 6.41, p < .001).
Lastly, there was a significant interaction between condition and environment
(F(2, 51) = 3.866, p = .027). The file was split to determine the effect of each condition
on absolute error between environments. For the matched condition, there was
significantly more absolute error in the real world than the virtual environment (t(15) =
2.35, p = .033). There were no significant differences in absolute error between the real
world and virtual environment for the slower and faster conditions.
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In addition to the two-way interactions, there were also two three-way
interactions. First, there was a significant three-way interaction among direction,
condition, and environment (F(2, 1630) = 12.512, p < .001) (see Figure 3.6). To assess
the differences in the direction of error between the two environments, the file was split
by condition and environment. There was significantly more overestimation in the virtual
environment than the real-world environment in the slower condition (t(15) = 2.31, p =
.036) and the faster condition (t(11) = 2.61, p = .024). The file was also split by
environment and condition to assess differences in direction of error within each
environment. In the real-world environment, there was significant more underestimation
than overestimation in the slower condition (t(227) = 2.27, p = .007) and the faster
condition (t(15) = 6.48, p < .001). For the virtual environment, there was significantly
more underestimation in the matched condition (t(108) = 4.91, p < .001). Conversely,
there was significantly less underestimation compared to overestimation in the slower
condition (t(44) = 4.63, p < .001).
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Figure 3.6. Differences in the Direction of Absolute Error by Environment and
Condition. Error bars represent +/- 1 standard error.

There was also a significant three-way interaction among condition, phase, and
direction (F(2, 1469) = 18.093, p < .001). Follow-up analyses were conduction by
splitting the file by condition and phase. First, differences in error direction between the
pretest and posttest for each condition were evaluated. In the matched condition, there
were no significant differences in the direction of error (neither underestimation nor
overestimation) between the pretest and posttest. For the slower condition, there was
significantly more overestimation in the posttest compared to the pretest (t(36) = 4.59, p
< .001). There were no significant differences in underestimation between the pretest and
posttest. Lastly, for the faster condition, there was significantly more underestimation in
the posttest compared to the pretest (t(82) =5.11, p < .001). There were no significant
differences in overestimation between the pretest and posttest.
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Second, differences in error across conditions for each phase were evaluated. In
the pretest, there were no significant differences in underestimation nor overestimation
across the conditions (see Table 3.4).
Table 3.4
Average Judged Distances (in meters) for each target distance in the pretest phase
Slower
Matched
Faster
M
SE
M
SE
M
SE
2 meters
1.62
.09
1.66
.08
1.77
.14
3 meters
2.6
.1
2.68
.13
2.77
.18
4 meters
3.58
.14
3.58
.12
3.77
.24

In the posttest, there was significantly more error associated with underestimation
in the faster condition compared to the matched condition (t(40) = 3.89, p < .001) and
compared to slower condition (t(40) = 3.95, p < .001). There was also significantly more
error associated with overestimation in the slower condition compared to the matched
condition (t(36) = 2.41, p = .021) and compared to the faster condition (t(37) = 2.65, p =
.012 (see Table 3.5). There were no other significant differences.
Table 3.5
Average Judged Distances (in meters) for each target distance in the posttest phase
Slower
Matched
Faster
M
SE
M
SE
M
SE
2 meters
2.21
.1
1.91
.08
1.72
.12
3 meters
3.33
.17
2.97
.13
2.6
.16
4 meters
4.45
.22
4.03
.17
3.48
.17

To illustrate the interaction among condition, phase and direction, the judged
distances were plotted as a function of the target distance, condition, and phase (see
Figure 3.7).
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Figure 3.7. Average Judged Distances for each Condition before (top) and after (bottom)
exposure to perturbed optic flow.
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Predicting SampEn
To further investigate L1 SampEn, an additional model was run using L1 SampEn
as the dependent variable (see Table 3.6 for fixed effects). L1 SampEn was normally
distributed, so no transformations were needed.
Table 3.6
Omnibus F test results for fixed effects predicting L1 Sample Entropy
Predictor
df1
df2
F
Trial
1
1682
0.34
Phase
1
1671
1.49
Velocity
1
1379
63.24***
Judged Distance
1
1650
105.8***
Condition
2
57
0.05
Environment
1
58
2.2
Phase*Velocity
1
1680
0.15
Phase*Judged Distance
1
1679
0.002
Phase*Condition
2
1669
.129
Condition*Velocity
2
1628
4.2*
Condition*Judged Distance
2
1715
2.27
note: *p < .05, **p < .01, ***p < .001

sr2
.03
.05
.98
-

Velocity was a significant predictor of SampEn (F(1, 1319) = 61.19, p < .001),
such that SampEn was predicted to increase by .08 for every one-meter per second (m/s)
increase in velocity. Judged distance (i.e., how far the participant walked per trial) was
also a significant predictor of SampEn (F(1, 1645) = 104.09, p < .001). Overall, for every
one-meter increase in judged distance, SampEn decreased by .01.
Lastly, the interaction between condition and velocity was a significant predictor
of SampEn (F(2, 1636) = 4.22, p = .015). In other words, the effect of velocity on
SampEn depended on condition. Though the slower condition and faster condition
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showed similar trends (see Figure 3.8), only the faster condition was significantly
different from the matched condition (t(1626) = 2.91, p = .004).

Figure 3.8. L1 SampEn values as a function of Condition and Velocity.

Predicting SDLP
To further investigate L1 SDLP, another model was run using L1 SDLP as the
dependent variable (see Table 3.7 for fixed effects). SDLP was also normally distributed,
so no transformations were needed. Phase was a significant predictor of SDLP, (F(1,
1667) = 4.18, p = .04), such that individuals exhibited significantly more SDLP in the
pretest (M = .031, SE = .001) compared to the posttest (M = .028, SE = 001). Velocity
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was also a significant predictor of SDLP, (F(1, 1632) = 89.02, p < .001), such that SDLP
was predicted to decrease by .03 for every 1 m/s increase in velocity.

Table 3.7
Omnibus F test results for fixed effects predicting L1 SDLP
Predictor
df1
df2
Trial
1
1674
Phase
1
1667
Velocity
1
1632
Judged Distance
1
1715
Condition
2
56
Environment
1
57
Phase*Velocity
1
1671
Phase*Judged Distance
1
1671
Phase*Condition
2
1664
Condition*Velocity
2
1711
Condition*Judged Distance
2
1701
note: *p < .05, **p < .01, ***p < .001

F
1.2
4.18*
89.02***
290.36***
0.21
.44
1.64
2.22
2.93
.89
3.58*

sr2
.002
.04
.14
.01

Furthermore, judged distance was a significant predictor of SDLP, (F(1, 1715) =
290.36, p < .001); for SDLP was predicted to increase by approximately .01 for every
one-meter increase in judged distance.
Lastly, the interaction between condition and judged distance was a significant
predictor of SDLP (F(2, 1701) = 3.58, p = .028). Follow-up analyses showed that judged
distances were significantly different between the slower condition and faster condition
(t(1709) = -2.53, p = .011) (see Figure 3.9).
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Figure 3.9. L1 SDLP values as a function of Condition and participants’ Judged
Distances

Interestingly, L1 SampEn and L1 SDLP showed different relationships with
judged distances. To further investigate this, a correlation was conducted between the
two. It was found that L1 SampEn and L1 SDLP were negatively correlated (r(1727) = .58, p < .001). In other words, greater values of L1 SampEn were associated with smaller
values of L1 SDLP (see Figure 3.10).
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Figure 3.10. Correlation between L1 SDLP and L1 SampEn.

Predicting Velocity

The last model run predicted velocity, with the purpose of investigating whether
participants travelled at different velocities based on the type of perturbation experienced
(see Table 3.8). Velocity was normally distributed, so no transformations were needed.
Trial was a significant predictor of velocity (F(1, 1669) = 75.02, p < .001), such that
velocity was expected to increase by .003 m/s for every one-unit increase in trial. In other
words, participants walked slightly faster as they progressed through each phase.
Phase was also a significant predictor of velocity (F(1, 1669) = 13.81, p < .001).
Overall, participants walked significantly faster in the posttest (M = .6 m/s, SE = .01 m/s)
compared to the pretest (M = .55 m/s, SE = .01 m/s). Judged distance was also a
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significant predictor of velocity (F(1,1687) = 1784.84, p < .001), such that velocity was
expected to increase by .08 m/s for every one-meter increase in judged distances. This
suggests that participants walked faster as target distance were farther away.

Table 3.8
Omnibus F test results for fixed effects predicting Velocity
Predictor
df1
df2
Trial
1
1669
Phase
1
1669
Judged Distance
1
1687
Condition
2
56
Environment
1
56
Phase*Judged Distance
1
1671
Condition*Judged Distance
2
1706
Phase*Condition
2
1667
Phase*Environment
1
1665
note: *p < .05, **p < .01, ***p < .001

F
75.02***
13.81***
1784.84***
1.33
6.7*
.331
2.04
3.5*
3.65

sr2
.02
.003
.43
.08
.01
-

There was also a significant main effect of environment (F(1, 56) = 6.7, p = .012),
such that participants walked significantly faster in the virtual environment (M = .6 m/s,
SE = .01 m/s) compared to the real-world environment (M = .54 m/s, SE = .01 m/s).
As expected, there was a significant interaction between phase and condition
(F(2, 1667) = 3.5, p = .03) (see Figure 3.11). To identify whether walking speeds differed
from pretest to posttest, the file was split by phase for follow-up analysis. For the slower
condition, participants walked significantly faster in the posttest compared to the pretest
(t(562) = 2.82, p < .001). Participants in the faster condition also walked significantly
faster in the posttest compared to the pretest (t(547) = 2.54, p = .011). Though
insignificant, participants in the slower condition walked considerably faster in the
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posttest than participants in the faster condition. There were no significant differences in
walking speed between the pretest and posttest for the matched condition.

Figure 3.11. Interaction between Phase and Condition for the model predicting Velocity.
Error bars represent +/- 1 standard error.

Lastly, there was a marginally significant interaction between phase and
environment (F(1, 1665) = 3.65, p =.056). Overall, participants walked faster in the
posttest compared to the pretest. For both phases (i.e., pretest and posttest), participants
walked faster in the virtual environment than the real-world environment (see Figure
3.12).
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Figure 3.12. Insignificant interaction between Environment and Phase in the model
predicting Velocity. Error bars represent +/- 1 standard error.
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CHAPTER FOUR
DISCUSSION

The present experiment served two main purposes. The first of which was to
reevaluate calibration transfer of perturbed optic flow. Previous research has ignored
methodological inconsistencies that may have been responsible for the vast differences
found in the extent to which individuals calibrated to perturbed optic flow. The
simulation presented here differed from previous research in that (1) participants could
physically locomote during their blind walking distance estimates, (2) the virtual reality
hardware afforded increased field of view, and (3) methodology was kept consistent
between both real-world and virtual environments so appropriate comparisons could be
made.
Allowing participants to physically locomote during their blind walking distance
judgments revealed that they walked at different velocities in the pretest and posttest,
which is consistent with findings by Mohler et al. (2017a). More specifically, it was
found that participants walked faster in the posttest. This finding suggests that using selfpaced imagined walking may be an insufficient method for assessing distance estimation.
In the past, imagined walking has been used in lieu of blind walking (Kunz et al., 2009;
Ziemer et al., 2013). This method requires individuals to walk at a comfortable speed so
that a walking pace can be derived for each participant. Participants then judge distance
using a stopwatch, estimating how long it would take them to reach the target, and their
corresponding walking pace is used to derive their judged distance. As previously
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mentioned, the issue with this method is that it assumes participants would walk at a
constant speed and that their pace will not change after experiencing perturbed optic
flow. As demonstrated here, walking velocity did change after experiencing a
perturbation, which, contrary to Kunz et al.’s (2009) findings, suggest that imagined
walking and blind walking may not be as analogous as previously thought.
Interestingly, individuals’ blind walking estimates did not differ between
environments. In fact, one of the main findings from the present experiment was that
environment did not predict absolute error. That is, individuals in the virtual environment
did not produce less accurate distance judgments than those individuals in the real-world
environment, which failed to support H1. Though there was significantly more
underestimation in the pretest, this effect was not moderated by environment, which
failed to support H2. Overall, there were few interactions with environment type that
illustrated differences between the two environments. This may be due to the high degree
of similarity between them. For instance, Interrante et al., (2006) found that depth
compression was considerably lower than expected in virtual environments, which they
attributed to the use of a virtual environment that was identical to the real world (i.e., the
physical environment in which the experiment took place). Results of the present study
support their findings. Although not all the furniture in the physical room was modeled in
the virtual environment, all the dimensions, wall shapes, and carpet in the virtual
environment were modeled to exactly match those in the real-world environment. The
lack of difference based on environment type may also be due to the use of newer virtual
reality hardware. Previous research has supported the idea that new virtual technology,
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which afford better graphics and greater field of view, elicit more accurate distance
judgments, such that individuals make similar distance judgments in real-world and
virtual environments (Buck et al., 2018; Kelly, et al., 2017).
Regardless of the similarities between the two environments, the findings here
reinforce the importance of interacting with an environment. From an ecological
perspective, interacting with environments, namely navigating through an environment,
provides information about that environment, and it helps organisms determine what
action capabilities they have for their current environment (Gibson, 1979). The
importance of interaction is evidenced here in that individuals became more accurate in
their distance judgements after they were provided an opportunity to interact in the
environment with visual feedback. Specifically, individuals in the matched condition who
received appropriate feedback (i.e., the simulated optic flow matched their walking rate)
judged distances extremely accurate in posttest, which occurred after interaction with the
environment. Relative to the pretest, individuals in the matched condition walked an
average of 11.6% farther in the posttest. Interacting with the environment has resulted in
more accurate distance judgments for other researchers as well (Siegel & Kelly, 2017).
The importance of environmental interaction is also evidenced by calibration. In
situations where organisms are immersed in an unfamiliar environment or when their
action capabilities change, they must interact with the environment to reveal information
about what the environment affords them. In the present experiment, individuals were
immersed in a virtual environment that perturbed their optic flow rate. Interacting with
this perturbed optic flow allowed them to calibrate to a one-to-one half (slower) or one-
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to-two (faster) mapping between optic flow rate and their respective walking rate. In
support of H3, participants showed significant increases in judged distances in the slower
condition and significant decreases in judged distances in the faster condition, which is
consistent with prior research (Adams et al., 2018; Durgin et al., 2005; Kunz et al., 2009,
2013, 2015; Mohler et al., 2004, 2007b; Rieser et al., 1995; Ziemer et al., 2013). Those in
the slower condition showed a considerably greater effect of the calibration, with
participants walking an average of 29.6% farther in the posttest relative to the pretest.
Conversely, participants in the faster condition walked, on average, 3% less in the
posttest relative to the pretest.
Importantly, the extent to which participants over or underestimated distances was
not equivalent to the gain that they received. In other words, participants receiving twice
the optic flow did not walk half as far, and participants receiving half the optic flow did
not walk twice as far. This is a standard finding in the literature (e.g., Adams et al., 2018;
Durgin et al., 2005; Kunz et al., 2015; Mohler et al., 2007b). This may be for one of
several reasons. First, it is possible that participants did not spend enough time in the
calibration phase. If participants were exposed to the perturbation for a longer time, the
magnitude of calibration effects in the posttest trials may have been greater (i.e., they
may have walked even farther or shorter relative to the optic flow rate). However, it is
uncertain how much time participants would need to be exposed to this perturbation, as
Mohler et al.’s (2007b) participants spent ten minutes with perturbed optic flow, and the
effects of calibration were smaller in magnitude than those documented here. Second,
though only a small amount of time passed between the calibration trials and posttest
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trials, it is possible that this transition affected the carry-over of the calibration to the
posttest.
Despite differences in the magnitude of calibration between the two perturbed
optic flow conditions (slower and faster), there were no significant differences in
calibration transfer between real-world and virtual environments after calibration in the
virtual hallway environment. This finding, consistent with Day et al.’s (2019) research,
suggests that calibration occurring in virtual reality, regardless of purpose, will transfer to
the real world to some extent. Further, the similarity between the two environments
suggests that newer virtual reality hardware is better able to combat depth compression.
The second goal of this study was to understand how shoulder motion variability
and predictability influenced distance judgments in both environments. Evaluation of
both shoulder motion variability and predictability in the context of distance estimation
has been overlooked, but the results of this study illustrate that they should be regarded as
variables of interest. Though variability in human walking may be considered noise,
dynamical systems theory asserts that variability in movement is not noise in the data, but
rather an indication of exploratory behavior (Davids, Glazier, Araujo, & Bartlett, 2003;
Riccio, 1993). When biological systems (e.g., humans) encounter behavioral and/or
environmental constraints, movement variability is necessary so that stable organization
can eventually be reached (Davids et al., 2003). In this experiment, individuals were
constrained during their walking estimates, as their visual feedback was removed. As
such, shoulder motion variability and predictability were evaluated as predictors of
absolute error in distance estimation and in separate analyses as dependent variables. This
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allowed for in-depth analysis of human movement variability and predictability in the
absence of vision.
L1 SampEn and L1 SDLP values illustrated small amounts of variability;
however, both were significant predictors of absolute error, which supported H4. Due to
the gamma distribution of absolute error, a quadratic line was needed to appropriately
represent the data. Consequently, absolute error was greatest at low and high values of L1
SampEn (i.e., when lateral sway had the highest predictability and when it had the lowest
predictability). It appeared that middle values of SampEn (i.e., lateral sway with some
degree of unpredictability) were associated with the least amount of error in distance
judgments. Conversely, higher values of L1 SDLP resulted in increased absolute error. In
other words, greater magnitude in participants’ shoulder sway resulted in less accurate
distance estimates. Again, due to the gamma distribution, the relationship between
absolute error and L1 SDLP was quadratic.
In addition to trial-by-trial motion variability and predictability, it was also
hypothesized that aggregated motion variability and predictability (i.e., L2 SDLP and L2
SampEn) would significantly predict absolute error. However, L2 SDLP and L2 SampEn
were not significant predictors of absolute error, indicating that there were not additional
effects beyond those of L1 SampEn and L1 SDLP. Further, the effects of aggregated
motion variability and predictability did not depend on environment, which failed to
support H5.
After analyzing SampEn and SDLP as predictors in the model predicting absolute
error, follow-up analyses were conducted using each as a dependent variable for a more
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in-depth look at the two. These analyses uncovered several findings. Arguably the most
important finding was the negative correlation between L1 SampEn and L1 SDLP, which
suggested that walking with a larger amplitude in shoulder motion variability was more
predictable and that walking with a smaller amplitude in shoulder motion variability was
less predictable. This was consistent with Riley, Balasubramaniam, and Turvey’s (1999)
finding that postural sway data elicited an inverse relationship between its randomness
and variability. More specifically, they found that when participants had their eyes
closed, they moved with greater amplitude in their postural sway, but this movement was
also more deterministic (less random). Without visual feedback about their current
position, it is not surprising that the participants made more variable movements. Their
movements were likely more deterministic in this situation to avoid falling over from the
increased variability in movement. This may explain findings from the current study as
well. Here, individuals made distance estimates via physical locomotion without visual
feedback. It is possible that to accommodate for the lack of visual feedback about their
current position in space, individuals made more variable movements, but these
movements were inherently more predictable so that the potential for harm (i.e., falling
over) was mitigated.
The inverse relationship between L1 SampEn and L1 SDLP may explain why
judged distance and velocity had opposing effects on each variable. For example,
increases in walking velocity resulted in an increase in L1 SampEn, but a decrease in L1
SDLP, suggesting that faster walking speeds resulted in smaller shoulder motion
variability and less predictability. It is unclear why individuals produced less shoulder
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motion variability at faster speeds, but it is important to note that the values of L1
SampEn, L1 SDLP, and velocity had limited variability throughout the entirety of the
experiment, so relatively small differences in values were statistically significant.
Additionally, judged distance was a significant predictor of both L1 SampEn and
L1 SDLP, such that when participants walked farther, their shoulder motion variability
increased, and shoulder motion predictability increased. Given that participants’ judged
distances are necessarily correlated with target distances, this suggests that participants
made more predictable and variable lateral sway when targets were farther away.
Beyond the main effects of judged distance and velocity, prior research implicated
environment (real or virtual) as a source of differences in different walking variables such
as stride length, step angle, step count, and so forth (Janeh et al., 2017, 2018).
Furthermore, Sloot et al. (2014) claimed that individuals walked more conservatively
when in virtual environments. Based on these findings, it was expected that environment
would be a significant predictor of L1 SampEn and L1 SDLP. In the present experiment,
however, no significant differences in L1 SampEn and L1 SDLP were found between
environments. A likely explanation is that participants did not walk far enough for there
to be clear differences between the real-world environment and the virtual environment.
Several trials consisted of cones at 2 meters from the participant, which may not have
elicited sufficient walking data to identify discrepancies.
On the other hand, velocity did differ depending on environment, but this
difference was inconsistent with findings from previous literature. Participants in the
present experiment walked faster in the virtual environment than the real-world
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environment. Given the added weight of the head-mounted display and the unfamiliarity
of virtual reality (Janeh et al., 2017, 2018; Sloot et al., 2014), this finding was
unexpected. Importantly, any veering in walking was not controlled for in the analysis,
which may have influenced the present findings. Previous research has mitigated issues
of veering by having participants guide their movements with some device (e.g., a string
or a cane). In the present study though, participants’ walking was not assisted as there
was concern that this might interfere with their natural walking. Anecdotally, veering was
not a noticeable issue, especially given the short target distances. However, any veering
that may have occurred in blind walking estimates could have impacted the computation
of SampEn and SDLP values. In the future, it would be useful to calculate SampEn and
SDLP along the participants’ walking trajectories, even when these trajectories are not
straight lines.
Applications of this study are important for future research in distance estimation.
The finding that distance judgments did not differ depending on environment extends
prior findings that newer virtual reality hardware reduces issues of depth compression,
which has historically been deemed a main source of underestimation (Geuss et al.,
2012). However, the present study found that underestimation existed in both
environments, and that it was mitigated upon interaction with the environment. This
finding supports the view that individuals are better able to act in their environments
when they use their own body proportions to scale the environment (Gibson, 1979). That
is, for individuals to calibrate to any changes in their affordances and environments, some
interaction must occur. Importantly, the finding that participants did not fully calibrate to
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perturbed optic flow suggests that they may not have been sufficiently exposed to the
perturbation. Future research should investigate the rate at which individuals calibrate to
perturbed optic flow. More specifically, whether participants will fully calibrate to
perturbed optic flow and how much exposure time is necessary for this to occur.
Applications of the present study are also important for human movement
analysis. That L1 SampEn and L1 SDLP were significant predictors of absolute suggest
that these walking variables should be included in future work on distance estimation via
physical locomotion. Future research is needed to disentangle inconsistencies between
the present study and prior research, such as difference in walking velocity between the
real-world environment and the virtual environment. Lastly, it is clear that motion
variability and predictability are not only important for postural sway (Riley et al., 1999),
but also for natural walking without vision. This suggests that both motion variability and
predictability should be considered variables of interest when evaluating human
movement. Altogether, the present study contributes to understanding how calibration to
perturbations in virtual environments transfer to another virtual environment compared to
a real-world environment as well as the importance of motion variability and
predictability in the context of blind walking.
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APPENDIX A
Simulator Sickness Questionnaire

Instructions: Please indicate how much each symptom below is affecting you right now.

1. General discomfort

None

Slight

Moderate

Severe

2. Fatigue

None

Slight

Moderate

Severe

3. Headache

None

Slight

Moderate

Severe

4. Eye strain

None

Slight

Moderate

Severe

5. Difficulty focusing

None

Slight

Moderate

Severe

6. Increased salivation

None

Slight

Moderate

Severe

7. Sweating

None

Slight

Moderate

Severe

8. Nausea

None

Slight

Moderate

Severe

9. Difficulty concentrating

None

Slight

Moderate

Severe

10. Fullness of the Head

None

Slight

Moderate

Severe

11. Blurred vision

None

Slight

Moderate

Severe

12. Dizziness with eyes open

None

Slight

Moderate

Severe

13. Dizziness with eyes closed

None

Slight

Moderate

Severe

14. *Vertigo

None

Slight

Moderate

Severe

15. **Stomach awareness

None

Slight

Moderate

Severe

16. Burping

None

Slight

Moderate

Severe

* Vertigo is experienced as loss of orientation with respect to vertical upright.
** Stomach awareness is usually used to indicate a feeling of discomfort which is just
short of nausea.
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APPENDIX B
Post-Experiment Questions

Briefly explain what you did in this study
________________________________________________________________
How often do you play video games (via console, PC)

o Very often (5-7 times a week)
o Fairly often (3-4 times a week)
o Often (1-2 times a week)
o Not very often (1-2 times a month)
o Almost never (Less than 1 time per month)
o Never
Have you ever experienced virtual reality with a head mounted display? If so, how often?
________________________________________________________________
Did you notice anything unusual about the simulation or virtual environment?
________________________________________________________________
What do you think this experiment was testing?
________________________________________________________________
Do you have any other questions/comments?
________________________________________________________________
60
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