Abstract-The reconstruction of unknown regions through active microwave imaging techniques requires the retrieval of a large amount of unknown parameters if one aims at fully characterize the electromagnetic properties of the targets under test.
I. INTRODUCTION
Starting from the measurement of the scattered electromagnetic field collected in a non invasive fashion, active microwave imaging techniques are aimed at reconstructing an unknown region by means of suitable inversion procedures. A variety of applications requires the detection and/or the complete characterization of the material properties of the targets under test, such as subsurface monitoring (e.g., [1] [2]), non-destructive evaluation and testing [3] [4] and biomedical diagnostics [5] - [6] .
Unfortunately, many of the arising inverse problems are affected by several theoretical, computational and practical drawbacks. From the point of view of the theoretical drawbacks, ill-posedness, ill-conditioning and nonlinearity [7] make the inversion of the scattering data hard to cope with. Therefore, in order to avoid or diminish these problems, a class of approaches considers approximate techniques (as for example in [8] ) that also limit the range of the retrievable profiles. Moreover, the solution of the full inverse problem can be in some cases avoided when only the localization of the scatterers has to be provided. Also in this context several methodologies have been proposed (e.g., [9] [10]).
However, in many applications of interest a quantitative characterization of the dielectric and conductivity distributions of the sensed region is necessary and the localization or the shaping of the scatterers is not enough. Therefore, suitable non-linear methodologies aimed at exploiting the complex multiple scattering phenomena have to be employed. A widely adopted approach to deal with this class of inverse scattering problems is that based on optimization procedures. The reconstruction of the unknown profiles is recast into a minimization of a suitable cost functional which consists of the superposition of the mismatch between the measured field data and the field scattered by an object with an estimated contrast. In particular, the iterative minimization algorithms have been widely investigated [11] - [ 13] .
In several cases, the inversion strategies have to retrieve a large amount of parameters starting from a limited number of independent measures, fully collectable through multi-illumination/multi-view measurement systems [14] [15]. However, the data are usually corrupted by several kind of errors and because of the ill-posedness and the false solution problems, other types of diversity are usually looked for. A widely adopted approach consists in exploiting multi-frequency illuminations (e.g., [16] [17]) to excite complementary scattering effects. Multi-view and multi-frequency techniques are the most commonly used strategy to collect scattering data and a limited attention [18] has been devoted to the "source diversity" approach. In this framework, the idea of using different configurations of the probing sources for exciting different scattering phenomena in the domain under test has been preliminary presented in [19] .
In this work, the potentialities and the limitations of such a methodology are further investigated. As a matter of fact, a multi-source illumination appears to be profitable to compensate unavoidable measurement errors that usually occur and that possible intrinsic physical limitations of the acquisition setups (such as limited number of views and/or limited angles of view) are not able to mitigate because of the undersampling of the scattered field.
Although an increased amount of information on the investigation domain can be obtained through a multisource strategy, the scattering data still remain limited for obtaining a detailed reconstruction that satisfies the resolution accuracy constraints. Consequently, the Iterative Multi-Scaling Approach (IMSA) (investigated in [20] [21] for the single-source case) has been customized for satisfactorily processing the enlarged multi-source (MS) dataset. This paper will be structured as follows; in Sect. II the mathematical formulation of the multisource strategy and its integration in the IMSA will be presented; in Sect. III a comparative numerical analysis will be carried out in order to assess the advantages of the proposed approach; in Sect. IV some conclusions will be drawn II. MATHIEMATICAL FORMULATION Let us consider a two-dimensional scenario for microwave imaging of cylindrical bodies ( Fig. 1) , where a bounded unknown scatterer is embedded in an homogeneous investigation domain DI of known characteristics.
(£Evs (x, y) being the distribution corresponding to the sth source radiating from the v-th angular position). The effects of the interactions between incident fields and the scenario under test are revealed by collecting samples of the scattered electric field through the m = 1, ,MVs sensors located in the observation domain DO . The arising scattering phenomena can be described through a pair of integral equations [22] , the Data Equation,
defined for xV' ,sy )e Do and the State Equation,
Ein'c(X, The contrast of the scatterers with respect to the background can be modeled through the following object function r(x,y) = £r (X, y) -1-1(x,y) 2/-7e defined for (x,y)e DI. Eqs. (2) and (3) represent relationships between the problem unknowns [object function r(x,y) and internal field E'< (x,y)] and the available data [the scattered field E "'tt (x vs ,yv s ) and the incident field Ev (x, y)]. Moreover, Gext and Gint indicate the external and internal Green's function, respectively. Then, the MS approach allows to define an enlarged set of integral relationships in which the increase of the unknown parameters is limited to those necessary for the representation of the internal field, which has to be reconstructed for each impinging direction and for each of the employed probing sources.
Since the retrieval process is affected by ill-posedness and ill-conditioning, proper countermeasures are needed. Therefore, the inverse problem has to be carefully addressed by properly defining a least-square solution and a suitable regularization strategy. Towards this end, an approach that fully exploits the scattering data from the multi-source acquisition system has been adopted. As a matter of fact, the solution is requested to satisfy the following constraints (1) in which Er (x, y) and a(x, y) indicate the relative dielectric permittivity and the electrical conductibility, 
According to this approach, the problem unknowns can be reconstructed by minimizing (10) through an available algorithm, whose choice is manifold and independent from the multi-source technique. Thanks to such an approach, one can simultaneously process the enlarged amount of collected scattering-data in order to enhance the reconstruction accuracy by taking into account the different interactions that may occur between scatterer and incident field generated by different electromagnetic sources.
Moreover, the minimization ofthe MS cost function has been performed profitably integrating the proposed approach into a Multi-Scaling inversion scheme previously proposed for dealing with single-source multiillumination/multi-view experiments [20] [21] . Such an integration is aimed at: * better exploiting the limited amount of information collected through the multi-source data; * efficiently dealing with the drawback of the MS approach connected with the unavoidable increase of the unknown parameters of the internal field; * increasing the ratio between data and unknowns and therefore diminish the false solutions problem.
As a matter of fact, a multi-step (i =1,..., Iopt) reconstruction process [20] is defined and the following multi-resolution expansion of the unknown profiles is looked for Ri N(ri) Etot (X y) t oEE t (Xn(r),YYn(r,))Qn(r)(x,y) (13) r,=I n(ri)=l 
III. NUMERICAL ANALYSIS
In this Section, the effectiveness of the multi-source approach is assessed by considering some numerical simulations. As far as the imaging setup is concerned, Fig. 2 where As (xp , yp ) is an excitation parameter related to the p-th element to be set, pp the distance between the point where the field is computed and the p-th line source.
As far as the calibration of the excitation parameters is concerned, the coefficients As (xp, Yp ) as well as P have been computed through the solution of an inverse-source problem where the known terms were the available samples of E) (vs V,'S S in Do. More details about the calibration procedure for obtaining the excitation coefficients for the array elements can be found in [24] . In order to obtain a synthesized incident field that is as similar as possible to a real one, the samples ofthe incident field used in the calibration of the DLC source have been taken from the experimental datasets presented in [25] . Such a tuning allows us to synthesize an incident fields whose distribution inside the investigation domain is shown in Fig. 3 for the impinging direction corresponding to s=2 =oo The scattering data have been synthetically-generated by considering the following electromagnetic source models:
Directive Line (DL) source (s =1) modeled by using an expression similar to the Silver's equation [23] Eiv l'(x, Y) = -I, 84 (2) As far as the reconstruction results are concerned, Fig. 4 shows the retrieved profile through the IMSA-MS approach when the data are blurred by means of Gaussian noise with SNR=10 dB. The advantages of processing the enlarged multi-source dataset can be noticed if the previous reconstruction is compared to those obtained by means of the different single source strategies (Fig. 5 ). Tab I and [20] for the definitions of the error figure) also with evident artifacts in the image ofthe object function (Fig. 5) .
The obtained results suggest that the MS approach is able to provide an enhanced robustness and stability to the multi-scaling inversion scheme. In order to further verify such aspect, let us also consider a very noisy simulated environment in which SNR=5 dB. For these experiment, the results are reported in a compact fashion through the error figures of Tab. I. Even in these conditions the IMSA-MS achieves an acceptable estimation of the contrast (ms 3.40%0), while the for the SS strategies SS > 60. 
IV. CONCLUSIONS
A new multi-source technique for the acquisition of the information has been numerically tested in order to investigate whether different scattering interactions in the targets under test excited using probing sources with different characteristics can be exploited to improve the imaging accuracy ofthe multi-scaling approach.
Moreover, the integration of the proposed MS approach in the IMSA has allowed to obtain a satisfactory trade-off between the achievable spatial resolution accuracy and the limited amount of information collectable during the data acquisition. Thanks to this multi-resolution procedure, the increase of the amount of unknown parameters has been limited, favorably affecting the computational burden and the false solution problem.
Furthermore, the proposed multi-source multi-scaling methodology has shown a satisfactory accuracy in quantitatively reconstructing the considered test case and the numerical simulations have pointed out how the multisource illumination can compensate the reduction of data when multi-view systems present some limitations, providing an enhanced robustness when the data are corrupted by a gaussian noise.
