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We investigate factors that influence equity, diversity, and inclusion in the design and use of voice 
digital assistants (VDAs). Although current VDAs allow users to select from voice options which 
include gender, accent, and language, voice characteristics signaling race and ethnicity are 
typically not available options for voice interfaces; and thus, are excluded within current voice 
interface design. In this study, participants completed an online survey in which they evaluated 10 
images which varied by race, gender, ethnicity, and religion. Their task was to indicate which 
image(s) they would select to represent the embodied voice interface of their VDA. The results 
indicated that the perceived gender, race, and ethnicity of the VDA influenced the participants’ 
voice interface preferences with Black and Muslim male images the least preferred and a young 
White female image the most preferred. We discuss our results in the context of embodied voice 
interfaces for VDAs with the goal to increase diversity and inclusivity.  
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INTRODUCTION  
In previous research, we investigated reasons why individuals might continue to use the 
current voice interface provided by their VDA or switch to a new voice interface with 
characteristics the user felt more closely matched their own (authors, 2021 a, b). Our main findings 
found that regardless of the participants’ gender, they preferred conversing with a female gendered 
voice. We also found that users were more likely to select a female gendered image to represent 
the embodiment of their digital assistant and that the least preferred VDA embodiment was a male 
Muslim image (authors, 2021b).  
Other studies have shown that the features used to design voice technology influence the 
participants’ likes, dislikes, or acceptance of the technology. For example, looking at the effect of 
ethnicity (White American, Hispanic, Native American, African American, and Asian American) 
on the use of pedagogical agents, Moreno and Flowerday (2000) found that undergraduate students 
of color preferred to interact with a similar appearing agent. More recently, Liao and He (2020), 
also revealed that participants engagement with and perception of conversational agents was 
highly influenced by the perceived race and ethnicity of the agents. For example, among Black 
participants, they found a strong preference to interact with a conversational agent perceived as 
being Black. In another study, Baylor and Kim (2003) examined the impact of pedagogical agents’ 
ethnicity on an undergraduates’ perception of the agents, and found that students who worked with 
agents of the same ethnicity rated them as more credible, engaging, and affable than agents of a 
different ethnicity. 
Extending the above stream of research, our goal in the current study is to investigate 
whether race, ethnicity, and gender influence a user’s preference for the embodiment of their VDA. 
The theoretical framework guiding our research is similarity-attraction theory which states that 
users prefer to interact with entities which are similar to, or match their own characteristics (Byrne, 
1971, 1973; authors, 2021a). Similarity-attraction theory has also guided research by Nass and Lee 
(2001) who found that participants who were categorized as an extrovert or introvert showed 
similarity-attraction in their evaluation of the computer voice with subjects preferring to interact 
with a similar personality expressed by the computer. In another study, Dahlback, Wang,  Nass,  
and Alwin (2007) had American and Swedish participants listen to tourist information on a website 
presented in English with either an American or Swedish accent. Their results showed that users 
preferred accents similar to their own and that the similarity-attraction effect was so prevalent that 
same-accent speakers were viewed as being more knowledgeable than different-accent speakers. 
Further, Qiu and Benbasat (2010) evaluated the role of product recommendation agents (PRAs) in 
enhancing users' social experiences of interacting with a PRA by manipulating its embodiment 
which consisted of ethnicity and gender. Their results revealed that PRAs with the same perceived 
ethnicity, but not gender, were thought to be more sociable, enjoyable. and useful to interact with 
than the mismatched PRAs.   
For VDAs, scarce studies have addressed whether users prefer that the race, religion, and 
ethnicity of their VDA match the user on the same characteristics. Therefore, to increase inclusivity 
in voice VDA interfaces there is a need to determine whether users should be provided the option 
to select the race, religion and ethnicity of the voice interface they converse with. In this study, we 
addressed two main research questions: (1) What factors influence the user’s selection of embodied 
voice interfaces, and (2) will race, ethnicity, and gender influence a users’ selection of the voice 
interface for their digital assistant?   
METHOD 
This study used quantitative and qualitative research methods using a questionnaire 
administered online. From mTurk we recruited 214 participants (Mean age 28.25 years) to 
participate in the study; of that, 112 participants consisting of 71 males and 41 females were 
included in the current analysis. The participants either owned a smart digital assistant as a stand-
alone device or owned a device with an integrated digital assistant; and, in either case, set the 
device on English as the default language; participants were also proficient in the English 
language.   
All participants gave consent to participate in the study and IRB approval to run the study 
was granted by the host University. The survey was implemented in Qualtrics and included closed 
and open-ended questions. Further, on a computer screen participants viewed 10 images, 
representing people of different ages, races, gender, and ethnicities (Figure 1). These images were 
selected to evaluate the research questions guiding this study. The images were downloaded from 
Unsplach.com, and were in the public domain.   
    
 
Figure 1. The 10 images used in the study: American Black male, American Black female, Asian 
female, Asian male, Muslim women with Hijab, Muslim male, older White female, older White 
male, younger White male, and younger White female. 
 
 
RESULTS AND DISCUSSION 
 
Quantitative Analysis: We found that the selection of the VDA voice embodiment was 
influenced by the gender, ethnicity, and perceived age of the image evaluated by the participants. 
As to which factors influenced the user’s selection of voice embodiments, showing a strong effect 
for gender, 76 participants (68%) indicated that they would least prefer a male image but only 36 
respondents indicated they would least prefer a female image (32%) as the embodied voice 
interface of their VDA. More specifically, in terms of which image a user would select least often 
to represent the voice interface of their digital assistant (and thus a measure of perceived biases), 
combining responses for male and female participants, 26% selected the Black images, followed 
by the Muslim (24%) and older White images (22%), then Asian images (15%), and lastly, the 
younger White images (13%) (Figure 1) (χ2 4df = 10.0, p < .05).  
We also asked participants to select which of the 10 individual images they would least 
prefer as the embodiment for their VDA; the results indicated that the Black male would be least 
preferred (21%), followed by the older White male (14%), Muslim male (13%), Muslim female 
(11%), Asian female (9%), older White female (8%), younger White male (8%), Asian male (6%), 
and Black female and younger White female (5% each). Among others, these results indicate that 
race, ethnicity, age, and gender are important considerations for users in their preference for the 
embodiment of their VDA. Another way to show the effect for race and ethnicity on user choices 
for the embodiment of their VDA is to plot the least and most preferred images on the same graph. 
Revealing an effect for ethnicity, Figure 2 shows that Muslim images were the least preferred 
images, and the younger white images, the most preferred, even to the extent that the least preferred 
preference for younger white images was more than for the most preferred Muslim images. The 
Figure also shows the effect of age on embodiment selections. 
 
Figure 2. The least and most preferred embodiments for a VDA. Each column represents data for 
male and female images combined.  
 
Qualitative Analysis: In an open-ended question, we asked participants to indicate the 
reasons why they selected the least preferred image as the embodiment for their voice assistant. 
For the Black male image participants responded that there was a mismatch between the voice 
interface of their current voice digital assistant and the visual image (for example, the voice was 
female and the image male).  Similarly, for the Asian male some respondents indicated that his 
gender did not match the voice interface and, interestingly, that their digital assistant’s voice was 
not “from Chinese people”. The Muslim women provoked interesting responses such as “not used 
to it”, “the most off-putting”, and “this person has a culturally outputting appearance and I 
wouldn’t trust using it.” For the Muslim male, representative responses were “his voice seems like 
it’d be too serious,” and “might have the strongest accent.” For the two older White images, age 
was a factor in the decision to least prefer the image; for example, “I don’t want an old person on 
my Siri,” “very hard for me to relate to,” “because she looks a bit old to me,” “I wouldn’t want to 
hear an old White man,” and “old White man, probably condescending.” When evaluating the two 
younger White images, the negative responses were: “I don’t think I would get on well with him 
to be honest, our styles are different.” “Unprofessional”, “I don’t want a man,” “looks 
uninterested,” and for the younger White female, “it feels like a robot.”  
Taken together, the results support similarity-attraction theory in that participants preferred 
a similar ethnicity and age match to their own. However, contrary to the predictions of similarity-
attraction theory, the preference for a female gender was especially strong even among male 
participants. What is novel here is that we found that race and ethnic appearance were important 
factors in the participants’ evaluation of the images, suggesting that interface designers could 
increase diversity and inclusivity be allowing users to select race, religion, and ethnicity as voice 
interface options. Summarizing, our results show that the form of embodiment of VDAs is an 
important consideration for their design. Going forward, the question for interface designers is 
how to increase the acceptance of racially and ethnically diverse voice interfaces in VDAs that 
increase diversity and inclusivity in voice assistants.     
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