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When a graph is drawn in a classical manner, its vertices are shown as small disks and its
edges with a positive width; zero-width edges and zero-size vertices exist only in theory.
Let r denote the radius of the disks that show vertices and w the width of edges. We give
a list of conditions that make such a drawing good and that apply to not necessarily planar
graphs. We show that if r < w , a vertex must have constant degree for a drawing to satisfy
the conditions, and if r w , a vertex can have any degree. We also give an algorithm that,
for a given drawing and values for r and w , determines whether the bold drawing satisﬁes
the conditions. Furthermore, we show how to maximize r and/or w without violating the
conditions in polynomial time.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Possibly the most basic way to draw a graph is to use black, ﬁlled disks for the vertices and black, straight line segments
that connect two disk centers for the edges. Although edges are usually thought of as having zero-width, to be able to see
them they must have at least some positive width. In most cases this width is the same for all edges, and the width is
smaller than the diameter of the disks that represent vertices.
In this paper we adopt this rather geometric view of graph drawings. We assume that vertices are drawn as disks with
radius r and edges are drawn as rectangles with width w . Note that we cannot really see the ends of an edge because they
overlap the incident vertices, see Fig. 1. r and w are constants with r > w/2; if r  w/2, vertices can be hidden in single
edges as in Fig. 1. Purely by visual inspection, it seems that the range w  r  2w is reasonable. We will consider only
straight-line drawings in this paper.
To settle terminology, we call a drawing of a graph an assignment of coordinates to the vertices of the graph. We assume
that the vertices of the drawing have radius zero and the edges have width zero in a drawing. When the radius and width
are strictly positive and r > w/2, we call the drawing a bold drawing. A vertex and edge in a bold drawing are called a b-
vertex and b-edge to distinguish them from the vertex and edge of the underlying graph or drawing. A b-vertex is centered
on the corresponding vertex in the drawing, and a b-edge has the corresponding edge as its centerline in the drawing. We
assume that b-vertices and b-edges are closed disks and rectangles, that is, they include their boundary. A vertex in the
graph and the corresponding b-vertex in the bold drawing will be denoted by the same symbol, typically v . The same is
true for edges and b-edges.
Obviously, it is important to be able to see from a bold drawing at which graph one is looking. No ambiguity should
be present. But even without ambiguity, bold drawings can look poor, for instance when a b-edge intersects a b-vertex in
the bold drawing, while the vertex and edge are not incident in the graph, see Fig. 2(a). In a non-planar bold drawing of a
graph, the b-edges can form black regions that are so large that they can contain a disk as large as a b-vertex. In Fig. 2(b),
we cannot distinguish between the graph that contains four isolated edges, and the same graph that additionally, contains
an isolated vertex (which may be invisible in the region of the union of the b-edges). The same problem can show up in a
E-mail address:marc@cs.uu.nl.0925-7721/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
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500 M. van Kreveld / Computational Geometry 44 (2011) 499–506Fig. 1. Left, an edge is drawn as a rectangle that connects two centers of vertices in the natural way. Right, a graph with three vertices and two edges, and
different ratios of r and w .
Fig. 2. (a) A bold drawing with a b-edge and a b-vertex that intersect. (b) and (c) Two bold drawings of graphs where a black region arises.
Fig. 3. (a) No part of the boundary of the b-vertex in the middle can be seen, but due to the black region we know it is there. (b) A b-vertex is in the
middle black region because the leftmost b-edge stops there.
planar bold drawing of a graph, where close to a high-degree b-vertex a large black region can arise, see Fig. 2(c). Notice
that in the latter two cases, the possible ambiguity is resolved if we make r larger or w smaller, although this may cause
other problems.
Another feature of a good bold drawing is that it is possible to see at least some part of the boundary of each b-vertex.
It may be that from a bold drawing one can deduce that a b-vertex must be present even though no part of its boundary
can be seen, see Fig. 3. Although there is no ambiguity, we still do not consider such bold drawings to be good.
There has been relatively little research on graph drawing related to our setting. Barequet et al. [2] consider drawings
of planar graphs where the edge thickness represents a certain quantity or capacity of the edge, and vertices are drawn
as large squares. Duncan et al. [5] study graph drawings with edges of a maximum width for planar graphs. Edges are not
straight but are paths between the endpoints that avoid vertices and other paths for edges.
Graph drawing programs allow the standard, straight-line drawings and may have options to draw vertices and edges
bold (for example, neato of Graphviz [9]).
In the remainder of this paper we present our conditions on good bold drawings in Section 2. We show that vertices of
non-constant degree cannot be incorporated in a good bold drawing when r < w in Section 3, and we give algorithms for
good bold drawings based on a given drawing in Section 4.1
2. Conditions on good bold graph drawings
Assume that a not necessarily planar bold drawing of a graph is given. Based on the above discussion, we give a list
of conditions that must hold to decide whether this bold drawing of the graph, using width-w rectangles as b-edges and
radius-r disks as b-vertices, is good:
1. No two b-vertices intersect.
2. No b-edge intersects a non-incident b-vertex.
3. (Vertex presence) For every b-vertex, some part of its boundary is visible.
4. (Edge presence) For every b-edge, some part of its boundary is visible.
5. (Vertex absence) The region occupied by the union of the b-edges minus the union of the b-vertices does not contain
any area that can contain a radius-r disk, which could have been an isolated b-vertex.
6. (Edge absence) For any two vertices u, v that are not connected by an edge, the width-w rectangle that would have
been the b-edge between u and v is not fully contained in the union of the b-vertices u and v and all b-edges.
7. There is no point in the plane that is covered by more than two b-edges, unless those edges are all incident to the
same vertex (no face collapse).
1 The conference version, in CCCG 2009, made an incorrect claim on the running time of one of these algorithms, which this version corrects.
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Two light grey disks show where condition 5 is nearly violated.
A bold drawing is bad if any condition is violated. With these seven conditions, the arrangement of the bold drawing will
look the way it should, in the sense of no collapsed (white) faces in the complement of the bold drawing, and the only
features that intersect are pairs of b-edges, pairs of a b-vertex and a b-edge that are incident, or multiple b-edges that share
an incident b-vertex. Fig. 4 shows a bold drawing of a K7 where only condition 7 is violated in two places, indicated by
arrows in the right ﬁgure. Condition 5 is almost violated in two places.
Notice that condition 3 basically disallows a perfect angular resolution at a vertex that has suﬃciently high degree
(depending on r and w), so a star graph cannot always be drawn bold, symmetric, and good. Also notice that condition 7
prevents certain symmetric bold drawings from being good. For example, a K6 cannot be drawn in such a way that the
vertices form a regular hexagon, regardless of how small w is.
We can show that for bold drawings that satisfy all seven conditions, conditions 4 and 6 are redundant: they are implied
by the other conditions. For any b-edge e = uv , we use the term ﬂank for the two sides of the rectangle representing e that
are parallel to e and connect the b-vertices u and v .
Lemma 1. If a bold drawing satisﬁes conditions 1, 2, and 7, then it also satisﬁes conditions 4 and 6.
Proof. For any b-edge e = uv , when it departs from one of its incident b-vertices, say u, its ﬂanks may be obscured by
other b-edges that depart from u. At some point, each ﬂank of e will not overlap with any such b-edge any more, otherwise
e cannot end at v without violating condition 2. At the point where the ﬂank of e becomes visible with respect to the other
b-edges that depart from u, there cannot be any other b-edge containing that point, because then that point would lie on
three b-edges simultaneously, violating condition 7.
If no b-edges departing from u overlap with a ﬂank of e when that ﬂank leaves the b-vertex u, then no other b-edge
can intersect this ﬂank immediately, because then that other b-edge intersects the b-vertex u. In both cases, part of the
boundary of e is visible, and condition 4 is satisﬁed.
To show that when conditions 1, 2, and 7 are satisﬁed, condition 6 is also satisﬁed, consider any two vertices u and v
that are not connected by an edge. Let us denote the absent edge uv by e′ to be able to reason about it. Let e1 and e2 be
the ﬁrst edges incident to u clockwise from e′ and counterclockwise from e′ , respectively. We also use e1, e2, e′ , u, and v to
denote the corresponding b-edges and b-vertices. If e′ ∩ ∂u is not fully contained in e1 ∪ e2, then the absence of e′ is visible
just beyond the boundary of u or else condition 2 is violated. So we can assume that (e′ ∩ ∂u) ⊂ (e1 ∪ e2). Let f1 and f2 be
the ﬂanks of e1 and e2 that intersect outside u. If the intersection point f1 ∩ f2 is strictly inside e′ , then the absence of e′
is visible just beyond this intersection point. If the intersection point is not inside e′ , then e1 or e2 intersects v , violating
condition 2. 
Assume a drawing of a not necessarily planar graph with n vertices and m edges is given. The drawing is in non-
degenerate position if no edge (zero-width) intersects a non-incident vertex (zero-size), and no three edges pass through a
single point, except by ending at a shared vertex. The drawing is also an arrangement A formed by a set of line segments in
the plane, which are the edges of the drawing. The arrangement has vertices that are the endpoints of the line segments and
vertices that are intersection points of line segments; the latter vertices have degree four if the drawing is non-degenerate.
The line segments are split up at the intersection points into edges of the arrangement. In the arrangement A we call the
vertices a-vertices and the edges a-edges. The next lemma shows that a good bold drawing of a drawing in non-degenerate
position always exists.
Lemma 2. If a drawing of a graph is in non-degenerate position, then there exist positive values r and w that will make all seven
conditions hold.
Proof. In the drawing, let d be the minimum distance between any two a-vertices of A and let d′ be the minimum distance
between any a-vertex and any line segment (edge) that does not contain it. Then we choose r <min(d/2, d′/2) and w = r/k,
where k = max(n,m) and all seven conditions are satisﬁed.
502 M. van Kreveld / Computational Geometry 44 (2011) 499–506Fig. 5. (a) The set of edges {e1, e2, e3} are together up to distance d and have diverging angle α. They come loose at distance d. (b) The construction
allowing high degree of a vertex.
Fig. 6. If r < w , then v must have constant degree.
Conditions 1, 2, and 7 are satisﬁed by construction. Condition 3 is satisﬁed because the perimeter of any b-vertex is
2πr, and any incident b-edge can cover less than 1/n-th of it by the choice of w . Condition 5 is satisﬁed because any single
b-edge can cover less than 2rw area of any b-vertex. So all b-edges together cover less than m ·2rw =m ·2r2/k 2r2 < πr2,
the area of a b-vertex. 
We observe that the smallest value of r such that at least one condition is violated is positive if and only if the drawing
is in non-degenerate position.
We also observe that the situation for good bold planar drawings is somewhat simpler. Condition 7 can be omitted, and
conditions 4 and 6 follow from conditions 1 and 2.
3. Degree of vertices
For two b-edges e and e′ incident to v , we say that they are together at distance d if the circle centered at v and with
radius d intersects the union of the b-edges e and e′ in one connected component. Similarly, more b-edges incident to v can
be together at distance d if their unions form one connected component of a circle of radius d. When b-edges are together,
they deﬁne a diverging angle, which is the largest angle between the edges of which the b-edges are together. More precisely,
it is the minimum angle of the circular arc centered at v that intersects all edges for which the b-edges are together.
For a set of b-edges incident to v , we say that they come loose at distance d if they are together at distances  d, but at
distances > d, they are not together (see Fig. 5(a)). The set will be partitioned into two or more non-empty subsets that are
together at some distance d′ > d. The diverging angles of these subsets are smaller than the diverging angle of the original
set, and their angular intervals with respect to v do not overlap. We observe that the diverging angle is 0 if and only if a
b-edge is not together with any other b-edge. If the diverging angle is > 0, then more than one b-edge must be together,
and at some distance they must come loose in a good bold drawing. A b-edge can only end at a b-vertex when it is not
together with any other b-edge sharing the same originating vertex, otherwise the bold drawing will violate condition 2.
Lemma 3. Let r and w be positive constants. If w > r, then every vertex in a good bold drawing has constant degree. If w  r, then a
graph exists with a vertex of arbitrarily high degree that admits a good bold drawing.
Proof. Notice that both claims are true if they are true for star graphs, so let v be the high-degree vertex of a star graph.
For the ﬁrst claim, let w = r + δ for some constant δ > 0. Take the two edges e and e′ incident to v that make the
smallest angle and denote this angle by α (in radians). Let d be the distance where they come loose in the bold drawing,
and let p be the point on the b-edges e and e′ furthest from v , so p is at distance d from the center of v . If d  3w ,
then the degree of v is clearly constant, so assume that d > 3w . Then the segment s through p that makes an angle of
π/2 − α/2 with both edges e and e′ and lies inside the union of their b-edges has length 2w/ cos(α/2) (Fig. 6). Consider
the isosceles trapezoid that has s as the base, with height 2w , and which lies inside the union of the b-edges e and e′ . Then
the top side has length 2w/ cos(α/2) − 4w tan(α/2) > 2w(1− α). We see that if α  δ, then a radius-r disk ﬁts inside the
isosceles trapezoid and hence, in the union of e and e′ . Hence, α must have at least some constant value > δ to not violate
condition 5, so v must have constant degree.
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Fig. 8. In black, the arrangement A formed by the edges e1, e2, . . . . In grey, a bold drawing of the graph.
For the second claim, let w = r. Let E be a set of b-edges incident to v that are together and that have a diverging
angle α; assume 0 < α < π/4. We will show that we can construct a bold drawing where E comes loose at a distance d
before a radius-r disk ﬁts inside the b-edges in E , and E is partitioned into two subsets that both have a diverging angle
> 0. We can repeat the argument on the two subsets, which shows that E can have arbitrarily many b-edges. See Fig. 5(b)
for the construction.
For the two outermost ﬂanks of the union of the b-edges in the set E (the ones that do not intersect any other ﬂank of
the b-edges in E , and their edges determine the diverging angle α), consider a ray s starting at v ’s center whose angle is
α/2 with the outer ﬂanks. Let q be the point on s that has distance w to the outer ﬂanks, and let p be the point on s that
is w/2 further from v than q (Fig. 7). We let E come loose at p, and by construction, no radius-r disk ﬁts inside the b-edges
of E whose center is closer to v than p. Since the distance from p to each of the outer sides is w ′ > w , the diverging angles
of the new subsets is strictly greater than 0, and therefore these subsets contain more than one b-edge each. This ﬁnishes
the proof. 
4. Good bold drawings for a given drawing
In this section we address two algorithmic questions. Firstly, we consider the question of testing whether a given drawing
with r and w speciﬁed is a good bold drawing. Secondly, we consider the question of maximizing r and/or w for a given
drawing while ensuring a good bold drawing (how bold can we make a given drawing?). For both questions, the input
drawing can be planar or non-planar.
4.1. Testing r and w
Consider the non-bold drawing of the graph (r = w = 0). Let n be the number of vertices and m the number of edges of
the graph. The drawing is an arrangement A of m line segments (the edges of the drawing) and let its complexity be M . We
have m = O (n2) and M = O (m2) = O (n4) in general, and M,m = O (n) for planar drawings. The different conditions will be
tested in the order 1, 2, 3, 7, 5. Whenever we test the next condition, we can assume that the previously tested conditions
are satisﬁed. As before, we use vertex and edge for the zero-size features of the non-bold drawing of the graph, b-vertex
and b-edge for the bold versions, and a-vertex and a-edge for features of the arrangement A.
Testing whether condition 1 is violated is simple in O (n logn) time using a closest pair algorithm on the vertices. In
Fig. 8, vertices v2 and v3 are the closest pair and their distance is compared to the given r to decide if condition 1 is met.
For condition 2, we can use a brute-force algorithm that tests every vertex-edge pair of the drawing and runs in O (nm)
time, but a more eﬃcient algorithm exists using partition trees [1]. For any edge e, let Strip(e) be the inﬁnite, open, perpen-
dicular strip of e: the lines bounding Strip(e) pass through the endpoints of e and these lines are normal to e. The following
lemma is easy to show:
Lemma 4. Suppose that a bold graph drawing has a violation of condition 2 but no violation of condition 1. Then there are a vertex v
and an edge e with v ∈ Strip(e) and their bold versions violate condition 2.
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m pairs of interest. For example, in Fig. 8, vertex v1 is the closest vertex in Strip(e1), and vertex v3 is the closest vertex in
Strip(e4).
For every edge we can ﬁnd the closest vertex in its perpendicular strip by preprocessing the vertices into a type of
partition tree. The main tree is a partition tree, and for every node, we preprocess its canonical subset by computing the
convex hull and storing it for tangent queries. We will query the structure with every edge e: for an edge e, we query in the
main tree with Strip(e) to determine the canonical nodes for which all vertices lie in the strip. Then we use the orientation
of e for a tangent query on the convex hull of each canonical subset. The closest vertex among the answers to the tangent
queries is the ﬁnal answer. This approach is standard with the machinery from [1]. It leads to a total running time of
O ∗(m ·n1/3 +n4/3) or O ∗(m+n2), for example (O ∗-notation leaves out log-factors). Which is better depends on how much
larger m is than n; since we know n and m, we can in fact devise a partition tree with the optimal preprocessing-time,
query-time trade-off [1]. Since the problem is related to Hopcroft’s problem, it is unlikely to be able to do better [6] than
what we get from this approach.
For planar drawings we can use Voronoi diagrams to determine a linear-size set of candidate vertex-edge pairs that must
contain one that violates condition 2, if condition 2 is violated and condition 1 is not. Consider the Voronoi diagram of all
vertices and edges of the drawing in each face of the drawing.
Lemma 5. Suppose that a planar bold graph drawing has a violation of condition 2 but not of condition 1. Then there are a non-
incident vertex v and edge e whose bold drawings violate condition 2 and the Voronoi cells of e and v, or of e and an edge incident to
v bounding the same face as e, are adjacent.
Proof. Let v and e be the closest non-incident pair of a vertex and an edge. If v /∈ Strip(e), then v and an endpoint of e
are closer than v and e, and condition 1 is necessarily violated if v and e violate condition 2. So assume v ∈ Strip(e).
Consider the smallest circle C through v and tangent to e. If C contains no vertices or parts of edges, then the Voronoi
cells of v and e are adjacent and the lemma is true. If there is a vertex u in C , then v and u are closer than v and e, and
condition 1 must be violated if v and e violate condition 2. If there is an edge e′ not incident to v intersecting C , then v
and e′ contradict the choice of v and e. If there is an edge e′ incident to v partially or fully inside C , and e′ does not share
an endpoint with e, then one of e and e′ and an endpoint of the other contradict the choice of v and e. Finally, if there is
an edge e′ incident to v partially or fully inside C , and e′ and e share an endpoint, then the Voronoi cells of e and e′ are
clearly adjacent. 
Since the Voronoi diagram of the vertices and edges of a planar graph can be computed in O (n logn) time, and there are
O (n) adjacencies, we can handle condition 2 in O (n logn) time.
For condition 3 we need to examine each b-vertex and check whether the incident b-edges cover its boundary completely
(assuming condition 2 is not violated). Hence this is easy in O (m logm) time overall, after sorting the incident edges around
each vertex. In Fig. 8, b-vertex v4 is the only one that can get its whole boundary covered, for a signiﬁcantly larger w than
shown.
We observe that condition 7 is not violated if and only if all of the a-edges of arrangement A have both sides present in
the bold drawing for the given value of w , assuming conditions 1 and 2 are not violated either. We claim that a violation
of condition 7 can be checked in O (m logm + M) time by checking each a-edge of the arrangement A.
We start by computing the arrangement A in O (m logm + M) time using a line segment intersection algorithm [3,4,8].
If any three edges pass through a single point or any edge passes through a vertex, then the drawing is not a good bold
drawing for any r and w , so let us assume that the arrangement A has no degeneracies. For any a-edge s that is not
incident to a vertex, let e and e′ be the two edges on which its endpoints (intersection points) lie (in Fig. 8, s is part of e2
while e and e′ are e3 and e4). We can determine from s, e, and e′ whether the given value of w makes the boundary of s
disappear in the face where e and e′ converge. If the two sides of the thickened s are not both present for a given w , then
condition 7 is violated. If s is incident to a vertex v and has its other endpoint on an edge e, it can also be absent for a
certain value of w , without violating condition 2. Assume s lies on an edge e′′ incident to v , and let the other endpoint of s
lie on edge e, which intersects e′′ . Let e′ be the clockwise (or counterclockwise) edge incident to v adjacent to e′′. In one of
the faces incident to s, s can be absent due to the b-edges e and e′ and the value of w , causing a violation of condition 7.
Tests of this type are the same as in the case where s ends at two intersection points of A. If s is incident to two vertices v
and v ′ , then the absence of a side of the thickened s in one of its incident faces must also cause a violation of condition 1
(for v and v ′) or condition 2 (when an edge intersecting s is in between v and v ′).
Hence, we can test condition 7 in O (m logm + M) time.
For condition 5 we will compute the bold drawing explicitly, remove the b-vertices, and compute the medial axis of the
remaining “ﬁlled part” of the bold drawing. The medial axis vertices inside the union of the b-edges minus the b-vertices
gives the locations of locally maximal disks. These disks are tangent to the boundary of the region in three points, see Fig. 9.
Since we may assume that conditions 1, 2, 3, and 7 hold, the structure of the bold drawing is essentially the same as the
structure of A. The only structural feature that is not implied by A is whether two edges incident to the same vertex v
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and clockwise adjacent in the drawing have a circular arc of v connecting them in the bold drawing, or an intersection
point of their ﬂanks that is visible in the bold drawing. In any case, it is simple to construct the bold drawing given the
arrangement A. Removal of the union of disks is also simple. The medial axis must be constructed for a polygon with holes
and bounded by straight and circular arcs. We need O (M logM) time for this [7,11]. Given the medial axis, condition 5 can
be checked in O (M) time because we know for every medial axis vertex what the nearest boundary parts are of the bold
(partial) drawing.
Conditions 4 and 6 need not be tested due to Lemma 1. We conclude:
Theorem 1. Given a drawing of a graph with n vertices andm edges, and a value of r and of w, we can determine whether the drawing
gives a good bold drawing in O ∗(M + m · n1/3 + n4/3) or O ∗(M + n2) time, where M is the complexity of the arrangement of the
drawing. If the drawing is planar, we need only O (n logn) time.
4.2. Optimizing r and w
We next study the problem of computing maximal values of r and w for a given drawing, while satisfying the conditions.
There are different subproblems to be distinguished. Suppose r is given, we may wish to maximize w (but less than r/2 in
any case). Conversely, w may be given and we want to maximize r. Thirdly, a ratio r/w may be speciﬁed as a constant, and
we want to maximize r and w simultaneously. In practice we can solve these problems using the testing result just given in
a search for r and/or w: we try values of r and w to decide whether the bold drawing is good. If it is good, we can increase
r and/or w . If it is bad, it depends on which condition is violated how we change r and/or w . If condition 1 is violated we
must decrease r. If condition 2 is violated we must decrease r and/or w . If condition 3 or 5 is violated we must increase r
or decrease w . If condition 7 is violated we must decrease w . A solution may not exist, for example if we can change only
r and conditions 1 and 3 are violated.
In the remainder of this section we show that we can also solve the problems of optimizing r and/or w exactly in
polynomial time, by adapting the methods for testing. In fact, the adaptation of the test for conditions 1, 2, 3, and 7 is
straightforward: instead of testing whether the given values of r and w give a violation, we simply compute the smallest
(or largest) value of r and/or w that violates a condition. Note for instance that when optimizing r for a good bold drawing,
conditions 1 and 2 give an upper bound on r, while condition 3 gives a lower bound on r.
We now concentrate on condition 5, and let us consider the case where we want to maximize w for a given value of r.
So we are interested in the smallest w such that the union of the b-edges minus the b-vertices can contain another radius-r
disk. We already know the smallest w that violates any of the conditions 2, 3, and 7, and will not test larger values for
condition 5. Let us call the union of b-edges minus the b-vertices the b-edge region. The smallest w for which the b-edge
region contains an r-disk can be found by growing w from a value r/m (in which case the b-edge region can never contain
an r-disk) and maintaining the medial axis. Since condition 7 is not violated, there are only O (m) structural changes to the
boundary of the b-edge region. There can be many structural changes in the medial axis, but no more than O (m6). Any
vertex of the medial axis is the center of an empty disk that is deﬁned by three features of the boundary  of the b-edge
region: three sides of , two sides and a side endpoint of  (shown in Fig. 9), one side and two side endpoints of ,
or three side endpoints of . Note that any pair of intersecting edges of the graph, together with w , deﬁnes exactly four
side endpoints and their locations in a good bold drawing. Any pair of edges of the graph incident to the same vertex and
cyclicly adjacent in the drawing deﬁnes, together with w , one or two side endpoints and their locations. When a maximal
disk is deﬁned by three side endpoints, then six edges of the graph and a value of w determine its location. In the other
cases, fewer edges or vertices of the graph are involved. Since every event in the process of increasing w can be handled
in polynomial time (for example, in O (M logM) time by recomputing the medial axis for the next higher value of w where
the event occurred), the whole algorithm runs in polynomial time as well.
If we want to compute the optimal value of r, or r and w together with a ﬁxed ratio r/w , then we can use the same
approach of going through the medial axes with a polynomial number of structural changes.
Theorem 2. For a given straight-line drawing of a graph with n vertices and m edges, we can compute in polynomial time:
(i) for a given radius r, the largest w that is a transition between a good and a bad bold drawing,
(ii) for a given width w, the largest r that is a transition between a good and a bad bold drawing,
(iii) for a ﬁxed ratio r/w, the largest r and w that give a transition between a good and a bad bold drawing, or the fact that no good
bold drawing exists for the given value.
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We have taken a geometric look at drawings of graphs, and gave a list of conditions that may be used to deﬁne a good
bold drawing of a graph with disks as vertices and elongated rectangles as edges. Obviously other choices would have been
possible too, but the conditions given in this paper are fairly natural and simple. We showed for what ratios of disk radius
and rectangle width we cannot have good bold drawings with vertices of arbitrarily high degree, and when this may in
principle be possible. We also gave algorithmic results on computing the largest radius and width while not violating the
conditions.
We have taken a rather extreme standpoint where we assume that the graph interpreter can see exactly whether a
radius-r disk ﬁts in the union of the boldly drawn edges, and whether a face in the bold drawing has just not collapsed due
to the width of the edges. In practical situations we might require from a good bold drawing that, say, a radius-3r/4 disk
does not ﬁt inside the union of the edges to make it clear that a radius-r disk is not hidden. Similarly, we might require
that every face in the bold drawing have width at least equivalent to the edge width w to ensure that faces are clearly
visible. Our results can easily be adapted for such conditions as well.
The conference version of this paper raised the question whether a good bold drawing always exists even if r/w is
bounded from above by some constant (even the graph Kn , for example). Pach proved very recently that this is indeed the
case if w < r [10], a condition already required due to the results in Section 3 of this paper.
Several other questions remain. The seven conditions do not capture ambiguity perfectly. Does a set of conditions exist
that precisely captures ambiguity? Secondly, what results can we obtain if we use the conditions 1–6 but not 7? Finally,
what are good bold drawing conditions if vertices are shown as disks ﬁlled white, or if they are shown as grey disks? This
inﬂuences condition 5 signiﬁcantly, because unions of edges cannot hide vertices anymore, assuming vertices are drawn on
top.
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