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QUASI-POISSON STRUCTURES ON
REPRESENTATION SPACES OF SURFACES
GWE´NAE¨L MASSUYEAU AND VLADIMIR TURAEV
Abstract. Given an oriented surface Σ with base point ∗ ∈ ∂Σ, we introduce
for all N ≥ 1, a canonical quasi-Poisson bracket on the space of N-dimensional
linear representations of pi1(Σ, ∗). Our bracket extends the well-known Poisson
bracket on GLN -invariant functions on this space. Our main tool is a natural
structure of a quasi-Poisson double algebra (in the sense of M. Van den Bergh)
on the group algebra of pi1(Σ, ∗).
1. Introduction
The representation space H = Hom(pi,G) consisting of all homomorphisms from
the fundamental group pi of a compact oriented surface to a Lie group G is a rich
source of geometry. The group G acts on H by conjugations and the quotient H/G
can be identified with a moduli space of flat connections and with a moduli space of
holomorphic vector bundles (for appropriateG). For closed surfaces, the spaceH/G
carries symplectic geometry. The classical instances are the Weil–Petersson sym-
plectic structure on the Teichmu¨ller space (for G = PSL(2,R)) and the Atiyah–Bott
symplectic structure for compact G endowed with a nondegenerate Ad(G)-invariant
symmetric bilinear form on the corresponding Lie algebra. A systematic approach
to the symplectic structure on H/G was introduced by W. Goldman [Go1, Go2] in
extension of the work of S. Wolpert [Wo]. Goldman defined a Lie bracket in the free
abelian group generated by the set of conjugacy classes of elements of pi and used
it to compute the Poisson structure on H/G induced by the symplectic structure.
Surfaces with boundary have a canonical Poisson structure on the quotient H/G.
It was described in [FR] in terms of ciliated fat graphs and in [GHJW] in terms of
group systems, see also [AMM], [La] and the surveys [Au], [Go3], [Hu].
In this paper we show that for surfaces with boundary and G = GLN (R) with
N ≥ 1, there is a canonical Poisson-type structure on H. More precisely, consider
a compact oriented surface Σ with non-void boundary. Set pi = pi1(Σ, ∗) with
∗ ∈ ∂Σ and H = Hom(pi,G). Since pi is a free group of a finite rank, n, a choice
of a basis of pi yields a bijection H ∼= Gn. This induces a structure of a smooth
manifold on H independent of the choice of the basis. Moreover, the action of G
on H by conjugations is smooth. A. Alekseev, Y. Kosmann-Schwarzbach, and E.
Meinrenken [AKsM] introduced a notion of a quasi-Poisson structure on a smooth
manifold endowed with a smooth action of a Lie group. We construct here a
canonical quasi-Poisson structure on H. One may think of this structure as of a
skew-symmetric bracket {−,−} in the algebra C∞(H) of smooth R-valued functions
on H satisfying the Leibniz identity and the modified Jacobi identity
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = φ(f, g, h)
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for any f, g, h ∈ C∞(H). Here φ ∈ Λ3glN (R) is the Cartan trivector and the action
of the Lie algebra glN (R) of G = GLN (R) on C
∞(H) is induced by the action of
G on H by conjugations. Both G and the group Homeo(Σ, ∗) of isotopy classes of
orientation-preserving self-homeomorphisms of the pair (Σ, ∗) act on H by bracket-
preserving diffeomorphisms. In particular, the bracket is preserved under the Dehn
twists about simple closed curves in Σ. More generally, an orientation-preserving
basepoint-preserving homeomorphism of surfaces induces a diffeomorphism of the
corresponding representation spaces commuting with the action of G and preserving
the quasi-Poisson bracket.
The usual Poisson structure onH/G is determined by our quasi-Poisson structure
on H as follows. By a smooth function on H/G we mean a G-invariant smooth
function on H. The subalgebra C∞(H)G ⊂ C∞(H) of smooth functions on H/G
is closed under our quasi-Poisson bracket {−,−} and the restriction of {−,−} to
C∞(H)G is a Poisson bracket. The latter bracket divided by two is the usual
Poisson bracket in the algebra of smooth functions on H/G.
Quasi-Poisson structures on H ∼= Gn were first constructed in [AKsM]. The ap-
proach of [AKsM] consists in producing explicit quasi-Poisson structures on G and
on G×G, then combining copies of these structures into a quasi-Poisson structure
on Gn by a process called “fusion”, and finally identifying H with Gn via a choice of
a basis of pi. This construction produces a family of quasi-Poisson structures on H
numerated by certain bases of pi. These structures a priori are not invariant under
the action of Homeo(Σ, ∗). Nevertheless, we show that our quasi-Poisson structure
on H coincides with that of [AKsM] for a specific choice of a basis of pi.
Our construction of the quasi-Poisson structure on H proceeds in two steps.
First, we introduce an abstract notion of a quasi-Poisson algebra and show how
to turn the coordinate algebra of H (in the sense of algebraic geometry) into a
quasi-Poisson algebra. Then we extend the quasi-Poisson bracket in the coordinate
algebra of H to all smooth functions on H.
The definitions and results introduced at the first step apply to both compact
and non-compact surfaces and hold over any commutative ring K rather than R.
To work in this generality, we replace the coordinate algebras as above with more
general algebras AN derived from the group ring A = Kpi of pi. The key new point
is a relationship between Fox pairings in A and the theory of quasi-Poisson double
brackets due to M. Van den Bergh [VdB]. Namely, we show that the Fox pairing
in A defined in [Tu] induces a quasi-Poisson double bracket in A. The Van den
Bergh theory, which provides a version of Poisson geometry for non-commutative
algebras, produces then a quasi-Poisson structure on AN .
The present work opens a number of further directions of study: compute our
quasi-Poisson bracket via local geometry of representation spaces; compute the
bracket in terms of fat graphs and compare it to the construction of Fock and
Rosly [FR]; extend our results to other Lie groups or algebraic groups; etc. In a
sequel to the paper the authors will discuss a high-dimensional generalization of
the quasi-Poisson bracket in the context of string topology, see Remark 7.4.4.
Our exposition is essentially self-contained and proceeds as follows. We define
quasi-Poisson algebras in Section 2. In Section 3 we discuss the algebras AN and
formulate our main theorem. The proof of this theorem occupies Sections 4–7. We
recall Van den Bergh’s theory of double brackets (Section 4), discuss Fox pairings
in Hopf algebras (Section 5), and show how to derive double brackets from Fox
QUASI-POISSON STRUCTURES ON REPRESENTATION SPACES OF SURFACES 3
pairings (Section 6). Then we recall the homotopy intersection pairing of [Tu]
and prove the main theorem (Section 7). For compact surfaces, we derive from
this theorem a natural quasi-Poisson structure on the representation manifold H
and explicitly compute this structure in certain coordinates on H (Section 8). In
Section 9 we consider moment maps and discuss surfaces without boundary. In
Section 10 we extend a part of our constructions to Fuchsian groups. We conclude
with two appendices. In Appendix A we discuss in more detail certain group actions
and Lie algebra actions on AN introduced in Section 3. In Appendix B we compare
the quasi-Poisson structures on H introduced in this paper and in [AKsM].
Throughout the paper we fix a commutative ring K. Unless stated otherwise, by
a module we shall mean a K-module, and by a linear map of modules we mean a
K-linear map. By an algebra we shall mean an associative unital K-algebra.
Acknowledgements. The work of G. Massuyeau was partially supported by the
French ANR research project ANR-08-JCJC-0114-01. G.M. would like to thank
his colleagues in Strasbourg for helpful conversations: P. Baumann, C. Gasbarri,
C. Kassel and C. Noot–Huyghe. The work of V. Turaev was partially supported
by the NSF grant DMS-0904262. V.T. would like to thank A. Ramadoss for useful
discussions.
2. Quasi-Poisson algebras
Inspired by the theory of quasi-Poisson manifolds [AKsM], we introduce in this
section quasi-Poisson algebras generalizing the familiar Poisson algebras.
2.1. Poisson algebras. Recall that a derivation of an algebra A is a linear map
d : A → A such that d(ab) = d(a)b+ ad(b) for all a, b ∈ A. A Poisson algebra is an
algebra A endowed with a skew-symmetric bilinear form {−,−} : A×A → A which
is a derivation in each variable and satisfies the Jacobi identity: for all a, b, c ∈ A,
{a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = 0.
The form {−,−} satisfying these conditions is called a Poisson bracket. Note for
the record that for all a, b, c ∈ A,
(2.1.1) {b, a} = −{a, b} and {ab, c} = {a, c} b+ a {b, c} .
We emphasize that we do not require the self-annihilating relation {a, a} = 0
for a ∈ A. Likewise, speaking about Lie brackets we require skew-symmetry and
the Jacobi relation but not the self-annihilating relation. The reader uncomfortable
with these conventions may assume from now on that 2 ∈ K is invertible so that
the self-annihilating relation follows from the skew-symmetry.
2.2. Quasi-Poisson g-algebras. The derivations of an algebra A form a Lie al-
gebra, Der(A), with Lie bracket [d1, d2] = d1d2 − d2d1 for all d1, d2 ∈ Der(A). A
(left) action of a Lie algebra g on A is a Lie algebra homomorphism g → Der(A).
Given such an action, we say that A is an algebra over g or, shorter, a g-algebra.
An element a ∈ A is g-invariant if wa = 0 for all w ∈ g. The g-invariant elements
of A form a subalgebra of A denoted Ag.
4 GWE´NAE¨L MASSUYEAU AND VLADIMIR TURAEV
An example of a g-algebra is provided by the tensor algebra ⊕n≥0g
⊗n where
each w ∈ g acts by
(2.2.1) w(w1 ⊗ · · · ⊗ wn) =
n∑
i=1
w1 ⊗ · · · ⊗ wi−1 ⊗ [w,wi]⊗ wi+1 ⊗ · · · ⊗ wn
for any w1, . . . , wn ∈ g. A vector a ∈ g⊗n is skew-symmetric if any transposition of
tensor factors carries a into −a. The module of g-invariant skew-symmetric vectors
of g⊗n is denoted by ∧n
g
. We shall be specifically interested in this module for n = 3.
In particular, a nonsingular g-invariant symmetric bilinear form · : g×g→ K defines
a vector φ ∈ ∧3
g
which is the skew-symmetric trilinear form
(2.2.2) g⊗ g⊗ g −→ K, (w1, w2, w3) 7−→ w1 · [w2, w3]
viewed as a skew-symmetric element of (g∗)⊗3 ≃ g⊗3 through the isomorphism
g→ g∗, w 7→ w · (−). We call φ the Cartan trivector associated to the form ·.
Fix a Lie algebra g and a vector φ ∈ ∧3
g
. A g-algebra A is quasi-Poisson if A
is endowed with a skew-symmetric bilinear form {−,−} : A × A → A which is a
derivation in each variable and satisfies the following two identities:
(2.2.3) w {a, b} = {wa, b} + {a, wb}
for all w ∈ g, a, b ∈ A and
(2.2.4) {a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = φ(a, b, c)
for all a, b, c ∈ A. Here φ(a, b, c) ∈ A is the image of φ ∈ ∧3
g
⊂ g⊗3 under the linear
map g⊗3 → A carrying w1 ⊗ w2 ⊗ w3 to (w1a)(w2b)(w3c) for all w1, w2, w3 ∈ g.
We call the form {−,−} a quasi-Poisson bracket in A associated with φ. Clearly,
{Ag,Ag} ⊂ Ag and the restriction of {−,−} to Ag is a Poisson bracket in Ag. Thus,
a quasi-Poisson structure in A induces a Poisson structure in Ag. For g = {0}, a
quasi-Poisson structure in A is just a Poisson structure in A.
2.3. Quasi-Poisson algebras over Lie pairs. The notion of a quasi-Poisson
algebra over a Lie algebra may be generalized bringing a group into the picture.
To do it, we introduce the following notion: a Lie pair is a pair (G, g) where G is a
group and g is a Lie algebra endowed with a (left) action of G on g by Lie algebra
automorphisms. The action is denoted by w 7→ gw for w ∈ g and g ∈ G.
For example, a pair consisting of the trivial group G = {1} and any Lie algebra
is a Lie pair. The pair consisting of any group and the trivial Lie algebra g = {0}
is a Lie pair. For K = R, examples of Lie pairs are provided by pairs (a Lie group
G, the Lie algebra g of G with the (left) adjoint action of G). Further examples of
Lie pairs are given in Section 2.4.
An algebra over a Lie pair (G, g) or, shorter, a (G, g)-algebra is a g-algebra A
endowed with a (left) action of G by algebra automorphisms such that gw(a) =
g w(g−1a) for all w ∈ g, g ∈ G, a ∈ A. An element a ∈ A is G-invariant if ga = a
for all g ∈ G. The G-invariant elements of A form a subalgebra of A denoted AG.
Note that Ag is stable under the action of G; generally speaking Ag 6= AG.
For example, the tensor algebra ⊕n≥0g⊗n is a (G, g)-algebra where g acts by
(2.2.1) and each g ∈ G acts by
g(w1 ⊗ w2 ⊗ · · · ⊗ wn) =
gw1 ⊗
gw2 ⊗ · · · ⊗
gwn
for any w1, . . . , wn ∈ g.
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An algebra A over a Lie pair (G, g) is quasi-Poisson if A, considered as a g-
algebra, has a quasi-Poisson bracket {−,−} associated with a G-invariant trivector
φ ∈ ∧3
g
and for all g ∈ G, a, b ∈ A,
(2.3.1) g {a, b} = {ga, gb} .
For G = {1}, we recover the notion of a quasi-Poisson algebra over g. For g = {0},
a quasi-Poisson algebra over (G, g) is nothing but a Poisson algebra endowed with
an action of G by Poisson algebra automorphisms.
2.4. The Lie pair (GN , gN ). We will focus in the sequel on the quasi-Poisson
algebras over the Lie pair (GN , gN) where N ≥ 1 is an integer, GN = GLN (K)
is the N -th general linear group, and gN = glN (K) is the Lie algebra of N × N -
matrices with entries in K. The Lie bracket in gN is given by [u, v] = uv − vu and
GN acts on gN by
gv = gvg−1. For i, j ∈ {1, . . . , N} let fij ∈ gN be the elementary
matrix whose (i, j)-th entry is 1 and all other entries are equal to zero. We consider
the tensor
(2.4.1) φN = −fij ⊗ fjk ⊗ fki + fjk ⊗ fij ⊗ fki ∈ g
⊗3
N .
Here and below we sum up over all repeating indices. The tensor φN is skew-
symmetric, GN -invariant, and gN -invariant. Indeed, φN is the Cartan trivector
(2.2.2) determined by the trace pairing v · w = tr(vw) in gN . Unless explicitly
stated to the contrary, by a quasi-Poisson bracket in a (GN , gN )-algebra we will
mean a quasi-Poisson bracket associated with φN .
3. The algebra AN and the main theorem
In this section, we derive from an arbitrary algebra A a sequence of commutative
algebras (AN )N≥1. Then we apply this construction to the group algebras of the
fundamental groups of surfaces and state our main theorem.
3.1. The algebra AN . Let A be an algebra. Following [Cb], [VdB], we define a se-
quence of commutative algebras A1, A2, . . . For N ≥ 1, the algebra AN is generated
by the symbols aij where a runs overA and i, j run over the set {1, 2, . . . , N}. These
generators commute with each other and satisfy the following relations: 1ij = δij
where δij is the Kronecker delta; for all a, b ∈ A, k ∈ K, and i, j ∈ {1, 2, . . . , N},
(ka)ij = kaij , (a+ b)ij = aij + bij , and (ab)ij = ailblj .
(In accordance with our conventions, in the third relation, we sum up over the
repeating index l.) The construction of AN is functorial: any algebra homo-
morphism f : A → A′ induces an algebra homomorphism fN : AN → A′N by
fN(aij) = (f(a))ij for all a ∈ A and i, j ∈ {1, . . . , N}.
The definition of AN is designed so that the functor Alg → CAlg, A 7→ AN is
left adjoint to the functor CAlg → Alg, B 7→ MatN (B). Here Alg and CAlg are the
categories of algebras and commutative algebras, respectively, and MatN (B) is the
algebra of N ×N -matrices over B. In other words, for any commutative algebra B,
there is a canonical bijection
(3.1.1) HomCAlg(AN , B) ≃ HomAlg(A,MatN (B))
which is natural in A and B. The bijection (3.1.1) carries any r : AN → B to the
homomorphism A→ MatN (B) sending any a ∈ A to the N ×N -matrix (r(aij))i,j .
The inverse bijection carries any s : A→ MatN (B) to the homomorphism AN → B
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sending a generator aij to the (i, j)-th term of the matrix s(a) for all a ∈ A. The ex-
istence of a natural isomorphism HomCAlg(AN ,−) ≃ HomAlg(A,MatN (−)) can be
rephrased in the language of algebraic geometry (see [Do, pp. 17–18] or [Ja, §I.1.3]):
there is an affine scheme (over K) whose set of B-points is HomAlg(A,MatN (B))
for any commutative algebra B, and AN is the coordinate algebra of that scheme.
The linear map tr = trN : A→ AN carrying any a ∈ A to tr(a) =
∑N
i=1 aii ∈ AN
is called the trace. It is easy to check that tr([A,A]) = 0 where [A,A] is the
submodule of A spanned by the set {ab − ba}a,b∈A. Hence the trace induces a
linear map A/[A,A] → AN also denoted by tr. For any algebra homomorphism
f : A→ A′, the homomorphism fN : AN → A′N satisfies fN tr = tr f : A→ A
′
N .
The algebra A1 corresponding to N = 1 is the maximal commutative algebra
obtained as the quotient of A. More precisely, the homomorphism tr : A → A1 is
surjective and its kernel is the two-sided ideal of A generated by [A,A].
3.2. Actions on AN . For all N ≥ 1, we turn the algebra AN of Section 3.1 into an
algebra over the Lie pair (GN , gN ) = (GLN (K), glN (K)) introduced in Section 2.4.
The action of GN on AN by algebra automorphisms is defined by
(3.2.1) gaij = (g
−1)i,k gl,j akl
for all g = (gk,l)
N
k,l=1 ∈ GN , a ∈ A and i, j ∈ {1, 2, . . . , N}. Though one usually
writes numerical coefficients to the left of the variables, as on the right-hand side
of (3.2.1), it is easier to remember this formula in the following equivalent form:
(3.2.2) gaij = (g
−1)i,k akl gl,j.
In the sequel we rather write our formulas in the latter form. The Lie algebra gN
acts by derivations on the algebra AN by
(3.2.3) waij = aisws,j − wi,sasj
for all w = (wk,l)
N
k,l=1 ∈ gN , a ∈ A and i, j ∈ {1, 2, . . . , N}. In terms of the
elementary matrices fkl ∈ gN we have fklaij = δljaik − δikalj for all i, j, k, l.
Direct computations show that formulas (3.2.2) and (3.2.3) are compatible with
the defining relations of AN and turn AN into a (GN , gN )-algebra. It is clear
that for any algebra homomorphism A → A′, the induced algebra homomorphism
AN → A′N is (GN , gN )-equivariant.
The action of GN on AN has the following origin. Given a commutative algebra
B, the groupGN acts on MatN(B) byM 7→ gMg
−1 forM ∈MatN (B) and g ∈ GN .
This induces a (left) action of GN on HomAlg(A,MatN (B)) and, via (3.1.1), a (left)
action of GN on HomCAlg(AN , B). The latter action is natural in B and therefore,
by the Yoneda lemma, it induces a (left) action of GN on AN so that
(3.2.4) r(gx) = (g−1r)(x) for any r ∈ HomCAlg(AN , B), g ∈ GN , x ∈ AN .
For B = AN , r = id : AN → B, and x = aij with a ∈ A and i, j ∈ {1, . . . , N},
we obtain gaij = (g
−1 id)(aij) = (g
−1)i,kaklgl,j as in our definition (3.2.2) of the
action of GN on AN . The actions of GN and gN on AN are further studied in
Appendix A.
The algebra AN has three useful subalgebras: A
gN
N , A
GN
N , and the algebra A
t
N
generated by tr(A) ⊂ AN . It is easy to check that AtN ⊂ A
gN
N ∩ A
GN
N . When
K is a field of characteristic zero and the algebra A is finitely generated, we have
AtN = A
GN
N and therefore A
GN
N ⊂ A
gN
N ; see [LbP], [Cb].
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3.3. The case of a group algebra. Given a group pi, we can apply the con-
structions above to the group algebra A = Kpi. This gives for each N ≥ 1 a
commutative (GN , gN )-algebra AN = (Kpi)N generated by the commuting sym-
bols aij where a ∈ pi and i, j ∈ {1, . . . , N} subject to the relations 1ij = δij and
(ab)ij = ailblj for all a, b ∈ pi and i, j ∈ {1, . . . , N}. Note that A/[A,A] is the free
K-module with basis pˇi where pˇi is the set of the conjugacy classes of elements of pi.
For all N ≥ 1, we have the linear map tr : Kpˇi → AN . The discussion at the end of
Section 3.1 shows that A1 is the group algebra of H1(pi) = pi/[pi, pi], and the map
tr : Kpˇi → A1 is the linear extension of the obvious projection pˇi → H1(pi).
For a commutative algebra B, consider the group GLN (B) of invertible N ×N -
matrices over B and set HB = Hom(pi,GLN (B)). Restricting algebra homomor-
phisms A→ MatN (B) to pi ⊂ A, we obtain a bijection
HomAlg(A,MatN (B)) ≃ Hom(pi,GLN (B)) = HB
and, composing with (3.1.1), we obtain a bijection
(3.3.1) HB ≃ HomCAlg(AN , B).
Thus, there is an affine scheme (over K) whose set of B-points is HB for any
commutative algebra B, and AN is the coordinate algebra of that scheme.
Note that every x ∈ AN determines a function HB → B which corresponds
under (3.3.1) to evaluation at x. This defines the evaluation map
(3.3.2) evB : AN −→ Map(HB , B),
which is an algebra homomorphism from AN to the algebra Map(HB , B) of B-
valued functions onHB with point-wise addition and multiplication. For any a ∈ pi,
i, j ∈ {1, . . . , N} and s ∈ HB, we have
(3.3.3) evB(aij)(s) = (i, j)-th term of the matrix s(a).
The action of GN on GLN (B) by conjugations induces an action of GN on HB;
the latter induces an action of GN on Map(HB, B) so that (gf)(h) = f(g−1h) for
any g ∈ GN , f ∈ Map(HB, B) and h ∈ HB . The map evB is GN -equivariant:
evB(gx) = g evB(x) for any x ∈ AN and g ∈ GN . Indeed, for any s ∈ HB
corresponding through (3.3.1) to r ∈ HomCAlg(AN , B), we have
evB(gx)(s) = r(gx)
(3.2.4)
= (g−1r)(x) = evB(x)(g
−1s) =
(
g evB(x)
)
(s).
Consider now the case where pi is a free group with basis {xu}u∈U indexed
by a (possibly infinite) set U . It follows from the definitions that the algebra
AN = (Kpi)N is generated by the commuting symbols x
u
ij = (xu)ij and x
u
ij = (x
−1
u )ij
with u ∈ U , i, j ∈ {1, . . . , N} subject only to the relation xuil x
u
lj = δij for all u, i, j.
These relations may be expressed by saying that the N ×N -matrices xu = (xuij)i,j
and xu = (xuij)i,j are mutually inverse for all u. The same algebra is generated by
the commuting symbols yu and xuij with u ∈ U and i, j ∈ {1, . . . , N}, subject to
the relation yu det(xu) = 1 for all u. If U is finite and n = card(U), then AN is
the tensor product of n copies of the algebra generated by the commuting symbols
y and xij with i, j ∈ {1, . . . , N} subject to the single relation y det ((xij)i,j) = 1.
This is compatible with the standard computation of the coordinate algebra of the
affine scheme obtained as the direct product of n copies of GLN (see, for example,
[Do, Example 3.5.6] or [Ja, §I.2.2]).
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3.4. Main theorem. We state our main result. The definition of Goldman’s Lie
bracket used in this statement will be recalled in Section 7.3.
Theorem 3.1. Let Σ be an oriented surface with base point ∗ ∈ ∂Σ. Let pi =
pi1(Σ, ∗) and A = Kpi. Then, for all N ≥ 1, we have the following:
- the (GN , gN )-algebra AN admits a canonical quasi-Poisson bracket {−,−} as-
sociated with the trivector φN ;
- the trace map tr : Kpˇi → AgNN is a homomorphism of Lie algebras where Kpˇi is
endowed with 2× (the Goldman Lie bracket) and AgNN is endowed with the restric-
tion of the bracket {−,−}.
The quasi-Poisson bracket in AN produced by this theorem is defined by an
explicit formula and does not depend on any provisional choices (see Section 7).
This bracket is natural in the sense that it is invariant under homeomorphisms of
surfaces preserving orientation and the base point.
The restriction of our quasi-Poisson bracket in AN to A
gN
N is a Poisson bracket
turning AgNN in a Poisson algebra. The second claim of Theorem 3.1 implies that
the subalgebra AtN of A
gN
N generated by tr(pˇi) is a Poisson subalgebra. We may
summarize the situation by saying that Goldman’s bracket multiplied by 2 induces
a Poisson bracket in AtN , and the latter extends canonically to a natural quasi-
Poisson bracket in AN . If 2 is invertible in K, then dividing the latter bracket
by 2 we obtain a quasi-Poisson bracket in AN which is associated with φN/4 and
extends the Poisson bracket in AtN induced by Goldman’s bracket. If K is a field
of characteristic zero and Σ is compact, then AtN = A
GN
N and we obtain a Poisson
bracket in AGNN .
For N = 1 our quasi-Poisson bracket in A1, i.e. in the group algebra of H1(pi),
may be computed explicitly by {a, b} = 2(a  b) ab for all a, b ∈ H1(pi) = H1(Σ),
where  denotes the homological intersection form of Σ and we use multiplicative
notation for the group operation in H1(Σ). This bracket is in fact a Poisson bracket,
which is compatible with the equality Ag11 = A1.
The proof of Theorem 3.1 starts with a bilinear form η in A = Kpi defined in
[Tu]. This form is a Fox pairing in the sense of [MT]. A simple normalization turns
η into a skew-symmetric Fox pairing ηs in A. We show that every skew-symmetric
Fox pairing in A induces a double bracket in A in the sense of Van den Bergh
[VdB]. The double bracket induced by ηs turns out to be quasi-Poisson. Then a
construction of Van den Bergh yields a quasi-Poisson bracket in AN . We introduce
all these tools in Sections 4–6 and finish the proof in Section 7.
4. Double and triple brackets
We outline the theory of “multiple brackets” due to Van den Bergh [VdB].
Throughout this section, A is an arbitrary algebra.
4.1. Preliminaries. For n ≥ 2, we will often write any element x of A⊗n as
x(1) ⊗ · · · ⊗ x(n) and drop the summation sign. Given a permutation (i1, . . . , in) of
(1, . . . , n), we denote by Pi1···in the linear map A
⊗n → A⊗n carrying any x ∈ A⊗n
to x(i1)⊗x(i2)⊗ · · ·⊗x(in). Unless explicitly stated otherwise, we endow A⊗n with
the “outer” A-bimodule structure defined by
(4.1.1) axb = ax(1) ⊗ x(2) ⊗ · · · ⊗ x(n−1) ⊗ x(n)b for a, b ∈ A and x ∈ A⊗n.
A linear map D : A→ A⊗n is a derivation if D(ab) = aD(b)+D(a)b for all a, b ∈ A.
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4.2. Double brackets. A double bracket on the algebra A is a linear map {−,−} :
A⊗2 → A⊗2 which is a derivation in the second variable and is skew-symmetric.
This means that for all a, b, c ∈ A
{{a, bc} = b { a, c} + {{a, b} c and {{b, a} = −P21 {{a, b}
These properties imply that {{ab, c}} = a∗{ b, c}}+{ a, c} ∗ b for all a, b, c ∈ A where
∗ is the “inner” A-bimodule structure on A⊗2 defined by
(4.2.1) l ∗ (a1 ⊗ a2) ∗ r = a1r ⊗ la2 for l, a1, a2, r ∈ A.
We now relate the double brackets to the algebra AN defined in Section 3.1.
Lemma 4.1. [VdB, Proposition 7.5.1] Given a double bracket {{−,−} in A and
an integer N ≥ 1, there is a unique bilinear form {−,−} : AN ×AN → AN which
is a derivation in each variable and satisfies
(4.2.2) {aij , buv} = {{a, b}
(1)
uj {{a, b}
(2)
iv
for all a, b ∈ A and i, j, u, v ∈ {1, . . . , N}. This form {−,−} is skew-symmetric and
satisfies the identities (2.2.3), (2.3.1).
Proof. We extend (4.2.2) to a bilinear form {−,−} : AN × AN → AN which is
a derivation in each variable. To see that this form is well-defined, we need to
verify the compatibility with the defining relations of AN . That the right-hand
side of (4.2.2) is linear in both a and b follows from the bilinearity of {−,−} .
The compatibility with the relation 1ij = δij is a consequence of the fact that
{ 1, b} = 0 = {{a, 1} for any a, b ∈ A. To verify the compatibility with the relation
of type (bc)uv = bulclv, let us expand {{a, b} = x(1) ⊗ x(2) and {{a, c}} = y(1) ⊗ y(2).
Then
{{a, bc} = b { a, c} + {{a, b} c = by(1) ⊗ y(2) + x(1) ⊗ x(2)c.
Therefore
{aij , (bc)uv} = {{a, bc}
(1)
uj {{a, bc}
(2)
iv
= (by(1))ujy
(2)
iv + x
(1)
uj (x
(2)c)iv
= buly
(1)
lj y
(2)
iv + x
(1)
uj x
(2)
il clv
= bul {aij , clv}+ {aij , bul} clv = {aij , bulclv} .
A similar computation gives {(ab)ij , cuv} = {ailblj , cuv}.
The skew-symmetry of {−,−} follows from the skew-symmetry of {{−,−} :
{buv, aij} = {{b, a}
(1)
iv { b, a}
(2)
uj = −{{a, b}
(2)
iv {{a, b}}
(1)
uj = −{aij , buv} .
Pick w = (wk,l)k,l ∈ gN . It is easy to see that if (2.2.3) holds for the generators
of AN , then it holds for all elements of AN . We check (2.2.3) for the generators:
w {aij , buv} = w({{a, b}
(1)
uj {{a, b}}
(2)
iv )
= w({{a, b} (1)uj ) {{a, b}
(2)
iv + {{a, b}}
(1)
uj w({{a, b}}
(2)
iv )
= {{a, b}
(1)
uk wk,j { a, b}
(2)
iv − wu,k {{a, b}
(1)
kj { a, b}
(2)
iv
+ { a, b} (1)uj {{a, b}
(2)
ik wk,v − {{a, b}
(1)
uj wi,k { a, b}
(2)
kv
= {aikwk,j − wi,kakj , buv}+ {aij , bukwk,v − wu,kbkv}
= {waij , buv}+ {aij , wbuv} .
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Similarly, it is enough to check (2.3.1) for any g = (gk,l) ∈ GN and the generators
of AN . We have
{gaij , gbuv} =
{
(g−1)i,kaklgl,j , (g
−1)u,sbstgt,v
}
= (g−1)i,kgl,j(g
−1)u,sgt,v {akl, bst}
= (g−1)i,kgl,j(g
−1)u,sgt,v {{a, b}
(1)
sl { a, b}
(2)
kt
= (g−1)u,s { a, b}
(1)
sl gl,j (g
−1)i,k {{a, b}
(2)
kt gt,v
= (g {{a, b} (1)uj )(g {{a, b}}
(2)
iv )
= g({{a, b}}(1)uj {{a, b}}
(2)
iv ) = g {aij , buv} . 
4.3. A bracket 〈−,−〉. A double bracket {{−,−} on A induces further pairings
which we now discuss. For a, b ∈ A, set
(4.3.1) 〈a, b〉 = {{a, b} (1){{a, b} (2) ∈ A.
We state several properties of 〈−,−〉 : A×A→ A following [VdB, Section 2.4]:
(i) the composition of 〈−,−〉 with the projection to A/[A,A] is skew-symmetric;
(ii) 〈[A,A], A〉 = 0;
(iii) the pairing 〈−,−〉 is a derivation in the second variable.
Set Aˇ = A/[A,A]. The properties (i) and (ii) imply that 〈−,−〉 induces bilinear
pairings Aˇ×A→ A and Aˇ × Aˇ→ Aˇ. The latter pairing is skew-symmetric. Both
pairings are denoted by 〈−,−〉.
Lemma 4.2. For all N ≥ 1, the trace map tr : Aˇ→ AN carries the bracket 〈−,−〉
on Aˇ to the bracket {−,−} on AN defined by Lemma 4.1.
Proof. Let a, b ∈ A and let aˇ, bˇ be their projections to Aˇ. We have{
tr(aˇ), tr(bˇ)
}
=
∑
i,j
{aii, bjj}
(4.2.2)
=
∑
i,j
{{a, b} (1)ji {{a, b}
(2)
ij
=
∑
j
(
{{a, b} (1) {{a, b} (2)
)
jj
= tr
(
{{a, b} (1) {{a, b} (2)
)
(4.3.1)
= tr
(
〈a, b〉
)
= tr
(
〈aˇ, bˇ〉
)
.

4.4. Triple brackets. The brackets {−,−} on AN and 〈−,−〉 on Aˇ = A/[A,A] are
skew-symmetric but do not necessarily satisfy the Jacobi identity. Their deviation
from the Jacobi identity is formulated in terms of triple brackets on A. A triple
bracket on A is a linear map {−,−,−} : A⊗3 → A⊗3 which is a derivation in the
third variable and is cyclically symmetric. This means that for all a, b, c, d ∈ A,
{ a, b, cd} = c {{a, b, d}}+ {{a, b, c} d and {{c, a, b} = P312 { a, b, c} .
By [VdB, Proposition 2.3.1], a double bracket {{−,−} on A determines a triple
bracket on A by
(4.4.1) {{−,−,−} =
2∑
i=0
P i312({{−,−} ⊗ idA)(idA⊗{{−,−} )P
−i
312.
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Lemma 4.3. [VdB, Proposition 7.5.2 & Corollary 2.4.4] Consider a double bracket
{−,−} on A, the associated triple bracket {{−,−,−} on A, the induced brack-
ets {−,−} on AN for N ≥ 1 and 〈−,−〉 on A. For any a, b, c ∈ A and any
p, q, r, s, u, v ∈ {1, . . . , N}, we have
{apq, {brs, cuv}}+ {brs, {cuv, apq}}+ {cuv, {apq, brs}}(4.4.2)
= {{a, b, c} (1)uq {{a, b, c}
(2)
ps { a, b, c}
(3)
rv − {{a, c, b}
(1)
rq {{a, c, b}}
(2)
pv {{a, c, b}
(3)
us
and
(4.4.3) 〈〈a, b〉, c〉 − 〈a, 〈b, c〉〉+ 〈b, 〈a, c〉〉 = m3({{b, a, c} − {{a, b, c} )
where m3 : A
⊗3 → A carries any x ∈ A⊗3 to x(1)x(2)x(3) ∈ A.
A double bracket on A is strong if the associated triple bracket on A satisfies
m3({{a, b, c} ) = m3({{b, a, c} )
for all a, b, c ∈ A. Formula (4.4.3) and properties (i), (ii), (iii) of Section 4.3 imply
that if a double bracket on A is strong, then the associated bracket 〈−,−〉 on Aˇ
is a Lie bracket and the pairing 〈−,−〉 : Aˇ × A → A turns A into a Aˇ-algebra.
The Lie bracket 〈−,−〉 in Aˇ determined by a strong double bracket in A has the
following property: for each aˇ ∈ Aˇ, the map 〈aˇ,−〉 : Aˇ → Aˇ is induced by a
derivation of A. Such a Lie bracket in Aˇ is called by Crawley-Boevey [Cb] an
H0-Poisson structure on A. By [Cb, Theorem 4.5], for any H0-Poisson structure
〈−,−〉 : Aˇ×Aˇ→ Aˇ on A there is a unique Poisson bracket {−,−} in the subalgebra
AtN of AN generated by tr(A) such that
{
tr(aˇ), tr(bˇ)
}
= tr
(
〈aˇ, bˇ〉
)
for all a, b ∈ A.
When the H0-Poisson structure is induced by a strong double bracket on A, this
claim follows from Lemma 4.2.
A double bracket on A is Poisson if the associated triple bracket is zero. A
Poisson double bracket is strong and moreover, according to (4.4.2), the associated
bracket {−,−} on AN is a Poisson bracket. We will be interested in a somewhat
different class of strong double brackets discussed in the next subsection.
4.5. Quasi-Poisson double brackets. Each derivation D : A → A ⊗ A deter-
mines a triple bracket on A by
{{a, b, c}D = D(c)
(1)D(a)(2) ⊗D(a)(1)D(b)(2) ⊗D(b)(1)D(c)(2)
for any a, b, c ∈ A. All requirements on a triple bracket are straightforward. (See
[VdB, Proposition 4.1.1] for a more general construction.) The triple bracket de-
termined in this way by the derivation E : A → A ⊗ A carrying any a ∈ A to
a⊗ 1− 1⊗ a can be explicitly computed as follows:
{ a, b, c}E = a⊗ 1⊗ bc+ 1⊗ ab⊗ c+ ca⊗ b⊗ 1 + c⊗ a⊗ b(4.5.1)
−1⊗ a⊗ bc− a⊗ b⊗ c− ca⊗ 1⊗ b− c⊗ ab⊗ 1.
A double bracket {{−,−} on A is quasi-Poisson if the associated triple bracket
{−,−,−} satisfies
(4.5.2) { a, b, c} = {{a, b, c}E
for all a, b, c ∈ A. It follows from (4.5.1) that a quasi-Poisson double bracket is
strong. Hence, it induces a Lie bracket 〈−,−〉 on Aˇ as well as a Aˇ-algebra structure
on A.
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Lemma 4.4. [VdB, Theorem 7.12.2 & Remark 7.12.3] For any quasi-Poisson dou-
ble bracket {{−,−} on A and any N ≥ 1, the algebra AN over (GN , gN ) with the
bracket {−,−} provided by Lemma 4.1 is a quasi-Poisson algebra.
Proof. By Lemma 4.1, we need only to verify that for all x, y, z ∈ AN ,
(4.5.3) {x, {y, z}}+ {y, {z, x}}+ {z, {x, y}} = φN (x, y, z).
It is straightforward to see that both sides of this formula are skew-symmetric AN -
valued trilinear forms on AN which are derivations in each variable. Therefore it
suffices to verify (2.2.4) for the generators of AN . Let L and R be respectively
the left-hand and right-hand sides of (4.5.3) for x = apq, y = brs, z = cuv with
p, q, r, s, u, v ∈ {1, . . . , N} and a, b, c ∈ A. Computing L by Lemma 4.3 and then
using (4.5.2) and (4.5.1), we obtain that
L = auqδps(bc)rv + δuq(ab)pscrv + (ca)uqbpsδrv + cuqapsbrv
−δuqaps(bc)rv − auqbpscrv − (ca)uqδpsbrv − cuq(ab)psδrv
−arqδpv(cb)us − δrq(ac)pvbus − (ba)rqcpvδus − brqapvcus
+δrqapv(cb)us + arqcpvbus + (ba)rqδpvcus + brq(ac)pvδus.
To compute R, we observe that
(fij ⊗ fjk ⊗ fki)(apq ⊗ brs ⊗ cuv)
= (δjqapi − δpiajq)(δksbrj − δrjbks)(δivcuk − δukciv)
= δjqapiδksbrjδivcuk + δjqapiδrjbksδukciv
+δpiajqδksbrjδukciv + δpiajqδrjbksδivcuk
−δpiajqδksbrjδivcuk − δpiajqδrjbksδukciv
−δjqapiδksbrjδukciv − δjqapiδrjbksδivcuk
= apvbrqcus + apiδrqbusciv + ajqbrjδuscpv + arqbksδpvcuk
−ajqbrjδpvcus − arqbuscpv − apibrqδusciv − apvδrqbkscuk
= apvbrqcus + (ac)pvδrqbus + (ba)rqδuscpv + arq(cb)usδpv
−(ba)rqδpvcus − arqbuscpv − (ac)pvbrqδus − apvδrq(cb)us.
Similarly, we have
(fjk ⊗ fij ⊗ fki)(apq ⊗ brs ⊗ cuv)
= (δkqapj − δpjakq)(δjsbri − δribjs)(δivcuk − δukciv)
= δkqapjδjsbriδivcuk + δkqapjδribjsδukciv
+δpjakqδjsbriδukciv + δpjakqδribjsδivcuk
−δpjakqδjsbriδivcuk − δpjakqδribjsδukciv
−δkqapjδjsbriδukciv − δkqapjδribjsδivcuk
= apsbrvcuq + apjbjsδuqcrv + auqδpsbriciv + akqbpsδrvcuk
−akqδpsbrvcuk − auqbpscrv − apsbriδuqciv − apjbjsδrvcuq
= apsbrvcuq + (ab)psδuqcrv + auqδps(bc)rv + bpsδrv(ca)uq
−(ca)uqδpsbrv − auqbpscrv − aps(bc)rvδuq − (ab)psδrvcuq.
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Substituting the resulting expressions in the formula
R = −(fij ⊗ fjk ⊗ fki)(apq ⊗ brs ⊗ cuv) + (fjk ⊗ fij ⊗ fki)(apq ⊗ brs ⊗ cuv)
we obtain that R = L. 
Under conditions of Lemma 4.4, the gN -invariant subalgebra A
gN
N of AN is a
Poisson algebra, and the trace map tr : Aˇ→ AgNN is a Lie algebra homomorphism.
4.6. Remark. The original definitions of Van den Bergh apply when K is a field
of characteristic zero; the generalization above to arbitrary commutative rings
is straightforward. We slightly modified the definition of a quasi-Poisson double
bracket in order to get rid of fractional coefficients appearing in [VdB]: a quasi-
Poisson double bracket in our sense is 2 times a quasi-Poisson double bracket in the
sense of [VdB].
5. Fox derivatives and Fox pairings
We introduce and study Fox pairings in augmented algebras.
5.1. Fox derivatives. Fox derivatives were first introduced by Fox in his study
of the group rings of free groups. Fox’ definitions extend to arbitrary algebras
endowed with augmentation homomorphisms. More precisely, let A be an algebra
(over K) endowed with an algebra homomorphism ε : A → K. A linear map
∂ : A→ A is a left (respectively, a right) Fox derivative if for all a, b ∈ A, we have
∂(ab) = ∂(a)ε(b) + a∂(b) (respectively, ∂(ab) = ∂(a)b+ ε(a)∂(b)).
For example, for e ∈ A, the map A → A carrying any a ∈ A to (a − ε(a)1)e is
a left Fox derivative and the map A → A carrying any a ∈ A to e(a − ε(a)1) is a
right Fox derivative. Such derivatives are said to be inner.
5.2. Fox pairings. Let A = (A, ε) be an augmented algebra. A Fox pairing in
A or, shorter, an F-pairing in A is a bilinear map ρ : A × A → A which is a left
Fox derivative with respect to the first variable and a right Fox derivative with
respect to the second variable. In the case of group algebras, an equivalent notion
was introduced independently in [Pa] under the name of “biderivation” and in [Tu]
under the name of “∆-form.” Here we follow the terminology of [MT].
Note for the record the product formulas
(5.2.1) ρ(a1a2, b) = ρ(a1, b) ε(a2) + a1ρ(a2, b) for any a1, a2, b ∈ A,
(5.2.2) ρ(a, b1b2) = ρ(a, b1)b2 + ε(b1)ρ(a, b2) for any a, b1, b2 ∈ A.
For example, any e ∈ A gives rise to an F-pairing ρe defined by
ρe(a, b) = (a− ε(a)1) e (b− ε(b)1)
for all a, b ∈ A. We call such an F-pairing inner.
Fox pairings in A form a K-module under the usual addition/multiplication by
scalars of bilinear forms. The inner F-pairings form a submodule of this module.
Two F-pairings ρ and ρ′ in A are equivalent if they differ by an inner F-pairing, i.e.
if there exists e ∈ A such that ρ− ρ′ = ρe.
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5.3. Fox pairings in Hopf algebras. Suppose that A = (A,∆, ε, S) is a Hopf
algebra with comultiplication ∆, counit ε and antipode S. We shall always use the
counit ε to define F-pairings in A. The antipode S induces a transposition on the
F-pairings in A as follows. The transpose of a bilinear form ρ : A × A → A is the
bilinear form ρ : A×A→ A defined by
ρ(a, b) = Sρ(S(b), S(a))
for a, b ∈ A. For example, the transpose of the inner F-pairing ρe is ρS(e) for all
e ∈ A. Recall that a Hopf algebra is involutive if its antipode is an involutive map.
Lemma 5.1. If A is involutive, then the transpose ρ of any F-pairing ρ : A×A→ A
is an F-pairing and ρ = ρ.
Proof. For a1, a2, b ∈ A, we have
ρ(a1a2, b) = Sρ(S(b), S(a1a2))
= Sρ(S(b), S(a2)S(a1))
= S
(
ρ(S(b), S(a2))S(a1) + ε(S(a2)) ρ(S(b), S(a1))
)
= a1Sρ(S(b), S(a2)) + ε(a2)Sρ(S(b), S(a1))
= a1ρ(a2, b) + ρ(a1, b) ε(a2).
A similar computation shows that ρ(a, b1b2) = ρ(a, b1)b2 + ε(b1)ρ(a, b2) for all
a, b1, b2 ∈ A. Thus, ρ is an F-pairing. For all a, b ∈ A,
ρ(a, b) = Sρ(S(b), S(a)) = S2ρ(S2(a), S2(b)) = ρ(a, b).

An F-pairing ρ in an involutive Hopf algebra A is skew-symmetric if ρ = −ρ.
Any F-pairing ρ in such an A induces a skew-symmetric F-pairing ρs = ρ− ρ in A.
We will need an alternate expression for ρ, which involves the comultiplication
∆ of A. In this expression and in the sequel we use Sweedler’s notation for comul-
tiplication: for a ∈ A we write ∆(a) =
∑
(a) a
′ ⊗ a′′ meaning that there is a finite
family (a′i, a
′′
i )i in A× A such that ∆(a) =
∑
i a
′
i ⊗ a
′′
i . Similarly, we write
(∆⊗ id)∆(a) = (id⊗∆)∆(a) =
∑
(a)
a′ ⊗ a′′ ⊗ a′′′.
Lemma 5.2. If A is involutive, then for any F-pairing ρ in A and any a, b ∈ A,
we have ρ(a, b) =
∑
(a),(b) a
′Sρ(b′′, a′′) b′.
Proof. The equality
∑
(b) S(b
′)b′′ = ε(b)1 implies that
0 = ρ(ε(b)1, a) =
∑
(b)
ρ(S(b′)b′′, a)
=
∑
(b)
(
ρ(S(b′), a) ε(b′′) + S(b′)ρ(b′′, a)
)
=
∑
(b)
(
ρ(S(b′ε(b′′)), a) + S(b′)ρ(b′′, a)
)
= ρ(S(b), a) +
∑
(b)
S(b′)ρ(b′′, a).
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Therefore
(5.3.1) ρ(S(b), a) = −
∑
(b)
S(b′)ρ(b′′, a).
A similar computation starting from
∑
(a) S(a
′)a′′ = ε(a)1 shows that
ρ(b, a) = −
∑
(a)
ρ(b, S(a′))a′′.
Replacing here a by S(a) and using the involutivity of A, we obtain that
(5.3.2) ρ(b, S(a)) = −
∑
(a)
ρ(b, a′′)S(a′).
Now, we can conclude: using (5.3.1) and then (5.3.2), we obtain that
ρ(a, b) = Sρ(S(b), S(a)) = −S
(∑
(b)
S(b′)ρ(b′′, S(a))
)
= S
( ∑
(a),(b)
S(b′)ρ(b′′, a′′)S(a′)
)
=
∑
(a),(b)
a′Sρ(b′′, a′′) b′.

6. From Fox pairings to double brackets
In this section, A = (A,∆, ε, S) is a Hopf algebra with comultiplication ∆, counit
ε and antipode S. We show, under certain assumptions, how to derive a double
bracket in A from a Fox pairing in A.
6.1. A double bracket from a Fox pairing. Any bilinear form ρ : A× A→ A
determines a linear map {−,−} ρ : A⊗A→ A⊗A by
{{a, b} ρ =
∑
(a),(b),(ρ(a′′,b′′))
b′S
((
ρ(a′′, b′′)
)′)
a′ ⊗
(
ρ(a′′, b′′)
)′′
for any a, b ∈ A.
Lemma 6.1. If ρ is an F-pairing in A, then {{−,−} ρ is a derivation in the second
variable.
Proof. For any right Fox derivative ∂ in A and any v ∈ A, we define a linear map
δ = δv,∂ : A→ A⊗A by
(6.1.1) δ(b) =
∑
(b),(∂(b′′))
b′S
((
∂(b′′)
)′)
v ⊗
(
∂(b′′)
)′′
for b ∈ A. We claim that this map is a derivation. This will imply the lemma
because for any a ∈ A, we have {{a,−} ρ =
∑
(a) δa′,ρ(a′′,−).
We now prove the above claim. For any a, b ∈ A, we have
δ(ab) =
∑
(ab),(∂((ab)′′))
(ab)′S
((
∂((ab)′′)
)′)
v ⊗
(
∂((ab)′′)
)′′
=
∑
(a),(b),(∂(a′′b′′))
a′b′S
((
∂(a′′b′′)
)′)
v ⊗
(
∂(a′′b′′)
)′′
.
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Using the fact that ∂(a′′b′′) = ∂(a′′)b′′ + ε(a′′)∂(b′′), this sum splits into two parts:∑
(a),(b),(∂(a′′)b′′)
a′b′S
((
∂(a′′)b′′
)′)
v ⊗
(
∂(a′′)b′′
)′′
=
∑
(a),(b),(∂(a′′))
a′b′S
((
∂(a′′)
)′
b′′
)
v ⊗
(
∂(a′′)
)′′
b′′′
=
∑
(a),(b),(∂(a′′))
a′b′S(b′′)S
((
∂(a′′)
)′)
v ⊗
(
∂(a′′)
)′′
b′′′
=
∑
(a),(b),(∂(a′′))
a′ε(b′)S
((
∂(a′′)
)′)
v ⊗
(
∂(a′′)
)′′
b′′
=
∑
(a),(∂(a′′))
a′S
((
∂(a′′)
)′)
v ⊗
(
∂(a′′)
)′′
b = δ(a)b
and ∑
(a),(b),(ε(a′′)∂(b′′))
a′b′S
((
ε(a′′)∂(b′′)
)′)
v ⊗
(
ε(a′′)∂(b′′)
)′′
=
∑
(a),(b),(∂(b′′))
a′ε(a′′)b′S
((
∂(b′′)
)′)
v ⊗
(
∂(b′′)
)′′
=
∑
(b),(∂(b′′))
ab′S
((
∂(b′′)
)′)
v ⊗
(
∂(b′′)
)′′
= aδ(b).

Lemma 6.2. If A is involutive and ρ is a skew-symmetric F-pairing in A, then
{−,−} ρ is a double bracket.
Proof. We start by proving that for an arbitrary F-pairing ρ in A,
(6.1.2) {{−,−} ρ = P21 {{−,−}
ρ
P21.
By definition, we have
{{a, b} ρ =
∑
(a),(b),(ρ(a′′,b′′))
b′S
((
ρ(a′′, b′′)
)′)
a′ ⊗
(
ρ(a′′, b′′)
)′′
where, by Lemma 5.2,
ρ(a′′, b′′) =
∑
(a′′),(b′′)
(a′′)′ Sρ
(
(b′′)′′, (a′′)′′
)
(b′′)′.
Therefore
{{a, b} ρ
=
∑
(a),(b),(a′′Sρ(b′′′,a′′′)b′′)
b′S
((
a′′Sρ
(
b′′′, a′′′
)
b′′
)′)
a′ ⊗
(
a′′Sρ
(
b′′′, a′′′
)
b′′
)′′
=
∑
(a),(b),(a′′),(b′′)
(Sρ(b′′′,a′′′))
b′S
(
(a′′)′
(
Sρ(b′′′, a′′′)
)′
(b′′)′
)
a′ ⊗ (a′′)′′
(
Sρ(b′′′, a′′′)
)′′
(b′′)′′
=
∑
(a),(b),(Sρ(b′′′′,a′′′′))
b′S
(
a′′
(
Sρ(b′′′′, a′′′′)
)′
b′′
)
a′ ⊗ a′′′
(
Sρ(b′′′′, a′′′′)
)′′
b′′′
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=
∑
(a),(b),(Sρ(b′′′′,a′′′′))
b′S(b′′)S
((
Sρ(b′′′′, a′′′′)
)′)
S(a′′) a′ ⊗ a′′′
(
Sρ(b′′′′, a′′′′)
)′′
b′′′
=
∑
(a),(b),(Sρ(b′′′,a′′′))
ε(b′)S
((
Sρ(b′′′, a′′′)
)′)
ε(a′)⊗ a′′
(
Sρ(b′′′, a′′′)
)′′
b′′
=
∑
(a),(b),(Sρ(b′′′,a′′′))
S
((
Sρ(b′′′, a′′′)
)′)
⊗ ε(a′)a′′
(
Sρ(b′′′, a′′′)
)′′
ε(b′)b′′
=
∑
(a),(b),(Sρ(b′′,a′′))
S
((
Sρ(b′′, a′′)
)′)
⊗ a′
(
Sρ(b′′, a′′)
)′′
b′
=
∑
(a),(b),(ρ(b′′,a′′))
S2
((
ρ(b′′, a′′)
)′′)
⊗ a′S
((
ρ(b′′, a′′)
)′)
b′ = P21({{b, a}
ρ
).
If ρ is skew-symmetric, then
{{−,−} ρ = −{−,−} ρ
(6.1.2)
= −P21 {{−,−}
ρ
P21.
Now, Lemma 6.1 implies that ρ is a double bracket. 
6.2. Computation for inner Fox pairings. The following lemma computes
{−,−} ρ : A⊗A→ A⊗A for the inner F-pairings ρ in A.
Lemma 6.3. If A is involutive, then for any a, b, e ∈ A,
{{a, b}}ρe =
∑
(e)
(
S(e′)⊗ ae′′b+ bS(e′) a⊗ e′′ − bS(e′)⊗ ae′′ − S(e′)a⊗ e′′b
)
.
Proof. By definition,
{{a, b}}ρe =
∑
(a),(b),(ρe(a′′,b′′))
b′S
((
ρe(a
′′, b′′)
)′)
a′ ⊗
(
ρe(a
′′, b′′)
)′′
.
We have
∆(ρe(a
′′, b′′)) = ∆
(
(a′′ − ε(a′′)1
)
∆(e)∆
(
b′′ − ε(b′′)1
)
=
∑
(a′′),(e),(b′′)
(a′′)′e′(b′′)′ ⊗ (a′′)′′e′′(b′′)′′ +
∑
(e)
ε(a′′)ε(b′′)e′ ⊗ e′′
−
∑
(a′′),(e)
ε(b′′)(a′′)′e′ ⊗ (a′′)′′e′′ −
∑
(e),(b′′)
ε(a′′)e′(b′′)′ ⊗ e′′(b′′)′′.
Thus,
{{a, b} ρe = Xab +X −Xa −Xb
where
Xab =
∑
(a),(b),(a′′),(e),(b′′)
b′S((a′′)′e′(b′′)′) a′ ⊗ (a′′)′′e′′(b′′)′′
=
∑
(a),(b),(e)
b′S(a′′e′b′′) a′ ⊗ a′′′e′′b′′′
=
∑
(a),(b),(e)
b′S(b′′)S(e′)S(a′′)a′ ⊗ a′′′e′′b′′′
=
∑
(a),(b),(e)
ε(b′)S(e′)ε(a′)⊗ a′′e′′b′′ =
∑
(e)
S(e′)⊗ ae′′b,
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Xa =
∑
(a),(b),(a′′),(e)
ε(b′′)b′S((a′′)′e′) a′ ⊗ (a′′)′′e′′
=
∑
(a),(e)
bS(a′′e′) a′ ⊗ a′′′e′′
=
∑
(a),(e)
bS(e′)S(a′′)a′ ⊗ a′′′e′′
=
∑
(a),(e)
bS(e′)ε(a′)⊗ a′′e′′ =
∑
(e)
bS(e′)⊗ ae′′,
Xb =
∑
(a),(b),(e),(b′′)
b′S(e′(b′′)′) ε(a′′)a′ ⊗ e′′(b′′)′′
=
∑
(b),(e)
b′S(e′b′′) a⊗ e′′b′′′
=
∑
(b),(e)
b′S(b′′)S(e′)a⊗ e′′b′′′
=
∑
(b),(e)
ε(b′)S(e′)a⊗ e′′b′′ =
∑
(e)
S(e′)a⊗ e′′b
and
X =
∑
(a),(b),(e)
ε(b′′)b′S(e′) ε(a′′)a′ ⊗ e′′ =
∑
(e)
bS(e′) a⊗ e′′.

6.3. Remarks. 1. If {{−,−} is a double bracket in an augmented algebra A =
(A, ε), then the map A×A→ A carrying any pair (a, b) ∈ A×A to (ε⊗ idA) {{a, b}
is an F-pairing. This defines a map, Φ, from the set of double brackets in A to the
set of F-pairings in A. If A is an involutive Hopf algebra, then Lemma 6.2 defines
a map, Ψ, from the set of skew-symmetric F-pairings in A to set of double brackets
in A. Clearly, ΦΨ = id. Generally speaking, the composition ΨΦ is not defined.
2. As indicated to the authors by P. Schauenburg, the fact that a right Fox
derivative in a Hopf algebra A and an element of A determine a derivation A →
A ⊗ A by (6.1.1) can be alternatively explained in terms of A-bimodules. The
explanation is based on the following two facts: 1) derivationsA→M with values in
an A-bimoduleM bijectively correspond to A-bimodule maps from the A-bimodule
of differentials on A to M , and 2) the Hopf algebra structure on A allows to form
the tensor product of A-bimodules.
7. The homotopy intersection form of a surface
In this section, Σ is an oriented surface with non-empty boundary and a base
point ∗ ∈ ∂Σ. We set pi = pi1(Σ, ∗) and consider the group algebra A = Kpi.
7.1. The pairing η. We provide ∂Σ with the orientation induced by that of Σ.
By paths and loops we shall mean piecewise-smooth paths and loops in Σ. The
product αβ of two paths α and β is obtained by running first along α and then
along β. Given two distinct simple (that is, multiplicity 1) points p, q on a path α,
we denote by αpq the path from p to q running along α in the positive direction.
We shall use a second base point • ∈ ∂Σ\{∗} lying “slightly before” ∗ on ∂Σ. We
fix an embedded path ν•∗ running from • to ∗ along ∂Σ in the positive direction,
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and we denote the inverse path by ν∗•. The element of pi represented by a loop α
based at ∗ is denoted [α]. We say that a loop α based at • represents [ν∗•αν•∗] ∈ pi.
The homotopy intersection form of Σ is the bilinear map η : A×A→ A defined,
for any a, b ∈ pi, by
(7.1.1) η(a, b) =
∑
p∈α∩β
εp(α, β) [ν∗•α•pβp∗] .
Here, α is a loop based at • and representing a, β is a loop based at ∗ and repre-
senting b so that α and β meet transversely in a finite set α ∩ β of simple points of
α, β. Each crossing p ∈ α ∩ β has a sign εp(α, β) = ±1 which is equal to +1 if the
frame (the positive tangent vector of α at p, the positive tangent vector of β at p)
is positively oriented and is equal to −1 otherwise. It is easy to verify that η is a
well-defined F-pairing: this is essentially the intersection pairing introduced in [Tu],
see also [Pe] and [MT]. The pairing η is connected to Reidemeister’s equivariant
intersection pairings and, in this form, it appears implicitly in [Pa].
7.2. The pairing ηs. The group algebra A = Kpi has a canonical structure of an
involutive Hopf algebra. The comultiplication ∆ : A→ A⊗A, the counit ε : A→ K
and the antipode S : A→ A are defined by
∆(a) = a⊗ a, ε(a) = 1, S(a) = a−1 for any a ∈ pi ⊂ A.
By Lemma 5.2, the transpose η : A×A→ A of η is given by η(a, b) = aS(η(b, a))b
for a, b ∈ pi. It is easy to check (see [Tu], [MT]) that η + η = −ρ1 where ρ1 is the
inner F-pairing in A associated with 1 ∈ A. The F-pairing
ηs = η − η = 2η + ρ1 : A×A→ A
is skew-symmetric. By definition, for any a, b ∈ A,
(7.2.1) ηs(a, b) = 2η(a, b) +
(
a− ε(a)1
)(
b− ε(b)1
)
.
Let {{−,−} s = {{−,−} η
s
be the double bracket on A determined by ηs. Lemma 6.3
and formula (7.2.1) give, for all a, b ∈ A,
(7.2.2) {{a, b} s = 2 { a, b} η + 1⊗ ab+ ba⊗ 1− a⊗ b− b⊗ a.
For a, b ∈ pi, the term {{a, b}}η can be explicitly computed as follows.
Lemma 7.1. For any a, b ∈ pi,
(7.2.3) {{a, b}}η =
∑
p∈α∩β
εp(α, β) [β∗pαp•ν•∗]⊗ [ν∗•α•pβp∗]
where α is a loop based at • and representing a, β is a loop based at ∗ and repre-
senting b such that α and β meet transversely in a finite set of simple points.
Proof. Since a and b are group-like elements of A, we have
{{a, b} η =
∑
(η(a,b))
bS(η(a, b)′) a⊗ η(a, b)′′.(7.2.4)
Applying (7.1.1) we obtain that
{ a, b} η =
∑
p∈α∩β
εp(α, β) bS([ν∗•α•pβp∗]) a⊗ [ν∗•α•pβp∗]
=
∑
p∈α∩β
εp(α, β) [β]
[
(β−1)∗p(α
−1)p•ν•∗
]
[ν∗•αν•∗]⊗ [ν∗•α•pβp∗]
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=
∑
p∈α∩β
εp(α, β)
[
β∗p(α
−1)p•αν•∗
]
⊗ [ν∗•α•pβp∗]
=
∑
p∈α∩β
εp(α, β) [β∗pαp•ν•∗]⊗ [ν∗•α•pβp∗] .

Lemma 7.2. The double bracket {{−,−} s is quasi-Poisson.
Proof. In the proof we will use the following notation suggested in [VdB]. Given a
map {{−,−} : A⊗2 → A⊗2 and u ∈ A, v ∈ A⊗2, we set
{{u, v}}L =
{{
u, v(1)
}}
⊗ v(2), {{u, v}}R = v
(1) ⊗
{{
u, v(2)
}}
,
{{v, u}}L =
{{
v(1), u
}}
⊗ v(2), {{v, u}}R = v
(1) ⊗
{{
v(2), u
}}
.
Let {{−,−,−} s be the triple bracket in A determined by {{−,−} s. We must
prove that for all a, b, c ∈ A,
{{a, b, c} s = a⊗ 1⊗ bc+ 1⊗ ab⊗ c+ ca⊗ b⊗ 1 + c⊗ a⊗ b(7.2.5)
−1⊗ a⊗ bc− a⊗ b⊗ c− ca⊗ 1⊗ b− c⊗ ab⊗ 1.
It is enough to consider a, b, c ∈ pi. Using the skew-symmetry of {{−,−} s, we obtain
{{a, b, c} s = {{a, { b, c} s}}
s
L + P
−1
312 {{c, { a, b}
s}}
s
L + P312 {{b, {{c, a}}
s}}
s
L
= {{a, { b, c} s}}
s
L − P
−1
312P213 {{{{a, b}
s
, c}
s
L − P312 { b, P21 {{a, c}}
s}}
s
L
= {{a, { b, c} s}}
s
L − P132 {{{ a, b}
s , c}}
s
L − {{b, { a, c}
s}}
s
R .
We now compute the three resulting terms. Firstly, we have
{{a, {{b, c} s}}
s
L = 2 {a, {{b, c}}
η}}
s
L + {{a, 1⊗ bc+ cb⊗ 1− c⊗ b− b⊗ c}}
s
L ,
where
2 {{a, {{b, c} η}}
s
L = 4 { a, { b, c}
η}}
η
L + 2⊗ a { b, c}
η − 2a⊗ {{b, c} η(7.2.6)
+2P132({{b, c}
η ∗ a⊗ 1)− 2P213(a⊗ {{b, c}
η
)
and
{{a, 1⊗ bc+ cb⊗ 1− c⊗ b− b⊗ c}}sL(7.2.7)
= c {{a, b} s ⊗ 1 + {{a, c}}s b⊗ 1− {{a, c}}s ⊗ b− {{a, b} s ⊗ c
= 2c { a, b} η ⊗ 1 + 2 {{a, c}}η b⊗ 1− 2 {{a, c}}η ⊗ b− 2 { a, b} η ⊗ c
+c⊗ ab⊗ 1 + cba⊗ 1⊗ 1− ca⊗ b⊗ 1− cb⊗ a⊗ 1
+1⊗ acb⊗ 1 + ca⊗ b⊗ 1− a⊗ cb⊗ 1− c⊗ ab⊗ 1
−1⊗ ac⊗ b− ca⊗ 1⊗ b+ a⊗ c⊗ b+ c⊗ a⊗ b
−1⊗ ab⊗ c− ba⊗ 1⊗ c+ a⊗ b⊗ c+ b⊗ a⊗ c.
Secondly, we have
−P132 {{{{a, b}
s
, c}}
s
L
= −2P132 {{{{a, b}
η
, c}
s
L − P132 {{1⊗ ab+ ba⊗ 1− b⊗ a− a⊗ b, c}
s
L
where
−2P132 {{{{a, b}
η , c}
s
L(7.2.8)
= −4P132 {{{{a, b}
η
, c}
η
L − 2P132P132(c {{a, b}
η ⊗ 1)− 2P132(1⊗ {{a, b}}
η ∗ c)
+2P132P132({{a, b}
η ⊗ c) + 2P132(c⊗ {{a, b}}
η
)
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= −4P132 {{{{a, b}
η
, c}
η
L − 2c { a, b}
η ⊗ 1− 2P132(1⊗ {{a, b}}
η ∗ c)
+2 { a, b} η ⊗ c+ 2P132(c⊗ {{a, b}
η
)
and
−P132 {{1⊗ ab+ ba⊗ 1− b⊗ a− a⊗ b, c}
s
L(7.2.9)
= −P132(b ∗ {{a, c}}
s ⊗ 1)− P132({{b, c}
s ∗ a⊗ 1)
+P132({{b, c}}
s ⊗ a) + P132({{a, c}}
s ⊗ b)
= −2P132(b ∗ {{a, c}
η ⊗ 1)− 2P132({{b, c}
η ∗ a⊗ 1)
+2P132({{b, c}
η ⊗ a) + 2P132({{a, c}}
η ⊗ b)
−1⊗ 1⊗ bac− ca⊗ 1⊗ b+ a⊗ 1⊗ bc+ c⊗ 1⊗ ba
−cba⊗ 1⊗ 1− a⊗ 1⊗ bc+ ba⊗ 1⊗ c+ ca⊗ 1⊗ b
+cb⊗ a⊗ 1 + 1⊗ a⊗ bc− b⊗ a⊗ c− c⊗ a⊗ b
+ca⊗ b⊗ 1 + 1⊗ b⊗ ac− a⊗ b⊗ c− c⊗ b⊗ a.
Thirdly, we have
−{ b, {{a, c}}s}}
s
R = −2 { b, {a, c}}
η}}
s
R − {{b, 1⊗ ac+ ca⊗ 1− c⊗ a− a⊗ c}
s
R
where
− 2 { b, { a, c} η}}
s
R = −4 { b, {{a, c}}
η}}
η
R − 2 { a, c}
η
b⊗ 1 + 2 { a, c} η ⊗ b(7.2.10)
−2P132(b ∗ {{a, c}}
η ⊗ 1) + 2P132({{a, c}}
η ⊗ b)
and
−{ b, 1⊗ ac+ ca⊗ 1− c⊗ a− a⊗ c}}sR(7.2.11)
= −1⊗ a { b, c} s − 1⊗ { b, a} s c+ c⊗ {{b, a} s + a⊗ {{b, c} s
= −2⊗ a { b, c} η − 2⊗ {{b, a} η c+ 2c⊗ {{b, a} η + 2a⊗ {{b, c}}η
−1⊗ a⊗ bc− 1⊗ acb⊗ 1 + 1⊗ ab⊗ c+ 1⊗ ac⊗ b
−1⊗ ab⊗ c− 1⊗ 1⊗ bac+ 1⊗ b⊗ ac+ 1⊗ a⊗ bc
+c⊗ ab⊗ 1 + c⊗ 1⊗ ba− c⊗ b⊗ a− c⊗ a⊗ b
+a⊗ cb⊗ 1 + a⊗ 1⊗ bc− a⊗ b⊗ c− a⊗ c⊗ b.
Summing up the equalities (7.2.6) – (7.2.11) and canceling identical terms with
opposite signs, we obtain that {{a, b, c} s is equal to the following sum:
4 {a, {{b, c} η}}
η
L − 4P132 {{{{a, b}
η , c}}
η
L − 4 {{b, {{a, c}}
η}
η
R
−4P132(b ∗ {{a, c}}
η ⊗ 1) + 4P132({{a, c}}
η ⊗ b)− 2P132(1⊗ {{a, b}
η ∗ c)
−2⊗ {{b, a} η c+ 2P132(c⊗ {{a, b}}
η
) + 2c⊗ {{b, a} η
−2⊗ 1⊗ bac+ 2c⊗ 1⊗ ba+ 2⊗ b⊗ ac− 2c⊗ b⊗ a
−ca⊗ 1⊗ b+ ca⊗ b⊗ 1− 1⊗ ab⊗ c+ 1⊗ a⊗ bc
+a⊗ 1⊗ bc+ c⊗ ab⊗ 1− c⊗ a⊗ b− a⊗ b⊗ c.
Next, we deduce from the equality η + η = −ρ1 and (6.1.2) that
−P21 {{a, b}
η
= {{b, a} η + ab⊗ 1 + 1⊗ ba− a⊗ b− b⊗ a.
Hence
−2P132(1 ⊗ {{a, b}
η ∗ c) = −2⊗ P21({{a, b}
η
)c
= 2⊗ { b, a} η c+ 2⊗ ab⊗ c+ 2⊗ 1⊗ bac− 2⊗ a⊗ bc− 2⊗ b⊗ ac
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and
2P132(c⊗ {{a, b}}
η
) = 2c⊗ P21({{a, b}
η
)
= −2c⊗ {{b, a} η − 2c⊗ ab⊗ 1− 2c⊗ 1⊗ ba+ 2c⊗ a⊗ b+ 2c⊗ b⊗ a.
Thus, the expression for {{a, b, c} s above simplifies to
{{a, b, c} s = 4 { a, {{b, c} η}}
η
L − 4P132 {{{{a, b}
η
, c}
η
L − 4 { b, { a, c}
η}}
η
R
−4P132(b ∗ {{a, c}
η ⊗ 1) + 4P132({{a, c}
η ⊗ b)
+a⊗ 1⊗ bc+ 1⊗ ab⊗ c+ ca⊗ b⊗ 1 + c⊗ a⊗ b
−1⊗ a⊗ bc− a⊗ b⊗ c− ca⊗ 1⊗ b− c⊗ ab⊗ 1.
To finish the proof of (7.2.5), it suffices to show that
{{a, { b, c} η}}
η
L − P132 {{{{a, b}
η , c}
η
L − {{b, {{a, c}}
η}}
η
R(7.2.12)
= P132(b ∗ {{a, c}
η ⊗ 1)− P132({{a, c}}
η ⊗ b).
To proceed, we fix a third base point ◦ ∈ ∂Σ which we assume to be “slightly
before” • on ∂Σ. Consider a loop α based at ◦ representing a (i.e. [ν∗◦αν◦∗] =
a ∈ pi), a loop β based at • representing b, and a loop γ based at ∗ representing c;
we assume that α, β, γ meet transversely in a finite set of simple points and that
α ∩ β ∩ γ = ∅. The first term in (7.2.12) is
{{a, { b, c} η}}
η
L =
∑
p∈β∩γ
εp(β, γ) { a, [γ∗pβp•ν•∗]⊗ [ν∗•β•pγp∗]}
η
L
=
∑
p∈β∩γ
εp(β, γ) {{a, [γ∗pβp•ν•∗]}}
η ⊗ [ν∗•β•pγp∗]
=
∑
p∈β∩γ
q∈α∩γ∗p
εp(β, γ)εq(α, γ)[γ∗qαq◦ν◦∗]⊗ [ν∗◦α◦qγqpβp•ν•∗]⊗ [ν∗•β•pγp∗]
+
∑
p∈β∩γ
q∈α∩βp•
εp(β, γ)εq(α, β)[γ∗pβpqαq◦ν◦∗]⊗ [ν∗◦α◦qβq•ν•∗]⊗ [ν∗•β•pγp∗] .
The second term in (7.2.12) is
−P132 {{{{a, b}
η
, c}
η
L
= −P132
∑
p∈α∩β
εp(α, β) {{[ν∗•β•pαp◦ν◦∗]⊗ [ν∗◦α◦pβp•ν•∗] , c}}
η
L
= −P132
∑
p∈α∩β
εp(α, β) {{[ν∗•β•pαp◦ν◦∗] , c}}
η ⊗ [ν∗◦α◦pβp•ν•∗]
= −P132
∑
p∈α∩β
q∈β•p∩γ
εp(α, β)εq(β, γ)[γ∗qβqpαp◦ν◦∗]⊗ [ν∗•β•qγq∗]⊗ [ν∗◦α◦pβp•ν•∗]
−P132
∑
p∈α∩β
q∈αp◦∩γ
εp(α, β)εq(α, γ)[γ∗qαq◦ν◦∗]⊗ [ν∗•β•pαpqγq∗]⊗ [ν∗◦α◦pβp•ν•∗]
= −
∑
p∈α∩β
q∈β•p∩γ
εp(α, β)εq(β, γ)[γ∗qβqpαp◦ν◦∗]⊗ [ν∗◦α◦pβp•ν•∗]⊗ [ν∗•β•qγq∗]
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−
∑
p∈α∩β
q∈αp◦∩γ
εp(α, β)εq(α, γ)[γ∗qαq◦ν◦∗]⊗ [ν∗◦α◦pβp•ν•∗]⊗ [ν∗•β•pαpqγq∗].
The third term in (7.2.12) is
−{{b, {{a, c}}η}
η
R = −
∑
p∈α∩γ
εp(α, γ) {{b, [γ∗pαp◦ν◦∗]⊗ [ν∗◦α◦pγp∗]}}
η
R
= −
∑
p∈α∩γ
εp(α, γ) [γ∗pαp◦ν◦∗]⊗ { b, [ν∗◦α◦pγp∗]}}
η
.
To finish the computation of the third term, we denote by α′ a loop based at • and
β′ a loop based at ◦ obtained from α and β respectively by “switching” their base
points along ∂Σ: thus, α′ ∩ β′ is α ∩ β with four extra points. We obtain
−{{b, {{a, c}}η}
η
R = −
∑
p∈α′∩γ
εp(α
′, γ)
[
γ∗pα
′
p•ν•∗
]
⊗
{{
b,
[
ν∗•α
′
•pγp∗
]}}η
= −
∑
p∈α′∩γ
q∈β′∩γp∗
εp(α
′, γ)εq(β
′, γ)
[
γ∗pα
′
p•ν•∗
]
⊗ [ν∗•α
′
•pγpqβ
′
q◦ν◦∗]⊗ [ν∗◦β
′
◦qγq∗]
−
∑
p∈α′∩γ
q∈β′∩α′
•p
εp(α
′, γ)εq(β
′, α′)
[
γ∗pα
′
p•ν•∗
]
⊗ [ν∗•α
′
•qβ
′
q◦ν◦∗]⊗ [ν∗◦β
′
◦qα
′
qpγp∗]
= −
∑
p∈α∩γ
q∈β∩γp∗
εp(α, γ)εq(β, γ) [γ∗pαp◦ν◦∗]⊗ [ν∗◦α◦pγpqβq•ν•∗]⊗ [ν∗•β•qγq∗]
−
∑
p∈α∩γ
q∈β∩α◦p
εp(α, γ)εq(β, α) [γ∗pαp◦ν◦∗]⊗ [ν∗◦α◦qβq•ν•∗]⊗ [ν∗•β•qαqpγp∗]
−
∑
p∈α∩γ
εp(α, γ) [γ∗pαp◦ν◦∗]⊗ b⊗ [ν∗◦α◦pγp∗]
+
∑
p∈α∩γ
εp(α, γ) [γ∗pαp◦ν◦∗]⊗ 1⊗ b[ν∗◦α◦pγp∗]
= −
∑
p∈α∩γ
q∈β∩γp∗
εp(α, γ)εq(β, γ) [γ∗pαp◦ν◦∗]⊗ [ν∗◦α◦pγpqβq•ν•∗]⊗ [ν∗•β•qγq∗]
−
∑
p∈α∩γ
q∈β∩α◦p
εp(α, γ)εq(β, α) [γ∗pαp◦ν◦∗]⊗ [ν∗◦α◦qβq•ν•∗]⊗ [ν∗•β•qαqpγp∗]
−P132({{a, c}}
η ⊗ b) + P132(b ∗ {{a, c}}
η ⊗ 1).
Summing up these expressions for the first three terms of (7.2.12), and canceling
pairwise the six sums indexed by (p, q), we obtain (7.2.12) and (7.2.5). 
7.3. Proof of Theorem 3.1. By Lemma 6.2, the skew-symmetrized homotopy in-
tersection pairing ηs induces a double bracket {{−,−} s on A = Kpi. By Lemma 7.2,
this double bracket is quasi-Poisson. For each N ≥ 1, we endow the (GN , gN)-
algebra AN with the bracket {−,−} derived from {{−,−}
s
via Lemma 4.1. In the
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notation of Lemma 7.1, this bracket is computed by
{aij , buv} = 2
∑
p∈α∩β
εp(α, β) [β∗pαp•ν•∗]uj [ν∗•α•pβp∗]iv(7.3.1)
+ δuj(ab)iv + δiv(ba)uj − aujbiv − bujaiv
for all a, b ∈ pi and i, j, u, v ∈ {1, . . . , N}. According to Lemma 4.4, this turns AN
into a quasi-Poisson algebra and proves the first claim of Theorem 3.1.
As explained in Sections 4.3–4.5, the quasi-Poisson double bracket {{−,−} s in A
induces a Lie bracket 〈−,−〉 in Aˇ = A/[A,A]. Recall from Section 3.3 that Aˇ = Kpˇi
is the free K-module whose basis pˇi can be identified with the set of free homotopy
classes of loops in Σ. Formulas (4.3.1), (7.2.2) and (7.2.3) imply that for any generic
loops α, β in Σ,
〈α, β〉 = 2
∑
p∈α∩β
εp(α, β) αpβp
where αpβp is the product of the loops α and β based at p. The right-hand side of
this formula is 2 times the Goldman Lie bracket in Aˇ. Therefore the second claim
of Theorem 3.1 follows directly from Lemma 4.2.
7.4. Remarks. 1. The bracket 〈−,−〉 : A × A → A associated to the double
bracket {{−,−} s by formula (4.3.1) is twice the form σ introduced by Kawazumi
and Kuno in [KK1]. An operation similar to {−,−} η : A ⊗ A → A ⊗ A has been
independently introduced by Kawazumi and Kuno [KK2] for other purposes.
2. When 2 = 0 in K, the quasi-Poisson double bracket in A = Kpi simplifies to
{{a, b} s = 1⊗ ab+ ba⊗ 1 + a⊗ b+ b⊗ a
and the quasi-Poisson bracket {−,−} on AN simplifies to
{aij , buv} = δuj(ab)iv + δiv(ba)uj + aujbiv + bujaiv.
The latter formula does not involve topology of the surface and yields a quasi-
Poisson bracket on AN for any algebra A (provided 2 = 0 in K).
3. Consider the case where Σ is a compact connected oriented surface of genus
g ≥ 1 with ∂Σ ∼= S1. For K = Q, the F-pairing η admits a tensorial description in
terms of a symplectic expansion of pi, see [Mas], [MT]. In a sequel to this paper,
the authors will derive a tensorial description of the double bracket {{−,−} s and
use it to relate this bracket to the Poisson double bracket associated by Van den
Bergh [VdB] to the quiver having one vertex and g edges. This will allow us to
relate the cobracket of loops in Σ introduced by the second-named author to the
cobracket of loops in quivers introduced by T. Schedler.
4. A part of the results of this paper has an analogue for oriented smooth
manifolds with boundary of dimension ≥ 3. Given such a manifold M with base
point ∗ ∈ ∂M , consider the space Ω = Ω(M, ∗) of loops in M based at ∗. Suppose
that the ground ring K is a field. Since Ω is anH-group, its homologyA = H∗(Ω;K)
has a natural structure of a graded Hopf algebra. Imitating the formula (7.2.3) in
the context of string topology of Chas and Sullivan [CS], we define a double bracket
in A. This double bracket induces a graded Poisson bracket in the associated
commutative graded algebras {AN}N≥1. One can view AN as the “coordinate
algebra” of the “scheme” of graded algebra homomorphisms A→ MatN (B) where
B runs over all commutative graded algebras. If M is simply connected and K is a
field of characteristic zero, then by the Milnor–Moore theorem, A is the universal
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enveloping algebra of the graded Lie algebra ⊕i≥2 pii(M, ∗) ⊗ K with Whitehead
product in the role of the graded Lie bracket. Thus, AN is the “coordinate algebra”
of the “scheme” of Lie algebra homomorphisms from ⊕i≥2 pii(M, ∗)⊗K to MatN (B)
where B runs over all commutative graded algebras. These results will be discussed
in detail in a sequel to this paper.
5. The constructions of this paper can be generalized to the case of surfaces with
several marked points on the boundary. This generalization involves representations
of the fundamental groupoid of the surface based at those points. We plan to study
this general case in another place.
8. Quasi-Poisson structures on the representation manifolds
In this section we construct a quasi-Poisson structure on the representation man-
ifold associated with a compact oriented surface with boundary. We begin by re-
calling the notion of a quasi-Poisson manifold following [AKsM]. Throughout this
section we assume that K = R.
8.1. Quasi-Poisson manifolds. We first fix a few conventions. For a vector space
V over R, we denote by ΛV the exterior algebra of V , i.e., the quotient of the tensor
algebra ⊕n≥0 V ⊗n by the two-sided ideal generated by the set {v⊗v}v∈V . As usual,
multiplication in ΛV = ⊕n≥0ΛnV is denoted by the symbol ∧. We define a linear
map ι : ΛV → ⊕n≥0 V
⊗n by
ι(v1 ∧ · · · ∧ vn) =
∑
σ
ε(σ) vσ(1) ⊗ · · · ⊗ vσ(n)
for any v1, ..., vn ∈ V with n ≥ 1. Here σ runs over all permutations of the set
{1, ..., n} and ε(σ) is the sign of σ. The map ι is an isomorphism of ΛV onto the
subspace of ⊕n≥0 V ⊗n consisting of all skew-symmetric tensors.
Consider a smooth manifold M and let T = T (M) be its tangent bundle. Ap-
plying the functor V 7→ ΛnV fiber-wise we obtain a smooth vector bundle ΛnT
over M for all n ≥ 0. Let C∞(ΛnT ) be the vector space of smooth sections of
ΛnT . The elements of C∞(ΛnT ) are called n-vector fields on M . The direct sum
C∞(ΛT ) = ⊕n≥0 C∞(ΛnT ) is a graded algebra with respect to the pointwise exte-
rior multiplication ∧. Here C∞(Λ0T ) = C∞(M) is the algebra of smooth R-valued
functions on M and C∞(Λ1T ) = C∞(T ) is the vector space of smooth tangent
vector fields on M .
The Schouten–Nijenhuis bracket on M is the R-bilinear map
[−,−] : C∞(ΛT )× C∞(ΛT )→ C∞(ΛT )
uniquely determined by the following conditions (see, for example, [Mar]):
(1) for any f, g ∈ C∞(M), we have [f, g] = 0;
(2) for any X ∈ C∞(T ) and U ∈ C∞(ΛT ), the bracket [X,U ] is the Lie
derivative of U along the vector field X ;
(3) for any U ∈ C∞(ΛkT ), V ∈ C∞(ΛlT ) with k, l ≥ 0 and W ∈ C∞(ΛT ),
[U, V ] = −(−1)(k−1)(l−1)[V, U ],
[U, V ∧W ] = [U, V ] ∧W + (−1)(k−1)lV ∧ [U,W ].
Set A = C∞(M) and let T ∗ = T ∗(M) be the cotangent bundle of M . Consider
the algebra of differential forms on M
C∞(ΛT ∗) = ⊕n≥0C
∞(ΛnT ∗)
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with the exterior multiplication ∧. There is a natural A-bilinear pairing 〈−,−〉
from C∞(ΛT ∗) × C∞(ΛT ) to A which is uniquely determined by the condition
that 〈C∞(ΛnT ∗), C∞(ΛkT ) 〉 = 0 for n 6= k and
〈α1 ∧ · · · ∧ αk, X1 ∧ · · · ∧Xk〉 = det (〈αi, Xj〉)
k
i,j=1
for all differential 1-forms α1, . . . , αk and vector fields X1, . . . , Xk onM with k ≥ 0.
We use the pairing 〈−,−〉 to associate with each k-vector field U ∈ C∞(ΛkT ) a
skew-symmetric multiderivation {−, · · · ,−}U : Ak → A by
{f1, . . . , fk}U = 〈df1 ∧ · · · ∧ dfk, U〉
for any f1, ..., fk ∈ A.
Suppose now that M is endowed with a smooth (left) action of a Lie group G.
This induces an action of G on the algebra A = C∞(M) by
(8.1.1) (gf)(m) = f(g−1m)
for g ∈ G, f ∈ A, m ∈M . The action of G on M also induces an action of the Lie
algebra, g, of G on A by
(8.1.2) (vf)(m) =
d
dt
∣∣∣
t=0
f(e−tvm)
for v ∈ g, f ∈ A, m ∈M . It is easy to check that A is a (G, g)-algebra in the sense
of Section 2.3.
For any v ∈ g, the derivation (8.1.2) of A corresponds to a smooth tangent vector
field on M denoted by vM and said to be generated by v. Note that ([v, w])M =
[vM , wM ] for any v, w ∈ g. The linear map g → C∞(T ), v 7→ vM extends uniquely
to an algebra homomorphism Λg → C∞(ΛT ). In this way, any k-vector Φ ∈ Λkg
with k ≥ 0 generates a k-vector field onM denoted ΦM . The action (8.1.1) extends
to an action of G on C∞(ΛT ) by gU = Λ(dγg) ◦ U ◦ γg−1 , for all U ∈ C
∞(ΛT )
and any g ∈ G whose action on M is denoted here by γg : M → M . It is easy
to check that the map Λg → C∞(ΛT ),Φ 7→ ΦM is G-equivariant. In particular, a
multivector field on M generated by a G-invariant vector in Λg is also G-invariant.
Suppose finally that the Lie algebra g is endowed with a G-invariant non-
degenerate symmetric bilinear form · : g × g → R and consider the associated
Cartan trivector φ ∈ ∧3
g
, defined at (2.2.2). (Recall that ∧3
g
is the vector space of
g-invariant skew-symmetric elements of g⊗3.) By a quasi-Poisson structure on M
we shall mean a G-invariant bivector field P ∈ C∞(Λ2T ) such that the Schouten–
Nijenhuis bracket [P, P ] ∈ C∞(Λ3T ) is equal to the G-invariant trivector field
(ι−1(2φ))M = 2(ι
−1(φ))M on M generated by ι
−1(2φ) = 2ι−1(φ) ∈ Λ3g. We call
such a P a quasi-Poisson bivector field onM . Note that, given dual bases (ei)i and
(e♯i)i of g (so that ei · e
♯
j = δij for all i, j), we have
ι−1(φ) = ι−1
(∑
i,j,k
(ei · [ej , ek]) e
♯
i ⊗ e
♯
j ⊗ e
♯
k
)
=
1
6
∑
i,j,k
(ei · [ej , ek]) e
♯
i ∧ e
♯
j ∧ e
♯
k.
The following lemma [AKsM] shows that a quasi-Poisson structure onM induces
on C∞(M) a structure of a quasi-Poisson algebra associated with φ, as defined in
Section 2.3.
Lemma 8.1. Let M be a smooth manifold endowed with a smooth action of a
Lie group G, whose Lie algebra g is equipped with a G-invariant non-degenerate
symmetric bilinear form. Let φ ∈ ∧3
g
be the associated Cartan trivector and A =
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C∞(M). Then, the pairing {−,−}P : A ×A → A determined by a quasi-Poisson
bivector field P on M as above is a quasi-Poisson bracket in A associated with φ.
Proof. Recall that any k-vector field U ∈ C∞(ΛkT ) determines an A-linear map
iU : C
∞(ΛT ∗)→ C∞(ΛT ∗)
of degree −k called the right interior product by U , see, for instance, [Mar]. The
map iU is uniquely determined by the condition that 〈iUα,X〉 = 〈α,U ∧X〉 for all
α ∈ C∞(ΛnT ∗) with n ≥ k and all X ∈ C∞(Λn−kT ). By [Mar, Proposition 4.1],
(8.1.3) i[U,V ] = − [[iV , d] , iU ]
for any U ∈ C∞(ΛkT ) and V ∈ C∞(ΛlT ) with k, l ≥ 0. On the right-hand side
of (8.1.3), the bracket [ϕ, ψ] of two graded endomorphisms ϕ and ψ of C∞(ΛT ∗)
stands for the graded commutator ϕψ − (−1)deg(ϕ) deg(ψ)ψϕ. By (8.1.3), we have
for any f, g, h ∈ A,
{f, g, h}[P,P ] = 〈df ∧ dg ∧ dh, [P, P ]〉
= i[P,P ](df ∧ dg ∧ dh)
= −[iPd− diP , iP ](df ∧ dg ∧ dh)
= −(iPdiP − diP iP − iP iPd+ iPdiP )(df ∧ dg ∧ dh)
= −2iPdiP (df ∧ dg ∧ dh).
Here we use that d(df ∧ dg ∧ dh) = 0 and that iP iP decreases the degree by 4 and
therefore annihilates df ∧ dg ∧ dh. Expanding the determinant of a (3× 3)-matrix
with respect to the last row, we obtain that for any vector field X on M ,
〈df∧dg∧dh, P ∧X〉 = 〈df∧dg, P 〉〈dh,X〉−〈df∧dh, P 〉〈dg,X〉+〈dg∧dh, P 〉〈df,X〉.
Therefore
iP (df ∧ dg ∧ dh) = {f, g}P dh+ {h, f}P dg + {g, h}P df.
We deduce that
{f, g, h}[P,P ] = −2iP (d {f, g}P ∧ dh+ d {h, f}P ∧ dg + d {g, h}P ∧ df)(8.1.4)
= 2
(
{h, {f, g}P }P + {g, {h, f}P }P + {f, {g, h}P }P
)
.
The assumption [P, P ] = 2(ι−1(φ))M implies that {−,−}P is a quasi-Poisson
bracket in A associated with φ. 
8.2. A quasi-Poisson structure on H. Let Σ be a compact connected oriented
surface with non-empty boundary and base point ∗ ∈ ∂Σ. Then the group pi =
pi1(Σ, ∗) is free of a finite rank n ≥ 0. We fix an integer N ≥ 1 and consider the
smooth manifold
H = Hom(pi,GN ) ∼= (GN )
n where GN = GLN (R).
The group GN acts on H by conjugations in the obvious way. The aim of this
subsection is to construct a natural quasi-Poisson structure on H.
Set A = Rpi and recall the algebra AN from Section 3. By Section 3.3, we have an
evaluation map ev = evR from AN to the algebra Map(H,R) of R-valued functions
on H. To describe ev in concrete terms, pick a basis {xu}nu=1 of pi and use it to
identify H = (GN )n. Consider the presentation of AN by generators and relations
discussed at the end of Section 3.3. The map ev carries the generator xuij (respec-
tively, yu) of AN to the function H = (GN )
n → R sending a sequence of n invertible
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matrices to the (i, j)-th entry of the u-th matrix (respectively, to the inverse of the
determinant of the u-th matrix). We can view H as the affine algebraic set defined
by the equations y˜u det(x˜uij)i,j = 1 in the affine space (MatN (R)×R)
n = R(N
2+1)n
with coordinates ((x˜uij)i,j , y˜
u)u. The coordinate algebra R[H] of H is the quotient
of R
[
((x˜uij)i,j , y˜
u)u
]
by the ideal generated by the polynomials y˜u det(x˜uij)i,j − 1 for
u ∈ {1, . . . , n}. Restricting polynomial functions R(N
2+1)n → R to H ⊂ R(N
2+1)n,
we identify R[H] with a subalgebra of C∞(H) ⊂Map(H,R). Then the description
of ev above shows that ev is an isomorphism from AN onto R[H]. Transporting
along ev the quasi-Poisson bracket in AN provided by Theorem 3.1 we obtain a
skew-symmetric bracket {−,−} in R[H] which is a derivation in each variable.
Theorem 8.2. There is a unique quasi-Poisson structure on H such that the as-
sociated bracket in C∞(H) extends the bracket {−,−} in R[H]. This quasi-Poisson
structure is invariant under the action of Homeo(Σ, ∗) on H.
Proof. We claim that there is a unique bivector field P ∈ C∞(Λ2TH) such that
{f, g} = {f, g}P = 〈df ∧ dg, P 〉 for all f, g ∈ R[H]. Indeed, pick a point m ∈ H
and let TmH be the tangent space of the smooth manifold H at m. Consider the
maximal ideal Im of R[H] consisting of all f ∈ R[H] such that f(m) = 0. Recall
that at any smooth point of an affine algebraic set, the Zariski tangent space may be
identified with the tangent space of differential topology. Specifically, there is a non-
degenerate bilinear form (Im/I
2
m) × TmH → R defined by (f, v) 7→ dmf(v) where
f ∈ Im and v ∈ TmH. On the other hand, the map (f, g) 7→ {f, g}(m), where f, g ∈
Im, induces a skew-symmetric bilinear form (Im/I
2
m) × (Im/I
2
m) → R. Therefore
there is a unique bivector Pm ∈ Λ2TmH such that {f, g}(m) = 〈dmf ∧ dmg, Pm〉
for all f, g ∈ Im. In fact, the latter formula holds for all f, g ∈ R[H] because
{1,−} = {−, 1} = 0. The map m 7→ Pm defines a unique section P of the bundle
Λ2TH over H such that {f, g} = 〈df ∧ dg, P 〉 for all f, g ∈ R[H]. It remains to
justify that P ∈ C∞(Λ2TH), i.e., that P is a smooth section. For this, we consider
the functions x˜uij = ev(x
u
ij) ∈ R[H] as above. These functions form a local system
of coordinates in a neighborhood of any point of H, and we can expand
P =
1
2
∑
u,v,i,j,k,l
〈dx˜uij ∧ dx˜
v
kl, P 〉
∂
∂x˜uij
∧
∂
∂x˜vkl
=
1
2
∑
u,v,i,j,k,l
{x˜uij , x˜
v
kl}
∂
∂x˜uij
∧
∂
∂x˜vkl
.
Since the functions {x˜uij , x˜
v
kl} ∈ R[H] are smooth, P is a smooth bivector field on
H such that the bracket {−,−}P in C
∞(H) extends the bracket {−,−} in R[H].
We verify now that P is GN -invariant. Observe that the action (8.1.1) of GN on
C∞(H) preserves the subalgebra R[H]. By Section 3.3, the evaluation map ev from
the (GN , gN)-algebraAN to C
∞(H) isGN -equivariant. This and the GN -invariance
of the quasi-Poisson bracket in AN imply the GN -invariance of the bracket {−,−}
in R[H]. The latter implies the GN -invariance of P .
To see that P defines a quasi-Poisson structure on H, we need only to check
the modified Jacobi identity. Observe first that the action (8.1.2) of gN on C
∞(H)
preserves R[H] and the evaluation map ev : AN → C∞(H) is gN -equivariant. It
suffices to check the gN -equivariance of ev on each generator of AN of the form
xuij with u ∈ {1, . . . , n} and i, j ∈ {1, . . . , N}. For any w ∈ gN and any point
m = (mv)
n
v=1 ∈ H = (GN )
n, we have(
w ev(xuij)
)
(m) =
(
wx˜uij
)
(m)
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Figure 1. A surface Σ and a basis of pi.
(8.1.2)
=
d
dt
∣∣∣
t=0
x˜uij(e
−twm)
=
d
dt
∣∣∣
t=0
x˜uij(e
−twm1e
tw, . . . , e−twmne
tw)
=
d
dt
∣∣∣
t=0
(e−twmue
tw)i,j
= (muw − wmu)i,j
= (mu)i,sws,j − wi,s(mu)s,j
= (x˜uisws,j − wi,sx˜
u
sj)(m)
(3.2.3)
= ev(wxuij)(m).
Since our bracket in AN is a quasi-Poisson bracket associated with φN , so is the
bracket {−,−} in R[H]. Thus, for any f, g, h ∈ R[H],
〈df ∧ dg ∧ dh, [P, P ]〉 = {f, g, h}[P,P ]
(8.1.4)
= 2
(
{f, {g, h}P }P + {g, {h, f}P }P + {h, {f, g}P }P
)
= 2 ({f, {g, h}}+ {g, {h, f}}+ {h, {f, g}})
= 2φN (f, g, h)
= 2
〈
df ∧ dg ∧ dh,
(
ι−1(φN )
)
H
〉
where
(
ι−1(φN )
)
H
is the trivector field onH induced by ι−1(φN ) ∈ Λ3gN . Since the
differentials of regular functions fill in the cotangent space, [P, P ] = 2
(
ι−1(φN )
)
H
.
The invariance of P under the action of Homeo(Σ, ∗) follows from the correspond-
ing property of the quasi-Poisson bracket in AN and the fact that the evaluation
map preserves this action. 
8.3. Computations. We give explicit formulas for the quasi-Poisson brackets as-
sociated with a compact connected oriented surface Σ of genus g ≥ 0 with m+1 ≥ 1
boundary components. Fix a basis (p1, q1, . . . , pg, qg, z1, . . . , zm) of pi = pi1(Σ, ∗) as
shown on Figure 1.
We first compute the double bracket {{−,−} s in Kpi. For any u, v ∈ {1, . . . ,m}
such that u < v, we have { zu, zv}}
η
= 0 so that
{{zu, zv}
s
= 1⊗ zuzv + zvzu ⊗ 1− zu ⊗ zv − zv ⊗ zu
and, for any u ∈ {1, . . . ,m}, we have {{zu, zu}
η
= zu ⊗ zu − 1⊗ z2u so that
{{zu, zu}}
s
= z2u ⊗ 1− 1⊗ z
2
u.
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For any u, v ∈ {1, . . . , g} with u < v and any a, b ∈ {p, q}, we have { au, bv}}
η
= 0
so that
{{au, bv}
s
= 1⊗ aubv + bvau ⊗ 1− au ⊗ bv − bv ⊗ au.
For any u ∈ {1, . . . , g}, we have
{ pu, pu}}
η
= pu⊗pu−1⊗p
2
u, {{qu, qu}}
η
= qu⊗ qu− q
2
u⊗1, {{pu, qu}}
η
= qu⊗pu
so that
{{pu, pu}
s = p2u ⊗ 1− 1⊗ p
2
u, {{qu, qu}}
s = 1⊗ q2u − q
2
u ⊗ 1,
and
{{pu, qu}}
s
= 1⊗ puqu + qupu ⊗ 1− pu ⊗ qu + qu ⊗ pu.
For any u ∈ {1, . . . , g} and v ∈ {1, . . . ,m}, we have {{pu, zv}
η
= 0 so that
{{pu, zv}}
s
= 1⊗ puzv + zvpu ⊗ 1− pu ⊗ zv − zv ⊗ pu.
For any u ∈ {1, . . . , g} and v ∈ {1, . . . ,m}, we have {{qu, zv}}
η
= 0 so that
{ qu, zv}}
s = 1⊗ quzv + zvqu ⊗ 1− qu ⊗ zv − zv ⊗ qu.
We now fix an N ≥ 1. By Section 3.3, given a basis (x1, x2, . . . , x2g+m) of pi,
the quasi-Poisson bracket {−,−} in (Kpi)N produced by Theorem 3.1 is determined
by its values on the generators xuij = (xu)ij with u ∈ {1, . . . , 2g + m} and i, j ∈
{1, . . . , N}. Applying this fact to the chosen basis of pi, we deduce from the compu-
tations above the following formulas which hold for arbitrary i, j, k, l ∈ {1, . . . , N}.
For any u, v ∈ {1, . . . ,m} with u < v,
(8.3.1)
{
zuij , z
v
kl
}
= δkjz
u
irz
v
rl + z
v
ksz
u
sjδil − z
u
kjz
v
il − z
v
kjz
u
il.
For any u ∈ {1, . . . ,m},
(8.3.2)
{
zuij , z
u
kl
}
= zukrz
u
rjδil − δkjz
u
isz
u
sl.
For any u, v ∈ {1, . . . , g} with u < v and any a, b ∈ {p, q},
(8.3.3)
{
auij , b
v
kl
}
= δkja
u
irb
v
rl + b
v
ksa
u
sjδil − a
u
kjb
v
il − b
v
kja
u
il.
For any u ∈ {1, . . . , g},{
puij , p
u
kl
}
= pukrp
u
rjδil − δkjp
u
isp
u
sl;(8.3.4) {
quij , q
u
kl
}
= δkjq
u
isq
u
sl − q
u
krq
u
rjδil;(8.3.5) {
puij , q
u
kl
}
= δkjp
u
irq
u
rl + q
u
ksp
u
sjδil − p
u
kjq
u
il + q
u
kjp
u
il.(8.3.6)
For any u ∈ {1, . . . , g} and v ∈ {1, . . . ,m},{
puij , z
v
kl
}
= δkjp
u
irz
v
rl + z
v
ksp
u
sjδil − p
u
kjz
v
il − z
v
kjp
u
il;(8.3.7) {
quij , z
v
kl
}
= δkjq
u
irz
v
rl + z
v
ksq
u
sjδil − q
u
kjz
v
il − z
v
kjq
u
il.(8.3.8)
For K = R, we can use a basis (x1, x2, . . . , x2g+m) of pi to identify the space
H = Hom(pi,GLN (R)) with the open subset (GLN (R))n of (MatN (R))n = RnN
2
.
The functions (x˜uij)u,i,j form a system of smooth coordinates on H where u ∈
{1, . . . , 2g + m}, i, j ∈ {1, . . . , N}, and x˜uij : H → R carries a tuple of 2g + n
matrices to the (i, j)-th entry of the u-th matrix. In the coordinates derived in
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this way from the chosen basis of pi, the quasi-Poisson structure on H provided by
Theorem 8.2 is determined by the bivector field
P =
∑
u<v
i,j,k,l
{
z˜uij , z˜
v
kl
} ∂
∂z˜uij
∧
∂
∂z˜vkl
+
1
2
∑
u,i,j,k,l
{
z˜uij , z˜
u
kl
} ∂
∂z˜uij
∧
∂
∂z˜ukl
+
∑
u<v
i,j,k,l
({
p˜uij , p˜
v
kl
} ∂
∂p˜uij
∧
∂
∂p˜vkl
+
{
q˜uij , q˜
v
kl
} ∂
∂q˜uij
∧
∂
∂q˜vkl
)
+
∑
u<v
i,j,k,l
({
p˜uij , q˜
v
kl
} ∂
∂p˜uij
∧
∂
∂q˜vkl
+
{
q˜uij , p˜
v
kl
} ∂
∂q˜uij
∧
∂
∂p˜vkl
)
+
1
2
∑
u,i,j,k,l
({
p˜uij , p˜
u
kl
} ∂
∂p˜uij
∧
∂
∂p˜ukl
+
{
q˜uij , q˜
u
kl
} ∂
∂q˜uij
∧
∂
∂q˜ukl
)
+
∑
u,i,j,k,l
{
p˜uij , q˜
u
kl
} ∂
∂p˜uij
∧
∂
∂q˜ukl
+
∑
u,v
i,j,k,l
({
p˜uij , z˜
v
kl
} ∂
∂p˜uij
∧
∂
∂z˜vkl
+
{
q˜uij , z˜
v
kl
} ∂
∂q˜uij
∧
∂
∂z˜vkl
)
.
Here the brackets {−,−} are computed from (8.3.1) – (8.3.8) by replacing all p’s,
q’s and z’s with p˜’s, q˜’s and z˜’s respectively.
8.4. Remarks. 1. The restriction of the quasi-Poisson bracket {−,−} in C∞(H)
to the subalgebra of GN -invariant elements C
∞(H)GN is a Poisson bracket, and the
map ev ◦ tr : Rpˇi → R[H]GN ⊂ C∞(H)GN carries the Goldman bracket in Rpˇi into
(1/2){−,−}. The restriction of {−,−} to R[H]GN can be uniquely recovered from
the Goldman bracket because the set ev (tr(pˇi)) generates the algebra R[H]GN .
2. Our definition of a quasi-Poisson structure on a manifold differs from that in
[AKsM] by a factor of 2: a quasi-Poisson bivector field in our sense is 2 times a
quasi-Poisson bivector field in the sense of [AKsM].
3. Under the assumptions of Section 8.3, the isomorphism class of (H, P ) (in
the category of quasi-Poisson manifolds) does not depend on the choice of the
base point ∗ ∈ ∂Σ. This follows from the naturality of our bracket under surface
homeomorphisms and the fact that for any points ∗, ∗′ ∈ ∂Σ, there is an orientation-
preserving self-homeomorphism of Σ carrying ∗ to ∗′.
9. Moment maps and surfaces without boundary
We discuss moment maps and, as an application, associate certain Poisson alge-
bras with surfaces without boundary.
9.1. Moment maps. Motivated by the notion of a multiplicative moment map for
a quasi-Poisson manifold [AKsM], Van den Bergh [VdB] defined a similar notion
for a quasi-Poisson double bracket {{−,−} in any algebra A. In our notation,
his definition may be reformulated as follows: a moment map for {{−,−} is an
invertible element µ ∈ A such that for all a ∈ A,
(9.1.1) {{µ, a}} = a⊗ µ+ aµ⊗ 1− µ⊗ a− 1⊗ µa.
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Let N ≥ 1 be an integer. Formula (9.1.1) allows us to compute the bracket
{(µm)ij , auv} ∈ AN for any a ∈ A, m ∈ Z, and i, j, u, v ∈ {1, . . . , N}. For m > 0,
{{µm, a}} =
{{
µm−1µ, a
}}
= µm−1 ∗ {µ, a}}+
{{
µm−1, a
}}
∗ µ
= a⊗ µm + aµ⊗ µm−1 − µ⊗ µm−1a− 1⊗ µma+
{{
µm−1, a
}}
∗ µ
= σ0,m(µ, a) + σ1,m−1(µ, a) +
{{
µm−1, a
}}
∗ µ
where σk,m−k(µ, a) = aµ
k ⊗ µm−k − µk ⊗ µm−ka for any k ∈ {0, . . . ,m}. Since
σk,m−1−k(µ, a) ∗ µ = σk+1,m−(k+1)(µ, a), we deduce recursively that
(9.1.2) {µm, a}} = σ0,m(µ, a) + σm,0(µ, a) + 2
m−1∑
k=1
σk,m−k(µ, a).
Therefore
{(µm)ij , auv} = auj(µ
m)iv − δuj(µ
ma)iv + (aµ
m)ujδiv − (µ
m)ujaiv(9.1.3)
+2
m−1∑
k=1
(
(aµk)uj(µ
m−k)iv − (µ
k)uj(µ
m−ka)iv
)
.
Similar formulas hold for the (−m)-th power of µ (where m > 0). Set µ = µ−1 ∈ A.
Using the equalities {{µm, a} = −µm ∗ {{µm, a}} ∗ µm and
µm ∗ σk,m−k(µ, a) ∗ µ
m = σm−k,k(µ, a),
we deduce from (9.1.2) that
(9.1.4) {{µm, a}} = −σ0,m(µ, a)− σm,0(µ, a)− 2
m−1∑
k=1
σk,m−k(µ, a).
Hence
{(µm)ij , auv} = −auj(µ
m)iv + δuj(µ
ma)iv − (aµ
m)ujδiv + (µ
m)ujaiv(9.1.5)
+2
m−1∑
k=1
(
−(aµk)uj(µ
m−k)iv + (µ
k)uj(µ
m−ka)iv
)
.
These computations imply, in particular, that the subalgebra of AN generated by
the (µm)ij ’s (with m ∈ Z and i, j ∈ {1, . . . , N}) is closed under the bracket {−,−}.
The next lemma gives another property of moment maps used below.
Lemma 9.1. Let {{−,−} be a quasi-Poisson double bracket in an algebra A and
let 〈−,−〉 : Aˇ × Aˇ → Aˇ be the induced Lie bracket. Let µ ∈ A be a moment map,
let A′ = A/A(µ− 1)A be the quotient of A by the two-sided ideal generated by µ− 1
and let Aˇ′ = A′/[A′, A′]. Let p : A → A′ be the projection and pˇ : Aˇ → Aˇ′ be
the induced map. Then, for any N ≥ 1, there is a unique Poisson bracket {−,−}′
in the subalgebra (A′)tN of A
′
N generated by tr(Aˇ
′) ⊂ A′N such that the following
diagram commutes:
Aˇ⊗ Aˇ
〈−,−〉

pˇ⊗pˇ
// Aˇ′ ⊗ Aˇ′
tr⊗ tr
// (A′)tN ⊗ (A
′)tN
{−,−}′

Aˇ
pˇ
// Aˇ′
tr
// (A′)tN .
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Proof. Set T = (A′)tN . The uniqueness of a Poisson bracket in T satisfying the
conditions of the lemma is obvious because by the Leibniz rule, the values of such
a bracket on generators of T determine the bracket. The existence can be deduced
from [VdB, Proposition 5.1.5] and [Cb, Theorem 4.5] using H0-Poisson structures,
but we rather give a direct proof. Consider the algebra map pN : AN → A
′
N
induced by p and the algebras B′ = (A′N )
gN ⊂ A′N and B = p
−1
N (B
′) ⊂ AN . The
following two claims are verified below:
(i) {B,B} ⊂ B where {−,−} is the quasi-Poisson bracket in AN induced by the
quasi-Poisson double bracket {{−,−} in A, and
(ii) there is a unique bilinear pairing {−,−}′ : B′ × B′ → B′ such that the
following diagram commutes:
(9.1.6) B ⊗B
{−,−}

pN⊗pN
// B′ ⊗B′
{−,−}′

B
pN
// B′.
Then the properties of {−,−} and the triviality of the action of gN on B′ imply
that {−,−}′ is a Poisson bracket in B′. Clearly, T ⊂ B′. For any a, b ∈ Aˇ, we have
{tr pˇ(a), tr pˇ(b)}′ = {pN tr(a), pN tr(b)}
′ = pN {tr(a), tr(b)}
= pN tr (〈a, b〉) = tr pˇ (〈a, b〉)
where we use the commutativity of the diagram (9.1.6) and Lemma 4.2. Thus we
have {T, T }′ ⊂ T , and the restriction of {−,−}′ to T ⊂ B′ is a Poisson bracket in
T satisfying the conditions of the lemma.
To prove the claims (i), (ii), we observe that for all y ∈ AN and i, j ∈ {1, . . . , N},
(9.1.7) pN {(µ− 1)ij , y} = 2pN(fjiy)
where fij ∈ gN is the elementary matrix whose (i, j)-th entry is 1 and the other
entries are 0. Since both sides of (9.1.7) are derivations in y, it is enough to check
it for each generator y = auv where a ∈ A and u, v ∈ {1, . . . , N}. We have
pN {(µ− 1)ij , auv} = pN
(
{{µ− 1, a} (1)uj {{µ− 1, a}
(2)
iv
)
= pN
(
{{µ, a} (1)uj {{µ, a}}
(2)
iv
)
= pN (aujµiv + (aµ)ujδiv − µujaiv − δuj(µa)iv)
= pN (auj)δiv + pN (auj)δiv − δujpN(aiv)− δujpN (aiv)
= 2pN(fjiauv).
We now prove (i). Observe that
(9.1.8) B = p−1N ((A
′
N )
gN ) = {x ∈ AN : wx ∈ Ker pN for all w ∈ gN} .
Let us pick any x, y ∈ B and show that {x, y} ∈ B. We need to show that
w {x, y} ∈ Ker pN for all w ∈ gN . By the definition of pN , the ideal Ker pN ⊂ AN
is generated by the elements (µ − 1)ij = µij − δij with i, j ∈ {1, . . . , N}. Since
x, y ∈ B, we have wx =
∑
a ra(µ− 1)iaja and wy =
∑
b sb(µ− 1)kblb where a, b run
over finite sets of indices, ra, sb ∈ AN , and ia, ja, kb, lb ∈ {1, . . . , N}. Then
w{x, y} = {wx, y}+ {x,wy} =
∑
a
{ra, y} (µ− 1)iaja +
∑
a
ra {(µ− 1)iaja , y}
34 GWE´NAE¨L MASSUYEAU AND VLADIMIR TURAEV
+
∑
b
{x, sb} (µ− 1)kblb +
∑
b
sb {x, (µ− 1)kblb} .
The following is deduced from (9.1.7) and the fact that x, y ∈ B:
pN (w {x, y}) = 2
∑
a
pN(ra)pN (fjaiay) + 2
∑
b
pN (sb)pN (flbkbx) = 0.
We now verify (ii). Since the map pN |B : B → B′ is surjective and the bracket
{−,−} is skew-symmetric, it is enough to verify that pN {x, y} = 0 for any x ∈
Ker pN and y ∈ B. It suffices to check the case where x = r(µ − 1)ij with r ∈ AN
and i, j ∈ {1, . . . , N}. Then, applying (9.1.7) again, we obtain that
pN {x, y} = pN ({r, y} (µ− 1)ij + r {(µ− 1)ij , y}) = 2pN(r)pN (fjiy) = 0. 
9.2. Peripheral loops. Let Σ be an oriented surface with base point ∗ ∈ ∂Σ, such
that the component of ∂Σ containing ∗ is a circle. (This is always the case if Σ is
compact.) Let ν ∈ pi = pi1(Σ, ∗) be represented by this circle component viewed
as a loop based at ∗ with orientation induced from that of Σ. Then ν = ν−1 ∈ pi
is a moment map for the quasi-Poisson double bracket {{−,−} s in Kpi introduced
in Section 7. Indeed, by formula (7.2.3), we have {{ν, a}}η = a⊗ ν − 1 ⊗ νa for all
a ∈ pi so that
{{ν, a}}s = a⊗ ν + aν ⊗ 1− ν ⊗ a− 1⊗ νa.
Thus, formulas (9.1.2)–(9.1.5) apply to µ = ν. That the subalgebra of (Kpi)N
generated by the (νk)ij ’s (with k ∈ Z and i, j ∈ {1, . . . , N}) is closed under the
bracket can also be deduced from the naturality of {{−,−} s under inclusions of
surfaces: if Σ is not a 2-disk, then ν ∈ pi is an element of infinite order, and
the subalgebra in question is the N -th quasi-Poisson algebra associated with the
annulus S1 × [0, 1].
9.3. Arbitrary oriented surfaces. Let Σ be an oriented surface possibly without
boundary. Pick a point ∗ ∈ Σ and set pi = pi1(Σ, ∗) and A = Kpi. If ∗ /∈ ∂Σ, then
we do not have a pairing in A similar to the pairing of Section 7.1 and consecutively
have neither a corresponding double bracket in A nor a quasi-Poisson bracket in AN .
However, for any choice of ∗, the subalgebra AtN of AN generated by tr(Aˇ) ⊂ AN
has a natural Poisson bracket which we now define. Recall first the Goldman Lie
bracket 〈−,−〉G in Aˇ = A/[A,A] = Kpˇi. By definition, for any a, b ∈ pˇi,
〈a, b〉G =
∑
p∈α∩β
εp(α, β) αpβp
where α, β are generic loops in Σ representing a, b and αpβp ∈ pˇi is represented by
the product of the loops α, β based at p.
Theorem 9.2. For any N ≥ 1, the algebra AtN has a unique Poisson bracket
{−,−} such that {tr a, tr b} = 2 tr(〈a, b〉G) for all a, b ∈ Aˇ.
Proof. The uniqueness of {−,−} is obvious and we need only to prove the existence.
When ∗ ∈ ∂Σ, our quasi-Poisson bracket in AN restricts to a Poisson bracket in
AgNN which further restricts to a Poisson bracket in A
t
N satisfying the conditions of
the theorem. Suppose that ∗ ∈ Σ \ ∂Σ. Let Σ◦ be the oriented surface obtained
from Σ by removing the interior of a closed embedded 2-disk D ⊂ Σ \ ∂Σ such
that ∗ ∈ ∂D. Set A◦ = Kpi◦ where pi◦ = pi1(Σ◦, ∗). The algebra homomorphism
QUASI-POISSON STRUCTURES ON REPRESENTATION SPACES OF SURFACES 35
A◦ → A induced by the inclusion Σ◦ ⊂ Σ is surjective, and its kernel is the two-
sided ideal generated by ν − 1 where ν ∈ pi◦ is the homotopy class of ∂D with the
orientation induced from that of D ⊂ Σ. By Lemma 9.1, the quasi-Poisson double
bracket {−,−} s in A◦ induces a Poisson bracket in AtN . Since the Lie bracket in
Aˇ◦ induced by {{−,−}
s is twice the Goldman bracket of Σ◦, this Poisson bracket
in AtN satisfies the conditions of the theorem. 
If Σ is connected, then a different choice of a base point in Σ results in a Poisson
algebra canonically isomorphic to (AtN , {−,−}). Indeed, a path γ in Σ leading from
∗ to ∗′ ∈ Σ determines an algebra isomorphism γ# : A → A′ = Kpi1(Σ, ∗′). The
induced isomorphism AN → A′N carries A
t
N onto (A
′)tN . Since the isomorphism
γˇ# : Aˇ→ Aˇ′ preserves the Goldman bracket and does not depend on the choice of
γ, the resulting isomorphism AtN → (A
′)tN preserves the Poisson bracket and does
not depend on the choice of γ.
When K is a field of characteristic zero and Σ is compact, AtN = A
GN
N (see the
end of Section 3.2) and Theorem 9.2 yields a Poisson bracket in AGNN . When K = R
or K = C this is twice the bracket studied in [Go2].
10. Generalization to Fuchsian groups
In this last section, we generalize Theorems 3.1 and 9.2 to so-called weighted
surfaces and briefly discuss connections with Fuchsian groups.
10.1. Weighted surfaces. Let Σ be an oriented surface with ∂Σ 6= ∅ endowed
with base point ∗ (possibly not lying on ∂Σ). Note that each circle component
X of ∂Σ determines a conjugacy class [X ] of elements of pi = pi1(Σ, ∗). A typical
representative of this class has the form αβα−1 where α is a path from ∗ to a
point of X and β is a loop going once along X in the direction determined by the
orientation of Σ.
A weight on Σ is a map from the set of circle components of ∂Σ \ {∗} to Z.
Given a weight n on Σ, consider the normal subgroup 〈n〉 ⊂ pi generated by all
elements of the form xn(X) where X runs over the circle components of ∂Σ \ {∗}
and x runs over [X ] ⊂ pi. The quotient group pi′ = pi/〈n〉 is called the group of the
weighted surface (Σ, n). Set A = Kpi, A′ = Kpi′, and let p : A→ A′ be the algebra
homomorphism induced by the projection pi → pi′. Recall that
Aˇ = A/[A,A] = Kpˇi and Aˇ′ = A′/[A′, A′] = Kpˇi′,
and denote by pˇ : Aˇ→ Aˇ′ the linear map induced by p.
We show that brackets associated with A induce corresponding brackets for A′.
Our first observation is that the Goldman Lie bracket 〈−,−〉G in Aˇ induces a unique
Lie bracket 〈−,−〉′G in Aˇ
′ such that the following diagram commutes:
Aˇ⊗ Aˇ
〈−,−〉G
//
pˇ⊗pˇ

Aˇ
pˇ

Aˇ′ ⊗ Aˇ′
〈−,−〉′
G
// Aˇ′.
(10.1.1)
This follows from the fact that, for any circle component X of ∂Σ\ {∗}, all integral
powers of elements of [X ] are central for the Goldman bracket of Σ.
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Theorem 10.1. Suppose that ∗ ∈ ∂Σ. Then the following claims hold.
(i) Let N ≥ 1 and pN : AN → A′N be the algebra homomorphism induced by p.
Let {−,−} be the quasi-Poisson bracket in AN produced by Theorem 3.1. There is
a unique map {−,−}′ : A′N ×A
′
N → A
′
N such that the following diagram commutes:
AN ⊗AN
{−,−}
//
pN⊗pN

AN
pN

A′N ⊗A
′
N
{−,−}′
// A′N .
(10.1.2)
The map {−,−}′ is a quasi-Poisson bracket in the (GN , gN )-algebra A′N .
(ii) For all N ≥ 1, the trace map tr : Aˇ′ → (A′N )
gN is a homomorphism of Lie
algebras where Aˇ′ is endowed with the Lie bracket 2〈−,−〉′G and (A
′
N )
gN is endowed
with the restriction of the bracket {−,−}′.
Proof. The uniqueness of {−,−}′ follows from the surjectivity of pN . Since the
bracket {−,−} is quasi-Poisson, the commutativity of (10.1.2) implies that the
bracket {−,−}′ is also quasi-Poisson. We need only to prove the existence of
{−,−}′. We begin by proving that there is a unique pairing η′ : A′×A′ → A′ such
that the following diagram commutes:
A⊗A
η
//
p⊗p

A
p

A′ ⊗A′
η′
// A′.
(10.1.3)
The uniqueness of η′ follows from the surjectivity of p, and we need only to prove
the existence of η′. Consider the two-sided ideal Ker p of A. We shall prove that
pη(Ker p,A) = 0. As a left ideal, Ker p is generated by the expressions of type
xn(X) − 1 where X runs over the circle components of ∂Σ \ {∗} and x runs over
[X ] ⊂ pi. Since η is a left Fox derivative in the first variable, it suffices to prove
that pη(xn(X), A) = 0 for all X and x ∈ [X ]. Let x = αβα−1 where α is a path
from ∗ to a point of X and β is a loop in X . Clearly, xn(X) = αβn(X)α−1. Any
loop γ in Σ based at ∗ can be deformed to avoid β and to meet α transversely
in a finite set of simple points. A direct application of (7.1.1) shows that the
contribution of each of these points to η(xn(X), γ) = η(αβn(X)α−1, γ) has the form
±(a − xn(X)a) for some a ∈ pi. Therefore pη(xn(X), γ) = 0. A similar argument
shows that pη(A,Ker p) = 0. This implies the existence of η′.
The properties of η recalled in Section 7 imply that η′ is an F-pairing and η′+η′ =
−ρ1. The double bracket {{−,−}
′
in A′ defined by the skew-symmetric F-pairing
η′ − η′ = 2η′ + ρ1 in A′ makes the following diagram commute:
A⊗A
{{−,−} s
//
p⊗p

A⊗A
p⊗p

A′ ⊗A′
{−,−} ′
// A′ ⊗A′ .
(10.1.4)
Lemma 7.2 implies that {{−,−} ′ is quasi-Poisson. It induces a quasi-Poisson
bracket {−,−}′ in A′N by Lemma 4.1. The commutativity of the diagram (10.1.4)
implies the commutativity of the diagram (10.1.2).
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The second claim of the theorem is proved following the lines of Section 7.3. 
The next theorem is an analogue of Theorem 9.2 and is proved similarly. This
theorem covers all choices of ∗ in Σ.
Theorem 10.2. For any N ≥ 1, the subalgebra (A′)tN ⊂ A
′
N generated by tr(Aˇ
′)
has a unique Poisson bracket {−,−}′ such that {tr a, tr b}′ = 2 tr(〈a, b〉′G) for all
a, b ∈ Aˇ′.
All the brackets discussed in this section are natural with respect to the action
of orientation-preserving weight-preserving self-homeomorphisms of the pair (Σ, ∗).
10.2. Examples. 1. Let Σ be a compact connected oriented surface of genus g ≥ 0
with m + 1 ≥ 2 boundary components. Picking a base point on one of these
components and assigning integers n1, . . . , nm to the other components we obtain a
weight on Σ. The group, pi′, of the resulting weighted surface is presented by 2g+m
generators p1, q1, . . . , pg, qg, z1, . . . , zm and the relations z
n1
1 = · · · = z
nm
m = 1. This
is a Fuchsian group with at least one parabolic or hyperbolic generator. Theorem
10.1 yields a natural quasi-Poisson bracket in the algebra (Kpi′)N for all N ≥ 1. For
the generators chosen as on Figure 1, the product [p1, q1] · · · [pg, qg]z1 · · · zm ∈ pi′ is
a moment map for the double bracket in Kpi′ defined in the proof of Theorem 10.1.
2. Let Σ be a compact connected oriented surface of genus g ≥ 0 with m ≥ 1
boundary components. Picking ∗ ∈ Σ \ ∂Σ and assigning integers n1, . . . , nm to
the boundary components we obtain a weight on Σ. The group, pi′, of the resulting
weighted surface is a Fuchsian group with generators p1, q1, . . . , pg, qg, z1, . . . , zm
subject to the relations zn11 = · · · = z
nm
m = 1 and [p1, q1] · · · [pg, qg]z1 · · · zm = 1.
Theorem 10.2 yields a natural Poisson bracket in the algebra (Kpi′)tN for all N ≥ 1.
When K is a field of characteristic zero, this gives a natural Poisson bracket in the
algebra (Kpi′)
GLN (K)
N .
Appendix A. The actions of GN and gN on AN re-examined
Given an algebra A and an integer N ≥ 1, denote by XAN the affine scheme (over
K) whose set of B-points XAN (B) is HomAlg(A,MatN (B)) for any commutative
algebraB. The coordinate algebra of XAN is the commutative algebraAN introduced
in Section 3.1. In this appendix, we analyze from the viewpoint of group schemes
the actions of GN = GLN (K) and gN = glN (K) on AN defined in Section 3.2. For
the language of group schemes, we refer the reader to [Ja].
For any commutative algebra B, the group GLN (B) acts on MatN (B) by the
conjugationM 7→ gMg−1 whereM ∈ MatN (B) and g ∈ GLN (B). This induces an
action of GLN (B) on HomAlg(A,MatN (B)) which is natural in B. These actions
constitute an action of the group scheme GLN on the affine scheme X
A
N .
Lemma A.1. The action (3.2.2) of GN = GLN (K) on AN is induced by the action
of GLN on XAN . The action (3.2.3) of gN ≃ Lie(GLN ) on AN is the infinitesimal
version of the action of GLN on XAN .
Proof. For any commutative algebra K, the action of the group scheme GLN on
XAN induces an action of GLN (K) on AN ⊗ K by K-algebra automorphisms as
follows. Consider the affine scheme over K obtained from XAN by changing the
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coefficients from K to K. We can view AN ⊗K as the coordinate algebra of this
scheme through the canonical isomorphism
(A.0.1) HomK−CAlg(AN ⊗K,B) ≃ HomCAlg(AN , B)
for any commutative K-algebra B. Then
(A.0.2) r(gx) = (g−1r)(x)
for all r ∈ HomK−CAlg(AN ⊗ K,B), g ∈ GLN (K) and x ∈ AN ⊗ K. Here, the
action of GLN (K) on HomK−CAlg(AN ⊗K,B) is induced by the action of GLN (B)
on XAN (B) using (A.0.1), (3.1.1), and the canonical map GLN (K) → GLN (B).
This yields an action of GLN (K) on AN ⊗K. Applying (A.0.2) to B = AN ⊗K,
r = idAN⊗K and x = aij ⊗ 1 (with a ∈ A and i, j ∈ {1, . . . , N}), we obtain
(A.0.3) g(aij ⊗ 1) = (g
−1 idAN⊗K)(aij ⊗ 1) = akl ⊗ (g
−1)i,kgl,j
for any g ∈ GLN (K). For K = K, we recover the action (3.2.2) of GN on AN .
The action of GLN (K) on AN ⊗K is natural in K and determines thus an ac-
tion of the group scheme GLN on AN . Recall that an action of a group scheme
is equivalent to a comodule over its coordinate Hopf algebra, see [Ja, §I.2.8].
Hence we obtain a comodule structure in AN , which is given by a linear map
∆N : AN → AN ⊗ K[GLN ] where K[GLN ] is the coordinate algebra of GLN .
Since GLN acts on AN by algebra automorphisms, ∆N is an algebra homomor-
phism. We now compute ∆N on the generator aij ∈ AN for any a ∈ A and
i, j ∈ {1, . . . , N}. We have ∆N (aij) = idK[GLN ](aij ⊗ 1) where the action of
idK[GLN ] ∈ HomCAlg(K[GLN ],K[GLN ]) = GLN (K[GLN ]) is given by (A.0.3) with
K = K[GLN ]. The matrix idK[GLN ] is equal to (xij)i,j where xij ∈ K[GLN ] maps
any M ∈ GLN (B) to the (i, j)-th entry of M for any commutative algebra B, and
(idK[GLN ])
−1 is the matrix (xij)i,j where xij ∈ K[GLN ] maps any M ∈ GLN (B) to
the (i, j)-th entry of M−1. Therefore
(A.0.4) ∆N (aij) = akl ⊗ xikxlj .
Recall that the Lie algebra of a group scheme is its tangent space at the unit
point, and any representation of a group scheme carries the structure of a mod-
ule over the corresponding Lie algebra, see [Ja, §I.7]. The latter structure is the
“infinitesimal version” of the representation of the group scheme. We have
Lie(GLN ) =
{
µ ∈ Hom(K[GLN ],K) : µ(1) = 0, µ(I
2
1 ) = 0
}
≃ Hom(I1/I
2
1 ,K)
where I1 ⊂ K[GLN ] is the ideal consisting of all x ∈ K[GLN ] such that x(1) =
0. Viewing K as a K[GLN ]-module via the map K[GLN ] → K, x 7→ x(1), we
can identify elements of Lie(GLN ) with derivations K[GLN ] → K. The action of
Lie(GLN ) on AN induced by the action of GLN on AN carries any µ ∈ Lie(GLN )
to the composite map
AN
∆N−→ AN ⊗K[GLN ]
id⊗µ
−→ AN ⊗K ≃ AN .
Since ∆N is an algebra homomorphism and µ is a derivation, the composite map
is a derivation, and we obtain an action of Lie(GLN ) on AN by derivations.
The Lie algebra gN = glN (K) can be identified with Lie(GLN ) by sending any
w ∈ gN to the linear map µw : K[GLN ]→ K defined by
µw(x) = q(x(1 + εw)) for all x ∈ K[GLN ]
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where ε is the generator of the algebra of dual numbers K[ε]/(ε2), x(1 + εw) is the
evaluation of x at 1 + εw ∈ GLN (K[ε]/(ε2)) and q : K[ε]/(ε2) → K is defined by
q(k+ lε) = l for all k, l ∈ K. Through this identification, the action of Lie(GLN ) on
AN determines an action of gN onAN . For any w ∈ gN , a ∈ A and i, j ∈ {1, . . . , N},
waij = (id⊗µw)∆N (aij)
(A.0.4)
= µw(xikxlj)akl
= q(xik(1 + εw)xlj(1 + εw))akl
= q((δik − εwi,k)(δlj + εwl,j))akl
= (−wi,kδlj + δikwl,j)akl = −wi,kakj + ailwl,j .
Thus, this action of gN coincides with the action (3.2.3). 
Lemma A.1 has the following useful consequence. If K is an algebraically closed
field, then AGNN coincides with the GLN -invariant part of AN as a representation
of the group scheme GLN , see [Ja, §I.2.8]. Therefore A
GN
N ⊂ A
gN
N .
Appendix B. Comparison of quasi-Poisson structures
We compare our quasi-Poisson structure on representation manifolds with those
defined in [AKsM]. We assume that K = R and use notations of Section 8. In
order to make the computations of [AKsM] compatible with our conventions, we
multiply the quasi-Poisson bivector fields appearing in [AKsM] by 2.
B.1. Preliminaries. In this subsection, G is a Lie group whose Lie algebra g is
endowed with a G-invariant non-degenerate symmetric bilinear form · : g× g→ R.
The construction of [AKsM] uses three main ingredients: a so-called fusion product
of quasi-Poissonmanifolds, a canonical quasi-Poisson structure on G and a preferred
quasi-Poisson structure on G×G. We briefly recall the relevant definitions.
The fusion product is defined as follows. Let d = g⊕ g be the Lie algebra of the
Lie group D = G × G. Pick a basis (ei)i of g, let (e
♯
i)i be the basis of g dual to
(ei)i with respect to the form · and set
(B.1.1) ψ =
∑
i
(e♯i , 0) ∧ (0, ei) ∈ Λ
2d.
The bivector ψ is independent of the choice of the basis (ei)i because it corresponds
to the skew-symmetric bilinear pairing
d× d −→ R,
(
(v1, v2), (w1, w2)
)
7−→ v1 · w2 − v2 · w1
through the canonical isomorphism Λ2d ≃ Λ2d∗ induced by the form · : g× g→ R.
Consider G-manifoldsM1 andM2 equipped with quasi-Poisson bivector fields P1
and P2, respectively. Let pri :M1×M2 →Mi be the i-th projection for i = 1, 2. We
identify T (M1×M2) with pr∗1(T (M1))⊕pr
∗
2(T (M2)) where T stands for the tangent
bundle of a manifold. The Lie group D = G×G acts on M1 ×M2 and, under this
action, the bivector ψ ∈ Λ2d generates a bivector field ψM1×M2 of M1 ×M2. If we
endow M1 ×M2 with the diagonal G-action, then
(B.1.2) P1 ⊛ P2 = pr
∗
1(P1) + pr
∗
2(P2)− ψM1×M2
is a quasi-Poisson bivector field on M1 ×M2, see [AKsM, §5].
For any v ∈ g, denote by vLG the vector field on G generated by v through the
left action of G on itself by (g,m) 7→ mg−1. Similarly, denote by vRG the vector field
on G generated by v through the left action of G on itself by (g,m) 7→ gm. Note
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that the vector field vLG is left-invariant while v
R
G is right-invariant. (Our notation
differs from that of [AKsM] where vLG is denoted by v
L and vRG is denoted by −v
R.)
Then
(B.1.3) PG =
∑
i
(ei)
L
G ∧ (e
♯
i)
R
G
is a quasi-Poisson bivector field on the underlying manifold of G endowed with left
action of G by conjugations, see [AKsM, §3]. Note that PG does not depend on the
choice of the basis (ei)i of g since it is the bivector field generated by −ψ when the
Lie group D acts on G by ((g1, g2), g) 7→ g1gg
−1
2 .
Let G act diagonally on the left of D = G×G by conjugations. Then
PD = −
∑
i
pr∗1(ei)
L
G ∧ pr
∗
2(e
♯
i)
R
G −
∑
i
pr∗1(ei)
R
G ∧ pr
∗
2(e
♯
i)
L
G(B.1.4)
−
∑
i
(
pr∗1(ei)
R
G + pr
∗
2(ei)
L
G
)
∧
(
pr∗1(e
♯
i)
L
G + pr
∗
2(e
♯
i)
R
G
)
is a quasi-Poisson bivector field on D, see [AKsM, Examples 5.3 & 5.4]. The
idea behind the definition of PD is as follows. There is a general procedure which
transforms a quasi-Poisson (G×G)-manifold into a quasi-Poisson G-manifold and
which generalizes the fusion product of quasi-Poisson G-manifolds, see [AKsM,
Proposition 5.1]. Applying this procedure three times to the manifold D = G×G
(where G4 acts by the left/right multiplication on the two factors), one obtains PD.
B.2. Comparison. Assume that G = GLN (R) with N ≥ 1. The Lie algebra
g = glN (R) of G is equipped with the trace form defined by v · w = tr(vw) for
any v, w ∈ g. Let Σ be a compact connected oriented surface of genus g ≥ 0 with
m+ 1 ≥ 1 boundary components. We choose a base point ∗ ∈ ∂Σ, and fix a basis
(p1, q1, . . . , pg, qg, z1, . . . , zm) of the free group pi = pi1(Σ, ∗) as shown on Figure 1.
We use this basis to identify H = Hom(pi,G) with Dg ×Gm where D = G×G. By
[AKsM], we have the following quasi-Poisson bivector field on H:
P ′ = PD ⊛ · · ·⊛ PD︸ ︷︷ ︸
g times
⊛PG ⊛ · · ·⊛ PG︸ ︷︷ ︸
m times
.
The following theorem shows that the resulting quasi-Poisson manifold (H, P ′)
coincides with the quasi-Poisson manifold (H, P ) produced by Theorem 3.1.
Theorem B.1. The bivector field P ′ is equal to the bivector field P of Theorem 8.2.
Proof. We first verify the equality P ′ = P in the case where g = 0 and m = 1.
Then the group pi is freely generated by z = z1 and H = G. Since the elementary
matrices fij and fji (with i, j ∈ {1, . . . , N}) provide dual bases of g, (B.1.3) gives
P ′ = PG = (frs)
L
G ∧ (fsr)
R
G
so that, for any i, j, k, l ∈ {1, . . . , N},
{z˜ij , z˜kl}P ′ = (frs)
L
G(z˜ij) (fsr)
R
G(z˜kl)− (frs)
L
G(z˜kl) (fsr)
R
G(z˜ij).
Moreover we have
(B.2.1) (fsr)
R
G(z˜ij) = −δisz˜rj and (frs)
L
G(z˜ij) = δjsz˜ir
since, at any point m ∈ G,
(fsr)
R
G(z˜ij)(m) =
d
dt
∣∣∣
t=0
z˜ij(e
−tfsrm) = −z˜ij(fsrm) = −δismrj
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Figure 2. The boundary connected sum Σ0 of Σ1 and Σ2
(frs)
L
G(z˜ij)(m) =
d
dt
∣∣∣
t=0
z˜ij(me
tfrs) = z˜ij(mfrs) = δjsmir.
We deduce that
{z˜ij , z˜kl}P ′ = (δjsz˜ir) (−δksz˜rl)− (δlsz˜kr) (−δisz˜rj)
= −δjk z˜irz˜rl + δilz˜kr z˜rj
(8.3.2)
= {z˜ij , z˜kl}P .
Next, we verify the equality P ′ = P in the case where g = 1 and m = 0. Then
the group pi is freely generated by (p, q) = (p1, q1) and H = D. We have
P ′ = PD = − pr
∗
1(frs)
L
G ∧ pr
∗
2(fsr)
R
G − pr
∗
1(frs)
R
G ∧ pr
∗
2(fsr)
L
G
− pr∗1(frs)
R
G ∧ pr
∗
2(fsr)
R
G + pr
∗
1(frs)
L
G ∧ pr
∗
2(fsr)
L
G
+pr∗1(frs)
L
G ∧ pr
∗
1(fsr)
R
G − pr
∗
2(frs)
L
G ∧ pr
∗
2(fsr)
R
G.
By computations similar to the previous case, we have for any i, j, k, l ∈ {1, . . . , N}
{p˜ij , p˜kl}P ′ = −δjkp˜irp˜rl + δilp˜kr p˜rj
(8.3.4)
= {p˜ij , p˜kl}P
{q˜ij , q˜kl}P ′ = −(−δjk q˜ir q˜rl + δilq˜kr q˜rj)
(8.3.5)
= {q˜ij , q˜kl}P .
Moreover,
{p˜ij , q˜kl}P ′ = −(frs)
L
G(p˜ij)(fsr)
R
G(q˜kl)− (frs)
R
G(p˜ij)(fsr)
L
G(q˜kl)
−(frs)
R
G(p˜ij)(fsr)
R
G(q˜kl) + (frs)
L
G(p˜ij)(fsr)
L
G(q˜kl)
(B.2.1)
= −(δjsp˜ir)(−δksq˜rl)− (−δirp˜sj)(δlr q˜ks)
−(−δirp˜sj)(−δksq˜rl) + (δjsp˜ir)(δlr q˜ks)
= δjkp˜ir q˜rl + δilp˜sj q˜ks − p˜kj q˜il + p˜ilq˜kj
(8.3.6)
= {p˜ij , q˜kl}P .
Theorem B.1 follows now from the two cases above and the following claim.
Claim. Let Σ0 be a compact connected oriented surface with base point ∗ ∈ ∂Σ0
which is the “boundary connected sum” of two compact connected oriented surfaces
Σ1 and Σ2, see Figure 2. For each i ∈ {0, 1, 2}, let Pi be the quasi-Poisson bivector
field on Hi = Hom(pi1(Σi, ∗), G) produced by Theorem 8.2. Then H0 = H1 × H2
and P0 = P1 ⊛ P2.
For x ∈ pi1(Σ0, ∗) and i, j ∈ {1, . . . , N}, let x˜ij ∈ C∞(H0) be the function
carrying any h ∈ H0 to the (i, j)-th coefficient of the matrix h(x). In order to
verify the claim, it is enough to check that
(B.2.2) {x˜ij , y˜kl}P0 = {x˜ij , y˜kl}P1⊛P2
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for any x, y ∈ pi1(Σ0, ∗) and i, j, k, l ∈ {1, . . . , N}. If both x, y belong to pi1(Σj , ∗)
for some j ∈ {1, 2}, then (B.2.2) follows from the equality {x˜ij , y˜kl}P0 = {x˜ij , y˜kl}Pj
(since {{x, y}}s can be fully computed in Σj) and the fact that {x˜ij , y˜kl}P1⊛P2 =
{x˜ij , y˜kl}Pj (since the projection H1 ×H2 → Hj carries P1 ⊛P2 to Pj). It remains
to consider the case where x ∈ pi1(Σ1, ∗) and y ∈ pi1(Σ2, ∗).
Since {{x, y}}η = 0, we have {{x, y}}s = 1⊗ xy + yx⊗ 1− x⊗ y − y ⊗ x so that
(B.2.3) {x˜ij , y˜kl}P0 = δkj x˜ir y˜rl + y˜ksx˜sjδil − x˜kj y˜il − y˜kj x˜il.
Besides we have
{x˜ij , y˜kl}P1⊛P2
(B.1.2)
= −{x˜ij , y˜kl}ψH1×H2
(B.1.1)
= −(frs)H1(x˜ij) (fsr)H2(y˜kl).
At any point m ∈ H1,
(frs)H1(x˜ij)(m) =
d
dt
∣∣∣
t=0
x˜ij
(
e−tfrs metfrs
)
= −x˜ij(frsm) + x˜ij(mfrs) = −δirx˜sj(m) + δjsx˜ir(m)
and, by a similar computation, at any point n ∈ H2,
(fsr)H2(y˜kl)(n) = −δksy˜rl(n) + δlr y˜ks(n).
Therefore
{x˜ij , y˜kl}P1⊛P2 = − (−δirx˜sj + δjsx˜ir) (−δksy˜rl + δlr y˜ks)
= −x˜kj y˜il + δjkx˜ir y˜rl + δilx˜sj y˜ks − x˜ily˜kj
(B.2.3)
= {x˜ij , y˜kl}P0 .
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