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Resumen. Analizar la estabilidad de una solución de clustering implica 
medir la capacidad de un algoritmo para producir resultados similares 
dada una misma fuente de datos de entrada. Los índices de validación ex­
terna permiten cuantificar dicha similitud entre un par de soluciones de 
clustering. Dentro de los índices clósicos mas utilizados es posible validar 
soluciones con clusters no solapados, en donde cada patrón sólo puede 
pertenecer a un cluster. Sin embargo, en aplicaciones próacticas, general­
mente se dan situaciones en las que un patrón podría poseer mós de una 
etiqueta. En este trabajo se analiza un óndice de validación externa des­
de un enfoque probabilóstico y se provee una reformulación aplicable a 
soluciones con clusters solapados. Luego de presentar el nuevo óndice, se 
muestran y discuten resultados de experimentos realizados sobre ejem­
plos artificiales y una base de datos real. Los resultados muestran coómo 
el nuevo óndice puede medir adecuadamente la similitud entre clusters 
solapados, permitiendo asó analizar la estabilidad en ambos casos.
Palabras clave: análisis de estabilidad, clusters solapados, medida de vali­
dación.
1. Introducción
Los algoritmos de clustering reciben un conjunto de datos como entrada y 
mediante un proceso no-supervisado lo particionan en cierto nuómero de clusters 
o grupos. Se puede definir un cluster como un grupo de objetos homogóneos que 
poseen alguna medida de similitud entre ellos y que se muestran diferentes a 
los objetos agrupados en otros clusters [1,2]. Dado que la aplicación de estos 
algoritmos sobre una base de datos siempre devuelve alguón resultado, incluso 
cuando no exista estructura en la misma, ha surgido el anólisis de estabilidad 
de soluciones de clustering. Para realizar este anólisis es importante medir la 
capacidad de un algoritmo de agrupamiento para producir grupos similares de 
forma repetida [3-5]. Aunque no hay un total acuerdo en cuanto a su defini- 
cioón, existen autores que relacionan el concepto de estabilidad con soluciones de 
agrupamiento que no se ven alteradas bajo alguna perturbacióon de los datos de 
entrada [5,6]. Cuando se hace anólisis de estabilidad en clustering, también se 
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suele hablar de que se mantengan las estructuras naturales “subyacentes en los 
datos” y no que aparezcan nuevas estructuras como producto artificial de un 
algoritmo concreto.
Luego de realizar el agrupamiento en distintas condiciones, se desea medir 
o cuantificar la similitud entre las soluciones para poder compararlas [1]. Ulti­
mamente, con el crecimiento en el estudio de analisis de agrupamientos se han 
estado utilizando nuevos algoritmos y medidas de comparación de clusters [7]. 
Para medir la similitud entre soluciones de clustering se pueden utilizar dos tipos 
de medidas de validación: internas y externas. Las primeras miden atributos de 
homogeneidad y separación de los datos en los clusters. Las medidas externas 
hacen una comparacióon entre distintas soluciones de clustering, tomando una 
como referencia y comparándola con otras [8,9]. Con respecto a las medidas 
externas, se dispone principalmente de tres tipos para realizar la comparacióon 
entre soluciones: las basadas en el conteo de pares de patrones, en las que las 
soluciones coinciden o no; las basadas en el analisis de correspondencia de con­
juntos y las basadas en la estadística y teoría de la información. Con respecto 
a las primeras, la mós utilizada y difundida es la de Fowlkes-Mallows (FM) [10] 
que trabaja con las frecuencias de pares de patrones que se detecten agrupados 
juntos en ambas soluciones. En [11] los autores evaluan las distintas soluciones 
obtenidas cuantificando la similaridad mediante este índice. De las metricas ba­
sadas en conjuntos, una muy utilizada es la de maxima coincidencia [12] que se 
basa en comparar los clusters de ambas soluciones analizadas, haciendo coinci­
dir aquellos que tengan mayor cantidad de elementos en comuón. Por uóltimo, de 
las medidas basadas en estadóstica, la informacioón mutua normalizada es una 
de las maós representativas y se basa en cuantificar la cantidad de informacióon 
compartida entre ambas soluciones, a través del concepto de entropía [7,13]. Sin 
embargo, ninguna de estas medidas es capaz de representar correctamente las 
similitudes al trabajar con soluciones que posean clusters solapados.
Ultimamente se ha suscitado interóes por el anóalisis de soluciones con clusters 
solapados. En [14] se compara y estudia la evolución de grupos de personas en 
redes sociales y se propone un algoritmo para computar nuevas distancias entre 
colecciones de grupos potencialmente solapados. En [15] se propone una nue­
va medida de validacióon para clusters solapados en el contexto de recuperacióon 
de documentos, en particular tratando el tema de solapamiento entre soluciones 
con diferente numero de clusters. En [16] se propone un conjunto de restricciones 
sobre móetricas para validacióon externa y se extiende el anóalisis para tratar solu­
ciones solapadas. En este trabajo, en cambio, se hace un aporte al óarea ya que 
presentamos un anaólisis detallado del óndice FM. Con un enfoque probabilóstico 
se analiza cada factor del mismo considerando el solapamiento de clusters y se 
muestra cóomo falla este óndice cuando se lo intenta aplicar a soluciones que po­
sean clusters solapados. Luego, a partir del anaólisis anterior, se deriva una nueva 
propuesta de índice teniendo especial atención en la situación mencionada. Apli­
cando ambos óndices a diferentes casos de estudio y una base de datos reales, 
se verifican experimentalmente las mejoras expresadas cuando existen clusters 
solapados.
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La organización de este trabajo es la siguiente. En la Sección 2 se realiza 
un anólisis detallado de los factores del índice FM. En la Sección 3 se deriva el 
nuevo índice propuesto para poder tratar con las soluciones solapadas. Luego, 
en la Sección 4, se presentan resultados de aplicar ambos índices sobre datos 
artificiales y reales, y se discuten dichos experimentos. Por ultimo se presentan 
las conclusiones del trabajo en la Seccion 5.
2. Análisis conceptual del índice Fowlkes-Mallows
El índice de Fowlkes-Mallows es una medida de similaridad entre soluciones 
de clustering, generalmente utilizado para validacion externa. Como se men­
ciono en la Seccion 1, en el contexto de analisis de estabilidad se utiliza para 
poder comparar soluciones y verificar si las mismas son o no estables. FM recibe 
el etiquetado de ambas soluciones, sobre el mismo conjunto de datos, y devuel­
ve un valor Bk & [0,1] que cuantifica la similitud entre las mismas. El valor 1 
representa que ambas son exactamente iguales, mientras que 0 denota completa 
desigualdad. FM esta definido en [10] como
Bk =
Tk
/Pk Qk ’ (1)
donde
Tk = EL mi - N,
i=1j=1
k
Pk = E ™<* - N,
i=1
k
Qk = E - N,
j=1
k










siendo M = {mij} la matriz de contingencia obtenida entre 2 soluciones de k 
clusters cada una con N datos en el conjunto a particionar. Esta matriz posee 
tantas filas como cantidad de clusters haya en la primer solucion, que llamaremos 
C, y tantas columnas como clusters tenga la segunda, C'. En cada posicion ij 
de la matriz se coloca la cantidad de patrones en comun que se pueden contar 
entre los elementos del cluster i de la solucion C y los patrones del cluster j de 
la solucion C'. Es decir, mij- = |ci C cj |.
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A continuación se haró un analisis conceptual de cada factor del índice FM. 
Consideremos Tk, y reemplazando i=^2j=1 mij = N en (2) se puede escribir
k k k k k k
T = E E mij- N = E ^2(ma mn) E E m j
i=1 j = 1 i=1 j=1 i=1 j=1
= EL mij (mij - 1)=2 (7)
i=i j=i i=i j=1 k '
que representa el doble de la sumatoria de cada uno de los elementos de la matriz 
de contingencia tomados de a 2. Es decir, los elementos en comun entre cada par 
de clusters de ambas soluciones tomados de a 2. Esto representa la cantidad de 
formas de elegir dos elementos en dicha interseccion.
Analogamente, a partir de (3) se puede obtener
k k k k
Pk = E m?* - N - EE mij
i=1 i=1 i=1j=1
k k k k ^m- \
= ^2(mi^mi^) - ^ mí* = J2(mi*(mi*) - 1) = 2^ í , (8)
i=1 i=1 i=1 i=1 2
k 1 k
Pk = 5* TÑT = N(N - 1) 52 |cil (|cil - 1) = N(N - 1)i=1 2 i=1 i
siendo, de forma similar a como ocurre con Tk , la cantidad de formas que hay 
de tomar 2 elementos de cada cluster de la solucion analizada. Idéntico razona­
miento se aplica para la interpretacion de Qk.
Consideremos C y C', dos soluciones de clustering con k clusters. Sean x e 
y dos patrones cualesquiera. Podemos interpretar al primer factor, Pk, como la 
probabilidad de que los dos patrones se encuentren en un mismo cluster ci de 
la solucion C, considerando un muestreo uniforme de los datos. Dado que los 
patrones tienen la misma probabilidad de ser seleccionados, al tomar un segundo 
patron bajo la misma hipotesis, la probabilidad de que los dos se agrupen en el 
cluster ci es:
Pr(x G ci A y G ci) = |ci| (|ci| - 1)
N(N - 1) ’
(9)
en donde el numerador representa la cantidad de formas de tomar de a 2 los 
patrones agrupados bajo el cluster ci y el denominador considera todas las formas 
posibles de tomar 2 elementos del conjunto completo de datos. Esto ultimo surge 
de considerar un caso extremo en el cual todos los patrones queden en un unico 
cluster. Si se consideran los k clusters de C, ahora tenemos 
1 kE |ci|2 - N, (10)
i=1
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que guarda relación directa con (3), dado que |c¿| = mi*. La interpretación de 
Qk es la misma que la de Pk, salvo que se analizan los clusters de la solución C'.
Con respecto a Tk, se puede considerar que representa la probabilidad de 
muestrear un par de patrones al azar y que óestos pertenezcan a un mismo cluster 
en C y C '.El razonamiento es similar al seguido para Pk, solo que en vez 
de considerarse todos los patrones por cluster, se van considerando los pares 
de patrones comunes al emparejamiento entre cada par de clusters de ambas 
soluciones
Pr((x, y) e Ci A (x, y) e cj) =
Ci n cj | (|ci n cj | - 1)
N(N - 1)
(11)
De la misma forma que en el desarrollo de Pk, el denominador representa la 
cantidad de formas de tomar 2 elementos de todo el conjunto de datos. Este sería 
el caso extremo en el que en ambas soluciones, todos los patrones hayan quedado 
en un uónico cluster. Si tomamos entonces todas las posibles comparaciones entre 
cada par de clusters de ambas soluciones, obtenemos la probabilidad
k k
tk =
i=1 j = 1
1 k k
N(N - 1) ^^|ci n cj 1 (| i=1 j=1 c¿ n cj1 - 1) =
1 kk
N (N - 1) S£|c-n ó|2 - Ni=1 j=1 (12)
que guarda relacion directa con (2) dado que, como se observo antes, mij = 
|c¿ n cj|.
Luego, el índice FM puede entenderse como la razón entre la probabilidad de 
obtener dos patrones juntos en las soluciones conjuntas sobre la media geomóetrica 




¿ ¿ (mj - N)
i=1 j=1





De esta manera se arriba a la formulacióon original de FM a traves del enfoque 
probabilóstico alternativo.
Ahora bien, cuando este índice se aplica a clusters solapados, los resultados 
que se obtienen no son los intuitivamente esperados. Por ejemplo, en el grafico 
de la Figura 1 se observan dos soluciones de clustering a) C con k = 1 y b) C' 
con k = 2. En c) se encuentra la matriz de contingencia para ambas soluciones. 
En la solucion a), se puede observar como todos los patrones se agruparon juntos
- N)
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c1 c2 2
c1 6 6 12
2 6 6 12
c)
Figura 1. Ejemplo ilustrativo con dos soluciones, a) C con k = 1, b) C' con 
solapamiento y k = 2 y c) matriz de contingencia correspondiente a las soluciones 
C y C'.
en un unico cluster. En la solucion b) se puede observar como ambos clusters 
comparten todos los patrones. En este caso hay un solapamiento completo de 
ambos grupos.
Para calcular el índice FM sobre este ejemplo se procederá a calcular cada 
uno de sus factores. El valor del factor Pk se corresponde con la solucion C y 
el de Qk con la C'. Así Pk = ^i1=1(m2* — N) = 122 — 6 = 138. En cambio 
Qk = 52í=1(™*j — N) = 62 + 62 — 6 = 66. Para el calculo de Tk debemos 
obtener las intersecciones de los objetos del cluster de la solucion a) con los de 
la b). Así, segun la matriz de contingencia de la Figura 1.c) obtenemos Tk = 
52í1=1 52j=1(™íj — N) = 62 + 62 — 6 = 66. De esta forma Bk = 0,69, valor que 
esta por debajo de 1, aunque intuitivamente se esperaría que el índice pueda 
reflejar la similitud entre ambas soluciones. Esto es debido a que la probabilidad 
de que dos patrones cualesquiera se agrupen juntos en una de las soluciones es 
mucho menor que el valor obtenido.
3. Nuevo índice de estabilidad para clusters solapados
Como se ha observado a traves del ejemplo anterior, cuando se trabaja con 
soluciones que poseen clusters solapados el índice FM es incapaz de producir re­
sultados correctos. Ante la necesidad de contar con una herramienta que permita 
cuantificar la similitud de soluciones de clustering, ya sean estas solapadas o no, 
en esta seccion se reinterpreta dicho índice y se propone uno nuevo denominado 
overlapped FM (oFM). La definicion del nuevo índice parte de una forma mas 
cuidadosa al calcular las probabilidades de que un patron pueda agruparse junto 
con otro, ya sea en una solucion, en la otra o en ambas a la vez. Particular­
mente, se debe tener especial cuidado en la normalizacion de las frecuencias, ya 
que se quiere evitar la contabilizacion repetida de los patrones sin considerar 
la cantidad de veces que aparezcan en otros clusters. Para que el nuevo índice 
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pueda considerar la situacion propuesta, se redefiniran cada uno de sus factores. 
Ademas, para ganar generalidad, ahora se consideraran explícitamente solucio­
nes con distintos tamanos. Así se tomara k1 para denotar la cantidad de clusters 
de C y k2 para la de C'.
Con respecto a pk, la nueva situacion a ser contemplada admite escenarios 
en donde los patrones podrían llegar a estar en mas de un cluster. Se debe tener 
especial consideracion de no contabilizar dichos objetos mas de una vez, o bien, 
normalizarlos para que su probabilidad de ocurrencia este bien acotada. Para 
lograrlo, se debe tener en cuenta un caso extremo en el que todos los patrones 
esten en todos los clusters. A diferencia de la forma anterior de calcular este 
factor, ahora se lo debería normalizar por este caso extremo, dividiendo por 
algun valor que tenga relacion directa con la cantidad de veces que podría llegar 
a contarse a todos los pares de patrones. Se redefine luego la nueva forma de 
calcular la probabilidad de que dos patrones se agrupen juntos en una misma 
solucion como
donde en el denominador se estan considerando k1 clusters con todos los patrones 
agrupados juntos, k1 veces. En el numerador se cuentan los pares de patrones 
directamente tantas veces como clusters haya. Luego, para qk, la situacion es 
similar. Así se define
k2{N
El ultimo factor a considerar es tk, donde interviene la interaccion de ambas 
soluciones. La cuenta de los pares de patrones agrupados es similar a la realizada 
en los casos anteriores. En cambio, la normalizaciíon de la misma involucra ciertos 
valores que surgen de ambas soluciones. Sean n1 y n2 la cantidad de elementos 
dentro de cada soluciíon, considerando repeticiones por solapamiento. Luego, en 
la influencia recíproca de ambas soluciones, observamos intuitivamente que la 
cantidad de pares de elementos que podrían contarse esta limitada por el valor 
mas pequeno. Esto es, si n1 < n2, la cantidad de datos que puedan llegar a 
contarse en el emparejamiento entre ambas nunca podría superar n1 , puesto que 
hay a lo sumo esa cantidad de objetos para contar en una de las soluciones. Así se 
tiene una nociíon de cíomo se puede normalizar esta frecuencia, en donde la idea 
sigue el mismo camino que en las probabilidades de los factores anteriores. A su 
vez esta cantidad se la limita por la cantidad real de patrones N.
Por otro lado, hay que considerar tambiíen que la cantidad de clusters en cada 
solucioín puede ser diferente. Por ello, en el denominador se debe considerar tam­
bién el caso límite en el que todos los patrones esten juntos en ambas soluciones, 
tantas veces como el maíximo de solapamientos que haya entre las mismas. Este
42 JAIIO - ASAI 2013 - ISSN: 1850-2784 - Page 30
14th Argentine Symposium on Artificial Intelligence, ASAI 2013
valor estaróa limitado por la proporcioón existente entre la cantidad maóxima de 
clusters que existe en ambas soluciones multiplicado por la cantidad de formas 
de tomar todos los patrones de a pares. De esta forma se define tk como 
i=1 j=1
(N) max(ki,k2) mín(N1,W2) ’
(16)
donde en el numerador se cuentan como antes las intersecciones de los patrones 
de cada uno de los clusters de una solucióon con los de la otra, tomados de a dos.
El denominador, como se dijo anteriormente, representa el caso extremo en el 
que todos los patrones se agrupen juntos tantas veces como clusters haya en la 
solucioón.
Retomando el ejemplo de la Seccion 2, el cólculo del nuevo óndice arroja 
los siguientes valores. Para pk Ei1=1 (X')/(|) = 15/15 = 1. Luego qk =
Ej=i O')/2(f) = 30/30 = 1. Y considerando móx(1, 2) = 2 y món(6,12)/6 = 1, 
se tiene tk = E(XjX|)/2(|) = 30/30 = 1. Ahora sí se observa como 
el valor del nuevo óndice oFM = tk/ \Jpkqk = 1 refleja la similitud esperada 
entre ambas soluciones, puesto que la probabilidad de encontrar dos patrones 
agrupados juntos en cualquiera de ellas es efectivamente 1.
4. Resultados y Discusion
En esta seccióon se presentan los resultados obtenidos en la evaluacioón de 
ambos óndices. Primero se muestra y comenta una serie de ejemplos sencillos 
generados de forma artificial para observar el comportamiento de los índices 
en casos extremos y particulares. Luego se describe el conjunto de datos real 
utilizado en los experimentos y se presenta el algoritmo de clustering utilizado 
para agrupar los datos. A continuacioón se presentan los resultados obtenidos 
con ambos índices sobre dicho conjunto de datos y finalmente se contrastan los 
resultados de ambos.
Como se puede observar en la Tabla 1, se han creado 8 ejemplos artificiales 
que muestran situaciones de agrupamiento interesantes. En dicha tabla se nume­
ra cada caso con un numero del I al VIII. Luego, se presentan dos columnas que 
representan las soluciones a ser comparadas: C y C'. Finalmente, las dos ultimas 
columnas representan los valores de los óndices FM y oFM, respectivamente. En 
el ejemplo I se observa claramente que ambas soluciones son exactamente las 
mismas. No existen clusters solapados y ambos óndices logran mostrar correcta­
mente las similitudas de C y C'. En II se observa cómo la solución C' posee sólo 
un cluster y como solamente la mitad de los patrones de la misma se podrían 
considerar similarmente agrupados en C, sean estos los que estóan en c1 o c2. De 
hecho, el valor de oFM es mas cercano a 0,50, que es lo esperado.
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Tabla 1: Resultados de los índices FM y oFM para algunos ejemplos 
de prueba artificiales.
42 JAIIO - ASAI 2013 - ISSN: 1850-2784 - Page 32
14th Argentine Symposium on Artificial Intelligence, ASAI 2013
clusters en C'
FM oFM
Vn = 0 Vn = 1 Vn = 0 Vn =1
C = 4 vs C' = 25 0,38 0,30 0,15 0,46
C = 4 vs C' = 100 0,17 0,16 0,03 0,13
C = 25 vs C' = 100 0,33 0,23 0,16 0,45
Tabla 2: Resultados de los índices FM y oFM en la base de da­
tos Iris, para soluciones de referencia C de 4 y 25 clusters y sin 
solapamiento (Vn = 0) contra soluciones C' de 25 y 100 clusters 
tomando Vn = 0 y Vn =1.
En el escenario mostrado en el ejemplo III, al igual que en I, ambos índices 
concuerdan con lo esperado. Ningun par de patrones puede agruparse junto en la 
solución C', y por ello esta solucion no se asemeja en nada a la C. Con respecto 
a los ejemplo IV, V y VI se analizan en forma conjunta, ya que se observa como 
en cada una de las soluciones C' los clusters poseen progresivamente mayor 
solapamiento a medida que se avanza en cada ejemplo. Claramente se ve cóomo 
FM decae cuando maós solapamiento se considera, mientras que oFM se comporta 
de manera inversa. Este uóltimo comportamiento es el esperado, dado que al 
aumentar el nivel de solapamiento aumentan las posibilidades de obtener móas 
pares de patrones agrupados juntos en la otra solucioón. En el ejemplo VII se 
observa una situacióon similar a la de III, en cuanto a que en una de las soluciones 
no se pueden agrupar patrones de a pares, y por ello oFM arroja una similitud 
nula; mientras que FM muestra alguón grado de parecido que no se corresponde 
con la realidad. Por uóltimo, en el ejemplo VIII se ve una situacioón similar a la de 
I ya que ambas soluciones son las mismas, aunque ahora con clusters totalmente 
solapados. Se observa como oFM refleja correctamente esta semejanza entre las 
soluciones con un valor = 1 y como FM falla debido al solapamiento.
Luego para los experimentos con datos reales se utilizóo el conjunto de datos de 
la flor del Iris1. Este conjunto de datos con 4 atributos posee 50 registros de cada 
una de 3 especies distintas de la flor, haciendo un total de 150 patrones [17]. De 
las tres clases existentes en el conjunto, sóolo una es linealmente separable de las 
otras dos, teniendo estas uóltimas patrones de distinta clase muy cercanos entre 
sí en el espacio de atributos. Se ha seleccionado este conjunto por ser sencillo y 
pequeno, ademas del acceso libre y su aceptacion en el ámbito científico.
1 http://archive.ics.uci.edu/ml/datasets/Iris
Para el agrupamiento de los datos se utilizoó un mapa auto-organizativo 
(SOM, de su nombre en ingles Self-Organizing Map) [18,19]. Para el agrupa- 
miento se entrenaron mapas con distintas cantidades de neuronas, es decir, clus- 
ters. Todos los mapas utilizados tienen una topología rectangular en forma de 
grilla y la cantidad de iteraciones de entrenamiento fue fijada en 100 óepocas. La 
inicialización del mapa fue determínistica, utilizando PCA [20] sobre los datos. 
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Para considerar solapamiento en las neuronas del mapa se tomaron las neuronas 
vecinas inmediatas, es decir la de la izquierda, derecha, arriba y abajo, de cada 
neurona. Así, al considerar vecindad Vn = 0 cada neurona es un unico cluster 
y Vn = 1 cada neurona y sus cuatro vecinas forman un mismo cluster. Por ello, 
varios patrones pueden llegar a pertenecer a mías de un cluster y de esta forma 
pertenecer a clusters solapados.
En la Tabla 2 se observa una primer columna en donde se indican las cantida­
des de clusters considerados para las soluciones C y C'. Luego la tabla se divide 
en dos grandes columnas que representan los valores de los índices analizados, 
FM y oFM. Cada una de estas columnas se vuelven a dividir para mostrar los re­
sultados de las pruebas con soluciones C que poseen y no poseen solapamientos. 
La cantidad de clusters de las soluciones fueron de 4, 25 y 100. Para la soluciín 
tomada como referencia C no se consideroí solapamiento. Cuando se toma C = 4 
FM disminuye su valor no síolo al tomar solapamiento sino tambiíen al pasar de 
C' = 25 a C' = 100. Por otro lado oFM aumenta notablemente al considerar 
solapamiento, pero tambiíen disminuye al aumentar la cantidad de clusters en 
la solucion C'. Por ultimo, vemos como FM vuelve a decaer al considerar so- 
lapamiento cuando C = 25 y C' = 100. Se puede observar ademís címo oFM 
mantiene la tendencia de aumentar al considerar solapamiento pero, al igual que 
FM, aumenta al pasar de C = 4 a C = 25 cuando C' = 100. En todos los casos 
el valor de FM decae cuando aumenta el solapamiento para la solucion C'. De 
manera opuesta sucede para oFM. Se ve ademías que en todos los casos los dos 
índices mejoraron sus valores a medida que la cantidad de clusters de C se ase­
meja a la de C'. Esto es debido a que a mayor cantidad de clusters hay mayor 
dispersiíon de los patrones y por ello a mayor diferencia entre las cantidades de 
clusters entre C y C', menor es el valor de los índices calculados.
5. Conclusiones y trabajos futuros
En este trabajo se propuso un nuevo índice para aníalisis de estabilidad entre 
soluciones solapadas, parcial o completamente. Se realizío un anaílisis del índice 
FM para mostrar sus falencias al momento de aplicarlo sobre soluciones solapa­
das y a partir de íeste se derivoí uno nuevo. El índice propuesto refleja correcta­
mente la similitud entre soluciones que pueden o no poseer clusters solapados. 
Esto se alcanzoí teniendo especial cuidado en la forma de contar casos extremos 
en los que se pudiesen agrupar los patrones, permitiendo así una normalizacioín 
maís cuidadosa. Luego, en los experimentos se mostrío como el índice FM es in­
capaz de tratar con soluciones solapadas, mientras que oFM puede sortear dicho 
problema.
Con respecto a trabajos futuros, se espera realizar mayor cantidad de pruebas 
de los índices utilizando otros algoritmos y otros conjuntos de datos. Tambiíen 
sería deseable a futuro la incorporacioín al aníalisis de nuevos tipos de índices y 
derivar así nuevas mítricas que se puedan comparar con las de este trabajo.
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