We propose a collection of robust algorithms for the segmentation of cell images from Papanicolaou stained cervical smears ( "Pap" smears) . This problem is deceptively difficult and often results on laboratory datasets do not carry over to real world data. Our approach is in 3 parts. First, we segment the cytoplasm from the background using a novel method based on the Wilson and Spann multi-resolution framework. Second, we segment the nucleus from the cytoplasm using an active contour method, where the best contour is found by a global minimisation method. Third, we implement a method to determine a confidence measure for the segmentation of each object. This uses a stability criterion over the regularisation parameter A in the active contour. We present the results of thorough testing of the algorithms on large numbers of cell images. A database of 20,130 images is used for the segmentation tests and 18,718 images for the robustness tests.
INTRODUCTION
Cervical cancer is one of the most common cancers among women throughout the world, with approximately 440,000 new cases reported annually. ' In the United States, cervical cancer accounts for 6% of all cancers in women, it is estimated that during 1998, about 13,700 new cases of invasive cervical cancer will be diagnosed in the USA2 and over 1,000 in Australia.3 '4 Cervical cancer was once one of the most common causes of cancer death for American women. It is now the ninth most deadly cancer. Between 1955 and 1992, the number of cervical cancer deaths in the United States declined by 74%. The main reason for this change is the increased use of the Pap smear, a screening procedure that permits diagnosis ofpre-invasive and early invasive cancer.2'5 On average, cervical cancer takes at least a decade to develop5'6 during which time it is easily cured in most cases.
The Pap smear is a manual system for the detection of cervical cancer. "Pap" refers to the Papanicolaou stain used to render the cells visible and "smear" refers to the technique of placing the cells on a microscope slide. Pap Smears are then screened for the presence of atypical cells, cervical cancer or its precursor lesions (Low Grade Squamous Intra-epitheial Lesions, High Grade Squamous Intra-epithelial Lesions), as well as other cytologic categories. 7 Until very recently, Pap smears have always been screened (assessed) by human visual microscopic examination. However, for the last four decades research world-wide has proceeded steadily on the development of automated cell scanners for cervical smears,8 and several machines are now in commercial production and use.9 These machines are however stifi far from perfect and their use remains al"
Meticulous early work on measuring normal and neoplastic cell nuclei dates back to the 1950s.12 About this time R.C Mellors was the first to work on an automated cell scanning device to detect neoplastic changes in early cervical cancer. 13 Mellors' system, the Cytoanalyser, and other early systems, for example, the Vickers VCSA (UK, 1968), failed due to problems with: sampling, disaggregation, cell spread, staining, and the masking effect of inflammatory and hormonal changes.
Following intensive efforts over the intervening years, a large number of machines appeared around the 1970s including: CYBEST (Japan),'4'6 TICAS (USA),'7 TUDAB (Germany),'8 MAGISCAN (UK), '9 McGill System (Canada),2° SAMBA (France),2' CELLO (Sweden).22 SPIE Vol. 3747 • 0277-786X199/$1O.oO
In the early 1980's various groups started on machines aimed at higher degrees of automation: BioPEPR (Netherlands),23 FAZYTAN (Germany),24 CERVISCAN/CERVIFIP (UK) ,25,26 LEYTA S (Netherlands),27 DIA SCAN-NER (Sweden). 28 Broadly and generally speaking, most of these ventures failed to meet expectations in terms of performance and degree of automation. Researchers gradually became aware that the fully automatic detection of neoplastic cells on Pap smears was indeed much more difficult than had been assumed. 28 A large part of this difficulty lies in achieving the robust un-supervised segmentation of cells and cell nuclei needed. Failure of the segmentation process leads to the GIGO (garbage-in, garbage-out) phenomenon where the following feature extraction and classification stages produce incorrect results.2932 As Nordin states in the conclusion of his PhD thesis which summarises over eleven years work on an automated scanner:
"One important experience from our work is that image segmentation is a difficult task. In spite of many man years of work we have not been able to come up with any single simple robust segmentation method that always works. For well preserved, free lying cells with good staining quality almost anything works but for complex situations with many objects in the scene, varying stain uptake, partial overlapping, etc no single method will do . . . and an erroneously segmented cell is much worse than a rejected cell28".
A further striking observation from Nordin's work is that the classification results steadily became worse as the work progressed.28 Even though the algorithms no-doubt improved, the data became more and more realistic -from hand-selected and checked datasets in the early days to images obtained automatically without human intervention from routine laboratory slides (with all their faults and imperfections) at the end. This is the reason for the emphasis on robustness in our work.
The robust segmentation of real images requires a great deal of high-level knowledge of the input images and the desired output in order to produce satisfactory results. A typical low-magnification scene of a Pap smear slide as seen through the microscope is shown in Figure 1 . The main characteristics of the Papanicolaou stained cervical cell images, after digital capture are: poor image contrasts, presence of many unwanted artifacts (e.g., blood cells, debris), overlapping and clumped cells,uneven ifiumination and staining, and out-of-focus objects.
In order to achieve success in segmentation, the following a priori knowledge of scene objects has proved useful:
. the cytoplasm is a little darker, on the whole, than the surrounding background, S the nucleus is contained within the cell cytoplasm,
. the nuclei are much darker, on the whole, than the surrounding cytoplasm, S undistorted nuclei are generally approximately effiptical, . The nuclear edge is quite smooth at the image resolution used.
I and the minimum and maximum typical sizes of a single (non-overlapping) cytoplasm and nucleus are known.
Some researchers, past and present, have experimented with different stains in order to enhance image contrast and therefore ease the requirements of the segmentation stage.3337 However, the Papanicolaou stain is the current world-wide standard for manual screening, and we will deal exclusively with the more difficult problem of the segmentation of Papanicolaou stained smears in this paper.
Image segmentation is a highly application dependent problem, which could alone account for the huge amount of literature pertaining to the field. In fact, even within applications many different algorithms are often used in order to satisfy all of the segmentation requirements. In our experience it has also proved helpful to perform the nuclear segmentation in two stages; first we segment the cytoplasm from the background, second we segment the nucleus from the cytoplasm. The tasks of segmenting cytoplasm from background and nucleus from cytoplasm are quite different, so we will treat them separately in this paper.
Both of these steps have traditionally been performed by the use of thresholding or edge detection.38 If fact, many authors have attempted to push the capabilities of these two techniques by incorporating many heuristic steps into their algorithms, when perhaps the search for a different technique would have yielded better results. A good summary of the many methods tried to date can be found in the theses of MacAulay32 and McKenna.39 Typical success rates reported have been of the order of 80% on a few hundred samples for both cytoplasm and nucleus segmentation. (Note: better results have been achieved only with special stains.)
We are investigating the so-called malignancy associated changes (MA Cs) approach to the detection of early cancer or pre-cancerous lesions.4° An advantage of this approach is that we only need to image, segment, and measure a small proportion of the total number of cells of the slide. A minimum number of 500 cells but more typically 1,000-2,000 cells, has been suggested in the literature.4° Therefore we seek to identify and segment only single, free-lying cells within the scene. We can afford to discard incorrectly imaged or segmented cells from the analysis, but how do we detect that this has happened? Our approach is to construct a measure of the segmentation performance in each case. This work is presented in detail in section 4.
There are several new slide preparation systems available commercially which will spread the cells into a sparse thin or mono-layer on the slide.4' These preparations have the advantage that a greater percentage of the cells will be free-lying but the disadvantage that there are fewer cells present. Our segmentation system works on these newer preparations as well as conventional smears.
To locate free-lying cells we first segment the cell cytoplasm from the background. We use a novel algroithm for this purpose which will be described in section 2. The cell nucleus is then found within the cytoplasm as outlined in section 3.
Following the section on performance measurement and robustness (section 4), the results of tests on real datasets are presented in section 5 and performance results presented. The paper ends with a summary and conclusion in section 6.
Ensuring the accuracy and robustness of the final segmentations is of prime importance for later feature extraction stages42 and this is the primary emphasis in our work reported here. However, it should also be noted that the comparison of this work to other techniques in the literature is still quite valid as the problems detailed above, associated with the raw input images, stifi exist in our case. We have the advantage of being able to discard incorrectly segmented objects but the added burden of having to detect when these segmentation failures occur. 36 
CYTOPLASM SEGMENTATION -METHOD
We consider the segmentation of the cytoplasm to be the first step in locating the nucleus. Unfortunately, cytological images present difficult segmentation problems such as overlapping cells, clumped groups (sometimes several cells in depth), out of focus cell boundaries and edges that fade into the background.3' Traditionally, cell segmentation is performed by the use of thresholding or edge detection.38 However, thresholding tends to cause voids in the resulting image that must be filled by some means as a post-processing step and edge detectors tend to produce incomplete boundaries and amplify image noise.
The method we have adopted435 fits within the multi-resolution framework proposed by Wilson and Spann.46'47 The Wilson and Spann approach consists of the following three stages: quadtree smoothing, lowest level classification, and boundary re-estimation. The idea is that many segmentation (ie. pixel classification) problems become easier at a reduced image resolution. Then, the good segmentation at the reduced resolution can be used at higher resolutions as the boundary is re-estimated at each increase in resolution back to the original. The efficient handling of the image at various resolutions is handled in a quadtree data structure.
Quadtree Smoothing
The quadtree approach is a multi-resolution data structure for handling images at many resolutions simultaneously. 48 Each block of four pixels (hence the name "quadtree") in the original image is assigned to a parent node which is then assigned a value equal to the average of its children, effectively smoothing the image. These parent nodes are recursively subjected to the same procedure, each new set of nodes forming a smaller image as shown in figure 2 . This procedure is equivalent to viewing the image at a series of lower magnifications (figure 3). The quadtree has the effect of smoothing the image so that small background artifacts, such as blood cells in this case, become less significant relative to the objects of interest. We choose a resolution where the pixel classification ( see next section) can be performed with the highest accuracy. In our case this level is related to the characteristic sizes of free-lying intermediate cells. Wilson & Spann have a discussion of how to choose an appropriate level of smoothing.46 This discussion assumes a statistical pixel classification scheme, whereas we use a different method outlined in the next section. Therefore, we have used trial and error on many training images to find a suitable resolution.
The major advantages for using the quadtree structure are that it is inherently fast, it ensures closed contours, and requires little post-or pre-processing. While the basic structure and methodology used by Wilson and Spann is good, when applied to cytological images it has two major failings.
• No spatial information is used for the Lowest Level Classification
• Boundary re-estimation is based on regions having uniform statistical properties.
We have modified the classification and boundary re-estimation phases of the basic algorithm as follows. 
Lowest Level Classification
First the quadtree containing the various representations of the image needs to be computed. Then, at the lowest resolution, an initial classification of each pixel as 'cell' or 'background' is performed.
The general algorithm suggested by Wilson and Spaun calls for this step to be performed using a global histogram clustering algorithm known as "Local Centroid Clustering" (LCC). While the algorithm performs adequately in general applications, we have found its inability to incorporate any spatial information means it has a significant risk of incorrect classification.
Our algorithm, which we call "water-immersion" works in much the same way as a concave object such as a bucket develops an air pocket when immersed in water. At this stage, the smoothed image is viewed as a threedimensional surface, where gray level corresponds to elevation. This visualisation is often used in mathematical morphology where one can think of the image as a landscape to be modified.49 For our purposes, dark pixels represent areas of high ground and light pixels represent areas of low ground. Then, in order to take best advantage of the a priori information contained in an image comprising of cells, it was important to realise that in a cell image the greyscale surface consists of only hills and not valleys. Although the image may contain a varying background intensity with a number of artifact, at no stage are the objects of interest lighter than the background.
The algorithm simply simulates air being trapped under the local maxima of an immersed surface. The base of these air pockets represent the boundaries of the various regions. This principle is shown in Figure 4 .
Note, this method should not be confused with the commonly known "watershed" method which is also used for segmentation.5° To find edges the watershed must be performed on the gradient image, whereas our method works on the intensity image; our method does not find the watersheds of a surface rather it detects the boundaries of regional maxima. In fact we have found the water immersion method to be superior to the watershed for our particular application due to the weak edge gradients which are a characteristic of these images. Figure 5 shows the object boundaries (at the lowest level of resolution) as found by the water immersion algorithm.
Occasionally, it is possible that small areas in the background may also develop pockets of air due to a residual unevenness in the surface. These are discarded by simple post-processing operations, which discriminate on the basis of area. The method inherently ensures closed contours and therefore greatly facilitates the following boundary re-estimation stage.
Boundary Re-estimation
At this stage, each pixel at the lowest magnification has been assigned to a particular class (object or background) and has been given that classification based on the water immersion algorithm. Any pixel that has a nearest neighbour 39 (8-connectivity) in a different region is then classified as a boundary pixel. The classification is then propagated back down the tree. This means that only pixels whose parents were boundary pixels need to be reclassified at the lower levels. This is done by performing a re-immersion upon these pixels in order to re-define the border at the next level of the quadtree. Figure 6 shows the final segmented image after boundary re-estimation.
:' !*i Notice that despite the two areas in the top right of the image being treated as one by the initial marker, they become separated during the re-estimation. This shows how the immersion algorithm overcomes one of the problems of the use of quadtrees. Because the quadtree reduces the size of the image by averaging pixels together, regions of close proximity will often become merged. If these regions are preserved during the remaining processes, an undersegmentation will result. However, because each level is re-immersed here, merged regions become split and correct segmentation results.
Cytoplasm Segmentation -Summary
Tests upon many captured images have shown that a fast and accurate segmentation of cells is achieved by this method. Although the iterative technique of water immersion is fairly slow, this does not present a serious problem as only a small number of pixels are operated upon at the top level of the quadtree and during the boundary reestimation. The use of the immersion method to re-estimate the border has several advantages over other schemes tested. Faster methods, such as Lloyd-Max quantisation,5' can result in noisy edges from the choice of imperfect thresholds. Additional processing is required in this case in order to estimate where the true boundary lies through these noisy areas. Water immersion, however, has the property of finding a continuous edge and any 'islands' formed outside of the main object body can simply be discarded.
Once the cytoplasm of cells have been found in a scene, the analysis can become "object-oriented". For each free lying cell, we search for, and segment out the nucleus. An entirely different segmentation method is required, as described in the following section.
NUCLEUS SEGMENTATION -METHOD 3.1. Background and Previous Work
The segmentation of the nucleus from cytoplasm is a deceptively difficult problem. Often the images appear trivial to segment and indeed the most basic global thresholding technique will produce good results in some examples, but the Pap smear screening application requires high degrees of accuracy over extremely large data sets and this is a much more difficult problem.
A collection of algorithms for this segmentation task has been implemented and evaluated by MacAulay32 and a remarkable 98.3% success rate was reported on a data set of 4700 images. However, those images were obtained using a special sample preparation technique which included the use of Feulgen-Thionin and Orange(II) stains. These stains enhance the contrast of the cytoplasm to background and of the nucleus to cytoplasm, greatly simplifying the segmentation process. Unfortunately, the stain used in the Paparncolaou slide preparation process, which has been the accepted method for cervical cancer screening for many years now, does not have such attractive features. As the cytoplasm is also stained, the nucleus-cytoplasm contrast is greatly affected. Weak image gradients along the nuclear border and artifacts in the cytoplasm add to the difficulty of segmentation. More recently, McKenna39 reported an 89% rate of 'acceptable' segmentations on a dataset of 821 Pap stained nuclei images, where acceptable was defined as a maximum perceived delineation error of 5% of the nuclear area. In this study, every cell segmentation was visually inspected and any perceived delineation error resulted in the classification of the segmentation as 'unacceptable'5.
These previous studies have mostly relied upon the traditional methods of cell segmentation: thresholding, and edge detection with post-processing, although some authors have concocted interesting algorithms for the task.28 '52 Mathematical morphology (MM) has been applied to the problem, but results have not been encouraging. Meyer has proposed MM based methods to classify a sample of cell nuclei,37 however the accuracy of the resulting border delineation was not examined. Lee et al used MM for small object rejection and hole filling on a binary image of the cervical smear scene,53 without explaining the important step of how the binary image was initially obtained. In the following pages, we will outline a method which does succeed on this image ( figure 7(c) ). The use of active contours (snakes) seems ideally suited to this application due to their interpolative capability over areas of ill-defined gradient. Also, their inherent smoothness seems to be appropriate for the delineation of the boundaries of these images as the original subjects contain no sharp corners. However, the problems of initialisation and parameterisation associated with the conventional model are well known55 ( figure 7(b) ). Many modifications to the original work have been proposed (see Menet, Saint-Marc & Medioni56 and more recently Gunn57 for an ldeaily we would like to compare the algorithms output with ground truth (i.e., the "true" edge of the nudeus) rather than that which is obtained by visual inspection. Unfortunately there appears to be no way other than visual inspection to delineate the nucleus.
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(a) (b) overview) in order to address these two issues for particular applications. To overcome some of these difficulties with traditional active contours, Gunn and Nixon58 introduced a dual active contour method which improved upon the problem of initialisation. Their approach is to use inner and outer contours which are required to lie within and outside the object of interest respectively, as opposed to near the final solution. A driving force pushes the contours towards each other which enables each contour to overcome local minima in the image. The process is halted when both contours meet.
Although this approach simplifies the initialisation, it still requires the setting of three parameters and cannot guarantee a globally minimum energy contour within the space bounded by the initial inner and outer contours. Thus the method was found to be unsuitable for this application. Fortunately, since the search space is bounded by the initial positions of the inner and outer contours, the contour with global minimum energy can be determined efficiently by representing the search space as a treffis and then using the Viterbi algorithm (dynamic programming) to find the closed path with minimum cost. In this study, we focus on this global search method57 which was tested upon a large set of nuclei images in order to evaluate its performance. An example of the results of this method is given in figure 7(c) .
The block diagram of the proposed nucleus segmentation method, which has been previously published,59 is shown in figure 8 .
Each of the blocks shall be expanded in the following sections.
Approximate Initial Segmentation
A point within the nucleus is required for the initialisation of the active contour stage. This is a much simpler task compared to the task of the accurate delineation of the nuclear boundary and a variety of techniques have proved useful. As the nuclei are darker overall than the surrounding cytoplasm, the converging squares algorithm60 has shown most promise for the fast location of the darkest point within the darkest area of the image. Simple thresholding methods38 with minimal post-processing are also successful in locating a point within the nucleus upon which the centres of the contours may be placed.
Global Minimum Searching Active Contour
The use of active contours in bio-medical applications is well established and global minimum searching methods have been found to be particularly useful in the presence of the many artifacts usually associated with these images.6163 This section wifi present an overview of the active contour method suggested by Gunn57 which will be followed by the specifics of its implementation for this application.
A region of interest is first identified within the image (figure 9). The shape, size and location of this region is influenced by the high-level knowledge of the required image object(s) and sets up the image domain, or search space, of the active contour. The task then is to consider every possible closed contour that circumnavigates this search space, bounded by the inner and outer contours. In order to give an upper limit to the number of possible contour configurations, the search space is sampled by discretising the bounding contours and a number of lines joining them. Each contour that lies upon the points of the search space is then considered and an associated cost is calculated which represents a balance of its smoothness, how much it lies upon pixels with high image gradient or some other function depending upon the application. The single contour of least cost at the completion of the algorithm becomes the chosen solution. This approach to image segmentation could be seen as a hybrid of two of Zhu's broad classifications64 and combines the advantages of the snake/balloon methods, with their simple incorporation 42 Figure 8. Block diagram of the proposed nucleus segmentation method.
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of high-level knowledge, and the global minimum energy searching methods with their robustness in the presence of noise and many local minima.
Construction of the Search Space
With the knowledge that the nuclei are generally elliptical with unknown orientation, the contours that bound the search space can be delineated in the simplest case by two concentric circles, as in figure 10(a) , each discretised into a set of N points. The radu of the inner and outer contours are initially set to the known values of the minimum and maximum nuclear size at the chosen microscope resolution. The lines joining each corresponding point on the inner and outer contours are then discretised into M points. A discrete search space of NxM points is therefore created (figures l0(b),(c) ).
Initialisation Correction
The images are initially approximately segmented in order to locate the inner and outer contours completely within and outside of the nucleus. In order to ensure that the contours do not cross the nucleus border, which would effectively place at least some of the desired edge outside of the search space, an initialisation correction technique has been implemented that yields a correct initialisation for every case.
This method is shown in figure 11 and consists of the following steps:
1. Find a point within the nucleus by one of the above techniques. 2. Locate the centres of the inner and outer contours upon the found point. 3. Run the active contour segmentation algorithm.
4. Evaluate the centroid of the delineated area.
5. Re-locate the centres of the inner and outer contours upon the new point.
6. Repeat steps (3) to (5) until there is no further change in the delineated area.
It is found that even in the extreme cases where the contours are centred upon the edge of the nucleus, the method is always successful in re-locating them to near the centroid of the nucleus.
Contour evaluation
It is necessary to consider all possible contours lying within the search space in order to find the solution which miniinises some cost function. By conceptually unwrapping the search space at some point, it is possible to view the problem as an open contour search with a definite start and end point (figure 12). Figure 12 . Unwrapping of the search space to a treffis.
The search space then becomes a treffis upon which one can perform the extremely efficient Viterbi algorithm65 to find the path of least cost ( Figure 13 ). The algorithm is a special case of forward dynamic programming and uses the principle of optimality which states that if the optimal path in some sense from point A to point C passes through point B, then that segment of the path from point B to point C is also the optimal path from point B to point C. Thus, for each node in the treffis, only the single best path to that node need be retained, limiting the number of retained paths at any time instant to the number of nodes in the trellis at that time -that is N, rather than MNas in the exhaustive search. The problem is divided into stages and at each stage (a column in the treffis) the cost is calculated for each path to the following stage by:
(1) (2) and Eext(Vj) is the gradient at v1 . The regularisation parameter, A E [0, 1], balances the smoothing effect of the internal energy, with the effect of the image energy, Eezt. A low value of A will simply cause the points of greatest gradient to be chosen along each radius. However, these points are often found to be inside the nucleus; an effect caused by the very darkly stained chromatin. A high value of A will cause the algorithm to essentially ignore the gradient information and the resulting contour will form the smoothest shape allowed by the search space -a circle. The value of A is therefore chosen to lie between these two extrema, the exact value of which depends upon the nature of the image feature being segmented. As the curvature term requires three points for calculation, the cost equation becomes a function of v1 and v1 with ti fixed as the node producing the path of least cost from the previous stage. When the final stage is reached, the node which has the minimum cost is retained and the path travelled from this node to the starting node is retraced, producing the minimum cost contour.
This method finds the minimal open contour through the search space with no constraints on the start and end points. While the start and end points may not lie on the global minimum closed contour, the middle of the open contour should be very close to the final position. For this reason, Gunn suggests choosing two points in the middle of the resulting first contour as the start and end points for a second search instead of exhaustively evaluating the minimum cost for all M2 combinations of the end points. The efficacy of this shortcut is demonstrated by Gunn's original results and those presented here. Initial results showed a susceptibility to weak gradients along the nuclear border. In these cases, the curvature term takes excessive control over the shape of the contour and often results in the final solution lying within the nucleus. This problem is overcome with the addition of a directional gradient, orientated perpendicularly to the radii of the search space ( figure 14(a),(b) ).
(c) (d) Figure 14 . Effect of directional gradient information. (a) Without gradient direction, the weak nuclear border is missed (b) By orientating the gradient operator perpendicular to the search space radii, correct segmentation results (c) The gradient of the close, dark artifact is greater than that of the nucleus border (d) By including directional information, the dark artifact becomes repulsive, rather than attractive.
This also solved the problem of contour inaccuracies when artifacts lie close to the nucleus. Without directional information, very dark objects could draw the contour towards themselves due to their stronger gradient ( figure 14(c) ). However, if the gradient is calculated along each radius in the direction towards the centre of the nucleus, only the light to dark pixel transitions attract the contour, enabling the contour to ignore dark to light transitions ( figure 14(d) ). The regularisation parameter, A, was set to 0.8 after examining segmentation performance against A for a small subset of images.
SEGMENTATION INTERPRETATION
A method to automatically machine interpret the output of the segmentation stage has been developed which achieves a further increment upon the segmentation accuracy. This method is more fully described elsewhere66 but the fundamental ideas are given here. These images usually contain artifacts near or on the nuclear boundaries that make the 'true' border hard to find. Another example of A sensitivity is shown in figure 17 .
In this case, the nucleus has been folded or has been distorted in some way and contains a sharp corner. The examples in figures 15, 16 and 17 show that no single value of A is capable of accurately segmenting all of the images. They do, however, indicate that different examples have a varying 'sensitivity' to A. Simple images result in a contour which remains fairly stable over wide ranges of A (figure 15) whereas harder images cause the contour to move or switch with A (figures 16&17). Therefore, if a measure of an image's stability with varying A could be gleaned, then a method exists for subsequent stages to only choose 'easy' images to segment. In this application, the pruning of the data in order to enhance the sample has no effect upon the final classification. This idea naturaily has similarities with previous methods that have used a number of different segmentation algorithms upon one image. A choice is then made whether to accept or reject the segmentation depending on how well they all agree on the solution.28'67 However, the advantage here is in the use of the exact same framework and initialisation for each run, with simple With A set at 0.0, the smoothness constraint is completely ignored and the point of greatest gradient is chosen along each search space radius. Figure 18 shows that for 65.65% of images, all the points of greatest gradient actually lie upon the nucleus/cytoplasm border ( figure 19(a) ). For the remaining 34.35% of images, a large gradient due to an artifact or darkly stained chromatin will draw the contour away from the true border (figures 19(b),(c)).
As A is increased, the large curvatures present in figure 19 (b) and (c) increase the energy of these contour configurations and they therefore become less probable. Figure 20 Between A = 0.3 and 0.8, the curve in figure 18 flattens out with high success rates. The plateau is remarkable broad, demonstrating that the method is well-suited to this application. As A increases beyond 0.8, some sharper nuclear borders become discriminated against ( figure 21) . However, the rare occurrence of this type of nuclear feature is reflected in the small drop in success rate to 94.3% It was observed from the data that the performance was monotonically increasing for 0 <A <0.8 with the solutions for A1 being a strict subset of solutions for A2, where A1 < A2. Although this was true for the 772 images tested, it could not be assumed true for every image. However, it was proposed that any image not satisfying this condition would be a sufficiently rare event. Therefore, by segmenting any image at a highly probable value of A for success, say 0.7 (middle of the plateau) and again at 0.0, a similarity between the resulting contours would indicate a high level of stability ( figure 15) . This image could then be classified a level 0 image, or a 'very easy' image to segment. Lack of similarity could lead to a second run at A = 0.1 and another comparison made with the first contour at A 0.7. Similarity would lead to a classification of level 1 and so on until either the risk of including an image which fails at all attempts is too high, or A = 0.6 is reached.
Contour comparison
As the contours to be compared were the result of the same algorithm and indeed the same search space in the image, the comparison between the two contours was trivial. The distance between each chosen point on each of the search space radii for each contour was calculated and the maximum absolute deviation (MAD) returned. For the subset of 772 images, the minimum MAD was evaluated for the transition between a good segmentation and a bad segmentation as was varied. This resulted in the threshold of 2.3 pixels to be set. Any two contours whose MAD was greater than this threshold was deemed as 'not similar'.
RESULTS

Segmentation
The Viterbi search based dual active contour algorithm was run upon a database of 20, 130 images of Papanicolaou stained cervical cell nuclei to evaluate the accuracy and speed of the method. The search space was constructed with two concentric circles, each discretised into N = 32 points, with the lines joining corresponding points on each ring being discretised into M = 30 points each. All of the images were then segmented and subsequentially verified by eye. Of the 20, 130 images, 99.64% were found to be correctly segmented. A sample of the segmentation results is shown in figure 22 .
Of the few failures, the majority (44) were caused by the nucleus lying next to the cytoplasm-background boundary where there was a very large gradient (compared to the nucleus-cytoplasm boundary). An example of this type of failure is shown in figure 23 .
Of the others, twenty-six failures could be corrected by changing the value of the regularisation parameter slightly and only three were found to fail at all attempts -caused by the incorrect setting of microscope focus and illumination. Note that in some cases the problem cells are also difficult for humans to segment since there are two seemingly valid segmentations as shown in figure 24.
Error checking
A test set of 18,718 images was graded between a level 0 and 6 using the method described above. The percentage of the total number of images included in each level was calculated and the number of the known failures in each level noted. The results are summarised in table 1. From the table, it can be seen that by grading the images it is possible to achieve a 100% accuracy by choosing level 0. In this case approximately half of the images would, however, be discarded. By increasing the acceptance level to one, 73.12% of the images would be accepted still with 100% accuracy.
SUMMARY AND CONCLUSION
We have proposed a set of methods and algorithms for the problem of cytoplasm and then nucleus extraction in images of free standing Pap stained cervical cells. The cytoplasm segmentation stage used a multi-resolution (quadtree) approach following the schema of Wilson & Spann. The low level classification stage uses a "water immersion" algorithm which is then followed by an edge relocation step. The nucleus is segmented from within the cytoplasm using an active contour based method, where the best contour is found by a global minimisation method using a Viterbi algorithm.
The method has shown immunity to artifacts, noise and choice of initialisation, as well as being relatively fast (approximately one second per 128 x 128 image on a multi-user DEC Alpha 255 system running at 233MHz). The time constraint upon this stage is severe in an automated screening system. Therefore one advantage of this algorithm is that the computational core is based upon the well established Viterbi method, for which dedicated hardware has been developed. Note also that the task of segmenting large numbers of images is trivially parallelisable through sharing the cell images between processors.
The choice of the discretisation parameters, N and M is simply a trade off between speed in the Viterbi search versus discretisation of the search space. Instead of using large values of N and M to reduce discretisation, it is probably more efficient to follow the Viterbi treffis minimisation by an evolutionary snake optimisation stage on the interpolated continuous image domain where sub-pixel accuracy is possible.57 As this final step would have an excellent initialisation, which has been shown to always lie near the final desired solution, it is believed that the precision of boundary location of this algorithm for cell segmentation can be further increased.
Two classes of failure have been recognised. The presence of a very large image gradient, near the nuclear border, caused the contour to 'latch' upon this area. However, this only occurred when a cytoplasm-background boundary was present in the image. This problem is easiest to solve in the previous low-magnification cell location stage. At the low magnification stage, the location of the cytoplasm-background border is known and can therefore be prevented from appearing in the nucleus images presented to the active contour algorithm. The second class of failure was due to the inappropriate choice of the regularisation parameter, .A, which was found to either cause the contour to bend excessively and surround artifacts lying on the nuclear border, or to resist sharp corners in distorted or folded (a) (b)
nuclei. Although these images represent a very small percentage of the total population, they have the potential to contaminate the sample of nuclei from a slide for classification. A method to automatically machine interpret the output of the segmentation stage has been described which achieves a further increment upon the segmentation accuracy by a method of grading the images under 'ease of segmentation'. Naturally the reported 100% accuracy rates cannot be expected to be maintained in practice, however it is expected that only a very few incorrect segmentations would be missed. This is because an accepted image is required to be very stable over a large range of A values. As problem segmentations are mainly caused by artifacts distorting the contour away from the nucleus border, they often lie in areas of high image energy which makes them unstable.
Future work includes embedding the algorithms into the specialised hardware to make a complete system. At this time, issues of timing wifi become more important and will need to be addressed. Also the ability to process whole slides at a real-time rate provide millions, not just thousands, of cells to be segmented. This larger dataset will possibly highlight new failure modes which need to be addressed by the algorithm. However, we are confident that the proposed algorithms have the desired fiexibifity to cope with this challenge.
