Performance Analysis of an Electromagnetically Coupled Piezoelectric Energy Scavenger by Pasharavesh, Abdolreza et al.
energies
Article
Performance Analysis of an Electromagnetically
Coupled Piezoelectric Energy Scavenger
Abdolreza Pasharavesh 1,2 , Reza Moheimani 1 and Hamid Dalir 2,*
1 School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907, USA;
pasharavesh@gmail.com (A.P.); rezam@purdue.edu (R.M.)
2 Department of Mechanical and Energy Engineering, Purdue School of Engineering and Technology, IUPUI,
Indianapolis, IN 46202, USA
* Correspondence: hdalir@purdue.edu
Received: 10 January 2020; Accepted: 12 February 2020; Published: 14 February 2020


Abstract: The deliberate introduction of nonlinearities is widely used as an effective technique
for the bandwidth broadening of conventional linear energy harvesting devices. This approach
not only results in a more uniform behavior of the output power within a wider frequency band
through bending the resonance response, but also contributes to energy harvesting from low-frequency
excitations by activation of superharmonic resonances. This article investigates the nonlinear dynamics
of a monostable piezoelectric harvester under a self-powered electromagnetic actuation. To this end,
the governing nonlinear partial differential equations of the proposed harvester are order-reduced and
solved by means of the perturbation method of multiple scales. The results indicate that, according to
the excitation amplitude and load resistance, different responses can be distinguished at the primary
resonance. The system behavior may involve the traditional bending of response curves, Hopf
bifurcations, and instability regions. Furthermore, an order-two superharmonic resonance is observed,
which is activated at lower excitations in comparison to order-three conventional resonances of the
Duffing-type resonator. This secondary resonance makes it possible to extract considerable amounts
of power at fractions of natural frequency, which is very beneficial in micro-electro-mechanical
systems (MEMS)-based harvesters with generally high resonance frequencies. The extracted power in
both primary and superharmonic resonances are analytically calculated, then verified by a numerical
solution where a good agreement is observed between the results.
Keywords: PowerMEMS; micro power generation; nonlinear vibrations; piezoelectric unimorph;
electromagnetic actuation
1. Introduction
Recent major progress has been made in Micro-Electro-Mechanical Systems (MEMS) technology,
which has led to the development of various sensors and actuators on the one hand, and a vast
reduction in the size and power consumption of Complementary Metal-Oxide-Semiconductor (CMOS)
circuitry on the other hand, leading to the idea of developing small-scale harvesters to provide the
required energy of intelligent systems and supersede former heavy batteries with a limited lifetime.
Utilization of these harvesters in combination with conventional systems leads to energy autonomous
devices with the capability of self-energy generation. These autonomous devices can be exploited
in many applications, such as Wireless Sensor Networks (WSNs) [1], Implantable Medical Devices
(IMDs) [2], and active Radio Frequency Identification systems (active-RFIDs) [3].
Among the various sources of environmental energy, such as thermal, electromagnetic and
solar energies, the kinetic energy stored in mechanical vibrations has been shown to be a promising
candidate for energy harvesting, considering the two important factors of availability and efficiency [4].
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Vibrational energy harvesters consist of an either linear or nonlinear mechanical resonator composed
of a mechanical spring as their main part, along with some lumped or distributed mass and an energy
conversion mechanism which damps the mechanical vibration and transduces the energy to the
electrical domain. Some energy harvesters exploit the electrostatic force between opposite charges
to the convert kinetic type energy to an electrical type one, stored in an electrical field [5]. This
occurs while the others employ Lorentz force to induce a voltage based on Faraday’s law in a winding
coil and convert the mechanical energy to an electrical one through the generation of time-varying
electromagnetic fields [6]. However, the most prevalent method for energy conversion on a small
scale is using electroelastic and smart materials. Piezoelectric [7,8] and triboelectric [9,10] materials
are among these types of materials, whose application in energy harvesting is widely studied by the
researchers in this area. The straightforward fabrication in a small scale, along with considerable
amounts of harvested power, are the main advantages of using these materials in kinetic energy
harvesters. Small-scale harvesters generally employ lumped masses connected to a mechanical beam
to realize the mechanical resonator. Employed beams are used in cantilevered or doubly clamped
boundary conditions. In electromagnetic and electrostatic harvesters, the beam plays the role of a spring,
which suspends an electro or permanent magnet [11] or the electrodes of a capacitor [12], respectively.
In other words, in a piezoelectric harvester the beam also performs as a base for the piezoelectric
material, generating tension and compression in the piezoelectric material when bended [13].
While in a linear harvester the efficiency of the device can be enhanced by limiting the mechanical
damping effects and increasing the quality factor of the system, these high efficiency harvesters usually
have very narrow bandwidths, which restricts their deployment in real applications [14–18]. Several
bandwidth broadening strategies have been adopted to circumvent this so-called “gain-bandwidth
dilemma” [19], and employing nonlinear effects is one of them. Adding nonlinearities to a resonant
harvester can lead to bandwidth improvement in response to single-harmonic excitations as a result of
bending of the frequency response curves [20–24]. Additionally, when subjected to random excitations,
a bi-stable nonlinear harvester can generate considerable amounts of power through the activation of
noise-assisted jumps between its energy wells [25–27]. The nonlinear responses of a resonant harvester,
due to the connection to nonlinear circuits of energy harvesting [28] and the nonlinear behavior of the
piezoelectric material [29], have been investigated previously. The effect of geometric nonlinearities
due to mid-plane stretching, nonlinear curvature, and nonlinear inertia in energy harvesting beams
with doubly clamped [30] and cantilevered [31] configurations have also been studied.
The nonlinear behavior of piezoelectric harvesters may arise from geometrical nonlinearities, the
nonlinear response of the piezoelectric ceramics, or coupling with nonlinear energy harvesting circuits.
It has been shown that the behavior of a harvester under the effect of any type of these nonlinearities
may be modeled using a Duffing-type governing equation [32–34]. It should be noted that a Duffing
oscillator used as an energy scavenger suffers from a major drawback due to the coexistence of low-
and high-energy stable equilibria, making its wideband operation dependent on the trajectory of the
excitation [21]. As a result, the enhancement of the useful bandwidth only occurs in the case that the
response converges to the high-energy output of the system [35]. Due to this fact, several previous
research projects have been carried out on possible procedures forcing the harvester output to lie on
the high-energy branch of the frequency response curve [36–39].
In addition to naturally occurring materials possessing piezoelectric properties, artificial materials
such as metamaterials have been vastly used in energy harvesters in recent years. Metamaterials
are artificial materials engineered to have properties that do not exist in nature. These properties
arise from the structure and not the composition of the material itself, and have led to the evolution
of a new generation of micro-scale devices [40,41]. The application of these types of materials in
energy harvesting from electromagnetic Radio Frequency (RF) waves has been investigated by many
researchers in this area [42,43].
As evidenced by the literature, all of the above-mentioned sources of nonlinearity lead to third
order nonlinear effects. As a result, while they are able to extract energy from the third harmonic of
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excitation through the activation of a superharmonic resonance, they remain ineffective when used in
environments in which the second harmonic of the excitation dominates. In this paper, the nonlinear
behavior of a piezoelectric harvester composed of a cantilevered unimorph beam with an attached tip
magnet under an electromagnetic force at both primary- and second-order superharmonic resonances
is investigated. Nonlinear, electromechanically coupled, partial differential equations of the system are
presented and order-reduced by means of Galerkin’s method. For excitations in the neighborhood of the
first-mode resonance frequency, the governing equations are solved by implementing the perturbation
method of multiple scales. The system response and harvested power are analyzed in both primary
and superharmonic resonances.
2. Harvester Model and Governing Equations
A micro harvester composed of a cantilevered silicon microbeam of length L, width W and
thickness hB is shown in Figure 1. The beam is covered with a surface-bounded layer of piezoelectric
material of thickness hP. ρB, ρP and EB are mass densities of the base and piezoelectric materials and
effective Young’s modulus of the base material, respectively. The material tensors of the piezoelectric
layer, including elastic, piezoelectric and dielectric tensors, are represented by c, e and ε, respectively.
A coordinate system xyz connected to the beam’s clamped end is chosen so that the x and y axes are
along the length and thickness of the beam, respectively. A permanent magnet of mass M is attached
to the free end of the beam with its magnetic axis oriented along the z-direction. As shown in the
figure, an electromagnet is placed near this magnet in such a way that it will exert a magnetic force
Fmag in the yz plane on the vibrating beam. Base vibration is represented by d(t), which denotes the
displacement of the clamped end in y direction. The effect of this displacement will be taken into
account by a fictitious force proportional to the acceleration
..
d(t).
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Figure 1. Schematic view of the micro-electro-mechanical systems (MEMS)-based piezoelectric
unimorph harvester.
As shown in Figure 2, energy extraction is performed by the placement of two electrodes, which
are very thin layers of conductive material on the both sides of the piezoelectric layer. The effect of the
electrodes’ stiffness is negligible on the mechanical properties of the system. The potential difference
between these electrodes is shown by V in the figure, which is actually the output voltage of the
harvester. P in this figure denotes the initial polarization vector of the ferroelectric-type piezoelectric
ceramic, and shows that the piezoelectric layer is initially polarized along the thickness. This voltage is
applied to two circuits. The first one is an amplifier circuit supplying the electromagnet, which may
contain a simple step-up transformer or an op-amp. The second circuit is a switching-type AC–DC
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converter which supplies the target load, which may be a sensor node—for example, in wireless
sensor network (WSN) applications. The total effective input impedance of these two circuits, which is
observed by the harvester, will be substituted by a pure resistance R in the calculations.
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Figure 2. Electrode connections.
To increase the total area of the piezoelectric layer and consequently enhance the amount of
harvested power, wide beams are normally used in the structure of these types of harvesters. Therefore,
the polar moment of inertia of the beam cross-section is much higher than its area moment of inertia,
and consequently the effect of torsion may be neglected in comparison to the bending effect within a
deformation study. According to this fact, only the y-component of the magnetic force, which leads to
lateral bending of the structure, will be considered in the present study. Due to the assumed symmetry,
the y-component of the magnetic force has to be an odd function of the beam deflection at its free end
and, therefore, one can write
Fmagy = −V
∑
i=0
biη2i+1
 (1)
where η denotes the displacement of the beam free end in y direction, and the coefficients bi depend
on the characteristics of the amplifier circuit, the coil used in the electromagnet, and the permanent
magnet attached to the beam.
An equivalent circuit model of the electromechanically coupled piezoelectric generator presented
in Figures 1 and 2 is shown in Figure 3. As can be seen in the figure, the nonlinear impedance in
the left-hand side of he circuit is composed of three terms, where the ones proportional to α1 and α4
represent the effect of nonlinear curvature and nonlinear inertia due to the larg ampli ude vibrati n
of th b am [31], and α3 represent the effect of a nonlinear magnetic force applied to the perma nt
agnet. Since the beam is assumed to be a wide one, its polar moment of inertia is much higher
than a bending one and, therefore, the torsion effect may be neglected. It should be noted that all the
nonlinear terms are brought into account up to the third order. According to this figure, the coupled
electromechanical equations governing the dynamics of the system can be written as meq
..
η+ ceq
.
η+ keqη = −α1η3 + α2V − α3ηV − α4
(
η
..
η+
.
η
2)
η+ K cos(Ωt)
V+ RCP
.
V = −Rα2 .η
(2)
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I t ci t f ll i ara eters,
µ =
ceq
meq
, ωE =
√
keq
meq
, Kˆ =
K
meq
, Rˆ = RCP, αˆi =
αi
meq
i = , , , , α5 =
α2
CP
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Equation (2) can be simplified as
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η+ω2Eη = −µ
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η
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3. Analytical Solution
3.1. Primary Resonance
In this section, the nonlinear system of governing equations of the harvester is solved by employing
the perturbations method of multiple scale. Similar to any other perturbative technique, this analysis
may be applied to nonlinear systems perturbed from a linear one by a small value. Therefore, the
displacements in the structure must remain within a short interval around the equilibrium position.
To this end, a small parameter ε is introduced and the vibration amplitude is supposed to be comparable
with this parameter. Furthermore, since the electromechanical coupling of piezoelectric structures is
normally weak, the coupling parameters α2 and α5 are assumed to be of order ε, too. In order that the
nonlinear term, due to electromagnetic actuation, is comparable with nonlinear terms due to the large
curvature of the beam, α3 is assumed to be of order ε−1. Therefore, one can let
η = εu α2 = εαˆ2 α3 = ε−1αˆ3 α5 = εαˆ5 (5)
Substituting the above equation into Equation (4b), it is found that V is O
(
ε2
)
, therefore, one can
introduce ξ as
V = ε2ξ (6)
By substitution of these relations into Equation (4), one obtains:
..
u+ω2Eu = −ε2µˆ
.
u− ε2α1u3 + ε2αˆ2ξ− εαˆ3uξ− ε2α4
(
u
..
u+
.
u2
)
u+ ε2k cos(Ωt)
ξ+ R
.
ξ = −Rαˆ5 .u
(7)
where the following assumptions are made to guarantee that damping and external forces appear in
the same order as the nonlinearity term [44]:
µ = ε2µˆ, K = ε3k (8)
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New independent variables, called time scales, may be introduced accordingly as
Tn = εnt f or n = 0, 1, 2, . . . (9)
Representing the operator denoting partial differentiation with respect to Tn by Dn (i.e., Dn = ∂∂Tn )
and using the chain rule of differentiation, one can write operators denoting first and second derivatives
with respect to t as an expansion of Dns and their multiplications as
d
dt =
dT0
dt
∂
∂T0
+ dT1dt
∂
∂T1
+ . . . = D0 + εD1 + . . .
d2
dt2 = D
2
0 + 2εD0D1 + ε
2
(
D21 + 2D0D2
)
+ . . .
(10)
The solution can be represented by expanding u and ξ as follows
u = u0(T0,T1, . . .) + εu1(T0,T1, . . .) + . . .
ξ = ξ0(T0,T1, . . .) + εξ1(T0,T1, . . .) + . . .
(11)
Since the excitation is O
(
ε2
)
, Ω −ωE should be O
(
ε2
)
for consistency. Therefore, introducing the
detuning parameter σ as
Ω = ωE + ε2σ (12)
Substituting Equations (11) and (12) into Equation (7), then equating terms of the same powers of
ε, the following sets of equations are obtained
ε0 :
{
D20u0 +ω
2
Eu0 = 0 (a)
ξ0 + RD0ξ0 = −Rαˆ5D0u0 (b) (13)
ε1 :
{
D20u1 +ω
2
Eu1 = −2D0D1u0 − αˆ3u0ξ0 (a)
ξ1 + RD0ξ1 = −R(D1ξ0 + αˆ5(D0u1 +D1u0)) (b) (14)
ε2 :

D20u2 +ω
2
Eu2 = −2D0D1u1 −
(
D21 + 2D0D2
)
u0 − µˆD0u0 − α1u03 + αˆ2ξ0 − αˆ3(u0ξ1 + u1ξ0)
−α4
(
u0D20u0 + (D0u0)
2
)
u0 + k cos(ωET0 + σT2) (a)
ξ2 + RD0ξ2 = −R((D2ξ0 +D1ξ1) + αˆ5(D0u2 +D1u1 +D2u0)) (b)
(15)
The solution of Equation (13) can be written as
u0 = A(T1,T2, . . .) exp(iωET0) +A(T1,T2, . . .) exp(−iωET0) (a)
ξ0 = − Rαˆ5iωE1+RiωEA(T1,T2, . . .) exp(iωET0) +
Rαˆ5iωE
1−RiωEA(T1,T2, . . .) exp(−iωET0) (b)
(16)
Substituting the above solution into Equation (14a), one obtains
D20u1 +ω
2
Eu1 = −2iωED1A exp(iωET0) +
Rαˆ3αˆ5iωE
1 + RiωE
(
A2 exp(2iωET0) +AA
)
+ cc (17)
where cc denotes the complex conjugate terms. The secular terms in Equation (17) will be eliminated if
D1A = 0 (18)
therefore
u1 =
Rαˆ3αˆ5i
(1 + RiωE)ωE
(
AA− A
2
3
exp(2iωET0)
)
+ cc (19)
Substituting Equations (16) and (19) into (14b), the solution is obtained as
ξ1 = − 2R
2αˆ3αˆ52
3(1 + RiωE)(1 + 2RiωE)
(
A2 exp(2iωET0)
)
+ cc (20)
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Substituting into Equation (15a), we have
D20u2 +ω
2
Eu2 =
 −2iωED2A−
(
µˆiωE +
Rαˆ2αˆ5iωE
1+RiωE
)
A+ 12k exp(iσT2)
+
(
2α4ωE2 − 3α1 + R
2αˆ3
2αˆ5
2(1+3RiωE−8R2ωE2)
3(1+R2ωE2)(1+RiωE)(1+2RiωE)
)
A2A
 exp(iωET0)
+cc+NST
(21)
where NST stands for non-secular terms with frequency 3ωE. Therefore, eliminating the secular terms
results in
−2iωED2A−
(
µˆiωE +
Rαˆ2αˆ5iωE
1+RiωE
)
A+ 12k exp(iσT2)+(
2α4ωE2 − 3α1 + R
2αˆ3
2αˆ5
2(1+3RiωE−8R2ωE2)
3(1+R2ωE2)(1+RiωE)(1+2RiωE)
)
A2A = 0
(22)
Representing A in polar form:
A =
1
2
a exp(iβ) (23)
Substituting into Equation (22), then separating real and imaginary parts, one obtains
a′ = − 12 µˆa− Rαˆ2αˆ52(1+R2ωE2)a+
1
2ωE
k sinγ+ Im
(
1+3RiωE−8R2ωE2
(1+RiωE)(1+2RiωE)
)
R2αˆ32αˆ52
24(1+R2ωE2)ωE
a3
aγ′ = σa− R2αˆ2αˆ5ωE2(1+R2ωE2)a+
1
2ωE
k cosγ+

2α4ωE2−3α1
8ωE
+
Re
(
1+3RiωE−8R2ωE2
(1+RiωE)(1+2RiωE)
)
R2αˆ32αˆ52
24(1+R2ωE2)ωE
a3 (24)
To transform the equations to an autonomous system, the following change of variable is used in
the above equation:
γ = σT2 − β (25)
The steady state solution of the dynamical system described in Equation (24), which can be found
by setting a′ = γ′ = 0, may involve an equilibrium fixed point
(
aE,γE
)
or a periodic solution due to a
limit cycle around a stationary point.
Equation (24) can be linearized around any of its equilibrium points. To do that, one can firstly
substitute a = aE + δa and γ = γE + δγ into Equation (24), then, using the fact that the right hand side
of Equation (24) vanishes at the equilibrium point and eliminating the terms of orders higher than one
of δa and δγ, the following state space equations are found: (δa)
′ =
(
µˆaE + Rαˆ2αˆ51+R2ωE2 a
E − 32ωE k sinγE
)
δa+
(
aE
2ωE
k cosγE
)
δγ
(δγ)′ =
(
−2σ+ R2αˆ2αˆ5ωE1+R2ωE2 −
3
2ωEaE
k cosγE
)
δa−
(
1
2ωE
k sinγE
)
δγ
(26)
According to the above equations, the linear stability of equilibrium points and location of
bifurcation points can be found through eigenvalues of the following Jacobian matrix
J(σ) =
 µˆaE +
Rαˆ2αˆ5
1+R2ωE2
aE − 32ωE k sinγE a
E
2ωE
k cosγE
−2σ+ R2αˆ2αˆ5ωE1+R2ωE2 −
3
2ωEaE
k cosγE − 12ωE k sinγE
 (27)
in which the equilibrium point of the system is shown by
(
aE,γE
)
.
Therefore, one can expand the steady state solution of Equation (24) as a Fourier series, as follows
a exp(−iγ) =
N∑
n=−N
cn exp(inωT2) (28)
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where ω is the angular frequency of the periodic solution. When the solution is a fixed point and no
limit cycle exists, the only nonzero coefficient in Equation (28) will be
c0 = aE exp
(
−iγE
)
(29)
The coefficient ci may be derived by performing a Fast Fourier Transform (FFT) on the temporal
solution of the dynamical system represented by Equation (24), found by a direct numerical integration.
Substituting Equations (28) and (25) into (23) gives
A =
1
2
N∑
n=−N
cn exp(i(σ+ nω)T2) (30)
Substituting the above equation into (16b), the output voltage of the harvester is obtained as
V =
εRα5ωE√
1 + R2ωE2
N∑
n=−N
|cn| cos
((
Ω+ ε2nω
)
t+ φ+ψn
)
(31)
where
φ = pi+ arctan
(
1
RωE
)
ψn = ∠cn
(32)
Averaging the simultaneous output power of the harvester over one period of vibration results in
the following average power:
P = lim
T→∞
1
T
T∫
0
V2
R
dt (33)
Substituting V from Equation (31) into the above equation, one obtains
P =
ε2Rα52ωE2
2(1 + R2ωE2)
N∑
n=−N
|cn|2 (34)
It should be noted that the above solution is valid while N < ε−2Ωω . In the summation of Equation
(31), harmonics with similar frequencies may occur as ε2nω goes beyond Ω and Equation (34), which
sums the power of all harmonics assuming they have different frequencies, will not be accurate
anymore. Fortunately, since a good convergence will be obtained by values of N far below this limit,
Equation (34) is applicable with a very good accuracy.
For the case in which no limit cycles are involved, Equations (31) and (34) are reduced to
V =
Rα5ωE√
1 + R2ωE2
(
εaE
)
cos
(
Ωt+ φ− γE
)
(35)
P =
Rα52ωE2
2(1 + R2ωE2)
(
εaE
)2
(36)
3.2. Superharmonic Resonance
In this section, we analyze the superharmonic resonance of the system generated by the
second-order nonlinearity. Because this resonance is activated at lower excitation levels in comparison
to conventional order-three superharmonic resonance of the Duffing-type nonlinear beam equation, it
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can more effectively contribute to energy generation. Assuming K = εk and µ = εµˆ, then substituting
together with (5) and (6) into (4), the governing equations will be of the following form:
..
u+ω2Eu = −εµˆ
.
u− ε2α1u3 + ε2αˆ2ξ− εαˆ3uξ− ε2α4
(
u
..
u+
.
u2
)
u+ k cos(Ωt)
ξ+ R
.
ξ = −Rαˆ5 .u
(37)
The equations of order ε0 and ε1 are
ε0 :
{
D20u0 +ω
2
Eu0 = k cos(ΩT0) (a)
ξ0 + RD0ξ0 = −Rαˆ5D0u0 (b) (38)
ε1 :
{
D20u1 +ω
2
Eu1 = −µˆD0u0 − 2D0D1u0 − αˆ3u0ξ0 (a)
ξ1 + RD0ξ1 = −R(D1ξ0 + αˆ5(D0u1 +D1u0)) (b) (39)
The solution of Equation (38) may be written as
u0 = A exp(iωET0) +Λ exp(iΩT0) + cc (a)
ξ0 =
−Rαˆ5iωE
1+RiωE
A exp(iωET0) +
−Rαˆ5iΩ
1+RiΩ Λ exp(iΩT0) + cc (b)
(40)
where
Λ =
k
2
(
ω2E −Ω2
) (41)
Substituting this solution into Equation (39a), one obtains
D20u1 +ω
2
Eu1 = −µˆ(iωEA exp(iωET0) + iΩΛ exp(iΩT0)) − 2iωED1A exp(iωET0)+
αˆ3
(
A2 exp(2iωET0) +AΛ exp(i(ωE +Ω)T0) +AA
+AΛ exp(i(ωE −Ω)T0)
)( Rαˆ5iωE
1+RiωE
)
+
αˆ3
(
AΛ exp(i(ωE +Ω)T0) +Λ2 exp(2iΩT0)
+AΛ exp(i(Ω −ωE)T0) +Λ2
)( Rαˆ5iΩ
1+RiΩ
)
+ cc
(42)
Assuming
2Ω = ωE + εσ (43)
the condition of secular terms elimination is
D1A+
1
2
µˆA− αˆ3Λ
2
2iωE
( Rαˆ5iΩ
1 + RiΩ
)
exp(iσT1) = 0 (44)
where the steady sate solution as t→∞ is
A =
Rαˆ3αˆ5iΩ
iωE(µˆ+ 2iσ)
Λ2 exp(iσT1) (45)
Substituting the above solution into Equation (40b), the output voltage is obtained as
V = Rα5Ω√
1+R2Ω2
K
(ω2E−Ω2)
cos(Ωt+ φ1) +
R2α3α52Ω
2
√
(µ2+4(2Ω−ωE)2)(1+R2Ω2)(1+R2ωE2)
K2
(ω2E−Ω2)
2 cos(2Ωt+ φ2)
(46)
Therefore, using Equation (33) one obtains
P =
Rα52Ω2K2
2
(
ω2E −Ω2
)2(
1 + R2Ω2
)
1 + R2α32α52K24(µ2 + 4(2Ω −ωE)2)(1 + R2ωE2)(ω2E −Ω2)2
 (47)
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4. Results and Discussion
In this section, the nonlinearities effect on the dynamic response of the system and amount of power
extracted is explored using derived relations in the case of an MEMS-based harvester. The harvester
has a double-layered cantilever beam of width W = 7 mm, length L = 4 mm, and an attached tip
mass M = 50 mg. The base layer is made of silicon covered by a thin layer of deposited PZT-5H. The
thicknesses of the silicon and PZT are hB = 20 µm and hp = 1 µm, respectively. In addition, coefficient
b0 and the mechanical quality factor of the system are assumed to be 0.25 and 300, respectively.
Table 1 presents the required material properties of silicon and PZT-5H (which is poled along the
thickness) [17].
Table 1. Material properties of the MEMS-based harvester.
Parameter Silicon PZT-5H
Effective Young’s modulus E (GPa) 165 126
Density ρ (kg/m3) 2330 7500
Piezoelectric coefficient e211 (C/m2) _ 6.5
Dielectric coefficient ε22(C/Vm) _ 1.302× 10−8
The frequency response of the system at an excitation level defined by a base acceleration
amplitude ABase = 0.2g is depicted in Figure 4, where the external load is R = 2 kΩ. As can be
seen in this figure, the response curve is composed of two parts: the first is a simple, right-bended
curve which traditionally appears in the response of Duffing-type oscillators with nonlinearities of the
hardening type. Two stable high- and low-energy branches, connected through a curve with saddle
stability, which is the locus of system saddle points, may be distinguished in this part of the response.
Two points marked by SN1 and SN2 define saddle-node bifurcation points of the system, in which the
saddle point collides with a stable node. The second part of the response involves one unstable branch
and another branch with saddle stability. Points SN3 and SN4 define bifurcation points due to the
incidence of a saddle point with an unstable node. Since the second part contains no stable nodes, it
cannot contribute to power generation, and plays no important role in the harvester’s behavior.Energies 2020, 13, x FOR PEER REVIEW 12 of 21 
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Increasing the load resistance leads to the two parts of the response approaching each other and,
at a critical load, points SN2 and SN3 collide, resulting in a Hopf bifurcation. Figure 5 illustrates
the system response at the same excitation level as the previous case, where the load resistance is
increased to R = 3 kΩ. Based on the calculations, the first Lyapunov coefficient for the dynamical
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system, represented by Equation (24), is found to be negative for the Hopf bifurcation point, indicating
that it is of the supercritical type. Therefore, stable limit cycles are formed with an unstable focus in
their interior. As the excitation frequency increases after the Hopf bifurcation occurrence, these limit
cycles grow, and at point X1 they collide with a saddle point at X2 and a homoclinic bifurcation occurs,
which leads to the response falling from the higher energy branch to the lower energy one at point X3.
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The created limit cycles at different excitation frequencies are shown in Figure 6. As illustrated in
this figure, at Ω −ωE = 5.65 the limit cycle collides with the saddle point and a very small increase in
excitation frequency causes the response to move toward the low-energy stable point.
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Figure 6. Limit cycles generated due to occurrence of Hopf bifurcation (ABase = 0.2g, R = 3 kΩ).
Further increasing the load resistance pushes the Hopf bifurcation point toward lower frequencies.
Figure 7 depicts the response of the system at load R = 5 kΩ. As illustrated in this figure, stable limit
cycles exist between the Hopf bifurcation point and a very close adjacent point X1, and at this point
the limit cycles lose their stability, and therefore an instability region is formed between X1 and the
bifurcation point SN1, where a stable equilibrium point is created. In this region, since there is no
stable solution, the system response grows unbounded up to this order of approximation. However, in
reality, the motion does not grow without bound. As the amplitude further increases, higher orders of
nonlinearity play an important role and in the present analysis, accounting for nonlinearities up to the
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third order is not valid anymore. Furthermore, in addition to taking higher order terms into account, a
method capable of treating strongly nonlinear problems must be employed. However, for the current
case study this region must be avoided since a greater increase in the deflection amplitude causes the
beam to damage and fracture. Further increasing the load resistance causes the Hop bifurcation point
to move again toward high frequencies and disappear at a specific load.
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Figures 8–10 show the amount of extracted power with respect to the excitation frequency for the
above-mentioned three cases. As expected, the curve representing the amount of output power of the
system behaves similarly to the vibration amplitude curve and is a multivalued one too, so the correct
value of output power depends on the trajectory of the excitation. Ramping up the frequency from low
excitation frequencies pushes the harvester along the high-energy stable branch of the response curve,
while ramping it down causes the harvester power to lie on the low-energy branch. To examine the
validity of our analytical solution, the equations are solved numerically by employing the Runge–Kutta
method. To achieve this goal, the solution is numerically calculated in both a forward (increasing
frequency) and backward (decreasing frequency) sweep. The comparison is presented for all three
cases. As can be seen in these figures, a very good agreement is observed between the results of both
the analytical and numerical methods.
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In Figure 8, it can be seen that sweeping the excitation frequency from low to high frequencies
first leads to enhancement of the extracted power. At the bifurcation point co respondi g to SN2 in
Figure 5, a jump takes place and power falls to the lower energy br nch. R ducing the excitation
frequency first resul s in extracted power enhancement, at the SN1 poin power jumps to the higher
energy branch, nd after that a further decr ase in frequency leads to power reduction.
As i ustrated in Figure 9, a significant iff rence exists in th system resp nse n this figure
com ared to the response shown in Figure 8. In t is case, increasing the excitati n fr quency ncreases
the output power befor the Hopf bifurcati n takes place. After that, the creation of limi cycles leads to
a decrease in extracted power. At a specific point correspondi g t X1 in Figure 5, due to the collision
of the limit cycl with the saddle point and occurre ce of a homoclinic bifurcation, t e power falls
down to the lower branch. As shown in Fi ures 8 and 9, one of the most sig ificant advantages of
nonlinear harve ters in comparison to their linear counterparts is their improv d bandwidt s. While
typic l li ear harvesters have ext mely narrow bandwidths, he bandwidth of a nonlinear harvester is
enhanced due to the b nding of th response curves, whic leads o the generation of considerable
amou ts of energy in wider excitati n fr quen y intervals.
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Figure 11 shows the temporal response of output voltage on the high-energy branch for two
excitation frequencies, one before the Hopf bifurcation point and one after but before the homoclinic
bifurcation occurrence. As can be seen in this figure, the creation of limit cycles leads to the enhancement
of the peak output voltage, which can be beneficial in many harvesters but especially MEMS-based
types, which usually generate low output voltages due to the thinness of their piezoelectric layer. This
is because the maximum piezoelectric thickness which can be deposited is generally limited to a few
µm in conventional deposition processes [45].Energies 2020, 13, x FOR PEER REVIEW 16 of 21 
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Figure 11. Temporal variation in the output voltage of the harvester for two cases in which Ω −ωE
equates to (a) 5.2 rad/s and (b) 5.6 rad/s. (ABase = 0.2g, R = 3 kΩ).
Although at first it seems that the power should be enhanced due to the creation of new harmonics
in the resp nse, s mentioned in Figure 9, limiting cycles’ formation leads to an utput power decrease.
The reason for t is can be en in Figure 12, which shows the frequency domain of the voltage response.
As can be se n in this figure, while other harmo ics are added to the respon e due to the formation of
limit cycles, the amplitude of th mai harmonic is decreased significantly, which leads t a decrease in
total generated power. This is be ause as the response point (a,γ), defining the amplitude a d phase
of the vibration, periodically moves on a limit cycle, it takes more time for the point to pass through
the region near the saddle point and, since the vibration amplitude and consequently output voltage
at the saddle point are less than the node at the center of the limit cycle, this leads to a considerable
decrease in the main harmonic amplitude.
Figure 10 shows the variation in extracted power with excitation frequency for the case ofR = 5 kΩ.
As can be seen in this figure, as the excitation frequency is increased the output power increases before
Hopf bifurcation takes place, and after that, similar to the previous case, the power is decreased due to
the creation of limit cycles in a very narrow frequency band before the instability occurs. A further
increase in the excitation frequency leads to the disappearance of stable limit cycles, and the system
enters an instability region. In this region, as mentioned before, there is no stable point up to this order
of approximation, and as the numerical solution confirms the multiple scale solution, the vibration
amplitude grows unbounded up to this order of approximation. After the instability region finishes,
any further increase in excitation frequency decreases the output power.
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Figure 12. Frequency domain representation of the output voltage for two cases in which Ω −ωE
equates to (a) 5.2 rad/s and (b) 5.6 rad/s. (ABase = 0.2g, R = 3 kΩ).
Figure 13 depicts the regions in which the three different distinguishable behaviors described in
Figures 4, 5 and 7 occur. As can be seen in this figure, at low level excitation amplitudes, the response
involves a simple bended curve as defined in Figure 4. At a critical excitation, a Hopf bifurcati occurs
at a critical lo d resistance and the system behavior changes to that shown in Figure 5. For the systems
with lower me hanical quality fa tors, t is Hopf ifurcation appears at higher excitations. Incr asing
the excitation levels leads to the appearance of this bifurcation in a wider interval of load resistances.
In a sub-domain of this region, an instability interval starts to appear in the system response, as shown
in Figure 7.
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Figure 13. Definition of three regions with different system responses including “T”: traditional bended
curve, “H”: Hopf bifurcation occurrence and “U”: unstable region appearance, for (a) Q = 300 and (b)
Q = 200.
The variation in maximum extractable power at superharmonic resonance with respect to load
resistance is illustrated in Figure 14. From Equation (47), the peak power occurs approximately at
half the linear natural frequency ωE. As mentioned in Equation (46), two harmonics are involved
in the voltage response, the first with a frequency equal to the excitation frequency and the second
with a frequ ncy two times this. As this figur illustrates, the powe d to the first harmonic is
maximized at a low r load resistance in co parison to the s cond harmonic, and the opti um loa
Ropt, at hich the total extracted power reaches its maximum, falls between these two values. As can
be seen in this figure, most of the power is generated by the second harmonic, which is created as
the result of superharmonic resonance. Therefore, this secondary resonance, which makes it possible
to extract considerable amounts of power at fractions of natural frequency, can be very beneficial,
Energies 2020, 13, 845 16 of 19
especially in MEMS-based devices which have high natural frequencies in comparison to typical
environmental vibrations.
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resistance (ABase = 3g).
Figure 15 illustrates how Ropt, at which the total output power of the harvester is maximized,
changes with respect to the amplitude of the excitation. By comparison with the value of the curves at
small and large amplitudes of acceleration, it is clear that Ropt starts from the optimum resistance of the
first harmonic and tends toward the optimum resistance of the second harmonic. Consequently, it
can be concluded that by increasing the excitation amplitude the effect of superharmonic resonance
is amplified, and the contribution of the second harmonic to the generated power is i creased. For
intermediate excitation l vels the optimum resistance should be selected with respect to th system
mechanical quality factor.
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5. Conclusions
Nonlinear dynamics of an electromagnetically coupled, piezoelectric unimorph beam, employed
as a vibrational energy harvester during large amplitude motions, were studied. To investigate the
harvester behavior in the neighborhood of first resonance frequency, the governing order-reduced
Energies 2020, 13, 845 17 of 19
nonlinear differential equations of the system are firstly presented. An analytical solution employing
the perturbation method of multiple scales is presented for the equations at both primary and
superharmonic resonances. The results indicate that, at relatively small excitation amplitudes, the
system response involves a typical Duffing resonance, which is a common behavior of cantilever
beams under large lateral vibrations due to the presence of curvature and inertia nonlinearities. As
the excitation amplitude is increased, a supercritical Hopf bifurcation occurs on the high-energy
branch of the response curve and stable limit cycles are created around the unstable nodes in a narrow
frequency band. By increasing the frequency, these limit cycles grow and finally collide with the saddle
equilibrium point of the system, leading to a homoclinic bifurcation which pushes the response to fall
from the high- to the low-energy branch. These limit cycles lead to the enhancement of output voltage
while decreasing the output power of the harvester. Increasing the load resistance at this excitation
level moves this bifurcation point toward lower frequencies so that the created limit cycles will be
unstable before a saddle point is created, and a narrow instability region is observed where there is
no stable limit cycle or equilibrium point up to this order of approximation. Although, in reality, the
response amplitude will be bounded considering higher orders of nonlinearity, the system operation
at this region should be avoided, since it can cause the beam to fracture. Any further increase in the
load resistance moves the Hopf bifurcation point toward higher frequencies again, and this region
disappears. The analytical findings are verified using a numerical solution where the results are in a
very good agreement. Due to electromagnetic coupling, a superharmonic resonance occurs at half the
natural frequency, which is able to generate energy at smaller excitations compared to the ordinary
one-third superharmonic resonance of the Duffing oscillator. This can be very beneficial, especially
in MEMS-based devices which have high natural frequencies in comparison to the environmental
vibration spectrum.
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