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Abstract
The quasi-one-dimensional systems exhibit some unusual phenomenon, such as the Peierls
instability [1], the pseudogap phenomena [2] and the absence of a Fermi-Dirac distribution
function line shape in the photoemission spectroscopy [3]. Ever since the discovery of
materials with highly anisotropic properties, it has been recognized that fluctuations play
an important role above the three-dimensional phase transition. This regime where the
precursor fluctuations are presented can be described by the so called fluctuating gap model
(FGM) which was derived from the Fro¨hlich Hamiltonian to study the low energy physics
of the one-dimensional electron-phonon system. Not only is the FGM of great interest in
the context of quasi-one-dimensional materials [1, 2], liquid metal [4] and spin waves above
Tc in ferromagnets [5], but also in the semiclassical approximation of superconductivity,
it is possible to replace the original three-dimensional problem by a directional average
over effectively one-dimensional problem [6] which in the weak coupling limit is described
by the FGM [7, 8]. In this work, we investigate the FGM in a wide temperature range
with different statistics of the order parameter fluctuations. We derive a formally exact
solution to this problem and calculate the density of states, the spectral function and the
optical conductivity. In our calculation, we show that a Dyson singularity appears in the
low energy density of states for Gaussian fluctuations in the commensurate case. In the
incommensurate case, there is no such kind of singularity, and the zero frequency density of
states varies differently as a function of the correlation lengths for different statistics of the
order parameter fluctuations. Using the density of states we calculated with non-Gaussian
order parameter fluctuations, we are able to calculate the static spin susceptibility which
agrees with the experimental data very well. In the calculation of the spectral functions,
we show that as the correlation increases, the quasi-particle peak broadens and splits into
two bands, which indicates a break down of the Fermi liquid picture. The comparison
between our results and those obtained using the second-order Born approximation shows
that the perturbation theory is unreliable near the Fermi surface. Also with our non-
Gaussian fluctuations, our calculation of spectral functions can explain the experimental
angle-resolved photoemission spectroscopy (ARPES) data in a reasonable way. At last,
the optical conductivity calculation confirms a zero dc conductivity in our model, and
suggests that a finite dc conductivity obtained in a former calculation is just an artifact
of the perturbation theory.
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Chapter 1
The Fluctuating Gap Model
1.1 Introduction
A large number of organic and inorganic compounds have crystal structure in which the
fundamental structure units form a linear chain. The overlap of the electronic wavefunc-
tions in a specific direction leads to strongly anisotropic electron bands. These kind of
compounds which have characteristic one-dimensional metallic behavior are usually called
quasi-one-dimensional or low-dimensional materials. As the temperature is lowered, they
undergo a Peierls transition and develop a charge density wave (CDW) [1]. A qualitative
understanding of the Peierls instability can already be gained by coupling independent
electrons to phonons and treating the phonon filed which can be identified as the order
parameter field in a mean-field picture. This mean-field solution leads to a finite transi-
tion temperature TMFc at which long-range order develops. The transition is due to their
quasi-one-dimensional nature which results in a (perfectly) nested Fermi surface. How-
ever, this is just an artifact of the mean-field approximation. As is well known, a strictly
one-dimensional system with only short-range interaction does not develop a long-range
order at any finite temperature. The phase transition to the charge density wave which
would break a continuous symmetry is then prevented by the fluctuations of the order pa-
rameters. Real quasi-one-dimensional materials are highly anisotropic three-dimensional
system. As the temperature is lowered, the electronic interchain Coulomb interaction and
tunneling results a finite transition temperature T3D below which the three-dimensional
long-range order occurs. For weak interchain coupling, we usually have T3D ≈ TMFc /4 [2].
The region below TMFc is characterized by one-dimensional fluctuations which at some
temperature T ∗ > T3D, crossover to fluctuations with two- or three- dimensional charac-
ter. T ∗ is the temperature at which the transverse correlation length becomes comparable
to the interchain spacing.
Besides the Peierls instability, the quasi-one-dimensional materials exhibit many other
unusual phenomena such as pseudogaps which can be observed in various experiments
like the spin susceptibility [9], specific heat and optical conductivity [10, 11, 12]. The
pseudogap phenomenon was first explained by considering the one-dimensional fluctua-
tions precursor to the real CDW phase transition. Ever since the discovery of quasi-one-
dimensional materials, it has been recognized that fluctuation effects play an important
role above the three-dimensional transition temperature T3D since the reduction of phase
space from three dimension to one dimension makes fluctuations very important. At low
1
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temperature, the order parameter fluctuations vary slowly in space and time, therefore
has significant amplitude to back scatter electrons. The back scattering will tend to open
a gap but will not do so completely because the order is not perfect. In 1973, Lee, Rice
and Anderson introduced the one-dimensional so-called fluctuating gap model (FGM), in
which fluctuations of the phonon field are described by a static disorder potential, to study
the regime above the phase transition where precursor fluctuations are presented [2]. They
argued that one need only consider the leading perturbative one-boson-exchange diagram
for the self-energy, and resulted in a suppression of the low energy density of states. The
density of states was suppressed from the non-interacting value by a factor proportional
to the inverse of the correlation length of the scattering. Later on, a lot of effort has
been made and various approximations and methods have been used to solve the prob-
lem. Method based on solving a stationary Fokker-Planck equation [13] can only obtain
the exact result for the density of states for Gaussian order parameter fluctuations in
the white-noise limit. A few years later, Sadovskii [14, 15] obtained a continued-fraction
expansion of the single-particle Green’s function, which was often regarded as the one
and only exact solution of the FGM for Gaussian order parameter fluctuations with finite
correlation lengths [16, 17, 18]. However a recent paper by Tchernyshyov [19] showed that
a class of diagrams was neglected by Sadovskii and therefore the results were totally un-
physical. Numerical calculation based on exact diagonalization methods [20] or the phase
formalism [21, 22, 23] gave exact result for the density of states for Gaussian order param-
eter fluctuations. Both calculations showed that Gaussian order parameter fluctuations
are inapplicable at low temperature where even a modest suppression of the density of
states requires an enormous correlation length and also, since the amplitude fluctuations
got frozen out, a hard gap should appear in the limit T → 0 if the quantum fluctuations
are neglected. On the other hand, models taking into account phase fluctuations only [22]
tend to overestimate the suppression of the electronic density at the Fermi surface and
cannot describe the right physics above the mean-field phase transition. Using a standard
Ginzburg-Landau theory, Monien [24] was able to numerically calculate the density of
states for the crossover regime to non-Gaussian order parameter fluctuations. In the same
manner, Bartosch has put forward the so called stochastic method originated by Halperin
[25] to get formally exact results for different electronic properties [26, 27].
The FGM is of great interest not only in the context of quasi-one-dimensional materi-
als [2, 28, 29, 30], but also of liquid metals [4] and spin waves above Tc in ferromagnets [5].
Recently, the pseudogaps observed in the underdoped phase of high temperature supercon-
ductors have been proven to be similar to that found in the charge density wave materials
[31, 32, 33]. The non-Fermi liquid behavior of the quasi-one-dimensional systems revealed
by the high-quality Angle-Resolved Photoemission Spectroscopy (ARPES) data obtained
from various materials [3, 34, 35, 36, 37, 38, 39] has some common features to those
observed in the high-Tc superconductors. In the semiclassical approximation of supercon-
ductivity, it is possible to replace the original three-dimensional problem by a directional
average over effectively one-dimensional problem [6] which in the weak coupling limit are
described by the FGM. And also a generalization of the FGM towards higher dimensions
to describe the phase above the phase-transition in underdoped high temperature super-
conductors by anti-ferromagnetic short-range order fluctuations was considered in Refs.
[17] and [18]. The connection between pseudogaps observed in quasi-one-dimensional
systems and underdoped phase of high temperature superconductors makes the better
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understanding of the pseudogap phase more interesting and has drawn great attention on
the fluctuating gap model [16, 17, 18]. Under this circumstance, it is really necessary to
do a complete survey on the FGM, and in this work, we are going to investigate elec-
tronic properties such as the density of states, the spectral function and also the optical
conductivity in a wide temperature range.
This work is organized as follows: In Chapter 1, we first introduce the Fro¨lich Hamil-
tonian [40] which was proposed to describe the one-dimensional electron-phone system.
Using the Euclidean functional integral approach, we obtain an action which after inte-
grating out the fermionic degree of freedom can be approximated by a static free energy
functional of the phonon field. Expanding this functional for small field and keeping only
the relevant term, we are left with the famous Ginzburg-Landau functional to describe the
static phonon field which is identified as the order parameter field. Then we introduce the
Fluctuating Gap Model as an effective model to describe the low energy physics of quasi
one-dimensional materials. We solve this model in the mean-field case and show that a
charge-density wave appears below the phase transition temperature TMFc .
Chapter 2 will focus on the order parameter fluctuations described by the Ginzburg-
Landau functional. When the temperature is relatively high, the second order term dom-
inates, and the order parameter fluctuations show a Gaussian characteristic behavior.
Using the Ornstein-Uhlenbeck process we can generate fluctuating order parameters with
required correlation length and expectation value of the square of the order parameters.
At very low temperature, the amplitude fluctuations get frozen out and only the phase
fluctuations play a role. For a fixed finite correlation length, we will show that the phase
fluctuations can be described by a simple Wiener process. In between, close to the tran-
sition temperature, we need to consider the higher order term in the Ginzburg-Landau
functional. By using the transfer matrix method, we will derive a general Langevin equa-
tion to generate configurations of the order parameters. The drift term in the Langevin
equation is approximated by a polynomial in |∆|.
In Chapter 3, we start to investigate the FGM with some approximated methods. In
the perturbation theory, we introduce the second order Born approximation, which was
first used by Lee, Rice and Anderson [2] to explain the pseudogap phase. To go beyond
the perturbative calculation, we will also examine the method based on solving a Fokker-
Planck equation. We show that some exact results can be obtained but just for some
special realization of the order parameter fluctuations. In the last part of this chapter,
we then put forward the stochastic method first proposed by Halperin [25] and derive a
formally exact method to calculate electronic properties including the density of states,
the spectral function and the optical conductivity. The method is applicable to all kinds
of order parameter fluctuations, no mater Gaussian or non-Gaussian.
In Chapter 4. the numerical results are presented. We use finite element method
(FEM) to solve a set of Fokker-Planck equations. Once we have the stationary solutions
to these equations, by using the numerical integration, we can finally get all the elec-
tronic properties we want. We present our calculation of the density of states, the spectral
function and the optical conductivity for different statistics of the order parameter fluctu-
ations. They are compared with those results obtained using other methods. In addition
some experimental accessible quantities such as the static spin susceptibility and angle-
resolved photoemission spectroscopy (ARPES) lines are calculated using our results of the
density of states and the spectral function. Both results show very good agreement with
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the experimental data. Finally we make our conclusion in the last chapter.
1.2 Fro¨hlich Hamiltonian and Euclidean Action
The Fro¨lich Hamiltonian was proposed by Fro¨hlich [40] in 1954 to describe a one-dimensional
electron-phonon system. The Hamiltonian is
H =
∑
k,σ
kc
†
k,σck,σ +
∑
q
ωqb
†
qbq +
∑
q
gq√
L
ρˆ†q(bq+K(q) + b
†
−q−K(q)), (1.1)
where c†k,σ (ck,σ) creates (annihilates) an electron with energy k and spin σ. Their anti-
commutators are
{ck,σ, ck′,σ′} = 0, {ck,σ, c†k′,σ′} = δσ,σ′δk,k′ . (1.2)
b†q and bq are creation and annihilation operators of the phonons with phonon dispersion
ωq, which satisfy the commutation relations
[bq, bq′ ] = 0, [bq, b
†
q′ ] = δq,q′ . (1.3)
The third term in the Hamiltonian is the interaction between electrons and phonons. The
electron density is defined as
ρˆ†q ≡
∑
k,σ
c†k+q,σck,σ. (1.4)
The phonons are linearly coupled to the electrons via the coupling constant gq, and L is
the length of the system.
It is very difficult to solve this problem directly. Fortunately functional integral pro-
vides a powerful tool for the study of many-particle systems and the resulting action
provides a very good starting point for further approximations. By using the Euclidean
functional integral approach, we convey the Fro¨hlich Hamiltonian into the action
S{Ψ∗,Ψ;φ} = Sel{Ψ∗,Ψ}+ Sph{φ}+ Sint{Ψ∗,Ψ;φ}, (1.5)
with
Sel{Ψ∗,Ψ} = β
∑
k,ω˜n,σ
Ψ∗k,ω˜n,σ [iω˜n − ˜k] Ψk,ω˜n,σ, (1.6)
Sph{φ} = 12βL
∑
q,ωm
1
|gq|2φ
∗
q,ωm
[
ω2m + ω
2
q
ωq
]
φq,ωm , (1.7)
Sint{Ψ∗,Ψ;φ} = β
∑
q,ωm
∑
k,ω˜n
Ψ∗k+q,ω˜n+ωmΨk,ω˜n
φq,ωm , (1.8)
which correspond to the three terms in the original Hamiltonian respectively. Here we
have defined two auxiliary variables
φq,ωm ≡
gq√
L
(
bq,ωm + b
∗
−q,−ωm
)
, (1.9)
ηq,ωm ≡ −i
gq√
L
(
bq,ωm − b∗−q,−ωm
)
. (1.10)
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ε(k
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Figure 1.1: Linearized dispersion relation around two Fermi points.
Since the original action is Gaussian in η, we have already integrated it out to get the
above results.
In the expression given above, β = 1/kBT is the inverse temperature and ˜k ≡ k−µ is
the energy dispersion reduced by the chemical potential µ. Ψk,ω˜n and Ψ
∗
k,ω˜n
are conjugated
Grassmann variables which describe electrons with momentum k and fermionic Matsubara
frequency ω˜n ≡ (2n+ 1)pi/β. bq,ωm and b∗q,ωm are complex phonon field with momentum
q and bosonic Matsubara frequency ωm ≡ 2pim/β.
For a detailed derivation, see Negele and Orland [41] and the dissertation of Lorenz
Bartosch [42].
1.3 Approximations
So far, no approximation has been made. In the following we will introduce some approx-
imations in order to proceed. The resulted model should contain all the physics we are
interested in and be easier to solve than the original one.
1.3.1 Linear Dispersion
If we just consider the low-energy physics, which means only the electrons that in the
vicinity of the Fermi energy are involved, in this case we can linearize the energy dispersion
of the electrons around two Fermi points, as shown in Fig. (1.1):
˜k = vF (|k| − kF ) . (1.11)
Here vF and kF are the Fermi velocity and Fermi momentum respectively, and the energy
is measured from the Fermi level.
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We can separate the electrons from left-moving and right-moving branches, where the
left-moving branch represents the electrons near the Fermi point −kF and the right-moving
branch represents electrons around kF . The spinor field can be defined by
Ψ¯k,ω˜n,σ ≡
(
Ψ+,k,ω˜n,σ
Ψ−,k,ω˜n,σ
)
≡
(
ΨkF+k,ω˜n,σ
Ψ−kF+k,ω˜n,σ
)
. (1.12)
People should notice here the momentum k is measured relative to the Fermi points.
Using the linear dispersion relation Eq. (1.11), we can see that the electronic part of the
action can easily be written in terms of these spinor fields and the inverse non-interacting
Matsubara Green’s function
G−10 (k, ω˜n) ≡
(
iω˜n − vFk 0
0 iω˜n + vFk
)
. (1.13)
1.3.2 Commensurability
Since the momentum transfer of the phonon is either small compared with the Fermi
momentum (forward scattering) or approximately 2kF (backward scattering), we can de-
compose φq,ωm accordingly
Vq,ωm ≡
(
Vq,ωm ∆q,ωm
∆∗−q,−ωm Vq,ωm
)
≡
(
φq,ωm φq+2kF ,ωm
φq−2kF ,ωm φq,ωm
)
. (1.14)
From Eq.(1.9) we can directly show that
φ∗q,ωm =
gq√
L
(
b∗q,ωm + b−q,−ωm
)
= φ−q,−ωm . (1.15)
It is followed directly by
V ∗q,ωm = V−q,−ωm (1.16)
However there is no such simple relation for ∆q,ωm . Since
∆q,ωm = φq+2kF ,ωm , (1.17)
then
∆∗−q,−ωm =
gq√
L
(
b∗−q+2kF ,−ωm + bq−2kF ,ωm
)
= ∆q−4kF ,ωm . (1.18)
So if it satisfies 4kFa = 2npi or npi/a = 2kF , n = 1, 2, 3 . . . , where a is the lattice spacing,
we will have ∆q−4kF ,ωm = ∆q,ωm , and therefor ∆q,ωm = ∆
∗−q,−ωm . We refer to this case
as the commensurate case. In the incommensurate case, then all ∆∗q,ωm and ∆−q′,−ω′m are
independent.
1.3.3 Phonon Statistics
Defining the matrices G−10 and V by(
G−10
)
k,k′,ω˜n,ω˜n′
≡ δk,k′δω˜n,ω˜n′G−10 (k, ω˜n), (1.19)
(V)k,k′,ω˜n,ω˜n′ ≡ Vk−k′,ω˜n−ω˜n′ , (1.20)
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then the action Eq. (1.5) can be written in the following form
S{Ψ¯†, Ψ¯;V,∆,∆∗} = Sel−ph{Ψ¯†, Ψ¯;V,∆,∆∗}+ Sph{V,∆,∆∗}, (1.21)
with
Sel−ph{Ψ¯†, Ψ¯;V,∆,∆∗} = β
∑
k,k′,ω˜n,ω˜n′ ,σ
Ψ¯†k,ω˜n,σ
(
G−10 −V
)
k,k′,ω˜n,ω˜n′
Ψ¯k′,ω˜n′ ,σ,(1.22)
Sph{V,∆,∆∗} = 12βL
∑
q,ωm
1
|gq|2
[
ω2m + ω
2
q
ωq
]
V ∗q,ωmVq,ωm
+
1
c
βL
∑
q,ωm
1
|g2kF+q|2
[
ω2m + ω
2
2kF+q
ω2kF+q
]
∆∗q,ωm∆q,ωm .(1.23)
where c = 2 in the commensurate case and c = 1 in the incommensurate case.
To determine the phonon statistics, we further integrate out the fermionic fields, and
the bosonic action becomes:
S{V,∆,∆∗} = S{V }+ S{∆,∆∗}, (1.24)
with
S{V } = 1
2
βL
∑
q,ωm
1
|gq|2
[
ω2m + ω
2
ren(q, ωm)
ωq
]
V ∗q,ωmVq,ωm , (1.25)
S{∆,∆∗} = 1
c
βL
∑
q,ωm
1
|g2kF+q|2
[
ω2m +
(
ω2kFren (q, ωm)
)2
ω2kF+q
]
∆∗q,ωm∆q,ωm
+
s
2
βL
∑
qi,ωmi
′
U4 (qi, ωmi) ∆
∗
−q4,−ωm4 ∆
∗
−q3,−ωm3 ∆q2,ωm2 ∆q1,ωm1 , (1.26)
where s = 2 for fermions with spin 1/2 and s = 1 for spinless fermions, ωren (q, ωm) and
ω2kFren (q, ωm) are renormalized phonon frequencies:
ω2ren(q, ωm) ≡ ω2q
[
1− s (|gq|2/ωq)Π0(q, ωm)] , (1.27)(
ω2kFren (q, ωm)
)2 ≡ ω22kF+q [1− cs (|g2kF+q|2/ω2kF+q)Π2kF0 (q, ωm)] , (1.28)
and
Π0(q, ωm) ≡ − 1
βL
∑
α
∑
k,ω˜n
Gα0 (k, ω˜n)G
α
0 (k + q, ω˜n + ωm), (1.29)
Π2kF0 (q, ωm) ≡ −
1
βL
∑
k,ω˜n
G−0 (k, ω˜n)G
+
0 (k + q, ω˜n + ωm). (1.30)
The prime on the last sum in Eq. (1.26) denotes that the sums over qi and ωmi are
restricted to
∑4
i=1 qi = 0 and
∑4
i=1 ωmi = 0. In the following we will only consider the
leading term of U4(qi, ωmi), which means we only consider U4 ≡ U4(0, 0):
U4 ≡ U4(0, 0) = 1
βL
∑
k,ω˜n
1
[iω˜n + vFk]
2 [iω˜n − vFk]2
. (1.31)
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1.3.4 Static Approximation
Finally, to get a time-independent Ginzburg-Landau functional, we will ignore quantum
fluctuations, which means we drop out all finite bosonic frequencies ωm. In thermal field
theory, this corresponds to a classical approximation, in which the typical frequency of
a boson is much less than the temperature, and the occupation number of that mode
greatly exceeds one. As long as this does not lead to an ultraviolet catastrophe, it appears
to be a reasonable approximation. Then the action S{V,∆,∆∗} turns into the free energy
functional βF{V,∆,∆∗}, with
F{V,∆,∆∗} = F{V }+ F{∆,∆∗}, (1.32)
F{V } = 1
2
L
∑
q
1
|gq|2
[
ω2ren(q, ωm)
ωq
]
V ∗q Vq, (1.33)
F{∆,∆∗} = 1
c
L
∑
q
1
|g2kF+q|2
[(
ω2kFren (q, ωm)
)2
ω2kF+q
]
∆∗q∆q
+
s
2
L
∑
qi
U4 (qi) ∆∗−q4∆
∗
−q3∆q2∆q1 . (1.34)
Since F{V } is Gaussian in V , the electron-phonon coupling only leads to slightly renormal-
ized phonon statistics for small q. We are more interested in the back-scattering potential
∆(x), and from now on, we only consider F{∆,∆∗}.
1.4 Ginzburg-Landau Functional
We now concentrate on the truncated free energy functional F{∆,∆∗}, expanding Π2kF0 ≡
Π2kF0 (q, 0) up to terms of second order in q, we obtain
Π2kF0 (q) = Π
2kF
0 (0)− Cv2F q2, (1.35)
where
C =
q
βL
∑
k,ω˜n
1
[iω˜n + vFk] [iω˜n − vFk]3
. (1.36)
Π2kF0 (0) can be calculated as follows:
Π2kF0 = −
1
βL
∑
k,ω˜n
G−0 (k, ω˜n)G
+
0 (k, ω˜n)
= −
∫ k0
−k0
dk
2pi
f(vFk)− f(−vFk)
2vFk
=
∫ k0
−k0
dk
2pi
tanh(βvFk/2)
2vFk
=
ρ0
2
∫ 0/2kBT
0
du
tanhu
u
, (1.37)
where k0 and 0 are momentum and energy cutoff. For 0/kBT  1, the last integral
depends logarithmically on 0/2kBT .∫ x
0
du
tanhu
u
= ln(x)−
∫ ∞
0
du
lnu
cosh2 u
+O(e−x) = ln(4eγx/pi) +O(e−x), (1.38)
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with
γ ≡ lim
N←∞
(
N∑
n=1
1
n
− ln(N)
)
= 0.577215664 . . . . (1.39)
is the Euler’s constant. Then we have for Π2kF0 (0)
Π2kF0 (0) = ρ0/2 ln [(2e
γ/pi) 0/kBT ] . (1.40)
Plugging Eq. (1.40) into the definition of the renormalized phonon frequency Eq. (1.28)
and setting it to be zero, we can get the mean-field transition temperature
kBT
MF
c = 1.1340 exp(−1/λ), (1.41)
where
λ ≡ csρ0|gq|
2
2ωq
(1.42)
is the dimensionless coupling constant.
To calculate C and U4 we consider the general expression
Cν1,ν2 =
1
βL
∑
k,ω˜n
1
[iω˜n + vFk]
ν1 [iω˜n − vFk]ν2 , (1.43)
which vanishes if ν1 + ν2 is odd and greater then two. Turning the k-summation into an
integral and using the residue theorem, it follows for even ν ≡ ν1 + ν2 ≥ 4
Cν1,ν2 =
2
β
∑
ω˜n>0
∫
du
2pivF
1
[iω˜n + u]
ν1 [iω˜n − u]ν2
= −ρ0
2
4pii
β
∑
ω˜n>0
1
(ν1 − 1)!
(
d
du
)ν1−1 1
[iω˜n − u]ν2 |u=−iω˜n
= −ρ0
2
4pii
β
(ν − 2)(ν − 3) · · · ν2
(ν1 − 1)!
∑
ω˜n>0
1
[2iω˜n]
ν−1
=
ρ0
2
(−1)ν/2
(
β
4pi
)ν−2(
ν − 2
ν1 − 1
)(
2ν−1 − 1) ξ(ν − 1), (1.44)
where in the last step we have used
∑
ω˜n
1
[2iω˜ − n]ν−1 =
(
β
2pii
)ν−1 ∑
nodd
1
nν−1
=
(
β
2pii
)ν−1( ∞∑
n=1
1
nν−1
−
∞∑
n=1
1
(2n)ν−1
)
=
(
β
2pii
)ν−1 (
2ν−1 − 1) ξ(ν − 1), (1.45)
here
ξ(ν) ≡
∞∑
n=1
1
nν
(1.46)
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is the Riemann zeta-function. Then it follows that
U4 = 2C = ρ0
(
β
4pi
)2
7ξ(3). (1.47)
With the above approximation and the calculated results, we can write the truncated
free energy functional as
F{∆,∆∗} = sρ0L
2
[
a(T )
∑
q
∆∗q∆q + b(T )
∑
qi
′
∆∗−q4∆
∗
−q3∆q2∆q1
+c(T )
∑
q
q2∆∗q∆q
]
. (1.48)
Here the temperature dependent coefficients a(T ), b(T ) and c(T ) are
a(T ) = ln
T
TMFc
, kBT
MF
c = 1.1340 exp(−1/λ), (1.49)
b(T ) =
(
1
4pikBT
)2
7ζ(3), (1.50)
c(T ) =
(
vF
4pikBT
)2
7ζ(3). (1.51)
We Define the order parameter field ∆(x) as the Fourier transform of ∆q:
∆(x) =
∑
q
eiqx∆q. (1.52)
Since in the commensurate case, we have ∆∗q = ∆−q, then the order parameter field ∆(x)
is real. In the incommensurate case, ∆∗q = ∆−q does not hold and ∆(x) is complex. In
terms of ∆(x), the truncated free energy functional turns into
F [∆(x)] =
1
pivF
∫ L
0
dx(a(T )|∆(x)|2 + b(T )|∆(x)|4 + c(T )|∂x∆(x)|2). (1.53)
1.5 Fluctuating Gap Model
Having discussed the statistics of the phonon field, we now come back to the electronic
part of the action. From Eq. (1.22) we can see that for a specific realization of the order
parameters, the electronic part of the Hamiltonian reads
H =
∑
k,k′
(
c†+,k, c
†
−,k
)
Hk,k′
(
c+,k′
c−,k′
)
, (1.54)
where
Hk,k′ =
(
vFkδk,k′ ∆k−k′
∆∗−(k−k′) −vFkδk,k′
)
. (1.55)
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Figure 1.2: The minimum of the Ginzburg-Landau function in the incommensurate case
for a(T ) < 0.
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Figure 1.3: The minimum of the Ginzburg-Landau function in the commensurate case for
different a(T ).
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Here, c†±,k and c±,k are creation and annihilation operators of right- or left-moving electrons
with momentum k measured relative to the Fermi wave vector. A Fourier transformation
leads to
Hˆ(x,−i∂x) =
( −ivF∂x ∆(x)
∆∗(x) ivF∂x
)
. (1.56)
This is the Hamiltonian of the FGM.
1.5.1 Mean-Field Theory
Now we consider the mean field approximation, i.e. we ignore fluctuations of the order
parameter field and set ∆(x) to be spatially constant. Since the fluctuating order pa-
rameters are described by the Ginzburg-Landau functional [Eq. (1.53)], in the mean-field
approximation the gradient term vanishes, we can get the Free energy function
F (∆) =
sρ0L
2
(
a(T )|∆|2 + b(T )|∆|4) . (1.57)
In this case, F (∆) is minimized at ∆ = ∆0eiϑ. As showed in Fig. (1.2), in the
incommensurate case, the order parameters are complex, then its minimum is the bottom
of a potential well, that means it has fixed amplitude ∆0 but an arbitrary phase ϑ. In the
commensurate case Fig. (1.3), on the other hand, the phase value is only allowed to be
either 0 or pi, that means ∆ = ∆0eiϑ = ±∆0, with
∆0(T ) =
( |a(T )|
2b(T )
)1/2
, T ≤ TMFc . (1.58)
Since at T ≤ TMFc , we can set a(T ) = (T − TMFc )/TMFc and b(T ) to be the value at the
transition temperature b(TMFc ), thus we have
∆0(T ) =
4pikBTMFc
(2 · 7ζ(3))1/2
(
TMFc − T
TMFc
)1/2
, T ≤ TMFc . (1.59)
Energy Gap
Since ∆0(T ) rises continuously from zero at T = TMFc , the system undergoes a second
order phase transition. The critical exponent 1/2 is the typical mean-field exponent. A
more accurate solution to ∆o(T ) can be obtained by solving the BCS gap equation [43]
1
λ
=
2pi
β
∑
0<ω˜n<0
1√
ω˜2n + ∆20(T )
, (1.60)
where as usual λ is the dimensionless coupling constant and 0 is the energy cutoff.
At T = TMFc , we have ∆0(T ) = 0. At zero temperature, where β →∞, the sum over
Matsubara frequencies in Eq. (1.60) turns into an integral
FT=0(∆) = sρ0L
(
−
∫ 0
0
dE
[√
E2 + |∆|2 − E
]
+
|∆|2
2λ
)
=
sρ0
2
L
(
−0
√
20 + |∆|2 + 20 − |∆|2 ln
0 +
√
20 + |∆|2
|∆| +
|∆|2
λ
)
.(1.61)
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Figure 1.4: The mean-field energy gap ∆0(T ) as a function of the temperature.
In the weak coupling assumption where |∆|  0, we ignore terms of order |∆|2/20, such
that
FT=0(∆) = −sρ02 L|∆|
2
(
1
2
+ ln
(
20
|∆|
)
− 1
λ
)
. (1.62)
Setting the derivative of this equation with respect to ∆ equal to zero, we obtain for the
minimized free energy
FT=0(∆0(0)) = −sρ0L2
∆20(0)
2
. (1.63)
Now ∆0(0) is given by, in the weak coupling limit,
∆0(0) = 20e−1/λ. (1.64)
Expressing λ in terms of the mean-field transition temperature TMFc , we have
∆0(0) = 1.764kBTMFc . (1.65)
So we can use the following mean-field approximation for the energy gap at any finite
temperature T < TMFc
∆0(T ) = 1.76kBTMFc
(
TMFc − T
TMFc
)1/2
, T ≤ TMFc , (1.66)
which reproduces the value for the gap at zero temperature.
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Bogoliubov Transformation
In the mean-field approximation, the Hamiltonian reads
Hk =
(
vFk ∆0eiϑ
∆0e−iϑ −vFk
)
. (1.67)
Where ∆0 is just the energy gap we calculated above. This Hamiltonian can be diagonal-
ized by the Bogoliubov transformation(
c+,k
c−,k
)
= Uk
(
a+,k
a−,k
)
, (1.68)
where Uk is a two by two matrix. For the new fermion operators a
†
±,k and a±,k to satisfy
the anticommutation relations
{aα,k, aα′,k′} = 0, {aα,k, a†α′,k′} = δα,α′δk,k′ , (1.69)
we need to have for the elements of the transformation matrix Uk
|U++,k|2 + |U+−,k|2 = 1, (1.70)
and
U−−,k = U∗++,k, U−+,k = −U∗+−,k. (1.71)
Energy Dispersion
The eigenvalues of Hk can be obtained easily by diagonalizing the above matrix, and the
results are ±Ek, where
Ek = sgn(k)
√
v2Fk
2 + ∆20. (1.72)
Then the matrix Uk is just
Uk =
1√
2
(
(1 + vFk/Ek)
1/2 eiϑ/2 − sgn(k) (1− vFk/Ek)1/2 eiϑ/2
sgn(k) (1− vFk/Ek)1/2 e−iϑ/2 (1 + vFk/Ek)1/2 e−iϑ/2
)
. (1.73)
In terms of the new fermion operators, the electronic part of the mean-field Hamiltonian
can be written in the form
HMFel =
∑
α,k
αEka
†
α,kaα,k. (1.74)
Density of States
The density of states is given by
ρMF (ω) =
∫ +∞
−∞
dk
2pi
∑
α
δ(ω − αEk)
= ρ0
|ω|√
ω2 −∆20
θ(ω2 −∆20). (1.75)
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Figure 1.5: Energy dispersion E|k|−kF relative to the Fermi level of the mean-field Hamil-
tonian. The green dashed line represents the linearized dispersion relation.
 0
 1
 2
 3
 4
-3 -2 -1  0  1  2  3
ρM
F (ω
)/ρ
0
ω/∆0
Figure 1.6: Plot of the density of states in the mean-field approximation.
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where
ρ0 =
1
pivF
(1.76)
is the density of states of free fermions with a linearized energy dispersion.
We plot the energy dispersion and the density of states in Fig. (1.5) and Fig. (1.6)
respectively. Both figures show that a single particle gap has opened at energy ω = ∆0.
1.5.2 Charge-Density Wave
Static Lattice Distortion
The phonon operators b†q and bq are related to the operators of the normal coordinates uq
of the lattice system by
uq =
(
1
2Mωq
)1/2 (
bq + b
†
−q
)
. (1.77)
Here, M is the ionic mass and ωq is the phonon dispersion. So the lattice displacement
operator of the ions at xn = na are given by the Fourier transformation
u(xn) =
∑
q
eiqxn
(
1
2NMωq
)1/2 (
bq + b
†
−q
)
, (1.78)
and the expectation value of the lattice displacement is just
〈u(xn)〉 =
∑
q
eiqxn
(
1
2NMωq
)1/2 (
〈bq〉+ 〈b†−q〉
)
. (1.79)
Within the mean-field approximation, we have
〈∆(x)〉 = ∆0eiϑ, (1.80)
and the Fourier transformation shows that only the q = 0 component survives. Along
with the definition of ∆q, and do the same for the conjugated form, we therefor have
|g2kF |√
L
(
〈b2kF 〉+ 〈b†−2kF 〉
)
= ∆0eiϑ, (1.81)
|g2kF |√
L
(
〈b−2kF 〉+ 〈b†2kF 〉
)
= ∆0e−iϑ. (1.82)
Inserting them into Eq. (1.79), we can get
〈u(xn)〉 =
(
2a
Mω2kF |g2kF |2
)1/2
∆0 cos(2kFxn + ϑ). (1.83)
Below the Peierls transition ∆0 > 0, and the system develops a static lattice distortion
with wave vector 2kF whose amplitude is proportional to the order parameter 〈∆(x)〉. In
the case of a half-filled band, kF = pi/2a, such that all ions are displaces by the same
amount but in alternating directions.
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Charge-Density Wave
An direct result from the static lattice distortion discussed above is the redistribution of
the ion charge, which also form a wave-like patten. This can be seen by considering the
ground state. Since all energy levels below the Fermi surface are occupied, that means for
the new Fermi operators, the expectation values satisfy
〈aα,kaα′,k′〉 = 0, 〈aα,ka†α′,k′〉 = δα,α′δk,k′θ(−αk). (1.84)
The density operator is defined as
ρˆ(x) = Ψ†(x)Ψ(x), (1.85)
where
Ψ(x) =
1√
L
∑
k
eikxck =
1√
L
∑
α,k
ei(αkF+k)xcα,k. (1.86)
Recalling that cα,k =
∑
α′ Uαα′,kaα′,k, it follows
ρˆ(x) =
1
L
∑
α,α′′,k
∑
α′,α′′′,k′
U∗αα′′,kUα′α′′′,k′e
−i(αkF+k)xei(α
′kF+k′)xa†α′′,kaα′′′,k′ . (1.87)
Taking the ground state expectation value and making use of Eqs. (1.70) and (1.84), we
get
〈ρˆ(x)〉 = 1
L
∑
αα′α′′
∑
k<0
U∗αα′′,kUα′α′′,ke
−i(α−α′)kF x
=
1
L
∑
k>0
[
1 +
(
U∗+−,kU−−,k + U
∗
++,kU−+,k
)
e−2ikF x
+
(
U∗−−,kU+−,k + U
∗
−+,kU++,k
)
e2ikF x
]
. (1.88)
Since U∗+−,k = U−+,k, we end up with
〈ρˆ(x)〉 = ρ˜0 − ρ˜1 cos(2kFx+ ϑ), (1.89)
where ρ˜0 = pi/k0 is the charge-density for ∆0 = 0 and
ρ˜1 =
4
L
∑
0<k<k0
(
1− v
2
Fk
2
E2k
)1/2
∼ ∆0
piv2Fλ
(1.90)
Below the Peierls transition the system exhibits a charge-density wave with wave vector
2kF and amplitude proportional to the absolute value of the order parameter |〈∆(x)〉| =
∆0.
1.5.3 Beyond The Mean-Field Theory
In the above calculation, we have shown that the system undergoes a mean-field phase
transition at a critical temperature TMFc . As temperature is lowered, an energy gap
forms and a density wave develops which breaks the continuous symmetry. However,
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this is an artifact of the mean-field approximation, the existence of the order parameter
fluctuations prevents all these from happening. The Mermin-Wagner theorem states that
the fluctuations lead to the absence of long-range order in a strictly one-dimensional system
at any finite temperature [44]. Real quasi-one-dimensional materials, however, are highly
anisotropic three-dimensional systems with interchain interactions and tunneling leading
to coupling of the fluctuations that develop along each chain. This coupling results in
a finite transition temperature T3D below which the three-dimensional long-range order
occurs. The region below TMFc is characterized by one-dimensional fluctuations which,
at some temperature T ∗ > T3D, cross over to fluctuations with two- or three-dimensional
character. A number of experimental results [9, 11, 38] give evidence that such fluctuations
play an important role for the electrodynamics of quasi-one-dimensional materials, and a
lot have been discussed on the effects of these fluctuations [2, 45, 46]. To understand the
importance of fluctuations of order parameters completely, we need to know the statistics
of the order parameter field and develop a proper method to describe them. That is what
we will discuss in the next chapter.
Chapter 2
Order Parameter Fluctuations
In Chapter 1, we showed that the order parameters satisfy the Ginzburg-Landau functional
Eq. (1.53) and a mean-field solution to the FGM gives a qualitative explanation to the
Peierls instability of quasi-one-dimensional systems. But as we argued in the last part
of Chapter 1, in the low-dimensional system, the fluctuations play an important role, the
existence of fluctuations of order parameters fails the validity of the mean-field description.
Thus we need to take into account the fluctuations effect and to see what will happen to
the electronic properties. Before we do so, we need to get a fully understanding of the
statistics of the order parameter fluctuations in the whole temperature region and derive
the generating function of the order parameter fluctuations, which can be put into later
calculations.
For very large temperature which is greater than the mean-field critical temperature
TMFc , we have a(T )  b(T ), thus we can just neglect the fourth order term. This is the
so called harmonic approximation and in this case, the order parameters are Gaussian
distributed. We refer to this region as the Gaussian region. As the temperature is lowered
and approaches the mean-field critical temperature TMFc , the above harmonic approxima-
tion does not hold any more, and we need to take into account anharmonic corrections.
The order parameter fluctuations become non-Gaussian, which is the most interesting and
important case. When the temperature is much lower than the mean-field critical tem-
perature, the amplitudes of the order parameters get frozen out, and only the phases of
the order parameters fluctuate. Thus it is called the phase fluctuations only region.
Using the Monte Carlo simulation, a large configuration of the order parameters can
be simulated in general according to the Ginzburg-Landau action. But it is not only time
consuming but also very inconvenient for our later calculation. Here we will use a more
sophisticated method which was proposed by H.Monien [24]. The new method is based
on the transfer matrix method [47]. It in general can cover the whole temperature region
which we are interested in. In the following part of this chapter, we first discuss two special
cases, i.e. the Gaussian fluctuations at high temperature and the phase fluctuations only
at relative low temperature. We show that using the Ornstein-Uhlenbeck process, we
can generate Gaussian fluctuations with required correlation lengths. And in the phase
fluctuations only case, the phase fluctuations can be described by a simple Wiener process.
At last we will use the transfer matrix method to derive a general Langevin equation for
generating order parameter fluctuations at any temperature. And we will show that for
relative large and small temperature, this method will reproduce Gaussian fluctuations
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and phase fluctuations only results separately.
2.1 Gaussian Fluctuations
When the temperature is much larger than the mean-filed critical temperature TMFc ,
the coefficient a(T ) becomes very large and the second order dominates the free energy
functional. Neglecting the fourth order, Eq.(1.48) becomes
F{∆,∆∗} = L
pivF
∑
q
(a(T ) + c(T )q2)∆∗q∆q. (2.1)
the correlation functions are
〈∆q〉 = 0, (2.2)
〈∆q∆∗q′〉 =
kBT
pivF
δq,q′
a(T ) + c(T )q2
. (2.3)
here 〈· · · 〉 = ∫ ΠqD{∆q,∆∗q}e−βF [∆,∆∗] · · · is the average over all different configurations.
Using the Fourier transformation
∆(x) =
∑
q
eiqx∆q, (2.4)
∆q =
1
L
∫ L
0
dxe−iqx∆(x), (2.5)
we can get the correlation functions in real space
〈∆(x)〉 = 0, (2.6)
〈∆(x)∆∗(x′)〉 = ∆2s(T )e−|x−x
′|/ξ(T ), (2.7)
where
∆2s =
kBT
2pivF
√
a(T )c(T )
, (2.8)
ξ−1(T ) =
(
a(T )
c(T )
)1/2
. (2.9)
The fluctuating order parameters with standard deviation σ and correlation length ξ are
characterized by the correlation functions given above, and all higher moments can be
given by Wick’s theorem.
2.1.1 Ornstein-Uhlenbeck Process
We use Ornstein-Uhlenbeck process to generate the fluctuating order parameters with
finite correlation lengths. For real ∆(x), we consider the one-dimensional equation
∂x∆(x) = −a∆(x) +
√
aση, (2.10)
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Figure 2.1: Correlation function of the 1-dimensional stochastic process with standard
deviation σ = 1 and correlation length ξ = 1. The inset shows a typic realization of the
order parameters
where η is the white Gaussian noise with 〈η〉 = 0 and 〈η(x)η(x′)〉 = δ(x − x′). The
transition probability satisfies the Fokker-Planck equation
∂xp(∆, x|∆′, x′) =
(
− ∂
∂∆
(a∆) +
aσ2
2
∂2
∂∆2
)
p(∆, x|∆′, x′). (2.11)
By solving this equation we can get
p(∆, x|∆′, x′) = (2pi)− 12
(
σ2
2
(1− e−2a(x−x′))
)− 1
2
exp
(
−(∆−∆
′e−a(x−x′))2
σ2(1− e−2a(x−x′))
)
, (2.12)
and the stationary density
p(∆) =
1
σ
√
pi
e−
∆2
σ2 . (2.13)
Plugging both of them into the following equation
〈∆(x)∆(x′)〉 =
∫
d∆′
∫
d∆∆p(∆, x|∆′, x′)∆′p(∆′, x′), (2.14)
we will get
〈∆(x)∆(x′)〉 = 1
2
σ2e−a(x−x
′). (2.15)
From this expression we can see that here a serves as the inverse of the correlation length
ξ−1.
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A typical realization of the Gaussian order parameter fluctuations is shown in Fig.
(2.1) which is generated using Eq. (2.10) with σ = 1 and ξ = 1. We also calculated the
correlation function using the generated order parameter fluctuations. In this figure, we
can see that the numerical result agrees with the exact result Eq. (2.15) very well.
For the complex order parameters, we define ~∆(x) = ∆1(x) + i∆2(x) where ∆1(x)
and ∆2(x) are both real and can be described by the stochastic process Eq. (2.10), which
means
〈∆1(x)∆1(x′)〉 = 12σ
2e−a(x−x
′), 〈∆2(x)∆2(x′)〉 = 12σ
2e−a(x−x
′), (2.16)
and
〈∆1(x)∆2(x′)〉 = 0. (2.17)
Using these equations we can get
〈~∆(x)~∆∗(x′)〉 = 〈∆1(x)∆1(x′)〉+ 〈∆2(x)∆2(x′)〉
+i
(〈∆2(x)∆1(x′)〉 − 〈∆1(x)∆2(x′)〉)
= σ2e−a|x−x
′| (2.18)
and
〈~∆(x)~∆(x′)〉 = 0, 〈~∆∗(x)~∆∗(x′)〉 = 0. (2.19)
2.2 Phase Fluctuations Only
For very small temperature, the amplitude fluctuations of the order parameters have been
frozen out. We can write the order parameter as
∆(x) ≈ ∆0eiϑ(x). (2.20)
∆0 is just the minimum of the free energy function, which can be determined by the
usual BCS gap equation (1.60). In the commensurate case, where the fluctuating order
parameters are real, the value of ∆(x) can be taken as ±∆0. On the other hand, in the
incommensurate case, where the fluctuating order parameters are complex, the phase ϑ(x)
is a continuous function of x. Using the generalized Ginzburg-Landau functional [42, 48]
which is not restricted to small ∆ and hence is valid at arbitrary temperature, we will
have the free energy functional up to an irrelevant constant
F{V (x)} = F{∂xϑ(x)}
=
1
8
sρ0
2pi
β
∑
ω˜n>0
∆20(T )(
ω˜2n + ∆20(T )
) 3
2
∫ L
0
dx (∂xϑ(x))
2
=
1
8
sρs(T )
∫ L
0
dxV 2(x), (2.21)
where
V (x) ≡ ∂xϑ(x), (2.22)
and
ρs(T ) = ρ0
2pi
β
∑
ω˜n>0
∆20(T )(
ω˜2n + ∆20(T )
) 3
2
(2.23)
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is the superfluid density. For T = 0, the sum turns into an integral which can be done
analytically and gives
ρs(0) = ρ0. (2.24)
For any other temperature, we can calculate ρs(T ) using the ∆0(T ) calculated from the
BCS gap equation. In these case, we have〈
∆(x)∆∗(x′)
〉
= ∆20
〈
exp
(
i[ϑ(x)− ϑ(x′)])〉
= ∆20
〈
exp
(
i
∫ x′
x
dx′′V (x′′)
)〉
= ∆20
∫ D{V } exp(i ∫ x′x dx′′V (x′′)− sρs(T )/8kBT ∫ L0 dx′′V 2(x′′))∫ D{V } exp(−sρs(T )/8kBT ∫ L0 dx′′V 2(x′′))
= ∆20 exp
(−2kBT/sρs(T )|x− x′|)
≡ ∆20 exp
(−|x− x′|/ξ(T )) , (2.25)
where
ξ(T ) =
sρs(T )
2kBT
(2.26)
is the temperature-dependent correlation length. For very small temperature ρs(T ) ≈
ρs(0) = 1/pi, so that ξ(T ) ∝ 1/T , which agrees with Gru¨ner’s result [49].
2.2.1 Wiener Process
Since the free energy functional Eq. (2.21) is Gaussian in V (x), we then have
〈V (x)〉 = 0, 〈V (x)V (x′)〉 = 2
ξ(T )
δ(x− x′). (2.27)
The correlation function given above shows that V (x) is Gaussian white noise with stan-
dard deviation σ =
√
2/ξ(T ), thus for the phase fluctuations ϑ(x) we have
∂xϑ(x) =
√
2
ξ(T )
η. (2.28)
2.3 Transfer Matrix Method
When the temperature is close to the mean-field critical temperature TMFc , we cannot
apply above approximations anymore. To describe the order parameters fluctuations in
this intermediate temperature region, we need a more general method. In the following,
we will introduce the transfer matrix method, which was proposed by Scalapino, Sears
and Ferrell in 1972 [47]. In this method, the partition function is expressed in terms of
eigenvalues of a transfer Hamiltonian. By solving this transfer-matrix-eigenvalue problem,
we can obtain the free energy of the original system which is just the ground state energy of
the transfer Hamiltonian. Also the expectation value of the square of the order parameters
and the correlation length of the order parameters can be calculated in the same manner.
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Since the temperature is close to TMFc , we set a(T ) vary linearly with the temperature
a(T ) = (T/TMFc − 1) and b(T ), c(T ) to be values at the mean-filed critical temperature,
which are temperature independent. We also introduce the correlation length
ξ20 =
(
vF
4pikBTMFc
)2
7ζ(3), (2.29)
with which we can rewrite the free energy functional as
F{∆(x)} =
∫ L
0
dx
ξ0
(a(T )|∆(x)|2 + b|∆(x)|4 + c|∂x∆(x)|2). (2.30)
Here
a(T ) =
ξ0
pivF
(
T − TMFc
TMFc
)
, (2.31)
b =
b(TMFc )ξ0
pivF
, c =
c(TMFc )ξ0
pivF
. (2.32)
2.3.1 Partition Function
The partition function of the system with the free energy functional defined above can be
expressed as a functional integral
Z =
∫
δ∆e−βF{∆}. (2.33)
Dividing the whole system chain into N segments of length ∆x = L/N , where L is the
length of the chain and using the periodic boundary condition ∆N+1 = ∆1, the partition
function can be written as
Z =
N∏
i
∫
d∆˜i exp(−βc(∆x/ξ0)f(∆i+1,∆i))
=
∫
d∆˜1d∆˜2 · · · d∆˜N exp [−βc (∆x/ξ0) f(∆1,∆N )]
exp [−βc (∆x/ξ0) f(∆N ,∆N−1)] · · · exp [−βc (∆x/ξ0) f(∆2,∆1)] , (2.34)
where
f(∆i+1,∆i) = a|∆i+1|2 + b|∆i+1|4 + c
∣∣∣∣∆i+1 −∆i∆x
∣∣∣∣2 . (2.35)
The integration elements are
d∆˜i ≡
(
βcc
pi∆xξ0
)1/2
d∆i (2.36)
in the commensurate case and
d∆˜i ≡
(
βcc
pi∆xξ0
)1/2
d(Re ∆i)d(Im ∆i) (2.37)
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in the incommensurate case. Since the temperature is close to the mean-filed critical
temperature, We have set the parameter β to be βc = (kTMFc )
−1, then the significant
temperature variation is contained just in the parameter a.
By introducing an additional variable ∆˜′1, we can rewrite Eq. (2.34) as follow
Z =
∫
d∆˜′1d∆˜1d∆˜2 · · · d∆˜Nδ(∆˜′1 − ∆˜1) exp
[−βc (∆x/ξ0) f(∆′1,∆N )]
exp [−βc (∆x/ξ0) f(∆N ,∆N−1)] · · · exp [−βc (∆x/ξ0) f(∆2,∆1)] . (2.38)
Using a complete set of normalized eigenstates to expand the δ function
δ(∆˜′1 − ∆˜1) =
∑
n
Ψ∗n(∆˜
′
1)Ψn(∆˜1), (2.39)
and making sure that eigenstates Ψn are eigenfunctions of the transfer operator∫
d∆˜i exp [−βc(∆x/ξ0)f(∆i+1,∆i)] Ψn(∆˜i) = exp [−βc(∆x/ξ0)n] Ψn(∆˜i+1), (2.40)
where n are eigenvalues. Plugging them into Eq. (2.38) we can get that
Z =
∑
n
e−βc(L/ξ0)n . (2.41)
For the thermodynamic limit, which is L/ξ0 →∞, only the ground state contributes and
the free energy per unit length is
f = (−kTc/L) lnZ = 0/ξ0. (2.42)
The average value of the square of the order parameter is defined as:
〈|∆|2〉 =
∫
d∆˜|∆|2e−βcF{∆}∫
d∆˜e−βcF{∆}
, (2.43)
and since |∆|2 can be expressed as ∂aF (∆), then Eq. (2.43) can also be written in the
form
〈|∆|2〉 = ∂a lnZ. (2.44)
Thus in the thermodynamic limit where only the ground state contributes, the average
value of the square of the order parameter reads
〈|∆|2〉 = ∂0
∂a
. (2.45)
Following the same procedure, the correlation function can be expressed in terms of
the Ψn eigenstates
C1(x) =
∑
n
|〈Ψn|∆|Ψ0〉|2 exp [−βc(x/ξ0)(n − 0)] . (2.46)
For distance x  ξ0, the lowest excited state coupled by the matrix element determines
the behavior of the correlation functions.
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2.3.2 Transfer Matrix
In order to calculate the transfer-matrix-eigenvalue problem [Eq. (2.40)], we can further
reduce it to a one-particle quantum mechanical problem by expanding Ψn(∆˜i) about
Ψn(∆˜i+1) and carrying out the d∆˜i integration.
Ψn(∆˜i) = Ψn(∆˜i+1) + (∆˜i − ∆˜i+1)Ψ′n(∆˜i+1) +
1
2
(∆˜i − ∆˜i+1)2Ψ′′n(∆˜i+1) + · · · (2.47)
Plugging the above expansion into Eq. (2.40), and integrating out ∆˜i, since ∆˜i now is in
Gaussian, only the even terms contribute and to leading order in ∆x, we can get∫
d∆˜i exp [−βc (∆x/ξ0) f(∆i+1,∆i)] Ψn(∆˜i)
= exp
[−βc (∆x/ξ0) (a|∆i+1|2 + b|∆i+1|4)](1 + 14 ∆xξ0βcc ∂
2
∂∆2i+1
)
Ψn(∆˜i+1).(2.48)
Further more we can exponentiate the derivative term and combine them together with
the power terms to order ∆x, so that the transfer-matrix-eigenvalue equation becomes
exp [−βc (∆x/ξ0)H] Ψn = exp [−βc (∆x/ξ0) n] Ψn. (2.49)
The effective Hamiltonian of the transfer matrix for Eq. (2.30) is:
H = −1
4
ξ20
β2c c
∇2 + a|∆|2 + b|∆|4. (2.50)
2.3.3 Langevin Equation
Rewriting all the quantities in appropriate units, the length in units of ξ0, the size of
the order parameter in units of ∆0 =
√
a′/2b and the reduced Ginzburg temperature
∆τ = (a′2/bkBTMFc )−2/3, the temperature in units of TMFc , τ = T/TMFc − 1, the transfer
matrix thus can be written in the following form:
Hˆ
kBTc
=
√
∆τ
[
−1
2
∇2 + 1
2
τ
∆τ
|~∆|2 + 1
4
|~∆|4
]
. (2.51)
Here ~∆ = (∆′,∆′′) are the complex order parameter fluctuations, and the Nabla operator
is defined as ∇ = (∂∆′ , ∂∆′′).
In the path integral approach, we can treat the evolution of the wave function in the
imaginary time according to the Schro¨dinger equation
− ∂xψ(~∆, x) = Hˆψ(~∆, x) (2.52)
as a random walk procedure. For the transfer matrix Hamiltonian, the ”imaginary time”
corresponds to the spatial coordinate along the chain and the ”spatial coordinate” is the
order parameter fluctuation. Using the guided random walk method, defining Φ(~∆, x) =
ψ(~∆, x)ψ0(~∆), where ψ0(~∆) is the ground state wave function of the transfer matrix, we
can show that Φ(~∆, x) is just the probability density of ~∆ at point x [41]. Plugging ψ(~∆, x)
into Eq. (2.52), we can see that the distribution function Φ(~∆, x) obeys the equation:
∂Φ
∂x
= −∇ · (∇ψ0
ψ0
Φ) +
1
2
∇2Φ, (2.53)
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which is a typical Fokker-Planck equation.
Using the equivalence between the Fokker-Planck equation and the Langevin equation
[50], we can see that the stochastic process described by this Fokker-Planck equation can
also be generated by the corresponding Langevin equation
∂~∆
∂x
=
∇ψ0
ψ0
(|~∆|) + ~η, (2.54)
which can be simulated very easily. Here ~η = (η′, η′′) is uncorrelated Gaussian noise in
complex plane.
2.4 Anharmonic Oscillator
For the convenience of the further discussion, we just consider the reduced effective Hamil-
tonian
H = −1
2
∇2 + 1
2
τ
∆τ
|~∆|2 + 1
4
|~∆|4 (2.55)
In order to use the Langevin equation to generate the order parameter fluctuations, the
first thing we need to know is the ground state wave function of the effective transfer
Hamiltonian. The effective Hamiltonian describes a quantum-mechanical anharmonic os-
cillator. Before we solve it exactly, we will discuss the mean-field solution and the harmonic
approximation first.
2.4.1 Mean Field Approximation
The anharmonic potential has been shown in Fig. (1.3) for different temperature. The
ground state energy is dominated by the potential minimum. For T ≥ TMFc , the minimum
lies at the origin, while for T < TMFc , it occurs at |~∆|2 = − τ∆τ . Within the mean-
field approximation, where the order parameters are spatially constant, the gradient term
vanishes, and the free energy per unit length is just
f = − 1
4ξ0
( τ
∆τ
)2
, T ≤ TMFc (2.56)
and 0 otherwise.
2.4.2 Harmonic Approximation
Adding a small perturbation term to the mean-field value of the order parameter and
expanding it, we can get the harmonic approximation. For the real order parameter we
have
∆ = ±
(
− τ
∆τ
)1/2
+ δ∆, (2.57)
and for the complex order parameter
~∆ =
[(
− τ
∆τ
)1/2
+ δ∆
]
eiφ (2.58)
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at T < TMFc . Inserting these transformations into the reduced effective Hamiltonian and
only keeping terms up to quadratic in δ∆, we can get, for both real and complex order
parameter ∆,
H = −1
2
∂2
∂δ∆2
− τ
∆τ
(δ∆)2 − 1
4
( τ
∆τ
)2
, (2.59)
which describes a harmonic oscillator with the eigenvalue (n+ 12)(2
τ
∆τ )
1/2, n = 0, 1, 2, . . . .
So the ground state energy for the harmonic approximation is
0 = −
(
1
2
τ
∆τ
)2
+
(
−1
2
τ
∆τ
)1/2
. (2.60)
Above Tc, the mean field vanishes and the harmonic approximation gives for the real order
parameter
0 =
1
2
( τ
∆τ
)1/2
, (2.61)
and for the complex order parameter, there is an extra factor of 2 which arises from the
two-dimensional nature of the Hamiltonian.
2.4.3 Exact Solution
The anharmonic oscillator problem Eq. (2.55) can be solved by various approaches [51].
Here we have adopted the variational approximation technique [52] to solve the anharmonic
oscillator exactly. We use a basis of n harmonic oscillator states to generate and truncate
the matrix representation of the Hamiltonian. The matrix is then diagonalized numerically
which gives eigenvalues and eigenvectors. As discussed before, the statistical mechanics is
dominated by the ground state and first few excited states.
Matrix Elements
To simplify the notation, we will rewrite the Hamiltonian of the anharmonic oscillator. In
the commensurate case,
H =
p2
2
+
τ
∆τ
x2
2
+
x4
4
, (2.62)
where we have used p and x to replace i∇ and ∆ respectively. To construct the matrix
representation of the anharmonic oscillator, we use the basis functions of the harmonic
oscillator
H0 =
p2
2
+
ω2x2
2
= ω
(
a†a+
1
2
)
. (2.63)
Thus
x =
(
1
2ω
)1/2 (
a† + a
)
, (2.64)
p = i
(ω
2
)1/2 (
a† − a
)
. (2.65)
Where ω can be determined by minimizing the ground-state expectation value of H. Using
the wavefunctions of eigenstates of the harmonic oscillator as the basis, the required matrix
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elements are
〈
n
∣∣∣∣p22
∣∣∣∣n〉 = 2ω3 (2n+ 1),〈
n
∣∣∣∣x44
∣∣∣∣n〉 = 13ω2 (2n2 + 2n+ 1),〈
n− 2
∣∣∣∣p22
∣∣∣∣n〉 = −2ω3 [n(n− 1)]1/2 ,〈
n− 2
∣∣∣∣x44
∣∣∣∣n〉 = 29ω2 (2n− 1) [n(n− 1)]1/2 ,〈
n− 4
∣∣∣∣x44
∣∣∣∣n〉 = 19ω2 [n(n− 1)(n− 2)(n− 3)]1/2 . (2.66)
In the incommensurate case, we can use the same procedure, only this time, the
Hamiltonian is a two dimensional anharmonic oscillator. The matrix elements of the
Hamiltonian are
〈
m,n
∣∣∣∣p2x2
∣∣∣∣m,n〉 = ω4 (2m+ 1),
〈
m,n
∣∣∣∣∣p2y2
∣∣∣∣∣m,n
〉
=
ω
4
(2n+ 1),
〈
m,n
∣∣∣∣x22
∣∣∣∣m,n〉 = 14ω (2m+ 1),
〈
m,n
∣∣∣∣y22
∣∣∣∣m,n〉 = 14ω (2n+ 1),
〈
m,n
∣∣∣∣x44
∣∣∣∣m,n〉 = 316ω2 (2m2 + 2m+ 1),
〈
m,n
∣∣∣∣y44
∣∣∣∣m,n〉 = 316ω2 (2n2 + 2n+ 1),
〈
m,n
∣∣∣∣x2y22
∣∣∣∣m,n〉 = 18ω2 (2m+ 1)(2n+ 1),〈
m− 2, n+ 2
∣∣∣∣x2y22
∣∣∣∣m,n〉 = 18ω2 [m(m− 1)(n+ 1)(n+ 2)]1/2 ,〈
m+ 2, n− 2
∣∣∣∣x2y22
∣∣∣∣m,n〉 = 18ω2 [(m+ 1)(m+ 2)n(n− 1)]1/2 ,
〈
m− 2, n
∣∣∣∣p2x2
∣∣∣∣m,n〉 = −ω4 [m(m− 1)]1/2 ,
〈
m,n− 2
∣∣∣∣∣p2y2
∣∣∣∣∣m,n
〉
= −ω
4
[n(n− 1)]1/2 ,
〈
m− 2, n
∣∣∣∣x22
∣∣∣∣m,n〉 = 14ω [m(m− 1)]1/2 ,
〈
m,n− 2
∣∣∣∣y22
∣∣∣∣m,n〉 = 14ω [n(n− 1)]1/2 ,
2. Order Parameter Fluctuations 30
-3.0
-2.0
-1.0
0.0
1.0
2.0
3.0
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
β cε
0/√
∆τ
τ/∆τ
exact real
exact complex
harmonic approx
mean field
Figure 2.2: The ground state energy for different temperature. The red and green dashed
lines show the exact results for real and complex order parameter fields separately. The
dashed line shows the harmonic approximations and the dotted line shows the mean field
result.
〈
m− 2, n
∣∣∣∣x44
∣∣∣∣m,n〉 = 18ω2 (2m− 1) [m(m− 1)]1/2 ,〈
m,n− 2
∣∣∣∣y44
∣∣∣∣m,n〉 = 18ω2 (2n− 1) [n(n− 1)]1/2 ,〈
m− 2, n
∣∣∣∣x2y22
∣∣∣∣m,n〉 = 18ω2 (2 ∗ n+ 1) [m(m− 1)]1/2 ,〈
m,n− 2
∣∣∣∣x2y22
∣∣∣∣m,n〉 = 18ω2 (2 ∗m+ 1) [n(n− 1)]1/2 ,〈
m− 2, n− 2
∣∣∣∣x2y22
∣∣∣∣m,n〉 = 18ω2 [m(m− 1)n(n− 1)]1/2 ,〈
m− 4, n
∣∣∣∣x44
∣∣∣∣m,n〉 = 116ω2 [m(m− 1)(m− 2)(m− 3)]1/2 ,〈
m,n− 4
∣∣∣∣y44
∣∣∣∣m,n〉 = 116ω2 [n(n− 1)(n− 2)(n− 3)]1/2 . (2.67)
Ground State Energy
By diagonalizing the above matrix, we can get the ground state energy of the Hamiltonian.
The ground state energy 0 is plotted in Fig. (2.2) for both real and complex order
parameter. The red line shows the exact result for the real order parameter and the
blue line is for the complex order parameter. As a comparison, we also present here the
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Figure 2.3: The expectation value of the square of the order parameters. The solid lines
shows the exact results obtained from differentiating the ground state energy with respect
to τ/∆τ . The red line is for the real order parameter and the green dashed line is for the
complex order parameter. Dashed lines and dotted line are the harmonic approximation
and mean field results respectively.
harmonic approximation results, which represented by the dashed lines. We can see that
when the temperature is far away from the mean-field critical temperature, both the exact
results for the real and complex order parameter approach the harmonic approximation
results. While in between, we can see that the exact results vary smoothly and catch
the physics which can not be obtained from the harmonic approximation. In the whole
temperature region, the mean-field results have large discrepancy with both exact results
and harmonic approximation results.
Ground State Expectation Value of The Square of The Order Parameters
As discussed before, the ground state expectation value of the square of the order param-
eter can be obtained by differentiating 0 with respect to τ/∆τ ,
〈|∆|2〉 = 2 ∂0
∂(τ/∆τ)
. (2.68)
Using the harmonic approximation, this gives for T < TMFc
〈|∆|2〉 = − τ
∆τ
−
(
−2 τ
∆τ
)−1/2
. (2.69)
Above Tc, for the real order parameter, one finds
〈|∆|2〉 = 1
2
( τ
∆τ
)−1/2
, (2.70)
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Figure 2.4: The inverse correlation length as a function of the temperature. The red line is
for the real order parameter and the green dashed line is for the complex order parameter.
Dashed lines and dotted line are the harmonic approximation and phase fluctuations only
results respectively.
and as before, there is an extra factor of 2 for the complex order parameter. In the mean-
field approximation, since the order parameters are spatially constant, then 〈|∆|2〉 is just
the minimum of the anharmonic potential, which is
〈|∆|2〉 = − τ
∆τ
. (2.71)
We plot the results in Fig. (2.3), where the red and green lines are results obtained by
solving the anharmonic oscillator for real and complex order parameter respectively. We
can see that at large temperature, both results agree with the harmonic approximation.
As the temperature is lowered, they also approaches harmonic approximation result from
below, and always smaller than the mean-field result.
Correlation Length
As has been discussed before, the correlation function is given by Eq. (2.46), and for
large distance x ξ0, the behavior of the correlation function is dominated by the lowest
excited state coupled by the matrix element. Thus the correlation length is given by
ξ−1 = ξ−10 β(1 − 0). (2.72)
For the real order parameter, 1 is just the first excited state. For the complex order
parameter, 1 is the lowest excited state having one unit of angular momentum. In Fig.
(2.4) we plot the inverse correlation length as a function of the temperature. We can
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Figure 2.5: The ground-state wavefunction of the anharmonic oscillator and its gradient
along the radial.
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see that for temperature below TMFc , the correlation length for the real order parameter
approaches 0 very rapidly, and for the complex order parameter, it behaves as 1/(τ/∆τ),
which we also derived in the phase fluctuations only case. The reason for that is as follows:
since physically, the loss of order-parameter-order-parameter correlation involves changes
in the sign of ∆, for the real order parameter, ∆ can only be around either one of ±∆0, the
finite energy associated with the hoping from one value to another provides a barrier which
gives rise to the exponential growth of ξ1. For the complex order parameter, however the
change of the order parameters can be achieved simply by the phase fluctuations which by
gradually changing θ involves arbitrarily small energies, and as the temperature decreases,
the value varies as 1/T , which is just the result we got from the phase fluctuations only
case.
2.4.4 Ground State Wave Function and The Drift Term
The ground state wavefunction can also be constructed once we solved the matrix eigen-
value problem. The ground state wavefunction is just a superposition of different eigen-
functions of the harmonic oscillator. In Fig. (2.5) we show as an example the ground
state wavefunction for τ = 0 anharmonic oscillator. Since the ψ0 is only a function of
|∆|, so the drift term in the Langevin equation (2.54) can be written as |∇ψ0|/ψ0(|∆|)eiθ.
For the later calculation, we approximate here the logarithmic derivative of the ground
state wave function by a fourth order polynomial in |∆|, which can be seen in Fig. (2.6)
is apparently a very good approximation.
For the harmonic oscillator, we have the ground state wavefunction
ψ0(∆) = Nce−
1
2
τ
∆τ
|∆|2 , (2.73)
where Nc is the normalizing factor. The drift term is then
|∇ψ0|
ψ0
(∆) = −
√
τ
∆τ
|∆|. (2.74)
Putting the result into the Langevin equation (2.54) we will have
∂x ~∆(x) = −
√
τ
∆τ
~∆ + ~η, (2.75)
which is just the Ornstein-Uhlenbeck process Eq. (2.10) we have discussed before.
2.5 Numerical Simulation
Once we have the drift term, we can use the Langevin equation (2.54) to simulate different
configurations of the order parameters, with which we can calculated the expectation
value of the square of order parameters and the correlation length. As a comparison, we
show numerical results simulated by the Langevin equation and exact results obtained
by Scalapino et al. [47] in Fig. (2.7). The dots are the results calculated using the
Langevin equation. It shows that even for a relative short chain, the calculated variance
and correlation length are almost the same as the exact results. The difference is due to the
numerical evaluation of the drift term, which we have approximated it by a fourth order
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Figure 2.7: The variance and the inverse correlation length as functions of the temperature.
The red lines are the exact results, the dots are numerical simulated results.
polynomial. We can see that both the simulated results using the Langevin equation agree
very well with the exact results calculated from solving the anharmonic oscillator. Thus
we can say that the order parameter fluctuations generated from the Langevin equation
have precisely the statistics given by the action Eq. (1.53).
2.6 Polar Coordinate
From the above discussion, we have shown that the order parameters can be generated
using the Langevin equation (2.54) in general. The drift term is a polynomial in the
amplitude of the order parameter |∆|. In the Gaussian case, the drift term is proportional
to |∆| and in the non-Gaussian case, we have approximated the drift term by a fourth
order polynomial. When the order parameters ~∆(x) are complex, we can also write it in
the form ~∆(x) = ∆(x)eiθ(x), where ∆(x) and θ(x) are amplitude and phase fluctuations
of the complex order parameters. In both Gaussian and non-Gaussian cases, we can write
the Langevin equations which generate the order parameters in the following form
∂~∆(x)
∂x
= a(|∆|)
~∆
|∆| + ~η, (2.76)
where ~η = η1 + iη2, η1 and η2 are uncorrelated Gaussian noise. Plugging the form ~∆(x) =
∆(x)eiθ(x) into Eq. (2.54) we get
∂x∆(x) = a(∆) + cos θη1 + sin θη2, (2.77)
∂xθ(x) =
1
∆
(− sin θη1 + cos θη2). (2.78)
Now we will use the equivalence of the Fokker-Planck equation and the Langevin
equation. In the multidimensional case with stratonovich interpretation, the stochastic
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process is described by the Langevin equation
X˙i(t) = ai(Xt, t) + bij(Xt, t)ηj(t), (2.79)
and the probability distribution function of Xi satisfies the Fokker-Planck equation
∂tP (x, t) =
[
−∂iai(x, t) + 12∂ibik(x, t)∂jbjk(x, t)
]
P (x, t). (2.80)
Here the differential operator ∂i acts on all functions to its right. Applying this to our
case, we have
∂xP (∆, θ;x) =
[
−∂∆a(∆) + 12∂∆ cos θ∂∆ cos θ +
1
2
∂∆ sin θ∂∆ sin θ
−1
2
∂∆ cos θ∂θ
1
∆
sin θ +
1
2
∂∆ sin θ∂θ
1
∆
cos θ
−1
2
∂θ
1
∆
sin θ∂∆ cos θ +
1
2
∂θ
1
∆
cos θ∂∆ sin θ
+
1
2
∂θ
1
∆
sin θ∂θ
1
∆
sin θ +
1
2
∂θ
1
∆
cos θ∂θ
1
∆
cos θ
]
P (∆, θ;x). (2.81)
Simplifying the above equation, it becomes
∂xP (∆, θ;x) =
[
−∂∆(a(∆) + 12∆) +
1
2
∂2∆ +
1
2∆2
∂2θ
]
P (∆, θ;x). (2.82)
The Fokker-Planck equation we have derived above is equivalent to the Langevin equation
∂x∆(x) = a(∆) +
1
2∆
+ η∆, (2.83)
∂xθ(x) =
1
∆
ηθ, (2.84)
where η∆ and ηθ are uncorrelated white Gaussian noise. From now on, we will use Eqs.
(2.83) and (2.84) rather than Eq. (2.54) to describe the order parameters.
From the Langevin equation given above, we can see that the probability distribution
function of ∆ can be determined just by the function a(∆)
∂xP (∆;x) =
[
−∂∆
(
a(∆) +
1
2∆
)
+
1
2
∂2∆
]
P (∆;x). (2.85)
Setting the left-hand side of the equation to be zero and solving the ordinary differential
equation, we can get the stationary distribution function of ∆ as
P (∆) =
1
C
∆ exp
(∫ ∞
0
2a(∆)d∆
)
, (2.86)
where C is the normalization factor.
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2.7 Langevin Equations for The Fluctuating Order Param-
eters
As a conclusion we will summerize all the Langevin equations for generating the order
parameters in different cases. If the order parameters are Gaussian white noise, which
means
∆(x) = ∆1η1 + i∆2η2. (2.87)
Here ∆1, ∆2 are two real constants, and η1, η2 are uncorrelated Gaussian white noise with
〈ηiηj〉 = δij . In the commensurate case, the order parameters are real, then we can set
∆2 = 0. In the incommensurate case, ∆1 and ∆2 are both non-zero.
If the order parameters are either Gaussian fluctuations with finite correlation lengths
or non-Gaussian fluctuations, we have the following equations of motion for the order
parameters:
∂x∆(x) = a(∆) + η (2.88)
when the order parameters are real, and
∂x∆(x) = a(∆) + η∆, (2.89)
∂xθ =
1
∆
ηθ. (2.90)
with η∆ and ηθ two uncorrelated Gaussian white noise, when the order parameters are
complex.
In the phase fluctuations only case, we have ∂xθ(x) ≡ V (x). And from the Eq. (2.21)
we see that V (x) is Gaussian distributed, thus it ends up
∂xθ(x) =
√
2
ξ(T )
η, (2.91)
where η is as usual the Gaussian white noise.
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Chapter 3
Electronic Properties
In the previous chapter, we have discussed the statistics of the order parameter fluctua-
tions. We derived the Langevin equations for generating the order parameter fluctuations
according to the Ginzburg-Landau functional. Now we will come back to the electronic
part of the system. As has been shown in chapter one, the low energy physics of the
one-dimensional electron phonon system can be described by the so called Fluctuating
Gap Model (FGM). For a given configuration of the order parameters, the Hamiltonian is
given by Eq. (1.56). Here we write it in a different way
Hˆ(x,−i∂x) = −ivFσ3∂x + ∆(x)σ+ + ∆∗(x)σ−. (3.1)
As before, vF is the Fermi velocity (hereforth we set vF = 1) and ∆(x) is the order
parameter which serves as a back scattering potential. σi, i = 1, 2, 3 are the usual Pauli
matrices with σ± = (σ1 ± iσ2)/2. We have discussed the mean-field solution to this
Hamiltonian in the first chapter. For a given spatially constant back scattering potential
∆, the calculated density of states shows that a gap opens right below |ω| < ∆. In this
chapter, we will put the fluctuations of the order parameters into account and show how
all electronic properties change. Since the charge density wave generally induces a zone
that is incommensurate with the underlying lattice [36], in our later discussion we will
mainly focus on the the complex order parameter fluctuations
First we will discuss the Gaussian order parameter fluctuations. The perturbation
theory can be used to calculate the Green’s function in principle. Based on that, we can
calculate the density of states and the spectral function with further approximations. The
suppression of the density of states at low energy indicates the opening of a pseudogap
and the broadening of the quasi-particle peak with increasing correlation length suggests
the break down of the Fermi liquid picture. Furthermore, we will show a method based
on the phase formalism, which can be used to calculate the density of states and the
spectral function exactly, but only with the Gaussian white order parameter fluctuations.
In the last part of this chapter, we will use the Stochastic Method to solve the problem
exactly and calculate the electronic properties with different statistics of order parameter
fluctuations.
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3.1 Perturbation Theory
The retarded Green’s function GR(x, x′;ω) is of special interest because it can be related
to several quantities which are in principle experimentally accessible. Using α = 1 for
right- and α = −1 for left-moving fermions, the retarded Green’s function is defined as
GRαα′(x, x
′; t, t′) = −i〈T [Ψα(x, t)Ψ∗α′(x′, t′)]〉, (3.2)
where Ψα(Ψ∗α) is the field operator. The Fourier transformation of the retarded Green’s
function satisfies the differential equation
[ω + i0+ − Hˆ(x,−i∂x)]GR(x, x′;ω) = δ(x− x′)σ0. (3.3)
3.1.1 Free Fermions
First we discuss the free fermions. Using Eq. (3.1) and setting ∆(x) = 0, we can simplify
the above equation to
[ω + i0+ + iσ3∂x]GR0 (x− x′;ω) = δ(x− x′)σ0. (3.4)
By using the Fourier transformation, we change this equation from real space to momen-
tum space. It gives
[ω + i0+ − kσ3]GR0 (k;ω) = σ0. (3.5)
After a simple matrix inversion, the matrix elements of GR0 (k, ω) are given by(
GR0
)
αα′ (k;ω) =
δαα′
ω − αk + i0+ . (3.6)
The retarded Green’s function in real space can be obtained by using the Fourier trans-
formation again
GR0 (x;ω) =
∫ +∞
−∞
dkeikxGR0 (k;ω), (3.7)
and the result reads
i
(
GR0
)
αα′ (x;ω) = δαα′θ(αx)e
iαωx. (3.8)
Here, θ(x) is the Heaviside step function. Eq. (3.8) indicates that fermions can only
propagate in a single direction. As we will see later, the free fermion Green’s function
gives a starting point for the perturbative calculation.
3.1.2 Dyson Equation
With the presence of disordered back scattering potential, we can expand the Green’s
function in powers of the potential ∆(x) = ∆(x)σ+ + ∆∗(x)σ−, thus Eq. (3.3) can be
written as
[iσ3∂x + ω + i0+]GR(x, x′;ω) = δ(x− x′)σ0 + ∆(x)GR(x, x′;ω). (3.9)
Substituting x by x1, multiplying the resulting equation from the left with the free Green’s
function GR0 (x, x1;ω) and then integrating over x1 gives the Dyson equation
GR(x, x′;ω) = GR0 (x, x
′;ω) +
∫
dx1G
R
0 (x, x1;ω)∆(x1)G
R(x1, x′;ω). (3.10)
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Iterating the above procedure, the exact Green’s function can be expressed in terms of
the free Green’s function and the disorder potential.
GR(x, x′;ω) =
∞∑
n=0
GRn (x, x
′;ω). (3.11)
Where GR0 (x, x
′;ω) = GR0 (x − x′;ω) is the Green’s function for free fermions. For n ≥ 1
the functions GRn (x, x
′;ω) are given by
GRn (x, x
′;ω) =
∫
dx1 · · ·
∫
dxnG
R
0 (x− xn;ω)
∆(xn)GR0 (xn − xn−1;ω) · · ·∆(x1)GR0 (x1 − x′;ω). (3.12)
Now we consider the disorder-averaged Green’s function. From Eq. (3.11) we can have
〈
GR(x, x′;ω)
〉
=
∞∑
n=0
〈
GRn (x, x
′;ω)
〉
. (3.13)
where 〈· · · 〉 represents averaging over configurations of the order parameters.
3.1.3 Lowest-Order Correction
The lowest-order correction
〈
GR2
〉
is a diagonal matrix. For example, for right-moving
fermions, from Eq. (3.12)
〈
(GR2 )11(x, x
′;ω)
〉
=
〈∫
dx1
∫
dx2(GR0 )11(x− x2;ω)∆(x2)
× (GR0 )−1−1(x2 − x1;ω)∆∗(x1)(GR0 )11(x1 − x′;ω)
〉
=
∫
dx1
∫
dx2 〈∆(x2)∆∗(x1)〉 (GR0 )11(x− x2;ω)
×(GR0 )−1−1(x2 − x1;ω)(GR0 )11(x1 − x′;ω). (3.14)
Above the Peierls transition, the order parameter field ∆(x) has the Gaussian statistics,
and the correlation function satisfies following equations:
〈∆(x)〉 = 0, 〈∆(x)∆∗(x′)〉 = ∆2se−|x−x′|/ξ. (3.15)
All the higher moments of the order parameter field can be obtained by the Wick’s theo-
rem. Plugging this correlation function and also the explicit expression of the free fermion
Green’s function Eq. (3.8) into Eq. (3.14), we will have〈
(GR2 )11(x, x
′;ω)
〉
= i∆2s
∫
dx1
∫
dx2e
−|x2−x1|/ξθ(x− x2)eiω(x−x2)
×θ(x1 − x2)eiω(x1−x2)θ(x1 − x′)eiω(x1−x′). (3.16)
With the presence of the step function, it is more convenient to integrate over path lengths
l1, l2, l3 than over intermediate coordinates x1, x2. We define
l1 = |x1 − x′|, l2 = |x− x2|, l3 = |x1 − x2|, (3.17)
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Figure 3.1: The density of states with the lowest correction term for different correlation
lengths ∆sξ = 0.1, 0.2, 0.3, 0.4, 0.5.
and they must fulfill the constraint
x− x′ = l1 + l2 − l3. (3.18)
This constraint can be implemented by inserting
δ(x− x′ − l1 − l2 + l3) =
∫ +∞
−∞
dk
2pi
eik(x−x
′−l1−l2+l3) (3.19)
into the integrand.
In particular, we are interested in the local density of states, thus we just need to
evaluate 〈
(GR2 )11(x, x;ω)
〉
= i∆2s
∫
dk
2pi
∫ ∞
0
dl3e
i(ω+k+iξ−1)l3
×
∫ ∞
0
dl2e
i(ω−k)l2
∫ ∞
0
dl1e
i(ω−k)l1
= ∆2s
∫
dk
2pi
1
ω + k + iξ−1
1
(ω − k)2 . (3.20)
Using the contour integration, we finally get〈
(GR2 )11(x, x;ω)
〉
=
−i∆2s
(2ω + iξ−1)2
. (3.21)
Since the local density of states is related to the Green’s function by
ρ(ω) = − 1
pi
Im Tr
[
GR(x, x;ω)
]
, (3.22)
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then the total density of states by considering just the second-order correction is
ρ(ω) = ρ(0)(ω) + ρ(2)(ω) =
1
pi
(
1 + Re
2∆2s
(2ω + iξ−1)2
)
, (3.23)
where the factor 2 comes from adding the contribution of left-moving fermions. We plot
density of states for various correlation lengths in Fig. (3.1). The density of states is
reduced in the range |ω| < ξ−1/2, that means a pseudogap opens up. But people should
also notice that, this approximation is valid only when the fluctuations are fast enough,
∆sξ  1/2.
3.1.4 Higher-Order Correction
Next we take into account the higher-order correction terms, the 2n-th order correction is〈
(GR2n)11(x, x
′;ω)
〉
=
∫
dxndx
′
n . . . dx1dx
′
1(G
R
0 )11(x− xn;ω) . . . (GR0 )−1−1(x1 − x′1;ω)
×(GR0 )11(x′1 − x′;ω)D(xn, x′n, . . . , x1, x′1), (3.24)
where the 2n-point correlation function is
D(xn, x′n, . . . , x1, x
′
1) =
〈
∆(xn)∆∗(x′n) . . .∆(x1)∆
∗(x′1)
〉
. (3.25)
In principle, it is rather difficult to determine the 2n-point correlation function for any
given statistics. In the following, we will discuss some special cases, in which people can
sum up a series of infinite number of terms in Eq. (3.12), or even all of the terms to
calculate the retarded Green’s function.
3.1.5 Second Order Born Approximation
We still keep the Gaussian statistics of the order parameters. The two-point correlation
function is given by Eq. (3.15) and the 2n-point correlation function D(xn, x′n, . . . , x1, x′1)
can be constructed using the Wick’s theorem. For example, the four-point correlation
function is then
D(x2, x′2, x1, x
′
1) = ∆
4
se
−|x2−x′2|/ξe−|x1−x
′
1|/ξ + ∆4se
−|x2−x′1|/ξe−|x1−x
′
2|/ξ. (3.26)
In the diagrammatic representation of the averaged Green’s function, an infinite number
of diagrams can be summed up by introducing irreducible diagrams. The corresponding
amputated diagram is obtained by eliminating all outer propagators. The sum of all
amputated irreducible diagrams is known as the self-energy Σ(k;ω). In terms of the
self-energy, the averaged Green’s function can be expressed in momentum space as(〈
GR(k;ω)
〉)−1
=
(
GR0 (k;ω)
)−1 − Σ(k;ω). (3.27)
The Self-Energy
If we only consider the contribution of the simplest irreducible diagram, we will come to
the Born approximation. The self-energy in the second order Born approximation is given
by
ΣB(x− x′;ω) =
〈
∆(x)GR0 (x− x′;ω)∆(x′)
〉
. (3.28)
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Figure 3.2: The density of states in second order Born approximation for different correla-
tion lengths ∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0. The black dashed line shows the mean-field
result.
Inserting the retarded Green’s function for the free fermions into the above equation, we
can get
(ΣB)αα′ (x− x′;ω) = δα,α′∆2se−|x−x
′|/ξ (GR0 )α¯,α¯ (x− x′;ω)
= −iδα,α′∆2sθ(−α(x− x′))e−iα[ω+i/ξ](x−x
′). (3.29)
Taking the Fourier transformation, we will get
(ΣB)αα′ (k;ω) =
∫ +∞
−∞
dxe−ikx (ΣB)αα′ (x;ω)
= δα,α′
∆2s
ω + αk + i/ξ
, (3.30)
and the averaged Green’s function(
GRB
)
α,α′ (k, ω) =
δα,α′
ω − αk − ∆2sω+αk+i/ξ
. (3.31)
Density of States
Integrating Eq. (3.31) over k and taking the trace, we obtain
TrGRB(x, x;ω) = −i
ω + i/2ξ√
(ω + i/2ξ)2 −∆2s
, (3.32)
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where
√
z is defined as the principal part of the square root with the cut chosen along the
negative real axis. The density of states is just the imaginary part of Eq. (3.32),
ρB(ω) = ρ0 Re
w + i/2ξ√
(ω + i/2ξ)2 −∆2s
. (3.33)
Spectral Function
The spectral function is defined as
A(αkF + k;ω) = − 1
pi
Im(GR(k;ω))α,α. (3.34)
It directly follows from Eq. (3.31) that in the second order Born approximation the
spectral function is given by
A(αkF + k;ω) = ρ0
∆2sξ
(∆2s − (ω2 − k2))2 ξ2 + (ω − αk)2
. (3.35)
In the second order Born approximation, we have summed up a series of infinite number
of the diagrams, but it is still just a small part of all the diagrams we need to consider.
In the following, we will discuss two cases where people can actually take into account all
the diagrams.
3.1.6 Mean-Field
First we consider a rather trivial example, the mean-field approximation. In this ap-
proximation, we set ∆(x) = ∆s, that means the order parameters are spatially constant.
Thus
D(xn, x′n, . . . , x1, x
′
1) = ∆
2n
s . (3.36)
Then the Fourier transformation of Eq. (3.12) gives
〈
GR11(k;ω)
〉
=
∞∑
n=0
〈
(GR2n)11(k;ω)
〉
=
∞∑
n=0
∆2ns
(ω − k)n+1(ω + k)n
=
ω + k
ω2 − k2 −∆2s
. (3.37)
The spectral function now is
A(k;ω) = − 1
pi
ImGR11(k;ω + i0
+)
=
Ek + k
2Ek
δ(ω − Ek) + Ek − k2Ek δ(ω + Ek), (3.38)
where
Ek =
√
k2 + ∆2s, (3.39)
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Figure 3.3: The spectral function AB(kF + k;ω) with k = 0 in second order Born approx-
imation for different correlation lengths ∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.
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Figure 3.4: The spectral function AB(kF + k;ω) with k = 0.5∆s in second order Born
approximation for different correlation lengths ∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.
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which shows that the spectral function has two narrow peaks at ±Ek. The density of
states is
ρ(ω) =
1
pi
|ω|√
ω2 −∆2s
θ(ω2 −∆2s). (3.40)
We can see that the calculation reproduces all the results we have obtained in Chapter 1.
3.1.7 Infinite Correlation Length
Now we switch to the Gaussian fluctuations with infinite correlation length. In the limit
of infinite correlation length, the correlation function (3.15) reduces to〈
∆(x)∆∗(x′)
〉
= ∆2s, (3.41)
and thus the 2n-point correlation function becomes
D(xn, x′n, . . . , x1, x
′
1) = n!∆
2n
s . (3.42)
We see that this is different from the 2n-correlation function in the mean-field case by a
factor of n!. We then write the retarded Green’s function in the form〈
GR11(k;ω)
〉
=
∞∑
n=0
n!
∆2ns
(ω − k)n+1(ω + k)n . (3.43)
We can use the Stiltjes integral to evaluate the sum
∞∑
n=0
n!xn =
∫ ∞
0
dt
e−t
1− xt. (3.44)
The integral on the right-hand side is perfectly finite for any x away from the positive
real axis. If x approaches the real axis from the complex plane, x ± i0, the integral has
a nonzero imaginary part, which we cannot get from the sum of positive numbers on the
left-hand side. Applying the above identity, we get the retarded Green’s function〈
GR11(k;ω)
〉
=
∫ ∞
0
dte−t
ω + k
ω2 − k2 − t∆2s
. (3.45)
We can see that the integrand (ω+ k)/(ω2 − k2 − t∆2s) is just the mean-field retarded
Green’s function Eq. (3.37) with the field
√
t∆s. By adding an infinitesimal small imagi-
nary number to the energy and taking the Imaginary part of the retarded Green’s function,
we end up with the spectral function for the right-moving fermion
A(k;ω) = −
∫ ∞
0
dte−t(ω + k)δ(ω2 − k2 − t∆2s)
=
1
∆2s
θ(ω2 − k2)(ω + k)e−(ω2−k2)/∆2s . (3.46)
The density of states can be obtained by integrating the spectral function A(k, ω) over
k,
ρ(ω) = 2
∫ +∞
−∞
dk
2pi
A(k, ω)
=
2ω
pi∆2s
e−ω
2/∆2s
∫ ω
0
dkek
2/∆2s
=
2
pi
ω
∆s
e−ω
2/∆2s Erfi
(
ω
∆s
)
. (3.47)
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Figure 3.5: The spectral function A(kF + k;ω) with k = 0, 0.5∆s, 1.0∆s for infinite corre-
lation length. The sudden jump at ω = ±k are due to the presence of a step function
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Figure 3.6: The density of states for infinite correlation length. An pseudogap opens up
at low energy region and there is never a real gap.
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Here
Erfi(x) =
∫ x
o
et
2
dt (3.48)
is the error function with an imaginary argument.
It is also possible to go back to the original assumption about the Gaussian statistics.
In the limit of ξ →∞, instead of a random order parameter ∆(x), we have a single random
variable ∆ describing the value of the gap field everywhere on the chain. Its Gaussian
character is realized by considering an ensemble of chains, each with a different but fixed
∆, with the distribution function
p(∆) =
e−|∆|2/∆2s
pi∆2s
. (3.49)
So the 2n-point correlation function now is given by
D(xn, x′n, . . . , x1, x
′
1) =
〈|∆|2n〉
=
∫
|∆|2np(∆)d2∆ = n!∆2ns . (3.50)
On every chain, there is a perfect gap with size |∆|, and it varies from chain to chain. The
density of states and the spectral function now can be calculated by taking the ensemble
average of the result for a single gap.
3.2 Non-Perturbative Method
Although the calculation presented above can qualitative explain the pseudogap phe-
nomenon, it is all based on the perturbation theory. As we know that for the correlated
one-dimensional electronic system, interface effects due to perfect nesting between two
Fermi points invalidate a perturbative calculation near the Fermi level. Thus we need a
more solid or even exact solution.
Considering the wave function
Ψ(x) =
(
ψ1(x)
ψ2(x)
)
, (3.51)
in the segment (0, L), where ψ1(x), ψ2(x) represent right-moving and left-moving part
of the wave function respectively. Then the wave function is the eigenfunction of the
eigenvalue problem( −i∂x ∆0 + ∆(x)
∆0 + ∆∗(x) i∂x
)(
ψ1(x)
ψ2(x)
)
= ω
(
ψ1(x)
ψ2(x)
)
. (3.52)
Here ∆0 is a static gap potential and ∆(x) = ∆1(x) + i∆2(x) with ∆1(x) and ∆2(x) are
both Gaussian white noise. We choose the boundary conditions
ψ1(0) = ψ2(0) = 1, ψ1(L)/ψ2(L) = 1 (3.53)
to ensure the Hermiticity of the Hamiltonian. Using Eq. (3.52) and the boundary condi-
tions we chose above, it shows that there exists a symmetry relation between ψ1(x) and
ψ2(x), i.e.
ψ1(x) = ψ∗2(x). (3.54)
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By using Eikonal ansatz, we can write ψ1(x) as follows:
ψ1(x) = eζ(x)ieiϕ(x)/2. (3.55)
Putting the ansatz into Eq. (3.52), we can get the equations of motion for ϕ(x) and ζ(x)
∂xϕ(x) = 2ω + 2(∆0 + ∆1(x)) cosϕ(x) + 2∆2(x) sinϕ(x), (3.56)
∂xζ(x) = 2∆1(x) cosϕ(x)− 2∆2(x) sinϕ(x). (3.57)
and the boundary conditions are
ϕ(0) = 0, ϕ(L) = 2npi, ζ(0) = 0. (3.58)
Also we introduce another linearly independent solution ψ˜ = eζ˜(x)ie−iϕ˜(x)/2, where ϕ˜(x)
and ζ˜(x) also satisfy Eqs. (3.56) and (3.57), and the boundary condition for ϕ˜(x) and
ζ˜(x) are
ϕ˜(L) = 0, ϕ˜(0) = 2npi, ζ˜(L) = 0. (3.59)
Since both ψ and ψ˜ are eigenfunctions of the same energy ω, from Eq. (3.52) we get that
ψ1ψ˜2 − ψ2ψ˜1 is a constant independent of x. With the help of all these we can write the
Green’s function in the following form:
G(x, x′;ω) =
i
ψ1ψ˜2 − ψ2ψ˜1
(
ψ˜1(x)ψ2(x′) ψ˜1(x)ψ1(x′)
ψ˜2(x)ψ2(x′) ψ˜2(x)ψ1(x′)
)
, (3.60)
for x > x′.
We can obtain the retarded (advanced) Green’s function GR(x, x′) (GA(x, x′)) by solv-
ing for wave function with an infinitesimally small imaginary adding to the energy ω. For
Imω > 0 we have
ψ1ψ˜2
ψ2ψ˜1
= exp [−i (ϕ(x)− ϕ˜(x))] < 1, (3.61)
thus we can Taylor expand the denominator and write the retarded Green’s function as
GR(x, x′;ω) = −i
∞∑
n=0
(
Cˆn(x, x′)yˆn(x) Dˆn(x, x′)yˆn(x)
Cˆn(x, x′)yˆn+1(x) Dˆn(x, x′)yˆn+1(x)
)
, (3.62)
where
yˆn(x) =
[
ψ˜2(x)
ψ˜1(x)
]n
, (3.63)
Cˆn(x, x′) =
[
ψ1(x)
ψ2(x)
]n ψ2(x′)
ψ1(x)
, (3.64)
Dˆn(x, x′) =
[
ψ1(x)
ψ2(x)
]n ψ1(x′)
ψ2(x)
. (3.65)
Now we take the L → ∞ limit, and since ψ and ψ˜ are statistically independent, we can
write the averaged retarded Green’s function as the product of averages of Cˆ(Dˆ) and yˆ.
The averaged quantities Cn ≡
〈
Cˆn(x, x′)
〉
and Dn ≡
〈
Dˆn(x, x′)
〉
are functions of x− x′
and yn ≡ 〈yˆn(x)〉 is independent of x.
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From the definition Eq. (3.63), we see that yˆn(x) = (−1)neinϕ˜(x). Combined with
the equation of motion of ϕ˜(x), we have for the averaged quantity
〈
einϕ˜
〉
the following
equation:
∂x
〈
einϕ˜(x)
〉
= in
(
2ω
〈
einϕ˜(x)
〉
+ ∆0
〈
ei(n+1)ϕ˜(x)
〉
+ ∆0
〈
ei(n−1)ϕ˜(x)
〉
+
〈
∆1(x)ei(n+1)ϕ˜(x)
〉
+
〈
∆1(x)ei(n−1)ϕ˜(x)
〉
−i
〈
∆2(x)ei(n+1)ϕ˜(x)
〉
+ i
〈
∆2(x)ei(n−1)ϕ˜(x)
〉)
. (3.66)
Since both ∆1(x) and ∆2(x) are Gaussian white noise, we can decouple the averages of
the form 〈∆(x)if{∆i(x)}〉 (i = 1, 2) using the Novikov’s formula
〈∆i(x)f{∆i(x)}〉 =
∫
dx′
〈
∆i(x)∆i(x′)
〉〈δf{∆i(x)}
δ∆i(x′)
〉
. (3.67)
Taking into account the correlation function 〈∆i(x)∆i(x′)〉 = ∆2s/2δ(x−x′), we transform
the above equation to
〈∆i(x)f{∆i(x)}〉 = ∆
2
s
2
〈
δf{∆i(x)}
δ∆i(x− 0)
〉
. (3.68)
When we apply this to the quantity
〈
∆i(x)ei(n±1)ϕ˜(x)
〉
, we need to be very careful about
the functional derivative
δψ˜(x)
δ∆1(x′)
= 2 cos ϕ˜(x)θ(x− x′). (3.69)
Since in our case x = x′, we define here θ(0) = limx→0 [θ(x) + θ(−x)] /2 = 1/2. As a result
we get 〈
∆1(x)ei(n+1)ϕ˜(x)
〉
=
i(n+ 1)
4
∆2s
(〈
ei(n+2)ϕ˜(x)
〉
+
〈
einϕ˜(x)
〉)
, (3.70)〈
∆1(x)ei(n−1)ϕ˜(x)
〉
=
i(n− 1)
4
∆2s
(〈
einϕ˜(x)
〉
+
〈
ei(n−2)ϕ˜(x)
〉)
, (3.71)〈
∆2(x)ei(n+1)ϕ˜(x)
〉
=
(n+ 1)
4
∆2s
(〈
ei(n+2)ϕ˜(x)
〉
−
〈
einϕ˜(x)
〉)
, (3.72)〈
∆2(x)ei(n−1)ϕ˜(x)
〉
=
(n− 1)
4
∆2s
(〈
einϕ˜(x)
〉
−
〈
ei(n−2)ϕ˜(x)
〉)
. (3.73)
Plugging all the quantities listed above into Eq. (3.66), multiplying both sides with
the prefactor (−1)n and setting the left-hand side of the equation to be zero, we can get
the recursion relation for yn,(
2ω + in∆2s
)
yn −∆0yn+1 −∆0yn−1 = 0. (3.74)
with the initial value y0 = 1.
Using the same procedure, we can derive the equation for Cn(x− x′),
dCn
d(x− x′) = i(2n+ 1)ωCn − i(n+ 1)∆0Cn+1
−in∆0Cn−1 − (n2 + n+ 12)∆
2
sCn. (3.75)
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Figure 3.7: The density of states for ∆2s/∆0 = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0, 50.0.
Since we have
〈
(ψ˜2/ψ˜1)n
〉
= 〈(ψ1/ψ2)n〉 [53], we have the initial condition Cn(0) = yn.
Dn satisfies the same equations as Cn with the initial condition Dn = yn+1.
Now we solve Eqs. (3.74) and (3.75). Luckily yn, Cn and Dn decay exponentially as
a function of n. Thus we can set yn = 0 for n > N , a relative large number, to truncate
the number of equations we need to solve. Once we have all the yn, Cn and Dn, we can
construct the retarded Green’s function using Eq. (3.62). And again, the density of states
and spectral function can be obtained via the resulted retarded Green’s function.
The density of states can be calculated by setting x = x′ and taking the imaginary
part of the trace of the retarded Green’s function. We show in Fig. (3.7) the density of
states for different ∆2s/∆0. The density of states at low energy is suppressed from the
free fermions results. And as the strength of the fluctuations increases, i.e. ∆s becomes
larger, the suppression is also stronger. As we can see, at ∆2s/∆0 = 50, the suppression is
so strong that a nearly full gap shows up.
We also present the results of the spectral function in both symmetric and asymmetric
cases in Figs. (3.8) and (3.9). It shows two peaks at around ω/∆0 = ±1. As ∆2s/∆0
increases, the height of the peaks decrease. For very small ∆2s/∆0, the peaks become
narrower and higher, which for ∆2s/∆0 = 0 recovers the mean-field result. And for larger
∆2s/∆0, the fluctuations effect dominates, and the spectral function become very flat and
delocalized, the electrons in this situation behave like free fermions.
We can also use this method to calculate the optical conductivity. The real part of the
frequency-dependent optical conductivity for small temperature is [53, 54]:
σ(ω) =
e2
A
2
piω
∫ ∞
−ω
d
∫ ∞
x′
dxRe
[
j+−(x− x′; + ω, )− j++(x− x′; + ω, )] , (3.76)
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Figure 3.8: The spectral function A(kF + k;ω) with k = 0 for Gaussian white noise and
∆2s/∆0 = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.
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Figure 3.9: The spectral function A(kF + k;ω) with k = 0.5∆0 for Gaussian white noise
and ∆2s/∆0 = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.
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Figure 3.10: The optical conductivity for Gaussian white noise and ∆2s/∆0 =
0.1, 0.3, 0.5, 1.0.
where A is the cross-sectional area of a chain and
j±±(x− x′; , ′) = 〈Tr [σ3G±(x′, x; )σ3G±(x, x′; ′)]〉 (3.77)
is the averaged correlator of the current. Here we have used G+ (G−) to denote the
retarded (advanced) Green’s function, and σ3 is just the usual Pauli matrix. In the
following we will use the approximation 〈GG〉 ≈ 〈G〉 〈G〉 to calculate j±±, which we
expect to be valid for ω  ∆s.
Since we need to have the retarded and advanced Green’s functions for both x > x′
and x < x′ in our calculation, we can use the above method to calculate them separately.
But fortunately. with the help of the symmetry properties of the Green’s functions, we
can reduce large amount of work. From the symmetry condition ψ1(x) = ψ∗2(x) the matrix
elements of the Green’s functions have the following relation:[
G±11(x, x
′; )
]∗ = G∓11(x′, x; ) = G∓22(x, x′; ), (3.78)[
G±12(x, x
′; )
]∗ = G∓21(x′, x; ) = G∓21(x, x′; ), (3.79)
and
G±11(x, x
′;−) = −G∓22(x, x′; ), (3.80)
G±12(x, x
′;−) = G∓21(x, x′; ). (3.81)
We show in Fig. (3.10) the calculated optical conductivity. As ∆2s/∆0 increases , the
spectrum broadens rapidly, and the peak moves towards the low energy region.
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3.3 Stochastic Method
Up to now, all the methods we have discussed can only be applied to some special cases.
The second-order Born approximation, sums up an infinite number of diagrams, considers
still just a small fraction of all the diagrams. Although some exact results can be obtained,
they are only valid either for Gaussian fluctuations with the infinite correlation length or
for the Gaussian white noise. For the Gaussian fluctuations with finite correlation lengths
or more importantly for the non-Gaussian fluctuations, it is impossible to apply any of the
above methods. In the following, based on the stochastic technique [25], we will develop
a method, which can be used to calculate the electronic quantities for nearly all kinds of
statistics of the order parameters fluctuations, and the results are formally exact.
3.3.1 Eigenstates and Eigenfunctions
Once we know all the eigenvalue and eigenstates of the Hamiltonian (3.1), we solve the
problem completely. Recalling that the eigenvalue problem is( −i∂x ∆(x)
∆∗(x) i∂x
)(
ψ(x)
ψ∗(x)
)
= ω
(
ψ(x)
ψ∗(x)
)
, (3.82)
here ω is the eigenenergy and ψ(x) is the wave function we want to calculate. We will use
the Eikonal ansatz for the wave function, ψ(x) = eζ(x)ieiϕ(x)/2. By plugging the definition
of ψ(x) into Eq. (3.82), it is easy to get the equations of motion for both ϕ(x) and
ζ(x). The specific form of equations depends on the statistics of the order parameters we
want to discuss. Not all functions satisfy equations of motion are the eigenfunctions of
the original problem, unless they obey the right boundary condition. Since all physical
quantities should be independent of the boundary conditions in the thermodynamic limit,
we can choose the boundary condition to make our calculation as easy as possible. Here
we will impose the boundary condition as follow
ϕ(0) = 0, ϕ(L) = ϕL. (3.83)
In the following, using the generating function of the order parameter fluctuations along
with the boundary conditions Eq. (3.83) we will derive the equations which will be used
to calculate the density of states, the spectral function and the optical conductivity. Since
for different statistics of order parameters, we have different equations, we need to discuss
them separately.
3.3.2 Gaussian White Noise
First we will calculate the electronic properties when order parameter fluctuations are
Gaussian white noise. We write the fluctuations in the form
~∆(x) = ∆0 + ∆1η1 + i∆2η2, (3.84)
where ∆0 is a static gap potential, ∆1 and ∆2 are both real constants to denote the
strength of the fluctuations, η1 and η2 are uncorrelated Gaussian white noise. Generally
both ∆1 and ∆2 are nonzero, then ~∆(x) is complex which refers to the incommensurate
case. To simplify the later calculation, we usually set ∆1 = ∆2 = ∆s. If we set ∆2 = 0,
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then the fluctuating order parameters ∆(x) become real, which is just the commensurate
case.
Putting both the ansatz for the wave function and order parameter fluctuations Eq.
(3.84) into the Eq. (3.82), we then get the equations of motion for both ϕ(x) and ζ(x),
∂xϕ(x) = 2ω + 2∆0 cosϕ(x) + 2∆1 cosϕ(x)η1 + 2∆2 sinϕ(x)η2, (3.85)
∂xζ(x) = ∆0 sinϕ(x) + ∆1 sinϕ(x)η1 −∆2 cosϕ(x)η2. (3.86)
Density of States
The density of states is defined as:
ρ(ω) =
1
L
〈∑
n
δ(ω − ωn)
〉
, (3.87)
here 〈· · · 〉 represents averaging over different configurations of the order parameters, ωn is
the energy of the nth eigenstate, which is nth ω satisfies the boundary condition ϕ(L, ω) =
ϕL. Using the identity
δ[f(x)] =
∑
i
δ(x− xi)
|f ′(xi)| , (3.88)
where xi are zeros of the function f(x), we have∑
i
δ(ω − ωi) = δ[ϕL − ϕ(L, ω)]|∂ϕ(L, ω)/∂ω|. (3.89)
We define the function U1(x) by
U1(x) =
∂ϕ(x, ω)
∂ω
. (3.90)
Using Eq. (3.85) and changing the order of the differential operators ∂x and ∂ω, we can
get the equation of motion for U1(x)
∂xU1(x) = 2− 2U1(x) [∆0 sinϕ(x)−∆1 sinϕ(x)η1 + ∆2 cosϕ(x)η2] . (3.91)
Then the density of states Eq. (3.87) can be written as
ρ(ω) =
1
L
〈|U1(x)|δ[ϕL − ϕ(L, ω)]〉 . (3.92)
Later we will show that U1(x) is always non-negative, thus we can just replace |U1(x)| in
Eq. (3.92) by U1(x).
We further define the joint probability distribution function P (ϕ,U1;x) by
P (ϕ,U1;x) = 〈δ(ϕ− ϕ(x))δ(U1 − U1(x))〉 . (3.93)
Then the density of states becomes
ρ =
1
L
∫ +∞
−∞
U1P (ϕL, U1;L)dU1. (3.94)
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Using the equivalence of the Fokker-Planck equation and the Langevin equation in the
multidimensional multiplicative noise case, we can write down the equation of motion for
P (ϕ,U1;x):
∂xP (ϕ,U1;x) =
[
2∆21∂ϕ cosϕ∂ϕ cosϕ+ 2∆
2
2∂ϕ sinϕ∂ϕ sinϕ
−2∆21∂ϕ cosϕ∂U1 sinϕU1 + 2∆22∂ϕ sinϕ∂U1 cosϕU1
−2∆21∂U1 sinϕU1∂ϕ cosϕ+ 2∆22∂U1 cosϕU1∂ϕ sinϕ
+2∆21∂U1 sinϕU1∂U1 sinϕU1 + 2∆
2
2∂U1 cosϕU1∂U1 cosϕU1
−∂ϕ(2ω + 2∆0 cosϕ)− ∂U1(2− 2U1∆0 sinϕ)]P (ϕ,U1;x). (3.95)
In the following, if not mentioned specifically, the differential operator ∂i acts on all
functions to its right. If we just consider the symmetric case, where we set ∆1 = ∆2 = ∆s,
we can simplify the above equation for P (ϕ,U1;x) to
∂xP (ϕ,U1;x) = [−∂ϕ(2ω + 2∆0 cosϕ)− ∂U1(2− 2∆0 sinϕU1)
+2∆2s∂
2
ϕ + 2∆
2
s∂U1U1 + 2∆
2
s(∂U1U1)
2
]
P (ϕ,U1;x). (3.96)
Since P (ϕ,U1;x) is a probability distribution function of ϕ and U1, it satisfies the following
boundary condition
lim
U1→±∞
U s1P (ϕ,U1;x) = 0, s = 0, 1. (3.97)
It is very difficult to solve for P (ϕ,U1;x) directly, thus we define two functions Ps(ϕ, x), s =
0, 1 by
Ps(ϕ;x) =
∫ +∞
−∞
dU1U
s
1P (ϕ,U1;x), (3.98)
and Ps(ϕ;x) satisfy the equations of motion
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ) + 2∆2s∂2ϕ]P0, (3.99)
∂xP1(ϕ;x) =
[−(2ω + 2∆0 cosϕ)∂ϕ + 2∆2s∂2ϕ]P1 + 2P0. (3.100)
It is clear that, by using the above defined function, the density of states can be given by
ρ(ω) =
1
L
P1(ϕ;L). (3.101)
In the asymmetric case, the equations become much more complicated. Here we will
just give the results for ∆2 = 0, which is just the commensurate case. The whole procedure
we used above can also be applied. Setting ∆1 = ∆s, and the equations of motion for
both P (ϕ,U ;x) and Ps(ϕ;x) are
∂xP (ϕ,U1;x) =
[−∂ϕ(2ω + 2∆0 cosϕ+ ∆2s sin 2ϕ) + 2∆2s∂ϕ cos2 ϕ∂ϕ
−2∆2s(1− 3 sin2 ϕ)∂U1U1 + 2∆2s sin2 ϕ(∂U1U1)2
−2∆2s sin 2ϕ∂ϕ∂U1U1 − ∂U1(2− 2∆0 sinϕU1)
]
P (ϕ,U1;x),(3.102)
and
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ+ ∆2s sin 2ϕ) + 2∆2s∂ϕ cos2 ϕ∂ϕ]P0 (3.103)
∂xP1(ϕ;x) =
[−(2ω + 2∆0 cosϕ−∆2s sin 2ϕ)∂ϕ + 2∆2s∂ϕ cos2 ϕ∂ϕ]P1 + 2P0. (3.104)
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Since we are interested in the macroscopic systems, we only need to find the density of
states in the limit L→∞. As can be shown that [25], for large x, the Ps have asymptotic
forms
P0(ϕ;x) ∼ p0(ϕ) (3.105)
P1(ϕ;x) ∼ Cx+ f(ϕ). (3.106)
where p0, f and constant C are independent of x, the density of states is given for large
L, by
ρ(ω) = C. (3.107)
It is independent of the length L and independent of the boundary conditions. Setting
the left-hand side of equation (3.99) to be zero, the function p0 satisfies equation[−∂ϕ(2ω + ∆0 cosϕ) + 2∆2s∂2ϕ] p0 = 0, (3.108)
and in the commensurate case[−∂ϕ(2ω + 2∆0 cosϕ+ ∆2s sin 2ϕ) + 2∆2s∂ϕ cos2 ϕ∂ϕ] p0 = 0. (3.109)
In both cases p0 obeys normalization condition∫ 2pi
0
p0(ϕ)dϕ = 1, (3.110)
which is imposed by the fact P0(ϕ, x) is a probability distribution function. Substituting
Eqs. (3.105) and (3.106) in Eq. (3.100), multiplying both sides of equation by p0(−ϕ),
and integrating with respect to ϕ, we end up with
ρ(ω) = 2
∫ 2pi
o
p0(−ϕ)p0(ϕ)dϕ. (3.111)
Spectral Function
The spectral function is defined by
Aα(k;ω) = A(α(kF + k);ω)
=
1
L
〈
| ∫ L0 eikxψn(x)dx|2
2
∫ L
0 |ψn(x)|2dx
δ(ω − ωn)
〉
, (3.112)
where ψn(x) are wave functions of the nth eigenstates of the Hamiltonian. Since ψn(x)
usually are not properly normalized, here we divide them by the normalization factor∫ |Ψn(x)|2dx = 2 ∫ |ψn(x)|2dx. As what we did in calculating the density of states, we
define two functions
W1(x) =
∫ x
0 e
ikx′ψ(x′)dx′
eikxψ(x)
, (3.113)
U2(x) =
∫ x
0 |ψ(x′)|2dx′
|ψ(x)|2 . (3.114)
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Along with the equations of motion for ϕ(x) and ζ(x), we can write down the equations
of motion for W1(x) and U2(x):
∂xW1(x) = 1− iW1(x)
[
ω + k + ∆0e−iϕ(x) + ∆1e−iϕ(x)η1 + i∆2e−iϕ(x)η2
]
,(3.115)
∂xU2(x) = 1− 2U2(x) [∆0 sinϕ(x)−∆1 sinϕ(x)η1 + ∆2 cosϕ(x)η2] . (3.116)
From the definition of U1(x) and U2(x) we see that, at x = 0 the initial conditions are
U1 = U2 = 0. The comparison of Eqs. (3.91) and (3.116) establishes that, for all x,
U1(x) = 2U2(x). And from the definition of U2(x), we have U2(x) > 0 for x > 0, thus we
have U1(x) is greater than or equal to zero at any x.
The spectral function then can be expressed as
A(k, ω) =
1
L
〈
| ∫ L0 eikxψ(x)dx|2
2
∫ L
0 |ψ(x)|2dx
δ(ω − ωn)
〉
=
1
L
〈 |W1(L;ω)|2
2U2(L;ω)
|U1(L;ω)|δ(ϕ− ϕ(L;ω))
〉
= L−1
〈|W1(L;ω)|2δ(ϕ− ϕ(L;ω))〉 . (3.117)
Defining the probability distribution function P (W1, ϕ;x) by
P (W1, ϕ;x) = 〈δ(W1 −W1(x))δ(ϕ− ϕ(x))〉 , (3.118)
together with Eq. (3.85) and Eq. (3.115), we can write down the equation for P (W1, ϕ;x)
∂xP (W1, ϕ;x) =
[−∂W1 [1− iW1(k + ω + ∆0e−iϕ − i∆2s)]
−2i∆2s∂ϕ∂W1W1 − ∂ϕ(2ω + 2∆0 cosϕ) + 2∆2s∂2ϕ
]
P. (3.119)
Then two functions Ps(ϕ;x), s = 0, 1
Ps(ϕ;x) =
∫
dW1W
s
1P (W1, ϕ;x) (3.120)
satisfy equations
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ) + 2∆2s∂2ϕ]P0, (3.121)
∂xP1(ϕ;x) =
[−(2ω + 2∆0 cosϕ− 2i∆2s)∂ϕ + 2∆2s∂2ϕ
−i(k + ω + ∆0eiϕ)−∆2s
]
P1 + P0. (3.122)
In Eq. (3.117), it shows that the spectral function is related to the function |W1(x)|2. We
thus need to define another function W2(x) = |W1(x)|2, where
∂xW2(x) = W ∗1 (x)∂xW1(x) +W1(x)∂xW
∗
1 (x)
= 2 ReW1(x)− 2W2(x) [∆0 sinϕ+ ∆1 sinϕ−∆2 cosϕ] . (3.123)
With the help of the probability distribution function P (W2,W1, ϕ;x), we can define the
function P2(ϕ;x) by
P2(ϕ;x) =
∫
dW2W2
∫
dW1P (W2,W1, ϕ;x), (3.124)
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and it satisfies equation
∂xP2(ϕ;x) =
[−(2ω + 2∆0 cosϕ)∂ϕ + 2∆2s∂2ϕ]P2 + 2 ReP1. (3.125)
In terms of P2(ϕ;x) the spectral function can be expressed as
A(k;ω) = L−1P2(ϕL;L). (3.126)
At the limit x→∞, functions Ps also have the following asymptotic behavior [25]
P0(ϕ;x) ∼ p0(ϕ), (3.127)
P1(ϕ;x) ∼ p1(ϕ), (3.128)
P2(ϕ;x) ∼ Cx+ f(ϕ). (3.129)
Where both p0, p1, f and C are independent of x. Thus in the limit L → ∞, we have
A(k;ω) = C. Putting the asymptotic behavior of Ps(ϕ;x) into Eq. (3.125), multiplying
both side by p0(−ϕ) and integrating out ϕ, we finally arrive at
A(k;ω) = 2
∫ 2pi
0
Re p1(ϕ)p0(−ϕ)dϕ. (3.130)
3.3.3 Finite Correlation and Non-Gaussian
When the order parameter fluctuations are Gaussian with finite correlation lengths or
non-Gaussian, we can still use the above procedure to get the equations. We only need
to do some modification. In order to simplify the calculation, in the following, we will
focus on the incommensurate case. In this case. we write the fluctuating order parameters
as ~∆(x) = ∆(x)eiθ(x), where ∆(x) and θ(x) are both real functions and are described by
Langevin equations
∂x∆(x) = a(∆) + η∆, (3.131)
∂xθ(x) =
1
∆
ηθ. (3.132)
Different from Eq. (2.89), here we have absorbed the term 1/(2∆) into a(∆). Then the
equations of motion for ϕ(x) and ζ(x) are
∂xϕ(x) = 2ω + 2∆(x) cos [ϕ(x)− θ(x)] , (3.133)
∂xζ(x) = ∆(x) sin [ϕ(x)− θ(x)] . (3.134)
Using the gauge transformation ϕ(x)→ ϕ(x)+θ(x), we can obtain the equations of motion
∂xϕ(x) = 2ω + 2∆(x) cosϕ(x)− ∂xθ(x), (3.135)
∂xζ(x) = ∆(x) sinϕ(x). (3.136)
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Density of States
As what we did in the Gaussian white fluctuations case, we also define the function
U1(x) = ∂ϕ(x;ω)/∂ω, then we have
∂x∆(x) = a(∆) + η∆, (3.137)
∂xϕ(x) = 2ω + 2∆ cosϕ+
1
∆
ηθ, (3.138)
∂xU1(x) = 2− 2∆ sinϕ. (3.139)
In this case we need to introduce an extra variable ∆ in our probability distribution
function and will integrate it out in the last step. So now P (∆, ϕ, U1;x) is defined by
P (∆, ϕ, U1;x) = 〈δ(∆−∆(x)δ(ϕ− ϕ(x;ω))δ(U1 − U1(x;ω)))〉 , (3.140)
and
∂xP (∆, ϕ, U1;x) =
[
−∂∆a(∆) + 12∂
2
∆ − ∂U1(2− 2∆ sinϕU1)
−∂ϕ(2ω + 2∆ cosϕ) + 12∆2∂
2
ϕ
]
P (∆, ϕ, U1;x). (3.141)
Similarly the functions Ps(∆, ϕ;x), s = 0, 1
Ps(∆, ϕ;x) = 〈U s1δ(∆−∆(x))δ(ϕ− ϕ(x;ω))〉 (3.142)
=
∫ +∞
−∞
dU1U
s
1P (∆, ϕ, U1;x) (3.143)
obey the equations of motion
∂xP0 =
[
−∂∆a(∆) + 12∂
2
∆ − ∂ϕ(2ω + 2∆ cosϕ) +
1
2∆2
∂2ϕ
]
P0, (3.144)
∂xP1 =
[
−∂∆a(∆) + 12∂
2
∆ − (2ω + 2∆ + cosϕ) ∂ϕ +
1
2∆2
∂2ϕ
]
P1 + 2P0. (3.145)
The density of states is now given by
ρ(ω) =
1
L
∫ +∞
0
d∆P1(∆, ϕ, L). (3.146)
As what we have discussed before, we only need consider the large x limit, where we have
the asymptotic forms for the functions Ps
P0(∆, ϕ;x) ∼ p0(∆, ϕ), (3.147)
P1(∆, ϕ;x) ∼ C(∆)x+ p1(∆, ϕ), (3.148)
Where both p0(∆, ϕ) and p1(∆, ϕ) are functions that independent of x, and C(∆) is just
a function of ∆. Then the density of states is given by
ρ(ω) =
∫ +∞
0
d∆C(∆). (3.149)
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For p0, we just set the left-hand side of the equation (3.144) equal to zero,[
−∂∆a(∆) + 12∂
2
∆ − ∂ϕ(2ω + 2∆ cosϕ)
]
p0 = 0 (3.150)
For p1 we plug Eq. (3.148) into Eq. (3.145), which results
C(∆) =
[
−∂∆a(∆) + 12∂
2
∆ − (2ω + 2∆ cosϕ) ∂ϕ
]
p1 + 2p0. (3.151)
Multiplying both sides of Eq.(3.151) by p0(∆,−ϕ) and integrating out ϕ, we will get
P (∆)C(∆) = 2
∫ 2pi
0
dϕp0(∆,−ϕ)p0(∆, ϕ), (3.152)
where P (∆) =
∫ 2pi
0 dϕp0(∆,−ϕ) is just the probability distribution function of ∆. Insert-
ing C(∆) obtained from Eq.(3.152) into Eq.(3.149), finally for the density of states we
have
ρ = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
p0(∆,−ϕ)p0(∆, ϕ)
P (∆)
. (3.153)
Spectral Function
In this case we have
∂xW1(x) = 1− iW1(x)
[
k + ω + ∆e−iϕ(x)
]
, (3.154)
∂xU2(x) = 1− 2∆ sinϕU2(x). (3.155)
where W1(x) and U2(x) are functions defined as before. And as in the Gaussian white
case, we also have U1(x) = 2U2(x) for all x. The probability distribution P (W1,∆, ϕ;x)
satisfies equation
∂xP (W1,∆, ϕ;x) =
[
−∂W1 [1− iW1(k + ω + ∆e−iϕ)]− ∂∆a(∆) +
1
2
∂2∆
−∂ϕ(2ω + 2∆ cosϕ) + 12∆2∂
2
ϕ
]
P (W1,∆, ϕ;x), (3.156)
and functions Ps(∆, ϕ;x), s = 0, 1
Ps(∆, ϕ;x) = 〈W1(x)sδ(∆−∆(x))δ(ϕ− ϕ(x))〉
=
∫
dW1W
s
1P (W1,∆, ϕ;x) (3.157)
satisfy equations of motion
∂xP0(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − ∂ϕ(2ω + 2∆ cosϕ) +
1
2∆2
∂2ϕ
]
P0, (3.158)
∂xP1(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − i(k + ω + ∆eiϕ)
−(2ω + 2∆ cosϕ)∂ϕ + 12∆2∂
2
ϕ
]
P1 + P0. (3.159)
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Defining W2(x) = |W1(x)|2, then the probability distribution function P (W2,W1,∆, ϕ;x)
obeys equation
∂xP (W2,W1,∆, ϕ;x) =
[−∂W1 [1− iW1(k + ω + ∆e−iϕ)]− ∂W2(2− 2∆ sinϕW1)
∂∆a(∆) +
1
2
∂2∆ − ∂ϕ(2ω + 2∆ cosϕ) +
1
2∆2
∂2ϕ
]
P. (3.160)
Thus
P2(∆, ϕ;x) = 〈W2(x)δ(∆−∆(x))δ(ϕ− ϕ(x))〉
=
∫
dW1
∫
dW2W2P (W1,W2,∆, ϕ;x) (3.161)
satisfies
∂xP2(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − (2ω + 2∆ cosϕ)∂ϕ +
1
2∆2
∂2ϕ
]
P2 + 2 ReP1. (3.162)
For large x, the asymptotics of Ps(∆, ϕ;x) are
P0(∆, ϕ;x) ∼ p0(∆, ϕ), (3.163)
P1(∆, ϕ;x) ∼ p1(∆, ϕ), (3.164)
P2(∆, ϕ;x) ∼ C(∆)x+ p2(∆, ϕ). (3.165)
And the spectral function A(k;ω) is now
A(k;ω) = lim
L→+∞
1
L
∫
d∆P2(∆, ϕ;L)
=
∫ +∞
0
d∆C(∆), (3.166)
with
C(∆) = 2
∫ 2pi
0
dϕ
Re p1(∆, ϕ)p0(∆,−ϕ)
P (∆)
. (3.167)
Optical Conductivity
At finite temperature, the optical conductivity has the form
σ1(ω) = piω2P
∫ +∞
−∞
d
f()− f(+ ω)
ω
F (, + ω), (3.168)
where ω2p = 4pine
2/m∗ is the square of the plasma frequency, n is the density of electrons,
−e and m∗ is the charge and effective mass of an electron. f() = (exp(/kBT ) + 1)−1 is
the Fermi distribution function and
F (, ′) =
1
L
〈∑
n,m
|Jnm|2δ(− n)δ(− m)
〉
(3.169)
with
Jnm =
∫
dxΨ†n(x)σ3Ψm(x) (3.170)
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is the current matrix element.
Just following the same procedure for calculating the density of states and the spectral
function, we define
W1(x; , ′) =
∫ x
0 ψ
∗(x′; )ψ(x′; ′)dx′
ψ∗(x; )ψ(x; ′)
, (3.171)
and it obeys the following equation of motion,
∂xW1(x; , ′) = 1− i(′ − + ∆(x)e−iϕ(x;′) −∆(x)eiϕ(x;))W1(x; , ′). (3.172)
With the functions defined above, the F function can be written in the form
F (, ′) =
1
L
〈
| ∫ L0 ψ∗(x; )ψ(x; ′)dx|2
(2
∫ L
0 |ψ(x; )|2dx)(2
∫ L
0 |ψ(x; ′)|dx)
∑
n,m
δ(− n)δ(′ − m)
〉
=
1
L
〈 |W1(L; , ′)|2
2U1(L; )2U1(L; ′)
|U2(L; )||U2(L; ′)|δ(ϕ− ϕ(L; ))δ(ϕ′ − ϕ(L; ′))
〉
=
1
L
〈|W1(L; , ′)|2δ(ϕ− ϕ(L; ))δ(ϕ′ − ϕ(L; ′))〉 . (3.173)
The probability distribution function is defined by
P (W1,∆, ϕ, ϕ′;x) =
〈
δ[W1 −W1(x; , ′)]δ[∆−∆(x)]δ[ϕ− ϕ(x; )]δ[ϕ′ − ϕ(x; ′)]
〉
.
(3.174)
The equation of motion for this distribution function reads
∂xP =
[
−∂W1 [1− i(′ − + ∆e−iϕ
′ −∆eiϕ)W1]− ∂∆a(∆) + ∂
2
∆
2
−∂ϕ(2+ 2∆ cosϕ)− ∂ϕ′(2′ + 2∆ cosϕ′) +
(∂ϕ + ∂ϕ′)2
2∆2
]
P. (3.175)
And functions Ps(∆, ϕ, ϕ′;x) are defined by
Ps(∆, ϕ, ϕ′;x) =
〈
W1(x; , ′)sδ[∆−∆(x; )]δ[ϕ− ϕ(x; )]δ[ϕ′ − ϕ(x; ′)]
〉
=
∫
dW1W
s
1P (W1,∆, ϕ, ϕ
′;L) (3.176)
(s = 0, 1), then Ps(∆, ϕ, ϕ′;x) satisfy the following coupled three-dimensional Fokker-
Planck equations
∂xP0 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2∂ϕ(+ ∆ cosϕ)− 2∂ϕ′(′ + ∆ cosϕ′) + ∂
2
∆
2
− ∂∆a
]
P0, (3.177)
∂xP1 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2(+ ∆ cosϕ)∂ϕ − 2(′ + ∆ cosϕ′)∂ϕ′
−i(′ − + ∆eiϕ′ −∆e−iϕ) + ∂
2
∆
2
− ∂∆a
]
P1 + P0. (3.178)
Since F (, ′) is related to quantity |W1(L; , ′)|2, we also have to define another func-
tion W2(x; , ′) = |W1(x; , ′)|2 which satisfies the equation of motion
∂xW2(x; , ′) = W1(x; , ′)∂xW ∗1 (x; , 
′) +W ∗1 (x; , 
′)∂xW1(x; , ′)
= 2 ReW1(x; , ′)− 2∆[sinϕ(x; ) + sinϕ(x; ′)]W2(x; , ′).(3.179)
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With the help of the probability distribution function
P ′(W2,W1,∆, ϕ, ϕ′;x) =
〈
δ[W2 −W2(x; , ′)]δ[W1 −W1(x; , ′)]
δ[∆−∆(x)]δ[ϕ− ϕ(x; )]δ[ϕ′ − ϕ(x; ′)]〉 , (3.180)
we can get the function P2(∆, ϕ, ϕ′;x)
P2(∆, ϕ, ϕ′;x) =
〈
W2(x; , ′)δ[∆−∆(x; )]δ[ϕ− ϕ(x; )]δ[ϕ′ − ϕ(x; ′)]
〉
=
∫
dW1
∫
dW2W2P
′(W2,W1,∆, ϕ, ϕ′;x). (3.181)
The equation of motion reads
∂xP2 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2(+ ∆ cosϕ)∂ϕ − 2(′ + ∆ cosϕ′)∂ϕ′ + ∂
2
∆
2
− ∂∆a
]
P2 + 2 ReP1.
(3.182)
As L→∞ the asymptotic behavior are
P0(∆, ϕ, ϕ′;x) ∼ p0(∆, ϕ, ϕ′), (3.183)
P1(∆, ϕ, ϕ′;x) ∼ p1(∆, ϕ, ϕ′), (3.184)
P2(∆, ϕ, ϕ′;x) ∼ C(∆)x+ f(∆, ϕ, ϕ′), (3.185)
where p0, p1, f , and the constant C are independent of x. Plugging Eq.(3.185) into
Eq.(3.182) and multiplying both side by p0(∆,−ϕ,−ϕ′) and integrating with respect to
ϕ and ϕ′ we can get
C(∆) = 2
∫ 2pi
0
dϕ
∫ 2pi
0
dϕ′
Re p1(∆, ϕ, ϕ′)p0(∆,−ϕ,−ϕ′)
P (∆)
, (3.186)
with P (∆) =
∫ 2pi
0 dϕ
∫ 2pi
0 dϕ
′p0(∆,−ϕ,−ϕ′) the distribution function of ∆. Integrating
out the auxiliary variable ∆, we can finally get
F (, ′) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
∫ 2pi
0
dϕ′
Re p1(∆, ϕ, ϕ′)p0(∆,−ϕ,−ϕ′)
P (∆)
. (3.187)
3.4 Summary
We have derived the equations for calculating the density of states, the spectral function
and the optical conductivity. As a summary, we will list all those equations in the following.
Gaussian White
Density of states:
ρ(ω) = 2
∫ 2pi
0
p0(ϕ)p0(−ϕ)dϕ. (3.188)
Spectral function:
A(k;ω) = 2
∫ 2pi
0
Re p1(ϕ)p0(−ϕ)dϕ. (3.189)
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p0(ϕ) and p1(ϕ) are stationary solution to the Fokker-Planck equations
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ) + 2∆2s∂2ϕ]P0, (3.190)
∂xP1(ϕ;x) =
[−(2ω + 2∆0 cosϕ− 2i∆2s)∂ϕ + 2∆2s∂2ϕ
−i(k + ω + ∆0eiϕ)−∆2s
]
P1 + P0. (3.191)
Finite Correlation Lengths and Non-Gaussian
Density of states:
ρ(ω) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
p0(∆, ϕ)p0(∆,−ϕ)
P (∆)
. (3.192)
Spectral function:
A(k;ω) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
Re p1(∆, ϕ)p0(∆,−ϕ)
P (∆)
. (3.193)
p0(∆, ϕ) and p1(∆, ϕ) are stationary solution to the Fokker-Planck equations
∂xP0(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − ∂ϕ(2ω + 2∆ cosϕ) +
1
2∆2
∂2ϕ
]
P0, (3.194)
∂xP1(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − i(k + ω + ∆eiϕ)
−(2ω + 2∆ cosϕ)∂ϕ + 12∆2∂
2
ϕ
]
P1 + P0. (3.195)
Optical conductivity:
σ1(ω) = piω2P
∫ +∞
−∞
d
f()− f(+ ω)
ω
F (, + ω), (3.196)
where
F (, ′) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
∫ 2pi
0
dϕ′
Re p1(∆, ϕ, ϕ′)p0(∆,−ϕ,−ϕ′)
P (∆)
(3.197)
with p0(∆, ϕ, ϕ′) and p1(∆, ϕ, ϕ′) are stationary solutions to Fokker-Planck equations
∂xP0 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2∂ϕ(+ ∆ cosϕ)− 2∂ϕ′(′ + ∆ cosϕ′) + ∂
2
∆
2
− ∂∆a
]
P0, (3.198)
∂xP1 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2(+ ∆ cosϕ)∂ϕ − 2(′ + ∆ cosϕ′)∂ϕ′
−i(′ − + ∆eiϕ′ −∆e−iϕ) + ∂
2
∆
2
− ∂∆a
]
P1 + P0. (3.199)
Chapter 4
Numerical Method and Results
In Chapter 3, we have discussed several methods which can be used to calculate the elec-
tronic properties. As we have seen, all methods have some limitations, either it just gives
approximated results or it is restricted to some special statistics of the order parame-
ter fluctuations. In order to overcome all these shortages, we have developed a general
method which is applicable to different statistics of the order parameter fluctuations. In
that method, the original problem is converted into solving several coupled Fokker-Planck
equations, and the electronic properties which we are interested in can then be obtained
by simple quadrature of the stationary solutions to the Fokker-Planck equations. We have
listed all equations for calculating various electronic properties for different statistics of
the order parameter fluctuations in the last part of chapter 3. In this chapter, we will give
the numerical method to solve the Fokker-Planck equations, and further, get the results of
the density of states, the spectral function and the optical conductivity of the fluctuating
gap model with both Gaussian and non-Gaussian order parameter fluctuations. We will
confirm the existence of the Dyson singularity in the density of states at low energy when
the order parameters are real and the static gap potential is small. In the incommensurate
case, there is no Dyson singularity. When the order parameter fluctuations are Gaussian
with finite correlation length, we show that the density of states at zero frequency ρ(0)
decreases with increasing correlation length, and it has a power law behavior which agrees
with the second-order Born approximation calculation. Meanwhile in the phase fluctua-
tions only case, ρ(0) vanishes exponentially as a function of the correlation length ξ, which
agrees with our calculation for the non-Gaussian fluctuations. In the calculation of the
spectral function, we will show again that the Fermi liquid theory breaks down in the
one-dimensional system as the correlation length increases. Our calculated results with
non-Gaussian order parameter fluctuations actually can be used to describe the experi-
mental ARPES data and shows qualitative agreement. Finally, our results of the optical
conductivity reassure that in the one-dimensional system the dc conductivity is zero and
the previous results obtained by Shannon [30] is just an artifact of the perturbation theory
which they have used in their calculation.
4.1 Solution to The Fokker-Planck Equations
The problem now is to solve the multidimensional Fokker-Planck equation. We will use the
finite element method as our choice. Since only the stationary solution is needed, we can
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either simulate the process until it relaxes to the stationary distribution or we can just set
the left hand side of the equation to be zero and solve it directly. In both ways, we should
get the same result. For p0, there is a more convenient way of getting the result. As can be
shown from the definition, p0 is just the probability distribution function of the underlying
variables. Based on the physical meaning of the probability distribution function, we can
simulate a large number of different chains using the corresponding Langevin equation.
By collecting all the variables, we will be able to get the distribution function at different
position. As has been proved in the work of Lifshits [55], all specific physical quantities
are self-averaged, we thus just need to simulate one chain, and when the simulation is
long enough, we will get the stationary distribution function p0, which we can view as
the correct probability distribution function and can be used to check the solution to the
Fokker-Planck equation solved by the finite element method.
4.2 Results
Once we solved all the Fokker-Planck equations and obtained the stationary distribution
functions p0 and p1, the electronic properties can be obtained by simple quadrature. In
the following, we will present our calculation of the density of states, the spectral function
and the optical conductivity for different statistics of the order parameter fluctuations
4.2.1 Density of States
First, we check the density of states. For Gaussian white noise ∆(x) = ∆0 +∆1η1 + i∆2η2,
the density of states is given by
ρ(ω) = 2
∫ 2pi
0
dϕp0(ϕ)p0(−ϕ), (4.1)
where p0(ϕ) is the stationary solution to the Fokker-Planck equation
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ) + 2∆2s∂2ϕ]P0, (4.2)
when the order parameters are complex and ∆1 = ∆2 = ∆s. In corresponding, the
Fokker-Planck equation for P0 in the commensurate case is
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ+ ∆2s sin 2ϕ) + 2∆2s∂ϕ cos2 ϕ∂ϕ]P0, (4.3)
and here we set ∆1 = ∆s and ∆2 = 0.
For other statistics of the order parameter fluctuations, we have for the density of
states
ρ(ω) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
p0(∆, ϕ)p0(∆,−ϕ)
P (∆)
, (4.4)
with P0(∆, ϕ;x) satisfies the following equation of motion
∂xP0(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − ∂ϕ(2ω + 2∆ cosϕ) +
1
2∆2
∂2ϕ
]
P0. (4.5)
and P (∆) is the probability distribution function of ∆.
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Gaussian White
In this case, the fluctuations at different space points are uncorrelated, thus there exists
an exact solution for the density of states. Ovchinnikov and Erikhman [13] first solved
the commensurate case. They showed in the case where the back scattering potential is
purely Gaussian white noise, i.e. 〈∆(x)〉 = 0, the density of states has a Dyson singularity
which was found by Dyson in a different model [56]. In the case of 〈∆(x)〉 6= 0, the density
of states either exhibits a singularity or a pseudogap near the Fermi energy depending
on the ratio of the fluctuation and the static gap. Later, using the technique of S-matrix
summation, Golub and Chumakov [57] were able to solve the incommensurate case, where
there is no such kind of singularity and the fluctuations can only lead to a filling up of the
pseudogap.
In the commensurate case, the integrated density of states has the expression
N(ω) =
2∆2s
pi2
[
J2ν (
ω
∆2s
) +N2ν (
ω
∆2s
)
] , (4.6)
here ν = ∆0/∆2s, Jν(x) and Nν(x) are Bessel functions of the first and second kind
respectively. Differentiating it with respect to ω, we can easily get the density of states.
When ∆0 = 0, which implies ν = 0, we have the asymptotic behavior of the integrated
density of states near ω = 0
N(ω) ∼ ∆
2
s
2 ln2(ω/∆22)
, (4.7)
with which we have the asymptotics of the density of states
ρ(ω) ∼ − 1
(ω/∆2s) ln
3(ω/∆2s)
. (4.8)
As ω approaches zero, the density of states diverges. This is the so called Dyson singularity.
In Fig. (4.1) we plot our calculated result in comparison with the result obtained from
Eq. (4.6). Our result agrees with the exact solution very well, which verifies the validity of
our numerical calculation. We confirm that there is a singularity at ω = 0, and outside the
singularity, the density of states is almost equal to the density of states for free fermions.
When ∆0 > 0, the asymptotical behavior of the integrated density of states at small
ω can also be obtained. If ν > 0 and x → 0, the Bessel function Jν(x) stays finite and
Nν ∼ −(1/pi)Γ(ν)(x/2)−ν , which gives
N(ω) ∼ 2∆
2
s
Γ2(ν)
(
ω
2∆2s
)2ν
, (4.9)
so that
ρ(ω) ∼ 2ν
Γ2(ν)
(
ω
2∆2s
)2ν−1
. (4.10)
We can see that for ν < 1/2 the exponent of the ω is negative, which implies divergence
as ω approaches zero. For ν > 1/2, the exponent is positive and the density of states
vanishes algebraically. For ν = 1/2, the Bessel functions are of half odd integer order
and can be expressed in terms of sinx and cosx and powers of x, it is easy to find
that N(ω) = ω/pi, thus ρ(ω) = ρ0 = 1/pi. The effects of the fluctuations are exactly
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Figure 4.1: The density of states for the commensurate case with white Gaussian fluctua-
tions for ∆0 = 0. The solid line shows the exact result and the dots are results calculated
using our method.
canceled by those of the static gap. For very large ν, the fluctuations become irrelevant,
N(ω) = ρ0θ(ω2 − ∆20)
(
ω2 −∆20
)1/2, and the density of states reduces to the mean-field
result
ρ(ω) = ρ0θ(ω2 −∆20)
ω√
ω2 −∆20
. (4.11)
In the commensurate case, we have the integrated density of states as
N(ω) =
∆2s
pi
sinh
(
piω
∆2s
)
ρ0
pi2
∣∣Iiω/∆2s (ν)∣∣2 , (4.12)
here Iν(x) is the modified (hyperbolic) Bessel function. We also define ν = ∆0/∆2s, then
the density of states at zero frequency ρ(0) is always finite, and vanishes with increasing
ν as ρ(0) = ρ0/ [I0(ν)]
2. So in the incommensurate case there is no Dyson singularity. In
the absence of static gap ∆0, the fluctuations have no effects on the density of states, so
that ρ(ω) = 1/pi. For ∆0 is not zero, the disorder leads to a filling of the static gap. As
in the commensurate case, in the limit ∆s → 0, i.e. ν →∞, the density of states reduces
to the mean-field result.
Our results for 〈∆(x)〉 6= 0 case are given in Fig. (4.2), the red dots are results for the
real and the green ones are for the complex order parameters with ∆0/∆2s = 1.0. They
both have almost the same values as the exact results. We plot the density of states with
different value of ν in both commensurate case in Fig. (4.3) and incommensurate case in
Fig. (4.4). In the commensurate case, we see the singularity only appears for ν > 0.5, for
ν = 0.5, the density of states is just constant and for ν < 0.5 the effects of the static gap
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Figure 4.2: The calculated density of states in both commensurate and incommensurate
cases with ∆0/∆2s = 1.0. The dots are our calculated results, lines are results from Eqs.
(4.6) and (4.12). Both results agree very well.
dominate, and a pseudogap emerges. In the incommensurate case, the density of states
is always finite, and the static gap is filled up by the increasing of the strength of the
fluctuations.
Finite Correlation Lengths
In the case of finite correlation lengths, there is no exact solution. We present our calcu-
lated results in Fig. (4.5) for different correlation lengths ξ in the incommensurate case.
As can be seen, there is no singularity as ω → 0. ρ(0) is always finite and decreases when
the correlation length increases. For a more quantitative comparison, we plot in Fig. (4.6)
the density of states ρ(0) at the Fermi energy as a function of the correlation length ∆sξ.
A fit to a power law gives
ρ(0)/ρ0 = C (∆sξ)
−µ (4.13)
with
C = 0.612± 0.027, µ = 0.673± 0.018, (4.14)
which can be compared with Sadovskii’s approximated result of C = 0.541 ± 0.013 and
µ = 1/2 [15].
For very large correlation length, the density of states approaches the result for infinite
correlation length which we have obtained in the last chapter:
ρ(ω) = 2ρ0
ω
∆s
e−(ω
2/∆2s) Erfi
(
ω
∆s
)
. (4.15)
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Figure 4.3: The density of states in the commensurate case with white Gaussian fluc-
tuations and ∆0/∆2s = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0. The black dashed line shows the
mean-field result.
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Figure 4.4: The density of states in the incommensurate case with white Gaussian fluc-
tuations and ∆0/∆2s = 0.1, 0.5, 1.0, 2.0, 5.0, 10.0, 20.0. The black dashed line shows the
mean-field result.
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Figure 4.5: The density of states for the incommensurate case with finite correlation
∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0, 100.0. The black dashed line shows the exact result for
infinite correlation length.
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Figure 4.6: Double-logarithmic plot of the density of states at zero point ρ(0)/ρ0 as a
function of 1/∆sξ.
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Figure 4.7: The calculated density of states for ∆sξ = 100.0. The green dashed line shows
the exact result for infinite correlation length. We can see that, for ∆sξ = 100.0, the
density of states is almost indistinguishable from the result for the infinite correlation
length
We show both results in Fig. (4.7), as one can see, for ∆sξ = 100.0, the result is almost
the same as the result for the infinite correlation length.
Phase Fluctuations Only
In the phase fluctuations only case, the amplitudes of the order parameter fluctuations
get frozen out, only the phase fluctuations remain. We can write the order parameter as
∆(x) = ∆seiϑ(x), where the amplitude is close to T = 0 value
∆s ≡ ∆0(0) = 1.76kBTMFc . (4.16)
In this case, the correlation functions are
〈∆(x)〉 = 0, 〈∆(x)∆(x′)〉 = 0, (4.17)〈
∆(x)∆∗(x′)
〉
= ∆2s exp(−|x− x′|/ξ(T )), (4.18)
with
ξ(T ) =
sρs(T )
2T
. (4.19)
Well below the mean-field critical temperature TMFc , ρs(T ) ≈ ρ0 = pi−1, thus we can get
∆sξ(T ) = 1.76sTMFc /2piT. (4.20)
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Figure 4.8: The density of states for the phase fluctuations only with correlation length
∆sξ = 2.0. The solid line is the exact result given by the Eq. (4.21), and the dots are
numerical results obtained using our method.
Using the gauge transformation, the phase fluctuations of the order parameter can
be mapped onto the effective forward scattering potential V (x) ≡ ∂xϑ(x). Thus the
integrated density of states is given by
N(ω) = ρ0
sinh(2piωξ)
2piξ
1
|Ii2ωξ(2∆sξ)|2 . (4.21)
At the Fermi energy, the density of states simplifies to
ρ(0) =
ρ0
|I0(2∆sξ)|2 . (4.22)
As the temperature is lowered, the correlation length grows, the density of states vanishes
exponentially,
ρ(0) ∼ 4piρ0∆sξ exp(−4∆sξ), 2∆sξ  1. (4.23)
This result is in contrast to the power-law behavior of the density of states in Gaussian
statistics.
We plot our calculation in Fig. (4.9) for different correlation lengths, along with a
comparison between our result and the exact result given by the Eq. (4.21) for ∆sξ = 2.0.
Also a plot of the density of states at the Fermi energy is shown in Fig. (4.10) as a function
of 1/∆sξ. For a comparison, we also plot ρ(0) calculated using our method and the second-
order Born approximation for Gaussian statistics with finite correlation lengths. As can be
seen, for small correlation length, which corresponds to relative large temperature, all the
results agree with each other. In contrast, at low temperature, where the correlation length
becomes very large, the results for the phase fluctuations only decreases much faster. At
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Figure 4.9: The density of states for the phase fluctuations only with finite correlation
lengths ∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0, 100.0.
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Figure 4.10: The density of states at the Fermi energy as a function of the inverse of
the correlation length 1/∆sξ. The green dots are results found in the second order Born
approximation and red dots are results for Gaussian statistics with finite correlation length.
The solid line gives the density of states for phase fluctuations only.
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Figure 4.11: The density of states for the incommensurate case with non-Gaussian order
parameter fluctuations. The temperature various from τ/∆τ = −7 . . . 0 in step of one.
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Figure 4.12: The logarithmic density of states at Fermi energy as a function of the corre-
lation length. Notice that the y-axis is in logarithmic scale, which implies the density of
states decreases exponentially as the correlation length grows.
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Figure 4.13: Static spin susceptibility χ(T ) for various materials from [58] and numerical
simulated result using the calculated density of states. The parameters are ∆0 = 1.2TMFc ,
∆τ = 0.1.
∆sξ ≈ 2.0, we find that the density of states ρ(0) is significantly smaller than the results
given by the Gaussian statistics, which corresponds to the temperature T ≈ TMFc /4.
Non-Gaussian
At last, we give the results for the non-Gaussian order parameter fluctuations in Fig.
(4.11) for different τ/∆τ . The density of states is suppressed very strongly even for rela-
tive high temperature. For low temperature, the density of states at low energy decreases
exponentially as a function of the corresponding correlation length, this is just the char-
acteristics of the phase only fluctuations. We use the correlation length calculated in
Chapter 2 and plot the density of states at Fermi energy in Fig. (4.12) as a function of the
corresponding correlation length ξ. We see that the density of states at the Fermi energy
can be approximated by
ρ(0)
ρ0
= C exp
(
−a ξ
ξ0∆τ1/2
)
, (4.24)
the fitting parameters are
C = 1.31± 0.15, a = 0.881± 0.028. (4.25)
4.2.2 Static Spin Susceptibility
The static spin susceptibility is defined as χ(T ) ≡ dM(T )/dH, where M(T ) is the mag-
netization density caused by a magnetic field H. An elementary calculation of the spin
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susceptibility which can be found in the text book by Ashcroft and Mermin [59] shows
that
χ(T ) = µ2B
∫ ∞
−∞
dω2ρ′(ω)f(ω), (4.26)
where µB is the Bohr magneton and f(ω) = 1/(exp(ω/T )+1) is the Fermi function, ρ′(ω)
is the derivative of the density of states with respect to frequency. The factor 2 comes
from two spin directions. Integrating by parts we can get
χ(T ) = µ2B
∫ ∞
−∞
dω2ρ(ω)
(
−df(ω)
dω
)
. (4.27)
At zero temperature, we have −df(ω)/dω = δ(ω), then
χ(T = 0) = 2µ2Bρ(0). (4.28)
For temperature not equal to zero, we can have
χ(T )
χ0
=
∫ ∞
0
dω
2T
ρ(ω)
ρ0
1
cosh(ω/2T )2
. (4.29)
here χ0 = 2µ2Bρ0, and ρ0 is the density of states for free fermions. Using the density
of states we have calculated above, it is easy to calculate the spin susceptibility by just
numerical integration. We plot our result in Fig. (4.13), along with experimental data for
some materials. A good agreement can be seen from the plot.
4.2.3 Spectral Function
Now we come to the spectral function. As we have discussed in previous chapter, the
spectral function can be obtained using
A(k;ω) = 2
∫ 2pi
0
dϕRe p1(ϕ)p0(−ϕ), (4.30)
where p1 and p0 are stationary solutions to equations
∂xP0(ϕ;x) =
[−∂ϕ(2ω + 2∆0 cosϕ) + 2∆2s∂2ϕ]P0, (4.31)
∂xP1(ϕ;x) =
[−(2ω + 2∆0 cosϕ− 2i∆2s)∂ϕ + 2∆2s∂2ϕ
−i(k + ω + ∆0eiϕ)−∆2s
]
P1 + P0. (4.32)
for Gaussian white noise. In other cases, the spectral function is given by
A(k, ω) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
Re p1(∆, ϕ)p0(∆,−ϕ)
P (∆)
. (4.33)
Now the Fokker-Planck equations for p1(∆, ϕ) and p0(∆, ϕ) are
∂xP0(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − ∂ϕ(2ω + 2∆ cosϕ) +
1
2∆2
∂2ϕ
]
P0, (4.34)
∂xP1(∆, ϕ;x) =
[
−∂∆a(∆) + 12∂
2
∆ − i(k + ω + ∆eiϕ)
−(2ω + 2∆ cosϕ)∂ϕ + 12∆2∂
2
ϕ
]
P1 + P0. (4.35)
and P (∆) are the distribution function of ∆.
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Figure 4.14: The calculated spectral function A(kF + k;ω) for k = 0 and k = 0.5∆s with
Gaussian white noise. The lines are results calculated using phase formalism, and dots
represent our results. Both results show very good agreement.
Gaussian White
We compare our calculated results with those obtained using the phase formalism in Fig.
(4.14). As we can see, two results are almost identical. Also we plot our calculation in
Fig. (4.15) and (4.16) with k = 0 and k = 0.5∆s for different strength of the fluctuations.
When ∆0/∆2s is very large, the results approach the mean-field results,
A(k;ω) =
Ek + k
2Ek
δ(ω − Ek) + Ek − k2Ek δ(ω + Ek), (4.36)
with
Ek =
√
k2 + ∆20, (4.37)
i.e. the spectral function contains two narrow peaks at ω = ±Ek. As ∆0/∆2s decreases,
the fluctuations become stronger and dominate. At the limit where there is no static
gap, the pure Gaussian white noise should have no effect on spectral function in the
incommensurate case, which means a quasi-particle peak should evolve at ω = k, which
in our plot, due to the rescale of the axis, is not very clear.
Finite Correlation lengths
We now present our results of the spectral function for Gaussian fluctuations with finite
correlation length. In Fig. (4.17), we plot the spectral functions with the correlation
length ∆sξ = 100.0 in both symmetric k = 0 and asymmetric k = 0.5∆s cases. As we can
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Figure 4.15: The spectral function A(kF + k;ω) with k = 0 for Gaussian white noise and
∆0/∆s = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.
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Figure 4.16: The spectral function A(kF + k;ω) with k = 0.5∆s for Gaussian white noise
and ∆0/∆s = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.
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Figure 4.17: The spectral function A(kF + k;ω) with k = 0 and k = 0.5∆s. The red dots
are the results for k = 0,∆sξ = 100.0, the blue ones are for k = 0.5∆s,∆sξ = 100. The
red line and dashed blue line are exact result for infinite correlation length with k = 0 and
k = 0.5∆s respectively.
see, the results are very close to the exact results for infinite correlation length.
A(k;ω) =
1
∆2s
θ(ω2 − k2)(ω + k)e−(ω2−k2)/∆2s . (4.38)
In the result for k = 0.5∆s, the deviation at ω = k is due to the error of the numerical
method we used to solve the Fokker-Planck equations. The spectral functions for Gaussian
fluctuations with different correlation lengths are plotted in Fig. (4.18) for k = 0 and in
Fig. (4.19) for k = 0.5∆s separately. In the symmetric case, there is a quasi-particle
peak at ω = 0 when the correlation length is small. As the correlation length increases,
the peak broadens and finally splits into to peaks, which indicates the break down of the
quasi-particle picture. While in the asymmetric case, the peak shifts to ω at around k,
and the one close to ω = αk has larger weight.
We also compare our results to those calculated using second-order Born approxima-
tion, which are presented in Fig. (4.20) and Fig. (4.21). For small correlation lengths,
the second-order Born approximation gives almost the same result as our calculation, but
for large correlation lengths, there is large discrepancy between them, which shows that
the second-order Born approximation becomes unreliable in this region, and makes the
calculation based on it questionable [2, 60].
non-Gaussian
The results for the non-Gaussian fluctuations are plotted in Fig. (4.22) and Fig. (4.23).
From the results, we can see that, at relative large temperature, the spectral function is
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Figure 4.18: The spectral function A(kF + k;ω) with k = 0 for Gaussian statistics with
finite correlation lengths ∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0, 100.0. The black line is the exact
result for the infinite correlation length
0.0
2.0
4.0
6.0
-2 -1 0 1 2
A(
k F
+
k;
ω
)/ρ
0∆
s-
1
ω/∆s
Figure 4.19: The spectral function A(kF + k;ω) with k = 0.5∆s for Gaussian statistics
with finite correlation lengths ∆sξ = 0.2, 0.5, 1.0, 2.0, 5.0, 10.0, 100.0. The black line is the
exact result for the infinite correlation length
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Figure 4.20: The spectral function A(kF + k;ω) for ∆sξ = 0.2, 5.0 with k = 0. The red
lines are our calculation and the green dashed lines are results from the second-order Born
approximation.
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Figure 4.21: The spectral function A(kF + k;ω) for ∆sξ = 0.2, 5.0 with k = 0.5∆s. The
red lines are our calculation and the green dashed lines are results from the second-order
Born approximation.
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Figure 4.23: The spectral function A(kF +k;ω) with k = 0.5∆(T ) for non-Gaussian order
parameter fluctuations and temperature τ/∆τ = −7 . . . 0 in step of one.
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Figure 4.24: (a)The calculated A<(k;ω) for τ/∆τ = 5 and k = −2.0∆s to 2.0∆s in steps
of 0.25.(b) The ARPES data for (TaSe4)2I at temperature 60 K (Ref. [35])
similar to the result for Gaussian fluctuations with small correlation length. There is also
a single quasi-particle peak, which appears at around ω = k. For lower temperature, the
peak also splits into two peaks, different from Gaussian case with large correlation length,
the peak becomes much narrower. Also in contrast to the exact results for Gaussian
fluctuations with finite correlation, for large correlation length, i.e. low temperature, the
spectral function at low energy broadens significantly, and is similar to the results in
second-order Born approximation.
4.2.4 Photoemission Spectroscopy
Now we will compare our results with experiments. The angle-resolved photoemission
spectroscopy (ARPES) measures the spectral function directly [35, 36, 37, 38, 39]. The
conventional interpretation of the ARPES line shape predicts that it is essentially propor-
tional to [61]
I(k;ω) =
∑
k′≈k
∑
ω′≈ω
A<(k′;ω′), (4.39)
where
A<(k;ω) =
A(k;ω)
eβω + 1
(4.40)
is the spectral function multiplied with the Fermi function. In Fig. (4.24), we plot
A<(k;ω) with different k from −2 to 2 in steps of 0.25 for τ/∆τ = −5.0 in panel (a). As a
comparison, we also show the ARPES data from Fig. 1(a) in Ref. [35]. Our results show
a very similar patten as the experiments data shows.
87 4.2. Results
4.2.5 Optical Conductivity
The optical conductivity is proportional to the optical absorption of a solid. For the quasi-
one dimensional system, it also has been studied extensively both theoretically [62, 63, 64]
and experimentally [11, 12]. For a one-dimensional system with Gaussian white noise the
optical conductivity is given by the generally accepted Mott-Berezinskii law [63, 64, 65]
σ1(ω) ∼ 4σ0(ωτ)2 ln2(ωτ). (4.41)
Here σ0 is the Drude conductivity, ω is the frequency and τ is the elastic-scattering
time. When we consider the Gaussian fluctuations with finite correlation length and non-
Gaussian fluctuations, the optical conductivity can be expressed as
σ1(ω) = piω2P
∫ +∞
−∞
d
f()− f(+ ω)
ω
F (, + ω), (4.42)
where
F (, ′) = 2
∫ +∞
0
d∆
∫ 2pi
0
dϕ
∫ 2pi
0
dϕ′
Re p1(∆, ϕ, ϕ′)p0(∆,−ϕ,−ϕ′)
P (∆)
(4.43)
with p0(∆, ϕ, ϕ′) and p1(∆, ϕ, ϕ′) are stationary solutions to the following Fokker-Planck
equations:
∂xP0 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2∂ϕ(+ ∆ cosϕ)− 2∂ϕ′(′ + ∆ cosϕ′) + ∂
2
∆
2
− ∂∆a
]
P0, (4.44)
∂xP1 =
[
(∂ϕ + ∂ϕ′)2
2∆2
− 2(+ ∆ cosϕ)∂ϕ − 2(′ + ∆ cosϕ′)∂ϕ′
−i(′ − + ∆eiϕ′ −∆e−iϕ) + ∂
2
∆
2
− ∂∆a
]
P1 + P0. (4.45)
Solving for the stationary solutions to Eqs. (4.44) and (4.45) is not an easy task. Dif-
ferent from the equations we solved for the density of states and the spectral function,
equations here are parabolic partial differential equations. The absence of a diffusion term
makes their numerical solutions unstable. However, adding a small but finite diffusion
term κ(∂ϕ − ∂ϕ′)2 turns the equations into elliptic partial differential equations which are
numerical accessible. When we chose smaller and smaller κ, we can get stable solutions
and for sufficiently small κ, the solutions are independent of κ.
Phase Fluctuations Only
First, we will consider a simpler case. We restrict ourselves to the phase fluctuations only,
where ∆ drops out of all equations and the coefficient of the term (∂ϕ + ∂ϕ′)2 is 1/ξ. In
Fig. (4.25), we show the optical conductivity calculated for various correlation lengths
and zero temperature. Unfortunately, we have not been able to calculate σ1(ω) for very
small ω. Since the dc conductivity of a one-dimensional disordered system is zero [55],
we have extrapolated our calculation into low energy part. From Fig. (4.25), we can see
that for larger correlation lengths, the optical conductivity has a peak at ω/∆s = 2. In
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Figure 4.25: The optical conductivity for phase fluctuations only and ∆sξ = 0.5, 1, 2, 4, 8.
For ∆sξ = 0.5 case, we have extrapolated the data between σ(0) = 0 and our numerical
result.
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the limit ξ → ∞ the optical conductivity approaches the well-known result of a Peierls
insulator [62]
σ1(ω) =
ω2p
2
∆2sθ(ω
2 − 4∆2s)
ω2 (ω2 − 4∆2s)1/2
(4.46)
which has a square-root singularity at ω = 2∆s. As the correlation length decreases, the
peak shifts to the low energy region and broadens significantly. In the pseudogap regime,
σ1(ω) shows a strong dependence on the correlation length. At large ω limit, however,
all the results have the same asymptotic 1/ω3-decay, which shows that for large ω the
perturbation theory is accurate.
Non-Gaussian
We now present our calculation for non-Gaussian fluctuations. In Fig. (4.26), we plotted
the optical conductivity for τ/∆τ = −1.0,−3.0,−5.0,−7.0. We also extrapolated our
calculation at small ω region in τ/∆τ = −1.0 case. For large temperature, the optical
conductivity shows similar behavior to the result with Gaussian fluctuations. When the
temperature is lowered, the peak of the optical conductivity moves to the high energy re-
gion and σ1(ω) also approaches to the Peierls insulator result. For large ω, the asymptotic
1/ω3-decay also applies to all results at different temperature. In an early calculation
based on the perturbative method [30], a finite dc conductivity was obtained. Our calcu-
lation, even though could not be applied to the calculation of the dc conductivity directly,
gives a trend to a zero dc conductivity. Thus the finite results of the dc conductivity in
the perturbative calculation must be an artifact.
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Chapter 5
Conclusion
In this work, we have discussed the Fluctuating Gap Model (FGM) in a wide temperature
range. The FGM was first proposed as an effective model to describe the low energy
physics of the one-dimensional electron-phonon system. It is also of great interest in
other physical contexts: Spin chains can be mapped by a Jordan-Wigner transformation
onto the FGM and the higher-dimensional generalizations of the FGM have been used to
explain the pseudogap-phenomenon in the underdoped high-temperature superconductors
above the phase transition. Although this model is very important and large amount of
effort has been made to understand it, all the previous work are restrict to the Gaussian
statistics of the order parameters and thus are valid only in relative high temperature
region. In order to get a better understanding of the FGM, we have developed an exact
method to solve the FGM in a wide temperature range. In our method, the calculation
of various electronic properties has been converted into solving a set of multidimensional
Fokker-Planck equations. A simple quadrature of the stationary solutions to these Fokker-
Planck equations then gives the density of states, the spectral function and the optical
conductivity.
We calculated the density of states for order parameters ∆0 + ~∆(x), where ∆0 is a
static gap potential and ~∆(x) are Gaussian white noise with
〈
~∆(x)~∆∗(x′)
〉
= ∆2sδ(x−x′).
In the commensurate case, our calculation confirms the Dyson singularity at around the
Fermi energy when ∆0/∆2s < 1/2. In contrast, for the complex order parameters, there
is no such singularity in any cases, and the fluctuations only lead to a filling up of the
static gap. When the order parameters are Gaussian with finite correlation lengths, i.e.〈
~∆(x)~∆∗(x′)
〉
= ∆2se
−|x−x′|/ξ, the density of states at Fermi energy ρ(0) decreases as a
function of the correlation length ∆sξ, which indicates an opening of a pseudogap, and
can be described by the numerical fitting ρ(0)/ρ0 = C (∆sξ)
−µ, with the fitting param-
eters C = 0.61200 ± 0.027124, µ = 0.673449 ± 0.01822. The pow-law behavior is similar
with those obtained in the second-order Born approximation calculation. We also calcu-
lated the density of states for non-Gaussian order parameter fluctuations. However the
results show that for small temperature the zero-point density of states vanishes expo-
nentially as ρ(0)/ρ0 = C exp
(−aξ/ξ0∆τ1/2), where C = 1.31 ± 0.15, a = 0.881 ± 0.028.
This exponential behavior has the same character as in the phase fluctuations only case
when 2∆sξ  1, which concludes that for small temperature, the amplitude of the order
parameter fluctuations get frozen out and only the phase fluctuations contribute. Using
the density of states we calculated for the non-Gaussian fluctuations, we also obtained
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the static spin susceptibility, and the numerical results shows good agreement with the
experimental data.
The spectral functions for different statistics of the order parameter fluctuations also
have been obtained. In the case of the Gaussian white noise limit, the resulted spectral
function shows two peaks at around ω = ±
√
∆20 + k2 for large ∆0/∆
2
s, and it approaches
the mean-field result as ∆0/∆2s →∞. The results for the Gaussian fluctuations with finite
correlation lengths show quasi-particle peaks at ω = k for small correlation lengths. As the
correlation length increases, the spectral function approaches the exact result for infinite
correlation length limit. The quasi-particle peak at small correlation lengths broadens
and finally splits into two peaks, which indicates a break down of the Fermi-liquid picture.
A comparison of the perturbative results and our results shows that the perturbative
calculation is valid when the correlation lengths are small. However the great deviation
for large correlation lengths fails the validity of the perturbation theory in this regime.
Our results for non-Gaussian order parameters can be used to explain the experimental
angle-resolved photoemission spectroscopy (ARPES) data, which exhibits the common
non-Fermi-liquid features and the absence of a Fermi edge.
In the calculation of the optical conductivity, the results for phase fluctuations and non-
Gaussian order parameters have been presented. For low temperature or large correlation
lengths, the results approach the well-known Peierls insulator result. The asymptotic
1/ω3-decay applies to all of the results at large ω. As the temperature increases, or the
correlation length decreases, the peak of the optical conductivity broadens and shifts to the
low energy region, and the line shape have a very strong dependence on the temperature
or the correlation length ξ. At small ω, our calculation gives a zero dc conductivity which
is differ from previous perturbative calculation within the same model. We argue that the
finite dc conductivity calculated to the first order in perturbation theory is just an artifact
of the perturbation theory.
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