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V pricˇujocˇem zakljucˇnem delu so pogosto uporabljeni naslednje velicˇine in
simboli:
Velicˇina / oznaka Enota
Ime Simbol Ime Simbol
cˇas t sekunda s
dolzˇina l meter m
povrsˇina A kvadratni meter m2
frekvenca f herc Hz
kot vrtenja - stopinja ◦
masa m kilogram kg
entropija slike H bit/slikovni element -
Tabela 1: Velicˇine in simboli.
Vektorji in matrike so napisani s krepko pisavo. Natancˇnejˇsi pomen simbolov
in njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen v spreml-
jajocˇem besedilu, kjer je simbol uporabljen.
xiii
xiv Seznam uporabljenih simbolov
Seznam uporabljenih kratic





GPS globalni sistem pozicioniranja
D-GPS diferencialni GPS
SSS stranski sonarski detektor
Apsis avtonomno plovilo podjetja Harpha Sea
ToF tehnologija merjenja cˇasa preleta (ang. time of flight)
SFM struktura iz gibanja
PCA principialna analiza po komponentah
(ang. principal component analysis)
IMU merilnik kotnega pospesˇka
RGB, sRGB, barvni prostori
HSV, CIElab, YUV barvni prostori
X, Y , Z, x, y, z kartezicˇne koordinatne osi
Tabela 2: Kratice in oznake 1.
Natancˇnejˇsi pomen kratic in oznak je razviden iz ustreznih slik ali pa je po-
jasnjen v spremljajocˇem besedilu, kjer je kratica oz. oznaka uporabljena.
xv
xvi Seznam uporabljenih kratic
Kratica/oznaka Pomen
SIFT ang. scale-invariant feature transform
SURF ang. speeded up robust features
GLOH ang. gradient location and orientation histogram
DoG razlika Gaussov (ang. difference of Gaussians)




R,G,B barvne komponente: rdecˇa, zelena, modra
u, v koordinate slikovnega elementa na sliki
Mi matrika notranjih parametrov kamere
Me matrika zunanjih parametrov kamere
SVD razcep na singularne vrednosti
(ang. singular value decomposition)
LON zemljepisna dolzˇina (ang. longitude)
LAT zemljepisna sˇirina (ang. latitude)
oblak R referencˇni oblak tocˇk
oblak G generiran oblak tocˇk
Tabela 3: Kratice in oznake 2.
Povzetek
Mnoge panoge so odvisne od varnih in zanesljivih morskih poti. V plitvinah
ter okolici luk in pristaniˇscˇ so ovire pod vodno gladino velik problem za pomorski
promet in plovbo. Po drugi strani morske biologe zanimajo mesecˇne, letne in
vecˇletne spremembe morskega dna ter gibanje flore in favne. Potrebe po opisu
podvodnega terena se kazˇejo v morskih in sladkovodnih okoljih. Pricˇujocˇe mag-
istrsko delo predstavi eno od resˇitev za omenjene probleme v obliki podvodne
kamere namesˇcˇene na avtonomno plovilo, opremljeno s senzorji za orientacijo in
pozicijo. Iz zajetega videoposnetka kamere namesˇcˇene pod plovilom, ki snema
navpicˇno navzdol, izberemo slike na podlagi kriterija prepotovane razdalje. S
pomocˇjo senzorjev na plovilu generiramo 3-D tocˇke morskega dna ter tocˇke generi-
rane med zaporednimi izbranimi slikami umestimo v globalni koordinatni sistem.
Natancˇnost globine je odvisna od kvalitete videoposnetka, le-ta pa v najvecˇji
meri od vidljivosti in globine dna. Z izracˇunom entropije izbrane slike ocenimo
vidljivost v vodi in s tem smiselnost triangulacije tocˇk. Kadar je v sliki premalo
informacije, pripadajocˇi oblak tocˇk predstavlja horizontalna ploskev generirana
na globini, ki je bila izmerjena z globinomerom.




Many industries rely heavily on safe and reliable water traffic. Obstacles below
the water line are a significant problem for Marine safety, and therefore need to be
continuously monitored, especially in the shallow water, sea ports and harbours.
Biologists, on the other hand, are interested in tracking of sea-bed changes, es-
pecially as related to flora and fauna, over the course of months, years, and even
decades. This illustrates the need for mapping and reconstruction of underwater
terrain both in seawater and freshwater environments. This thesis presents one
of the possible solutions for the above problems. It consists of an underwater
camera, attached to an autonomous boat, which is equipped with position and
orientation sensors. From the video captured by a camera pointing downwards,
frames are extracted, with criteria based on travelled GPS distance between the
two successive frames. Distinctive key points are detected and matched between
the successive frames, and using on-board sensors, 3-D points are triangulated to
form a point cloud. Extracted point clouds are registered to global positioning
grid, using sensor data. Depth accuracy depends heavily on video quality, which,
in turn, is proportional to water depth and clarity. Picture quality is assessed
with the help of entropy estimation before the frame is sent to processing. If
the picture does not contain enough information for a reliable point cloud re-
construction, depth from an on-board single-beam sonar is taken and points for
that patch are synthesized based on the measured depth to provide second-best
possible estimate of the terrain surface.
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1 Uvod
Vode prekrivajo priblizˇno 75 % zemljine povrsˇine. Od tega je 3 % sladkih vod
in 97 % slanih [1]. Vsa ta povrsˇina nam je vizualno nedostopna ali pa je njena
percepcija okrnjena in popacˇena zaradi lastnosti potovanja svetlobe skozi vodo.
Zaradi radovednosti in potreb smo primorani pogledati pod vodno gladino, da
dobimo obcˇutek podvodnega terena. Potrebe po poznavanju podvodnega terena
se vecˇajo iz dneva v dan, morske poti, kakor vse druge, postajajo vedno bolj
obremenjene s prometom. Luke in pristaniˇscˇa zˇelijo z vidika varnosti poznati
podvodni teren do potankosti ter spremljati vsake spremembe. Londonsko Temzo
iz tega razloga skenirajo na mesecˇnih intervalih. Port of London authority ima
v floti 5 plovil za nadzor podvodnega terena in iskanja tujkov kot so nelegalno
odvrzˇeni vecˇji odpadki [2]. Slika 1.1 prikazuje primer 3-D oblaka tocˇk razbitine
SS Richard Montgomery na dnu Temze.
Slika 1.1: Razbitina SS Richard Montgomery na dnu Temze [3].
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Biologi in naravovarstveniki raziskujejo spreminjanje morskega dna skozi
krajˇsa in daljˇsa cˇasovna obdobja. Spremljati zˇelijo premikanje vecˇjih
nevretencˇarjev, velikosti travnatih zaplat ter kako na podvodni teren vpliva val-
ovanje, morske trase in posegi v okolje. Slika 1.2 prikazuje odsek dna Pirana
posnetega s sonarjem.
Slika 1.2: Morsko dno - del Pirana. Slika predstavlja oblak tocˇk podvodnega
terena, kjer modra barva opiˇse globje predele in rumena plitvine.
1.1 3-D rekonstrukcija morskega dna
Razvoj podrocˇja 3-D rekonstrukcije morskega dna se je zacˇel leta 1940 s prvimi
visoko-frekvencˇnimi sonarskimi sistemi [4]. Tako smo dobili prvi sonarski pos-
netek morskega dna (ang. side-scan sonar sonograph). Resolucija prvih pos-
netkov je bila prenizka za podrobne informacije o podvodnem terenu. Razpoz-
nati je bilo mocˇ vecˇje objekte in razbitine. Po letu 1970 se je zacˇel hiter razvoj
tehnologije akusticˇnih sistemov. V pomocˇ je bil tudi hiter razvoj procesorske
mocˇi in sonarji so postali edini pravi nacˇin popisa morskega dna. Kot alternativa
sonarjem se je pojavila satelitska fotografija, vendar le-ta lahko resnicˇno predstavi
zgolj vecˇje naravne formacije in razbitine v plitkih vodah [4].
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1.2 Avtonomna vozila
Brezpilotna ali avtonomna vozila (plovila) so napredni roboti, ki so zmozˇni nav-
igacije in premikanja v realnih - zˇivljenjskih okoljih, resˇevanja zapletenih proble-
mov in opravljanja nevarnih nalog, brez nadzora cˇlovesˇkega upravljalca. Opravl-
jajo lahko pred-dolocˇena dela v okoljih, ki so neprijazna ali nedostopna cˇloveku.
Tak primer so med drugim brezpilotna podvodna vozila, ki iˇscˇejo ostanke ladijskih
min in roboti, ki raziskujejo povrsˇino Marsa.
Skoraj brez izjeme so avtonomna vozila opremljena z racˇunalniˇskim vidom.
S tehnolosˇkim napredkom v razvoju slikovnih senzorjev ter vse vecˇje procesorske
mocˇi racˇunskih enot, sta prav podrocˇja racˇunalniˇskega vida in robotskih vozil v
zadnjem desetletju postala ena najbolj zanimivih tehnolosˇkih smeri za raziskave
in razvoj.
1.3 Racˇunalniˇski vid
Oko je eden izmed najbolj kompleksnih cˇlovesˇkih organov. Tekom evolucije se
je razvilo iz preprostih celic za zaznavo svetlobe v zapleten sistem zˇivcˇevja, lecˇ,
miˇsic in receptorjev. Pomaga nam razpoznavati svet okoli nas v barvah. Skupaj
s centrom za vid v mozˇganih smo zmozˇni prepoznati kompleksne vzorce, teks-
ture, skoraj neznatne spremembe v svetlosti. Brez tezˇav sliko segmentiramo, ji
dolocˇimo globino, smer vira svetlobe in razumemo dogajanje v sliki. Vse to in
vecˇ so cilji podrocˇja imenovanega racˇunalniˇski vid. Racˇunalniˇski vid preucˇuje
razumevanje zajete informacije s slikovnimi senzorji. Omogocˇa iz slike ali za-
poredja slik dolocˇiti globino, sliko segmentirati, ustvariti 3-D model posnetega,
presˇteti objekte, analizirati barve, najti osebe, jim dolocˇiti telesne mere [5] in celo
izmeriti srcˇni utrip [6]. V videoposnetkih omogocˇa sledenje objektom tudi skozi
zapletena ozadja in nacˇrtovanje trajektorije robotskim vozilom.
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1.4 Cilji magistrskega dela
Cilji magistrskega dela so:
• tocˇnost izmerjene globine primerjajocˇa sonarskim sistemom (0,2 - 0,3 m),
• obmocˇje zajema globine od 1 do 5 m,
• dopolnitev obstojecˇih sistemov za 3-D rekonstrukcijo dna,
• robustnost algoritma in neodvisnost delovanja od kvalitete videoposnetka.
Magistrsko delo temelji na sistemu avtonomnega plovila Apsis (slika 1.3),
podjetja Harpha Sea [7, 8]. Vir podatkov potrebnih za magistrsko delo so bili
podvodna kamera in senzorji namesˇcˇeni na omenjenem plovilu. Cilj magistrske
naloge v smislu aplikacije, je generacija 3-D modela morskega dna, kot del analize
po plovbi. Celoten sistem bo podrobneje opisan v poglavju 4.1.
Slika 1.3: Avtonomno plovilo Apsis podjetja Harpha Sea [8].
2 Pregled podrocˇja
2.1 Sonar
Sonar (ang. sound navigation and raging) je naprava za merjenje razdalje prav-
iloma pod vodo. Princip sonarja temelji na sˇirjenju zvocˇnih valov po mediju.
Poznamo aktivne in pasivne sonarje, pri cˇemer pasivni zgolj zaznavajo zvocˇne
valove in niso uporabljeni za dolocˇanje razdalje. Aktivni sonarji pa zvocˇne valove
najprej oddajo, zvocˇni valovi se nato odbijejo od objektov in sprejemnik zazna
odbite zvocˇne valove, na podlagi katerih ocenimo razdaljo do objektov v smeri
oddaje zvocˇnega signala. Razdalja je odvisna od hitrosti razsˇirjanja zvoka po
mediju v katerem sonar deluje, cˇasu med oddajo in sprejemom ter amplitudi
sprejetega signala.
Trenutno najbolj uporabni in prilagodljivi sistemi so SSS (ang. side-scan
sonar) [9, 4] in vecˇ signalni (ang. multi-beam) sonarji [4]. Oboji temeljijo na
posˇiljanju, odboju in sprejemu zvocˇnih signalov v vodi.
SSS se najvecˇkrat pojavi v obliki podvodne sonde, ki jo vlecˇemo za ladjo.
Oddaja zvocˇne signale pravokotno na svojo pot, jakost akusticˇnih odbojev se
zajame s sprejemniki na podvodni sondi. Frekvenca signala je v obmocˇju 100
do 500 kHz. Najnovejˇsi omenjeni sistemi se ponasˇajo z dosegom vecˇ 100 m in
z natancˇnostjo 0,3 m. S sestavljanjem vecˇ prehodov dna dobimo natancˇnejˇse
podatke, ki zajemajo vecˇja podrocˇja. Slika 2.1 prikazuje sonar SSS.
Sonarji multi-beam se razlikujejo v tem, da uporabljajo usmerjene sprejem-
nike razporejene v pahljacˇo pod ladjo. Tako lahko iz odbitega signala razberejo
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Slika 2.1: Sonar SSS (povzeto po [10]).
podatek o smeri odboja in iz enega oddanega pulza prejmejo informacijo o cˇasih
odboja za celotno podrocˇje pahljacˇe (ang. beam forming). Slika 2.2 prikazuje
oddani signal v rumeni barvi in resolucijo pahljacˇaste sprejemne antene v zeleni.
Cilj te oblike sonarjev je cˇim vecˇja resolucija sprejemne pahljacˇe torej cˇim vecˇ
sprejemnih odsekov in s tem vecˇji kot oddaje pravokotno na pot ladje. Velikost
in razporeditev omenjenih anten ter globina dna dolocˇajo natancˇnost. S kotno
resolucijo sprejemnih anten 1,5◦ in globino 30 m je locˇljivost 0,8 m [4]. Globina
uporabe omenjenih sonarjev je do vecˇ 100 m.
Slika 2.2: Sonar multi-beam [11].
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2.2 Racˇunalniˇski vid
2.2.1 3-D rekonstrukcija
Informacija o globini ali dodatni tretji dimenziji, je bistvenega pomena za
racˇunalniˇski vid, saj za premikanje in navigacijo v 3-D prostoru potrebujemo
informacijo o vseh treh dimenzijah. Kamere transformirajo slikovno informa-
cijo iz 3-D prostora v 2-D prostor, za ponovno rekonstrukcijo tretje dimenzije
potrebujemo dodatne podatke. To je v obliki predpostavljenih modelov [12],
s pomocˇjo laserjev [13, 14] ali z vecˇ kamerami [15] oziroma eno kamero v ra-
zlicˇnih cˇasovnih trenutkih (SFM) [16]. Metodo strukture iz gibanja pod vodo
[17] se uporablja predvsem v povezavi s podvodnimi plovili, le-ta so vodena ali
avtonomna. Uporaba omenjenih sistemov se kazˇe predvsem na podrocˇjih doku-
mentiranja manjˇsih delov morskega dna kot so razbitine, arheolosˇka najdiˇscˇa in
manjˇse naravne formacije, ki jih je mocˇ v celoti zajeti z nekaj 100 slikami.
V uporabi zasledimo tudi kamere imenovane ToF (ang. time of flight) [18], ki
delujejo na principu oddaje in sprejema svetlobnega signala podobno kot laserski
merilniki razdalje. Taksˇna kamera vrne neposreden podatek o globini za vsak
slikovni element posebej in je lahko kombinirana z RGB senzorsko matriko ven-
dar poleg barvnega podatka dobimo sˇe meritev globine (RGB+D) [19]. Doseg
omenjenih kamer v zraku je do 10 m z natancˇnostjo okoli 1 cm in resolucijo do 5
milijonov tocˇk [20]. Kamere ToF imajo pod vodo zelo omejen doseg, predvsem v
slabih pogojih, ki so pod vodno gladino pogosti [21]. Najvecˇje tezˇave povzrocˇajo
delci v vodi, ki dodatno razprsˇijo oddane svetlobne pulze in predstavljajo oviro
pri detekciji. Peach [22] predlaga resˇitev omenjenemu problemu v obliki okna
pricˇakovane meritve oddaljenosti. Meritve, ki jih povzrocˇi odboj od vodnih del-
cev v blizˇini kamere, blokiramo oziramo prezremo.
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2.2.2 Obdelava slike
Informacijo v sliki izgubimo pri pretvorbi iz barvnega (najvecˇkrat RGB) v sivinski
barvni prostor. S tem razlogom zˇelimo poiskati pretvorbo, ki bi ohranila cˇim vecˇ
informacije.
Predlagana metoda color2gray [23] resˇuje problem izgube informacije pri
pretvorbi barvne slike v sivinsko. Slika 2.3 povzeta po omenjenemu viru ta prob-
lem prikazˇe. Pri obicˇajni pretvorbi svetlosti namrecˇ izgubimo podatek odtenka.
Tako se modri odtenki, ki so enake svetlosti kot rdecˇi odtenki, na sivinski sliki ne
razlocˇijo med seboj.
Slika 2.3: Izguba informacije pri pretvorbi v sivinski barvni prostor [23]. Barvna
slika (levo), pri obicˇajni pretvorbi v sivinsko sliko (sredina) izgubi informacijo o
odtenku. Predlagana resˇitev (desno) ohranja podatek o odtenku.
Analiza RGB vsebnosti slike po prevladujocˇih komponentah (PCA - ang.
principal component analysis) je predlagana kot preslikava v sivinski barvni pros-
tor brez izgube informacije o podobnih barvah in teksturah [24].
Videoposnetki uporabljeni v magistrskem delu so bili zajeti pod vodo, kjer na
kakovost vplivajo lastnosti potovanja svetlobe skozi vodo. Voda neenakomerno
absorbira velik del svetlobnega spektra, tako imamo na razlicˇnih globinah razlicˇne
odstotke zastopanih barv. Rdecˇa barva se najhitreje absorbira in po nekaj metrih
prakticˇno ni vecˇ zaznavna [25]. V vodi prav tako prihaja do dodatnih mocˇnih
disperzijskih efektov zaradi delcev v vodi in, ker metoda temelji na sprejemu
odbite svetlobe od morskega dna v kamero, je pot svetlobe skozi vodo dvakratna
kakor tudi izguba informacije. Literaturni viri predlagajo izboljˇsavo podvod-
nih slik in videoposnetkov s fuzijo postopkov obdelave slike [26], frekvencˇnega
2.2 Racˇunalniˇski vid 13
transformiranja [27] in analizo svetlobnega spektra v odvisnosti od globine [28].
Dodatne probleme povzrocˇajo prehodi skozi snovi razlicˇnih lomnih koeficientov.
Pri podvodnih kamerah imamo lahko vecˇ taksˇnih prehodov zaradi dodatnih ohiˇsij
in zracˇnih prostorov. Preprost model kamere ni vecˇ veljaven in privede do sis-
tematicˇne napake zaradi napacˇnega modela kamere [29].
Predlagana metoda pricˇujocˇe magistrske naloge povzema bistvo strukture iz
gibanja z znanimi podatki o lokaciji in orientaciji kamere v vsakem trenutku. S
tega vidika opustimo iskanje pozicije in orientacije kamere kot del 8 tocˇkovnega
algoritma [30] omenjenega v prihajajocˇih poglavjih in predpostavimo, da operi-
ramo s slabo kalibriranim stereo sistemom oziroma kamero v dveh zaporednih
cˇasovnih trenutkih. Kot del eksperimentov so bile evalvirane metode transformi-




Obdelava slike je v vecˇini primerih stvar cˇlovesˇke percepcije; izboljˇsujemo kontrast
slike, izpostavljamo svetlejˇse ali temnejˇse dele in vplivamo na vsebnost barvnih
komponent. Informacije v sliki ne moremo povecˇati brez dodajanja informacije,
zato v algoritmih, kjer izhodni rezultat ni slikovne narave in ne potrebujemo
izboljˇsave vizualne percepcije, slik ne izboljˇsujemo ampak prilagodimo metodo
za stanje vhodnih podatkov. Z navideznim vecˇanjem informacije (npr. kontrast)
v sliko vnasˇamo sˇum, ki lahko moti nadaljnjo obdelavo slike.
Slike so v digitalnem okolju sestavljene iz treh barvnih komponent, najvecˇkrat
rdecˇe, zelene in modre (RGB barvni prostor). Barvni prostor RGB je linearen in
aditiven. Poleg barvnega prostora RGB poznamo sˇe Adobe RGB, sRGB, HSV,
CIElab, YUV in druge izpeljanke zˇe omenjenih.
Digitalni zapis surove slike v formatu RGB sestoji iz treh matrik dimenzij
m∗n, kjer m predstavlja viˇsino slike in n sˇirino slike. Vsaka od treh matrik pred-
stavlja eno barvno komponento. Barvna globina (ang. pixel depth) opredeljuje
binarni digitalni zapis slike, praviloma govorimo o 8 bitni barvni globini za vsak
kanal. Tako lahko posamicˇen slikovni element v surovi sliki zapiˇsemo s 24 biti








Preslikava v sivinski barvni prostor preslika 3 matrike barvnih komponent v
eno matriko, s cˇimer izgubljamo informacijo v sliki. Sivinske ali cˇrno-bele slike
predstavljajo le informacijo o intenziteti - osvetljenosti. Barvna globina sivinske
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slike je praviloma 8 bitov, vendar je univerzalno podprt format tudi 16 bitov.
Oznacˇimo sivo barvno komponento sivinske slike kot S, tako je zapis slikovnega




Slika 3.1: Digitalni zapis slike.
Slika 3.1 prikazˇe zgradbo RGB in sivinske slike. Sivinsko sliko prikazuje
samostojna m ∗ n matrika slikovnih elementov.
Pri preslikavi RGB komponent v sivinske vrednosti iˇscˇemo vrednost osvetl-
jenosti ali intenzitete. Preslikava iz RGB barvnega prostora je dolocˇena po enacˇbi
3.1. Kjer R, G in B predstavljajo barvne kanale in S sivinsko vrednost. u in v
predstavljata koordinate slikovnih elementov. Preslikava uposˇteva lastnost doje-
manja barv cˇlovesˇkega ocˇesa, kjer cˇlovesˇko oko najbolje zaznava in razlocˇi zelene
odtenke.
Su,v = 0, 299 ∗Ru,v + 0, 587 ∗Gu,v + 0, 114 ∗Bu,v (3.1)
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3.1.1 Entropija
Mero informacije v sliki predstavlja entropija slike [31]. Enacˇba 3.2 prikazuje
izracˇun entropije za posamezno sliko, kjer H izrazˇa kolicˇino entropije oz. infor-
macije, L sˇtevilo sivih nivojev v sliki, pr(rk) pa verjetnost posameznega sivega
nivoja. Entropija je numericˇen opis kolicˇine informacije v setu podatkov.
H[bit/slikovni element] = −
L−1∑
k=1
pr(rk) log2 pr(rk) (3.2)
3.2 Model kamere
Pot svetlobe se zacˇne pri svetlobnem viru, ki na svoji poti skozi medij ali vakuum
naleti na oviro od katere se odbije in barvo predmeta dolocˇa odbita svetloba.
Najbolj osnoven model kamere (slika 3.2) predstavlja pregrada z majhno luknjo
in film za njo (ang. pinhole camera). Vsak svetlobni zˇarek, ki se odbije od
drevesa, potuje skozi luknjo in se ustavi na zadnji steni sˇkatle. Manjˇsa kot je
luknja, bolj ostra je slika, saj luknja poskrbi, da do zadnje stene pridejo le enojni
odbiti zˇarki. Vendar zato do foto-filma pride sorazmerno manj svetlobe in zajem
taksˇne fotografije traja vecˇ minut.
Slika 3.2: Skica preproste kamere.
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Moderne kamere uporabljajo sistem lecˇ, da zajamejo cˇim vecˇ svetlobe in hkrati
poskrbijo za ostro sliko na senzorju. Senzor za tem digitalizira svetlobno informa-
cijo v 3 matrike podatkov za rdecˇo (R-red), zeleno (G-green) in modro (B-blue)
barvno komponento.
Skica 3.3 prikazuje centralno projekcijski geometrijski model kamere. Slika
nastane na slikovni ravnini s koordinatnim izhodiˇscˇem Q in koordinatami
slikovnih elementov x, y. Tocˇka P (X, Y, Z) predstavlja 3-dimenzionalno tocˇko
v prostoru, ki se preslika na slikovno ravnino v tocˇko p(x, y). Goriˇscˇna razdalja je
lastnost kamere in opisuje razdaljo med opticˇnim srediˇscˇem O in slikovno ravnino.
S pomocˇjo podobnih trikotnikov lahko zapiˇsemo enacˇbi 3.3.
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Poenostavljen model kamere na sliki 3.3 predstavi preslikavo tocˇke P v ko-
ordinatnem sistemu kamere. Vendar praviloma tocˇko P definiramo v globalnem
koordinatnem sistemu, kjer lokacijo tocˇke P enostavno izmerimo. Poleg tega so
slikovni senzorji digitalni in zato lokacijo tocˇke p zapiˇsemo z diskretnimi vrednos-
tmi u in v. Isˇcˇemo preslikavo P (X, Y, Z)⇒ p(u, v).
Zaradi preslikave vektorjev razlicˇnih dimenzij potrebujemo homogene koordi-
nate ali tretjo fiktivno koordinato. Predstavimo 2-D tocˇko p(x, y) kot p(x′, y′, z′)






. Definiramo diskretne koordinate, kjer sta λu



















Goriˇscˇni razdalji fu in fv za u in v koordinati kamere sta najvecˇkrat enakih
vrednosti. Definiramo sˇe cu in cv kot lokacijo, kjer opticˇna os prebada dig-
italni senzor v koordinatah slikovnih elementov. Zapiˇsemo matriko notranjih







Kamera v prostoru ima lahko arbitrarno pozicijo in rotacijo, v tem primeru
koordinatna sistema kamere in zunanjega sveta ne sovpadata. Transformacijo
med obema predstavljata rotacija R in translacija t. MatrikoMe poimenujemo
matrika zunanjih parametrov kamere in jo zapiˇsemo kot:
Me =
⎡⎢⎢⎣
r11 r12 r13 tx
r21 r12 r23 ty
r31 r32 r33 tz
⎤⎥⎥⎦ (3.6)
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V enacˇbi 3.6 tx, ty in tz predstavljajo translacijo koordinatnega sistema. El-
ementi rij pa rotacijo okoli osi. Definirajo jih enacˇbe 3.7, kjer α predstavlja
rotacijo okoli x osi (ang. roll), β rotacijo okoli y osi (ang. pitch) in γ rotacijo
okoli z osi (ang. yaw).
r11 = cos(α) cos(β) (3.7a)
r12 = cos(α) sin(β) sin(γ)− sin(α) cos(γ) (3.7b)
r13 = cos(α) sin(β) cos(γ) + sin(α) sin(γ) (3.7c)
r21 = sin(α) cos(β) (3.7d)
r22 = sin(α) sin(β) sin(γ) + cos(α) sin(γ) (3.7e)
r23 = sin(α) sin(β) cos(γ)− cos(α) sin(γ) (3.7f)
r31 = − sin(β) (3.7g)
r32 = cos(β) sin(γ) (3.7h)
r33 = cos(β) cos(γ) (3.7i)
Celotno transformacijo tocˇke iz sveta v sliko oz. matematicˇni model kamere
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Kamere zajemajo 2-dimenzionalne slike 3-dimenzionalnega sveta in metode 3-D
rekonstrukcije se ukvarjajo s ponovnim pridobivanjem informacije o globini,
oziroma tretji dimenziji zajetih slik. Poznamo vecˇ nacˇinov rekonstrukcije 3-D
okolja iz zajete slikovne informacije. V vseh primerih potrebujemo dodatno infor-
macijo poleg vsaj ene slike, da lahko uspesˇno zgradimo 3-D model. Potrebujemo
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vsaj podatek o volumnu [33] ali pricˇakovan 3-D model rekonstrukcije ali zajetih
(analiziranih) vecˇ slik.
Rekonstrukcija s pomocˇjo predpostavljenih modelov zahteva vsaj eno zajeto
sliko in 3-D model, ki ga pricˇakujemo. V kolikor pricˇakujemo na sliki zˇogo,
predpostavimo model 3-D krogle, v sliki poiˇscˇemo okroglo zˇogo s pomocˇjo iskanja
robov in teksturo ter barve iz slike prenesemo na 3-D model krogle in tako dobimo
3-D zˇogo iz ene same slike in predpostavljenega modela. Modeli so lahko tudi
bolj zapleteni.
Podatek o globini lahko z eno kamero dobimo tudi s pomocˇjo fokusiranja.
Bodisi je rezultat opisen, ali je predmet k pred predmetom k + 1 ali pa tocˇno
poznamo parametre opticˇnega sistema kamere in vemo katera globina je kdaj v
fokusu.
Rekonstrukcija s pomocˇjo vecˇ zajetih slik lahko predstavlja istocˇasni zajem
(stereo sistem) ali zajem z eno kamero v vecˇ cˇasovnih trenutkih med premikanjem
kamere ali objekta zanimanja (SFM 3.4). Metod 3-D rekonstrukcije je veliko,
osredotocˇimo se na stereo sistem in strukturo iz gibanja.
Stereo sistem dveh kamer kot nacˇin pridobivanja informacije o globini scene,
upodablja par cˇlovesˇkih ocˇi. Ljudje zaznavamo globino zaradi para ocˇi, med
seboj razmaknjenima za zaznavanje disparitete med dvema vhodnima slikovnima
informacijama. Rekonstrukcija globine temelji na dispariteti med obema slikama,
ki se pojavi zaradi paralakse. Slika 3.4 prikazuje osnovni stereo model in razliko
pri preslikavi tocˇke P na obe slikovni ravnini. Tocˇka P (X, Y, Z) se tako slika
v tocˇki pr(u, v) in pl(u, v), pri cˇemer velja pl(u, v) ̸= pr(u, v). Indeksa r in l
opisujeta velicˇine desne in leve kamere, pri cˇemer predpostavimo enaki goriˇscˇni
razdalji.
Poenostavimo primer tako, da so opticˇne osi vzporedne, slikovne ravnine po-
ravnane in tocˇka P lezˇi, da velja vr = vl. Enacˇba 3.9 opisuje izracˇun globine
oziroma koordinate Z in b predstavlja razdaljo med opticˇnima osema.
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Slika 3.4: Osnovni stereo model (povzeto po [32]).
Z = f
b
(ur − ul) (3.9)
Triangulirali smo eno tocˇko stereo sistema s poravnanimi kamerami. Stereo
sistem kamer je odvisen od disparitete med obema zajetima slikama. Dispariteta
pada z razdaljo tocˇke od kamere in je v neskoncˇnosti 0 ter narasˇcˇa z vecˇanjem
razmika med kamerami (b). Idealna bi bila torej cˇim vecˇja razdalja med opticˇnima
osema kamere, vendar tako izgubljamo podrocˇje prekrivanja slik, saj slikovni
senzorji niso neskoncˇno veliki.
Predpostavimo primer velikosti slikovnega elementa 2, 2 m−6, goriˇscˇno raz-
daljo f = 7, 3 mm in razdaljo med kamerami 0, 05 m (parametri kamere tega
magistrskega dela). S pomocˇjo enacˇbe 3.9 izracˇunamo teoreticˇno maksimalno
globino 166 m, ki bi jo sˇe zaznali, cˇe poenostavimo, da znamo locˇiti dispariteto
velikosti enega slikovnega elementa. Na predpostavljenih globinah 1 do 10 m pa
izracˇun predvidi dispariteto med slikama 1660 do 166 slikovnih elementov.
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3.3.1 Korespondencˇne tocˇke
Eden glavnih podrocˇij stereo vida in strukture iz gibanja je iskanje tocˇk, ki so
enake na obeh slikah, tako imenovanih korespondencˇnih tocˇk. Vedeti moramo
katere tocˇke Pn se pojavijo v obeh slikah, da jih lahko ustrezno trianguliramo.
Metod iskanja korespondencˇnih tocˇk, oziroma lokalnih lastnosti slike je vecˇ,
osredotocˇimo se na opis z deskriptorji:
• SIFT (ang. scale invariant feature transform) [34],
• SURF (ang. speeded-up robust features descriptor) [35],
• GLOH (ang. gradient location-orientation histogram) [36],
• in drugi uporabljeni v racˇunalniˇskem vidu (LBP, BRIEF, WLD, ORB...)
[37].
Deskriptorji opiˇsejo in kodirajo tocˇko zanimanja in njeno blizˇnjo okolico.
Tocˇke ujemanja primerjamo posredno z njihovimi deskriptorji ali matematicˇnimi
opisi. Cilj opisa korespondencˇnih tocˇk so deskriptorji, ki so neodvisni od skali-
ranja tocˇke zanimanja, njene orientacije, pozicije, osvetljenosti in drugih defor-
macij.
3.3.1.1 DoG
Detektor DoG (ang. Difference of Gaussian) je metoda iskanja korespondencˇnih
tocˇk in je priblizˇek detektorja LoG (ang. Laplacian of Gaussian), katerega
racˇunanje je cˇasovno potratno, zato v uporabi prevladuje DoG [34]. Enacˇbi 3.10
prikazˇeta zapis najprej LoG (a) in DoG (b).





D(x, y, θ) = (G(x, y, kθ)−G(x, y, θ)) ∗ I(x, y) = L(x, y, kθ)− L(x, y, θ) (3.10b)
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Detektor LoG je kot linearna kombinacija dvojnih odvodov pogost detektor
manjˇsih zakljucˇenih podrocˇij (ang. blob). Definirajmo I(x, y) kot vhodno sliko
in reprezentacijo slike v prostoru skal dobimo s konvolucijo slike in Gaussovega
jedra G(x, y, θ).
Detektor DoG se uporablja zaradi manjˇse racˇunske zahtevnosti, in temelji na
lokalnih 3-D ekstremih v prostoru skal (ang. scale-space) (slika 3.5). Funkcija
DoG D(x, y, θ) se izracˇuna brez konvolucije, z odsˇtevanjem sosednjih vrednosti
skal v Gaussovi piramidi skal, locˇeni za faktor k [37].
Slika 3.5: Prostor skal detektorja DoG (povzeto po [34]).
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3.3.1.2 SIFT
Algoritem SIFT najprej detektira tocˇke zanimanja s pomocˇjo funkcije DoG. Tocˇke
so izbrane na podlagi lokalnih ekstremov funkcije DoG in vsaki detektirani tocˇki
pripiˇsemo lastnosti, ki opisujejo lokalno podrocˇje v smislu lokacije, skale in usmer-
jenosti. Sledi pripis deskriptorja oz. vektorja znacˇilk. Cilj je obdrzˇati neodvisnost
od skale, orientacije in osvetljenosti, vendar vseeno dovolj fiksno in tocˇno opisati
tocˇko za razpoznavanje. Najprej za vsako tocˇko zapiˇsemo gradient magnitude
in orientacije v 16 × 16 velikemu oknu okoli tocˇke zanimanja (slika 3.6). Zatem
podano okno razdelimo na 4 × 4 dele kjer izracˇunamo histograme usmerjenosti
z 8 mozˇnimi smermi usmerjenosti za vsako pod-okno. Gaussovo okno utezˇi daje
vecˇ vrednosti gradientom v centru 16× 16 podrocˇja. Deskriptor je tako formiran
kot vektor, ki vsebuje vrednosti vseh histogramov usmerjenosti. Ker imamo 4×4
histograme vsakega z 8 mozˇnimi smermi, to prinese 128 dimenzijski vektor ali 128
numericˇnih znacˇilk za vsako tocˇko. Vektor je nato normaliziran na enoto dolzˇine,
kar prinese neodvisnost na afine transformacije in osvetljenost.
Slika 3.6: Vizualna predstava deskriptorja SIFT (povzeto po [34]).
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3.3.1.3 SURF
Metoda SURF je zasnovana kot hitrejˇsa, ucˇinkovitejˇsa in robustnejˇsa alterna-
tiva SIFT-u [37]. Namesto racˇunanja Gaussovih odvodov temelji na izracˇunu
determinant Hessovih matrik za pridobitev skale in lokacije. Cilj je poustvariti
Gaussove odvode drugega reda s pomocˇjo integralskih slik z uporabo filtra maske
velikosti 9× 9. Na sliki 3.7 9× 9 maske poustvarijo priblizˇke Gaussovih odvodov.
Aproksimirano determinanto Hessove matrike izracˇunamo po:
det(Happrox = DxxDyy − (wDxy)2 (3.11)
kjer je w relativna utezˇ filtra.
Slika 3.7: Maske detektorja SURF (povzeto po [35]). Maske so po vrsti od leve
proti desni Gaussov drugi red odvoda v y smeri in poleg v xy smeri. Sledi maska
Dyy kot priblizˇek odvoda v y smeri in maska Dxy kot priblizˇek odvoda v xy smeri.
Za opis deskriptorja SURF najprej izracˇunamo orientacijo tocˇke zanimanja
s pomocˇjo Haar-frekvencˇnega odziva v x in y smeri. Uposˇtevamo radij 6s okoli
tocˇke zanimanja, kjer s predstavlja skalo, pri kateri je bila tocˇka detektirana.
Haar odzivi so nato obtezˇeni z Gaussovo funkcijo s centrom v tocˇki zanimanja
[35]. Dominantno orientacijo tocˇke poiˇscˇemo z izracˇunom vsote vertikalnih in
horizontalnih odzivov znotraj premikajocˇega-se okna velikosti π/3. Najmocˇnejˇsi
odziv predstavlja orientacijo tocˇke.
Podrocˇje okoli tocˇke razdelimo na 4 × 4 veliko okno usmerjeno vzdolzˇ ori-
entacije tocˇke. Za vsako pod-obmocˇje orientiranega okna izracˇunamo Haar-
frekvencˇne odzive za enakomerno porazdeljene tocˇke v 5×5 konfiguraciji. Odzivi
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so obtezˇeni z Gaussovo funkcijo s centrom v tocˇki zanimanja. Obtezˇeni odzivi
so sesˇteti v vertikalni in horizontalni smeri orientiranega okna. Dodatno vsota
absolutnih vrednosti obtezˇenih odzivov opiˇse informacijo o polariteti spremembe







Deskriptor SURF ima 64 dimenzij ali numericˇnih znacˇilk [34]. Glavna pred-
nost SURF-a je hitrost izracˇuna, medtem ko se SIFT bolje odrezˇe na slikah, ki
so podvrzˇene translaciji, rotaciji, skaliranju in razlicˇnim osvetlitvam.
Slika 3.8: Deskriptor SURF (povzeto po [35]). Po vrsti od leve proti desni: filtra
za izracˇun Haar odziva v x in y smeri, iskanje orientacije z oknom π/3 in 4 × 4
okno za gradnjo deskriptorja s 4-imi pod-okni, ki vsebujejo vrednosti v.
3.3.1.4 GLOH
Metoda GLOH (Mikolajczyk in Schmid [36]) je nadgradnja metode SIFT, kjer
kartezicˇni koordinatni sistem pri tocˇkah zanimanja nadomestimo z logaritmicˇno-
polarnim. Deskriptor je razdeljen na 3 radialne in 8 aksialnih razdelkov kot je
prikazano v sliki 3.9. Histogrami so razdeljeni na 18 smeri, zato ima vektor znacˇilk
272 dimenzij, ki pa so s pomocˇjo metode PCA reducirane na 128 dimenzij kakor
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pri SIFT-u. V primerih spremenljive osvetlitve se izkazˇe bolje kot SIFT [34].
Slika 3.9: Vizualna predstava deskriptorja GLOH (povzeto po [34]).
3.3.1.5 Iskanje ujemajocˇih-se tocˇk
Predpostavimo, da imamo deskriptorje SIFT iz dveh slik stereo sistema, ki imajo
po 128 dimenzij. Ustrezen par tocˇk iz obeh slik poimenujemo korespondencˇni
tocˇki. Pravilno ujemajocˇi korespondencˇni tocˇki dobimo z metodo najblizˇjega
soseda (ang. nearest neighbour) v 128 dimenzijskem prostoru. Metodo iskanja
korespondencˇnih tocˇk moramo omejiti s pogojem, da ima vsaka tocˇka najvecˇ eno
pravilno tocˇko iz sosednje slike. Kljub temu lahko pride do napacˇnih ujemanj
FP (ang. false positive), katera delno odpravimo z maksimalno razdaljo med
deskriptorji. Nadgradnja algoritma SIFT za vecˇjo uspesˇnost pravilnih ujemanj je
predlagana po [38].
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Dmn = Dnm =
√
(m1 − n1)2 + (mj − nj)2 + ...+ (m128 − n128)2 (3.12)
Enacˇba 3.12 opiˇse Evklidsko razdaljo med dvema deskriptorjema mj in nj,
kjer indeks j predstavlja dimenzijo.
3.4 Struktura iz gibanja
Pojem struktura iz gibanja SFM (ang. structure from motion) povzema po-
drocˇje izracˇuna 3-D polozˇaja tocˇk s pomocˇjo slik iz premikajocˇe se kamere, v ra-
zlicˇnih cˇasovnih trenutkih. S premikanjem kamere, bodisi na robotu, avtomobilu
ali plovilu, dosezˇemo zahtevano dispariteto med slikami. Pozicijo in orientacijo
kamere v razlicˇnih cˇasovnih trenutnih lahko poznamo, praviloma pa ne in se s
cˇasom spreminja.
3.4.1 Epipolarna geometrija
Razsˇirimo osnovni stereo model z epipolarno geometrijo, kjer opticˇne osi kamer
niso vzporedne (slika 3.10). Med opticˇnima srediˇscˇema potegnemo cˇrto in premica
med tocˇkama p in e predstavlja epipolarno cˇrto. Epipolarna ravnina je definirana
z dvema epipolarnima cˇrtama in seka slikovni ravnini kamer.
S temi predpostavkami lahko zapiˇsemo preslikavo med tocˇkama pr in pl po
enacˇbi 3.13.
Pr = R(Pl −T) (3.13a)
pTr Fpl = 0 (3.13b)
Enacˇba 3.13a opisuje preslikavo med koordinatnima sistemoma kamer, enacˇba
3.13b pa opisuje preslikavo tocˇke pl v premico med er in pr (slika 3.10), kjer
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Slika 3.10: Epipolarna geometrija [32].
se matrika F imenuje fundamentalna matrika in jo dolocˇajo notranji in zunanji
parametri sistema.
Enacˇba 3.14d opiˇse izracˇun fundamentalne matrike F ob poznavanju matrik
notranjih parametrov leve in desne kamereMil inMir, poznavanju rotacijske ma-
trike R, ki opiˇse rotacijsko transformacijo med obema kamerama in poznavanju
matrike S (3.14a), ki predstavlja posˇevno-simetricˇno matriko translacijskega vek-
torja med kamerama t = [tx, ty, tz]
T . Osnovna matrika (ang. essential matrix) E
predstavlja poenostavljeno obliko fundamentalne matrike v primerih normiranih







pTr Epl = 0 (3.14b)
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Namen epipolarne geometrije je zmanjˇsati prostor iskanja korespondencˇnih
tocˇk iz dveh dimenzij na eno. Epipolarna geometrija omeji preslikavo tocˇke na
premico, tako zmanjˇsamo sˇtevilo lazˇnih ujemanj. Slika 3.10 ponazarja omenjeno
v rdecˇi barvi.
Za dolocˇitev fundamentalne matrike, kadar ne poznamo notranjih in zunanjih
parametrov sistema, potrebujemo vsaj 8 tocˇk ujemanja (ang. 8-point algorithm),
kjer vsaka tocˇka prispeva homogeno enacˇbo.
3.4.2 Algoritem 8-ih tocˇk
Algoritem 8-ih tocˇk se uporablja za dolocˇitev fundamentalne matrike, ki pripada












⎤⎥⎥⎦ = 0 (3.15)





































































= Aq×9f9×1 = 0 (3.16)
Za resˇitev sistema homogenih enacˇb potrebujemo vsaj 8 neodvisnih korespon-
dencˇnih tocˇk. Algoritem 8-ih tocˇk povzema zgoraj napisano, razdelimo ga na dva
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dela: linearna resˇitev in vsiljevanje pogojev [39].
Linearna resˇitev: Z danimi korespondencˇnimi tocˇkami formuliramo Af = 0.
Resˇitev je najmanjˇsi lastni vektor f problema ATA in je definirana do skale
natancˇno. Zaradi tega in da se izognemo trivialni resˇitvi f = 0 uvedemo
dodatni pogoj ∥f∥ = 1. S temi omejitvami lahko izracˇunamo matriko F z
osmimi korespondencˇnimi tocˇkami, pomagamo si z metodo RANSAC.
Vsiljevanje pogojev: Fundamentalni matriki F vsilimo rang 2 tako, da zamen-
jamo F z F′, kjer minimiziramo normo ∥F− F′∥ pod pogojem detF′ = 0.
Resˇitev najdemo z metodo razcepa na singularne vrednosti (and. singular
value decomposition).
Tako izracˇunamo fundamentalno matriko F stereo sistema ene kamere v dveh
razlicˇnih cˇasovnih trenutkih. Tocˇke projiciramo v 3-D prostor vendar triangu-
lacija tocˇk v realnih slikah s sˇumom privede do problema na sliki 3.11.
Slika 3.11: Triangulacija tocˇk (povzeto po [32]).
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Vektorja pripadajocˇih tocˇk skozi goriˇscˇni tocˇki sta mimobezˇna in se ne sekata.
Poiˇscˇemo tocˇko, kjer je re-projekcijska napaka najmanjˇsa. Cˇe enacˇba 3.8 opiˇse
projekcijo 3-D tocˇke na slikovno ravnino, potem oznacˇimoMp =MiMe in iˇscˇemo
resˇitev sistema enacˇb:
plMplPl = 0 (3.17a)
prMprPr = 0 (3.17b)
pod pogojem Pl = Pr. Enacˇbo resˇimo z metodo razcepa na singularne vred-
nosti.
3.4.2.1 Optimizacija s prilagajanjem snopov
Metoda prilagajanja snopov (ang. bundle adjustment) je iterativna metoda, s
katero z minimiziranjem strosˇkovne funkcije hkratno poiˇscˇemo optimalne pozi-
cije in orientacije kamer ter 3-D tocˇk [40]. Prilagajanje snopov je matematicˇen
problem iskanja geometrijskih parametrov, ki zavzemajo 3-D tocˇke ter zunanje
in notranje parametre kamer. Parametre dolocˇimo s pomocˇjo nelinearne funkcije
najmanjˇsih kvadratov (ang. nonlinear least sqares (NLS)). Predpostavimo, da
imamo vektor zj, ki ga opiˇse funkcija zj = zj(q), kjer q predstavlja parametre
funkcije. Metoda NLS izracˇuna parametre, ki minimizirajo funkcijo obtezˇenih










j − zj(q) (3.18b)




Sistem na katerem temelji magistrsko delo, je razvilo podjetje Harpha Sea in se
uporablja za analizo morskih voda [7]. Sistem sestoji iz:
• avtonomnega plovila,
• stacionarne sprejemno - oddajne D-GPS antene, ki se nahaja na obali,
• postaje in radijskega modema za komunikacijo s plovilom,
• kontrolnega racˇunalnika in daljinskega upravljalnika.
Uporablja se za dolocˇanje kemijskih in biolosˇkih lastnosti vode, podvodno
snemanje in spremljanje morskega dna. S pomocˇjo racˇunalniˇskega programa se
plovilu vnese trajektorijo, hitrost, parametre in nalogo. S plovilom komuniciramo
s pomocˇjo podatkovne zveze preko radijske postaje in plovilo v realnem cˇasu vracˇa
podatke o stanju plovila. Plovilo je zmozˇno v realnem cˇasu nacˇrtovati lastno
trajektorijo in se izogibati oviram.
4.1.1 Avtonomno plovilo Apsis
Avtonomno plovilo Apsis je dolgo 2 m, tezˇko 50 kg, z ugrezom 15 cm in oblikovano
kot katamaran. Sˇkoljka cˇolna je narejena iz steklenih vlaken in ima odprtino na
zgornjem delu, kjer se dostopa do komponent plovila. Poganja ga elektromotor
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in ima avtonomijo delovanja do 5 ur, odvisno od naloge in aktivnih podsistemov.
Elektromotor se lahko vrti okoli svoje osi in je uporabljen kot krmilo. Na plovilu se
nahajajo sledecˇi sistemi in enote (krepko oznacˇene enote so bile del magistrskega
dela):
• stereo sistem kamer na jamboru za detekcijo ovir in planiranje trajektorij,
• ultrazvocˇni senzor za zaznavanje ovir pred plovilom,
• GOPRO kamera v vodotesnem ohiˇsju,
• racˇunalnik za procesiranje podatkov,
• radijska postaja z anteno za podatkovno povezavo,
• D-GPS sistem za pozicioniranje,
• IMU enota s kompasom za dolocˇanje orientacije plovila,
• globinomer za dolocˇanje globine pod plovilom,
• elektromotor, akumulatorji.
Slika 4.1 predstavlja grobi 3-D model plovila, ki je bil uporabljen za lazˇjo
predstavo, kje se posamezne enote na plovilu nahajajo. Lokacije posameznih
enot so pomembne zaradi transformacijskih matrik med senzorji in kamero. Za
uspesˇno metodo strukture iz gibanja moramo poznati tocˇno lokacijo in orientacijo
kamere v vsakem trenutku, zato s pomocˇjo transformacijskih matrik transformi-
ramo vrednosti o orientaciji plovila v orientacijo kamere. Pozicija plovila se
spremlja v globalnih UTM koordinatah, ki jih dobimo iz D-GPS sistema.
Na sliki 4.1 je lokacija kamere oznacˇena v rdecˇi barvi in vrisan je pripadajocˇi
koordinatni sistem kamere. Rdecˇa pusˇcˇica predstavlja x os, modra y os in zelena
z os. V cˇrni barvi je predstavljen globinomer, ki se nahaja na robu plovila ter
v svetlo modri barvi center plovila in pripadajocˇi koordinatni sistem plovila z
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Slika 4.1: 3-D model plovila Apsis.
enako barvno shemo kot za kamero. V centru plovila se prav tako nahaja D-GPS
antena in IMU senzor s kompasom. Slika 4.2 prikazuje mere med omenjenimi
enotami na cˇolnu.
Slika 4.2: Skica plovila z merami.
S pomocˇjo teh podatkov lahko zapiˇsemo transformacijsko matriko 4.1 med
orientacijo plovila in orientacijo kamere. Za globinomer ne zapiˇsemo transforma-
cijske matrike ampak si le zabelezˇimo razliko v globini in odmik od kamere, kar
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⎤⎥⎥⎥⎥⎥⎦ (4.1)
Poznati moramo sˇe relativno spremembo med zaporednimi slikami v koordi-
natnem sistemu kamere. S pomocˇjo D-GPS-a dobimo spremembo pozicije plovila
v UTM koordinatnem sistemu. Kot usmerjenosti plovila oz. azimut je uporabljen
za izracˇun omenjene transformacije.
Slika 4.3: Koordinatni sistem UTM in koordinatni sistem kamere.
Enacˇbi 4.2 transformacijo matematicˇno ovrednotita. Oznacˇimo razliko v zeml-
jepisni dolzˇini dLON = LONt − LON(t−1), zemljepisni sˇirini dLAT = LATt −
LAT(t−1) in azimut ω.
dx = dLON cos(ω)− dLAT sin(ω) (4.2a)
dy = −dLON sin(ω)− dLAT cos(ω) (4.2b)
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4.1.2 Podatki
Okolje na cˇolnu nadzira operacijski sistem, ki sinhronizira podatke iz senzorjev
in kamer z notranjo sistemsko uro. Tako si vsi podsistemi delijo informacije
senzorjev, ki imajo pripete podatke o cˇasu zajema. Podatki o poziciji in ori-
entaciji uporabljeni v tem magistrskem delu so zˇe pred-obdelani, filtrirani in
sinhronizirani s posameznimi videoposnetki podvodne kamere. Tako urejene po-
datke je pripravilo podjetje Harpha Sea in so prikazani spodaj. Ti podatki so
uporabljeni za racˇunanje pozicije in orientacije kamere v posameznih trenutkih.
#t zap.slika video x y z vx vy flg rx ry rz r p hdg globina
#enote: m m m m/s m/s ◦/s ◦/s ◦/s ◦ ◦ ◦ m
1473314398.155 00010 GOPR9379.MP4 400171.863 5044341.880 44.403 0.037 -0.049 4 -1.3751 -3.89611 2.86479 3.38045 -5.27121 142.54 1.677
1473314398.188 00011 GOPR9379.MP4 400171.867 5044341.879 44.403 0.033 -0.055 4 -1.43239 -3.78152 2.7502 3.38045 -5.3858 142.426 1.682
1473314398.222 00012 GOPR9379.MP4 400171.871 5044341.879 44.405 0.030 -0.059 4 -1.3178 -3.60963 2.63561 3.32316 -5.5004 142.254 1.674
1473314398.255 00013 GOPR9379.MP4 400171.875 5044341.877 44.405 0.028 -0.060 4 -1.14592 -3.43775 2.40642 3.26586 -5.61499 142.196 1.662
...
Prikazani so podatki sinhronizacijske datoteke iz operacijskega sistema na
cˇolnu. Podatki so locˇeni s presledki in po vrsti od leve proti desni prikazujejo:
• sistemski cˇas,
• zaporedno sliko videoposnetka,
• polno ime videoposnetka,
• zemljepisno dolzˇino v metrih (UTM),
• zemljepisno sˇirino v metrih (UTM),
• viˇsino nad geoidom v metrih,
• hitrost v smeri zemljepisne dolzˇine v metrih na sekundo,
• hitrost v smeri zemljepisne sˇirine v metrih na sekundo,
• informacijo o tocˇnosti D-GPS podatka,
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• kotno hitrost okoli x osi,
• kotno hitrost okoli y osi,
• kotno hitrost okoli z osi,
• kot vrtenja okoli x osi,
• kot vrtenja okoli y osi,
• kot vrtenja okoli z osi in
• podatek o globini iz globinomera.
4.1.3 Videoposnetki
Podjetje Harpha Sea je v sklopu razvoja in testiranja avtonomnega plovila Apsis
posnela razlicˇne odseke Slovenskega morja. Eksperimenti so bili opravljeni na
manjˇsem delu teh videoposnetkov, ki so bili izbrani tako, da zajamejo reprezen-
tativne vzorce morskega dna in pogojev, ki se pojavljajo. Izbranih je bilo 5
videoposnetkov, ki so podrobneje opisani v tabelah 4.1 in 4.2. Poimenovani so A,
B, C, D in E za lazˇje naslavljanje.
Ime pos. Trajanje Prepotovana razd. Povp. globina Povp. entropija
A 100 s 79,211 m -1,5992 m 15,6838 bit/slikovni element
B 60 s 48,8024 m -2,1742 m 15,1675 bit/slikovni element
C 66 s 72,3558 m -3,6085 m 14,6545 bit/slikovni element
D 83 s 65,9911 m -1,3598 m 15,7149 bit/slikovni element
E 56 s 62,6027 m -1,5758 m 15,7764 bit/slikovni element
Tabela 4.1: Reprezentativni videoposnetki.
Slika 4.4 predstavlja osrednjo vsebino posameznih videoposnetkov.
Videoposnetki predstavljajo realne pogoje Piranskega zaliva. Ovrednotimo
videoposnetke z entropijo (slika 4.5) in globino (slika 4.6) zajeto z globinomerom.
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Ime videoposnetka Opis
A odlicˇna vidljivost, nizka globina, zelo razgiban teren,
ki se mu pocˇasi vecˇa globina, brez trave
B slaba vidljivost, vecˇja globina, nerazgiban teren, brez trave
C zelo slaba vidljivost, brez referenc terena, vecˇja globina
D odlicˇna vidljivost, nizˇja globina, odsevi sonca na dnu,
jata rib, brez trave
E dobra vidljivost, trava, srednja globina
Tabela 4.2: Opis videoposnetkov.
Slika 4.4: Reprezentativne slike videoposnetkov.
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Slika 4.5: Entropija reprezentativnih videoposnetkov.
Slika 4.6: Globina reprezentativnih videoposnetkov.
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4.2 Implementacija metod
Algoritem za generiranje 3-D modela podvodnega terena je napisan v pro-
gramskem okolju MATLAB. Kot izhod vrne tocˇkovni oblak v 3-D prostoru, glob-
alno transliran in orientiran v UTM koordinatnem sistemu. Zahteve za algo-
ritem so bile: tocˇnost globine primerljiva z obstojecˇimi resˇitvami ter robustnost
in neodvisnost stabilnosti delovanja od kvalitete videoposnetkov. Diagram poteka
je viden na sliki 4.7. V opisu je diagram poteka razdeljen na 7 nivojev od zgoraj
navzdol.
Slika 4.7: Diagram poteka.
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Nivo 1: Vhod v algoritem je videoposnetek s pripadajocˇimi sinhroniziranimi
podatki iz senzorjev. Podatki pripadajo vsaki zaporedni sliki iz videa.
Zgradba podatkov je opisana v 4.1.2.
Nivo 2: Branje zaporedne slike iz videoposnetka in vrednosti senzorjev za pre-
brano sliko.
Nivo 3: Preverjanje tocˇnosti D-GPS, ki se odrazˇa v D-GPS zastavici v setu
podatkov. V kolikor je tocˇnost pod 2 cm in razdalja med trenutno in pred-
hodno sliko daljˇsa od nastavljene, nadaljujemo v nivo 4. V nasprotnem
primeru preberemo nov par podatkov in slike.
Nivo 4: Odpravljanje sodastega popacˇenja slike in maskiranje dela slike, ki vse-
buje nepremicˇni del okvirja kamere.
Nivo 5: Preverjanje kolicˇine informacije v sliki z izracˇunom entropije. V kolikor
slika vsebuje zadostno kolicˇino informacije, poiˇscˇemo SIFT korespondencˇne
tocˇke med trenutno in predhodno sliko in tocˇke trianguliramo s pomocˇjo
parametrov kamere ter s pomocˇjo podatkov o poziciji in orientaciji kamere.
V kolikor slika ne vsebuje zadostne kolicˇine informacije, generiramo vodor-
avno ploskev tocˇk na globini, ki jo izmeri globinomer.
Nivo 6: Preverimo ali smo prebrali vse slike v videoposnetku. Umesˇcˇanje za-
porednih oblakov tocˇk v globalni koordinatni sistem na UTM mrezˇi.
Nivo 7: Zdruzˇevanje zaporednih oblakov tocˇk v skupni izhodni oblak tocˇk z
oknom povprecˇenja. Shranimo izhodne podatke za prikaz.
4.2.1 Izbira zaporednih slik
Videoposnetki so zajeti s kamero GOPRO pri resoluciji 2704 × 2032 slikovnih
elementov in s hitrostjo 30 slik na sekundo. Analiza vsake zaporedne slike bi bila
cˇasovno zamudna in ne bi vsebovala dovolj disparitete za uspesˇno triangulacijo
tocˇk. Zato izberemo slike za obdelavo na podlagi prepotovane razdalje cˇolna
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med zaporednimi slikami. Tako je zagotovljena odvisnost disparitete od pozicije
plovila (kamere) in ne tudi od njegove hitrosti.
4.2.2 Obdelava slike
Sˇportne kamere imajo praviloma sˇirokokotne lecˇe za zajem sˇirsˇega dogajanja.
Zaradi tega so zajeti videoposnetki podvrzˇeni vecˇjim popacˇenjem in je potrebno
odpraviti sodasto popacˇenje slike s pomocˇjo kalibracijskih podatkov in MATLAB-
ove vgrajene funkcije izhod=undistortImage(vhod, parametri kamere). Barvno
sliko pretvorimo v sivinsko in izrezˇemo podrocˇje, kjer je zaradi pritrditve, videti
del okvirja, kamor je kamera pritrjena. Ta del bi motil pri iskanju tocˇk oz. bi se
ves cˇas pojavljal v 3-D modelu. Na neobrezanih slikah 4.4 lahko vidimo omenjeni
nepremicˇni del okvirja.
4.2.3 Delni oblaki tocˇk
Predpostavimo, da imamo slike z dovolj informacije in tocˇke poiˇscˇemo s tri-
angulacijo korespondencˇnih tocˇk med zaporednimi slikami. Z metodo SIFT,
poiˇscˇemo korespondencˇne tocˇke med dvema zaporednima slikama. Uporabljeni
sta funkciji vl sift in vl ubcmatch [41] iz odprtokodne knjizˇnice VLFeat [42]. Tri-
anguliramo oblak tocˇk z vgrajeno funkcijo oblak tock=triangulate(tocˇke1, tocˇke2,
stereo parametri).
Za uspesˇno triangulacijo tocˇk potrebujemo tocˇne relativne pozicije in ori-
entacije kamere za obe izbrani sliki. Le-te izracˇunamo iz sinhronizacijskih po-
datkov, ki pripadajo k vsaki sliki. Slika 4.8 prikazuje relativni poziciji in ori-
entaciji kamer, kjer prozoren model kamere predstavlja kamero v cˇasu t, rdecˇ
model kamere predstavlja relativno translacijo in spremembo v orientaciji kamere
v cˇasu t+1. Generiran delni oblak tocˇk zaradi relativnih pozicij kamer ni pravilno
umesˇcˇen v globalni koordinatni sistem, ima napacˇno orientacijo in kazˇe pozitivno
globino. Oblak tocˇk reduciramo glede na pricˇakovan okvir resˇitve tako, da vse
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Slika 4.8: Relativni poziciji in orientaciji kamere v zaporednih trenutkih.
tocˇke zunaj pricˇakovanega podrocˇja odstranimo iz koncˇnega oblaka tocˇk. Do
nepravilno trianguliranih tocˇk pridemo zaradi napacˇno pozitivnih ujemanj.
V prihodnje oblake tocˇk generirane s triangulacijo oznacˇimo in predstavimo
rdecˇe, oblake tocˇk generirane s pomocˇjo globinomera (pomozˇna metoda v
primeru slabe vidljivosti) pa modro.
4.2.4 Zdruzˇen oblak tocˇk
V naslednjem koraku delne oblake tocˇk umestimo na svoje pravo mesto v glob-
alnem UTM koordinatnem sistemu in jih pravilno orientiramo. Triangulirane
oblake tocˇk zdruzˇimo z rotiranjem, transliranjem in umesˇcˇanjem v globalni oblak
tocˇk. Zdruzˇen oblak tocˇk reduciramo s pomocˇjo povprecˇenja s 5× 5 cm velikim
oknom za povprecˇenje. Pred tem poiˇscˇemo prevladujocˇo orientacijo oblaka tocˇk
in jo poravnamo s koordinatno osjo, tako oblak tocˇk zasede cˇim manjˇso povrsˇino
(Slika 4.9) in s tem povprecˇenje pospesˇimo. S povprecˇenjem dosezˇemo, da imamo
homogeno razporejene tocˇke po vsej ploskvi oblaka, da so tocˇke v samo enem
sloju, prav tako zmanjˇsamo potrebe po spominu za shranjevanje velikega sˇtevila
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tocˇk in dosezˇemo vecˇjo natancˇnost. Slika 4.10 prikazuje del vecˇjega oblaka tocˇk
pred in po redukciji s povprecˇenjem.
Slika 4.9: Minimizirana povrsˇina oblaka tocˇk, kjer je prevladujocˇa orientacija
oblaka tocˇk poravnana z Y osjo.
Slika 4.10: A) oblak pred redukcijo s povprecˇenjem in B) izhodni oblak tocˇk po
redukciji.
4.3 Postopek evalvacije
Del Piranskega zaliva je bil analiziran s sonarjem (slika 1.2) in podatki pridobljeni
s sonarjem v obliki 3-D oblaka tocˇk so sluzˇili kot referencˇni podatki o podvodnem
terenu. V nadaljevanju bo referencˇni oblak tocˇk nazvan kot oblak R (referencˇni),
izhodni oblak tocˇk pridobljen iz videoposnetkov pa oblak G (generiran). Pri eval-
vaciji primerjamo vsako tocˇko iz oblaka G z najblizˇjo sosednjo tocˇko v oblaku R
in izracˇunamo razliko v globini. Evalvirane so bile generirane tocˇke, ki imajo v
svoji blizˇnji okolici vsaj eno referencˇno tocˇko. V kolikor je najblizˇja referencˇna
tocˇka oddaljena vecˇ kot 0,3 m, tista generirana tocˇka ni bila evalvirana. Prav
tako rezultate evalvacije locˇimo za podrocˇja pridobljena s triangulacijo (rdecˇa
podrocˇja) ter podrocˇja pridobljena z globinomerom (modra podrocˇja).
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4.4 Optimizacija metode
S pomocˇjo opravljenih eksperimentov smo dolocˇili preslikavo iz RGB v sivinski
barvni prostor in ocenili parametre metode.
4.4.1 Preslikava v sivinski barvni prostor
Pri pretvorbi iz RGB barvnega prostora v sivinski barvni prostor poskusˇamo
obdrzˇati cˇim vecˇ informacije slike. Preizkusˇene metode za preslikavo so bile:
MATLAB funkcija izhod = rgb2gray(vhod): Vgrajena MATLAB funkcija za
preslikavo barvne v sivinsko sliko uporablja enacˇbo Siva = 0, 2989r +
0, 5870g + 0, 1140b. Tako preslika vse barvne slikovne elemente v sivinske
vrednosti po komponentah. Preslikava je za vsako sliko iz videoposnetka
enaka.
MATLAB funkcija izhod = rgb2gray(vhod) z dodatnim histogramljenjem:
Predhodna metoda z dodanim raztezanjem (ang. histogram stretching) in
ravnanjem histograma slike (ang. histogram equalization), kot predlaga
Goljat [25] za vizualno izboljˇsavo podvodnih slik.
color2gray : Preslikava barvnih komponent v sivinske vrednosti s pomocˇjo
metode, ki jo predlagajo Gooch, Olsen in Tumblin [23].
Uspesˇnosti metod so bile evalvirane po zˇe omenjenemu postopku evalvacije.
Tabela 4.3 prikazuje povprecˇne in maksimalne napake globine ter povprecˇno en-
tropijo po obdelavi. Videoposnetek A je sluzˇil za evalvacijo metod, in sicer na
dva nacˇina: individualna obdelava vsake slike po vrstnem redu in zdruzˇena
obdelava vecˇih slik v enem koraku, kjer zaporedne slike zlozˇimo v vecˇjo mozaicˇno
sliko.
Oznacˇimo individualno evalvacijo do 300 slike v videoposnetku kot ind300
(individualna obdelava zaporednih slik), individualno evalvacijo do 30 slike ind30
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in zdruzˇeno do 30 slike zdru30. Slednja evalvacija je bila opravljena z namenom
odprave izhodno-vhodne odvisnosti metod color2gray in rgb2gray+. Ker sta
omenjeni metodi preslikave odvisni od vhodne slike, ima to lahko vpliv na iskanje
korespondencˇnih tocˇk med zaporednimi slikami. S tem namenom pri obdelavi
zdru30 zdruzˇimo vseh 30 slik v vecˇjo skupno sliko, ki jo obdelano z enkratnim
postopkom. Taka obdelava zahteva veliko delavnega spomina zaradi socˇasne ob-
delave vecˇjega sˇtevila slik in je zato opravljena le na prvih 30 slikah.
Metoda Najvecˇja napaka Povp. napaka Povprecˇna entropija
rgb2gray 0,9927 m 0,1631 m 15,9182 bit/slikovni element
ind300 rgb2gray+ 1,0120 m 0,1649 m 16,4623 bit/slikovni element
color2gray 0,9761 m 0,1667 m 16,2544 bit/slikovni element
rgb2gray 0,5355 m 0,2008 m 15,6746 bit/slikovni element
ind30 rgb2gray+ 0,5638 m 0,1955 m 16,3066 bit/slikovni element
color2gray 0,5603 m 0,2050 m 16,1789 bit/slikovni element
rgb2gray 0,5355 m 0,2008 m 15,6746 bit/slikovni element
zdru30 rgb2gray+ 0,5624 m 0,2052 m 16,4189 bit/slikovni element
color2gray 0,5671 m 0,2017 m 16,1510 bit/slikovni element
Tabela 4.3: Rezultati preslikav spektralnih komponent v sivinske vrednosti.
Rezultati eksperimenta potrdijo omenjeno, da dodatna obdelava slik, kjer
povecˇamo vsebovano informacijo, ne prinese boljˇsih rezultatov. Pri individu-
alni obdelavi ind300 pokazˇe najmanjˇso povprecˇno napako linearna preslikava
rgb2gray, cˇeprav obdelana slika ne vsebuje najvecˇ informacije.
Primerjava individualne obdelave (ind30) in zdruzˇene obdelave (zdru30) ne
prikazˇe ocˇitnih razlik, kar je lahko posledica nizkega sˇtevila slik za obdelavo.
Vidimo lahko, da je rezultat rgb2gray v obeh primerih enak, kar ponazori razmis-
lek o izhodno-vhodni odvisnosti pri obdelavi ostalih dveh metod. rgb2gray
metoda je namrecˇ enako uspesˇna pri individualni preslikavi kot pri skupni pres-
likavi, saj preslika sliko neodvisno od njene vsebine. Zaradi neodvisnosti od
vsebine slike, hitrosti obdelave in rezultata ind300 smo se za preslikavo slik iz
barvnega prostora v sivinski odlocˇili za postopek rgb2gray.
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4.4.2 Entropija
Ocena entropije vhodne slike sluzˇi za odlocˇanje o smiselnosti uporabe slike za
3-D rekonstrukcijo. Izkazalo se je, da v kolikor slika vsebuje premalo informa-
cije, dobimo veliko sˇtevilo napacˇnih ujemanj korespondencˇnih tocˇk in tako veliko
napacˇnih triangulacij, ki se manifestirajo v tocˇkah okoli globine 0 m, kar pokvari
koncˇni rezultat. Slika 4.11 prikazˇe primer slabe triangulacije zaradi pomanjkanja
informacije v sliki in prikaz popravka podrocˇja s ploskvijo generirano s podatkom
globinomera.
Slika 4.11: Artefakti pomanjkanja informacije v sliki (zgoraj) in popravek z
generirano ploskvijo (spodaj).
Z eksperimentom smo iskali optimalno mejo entropije za odlocˇitev o smisel-
nosti 3-D rekonstrukcije iz vhodne slike. Kot mera je bila uporabljena zˇe omenjena
evalvacija. Eksperiment je bil izveden na videoposnetku D od zacˇetne do 400-te
slike. Zajeto je bilo tako obmocˇje dobre in slabe vidljivosti. Entropijo smo iskali
v obmocˇju [15.1, 15.45], ki smo ga dolocˇili s pomocˇjo grafa na sliki 4.4.2. Rezultat
je prikazan na sliki 4.12.
Optimalno mejo za entropijo poiˇscˇemo z ozirom na delezˇ evalviranih tocˇk. Cilj
je, da je koncˇni rezultat generiran v vecˇjem delu z metodo triangulacije tocˇk (rdecˇe
podrocˇje) in ne z merjenjem globine (modro podrocˇje). Potek spremembe delezˇa
evalviranih tocˇk za posamezno podrocˇje prikazujeta svetlo moder in zelen graf,
z y osjo na desni strani. Oranzˇen graf za maksimalno napako rdecˇih podrocˇij
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Slika 4.12: Povprecˇna in maksimalna napaka globine v odvisnosti od entropije.
R in B v legendi pomenita R - rdecˇe podrocˇje in B - modro podrocˇje.
ponazori strm upad napake, ko napacˇne triangulacije okoli globine 0 m zaradi
slabe vidljivosti nadomestimo z meritvijo globinomera. Ocenimo, da je optimalna
mera entropije 15,25 bit/slikovni element. S tem minimiziramo povprecˇno napako
za rdecˇa podrocˇja, poiˇscˇemo nizko vrednost srednje napake modrih podrocˇij in
resˇimo problem napacˇno trianguliranih tocˇk. Slednja meja entropije se nastavi
za analizo vseh videoposnetkov.
4.5 Primerjava z odprtokodnim programskim paketom
VisualSFM
Kot test konkurencˇnih programov gradnje 3-D modelov s pomocˇjo metode struk-
ture iz gibanja, je bil testiran in vizualno evalviran odprtokodni program Vi-
sualSFM [43]. V MATLAB okolju je bil videoposnetek A (najboljˇsa vidljivost)
segmentiran na vsako drugo zaporedno sliko iz videoposnetka in slike so bile
shranjene v mapo na disku. Vsaka druga izbrana slika ponazori priblizˇno enak
52 Eksperimenti
korak izbranih slik kot pri nasˇi metodi. Mapa s slikami je sluzˇila kot vhodni
podatek programu VisualSFM. Rezultati so vidni na sliki 4.13.
Slika 4.13: Rezultati programa VisualSFM.
Numericˇne evalvacije rezultata nismo izvedli zaradi akumulacije napake, ki
se pojavi in je vidna na sliki 4.13. Program VisualSFM in podobni temeljijo
na splosˇni metodi strukture iz gibanja, ki se uporablja v racˇunalniˇskem vidu.
Omenjena metoda se najbolje obnese za generiranje oblakov tocˇk, ki sestoje iz
vecˇ prekrivajocˇih se slik. Na primer stavb, avtomobilov itd., kot prikazuje slika
4.14. Torej scen kjer s kamero zajamemo vecˇ 100 slik okoli zˇeljenega objekta v
polnem krogu ali iz ene generalne smeri in se slike prekrivajo vecˇkrat in z vecˇ
drugimi. Tako akumulacija napake ne pride do izraza.
Problematika tega magistrskega dela je nekoliko drugacˇna, saj imajo slike ko-
respondencˇne tocˇke le na nekaj zaporednih slikah v svoji blizˇnji cˇasovni okolici,
predmet pod vprasˇajem ni v centru 3-D scene in plovilo se praviloma ne bo
vrnilo na isto pot v kratkem cˇasu. Tako se napaka akumulira in privede do torz-
ije in vrtenja oblaka tocˇk. Z enakimi problemi smo se srecˇali v preliminarnih
testih pricˇujocˇega magistrskega dela. Ocenimo, da je problem opisan v pricˇujocˇi
magistrski nalogi poseben primer strukture iz gibanja z neoptimalnimi pogoji
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Slika 4.14: Primer uspesˇnega oblaka tocˇk iz programa VisualSFM [44].
glede vidljivosti v vodi, majhno oddaljenostjo od generiranega terena in brez
ponovljivih zajetih slik za dodatne korespondencˇne tocˇke. Zaradi tega je nasˇa
metoda neklasicˇen primer strukture iz gibanja, ker do dolocˇene tocˇnosti poz-




Oblak tocˇk podvodnega terena, pridobljen z metodo opisano v magistrskem delu,
smo evalvirali vizualno in s pomocˇjo podatkov o morskem dnu, ki jih je priskrbelo
podjetje Harpha Sea. Za namen evalvacije rezultatov predpostavimo, da so ti po-
datki resnicˇni in tocˇni, cˇeprav se morski teren lahko ves cˇas spreminja ter flora in
favna migrira. Prikaz omenjenega oblaka tocˇk lahko vidimo na sliki 1.2. Rezul-
tati izhodnih 3-D oblakov tocˇk so bili najprej ocenjeni vizualno s primerjanjem
oblaka tocˇk in pripadajocˇega videoposnetka.
Numericˇni rezultati odstopanja oblaka G od oblaka R prikazuje razliko med
globino posameznih tocˇk v pripadajocˇih oblakih. Tabela 5.1 prikazuje maksi-
malno in absolutno povprecˇno odstopanje v metrih. Ker nimamo referencˇnih po-
datkov za vse videoposnetke ali celotne delezˇe le-teh, ima vsak rezultat pripet po-
datek koliksˇen delezˇ generiranega oblaka tocˇk je bil evalviran s pomocˇjo oblaka R.
Rezultati se locˇijo na rdecˇe in modre podrocˇje, kakor so bili izhodni podatki tudi
kodirani. Rdecˇe podrocˇje pripada evalvaciji terena generiranega s pomocˇjo struk-
ture iz gibanja, med tem ko so bila modra podrocˇja generirana s podatkom o
globini. Lahko vidimo, da je bil oblak G videoposnetka C, skoraj v celoti gener-
iran s pomocˇjo globinomera zaradi slabe vidljivosti. Dno je v takem primeru
generirano samo s pomocˇjo globinomera, saj nimamo dovolj vizualne informacije,
in predpostavljen model v taksˇni situaciji je ravna ploskev. V kolikor je dno
nerazgibano in vodoravno je to zelo tocˇna resˇitev.
Videoposnetek E, ni evalviran s pomocˇjo neodvisnih meritev, ker za to po-
drocˇje nimamo referencˇnih meritev globine. V magistrski nalogi je bil uposˇtevan
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kot primeren zaradi vsebnosti morske trave in prikazuje eno izmed realnih pogo-
jev v Piranskem zalivu. Videoposnetek E je bil evalviran s pomocˇjo globinomera
na samem plovilu. Vidljivost je ves cˇas zelo dobra, zato noben del oblaka, ki
pripada videoposnetku E ni generiran s pomocˇjo globinomera in je primerjava s
sistemsko namesˇcˇenim globinomerom lahko mera tocˇnosti.
Videoposnetek A B C D E
Povprecˇna napaka 0,1629 m 0,1883 m 0,1060 m 0,1360 m -
Najvecˇja napaka 0,4684 m 0,5075 m 0,3702 m 0,3132 m -
Delezˇ eval. tocˇk 23,2421 % 93,1298 % 97,2960 % 10,5700 % -
Povprecˇna napaka 0,1361 m 0,1504 m - 0,1391 m 0,1267 m
Najvecˇja napaka 1,1100 m 1,0425 m - 1,4597 m 0,9082 m
Delezˇ eval. tocˇk 70,3475 % 3,4531 % 0,0000 % 67,0418 % -
Delezˇ vseh eval. tocˇk 93,5895 % 96,5829 % 97,2960 % 77,6118 % -
Tabela 5.1: Numericˇni rezultati odstopanja globine.
Na sliki 5.1 sledijo prikazi za posamezne videoposnetke v obliki histogramov
porazdelitve povprecˇnih napak globine.
Predpostavimo, da generirani oblaki tocˇk nosijo vecˇje sˇtevilo tocˇk na m2,
torej vecˇ podrobnosti o terenu kot referencˇni oblak R. Torej so lahko predstavl-
jeni rezultati evalvacije napacˇni zaradi vecˇje natancˇnosti oblaka G. Posledicˇno v
eksperimentu gladimo izhodna oblaka tocˇk za videoposnetka A in B in opazujemo
spremembo napake. Spremembo napake globine v odvisnosti od glajenja oblaka
tocˇk prikazuje slika 5.2.
Eksperiment pokazˇe, da z glajenjem izhodnih - generiranih oblakov tocˇk,
zmanjˇsujemo absolutno napako globine. Z glajenjem briˇsemo podrobnosti
oblakov G in se blizˇamo stopnji podrobnosti oblakov R. Tako prikazˇemo realnejˇso
sliko odstopanja med oblaki G in oblaki R, za katere predvidevamo, da sedaj
nosijo enako kolicˇino podrobnosti podvodnega terena. Najmanjˇse odstopanje
ocenimo po 45 iteraciji glajenja s filtrom premera 0,4 m.
Tabela 5.2 prikazuje numericˇne rezultate razlike v globini po glajenju oblakov.
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Slika 5.1: Histogram porazdelitve povprecˇnih napak globine za videoposnetke A,
B, C in D.
Slika 5.2: Sprememba napake pri glajenju izhodnih oblakov.
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Videoposnetke (razen E, ki je brez referencˇnega podrocˇja) evalviramo ponovno
po 45-ih iteracijah povprecˇenja.
Videoposnetek A B C D
Povprecˇna napaka 0,1370 m 0,1847 m 0,1038 m 0,1463 m
Najvecˇja napaka 0,4543 m 0,4509 m 0,3080 m 0,3047 m
Delezˇ eval. tocˇk 23,2421 % 93,1298 % 97,2960 % 10,5700 %
Povprecˇna napaka 0,0980 m 0,1042 m - 0,0819 m
Najvecˇja napaka 0,4763 m 0,2382 m - 0,3460 m
Delezˇ eval. tocˇk 70,3475 % 3,4531 % 0,0000 % 67,0418 %
Delezˇ vseh eval. tocˇk 93,5895 % 96,5829 % 97,2960 % 77,6118 %
Tabela 5.2: Numericˇni rezultati odstopanja globine po glajenju oblaka tocˇk.
Slika 5.3: Primerjava napak globine za videoposnetke A, B, C in D z do-
datnim glajenjem in brez. Prva cˇrka oznake oznacˇuje videoposnetek, avrg
oznacˇuje povprecˇno napako, max oznacˇuje maksimalno napako, R na koncu oz-
nake oznacˇuje rdecˇa podrocˇja ter B modra.
Na sliki 5.4 sledijo primerjave za posamezne videoposnetke v obliki his-
togramov porazdelitve povprecˇnih napak globine, kjer smo izhodne oblake pred
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validacijo dodatno gladili.
Slika 5.4: Primerjava porazdelitve napak globine za videoposnetke A, B, C in
D z dodatnim glajenjem in brez. Histogrami, katerih je viden samo obris, pri-
padajo rezultatom evalvacije brez glajenja izhodnega oblaka tocˇk. Polni his-
togrami prikazˇejo porazdelitev z dodatnim glajenjem.
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Rezultati so po tocˇnosti globine primerljivi z obstojecˇimi sonarskimi sis-
temi. Vendar je taksˇen nacˇin gradnje modela podvodnega terena zelo odvisen
od kvalitete videoposnetka torej neposredno od vidljivosti in od globine. Za
uspesˇno generiran oblak tocˇk mora imeti videoposnetek zadostno sˇtevilo pravilno
ujemajocˇih se korespondencˇnih tocˇk. V kolikor informacija v sliki pade pod
dolocˇeno mejo, izgubimo smisel modernega sistema za 3-D rekonstrukcijo, saj
smo uporabili le eno-tocˇkovno merjenje globine.
6 Zakljucˇek
Namen magistrskega dela je bil gradnja 3-D podvodnega terena s podatki pri-
dobljenimi s pomocˇjo avtonomnega plovila Apsis, uporabiti vire, ki so zˇe na voljo
na plovilu in tako generirati model podvodnega terena s tocˇnostjo kot jih dosegajo
sonarski sistemi. Osrednja naloga je bila struktura iz gibanja med zaporednimi
trenutki vozˇnje plovila.
Delo je predstavilo alternativo trenutno edinemu pravemu nacˇinu 3-D popisa
podvodnega sveta - sonarskim sistemom. Rezultat magistrskega dela je v
MATLAB-u sprogramiran robusten algoritem za gradnjo 3-D modela podvodnega
terena, katerega zanesljivost delovanja je neodvisna od kvalitete vhodnega video-
posnetka. Podrobnosti, sˇtevilo tocˇk in tocˇnost globine generiranih 3-D oblakov
tocˇk pa je mocˇno odvisna od kvalitete videoposnetka in tocˇnosti senzorskih po-
datkov. Zatorej predstavljena resˇitev v globokih vodah in slabih vidljivostih tezˇko
konkurira sonarskim sistemom, na katere imajo mulj in delci v vodi precej manjˇsi
vpliv.
Predlagana resˇitev dopolnjuje sonarske sistema zajema podvodnega terena v
plitkih vodah, kjer tezˇka plovila in veliki sonarski sistemi niso primerni. Osre-
dotocˇi se tudi na podrocˇje avtonomnih plovil, ki so praviloma manjˇsa, z manjˇsimi
nosilnimi zmozˇnostmi. Taksˇna plovila imajo zˇe namesˇcˇene sisteme za tocˇen za-
jem pozicije in orientacije plovila in so v veliko primerih zˇe sposobne podvodnega
snemanja in zajema podatkov. Tako predlagana resˇitev podvodnega 3-D popisa
je lahko samo del programja na plovilu ali obdelava podatkov po plovbi. Predla-
gan je zajem podvodnega videoposnetka vsakicˇ, ko se avtonomno plovilo odpravi
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na zadolzˇitev in model podvodnega terena se lahko neodvisno od naloge z vsako
dodatno potjo izpopolnjuje v natancˇnosti.
Predlagamo nadaljevanje raziskav v smeri optimizacije in pohitritve algoritma
za generiranje 3-D oblaka tocˇk, zdruzˇevanju generiranih terenov zajetih na locˇenih
poteh, ki se lahko prekrivajo ali krizˇajo in z vecˇkratnim zajemom izboljˇsanje
tocˇnosti skupnega, globalnega oblaka tocˇk. Za izboljˇsanje rezultatov se predlaga
tocˇnejˇse meritve relativnih pozicij med senzorji in kamero na plovilu, saj vsako
odstopanje od realnih vrednosti prinese napake pri triangulaciji tocˇk zaradi napak
pri transformiranju iz koordinatnega sistema plovila v koordinatni sistem kamere.
Prav tako je potreben dodaten razmislek o korekciji generirane globine tocˇk zaradi
razlicˇne viˇsine vode pri plimi in oseki saj trenutna metoda ne uposˇteva razlicˇnih
viˇsin vode, ampak filtrira relativno vertikalno gibanje zaradi valov.
Magistrsko delo pripomore k dodatnemu popisu podvodnega terena in s tem
varnosti v okolici morskih luk in pristaniˇscˇ. S pomocˇjo podatkov o podvodnem
terenu in spremljanjem spreminjanja le-tega pa doda nov par ocˇi biologom in
naravovarstvenikom.
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