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We study products of the ﬁrst uncountable ordinal space [0,Ω) with itself. We show that
any product of copies of [0,Ω) is pseudo-compact and note the classical result that any
countable product of copies of [0,Ω) is normal. Our Main Result yields that if X is a ﬁnite
product of copies of [0,Ω), Z is a compact metrizable space, and K is a CW-complex
with K an absolute extensor for Z , then K is an absolute extensor for Y = Z × X . It will
also show that K is an absolute extensor for the Stone–Cˇech compactiﬁcation, β(Y ), of Y .
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1. Introduction
We denote by Ω the ﬁrst uncountable ordinal and use [0,Ω) for the ﬁrst uncountable ordinal space with the order
topology [4]. In [6] we studied [0,Ω) from the point of view of extension theory. Some of the results therein will be useful
to us in the current paper, and we shall cite them as needed.
Let X , K be spaces; suppose that for all closed subsets A of X and for every map f : A → K there exists a map F : X → K
such that F |A = f . Then we write Xτ K and say either that X is an absolute co-extensor for K or K is an absolute extensor
for X . This is the fundamental notion of extension theory (see [1] or [2]) where usually K is a CW-complex. It then follows
that X is a normal space if and only if XτR. If X is a metrizable or compact Hausdorff space and n ∈ N∪{0}, then dim X  n
if and only if Xτ Sn . Similarly, if G is an abelian group and K (G,n) denotes an Eilenberg–MacLane complex of type (G,n),
then dimG X  n if and only if Xτ K (G,n). Here dimG refers to cohomological dimension modulo G .
Recall that a space X has the homotopy extension property with respect to CW-complexes if for each CW-complex K , map
f : X → K , closed subset A of X , and homotopy H : A×[0,1] → K with H(a,0) = f (a) for all a ∈ A, there exists a homotopy
G : X × [0,1] → K such that G|A × [0,1] = H and G(x,0) = f (x) for all x ∈ X . When we say a set is countable, we include
the possibility that it is ﬁnite or even empty. A space X is binormal if X × [0,1] is normal. Let us combine Corollary 3.10
and Theorem 3.11 of [6].
Theorem 1.1. Let Z be a compact metrizable space, X = [0,Ω), and Y = Z × X. The following statements are true:
(1) Y is Hausdorff, binormal, and pseudo-compact.
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(3) If K is a CW-complex and Zτ K , then both Y τ K and β(Y )τ K .
Our Main Lemma can be found in Section 6.1. The Main Theorem of this paper, which generalizes Theorem 1.1, will be
the following:
Theorem 1.2. Let Z be a compact metrizable space, E a countable set, Xe = [0,Ω) for each e ∈ E, X =∏{Xe | e ∈ E}, and Y = Z × X.
The following statements are true:
(1) Y is Hausdorff, binormal, and pseudo-compact.
(2) Y has the homotopy extension property with respect to CW-complexes.
(3) If E is ﬁnite, K is a CW-complex, and Zτ K , then both Y τ K and β(Y )τ K .
According to Proposition 2.8 we cannot improve (3) of Theorem 1.2 to an uncountable set E . Thus we have:
Problem 1.3. Is Theorem 1.2(3) true if E is countably inﬁnite?
In this paper, the term map will mean continuous function.
2. Basic facts about [0,Ω)
Recall that a subspace of a space X is called clopen if it is both open and closed in X . We ﬁrst make note of a few
well-known facts about [0,Ω).
Lemma 2.1. Let X = [0,Ω).
(1) X is a normal Hausdorff space.
(2) Intervals of the form [α,β] or [α,Ω) in X are closed in X.
(3) Let 0 α  β < Ω; then [α,β] is a countable, compact, 0-dimensional metrizable subspace of X .
(4) If 0 α < β < Ω and β is a limit ordinal, then β is a limit point of [α,β] and there is an increasing sequence (βi) in [α,β] that
converges to β .
(5) If P ⊂ [0,Ω) and α is a limit point of P , then α is a limit ordinal, there is an increasing sequence in P converging to α, and the
net of elements of P that are less than α converges to α.
(6) Let 0 α  β < Ω; then [α,β] is clopen in X if and only if α is a non-limit ordinal.
(7) X is pseudo-compact.
(8) Every map f of a closed uncountable subset P of [0,Ω) to R is eventually constant, that is, there exists 0  α < Ω such that
whenever α  α1 < α2 < Ω and α1 , α2 ∈ P , then f (α1) = f (α2).
(9) For each γ ∈ [0,Ω), [γ ,Ω) is order isomorphic to [0,Ω), so there is an order-preserving homeomorphism of [0,Ω) onto [γ ,Ω).
Lemma 2.2. Let P ⊂ [0,Ω), β ∈ [0,Ω) be a limit point of P , and f : P → [0,Ω) an increasing function. Then the following are
equivalent:
(1) f is continuous at β ,
(2) the net ( f (α))α<β,α∈P converges to f (β),
(3) for every increasing sequence (βi) in P converging to β , ( f (βi)) converges to f (β), and
(4) there exists an increasing sequence (βi) in P converging to β such that ( f (βi)) converges to f (β).
Proof. Clearly (1) ⇒ (2); (2) ⇒ (3) because (βi) is coﬁnal in [0, β); and obviously (3) ⇒ (4).
Let us prove that (4) ⇒ (1). To arrive at a contradiction, suppose that (βi) is an increasing sequence in P converging to
β such that ( f (βi)) converges to f (β), but f is not continuous at β . Then there is a neighborhood U = (λ, f (β)] of f (β)
such that for every neighborhood V of β in P , there exists w ∈ V with f (w) /∈ (λ, f (β)].
Observe that {[βi, β] ∩ P | i ∈ N} is a countable base for the neighborhood system of β in P . Hence we can ﬁnd an
increasing sequence (vi), vi ∈ [βi, β] ∩ P , such that for all i ∈ N, f (vi) /∈ (λ, f (β)]. Since in addition, f (βi) f (vi) < f (β),
it follows that f (βi)  λ. But ( f (βi)) is eventually in (λ, f (β)], a contradiction. Therefore (4) ⇒ (1), and our proof is
complete. 
Next we reveal a statement about inﬁnite sequences in [0,Ω).
Lemma 2.3. Let y = (yi)i∈N be a sequence in [0,Ω) such that for i = j, yi = y j . Then y has an increasing subsequence.
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in [0,α] which converges to a limit ordinal β ∈ [0,α]. From this it is clear that z has an increasing subsequence converging
to β . 
We need a certain fact before we can state Lemma 2.6.
Lemma 2.4. Let S be a subset of [0,Ω) and β ∈ S. If β is not a limit point of S, then β ∈ S. If β is a limit point of S, then there exists
an inﬁnite subset T ⊂ S such that σ < β for all σ ∈ T and so that β = sup(T ).
Proof. The ﬁrst statement follows from the deﬁnition of a limit point. To prove the second, let α ∈ [0,Ω) where α < β .
It will be suﬃcient to show that for some σ ∈ S , α < σ < β . Choose σ1 ∈ S such that α < σ1 < β . If σ1 ∈ S , then put
σ = σ1 and we are done. Otherwise, σ1 ∈ S \ S . Since β is a limit ordinal, σ1 + 1 < β . Then (α,σ1 + 1) ∩ S = ∅. Choose
σ ∈ (α,σ1 + 1) ∩ S . Obviously, α < σ < β . 
Lemma 2.5. Let α < β be ordinals, and T a set of ordinals lying in the open interval (α,β) such that β = sup(T ). Then there exists
σ0 ∈ T such that σ0 is not a limit point of T .
Proof. Choose σ1 ∈ T arbitrarily. If σ1 is not a limit point of T , then let σ0 = σ1, and this process ends. Otherwise, choose
σ2 < σ1 with σ2 ∈ T . If σ2 is not a limit point of T , then let σ0 = σ2, and this process ends. Such a procedure has to end
in a ﬁnite number of steps with a non-limit point of T , since otherwise there would be a decreasing inﬁnite sequence of
ordinals, which is impossible. 
Our Lemma 2.4 is needed in the next lemma to show that s∗ is well-deﬁned at any limit point τ of S , and both
Lemmas 2.4 and 2.5 are needed in its proof.
Lemma 2.6. Let S be an uncountable subset of [0,Ω) and s : S → [0,Ω) an increasing function having the property that if α ∈ S,
T ⊂ S, σ < α for all σ ∈ T , and sup(T )  α, then sup{s(σ ) | σ ∈ T } < s(α). Deﬁne s∗ : S → [0,Ω) by setting s∗(τ ) = s(τ ) if τ is
not a limit point of S and s∗(τ ) = sup{s(σ ) | σ < τ, σ ∈ S} otherwise. Then
(1) s∗(τ ) s(τ ) for all τ ∈ S,
(2) if τ ∈ S, α ∈ S, and τ < α, then s∗(τ ) < s∗(α),
(3) if τ ∈ S, α ∈ S, and τ < α, then s∗(τ ) < s∗(α),
(4) s∗ : S → [0,Ω) is increasing, and
(5) s∗ is a map.
Proof. (1) Let τ ∈ S . If τ is not a limit point of S , then s∗(τ ) = s(τ ). Otherwise τ is a limit point of S . Apply Lemma 2.4 to
ﬁnd an inﬁnite subset T of S such that σ < τ for all σ ∈ T and τ = sup(T ). Our hypothesis shows that s∗(τ ) = sup{s(σ ) |
σ ∈ T } < s(τ ).
(2) If α is not a limit point of S , then α ∈ S and s∗(α) = s(α). Using (1) and the fact that s is increasing, we have that
s∗(τ ) s(τ ) < s(α) = s∗(α). Now suppose that α is a limit point of S . By Lemma 2.4, there is an inﬁnite set T ⊂ S such that
σ < α for all σ ∈ T and α = sup(T ). By hypothesis, sup{s(σ ) | σ ∈ T } < s(α). Since s is increasing, then sup{s(σ ) | σ ∈ T } =
sup{s(σ ) | σ < α, σ ∈ S} = s∗(α). In particular, the fact that τ < α and τ ∈ S implies that s(τ ) < s∗(α). Apply (1) again to
see that s∗(τ ) < s∗(α).
(3) The case that τ is not a limit point of S , so τ ∈ S , is covered by (2), so suppose that τ is a limit point of S . Applying
Lemma 2.4, one ﬁnds that T = {σ ∈ S | σ < τ } is inﬁnite and τ = sup(T ) < α. First suppose that α is not a limit point
of S . Then α ∈ S . The hypothesis yields that s∗(τ ) = sup{s(σ ) | σ ∈ T } < s(α) = s∗(α). Now, consider the case that α is a
limit point of S . In light of Lemma 2.5, we may choose α1 ∈ S such that τ < α1 < α and α1 is not a limit point of S . Then
s∗(τ ) < s(α1) sup{s(σ ) | σ < α} = s∗(α).
(4) Let α < β in S . Taking into account (2) and (3), we only need to check the case that neither α nor β is in S . Applying
Lemma 2.4, we can ﬁnd α < σ < β where σ ∈ S . From (3) and (2) we have, s∗(α) < s∗(σ ) < s∗(β).
(5) The continuity of s∗ at non-limit points of S is certain. If α is a limit point of S , one may use Lemma 2.4 to ﬁnd
an increasing sequence in S whose limit is α. From the deﬁnition of s∗ at α and from (4) of Lemma 2.2, we see that s∗ is
continuous at α. 
Lemma 2.7. Let S be an uncountable subset of [0,Ω) and α : S → [0,Ω) a function. Then there exists an uncountable subset S∗ ⊂ S
such that either α|S∗ is constant or α|S∗ is increasing.
Proof. If α is bounded, i.e., im(α) is countable, then there exists an uncountable subset S∗ ⊂ S such that α(τ ) = α(τ0)
whenever τ , τ0 ∈ S∗ . Otherwise, by a simple transﬁnite construction, one may ﬁnd an uncountable subset S∗ ⊂ S such that
if τ , τ0 ∈ S∗ and τ < τ0, then α(τ ) < α(τ0). 
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Proposition 2.8. Let E be a set, for each e ∈ E, Xe = [0,Ω), and X =∏{Xe | e ∈ E}. Then X is normal if and only if E is countable.
If E is countable, then by Theorem 6.1 of [5], the space X of Proposition 2.8 is countably paracompact. Obviously if Z is
a ﬁnite compact metrizable space, then Z × X is normal. If we apply this and Corollary 3.9 of [5], (i) ⇒ (iii), we get:
Proposition 2.9. Let E be a countable set and for each e ∈ E, Xe = [0,Ω). Let Z be a compact metrizable space, X =∏{Xe | e ∈ E},
and Y = Z × X. Then Y is binormal.
3. Pseudo-compactness
Lemma 3.1. Let E be a set and for each e ∈ E, Xe = [0,Ω). Then X =∏{Xe | e ∈ E} is pseudo-compact.
Proof. Suppose that X is not pseudo-compact. Then there is a map f : X → R and a countable subset D of X such that
f (D) is unbounded in R. For each e ∈ E , let πe : X → Xe be the e-coordinate projection. Since D is countable, for all e ∈ E ,
there exists αe ∈ Xe = [0,Ω) such that πe(D) ⊂ [0,αe]. Put Y =∏{[0,αe] | e ∈ E} ⊂ X . Then D ⊂ Y and Y is compact. Hence
f (D) ⊂ f (Y ), which is compact and hence bounded in R. This implies that f (D) is bounded in R, a contradiction. 
Since the product of any compact space with a pseudo-compact space is pseudo-compact, we get the next corollary.
Corollary 3.2. Let E be a set, for each e ∈ E, Xe = [0,Ω), and X =∏{Xe | e ∈ E}. Then for any compact space Z , Y = Z × X is
pseudo-compact. In particular, if Z is compact and Hausdorff, then Y is Hausdorff and pseudo-compact.
In [3, Proposition 4.4] the authors prove that if X is a binormal pseudo-compact space, then X has the homotopy
extension property with respect to CW-complexes. Applying Proposition 2.9 and Corollary 3.2 we arrive at the next fact.
Proposition 3.3. Let E be a countable set and for each e ∈ E, Xe = [0,Ω). Let Z be a compact metrizable space, X =∏{Xe | e ∈ E},
and Y = Z × X. Then,
(1) Y is Hausdorff, binormal and pseudo-compact, and
(2) the space Y has the homotopy extension property with respect to CW-complexes.
4. Some product facts
First we state a well-known fact about products of 0-dimensional spaces.
Lemma 4.1. Let E be a set and for each e ∈ E, Ye a compact metrizable space with dim Ye  0. Then Y =∏{Ye | e ∈ E} is a compact
Hausdorff space and dim Y  0, i.e., Y τ S0 .
Next is Theorem 3.1 of [6].
Theorem 4.2. Let K be a CW-complex, X a compact Hausdorff space with Xτ K , and Y a compact Hausdorff space with Y τ S0 . Then,
(Y × X)τ K .
Lemma 4.3. Let Z be a compact metrizable space, E a set, Xe = [0,Ω) for all e ∈ E, and X =∏{Xe | e ∈ E}. Then the coordinate
projection πZ : Z × X → Z is a closed map.
Proof. Let A ⊂ Z × X be closed and suppose that πZ (A) is not closed in Z . Then there is a sequence (an) in A and
z ∈ Z \ πZ (A) such that the sequence (πZ (an)) in Z converges to z. For each e ∈ E , there exists αe ∈ Xe such that {πe(an) |
n ∈ N} ⊂ [0,αe]. Hence for all n ∈N, an ∈ Z × (∏{[0,αe] | e ∈ E}), and the latter is compact. Let D = cl{an | n ∈ N}. It follows
that D is a compact subset of A. Hence πZ (D) is a compact subset of πZ (A) that contains {πZ (an) | n ∈N}. This shows that
z ∈ πZ (A), a contradiction. 
1 We have been informed by N. Kemoto that the hypothesis of Theorem 6.7 of [5] for (i) ⇒ (ii) should contain the statement that the coﬁnality of κ is
ω1. In our case, ω1 = Ω and κ = Ω , so we meet that additional requirement.
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E} ⊂ X .
Lemma 4.5. Let X =∏{Xe | e ∈ E} where for each e ∈ E, Xe = [0,Ω), and α ∈ X. Then:
(1) Xα is a closed subspace of X .
(2) There is a canonical homeomorphism carrying X onto Xα which is induced coordinate-wise from the homeomorphism given in
Lemma 2.1(9).
From Lemmas 4.5(1), (2) and 4.3, we obtain the next fact.
Corollary 4.6. Let X =∏{Xe | e ∈ E} where for each e ∈ E, Xe = [0,Ω). Suppose that α ∈ X, Z is a compact metrizable space, and
πα : Z × Xα → Z is the coordinate projection. Then πα is a closed map.
5. Basic Product Lemma
Let X =∏{Xe | e ∈ E} where for each e ∈ E , Xe = [0,Ω). When E = ∅, deﬁne 0 to be the element of X each of whose
coordinates is 0. If α, β ∈ X , then put α  β if αe  βe for all e ∈ E , α < β if α  β and for some e ∈ E , αe < βe , and α  β
if αe < βe for all e ∈ E . If A is a nonempty countable subset of X , then we let sup(A) equal the element γ ∈ X such that
γe = sup{αe | e ∈ E}. For α ∈ X , let α + 1 be the element of X such that for all e ∈ E , (α + 1)e = αe + 1. Then of course
α  α + 1.
Lemma 5.1. Let E be a set, Xe = [0,Ω) for each e ∈ E, X =∏{Xe | e ∈ E}, and α, μ, β ∈ X.
(1) If α  μ β or α μ  β , then α  β .
(2) If μ ∈ Xα , then α μ, but if μ ∈ Xα+1 , then α  μ.
(3) If α  α0 , then Xα0 ⊂ Xα .
(4) If A is a nonempty countable subset of X and α = sup(A), then for all τ ∈ A, τ  α.
Next is our Basic Product Lemma.
Lemma 5.2. Let E be a nonempty countable set and Xe = [0,Ω) for each e ∈ E. Suppose that P is a closed subset of X =∏{Xe |
e ∈ E}, and f : P → R is a map. Then there exists σ ∈ X such that the following is true.
(1) If μ, β ∈ P ∩ Xσ , then f (μ) = f (β).
Proof. If P = ∅, then choose σ = 0, and (1) is true vacuously. Hence, let us suppose that for some P = ∅ and map f : P → R
the statement (1) is false for all σ ∈ X . We proceed with a transﬁnite construction on [0,Ω) in order to reach a contradic-
tion. Note that if σ ∈ X , then there exist μ, β ∈ P ∩ Xσ with f (μ) = f (β).
Let s(0) ∈ P ; then there exist t(0), u(0) ∈ P ∩ Xs(0) such that f (t(0)) = f (s(0)). It follows from Lemma 5.1(2) that
s(0)  t(0) and s(0)  u(0). Suppose inductively that 0 < γ < Ω and for each 0  τ < γ we have deﬁned s(τ ), t(τ ),
u(τ ) ∈ P so that if τ < τ0 < γ :
(a) f (t(τ )) = f (u(τ )), and
(b) s(τ ) t(τ )  s(τ0),
(c) s(τ ) u(τ )  s(τ0), and
(d) if τ is a limit ordinal, then sup{s(σ ) | σ < τ }  s(τ ).
We shall now deﬁne s(γ ), t(γ ), u(γ ). Note that
A =
⋃{{
s(τ ), t(τ ),u(τ )
} ∣∣ τ < γ
}
is a nonempty countable subset of X ; deﬁne ρ = sup(A). Put s(γ ) = ρ+1. By assumption, there exist t(γ ),u(γ ) ∈ P∩ Xs(γ )
satisfying f (t(γ )) = f (u(γ )). Our inductive construction is complete.
We have proven the existence of functions s, t , u : [0,Ω) → P so that for all 0 τ < τ0 < Ω ,
(aa) f (t(τ )) = f (u(τ )),
(bb) s(τ ) t(τ )  s(τ0),
(cc) s(τ ) u(τ )  s(τ0), and
(dd) if τ is a limit ordinal, then sup{s(σ ) | σ < τ }  s(τ ).
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Lemma 2.6. We apply Lemma 2.6 coordinate-wise to s, to obtain a map s∗ : [0,Ω) → X having the property that if τ is not
a limit ordinal of [0,Ω), then s∗(τ ) = s(τ ) ∈ P , but if τ is a limit ordinal of [0,Ω), then s∗(τ ) = sup{s(σ ) | 0 σ < τ }. In
the latter case, s∗(τ ) is the limit of a net in the closed subset P of X , so s∗(τ ) ∈ P also. Hence im(s∗) ⊂ P . We then see
that s∗ is “increasing”, i.e., if 0 σ < τ < Ω , then s∗(σ )  s∗(τ ) in X . From this description, (bb), and (cc) we deduce that,
(e) for all 0 τ < τ0 < Ω , s∗(τ ) s(τ ) t(τ )  s∗(τ0), and
(f) for all 0 τ < τ0 < Ω , s∗(τ ) s(τ ) u(τ )  s∗(τ0).
We deﬁne a new map S : [0,Ω) → P as follows. Let γ ∈ [0,Ω). If γ = 2 or γ = τ + 1 for some limit ordinal τ , put
S(γ ) = t(γ ). If γ = 3 or γ = τ + 2 for some limit ordinal τ , put S(γ ) = u(γ ). For all other γ , deﬁne S(γ ) = s∗(γ ). Making
use of (bb), (cc), and our application of Lemma 2.6 in deﬁning s, one can check that S is continuous at any limit ordinal τ
because sup{S(σ ) | 0 σ < τ } = sup{s(σ ) | 0 σ < τ } = s∗(τ ) = S(τ ).
Consider the map f ◦ S : [0,Ω) → R. By Lemma 2.1(8), this map is eventually constant. But for every limit ordinal τ ,
f ◦ S(τ + 1) = f (t(τ )) = f (u(τ )) = f ◦ S(τ + 2), a contradiction. 
6. Main Lemma
The next result, our Main Lemma, should be compared with Lemma 3.5 of [6]. We shall employ the following notation.
Suppose that α ∈ [0,Ω) and Xe = [0,Ω) for each e ∈ E . Then by the symbol [α], we shall mean the element of ∏{Xe] |
e ∈ E} each of whose coordinates is α. Thus we will be able to write X[α] as expressed in Deﬁnition 4.4.
Lemma 6.1. Let E be a nonempty countable set, Xe = [0,Ω) for each e ∈ E, X =∏{Xe | e ∈ E}, Z a nonempty compact metrizable
space, P a closed subset of Y = Z × X with Z × {0} ⊂ P , f : P → R a map, and  > 0. For each z ∈ Z , deﬁne S(z) = {σ ∈ [0,Ω) |
∃μ,β ∈ X[σ ], (z,μ), (z, β) ∈ P , | f (z,μ) − f (z, β)| }. Then there exists α ∈ [0,Ω) such that,
⋃{
S(z)
∣∣ z ∈ Z}⊂ [0,α]. (∗)
Proof. Fix z ∈ Z and deﬁne Pz = P ∩ ({z} × X). Then Pz is a nonempty closed subspace of {z} × X , the latter being a copy
of X . Consider f |Pz : Pz → R, and apply Lemma 5.2 to this map. Accordingly, there is a ﬁrst element l(z) ∈ [0,Ω) such that
if μ,β ∈ X[l(z)] , and (z,μ), (z, β) ∈ Pz , then | f (z,μ) − f (z, β)| <  . It then follows that,
(F1) S(z) ⊂ [0, l(z)],
(F2) l(z) /∈ S(z), and
(F3) if 0 λ < l(z), then λ ∈ S(z).
Having deﬁned l(z) ∈ [0,Ω) for each z ∈ Z satisfying (F1)–(F3), let us put T = {l(z) | z ∈ Z , S(z) = ∅}. Suppose we can
ﬁnd α ∈ [0,Ω) so that T ⊂ [0,α]. Let z ∈ Z . We claim that S(z) ⊂ [0,α]. By (F1), S(z) ⊂ [0, l(z)]. Since l(z) ∈ T , then
l(z) ∈ [0,α], so S(z) ⊂ [0, l(z)] ⊂ [0,α]. Hence,
(F4) (∗) is true if there exists α ∈ [0,Ω) such that T ⊂ [0,α].
In case T = ∅, then deﬁne α = 0. If T = ∅ and T is countable, then put α = sup(T ). In either case T ⊂ [0,α], so by (F4)
(∗) is true. Hence we shall assume that T is uncountable; we choose an uncountable subset Z0 ⊂ Z so that the function
l|Z0 : Z0 → T is a bijection. To reach a contradiction, suppose that there is no α ∈ [0,Ω) with T ⊂ [0,α]. This along with
(F3) means that,
(F5) for all α ∈ [0,Ω), there exists z ∈ Z0 with α < l(z), and
(F6) for all α ∈ [0,Ω) and z ∈ Z0 with α < l(z), there are μ,β ∈ X[α] with (z,μ), (z, β) ∈ P and | f (z,μ) − f (z, β)|  .
Employing the well-ordering of T ⊂ [0,Ω), we shall treat Z0 as a well-ordered set induced by the bijection l|Z0 : Z0 → T .
Let us write <0 for the ordering in Z0.
Let z0 be the ﬁrst element of Z0. Applying (F5) and (F6) with α = l(z0), there exists a ﬁrst element a(z0) ∈ Z0 such
that l(z0) < l(a(z0)), along with h(z0), g(z0) ∈ X[l(z0)] such that q(z0) = (a(z0),h(z0)) ∈ P , r(z0) = (a(z0), g(z0)) ∈ P , and| f (q(z0)) − f (r(z0))|  .
We proceed with a transﬁnite construction. Let z ∈ Z0 \ {z0} and suppose that for all z ∈ Z0 with z <0 z, we have chosen
a(z) ∈ Z0 as well as h(z), g(z) ∈ X[l(z)] such that the following inductive statements are true.
(I1) a(z) <0 a(z∗) if z <0 z∗ <0 z,
(I2) g(z)  h(z∗) and h(z)  g(z∗) if z <0 z∗ <0 z,
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(I4) | f (q(z)) − f (r(z))|  if z <0 z.
Let E = {z ∈ Z0 | z <0 z}. Then E is a countable subset of Z0. Put B = {l(a(z)) | z ∈ E} ⊂ [0,Ω), L = {h(z) | z ∈ E} ⊂ X , and
M = {g(z) | z ∈ E} ⊂ X . Each of these sets is nonempty and countable. Hence γ = sup(B) ∈ [0,Ω) exists and there is a ﬁrst
τ ∈ [0,Ω) such that if w ∈ X[τ ] and v ∈ L ∪ M , then v  w .
Note that a(E) is a countable subset of Z0. Let F be the subset of Z0 consisting of those elements u with a(z) <0 u for
all z ∈ E . Then F is an uncountable subset of Z0. Hence by (F5) there is u ∈ F such that α = sup{l(z), γ +1, τ } < l(u). Deﬁne
a(z) to be the ﬁrst element of F such that α < l(a(z)). Applying (F6) to α, there are h(z), g(z) ∈ X[α] ⊂ X[τ ] such that
q(z) = (a(z),h(z)) ∈ P , r(z) = (a(z), g(z)) ∈ P , and | f (q(z)) − f (r(z))|  .
Let z ∈ E . Then a(z) <0 a(z) since a(z) ∈ F . Since h(z), g(z) ∈ X[τ ] , one has that h(z)  h(z) and g(z)  g(z). This ends
our inductive construction which yields functions a : Z0 → Z0, h : Z0 → X , g : Z0 → X such that the following statements
(R1)–(R4) hold true:
(R1) a(z) <0 a(z∗) if z <0 z∗ ,
(R2) g(z)  h(z∗) and h(z)  g(z∗) if z <0 z∗ ,
(R3) q(z) = (a(z),h(z)) ∈ P , r(z) = (a(z), g(z)) ∈ P if z ∈ Z0, and
(R4) | f (q(z)) − f (r(z))|  if z ∈ Z0.
It follows from (R1) that Q = {a(z) | z ∈ Z0} is an uncountable subset of the second countable space Z0. Hence there
exists a point z0 ∈ Z0 so that a(z0) is a limit point of Q . So there is a sequence (yn) in Q \ {a(z0)} that converges to a(z0)
having the property that for n =m, yn = ym . Since Z0 is well-ordered via the order preserving bijection l, so is Q , and we
may assume by dint of Lemma 2.3 that (yn) is increasing. Let us write yn = a(zn) for each n ∈ N. Since for n =m, yn = ym ,
then zn = zm . We could apply the same method on the sequence (zn) as we just did on (yn), and therefore assume without
loss of generality that (zn) is increasing.
Applying (R2), one sees that for all n, g(zn)  g(zn+2) and h(zn)  h(zn+2). Hence we can make a replacement by
subsequences and thereby assume, again without loss of generality, that both (h(zn)) and (g(zn)) are increasing sequences
in X . So they both converge in X . From (R2) one may conclude that when m < n < v in N, then g(zm)  h(zn)  g(zv).
Hence the sequences (h(zn)) and (g(zn)) have the same limit, say ρ ∈ X .
For each n ∈ N, let qn = (a(zn),h(zn)) and rn = (a(zn), g(zn)). By (R3) both of (qn) and (rn) are sequences in P . They
converge to (a(z0),ρ) in Y . Since P is closed in Y , then (a(z0),ρ) ∈ P . But f : P → R is a map, so each of the sequences
( f (qn)) and ( f (rn)) converges to the same element f (a(z0),ρ) of R. This leads to a contradiction, because by (R4), | f (qn)−
f (rn)|  for all n ∈N. Our proof is complete. 
Our next statement is practically a corollary of Lemma 6.1.
Theorem 6.2. Let E be a nonempty countable set, Xe = [0,Ω) for each e ∈ E, X =∏{Xe | e ∈ E}, Z a nonempty compact metrizable
space, P a closed subset of Y = Z × X with Z × {0} ⊂ P , and f : P → R a map. Then there exists α ∈ [0,Ω) such that for all z ∈ Z
and μ, β ∈ X[α] such that (z,μ), (z, β) ∈ P , f (z,μ) = f (z, β).
Proof. For each n ∈ N, Lemma 6.1 yields αn ∈ [0,Ω) such that for all z ∈ Z and μ,β ∈ X[αn] with (z,μ), (z, β) ∈ P ,
| f (z,μ) − f (z, β)| < 1n . Choose α = sup{αn | n ∈ N}. 
7. Proof of Main Theorem
Let us recall Proposition 2.4 of [6].
Proposition 7.1. Let Y be a Hausdorff, normal, pseudo-compact space and K a CW-complex. Suppose that Y τ K . Then β(Y )τ K .
We now present our proof of the Main Theorem, Theorem 1.2.
Proof. By Proposition 3.3, (1) and (2) of Theorem 1.2 are true; we simply need to validate (3). So let us assume that E is
ﬁnite, and without loss of generality, that E = ∅. If card(E) = 1, then (3) is true because of Theorem 1.1(3). We shall proceed
by induction. Let card(E) = n > 1 and suppose that for each set L with 1 card(L) < n, (3) is true with L in place of E .
We are going to prove that Y τ K . From this, (1) of Theorem 1.2, and Proposition 7.1, we will get the rest of (3). If Z = ∅
then of course Y = ∅ and so Y τ K . So we assume that Z = ∅ and note that K = ∅ either. Let k0 ∈ K .
Let P be a closed subset of Y and f : P → K a map. Since (Z × {0})τ K and Z × {0} is closed in Y , we may as well
assume that Z × {0} ⊂ P . We showed in (1) that Y is normal and pseudo-compact. Since P is closed in Y , it follows from
Lemma 2.1(2) of [6] that P is pseudo-compact. By Lemma 2.2(2) of [6], there is a compact subspace of K containing f (P ).
Hence there is a ﬁnite subcomplex K0 of K with f (P ) ⊂ K0. Since K0 is compact, metrizable, and ﬁnite-dimensional, we
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function f i is a map of P to R.
Apply Theorem 6.2 to each map f i to obtain αi as in that theorem. Deﬁne α = max{αi | 1 i  n}. We conclude that for
all z ∈ Z and μ, β ∈ X[α] such that (z,μ), (z, β) ∈ P , f (z,μ) = f (z, β) = k0 ∈ K . Let S = Z × (X[α]) and P1 = P ∪ S . Thus
P1 is a closed subset of Y . Deﬁne f1 : P1 → K to equal f on P and so that for each x ∈ S , f1(x) = k0. Hence, f1 : P1 → K is
a map and f1|P = f .
Now by Lemma 2.1(3), [0,α] is a compact, metrizable, 0-dimensional space, i.e., [0,α]τ S0. By Theorem 4.2, one has that
(Z × [0,α])τ K , and of course Z × [0,α] is a compact metrizable space. It follows from the inductive statement that if Y ∗
is the product of a set of n − 1 copies of [0,Ω), then (Z × [0,α] × Y ∗)τ K . Let L be the collection of subsets L of E with
card L = n − 1. Then L is a nonempty ﬁnite set. For each L ∈ L put XL =∏{Xe | e ∈ L} and Y ∗L = Z × [0,α] × XL where we
think of [0,α] as being contained in Xe where e is the unique element of E \ L. As we just noted,
Y ∗L τ K .
Moreover, Y ∗L is closed in Y for each L ∈L.
It is not diﬃcult to see that X = X[α] ∪⋃{[0,α] × XL | L ∈L}. It follows that Y = (Z × X[α])∪⋃{Y ∗L | L ∈L}. We have
already extended f to a map f1 : P1 → K where Z × X[α] ⊂ P1. Therefore, since Y ∗L τ K for each L in the ﬁnite set L, we
may step-by-step extend f1 to a map F : Y → K with F |P = f1|P = f . Our proof is complete. 
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