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Abstract— In the field of handwritten character recognition, 
feature extraction has an important role, especially in reducing 
the amount of data to be processed. Blurring and block 
averaging by using 2D Gaussian filter is one of feature 
extraction that can be used in reducing the amount of data. 
Based on the experiment, it was shown that the stroke width 
correction of a character influence the performance of a 
feature extraction. For a 48x48 pixels character in a 64x64 
pixels template, the optimal stroke width correction can be 
obtained by using a dilation morphological operation which 
make use of 3x3 square structure element. As a note, before a 
dilation morphological operation conducted, a thinning 
morphological operation must be conducted first. 
 
Keywords: stroke width correction, handwritten character 
recognition, feature extraction, blurring and averaging, 2D 
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I. PENDAHULUAN 
Ekstraksi ciri suatu citra mempunyai peranan penting 
dalam sistem pengenalan huruf. Dalam kasus yang paling 
sederhana, citra aras-keabuan (graylevel) atau pun biner 
dapat dimasukkan dalam sistem pengenalan. Akan tetapi, 
dalam kebanyakan sistem pengenalan, untuk menghindari 
kompleksitas ekstra dan untuk meningkatkan akurasi 
algoritma, diperlukan adanya representasi citra yang lebih 
kompak [1]. Untuk mendapatkan representasi yang lebih 
kompak ini, maka diekstraklah sehimpunan ciri dari suatu 
citra. 
Suatu pendekatan untuk mendapatkan representasi 
yang kompak adalah dengan pendekatan multiresolusi. 
Salah satu metode dalam pendekatan multiresolusi ini 
dilakukan dengan pengaburan (blurring) dan perataan 
blok (block averaging), sebagaimana diidekan oleh Ethem 
[2] (namun demikian, Ethem tidak merumuskan 
bagaimana perataan blok tersebut dilakukan). Ide dari 
pendekatan ini selanjutnya dieksplorasi oleh Sumarno [9]. 
Pada penulisan huruf tulisan tangan, terdapat suatu 
variasi yang disebut ketebalan tulisan. Ketebalan ini 
terkait dengan seberapa kuat penekanan pena saat 
digunakan untuk menulis. Bila pena ditekan dengan kuat 
akan diperoleh tulisan yang tebal, sedangkan bila kurang 
kuat ditekan akan diperoleh tulisan yang tipis. Gambar 1 
memperlihatkan contoh variasi ketebalan dalam huruf 
tulisan tangan.  
 
 
 
 
Gambar 1. Contoh variasi ketebalan dalam huruf tulisan-tangan. 
Penulisan huruf pada (a) cenderung lebih tebal dari (b). 
 
Dalam tulisan ini akan dieksplorasi pengaruh koreksi 
ketebalan huruf terhadap kinerja ekstraksi ciri pengaburan 
dan perataan blok yang menggunakan tapis Gaussian 2D. 
Dalam hal ini, kinerja ekstraksi ciri berkaitan dengan 
kinerja tingkat pengenalan huruf pada suatu sistem 
pengenalan huruf tulisan tangan. 
 
II. LANDASAN TEORI 
II.1. Esktraksi ciri pengaburan dan perataan blok 
Ekstraksi ciri citra bertujuan untuk mendapatkan 
representasi yang lebih kompak atas citra tersebut. Karena 
jumlah paramater representasi ciri citra pada hakekatnya 
tidak banyak, maka jumlah data citra sebenarnya sangat 
berlebihan. Suatu cara yang sederhana untuk mendapatkan 
representasi yang tidak banyak tersebut (yang kompak) 
adalah dengan pengaburan dan perataan blok. Sumarno 
[9] menggunakan tapis Gaussian 2D untuk keperluan 
pengaburan dan blok-blok partisi berukuran 8x8 piksel 
untuk mempartisi citra 64x64 piksel yang akan diekstrak 
cirinya. Gambar 2 memperlihatkan contoh pengaburan 
dan perataan blok tersebut. 
Tapis Gaussian 2D yang digunakan untuk keperluan 
pengaburan di atas, dirumuskan sebagai berikut [10]. 
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Gambar 2. Contoh pengaburan dan perataan blok; (a) Citra asli 64x64 
piksel; (b) Pengaburan dengan tapis Gaussian 2D 14x14 yang deviasi 
standarnya 10; (c) Partisi dengan blok partisi 8x8 piksel; (d) Hasil 
perataan atas setiap blok partisi menghasilkan citra 8x8 piksel. 
 
II.2. Koreksi ketebalan huruf 
 Koreksi ketebalan huruf dapat dilaksanakan dengan 
menggunakan operasi morfologi penipisan yang 
dilanjutkan dengan operasi morfologi penebalan. 
Gambaran koreksi penebalan yang menggunakan dua 
macam operasi morfologi tersebut diperlihatkan pada 
Gambar 3. 
 
 
Gambar 3. Contoh koreksi ketebalan huruf. (a) Tanpa koreksi 
ketebalan. (b) Koreksi ketebalan yang hanya menggunakan operasi 
penipisan. (c)-(e) Masing-masing adalah koreksi ketebalan yang 
menggunakan operasi penipisan dan penebalan dengan elemen struktur 
bujur-sangkar 2x2, 3x3, dan 4x4. 
 
 Secara lebih detil, operasi morfologi penipisan dan 
penebalan di atas, dideskripsikan berikut ini. 
 
 
II.2.1. Operasi morfologi penipisan 
 Operasi morfologi penipisan bertujuan untuk 
mentransformasikan suatu bentuk menjadi suatu kurva 
dengan stroke-width satu. Algoritma penipisan Zhang-
Suen [12], adalah suatu algoritma penipisan yang telah 
digunakan sebagai dasar perbandingan algoritma-
algoritma penipisan yang lain selama bertahun-tahun [4]. 
Algoritma ini adalah algoritma iteratif sederhana, dan juga 
cepat. Dalam algoritma ini, nilai baru suatu piksel dapat 
dihitung hanya berdasarkan pada nilai-nilai pada iterasi 
sebelumnya. 
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Gambar 4. Jendela-geser pada algoritma Zhang-Suen. 
 
Dalam algoritma Zhang-Suen, setiap iterasinya 
mempunya dua sub-iterasi. Dalam suatu sub-iterasi ada 
kemungkinan piksel-piksel tertentu yang ditandai, dan 
pada akhir suatu sub-iterasi, jika tidak ada piksel-piksel 
tertentu yang ditandai, algoritma berhenti; jika tidak 
piksel-piksel tertentu tersebut dihilangkan, dan sub-iterasi 
berikutnya dimulai. Algoritma Zhang-Suen menggunakan 
jendela-geser (sliding-window) 3x3, yang diperlihatkan 
dalam Gambar 4, dalam setiap iterasinya. Pada sub-iterasi 
pertama, dengan menggunakan jendela bergeser tersebut, 
suatu piksel p ditandai, jika keempat kondisi berikut 
dipenuhi. 
1. Bilangan konektivitasnya Cn bernilai satu. Bilangan 
konektivitas suatu piksel p didefinisikan sebagai 
jumlah transisi dari latar-depan (foreground) 
(logika “1”) ke latar-belakang (background) (logika 
“0”), pada 8-tetangga piksel p tersebut. Nilai ini 
adalah antara nol hingga empat. 
2. Ada sekurang-kurangnya dua, dan sebanyak-
banyaknya enam tetangga yang berlogika “1”. 
3. Ada sekurang-kurangnya salah satu dari n0, n4, dan 
n6 yang berlogika “0”.  
4. Ada sekurang-kurangnya salah satu dari n0, n2, dan 
n6 yang berlogika “0”. 
Jika pada sub-iterasi pertama di atas, tidak ada piksel 
p yang ditandai, algoritma berhenti. Jika tidak, semua 
piksel yang ditandai dihilangkan (dibuat menjadi 
berlogika “0”), dan sub-iterasi kedua dilakukan. Sub-
iterasi kedua ini sama seperti sub-iterasi pertama, kecuali 
pada kondisi 3 dan 4 sebagai berikut. 
3. Ada sekurang-kurangnya salah satu dari n0, n2, dan 
n4 yang berlogika “0”. 
4. Ada sekurang-kurangnya salah satu dari n2, n4, dan 
n6 yang berlogika “0”. 
 
II.2.2. Operasi morfologi penebalan 
Operasi morfologi penebalan bertujuan untuk 
memperluas area suatu latar-depan piksel (misalnya piksel 
hitam). Dengan demikian area piksel-piksel latar-depan 
makin luas, sedangkan lubang-lubang dalam daerah-
daerah latar-depan makin sempit. Operasi penebalan 
memerlukan dua buah data sebagai masukannya. Data 
yang pertama adalah citra yang akan ditebalkan, 
sedangkan data yang kedua (yang biasanya lebih kecil) 
adalah yang dinamakan dengan elemen struktur. Gambar 
5 memperlihatkan contoh elemen struktur bujur-sangkar 
3x3 dengan sebuah piksel tengah p0 dan delapan piksel 
tetangga p1, …, p8.  
 
39 
 
876
105
234
ppp
ppp
ppp
 
 
Gambar  5.   Contoh  elemen  struktur  bujur  sangkar  3x3,  dengan  
nilai 
 p0 = p1 = … = p8 = 1. 
 
Sebelum perhitungan penebalan dilakukan, pertama 
kali diasumsikan adanya suatu citra asal yang berupa citra 
biner dengan piksel hitam berlogika “1” dan piksel putih 
berlogika “0”. Selanjutnya, perhitungan penebalan 
dilakukan dengan mengevaluasi setiap piksel pada citra 
asal (yang selanjutnya disebut piksel masukan), dengan 
menggunakan struktur elemen di atas. Dalam hal ini 
evaluasi dilakukan saat setiap piksel pada citra asal 
tersebut berada tepat di posisi piksel tengah elemen 
struktur bujur sangkar. Aturan untuk penebalannya 
sebagai berikut. 
1. Jika piksel masukan berlogika “1”, piksel tersebut 
tidak berubah. 
2. Jika piksel masukan berlogika “0”, dan sekurang-
kurangnya salah satu dari delapan piksel tetangga 
berlogika “1”, maka piksel tersebut diubah menjadi 
“1”. 
Jika piksel masukan berlogika “0”, dan tidak ada satu pun 
piksel tetangga yang berlogika “1”, maka piksel tersebut 
tidak berubah. 
 
III. METODE PENELITIAN 
III.1. Bahan dan Alat Penelitian 
Bahan penelitian berupa citra huruf tulisan-tangan 
yang terisolasi dengan format biner, yang merupakan hasil 
scanning lembar pengambilan data dengan resolusi 300 
dpi. Pengambilan data dilakukan untuk 100 orang, dari 
berbagai tingkatan umur (10-70 tahun) dan jenis kelamin. 
Dalam pengambilan data, setiap responden menuliskan 
tiga kali (yang dimasukkan dalam tiga kelompok) 26 
huruf ‘a’-‘z’. 
Alat penelitian berupa perangkat keras yang berupa 
komputer berbasiskan prosesor Intel Core2Duo 7500 
(2,93 GHz) dan RAM 2 GB, serta perangkat lunak yang 
berupa MATLAB 7.0.4.365 (R14). 
 
III.2.  Jalan Penelitian 
Dengan menggunakan bahan dan alat penelitian di 
atas, dilakukan kajian untuk menyelidiki pengaruh koreksi 
ketebalan huruf pada pengenalan huruf tulisan tangan 
berbasis ekstraksi ciri pengaburan dan perataan blok yang 
menggunakan tapis Gaussian 2D. Kajian tersebut 
dilakukan dengan menggunakan suatu sistem pengenalan 
huruf tulisan tangan. Gambar 6 memperlihatkan sistem 
pengenalan huruf tersebut, yang masukannya berupa citra 
huruf terisolasi berformat biner, sedangkan keluarannya 
adalah huruf berbentuk teks. 
 
 
 
Gambar 6.  Sistem pengenalan huruf yang digunakan. 
 
III.2.1.   Pengolahan Awal Huruf 
Pada Gambar 6, sebelum proses ekstraksi ciri 
dilakukan proses pengolahan awal, untuk mengoreksi 
adanya persoalan-persoalan ukuran, pergeseran, dan 
ketebalan huruf (lihat Gambar 7). Persoalan-persoalan ini 
muncul karena tulisan tangan secara alami tergantung 
pada penulisnya. Ada yang tulisannya tampil condong ke 
kanan atau ke kiri, yang disebut dengan persoalan slant. 
Ada yang tulisannya cenderung besar-besar dan secara 
ekstrem ada yang cenderung kecil-kecil, yang disebut 
dengan persoalan ukuran. Setiap huruf tulisan tangan juga 
ada yang tampil di tengah template penulisan, namun ada 
juga yang tampil di tepi template, yang disebut dengan 
persoalan pergeseran. Dalam menuliskan huruf, ada yang 
alat tulisnya ditekan keras sehingga hurufnya tertulis 
tebal, dan ada juga yang alat tulisnya tidak ditekan keras, 
sehingga hurufnya tertulis tipis, yang disebut persoalan 
ketebalan huruf.  
 
 
 
Gambar 7.  Langkah-langkah pengolahan awal huruf 
 
Koreksi slant pada Gambar 7, dilakukan untuk 
menegakkan tulisan-tangan yang condong ke kanan atau 
ke kiri. Untuk itu dilakukan evaluasi histogram proyeksi 
vertikal, pada tulisan-tangan yang telah dikenai operasi 
shearing, dengan nilai-nilai koefisien shearing {-0,4 , 
0,35 , … , 0,4} (diasumsikan slant  tulisan  tangan ada 
pada rentang nilai koefisien  shearing -0,4 … 0,4). 
Berdasarkan pengamatan, saat histogram mempunyai nilai 
varians tertinggi, hurufnya terlihat tegak. Dengan 
demikian, untuk menegakkan tulisan-tangan, dilakukan 
operasi shearing pada tulisan-tangan tersebut, dengan 
nilai koefisien yang berkaitan dengan nilai varians 
tertinggi. 
Pada Gambar 7, ukuran template yang digunakan 
adalah 64x64 piksel.  Ukuran template ini mengacu pada 
ukuran yang digunakan oleh peneliti-peneliti lain, baik 
dari tesis, disertasi, maupun tulisan-tulisan yang telah 
dipublikasikan di jurnal atau pun konferensi internasional. 
Ukuran minimum yang umum untuk template adalah 
16x16 piksel [6], sedangkan untuk yang maksimum 
adalah 64x64 piksel [5]. Pada penelitian ini digunakan 
64x64 piksel. 
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Gambar 8.  Contoh pengaruh penyekalaan huruf dalam template 64x64 
piksel. (a) dan (d) penyekalaan huruf ke 64x64 dan 48x48 piksel; (b) dan 
(e) masing-masing adalah hasil penapisan (a) dan (d), dengan tapis 
Gaussian 14x14 yang deviasi standarnya 10; (c) dan (f) masing-masing 
adalah gambaran jaring (mesh) (b) dan (e). 
 
Penyekalaan huruf pada Gambar 7, diset ke 48x48 
piksel. Penyekalaan dimaksudkan untuk menghindari 
pemotongan data pada tepi huruf yang tertapis. 
Berdasarkan percobaan (pada penggunaan tapis Gaussian 
2D 14x14 yang deviasi standarnya 10), pemberian 8 
piksel tambahan disekitar bounding-box huruf, sudah 
“pas” untuk menghindari pemotongan di tepi huruf yang 
tertapis. Lihat Gambar 8. 
Operasi morfologi penipisan pada Gambar 8 
menggunakan algoritma penipisan Zhang-Suen [12]. 
Sedangkan operasi morfologi penebalan dievaluasi 
menggunakan elemen-struktur bujur-sangkar 2x2, 3x3, 
dan 4x4.  
 
III.2.2.    Ekstraksi Ciri 
Ekstraksi ciri menggunakan langkah-langkah seperti 
dilustrasikan pada Gambar 2. 
 
III.2.3.   Jaringan Syaraf Tiruan 
III.2.3.1.  Arsitektur Jaringan Syaraf Tiruan 
Secara detil arsitektur JST yang digunakan untuk 
pengenalan huruf dideskripsikan berikut ini. 
1. JST yang digunakan adalah perambatan-balik 
(backpropagation) dengan 2 lapisan tersembunyi. 
JST dengan 2 lapisan tersembunyi ini dipilih, 
setelah berdasarkan hasil evaluasi untuk JST 
dengan 1 dan 2 lapisan tersembunyi ternyata, JST 
dengan 2 lapisan tersembunyi memberikan tingkat 
pengenalan yang lebih tinggi daripada JST dengan 
1 lapisan tersembunyi. 
2. Lapisan masukan mempunyai 64 neuron masukan, 
yang disesuaikan dengan jumlah elemen ekstraksi 
ciri. 
3. Lapisan keluaran mempunyai 26 neuron keluaran, 
yang disesuaikan dengan jumlah alfabet ‘a’ – ‘z’. 
Fungsi alih pada lapisan ini adalah sigmoid 
unipolar, yang disesuaikan dengan data keluaran 
JST dalam rentang 0…1. 
4. Lapisan tersembunyi 1 mempunyai 64 neuron, 
yang berdasarkan cara evaluasi menghasilkan 
tingkat pengenalan tertinggi. Fungsi alih pada 
lapisan ini adalah sigmoid bipolar, yang 
disesuaikan dengan data internal JST dalam 
rentang -1 … 1. 
5. Lapisan tersembunyi 2 mempunyai 312 neuron, 
yang berdasarkan cara evaluasi menghasilkan 
tingkat pengenalan tertinggi. Fungsi alih pada 
lapisan ini adalah sigmoid bipolar, yang 
disesuaikan dengan data internal JST dalam 
rentang -1 … 1. 
 
Catatan: 
1. Untuk kasus pengenalan pola yang berbasiskan ciri multiresolusi, 
Suhardi [8] menemukan bahwa, JST perambatan-balik dengan dua 
lapisan tersembunyi, kinerjanya lebih baik daripada JST 
perambatan-balik dengan satu lapisan tersembunyi. 
2. Fungsi sigmoid adalah fungsi yang umum digunakan pada JST 
perambatan-balik [3]. 
3. Pelatihan JST dapat lebih efektif, dengan pengolahan data secara 
bipolar dalam rentang  -1…1  [8].  
 
III.2.3.2. Pelatihan dan Pengujian Jaringan Syaraf Tiruan 
Pelatihan JST menggunakan algoritma resilient 
backpropagation [7]. Algoritma ini adalah algoritma yang 
paling cepat untuk pengenalan pola [11]. Kriteria berhenti 
dalam pelatihan tersebut menggunakan mode validasi, 
yang tujuannya adalah untuk menghindari adanya under-
training maupun over-training.  
Pola-pola yang digunakan dalam pelatihan dan 
pengujian merupakan data citra huruf tulisan-tangan yang 
berasal 100 responden, yang diolah lebih lanjut menjadi 
tiga set pola berikut. 
  
1. Set pola pelatihan 
Digunakan untuk pelatihan (dalam hal pembaruan 
bobot) JST. Set pola ini terdiri atas 13.000 pola sebagai 
berikut. 
a. Sejumlah 2.600 pola tekoreksi kelompok 1. 
b. Sejumlah 5.200 pola turunan kelompok 2, yang 
merupakan rotasi -5
o
 dan 5
o
 dari pola terkoreksi 
kelompok 2. 
c. Sejumlah 5.200 pola turunan kelompok 3, yang 
merupakan rotasi -10
o
 dan 10
o
 dari pola 
terkoreksi kelompok 3. 
Catatan:  
a. Pola terkoreksi adalah pola asli yang telah dikoreksi dalam hal 
slant, ukuran, centering, dan ketebalan. Koreksi ini diperlukan 
karena secara alami dalam tulisan tangan manusia ada empat 
persoalan tersebut. 
b. Nilai-nilai rotasi pada pola turunan di atas adalah berdasarkan 
asumsi adanya rotasi pola-pola masukan dalam rentang -10o … 
10o. 
 
2. Set pola validasi 
Digunakan untuk pelatihan (dalam hal menghentikan 
pelatihan). Terdiri atas 2.600 pola terkoreksi 
kelompok 2.  
 
3. Set pola pengujian 
Digunakan untuk pengujian JST yang telah selesai dilatih. 
Set pola ini terdiri atas 2.600 pola terkoreksi kelompok 3. 
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IV. HASIL DAN PEMBAHASAN 
Pengaturan ketebalan pada koreksi ketebalan 
dilaksanakan dengan berbasiskan elemen struktur bujur-
sangkar. Tabel 1 memperlihatkan pengaruh ukuran 
elemen-struktur bujur-sangkar terhadap rerata tingkat 
pengenalan huruf. 
 
Tabel 1. Pengaruh mode koreksi ketebalan terhadap rerata tingkat 
pengenalan huruf. 
 
Mode koreksi ketebalan 
Rerata tingkat 
pengenalan huruf  
(%) 
Tanpa koreksi ketebalan 
 
84,42 
Koreksi ketebalan yang hanya 
menggunakan operasi penipisan 
82,77 
Koreksi ketebalan yang menggunakan 
operasi penipisan dan penebalan dengan 
elemen struktur bujur-sangkar 2x2 
85,72 
Koreksi ketebalan yang menggunakan 
operasi penipisan dan penebalan dengan 
elemen struktur bujur-sangkar 3x3 
86,88 
Koreksi ketebalan yang menggunakan 
operasi penipisan dan penebalan dengan 
elemen struktur bujur-sangkar 4x4 
83,82 
 
Catatan:   
Rerata tingkat pengenalan huruf adalah rerata tingkat pengenalan 
huruf dari 5 JST yang masing-masing diuji dengan 2.600 pola 
pengujian. Dalam hal ini diperlukan 5 JST karena dalam setiap 
pelatihan JST selalu didapatkan JST dengan kinerja yang kinerjanya 
tidak identik. Hal ini disebabkan nilai-nilai acak yang digunakan 
sebagai nilai-nilai awal pelatihan 5 JST tersebut adalah nilai-nilai 
yang saling beda. 
 
Tabel 1 memperlihatkan perlunya diadakan koreksi 
ketebalan terhadap huruf yang akan dikenali. Koreksi 
ketebalan ini akan optimal, ketika menggunakan operasi 
penipisan dan penebalan dengan elemen struktur bujur-
sangkar 3x3. Hal ini disebabkan, jika hurufnya terlalu 
tebal atau pun terlalu tipis, akan berpengaruh terhadap 
kejelasan gambaran dasar dari huruf tersebut, setelah 
mengalami proses pengaburan. 
Gambar 9 memperlihatkan pengaruh koreksi 
ketebalan huruf terhadap tingkat kekaburan huruf. Jika 
hurufnya makin tebal, citra hasil penapisan 
memperlihatkan gambaran dasar yang makin tidak 
jelas, karena ada bagian-bagian huruf yang makin 
tertutupi. Lihat Gambar 9(f) dan (j). Sebaliknya jika 
hurufnya makin tipis, citra hasil penapisan 
memperlihatkan gambaran dasar yang juga makin tidak 
jelas, karena makin samar. Lihat Gambar 9(g) dan (h). 
 
 
 
Gambar 9. Contoh pengaruh koreksi ketebalan huruf terhadap tingkat 
kekaburan huruf. (a) Tanpa koreksi ketebalan. (b) Koreksi ketebalan 
yang hanya menggunakan operasi penipisan. (c)-(e) Masing-masing 
adalah koreksi ketebalan yang menggunakan operasi penipisan dan 
penebalan dengan elemen struktur bujur-sangkar 2x2, 3x3, dan 4x4. (f)-
(j) Masing-masing adalah hasil pengaburan (a)-(e) menggunakan tapis 
Gaussian 2D 14x14 yang deviasi standarnya 10. 
 
 
V.  KESIMPULAN 
Berdasarkan hasil penelitian di atas dapat 
disimpulkan hal-hal sebagai berikut. 
1. Ketebalan huruf berpengaruh terhadap kinerja 
ekstraksi ciri pengaburan dan perataan blok. 
2. Untuk citra huruf terisolasi berukuran 48x48 piksel 
yang diletakkan dalam template 64x64 piksel, 
koreksi ketebalan yang optimal adalah yang 
menggunakan operasi morfologi penipisan yang 
dilanjutkan dengan operasi morfologi penebalan 
yang menggunakan elemen struktur bujur-sangkar 
3x3. 
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