We propose a fast algorithm to reconstruct spectrally sparse signals from a small number of randomly observed time domain samples. Different from conventional compressed sensing where frequencies are discretized, we consider the super-resolution case where the frequencies can be any values in the normalized continuous frequency domain [0, 1). We first convert our signal recovery problem into a low rank Hankel matrix completion problem, for which we then propose an efficient feasible point algorithm named projected Wirtinger gradient algorithm(PWGA). The algorithm can be further accelerated by a scheme inspired by the fast iterative shrinkage-thresholding algorithm (FISTA). Numerical experiments are provided to illustrate the effectiveness of our proposed algorithm. Different from earlier approaches, our algorithm can solve problems of large scale efficiently.
INTRODUCTION
The task of reconstructing signals from their sampling measurements arises frequently from signal processing, and it has numerous practical applications in radar, sonar, array processing, wireless communication, seismology, fluorescence microscopy, etc. In this paper, we are interested in recovering spectrally sparse signals from their small number of discrete time samples. Here we say a signal is spectrally sparse if it is a weighted sum of 1-dimensional(1-D) complex sinusoids at, say, R distinct continuous frequencies in the unit interval [0, 1). Such a signal model covers signals in various applications, for example, in acceleration of medical imaging, 1 analogto-digital conversion, 2 and inverse scattering in seismic imaging.
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Early conventional approaches, such as Prony's method, 4 ESPRIT, 5 and the matrix pencil method, 6 use sampling rates satisfying the Nyquist-Shannon sampling theorem. The new technique compressed sensing (CS) 7, 8 can significantly reduce the sampling rates that the Nyquist-Shannon sampling theorem requires, provided that the signal of interest is spectrally sparse. However, CS generally assumes the frequencies take values on a finite discrete subset of the frequency domain [0, 1). When the discretization is not fine enough, this will cause basis mismatch 9 in signal recovery, where non-negligible signal recovery errors occur from the impact of discretization errors on CS signal recovery procedures. One may make the grid discretization very fine and reduce signal recovery error, 10 which, however, will leads to an undesirably large dictionary for signal recovery.
Recently there have been growing interests in designing new algorithms which can recover the continuousvalued parameters precisely even from a small number of discrete nonuniform time samples. In, 11 the authors proposed to use total variation minimization to find continuous-valued shifted delta functions from equi-spaced low-frequency samples. In 12 and, 13 the atomic norm 14 and the nuclear norm of Hankel matrices are minimized respectively to recover spectrally sparse signals with continuous-valued frequencies from nonuniform samples. Though robust signal recovery is guaranteed theoretically, these convex optimization based methods in [11] [12] [13] are not computationally efficient. They are all implemented by semi-definite programming (SDP) whose variables are matrices containing O(N 2 ) entries with N the dimension of the signal. To solve the resulting SDP's, off-theshelf algorithms such as SDPT3 15 use interior point methods which requires computing a Hessian matrix of size O(N 4 ) in its Newton step. First-order methods, such as alternating direction method of multipliers (ADMM) and proximal point algorithm (PPA), need a dual matrix that is unstructured, 16 and, consequently, these algorithms require memory of size O(N 2 ). Therefore, these convex optimization approaches are not suitable for recovering signals of large dimensions.
To efficiently recover large scaled signals, this paper proposes a fast algorithm, which first converts the signal recovery problem to a low-rank Hankel matrix completion problem and then employ a projected Wirtinger gradient descent (PWGD) algorithm. Since our proposed algorithm is a feasible point algorithm, it uses only O(N R) memory. Since the number of sinusoids, R, is usually much smaller than N , the proposed algorithm provides efficient large scale signal recovery. To speed up our proposed algorithm, an acceleration technique scheme similar to FISTA 17 is given. The practical applicability of our algorithm is validated by numerical experiments, which show our algorithms can recover large scaled signals as a superposition of multiple sinusoids.
The paper is organized as follows. In Section 2, we describe our signal model, give essential concepts about Hankel matrix, and formulate the signal recovery problem. Our iterative algorithm is presented in Section 3. In Section 4, some numerical experiments are provided to demonstrate the performance of our algorithm. We also provide an acceleration for the proposed algorithm. Finally, we conclude our paper with a discussion of future work.
PROBLEM FORMULATION
In this section, we give some preliminaries on our signal model and the formulation of the signal reconstruction problem considered in this paper.
Signal model
The signal of our interest x (true) (t), t ∈ R, is assumed as a linear combination of complex sinusoids at To reconstruct the signal x (true) (t), early methods (e.g. Prony's method, the matrix pencil method, MUSIC) need time domain samples on uniformly sampled integer time points. More specifically, they use the following M samples in the time domain x (true) (t), t = 0, 1, . . . , M − 1; and then, in order to get the frequencies of x (true) (t), these early methods used linear algebra techniques involving linear structured matrices such as Hankel and Toeplitz matrices. However, due to physical measurement limitations, it is usually hard to get all the M samples of x (true) (t), t = 0, 1, . . . , M − 1, especially for signals with very high frequencies (before normalization).
2 So in this paper, we will consider non-uniform sampling in the time domain. We denote the underlying uniformlysampled true signal as
where N is a large integer. However, we consider the case where only M (M < 2N − 1) entries of x (true) are observed. More precisely, let Θ ⊆ {0, 1, . . . , 2N − 2} be the set of indices of observed entries of x (true) , and we will reconstruct the true vector x (true) from
In this way, the sampling rate is significantly reduced. The same signal model is also considered in.
7, 12, 13
Hankel Matrix Completion
Our proposed algorithm first converts the reconstruction of x (true) from (1) to a Hankel matrix completion problem. This strategy has also been used in.
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Let H be a linear operator that maps a vector in C 2N −1 to a N × N Hankel matrix as follows
Define H (true) = Hx (true) . It can be checked that the rank of H (true) is R, due to the following factorization
Then, instead of constructing the true signal x (true) directly, we reconstruct the rank-R Hankel matrix Hx (true) . Since H is one-to-one from a vector in C 2N −1 to an N ×N Hankel matrix, one can easily convert the reconstructed Hankel matrix back to a signal.
Now the signal reconstruction problem is formulated as
Find matrix X subject to rank(X) ≤ R,
where
is the positions of known entries in H (true) . Since H is one-to-one from C 2N −1 to the set of all N × N Hankel matrix, reconstructing x (true) is equivalent to reconstructing H (true) . The problem (2) is referred to low-rank Hankel matrix completion.
Following generic low-rank matrix completion, 18 (2) is converted in 13 to a rank minimization problem and further relaxed to min
, (j, k) ∈ Ω, and X is Hankel.
Here · * is the sum of all the singular values, namely the nuclear norm. It was shown that, if Θ is uniformly randomly drawn from all subsets of {0, 1, . . . , 2N − 2} with cardinality M ≥ O(R log 4 N ), and certain separation conditions between frequencies are satisfied, then the solution of (3) recover H (true) perfectly with dominant probability. Similar models are considered in.
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Though (3) is a convex optimization problem, there were no efficient ways to compute it for large problem dimensions. The unknown matrix is N ×N , compared with O(N ) unknowns in x (true) . One may convert (3) to an SDP and then employ available packages such as SDPT3. 15 However, these packages use second-order methods, which require solving a huge linear system of order O(N 2 ) × O(N 2 ) at each step. Also, it is not straightforward 16 to adapt nuclear norm minimization algorithms (e.g. 20 ) for generic low-rank matrix completion to solving (3), as the Hankel constraint invokes O(N 2 ) linear equality constraints.
In this paper, instead of considering convex optimizations (3), we aim at attacking the original non-convex problem (2) directly. Non-convex algorithms has been proven to have the advantage of fast convergence in sparsity and low-rank reconstruction. 21, 22 We propose an efficient algorithm based on projected Wirtinger gradient descent for this particular spectrally sparse signal recovery problem.
ALGORITHMS
In this section, we present our projected Wirtinger gradient algorithm for solving (2) . Let us define the set of all complex-valued matrices with rank no greater than R as
Similarly, define the set of all complex-valued Hankel matrices that are consistent with the observed data
The set R R C is a smooth manifold and H is an affine space. Then, our signal recovery problem and also (2) can be formulated as the following optimization problem
We will employ a projected gradient descent algorithm to solve (6) . The objective F (L,
F is a real-valued function with complex variables, which is not differentiable in the ordinary complex calculus sense. Nevertheless, F (L, H) is differentiable with respect to the real and imaginary parts of its variables. Thus, our gradient flow is performed on the real and imaginary parts respectively. Thanks to the Wirtinger calculus, 23 our proposed algorithm is given as follows: at iteration t, we have
where δ 1 > 0 and δ 2 > 0 are step sizes, and P R R C and P H are projections onto R R C and H respectively. We call (7) projected Wirtinger gradient descent (PWGD).
It remains to find out P R R C and P H respectively. Since P R R C (X) is the best rank-R approximation to X, according to Eckhart-Young Theorem,
where the columns of U R and V R are the first R left and right singular vectors of X respectively and Σ R is a diagonal matrix with diagonals corresponding singular values. By direct calculation, the closed form of P H is given by
The proposed PWGD algorithm (7) is a feasible point algorithm. The iterates L t and H t are always in their feasible sets R R C and H respectively. This property can significantly reduce the computational cost and storage, when R is small compared to N . Since L t ∈ R R C , it is stored in a factorization form and only O(N R) memory is necessary. Also, the Hankel matrix H t can be represented by its parameters, which is of size only O(N ). Furthermore, in Step 1 of (7), it needs to compute only the first R singular values and their corresponding singular vectors of L t − δ 1 (L t − H t ) in the computation of the projection. This can be done by, e.g., Krylov subspace methods, which invokes only the matrix-vector product of L t − δ 1 (L t − H t ). For the matrix-vector product of L t , since L t is rank R and in a factorization form, it can be done in O(N R) operations. The matrix-vector product of the Hankel matrix H t is implemented by fast Fourier transform, 24 which needs only O(N log N ) operations.
Step 2 of (7) needs averages of L t+1 along anti-diagonals.
NUMERICAL EXPERIMENTS
In this section, we use numerical experiments to demonstrate the effectiveness and efficiency of our proposed algorithms. 
Phase Transition
We first illustrate that our proposed algorithm is able to recovery spectrally sparse signals from their very limited time domain samples. We fix the dimension of the signal to be 127 (i.e. N = 64), and we vary the sparsity R and the number of samples M . For each (R, M ) pair, 100 Monte Carlo trials were conducted. For each trial, the true signal is synthesized by randomly generating the true frequencies f 
Signals of large dimension
Next we demonstrate that our proposed algorithm is able to recover signals of large scale, and compare it with the Enhance Matrix Completion (EMaC) in. 13 As we have argued, different from existing convex optimization based methods such as EMaC, our proposed algorithm is able to work with high-dimensional spectrally sparse signals. In Table 1 , the elapsed time for signals of different dimensions are listed. For our algorithm, we use the same settings as in the previous section. For EMaC algorithm, we used CVX software to solve it. From the table, we can see that PWGD can greatly speed up the the signal recovery for moderate dimensions and also work well for signals of high dimensions. 
Acceleration by a FISTA-like Scheme
Finally, we propose a scheme to accelerate the convergence of the PWGD algorithm (7). Our scheme borrows from the fast iterative shrinkage-thresholding algorithm (FISTA), 17 which has been proven to be efficient in minimizing the sum of two convex functions with one having a Lipschitz continuous gradient. The basic idea is to use a specific linear combination of two successive iterates. Although our problem is non-convex, we still employ the linear combination scheme in FISTA for our model.
Our PWGD with FISTA scheme, called PWGD-FISTA, is constructed as follows: Given k 0 = 1, we generate
Since H is an affine subspace, the linear combination in the last line of (9) does not change the feasibility ofH t+1 , i.e.,H t+1 ∈ H . This guarantees that the computational complexity and required storage of Step 1 and Step 2 in the PWGD-FISTA algorithm are the same as that in the PWGD algorithm (7) . Also, the computational effort in Step 3 and Step 4 of (9) is negligible compared with that in Step 1 and Step 2. Therefore, the PWGD-FISTA algorithm preserves the computational simplicity of the PWGD algorithm. Figure 2 depicts the convergence curves of PWGD and PWGD-FISTA. We see clearly that the PWGD-FISTA Algorithm converges faster than the PWGD algorithm. Roughly, the PWGD-FISTA needs only 2/3 number of iterations that PWGD requires to get solutions of the same accuracy. 
CONCLUSION
In this paper, a fast iterative algorithm is proposed for recovering spectrally sparse signals whose frequencies can be any values in the continuous domain [0, 1) from a small amount of time domain samples. Different from existing algorithms, our proposed algorithm is able to deal with signals of large dimension. Inspired by the scheme in FISTA, we also provided an acceleration of the proposed algorithm. In the future, we will extend our algorithms to signal recovery from noisy samples and signals with multivariate frequencies.
