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Abstract
The unitary group U(n) has elements εi ∈ π2i+1(U(n)) (0 i  n− 1) of its homotopy groups in the stable range. In this paper
we show that certain multi Samelson products of type 〈εi , 〈εj , εk〉〉 are non-trivial. This leads us to the result that the nilpotency
class of the group of the self homotopy set [SU(n),SU(n)] is no less than 3, if 4 n. Also by the power of generalized Samelson
products, we can see the further result that, for a prime p and an integer n = pk, nil[SU(n),SU(n)](p)  3, if (1) p  7 or (2) p = 5
and n ≡ 0 or 1 mod 4.
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1. Introduction
Let U(n) be the unitary group. For a CW-complex X, we call the group of homotopy classes of maps [X,U(n)]
the unstable K˜1-theory of X and denote it by Un(X). As seen in [4], Un(X) is equal to K˜1(X), if dimX < 2n, and
is a central extension of K˜1(X) if dimX = 2n. Moreover, Un(X) is a second stage central extension of a subgroup of
K˜1(X), when dimX = 2n + 1, and its extension is studied in [5,6]. However, the case dimX  2n + 2 is difficult to
study in general.
On the other hand, if we concentrate on the p-localization of Un(X), we can treat the case that X has a higher
dimension. In fact, since U(n) is homotopy nilpotent (see [8]), Un(X) is nilpotent for any X. For a prime p, we
denote the p-localization of a nilpotent group G by G(p). Also we denote the p-localization of spaces by the same
notation. Note that, for a CW-complex X, [X,U(n)](p) = [X,U(n)(p)] [3]. The obtained result is the following.
Theorem 1. Let X be a CW-complex and dimX  2n+ 2p − 4. Then we have an exact sequence:
K˜0(X)(p)
Θp−→
p−2⊕
k=0
H2n+2k(X;Z(p)) → Un(X)(p) → K˜1(X)(p) Tp−→
p−3⊕
k=0
H2n+2k+1(X;Z(p)). (1.1)
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0 → CokerΘp → Un(X)(p) → KerTp → 0 (1.2)
and the commutator of α and β in Un(X) comes from the element of CokerΘp , represented by
(z2n, z2n+2, . . . , z2n+2p−4) ∈
p−2⊕
k=0
H2n+2k(X;Z(p))
where
z2n+2s =
∑
k+l+1=n+s
α∗(x2k+1)∪ β∗(x2l+1),
and x2k+1 ∈ H∗(U(n);Z(p)) is the cohomology suspension of the (k + 1)th Chern class.
Including the explicit definitions of Θp and Tp , we prove this in Section 2. Remark that, in spite of the non-
commutativity of Un(X), we use the notation of Abelian groups here. For X = S2n+2k , the above sequence (1.1)
coincides with the known results [9,12] of π2n+2k(U(n))(p) for 0 k  p − 2.
In [2,10], the nilpotency class of the self homotopy set of a Lie group G is studied and it is known that nil[G,G] 2
if and only if G is neither an n-dimensional torus T n for n  0 nor T n × S3 for 0  n  2. Also the author looks
at the nilpotency of the unstable K˜1-theory in [6]. In such investigations, the Samelson products play a fundamental
role. In Section 3 we determine certain Samelson products demonstrated in Theorem 6 and 9. And, using them, we
shall see that some multi-Samelson products of three elements of the homotopy groups of U(n) in the stable range
are non-trivial (Corollary 10). This leads us to the next result.
Theorem 2. For any integer n 4, nil[SU(n),SU(n)] 3.
Moreover, using the result of Section 3, we shall look at some generalized Samelson products in SU(n) and show
the following further result in Section 4.
Theorem 3. Let p be a prime and n is a multiple of p. If any of the following is satisfied, nil[SU(n),SU(n)](p)  3.
(i) p = 5 and n ≡ 0 or 1 mod 4.
(ii) p  7.
Remark that all through this paper we do not distinguish a map and its homotopy class.
2. p-localized unstable ˜K1-theory
Let Wn = U(∞)/U(n) and consider the following fibration sequence:
ΩU(∞) Ωπ−→ ΩWn δ−→ U(n) i−→ U(∞) π−→ Wn. (2.1)
We refer to the cohomology rings of the spaces in (2.1) as follows:
H∗
(
U(n)
)=∧(x1, x3, . . . , x2n−1), H∗(U(∞))=∧(x1, x3, . . .),
H∗(Wn) =
∧
(x¯2n+1, x¯2n+3, . . .),
where π∗x¯2i+1 = x2i+1 and x2i+1 = σci+1, that is, the cohomology suspension of the Chern class ci+1. Then we have
H∗(ΩWn) = Z〈a2n, a2n+2, . . .〉 (∗ < 4n),
that is, H∗(ΩWn) is a free Z-module with its generators a2i (i  n) in the range ∗ < 4n where a2i = σ x¯2i+1. Since the
integral cohomology groups of U(n), U(∞), Wn and ΩWn are torsion free, we consider these groups as subgroups
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assume that all spaces and maps are p-localized.
Then for a CW-complex X, the p-localization of (2.1) induces the exact sequence:
K˜0(X)(p)
Ωπ∗−→ [X,ΩWn] δ∗−→ Un(X)(p) i∗−→ K˜1(X)(p) π∗−→ [X,Wn]. (2.2)
In the rest of this section, we assume that dimX  2n+ 2p − 4. Set
E =
p−2∏
k=0
K(Z(p),2n+ 2k + 1)
and consider maps x :U(∞) → E and x¯ :Wn → E defined by
x =
(
p−2∏
k=0
x2n+2k+1
)
◦ Δ, x¯ =
(
p−2∏
k=0
x¯2n+2k+1
)
◦ Δ,
where Δ denote the appropriate diagonal maps. Then x = x¯ ◦ π . Remark that, if we denote the fundamental class of
K(Z(p),2i + 1) by b2i+1, H∗(E;Z(p)) is isomorphic to the exterior algebra generated by b2n+1, . . . , b2n+2p−3 in the
range ∗  2n + 2p − 1, and x¯∗ maps b2i+1 to x¯2i+1. Thus, since H∗(Wn;Z(p)) and H∗(E;Z(p)) are Z(p)-free for
∗ 2n + 2p − 1, this map x¯ induces an isomorphism in integral homology up to the degree less than 2n + 2p − 2,
that is, (2n + 2p − 2)-connected, and the following two maps
(Ωx¯)∗ : [X,ΩWn] → [X,ΩE] =
p−2⊕
k=0
H2n+2k(X;Z(p)), (2.3)
x¯∗ : [X,Wn] → [X,E] =
p−3⊕
k=0
H2n+2k+1(X;Z(p)), (2.4)
are bijections and in particular the upper is a group isomorphism. Then, the exact sequence (2.2) turns out to be
K˜0(X)(p)
Ωx∗−→
p−2⊕
k=0
H2n+2k(X;Z(p)) → Un(X)(p) → K˜1(X)(p) x∗−→
p−3⊕
k=0
H2n+2k+1(X;Z(p)). (2.5)
Because x2n+2k+1 ∈ H∗(U(∞);Z(p)) is primitive, x∗ is a group homomorphism and we denote this by Tp . Also, by the
isomorphism [ΩU(∞),ΩE] ∼=⊕p−2k=0 H2n+2k(BU;Z(p)), Ωx corresponds to (±sn,±sn+1, . . . ,±sn+p−2) where sk
is the primitive characteristic class in H2k(BU;Z) satisfying chk = sk/k!. Here chk is the universal kth Chern character
(see [4]). Thus, we set Θp : K˜0(X) →⊕p−2k=0 H2n+2k(X;Z(p)) as Θp = (sn(α), . . . , sn+p−2(α)) for α ∈ K˜0(X).
Now the first half of Theorem 1 is proved and, to finish the proof, we look at the commutator in Un(X). We denote
the reduced commutator map of U(n) by γ . As the composition U(n)∧U(n) γ−→ U(n) i−→ U(∞) is null-homotopic,
there is a lift γ˜ :U(n)∧ U(n) → ΩWn satisfying δ ◦ γ˜ = γ .
ΩWn Ωx¯
δ
ΩE
U(n)∧U(n) γ
γ˜
U(n)
In [4], we actually construct γ˜ and shown that γ˜ have the cohomological property that
γ˜ (a2n) =
∑
k+l+1=n
x2k+1 ⊗ x2l+1,
but in fact γ˜ by the same construction satisfies the following proposition. We use this property in Section 3.
Proposition 4. The map γ˜ can be taken so that its cohomology map satisfies
γ˜ (a2n+2s) =
∑
k+l+1=n+s, 0kn−1, 0ln−1
x2k+1 ⊗ x2l+1.
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since the integral cohomology groups of ΩWn and U(n) are torsion free, the statement remains true in the integral
cohomology as well.
Proof. We shall recall the construction of γ˜ in [4]. First we set maps j and k as the following compositions:
j :ΣU(n)∨ΣU(n) τ−11∨τ−11−→ BU(n)∨ BU(n) ∇−→ BU(n),
k :ΣU(n)× ΣU(n) τ−11×τ−11−→ BU(n)× BU(n) μ−→ BU
where ∇ is the folding map, μ is the classifying map of the cross product of the universal bundles over BU(n), and
τ means the adjoint correspondence [ΣX,Y ] ∼=−→ [X,ΩY ]. Also, we use f :Σ(U(n) ∧ U(n)) → ΣU(n) ∨ ΣU(n)
whose mapping cone is Cf  ΣU(n) × ΣU(n). This map f is the map known to induce the generalized Whitehead
Product (see [1]).
Next, let EU be a space that U(∞) acts freely, then we can set BU(n) = EU/U(n) and obtain the fibration
Wn ↪→ BU(n) Bi−→ BU. (2.6)
Set A = Σ(U(n)∧U(n)). In [4] we constructed maps j ′ : If → BU(n) and k′ :Cf → BU which are deformations of
the compositions
If  ΣU(n)∧ΣU(n) j−→ BU(n) and Cf  ΣU(n)×ΣU(n) k−→ BU
respectively, and also make the next diagram strictly commutative, in which the upper row is the cofibration induced
by f :
A
f
jA
If
q
j ′
Cf
k′
Wn BU(n) BU
Then, by Proposition 5.1 in [4], jA = j ′|A satisfies that δ ◦ (τjA) = γ , that is, τjA is a lift of γ . We set γ˜ = τjA.
Now we see the cohomological property of jA, the argument is almost same as that in [4]. Since j ′ is a map between
pairs (If ,A) → (BU(n),Wn), the next diagram is commutative (we omit the symbols of the coefficient ring Z(p)):
H2n+2s+1(A,∗) ∂ H2n+2s+2(If ,A) H2n+2s+2(Cf ,∗)q
∗
H2n+2s+1(Wn,∗)
jA
∗
∂
H2n+2s+2(BU(n),Wn)
j ′∗
H2n+2s+2(BU,∗)
k′∗
Bi∗
(2.7)
Since in the Leray–Serre spectral sequence of the fibration (2.6) x¯2n+2s+1 transgresses to the (n + s + 1)th Chern
class cn+s+1, we can chase the diagram (2.7) as
∂jA
∗(x¯2n+2s+1) = j ′∗∂(x¯2n+2s+1) = j ′∗Bi∗(cn+s+1) = q∗k′∗(cn+s+1).
By the definition of k and k′, under the identification If /A = Cf  ΣU(n)× ΣU(n),
∂jA
∗(x¯2n+2s+1) = q∗k′∗(cn+s+1) =
∑
k+l+1=n+s
(Σx2k+1)⊗ (Σx2l+1), (2.8)
where we omit the indication of the range of k, l, that is, 0 k  n− 1 and 0 l  n− 1.
On the other hand, observing the cohomology exact sequence of the pair (If ,A), we can see ∂ : H∗(A,∗) →
H∗+1(If ,A) is monic. In fact, by the isomorphisms H∗(If ,A) ∼= H∗(Cf ,∗) ∼= H∗(ΣU(n)×ΣU(n)) and H∗(A,∗) ∼=
H∗+1(ΣU(n)∧ΣU(n)), ∂ is proved to be the cohomology map induced by the natural projection ΣU(n)×ΣU(n) →
ΣU(n)∧ΣU(n). Thus, by (2.8),
jA
∗(x¯2n+2s+1) = Σ
( ∑
x2k+1 ⊗ x2l+1
)
k+l+1=n+s
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γ˜ (a2n+2s) =
∑
k+l+1=n+s
x2k+1 ⊗ x2l+1,
since a2n+2s is the suspension image of x¯2n+2s+1. 
We finish the proof of Theorem 1. The commutator [α,β] ∈ Un(X)(p) is
[α,β] = γ ◦ (α ∧ β) ◦ Δ = δ ◦ γ˜ ◦ (α ∧ β) ◦Δ
and this implies that in the exact sequence (2.5), [α,β] comes from
Ωx¯ ◦ γ˜ ◦ (α ∧ β) ◦ Δ ∈ [X,ΩE] =
p−2⊕
k=0
H2n+2k(X;Z(p)).
Therefore this corresponds to the element (z2n, . . . , z2n+2p−4) where z2n+2s ∈ H2n+2s(X;Z(p)) satisfies
z2n+2s = Δ∗(α ∧ β)∗γ˜ ∗(σ x¯2n+2s+1)
= Δ∗(α ∧ β)∗γ˜ ∗(a2n+2s)
= Δ∗
∑
k+l+1=n+s
α∗(x2k+1)⊗ β∗(x2l+1)
=
∑
k+l+1=n+s
α∗(x2k+1)∪ β∗(x2l+1).
In particular, if α has a lift α˜ such that α = δ ◦ α˜,
α∗(x2k+1) = α˜∗δ∗(x2k+1) = 0
since δ∗ is 0-map. Thus (1.2) is a central extension.
The next corollary is a part of result in [9]. However, to clarify the generators of homotopy groups, we mention it
here. We denote a generator of H2n+2k(S2n+2k) by q2n+2k .
Corollary 5. π2n+2k(U(n)) = Z/pνp((n+k)!) for 0  k  p − 2, where νp(m) is the power exponent of p in the
factorization of m.
Proof. Let η be a generator of K˜0(S2). Then ηn+k is a generator of K˜0(S2n+2k) and sn+k(ηn+k) = (n + k)!q2n+2k .
Also K˜1(S2n+2k) = 0. Thus by Theorem 1 Un(S2n+2k)(p) = Coker(Z(p) (n+k)!−→ Z(p)) and the statement follows. 
3. Samelson product
In the stable range i < 2n, the homotopy groups of U(n) are
πi
(
U(n)
)= {0 i : even,
Z(p) i : odd.
We can take the generator εj of π2j+1(U(n)) so that ε∗j (x2j+1) = j !q2j+1.
As seen in Corollary 5, we can take the generator ωn+i ∈ π2n+2i (U(n)) for 0 i  p− 2 so that it comes from the
generator ω′n+i ∈ π2n+2i (ΩWn) satisfying (ω′n+i )∗(a2n+2i ) = q2n+2i .
We denote the Samelson product by 〈 , 〉 and
Proposition 6. Let 0 i  n− 1, 0 j  n− 1. Then
〈εi, εj 〉 =
{
0 i + j + 1 < n,
i!j !ωi+j+1 i + j + 1 n.
578 H. Hamanaka / Topology and its Applications 154 (2007) 573–583Proof. Let i + j + 1 n, otherwise it is trivial. Note that 〈εi, εj 〉 = γ ◦ (εi ∧ εj ) = δ ◦ γ˜ ◦ (εi ∧ εj ). By Proposition 4(
γ˜ ◦ (εi ∧ εj )
)∗
(a2i+2j+2) = εi∗(x2i+1)⊗ εj ∗(x2j+1) = i!j !q2i+2j+2.
Thus γ˜ ◦ (εi ∧ εj ) = i!j !ω′i+j+1 and the statement follows. 
Next, we shall look at the Samelson product of εi and ωn+j . It is known [9,11] that
π2n+2p−3
(
U(n)
)= {Z/pZ n ≡ mod p,0 n ≡ mod p.
In fact, if we set CPnm = CPn/CPm−1, π2n+2p−3(U(n)) ∼= π2n+2p−2(ΣCPn+p−1n ) [12,17]. In particular, when
n ≡ 0 mod p, we have a p-equivalence
ΣCPn+p−1n  S2n+1 ∨ · · · ∨ S2n+2p−1
and the composition S2n+2p−2 α−→ S2n+1 ↪→ ΣCPn+p−1n is a generator of π2n+2p−2(ΣCPn+p−1n ), where α de-
notes the generator of π2p(S3)(p) and its suspensions. Thus the corresponding generator of π2n+2p−3(U(n)) is
S2n+2p−3 α−→ S2n ωn−→ U(n).
We prepare with a general lemma.
Lemma 7. Let A f−→ B and X j−→ Y be maps with the next commutative diagram.
A
f
k
B
k′
ΩX
Ωj
ΩY
Then there is a natural map k′′ from the mapping cone Cf to the homotopy fiber Fj which makes the following
diagram commutative.
A
f
k
B
k′
Cf
k′′
ΣA
Σf
τ−1k
ΣB
τ−1k
ΩX
Ωj
ΩY Fj X
j
Y
Here, two rows are Puppe’s exact sequences and τ denotes the adjoint correspondence.
Proof. Let x0 and y0 be the base point of X and Y respectively and assume Fj is constructed as Fj = {(x,ρ) ∈
X × Y I | j (x) = ρ(1), ρ(0) = y0}. Define k′′ as
k′′(b) = (x0, k′(b)) for b ∈ B,
k′′(s, a) = (k(a)(s), k′′2 (s, a)) for (s, a) ∈ CA, where k′′2 (s, a)(t) = j(k(a)(st)).
Then the commutativity of the diagram can be checked directly. 
Consider the case A f−→ B and X j−→ Y are inclusions CPn−1 → CP∞ and U(n) → U(∞) respectively, and k
and k′ are adjoint maps of usual embeddings. This embedding ΣCPn−1 → U(n) is the one provided from Yokota’s
cellular decomposition of SU(∞) [19] defined as follows. Let l0 ∈ CPn−1 be the line in Cn representing the base-
point CP0. For t ∈ [0,1] and a line l in Cn, this embedding sends (t, l) to P(t, l)P (−t, l0) where P(t, l) is the matrix
representing the map Cn → Cn that sends any vector v in l to e2πtiv and let all vector perpendicular to l unchanged.
By the previous lemma, we obtain the map k′′ :Cf → Fj . Here the next diagram commutes.
Cf

k′′
CP∞n
k¯
Fj

ΩWn
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homotopy commutative diagram.
CPn−1
k
CP∞
k′
CP∞n
k¯
ΣCPn−1
τ−1k
ΣCP∞
τ−1k′
ΩU(n) ΩU(∞) ΩWn U(n) U(∞)
(3.1)
Now we offer another characterization of the generator ωn+i ∈ π2n+2i (U(n)). Let εˆi be the composition of in-
clusions ΣCPi → ΣCPn−1 → U(n). Also, since CPm+p−1m+1 
∨m+p−1
i=m+1 S2i , the attaching map αˆm of top cell of
ΣCPm+p−1 factors through ΣCPm. Using this factorization, we set αˆm :S2m+2p−2 → ΣCPm.
Lemma 8. Let 0 i  p − 2. Then the next diagram commutes:
S2n+2i
αˆn+i−(p−1)
ωn+i
ΣCPn+i−(p−1)εˆn+i−(p−1) U(n)
Proof. See the next diagram
S2n+2i
j1
αˆn+i−(p−1)
CPn+in+i−(p−1)+1
j2
∂
CP∞n
k¯
∂
ΩWn
δ
ΣCPn+i−(p−1)
j3
ΣCPn−1
εˆn−1
U(n)
(3.2)
Here j1, j2, j3 are inclusions, k¯ is the map in (3.1) and two ∂’s are connecting maps of cofibrations
CPn+i → CPn+i−(p−1) → CPn+in+i−(p−1)+1,
CPn−1 → CP∞ → CP∞n .
Then the middle square of (3.2) is commutative. By (3.1) the right square is commutative, also. Since δ ◦ k¯ ◦ j2 ◦ j1 =
ωn+i and εˆn−1 ◦ j3 = εˆn+i−(p−1), this lemma is obtained. 
Theorem 9. Let n ≡ 0 mod p. Then, for 0 i  p − 2, 0 j  p − 2 with i + j = p − 2,
〈εi,ωn+j 〉 = i!(n − 1 − i)ωn ◦ α = 0.
Proof. From Lemma 8,
〈εi,ωn+j 〉 = 〈εi, εˆn+j−(p−1) ◦ αˆn+j−(p−1)〉
= γ ◦ (εi ∧ εˆn+j−(p−1)) ◦ (1S2i+1 ∧ αˆn+j−(p−1))
= 〈εi, εˆ(n−1)−i〉 ◦
(
Σ2i+1αˆ(n−1)−i
)
.
Let λ = γ˜ ◦ (εi ∧ εˆ(n−1)−i ), q ′ be the map from S2i+1 ∧ ΣCP(n−1)−i which collapses its (2n − 1)-skeleton and see
the diagram below.
S2i+1 ∧ S2n+2j q
′◦(Σ2i+1αˆ(n−1)−i )
1∧αˆ(n−1)−i
S2n
i!ω′n
ΩWn
δ
S2i+1 ∧ΣCP(n−1)−i
q ′ λ
〈εi ,εˆ(n−1)−i 〉 U(n)
Since S2i+1 ∧ ΣCP(n−1)−i is 2n-dimensional and ΩWn is (2n − 1)-connected, λ passes through S2n and by the
computation in cohomology we see λ = (i!ω′n) ◦ q ′.
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H2(CPn+j ;Z). Thus, by the definition of αˆ(n−1)−i ,
q ′ ◦ (Σ2i+1αˆ(n−1)−i)= (n − 1 − i)α.
Therefore
〈εi,ωn+j 〉 = δ ◦ (i!ω′n) ◦ q ′ ◦
(
Σ2l+1αˆ(n−1)−i
)
= δ ◦ (i!ω′n) ◦ (n − 1 − i)α = i!(n − 1 − i)(ωn ◦ α). 
Now, using above results, we consider the multi-Samelson product of three elements of π∗(U(n)).
Corollary 10. Let p be a prime, 0 ki  n − 1 p − 1 (i = 1,2,3), k2 + k3  p − 1 and k1 + k2 + k3 = 2p − 3.
Then 〈
εk1〈εk2 , εk3〉
〉 = 0 in π4p−3(U(n)).
Proof. From the naturality of the Samelson product, it is sufficient to see 〈εk1 , 〈εk2 , εk3〉〉 = 0 in π4p−3(U(p)) ∼=
Z/pZ. By Proposition 6 and Theorem 9,〈
εk1 , 〈εk2 , εk3〉
〉= k2!k3!〈εk1 ,ωk2+k3〉 = k1!k2!k3!(p − 1 − k1)εˆp ◦ α.
Since k1!k2!k3!(p − 1 − k1) ≡ 0 mod p, the statement follows. 
For example, if p = 3, n = 2 and k1 = k2 = k3 = 1, 〈ε1, 〈ε1, ε1〉〉 = 0 ∈ π9(SU(2)) and this is Porter’s result [15]
depending on the Hilton’s theorem [7].
4. Self homotopy group
Now we prove Theorem 2. The case n = 4 is proved in [14]. Therefore we see the case n 5.
We use the mod p decomposition of SU(n) (see [18]). Let X1, . . . ,Xp−1 be the mod p decomposition of SU(n)
such that SU(n) ∏Xs and
H∗(Xs;Z(p)) =
∧
(x2a1+1, . . . , x2ams +1),
where ai ≡ s mod p − 1. Particularly, in case p  n, in which we are interested, SU(n) is p-regular and Xs  S2s+1
for 1  s  n − 1. Also we denote the natural injection Xs → SU(n) and the projection SU(n) → Xs by js and ps
respectively.
Remark that for 1  i  n − 1 the generator εi passes through Xi as S2i+1
ε′i−→Xi ji−→SU(n), since there is no
non-trivial direct summand of π2i+1(SU(n)) in the stable range.
Proposition 11. If n 5 and n = 8, nil[SU(n),SU(n)] 3.
Proof. For any n 5, we claim a prime p (depending on n), and integers k1, k2 and k3 exist so that they satisfy
1 k1 < k2 < k3  n − 1 p − 1, k1 ≡ k2 ≡ k3 ≡ k1 mod p − 1,
k1 + k2 + k3 = 2p − 3.
If a prime p exists in the range n p  32n− 2, then we can take k1, k2 and k3 as
(k1, k2, k3) =
{
(2m− 2,2m,2m+ 1) if p = 3m+ 1,
(2m− 1,2m,2m+ 2) if p = 3m+ 2.
And, in fact, if n = 8, such a prime p exists. The result of [16] says that, if π(x) denotes the number of primes not
exceeding x, the inequality
x
(
1 + 1
)
< π(x) <
x
(
1 + 3
)logx 2 logx logx 2 logx
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5,7,11,13,17,23,31,43,61 covers the case 5 n 61 excluding n = 8.
Consider the three maps
κi : SU(n)
pki−→ Xki
jki−→ SU(n) (i = 1,2,3).
Then their multi-commutator in [SU(n),SU(n)] is[
κ1, [κ2, κ3]
]= Γ ◦ (jk1 ∧ jk2 ∧ jk3) ◦ (pk1 ∧ pk2 ∧ pk3) ◦ Δ¯ (4.1)
where Γ = γ ◦ (1 ∧ γ ) and Δ¯ is the reduced diagonal map. Now, we can consider a map
εk1k2k3 :S
2k1+1 × S2k2+1 × S2k3+1
ε′k1×ε
′
k2
×ε′k3−→ Xk1 × Xk2 ×Xk3 ↪→ SU(n).
Composite this map with (4.1) and we have[
κ1, [κ2, κ3]
] ◦ εk1k2k3 = Γ ◦ (jk1 ∧ jk2 ∧ jk3) ◦ (ε′k1 ∧ ε′k2 ∧ ε′k3) ◦ ρ
= Γ ◦ (εk1 ∧ εk2 ∧ εk3) ◦ ρ =
〈
εk1 , 〈εk2 , εk3〉
〉 ◦ ρ,
where ρ is the projection S2k1+1 × S2k2+1 × S2k3+1 → S2k1+1 ∧ S2k2+1 ∧ S2k3+1. Therefore 〈εk1 , 〈εk2 , εk3〉〉 = 0
implies [κ1, [κ2, κ3]] = 0 and nil[SU(n),SU(n)] 3. 
The next proposition completes the proof of Theorem 2.
Proposition 12. nil[SU(8),SU(8)] 3.
Proof. Let p = 11 and we consider the p-localization. By p-localization, SU(8) can be decomposed into the di-
rect product of spheres of dimension 3, 5, 7, 9, 11, 13, and 15. We use the natural projections p5 : SU(8) → S11,
p7 : SU(8) → S15, and p : SU(8) → S3 × S5 × S7. Also we set p7 as the composition
SU(8) p−→ S3 × S5 × S7 ρ−→ S3 ∧ S5 ∧ S7 = S15.
Then we set
λ1 = ε7 ◦ p7, λ2 = ε5 ◦ p5, λ3 = ε7 ◦ p7.
Now see the next diagram:
SU(8) Δ¯
p×p5×p7
∧3 SU(8) λ1∧λ2∧λ3
p7∧p5∧p7
∧3 SU(8)γ ◦(γ∧1)SU(8)
S3 × S5 × S7 × S11 × S15 ρ
′
S15 ∧ S11 ∧ S15
ε7∧ε5∧ε7
〈ε7,〈ε5,ε7〉〉
Here, ρ′ is the natural projection from the direct product to the smash product. By the definition, the above diagram is
homotopically commutative. Thus [λ1, [λ2, λ3]] ∈ [SU(8),SU(8)] is equal to 〈ε7, 〈ε5, ε7〉〉 ◦ ρ′ ◦ (p × p5 × p7).
On the other hand, by Corollary 10, 〈ε7, 〈ε5, ε7〉〉 is non-trivial. Also, the following two maps are monic:
ρ′∗ :
[
S41,SU(8)
]→ [S3 ∧ S5 ∧ S7 ∧ S11 ∧ S15,SU(8)], (4.2)
(p × p5 × p7)∗ :
[
S3 ∧ S5 ∧ S7 ∧ S11 ∧ S15,SU(8)]→ [SU(8),SU(8)]. (4.3)
Therefore, [λ1, [λ2, λ3]] ∈ [SU(8),SU(8)] is non-trivial and the statement follows. 
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In this section, we assume n = pl for some prime p. Consider the mod p decomposition of ΣCPn−1 as ΣCPn−1 ∨p−1
s=1 Ys so that
H∗(Ys;Z(p)) ∼= Z(p)〈y2a1+1, . . . , y2ams +1〉
where |y2ai+1| = 2ai + 1 and ai ≡ s mod p − 1 (see [13]). Here index s of Ys stands for the modulo p − 1 value e.g.
Yp = Y1. Then, in the following, we loosely denote the composition Yn−1 ↪→ ΣCPn−1 εˆn−1−→ SU(n) by εˆn−1 (and we
do not use the original map ΣCPn−1 εˆn−1−→ SU(n)).
We shall look at the generalized Samelson product 〈εi, 〈εj , εˆn−1〉〉 in [Σ2p−2Yn−1,SU(n)] for 1  i  p − 3,
1 j  p − 3 such that i + j = p − 2.
We also set the mod p decomposition of ΣCPn−2 as ΣCPn−2 ∨s Y ′s similarly. Then Yn−1 can be obtained by
attaching a mod p cell e2n−1 of dimension 2n− 1 to Y ′n−1. Thus Yn−1/Y ′n−1  S2n−1. We set the collapsing map
q ′′ :Σ2j+1Yn−1 → S2n+2j = Σ2j+1Yn−1/Y ′n−1.
Lemma 13. In the above situation, 〈εj , εˆn−1〉 = j !ωn+j ◦ q ′′.
Proof. Consider the isomorphisms
p−1⊕
s=1
[
Σ2j+1Ys,ΩWn
]∼= [Σ2j+2CPn−1,ΩWn]
∼=
j⊕
k=0
H2n+2k
(
Σ2j+2CPn−1;Z(p)
)
∼=
j⊕
k=0
H2n+2k
(
Σ2j+1Yn−j−1+k;Z(p)
)
.
This composition is component-wise and particularly[
Σ2j+1Yn−1,ΩWn
]∼= H2n+2j (Σ2j+1Yn−1;Z(p)).
Thus the homotopy classes in [Σ2j+1Yn−1,ΩWn] can be classified by image of a2n+2j ∈ H2n+2j (ΩWn;Z(p)) under
the induced cohomology map.
On the other hand, 〈εj , εˆn−1〉 = γ ◦(εj ∧ εˆn−1) has a lift to ΩWn as γ˜ ◦(εj ∧ εˆn−1) and γ˜ ∗ ◦(εj ∧ εˆn−1)∗(a2n+2j ) =
j !Σ2j+1y2n−1. Also (ω′n+j ◦ q ′′)∗(a2n+2j ) = Σ2j+1y2n−1.
Therefore we obtain 〈εj , εˆn−1〉 = δ ◦ j !ω′n+j ◦ q ′′ = j !ωn+j ◦ q ′′. 
Theorem 14. If n = pl, 1 i  p − 3, 1 j  p − 3 and i + j = p − 2, then〈
εi, 〈εj , εˆn−1〉
〉 = 0 in Un(Σ2p−2Yn−1).
Proof. By Lemma 13 and Theorem 9, we have〈
εi, 〈εj , εˆn−1〉
〉= 〈εi, j !ωn+j ◦ q ′′〉 = j !〈εi,ωn+j 〉 ◦ Σ2i+1q ′′
= j !i!(n − 1 − i)(ωn ◦ α) ◦Σ2i+1q ′′.
We set q0 = Σ2i+1q ′′. For j !i!(pl − 1 − i)(ωn ◦ α) = 0 in π2n+2p−3(U(n)) = Z/pZ, all we have to show is that
q0∗ : [S2n+2p−3,U(n)] → [Σ2p−2Yn−1,U(n)] is injective.
Now let ΣCP(n−1)−2(2p−2) ∨s Y ′′s be the mod p decomposition again. Then Y ′n−1 is the space obtained by
attaching a mod p cell e2n−2p+1 of dimension 2n− 2p + 1 to Y ′′ . We have two cofibration sequences:n−1
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q1−→ Σ2p−2Yn−1/Y ′′n−1 → Σ2p−1Y ′′n−1, (5.1)
Σ2p−2Y ′n−1/Y ′′n−1 → Σ2p−2Yn−1/Y ′′n−1
q2−→ Σ2p−2Yn−1/Y ′n−1 → Σ2p−1Y ′′n−1/Y ′′n−1. (5.2)
In (5.1), since H∗(Σ2p−1Y ′′n−1;Z(p)) = 0 for ∗ 2n and K˜1(Σ2p−1Y ′′n−1) = 0, by Theorem 1, Un(Σ2p−1Y ′′n−1) = 0.
Thus q1∗ :Un(Σ2p−2Yn−1/Y ′′n−1) → Un(Σ2p−2Yn−1) is injective.
Next, the sequence of (5.2) can be rewritten as
S2n−1 → Σ2p−2Yn−1/Y ′′n−1
q2−→ S2n+2p−3 φ−→ S2n.
Since n ≡ 0 mod p, P1 acts trivially on yn−p ∈ H∗(Yn−1/Y ′′n−1;Z/p) and this implies φ is null homotopic in the
above sequence. Hence q2∗ :Un(S2n+2p−3) → Un(Σ2p−2Yn−1/Y ′′n−1) is injective. Therefore q0∗ = q1∗q2∗ is injective
and the statement follows. 
Finally we give the proof of Theorem 3.
Proof of Theorem 3. Let n = pm. We claim that there are integers a and b such that 1 a  p − 3, 1 b p − 3,
a + b = p − 2 and a ≡ b ≡ n− 1 ≡ a mod p − 1. In case of (i), n− 1 ≡ 0 or 3 mod 4 and set (a, b) = (1,2). In case
of (ii), set (a, b) = (1,p − 3) or (2,p − 4) as needed.
Then, εa , εb and εˆn−1 pass through three different components of the mod p decomposition of SU(n) and
〈εa, 〈εb, εˆn−1〉〉 = 0. Hence by the argument similar to the proof of Theorem 2 we can see that [ja ◦pb, [jb ◦pb, jn−1 ◦
pn−1]] = 0 in [SU(n),SU(n)](p). 
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