In 1891, Weierstrass presented his famous iterative method for finding all the zeros of a polynomial simultaneously. In this paper we establish three new local convergence theorems for the Weierstrass method with a posteriori and a priori error estimates. The main result of the paper generalizes, improves and complements some well known results of Dochev (1962) , Kjurkchiev and Markov (1983) and Yakoubsohn (2002) . The results are given for polynomials over an arbitrary normed field.
1. Introduction. Throughout this paper (K, |·|) denotes an arbitrary normed field, K[z] denotes the ring of polynomials (in one variable) over K, and the vector space K n is equipped with the p-norm x p = (
1/p for some 1 ≤ p ≤ ∞. Let f ∈ K[z] be a polynomial of degree n ≥ 2. A vector ξ ∈ K n is said to be a root vector of f if f (z) = a 0 n i=1 (z − ξ i ) for all z ∈ K, where a 0 ∈ K. Obviously, f has a root vector in K n if and only if f splits over K. If f has n simple zeros in K, then sep(f ) denotes the separation number of f which is defined to be the minimum distance between two zeros of f .
There are a lot of iterative methods for finding all zeros of f simultaneously (see, e.g., the monographs of Sendov, Andreev ] published his famous iterative method for simultaneous computation of all zeros of f . The Weierstrass method (known also as the DurandDochev-Kerner-Prešić method) is defined by the following iteration:
(1)
where the initial guess x 0 is a vector in K n with distinct components and the operator W is defined in K n by W (x) = (W 1 (x), . . . , W n (x)) with (2) W i (x) = f (x i ) a 0 j =i (x i − x j ) (i = 1, . . . , n), where a 0 is the leading coefficient of f . In 1962, Dochev [ 5 ] proved the following local convergence theorem for Weierstrass method.
be a polynomial of degree n ≥ 2 with simple zeros, ξ ∈ C n a root vector of f and 0 < h < 1. Suppose x 0 ∈ C n is an initial guess satisfying
Then the Weierstrass iteration (1) is well defined and converges quadratically to ξ with error estimate
The following theorem is an immediate consequence of Theorem 1.1.
be a polynomial of degree n ≥ 2 with simple zeros, and let ξ ∈ C n be a root vector of f . If the initial guess x 0 is such that ). Let f ∈ C[z] be a polynomial of degree n ≥ 2 with simple zeros, ξ ∈ C n a root vector of f , 0 < h < 1 and 0 < c ≤ sep(f )/(α n + 1), where α = 1.763 . . . is the unique root of the equation t = e 1/t . If the initial guess x 0 ∈ C n satisfies the inequality
then the Weierstrass iteration (1) is well defined and converges to ξ with error estimate
In 2002, Yakoubsohn [ 11 ] published a γ-theorem for the Weierstrass method. He introduced the quantity
.
Recall that γ(f, x) has been introduced by Smale in his famous work [ 12 ] .
be a polynomial of degree n ≥ 2 with simple zeros, and let ξ be a root-vector of f . Suppose x 0 is an initial guess in C n such that
In this paper we present three new local convergence theorems for the Weierstrass method with a posteriori and a priori error estimates. The main result of the paper (Theorem 2.1) generalizes, improves and complements the above mentioned results of Dochev 2. Main results. Throughout this section we use the following notations and conventions. We define the operator d :
In the sequel, we consider K n as an algebra over K with multiplication defined by xy = (x 1 y 1 , · · · , x n y n ) for all x, y ∈ C n . Then we can consider the division
of two vectors x, y ∈ K n if and only if y i = 0 for all i = 1, 2, . . . , n. Throughout, we assume for convenient that 0 0 = 1. Further, for a number p such that 1 ≤ p ≤ ∞ we denote by q the conjugate exponent of p, i.e. q is defined by means of 1 ≤ q ≤ ∞ and 1/p + 1/q = 1. 
where T : D ⊂ X → X is an iteration function in a metric space X. A central role in this theory plays the notion of a function of initial conditions of T (see Definition 3 below). In this theory, the convergence of an iterative process of type (6) is always studied with respect to a function of initial conditions. Let f ∈ K[z] be a polynomial of degree n ≥ 2 which has only simple zeros in K, and let ξ ∈ K n be a root vector of f . In this paper we study the local convergence of the Weierstrass iteration (1) with respect to the function of initial conditions E : K n → R + defined as follows:
Recently this function of initial conditions was used by Theorem 2.1. Let f ∈ K[z] be a polynomial of degree n ≥ 2 which has n simple zeros in K, ξ a root-vector of f , 1 ≤ p ≤ ∞. Suppose x 0 ∈ K n is an initial guess satisfying
Then the Weierstrass iteration (1) is well defined and converges quadratically to ξ with error estimates
where λ = φ(E(x 0 )) and the real function φ is defined by
Let us note that R(n, p) is the unique root of the equation φ(t) = 1 in the interval (0, 1/2 1/q ). Taking into account that the function φ is continuous and strictly increasing on the interval J = [0, R(n, p)] and that φ(J) = [0, 1] we can reformulate Theorem 2.1 in the following equivalent form.
Theorem 2.2. Let f ∈ K[z] be a polynomial of degree n ≥ 2 which has n simple zeros in K, ξ a root-vector of f , 1 ≤ p ≤ ∞ and 0 ≤ h < 1. Suppose x 0 ∈ K n is an initial guess such that
It is easily seen that Theorem 1.1 is an immediate consequence of Theorem 2.2 and the obvious inequality
which holds for every x ∈ K n and 1 ≤ p ≤ ∞. Now we shall show that Theorem 2.2 is an improvement of Yakoubsohn's theorem [ 11 ] mentioned above. Suppose x 0 ∈ K n satisfies Yakoubsohn's initial condition (4). We shall prove that x 0 satisfies the initial condition (11) with p = ∞ and h = 1/2. In other words, we have to show that
To prove this we need the following inequality:
which is due to Yakoubsohn [ 16 ] . From the inequalities (4), (15) and (13), we obtain
Using the well known inequality e t − 1 ≥ t, it is easy to prove the following estimate:
where A = 1/ ln (3/2). If n ≥ 16, then 2/(5n − 2) ≤ 1/(An + 2). If 2 ≤ n ≤ 15, one can verify that 2/(5 n − 2) ≤ R(n, ∞, 1/2). In both cases, it follows from (16) and (17) that x 0 satisfies (14). Then from Theorem 2.2, we conclude that the Weierstrass iteration (1) is well defined and converges quadratically to ξ with error estimates
Therefore, Theorem 1.4 is a consequence of Theorem 2.2. It is easy to show that the function φ defined by (10) satisfies the inequality φ(t) ≤ t/R(n, p) for all t ∈ [0, 1/2 1/q ). This yields the following simplified version of Theorem 2.1.
be a polynomial of degree n ≥ 2 which has n simple zeros in K, ξ a root-vector of f and 1 ≤ p ≤ ∞. Suppose that x 0 ∈ C n is an initial guess satisfying (8) . Then the Weierstrass iteration (1) is well defined and converges quadratically to ξ with error estimates
where λ = E(x 0 )/R(n, p). Consider the quantity R(n, p) defined in Theorem 2.1. It is easy to show the following estimate:
where B = 1/ ln 2. It follows from (13) and (19) 
where the function φ is defined by (10) and ϕ(t) = t φ(t). Note that Han [ 17 ] proved the following estimate under the same initial condition:
which according to Proinov ([ 18 ], Lemma 2.7) is a consequence of the second estimate in (20). Further, it is easy to see that φ(t) ∼ (n − 1) 1/q t as t → 0. Then it follows from (13) and the first estimate in (20) that the asymptotic convergence rate of the Weierstrass iteration satisfies lim sup
This estimate in the case p = ∞ is due to Hopkins et al.
3. Preliminaries. Throughout this section J denotes an interval on R + containing 0. ϕ(λt) ≤ λ r ϕ(t) for all λ ∈ (0, 1) and t ∈ J.
Definition 3.2 ([ 18 ])
. A function ϕ : J → J is said to be a gauge function of order r > 1 on J if it is quasi-homogeneous of degree r on J and (22) ϕ(t) ≤ t for all t ∈ J.
A gauge function ϕ of order r on J is said to be a strict gauge function if the inequality (22) holds strictly whenever t ∈ J\{0}. Definition 3. 3 ([ 18 ] ). Let T : D ⊂ X → X be a map on an arbitrary set X. A function E : D → R + is said to be a function of initial conditions of T (with a gauge function ϕ on J) if there exists a function ϕ : J → J such that
). Let T : D ⊂ X → X be a map on an arbitrary set X, and let E : D → R + be a function of initial conditions of T with a gauge function on J. Then a point x ∈ D is said to be an initial point of T if E(x) ∈ J and all of the iterates T k x (k = 0, 1, 2, . . .) are well defined and belong to D.
The following theorem is a simplified version of Theorem 3.8 from
). Let T : D ⊂ X → X be an operator in a normed space (X, · ). Suppose that E : D → R + is a function of initial conditions of T with a strict gauge function ϕ of order r > 1 on J, and let ξ be a point in D such that E(ξ) = 0. Assume that T satisfies
where φ : J → R + is a nondecreasing function on J satisfying
Then ξ is a unique fixed point of T in the set U = {x ∈ D : E(x) ∈ J}. Moreover, for each initial point x 0 of T the iterative sequence (6) remains in the set U and converges to ξ with order r and error estimates
where λ = φ(E(x 0 )). Remark 3.1. A posteriori estimate in (26) was not formulated in work ([ 13 ], Theorem 3.8), but it follows immediately from (24) and the inequality φ(E(x k )) ≤ λ r k . The last inequality was proved in Proinov ([ 13 ], p. 44). Obviously, the a priori estimate in (26) is a consequence of the a posteriori estimate.
We end this section with a simple but useful sufficient condition for initial points. Then every point x 0 ∈ D such that E(x 0 ) ∈ J is an initial point of T .
4. Proof of Theorem 2.1. Let f ∈ K[z] be a polynomial of degree n ≥ 2. In this section, we denote by T the Weierstrass iteration function T : D ⊂ K n → K n defined as follows:
Obviously, the domain D of T is the set of all vectors in K n with distinct components. Lemma 4.1. Let u ∈ K n and 1 ≤ p ≤ ∞. Then
is a strict gauge function of order r = 2 on J.
Lemma 4.3. Let f ∈ K[z] be a polynomial of degree n ≥ 2 which has n simple zeros in K, ξ a root-vector of f and 1 ≤ p ≤ ∞. Suppose that a vector x ∈ K n satisfies
Then x has distinct components. Besides,
where the functions φ and ϕ are defined by (10) and (29), respectively. Proof. Using the triangle inequality, Hölder's inequality and the assumption (30), we get for i = j
which means that x has distinct components. Now we shall prove the following inequalities:
From (2), taking into account that ξ is a root vector of f , we get
where u j = (x j − ξ j )/(x i − x j ). Therefore,
Hence, using Lemma 4.1 we obtain (34)
which yields
From (34) and the last inequality we obtain (33). Taking the p-norm in (33), we deduce the first inequality in (30). Dividing both sides of inequality (33) by d i (ξ) and taking the p-norm, we get the second inequality in (30). This completes the proof. Lemma 4.4. The function E defined by (7) is a function of initial conditions of the Weierstrass iteration function T with a strict gauge function ϕ on J.
Proof. The statement of the lemma follows from Lemmas 4.2 and 4.3. Lemma 4.5. Every vector x 0 ∈ K n such that E(x 0 ) ∈ J is an initial point of the Weierstrass iteration function T .
Proof. Let x 0 ∈ K n be such that E(x 0 ) ∈ J. According to Lemma 4.3, x 0 ∈ D. Let x ∈ D be such that E(x) ∈ J. Since x ∈ D, then T x ∈ K n . By Lemma 4.4, we get E(T x) ≤ ϕ(E(x)) ≤ E(x). From this and E(x) ∈ J, we obtain E(T x) ∈ J. Thus we have both T x ∈ K n and E(T x) ∈ J. Applying Lemma 4.3 to T x, we conclude that T x ∈ D. According to Theorem 3.2, x 0 is an initial point of T .
It follows from Lemmas 4.3, 4.4 and 4.5 that all the assumptions of Theorem 3.1 are satisfied for the Weierstrass iteration function T . Now applying Theorem 3.1 to the operator T : D ⊂ K n → K n we conclude that the Weierstrass iteration (1) is well defined and converges quadratically to ξ with error estimates (9) . This completes the proof of Theorem 2.1.
