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In this paper, we propose a new scheduling method for  
asynchronous circuits in bundled-data implementation. The 
method is based on integer linear programming (ILP) which 
explores an optimum schedule under resource or time con­
straints. To schedule descriptions with many operations, 
our method approximate start times o f operations and for­
mulate an ILP based on the approximated start times. Be­
cause less numbers o f variables and constraints are re­
quired compared to the traditional ILP formulation, the 
schedule o f operations is determined in short time preserv­
ing the quality o f resulting circuit.
1 In t ro d u c tio n
D iffe ren t from  synchronous c ircu its w here c ircu it com ­
ponents are con tro lled  by a g lobal c lo ck  signal, c ircu it com ­
ponents in  asynchronous c ircu its are contro lled  by lo ca l 
handshake signals. The use o f lo ca l handshake signals 
leads to several advantages such as average-case perfor­
m ance im provem ent, low  pow er consum ption, and so on. 
H ow ever, the design o f asynchronous c ircu its is d ifficu lt 
because hazard-freeness in  im plem entation m ust be guar­
anteed. N evertheless, on ly a lim ited  num ber o f C A D  tools 
is availab le . In  particu lar, support fo r behavio ral synthesis 
w h ich  synthesizes a c ircu it from  a behavio ral description o f 
an app lication  is ve ry lim ited  [1, 2],
In  this paper, w e propose a new  scheduling m ethod 
fo r asynchronous c ircu its in  bundled-data im plem entation. 
In  bundled-data im plem entation, data operations are as­
sum ed to be executed in  the m axim um  execution delays 
o f used resources. A lthough  several advantages in  asyn ­
chronous c ircu its such as average-case perform ance are lost, 
the area requ ired  fo r bundled-data im plem entation is less 
than other im plem entations such as dual-rail im plem enta­
tion [3 ], M oreover, the design o f bundled-data im plem enta­
tion is easier than other im plem entations.
Schedu ling  is a process in  behavio ra l synthesis to deter­
m ine the start tim e o f operations under resource or tim e 
constraints. T he proposed scheduling m ethod is based on 
integer linear programming ( IL P )  w here an ob jective func­
tion such as the execution tim e or the num ber o f required 
resources is m in im ized under constraints. U n til now, m any 
ILP-based  scheduling algorithm s have been developed fo r 
scheduling o f operations in  synchronous circu its. In  those 
algorithm s, IL P s  are form ulated by considering c lo ck  c y ­
cles. H ow ever, as there is no c lo ck  signal in  asynchronous 
circu its, the use o f the trad itiona l IL P  form ulation  fo r asyn­
chronous c ircu its m ay waste scheduling tim e. T h is is a c rit­
ic a l problem  fo r ILP-based  scheduling because it takes ex­
p losive com putation tim e to so lve an IL P . To deal w ith  a 
behavio ral description w ith  m any operations, w e propose a 
new IL P  form ulation  fo r asynchronous c ircu its in  bundled- 
data im plem entation based on approxim ated start tim es o f 
operations.
A s related w ork, B a d ia  et al. proposed a scheduling 
m ethod based on heuristic lis t scheduling [1 ], The m ethod 
determ ines the schedule o f operations under resource con­
straints b y exploring the ava ilab ility  o f resources and the 
com pletion o f operations. A lthough  it can deal w ith  de­
scriptions w ith  m any operations, the op tim ality is in fe rio r 
com pared to ILP-based  scheduling. Bachm an et al. pro­
posed a scheduling m ethod w here resource sharing betw een 
operations is explored by in troducing add itional depen­
dency betw een them  [2 ], H ow ever, it  cannot deal w ith  de­
scriptions w ith  m any operations because o f the huge com ­
putational com plexity. W e  proposed a heuristic scheduling 
m ethod fo r bundled-data im plem entation in  [4 ], D iffe ren t 
from  the heuristic approach, the m ethod proposed in  this 
paper can determ ine m ore optim um  schedule.
The rest o f this paper is organized as fo llow s. Section
2 describes basic notions used in  this paper. Section  3 de­
scribes a trad itiona l IL P  form ulation. Section  4 proposes 
a new IL P  form ulation. Section  5 describes experim ental 
results. F in a lly , Section  6 g ives conclusions.
2 B as ic  N o tio n s
2.1 D a ta  Flow  G ra p h
In  this w ork, data flow graphs (D F G s ) are used as an 






















































Figure 1. (a)DFG  and (b)bundled-data imple­
mentation.
A  D F G  defined by G = (N,  E)  represents the flow  o f 
data in  an app lication . A  node i(i =  1 , . . . ,  ri) in  the node 
set N  represents a data operation. Source node and sink 
node are also included in  N  as reference nodes. Those are 
ignored in  m any cases through the paper. A n  edge (i, j )  in  
the edge set E  represents a data dependency from  node i to 
node j .  Each  node is labeled by the m axim um  execution de­
lay di required to execute the corresponding operation, di is 
decided by b ind ing data-path resources in  a g iven  resource 
lib ra ry  to node i. F ig . 1(a) shows an exam ple o f D FG s.
2.2 B undled-D ata  Im p lem en tation
The m odel o f asynchronous circu its in  bundled-data im ­
plem entation is illustrated  in  F ig . 1(b).
In  bundled-data im plem entation, one data b it is repre­
sented by one w ire . Therefore, resources used in  the data­
path c ircu it are the same as the ones used in  synchronous 
circu its. The d ifference is on ly the control schem e. Lo ca l 
handshake signals are used instead o f a g lobal clock .
A  set o f data-path resources to execute corresponding 
operation fo r node i is con tro lled  by the contro l c ircu it w ith  
a pair o f handshake signals reqi and ack-i and selection sig ­
nals seli.p (p =  1 ,. , . , q ) .  Sig n al reqi in itiates the operation 
o f node i in  the data-path c ircu it w h ile  signal acki ind icates 
the com pletion o f the operation to the control c ircu it. The 
com pletion o f an operation is guaranteed by a delay elem ent 
di ca lled  “ m atched de lay”  w h ich  is put on the w ire  o f signal 
req^ To guarantee the correctness o f w ritin g  a data into a 
register, enable signal enbi is generated from  the m atched 
delay.
3 S c h e d u lin g  b y  I L P
Integer linear programming ( IL P )  is used to solve the 
scheduling problem  in behavioral synthesis [5 ]. T h is sec­
tion describes a trad itional IL P  form ulation  used fo r syn­
chronous c ircu it design.
3.1 A SA P scheduling  a n d  A L A P scheduling
As soon as possible (A S A P ) scheduling and as late as 
possible (A L A P ) scheduling are app lied to a g iven  D F G  to 
obtain a feasib le schedule under a tim e constraint.
In  A S A P  scheduling, operations are scheduled so that 
they are executed as soon as possible. The c ritica l path
Figure 2. (a)ASAP schedule and (b )A LA P  
schedule.
delay in  a g ive D F G  is identified. O n the other hand, in  
A L A P  scheduling, operations are scheduled under a tim e 
constraint so that they are executed as late as possible. The 
m ob ility  o f data operations under the tim e constraint is iden­
tified . F ig .2 (a ) and (b ) show the A S A P  schedule and the 
A L A P  schedule fo r the D F G  shown in  F ig . 1 (a). The tim e 
constraint is assum ed to be 36ns w h ich  is used fo r the ca lcu ­
lation  o f the A L A P  schedule. F o r convenience, w e denote 
the A S A P  start tim e o f node i as asapsi, the A S A P  com ­
p letion  tim e as asapci, the A L A P  start tim e as alapsi, and 
the A L A P  com pletion tim e as alapci.
3.2 Decision o f C on tro l S teps an d  A ssignm ent 
V ariables
Schedu ling  is the process to determ ine start tim es o f 
operations. Start tim es are represented as “ control steps”  
(steps). W e  denote the set o f steps as L, a step as 1(1 =  
0, . . . ,  m), and the start tim e o f a step I as ti.
In  synchronous c ircu it design, steps im p ly c lo ck  cycles. 
Therefore, steps are derived  from  a g iven  tim e constraint 
so that they have the same tim e in terva l. Fo r exam ple in 
F ig .3 (a ), the tim e constraint is assum ed to be 36ns and the 
tim e in terva l betw een steps is assum ed to be 2ns.
The set o f steps w here node i can be scheduled is de­
noted as Si (Si = {I £ L\asapsi < ti < alapsi}). 
The first step and the last step in  Si are denoted as 
and Ls.r  F o r exam ple, Sg fo r node 9 in  F ig .3 (a ) is 
{4 ,5 ,6 ,7 ,8 ,9 ,1 0 ,1 1 ,1 2 ,1 3 ,1 4 }. Fsi is 4 and Lsi is 14, 
respectively.
A  b inary assignm ent variab le  denoted as a^ j is assigned 
to each step I €  Si. The variab le  x n  is 1 w hen node i is 
scheduled at step I w h ile  it is 0 w hen node i is not sched­
uled. Fo r exam ple, assignm ent variab les fo r node 9 are 
£9,4, . . . ,  £ 9,14, respectively.
3.3 O bjective F unctions an d  C o nstra in ts
The ob jective function  fo r resource constraint scheduling 
is represented as fo llow s:
L s si-nk
m in im ize  : £  tl * %sink,l ■ ( 1)
l=Fss„lk
T h is ob jective function  m eans to m in im ize the start tim e o f 
the sink node under resource constraints.
Figure 3. Steps: (a) time constraint is 36ns 
and (b) time constraint is 34ns.
M in im iz e
o b j :  8 0  numcomp +  8 0  num add +  8 0  num sub +  4 8 0  nurnmuit 
S u b je c t  T o  
/ /  N o d e  a s s ig n m e n t  c o n s t r a in t s  
cO: xo,o =  1 
c l :  xi,o =  1
c 2 : X2,o 4- X2,l 4- X2,2 4- X2,3 4- 1
/ /  D e p e n d e n c y  c o n s t r a in t s  
e l l :  9  X6,3 4- 1 2  X6,4 4- 1 5  X6,S 4- 1 8  X6,6 - (0  X2.U 4- 3  X2.1 4- 6  X2,2 4- 9  X2..0 -9  > =  0
/ /  R e s o u r c e  a s s g in m e n t  c o n s t r a in t s  
c l 4 :  xk,3 - numcomp < =  0 ; 
c l 5 :  xk,3 4- xk.4 4- xk,s -numcomp < =  0 ;
c 2 1 : x j.u - num add < =  0 ;
Figure 4. ILP formulation.
O n the other hand, the ob jective function  fo r tim e con ­
straint scheduling is represented as fo llow s:
m i n i m i z e  : c r * n u m r (2 )
r£R
w here r  represents a resource in  a g iven  resource lib rary, 
R  represents the set o f resources, er  represents the cost o f 
resource r , and n u m r represents the num ber o f resource r .  
T h is ob jective function  m inim izes the total cost o f data-path 
resources under tim e constraints.
These ob jective functions are so lved  under the fo llow in g  
three types o f constraints.
Node assignment constraints: Each  node i m ust be 
scheduled in  exactly one step I e  Si. T h is  constraint is 
represented as fo llow s:
J 2  * i, i =  l . V i  e  N  (3 )
l=FSi
Dependency constraints: Fo r each dependency ( i , j )  in 
a g iven  D F G , the fo llo w in g  dependency constraint m ust be 
satisfied.
B s j L q
£  t l *  X j j  -  ^ 2  t l *  X i'i -  d i  >  0 ,  \ / ( i , j )  e  E  (4 ) 
l=FS - l=FS -
Resource assignment constraints: T he num ber o f oper­
ations executed by resource r  at step I m ust be n u m r or 
less. T h is constraint is represented as fo llow s:
Y X ij -  n u m r < 0 ,\/l e  L ,\/r  € R  (5 )
i£ N r
w here i e  N r m eans operations w h ich  are bound to re­
source r .  N ote that n u m r is a constant va lue in  resource 
constraint scheduling.
F ig .4  shows a part o f the IL P  form ulation  fo r the D F G  
shown in F ig . 1 (a) when the tim e constraint is assum ed to 
be 36ns and the tim e in terva l is assum ed to be 2ns. In  this 
exam ple, the num ber o f used steps is 18 and the num bers o f 
generated variab les and constraints are 74 and 59.
4 IL P -B a s e d  S c h e d u lin g  fo r  B u n d le d -D a ta  
Im p le m e n ta t io n s
4.1 P rob lem  Definition
A lthough  ILP-based  scheduling algorithm s can decide 
an optim um  schedule fo r a g iven  D F G  under tim e or re ­
source constraints, it takes substantial com putation tim e to 
so lve an IL P . Therefore, when a large num ber o f constraints 
and assignm ent variab les are derived  from  a g iven  D F G , the 
algorithm  m ay fa il scheduling.
A cco rd ing  to the IL P  form ulation , w e understand that the 
num ber o f constraints and assignm ent variab les depends on 
the num ber o f steps. Therefo re, w e m ay re lax  the tim e inter­
va l o f steps to reduce the num ber o f constraints and assign­
m ent variab les. H ow ever, there is a situation that the tim e 
in terva l cannot be relaxed to keep a g iven  tim e constraint. 
Fo r exam ple, suppose w e assign the tim e in terva l betw een 
steps to be 2ns and the tim e constraint to be 34ns fo r the 
D F G  shown in F ig .l. In  this case, node 5 cannot be sched­
u led any step because no schedulable step exists betw een 
asapsr, and alapsr, (see F ig .3 (b )). To enum erate schedula­
b le steps fo r a ll nodes under this tim e constraint, w e m ust 
assign the tim e in terva l to In s . O therw ise, w e m ust change 
the tim e constraint.
The source o f the problem  com es from  the fact that steps 
are decided so that they have the same tim e in terva l. A l­
though the use o f these steps is indispensable fo r schedul­
ing o f operations in  synchronous c ircu its, it is inefficien t fo r 
scheduling o f operations in  asynchronous circu its because 
asynchronous circu its do not use a g lobal c lo ck  signal. T h is 
situation m otivates us to develop alternative IL P  form u la­
tion strategy.
A lte rn ative  IL P  form ulation  com es from  the nature o f 
asynchronous c ircu its. In  asynchronous c ircu its, opera­
tions are in itiated  by the com pletion o f preceding opera­
tions. Therefo re, the m ain idea o f our proposed m ethod is 
to decide steps based on approxim ated start tim es o f opera­
tions. T he start tim es o f operations are eas ily  approxim ated 
in  bundled-data im plem entations because the delay o f op­
erations is fixed. A fte r the decision  o f steps, approxim ated 
start tim es are d irectly  converted to assignm ent variab les. 
Fu rther d ifference com pared to the trad itional IL P  form u­
lation  is the generation o f resource assignm ent constraints. 
Resource assignm ent constraints fo r a resource r  are gener­
ated fo r a subset o f steps w h ich  are distinguished by types 
o f resources.
4.2 IL P  F o rm u la tio n  based  on  A pprox im ated  
S ta r t  Tim es
The procedure fo r IL P  form ulation  consists o f three 
steps. F irs t, start tim es are approxim ated fo r each node. 
Then, steps and assignm ent variab les used fo r IL P  form u­
la tion  are decided from  approxim ated start tim es. F in a lly , 
an IL P  is form ulated by using decided steps and assignm ent 
variab les.
4.2.1 A pproxim ation o f S ta rt Times
Start tim es o f each operation are approxim ated from  com ­
p letion  tim es o f preceding operations. Preced ing operations 
are assum ed to:
• D ire ct predecessors
• O perations w h ich  have no data dependence and can 
share the same resource
A lthough  preceding operations are restricted, they are 
m ore p ractica l restrictions. In  m any cases, operations are 
in itiated  by the com pletion o f one o f its predecessors. In  ad­
d ition, w hen resource sharing arises, operations are w aited 
un til the preceding operation that uses the same resource 
com pletes the execution.
Be fo re  the approxim ation o f start tim es, w e define sev­
era l term inologies.
• STi - the set o f start tim es fo r node i (a  start tim e is 
represented by st).
• Pi - the set o f d irect predecessor nodes fo r node i
• Ci - the set o f nodes w h ich  have no data dependence 
and can share the same resource as node i
L e t us illustrate the approxim ation o f start tim es using 
F ig . 1 (a). W e  approxim ate start tim es o f node 8 from  asapc-i 
o f preceding nodes. In  th is case, Pg is {4 }  and Cg is {5 } .  
Therefore, the start tim es o f node 8 correspond to asapc -4 
and asapc-r, (see F ig .5 (a )). H ow ever, in  this case, asapc5 is 
ignored because asapc5 is not in  the range betw een asapsg 
and alapsg. A s  a resu lt, STg is  approxim ated to {9 } .
The approxim ation considering on ly asapcj o f a preced­
ing node j  in  Pi and Ci is ve ry  restrictive. Therefore, the 
num ber o f approxim ated start tim es fo r each node i is at 
most |JV|. To approxim ate start tim es m ore, w e consider 
the possible execution orders o f m ore than tw o preceding 
nodes.
Fo r exam ple, w e approxim ate start tim es o f node 8 in  
F ig .1 (a ) from  the possib le execution order o f tw o preceding 
nodes. Pg and Cg are {4 }  and {5 } ,  respective ly. Then, 
w e approxim ate start tim es fo r nodes 4 and 5. P 4, C 4, P 5, 
and C 5 are {source}, {1 ,2 ,3 ,6 ,7 } , {source}, and { 0} .  
N ote that node 8 is not included  in  C 5 because start tim es 
o f node 8 is the target. F rom  asapcj o f node j  in  P4, C 4 , 
and P 5, ST4: is {0 ,9 ,1 8 } and ST 5 is {0 } .  N ext, start tim es 
o f node 8 are approxim ated from  possible com pletion tim es 
o f node 4 and node 5. Those are calcu lated  by st €  S T 4 
plus del ay 4 and st e  ST 5 plus delay5 . A s  a resu lt, STg is 
approxim ated to {8 ,9 ,1 8 ,2 7 }. Because 8 and 27 are out o f 
range betw een asapsg and alapsg, STg is fin a lly  {9 ,1 8 }. 































Figure 5. Approximation of start times: 
(a)from one preceding node and (b) from the 
possible execution order of two preceding 
nodes.
Figure 6. (a)Decided steps and (b)Steps for 
resource add.
T heoretica lly , a ll possible start tim es fo r node i can be 
approxim ated w hen w e enum erate the possible execution 
order o f |JV| — 1 nodes. H ow ever, it takes so long tim e 
fo r approxim ation w hen | iV | is very large. Therefore, w e 
im plem ent the approxim ation m ethod w h ich  enum erates the 
possible execution orders up to fou r nodes.
4.2.2 Decision of Steps and  Assignment Variables from  
A pproxim ated S ta rt Times
A fte r the approxim ation o f start tim es, the union set o f STi 
is taken. Then, start tim es in  the union set are translated into 
steps. F ig .6(a ) shows the decided steps fo r the D F G  shown 
in  F ig . 1 (a). N ote that steps decided by the approxim ation o f 
start tim es have d ifferent tim e in terva ls than steps decided 
by c lo ck  cycles. A fte r steps are decided, each start tim e st 
in  STi is translated into an assignm ent variab le  Xij.
4.2.3 IL P  form ulation
From  decided steps and assignm ent variab les, the ob jec­
tive  function  and constraints fo r ILP-based  scheduling are 
form ulated as explained in  Section  3 except fo r resource
Table 1. Param eters o f u sed  reso u rces.









assignm ent constraints. To generate resource assignm ent 
constraints, steps are d istinguished by the type o f resources. 
The set o f steps, L r, fo r a resource r  consists o f steps w here 
a node bound to resource r  can be scheduled. Consequently, 
constraint (5 ) is rew ritten  as fo llow s:
y ,  Xi.i -  nurrir < 0 ,V I  €  L r ,\/r  € R  (6 )
i £ N r
F ig .6 (b ) shows steps fo r resource add. Because there is no 
operation bound to resource add that can be started from  
steps 1, 5, and 6, L add is { 0 , 2 , 3 , 4 } .  Therefore, resource 
assignm ent constraints fo r resource add are generated for 
steps in  Ladd-
Com pared to the trad itional IL P  form ulation  shown in 
F ig .4 , 7 steps, 27 variab les, and 23 constraints are gener­
ated. A s  the effect o f our proposed IL P  form ulation , the 
num bers o f steps, assignm ent variab les, and constraints are 
reduced.
5 E x p e r im e n ta l  R e su lts
In  experim ents, w e show the effectiveness o f our 
proposed IL P  form ulation  fo r asynchronous circu its in  
bundled-data im plem entation. To show the effectiveness, 
w e com pare the num ber o f steps, variab les, and constraints 
betw een trad itional IL P  form ulation  and our proposed IL P  
form ulation  fo r several benchm arks. Then, w e observe 
the effect o f IL P  form ulations from  the com parison o f 
the scheduling tim e, latency, and the num ber o f required 
resources. Fo r com parison, w e have im plem ented both 
IL P  form ulations in  Java . W ith  the selection o f fo rm ula­
tion strategies, designers can select e ither tim e constraint 
scheduling or resource constraint scheduling. A s  an IL P  
so lver, C P L E X  [6 ] has been used. Schedu ling  is carried  
out on an W ind ow s m achine w ith  a Pentium 4 processor 
(3 .4 G H z ) and a 2 G  m em ory.
Table 1 shows resources used in  the experim ents w ith  
the param eters o f delay and area. Those values are obtained 
by synthesizing V erilog  H D L  descriptions using X ilin x  IS E  
Se rv iceP ack  [7] and Vertex-II pro [8 ], N o te that the d ivider 
div cannot be synthesized. Therefore, w e assum ed the area 
and the delay to be tw o tim es m ore than the m u ltip lie r mul.
The experim ental results o f tim e constraint scheduling 
are shown in  Table 2. Fo r each benchm ark, tw o row s are 
used to show the results o f the trad itional IL P  form ulation 
(every first row ) and our proposed IL P  form ulation  (every 
second ro w ). The colum ns labeled  w ith  N  and T C  represent 
the num ber o f nodes and the tim e constraint. T he value o f 
the colum n In t in  every first row  represents the tim e in terval 
betw een steps. O n  the other hand, the value o f the colum n 
In t in  every second row  represents the num ber o f preced­
ing nodes used fo r the enum eration o f possib le execution
orders. W h en  T C  is set to the c ritica l path o f operations, 
the value o f In t in  every first row  m ight be 1 (i.e ., the tim e 
in terva l betw een steps was 1). O therw ise, there is a node 
whose start tim e is not approxim ated. The va lue o f In t in  
every second row  is decided so that the sam e scheduling 
result as the trad itional one (i.e ., the num ber o f requ ired  re ­
sources) is obtained. The colum ns Step and F T  represent 
the num ber o f steps and the tim e o f IL P  form ulation, re ­
spectively. T he colum ns V ar and Const represent the num ­
ber o f variab les and constraints used in  IL P s . T he colum n 
R T  represents the run tim e o f C P L E X . W e  assum e 1 hour 
as the lim ita tion  o f C P L E X  run tim e. A ll other colum ns 
w ith  labels o f resources represent the num ber o f required 
resources. The sym bol m eans that the resu lt can not be 
obtained because the run tim e o f C P L E X  exceeds 1 hour. 
The sym bol “ * ”  in  the last co lum n O pt represents that the 
optim um  schedule is obtained. It  m eans that the num ber o f 
required resources is a ll one o r equal to the one w hen the 
tim e in terval in  the trad itional IL P  form ulation  is set to be 
In s .
In  tim e constraint scheduling, the run tim e o f C P L E X  is 
reduced in  m ost o f cases w hen our IL P  form ulation  is used. 
T h is is because the num ber o f constraints and variab les in  
our IL P  form ulation  is less than that o f the trad itional IL P  
form ulation. In  particu lar, the run tim e o f C P L E X  fo r our 
IL P  form ulation  is very short in  id ctrow (3 ) even though the 
result cou ld  not be obtained in  the trad itional IL P  form u la­
tion.
The experim ental results o f resource constraint schedul­
ing are shown in  Table 3. A s  before, tw o row s are used to 
show the results o f the trad itional IL P  form ulation  (every 
first ro w ) and our proposed IL P  form ulation  (every second 
ro w ). T he colum n labeled  w ith  R e f represents a reference 
tim e to calcu late  A L A P  schedule. T he colum ns labeled  w ith  
resource nam es represent constraints fo r resource num bers. 
A s  sam e as tim e constraint scheduling, the value o f In t in  
every second row  is decided so that the sam e scheduling 
resu lt as the trad itional one (i.e ., the execution tim e) is ob­
tained. T he colum ns Step and F T  represent the num ber o f 
steps and the tim e o f IL P  form ulation, respective ly. The 
colum ns V ar and Const represent the num ber o f variab les 
and constraints used in  IL P s . T he colum n R T  represents 
the run tim e o f C P L E X . A s  before, w e assum e 1 hour as 
the lim ita tion  o f C P L E X  run tim e. The co lum n E T  repre­
sents the execution tim e o f operations obtained by schedul­
ing. T he sym bol “ * ”  in  the last co lum n O pt represents that 
the optim um  schedule is obtained. It m eans that the exe­
cution  tim e o f operations is equal to the one when the tim e 
in terva l in  the trad itional IL P  fo rm ulation  is set to be In s .
In  resource constraint scheduling, the run tim e o f 
C P L E X  is reduced in  m ost o f cases as tim e constraint 
scheduling w hen our IL P  form ulation  is used. In  particu ­
lar, scheduling results fo r ew f(2 ) and sshu(2) are obtained 
w ith in  the tim e lim ita tion  w here the results are not obtained 
in  the trad itional IL P  form ulation. H ow ever, the optim um  
resu lt cannot be obtained in  s sh u (l) and id ctrow (2 ) w here 
the num ber o f variab les is less that that o f the trad itional 
IL P  form ulation. The reason d irectly  com es from  the fact 
that the approxim ation o f start tim es is restricted. A nother 
note is that the run tim e o f C P L E X  is also w orse in  these 
cases even though the num ber o f variab les is reduced. It 
is considered that the run tim e o f C P L E X  depends on the 
generated form ula.







a d d s u b c o m p o r s f  I s f r m u l d i v Opt
diffeq ii 34 1 34 0.29 109 80 0.02 1 1 1 3 *
(t) I 7 0.07 27 23 <  0.00 I I I 3
diffeq 11 51 3 17 0.05 108 67 0.08 1 1 1 ")
(2) I 13 0.08 40 35 0.05 I I I j
diffeq 11 68 3 23 0.08 174 91 0.02 1 1 1 I
(3) 4 21 0.15 68 50 0.02 I I I 1
ewf 34 115 1 115 0.18 242 137 0.02 3 3
(t) I 18 0.07 72 63 <  0.00 3 3
ewf 34 173 3 58 0.16 749 177 1.08 i 1
(2) I 46 0.18 396 140 0.05 1 1
ewf 34 230 1 115 0.25 2082 284 1609.81 1 1
(3) 4 96 2.25 1241 228 1.38 I 1
sshu 42 206 1 206 0.38 964 419 0.06 i ? ?
t o I 52 0.16 174 133 <  0.00 1 0 0
sshu 42 309 3 103 0.26 1776 363 2.84 I I I
(2) 1 152 0.36 715 373 1.69 I 1 1
idctrow 67 84 I 84 0.24 1236 421 0.16 4 3 I 1 4 6
(I) I 30 0.16 260 172 0.05 4 3 I 1 4 6
idctrow 67 126 3 42 0.18 1366 341 501.72 i i 1 1 ? ?
(2) 1 60 0.39 879 301 6.06 1 1 I 1 0 0
idctrow 67 168 3 56 0.21 2304 425 >  111 - - - - - -
(3) j 64 0.40 940 309 4.33 1 1 1 1 0 0
Table 3. Result of resource constraint schedul
Name N Ref
[us]







diffeq 11 51 [ 1 [ 1 3 17 0.05 102 68 <  0.00 35 *
(t) 1 1 1 1 I 13 0.04 32 28 <  0.00 35
diffeq II 68 1 1 1 I 3 23 0.07 173 92 0.03 62
(2) 1 1 1 I 4 11 0.13 67 37 0.02 62
ewf 34 173 ? 1 3 58 0.16 756 182 12.48 132
(t) 0 I I 46 0.19 403 142 1.28 132
ewf 34 230 I 1 i 115 0.24 2128 290 >  111 -
(2) 1 I 4 96 2.29 1290 232 0.64 223
sshu 42 309 ? 1 1 3 103 0.25 1799 365 0.56 210 *
(t) 0 I I 4 200 1.32 1529 536 499.41 213
sshu 42 309 I 1 1 3 103 0.40 1799 365 >  111 -
(2) 1 I I 4 200 1.35 1529 537 1476.69 225
idctrow 67 126 3 3 1 1 3 3 i 63 0.24 2034 441 232.77 102
(t) 3 3 1 I 3 3 1 60 0.38 886 304 20.38 102
idctrow 67 126 ") ") 1 1 1 1 3 42 0.18 1369 350 172.67 113
(2) j j 1 I 1 1 j 60 0.38 886 307 1394.72 119
ng.
From  these experim ents, w e can say that our IL P  form u­
lation  is e ffective  fo r asynchronous c ircu its in  bundled-data 
im plem entation. Com pared to the trad itional IL P  fo rm u la­
tion, the schedule o f operations can be determ ined in  short 
tim e preserving the q uality o f resu lting  circu its. Because 
the scheduling problem  is form ulated w ith  less num ber o f 
constraints and variab les, w e expect that our proposed IL P  
form ulation  is p articu la rly  useful fo r large D FG s.
6 C o n c lu s io n s
In  this paper, we have proposed a new  ILP-based  
scheduling m ethod fo r asynchronous c ircu its in  bundled- 
data im plem entation. In  the m ethod, the IL P  form ulation  
is carried  out based on approxim ated start tim es o f opera­
tions. Because less num ber o f variab les and constraints is 
requ ired  in  m ost o f cases com pared to the trad itional IL P  
form ulation , the schedule o f benchm arks includ ing  rea listic  
exam ples has been determ ined in  short tim e preserving the 
quality o f resu lting  circu its.
A s  future w ork, we are going to extend our IL P  form u­
lation  to deal w ith  p ipe lin ing  and other resources such as 
registers. W e  are also going to extend a trad itional heuristic 
scheduling algorithm  to deal w ith  larger descriptions so that 
approxim ated start tim es are used fo r scheduling.
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