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THE BERNSTEIN INEQUALITY FOR SLICE REGULAR
POLYNOMIALS
ZHENGHUA XU
Abstract. Due to the invalidation of the Gauss-Lucas type result for quaternionic
polynomials, we first give in this paper an alternative proof of the Bernstein in-
equality in Lp(1 ≤ p ≤ +∞) for slice regular polynomials by the Feje´r kernel and
the Minkowski inequality. Secondly, we extend a result of Ankeny-Rivlin to the
quaternionic setting via the Hopf lemma. By the way, some Turan inequalities are
established for slice regular polynomials.
1. Introduction
Let Pn(C) be the class of complex polynomials P (z) =
∑n
j=0 ajz
j , where aj ∈ C, j =
0, 1, . . . , n. For P ∈ Pn(C), define
‖P‖p :=
(
1
2π
∫ 2pi
0
|P (eiθ)|pdθ
) 1
p
, 0 < p < +∞,
and
‖P‖∞ := max
|z|=1
|P (z)| = max
|z|≤1
|P (z)|.
For any P ∈ Pn(C), it holds that
‖P ′‖p ≤ n‖P‖p, 0 < p ≤ +∞.(1.1)
The case p = +∞ of (1.1) is known as the Bernstein inequality which is one of the
most powerful tools with many important applications in approximation theory. It was
proved by Zygmund [26] with the aid of an interpolation of Riesz for 1 ≤ p < +∞ and
by Arestov [2] by using the Jensen formula and the subharmonic function for 0 < p < 1.
For more extensions of the Bernstein inequality for complex polynomials, we refer to
[4, Chapter 1], [7, Chapter 4], [17, Chapter 2], [18, Chapter 14] and [13].
Recently, the classical Bernstein inequality has been extended to the quaternionic
setting depending heavily on the Gauss-Lucas type theorem and the structure of zero
sets for quaternionic slice regular polynomials [8]. However, the method used in [8] is
not valid for the octonionic and Clifford algebraic cases. What is worse, the alleged
Gauss-Lucas type theorem given in [25] for quaternionic polynomials has not been
verified since there exits a deadly mistake in [25, Proposition 3.14]. Very recently,
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Ghiloni and Perotti have proved that the Gauss-Lucas type result in [25] is correct only
for quaternionic polynomials of degree d = 2 [12]. Hence, it is necessary to prove the
Bernstein inequality for quaternions in other ways.
In this paper, we shall first give an alternative proof of the Bernstein inequality for
quaternions in a more general version. Precisely speaking, we establish the analogy of
(1.1) for 1 ≤ p ≤ +∞ in the setting of quaternions by applying the Feje´r kernel and the
Minkowski inequality, which is also applicable to both octonions and Clifford algebras.
In fact, our method can be used to establish the case 1 ≤ p ≤ +∞ of (1.1) for complex
polynomials with coefficients valued in real or complex normed linear spaces.
To state our results, let us recall some preliminary definitions and notation for quater-
nions.
Denote by H the non-commutative, associative, real algebra of quaternions with
standard basis {1, i, j, k}, subject to the multiplication rules
i2 = j2 = k2 = ijk = −1.
Every element q = x0 + x1i+ x2j + x3k in H is composed by the real part Re (q) = x0
and the imaginary part Im (q) = x1i + x2j + x3k. The conjugate of q ∈ H is then
q¯ = Re (q) − Im (q) and its modulus is defined by |q| = √qq =
√
x20 + x
2
1 + x
2
2 + x
2
3.
The inverse of each nonzero element q of H is given by q−1 = |q|−2q. Every q ∈ H
can be expressed as q = x + yI, where x, y ∈ R and I = Im(q)/|Im (q)| if Im q 6= 0,
otherwise we take I arbitrarily such that I2 = −1. Here I is an element of the unit
2-sphere of purely imaginary quaternions,
S =
{
q ∈ H : q2 = −1}.
For every I ∈ S, we denote by CI the plane R ⊕ IR, isomorphic to C, and by BI
the intersection B ∩ CI , where B = {q ∈ H : |q| < 1} denotes the open unit ball of
quaternions.
Throughout this paper, we consider the quaternionic polynomials in the form of
P (q) =
n∑
j=0
qjaj, aj ∈ H, j = 0, 1, . . . , n.
In fact, those polynomials are (left) slice regular functions in the sense of Gentili and
Struppa [10]. For the slice regular polynomial P (q) =
∑n
j=0 q
jaj , its derivative is
defined as
P ′(q) =
n∑
j=1
qj−1jaj .
Let Pn(H) be the class of slice regular polynomials P (q) =
∑n
j=0 q
jaj, aj ∈ H, j =
0, 1, . . . , n. Let PI be the restriction of P to CI . For P ∈ Pn(H), define
‖P‖p := sup
I∈S
(
1
2π
∫ 2pi
0
|PI(eIθ)|pdθ
) 1
p
, 0 < p < +∞,
and
‖P‖∞ := max
|q|=1
|P (q)|.
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With the above notation, we can now present the first main result as follows.
Theorem 1.1. For P ∈ Pn(H) and 1 ≤ p ≤ +∞, we have
‖P ′‖p ≤ n‖P‖p.(1.2)
The inequality is sharp. It becomes an equality for P (q) = qnan with an ∈ H.
Remark 1.2. For complex polynomials, the Bernstein inequality in the statement of
Theorem 1.1 is obtained, for example, by Corollary 14.6.4, p. 553 in the book [18], for
all 0 < p ≤ +∞. The Bernstein inequality for quaternionic polynomials in the case
when 0 < p < 1 remains as an open question.
The refinement of the Bernstein inequality was conjectured by Erdo¨s and proved by
Lax [16] stating that
‖P ′‖∞ ≤ n
2
‖P‖∞(1.3)
for those complex polynomials P ∈ Pn(C) which have no zero in the open unit disk
D = {z ∈ C : |z| < 1}. See [3] and references therein for other proofs of this inequality.
As pointed out in [8, Theorem 3.1], the Erdo¨s-Lax inequality (1.3) fails in the quater-
nionic setting in general and holds true for a subclass of the quaternionic polynomials
as follows.
Proposition 1.3. Assume that P ∈ Pn(H) has no zero in the ball B and the zeros of
P are either spheres and/or real points and in addition to possibly up to one isolated
zero α ∈ H\R that has multiplicity 1. Then
‖P ′‖∞ ≤ n
2
‖P‖∞.
Using the convex combination identity for slice regular functions [19], we shall offer a
brief method to establish the following version which contains the result in Proposition
1.3. Note that the proof of Proposition 1.4 is also valid for the octonion or Clifford
algebra valued polynomials with all coefficients in a complex plane. In fact, we can find
that the hypothesis in Proposition 1.4 that the slice regular polynomial preserves one
slice can not be omitted in general as shown by the example P (q) = q2 − q(i+ j) + k.
Proposition 1.4. Let P ∈ Pn(H). If PI has no zero in the open unit disk BI ⊂ CI
and PI(CI) ⊂ CI for some I ∈ S, then
‖P ′‖∞ ≤ n
2
‖P‖∞.
For the slice regular polynomial P (q) =
∑n
j=0 q
jaj , denote P˜ (q) =
∑n
j=0 q
jan−j =
qnP (1q ). It follows that
max
|q|=R
|P (q)| = Rn max
|q|=R
|q−nP (q)| = Rn max
|q|=R
∣∣P˜ (1
q
)
∣∣ = Rn max
|q|=1/R
|P˜ (q)|,
As in the complex case, we have, by the maximum modulus principle for slice regular
functions [9, Theorem 7.1],
max
|q|=1/R
|P˜ (q)| ≤ max
|q|=1
|P˜ (q)| = max
|q|=1
|P (1
q
)| = max
|q|=1
|P (q)|, R > 1.
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Hence,
max
|q|=R
|P (q)| ≤ Rnmax
|q|=1
|P (q)|, R > 1.(1.4)
We also establish the following result for 0 < R < 1.
Theorem 1.5. For P ∈ Pn(H), we have
max
|q|=R
|P (q)| ≥ Rnmax
|q|=1
|P (q)|, 0 < R < 1.(1.5)
As an application of the Erdo¨s-Lax inequality, Ankeny and Rivlin strengthened the
complex version of (1.4) as follows [1].
Theorem 1.6. Let P ∈ Pn(C) be such that ‖P‖∞ = 1. If P has no zero in D, then
max
|z|=R
|P (z)| ≤ 1 +R
n
2
, R > 1,
with equality only for P (z) = (λ+ µzn)/2, where λ, µ ∈ ∂D.
As pointed out in [1], the converse of Theorem 1.6 is false as shown by the example
P (z) = (z + 12 )(z + 3). However, the following result for complex polynomials in the
converse direction is valid. In fact, we can prove it in the quaternionic setting via the
Hopf lemma, instead of the Gauss-Lucas theorem.
Theorem 1.7. Let P ∈ Pn(H) be such that P (1) = ‖P‖∞ = 1, and
max
|q|=R
|P (q)| ≤ 1 +R
n
2
, 1 < R < δ + 1,
where δ is any positive number. Then P does not have all its zeros within the open unit
ball B.
The remaining part of this paper is organized as follows. In Section 2, we shall prove
Theorem 1.1 and then give some interesting remarks. For completeness, the proof of
Proposition 1.4 is also given in Section 2. Finally, we establish Theorems 1.5 and 1.7
in Section 3. It is worth mentioning that Proposition 3.5 is vital to prove Theorems
1.5 and 1.7 due to the non-commutativity of quaternions.
2. Proof of Theorem 1.1 and Proposition 1.4
To prove Theorem 1.1, we resort to the Feje´r kernel. The Feje´r kernel is given by
Fn(x) =
1
n+ 1
n∑
k=0
Dk(x),
where
Dk(x) =
k∑
s=−k
eisx
is the k-th order Dirichlet kernel.
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It can also be written in a closed form as
Fn(x) =
1
n+ 1
(
sin (n+1)x2
sin x2
)2
=
1
n+ 1
1− cos(n+ 1)x
1− cos x .
The important feature of the Feje´r kernel is the fact that it is non-negative. The Feje´r
kernel can also be expressed as
Fn(x) =
n∑
j=−n
(
1− |j|
n+ 1
)
eijx.(2.1)
Let g : R→ H be continuous and 2π-periodic. Consider its Fourier series
g(θ) =
+∞∑
j=−∞
eijθcj, cj =
1
2π
∫ 2pi
0
e−ijθg(θ)dθ.
The n-th partial sum of the Fourier series is given by
sn(θ; g) =
n∑
j=−n
eijθcj =
1
2π
∫ 2pi
0
Dn(θ − ϕ)g(ϕ)dϕ
and the corresponding n-th Cesa`ro sum has the expression
σn(θ; g) =
1
n+ 1
n∑
j=0
sj(θ; g) =
1
2π
∫ 2pi
0
Fn(θ − ϕ)g(ϕ)dϕ.(2.2)
From (2.1), we thus have
σn(θ; g) =
n∑
j=−n
(1− |j|
n+ 1
)eijθcj .(2.3)
for any g(θ) =
∑+∞
j=−∞ e
ijθcj.
With above preliminaries, we come to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Starting from the slice regular polynomial P (q) =
∑n
j=0 q
jaj,
for any fixed I ∈ S, we introduce the continuous and 2π-periodic function g : R → H
via
g(θ) = eInθP (e−Iθ).
It is evident that
|g(θ)| = |eInθP (e−Iθ)| = |P (e−Iθ)|,(2.4)
and
g(θ) =
n∑
j=0
eIjθan−j.(2.5)
Notice that
1
n
q−(n−1)P ′(q)
∣∣∣∣
q=eIθ
=
n∑
j=0
j
n
e(j−n)Iθaj =
n−1∑
j=0
(1− j
n
)e−Ijθan−j.(2.6)
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The right side is equal to σn−1(−θ; g) due to (2.3).
From equality (2.2), it follows that
σn−1(−θ; g) = 1
2π
∫ 2pi
0
Fn−1(−θ − ϕ)g(ϕ)dϕ.(2.7)
Combing this with (2.6), we have
1
n
|q−(n−1)P ′(q)|
∣∣∣∣
q=eIθ
≤ 1
2π
∫ 2pi
0
Fn−1(−θ − ϕ)|g(ϕ)|dϕ
=
1
2π
∫ 2pi
0
Fn−1(θ + ϕ)|g(ϕ)|dϕ
=
1
2π
∫ 2pi
0
Fn−1(ϕ)|g(ϕ − θ)|dϕ,
which implies that, by the Minkowski inequality for 1 ≤ p < +∞ and (2.4),(∫ 2pi
0
∣∣∣P ′(eIθ)
n
∣∣∣p dθ
2π
) 1
p
≤
∫ 2pi
0
dϕ
2π
(∫ 2pi
0
F pn−1(ϕ)|g(ϕ − θ)|p
dθ
2π
) 1
p
=
∫ 2pi
0
Fn−1(ϕ)
dϕ
2π
(∫ 2pi
0
|g(−θ)|p dθ
2π
) 1
p
=
(∫ 2pi
0
|P (eIθ)|p dθ
2π
) 1
p
.
Hence,
‖P ′‖p ≤ n‖P‖p, 1 ≤ p < +∞.
From (2.4), (2.6) and (2.7), the case of p = +∞ can be easily obtained. The proof
is complete. 
It is worth mentioning that the proof of Theorem 1.1 in the case p = +∞ follows
the method of [18, Theorem 14.1.1].
Two useful remarks concerning Theorem 1.1 are in order.
Remark 2.1. Denote by R0,m the real Clifford algebra overm imaginary units e1, e2, . . . , em
which satisfy eiej + ejei = −2δij . An element a in R0,m is denoted by a =
∑
A aAeA,
where aA ∈ R, A = h1 . . . hr, 1 ≤ h1 < . . . < hr ≤ m, eA = eh1 . . . ehr and e∅ = 1. The
modulus of a is defined by |a| = (∑A |aA|2) 12 . Note that the equality |ab| = |a||b| does
not hold generally for a, b ∈ R0,m when m ≥ 3. However, (2.4) still holds for Clifford
algebras due to the following.
Lemma 2.2. ([14, Theorem 3.14]) For a, b ∈ R0,m with bb = |b|2, we have
|ab| = |a||b|.
In particular,
|xb| = |x||b|
for any paravector x = x0 + x1e1 + . . . + xmem ∈ Rm+1.
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Hence, taking the same process as in Theorem 1.1, we can get the following Bern-
stein inequality in the Clifford algebra setting by the maximum modulus principle for
slice monogenic functions [20, Theorem 3.1]. See [6] for the precise definition of slice
monogenic functions.
Theorem 2.3. Let P (x) =
∑n
j=0 x
jaj : R
m+1 → R0,m be a (left) slice monogenic poly-
nomial of degree n with Clifford algebraic coefficients an ∈ R0,m. Then
‖P ′‖ ≤ n‖P‖,
where the norm of P is defined by ‖P‖ = max|x|≤1 |P (x)|.
Moreover, equality holds if and only if P (x) = xnan for some an ∈ R0,m.
Remark 2.4. In fact, the non-associative nature of octonions plays no role in (2.5) and
(2.6) in the proof of Theorem 1.1 since Artin’s theorem (cf. [23]) implies that the
subalgebra generated by two elements in octonions is associative. Hence Theorem 1.1
still holds for octonionic slice regular polynomials in the sense of Gentili and Struppa
in [11].
Now let us prove Proposition 1.4.
Proof of Proposition 1.4. Let P =
∑n
j=0 q
jaj be the polynomial as described in the
proposition. Notice that PI(CI) ⊂ CI for some I ∈ S, equivalently, aj ∈ CI for
j = 0, 1, . . . , n, which implies that P ′I(CI) ⊂ CI . The classical Erdo¨s-Lax inequality
applied to PI yields that
‖P ′I‖ ≤
n
2
‖PI‖,(2.8)
where ‖PI‖ = maxq∈∂BI |PI(q)|.
Using the convex combination identity for slice regular functions [19], it holds that
|P ′(α+ βJ)|2 = 1 + 〈J, I〉
2
|P ′(α+ βI)|2 + 1− 〈J, I〉
2
|P ′(α− βI)|2,(2.9)
where 〈·, ·〉 is Euclidean inner product in R3.
From (2.8) and (2.9), we have
|P ′(α+ βJ)| ≤ n
2
‖PI‖ ≤ n
2
‖P‖∞, ∀α+ βJ ∈ BJ , ∀J ∈ S,
as desired. 
3. Proof of Theorems 1.5 and 1.7
Now we recall some necessary definitions and properties from [5, 15, 9] in order to
prove Theorem 1.7.
Definition 3.1. Let f , g : B→ H be two slice regular functions of the form
f(q) =
∞∑
n=0
qnan, g(q) =
∞∑
n=0
qnbn.
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The regular product (or ∗-product) of f and g is the slice regular function defined by
f ∗ g(q) =
∞∑
n=0
qn
( n∑
k=0
akbn−k
)
.
Notice that the ∗-product is associative and is not, in general, commutative. Its
connection with the usual pointwise product is clarified by the following result.
Proposition 3.2. Let f and g be slice regular on B. Then for all q ∈ B,
f ∗ g(q) =
{
f(q)g(f(q)−1qf(q)) if f(q) 6= 0;
0 if f(q) = 0.
We remark that if q = x+ yI and f(q) 6= 0, then f(q)−1qf(q) has the same modulus
and same real part as q. Therefore f(q)−1qf(q) lies in the same 2-sphere x + yS as
q. Notice that a zero x0 + y0I of the function g is not necessarily a zero of f ∗ g, but
some element on the same sphere x0+ y0S does. In particular, a real zero of g is still a
zero of f ∗ g. To present a characterization of the structure of the zero set of a regular
function f , we introduce the regular conjugate of f
f c(q) =
∞∑
n=0
qna¯n,
and the symmetrization of f
f s(q) = f ∗ f c(q) = f c ∗ f(q) =
∞∑
n=0
qn
( n∑
k=0
aka¯n−k
)
.
Proposition 3.3. Let f be a slice regular function on B(0, R) = {q ∈ H : |q| < R} and
choose S = x + yS ⊂ B(0, R). The zeros of f in S are in one-to-one correspondence
with those of f c. Furthermore, f s vanishes identically on S if and only if f s has a zero
in S, if and only if f has a zero in S (if and only if f c has a zero in S).
Remark 3.4. It is easy to see that f c(·) = f(·) for any complex polynomial f . However,
this result does not hold for slice regular polynomials.
Hence, we also need the following result to prove Theorems 1.5 and 1.7.
Proposition 3.5. ([22, Proposition 3.2]) Let f be a slice regular function on B(0, R).
For any sphere of the form x+ yS contained in B(0, R), the following equality holds
sup
I∈S
|f(x+ yI)| = sup
I∈S
|f c(x+ yI)|.
Let us prove Theorem 1.5.
Proof of theorem 1.5. Assume P (q) =
∑n
j=0 q
jaj and denote Q(q) =
∑n
j=0 q
jan−j =
qnP c(1q ). For r > 0, we have, by Proposition 3.5,
max
|q|=r
|Q(q)| = rnmax
|q|=r
∣∣P c(1
q
)
∣∣ = rnmax
|q|=r
∣∣P (1
q
)
∣∣ = rn max
|q|=1/r
|P (q)|.
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Hence, by the maximum modulus principle for slice regular functions,
max
|q|=R
|P (q)| = Rn max
|q|=1/R
|Q(q)| ≥ Rnmax
|q|=1
|Q(q)| = Rnmax
|q|=1
|P (q)|, 0 < R < 1,
as desired. 
To establish the complex version of Theorem 1.7, Ankeny and Rivlin used the fol-
lowing lemma in terms of the Laguerre Theorem. Here we give an elementary proof for
the sake of completeness.
Lemma 3.6. If
P (z) = (z − z1) · · · (z − zn)
where zm ∈ D = {z ∈ C : |z| < 1} for m = 1, 2, . . . , n, then∣∣∣P ′(a)
P (a)
∣∣∣ > n
2
, ∀ a ∈ ∂D.
Proof. Let a = eiθ for some θ ∈ R. Then,
Re
eiθ
eiθ − zm >
1
2
for zm ∈ D, m = 1, 2, . . . , n. Hence,∣∣∣P ′(a)
P (a)
∣∣∣ ≥ Re(eiθP ′(eiθ)
P (eiθ)
)
=
n∑
m=1
Re
eiθ
eiθ − zm >
n
2
.

Now we can give the proof of Theorem 1.7.
Proof of theorem 1.7. Let us consider the symmetrization P s of the quaternionic poly-
nomial P . From Proposition 3.2, it holds that
P s(q) =
{
P (q)P c(P (q)−1qP (q)) if P (q) 6= 0;
0 if P (q) = 0.
(3.1)
Hence
max
|q|=R
|P s(q)| = max
{q∈H : |q|=R,P (q)6=0}
|P s(q)|
= max
{q∈H : |q|=R,P (q)6=0}
|P (q)P c(P (q)−1qP (q))|
≤ max
|q|=R
|P (q)| max
{q∈H : |q|=R,P (q)6=0}
|P c(P (q)−1qP (q))|
≤ max
|q|=R
|P (q)|max
|q|=R
|P c(q)|,
Combining this with Proposition 3.5, we have
max
|q|=R
|P s(q)| ≤ max
|q|=R
|P (q)|max
|q|=R
|P c(q)| = max
|q|=R
|P (q)|2,
which implies that, by assumption,
‖P s‖∞ ≤ ‖P‖2∞ = 1,(3.2)
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and
max
|q|=R
|P s(q)| ≤
(1 +Rn
2
)2
≤ 1 +R
2n
2
, 1 < R < δ + 1.(3.3)
The condition P (1) = 1 implies obviously that P c(1) = 1, and then, by (3.1),
P s(1) = 1.(3.4)
From (3.2) and (3.4), we see that ‖P s‖∞ = P s(1) = 1. If P s is constant, then the claim
is trivial. Otherwise, the Hopf lemma [21, Lemma 15.3.7] shows that (P s)
′
(1) > 0.
Then, given any ǫ > 0, sufficiently small, we have
|P s(1 + ǫ)− P s(1)| = P s(1 + ǫ)− 1 ≤ 1 + (1 + ǫ)
2n
2
− 1.
Hence
0 < (P s)
′
(1) ≤ n.(3.5)
Suppose that P has all its zeros in B. From Proposition 3.3, we see that P s has all
its zeros in B. Noticing that P s is a quaternionic polynomial with real coefficients, we
have, by (3.4) and Lemma 3.6,
|(P s)′(1)| > n,
which contradicts inequality (3.5). Now the proof is complete. 
An inverse inequality of (1.3) was proved by Turan [24], which says that
‖P ′‖∞ ≥ n
2
‖P‖∞
for the complex polynomial P ∈ Pn(C) with all zeros in D.
From the proof of Theorem 1.7, we obtain the following Turan inequality.
Proposition 3.7. If P ∈ Pn(H) has all its zeros in B and P (1) = ‖P‖∞, then
‖P ′‖∞ ≥ n
2
‖P‖∞.
Remark 3.8. For complex polynomials, the condition P (1) = ‖P‖∞ in Proposition
3.7 is not essential. Indeed, we can consider the polynomial Q(z) = P (z0z)P (z0)
when |P (z0)| = ‖P‖∞ for some z0 ∈ ∂D. Furthermore, there are many quaternionic
polynomials satisfying the statement of Proposition 3.7 such as P (q) = (q2 + 2rq +
1)(qn−2u + qn−3u) for any r ∈ [0, 1], integer n ≥ 2 and quaternion u. However, the
construction of a concrete example of quaternionic polynomial of degree d ≥ 3 with
not all coefficients in the same plane and satisfying the hypothesis of Proposition 3.7
remains as an open question.
Proposition 3.9. If P ∈ P2(H) has all its zeros in B, then
‖P ′‖∞ ≥ ‖P‖∞.
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Proof. By assumption, the quaternionic polynomial P ∈ P2(H) can be described as
P (q) = (q − α) ∗ (q − β) = q2 − q(α+ β) + αβ,
for some α, β ∈ H with |α|, |β| ≤ 1. Then we obtain readily ‖P‖∞ ≤ 2 + |α + β| and
P ′(q) = 2q − (α+ β). Let us now show that
‖P ′‖∞ = max
|q|=1
|P ′(q)| = 2 + |α+ β|.
If α+β = 0, this result is trivial. Otherwise, notice that ‖P ′‖ ≤ 2+ |α+β| and choose
q = − α+β|α+β| , as desired. 
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