We will show that if u 0 ∈ L p loc (R 2 ) for some constant p > 1, 0 ≤ u 0 ≤ (2/β)|x| −2 , and u 0 (x) − (2/β)(|x| 2 + k ) −1 ∈ L 1 (R 2 ) for some constants β > 0, k > 0, then the rescaled function w(x, t) = e 2βt u(e βt x, t) of the solution u of the Ricci flow equation u t = ∆ log u, u > 0, in R 2 × (0, ∞), u(x, 0) = u 0 (x) in R 2 , will converge to φ β,k0 (x) = (2/β)(|x|
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We will show that if u 0 ∈ L p loc (R 2 ) for some constant p > 1, 0 ≤ u 0 ≤ (2/β)|x| −2 , and u 0 (x) − (2/β)(|x| 2 + k ) −1 ∈ L 1 (R 2 ) for some constants β > 0, k > 0, then the rescaled function w(x, t) = e 2βt u(e βt x, t) of the solution u of the Ricci flow equation u t = ∆ log u, u > 0, in R 2 × (0, ∞), u(x, 0) = u 0 (x) in R 2 , will converge to φ β,k0 (x) = (2/β)(|x| 2 + k 0 ) −1 in L 1 (R 2 ) as t → ∞ where k 0 > 0 is a constant chosen such that R 2 (u 0 − φ β,k0 )dx = 0. Moreover if u 0 satisfies in addition the condition φ β,k1 ≤ u 0 ≤ φ β,k2 for some constants k 1 > 0, k 2 > 0, then w will converge uniformly to φ β,k0 on every compact subset of R 2 as t → ∞.
In this paper we will study the asymptotic behaviour of solutions of the following degenerate parabolic equation (0.1) u t = ∆ log u, u > 0 in R 2 × (0, ∞) u(x, 0) = u 0 (x) ∀x ∈ R 2 as t → ∞ where u 0 satisfies the condition
for some constants p > 1, β > 0, k > 0. Recently there is a lot of interest on the above equation. [ERV1] , [V] , [H1] , [COR] It arises as the singular limit of the famous porous medium equation [H2] u t = ∆ u m m as m → 0. We refer the reader to the survey papers of Aronson [A] and Peletier [P] for various results on the above porous medium equation. As shown by L.F. Wu [W1] , [W2] Equation (0.1) also arises as the conformal factor of the metric on a complete manifold on R 2 evolving by the Ricci flow. Recently P.L. Lions and G. Toscani [LT] and T. Kurtz [K] have shown that (0.1) also appears as the singular limit for finite velocity Boltzmann kinetic models.
Existence of multiple solutions of (0.1) which extinct in finite time as well as the existence of a global infinite mass solution has been shown first by P. Daskalopoulos and M.A. Del Pino, [DP] . Existence of multiple solutions of (0.1) which extinct in finite time for u 0 ∈ L 1 (R 2 ) ∩ L p (R 2 ) for some constant p > 1 was also proved by K.M. Hui [H1] and for radially symmetric u 0 ∈ L 1 (R 2 ) by J.R. Esteban, A. Rodriguez, and J.L. Vazquez, [ERV2] . Regularity and some other properties of solution of (0.1) have been obtained by S.H. Davis, E. Dibenedetto, and D.J. Diller in the papers [DD] and [DDD] . Existence and uniqueness of global solution of (0.1) satisfying
was recently proved by S.Y. Hsu, [Hs1] . Existence of solution of (0.1) was also proved by L.F. Wu [W1] , [W2] for u 0 ∈ L 1 (R 2 ) and satisfying some geometric conditions. L.F. Wu also showed that under proper rescaling some rescaled function of the solution of (0.1) will have a subsequence that converges to a soliton solution of (0.1) of the form
In this paper we will use a modification of the dynamical system approach of J.T. Chayes, S.J. Osher, and J.V. Ralston, [COR] to prove that the rescaled function
of the solution u of (0.1) satisfying (0.3), (0.4) with initial value u 0 satisfying (0.2) will converge in L 1 (R 2 ) to some function φ β,k 0 given by
as t → ∞ where the constant k 0 > 0 is uniquely determined by the equation
In other words when the initial value u 0 satisfies the condition (0.2), the solution u of (0.1) will tends to the soliton solution ψ β,k 0 of (0.1) for some constant k 0 > 0 satisfying (0.9) as t → ∞. We will also show that if u 0 satisfies in addition the condition
for some constants k 1 > k 2 > 0, then w will converge uniformly to φ β,k 0 on every compact subset of R 2 as t → ∞. The plan of the paper is as follows. In Section 1 we will give a new proof for the existence of solution of (0.1) with initial value u 0 satisfying (0.2) by a method different from that of [Hs1] . We do this by approximating solution of (0.1) by Dirichlet solutions of (0.1) in bounded cylindrical domains. We then use a modification of the dynamical system approach of [COR] to construct an appropriate Lyapunov functional for Equation (0.1) from the approximating solutions obtained in Section 1. The convergence result will then follow immediately from the form of the Lyapunov functional.
We first start with some definition. We say that u is a solution of
For any set A, we let χ A be the characteristic function of the set A.
Section 1.
In this section we will prove the existence of solution of (0.1) by approximating the solution of (0.1) by solutions of the Dirichlet problem (0.12) in bounded cylindrical domains. We will assume that φ β,k is given by (0.8) for the rest of the paper. We first recall a result of [Hs1] : 
Moreover {u R } R>R 0 will increase monotonically to the unique solution of
Proof. Since the proof is similar to the proof of Lemma 1.3 of [Hs1] , we will only sketch the proof here. We first observe that since ψ β,k satisfies
by the proof of Lemma 1.3 of [Hs1] for each 0 < ε < 1, R > 0, there exists a solution u R,ε of (0.12) in Q R with initial value u R,ε (x, 0) = u 0 (x) + ε and boundary value g(
3) and the proof of Lemma 2.3 of [DK] we have
Hence by Lemma 2.3 of [DK] again we have
Thus u R will increase monotonically to a solution u of (0.11) in R 2 × (0, ∞) satisfying (0.4) and
as R → ∞. By (1.5) u satisfies (0.3). By the same argument as proof of Lemma 3.6 of [H1] ,
Hence by Theorem 1.1 u is the unique solution of (0.1) satisfying (0.3), (0.4) and the theorem follows. 
by the same argument as the proof of Theorem 2.1.1 of [Hs2] for any R ≥ 1, there exists a constant C 1 > 0 depending only on R and p such that
, for any T > t 1 > 0, R ≥ 1, there exists a constant C 2 > 0 depending only on R, t 1 , and
Hence for each j = 1, 2, . . . , u j,m will increase monotonically to a solution u j of (0.11) in R 2 × (0, ∞) satisfying (0.4) as m → ∞. Since u j ≥ u j,1 and u j,1 satisfies (0.3), u j will also satisfy (0.3). By the same argument as the proof of Theorem 1.2 of [Hs1] 
Thus for each j = 1, 2, . . . , u j is the unique solution of (0.1) with initial value u 0,j and satisfying (0.3), (0.4).
Since u 0 satisfies (0.2), u 0 will satisfy (0.5), by Theorem 1.2 of [Hs1] and Theorem 1.1, there exists a unique solution u of (0.3), (0.4) with initial value value u 0 . Since u 0,j ≥ u 0,j+1 ≥ u 0 for all j = 1, 2, . . . , by Theorem 1.1 we have
Hence u j will decrease monotonically to a solution u of (0.11) satisfying (0.4) in R 2 × (0, ∞). Letting j → ∞ in (1.6), we get u ≥ u. Since u satisfies (0.3), u will also satisfy (0.3). By the same argument as the proof of Theorem 1.
Hence u is the unique solution of (0.1) with initial value u 0 and satisfying (0.3), (0.4). Thus u = u and the theorem follows.
Section 2.
In this section we will use a modification of the dynamical system approach of [COR] to prove the large time behaviour of solution of (0.1) with initial value satisfying (0.2). We will do this by constructing an appropriate Lyapunov functional for (0.1). We first assume that u 0 satisfies (0.10) and let u be the solution of (0.1) given by Theorem 1.3 which satisfies (0.3), (0.4). We will also let w be given by (0.7) for the rest of the paper. Since ψ β,k is the solution of (0.1) satisfying (0.3), (0.4) with initial value φ β,k , by Theorem 1.1 and (0.10) we have
Since u satisfies (0.1), a direct computation then shows that w satisfies
where a(x, µ) = log(µ + φ β,k 1 (x)) − log(φ β,k 1 (x)). We would then like to find functions b(x, µ) > 0, F (x, µ), which satisfies the following equation
For each x ∈ R 2 and 0 < k ≤ k 1 we let
Then for each x ∈ R 2 , z(x, k) is a strictly monotone decreasing smooth function of k.
. We can then let F be defined by
Differentiating (2.8) with respect to x i for i = 1, 2, we get (2.10)
By (2.9) we have
Eliminating z x i from (2.10) and (2.11),
We next observe that (2.5) is equivalent to
for all i = 1, 2. Hence (2.5) will hold if both (2.14)
holds. Differentiating (2.8) with respect to k, we get
= 0 by (2.6).
So we can let
With such choice of b, (2.14) holds. By (2.12)(2.14) we see that (2.15) also holds. Hence (2.5) holds. We next state a technical lemma. Proof.
Then for any k > 0, k > 0, we have
Hence f (k) is a continuous strictly monotone increasing function of k > 0. Since the last term on the right hand side above will tends to −∞ or ∞ as k tends to zero or infinity, f (k) will tends to negative infinity or positive infinity as k tends to zero or infinity respectively. By the intermediate value theorem there exists a unique k 0 > 0 such that f (k 0 ) = 0 and the lemma follows. Proof. We first observe that since u 0 satisfies (0.10), the solution u of (0.1) and w will satisfy (2.1). Hence Equation (2.2) satisfied by w is uniformly parabolic on B 2R × (1/2, ∞) for any R > 0. By the Schauder's estimates [LSU] w is equi-Hölder continuous on B R × [1, ∞) for any R > 0. Hence by the Ascoli's Theorem and a diagonalization argument any sequence {w(·, t i )}, t i → ∞ as i → ∞, of {w(·, t)} will have a convergent subsequence {w(·, t i )} converging uniformly on every compact subset of R 2 as i → ∞. Without loss of generality we may assume that {w(·, t i )} converges uniformly on every compact subset of R 2 as i → ∞ and t i ≥ 1 for all i = 1, 2, . . . . Let w(x) = lim i→∞ w(x, t i ) and v = w − φ β,k 1 . We claim that w = φ β,k 0 for some constant k 0 > 0 satisfying (0.9). To prove the claim, we observe that by Theorem 1.3, u is the uniform limit of the solution u R of (0.12) in
Moreover by (0.10)(1.2) and Lemma 2.3 of [DK] , we have (2.17) t) ) and integrating over the set 
Hence the last term on the right hand side of (2.18) is equal to 0. Since both F (x, µ) and G(x, µ) are monotone increasing functions of µ, by (2.17) we have
Thus by (2.18), (2.19), we have
Letting R → ∞, we get by Fatou's lemma,
We next claim that for any L > 0, {t i } has a subsequence {t i } such that
Suppose the claim is not true. Then there exist L > 0, δ > 0, such that
Since by (2.1), for any R > 0 (2.2) is uniformly parabolic on B 2R × [1/2, ∞), by standard parabolic theory [LSU] , w, ∇w,
is a uniformly continuous function of t ∈ [1, ∞). In particular there exists 0 < ε < 1/2 such that
By (2.22), (2.23), we have (2.24)
By passing to a subsequence if necessary we may assume without loss of generality that
Integrating (2.24) over (t i − ε, t i + ε) and summing over i = 1, 2, . . . , we get 
by η R and integrating by parts, by (2.4) we get
Letting R → ∞ we get
By (2.4) for each x ∈ R 2 , i = 1, 2, . . . , we can choose a constant
Then by (2.16) we have
Hence by (2.21), (2.4), and Fatou's lemma, we have
Thus k 0 satisfies (0.9). By Lemma 2.1 the constant k 0 > 0 is uniquely determined by (0.9) and is independent of the sequence {t i }. Hence w(x, t) → φ β,k 0 (x) uniformly on every compact subset of R 2 and in L 1 (R 2 ) as t → ∞. Proof. We will use a modification of the proof of [Z] to prove the theorem. Observe that for all m > 1/k , j = 1, 2, . . . ,
Hence by the Lebesgue dominated convergence theorem,
Let w j,m and w j be given by (0.7) with u replaced by u j,m and u j respectively. By Theorem 2.2, for each j, m = 1, 2 . . . there exist a unique constant k j,m satisfying (2.28)
such that w j,m will converge uniformly to φ β,k j,m on every compact subset of R 2 and also in L 1 (R 2 ) as t → ∞. We claim that for any j > k , there exists constants C 2,j > C 1,j > 0 such that
Suppose not. Then without loss of generality we may assume that there exists j > k such that either
Now by (2.27) and (2.28) we have
Now by (0.2),
By the proof of Lemma 2.1, the second term on the left hand side of (2.32) is equal to either positive infinity or negative infinity depending on either (2.30) or (2.31) holds. Hence contradiction arises. Thus (2.29) must hold. Hence for each j > k , {k j,m } ∞ m=1 will have a subsequence converging to some constant k j satisfying C 1,j ≤ k j ≤ C 2,j as m → ∞. Without loss of generality we may assume that k j,m → k j as m → ∞. Letting m → ∞ in (2.28), by (2.27) we see that k j > 0 satisfies (2.33) R 2 (u 0,j − φ β,k j )dx = 0.
By repeating the previous argument but with k j replacing k j,m in the argument. There exist constants C 2 > C 1 > 0 such that
and {k j } will have a subsequence converging to some constant k 0 satisfying C 1 ≤ k 0 ≤ C 2 as j → ∞. Without loss of generality we may assume that k j → k 0 as j → ∞. Letting j → ∞ in (2.33), by (2.27) we see that k 0 > 0 satisfies (0.9). By Theorem 1.2 we have 
Thus w(·, t)
− φ β,k 0 L 1 (R 2 ) ≤ w(·, t) − w j (·, t) L 1 (R 2 ) + w j (·, t) − w j,m (·, t) L 1 (R 2 ) + w j,m (·, t) − φ β,k j,m L 1 (R 2 ) + φ β,k j,m − φ β,k j L 1 (R 2 ) + φ β,k j − φ β,k 0 L 1 (R 2 ) ≤ u 0 − u 0,j L 1 (R 2 ) + u 0,j − u 0,j,m L 1 (R 2 ) + w j,m (·, t) − φ β,k j,m L 1 (R 2 ) + φ β,k j,m − φ β,k j L 1 (R 2 ) + φ β,k j − φ β,k 0 L 1 (R 2 ) ∀j > k , m = 1, 2, . . . ⇒ lim sup t→∞ w(·, t) − φ β,k 0 L 1 (R 2 ) ≤ u 0,j − u 0 L 1 (R 2 ) + u 0,j,m − u 0,j L 1 (R 2 ) + φ β,k j,m − φ β,k j L 1 (R 2 ) + φ β,k j − φ β,k 0 L 1 (R 2 ) ⇒ lim
