[1] The influence of the solar wind dynamic pressure on the decay and injection of the ring current is investigated empirically, on the basis of the solar wind and the geomagnetic index Dst of the OMNI database, for the period from January 1964 to July 2001. We found that when the position of the ring current is closer to the Earth for a higher solar wind dynamic pressure, the decay time of the ring current decreases. The decay time, in hours, varies as follows, t = 8.70 exp(6.66/(6.04 + P)), for northward interplanetary magnetic fields (IMF), where P is the solar wind dynamic pressure in nanopascals. It is also found, by minimizing the root mean square errors of the hourly Dst difference between the calculated values and the measured ones, that the ring current injection rate is proportional to the solar wind dynamic pressure, with a power index equal to 0.2 during southward IMF. This implies that the ring current injection increases when the magnetosphere is more compressed by high solar wind dynamic pressure. On the basis of our new results we demonstrate that the predictions of Dst using O' Brien and McPherron's [2000a] model are improved, especially for intense geomagnetic storms when the influence of the solar wind dynamic pressure on the decay and injection of ring current is taken into consideration. 
Introduction
[2] When the interplanetary magnetic field (IMF) reaches the Earth with a southward orientation, magnetic reconnection between the Earth's magnetic field and IMF will take place. As a result, the Earth's magnetic field will be able to connect to the IMF directly, so that energetic particles in the solar wind are free to enter the magnetosphere along the magnetic field lines. If this process continues for several hours, the magnetic field, as well as plasma in the magnetosphere, will be strongly disturbed by the solar wind, and a geomagnetic storm or substorm will develop [Gonzalez et al., 1994] . Geomagnetic storms are characterized by a depression in the H component of the geomagnetic field lasting over some tens of hours. This depression is mainly caused by the ring current encircling the Earth in a westward direction and can be monitored by the Dst index [Kamide et al., 1998; Daglis et al., 1999] .
[3] The Dst index can be calculated by measuring the horizontal geomagnetic field component at four low-latitude ground observatories, which represents the effects of several current systems on the low-latitude geomagnetic field [Akasofu and Chapman, 1972; Campbell, 1996; Rostoker et al., 1997] . Numerous studies have been published on the relative contributions of different terrestrial and magnetospheric currents to the Dst index. It is found that the magnetotail currents, the substorm current wedges and the Earth-induced currents in the ground can produce significant perturbations on the Earth's surface field such as the Dst index during the periods of high magnetospheric activity [e.g., Langel and Estes, 1985; Alexeev et al., 1996; Friedrich et al., 1999; Turner et al., 2000; Häkkinen et al., 2002] . In general, it is believed that the ring current gives the main contribution to the Dst index [e.g., Hamilton et al., 1988; Roeder et al., 1996; Jordanova et al., 1998; Greenspan and Hamilton, 2000] , and the ring current may be spatially asymmetric in the main phase of a storm [e.g., Akasofu and Chapman, 1972] . Variations of the Dst index can be interpreted as a measurement of the kinetic energy of the particles that make up the ring current, which is given by the following equation [Dessler and Parker, 1959; Sckopke, 1966] :
Here B 0 and E m are the magnetic field at the surface of the Earth and the total magnetic energy of the geomagnetic field above the Earth's surface, respectively, while E(t) is the total kinetic energy of the charge particles in the ring current at time t and Dst* is simply the pressure-corrected Dst, from which the contribution of the magnetopause current to Dst has been eliminated by the following equation:
Here P is the solar wind dynamic pressure, b is a constant of proportionality, relating changes in the Dst to changes in the pressure, and c is a constant representing the effects of both the quiet time magnetopause and the ring currents. The temporal variation of E(t) can be simply assumed to be a combination of a source U and a loss term with a simple decay time t as follows:
Since B 0 and E m can be considered as constant, the Burton equation is obtained by substituting equation (1) into equation (3) [Burton et al., 1975] 
Here t and Q(=2B 0 U/3E m ) are the decay time and the injection term of the ring current, respectively. The magnetospheric ring current injection and decay processes have been studied in numerous works [e.g., Tsurutani et al., 1985; Feldstein, 1992, and references therein; Fenrich and Luhmann, 1998; O'Brien and McPherron, 2000a; McPherron and O'Brien, 2001; Dasso et al., 2002] .
[4] The value of t depends essentially on the geocentric distance, the ion composition, and the ion energy of the ring current. Numerous studies on the ring current decay time are based on ground-based geomagnetic field data obtained during magnetic storms [Feldstein, 1992, and references therein] . It has been found that t changes substantially during the main and recovery phases of a magnetic storm. During the main phase of a storm, the value of t decreases as the ring current injection increases. The most recent statistical work of Dasso et al. [2002] shows that the decay time spans from $6 to 23 hours, with a mean value of t = 14 ± 4 hours in the recovery phases for 300 intense magnetic storms that occurred from 1 January 1957 to 31 December 1998. The decay time also does not seem to remain constant over time as the recovery phase progresses. For intense storms, t decreases as the strength of the storm increases.
[5] The ring current ions may be lost due to several physical processes such as the charge exchange with neutral atoms, the Coulomb collisions, the wave-particle interactions, and the drifting lost from the dayside magnetopause [e.g., Fok et al., 1991 Fok et al., , 1995 Jordanova et al., 1996; Daglis et al., 1999; Liemohn et al., 1999 Liemohn et al., , 2001 . It is generally believed that the main mechanism for the decay of the ring current is the charge exchange between the ring current ions and the geocorona neutral atoms [Daglis et al., 1999] . On the other hand, Fok et al. [1991] found that Coulomb lifetimes for heavy ring current ions can be comparable to charge exchange lifetimes at energies near the peak of the ring current differential number density. For intense-to-great geomagnetic storms, the timescales of the ring current energy loss during the main phases may reach values as low as 0.5-1.0 hours, far too rapid from charge exchange or Coulomb collision processes [Gonzalez et al., 1989; Prigancová and Feldstein, 1992] . This may be due to the scattering of ring current ions by electromagnetic ion cyclotron waves [Jordanova et al., 1996] . Liemohn et al. [1999 Liemohn et al. [ , 2001 suggest that losses from flow-out of the dayside magnetopause can be the dominant ring current decay term during the early part of the recovery phase. The lifetime of ring current is also dependent on ring current ion composition. Ion composition observation on the ring current shows that O + contributes substantially to the ring current, which becomes increasingly important with geomagnetic activity, and eventually dominates the ring current during great storms [Hamilton et al., 1988; Daglis et al., 1993; Daglis, 1997] . These O + ions are injected from the ionosphere to magnetosphere and subsequently convected to the ring current belt during successive intense substorms [Daglis and Axford, 1996] . A large O + component will induce a fast initial ring current decay, just after the storm maximum, due to the rapid loss of high-energy O + [Smith et al., 1981; Daglis, 1997] . A detailed investigation on the relative importance of these different processes on the ring current decay is beyond the scope of this paper. We simply suppose that the effective ring current decay time is related to the mean charge exchange lifetime of energetic ions confined to the equatorial plane. Then, the decay time can be written as
where n(r) is the neutral hydrogen density in the equatorial plane (which depends on the distance from the Earth, r), s is the cross section for the ion charge exchange, v is the effective velocity of the ions, and l m is the effective mirror latitude of the ions mirroring off the geomagnetic equator. Smith and Bewtra [1978] and Cowley [1977] independently found that for typical ring current altitudes, g m % 3-4. The neutral hydrogen density decreases exponentially with the distance from the Earth as
Here r 0 is the scale height. One can see from equations (5) and (6) where VB s is in mV m À1 . Here VB s is defined by
where V is the bulk speed of the solar wind and B z is the z component of the IMF in the Geocentric Solar Magnetospheric coordinate system. For a northward IMF, namely a positive B z , there will be no significant convection in the magnetosphere, and VB s = 0 is assumed. However, in this study we postulate that the position of the ring current is controlled by the size of the magnetosphere or the solar wind dynamic pressure when the IMF is northward; hence the decay time t should be a function of P or the size of the magnetosphere. This will be investigated in detail in section 2.
[6] An important step in modeling the injection function Q of the ring current from the solar wind parameters was made by Burton et al. [1975] , who related Q in a simple linear way to the solar wind electric field VB s . Plasma is injected into the ring current only under the influence of a southward IMF component, and the dawn-dusk electric field component in the interplanetary medium is below 0.5 mV m À1 . Recently, O'Brien and McPherron [2000a] verified these results from an empirical phase space analysis of the ring current dynamics. On the other hand, Perreault and Akasofu [1978] and Akasofu [1981] considered that the injection into the ring current would occur not only in the southward IMF interval but also for a northward IMF; thus Q would depend on the solar wind-magnetosphere energy coupling parameter, e = VB 2 sin 4 (f/2), where B and f are the strength and the clock angle of the IMF, respectively. In this study, we use only the solar wind electric field VB s to model the injection function, similar to the method of O'Brien and McPherron [2000a] .
[7] Does the solar wind density or the solar wind dynamic pressure play a role in the injection of the ring current? Murayama [1982] tried to model the ring current using the injection functions Q $ VB s , Q $ V 2 B s , Q $ e, and Q $ VB s P 1/3 and found that the function Q $ VB s P 1/3 fits the data the best. In addition, an optimized coupling function, given by Q $ B s 1.09 V 2.06 N 0.39 where N is the solar wind proton density, was used by Murayama [1986] and Maezawa and Murayama [1986] . Fenrich and Luhmann [1998] also considered that the ring current injection rate would increase during a period of enhanced solar wind dynamic pressure and modified the Burton equation's injection formula by Q $ (VB s À 0. , which does not include the influence of the solar wind dynamic pressure on the ring current injection, achieves the best predictions among the three models. All the above studies and comparisons are based on small and/or different data sets. It is difficult to draw meaningful inferences from a direct comparison of these works. In our investigations, based on the most recent OMNI data set, from 1964 to 2001, we find that the solar wind dynamic pressure does play an essential role in controlling the injection of the ring current, especially during strong magnetic storms.
[8] This paper presents an empirical model for the decay and injection of the ring current, which adds the influence of solar wind dynamic pressure to the decay and injection functions. The investigation of the influences on the decay time and the ring current injection, using the OMNI database, is discussed in sections 2 and 3, respectively. In section 4 the new relationship is applied to Dst prediction. In section 5 a discussion of the result is given. Finally, the main results are summarized in section 6.
Dependence of the Decay Time on Solar Wind Dynamic Pressure
[9] The interplanetary data and the geomagnetic indices Dst for this paper were obtained from the OMNI database of the National Space Science Data Center (available at ftp:// nssdcftp.gsfc.nasa.gov/spacecraft_data/omni). The OMNI database includes a compilation of the hourly resolutions of the IMF, solar wind plasma data, energetic particle fluxes, and some solar and geomagnetic activity indices. It is a convenient and widely used source for the study of geomagnetic storms. The time interval under investigation is from January 1964 to July 2001, which is the most recent updated OMNI data set. During this time period, there are many times when solar wind data are not available. Thus we only use Dst, VB s , and solar wind dynamic pressure P data that have been continuously observed over at least 2 hours. We are left with $80,000 data points for the northward B z and $78,000 data points for the southward B z . During the 37.5-year period of interest, hundreds of storms of different sizes and many periods of quiescent behavior were identified.
[10] In this section we will discuss the influence of the solar wind dynamic pressure on the ring current decay time when the IMF is orientated northward, namely B z ! 0. When the solar wind dynamic pressure increases, the magnetopause and the geomagnetic field lines in the Earth's radiation belt are pushed closer toward the Earth. Particles that make up the ring current drift are carried by the geomagnetic field lines, so that the position of the ring current will also move closer to the Earth as the solar wind dynamic pressure increases. If the ring current is closer to the Earth, the particles that make up the current will be exposed to a higher neutral density. This higher neutral density will increase the effective charge exchange rate or decrease the decay time t of the ring current. With these considerations we will assume that the decay time of the ring current depends on the solar wind dynamic pressure P when IMF is northward. However, other physical loss processes may also influence the ring current decay rate.
[11] From the Burton equation (equation (4)), one can express the hourly Dst* difference as
Many Dst* models with different pressure corrections have been derived. In this paper, the O'Brien and McPherron [2000a] result will be used
Here P and t are in nanopascals (nPa) and hours, respectively. By assuming that t is uniquely determined by P when B z ! 0, we linearly fit the ÁDst* variations against Dst* for a given P. From the slopes of these lines, the values of t are obtained.
[12] Figure 1 shows a scatterplot of the ÁDst* as a function of Dst* for two values of P. The top and bottom panels of Figure 1 are for P = 2.0 ± 0.1 nPa and P = 5.0 ± 0.1 nPa, respectively. The dashed lines in Figure 1 indicate the linear least squares fit to the data points. The decay times t are 18.8 and 14.8 hours for solar wind dynamic pressures equal to 2.0 and 5.0 nPa, respectively. In addition, the offset of both lines is nearly zero, which implies the ring current injection is very weak when the IMF is northward. This agrees with the observations that sufficiently large southward IMF values are a necessary condition for geomagnetic storms [Gonzalez and Tsuratani, 1987] . In this paper, we let Q = 0 during periods of the northward IMF.
[13] In Figure 2a we present the estimated decay time values, t for the ring currents obtained with different solar wind dynamic pressure values, P. It is clearly shown that the ring current decay time decreases as the solar wind dynamic pressure increases, as would be expected from the above analysis. The decay time of the ring current decreases from $25 hours for a small solar wind dynamic pressure to $10 hours for a solar wind dynamic pressure >20 nPa. We have performed a least squares error fit to the estimated t, for P values between 0 and 20 nPa, using the same functional form as the one used by O'Brien and McPherron [2000a] . Figure 2a represents the least squares fit to the data points. The data points and the solid curve in Figure 2b are replotted from Figure 2a by transforming P to R 0 with R 0 = 11.646P À1/6.215 in R E [Chao et al., 2002] . The dashed line in Figure 2b shows the least linear squares fit to the data points with R 0 < 11 R E . This fit is shown in Figure 2a as the solid curve. The expression is t ¼ 8:70e 6:66= 6:04þP ð
The 18 hours result obtained by O' Brien and McPherron [2000a] for all northward IMF, equals the value of t from equation (11) with P % 3 nPa, which is close to the average solar wind dynamic pressure value for our data set.
[14] To show the dependence of the ring current decay time on the size of the magnetosphere, the plot of t as a function of the subsolar distance R 0 of the Earth's magnetopause is shown in Figure 2b , where R 0 = 11646P À1/6.215 in Earth radii (R E ) [Chao et al., 2002] . The result shows that the ring current decay time seems to decrease linearly as the size of the magnetopause R 0 decreases when R 0 is smaller than 11 R E . If we compare Figure 2a with Figure 2b , it is easy to understand why t decreases slowly with P, when P is >5 nPa. The reason is that the size of the magnetopause R 0 changes only 1.25 times, from 9.0 R E to 7.2 R E , while the solar wind dynamic pressure P changes fourfold from 5 to 20 nPa. In addition, the result in Figure 2b suggests that the ring current decay time seems to approach a constant value of $24 hours for a big magnetopause size, R 0 larger than 12 R E . This is because the distance between the ring current and the Earth surface will not increase infinitely, although the magnetopause can become infinitely large in theory, when the solar wind dynamic pressure vanishes.
How Injection Depends on Solar Wind Dynamic Pressure
[15] Stimulated by the work of Murayama [1982] and Fenrich and Luhmann [1998] , we propose that the injection of the ring current depends on the solar wind dynamic pressure in the form
Here À4.4 nT/(mV m À1 ) and 0.49 mV m À1 have been obtained by O'Brien and McPherron [2000a] . The power index, g, and the P 0 will be optimized by minimizing the root-mean-square (RMS) errors of ÁDst between the predicted one-step values and measured values of the hourly Dst difference. For convenience, all the equations used in the optimization process can be rewritten as follows: [16] In Figure 3 the RMS errors between the measured ÁDst and the calculated ÁDst using equations (13a) -(13d) are separately presented as a function of g for different P 0 for the measured Dst intervals indicated at the bottom of each panel. In these calculations, all available points with continuous observations covering at least 2 hours of the Dst, VB s , and solar wind dynamic pressure P from the January 1964 to July 2001 OMNI database are included. The values Figure 3 . RMS errors between the measured ÁDst and the calculated ÁDst using equations (13a) -(13d) as a function of g for different P 0 , separately for intervals of measured Dst: (a) Dst < À150 nT, (b) À150 nT Dst < À100 nT, (c) À100 nT Dst < À50 nT, and (d) Dst < À50 nT. The constant P 0 curve moves from the left to the right-hand side as P 0 increases from 1 to 5 nPa with an increment of 0.1 nPa in Figures 3a -3d . of g and P 0 change from 0 to 0.5 with an increment of 0.01 and from 0 to 5 nPa with an increment of 0.1 nPa, respectively. The different curves in each panel of Figure 3 show variations in the RMS errors versus g for different fixed values of P 0 . The constant P 0 curve moves from the left-hand to the right-hand side, as can be seen in each plot, as P 0 increases from 1 to 5 nPa. We only display the results for measured Dst less than À50 nT, which is important for space weather prediction.
[17] For each curve, the RMS error d first decreases with an increase of the power index g, approaches a minimum value, then increases as g increases. There are some differences between these minimum d values for different values of P 0 , in each panel of Figure 3 . It is found that the optimum values of g and P 0 , when d is at a minimum, are also slightly different for different measured Dst intervals, namely (g, P 0 ) optm = (0.18, 3.5), (0.25, 3.5), (0.19, 3.1), and (0.2, 3.3) for Dst < À150 nT, and À150 nT Dst < À100 nT, À100 nT Dst < À50 nT, and Dst < À50 nT respectively.
[18] Figure 4 shows the linear correlation coefficients between the measured ÁDst and the calculated ÁDst for the data points considered in Figure 3 . It is shown that the correlation coefficients reach a maximum at the range of g between 0.1 and 0.3. The maximum values are also different for different values of P 0 , for different intervals of measured Dst. In general, in each panel of Figure 4 the maximum correlation coefficients increase with the increase of P 0 . However, this growth is very slow when P 0 is >3.0 nPa, especially for strong magnetic storms.
[19] Fortunately, the optimum values of g and P 0 in Figures 3 and 4 are very close to each other, and it is possible to find a set of (g, P 0 ) optm , such that the minimum RMS errors and maximum correlation coefficients are satisfied. Finally, we choose
as the final and best values in equation (13c) for predicting the Dst variation from the observed solar wind parameters.
Applications to Dst Prediction
[20] In this section we will perform a comparison on the ability of multistep prediction of Dst between four models, namely our model using equations ( Burton et al. [1975] . The MO model considers that the pressure correction parameter b is a function of VB s . In the multistep prediction, after an initial Dst value is provided from ground measurements we use the model output from the previous hour as the initial starting Dst value for the following recursion until there is a solar wind data gap. It is found that the solar wind dynamic pressure plays a crucial role in the prediction of the Dst, especially for intense geomagnetic storms. To clearly show the influence of the solar wind dynamic pressure, we only show predictions for the OM model and our model for one moderate and two intense storms. Our model predictions are also better than those of the other two models for the three storms, which are not shown in the figures. Then, we give a more comprehensive comparison of all four models, based on the entire 37.5 years of OMNI data used in this study.
[21] First, we consider a moderate storm that occurred on 8-15 February 1997, illustrated by Huttunen et al. [2002] , to investigate the variability of magnetospheric storms driven by different solar wind perturbations. Figure 5 presents the solar wind and the geophysical characteristics of this storm. 
SMP
All the data are from the OMNI database. Figure 5 shows (top, middle) the solar wind dynamic pressure P and the dawn-dusk electric field VB s , respectively. Figure 5 (bottom) shows the measured Dst (black curve), the Dst calculated using the OM model (blue curve), and our model (red curve). During the period 0700-1800 UT on 10 February the solar wind dynamic pressure was extremely low, between 0.1 and 0.6 nPa. At the same time, VB s is $3 mV m
À1
. It is clear from this plot that our model reproduces almost the same minimum measured Dst values for this period, while the OM model predicts a Dst of À91 nT, nearly 1.34 times the amplitude of the observed minimum value. This discrepancy is consistent with the result of equation (13c) that the ring current injection should decrease for a lower solar wind dynamic pressure.
[22] Second, we consider two strong storms that occur during the period from 30 March to 15 April 2001. The solar wind parameters and the geomagnetic index are presented in Figure 6 in a format similar to that of Figure 5 . During this period, there are many solar wind data gaps in the OMNI database. Thus we use hourly averages of the solar wind plasma and IMF data from the Solar Wind Electron Proton Alpha Monitor and magnetometer instruments, on board the ACE satellite in Figure 6 . A time lag of Át = Áx/V sw has been adjusted for propagation from ACE to the Earth, where Áx is the distance between the position of ACE and the Earth and V sw is the solar wind speed. A common characteristic of these two storms is that the solar wind dynamic pressures were very high during the main phase of the storms; these intense solar wind dynamic pressures greatly enhanced the injection of the ring current during the storms, as expected from equation (13c). Our model (red curve in Figure 5 ) reproduces the Dst variations very well, both in the main phase and in the recovery phase, as well as the minimum values of the measured Dst. On the other hand, the OM model (blue curve in Figure 5 ) seriously underestimates the minimum values for both storms. The minimum values obtained by the OM model are À246 nT and À168 nT, which are $69% and 66% of the observed minimum values, and -358 nT and À256 nT, for the first and the second storms, respectively. The resulting prediction efficiencies of our model are 98% (RMS error 13.9 nT) and 89% (RMS error 13.8 nT), which are higher than the OM model results, 94% (RMS error 33.5 nT) and 83% (RMS error 18.3 nT), for the first and second storms, respectively.
[23] Finally, we scanned the entire 37.5-year OMNI database, identifying all intervals with continuous solar wind observations covering at least of 12 hours. There are in total 3041 intervals with $130,200 data points. For each of these intervals we start the integration from a known initial Dst value and integrate to the end of the interval using multistep prediction feedback. Then, we analyze the RMS errors and correlation coefficients between the measured Dst and the calculated Dst by combining all the available data points together. This technique allows us to attain a much more comprehensive comparison of the prediction ability of the different models, based on a large number of storms of different sizes. This is in contrast to previous comparisons based on one or a few storms [e. g., O'Brien and McPherron, 2000b; Feldstein, 1992, and references therein] .
[24] Table 1 shows the RMS errors between the calculated Dst and the measured Dst for the above four models, for different measured Dst intervals. The relative error, defined as the ratio of the RMS error divided by the corresponding average, is given in parentheses in Table 1 . One can see that the RMS errors for the measured negative Dst obtained using our model are always smaller than the corresponding values obtained from the other three models. In particular, compared to the values of the OM model, the RMS errors of our model decrease significantly for intense storms, e.g., from 28.25 to 21.05 nT (a decreasing of 25%) for the Dst range from À150 nT Dst < À100 nT and from 58.84 to 31.92 nT (a 46% decrease), when the Dst < À150 nT. The RMS errors are 20.15 nT and 16.80 nT for the OM model and our model, respectively, when the measured Dst is smaller than À50 nT. However, the RMS errors for all measured Dst decrease only slightly, from 10.36 to 9.87 nT, because 93% of the measured Dst is greater than À50 nT when our model does not show much improvement over the OM model. In general, the OM model is better than the FL and MO models, even though the RMS error of the MO model is smaller then the error of the OM model for strong storms (Dst < À150 nT). However, the FL and the MO models are better than either the OM or our model in terms of positive measured Dst.
[25] Table 2 shows the correlation coefficients between the measured and calculated Dst for the four models, using exactly the same data points as in Table 1 . The results indicate that the correlation coefficients of our model are the highest among the four when the measured Dst is negative. Comparing the OM model with our model, the correlations of our model increase from 0.591 to 0.635, from 0.374 to 0.551, from 0.573 to 0.746, and from 0.789 to 0.868 for Dst in the range of À100 nT Dst < À50 nT, À150 nT Dst < À100 nT, Dst < À150 nT, and Dst < À50 nT, respectively. The global correlation coefficients of all the Dst are 0.891 for our model, which is the largest among the four models. For moderate storms (À100 nT Dst < À0 nT) the correlation coefficients of the OM model are higher than the values of the FL and MO models. However, for intense storms (Dst < À100 nT), the correlation coefficients of the FL model are higher than the values of the MO model, which are in turn higher than the values of the OM model. Therefore we suggest that the importance of the solar wind dynamic pressure influence on intense geomagnetic storms does exist.
[26] In summary, it is clearly shown from the above analysis that the solar wind dynamic pressure plays an important role in the coupling between the solar wind and the magnetosphere. By including the influences of the solar wind dynamic pressure, the Dst prediction of OM model can be substantially improved, especially for intense geomagnetic storms.
Discussion
[27] One can see from Tables 1 and 2 that neither our model nor the OM model can predict positive Dst variations very well when the RMS errors between the measured and calculated Dsts are $1.6 times the average measured Dst value. One interesting result is that for both models the RMS errors decrease sharply to a value $0.9 times the average measured Dst value for measured positive Dst if we artificially let c be equal to zero in the pressure corrected Dst expression but keep all the other parameters in the calculation unchanged. Of course, this will increase the RMS errors for negative measured Dst. However, the global correlation coefficient (RMS errors) between the measured Dst and the calculated Dst, using a multistep prediction, will increase (decrease) to 0.912 (8.87 nT) when our model is modified as follows: We first calculate the Dst variations for both cases of c = 0 nT and c = 11 nT, respectively, and then assign the calculated Dst from the c = 0 nT case if the measured Dst is positive, otherwise using the calculated Dst from c = 11 nT. Such a mixed model seems to improve the Dst prediction. The constant c represents the contribution of the quiet time currents in the magnetosphere to the Dst index. This result seems to suggest that the contribution of the quiet time currents to the Dst index is at least not negative, implying that the contribution from the quiet time current may be negligible.
[28] In section 2 we found that the solar wind dynamic pressure influences the decay time t of the ring current for a northward orientated IMF. Does this influence still exist for a southward IMF? Basically, the answer should be positive. To derive such a decay time dependence as a function of both the solar wind dynamic pressure and dawn-dusk electric field, a large database is needed. However, in this study we postulate that t is not influenced significantly by the solar wind dynamic pressure during the southward IMF, especially with strong negative B z when the position of the ring current is mainly controlled by the convection pattern of the hot ions that make up the ring current as suggested by O'Brien and McPherron [2000a] .
[29] Why is the injection of ring current influenced by the solar wind dynamic pressure? We are giving some physical interpretations as follows. First, the energy-coupling function between the solar wind and the magnetosphere can be expressed as [Vasyliunas et al., 1982] scales as the Chapman-Ferraro magnetopause distance, where M e is the Earth's dipole moment. By adjusting the dimensionless parameter a our energy injection function of ring current Q $ VB s P 1/5 is in very good agreement with P in $ VB 14/15 P 1/5 with a = 8/15. This seems to imply that the solar wind energy transfers to the magnetosphere mainly due to mass flow along the open field lines across the rotational magnetopause structures . Second, Alexeev et al. [1996] and Turner et al. [2000] found that the cross-tail current could have a significant contribution to the Dst index. An increase in the solar wind dynamic pressure will increase the tail field thus also increase the tail current. This effect is modeled by adding a dependence on solar wind dynamic pressure in the injection term of the Burton equation (equation (4) ). Third, injection strength of the ring current theoretically depends on the strength of the E Â B convection in the nightside magnetosphere and the inner plasma sheet density (the source population of ring current). On one hand, the magnetic field in the magnetosphere will increase when the solar wind dynamic pressure increases, so the E Â B convection can become stronger, and the injection of ring current is enhanced. Furthermore, simulation studies have shown that by using a drift-loss kinetic transport ring current model an increase in the density of the inner plasma sheet produces an enhancement in the strength of the simulated ring current [e.g., Chen et al., 1994; Kozyra et al., 1998; Liemohn et al., 2001] . Thomsen et al. [1998] examined a set of 23 geomagnetic storms that occurred during 1997 and 1998 with minimum Dst ranging from À47 to À166 nT. They found that there exists a relationship between the strength of the storm time ring current and, independently, both VB s and the plasma sheet density observed at geosynchronous orbit. In addition, Borovsky et al. [1998] demonstrated a strong correlation between the solar wind density and the plasma sheet density, measured both at geosynchronous orbit and in the midtail neutral sheet region. These observation and simulation results seem to support a picture in which the solar wind density may be an additional driver of ring current by determining the plasma sheet density [Smith et al., 1999] . However, O'Brien and McPherron [2000c] show that there is no statistical signal for an independent solar wind density driver of the terrestrial ring current by studying the bilinear correlation of the minimum Dst respect to VB s and solar wind density for 439 storms identified from a set of over 30 years of OMNI database. The result of O'Brien and McPherron [2000c] is likely to indicate that enhancement of ring current injection with high solar wind dynamic pressure is not directly due to the transport of high-density solar wind material to nightside near-Earth plasma sheet and then to the ring current. Our Dst prediction results show that the enhancement of ring current injection with high solar wind dynamic pressure is most important for intense-to-great geomagnetic storms. Composition studies have shown that the ionosphere contributes significantly to the storm time ring current for strong storms [e.g., Daglis, 1997] . Does a higher solar wind dynamic pressure produce a stronger injection of ionosphere plasma to the inner plasma sheet and also to the ring current? Verification of this is beyond the scope of this investigation. Finally, it is shown in section 2 that the ring current decays faster with higher solar wind dynamic pressure for northward IMF since the position of ring current is compressed closer to the Earth surface. We suggest that, according to the conservation of the third adiabatic invariant, both the open and closed drift trajectories of the ring current particles can move nearer to the Earth with an increase of the solar wind dynamic pressure for southward IMF. At the same time, the ring current particles are energized so that the injection of ring current can be enhanced. However, this increase of ring current energy may be weakened by the high loss rate of energy for a low-altitude ring current. A simulation using the drift-loss ring current model, such as Chen et al. [1994] , Kozyra et al. [1998] , and Liemohn et al. [2001] , will be helpful to understand this issue.
[30] The nonlinear response of the ionosphere-magnetosphere coupling to the solar wind conditions has been studied in numerous works in which the algorithm of Burton et al. [1975] (hereinafter referred to as B75) has often been used to demonstrate that there is a ring current saturation on convection electric field [e.g., Russell et al., 2001; . The 24 -25 September 1998 storm was chosen by as an example of ring current saturation due to ionosphere-magnetosphere coupling. In Figure 7 we present the observed Dst and the B75 model, OM model, and our model predictions for this storm. It is found that the minimum value of the measured Dst is seriously overestimated by the B75 model, but is underestimated by the OM model, when the injection of the ring current is both linearly proportional to the interplanetary electric field VB s . The main reason for this difference is that the decay time is much smaller in the OM model ($4 hours) than in the B75 model ($17 hours) when VB s % 10 mV m
À1
. On the other hand, due to the injection increase from the large solar wind dynamic pressure, our model predicts the variation in the measured Dst much better than the other two models.
Conclusions
[31] In this paper, the influences of solar wind dynamic pressure on the decay time and the injection of the ring current are investigated using the OMNI data for the period from January 1964 to July 2001. The main results are summarized as follows.
[32] 1. The decay time, t, of the ring current is controlled by the size of the magnetosphere for northward IMF. It is found that t decreases as the solar wind dynamic pressure increases, interpreted as the same as a decrease of the magnetospheric size during the periods of northward IMF.
[33] 2. The strength of the ring current injection is proportional to the solar wind dynamic pressure with a power index of 0.2 during southward IMF. This implies that the ring current injection increases when the magnetosphere is more compressed by high solar wind dynamic pressure.
[34] 3. The Dst prediction model of O'Brien and McPherron [2000a] can be significantly improved by considering the influence of solar wind dynamic pressure, especially for strong geomagnetic storms. Figure 5 . (bottom) Black, blue, red, and green curves representing the measured Dst and the multistep predicted Dst predicted by the OM model, our model, and the Burton et al. [1975] (B75) algorithm, respectively. When using higher resolution data, the B75 model also overestimates the minimum measured Dst value as shown in Figure 4 of .
