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vRe´sume´
La prise en compte de l’incertain dans les analyses me´caniques est une condition
indispensable pour un dimensionnement optimal et robuste des structures. C’est avec
cet objectif que les approches probabilistes pour la me´canique des structures sont
de´veloppe´es depuis plusieurs de´cennies. Ces me´thodes permettent en effet d’e´tudier
la fiabilite´ de composants ou de syste`mes et l’influence de la variabilite´ des variables
de conception sur leur comportement.
Les me´thodes de couplage me´cano-fiabiliste se doivent alors d’inte´grer les mode´lisa-
tions me´caniques de plus en plus complexes (comportement non-line´aire, dynamique,
fatigue, me´canique de la rupture, etc), pour rendre efficace et exploitable les e´tudes
de fiabilite´. Cette ne´cessaire complexite´ rend les analyses de plus en plus exigeantes
en temps de calcul.
La voie retenue dans la the`se consiste a` substituer au mode`le me´canique, un
mode`le approche´ obtenu par apprentissage statistique. L’efficacite´ est alors mesure´e
par le nombre des calculs me´caniques ne´cessaires pour construire un substitut robuste
pour l’analyse vise´e : fiabilite´ ou sensibilite´.
La mise en œuvre s’appuie sur la me´thode des Support Vector Machines (SVM)
dont l’application en classification est particulie`rement bien adapte´e au calcul de la
probabilite´ de de´faillance, meˆme lorsque la fonction d’e´tat-limite pre´sente des singula-
rite´s. Deux nouvelles me´thodes sont propose´es. SMART Support vector Margin Algo-
rithm for Reliability esTimation permet d’e´laborer de manie`re incre´mentale une base
de donne´es optimale pour l’apprentissage de la frontie`re entre suˆrete´ et de´faillance.
En couplant l’apprentissage avec la technique des subsets simulations, 2SMART Sub-
set by Support vector Margin Algorithm for Reliability esTimation prend en compte
de faibles niveaux de probabilite´ et un nombre relativement important de variables.
Les travaux ont e´te´ valide´s sur des cas tests issus de la litte´rature ainsi que sur des
cas me´caniques plus significatifs issus de proble`mes industriels. Les re´sultats obtenus
confirment la robustesse des me´thodes propose´es pour traiter les analyses de fiabilite´
et de sensibilite´.
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Abstract
Uncertainties usually play an important role in structural engineering and their
effects need to be assessed in a rational way in order to meet performance, robustness
and safety requirements. Accounting for uncertainties is usually carried out within a
probabilistic framework and corresponding approaches fall under the so called fields
of structural reliability and stochastic structural mechanics.
Coupling mechanical and stochastic data models for complex systems using a
classical procedure may become prohibitive in terms of computer time. This time
increases as the probability of failure of interest decreases, and this is a major limi-
tation in using these methods for industrial applications. This is especially true of
simulation methods which are unfortunately the reference standard in terms of ac-
curacy. S. Au and J. Beck address the problem of small probabilities by introducing
the subset simulation method, but such a method is still a simulation. To overcome
the computing time difficulty, limit-state substitution is proposed.
J.E. Hurtado (Structural Reliability - Statistical Learning Perspectives) intro-
duces Support Vector Machine to reliability and applies their classification proper-
ties to produce an efficient Monte-Carlo simulation. In SMART, we improved his
algorithm to build the limit-state surrogate for reliability application. By merging
Support Vector Machine classification into subset simulation, we propose here a ro-
bust method for reliability analysis referred as 2SMART for Subset by Support vector
Margin Algorithm for Reliability esTimation.
The proposed methodology is detailed and its efficiency is illustrated through
various examples, from test cases for validation to structural mechanics applications.
14 avril 2008

ix
Table des matie`res
Remerciements iv
Re´sume´ v
Abstract vii
Table des matie`res xiii
Introduction 1
I Me´thodes de calcul de la fiabilite´ des structures 5
I.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
I.2 Un proble`me de fiabilite´ . . . . . . . . . . . . . . . . . . . . . . . . . 8
I.2.1 La fiabilite´ en me´canique. . . . . . . . . . . . . . . . . . . . . . 8
I.2.2 . . .une coope´ration entre divers acteurs . . . . . . . . . . . . . 8
I.3 Le calcul me´cano-fiabiliste . . . . . . . . . . . . . . . . . . . . . . . . 10
I.3.1 La fonction d’e´tat-limite . . . . . . . . . . . . . . . . . . . . . 10
I.3.2 La mesure d’une probabilite´ . . . . . . . . . . . . . . . . . . . 10
I.3.3 Deux familles de me´thodes . . . . . . . . . . . . . . . . . . . . 11
I.3.4 Substitution de l’e´tat-limite . . . . . . . . . . . . . . . . . . . 12
I.4 Transformation des variables de base . . . . . . . . . . . . . . . . . . 12
I.5 FORM et SORM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
I.5.1 Le concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
I.5.2 Approximation de Taylor . . . . . . . . . . . . . . . . . . . . . 13
I.5.3 La recherche du point de conception . . . . . . . . . . . . . . 14
I.5.4 Le calcul des de´rive´es . . . . . . . . . . . . . . . . . . . . . . . 15
I.5.5 Les limites du calcul FORM/SORM . . . . . . . . . . . . . . 16
I.6 Ame´liorer le calcul des gradients . . . . . . . . . . . . . . . . . . . . . 16
14 avril 2008
x Table des matie`res
I.6.1 Me´thode de diffe´rentiation directe . . . . . . . . . . . . . . . . 17
I.6.2 Imple´mentation de la DDM . . . . . . . . . . . . . . . . . . . 18
I.6.3 Approximant de Pade´ [Wik07d] . . . . . . . . . . . . . . . . . 21
I.7 Les me´thodes de simulation . . . . . . . . . . . . . . . . . . . . . . . 22
I.7.1 Crude Monte-Carlo . . . . . . . . . . . . . . . . . . . . . . . . 22
I.7.2 Simulations d’importance . . . . . . . . . . . . . . . . . . . . 24
I.7.3 Simulations directionnelles . . . . . . . . . . . . . . . . . . . . 25
I.7.4 Carre´ Latin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
I.7.5 Subset Simulations . . . . . . . . . . . . . . . . . . . . . . . . 26
I.7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
I.8 Substituer la fonction de performance . . . . . . . . . . . . . . . . . . 27
I.8.1 Pourquoi substituer l’e´tat-limite ? . . . . . . . . . . . . . . . . 27
I.8.2 Surfaces de re´ponse polynomiales . . . . . . . . . . . . . . . . 28
I.8.3 Re´seaux de neurones (Neural Network NN) . . . . . . . . . . 31
I.8.4 Classification et re´gression par les SVM . . . . . . . . . . . . . 33
I.9 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
II Machines a` Vecteurs Supports 37
II.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
II.2 Classification et SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
II.2.1 Le cas line´aire . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
II.2.2 Le cas non line´aire - me´thode a` noyaux . . . . . . . . . . . . . 43
II.2.3 Les classes non se´parables . . . . . . . . . . . . . . . . . . . . 45
II.3 Re´gression par SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
II.4 SVM ou re´seaux de neurones . . . . . . . . . . . . . . . . . . . . . . . 49
II.4.1 ERM et principe de re´gularisation . . . . . . . . . . . . . . . . 50
II.4.2 VC dimension et SRM . . . . . . . . . . . . . . . . . . . . . . 54
II.4.3 La grande dimension . . . . . . . . . . . . . . . . . . . . . . . 57
II.5 Optimisation des SVM . . . . . . . . . . . . . . . . . . . . . . . . . . 58
II.5.1 Le choix des parame`tres . . . . . . . . . . . . . . . . . . . . . 58
II.5.2 Validation croise´e . . . . . . . . . . . . . . . . . . . . . . . . . 59
II.5.3 Boosting algorithm . . . . . . . . . . . . . . . . . . . . . . . . 60
II.6 Les outils associe´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
II.6.1 Analyse en Composantes Principales (PCA) . . . . . . . . . . 62
II.6.2 Quantification Vectorielle (Vector Quantizer VQ) . . . . . . . 63
14 avril 2008
Table des matie`res xi
II.6.3 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
II.7 Les outils utilise´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
II.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
III SVM et Fiabilite´ 69
III.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
III.2 Fil conducteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
III.2.1 La fonction d’e´tat-limite . . . . . . . . . . . . . . . . . . . . . 71
III.2.2 La repre´sentation des SVM . . . . . . . . . . . . . . . . . . . 73
III.3 La me´thode de J.E. Hurtado - SVM(H) . . . . . . . . . . . . . . . . . 74
III.3.1 Le principe de l’algorithme . . . . . . . . . . . . . . . . . . . . 74
III.3.2 Le de´tail pas a` pas [Hur04a] . . . . . . . . . . . . . . . . . . . 74
III.4 Discussion et propositions d’ame´liorations de l’algorithme . . . . . . 77
III.4.1 La fonction noyau . . . . . . . . . . . . . . . . . . . . . . . . . 78
III.4.2 Le plan d’expe´riences initial - carre´ latin . . . . . . . . . . . . 79
III.4.3 Choix des points d’apprentissage dans la marge . . . . . . . . 83
III.4.4 Approche multi-e´chelle . . . . . . . . . . . . . . . . . . . . . . 85
III.4.5 Bilan : trois phases d’apprentissage . . . . . . . . . . . . . . . 87
III.4.6 Crite`res de validation . . . . . . . . . . . . . . . . . . . . . . . 88
III.5 Bilan sur l’algorithme SMART . . . . . . . . . . . . . . . . . . . . . . 93
III.5.1 Une vision globale . . . . . . . . . . . . . . . . . . . . . . . . . 94
III.5.2 Une frontie`re explicite . . . . . . . . . . . . . . . . . . . . . . 95
III.5.3 Parame´trage de la me´thode . . . . . . . . . . . . . . . . . . . 95
III.5.4 En conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
III.6 Subsets Simulations et Classification : me´thode 2SMART . . . . . . . 96
III.6.1 Subsets simulations . . . . . . . . . . . . . . . . . . . . . . . . 96
III.6.2 Algorithme SVM et subsets simulations - 2SMART . . . . . . 104
III.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
IV Validation 115
IV.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
IV.2 Outils de de´veloppement . . . . . . . . . . . . . . . . . . . . . . . . . 117
IV.3 Les crite`res de validation . . . . . . . . . . . . . . . . . . . . . . . . . 117
IV.4 Description des exemples . . . . . . . . . . . . . . . . . . . . . . . . . 118
IV.4.1 Validation de l’apprentissage - la me´thode SMART . . . . . . 118
IV.4.2 Validation de la me´thode 2SMART . . . . . . . . . . . . . . . 120
14 avril 2008
xii Table des matie`res
IV.5 Parame`tres et suivi de la me´thode d’apprentissage . . . . . . . . . . . 122
IV.5.1 Les parame`tres de la me´thode SMART . . . . . . . . . . . . . 122
IV.5.2 Le suivi de la me´thode SMART . . . . . . . . . . . . . . . . . 123
IV.5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
IV.6 Validation de la me´thode 2SMART . . . . . . . . . . . . . . . . . . . 130
IV.6.1 Analyse de formes complexes . . . . . . . . . . . . . . . . . . 130
IV.6.2 Pre´cision et stabilite´ du re´sultat . . . . . . . . . . . . . . . . . 131
IV.6.3 Influence de la dimension . . . . . . . . . . . . . . . . . . . . . 132
IV.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
V Re´gression et analyse de sensibilite´ 135
V.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
V.2 SVM et re´gression : quels apports pour la fiabilite´ ? . . . . . . . . . . 137
V.2.1 Classification ou re´gression ? . . . . . . . . . . . . . . . . . . . 137
V.2.2 Optimiser la re´gression par SVM . . . . . . . . . . . . . . . . 138
V.3 Les produits de l’analyse de sensibilite´ . . . . . . . . . . . . . . . . . 139
V.3.1 Les moments statistiques . . . . . . . . . . . . . . . . . . . . . 140
V.3.2 Quelques donne´es the´oriques sur les indices de Sobol’ . . . . . 140
V.3.3 L’e´valuation des indices de Sobol’ . . . . . . . . . . . . . . . . 144
V.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
V.4 Estimation des moments statistiques et indices de Sobol’ . . . . . . . 147
V.4.1 Me´thode employe´e . . . . . . . . . . . . . . . . . . . . . . . . 147
V.4.2 Cre´ation de la base de donne´es . . . . . . . . . . . . . . . . . 148
V.4.3 Intervalle de confiance . . . . . . . . . . . . . . . . . . . . . . 148
V.4.4 La poutre en flexion . . . . . . . . . . . . . . . . . . . . . . . 149
V.4.5 Treillis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
V.4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
V.5 Me´thode Sparse Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
V.5.1 L’interpolation par la me´thode de la grille . . . . . . . . . . . 155
V.5.2 Optimisation de la grille . . . . . . . . . . . . . . . . . . . . . 157
V.5.3 Premiers re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . 157
V.5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
V.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
14 avril 2008
Table des matie`res xiii
VI Applications Me´caniques 161
VI.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
VI.2 Exemples simples de la me´canique . . . . . . . . . . . . . . . . . . . . 164
VI.2.1 Une sphe`re sous pression . . . . . . . . . . . . . . . . . . . . . 164
VI.2.2 Un treillis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
VI.2.3 Un oscillateur a` 2 degre´s de liberte´ primaire-secondaire . . . . 169
VI.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
VI.3 Plaque troue´e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
VI.3.1 Description du mode`le me´canique . . . . . . . . . . . . . . . . 175
VI.3.2 Re´sultats du calcul fiabiliste . . . . . . . . . . . . . . . . . . . 176
VI.3.3 Plaque a` 8 trous . . . . . . . . . . . . . . . . . . . . . . . . . . 177
VI.4 Le projet PROSIR . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
VI.4.1 Description du mode`le me´canique . . . . . . . . . . . . . . . . 184
VI.4.2 Re´sultats fiabilistes . . . . . . . . . . . . . . . . . . . . . . . . 185
VI.4.3 Le de´faut ale´atoire . . . . . . . . . . . . . . . . . . . . . . . . 187
VI.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
Conclusions et perspectives 189
Bibliographie 200
Table des figures 203
Liste des tableaux 206
Annexes 207
Annexe 1. Les me´thodes a` noyaux . . . . . . . . . . . . . . . . . . . . . . . 209
Annexe 2. SQP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
Annexe 3. SVM et internet . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
14 avril 2008

1Introduction
Les me´thodes de calcul me´cano-fiabilistes sont de´sormais largement connueset maˆıtrise´es dans quelques laboratoires de me´canique inte´grant le calculscientifique et l’optimisation pour la conception des structures. La prise en
compte de l’incertain dans les analyses me´caniques est en effet une condition indis-
pensable pour un dimensionnement optimal et robuste.
Coupler mode`les me´caniques et donne´es incertaines permet d’e´tudier d’une part
la fiabilite´ de composants ou de syste`mes et, d’autre part, l’influence de la variabi-
lite´ des parame`tres sur leur comportement.Cependant, les mode`les me´caniques sont
de plus en plus complexes suivant en cela l’approfondissement des connaissances
(comportement non-line´aire, dynamique, fatigue, me´canique de la rupture, etc). Ils
ne´cessitent, pour leur e´tude, l’utilisation d’outils nume´riques tre`s souvent construits
sur la me´thode des e´le´ments finis (MEF). Les me´thodes de couplage me´cano-fiabiliste
se doivent alors d’inte´grer de telles mode´lisations pour rendre efficace et exploitable
les e´tudes de fiabilite´ au dela` des cas acade´miques. Cette ne´cessaire complexite´ rend
les analyses de plus en plus exigeantes en temps de calcul et il s’agit alors de mettre
en œuvre celles qui demandent un minimum d’appels au calcul me´canique tout en
garantissant la robustesse des re´sultats vise´s.
Le but de nos travaux est donc de faire passer de telles e´tudes du stade acade´mique
au stade industriel en couplant les mode`les stochastiques aux mode`les me´caniques
les plus avance´s. Pour atteindre cet objectif, il est ne´cessaire de cre´er des proce´dures
robustes et efficaces de´montrant leur validite´ et tout leur inte´reˆt dans une approche
probabiliste. En effet, la conception me´cano-fiabiliste tente de maˆıtriser un risque
qu’elle explicite, et donc induit l’impossibilite´ d’un risque ze´ro. Cette vision probabi-
liste n’est pas toujours appre´cie´e des concepteurs de´terministes qu’elle peut de´ranger
dans leurs certitudes. Elle pre´sente pourtant un avantage certain, celui d’associer a`
un dimensionnement donne´ une probabilite´ de de´faillance et, souvent, sa sensibilite´
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2 Introduction
par rapport aux parame`tres de conception.
La proble´matique a` re´soudre est le passage de la the´orie probabiliste en fiabilite´
me´canique a` une pratique qui la rende accessible a` des proble`mes industriels, carac-
te´rise´s par leur dimension et leur complexite´. Ce stade est partiellement acquis mais
quelques verrous subsistent pour les proble`mes de dimension importante (de 20 a` 50
variables) et e´galement pour des cas complexes en terme d’e´tat-limite non re´gulier.
Lorsque le calcul est rapide, il est facile de s’appuyer sur des re´sultats de simulation.
Mais pour des calculs mettant en jeu d’importantes ressources nume´riques, il faut
e´conomiser impe´rativement le temps de calcul.
L’enjeu est donc de proposer une me´thode efficace et souple. Efficace pour e´co-
nomiser le temps de calcul et souple pour permettre son utilisation dans la majorite´
des proble`mes de la me´canique, sans restreindre le domaine de validite´ a` telle ou
telle approche, tout en le maˆıtrisant. Il s’agit d’organiser la de´marche fiabiliste et de
proposer de nouvelles approches afin de garantir l’obtention de re´sultats valide´s avec
le minimum d’expe´riences nume´riques. L’aspect non intrusif de la me´thode propo-
se´e est e´galement primordiale de notre point de vue. Cette caracte´ristique est une
des contraintes d’adaptabilite´ importante pour une inte´gration aise´e avec les mode`les
nume´riques ou analytiques actuellement utilise´s par les concepteurs.
Ce document est de´coupe´ en 6 chapitres. Ce de´coupage important refle`te la de´-
marche scientifique de la the`se.
Le premier chapitre, me´thodes de la fiabilite´, de´crit les me´thodes utilise´es et leurs
e´volutions. Il permet la compre´hension des techniques utilise´es et l’identification de
leurs points faibles. En conclusion de l’analyse, la substitution de mode`le apparaˆıt
comme une solution pertinente, en particulier via l’apprentissage statistique.
Le deuxie`me chapitre pre´sente les outils utilise´s : les Machines a` Vecteurs Supports
(SVM : Support Vector Machine) et leurs applications.
Le troisie`me chapitre pre´sente l’utilisation de l’apprentissage pour le calcul de
la fiabilite´. Le de´veloppement d’une me´thode de fiabilite´ a` partir des SVM et d’une
approche en classification constitue le cœur de la the`se.
Le chapitre suivant pre´sente la validation des solutions propose´es sur des cas
acade´miques.
L’analyse de la sensibilite´, deuxie`me volet des approches probabilistes, ne peut
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e´chapper a` notre inte´reˆt meˆme si notre principal objectif reste l’analyse de fiabilite´.
C’est l’objet du cinquie`me chapitre.
Le dernier chapitre de la the`se met en application les me´thodes de´veloppe´es sur
des exemples de la me´canique.
14 avril 2008

5Chapitre I
Me´thodes de calcul de la fiabilite´
des structures
Ce premier chapitre pre´sente la re´solution du proble`me de fiabilite´ et les me´thodes
couramment utilise´es de nos jours. La fin du chapitre donne les grandes lignes de la
de´marche suivie pour ce travail de recherche.
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I.1 Introduction
La prise en compte de l’incertain dans les analyses me´caniques est ne´cessairepour un dimensionnement optimal et robuste des structures. C’est avec cetobjectif que les approches probabilistes pour la me´canique des structures sont
de´veloppe´es depuis plusieurs de´cennies. Ces me´thodes permettent en effet d’e´tudier
d’une part la fiabilite´ de composants ou de syste`mes, et d’autre part l’influence de la
variabilite´ des parame`tres sur le comportement du composant ou du syste`me.
Les mode`les me´caniques sont souvent complexes (comportement non-line´aire, dy-
namique, fatigue, me´canique de la rupture, etc) ne´cessitant, pour leurs re´solutions,
l’utilisation de codes e´le´ments finis. Cette complexite´ doit eˆtre prise en compte par les
me´thodes de couplage me´cano-fiabiliste si l’on veut que l’analyse de fiabilite´ pre´sente
un sens. Cette prise en compte requiert un effort supple´mentaire sur les ressources
informatiques ne´cessaires. En effet, les me´thodes de couplage ne´cessitent un appel
au calcul de´terministe du mode`le me´canique pour des tirages judicieux de variables
ale´atoires. Ce nombre d’appels augmente ge´ne´ralement avec le nombre de variables
ale´atoires, ainsi le temps de calcul devient rapidement prohibitif par les me´thodes
traditionnelles.
L’objectif principal est donc de minimiser le nombre de calculs a` effectuer tout en
conservant une robustesse et une confiance satisfaisante du re´sultat : la probabilite´
de de´faillance et ses facteurs d’importance.
Ce chapitre pre´sente les principes de base du calcul fiabiliste ainsi que les diffe´-
rentes me´thodes utilise´es aujourd’hui. Il met en e´vidence les difficulte´s de mise en
œuvre d’une approche couplant me´canique et statistique. Il aboutit a` proposer des
pistes de travail autour de re´centes avance´es dans le domaine.
Les rappels et critiques sur les me´thodes actuelles sont issus d’articles de la litte´-
rature et d’auteurs tels que : K. Breitung [BH89], O. Ditlevsen [DM05], M. Lemaire
[Lem08], H.O. Madsen [MKL86], concernant les ge´ne´ralite´s, et J.B. Menzies [Men99]
et R. Rackwitz [Rac01], pour quelques regards sur les e´volutions.
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I.2 Un proble`me de fiabilite´
Concre`tement, quelles sont les compe´tences et proce´dures mises en jeu lors d’une
e´tude de fiabilite´ ? Un exemple tre`s simple permet ici de mettre en exergue les diffe´-
rentes e´tapes d’un calcul de fiabilite´.
I.2.1 La fiabilite´ en me´canique. . .
Conside´rons un exemple simple issu de la me´canique : la tenue d’un portique
soumis a` une force late´rale. La figure I.1 pre´sente la structure. Les poutres du portique
sont de´finies par une longueur L, des sections A1, A2, A3, et un module de Young E
ale´atoires. Pour ve´rifier la tenue de cette structure le de´placement u est analyse´.
Fig. I.1 Portique soumis a` une force late´rale F . Chaque poutre est de´finie par une
longueur L, une section A, et un module de Young E. La valeur du de´placement u
est analyse´e.
I.2.2 . . .une coope´ration entre divers acteurs
Une e´tude de fiabilite´ requiert, sur le meˆme sce´nario, divers points de vue de
diffe´rentes disciplines [Lem04]. L’expert en fiabilite´ analyse et de´crit le sce´nario de
de´faillance ; le me´canicien propose un mode`le pour e´valuer l’e´ve´nement de´fini ; ensuite
le statisticien e´tudie les donne´es ; enfin, le probabiliste propose une me´thode de calcul
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Fig. I.2 Disciplines en collaboration dans l’e´laboration d’une e´tude de fiabilite´.
L’e´tude de la fiabilite´ en me´canique ne´cessite une coope´ration entre diffe´rents ac-
teurs : du me´canicien au probabiliste en passant par le statisticien et le fiabiliste.
pour tranfe´rer les incertitudes. Ce sche´ma n’est pas une suite logique d’actions, mais
une e´tude en collaboration des diffe´rentes disciplines. Le travail de the`se s’inscrit
dans la dernie`re phase. Il s’agit de proposer de nouvelles me´thodes d’e´valuation de la
probabilite´ de de´faillance associe´e a` un sce´nario dans le cas de proble`mes complexes
en grandes dimensions.
Si ce sche´ma, illustre´ en figure I.2 est applique´ a` l’exemple du portique :
– le fiabiliste de´crit le sce´nario de de´faillance conside´re´ : il s’agit d’un de´placement
horizontal u supe´rieur au de´placement critique ulimite ;
– le me´canicien fournit un mode`le issu de la the´orie des poutres qui permet de
calculer le de´placement u en fonction des parame`tres ge´ome´triques et des ca-
racte´ristiques mate´riau ;
– le statisticien e´tudie les dispersions des donne´es ge´ome´triques et des caracte´ris-
tiques mate´riau a` partir de donne´es d’essais et/ou de rapports d’experts ;
– le probabiliste va re´unir mode`les et donne´es afin d’e´valuer la probabilite´ que le
de´placement de´passe le seuil critique, c’est l’e´tude de fiabilite´. Il pourra e´gale-
ment mesurer la dispersion du de´placement maximal et e´valuer les parame`tres
qui influencent cette dispersion, c’est l’e´tude de sensibilite´.
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I.3 Le calcul me´cano-fiabiliste
Le calcul me´cano-fiabiliste inte`gre des notions de mesures de probabilite´s. Sa mise
en œuvre ne´cessite de mettre en place un certain formalisme mathe´matique. Cette
section de´crit la mise en place de la fonction d’e´tat-limite, des variables ale´atoires et
les grandes familles de me´thodes permettant de re´soudre un proble`me de fiabilite´.
I.3.1 La fonction d’e´tat-limite
Soit X le vecteur des variables de base, qui peuvent eˆtre des variables de´finissant
les actions exte´rieures, ou les caracte´ristiques mate´riau, ou encore les caracte´ristiques
ge´ome´triques d’un composant ou d’un syste`me me´canique. L’ale´a sur ces variables
est de´fini par la densite´ conjointe de probabilite´. Ce vecteur ale´atoire est de´fini dans
l’espace physique.
Une fonction de performance ou fonction d’e´tat-limite G(X) est de´finie telle que
G(X) > 0 soit le domaine de suˆrete´, et G(X) 6 0 soit le domaine de de´faillance,
ceci pour un sce´nario de de´faillance donne´. La frontie`re entre les deux domaines, i.e.
G(X) = 0, est appele´e l’e´tat-limite. Pour des e´le´ments de structures, la fonction de
performance est assez souvent de´finie comme suit :
G(X) = Rcritique − S(X) (I.1)
ou` S(X) est la re´ponse du syste`me appele´e sollicitation et Rcritique est la limite
critique de la re´ponse e´tudie´e appele´e re´sistance.
I.3.2 La mesure d’une probabilite´
L’analyse de fiabilite´ a pour objectif l’estimation de la probabilite´ d’occurrence de
de´faillance due a` la variabilite´ des variables de base, pour un sce´nario de de´faillance
donne´. Pour le sce´nario de´fini a` l’e´quation I.1, Pf repre´sente la probabilite´ que la
re´ponse du syste`me S(X) exce`de la limite critique Rcritique. Cette probabilite´ peut
s’obtenir par inte´gration directe de la fonction de densite´ conjointe fX(x) sur le
domaine de de´faillance :
Pf =
∫
G≤0
fX1,...,Xn(x1, . . . , xn) dx1 . . . dxn (I.2)
ou` fX1,...,Xn(x1, . . . , xn) est la densite´ de probabilite´ conjointe des variables ale´atoires
de base xi.
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Les probabilite´s e´tudie´es e´tant des probabilite´s de de´faillance de syste`mes me´ca-
niques ge´ne´ralement fiables, leur ordre de grandeur est par conse´quent tre`s petit. Le
calcul de l’inte´grale est alors, sauf cas acade´mique, impossible a` calculer : l’erreur
d’inte´gration e´tant de l’ordre de l’inte´grale a` calculer. La plupart des me´thodes de´-
veloppe´es pour la fiabilite´ cherche, pour cette raison, a` estimer cette probabilite´ de
de´faillance sans passer par le calcul de l’inte´grale.
I.3.3 Deux familles de me´thodes
Pour re´soudre le proble`me de fiabilite´, deux types de me´thodes se distinguent.
– La premie`re famille est base´e sur l’e´tude de la fonction de performance G(X).
La probabilite´ de de´faillance est de´finie de la manie`re suivante :
Pf = P{G ≤ 0} (I.3)
Pour le calcul de cette probabilite´, il n’est pas ne´cessaire de connaˆıtre la forme
de l’e´tat-limite. Cette famille comprend les me´thodes de simulation : principa-
lement la simulation de Monte-Carlo et simulation selon le carre´ latin, (Latin
Hypercube [Wik07c]). Des e´chantillons de la population des variables de base
sont ge´ne´re´s pour obtenir une population repre´sentative sur laquelle une analyse
statistique peut eˆtre conduite.
– La seconde famille est base´e sur l’e´tude de l’e´tat-limite. Ce qui importe, c’est
la forme de la frontie`re G(X) = 0. Le but e´tant d’estimer l’inte´grale suivante :
Pf =
∫
G≤0
fX(x) dx (I.4)
L’e´tude de l’e´tat-limite permet non seulement de calculer la probabilite´ de de´-
faillance, mais e´galement de de´finir d’autres indicateurs comme les indices de
fiabilite´ ou encore le point de conception appele´ aussi par abus de langage point
de de´faillance le plus probable. La recherche de ce point permet d’obtenir des
informations supple´mentaires tre`s utiles a` l’analyse des structures : les facteurs
d’importance lie´s au point de conception. Ces indicateurs ne sont pas dispo-
nibles lors de l’utilisation de me´thodes base´es sur la fonction de performance.
Deux cate´gories se distinguent :
– les me´thodes base´es sur le de´veloppement de Taylor de l’e´tat-limite au voi-
sinage du point de conception : FORM (First Order Reliability Method),
pour un de´veloppement de Taylor au premier ordre, et SORM (Second Or-
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der Reliability Method), pour un de´veloppement au second ordre. Ces me´-
thodes ne´cessitent la connaissance de la valeur de l’e´tat-limite ainsi que de
ses gradients par rapport aux variables de base dans le voisinage du point de
conception. La me´thode SORM ne´cessite elle, de de´terminer les de´rive´es du
second ordre.
– Les me´thodes utilisant la the´orie statistique, c’est-a`-dire les de´rive´es des si-
mulations de Monte-Carlo. Ces dernie`res comprennent les me´thodes oriente´es
sur une description repre´sentative de l’ensemble de la re´ponse : simulations
d’importance (Importance Sampling), simulations directionnelles (Directio-
nal Sampling).
I.3.4 Substitution de l’e´tat-limite
Toutes les me´thodes de calcul font ge´ne´ralement appel a` un solveur nume´rique (le
code e´le´ments finis) pour obtenir une e´valuation de la re´ponse, ou a` un substitut ade´-
quat de la fonction de performance. Dans le cas de structures complexes, la fonction
de performance est de´finie de manie`re implicite par l’interme´diaire d’un code e´le´ments
finis (ou autre solveur de ce type). Dans ce cas, il y a un inte´reˆt non ne´gligeable a`
approximer de manie`re simple mais “cependant pre´cise” la fonction d’e´tat-limite, afin
d’e´viter un nombre d’appels trop important au code de calcul.
La construction d’un approximant de la fonction d’e´tat-limite constitue, ces der-
nie`res anne´es, une des voies de de´veloppement des me´thodes de la fiabilite´. Les me´-
thodes telles que les surfaces de re´ponse (Response Surface Method - RSM ) rele`vent
de cette optique. D’autres me´thodes base´es sur ce meˆme principe sont e´galement uti-
lise´es par les e´quipes de recherche, par exemple des me´thodes utilisant les techniques
et outils issus de l’Apprentissage Statistique (Statistical Learning) tels que les re´seaux
de neurones (Neural Networks), ou encore plus re´cemment, les machines a` vecteurs
supports (Support Vector Machine - SVM).
Les avantages et inconve´nients de ces diffe´rentes me´thodes sont expose´s dans la
suite, ainsi que les voies d’ame´lioration sur lesquelles le travail de the`se s’oriente.
I.4 Transformation des variables de base
Pour la plupart des me´thodes de calcul, le pre´alable au calcul de la probabilite´
de de´faillance consiste a` se placer, non pas dans l’espace des variables physiques,
mais dans un espace dit standard. Le vecteur des variables de base X, de´fini par
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sa fonction de densite´ conjointe est transforme´ en un vecteur de variables normales
centre´es, norme´es et inde´pendantes U , de´fini dans l’espace standard. Les transfor-
mations classiques utilise´es sont celles de Nataf et Rosenblatt. La transformation de
Nataf consiste en particulier a` passer de variables ale´atoires xi de lois marginales
quelconques et e´ventuellement corre´le´es a` des lois normales centre´es re´duites non
corre´le´es (inde´pendantes) ui, par l’expression suivante :
ui = Ti(xk) = Γij Φ−1
[
FXj (xj)
]
(I.5)
ou` Γij est l’inverse de la triangularisation de Choleski de la matrice de corre´lation
e´quivalente, FXj (xj) est la fonction de re´partition de la variable xj et Φ−1 est l’inverse
de la loi de re´partition gaussienne standard. Une me´thode de calcul de la transforma-
tion est disponible dans [DKP86], ou` des de´tails sont donne´s sur un calcul approche´
de la matrice de corre´lation e´quivalente.
I.5 FORM et SORM
I.5.1 Le concept
Ces me´thodes sont conside´re´es comme les plus efficaces en terme de rapport entre
temps de calcul et pre´cision de la re´ponse. Elles sont les plus utilise´es et conviennent
dans une majorite´ des cas.
La premie`re e´tape consiste a` rechercher le point de de´faillance le plus probable
P ∗, encore appele´ point de conception, dans l’espace des variables standard. Ensuite,
la fonction d’e´tat-limite est approxime´e par son de´veloppement de Taylor au premier
ordre (FORM) ou au second ordre (SORM), autour du point de conception. Ces 2
me´thodes d’approximation sont illustre´es sur la figure I.3.
I.5.2 Approximation de Taylor
Dans l’espace standard, on note H(U) la fonction d’e´tat-limite (qui e´tait note´e
G(X) dans l’espace des variables physiques X). Le de´veloppement de Taylor au se-
cond ordre au point U∗ s’e´crit comme suit :
H(U) ≈ H(U∗) + aT (U − U∗) + 12(U − U
∗)THe(U − U∗) (I.6)
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ou` a est le vecteur des gradients e´value´s au point de de´veloppement, et He le Hessien :
a = ∇H|U∗ (I.7)
Heij =
∂2H
∂ui∂uj
∣∣∣∣∣
U∗
Pour la me´thode FORM, le terme du Hessien n’est pas conserve´.
Il faut de´terminer le point du de´veloppement P ∗ puis e´valuer les grandeurs a et
He le cas e´che´ant.
Fig. I.3 Illustration de l’approximation de l’e´tat-limite au voisinage du point de
de´faillance le plus probable au premier ordre FORM et au second ordre SORM.
I.5.3 La recherche du point de conception
Le point de conception U∗ est solution du proble`me d’optimisation suivant :
minimiser β =
√
UTU sous la contrainte H(U) = 0 (I.8)
Cela correspond a` chercher la distance minimale entre l’e´tat-limite et l’origine dans
l’espace standard. Ce proble`me d’optimisation est re´solu par des me´thodes ite´ratives
utilisant les gradients pour l’obtention de la direction de descente.
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La re´solution du proble`me donne une valeur de β qui correspond a` l’indice de
fiabilite´ dit de Hasofer et Lind :
β = −αTU∗ (I.9)
ou` :
α = ∇H(U
∗)
|∇H(U∗)| (I.10)
est le vecteur normal a` l’hyperplan tangent a` l’e´tat-limite au point de conception,
hyperplan tangent dont l’e´quation est la suivante :
H(U)
|∇H(U∗)| = α
T (U − U∗) = β + αTU (I.11)
La me´thode SORM utilise le meˆme principe. Au point de conception, l’e´tat-limite
est approxime´ par une fonction du second ordre qui peut s’e´crire comme suit :
H(U)
|∇H(U∗)| = w
TU + β + 12(U − U
∗)TB(U − U∗) (I.12)
ou` :
Bij =
1
|∇H(U∗)| Heij
∣∣
U∗ (I.13)
I.5.4 Le calcul des de´rive´es
La me´thode FORM, approximation par un hyperplan, ne´cessite le calcul des gra-
dients de la fonction de performance par rapport a` l’ensemble des variables de base.
Comme la fonction de performance n’est ge´ne´ralement connue que de manie`re im-
plicite, l’obtention de ses gradients se fait ge´ne´ralement par diffe´rences finies. Cette
strate´gie ne´cessite au moins n + 1 appels au code de calcul par ite´ration de l’algo-
rithme d’optimisation (nombre d’ite´rations : de l’ordre de 10). L’approche SORM est
d’un couˆt de calcul encore plus se´ve`re, puisqu’elle requiert le calcul du Hessien par
diffe´rences finies (uniquement en P ∗).
Par conse´quent, pour utiliser ces me´thodes sur des proble`mes plus complexes en
terme de nombre de variables de base, il faut de´velopper de nouvelles approches.
L’utilisation de la diffe´rentiation directe en est une, voir section I.6. Elle permet, a`
partir d’une seule re´solution, d’obtenir les gradients directement. Cependant, cela ne´-
cessite d’imple´menter l’ope´rateur de diffe´rentiation a` toutes les e´tapes de l’algorithme
de calcul, donc de construire des codes de´die´s a` l’e´tude des sensibilite´s. Cela permet
e´galement une meilleure convergence des algorithmes, puisque la pre´cision du calcul
des gradients par diffe´rences finies n’est pas optimale. Cette pre´cision joue en effet
un roˆle important dans la convergence vers le point de conception.
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I.5.5 Les limites du calcul FORM/SORM
Il faut souligner deux principales difficulte´s lie´es aux me´thodes d’approximation
FORM/SORM. La premie`re difficulte´ tient dans le calcul des de´rive´es, en particulier
le re´glage des diffe´rences finies. L’autre point concerne l’e´ventuelle pre´sence de points
de conception multiples, Der Kiureghian [DKD98].
Le proble`me des de´rive´es, aborde´ dans la sous-section pre´ce´dente, I.5.4, est lie´ a`
l’utilisation des diffe´rences finies. D’une part, cette technique ne´cessite un nombre de
calculs importants en cas de proble`mes de grande dimension. D’autre part, ce calcul
est de´pendant du pas de diffe´rences finies, et peut devenir parfois tre`s instable en
fonction de la forme de la fonction e´tudie´e.
Le second point est commun a` la plupart des techniques d’optimisation. Il s’agit
de l’arreˆt de l’algorithme sur des minima locaux. En effet, l’optimisation par les
gradients ne permet pas l’obtention d’un extremum global. Se pose alors la question
de l’unicite´ de la solution. Dans le cadre d’une e´tude de fiabilite´, la non unicite´ de
la solution e´quivaut a` la pre´sence de points de de´faillance multiples. La non prise en
compte de points multiples peut entraˆıner une erreur plus ou moins importante sur
l’e´valuation de la probabilite´ de de´faillance.
Par conse´quent, ces me´thodes sont re´gulie`rement critique´es quant a` la validite´
des re´sultats dans des cas pathologiques. Cependant, un grand nombre de proble`mes
rencontre´s en pratique peuvent eˆtre re´solus par ces me´thodes, et le compromis temps
de calcul-robustesse joue aujourd’hui en leur faveur.
La me´thode SORM posse`de les meˆmes inconve´nients que la me´thode FORM.
Le principal e´tant la recherche du point de conception dont l’unicite´ n’est jamais
assure´e. Une fois le point P ∗ obtenu, le calcul de la de´rive´e seconde peut s’ave´rer tre`s
fastidieux en grande dimension. Rackwitz pre´sente e´galement des limites par rapport
a` la dimension de l’espace dans [Rac01].
I.6 Ame´liorer le calcul des gradients
Une constante dans la re´solution du proble`me de la fiabilite´ re´side dans le pro-
ble`me d’optimisation permettant l’obtention des points de de´faillance. La plupart
des algorithmes analytiques utilise les gradients de la fonction de performance pour
calculer les directions de descente. Nous faisons ici un aparte´ sur ce sujet, et sur la
manie`re d’ame´liorer ce calcul.
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Pour obtenir des me´thodes analytiques d’approximation plus fiables et plus ra-
pides, il faut ame´liorer les diffe´rentes e´tapes de l’algorithme. Le passage le plus de´licat
et le plus important se situe au niveau du calcul des gradients. Pour des raisons de
complexite´ des mode`les nume´riques utilise´s, le calcul de de´rive´es du mode`le par rap-
port a` une variable de conception se fait par diffe´rences finies. Cette me´thode est
tre`s simple a` imple´menter sur une proce´dure quelconque de re´solution nume´rique.
Cependant, elle comporte des inconve´nients non ne´gligeables. Son couˆt en terme de
temps de calcul est assez prohibitif. Elle demande en effet un grand nombre d’appels
a` la re´solution du proble`me me´canique initial pour obtenir les re´sultats. De plus, le
pas de calcul doit eˆtre ajuste´ pour e´viter des erreurs importantes sur le calcul de
sensibilite´s. De telles erreurs de´te´riorent le processus de convergence des algorithmes
d’optimisation et donc leur efficacite´. En effet, le calcul des gradients par diffe´rences
finies cumule les erreurs de la re´ponse des e´le´ments finis sur un minimum de 2 cal-
culs de´terministes. Le re´sultat est ainsi tre`s sensible aux erreurs de discre´tisation du
mode`le e´le´ments finis.
La de´termination de la sensibilite´ d’un mode`le me´canique par rapport a` ses va-
riables d’entre´e est de plus en plus utilise´e pour de multiples raisons. Les sensibilite´s
peuvent avoir diverses applications telles que : l’obtention d’indicateurs d’importance
des variables qui guident le concepteur dans une phase de conception, la de´termina-
tion de directions de recherche dans les proce´dures d’optimisation... Il est important
que le calcul de ces sensibilite´s, ou gradients, soit re´alise´ de manie`re pre´cise et fiable
par rapport au calcul de la re´ponse du syste`me, ceci pour le bon de´roulement des
algorithmes d’optimisation et pour l’obtention d’une information non errone´e sur le
syste`me e´tudie´.
I.6.1 Me´thode de diffe´rentiation directe
La me´thode des diffe´rences finies, utilise´e par le plus grand nombre pour sa fa-
cilite´ de mise en place sur les codes de calcul existants, ne permet de garantir ni
pre´cision, ni stabilite´ pour le calcul des sensibilite´s. D’autres me´thodes sont pourtant
disponibles, telles que la me´thode de diffe´rentiation directe : Direct Differentiation
Method (DDM). L’objectif est d’utiliser au maximum la diffe´rentiation directe, qui
re´duit l’ordre de grandeur de l’erreur sur le gradient a` celui de l’erreur sur le calcul
me´canique.
Cette me´thode existe dans la litte´rature de fiabilite´, dans celle de l’optimisation
et dans les e´tudes de sensibilite´ des mode`les. Des exemples dans le domaine du di-
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mensionnement de structures sont pre´sente´s par K.K. Cho¨ı [CD00], S.H. Kim [KH02],
D.T. Nguyen [NQR98] ou encore R. Serban [SF96]. Ils comparent l’utilisation de la
me´thode des diffe´rences finies a` celle de la diffe´rentiation directe pour l’e´valuation des
sensibilite´s et pour l’optimisation. Les re´sultats en terme de pre´cision et de stabilite´
sont compare´s a` ceux obtenus par diffe´rences finies, et les travaux pre´sente´s mettent
en e´vidence le gain obtenu en appliquant la DDM.
I.6.2 Imple´mentation de la DDM
L’imple´mentation de la DDM permet :
– d’une part, un gain de temps important en terme de temps de calcul, car a` l’aide
d’une unique re´solution de´terministe (certes plus longue qu’un simple calcul)
sont obtenues les de´rivations par rapport a` toutes les variables de conception ;
– d’autre part, elle est tre`s be´ne´fique en terme de pre´cision : en effet la pre´cision
du calcul est proche de la pre´cision du calcul e´le´ments finis.
La difficulte´ tient dans la formulation de la me´thode de de´rivation directe. La me´thode
de calcul des sensibilite´s de´pend du type de proble`me conside´re´ et de la me´thode de
re´solution utilise´e, et elle doit eˆtre imple´mente´e au niveau de la re´solution du proble`me
de´terministe, par exemple au niveau de la re´solution par e´le´ments finis. La mise en
place de ce type de calcul ne´cessite alors de “revisiter” le code de calcul. L’aspect
intrusif de la DDM est visible ici. En effet, il faut que l’ope´rateur de diffe´rentiation
soit pre´sent a` chaque ope´ration de la re´solution EF. On distingue la me´thode directe
et la me´thode adjointe. Pour comprendre la diffe´rence entre ces deux me´thodes, il est
ne´cessaire de revenir sur les e´quations de base de la diffe´rentiation directe.
Les e´quations de la DDM
Le but est d’obtenir les sensibilite´s d’une fonction f par rapport aux variables
de conception xn. Une telle fonction peut e´galement de´pendre de variables d’e´tat du
syste`me yi.
f = f(xn, yi) (I.14)
Pour xn donne´, la solution des e´quations qui gouvernent le syste`me est un vecteur
yi. Ces e´quations re´gissant le syste`me sont contenues dans :
Rk(xn, yi(xn)) = 0 (I.15)
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Les variables d’e´tat peuvent de´pendre explicitement ou implicitement des variables
de conception. Si le syste`me d’e´quations est non line´aire, alors la re´solution s’effectue
de manie`re incre´mentale en amenant les re´sidus Rk a` ze´ro.
La sensibilite´ de f est :
df
dxn
= ∂f
∂xn
+ ∂f
∂yi
dyi
dxn
(I.16)
La de´rive´e partielle, ∂f∂xn , peut-eˆtre e´value´e en variant le de´nominateur et en re´-
e´valuant le nume´rateur. La de´rive´e totale ne´cessite de re´soudre les e´quations du pro-
ble`me. Dans l’expression pre´ce´dente, seule l’e´valuation de dyidxn n’est pas triviale.
Les e´quations gouvernant le syste`me doivent eˆtre toujours satisfaites, ainsi la de´ri-
ve´e totale de l’e´quation doit eˆtre nulle par rapport a` toutes les variables de conception.
Soit :
dRk
dxn
= ∂Rk
∂xn
+ ∂Rk
∂yi
dyi
dxn
= 0 (I.17)
ce qui s’e´crit encore :
∂Rk
∂yi
dyi
dxn
= −∂Rk
∂xn
(I.18)
Ainsi il est possible d’e´valuer dyidxn et d’en substituer le re´sultat dans la de´rive´e
totale de f :
df
dxn
= ∂f
∂xn
− ∂f
∂yi
[
∂Rk
∂yi
]−1 ∂Rk
∂xn
(I.19)
On note :
ϕk = − ∂f
∂yi
[
∂Rk
∂yi
]−1
(I.20)
La diffe´rentiation directe
La me´thode qui consiste a` e´valuer d’abord dyidxn , puis a` le substituer dans l’ex-
pression de la de´rive´e totale est appele´e la me´thode directe. Re´soudre dyidxn ne´cessite
de re´soudre l’e´quation I.18 pour chacune des variables de conception. Pour une va-
riation d’une variable de conception, seul le membre de droite change. Ainsi, lorsque
la matrice ∂Rk∂yi peut eˆtre explicitement factorise´e et conserve´e, il est alors simple et
peu couˆteux de re´soudre cette e´quation pour diffe´rents membres de droite. Pour des
syste`mes non line´aires, ite´ratifs, cette matrice n’est jamais factorise´e explicitement.
La multiplication des variables de conception peut rendre couˆteuse l’utilisation de la
me´thode directe.
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La me´thode adjointe
La me´thode adjointe repre´sente alors une alternative inte´ressante pour palier l’in-
conve´nient pre´ce´demment cite´. Le principe est de re´soudre d’abord l’e´quation ad-
jointe :
∂Rk
∂yi
ϕk = − ∂f
∂yi
(I.21)
ϕk est appele´ le vecteur adjoint et est substitue´ dans l’e´quation I.19 pour obtenir la
sensibilite´ totale. Le vecteur adjoint ne de´pend pas des variables de conception mais
de la fonction f .
Le concepteur peut donc choisir entre ces deux me´thodes de calcul, en fonction
des caracte´ristiques de son proble`me, celle qui est la moins couˆteuse.
La diffe´rentiation automatique
L’utilisation syste´matique de la diffe´rentiation directe analytique ne´cessite un
travail d’intrusion dans le code. Une me´thode plus simple d’imple´mentation a fait
son apparition : la diffe´rentiation automatique, ou diffe´rentiation algorithmique. Cette
me´thode est base´e sur l’application de la diffe´rentiation en chaˆıne, G. Corliss [Cor92]
en propose une bibliographie. P. Cusdin, dans [CM03b] et [CM03a], utilise cette
me´thode dans le cadre de la dynamique des fluides et en explique les principes de
base.
Ce type de me´thode permet d’automatiser le processus de de´rivation sans e´crire
les formules de diffe´rentiation dans le code de calcul. La diffe´rentiation automatique
s’oppose ainsi a` la diffe´rentiation directe que l’on pourrait qualifier d’analytique dans
laquelle on formule ve´ritablement les sensibilite´s. Cette me´thode s’imple´mente a` l’aide
de logiciels de´die´s, qui vont de´river a` la chaˆıne toutes les ope´rations basiques re´alise´es
par le code de calcul. C’est une me´thode tre`s utile pour des proble`mes complexes et
des codes complexes ou` l’e´criture de la diffe´rentiation directe est fastidieuse. La the`se
re´alise´ par T. Haukaas, [Hau03], met en e´vidence la difficulte´ d’e´valuer les sensibilite´s
d’une quantite´ (de´pendantes des variables d’e´tat du syste`me) par rapport aux va-
riables de design pour diffe´rentes me´thodes de re´solution, diffe´rents types d’e´le´ments,
diffe´rents calculs...
En terme de pre´cision, la diffe´rentiation automatique est tre`s fiable, et e´galement
rapide. Cette me´thode est un bon compromis entre la me´thode directe et les diffe´-
rences finies. De nombreux logiciels permettent de re´aliser de tels calculs, pour en
citer quelques uns : ADIFOR, TAMC, DAFOR, ADOL... Cependant, il est ne´ces-
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saire d’avoir les sources du solveur pour mettre en place ce type d’outils. Il
existe deux manie`res d’imple´menter ce type d’algorithme :
– soit par transformation du code source : tout le code de calcul est transforme´
par l’algorithme et de nouvelles lignes de code sont inse´re´es pour le calcul des
de´rive´es ;
– soit en utilisant des donne´es de´rive´es. Dans ce cas, une nouvelle structure de
donne´es est cre´e´e contenant chaque valeur et sa de´rive´e, et les ope´rateurs sont
rede´finis pour travailler sur ces nouvelles structures de donne´es.
Cette me´thode permet e´galement d’obtenir, en utilisant les algorithmes ade´quats,
les de´rive´es d’ordres supe´rieurs.
Certains logiciels de calcul, tels qu’ANSYS, ABAQUS, Code ASTER, commencent
a` proposer le calcul de sensibilite´s.
I.6.3 Approximant de Pade´ [Wik07d]
La diffe´rentiation directe permet l’introduction des me´thodes d’ordres supe´rieurs.
P. Guillaume en est un pre´curseur dans le domaine de l’optimisation de forme utili-
sant les de´rive´es d’ordres successifs [GHR97]. Le principe consiste a` e´valuer au point
de calcul (point P* a` une certaine ite´ration du processus, par exemple), les de´rive´es
d’ordres successifs, et d’obtenir l’approximation de l’e´tat-limite au voisinage de ce
point, par le polynoˆme de Taylor a` un degre´ supe´rieur qui est de´termine´ par l’algo-
rithme. Cette approximation fournit les sensibilite´s de l’e´tat-limite par rapport aux
variables, et permet d’obtenir un indice de fiabilite´ FORM ou SORM de la fonction
de performance e´tudie´e.
Dans le meˆme esprit, la recherche de l’approximant de Pade´ de l’e´tat-limite est
possible. L’inte´reˆt de celui-ci est d’obtenir une approximation de l’e´tat-limite qui est
valable sur un voisinage plus grand autour du point de calcul. L’approximation est
meilleure et ainsi l’optimisation plus rapide et plus suˆre. L’inconve´nient re´side dans
le calcul des sensibilite´s par la diffe´rentiation directe. Mais la construction se fait
e´galement a` partir des de´rive´es d’ordres successifs de la fonction de performance par
rapport aux variables de design. La the´orie de l’approximant de Pade´ et son utilisa-
tion pour la me´canique sont de´taille´es dans plusieurs publications de P. Guillaume :
[Gui97b, Gui97a, GH00, GM94]. L’obtention d’une telle approximation revient a` l’ob-
tention d’une surface de re´ponse au voisinage du point, mis a` part que sa construc-
tion n’est possible qu’a` l’aide d’une unique re´solution du mode`le me´canique et sans
construction d’un plan d’expe´riences de´terministe, puisque les coefficients sont obte-
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nus par diffe´rentiation automatique.
Des exemples d’utilisations de l’approximant de Pade´ dans ANSYS sont dispo-
nibles dans les rapports techniques suivants : [CAD99], [TBBA99].
Cette me´thode pre´sente l’avantage d’eˆtre plus pre´cise que l’approximation de
l’e´tat-limite par un hyperplan, et e´galement d’eˆtre rapide car l’utilisation de la diffe´-
rentiation directe est incluse dans la me´thode. La DDM est l’unique manie`re d’obtenir
les de´rive´es d’ordres supe´rieurs. L’utilisation de cette me´thode ne´cessite les outils ne´-
cessaires a` la mise en place d’une DDM dans le proble`me a` re´soudre.
I.7 Les me´thodes de simulation
Les me´thodes de simulation sont base´es sur le calcul de la fonction de performance
pour un e´chantillon repre´sentatif (et souvent de grande taille) de la population. Ces
me´thodes sont les plus couˆteuses en temps de calcul, mais restent la re´fe´rence sur le
re´sultat en probabilite´ de de´faillance. Certaines variantes permettent de diminuer les
nombres d’appels a` la fonction de performance. Le temps de calcul est ainsi diminue´,
mais reste trop important pour s’en contenter dans le cadre de calculs industriels,
dans lesquels le temps de calcul de la fonction de performance est non ne´gligeable
et le nombre de variables ale´atoires important. De multiples travaux sont toutefois
re´alise´s sur ces me´thodes, car elles sont robustes et qu’elles peuvent eˆtre utilise´es
sur des substituts de la fonction de performance (cf. section I.8) ou` l’e´valuation de
l’e´tat-limite devient alors tre`s rapide.
Apre`s quelques donne´es sur la simulation de Monte-Carlo originale (crude MC),
les variantes les plus courantes sont de´taille´es. Les illustrations sont inspire´es du
manuel de Phimeca Software c©[PHI06] et de M. Lemaire [Lem04].
I.7.1 Crude Monte-Carlo
Le but est d’estimer l’inte´grale suivante :
Pf =
∫
G≤0
fX(x) dx (I.22)
Cette inte´grale limite´e au domaine de de´faillance peut eˆtre ramene´e a` une inte´grale
sur l’espace entier en introduisant la fonction indicatrice :
γ
f
(x) =
 1 si G(x) ≤ 00 si G(x) > 0 (I.23)
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Fig. I.4 Illustration de la simulation de Monte-Carlo dans l’espace standard. Les
re´alisations sont ge´ne´re´es autour de l’origine suivant la distribution de la multi-
normale centre´e re´duite.
L’expression de la probabilite´ de de´faillance prend alors la forme suivante :
Pf =
∫
γ
f
(x)fX(x) dx (I.24)
La probabilite´ de de´faillance est alors estime´e par l’expression suivante :
Pˆf =
1
n
n∑
i=1
γ
f
(xi) = E[γf (x)] (I.25)
en utilisant n re´alisations du vecteur X, sachant que pour obtenir un bon estimateur
de la probabilite´ de de´faillance, il faut un grand nombre n de simulations. Dans le cas
de la fiabilite´ des structures, ceci est d’autant plus vrai que les probabilite´s recherche´es
sont faibles (les structures sont fiables). Pour estimer une probabilite´ de de´faillance
de l’ordre de 10−n, il faut classiquement un e´chantillon de 10n+2 voire 10n+3. Cette
me´thode est extreˆmement couˆteuse en temps de calcul. Elle reste cependant l’une des
plus robustes.
Les simulations de Monte-Carlo sont conside´re´es comme les re´ponses de re´fe´rence
au proble`me de la fiabilite´. Il faut pre´ciser que seuls les tirages dans le domaine
de de´faillance contribuent a` l’ame´lioration de l’estimateur de la probabilite´ de de´-
faillance. Les variantes de la me´thode basique de Monte-Carlo utilisent cette proprie´te´
et tentent de rendre les tirages plus performants. L’objectif est de re´duire la variance
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de l’estimation de la probabilite´ de de´faillance, a` nombre de simulations identiques,
ou de re´duire le nombre de simulations pour atteindre une variance donne´e sur cette
probabilite´ de de´faillance.
I.7.2 Simulations d’importance
Fig. I.5 Illustration de la simulation d’importance dans l’espace standard. Les
re´alisations sont ge´ne´re´es autour du point de de´faillance le plus probable de´termine´
au pre´alable.
Le principe est de produire les e´chantillons dans les re´gions qui contribuent le
plus a` la mesure de l’inte´grale. Les points ayant le plus de poids dans la probabilite´
de de´faillance sont ge´ne´ralement situe´s autour du point de conception si celui-ci est
unique. Par conse´quent, l’essentiel des tirages est situe´ autour de P ∗.
Deux e´tapes sont ne´cessaires : il s’agit de chercher d’abord le point de de´faillance
le plus probable et de re´aliser ensuite une simulation centre´e sur ce point.
La probabilite´ de de´faillance est alors estime´e par l’expression suivante :
Pˆf =
1
n
n∑
i=1
γ
f
(xi)
ϕn(ui)
fn(ui − u∗) (I.26)
ou` ϕn est la densite´ multi-normale et fn de´pend du choix de la densite´ utilise´e pour
la simulation.
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I.7.3 Simulations directionnelles
Fig. I.6 Illustration de la simulation directionnelle.
Les simulations directionnelles sont base´es sur le concept de probabilite´ condition-
nelle et utilisent la syme´trie de l’espace standard. Les simulations sont alors re´alise´es
de manie`re radiale. Des directions dans l’espace sont ge´ne´ralement ge´ne´re´es ale´atoi-
rement et la probabilite´ de de´faillance est calcule´e conditionnellement a` la direction.
La probabilite´ de de´faillance est alors estime´e par l’expression suivante :
Pˆf =
1
n
n∑
i=1
[
1− χ2n(ρi)2
]
(I.27)
ou` χ2n est la loi de re´partition du χ
2 a` n degre´ de liberte´.
Il est ne´cessaire de de´terminer les intersections des directions avec l’e´tat-limite de
manie`re ite´rative.
I.7.4 Carre´ Latin
Dans cette me´thode de simulation, les tirages sont effectue´s de manie`re uniforme
dans un pave´ autour du point de conception. La fonction de densite´ uniforme s’e´crit :
fUk(uk) = 1V (p) , ou` V (p) est le volume du pave´.
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Fig. I.7 Illustration des simulations par hypercube latin.
La probabilite´ de de´faillance s’estime par l’inte´grale suivante :
Pˆf =
V (p)
N
N∑
i=1
γ
f
(xi)ϕn(ui) (I.28)
I.7.5 Subset Simulations
Une des variantes les plus re´centes ou la plus re´cemment mise a` jour est la me´-
thode des subsets simulations. La version propose´e par Au et Beck [AB01] permet de
re´soudre les proble`mes de fiabilite´ dont la probabilite´ de de´faillance est tre`s faible,
a` un couˆt tre`s inte´ressant par rapport au crude Monte-Carlo. Cette me´thode est
longuement de´crite dans le chapitre III puisqu’elle sert de base aux de´veloppements
propose´s dans cette the`se.
De manie`re tre`s succincte, l’ide´e consiste a` de´finir la probabilite´ de de´faillance
comme un produit de probabilite´s conditionnelles, chacune de ces probabilite´s ne
ne´cessitant qu’un nombre limite´ de simulations pour leurs e´valuations respectives.
Cette me´thode reste une me´thode de simulation, dans le sens ou` elle ne´cessite un
grand nombre d’e´valuations de l’e´tat-limite : de l’ordre de 10000 ·n pour l’e´valuation
d’une probabilite´ de l’ordre de 10−n. De plus amples de´tails sont disponibles section
III.6.1.
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I.7.6 Conclusion
Les avantages des me´thodes de simulation sont de plusieurs ordres :
– il n’y a pas d’hypothe`se e´tablie sur la forme de l’e´tat-limite ou sur la position
du(des) point(s) de conception sur la line´arite´ ou la taille du proble`me ;
– l’erreur n’est pas affecte´e par la dimension du proble`me : le pourcentage d’erreur
est tre`s peu, voire pas du tout, sensible a` la dimension du proble`me a` l’inverse
des autres me´thodes approche´es (type FORM).
Souvent, il est reproche´ aux me´thodes de simulation l’absence d’information sur
les points de de´faillance. Hormis pour la simulation d’importance pour laquelle le
point de de´faillance est connu, il est possible d’utiliser des techniques de clustering
des points de la zone de de´faillance afin de de´terminer le ou les points de conception.
C’est ce que montre F. Perrin dans [PPS06].
L’utilisation de ces me´thodes de simulations pour un proble`me de taille indus-
trielle reste difficile en raison du couˆt. Il peut-eˆtre re´duit en remplac¸ant la fonction
d’e´tat-limite par une approximation simple mais assez pre´cise. Ainsi, il est possible
de diminuer le temps de calcul en remplac¸ant un calcul e´le´ments finis par la simple
e´valuation d’une fonction explicite. Cette solution est explore´e dans la suite.
I.8 Substituer la fonction de performance
Les re´centes avance´es des me´thodes de couplage me´cano-fiabiliste sont a` mettre
sur le compte des me´thodes de substitution de mode`les complexes. Ce ne sont pas
des me´thodes spe´cifiques de re´solution du proble`me d’optimisation me´cano fiabiliste,
mais la substitution de la fonction de performance permet d’acce´le´rer la re´solution
de proble`mes de taille importante en utilisant les algorithmes existants. Des compa-
raisons de ces me´thodes avec les classiques FORM et Monte-Carlo sont nombreuses
dans la litte´rature. H.M. Gomes, dans [GA04], pense que ces me´thodes permettront
d’acce´le´rer les proce´dures pour re´soudre les proble`mes de grande taille.
I.8.1 Pourquoi substituer l’e´tat-limite ?
Le remplacement de l’e´tat-limite par un substitut pre´sente plusieurs avantages :
– l’information ne´cessaire a` la re´solution par des me´thodes analytiques (i.e. les
valeurs, gradients et courbures de la fonction d’e´tat-limite autour du point de
conception), peut eˆtre fournie par un substitut de la fonction de performance ;
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– pour les me´thodes issues des simulations de Monte-Carlo, augmenter la pre´ci-
sion ne´cessite de faire des appels supple´mentaires de la fonction d’e´tat-limite
(re´solutions du mode`le e´le´ments finis). Le temps de calcul peut eˆtre largement
diminue´ par l’utilisation d’une bonne approximation de la fonction de per-
formance ;
– enfin, ce type de me´thode est moins affecte´ par l’augmentation de la dimension
du proble`me, a` l’inverse des me´thodes d’approximation FORM/SORM.
Une grande partie des travaux recense´s se sont oriente´s vers les surfaces de re´ponse
(RSM : Response Surface Methods). Depuis quelques anne´es, l’apprentissage statis-
tique a fait son apparition chez les fiabilistes : re´seaux de neurones et plus re´cemment
les machines a` vecteurs supports (SVM Support Vector Machine) sont utilise´es pour
remplacer l’appel a` un solveur trop long.
I.8.2 Surfaces de re´ponse polynomiales
L’utilisation de cette technique consiste a` remplacer le calcul de la valeur de
la fonction de performance par une expression analytique polynomiale. Le choix de
la surface de´pend du niveau d’approximation requis, mais surtout de la taille du
proble`me.
Le principe
Tre`s souvent, une forme quadratique est choisie pour l’e´criture du substitut Gˆ
de la fonction de performance G. Autrement dit, le substitut s’e´crit de la manie`re
suivante :
Gˆ(X) = c0 +
n∑
i=1
cixi +
n∑
i=1
ciix
2
i (I.29)
ou, en incluant les termes croise´s :
Gˆ(X) = c0 +
n∑
i=1
cixi +
n∑
i=1
n∑
j=1
cijxixj (I.30)
avec X le vecteur des n variables de base, et ci, cij , les coefficients du polynoˆme
recherche´. Les coefficients sont les inconnues du proble`me qu’il faut rechercher en
utilisant un plan d’expe´riences de taille minimale. Le plan d’expe´riences peut eˆtre
choisi minimum pour obtenir un nombre d’e´quations correspondant au nombre d’in-
connues (mais l’interpolation n’est pas efficace), il peut e´galement eˆtre plus complet
et ne´cessiter l’utilisation des me´thodes de re´gression pour le calcul des coefficients du
polynoˆme.
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Mise en œuvre des surfaces de re´ponse et difficulte´s
Historiquement, dans le cadre de l’analyse de fiabilite´, les surfaces de re´ponse
sont utilise´es pour approximer l’e´tat-limite autour de la zone de pre´sence du point
de de´faillance le plus probable P ∗. L’objectif est d’e´valuer le Hessien de manie`re
efficace en approximant l’e´tat-limite par une surface quadratique. Ainsi, il est possible
d’obtenir l’indice de fiabilite´ SORM.
L’algorithme suit la chronologie suivante :
– recherche d’une surface autour du point de de´part par une me´thode de re´gres-
sion sur les points de calcul du plan d’expe´riences ;
– recherche du nouveau point de conception par la me´thode FORM ou SORM
sur la surface de´finie ;
– puis recherche d’une nouvelle surface autour du point de conception.
Ceci est ite´re´ jusqu’a` convergence de l’algorithme vers le point de de´faillance le plus
probable.
Les points de´licats sont :
– le choix des polynoˆmes : le degre´, le type, etc ;
– la me´thode de re´gression : ponde´re´e ou non ;
– et bien entendu les points d’apprentissage qu’il faut de´terminer.
En ce qui concerne le choix du me´ta-mode`le, le de´veloppement a` l’ordre 2 est
souvent retenu. Un degre´ supe´rieur est souvent ne´cessaire pour une meilleure ap-
proximation de la fonction, mais cela devient couˆteux dans des espaces de grande
dimension. De plus, l’obtention d’un de´veloppement d’ordre 2 autour du point de
de´faillance le plus probable, permet l’e´valuation imme´diate de l’indice SORM.
La base de polynoˆmes retenue est souvent la base la plus intuitive : [1, x, x2, . . . , xn].
Mais d’autres bases sont possibles et peuvent apporter quelques avantages. La base
des polynoˆmes d’Hermite est ainsi re´gulie`rement utilise´e pour ses proprie´te´s d’or-
thogonalite´ par rapport a` la mesure gaussienne. Souvent associe´ aux e´le´ments finis
stochastiques, le de´veloppement de la re´ponse sur le chaos polynomial d’Hermite est
utilise´ dans un cadre plus global d’analyse de sensibilite´s, et moins pour l’e´valuation
d’indices de fiabilite´. En effet, le de´veloppement permet d’analyser principalement les
tendances centrales de la re´ponse, voir les publications de B. Sudret et M. Berveiller
[SBL04, Ber05].
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De´veloppements sur le the`me des surfaces de re´ponse
(a) Le plan d’expe´riences. Souvent, les expe´rimentations (calcul du re´sultat d’un
tirage) sont re´alise´es aux points situe´s a` la moyenne +/- k e´cart-type, k e´tant alors
un parame`tre de´terminant pour le re´sultat obtenu. Comment choisir le plan d’expe´-
riences ? X.L. Guan, dans [GM01], montre que la variation du parame`tre k influence
de manie`re non ne´gligeable sur les re´sultats du calcul de la fiabilite´, le plan d’ex-
pe´riences est source d’instabilite´ dans la re´solution du proble`me par les surfaces de
re´ponses.
Par conse´quent, les surfaces de re´ponse ne sont a` utiliser qu’en connaissance de
cause. Leur inte´reˆt e´tait d’obtenir des de´rive´es exactes pour le calcul de la descente,
mais l’approximation tend a` eˆtre instable. Pourtant la me´thode plaˆıt puisque de nom-
breux de´rive´s de l’algorithme de base existent dans la litte´rature, et de nombreuses
recherches sont en cours sur les me´thodes de re´gression qui permettent d’inte´grer un
calcul d’erreur.
Par exemple, I. Kaymaz utilise une me´thode de re´gression ponde´re´e dans [KM04].
Le principe est d’affecter un poids plus important aux points proches de l’e´tat-limite,
par exemple l’inverse de la distance.
(b) E´valuer l’erreur ou l’instabilite´. La difficulte´ de la me´thode reste le choix
des points de calcul. Il s’agit de se rapprocher le plus rapidement possible de l’e´tat-
limite et du point de conception, car la zone de de´faillance la plus probable posse`de les
informations les plus importantes pour e´valuer la fiabilite´ d’une structure par rapport
a` un sce´nario de de´faillance. Dans cette optique, N. Gayton, dans [GBL03], propose
une me´thode qui tente d’optimiser les plans d’expe´riences. La me´thode propose´e
permet de de´finir dans une premie`re e´tape de l’algorithme, par un pre´-processing
de l’espace standard, une zone dans laquelle la recherche du point de conception se
concentre.
Il propose e´galement une me´thode statistique originale d’e´valuation du point de
conception, a` partir de l’ensemble des expe´rimentations re´alise´es. Il compare les n−1
points de conception obtenus en utilisant les n expe´rimentations moins une, prise
tour a` tour : resampling ou Jacknife. Le point de conception est conside´re´ comme une
variable ale´atoire, laquelle est e´value´e par l’obtention d’une distribution construite
expe´rimentalement.
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(c) Une surface peu adaptative. D. Roos [RB03] propose une me´thode de sur-
face adaptative, ou` une erreur est introduite et permet de controˆler la convergence
de l’algorithme. Cette me´thode n’utilise plus une repre´sentation quadratique de la
surface mais des fonctions non line´aires : elle est construite a` l’aide de n simplexes.
L’inte´reˆt repose sur la non line´arite´ de la surface, et donc sur le fait que celle-ci est
plus pre´cise dans les cas d’un manque de continuite´ ou d’un e´tat-limite complexe.
Cette me´thode s’apparente plus aux re´seaux de neurones.
(d) Limites. Le proble`me des surfaces de re´ponse re´side dans la rigidite´ de la sur-
face a priori que l’on impose a` la forme de l’e´tat-limite. Dans certains cas, s’e´vertuer
a` utiliser une quadrique ne conduit pas a` une pre´cision suffisante.
Une autre limite re´side dans le temps de calcul, car cette me´thode ne´cessite un
nombre d’appels a` l’e´tat-limite qui croˆıt rapidement avec le nombre de variables de
base. Cela rend cette me´thode inutilisable pour des proble`mes de taille importante.
Les me´thodes issues de l’apprentissage statistique sont, de ce point de vue, plus
souples, s’adaptent plus facilement a` des cas de non line´arite´ importante de la fonction
de performance, et sont moins sensibles a` la dimension du proble`me.
I.8.3 Re´seaux de neurones (Neural Network NN)
(a) Le principe. Cette me´thode consiste a` utiliser un re´seau de neurones afin
de simuler l’e´tat-limite. L’inte´reˆt est de pouvoir utiliser les algorithmes de fiabilite´
existant sur le re´seau plutoˆt que sur le mode`le me´canique. Ceci est possible une fois
l’apprentissage du re´seau effectue´.
Ces me´thodes sont tre`s utiles lorsque les me´thodes conventionnelles FORM/RSM
ne sont plus utilisables, si la dimension du proble`me est importante, par exemple.
En effet, le temps de calcul de ces me´thodes n’est pas proportionnel au nombre de
variables du proble`me, comme peuvent l’eˆtre les me´thodes plus conventionnelles.
Parmi les nombreux types de re´seaux de neurones, certains ont e´te´ utilise´s et
donnent des re´sultats inte´ressants pour servir de substitut de la fonction de perfor-
mance. Nous retiendrons les suivants : le Multi Layer Perceptron (MLP) et Radial
Basis Function Networks (RBFN) qui sont les plus pre´sents dans la litte´rature de
la me´canique fiabiliste : voir M. Papadrakakis [PL02], P.C. Pendharkar [Pen02] ou
J.E. Hurtado [HA01].
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(b) Le MLP. Pour le premier type, MLP, le substitut prend la forme suivante :
Gˆ(X) = h˜
(
m∑
k=0
wk h
(
n∑
i=0
wkixi
))
(I.31)
ou` les wk et wki sont des poids, xi la i -e`me coordonne´es du vecteur X. h() et h˜()
sont des fonctions en ge´ne´ral non line´aires. La forme suivante peut eˆtre utilise´e :
h(t) = 11 + exp(−t) (I.32)
Cette fonction est e´galement utilise´e pour h˜ dans le but de faire de la classification.
Pour la re´gression, h˜ = t est plus souvent utilise´e.
(c) La RBFN. La RBFN est base´e non plus sur l’utilisation des coordonne´es du
vecteur ale´atoire des variables de base mais sur un e´chantillon de re´alisations de X :
X1, ..., Xm, pour construire un mode`le de la forme :
Gˆ(X) =
m∑
i=1
wi h (X,Xi) (I.33)
ou` les wi sont des poids, et la fonction h est la gaussienne :
h(X,Xi) = exp
(
−‖X −Xi‖
2
2w2
)
(I.34)
La me´thode des SVM utilise ce type de fonction mais les poids sont calcule´s de
manie`re tre`s diffe´rente (voir chapitre II). La fonction recherche´e est du type :
Gˆ(X) =
m∑
i=1
wi K (X,Xi)− b (I.35)
ou` K(X,Xi) est une fonction noyau (Kernel function) et b un parame`tre.
(d) L’apprentissage. Les algorithmes d’apprentissage de ces re´seaux sont nom-
breux. Ils sont de´terminants dans la recherche d’une fonction de substitution car ils
vont conditionner l’obtention des diffe´rents parame`tres comme les poids. Souvent, ces
algorithmes utilisent les Back Propagation techniques.
Il s’agit en fait d’un proble`me d’optimisation : trouver les poids qui permettent
de minimiser une fonction couˆt. Cette fonction permet le controˆle de la pre´cision
de l’approximation obtenue. L’optimisation est non-line´aire et peut aboutir a` des
minima locaux.
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L’obtention d’une fonction analytique de substitution de la fonction de perfor-
mance permet d’obtenir rapidement le re´sultat FORM ou SORM, ainsi que la pro-
babilite´ de de´faillance, mais e´galement les sensibilite´s en de´rivant les fonctions du
re´seau par un ope´rateur de de´rivation a` la chaˆıne dans le cas de re´seau de plusieurs
neurones [DGLQY05].
Les difficulte´s re´sident dans les algorithmes d’apprentissage, les moyens de controˆle
de la pre´cision ainsi que le choix de population d’apprentissage permettant de pre´-
parer le re´seau. J.E. Hurtado compare diffe´rentes me´thodes d’apprentissage dans
[HA01].
I.8.4 Classification et re´gression par les SVM
Cette section pre´sente les concepts des machines a` vecteurs supports qui sont plus
longuement de´taille´s dans le chapitre II.
En une phrase : les SVM permettent d’utiliser la souplesse des me´ta-mode`les type
re´seaux de neurones en conservant une forte capacite´ de ge´ne´ralisation (pilote´e par
le choix des parame`tres). Cet outil permet de re´aliser des simulations performantes
en utilisant la classification [Hur04a], mais peut e´galement servir pour re´aliser une
re´gression permettant d’obtenir une approximation explicite de la fonction d’e´tat-
limite. A` chacun des deux grands types d’applications de l’approche probabiliste, la
fiabilite´ et la sensibilite´, correspond une utilisation spe´cifique des proprie´te´s de SVM :
la classification ou la re´gression respectivement.
Ces outils statistiques sont inte´ressants pour plusieurs raisons :
– Ils permettent de travailler avec des populations restreintes, comme souvent en
fiabilite´. En effet, il est rare d’avoir un tre`s grand nombre de donne´es expe´ri-
mentales et les donne´es nume´riques sont parfois difficiles a` obtenir (temps de
calcul tre`s longs).
– C’est un mode`le qui est tre`s flexible et permet une bonne approximation (en
classification comme en re´gression).
– Pour la classification, Les SVM de´finissent une marge, dans laquelle se situe la
frontie`re entre le domaine de de´faillance et le domaine de suˆrete´, et qui permet
de ge´ne´rer des nouveaux e´chantillons permettant d’affiner l’approximation.
J.E. Hurtado [Hur04a] pre´sente la me´thode des SVM ainsi que des outils statis-
tiques permettant de re´aliser d’autres gains de temps (cf. chapitre II). Les algorithmes
utilisant les SVM diffe`rent selon leur utilisation dans le cadre de la classification, ou
celui de la re´gression. Pour la classification, le but est de se´parer des e´chantillons se-
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lon leur classe. Notre proble`me de fiabilite´ s’inte`gre parfaitement dans une optique de
classification : il s’agit de se´parer les e´chantillons selon leur appartenance au domaine
de suˆrete´ ou au domaine de de´faillance. C’est un exercice de classification binaire.
La re´gression s’apparente a` une surface de re´ponse mais la me´thode de re´gression est
novatrice et utilise d’autres principes que les re´gressions utilise´es par la RSM.
Cette piste est pre´fe´rable aux re´seaux de neurones d’apre`s J.E. Hurtado [Hur04b]
qui a e´galement re´alise´ une e´tude comparative des re´seaux de neurones [HA01].
I.9 Bilan
L’objectif principal de nos travaux est de permettre la mise en place de la fiabilite´
pour des proble`mes me´caniques complexes, cette complexite´ re´sidant au niveau du
mode`le me´canique ou du mode`le stochastique. Il s’agit de permettre l’utilisation de
ces approches, afin de prendre en compte les diffe´rents ale´as pour une conception
fiable.
Pour atteindre cet objectif, il faut rendre robuste le calcul de fiabilite´ mais e´gale-
ment lui permettre d’inte´grer plus de donne´es ale´atoires en acce´le´rant les proce´dures.
Diffe´rentes approches sont possibles car des actions a` diffe´rents niveaux de l’analyse
sont envisageables : ame´lioration des proce´dures d’optimisation, re´solution du mode`le
me´canique, analyse des sensibilite´s (gradients), etc.
Diffe´rentes pistes ont e´te´ pre´sente´es dans ce chapitre, notamment la diffe´rentiation
directe, les techniques de simulations innovantes, et les surfaces de re´ponse.
Cependant, une approche non intrusive par rapport au mode`le physique
utilise´ est indispensable pour la ge´ne´ralisation souhaite´e. Cette approche e´vite
de remanier les codes de calculs actuels. Cette dernie`re condition est de notre point
de vue primordiale pour l’application des me´thodes fiabilistes au plus large e´ventail
de domaines. Cette dernie`re priorite´ exclut d’emble´e un recours aux me´thodes de
diffe´rentiation directe, malgre´ les avantages de celles-ci. Mais le de´veloppement de
telles me´thodes, motive´ par l’optimisation, dans les codes ouvrira demain de nouvelles
perspectives.
La substitution de l’e´tat-limite semble alors la meilleure me´thode pour permettre
d’augmenter le nombre de variables ale´atoires, ainsi que la complexite´ du proble`me
a` moindre couˆt. Ceci est duˆ au fait que le couˆt de l’optimisation de´pend de manie`re
moins forte de l’augmentation du nombre de variables. De plus, la substitution de
l’e´tat-limite permet de conserver les me´thodes qui ont fait leurs preuves aujourd’hui :
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les simulations ou les me´thodes analytiques. L’apprentissage semble alors l’approche
la plus souple et efficace, a` condition de de´montrer sa validite´ dans son domaine de
de´finition.
Remarque sur la puissance de calcul : ame´liorer les temps de calcul peut passer par
la paralle´lisation et la distribution des calculs pour les rendre utilisables sur cluster.
Mais la paralle´lisation est un outil. Il s’agit bien suˆr ici de trouver d’autres moyens,
qui eux meˆmes seront un jour paralle´lise´s. Cependant, dans l’e´criture de proce´dures,
il est important de re´fle´chir a` leur mise en œuvre sur des architectures de type cluster
pour un calcul paralle`le ou au moins distribue´.
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Le contexte - Bilan.
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Chapitre II
Machines a` Vecteurs Supports
Ce chapitre est consacre´ a` la pre´sentation de la the´orie des machines a` vecteurs sup-
ports (Support Vector Machine SVM). Les e´quations aboutissant a` l’e´criture du proble`me
d’optimisation a` re´soudre pour l’obtention des parame`tres SVM sont ici expose´es.
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II.1 Introduction
Le projet de the`se est centre´ sur l’utilisation des outils de l’apprentissagestatistique pour le de´veloppement de me´thodes de fiabilite´. Il est par conse´-quent ne´cessaire d’introduire le vocabulaire utile, ainsi que les outils et les
techniques employe´s. Ce chapitre est donc consacre´ a` une e´tude bibliographique des
machines a` vecteurs supports (en anglais : Support Vector Machine, d’ou` le sigle qui
est utilise´ SVM). D’autres outils re´gulie`rement associe´s sont e´galement pre´sente´s. Ces
diffe´rents outils ne sont encore que tre`s peu utilise´s pour les e´tudes de fiabilite´, dans
lesquelles les me´thodes de l’apprentissage statistique sont pre´sentes principalement
par les re´seaux de neurones. Ces me´thodes sont en revanche fortement de´veloppe´es
pour des applications en traitement d’images, en classification des prote´ines, en re-
connaissance de caracte`res, etc. Seul J.E. Hurtado [Hur04b], apre`s avoir e´tudie´ et
compare´ les types de re´seaux de neurones, s’est attarde´ sur les possibilite´s offertes
par les SVM pour la fiabilite´ des structures.
Dans ce chapitre, le vocabulaire utilise´ dans la the´orie des SVM est introduit et
les principes de base de la me´thode sont explique´s. Ces diffe´rentes notions pre´sente´es
s’appuient sur les travaux des auteurs de re´fe´rence sur les SVM tels que Scho¨lkopf,
Cristianni, Smola, Vapnik [Vap98, SS03a, Sch00, CST00]. Les de´tails de ces princi-
pales re´fe´rences sont reprises par J.E. Hurtado sous l’angle fiabiliste dans [Hur04b].
II.2 Classification et SVM
Les SVM ont e´te´ cre´e´s pour re´soudre les proble`mes dits de classification. Le but
est de se´parer l’espace des donne´es en classes. A` chaque re´alisation des variables de
base est associe´e une classe. Le principe de l’algorithme est de cre´er un hyperplan qui
se´pare les donne´es en deux classes (classification binaire), cf. figure II.1, en utilisant
le principe de marge maximale : conside´rons des points d’apprentissage appartenant
aux classes −1 et +1, l’hyperplan maximisant la marge se´pare les deux classes des
points d’apprentissage de telle fac¸on que la distance entre les points les plus proches
de la marge et l’hyperplan soit maximise´e. La premie`re version de l’algorithme a
14 avril 2008
40 II. Machines a` Vecteurs Supports
e´te´ propose´e par Vladimir Vapnik [VL63] en 1963. Elle s’appliquait aux se´parateurs
line´aires (on parle de classes line´airement se´parables). Puis, en 1992, Bernhard Bo-
ser, Isabelle Guyon et Vladimir Vapnik proposent la cre´ation d’un se´parateur non
line´aire en appliquant le “Kernel trick ” (me´thode a` noyaux) au principe de la marge
maximale, [BGV92]. L’algorithme de base n’est pas modifie´, seul le produit scalaire
classique est remplace´ par une fonction noyau non line´aire. L’algorithme de marge
maximale est alors utilise´ dans un espace transforme´ appele´ espace support (feature
space). La transformation peut eˆtre non line´aire et l’espace support de tre`s grande
dimension : cela permet d’obtenir un se´parateur qui est un hyperplan dans l’espace
support, mais une fonction non line´aire dans l’espace de de´part.
L’inte´reˆt pour le proble`me de la fiabilite´ est simple : il s’agit d’associer une classe
a` la re´ponse du syste`me me´canique pour la re´alisation x des variables de base, classe
“suˆrete´” (+1), et classe “de´faillance” (−1). Notre objectif est de trouver une
formulation analytique de la frontie`re des classes.
II.2.1 Le cas line´aire
Fig. II.1 Illustration d’un se´parateur dans le cas de classes line´airement se´pa-
rables. Les diffe´rents attributs des SVM sont affiche´s sur la figure : la marge, les
points d’apprentissage des 2 classes, les points (ou vecteurs) supports qui permettent
a` eux seuls de de´finir la frontie`re entre les classes.
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Un proble`me de classification
Prenons tout d’abord le cas de classes line´airement se´parables. Nous conside´rons
deux classes +1 et −1. Soit X1, ..., Xn un e´chantillon de n re´alisations des variables
de conception. Soit ci ∈ {−1, 1}, i = 1, ..., n les classes associe´es a` chacune des re´ali-
sations. Nous cherchons un hyperplan qui se´pare les deux classes de la forme :
G(X) = 〈ω,X〉+ b (II.1)
ou` ω est un vecteur de parame`tres, vecteur de´finissant la normale a` l’hyperplan ; et
b est appele´ le seuil. La fonction de classification s’e´crit alors :
c(X) = sgn(G(X)) = sgn(〈ω,X〉+ b) (II.2)
On demande a` cet hyperplan de maximiser la distance entre l’hyperplan et les
deux classes, ce qui constitue une condition d’optimalite´ de position de l’hyperplan.
Cela se comprend intuitivement sur la figure II.1. Le proble`me de classification se re´-
sume a` de´terminer le vecteur de parame`tres ω et le seuil b, en respectant les conditions
d’optimalite´ de position de l’hyperplan.
Le proble`me d’optimisation
Le proble`me d’optimisation a` re´soudre pour trouver les parame`tres de l’hyperplan
est alors le suivant :
max
ω,b
min
i
{‖X −Xi‖ | 〈ω,X〉+ b = 0, i = 1, ..., n} (II.3)
ou` mini {‖X −Xi‖ | 〈ω,X〉+ b = 0, i = 1, ..., n} repre´sente la distance minimale
entre l’hyperplan et les points d’apprentissage.
L’e´criture d’une classe par un signe (+1 ou −1) facilite l’e´criture de l’optimisation.
γi de´signe la marge de chaque re´alisation, marge qui s’e´crit :
γi = ci(〈ω,Xi〉+ b) , i = 1, ..., n (II.4)
Le signe positif de γi montre une bonne classification. En effet, si le produit de ci
par 〈ω,Xi〉+ b est positif, cela signifie que le signe de ci et le signe de l’e´valuation du
se´parateur au point Xi sont identiques, et que le point Xi est classe´ du bon coˆte´ du
se´parateur.
Il y a une infinite´ de vecteurs ω qui re´pondent au proble`me a` un facteur mul-
tiplicateur pre`s. Il s’agit alors d’imposer une condition supple´mentaire pour obtenir
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une solution unique. La condition suivante est impose´e : la distance minimale entre
l’hyperplan et la re´alisation la plus proche est fixe´e, soit :
min
i=1,...,n
|〈ω,Xi〉+ b| = 1 (II.5)
Cela implique que la marge soit e´gale a` deux fois la distance minimale, soit :
γ = 2 |〈ω,Xi〉+ b|‖ω‖ =
2
‖ω‖ (II.6)
Maximiser la marge γ correspond donc a` minimiser la norme de ω, ce qui conduit
au proble`me d’optimisation suivant :
min ‖ω‖
2
2 sous la contrainte ci(〈ω,Xi〉+ b) ≥ 1, i = 1...n (II.7)
ou` les n contraintes imposent la bonne classification des points d’apprentissage par
rapport au se´parateur recherche´.
La re´solution du proble`me d’optimisation
Pour re´soudre le proble`me d’optimisation pose´, on fait appel au Lagrangien, de´fini
comme suit :
L(b, ω, α) = ‖ω‖
2
2 −
n∑
i=1
αi [ci(〈ω,Xi〉+ b)− 1] (II.8)
ou` les multiplicateurs de Lagrange note´s αi sont tous positifs ou nuls. La re´solution de
ce proble`me d’optimisation consiste a` trouver un point selle solution du proble`me de
Lagrange. E´crivons les conditions de Karush-Kuhn-Tucker associe´es a` ce proble`me
d’optimisation. La recherche d’un extremum ne´cessite que les conditions suivantes
soient ve´rifie´es :
∂L(ω, b, α)
∂b
= 0 =
n∑
i=1
αi ci
∂L(ω, b, α)
∂ω
= 0 = ω −
n∑
i=1
αi ciXi
(II.9)
La deuxie`me condition est tre`s importante pour notre proble`me. Elle nous indique
que l’hyperplan de se´paration peut eˆtre exprime´ uniquement a` partir des re´alisations
dont le multiplicateur de Lagrange est non nul. De tels e´chantillons sont appele´s
les Vecteurs Supports. Ces Vecteurs Supports ont la particularite´ de se situer sur
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la marge de´finie pre´ce´demment. Ceci se de´montre par la condition d’optimalite´ de
Karush-Kuhn-Tucker suivante :
αi (ci (〈ω,Xi〉+ b)− 1) = 0, i = 1, · · · , n (II.10)
Les αi non nuls correspondent aux limitations actives du proble`me d’optimisation
(ou contraintes actives de l’optimisation). Ces contraintes actives ne sont autres que
les points sur la marge. Cela conduit a` la solution suivante :
ω =
S∑
j=1
αj cj Xj (II.11)
ou` S est le nombre de vecteurs supports. Il est clairement montre´ que l’hyperplan
est uniquement de´fini par les vecteurs supports, ie. les points les plus proches, ce
qui est pressenti intuitivement : pour de´finir la frontie`re entre les domaines il suffit
de s’appuyer sur les points proches de cette frontie`re. Cette proprie´te´ est essentielle
pour la suite : pour affiner la se´paration, seules les re´alisations dans la marge
sont utiles, les autres peuvent eˆtre classe´es sans calcul supple´mentaire a`
partir de la connaissance du se´parateur SVM.
II.2.2 Le cas non line´aire - me´thode a` noyaux
Position du proble`me
Le principe est le suivant : en utilisant un projecteur non line´aire Φ, une transfor-
mation de l’espace de de´part est re´alise´e. Cette transformation effectue une projection
de l’espace de de´part dans l’espace dit support, espace qui pre´sente la particularite´
d’avoir une dimension supe´rieure a` l’espace de de´part. Le lecteur trouvera quelques
donne´es sur ce qu’on appelle ici le Kernel Trick, en annexe VII. La figure II.2 illustre
cette transformation de l’espace. L’espace support permet de retrouver le cas pre´ce´-
dent des classes line´airement se´parables, la formulation du se´parateur reste la meˆme,
mais le produit scalaire (fonction noyau line´aire) est remplace´ par une fonction noyau
K plus ge´ne´rale.
Cela se traduit dans les e´quations de la manie`re suivante :
– rappelons la fonction de classification line´aire II.2, elle s’e´crit comme suit :
c(X) = sgn(G(X)) = sgn
(
n∑
i=1
αi ci (〈Xi, X〉+ b)
)
(II.12)
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– en remplac¸ant le produit scalaire par une fonction noyau, on obtient l’expression
suivante :
c(X) = sgn(G(X)) = sgn
(
n∑
i=1
αi ci (K (Xi, X) + b)
)
ou` : K (X1, X2) = 〈Φ(X1),Φ(X2) 〉
(II.13)
Φ() est la fonction de projection. Cette fonction n’a pas besoin d’eˆtre explicite´e, nous
utilisons dans la pratique uniquement une fonction noyau K. La construction d’une
fonction noyau permet de travailler dans un espace de Hilbert de dimension infinie.
Cette dimension permet d’obtenir une classification correcte en utilisant toujours un
hyperplan.
Fig. II.2 Illustration de transformation de l’espace de de´part vers le feature space.
Le Kernel Trick permet de faire le lien entre un se´parateur non line´aire dans l’espace
de de´part et un se´parateur line´aire dans l’espace support par l’interme´diaire d’une
fonction noyau.
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Citons quelques fonctions noyau couramment utilise´es :
Radial Basis Function (RBF) : K = exp
(
− 12σ2 ‖X1 −X2‖
2
)
Polynomiale : K = (〈X1, X2〉+ c)d
Fourier : K =
(m+ 12)(X1 −X2)
2 sin
(
X1 −X2
2
)
Sigmo¨ıdale : K = tanh (−κ 〈X1 −X2〉+ θ)
(II.14)
Selon la fonction choisie, un ou plusieurs parame`tres sont a` ajuster par rapport au
proble`me e´tudie´. Quelques informations concernant les choix des parame`tres dans
le cadre d’une utilisation basique des SVM sont disponibles dans un guide pratique
pour la classification : [HCL98]. Nous pre´sentons (et utilisons) quelques pistes dans
le cadre de l’utilisation des SVM pour la fiabilite´, cf. chapitre III.
La re´solution du proble`me d’optimisation
Dans le cas de figure non line´aire, il est pre´fe´rable de re´soudre le proble`me d’op-
timisation Lagrangienne sous sa formulation duale. Le proble`me devient une maxi-
misation :
maximiser ω(α) =
n∑
i=1
αi − 12
n∑
i=1
n∑
j=1
αi ciK (Xi, Xj) cj αj
sous les contraintes : αi ≥ 0 et
n∑
i=1
αi ci = 0
(II.15)
Les αi solutions de ce proble`me sont ensuite substitue´es dans l’expression II.11 pour
obtenir les valeurs des parame`tres de l’hyperplan.
II.2.3 Les classes non se´parables
Position du proble`me
La classification des donne´es en fiabilite´ peut eˆtre parfaite puisque les donne´es
sont nume´riques, un se´parateur peut toujours eˆtre trouve´ entre les 2 classes, meˆme si
celui-ci peut-eˆtre de forme complexe. Dans le cas de donne´es expe´rimentales bruite´es,
la frontie`re peut eˆtre plus floue. Il est alors ne´cessaire de travailler avec la me´thode
de´crite dans cette section, qui est une ge´ne´ralisation du cas des classes se´parables
pre´sente´ pre´ce´demment. La classification de donne´es appartenant a` des classes non
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se´parables est base´e sur un concept de marge molle. Des variables nomme´es slack
variables, ou variables molles, sont introduites. Ces variables ξi ≥ 0, i = 1, ..., n sont
associe´es a` chacune des n re´alisations. Elles sont nulles en cas de bonne classifica-
tion : la re´alisation est place´e du “bon coˆte´” du se´parateur. Dans le cas contraire,
ξi correspond a` la distance entre le se´parateur et la re´alisation xi. Deux exemples
d’e´carts a` la classification sont pre´sente´s sur la figure II.3.
Fig. II.3 Illustration de la me´thode des SVM pour les classes non se´parables -
Introduction des variables molles. A chaque point d’apprentissage non classe´ du
bon coˆte´ par le se´parateur est associe´e une variable erreur. Le parame`tre d’optimi-
sation C va permettre de ponde´rer ces erreurs de classification pour que la fonction
se´paratrice devienne plus ou moins souple au regard de la classification.
Les contraintes de l’optimisation deviennent :
ci (〈ω,Xi〉+ b) ≥ 1− ξi (II.16)
ainsi le Lagrangien du proble`me d’optimisation s’e´crit :
min ‖ω‖
2
2 + C
n∑
i=1
ξi
sous la contrainte : ci(〈ω,X〉+ b) ≥ 1− ξi, i = 1, ..., n
(II.17)
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Re´solution de l’optimisation
Nous cherchons une solution (ω, b) pour une constante C > 0 telle que la marge
soit maximale et le nombre d’erreurs de classification soit minimal. Le terme
∑n
i=1 ξi
est une forme simplifie´e de la somme des erreurs de classification. La fonction optimale
solution du proble`me dans le feature space est appele´e : soft-margin hyperplane. La
constante C est fixe´e selon le choix de l’utilisateur : la valeur choisie permet de trouver
un compromis entre erreur de classification et complexite´ de la fonction solution.
II.3 Re´gression par SVM
Position du proble`me
(a) Quadratique (b) Laplace
(c) Huber (d) ε-insensible
Fig. II.4 Cette figure repre´sente diffe´rents types d’erreurs que l’on peut inte´grer
dans la re´gression par les SVM. Figure tire´e de S. Gunn [Gun98].
Les Machines a` Vecteurs Supports (SVM) sont applicables en classification
comme en re´gression, meˆme s’il est clairement plus simple d’associer une classe a`
une re´alisation que d’estimer la de´pendance nume´rique des variables. Les re´sultats
de la re´gression par les SVM sont encourageants si l’on se re´fe`re a` [CGS03], qui
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compare diffe´rentes me´thodes de re´gression. C’est sur la base de la me´thode pour
les classes non se´parables que se ge´ne´ralise la me´thode de re´gression par les SVM.
Une pre´sentation comple`te est disponible dans [SS03b] : “tutorial on regression”. Le
concept de soft margin est remplace´ par celui de ε-insensitive loss function qui est
de´fini comme suit :
|y − f (x)|ε = max (0, |y − f (x)| − ε) (II.18)
ou` ε est un parame`tre de pre´cision de la re´gression, f(x) la fonction de re´gression
recherche´e et y la valeur prise en xi. Cette fonction erreur peut prendre une forme
classique comme celle de la fonction quadratique, cf. figure II.4. La plus usite´e en
re´gression SVM reste cependant la fonction ε-insensitive.
Ensuite, on introduit les slack variables ξi et ξ∗i , variables similaires a` celles uti-
lise´es dans le cadre de la classification soft-margin. Il s’agit alors de re´soudre le pro-
ble`me d’optimisation suivant :
Minimiser ‖ω‖
2
2 + C
∑n
i=1 (ξi + ξ∗i )
sous les contraintes :

yi − 〈ω,Xi〉+ b ≤ ε+ ξi
〈ω,Xi〉 − b− yi ≤ ε+ ξ∗i , i = 1, ..., n
ξi, ξ
∗
i ≥ 0
(II.19)
ou` la constante C joue le meˆme roˆle que dans le cas pre´ce´dent : c’est un parame`tre de
controˆle entre complexite´ et erreur tole´re´e au dela` de la pre´cision ε. C’est ce compro-
mis qui permet aux SVM de controˆler un bruit e´ventuel pre´sent dans les re´alisations,
et/ou la non line´arite´ de l’e´tat-limite. Cet ajustement apporte une souplesse a` la
me´thode par rapport a` la forme de la fonction a` approcher par re´gression.
La re´solution du proble`me d’optimisation
La re´solution du proble`me de re´gression est la` encore effectue´e en faisant appel
au Lagrangien :
L(b, ω, α) = ‖ω‖
2
2 + C
n∑
i=1
(ξi + ξ∗i )
−
n∑
i=1
αi [ε+ ξi − yi + 〈ω,Xi〉 − b]
−
n∑
i=1
α∗i [ε+ ξ∗i + yi − 〈ω,Xi〉+ b]−
n∑
i=1
(ηiξi + η∗i ξ∗i )
(II.20)
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ou` les coefficients de Lagrange αi, α∗i , ηi et η∗i sont positifs ou nuls. L’optimisation
aboutit a` une maximisation du Lagrangien par rapport aux variables (αi, α∗i , ηi et
η∗i ) et une minimisation par rapport aux variables (ω, b, ξ et ξ∗). L’expression de la
fonction de re´gression est la suivante :
f(X) =
n∑
i=1
(αi − α∗i ) 〈X,Xi〉 − b (II.21)
Dans le cas ge´ne´ral ou` le mode`le de re´gression n’est pas line´aire, l’utilisation d’une
fonction noyau est bien entendu possible et l’expression suivante est alors obtenue :
f(X) =
n∑
i=1
(αi − α∗i ) K (Xi, X)− b (II.22)
L’inte´reˆt de cette me´thode est pre´sente´ dans la section suivante II.4 en comparai-
son avec les re´seaux de neurones.
II.4 SVM ou re´seaux de neurones
La structure des SVM s’apparente aux re´seaux de neurones et est issue de la
meˆme the´orie, ou du moins du meˆme domaine : l’apprentissage statistique. Il est
donc normal de se poser la question des diffe´rences entre ces deux outils. En effet, les
re´seaux de neurones ont montre´ quelques faiblesses pour une utilisation en fiabilite´,
notamment en raison du surapprentissage mal maˆıtrise´ qui ne´cessite le calcul d’un
certain nombre de points de validation.
Notons plusieurs diffe´rences, qui sont en fait des avantages pour les SVM par
rapport aux re´seaux de neurones :
– Les SVM disposent du concept de marge, concept qui posse`de une interpre´ta-
tion mathe´matique simple, et permet d’imple´menter un algorithme de classi-
fication de manie`re incre´mentale. La zone de marge correspond en fait a` une
zone d’incertitude. Pour ame´liorer ou affiner la marge, de nouveaux points
d’apprentissage sont a` choisir dans la marge.
– Les SVM appliquent le principe SRM (Structured Risk Minimization) (cf.
II.4.2).
– L’optimisation aboutissant au calcul des parame`tres de la fonction mathe´ma-
tique recherche´e (la maximisation de la marge) ne ne´cessite qu’une optimisation
quadratique. L’optimisation aboutit a` la minimisation d’une fonction quadra-
tique en α. L’optimum atteint est alors global et il est trouve´ par une me´thode
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d’optimisation de type SQP :
Maximiser ω(α) =
n∑
i=1
αi − 12
n∑
i=1
n∑
j=1
αici 〈Xi, Xj〉 cjαj
sous les contraintes : αi ≥ 0 et
n∑
i=1
αici = 0
(II.23)
– La recherche des parame`tres et la VC dimension (Vapnik-Chervonenkis) qui
controˆle la complexite´ du mode`le et la ge´ne´ralisation de celui-ci, permettent de
passer outre le proble`me de la dimension. Ainsi le nombre d’e´chantillons et
la capacite´ de ge´ne´ralisation sont inde´pendants de la dimension du
proble`me.
Plus qu’une comparaison entre re´seaux de neurones et SVM, cette section pre´sente
les concepts fondamentaux de l’apprentissage statistique. Ces concepts sont ne´ces-
saires a` la compre´hension des apports des SVM et de leurs capacite´s de ge´ne´ralisation.
Les parties suivantes rappellent ces quelques points importants.
II.4.1 ERM et principe de re´gularisation
ERM ou Empirical Risk Minimization.
Fonctions couˆts
Il est utile de de´finir au pre´alable quelques fonctions permettant de de´terminer le
degre´ d’apprentissage :
– tout d’abord la fonction de couˆt (ou de perte) L(y, h(X,ω)) de la machine d’ap-
prentissage. y est la fonction a` approximer et h(X,ω) la machine d’apprentis-
sage, ou` ω est un vecteur de parame`tres de´finissant la machine d’apprentissage.
– On de´finit e´galement une fonction risque qui est la valeur espe´re´e de la fonction
couˆt.
R(ω) =
∫
L(y, h(X,ω)) dPX,y(X, y) (II.24)
Si la distribution PX,y(X, y) est de´rivable, l’expression de l’inte´grale est re´duite :
R(ω) =
∫
L(y, h(X,ω)) pX,y(X, y)dXdy (II.25)
Comme la densite´ conjointe p est inconnue, le risque est souvent approxime´ par le
risque empirique Re(ω) e´value´ a` partir d’un e´chantillon de n individus calcule´s jusque
la`. Il s’agit alors de minimiser un tel risque. Cette approximation est connue sous le
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nom du principe de minimisation du risque empirique, principe ERM (Empirical Risk
Minimization).
Principe ERM
Ce concept peut se traduire dans les diffe´rentes disciplines de l’apprentissage.
(a) Estimation de densite´. Dans ce cadre, la fonction couˆt est la suivante :
L(h(X,ω)) = − ln(h(X,ω) (II.26)
d’apre`s le principe de maximum de vraisemblance. Le risque devient :
R(ω) = −
∫
ln(h(X,ω) pX(X)dX (II.27)
Le risque empirique qui en de´coule est le suivant :
Re(ω, n) =
1
n
n∑
i=1
L(h(Xi, ω)) (II.28)
(b) Re´gression. Le mode`le de re´gression est la fonction g(X) telle que dans l’e´ga-
lite´ y = g(X)+ , le carre´ de l’erreur  soit minimal. Pour re´soudre ce proble`me, nous
avons une famille de fonctions h(X,ω) qui contiennent ou non la fonction g(X). Nous
cherchons alors les parame`tres ω qui minimisent la fonction couˆt :
L(y, h(X,ω)) = (y − h(X,ω))2 (II.29)
Le risque associe´ a` cette fonction L :
R(ω) =
∫
(y − h(X,ω))2 pX,y(X, y)dXdy (II.30)
Dans le cas d’une erreur  gaussienne, ce risque empirique s’e´crit comme suit :
Re(ω, n) =
1
n
n∑
i=1
(yi − h(Xi, ω)) 2 (II.31)
(c) Classification. Soit c(X) = {+1;−1} une fonction associant la valeur +1 ou
−1 selon la classe de X. La fonction h(X,ω) = sgn(g(X,ω)) est recherche´e. L’objectif
est de trouver la valeur de ω qui minimise l’erreur calcule´e sur l’e´chantillon. La
fonction couˆt est la suivante :
L(c, h(X,ω)) =
 0, si c = h(X,ω)1, si c 6= h(X,ω) (II.32)
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Le risque empirique associe´ est de la forme :
Re(ω, n) =
1
n
n∑
i=1
L(c(Xi), h(Xi, ω)) (II.33)
Le surapprentissage
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Fig. II.5 Cette figure illustre la complexite´ du me´ta-mode`le, et donc l’importance
du choix du mode`le de re´gression. En effet, le choix d’une fonction trop complexe par
rapport a` la fonction a` approximer peut conduire a` un surapprentissage, c’est-a`-dire
une perte de ge´ne´ralisation de la re´gression.
Dans le cadre de la re´gression par les moindres carre´s, l’objectif est le calcul des
coefficients du me´ta-mode`le (mode`le de re´gression) par la minimisation de ce risque
empirique : c’est le principe ERM (Empirical Risk Minimization). Une re´gression qui
suit ce principe, aussi bien faite soit-elle, est e´tablie sur la base d’un mode`le fixe´ a`
priori. Le proble`me est alors contenu dans le choix du me´ta-mode`le. Ce choix est
extreˆmement important et doit eˆtre controˆle´ puisqu’une fonction dont la complexite´
est excessive peut conduire a` un surapprentissage.
Illustrons cette dernie`re ide´e par un exemple simple : la figure II.5 montre deux
re´gressions par un polynoˆme de degre´ 3 et un polynoˆme de degre´ 15, sur des points
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d’apprentissage issus de la fonction y(x) = 1, 5+1, 3sin(2pix), a` laquelle a e´te´ ajoute´
un bruit gaussien. Le polynoˆme de degre´ 3 est globalement proche des points de
re´gression, tandis que le polynoˆme de degre´ 15 passe par tous les points d’apprentis-
sage. Ces 2 trace´s de re´gression illustrent les notions d’erreur et de complexite´. Le
polynoˆme de degre´ 3 posse`de une erreur empirique plus importante que le polynoˆme
de degre´ 15 mais ce dernier posse`de une erreur de ge´ne´ralisation plus importante que
le polynoˆme de degre´ 3. Ceci montre que le mode`le ide´al doit venir d’un compromis
entre erreur sur les e´chantillons, erreur empirique, et erreur de ge´ne´ralisation. C’est
avec cet objectif que l’apprentissage des re´seaux de neurones utilise des points de
validation, sur lesquels l’erreur de ge´ne´ralisation est mesure´e. L’erreur de ge´ne´ralisa-
tion augmente avec la complexite´ du mode`le, ce qui est illustre´ par le polynoˆme de
degre´ 15. Un mode`le trop complexe va aboutir a` un proble`me de surapprentissage.
Ainsi, la minimisation du risque global va devoir eˆtre ponde´re´e par le controˆle de la
complexite´ du mode`le de re´gression.
Principe de re´gularisation
De l’ide´e de controˆle de la complexite´ du mode`le est ne´ le principe de re´gulari-
sation (ou de pe´nalisation). Il s’agit ici, non plus de minimiser uniquement le risque
empirique, mais d’y ajouter un terme qui va de´pendre de la complexite´ de la fonction.
Le proble`me d’optimisation s’e´crit alors :
Minimiser Rr(ω, n) = Re(ω, n) + λΨ(h(x, ω)) (II.34)
ou` Ψ(h(x, ω)) est une fonction de re´gularisation qui de´pend de la complexite´ du
me´ta-mode`le. Le coefficient λ, coefficient de Lagrange positif et non nul, permet de
controˆler le poids de la complexite´ de la fonction sur le risque global. Ce principe est
tout a` fait inte´ressant et doit eˆtre pris en compte lors de re´gressions.
Dans le cadre des re´seaux de neurones, la complexite´ du mode`le est de´termine´e par
le nombre de neurones sur la (ou les) couche(s) cache´e(s). Le choix de ce parame`tre
va alors eˆtre teste´ par essais et erreurs (ce qui augmente le temps de traitement),
et ne´cessite le calcul de plusieurs points de validation pour approximer l’erreur sur
la ge´ne´ralisation de la fonction mathe´matique obtenue, l’objectif e´tant d’obtenir le
meilleur compromis. Autre exemple, les re´seaux de neurones MLP utilisent la tech-
nique dite de early stopping, ou arreˆt anticipe´ : l’algorithme d’optimisation des para-
me`tres du re´seau est arreˆte´ avant la convergence comple`te. Ceci est effectue´ dans le
but de se trouver dans le cas illustre´ sur la figure II.6.
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Fig. II.6 Lors d’un travail de re´gression, il s’agit de trouver le meilleur compromis
entre l’erreur d’apprentissage et l’erreur de ge´ne´ralisation. Les re´seaux de neurones
de type early stopping tentent d’atteindre le point optimal par rapport a` l’erreur
globale.
Dans le cadre de la re´gression classique, le me´ta-mode`le est fixe´ a priori, et l’ob-
jectif est d’obtenir l’erreur empirique minimale a` complexite´ fixe´e. Dans le cadre des
SVM, un principe beaucoup plus e´volue´ est applique´ de manie`re intrinse`que. Ce prin-
cipe est nomme´ SRM, pour Structured Risk Minimization. Le but de ce principe est
d’incorporer au processus d’apprentissage, une optimisation du me´ta-mode`le.
II.4.2 VC dimension et SRM
VC dimension
Avant de pre´senter le principe de Structured Risk Minimization, il est indispen-
sable d’aborder la notion de Vapnik-Chervonenkis dimension [VA71]. Simplement,
la VC dimension d’une fonction correspond a` une mesure de sa complexite´. La de´-
finition est la suivante : c’est le nombre maximum v d’e´chantillons qu’il est possible
de se´parer par le mode`le selon les 2v fac¸ons, ou` v = d + 1 dans le cas d’un mode`le
line´aire, et d est la dimension de l’espace. Ceci est illustre´ dans le plan ou` v = 3 pour
la droite, comme le montre la figure II.7. Dans ce cas de figure, il y a 2v = 8 fac¸ons
de classer les 3 points :
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– le groupe x1, x2, x3 en classe +1 et le reste de l’espace en classe −1 ;
– le groupe x1, x2 en classe +1 et le groupe contenant x3 en classe −1 ;
– le groupe x1 en classe +1 et le groupe contenant x2, x3 en classe −1 ;
– le groupe x2 en classe +1 et le groupe contenant x1, x3 en classe −1 ;
– et leurs comple´mentaires, i.e. pour le premier cas par exemple, x1, x2, x3 passe
en classe −1 et le reste de l’espace en classe +1. Ce qui fait bien 8 possibilite´s.
Fig. II.7 VC dimension pour l’hyperplan dans un espace de dimension 2 (donc
pour la droite). La VC dimension pour la droite dans le plan est 3 : par une droite
dans le plan, il est parfaitement possible de se´parer en 2 classes 3 points, quelles
que soient les classes des points. Ces 4 possibilite´s sont repre´sente´es a` gauche. En
revanche, cela n’est plus faisable pour 4 points. En effet, sur la figure de droite, la
se´paration des ensembles {x1, x3} et {x2, x4} n’est pas re´alisable par une droite.
Sur la figure II.7, a` gauche, toutes les possibilite´s de se´parer 3 points sont re´ali-
sables par une droite, en revanche, il est impossible de se´parer de toutes les fac¸ons
4 points : a` droite de la figure II.7, les points x2 et x4 ne peuvent eˆtre se´pare´s des
autres re´alisations par une droite. Il est important de retenir que cette dimension
mesure la complexite´ d’un me´ta-mode`le, avant de passer a` l’explication du principe
SRM.
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Bornes pour l’erreur de ge´ne´ralisation
Vapnik a de´montre´, dans une se´rie de the´ore`mes [Vap98], l’existence de bornes
pour le risque de ge´ne´ralisation, bornes lie´es a` la dimension VC du me´ta-mode`le. Pour
la classification binaire en particulier, il a montre´ que pour une fonction Q(Xn, ω) il
y a une probabilite´ 1− η que le risque de classification admette l’ine´galite´ suivante :
R(ω) 6 Re(ω, n) +
q
2
(
1 +
√
1 + 4 +Re(ω, n)
q
)
(II.35)
ou` :
q = α v (ln (β n/v) + 1)− ln (η/4)
n
(II.36)
Les parame`tres α et β sont compris dans 0 < α 6 4 et 0 < β 6 2, v indique la di-
mension VC du me´ta-mode`le. Pour une VC dimension v donne´e, si le rapport n/v est
grand (nombre de points d’apprentissage sur dimension VC grand, ce qui est associe´
a` un grand nombre de points), alors q est petit et il suffit simplement de minimiser
le risque empirique, ce qui est fait habituellement. Dans le cas contraire, pour un
petit nombre de points, il est ne´cessaire de minimiser les deux termes du risque pour
minimiser la somme. Dans ce cas de figure, et lorsque les points d’apprentissage sont
couˆteux (comme c’est le cas en fiabilite´), il est utile de controˆler la variable v pour
minimiser le risque, i.e. controˆler la complexite´ du me´ta-mode`le que l’on utilise.
Structured Risk Minimization (SRM)
Ces bornes permettent donc de minimiser le risque global d’un se´parateur a` partir
d’un e´chantillon constitue´ de quelques points, par le controˆle de la variable dimension
VC.
Le but de l’optimisation est alors de trouver la valeur de VC qui va minimiser
la somme du risque empirique et de l’intervalle de confiance sur le risque de ge´ne´-
ralisation, figure II.8. C’est le principe de minimisation du risque structurel (SRM).
Il est possible d’obtenir, pour un minimum de points d’apprentissage, un se´parateur
avec une capacite´ maximale de ge´ne´ralisation (capacite´ maximale autorise´e pour le
nombre de points utilise´). Cette optimisation est re´alise´e de manie`re intrinse`que dans
le concept de maximisation de la marge qui est a` la base de la me´thode des SVM.
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Fig. II.8 Illustration du principe SRM applique´ par les SVM. La borne sur l’erreur
de ge´ne´ralisation permet d’optimiser en paralle`le la complexite´ de la fonction et
l’erreur empirique mesure´e sur l’e´chantillon.
Le cas de la re´gression
Dans le cadre de la re´gression, les bornes du risque sont diffe´rentes :
R(ω) 6 Re(ω, n)max(0, 1−√q) (II.37)
Cette expression montre que le choix du me´ta-mode`le a un effet multiplicatif sur le
risque alors qu’il n’avait qu’un effet additif sur le risque en classification. Ceci prouve
que le proble`me de re´gression est plus complexe que le proble`me de classification,
ce qui semble naturel. L’estimation de la valeur d’une fonction est plus sen-
sible au me´ta-mode`le que l’estimation de son signe. Une optimisation de la
complexite´ du mode`le devient alors indispensable.
II.4.3 La grande dimension
Dans le cadre de la classification, l’effet de la dimension est quasiment inverse
a` celui attendu habituellement dans les disciplines mathe´matiques. En effet, plus
la dimension de l’espace augmente, plus il est aise´ de se´parer les donne´es par un
simple hyperplan. La probabilite´ de “bonne classification” binaire de n donne´es par
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un hyperplan dans un espace de dimension d s’e´crit, [Fin99] :
P (n, d) =

1, n 6 d+ 1(
1
2
)n−1 d∑
k=0
(n−1
k
)
, n > d+ 1
(II.38)
Par conse´quent, si nd < 2, il y a une tre`s forte probabilite´ de bonne classification ; si
d = n− 1, la bonne classification est garantie.
Cette proprie´te´ ne montre pas que la dimension de l’espace n’a pas d’influence
pour toute utilisation des SVM, mais que la classification en tire un avantage certain.
II.5 Optimisation des SVM
Un des proble`mes de l’utilisation des SVM qui reste ouvert est lie´ au choix des
parame`tres des fonctions noyaux. Pour optimiser les re´sultats des classifications ou
re´gressions en SVM, par un choix optimal des parame`tres, diffe´rentes techniques
sont possibles. La plus connue, et la plus utilise´e, est celle de la validation croise´e,
(cross validation). D’autres utilisent des algorithmes d’optimisation pour ame´liorer
les re´sultats par un choix optimal de parame`tres.
La section suivante pre´sente diffe´rentes techniques pour l’optimisation des diffe´-
rents parame`tres des SVM.
II.5.1 Le choix des parame`tres
Plusieurs parame`tres sont a` fixer lors de la re´solution du proble`me d’optimisation
pour les SVM. Plusieurs me´thodes sont disponibles pour optimiser la valeur de ces
parame`tres. Nous pre´sentons ici l’approche la plus re´pandue : la validation croise´e
(issue des techniques de bootstraping [ET93, Jul97]). Cette technique est e´galement
la plus simple a` mettre en place.
Il existe a` l’heure actuelle de nombreuses recherches dans le domaine de l’optimi-
sation des parame`tres : par exemple l’approche par gradients propose´e par O.Chapelle
[CVBM02, Cha02], et des me´thodes plus avance´es : [BG04a, ARRZ03].
Toutes ces techniques sont tre`s utiles lorsque le proble`me traite´ est un proble`me
de re´gression qui ne´cessite plus de pre´cautions. Il faut cependant prendre garde au
surapprentissage que peut entraˆıner une recherche optimale des parame`tres par rap-
port a` un e´chantillon de donne´es. Les utilisateurs des SVM montrent qu’il y a moins
d’influence du choix de la fonction noyau pour la classification, surtout pour des
donne´es se´parables, ce qui est le cas en fiabilite´.
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Nous nous devions de pre´senter ces approches d’optimisation des parame`tres,
meˆme si celles-ci sont utilise´es dans les cas ou` l’on posse`de de tre`s nombreuses don-
ne´es. Il s’agit dans notre situation d’exploiter les qualite´s de ge´ne´ralisation des SVM,
plus que leur qualite´ de se´parateur optimal dans le cadre de donne´es complexes.
Le parame`tre C
En premier lieu, il convient de choisir la valeur de C. Cette valeur correspond
au compromis entre mauvaise classification et complexite´ de la fonction, soit entre
erreur empirique et erreur de ge´ne´ralisation. La valeur de ce parame`tre est surtout
tre`s importante en re´gression, ou dans le cadre de la classification de classes non
se´parables.
Le(s) parame`tre(s) du noyau
En second lieu, il est ne´cessaire de fixer les parame`tres de la fonction noyau. Par
exemple, pour le choix de la fonction noyau RBF, il est ne´cessaire de fixer une valeur a`
σ, cf. e´quation II.14. Sur un exemple de classification, la figure II.9 illustre l’influence
de la valeur de ce parame`tre.
II.5.2 Validation croise´e
La me´thode la plus re´pandue pour l’optimisation des parame`tres porte le nom de
me´thode de validation croise´e (cross validation).
Le concept de validation croise´e est assez simple, il s’agit de calculer plusieurs
se´parateurs avec des valeurs diffe´rentes pour les parame`tres. L’erreur est mesure´e par
rapport a` l’e´chantillon de points dont la classe est connue, et le meilleur se´parateur est
conserve´. Ce concept simple est tre`s utile, mais peut aboutir a` un surapprentissage.
En effet, le fait de chercher la meilleure fonction sur nos donne´es, par rapport a`
l’erreur empirique, peut engendrer une de´faillance de la proprie´te´ de ge´ne´ralisation
de la fonction obtenue.
Dans le cas de donne´es de´se´quilibre´es, i.e. dont le nombre de donne´es par classe
n’est pas du meˆme ordre pour les diffe´rentes classes, il est possible de ponde´rer le
calcul de l’erreur pour forcer le se´parateur a` ne pas oublier de points dans la classe
la moins nombreuse. Typiquement dans le cas de la fiabilite´ des structures, il y a peu
de points dans la classe de de´faillance. Il est alors possible de conserver le se´parateur
qui a tendance a` maximiser le nombre de points dans la de´faillance.
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Fig. II.9 Choix du parame`tre σ pour les fonctions RBF. Lorsque σ de´croˆıt, le
se´parateur SVM devient de plus en plus pre´cis et de moins en moins ge´ne´ral.
II.5.3 Boosting algorithm
La technique de boosting, dont l’algorithme le plus connu est l’AdaBoost (les no-
tions principales sont de´crites dans [Wik07a]) est une technique d’apprentissage assez
proche de la the´orie des SVM. Elle peut eˆtre utilise´e avec les diffe´rentes cate´gories
de se´parateurs pour ame´liorer leur performance en terme de ge´ne´ralisation.
Il s’agit de ge´ne´rer successivement plusieurs se´parateurs, en partant d’un se´para-
teur a` tre`s forte capacite´ de ge´ne´ralisation, puis de les combiner. L’ide´e est de re´aliser
l’apprentissage du se´parateur k+1 en le forc¸ant a` se plier autour des points mal clas-
se´s a` l’ite´ration k. Le se´parateur final est une combinaison line´aire des diffe´rents
se´parateurs obtenus.
De´tail de l’algorithme AdaBoost aplique´ aux SVM, nomme´ AdaBoostSVM, issu
de X.Li [LWS05] :
1. Donne´es d’entre´e :
– la base d’apprentissage (X1, y1), ..., (XN , yN ) ;
– le parame`tre initial de la fonction noyau RBF σinit ;
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– une valeur minimale de ce parame`tre σmin ;
– un pas pour ce parame`tre σstep.
2. Initialisation des poids associe´s a` chaque point d’apprentissage dans la fonction
de classification: w1i =
1
N
, i = 1, ..., N .
3. Tant que (σ > σmin)
– (a) Optimisation d’un SVM (RBF) ht sur la base d’apprentissage.
– (b) E´valuer l’erreur d’apprentissage de ht : t =
N∑
i=1
ωti , yi 6= ht(Xi).
– (c) Si t > 0, 5 alors σ = σ − σstep et retourner a` (a).
– (d) Fixer un poids au se´parateur ht : αt = 12 ln(
1− t
t
).
– (e) Mettre a` jour les poids : wt+1i =
wti exp(−αtyiht(Xi))
Ct
, ou` Ct est la
constante associe´e a` l’optimisation de la SVM, et
N∑
i=1
wt+1i = 1.
4. Sortie : f(X) = sgn(
T∑
i=1
αtht(X)).
Dans cet algorithme, une priorite´ est donne´e a` la capacite´ de ge´ne´ralisation des
SVM. En effet, le travail est en premier lieu effectue´ avec un large σ, ce qui correspond
a` une fonction assez re´gulie`re, (cf. figure II.9). Cet algorithme favorise le travail avec
des SVM dont la capacite´ de ge´ne´ralisation est plus forte que la pre´cision.
II.6 Les outils associe´s
Il est possible, et meˆme utile, d’associer a` l’utilisation des SVM ou des re´seaux de
neurones, des techniques de compression de donne´es. Celles-ci permettent de transfor-
mer un e´chantillon de re´alisations en un autre de taille infe´rieure, tout en conservant
leurs caracte´ristiques principales. Cette technique est e´galement utilise´e dans les e´le´-
ments finis stochastiques par l’interme´diaire de la transformation de Karhunen Loe`ve
[GS91].
Dans la meˆme optique, nous pre´sentons ici l’analyse en composantes principales,
couple´e avec une approche par noyau ; et la quantification vectorielle.
Dans le cadre d’une population gaussienne tre`s large, un tirage ale´atoire permet-
trait d’aboutir a` un re´sultat e´quivalent. Cependant, dans le cas d’une distribution
moins re´gulie`re (par exemple une distribution de points dans la marge), un tirage
ale´atoire nous ferait perdre de l’information : l’objectif est de conserver les caracte´-
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ristiques principales de la re´partition des donne´es. Dans ce cas, l’utilisation d’outils
tels que ceux pre´sente´s ici, a un inte´reˆt non ne´gligeable.
II.6.1 Analyse en Composantes Principales (PCA)
Une pre´sentation de cette technique est de´taille´e par J.Fortuna dans [FC04]. Cette
me´thode de re´duction de la dimension d’une population est assez re´pandue. C’est une
me´thode line´aire : les re´alisations dans le nouvel espace re´duit sont des combinaisons
line´aires des premie`res. Soit Xi, i = 1, ..., n un e´chantillon de vecteurs dans Rd. Nous
supposons que celui-ci est centre´, soit :
∑n
i=1Xi = 0.
Nous cherchons a` e´crire les vecteurs de l’e´chantillon sous la forme suivante :
X =
d∑
j=1
vjZj (II.39)
ou` les Zj forment une base orthonormale de Rd. Ce qui implique dans ce cas que les
coefficients sont de´finis par :
vj = 〈Zj , X〉 (II.40)
Cette e´criture va nous permettre de tronquer la sommation apre`s r < d termes
en minimisant l’erreur. Pour re´aliser cette troncature, on diagonalise la matrice des
covariances C :
C = 1
n
n∑
i=1
XiX
ᵀ
i (II.41)
La diagonalisation nous impose de re´soudre le proble`me aux valeurs propres sui-
vant :
λkZk = CZk (II.42)
ou` les λk correspondent aux d valeurs propres et les Zk aux vecteurs propres. Ensuite,
les d valeurs propres solutions sont classe´es par ordre de´croissant. Se´lectionner les
r < d premie`res valeurs propres consiste a` conserver les variables qui expriment la
plus large part de la variance de la population.
Une version non line´aire de l’analyse en composantes principales est e´galement
utilise´e en apprentissage statistique. Cette extension utilise les fonctions noyau pour
travailler dans un espace de Hilbert de tre`s grande dimension. L’approche est base´e
sur une transformation non line´aire des donne´es avant de re´soudre le proble`me aux
valeurs propres. Cette technique est donc souvent associe´e aux SVM, puisqu’elle
posse`de des liens tre`s forts avec les fonctions noyaux.
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II.6.2 Quantification Vectorielle (Vector Quantizer VQ)
La me´thode de Quantification Vectorielle est un outil du traitement statistique
de donne´es et est utilise´e dans de nombreuses applications informatiques telles que
la compression d’image ou de vide´o. Cette technique est e´galement employe´e dans le
cadre de la classification et reconnaissance de forme. Cet outil permet de compresser
un ensemble de donne´es en conservant les caracte´ristiques principales de la distribu-
tion e´tudie´e. L’ensemble des points candidats (points de la simulation appartenant
a` la marge) est de´coupe´ en re´gions de Vorono¨ı, et dans chaque re´gion est conserve´
le “barycentre”, ou le point qui repre´sente au mieux la distribution de la re´gion. La
figure II.10 permet de visualiser le re´sultat d’une compression par VQ.
Cette technique consiste a` diminuer la taille d’un e´chantillon tout en conservant
ses caracte´ristiques. C’est un moyen inte´ressant pour compresser une population ge´-
ne´re´e pour des simulations de Monte-Carlo afin de diminuer le nombre d’appels a`
l’e´tat-limite.
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Fig. II.10 Illustration de la compression d’une gaussienne par les VQ. On peut
remarquer la bonne dispersion des points VQ et leur pre´sence dans les zones a` faible
densite´.
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Qu’est-ce qu’un VQ ?
Une quantification vectorielle Q transforme un ensemble de vecteurs de Rd en
un ensemble R = {R1, R2, ..., Rl}, ensemble fini de vecteurs de Rd. En fait, les l
re´alisations de R repre´sentent les n re´alisations Xi, i = 1, ..., n. Chaque Ri est un
quantificateur, et a` chaque Ri est lie´e une re´gion de l’espace : la re´gion de Vorono¨ı,
de´finie par :
Vi =
{
X ∈ Rd | ‖X −Ri‖ ≤ ‖X −Rj‖ ,∀ i 6= j
}
(II.43)
L’ensemble des re´gions de Vorono¨ı forme une partition de l’espace des vecteurs :
l⋃
i=1
Vi = Rd
l⋂
i=1
Vi = ∅, ∀ i 6= j
(II.44)
Chaque vecteur est repre´sente´ par le quantificateur associe´ a` sa re´gion de Vorono¨ı. La
figure II.11 pre´sente la compression d’une distribution uniforme de points. A chaque
quantificateur obtenu est associe´e une re´gion de l’espace dont il est le repre´sentant.
Le choix du quantificateur associe´ a` un point de´pend de la distance euclidienne
entre points et quantificateur :
d(X,Ri) =
√√√√√ l∑
j=1
(xj − rij)2 (II.45)
ou` xj est la j-ie`me composante du vecteur X et rij est la j-ie`me composante du
quantificateur Ri.
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Fig. II.11 A` chaque re´gion de Vorono¨ı est associe´ un quantificateur, repre´sentant
des vecteurs de la re´gion.
Compression par VQ
Le VQ associe a` un vecteur d’entre´e X, l’index du quantificateur qui lui asso-
cie la plus faible distorsion. Dans notre cas, la distorsion correspond a` la distance
euclidienne.
Cette ope´ration est re´alise´e a` partir d’un codebook qui contient les quantificateurs.
Il reste a` constituer ce codebook. Cette ope´ration est re´alise´e par un algorithme
proche du K-Mean clustering, cf. section II.6.3.
II.6.3 Clustering
Les techniques de clustering permettent de re´aliser des taˆches dans la meˆme ide´e
que les VQ. Cette technique va permettre de compresser un e´chantillon de donne´es.
Cette the´orie est largement utilise´e en statistique. Elle permet de regrouper des don-
ne´es en groupes de meˆmes caracte´ristiques. Dans notre cas, la caracte´ristique est la
distance. L’algorithme K-Mean clustering est l’un des plus re´pandus. Un exemple est
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pre´sente´ par S.Bandyopadhyay [BM02]. Il fonctionne de la manie`re suivante :
1. Choix du nombre de clusters k ;
2. Les donne´es sont se´pare´es en k clusters. Cette e´tape peut eˆtre re´alise´e de ma-
nie`re ale´atoire ou comme suit :
– les k premiers e´chantillons sont les k clusters ;
– les autres points sont assigne´s au cluster qui en est le plus proche. Apre`s
chaque rapprochement, le centro¨ıde est recalcule´ ;
3. Tous les e´chantillons sont pris ensuite dans l’ordre, et sont affecte´s au centro¨ıde
le plus proche. Chaque fois qu’un point change d’affectation, les 2 centro¨ıdes
concerne´s sont recalcule´s.
4. L’e´tape 3 est re´ite´re´e jusqu’a` convergence.
La diffe´rence avec les VQ tient dans le fait qu’ici, les centro¨ıdes n’appartiennent
pas aux donne´es de de´part. Dans le cas des VQ, les points issus de l’algorithme sont
des e´chantillons appartenant aux donne´es a` classer.
II.7 Les outils utilise´s
Le site kernel-machines.org offre de nombreuses publications sur le the`me des
SVM. Il propose e´galement plusieurs programmes, du plus e´ducatif au plus complet,
permettant de mettre en œuvre l’outil SVM et d’en comprendre le principe. Parmi
les outils disponibles, nous retenons SPIDER [SPI06], une boite a` outils pour MAT-
LAB [MAT03], rassemblant les de´veloppements de nombreuses e´quipes de recherche
et toujours en de´veloppement au Max Planck Institute, institut qui concentre de
nombreux contributeurs importants dans le domaine de l’apprentissage statistique.
SPIDER permet l’utilisation des SVM pour la classification, la classification multi-
classes, la re´gression, et propose e´galement des algorithmes permettant d’optimiser
les parame`tres des vecteurs supports par comparaison de diffe´rents apprentissages,
etc.
II.8 Conclusion
Diffe´rents aspects de la mise en œuvre des SVM ont e´te´ pre´sente´s. La re´solution de
l’optimisation n’a pas e´te´ aborde´e. Il existe des algorithmes d’optimisation de´veloppe´s
spe´cifiquement pour traiter des proble`mes de SVM, qui sont caracte´rise´s par une tre`s
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grande taille. En effet ces outils sont utilise´s pour traiter de tre`s grands ensembles
de donne´es. Pour les applications envisage´es dans le cadre de cette the`se, la taille
des e´chantillons reste tre`s faible, c’est meˆme un objectif. Les moyens permettant
d’ame´liorer la re´solution des proble`mes d’optimisation associe´es a` un grand nombre
de donne´es ne sont, pour cette raison, pas aborde´s puisqu’ils ne sont pas primordiaux
pour les cas traite´s.
L’objectif de ces outils est de permettre la formulation mathe´matique d’un sub-
stitut de l’e´tat-limite de´fini par le fiabiliste. L’ide´e est de cre´er la base de donne´es de
points d’apprentissage de manie`re optimale et d’optimiser une fonction SVM sur cette
base. Les diffe´rents outils permettant ce travail ont e´te´ pre´sente´s dans ce chapitre.
Il faut pre´ciser que ce qui a e´te´ pre´sente´ vise a` une classification, ou une re´gression,
optimale par rapport a` un ensemble de points donne´s. Rien n’est dit sur la strate´gie
optimale d’ajout de points qui est un des objectifs des travaux de the`se.
Nous pouvons pre´ciser quelques particularite´s des donne´es issues d’un calcul nu-
me´rique me´canique. Ci-dessous sont de´taille´es les proprie´te´s qui caracte´risent nos
donne´es et donc notre utilisation des SVM.
– A priori, les donne´es sont parfaitement se´parables, pas de marge molle.
– Les donne´es sont choisies : nous se´lectionnons les points de calcul du mode`le.
– Les donne´es sont adimensionnelles puisque nous travaillons apre`s la transfor-
mation isoprobabiliste.
– L’espace a` classer est de´fini par la zone de validite´ du mode`le me´canique.
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Chapitre III
SVM et Fiabilite´
Ce chapitre de´taille les avance´es majeures re´alise´es dans notre travail. Sont pre´sen-
te´s ici les algorithmes d’apprentissage construits spe´cifiquement pour l’application de
me´thodes fiabilistes.
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III.1 Introduction
L’objectif est de re´soudre un proble`me de fiabilite´ en cre´ant un substitut ana-lytique de la fonction d’e´tat-limite, en utilisant l’approche en classificationentre les domaines de suˆrete´ et de de´faillance. La simulation de Monte-Carlo
est ensuite aborde´e comme un proble`me de classification, de se´paration des don-
ne´es simule´es. Cette strate´gie s’ave`re payante pour un proble`me de fiabilite´ graˆce au
concept de marge qui permet de cre´er une strate´gie spe´cifique a` l’apprentissage.
Dans un premier temps, le travail se concentre sur les simulations de Monte-Carlo
qui sont, par ce biais, rendues tre`s efficaces. Une critique constructive de l’algorithme
d’apprentissage des SVM propose´ par J.E. Hurtado [Hur04a] permet d’aboutir a` un
algorithme performant construit spe´cifiquement pour la fiabilite´ et l’obtention de la
probabilite´ de de´faillance.
Mais les limites de Monte-Carlo vont nous pousser, dans un second temps, a`
aborder avec le meˆme point de vue d’autres types de simulations. Ce meˆme principe
est applique´ aux subsets simulations introduites par Au et Beck [AB01].
III.2 Fil conducteur
III.2.1 La fonction d’e´tat-limite
Pour l’illustration des diffe´rentes techniques pre´sente´es, un exemple simple [Ele05],
cf. figure III.1, est utilise´ comme fil conducteur de ce chapitre. Cette forme parabo-
lique pre´sente deux zones de maximum de densite´, particularite´ qui en rend l’e´tude
inte´ressante.
La fonction d’e´tat-limite conside´re´e est la suivante :
G(x1, x2) = γ − 12(x1 − 0, 1)
2 + x2 (III.1)
Les variables x1 et x2 sont gaussiennes norme´es et centre´es. La valeur de γ est
fixe´e a` 5 ou 10 pour faire varier la valeur de la probabilite´ de de´faillance.
Dans le cadre de la fiabilite´ et de la classification, l’essentiel est de trouver une
formulation analytique ade´quate de la ligne de niveau G(x1, x2) = 0. Cet e´tat-limite,
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Fig. III.1 Illustration de la fonction d’e´tat-limite du fil conducteur.
frontie`re entre domaine de de´faillance et domaine de suˆrete´, est repre´sente´ sur la
figure III.2.
Deux points de de´faillance assez proches en terme d’indice de fiabilite´ existent et
peuvent eˆtre calcule´s, cf. tableau III.1. L’inte´reˆt de cet exemple est multiple. D’une
part, il montre les limites de l’approximation de la probabilite´ de de´faillance au
premier ordre. En effet, l’approximation FORM ne permet pas d’obtenir la bonne
valeur. Les re´sultats obtenus sont re´sume´s dans le tableau III.1. D’autre part, cet
exemple en 2 dimensions permet un affichage graphique de l’e´volution de la fonction
d’e´tat-limite de substitution, au fur et a` mesure de la progression de l’algorithme
propose´ dans ce chapitre.
Pf β x1 x2
P ∗1 0, 00183 2, 90 −2, 741 0, 956
P2 0, 00093 3, 11 2, 916 1, 086
Monte-Carlo (106 simulations) 0, 00306 2, 74 − −
Tab. III.1 Re´sultats des simulations et analyse FORM sur l’e´tat-limite.
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Fig. III.2 Frontie`re entre domaines de suˆrete´ et de de´faillance et positions des
points de de´faillance les plus probables.
III.2.2 La repre´sentation des SVM
Il convient ici de pre´parer le lecteur au contenu des graphiques qui sont pre´sente´s
dans cette partie. Les se´parateurs SVM sont affiche´s de la manie`re suivante :
– les points d’apprentissage utilise´s pour la construction du se´parateur sont affi-
che´s avec deux symboles diffe´rents selon leur classe :
– un cercle (bleu) pour les points en de´faillance ;
– une croix (rouge) pour les points en suˆrete´ ;
– la frontie`re entre les classes est en trait plein noir ;
– la marge entourant la frontie`re est comprise entre les pointille´s plus clairs ;
– les lignes de niveaux sont affiche´es en niveaux de gris ;
– les points supports ou vecteurs supports sont les points d’accroche de la fron-
tie`re et sont repre´sente´s par des points entoure´s, ou` l’e´paisseur de ce contour
correspond au poids du point en question (la valeur de α issue de l’optimisa-
tion : cf. e´quation II.15).
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III.3 La me´thode de J.E. Hurtado - SVM(H)
L’ide´e de l’algorithme provient du livre de J.E. Hurtado sur les me´thodes d’ap-
prentissage statistique au service des e´tudes de fiabilite´ des structures [Hur04b]. Cet
ouvrage a e´te´ l’e´le´ment initiateur de la the`se, soulevant un inte´reˆt particulier pour
l’utilisation des SVM dans le calcul de fiabilite´. Le principe est simple : il s’agit
de conside´rer les simulations de Monte-Carlo comme un exercice de classification.
L’objectif est alors de construire une formulation analytique de la frontie`re de l’e´tat-
limite pour se´parer les donne´es de la simulation. Dans un ensemble de re´alisations
des variables de base, l’objectif est de comptabiliser le nombre de re´alisations dans le
domaine de de´faillance.
Le principe de l’algorithme de J.E. Hurtado, re´fe´rence´ par SVM(H), est pre´sente´
dans cette section. Cet algorithme a permis d’une part de prendre conscience de
l’apport des SVM dans le calcul de fiabilite´ et de se familiariser avec les techniques
et, d’autre part, de de´gager des voies d’ame´lioration pour le calcul de fiabilite´ par la
classification. Ces ame´liorations ont fait l’objet d’une communication [DL06].
III.3.1 Le principe de l’algorithme
Le principe de l’algorithme a tout d’abord e´te´ pre´sente´ dans un article de J.E.
Hurtado [HA03]. Il est base´ sur une proprie´te´ inte´ressante des SVM : pour ame´liorer
le se´parateur de´fini, il faut ajouter a` la base d’apprentissage des points situe´s dans la
marge. Ainsi a` chaque ite´ration, soit a` chaque ame´lioration du se´parateur, “quelques”
points de la marge sont ajoute´s a` la base de donne´es des points d’apprentissage. Cette
proprie´te´ permet d’affiner le se´parateur. J.E. Hurtado proce`de ainsi a` l’ame´lioration
du se´parateur jusqu’a` ce que celui-ci se´pare parfaitement l’ensemble des re´alisations
de la simulation de Monte-Carlo. Le gain en temps de calcul est obtenu par le fait
qu’un nombre restreint de re´alisations permet de de´finir le se´parateur SVM, qui
permet quant a` lui de se´parer l’ensemble des points de la simulation et d’aboutir
ainsi a` la probabilite´ de de´faillance.
III.3.2 Le de´tail pas a` pas [Hur04a]
1. Transformation des variables de base Xi dans l’espace standard Ui (norme´, cen-
tre´ et de´corre´le´). Cette e´tape est commune a` toutes les me´thodes de re´solution
du proble`me de la fiabilite´. Elle permet de se placer dans un cas de syme´trie
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Fig. III.3 Un premier se´parateur est calcule´ sur la base d’apprentissage initiale
constitue´e des points les plus e´loigne´s de l’origine des simulations. Cette figure pre´-
sente ce premier se´parateur, ses caracte´ristiques - points supports, marge - et sa
position par rapport a` l’e´tat-limite objectif.
de re´volution de l’espace de travail. Toutes les variables de base sont transfor-
me´es en variables normales norme´es, centre´es et e´galement de´corre´le´es. C’est
une e´tape de pre´paration commune a` la majeure partie des me´thodes fiabilistes.
(Cas des transformations de Nataf et de Rosenblatt - cf. I.4.)
2. Ge´ne´ration de N re´alisations Ui, i = 1, ..., N selon la fonction de densite´
conjointe des variables (cette e´tape est simplifie´e par l’e´tape pre´ce´dente qui
a permis de de´corre´ler les variables ale´atoires de base et de les transformer
en variables normales inde´pendantes, centre´es et norme´es). Ces N re´alisations
constituent l’ensemble des points a` classer pour obtenir une approximation sa-
tisfaisante de la probabilite´ de de´faillance. (Rappelons qu’une pre´cision satisfai-
sante d’une probabilite´ de l’ordre de 10−n, ne´cessite 10n+2 a` 10n+3 re´alisations.)
3. Se´lection des k re´alisations les plus e´loigne´es du centre des simulations. Le but
est ici d’obtenir, parmi les k premiers points d’apprentissage, au moins une re´a-
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lisation de chaque classe. Ceci est indispensable au de´marrage de l’algorithme.
La connaissance experte du comportement du syste`me peut aider a` une optimi-
sation de cette premie`re e´tape. J.E. Hurtado conside`re qu’en prenant les points
les plus e´loigne´s, la classe de de´faillance est atteinte.
4. E´valuation de la fonction de performance pour les k simulations se´lectionne´es.
Ce sont les premiers appels a` la fonction de performance G. La re´ponse du
syste`me va permettre d’associer aux points d’apprentissage la classe“+1 ”suˆrete´
ou “−1 ” de´faillance.
5. Calcul du se´parateur sur les k points d’apprentissage. La re´solution du proble`me
d’optimisation II.15 permet d’obtenir la formulation analytique d’un premier
se´parateur Gˆ(X), et donc la de´finition de la marge initiale. La figure III.3
propose une repre´sentation graphique du premier se´parateur.
6. Recherche, parmi les N re´alisations, de celles appartenant a` la marge, et se´lec-
tion du point le plus proche du se´parateur. La distance de chacun des N points
simule´s au se´parateur est obtenue par e´valuation de Gˆ. Le point le plus proche
de la frontie`re est se´lectionne´ et ajoute´ a` la liste des points d’apprentissage.
7. E´valuation de la fonction de performance pour le point supple´mentaire se´lec-
tionne´ et recherche du nouveau se´parateur (et de sa marge) pour la liste de
points d’apprentissage augmente´e d’une unite´. Cette e´tape permet l’obtention
d’une nouvelle frontie`re et d’une nouvelle marge. La figure III.4 propose l’e´vo-
lution du se´parateur par l’ajout du point d’apprentissage issu de la marge pre´-
ce´dente.
8. Retour aux e´tapes 6 et 7 tant qu’il y a des points dans la marge. L’absence
de points dans la marge met fin a` l’algorithme. Le se´parateur obtenu est donc
une formulation explicite de l’e´tat-limite. La classification de l’ensemble des
N re´alisations a` l’aide de ce dernier permet une e´valuation de la probabilite´
de de´faillance. Le re´sultat est plus pre´cis que celui issu d’un calcul FORM ou
SORM, puisque l’e´tat-limite est approxime´ globalement et non pas localement
autour du point de de´faillance le plus probable.
Il faut noter que les marges successives ne sont pas (he´las) incluses les unes dans
les autres.
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Fig. III.4 Cette figure pre´sente l’e´volution du se´parateur III.3 par l’ajout de
points de la marge pre´ce´dente a` la base d’apprentissage.
III.4 Discussion et propositions d’ame´liorations de l’algorithme
Le but de la de´marche propose´e est une se´lection de points d’apprentissage ga-
rantissant une convergence vers le se´parateur de re´fe´rence (se´parateur objectif) plus
rapide que celle utilise´e par J.E. Hurtado afin de limiter le nombre d’e´valuations de
la fonction d’e´tat-limite. La de´marche s’appuie sur les deux phases suivantes :
1. obtention d’une approximation explicite de l’e´tat-limite par apprentissage. Les
SVM aboutissent a` une formulation explicite de la frontie`re entre le domaine
de de´faillance et le domaine de suˆrete´ ;
2. re´alisation de simulations de Monte-Carlo sur cette frontie`re explicite, afin d’ob-
tenir une e´valuation de la probabilite´ de de´faillance. Cette seconde e´tape est
“tre`s rapide” puisque la frontie`re est obtenue analytiquement. La probabilite´
de de´faillance du syste`me est estime´e comme le rapport entre le nombre de
re´alisations dans le domaine de de´faillance et le nombre total de re´alisations
classe´es.
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L’originalite´ de l’algorithme propose´ consiste a` dissocier le travail de construction
du se´parateur et le calcul de la probabilite´ de de´faillance par Monte-Carlo.
Ces ame´liorations optimisent l’apprentissage et donc la se´lection des points au de´-
marrage et lors des ite´rations successives. Ces “points d’apprentissage” correspondent
aux points ou` la fonction d’e´tat-limite est e´value´e. C’est en ame´liorant ce processus de
se´lection de points que l’algorithme montre un re´el inte´reˆt : nos efforts se concentrent
donc sur la cre´ation d’une base de donne´es optimale.
Autrement dit, les points cle´s sont :
– le premier plan d’expe´riences, c’est-a`-dire la phase d’initiation de l’algorithme ;
– la se´lection des points d’apprentissage dans les e´tapes d’ame´lioration de la
classification.
L’objectif, en terme de re´sultat, est d’obtenir la probabilite´ de de´faillance exacte,
a` comparer avec le re´sultat de Monte-Carlo conside´re´ comme re´fe´rence.
Lors des tests, l’algorithme de fiabilite´ FORM est re´alise´ sur les diffe´rents se´pa-
rateurs obtenus. Cette analyse permet de comparer les points de conception obtenus
sur le se´parateur par rapport a` la re´fe´rence, et donc la pre´cision obtenue dans les
zones a` fortes densite´s de probabilite´.
III.4.1 La fonction noyau
Avant de de´tailler les points ame´liore´s, donnons quelques informations concernant
le type de la fonction noyau utilise´e. Il est d’abord a` noter que pour un exercice
de classification, le choix de la fonction noyau n’influence que peu le re´sultat. La
souplesse des diffe´rentes fonctions conduit a` l’obtention de re´sultats similaires quel
que soit le choix de l’utilisateur. Cependant, ceci est valable dans le cas ou` les donne´es
sont nombreuses. Dans notre cas, la re`gle est donc de fixer une fonction qui soit assez
souple au regard du type de comportement a` mode´liser, sans oublier que le crite`re
primordial reste la capacite´ de ge´ne´ralisation. Nous optons donc, dans le cas des
SVM, pour les fonctions Radial Basis Function (RBF), qui sont les fonctions les plus
utilise´es dans le contexte des me´thodes de l’apprentissage statistique au service de la
me´canique.
Ce choix se justifie par plusieurs raisons :
– d’une part, ce type de fonctions permet de mode´liser des comportements forte-
ment non line´aires. Rappelons que l’inte´reˆt d’une me´thode base´e sur les SVM
est justement d’apporter une re´ponse quant aux difficulte´s rencontre´es par les
surfaces de re´ponses quadratiques face a` ces comportements non line´aires ;
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– d’autre part, ces fonctions sont e´galement majoritairement se´lectionne´es par les
utilisateurs de re´seaux de neurones en tant que fonction d’activation ;
– enfin, elles font e´galement partie des fonctions utilise´es lors de re´gression par
la me´thode du krigeage, qui est e´galement une re´ponse a` l’approximation de
comportements me´caniques complexes [CGS03].
La se´lection des fonctions noyaux n’est pas primordiale pour le proble`me de clas-
sification. Elle peut par contre le devenir lors d’un exercice de re´gression.
III.4.2 Le plan d’expe´riences initial - carre´ latin
La proble´matique
Les variables ale´atoires sont transforme´es dans l’espace standard. Intuitivement, le
plan initial, i.e. les premiers points dont la classe est e´value´e, va conditionner la suite
de l’algorithme. Toutefois, la marge du se´parateur e´volue et les marges successives
ne sont pas contenues dans la marge initiale. Par conse´quent, un mauvais placement
initial du se´parateur ne conduit pas ne´cessairement a` l’e´chec de l’algorithme mais
ralentit la vitesse de convergence. Deux objectifs sont associe´s au plan initial :
– le premier est d’obtenir des re´alisations dans les deux domaines de l’espace :
suˆrete´ et de´faillance. La probabilite´ de de´faillance calcule´e e´tant faible, il est
peu probable, par un tirage ale´atoire, d’obtenir des points dont l’e´valuation de
l’e´tat-limite est ne´gative ;
– le second objectif est d’avoir une connaissance assez globale de l’espace pour
optimiser la vitesse de convergence de l’algorithme.
Pour garantir ces objectifs plusieurs techniques sont propose´es.
Le choix de J.E. Hurtado
J.E. Hurtado propose, pour de´marrer l’algorithme, de se´lectionner les points les
plus e´loigne´s d’une simulation afin d’en obtenir au moins un en zone de de´faillance.
Ceci est valable lorsque l’on part du principe qu’il faut 2 points pour de´marrer l’al-
gorithme : un dans chaque cate´gorie. Malheureusement cela nous conduit au calcul
de nombreux points ininte´ressants et inutiles.
Sur la figure III.5, la construction du se´parateur a e´te´ initialise´e avec les points les
plus e´loigne´s du centre des simulations (c’est-a`-dire de l’origine du repe`re dans l’espace
standard). E´tant donne´ le manque d’information autour de l’origine, l’algorithme a
ne´cessite´ plusieurs ite´rations pour s’approcher de la ”forme” recherche´e. Les points
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calcule´s dans les marges des premiers se´parateurs obtenus sont devenus inutiles par
la suite, car trop e´loigne´s des zones d’inte´reˆt. La lenteur de l’algorithme est e´vidente.
Si le positionnement du premier se´parateur est loin de la position qu’il doit at-
teindre, un grand nombre d’ite´rations est ne´cessaire et de nombreuses e´valuations de
l’e´tat-limite sont inutiles. Ce point met en exergue la ne´cessite´ d’optimiser le plan
servant au de´marrage de l’algorithme.
Fig. III.5 Les ite´rations du processus de construction du se´parateur par la me´-
thode de J. Hurtado. Les premiers points d’apprentissage sont les points de la si-
mulation les plus e´loigne´s de l’origine. De nombreuses ite´rations du processus sont
ne´cessaires pour un positionnement satisfaisant du se´parateur.
Le carre´ latin
La me´thode propose´e consiste a` utiliser les plans d’expe´riences pour l’explora-
tion de l’espace et pour l’obtention d’une approximation de “forme” plus rapidement
proche de celle qu’on souhaite atteindre. Le plan d’expe´riences, parce qu’il est issu
des the´ories statistiques, est probablement la meilleure solution pour de´marrer l’al-
gorithme avant d’utiliser les proprie´te´s des SVM et de la marge du se´parateur pour
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affiner l’approximation. Pour conserver une faible de´pendance aux nombres de va-
riables ale´atoires, les plans d’expe´riences complets (2n, 3n ...) sont abandonne´s et pour
conserver une faible corre´lation entre plan d’expe´riences et re´sultat, nous optons pour
les plans ale´atoires.
Le de´marrage de l’algorithme utilise un nombre donne´ de points simule´s selon la
me´thode du carre´ latin I.7.4 dans un hypercube de coˆte´ βmax ou dans une hyper-
sphe`re de rayon e´quivalent, distance fixe´e en fonction du niveau de fiabilite´ attendu
et de la dimension de l’espace. Cette me´thode est recommande´e pour la re´gression
par la me´thode du krigeage, plus proche de la re´gression SVM que la me´thode des
moindres carre´s avec surface quadratique, pour laquelle les plans re´guliers sont utilise´s
et recommande´s [NIS06].
Fig. III.6 De´marrage de l’algorithme par un premier plan d’expe´riences utilisant
la me´thode du carre´ latin. La position de ce se´parateur est a` comparer avec celle de
la figure III.3.
La figure III.6 montre l’initialisation de l’algorithme. Le plan d’expe´riences balaie
l’espace de de´part de manie`re ale´atoire et ame´liore le premier positionnement du
se´parateur. Le carre´ latin garantit une couverture uniforme de tout l’espace avec un
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minimum de points.
Plan d’expe´riences expert
Certains proble`mes posse`dent des caracte´ristiques connues par le concepteur. La
connaissance experte peut apporter une pre´cision sur la re´partition de la de´faillance
dans l’espace ou les zones d’importance. Il est dans ce cas important de pouvoir
prendre en compte ces connaissances.
L’approche consiste alors a` mixer un plan e´toile´ expert (dimension 2N + 1) et
quelques points d’un plan de type carre´ latin. Le premier va permettre, en se plac¸ant
dans les queues de distribution des lois des variables du proble`me, d’obtenir des
re´alisations dans la zone de de´faillance. Le second permet d’ajouter de la connaissance
sur des zones choisies ale´atoirement dans l’espace de travail.
Pour des probabilite´s de de´faillance tre`s faibles, l’obtention de points dans le
domaine de de´faillance est tre`s difficile. Pour contrer ce proble`me, en e´vitant soit
d’augmenter le nombre de points dans le plan initial (lourd en terme de calcul),
soit d’e´largir l’hypercube dans lequel est tire´ le plan initial (proble`me de validite´
du mode`le me´canique), une autre me´thode est propose´e. Il s’agit d’une utilisation
ponctuelle de la re´gression. Dans le cas ou` les points du plan initial ne permettent pas
de commencer la classification, une re´gression est effectue´e sur ces premiers points.
La surface obtenue permet de proposer une zone de l’espace dans laquelle il est
tre`s probable d’eˆtre proche de la zone de de´faillance. Cette me´thode permet ainsi
de de´limiter la zone d’inte´reˆt qui est la zone proche de l’e´tat-limite. La re´gression
permet de prendre en compte une information a` disposition qui e´tait jusque la` non
utilise´e. En effet, la classification utilise uniquement l’information binaire +1 et −1
de l’e´valuation de l’e´tat-limite.
Bilan
Le carre´ latin est retenu pour la premie`re e´tape de l’algorithme. Il reste cependant
quelques parame`tres a` ajuster :
– le nombre de points simule´s ;
– la taille du rayon de l’hypercube.
Ces parame`tres sont lie´s a` la probabilite´ de de´faillance cible et a` la dimension du
proble`me. Il convient d’ajuster ces valeurs. En effet, il faut simuler assez de points
pour ne pas avoir de trop nombreuses ite´rations du processus d’ame´lioration, mais
14 avril 2008
III.4. Discussion et propositions d’ame´liorations de l’algorithme 83
bien entendu pas trop de points, car les appels a` l’e´tat-limite sont compte´s. Le nombre
de simulations est en relation avec la me´thode d’ame´lioration du se´parateur, pre´sente´
dans la section suivante. En effet, il est possible d’imaginer diffe´rentes strate´gies
d’apprentissage en fonction de la pre´cision escompte´e sur le re´sultat et du nombre de
points que l’on s’autorise a` calculer pour la base d’apprentissage.
III.4.3 Choix des points d’apprentissage dans la marge
La proble´matique
Le choix des points d’apprentissage est crucial, puisque la frontie`re en de´pend. La
me´thode qui va permettre de se´lectionner les points de l’apprentissage est donc tre`s
importante. Les SVM nous donnent une information primordiale : pour affiner le se´-
parateur, il faut choisir des points dans la marge. L’objectif est d’e´valuer un minimum
de points en affinant au mieux la marge dans la zone de l’espace qui correspond a` une
zone de travail. Cet espace, pour J.E. Hurtado, correspond a` l’ensemble des donne´es
a` classer. En dissociant le proble`me de l’apprentissage et du calcul de la probabilite´,
nous avons perdu cette notion primordiale. Pour appliquer ce principe, les points
d’apprentissage sont choisis dans une liste de simulations dans une hypersphe`re de
rayon βmax, simulation construite arbitrairement pour constituer une zone d’appren-
tissage. Seuls les points de cette population de travail appartenant a` la marge du
se´parateur sont retenus pour eˆtre des candidats a` la liste des points d’apprentissage.
Le choix de J.E. Hurtado
J.E. Hurtado se´lectionne “LE” point le plus proche du se´parateur parmi les points
de la simulation a` classer. En the´orie, cette technique permet, au bout d’un certain
nombre d’ite´rations, d’obtenir un se´parateur correct. Mais, dans les applications ini-
tiales effectue´es, cette technique montre une premie`re limite : de nombreux points
calcule´s ne sont pas utiles et l’algorithme avance petit a` petit, comme le montre la
figure III.5 sur l’e´volution du se´parateur. Ceci est vrai surtout si le nombre de simula-
tions de la liste est grand. Une ame´lioration plus globale et plus rapide du se´parateur
est aussi souhaitable.
Compression de distribution
Nous choisissons de se´lectionner, parmi les points de la distribution de travail,
ceux appartenant a` la marge. Apre`s le calcul d’un se´parateur, la marge est de´fi-
14 avril 2008
84 III. SVM et Fiabilite´
(a) (b)
(c)
Fig. III.7 Illustration des VQ, points choisis pour augmenter la liste des points
d’apprentissage pour l’ite´ration suivante de l’algorithme. (a) Distribution uniforme
de points de´finissant la zone de travail dans laquelle nous cherchons a` de´finir un
se´parateur. (b) Se´lection des points de la population de travail appartenant a` la
marge. (c) Compression des points de la marge par clustering.
nie. En se´lectionnant l’intersection de la marge et des points de la simulation, nous
obtenons un ensemble de points dans lequel nous allons choisir nos points d’appren-
tissage. L’ide´e est de se´lectionner “quelques” points re´partis uniforme´ment dans la
marge. L’utilisation de la technique de clustering II.6.3 est apparue comme une so-
lution satisfaisante. Cette technique permet de retenir quelques points de la liste qui
repre´sentent la simulation : ils en gardent les caracte´ristiques principales. Ces outils
re´pondent parfaitement a` nos besoins, puisque nous souhaitons avoir une information
sur le comportement du se´parateur dans la marge, et ceci de manie`re globale : sur
toute la “longueur” de la marge.
Un aperc¸u de la compression par les VQ et de la se´lection des points de la marge
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est pre´sente´ dans la figure III.7. La figure (a) pre´sente la population de travail, zone
dans laquelle le se´parateur est recherche´. Cette zone peut correspondre au domaine
de validite´ de la fonction de performance. La figure (b) pre´sente la se´lection des
points de la population de travail qui appartiennent a` la marge du se´parateur. C’est
uniquement dans cette zone que des points d’apprentissage sont utiles a` l’ame´lioration
du se´parateur. La figure (c) pre´sente la compression des points de la marge par
clustering. La re´partition des points le long de la marge est assez homoge`ne. Cette
illustration montre la capacite´ des VQ a` repre´senter une distribution non re´gulie`re :
la distribution des points de la marge. Nous retenons cette technique pour le choix
des points d’apprentissage dans la marge.
III.4.4 Approche multi-e´chelle
La proble´matique
Dans le paragraphe pre´ce´dent a e´te´ introduite la notion d’espace a` classer, c’est-
a`-dire une zone de l’espace dans laquelle nous cherchons des informations sur notre
syste`me. Cet espace est de´limite´ par la simulation dans laquelle nous allons se´lection-
ner des points d’apprentissage. L’ame´lioration du se´parateur se fait jusqu’a` obtention
d’une marge vide. A` partir de ce moment, les points de la simulation sont classe´s par
notre frontie`re analytique.
En partant de ce principe, nous de´cidons de proce´der par e´tapes successives pour
acce´le´rer la classification. Chaque e´tape correspond a` la classification d’un ensemble
de plus en plus dense de points : nous parlons d’approche multi-e´chelle.
Le but de l’algorithme est de parvenir a` classer un ensemble de 10n+2 a` 10n+3
points (pour une probabilite´ de de´faillance de l’ordre de 10−n), points correspondant
a` une simulation de Monte-Carlo des variables de base dans l’espace standard. Mais
si l’on travaille directement avec cette simulation, la proce´dure d’apprentissage et
de classification est lente. En effet, l’algorithme est plus rapide avec une population
moins importante, meˆme si cela conduit a` une pre´cision moindre. De tels re´sultats
incitent a` se´parer l’algorithme en plusieurs e´tapes, afin d’obtenir plus rapidement un
se´parateur proche de la forme finale, puis d’affiner autour des zones d’inte´reˆt, i.e. les
zones a` plus forte densite´ de probabilite´.
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Fig. III.8 Illustration de l’utilite´ de se´lectionner les points d’apprentissage dans
une liste de re´alisations simule´es selon une gaussienne autour de l’origine de l’espace
standard.
Des e´tapes d’apprentissage successives
Une premie`re e´tape du travail d’ame´lioration est re´alise´e sur une simulation uni-
forme de N1 points (de l’ordre de 103 a` 104) autour de l’origine. L’amplitude de
cette distribution de´pend de la taille de l’espace et e´galement de la probabilite´ de
de´faillance cible. En classant ces premiers points est obtenue une premie`re version du
se´parateur : la forme est peu pre´cise mais sa position dans l’espace est proche de celle
de l’e´tat-limite recherche´. Cette premie`re e´tape se fait en une dizaine d’ite´rations du
proce´de´.
Dans une seconde e´tape, nous cherchons a` ame´liorer la classification dans les
zones a` fortes densite´ de probabilite´. Pour cela, nous allons utiliser une simulation
gaussienne de 10n+3 points. Les raisons de cet emploi sont les suivantes :
– augmentation du nombre de points afin d’augmenter la pre´cision du se´parateur ;
– choix d’une gaussienne afin qu’il y ait plus de points dans les zones a` forte
densite´ de probabilite´ : les VQ e´tant ponde´re´s par la densite´, le processus est
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ame´liore´ naturellement autour des points de conception qui concentrent la plus
importante partie de la probabilite´ de de´faillance.
La figure III.8 illustre le fait que les points se´lectionne´s pour augmenter l’appren-
tissage sont naturellement concentre´s autour des zones a` forte densite´ de probabilite´ :
c’est-a`-dire les zones de de´faillance les plus proches de l’origine.
A` chaque ite´ration, la simulation est ge´ne´re´e a` nouveau afin de travailler sur une
population nouvelle a` chaque fois. Cela permet de perturber l’algorithme et d’e´viter
un biais e´ventuel. Cette approche multi-e´chelle peut eˆtre affine´e au besoin en inse´rant
des e´tapes supple´mentaires. Cette technique cherche a` e´viter le calcul de points qui
seraient inutiles par la suite.
III.4.5 Bilan : trois phases d’apprentissage
Apre`s diffe´rents tests, trois phases d’apprentissage sont dissocie´es. A chacune
de ces phases correspond une population de travail, dans laquelle des points sont
se´lectionne´s pour enrichir la base d’apprentissage.
1. Phase de positionnement : la premie`re e´tape de l’apprentissage se fait sur une
population re´partie uniforme´ment dans la zone de de´finition de la fonction
d’e´tat-limite. Cette population est peu dense (estimation 103 a` 104 individus en
fonction de la taille du proble`me). La se´lection des points de calculs me´caniques
se fait par clustering des points de la marge.
2. Phase de stabilisation : la seconde e´tape de l’apprentissage se fait e´galement
sur une population re´partie uniforme´ment, mais cette dernie`re est plus dense :
cette e´tape permet une stabilisation de la position du se´parateur et e´galement
une ame´lioration de la pre´cision globale par rapport a` l’e´tat-limite objectif (es-
timation 104 a` 106 individus en fonction de la taille du proble`me). La se´lection
des nouveaux points se fait par clustering des points de la marge, ainsi que des
points que l’on appelle instables, ie. qui changent de coˆte´ entre deux ite´rations.
3. Phase d’ame´lioration de la pre´cision : cette dernie`re e´tape se fait sur une po-
pulation gaussienne de la taille de la simulation de Monte-Carlo pre´vue. Cela
permet d’une part d’affiner le se´parateur uniquement dans la zone ne´cessaire a`
l’e´valuation de la probabilite´ de de´faillance. La population gaussienne permet
e´galement de favoriser la se´lection de nouveaux points dans les zones de forte
densite´ de probabilite´ de de´faillance. Les nouveaux points se´lectionne´s sont les
points les plus proches de l’e´tat-limite.
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III.4.6 Crite`res de validation
La partie qui demande le plus d’attention lors de la construction d’une me´thode
nume´rique, est celle consacre´e a` la convergence de l’algorithme et e´galement a` la me-
sure de l’erreur. Dans le meilleur des cas, il est possible concevoir pre´cise´ment l’erreur
obtenue. Si une telle donne´e est impossible a` mesurer, l’obtention d’un intervalle de
confiance ou encore de bornes sur le re´sultat est tre`s utile voire indispensable.
Dans la me´thode propose´e, la convergence de l’algorithme est base´e sur une sta-
bilisation du re´sultat fiabiliste, calcule´ par simulations de Monte-Carlo sur la surface
explicite obtenue. Cela ne garantit pas force´ment l’obtention du re´sultat optimal. En
effet, cette mesure de´pend de la qualite´ de la surface obtenue par les SVM et de sa
stabilite´ vers la surface objectif. Si on ne peut garantir que la frontie`re obtenue est
proche de l’objectif, certains indices permettent de cre´dibiliser le re´sultat. La marge
permet notamment de de´finir diffe´rents crite`res de validation : la taille de la marge, la
valeur de l’e´tat-limite obtenue sur les points d’apprentissage successivement ajoute´s,
la valeur de l’e´tat-limite des vecteurs supports...
D’autres pistes sont propose´es, pistes permettant de mesurer la stabilisation, au
sens de la position dans l’espace, de la surface obtenue. Les mettre en place ne´cessite
de conserver les surfaces obtenues a` chaque ite´ration du processus, pour permettre
de mesurer l’e´volution de diffe´rentes quantite´s.
Ces diffe´rents crite`res sont illustre´s sur le cas test, fil conducteur du chapitre.
Crite`res sur la marge
Diffe´rents crite`res sont propose´s a` partir de l’e´volution de la marge au cours des
ite´rations du processus de construction du se´parateur. Le concept de marge permet
non seulement de ge´ne´rer les futurs points d’apprentissage, mais il peut e´galement
permettre de ve´rifier la convergence de la me´thode. La population de travail e´tant
renouvele´e a` chaque e´tape pour optimiser l’apprentissage, une population de re´fe´rence
est utilise´e pour e´valuer les crite`res de´finis ci-apre`s.
1. Le nombre de points dans la marge. A chaque ite´ration de l’algorithme, une
se´lection de points de la marge est faite. Pour cela, une simulation de points est
e´value´e sur la fonction SVM. Cette e´valuation permet de de´finir un ensemble
de points appartenant a` la marge, et permet donc le comptage des points situe´s
dans cette marge. Si ce nombre de points tend vers 0, alors l’ensemble des points
de la simulation est classe´ par le se´parateur. Une diminution de cette valeur
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montre que la marge s’affine.
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Fig. III.9 E´valuation du nombre de points dans la marge au cours de l’appren-
tissage. Les trois graphiques correspondent aux trois e´tapes d’apprentissage succes-
sives.
Sur la figure III.9, 3 courbes sont affiche´es. Elles correspondent aux diffe´rentes
simulations effectue´es pour la recherche de nouveaux points d’apprentissage,
e´tapes de´taille´es dans la section consacre´e a` l’approche dite multi-e´chelle III.4.4.
Pour chaque population de travail, le nombre de points situe´s dans la marge
diminue au cours des ite´rations d’apprentissage.
1 2 3 4 5 6
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Itérations
%
 d
e 
m
ar
ge
 k
+1
 h
or
s 
m
ar
ge
 k
6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Itérations
%
 d
e 
m
ar
ge
 k
+1
 h
or
s 
m
ar
ge
 k
15 15.2 15.4 15.6 15.8 16
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Itérations
%
 d
e 
m
ar
ge
 k
+1
 h
or
s 
m
ar
ge
 k
Fig. III.10 E´valuation de la superposition des marges entre les ite´rations. Les
points de la marge obtenue a` l’ite´ration k+ 1 sont e´value´s sur le se´parateur obtenu
a` l’ite´ration k.
2. Le pourcentage de points de la marge k+1 en dehors de la marge k. Ce pourcen-
tage est une certaine mesure de la stabilite´ des se´parateurs. A chaque ite´ration,
la superposition des marges est ve´rifie´e : la marge obtenue est compare´e a` la
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marge pre´ce´dente. Un pourcentage tre`s petit montre que la marge k+1 est com-
prise dans la marge k. La figure III.10 pre´sente le type de graphique obtenu.
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Fig. III.11 Nombre de points classe´s diffe´remment entre deux ite´rations. La classe
des points de la population de travail est compare´e entre 2 ite´rations.
3. Nombre de points classe´s diffe´remment. Les deux premiers crite`res permettent
de ve´rifier la stabilite´ de la marge dans l’espace de de´finition. Mais un troisie`me
crite`re est plus inte´ressant, il compare les classes obtenues par les points de la
simulation de Monte-Carlo. Entre l’ite´ration k + 1 et k, le nombre de points
de classes diffe´rentes est recense´. Ce crite`re permet de mesurer la pre´cision du
re´sultat en probabilite´ de de´faillance. Le graphique obtenu pour le cas test est
pre´sente´ figure III.11.
Validation de la valeur de Pf
Plusieurs crite`res de validation sont e´labore´s par rapport a` la valeur de la proba-
bilite´ de de´faillance.
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Fig. III.12 E´volution de la probabilite´ de de´faillance par simulation de Monte-
Carlo sur le se´parateur au cours de l’apprentissage.
(a) Intervalle de confiance. Pour ve´rifier la stabilite´ des re´sultats par rapport
a` la se´lection des points d’apprentissage, une technique de bootstraping est utilise´e.
Une telle approche a e´te´ de´veloppe´e pre´ce´demment au laboratoire [GBL03]. La tech-
nique du Jacknife a e´te´ teste´e dans un premier temps. Cette technique est applique´e
a` chaque ite´ration de la phase d’apprentissage. Cela permet d’obtenir un intervalle
de confiance sur le re´sultat en probabilite´ de de´faillance, calcule´ sur les se´parateurs
a` chaque ite´ration. Pour chaque se´parateur, 20 nouveaux e´chantillons sont cre´e´s a`
partir des points d’apprentissage, par la me´thode du Leave-One-Out (Jacknife). Sur
chacun des e´chantillons est calcule´ un se´parateur, sur lequel la probabilite´ de de´-
faillance est e´value´e. Cette technique fournit plusieurs valeurs de la probabilite´ de
de´faillance et une mesure statistique peut eˆtre effectue´e. La moyenne et l’e´cart type
sont e´value´s, aboutissant ainsi a` un intervalle de confiance sur la valeur de la pro-
babilite´ de de´faillance. Cette technique est inte´ressante surtout dans le cadre de la
re´gression : en fait les points d’apprentissage qui ne sont pas des points supports
n’ont aucun poids dans la formulation du se´parateur pour le cas de la classification.
L’intervalle de confiance obtenu par Jacknife montre un re´sultat tre`s stable qui ne
refle`te peut-eˆtre pas la stabilite´ re´elle.
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La figure III.12 montre l’e´volution de la probabilite´ de de´faillance calcule´e sur les
se´parateurs obtenus a` chaque ite´ration.
(b) Monte-Carlo sur la marge. Une information supple´mentaire est disponible
sur la figure III.12 : Pfmarg sup et Pfmarg inf. Si l’on conside`re que la marge cor-
respond a` la zone d’incertitude de la classification, il est inte´ressant de calculer la
probabilite´ de de´faillance associe´e a` un e´tat-limite qui correspondrait a` la frontie`re
infe´rieure de la marge (Pfmarg inf ) ou a` la frontie`re supe´rieure de la marge (Pfmarg
sup). L’intervalle de´fini par ces valeurs se resserre autour de la valeur moyenne. Cela
montre que le se´parateur obtenu est de plus en plus pre´cis au cours des ite´rations,
mais cela ne correspond pas force´ment a` des bornes supe´rieure et infe´rieure absolues
de la probabilite´ de de´faillance.
Autres crite`res
D’autres mesures permettent de suivre l’e´volution de l’algorithme.
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Fig. III.13 E´valuations de l’e´tat-limite des points d’apprentissage. La convergence
de la courbe vers 0 montre la proprie´te´ de l’apprentissage a` s’affiner autour de l’e´tat-
limite objectif.
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1. E´valuations de l’e´tat limite. La figure III.13 montre que les points d’apprentis-
sage, obtenus par la me´thode de se´lection des points de la marge, ame`nent le
processus a` s’affiner autour de l’e´tat-limite, puisque les e´valuations de celui-ci
convergent vers 0.
2. E´volutions des parame`tres de la fonction SVM. Il est simple de voir le poids
affecte´ aux points de l’apprentissage. Les points ajoute´s par la se´lection dans la
marge prennent un poids plus important que les points du plan d’expe´riences
initial. Ils sont en fait plus proches de la marge, et sont tour a` tour pris comme
points supports (ou vecteurs supports) du se´parateur. La stabilite´ du poids
affecte´ a` un point montre une certaine stabilite´ du se´parateur, et l’importance
du point dans la de´finition du se´parateur, voir figure III.14.
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Fig. III.14 E´volutions des coefficients de Lagrange associe´s a` chacun des points
d’apprentissage au cours du processus d’apprentissage.
III.5 Bilan sur l’algorithme SMART
L’algorithme obtenu a` partir des diffe´rentes ame´liorations de la me´thode de J.E.
Hurtado est nomme´ SMART pour Support-vector Margin Algorithm for Reliability
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esTimation. Les diffe´rentes strate´gies d’apprentissage retenues et les crite`res de vali-
dation permettant le suivi de la convergence en font un algorithme de´die´ a` la recherche
d’e´tat-limite pour la fiabilite´.
Cette section pre´sente quelques remarques sur cet algorithme de construction du
se´parateur. Cela comprend des remarques par rapport aux re´sultats obtenus mais
e´galement des re´flexions sur ce qu’il est utile d’apporter pour rendre la me´thode plus
souple et robuste.
MC FORM SMART
N appels 106 20 50
Pf (10−3) 3, 0 1, 8 3, 0
cv 0, 02 − 0, 02
Tab. III.2 Re´sultats du calcul de fiabilite´ sur le mode`le du fil conducteur, en
terme de probabilite´ de de´faillance. La valeur de γ est fixe´e ici a` 5. Il faut noter que
dans cet exemple, FORM ne peut eˆtre satisfaisant.
FORM FORM sur SVM
N appels 20 50
β 2, 9 2, 9
u1 −2, 741 −2, 778
u2 0, 965 0, 845
Tab. III.3 Re´sultats du calcul de fiabilite´ sur le mode`le du fil conducteur, en
terme de point de de´faillance le plus probable.
III.5.1 Une vision globale
L’approximation globale obtenue est satisfaisante dans la zone de l’espace ayant
un inte´reˆt pour le calcul de la probabilite´ de de´faillance : les re´sultats obtenus par
simulation de Monte-Carlo sur la frontie`re explicite, sont proches des re´sultats de re´-
fe´rence (cf. tableau III.2). Le se´parateur obtenu donne une vision globale satisfaisante
de la fonction a` approximer.
L’approximation est e´galement assez pre´cise localement (au niveau des minima ou
points de conception), au vu des re´sultats obtenus aux calculs FORM en terme d’in-
dice de fiabilite´ (cf. tableau III.3), mais e´galement en terme de point de de´faillance
14 avril 2008
III.5. Bilan sur l’algorithme SMART 95
le plus probable, ou` la convergence est souvent plus difficile. Ceci est duˆ au fait que
l’algorithme “pioche” des points dans la liste de re´alisations simule´es selon une gaus-
sienne. La densite´ de points dans la marge du se´parateur est plus importante autour
du point de conception le plus probable, la simulation s’appuyant sur la distribution
de la multi-normale.
III.5.2 Une frontie`re explicite
La formulation d’une frontie`re explicite dont le comportement peut eˆtre fortement
non line´aire et meˆme discontinu (cas test de fiabilite´ syste`me : union et intersection
d’e´tats-limites line´aires), constitue le point fort de la me´thode. La souplesse face a` la
forme de l’e´tat-limite et la non de´pendance au plan d’expe´riences, en font une me´-
thode tre`s inte´ressante dans le contexte de l’analyse me´cano-fiabiliste des syste`mes
complexes. Cette me´thode permet e´galement, a` partir de re´sultats d’expe´rimenta-
tions nume´riques, de formuler explicitement un e´tat-limite sur lequel nous pouvons
travailler sans nouvel appel au mode`le me´canique souvent lourd.
III.5.3 Parame´trage de la me´thode
Certains parame`tres sont a` re´gler en fonction du proble`me a` traiter :
– le nombre de points pour initialiser l’algorithme ;
– le nombre de points d’apprentissage a` ajouter a` chaque ite´ration ;
– la taille de la simulation de Monte-Carlo pour e´valuer chaque se´parateur.
Le nombre de points d’apprentissage (initial ou a` chaque ite´ration) de´pend naturel-
lement de la taille de l’espace. Ces parame`tres s’ajustent facilement puisque la di-
mension de l’espace est une connaissance pre´alable. En revanche la taille de l’espace
a` balayer au de´marrage est une donne´e inconnue (sauf rares cas ou` la probabilite´ de
de´faillance vise´e est connue). Par conse´quent, il est difficile de trouver la zone de de´-
faillance. Une astuce est propose´e : il s’agit de re´aliser une re´gression sur les premiers
points d’apprentissage, afin de de´terminer les zones de probable de´faillance. Mais si
la probabilite´ de de´faillance est extreˆmement faible, le proble`me de l’e´valuation de
notre se´parateur par Monte-Carlo se pose a` nouveau.
III.5.4 En conclusion
Les bases d’une me´thode de calcul de fiabilite´ fonde´e sur une substitution de
l’e´tat-limite par un se´parateur SVM ont e´te´ pre´sente´es. Cette me´thode est inspire´e
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de celle de J.E. Hurtado mais pre´sente de meilleures proprie´te´s de convergence et de
robustesse (qui sont e´tudie´es en de´tail dans le chapitre IV). La cle´ e´tant de chercher
a` affiner le se´parateur en le dissociant du travail d’e´valuation de la fiabilite´. Des indi-
cateurs de convergence et de suivi de l’approximation ont e´te´ propose´s pour observer
l’e´volution de l’algorithme.
L’e´valuation d’une probabilite´ de de´faillance faible reste cependant une limite.
En effet, ce cas de figure influence le choix des parame`tres a` utiliser : la taille du
plan initial et le nombre de simulations ne´cessaires a` l’e´valuation de la probabilite´
de de´faillance. La section suivante montre comment les subsets simulations peuvent
apporter leur contribution a` l’e´valuation de celle-ci.
III.6 Subsets Simulations et Classification : me´thode 2SMART
A l’utilisation de la me´thode SMART, les limites des simulations de Monte-Carlo
re´apparaissent : si la probabilite´ de de´faillance est tre`s faible, il faut un tre`s grand
nombre de simulations. De plus les parame`tres de l’algorithme jouent un roˆle trop
important pour la robustesse de la me´thode. Chercher de telles probabilite´s de de´-
faillance conduit a` chercher dans un espace, qui peut eˆtre de grande dimension,
quelques points de de´faillance loin de l’origine. Au et Beck [AB01] re´pondent a` ce
proble`me par l’utilisation de la me´thode des subsets simulations.
Nous proposons ici de combiner subsets simulations et SMART en essayant de
profiter des avantages des deux techniques.
III.6.1 Subsets simulations
Cette section pre´sente la me´thode des subsets simulations. L’objectif de la me´-
thode est e´quivalent a` celui de la simulation de Monte-Carlo classique, i.e. e´valuer la
probabilite´ de de´faillance sans hypothe`se sur la forme de l’e´tat-limite. La me´thode est
particulie`rement efficace lorsque la probabilite´ de de´faillance est tre`s faible, infe´rieure
a` 10−3-10−4, la` ou` la me´thode de Monte-Carlo devient trop couˆteuse.
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Me´thode SMART - Bilan.
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L’ide´e
Soit F le domaine de de´faillance. Conside´rons une se´quence de domaines de taille
de´croissante et inclus l’un dans l’autre : F1 ⊃ F2 ⊃ ... ⊃ Fm = F . En fiabilite´ des
structures, la de´faillance est atteinte lorsque l’e´valuation de la fonction de perfor-
mance G est ne´gative. La se´quence des domaines peut alors eˆtre de´finie de la manie`re
suivante : Fi = {G(x) < yi}, ou` les yi sont des valeurs de´croissantes de la fonction de
performance et ym = 0. Cette de´composition en domaines est illustre´e sur la figure
III.15.
Utilisons la de´finition des probabilite´s conditionnelles pour e´crire la grandeur
recherche´e :
Pf = P (F ) = P (F | Fm−1)P (Fm−1) = ... = P (F1)
m∏
i=2
P (Fi | Fi−1) (III.2)
La probabilite´ de de´faillance est exprime´e par le produit de m probabilite´s condition-
nelles. L’ide´e des subsets simulations est d’e´valuer Pf par l’estimation des diffe´rents
facteurs. De cette fac¸on, meˆme si Pf est tre`s faible, en choisissant judicieusement la
valeur des seuils interme´diaires, les diffe´rents facteurs a` e´valuer peuvent eˆtre assez
grands et ainsi e´value´s de manie`re efficace par simulations. La re`gle utilise´e pour
le choix judicieux du seuil est la suivante : les seuils successifs sont choisis tels que
les probabilite´s conditionnelles e´value´es sont de l’ordre de 0, 1. Pour e´valuer Pf , il
faut e´valuer les probabilite´s : P (F1) et {P (Fi+1 | Fi), i = 1, ...,m− 1}. Pour la pre-
mie`re probabilite´, l’e´valuation par Monte-Carlo classique est possible. Les probabilite´s
conditionnelles ne´cessitent de ge´ne´rer une simulation conditionne´e. L’ide´e est alors
d’utiliser une me´thode de chaˆınes de Markov base´e sur l’algorithme de Metropolis
Hastings, pour ge´ne´rer les e´chantillons conditionne´s.
Chaˆınes de Markov via l’algorithme de Metropolis Hastings
L’algorithme de Metropolis est une technique efficace pour simuler des e´chan-
tillons ayant une densite´ arbitraire, voir Metropolis et Hastings [MRR+53, Has70].
On trouvera dans une re´fe´rence franc¸aise a` ce sujet de C.P.Robert [Rob96], des de´-
tails sur les chaˆınes de Markov et notamment des crite`res de convergence de ce type
d’algorithme.
Le principe de l’algorithme de Metropolis-Hastings permet, a` partir d’e´chan-
tillons distribue´s selon la densite´ q(. | Fi), de ge´ne´rer aise´ment d’autres points se-
lon la meˆme densite´ q(. | Fi). Les premiers points sont appele´s germes de la chaˆıne
14 avril 2008
III.6. Subsets Simulations et Classification : me´thode 2SMART 99
Fig. III.15 Illustration de la de´composition en domaines.
de Markov. Conside´rons que nous posse´dons un germe θ1. Il s’agit de ge´ne´rer une
chaˆıne d’e´chantillons θ1, θ2, ... de manie`re ite´rative en calculant θk+1 a` partir de
θk = [θk(1), ..., θk(n)].
L’algorithme de Metropolis-Hastings utilise´ diffe`re un peu de de sa version origi-
nale. Nous pre´sentons ici la technique utilise´e par Au et Beck :
– Un candidat est ge´ne´re´ : pour chaque composante j = 1, ..., n, j est simule´e
selon une loi de probabilite´ pj(. | θk(j)). Le ratio rj est de´fini comme suit :
rj = qj(j)/qj(θk(j)). On fixe θ˜(j) = j avec une probabilite´ min {1, rj} ou`
θ˜(j) = θ(j) avec une probabilite´ 1−min {1, rj}.
– Point accepte´ ou refuse´ : la fonction de performance est e´value´e pour θ˜. Si ce
nouveau point appartient au domaine Fi alors θk+1 = θ˜ ; sinon ce nouveau point
est rejete´ et θk+1 = θk.
Le choix de la loi de probabilite´ pj(. | θk(j)) de´termine la manie`re dont le point
candidat est de´vie´ du point dont il est issu. Les chaˆınes de Markov peuvent eˆtre
conside´re´es ici comme un chemin ale´atoire dans l’espace a` partir d’un point de de´part :
le germe. La loi de probabilite´ choisie est uniforme autour du point de de´part. Il
convient alors de fixer la largeur de l’intervalle. Un intervalle trop faible ne de´vie
pas le point de germe et l’espace explore´ est trop proche. A l’inverse, un intervalle
tre`s large n’est pas be´ne´fique e´tant donne´ qu’il allonge le temps de la proce´dure, de
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nombreux points e´tant rejete´s. Une valeur comprise entre 1 et 3 apparaˆıt satisfaisante.
Une chaˆıne de Markov est re´alise´e a` partir de chaque point de germe, ces points e´tant
les re´alisations ge´ne´re´es a` l’e´tape i et appartenant au domaine Fi+1. Ces chaˆınes vont
de´finir la distribution conditionne´e ne´cessaire pour e´valuer la probabilite´ de l’e´tape
i+ 1.
Subsets simulations - Algorithme de Au et Beck
Les e´tapes de l’algorithme sont de´crites ici de manie`re succincte et permettent de
comprendre l’enchaˆınement des ope´rations de´crites dans les sections pre´ce´dentes.
1. Transformation des variables de base dans l’espace standard.
2. Simulations de Monte-Carlo pour e´valuer la premie`re probabilite´, taille Nsimu.
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Fig. III.16 E´tape 2. La premie`re e´tape consiste a` e´valuer P (F1) par Monte-Carlo.
Une simulation est ici re´alise´e dans l’espace standard.
3. Se´lection d’une valeur y1 de l’e´tat-limite telle que P (G ≤ y1) ≈ 0, 1.
4. Se´lection des points X tels que G(X) ≤ y1. Ces points se´lectionne´s vont servir
de germe pour former des chaˆınes de Markov permettant de ge´ne´rer l’ensemble
{X | G(X) ≤ y1}. La simulation conditionnelle obtenue figure III.18 a e´te´ ge´-
ne´re´e par l’algorithme de Metropolis-Hastings a` partir des germes.
5. Se´lection d’une valeur y2 de l’e´tat-limite telle que P (G ≤ y2 | G ≤ y1) ≈ 0, 1.
6. Se´lection des points X tels que G(X) < y2 et retour aux e´tapes pre´ce´dentes
tant que yi > 0.
La probabilite´ de de´faillance finale correspond au produit des probabilite´s obte-
nues a` chaque e´tape.
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Fig. III.17 E´tape 3. Une valeur de la fonction d’e´tat-limite y1 est de´termine´e telle
que P (G ≤ y1) ≈ 0, 1. Cette valeur constitue le premier seuil pour la me´thode.
−6 −4 −2 0 2 4 6
−6
−4
−2
0
2
4
6
Fig. III.18 E´tape 4. Cette figure pre´sente la simulation obtenue par l’algorithme
de Metropolis. Cette simulation est distribue´e selon la loi conditionne´e par la valeur
du premier seuil. Elle permet d’e´valuer la probabilite´ P (F2 | F1).
Le controˆle du re´sultat
Le coefficient de variation de la probabilite´ de de´faillance obtenue peut eˆtre e´value´.
De manie`re tre`s succincte, ce coefficient de variation est estime´ a` partir des coefficients
de variation interme´diaires qui sont ponde´re´s par l’autocorre´lation mesure´e sur les
chaˆınes de Markov. Sa formulation est la suivante [BA05] :
δ2 =
m∑
i=1
δ2i =
m∑
i=1
(1 + γi)
(1− p0i
p0iN
)
(III.3)
ou` δi sont les coefficients de variation successifs, γi correspond a` la corre´lation des
e´chantillons de deux pas de subsets simulations successifs, N le nombre de simu-
lations ne´cessaires par pas de subsets simulations, p0i la probabilite´ de de´faillance
conditionne´e a` chaque pas i et m le nombre de pas de subsets simulations.
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Fig. III.19 E´tape 5. La valeur de G a` 10% est de´termine´e par rapport a` la simu-
lation conditionne´e obtenue.
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Fig. III.20 E´tape 6. Le nouveau seuil est la valeur 0. On e´value sur la simulation
conditionne´e la probabilite´ de de´passement de ce dernier seuil. La probabilite´ de
de´faillance finale re´sulte du produit des probabilite´s obtenues jusque la`.
Le choix de 0, 1
Une explication est donne´e sur le choix de la probabilite´ cible pour le pas de
subsets simulations. Conside´rons l’e´quation pre´ce´dente III.3 avec γ¯ la moyenne des
corre´lations successives et p0 la valeur moyenne de la probabilite´ de chaque seuil,
alors :
δ2 = m ( 1 + γ¯)
(1− p0
p0N
)
(III.4)
ainsi, il est possible d’obtenir le nombre total de simulations pour l’obtention de la
probabilite´ de de´faillance finale en fonction de la probabilite´ cible :
NS = mN = m2 ( 1 + γ¯)
(1− p0
p0 δ2
)
(III.5)
D’apre`s Au et Beck, la moyenne des corre´lations est de l’ordre de 3. Fixons a` 0, 1
l’objectif de coefficient de variation final. Dans ce cas, la figure III.21 donne l’e´volution
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du nombre total de simulations en fonction de la probabilite´ de de´faillance finale et
de la probabilite´ cible choisie. L’ordre de grandeur a` 10% de la probabilite´ cible par
pas est justifie´ par le graphique.
Cependant, cette illustration ne prend pas en compte l’effet du choix de la pro-
babilite´ cible du pas sur la corre´lation des populations entre les pas. Si la probabilite´
cible du pas e´tait plus grande (par exemple 30%), alors la population de germes serait
plus importante (30% de la population totale), et la ge´ne´ration de la population du
pas suivant ne´cessiterait des chaˆınes de Markov moins longues pour retrouver une
population de taille e´quivalente. Or, la convergence de l’algorithme de Metropolis-
Hastings n’est atteinte qu’a` partir d’un grand nombre de ge´ne´rations. Un mauvais
choix de la probabilite´ cible aurait une mauvaise influence sur la convergence de la
me´thode.
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Fig. III.21 E´volution du nombre total de simulations de la me´thode de simu-
lations par subsets en fonction du choix de la probabilite´ cible du pas et pour
diffe´rentes valeurs de la probabilite´ de de´faillance. Ce graphique permet de justifier
le choix de la probabilite´ cible a` environ 10%.
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III.6.2 Algorithme SVM et subsets simulations - 2SMART
Pourquoi une version d’apprentissage base´e sur les subsets simulations ?
La proce´dure SMART, de´taille´e dans la premie`re partie de ce chapitre est assez
efficace mais, pour des probabilite´s de de´faillance tre`s faibles, la population ne´cessaire
a` l’e´valuation par simulation de Monte-Carlo est trop importante. De plus, le plan
initial ge´ne´re´ pour la me´thode SMART est essentiel pour une convergence robuste :
aucune zone de de´faillance ne doit eˆtre oublie´e. Ce de´tail prend de l’importance en
cas de dimension importante du proble`me et lorsque la probabilite´ est faible : l’espace
est tre`s grand et il est difficile d’obtenir rapidement une ide´e pre´cise de la re´partition
des zones de de´faillance.
La me´thode par subsets simulations, seules, offre une solution efficace pour re´-
soudre ce type de proble`me mais cela reste une me´thode de simulation. Pour un
coefficient de variation du re´sultat suffisant, un grand nombre de simulations est
encore ne´cessaire.
Nomme´e 2SMART, pour Subsets by Support-vector Margin Algorithm for Relia-
bility esTimation, l’approche couple´e SVM et subsets simulations est pre´sente´e dans
cette section. Il s’agit de cumuler les points forts des deux me´thodes. L’approche
par subsets simulations permet le calcul d’une faible probabilite´ de de´faillance, en
amenant l’algorithme dans les zones importantes en terme de densite´ de probabilite´.
Les SVM permettent de rendre efficaces les me´thodes de Monte-Carlo : diminuer le
coefficient de variation de l’estimation de la probabilite´ de de´faillance a` nombre de
simulations impose´, ou re´duire le nombre de simulations requis pour atteindre un
coefficient de variation de l’estimation de la probabilite´ de de´faillance impose´. Dans
le cadre des subsets, les SVM vont permettre d’expliciter des frontie`res entre suˆrete´ et
de´faillance, mais uniquement dans les zones d’inte´reˆt pour la mesure de probabilite´
et ce a` chaque pas de subsets. L’exercice de construction de la frontie`re est simplifie´
puisque les zones de construction sont restreintes.
En couplant SVM et subsets, nous proposons de re´soudre de manie`re efficace
un proble`me de fiabilite´. L’approche par classification de la proce´dure de simulation,
effectue´e a` chaque pas de subsets permet le calcul a` couˆt raisonnable de la probabilite´
de de´faillance par rapport a` chaque seuil. Cette approche couple´e SVM et subsets a
fait l’objet d’une publication [DL07].
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Le premier pas de subset
La premie`re e´tape consiste a` e´valuer une probabilite´ de α% par une simulation de
Monte-Carlo. Une population de N individus est ge´ne´re´e par Monte-Carlo. Comme
il est de´crit dans la section III.4, plusieurs populations de travail sont employe´es
pour construire un substitut de l’e´tat-limite, puis les N e´chantillons sont e´value´s sur
la formulation analytique obtenue. L’algorithme SMART est donc utilise´ dans cette
premie`re e´tape avec tout de meˆme une particularite´. Il est ne´cessaire de de´finir le
seuil de la fonction d’e´tat-limite garantissant la probabilite´ de de´faillance de α%
(a) De´termination du seuil. Avant d’utiliser l’algorithme SMART pour la construc-
tion de l’e´tat-limite, il s’agit de de´finir le seuil de la fonction d’e´tat-limite autour
duquel notre me´thode doit eˆtre applique´e. En fonction de la dimension de l’espace,
deux solutions sont propose´es pour e´valuer ce seuil. Ces solutions sont illustre´es sur
la figure III.22.
Fig. III.22 L’organigramme pre´sente la manie`re de de´finir le seuil associe´ au pre-
mier pas de subsets. Diffe´rentes solutions sont propose´es en fonction de la dimension
de l’espace, du nombre de variables ale´atoires.
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– Dans le cas de proble`mes de taille courante (de 2 a` 20-30 variables environ),
un premier plan par carre´ latin, plan de taille k, est effectue´. Ce type de plan
d’expe´riences est choisi pour des raisons similaires a` celles e´voque´es dans la
section III.4.2. C’est-a`-dire : plan ale´atoire et optimisation de la dispersion
des premiers points. Sur ces k premiers points d’e´tude, une re´gression par la
technique des SVM est re´alise´e. Les N individus ge´ne´re´s par Monte-Carlo sont
e´value´s sur cette surface analytique. Il est possible de de´terminer une valeur de
l’e´tat-limite a` α%.
Afin d’affiner la valeur de seuil obtenue, et ainsi s’assurer de travailler a` une
valeur de seuil proche du α optimal, cf. section III.6.1, la qualite´ de la re´gression
autour de la zone du seuil, la zone strate´gique, est re´alise´e. Il s’agit d’ajouter
plusieurs points d’apprentissage autour du seuil puis de re´ite´rer l’ope´ration
de calcul du seuil. Pour se´lectionner des points proches du seuil en question,
la me´thode utilise´e pour SMART est applique´e. Par un calcul de classification,
une marge autour du seuil est de´finie. Les nouveaux points d’apprentissage sont
choisis parmi les points de la marge. De cette fac¸on, une meilleure pre´cision de
la re´gression autour du seuil est obtenue, et donc e´galement une valeur plus
pre´cise pour ce seuil.
– pour un espace de dimension plus importante (supe´rieure a` 20-30 variables),
le premier plan d’expe´riences est une simulation de Monte-Carlo d’environ 100
individus. Apre`s l’e´valuation de ces points, une approximation est fournie pour
ce seuil a` α%, la pre´cision re´alise´e e´tant ge´ne´ralement acceptable.
(b) E´valuation de la probabilite´ de de´faillance. Connaissant a` pre´sent la valeur
du seuil, il est alors possible d’effectuer la me´thode SMART pour l’optimisation d’une
surface de SVM par classification selon les deux classes se´pare´es par le seuil de´fini.
La strate´gie de´crite pour SMART est donc employe´e : approche multi-e´chelle, choix
optimal des points d’apprentissage successifs : clusters des points de la marge et
se´lection des points instables, optimisation des parame`tres des SVM par la validation
croise´e...
A la fin de ce premier processus d’apprentissage, la valeur de la premie`re proba-
bilite´ de de´faillance est calcule´e par l’e´valuation des N e´chantillons de Monte-Carlo
sur la formulation analytique de la limite.
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Les pas suivants
(a) La technique d’apprentissage. Comme pour les subsets, les points de´faillants
de l’e´tape i permettent de ge´ne´rer la distribution qui va permettre l’e´valuation de la
probabilite´ de de´faillance a` l’e´tape i+1. Ainsi, les α% points de´faillants parmi les N
individus de l’e´tape i sont employe´s pour produire la distribution conditionnelle de
l’e´tape suivante par l’algorithme de Metropolis-Hastings.
Cependant, notre me´thode d’apprentissage de la limite ne´cessite de ge´ne´rer, pour
chaque ite´ration de l’apprentissage, une nouvelle population. En l’occurrence, cette
population doit eˆtre conditionne´e de la meˆme manie`re que la population ge´ne´re´e pour
l’e´valuation de la probabilite´ de de´faillance. L’algorithme de Metropolis-Hastings est
ainsi utilise´ pour la construction des populations de travail pour chacune des e´tapes
de la construction du se´parateur.
De plus, pour conserver l’approche multi-e´chelle de l’apprentissage, la dispersion
de ces populations de travail de´pend de chacune des e´tapes de l’apprentissage : posi-
tionnement, stabilisation, pre´cision. Pour permettre d’utiliser ce concept, nous jouons
sur le ratio de l’acceptation de point rj par l’interme´diaire du coefficient de variation
de la densite´ qj , voir algorithme Metropolis-Hastings section III.6.1. Ce ratio norma-
lement fixe´ a` 1, puisque les variables conside´re´es sont ici dans l’espace standard, le
fait de le fixer a` 2 augmente la probabilite´ qu’un point plus e´loigne´ soit accepte´. Cela
permet d’obtenir une dispersion de la chaˆıne de Markov plus importante.
De cette manie`re :
– pour l’e´tape de positionnement : une population de N1 individus est ge´ne´re´e a`
l’aide de l’algorithme de Metropolis-Hastings pilote´ par un e´cart-type supe´rieur
a` 1. Ainsi les N1 individus sont disperse´s sur le domaine conditionne´ par la
limite pre´ce´dente. Ce qui aboutit a` des proprie´te´s du plan e´quivalente au plan
initial par carre´ latin dans le domaine conditionne´.
– Pour l’e´tape de stabilisation : la me´thode utilise´e est identique, mais un nombre
plus important d’individus est ge´ne´re´, soit N2 > N1.
– Pour l’e´tape de pre´cision : une population de N individus est ge´ne´re´e par la me´-
thode originale de Metropolis-Hastings. Pour chaque ite´ration de cette dernie`re
phase, la population de travail est ge´ne´re´e de manie`re identique a` la population
servant a` l’e´valuation de la probabilite´ de de´passement du seuil en cours.
Toutes les populations pour l’apprentissage du se´parateur sont alors de´finies, il
reste a` de´terminer le seuil pour exe´cuter l’optimisation du se´parateur.
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Fig. III.23 Cet organigramme pre´sente la me´thode d’apprentissage SMART de´-
crite dans la section III.4 dans sa version modifie´e pour le couplage avec les subsets.
La diffe´rence est lie´e a` la technique de ge´ne´ration des populations de travail. Les
me´thodes de choix des points d’apprentissage successifs demeurent les meˆmes.
(b) De´termination du seuil. La technique est similaire a` la de´termination du
premier seuil. La diffe´rence tient dans la me´thode de se´lection des premiers points
d’apprentissage pour la re´gression. Les points supports du se´parateur de l’e´tape pre´-
ce´dente sont se´lectionne´s. Quelques points de la premie`re population de travail sont
ajoute´s a` la base d’apprentissage (clusters). Une re´gression est re´alise´e sur les points
de cette base d’apprentissage.
En utilisant la population ge´ne´re´e par Metropolis-Hastings pour e´valuer la pro-
babilite´ de de´faillance, il est possible d’obtenir le seuil a` α%. De la meˆme manie`re
que pour le premier pas, la re´gression est affine´e par quelques points d’apprentissage
dans la zone proche du seuil.
Le sche´ma de l’apprentissage est re´sume´ dans la figure III.23. L’algorithme est
termine´ lorsque le seuil atteint est 0. La probabilite´ de de´faillance finale est calcu-
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le´e, comme dans les subsets simulations, par le produit de toutes les probabilite´s
interme´diaires.
Un premier exemple
MC FORM SS(AB) SS(AB) 2SMART
N appels 107 66 5000 50000 500
Pf (10−5) 1, 60 1, 01 2, 51 1, 23 1, 60
β 4, 16 4, 26 4, 05 4, 22 4, 16
Cov 0, 25 - 0, 34 0, 12 0, 03
Tab. III.4 Re´sultats du calcul de fiabilite´ sur le mode`le du fil conducteur. La
valeur de γ est fixe´e ici a` 5.
Les e´tapes expose´es sont illustre´es sur l’exemple du fil conducteur. Des re´sultats
obtenus par diverses me´thodes de fiabilite´ sont pre´sente´s dans le tableau III.4. La
me´thode 2SMART, approche couple´e SVM et subsets simulations, donne un re´sultat
proche de la solution exacte.
La figure III.24 montre le processus des subsets simulations par SVM. Les dif-
fe´rentes zones ou` l’algorithme de classification SMART est employe´ se distinguent.
Pour chaque valeur du seuil, les points d’apprentissage se regroupent dans les zones
d’inte´reˆt pour l’e´valuation de la probabilite´ de de´passement de ces seuils successifs.
Les points importants
De manie`re globale, les points importants sont e´quivalents a` ceux de la technique
d’apprentissage SMART, puisque la me´thode est identique pour chaque pas de subsets
a` ce qui a e´te´ fait pour le couplage SVM et Monte-Carlo.
(a) La re´gression. Nous utilisons dans cet algorithme la re´gression par les SVM.
Il est inte´ressant de normer la variable de sortie de la fonction d’e´tat-limite (G) pour
plus de stabilite´ dans la me´thode. La re´gression est re´alise´e sur la base d’apprentissage
dans la premie`re phase du processus de construction de la frontie`re pour chaque e´tape
des subsets. La re´gression permet d’associer une valeur de la fonction d’e´tat-limite
au seuil cible (a` 10%).
De plus, pour obtenir des points d’apprentissage dans une zone relativement
proche de la frontie`re a` affiner, le plan initial est re´alise´ en 2 temps :
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Fig. III.24 Se´parateurs successifs obtenus pendant le processus de la me´thode
2SMART. Cette image montre les points d’apprentissage successivement choisis par
l’algorithme pour e´tablir la limite entre les domaines de suˆrete´ et de de´faillance par
rapport a` chacun des seuils.
1. un premier temps consiste a` re´aliser un carre´ latin, de manie`re identique a`
l’algorithme d’apprentissage III.4.2 ;
2. a` partir de la re´gression effectue´e sur la base du plan initial, une zone d’inte´reˆt
est aise´ment de´finie. Quelques points sont ajoute´s dans cette zone afin d’affiner
la valeur de la re´gression dans la zone proche des 10%.
(b) Le plan initial. Le premier plan d’initialisation de l’algorithme est e´quivalent a`
l’algorithme d’apprentissage III.4.2. Les meˆmes objectifs sont pre´sents. La diffe´rence
tient dans le fait que dans le cadre des subsets, nous ne sommes pas force´s d’obtenir
des points dans le domaine de de´faillance. La technique des subsets va permettre de
diminuer les contraintes sur le plan initial.
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(c) La se´lection de points dans la marge. La me´thode de se´lection des points
dans la marge est e´quivalente a` ce qui a e´te´ de´crit dans III.4.3.
Discussion
– Cette me´thode couple´e SVM et subsets simulations permet de conserver comme
seul parame`tre, la taille du premier plan d’expe´riences. Celui-ci de´pend unique-
ment de la dimension de l’espace standard. Ceci est duˆ au fait que la probabilite´
recherche´e est toujours la meˆme : de l’ordre de 0, 1.
– Nous aboutissons a` rechercher la se´paration des domaines uniquement dans les
zones a` forte probabilite´ de de´faillance. En effet, l’algorithme de Metropolis-
Hastings permet de ge´ne´rer les donne´es que la classification doit se´parer pour
le pas de subsets suivant. Au fur et a` mesure de la progression de l’algorithme,
ces zones sont amene´es vers les zones a` forte densite´ de probabilite´. L’exercice
de classification est alors simplifie´ puisque la taille de l’espace a` classer diminue
avec les ite´rations.
– Cette me´thode permet de chercher des probabilite´s tre`s faibles : de l’ordre de
10−3 jusqu’a` 10−6 voire 10−9.
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Me´thode 2SMART - Bilan
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III.7 Conclusion
Apre`s une pre´sentation de la proble´matique de l’analyse me´cano-fiabiliste, nous
avons tente´ de re´soudre celle-ci par un algorithme base´ sur les me´thodes de l’ap-
prentissage statistique, en particulier les SVM. L’algorithme de classification, dont la
premie`re version de J.E. Hurtado a e´te´ ame´liore´e pas a` pas, a abouti a` la cre´ation de
la me´thode SMART. Le caracte`re global de la classification et la frontie`re explicite
nous ont incite´ a` continuer le travail de de´veloppement de cette approche. Diffe´rents
crite`res ont e´te´ cre´e´s a` partir des informations issues de la marge et de son e´volution
au cours des ite´rations. Les limites de Monte-Carlo ont ne´cessite´ l’orientation vers
d’autres types de simulations et en particulier les subsets simulations. Le couplage
entre classification et subsets a e´te´ simplifie´ par la maˆıtrise de l’algorithme de classi-
fication seul. Cette dernie`re technique permet d’aboutir a` une me´thode efficace pour
obtenir la probabilite´ de de´faillance, meˆme tre`s faible, d’un syste`me complexe, que
nous avons nomme´e 2SMART.
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Chapitre IV
Validation
Les me´thodes de´veloppe´es dans le chapitre pre´ce´dent sont teste´es sur des exemples
courants de la litte´rature scientifique traitant des proble`mes de fiabilite´.
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IV.1 Introduction
L’objet de ce chapitre est la de´monstration par l’exemple de l’inte´reˆt de lame´thode 2SMART. C’est la seule fac¸on de prouver son inte´reˆt et sa validite´.Les exemples sont issus de la litte´rature et permettent de tester les me´thodes
d’apprentissage sur des difficulte´s repre´sentatives rencontre´es en pratique dans les
analyses de fiabilite´.
Apre`s la description des cas e´tudie´s, les crite`res de validation et de suivi de l’al-
gorithme sont pre´sente´s et illustre´s.
IV.2 Outils de de´veloppement
Les de´veloppements et expe´rimentations ont e´te´ re´alise´s sous MATLAB [MAT03].
Les me´thodes SMART et 2SMART, me´thodes pre´sente´es dans le chapitre III, ont e´te´
inte´gre´es a` une version modifie´e du logiciel FERUM [FER]. Cela a facilite´ l’utilisa-
tion des diffe´rentes lois de probabilite´ et des me´thodes de transformation des variables
dans l’espace standard. En ce qui concerne les techniques d’optimisation et d’utili-
sation des SVM, ainsi que des outils statistiques associe´s, la bibliothe`que SPIDER
[SPI06] a e´te´ utilise´e.
IV.3 Les crite`res de validation
Les me´thodes d’apprentissage sont valide´es par rapport a` diffe´rents crite`res :
– La valeur de la probabilite´ de de´faillance : existe-t-il un biais sur la valeur de
la probabilite´ par rapport a` la valeur de re´fe´rence calcule´e par simulation de
Monte-Carlo ou par subsets simulations ?
– La dispersion de la valeur de la probabilite´ de de´faillance obtenue autour de la
valeur moyenne.
– le nombre d’e´valuations ne´cessaires de l’e´tat-limite a` l’e´valuation de la proba-
bilite´ de de´faillance. Ce crite`re e´tant la principale pre´occupation de la the`se.
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Finalement le crite`re de validation consiste en l’obtention d’un rapport nombre
d’e´valuations et pre´cision satisfaisant, tout en se pre´servant de l’absence de biais dans
le cas ou` l’on souhaite obtenir une pre´cision supple´mentaire en acceptant un surcouˆt
de calcul.
IV.4 Description des exemples
Plusieurs exemples sont issus de la the`se de P.H.Waarts [Waa00] qui rassemble
diffe´rents cas tests de la litte´rature. D’autres proviennent du livre de M.Lemaire,
[Lem08]. Les caracte´ristiques de ces exemples, parfois difficiles a` appre´hender, sont
inte´ressantes pour mener la validation de nos me´thodes :
– points de conception multiples ;
– surface d’e´tat-limite bruite´e ;
– unions et intersections d’e´tats-limites ;
– faibles niveaux de probabilite´ ;
– courbure de l’espace ;
– influence de la dimension.
IV.4.1 Validation de l’apprentissage - la me´thode SMART
Le cas R− S
Le premier test de validation est naturellement le cas Re´sistance-Sollicitation. Les
variables Re´sistance R et Sollicitation S sont de´finies dans le tableau IV.1.
Variables ale´atoires Loi Moyenne E´cart-type
R Normale 7, 0 1, 0
S Normale 2, 0 1, 0
Tab. IV.1 [Cas R− S] De´finition des variables ale´atoires pour le cas R− S.
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La surface bruite´e
Le cas pre´sente´ ici est un e´tat-limite bruite´. La fonction a` approximer est la
suivante :
G(X) = X1 + 2X2 + 2X3 +X4 − 5X5 − 5X6 + 0, 001
6∑
i=1
sin(100Xi) (IV.1)
Les variables X1,...,6 sont de´finies dans le tableau IV.2.
Variables ale´atoires Loi Moyenne E´cart-type
X1,...,4 Lognormale 120 12
X5 Lognormale 50 15
X6 Lognormale 40 12
Tab. IV.2 [Surface bruite´e] De´finition des variables ale´atoires pour le cas de la
surface bruite´e.
L’inte´reˆt de la fonction re´side dans le bruitage de l’e´tat limite. Les me´thodes ba-
se´es sur le gradient ne sont dans ce cas que peu, voire pas du tout, efficaces. Les
re´sultats, tableau IV.6, sont obtenus par simulations de Monte-Carlo sur le se´para-
teur.
Sphe´ro¨ıde aplatie
La fonction a` approximer est la suivante :
G(X) = 10−
10∑
i=1
X2i
1 + i10
(IV.2)
Les variables sont de´finies dans le tableau IV.3.
Variables ale´atoires Loi Moyenne E´cart-type
X1,...,10 Normale 0 1
Tab. IV.3 [Sphe´ro¨ıde aplatie] Les variables ale´atoires pour le cas de la sphe´ro¨ıde.
14 avril 2008
120 IV. Validation
E´tats-limites convexe et concave
L’e´tat-limite convexe est de´fini par la formule suivante :
H(X) = 2, 5 + 0, 1(X1 −X2)2 − X1 +X2√2 (IV.3)
L’e´tat-limite concave est lui de´fini comme suit :
H(X) = 3− 0, 5(X1 −X2)2 − X1 +X2√2 (IV.4)
Les variables X1 et X2 sont, dans les deux cas, deux variables gaussiennes norme´es
et centre´es. Ces deux fonctions d’e´tat-limite pre´sentent une forme particulie`re qui ne
permet pas a` l’approximation FORM une repre´sentation satisfaisante du domaine de
de´faillance.
IV.4.2 Validation de la me´thode 2SMART
Les probabilite´s de de´faillance des exemples pre´ce´dents sont supe´rieures a` 10−4.
Cette valeur correspond a` une valeur limite pour eˆtre traite´e efficacement par la
me´thode SMART. Ces derniers ont permis de valider la proce´dure d’apprentissage
de la surface d’e´tat-limite par les SVM. Des exemples ou` la probabilite´ de de´faillance
est particulie`rement faible sont choisis pour la validation de la me´thode 2SMART.
Il s’agit de ve´rifier ici que le couplage SVM et me´thode de simulation par subsets
conserve une pre´cision satisfaisante sur le re´sultat, malgre´ la multiplication des e´tapes
et donc des approximations.
Une hyperbole
Ce premier exemple est inte´ressant par la forme de l’e´tat-limite [?].
G(X) = α(2X1X2 − β) (IV.5)
Les variables sont de´finies dans le tableau IV.4.
Variables ale´atoires Loi Moyenne E´cart-type
X1 Normale 3 1
X2 Normale 5 2
α - 1 -
β - 0, 005 -
Tab. IV.4 [L’hyperbole] Variables ale´atoires pour le cas de l’hyperbole.
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Un proble`me syste`me en dimension 2
Un autre exemple en 2 dimensions permet de ve´rifier le positionnement des points
d’apprentissage au cours de l’algorithme. Un proble`me syste`me est ici choisi car ce
type de proble´matique perturbe non seulement l’approche par approximation FORM,
mais e´galement les me´thodes de substitution classiques du type surfaces de re´ponse
polynomiale. La fonction d’e´tat-limite est de´finie par la formule suivante :
G(X) = min

3 + 0, 1 (X1 −X2)2 − X1 +X2√2
3 + 0, 1 (X1 −X2)2 + X1 +X2√2
X1 −X2 + 3, 5
√
2
X2 −X1 + 3, 5
√
2
(IV.6)
Les variables x1,2 sont des variables normales de moyenne 0 et d’e´cart-type 1.
Le cas d’un syste`me
L’e´tat-limite est de´fini par la fonction suivante :
G(X) = max

2, 677 −X1 −X2
2, 500−X2 −X3
2, 323−X3 −X4
2, 250−X4 −X5
(IV.7)
Les variables ale´atoires sont de´finies par des variables gaussiennes norme´es cen-
tre´es.
Influence de la dimension
Nous e´tudions ici le cas de Rackwitz [Rac01]. L’article pre´sente les re´sultats ob-
tenus pour diffe´rents nombres de variables ale´atoires.
La dimension de l’espace est un facteur de´terminant dans le choix de la strate´gie
de re´solution d’un couplage me´cano-fiabiliste. Les me´thodes de surfaces de re´ponse
sont inadapte´es lorsque la dimension devient importante.
G(X) = (n+ a
√
n)−
n∑
i=1
Xi (IV.8)
avec la valeur a = 3. Ce cas est e´tudie´ pour n = 40, 100 et 250.
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IV.5 Parame`tres et suivi de la me´thode d’apprentissage
Le travail de validation de la me´thode SMART a permis d’e´tudier l’influence des
parame`tres de l’algorithme. Ce travail a abouti a` la conclusion qu’une me´thode plus
souple du point de vue de la gestion de ces parame`tres e´tait ne´cessaire. Mais il a
permis e´galement de de´finir des indicateurs pour le suivi de l’algorithme.
IV.5.1 Les parame`tres de la me´thode SMART
Les parame`tres a` fixer pour l’utilisation de la me´thode SMART sont les suivants :
– l’e´tendue du tirage ale´atoire uniforme ;
– le nombre de simulations de Monte-Carlo sur la surface SVM ;
– le nombre de points ajoute´s a` chaque ite´ration ;
– les re`gles d’ajouts de points d’apprentissage : les points de la marge, les points
les plus proches, les points changeant de classe.
Les deux premiers crite`res de´pendant de la probabilite´ de de´faillance finale, in-
connue a priori, nous ont conduit dans le de´veloppement de la me´thode 2SMART
qui fixe ces valeurs.
La me´thode SMART a e´te´ valide´e sur des cas ou` la probabilite´ de de´faillance ne
descend pas sous la valeur de 10−4. Dans ce cas de figure, le premier plan est effectue´
dans une hypersphe`re de rayon 4 et le nombre de simulations de Monte-Carlo est fixe´
a` 106.
Les crite`res concernant le nombre de points ajoute´s a` chaque ite´ration et leur
re´partition dans les diffe´rentes cate´gories de´pendent de plusieurs parame`tres :
– la taille de l’espace ;
– la pre´cision que l’on souhaite obtenir.
Dans un souci de validation de la me´thode et pour ve´rifier l’absence de biais, une
solution plutoˆt robuste a e´te´ mise au point. Le nombre de points d’apprentissage
ajoute´s a` chaque ite´ration suit la courbe pre´sente´e en figure IV.1.
Chacun de ces points est se´lectionne´ en fonction de la phase d’apprentissage (posi-
tion, stabilisation, pre´cision, cf. III.4.4) dans les cate´gories suivantes (en proportion) :
– clusters des points de la marge ;
– points instables ;
– points les plus proches de la marge.
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Fig. IV.1 E´volution du nombre de points se´lectionne´s pour enrichir la base d’ap-
prentissage en fonction de la dimension du proble`me.
Les proportions de points dans les diffe´rentes cate´gories sont de l’ordre de :
– [100%− 0%− 0%], pour la phase de position ;
– [40%− 10%− 50%], pour la phase de stabilisation ;
– [0%− 10%− 90%], pour la phase de pre´cision ;
Les choix qui ont e´te´ faits sont arbitraires. Il s’agit de valider en priorite´ la pro-
ce´dure et non pas le jeu de parame`tres. Un mode plus de´grade´ permet e´galement
d’obtenir des re´sultats satisfaisants. L’expert peut selon ses objectifs adapter la pro-
ce´dure.
Ces parame`tres ajuste´s a` la me´thode SMART ont e´te´ conserve´s pour la me´thode
2SMART qui les utilise a` chaque pas de subsets.
IV.5.2 Le suivi de la me´thode SMART
La validite´ de la valeur de la probabilite´ de de´faillance obtenue par la me´thode
SMART est le principal inte´reˆt. Cependant, afin de ve´rifier l’approximation locale ob-
tenue par le se´parateur autour des zones a` forte densite´ de probabilite´ de de´faillance,
une analyse FORM est effectue´e sur le se´parateur analytique. La comparaison de
l’indice de fiabilite´ FORM avec celui obtenu par couplage direct est inte´ressante du
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point de vue de la finesse d’approximation dans ces zones importantes pour la mesure
de la de´faillance.
Pour controˆler la progression de l’algorithme, certains crite`res sur la marge ont
e´te´ de´finis (cf. III.4.6).
La visualisation graphique de l’e´tat-limite et des points d’apprentissage utilise´s a
e´galement permis le suivi de l’apprentissage.
FORM et Monte-Carlo
Fig. IV.2 [Cas R− S] Repre´sentation graphique du se´parateur obtenu dans l’es-
pace standard, ur et us e´tant les variables norme´es centre´es associe´es a` R et S.
Les points d’apprentissage sont amene´s naturellement autour de la frontie`re et en
particulier dans la zone apportant la majeure part de probabilite´ de de´faillance.
Le re´sultat de l’apprentissage pour le cas R− S est visible sur la figure IV.2. Les
points d’apprentissage sont re´partis sur la frontie`re entre suˆrete´ et de´faillance. Une
concentration plus importante de ces points est visible autour du point de de´faillance
le plus probable.
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Les re´sultats obtenus par l’algorithme de classification, pre´sente´s tableau IV.5,
sont les re´sultats nume´riques de 106 simulations effectue´es sur le substitut de l’e´tat-
limite obtenu a` partir de 50 e´valuations du mode`le me´canique.
Exact Monte-Carlo FORM SMART FORM sur SVM
N appels - 106 6 50 50
Pf 2, 0.10−4 2, 2.10−4 2, 0.10−4 2, 2.10−4 2, 0.10−4
β 3, 54 3, 51 3, 54 3, 51 3, 54
cv - 0, 08 - 0, 08 -
Tab. IV.5 [Cas R − S] Re´sultats du calcul de la probabilite´ de de´faillance pour
le cas R− S a` l’aide de diffe´rentes me´thodes.
Le re´sultat SVM est plus proche du re´sultat de Monte-Carlo que du re´sultat
exact, tout simplement puisque la me´thode d’e´valuation est la meˆme dans les deux
cas. Le coefficient de variation du re´sultat en terme de simulation est correct, meˆme
si l’approximation obtenue est e´loigne´e du re´sultat exact.
Il est inte´ressant de noter que dans ce cas pre´cis, l’approximation FORM sur le
substitut donne le re´sultat exact et e´gal au couplage FORM direct. L’approximation
line´aire permet ici l’obtention du re´sultat analytique exact.
Le suivi de l’approximation FORM sur la surface SVM a montre´ e´galement, sur
le cas du fil conducteur (cf. III.3) une pre´cision de l’approximation autour du point
de de´faillance le plus probable.
Suivi de la probabilite´ et de la marge
Les cas de la surface bruite´e et de la sphe´ro¨ıde servent de support a` la pre´sentation
de courbes obtenues lors du suivi de la convergence. La figure IV.3 pre´sente l’e´volution
de la marge et la figure IV.4 pre´sente la convergence de l’e´valuation de Pf au cours
du processus d’apprentissage.
Le suivi de convergence sur le cas de la surface bruite´e montre une instabilite´ de
la convergence en Pf lorsqu’elle est mesure´e par l’algorithme FORM sur le se´parateur
SVM, figure IV.4. Cela montre que la repre´sentation de la surface est suffisamment
pre´cise pour reproduire le bruit et perturber ainsi l’algorithme FORM de la meˆme
manie`re que le couplage direct. En revanche, l’e´valuation de Pf par Monte-Carlo
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sur les marges infe´rieure et supe´rieure du se´parateur est comprise dans l’intervalle
de confiance de´termine´ par le nombre de simulations utilise´es. L’incertitude sur la
marge est infe´rieure a` l’incertitude sur la valeur de la probabilite´ de de´faillance.
Exact Monte-Carlo FORM SMART
N appels - 100000 44 50
Pf 1, 22.10−2 1, 22.10−2 0, 94.10−2 1, 19.10−2
β 2, 25 2, 25 2, 35 2, 26
cv − 0, 03 − 0, 03
Tab. IV.6 [Surface bruite´e] Re´sultats du calcul fiabiliste.
(a) (b)
Fig. IV.3 [Surface bruite´e] Suivi de convergence - Surface bruite´e. (a) Points dont
la classe e´volue entre 2 ite´rations. (b) E´valuations de l’e´tat-limite, la convergence
vers 0 montre que les points d’apprentissage s’approchent de la frontie`re a` chaque
ite´ration.
(a) (b)
Fig. IV.4 [Surface bruite´e] Suivi de convergence - Surface bruite´e. Convergence
de l’e´valuation de la probabilite´ de de´faillance : Monte-Carlo (a) et FORM (b).
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Le suivi du nombre de points de la marge permet e´galement de ve´rifier l’e´volution
de l’apprentissage. La figure IV.5 montre que 100 points sont classe´s diffe´remment
entre les 2 dernie`res e´tapes du processus. Cela repre´sente, sur 105 simulations, une
diffe´rence de 10−3 sur la probabilite´ de de´faillance.
Monte-Carlo FORM SVM
N appels - 204 50
Pf 0, 135 4, 3.10−3 0, 141
β 1, 10 3, 33 1, 08
cv 0, 01 − 0, 01
Tab. IV.7 [Sphe´ro¨ıde aplatie] Re´sultats du calcul fiabiliste pour le cas de la sphe´-
ro¨ıde.
Fig. IV.5 [Sphe´ro¨ıde aplatie] E´volution du nombre de points dans la marge au
cours du processus d’apprentissage.
Analyse graphique de la base d’apprentissage
L’analyse graphique de l’apprentissage, quand il est re´alisable permet de controˆ-
ler le positionnement des points lors des ite´rations du processus d’apprentissage. Il
permet e´galement de voir la densite´ de points supports dans les zones a` forte densite´
de probabilite´ de de´faillance.
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Le re´sultat de l’apprentissage pour les e´tats-limites convexe et concave sont vi-
sibles sur les figures IV.6 et IV.7 respectivement. Les crite`res e´tudie´s sont ve´rifie´s
sur ces deux cas : la dispersion du premier plan d’apprentissage et la concentration
des points d’apprentissage dans les zones d’inte´reˆt pour le calcul de la probabilite´ de
de´faillance.
Exact FORM SMART
N appels - 8 50
Pf 4, 3.10−3 6, 2.10−3 4, 2.10−3
β 2, 63 2, 50 2, 63
Tab. IV.8 [Cas convexe] Re´sultats du calcul fiabiliste pour un e´tat-limite convexe.
Exact FORM SMART
N appels - 204 100
Pf 0, 104 0, 049 0, 102
β 1, 26 1, 66 1, 27
Tab. IV.9 [Cas concave] Re´sultats du calcul fiabiliste pour l’e´tat-limite concave.
Fig. IV.6 [Cas convexe] Repre´sentation graphique du se´parateur obtenu pour
l’e´tat-limite convexe.
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Fig. IV.7 [Cas concave] Repre´sentation graphique du se´parateur obtenu pour
l’e´tat-limite concave.
IV.5.3 Discussion
Les diffe´rents cas traite´s prouvent une certaine robustesse de l’apprentissage face
aux diffe´rentes difficulte´s des e´tats-limites teste´s. Les re´sultats obtenus par simula-
tions sur les frontie`res analytiques sont proches des re´sultats obtenus par simulations
de Monte-Carlo.
L’apprentissage re´alise´ par la me´thode SMART aboutit a` la construction d’une
base de donne´es dont les points se situent le long de la frontie`re se´parant les deux
domaines. Une concentration de points apparaˆıt autour des points de de´faillance. Ces
caracte´ristiques voulues du plan d’expe´riences ite´ratif, qui constituent le point fort
de cette me´thode d’apprentissage, permettent d’obtenir une me´thode robuste pour
l’e´valuation de la probabilite´ de de´faillance.
Cependant, certains parame`tres ne´cessitent un ajustement en fonction de la pro-
babilite´ de de´faillance cible : par exemple le nombre de simulations de Monte-Carlo ou
la dispersion du plan initial. Pour ces raisons, nous avons choisi d’adapter l’appren-
tissage de la frontie`re pour Monte-Carlo aux subsets simulations. La section suivante
e´tudie la me´thode 2SMART sur des cas analytiques ou` cette approche est ne´cessaire.
Nous notons dans les tableaux SS(AB) pour subsets par la me´thode de Au et Beck.
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IV.6 Validation de la me´thode 2SMART
IV.6.1 Analyse de formes complexes
Un point fort de l’utilisation des SVM pour la construction de l’e´tat-limite tient
dans la capacite´ a` repre´senter des e´tats-limites aux formes complexes.
La figure IV.8 pre´sente le se´parateur du pas final pour le cas de l’hyperbole
(re´sultats tableau IV.10). Les diffe´rentes e´tapes sont marque´es par la pre´sence de
nombreux points d’apprentissage.
Exacte FORM SS(AB) SS(AB) 2SMART
N appels - 66 3000 300000 250
Pf (10−3) 7, 20 6, 22 6, 50 7, 30 7, 40
β 2, 45 2, 50 2, 48 2, 44 2, 44
Cov - - 0, 22 0, 02 0, 01
Tab. IV.10 [L’hyperbole] Re´sultats du calcul fiabiliste pour le cas de l’hyperbole.
Cette capacite´ d’adaptation est d’autant plus remarquable sur des cas de fiabilite´
syste`me. Ainsi les re´sultats du tableau IV.11 ont e´te´ obtenus par diffe´rentes me´thodes
de fiabilite´ sur un cas de fiabilite´ syste`me a` 5 variables, e´quation : IV.7. L’analyse de
la figure IV.9 permet de juger de la capacite´ d’adaptation de la surface aux courbures
impose´es par l’e´tat-limite syste`me en 2D.
Exacte FORM SS(AB) SS(AB) 2SMART
N appels - na 4000 40000 220
Pf (10−4) 2, 15 na 2, 60 2, 26 2, 38
β 3, 52 na 3, 47 3, 51 3, 49
Cov - na 0, 28 0, 09 0, 07
Tab. IV.11 [Syste`me 5 variables] Re´sultats du calcul fiabiliste pour le cas d’une
fonction syste`me.
Les me´thodes d’approximation classiquement utilise´es en fiabilite´ ne´cessitent une
approche spe´cifique pour des cas syste`mes tels que celui pre´sente´ ici. L’approximation
FORM, dans son utilisation initiale, c’est-a`-dire sans l’approche syste`me, n’est ici
pas applicable. Seules les me´thodes de simulation permettent l’obtention de re´sultats
corrects mais a` un couˆt prohibitif. Notre approche est alors pertinente.
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Fig. IV.8 [L’hyperbole] E´volution des se´parateurs au cours des ite´rations. La
position des points d’apprentissage repre´sente les pas des subsets.
IV.6.2 Pre´cision et stabilite´ du re´sultat
La me´thode permet d’obtenir une pre´cision satisfaisante pour un couˆt en terme de
calcul qui l’est e´galement. Mais au niveau de la pre´cision, la valeur de la probabilite´
de de´faillance est-elle affecte´e d’un biais ?
Les re´sultats pre´sente´s dans le tableau IV.12 montrent une certaine efficacite´
de la me´thode 2SMART par rapport aux me´thodes de simulation. Le coefficient
de variation d’une valeur de 0, 017 a e´te´ obtenu par 50 calculs diffe´rents pour les
me´thodes SS(AB) et 2SMART. Le nombre de simulations ne´cessaires aux subsets
simulations pour obtenir un coefficient de variation e´quivalent est 600 fois supe´rieur.
Il est a` noter que les valeurs de la probabilite´ de de´faillance affiche´e pour ces me´thodes
est une valeur moyenne et donc que la me´thode propose´e n’a pas de biais sur cet
exemple assez caracte´ristique.
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MC FORM SS(AB) SS(AB) 2SMART
N appels 106 12 3000 600000 1000
Pf (10−3) 2, 16 1, 34 2, 35 2, 22 2, 21
β 2, 86 3, 00 2, 83 2, 84 2, 84
Cov 0, 02 − 0, 23 0, 017 0, 017
Tab. IV.12 [Syste`me 2D] Re´sultats du calcul fiabiliste pour le cas syste`me en
dimension 2.
Fig. IV.9 [Syste`me 2D] E´volution des se´parateurs au cours des ite´rations.
IV.6.3 Influence de la dimension
L’efficacite´ de la me´thode est jusqu’ici montre´e sur des cas types. Mais il reste
un point souvent proble´matique en fiabilite´ : l’influence de la dimension de l’espace
sur la robustesse. En effet, la dimension de l’espace est un facteur de´terminant dans
le choix de la strate´gie de re´solution d’un couplage me´cano-fiabiliste. Les me´thodes
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de surfaces de re´ponses sont ge´ne´ralement inadapte´es lorsque la dimension devient
importante.
Les re´sultats pre´sente´s dans le tableau IV.13 attestent de la tenue de la me´thode
a` l’effet de la dimension (sur un cas test d’illustration).
L’erreur sur la valeur de la probabilite´ de de´faillance ainsi que les coefficients de
variation sont mesure´s sur un e´chantillon de 20 re´solutions.
On remarque l’absence de biais de la me´thode 2SMART par rapport aux valeurs
de re´fe´rence et le gain non ne´gligeable d’appels a` l’e´tat-limite a` coefficient de variation
e´quivalent.
Dimension 40 100 250
Pf (10−3) 1, 98 1, 73 1, 59
SS(AB) 2, 4% 2, 3% 2, 4%
105 appels/pas 105 appels/pas 105 appels/pas
SS(AB) 22% 17% 11%
1243 appels/pas 2012 appels/pas 3569 appels/pas
2SMART 2, 8% 2, 2% 2, 6%
1243 appels/pas 2012 appels/pas 3569 appels/pas
0, 99 1, 01 1, 01
Tab. IV.13 [Cas Rackwitz] Ce tableau pre´sente les re´sultats obtenus par les sub-
sets simulations et par 2SMART sur le cas de Rackwitz pour 3 dimensions diffe´-
rentes de l’espace :40, 100 et 250. Pour les subsets nous affichons le coefficient de
variation et le couˆt et pour 2SMART nous ajoutons la moyenne de la probabilite´
de de´faillance obtenue apre`s 20 re´solutions. Deux points importants : l’absence de
biais (expe´rimental) et un gain soit en coefficient de variation a` couˆts e´quivalents
ou un gain en couˆt a` coefficients de variation e´quivalents.
IV.7 Conclusion
La validation de l’apprentissage pour le calcul de la fiabilite´ a e´te´ mene´e dans ce
chapitre. Les fonctions d’e´tat-limite mathe´matiques ont e´te´ utilise´es pour confronter
l’apprentissage a` diffe´rentes proble´matiques rencontre´es en fiabilite´ des structures :
proble`me de dimension, de points de conception multiples, de fonctions d’e´tats-limites
complexes, etc. La progression de l’apprentissage face aux difficulte´s est satisfaisante.
14 avril 2008
134 IV. Validation
Des probabilite´s tre`s faibles ont e´te´ calcule´es sans devoir ajuster le nombre de
simulations de Monte-Carlo, ou encore la taille du plan initial. Les zones ou` se
concentrent les points d’apprentissage correspondent aux zones ou` la densite´ pe`se
dans l’e´valuation de la probabilite´ de de´faillance, ce qui est pertinent pour e´conomi-
ser des appels a` la fonction d’e´tat-limite.
Le cumul de l’approximation a` chaque pas de l’algorithme des subsets ne semble
pas influer de manie`re pe´nalisante sur la pre´cision du re´sultat final, en effet ce cumul
ne biaise pas le re´sultat en probabilite´ de de´faillance. Les re´sultats obtenus sont donc
satisfaisants. Les objectifs sont atteints.
Des exemples plus concrets, plus me´caniques, permettent de valider l’utilisation
de la me´thode 2SMART pour une utilisation industrielle, dans le chapitre VI.
Le chapitre V, pour sa part, aborde la question de la re´gression et de l’analyse de
sensibilite´.
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Chapitre V
Re´gression et analyse de sensibilite´
Le me´ta-mode`le SVM e´tant tre`s souple et adaptable, la re´gression pour l’analyse de
sensibilite´ devient inte´ressante a` tester par cette voie.
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V.1 Introduction
Les chapitres pre´ce´dents ont montre´ l’ade´quation de l’outil SVM au calcul defiabilite´. L’emploi des SVM permet de traiter de manie`re tout a` fait satisfai-sante les proble`mes a` grands nombres de variables ale´atoires, les e´tats-limites
de forme complexe, et les points de de´faillance multiples notamment.
Ce chapitre vise a` tester l’outil SVM dans un cadre autre que celui de la fiabilite´ :
en analyse de sensibilite´, autre volet de l’approche probabiliste en me´canique, afin de
voir s’il est adapte´ a` ce type d’analyse.
L’objectif est d’obtenir, a` partir des points d’apprentissage ge´ne´re´s par l’algo-
rithme 2SMART (ou d’un autre plan d’expe´riences), des informations sur les sensi-
bilite´s de la fonction de performance par rapport aux variables d’entre´e.
L’approche par classification pour la fiabilite´ a permis des avance´es re´elles sur
deux points par rapport aux me´thodes classiques :
– une souplesse de l’approximation en conservant une forte capacite´ de ge´ne´rali-
sation ;
– et surtout, une me´thode de se´lection optimale des points d’apprentissage par
l’utilisation de la marge, qui plus est ite´rative et automatique.
Le premier item, souplesse de l’approximation, est transposable a` l’analyse de
sensibilite´, puisque la proprie´te´ re´sulte de l’outil et du noyau utilise´. Le second ob-
jectif, se´lection des points d’apprentissage, ne peut eˆtre satisfait par les SVM seuls.
Un de´but de re´ponse est apporte´ en fin de chapitre par la pre´sentation de l’approche
par sparse grid et de quelques re´sultats.
V.2 SVM et re´gression : quels apports pour la fiabilite´ ?
V.2.1 Classification ou re´gression ?
Les deux applications, classification et re´gression, sont e´tudie´es par la the´orie de
l’apprentissage statistique, et sont inte´ressantes pour une utilisation en me´canique
probabiliste. La nuance est la suivante :
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– en classification, a` partir de quelques e´chantillons, un mode`le mathe´matique
permettant de reproduire la fonction sign(G(X)) est recherche´. En fiabilite´,
cela s’apparente a` la recherche de l’e´tat-limite : G(X) = 0. L’obtention d’un
mode`le me´canique de l’e´tat-limite permet le calcul rapide de la probabilite´ de
de´faillance, mais e´galement du (des) point(s) de conception.
– en re´gression, un mode`le mathe´matique permettant de reproduire la fonction
G(X) est recherche´. Son obtention permet le calcul de la distribution de sa
re´ponse, de sa moyenne et de ses moments statistiques d’ordres supe´rieurs.
Dans les deux cas, le mode`le mathe´matique recherche´ correspond a` une descrip-
tion globale du syste`me. C’est-a`-dire, une description sur l’ensemble du domaine de
de´finition. Les deux activite´s sont inte´ressantes pour la fiabilite´, mais la technique
algorithmique utilise´e dans les deux cas est diffe´rente, de meˆme que les objectifs.
Il faut tout de meˆme pre´ciser qu’affecter une classe a` un e´chantillon est plus simple
que de mesurer l’interde´pendance des variables.
V.2.2 Optimiser la re´gression par SVM
Le point fort de la re´gression par SVM est contenu dans le principe SRM, cf. II.4.2.
La complexite´ du me´ta-mode`le est adapte´e a` la base d’apprentissage : l’optimisation
de sa complexite´ est incluse dans le proble`me de re´gression SVM. Cependant, il reste
une difficulte´ commune a` toutes les proce´dures de re´gression : comment se´lectionner
les points d’apprentissage ?
L’objectif e´tant de connaˆıtre le comportement du mode`le de manie`re ge´ne´rale,
il ne´cessite un nombre de points ide´alement re´partis sur l’ensemble du domaine de
de´finition. Il n’y a pas, pour le cas de la re´gression, de technique de se´lection de
points qui permette d’affiner le mode`le obtenu. Le concept de marge des SVM ne
prend un sens que dans le cadre de la classification. Tous les plans classiques sont
par conse´quent envisage´s pour la re´gression.
Paralle`lement au choix des points d’apprentissage, il est ne´cessaire de travailler
sur l’optimisation des parame`tres de la fonction noyau, crite`re important pour traiter
le proble`me de la re´gression. Dans cette optique, diffe´rentes approches vont eˆtre
couple´es.
– Il est important de noter que la se´lection des parame`tres des fonctions noyaux ne
connaˆıt pas de re`gles pre´cises. La me´thode la plus pre´sente dans la litte´rature
consiste a` tester diffe´rents couples de parame`tres et a` conserver le meilleur.
Cette me´thode est appele´e ”cross validation” et est a` utiliser intelligemment
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car il existe des risques de surapprentissage. En effet, le meilleur se´parateur est
se´lectionne´ par rapport a` la mesure de l’erreur empirique calcule´e sur les points
d’apprentissage.
– Pour e´viter ce surapprentissage duˆ a` l’optimisation de la fonction sur la base
d’apprentissage comple`te, il est pre´fe´rable d’optimiser les parame`tres par une
mesure plus conforme a` l’erreur de ge´ne´ralisation : la base des points est de´-
coupe´e en n groupes (de manie`re classique : n = 3 ou 5). Sur n − 1 groupes
est re´alise´ l’apprentissage de la fonction et l’erreur est mesure´e sur les points
du dernier groupe. La comparaison des jeux de parame`tres est alors faite sur
la mesure d’une erreur de ge´ne´ralisation. Cette technique permet l’obtention
d’une fonction a` capacite´ de ge´ne´ralisation supe´rieure a` celle qui serait obtenue
par optimisation des parame`tres sur la base comple`te.
La validation croise´e associe´e a` une approche de type re´e´chantillonnage, est uti-
lise´e dans ce chapitre pour optimiser la fonction noyau de type RBF.
V.3 Les produits de l’analyse de sensibilite´
L’analyse en sensibilite´ est e´galement un volet important des e´tudes probabilistes.
Il s’agit non plus de mesurer la probabilite´ d’un de´passement de seuil de la re´ponse,
mais d’e´tudier globalement la re´ponse d’un mode`le Y , mode`le parame´tre´ par un
certain nombre n de variables ale´atoires, repre´sente´es par le vecteur X.
f : Rn → R
X → Y = f(X)
(V.1)
Deux aspects sont e´tudie´s en analyse de sensibilite´ :
– la valeur centrale (typiquement la moyenne) et la dispersion de la re´ponse au
travers de la mesure de ses moments statistiques ;
– l’influence de la variabilite´ des donne´es d’entre´e sur la variabilite´ de la donne´e
de sortie. Cette seconde e´tape permet de hie´rarchiser l’influence des variables
d’entre´e sur la re´ponse d’un syste`me.
Citons ici des re´fe´rences sur le traitement statistique de donne´es : le livre de
G.Saporta [Sap90], et un ouvrage en ligne mis a` disposition par le NIST [NIS06].
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V.3.1 Les moments statistiques
L’obtention de la densite´ de probabilite´ de la re´ponse e´tant le plus souvent un ob-
jectif trop ambitieux, surtout lorsque le nombre de re´alisations est restreint, l’e´tude de
sensibilite´ s’inte´resse ge´ne´ralement aux premiers moments statistiques de la re´ponse,
i.e. moyenne, e´cart-type.
Soit X une variable ale´atoire. On appelle moment d’ordre r de X, la quantite´ :
mr(X) = E[Xr] (V.2)
Le moment d’ordre 1 est la moyenne.
On appelle moment centre´ d’ordre r de X, la quantite´ :
Mr(X) = E[(X −mX)r] (V.3)
Le moment centre´ d’ordre 2 est la variance, ceux d’ordre 3 et 4 sont respectivement
associe´s a` l’asyme´trie et a` l’aplatissement.
Ces diffe´rents moments peuvent eˆtre e´value´s par simulation directement sur le
mode`le me´canique. Pour des raisons e´videntes de temps de calcul, notre objectif est
de remplacer ce mode`le par un mode`le de substitution obtenu par re´gression sur une
base d’apprentissage.
Diffe´rentes me´thodes de re´gression sont compare´es dans ce chapitre. Dans un
souci de validation des me´thodes de re´gression, les valeurs associe´es aux moments
d’ordres 1 a` 4 (moyenne, e´cart-type, asyme´trie et aplatissement) sont e´value´es par
simulation sur mode`le approche´ obtenu par le chaos polynomial ou par les SVM, puis
compare´es a` leurs valeurs de re´fe´rences (obtenues par simulation directe).
V.3.2 Quelques donne´es the´oriques sur les indices de Sobol’
Les indices de sensibilite´
La variabilite´ de la re´ponse est une donne´e inte´ressante pour la conception, mais
connaˆıtre la ou les variables qui influent sur cette variabilite´ en est une bien plus
utile. C’est ce que propose l’e´valuation des sensibilite´s, qui e´tudie l’influence de per-
turbations des entre´es sur la dispersion de la re´ponse. Elle permet la hie´rarchisation
des variables par rapport a` leurs influences sur la re´ponse : influence seule ou cou-
ple´e. La the`se de Julien Jacques pre´sente un travail tre`s inte´ressant sur les indices
de sensibilite´ ge´ne´ralise´s [Jac05]. Les ge´ne´ralite´s sur la sensibilite´ et les indices de
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Sobol’ sont issus de ses travaux base´s sur les re´fe´rences principales suivantes : Saltelli
et Sobol’ [SCS00, Sob93].
En analyse de fiabilite´, les indices de sensibilite´ associe´s a` l’approximation FORM
sont re´pandus. Les produits de l’analyse de fiabilite´ sont pre´sente´s par M.Lemaire
dans [Lem05]. Ces indices mesurent l’influence des variables d’entre´e sur l’indice de
fiabilite´. Cette analyse permet de hie´rarchiser les variables par rapport a` leur influence
sur la de´faillance. Il est e´galement possible de quantifier l’influence des parame`tres de
la loi de probabilite´ des variables, ou de la corre´lation, sur la probabilite´ de de´faillance.
Ces indices sont cependant associe´s a` un point de de´faillance. Il est donc ne´cessaire
d’obtenir ce(s) point(s) par l’optimisation (voir section I.5).
Plus re´cemment, en me´canique probabiliste, les me´thodes de sensibilite´ associe´es
a` la variance de la re´ponse ont e´te´ introduites, avec notamment les indices de Sobol’,
travail initie´ chez EdF par B.Sudret et repris par G.Blatman [Sud07, Bla06]. On
s’inte´resse, dans ce cas, a` de´terminer quelle part de la variance est due a` la variance
des variables d’entre´e ou des groupes de variables d’entre´e. Les indices de Sobol’ sont
base´s sur la de´composition de la variance du mode`le, de´composition unique [Sob93].
Indice de Sobol’ du premier ordre
Conside´rons la fonction suivante :
Y = f(X1, ..., Xn) (V.4)
Les variables Xi sont suppose´es inde´pendantes.
Pour mesurer l’importance de la variable Xi sur la variance de la sortie Y , est
e´tudie´e la de´croissance de la variance de Y lorsque Xi est fixe´ a` x∗i :
V (Y | Xi = x∗i ) (V.5)
Cette dernie`re quantite´ est la variance conditionnelle de Y sachant que Xi = x∗i . Cet
indicateur est par conse´quent de´pendant du choix de la valeur de x∗i . En conside´rant
alors l’espe´rance de cette valeur pour tout le support de Xi, l’espace des possibles de
x∗i , le proble`me est re´solu :
E[V (Y | Xi)] (V.6)
Plus cette valeur est petite, alors moins la variance de Y diminue lorsque Xi est
fixe´e. Donc plus cette valeur est petite et plus la variable Xi est importante vis-a`-vis
de la variance de Y . En conside´rant le the´ore`me de la variance totale, alors :
V (Y ) = V (E[Y | Xi]) + E[V (Y | Xi)] (V.7)
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pour un couple (X,Y ) de variables ale´atoires, ou` Y prend ses valeurs dans R et Xi
dans un ensemble fini ou de´nombrable et sous la condition que la variance de Y ,
V (Y ), est finie. Un nouvel indicateur de la sensibilite´ de Y a` Xi est la variance de
l’espe´rance de Y , conditionnellement a` Xi :
V (E[Y | Xi]) (V.8)
Ainsi, plus cette grandeur est importante, plus la variable Xi est importante. Enfin,
pour normaliser cet indicateur, l’indice de Sobol’ du premier ordre est de´fini [Sob93],
soit :
Si =
V (E[Y | Xi])
V (Y ) (V.9)
Cet indice mesure la part de la variance de Y due a` la variable Xi.
De´composition de la variance
La de´composition de Sobol’ d’une fonction de variables a` valeurs dans [0, 1]n,
s’e´crit comme suit :
Y = f(X1, ..., Xn) = f0 +
n∑
i=1
fi(Xi) +
∑
1≤i<j≤n
fij(Xi, Xj)
+ ...+ f1,...,n(X1, ..., Xn)
(V.10)
ou` f0 est une constante et ou` les fonctions de la de´composition ve´rifient :∫ 1
0
fi1,...,is(Xi1 , ..., Xis)dxik = 0,
∀k = 1, ..., s, ∀ {i1, ..., is} ⊆ {1, ..., n}
(V.11)
Si f est inte´grable sur [0, 1]n, alors elle admet cette de´composition qui est unique.
Il est possible d’interpre´ter les termes de la de´composition en prenant l’espe´rance
de Y , puis l’espe´rance de Y conditionnellement a` Xi, puis par rapport a` Xi et Xj ,
etc. Il re´sulte alors :
fi(Xi) =E[Y | Xi]− f0
fi,j(Xi, Xj) =E[Y | Xi, Xj ]− fi(Xi)− fj(Xj)− f0
fi,j,k(Xi, Xj , Xk) =E[Y | Xi, Xj , Xk]− fi,j(Xi, Xj)− fi,k(Xi, Xk)
− fj,k(Xj , Xk)− fi(Xi)− fj(Xj)− fk(Xk)− f0
...
(V.12)
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Ce qui s’e´crit e´galement :
f0 =E[Y ]
fi(Xi) =E[Y | Xi]− E[Y ]
fi,j(Xi, Xj) =E[Y | Xi, Xj ]− E[Y | Xi]− E[Y | Xj ] + E[Y ]
fi,j,k(Xi, Xj , Xk) =E[Y | Xi, Xj , Xk]
− E[Y | Xi, Xj ]− E[Y | Xi, Xk]− E[Y | Xj , Xk]
+ E[Y | Xi] + E[Y | Xji] + E[Y | Xk]− E[Y ]
...
(V.13)
La variance V de Y se de´compose, d’apre`s la de´composition de Sobol’ de la
variance, en :
V =
n∑
i=1
Vi +
∑
1≤i<j≤n
Vij + ...+ V1,...,n (V.14)
ou`
Vi =V (E[Y | Xi])
Vi,j(Xi, Xj) =V (E[Y | Xi, Xj ])− Vi − Vj
Vi,j,k(Xi, Xj , Xk) =V (E[Y | Xi, Xj , Xk])− Vij − Vik − Vjk − Vi − Vj − Vk
...
V1,...,n =V −
n∑
i=1
Vi −
∑
1≤i<j≤n
Vij − ...−
∑
1≤i1<..<in−1≤n
Vi1,...,in−1
(V.15)
Les indices de Sobol’
On peut alors de´finir les indices de Sobol’.
– indices du premier ordre :
Si =
Vi
V
= V (E[Y | Xi])
V
(V.16)
– indices du second ordre, mesurant la sensibilite´ de la variance de Y par rapport
aux variables Xi et Xj , sensibilite´ non prise en compte dans les indices du
premier ordre :
Sij =
Vij
V
(V.17)
– indices du troisie`me ordre :
Sijk =
Vijk
V
(V.18)
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– etc, jusqu’a` l’ordre n.
Cette de´composition est analogue a` la de´composition ANOVA, [Wik07b], re´alise´e
en analyse de variance.
La somme des indices de Sobol’ est e´gale a` 1. L’interpre´tation est simple : plus
l’indice est proche de 1, plus la variable ou l’interaction de deux ou plusieurs variables
est importante.
Les indices totaux
Le nombre d’indices augmente tre`s rapidement avec le nombre de variables.
Homma et Saltelli [HS96] ont alors introduit les indices de sensibilite´ totaux. Ces
indices regroupent le poids de chaque variable dans la variance, le poids de la va-
riable seule ainsi que son poids dans les interactions avec les autres variables.
STi =
∑
k#i
Sk (V.19)
ou` #i repre´sente les ensembles d’indices contenant i.
V.3.3 L’e´valuation des indices de Sobol’
B.Sudret [Sud07] propose d’e´valuer les indices de Sobol’ apre`s de´composition de
la re´ponse sur le chaos polynomial. En effet en pre´sentant le lien mathe´matique
existant entre les indices de Sobol’ et les coefficients de la de´composition sur le chaos,
les simulations ne sont plus ne´cessaires pour e´valuer les indices de Sobol’. Une simple
combinaison des coefficients du chaos permet d’obtenir les sensibilite´s. Cependant,
cette technique suppose que l’on fixe le mode`le de re´gression a` une base polynomiale.
Notre objectif e´tant d’utiliser la re´gression par les SVM, il faut revenir a` la me´-
thode originale de la simulation pour e´valuer les sensibilite´s, c’est ce qui est de´taille´
dans cette section.
Estimation des indices par Monte-Carlo
L’estimation de l’espe´rance de Y , E[Y ] = f0, et de sa variance V , a` partir d’un
e´chantillon de N re´alisations des n variables d’entre´e : (xk1, ..., xkn)k=1,...,N est obte-
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nue par :
f˜0 =
1
N
N∑
k=1
f(xk1, ..., xkn)
V˜ = 1
N
N∑
k=1
f2(xk1, ..., xkn)− f˜02
(V.20)
(a) Indices du premier ordre. Estimer un indice du premier ordre consiste a` es-
timer la quantite´ suivante :
Vi = V (E[Y | Xi])
= E[E[Y | Xi]2]− E[E[Y | Xi]]2
= Ui − E[Y ]2
(V.21)
La variance de Y est estime´e par la formule V.20. Il reste alors a` estimer la
quantite´ Ui. Cette quantite´ correspond a` l’espe´rance du carre´ de l’espe´rance de Y
conditionne´ par Xi. Pour tenir compte du conditionnement, on fait varier toutes les
variables sauf la variable Xi. Cette estimation ne´cessite donc deux e´chantillons de
re´alisations des variables d’entre´e.
U˜i =
1
N
N∑
k=1
f(x(1)k1 , ..., x
(1)
k(i−1), x
(1)
ki , x
(1)
k(i+1), ..., x
(1)
kn )
×f(x(2)k1 , ..., x(2)k(i−1), x
(1)
ki , x
(2)
k(i+1), ..., x
(2)
kn )
(V.22)
Ainsi, les indices du premier ordre sont obtenus par :
S˜i =
V˜i
V˜
= U˜i − f˜0
2
V˜
(V.23)
(b) Indices aux ordres supe´rieurs. Pour les indices de second ordre Sij = VijV :
Vij = V (E[Y | Xi, Xj ])− Vi − Vj
= Uij − E[Y ]2 − Vi − Vj
(V.24)
La quantite´ Uij = E[E[Y | Xi, Xj ]2] en faisant varier toutes les variables sauf Xi
et Xj , soit :
U˜i =
1
N
N∑
k=1
f(x(1)k1 , ..., x
(1)
k(i−1), x
(1)
ki , x
(1)
k(i+1), ..., x
(1)
k(j−1), x
(1)
kj , x
(1)
k(j+1), ..., x
(1)
kn )
×f(x(2)k1 , ..., x(2)k(i−1), x
(1)
ki , x
(2)
k(i+1), ..., x
(2)
k(j−1), x
(1)
kj , x
(2)
k(j+1), ..., x
(2)
kn )
(V.25)
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Ainsi, les indices du second ordre sont obtenus par :
S˜ij =
U˜ij − f˜02 − V˜i − V˜j
V˜
(V.26)
La meˆme technique est utilise´e pour obtenir les indices des ordres supe´rieurs.
E´tant donne´ le nombre de calculs ne´cessaires pour l’e´valuation des indices de tous
les ordres (l’e´valuation des indices d’ordre p ne´cessitant le calcul de tous les indices
d’ordre infe´rieur), on se contente souvent des indices du premier ordre ainsi que des
indices totaux.
(c) Indices totaux. Les indices totaux peuvent eˆtre estime´s plus simplement :
STi = 1−
V (E[Y | X∼i])
V
= 1− V∼i
V
(V.27)
avec V∼i qui correspond a` la variance de l’espe´rance de Y , conditionnellement a` toutes
les variables sauf Xi. Donc pour obtenir V∼i = U∼i − E[Y ]2, U∼i est calcule´ par :
U˜∼i =
1
N
N∑
k=1
f(x(1)k1 , ..., x
(1)
k(i−1), x
(1)
ki , x
(1)
k(i+1), ..., x
(1)
kn )
×f(x(1)k1 , ..., x(1)k(i−1), x
(2)
ki , x
(1)
k(i+1), ..., x
(1)
kn )
(V.28)
ainsi :
STi = 1−
U˜∼i − f˜02
V
(V.29)
Ame´liorations
Il est aise´ de gagner en vitesse de convergence en utilisant un ge´ne´rateur quasi
ale´atoire en lieu et place de la simulation de Monte-Carlo. Il devient naturel alors
pour l’e´valuation des indices de Sobol’ d’utiliser les suites quasi ale´atoires du meˆme
auteur pour ge´ne´rer les re´alisations. Il est inte´ressant d’acce´le´rer la convergence de
l’estimation des indices de Sobol’, meˆme si ces re´alisations sont ensuite e´value´es sur
une formulation analytique de la fonction dans notre cas.
La figure V.1 compare la re´partition de 500 points issus de trois ge´ne´rateurs
ale´atoires ou quasi ale´atoires. L’uniformite´ de la distribution obtenue est meilleure
par suite quasi-ale´atoire que par carre´ latin ou Monte-Carlo. Cette caracte´ristique
explique le gain en convergence.
D’autres me´thodes permettent l’estimation des indices de Sobol’, comme la me´-
thode FAST ou la me´thode McKay. Plus d’informations sont disponibles dans la the`se
de J.Jacques [Jac05].
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Fig. V.1 Comparaison de ge´ne´rateurs ale´atoires. De gauche a` droite : ge´ne´ra-
teur ale´atoire uniforme, ge´ne´ration de la distribution par le carre´ latin, et enfin,
ge´ne´ration de la distribution par suite quasi Monte-Carlo.
V.3.4 Conclusion
Cette section a pre´sente´ les produits de l’analyse de sensibilite´ et les me´thodes
permettant de les obtenir. Notre travail ne consiste pas en l’ame´lioration de ces
techniques. Il s’agit de les mettre en œuvre sur le substitut de l’e´tat-limite obtenu
par re´gression.
Dans la suite nous mettons en œuvre sur des exemples simples l’estimation des
produits de l’analyse de sensibilite´ pour comparer des me´thodes de re´gression.
V.4 Estimation des moments statistiques et indices de So-
bol’
Pour pre´senter l’inte´reˆt de la re´gression par SVM, quelques exemples sont ici pre´-
sente´s. Les produits de l’analyse de sensibilite´ sont calcule´s par simulations sur les
mode`les de substitution obtenus par la re´gression polynomiale ou la re´gression SVM.
Les re´sultats sont compare´s aux valeurs de re´fe´rence pour ces quelques cas de valida-
tion. D’autres exemples sont e´galement pre´sente´s dans le chapitre VI applications.
V.4.1 Me´thode employe´e
La the´orie permettant d’utiliser la re´gression par les SVM a e´te´ de´taille´e dans
le chapitre II. Il s’agit ici de pre´senter la de´marche employe´e pour comparer les
diffe´rentes me´thodes de re´gression.
La re´gression par moindres carre´s sur des polynoˆmes de degre´s 2 et 3 est compare´e
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a` la re´gression par SVM utilisant une fonction noyau RBF dont le parame`tre σ
est optimise´ par validation croise´e. Le parame`tre C, e´quilibrant erreur empirique
et complexite´ du mode`le, est fixe´ a` la valeur 104 pour conserver une capacite´ de
ge´ne´ralisation satisfaisante.
V.4.2 Cre´ation de la base de donne´es
Pour diffe´rentes fonctions d’e´tat-limite, une base de donne´es est cre´e´e : e´valuation
de la fonction pour diffe´rents points de´termine´s par un plan d’expe´riences. Le plan
d’expe´riences est un plan uniforme ale´atoire par la technique du carre´ latin et ge´ne´re´
dans le domaine de de´finition de la fonction. Ce type de plan est se´lectionne´, d’une
part car il est habituellement choisi lors de re´gression sur des me´ta-mode`les proches
des fonctions noyaux et qu’il permet une vision globale a` un couˆt minimal ; et d’autre
part car ce plan a e´te´ choisi dans la me´thode 2SMART. De cette manie`re, il est
possible de mener conjointement :
– la classification pour l’obtention de la probabilite´ de de´faillance ;
– la re´gression sur le plan initial de la me´thode 2SMART pour l’obtention des in-
dices de sensibilite´ ge´ne´ralise´s, par exemple les indices de Sobol’, par simulation
sur la fonction de substitution obtenue.
Les re´sultats en indices de sensibilite´ (Sobol’) sont obtenus par simulation quasi
Monte-Carlo sur les mode`les analytiques de´termine´s par la re´gression. Pour chaque
cas, les 4 premiers moments statistiques sont e´galement e´value´s par Monte-Carlo.
V.4.3 Intervalle de confiance
Pour les diffe´rentes techniques de re´gression (polynomiale et SVM), la dispersion
des re´sultats est e´galement mesure´e. Une technique de bootstraping est utilise´e afin
d’obtenir un intervalle de confiance sur les re´sultats statistiques.
Pour une taille de base d’apprentissage N donne´e, 30 populations sont ge´ne´re´es
par tirages avec remise de N e´chantillons de la base de donne´es principale. Les mo-
ments statistiques sont e´value´s par simulation sur le mode`le de substitution obtenu
par re´gression sur chacune des bases ge´ne´re´es. Ainsi, pour chaque moment statis-
tique, est obtenue une valeur moyenne du re´sultat ainsi que sa variance. Par la loi de
Student est alors calcule´ un intervalle de confiance.
L’e´volution de l’intervalle de confiance est analyse´e en fonction de la taille de la
base de donne´es choisie. Un resserrement des intervalles autour de la valeur re´elle
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lorsque le nombre de points de la base augmente est naturellement constate´.
Cette technique a e´te´ utilise´e afin de comparer le travail de re´gression par les
SVM au rapport de fin d’e´tude de E. Noret [Nor06] re´alise´ autour de la re´gression
sur le chaos polynomial. Certains exemples de ce rapport sont repris.
V.4.4 La poutre en flexion
Description du proble`me [Nor06]
Il s’agit d’une poutre sur 2 appuis, de´finie par sa longueur L, son module de Young
E ainsi que son inertie I. La charge q est uniforme´ment re´partie sur la longueur de
la poutre, figure V.2. Les variables sont de´crites dans le tableau V.1.
Fig. V.2 Sche´ma de la poutre sur 2 appuis. Les variables q, L, E et I sont ale´a-
toires. On s’inte´resse a` la fle`che maximale f au centre de la poutre.
Variables ale´atoires Loi Moyenne E´cart-type
q Lognormale 5 1
E Lognormale 210000 31500
I Lognormale 850.104 425.103
L De´terministe 6000 −
Tab. V.1 De´finition des variables ale´atoires pour le cas de la poutre.
La fle`che maximale f est e´value´e par la formule : f = 5384
qL4
EI
. L’inte´reˆt de ce mode`le
est la possibilite´ du calcul exact des moments de la re´ponse.
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Fig. V.3 Intervalles de confiance sur les moments statistiques obtenus par diffe´-
rentes techniques de re´gression : polynomiale et SVM, en fonction de la taille de la
base d’apprentissage.
Re´sultats de la re´gression
Les premiers re´sultats pre´sente´s, figure V.3, montrent que pour ce cas relative-
ment simple, toutes les me´thodes ame`nent des re´sultats e´quivalents, au moins sur les
deux premiers moments. Pour les moments d’ordres supe´rieurs, la re´gression sur un
polynoˆme d’ordre 2 est insuffisante.
Pour tous les moments, l’augmentation de la taille de la base de donne´es permet de
rendre l’intervalle de confiance de plus en plus serre´ autour de la valeur de re´fe´rence.
La mesure des indices de Sobol’, figure V.4, montre que, pour ce cas pre´cis, 30
points ge´ne´re´s par le carre´ Latin suffisent a` l’obtention de re´sultats pre´cis sur les
indices de Sobol’. Ainsi 30 re´alisations suffisent a` la hie´rarchisation des variables
ale´atoires d’entre´e du mode`le par re´gression SVM.
Ce premier exemple simple montre que la strate´gie mise en œuvre est correcte,
et permet de controˆler la re´gression par SVM sur diffe´rents exemples.
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Fig. V.4 Intervalles de confiance obtenus sur les indices de Sobol’ du premier ordre
et sur les indices totaux a` partir de simulations re´alise´es sur le substitut du mode`le
calcule´ par re´gression SVM. 1-Indices de tout ordre pour la base comple`te : 70 points.
2-E´volution de l’intervalle de confiance de l’indice du premier ordre, par rapport a`
l’augmentation de la base de donne´es pour chacune des variables. 3-E´volution de la
valeur moyenne de l’indice total de chaque variable en fonction de la taille de la base
d’apprentissage. 4-E´volution de l’intervalle de confiance de l’indice total de chaque
variable en fonction de la taille de la base d’apprentissage.
V.4.5 Treillis
Description du proble`me
Cet exemple est issu du travail en collaboration avec EdF. G. Blatman [Bla06]propose
ce treillis pour comparer diffe´rentes me´thodes pour l’e´valuation des sensibilite´s.
Conside´rons la structure pre´sente´e en figure V.5.
Le treillis a` 23 barres est soumis aux 6 efforts P1, ..., P6. On s’inte´resse au de´pla-
cement maximal u d’un point de la barre infe´rieure. Le calcul de ce de´placement est
re´alise´ par un code e´le´ments finis.
10 variables ale´atoires sont associe´es a` cette structure :
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Fig. V.5 Repre´sentation graphique du treillis a` 23 barres. 10 variables ale´atoires
sont conside´re´es. L’e´tat-limite est de´fini par un de´passement du de´placement critique
u > ulimite.
– 6 de´finissent les efforts verticaux applique´s a` chaque noeud supe´rieur ;
– 4 de´finissent les caracte´ristiques mate´riaux des barres horizontales et diago-
nales.
Les lois de ces parame`tres sont de´finies dans le tableau V.2. L’e´tat-limite est de´fini
par un de´passement du de´placement critique u > ulimite, avec ulimite = 0, 11 cm.
Variables ale´atoires Loi Moyenne E´cart-type
E1, E2( MPa) Lognormale 210 21
A1( m2) Lognormale 2.10−3 2.10−4
A2( m2) Lognormale 1.10−3 1.10−4
P1,...,6( N) Gumbel 5.104 7, 5.103
Tab. V.2 Variables ale´atoires pour le treillis.
Re´sultats en re´gression
E´tant donne´ la taille du proble`me, la re´gression par moindres carre´s sur un poly-
noˆme de degre´ 3 est trop couˆteuse en points d’apprentissage. Seule la re´gression SVM
et la re´gression sur un polynoˆme de degre´ 2 sont compare´es. La figure V.6 montre
que la re´gression polynomiale est trop rigide pour permettre une bonne repre´senta-
tion des moments. Plus pre´cise´ment, la valeur n’est pas excessivement e´loigne´e, mais
l’intervalle de confiance est beaucoup moins serre´ autour de la valeur de re´fe´rence.
Pour les deux premiers moments, moyenne et e´cart-type, 40 points d’apprentissage
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suffisent pour la re´gression SVM, alors que la re´gression polynomiale en ne´cessite au
moins le double.
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Fig. V.6 Intervalles de confiance sur les moments statistiques obtenus par diffe´-
rentes techniques de re´gression et pour diffe´rentes dimensions de la base d’appren-
tissage. La re´fe´rence est obtenue par simulation.
Concernant l’e´valuation des indices de Sobol’ par simulation sur la surface SVM,
seul l’intervalle de confiance se resserre avec l’augmentation de la taille de la base de
donne´es. En effet, la valeur de l’ensemble des indices de Sobol’ mesure´s est suffisante a`
partir de 30 points d’apprentissage, malgre´ la dimension 10. Il n’y a aucun changement
dans la hie´rarchie des variables avec l’augmentation de la taille de la base.
V.4.6 Discussion
Globalement pour chacun des cas pre´sente´s, lorsque la base de donne´es est assez
large, les re´sultats obtenus par les diffe´rentes techniques sont satisfaisants et assez
proches. Cependant les re´sultat SVM sont plus rapidement proches de la re´fe´rence et
avec un intervalle de confiance serre´ autour de la re´fe´rence. En fait, lorsque la base
d’apprentissage est de taille re´duite, et lorsque la dimension du proble`me est moyenne
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Fig. V.7 Intervalles de confiance sur les indices de Sobol’ obtenus par diffe´rentes
techniques de re´gression
(autour de 10 variables), la re´gression polynomiale d’ordre e´leve´ 3 est impossible, et
le degre´ 2 est insuffisant pour repre´senter la fonction. Dans ce cas de figure, seule
la re´gression par les SVM est possible et donne des re´sultats satisfaisants. Cette
remarque est valable pour l’e´valuation des premiers moments et pour les indices de
Sobol’.
Plus la dimension augmente, plus la fonction est complexe, et plus la re´gression
SVM est une re´ponse ne´cessaire en cas de base d’apprentissage re´duite, puisque ce
type de re´gression est moins sensible a` la dimension. Il faut tout de meˆme mode´rer
cette conclusion par le fait que nous ne pre´sentons ici que 2 exemples. D’autres essais
sont propose´s dans le chapitre VI.
Un proble`me subsiste cependant : la se´lection des points d’apprentissage. Un
de´but de re´ponse est propose´ dans la suite.
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V.5 Me´thode Sparse Grid
Jusqu’ici, le plan d’expe´riences utilise´ pour de´finir la base d’apprentissage des
points est re´alise´ par Monte-Carlo, carre´ latin ou encore par les points issus du plan
ge´ne´re´ par l’algorithme de classification. Cette dernie`re approche permet la re´utili-
sation des informations obtenues par un calcul de fiabilite´ pour une exploitation en
sensibilite´.
La classification, applique´e a` la construction de l’e´tat-limite pour la fiabilite´, a
permis l’e´laboration d’une me´thode permettant de se´lectionner a` chaque e´tape de
nouveaux points d’apprentissage presque optimaux. L’ide´al serait de trouver une
me´thode comparable pour la re´gression.
C’est ce qui est propose´ par l’approche en Sparse Grid associe´e a` une optimisa-
tion de la construction du plan d’expe´riences ou de la grille, en fonction de l’erreur
mesure´e. Les sparse grids sont une technique permettant de repre´senter, d’inte´grer
ou d’interpoler des fonctions en grande dimension. A` l’origine de cette technique, on
trouve le mathe´maticien Smolyack. On trouve les ge´ne´ralite´s sur les grilles et leurs
applications dans : [BG04b].
Cette section pre´sente la technique dans ses grandes lignes et les re´sultats obtenus
sur une premie`re utilisation.
V.5.1 L’interpolation par la me´thode de la grille
L’interpolation par la me´thode de la grille est un proble`me de couverture opti-
male : celui de se´lectionner des points d’interpolation de manie`re a` ce que la fonction
soit approxime´e par une fonction d’interpolation optimale. La me´thode d’interpola-
tion de Smolyack initialement e´crite en dimension 1 est e´tendue au cas de variables
multiples. Nous pre´sentons ici quelques types de grilles utiles pour l’interpolation.
Smolyack
La re`gle de Smolyack permet de diminuer fortement le nombre de points ne´ces-
saires a` l’interpolation en comparaison avec les me´thodes de quadrature comple`te.
La figure V.8 pre´sente deux types de grilles utilise´es pour l’interpolation multi-
line´aire. Les grilles en dimension 2 et 3 sont repre´sente´es pour le niveau 4. Dans
chacun des cas, la re`gle de quadrature montre que la grille d’ordre n− 1 est incluse
dans la grille d’ordre n ce qui permet d’ame´liorer l’approximation sans re´e´crire toutes
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les expe´riences. Pour chaque type de grille, une re`gle de´terminant le poids de chaque
points est e´tablie.
Il existe une formule permettant d’e´crire l’erreur de l’interpolation a priori. Au-
trement dit, en se fixant un crite`re sur l’erreur, il est possible d’augmenter le niveau
de la grille de manie`re incre´mentale, jusqu’a` la satisfaction du crite`re e´tudie´.
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Fig. V.8 Cette figure repre´sente 2 types de grilles pour l’interpolation multi-
line´aire : le type classique et le type Clenshaw-Curtis.
Interpolation polynomiale
L’interpolation multi-line´aire peut-eˆtre ame´liore´e par l’utilisation de base de fonc-
tion polynomiale, par exemple les polynoˆmes de Lagrange. Cette technique a e´te´
e´tudie´e par Barbato et al. dans [BNR00].
Les grilles les plus adapte´es a` cette technique sont les grilles de Chebyshev-Gauss-
Lovato. Le nombre de points de ces grilles est e´quivalent aux grilles de type Clenshaw-
Curtis. La diffe´rence tient dans le fait que les points ne sont pas e´quidistants, cette ca-
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racte´ristique n’e´tant pas satisfaisante pour l’interpolation par des polynoˆmes d’ordre
supe´rieurs [Kli06b].
V.5.2 Optimisation de la grille
L’inte´reˆt de la me´thode ne provient pas re´ellement de l’interpolation polynomiale.
En effet, la grille comple`te, peu importe le type, devient trop importante lorsque la
dimension augmente. En revanche, la se´lection automatique optimale des points en
fonction des dimensions importantes, voire des zones de l’espace mal approxime´es,
devient extreˆmement inte´ressante pour les proble`mes en grande dimension.
Pour une grille standard, chaque direction est traite´e de la meˆme fac¸on, soit avec
le meˆme nombre de points. Dans un cas ou` la dimension est importante, se pose alors
la question de l’inte´reˆt de traiter chaque variable de la meˆme fac¸on alors que leurs
poids respectifs sont diffe´rents.
A partir des algorithmes propose´s par T. Gernster et M. Griebel [GG03], puis
en optimisant la me´thode pour son imple´mentation, A. Klimke [KW05, Kli06a] e´la-
bore sous MATLAB une boˆıte a` outils permettant l’optimisation des grilles pour
l’interpolation polynomiale.
En quelques mots, A. Klimke de´finit un indice d’erreur indexe´ sur chaque direc-
tion du proble`me [Kli06b]. En priorite´, la direction dans laquelle l’erreur est la plus
importante est affine´e prioritairement aux autres.
V.5.3 Premiers re´sultats
La me´thode sparse grid avec optimisation du choix des expe´riences en fonction
des directions, par rapport a` leur influence et a` l’erreur obtenue localement, a e´te´
teste´e sur le cas du treillis.
Les indices de Sobol’ totaux de chaque variable et les moments statistiques sont
e´value´s par simulation sur la fonction obtenue par re´gression sur la base de donne´e
cre´e´e par l’algorithme d’optimisation de la grille. Les figures V.9 et V.10 pre´sentent
la comparaison des re´sultats obtenus par re´gression SVM et de ceux obtenus par
interpolation polynomiale sur les meˆmes expe´riences issues de la grille.
Les re´sultats obtenus par les 2 me´thodes sont comparables. Il est inte´ressant de
remarquer que la taille de la base utilise´e ne permet pas la re´gression sur des po-
lynoˆmes de degre´ 2 ou 3, mais elle est cependant suffisante pour l’interpolation sur
la grille. L’optimisation et le choix des expe´riences selon l’importance des variables,
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Fig. V.9 Intervalles de confiance sur les indices de Sobol’ obtenus par re´gression
SVM et interpolation sur la grille et leurs e´volutions en fonction de la taille de la
base d’apprentissage : 20− 40− 80− 160− 320 expe´riences.
permettent de choisir un polynoˆme suffisamment souple et re´gulier a` la fois. Le com-
promis complexite´ - ge´ne´ralisation est dans ce cas pilote´ par la grille, et il est ainsi
adapte´ en fonction des directions.
V.5.4 Discussion
Les re´sultats obtenus par l’interpolation polynomiale sur la grille sont comparables
a` ceux obtenus par la re´gression SVM sur ces meˆmes points. A` degre´ de polynoˆme
e´quivalent, et surtout a` nombre de points e´quivalent pour l’apprentissage, l’inter-
polation par la grille est bien plus efficace que la re´gression polynomiale lorsque la
dimension augmente (ici dimension 10). Ceci est sans doute a` lier a` l’optimisation de
la grille sur la dimension.
La technique sparse grid permettrait de donner une re`gle de construction ite´rative
de la base de donne´es d’apprentissage dans le cadre de la re´gression. C’est un apport
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Fig. V.10 Intervalles de confiance sur les moments statistiques obtenus par re´-
gression SVM et interpolation sur la grille et leurs e´volutions en fonction de la taille
de la base d’apprentissage : 20− 40− 80− 160− 320 expe´riences.
tre`s important pour la re´gression par rapport a` ce qui est fait actuellement.
De la meˆme manie`re que la marge SVM en classification permet l’optimisation du
positionnement des points d’apprentissage pour la construction de la frontie`re entre
de´faillance et suˆrete´, les grilles adaptatives permettent la se´lection optimale des points
d’apprentissage pour la construction de la base de donne´es pour la re´gression.
V.6 Conclusion
Ce chapitre constitue un de´but de re´ponse au proble`me de la sensibilite´, qui
n’est pas un objectif premier de cette the`se. Sur les premiers exemples pre´sente´s,
la flexibilite´ de l’approche SVM permet de re´soudre le proble`me de la sensibilite´ de
manie`re satisfaisante. Ceci est d’autant plus vrai en dimension importante alors que
la re´gression polynomiale devient tre`s couˆteuse.
Le proble`me de la cre´ation de la base de donne´es optimale pour la re´gression reste
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entier. Les plans ale´atoires sont satisfaisants mais ne permettent pas de plan e´labore´
de manie`re incre´mentale. La re´ponse apporte´e par la technique de sparse grid est
de ce point de vue tre`s inte´ressante. Graˆce a` cette technique, les points sont choisis
selon les directions les plus influentes ou selon les directions ou` l’erreur est la plus
importante. De la meˆme fac¸on que la marge et la classification nous apportent une
me´thode optimale de se´lection de nouveaux points d’apprentissage pour l’e´tude de
fiabilite´, la grille permet d’atteindre cet objectif pour un proble`me de re´gression dans
le cadre d’une e´tude de sensibilite´.
Les premiers tests effectue´s sont encourageants et me´ritent d’eˆtre approfondis.
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Chapitre VI
Applications Me´caniques
Apre`s avoir valide´ la me´thode sur diffe´rents cas de la litte´rature, quelques applications
me´caniques (plus ou moins complexes...) mettent en avant les avantages des de´veloppe-
ments sur les SVM.
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VI.1 Introduction
Il s’agit de montrer l’efficacite´ des me´thodes de´veloppe´es sur plusieurs applica-tions de la me´canique, applications pre´sentant des difficulte´s de re´solution plusou moins conse´quentes.
Le couplage avec un code par e´le´ments finis est mis en place pour re´soudre des
mode`les dont la complexite´ est situe´e a` diffe´rents niveaux :
– le nombre de variables ale´atoires ;
– la forme de l’e´tat-limite (line´arite´ / non-line´arite´, continuite´ / discontinuite´,
point de de´faillance unique / multiple).
Ces diffe´rents items perturbent la re´solution d’un proble`me de fiabilite´ par les me´-
thodes classiques. Nous montrons ici que les techniques d’apprentissage permettent
de traiter avec succe`s les types de proble´matiques pre´sente´es.
Diffe´rentes applications sont ici e´tudie´es :
1. quelques applications me´caniques simples : une cuve sphe´rique soumise a` une
pression interne ale´atoire, un treillis a` 23 barres et un oscillateur primaire-
secondaire accorde´ a` 2 degre´s de liberte´.
2. Une plaque me´tallique perce´e, dont les caracte´ristiques mate´riaux sont de´finies
par un champ ale´atoire. Cet exemple est tire´ d’un rapport de Liu et Der Kiu-
reghian, [LADK86]. Nous proposons un exemple de´rive´ constitue´ d’une plaque
avec trous multiples.
3. Un exemple EdF traitant d’une cuve pre´sentant un de´faut de structure ale´atoire.
Il est issu du benchmark PROSIR. La complexite´ de l’e´tat-limite est inte´ressante
pour valider notre proce´dure de calcul, en effet de multiples points de conception
entraˆınent des proble`mes d’approximation FORM.
Re´sumons les difficulte´s pour chacune des applications :
– aucune en particulier pour la sphe`re et le treillis, si l’on exclut la difficulte´
induite par le couplage avec un code externe et son influence sur l’e´valuation
des gradients et donc la convergence de l’algorithme FORM.
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– L’oscillateur primaire-secondaire accorde´ pre´sente une probabilite´ de de´faillance
faible et une forte courbure de l’e´tat-limite.
– Le proble`me de la plaque troue´e est caracte´rise´ par des points de de´faillance
multiple. Il en va de meˆme pour le projet PROSIR.
VI.2 Exemples simples de la me´canique
Cette section est consacre´e a` l’e´tude d’exemples simples mais dont les e´quations
proviennent de comportements de structures re´elles. Le couplage avec un logiciel
e´le´ments finis est utilise´ pour l’e´valuation de la fonction d’e´tat-limite. Ce couplage
engendre une difficulte´ supple´mentaire pour le calcul des gradients, et donc pour
FORM.
VI.2.1 Une sphe`re sous pression
Description du proble`me
Conside´rons la structure pre´sente´e sur la figure VI.1.
Fig. VI.1 Repre´sentation graphique de la sphe`re sous pression. L’e´tat-limite consi-
de´re´ est un de´passement de contrainte de Von Mises admissible.
4 variables ale´atoires (tableau VI.1) sont associe´es a` la sphe`re sous pression :
– des variables ge´ome´triques : les rayons inte´rieur Ri et exte´rieur Re;
– une variable mate´riau : la limite d’e´lasticite´ fe ;
– une variable de chargement : la pression interne P a` laquelle est soumise la
structure.
L’e´tat-limite G est de´fini par le de´passement de la limite d’e´lasticite´ en peau interne,
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qui est e´value´ de la manie`re suivante :
G(X) = fe − σ(r = Ri) = fe − 1, 5PR
3
e
R3e −R3i
(VI.1)
Variables ale´atoires Loi Moyenne E´cart-type
P (MPa) Lognormale 130 8
Ri (mm) Lognormale 50 2, 5
Re (mm) Lognormale 100 5
fe (N) Lognormale 300 20
Tab. VI.1 [Sphe`re sous pression] Description des variables ale´atoires.
Les re´sultats fiabilistes
Les re´sultats obtenus par diffe´rentes me´thodes sont pre´sente´s dans le tableau VI.2.
La technique 2SMART donne des re´sultats comparables aux me´thodes de simulation,
tout en e´tant plus performante en terme d’appels a` l’e´tat-limite. Sur cet exemple,
l’approximation FORM est satisfaisante, et e´tant donne´ le faible nombre de variables,
cette approximation au premier ordre reste la plus efficace.
La figure VI.2 montre le suivi de la probabilite´ de de´faillance e´value´e par Monte-
Carlo sur le se´parateur SVM, en fonction des ite´rations de l’apprentissage. L’e´valua-
tion FORM sur le se´parateur SVM est e´galement pre´sente´e. Une rapide stabilisation
des diffe´rents crite`res mesure´s est obtenue.
Les re´sultats montrent que l’approximation de l’e´tat-limite par une surface SVM
est suffisamment pre´cise globalement, pour l’e´valuation de la probabilite´ de de´faillance
par simulation ; mais e´galement localement, pour la convergence de l’e´valuation du
point de de´faillance par FORM.
MC FORM SORM SS(AB) SMART
N appels 106 20 30 30000 120
Pf (10−3) 1, 28 1, 13 1, 32 1, 26 1, 30
β 3, 015 3, 055 3, 007 3, 021 3, 012
cv 0, 28 − − 0, 07 0, 26
Tab. VI.2 [Sphe`re sous pression] Re´sultats du calcul fiabiliste.
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Fig. VI.2 Cette figure repre´sente la convergence de la me´thode FORM applique´e
sur le se´parateur SVM au cours de l’apprentissage de l’e´tat-limite pour la sphe`re sous
pression. Ces courbes de´crivent : l’e´volution de la probabilite´ de de´faillance e´value´e
par Monte-Carlo en 1. et par FORM en 2 ; la courbe 3. repre´sente l’e´volution du point
de conception et la courbe 4. l’indice de fiabilite´ e´value´ par FORM. La stabilite´ des
mesures en probabilite´ de de´faillance, et meˆme par rapport au point de de´faillance,
montre une pre´cision satisfaisante de l’e´tat-limite au voisinage de la zone du point
de de´faillance le plus probable.
Les re´sultats en sensibilite´
Utilisons cet exemple pour ve´rifier les re´sultats en sensibilite´ (indices de So-
bol’) calcule´s par simulation sur le mode`le SVM obtenu par re´gression sur une base
construite par un plan de type carre´ latin.
La figure VI.3 pre´sente les re´sultats obtenus et leur e´volution en fonction de la
dimension de la base de donne´es utilise´e. Sur ce cas tre`s simple, 30 points suffisent
a` de´terminer les indices de Sobol’ de manie`re satisfaisante. La figure VI.4 pre´sente
les sensibilite´s FORM. La hie´rarchie des variables est respecte´e entre les sensibilite´s
mesure´es par une analyse de la variance et la sensibilite´ a` la fiabilite´.
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Fig. VI.3 Les indices de Sobol’ sont calcule´s par simulation re´alise´e sur le re´sultat
de la re´gression SVM. La base d’apprentissage est un plan ale´atoire de type carre´
latin de taille croissante permettant de ve´rifier la convergence du calcul.
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Fig. VI.4 Les sensibilite´s pre´sente´es ici sont e´value´es par FORM. La hie´rarchie
des variables est e´quivalent a` celle obtenue par les indices de Sobol’. Pour le cas
de la sphe`re sous pression, l’importance des variables dans la variance de G est
comparable a` l’importance des variables dans la fiabilite´.
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VI.2.2 Un treillis
Le treillis pre´sente´ section V.4.5 est repris pour un calcul de fiabilite´. Rappelons
que l’exemple est de´fini par 10 variables ale´atoires, que l’e´tat-limite est de´fini par
un de´placement de´passant un seuil donne´e, et que ce de´placement est e´value´ par
e´le´ments finis.
Les re´sultats fiabilistes
MC FORM SORM SS(AB) 2SMART
N appels 106 66 72 30000 140
Pf (10−3) 8, 75 5, 00 9, 08 9, 44 8, 75
β 2, 38 2, 57 2, 36 2, 35 2, 38
cv 0, 01 − − 0, 08 0, 07
Tab. VI.3 Re´sultats du calcul fiabiliste pour le cas du treillis.
Les re´sultats obtenus par diffe´rentes me´thodes sont compare´s dans le tableau
VI.3. Les approches par simulation de type subsets et le re´sultat par apprentissage
sont tre`s proches. Le de´calage entre la valeur de la probabilite´ de de´faillance FORM
et la valeur obtenue par simulation est due a` la courbure de l’e´tat-limite au niveau du
point de de´faillance le plus probable comme l’atteste la valeur de l’estimation SORM.
La figure VI.5 pre´sente 2 types d’intervalles autour de la valeur de la probabilite´
de de´faillance :
– un intervalle de confiance a` 90% compte tenu du nombre de simulations de
Monte-Carlo faites sur le se´parateur SVM pour l’e´valuation de la probabilite´
de de´faillance.
– un intervalle de´termine´ par simulation de Monte-Carlo sur les marges supe´rieure
et infe´rieure du se´parateur SVM.
Ces intervalles (figure VI.5) montrent que l’incertitude sur l’e´valuation de la proba-
bilite´ de de´faillance par Monte-Carlo (me´thode de re´fe´rence) est supe´rieure a` l’incer-
titude sur le se´parateur.
Des simulations re´alise´es sur les frontie`res infe´rieure et supe´rieure de l’e´tat-limite
encadrent le re´sultat en probabilite´ de de´faillance : celui-ci est inclus dans l’intervalle
de confiance de´fini par le niveau de probabilite´ estime´ et le nombre de simulations,
voir figure VI.5.
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Fig. VI.5 Cette figure pre´sente la convergence de l’e´valuation de la probabilite´
de de´faillance sur la formulation analytique de l’e´tat-limite. La simulation sur la
marge donne un intervalle infe´rieur a` celui que de´finit l’intervalle de confiance sur
la simulation de Monte-Carlo.
VI.2.3 Un oscillateur a` 2 degre´s de liberte´ primaire-secondaire
Description du proble`me
Fig. VI.6 Sche´ma de l’oscillateur a` 2 degre´s de liberte´ primaire-secondaire.
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Issu de la litte´rature, [DSDK90], cet autre exemple permet de mesurer la stabilite´
de la proce´dure propose´e, face a` un syste`me dont l’e´tat-limite est fortement courbe´
et donc dont la convergence FORM pose proble`me.
8 variables ale´atoires sont associe´es a` ce proble`me de dynamique. Leurs caracte´-
ristiques statistiques sont pre´cise´es dans le tableau VI.4.
La formule de l’e´tat-limite est la suivante :
G(X) = Fs − 3ks
√
pi
S0
4ζsω3s
ζaζs
ζpζs(4ζ2a + θ2) + γζ2a
(ζpω3p + ζsω3s)ωp
4ζaω4a
(VI.2)
ou` :
ωp =
√
kp
mp
et ωs =
√
ks
ms
γ = ms
mp
ωa =
1
2(ωp + ωs)
ζa =
1
2(ζp + ζs)
θ = 1
ωa
(ωp − ωs)
(VI.3)
Variables ale´atoires Loi Moyenne CV
mp Lognormale 1, 5 10%
ms Lognormale 0, 01 10%
kp Lognormale 1 20%
ks Lognormale 0, 01 20%
ζp Lognormale 0, 05 40%
ζs Lognormale 0, 02 50%
Fs Lognormale 15 10%
S0 Lognormale 100 10%
Tab. VI.4 Variables ale´atoires pour l’oscillateur non-line´aire.
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Les re´sultats fiabilistes
MC FORM SS(AB) 2SMART
N appels 106 2600 30000 700
Pf (10−3) 4, 81 21, 8 9, 44 5, 30
β 2, 589 2, 016 2, 3480 2, 555
cv 0, 02 − 0, 08 0, 02
Tab. VI.5 Re´sultats du calcul fiabiliste pour l’oscillateur non-line´aire.
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Fig. VI.7 Cette figure pre´sente la convergence de l’e´valuation de la probabilite´
de de´faillance sur la formulation analytique de l’e´tat-limite. La simulation sur la
marge donne un intervalle infe´rieur a` celui que de´finit la confiance sur la simulation
de Monte-Carlo.
La valeur de la probabilite´ de de´faillance obtenue par 2SMART est tre`s satis-
faisante compare´e aux valeurs mesure´es par subsets. Le nombre de calculs diminue
de manie`re drastique par rapport aux me´thodes de simulations. L’algorithme FORM
converge difficilement sur ce proble`me pour des probabilite´s de de´faillance tre`s faibles.
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E´valuation des indices de Sobol’
Les points d’apprentissage du premier plan d’expe´riences ale´atoires permettent le
calcul des indices de Sobol’ sur la surface en re´gression (environ 100 points d’appren-
tissage). Les re´sultats sont pre´sente´s en figure VI.8. On remarque peu de diffe´rences
entre les indices du premier ordre et le indices totaux. Les indices du deuxie`me ordre
sont ne´gligeables par rapport aux indices du premier ordre.
L’intervalle de confiance obtenu par resampling sur la base d’apprentissage montre
que les valeurs obtenues sont acceptables. La hie´rarchisation des variables par leur
influence sur la variabilite´ de l’e´tat-limite est possible par re´gression sur la base
d’apprentissage de l’algorithme utilise´ pour l’e´tude de fiabilite´.
La figure VI.9 pre´sente les indices de sensibilite´s obtenus par FORM. Des diffe´-
rences apparaissent entre les sensibilite´s ge´ne´ralise´es de Sobol’ et les sensibilite´s a` la
de´faillance FORM, qui sont des indices de sensibilite´ locale.
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Fig. VI.8 Cette figure pre´sente les indices de Sobol’ e´value´s par simulation sur
une surface en re´gression calcule´e sur les points d’apprentissage du premier plan.
L’utilisation du resampling nous permet de de´finir un intervalle de confiance sur les
indices de Sobol’.
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Fig. VI.9 Les sensibilite´s pre´sente´es ici sont e´value´es par FORM.
Influence de la valeur du seuil
FORM MC SS(AB) 2SMART
(100 calculs) (500 calculs) (50 calculs)
Pf Pf Pf Pf
(N appels) (N appels/cv %) (N appels/cv %) (N appels/cv %)
9.70 · 10−2 3.71 · 10−2 3.71 · 10−2 3.69 · 10−2
(234) (27000 / 3.2) ( 2× 3.105 / 3.2) (2× 300 / 2.1)
2.19 · 10−2 4.79 · 10−3 4.78 · 10−3 4.78 · 10−3
(1179) (200000 / 2.9) (3× 3.105 / 1.2) (3× 300 / 3.4)
2.72 · 10−3 4.22 · 10−4 4.23 · 10−4 4.18 · 10−4
(3099) (2300000 / 3.1) (4× 3.105 / 1.9) (4× 300 / 5.6)
div. - 4.42 · 10−5 4.42 · 10−5
(5× 3.105 / 2.5) (5× 300 / 6.8)
div. - 3.78 · 10−7 3.66 · 10−7
(7 × 3.105 / 4.0) (7 × 300 / 9.6)
Tab. VI.6 Re´sultats du calcul fiabiliste pour l’oscillateur non-line´aire avec varia-
tion du seuil de re´sistance.
Une variation du seuil Fs a permis de tester notre me´thode sur des probabilite´s
de de´faillance plus faibles. La stabilite´ de la solution a e´galement e´te´ teste´e par une
se´rie de 50 lancements de la me´thode 2SMART. Cette e´tude a permis de montrer que
sur ce cas non trivial, aucun biais n’a e´te´ de´tecte´ (cf. tableau VI.6).
Le couˆt de calcul par rapport au coefficient de variation obtenu est compare´ pour
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Fig. VI.10 E´volution du coefficient de variation sur la probabilite´ de de´faillance
en fonction du nombre de simulations par pas. Les 3 courbes correspondent au co-
efficient de variation obtenue par la me´thode SS(AB) : l’intervalle est obtenu par
la technique de´crite dans III.6.1 et on afficeh au milieu la valeur calcule´e avec 50
re´alisations. Le point correspond a` la valeur obtenue par 50 re´alisations de la me´-
thode 2SMART. L’ide´e est de montrer le gain en coefficient de variation a` nombre
de simulations e´quivalent ou le gain en performance a` coefficients de variation e´qui-
valents.
la me´thode 2SMART et la me´thode des subsets sur le cas de l’oscillateur et pour
diffe´rents seuils de probabilite´, (cf. figure VI.10). Cette figure permet de montrer le
gain en performance : soit par rapport au coefficient de variation a` nombre de calculs
donne´, soit par rapport au nombre de calculs a` coefficient de variation donne´.
VI.2.4 Discussion
Ces premiers exemples de la me´canique permettent de valider l’approche du cou-
plage des simulations avec l’apprentissage statistique, et en particulier la classifica-
tion, pour la construction des frontie`res. La re´gression par les SVM est utile pour le
calcul des indices de Sobol’ et la hie´rarchisation des variables. Dans la majorite´ des
cas, la re´gression sur la base construite pour la fiabilite´ suffit au calcul des sensibilite´s.
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VI.3 Plaque troue´e
VI.3.1 Description du mode`le me´canique
Fig. VI.11 Discre´tisation par e´le´ments finis de la plaque troue´e. La syme´trie est
prise en compte.
Une charge uniforme P est applique´e sur l’extre´mite´ de la plaque repre´sente´e
sur la figure VI.11. Le mate´riau est conside´re´ dans ce cas e´lastique line´aire avec un
coefficient de Poisson d’une valeur de ν = 0, 3. Le module de Young est assimile´ a` un
champ ale´atoire lognormal de moyenne M = 200 GPa et d’e´cart-type S = 50 GPa.
(L’exemple cite´ utilise un champ normal, mais le champ lognormal permet d’e´viter
le cas de re´alisations ne´gatives). La fonction de corre´lation est de´finie comme suit :
ρ = exp(−(∆
b
)2) (VI.4)
ou` ∆ est la distance entre 2 points de la plaque et b = 2 cm est la longueur de cor-
re´lation. Le champ ale´atoire est discre´tise´ par le maillage par e´le´ments finis pre´sente´
sur la figure VI.11 et la me´thode EOLE, [SDK00]. Pour cette me´thode, il faut qu’il
y ait ade´quation entre le maillage EF et la longueur de corre´lation (un facteur 5 est
pris ici). 20 variables ale´atoires sont utilise´es pour la repre´sentation du champ avec
une pre´cision suffisante. La fonction d’e´tat-limite est de´finie par la formule suivante :
G(X) = θ − u(X) (VI.5)
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ou` le vecteur X est compose´ des variables ale´atoires de´finissant le champ E, u(X)
est le de´placement dans la direction x1 au point A et θ = 0, 19 cm est le de´placement
limite.
La figure VI.12 repre´sente une re´alisation du champ ale´atoire E.
Fig. VI.12 Re´alisation du champ ale´atoire E.
VI.3.2 Re´sultats du calcul fiabiliste
Les re´sultats pre´sente´s dans le tableau VI.7 sont obtenus par diffe´rentes me´thodes
de fiabilite´.
Pour ce mode`le de taille relativement importante, la me´thode 2SMART donne
des re´sultats comparables aux re´sultats de simulation pour un nombre d’appels a`
l’e´tat-limite de l’ordre de 500.
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MC FORM SS(AB) SS(AB) 2SMART
N appels 107 66 5000 50000 500
Pf (10−5) 1, 60 1, 01 2, 51 1, 23 1, 60
β 4, 16 4, 26 4, 05 4, 22 4, 16
cv 0, 25 - 0, 34 0, 12 0, 03
Tab. VI.7 Re´sultats de fiabilite´ pour le mode`le de la plaque troue´e en traction.
Le module de Young E est ici de´fini par un champ lognormal.
VI.3.3 Plaque a` 8 trous
Le concept pre´ce´dent de la plaque troue´e est conserve´, mais le mode`le me´canique
conside´re´ est plus complexe. L’aspect syme´trie du champ, physiquement non repre´-
sentatif mais simplificateur du calcul, est maintenant abandonne´. La discre´tisation
par e´le´ments finis du mode`le retenu est pre´sente´e figure VI.13.
Fig. VI.13 Mode`le e´le´ments finis de la plaque a` 8 trous.
Comme pre´ce´demment, le module de Young est de´fini par un champ ale´atoire
lognormal. L’e´tat-limite est de´fini par une limite de contrainte e´quivalente sur toute
la surface de la plaque. Cela permet d’obtenir de nombreux modes de de´faillance
et ainsi de ve´rifier le comportement de notre me´thode face aux aspects syste`me. Le
proble`me contient ici plusieurs points de de´faillance, de manie`re e´vidente. L’e´tat-
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limite est de´fini par la fonction suivante :
G(X) = σlimite −max(σV onMises) (VI.6)
ou`, σlimite = 450 MPa est la contrainte limite et max(σV onMises) est la valeur maxi-
male de la contrainte de Von Mises, aux nœuds, sur l’ensemble de la plaque.
Re´sultats du calcul fiabiliste
La probabilite´ de de´faillance est e´value´e par diffe´rentes me´thodes. Les re´sultats
obtenus sont collecte´s dans le tableau VI.8. Les re´sultats de l’analyse FORM, ne
prenant en compte qu’un seul mode de de´faillance, c’est-a`-dire un seul point de de´-
faillance, sont e´loigne´s du re´sultat de re´fe´rence, calcule´ par subsets. Une approche
multi-FORM a e´te´ teste´e. Quatre modes de de´faillance sont observe´s graˆce a` cette
technique. Ils sont repre´sente´s sur la figure VI.14.
FORM SS(AB) SS(AB) 2SMART
N appels 200 2000 20000 600
Pf (10−2) 0, 37 1, 44 1, 43 1, 38
β 2, 67 2, 18 2, 19 2, 21
Tab. VI.8 Re´sultats fiabilistes obtenus pour la plaque comple`te.
Fig. VI.14 Champ du module de Young E obtenus pour les diffe´rents points de
conception de´termine´s par l’approche multi-FORM.
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Discussion
Les re´sultats obtenus par notre proce´dure sur cette application montrent une
bonne repre´sentation du domaine de de´faillance par la surface SVM. La simulation
sur la frontie`re analytique donne un re´sultat pre´cis pour un nombre d’e´valuations de
l’e´tat-limite qui est de l’ordre de la me´thode FORM. L’apprentissage ne´cessite sur cet
exemple un nombre d’appels supe´rieur a` la me´thode FORM, mais 2SMART permet
ici de trouver la probabilite´ de de´faillance proche de la valeur de re´fe´rence, obtenue
ici par SS(AB)), contrairement a` FORM.
Pour cette dernie`re application, la convergence de la simulation de Monte-Carlo
sur la frontie`re SVM est pre´sente´e sur la figure VI.15. Un intervalle de confiance de
la simulation de Monte-Carlo est de´fini a` partir du coefficient de variation. La figure
montre e´galement la stabilite´ de la se´paration des domaines en donnant des re´sultats
de simulations re´alise´es sur chacun des deux coˆte´s de la marge.
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Fig. VI.15 Convergence de la me´thode SMART. L’intervalle de confiance sur la
marge est comparable a` l’intervalle de confiance sur le re´sultat des simulations de
Monte-Carlo.
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Fig. VI.16 Modes du champ pour la plaque comple`te. A` chaque variable ale´atoire
de´finissant le champ du module de Young est associe´ un mode du champ.
Fig. VI.17 Cette figure repre´sente les iso-valeurs associe´es a` chaque variable de´-
finissant le champ du module de Young.
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Analyse de sensibilite´
Une analyse de sensibilite´ est conduite sur le cas de la plaque comple`te. Il est
ne´cessaire de repre´senter physiquement la valeur des 20 variables ale´atoires. En fait,
en de´composant le champ par la me´thode EOLE, chaque variable est associe´e a` un
mode du champ ale´atoire. La figure VI.16 pre´sente le mode associe´ a` chacune des
variables, et la figure VI.17 la projection de ces modes sur la plaque troue´e e´tudie´e.
L’analyse de sensibilite´ va permettre de de´terminer le mode pre´ponde´rant dans
la de´faillance.
Les re´sultats obtenus par simulation sur la formulation analytique de la fonction
d’e´tat-limite par re´gression SVM sont pre´sente´s figure VI.18. Deux modes sont pre´-
ponde´rants dans la de´faillance : le mode 10 de manie`re e´vidente puis le mode 1. Le
mode 1 influence le module de Young au centre de la plaque. Le mode 10 influence
le module de Young e´galement au centre de la plaque mais de manie`re encore plus
localise´e sur les deux trous au centre.
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Fig. VI.18 L’e´volution des intervalles de confiance sur l’e´valuation des indices
de Sobol’ est pre´sente´e ici. Le mode 10 est pre´ponde´rant dans la variabilite´ de la
fonction de performance de´fini par le de´passement de la contrainte maximale dans
la plaque.
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Fig. VI.19 Les sensibilite´s pre´sente´es ici sont e´value´es par FORM.
En comparant ces deux modes pre´ponde´rants aux points de de´faillance obtenus
par l’analyse multi-FORM, nous obtenons une cohe´rence des approches en fiabilite´ et
en sensibilite´. Les indices de sensibilite´s FORM sont e´galement cohe´rents avec cette
analyse, cf. figure VI.19.
Il serait inte´ressant dans ce cas, afin d’e´viter l’utilisation de l’approche multi-
FORM, d’utiliser le clustering pour de´terminer les points de de´faillance a` partir des
simulations par subsets. En effet, les points obtenus lors du dernier pas de subsets
permettraient d’utiliser l’approche pre´sente´e par F.Perrin dans [PPS06] pour les si-
mulations directionnelles.
VI.4 Le projet PROSIR
PROSIR, ou Round Robins on Probabilistic Approach for Structural Integrity of
Reactor Pressure Vessel [PRO06].
Dans le cadre du comite´ de se´curite´ des installations nucle´aires de l’OCDE-NEA,
le groupe de travail sur l’inte´grite´ des composants et structures est en charge de
l’e´tude sur l’aˆge des composants et des structures des centrales nucle´aires.
Une des cle´s re´side dans l’e´tude des effets des radiations sur la cuve, dont un
sche´ma est propose´ en figure VI.20.
Les incertitudes prises en compte concernent les transitions thermiques, les pro-
prie´te´s mate´riaux, la distribution des de´fauts. L’approche de´terministe est tre`s conser-
vative mais couˆteuse et l’apport de l’approche probabiliste est examine´e.
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Fig. VI.20 Repre´sentation de la cuve e´tudie´e dans le projet PROSIR.
L’ensemble des donne´es du proble`me (donne´es cohe´rentes mais pas re´elles...) sont
fournies a` diffe´rentes unite´s de recherche publiques et prive´es pour comparer me´thodes
et re´sultats. Voici la liste des participants :
– NRC-ORNL, USA
– AREVA, Gmbh/Germany - ANP/France
– NRI, Czech
– KINS, Korea
– CEA, France
– JAEA, Japan
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– EDF, France
– DNV, Sweden
– IE-JRC, EC
– TECNATOM, Spain
Une premie`re phase du projet consiste a` comparer les re´sultats sur l’approche
de´terministe, puis dans une seconde phase une approche probabiliste est mise en
œuvre par les participants.
Ces donne´es e´tant devenues libres d’exploitation, nous proposons notre approche
pour re´soudre ce proble`me de fiabilite´. Deux points sont inte´ressants pour la vali-
dation en plus du simple fait que cette application soit industrielle. L’e´tat-limite est
conside´re´ comme complexe de par la pre´sence de points de conception multiples et les
niveaux de fiabilite´ sont tre`s importants, autrement dit, les probabilite´s de de´faillance
sont tre`s faibles.
VI.4.1 Description du mode`le me´canique
Il s’agit d’une e´tude thermo-me´canique de la re´sistance d’une cuve face a` un
choc thermique pressurise´ suite a` une injection d’eau de refroidissement. Le champ
thermique en question est repre´sente´ figure VI.21.
Le mode`le utilise´ est un mode`le unidimensionnel. Il s’agit de de´terminer la no-
civite´ d’un de´faut (elliptique, circonfe´rentiel ou longitudinal, figure VI.22) sous le
reveˆtement, en tenant compte de l’effet de l’irradiation sur les proprie´te´s a` rupture
des mate´riaux (me´tal de base et joint soude´).
Fig. VI.21 Repre´sentation d’un chargement thermique dans la cuve.
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Fig. VI.22 Repre´sentation du de´faut dans la cuve pour l’analyse des parame`tres.
Les variables utilise´es dans le mode`le stochastique du projet PROSIR sont de´crites
dans le tableau VI.9.
Variables ale´atoires Loi Moyenne E´cart-type
URTNDT Normale 0 1
UK1C Normale 0 1
A ( mm) De´terministe 12 −
C ( mm) De´terministe 72 −
Aˆge (anne´es) Parame`tre 10; 20; 40 ou 60 −
RTNDTINIT Normale −20 9
Cuivre Normale 0, 086 0, 01
Phosphore Normale 0, 0137 0, 001
Nickel Normale 0, 72 0, 05
Fluence Normale 0 1
Tab. VI.9 Variables ale´atoires pour le projet PROSIR.
VI.4.2 Re´sultats fiabilistes
Les tableaux VI.10 et VI.11 pre´sentent les re´sultats obtenus par diffe´rentes me´-
thodes de fiabilite´. La re´fe´rence conside´re´e est le re´sultat obtenu par subsets simula-
tions avec 2000 simulations par pas.
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Aˆge (anne´es) FORM SS(AB) 2SMART
10 N appels 200 10000 1500
Pf (10−5) 0, 98 1, 12 0, 92
β 4, 27 4, 24 4, 28
20 N appels 200 10000 1200
Pf (10−5) 5, 75 8, 67 5, 78
β 3, 86 3, 75 3, 86
40 N appels 200 8000 1200
Pf (10−4) 2, 38 2, 23 2, 04
β 3, 49 3, 51 3, 53
60 N appels 200 8000 1200
Pf (10−4) 6, 35 6, 05 5, 47
β 3, 22 3, 24 3, 27
Tab. VI.10 Re´sultats fiabilistes obtenus pour le projet PROSIR. Le de´faut est ici
de´terministe.
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Fig. VI.23 E´volution de la probabilite´ de de´faillance avec l’aˆge. Ces re´sultats sont
obtenus par diffe´rentes me´thodes pour la cuve avec un de´faut de´terministe.
Les diffe´rentes me´thodes employe´es donnent des re´sultats plus ou moins e´quiva-
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lents. La figure VI.23 pre´sente l’e´volution de la fiabilite´ en fonction de l’aˆge de la
cuve. Lorsque les caracte´ristiques du de´faut sont de´terministes, la me´thode FORM
est la plus performante sur ce calcul.
VI.4.3 Le de´faut ale´atoire
Le mode`le stochastique de´crit dans le tableau VI.9 contient une simplification
importante. La ge´ome´trie du de´faut est de´terministe. Pour plus de re´alisme, un ale´a
est apporte´ a` la description du de´faut. Les variables A et C sont probabilise´es, mais
restent lie´es : C = 6A.
La probabilite´ sur A est de´crite comme suit : P(A < x) = 1− exp(−689x) pour x < 8, 559 mmP(A < x) = 1− 0, 02 exp(−232x) pour 8, 559 mm ≤ x (VI.7)
La variabilite´ introduite dans le de´faut perturbe de manie`re importante la re´so-
lution et les re´sultats du calcul. La probabilite´ de de´faillance diminue ne´cessairement
puisqu’on ajoute de la variabilite´. Mais cet ale´a influence fortement la convergence
de la me´thode FORM, me´thode qui devient inutilisable dans ce cas.
Aˆge
(anne´es)
FORM SS(AB) SS(AB) 2SMART
10 N appels 200 16000 80000 4500
Pf (10−8) 4960 3, 36 1, 89 1, 96
β 3, 89 5, 40 5, 50 5, 49
20 N appels 200 16000 80000 4500
Pf (10−8) 170000 6, 66 8, 71 10, 23
β 2, 93 5, 27 5, 22 5, 20
40 N appels 200 14000 70000 4000
Pf (10−7) 111 4, 75 4, 15 4, 02
β 4, 24 4, 90 4, 93 4, 93
60 N appels 200 14000 70000 4000
Pf (10−7) 10600 6, 70 8, 47 10, 07
β 3, 07 4, 83 4, 79 4, 75
Tab. VI.11 Re´sultats fiabilistes obtenus pour le projet PROSIR avec le de´faut
ale´atoire.
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Fig. VI.24 E´volution de la probabilite´ de de´faillance avec l’aˆge. Ces re´sultats sont
obtenus par diffe´rentes me´thodes pour la cuve avec un de´faut ale´atoire.
VI.5 Conclusion
Ce dernier chapitre a permis l’illustration des me´thodes SMART et 2SMART sur
des cas issus de la me´canique. La re´gression SVM pour l’e´tude de la sensibilite´ des
variables d’entre´e a e´galement e´te´ teste´e. Ces deux approches, base´es sur l’appren-
tissage par les SVM, soit de la frontie`re par classification pour la fiabilite´, soit de la
fonction de performance pour la sensibilite´, ont montre´ une comple´mentarite´, et une
re´elle efficacite´.
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Prendre en compte l’incertain probabiliste en conception me´canique a conduitau de´veloppement de deux types d’analyses : d’une part l’analyse de fiabilite´qui recherche les conditions de la de´faillance en vue d’assurer un dimension-
nement optimal et d’autre part l’analyse de sensibilite´ qui recherche l’influence des
parame`tres pour une conception robuste.
Au-dela` des cas acade´miques, la mise en œuvre de telles analyses se heurte a` des
difficulte´s lie´es a` la complexite´ des calculs me´caniques et nume´riques cherchant a`
apporter une repre´sentation de plus en plus fine de la physique.
S’appuyant sur la longue expe´rience du partenariat entre l’IFMA, EdF et Phi-
me´ca et sur un acquis important du laboratoire, l’objectif de notre recherche visait a`
introduire les me´thodes de l’apprentissage statistique afin de construire des substituts
aux mode`les me´caniques, a` de´finir les conditions de mise en œuvre de ces me´thodes
et a` valider leur utilisation.
L’analyse de la litte´rature, visant a` faire le bilan des me´thodes existantes, a permis
de de´gager une piste de travail re´pondant a` nos objectifs : la substitution de l’e´tat-
limite. Cette voie semblait la plus efficace par rapport aux crite`res d’augmentation
du nombre de variables et de complexite´ des mode`les. De plus, la substitution de
l’e´tat-limite permet de conserver les me´thodes qui ont fait leurs preuves aujourd’hui :
les simulations ou les me´thodes analytiques. Ce type d’approche permet e´galement
de raisonner en terme de base de donne´es et de construire le mode`le de substitution
a` l’aide de diffe´rents outils conservant une approche totalement non intrusive par
rapport au mode`le nume´rique ou analytique de l’e´tude.
L’exigence de souplesse de l’approximation, ne´cessaire, a oriente´ notre travail
vers les outils de l’apprentissage statistique dont sont issus les me´thodes a` noyaux,
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les re´seaux de neurones et les machines a` vecteurs supports. Les SVM, dont l’inte´reˆt
pour la fiabilite´ a fait l’objet du livre de J.E. Hurtado [Hur04b], ont particulie`rement
retenu notre attention.
La the´orie des SVM vise a` une classification, ou une re´gression, optimale par
rapport a` un ensemble de points donne´s. Rien n’y est dit sur la strate´gie optimale
d’ajout de points qui a e´te´ l’un des objectifs de la the`se. Les de´veloppements SVM
sont essentiellement oriente´s vers le traitement de grandes bases de donne´es, mais
ils posse`dent aussi une forte capacite´ de ge´ne´ralisation. Cette dernie`re proprie´te´ est
particulie`rement attrayante pour traiter des proble`mes de fiabilite´ ou` la taille des
e´chantillons est tre`s faible.
Le cœur du travail de the`se a e´te´ de de´finir une strate´gie optimale de construction
de la base de donne´es pour de´crire l’e´tat-limite, c’est-a`-dire la frontie`re entre les
domaines de suˆrete´ et de de´faillance. En nous basant sur l’algorithme SVM pour la
construction d’un se´parateur, nous avons adapte´ une strate´gie d’apprentissage pour
la fiabilite´. Il s’agissait de minimiser le nombre de points d’apprentissage et le nombre
d’ite´rations du processus de construction du se´parateur optimal pour e´conomiser les
couˆts de calcul. Diffe´rents crite`res ont e´te´ cre´e´s a` partir des informations issues de
la marge et de son e´volution au cours des ite´rations afin de suivre le processus de
construction. Ces crite`res ont permis de proposer la me´thode SMART : Support vector
Margin Algorithm for Reliability esTimation. Elle permet de construire de manie`re
ite´rative l’e´tat-limite par la se´lection ale´atoire de points re´partis de manie`re homoge`ne
dans la marge et de points conside´re´s instables. Une simulation de Monte-Carlo sur
l’e´tat-limite analytique permet ensuite d’obtenir la probabilite´ de de´faillance.
Confronte´s a` un proble`me de se´lection de parame`tres au de´marrage de l’algo-
rithme, parame`tres lie´s a` la valeur de la probabilite´ de de´faillance finale (par exemple
le nombre de simulations ne´cessaires a` l’e´valuation de la probabilite´ de de´faillance),
nous avons propose´ de coupler SMART a` la me´thode des susbsets simulations. La
classification et l’apprentissage s’effectuent sur des densite´s conditionne´es, donc li-
mite´es dans l’espace et non plus sur l’espace complet de de´finition de la fonction de
performance. Ce couplage efficace est inte´gre´ dans la me´thode 2SMART : Subsets by
Support vector Margin Algorithm for Reliability esTimation.
Les approches propose´es ont e´te´ valide´es sur des cas tests de la litte´rature. Ces
e´tats-limites mathe´matiques ont l’avantage de pre´senter des difficulte´s rencontre´es
lors des e´tudes de fiabilite´ et donc de confronter les me´thodes propose´es a` la prise
en compte de la dimension, de la forme complexe de la fonction de performance et
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des points de conception multiples. La progression de l’apprentissage s’est ave´re´e
satisfaisante. Apre`s l’e´tude des cas tests, nous soulignons les points suivants :
– les points d’apprentissage se concentrent bien dans la marge et autour des zones
(et non de la zone) ou` la densite´ de probabilite´ est la plus forte ;
– les valeurs de la probabilite´ de de´faillance obtenues sont sans biais et la disper-
sion est relativement faible ;
– l’incertitude sur la marge est incluse dans l’intervalle de confiance obtenu par
l’e´valuation de la probabilite´ par simulation ;
– le cumul des approximations faites a` chaque pas des subsets ne pe´nalise pas la
valeur de la probabilite´ estime´e.
Les re´sultats satisfaisants obtenus sur l’analyse de fiabilite´, et l’utilisation de la
re´gression SVM a naturellement conduit notre curiosite´ vers l’analyse de sensibilite´.
En effet, le plan initial utilise´ dans 2SMART est un plan ale´atoire dans l’espace
standard. Ce type de plan est utilise´ pour la construction de surfaces de re´ponse.
Nous utilisons alors cette information pour en tirer des sensibilite´s globales de type
indices de Sobol’, sensibilite´s mesure´es par l’analyse de la variance. Associe´e a` une
me´thode de resampling, la souplesse de l’approximation de la fonction de performance
par SVM a donne´ des re´sultats satisfaisants.
Contrairement a` ce qui est fait pour la fiabilite´, le plan d’expe´riences n’est pas
optimise´ pour la re´gression. Le plan ale´atoire est satisfaisant mais il ne permet pas
de cre´er de manie`re ite´rative un plan spe´cialement conc¸u par rapport a` des crite`res
d’erreur. Un de´but de re´ponse est apporte´ par les sparse grid. Les points de la grille
sont ajoute´s en fonction des dimensions influentes ou celles dans lesquelles l’erreur
est la plus importante. Les premiers essais sont encourageants et me´riteront un ap-
profondissement.
Les me´thodes propose´es ont finalement e´te´ teste´es sur des applications de la me´-
canique. Elles ont e´te´ choisies pour les difficulte´s de re´solution qu’elles pre´sentent avec
les me´thodes classiques. Les approches propose´es, base´es sur l’utilisation des SVM en
fiabilite´ ou en sensibilite´, ont montre´ une efficacite´ certaine et une comple´mentarite´.
Ce travail ouvre des perspectives de plusieurs ordres.
En premier lieu, la validation de la me´thode 2SMART sur des cas re´els et en
nombre plus important doit eˆtre poursuivie. Ce travail pourra eˆtre re´alise´ par l’in-
te´gration des me´thodes de´veloppe´es dans le logiciel Phimeca Software et dans une
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contribution au projet ANR CISSSI.
En second lieu, la partie sensibilite´, aborde´e dans le chap V, ne´cessite d’eˆtre
approfondie. Il s’agit notamment d’optimiser la construction du plan d’expe´riences
en essayant d’adapter les nouvelles expe´riences aux dimensions importantes et aux
zones ou` l’erreur mesure´e ne´cessite une ame´lioration de l’approximation. Pour cette
partie analyse de sensibilite´, une phase de tests permettraient e´galement d’ame´liorer
les performances.
La recherche des points de conception n’a pas fait l’objet d’un travail dans cette
the`se, y compris dans la partie fiabilite´ puisque notre objectif e´tait le calcul de la
probabilite´ de de´faillance par simulations. Cependant cette information est tre`s utile.
L’utilisation de clustering pour leur de´termination apre`s des simulations ouvre une
voie. L’information sur les sensibilite´s locales est un comple´ment aux sensibilite´s
globales de type indices de Sobol’.
Enfin, ce travail nous a montre´ l’efficacite´ de croiser les compe´tences des diffe´rents
domaines (les SVM e´tant issus des mathe´matiques et e´tant largement utilise´s en vision
ou en ge´ne´tique...). L’une des perspectives sera donc de continuer un travail de veille
sur des outils qui font leurs preuves dans des domaines ou` nous avons a` apprendre,
pour les adapter a` nos objectifs.
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Annexe 1. Les me´thodes a` noyaux ou Kernel trick
Petite annexe sur les me´thodes a` noyaux, tre`s utilise´es en statistiques... Le Kernel
trick, traduit de Wikipedia [Wik06].
Utilise´ en the´orie de l’apprentissage, le Kernel Trick est une me´thode permettant
aise´ment de convertir un se´parateur non line´aire en un se´parateur line´aire, en pro-
jetant les observations ou points d’apprentissage de l’espace original vers un espace
de dimension supe´rieure non line´aire (feature space) tel que la classification line´aire
dans ce nouvel espace soit e´quivalente a` une classification non line´aire dans l’espace
original.
Ceci est rendu possible par l’utilisation du the´ore`me de Mercer : toute matrice
noyau semi-de´finie positive K(x, y) peut eˆtre exprime´e en un produit scalaire dans
un espace de grande dimension.
Plus spe´cifiquement, si les arguments du noyau K sont dans un espace mesurable
X et que le noyau K est semi-de´fini positive alors, c’est-a`-dire :∑
i,j
K(xi, xj)cicj ≥ 0 (A1.1)
alors, quelque soit l’ensemble fini x1, ..., xn de X et un ensemble fini de re´els c1, ..., cn,
il existe une fonction ϕ(x) dont l’espace d’arrive´e est un espace pre´-Hilbertien (espace
vectoriel muni d’un produit scalaire) de tre`s grande dimension, tel que :
K(x, y) = ϕ(x) ·ϕ(y) (A1.2)
Le kernel trick transforme tout algorithme de´pendant d’un produit scalaire entre 2
vecteurs. Si un produit scalaire est utilise´, il est remplace´ par la fonction noyau. Cet
algorithme non line´aire est e´quivalent a` un algorithme line´aire ope´rant dans l’espace
d’arrive´e de ϕ(x). Cependant, comme la fonction noyau K est utilise´e, la fonction ϕ
n’est jamais explicite´e. Ce qui est pre´fe´rable, puisque l’espace de dimension supe´rieure
peut-eˆtre un espace de dimension infinie (comme dans le cas ou` la fonction noyau est
gaussienne).
Le kernel trick a e´te´ publie´ historiquement par Aizerman et al. [AR64].
Cette technique est applique´e a` diffe´rents types d’algorithmes en statistique et
apprentissage :
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– re´seau de neurones : perceptrons ;
– Support Vector Machines ;
– analyse en composantes principales ;
– clustering.
La personne qui introduit le terme kernel trick est inconnue. Rappelons que le
mot ”‘trick”’ signifie ruse et que la me´thode constitue bien une ruse fonde´e sur la
de´finition d’un noyau pour contourner la difficulte´ de la classification non line´aire.
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Annexe 2. SQP : Sequential Quadratic Programming
Cette annexe est destine´e a` la pre´sentation de la re´solution d’un proble`me d’op-
timisation quadratique line´aire. Ce type d’optimisation correspond a` celle mise en
place pour l’obtention des parame`tres d’un SVM. L’optimisation la plus re´pandue
consiste a` utiliser le gradient pour se laisser conduire au point optimal recherche´.
Pour aller plus loin, la me´thode quadratique utilise l’information du second ordre,
en plus des gradients, pour ame´liorer la convergence. Cette me´thode est donc tre`s
adapte´e a` l’optimisation de fonction quadratique, ce qui est le cas pour les SVM.
Un proble`me d’optimisation quadratique
La forme ge´ne´rale
Un proble`me d’optimisation quadratique est une optimisation dont la fonction
objectif est quadratique (par rapport aux variables d’optimisation...) et les contraintes
sont line´aires, soit :
min
x
1
2x
THx+ gx (A2.3)
sous les contraintes :  Ax− b = 0Cx− d ≤ 0 (A2.4)
ou` H est une matrice syme´trique constante, A et C sont des matrices constantes et
g, b et d sont des vecteurs constants.
Re´solution du cas sans contrainte
La solution d’un proble`me QP sans contrainte avec H de´finie positive est e´vi-
dente :
x∗ = −H−1g (A2.5)
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Re´solution du cas avec contraintes d’e´galite´
La solution du proble`me dans le cas de contraintes d’e´galite´ du proble`me QP ou`
H est de´finie positive peut eˆtre obtenue en regardant le lagrangien associe´ :
L = 12x
THx+ gTx+ λT(Ax− b) (A2.6)
Le gradient de ce Lagrangien s’e´crit :
∇L = Hx+ g +ATλ = 0 (A2.7)
En associant cette dernie`re e´quation avec la contrainte e´galite´ Ax− b = 0, on obtient
un syste`me d’e´quations line´aires : H AT
A 0
 x
λ
 =
 −g
b
 (A2.8)
La solution est alors :  x∗ = −H−1(g +ATλ)λ∗ = −(AH−1AT)−1(b+AH−1g) (A2.9)
Re´solution du cas avec contraintes d’ine´galite´
Si le proble`me QP contient des contraintes d’ine´galite´s, alors l’algorithme a` mettre
en place va inte´grer un syste`me e´volutif dans lequel une se´rie de proble`mes avec des
contraintes d’e´galite´ vont eˆtre re´solues.
min
d
1
2(x+ d)
TH(x+ d) + g(x+ d) (A2.10)
sous les contraintes :
ai(x+ d)− b∗i = 0, i ∈Wk (A2.11)
ou` d est la direction de recherche. Wk contient toutes les contraintes e´galite´s et les
contraintes d’ine´galite´s actives pour le pas d’ite´ration en cours. Cet ensemble de
contraintes est mis a` jour a` chaque ite´ration selon un crite`re de´fini.
La me´thode SQP
L’e´criture ge´ne´rale d’un proble`me d’optimisation
Nous revenons a` un cas plus ge´ne´ral d’optimisation pour pre´senter une variante
de la me´thode SQP. La plupart des proble`mes d’optimisation sous contraintes non
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line´aires peuvent s’e´crire sous la forme suivante :
min
x
f(x) (A2.12)
sous les contraintes :  h(x) = 0g(x) ≤ 0 (A2.13)
ou` :
g : Rn → Rm et g : Rn → Rp (A2.14)
L’algorithme SQP
L’algorithme SQP est l’un des plus re´pandu pour re´soudre un proble`me d’opti-
misation sous contraintes non line´aires. Les conditions d’optimalite´ de Karush Kuhn
Tucker sont applique´es de manie`re ite´rative. Un sous-proble`me d’optimisation qua-
dratique est re´solu a` chaque ite´ration majeure, et la solution donne la direction de
recherche. Une optimisation line´aire est re´alise´ dans la direction de recherche. A`
chaque ite´ration majeure, le Hessien est mis a` jour par la me´thode BFGS.
Le proble`me QP re´solu a` chaque ite´ration est une approximation du proble`me
original ou` l’objectif est quadratique et les contraintes line´aires :
min
d
f(xk) +∇f(xk)Td+ 12d
T∇2L(xk)d (A2.15)
sous les contraintes :  gi(xk) +∇gi(xk)Td ≤ 0hi(xk) +∇hi(xk)Td = 0 (A2.16)
ou` le Lagrangien L est de´fini par l’expression :
L(x) = f(x) + λTg(x) + µTh(x) (A2.17)
λ e´tant le vecteur des coefficients de Lagrange pour l’optimisation et µ le vecteur des
coefficients des conditions de KKT.
A` la place de l’utilisation du Hessien du Lagrangien (trop couˆteuse), une approxi-
mation est utilise´e : ∇2L(x) est remplace´ par Hk qui est l’approximation BFGS du
Hessien.
Hk+1 = Hk +
qkq
T
k
qTk pk
− Hkpkp
T
kHk
pTkHkpk
(A2.18)
ou` :  pk = xk+1 − xkqk = ∇f(xk+1) + λT∇h(xk+1)− (∇f(xk) + λT∇h(xk)) (A2.19)
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La solution du sous proble`me QP permet d’obtenir une direction de recherche dk
et ainsi obtenir le point de l’ite´ration suivante :
xk+1 = xk + αdk (A2.20)
Il s’agit ensuite d’optimiser la valeur de α pour ame´liorer la convergence.
Les e´tapes de l’algorithme SQP
1. A` partir du point xk et de l’approximation du Hessien en cours Hk, le sous-
proble`me QP est re´solu pour obtenir une direction de recherche dk. La solution
du sous-proble`me nous donne une estimation des multiplicateurs λ et µ.
2. A` partir de la direction dk, le proble`me d’optimisation de la direction est re´solu.
Il permet l’obtention du point xk+1.
3. L’approximation du Hessien Hk+1 est mise a` jour a` partir de la formule BFGS.
4. Ve´rification du crite`re de convergence et retour a` l’e´tape 1 en cas de non conver-
gence.
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Annexe 3. L’apprentissage statistique sur le web
Cette annexe est destine´e a` re´pertorier les sites internet contenant e´norme´ment
d’informations et parfois des publications sur l’apprentissage statistique et en parti-
culier sur les SVM.
Vous y trouverez :
– des informations the´oriques ;
– des tutoriaux ;
– de l’information sur les logiciels ;
– des applications libres ;
– ...
SVM
http://www.isis.ecs.soton.ac.uk/resources/svminfo/
http://www.kernel-machines.org/
http://www.kernel-machines.org/
http://www.learning-with-kernels.org/
http://svms.org/
http://www.cs.cmu.edu/ schneide/tut5/node1.html
http://www.data-compression.com/vq.shtml
http://www.support-vector-machines.org/SVM soft.html
http://chopin.zet.agh.edu.pl/ wichtel/
http://www.kyb.tuebingen.mpg.de/bs/people/spider/
http://www.ai.mit.edu/courses/6.867-f04/lectures/
http://www.cs.wisc.edu/dmi/lsvm/
http://www.boosting.org/
http://www.data-compression.com/vq.shtml
http://asi.insa-rouen.fr/ arakotom/toolbox/index.html
http://www.telos-eu.com/qui sommes nous.php
http://obousquet.googlepages.com/mldmcompanies
http://obousquet.googlepages.com/
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http://eprints.pascal-network.org/view/subjects/LO.html
http://www.pertinence.com/about/pl.html
http://eric.univ-lyon2.fr/ ricco/cours/supports data mining.html
fiabilite´
FERUM www.ce.berkeley.edu/FERUM
http://bwk.kuleuven.be/ site belge... cas de validation...
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Re´sume´
La prise en compte de l’incertain dans les analyses me´caniques est une condition indispensable
pour un dimensionnement optimal et robuste des structures. Avec cet objectif les me´thodes de
couplage me´cano-ﬁabiliste doivent inte´grer les mode´lisations me´caniques de plus en plus complexes
(comportement non-line´aire, dynamique, fatigue, me´canique de la rupture, etc), complexite´ qui
rend les analyses de plus en plus exigeantes en temps de calcul.
La voie retenue dans la the`se consiste a` substituer au mode`le me´canique, un mode`le approche´
obtenu par apprentissage statistique. La mise en œuvre s’appuie sur la me´thode des Support Vector
Machines (SVM). Deux nouvelles me´thodes sont propose´es. SMART Support vector Margin
Algorithm for Reliability esTimation permet d’e´laborer de manie`re incre´mentale une base de
donne´es optimale pour l’apprentissage de la frontie`re entre suˆrete´ et de´faillance. En couplant
l’apprentissage avec la technique des subsets simulations, 2SMART Subset by Support vector
Margin Algorithm for Reliability esTimation prend en compte de faibles niveaux de probabilite´ et
un nombre relativement important de variables.
Les travaux ont e´te´ valide´s sur des cas tests issus de la litte´rature ainsi que sur des cas
me´caniques plus signiﬁcatifs issus de proble`mes industriels. Les re´sultats obtenus conﬁrment la
robustesse des me´thodes propose´es pour traiter les analyses de ﬁabilite´ et de sensibilite´.
Abstract
Uncertainties usually play an important role in structural engineering and their eﬀects need
to be evaluated for robustness and safety. Coupling mechanical and stochastic data models for
complex systems using a classical procedure may become prohibitive in terms of computer time.
This time increases as the probability of failure of interest decreases, and this is a major limitation
in using these methods for industrial applications. To overcome the computing time diﬃculty,
limit-state substitution is proposed.
J.E. Hurtado (Structural Reliability - Statistical Learning Perspectives) introduces Support
Vector Machine to reliability and applies their classiﬁcation properties to produce an eﬃcient
Monte-Carlo simulation. In SMART, we improved his algorithm to build the limit-state surrogate
for reliability application. By merging Support Vector Machine classiﬁcation into subset simulation,
we propose here a robust method for reliability analysis referred as 2SMART for Subset by Support
vector Margin Algorithm for Reliability esTimation.
The proposed methodology is detailed and its eﬃciency is illustrated through various examples,
from test cases for validation to structural mechanics applications.
