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RESUMO
São apresentados elementos da Teoria de Otimização para 
a síntese de mecanismos articulados planos de quatro barras, uti­
lizando-se uma notação uniforme para os cinco casos básicos da 
síntese: geração de trajetória, movimento coplanar, coordenação 
da trajetória, geração de função e coordenação angular.
Os procedimentos de programação não linear de Powell, 
Simplex e Flexplex são apresentados e, posteriormente, aplicados 
em quatro casos específicos: um mecanismo de alimentação da linha 
em uma máquina de costura, um mecanismo para movimentação do pro­
duto em uma linha de montagem, um mecanismo para confecção de ta­
petes e um mecanismo da cadeira para paraplégicos.
Os programas computacionais desenvolvidos e utilizados 
na solução dos vários problemas mostraram-se adequados ao proces­
so de síntese e são apresentados de forma resumida no trabalho.
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ABSTRACT
Elements of the Otimization Theory for four-bar linkage 
synthesis are presented, using a uniform notation for the five 
basic cases on synthesis, i.e., path generation, coplanar motion, 
path coordination, function generation and angular coordination.
The nonlinear programming procedures of Powell, Simplex 
and Flexplex are presented and then applied to four specific 
cases: a feeding mechanism for a stitching machine, a mechanism 
to feed parts in a production line, a mechanism for a knitting 
process and a mechanism of a chair for a disabled person.
The computer programs developed and utilized in several 
problems have shown to be suitable for the synthesis process and 
are presented in a short form in this work.
/
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a Coeficiente de reflexão
b Coeficiente de contração
c Coeficiente de expansão
E' Área entre a curva desejada e a gerada
E^ Erro entre os pontos da curva desejada e da gerada
E 2 Erro entre a posição angular desejada e a gerada, do
plano acoplador 
f(X),f(V) Função objetiva 
gj(X),gj(V) Restrições de desigualdade
Função penalidade de desigualdade 
hj(X),hj(V) Restrições de igualdade 
H(h,rj) Função penalidade de igualdade
Limite superior para L^
L^ Comprimento das barras do mecanismo
m Numero de restrições de igualdade
Limite inferior para L^ 
n Numero de parâmetros a serem otimizados
p Numero de restrições de desigualdade
S^ Direções de procura
T(V) Funcional de restrições
U(V,rj) Função objetiva modificada







Centroide dos pontos, excluindo aquele com o valor 
mãximo de f(V)
Ponto de erro mãximo 
V 0 Ponto de erro mínimoX/
Novo ponto 
Fator peso 
W 2 Fator peso
Coordenadas dos pontos da curva gerada 
Coordenadas dos pontos da curva desejada 
e Parâmetro utilizado na convergência do processo
iterativo
fkl - ~1 Critério de tolerancia no estagio k da busca do
mínimo
Posição angular, gerada do plano do acoplador 
Y? Posição angular, desejada do plano do acoplador
Posição angular da manivela do mecanismo gerado
t
0 ^  Posição angular da manivela do mecanismo desejado
©2  ^ Posição angular da barra acopladora do mecanismo
gerado
0^  Posição angular da barra acopladora do mecanismo
desejado
8 4  ^ Posição angular da barra de saída do mecanismo
gerado
0^  Posição angular da barra de saída do mecanismo
desej ado
C A P Í T U L O  I
INTRODUÇÃO
A teoria da síntese de mecanismos esta apoiada em três 
processos distintos a saber: síntese geométrica, síntese analíti­
ca e síntese numérica.
Os métodos geométricos e analíticos estão baseados no con 
ceito de pontos de precisão. Estes definem as características do 
movimento de um ponto situado no plano acoplador e podem apresen­
tar-se de modo finito, infinitesimal e até mesmo múltiplo, ou se 
ja, numa combinação de posições finitas e infinitesimais, como na 
Teoria das Posições Multiplamente Separadas, desenvolvida por Te- 
sar 0 L8[] .
As teorias já mencionadas permitem que sejam especifica 
dos, no mãximo, cinco pontos de precisão, que são, em geral, sufjl 
cientes para a especificação das características do movimento. P£ 
rém, a especificação dos pontos de precisão gera dificuldades ao 
projetista, pois diferentes combinações de pontos de precisão pro 
duzem mecanismos completamente diferentes, que apresentam caract£ 
rísticas de movimento intermediário distintas entre esses pontos.
Devido âs dificuldades geradas pela especificação dos pon 
tos de precisão, o método numérico torna-se uma alternativa atra­
ente ao projetista, pois se deixa de lado a fundamentação no pon­
to de precisãoe, em seu lugar, um número maior de pontos são espe­
cificados para definir a forma geral do movimento, mas sem a incô 
moda ênfase na exatidão. Desta forma, uma solução mais aceitável
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deverá aparecer com freqüência.
Nesta exposição serão utilizadas técnicas de programação 
não linear, que, ao lado de uma formulação adequada para a análi­
se do sistema físico (mecanismo), levam-nos a resultados expressi^ 
vos para os problemas da síntese de mecanismos planos de quatro 
barras, aqui abordados.
REVISÃO BIBLIOGRÁFICA
Fox e Willmert 15'J publicaram em 1967 um artigo no qual 
os mecanismos planos foram estudados usando síntese otima. RestrjL 
ções de desigualdade foram, pela primeira vez, consideradas em sín 
tese de mecanismos. Existiam as restrições impostas pelo prójeti^ 
ta sobre os parâmetros do mecanismo, táis como: comprimento de ba_r 
ras, posições dos pivôs, etc. A solução ê encontrada utilizando 
uma técnica iterativa, denominada Técnica Seqüencial de Minimiza- 
ção sem Restrições [3'J.
Em 1968, Tomas [191 também utilizou técnicas de programa 
ção não linear, procurando uma solução otimizada para o mecanismo 
de quatro barras.
Em 1971, Fox [6] apresentou uma solução para o problema 
de geração de função, utilizando mecanismos planos de quatro bar­
ras, nos quais impôs restrições referentes a ângulos de transmis­
são .
Suh e Mecklenburg [15J desenvolveram um método geral de 
síntese otima, baseado em matrizes de deslocamento, que são uti­
lizadas para formar as equações que compõem a função objetiva.
Em 1975, Zanini [20] elaborou sua tese de doutoramento, 
utilizando o método simplex de Nelder e Mead [l2], modificado pa­
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ra acomodar restrições, solucionando o problema do projeto de uin 
mecanismo alimentador de uma maquina de empacotar, bem como outros 
problemas básicos da síntese de mecanismos.
Suh e Radcliffe [16^, em 1978, apresentaram alguns exem­
plos de soluções para os problemas de geração de função e geração 
de trajetória, utilizando matrizes de deslocamento, juntamente com 
o método de Powell [133.
Na dissertação, ora apresentada, são utilizados os métodos 
Simplex, Powell e Flexplex para solucionar problemas práticos da 
síntese de mecanismos. Restrições são consideradas.
OBJETIVOS DA INVESTIGAÇÃO
A síntese de mecanismos, através de métodos de otimiza­
ção, preocupa-se com a determinação dos parâmetros definidores do 
mecanismo que levam a um erro global mínimo entre o movimento es­
pecificado e o gerado. Estes parâmetros são obtidos fazendo-se 
com que métodos de otimização atuem sobre a função erro, de tal 
forma, que um mínimo seja encontrado. Os parâmetros que definem 
este mínimo representam uma possível solução para o problema.
Neste trabalho procura-se, a partir de funções objetivas 
(função erro) elaboradas com o mesmo conjunto bãsico de especifi­
cações (a^ , 6  ^,7 ^} , utilizado por Tesar jjL8j e Zanini [20J , empre­
gar os métodos de programação não linear de Powell, Simplexe Flex 
plex para solucionar os problemas da síntese de mecanismos, de 
modo a desenvolver uma estrutura computacional, permitindo ao 
projetista da área de mecanismo solucionar os cinco probl£ 
mas básicos da síntese, ou seja, geração de trajetória, movimento 
coplanar, coordenação da trajetória, geração de função e coordena
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ção angular, aliviando sobremaneira as dificuldades geradas, quan 
do se especifica o movimento por meio de pontos de precisão.
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C A P Í T U L O  II
TEORIA DE OTIMIZAÇÃO APLICADA A 
SÍNTESE DE MECANISMOS
2.1. INTRODUÇÃO
A incômoda especificação dos pontos de precisão, na sín­
tese analítica, pode ser relaxada pela síntese aproximada através 
de métodos de otimização. Na otimização cai a fundamentação da sín 
tese de mecanismos no ponto de precisão, podendo, então, o proje­
tista exercer maior liberdade na especificação do problema. Se fôr 
um maior número de pontos utilizado na definição do problema, po­
derá resultar uma solução mais adequada, já que não irá existir a 
necessidade de o erro ser zero em todos os pontos de projeto, mas, 
sim,que o valor da soma dos quadrados dos erros, entre a solução 
gerada e a que fora especificada, seja um mínimo. O movimento ge­
rado tende, então, a aproximar-se o mais possível ao movimento e£ 
pecificado em toda a sua extensão. O que comanda o método são a 
função objetiva e as restrições de igualdade e desigualdade impo£ 
tas ao problema.
O problema de síntese de mecanismos é não linear, exigin 
do, portanto, a aplicação de técnicas de otimização não lineares. 
A não linearidade do problema implica na não existência de garan­
tia de que a otimização termine no extremo global da função. Isto 
é oportuno para o problema de síntese de mecanismos, pois suposi­
ções iniciais distintas podem levar a mínimos locais diversos.
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O projetista tem, assim, alternativas que permitirão acomodar 
com mais facilidade limitações como: comprimento de barras, 
ângulos de transmissão, etc... serão mais facilmente acomodadas.
2.2. O PROBLEMA DE PROGRAMAÇÃO NÃO LINEAR
O problema de programação não linear pode ser formalmente 
estabelecido como:
minimizar f(X) (1)
onde X = , X 2 , xn]t e 0 vetor de parâmetros do projeto,
submetidos a m restrições de igualdade lineares e/ou não lineares
e a (p-m) restrições de desigualdade lineares e/ou não lineares
gj (X) * 0 ; j = m+1, . . . , p (3)
Assim, se o vetor X* corresponde ao valor mínimo (õtimo) 
da função,
f(X*) = min f(X) ; X e R (4)
onde R ê o domínio determinado pelas restrições.
As restrições podem se apresentar de forma explícita e 
implícita. As explicitas referem-se diretamente ao valor das com­
ponentes do vetor X, enquanto que as implícitas surgem a partir
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da composição de funções que tem como variáveis independentes as 
componentes de X.
2.2.1. REPRESENTAÇÃO GEOMÉTRICA DO PROBLEMA DE 
PROGRAMAÇÃO NÃO LINEAR
A minimização de uma função de n variáveis pode ser visu 
alizada em uma hipersuperfície plotada em um sistema de (n+1 ) co­
ordenadas. Entretanto, não se pode visualizar um espaço n-dimen- 
sional, e sendo-se levado a restringir a representação geométrica do 
problema de programação não linear a um problema de duas variá­
veis, com a função objetiva plotada como a terceira coordenada no 
espaço tri-dimensional, como mostrado na figura 2.1. A representa 
ção gráfica mais conveniente de f(X) ê na forma de contornos com 
valores constantes para f(X) plotados no plano base com coordena­
das Xj e x^.
As restrições de desigualdade definem a fronteira entre 
uma.região possível e uma não possível. Cada desigualdade forma um 
lado de um polígono fechado que limita a região possível como mos 
trado na figura 2 .1 . 0 numero de restrições de desigualdades não 
ê limitado por qualquer numero específico, e uma ou mais restrições 
podem ser redundantes, como indicado por g^(X) na figura 2 .1 .
Uma restrição de igualdade define uma curva particular no 
plano base. O mínimo restrito tem que satisfazer à relação funcio 
nal definida pela curva. Portanto, na presença de uma restrição de 
igualdade, o mínimo tem que estar em algum lugar na linha defini­
da pela restrição de igualdade. Cada restrição de igualdade reduz 
o numero de graus de liberdade de um, e o número máximo de restrji 
ções de igualdade tem que ser sempre menor do que o número de va-
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FIGURA 2.1 - Representação geométrica do 
problema de otimização em duas dimensões
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riãveis envolvidas no processo de otimização.
2.3. OTIMIZAÇÃO E O PROBLEMA REAL
Na otimização de um processo real apresentam-se dois gru 
pos de restrições. 0 primeiro diz respeito às relações funcionais 
que devem ser levadas em consideração para que o problema seja f.i 
sicamente possível. Este grupo compreende as restrições de igual_ 
dade. 0 segundo incorpora limites existentes nos parâmetros que 
garantem sua compatibilidade física com o processo, bem como as 
restrições externas impostas ao problema pelo projetista, e com 
preende as restrições de desigualdade.
Relacionando o processo de otimização ao problema de sín 
tese de mecanismos articulados, ê necessário que se minimize
f(V) ; V e En (5)
onde V é um vetor composto por parâmetros, tais como: comprimento 
das barras do mecanismo, ângulos que determinam a geometria do me 
canismo, posicionamento dos pivôs fixos, etc... A função f(V) es­
tá submetida a m restrições de igualdade, representadas pelas equa 
ções que descrevem o mecanismo (ver figura 2 .2)
l2 cos e2j + l3 cos e3j - l4 cos e4j - l-^ = o
L 2 sen 02j + Lj sen 03  ^ - L4 sen 04  ^ = 0 (6)
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Xj - X q - L>2 c o s  (<71 + 02j^ “ R cos (a i + or2 + ®3j) = 0
Yj - Yq - sen Ccr^©2J R sen a^l + cf2 + 0 3j^ =  ^ ’
isto é, hjCV) = 0 •  •  •  9 m
e Cp-m) restrições de desigualdade divididas em dois grupos. Ura 
grupo garante a compatibilidade física do processo
onde representa o comprimento das barras do mecanismo articula 
do. O outro grupo compreende as restrições impostas pelo projeti_s 
ta, tais como: valor máximo e mínimo do ângulo de transmissão, t_i 
po de mecanismo, como sejam, manivela balancim, dupla manivela, ou du 
pio balancim, e restrições sobre as dimensões finais do mecanismo
onde e são, respectivamente, os limites inferior e superior 
para L^. Todas estas restrições podem ser resumidas por
(7)
( 8)
As equações de (.5) a (8) representam totalmente o proble 
ma de síntese de mecanismos.
FIGURA 2.2 - Configuraçao geral para os 
mecanismos articulados
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2.4. A FUNÇÃO OBJETIVA
Conforme mencionado na seção 2.1, a função objetiva deve 
representar a soma dos quadrados do erro entre o que se deseja ob 
ter e o que ê obtido. Para tal, foi utilizado o critério dos mínimos 
quadrados, que juntamente com os três parâmetros do movimento 
ai ’ 3i e fornece as expressões matemáticas que,combinadas,com 
põem a função objetiva para cada um dos cinco problemas básicos da 
síntese de mecanismos articulados de quatro barras. Os parâmetros 
«i e 3  ^ são as coordenadas da trajetória traçada por um ponto do 
plano acoplador e as posições angulares deste plano nas posi­
ções i (ver figura 2.3).
0 erro entre os pontos que definem as posições desejadas 
e geradas, do plano do acoplador ê expresso por
E 1  =
m
(ai-ai.) 2 + (3-“Bi) 2= T Wl. 
i-1 1 -
(9)
onde (ou,8 )^ sao os pontos desejados e (a^,B^) sao aqueles gera­
dos pelo mecanismo. Wl^ ê um fator peso aplicado a cada posição i 
e é uin numero positivo.
0 erro correspondente â posição angular do plano do aco­
plador pode ser similarmente expresso como
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m -1
E? = l W2i C ^ y ^ - A y J 2 (10)L i=l 1 1 1
X  x  ^
onde Ay^ = Y^+j_ - Yj_ sao os deslocamentos angulares desejados
Ay. = y. , - y. i í+l ' i
os deslocamentos angulares reais do plano do acoplador do mecani^ 
mo gerado. W 2  ^ ê outro fator peso.
Os fatores peso Wl^ e W 2  ^ são incluidos na avaliação do 
erro, para que, caso seja necessário obter uma geração mais prec_i 
sa de certas partes da curva do acoplador, se possa aumentar arti_ 
ficialmente o erro, conseguindo-se assim que o método de otimiza­
ção atue de forma mais eficiente nas partes referidas acima. Con­
tudo, o restante da curva é sacrificado e torna-se necessário 
usar de precaução na escolha dos pontos em que deverão ser aplica 
dos os fatores peso.
Deve-se observar que nos problemas onde não haja necessi^ 
dade do mecanismo descrever pontos com medidas específicas, o nu­
mero de pontos na curva gerada ê tomado em um número maior do que 
os especificados, sendo por isso necessária uma seleção de pontos 
gerados, para que, quando da avaliação do erro, se tenha o mesmo 
numero de pontos nas duas curvas. No Apêndice II ê apresentado um 
método de seleção de pontos proposto por Zanini |j20l .
FIGURA 2.3 - Parâmetros do movimento (a., 3- e y .)v i i i
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2.5. OS CINCO PROBLEMAS BÁSICOS EM SÍNTESE DE MECANISMOS
2.5.1. GERAÇÃO DE TRAJETÓRIA
O problema de geração de trajetória, como mostrado na fi 
gura 2.4, tem o objetivo de guiar um ponto ao longo de uma curva 
específica. 0 movimento do ponto é, então, perfeitamente especifi^ 
cado pelo conjunto de parâmetros e , com i = 1 , ..., m, onde 
m representa o número de posições utilizadas para especificar a
onde E^ ê dado pela equação (9)•
Uma outra forma de avaliar a função objetivaê considerar
curva.
Neste caso, a função objetiva é dada por
f(V) = B 1 (11)




FIGURA 2.4 - Problema de geração de trajetória
X
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onde q ê o número de ãreas contidas entre a curva desejada e a ge 
rada, ê a superfície cercada e dA, um elemento de ãrea da su­
perfície S^, como mostrado na figura 2.5. Uma avaliação aproxima­
da para o valor da ãrea pode ser determinada, conforme o estabele 
eido na figura 2.6. A ãrea do triângulo ABD é dada por
1
2
onde (a! + 1 -aj).x£ + ( 3 ^ - 3 ^  x m







Da mesma forma, chega-se â ãrea do triângulo BCD.
’BCD
1
2 (ai + l ai+iHBi-Bi+i) “ (ai + i ai ^ ei+l"ei+l^
(14)
Portanto, a área do quadrilátero será
SABCD SABD + SBCD
Se (a•,B •) for um ponto de precisão a--a- = 0 e B*-B- =0, 
J J F K 3 3 3 3
para este caso, a ãrea a ser considerada ê a do triângulo com vér
Y 18
X
FIGURA 2.5 - Aproximação para a ãrea entre as curvas 
gerada e desejada
FIGURA 2.6 - Quadrilátero formado por pontos das curvas 
gerada e desejada
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tices (a? , ß p  ; (aí + 1 .ßj+1) e ^aj + l ’ßj + l^ e a eciuaÇão (15) fornece
Sj 2
(15)
A área total, ou seja, o erro serã dado por
m




0 problema de movimento coplanar, como mostrado na figu­
ra 2.7, tem o objetivo de guiar um plano através de posições pré- 
-estabelecidas. A especificação do problema é feita através dos 
parâmetros de movimento (a^ßjj e •
A função objetiva ê dada por
f(V) = B 1 + E2 (17)
onde E^ e E2 são dados pelas equações (9) e (10), respectivamente, 
A diferença entre este problema e o de geração de traje­
tória reside no fato de que os deslocamentos angulares do plano 
do acoplador são levados em consideração na determinação do erro.
2.5.3. COORDENAÇÃO DA TRAJETÕRIA
Este problema é representado na figura 2.8. 0 objetivo ê 
o de correlacionar as posições angulares da manivela com as posi­
ções de um ponto ao longo de uma curva.
20
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FIGURA 2 .7 - 0 problema de movimento coplanar
FIGURA 2.8-0 problema de coordenação de trajetória
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Duas abordagens distintas podem ser feitas na solução des 
te tipo de problema. A primeira, transforma o problema de coorde­
nação da trajetoria num de movimento coplanar, transferindo o mov_i 
mento da manivela para a barra acopladora. Obtido o mínimo, a co£ 
nação da trajetória ê utilizada para obter-se o mecanismo solução 
para o problema original. Na segunda, o problema ê solucionado di_ 
retamente, especificando-se 0? . em lugar de y.. Em ambos os casos,
 ^X X
a função objetiva ê dada por
f(V) = E 1 + E 2 (18)
2-5-4 * g e r a ç ã o de f u n ç ã o
A forma grafica do problema é mostrada na figura 2.9. Nejs 
te caso, somente o movimento angular ê de interesse. Portanto, a 
função objetiva ê dada por
f(V) = E 2 (19)
A especificação requer reformulação usando inversão ou
cognação angular para facilitar a especificação na forma da equa
ção (19) ou, alternativamente, por solução direta, substituindo 
04j no lugar de y^ na equação (1 0 ), [8],
2.5.5. COORDENAÇÃO ANGULAR DE DUAS BARRAS ADJACENTES
Este problema ê um caso particular de geração de função. 
A diferença, como mostrado na figura 2.10, ê que a relação angu-
22
FIGURA 2. 9- 0 problema de geração de função
Y
FIGURA 2.10 - Coordenação angular entre duas barras 
adjacentes
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lar ê agora entre 
milar ao problema 
vimento angular e
a manivela e a barra acopladora. De maneira 
de geração de função, o interesse reside no 




Os ângulos 0 ,. são relacionados diretamente com y., con-J J. X
siderando o plano movei colocado no ponto A.
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C A P í T U L .0 III
A APLICAÇÃO DO SIMPLEX NA SÍNTESE 
DE MECANISMOS
3.1. INTRODUÇÃO
No desenvolvimento da teoria de otimização aplicada â 
síntese de mecanismos, o método Simplex desempenha papel de desta 
que, pois sua utilização tem sido explorada com sucesso, tornando 
-se, assim, um ponto de partida para o estudo e aplicação de novos 
métodos de programação não linear na solução dos problemas de sín 
tese.
No decorrer dos anos, o método tem sido aperfeiçoado, e 
uma metodologia própria de abordagem dos problemas de síntese tem 
sido desenvolvida, melhorando, assim, a eficiência do método, e 
ainda, tornando simples a utilização de novos métodos na solução 
dos problemas de síntese de mecanismos.
Neste Capítulo serã feito um estudo do método Simplex, co 
mo originalmente proposto, e ainda serão apresentadas as modifica 
ções introduzidas e seus reflexos no comportamento do método na 
solução dos problemas.
3.2. 0 MfíTODO SIMPLEX
0 método foi proposto por Nelder e Mead [12] e é uma ex­
tensão do método de Spendley, Hext e Himsworth [l4~] . Este método
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minimiza uma função de n variãveis independentes, usando (n+1) ver 
tices de um poliedro no espaço n-dimensional. Cada vértice ê defi. 
nido por um vetor V, que é composto pelos parâmetros definidores 
de f(V). 0 vértice do poliedro que produz o maior valor de f(V) é 
projetado através do centroide dos vértices restantes. Vértices 
que produzem valores inferiores da função objetiva são, então, en 
contrados e, substituindo, sucessivamente, os vértices que pro­
duzem os valores mais altos de f(V), até que o mínimo seja encon­
trado. 0 procedimento para encontrar um vértice, que produza um va 
lor menor de f(V), envolve quatro operações: reflexão, expansão, 
contração e redução.
A reflexão é definida por
V* = V + a(V - Vh) (21)
onde V* é o novo ponto refletido, V é o centroide dos pontos (ex­
cluindo aquele com o maior valor da função), V^ é o ponto de erro 
máximo e a é uma constante positiva denominada coeficiente de re­
flexão.
A expansão ocorre quando o valor da função objetiva para
o novo ponto V* ê menor do que aquele que leva o mínimo valor da 
função, é definida como
V** = V + c(V - V) (22)
onde V** é o ponto expandido e c é o coeficiente de expansão cujo 
valor é maior que 1 (um).
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Se, por outro lado, o ponto refletido V* produz um valor 
maior do que o segundo maior valor da função objetiva, a contração 
faz-se necessária e o ponto passa a ser definido por
V*** = V + b(Vh - V) (23)
onde V*** ê o ponto contraído e b o coeficiente de contração que 
assume valores entre 0 e 1 .
Para o caso em que o valor da função objetiva para o 
ponto contraído seja maior do que para o anterior, todos os 
vértices são então reduzidos e suas coordenadas redefinidas pe­
la expressão
vi = + ° ’5(vi + V  ; 1 = 1 * •••’ n + 1 (24)
onde representa o vértice com o menor valor da função objetiva 
e os novos vertices do poliedro contraído. As figuras 3.1, 3.2
e 3.3 ilustram as operações de reflexão, contração e expansão res. 
pectivamente, para um problema a duas variáveis.
Nelder e Mead recomendam que os valores dos coeficientes 
de reflexão, contração e expansão sejam a = l , b = 0 , 5  e c = 2 . 
Por outro lado, o critério utilizado para terminar a procura do 
mínimo consistia em determinar se
1 "Í1 r r 1/2
n+T l  [ f ( Vi )  - f ( v ) ]1 i=l
FIGURA 3.3 - Expansao no Simplex
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onde e é um número pequeno arbitrário e f(V) é o valor da função 




í , L  - vhL  i = 1
(26)
0 poliedro inicial ê constituído pelo ponto tomado como 
hipótese inicial e os seguintes pontos adicionais
Vi = V1 * DVj , i  : i = 2, 3, ,






DV, . DV~ . 





















onde p e q são dados pelas expressões
p = — ( Æ + T  + n - 1) 
n/2^
(28)
q = C/n+T - 1) (29)
n /2
sendo t o tamanho do lado do poliedro.
3.3. MODIFICAÇÕES DO MÉTODO PARA A APLICAÇÃO EM SÍNTESE
Algumas modificações foram introduzidas no método de Ne^ L 
der e Mead para que este, quando aplicado na solução de problemas 
de síntese, apresentasse um bom rendimento. Estas modificações in 
troduzidas referem-se a geração dos vértices do poliedro inicial, 
critério de convergência e aceitação de restrições impostas ao pro 
blema.
A forma escolhida para a geração dos n vértices restan­
tes do poliedro foi a mesma utilizada por M. J. Box [l] no método 
denominado Complex. Neste método, os vértices do poliedro são ge­
rados de forma que os parâmetros se enquadrem dentro dos limites 
permissíveis, através da expressão
Vi = M i + (Hi - Mi) sen2 AR ; i = 2, 3, ..., n+1 (30)
onde são os parâmetros a serem otimizados e AR é qualquer nüm£ 
ro aleatõrio.
O critério de convergência utilizado foi uma combinação 
de dois critérios bastante utilizados em programação não linear. 
Com esta combinação, a convergência somente é obtida quando a mes 
ma precisão relativa em um vetor V contendo os parâmetros a serem 
otimizados e f(V), a função objetiva, é atingida, isto é, quando 
as seguintes relações forem satisfeitas '
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30
f o V - f C V
f < V
(31)
onde f(V^) é o valor da função objetiva que corresponde ao vérti­
ce que atinge o erro máximo; f(V^), o que atinge o erro mínimo.
vh - v »
£ e (32)
onde corresponde a f (V^) e a fCV^).
Com referência ãs restrições do problema, modificações fo 
ram introduzidas para que as restrições físicas inerentes ao me­
canismo fossem incorporadas ao processo, bem como limitações de 
tamanho nos parâmetros a serem otimizados. As restrições físicas 
representadas pelo conjunto de equações (6 ) foram substituídas por 
uma única restrição de desigualdade, yepresentada por
(33)
onde D = P-^  + P2 - se refere à expressão
63 = 2 arc tg
+ p;
P2 + P4
apresentada no Apêndice III.
Quando, em algum ponto, a restrição acima é violada, fa£ 
-se a substituição deste ponto pelo obtido através da expressão
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VN = 0,25(3V + Vh) (34)
onde V ê a posição rejeitada que não satisfaz à restrição. Deta­
lhes a respeito da aplicação desta expressão na reflexão, expan­
são e contração do simplex podem ser encontrados no Apêndice IV.
Para a violação de restrições referente a limitações 
do tamanho dos parâmetros, duas expressões são utilizadas
= M i + (FL - M i) sen2 XR (35)
ou v i = H i - (Hi - M^) sen2 \R (36)
i = 1 , . . . , n
0 uso de uma ou outra expressão dependera exclusivamente 
de qual dos limites imposto â variãvel é violado. Para o caso em 
que a violação ocorra no limite inferior da variãvel, a equação 
(35) definira o ponto a ser adotado, caso contrario, será utiliza 
da a equação (36) .
3.4. REPERCUSSÕES DO NOVO MfiTODQ NA SOLUÇÃO DOS
PROBLEMAS DE SÍNTESE
Com a modificação introduzida no método Simplex, possib^ 
litando que problemas com restrições pudessem ser resolvidos, tor 
nou-se necessário que, de alguma forma, as suposições iniciais 
fossem geradas de modo a satisfazer as restrições impostas ao prò
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blema. Em consequência, foi utilizada a geração descrita na seção
3.3, pois, como se.pode observar pela equação (36), existe a ga­
rantia de que todos os parâmetros gerados se encontram dentro da 
faixa permissível, isto é, entre o limite inferior (M^) e o supe­
rior (H^) das variáveis a serem otimizadas, uma vez que, para quajL 
quer valor de XR
0 £ sen2 XR <: 1 => M. <: V. $ H.i i i
Por outro lado, enquanto o procedimento de geração pro­
posto por Nelder e Mead levava, em vãrios problemas, a uma degene 
ração do mecanismo, este procedimento tem fornecido bons resulta­
dos.
Uma forma mais criteriosa de convergência foi adotada, 
pois aquela proposta por Nelder e Mead não se adaptou ao problema 
de síntese, provocando uma terminação prematura da busca do mínimo. 
Portanto, a combinação de critérios apresentada na seção 3.3 foi 
necessária, uma vez que, usada somente a equação (31), o algorit­
mo pode terminar prematuramente num patamar plano da função obj£ 
tiva, como mostrado na figura 3.4. Se, por outro lado, somente for 
utilizada a equação (32) , o algoritmo pode terminar prematura­
mente em um declive acentuado como ilustrado na figura 3.5.
De uma forma geral, o novo método contribuiu para um me­
lhoramento nas soluções dos problemas de síntese de mecanismos, 
possibilitando ainda a imposição de restrições nos parâmetros a 
serem otimizados.
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FIGURA 3.4 - Critério baseado na equação (31)
FIGURA 3.5 - Critério baseado na equação (32)
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3.5. 0 PROGRAMA SIMPLEX
O programa foi desenvolvido por Zanini [20j para utiliza 
ção em computador CDC 7600 e atualmente adaptado para uso no com 
putador IBM 4341 da UFSC. Sua estruturação pode ser observada atra 
vés do diagrama de blocos da figura 3.6.
Como procedimento geral na utilização do programa, deve 
-se especificar o tipo de problema a ser resolvido, o conjunto de 
especificações a?, gt.e desejado, fatores de peso, etc. e
um conjunto de parâmetros iniciais, representando o mecanismo a 
ser otimizado. 0 programa então gera aleatoriamente os n conjun 
tos de parâmetros necessários para a minimização, avaliando o er­
ro para cada um dos n conjuntos, verificando se as condições de 
existência do mecanismo são obedecidas (restrições físicas). Caso 
estas condições não sejam obedecidas, um novo conjunto de parâme­
tros ê gerado, como discutido na seção 3.3, até ser encontrado um 
mecanismo. 0 processo de otimização e então iniciado e somente 
encerrado quando o critério de convergência for satisfeito.
0 resultado final é então fornecido através de relatõrio impre_s 
so. Detalhes referentes à entrada de dados são fornecidos no Apên 
dice VII.
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FIGURA 3.6 - Diagrama de blocos para o programa SIMPLEX
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C A P Í T U L O  IV
NOVOS MÉTODOS DE OTIMIZAÇÃO PARA 
APLICAÇÃO EM SÍNTESE
4.1. INTRODUÇÃO
As técnicas de otimização de funções não lineares encon­
tram-se devididas em dois grupos distintos, a saber: técnicas que 
empregam derivadas e técnicas que não as empregam, comumente deno 
minadas de procura direta. Nas técnicas que empregam derivadas 
torna-se necessário calcular as primeiras e, em certos casos, as 
segundas derivadas, a fim de poder determinar o extremo da fun­
ção. As técnicas de procura direta não requerem avaliações de de? 
rivadas.
Os métodos envolvendo derivadas, na pratica, encontram 
duas barreiras principais para sua implementação:
1) A primeira, refere-se a problemas com um grande nume­
ro de variáveis, tornando laborioso ou, até mesmo, impossível pro 
ver funções analíticas para as derivadas necessárias ao algorit­
mo. Embora a avaliação das derivadas, por diferenças finitas, 
possa ser substituída pela avaliação analítica das mesmas, o er­
ro numérico introduzido, particularmente na vizinhança do extre 
mo, pode enfraquecer o uso desta substituição;
2) A segunda, diz respeito ao grau de dificuldade, por 
parte do usuário, na preparação do problema para introdução no a_l 
goritmo, quando comparado com os algoritmos de procura direta.
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Pelo exposto, as técnicas de procura direta tornam-se 
atrativas para a utilização em síntese de mecanismos, uma vez que 
não se tem garantias de regularidade e continuidade da função er­
ro, que representa o problema de síntese. Por outro lado, experi­
ências anteriores, ta] como a do método Simplex, tem demonstrado 
que as técnicas de procura direta, tem fornecido resultados eficji 
entes aos problemas da síntese de mecanismos.
Técnicas de procura direta, tais como: método de Rosen- 
brock, método de Hooke e Jeeves, método de Powell, método Flex- 
plex, etc., tem sido idealizadas e suas aplicações estimuladas 
com o advento dos computadores digitais. Entre essas técnicas, os 
métodos de Powell e Flexplex foram os escolhidos para utilização 
neste trabalho. Informações sobre os mesmos são fornecidas neste 
capítulo.
4.2. MÉTODO DE POWELL COM USO DE FUNÇÕES PENALIDADE
0 procedimento ê uma combinação do método de procura di­
reta de Powell [”l3] com a técnica de Funções Penalidade, proposta 
por Carroll [9]. Neste procedimento, o problema de minimização 
com restrições, definido na seção 2.2 pelas equações de (1) a (3) , 
é convertido em um problema sem restrição, representado pela fun­
ção paramétrica
UCV,^) = f(V) ■+ G (g ,  r-  ) + H (h ,  r j  ) (37)
denominada função penalidade. As funções G(g,rj) e H(h,rj) são ob 
tidas através da combinação das restrições de desigualdade (g^(V))
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e igualdade (h^(V)) respectivamente.
A solução do problema com restrição é obtida minimizando 
-se, através do método de Powell, uma sequência de problemas sem 
restrições, caracterizados pela equação (37) e pela variação de 
r.. 0 vetor solução obtido na minimização de U(V,r.) é usado como 
um ponto de partida para a solução de U(V,rj+^). Este procedimen­
to se repete até ser encontrada uma solução aceitável.
4.2.1. MfiTODO DE POWELL
0 método de procura direta, proposto por Powell locali­
za o mínimo de uma função quadrática, por sucessivas buscas unidi^ 
mensionais ao longo de um conjunto de direções conjugadas*, gera­
das no decorrer do processo. 0 método é de utilidade geral e é pa_r 
ticularmente atrativo, uma vez que não requer derivação da fun
ção objetiva.
A transição de um ponto V q^  para um ponto é dada
por
V W  . V Í » * V  X «  S »  (38)
n .  0 i=l 1
onde X é o tamanho do passo em cada direção e S, o vetor direção.
A essência do procedimento é a seguinte:
1) Providenciar um conjunto de direções linearmente inde
ík)pendentes , com i = 1 , 2 , 3, ... . , n , e , de um ponto base Vq , de 
(k)terminar por uma procura unidimensional, de modo que
* duas direções de procura, S- e S-, são conjugadas se, 
(Sj)TQSi = 0 ; i f j e (S .) TQSi > 0 ; i = j onde Q = V 2f(xk)
£(Vq ^  + seja m ín ima e fazer = V g ^  + X p ) s p )  . De
V p ^  , determinar » ^e m°do que f(Vp^ + X p ^ S p ^ )  seja mínima
e fazer = V-j^ + x j ^ S ^ ^  . A procura continua, sequencial­
mente, em cada direção atê que todos os X^ sejam determinados;
2) Apos minimizar f(V) em cada uma das n direções, procu
fk) fk)rar a direção (V^ Vg Esta direção e testada para ver se se
fk")
rã vantajoso trocar uma das direções atuais pela nova dire­
ção - V q^ )  . Um passo igual a - Vq^ )  é tomado para pro
fk)  fk')
duzir o ponto (2V^ V q ^ma nova direção e introduzida somen
te se o determinante da matriz das direções de procura aumenta;
3) Fazer a maior redução em f(V) durante o estagio k ser 
representado por
A^ -k) = m|x {f(vp| - f(V^)} ; i = 1, ..., n
A direção de procura que corresponde a esta mãxima varia 
ção em f(V) serã designada S ^ ^  . Fazer f^ = f(Vg^), f ^ ^  = f(Vp^) 
e f 3 = f(2V^k) -V^k)). Se f3 S f2 , e/ou (f1 ~2f 2 + f3) ( f ^ f ^ A ^ ) ^
0 ,5A (f ^ - f 2 , então a nova direção não ê vantajosa e as dire-
fk) fk') fk) - - çoes Sj- ' , S^ J , . . . , S^ J sao repetidas no estagio (k+1) , isto e ,
g(k+l) _ g p )  ? para i = 1 , 2 , ..., n;
4) Se o teste no passo 3 não ê satisfeito, o conjunto de
direções no estagio (k+1) ê o mesmo do estãgio k, com exceção da
direção Sm , que ê trocada por S ^  = (V^^ - Vg ^) . Contudo, S ^
ê colocado na ultima coluna da matriz de direção, no lugar de 
fk)
S^ , como mostrado abaixo
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5) A procura ê concluída no fim de algum estágio em que
a variação em cada variável independente, ê menor do que a preci_ 
são requerida e^, para i = 1 , . . . , n ou quando
As restrições de desigualdade podem ser consideradas com 
a função penalidade na seguinte forma
pode ser melhor observado pela figura 4.1. A linha inferior repr£ 
senta a função sem restrição f(V), com um mínimo fora da região 
possível. 0 mínimo da função que satisfaz às restrições localiza 
-se no contorno da região possível, determinado pela restrição de 
desigualdade g^(V).
possível, mas aumenta rapidamente prõximo ao contorno. Como r se 
aproxima de zero, a procura encontra uma mudança muito brusca na 
curvatura e não pode aproximar-se mais do contorno. Várias propo^ 
tas para a mudança do valor de r, em sucessivas minimizações, tem
4.2.2. FUNÇÃO PENALIDADE INTERIOR DE DESIGUALDADE
(39)
0 efeito do termo referente ãs restrições de desigualdade
Observando a figura 4.1, vê-se que, na medida que decres; 
ce o valor de r a função U(V,r^) aproxima-se de f(V) na região
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sido apresentadas. A ütilizada neste trabalho ê
r = (FAC) 1-IR (40)
onde IR assume o valor da unidade no início do processo e e incre 
mentado pela unidade apos cada sub-otimo encontrado. O fator FAC 
pode ser estabelecido arbitrariamente; FAC = 10 é sugerido para 
uso normal
onde g^(V) ê igual a zero, se a desigualdade for satisfeita. Por 
tanto, para r > 1 , o mínimo restrito pode se encontrar e.m uma re­
gião não possível, como mostrado na figura 4.2. Como r decresce, 
l/r aumenta e a função modificada tende a inclinar-se para cima, 
criando, assim, uma serie de sub-otimos, que se aproximam do con­
torno restritivo da região possível, por fora.
As restrições de igualdade são acomodadas por uma função 
penalidade geral, como a da equação (37).
Assumindo uma função penalidade de desigualdade interior, 
a função objetiva modificada torna-se
4.2.3. FUNÇÃO PENALIDADE EXTERIOR DE DESIGUALDADE
Neste caso, a função penalidade é formada por
U(V,r.) = f(V) +
"I 2
(41)
4.2.4. FUNÇÃO PENALIDADE DE IGUALDADE
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UCV.r ) - f(V) - r Z — + -±- I [h (V)]
3 3 Í=1 gi^J T- k=l K
m
(42)
4.2.5. 0 PROGRAMA POWELL
O programa ê uma adaptação do algoritmo de Powell, junta­
mente com a técnica de funções penalidade, na estrutura desenvol­
vida no programa SIMPLEX. Sua forma final é ilustrada pelo diagra 
ma de blocos da figura 4.3.
Os mesmos conjuntos básicos de especificações do proble­
ma utilizados no programa SIMPLEX, são considerados. 0 programa, 
então, verifica se a hipótese inicial satisfaz as restrições im­
postas ao problema. Caso estas restrições sejam satisfeitas, a mi. 
nimização de U(V,rj), pelo método de Powell, ê iniciada com fun­
ção penalidade interior. Se, por outro lado, estas restrições não 
forem satisfeitas, duas situações podem ocorrer:
1) 0 programa procura por um ponto possível. Neste caso, 
a minização de U(V,rj) inicia com função penalidade interior;
2) 0 programa utiliza a hipótese inicial e a minimização 
de U(V,rj) inicia com função penalidade exterior.
Em qualquer um dos casos acima mencionados, o programa 
normaliza automaticamente as funções restrições e fixa uma propor 
ção determinada de penalidade no início do problema. Este procedi_ 
mento ê projetado para prevenir o domínio de uma ou mais restri­
ções sobre a função objetiva no início da procura do mínimo.
No decorrer do processo de otimização, cada ponto é tes­
tado, verificando-se assim, as condições de existência do meca­
nismo. Caso estas condições não sejam satisfeitas, um novo conjun 
to de parâmetros é gerado, como feito no programa SIMPLEX até
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FIGURA 4.1 - Funçao penalidade interior
FIGURA 4.2 - Função penalidade exterior
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ser encontrado um novo mecanismo.
0 encerramento do processo de otimização somente ocorre­
ra quando tanto o critério de convergência, como as restrições 
impostas ao problema, forem satisfeitas. Se isto não ocorrer, o va 
lor de rj é modificado e o processo de minimização de U(V,rj) é 
reiniciado. 0 resultado ê fornecido através de relatõrio impresso 
e as informações de entrada de dados no programa são encontradas 
no Apêndice VII.
4.3. 0 MÉTODO FLEXPLEX
Em vários métodos de programação não linear, uma parte 
considerável de tempo de computação é gasta para satisfazer as 
restrições impostas ao problema. 0 algoritmo de tolerância flexí­
vel (FLEXPLEX), por outro lado, melhora o valor da função objeti­
va usando informações tanto de pontos possíveis, como de pontos 
não possíveis que estejam próximos de pontos possíveis. Os limi­
tes de proximidade são gradualmente restringidos, com o procedi­
mento de busca da solução do problema, até que, no limite, somen­
te os valores possíveis dos parâmetros sejam aprovados. Como resul­
tado desta estratégia, o problema de programação não linear, defi^ 
nido na seção 2.2 pelas equações (1), (2) e (3), pode ser substi­
tuído por uma formulação simples dando a mesma solução, ou seja,
Minimize f(V) ; V e En 
Submetida a : _ j(V) :> 0
(43)
FIGURA 4.3 - Diagrama de blocos para o programa POHTELL
(k) - - - onde J e o valor do critério de tolerancia para a proximidade
no estagio k da busca e T(V) um funcional positivo de todas as
restrições de igualdade e/ou desigualdade do problema.
0 critério de tolerância ê escolhido para ser uma função
positiva decrescente dos vértices do poliedro no espaço n-dimen-
sional. Esta função atua como um critério de tolerância para viola
fk)ção de restrições, do início ao fim da busca. A definição de } 
5
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*(k) r* (k-1) m+1 r v1 11 ir (k) 7r(k) || ,m m  , — T l II V| J J II } (44)
r  1 i = l  1
$(0 ) = 2 (m + 1 ) t
onde m é o numero de restrições de igualdade,
(k) -V- ; e o i-esimo vertice do poliedro,
V é o centroide dos vértices, como definido na equação (26), 
com n = r,
k é o índice que computa o número de estágios da busca,
(k-1 ) - -J e o valor do critério de tolerancia do estagio ante­
rior ao estagio k, e, finalmente, 
t é definido por
t = min { [ ^ 2  £ (h.-NL)], ( ^  - - ----  CHn " Mn} > (45 >^
-  i=l J
onde (H^ - M^) é a diferença entre o limite superior e o inferior 
de Vi.
0 funcional T(V) é definido como sendo a raiz quadrada po 
sitiva da soma dos quadrados dos valores de todas as restrições
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onde u^ = 0 para g^(V)  ^ 0 e u^ = 1 para g^(V) <0. é denomina 
do de operador de Heaviside.
4.3.1. A ESTRATÉGIA DO ALGORITMO
O método Simplex, descrito no Capítulo HT, ê utilizado pa 
ra minimizar f(V) quando a restrição em (43) ê não ativa, e ê tam
bem utilizado para minimizar T(V), para que seja satisfeita a uni^
- (k) ca restrição em (43). A estrategia geral e a de reduzir $ com
o progresso da busca, estreitando assim, a região permissível d£
finida pela equação (43) e. ainda, separar a minimização de f(V)
do caminho tomado para satisfazer a restrição. Na minimização de
f(V) são considerados (r+1) vértices iniciais, onde r = n-m ê o
numero de graus de liberdade do problema, enquanto que, na minimi^
zação de T(V), são utilizados (n+1) vértices.
fk l f lc+ 1 ^Para um dado valor de , o valor de T(V) em V J se_
rã um dos dois:
1) T ( V ^ +^ )   ^ Neste caso, e um ponto possjí 
vel ou quase possível e serã aceito como uma mudança permitida;
2 ) T ( V ^ +^ )  > . Neste caso, é classificado 
como não possível e um vetor V, bem proximo ou na região possível, 
tem que ser encontrado. A forma utilizada pelo raêtodo, para encon 
trar um ponto proximo a região possível, é a de minimizar o valor 
de T (V) até que T(V) *
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0 procedimento de Nelder e Mead pode encontrar dificulda 
des na minimização de T(V), quando for envolvido um número mui­
to grande restrições não lineares de igualdade e desigualdade 
na definição de T(V). Neste caso, o algoritmo realiza uma procura 
unidimensional, por "Golden Section" , ao longo de cada uma das
direções paralelas aos eixos coordenados, atê que o tamanho do in
~ ^  * 1 ^
tervalo, que contem V-, seja reduzido a um valor menor do 
II de $ . 0 vetor Vj representa o mínimo de T(V) ao longo de 
cada direção j, paralela aos eixos coordenados.
No fim de cada procura unidimensional, ê executado um te^ 
te para determinar se T(Vj) £ Neste caso, é subst^L
tuído por V* e a minimização de T(V) é terminada. Se, depois de 
procurar em todas as direções coordenadas, um ponto possível ou 
prõximo da região possível não for encontrado, o algoritmo promove 
uma nova minimização de T (V) , pelo método de Nelder e Mead, util_i 
zando como hipótese inicial o vetor V*, que corresponde ao ponto 
localizado na direção paralela à coordenada n e onde T(V) é um mí 
nimo. Este procedimento ê repetido por três vezes consecutivas e, 
se, no final, nenhum ponto possível ou proximo da região possível 
for encontrado, a minimização termina com uma falha.
Por outro lado, se somente restrições de desigualdade fo 
rem consideradas no problema, a minimização de T(V) pode ser ine­
ficiente, pois uma sequência alternada de pontos possíveis e não 
possíveis pode ser repetida varias vezes sem que f(V) seja aper­
feiçoada substancialmente. Para aliviar essa ineficiência, uma in 
terpolação quadrática é levada a cabo, entre pontos interiores e 
exteriores, para que um vetor V, proximo do contorno formado pe­
las restrições, seja encontrado.
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0 algoritmo termina sob duas circunstâncias: 
fk)1) Quando $ v J £ e. Neste caso, a procura e considerada 
completada com sucesso;
2) Quando um ponto possível ou, então, prSximo do contor 
no, não puder ser obtido pela minimização de T(V). Neste caso a 
procura ê encerrada e o usuário é instruído a escolher um mecani£ 
mo diferente para iniciar a busca.
0 diagrama de blocos da figura 4.4 ilustra o procedimen­
to do método.
4.3.2. 0 PROGRAMA FLEXPLEX
0 programa FLEXPLEX, como o programa POWELL, tem a mesma 
estrutura computacional que o programa SIMPLEX; a única diferença 
reside no procedimento de otimização, que, neste caso, ê o descri^ 
to na seção 4.3.1. Detalhes sobre a utilização do programa são 
fornecidos no Apêndice VII.
FIGURA 4.4 - Diagrama de blocos para o algoritmo Flexplex
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C A P Í T U L O  V
EXEMPLOS DE APLICAÇAO DA 
TEORIA DE OTIMIZAÇÃO
5.1. INTRODUÇÃO
Neste capítulo, são apresentados exemplos de aplicação da 
teoria de otimização. Estes são casos práticos da síntese de me 
canismos e foram solucionados utilizando-se os três métodos de 
programação não linear estudados no decorrer do trabalho.
0 conjunto de parâmetros utilizados na especificação dos 
problemas foi o mesmo para os três métodos e os mecanismos, toma­
dos como suposições iniciais, foram selecionados através da anãlji 
se das características de cada problema e, ainda, por observações 
feitas em projetos anteriores.
5.2. MECANISMO DE ALIMENTAÇÃO DA LINHA EM UMA
MÁQUINA DE COSTURA
0 mecanismo para alimentação da linha em uma máquina de 
costura é normalmente do tipo came-seguidor oscilante. A carne é 
cilíndrica, desenvolvendo uma velocidade de rotação permitida da 
ordem de 800 rpm.
Pretende-se substituir o mecanismo tradicional de came 
por um mecanismo articulado podendo-se, desta forma, atingir 
maiores velocidades de rotação. O mecanismo articulado proporcio-
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nara uma melhora substancial em termos de desempenho e oferece ou 
tras vantagens, tais como: menor custo, possibilidade de utiliza­
ção de metais mais leves na fabricação, forças de inércia menores, 
etc.
Uma solução para esta substituição so é possível através 
da análise do mecanismo original, estabelecendo-se que certos de£ 
vios dos movimentos originais não irão produzir desvantagens. A 
figura 5.1 mostra as principais características que o mecanismo 
articulado deverá apresentar para que a substituição tenha êxito.
0 problema foi formulado considerando a trajetória des­
crita pelo olhai da barra que alimenta a linha. Nesta trajetória 
foi selecionado um conjunto de vinte pontos, enquanto que, no pro 
cesso de otimização, somente os parâmetros L^, L^, L^, , R, 
e o 2 foram utilizados, pois Xq e Yq foram considerados fixos e 
iguais a zero.
Caracterizando o problema como1 um de geração de trajetó­
ria, a função objetiva poderá ser obtida da equação ( 1 1  ) ou, al­
ternativamente, pela equação (16) da seção 2.5.1. Para este caso, 
utilizou-se a equação ( 1 1 ), ou seja,
f(V) = E 1
Para garantir que o mecanismo obtido pudesse operar no 
espaço limitado pelo cabeçote da máquina de costura, foi suficien 
te especificar um conjunto de quatro restrições, representado pe­
las seguintes desigualdades
5 mm  ^ Lp $ 30 mm
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Os resultados obtidos pelos métodos Simplex, Powell e 
Flexplex são mostrados pelas figuras 5.2, 5.3 e 5.4, :respectiva­
mente .
5.3. MECANISMO PARA MOVIMENTAÇÃO DE UM PRODUTO DO
ALIMENTAPOR PARA UM TRANSPORTADOP DE CORREI A.
EM UMA LINHA DE MONTAGEM
O problema está associado ao processamento automático em 
máquinas, onde partes preparadas em outro local devem entrar na 
linha de montagem. As partes acima referidas estão sobre um ali- 
. mentador de onde o mecanismo deve tomar uma unidade por vez e co­
locá-la sobre o transportador de correia no tempo disponível para 
o ciclo. Um dispositivo de garra (ponto c, figura 5.5), fixado na 
barra acopladora, retira o produto do alimentador. Para garantir 
que nenhum dano venha a ocorrer sobre o produto, a condição de V£ 
locidade zero ê especificada na posição de recebimento do produto 
no alimentador. Esta condição pressupõe a existência de uma cüspi^ 
de na trajetória, no ponto c, significando que o centro instantâ­
neo de rotação está momentaneamente localizado no centro da gar­
ra.
Uma análise do problema mostra que o interesse maior ■ na 
movimentação do ponto c localiza-se no espaço entre o alimentador 
e o transportador de correia, onde, além do ponto ocupar posições 
prê-estabelecidas, o dispositivo de garra, fixado em c, deverá re 
alizar deslocamentos angulares de forma a permitir que o produto 
seja depositado verticalmente no transportador, a menos de peque-
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FIGURA 5.2 - Mecanismo alimentador da linha 

















T R A J E T Ó R I A  D E SEJADA  
-----  T R A J E T Ó R I A  GERADA
-30 “20-10 0 !0 20 30 40 50 60 70 oo
( m m )
FIGURA 5.3 - Mecanismo alimentador da linha 
em uma máquina de costura obtido pelo método 
de Powell
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FIGURA 5^ 4 - Mecanismo alimentador da linha 














































































































































nos desvios que, porventura, possam ocorrer. Entretanto, a especi. 
ficação de um total de dezoito conjuntos de parâmetros a^, e
ao longo da trajetória especificada para o pnnto c foi necessã 
ria, uma vez que a condição de velocidade nula, representada pela 
cúspide na trajetória de c, tinha de ser obtida.
Pelo exposto, o problema caracteriza-se como um de movi­
mento coplanar e a função objetiva, como visto no Capítulo II, na 
seção 2.5.2, ê dada por:
f(V) = Ex + E 2
Neste problema, os parâmetros Xg, Yg, , L2 , , R,
a-^ e a2 foram considerados na otimização , e os resultados obtidos 
para os três métodos são apresentados nas figuras 5.6, 5.7 e 5.8.
5.4. MECANISMO PARA CONFECCAO DE TAPETES
------  . ...................  ■» - - -
Na confecção de tapetes, a coordenação entre a posição 
da agulha e o movimento do tecido ê tradicionalmente obtida por 
meio de um mecanismo de came. As agulhas são mantidas em uma mes­
ma inclinação constante, enquanto que a trajetSria percorrida por 
elas ê definida pelas exigências do ponto utilizado na confecção.
Uma substituição do mecanismo tradicional de came pode 
ser efetivada utilizando-se um mecanismo articulado de seis bar­
ras, que, por sua vez, pode ser obtido tomando-se como base um 
de quatro barras. 0 problema é, então, reduzido a um de coordena­
ção de trajetSria, no qual devera ser obtido um mecanismo de qua 




















































































































- a barra acionadora (manivela) devera girar completamen 
te em torno do pivô fixo OA;
- nenhuma parte que compõe o mecanismo devera entrecor­
tar o plano do tecido ou intervir com os outros elemen 
tos;
- o comprimento das barras não devera ultrapassar 325 mm.
A especificação para o problema foi feita, utilizando-se 
a figura 5.9, retirada da referência (20). Um total de 16 pontos, 
correspondendo a um mesmo deslocamento angular da manivela, foram 
selecionados para representar a trajetória descrita pela agulha.
A função objetiva, neste caso, ê dada por
f(V) = + E 2
m -1
onde E- = W-, J
2 2 í=i
A 0 0 • - A 0 • 2i 2i
*  *  *
sendo que = 0 ,. ,, - B 0 .L X L, \  * X A -l
são os deslocamentos angulares desejados da manivela e
A O . - 0 O . , - 0 • 2i 2i+l 2i
os deslocamentos angulares reais. Os parâmetros considerados na 
otimização foram: Xq , Y q , , L^, L^, , R, e c^.
As figuras 5.10, 5.11 e 5.12 mostram os resultados obti­
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T E M P O
FIGURA 5.9 - Deslocamento da agulha 
como definido pelas equações da carne
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FIGURA 5.10 - Mecanismo para confecção
de tapetes obtido pelo método Simplex
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FIGURA 5.11 - Mecanismo para confecção
de tapetes obtido pelo método de Powell
07
"2 0  "10 0 10 20  3 0  4 0  50 60  70  80 90  100 oo
(mm)
FIGURA 5.12 - Mecanismo gara confecção
de tapetes obtido pelo método Flexplex
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5 .5. MECANISMO DA CADEIRA PARA PARAPLÉGICOS
O problema tem sua origem no projeto de uma cadeira de 
senvolvido para assistir uma pessoa invalida a elevar-se totalmen 
te e retornar a posição sentada. Trata-se, essencialmente, da co­
ordenação angular entre o assento e o encosto da cadeira para aco 
modar a posição confortável do paciente, quando ele se desloca da 
posição sentada a uma determinada posição elevada. 0 mecanismo ba 
sico é mostrado na figura 5.13, reproduzida da referência (20).
Existem limitações nos comprimentos das barras ditadas 
pela necessidade de adaptação ã forma de uma cadeira convencional, 
levando em conta que se deve produzir um mecanismo leve e compac­
to .
Considerando a figura 5.13, as seguintes condições deve­
rão ser satisfeitas:
OaA = L 2 = 460 
80  ^ AB = L 3 £ 230 
380 £ OgB = L4 £ 460 
8 0 < O^Og = L-^  £ 2 30 
180° <: 0R = a1 £ 270 °
onde as dimensões das barras estão consideradas em milímetro.
FIGURA 5.13 - Mecanismo base para a 
cadeira de paraplégicos
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A relação funcional entre a barra de entrada (assento) e 
a de saída, ou seja, a barra acopladora (encosto), esta represen­
tada pela curva da figura 5.14, reproduzida da referência (20). Um 
total de 19 (dezenove) pontos foram selecionados para representar 
esta curva.
A função objetiva, neste caso, ê dada por
f(V) = e 2
onde E 0 ê definido por
m -1
E 2 = W 2 Ji=1
A0*. - A0_. 3i 3i
com A0 * . = e!. ,, - 0*.3i 3i+l 3i
que sao os deslocamentos angulares desejados para a barra acopla­
dora, e
A0 7. - 0 ,- , - 0 7. 3i 3i+l 3i
são os deslocamentos angulares reais.
No processo de otimização foram considerados somente os 
parâmetros , L^, e , submetidos as restrições representa­
das pelas desigualdades anteriormente mencionadas, uma vez que os 





































































Xq = 0 - 0
YQ = 0 L2 = 460
As figuras 5.15, 5.16 e 5.17 mostram a comparação entre 
a relação funcional desejada e a gerada pelos mecanismos obtidos 
nos três métodos de otimização, enquanto que as figuras 5.18, 
5.19 e 5.20 ilustram algumas das posições ocupadas pelo assento e 




























































































































































































































FIGURA 5.18 - Mecanismo obtido pelo método Simplex
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FIGURA 5.19 - Mecanismo obtido pelo método de Powell
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FIGURA 5.20 - Mecanismo obtido pelo método Flexplex
79
C A P Í T U L O  VI
CONCLUSÕES E RECOMENDAÇÕES
6.1. CONCLUSOES
A teotia de otimização, aplicada à síntese de mecanis­
mos, demonstrou ser uma técnica eficiente na solução dos proble­
mas da síntese. Existem, entretanto, determinados parâmetros, 
tais como numero de pontos, critério de convergência e utiliza­
ção de fator peso, que exercem maior influência sobre a qualidade 
da solução.
0 numero de pontos influencia sobremaneira ■a resolução 
do problema, uma vez que, quanto maior o número de pontos selecio 
nados, melhor serã a aproximação final obtida, mas, em contrapar­
tida, tal procedimento demanda um maior tempo de processamento 
computacional. A fim de conciliar estes dois aspectos, a pratica 
aconselha que seja utilizado um número de pontos compreendido en­
tre 15 e 20.
O critério de convergência, por sua vez, ê um outro fa­
tor que deve ser considerado, dado que pode ocorrer uma terminação 
prematura do processo. Neste trabalho foram tilizados os cri­
térios propostos por cada método de otimização, pois os mesmos de 
mostraram ser um bom caminho para efetivar a parada 
iterativo.
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A utilização do fator peso estã, basicamente, ligada à 
necessidade de se obter uma maior precisão entre a solução deseja 
da e a obtida em determinadas regiões da trajetória. Entretanto, 
sua utilização é difícil, dado que a melhora de partes da traje 
toria e feita em detrimento do restante da mesma, obrigando a uma 
escolha cuidadosa dos pontos em que se der sua aplicação.
A análise dos resultados obtidos permite concluir que os 
métodos de otimização utilizados possibilitam a obtenção de solu­
ções bastante satisfatórias, dado que a tendência geral ê a de le 
var á soluções próximas, com valores de erro aceitáveis para a e.s 
pecificação do problema, como ficou demonstrado nos exemplos apre 
sentados.
Para problemas com restrição, os métodos de Powell e Flex- 
plex fornecem uma maior flexibilidade na especificação de conjun 
tos de restrições, quando comparados com o método Simplex, uma 
vez que este ultimo apenas permite especificar as restrições em 
termos da faixa de variação dos parâmetros que representam o me­
canismo.
Com relação ao método de Powell, observou-se que, em al­
guns casos, quando são especificadas suposições iniciais que ca­
racterizam um comportamento bastante adverso do desejado, o método 
pode apresentar dificuldades na obtenção da solução do problema. 
Nestes casos, uma nova especificação deve ser adotada ou, alterna 
tivamente, pode-se usar o método Simplex para efetuar uma primei­
ra aproximação, e, a partir deste resultado, proceder-se a aplica_ 
ção dos mesmos no método de Powell.
Um procedimento de grande eficácia para a obtenção de so 
luções no processo de otimização é o de utilizar, como suposições 
iniciais, mecanismos obtidos através dos métodos analítico e grá­
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fico. Nestes casos, uma convergência rápida ê obtida e a solução 
encontrada, bastante expressiva.
6.2. RECOMENDAÇOES
A realização deste trabalho evidenciou possibilidades de 
ampliações, sugerindo-se como desenvolvimentos futuros:
a) Estender os programas para acomodar as característi­
cas dinâmicas do mecanismo articulado plano de quatro barras, per 
mitindo, desta forma, que restrições referentes a velocidades, 
acelerações e forças nas barras sejam especificadas pelo projetis. 
ta;
b) Utilizar os métodos de otimização já implantados pa 
ra solucionar problemas da síntese de mecanismos espaciais;
c) Elaborar um novo método de otimização, utilizando-se 
o método Simplex, juntamente com a técnica de funções penalidade, 
possibilitando, desta forma, uma maior flexibilidade na especifi­
cação de restrições de igualdade e desigualdade. Este novo método 
poderia ser utilizado nos itens &  e b_.
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A P Ê N D I C E  I 
TEOREMA DE ROBERT-CHEBYSHEV
Uma propriedade singular do quadrilátero articulado 
plano ê encontrada no teorema de Robert-Chebyshev. Este teorema 
garante que, a partir de um mecanismo dado, é possível obter-se 
dois outros mecanismos, de tal forma que ambos gerem a mesma 
trajetória do mecanismo original. Estes dois mecanismos são deno­
minados de cognados da trajetória e são construidos por meio de 
uma sucessão de paralelogramos relacionados ao mecanismo original, 
como mostrado na figura 1 .1 .
0 procedimento para localização dos pontos B', c', A', 
A” , 0 , descrito abaixo, foi retirado do trabalho apresentado porcl
Zanini Qj(f] .
Considerar o sistema de coordenadas (X ,Y) passando por 
0|?0C (figura 1.2). Os dois sistemas de coordenadas (X,Y) e (U,V) 
são relacionados pela transformação
Ui = Xi cos \p - sen ip + U^
(i-13
Vi = Xi sen + Y i cos ij + V^
onde i> = arc tg j^ (v2 - V 1)/(U2 - Ux) (1 .2)
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Invertendo as equações (1.1), segue-se que
(1.3)
- (U^ - u p  sen ij + (V^ - V-^ ) cos \p
1 I , 2 , . . . , 5
As dimensões de todas as barras e as direções angulares 
podem ser calculadas por
(X. - X . ) 2 + (Y. - Y . ) 2 
3 i 3 *
(1.4)
(Y. - Y.)/(X. - X.) v j i' v j iJ
7, .
As coordenadas dos pontos desconhecidos, para i = 6 , 
, 1 0 , são determinadas pelas expressões abaixo relacionadas
X6 R35 cos ^3 5
Y6 R35 sen ^35
R13 R35X-7 = X,; + ------ - cos (4>13 + (J)35 - (j,34)k7
R34
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-----------------  M ECAN ISM O  DADO
-----------------  P R IM E IR O  COGNADO
-----------------  S E G U N D O  COGNADO
Oa
U
FIGURA 1.1 - Os mecanismos cognados
FIGURA 1.2 - Mecanismos cognados no sistema de referência especial
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R R
*7 = Y 6 + - 4 “ ^  Sen «13 + +35-»345 
34
X 8 X2 + R45 COS ^45
Y 8 Y 2 + R45 sen ^45
R42 R35
X9 = X5 + C0S ^42 + *35
34
R42 R35Yg = y 5 + - sen (<J>42 + t()35 - (J>34)
34
X2 R3 5
X 10 = ” C0S ^ 3 5  ' ^3 4 )
34
Y 2 R3 5
Y 10 = p Sen ^ 35 " ^3 4 )
34
Apos todos os pontos terem sido encontrados, 
(1 .1 ) pode ser usada para obter-se as coordenadas dos 




A P Ê N D I C E  II
MÉTODO DE ZANINI DE SELEÇÃO DE PONTOS 
NA CURVA GERADA
Considerando-se a figura II. 1, vê-se que a curva gerada 
é cercada por um retângulo de lados A e B, onde
A = aMÃX " aMfN
(II.D
B = bm Ax " BMÍN
O ponto 1 , na curva desejada, será considerado em um dos 
dois extremos da curva, o direito ou o esquerdo.
Fazendo
C = A - B (II.2)
dois casos práticos resultarão:
a) C > 0
Neste caso, o ponto 1 será em e (ct^,8 )^ serão rede­
finidos de acordo com este ponto escolhido;
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FIGURA II.l - 0 ponto 1 e selecionado em
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b) C < 0
Neste caso, podem ocorrer duas situações:
b-1  ^ ®MlN BMIN 5 0
Se ' “ CiW  * ° '
o ponto 1 será em , como mostrado na figura II.2
o ponto 1 será em » como mostrado na figura II. 3;
b,2) BMÍN " 3MÍN < 0
^MÁX^ ^MÍN^
> 0 ,
o ponto 1 será em » como mostrado na figura II.4
Se a ( W a c W  * 0 '
o ponto 1 será em como mostrado na figura II.5.
Escolhido o ponto 1 , testa-se o ponto 2 contra todos os 
pontos da curva gerada, usando a expressão
(a 2 ~ a j ) 2 + C32 “^j)2J + L^j + l ’ " àh (II.3)
YFIGURA II.2 - 0 ponto 1 ê escolhido em 6^ ^
FIGURA II.3 - 0 ponto ê selecionado em
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FIGURA II.4 - 0 ponto ë selecionado em
FIGURA II.5 - 0 ponto é selecionado em
92
onde Ü£ ê a "distância" entre o ponto 2 , na trajetória desejada, 
e o ponto correspondente, na curva gerada; j = 2 , ..., p, onde p 
ê limitado de acordo com o número total de pontos M na curva real 
e <}>k sao deslocamentos angulares arbitrarios , providos pelo proje 
tista, para serem comparados com os ângulos do acoplador <jK do meca 
nismo real. A < f ) ^ » com ^ = 1 , •••» m-1 . 0 ponto que pro­
duz o menor valor para a equação (II.3) será escolhido para reprte 
sentar o ponto 2 da curva gerada. Os pontos subseqlientes são de­
terminados pelo mesmo método. Isto ê feito circulando a curva ge­
rada nos sentidos horário e anti-horário, como ilustrado na figu­
ra II.6 . A configuração que proporciona o menor erro ê, então, 
considerada.
FIGURA II.6 - Seleção de pontos na curva gerada
A P Ê N D I C E  III
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A EQUAÇAO DA MALHA
As coordenadas dos pivôs moveis A e B, do mecanismo da 
figura III.1, são dadas por
xA L 2 cos 0 ^ + L4 cos 6^
yA = L 2 sen 0 2 ; yfi = L4 sen
Seja Lj o comprimento da barra acopladora, logo
L3 = (XA - XB 5 2 + <-?A - ^
desenvolvendo, obtêm-se
cos (6 4 - 0O) - r^ cos ©4 = r3 - r2 cos 0 2 (III.1)
L 1  L 1
onde r, = —  , r0 = —
L 2 " L4
+ L* - + L4
e r., = ----- ----------
2 L2 L4
A equaçao (III.1) pode então ser escrita da seguinte
forma
sen ©4 + P0 cos ©4 = P^ (III.2)
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FIGURA III.1 - Configuraçao geral do quadrilátero articulado
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onde = sen 02 P 7 = cos e2 " rl
■se
P3 = r 3 - r2 cos 02
Expressando sen 0 ^ e cos 0^ em função do arco metade, tem
2 tg 0 - / 2 1 - tg 0 a /2
sen q a = ------ ~-----  ; cos 0„ - ------ g-
4 1 + tg2 4/2 1 + tg e4 /2
Substituindo estes valores na equação (III. 2), tem-se
(p 2 + p3) tg2 6a/2 - 2P1 tg 04/2 + (PV - P 7) - 0 (III. 3)
A equação (II1.3) ê uma equaçao do segundo grau 
>4 /2 , cuja solução ê
em tg
P, ± / Pn2 + P7 - P 2
tg e n  = -1----J— î----?----5.
P 2 + P3
Portanto, 0^ ê dado por
0 a = 2  arc tg
1,2
P 2 + P 2 - P 2'
P2 + P3
(III.4)
Um resultado similar pode ser encontrado, considerando 
como o parâmetro desconhecido. Neste caso,
- (L^ cos ©2 + Lj cos 0 3 DJ + sen ©2 + sen 0^
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Desenvolvendo, obtêm-se
sen 0 3 + P 2 cos 0  ^ = C
onde P4 = r4 cos 02 - r5
r5 =
Lj + L 9 + L3 ~
2 L2 L3
Considerando sen 0^ e cos 0^ expressos pelos seus 
los metade, tem-se a seguinte expressão final para 0^
’1.2
= 2 arc tg





Observando as equações (III.4) e (III.6), verifica-se 
que tanto 0^ como 0^ podem assumir dois valores. Esses valores 
correspondem as duas configurações do mecanismo.
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A P Ê N D I C E  IV
DETERMINAÇÃO DE VN NA REFLEXÃO, EXPANSÃO 
E CONTRAÇÃO DO SIMPLEX
A expressão genérica ê dada por
VN = 0,25 C.3V + Vh) (IV.1)
Sua aplicação serâ, agora, analisada para cada uma das 
três operaçoes utilizadas no simplex,
REFLEXÃO
Na reflexão do ponto com valor mãximo da função (figura 
IV,1), V* ê o ponto refletido que não satisfaz as restrições, Ne_s 







h = 1  
3
Portanto,
VN = 0,25(3V* + Vh) (IV.2)
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Como mostrado na equação (IV.2), no operação de reflexão, 
o V da equação (IV.1) representa o ponto refletido V*.
EXPANSÃO
No caso em que a expansão falha, o novo valor de V^ ê 







VN = 0,2 5(3V* * + V*) (IV.3)
Neste caso, o V da equação (IV.1) representa V** e V^ re 
presenta V* .
CONTRAÇÃO
Quando o ponto contraído não satisfaz as restrições, duas 
situações podem ocorrer:
1) 0 ponto refletido, ponto anterior a contração, alcan­
çou um valor da função ;objetiva, menor do que V^. Neste caso, V^ 
é substituído por V*, o ponto refletido, e o novo valor, determi­




FIGURA IV. 1 - Vj^  na reflexão




FIGURA IV.3 - na contraçao
X
FIGURA IV.4 - VN na contração
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1
4 *  *  *  v *
V,
■ -  ~ ^  *  *  *  




VN = 0,25 (3V*** + V*) (IV.4)
2 ) 0 ponto refletido anteriormente era maior do que V^ 






• %  ~ yh = 3
■V*** - Vh 4
logo,
VN. = 0,25 C3V*** + Vh) (IV.5)
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A P Ê N D I C E  V
PROCURA UNIDIMENSIONAL POR 
"GOLDEN SECTION"
A teoria consiste na determinação do mínimo de uma fun­
ção, através de reduções sucessivas de um intervalo inicial A ^  
conhecido.
A procura ê baseada na divisão do intervalo inicial em 
dois outros intervalos, um maior e outro menor, de tal forma que 
a razão entre o intervalo inicial e o maior seja a mesma entre o 
intervalo maicr e o menor. Duas frações de Fibonacci são emprega­
das
3 - / 5  F = i * 0,3 8
1 2
/5 - 1F9 = — --- - = 0,62
z 2
Ê necessário iniciar a procura em uma direção, a fim de 
minimizar f(X)., Para tal, considerar os três últimos valores de X, 
utilizados na procura do mínimo de f(X), designados por X^^
e X{°), onde f(X^0)) > f(xí0)) e X^0) ê maior que xj0) e X^0), e 
fazer A^) = X ^ ^  _ (ver figura V.l). Isto posto, determinar
o prõximo intervalo para o estagio (k+1 ) da seguinte forma
Se f(yjk)) < £ (Y 2^  ) , então
(k+1) _ v (k) Y (k)
X ( k + 1 ) = X (k) (k+1 )
Se f(Yj-k^) > ffY^^), então
A (k+1 ) = x (k) _ Y (k)
Y (k+1 ) = (k) Y (k+1 )
1 Y1 ’ 3
Se f(Y^k j^ = ffY^^), entao
ACk+ 1 ) = Y (k) _ x (k) = x (k)
^ 1 3
(k+D = (k) (k+D
A1 A1 ’ 3
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FIGURA V.l - Procura por "Golden Section" no estagio inicial
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O procedimento ê concluído quando a redução feita no in 
tervalo inicial atinge o valor especificado. No método Flexplex 
isto ocorre quando o tamanho do intervalo, que contêm o mínimo de 
T(V), é reduzido para um valor menor do que 1% do valor do crité­
rio de tolerância
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A P Ê N D I C E  VI
INTERPOLAÇÃO QUADRÁTICA
Considerar um vetor Xq e uma direção qualquer, represen­
tada pelo vetor unitário S. Um vetor X, localizado nesta direção, 
serã dado por
X = Xq + XS
Seja f(X) uma função qualquer; então
f(X) = f(Xq+ ÀS) = f(X)
logo, f pode ser considerada uma função de X (Xq e S são conside­
rados fixos).
Assumir que a função f pode ser aproximada por uma função 
quadrática em X, na forma
f(X) = a + bX + cX2
então, o valor de X para o qual f(X) ê mínima serã




As constantes b e c podem ser avaliadas tomando-se três 
valores distintos para A, ou seja, A ^ , ^2 e ^3 » 0 <lue f°rnece
£l = f(A^) = a + bA-^ + cA^
£2 = ^(^2  ^ = a + bÀ? + c ^2 
£3 = f(A3) = a + bXj + CÀ3 
para A-^ = 0 , A2 = t/2 e Aj = t, tem-se
f7 = a + — t +  — t2 
2 2 4
£^ = a + bt + ct2
o que fornece a = f^
4f0 - f_ -3f,
b = — t---- £---- 1
2fl - 4f2 + 2f3
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f, - 4f? +3f 
Portanto A* = ---------------- x t
4fl - 8 f 2 + « 3
e o vetor X para o qual f(X) ê um mínimo serã dado por
X = Xq + A*S
No método Flexplex, o tamanho de t é tomado como sendo
- n  (v .-v,
L it1 q,j s O  J
e a direção S determinada por
s - i V V
onde representa um ponto interior ao contorno formado pelas res 
trições impostas ao problema, e V , um ponto exterior.
A função f(X) ê representada por
P
Z ( V )  = l
i  = l  L
1  2
gim
onde p ê o numero total de restrições violadas em V . 
Os valores de f^, f? e f^ são dados por
f3 - Z(vq+ts)
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OS PROGRAMAS DE OTIMIZAÇÃO
1. INTRODUÇÃO
Os métodos Simplex, Flexplex e Powèll estão programados 
em linguagem FORTRAN IV e, atualmente, disponíveis para utiliza­
ção, via terminal de vídeo, no sistema IBM 4341 da UFSC, utilizan 
do precisão dupla para as variáveis reais.
Os programas foram elaborados de modo a permitir ao usua 
rio solucionar os cinco problemas básicos da síntese de mecanis­
mos. A variável ITYPE ê utilizada para caracterizar o tipo de pro 
blema que deverá ser solucionado, isto ê,
A P Ê N D I C E  VII
ITYPE = 1 para geraçao de traj etoria
ITYPE = 2 para movimento coplanar
ITYPE = 3 para coordenação da trajetória
ITYPE = 4 para geração de função
ITYPE = 5 para coordenação angular
Informações referentes a subrotinas, entrada de dados e 




No programa principal são lidos alguns dados de entrada 
e ê exercido o controle geral sobre todo o programa.
A subrotina PATH lê e imprime os dados de entrada para o 
problema de geração de trajetória.
A subrotina COPCRK lê e imprime os dados de entrada para 
os problemas de movimento coplanar e coordenação da trajetória.
A subrotina FUNANG lê e imprime os dados de entrada para 
os problemas de geração de função e coordenação angular.
A subrotina função ERROR controla a avaliação da função 
objetiva para os cinco problemas da síntese de mecanismos.
A subrotina KINEM determina os parâmetros de movimento 
para o mecanismo gerado no processo de otimização, quando da solu 
ção dos problemas de geração de trajetória, movimento coplanar e 
coordenação da trajetória.
A subrotina KINFUN determina os parâmetros de movimento 
do mecanismo gerado para os problemas de geração de função e coor 
denação angular.
A subrotina START gera aleatoriamente n dos n+1 mecanis­
mos necessários no processo de otimização.
A subrotina SIMPLX procede â procura do mínimo (solução 
otimizada), através do procedimento de Nelder e Mead modificado.
A subrotina CONSTR verifica a condição de existência do 
mecanismo e restrições impostas aos parâmetros, modificando-os se 
necessário.
A subrotina ERPGC determina o valor da função objetiva 
para os problemas de geração de trajetória, movimento coplanar e 
coordenação da trajetória.
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A subrotina ERFUNC determina o valor da função objetiva 
para os problemas de geração de função e coordenação angular.
A subrotina COORD determina as coordenadas dos pivôs do 
mecanismo solução do problema.
A subrotina COG determina as coordenadas dos pivôs dos 
mecanismos cognados e realiza impressão dos mesmos.
A subrotina OUTPC calcula os valores máximo e mínimo do 
ângulo de transmissão do mecanismo solução e imprime os resultados 
finais para os problemas de geração de trajetória, movimento co- 
planar e coordenação da trajetória.
A subrotina OUTFUN calcula os valores máximo e mínimo do 
ângulo de transmissão do mecanismo solução e imprime os resultados 
finais para os problemas de geração de função e coordenação angu­
lar .
2.1. ENTRADA DE DADOS





1-3* Tipo de síntese ITYPE
4-6* Fator de peso sobre (ai,$i)?(=0) p/ não; (=1) p/ sim ........ IW1
1
7-9* Fator de geso sobre y^? (=0) p/ nao; (=1) p/ sim IW2
10-12* Seleção de pontos na curva gerada pode ser "0" ou "1" IDECIS
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13-15*
Seleciona a função objetiva; (=0) 
p/ critério dos mínimos quadrados; 
(=1) p/ ãrea entre a curva gerada 
e a curva desejada
IOP
1-3* Numero de parâmetros que definem o mecanismo N
?
4-6* Numero de pontos da curva desejada M
Í4
7-9* Numero de pontos da curva gerada m
10-12* Parâmetros utilizados na seleção de pontos na curva gerada ICP
X
1-3* Todas as suposições iniciais forne­
cidas? (-1) p/ sim e (1) p/ não NGUESS
4-6* Restrições externas? (1) p/ sim e (-1) p/ não LEXT
4+
1-8 Parâmetros para geração das RANDOM
9-16 soluções iniciais DRANDM .
1-8 Coeficiente de reflexão ALFA
5 9-16 Coeficiente de contração BETA
17-24 Coeficiente de expansão GAMA
z: a
6A 11~3|,... (9F8.0)




7A 11-8 I . (9F8.0)




8A j1-8 j ,... (9F8.0)




6B 11-8 I (9F8.0)






11-8 | ,... 
(9F8.0)




















11-8 | ,... 








Ângulos do acoplador fornecidos p/ 







Valor inicial para o ângulo da 
manivela TINITL
9-16 Valor final para o ângulo da manivela TFINAL
. 15A 1 i-s| , . . . Se IW1=1 fator peso nos parâmetros WF1(I)
ou 13B (9F8.0) do movimento 1=1 ,M
16A 11-8 ],.•• Se IW2=1 fator peso nos ângulos do WF2(I)
ou 14B (9F8.0) plano do acoplador 1=1 ,M
+ 0 cartão n9 4 somente serã usado, se NGUESS=1, ou LEXT=-1, ou, tanto 
LEXT como NGUESS=1
+ -f  ^ ~
Se NGUESS=1, a seqliencia de cartões e 6A, 16A, caso contrario,
a seqüência a ser utilizada serã 6B, ..., 14B 
■f w „
Os cartões 9A ou 7B e 10A ou 8B somente serao utilizados se LEXT-1 
++++ O valor de NP ê dado por: NP=N*(N+1)
* Formato inteiro
2.1.2. MOVIMENTO COPLANAR
A sequência de cartões ê, basicamente, a mesma utilizada 
no problema de geração de trajetória. A diferença é que, no car­
tão 1, a variável IOP ê deixada em branco e a variável TETA, no 
cartão 13A ou 11B, representa a posição angular desejada para o 
plano da barra acopladora.
2.!.3. COORDENAÇÃO DA TRAJETÓRIA
A sequência de cartões ê a mesma utilizada . no problema 
de movimento coplanar. A ünica diferença, neste caso, ê que a va­
riável TETA representa os ângulos da manivela.
2.1.4. GERAÇÃO DE FUNÇÃO
A sequência de cartões ê a mesma utilizada para o proble 
ma de geração de trajetória atê o cartão de n 9 10A ou 8B , reque­
rendo algumas modificações. Por exemplo, no cartão n 9 1, IW2, IDE 
CIS e IOP são deixados em branco. No cartão n 9 2, a variável MA é 
tomada igual ao valor de M e ICP é deixado em branco. Todos os ân 









Ângulo entre o eixo x do sistema de 
referência e a posição inicial da 
manivela
ZETA





(9F8.0) Ângulos de saída TETA(I)
13A 
ou 11B
11-8 | ,... 
(9F8.0)





- - - - - - - • ?  - .
A sequência de cartões ê a mesma utilizada no problema 
de geração de função. Entretanto, a variável TETA representa, nes 
te caso, os ângulos desejados para o movimento do acoplador.
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2.2. SIGNIFICADO DE ALGUMAS VARIÁVEIS
2 . 2 . i . SIGNIFICADO DE ICP
ICP ê o parâmetro utilizado na seleção de pontos na cur­
va gerada. Este valor determina quantos pontos na curva gerada 
são considerados no momento em que são selecionados os pares de 
pontos que melhor se aproximam daqueles da curva desejada. 0 nünie 
ro de pontos ê determinado por
MA
N 9 de pontos = — x ICP
M
onde MA é o numero de pontos na curva gerada e M, o numero de pon 
tos na curva desejada. 0 parâmetro ICP ê utilizado nos problemas 
de geração de trajetória, movimento coplanar e coordenação da tra 
jetõria.
2.2.2. SIGNIFICADO DE IDECIS
IDECIS ê o parâmetro que decide o modo como o primeiro 
ponto da curva gerada serã escolhido. Se IDECIS = 0, o ponto 1, 
na curva gerada, ê determinado por conceitos geométricos, como 
mostrado no Apêndice II. Se IDECIS = 1, o ponto 1 ê, então, deter 
minado, usando o conceito de distância mínima entre dois pontos. 
IDECIS ê utilizado para os três casos de síntese mencionados na 
seção 2 .2 .1 .
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2.2.3. SIGNIFICADO DE TINITL E TFINAL
Como mostrado na figura VII.1, TINITL e TFINAL são res­
pectivamente as posições angulares inicial e final da manivela 
em relação a barra fixa. Para o mecanismo manivela-balancim, os 
valores 0o e 360° são adotados para TINITL e TFINAL, respectiva­
mente.
2 . 2 . 4 . SIGNIFICADO DE ZETA
A variável ZETA ê utilizada nos problemas de geração de 
função e coordenação angular. Ela representa o ângulo entre a ma­
nivela e o eixo X de referência. Este ângulo determina a posição 
inicial do movimento da manivela, de tal maneira, que o parâmetro 
DELT, que define os ângulos da manivela, assume sempre o valor Z£ 
ro na primeira posição. Os valores restantes de DELT são conside­
rados tendo DELT(l) = 0 como a origem (figura VII.2).
3. PROGRAMA FLEXPLEX
No programa principal, são lidos alguns dados de entrada 
e ê exercido o controle geral sobre todo o programa.
As subrotinas PATH, COPCRK, FUNANG, ERROR, KINEM,KINFUN, 
ERPGC, ERFUNC, COORD, COG, OUTPGC e OUTFUN são utilizadas e não 
serão aqui comentadas, pois jã o foram na seção 2 .
A subrotina FLEX minimiza o valor da função objet iva F (V),
verificando se as restrições violadas estão dentro dos limites
-  -  fk~) permissíveis pelo critério de tolerancia J . Caso este limite
seja ultrapassado, a subrotina FEAS ê chamada.
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Tfinal
_____ __________ - ................... —  ___ __ ______ ______ _______________________________________________ = 3 t—
X
FIGURA VII.1 - Os ângulos TINITL e TFINAL
Y I
FIGURA VI1.2 - Os ângulos ZETA e DELT
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A subrotina FEAS minimiza o valor do funcional de restri, 
ções T(V) para que um mecanismo próximo ou dentro da região pos 
sível, seja encontrado.
A subrotina START.1 gera os r = N - NC conjuntos de suposi­
ções iniciais necessárias na minimização da função objetiva F(V).
A subrotina START2 gera os N conjuntos de suposições in_i 
ciais necessárias na minimização de T(V).
A subrotina WRITEX avalia e imprime os valores das res­
trições de igualdade e desigualdade, bem como o da função objeti­
va .
A subrotina SUMR calcula a soma dos quadrados dos valo­
res das restrições violadas para comparar com o critério de tole- 
rancia $ .
A subrotina PROB ê utilizada para introduzir as restri­
ções de igualdade e desigualdade impostas ao problema, bem como 
para fazer a chamada para a avaliação da função objetiva F(V).
A subrotina TROCA permite que sejam fixados valores cons 
tantes para os parâmetros do mecanismo, fazendo uma mudança de va 
riãveis, quando da avaliação de F(V).
A subrotina REFAZ retorna com os valores dos parâmetros 
a serem otimizados.
3.i. ENTRADA DE DADOS
3.1.1. GERAÇÃO DE TRAJETÕRIA
Um asterisco no número da coluna indica formato inteiro. 








' 1-3* . Tipo de síntese ............... ITYPE
4-6* Fator peso sobre (0^ ,8 )^? (=0)T)/ não e f=11 d/ sim . . IW1
7-9* Fator de peso sobre y^? (=0) p/ não e (^ 1) p/ sim IW2
10-12* Seleção de pontos na curva gerada, pode ser "0" ou "1'! . IDECIS
13-15*
Seleciona a função objetiva; (=0) 
p/ critério dos mínimos quadrados, 
(=1) p/ ãrea entre a curva gerada 
e a desejada ...............
IOP
2
1-3* Número de parâmetros que definem 
0 mecanismo N
4-6* Numero de pontos da curva desejada M
7-9* Número de pontos da curva gerada MA
10-12* Parâmetro utilizado na seleção de pontos da curva gerada ICP
13-15* Número de parâmetros a serem otimizados NMM
3
1-8 Parâmetros utilizados na geração 
das suposições iniciais necessá­




1-8 Coeficiente de reflexão ALFA
9-16 Coeficiente de contração BETA
17-24 Coeficiente de expansão GAMA




11-8 | ,... 
(9F8.0)
















1 1 - 8 | ,... 
(9F8.0) 3^  desej ado
YDES(I) 
1 = 1  , M
1 0
1 1 - 8  | , . . .  
(9F8.0)
Ângulos do acoplador fornecidos 
p/ melhor seleção dos pontos na 
curva gerada
TETA(I) 
1 = 1  , M
1 1
1 - 8
Valor inicial do ângulo da 
manivela TINITL
9-16 Valor final do ângulo da manivela TFINAL
1 2
1 1 - 8  | , . . .  
(9F8.0)




13 i 1 - 8  | , . . .  (9F8.0)
Fator de peso nos ângulos do 
acoplador, se IW2=1
WF2(I) 
1 = 1 , M
1-3* Numero de restrições de igualdade NC
14 4-6* N9 de restrições de desigualdade NIC
7-15 Limite de convergência CONVER
0 valor utilizado para a variável CONVER ê geralmente 
o valor 0 ,0 0 1 .
3.1.2. MOVIMENTO COPLANAR
Para este caso, a mesma sequência de cartões do problema 
de geração de trajetória ê utilizada. Entretanto, a variável IOP, 
no cartão de n 9 1, ê deixada em branco e a variável TETA, no car­
tão de n 9 7, representa a posição angular desejada para a barra 
acopladora.
3.1.3. COORDENAÇÃO DA TRAJETÕRIA
Utiliza-se a mesma sequência de cartões do problema de 
movimento coplanar. A diferença reside na variável TETA que, nes-
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te caso, representa os ângulos da manivela.
3.1.4. GERAÇÃO DE FUNÇÃO
A mesma sequência de cartões utilizada no problema de gcj 
ração de trajetória ê adotada atê o cartão de n 9 10, Entretanto, 
algumas modificações devem ser introduzidas. Por exemplo, no car­
tão de n 9 1, IW2, IDECIS e IOP são deixados em branco. No cartão 
de n 9 2, a variável MA ê tomada igual ao valor de M e ICP ê deixa 







Ângulos entre o eixo X do sistema 




(8F8.0) Ângulos da manivela
DELT(I) 
1*1 ,M




11-8 | ,... 
(9F8.0) Fator de peso em TETA, se IW1=1
WFICI) 
1=1 ,M
1-3* N9 de restrições de igualdade NC
11 4-6* N9 de restrições de desigualdade NIC
7-14 Limite de convergência CONVER
* Formato inteiro
3.1.5. COORDENAÇÃO ANGULAR
A mesma sequência de cartões do problema de geração de 
função é utilizada. Entretanto, a variável TETA representa os ân­
gulos desejados para a barra acopladora.
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3.2. UTILIZAÇÃO DA SUBROTINA PROB
A subrotina PROB, como mencionado anteriormente, ê utili 
zada para introduzir as restrições de igualdade e desigualdade im 
postas ao problema.
0 parâmetro INQ, utilizado na subrotina, serve para iden 
tificar os conjuntos de restrições.
INQ = 1 restrições de igualdade 
INQ = 2 restrições de desigualdade
As restrições de igualdade e desigualdade são representa 
das pela variável real indexada R(I) e são introduzidas na subro­
tina da seguinte forma:
1) Depois do cartão comentário "RESTRIÇÕES DE IGUALDADE", 
coloca-se o conjunto de restrições de igualdade na forma
R(l) = h^V)
R(NC) = hNC(V)
2) Depois do cartao comentário "RESTRIÇÕES DE DESIGUALDA­





R ( N I C )  =  8 n I C C V )
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Se o problema não contêm restrições de igualdade, NC = 0 
e, neste caso, nenhuma declaração deve ser colocada apõs os car­
tões comentário que indicam as restrições de igualdade. Similar - 
mente, se não existirem restrições de desigualdade, NIC = 0 e ne 
nhuma declaração deve ser colocada apõs os cartões comentários 
que indicam as restrições de desigualdade.
3.3. UTILIZAÇÃO DAS SUBROTINAS TROCA E REFAZ
È comum que, em determinados problemas da síntese de me­
canismos, queira-se um mecanismo, de tal modo que o comprimento 
de uma barra ou outro parâmetro qualquer que o define assuma um 
valor constante prê-estabelecido. Nestes casos, um número menor 
de variáveis será utilizado no processo de otimização.
A avaliação da função objetiva exige que o conjunto de 
nove parâmetros [L^ ,1-^  ,L^ ,L^ ,R,Xq ,Yq ,cr^  seja fornecido. Por
outro lado, um número menor de parâmetros está sendo utilizado no 
processo de otimização, sendo, portanto, necessário que , de alguma 
forma, o conjunto de nove parâmetros acima mencionado seja .obti­
do quando da avaliação da função objetiva.
A subrotina TROCA ê utilizada na obtenção dos parâmetros 
necessários para a avaliação da função objetiva. Estes parâmetros 
são designados pela variável V(I), I = 1, N e VC(I), I = 1 ,  N, 
onde V(I) representa os parâmetros que definem o mecanismo e 
VC(I), os utilizados para satisfazer as restrições físicas do pro 
blema. Os valores de V(I) e VC(I) são, então, obtidos através das 
variáveis, oriundas do processo de otimização, X(I) e VX(I), i = 
1, NMM, e dos valores constantes estabelccidos na especificação 
do problema.
125
Apõs a avaliação da função objetiva, deve-se retornar com 
as variáveis X (I) para que o processo de otimização tenha continui 
dade. Este procedimento ê feito na subrotina REFAZ.
A seguir ê apresentado um exemplo ilustrativo da utili­
zação das subrotinas PROB, TROCA e REFAZ.
3.4. EXEMPLO ILUSTRATIVO DE UTILIZAÇÃO DAS SUBROTINAS 
PROB, TROCA E REFAZ
Seja o conjunto de parâmetros
V(l) = Lx V (4) = L4 V C 7) = Y q = 0
V(2) = L2 V(5) = R V( 8) = a = 0
V(3) = L3 V(6 ) = XQ = 0 V(9) = ff2
e o conjunto de restrições de desigualdade
20 < L 1 < 60 20 < L3 < 60
10 £ L2 £ 30 10 £ L4 $ 50
Para este caso, temos
N = n 9 de parâmetros representativos do mecanismo = 9 
NMM = n? de parâmetros a otimizar = 6
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NC = n? de restrições de igualdade = 0 
NIC = n 9 de restrições de desigualdade = 8
Então, as variaveis a serem otimizadas, X(I), I = 1, 6 ,
sao
X(l) = Lx X C 4) = L4
X(2) = L2 XC 5) = R
X (3) = L3 X (6) = o 2
0 conjunto de 8 restrições ê dado por
R(NC+1) = R(l) = X 1 - 20 R(5) = X3 - 20
R(2) = 60 - X 1 R (6) = 60 - X3
R(3) = X2 - 10 R(7) = X4 - 10
R(4) = 30 - X 2 R(8) = 50 - X4
A determinação de V(I) e VC(I) serã dada por
V(l) = X(l) V(4) = X(4) V C 7) = 0
V(2) = X ( 2) ' V ( 5) = X ( 5) V ( 8) = 0
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V(3) = X (3) V (6 ) = 0 V(9) = X (6 )
VC(1) = VX(1) VC(4) = VX(4) VC(7) = 0
VC(2) = VX(2) VC(5) = VX(5) VC(8) = 0
VC(3) = V X (3) VC(6 ) = 0  VC(9) = VX(6 )
O retorno dos parâmetros a serem otimizados, X(I), ê fei
to por
X(l) = V(l) X (4) = V (4)
X (2) = V (2) X (5) = V(5)
X (3) = V(3) X(6 ) = V(6)
As subrotinas PROB, TROCA e REFAZ, para este- exemplo, 
são ilustradas pelas listagens apresentadas a seguir.
4. PROGRAMA POWELL
No programa principal são lidos alguns dados de entrada 
e e exercido o controle geral sobre todo o programa.
As subrotinas PATH, COPCRK, FUNANG, KlNEM, KINFUN , ERFGC, 
ERFUNC, COORD, COG, OUTPGC, OUTFUN, TROCA, REFAZ e o subprograma 
função ERROR são considerados no programa e possuem as caracterís 
ticas mencionadas anteriormente.





COMMON /P/STEP» FDIFER»SEQL♦X,Vl,V2,R»SJMfF,SR »ROLD»SCALE,FOLD,VX, 
■ *CLINK,N,NC» NIC»IN,INF,K1,K2 *K3*K4|K5tKb,K7,K8,K9 
CO^MON /S/K 1A,R2A»R3A,LFEAS*L5,Ló,L7 ,L8,L9 
CQPMPN / CUT /NOUT 1» NOUT2 , IPROG 
COMMON /RANGE/VLOW(20),VHISH(20}
CPKMQ.W / EXT/,'<AN DOM , DRANDM
COMMON /FIPS/RS»W
COMMON /SIMPX/ALFA,BETA»GAMA
DIM5NSICK X(bO/ , V L ( 50, 5 0) , \/2 í 50 , 50 J »Rí 100J» SUM{ 50) » FÍ50) ,SRÍ50i, 
IROLO(IOO) ,H (50) ,VX(20I»V(50)»VC120I
C










£ *1}: *# *# ífc * *
€ RESTRIÇÕES CE DESIGUALDADE
C
P(1) = X(I >-20,
R( 2J=60.-X( 1)
ÍU3) = X<2 >-1 0 .
R{4) = 30.-X( 2)













CALL RE F £ Z { V,N»XÍ
00 6 I = 1 * N 




F I LEO B B Ai NUCLEO DE PROCESSAMENTO DE DADOS UFSC
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SUBROUTINE TROCÀ (X , VX,N , V, / C )
IMPLICIT REAL*3tA-"H,fWI
DI. MENS I ON VI50),VCÍ20I,XÍ50I,VXÍ20I
IF í Ne NE © 9) GO TO 2
OQ 1 1=1,9
Vi I ) = X ( I )





C HE TEKMI NA OS MOVES PARA METROS DO MECANISMO-
C. PARA QUE SEJA AVALIADA A FJNCAO OBJETIVA.
Q sfc+sf: g£ *• if jc
Vtl) = X(l)
V Í 2) = X ( 2 )
Vi 3 ) = X 13 »
V { 4} = X ( 4 )
V<5)=X(5J
V(6)=Oe
V ( 7) = 0 .
V< 83=0*
V Í 9) = X( Ó )
VC t I i = V X (I}
VC ( 2) =VX (2)
VC Í 3) = V X Í 3 )
VC {4 3 = V X (4)
VC ( 5) = V X (5)
VC<6)=0.
VC i 7 ) = 0 *





SUBROUTINE RE FAZ (V» N f X)
IMPLICIT REAL*8tA-H,0=Z)
DIM E N SIC K V (50)iX!50)* V X ( 2 3)
TF (N.NE.9JG0 TO 2 
00 1 T = 1 19 
XiI)=ViI)
1 CONTINUE
• GO TO 3
2 CONTINUE
Caicfcj*:#!}:
C RFTOPNA COM 3 VALOR DOS PARAMETRQS A SEREM MINIMIZADOS
X( l) = V( 1 )
X( 2) = V < 2 )
X { 3 ) = V < 3 )
X ( 4 ) = V t 4 )
X(5) = Vi 5 i 




A subrotina POWELL combina o método de otimização dc 
Powell com a técnica de funções penalidade de Caroll.
A subrotina OTIMO realiza a minimização da função objeti 
va modificada com os termos de penalidade.
O subprograma função GIN determina a função penalidade 
interior de desigualdade.
O subprograma função GEX determina o valor da função pe­
nalidade externa de desigualdade, bem como os fatores peso para 
as funções penalidade interior e exterior.
0 subprograma função H determina o valor da função pena­
lidade de igualdade e os valores dos fatores peso na função pena­
lidade de igualdade.
A subrotina GFUN ê utilizada para introduzir, no proble­
ma, as restrições de desigualdade.
A subrotina HFUN ê utilizada para introduzir as restri­
ções de igualdade.
4 *1• ENTRADA DE DADOS
A sequência de cartões ê, basicamente, a mesma utilizada 
no programa FLEXPLEX. Entretanto, nos problemas de geração de tra. 
jetõria, movimento coplanar e coordenação da trajetória, os car­
tões de números 3, 4, 6 , 7 e 14 não são considerados, enquanto 
que nos problemas de geração de função e coordenação angular, os 
cartões não considerados serão 3, 4, 6 , 7 e 11.
Para que a especificação seja completada ê .necessário 







1-5* N9 de restrições de desigualdade MG .
6-10* N9 de restrições de igualdade MH
11-15* Limite no numero de iterações . MAXIT
16-20* Controla a impressão dos parâmetros no decorrer da otimização ISW
A 21-25* Todo conjunto EPS(I) fornecido? (=0) p/ não e (=1) p/ sim IEPS
26-30* Imprimir fator peso das restrições? (=0) p/ não e (=1) p/ sim IPRNT
31-35* Numero de vezes em que IR ê 
incrementado pela unidade NRUN
36-40* Parâmetros que indicam qual a funçao penalidade que serã usada ISRCH
1-8
Parâmetro utilizado na determinação 
da máxima movimentação dos parâme­
tros a serem otimizados
ESCALE
9-16 Limite para a convergência EPS1
B
17-24
Fator exponencial na função penali­




Parâmetro utilizado na determinação 
dos fatores peso para a função pena­
lidade exterior. Escolhido entre 1 
e 5. Inicie com 1
GFAC
33-40
Parâmetro utilizado na determinação 
dos fatores peso para a função pena­
lidade de igualdade. Escolhido entre 









Para o caso em que nenhuma restrição seja especificada, 
os parâmetros apos ISW,’ no cartão A, podem ser deixados em branco.
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4.2. SIGNIFICADO DE ALGUMAS VARIÁVEIS
4.2.1. SIGNIFICADO DE ISW
A variável ISW ê utilizada para controle de impressão no 
decorrer do processo de otimização e pode assumir quatro valores:
ISW = 0 imprime somente o resultado final
ISW = 1 imprime o resultado apos cada iteração
ISW = 2 imprime o resultado apos a procura ao 
longo de uma linha
ISW = 4 imprime o resultado apos dez iterações
4.2.2. SIGNIFICADO DE ISRCH
ISRCH decide qual a função penalidade que será utilizada 
no processo de otimização e pode assumir três valores:
ISRCH = 0  no caso em que a suposição inicial não ê
possível, procura, por uma possível, t>ela
MG
minimização de (G(I)+100.*EPS1) 2
ISRCH = 1 obriga o uso de função penalidade exterior
ISRCH = 2 utiliza função penalidade interior, se as 
suposições iniciais são possíveis, doutra 
sorte, usa função penalidade exterior
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4 .3. UTILIZAÇÃO DA SUBROTINA GFUN
A subrotina GFUN introduz as restrições de desigualdade 
do problema. As restrições são consideradas como sendo £ 0-
A variável indexada G(I), 1 = 1 ,  MG, ê utilizada para r£ 
presentar as restrições de desigualdade, que devem ser introduzi­
das apõs o cartão comentário "RESTRIÇÕES DE DESIGUALDADE".
4.4. UTILIZAÇÃO DA SUBROTINA HFUN
As restrições de igualdade são introduzidas no problema 
através da subrotina HFUN e a variável indexada H(I), 1 = 1 ,  MG, 
e utilizada para representar estas restrições.
As restrições deverão ser colocadas apõs o cartão comen­
tário "RESTRIÇÕES DE IGUALDADE".
A listagem apresentada a seguir mostra a forma final de 
GFUN e HFUN, para o seguinte exemplo:
10 < XC1) < 30 
10 * X (2) <ç 30
X(l) - X(2) = 0
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FÏLEO C C Al NÚCLEO 0£ PROCESSAMENTO DE DADOS «/UÍSC
SUBROUT ï NE GFUN(Gr X î 
IM PL ï CI T RE AL *8 I A* H f1> Z I 
DIMENSION G í 30 3 » Xí 30)
C jÿ'^s #.1?: **♦;•***
C RE STS IC0ES DE ÜESIGUALÖÄDE
Ç ïjtjj; *:jí«Sí Jfcjfc *'.#* * # % $St# ^cagtojs^- .
gí n*io.-xt d
Gí 2 ) = X í 1 J“30.
G(3)=10o“X{ 21 




SUBROUTINE HFUNI H,Xî 
IMPLICIT RE/;L*S <A-H»0-2|
CI McNS J. ON H (30) » X ( 30)
C RFSTRÏCOES DE ! GUALCADf?
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