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Resumen
El objetivo de este trabajo de fin de grado es reducir el tiempo necesario
para desplegar las aplicaciones de la empresa BiiT Sourcing Solutions en los
entornos de produccio´n. Todo ello teniendo plenas garant´ıas de que el softwa-
re desplegado cumple con unos esta´ndares de calidad mı´nimos. Para ello se
ha implantado un sistema de entrega continua, donde una vez los desarrolla-
dores han terminado una nueva versio´n de la aplicacio´n, se realicen todos los
tests necesarios automa´ticamente que aseguran el correcto funcionamiento
del software. Adema´s la solucio´n esta´ basada en virtualizacio´n mediante con-
tenedores Docker para as´ı asegurar su portabilidad y optimizar los recursos
de la empresa.
Palabras clave: despliegue, integracio´n continua, entrega continua, Docker, contenedo-
res, Jenkins, automatizacio´n.
Abstract
The main objective for this degree final project is to reduce the necessary ti-
me for deploying any applications developed in BiiT Sourcing Solutions into
a production environment. All this having a full guarantee that the genera-
ted software accomplish the minimum quality standards. In order to achieve
this, we have implemented a continuous delivery system, where once the de-
velopment team has finished a new version of the application, all necessary
tests are performed automatically ensuring the correct operation of the soft-
ware. In addition to this, the proposed solutions is based on virtualization
using Docker containers to ensure the portability and the optimization of the
company’s resources.
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Cap´ıtulo 1
Introduccio´n
Este trabajo se ha realizado en colaboracio´n con la empresa BiiT Sourcing Solutions,
y su desarrollo se ha llevado a cabo durante los 4 meses de pra´cticas. Las pra´cticas
fueron llevadas a cabo dentro del departamento de sistemas de la empresa, encargado
de mantener y mejorar la infraestructura de esta.
Los avances realizados en la empresa durante este periodo esta´n siendo continuados
actualmente, gracias a un contrato para continuar con la estancia en la empresa despue´s
de finalizar el convenio de pra´cticas.
Motivacio´n y objetivos de este trabajo
La finalidad de la empresa al plantear este trabajo es mejorar la experiencia de los
clientes con las aplicaciones y en definitiva la calidad de los servicios ofrecidos.
A un nivel ma´s te´cnico, estas ideas generales se traducen en cambios en diversos
aspectos, que engloban desde el proceso de desarrollo, pasando por la instalacio´n hasta
la etapa de mantenimiento y postproduccio´n. Describamos los aspectos ma´s importantes
que se pretenden mejorar:
Actualizar los procesos de la empresa: adaptarse a las herramientas y metodolog´ıas
ma´s modernas nos reporta ventajas para todas las etapas de desarrollo de las
aplicaciones.
Aumentar la productividad de los trabajadores: esta idea da paso a la automati-
zacio´n de tareas repetitivas, uno de los aspectos clave durante este trabajo.
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Reducir los riesgos y en tiempo invertido en los despliegues: la instalacio´n de la
aplicacio´n en las ma´quinas de produccio´n es uno de los aspectos ma´s propenso a
errores. Los problemas a la hora de desplegar se traducen en tiempo y recursos que
no invertimos en otras tareas ma´s productivas.
Mejorar la interaccio´n con el cliente: esto se consigue mediante instalaciones ma´s
frecuentes y permitiendo una comunicacio´n ma´s directa entre cliente y equipo de
desarrollo.
Optimizar el uso de los recursos disponibles con la finalidad de ahorrar dinero
(objetivo secundario).
Para conseguir los objetivos descritos, vamos a disen˜ar un sistema que permita reali-
zar despliegues en produccio´n con un click. De esta manera, invirtiendo tiempo y recursos
en crear y mantener este sistema, conseguimos un ahorro temporal sustancial en todas
las etapas del ciclo de la aplicacio´n, sobretodo en las posteriores a la fase de desarrollo.
La rentabilidad de la inversio´n inicial se acentu´a si pretendemos mantener o seguir
desarrollando el producto durante un largo periodo de tiempo.
Una vez expuestos nuestros objetivos pasemos a introducir brevemente el contexto
en el que desarrollaremos el trabajo.
¿Que´ es BiiT?
Se trata de una empresa joven, con algo ma´s de tres an˜os de antigu¨edad, que basa
su negocio en el desarrollo de aplicaciones web basadas en Java. Para el desarrollo, la
mayor´ıa de herramientas empleadas son de co´digo libre, sobre estas hablaremos a medida
que vayamos profundizando en los aspectos te´cnicos.
La productos ofrecidos por la empresa se basan en lo que se denomina Business
Inteligente (BI)1.
El objetivo del BI consiste en recabar informacio´n de distintas fuentes, procesarla, y
reportar las conclusiones con la finalidad de ayudar en la toma de decisiones, todo ello
basado en te´cnicas informa´ticas [14].
Este u´ltimo concepto se puede aplicar en diversos campos, en nuestro caso particular
son dos:
Medicina, concretamente en centros fisioterapeuticos.
1Esto tiene una relacio´n directa con el nombre de la empresa. BiiT son las siglas de Business Inteligence
and Information Technology
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Instituciones pu´blicas.
Esto u´ltimo nos conduce a mencionar que la empresa tiene sede en Valencia, pero su
mercado esta´ orientado a los Paises Bajos.
Para todo ello la empresa se basa en una infraestructura en la nube, esto permite:
Ahorrar en costes en mantenimiento y montaje: aspecto importante en una empresa
de este taman˜o.
Ofrecer un servicio ma´s estable: no se depende de un u´nico servidor alojado en las
instalaciones de la empresa.
Mayor flexibilidad frente a las demandas de los clientes.
Escalabilidad a un coste muy bajo.
Despue´s de esta breve definicio´n el contexto en el que nos desenvolveremos, pasemos
a definir los problemas ma´s comunes a los que se enfrentaba la empresa antes de la
realizacio´n de este trabajo. A su vez, esto nos dara´ paso a introducir las soluciones
propuestas.
Problema´tica dentro de la empresa
Como ya hemos descrito durante la seccio´n de los objetivos a cumplir, uno de los
aspectos ma´s propensos a errores son los despliegues. Esto se debe a que las aplicaciones
reales son elementos muy complejos. Es comu´n que para su desarrollo se usen decenas de
librer´ıas (en ocasiones de terceros), que se basen en mu´ltiples tecnolog´ıas o se empleen
distintos frameworks2 Esta complejidad se traduce en ma´s errores potenciales.
Durante un despliegue normalmente es necesario realizar cambios en la BD, en fi-
cheros de configuracio´n, instalar nuevas dependencias, etc.
Por tanto es un proceso costoso y lento, y en muchas ocasiones muy repetitivo. Este
proceso acababa tomando varias horas o incluso d´ıas en caso de complicarse.
Otro aspecto de los problemas detectados era el testeo de las aplicaciones. Este
proceso llevado a cabo manualmente conlleva una gran inversio´n temporal. Adema´s
debemos tener en cuenta que los encargados de testear la aplicacio´n tambie´n pueden
2Entornos de trabajo que facilitan el desarrollo mediante cierto nivel de abstraccio´n, permitiendo
programar a ma´s alto nivel.
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omitir errores o casos de prueba debido a la saturacio´n. Esto u´ltimo se traduc´ıa en bugs
que se detectaban una vez la aplicacio´n ya hab´ıa pasado a produccio´n.
Por u´ltimo, cabe mencionar que au´n contando con una arquitectura en la nube, el
uso de los recursos no siempre era optimizado, dando lugar en muchos casos a ma´quinas
sobredimensionadas. Lo que supone un gasto adicional que no reporta beneficios.
Estructura del trabajo
Contexto previo
En primer lugar, dedicaremos un cap´ıtulo al contexto te´cnico y a las metodolog´ıas
de la empresa antes del inicio de nuestro trabajo. Enumeraremos las herramientas ma´s
importantes, y su finalidad. Tambie´n profundizaremos en los detalles te´cnicos ma´s rele-
vantes, ya que son conceptos necesarios para entender los cap´ıtulos posteriores.
Propuesta
Dedicaremos un cap´ıtulo a presentar las soluciones propuestas partiendo de la base
de la empresa.
En este cap´ıtulo presentaremos brevemente los conceptos de los cap´ıtulos siguientes,
y describiremos co´mo ayudan a conseguir cada uno de nuestros objetivos (mencionados
en la seccio´n 1.1) as´ı como la solucio´n a los problemas de la empresa descritos en la
seccio´n 1.3.
Integracio´n continua (IC)
A continuacio´n entraremos de pleno con nuestra solucio´n propuesta, que como co-
mentaremos ma´s adelante, requiere de un paso previo: la instauracio´n de un sistema de
integracio´n continua. En este cap´ıtulo explicaremos de forma teo´rica en que consiste la
IC. Posteriormente hablaremos sobre los cambios necesarios en la arquitectura previa
de la empresa, para que esta pueda adaptarse a los requisitos de la IC.
Finalmente comentaremos los pasos realizados para la implementacio´n de dicho sis-
tema. Para esto u´ltimo emplearemos una herramienta llamada Jenkins.
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Entrega continua (EC)
Destinaremos este cap´ıtulo a la entrega continua, mencionada durante el cap´ıtulo
“Propuestas y pasos a seguir” como solucio´n potencial a la mayor parte de los problemas
descritos.
Esta guarda una relacio´n directa con el sistema del cap´ıtulo de IC, por tanto se
tomara´ como punto de partida el trabajo descrito en este.
Una vez ma´s, dedicaremos una seccio´n a los conceptos teo´ricos, para dar paso luego
a la implementacio´n de estos en el caso particular de la empresa.
Durante la introduccio´n hemos mencionado algunos de los problemas comunes du-
rante los despliegues. En este cap´ıtulo los detallaremos todos, explicando de forma ma´s
te´cnica por que´ se producen. Esto nos conducira´ a exponer las implementaciones nece-
sarias para solucionarlos, todo ello mediante el uso de la herramienta propuesta. Para
finalizar este cap´ıtulo, mencionaremos que´ es el despliegue continuo (DC), y que´ relacio´n
guarda con la EC.
Contenedores como plataforma
La virtualizacio´n como concepto es introducida durante la seccio´n 3.2, pero de forma
poco detallada. En este cap´ıtulo nos adentraremos mucho ma´s en aspectos te´cnicos
sobre su funcionamiento, y en concreto sobre el funcionamiento y caracter´ısticas de los
contenedores. Lo que nos llevara´ a presentar la herramienta que utilizaremos para este
propo´sito: Docker.
Explicaremos que´ es exactamente y co´mo ha sido utilizada como plataforma. Tambie´n
comentaremos los problemas encontrados durante la virtualizacio´n de toda la infraes-
tructura de desarrollo.
Como final de este cap´ıtulo ilustraremos la arquitectura resultante con la finalidad
de compararla con la arquitectura anterior.
Conclusio´n
Despue´s de la finalizacio´n de los cap´ıtulos ma´s te´cnicos, dedicaremos este cap´ıtulo
final a las conclusiones obtenidas durante el trabajo. Tambie´n comentaremos las limi-
taciones que hemos encontrado y haremos una evaluacio´n de como han repercutido los
cambios en la empresa. Por u´ltimo mencionaremos el trabajo futuro a realizar para seguir
desarrollando nuestra solucio´n.
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Cap´ıtulo 2
Contexto previo de la empresa
Desarrollo a´gil: Scrum
Vamos a dedicar esta seccio´n a detallar la manera de trabajar de la empresa. Para ello
debemos explicar que la empresa toma un enfoque a´gil para el desarrollo del software. En
dicho enfoque se pretende una adaptacio´n ra´pida frente a los cambios en lugar de seguir
un plan maestro, adema´s de conseguir una alta interaccio´n con los clientes y priorizar el
desarrollo de software frente a una rigurosa documentacio´n de los procesos [7].
Todo lo mencionado anteriormente se lleva a cabo en un modus operandi basado en
Scrum, sin llegar a adoptar este sistema de forma estricta.
Antes de comenzar, debemos aclarar que lo que se pretende en este apartado es
describir la manera de actuar de la empresa, aplicando ciertos patrones de Scrum, no
es nuestro objetivo describir todos los aspectos te´cnicos de Scrum. Por tanto vamos a
centrarnos en los detalles que ma´s relacio´n tienen con nuestro propo´sito dejando de lado
algunos menos relevantes como los roles dentro de Scrum o los tiempos estipulados para
cada evento.
El te´rmino “Scrum”, sino´nimo de mele´, proviene del argot del rugby, y da nombre a
la accio´n que reinicia el juego despue´s de que este haya sido detenido por una infraccio´n.
Dejando la etimolog´ıa de lado, vamos a aclarar de que´ estamos hablando realmente.
Scrum no es una metodolog´ıa, es decir, no pretende decirnos exactamente que debemos
hacer en cada caso. En cambio, debe entenderse como un marco de trabajo, dentro del
cual se emplean varias te´cnicas y procesos, con el propo´sito de entregar los productos
(nuevas versiones del software) con la ma´xima productividad posible.
Este modelo esta´ pensado para ser aplicado en equipos relativamente pequen˜os, para
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que sean a´giles, pero suficientemente grandes como para que sean capaces de abordar
una carga de trabajo considerable [28].
El taman˜o o´ptimo var´ıa entre 5 y 9 personas, teniendo en cuenta que los equipos
deben ser independientes y auto organizados [20].
Uno de los fundamentos de Scrum es el empirismo, tomando as´ı como premisa que
el conocimiento es resultado de la experiencia y la toma de decisiones debe basarse en
este. Por tanto, para optimizar la toma de decisiones, se debe contar con personal expe-
rimentado, capaz de gestionar situaciones adversas tomando las decisiones adecuadas y
reduciendo al mı´nimo los riesgos asumidos.
El aspecto que acabamos de describir se asienta sobre tres bases [28]:
Transparencia: es importante que todos los miembros del equipo puedan apreciar el
progreso de los procesos. Para ello es recomendable fijar y estandarizar los baremos
para que la percepcio´n de cada individuo no sea subjetiva.
Inspeccio´n: con la finalidad de detectar variaciones en el estado de los procesos
respecto a los objetivos, se deben realizar inspecciones con frecuencia. Pero se
debe tener en cuenta que estas no deben llegar a interferir con en la dina´mica de
trabajo. Las inspecciones deben llevarse a cabo en el mismo lugar de trabajo y
son especialmente provechosas si son llevadas a cabo por revisores con una amplia
experiencia.
Adaptacio´n: los procesos deben ser lo suficientemente flexibles para ajustarse a
pequen˜os cambios en caso de que durante las inspecciones se estime que el resultado
no sera´ el esperado. Cuanto antes se realicen dichos ajustes menor sera´ el riesgo
de que surjan desviaciones entre la planificacio´n y la ejecucio´n.
Una vez conocemos los tres pilares fundamentales de los procesos de Scrum, vamos
a definir el marco temporal en el que estos son llevados a cabo: el sprint.
Un sprint es un bloque temporal cuya duracio´n puede variar dependiendo de las
circunstancias del proyecto, oscilando entre un par de semanas y un mes [20]. El objetivo
del sprint consiste en desarrollar un producto (o modificacio´n sobre uno ya existente)
completamente funcional y apto para ser puesto en produccio´n.
Dentro de cada sprint se definen cuatro eventos principales, dichos eventos esta´n
ideados para cumplir con las bases descritas anteriormente: transparencia, inspeccio´n y
adaptacio´n.
El primer evento son las reuniones de planificacio´n para las tareas que se realizaran
en dicho sprint. En esta reunio´n se lleva a cabo al inicio, y en ella se fija cual
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es el objetivo o meta del sprint. Adema´s, como mencionamos al hablar sobre la
transparencia en los procesos, tambie´n es necesario fijar unos l´ımites comunes para
homogeneizar el juicio de cuando un proceso se considera finalizado.
En el caso particular de la empresa, el objetivo de los sprints, su duracio´n y punto
de conclusio´n son definidos por las personas con ma´s experiencia: el director y el
analista.
Reunio´n diaria (tambie´n denominada daily scrum) Como su nombre indica, este
evento consiste en una reunio´n, de corte informal, realizada cada d´ıa durante el
curso del sprint. Lo ideal es que dicha reunio´n sea llevada a cabo siempre en el
mismo lugar y a la misma hora y su duracio´n no deber´ıa exceder el cuarto de hora.
En dicha reunio´n cada miembro del equipo de desarrollo lleva a cabo una corta
exposicio´n de que ha realizado desde la reunio´n del d´ıa anterior, que tarea realizara´
durante ese mismo d´ıa y si ha encontrado alguna dificultad o impedimento en la
tarea que tiene asignada para que sea discutida o solicitar ayuda a otro miembro.
Las principales finalidades de este evento son dos:
• Sincronizacio´n del equipo de desarrolladores, se evita as´ı que dos personas
este´n trabajando en la misma tarea sin saberlo.
• Inspeccio´n por parte de los responsables. Estos pueden observar si las tareas
avanzan al ritmo planeado o si requieren de ma´s recursos o tiempo para ser
completadas.
El tercer evento consiste en revisar el sprint una vez este ha sido terminado.
En esta reunio´n se pretende determinar si los objetivos planificados se han cumplido
o no. Tambie´n se ponen en en comu´n las opiniones sobre los problemas que han
surgido durante la realizacio´n de las tareas.
En esta reunio´n se busca aprender de los errores, recopilar datos que puedan re-
sultar u´tiles y en definitiva acumular experiencia para los sprints futuros, ya que
como hemos dicho anteriormente, Scrum se basa en el empirismo.
El u´ltimo evento se denomina “retrospectiva del sprint” y consiste en una reunio´n
entre la descrita en el punto anterior y la reunio´n para planificar el siguiente sprint.
El objetivo de esta es inspeccionar los elementos ma´s importantes en cuanto a
personal, relaciones, herramientas y procesos, errores y mejoras del u´ltimo sprint.
Al igual que en la reunio´n para la examinacio´n del sprint, lo que se pretende es
aprender para poder mejorar en el futuro, pero en este caso nos centremos en
mejoras relacionadas a la forma de trabajo del equipo de Scrum.
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Gestio´n del co´digo fuente
A continuacio´n vamos a tratar uno de los aspectos ma´s ba´sicos durante el desarrollo
de cualquier proyecto software: la gestio´n de su co´digo fuente.
Para tratar esto, introduciremos uno de los pilares del entorno de desarrollo de cual-
quier empresa que se dedique al desarrollo software, el sistema de control de versiones
(SCV).
Con el paso del tiempo distintas tendencias han surgido en el a´mbito del desarrollo
software, pero pocas han sido tan ampliamente aceptadas como los SCVs, que se ha
convertido en un esta´ndar de facto. Esta tecnolog´ıa surgio´ a finales de los an˜os 70,
como solucio´n que permit´ıa a varios desarrolladores manejar el co´digo fuente de forma
concurrente y continua. Estos sistemas proporcionan la habilidad de ver la evolucio´n del
co´digo a trave´s del tiempo como si tratara de instanta´neas, permitiendo la posibilidad
de revertir los cambios a un punto concreto, una caracter´ıstica que los ha convertido en
un componente esencial para los proyectos desarrollados en equipo [30].
Internamente, los SCVs guardan ficheros de co´digo en lo que se conoce como reposi-
torios. Desde un punto de vista pra´ctico, un fichero de co´digo puede ser entendido como
un fichero de texto plano, esto es importante para definir cua´l es la unidad ato´mica de
este, es decir, la menor fraccio´n que se puede modificar para considerar que el fichero ha
sido actualizado. En la actualidad la mayor´ıa de SCVs toman como unidad ato´mica la
l´ınea.
Arquitecto´nicamente existen cuatro grandes modelos, en los que se basan los SCVs
para gestionar los repositorios [30]:
Repositorio local aislado: un u´nico repositorio en la ma´quina del desarrollador, solo
se permite el acceso local, por tanto todos los cambios deben ser realizados desde
esa ma´quina. Es el ma´s primitivo y el menos u´til a la hora de trabajar en equipo.
Repositorio local compartido: un u´nico repositorio en la ma´quina del desarrollador,
pero en este caso con acceso a e´l mediante la red de a´rea local. El repositorio actu´a
como si fuera una carpeta compartida entre varios usuarios.
Repositorio remoto en un servidor: esta implementacio´n sigue el esquema cla´si-
co de cliente/servidor. Se aloja el repositorio en un servidor al que acceden los
desarrolladores para leer o escribir sus cambios.
Repositorio distribuido: cada colaborador almacena una copia completa del repo-
sitorio en su ma´quina local.
La implementacio´n ma´s comu´n actualmente es la basada en repositorios distribuidos,
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con algu´n matiz que mencionaremos ma´s adelante. Esta arquitectura otorga mayor in-
dependencia a los desarrolladores si el proyecto es grande, ya que, en una primera etapa
sus modificaciones sera´n guardados solo en su repositorio local. Este sistema tambie´n
permite que las operaciones sean ma´s ra´pidas, ya que al trabajar en local no es necesario
realizar constantemente operaciones a trave´s de la red.
En la arquitectura de repositorios distribuidos, para poner en comu´n el trabajo de
todos los desarrolladores, es necesario combinar los cambios realizados sobre sus res-
pectivos repositorios locales en un repositorio compartido entre todos ellos, vamos a
denominar a este repositorio “remoto”.
En en caso concreto de la empresa, como SCV se usa Git, que con alrededor de un
40 % de cuota de mercado [3] es de los ma´s extendidos y utilizados. A continuacio´n la
ahondaremos sobre el uso de Git y la organizacio´n del co´digo dentro de este.
Git
Para empezar, expliquemos como surgio´ esta herramienta. Git tiene una relacio´n
directa con el kernel de Linux, ya que nacio´ como la alternativa para el desarrollo de
este, adema´s ambos fueron creados por Linus Torvalds.
Hasta el an˜o 2005, los desarrolladores del kernel utilizaban un SCV propietario,
pero en ese an˜o, las relaciones entre los desarrolladores y la empresa duen˜a del SCV se
rompieron. Esto impulso´ a los desarrolladores, y en particular a Torvalds, a desarrollar
su propio SCV [13].
Sobre los detalles te´cnicos de este, quedan fuera del alcanza de este trabajo, pero
debemos saber que en Git existen tres comandos ba´sicos:
git add: marca los archivos modificados, para que sean subidos al repositorio en
la siguiente sincronizacio´n (commit).
git commit: guarda todos los archivos marcados en el repositorio local. Gene-
ralmente Git solo an˜ade datos, por tanto despue´s de realizar un commit es muy
dif´ıcil que perdamos fragmentos de co´digo.
git push: guarda los cambios del repositorio local en el repositorio remoto
Estructuralmente Git utiliza un sistema de ramas, donde normalmente existe una
rama principal, comu´nmente denominada master. La funcio´n de esta rama es conservar
una versio´n funcional, probada y estable del co´digo.
Se pueden crear nuevas ramas a partir de una existente, y fusionarlas entre ellas, o
bien borrarlas cuando se desee.
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Internamente la rama master es ide´ntica a cualquier otra rama. Podr´ıamos tener
la versio´n estable del co´digo en cualquier rama, simplemente que esta es la generada
por defecto cuando se crea un repositorio, y tanto su finalidad como su nombre se han
estandarizado con el paso del tiempo.
La metodolog´ıa lleva a cabo a la hora de desarrollar nuevas caracter´ısticas era:
1. Crear una rama secundaria aparte de la rama master.
2. Utilizar dicha rama para el desarrollo de la nueva funcionalidad.
3. Cuando el proceso de implementacio´n y testeo de la nueva caracter´ıstica finalizaba,
se fusionaba la rama secundaria con master.
4. La rama secundaria era borrada.
Una vez descrito esta metodolog´ıa, introduzcamos otro de los aspectos potencialmen-
te problema´ticos a la hora de crear software: la gestio´n de dependencias.
Gestio´n de dependencias
Como ya hemos mencionado anteriormente, el software es un sistema complejo, donde
se requiere que muchos componentes trabajen en sinton´ıa. En general una aplicacio´n
acaba teniendo muchas dependencias, como por ejemplo: mu´ltiples librer´ıas, una versio´n
espec´ıfica de un sistema gestor de bases de datos, otra aplicacio´n, etc.
Esto obliga a que la lista de caracter´ısticas requeridas para el correcto funcionamiento
de la aplicacio´n sea comu´n a todo el proyecto. Esto a menudo se vuelve complejo dentro
del equipo de desarrolladores ya que cada uno trabaja en una versio´n distinta y acaba
teniendo dependencias distintas. Si estas no gestionan correctamente, o no existe una
sistema estandarizado para ponerlas en comu´n se acaba convirtiendo en una fuente de
errores. El problema se acentu´a si tenemos en cuenta que puede haber dependencias
anidadas, es decir, que las dependencias tengan a su vez ma´s dependencias.
Como solucio´n, se requiere de un sistema que estandarice y automatice la gestio´n
de todos los conflictos descritos, para este propo´sito la empresa usa Maven. A esta
herramienta dedicaremos la siguiente seccio´n, pero antes debemos hacer un breve inciso.
Para comprender mejor el contexto de la siguiente seccio´n vamos a aclarar que la empresa
basa sus aplicaciones en Java EE, utilizando un framework llamado Vaadin para la
interfaz y MySQL para la gestio´n de bases de datos.










Figura 2.1: POM de ejemplo con etiquetas ba´sicas
Maven
Maven es una herramienta de co´digo libre, creada por Apache y cuya primera versio´n
fue lanzada en 2004. Esta herramienta esta´ espec´ıficamente pensada para trabajar con
proyectos en Java, lo que la convierte en adecuada para el entorno de la empresa.
Aunque con el tiempo su funcionalidad ha ido en aumento, durante su desarrollo
inicial los dos objetivos principales fueron:
1: Estandarizar la estructura de directorios, para que fuera ma´s fa´cil encontrar
donde esta´n los ficheros de co´digo, las librer´ıas, la documentacio´n, etc
2: Crear un modelo de proyecto en el que se pudiera ver fa´cilmente todos los
componentes que pertenecen a dicho proyecto.
Para la segunda finalidad Maven utiliza un fichero eXtensible Markup Language
(XML) llamado POM. Todos los proyectos Maven tiene un POM que contiene toda la
definicio´n del proyecto, as´ı como las dependencias de este.
Para resolver los problemas de dependencias, Maven recurre al concepto de artefacto.
Podemos entender un artefacto como la extensio´n de una librer´ıa, ya que a parte de
contener las clases de la librer´ıa propiamente dicha, el artefacto incluye cierta informacio´n
para que sea gestionada correctamente. Con el fin de aclarar lo explicado, vamos a ver
unos extractos de un POM real.
Pasemos a explicar las etiquetas para comprender la figura:
groupId: identifica el proyecto a lo largo de la organizacio´n, por tanto, debe ser
u´nico. Adema´s define la estructura del empaquetado y la ruta de este dentro del
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repositorio. En la figura 2.3.1 apreciamos que este mo´dulo forma parte de una
jerarqu´ıa cuyo padre esta´ bajo el groupID: com.biit.
artifactId: hace referencia al nombre del artefacto, para ello se usa el nombre del
fichero Java ARchive (JAR) que lo contiene, quita´ndo el nu´mero de version si lo
tuviese.
version: sirve para indicar la versio´n concreta del artefacto que queremos utilizar.
packaging: indica el formato del artefacto. Los ma´s comunes son Web application
Archive (WAR) y JAR.
Lo siguiente de debemos saber es que Maven tambie´n define los ciclos de vida de la
aplicacio´n, es decir, existe un proceso definido para construir y distribuir artefactos con
Maven.
La explicacio´n de los ciclos de vida, implica a su vez explicar las etapas de cada uno,
lo que acaba siendo un aspecto ma´s relacionado al desarrollo software que a nuestros
objetivos. Por tanto solo vamos a introducir brevemente tres de las fases, las que tienen
relacio´n directa con conceptos expuestos en cap´ıtulos posteriores (concretamente en los
cap´ıtulos 4 y 5):
compile: compilacio´n de todo el co´digo fuente del proyecto.
test: ejecucio´n de los tests unitarios y de integracio´n.
package: el co´digo compilado y testeado se empaqueta para ser distribuido.
deploy: se copia el paquete al repositorio remoto de artefactos.
Un u´ltimo punto nos lleva a explica que Maven esta´ pensando para trabajar con
repositorios. Normalmente, Maven utiliza dos repositorios:
1. Repositorio remoto: Maven nos ofrece un repositorio central pu´blico en Internet
1). Gracias a este podemos resolver todas las dependencias definidas en nuestro
POM, dicho repositorio cuenta con ma´s de 90.000 artefactos [31].
2. Repositorio local: con la finalidad de que las dependencias no sean descargadas de
nuevo en cada compilacio´n, Maven utiliza este repositorio a modo de cache´.
Ahora bien, a nosotros nos interesa desplegar nuestros paquetes generados en la fase
de deploy para que todos los desarrolladores puedan acceder a ellos. Para la empresa
1 http://search.maven.org/
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no es deseable hacer pu´blicos los artefactos de sus aplicaciones, por tanto no podemos
utilizar el repositorio central para este propo´sito.
Para solucionar esto u´ltimo surgen los gestores de paquetes, que nos permiten per-
miten crear repositorios privados.
Figura 2.2: Arquitectura de Maven utilizando un repositorio privado
Estos repositorios privados actu´an a modo de proxy (figura: 2.2) del repositorio cen-
tral, lo que nos ofrecen varias ventajas [2]:
1. Aumenta la estabilidad debido a que ya no se depende siempre de la conexio´n al
servidor central.
2. Nuestro gestor de paquetes accedera´ al servidor central solo en caso de que le
pidamos un artefacto del que no dispone. Esto reduce en gran medida el nu´mero
de descargas desde el servidor central, lo que se traduce en dependencias resueltas
ma´s ra´pidamente y menos ancho de banda consumido. El ancho de banda puede
resultar un recurso a tener en cuenta si, como en nuestro caso, la infraestructura
reside en la nube, donde los proveedores nos cobran si excedemos cierto l´ımite.
3. Nos permite tener mayor control sobre los artefactos que utilizamos y consumimos.
4. Sirve de plataforma para intercambiar artefactos ya compilados entre los distintos
proyectos si tener que recurrir al co´digo fuente.
5. Nos permiten funcionalidades extra, como por ejemplo: almacenar documentacio´n
asociada a cada librer´ıa.
Tener un gestor de paquetes que actu´e de repositorio privado nos obliga a seguir cierta
organizacio´n a la hora de almacenar nuestro artefactos, de lo contrario podr´ıa resultar
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incluso contraproducente. Evitar tener almacenados artefactos que ya no utilizamos o
bien evitar duplicidades mejorando los tiempos de construccio´n del proyecto.
Como repositorio de artefactos la empresa utilizaba una herramienta de co´digo libre
llamada Artifactory, al que dedicaremos el siguiente apartado.
Artifactory
Artifactory, como su propio nombre indica, es una herramienta para gestionar reposi-
torios de artefactos, cumpliendo con todas las funciones descritas en la seccio´n anterior.
Ha sido desarrollada por JFrog,es de co´digo libre y fue lanzada en 2008.
Artifactory nos permite configurar para´metros de seguridad para controlar el ac-
ceso a nuestros artefactos, hacie´ndolos privados. Adema´s esta´ disen˜ado para asegurar
la integridad de los datos que almacena as´ı como soportar cargas de trabajo de forma
concurrente [6].
Para interactuar con e´l, contamos con una interfaz web y una API REST. Esta
u´ltima caracter´ıstica resulta especialmente u´til si queremos manipular los artefactos
mediante algu´n tipo de automatismo.
Pero tambie´n debemos tener en cuenta que disponer de un repositorio privado de
artefactos privado nos obliga a mantener cierta organizacio´n, para que su funcionamiento
no se vea ralentizado por jerarqu´ıas mal definidas o artefactos duplicados2.
Para finalizar aclaremos que en Artifactory se despliegan los JARs y los WARs en
la fase de deploy de Maven, no debemos confundir este proceso con el despliegue en
produccio´n. Este u´ltimo era un proceso manual, y consist´ıa en: acceder a Artifactory,
descargar el paquete deseado e instalarlo en la ma´quina de produccio´n.
Esto u´ltimo nos lleva a presentar el proceso de despliegue de la empresa.
Despliegue de aplicaciones
Como se ha mencionado en la introduccio´n, la empresa desarrolla aplicaciones web
en un lenguaje de alto nivel. Tomando como punto de partida lo descrito en la seccio´n
anterior, debemos saber que el paquete se despliega sobre un contenedor de aplicaciones
web, cuyas funciones son:
2La versio´n gratuita de Artifactory no ofrece herramientas para controlar esto, pero se puede solu-
cionar usando la API REST, mediante un script podemos listar los identificadores de los artefactos y
buscar duplicados
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1. Descomprimir el paquete, en nuestro caso un WAR.
2. Montar la estructura de carpetas necesaria para la aplicacio´n.
3. Publicar el contenido para que sea accesible desde la red.
Para desempen˜ar esta funcio´n la empresa empleaba Tomcat.
Tomcat
Esta herramienta open source, creada por Apache esta´ especialmente disen˜ada para
aplicaciones web basadas en Java.
Dichas aplicaciones, como hemos mencionado en varias ocasiones, las empaquetamos
dentro de un WAR. Este archivo esta´ formado por las clases Java que hara´n el papel
de servidor (comu´nmente conocidas como servlets) y ficheros que contienen informacio´n
relativa a la aplicacio´n. En estos ficheros se define el punto de entrada a la aplicacio´n y
el mapeado entre las URLs a las clases Java.
Para desplegar una aplicacio´n en Tomcat, basta con copiar el WAR en una ruta
definida (comu´nmente webapps). Una vez hecho esto Tomcat se encarga de todos los
pasos enumerados en la seccio´n anterior, deja´ndola lista para ser utilizada.
Debemos mencionar que Tomcat tambie´n se asegura de que las peticiones a la apli-
cacio´n solo sean respondidas si el cliente tiene los permisos adecuados.
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Cap´ıtulo 3
Propuesta y pasos a seguir
Vamos a comenzar este cap´ıtulo partiendo de los problemas descritos (seccio´n 1.3) y
los objetivos a cumplir (seccio´n 1.1). El objetivo de este cap´ıtulo es plantear una solucio´n
a estos aspectos, argumentando que beneficios aportan los distintos cambios.
Debemos aclarar que no es nuestro objetivo cambiar el marco de trabajo de la em-
presa, es decir, no se dejara´ de usar ninguna herramienta que la empresa ya usaba
anteriormente para sustituirla por otra nueva. En cambio lo que se pretende es disen˜ar
una solucio´n que se adapte al marco de la empresa.
Dicho esto, debemos aclarar que para lograr nuestro fin, s´ı hay que dar un enfoque
distinto a algunas de las herramientas utilizadas. Dichos cambios sera´n descritos cuando
procedan.
Pasemos pues a describir en que´ consiste nuestra solucio´n.
Entrega continua (EC)
En primer lugar, vamos a introducir brevemente este concepto, al que se dedica todo
el cap´ıtulo 5. Pero antes debemos saber que a la EC es la extensio´n de otro modelo: la
IC.
Describamos brevemente ambos te´rminos:
IC: modelo para el desarrollo de software por el cual se pretende poner en comu´n
(integrar) el trabajo de los distintos desarrolladores lo ma´s frecuentemente posible.
EC: modelo para el despliegue de aplicaciones cuya finalidad es poder realizar
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instalaciones automa´ticas bajo demanda y con garant´ıas.
Pasemos a enumerar los argumentos de por que´ nuestra propuesta parece adecuada:
Nos permite desplegar cambios en la aplicacio´n en un par de horas. Imaginemos que
se ha corregido un bug, y que se quiere llevar a produccio´n cuanto antes. Mediante
la EC, el tiempo que se tardar´ıa viene marcado principalmente por el tiempo que
dure la compilacio´n y el testeo del co´digo para aplicar dicho cambio. Si el cambio
es menor el despliegue se convierte en un proceso rutinario, siendo cuestio´n de
minutos.
Esto conecta directamente con el objetivo de reducir el tiempo de despliegue.
Favorece la escalabilidad: una vez montada toda la infraestructura, el coste del
mantenimiento es muy bajo. Esto permite que un mismo administrador puede
gestionar muchos ma´s proyectos que si lo tuviera que hacer de manualmente.
Reduce costes: al reducir el tiempo dedicado a procesos repetitivos, el equipo te´cni-
co puede dedicarse a tareas ma´s importantes, lo que se traduce en ahorro de dinero
a la vez que una mejora en la productividad. Cumpliendo una vez ma´s con uno de
los objetivos propuestos
Debido a que los despliegues de nuevas versiones son ma´s frecuentes, el nivel de
interaccio´n con el cliente tambie´n mejora, ya que sus demandas son resueltas con
mayor rapidez.
Como se ha mencionado en los problemas comunes de la empresa (1.3), el testeo
manual tiende a no depurar todos los errores. Mediante la EC, el nu´mero de errores
que llegan a produccio´n es mucho menor 1.
El equipo de desarrollo ya presentaba cierta predisposicio´n a invertir tiempo para
conseguir una automatizacio´n de las tareas. Esto de debe a que en una empresa
con poco personal, como es el caso, la automatizacio´n reporta beneficios ma´s claros
que en una empresa con decenas de empleados.
Como acabamos de enumerar, las ventajas potenciales son muchas, pero parar lograr
implantarlo tambie´n hay que superar ciertos retos. En conjunto es un proceso muy
complejo, con detalles dependientes de cada caso en particular, por tanto perfeccionarlo
conlleva mucho tiempo.
La inversio´n inicial es alta, y con esto nos referimos tambie´n a la adquisicio´n de
hardware adicional, aspecto que explicaremos en el cap´ıtulo 4.
1Durante el cap´ıtulo de evaluacio´n ofrecemos datos estad´ısticos sobre esto
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Por u´ltimo, hay que destacar que este modelo depende de todas las fases de los
proyectos. La IC engloba las tareas de desarrollo y testeo, mientras que la EC extiende
este proceso al despliegue. Por lo que todos los departamentos te´cnicos quedan implicados
y tienen parte de responsabilidad del proceso total. En relacio´n a esto u´ltimo gira el tema
de la seccio´n 3.3.
Virtualizacio´n
Continuando con nuestra propuesta, aparte de construir una infraestructura para la
EC, proponemos que todo esto se realice sobre una plataforma virtualizada. Esto tiene
relacio´n directa con el punto mencionado durante los objetivos para la optimizacio´n del
uso de los recursos
Introduzcamos la virtualizacio´n brevemente. El objetivo primario de la virtualizacio´n
es recrear un componente f´ısico mediante software, emulando as´ı todas las funciones de
este. Este concepto es aplicable a mu´ltiples a´mbitos, podemos virtualizar: redes, compo-
nentes hardware, sistemas operativos, servidores, etc. Lo que se consigue son entornos
aislados ejecuta´ndose sobre la misma ma´quina f´ısica.
Las principales ventajas de esta tecnolog´ıa son:
Los entornos no comparten recursos, ni memoria, ni espacio de almacenamiento.
Esto facilita que cada entorno tenga instaladas solo las dependencias necesarias
para cumplir con su propo´sito, lo que proporciona ligereza.
Los entornos virtualizados son autocontenidos, y por tanto fa´cilmente replicables.
Esto mejora la portabilidad y la escalabilidad.
Se aprovechan mejor los recursos. Si dedica´ramos una ma´quina f´ısica a cada ser-
vicio/aplicacio´n corremos el riesgo de sobredimensionarla, es decir, que existan
recursos que no esta´n siendo utilizados la mayor´ıa del tiempo. Mediante la vir-
tualizacio´n tenemos flexibilidad a la hora de asignar varios servicios a la misma
ma´quina.
.
Dedicaremos el cap´ıtulo 6 a los detalles te´cnicos sobre esta tecnolog´ıa.
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DevOps
Para entender el concepto de DevOps debemos primero hablar del modelo de roles
tradicional. Concretamente de las responsabilidades y funciones que toma cada rol.
Dentro de una empresa que se dedique al desarrollo software los roles necesarios son
muchos: desde analistas, disen˜adores, programadores, pasando por testers, te´cnicos de
sistemas, etc.
Pero a nivel de finalidad podr´ıamos clasificarlos todos en tres grandes grupos:
Desarrolladores (Developers): responsables de disen˜ar y crear la aplicacio´n propia-
mente dicha.
Control de calidad o Quality Assurance (QA): responsables de realizar las pruebas
pertinentes para verificar la funcionalidad de la aplicacio´n, que los requisitos se
hayan cumplido, detectar fallos, etc.
Operaciones (Information Technology Operations): responsables de mantener y
crear toda la infraestructura y el entorno para que la aplicacio´n funcione correc-
tamente. Este a´mbito tambie´n es conocido comu´nmente como administracio´n de
sistemas.
En este modelo, los roles son herme´ticos, y las responsabilidades de cada uno esta´n
bien definidas.
Nuestra propuesta consiste en pasar a un modelo mucho ma´s comunicativo y con
responsabilidades compartidas. El modelo propuesto se denomina comu´nmente DevOps.
El te´rmino fue acun˜ado durante una conferencia sobre desarrollo a´gil en 2008, y fue
ganando popularidad ra´pidamente.
El origen del te´rmino ya nos adelanta que este modelo tiene una relacio´n directa con
el desarrollo a´gil de software. Por tanto encaja bien con los conceptos descritos en la
seccio´n 2.1, relacionados con la metodolog´ıa de trabajo de la empresa.
DevOps pretende exportar las te´cnicas de desarrollo al a´mbito de de la administracio´n
de sistemas, y en concreto las pra´cticas a´giles, como las descritas en la seccio´n 2.1. A
esto se le conoce como Infrastructure as Code [24].
Para implementar estos conceptos hay una serie de pra´cticas habituales entre las que
se encuentran: el uso de la virtualizacio´n, la computacio´n en la nube o la automatizacio´n
de la fase de testeo. Estas tres pra´cticas encajan perfectamente con el marco de la
empresa y las propuestas realizadas.
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Figura 3.1: Estructura de los roles tradicionales frente a DevOps
En cuanto a la computacio´n en la nube, esto encaja perfectamente con el marco de
la empresa, ya que hemos explicado que toda la infraestructura de la empresa se basa
en ella, por tanto el marco de la empresa encaja
Esto nos lleva a explicar que existe una clara relacio´n entre el modelo DevOps y la
EC. Como hemos mencionado en la seccio´n 3.1, en la EC todos los roles se convierten
es responsables del correcto funcionamiento del sistema. Por tanto, si las responsabili-
dades dejan de ser herme´ticas y se incrementa la comunicacio´n, se facilita el proceso de
implantacio´n y el mantenimiento de la EC.
Casos similares en otras empresas
Despue´s de realizar nuestras propuestas, mencionemos un par de casos reales para
demostrar que estrategias similares han funcionado en otras empresas.
Mediante sistemas continuos como los propuestos 2 y pasando al modelo DevOps,
Facebook consigue realizar dos despliegues en produccio´n al d´ıa [27]. Pero el re´cord lo
ostenta Amazon, que durante una conferencia en mayo del 2011, desvelo´ que realizaba
cambios en produccio´n cada 11,6 segundos de media [21].
Otras empresas como Microsoft, Netflix, Mozilla o Flickr tambie´n han optado por
estas soluciones.
2Nos referimos a la integracio´n y entrega continua pero tambie´n al despliegue continuo, una sistema
que describiremos con detalle en la seccio´n 5.4, pero que es en definitiva muy similar a la EC
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Datos analizados sobre los proyectos en grandes empresas muestran que el co´digo se
pone en produccio´n 30 veces ma´s ra´pido y los despliegues fallidos se han reducen en un
50 % [18]. Adema´s queda reflejado que las empresas que ma´s tiempo llevan utilizando
estas pra´cticas son las que mejor rendimiento consiguen.
Dedicaremos la seccio´n 7.1 para medir estos datos en nuestro caso particular.
Cap´ıtulo 4
Integracio´n continua
En la seccio´n 3.1 hemos presentado este concepto, pero durante este cap´ıtulo vamos
a explicar en profundidad esta idea, co´mo adaptarla a la arquitectura describa en el
cap´ıtulo 2 y con que´ herramientas contaremos para este propo´sito.
Implantar un sistema de IC estable es la antesala para poder evolucionar poste-
riormente hacia la EC. En primer lugar vamos a definir exactamente de que´ estamos
hablando al referirnos a IC.
Integracio´n hace referencia al acto de combinar algo para que forme parte de un
todo, en nuestro caso, ese algo algo es co´digo Java y el todo es la aplicacio´n final. Por
otra parte “continuo/a” indica que una vez algo empieza, nunca acaba. Centra´ndonos
ma´s en nuestro contexto, podemos entender la IC como el proceso mediante el cual con-
seguimos que todos los cambios de cada desarrollador sean combinados constantemente
para formar el producto final.
Debido a que los entornos de cada desarrollador van divergiendo a medida que se
realizan modificaciones en el co´digo, la frecuencia con la que se integran los cambios
entre los desarrolladores es inversamente proporcional al riesgo de que durante dicha
integracio´n surjan fallos, as´ı se ilustra en la figura 4.1.
Para solucionar esto u´ltimo, disen˜aremos e un sistema que:
1. Cada vez que un desarrollador haga un cambio en el co´digo y lo suba al SCV, todo
el co´digo de la aplicacio´n sea recompilado, con la finalidad de an˜adir dicho cambio.
2. Se realicen los tests que procedan para comprobar que dicho cambio no tiene
consecuencias inesperadas.
3. Si todos los tests concluyen con e´xito, se genere un paquete capaz de ser instalado
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Figura 4.1: Riesgo respecto al tiempo mediante la integracio´n tradicional
en produccio´n.
Si realiza´semos todo este proceso manualmente, invertir´ıamos demasiado tiempo y
recursos en una tarea tan repetitiva. En cambio, si lo automatizamos, aparte de ahorrar
tiempo, nos aseguramos de que el proceso es replicable, y que no depende de factores
externos.
Un sistema de estas caracter´ısticas nos proporciona mu´ltiples ventajas, pero para
llegar a implementarlo tambie´n encontraremos ciertos obsta´culos, vamos a tratar ambos
aspectos a continuacio´n [25].
Empecemos por las ventajas:
Los riesgos asumidos son menores: la IC sigue el principio: “Si algo duele, hazlo con
ma´s frecuencia y adelanta el dolor” [26] Al integrar el co´digo varias veces al d´ıa, es
ma´s fa´cil que los errores sean detectados y resueltos en ese mismo momento. Cuanto
ma´s se tarde en descubrir un defecto, ma´s costosa sera´ su resolucio´n. Mediante la
IC conseguiremos un control de riesgos similar al de la figura 4.2
Se mejora la visibilidad y la transparencia del proyecto: mediante la IC, los desarro-
lladores obtienen datos reales sobre el estado de la aplicacio´n con ma´s frecuencia,
pudiendo usar estos para tomar decisiones ma´s fundamentadas.
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Figura 4.2: Riesgo respecto al tiempo mediante la integracio´n continua
Un ejemplo clarificador: si durante las integraciones son muy frecuentes los errores
provocados por un componente en concreto, esto puede llevar a los desarrolladores
a prestar especial atencio´n a este o bien sustituirlo por otro ma´s estable.
Para conseguir este flujo de informacio´n sobre el estado de las integraciones, es
necesario que nuestro sistema proporcione un feedback sobre el estado de cada pro-
yecto. Normalmente esto es llevado a cabo mediante correos electro´nicos enviados
automa´ticamente desde del servidor de IC, que comunican al equipo de desarrollo
si la integracio´n ha fallado o ha terminado satisfactoriamente.
Se mejora la confianza en el producto: al realizar todos los tests durante cada
integracio´n, los desarrolladores no deben preocuparse de que un cambio tenga un
impacto catastro´fico en la aplicacio´n.
Como ya hemos anunciado, un sistema de IC puede conllevar ciertas dificultades
durante su implantacio´n, que de no ser abordadas correctamente puede convertir a este
en inviable, enumeremos algunas de ellas:
Dependiendo del sistema de partida, migrar hacia la IC puede suponer demasiados
cambios en la metodolog´ıa de trabajo. Sobretodo en proyectos que ya llevan mucho
tiempo en marcha, establecer este tipo de cambios estructurales puede resultar
demasiado costoso. En tales casos lo mejor es hacerlo paso a paso y de forma
incremental para que el periodo de aclimatacio´n de los equipos te´cnicos sea ma´s
llevadero.
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Se requiere de una inversio´n de tiempo y recursos, tanto para instaurar el sistema
como para mantenerlo. Depender de un sistema de IC supone que si el proceso
no esta´ funcionando correctamente, el desarrollo de la aplicacio´n queda bloqueado.
Por tanto, mantener el proceso de integracio´n libre de errores es ma´s prioritario
que el propio desarrollo de la aplicacio´n.
Recordemos que este sistema encaja bien con el modelo de responsabilidades de
DevOps (seccio´n 3.3), donde el correcto funcionamiento de la infraestructura es
responsabilidad de todos.
Requiere que los desarrolladores compilen y ejecuten la aplicacio´n con sus cambios
de manera local antes de integrarla con la de los dema´s. De lo contrario corremos el
riesgo de que el filtro de todos los errores menores sea el sistema de IC. Tal y como
acabamos de mencionar en el punto anterior, mantener el correcto funcionamiento
del proceso se debe priorizar frente a otras tareas, as´ı que se debe reducir al ma´ximo
los errores de este tipo.
El sistema de IC suele requerir de una ma´quina dedicada debido a la utilizacio´n
de recursos que supone estar compilando y lanzando tests continuamente, lo que
supone un gasto adicional en hardware. Esta desventaja se ve mitigada si como
en nuestro caso, contamos con una estructura de servidores en la nube, que nos
aporta mayor flexibilidad y un gasto ma´s contenido.
A pesar de todas esta desventajas, el potencial ahorro de tiempo sigue siendo mucho
mayor al tiempo invertido, sobretodo si se desea mantener el proyecto durante un largo
periodo de tiempo. El tiempo invertido disminuye a medida que se adquiere experiencia,
mientras que el tiempo ahorrado es constante.
Una vez presentadas la IC junto con sus ventajas y desventajas, durante las siguientes
secciones, vamos a hablar de todos los cambios que esta ha requerido. Entramos pues, en
un contexto ma´s espec´ıfico y te´cnico ligado directamente al entorno y las herramientas
propias de la empresa
Adaptacio´n de las ramas de Git
En la seccio´n 2.2.1 hemos explicado la metodolog´ıa de trabajo de los desarrolladores,
mediante el uso de una rama para cada nueva caracter´ıstica y una rama master como
versio´n estable de la aplicacio´n. Este sistema resulta poco u´til para nuestro propo´sito,
ya que debemos tener en cuenta que el proceso de IC es capaz de lanzarse de forma
automa´tica basa´ndose en si ha habido cambios en el co´digo. Por cambio entendemos un
nuevo commit por parte de cualquier desarrollador a una rama espec´ıfica del repositorio
remoto. Si la u´nica rama comu´n a todos los desarrolladores es master, que adema´s es la
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encarga de mantener la versio´n estable, esta arquitectura se queda corta para nuestro
objetivo.
Es necesario pues, crear un nueva rama comu´n para todos los desarrolladores cuya
finalidad es actuar de disparador para los procesos de integracio´n. Por su cercan´ıa al
proceso de desarrollo, denominamos a esta rama “development”.
Los desarrolladores deben seguir usando ramas locales durante la implementacio´n
de las tareas asignadas, donde pueden ir guardando el co´digo a medio acabar. Una vez
acabada cada tarea, se pueden subir su co´digo a development, lo que lanzara´ el proceso
de integracio´n.
Como hemos descrito al inicio del cap´ıtulo, tratamos de conseguir un proceso con-
tinuo, por tanto es necesario realizar commits con frecuencia. Pero debemos tener en
cuenta que no tiene sentido subir co´digo a la rama development sin haberse asegurado
antes de que el co´digo compile correctamente y parezca tener los efectos deseados. De
lo contrario estar´ıamos disparando procesos de integracio´n con una alta probabilidad de
fallo. En definitiva, hay que alcanzar un equilibrio entre evitar subir co´digo sin acabar,
propenso a errores, y una frecuencia de commits relativamente alta.
El siguiente paso es ahondar en las acciones llevadas a cabo durante el proceso
de integracio´n. Si lo lleva´ramos a cabo de forma manual, despue´s de la compilacio´n
deber´ıamos realizar los tests. Sobre la creacio´n, ejecucio´n de estos profundizaremos ma´s
adelante en este cap´ıtulo en la seccio´n 4.2, de momento vamos a centrarnos solo en el
orden de ejecucio´n y en que momento se lanzara´n.
Despue´s de la compilacio´n ejecutaremos los tests unitarios y solo si estos acaban sa-
tisfactoriamente se lanzara´n los tests de integracio´n. En general podemos dividir proceso
total de compilacio´n y testeo en dos subprocesos:
1. Compilacio´n y tests unitarios
2. Tests de integracio´n.
El primer subproceso emula lo que suele ejecutar cualquier desarrollador de forma
local, es decir, compilar su propio co´digo y probar de forma aislada los cambios en los
que trabaja, este proceso es relativamente ra´pido y sencillo. Por otro lado, el segundo
subproceso, encargado de validar si los cambios funcionan bien en sinton´ıa con todos los
otros componentes de la aplicacio´n es una tarea mucho ma´s costosa.
Siguiendo este planteamiento se decidio´ crear una rama llamada integration, cuya
funcionalidad consiste en albergar el co´digo que ha pasado el primer subproceso, es
decir, ha sido compilado y ha pasado los test unitarios correctamente. Y otra rama para
30 CAPI´TULO 4. INTEGRACIO´N CONTINUA
almacenar el co´digo que ha superado todos los tests de integracio´n, a dicha rama la
llamaremos release.
Para que el co´digo que llega a esta u´ltima rama se convierta finalmente en una
versio´n potencialmente desplegable, solo resta incrementar el nu´mero de versio´n y el
empaquetado. Una vez se ha cambiado el nu´mero de versio´n, el co´digo ya puede pasar
a la rama master. En la seccio´n 4.3, veremos como se ha implementado todo el proceso
que estamos describiendo.
Testeo
Es obvio que para que los procesos de integracio´n se ejecuten sin intervencio´n huma-
na, todos los tests deben de ejecutarse automa´ticamente. La automatizacio´n del testeo
requiere definir los casos de prueba, y el mejor momento para hacer esto es justo despue´s
de haber finalizado la implementacio´n de la funcionalidad a testear.
Una buena pol´ıtica es que no sea el mismo desarrollador que ha implementado la
funcionalidad el que disen˜e los tests. De esta manera conseguimos que estos sean definidos
de manera mucho ma´s objetiva, evitando que comprueben solo los casos para los que el
co´digo esta´ preparado.
A la hora de definir los casos de prueba debemos tambie´n tener cierta intencio´n de
conseguir que el co´digo falle, reduciendo al ma´ximo las asunciones. El co´digo que solo es
capaz de tratar como entrada los casos lo´gicos acabara´ fallando en algu´n momento.
Por otra parte debemos ver el testeo como un proceso ato´mico, es decir, o se completa
totalmente con e´xito o se considera fallido, no existe te´rmino medio. En nuestro caso, el
encargado de abortar el proceso en caso de que un test falle es Maven.
Hasta el momento, nos hemos centrado solo en los tests unitarios y de intragracio´n,
pero para entregar un producto es necesario tambie´n realizar unos tests de aceptacio´n, es
decir, comprobar si lo que hemos implementado es lo que el cliente realmente esperaba.
Este proceso tiene una fuerte relacio´n con Scrum (seccio´n 2.1. El cliente 1 participa en
la reunio´n para revisar el sprint con la finalidad de decidir si el entregable cumple o no
con sus expectativas.




Este tipo de tests busca probar la funcionalidad de cada componente de forma aislada.
Un claro ejemplo: si una para la implementacio´n de un funcionalidad se necesita escribir
en la BD, su test unitario consistir´ıa en comprobar que dicha escritura se ha ha reflejado
en la BD. Estos test son imprescindibles durante el proceso de implementacio´n. Al
tratarse de un aspecto ma´s propio de la fase de desarrollo y al estar ya implantado en
la empresa antes de nuestro trabajo, no vamos a profundizar ma´s en e´l.
El encargado de ejecutar los tests unitarios es Maven, y dicho proceso sera´ lanzado
desde nuestro servidor de IC.
Tests de Integracio´n
Es en este tipo de tests donde entra en juego la automatizacio´n. Hemos de aclarar
que la creacio´n de tests de integracio´n automa´ticos no se ha resuelto como parte de
este trabajo. Debido a su conocimiento sobre la aplicacio´n, se ha delegado esta tarea al
equipo de desarrolladores.
Por tanto no detallaremos como se han realizados dichos tests, pero si mencionaremos
los aspectos ba´sicos y las herramientas utilizadas, para poder integrarlas posteriormente
en nuestro sistema de IC.
Para la creacio´n de los tests de integracio´n se ha requerido de dos herramientas
fundamentales:
Vaadin Testbench2: la empresa utiliza Vaadin para el desarrollo de la capa de
presentacio´n, un framework que pasa de co´digo Java a HTML, CSS y JavaScript,
los lenguajes que entienden los navegadores web.
Pues bien, esta herramienta directamente relacionada esta´ espec´ıficamente di-
sen˜ada para automatizar las tareas de testeo en interfaces creadas con Vaadin [10].
Esta automatizacio´n se realiza emulando las acciones que realizar´ıa un usuario real
sobre la aplicacio´n, moviendo el cursor por la pantalla, cambiando de ventana, ha-
ciendo clicks, etc. Con esto se consigue poner a prueba el funcionamiento conjunto
de todos los componentes de la aplicacio´n.
PhantomJS: Vaadin Testbench requiere de un navegador web para poder ejecutar
los tests, y adema´s lo hace utilizando la Interfaz gra´fica de usuario o Graphic User
Interface (GUI). Esto supone un problema si pretendemos que este proceso se lleve
a cabo en un servidor en la nube, sin GUI.
2Esta herramienta esta´ basada en Selenium, un entorno ideado testear aplicaciones web interactuando
con el navegador web mediante scripts
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PhantomJS 3 es una herramienta de co´digo libre que permite emular en segundo
plano un navegador web completo, simulando incluso la interaccio´n con la GUI.
Conectando Vaadin Testbench con PhantomJS conseguimos que los tests de integra-
cio´n funcionen incluso en un entorno sin interfaz, como suele ser el caso de los servidores.
Vamos a mencionar que si se desea, los tests de integracio´n se pueden ejecutar en la
ma´quina local durante el desarrollo. Esto permite ver en cada momento como el cursor
se mueve automa´ticamente por la pantalla realizando los tests definidos. Este proceso
resulta u´til a la hora de depurar errores, ya que podemos ver el momento exacto en el
que falla un test.
Como acabamos de mencionar, las herramientas utilizadas para la creacio´n esta´n
pensadas para poder ejecutarse en un servidor, sobre este servidor y su relacio´n con la
IC vamos a hablar en la siguiente seccio´n.
Servidor de IC: Jenkins
Durante el cap´ıtulo hemos estado describiendo la IC y los cambios necesarios para
poder implantarla, pero no hemos mencionado todav´ıa la herramienta encargado de
llevarla a cabo. Este sera´ el objetivo de Jenkins, la herramienta escogida para para
ejercer de servidor de IC
Jenkins es una herramienta de co´digo libre escrita en Java, nacio´ a finales del 2010
como un fork4 de Hudson, debido a las tensiones entre los desarrolladores y Oracle,
despue´s de que dicha empresa comprara a la empresa desarrolladora de Hudson. Despue´s
de su lanzamiento los sondeos muestran que el 75 % de usuarios de Hudson migraron a
Jenkins [29], lo que se traduce en una a´mplia comunidad de usuarios.
Gracias a esa a´mplia aceptacio´n Jenkins cuenta con una gran variedad de plugins
para an˜adirle funcionalidades, personalizarlo, o bien conseguir que funcione en sinton´ıa
con otras herramientas. Dichos plugins son la clave para adaptar Jenkins al entorno de
nuestra empresa, permitiendo integrarlo con Maven, Git, Docker e incluso con algunos
servicios de los proveedores de cloud computing como Amazon Web Services (AWS).
La principal funcionalidad de Jenkins son las tareas, o jobs en ingle´s. El concepto
detra´s de los jobs es muy sencillo: se trata de una serie de acciones configurables que
pueden lanzarse de forma automa´tica.
A nivel teo´rico, podemos concebir a Jenkins como un miembro ma´s del equipo de
3http://phantomjs.org/
4Ramificacio´n de otro programa
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desarrollo, al cual delegaremos todas las tareas repetitivas5. Pero esto nos obliga tambie´n
a mantener la ma´quina que hospeda Jenkins con las mismas herramientas que cualquier
otro desarrollador, nuestro caso Java, Maven, MySQL, etc. Tambie´n debemos tener en
cuenta que Jenkins se conectara´ a nuestro SCV mediante SSH como un desarrollador
ma´s, por lo que hay que concederle acceso. Dicha configuracio´n queda fuera del contenido
de este trabajo.
Para explicar como funciona Jenkins, vamos a definir una aplicacio´n de ejemplo, cuya
finalidad es puramente dida´ctica, sobre la que crearemos un conjunto de jobs y poder
as´ı explicar los distintos aspectos a configurar.
Para dicha aplicacio´n vamos a tomar como base el sistema de ramas descrito en la
seccio´n 4.1 y a crear los jobs de manera que cumplan con los procesos de la figura 4.36.
Figura 4.3: Proceso de integracio´n y su relacio´n con las ramas de Git
Antes de pasar a nuestro primer ejemplo debemos saber que Jenkins divide cada job
en distintas fases, cada una con una finalidad concreta.
5Por este motivo el icono de Jenkins es un mayordomo
6La explicacio´n de cada proceso se realiza durante las secciones 4.3.1, 4.3.2 y 4.3.3
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Las ma´s importantes son:
General: aspectos generales como el nombre del job, una descripcio´n y en que´
situaciones no debe lanzarse. Esto u´ltimo lo explicaremos con detalle en la seccio´n
4.3.1.
Source Control Management : definir la configuracio´n de acceso al SCV.
Build Triggers: definicio´n de que eventos capaces de disparan el job.
Pre Steps: pasos previos a realizar para preparar el entorno.
Build : configuracio´n del objetivo fundamental del job.
Build Settings: configuracio´n sobre las alertas para estar al corriente del estado del
proceso.
Post Steps: acciones a ejecutar despue´s del build, normalmente interaccio´nes con
el SCV o el lanzamiento de otros jobs.
A continuacio´n introducimos los distintos jobs que se utilizan para la ejecucio´n del
proceso de integracio´n.
Primer job: fase de development
En esta seccio´n vamos a crear un job que compile la aplicacio´n y lance los tests
unitarios. Para ello, el primer paso, y comu´n en todos los jobs es configurar la seccio´n
Source Code Management donde deberemos darle acceso a Jenkins para que se descargue
el co´digo.
Para ello debemos definir la URL del repositorio, seleccionar unas credenciales pre-
configuradas para que Jenkins tenga acceso como cualquier otro desarrollador.
En la imagen observamos que existe un boto´n (Add) para an˜adir ma´s detalles sobre
acceso al SCV, en nuestro caso vamos a configurar dos opciones extra. En primer lugar
definimos que la rama de la que queremos que Jenkins se descargue el co´digo es deve-
lopment. En segundo lugar, configuramos mediante una expresio´n regular que queremos
que Jenkins ignore todos los commits que contengan cierto mensaje, la utilidad de este
u´ltimo campo cobra sentido al configurar la siguiente fase: los disparadores del proceso.
Jenkins llama a los eventos que pueden lanzar un job: “Build triggers”. El trigger
ma´s ba´sico consiste en planificar los jobs para sean lanzados empleando la notacio´n del
programador de tareas Cron de Unix [4]. Dicha nomenclatura consiste en una serie de
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Figura 4.4: Configuracio´n para que Jenkins pueda acceder a Git
campos para configurar cuando debe ser lanzado un comando, veamos esto en detalle en
la figura 4.5.
Esta caracter´ıstica permite programar los jobs en periodos de tiempo donde la ma´qui-
na esta´ ociosa, habitualmente por la noche. Pero, como hemos explicado previamente
en la seccio´n 4.1, el trigger que realmente resulta u´til para nuestro propo´sito es el que
dispara el proceso cuando ha habido un cambio en una rama de git.
Para ello debemos seleccionar la casilla “Poll SCM” y configurar mediante la nomen-
clatura de la figura 4.57 cada cuanto deseamos que se compruebe si ha habido cambios
en el SCV, tal y como se muestra en la siguiente imagen 4.6.
En la figura 4.6 podemos observar que se ha an˜adido el prefijo H/ delante de los
minutos, la consecuencia de esto es que el trigger se active de forma aleatoria en cualquier
minuto dentro del rango definido. An˜adiendo este modificador, conseguimos distribuir
ma´s la carga de trabajo, evitando una concurrencia excesiva en caso de que todos los
jobs se lanzaran a la vez.
En la seccio´n general, hemos configurado que todos los commits que contengan cierto
patro´n sean ignorados (pa´g.: 34), para entender el propo´sito de esto debemos anticipar
que al finalizar todo el proceso de integracio´n, Jenkins subira´ el co´digo a la rama deve-
lopment. Lo hara´ mediante un commit con un mensaje automa´tico (configurable), para
que sea fa´cilmente identificable. Pues bien, si no queremos que Jenkins entre en bucle
7El campo “[comando a ejecutar]” se omite en Jenkins, ya que la finalidad es lanzar el job, no un
simple comando
36 CAPI´TULO 4. INTEGRACIO´N CONTINUA
Figura 4.5: Significado de los campos de Cron
y detecte este commit como si se tratara de un cambio por parte de un desarrollador,
volviendo a lanzar as´ı otro proceso de integracio´n, debemos configurar cada job para que
se ignoren todos los commits con dicho prefijo, que es precisamente lo que se configura
en la figura 4.4.
A continuacio´n vamos a preparar el entorno para que la compilacio´n y los tests
unitarios sean ejecutados. La finalidad de esta fase es asegurarse de que el entorno donde
se llavara´n a cabo esta´ limpio y no contiene ningu´n detalle que pueda afectar a estos
haciendo que no fueran replicables en otros entornos.
Para ello Jenkins nos permite definir mu´ltiples acciones en la fase “Pre Steps”, en
nuestro caso particular, como el objetivo es limpiar la BD para asegurarnos de que no
quedan datos de integraciones anteriores, vamos a lanzar un script en BASH, tal y como
se muestra en la siguiente imagen.
Pasemos ahora a la accio´n principal del job, el build, como se ha mencionado en la
seccio´n 2.3.1 al describir la arquitectura de la empresa, el ciclo de vida la aplicacio´n
lo gestiona Maven, por tanto en esta fase solo tenemos que delegar la compilacio´n y
la ejecucio´n de los tests a Maven. Para ello debemos aclarar que previamente hemos
instalado un plugin para que integrar Jenkins con Maven, y ejecutar comandos de este
en los jobs. Como se muestra a continuacio´n basta con que configuremos la ruta del
POM, que en nuestro caso se encuentra en la ra´ız del directorio del proyecto, y los
para´metros a aplicar al comando de Maven8.
Una vez Maven finalice su trabajo, el co´digo ya podra´ pasar a la siguiente rama, pero
8La definicio´n de los para´metros empleados se realiza en conjunto con el equipo de desarrollo y son
espec´ıficos para cada aplicacio´n, por tanto no entraremos en ma´s detalles acerca de estos
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Figura 4.6: Frecuencia con la que se consulta la presencia de nuevos commits en el SCV
Figura 4.7: Comandos para limpiar la BD
antes todav´ıa debemos configurar algunas funciones adicionales.
Entre ellas se encuentra el sistema de feedback del que hemos hablado al inicio de
este cap´ıtulo (concre´tamente en la pa´g.: 27). Jenkins facilita esta comunicacio´n median-
te correos electro´nicos enviados automa´ticamente, en los que podemos configurar las
direcciones a las que queremos que sean enviados.
Tal y como se aprecia en la imagen 4.9, las acciones posteriores pueden ser configu-
radas para que sean ejecutadas si Maven finaliza correctamente, si falla o independien-
temente del resultado.
Ahora ya podemos definir las acciones finales del job, que en nuestro caso consistira´n
en:
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Figura 4.8: Configuracio´n de los para´metros de Maven para ejecutar la compilacio´n y
los tests unitarios
Figura 4.9: Configuracio´n del sistema de feedback de Jenkins
subir el co´digo a la rama integration del nuestro repositorio.
lanzar otro job, que sera´ el encargado que tomar el relevo en el proceso de integra-
cio´n, realizando los tests de integracio´n.
Para lo primero, podemos hacer que Jenkins suba el co´digo a un repositorio con-
figurado en un plugin que integra Jenkins con Git, adema´s de elegir si queremos que
esto se realice solo en caso de que la compilacio´n y los tests unitarios han finalizado
correctamente. Finalmente, para lanzar el job que continu´e con el proceso de integracio´n
basta con definir otra accio´n llama Build other projects configurando el nombre del job
que deseamos lanzar. Esto queda ilustrado en la figura 4.10.
Segundo job: fase de integracio´n
En esta seccio´n vamos a continuar desarrollando el proceso de integracio´n, contru-
yendo esta vez un job que ejecute los tests de integracio´n.
El job a construir es muy similar al descrito en la seccio´n anterior, por tanto no
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Figura 4.10: Configuracio´n para que Jenkins suba el co´digo a integration una vez acabe
el job
volveremos a mencionar todos los detalles ya explicados anteriormente.
No obstante, existe una diferencia importante a tener en cuenta respecto al job de
desarrollo. Los tests de integacio´n requieren el uso exclusivo de algunos recursos para
ser ejecutados, lo que nos obliga a asegurarnos de solo hay un job realizando tests de
integracio´n al mismo tiempo. Entre estos recursos se entra la herramienta PhantomJS,
introducida en la seccion 4.2.2.
Para ello Jenkins nos permite bloquear un job en caso de que otro este´ ejecuta´ndose.
Como se muestra en la figura 4.11, esto lo podemos configurar marcando la casilla “Block
build if certain jobs are running” y configurando una expresio´n regular para que nuestro
job no se lance si ya hay uno ejecuta´ndose cuyo nombre encaje con dicho patro´n.
En la imagen observamos que utilizamos una expresio´n para bloquear cualquier otro
job de integracio´n, pero tambie´n los otros jobs relacionados con el mismo proyecto, para
asegurarse de que el proceso finaliza completamente antes de que se inicie otro.
Las razones de este bloqueo las explicaremos durante la siguiente seccio´n, ya que son
consecuencia directa de lo que se desarrolla en esta.
La configuracio´n para el acceso al co´digo fuente es igual a la de la seccio´n anterior
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Figura 4.11: Configuracio´n del bloqueo entre jobs de integracio´n y del mismo proyecto
con la diferencia de que ahora el co´digo debe ser descargado de la rama integration.
En este job, tambie´n vamos a ejecutar un script para limpiar la BD, en este caso
totalmente ide´ntico al que ya hemos explicado en la figura 4.7.
En cuanto a la fase Build, el comando a ejecutar var´ıa levemente ya que ahora este
debe invocar a los tests de integracio´n en vez de compilar y ejecutar los tests unitarios.
Como ya hemos mencionado, los para´metros de este comando y por consecuencia la
configuracio´n de Maven es responsabilidad del equipo de desarrollo.
Figura 4.12: Configuracio´n de Maven para ejecutar los tests de integracio´n
En la figura 4.8 podemos observar que en el comando se indica expl´ıcitamente que se
salten los tests unitarios (ya realizados anteriormente) y se ejecuten los de integracio´n.
En cuanto a los correos electro´nicos de feedback se mantienen exactamente igual que
los descritos en la seccio´n anterior. Finalmente, debemos tener en cuenta que ahora el job
que debe lanzarse cuando el actual acabe es “ejemplo release”, para pasar as´ı al u´ltimo
paso del proceso de integracio´n.
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Tercer job: fase de release
En este u´ltimo paso crearemos un job que al igual que realice las u´ltimas modifica-
ciones necesarias y empaquete la aplicacio´n para poder ser desplegada.
En l´ıneas generales la configuracio´n es muy similar a la descrita en las dos secciones
anteriores.
En concreto, los objetivos de este job son:
1. Cambiar el nu´mero de versio´n en los ficheros pertinentes.
2. Empaquetar la aplicacio´n.
3. Subir el paquete a Artifactory.
4. Subir el co´digo a las ramas master y development.
Los tres primeros puntos se delegan a Maven, al igual que en los dos primeros jobs.
Concretamente el primer punto, es el responsable de que los jobs no puedan ser
concurrentes y requieran de bloqueos. Durante la seccio´n anterior hemos ilustrado como
configurar reglas (figura 4.11) para que las distintas fases sean secuenciales. Este proceso
es necesario para evitar colisiones en los nu´meros de versio´n. Para entender esto u´ltimo
debemos tener en cuenta que el co´digo entre las ramas de development e integration no
var´ıa, ya que ni la compilacio´n ni los tests realizan ningu´n cambio. Debido al cambio del
nu´mero de versio´n, el co´digo si que var´ıa al finalizar esta fase. Si permitie´semos que dos
jobs del mismo proyecto se lanzasen de forma concurrente ambos acabar´ıan produciendo
un paquete con el mismo nu´mero de versio´n. Obviamente esto u´ltimo es totalmente
indeseable.
Sobre la configuracio´n de la cuarta accio´n ya hemos hablado en anteriores ocasiones
(pa´g.: 37). En cuanto a su finalidad hay dos aspectos a explicar:
Se sube el co´digo a dichas ramas an˜adiendo una etiqueta junto al mensaje del
commit. En dicha etiqueta consta la versio´n generada de la aplicacio´n. En Git
esto sirve poder identificar a que versio´n corresponde cada commit, permitiendo
identificar que cambios se realizaron en el co´digo entre cada versio´n.
El push a development sirve para que si los desarrolladores se descargan de nuevo
el proyecto, lo hagan de la versio´n publicada ma´s reciente.
Un aspecto que no hemos mencionado hasta el momento, es que los jobs de Jenkins
se ejecutan en un entorno de trabajo o workspace. Dicho workspace es utilizado por
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Jenkins como directorio para guardar archivos relacionados con la ejecucio´n de los jobs.
Mencionamos esto ahora, para recalcar que aparte de subir el WAR a Artifactory, este
tambie´n se encuentra presente en el workspace. Este aspecto nos sera´ u´til ma´s adelante,
en la seccio´n 5.2.1 le daremos uso a esta particularidad.
Una vez el paquete ha sido generado y subido a Artifactory el proceso de integracio´n
ha finalizado.
Extendiendo la IC
De todo el proceso descrito durante este cap´ıtulo, el redisen˜ado de las ramas de Git,
los tests unitarios y de integracio´n y las tareas relacionadas con Maven han sido llevadas
en gran parte por el equipo de desarrollo.
Por contrapartida, toda la configuracio´n de Jenkins, as´ı como de sus detalles de
funcionamiento: accesos al SCV, planificacio´n de triggers, configuracio´n de bloqueo,
feedback, etc. han sido desarrolladas en solitario.
Durante este cap´ıtulo nos hemos centrado en conseguir mediante las herramientas
que nos ofrece Jenkins que el trabajo de los desarrolladores se integre de forma continua.
Pero el proceso no debe que detenerse aqu´ı, el siguiente paso es extender esta auto-
matizacio´n a la fase de despliegue, creando un sistema que facilite la instalacio´n al igual
que hemos creado un sistema que facilita la integracio´n. Este proceso es lo que nos




En este cap´ıtulo vamos a describir como conseguir, mediante la integracio´n de ciertas
herramientas con nuestro servidor de IC, que nuestros despliegues se puedan realizar de
forma automa´tica y bajo demanda.
Cuando nos referimos a despliegue, debemos saber que este puede ser en un entorno
de testeo o de desarrollo. La ma´quina donde se realizara´ el despliegue no afecta a la
ejecucio´n de este [19], es decir, en rasgos generales1 el proceso de instalacio´n sera´ el mismo
independientemente de que en que entorno despleguemos. Adema´s debemos asegurarnos
de que este proceso es idempotente, para ello debemos dejar el entorno de despliegue
siempre en el mismo estado [11].
Como explicamos al final del cap´ıtulo anterior, debemos considerar la EC como la
evolucio´n natural de la IC. Por tanto debemos tener este u´ltimo sistema bien implemen-
tado, lo que a su vez implica tener un conjunto de tests eficaces a la hora de detectar
errores.
El objetivo de la EC no se limita a automatizar el despliegue con la u´nica finalidad de
evitar todos los errores que este pueda producir, sino que adema´s se pretender acelerar
al ma´ximo, para que el equipo te´cnico pueda dedicarse a seguir desarrollando. Con
despliegues ma´s ra´pidos tambie´n conseguimos agilizar el feedback por parte el cliente,
que es uno de los pilares para realizar Scrum correctamente, como se ha explicado en la
seccio´n 2.1.
La EC es un me´todo que encaja con la filosof´ıa DevOps, ya que tanto el proceso
de integracio´n como el despliegue requiere de conocimientos te´cnicos sobre las distintas
partes del proyecto, as´ı como la colaboracio´n y el entendimiento entre desarrolladores y
1Es posible que la ejecucio´n no sea exactamente ide´ntica debido a pequen˜as variaciones, como por
ejemplo la ruta donde esta´ instalado Tomcat o distintos usuarios en la BD
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el equipo de sistemas [11]. Esto provoca que el sistema de EC sea responsabilidad de
todos los miembros del equipo.
Para definir como llevar a cabo todo esto vamos a explicar en primer lugar como
conseguir una instalacio´n de forma automa´tica, haciendo hincapie´ en las herramientas
que intervienen en dicho proceso. Posteriormente seguiremos el esquema del cap´ıtulo
anterior creando un job de ejemplo en Jenkins que lance dicha instalacio´n y explicaremos
las configuraciones a medida que vayamos definiendo el flujo de tareas.
Instalacio´n automa´tica
Desde la introduccio´n de este trabajo no hemos dejado de reincidir en la importancia
de la automatizacio´n como paso necesario para alcanzar nuestro objetivo. Ahora vamos
a enfocar esta idea en como conseguir que el co´digo resultante del proceso de integracio´n
pase manos de los clientes, con la mı´nima intervencio´n humana.
Para ello necesitamos de una herramienta que se ajuste a nuestro entorno particular
y que nos permita instrumentar todo este proceso en mu´ltiples servidores. En la empresa
se decidio´ utilizar Ansible, una herramienta a la que dedicaremos la siguiente seccio´n.
Pero debemos saber que no es la u´nica herramienta de este tipo, existe todo un abanico
de herramientas muy similares como Chef, Puppet o Salt. La eleccio´n de usar Ansible
fue por su simplicidad.
Ansible
Para entender el propo´sito y la finalidad de Ansible lo mejor es empezar por su
etimolog´ıa. El te´rmino proviene del a´mbito de la ciencia ficcio´n [12], donde da nombre a
una tecnolog´ıa que permite realizar comunicaciones instanta´neas.
En un nivel ma´s te´cnico y dejando las meta´foras de lado, podr´ıamos decir que Ansible
permite crear una lista ordenada de tareas y delegarlas para que sean ejecutadas en una
ma´quina remota.
Antes de continuar, vamos a aclara los motivos por los que nos decantamos por
Ansible frente a las otras herramientas mencionadas. El motivo de ma´s peso es la facilidad
para iniciarse, ya que desde RedHat, la empresa desarrolladora, se ha priorizado la
simplicidad por encima de otros aspectos. Esto se traduce en que podemos crear nuestra
primera tarea con un par de nociones ba´sicas pero tambie´n en una instalacio´n realmente
sencilla: lo u´nico que debemos tener instalado en el servidor remoto para gestionarlo
desde Ansible es un servidor SSH y Python, mientras que en la ma´quina desde la que
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- name: Simple hello world
shell: echo "Hello world" > example.txt
- name: Loop hello world




Figura 5.1: Playbook de ejemplo
se dirigen los despliegues podemos instalar Ansible con un par de comandos2. Otras
herramientas similares cuentan con arquitecturas ma´s complejas, donde se requieren la
instalacio´n de un agente en el servidor remoto para poder ser gestionado.
Esto u´ltimo nos da paso a explicar como funciona internamente Ansible, pero antes de
entrar en materia vamos a definir el vocabulario necesario para entender la explicacio´n.
En primer lugar, Ansible denomina a los scripts que ejecuta playbooks. En estos se utiliza
la sintaxis YAML, que es similar a XML o a JavaScript Object Notation (JSON) pero
que esta´ especialmente concebida para que sea fa´cilmente legible por humanos [15].
Como su nombre indica, los playbooks contienen plays. Un plays es una estructura
que consta de dos objetos:
Una definicio´n de a que servidor se delegara´n los comandos y con que rol o usuario
se ejecutara´n los comandos finales3.
Un o ma´s tareas o tasks en ingle´s. Que es donde se programan las comandos a
ejecutar.
Como vemos en la figura 5.1, entre los comandos ejecutados dentro de una tarea po-
demos utilizar funciones ya definidas, como por ejemplo bucles. Esto es porque´ Ansible
2Ansible se puede instalar desde pip, el gestor de paquetes de Python
3Es importante que nos aseguremos de que dicho usuario tiene todos los permisos necesarios para
ejecutar los comandos
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cuenta con una serie de mo´dulos que nos sirven de librer´ıa para facilitarnos la imple-
mentacio´n y que no tengamos que programarlas a tan bajo nivel. Por otra parte, se ha
intentado que esta capa de abstraccio´n sea lo ma´s fina posible. Un ejemplo clarificador:
si tuvie´ramos que instalar un paquete en dos ma´quinas cuyo gestor de paquetes no es el
mismo no podr´ıamos usar la misma instruccio´n para ambos, sino que deber´ıamos recurrir
a mo´dulos o instrucciones distintas [16]. Esto puede sonar como una desventaja, pero co-
mo ya hemos mencionado, en Ansible cobra mucho peso la simplicidad, y tener una capa
de abstraccio´n muy amplia obligar´ıa a programar los playbooks como si de un lenguaje
de alto nivel se tratara, teniendo una curva de aprendizaje mucho ma´s pronunciada.
Para poder desplegar, lo primero que debemos hacer es definir la lista de servidores en
la que queremos lanzar los playbooks. Para ello debemos comprender que Ansible realizara´
las conexiones con los servidores remotos mediante SSH, y que es necesario definir las
ruta del servidor (ya sea mediante una URL o bien su IP) junto con el usuario que





Figura 5.2: Ejemplo del fichero /etc/ansible/hosts
En la figura vemos como a cada entrada se le asigna un nombre o etiqueta, utiliza-
dos posteriormente en los plays. Ansible denomina al conjunto de sistemas configurados
donde se pueden ejecutar playbooks inventario o inventory en ingle´s, y tambie´n nos da
la posibilidad de organizar los elementos del inventario en grupos, para que compartan
variables comunes y puedan ser dirigidos despliegues contra dicho grupo como si se tra-
tara de un host u´nico. Esta arquitectura junto con un optimizado sistema para gestionar
un gran nu´mero de conexiones SSH simultaneas [17] hacen de Ansible una herramienta
disen˜ada pensando en la escalabilidad.
Durante la ejecucio´n de un playbook que implica a mu´ltiples servidores, Ansible
realiza una conexio´n SSH a todos de forma concurrente y ejecuta las tareas en el orden
definido y de forma simultanea. Es importante saber que Ansible no pasa a ejecutar la
siguiente tarea hasta que la actual haya sido concluida en todos los hosts.
Una vez explicados todos los conceptos ba´sicos pasemos a definir lo pasos a realizar
para conseguir automatizar el despliegue. Para ello es necesario que fijemos otra vez el
contexto y lo acotemos al de la empresa.
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Pasos para desplegar la aplicacio´n
En esta seccio´n y las que vienen a continuacio´n volvemos acotar el contexto al de
la empresa, por tanto, los pasos seguidos tienen relacio´n directa con las herramientas
utilizadas en el desarrollo del nuestros proyectos software.
En las siguiente secciones nos centramos en explicar la finalidad de cada task que
forma parte del playbook del despliegue, entraremos en detalles te´cnicos para entender
el proceso, pero no en el co´digo YAML.
Antes de comenzar hay un detalle importante a tener en cuenta: nuestro sistema auto-
matizado esta´ ideado para realizar despliegues incrementales, es decir, funciona siempre
que haya previamente una versio´n de la aplicacio´n instalada. Esto obliga a que la primera
vez que instalemos la aplicacio´n debemos hacerlo de manera manual. El motivo de este
comportamiento se debe a que, como explicaremos a continuacio´n, nuestras tareas de
Ansible esta´n disen˜adas para encontrarse el sistema ya funcionando, es decir, con una
versio´n ya instalada, la base de datos en funcionamiento, el fichero de configuracio´n en
su ruta predefinida, etc.
En nuestro caso esto no ha supuesto ningu´n problema ya que cuando empezamos a
implementa el sistema de EC la aplicacio´n ya llevaba meses instalada en los servidores.
Aun as´ı, si quisie´ramos desplegar en una ma´quina nueva, basta con que despleguemos
el WAR e instalemos la base de datos. A partir de dicho momento ya podremos utilizar el
sistema de despliegue automa´tico, ya que aunque este falle, como explicaremos durante
las siguientes secciones, el sistema esta´ preparado para darnos directivas sobre como
solucionar los errores. Lo cual nos conducira´ a configurar todos los aspectos necesarios.
Vamos pues a explicar los pasos requeridos para alcanzar nuestra meta.
Despliegue del WAR
Durante la seccio´n 2.4.1 hemos dicho ya, que la empresa emplea Tomcat como con-
tenedor de aplicaciones web, y que para desplegar una aplicacio´n en este, basta con
situar el fichero WAR que contiene la contiene en la carpeta webapps. A partir de ese
momento Tomcat se encarga de construir toda la estructura necesaria. Tambie´n hemos
explicado en el cap´ıtulo anterior que una vez Jenkins finaliza el proceso de integracio´n
sube el WAR resultante a Artifactory.
Por tanto, puede parecer lo´gico que para instalar nuestra aplicacio´n baste con crear
una tarea que acceda a Artifactory, descargue el WAR y otra que lo copie en el servidor
deseado. Aunque esto ser´ıa correcto, no es lo ma´s o´ptimo, ya que como explicaremos
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ma´s adelante en la seccio´n 5.3, Jenkins y Ansible se ejecutan sobre la misma ma´quina.
Por tanto resulta ma´s co´modo y eficiente obtener el WAR directamente desde Jenkins.
Para esto rescatamos un concepto mencionado en la seccio´n 4.3.3, donde explicamos la
existencia de un workspace donde Jenkins guarda el WAR antes de subirlo a Artifactory.
Tomando el WAR del workspace de Jenkins en vez de descargarlo de Artifactory nos
ahorra transferencias innecesarias entre ma´quinas.
Por tanto crearemos nuestra primera tarea que accedera´ a la ruta de Jenkins donde
se almacena el WAR y lo comprimira´ junto a otros ficheros en un “.zip”, para acelerar
su transmisio´n a trave´s de la red. Una segunda tarea lo copiara´ al servidor deseado, pero
a una ruta temporal, ya que debemos descomprimirlo antes de hacerlo llegar a Tomcat.
Adicionalmente, en vez de sustituir la versio´n instalada con la nueva, vamos a mover la
antigua a una carpeta a modo de backup, para poder volver a la versio´n anterior en caso
de que algo no saliera bien.
Por u´ltimo, solo nos falta copiar el WAR de la nueva versio´n a la carpeta webapps
dentro de la carpeta de instalacio´n de Tomcat.
Pero nuestro despliegue no acaba aqu´ı, habitualmente las aplicaciones dependen de
ma´s componentes en las ma´quinas en las que se instalan, y existen detalles a configurar
para su correcto funcionamiento.
El siguiente paso consiste en configurar uno de esos detalles.
Sincronizacio´n de los ficheros de configuracio´n
Es comu´n que las programas utilicen uno o ma´s ficheros para almacenar la configura-
cio´n general, como por ejemplo el idioma de la interfaz, servicios web a los que acceder,
usuario de la BD,
En nuestro caso, adema´s la empresa sigue una pol´ıtica que consiste en hacer que
ciertas funcionalidades de la aplicacio´n se puedan deshabilitar mediante los ficheros de
configuracio´n. Esto es u´til para poder ofrecer servicios distintos dependiendo del cliente
pero tambie´n para poder desactivar una funcionalidad en la que se ha descubierto algu´n
error hasta que sea arreglada y desplegada de nuevo.
Todo esto es importante porque una de las fuentes de errores ma´s frecuente a la hora
de realizar despliegues se encuentra en los ficheros de configuracio´n. Si se desea an˜adir una
funcionalidad nueva a la aplicacio´n y para implementarla se requiere modificar el fichero
de configuracio´n, debemos conseguir que dicha modificacio´n sea trasladada tambie´n a los
entornos de despliegue. Pero como pasa cierto tiempo entre el desarrollo y la instalacio´n,
es comu´n que se olvide replicar las nuevas configuraciones en todos los entornos
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Para solucionar esto, vamos a disen˜ar un mecanismo que nos compare el fichero de
configuracio´n del servidor en el que vamos a desplegar con el fichero de configuracio´n
de la aplicacio´n durante su desarrollo. En caso de que los ficheros coincidan en cuanto
a para´metros de configuracio´n, el despliegue puede continuar sin problemas. Pero en
caso de que el fichero que se halla en el servidor carezca o le sobre algu´n para´metro,
el despliegue debe abortarse ya que debido a estas diferencias la aplicacio´n podr´ıa no
funcionar correctamente.
Debemos tener en cuenta que habitualmente las configuraciones son tuplas del estilo
“clave = valor”. A nosotros solo nos interesa comprobar las claves, ignorando el valor que
se les da, ya que este podr´ıa requerir un valor distinto al que nosotros hemos configurado
en el fichero de configuracio´n de desarrollo.
Por otra parte tambie´n debemos saber que las aplicaciones de la empresa tienen dos
ficheros de configuracio´n uno con la configuracio´n comu´n de todas las aplicaciones y otro
espec´ıfico para cada una de ellas.
Para cumplir con nuestro propo´sito vamos debemos crear un conjunto de tareas que
extraiga todas las claves de las configuraciones de ambos ficheros, y las compare con todas
las claves del fichero de configuracio´n de desarrollo. En nuestro caso dicha comparacio´n
la realizamos mediante la utilidad diff de Linux
En caso de que los ficheros difieran, el despliegue se aborta y se imprimen por pantalla
las diferencias para que el administrador pueda resolverlas manualmente. Las discrepan-
cias solo pueden ser resueltas por un humano. Desde la direccio´n de la empresa se decidio´
no automatizar este mecanismo para asegurarse de que se da un trato ma´s personalizado
a cada cliente, ya que no todos tienen porque´ tener el mismo valor en todas las settings.
En la siguiente seccio´n hablaremos sobre otro detalle importante, esta vez referente
al acceso del cliente a la aplicacio´n.
Actualizacio´n de URLs
Una vez desplegada la aplicacio´n en Tomcat, debemos realizar ciertas configuraciones
para que esta sea fa´cilmente accesible desde el exterior. Dado que la aplicacio´n contiene el
nu´mero de la versio´n dentro del WAR, la URL generada por Tomcat cambiara´ con cada
nuevo despliegue. Lo que resulta inco´modo a la hora de acceder a esta. Para facilitar el
acceso a los clientes usamos un redireccionamiento de URLs, usando un nombre gene´rico
y fa´cil de recordar, el cual enlazamos con la URL cambiante.
Esto lo conseguimos mediante una conjunto de tareas en Ansible que obtienen el
nu´mero de versio´n de la aplicacio´n a partir del WAR, y que en cada despliegue modifican
el redireccionamiento para que la URL gene´rica apunte a la nueva versio´n.
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En la siguiente seccio´n abordaremos los problemas que pueden surgir durante los
despliegues en relacio´n a la BD.
Actualizacio´n de la base de datos
Por u´ltimo, otro de los principales focos de problemas a la hora de realizar el desplie-
gue tiene que ver con la estructura de la base de datos. Es comu´n que para desarrollar
ciertas caracter´ısticas sea necesario realizar modificaciones o an˜adir tablas o columnas
a la BD. De no replicar dichas modificaciones en la BD de produccio´n al realizar un
despliegue, provocaremos que la aplicacio´n falle.
Para solventar este problema vamos a seguir una estrategia similar a la utilizada en
la seccio´n anterior, pero en vez de crear dos tareas que recolecten la estructura de las
BD para compararlas en busca de diferencias vamos a utilizar una herramienta llamada
SchemaSync [9] que lo hara´ por nosotros. Esta herramienta aparte de encontrar las dife-
rencias entre los esquemas nos va a facilitar un archivo con sentencias Structured Query
Language (SQL) (script: patch o parche) para resolver dichas discrepancias. Es decir, si
en la BD de desarrollo tenemos una tabla que no se encuentra en la BD de produccio´n
el SchemaSync nos creara una sentencia del tipo: create table [nombre];, as´ı solo
tenemos que ejecutar el parche para resolver las diferencias.
Aparte de generarnos un parche, como acabamos de explicar, SchemaSync tambie´n
nos genera otro archivo SQL (script: revert o deshacer) con las sentencias inversas del
parche por si queremos deshacer los cambios aplicados. As´ı pues, si en el parche hemos
creado una tabla, en el revert tendremos una sentencia para borrarla.
Ahora bien, esta funcionalidad resulta muy u´til si solo queremos an˜adir tablas o
columnas, ya que podr´ıamos automatizar el proceso de sincronizacio´n, lanzando el parche
que generar SchemaSync y resolviendo as´ı las diferencias. Pero en la vida real tambie´n
es comu´n renombrar o eliminar una columna o una tabla por motivos de disen˜o. En
SQL renombrar una columna implica borrarla y volver a crearla, lo que implica que en
el proceso se pierden los datos almacenados. SchemaSync nos proporciona las sentencias
para realizarlo, pero la BD de produccio´n contiene datos importantes de clientes reales,
y por seguridad no podemos ejecutar automa´ticamente las sentencias que borren datos.
Esto nos lleva a la conclusio´n de que en caso de que exista alguna accio´n que borre
datos, se requiere la intervencio´n humana para tomar la decisio´n de si la columna o tabla
debe ser eliminada completamente o se trata solo de un renombrado.
Si se trata de un renombrado debemos crear una columna adicional, copiar todos los
datos de la columna original y posteriormente borrarla.
Por tanto, el automatismo referente a este proceso se limita a comprobar si las bbdd
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son iguales estructuralmente, y en caso de no serlo se aborta el despliegue indicando la
diferencias en las dos BD.
Despliegue desde Jenkins
Durante el cap´ıtulo nos hemos centrado en la automatizacio´n del despliegue, pero
es necesario que definamos tambie´n como encaja dicho proceso con la IC definida en el
cap´ıtulo anterior.
Una vez ma´s el encargado de orquestar el todo esto es Jenkins. Al igual que desde
Jenkins hemos delegado el proceso de compilacio´n y testeo a Maven, haremos lo mismo
con Ansible.
Por tanto vamos a crear un job desde el que se lanzara´n todos los pasos del proceso
de despliegue. En primer lugar, al igual que hemos hecho en algunos jobs del cap´ıtulo
anterior, vamos a definir unas reglas de bloqueo para que el job se encole en vez de
lanzarse si ya hay otro ejecuta´ndose. En concreto el job que podr´ıa provocar problemas
es el que genera el WAR. La configuracio´n es similar a la mostrada en la figura 4.11 del
apartado 4.3.3, pero en este caso el patro´n utilizado es: ejemplo release.
Lo siguiente a configurar es el servidor sobre el que se va a realizar el despliegue.
Jenkins nos ofrece la posibilidad de crear jobs con diversos para´metros de entrada, no-
sotros configuraremos una lista de posibles valores junto con el nombre de una variable.
Por ejemplo, podemos definir una variable que defina el servidor destino sobre el que
desplegar. De este modo cuando lancemos el job se nos solicitara´ que elijamos uno de
los servidores disponibles, tal y como se ilustra en la Figura 5.3
Figura 5.3: Ejecucio´n de un job parametrizado
El siguiente paso es la configuracio´n relativa al acceso al SCV, ya que los playbooks de
Ansible, como el resto del co´digo, tambie´n se almacenan en Git, y para poder lanzarlos
Jenkins debe descarga´rselos previamente. Vamos a omitir ma´s detalles ya que ya hemos
explicado este tipo de configuracio´n anteriormente, en la seccio´n 4.3 y en la Figura 4.4.
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A continuacio´n vamos a lanzar las tareas explicadas en las secciones anteriores para
ejecutar el despliegue. Para ello a lanzaremos tres playbooks que se encargara´n de:
1. Comprobar el estado de los ficheros de configuracio´n (Seccio´n 5.2.2).
2. Comprueba que las estructuras de las bbdd son iguales (Seccio´n 5.2.4)
3. Copiar el WAR y modificar las URLs (Secciones 5.2.1 y 5.2.3)
Podemos lanzar estos playbooks mediante comandos en BASH, pero en vez de lanzar
los tres playbooks a la vez, vamos a lanzarlos por orden, y configurar que solo se lance el
siguiente en caso de que el anterior ha finalizad satisfactoriamente. Esto lo conseguimos
mediante la opcio´n “Conditional step”, que nos permite ejecutar un script en funcio´n de
si se cumple cierta condicio´n. Jenkins ofrece un amplio abanico de condiciones posibles,
nosotros usaremos como condicio´n el estado actual del job.
En la Figura 5.4 podemos ver como el primer comando se lanza sin condicio´n, ya que
no viene precedido de ningu´n otro que pueda fallar, y los siguientes solo se lanzan si el
anterior ha terminado con e´xito.
Ahora solo nos falta decidir el trigger, este aspecto de configuracio´n cobra especial
importancia en los jobs de despliegue. Ya que dependiendo de como lo configuremos
estaremos escogiendo entre un sistema de entrega continua o uno de despliegue continuo.
Vamos a dedicar la siguiente seccio´n a este tema.
Entrega continua frente a despliegue continuo
En esencia, el DC es una extensio´n mı´nima de la EC, la u´nica diferencia que existe
entre ambos procesos es que en la EC el objetivo es dejar el despliegue preparado para
hacerlo bajo demanda, tal y como hemos explicado durante este cap´ıtulo, mientras que
en el DC el proceso de despliegue se lanza sin intervencio´n humana. Es decir, una vez
se inicia el un proceso de IC, y siempre que este concluya con e´xito se realizara´ un
despliegue de una nueva versio´n del producto.
Al final de la seccio´n anterior hemos mencionado la importancia de la configuracio´n
del trigger del job, ya que si deseamos tener un sistema de EC no debemos configurar
este aspecto, lo que se traduce en que el job solo puede ser ejecutado manualmente.
Mientras que si nuestro objetivo es el DC deberemos lanzar el job de despliegue cuando
finalice la fase de IC.
Dependiendo del caso, el DC puede no resultar apropiado. Vamos a mencionar las
razones por las que en la empresa se tomo´ la decisio´n de no lanzar los despliegues
automa´ticamente:
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Figura 5.4: Ejecucio´n de comandos en funcio´n de una condicio´n
Se desea tener el control sobre la frecuencia de despliegue. Nuestros clientes pre-
fieren lidiar con despliegues programados en vez de estar cambiando de versio´n
constantemente.
El DC es ma´s sensible a errores, ya que su estabilidad depende mucho ma´s de la
eficacia del conjunto de tests. Mientras que en la EC es ma´s tolerante a errores, ya
que da margen para realizar pruebas manuales antes de desplegar en produccio´n.
Como hemos comentado en la seccio´n 5.2.4, ciertas decisiones no pueden ser toma-
das por una ma´quina, ya que para tomar la decisio´n acertada se requiere conocer
la finalidad de cada modificacio´n. Los desplieguen que afectan a bbdd son uno de
los grandes escollos de la DC.
En general, los beneficios del DC no son tan notables si ya contamos con un
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Figura 5.5: Diferencia entre entrega continua y despliegue continuo
sistema de EC. Es decir, no hay una gran ahorro en los costes de un sistema frente
al otro. Los beneficios del DC se acentu´an si realizamos decenas o incluso cientos
de despliegues al d´ıa. Pero en nuestro caso, el desarrollo de una nueva funcionalidad
suele tomar como mı´nimo una semana.
Cap´ıtulo 6
Virtualizacio´n como plataforma
Hasta ahora hemos descrito todas las herramientas y como funcionan en conjunto
para alcanzar el objetivo que propon´ıamos en la introduccio´n: la EC. Este ha sido uno de
los temas troncales durante el trabajo. Durante este cap´ıtulo vamos a tratar otro tema
troncal: la plataforma sobre la que hemos contruido todo lo descrito anteriormente.
En nuestro caso, nos hemos centrado en virtualizar las herramientas usadas durante
el desarrollo y el proceso de EC: desde Git, pasando por MySQL, Jenkins, Artifactory,
etc. Durante las siguientes secciones explicaremos los conceptos necesarios para dicha
virtualizacio´n, pero no entraremos en detalles de como ha sido el proceso con cada he-
rramienta, ya que esto requiere de un conocimiento ma´s profundo sobre cada herramienta
en particular, lo que queda fuera del a´mbito de este trabajo.
Antes de continuar, hagamos hagamos un breve inciso para distinguir entre los dos
grandes modelos de virtualizacio´n actuales: las ma´quina virtual y los contenedores.
En primer lugar, hay que destacar que ambos necesitan de un motor para ser gestio-
nados, este sera´ el encargado de asignar los recursos de la ma´quina f´ısica a cada entorno
as´ı como de gestionar su ciclo de vida. En el caso de las MV este se denomina hypervisor
y tambie´n se encarga de comunicar el sistema operativo (SO) anfitrio´n con el de la MV.
En segundo lugar, ambos modelos nos permiten tener entornos aislados donde instalar
solo las librer´ıas y dependencias requeridas para cumplir con el servicio al que esta´n
destinados.
Pero la gran distincio´n entre ambos modelos es la presencia del sistema operativo
en cada entorno. Mientras que las MV cuentan con SO propio 1, los contenedores se
ejecutan sobre el sistema operativo de la ma´quina anfitrio´n. En te´rminos de escalabilidad
1Este SO puede ser distinto al del anfitrio´n.
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Figura 6.1: Distincio´n entre MV y contenedores
y rendimiento los contenedores son mucho ma´s o´ptimos que las MV, ya que ejecutar
varios SO de forma concurrente acarrea una importante sobrecarga sobre los recursos.
¿Que´ es Docker?
Docker es una herramienta de virtualizacio´n mediante contenedores basada en el
kernel de Linux. Fue anunciada a inicios de 2013, en una exposicio´n de cinco minutos
durante una conferencia de desarrolladores en California, donde gano´ popularidad e
intere´s por parte de los asistentes. A las semanas de este anuncio su co´digo se libero´
para que todo el mundo pudiera contribuir con el proyecto.
Ya hemos introducido la virtualizacio´n mediante contenedores en el apartado 3.2 de
la introduccio´. Por tanto en el actual vamos a centrarnos en como implementa Docker
dicho modelo, recalcando sus ventajas. Pero antes de continuar, definamos con detalle
los dos te´rminos que ma´s utilizaremos durante este cap´ıtulo:
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Imagen: a nivel te´cnico, una imagen es un conjunto de capas superpuestas de un
sistema de archivos. De una manera ma´s simple, podr´ıamos definir una imagen
como una instanta´nea tomada sobre un sistema de archivos en cierto instante,
por lo que una imagen es inmutable y no tiene estado. Gracias a la estructura en
capas, las imagenes pueden ser superpuestas unas encima de otras. Una imagen
se identifica mediante un nombre y una etiqueta, donde la etiqueta se suele para
utilizar para expresar la versio´n concreta de la imagen [22]. Ejemplo: image1:2.8
Contenedor: instancia de una imagen en tiempo de ejecucio´n. Los contenedores tie-
nen estado, una vez creado a partir de una imagen podemos encenderlo o apagarlo
a voluntad.
Un contenedor consta de tres componentes [5]:
1. Una imagen Docker.
2. Un entorno de ejecucio´n.
3. Un conjunto de instrucciones.
Este u´ltimo componente es especialmente importante ya que las instrucciones que
definimos al arrancar un contenedor influyen en su ciclo de vida. Un contenedor se
apaga cuando completa los comandos definidos cuando fue arrancado, si por ejem-
plo definie´ramos como comando al iniciar un contenedor: sleep 20, el contenedor
se apagar´ıa tras veinte segundos.
Cuando decimos que un contenedor se apaga nos estamos refiriendo a que su ejecu-
cio´n se ha detenido o pausado. No debemos confundir este te´rmino con el borrado
de un contenedor, proceso que solo se puede realizar manualmente.
Podemos entender a Docker como una plataforma para desarrollar, transportar y
ejecutar aplicaciones [1]. Para ofrecer estas funcionalidades Docker se ha convertido en
una herramienta con una complejidad relativamente alta. Au´n as´ı, arquitecto´nicamenrte
el nu´cleo de Docker se basa en el modelo cliente/servidor. Donde el servidor, se encarga
de lanzar y gestionar los contenedores y desde el cliente se pueden lanzar instrucciones
directamente al servidor. Docker tambie´n nos permite que desde un u´nico cliente se
pueda comunicar con varios servidores, adema´s de ofrecernos herramientas como “Docker
Swarm” para gestionar cientos de nodos en caso de que nuestra arquitectura requiera
de una alta escalabilidad. Existe un tercer componente opcional en la arquitectura de
Docker, el registry o registro de ima´genes, cuya finalidad es servir de repositorio para
nuestras ima´genes.
Existe un registry pu´blico y gratuito llamado DockerHub, donde podemos subir nues-
tras ima´genes o utilizar las creadas por otros usuarios. En DockerHub tambie´n podemos
encontrar ima´genes oficiales de los desarrolladores de algunas herramientas que ofertan
como me´todo de instalacio´n una imagen ya preconfigurada.
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Volviendo al cliente de Docker, hemos de explicar que la l´ınea de comandos es la
principal interfaz para la interaccio´n con este. Existen clientes Docker para la mayor´ıa
de arquitecturas y sistemas operativos actuales2. Adicionalmente, Docker tambie´n cuenta
con una API, que es utilizada para la comunicacio´n entre el cliente y el servidor que
acabamos de mencionar. Pero como dicha API es de co´digo libre y esta´ documentada
tambie´n se suele utilizar desde herramientas externas o scripts [23].
Demos paso ahora a una seccio´n donde explicaremos las distintas maneras de cons-
truir una imagen.
Creacio´n de ima´genes
Existen dos maneras de crear ima´genes Docker, y en funcio´n de nuestras necesidades
sera´ conveniente que utilicemos una u otra.
Vamos a dedicar una subseccio´n a cada una, explicando el proceso de creacio´n y
exponiendo las ventajas e inconvenientes de cada una.
Dockerfile
Este me´todo consiste en crear las ima´genes automa´ticamente, mediante lo que se
denomina un dockerfile, que no es ma´s que un script donde se parte de una imagen base
y se van an˜adiendo capas a esta mediante la ejecucio´n de comandos. Pongamos un breve
ejemplo para ilustrar esta idea.
FROM ubuntu:14.04
ENV MYSQL_VERSION=5.6
RUN apt-get install mysql-server-${MYSQL_VERSION}
Figura 6.2: Ejemplo de dockerfile
Como resultado de la ejecucio´n del dockerfile anterior obtendr´ıamos una imagen
basada en la versio´n 14.04 de Ubuntu3 a la que se le an˜ade una capa con la instalacio´n
de la versio´n 5.6 de MySQL.
El potencial de los dockerfiles reside en la idempotencia y en su portabilidad. Al
ser un script podemos usar un SCV para distribuirlo, facilitando la replicacio´n de las
2Para OS X y Windows la instalacio´n de Docker debe realizarse mediante boot2docker (http://
boot2docker.io/), una ligera MV que emula un entorno Linux
3La imagen base debe encontrarse en el conjunto de ima´genes locales, en caso de no encontrarse se
intenta descargar de DockerHub
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ima´genes en cualquier ma´quina.
Por otra parte, la creacio´n del dockerfile puede resultar tediosa, ya que debemos
comprobar que los comandos provocan los cambios deseados en cada paso,y adema´s hay
ciertas tareas que resultan dif´ıciles de automatizarla debido a que esta´n pensadas para
interaccionar con el usuario mediante mensajes o ventanas emergentes.
docker commit
El segundo me´todo para crear ima´genes consiste en realizar un commit sobre un con-
tenedor. Esta pra´ctica, que ya hemos explicado en el apartado 2.2.1, trata al contenedor
como un SCV lo har´ıa con un fichero de texto.
Ejecutando docker commit [container name | ID] [image name:tag] crea-
remos una imagen con el nombre y etiqueta especificadas a partir del estado actual del
contenedor. Durante este proceso el contenedor queda pausado para evitar que en caso
de que haya datos cambiantes estos no acaben corruptos durante el guardado [8].
Este proceso es ma´s ra´pido y sencillo que el descrito en la seccio´n anterior, y nos
permite crear distintas versiones de las ima´genes en funcio´n del estado del contenedor.
Pero tambie´n es ma´s propenso a errores ya que si la imagen va evolucionando corre-
mos el riesgo de acabar arrastrando errores, ya que los commits son incrementales.
Despue´s de explicar todos estos conceptos te´cnicos, centre´monos en como hemos
llevado a cabo nuestro proceso particular para crear las ima´genes de las herramientas
del entorno de desarrollo.
Virtualizacio´n del entorno de desarrollo
Para iniciar la migracio´n de las herramientas a Docker, se decidio´ empezar por las
herramientas cuyo funcionamiento es mas sencillo, o cuyo nu´mero de dependencias fuera
menor.
Ba´sicamente, esto se decidio´ para que a la falta de experiencia inicial en entornos
Docker no se sumara la dificultad para comprender el funcionamiento de la herramientas
ma´s complejas.
Por otro lado, en un inicio se escogio´ como estrategia para crear las ima´genes se tomo
la v´ıa manual, habitualmente partiendo de la imagen de Ubuntu 14.04 y an˜adiendo capas
a esta mediante commits. A medida que la experiencia con los detalles de funcionamiento
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de Docker fue en aumento esto dina´mica fue cambiando hacia el uso de dockerfiles.
Entre estos detalles se encuentra un aspecto que no hemos mencionado anteriormente
pero que resulta ba´sico a la hora de hacer que un contenedor sea accesible desde el exterior
de la ma´quina que lo hospeda: la configuracio´n de red.
Configuracio´n de red
Debemos saber que al arrancar un contenedor, hay ciertos para´metros referentes a la
conectividad de este que podemos editar. En primer lugar, podemos vincular un puerto
de la ma´quina hue´sped a un puerto del contenedor, para que todo el tra´fico que llegue a
la ma´quina hue´sped a traves de ese puerto sea redirigido directamente al contenedor4.
En segundo lugar, Docker tambie´n nos permite crear una Red Privada Virtual o
Virtual Private Networks (VPNs) entre nuestros contenedores, asignando el rango de
IPs deseado o directamente una IP esta´tica. Si no definimos nada, por defecto todos
los contenedores al crearse se conectan a una VPN con la ma´quina hue´sped, para que
sean accesibles desde ella en todo momento, ya que de lo contrario ni siquiera se podr´ıan
redirigir los puertos.
Tener varios contenedores a modo de servidor en una misma ma´quina nos supone un
problema. Por definicio´n todos los servidores deben ser accesibles desde el exterior, pero
al encontrarse en la misma ma´quina solo disponemos de una IP.
Para solucionar este problema tenemos dos alternativas:
Mapear cada servicio en un puerto distinto. Esta solucio´n es sencilla de llevar a
cabo, ya que como hemos explicado podemos redirigir puertos directamente a los
contenedores, pero conlleva una desventaja importante.
Como toda la infraestructura de la empresa ya estaba en funcionamiento antes de
que empeza´ramos con este proyecto, todo estaba configurado para acceder a los
servidores con dominios distintos, ya que se encontraban en ma´quinas distintas.
Por tanto no era deseable modificar todas esas configuraciones, presentes incluso
en las aplicaciones, para que ahora accedieran a la misma IP.
La utilizacio´n de un servidor proxy inverso. Para que este se encargara de redirigir
cada conexio´n al contenedor pertinente en funcio´n del dominio con el que se reali-
zaba la peticio´n. En este caso solo hay que cambiar la IP que apunta cada dominio
en el proveedor al que hemos contratado el hosting.
4Debido a la estrecha relacio´n entre Docker y el kernel de Linux, al redirigir un puerto, si usamos
iptables como firewall no es necesario que an˜adamos una regla para que el tra´fico de ese puerto no
sea descartado, este proceso se realiza automa´ticamente
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Nosotros nos decantamos por la segunda opcio´n, creando dicho proxy inverso en un
contenedor adicional usando un servidor web, concretamente Nginx, para configurar el
mapeado entre los dominios y las IPs. Adicionalmente, para que este sistema funcione, es
necesario que las IPs de los contenedores sean accesibles desde el proxy. Con la finalidad
de tener siempre localizados todos los servidores, se decidio´ crear una VPN y unir todos
los nuevos contenedores a esta, asigna´ndoles una IP esta´tica y conocida por todos.
Figura 6.3: Funcionamiento del proxy inverso
Implantacio´n de docker en la empresa
Volviendo a la idea de empezar la migracio´n con las herramientas ma´s simples, se de-
cidio´ que Git es el mejor candidato, ya que, como apuntamos en 2.2.1, esta´ estrechamente
ligada a Linux y no requiere de aplicaciones externas. Para su correcto funcionamiento
solo se requiere copiar las carpetas que contienen los proyectos Git desde el servidor
antiguo, instalar un servidor ssh y configurar ambos para los desarrolladores puedan
conectarse y escribir sobre las rutas del repositorio.
El resto de servicios tiene un proceso de una instalacio´n ma´s complejo, en el caso
de Artifactory, Taiga y Liferay se requiere de una BD para que funcionen, mientras que
Jenkins la necesita para realizar los tests.
A la hora de instalar las bbdd una opcio´n habr´ıa sido dedicar un contenedor solo a
estas, y hacerlo comu´n a todos los servidores. Esto no ha sido posible debido a que no
todos los servidores trabajan con el mismo gestor de BD, algunos esta´n preparados por
tabajar con MySQL mientras que otros lo hacen con PostgreSQL as´ı que por simplicidad
se opto´ por instalar cada BD en el mismo contenedor que su servidor.
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Supervisor
Durante la migracio´n de las herramientas ma´s complejas, hay un aspecto especial-
mente problema´tico. Como hemos mencionado anteriormente, normalmente estos servi-
dores requieren de varios procesos para funcionar correctamente, a esto se le an˜ade que
nuestra intencio´n es que los contenedores este´n totalmente operativos cuando se crean,
sin necesidad de tener que arrancar los gestores de bbdd u otros procesos manualmente
a posteriori.
La dificultad reside en que, como hemos comentado en la introduccio´n de este mismo
cap´ıtulo, los contenedores esta´n disen˜ados para ejecutar un comando y apagarse despue´s,
si por ejemplo configuramos que dicho comando sea el que arranca la BD, cada vez
que quisie´ramos reiniciar el gestor de BD por cualquier motivo nuestro contenedor se
apagar´ıa.
Para evitar este problema, se decidio´ usar Supervisor, un sistema de control de pro-
cesos 5. La idea detra´s de su funcionamiento es sencilla, en vez ejecutar los procesos o
servicios directamente, estos se delegan a Supervisor, desde el que podemos arrancarlos,
reiniciarlos o detenerlos.
Una vez hecho esto, configuramos que el proceso que ejecute el contenedor sea Super-
visor. Con esto conseguimos solucionamos el problema que los contenedores se apaguen
si nos vemos obligados a reiniciar algu´n proceso y adema´s conseguimos que todos los
procesos requeridos para que el contenedor funcione se lancen automa´ticamente cuando
este se arranca.
Esto u´ltimo nos permite gestionar mucho ma´s fa´cilmente nuestros contenedores, pu-
diendo hacerlo incluso desde un mo´vil.
Arquitectura resultante
Vamos a ilustrar brevemente cua´l ha sido el resultado de la virtualizacio´n de la
infraestructura de desarrollo. El fin de esta seccio´n es comparar este resultado con el
presentado durante el cap´ıtulo 2.
En la figura 6.4 observamos como antes cada servicio estaba hospedado en una instan-
cia cloud distinta, con los recursos justos para su funcionamiento. No se han nombrado
todos los servicios migrados debido a que algunos de ellos no tienen relacio´n con nuestros
objetivos, como por ejemplo: herramientas administrativas, herramientas de apoyo para
las reuniones de Scrum, entornos para realizar demostraciones a los clientes, etc.
5http://supervisord.org/index.html
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Figura 6.4: Comparativa entre la arquitectura previa y la arquitectura virtualizada
Para la virtualizacio´n se opto´ por prescindir de esas pequen˜as instancias y agru-
par todos los servicios en una sola. Para esto se decidio´ contratar con otro proveedor
de cloud computing que ofrec´ıa instancias ma´s grandes y caras pero con una relacio´n
precio/recurso ma´s rentable.
Por u´ltimo, cabe destacar que se ha creado un sistema de backups automa´tico que
una vez al d´ıa genera una imagen a partir del estado de cada contenedor. Para este
proceso se ha utilizado Cron (mencionado en: seccio´n 4.3.1 y figura 4.5) junto con los
conceptos descritos en la seccio´n 6.2.2 para la creacio´n de ima´genes mediante commits.





Procedamos a presentar algunos datos sobre los despliegues de las aplicaciones con la
finalidad de comparar el escenario anterior y posterior a este trabajo. Vamos a evaluar
el trabajo realizado, comprobando as´ı si hemos alcanzado los objetivos propuestos. Para
ello nos vamos a centrar en las mejoras de:
Los tiempos de despliegue.
La calidad del software.
Mejoras en los tiempos de despliegue
En primer lugar comparemos los tiempos que conlleva realizar un despliegue con el
sistema aqu´ı desarrollado frente al escenario previo.
Debido a la gran diferencia de tiempos que puede existir entre cada despliegue, los
vamos a dividir en dos grandes grupos:
1. Minor release: sin modificaciones importantes en la BD ni los ficheros de confi-
guracio´n. Solo se ha de desplegar el WAR con la nueva versio´n y actualizar los
ficheros para actualizar las URLs, tal y como se ha mencionado en la seccio´n 5.2.3.
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2. Major release: con cambios en la BD, nuevas configuraciones o nuevas librer´ıas que
deben ser instaladas para que las nuevas caracter´ısticas de la aplicacio´n funcionen.
Para obtener estos datos, antes de implantar el sistema de EC se anotaron los tiempos
necesarios para realizar un despliegue. Esto tiempos han sido comparados con los actuales
aportados por Jenkins, tal y como se presenta en las figuras 7.1 y 7.2.
Figura 7.1: Comparativa entre el tiempo de despliegue de minor releases
En la figura 7.1 vemos que hay un ahorro sustancial en el tiempo, reducie´ndose a la
octava parte.
En la gra´fica de la figura 7.2 vemos como el ahorro temporal en el caso de major
releases esta´ alrededor del 90 %.
Mejora en la calidad del software
El alto coste de los despliegues manuales ven´ıa acentuado por la necesidad de desple-
gar en algunos casos hasta dos o tres veces la aplicacio´n para corregir fallos que no hab´ıan
sido detectados previamente. Esto lo trataremos con ma´s detenimiento en la siguiente
gra´fica (figura 7.3).
Mediante el testeo automa´tico la inmensa mayor´ıa de estos fallos han sido solucio-
nados, lo que se traduce en una reduccio´n del nu´mero de problemas reportados por los
clientes de alrededor de un 80 % al mes.
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Figura 7.2: Comparativa entre el tiempo de despliegue de major releases
Figura 7.3: Nu´mero de bugs encontrados despue´s de realizar un despliegue
Conclusio´n
El objetivo principal de este trabajo ha sido mejorar los tiempos de despliegue de las
aplicaciones de la empresa. Originalmente la empresa sufr´ıa numerosos problemas a la
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hora de desplegar sus productos debido a que el testeo se realizaba de forma manual y la
falta de un sistema para sincronizar los cambios realizados entre el entorno de desarrollo
y el de produccio´n.
Para solucionar estos problemas se ha implantado un sistema de entrega continua
que automatiza al ma´ximo todo el proceso posterior a la fase de implementacio´n. Ello
ha supuesto cambios en la estructura organizativa, pol´ıtica de testeo y arquitectura de
los servidores.
Adema´s de las mejoras en los tiempo de despliegue, tambie´n se ha trabajado en
la virtualizacio´n de toda la infraestructura necesaria para el desarrollo, basa´ndose en
contenedores Docker. Mejorando as´ı la portabilidad de la solucio´n, as´ı como la gestio´n
de recursos dentro del entorno de desarrollo.
Como se ha visto en la seccio´n de evaluacio´n, el tiempo de despliegue ha sido reducido
de forma notable, aumentando as´ı la productividad de la empresa. Adema´s, tambie´n que-
da demostrado que la calidad del software se ha incrementado, mejorando la percepcio´n
que los clientes tienen de la misma.
Trabajo futuro
Durante el desarrollo de este trabajo han surgido aspectos mejorables, que quedan
fuera de los objetivos iniciales.
Mencionemos algunos de los ma´s importantes:
Creacio´n de microcontenedores: debido a la falta de experiencia inicial, al crear las
ima´genes Docker se acabaron instalando ma´s dependencias de las estrictamente
necesarias para la ejecucio´n de las herramientas. En consecuencia, al ejecutar estas
ima´genes algunos de los contenedores ocupan varios GB. La creacio´n de micro-
contenedores consiste en instalar solo las dependencias estrictamente requeridas,
consiguiendo as´ı taman˜os mucho ma´s contenidos. Esto favorece el rendimiento y
facilita au´n ma´s la portabilidad.
Creacio´n de un Docker registry privado: durante el cap´ıtulo dedicado a Docker, he-
mos mencionado que existe un repositorio de ima´genes pu´blico (DockerHub). Para
almacenar las ima´genes de la empresa ser´ıa interesante disponer de un repositorio
privado, ya que DockerHub no permite hacerlo gratuitamente.
Arquitectura maestro/esclavo en Jenkins: como hemos mencionado durante el
cap´ıtulo 4 (concretamente en la seccio´n 4.3.2) algunos de los recursos utilizados
durante los jobs de Jenkins obligan a que estos deban ser ejecutados de forma
7.3. TRABAJO FUTURO 69
secuencial. Como solucio´n a esto, Jenkins permite delegar los jobs a otros conte-
nedores, que al estar aislados entre si, si que permitir´ıan integrar varios proyectos
a la vez.
Despliegues en caliente: al igual que se ha virtualizado el entorno de desarrollo, se
pretende tambie´n virtualizar los entornos de produccio´n. Lo que permitir´ıa actua-
lizar las aplicaciones sin detener el servicio ofrecido a los clientes.
Dado que el periodo de pra´cticas en el que se ha realizado este trabajo de final
de grado ha desembocado en un contrato laboral, se trabajara´ en los aspectos aqu´ı
mencionados en los meses sucesivos.
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