We study the effects of noise in two models of spiny dendrites. Through the introduction of different types of noise to both the Spike-diffuse-spike (SDS) and Baer-Rinzel (BR) models we investigate the change in behaviour of the travelling wave solution present in both deterministic systems, as noise intensity increases. We show that the speed of wave propagation in both the SDS and BR models respectively differs as the noise intensity in the spine heads increases. In contrast the cable is very robust to noise and as such the speed shows very little variation from the deterministic system. We introduce a space-dependent spine density, ρ(x), to the original Baer-Rinzel model and show how this modified model can mimic behaviour (under influence of noise) of both original systems, through variation of one parameter. We also show that the correlation time and length scales of the noise can enhance propagation of travelling wave solutions where the white noise dominates the underlying signal and produces noise induced phenomena.
Introduction
The neuron, or nerve cell, is the building block of the mammalian nervous system; it sends, receives and processes information that ultimately controls functions as fundamental as our breathing and as complex as memory (Andersen et al. 2007 ). The neuron comes in many forms depending on which area of the brain it occupies and its function but all neurons share the same basic structure. We are interested in models of spiny dendritic tissue and the effects of noise on these signal processing capabilities. The dendritic tree allows a greater surface area for synaptic connections and around 90 % of excitatory synapses in the brain are made onto dendritic spines. Dendrites are typically 1-2 mm long and the dendritic spines are small bulbous protrusions of 1-2 μm long. Spiny dendrites occur in many regions of the brain e.g. CA1 and CA3 pyramidal neurons in the hippocampus (important in long term memory), basal ganglia (used in motor control and learning) and spiny stellate neurons in the cerebral cortex (also important in memory) (Thompson 1985; Ulinski et al. 1999; Andersen et al. 2007 ). The spines are thought to be an important component in signal propagation and computations along the dendrite and spine motility and morphology, called spine plasticity, is thought to be an important process in learning and memory (Yuste and Denk 1995; Dan and Poo 2004; Bonhoeffer and Yuste 2002; Kasai 2003) . In the models investigated here the plasticity can be related to physical properties of the dendritic tissue such as the spine stem resistance and spine density. The advent of the confocal and two-photon microscopy used to image the membrane in dendrites allowed the measurement of action potentials (APs) in dendrites and proved that action potentials can be generated in the dendrites themselves. These techniques made it possible to compare experimental (Haüsser et al. 2000; Yuste and Denk 1995) , and theoretical results (P. Vetter and Haüsser 2001; Rudolph and Destexhe 2003b ) that predict how voltage will spread throughout a length of dendrite, or a branched dendritic structure, also see for a review (Segev and Rall 1998) .
We consider voltage spread throughout a length of spiny dendrite as a wave propagating from the spines at the distal end, through the main body of the dendrite to the soma without including the effect of the soma. This is an interesting problem as much information processing may occur prior to the action of the soma, see review (Mel 1994) . We use two dendritic models that describe voltage evolution in a length of spiny dendrite: the Baer-Rinzel (BR) model (Baer and Rinzel 1991) , and the Spike-Diffuse-Spike (SDS) model Bressloff 2000, 2003) . Both these models couple active spines to a passive cable through a spine density; a constant, continuum value in the original BR model and equally distributed point attachments in the SDS model. We extend the BR model to include a spatially dependent spine density which can be controlled through one parameter; the density is equivalent to a continuum in one limit and to the point attachment in the other. In this way we investigate the importance of the spine stem area on the propagation of waves in the dendrite models. We consider the effect of random fluctuations, or noise, in the BR and SDS models. There are two types of noise in a neural system, intrinsic and extrinsic noise (Gerstner and Kistler 2002; Manwani and Koch 1999 ) (see Faisal et al. (2008) for overview of noise in all levels of the central nervous system). Intrinsic noise is a source of noise which is always present in the system and thermal noise is one example. Due to the thermal fluctuations and the heterogeneities of the real dendrite we can consider additive noise in the cable dynamics of whichever model is used (Faisal et al. 2008) . Another source of intrinsic noise, which may be considered particularly relevant in spiny dendrites, is the process of synaptic gating since the release of the neurotransmitter is a stochastic process. This has been shown to be accurately modelled (Fox and Lu 1994) (and used by Lindner and Longtin (2006) and Rudolph and Destexhe (2003a) ), by an additive noise in the equations which govern the state (open or closed) of the ionic channels in the Hodgkin Huxley model for action potential generation. The gating variables then appear in the voltage evolution equation as multiplicative variables therefore we can also simulate the channel noise as a multiplicative noise term in the voltage equation. The second type of noise, extrinsic, emanates from out with the cell itself and one source is other, nearby neurons, this is so-called cross-talk, as described in Faisal et al. (2008) . As such we use an additive noise in the gating variable equations which translates to a multiplicative noise in the spine head dynamics due to the way in which the gating variables appear in the Hodgkin Huxley model and to represent the small contribution from thermal sources and heterogeneities on the cable we also consider a small additive noise in the voltage evolution equation on the cable.
We consider noise which is simulated by a white noise path or a noise which is temporally correlated (white in space) or spatially correlated (white in time). One interpretation of the correlation length associated with our spatially correlated noise is the length scale over which input signals are transmitted, i.e. nearby spines receive correlated signals whereas distant spines are connected only by diffusion along the length of the dendritic cable. We see that there are length and time scales which promote propagation.
The models for spiny dendrites

Spike diffuse spike model
The SDS model Bressloff 2000, 2003; Timofeeva et al. 2006 ) describes a length of spiny dendritic by coupling a passive dendrite to active spines. The cable is modelled by the passive cable equation, and the spine head dynamics by the leaky and fire model with an imposed refractory time τ . The spines are attached at discrete points along the cable by a spine stem with resistance, r. The points at which the spines are attached can be spaced with any spatial distribution but here we have chosen equally spaced points.
The membrane potential in the cable, V(x, t), is given by:
with D = is the electronic space constant, r a is the intracellular resistance per unit length, x ∈ [0, L] and t ∈ [0, T], L is the length of the cable and T is the final time. ρ(x) = n∈ δ(x − x n ) is the density of spines, attached at discrete points x n , V(x n , t) is the action potential produced by the spine at the point x n , the form of the action potential is free to be chosen, and r is the spine stem resistance. We take Z to either be a space-time Wiener process Z = W(x, t) chosen to satisfy the form of spatially correlated noise we require or we take Z (t) = K(t) a white noise or temporally correlated noise path that is constant in space. μ is the strength of the additive noise; as previously described this noise can be thought to arise from heterogeneities in the cable. This additive term may also arise from thermal fluctuations and can be described by the Nyquist formula (see original paper Nyquist 1928; Gerstner and Kistler 2002; Destexhe and Rudolph-Lilith 2012 , for neural applications). The Nyquist formula for variation in voltage, due to thermal fluctuations, is given by:
where R is the resistance, k = 1.380×10 −23 m 2 kg s −2 K −1 is Boltzmann's constant, T is the temperature and df is the bandwidth/fastest time scale of the system.
The spine head dynamics are modelled by the stochastic leaky integrate and fire (IF) model, up to firing threshold:
We take Z to either be constant in space Z n (t) = K n (t), where K n is either a white noise or temporally correlated path or Z n = W n a spatially correlated (white in time) Wiener process evaluated at each spine at x n . Here ν is the strength of the multiplicative noise which is chosen to represent the stochastic nature of the ionic gating process. Since the IF model is a simplification of the more complicated HH model, the gating process is not explicitly modelled and as such we introduce the gating noise as a multiplicative term in this voltage evolution equation, Eq. (3). We choose the form of the multiplicative noise term to preserve the range of volt-
and zero otherwise (Doering et al. 2005) .Ĉ is the capacitance, r the spine stem resistance and = 
where τ R is the refractory time period, during which the spine is unable to fire. This refractory time is introduced to mimic the dynamics of the Hodgkin-Huxley (HH) model, which has a natural refractory time. At U n = h an action potential is injected into the cable; the form of this injected potential can be chosen to be a suitable function, in the SDS model described here, the function was chosen to be a rectangular pulse, given by:
where (t) is the Heaviside function, τ s is the length of time the pulse lasts for and η 0 is the strength (magnitude) of the pulse. These equations describing the dynamics of spiny dendritic tissue can be solved using a combination of analytical and numerical techniques, see Timofeeva et al. (2006) for a full description of the methodology.
The solution of this problem shows that the deterministic SDS model supports the propagation of saltatory travelling waves along the length of the cable Coombes and Bressloff (2003) and Timofeeva et al. (2006) provides a preliminary investigation to these solutions with some noise in the system but does not compare the speed of propagation or the effect of spatial correlations.
Baer-Rinzel model
The Baer-Rinzel (BR) model (Baer and Rinzel 1991) , describes the voltage evolution of a spiny dendrite using the Hodgkin-Huxley (HH) equations to describe the active properties of the spine heads: the voltage U in the spine heads and the gating variables m, n, h. They are coupled, with a certain density ρ(x), to a uniform passive cable, whose voltage, V, is modelled by the passive cable equation.
We choose to include noise only to the m-dynamics since the other gating variables are very sensitive to the noise and the m-gate is the dominant variable as seen in reductions of the Hodgkin-Huxley dynamics to a two variable system, e.g. Fitzhugh-Nagumo model (Scott 2002; Gerstner and Kistler 2002) . The equations for the stochastic BR model we consider are:
where X ∈ [m, n, h]. Along with:
the μ's give the strength of additive noise and ν is the strength of the multiplicative noise. We take either Z (t) = K(t) is a constant in space and either white or correlated in time or Z (x, t) = W(x, t) for a spatially correlated Wiener processes. Note that the equations for X ∈ [m, n, h] and U are coupled together, at each point in space, by the cable or by the noise if it is spatially correlated. We choose to use the Itô interpretation and use g, in each of the equations to ensure the fluctuations are added correctly to the resting state of V. With this in mind we choose the function of the multiplicative noise to be:
The spine density, ρ(x) can be a constant as in the original BR model (Baer and Rinzel 1991) which has been shown to support travelling waves, solitary, multibump and periodic waves (Lord and Coombes 2002) .
We extend the model here and consider here spatially dependent density, which has a parameter, κ, to control the area of the spine stem attached to the cable. For spines centered at spatial points x n :
Here we have ρ max is the maximum value of the density, taken to be the value used for the original BR model, and
where d is the spine spacing and κ ∈ R + controls the width of the spine stem.
Therefore at the κ → 0 limit the model is the BR model and at κ → ∞ limit the model resembles the SDS model with HH dynamics (instead of IF) in the spine heads.
Noise generation
We use space/time white noise, temporally correlated (white in space) or spatially correlated (white in time) noise throughout the simulations to investigate the effects of noise on signal propagation in the previously described dendrite models. We consider a temporally correlated noise generated by the Ornstein-Uhlenbeck process, given as:
where K(t) is a stochastic process called the OrnsteinUhlenbeck process, β, which has units s −1 , is a parameter which can adjust the time scale of the correlation, called the mean reversion rate, θ is the mean to which the process will revert to if given enough time, σ is another parameter which is called the volatility and b is a Brownian motion. To get a white noise path we simply set β = 1 and σ = 1.
The generation of a spatial correlated (white in time) noise is introduced by a process described in Shardlow (2005) and García-Ojalvo and Sancho (1999) . This form of the spatially correlated noise is chosen to satisfy chosen properties of the correlation length; we require that the correlation is over a short range since we would not expect interference between distant spines but would expect neighbouring spines to effect each other. We define a Q-Wiener process by the sum:
In order to evaluate this sum we choose to use the eigenfunctions of the Laplacian as an expansion basis for the Q-Wiener process (Eq. (11)); this choice of basis makes the computational construction of the process easier in practice. Also assuming Neumann boundary
, b j (t) are standard Brownian motions and λ j are eigenvalues of Q which we choose here to satisfy a form of spatial correlation. We choose a correlation such that the noise is white in time and has an exponential correlation in space of length ζ (to satisfy the assertion that nearby spines have more influence than distant). The covariance and correlation function are given by and
Using this form of the correlation function we obtain Coutts (2010) the following form for the eigenvalues of Q:
2 ). If we require a noise which is white in space and time we can use Q = I, this is non-trace class but has the eigenvalues λ j = 1, ∀ j and as such the sum reduces to: W(x, t) = ∞ j=1 e j (x)b j (t). The correlation length ζ can be chosen such that the strongest effect of the correlation is felt over neighbouring spines and not, for example, the entire length of the cable. Since we have chosen the form of the correlation to ensure nearby spines have more influence on neighbours than distant spines it would be counterproductive to use a long correlation scale. We investigate by the correlation length the effect of correlated signals into the dendrite as indicated in the introduction.
In order to simulate the noise we require a numerical scheme for stochastic integrals; we use the Euler-Maruyama method (Higham 2001; Coutts 2010) . Although results were checked with a higher order scheme, the Milstein method (Higham 2001 ) and for t, x → 0.
Speed of propagation of stochastic wave
We rescale computed speeds by the deterministic speed,
, where d is the distance travelled along the cable and t is the time the wave takes to travel this distance; thus the plotted speeds are given by c = c noisy c det . This rescaling allows comparison of the different models which have different absolute values for the speed; it also makes it easy to see in the graphs if the wave is speeding up (c > 1) or slowing down (c < 1), with respect to the deterministic wave speed (Coutts 2010) . In order to find the speed of any stochastic travelling wave propagating on the cable we find the times, t 1 and t 2 , at which the wave crosses two points, x 1 and x 2 , along the cable and use:
If the wave fails to reach x 2 then we say that the wave has failed to propagate (Coutts 2010) . Failure is determined by the size of the voltage in the cable at point x 2 ; if V(x 2 , t) ≥ V th , V th is a threshold value chosen from the voltage values in the deterministic case, then it is still propagating. The threshold value must be large enough that the voltage will only reach this level if the voltage is close to that of the deterministic system and so we avoid the case where the propagation is purely noise induced, i.e. we are not measuring small fluctuations induced by noise only but we detect the underlying signal too. We also impose the condition that the wave must travel sequentially, i.e. each spine must fire in spatial order from distal to proximal end of the dendrite.
Since we are interested in the speed of propagation and the 'success' or 'failure' of waves to travel from one end of the cable to the other, with increasing noise intensity, and not what happens at a branch point/soma/distal end then we take the points used to measure the speed of the waves away from the boundaries. The results are not dependent on the boundary conditions used and we use a closed boundary condition (sealed-end like a distal branch) which means that in the simulation of the systems we employ a Dirichlet boundary condition. As shown in Fig. 1 , plot (a) for a deterministic wave travelling on the SDS model, as the spine spacing changes, the difference in speed measured when the system has Dirichlet and Neumann boundary conditions respectively is very small. In all subsequent results the SDS model is simulated using a spine spacing of d = 0.8. Figure 1 , plot (b) also shows the speed of wave travelling on the SDS model using different algorithms for the integration of the SDE.
Effects of the noise on speed of propagation
Here we look at the results of the measuring the average speed of the waves in the noisy BR and SDS models, over 100 realisations and for the parameter values in Fig. 2 . We consider white noise, temporally correlated noise and spatially correlated noise in both the spine heads and the cable of each model (the noise is in the m-dynamics for the BR model). We show error bars that represent the standard deviation around the 
.(c) = E(c 2 ) − (E(c))
2 ). Table 1 contains the parameter values taken and their units.
Effect of noise in the BR and SDS models
The following results show the effect of noise in both models interpreted in the Itô sense. Figure 2 shows that there is a difference in the behaviour of the two models under the influence of synaptic noise (i.e. multiplicative noise driving the spine dynamics of the SDS model and additive noise in the m-dynamics of the BR model); the speed of propagation in the SDS model decreases as noise intensity increases and the speed increases in the BR model with an increase in noise intensity. We have not considered noise in the cable for either model since it has a negligible effect on the behaviour of the travelling wave speed. This is in agreement with the Nyquist formula, Eq. (2); i.e. when we use typical values for R, T and df we get fluctuations of the order of around 0.01mV, which are very small compared to the absolute value of the voltage which in the HH model is 65 mV.
We look at the effect of spatially correlated noise in the models, again we look at the noise added to the m-dynamics for the BR model and multiplicative noise to the spine dynamics for the SDS model. Figure 3 shows the effect of spatially correlated, white in time, multiplicative noise, generated by Eq. (11), on the speed of propagation in the models as the noise intensity increases. We see that the speed of a stochastic wave in the BR model does not change, but for the SDS model the speed decreases (as for white and OU noise).
Baer-Rinzel model with variable density, ρ(x)
We now look at the speed of a noisy wave as the parameter κ changes, and so as the spine stem width changes. The two differences between the dendrite models are the way in which spines are attached to the cable (discretely for SDS and as a continuum for BR) Fig. 3 This figure shows the effect of spatially correlated noise in the spine dynamics of both models. We observe a reduction in the speed as the noise intensity increases for the SDS model but no change for the BR model and the dynamics used to describe the voltage evolution in the spine-heads (IF for SDS and HH for BR). We look to the spine density for an explanation of the contradictory results from the BR and SDS models with white and OU noise.
From the behaviour we have observed so far we expect that, as κ increases and so the model changes from a BR type, κ = 0, to an SDS type, κ → ∞ (we use κ = 1000), the speed of the wave should start faster m-dynamics) .The difference in the speed starts negative as the noisy speed is faster than the deterministic wave speed and becomes positive as the noisy wave becomes slower than the deterministic wave than the deterministic wave and end up slower that the deterministic speed.
First we consider the new BR model without noise, as the spine stem changes through the increase of parameter κ. Figure 4 , plot (a) shows the speed of a deterministic wave in the modified BR model as κ changes and so the spine stem changes from a continuum like the original BR model to a discrete distribution of (b)) model. The colour shows the value of the voltage for each point in space (x-axis) and time (y-axis). As can be seen in both plots the wave is near horizontal which shows that all spines are firing at the same time. Plot (a) shows only one wave due to the long refractory time in the SDS model (which can be controlled by parameter τ ) and plot (b) has many waves due to the natural refractory time of the BR model spines as in the SDS model. There is an optimal value of κ which maximises the deterministic wave speed. This shows that the distribution or spine stem morphology is of importance in the propagation of action potentials, it can alter the speed of the AP on the dendrite. Plot (b) shows an example of the spine density for κ = 670.
The spatial discretisation will effect the density since a larger x will approximate a discrete stem at a smaller value of κ than a smaller step. The value of speed measured as x changes is small and the overall behaviour (as κ changes) remains the same. We now consider this variable density BR model with different levels of noise in the spine head dynamics (m-dynamics) as κ changes. We plot the difference (a) (b) Fig. 7 This figure shows a sample of the voltage in the cable when there is noise present in the spine head m-dynamics. Plot (a) has additive white noise of strength μ = 0.01 and plot (b) has additive OU noise strength μ = 0.01 and β = 2. It can be seen that the waves travel out of order when the noise is white but when a temporal correlation is added the waves regain their sequential travel 
The noise intensity is fixed at μ = 0.01 and as the scale increases the number of failed waves becomes zero c det − c noisy , to show how the noisy wave changes with respect to the deterministic wave as κ increases. It is clear in Fig. 5 that the trend is for the wave to be slower (c det − c noisy > 0) than the deterministic value at the SDS limit (large κ) and faster (c det − c noisy < 0) at the BR limit (κ = 0). Figure 5 , plot (a) shows the noise intensity at ν = 0.02 and plot (b) at ν = 0.15. It is clear that as the parameter κ increases the behaviour of the noisy wave in the new BR model also changes. When κ = 0 the model is the original BR model and the stochastic wave is, on average, faster than the deterministic wave, and as κ reaches large values then the wave speed decreases below that of the deterministic wave, mimicking the behaviour of a stochastic wave in the SDS model. This goes to show that the form of the density has an important effect on the behaviour of the model.
Effect of correlation scales
So far we have only considered the effect of noise intensity on the speed of the waves, for white, temporally correlated and spatially correlated noise. When the noise is correlated, either temporally or spatially, there is another noise variable (the correlation scale) which we can investigate and which shows some interesting results. When the noise is additive and white in the spine heads of both models we can observe synchrony, that is all spines fire at the same time, for small levels of noise intensity, see Fig. 6 .
Additive OU noise in the m-dynamics of the BR model helps to stabilise waves which were out of order in the white noise case. Figure 7 , plots (a) and (b) show the voltage in the cable with additive noise in the m-dynamics, μ = 0.01, for white and OU noise respectively. It is clear that the temporal correlation of β = 2 promotes a travelling wave; it could do this by matching some internal time scale in the BR model. We can consider what happens to these waves when the correlation time scale changes, but additive noise intensity is fixed, by measuring the number of waves which 'fail'. A 'failed' wave is one which skips some distance in space i.e. which do not travel sequentially. Table 2 In the BR model the spatial correlation length scale does not appear to influence the behaviour of the system, i.e. it cannot stabilise noisy waves or help to promote propagation. This may be due to the fact that the traditional BR model has no inbuilt length scale, unlike the SDS model which has the spine spacing as a spatial feature.
The spatially correlated noise in the SDS model can stabalise non-sequential travelling waves as the correlation scale increases. Figure 8 shows spatially correlated noise in the spines of the SDS model; plot (a) shows the voltage in the cable when the spines are coupled by a short correlation length and the wave fires out of order and plot (b) shows the voltage when the correlation length is longer and this restores the sequential firing of the spines and so the wave travels smoothly again. Figure 9 shows that the number of failed waves decreases as the length of the spatial correlation increases but that the stabilised waves do not have a big change in speed. It may be expected that we could observe a change in behaviour as the length scale of the noise matches the spine spacing, or some multiple of the spacing, e.g. an increase in the speed but there also does not appear to be a 'special' value of correlation length in that there is no dominant behaviour at a particular length.
When we consider a multiplicative temporally correlated noise, of fixed intensity, in the spine head dynamics of the SDS model we observe a peak in the speed of the stochastic wave as the time scale increases (Fig. 10) . 10 This figure shows the speed of a stochastic travelling wave in the SDS model when the spine head dynamics are subject to a temporally correlated noise of intensity ν = 0.2. When β = 0, or the noise is white, then the variance is larger due to the failure of a few waves, but as β increases, the number of failed waves becomes zero and the speed of the successful waves increases to a maximum at around β = 6 before decreasing again
Discussion
We set out to investigate the effects of different types of noise on models of spiny dendrites and have provided a comparison of white, temporally and spatially correlated noise in the Spike-diffuse-spike model and the Baer and Rinzel model. In all cases noise in the cable equation has little effect on the speed of propagation which suggests that the cable is robust whereas the spine dynamics are more sensitive to noisy input. This makes sense with regards to the structure of the models since the cable is passive and diffusive as opposed to the active properties of the spine heads. It is also in agreement with the size of thermal fluctuations as given by Nyquist formula (Eq. (2)), as discussed in Section 3.1.
When the noise is in the SDS model the speed of any travelling wave decreases as the noise intensity increases but when the noise is in the BR model the speed of travelling waves increases as the noise intensity increases, when the noise is in the spines. The main differences between the two models are the dynamics used to describe the evolution of the spine head voltage (integrate and fire dynamics in the SDS model and the Hodgkin-Huxley equations in the BR model) and the spine density, ρ(x) (discretely attached equally spaced spines in the SDS model and a constant in the BR model). This difference could be used to decide which model is a more accurate description of the real dendrite if an experiment could be devised in which the speed of an injected pulse travels the length of a dendrite with noise present. In an attempt to discover which of the differences in the models produced the difference in behaviour we investigated the BR model with a spatially dependent density. In the 'SDS' limit where the spines are attached discretely the model can be thought to be the SDS model with Hodgkin-Huxley dynamics in the spine heads and this model does act like the SDS original model when we add noise to the system. Therefore we can conclude that the type of spine dynamics is not the reason for the difference in behaviour between the SDS and BR models and we investigate the effect of the spine density and so the spine stem. As we change the spine density from one limit to the other the cases in between are like looking at spines attached to the cable with a spine stem that has an area of attachment to the cable. The speed of the wave in the deterministic version of this model increases from the BR limit to the SDS limit and there is an optimal value for the spine attachment that gives a maximum value of the speed. When there is noise in the system and we are changing the parameter from BR to SDS limits, the average speed of the wave starts faster than the deterministic wave speed and decreases below the deterministic speed at the SDS limit, in agreement with the previous results from the original SDS and BR models. Although this spatially dependent spine density gives some insight to the importance of the spine stem the model could be improved by a more realistic physical description of the way the spine stems are attached to the cable and perhaps by introducing some random distribution of the spines to investigate how this effects the behaviour. To take this a step further there could even be a simple learning rule introduced which could move the spines in relation to the levels of activity and give a time dependent spine distribution; Verzi et al. (2005) looks at a simple activity dependent spine plasticity in the BR model, so perhaps this could be extended to include noise. In an attempt to provide a comprehensive review of noise in these dendritic models we also investigated other forms of noise e.g. multiplicative noise in the ionic gating dynamics of the HH model and multiplicative noise in the cable equation. These cases may not be (physically) justified by current experimental results, but do provide some interesting effects from a mathematical view. As imaging of dendrites/synapses improves perhaps there will be a need to investigate different noise models; as written in Takahshi (2012) "spatiotemporal patterns of dendritic activation remains to be elucidated at single synapse resolution."
Additive noise in both the dendrite models can induce synchronous behaviour in the spines. For very small levels of noise the systems are fairly robust to the noise; all waves fully propagate and are only subject to a small change in the speed. As the strength of additive noise increases the spines in the models begin to fire out of order and seemingly in a random fashion until a synchronous behaviour takes over and they all fire simultaneously, similarly observed in Newhall et al. (2010a, b) . When the noise in the SDS model is additive and spatially correlated in the spine heads then the correlation scale can play a role in restoring sequential firing that has been destroyed by the noise, e.g. when the noise intensity is fixed a short correlation scale displays the out of order firing but as the correlation scale is increased the wave travels in a sequential fashion. These results suggest that there is an optimal spine density for speed of propagation in dendrites; too sparse and propagation slows down and ultimately stops, too many and we again see a reduction in speed. A spatially correlated noise can also enhance propagation, we used a correlation length of 3 spine spacings which suggests that a localised input to the dendrite, at synapses on neighbouring spines, can increase propagation speed. It was recently observed in vivo and ex vivo in dendrites of hippocampal and neocortial pyramidal rat cells, see Takahshi (2012) , that there is an increased probability of synchronised activity in neighbouring spines. The suggested mechanism for this behaviour is the spontaneous firing of pre-synaptic neurons so perhaps a spatially correlated noise, as presented here, could be a method to model this mechanism without the inclusion of pre-synaptic dynamics. This would of course be have to be thoroughly investigated but shows promise for a mathematical description of this behaviour.
There are obvious places to extend this work; computationally further investigation of the optimal correlation scale, and propagation of a noisy signal on a dendrite with a random spine distribution. We have shown that a simple model driven by some simple noise can change the behaviour of wave propagation on a model dendrite and that the spine density seems more important than the active dynamics model used. The inclusion of a correlated noise serves to enhance propagation according to the length or time scale chosen to match the physical dimensions of the system.
