Abstract. History Matching (HM) is a form of model calibration suitable for high-dimensional and computationally expensive numerical models. It sequentially cuts down the input space to find the non-implausible domain that provides a reasonable match between the output and experimental data. The non-implausible domain can be orders of magnitude smaller than the original input space and it can have a complex topology. This leads to one of the most challenging open problems in implementing HM, namely, the efficient generation of samples in the non-implausible set. Previous work has shown that Subset Simulation can be used to solve this problem. Unlike Direct Monte Carlo, Subset Simulation progressively decomposes a rare event (here is the non-implausible set), which has very small failure probabilities, into sequential less rare nested events. The original Subset Simulation uses a Modified Metropolis algorithm to generate the conditional samples that belong to intermediate less rare failure events. Generating samples moving forwards to the target space is the heart for Subset Simulation. This work considers different sampling strategies to generate samples and compares their performance in the context of expensive model calibration. A numerical example is provided to show the potential of HM using different Subset Simulation sampling schemes.
INTRODUCTION
Numerical models, also known as simulators, are universally designed and employed to represent and study complex real-world systems. In order for a simulator to be reliable, it requires calibration using experimental data. Unfortunately, high-dimensional input and computational cost often hinder the calibration process. This results in simple goodness-of-fit methods such as distance-based methods or likelihood functions to become impracticable [1] .
History matching (HM) is a form of model calibration that is suitable for high-dimensional and expensive simulators. Anterion [2] first applied it to the oil industry to diminish computation time in inverse problems for reservoir simulation. Since then, more applications using HM to get reservoir characteristics have emerged [3, 4, 5] . HM sequentially cuts down the initial input space using an implausibility threshold that includes various of uncertainty sources. At each iteration, HM rules out samples in the implausible input domain, and generates samples that eventually define the non-implausible domain providing a reasonable match between the model output and experimental data. Evaluating the model output at each sample point is typically expensive, therefore HM also involves Bayesian emulation [6] , which reduces the running cost of complex simulators and quantifies the variance of the predictive posterior output.
Recently, HM has been successfully applied to highly nonlinear geophysical simulators [7] , to galaxy formation models [8] , and to large climate systems modeling [9] amongst other applications. In the above literature, the non-implausible domain can reduce to orders of magnitude smaller than the initial input space, and might present a complex topology or be disconnected. Therefore, generating samples from such non-implausible domain has remained an open and challenging problem.
Traditionally, there have been at least three classes of methods to generate samples in the nonimplausible set: an acceptance-rejection strategy [10] , an implausibility driven evolutionary Monte Carlo algorithm [11] , and a perturbation approach [1] . However, their efficiency depends on several requirements. Recent work [12] has shown that Subset Simulation can be employed as an efficient sampling scheme.
Unlike Direct Monte Carlo, Subset Simulation progressively decomposes a rare event, which has a small failure probability, into sequential less rare nested events. Samples providing better non-implausibilities in intermediate events remain as seeds to generate more samples towards the final target space. Eventually, rare samples of interests can be targeted down given the occurrence of less rare events.
The original Subset Simulation algorithm uses Modified Metropolis algorithm (MMA) [13] to generate conditional samples that belong to intermediate less rare failure events. During the last decade, multiple versions of sampling schemes for Subset Simulation have emerged in different contexts [14, 15] . Santoso et al. [16] repeat the sample generation process until the samples are accepted at the first step. Miao and Ghosn [17] proposed a delayed rejection approach. Recently, Papaioannou et al [18] proposed a conditional sampling from the current sample, avoiding the first step in the traditional Markov Chain Monte Carlo (MCMC) algorithm. Au and Patelli [19] interpreted this sampling method from a different perspective and validated its powerful efficiency in reducing correlation between samples. This work considers different MCMC strategies and compares their performance in the context of model calibration.
The paper is organized as follows. Section 2 presents important components of HM: initial design for simulation, Bayesian emulation, uncertainty quantification, implausibility threshold, and sampling on the non-implausible domain. Section 3 presents different sampling algorithms for Subset Simulation. In section 4, an example combining Subset Simulation and HM is pre-sented. Finally, section 5 provides some conclusions.
HISTORY MATCHING
HM aims to find the input domain (representing value ranges of parameters) that provides a match between computer model outputs and observations for a complex physical system. HM sequentially cuts down the non-implausible input domain, which leads to a higher concentration of non-implausible samples in each subsequent iteration (also known as wave) , using an implausibility threshold that takes into account diverse sources of uncertainty. To reduce the computation time, HM adopts emulation to make inference about the simulator's output. If a large number of non-implausible samples are found in a dramatically reduced input space, HM can be stopped. non-implausible in a wave. If the stopping criterion is not met, HM refocuses on the non-implausible domain via sampling on it and conduct another wave of model running and implausibility testing. A typical HM workflow is summarized in Figure 1 . An initial design to run the simulator is the first step for a typical HM workflow. Let z be an observation of a physical system y and g(·) be a simulator. Given z, wide possible ranges of the input domain are considered at the beginning. As a rule of thumb, Loeppky et al [20] suggest n = 10d as the number of sample points, where d is the input dimension. We resort to Latin hypercube sampling (LHS) to efficiently explore the input space. Once an LHS design is specified, g(·) is run at each input point x i 2 R d . Hence, the initial design as training data for the emulation is {(
Based on the simulation data, a Bayesian emulator [21, 22, 23] interpolates the model output to reduce the computational cost. A Bayesian emulator (also called Gaussian process emulator or Kriging) is a stochastic approximation to the output of an expensive computer model, which is widely used as a surrogate for complex simulators. Bayesian emulators have been found effective in multiple disciplines: modeling for structural dynamic analyses [24, 25] , stochastic mechanical responses [26] and reliability assessments [27] , amongst any others.
In this paper, we use a Bayesian emulator of the form:
where g(x) is the emulator's inference based on the training data; each i is a regression coefficient; the function h(x) | models the global trend of the output, whereas a Gaussian process Z(x) models local variations. Note that, the emulator output interpolates the simulator output, for which g(·) is used to denote both. The emulator's output g(x) follows the student t distribution:
, where n p is the degree of freedom, E ⇤ (g(x)) is the predive mean and V c ((x)) is the predictive variance.
HM takes into account three sources of uncertainty: V o is the observation uncertainty (OU), which stands for the experimental error, such as the finite accuracy of measurement instruments or human operations; V c is the code uncertainty (CU), which stands for the error generated by the emulation (implemented as computer codes) being an approximation; V m is the model discrepancy (MD), which stems from the inability to model a physical system y perfectly. Summarizing, the total uncertainty considered is as follows:
Let I(x) denote the implausibility that an output matches the specified observation, quantified via the difference between them with uncertainty margins [1] :
If at a sample point x i , the implausibility measure I(x i ) returns a small value, it is very likely that this input is an acceptable match between the model output and the experimental data. A criterion of the implausibility threshold I(x)  3 is applied [1] following the Pukelsheim three sigma rule [28] (around 99%, or to say nearly all values in a distribution lie within a three-fold standard variance band on either hand of the mean). Sample points that fail the criterion are considered implausible.
Once the non-implausible samples at the current wave are defined by the implausibility measure, if the stopping criterion of HM is not met, the new wave begins by sampling from the non-implausible domain. As previously mentioned, the initial input design can be generated easily by an LHS plan. However after the first wave, sampling from a non-implausible domain with a complex topology can be challenging. It has been recently proposed [12] to use Subset Simulation to sample new emulation points since the non-implausibility domain can very naturally be interpreted as a failure set, both requiring the definition of a threshold.
The conceptual core of Subset Simulation is: generate a sequence of subsets F = {x :
, so that the probability for the event of interest F (here is the non-implausible set) can be calculated as P (
. This decomposes the event F of small probability into conditional events that are more likely to happen and easier to sample from. Every intermediate event corresponds to a level in Subset Simulation. An MCMC algorithm is applied to populate samples for intermediate events and eventually for the target event.
There are two important parameters for Subset Simulation: the level probability p L and the number of samples in each level n L . Both of them are determined by the user. The level probability is usually chosen as 0.1 in the literature [29] . The number of samples for each level n L should be decided by a balance considering between the dimensions and the computation speed. It must also ensure integer values for both the number of chains in the MCMC algorithm 
The goal then becomes the generation of samples from F 1 , on which the subsequent levels are conditioned. The Modified Metropolis algorithm (MMA) [13] }, otherwise stay at
The process is repeated until:
where I I (·) is an indicator function that counts the number of samples in the relevant set. Figure 2 summarises the workflow for Subset Simulation combined with HM found in [12] . 
Sampling schemes for Subset Simulation
The original MMA and adaptive MMA are not the only sampling schemes available in the literature [18] . The aim of this paper is to compare the performance of different sampling schemes for Subset Simulation within the HM framework. To this end, some alternative sampling schemes are outlined.
Delayed rejection
To improve the acceptance rate, Miao and Ghosn [17] repeat the sample generation process by a second proposal PDF if the initial candidate is rejected, thus delaying rejection. The approach can be described as follows:
1. Propose a random standard Normal move ↵ ⇠ N (x k , 1) in each dimension from each seed x 1 , ..., x k , ..., x nc ; 2. Accept the candidate movement ⇠ = ↵ with probability min{1,
}, and go straight to step 5, otherwise go to step 3; 3. Propose another move e.g.
.., x nc ; 4. Accept the candidate movement ⇠ = ↵ 0 with probability min{1,
}, otherwise stay at
Adaptive MCMC with optimal scaling
Roberts et al. [30, 31] found that the optimal efficiency is achieved when the final sample acceptance rate is around 0.44. Based on this, Papaioannou et al. [18] scale standard deviation of the proposal PDF adaptively (using a scaling parameter ) to stabilize the acceptance probability. At each level, all n c seeds are randomly divided into R groups, each with N a seeds. Given an initial standard deviation for the proposal PDF, the initial N a seeds are used to generate sample candidates conditioned on them. The value of the scaling parameter is determined by the difference between the acceptance rate of the first N a seeds and the optimal value 0.44. The adapted standard deviation is then plugged into the next group of N a seeds. The adaptive standard deviation algorithm for conditional sampling is as follows:
1. Randomly divide n c seeds into R groups of N a samples; 2. For r th group (r = 1, ..., R), set the initial standard deviation of the proposal distribution to s i = 1, i = 1, ..., d, and the initial scaling parameter to 0.6 [18] ; 3. Compute the coefficient: 8. Repeat steps 2 to 9 until finishing all R groups of n c seeds.
Subset-infinity
Au and Patelli [19] extended the conditional sampling to decomposing the sample x i of standard Gaussian distribution by an arbitrary number (1  N  1) of i.i.d. standard Gaussian variables. Let
where Z j ⇠ N (0, 1). When N ! 1, sample candidates x 0 i conditioned on x i can be generated by a proposal PDF (i = 1, ..., d):
where
It can be shown that a 2 i + s 2 i = 1, and
To sample in F 1 , the conditional sampling algorithm for Subset-infinity is: 1. Assign values for parameters of the proposal PDF: e.g. s i = 0.5 (suggested by [32] ),
Generate the sample candidate dimension-wise:
Numerical example
The different sampling schemes described in the previous section are now compared under the HM framework using an 8-dimensional robot arm model [33] .
The response f (x) is the distance from the end of the robot arm to the origin, on the (u, v)-plane. The input variables and their ranges are shown in Table 1 .
In order to implement HM, an observation of 4 units is assumed. The observational uncertainty and model discrepancy were both given fixed values of 0.01. For Subset Simulation, the parameters p L = 0.1 and n L = 8000 were chosen. Table 2 compares the results of the different sampling schemes. It is worth noting that all sampling schemes required 4 levels of Subset Simulation. Also, since by construction MCMC rejects samples from proposal, this yields repetitive sample points. Our aim is to determine which scheme produces more unique non-implausible samples. The MMA with adaptive variance and the adaptive MCMC with optimal scaling produced the greatest number of such samples. The resulting non-implausible input domains given by different sampling schemes are shown in the upper triangle panels of Figure 3 . The lower triangle panels of Figure 3 show optical depth plots [10] : on each plane of inputs' pairs, a 20⇥20 grid is created, with the color denoting the proportion of the non-implausible samples over each grid, which gives plausibility information perpendicular to projective input planes.
CONCLUSIONS
The combination of Subset Simulation and HM is possible due to the natural analogy between the non-implausible space in HM and the failure set in reliability analysis. In this paper, different variants of Subset Simulation were presented and illustrated in the numerical example.
In this work, the performance of the sampling scheme was judged by the number of unique non-implausible samples. It was observed that the MMA with adaptive variance and the adaptive MCMC with optimal scaling ranked the highest under this simple criterion. Future research will concentrate on different metrics of performance, as well as the application of the best-performing sampling schemes to calibrate more complex and realistic models.
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Adaptive optimal scaling Subset-infinity Figure 3 : The implausibility plot and optical depth plot of the input after the second wave using different sampling strategies.
