The abstract for this article can be found in this issue
A retrospective assessment of U.S. long-lead seasonal forecast skill reveals continued progress, sources of usable skill, influences of climate change, and paths for improvement.
I
n mid-December of 1994 the National Weather Service's (NWS) Climate Analysis Center [CAC; today the Climate Prediction Center (CPC)] 1 took two bold steps in the inauguration of a new suite of regularly issued (i.e., every month) climate forecast products. The new suite consisted of a sequence of probability forecasts for three equally probable categories of U.S. mean temperature and precipitation for 13 overlapping 3-month periods, and a single pair of monthly forecasts in the same format. The first bold innovation was in the clean separation of monthly and 3-month prediction from weather prediction by enforcing a minimum 2-week lead time, thereby eliminating numerical weather prediction as a source of possible skill for the monthly and seasonal forecasts. Even bolder was the decision to issue (in addition to the 0.5-month lead forecasts) 12 more 3-month forecasts, each overlapping the previous one by 1 month so that lead times successively increased by 1 month out to 12.5 months.
The scientific basis for these innovations is described at length in Barnston et al. (1994) , Reeves and Gemmill (2004) , and Van den Dool (2007) . In brief, there was sufficient evidence to believe that "the ability to produce useful forecasts for certain seasons and regions at projection times of up to 1 yr" existed (Barnston et al. 1994) . The source of this ability at the longest leads was thought to be variability on decadal and longer time scales, but it was also believed that in some instances El Niño-Southern Oscillation (ENSO) phenomenon could be the basis for skillful forecasts 6 to 9 months in advance. Validation of the latter during the great El Niño of 1997-98 is described in Barnston et al. (1999) , which also constitutes a discussion of all of the methods applied at the time and how the methods had evolved from the first half of the 1990s. Subsequent developments in methodology and format are described in O' Lenic et al. (2008) .
Two important milestones were passed for official U.S. long-lead climate prediction in midNovember of 2004 and the end of February 2006. The former marked the completion of 10 full years of issuing long-lead forecasts, and the latter marked the capability to verify all of those forecasts out to the longest lead (the 12.5-month lead forecast for December 2005 through February 2006 made in midNovember 2004). Because of the availability of this forecast-observation dataset and the importance of long-lead official U.S. seasonal prediction, it is both opportune and appropriate to perform a retrospective analysis of the relative success of this program after its first decade. The results of such a study are the focus of this paper.
Through a straightforward skill analysis with minimum complication we hope to contribute to meeting four objectives:
• Calibrate skill and measure its progress for those who manage operational climate prediction to help them support the long-lead suite of products and guide changes in format and future directions. Benchmarks for gauging progress are contained in Livezey (1990) .
• Provide sufficiently granular skill information to CPC producers (both technique developers and forecasters) of the long-lead products to assist them in improving forecast skill.
• Provide skill information in such a way that it will be evident to users under what circumstances (season, lead, location, situation) reliance on the forecast products is or is not advisable. • Enhance our understanding of the sources of official forecast skill and the potential to substantively add to it. Generally, discussions (e.g., Goddard and Hoerling 2006) of the sources of seasonal forecast skill focus on five phenomena (excluding somewhat rare volcanic eruptions extending to very high altitudes): global climate change, decade-todecade variability, ENSO, interactions between the atmosphere and the land surface and/or cryosphere, and dynamical coupling of the stratosphere and troposphere. Staff at CPC account for all but the last (introduced by Thompson et al. 2002) to some extent in the long-lead forecast process (O'Lenic et al. 2008) . Here our objective is to determine which of these is exploited for demonstrable skill and how effectively.
Skill in forecasting the correct equally probable tercile category (above, near, or below normal) is analyzed, rather than the skill in assigning probabilities to the categories, and only one measure of skill is used, a modified Heidke skill score (MHSS; described in the next section). The purpose here is not a comprehensive, multidimensional skill analysis; we leave that to CPC, but an easily understood (for BAMS, management, and user readership), direct approach that meets our objectives. Further, some information is available about modified Heidke scores for three-category forecasts made between 1959 and 1989 to help characterize score trends (Livezey 1990) . Diagnostic verification studies of CAC/CPC probabilistic 3-month forecasts do exist for zero-lead forecasts made from 1982 through 1990 (Murphy and Huang 1992) and for the first four years (1995-98) of the long-lead suite examined here (Wilks 2000) .
Modified Heidke skill scores are the least desirable of the categorical scores summarized by Livezey (2003) , but fortunately constraints on CPC's forecast procedures prevent the scores' most undesirable attributes (especially so-called inequitability) from having any real impact on our conclusions. Reasons for using the modified Heidke skill score are the availability of some history (already mentioned above), the ability to cross-check our results with CPC calculations (which differ in only one meaningful respect), and its relative simplicity compared to equitable scores.
Another question about this study we anticipated is the sufficiency of a 10-yr sample to confidently conclude more than the grossest skill characteristics of the long-lead suite of products; after all, our objectives above cite "granularity" in the skill results with stratification by "season, lead, location, [and] situation." Through deliberate, well-supported aggregations of different sets of forecasts and conservative estimates of sampling error we are confident the analysis has produced a rich description of the categorical skill characteristics of U.S. long-lead 3-month forecasts. The same degree of discrimination would not be possible with this sample for construction of reliability and relative operating characteristics (ROC) diagrams (cf. Jolliffe and Stephenson 2003) for probability forecasts.
The next section is a compact description of the data and methods employed here. Results and their implications are presented, respectively, in "Results of skill analyses" and "Discussion and suggestions." DJF 2005-06 . Thus, exactly 10 temperature and 10 precipitation forecasts are available for verification for each of 12 target 3-month periods and each of 13 leads for a total of 1,560 forecasts for each variable. Because each forecast is made at 102 mega-climate divisions a grand total of 159,120 division forecasts for temperature and precipitation each were verified, but because there is large covariation among forecasts as well as among observations these large samples are far from independent. How this interdependence among forecasts and observations is accommodated in estimates of skill sampling error will be discussed in "Stratification and aggregation of forecasts for scoring."
DATA
Each division forecast is for either above, near, or below normal (A, N, or B) or equal chances (EC). The categories A, N, and B are defined in terms of three equally probable tercile ranges of the 30-yr base climatology period for each division, target 3-month period, and variable. For forecast target periods through DJF 2000-01, the base climatology period used for verification here was 1961-90 and for target periods from JFM 2001 JFM on, 1971 JFM -2000 . Values defining the ranges of the three categories are needed to determine observed categories. These are obtained for each division, target period, and variable by ranking the 30 values from the appropriate base climatology period from warmest to coldest or wettest to driest (as appropriate) and using the average of ranks 10 and 11 as the boundary between A and N and the average of ranks 20 and 21 as the boundary of N and B. Alternatives to ranking for temperature and precipitation boundaries are the use of normal and gamma distribution fits, respectively (CPC practice). Once determined, boundaries are then used to convert all the observations to A, N, or B. The notation EC means that the forecast was for equal (0.333) probabilities for all three categories. Previously CPC referred to this as climatology (CL). For any given aggregation of forecasts to compute a modified Heidke skill score it is assumed that one-third of the EC forecasts are correct.
The modified Heidke skill score. Several modified versions of the Heidke skill score have been used at CPC in the past and two such versions are still routinely computed. Only one of the latter will be used here because the other introduces severe inhomogeneities in sample sizes and additional sampling error, in some cases severe. The modified Heidke skill score is written as where T is the number of categorical forecasts being scored, T EC the number of EC forecasts, C the number of correct A, N, and B forecasts of those scored, and E = T/3 the expected number of forecasts correct (with a stationary climate) randomly drawn from the climatological distribution. For most cases verified here climates have not been stationary, so the score rewards knowledge of these climate changes. As mentioned above, credit for a hit is given to every third EC forecast. The score is one for a perfect forecast set and zero for an all EC forecast set. It can take on negative values if C < E -T EC /3, that is, small number of hits with a relatively small number of EC forecasts. This will occur with a forecast set with large coverage but few hits.
The other version of the Heidke skill score that CPC routinely computes is the same as MHSS except that only non-EC forecasts are scored. Consequently, this alternative score will be greater than MHSS unless there are no correct forecasts whatsoever. The advantage of the non-EC version is that it affords a forecast user a direct measure of the believability of a current non-EC forecast. In particular, MHSS masks forecast sets with a relatively large number of EC forecasts and a relatively small number of highly accurate non-EC forecasts. The findings here suggest that such forecast sets will be dominantly limited to circumstances (season, lead, location) with a reliable strong ENSO episode signal but weak trend signal. Partial motivation for the ENSO episode stratification described in the next section was to highlight these special circumstances. Regardless, users can potentially benefit from access to both scores if they are packaged clearly.
Stratification and aggregation of forecasts for scoring.
Initially all forecasts will be stratified for scoring by variable, three sequential overlapping target periods, and lead, but not by mega-division. Aggregation of three sequential overlapping periods (e.g., JFM, FMA, and MAM) is a compromise to increase the sample size for each score and still resolve the seasonality of skill. The resulting skills will be displayed for each variable and window (three sequential overlapping 3-month periods) plotted against lead. These graphs will be referred to as die-away curves, because our initial expectation is that skill will generally decrease with lead (see Fig. 1 for examples of die-away curves).
For every variable and window, three different dieaway curves are constructed: one for all 10 forecast years, one for the three strong ENSO episode years (1997-98, 1998-99, and 1999-2000) , and one for the remaining 7 yr. All target periods from June-August (JJA) 1997 and through May-July (MJJ) 2000 are included in the strong ENSO episode scores, all others in the "Other" scores. During the 10-yr evaluation period there was only one other ENSO episode that attained "moderate" strength for more than one 3-month period, specifically from August-October (ASO) 2002 to DJF 2002-03. Consequently, die-away curves for the Other years were computed excluding the 12 target periods from JJA 2002 through MJJ 2003. The differences between the two versions were barely noticeable, so the original stratification was retained.
Forecasts are also stratified by mega-division to produce skill maps. These maps are produced for a given variable, window (in a few cases for only a single target period or two sequential overlapping periods), and situation (ENSO versus Other) but with forecasts aggregated over multiple sequential leads. The bases for various aggregations by lead will be clear from our discussions of die-away curve results.
Sampling error of die-away curves and maps. Radok (1988) gives the standard error of modified Heidke skill scores as 1/√(2T*), where T* is the number of independent forecasts used to estimate the score. Radok's expression is used with conservative, approximate reductions to T (based on the first author's experience) to account for interdependence between forecasts. Each year and every other lead are counted as independent to obtain T*, while three sequential overlapping forecasts are counted only as 2 and two as 1.5. Over the domain of the contiguous United States, 102 mega-division temperature forecasts are counted as 8 and 102 precipitation as 15. Based on these adjustments to T*, MHSS 10% significance levels using Radok's expression are listed in Tables 1 and 2 for all die-away curves and map values, respectively, presented in the next section. The significance levels are provided mostly as benchmarks for lucky forecasters with no inherent skill, because virtually all conclusions are based on clear nonrandom skill variability.
RESULTS OF SKILL ANALYSES. Temperature.
Seven of 12 sets of die-away curves for 3-month temperature forecasts are sufficient to represent curve characteristics over the full year and are presented in Fig. 1 . Meaningful variations of skill with lead in these figures can be entirely described in terms of two dominant and one subtle characteristics.
First, there is universally little difference in skill for Other (without a strong ENSO episode) years between the shortest and longest leads; seven of the curves (four shown, Figs. 1a-d) are extraordinarily flat, two more have a maximum MHSS skill difference of only around 0.075, and only three (Figs. 1e-g ) have a maximum difference of slightly more than 0.10. None of these lead-to-lead differences are statistically significant, but there is a suggestive seasonality to those that are at least noticeable. This subtle characteristic (alluded to in the previous paragraph) will be discussed later.
Regardless of the small differences in the Other curves in Fig. 1 , the only reasonable explanation for the absence of any substantive dependence of skill on lead is that the source of the skill is exclusively bias between average temperature conditions over the verification period and the reference climatologies. This in turn must dominantly be a consequence of observed climate change, which is captured to some extent (albeit inefficiently; L2007) by CPC's Optimum Climate Normal (OCN) forecast tool (Huang et al. 1996) . To explore this further, we constructed skill maps for the Other year forecasts. Because skill at all leads has the same source, all leads were aggregated for each mega-division to ensure adequate sample sizes for the skill estimates. The resulting maps for the cases represented in Figs. 1a-d are displayed in Fig. 2 , alongside corresponding maps of 30-yr trends in climate normals developed with a new approach by L2007.
Side-by-side comparison of the skill and trend maps in Fig. 2 leaves little doubt that the exclusive source of the Other year skill is U.S. climate change. Even some features of season-to-season change in the trends are captured (most notably between Figs. 2c and 2d), with a glaring exception (Figs. 2a to 2b ). Further, with the same exception, coherent areas with MHSSs less than -0.05 mostly correspond to areas with little trend. The exception in both cases is the large area of negative skill in the north central United States for target forecasts in the FMA to April-June (AMJ) window (Fig. 2a) . All three of these target seasons have positive 30-yr temperature trends over this area and for two (FMA and MAM) they are exceptionally large. The maps in Fig. 2 strongly suggest that opportunities exist for significant improvements in skill if better estimates of climate normals are developed by or provided to CPC. L2007 argue that such estimates are already available.
Turning the discussion again to Fig. 1 , the other dominant characteristic of the curves is the impressive level of skill out to a 8.5-month lead for 3-month forecasts of temperature during strong ENSO winters (Figs. 1f and 1g) . Inspection of all 12 ENSO die-away curves confirms that the high skill comes practically entirely from DJF and JFM forecasts. The sources of the skill for these targets are ENSO and climate change (L2007; Higgins et al. 2004) . Again, because of the flatness of the ENSO curves in Figs. 1f and 1g , leads from 0.5 to 8.5 months for DJF and JFM forecasts can be aggregated to produce a skill map (Fig. 3a) with reduced sampling error. In parts of the eastern United States the categorical forecast set approaches perfection. In this example, potential skill enhancement by CPC through use of climate change-related trends may be less than for other years and other target 3-month periods. This is because CPC also used an improved alternative to OCN and existing La Niña teleconnection maps to make the winter forecasts for 1998-99 and 1999-2000 (see Fig. 6 (Fig. 3b) and would have been more skillful if they had (L2007).
To round out the discussion of long-lead temperature skill die-away curves, recall that three of them for Other years (Figs. 1e-g ) are noticeably less flat than any of the others, regardless that the differences are probably not statistically significant. The three have two other things in common: all of the windows encompass DJF and in all cases shorter lead skills are uniformly less than longer lead skills. It is our belief that this feature reflects real practices of CPC forecasters making winter forecasts during the Other years. Because of the attention placed on these winter forecasts and the lack of a strong ENSO signal on which to rely, forecasters may have been inclined to consider at shorter leads other factors [e.g., the North Atlantic Oscillation (NAO) or weak Fig. 1. to moderate ENSO episodes] with weak or unreliable predictive signal. The alternative for the forecasters would have been simple use of OCN as the default forecast, as they would have for longer leads.
FIG. 2. Skill (times 100) of official (left) 3-month temperature forecasts over all leads for the seven Other years and (right) corresponding 30-yr temperature trends for the middle 3-month target (L2007) for cases (a) to (d) in
To explore these ideas further, Other year forecasts for DJF and JFM are aggregated over multiple leads, 0.5 to 7.5 months and 8.5 to 12.5 months separately, to produce the skill maps composing Figs. 4a and 4b, respectively. West of a line between central North Dakota and central New Mexico there are no differences in the skill maps, consequently all of the decrease in skill for shorter leads is from forecasts for winter temperatures farther east. It is tempting to attribute these differences to a modest forecaster reliance on NAO indicators (which have inconsequential interannual predictability) at the expense of trend indicators, but this is not consistent with actual forecaster practice (M. Halpert 2007, personal communication Finally, if the 0.5-month lead MHSSs for U.S. 3-month mean temperatures are averaged over all target periods the result exceeds 0.13, ranging from around 0.20 (Figs. 1f and 1g) in the winter to around 0.07 (Fig. 1d) in the fall. The all target period skill average, as well as its counterpart for 0.5-month lead precipitation forecasts (see the next section), is consistent with 11-yr estimates based on gridded data made by O' Lenic et al. (2008) . These skills represent significant advances over forecast skills for zero-lead forecasts prior to 1990, which averaged 0.08 and ranged from around 0.13 in the winter to only 0.03 in the fall (Livezey 1990) . In fact, the average skill (over our 10-yr test period) of temperature forecasts made 12.5 months in advance (about 0.10) also exceeds that for forecasts made at zero lead prior to 1990.
This progress was possible because CPC was prepared to take full advantage of the predictable strong ENSO episodes during the period (Barnston et al. 1999) and was able to leverage (albeit less than optimally) strong long-term trends. The skill patterns in Figs. 2-4 reflect these signals and underline the fact that modest overall MHSSs (e.g., 0.13) mask far greater local skill. Users can reasonably expect these large skills in future forecasts because they are tied to real seasonal, geographic, and situational variability in predictable signals and are not a result of sampling variability (Livezey 1990) .
Precipitation. Six die-away skill curve sets spaced evenly over the annual cycle for long-lead U.S. 3-month precipitation forecasts are displayed in Fig. 5 . The main features of these curves can be described in even simpler terms than their counterparts for temperature forecasts.
The skill curves for Other year precipitation forecasts are even flatter than those for temperature and reflect much less overall skill (practically zero in most cases). However, at some times of the year they mask what is likely real regional skill that has as its source either 30-yr climate change or decade-todecade variability. As before, to resolve these signals, maps are produced through aggregation of all leads for a particular window to compute skills for each mega-division. Figure 6 contains four illustrative cases displayed side by side with corresponding 30-yr trend maps from L2007.
The Other years precipitation skill map (Fig. 6a,  left) for OND contains an area covering much of Texarkana and Louisiana with positive skill statistically significant at the 10% level (Table 2 ). Trends for OND (Fig. 6a, right) and September-November (SON) (not shown) over this area are the largest noted for any place and any time of the year by L2007, reaching almost as high as 15 cm per 30 yr. This is a case where long-lead precipitation skill clearly has climate change as its source. On the other hand, the strength and widespread coverage (most of the East and Southeast) of these trends in both SON and OND to wetter conditions suggest that this skill source has been underutilized by CPC.
The same positive trends (but more localized and weaker), along with the corresponding 10% significant skill for Other years, are observed over most of Texarkana and Louisiana through JFM (represented in Fig. 6b by DJF trends and NDJ to JFM skills). All three of the target periods (not shown) that went into the NDJ to JFM scores individually contribute positively to the scores. Like the fall, the skill and trend maps for the three coldseason targets suggest that more precipitation forecast skill can be derived from direct use of climate change trends.
T he t h i rd exa mple, illustrated in Fig. 6c , is for a window (MAM to MJJ) for which there is no detectable precipitation forecast skill for Other years. The skill map (Fig. 6c, left) is almost blank. The corresponding 30-yr trend map (Fig. 6c,  right) for AMJ contains a few areas with large values, but the pattern is noisier (for MAM even more so) and has less temporal continuity (not shown) with its neighboring targets (MAM and MJJ) than for the case in Fig. 6b . The two times of the year the 30-yr trends are weakest and noisiest are late winter-early spring and during the summer (L2007). There may be no readily available remedy for the absence of precipitation skill for the first of these. However, there is 3-month long-lead precipitation skill in the summer (examined next), but it may be transitory.
Paired skill-trend maps (Fig. 6d) for JulySeptember (JAS) compose our fourth Other years long-lead precipitation forecast example. What is immediately apparent from the maps is that the large area in the Far West with notable skill (Fig. 6d, left) does not have a corresponding area of strong 30-yr trends (Fig. 6d, right) , even in a relative sense (median amounts are small here in the summer). Much of this region experienced a relatively dry epoch on average from the 1940s through the mid-1970s, slightly wet conditions averaged over 1976 to 1990, and a mostly dry period from 1991 through the end of the verification period. Under these circumstances 30-yr trend estimates anchored to pre-1976 climatologies will be small, so the skills in this case derive from interdecadal variability rather than climate change. Most Far West JAS precipitation time series are noisy with small medians and occasional "wet" outliers. For the JAS forecasts over the verification period, CPC mostly relied on OCN, whose forecasts consist of 15-yr averages of departures from the current climate normals [10-yr averages are used for temperature forecasts (Huang et al. 1996) ]. Because of the nature of the JAS precipitation series in the Far West, averages over only 15 yr, like OCN forecasts and the two post-1975 periods noted in the last paragraph, will be sensitive to just a few wet years. Consequently, the high skills in the Far West in Fig. 6d may not be reliable.
The other prominent feature of the precipitation die-away skill curves (Fig. 5) is the relatively high skill out to long leads (6.5 months) for NDJ to JFM forecasts during strong ENSO episodes, analogous (but with smaller skills) to that noted for temperature forecasts in Fig. 1 . These high skills come mostly from DJF and JFM with a somewhat smaller contribution from NDJ, so forecasts for the DJF and JFM target window are scored and mapped in Fig. 7 after aggregation over the first seven leads. Just as in Fig. 3 , there are areas (although smaller) where the categorical forecasts approach perfection, most notably the Southeast. The pattern of positive skill clearly reflects strong ENSO, cold-season precipitation teleconnections (Livezey et al. 1997; Barnston et al. 1999) . Strong El Niño and La Niña precipitation signatures are mostly reflections of each other when referenced to climatology.
In the context of these ENSO teleconnections, note that the DJF 30-yr precipitation trend map (Fig. 6b, right) has more in common with a strong El Niño signature than La Niña: a trend toward wetter Southwest and south-central and toward a drier Northwest. Recall from the discussion of strong ENSO winter temperature forecasts that CPC used an alternative to OCN and ENSO teleconnection maps to make the long-lead forecasts for the two strong La Niña winters. This alternative method more accurately accounts for the combination of strong ENSO and global change signals. If it had been applied for the El Niño winter, precipitation skills may have been a little higher, perhaps in the Ohio and Tennessee Valleys where CPC overforecast below normal (dry) conditions, but trends are toward modestly wetter conditions (Fig. 6b, right) .
To conclude this discussion of long-lead, 3-month precipitation forecast skill, to the extent possible we will examine progress in making these forecasts. The average of all twelve 0.5-month lead skills is 0.03 with a range from eight for the NDJ to JFM target window to near zero for late winter through early summer. Livezey (1990) reported an average score of 0.04 for zero-lead forecasts prior to 1990 but did not provide information about skill seasonality. Because there is little difference in the overall scores (0.03 and 0.04) for pre-1990 and recent short-lead 3-month precipitation forecasts, respectively, it is tempting to conclude that this reflects little progress. To the contrary, it is significant that current forecasts with 2-week leads match the skill of pre-1990 zero-lead forecasts.
Three-month precipitation totals are highly sensitive to the occurrence of a few extreme rainfall events, not associated with the climate signal, occurring over just a week or two during the target period. Three-month mean temperatures are not nearly as sensitive to one or two short-period perturbations. With zero-lead forecasts, extended range (out to 2 weeks) numerical weather prediction indicating a major precipitation event can be leveraged from time to time to bias the 3-month precipitation forecast to above normal. Taking advantage of extended range forecasts is far less effective for 3-month zero-lead temperature prediction. For a 3-month precipitation forecast at 0.5-month lead the opportunity to leverage a week 2 forecast does not exist. Even short-range forecasts (to 7 days) can be used occasionally to bias a zero-lead 3-month forecast, for example, a forecast for a widespread flood event associated with a landfalling hurricane.
Another reason we are sure significant progress has been made in 3-month precipitation prediction is the unprecedented levels of local skill in Fig. 7 (coldseason, strong ENSO forecasts) . Also, the local skills in at least Figs. 6a, 6b, and 7 are clearly associated with climate signals with some degree of reliable predictability: climate change for Figs. 6a and 6b and a combination of climate change and strong ENSO episodes in Fig. 7 . This is of great importance to potential customers of long-lead precipitation forecasts.
DISCUSSION AND SUGGESTIONS.
Our skill analysis of the suite of long-lead, 3-month mean U.S. temperature and precipitation forecasts over its first decade has led us to a number of conclusions. These forecasts collectively represent a clear advance and new capability over the zero-lead forecasts issued prior to 1995. Our most striking finding is that skill does not vary with lead (being near zero for precipitation) all the way out to 1 yr in advance, except for winter forecasts during strong ENSO episodes. The source of this lead-independent skill is exclusively from long-term trends, dominantly associated with climate change. All additional skill derives almost entirely from DJF and JFM forecasts under strong predictable ENSO episodes, out to a 6.5-month lead for precipitation and beyond 8.5 months for temperature.
Modest to moderate levels of skill in the die-away plots of skill versus lead, including some precipitation forecast windows with near-zero values, mask high regional skill levels, which are unambiguously useful and again dominantly attributable to strong ENSO episodes and/or climate change. It is clear, however, that the climate change signals are not being exploited fully in the forecasts, based on comparison to maps depicting trends over the last 30 yr (L2007).
Last, in the die-away plots we noted apparent drops in skill for shorter lead winter temperature forecasts in the absence of strong ENSO episodes, which we speculate are the result of factors without reliable predictability (like weak to moderate ENSO episodes) influencing the forecasts. Given these observations and findings, a number of steps (some immediate) can be taken to improve both the skill and usability of official long-lead forecasts.
First, forecasts should be based only on trends and confident moderate to strong ENSO episode forecasts, unless climate science and experimental prototypes demonstrate there is some other source of reliable, substantive skill. The combination of these two signal sources is best achieved objectively, and CPC has developed methodologies (Higgins et al. 2004; O'Lenic et al. 2008 ) that promise important additional gains in skill even without a new approach to more optimally account for trends. But CPC needs to go beyond this for its so-called consolidation forecast tool (O'Lenic et al. 2008) by replacing some of the components being objectively combined. Specifically, linear statistical techniques dilute U.S. ENSO signals (Livezey et al. 1997; Montroy et al. 1998 ) and OCN error is unacceptably large with large trends (L2007).
In the implementation of an objective approach, long-lead forecasts made in the absence of an exploitable ENSO signal should 1) only reflect wellsupported, substantial trends, 2) not differ from lead to lead for a particular 3-month target, and 3) not be issued if such trends do not exist. Further, such forecasts should be clearly marked that they are based exclusively on trends. These steps will preclude the issuance of long-lead precipitation forecasts for some target periods during the span from late winter into the summer. With an exploitable ENSO signal, trendbased forecasts can be adjusted accordingly out to whatever lead is justifiable.
Other known opportunities to enhance skill are limited. Apparent predictability of winter temperatures associated with stratosphere-troposphere interaction (Thompson et al. 2002) has not been tested in an operational environment but should be. Various dynamical and statistical approaches for capturing atmospheric predictability associated with extratropical land, ice, or sea surface interactions exist but so far have no detectable positive impact on forecast performance. There is evidence that there is predictability connected with land surface conditions over the United States during the warm half of the year, including for the Southwest monsoon, but overall indications are that it is very modest (e.g., Koster et al. 2004) . If this predictability comes from a limited number of events resulting from particular circumstances, then it could eventually have practical impact on the performance of long-lead forecast products. Exploiting this predictability will require knowledge of the circumstances or other means to identify these special situations. Analogous to strong predictable ENSO episodes, having this knowledge would lead to occasional, high-confidence "forecasts of opportunity" and noticeable gains in overall skill, but these gains will be hard won. Ultimately, the tool to integrate these land surface signals with those for ENSO and climate change trends will be global coupled ocean-land-atmosphere models, like future generations of the NCEP's Climate Forecast System (Saha et al. 2006) .
On a final note we believe that the kind of skill information presented here and its presentation formats, particularly skill maps, should be readily available to customers of long-lead forecasts. We have described several reasonable ways forecasts can be aggregated to produce acceptable estimates of relative performance by location, time of year, variable, and situation. With an objective forecast process, this skill information can be based on hindcast histories and does not have to be built up from operationally issued forecasts with an evolving forecast process over a long time. Regardless of their source, skill maps give potential customers the opportunity to assess in advance the degree to which they can rely on the forecasts for their particular decisions. These kinds of assessments are not possible for all season and/or all U.S. aggregations and time series of such scores for a particular lead, formats currently available from CPC. With this upfront performance transparency, customers can refine their use of the forecasts through the assigned probabilities.
To conclude, with the innovations already being introduced at CPC combined with the steps and research we have recommended above, we are confident the performance of CPC's long-lead forecast products will continue to improve.
