This paper investigates and implements a procedure for parameter identification of salient pole synchronous machines that is based on previous knowledge about the equipment and can be used for condition monitoring, online assessment of the electrical power grid, and adaptive control. It uses a Kalman filter to handle noise and correct deviations in measurements caused by uncertainty of instruments or effects not included in the model. Then it applies a recursive least squares algorithm to identify parameters from the synchronous machine model. Despite being affected by saturation effects, the proposed procedure estimates 8 out of 13 parameters from the machine model with minor deviations from data sheet values and is largely insensitive to noise and load conditions.
I. INTRODUCTION
Synchronous generators are the bulk of power generation worldwide. In Norway, 95% of the electricity production comes from hydro power [1] , in which the use of salient pole, synchronous generators is the norm. Therefore, the proper understanding of these devices is essential for planning, operation, and control of the power system [2] . Examples of tasks requiring adequate modeling and parametrization of synchronous machines (SMs) includes load flow analysis, state estimation, stability assessment and tuning of grid controls and protection settings. These tasks are important for transmission system operators or generation companies to operate their resources optimally and reliably.
Traditionally, SM parameters are calculated by manufacturers in the design phase using detailed information of the machine [3] , [4] or by recursive methods such as finiteelement analysis [5] , [6] . Calculations are later validated during commissioning through acceptance or performance The authors thank SINTEF Digital for supporting this research. tests as described in IEEE and IEC Standards [7] , [8] . These methods for parameter identification are well-proven and have been used for decades to operate the power system reliably. However, they have two major shortcomings.
The first is considering that many parameter values in the system equations are constants and do not vary with time. However, several effects may impact the values of SM parameters over time. For example, temperature and load conditions affects the air-gap length considerably [9] ; field current level determines the saturation of the magnetic core [10] ; aging influences material properties. The reason for adopting this restriction is simplifying the analysis of equations, which was done with limited computational resources when the theory for SMs was developed. However, the availability of powerful information and communication technologies today makes such simplifications neither reasonable nor justifiable.
The second shortcoming is requiring the machine to be in standstill or off-line for performing the majority of tests for parameter estimation. Since this means loss of income for generation companies, tests are only executed during commissioning or planned stops. This limits greatly the amount of data and possible operational conditions that can be measured. In Norway, the transmission system operator (Statnett) requires the registration of generators' parameters in SYSBAS for at least two weeks before commissioning, and an update with measured values after the machine starts commercial operation [11] . Yet, there is no requirement for periodical updates nor registration of distinct parameter values for different operational conditions. Automated procedures for parameter identification of SMs were encouraged by the popularization of system identification techniques and their easy access in mathematical tools such as MATLAB © [12] . Methods are varied, but approaches can be summarized in analysis of transient data, such as short- The rotor speed is assumed constant, i.e. the prime mover and its turbine governor are not modeled because the mechanical dynamics are much slower than the electrical and have little influence in the results. The field voltage is provided by an DC1C type excitation system as described in [30] . The choice of parameters for the automatic voltage regulator (AVR) gives a fast and stable response, without overshoot in the terminal voltage. However, they are not optimized and a power system stabilizer is not included, as detailed modeling and optimization of the excitation system will have little influence in the results.
The outputs of the SM, i.e. stator and field measurements v a , v b , v c , v f , i a , i b , i c , i f together with the rotor mechanical angle γ, are fed into a measurement block that: 1) adds band-limited white noise and re-samples measurements into a lower sample frequency (400 Hz) in order to make them more realistic; 2) applies the dq0-transformation and converts the values to per-unit. Finally, the output of the measurement block is fed into the proposed ODW and KF.
The simulation runs with the following load conditions, where P represent the active power, Q the reactive power and the per-unit base is given in table I:
• Case 1: P = 0 pu, Q = 0 pu (no load); • Case 2: P = 0.5 pu, Q = 0.5 pu; • Case 3: P = 0.5 pu, Q = -0.5 pu; • Case 4: P = 0.9 pu, Q = 0.4359 pu (rated load). In all cases, the simulation starts at rated stator voltage. In order to observe transient behavior, a step of +5% is applied to the reference of the AVR at time t = 17 seconds. The initial states of the SM are calculated using the Machine Initialization tool from SPS in order to avoid loss of synchronism. However, initial states of ODW and KF are all zero, so it is necessary some seconds of simulation to achieve steady state. This also demonstrates the KF robustness to wrong initial conditions and large transients.
In addition, the following noise power density (N p ) scenarios are used for each simulation case: no noise N p = 0, standard noise N p = 10 −10 W/Hz, high noise N p = 10 −9 W/Hz. Table II benchmarks the proposed KF against the SPS SM by presenting the goodness of fit between the two models using the normalized mean square error (NMSE) as cost function. The latter is defined as:
where indicates the Euclidean or L 2 norm of a vector. NMSE costs vary between −∞ (bad fit) to 1 (perfect fit).
Below follow some remarks about the results:
• NMSE of v d and i Q are very low in case 1 (no load) because their values tend to zero and, since the noise power is constant, the signal-to-noise ratio (SNR) is extremely low. This makes NMSE measurement not relevant for these cases, so they are excluded from the standard deviation (std dev) calculation.
• The mean correlation between KF and SPS for all variables except i D is close to unity in the no noise scenario. This shows the two models are nearly equivalent;
• The KF does not compensate saturation effects for i D .
Saturation changes the value of L ad , which is the main component of the zero and pole of i D transfer function in the ODW, as shown in eq. (9). The variation of L ad makes the state transition function non linear, and improper for a KF to handle;
• The KF effectively compensates saturation effects for v q , i f in the no and standard noise scenarios. As expected, performance is degraded in the high noise scenario due to a lower SNR;
• The low standard deviation between all cases indicates the correlation is not sensitive to the load conditions;
• Also in the standard noise scenario, correlation between KF and SPS is relatively close to unity and with small standard deviation, expect for i D ;
• As expected, the performance of ODW with saturation and noise is degraded, but it is fairly improved by the KF;
• The performance of the KF gets better in the high noise scenario when the load increases, because the SNR also improves;
IV. ALGORITHM FOR PARAMETER ESTIMATION
Eq. (1) shows that, in matricial form, a synchronous machine can be reduced to an impedance with a resistive part R sm and an inductive part L sm . Given this model structure and the set of process signal v dq0fDQ , i dq0fDQ , the goal is to estimate the elements of matrices Rsm, Lsm. So, the only piece left is defining an approximation or error criterion.
The literature has some accounts of error criteria for parameter identification of synchronous machines, such as extended Kalman filter (EKF) [31] , Levenberg-Marquardt algorithm [14] , recursive least squares (RLS) [15] , [16] , Prony method [17] , among others.
In this paper, the error criterion used is the RLS. The main reasons for this choice are: 1) RLS is readily available in the System Identification Toolbox of Simulink; 2) near real-time execution is possible with RLS due to its recursive nature and low computational effort when compared to other methods. This is essential when considering direct implementation in an existing intelligent electronic devices (IEDs) or phasor measurement units (PMUs); 3) benchmarks exist in the literature for comparison of results.
Considering simultaneous estimation of the 13 parameters of the synchronous machine with RLS estimation generates poor results [16] , simplifications are required. Thus, steadystate is assumed, i.e. d dt i dq0fDQ = 0. Therefore, parameters from matrix R sm can be estimated using RLS, but not L sm . However, notice that 4 out of 8 parameters from L sm are also present in R sm .
Another practical assumption is the stator resistance R should not be estimated in rows 1 and 2 of matrix R smdl . The arguments for this assumption are: 1) R is not used for the calculation of any standard parameter of the SM [2, section 4.2]; 2) R in pu is usually two to three orders of magnitude smaller than other parameters in these rows (ωL d , ωL ad , ωL q , ωL aq ), what makes a reliable estimation challenging [32] .
Considering all assumptions above, eq. (1) can be rearranged into:
where
Notice that in v RLS , the stator voltages v d , v q are compensated with the voltage drops in the stator resistance Ri d , Ri q . Also R + 3R N is estimated in the third row. In summary, eq. (1) is only re-arranged to avoid the estimation of R individually, as this parameter is not useful to calculate the standard parameters (table III) . Moreover, its use for condition monitoring is compromised because it cannot be estimated reliably.
The leakage reactances l f , l D , l Q are not estimated by the RLS algorithm. Hence, they are assumed constants for calculation of standard parameters. This is a reasonable assumption considering they represent a flux path through air and are less affected by saturation or temperature changes.
Finally, the steady-state condition is detected in run-time by monitoring that the damper windings currents are below a certain level, as those flow only in transient conditions. Fine tuning in the field of this threshold might be required for better performance, according to the noise level, measurement accuracy and precision of each power plant. Parameter Definition
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A. Parameter estimation validation
For validation of the parameter estimator, the simulation file runs at exactly the same conditions as described in sec. III-A. sates saturation for v q , i f . However, saturation considerably affects the estimation error of ωL ad and the measurement of i D provided by the ODW, whose zeros and poles are directly affected by L ad . Surprisingly, there is no direct correlation between the amplitude of this deviation and the saturation level. This fact that is clearly seen in results of case 3, which has the largest errors for ωL d , ωL ad , but the lowest saturation level. Therefore, saturation effects must be considered and included in future work. An alternative for that would be using an extended or unscented KF, which can handle non linear state transition functions, and compensate the value of L ad dynamically [19] . Alternatively, a more advanced non linear model of the machine including saturation in its derivation can be used [33] , [34] .
Despite current limitations, results are promising and, when validated experimentally, the proposed procedure can already be used for practical condition monitoring applications, such as detection of broken damper winding, turn-to-turn short circuit and air-gap eccentricity. Another possibility is using the proposed procedure to calculate standard parameters in multiple load conditions based on measurements from existing protection IEDs, without the use of special test equipment.
