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Abstract
Mutually unbiased bases (MUBs) have gained considerable importance in the
field of quantum physics over the past twenty-five years. Various applications
have been found (see e.g. the survey article [35]), and connections to different
mathematical domains of interest, such as unitary Hadamard matrices ([13]), Ga-
lois fields ([114]), Latin squares and design theory ([79, 112]), and finite geometry
([89]), are numerous.
The counterpart of mutually unbiased bases on the level of matrix algebras
are pairwise quasi-orthogonal maximal abelian ∗-subalgebras, briefly called masas.
Whereas physicists’ accounts on the subject mainly focus on the picture of MUBs
(e.g. [27, 35]), the present mathematical thesis centres on the algebraic framework
of quasi-orthogonal masas.
Starting from the very basics, we first thoroughly discuss the connections be-
tween the equivalent pictures of (mutually) unbiased bases, unbiased unitary Ha-
damard matrices, and quasi-orthogonal masas, and illustrate two of the most fa-
mous constructions of so-called complete sets of pairwise quasi-orthogonal masas
in prime power dimensions. Though this is a mathematical thesis, we also turn
our attention to basic physical aspects of MUBs.
We attach special importance on standard pairs of masas ([44]), and generalise
this notion to pairs which we call normal. While standard pairs in dimension d
model actions of the cyclic group of order d on the complex functions on d different
points, normal masa pairs model actions of direct sumsZ/d0 × · · · ×Z/dm on the
same function space, where d = d0 · · · dm is any factorisation of the dimension. We
shortly address a further generalisation of normal masa pairs, and demonstrate
that this generalised class comprises all quasi-orthogonal pairs in dimension four.
Our concept of normal masa pairs is compatible with the existing definition
of nice masa families by Aschbacher, Childs, and Wocjan ([3]), in the sense that
each normal masa pair is a nice family of length two. Moreover, each masa pair
in a complete nice family is automatically normal. According to Godsil and Roy
([40]), all known constructions of complete quasi-orthogonal masa sets produce
nice families.
We show that the generalised Clifford algebra, as defined by Yamazaki and
Morris in the sixties ([74,75,115]), is an appropriate framework for the construction
of nice complete masa families. As the main result of this thesis, we prove that,
although various constructions of nice complete families have been proposed so
far (e.g. [1, 9, 49, 60, 114]), one unique method permits to encode all nice complete
families.
Calderbank, Cameron, Kantor, and Seidel ([23]) had established an equivalent
result earlier, in terms of so-called symplectic spreads, as has later been observed by
Godsil and Roy ([40]). By contrast to this approach, the one presented here is based
on more or less elementary means of matrix algebra.
The unique encoding of nice complete masa families opens the theoretical door
to classify the latter. While the complete nice masa families in the smallest dimen-
sions turn out to be essentially unique, it is known that there are many prime
power dimensions admitting inequivalent complete families. However, the classi-
fication of these families appears to be an extraordinarily complicated matter of its
own, and is not dealt with in the present work.
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Introduction
In the present thesis, we study families of pairwise quasi-orthogonal maximal abelian
∗-subalgebras—called masas in short—of the complex d×d-matrices, with a special
emphasis on so-called nice masa families. Though doubtlessly of an intrinsic, purely
mathematical interest, a very strong motivation for this topic stems from the field of
quantum physics, since pairwise quasi-orthogonal masas in Md(C) can be considered
as the algebraic counterpart of mutually unbiased bases (MUBs) in the Hilbert space Cd.
Motivation and subject classification
A pair of orthonormal bases (x0, . . . , xd−1), (y0, . . . , yd−1) of Cd is said to be unbiased
if the identity |(xi|yj)|2 = 1/d holds for all 0 ≤ i, j < d. Pairs of unbiased bases cor-
respond to so-called complementary pairs of quantum physical measurements (observ-
ables). Performing such measurements one after the other in any order, the second
outcome is perfectly independent of the first. As one of the basic principles of quan-
tum mechanics, this is not true in general.
A set of MUBs for the Hilbert space Cd containing d+ 1 members is called complete,
for it is known that no larger sets can exist. Families of MUBs, complete families in par-
ticular, have met a number of important applications in quantum information theory
in the recent decades, such as optimal state determination, quantum teleportation, or
quantum cryptography (see [35] for a good survey), motivating various constructions
proposed in physics literature ([1, 9, 24, 34, 38, 42, 49, 55, 60, 81, 88, 95, 112, 114]). At the
same time, all constructions of complete families exclusively work in dimensions being
powers of primes, and it is by now widely believed that all other dimensions do not
admit complete sets of MUBs. Nevertheless, this cannot even be shown for dimension
six until today, in spite of remarkable efforts ([12, 13, 19, 43, 71–73, 86]).
Over the past twenty years, the study of MUBs has also gained increasing interest
among mathematicians from different areas, for it appears that the subject is deeply
related to questions arising in the study of Hadamard matrices, finite fields, finite ge-
ometry, design theory and Latin squares, decompositions of Lie algebras, symplectic
spreads, and many others ([16, 23, 24, 40, 58, 79, 80, 88, 114, 117]).
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While the literature on MUBs abounds with approaches to either prove the non-
existence of complete MUB sets in dimensions other than prime powers (most notably
in dimension six) on one side, and on various proposals of prime power constructions
on the other, the task to classify the known constructions of complete MUB families
seems, as far as we can see, a bit neglected.
It can e.g. be shown ([23, 40]) that many of the published constructions, albeit they
appear rather different at first sight, do in fact lead to MUB families which essentially
(that is, up to a specific equivalence relation) coincide. How many inequivalent com-
plete families of MUBs do exist for a given prime power dimension? At present, a
general answer to this question seems far beyond reach.
All the same, a very important result concerning the classification of MUB families
has been published by Aschbacher, Childs and Wocjan in 2007 ([3]). The authors de-
clare a subclass of MUB families which they call nice. Among other results, they prove
that if pn is the smallest prime power dividing the dimension d ∈ N of the considered
Hilbert space, nice families cannot exceed a length of pn + 1. This upper bound does
however not apply to all MUB sets, as is ensured by a certain method to gain masa
families in square dimensions, presented earlier by Wocjan and Beth ([112]).
As has been conjectured by Boykin et al. ([16]), and later been verified by Godsil and
Roy ([40]), all complete sets of MUBs constructed to this day are nice. It can therefore
be conjectured that in fact all complete sets of MUBs are nice, which would imply in
particular that complete sets exist only in prime power dimensions. However, let us
point out that there is no actual mathematical fact supporting this conjecture.
Content and organisation of the present thesis
While physicists’ accounts on the subject of mutually unbiased bases mainly focus on
the Hilbert space picture (see e.g. [35,114]), we put quasi-orthogonal masas at the centre
of our considerations in the present work.
Motivational sections commence each of the first three chapters, outlining the ba-
sic connections between (finite-dimensional) masas and quantum mechanical measure-
ments in general (Section 1.1), in the case of quasi-orthogonal masas in particular (Sec-
tion 2.1), and finally in the case of complete quasi-orthogonal families (Section 3.1).
The first chapter is concerned with the correspondences between maximal abelian
∗-subalgebras of the complex matrix algebra Md(C), unitary matrices, and mutually
unbiased bases for the Hilbert space Cd. After a basic discussion in Section 1.2, we
study unitary Hilbert-Schmidt orthonormal bases for masas, whose possible structure
depends on the divisibility of the dimension (Section 1.4). Since unitary Hadamard
matrices, which will occur at many points in the present work, are a useful tool in this
context, they are introduced beforehand in Section 1.3.
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The concept of quasi-orthogonality is introduced in Chapter 2. After clarifying the
links between quasi-orthogonal masas, unbiased bases, and unbiased unitaries within
Section 2.2, we demonstrate in Section 2.3 how the set of masas in a fixed dimension
can be considered as a metric space.
We then turn our attention to so-called standard pairs of masas (Section 2.4), which
are the most regular and best-understood examples of quasi-orthogonal pairs. We also
give explicit examples of non-standard masa pairs. Standard pairs model finite cyclic
group actions and therefore serve as a key to understand the matrix algebra Md(C) as
a crossed product (Section 2.5).
In Chapter 3, we come from pairs to larger families of quasi-orthogonal masas. We
discuss maximality and completeness of such families in Section 3.2. We present the
standard construction of complete families in prime dimensions, and give examples for
non-completable quasi-orthogonal masa families. In general prime power dimensions,
more sophisticated techniques must be employed to obtain complete quasi-orthogonal
families. Two of these methods ([9, 114]) are demonstrated in Section 3.3.
While most “prime power constructions” bear a certain resemblance to each other,
the aforementioned technique by Wocjan and Beth ([112]) to gain MUB families in
square dimensions is, to all appearances, of an essentially different nature, for it ex-
ceeds the upper bound for the length of MUBs which can be achieved by prime power
techniques. We present this method in Section 3.4.
A survey of connections of MUBs to the mathematical area of design theory, includ-
ing a few remarks on applications to entanglement and entropy of MUBs, concludes
this chapter (Section 3.5).
Chapter 4 contains most of the main results of the present thesis. We first study
nice error bases in Section 4.1. Such bases are at the heart of the so-called nice families
of MUBs (i.e. masas respectively), as introduced by Aschbacher et al. in [3]. Before we
turn to general nice masa families in Section 4.3, we present a subclass of nice masa
pairs which we call normal in Section 4.2.
Loosely speaking, a normal masa pair in the complex d×d-matrices models, for a
factorisation d = d0 · · · dm of the dimension, an action of the groupZ/d0 × · · · ×Z/dm
on the function algebra C[Z/d]. Normal masa pairs generalise standard masa pairs,
which are related to actions of the cyclic group Z/d on the algebra C[Z/d], and are at
the same time nice masa families (of length two) in the sense of [3].
Rephrasing a result by Boykin et al. ([16]), we then demonstrate that each nice com-
plete family of masas essentially stems from a partition of one specific nice error basis
(Section 4.4). As an alternative framework for this result, we propose the generalised
Clifford algebra, defined in the sense of Yamazaki and Morris ([74, 75, 115]).
In Section 4.5, we define another subclass of quasi-orthogonal masa pairs, general-
ising the class of normal pairs, and prove that this subclass comprises all masa pairs in
the complex 4×4-matrices.
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At the beginning of Chapter 5 (Section 5.1), we show that all nice complete masa
families are encoded by certain families of symmetric matrices over a prime field. The
rest of this chapter is dedicated to the study of the mentioned matrix families, for which
we propose the acronymic expression smid families, since they consist of symmetric
matrices with pairwise invertible differences.
We first study a natural equivalence relation for smid families, which proves to
be compatible with the equivalence of the associated complete masa families. As a
main result of the present work, there is thus a one-to-one correspondence between
equivalence classes of nice complete masa families and complete smid families.
The investigation of general smid families turns out to be a rather complicated task,
so we limit ourselves to consider the smallest non-trivial case of smid families in the
symmetric 2×2-matrices over a prime field Fp in the following sections. We first study
smid families being linear subspaces in Section 5.2, then derive connections between
smid families in M2(Fp), permutation polynomials, and Latin squares in Section 5.3.
In Section 5.4, we finally provide some computer algebraic results on the number of
inequivalent smid families of arbitrary length in some small matrix algebras Mn(Fp).
Some of the sections are, sometimes only in parts, marked as excursions. These
concern aspects of quasi-orthogonal masas which are hopefully interesting, but nev-
ertheless not essential for the present work, so that the reader may easily leave them
out.
Diverse mathematical areas are touched upon in this thesis. As a courtesy to the
reader, we therefore provide reminders at various points, where we collect the needed
results of the topic in question. Feel free to skip these parts if you are familiar with the
respective subjects.
Let us finally mention that, though we have tried to shed light on a number of as-
pects and thematic links of quasi-orthogonal masas, we are fully aware that the present
work does not cover by far all that there is to say on the subject. Whereas some topics
are treated rather shortly, for instance topological aspects, connections to finite geome-
try (see e.g. [82,89,90]), and entanglement (e.g. [63]), others are completely omitted for
the sake of simplicity.
For this reason, we intentionally considered neither relations to Lie algebras (see
e.g. [16,42]) nor existing generalisations of mutually unbiased bases (e.g. [58,68]) on the
mathematical side. What is more, we hardly involved projective spaces, although they
doubtlessly provide a natural alternative to the usual Hilbert spaces in this context. We
have further confined ourselves strictly to the study of masas in the complex matrix
algebras Md(C), leaving aside the real matrices on the one hand, and more general
C∗-algebras or von Neumann algebras on the other.
Concerning physics, we do neither consider advanced information theoretical ap-
plications such as the Mean King’s problem, dense coding, quantum teleportation,
quantum key distribution etc. (see e.g. [35]), nor the generalised quantum mechani-
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cal measurement concept described by SIC-POVMs (see e.g. [2]). Also, connections to
the important topic of entropy ([5, 25, 85]) are left aside.
Requirements, notations and conventions
The prerequisites for the present work mainly comprise elementary linear algebra and
analysis. In particular, basic facts concerning complex ∗-algebras are presumed to be
known.
Apart from this, the author made the attempt to keep this thesis as self-contained
as possible, by providing short introductions (reminders) to some more advanced topics
that might not be familiar to some readers, namely basic aspects of Galois fields, Latin
squares, finite projective geometry, design theory, and abstract C∗-algebras. Neverthe-
less, some previous knowledge and practise in the respective areas, especially in the
study of Galois fields, is certainly helpful.
Most of the notations used in the present work are standard in mathematical liter-
ature. Within the ∗-algebra Md(C) of complex d×d-matrices (d ∈ N), we denote the
∗-subalgebra of diagonal matrices by Dd, and the group of unitary matrices by Ud. We
always assume projections to be orthogonal, i.e. in our terminology, a projection is an
element p ∈ Md(C) fulfilling p2 = p = p∗.
The automorphism group of some algebraic structureA (e.g. an algebra) is denoted
Aut A. By a ∗-automorphismϕ of Md(C), we mean an algebra automorphism fulfilling
the identity ϕ(a∗) = ϕ(a∗) for all a ∈ Md(C). We shall make extensive use of the fact
that all ∗-automorphisms of Md(C) are inner, i.e. given by a unitary conjugation.
As a convention, we always count from zero. Accordingly, we consider the sym-
metric group Sd as the group of permutations of the set {0, . . . , d− 1}. Whenever it is
clear from the context that some variables i, a, b are integers, we often write a ≤ i ≤ b
instead of i ∈ {a, . . . , b} etc.
Throughout the whole thesis, we endow the complex Hilbert space Cd with the
standard scalar product, linear in the first and conjugate linear in the second argument,
and denoted (· | ·), for any dimension d ∈ N. We represent Cd by columns, denoting
the standard basis elements by
zi = (0, . . . , 0, 1, 0,
|
ith pos.
. . . , 0)T
for all 0 ≤ i < d, where aT designates the transpose of a matrix a in any dimensions.
In the first two chapters, all bases are given a definitive order and hence written as
tuples. From Chapter 3 on, we are sometimes concerned with (operator) bases, which
we consider as sets for convenience. However, we take care that no contradictions
spring from this slightly incongruent notation.
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As is well-known, the ∗-algebra Md(C) of complex d×d-matrices, endowed with
the usual involution and norm, is (∗-)isomorphic to the linear operators L(Cd) on the
d-dimensional Hilbert space. This gives rise to the following
Convention 0.0.1. We represent any linear operator a ∈ L(Cd) w.r.t. the standard basis,
that is we set ai,j =

a zi
 zj and declare a ∗-isomorphism
L(Cd) ∼=−→ Md(C), a →−→

ai,j

0≤i,j<d .
Having in mind this fixed representation, we shall always identify the linear operators
L(Cd) and the complex d×d-matrices.
We denote the unit matrix of Md(C) by Id, further we define matrix units Ei,j in
Md(C) for all 0 ≤ i, j < d, having only one non-zero entry at position (i, j), which
equals one.
Ei,j =
jth column
|
1 — ith row
By the trace of a matrix in Md(C), we shall usually mean the normalised trace
τ : Md(C) −→ C,

ai,j
 →−→ 1
d
d−1
∑
i=0
ai,i.
Consequently, we also define the Hilbert-Schmidt scalar productand norm via the
normalised trace, that is we set
(a | b)HS = τ(ab∗) and ∥a∥HS =

(a | a)HS
for all a, b ∈ Md(C). For the sake of readability, none of the last previous notations
reflect the dimension d, but the latter will always be clear from the context. The non-
normalised trace, though admittedly preferred by many physicists, only occurs a few
times, and is then denoted by Tr. We say a matrix a ∈ Md(C) is trace-free if τ(a) = 0.
Tensor products will play a crucial role in this work. If a given dimension d ∈ N
admits a factorisation d = d0 · · · dm (m, d0, . . . , dm ∈N), it is well-known that the matrix
algebra Md(C) is isomorphic to the tensor product Md0(C) ⊗ · · · ⊗ Mdm(C). At the
same time, the respective ∗-isomorphism is of course not unique. We fix one which
“respects” the standard basis defined above.
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Convention 0.0.2. Let d = d0 · · · dm (m, d, d0, . . . , dm ∈ N) be a factorisation of a given
dimension d. Further set d˜0 = 1, d˜1 = d0, . . . , d˜m = d0 · · · dm−1. It is easily checked that
a bijection is defined by
{0, . . . , d0 − 1} × · · · × {0, . . . , dm − 1} α−→ {0, . . . , d− 1},
(i0, . . . , im) →−→
m
∑
k=0
ikd˜k.
Unless otherwise specified, we shall always make the following identifications.
Cd0 ⊗ · · · ⊗Cdm ϕ0−→∼= C
d Md0(C)⊗ · · · ⊗ Mdm(C)
ϕ˜0−→∼= Md(C)
zi0 ⊗ · · · ⊗ zim →−→ zα(i0,...,im) Ei0,j0 ⊗ · · · ⊗ Eim,jm →−→ Eα(i0,...,im),α(j0,...,jm)
The isomorphism ϕ0 induces ϕ˜0 in the sense that for all elements a ∈ mk=0 Mdk(C),
x ∈ mk=0Cdk , we have ϕ˜0(a)ϕ0(x) = ϕ0(ax).
We fix the isomorphism ϕ˜0 above because it preserves a matrix property called
monomiality, which will be of some importance for this work. A matrix is called
monomial if each row and each column contains exactly one non-zero entry. (This
is obviously an exclusive property of matrices, i.e. it makes no sense to call an operator
monomial unless one specifies a matrix representation.) We will at some points make
use of the fact that for monomial matrices a0 ∈ Md0(C), . . . , am ∈ Mdm(C), the matrix
ϕ˜0(a0 ⊗ · · · ⊗ am) is again monomial. As a matter of course, the same does not apply
for all isomorphisms
m
k=0 Mdk(C)
∼= Md(C).
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Chapter 1
Maximal abelian *-subalgebras
(masas) in the complex
d×d-matrices
The main issue of the present thesis is the investigation of maximal abelian ∗-subalge-
bras (called masasin short) of the complex d×d-matrices. To be precise, we will mostly
investigate families of masas, fulfilling a geometric condition named quasi-orthogonality.
In this first chapter, we confine ourselves to discussing aspects of one single masa.
There are a various connections between masas and theoretical quantum mechan-
ics. As a motivation, we present one such connection at the beginning of each of the
first three chapters, starting with the concept of compatible observables in Section 1.1.
The second section is concerned with a very basic discussion of the correspon-
dences between masas, unitary matrices, and orthonormal bases. In Section 1.3, we
introduce (complex) Hadamard matrices, which will play a central role in this thesis.
One of their many applications follows in Section 1.4, where we construct Hilbert-
Schmidt orthonormal bases for masas in the complex d×d-matrices.
1.1 Motivation: Finite dimensional quantum systems and
maximal abelian *-subalgebras
One of the basic axioms of quantum mechanics is that one cannot perform any mea-
surement on a physical system without simultaneously exerting influence on it. This is
strongly reflected by the fact that an operator is associated with a quantum mechanical
measurement process.
First of all, a state of a d-dimensional quantum system is described by a unit vector
of the Hilbert space Cd. A measurement performed on such a system can have at most
9
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d different outcomes and is formalised by a self-adjoint linear operator a ∈ Md(C), or
better to say by its (real) eigenvalues and eigenspaces: the outcome, i.e. the physical
quantity one is interested in, of the measurement associated with the operator a will
be one of its eigenvalues. After the measurement process, the state of the considered
system will belong to the eigenspace of the detected eigenvalue.
The operator a—or any normalised basis of eigenvectors and set of eigenvalues
corresponding to it—as well as the actual physical measurement are usually identified
and both referred to as an observable.
Another basic axiom of quantum physics is that the outcome of any measurement
is, in general, not determined, but probabilistic, even in case the system’s state is known.
Suppose a d-dimensional quantum system is prepared in an initial state z ∈ Cd1, and
the observable a has eigenstates x0, . . . , xd−1 ∈ Cd1 with corresponding eigenvalues
λ0, . . . ,λd−1 ∈ R (since a is self-adjoint, we can assume that the eigenstates are pairwise
orthogonal). For simplicity, we suppose the spectrum of a is non-degenerated. Then
the probability of detecting an eigenvalue λi (that is to find the system in a final state
xi) is given by |(z|xi)|2, where (·|·) designates the standard scalar product of the Hil-
bert space Cd. Note that these probabilities automatically sum up to one by Parseval’s
identity.
Figure 1.1 illustrates the measurement process associated with the observable a.
The arrows are labeled with the probabilities of the outcomes. Now suppose a second
final state x0 (detected outcome λ0)
final state x1 (detected outcome λ1)
initial state z // a
|(z|x0)|2 //
|(z|x1)|2 ..
|(z|xd−1)|2
00 final state xd−1 (detected outcome λd−1)
Figure 1.1: Basic quantum mechanical measurement
observable b shares the eigenstates of a and is measured directly after the measurement
associated with a is performed. Then the system is already in an eigenstate xi0 of b,
hence the probability distribution of the new outcome is a Dirac distribution, that is
|(xi0 |xi)|2 =

1 if i = i0
0 else.
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As a consequence, the probability to find the system in a final state xi0 after first mea-
suring a and then b is the same as after solely measuring a, namely still |(z|xi0)|2. This
is visualised in Figure 1.2. You immediately see that on the one hand, the outcome of
state x0 // b
|(x0 | x0)|2=1
// state x0
state x1 // b
1 // state x1
initial state z // a
|(z|x0)|2 44
|(z|x1)|2 00
|(z|xd−1)|2
// state xd−1 // b 1 // state xd−1
Figure 1.2: Compatible observables
measurement b is predicted by the outcome of a. On the other hand, you can as well flip
the order of the measurements without changing the probability distribution for the
final state. Such observables are called compatible.
On the level of operators, compatibility translates in to commutativity, since opera-
tors a, b ∈ Md(C) sharing a common basis of eigenvectors commute. Consider a set of
compatible observables, i.e. commuting self-adjoint operators a0, . . . , am−1 ∈ Md(C),
where m ∈N. Then obviously all real linear combinations and products of these oper-
ators are self-adjoint and commute as well, hence the matrices ai generate a real algebra
of self-adjoint commuting matrices M = AR(a0, . . . , am−1).
Since all matrices in M share the same basis of eigenvectors, they can all be diago-
nalised simultaneously. There is thus a unitary matrix u ∈ Ud such that uDRd u∗ includes
M, where we denote by DRd the diagonal matrices with real entries.
As an immediate consequence, the dimension of the real matrix algebra M is less
or equal than d, and a maximal algebra of commuting observables is precisely the self-
adjoint part of the complex subalgebra uDdu∗ ⊂ Md(C). The latter is obviously a
complex algebra closed under involution and maximal abelian, i.e. there is no larger
abelian subalgebra M′ ⊂ Md(C) such that uDdu∗ ⊊M′. Such maximal abelian ∗-sub-
algebrasof the d×d-matrices are at the centre of interest in the present thesis.
As a concluding remark, let us note that there is also link between evolutions of
quantum systems and maximal abelian ∗-subalgebras. Evolutions of a (closed) d-dimen-
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sional quantum system can be described by unitaries in Ud, and the eigenstates of a uni-
tary matrix v ∈ Ud correspond precisely to quantum states which are stable under the
respective evolution process. In other words, if the system is initially in an eigenstate of
v, then it will remain in this state under the corresponding evolution. A maximal (com-
plex) ∗-algebra generated by evolutions v0, . . . , vm−1 ∈ Ud, sharing a common basis of
eigenstates, is of course abelian and thus a maximal abelian ∗-subalgebraof Md(C).
1.2 Masas in the complex d×d-matrices, and associated
orthonormal bases and unitaries
Throughout this section, let d ∈ N be an arbitrary but fixed dimension of the consid-
ered matrix algebra Md(C). Recall that τ denotes the normalised trace on Md(C).
Masas in complex matrix algebras
First of all, let us give a proper definition of the mathematical object which is at the
centre of the present work.
Definition 1.2.1. Let A be a ∗-algebra. A masaM⊂ A is a maximal abelian ∗-subalgebra of
A, that is a commutative subalgebra which is invariant under involution and maximal in the
sense that if M′ ⊂ A is another abelian ∗-subalgebra of A containing M, then M and M′
coincide.
Clearly any masa contains the unit element if there is one. As a remark, a masa in a
C∗-algebrais automatically closed (w.r.t. the C∗-norm; we define C∗-algebras in Section
4.4, see page 145); the same holds true in general von Neumann algebras. Masas in the
matrix algebras Md(C) are particularly easy to describe.
Proposition 1.2.2. A subset M ⊂ Md(C) is a masa if and only if the following equivalent
conditions hold.
(i) The set M is a d-dimensional, ∗-invariant subspace of Md(C) of pairwise commuting
matrices.
(ii) There is a unitary matrix u ∈ Ud such that M = uDdu∗.
(iii) There is an orthonormal basis a of the Hilbert space Cd such that M is exactly the set of
all matrices in Md(C) having a as a basis of eigenvectors.
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(iv) There is a set of d pairwise orthogonal minimal projections p0, . . . , pd−1 in Md(C) which
(both algebraically and linearly) generate M:
M = A∗(p0, . . . , pd−1) = spanC(p0, . . . , pd−1)
The set of minimal projections in assertion (iv) is unique, and no other minimal projections
are contained in M.
Proof. Recall that a non-zero projection is called minimal if it admits no proper sub-
projections, and that a projection in Md(C) is minimal precisely if its range space is
one-dimensional.
If statement (iv) holds, thenM is d-dimensional by assumption. Its elements being
all linear combinations of the minimal projections p0, . . . , pd−1, moreover M is clearly
∗-invariant and commutative. Hence item (iv) implies (i).
Next, we prove the chain of implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv). First note that
if (i) applies, every element a ∈ M is normal:
a ∈ M ⇔
M *-closed
a∗ ∈ M ⇒
M abelian
aa∗ = a∗a
Consequently, a basis (a0, . . . , ad−1) of the subspace M is at the same time a fam-
ily of pairwise commuting normal matrices. It is a well-known fact from linear al-
gebra (cf. for example [48, theorem 2.5.5 on p. 135]) that such a family is simultane-
ously unitarily diagonalisable: there is a unitary matrix u ∈ Ud such that all the matrices
u∗a0u, . . . , u∗ad−1u are diagonal, leading to u∗Mu ⊂ Dd. By dimension, it then follows
M = uDdu∗.
Now denote by a = (x0, . . . , xd−1) the orthonormal basis of the Hilbert space Cd
given by the columns of the unitary matrix u, so that the actions of u and u∗ are given
by
u : zi → xi, u∗ : xi → zi for 0 ≤ i < d.
(Recall that e = (z0, . . . , zd−1) is the standard orthonormal basis.) Then clearly a is a
basis of eigenvectors for all elements in M, and on the other hand any matrix having
a as an orthonormal basis of eigenvectors is diagonalisable by u and hence belongs to
M; that is, statement (iii) applies.
In order to deduce assertion (iv) from (iii), we first label the minimal diagonal
projections
qi = diag(0, . . . , 0, 1, 0,
|
(ith pos.)
. . . , 0) ∈ Md(C),
where i ranges from 0 to d− 1. Of course, these projections generate—in fact linearly
span—the subalgebra Dd of diagonal matrices in Md(C). Thus M is generated by the
projections p0 = uq0u∗, . . . , pd−1 = uqd−1u∗.
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For the observation subsequent to item (iv), consider a minimal projection q ∈ M
onto the subspace spanned by a non-zero vector y = ∑d−1i=0 λixi ∈ Cd. Then at least
one of the coefficients λ0, . . . ,λd−1 ∈ C, say λi0 , is non-zero. Now q and pi0 are both
elements of M and therefore commute, hence one calculates:
qpi0 y = pi0 q y ⇒ q λi0 xi0 = pi0 y ⇒ q λi0 xi0 = λi0 xi0 ⇒ q xi0 = xi0
Since q is minimal by assumption, this shows that the projections q and pi0 coincide.
There are thus no minimal projections in M besides p0, . . . , pd−1.
Let us finally demonstrate that the equivalent statements (i) to (iv) hold if and
only if M is a masa. If the latter is the case, then by the argumentation above, there is
a unitary u diagonalising M, hence M ⊂ uDdu∗. By maximality of M, this implies
M = uDdu∗, that is item (ii). Conversely, assume statement (iv) applies, and consider
any matrix a ∈ Md(C) commuting with all elements in M, hence specially with the
projections p0, . . . , pd−1. If 0 ̸= xi ∈ Cd spans the range of pi for all 0 ≤ i < d as before,
we get
a xi = api xi = pia xi = λixi
for some coefficients λi ∈ C. This leads to the identity a = ∑d−1i=0 λi pi, hence a be-
longs to M. Thereby M, as defined in item (iv), is maximal, and since it further is a
commutative ∗-subalgebra, our proof is complete.
Equivalence classes of orthonormal bases and unitaries associated with
masas
Consider an orthonormal basis a [a unitary matrix u ∈ Ud] corresponding to a masaM
as in Proposition 1.2.2. Then changing the order of the vectors in a [the columns of u] or
multiplying the basis vectors [the columns of u] by different phase factors—i.e. elements
of the unit circle T—clearly leaves the associated masa unchanged. It is not hard to see
that this defines classes of unitaries and orthonormal bases respectively, such that each
class corresponds to one specific masa in Md(C).
To make this precise, we first need the following definition, which occurs, for in-
stance, in the article [59] by Andreas Klappenecker and Martin Rötteler.
Definition 1.2.3. A matrix in Md(C) is called monomial if it contains precisely one non-zero
entry in each column and each row.
Note that a monomial matrix is always invertible; it is furthermore unitary if and
only if all of its non-zero entries have modulus one.
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Proposition 1.2.4. The set of all monomial matrices in Md(C) is a subgroup of the general
linear group GLd. Likewise, the set of all unitary monomial matrices in Md(C) is a subgroup of
the unitary group Ud, which we denote by Wd. For all d ≥ 2, the subgroup Wd of the unitary
group Ud is not normal.
The proof can be found in the Appendix on page 211. 
An important subgroup of the monomial matrices is given by the set of all so-called
permutation matrices. With each permutation σ ∈ Sd, one associates a matrix wσ ∈ Ud
acting on the standard orthonormal basis by
wσ zi = zσ(i) for 0 ≤ i < d.
The monomial matrices hence being a generalisation of the permutation matrices, mo-
nomial matrices are sometimes also named weighted permutation matrices; its non-zero
entries are called weights.
Identifying the masaDd of diagonal matrices with the abelian ∗-algebra of complex-
valued functions on d different points C({0, . . . , d − 1}), conjugations by monomial
matrices Wd represent ∗-automorphisms on the latter ∗-algebra. This result, made
precise in the following lemma, is probably familiar to most of the readers, and can
easily be deduced from more general results concerning ∗-homomorphisms of finite-
dimensional C∗-algebras (see for example [30, lemma III.2.1]). Nevertheless, we pro-
vide an elementary proof in the Appendix, which the reader may skip without any
problems.
Lemma 1.2.5. Every ∗-automorphism ϕ of the masa Dd ⊂ Md(C) is given by conjugation
with a unitary monomial matrix w ∈ Wd, i.e. ϕ is defined by the formula ϕ(a) = waw∗ for all
a ∈ Dd. Moreover, the following equivalence holds.
uDdu∗ = Dd for u ∈ Ud ⇔ u ∈ Wd
The proof can be found in the Appendix on pages 212-213. 
Remark 1.2.6. The choice of the unitary monomial matrix wσ ∈ Wd associated with
a ∗-automorphism ϕ of Dd via ϕ(·) = wσ · w∗σ is of course not unique. For any tu-
ple (λ0, . . . ,λd−1) ∈ Td, the unitary monomial w = wσdiag(λ0, . . . ,λd−1) obviously
corresponds to ϕ as well. This results in the group isomorphisms
Aut Dd ∼=Wd/Td ∼= Sd,
where the set of tuples Td is identified with the intersection Ud ∩Dd.
The monomial unitaries are the appropriate tool to define classes of unitaries and
bases respectively which are associated with masas.
15
Chapter 1. Masas in Md(C)
Definition/Proposition 1.2.7. Consider two unitary matrices u, v ∈ Ud and denote the or-
thonormal bases of the Hilbert space Cd given by their columns by a = (x0, . . . , xd−1) and
b = (y0, . . . , yd−1) respectively.
(i) We call the unitary matrices u and v column-equivalent and write u ∼ v if there is a
unitary monomial matrix w ∈ Wd such that u = vw.
(ii) We say the bases a and b are equivalent, in signs a ∼ b, if and only if the associated
unitaries u and v are column-equivalent.
(ii’) The orthonormal bases a and b are equivalent if and only if there is a permutation σ ∈ Sd
and elements λ0, . . . ,λd−1 ∈ T such that yi = λixσ(i) for all 0 ≤ i < d.
Column-equivalence of unitaries and equivalence of orthonormal bases are indeed well-defined
equivalence relations. We label the corresponding equivalence classes as [u] and [a] respectively.
It is straightforward to check the assertions made in the proposition above, so we
omit the short proof. Clearly the classes of column-equivalent unitaries are the ele-
ments of the quotient Ud/Wd. Note that this quotient is not a group for d ≥ 2, because
Wd is not normal (see Proposition 1.2.4). We will investigate the structure of the quo-
tient Ud/Wd a little closer in Section 2.3.
As mentioned before, we have introduced the equivalence relations above because
any two column-equivalent unitary matrices (equivalent orthonormal bases respec-
tively) correspond to one and the same masa in the sense of Proposition 1.2.2.
Proposition 1.2.8. Let Md be the set of all masas in the matrix algebra Md(C). For unitaries
u, v ∈ Ud, let cu and cv denote the orthonormal bases of Cd given by the columns of u and v
respectively. Then the following equivalences hold.
u ∼ v ⇔ cu ∼ cv ⇔ uDdu∗ = vDdv∗ (1.1)
This justifies the notation M[a] = M[u] = uDdu∗ for the masa corresponding to the unitary
u and the basis cu respectively. Furthermore, all maps in the commutative diagram below are
bijections.
Ud/Wd
[u] → M[u]
))
[u] → [cu] // {ONBs of Cd}/ ∼
M[a] →[a]
uu
Md
Figure 1.3: The set of masas Md ∼= Ud/Wd ∼= {ONBs of Cd}/ ∼
16
1.3. Complex Hadamard matrices
Proof. Let us start with the equivalences (1.1). By definition, the orthonormal bases cu
and cv, given by the columns of the unitaries u, v ∈ Ud, are equivalent if and only if u
and v are column-equivalent. Beyond that, Lemma 1.2.5 allows to conclude as follows.
uDdu∗ = vDdv∗
⇔ Dd = u∗vDdv∗u ⇔
1.2.5
∃
w∈Wd
u∗v = w ⇔ u ∼ v
It is clear by these equivalences that the notations M[a] and M[u] are well-defined.
As for the diagram, it is evident that the horizontal mapping is well-defined and in-
jective by definition of the respective equivalence classes. Moreover, it is surjective due
to the one-to-one correspondence between the orthonormal bases of the Hilbert space
Cd (considered as tuples of vectors) and the unitaries in Ud. Both of the other map-
pings are well-defined and injective by the equivalences (1.1), furthermore surjective
by Proposition 1.2.2 (i). The commutativity of the diagram is obvious.
1.3 Complex Hadamard matrices
Complex Hadamard matrices play an extraordinarily important role in the study and
construction of families of quasi-orthogonalmasas, which will be introduced in Chapters
2 and 3. At the same time, they can also be used to construct certain Hilbert-Schmidt
orthonormal bases for one single masa. Since this is the goal of the following section,
we introduce Hadamard matrices already at this point.
Definition 1.3.1. A matrix h ∈ Md(C) is called complex Hadamard matrix of modulus
c ∈ R+ if all of its entries have modulus c and if it fulfils the equalities
hh∗ = h∗h = c2d · Id.
By convention, one assumes c = 1 whenever the modulus is not mentioned explicitly. Obvi-
ously, a complex Hadamard matrix is unitary if and only if its modulus is
√
1/d, in which case
we call it unitary Hadamard matrixfor short.
Note that the condition hh∗ = h∗h = c2d · Id is equivalent to the following: if
h0, . . . , hd−1 ∈ Cd are the columns of the matrix h, then the scalar product of two of
them is 
hi
 hj =

c2d if i = j,
0 else
for all 0 ≤ i, j < d. The columns of a (complex) Hadamard matrix are thus always
pairwise orthogonal. Of course the same holds for its rows.
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We have already come across a very prominent complex Hadamard matrix in the
proof of Proposition 1.2.4.
Definition 1.3.2. For any d ∈ N and any primitive dth root of unity ζd ∈ T, the matrix
(ζ
ij
d )0≤i,j<d is a complex Hadamard matrix. If we set ζd = exp(2πi/d), then
Fd =
1√
d

ζ
ij
d

0≤i,j<d
is known as the (unitary) Quantum Fourier (Transform) matrix or Discrete Fourier (Trans-
form) matrix of order d.
In fact, the unitary Fd describes a quantum gate (i.e. a unitary operator) performing
a discrete Fourier transform on a d-dimensional quantum system (the Hilbert space
Cd). In the language of harmonic analysis, this reads as follows.
Remark. Recall that the characters of a (locally compact) abelian group G are the
continuous group homomorphisms from G to the unit circle. There are d characters
χ0, . . . ,χd−1 of the finite abelian group Zd := Z/d, given by
χi : Zd −→ T, j →−→ ζ ijd .
They form a group w.r.t. pointwise multiplication, the Pontryagin dual Zd ofZd, and the
Fourier Transformation Fd maps from the convolution algebra of L1-functions L1(Zd) to
the function algebra C(Zd). (Being finite-dimensional, both of these function algebras
are of course just C[Zd] as sets; however, they are endowed with different operations,
cf. Section 2.5.) The map Fd is defined by
Fd : L1(Zd) −→ C(Zd),
f →−→ fˆ ,
fˆ (χi) = ∑
j∈Zd
f (j)χi(j) = ∑
j∈Zd
f (j)ζ ijd for all i ∈ Zd.
Now represent elements in both involved function algebras as columns with respect
to the bases given by the characteristic functions on the d base points. Then you im-
mediately see that the Quantum Fourier Transform matrix Fd implements the Fourier
Transformation Fd.
The Quantum Fourier matrix is a member of an important subclass of the complex
Hadamard matrices.
Definition 1.3.3. Let n ∈ N denote a natural number. A complex Hadamard matrix h in
Md(C) (of modulus one) is said to be a Hadamard matrix of Butson-type (n, d) if all of its
entries are nth roots of unity. If h is of Butson-type (n, d), then
√
1/d h is said to be a unitary
Butson-type Hadamard matrix.
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Observe that if h ∈ Md(C) is a complex Hadamard matrix and w ∈ Wd is a unitary
monomial matrix, then both of the products wh and hw are again complex Hadamard
matrices. It seems reasonable that in the theory of classification of complex Hadamard
matrices, one does not want to distinguish between the Hadamard matrices h, wh and
hw. This gives rise to the following equivalence relation.
Definition 1.3.4. Two complex Hadamard matrices h, h′ ∈ Md(C) are said to be equivalent if
there are monomial unitaries w0, w1 ∈ Wd relating them via the identity h′ = w0hw1.
Each complex Hadamard matrix is equivalent to one of a particularly simple form.
Given a Hadamard matrix h = (ηi,j)0≤i,j<d, define diagonal matrices
w0 = diag(η¯0,0, . . . , η¯d−1,0) and w1 = η0,0diag(η¯0,0, . . . , η¯0,d−1).
Then one calculates that w0hw1 is of the form
1 1 . . . 1
1 ∗ . . . ∗
...
...
. . .
...
1 ∗ . . . ∗
 ,
where the ∗-entries are complex numbers of modulus one. A complex Hadamard ma-
trix given in this form is said to be dephased.
Remark 1.3.5. The notion of equivalence of unitary Hadamard matrices does not coin-
cide with the column-equivalence of unitaries defined in the first section.
There are various methods to construct complex Hadamard matrices in the lit-
erature (e.g. [13, 54, 102] only for dimension six); also, there is a complete list of all
complex Hadamard matrices in dimensions two to five ([103]). A very advisable web
page ([22]) on the subject is maintained by Wojciech Bruzda, Wojciech Tadej and Karol
Z˙yczkowski, including a list of known constructions and open problems as well as a
catalogue of complex Hadamard matrices up to dimension 16. However, the full clas-
sification of all complex Hadamard matrices in higher dimensions—even in dimen-
sion six—is generally considered as a very hard problem, see for example the articles
[10, 13, 54, 102], all published between 2007 and 2012. A solution still seems far from
reach at present.
Excursion: Different notions of Hadamard matrices
Originally, the term Hadamard matrixrefers to orthogonal matrices with entries from
the set {1,−1}. In spite of their name, these matrices were not introduced by Jacques
Hadamard, but by James J. Sylvester in his paper [99] published in 1867. In 1893, they
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reappeared in the article “Résolution d’une question relative aux déterminants” ([45]) by
Hadamard.
In his paper, Hadamard investigated the square matrices which we call complex Ha-
damard matrices today, and, among other results, showed that Hadamard matrices as
defined by Sylvester can at most exist in dimensions 1, 2 or 4n (n ∈ N). Whether they
do actually exist in all of these dimensions is an open question until today, known as
the famous Hadamard problem. Hadamard matrices have gained importance in different
fields of mathematics and physics, for instance in quantum information theory ([116])
and in design theory ([18]). Figure 1.4 gives an overview over the mentioned types of
Hadamard matrices.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Figure 1.4: Hadamard matrices
We shall mention that there are generalisations of the original definition of Hada-
mard matrices which are fairly different from the ones presented above. This might
explain why there is some confusion about the precise definition of the different types.
First and foremost, we must underline that most, though not all, authors do not think
of a complex Hadamard matrix when they use the term generalised Hadamard matrix,
but refer to a quite different generalisation (see for instance [47]; for the present work,
however, these other generalisations are of no interest).
At the same time, the name “Hadamard matrix” always refers to a complex Hada-
mard matrix for some authors. Others speak of “rescaled Hadamard matrices” when-
ever the entries are of modulus other than one. Yet other authors consider unitarity as
one of the defining features of Hadamard matrices. We have chosen Definition 1.3.1
above (in accordance with many other authors, see for instance [28, 57, 69]) because it
is the most consistent one in our opinion.
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1.4 Unitary Hilbert-Schmidt orthonormal bases of masas
Unitary operator bases of the complex d×d-matrices that are orthonormal w.r.t. the
Hilbert-Schmidt scalar product are of special importance in this work (namely in Chap-
ters 4 and 5). In this section, we concentrate on unitary Hilbert-Schmidt ONBs for a
single masa.
Proposition 1.4.1. Let u ∈ Ud be a unitary matrix, M =M[u] the associated masa and
h = (ηi,j)0≤i,j<d ∈ Md(C)
a d× d-matrix. Furthermore, define diagonal matrices h0, . . . , hd−1 ∈ Dd containing the col-
umns of h via the formula
hj = diag(η0,j, . . . , ηd−1,j)
for 0 ≤ j < d. Then the following statements are equivalent.
(i) The matrices uh0u∗, . . . , uhd−1u∗ ∈ M form a unitary Hilbert-Schmidt orthonormal
basis of the masa M.
(ii) The matrix h is a complex Hadamard matrix (of modulus one).
Proof. The elements uh0u∗, . . . , uhd−1u∗ form a Hilbert-Schmidt orthonormal basis if
and only if h0, . . . , hd−1 do so: for j0, j1 ∈ {0, . . . , d− 1}, one calculates
uhj0 u
∗  uhj1 u∗HS = τ(uhj0 u∗uh∗j1 u∗) = τ(hj0 h∗j1) = hj0  hj1HS .
Recall that two diagonal matrices are orthogonal w.r.t. the Hilbert-Schmidt scalar prod-
uct if and only if the the corresponding column vectors are orthogonal as elements of
the Hilbert space Cd. So we have shown that the columns of the matrix h are pairwise
orthogonal precisely if the matrices uh0u∗, . . . , uhd−1u∗ form an orthogonal family w.r.t.
the Hilbert-Schmidt scalar product.
What is more, each matrix uhju∗ is unitary if and only if hj is unitary, and the last
condition is met if and only if all entries of hj have modulus one (0 ≤ j < d).
By Lemma 1.2.5, we can always assume that the matrix h in Proposition 1.4.1 above
is dephased, so that the associated orthonormal basis of unitaries contains the identity
matrix Id. Accordingly, all other members of the basis are trace-free.
If v = (1, v1, . . . , vd−1) is a Hilbert-Schmidt orthonormal basis of a masa M in
Md(C), then of course M contains all products of the basis elements. If you consider
the elements of v as algebraic generators of M, you may therefore find that your choice
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is redundant, in the sense that a proper subset of v suffices to generate M as a ∗-alge-
bra. On the other hand, once you start with such a generating subset of a basis, this
does not in general allow to reconstruct the original orthonormal basis.
In the following example, we present an extraordinarily nice Hilbert-Schmidt or-
thonormal basis of the masa Dd ⊂ Md(C) that contains all products of its elements.
Example 1.4.2. Fix the primitive dth root of unity ζd = exp(2πi/d) ∈ T for each d ∈ N
and set
Zd = diag

ζ0d, . . . , ζ
d−1
d

.
The diagonal unitary Zd is sometimes called clock matrix. It generalises the Pauli matrix
σz = diag(1,−1) ∈ M2(C). It is one of the so-called Weyl matrices or generalised Pauli
matrices. We give a short comment on the different names of these matrices at the end
of Section 2.2 (Remark 2.2.3).
Fix a dimension d and a factorisation d = d0 · · · dm (d0, . . . , dm ∈ N), and consider
the following unitary diagonal matrices in Md(C):
w0 = Zd0 ⊗ Id1 ⊗ Id2 ⊗ · · · ⊗ Idm ,
w1 = Id0 ⊗ Zd1 ⊗ Id2 ⊗ · · · ⊗ Idm ,
...
wm = Id0 ⊗ Id1 ⊗ · · · ⊗ Idm−1 ⊗ Zdm
(Recall that we always employ the tensor product isomorphism defined in Conven-
tion 0.0.2, identifying Dd0 ⊗ · · · ⊗ Ddm and Dd.) Then the set of all products of these
matrices,
wd0,...,dm = {wi00 · · ·wimm | 0 ≤ ik < dk for all 0 ≤ k ≤ m},
is a Hilbert-Schmidt orthonormal basis of the diagonal masa Dd ⊂ Md(C).
In fact, given two elements wi00 · · ·wimm and wj00 · · ·wjmm in wd0,...,dm , one computes:
wi00 · · ·wimm
wj00 · · ·wjmm 
HS
= τ

wi0−j00 · · ·wim−jmm

= τ

Z
i0−j0
d0
⊗ · · · ⊗ Zim−jmdm

=
m
∏
k=0
τ

Z
ik−jk
dk

=
m
∏
k=0
1
dk
dk−1
∑
l=0
ζ
l(ik−jk)
dk  
=

1 if ik = jk
0 else
=

1 if i0 = j0, . . . , im = jm
0 else
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In the first step, we have made use of the fact that all elements wk commute and fulfil
the equality (w∗k )
i = wdk−ik . We have also used the conventional notation w
−i
k := (w
∗
k )
i,
as we shall often do in the sequel.
Bases whose elements can be written as tensor products with respect to a fixed
tensor representation Md(C) ∼= Md0(C)⊗ · · · ⊗ Mdm(C) are often referred to as product
bases in the literature (see e.g. [71]). Product bases for the whole matrix algebra Md(C)
will be of great importance from Chapter 3 on.
Let M = M[u] be a masa in Md(C), associated with a unitary u ∈ Ud. Then a
product basis forM is given by uwd0,...,dm u∗. For future reference, we record this fact in
the next proposition. Moreover, we show that for a fixed factorisation of the dimension
d, these product bases of masas are in a sense unique.
Proposition 1.4.3. Let M = uDdu∗ ⊂ Md(C) denote the masa associated with a unitary
matrix u ∈ Ud, and d = d0 · · · dm a factorisation of the dimension d.
(i) Let w0, . . . , wm be the unitary diagonal elements of the product basis wd0,...,dm defined in
Example 1.4.2. Then the elements v0 = uw0u∗, . . . , vm = uwmu∗ ∈ M form a product
basis
uwd0,...,dm u
∗ = {vi00 · · · vimm | 0 ≤ ik < dk for all 0 ≤ k ≤ m}
for the masa M.
(ii) Consider matrices v˜0, . . . , v˜m ∈ M satisfying the following conditions.
(iia) The elements v˜k are subject to the equation v˜
dk
k = 1 for all 0 ≤ k ≤ m.
(iib) The set of products {v˜i00 · · · v˜imm | 0 ≤ ik < dk for all 0 ≤ k ≤ m} is an orthonormal
basis for the masa M.
Then the matrices v˜0, . . . , v˜m are unitaries, and there is a unitary matrix u˜ ∼ u ∈ Ud
fulfilling the identities
v˜0 = u˜w0u˜∗, . . . , v˜d−1 = u˜wd−1u˜∗.
Proof. Since the first part of the proposition is a direct consequence of Example 1.4.2,
we only need to prove statement (ii). The elements v˜0, . . . , v˜m−1 belong to the masaM,
so there are diagonal matrices w˜0, . . . , w˜m−1 ∈ Dd which satisfy the identity v˜k = uw˜ku∗
for all 0 ≤ k < d. Condition (iia) implicates that all (diagonal) entries of the elements
w˜0, . . . , w˜m−1 are dth roots of unity, so that the matrices v˜0, . . . , v˜m−1 are unitaries. More-
over, we get
(v˜∗k )
i = v˜dk−ik
for all 0 ≤ k < m and 0 ≤ i < dk.
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Obviously, the diagonal matrices w˜0, . . . , w˜m−1 also obey conditions (iia) and (iib),
where the masaMmust be replaced byDd in the second item. Condition (iib) permits
to declare a linear bijection ϕ : Dd → Dd mapping one orthonormal basis to another, by
setting
ϕ

wi00 · · ·wimm

= w˜i00 · · · w˜imm
for all tuples (i0, . . . , id−1) ∈ {0, . . . , d0 − 1} × · · · × {0, . . . , dm − 1}.
We need to prove that ϕ is in fact a ∗-homomorphism (and thus, by the last para-
graph, automatically a ∗-automorphism). For a single basis element, we compute
ϕ

wi00 · · ·wimm
∗
=

w˜i00 · · · w˜imm
∗
= w˜d0−i00 · · · w˜dm−imm
= ϕ

wd0−i00 · · ·wdm−imm

= ϕ

wi00 · · ·wimm
∗
.
As all elements inDd are linear combinations of such basis elements and the involution
is linear, this generalises to ϕ(a)∗ = ϕ(a∗) for all a ∈ Dd. In the same way, one checks
that ϕ(ab) = ϕ(a)ϕ(b) holds for all elements a, b ∈ Dd. (In terms of abstract algebra,
we could just have argued that ϕ sends the generators w0, . . . , wm−1 of the ∗-algebraDd
to generators w˜0, . . . , w˜m−1, subject to the same ∗-algebraic relations.)
According to Lemma 1.2.5, there is a unitary monomial matrix w ∈ Wd such that
the identity ϕ(a) = waw∗ applies for all a ∈ Dd. Defining a unitary matrix u˜ = uw,
which is equivalent to u in the sense of Definition 1.2.7, we compute
v˜k = u w˜k u∗ = u ϕ(wk) u∗ = u˜ wk u˜∗
for all indices 0 ≤ k ≤ m, which completes our proof.
Writing the elements of wd0,...,dm as columns of a d×d-matrix defines, for any order
of columns, a complex Hadamard matrix (cf. Proposition 1.4.1). Fix an order of the
columns and label the corresponding complex Hadamard matrix as h. Our aim is to
show that the complex Hadamard matrix h is equivalent, in the sense of Definition
1.3.4, to the tensor product of Fourier matrices (see Definition 1.3.2)
√
d F =
√
d Fd0 ⊗ · · · ⊗ Fdm .
To this aim, we compare the columns of the latter matrix to the columns of h.
First observe that for any dimension n ∈ N, the entries of the ith column of the
rescaled Quantum Fourier matrix
√
nFn correspond to the entries of the diagonal ma-
trix Zin = diag(ζ0·in , . . . , ζ
(n−1)·i
n ). Therefore, identifying column vectors in Cd with diag-
onal matrices in Md(C) once more, the columns of the complex Hadamard matrix
√
d F
are given by the tensor products Zi0d0 ⊗ · · · ⊗ Z
im
dm
, where the powers ik range from 0 to
dk − 1 for 0 ≤ k ≤ m. A comparison yields that these are precisely the basis elements
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wi00 · · ·wimm of the Hilbert-Schmidt orthonormal basis wd0,...,dm . Hence, the columns of h
and
√
d F coincide up to their order, i.e. h and
√
d F are equivalent complex Hadamard
matrices.
It is indeed not hard to determine the “right order” of the columns of h (so that it
would actually coincide with
√
d F). However, it is quite technical to write this down,
whence we pass on a detailed discussion thereof. Instead, we give a couple of examples
in order to clarify the correspondences above.
Examples 1.4.4. (a) A Hilbert-Schmidt orthonormal basis of the diagonal matrices
inside M4(C) is given by w4 = {Zi4 | 0 ≤ i ≤ 3}.
The vectors in C4 corresponding to this basis are
1
1
1
1
 ,

1
i
−1
−i
 ,

1
−1
1
−1
 ,

1
−i
−1
i
 ,
and the matrix given by these columns (in the order above) is the rescaled Quan-
tum Fourier matrix 2F4.
(b) The orthonormal basis w2,2 of D4 ⊂ M4(C) is given by
w2,2 = {Zi02 ⊗ Zi12 | 0 ≤ i0, i1 ≤ dj − 1}
= {I2 ⊗ I2, I2 ⊗ Z2, Z2 ⊗ I2, Z2 ⊗ Z2}.
The vectors associated with this basis are
1
1
1
1
 ,

1
−1
1
−1
 ,

1
1
−1
−1
 ,

1
−1
−1
1
 ,
and they are the columns of the product matrix 2 · F2 ⊗ F2:

1 1
1 −1

⊗

1 1
1 −1

=

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

The Discrete Fourier matrices Fd are not only of unitary Butson-type (d, d), but be-
long to another class of complex Hadamard matrices, the so-called circulant Hadamard
matrices. Likewise, the Hadamard matrices Fd0 ⊗ · · · ⊗ Fdm belong to a generalisation of
the former class, the block-circulant Hadamard matrices with circulant blocks. The follow-
ing definition of these special classes is adopted from M. Combescure, see [28].
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Definition 1.4.5. Let h = (ηi,j)0≤i,j<d denote a complex Hadamard matrix in Md(C).
(i) We say h is circulant Hadamard matrixif there is a tuple (α0, . . . , αd−1) in Td such
that ηi,j = α(d−1)i+j, where the right-hand side index is understood modulo d. The matrix
h is thus of the form 
α0 α1 α2 . . . αd−1
αd−1 α0 α1 . . . αd−2
...
...
...
. . .
...
α1 α2 α3 . . . α0
 .
(ii) Let d = kl be a factorisation of d (k, l ∈ N). The matrix h is called block-circulant if
there are Hadamard matrices a0, . . . , al ∈ Mk(C) such that h is of the form
a0 a1 a2 . . . al−1
al−1 a0 a1 . . . al−2
...
...
...
. . .
...
a1 a2 a3 . . . a0
 .
(iii) If h is block-circulant as in item (ii) and the matrices a0, . . . , al ∈ Mk(C) are again
circulant, we say h is block-circulant with circulant blocks.
Obviously, the matrices Fd0 ⊗ · · · ⊗ Fdm are, in case m is greater than 1, not only
block-circulant with circulant blocks, but these blocks are again block-circulant and so
on. We propose the name block-circulant Hadamard matrix of depth m for such matrices.
We end this section by a proposition concerning the uniqueness of (unitary conju-
gates of) the bases wd0,...,dm . All members of these bases are unitary operators v ∈ Ud
with Hilbert-Schmidt orthogonal powers v, v2, . . . , vk, where vk equals the unit matrix
Id and the “degree” k ∈ N divides the dimension d. One may ask if the last condition
is necessary; a negative answer might permit constructions of Hilbert-Schmidt ortho-
normal bases very different from the ones above. But the answer is positive.
Proposition 1.4.6. Consider a unitary matrix v ∈ Ud such that vn is the unit matrix Id and
all powers v, v2, . . . , vn are pairwise Hilbert-Schmidt orthogonal, that is τ(vk) = 0 for all
exponents 1 ≤ k < n. Then n divides the dimension d.
The proof can be found in the Appendix on pages 213-214. 
Remark. The condition that the powers of v are pairwise Hilbert-Schmidt orthogonal
is crucial in the proposition above. Otherwise it is straightforward to find, for any
k ∈ N, a unitary matrix v ∈ Ud such that vk = Id. As an example, just take a primitive
kth root of unity ζk ∈ T and set v = diag(ζk, . . . , ζk).
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Quasi-orthogonality of masas
In this chapter we commence our study of quasi-orthogonal masas. Pairs of quasi-
orthogonal masas on the level of matrix algebras correspond to unbiased bases on the
level of Hilbert spaces. The importance of unbiasedness in quantum mechanics is an
important motivation for the investigation of quasi-orthogonal masas. Therefore we
start the chapter by sketching the physical meaning of unbiasedness in Section 2.1.
A thorough introduction of the mathematical notion of quasi-orthogonality and
unbiasedness follows in Section 2.2. The set of all masas in a fixed dimension is a
compact metric space and a smooth manifold, and quasi-orthogonal masa pairs are
maximally distant points on this manifold, as we shall see in Section 2.3.
We then discuss the important distinction between standard and non-standard pairs
of quasi-orthogonal masas in Section 2.4. Standard pairs play a central role in the
present work. Among other things, they can be generalised to normal and nice pairs
of masas, which are—under certain conditions, as far as normal pairs are concerned—
the basic building blocks for the nice masa families presented in Chapters 4 and 5.
We take one more look at standard pairs of masas in the excursional Section 2.5,
discussing their connection to certain finite dimensional crossed products.
2.1 Motivation: Pairs of mutually unbiased bases in quantum
physics
Let a and b denote two observables in a d-dimensional quantum system, i.e. two self-
adjoint operators in the matrix algebra Md(C). In Section 1.1, we have considered the
case that a and b are compatible, i.e. they have a common basis of eigenstates and hence
the result of measurement b is completely determined once the system is prepared by
a measurement of a (provided the spectrum of a is non-degenerated; see Figure 1.2 on
page 11). To put it differently, preparing the system by measuring a degenerates the
probability distribution for the possible outcomes of b to a Dirac distribution.
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In general, this is of course not true, but still the outcome of the second measure-
ment b is influenced by the outcome of a. To see this, denote the eigenstates of a by
x0, . . . , xd−1 ∈ Cd1, those of b by y0, . . . , yd−1 ∈ Cd1. Then for each 0 ≤ i < d, a probabil-
ity measure on d points is defined by
Pi(j) =
xi  yj2 (0 ≤ j < d).
If the system is in an eigenstate xi0 after performing measurement a, then the probabil-
ity to detect any eigenstate yj of b is given by Pi0(j) = |(xi0 | yj)|2. This fact is illustrated
in Figure 2.1.
state x0 state y0
state x1 // b
|(x1 | y0)|2 00
|(x1 | y1)|2 //
|(x1 | yd−1)|2
++
state y1
initial state z // a
22
|(z|x1)|2 00
00 state xd−1 state yd−1
Figure 2.1: Incompatible observables
In case the observables a and b are not compatible, the probability measures Pi may
be more or less “close to a Dirac distribution”. One may immediately agree (leaving
aside details on distances between probability measures) that the uniform distribution
on d points, given by P(j) = 1/d for 0 ≤ j < d, can be considered as the opposite to a
Dirac distribution. In this sense, the very reverse of “all measures P0, . . . , Pd−1 are Dirac
distributions” is “all measures P0, . . . , Pd−1 are uniform”.
Let us consider the case that all of the distributions P0, . . . , Pd−1 are uniform. Then
preparing a system by a measurement of a leaves the experimenter—independently
of the outcome—in maximal ignorance about the outcome of measurement b, which is
again the exact opposite of the case of compatible observables. Julian Schwinger, who
apparently was the first to discuss such pairs of observables in 1960 ([91]), called the
measurements a and b maximal non-commutative and coined the term complementary for
the associated operators.
On the level of the eigenbases of a and b, this situation is reflected by the identitiesxi  yj2 = 1d (0 ≤ i, j < d). (2.1)
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Pairs of bases fulfilling equations (2.1) are called unbiased. To our best knowledge, this
expression was introduced in 1989 by William K. Wootters and Brian D. Fields ([114]).
Why “unbiased”?
Although one could as well call pairs of bases with the property (2.1) complementary
by analogy with the associated observables, the term unbiased prevailed. We conclude
this section by giving an ad hoc motivation for this expression.
In the area of statistics, one calls statistical data biased if they are systematically
distorted (be it due to a false choice of the sample, inappropriate calculations or what-
ever). We recommend the Wikipedia page for a basic but quick introduction on this
subject ([110]).
Now suppose your goal as a physicist or an engineer is to construct a perfect random
generator picking one out of a finite set of d numbers. Having two complementary
observables a and b at hand, you can first prepare a d-dimensional quantum system
by a measurement of a, then measure b (where you assign a natural number to each
outcome of measurement b).
Only if the chosen observables are precisely complementary—which is, as far as
we know, not quite easy to achieve in experimental quantum physics—your random
generator will pass a statistical test of many reruns, i.e. the outcomes will show the
behaviour of a uniform distribution. If not, the result is systematically distorted, and a
statistician would thus state that your random generator (and hence the chosen pair of
bases) is biased.
2.2 Quasi-orthogonal masas, unbiased bases and unbiased
unitaries
As before, we equip the complex matrix algebra Md(C)with the Hilbert-Schmidt scalar
product. Two masas in Md(C) can clearly not be orthogonal subspaces, because they
intersect in the line C · Id. However, the masas minus this line can well be orthogonal.
In this case, the masas are said to be orthogonal in the sense of S. Popa, who invented this
notion in 1983 (see [83]), or quasi-orthogonal.
Definition 2.2.1. Two masas M,N ⊂ Md(C) are called quasi-orthogonalif the subspaces
M⊖ C · Id and N ⊖ C · Id of Md(C) are Hilbert-Schmidt orthogonal. We use the following
notation.
M⊥q N :⇔ M⊖C · Id ⊥ N ⊖C · Id
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We start by giving two very important examples, the first of which involves the
standard cyclic permutation matrix
Xd =

0 0 · · · 0 1
1 0 · · · 0 0
0 1
...
...
...
...
. . .
...
...
0 · · · 0 1 0

∈ Wd.
Like the diagonal matrix Zd ∈ Wd introduced in Example 1.4.2, the unitary monomial
Xd, also known as shift matrix, is one of the Weyl matrices. For d = 2, it obviously
coincides with the Pauli matrix
σx =

0 1
1 0

.
We comment on the various names of the matrices Xd and Zd at the end of this section.
Examples 2.2.2. (a) The permutation matrix Xd ∈ Wd generates a masaM = A∗(Xd)
in Md(C) which is quasi-orthogonal to the diagonal masa Dd. The so-called stan-
dard pair {Dd,M} is considered in detail in Section 2.4.
(b) The masas Dd and M[u] = uDdu∗ are quasi-orthogonal if and only if u ∈ Ud is a
unitary Hadamard matrix.
Proof. For the first example, you convince yourself without difficulty that the tuple
Id, Xd, . . . , Xd−1d

is a Hilbert-Schmidt orthonormal system, so thatM is of dimension d and thus a masa.
Likewise, we know from Example 1.4.2 that the powers of the diagonal matrix Zd form
an orthonormal basis of the masa Dd. We have to demonstrate that the spaces
M⊖C · Id = span

Xd, . . . , Xd−1d

and
Dd ⊖C · Id = span

Zd, . . . , Zd−1d

are orthogonal, that is we must check the equations
Xid
 Zjd
HS
= τ

XidZ
d−j
d

= 0 for all 1 ≤ i, j < d.
This is straightforward, because actually all diagonal elements of the products XidZ
d−j
d
are zero as long as i is non-zero, and otherwise we already know that τ(Zjd) equals zero
for all 1 ≤ j < d.
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For instance (b), let qi be the minimal diagonal projections
qi = diag(0, . . . , 0, 1, 0,
|
(ith pos.)
. . . , 0)
for all 0 ≤ i < d as before. Furthermore, let p0 = uq0u∗, . . . , pd−1 = uqd−1u∗ denote the
minimal projections generatingM[u]. By definition, Dd andM[u] are quasi-orthogonal
if and only if
Dd ⊖C · Id ⊥ uDdu∗ ⊖C · Id.
This relation holds precisely if the equation
qi − (qi | Id)HS Id
 pj − pj  IdHS IdHS = 0
holds true for all 0 ≤ i, j < d, which simplifies to
0 =

qi − 1d Id
 pj − 1d Id

HS
=

qi
 pjHS − 1d Id  pjHS − 1d (qi | Id)HS + 1d2
=

qi
 pjHS − 1d2 .
We label the columns of u =

µi,j

0≤i,j<d as x0, . . . , xd−1 to compute the scalar product

qi
 pjHS = τ qi pj = τ qiuqju∗ = 1d d−1∑k=0

qiuqju∗ xk
 xk
=
1
d
d−1
∑
k=0

qiuqj zk
 xk = 1d qi xj  xj = 1d µi,j2 .
Combining the equations above yields the following equivalence.
Dd ⊥q uDdu∗ ⇔
µi,j2 = 1d for all 0 ≤ i, j < d
Hence the masas Dd and M[u] are quasi-orthogonal if and only if u is a unitary Hada-
mard matrix.
Remark 2.2.3. Given two masas M[u] and M[v] in Md(C), we can switch to the masas
Dd and M[u∗v] by the unitary conjugation u∗ · u. Of course unitary conjugations pre-
serve the Hilbert-Schmidt scalar product and hence quasi-orthogonality. We can there-
fore always presume that one of two given masas is diagonal. In this sense, instance
(b) above is the universal example of two quasi-orthogonal masas.
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Unbiased bases and unitaries
As we will see in the sequel, quasi-orthogonal masas are closely linked to the so-called
unbiased bases which are, as explained in the previous section, of some importance in
physics.
Definition 2.2.4. A pair a = (x0, . . . , xd−1) and b = (y0, . . . , yd−1) of orthonormal bases of
the Hilbert space Cd is called unbiased if the equation
xi  yj = 1√
d
holds for all 0 ≤ i, j < d. We say a pair of unitary matrices u, v ∈ Ud is unbiased if the pair of
bases given by their columns is unbiased.
The unbiasedness condition for bases first occured in a paper published by Julian
Schwinger in 1960, concerning unitary operator bases ([91]). However, the term “unbi-
ased” was not coined by Schwinger. As we have already mentioned in Section 2.1,
this expression was introduced (to our best knowledge) in an article on optimal state
determination, published in 1989 by Wootters and Fields ([114]).
Remark. A priori, one could of course define unbiasedness of unitaries with respect to
their rows as well. The reason why we have chosen a definition based on the columns
is that we aim at linking the unbiasedness of unitaries to the quasi-orthogonality of
the associated masas. By our choice to notate any masa in Md(C) in the form uDdu∗
(and not u∗Ddu), the associated basis of eigenvectors corresponds to the columns of the
unitary matrix u.
It is common to say “the orthonormal bases a and b are unbiased” or “a is unbi-
ased w.r.t. b” instead of using the strictly correct formulation “the pair of bases {a, b} is
unbiased”; the same applies for unitary matrices. Moreover, speaking about unbiased
bases, we always presume that the considered bases are orthonormal.
Examples 2.2.5. (a) The orthonormal basis f = ( f0, . . . , fd−1) given by the columns
of the unitary Discrete Fourier matrix Fd (see Definition 1.3.2),
f0 =
1√
d

1
1
1
...
1
 , f1 =
1√
d

1
ζd
ζ2d
...
ζ
(d−1)
d
 , . . . , fd−1 =
1√
d

1
ζd−1d
ζ
2(d−1)
d
...
ζ
(d−1)2
d
 ,
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is called the Fourier basis of the Hilbert space Cd (cp. [113, p. 3]). The Fourier
basis is obviously unbiased w.r.t. the standard basis e. In other words, the unitary
matrices Id and Fd are unbiased.
(b) More generally, let h ∈ Ud denote any unitary Hadamard matrix. Then obviously
h and Id, i.e. the standard orthonormal basis e and the columns of h, are unbiased.
Analogously to Example 2.2.2 (b), instance (b) directly above is universal in the
sense that, given two unbiased bases, one of them can always be considered as the
standard orthonormal basis e by the next proposition, whose proof is straightforward.
Proposition 2.2.6. (a) Let u, v, w ∈ Ud be unitary matrices. Then u and v are unbiased if
and only if the same holds for the products wu and wv. Put differently, the orthonormal
bases a = (x0, . . . , xd−1) and b = (y0, . . . , yd−1), given by the columns of u and v,
are unbiased if and only if wa = (w x0, . . . , w xd−1) and wb = (w y0, . . . , w yd−1) are
unbiased as well.
(b) A pair of unitary matrices u, v ∈ Ud is unbiased if and only if the unit matrix Id and u∗v
are unbiased. The latter holds precisely if u∗v is a unitary Hadamard matrix.
Remark. The order of the products in part (a) of Proposition 2.2.6 is important. In
general, unbiasedness of unitary matrices u, v ∈ Ud does not imply that uw and vw are
unbiased for any unitary w ∈ Ud. To see this, let a ∈ Dd be the diagonalisation of u∗v
and w the diagonalising unitary, that is u∗v = waw∗. This implies the equalities
w∗ (u∗v)w = (uw)∗ (vw) = a ∈ Dd.
A diagonal matrix being more or less the contrary of a Hadamard matrix, part (b) of
the previous proposition asserts that uw and vw are not unbiased.
However, if the matrix w in the remark above is a monomial unitary matrix, that is
w ∈ Wd, unbiasedness of u and v does well imply the same for uw and vw. This reflects
the obvious fact that changing the order of basis elements or multiplying vectors by
elements of the unit circle does not influence whether two bases a and b are unbiased.
We thus make the following
Observation 2.2.7. Let a, a′, b, b′ denote orthonormal bases of the Hilbert space Cd and
suppose a ∼ a′, b ∼ b′ in the sense of Definition 1.2.7. Then a and b are unbiased if and
only if a′ and b′ are unbiased. Likewise, having two pairs of equivalent unitary matrices
u ∼ u′ and v ∼ v′ (u, u′, v, v′ ∈ Ud), the pair {u, v} is unbiased exactly if {u′, v′}
is unbiased. It therefore makes sense to say that the equivalence classes (according to
Definition 1.2.7) [a] and [b], or [u] and [v] respectively, are unbiased.
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Let us recapitulate the precise connection between unbiased bases, unbiased uni-
taries, and quasi-orthogonal masas, which is essential for the present work.
Proposition 2.2.8. Given two unitary matrices u, v ∈ Ud, let a and b be the orthonormal bases
given by their columns. The following statements are equivalent.
(i) The masas M[u] and M[v] are quasi-orthogonal.
(ii) The (classes of the) unitaries u and v are unbiased.
(iii) The (classes of the) bases a and b are unbiased.
Proof. Assertions (ii) and (iii) are equivalent by definition of unbiasedness. Equiva-
lence (i) ⇔ (ii) immediately follows from observations we have made before. First of
all,M[u] andM[v] are quasi-orthogonal if and only ifM[u∗v] is quasi-orthogonal toDd,
cf. Remark 2.2.3. Next, Example 2.2.2 (b) tells us thatM[u∗v] andDd are quasi-orthogo-
nal precisely if u∗v is a unitary Hadamard matrix, and this again holds true if and only
if u and v are unbiased according to Proposition 2.2.6 (b).
Example 2.2.9. The adjoint of the Discrete Fourier matrix Fd diagonalises the cyclic
permutation matrix Xd. For each 0 ≤ i0 < d, one computes
F∗dXdFd zi0 =
1√
d
F∗dXd

1
ζ i0d
ζ2i0d
...
ζ
(d−1)i0
d
 =
1√
d
F∗d

ζ
(d−1)i0
d
1
ζ i0d
...
ζ
(d−2)i0
d

=
1√
d
ζ¯ i0d F
∗
d

1
ζ i0d
ζ2i0d
...
ζ
(d−1)i0
d
 = ζ¯
i0
d zi0 .
This is equivalent to the matrix identity F∗dXdFd = Z
∗
d, that is Xd = FdZ
∗
dF
∗
d. It follows that
the masa M = A∗(Xd), defined in Example 2.2.2 (a), is associated with the (unitary)
Discrete Fourier matrix, for we have the equalities
M = A∗ (FdZdF∗d) = FdA∗ (Zd) F∗d = FdDdF∗d,
i.e. M = M[Fd] = M[f]. (Recall that according to Example 1.4.2, Zd generates the
diagonal masa Dd.) The unitary matrices Id and Fd being unbiased (cf. Examples 2.2.5),
Proposition 2.2.8 proves, once more, the quasi-orthogonality of the masas Dd and M.
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Criteria for quasi-orthogonality
We begin with a criterion on the level of bases, providing a sufficient condition of un-
biasedness which is slightly weaker than the one given in Definition 2.2.4.
Lemma 2.2.10. The statements below are equivalent for orthonormal bases a = (x0, . . . , xd−1)
and b = (y0, . . . , yd−1) of the Hilbert space Cd.
(i) The bases a and b are unbiased.
(ii) The inequality ∑d−1i=0 |(xi | yσ(i))| ≤
√
d holds for all permutations σ ∈ Sd.
Proof. The implication (i) ⇒ (ii) is trivial. We give an indirect argument for the con-
verse implication.
Consider bases a and b like above which are not unbiased. Then there are indices
0 ≤ i0, j0 < d such that the modulus of the scalar product (xi0 | yj0) does not equal√
1/d. By the Parseval identity (applied to the element xi0 above), it is straightforward
that there are in particular scalar products (xi | yj) whose modulus is greater than
√
1/d.
For clarity, we write the moduli of the scalar products (xi | yj) in a matrix
M =
(xi | yj)0≤i,j<d .
As a first step, we rearrange the elements of the basis a in such a way that only the
rows 0, . . . , k− 1 of M contain elements of modulus greater than √1/d. By assumption,
there is at least one such row, so we have 0 ≤ k < d. The possibly remaining rows of
M contain—again due to Parseval’s identity—only elements equal to
√
1/d.
Secondly, we rearrange the columns of M so that only the first l of them contain
elements of modulus greater than
√
1/d. As for the rows, we know that there is at least
one such column, and that the remaining columns contain only elements equal to
√
1/d.
Now the submatrix M′ = (|(xi | yj)|)0≤i<k, 0≤j<l of M contains at least one element
greater than
√
1/d in each row and each column. For the sequel, suppose k ≤ l (the case
k > l is shown completely analogously, exchanging the roles of columns and rows).
Then by construction of M′, there are pairwise different indices 0 ≤ j0, . . . , jk−1 < l
such that we have (xi | yji) > √1/d
for all 0 ≤ i < k.
For the remaining d− k rows, we can choose indices jk, . . . , jd−1 so that the mapping
σ : i → ji is a permutation of the set {0, . . . , d− 1}. We then end up with the inequality
d−1
∑
i=0
|(xi | yσ(i))| =
k−1
∑
i=0
|(xi | yσ(i))|  
>
√
1/d
+(d− k)

1
d
>
√
d,
which contradicts condition (ii).
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The previous lemma will prove useful in Section 2.3. We now switch to the masa
picture again. Let M,N ⊂ Md(C) be two quasi-orthogonal masas and p ∈ M, q ∈ N
projections. In the proof of Proposition 2.2.8, we have calculated
(q | p)HS =
1
d2
.
As the normalised trace of any projection equals 1/d, this identity can equivalently be
expressed in the form τ(qp) = τ(q)τ(p). This trace-formula can be generalised to
another important criterion for the quasi-orthogonality of masas.
Proposition 2.2.11. Two masas M,N ⊂ Md(C) are quasi-orthogonal if and only if all pairs
a ∈ M, b ∈ N fulfil the equation
τ(ab) = τ(a)τ(b).
Proof. The masas M and N are quasi-orthogonal if and only if the equation
(a− (a | Id) Id | b∗ − (b∗ | Id) Id) = 0
holds for all elements a ∈ M, b ∈ N (we omit the subscript HS for convenience here).
This identity can be rewritten as follows.
0 = (a | b∗)− (a | Id) (Id | b∗)− (b∗ | Id) (a | Id) + (a | Id) (b∗ | Id) (Id | Id)
= τ(ab)− τ(a)τ(b)− τ(b∗)τ(a) + τ(a)τ(b∗)
= τ(ab)− τ(a)τ(b)
For any subspace K of Md(C), let PK : Md(C) → Md(C) be the ortho-projec-
tion onto that space. If (b0, . . . , bn) is a Hilbert-Schmidt orthonormal basis of K, the
projection PK can be expressed as
PK(a) =
n
∑
i=0
(a | bi)HS bi
for all a ∈ Md(C). In terms of such projections, we can formulate another criterion for
the quasi-orthogonality of two masas M,N ⊂ Md(C):
M⊥q N ⇔ PM ◦ PN = PN ◦ PM = PC·Id
In the form above, this criterion is nothing but a reformulation of what we have already
seen. Projections onto masas can, however, be expressed in quite a different form.
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Definition/Proposition 2.2.12. Let M ⊂ Md(C) be a masa. For any Hilbert-Schmidt or-
thonormal basis (b0, . . . , bd−1) ofM, the projection PM : Md(C)→ Md(C) ontoM is given
by
PM(a) = EM(a) = 1d
d−1
∑
i=0
biab∗i
for all a ∈ Md(C). The so-called trace-preserving conditional expectation EM is hence
independent of the chosen orthonormal basis (b0, . . . , bd−1) of M. Moreover, EM does in fact
preserve the trace, that is we have τ (EM(a)) = τ(a) for all a ∈ Md(C). If N ⊂ Md(C) is
another masa, then M and N are quasi-orthogonal if and only if
EM ◦ EN = EN ◦ EM = EC·Id ,
in which case we call the conditional expectations EM and EN quasi-orthogonal as well.
Proof. Let p0, . . . , pd−1 be the minimal projections generating M. The rescaled ele-
ments p′i =
√
d pi (0 ≤ i < d) form a Hilbert-Schmidt orthonormal basis of M, and
consequently the projection PM is given by
PM(a) =
d−1
∑
i=0

a
 p′iHS p′i
for all matrices a ∈ Md(C).
Our first goal is to prove the identity
PM(a) =
d−1
∑
i=0
p′iap
′
i. (2.2)
The sum on the right-hand side certainly belongs toM, because it obviously commutes
with all generators p0, . . . , pd−1 and M is a masa. Since the elements p′0, . . . , p′d−1 are
pairwise orthogonal (i.e. p′i p
′
i0 = 0 for all i ̸= i0, 0 ≤ i, i0 < d), one computes
d−1
∑
i=0
p′iap
′
i
 p′i0

HS
=

p′i0 ap
′
i0
 p′i0HS = τ(ap′i0)
and PM(a)  p′i0HS = a  p′i0HS = τ(ap′i0).
Equation (2.2) above now follows from a comparison of coefficients with respect to the
basis p′0, . . . , p′d−1.
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If (b0, . . . , bd−1) is another Hilbert-Schmidt orthonormal basis of M, there are coef-
ficients λi,k ∈ C for all 0 ≤ i, k < d satisfying the identities
bi =
d−1
∑
k=0
λi,k p′k.
We use the fact that (λi,k)0≤i,k<d is a unitary matrix (it performs a change of orthonor-
mal bases) to compute
d−1
∑
i=0
biab∗i
 p′i0

HS
=
d−1
∑
i=0
d−1
∑
k,l=0
λi,kλ¯i,l

p′kap
′
l
 p′i0HS = d−1∑
i=0
λi,i0 λ¯i,i0  
=1
τ(ap′i0) = τ(ap
′
i0).
For the second step, notice that (p′kap
′
l |p′i0)HS = τ(p′kap′l p′i0) = τ(ap′l p′i0 p′k) is zero unless
k = l = i0. As before, a comparison of coefficients asserts
d−1
∑
i=0
biab∗i =
d−1
∑
i=0
p′iap
′
i.
It is evident that EM preserves the trace, and obviously the criterion for quasi-orthog-
onality stated in our proposition is just a reformulation of the condition presented di-
rectly before.
Recall that there is a conditional expectation EC·Id of the one-dimensional subspace
C · Id. For future reference, we record this as a
Fact 2.2.13. For any Hilbert-Schmidt orthonormal basis (b0, . . . , bd2−1) of the matrix
algebra Md(C), the trace-preserving conditional expectation of the line C · Id is given
by
EC·Id(a) = τ(a)Id =
1
d2
d2−1
∑
i=0
biab∗i .
The verification of this statement is similar to that of Proposition 2.2.12, if one re-
places the projections there (generating the masa M) by the standard basis of matrix
units of Md(C) (see page 6). It can be found in many introductory textbooks on matrix
algebra or C∗-algebras, see for example [15]. Be aware, however, that many authors
state the formula above in terms of the non-normalised trace. As a remark, a version of
it also occurs in the aforementioned paper [91] by Schwinger.
In the next theorem, we collect the equivalent conditions for quasi-orthogonality of
two masas established in this section, and add a few more.
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Theorem 2.2.14 (Criteria for quasi-orthogonality). Consider masasM,N in the matrix al-
gebra Md(C), with associated unitaries u0, u1 ∈ Ud and orthonormal bases a = (x0, . . . , xd−1)
and b = (y0, . . . , yd−1) of the Hilbert space Cd respectively, so that we have
M =M[u0] =M[a], N =M[u1] =M[b].
The following statements are equivalent.
(i) The masas M and N are quasi-orthogonal.
(ii) The classes of orthonormal bases [a] and [b] are unbiased.
(iii) The inequality ∑d−1i=0 |(xi | yσ(i))| ≤
√
d holds for all permutations σ ∈ Sd.
(iv) The classes of unitary matrices [u0] and [u1] are unbiased.
(v) The product u∗0u1 is a unitary Hadamard matrix.
(vi) All pairs a ∈ M, b ∈ N obey the equation τ(ab) = τ(a)τ(b).
(vii) If p ∈ M and q ∈ N are minimal projections, then their Hilbert-Schmidt scalar product
is given by (p | q)HS = 1/d2.
(viii) If at least one out of two elements a ∈ M, b ∈ N is trace-free, then the Hilbert-Schmidt
scalar product (a | b)HS equals zero. Especially, any two trace-free unitaries v ∈ M and
w ∈ N are Hilbert-Schmidt orthogonal.
(ix) Let (v0, . . . , vd−1) and (w0, . . . , wd−1) be Hilbert-Schmidt orthonormal bases of M and
N respectively, where v0 = w0 = Id. Then the set of products
{viwj | 0 ≤ i, j < d}
is a Hilbert-Schmidt orthonormal basis of Md(C).
(x) The conditional expectations EM and EN are quasi-orthogonal, that is they fulfil the
identities
EM ◦ EN = EN ◦ EM = EC·Id .
Proof. The following scheme displays the equivalences we have already proved.
(vi) ks 2.2.11 +3 (i)
KS
2.2.8

ks 2.2.12 +3 (x)
(iii) ks 2.2.10 +3 (ii) ks 2.2.8 +3 (iv) ks
2.2.6,(2)+3 (v)
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Assertions (vii) and (viii) are special cases of (vi), and assertion (ix) follows immedi-
ately from (viii) and by dimension (dim Md(C) = d2). The only implication we need
to show is
(ix)⇒ (i). It is clear that the family of unitary matrices (w∗0 , w∗1 , . . . , w∗d−1) is also a
Hilbert-Schmidt orthonormal basis for the masa N . We have the identities
vi
w∗j  = τ(viwj) = viwj  Id = 0
for all 1 ≤ i, j < d, because the orthonormal basis {viwj | 0 ≤ i, j < d} contains the unit
matrix Id. Accordingly, the masas M and N are quasi-orthogonal.
Condition (vi) in the previous theorem yields the following corollary, which will
prove very useful in the following section.
Corollary 2.2.15. LetM⊂ Md(C) be a masa which is quasi-orthogonal to the diagonal masa
Dd, and consider an element a ∈ M. Then all diagonal entries of the matrix a are identical.
Proof. For all 0 ≤ i < d, let λi ∈ C be the diagonal element of the matrix a at position
(i, i), and qi the minimal diagonal projection as defined before (e.g. in the proof of
Proposition 2.2.8). From condition (vi) of the theorem above, we then deduce for all
0 ≤ i < d:
τ(aqi) = τ(a)τ(qi) ⇒ 1dλi =
1
d
τ(a) ⇒ λi = τ(a)
As a consequence of item (ix) in Theorem 2.2.14, every quasi-orthogonal pair of
masas M,N ⊂ Md(C) algebraically generates the whole matrix algebra.
M⊥q N ⇒ A (M∪N ) = Md(C) (2.3)
In the case of the standard pair of quasi-orthogonal masas, introduced in Example 2.2.2
(a), the induced basis according to item (ix) is particularly nice.
Example 2.2.16. Once more, consider the quasi-orthogonal masas M[Fd] = A∗ (Xd)
and Dd = A∗ (Zd) (see Example 2.2.2 (a) and 2.2.9). According to item (ix) of Theorem
2.2.14, the family of products 
XidZ
j
d
 0 ≤ i, j < d
is a Hilbert-Schmidt orthonormal basis for the matrix algebra Md(C). This is a promi-
nent example of a so-called nice unitary error basis. We will thoroughly introduce such
bases in Section 4.1.
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Excursion: The many names of the shift and clock matrices
The literature in mathematics and physics abounds in various names for the shift ma-
trix Xd and the clock matrix Zd (in dimensions d > 2). To all appearances, they first
turned up in several letters by J. J. Sylvester ([100, 101]) in the 1880s, for the purpose
of a generalisation of the quaternions—which he described by the Pauli matrices—to
higher-dimensional analogues such as “nonions” etc.
More than forty years later, in 1928, Hermann C. H. Weyl published a famous work
connecting group theory and quantum mechanical dynamics ([107, 108]), where the
shift and clock matrices play an important part, explaining the name Weyl matrices (cp.
[43]) which we shall constantly use in the present work.
Since Xd and Zd can be used as generators for the finite Heisenberg(-Weyl) group
(see Example 4.1.3 (b)), the name Heisenberg-Weyl matrices seems even a little more
common.
Last but not least, J. Schwinger made extensive use of the clock and shift matrices
in an exposition on unitary operator bases ([91]) in 1960. That is probably why some
people name them (Weyl-)Schwinger matrices (cp. [27, 79]).
As explained before, the matrices Xd and Zd are just the Pauli matrices if d equals
two. For this reason, many physicists refer to them as generalised Pauli matrices (cp.
[3,35,38]). Yet this name should be used with care, for there are different generalisations
of the Pauli matrices in the literature. For instance, the generalised Gell-Mann matrices
also generalise the Pauli matrices, and are of some interest in physics (see e.g. [14]).
It goes without saying that one might replace the term matrix by operator in all of
the names mentioned.
2.3 Measures of quasi-orthogonality
In this section, we introduce three natural metrics on the set of masas in a fixed dimen-
sion. We shall see that two masas are maximally distant w.r.t. each of these metrics
if they are quasi-orthogonal. For two of the metrics, maximal distance of two masas
conversely implicates quasi-orthogonality. For this reason, these metrics can be under-
stood as “measures of quasi-orthogonality” (the term “measure” is thus not used in its
strict mathematical sense in this context).
Recall that for all d ∈ N, Md denotes the set of masas in Md(C), and Wd the sub-
group of monomial unitary matrices in the unitary group Ud. As we have noticed in
Proposition 1.2.8, the map Ud/Wd → Md, [u] → M[u] = uDdu∗, is a bijection between
the quotient Ud/Wd and the set of masas Md.
The quotient Ud/Wd does not inherit a group structure from Ud for all d ≥ 2, be-
cause the subgroupWd is not normal for all d ̸= 1 according to Proposition 1.2.4. While
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the algebraic structure of the masa set Md is therefore rather poor, several observations
can be made concerning its geometrical structure.
First of all, Md is a metric space. Since the unitary group Ud is a metric group, the
quotient Ud/Wd is equipped with the canonical quotient metric. Now Ud can be en-
dowed with two different non-trivial metrics lying at hand, namely one induced by
the operator norm and one by the Hilbert-Schmidt norm. This gives us two inher-
ited metrics on Md that we call maximum metric and mean metric, labeled as dmax and
dmean respectively. We shall see in the sequel that these metrics do not coincide if the
dimension d is greater than two.
Another metric is based on the conditional expectations defined for masas in Def-
inition/Proposition 2.2.12. Recall that we have defined the conditional expectation
EM for a masa M as the projection onto the linear subspace M ⊂ Md(C). More
precisely, EM is an element—an ortho-projection—of the ∗-algebra L(Md(C)) of linear
operators on the Hilbert spaceMd(C), where the latter is endowed with the Hilbert-
Schmidt scalar product. We equip the operator algebra L(Md(C)) ∼= Md2(C) with
the Hilbert-Schmidt scalar product as well. To avoid confusion, we label the latter as
((· | ·))HS, and the respective norm as ||| · |||HS. The restriction of this norm to the set of
conditional expectations of masas in Md(C) induces a third metric on Md, which we
name expectation metric, labeled as dexp. Here come the precise definitions.
Definition/Proposition 2.3.1. Fix a dimension d ∈N, and let u, v ∈ Ud be unitary matrices.
Further let a = (x0, . . . , xd−1) and b = (y0, . . . , yd−1) denote the orthonormal bases of the Hil-
bert space Cd given by the columns of u and v respectively. We assign the following real,
positive quantities to the pair of masas {M[u],M[v]} in Md.
dexp

M[u],M[v]

= |||EM[u] − EM[v] |||HS =
 2
d2
d−1
∑
i,j=0

1
d
− |(xi | yj)|4

=
2(d− 1)
d2
− 2
d2
d−1
∑
i,j=0

1
d
− |(xi | yj)|2
2
dmean

M[u],M[v]

= min
w∈Wd
∥u− vw∥HS = min
σ∈Sd
2
d
d−1
∑
i=0

1− |(xi | yσ(i))|

dmax

M[u],M[v]

= min
w∈Wd
∥u− vw∥ = min
σ∈Sd

2 max
0≤i<d

1− |(xi | yσ(i))|

The formulas above define metrics dexp, dmean, dmax : Md → R+0 .
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Proof. We first show that the maps dmax, dmean : Md ×Md → R+0 do in fact correspond
to quotient metrics, as explained directly before the present statement.
To this end, recall that if (G, d) is a (multiplicatively written) metric group contain-
ing a subgroup H ⊂ G, then the quotient G/H, that is the set of all left cosets of H in
G, is endowed with the canonical quotient metric. Let [g] denote the coset of g in the
quotient G/H for all g ∈ G. The quotient metric on G/H is defined by
d′ ([g0], [g1]) = inf
h0,h1∈H
d (g0h0, g1h1)
for all elements g0, g1 ∈ G.
Endow the unitary group Ud with the metric induced by the operator norm on
Md(C). Then the quotient metric on Ud/Wd is given by
d′([u], [v]) = inf
w0,w1∈Wd
∥uw0 − vw1∥ = inf
w0,w1∈Wd
∥uw0w∗0 − vw1w∗0∥ = infw∈Wd ∥u− vw∥
for all u, v ∈ Ud, where we have used the property of the operator norm that the equal-
ity ∥a∥ = ∥au∥ holds for all matrices a ∈ Md(C), u ∈ Ud.
The group Wd of monomial unitaries is readily seen to be a closed (and of course
bounded) subset of the finite-dimensional metric space Md(C), so the Heine-Borel The-
orem tells us that Wd is compact. What is more, the map Wd → R+0 , w → ∥u− vw∥, is
obviously continuous for fixed unitaries u, v ∈ Ud, and hence attains its minimum. On
that account, we can write d′([u], [v]) = minw∈Wd ∥u− vw∥.
Our next goal is to express this metric in terms of the column vectors of the involved
unitary matrices. We assign the orthonormal bases a and b to the unitaries u, v as in our
assertion, and furthermore denote the standard orthonormal basis e = (z0, . . . , zd−1) of
the Hilbert space Cd as always. Recall that the operator norm of an element a ∈ Md(C)
can be expressed as ∥a∥ = max0≤i<d ∥azi∥ (of course the same applies for all orthonor-
mal bases of Cd). The monotony of the real square function permits to switch from d′
to the squared metric d′2 for the following computations.
d′2([u], [v]) = min
w∈Wd
∥u− vw∥2 = min
σ∈Sd
min
(λ0,...,λd−1)∈Td
max
0≤i<d
∥xi − λiyσ(i)∥2
= min
σ∈Sd
min
(λ0,...,λd−1)∈Td
max
0≤i<d

2− 2Re

λi(xi | yσ(i))

.
It is a matter of basic analysis that the mapping λi → 2− 2Re (λi(xi | yσ(i))) attains its
minimum if and only if the equation
λi =
(xi | yσ(i))
|(xi | yσ(i))|
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holds for all 0 ≤ i < d. We thus end up with the expression
d′([u], [v]) = min
σ∈Sd
max
0≤i<d

2− 2|(xi | yσ(i))|
= min
σ∈Sd

2 max
0≤i<d

1− |(xi | yσ(i))|

.
The stated formula for the mean metric dmean is verified similarly, replacing the
operator norm by the Hilbert-Schmidt norm. The computations are left to the reader.
Just as dmax and dmean, the mapping dexp : Md ×Md → R+0 is a metric by definition,
so we only need to verify the proposed expressions. We give a short sketch of the (quite
lengthy) computations. Be aware that the Hilbert-Schmidt scalar product and norm
defined for the operator algebra L(Md(C)) ∼= Md2(C) are defined w.r.t. the normalised
trace according to our conventions.
Since a conditional expectation EM onto a masa M is an ortho-projection on a d-
dimensional subspace of the d2-dimensional Hilbert space Md(C), its Hilbert-Schmidt
norm is given by |||EM|||HS = d/d2 = 1/d. Denoting the matrix units in Md(C) by Ei,j as
before (see page 6), one calculates
|||EM[u] − EM[v] |||2HS =
2
d
− 2Re ((EM[u] | EM[v]))HS
=
2
d
− 2
d2
Re
d−1
∑
i,j=0

EM[u](
√
d Ei,j)
 EM[v](√d Ei,j)HS
Now let p0, . . . , pd−1 ∈ Md(C) be the minimal projections generating the masa
M[u], ordered such that the range of pi is C · xi for all 0 ≤ i < d, and q0, . . . , qd−1
the respective projections generating M[v]. As a careful calculation reveals, the double
sum in the last line above equals d2 ∑d−1i,j=0|(pi | qj)|2, so that we are left with
|||EM[u] − EM[v] |||2HS =
2
d
− 2
d−1
∑
i,j=0
|(pi | qj)|2.
Using the elementary identity

pi
 qjHS = 1/d|(xi | yj)|2, we finally come to
|||EM[u] − EM[v] |||2HS =
2
d
− 2
d2
d−1
∑
i,j=0
|(xi | yj)|4 = 2d2
d−1
∑
i,j=0

1
d
− |(xi | yj)|4

,
and thus to the first of the proposed formulas for dexp. The alternative expression is
easily verified using the identity ∑d−1i,j=0|(xi | yj)|2 = d.
Observe that all metrics d∗ introduced in Definition/Proposition 2.3.1 are invariant
under global unitary conjugations, that is we have
d∗

M[uv],M[uw]

= d∗

M[v],M[w]

for all u, v, w ∈ Ud.
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The metric dexp occurs in a number of physicists’ accounts on the subject of mutu-
ally unbiased bases (though not under this name), see for instance the articles [12, 13]
by Ingemar Bengtsson. The author introduces the metric dexp as chordal Grassmannian
distance between planes of dimension d− 1 in the euclidean space Rd2−1 (i.e. elements
of the Grassmannian space Gr(d− 1,Rd2−1)), and he points out that this metric can be
understood as chordal distance on a sphere in a real vector space (of greater dimen-
sion). Furthermore, he explains how to compute the average value of the metric dexp,
and sheds light on a connection to the so-called Fubini-Study measure. The expectation
metric is also considered in the survey article [35] by Thomas Durt et al., with special
emphasis on a link to density matrices. We are not aware of any publications treating
the metrics dmean and dmax.
Clearly all of the metrics defined above are constantly zero if d equals one, which
coincides with the fact that the set of masas in M1(C) ∼= C collapses to a single point.
An elementary computation shows that for d = 2, the distances dmax and dmean coin-
cide, but are different from dexp. Already in dimension d = 3, all of these metrics are
pairwise different (and none is just a constant multiple of another). Nevertheless, we
shall see that they are all topologically equivalent, that is they induce the same topology
on Md, for all d ∈N.
We will need the following analytical statement in the sequel.
Technical Lemma 2.3.2. For d ∈ N, let Sd−1 ⊂ Rd denote the unit sphere in the real
euclidean space Rn. We define the following function on the sphere Sd−1.
f : Sd−1 −→ R, (tj) →−→
d−1
∑
j=0
t4j
The range of the function f on Sd−1 is the closed interval [1/d, 1], and the function f attains its
maxima exactly in set of unit vectors
{(0, . . . , 0, 1, 0,
|
(jth pos.)
. . . , 0)T | 0 ≤ j < d}.
(What is more, the minimum 1/d of f lies precisely at the point (
√
1/d, . . . ,
√
1/d).)
The proof, which is based on the method of Lagrange multipliers, can be found in the Appendix
on pages 215-216. 
Recall that two metrics d, d′ on a metric space X are said to be Lipschitz equivalent
if there are constants c, C ∈ R+ such that the inequalities
cd′(x, y) ≤ d(x, y) ≤ Cd′(x, y)
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hold for all x, y ∈ X. Lipschitz equivalence defines an equivalence relation. Besides
that, it is not hard to see that Lipschitz equivalent metrics are also topologically equiv-
alent (see e.g. [98, proposition 2.4.4]). The converse implication is not in general true—
the metrics considered here give evidence of this fact, as the following assertion shows.
Lemma 2.3.3. For all d ∈ N, the metrics dmax and dmean on the masa set Md (see Defini-
tion/Proposition 2.3.1) are Lippschitz equivalent and fulfil the inequalities
dmean ≤ dmax ≤
√
d · dmean.
The metric dexp is not Lipschitz equivalent to the others for d ≥ 2, but still topologically
equivalent.
Proof. As in Definition/Proposition 2.3.1, let u, v ∈ Ud be unitary matrices with as-
sociated ONBs a = (x0, . . . , xd−1) and b = (y0, . . . , yd−1) respectively, given by their
columns.
Clearly the arithmetic mean of a finite set S ⊂ R is less than or equal to its maximal
value, and if moreover S contains no negative elements, the sum over all values is
greater than or equal to the maximal value of S. This suffices to prove the Lipschitz
equivalence of the metrics dmax and dmean.
d2mean

M[u],M[v]

= min
σ∈Sd
2
d
d−1
∑
i=0
(1− |(xi | yσ(i))|  
≥0
)
≤ 2 min
σ∈Sd
max
0≤i<d

1− |(xi | yσ(i))|

= d2max

M[u],M[v]

≤ 2 min
σ∈Sd
d−1
∑
i=0

1− |(xi | yσ(i))|

= d · d2mean

M[u],M[v]

Next, we prove the topological equivalence of the metrics dmax and dexp. To this
aim, first suppose that
d2max

M[u],M[v]

= 2 min
σ∈Sd
max
0≤i<d

1− |(xi | yσ(i))|

= 2− 2 max
σ∈Sd
min
0≤i<d
|(xi | yσ(i))| < 2δ
for some δ > 0. This implies maxσ∈Sd min0≤i<d |(xi | yσ(i))| > 1 − δ, so there is a
permutation σ0 ∈ Sd such that
|(xi | yσ0(i))| > 1− δ for all 0 ≤ i < d.
Consequently, the remaining scalar products must be rather small. The Parseval iden-
tity tells us that
|(xi | yj)| <
√
2δ for all 0 ≤ i, j < d, j ̸= σ0(i).
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We can now compute an upper bound for the modulus of the expectation distance.
2
d2
d2exp(M[u],M[v]) = |d− d−1∑
i,j=0
|(xi | yj)|4|
≤ |d−
d−1
∑
i=0
|(xi | yσ0(i))|4|+ |
d−1
∑
i,j=0
i ̸=j
|(xi | yj)|4|
≤ |
d−1
∑
i=0
(1− |(xi | yσ0(i))|4)|+ 4(d2 − d)δ2
≤ d(1− (1− δ)4) + 4(d2 − d)δ2
Since the last expression converges to zero for δ → 0, there is a positive real number
δ > 0 for all ε > 0 allowing the following implication.
d2max

M[u],M[v]

< δ ⇒ d2exp

M[u],M[v]

< ε
As a consequence, each Cauchy sequence of masas Mn ∈Md (n ∈ N) w.r.t. the metric
dmax is at the same time a Cauchy sequence w.r.t. the expectation metric dexp.
Conversely, assume that (2/d2) d2exp(M[u],M[v]) < δ for some δ > 0. Then we get
0 ≤ 1−
d−1
∑
j=0
|(xi | yj)|4 ≤
d−1
∑
i=0

1−
d−1
∑
j=0
|(xi | yj)|4

=
d−1
∑
i,j=0

1
d
− |(xi | yj)|4

< δ
and thus
d−1
∑
j=0
|(xi | yj)|4 > 1− δ (2.4)
for each fixed index 0 ≤ i < d. We can now apply the Technical Lemma 2.3.2 for the
first time. Since the function f : Sd−1 → R, (tj) → ∑n−1j=0 t4j , attains its maximum if and
only if one component tj equals one and all others are zero, and since moreover f is
obviously continuous, we can conclude from equation (2.4) that there is some positive
number ε > 0 (depending on δ) and an index 0 < ji < d− 1 such that we have
1− |(xi | yji)| < ε.
This inequality can of course be deduced for all 0 ≤ i < d, for the same value
ε > 0. Beyond that, the Parseval identity imposes (if ε is small enough, which can be
arranged) that jio does not equal ji1 for all i0 ̸= i1. The mapping σ0 : i → ji therefore is a
permutation, and by definition of σ0 ∈ Sd, we have |(xi | yσ(i))| > 1− ε for all 0 ≤ i < d.
For the maximum metric, this means
d2max

M[u],M[v]

= 2− 2 max
σ∈Sd
min
0≤i<d
|(xi | yσ(i))| < 2− 2(1− ε) < 2ε.
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By the same argument as used in the converse case, this shows that each Cauchy se-
quence in Md w.r.t. the expectation metric is also a Cauchy sequence w.r.t. the maxi-
mum metric.
Finally, we construct a counterexample to demonstrate that the metrics dmax and
dexp are not Lipschitz equivalent (which implies the same for dmean and dexp, since
Lipschitz equivalence is an equivalence relation). To this aim, we define orthonor-
mal bases of the Hilbert space Cd which are “close” to the standard orthonormal basis
e = (z0, . . . , zd−1) as follows. For all 1 ≥ ε > 0, an orthonormal basis eε = (z˜0, . . . , z˜d−1)
is given by setting
z˜0 =

ε√
1− ε2
0
...
0
 , z˜1 =

√
1− ε2
−ε
0
...
0
 ,
and z˜i = zi for all indices 2 ≤ i < d. (For convenience, we do not label the vectors z˜i
with an ε.)
Suppose ε is less than 1/
√
2, so that
√
1− ε2 > ε. Then you convince yourself that
the squared dmax-distance between the masas M[e] and M[eε] is given by
d2max

M[e],M[eε]

= 2− 2 max
σ∈Sd
min
0≤i<d
|(zi | z˜σ(i))|
= 2− 2|(z1 | z˜0)| = 2− 2

1− ε2.
The squared distance of M[e] and M[eε] w.r.t. the expectation metric computes to
d2exp

M[e],M[eε]

=
2
d2
d−1
∑
i,j=0

1
d
− |(xi | yj)|4

=
2
d
− 2
d2
d−1
∑
i,j=0
|(xi | yj)|4
=
2
d
− 2
d2

d + 4ε4 − 4ε2

=
8
d2

ε2 − ε4

If ε tends to zero, then so does the ratio
d2exp
d2max
∼ ε
2 − ε4
1−√1− ε2 ∼
ε− ε3
1
ε −

1
ε2
− 1
,
so that there is no constant c > 0 such that c · dmax(M[e],M[eε]) ≤ dexp(M[e],M[eε])
holds for all ε > 0. The metrics dmax and dexp are thus not Lipschitz equivalent.
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Since all norms on a finite-dimensional vector space are equivalent, the operator
and the Hilbert-Schmidt norm on Md(C) induce the same topology on the unitary
group Ud. Therefore Lemma 2.3.3 states that all metrics we discuss here induce the nat-
ural quotient topology on the quotient Ud/Wd. From here on, we will always consider
the set of masas as endowed with this topology.
It is a well-known fact that the unitary group Ud is a compact subset of the complex
d×d-matrices. The quotient map q : Ud → Ud/Wd, u → [u], is clearly continuous, and
thus a continuous surjection from a compact space onto Md. As a consequence, Md is
compact as well. More precisely, we can notate the following
Lemma 2.3.4. For all d ∈ N, the set of masas Md is a compact, and hence complete and
bounded metric space (with respect to each of the metrics dexp, dmean, and dmax). The diameter
of Md equals
•

2(1−√1/d) with respect to the quotient metrics dmax and dmean, and
•

2 (d−1)d with respect to the expectation metric dexp.
Proof. The compactness of Md has already been explained, and it is elementary that
every compact metric space is complete and bounded.
Secondly, the stated upper bounds for the metrics are attained for masas which
correspond to unbiased bases in Cd, which do, as we have seen, exist for all d ≥ 2.
Due to the inequality dmean ≤ dmax (Lemma 2.3.3), the first upper bound has only to
be checked for the metric dmax. To this end, let a = (x0, . . . , xd−1) and b = (y0, . . . , yd−1)
be unbiased bases of the Hilbert space Cd. In the proof of Lemma 2.2.10, we have
already explained how to construct a permutation σ0 ∈ Sd in this case such that we
have
|(xi | yσ0(i))| ≥
1√
d
for all 0 ≤ i < d. According to the Definition of the maximum metric, this leads to
d2max

M[a],M[b]

= 2− 2 max
σ∈Sd
min
0≤i<d
|(xi | yσ(i))| ≤ 2− 2 min
0≤i<d
|(xi | yσ0(i))| ≤ 2− 2
1√
d
.
The upper bound for the expectation metric is immediately verified by the second
expression stated for dexp in Definition/Proposition 2.3.1.
All of the metrics introduced in this section are, as we have seen, very natural dis-
tance measures on the set of masas. All the same, we would not have considered them
in the present work if there was not the following important link to our main topic.
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Theorem 2.3.5. If the dimension d is at least two, the following assertions are equivalent for
any two masas M, N in Md(C).
(i) The masas M and N are quasi-orthogonal.
(ii) The masas M and N are maximally distant w.r.t. to the mean metric dmean.
(iii) The masas M and N are maximally distant w.r.t. the maximum metric dexp.
Quasi-orthogonality of M and N moreover implies that dmax (M,N ) is maximal, but the
converse is not generally true.
Proof. We have already seen in the proof of the last preceding lemma that assertion (i)
implicates the others. For the converse implications, set M =M[a] and N =M[b] for
orthonormal bases a = (x0, . . . , xd−1) and b = (y0, . . . , yd−1) respectively.
The implication (ii)⇒ (i) is proved indirectly, applying the criterion for unbiased-
ness presented in Lemma 2.2.10. According to this criterion, the assumption that the
bases a and b are not unbiased implies that there is at least one permutation σ0 ∈ Sd
such that we have
d−1
∑
i=0
|(xi | yσ0(i))| >
√
d.
This leads to the inequality
d2mean

M[a],M[b]

= 2−max
σ∈Sd
2
d
d−1
∑
i=0
|(xi | yσ(i))| < 2−
2√
d
.
The mean metric is thus not maximal unless a and b are unbiased, that is to say, unless
the masas M and N are quasi-orthogonal.
The second expression stated for the expectation metric in Definition/Proposition
2.3.1 makes it clear that dexp(M[a],M[b]) is not maximal unless the bases a and b are
unbiased, showing that item (i) follows from item (iii).
The last statement of the theorem is proved by the following counterexample. Con-
sider the standard orthonormal basis e = (z0, . . . , z3), and the orthonormal basis
a =

1
2

1
1
1
1
 , 12

1
1
−1
−1
 , 1√2

1
−1
0
0
 , 1√2

0
0
1
−1


of the Hilbert space C4. Obviously, these bases are not unbiased, so that the associated
masas in M4(C) are not quasi-orthogonal. Nevertheless, it is verified without effort
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that the maximum distance of the masas corresponding to these bases is maximal, that
is
dmax

M[e],M[a]

=

2(1−√1/4) = 1.
Excursion: The set of masas in Md(C) as a smooth manifold and
homogeneous space
Put shortly, a real manifold of dimension d is a topological space M which locally looks
like the euclidean space Rd, that is there is an open cover (Uλ)λ of M, open subsets
U′λ ⊂ Rd, and homeomorphisms hλ : Uλ → U′λ. The manifold M is said to be smooth
if for each pair of homeomorphisms hλ, hµ, partly defined on a common domain, the
map hµ ◦ h−1λ is infinitely often differentiable on that domain.
The topological concept of a manifold is too complicated to permit a detailed intro-
duction in only a few words. We refer the reader who is unfamiliar with this subject to
introductory textbooks like [21].
Likewise, we will not define Lie groups, although they are involved in the follow-
ing short discussion (see e.g. the textbook [20]). Loosely speaking, a Lie group is a
group being a smooth manifold at the same time. The unitary group Ud ⊂ Md(C) is a
compact, connected, real Lie group of dimension d2.
The next theorem is adopted from the textbook [20] (the original statement is much
more explicit).
Theorem 2.3.6 (see theorem 4.3 in [20]). Let G be a Lie group and H a closed subgroup of
G. Then the quotient G/H is a smooth real manifold.
The topology on the quotient manifold G/H is given by the quotient topology.
Setting G = Ud and H = Wd in the statement above, we see that Md ∼= Ud/Wd is a
smooth manifold, endowed with the quotient topology. As we have seen, this topology
coincides with the one given by the metrics above. It is not hard to check that the
dimension of Md is given by
dimMd = dimR Ud − dimRWd = d2 − d.
Since homeomorphisms are the isomorphisms in the category of topological spaces,
let Aut (Ud/Wd) denote the set of all homeomorphisms from the space Ud/Wd to itself.
The unitary group Ud acts on the quotient Ud/Wd as follows.
ρ : Ud −→ Aut (Ud/Wd), u →−→ ρu : [v] → [uv] for all v ∈ Ud (2.5)
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Going through the details, one finds that the mapping ρ is smooth, i.e. infinitely often
differentiable. Beyond that, ρ is a transitive group action, since for all unitaries v, w in
Ud, one finds a third unitary u ∈ Ud such that [uv] = [w] and hence ρu([v]) = [w]
(simply take u = wv∗). For this reason, the quotient Ud/Wd meets the conditions of a
so-called homogeneous space, see for example [20, definition 4.5 and p. 32].
The manifold Ud is path-connected: for any two unitaries v, w ∈ Ud, there is a contin-
uous mapping (a path) ϕ : [0, 1] → Ud, ϕ(λ) = uλ, such that u0 = v and u1 = w. Since
the canonical quotient map is continuous, this simultaneously defines a path [uλ] con-
necting the classes [v] and [w] in Ud/Wd. As a consequence, the latter is path-connected
as well. Recall that any path-connected topological space is also connected. For mani-
folds, the converse implication is true as well, which follows from the fact that they are
locally path-connected.
Summary 2.3.7. For all d ∈N, the set of masas Md ∼= Ud/Wd is a compact, connected,
metric, smooth real manifold of dimension d2 − d, and a homogeneous space w.r.t. the
action ρ of the unitary group Ud, as defined in equation (2.5).
For d ≥ 2, two points on the manifold Md are maximally distant w.r.t. the metrics
dexp and dmean if and only if they represent quasi-orthogonal masas.
It may very well be as fruitful as interesting to investigate the manifold Md in more
detail than we have done here. However, since the author is not a topologist, this is
not a subject of the present thesis. Instead, we conclude this quick look on topological
aspects of the masa set Md with an explicit computation of the smallest (non-trivial)
example M2.
For this purpose, consider the rectangular area Q = [0, 1] × [−1, 1] ⊂ R2 in the
2-dimensional real plane, and consider the following relations on Q.
R : (r,−1) ∼ (r,+1) for all r ∈ [0, 1], (0, ϕ) ∼ (0, ϕ′) for all ϕ, ϕ′ ∈ [−1, 1]
It presents no difficulty to prove that the quotient Q/R is homeomorphic to the closed
unit disc
D2 =

(x, y) ∈ R2  x2 + y2 ≤ 1 ⊂ R2
(also see Figure 2.2 below).
Example 2.3.8. The manifold M2 ∼= U2/W2 of all masas in M2(C) is homeomorphic to
the unit disc D2 ∼= Q/R. A homeomorphism is given by the following map.
D2 −→Md, [(r, ϕ)] →−→

sin

π
4 r

cos

π
4 r

cos

π
4 r

eiπϕ − sin π4 r eiπϕ

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Figure 2.2: The manifold M2 ∼= D2
The computations for the proof of this
example are left to the reader. Let us
finally give two instances of sets con-
taining three mutually maximally distant
points on M2. To this end, we consider
the unitary Hadamard matrices h0 = F2
and
h1 = diag(1, i) F2 =
1√
2

1 1
i −i

in U2, which are easily seen to be unbiased. The masas D2, M[h0], and M[h1] are there-
fore pairwise quasi-orthogonal, and thus correspond to maximally distant points on
M2 w.r.t. the metrics introduced in this section. One computes the following corre-
spondences.
D2 ≃ (0, 0) M[h0] ≃ (1, 0) M[h1] ≃ (1, 1)
These points are plotted as white dots in Figure 2.2. More generally, the boundary
of the disc contains precisely all points which are maximally distant from the centre
(0, 0) of the manifold M2, as one would expect. Nonetheless, the situation is much less
regular for general points on M2. For example, conjugating the masas above by the
unitary
u =

sin

π
8

cos

π
8

cos

π
8
 − sin π8 

,
one ends up with the points on M2 marked as black dots in Figure 2.2, which hence are
maximally distant as well.
2.4 Equivalent, standard, and non-standard pairs of
quasi-orthogonal masas
In the present work, we do not want to distinguish between pairs of masas being identi-
cal up to their order. For this reason, we prefer the notation {M,N} instead of (M,N )
for pairs of masas M,N ⊂ Md(C). Moreover, we consider two pairs of masas as prac-
tically the same if a unitary conjugation allows to switch from one pair to the other (see
also Remark 2.2.3). Both of these aspects are reflected in the next
Definition 2.4.1. We say two pairs {M0,M1} and {N0,N1} of masas in Md(C) are equiv-
alent or isomorphic if there is a ∗-automorphism ϕ : Md(C) → Md(C) and a permutation
σ ∈ S2 such that
ϕ(M0) = Nσ(0) and ϕ(M1) = Nσ(1).
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The equivalence relation for Hadamard matrices and that for pairs of quasi-ortho-
gonal masas are related in the following way.
Lemma 2.4.2. Let h0, h1 ∈ Ud be unitary Hadamard matrices. The pairs {Dd, h0Ddh∗0} and
{Dd, h1Ddh∗1} of quasi-orthogonal masas in Md(C) are equivalent if and only if either h1 or h∗1
is equivalent to h0.
Proof. By Definition 2.4.1, the pairs {Dd, h0Ddh∗0} and {Dd, h1Ddh∗1} are equivalent if
and only if one of the statements below holds.
(a) There is a ∗-automorphism ϕ0 of Md(C) such that
ϕ0(Dd) = Dd and ϕ0(h0Ddh∗0) = h1Ddh∗1 .
(b) There is a ∗-automorphism ϕ1 of Md(C) such that
ϕ1(Dd) = h1Ddh∗1 and ϕ1(h0Ddh∗0) = Dd.
Since all ∗-automorphisms of Md(C) are inner, both ϕ0 and ϕ1 are unitary conjugations.
Suppose statement (a) applies. Then ϕ0 is given by conjugation with a monomial
unitary w ∈ Wd by Lemma 1.2.5. This leads to the following implications.
wh0Ddh∗0w∗ = h1Ddh∗1 ⇒ h∗1wh0Ddh∗0w∗h1 = Dd ⇒1.2.5 ∃w′∈Wd h
∗
1wh0 = w
′
By the last assertion, the Hadamard matrix h1 is equivalent to h0 = w∗h1w′.
If we assume statement (b), then there is some unitary u ∈ Ud such that both uh0
and u∗h1 are monomial, say uh0 = w0 and u∗h1 = w1 for monomial unitaries w0, w1 in
Wd. This asserts the equality u∗ = h0w∗0 = w1h∗1 , and thus the Hadamard matrices h∗1
and h0 are equivalent by h∗1 = w
∗
1h0w
∗
0 .
We have introduced a particularly nice pair of quasi-orthogonal masas, namely
{Dd,A∗(Xd)}, in Example 2.2.2 (a). We have further computed the identity
A∗ (Xd) = FdDdF∗d.
in Example 2.2.9, where Fd is the Quantum Fourier matrix introduced Definition 1.3.2.
This quasi-orthogonal pair was first investigated by Sorin Popa in the aforementioned
article [83]. It is often called the standard pair of quasi-orthogonal masas, see e.g. [44, 76].
More precisely, this notion is defined up to unitary equivalence.
Definition 2.4.3. A(n ordered) pair (M,N ) of masas in Md(C) is called standard pair if
there is a ∗-automorphism ϕ of Md(C) such that
ϕ (Dd) =M and ϕ (A∗ (Xd)) = N .
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Note that a standard pair is of course automatically quasi-orthogonal. On the face
of it, the order of the pair (M,N ) seems to matter in the definition above, so that
(M,N ) could be standard while (N ,M) is not at the same time. This is not true.
Lemma 2.4.4. An ordered pair (M,N ) of masas in Md(C) is standard if and only if (N ,M)
is standard as well.
Proof. In Example 2.2.9, we have computed
Xd = FdZ
∗
dF
∗
d. (2.6)
The regularity of the involved matrices leads to a second equation, looking confusingly
similar to the one above.
Xd = F
∗
dZdFd. (2.7)
This is checked without difficulty on the standard basis e = (z0, . . . , zd−1): for each
0 ≤ i0 < d, one calculates
F∗dZdFd zi0 =
1√
d
F∗dZd

1
ζ i0d
ζ2i0d
...
ζ
(d−1)i0
d
 =
1√
d
F∗d

1
ζ i0+1d
ζ
2(i0+1)
d
...
ζ
(d−1)(i0+1)
d
 = zi0+1 = Xd zi0 .
Now let u ∈ Ud denote the unitary matrix performing the ∗-automorphism ϕ via
the conjugation ϕ(·) = u · u∗. Using the equations above, we can prove the following
equivalences, where we set u˜ = uFd.
uDdu∗ = M and uA∗ (Xd) u∗ = N
⇔
(2.6)
Dd = u∗Mu and FdDdF∗d = u∗N u
⇔ F∗dDdFd = F∗du∗MuFd and Dd = F∗du∗N uFd
⇔
(2.7)
A∗ (Xd) = F∗du∗MuFd and Dd = F∗du∗N uFd
⇔ u˜A∗ (Xd) u˜ = M and u˜Ddu˜∗ = N
The first of these equivalent statements says the pair (M,N ) is standard, the last says
(N ,M) is standard.
Using the lemma above, we are able to formulate a notion of unordered standard
pairs of masas that is compatible with the original Definition 2.4.3.
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Definition 2.4.5. A pair {M,N} of masas in Md(C) is said to be a standard pair if it is
equivalent to the pair {Dd, FdDdF∗d}.
Standard pairs of quasi-orthogonal masas are, in a way, the most regular examples
of quasi-orthogonal masa pairs. Our next goal is to collect some regularity properties of
standard pairs. As a preparation of the respective Theorem 2.4.7, we need the following
Technical Lemma 2.4.6. If u ∈ Ud is a unitary Hadamard matrix such that the equation
Zdu = uw holds for a monomial unitary w ∈ Wd, then u is equivalent to the unitary Fourier
matrix Fd.
Proof. The monomial matrix w acts as a weighted permutation on the standard ortho-
normal basis e, so there is a permutation σ ∈ Sd and weights λ0, . . . ,λd−1 ∈ T such that
we have w zi = λizσ(i) for all 0 ≤ i < d. We write u =
√
1/d(µi,j)0≤i,j<d with entries
µi,j ∈ T. Then the equations uw zj = Zdu zj assert
µ0,σ(j)
µ1,σ(j)
µ2,σ(j)
...
µd−1,σ(j)
 = λ¯j

µ0,j
ζdµ1,j
ζ2dµ2,j
...
ζd−1d µd−1,j

for all indices 0 ≤ j < d. Iterating this last formula (w.r.t. the application of σ) yields
the identity 
µ0,σi(j)
µ1,σi(j)
µ2,σi(j)
...
µd−1,σi(j)
 =

i−1
∏
k=0
λ¯σk(j)


µ0,j
ζ idµ1,j
ζ2id µ2,j
...
ζ
(d−1)i
d µd−1,j

for each fixed 0 < i < d. It thereby immediately leads to a contradiction to assume
σi(j) = j for an index 0 < i < d. For this reason, the permutation σ is cyclic, i.e. we
have 
σi(j)
 0 ≤ i < d = {0, . . . , d− 1}
for all fixed 0 ≤ j < d. We define a unitary diagonal matrix w0 = diag(µ0,0, . . . , µd−1,0),
and a second monomial unitary w1 ∈ Wd by its action
zσi(0)
w1→−→

i−1
∏
k=0
λ¯σk(0)

zi (0 ≤ i < d)
on the standard orthonormal basis. (Note that the assignment σi(0) → i is in fact a
permutation by the cyclicity of σ.) One verifies the equality w0Fdw1 zσi(0) = u zσi(0) for
all 0 ≤ i < d, thus the equivalence of the Hadamard matrices u and Fd.
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To state conditions (via) and (vib) of the next theorem, we need to define the fol-
lowing subgroup of the unitary matrices for masas M,N ⊂ Md(C).
W(M,N ) = {v ∈ N ∩ Ud | vMv∗ =M}
Note that we have the identity W(Dd,N ) = N ∩Wd. It is of course no loss of general-
ity to assume that one of the involved masas is the diagonal masa Dd in the following
Theorem 2.4.7 (Criteria for standard pairs of masas). For a unitary matrix u ∈ Ud, let
M =M[u] = uDdu∗ be the associated masa in Md(C). The following statements are equiva-
lent.
(i) The pair {Dd,M} is a standard pair of quasi-orthogonal masas.
(iia) There is a ∗-automorphism ϕ : Md(C)→ Md(C) fulfilling the equations
ϕ (Dd) = Dd and ϕ (A∗ (Xd)) =M.
(iib) There is a ∗-automorphism ψ : Md(C)→ Md(C) fulfilling the equations
ψ (Dd) =M and ψ (A∗ (Xd)) = Dd.
(iiia) The unitary u is a Hadamard matrix equivalent to Fd.
(iiib) The unitary u∗ is a Hadamard matrix equivalent to Fd.
(iv) There are unitary generators v0 ofDd and v1 ofM having trace-free powers v0, . . . , vd−10 ,
v1, . . . , vd−11 , and commuting up to a primitive dth root of unity ω:
v0v1 = ωv1v0 (2.8)
(va) The masa M is quasi-orthogonal to Dd and generated by a unitary matrix v1 ∈ Ud
fulfilling v1Ddv∗1 = Dd. (In other words, M is generated by a monomial unitary matrix
corresponding to a weighted cyclic permutation.)
(vb) The masa Dd is quasi-orthogonal to M and generated by a unitary matrix v0 ∈ Ud
satisfying the equality v0Mv∗0 =M.
(via) There is an isomorphism of abelian groups W (Dd,M) / (T · Id) ∼= Z/d.
(vib) There is an isomorphism of abelian groups W (M,Dd) / (T · Id) ∼= Z/d.
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Proof. The implications and equivalences in the following diagram suffice to prove
our theorem.
(iiia) ks +3
KS
(iia)
w
ks +3 (i) ks +3 (iib)
'

ks +3 (iiib)
KS
(via)
w
(vib)
'
(va) (iv) +3 (vb)
According to Lemma 2.4.4, the pair {M,N} is standard if and only if both of the ordered
pairs (M,N ) and (N ,M) are standard in the sense of the original Definition 2.4.3. A
look at this definition is enough to see the equivalences (iia)⇔ (i)⇔ (iib).
(iia)⇔ (iiia). Condition (iia) states that there is a unitary w ∈ Ud such that
wDdw∗ = Dd and wA∗ (Xd)w∗ =M.
The first of these equalities holds if and only if the unitary matrix w is monomial, that
is w ∈ Wd (cf. Lemma 1.2.5). Thus statement (iia) is equivalent to the existence of a
monomial unitary w ∈ Wd obeying the identity
wFdDdF∗dw∗ = uDdu∗,
which is given precisely if u∗wFd equals a monomial unitary w′ ∈ Wd. It is straightfor-
ward that this applies if and only if u and Fd are equivalent Hadamard matrices.
(iia)⇒ (iv). As we have observed before, condition (iia) is equivalent to the exis-
tence of a monomial unitary matrix w ∈ Wd satisfying the identity
M = wA∗ (Xd)w∗.
We define unitaries v0 = wZdw∗ ∈ Dd and v1 = wXdw∗ ∈ M. Clearly these matrices
generateDd andM respectively, and their first d− 1 powers are trace-free. One readily
verifies the commutation relation ZdXd = ζdXdZd and thus v0v1 = ζdv1v0.
(iv)⇒ (va). The commutation relation (2.8) can be expressed in the form
v0 = ωv1v0v∗1 .
As v0 generates Dd, this shows v1Ddv∗1 = Dd. Multiplying the equation above by v∗1
from the left yields the commutation relation v∗1v0 = ωv0v
∗
1 . From this and the property
τ(ab) = τ(ba) of the trace, we deduce
vi0
 vj1
HS
= τ

vi0 (v
∗
1)
j

= ω¯iτ

v∗1v
i
0 (v
∗
1)
j−1
= ω¯iτ

vi0 (v
∗
1)
j

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for all 0 ≤ i, j < d. Since ω is primitive, the scalar product (vi0|vj1) is thereby zero if
i ̸= 0. Otherwise it is zero for all j ̸= 0 since the powers v1, . . . , vd−11 are trace-free. This
proves that Dd and M are quasi-orthogonal. (In just the same way—exchanging the
roles of v0 and v1—one shows that (vi) implies (vb).)
(va)⇒ (iiia). First note that due to the quasi-orthogonality ofDd andM = uDdu∗,
the unitary u is a Hadamard matrix, say u =
√
1/d(µi,j)0≤i,j≤d for elements µi,j ∈ T.
Since the unitary v1 lies in M, there is a diagonal unitary matrix w ∈ Wd such that
v1 = uwu∗ and hence
u = v1uw∗. (2.9)
We further know from v1Ddv∗1 = Dd that v1 is monomial. Say v1 and w act on the
standard orthonormal basis e by
v1 zi = λizσ(i) and w zi = νizi
for a permutation σ ∈ Sd and weights λ0, . . . ,λd−1, ν0, . . . , νd−1 ∈ T.
Let a = (x0, . . . , xd−1) denote the orthonormal basis of Cd given by the columns of
the unitary Hadamard matrix u. Then equation (2.9) implies
xj = u zj = v1uw∗ zj = ν¯jv1xj (2.10)
and thereby
d−1
∑
i=0
µi,jzi = ν¯j
d−1
∑
i=0
µi,jλizσ(i)
for all 0 ≤ j < d. The last identity leads to µσ(i),j = ν¯jλiµi,j for each index pair (i, j). As
we know that σd is the identity map, this results in
µi,j = µσd(i),j = ν¯jλσd−1(i)µσd−1(i),j = . . . = (ν¯j)
d

d−1
∏
k=0
λk

µi,j and thus νdj =
d−1
∏
k=0
λk
for all 0 ≤ j < d. Combining this result with equation (2.10) above, we see that vd1
equals the unit matrix up to a phase factor. Without loss of generality, we can assume
vd1 = Id. Then all spectral values of v1 are dth roots of unity, and since v1 generates
the masa M, the spectrum must contain d different points. We thus end up with the
spectrum
sp (v1) = {1, ζd, . . . , ζd−1d }.
It is then straightforward that there is a monomial unitary w′ ∈ Wd such that
v1 = w′Zdw′∗.
We define u′ = w′∗uw′ and apply equation (2.9) to obtain the following equivalences.
w′Zdw′∗u = v1u = uw ⇒ Zdw′∗uw′ = w′∗uww′ ⇒ Zdu′ = u′ w′∗ww′  
∈Wd
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Now the Technical Lemma 2.4.6 tells us that the Hadamard matrix u′ and hence u is
equivalent to the unitary Fourier matrix Fd.
(iia) ⇒ (via). Applying the ∗-automorphism ϕ−1, we can assume M = A∗(Xd).
First recall the identity W(Dd,A∗(Xd)) = A∗(Xd) ∩Wd mentioned directly before this
proposition. Consider some unitary element
v =
d−1
∑
i=0
λiX
i
d ∈ M.
A look at the action of v on the standard orthonormal basis e reveals that such an el-
ement is monomial if and only if exactly one of the coefficients λ0, . . . ,λd−1 ∈ C is
non-zero (and thereby of modulus one). Consequently, the monomial unitaries in M
are precisely the elements of the subgroup
µXid
 µ ∈ T, 0 ≤ i < d .
It is straightforward that the quotient of this subgroup by T · Id is isomorphic to the
cyclic group Z/d.
(via)⇒ (va). Let v1 ∈ M∩Wd represent a generator of W(Dd,M)/T ∼= Z/d. We
can assume without loss of generality that vd1 is the unit matrix. We have v1Ddv∗1 = Dd
by definition of v1, so we only need to show that v1 generates the masa M. Since v1 is
a monomial unitary, it acts on the standard orthonormal basis e by v1 zi = λizσ(i) for
a permutation σ ∈ Sd and weights λ0, . . . ,λd−1 ∈ T. In order to prove that v1 gener-
ates M, it suffices to show that the permutation σ is cyclic. It is then straightforward
to check that the powers Id, v1, . . . , vd−11 are pairwise Hilbert-Schmidt orthogonal and
hence span the masa M.
For a moment, suppose σ is not cyclic. Then it has a proper subcycle
i0 → σ(i0)→ σ2(i0)→ . . . → σa(i0) = i0
of length 1 ≤ a < d, having no sub-subcycles, that is σm(i0) ̸= i0 for all 0 < m < a
(i0 ∈ {0, . . . , d − 1}). Moreover, σ also performs a permutation on the d − a points
not lying on this subcycle, whose order r ∈ N thus divides d− a and, since we have
σd = id, also d. Accordingly, there are factors s, t ∈ N such that rs = d− a and rt = d.
Subtracting the first from the second equation, we see that a is a multiple of r, leading
to the identity σa = id. For this reason, va1 is then a diagonal matrix. Now a conjugation
by a diagonal matrix induces a trivial action on the masa Dd, and so this immediately
implies the isomorphism
W (Dd,M) / (T · Id) ∼= Z/a,
contradicting condition (via).
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By now we have verified all implications on the left-hand side of the scheme at the
beginning of this proof. The missing implications on the right-hand side easily follow
from what we have already shown, by applying the unitary conjugation a → u∗au,
a ∈ Md(C). For the implication (vib) ⇒ (vb) for instance, first apply the conjugation
u∗ · u, then use implication (via) ⇒ (va), replacing M by M′ = u∗Ddu, finally re-
conjugate by u · u∗. The other missing implications are checked similarly.
Condition (vi) of the previous theorem can be found in S. Popa’s article [83], and
items (via) and (vib) respectively have been formulated by A. Munemasa and Y. Wata-
tani in [76], using a result from [31]. However, our techniques to prove the equivalences
(i) ⇔ (vi) ⇔ (via) are at some points different from the ones used in the mentioned
papers. Our result concerning the implication (via) ⇒ (i) is slightly stronger, for the
authors of the paper [31] presume the quasi-orthogonality of the pair of masas consid-
ered for this implication.
As we will see in the next section, items (va) and (vb) respectively link standard
pairs of masas to the subject of C∗-dynamical systems and thereby to crossed products of
C∗-algebras. For now, we will focus on the question whether and in which dimensions
there are non-standard pairs of quasi-orthogonal masas. You will not find examples in
the smallest dimensions.
Observation 2.4.8. All pairs of quasi-orthogonal masas in M2(C) and M3(C) are stan-
dard pairs.
Proof. Let {D2,M[u]} be a pair of quasi-orthogonal masas in M2(C) and define a uni-
tary v = uσz u∗ ∈ M. (Then {v, I2} is the basis uw2 u∗ ofM[u] as defined in Proposition
1.4.3.) The matrix v is obviously trace-free. Therefore Corollary 2.2.15 applies, so all di-
agonal elements of v are zero. In other words, the masa M is generated by a unitary
monomial matrix, hence condition (va) of Theorem 2.4.7 is fulfilled and {D2,M[u]} is
a standard pair.
Now consider a quasi-orthogonal masa pair {D3,M[u′]} in M3(C), equipped with
the product orthonormal basis u′ w2 u′∗ = {v′, v′2, I3}. As above, we know from Corol-
lary 2.2.15 that all diagonal elements of v′ are zero, so we can write
v′ =
 0 ν01 ν02ν10 0 ν12
ν20 ν21 0

for certain complex entries vij ∈ C. By the same argument, the diagonal elements of
(v′)2 are zero. A calculation reveals that this asserts
ν01ν10 = ν02ν20 = ν12ν21 = 0.
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First suppose that ν01 equals zero. Then we get ν02 ̸= 0 and ν21 ̸= 0 since v′ is unitary.
The last equation then implies ν20 = ν12 = 0, hence v′ is a monomial matrix in this case.
A similar argumentation shows that v′ is monomial as well if ν01 is not zero. As in the
case of M2(C), condition (va) of Theorem 2.4.7 now ensures that the pair {D3,M[u′]}
is standard.
The smallest examples of non-standard quasi-orthogonal masa pairs occur in the
complex 4×4-matrices.
Example 2.4.9. Let M ⊂ M4(C) be the ∗-subalgebra generated by the unitary mono-
mials
v0 = I2 ⊗ σx =

0 I2
I2 0

and v1 = σx ⊗ I2 =

σx 0
0 σx

ThenM is a masa and the pair {D4,M} forms a non-standard pair of quasi-orthogonal
masas.
Proof. The generators v0 and v1 commute, and since both v0 and v1 are self-adjoint
and their squares are the unit matrix, the ∗-algebra A∗(v0, v1) is linearly spanned by
v0, v1, v0v1 and I4. It presents no difficulty to verify that these elements are pairwise
quasi-orthogonal, whence M is a masa. It is moreover straightforward that a linear
combination
λ0v0 + λ1v1 + λ2v0v1 + λ3I4
of the matrices above is monomial if and only if precisely one of the complex coeffi-
cients λ0, . . . ,λ3 ∈ C is non-zero. As each of the matrices v0, v1 and v0v1 generates
only a two-dimensional subspace of M, the latter cannot be generated by a single mo-
nomial matrix. This contradicts item (va) of Theorem 2.4.7, so Dd and M do not form
a standard pair.
Uffe Haagerup demonstrated in [44] that there are in fact uncountably many in-
equivalent non-standard pairs {Dd,M} of quasi-orthogonal masas whenever the di-
mension d is not prime. We cite this result in the next proposition, and shortly sketch
our own proof—which is slightly different from Haagerup’s, but boils down to same
idea—in the Appendix.
Proposition 2.4.10 (Haagerup 1996). Let d ∈ N be the product of two non-trivial factors
a, b ∈ N. Then there are uncountably many pairwise inequivalent pairs of quasi-orthogonal
masas in the matrix algebra Md(C). Accordingly, uncountably many of these pairs are non-
standard.
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A sketch of the proof is provided in the Appendix on pages 216-217. 
At this point, one may be tempted to guess that all pairs of quasi-orthogonal masas
are standard in prime dimensions. This had in fact been a long-standing conjecture,
brought forward by Popa in [83]. However, it turned out to be false.
• In 1990, P. de la Harpe and V. Jones constructed non-standard pairs of quasi-
orthogonal masas for all dimensions d ≥ 7, d ≡ 1 mod 4 ([31]), borrowing tech-
niques from the area of the so-called strongly regular graphs to this aim.
• Using similar techniques, Munemasa and Watatani ([76]) showed in 1992 that
there are non-standard pairs of quasi-orthogonal masas in all dimensions d ≥ 7,
d ≡ 3 mod 4.
After these results had been established, the only dimension where the existence of
non-standard pairs remained unclear was d = 5. This gap was filled by Haagerup in
1996, when he proved, using elementary but extraordinarily extensive computations,
that all quasi-orthogonal pairs in M5(C) are standard (see [44]). We recapitulate the
results above, including Observation 2.4.8 and Proposition 2.4.10, in the following
Fact 2.4.11. All pairs of quasi-orthogonal masas in M2(C), M3(C) and M5(C) are stan-
dard. In all other dimensions, there are non-standard pairs of quasi-orthogonal masas.
2.5 Excursion: Standard pairs of masas and crossed products
In short, a crossed product C∗-algebraA⋊G is built out of a C∗-algebraA and a locally
compact group G acting on A. One of the most elementary examples is the crossed
product C∗-algebra C∗(Z/d) ⋊Z/d of the group C∗-algebra C∗(Z/d) by the cyclic
groupZ/d, which is—provided the group action is injective—isomorphic to the matrix
algebra Md(C).
We have seen in Theorem 2.4.7 that a standard pair of masas in Md(C) “models” an
action of Z/d on the diagonal masa Dd, and this fact links standard masa pairs to the
topic of crossed products. In the present section, we outline the connection between
a canonical matrix representation of the group C∗-algebra C∗(Z/d) and the crossed
product C∗(Z/d)⋊Z/d on the one hand, and the standard masa pair {Dd,A∗(Xd)},
investigated in the previous section, on the other.
It is understood that our introduction of the basic ingredients, namely the group C∗-
algebra C∗(Z/d), its GNS-representation, C∗-dynamical systems, and (C∗-algebraic)
crossed products, must be very rough. Many introductory textbooks on C∗-algebras
(see e.g. [15] or [77]) cover these topics. For a special introduction to crossed products,
see for instance the book [111] by Dana P. Williams. Definition 2.5.1 and Propositions
2.5.2 and 2.5.3 are adoptions from this textbook.
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A very short introduction to crossed products
A C∗-algebraA is an involutive complex algebra endowed with a submultiplicative
norm ∥·∥ and complete w.r.t. the latter (i.e. a Banach algebra), that moreover satisfies
the C∗-condition, that is
∥a∗a∥ = ∥a∥2 for all a ∈ A.
Conversely, any norm on a ∗-algebra obeying this condition is called C∗-norm. For
instance, the matrix algebra Md(C), endowed with the standard involution and matrix
norm, is a C∗-algebra. More general, the set of bounded linear operators on any Hilbert
space is a C∗-algebra.
A group action of a (locally compact) group G on a C∗-algebra A is a continuous
group homomorphism α : G → Aut A, i → αi. The triple (A, G, α) is called a C∗-
dynamical system. The basic idea behind the concept of crossed product C∗-algebras is
to make the ∗-automorphisms α(G) ⊂ Aut A of a dynamical system inner, that is to
construct a C∗-algebra containing both a copy ofA and unitaries {ui | i ∈ G} such that
the action α is implemented by the identity αi(a) = uiau∗i for all a ∈ A. (To be precise,
this generally applies only for the multiplier algebra of the crossed product A⋊ G, but
this shall not bother us here.)
For the rest of this section, we consider a dynamical system (A, G, α) with a finite
abelian group G to keep things easy. Furthermore, let H be a separable complex Hilbert
space and B(H) the C∗-algebra of bounded linear operators on H. We only need a
few ingredients to construct the crossed product A⋊α G. Let us start with a so-called
covariant representation.
Definition 2.5.1. A covariant representation of a dynamical system (A, G, α) is a pair
(π, u) consisting of a ∗-representation π : A → B(H) and a unitary group representation
u : G → U (H), i → ui, such that the “covariance relation”
π (αi(a)) = uiπ(a)u∗i
holds for all i ∈ G and a ∈ A.
The crossed product also involves the ∗-algebra C(G,A) of continuous functions
from G to A. One defines a convolution product and an involution for C(G,A) simi-
larly as for the convolution algebra L1(G), but “twisted” by the automorphism α, that
is one sets
f ∗ g(i) = ∑
j∈G
f (j)αj (g(i− j)) and f ∗(i) = αi ( f (−i)) (2.11)
for all elements i ∈ G and functions f , g ∈ C(G,A). A norm on C(G,A) is given by
∥ f ∥1 = ∑i∈G ∥ f (i)∥, where ∥·∥ is the C∗-norm onA. For every covariant representation
(π, u) of G, there is an associated ∗-representation of C(G,A).
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Proposition 2.5.2. If (π, u) is a covariant representation of a C∗-dynamical system (A, G, α)
on the Hilbert space H, then the mapping
π⋊ u : C(G,A) −→ B(H),
f →−→ ∑
i∈G
π ( f (i)) ui
defines a ∗-representation of C(G,A), which is norm decreasing with respect to the L1-norm
∥·∥1 on C(G,A) and the operator norm on B(H). We call π⋊ u the integrated form of the
representation (π, u).
We have now collected all ingredients to define the crossed product A⋊α G.
Proposition 2.5.3. Let (A, G, α) be a dynamical system and endow the function algebra
C(G,A) with the twisted multiplication and involution introduced in equations (2.11). To
each function f ∈ C(G,A), we assign a non-negative real number by setting
∥ f ∥ = sup {∥π⋊ u( f )∥ | (π, u) covariant representation of (A, G, α)} .
This assignment defines a C∗-norm on the ∗-algebra C(G,A), called the universal norm. The
completion of C(G,A) with respect to the universal norm is a C∗-algebra, the so-called crossed
product of A by G, denoted by A⋊α G.
Certainly, the propositions above contain a lot of explicit and implicit assertions in
need of further remarks and proofs. However, this is not our business here. We refer
to [111] for the details.
The GNS-representation of the group C∗-algebra C∗(Z/d)
For a general locally compact group G, the group C∗-algebra C∗(G) is defined as the
completion of the convolution algebra L1(G) with respect to the so-called universal C∗-
norm (defined similarly as in Proposition 2.5.3). If G happens to be discrete and finite,
this completion is trivial, and moreoever the algebra L1(G) coincides with the ordinary
group algebra C[G]. On the whole, we thus have the identities
C∗(G) = L1(G) = C[G].
The C∗-algebra C∗(G) is endowed with the convolution product
f ∗ g(i) = ∑
j∈G
f (j)g(i− j)
and the pointwise involution f ∗(i) = f (−i) for all i ∈ G and f , g ∈ L1(G).
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Our next goal is to establish an isomorphic representation of C∗(Z/d) as an algebra
of operators on a Hilbert space. The well-known GNS-construction offers a canonical
way to find such (irreducible and isomorphic) ∗-representations of C∗-algebras. We
omit the details of this technique, which is based on states on C∗-algebras (see for in-
stance [77, section 3.4]), and simply present the resulting ∗-representation instead.
Following the lines of the GNS-construction for the C∗-algebra C∗(Z/d), one first
takes the set of L2-functions onZ/d as Hilbert space H0 for the desired representation.
This is once more the set of mappings { f : Z/d → C}, but this time equipped with a
scalar product given by
( f | g) = ( f ∗ g∗)(0)
and an associated L2-norm
∥ f ∥2 =

( f ∗ f ∗)(0)
for all functions f , g ∈ H0 = L2(Z/d).
A faithful (i.e. injective) ∗-representation of C∗(Z/d) as ∗-subalgebra of linear op-
erators on H0 is then given by
π0 : C∗(Z/d) −→ B(H0),
f →−→ π0( f ), π0( f ) g = f ∗ g for all g ∈ H0.
The Hilbert space H0 being isomorphic to Cd, the image of the representation π0 can
be considered as a ∗-subalgebra of the complex d×d-matrices. Since the group C∗-
algebra C∗(Z/d) is abelian and of dimension d, the image π0(C∗(Z/d)) moreover is
a d-dimensional abelian ∗-subalgebra, hence a masa in Md(C). You may agree that a
representation of C∗(Z/d) as diagonal matrices would be a natural choice.
The characteristic functions δ0, . . . , δd−1 ∈ L2(Z/d), given by
δi(j) =

1 if i = j,
0 else,
form an orthonormal basis of H0, and one might at first be tempted to identify this
basis with the standard orthonormal basis e = (z0, . . . , zd−1) of Cd. However, it turns
out that the image of π0 is not the diagonal masa under this choice. To achieve this goal,
one has to choose as orthonormal basis of H0 the dual basis to the one above, given by
the elements
z˜i =
1√
d
d−1
∑
j=0
ζ
−ij
d δj
for all indices 0 ≤ i < d, and identify H0 and Cd via the assignment z˜i → zi.
66
2.5. Excursion: Standard pairs of masas and crossed products
Clearly the basis elements z˜i serve as generators of the C∗-algebra C∗(Z/d) as well,
where we renormalise them w.r.t. the L1-norm to q˜i =
√
1/d z˜i. An explicit computation
reveals that the elements q˜, . . . , q˜d−1 are pairwise orthogonal minimal projections. The
action of an operator π0(q˜i) on a basis vector z˜j computes to
π0(q˜i) z˜j(m) =
1√
d
z˜i ∗ z˜j (m) = . . . =
 1√dζ
−jm
d = z˜j(m) if i = j,
0 else
for all i, j, m ∈ Z/d, so that we end up with
π0(q˜i) z˜j =

z˜j if i = j,
0 else.
This shows that the C∗-algebra C∗(Z/d) is mapped to the diagonal masa Dd in the
chosen matrix representation. Moreover, we have identified the generating minimal
projections qi of the diagonal masa and q˜i of C∗(Z/d) for all 0 ≤ i < d.
At last, let us compute the image of the canonical generator δ1 ∈ C∗(Z/d) under
the ∗-representation π0.
π0(δ1) z˜i(m) =
1√
d
d−1
∑
j=0
ζ
−ij
d δ1 ∗ δj(m)  
=δj+1(m)
= ζ id z˜i(m) for all i, m ∈ Z/d
⇒ π0(δ1) = Zd
(Recall that Zd ∈ Dd denotes the clock matrix introduced in Example 1.4.2.)
The crossed product C∗(Z/d)⋊Z/d
Now let us consider a group action α : Z/d → Aut C∗(Z/d) which is injective, so that
the subgroup α(Z/d) ⊂ Aut C∗(Z/d) is isomorphic to Z/d.
As we have observed in Section 1.2 (see Lemma 1.2.5 and Remark 1.2.6), the ∗-auto-
morphisms of the masa Dd correspond to permutations of the minimal projections qi,
and this clearly carries over to C∗(Z/d). As a consequence, the action of the automor-
phism α1 = α(1) is defined by the formula α1(q˜i) = q˜σ(i) for a permutation σ ∈ Sd.
By the injectivity of the action α, the group of automorphisms α(Z/d) is of order d.
Since this group is generated by α1, the permutation σ must be cyclic, for otherwise the
order of α1 would be less than d. (A short argument for this last statement can be found
in the proof of Theorem 2.4.7, implication (via)⇒ (va).) Possibly after a renumeration
of the generators, we can assume σ(i) = i + 1 mod d for all i ∈ Z/d.
For a general function f ∈ C∗(Z/d), the action of α1 is then given by the formula
(α1 f )(i) = f (i− 1) for all i ∈ Z/d. (2.12)
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According to Proposition 2.5.3, the crossed product C∗(Z/d) ⋊α Z/d equals the
∗-algebra C(Z/d, C∗(Z/d)) (equipped with the universal C∗-norm), because no com-
pletion is necessary in this finite-dimensional situation. We express the elements in
C(Z/d, C∗(Z/d)) as d-tuples of functions in C∗(Z/d), and embed the latter as follows.
C∗(Z/d)
ι
↩→ C(Z/d, C∗(Z/d))
f →−→ ( f , 0, . . . , 0)
The crossed product contains a unitary making the ∗-automorphism α inner, namely
u = (0, δ0, 0, . . . , 0). In fact, the conjugation u · u∗ on the embedding ι(C∗(Z/d)) com-
putes to
(0, δ0, 0, . . . , 0) ∗ (q˜i, 0, . . . , 0) ∗ (0, δ0, 0, . . . , 0)∗
= (0, δ0 ∗ α1(q˜i)  
=q˜i+1
, 0, . . . , 0) ∗ (0, . . . , 0, δ0) = (q˜i+1, 0, . . . , 0).
We define an injective unitary representation u : Z/d → Ud by setting ui = Xid,
where Xd denotes the shift matrix introduced on page 30. Then (π0, u) is a covariant
representation of the C∗-dynamical system (C∗(Z/d),Z/d, α), since the covariance re-
lation is satisfied (cf. Definition 2.5.1): for all i, j ∈ Z/d, one computes
π0

αj (q˜i)

= π0

q˜i+j

= qi+j = X
j
d qi X
−j
d = uj π0(q˜i) u
∗
j .
The integrated form of (π0, u) maps the crossed product C∗(Z/d)⋊α Z/d to the
matrix algebra Md(C) as follows.
π0⋊ u : C∗(Z/d)⋊α Z/d −→ Md(C)
( f0, . . . , fd−1) →−→ ∑
i∈Z/d
π0 ( f (i)) Xid
(2.13)
Obviously, the dimension of the crossed product C∗(Z/d) ⋊α Z/d equals d2. In
order to prove that the ∗-representation π0 ⋊ u is an isomorphism, it therefore suffices
to check its surjectivity. To this aim, we combine the identity π0(δ1) = Zd, computed at
the end of the previous subsection, with the action of the integrated form π0 ⋊ u. We
thereby obtain the equalities
π0⋊ u(0, . . . , 0, δ1 ∗ . . . ∗ δ1  
j foldings, ith pos.
, 0, . . . , 0) = ZjdX
i
d
for all 0 ≤ i, j < d, and we have convinced ourselves in Example 2.2.16 that the mono-
mials on the right-hand side span the whole matrix algebra Md(C).
As a remark, recall that ∗-isomorphisms between C∗-algebras are automatically iso-
metric, that is we have ∥π0⋊ u(a)∥ = ∥a∥ for all elements a ∈ C∗(Z/d)⋊α Z/d.
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Summary 2.5.4 (A canonical representation of the crossed product C∗(Z/d)⋊Z/d).
We use the notations introduced in this section. Consider the C∗-dynamical system
(C∗(Z/d),Z/d, α), where
α : Z/d −→ Aut (C∗(Z/d))
is an injective group action, so that w.l.o.g., α1 is the cyclic shift on the minimal projec-
tions q˜0, . . . , q˜d−1 ∈ C∗(Z/d). As before, denote
• the standard GNS-representation π0 : C∗(Z/d)→ Md(C),
• the unitary u = (0, δ0, 0, . . . , 0) ∈ C∗(Z/d)⋊α Z/d, and
• the unitary ∗-representation u : Z/d → Ud, defined by ui = Xid for i ∈ Z/d.
Then the ∗-automorphism α1 is represented by conjugation with the unitary u inside
the crossed product C∗(Z/d)⋊α Z/d. Moreover, the pair (π0, u) is a covariant repre-
sentation of the dynamical system (C∗(Z/d),Z/d, α), the associated integrated form
π0⋊ u is an isomorphic ∗-representation, and the following diagram commutes.
α1( f )_

 // u ∗ ( f , 0, . . . , 0) ∗ u∗
_

δ1_

C∗ (Z/d)
π0 ∼=

  ι // C∗ (Z/d)⋊α Z/d
π0⋊u ∼=

u_

Zd Dd   ⊂ // Md(C) Xd
π0 ◦ α1( f ) Xdπ0( f )X∗d
Figure 2.3: The crossed product C∗(Z/d)⋊Z/d
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Chapter 3
Families of pairwise
quasi-orthogonal masas
This chapter is concerned with families of more than two pairwise quasi-orthogonal
masas in the d×d-matrices. As in the previous chapters, we start with a motivating
section, outlining a central connection between so-called complete families of pairwise
quasi-orthogonal masas and quantum physics.
In Section 3.2, we generalise the equivalence relation given for masa pairs in Section
2.4 to general families, and specify the mathematical notion of complete and maximal
quasi-orthogonal masa families. We will present the basic facts known concerning this
matter and a couple of open questions, among them the famous MUB-problem. Apart
from that, we cite the standard construction of complete quasi-orthogonal masa fam-
ilies in prime dimensions and give examples of non-completable, inequivalent and
non-standard quasi-orthogonal masa families.
Constructions of complete quasi-orthogonal masa families in general prime power
dimensions are presented in Section 3.3. We conclude this chapter with an essentially
different construction of quasi-orthogonal masa families which is known if the dimen-
sion is a square number (Section 3.4).
3.1 Motivation: Optimal state-determination of quantum
systems
The density matrix
It is a deep philosophical question how to interpret the probabilistic nature of a single
quantum mechanical measurement, as described in Section 1.1. This aspect is of course
not addressed in this work, and there is no general consensus in the scientific commu-
nity about it. Nevertheless, let us at least mention two interpretations of this (appar-
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ent) randomness which are commonly excluded. It does neither stem from statistical
effects—i.e. the uncertainty of the outcome is inherent to one single physical system—,
nor from an inability to perform exact measurements due to a lack of technical means
or knowledge etc.
Anyway, what one observes in experimental contexts is almost never only one sin-
gle quantum mechanical system. Normally physicists deal with so-called statistical
ensembles, containing a large number of identical quantum systems (think e.g. of a flow
of identical particles arriving at a detector in an accelerator). These systems are gener-
ally not in the same state, and this is what physicists call an ensemble in a mixed state.
(By contrast, the state of one single system is said to be pure.) The overall state of the
ensemble is described by a density matrix. In the sequel, we explain the concept of the
density matrix by an easy example.
Suppose a large number of N identical d-dimensional quantum systems is prepared
by a pre-measurement of an observable a, having a basis a = (x0, . . . , xd−1) of eigen-
states in Cd1. For simplicity, let us think of N microscopic particles. Then for each
0 ≤ i < d, a number of ni particles is prepared in an eigenstate xi, where the num-
bers ni clearly sum up to N. Afterwards, a detector measures a physical quantity
corresponding to an observable b, with eigenstates y0, . . . , yd−1 ∈ Cd1 and eigenval-
ues µ0, . . . , µd−1 ∈ R. (As in Sections 1.1 and 2.1, we assume that the spectrum of the
operator b is non-degenerated for simplicity.) Now the outcome of the second mea-
surement is probabilistic in two ways. A particle arrives at measurement b in a state xi
with probability ρi = ni/N for 0 ≤ i < d, and then the probability of detecting a final
state yj0 (a value µj0 respectively) is given by |(xi|yj0)|2 for all 0 ≤ j0 < d. All in all, the
probability to detect a final state yj0 is given by
P(j0) =
d−1
∑
i=0
ρi
xi  yj02 (3.1)
for each 0 ≤ j0 < d. It is straightforward that P : {0, . . . , d − 1} → R+0 defines a
probability measure. Figure 3.1 depicts the measurement of a mixed quantum state,
prepared by a measurement of a. For clarity, we have added a virtual “filter” letting
only pass particles in state y0 after measurement b.
In this example, the density matrix (or density operator—recall that we always
identify linear operators on Cd and the complex d×d-matrices) of the ensemble after
the pre-measurement a is given by
r =
d−1
∑
i=0
ρi pxi ,
where pxi ∈ Md(C) is the ortho-projection onto the span of xi for all 0 ≤ i < d. As
you can easily check, the probability (3.1) of detecting a state yj0 by measuring b is then
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b ∼ n0 |(x0 | y0)|2 particles
b ∼ n1 |(x1 | y0)|2 particles
stream of N
particles
a
n0 particles
in state x0
n1 particles
in state x1
nd−1 particles
in state xd−1
b ∼ nd−1 |(xd−1 | y0)|2 particles
pre-measurement measurement altogether ∑
d−1
i=0 ni |(xi | y0)|2
particles in state y0
y0-pass-filter
Figure 3.1: Measurements of mixed quantum states
alternatively calculated by the formula
P(j0) =

r yj0
 yj0 . (3.2)
The striking advantage of the concept of the density matrix is that the basis a we have
started with does no longer occur in equation (3.2). This gives rise to the following
definition.
Definition 3.1.1. A matrix r ∈ Md(C) is called density matrix if it is self-adjoint and
positive semi-definite (that is, the spectrum is included in R+0 ), and if moreover the (non-
normalised) trace of r equals one.
The trace condition Tr(r) = 1 reflects that a density matrix describes a probability
distribution. In actual experimental situations, the determination (or better to say es-
timation, see further below) of the density matrix is the best information one can hope
for to describe the physical behaviour of the quantum mechanical ensemble. In general,
its “inner reality” is inaccessible, as the following example illustrates.
73
Chapter 3. Families of pairwise quasi-orthogonal masas
Example 3.1.2. Let A and B denote two ensembles of a large number of N identical
two-dimensional quantum systems. For a fixed orthonormal basis of states z0, z1 ∈ C2,
suppose that one half of the particles of system A is in state z0, the other half in state
z1. All particles of system B, by contrast, are in the state 1/√2(z0 + z1). Then both
ensembles have the same density operator, represented w.r.t. the orthonormal basis
(z0, z1) by
rA = rB =

1/2 0
0 1/2

.
Experimental determination of the density matrix
To determine the state of a quantum mechanical ensemble is to determine its density
matrix. Surely this is a statistical task, so the actual goal is to estimate the density matrix
(of the initial ensemble) which as much accuracy as possible.
The measurement of one observable on a large number of particles will surely not
do the trick, for this will at least allow to determine d dimensions of the density matrix
r ∈ Md(C). The measurement process must thus surely involve a number of different
observables.
Let us start with the theoretical framework. In Md(C), consider m self-adjoint ma-
trices b0, . . . , bm−1 ∈ Md(C) with non-degenerated spectra. For each 0 ≤ k < m, let
p(k)0 , . . . , p
(k)
d−1 ∈ Md(C)
be the minimal projections onto the eigenspaces of bk, furthermore denote the masas
Mk = A∗

p(k)0 , . . . , p
(k)
d−1

.
Since the real (that is to say self-adjoint) parts M(sa)k = spanR(p(k)0 , . . . , p(k)d−1) of these
masas overlap in R · Id, the dimension of the real space generated by them is at most
m(d− 1) + 1. A necessary condition for this span to contain all self-adjoint matrices in
Md(C) thereby is m(d− 1) + 1 ≥ d2 and thus m ≥ d+ 1. From here on, we will assume
m = d + 1 as well as
spanR

M(sa)0 , . . . ,M(sa)d

= Md(C)(sa), (3.3)
where Md(C)(sa) is the real vector space of self-adjoint matrices inside Md(C).
Fix an orthonormal basis of matrices bk = (s
(k)
1 , . . . , s
(k)
d−1) for each of the subspaces
M(sa)k ⊖R. Then
B = b0 ∪ . . . ∪ bd
is a basis for the (d2 − 1)-dimensional real vector space R = Md(C)(sa) ⊖R · Id, and
a given density matrix r is completely determined by its coefficients w.r.t. B (the trace
condition for r telling us the “missing” coefficient (r|Id) = 1/d).
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Suppose your aim as an experimental physicist is to determine the original density
matrix r of a large ensemble of quantum systems (e.g. particles). As the considerations
above show, your experimental setup will need d + 1 different measurement devices,
corresponding to observables b0, . . . , bd ∈ Md(C) (for practical reasons, you will surely
avoid the need of more observables), further the “span condition” (3.3) must be fulfilled.
For each 0 ≤ k ≤ d, we set
rk = PM(sa)k ⊖R·Id
(r).
By the span condition, there are coefficients λi,k ∈ R such that
r =
d
∑
k=0

d−1
∑
i=1
λi,ks
(k)
i

  
=rk
+
1
d
Id (3.4)
For each 0 ≤ k ≤ d, you will perform a number of measurements of the observ-
able bk. The “raw data” you receive from these measurement sequences are relative
frequencies of the outcomes of the bk, that is estimations for the probabilities
µi,k =

r y(k)i
 y(k)i  = d · rp(k)i  p(k)i 
HS
∈ [0, 1],
where the unit vectors y(k)i ∈ Cd span the images of the respective projections p(k)i (cf.
equation (3.2)).
Since the coefficients µ0,k, . . . , µd−1,k determine the element rk for each 0 ≤ k ≤ d,
the detected frequencies allow to compute statistical estimators λ˜1,k, . . . , λ˜d−1,k for the
actual coefficients λi,k defined by equation (3.4). On the whole, the measurements of
the observables b0, . . . , bd produce an estimator (a statistical vector)
r˜ =
d
∑
k=0
d−1
∑
i=1
λ˜i,ks
(k)
i +
1/d
for the “original vector”, that is the density matrix r. This is displayed in Figure 3.2,
where an imaginary “splitting device” is added for clarity.
Optimal state determination
It goes without saying that every experimentalist will simultaneously aim to minimise
the total number of measurements and to maximise the precision of the outcome. This
is the idea of an optimal state determination. In 1989, the physicists W. K. Wootters and
B. D. Fields described how unbiased observables permit to achieve a quantal state deter-
mination which is optimal in a precise mathematical sense ([114]). The measurement
process from above is described in their article as well. For the rest of the section, we
will briefly outline how to optimise this process. We keep all notations as above.
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b0 // estimators λ˜1,0, . . . , λ˜d−1,0

b1 // estimators λ˜1,1, . . . , λ˜d−1,1
  
ensemble
of (d + 1)N
particles
“splitting
device”
N particles
N particles
N particles
estimator r˜ for r
bd // estimators λ˜1,d, . . . , λ˜d−1,d
EE
Figure 3.2: Quantum state determination
After sufficiently many measurements of the observables bk, the outcomes of each
estimator λ˜i,k can be approximated by a Gaussian normal distribution centred at the
original value λi,k. Thereby the results for the statistical vector r˜ will be spread around
the original vector r according to a multi-dimensional Gaussian distribution.
Figure 3.3: Uncertainty
intervals
The crucial question is how to achieve the maximal cer-
tainty for the estimator r˜. Let us first recall how the degree of
certainty is usually quantified in this context.
In the case of the statistical estimation for a single real
parameter λ ∈ R, approximately given by a Gaussian distri-
bution G : R → [0, 1], the uncertainty interval is the smallest
interval I ⊂ R such that the inequality G(t) ≥ 1/e Gmax holds
for all t ∈ I, where Gmax is the absolute maximum of the
distribution G (see Figure 3.3). It comes as no surprise that
the narrower the uncertainty interval, the more precise the
estimation can be considered to be.
For multi-dimensional Gaussians Gd : Rd → [0, 1], this is
generalised to an uncertainty volume V, which is the volume
of the smallest rectangular parallelepiped V ⊂ Rd contain-
ing the (ellipsoidal) region of all points x ∈ Rd satisfying
the inequality G(x) ≥ 1/e Gmax. It would lead too far to de-
fine and to determine this parallelepiped in detail; we refer
to textbooks on advanced probability theory to this end.
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There is only one fact which is important to us here: the uncertainty volume is min-
imal for a d-dimensional normal distribution G if and only if the latter is the (rescaled)
product of one-dimensional Gaussians on pairwise orthogonal real axes. If by con-
trast G is the amalgamation of the same one-dimensional Gaussians over non-orthogonal
axes, then the growth of the uncertainty volume is proportional to the axes’ proximity
to being orthogonal. Figure 3.4 illustrates this fact (in a strongly simplified manner) for
the case d = 2.
Figure 3.4: Uncertainty
volumes
In the quantum state determination considered here, the
individual measurements bk produce (d − 1)-dimensional
Gaussians G˜k : ⟨bk⟩ → [0, 1] for all 0 ≤ k ≤ d. These Gaussian
distributions are symmetric (as in the upper graph of Figure
3.4). One can show that therefore their uncertainty volume
Vk ⊂ ⟨bk⟩ is independent of the choice of the orthonormal ba-
sis bk. Now the measurement bk yields no information about
all other dimensions of the density matrix r. As a conse-
quence, the probability density resulting from measurement
bk for the whole spaceR is given by the (rescaled) product of
G˜k by a uniform distribution (on a reasonably large cuboid)
on the complementary space R⊖ ⟨bk⟩. We denote the result-
ing Gaussian on R by Gk. The overall normal distribution
G on Rd
2−1 of the estimator r˜ is now the (rescaled) product
of the individual distributions Gk, since these are independent
due to the experimental situation.
Here comes the crucial point: the overall uncertainty vol-
ume V for the estimator r˜ is, as explained above, minimal if
and only if G is the product of Gaussians on axes being pair-
wise orthogonal. In our situation, this is equivalent to the
mutual orthogonality of the operator bases b0, . . . , bk. In other
words, the uncertainty volume for the estimator r˜ is minimal if
and only if the masas M0, . . . ,Md are pairwise quasi-orthogonal.
As a matter of course, there are formulas quantifying the
amount of gained information corresponding to the uncer-
tainty volume. To keep things short, we omit this aspect here
and refer the reader to [114] for the particulars.
The volume V naturally also depends on the uncertain-
ties Vk of the individual measurements bk. However, these
uncertainties depend on the measured ensemble, which is
of course a priori unknown, and can thus not be taken into
account. Hence, the optimal preparation of the overall mea-
surement with respect to an unknown ensemble of quantum
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systems is to take pairwise quasi-orthogonal masas Mk, i.e. pairwise unbiased bases
for the respective observables.
Let us finally remark that for the experimental situation we consider here, detailed
computations show that V is proportional to the fraction
∏dk=0 Vk
vol(b0, . . . , bd)
,
where the denominator designates the volume of the parallelepiped spanned by the
unit vectors of the bases bk. This leads to the same conclusions as above: the factors
of the enumerator depend on the actual ensemble—which is unknown—, so the only
way for the experimenter to minimise the overall uncertainty volume V is to maximise
the denominator. It is well-known (or can be proved without difficulty by an induction
argument) that the volume of the corresponding parallelepiped is maximal precisely if
the unit vectors spanning it are pairwise perpendicular.
3.2 Maximal and complete families of pairwise
quasi-orthogonal masas and the MUB-Problem
From pairs of quasi-orthogonal masas, considered in Chapter 2, we will come to gen-
eral families {M0, . . . ,Mn−1} of pairwise quasi-orthogonal masas (n ∈N) in this sec-
tion. We will name such sets quasi-orthogonal masa families for short. The correspond-
ing families of pairwise unbiased bases a0, . . . , an−1 of the Hilbert space Cd are usually
called sets of mutually unbiased bases or MUBs.
As for pairs, we do not want to distinguish between masa families coinciding up to
their order and an overall unitary conjugation. This leads to the following generalisa-
tion of Definition 2.4.1.
Definition 3.2.1. In Md(C), consider two families of masas F = {M0, . . . ,Mn−1} and
G = {N0, . . . ,Nn−1} of the same length n ∈ N. We say these families are equivalent or
isomorphic if there is a permutation σ ∈ Sn and a unitary matrix u ∈ Ud such that the
identities Ni = uMσ(i)u∗ apply for all indices 0 ≤ i < n.
This definition is equivalent to the one brought forward by Calderbank et al. in
[23], although the authors use a completely different terminology. Similarly as in the
case of pairs of quasi-orthogonal masas, the equivalence relation defined above always
allows us to assume that a given family of pairwise quasi-orthogonal masas contains
the diagonal masa.
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Complete quasi-orthogonal masa families and the MUB-Problem
What is the maximal length of a quasi-orthogonal family of masas inside the matrix
algebra Md(C)? To answer this question, observe that given a quasi-orthogonal family
{M0, . . . ,Mn−1} in Md(C), the (d− 1)-dimensional subspaces
M0 ⊖C · Id, . . . ,Mn−1 ⊖C · Id
are pairwise Hilbert-Schmidt orthogonal by definition of quasi-orthogonality. Beyond
that, each of them is orthogonal to the line C · Id by construction. The dimension of the
complex matrix algebra Md(C) being d2, this asserts
n(d− 1) + 1 ≤ d2 and hence n ≤ d
2 − 1
d− 1 = d + 1,
where we assume d ≥ 2 for convenience. This important fact was first mentioned by P.
Delsarte, J. Goethals and J. Seidel in the year 1975 ([32]). We record it as an observation
for future reference.
Observation/Definition 3.2.2. For all d ≥ 2, a family of pairwise quasi-orthogonal masas in
Md(C) can have at most d + 1 members, in which case it is called complete.
The existence of complete quasi-orthogonal masa families in the matrix algebra
Md(C) is not at all evident for a general dimension d. As a matter of fact, such sets
can only be constructed in prime power dimensions at present—we will come to this
in Section 3.3.
The next proposition is a direct consequence of the observation we have just made,
the list of criteria for quasi-orthogonality stated in Theorem 2.2.14, and Theorem 2.3.5.
Proposition 3.2.3. For all d ≥ 2, there are at most d + 1 mutually unbiased bases for the
Hilbert space Cd and at most d mutually unbiased unitary Hadamard matrices in the unitary
group Ud. Moreover, the following assertions are equivalent for all n ≤ d + 1.
(i) There is a family of n pairwise quasi-orthogonal masas inside the matrix algebra Md(C).
(ii) There are n mutually unbiased bases for the Hilbert space Cd.
(iii) There is a family of n− 1 mutually unbiased unitary Hadamard matrices in Md(C).
(iv) There are n pairwise quasi-orthogonal conditional expectations in the algebra of linear
operators on the d2-dimensional Hilbert space Md(C).
(v) There is a set of n pairwise maximally distant points in the quotient space (on the compact
metric manifold) Md ∼= Ud/Wd, endowed with either of the metrics dexp and dmean.
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By analogy with complete families of pairwise quasi-orthogonal masas, and in re-
gard to the equivalences above, sets of d + 1 MUBs in the Hilbert space Cd, and of d
mutually unbiased Hadamard matrices in Md(C) respectively, are called complete as
well.
Let us remark that Proposition 3.2.3 is a very strong application of the masa picture.
To all appearances, it does not lie at hand how to determine an upper bound for the
length of sets of MUBs without using Observation 3.2.2 (nevertheless, there are ways,
for instance an application of the so-called Welch inequalities for Hilbert spaces, see [11]).
As explained in Section 3.1, the question whether complete sets of MUBs exist in a
given dimension arises very naturally in the context of quantum mechanics. We record
this question, known as the MUB-Problem, together with some questions linked to it.
Questions 3.2.4. Let d ≥ 2 be an arbitrary dimension.
(a) The MUB-Problem. Is there a complete set of mutually unbiased bases for the
Hilbert space Cd?
(b) If there are no complete sets of MUBs in Cd—what is the maximal number of
mutually unbiased bases?
(c) If there are complete set of MUBs in Cd—how many different classes of unitarily
inequivalent complete sets do exist?
As mentioned before, there are complete sets of MUBs in all prime power dimen-
sions. However, it is not known whether these sets are unique in dimensions d > 5.
What is more, there is so far no strict mathematical proof that there are dimensions at all
which do not admit a complete set of MUBs. Even in dimension six, the question is still
open. Apparently Gerhard Zauner was the first to conjecture, in his thesis published
in 1999, that there is no complete set of MUBs in the Hilbert space C6, though he stated
this conjecture in terms of so-called quantum designs ([117]). Since then, many efforts
have been made; the achieved results indicate that the largest sets of MUBs in C6 most
probably contain three members. These results stem both from computer algebraic
methods (for example [19, 43, 86]) and theoretical approaches (such as [12, 13, 71–73]).
At present, many researchers in the area conjecture that there are no complete sets of
MUBs in dimensions other than prime powers.
The standard complete family of quasi-orthogonal masas in prime
dimensions
The known constructions of complete quasi-orthogonal masa families in general prime
power dimensions will be presented in Section 3.3. At this point, we will limit our con-
siderations to the easiest case that the dimension d = p is prime. There is a straight-
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forward construction of a complete set of quasi-orthogonal masas in this case, which
is often referred to as the standard complete (quasi-orthogonal) family in prime dimensions.
Like the standard pair, it was brought forward by Popa in [83]. We will present this
construction in the three pictures of quasi-orthogonal masas, unbiased bases and unbi-
ased Hadamard matrices.
Construction 3.2.5 (Popa 1983). Let p ∈ P be a prime number.
(a) For each 0 ≤ k < p, let Mk ⊂ Mp(C) be the masa generated by the unitary
monomial matrix gk = XpZkp ∈ Wd. Then
{Dp,M0, . . . ,Mp−1}
is a complete family of pairwise quasi-orthogonal masas in Mp(C).
(b) If p is odd, define diagonal unitaries wk = diag(1, 1, ζ
k∑1l=0 l
p , . . . , ζ
k∑
p−2
l=0 l
p ) and
thereby unitary Hadamard matrices
hk = wkFp =
1√
p

ζ
ij+k∑i−1l=0 l
p

0≤i,j<p
∈ Mp(C),
where k ranges from 0 to p− 1. Then the identities
gk = wkXpw∗k = wk

FpZ
∗
pF
∗
p

  
=Xp
w∗k = hkZ
∗
ph
∗
k
hold for all 0 ≤ k < p, implying Mk = M[hk ] = wkFpDpF∗pw∗k . Consequently,
{h0, . . . , hp−1} is a complete set of mutually unbiased Hadamard matrices.
If p equals two, set w0 = I2, w1 = diag(1, i), h0 = F2 and
h1 = w1F2 =
1√
2

1 1
i −i

.
Then one obtains M0 = M[h0] and M1 = M[h1], so h0 and h1 are unbiased Ha-
damard matrices in M2(C).
(c) Let ak denote the orthonormal basis given by the columns of the unitary hk for
each 0 ≤ k < p. According to item (b), each ak defines a basis of eigenvectors for
the generator gk, whence we have Mk = M[ak ]. Thereby the bases e, a0, . . . , ap−1
form a complete set of MUBs.
The complete sets defined in items (a), (b), and (c) are called standard complete families
(of quasi-orthogonal masas, MUBs and Hadamard matrices respectively) in dimension
p. In a broader sense, we call a complete family (of masas/MUBs/Hadamard matrices)
standard if it is equivalent to the family above in the corresponding sense.
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Assertions (a) and (b) of this construction are checked by pure computation; as-
sertion (c) is then immediate. Beyond that, you convince yourself that the masas Dd,
M0 and M1 from above are in fact always pairwise quasi-orthogonal, no matter if the
dimension d is prime or not, so that each dimension (except d = 1) admits at least three
pairwise quasi-orthogonal masas.
Representing the matrix algebra Md(C) as a tensor product with factors of prime
dimension, one can deduce the following corollary from Construction 3.2.5.
Corollary 3.2.6. For a natural number d ≥ 2, let p0 ∈ P be the smallest prime number
dividing d. Then there are at least p0 + 1 pairwise quasi-orthogonal masas in Md(C).
The proof can be found in the Appendix on pages 217-218. 
Note that the generators Zp, g0, . . . , gp−1 of the masas in the standard family pair-
wise commute up to a pth root of unity. This is ensured by the commutation relation
ZpXp = ζpXpZp that we have already used in the proof of Theorem 2.4.7. Criterion (iv)
of Theorem 2.4.7 then results in the
Observation 3.2.7. Every two different masas from the standard family in Mp(C) form
a standard pair.
Now suppose there is a complete familyF in Mp(C) such that each pair of different
masas in F is standard. Does this already imply that F is a standard family? For
general prime dimensions, this is one among several open questions which lie quite at
hand.
Questions 3.2.8. Let p ∈ P be a prime number.
(a) Is every complete family of quasi-orthogonal masas in Mp(C) a standard family?
(b) If question (a) has positive answer: what is the maximal length of a quasi-ortho-
gonal masa family in Mp(C) which is not a subset of a standard family?
(c) If question (b) has negative answer: is it still true that every complete family of
quasi-orthogonal masas in Mp(C) is equivalent to a family where each masa is
generated by a monomial unitary?
It seems quite hard to answer these questions for general prime dimensions. At
least for the smallest dimensions (p ∈ {2, 3}), one consequence of the next proposition
is a positive answer to question (a).
Proposition 3.2.9. All quasi-orthogonal masa families in M2(C) and M3(C) are equivalent to
a subfamily of the standard complete family from Construction 3.2.5. In particular, all complete
quasi-orthogonal masa families in these dimensions are standard.
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Proof. We have already proved (Observation 2.4.8) that all pairs in M2(C) and M3(C)
are standard. More precisely, we have computed in that very proof that
• all masas in M2(C) which are quasi-orthogonal to the diagonal masa are gener-
ated by a matrix of the form 
0 ν
1 0

• all masas in M3(C) being quasi-orthogonal toD3 are generated by a matrix of the
form 0 0 ν11 0 0
0 ν0 0

for entries ν, ν0, ν1 ∈ T. (Recall that this literally holds true, i.e. not only up to equiva-
lence.)
Given a family F of three quasi-orthogonal masas in M2(C), we may assume
w.l.o.g. (possibly after a conjugation by an element of W2) that it contains D2 and
A∗(σx). If v ∈ U2 is a generator of the third masa in F , the equation (σx | v)HS = 0
ensures, up to a phase factor, the identity
v =

0 −1
1 0

= σxσz.
If G is a quasi-orthogonal family of at least two masas inside M3(C), we may as-
sume, by the same argument as just before, that it containsD3 andA∗(X3). Again using
the orthogonality of the generators, one computes that every other masa in G is either
generated by X3Z3 or by X3Z∗3 .
A complete list of all equivalence classes of quasi-orthogonal masa families in di-
mensions two to five was presented by S. Weigert, S. Brierley, and I. Bengtsson in 2010
([103]). Since there is only one equivalence class of a complete quasi-orthogonal family
in dimension p = 5 according to that list, question (a) still has positive answer for the
matrix algebra M5(C).
A generalisation of Question 3.2.8 (a) is the following. Let F designate a (not nec-
essarily complete) family of quasi-orthogonal masas, where every pair of two different
masas is standard. Does this mean that F is a subfamily of a standard family? One
may further ask whether all subfamilies of a standard family are equivalent if they are
of the same length. The answers to both of these questions are negative for general
prime dimensions (p ≥ 5), as the following examples demonstrate.
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Examples 3.2.10. (a) Consider a permutation ρ ∈ S5 which is not affine linear as
mapping ρ : Z5 → Z5 and set w˜ = diag(ζρ(0)5 , . . . , ζρ(4)5 ) ∈ W5. (For instance,
take w˜ = diag(ζ05, ζ
1
5, ζ
2
5, ζ
4
5, ζ
3
5).) Then the quasi-orthogonal masa family
F0 = {D5,A∗ (X5) ,A∗ (X5w˜)}
is not a subfamily of a standard complete family, though every pair inF0 is stan-
dard as a quasi-orthogonal pair in M5(C).
(b) The subfamiliesF1 = {D13,M0,M1} andF2 = {D13,M2,M7} of the standard
family in M13(C) (see Construction 3.2.5) are inequivalent.
Proof of example (a). For all primes p ∈ P, let {Dp,M0, . . . ,Mp−1} denote the stan-
dard family of masas in Mp(C) obtained by Construction 3.2.5. Recall that we have
also defined diagonal matrices w0, . . . , wp−1 ∈ Up at that point, obeying the equalities
Mk = wkFpDpF∗pw∗k
for 0 ≤ k < p. For convenience, we set Mp = Dp and wp = Ip for the whole of this
proof.
We will verify example (a) by contradiction, so let us assume the family F0 in
example (a) is equivalent to a subset of a standard family. Then there are indices
k0, k1, k2 ∈ {0, . . . , 5} and a ∗-automorphism ϕ of M5(C) according to the following
diagram.
D5
ϕ

A∗ (X5)
ϕ

A∗ (X5w˜)
ϕ

Mk0 Mk1 Mk2
If k0 is not 5, that is Mk0 ̸= D5, then conjugating the masas in the bottom row by the
unitary F∗5w∗k0 maps Mk0 to the diagonal masa. It is a crucial observation that the same
conjugation also transforms Mk1 and Mk2 to members of the standard family again.
To see this, one first checks the identities w∗k wl = wl−k for all 0 ≤ k, l ≤ p, where
p is a general prime number for the moment. As usual, the index l − k is understood
modulo p. Setting m = l − k, we then get F∗pw∗k wl Fp = F∗pwmFp and thereby
F∗pw∗k Ml wkFp = F∗p

wmFpDpF∗pw∗m

Fp = F
∗
p A∗

wmXpw∗m

Fp.
Elementary computations yield the identities
wmXpw∗m = Xp(Zp)m and F∗p Xp(Zp)m Fp = (Xp)−mZp.
Combining these results, we finally get the equality
F∗pw∗k Ml wkFp = F∗p A∗

XpZ
m
p

Fp = A∗

X−mp Zp

=Mm,
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where the last step follows from (X−mp Zp)m ∼ XpZmp and the fact that p is prime. (Ob-
serve that we have proved the following: if F is a subfamily of the standard family in
Mp(C), then for any masa M ∈ F , there is a unitary conjugation mapping all masas
in F to members of the standard family, especially M to Dp. This generalises Lemma
2.4.4.)
With regard to these arguments, we can assume w.l.o.g. that there is ∗-automor-
phism ψ of Mp(C) and indices k, l ∈ {0, . . . , 4} such that we obtain the following dia-
gram.
D5
ψ

A∗ (X5)
ψ

A∗ (X5w˜)
ψ

D5 Mk Ml
Since the diagonal masa is invariant under ψ, the latter is a unitary conjugation by a
monomial w ∈ Wd. According to the diagram above, we furthermore know that the
element wX5w∗ is contained in the masaMk. We have noticed earlier that all monomial
matrices inside Mk = A∗(X5Zk5) are scalar multiples of powers of X5Zk5. There is hence
an integer 1 ≤ s < 5 and a scalar µ ∈ T (actually a 5th root of unity) satisfying the
equality
wX5w∗ = µXs5Z
ks
5 .
Suppose the monomial w acts on the standard orthonormal basis e via zi → λizσ(i)
for coefficients λ0, . . . ,λ4 ∈ T (w.l.o.g. λ0 = 1) and a permutation σ ∈ S5. Then the
equation above implies
wX5 zi ∼T Xs5w zi
and thus σ(i + 1) = σ(i) + s ( mod 5) for all 0 ≤ i < 5. Iterating this last formula
yields σ(i) = m + is for 0 ≤ i < 5, where we set m = σ(0). This allows to specify the
coefficients of w:
wX5 zi = µXs5Z
ks
5 w zi ⇒ λi+1 = λiµζksσ(i)5
⇒
(λ0=1)
λi = µ
iζ
ks∑i−1t=0 σ(t)
5 (0 ≤ i < 5)
At this point, we are able to determine the action of the monomial unitary ψ(X5w˜) on
the standard basis. For 0 ≤ i < 5, one computes
ψ (X5w˜) zm+is = w (X5w˜)w∗ zm+is = µζksm5 ζ
ρ(i)+ks2i
5 zm+(i+1)s.
According to our assumption, the monomial ψ(X5w˜) is an element of the masa Ml ,
and the only monomial matrices in Ml which send each basis vector zj to (a multiple
of) zj+s are scalar multiples of Xs5Z
ls
5 . There is thus a scalar µ˜ ∈ T so that the following
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implication applies for all 0 ≤ i ≤ 5, where ˜˜µ ∈ T must be a 5th root of unity, say
˜˜µ = ζn5 for some exponent 0 ≤ n < 5.
ψ (X5w˜) zm+is = µζksm5 ζ
ρ(i)+ks2i
5 zm+(i+1)s
µ˜Xs5Z
ls
5 zm+is = µ˜ζ
lsm
5 ζ
ls2i
5 zm+(i+1)s
 ⇒ ζρ(i)+ks2i5 = ˜˜µζ ls2i5 (3.5)
Comparing the exponents in the right-hand equation leads to
ρ(i) ≡ (l − k)s2i + n mod 5,
so that ρ is affine linear. Since this contradicts the choice of ρ, our assumption fails and
thereby the familyF0 is not a subfamily of a standard family.
A similar proof for item (b) is provided in the Appendix on page 218. However, having more
powerful means at our disposal in Chapter 5, we will present a very short alternative proof in
Example 5.1.14 (b). 
Since the family F0 in example (a) is not a subfamily of a standard family, one
cannot find masas N0,N1 ⊂ M5(C) such that F0 ∪ {N0,N1} is complete (because all
complete families in M5(C) are standard). Such families are the subject of the last part
of this section.
Non-completable and maximal quasi-orthogonal masa families
Definition 3.2.11. We call a family F of pairwise quasi-orthogonal masas in Md(C) com-
pletable if there is a masa family G such that F ∪ G is a complete quasi-orthogonal family.
Otherwise, we sayF is non-completable.
The family F is called maximal if it is not a proper subset of any larger quasi-orthogonal
masa family. OtherwiseF is said to be extendible.
Trivially, any complete family is also maximal and “completable” at the same time.
What is more, a maximal familyF which is not complete is obviously non-completable.
The converse is not always true, for a non-completable quasi-orthogonal family might
still be extendible.
As Proposition 3.2.9 shows, there are no maximal incomplete sets in M2(C) and
M3(C), whereas we have already come across a non-completable quasi-orthogonal
family in Example 3.2.10 (a). The smallest dimension admitting non-completable quasi-
orthogonal families is d = 4.
Example 3.2.12. The family containing the three pairwise quasi-orthogonal masas
D4, A∗ (X4) and A∗ (X4Z4)
in the matrix algebra M4(C) is maximal.
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Sketch of the proof. Even this smallest example of a non-completable masa family in-
volves quite extensive computations, most of which we omit here.
According to Construction 3.2.5, the unitary Hadamard matrices corresponding to
the masas A∗(X4) and A∗(X4Z4) are
H0 = F4 =
1
2

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i
 and H1 = w1F4 = 12

1 1 1 1
1 i −1 −i
i −i i −i
−i −1 i 1
 ,
where we have defined w1 = diag(1, 1, i,−i) as in the mentioned proposition. Any
unit vector which is unbiased w.r.t. the standard orthonormal basis e is—up to multi-
plication by a phase factor—of the form
1
2

r0 + is0
r0 − is0
r1 + is1
r2 + is2
 (3.6)
for real numbers rj, sj ∈ R such that r2j + s2j = 1 for 0 ≤ j ≤ 2. We may further assume
r0 ≥ 0 without loss of generality.
Our goal is to show that there are no four pairwise orthogonal unit vectors in C4 of
the form (3.6) which are unbiased to all columns of both matrices H0 and H1. In other
words, no unitary Hadamard matrix in M4(C) is unbiased to H0 and H1 at the same
time.
Assuming that a vector like in (3.6) is unbiased w.r.t. all columns of H0 and H1,
one obtains eight (quadratic) equations for the variables rj, sj ∈ R (in addition to the
three modulus equations above). Solving these equations leaves you with precisely
eight vectors in C4 being unbiased to all columns of H0 and H1: setting ν = 1+i2
√
2
, they
are given by
x0 =

ν
ν¯
ν
−ν¯
 , x1 =

ν
ν¯
ν¯
−ν
 , x2 =

ν
ν¯
−ν¯
ν
 , x3 =

ν
ν¯
−ν
ν¯
 ,
and by their complex conjugates x¯0, . . . , x¯3. (We define the complex conjugate of a
vector by complex conjugation of each entry.) Now you convince yourself that the
only non-trivial orthonormal systems in {x0, . . . , x3, x¯0, . . . , x¯3} are of length two; this
proves our assertion.
One may be tempted to believe that it is not hard to generalise Example 3.2.10 (a) in
order to produce non-completable families for all prime dimensions p ≥ 5. However,
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this is not evident. We do not know if every complete family of quasi-orthogonal masas
in Mp(C) is standard for p > 5, but this is crucial for the proof of Example 3.2.10 (a).
We conclude this section with a result established by Mihály Weiner in 2010 ([104]).
He proved, using the conditional expectations we have described in Section 2.2, that
any family of d pairwise quasi-orthogonal masas in Md(C) is completable.
Proposition 3.2.13 (Weiner 2010). Let F = {M0, . . . ,Md−1} denote a quasi-orthogonal
masa family of length d inside the matrix algebra Md(C). Then there is a masa N ⊂ Md(C)
such thatF ∪ {N} is a complete quasi-orthogonal family.
The proof can be found in the Appendix on pages 219-221. 
3.3 Constructions of complete quasi-orthogonal families of
masas in prime power dimensions
In the previous section, we have already presented the standard construction of pair-
wise quasi-orthogonal masas in prime dimensions (Construction 3.2.5). Apart from
a number of constructions of quasi-orthogonal (standard or non-standard) masa pairs
and some specific constructions in small dimensions (most notably d = 6), and in spite
of uncountably many articles on that subject, effectively only a handful ways to gain
quasi-orthogonal masa families, specially complete ones, are known.
We present two famous methods to produce complete families in prime power di-
mensions in this section. In a certain sense, one might even say that these are most
probably the only known constructions (cf. Fact 4.3.7). Before all, let us briefly recall
some basics concerning finite fields. (We always use the term field in its strictly alge-
braic sense here.)
Reminder: Some basic facts about finite fields
We confine ourselves to sketching the facts needed for our purposes. Both of the text-
books [64, 65] by Rudolf Lidl and Harald Niederreiter are very good references for
proofs and details. A very advisable German introduction to the subject can be found
in the textbook [66] by Falko Lorenz.
As is well-known, the residue class ring Z/d, endowed with addition and multi-
plication modulo d, is a field if and only if d is a prime number, say d = p ∈ P. This
prime field Fp, which is unique up to isomorphism, can be extended to a finite field Fpn
for all n ∈ N, this being the unique field containing precisely pn elements. The fields
Fpn (n ∈ N, p ∈ P) are the only existing finite fields and often called Galois fields. In
the sequel, we briefly sketch a construction of these fields.
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First one shows that there is a field C ⊃ Fp containing all roots of polynomials in the
ringFp[X], that is the ring of polynomials in one indeterminate X with coefficients from
Fp. The field C is the so-called algebraic closure of Fp. For each polynomial r ∈ Fp[X],
there exists a smallest subfield Kr ⊂ C containing all roots of r, the splitting field of r.
Consider the particular polynomial
q(X) = Xp
n − X
for fixed numbers n ∈ N and p ∈ P. One can easily prove that the splitting field
Kq consists precisely of all roots of q. What is more, the polynomial q is separable, i.e.
its roots are pairwise different, whence the field Fpn := Kq has precisely deg q = pn
elements.
The uniqueness of the field Fpn follows, by a few arguments, from the fact that the
splitting field of any polynomial is unique. To this aim, one first observes that a field
F with pn elements must be of characteristic p—that is to say, summing up p times the
same element in F is zero for all elements in F, and p is minimal with this property.
This simply holds because the characteristic of any finite field is a prime number.
Therefrom one deduces that F contains Fp as a subfield. Since the multiplicative
group F× of F contains pn − 1 elements, we have the equality xpn−1 = 1 and thereby
xp
n − x = 0
for all x ∈ F (this is actually the idea behind the choice of the polynomial q). This again
implies that F is a splitting field of q as well, and thereby the isomorphism of fields
F ∼= Fpn by the aforementioned result.
Once the existence of the field Fpn is verified, one can prove that there is an irre-
ducible polynomial f ∈ Fp[X] of degree n. If then η is a root of f , then Fpn can be
realised as algebraic extension Fp[η]. By definition, the latter is the ring of all finite
sums ∑mi=0 αiη
i, where m ∈ N. However, since η is algebraic over Fp, i.e. a root of a
polynomial in Fp[X], a basic theorem from algebra tells us that Fp[η] is actually a field.
What is more, writing f (X) = ∑ni=0 βiX
i, the identity f (η) = 0 leads to
ηn = −β−1n
n−1
∑
i=0
βiη
i.
Thereby the field Fp[η] is the Fp-linear span of the powers 1, η, . . . , ηn−1, hence in par-
ticular an n-dimensional vector space over Fp. By its cardinality, it moreover coincides
with the unique field containing pn elements, that is Fpn .
Considering the field Fpn as a vector space admits to define a field theoretic trace
function, which will be of special importance for our issues.
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Definition/Proposition 3.3.1. Fix p ∈ P, n ∈ N, and consider the field Fpn as the vector
space ⟨1, η, . . . , ηn−1⟩Fp like above. Then for every α ∈ Fpn , the element
Tr(α) =
n−1
∑
i=0
αp
i
,
called the absolute trace of α, belongs to Fp, that is to Fp · 1 ⊂ ⟨1, η, . . . , ηn−1⟩Fp . The so-
defined absolute trace function Tr : Fpn → Fp, α → Tr(α), is Fp-linear. What is more, each
linear transformation from Fpn into its prime field Fp is given by α → Tr(αβ) for some element
β ∈ Fpn .
For a proof of the proposed properties of the field theoretic trace, see for example
[65, theorem 2.23]. Whereas this is quite elementary, the verification of the next state-
ment requires more work (see e.g. [64, theorem 5.37]).
Proposition 3.3.2. Let p ∈ P be an odd prime number, 1 ̸= ζp ∈ T a pth root of unity
and n ∈ N. Furthermore, let Tr : Fpn → Fp be the absolute trace function defined above.
Identifying the prime field Fp and the integers {0, . . . , p− 1} in the obvious way, the following
equation holds for all m ∈ Z \ {0}. ∑α∈Fpn ζTr(mα
2+nα)
p
 = pn (3.7)
The exponential sum on the left-hand side of this equation is an example of a Weyl sum.
A construction on the level of MUBs
The equation above is crucial for the following construction of complete sets of MUBs
in (odd) prime power dimensions, which was presented by Wootters and Fields in the
aforementioned article [114].
Construction 3.3.3 (Wootters and Fields 1989). Consider an odd prime number p ∈ P,
a pth root of unity 1 ̸= ζp ∈ T, and a natural number n ∈ N. Further set d = pn and
fix an enumeration α0, . . . , αd−1 of the field Fpn . Define column vectors
x(β)γ =
1√
d

ζ
Tr(βα20+γα0)
p
ζ
Tr(βα21+γα1)
p
...
ζ
Tr(βα2d−1+γαd−1)
p
 ∈ Cd1
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for all β,γ ∈ Fpn . We may write x(k)j instead of x(αk)αj , identifying the elements of Fpn
with their numbers w.r.t. the enumeration above. Then the standard basis e and the
bases
ak = (x
(k)
0 , . . . , x
(k)
d−1),
where k ranges from 0 to d− 1, form a complete set of MUBs in Cd.
Proof. Both the orthonormality of the bases a0 . . . , ad−1 and their respective unbiased-
ness can be verified by explicit computations. For the unbiasedness, equation (3.7)
yields x(β)γ  x(β′)γ′  =
1d ∑α∈Fpn ζ
Tr((β−β′)α2+(γ−γ′)α)
p
 =(3.7) 1d
√
d =
1√
d
for all β, β′,γ,γ′ ∈ Fpn whenever β ̸= β′. The unbiasedness of the bases ak w.r.t. the
standard basis e is obvious.
Bearing in mind that the absolute trace function from Fpn to Fp is just the identity
if n happens to be one, one immediately sees that the construction above is a generali-
sation of the following, presented by I. D. Ivanovic eight years earlier ([49]).
Construction 3.3.4 (Ivanovic 1981). Let p ∈ P be an odd prime number and 1 ̸= ζp ∈ T
a pth root of unity. In the Hilbert space Cp, define vectors
x(k)j =
1√
p

1
ζ
k+j
p
ζ
4k+2j
p
...
ζ
(p−1)2k+(p−1)j
p

∈ Cp1
for all 0 ≤ j, k < p. Then the standard basis e and the bases ak = (x(k)0 , . . . , x(k)p−1), where
k ranges from 0 to p− 1, form a complete set of MUBs in Cp.
Remark 3.3.5. It might have caught the reader’s eye that there is a striking similarity
between the bases ak defined directly above and those introduced in Construction 3.2.5,
where we have presented Popa’s construction of the pairwise quasi-orthogonal masas
Mk = A∗(XpZkp). In fact, one easily checks that for all 0 ≤ k < p, the basis ak consists of
eigenvectors of the monomial XpZ2kp for p > 2 (notice how this fails for p = 2). For this
reason, the bases from Constructions 3.3.4 and 3.2.5 actually coincide up to the order
of the involved bases and basis vectors.
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Probably Popa was not aware of this coincidence. As a matter of fact, although his
respective article [83] was published in 1983, he had already submitted it when Ivanovic
published his paper [49], namely in 1981.
Unlike Popa’s technique, both Ivanovic’s construction and its generalisation fail to
work in case p is even. The reason is that equation (3.7) does not apply if p equals two,
as you can check without effort. However, this gap can be filled. Whereas Wootters
and Fields come up with a completely elementary construction for the case p = 2 in
the aforementioned paper [114], Andreas Klappenecker and Martin Rötteler present a
somewhat more sophisticated approach in [60].
This last construction involves the Galois rings GR(4, n) and the so-called Teich-
müller sets Tn ⊂ GR(4, n). Using a trace map from the Galois ring GR(4, n) to the
residue class ring Z/4Z, one receives an equation similar to (3.7), where the expo-
nential sum involves only fourth roots of unity. The bases constructed in this manner
consist of columns where each entry is (up to an overall scaling factor 1/2n) a fourth
root of unity as well. Since the next construction we present also covers this case, we
omit this special construction and refer the interested reader to [60] for the details.
Two techniques which are more general than Construction 3.3.3 above shall not be
left unmentioned.
Construction 3.3.6 (The planar function construction). The construction of Wootters
and Fields can be generalised, using so-called planar functions on the field Fpn in the
exponents of the vectors’ entries, see for instance [88, theorem 4.1]. For the sake of
simplicity, this generalisation is left aside in this thesis.
Construction 3.3.7 (The Alltop construction). There is one construction of MUBs in
prime power dimensions preceding all others mentioned in this work. In fact, W. O.
Alltop published a technique which results in MUBs similar to the one by Wootters and
Fields, but involving (non-planar) different mappings in the exponents of the vector
entries, already in 1980 ([1]). However, Alltop’s article is written in a framework which
is fairly distant from ours; the term “mutually unbiased” does not even occur there. As
for the planar function construction, we omit this approach to keep things simple.
A construction on the level of quasi-orthogonal masas
Somshubhro Bandyopadhyay et al. ([9]) presented an alternative construction of com-
plete sets of MUBs in prime power dimensions in 2002, based on families of pairwise
commuting unitaries. As the approach of Wootters and Fields generalises the tech-
nique of Ivanovic, so the one of Bandyopadhyay et al. generalises the one of Popa.
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The technique of Bandyopadhyay et al. produces so-called nice families of quasi-
orthogonal masas, which will be at the centre of our interest from Section 4.3 on. That
is why its description will be rather detailed. In Section 5.1, we will rephrase this
concept in the picture of the generalised Clifford algebra (see Construction 5.1.5).
In preparation of these purposes, we present the construction of Bandyopadhyay
et al. not only in a slightly different terminology, but actually in an effectively different
manner at some (minor) points, as the reader who is familiar with the respective article
may notice.
The clock and shift matrices Zd and Xd, already introduced in Chapters 1 and 2
(see Example 1.4.2 and the paragraph directly after Definition 2.2.1), enter the stage
once more at this point. For the rest of this subsection, fix an (even or odd) prime
p ∈ P and a natural number n ∈ N, and set d = pn. What is more, we shall always
identify the matrix algebras

n Mp(C) and Md(C) via our standard ∗-isomorphism
(see Convention 0.0.2).
Definition/Proposition 3.3.8. In the matrix algebra

n Mp(C) ∼= Md(C), we define uni-
tary matrices
Bi = Ip ⊗ · · · ⊗ Ip
(ith pos.)
|
⊗ Zp ⊗ Ip ⊗ · · · ⊗ Ip
and Ci =

i Ip ⊗ · · · ⊗ Ip ⊗ σxσz ⊗ Ip ⊗ · · · ⊗ Ip if p = 2,
Ip ⊗ · · · ⊗ Ip ⊗ XpZ∗p ⊗ Ip ⊗ · · · ⊗ Ip else,
for all indices 0 ≤ i < n. Obviously, the matrices B0, . . . , Bn−1 pairwise commute, and the same
applies for the elements C0, . . . , Cn−1. For all 0 ≤ i, j < n, we further have the commutation
relation
BiCj =

ζpCjBi if i = j,
CjBi else.
(3.8)
The pth powers of all of the matrices Bi and Ci equal the unit matrix Id, so that we can consider
exponents of these matrices as elements of the prime field Fp. The set of all ordered products
E
p
2n =

Bi00 · · · Bin−1n−1Cin0 · · · Ci2n−1n−1
 i0, . . . , i2n−1 ∈ Fp
is a Hilbert-Schmidt orthonormal basis for the matrix algebra Md(C).
The assertions in the definition/proposition above are effortlessly deduced from
the basic commutation rule ZpXp = ζpXpZp and the fact that the set
XipZ
j
p
 0 ≤ i, j < p
is a Hilbert-Schmidt orthonormal basis for Mp(C) (cp. Example 2.2.16).
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The key point in the construction of Bandyopadhyay et al. is to find a family of
subsets E0 ∪ . . . ∪ Ed covering the basis Ep2n such that
• each of the subsets Ei is of length pn,
• the basis elements in each subset Ei commute,
• the spans Mi = spanC(Ei) are ∗-subalgebras at the same time.
• and for all 0 ≤ i < j ≤ d, the intersection of the subsets Ei, Ej contains precisely
the unit matrix Id ∈ Ep2n,
The commutative ∗-subalgebras Mi are then masas by dimension. What is more, they
obviously form a complete quasi-orthogonal family by the last condition. (Given a
Hilbert-Schmidt orthonormal basis for Md(C) containing the unit matrix, a cover that
fulfils this last condition is also called quasi-partition. We defer to Section 4.3 for a more
detailed introduction of this notion.)
A crucial step to find a cover of the basis Ep2n like above is the next
Definition 3.3.9. Given a matrix K = (ki,j)0≤i,j<n ∈ Mn(Fp), we define unitary matrices
Gi = GK,i = B
ki,0
0 · · · Bki,n−1n−1 Ci ∈ Md(C)
for all 0 ≤ i < n. We denote by MK the ∗-subalgebra of Md(C) generated by theses unitaries,
that is we set
MK = A∗(G0, . . . , Gn−1) = A∗(Bk0,00 · · · Bk0,n−1n−1 C0,
...
B
kn−1,0
0 · · · Bkn−1,n−1n−1 Cn−1).
Although we have only defined quasi-orthogonality for masasaccording to our gen-
eral purposes (see Definition 2.2.1), this notion can of course be applied for any two
unital ∗-subalgebras of the complex d×d-matrices. This generalisation is presupposed
in the following statement.
Proposition 3.3.10. With each matrix K ∈ Mn(Fp), we associate a ∗-subalgebra MK of
Md(C) according to Definition 3.3.9 above.
(i) The ∗-subalgebra MK is unital and of dimension d = pn for all K ∈ Mn(Fp).
(ii) The ∗-subalgebra MK is commutative and hence a masa if and only if K ∈ Mn(Fp) is
symmetric.
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(iii) If K, L ∈ Mn(Fp) are two matrices, then the ∗-subalgebras MK and ML are quasi-
orthogonal precisely if the difference K− L is an invertible element of Mn(Fp).
(iv) Given any matrix K ∈ Mn(Fp), the ∗-subalgebra MK ⊂ Md(C) is quasi-orthogonal to
the diagonal masa A∗(B0, . . . , Bn−1) = Dd.
Proof. Given a matrix K = (ki,j)0≤i,j<n ∈ Mn(Fp), the ∗-subalgebra MK is, according
to Definition 3.3.9, generated by the unitary matrices
Gi = B
ki,0
0 · · · Bki,n−1n−1 Ci,
where i ranges from 0 to n − 1. As a vector space, MK is spanned by all (ordered)
products of the unitaries G0, . . . , Gn−1, that is
MK = spanC

Gs00 · · · Gsn−1n−1
 s0, . . . , sn−1 ∈ Fp . (3.9)
Clearly the products spanning MK correspond—up to scalar factors—to elements of
the basis Ep2n (see Definition/Proposition 3.3.8). An explicit computation reveals that
we have
Gs00 · · · Gsn−1n−1 ∼T BS00 · · · BSn−1n−1 Cs00 · · · Csn−1n−1 (3.10)
for each fixed vector (s0, . . . , sn−1) ∈ Fnp, where the exponents Sj on the right-hand side
are given by Sj = ∑n−1i=0 siki,j for all indices 0 ≤ j < n.
(i). To begin with, the dimension of the ∗-subalgebra MK is at most pn, since MK
is spanned by at most pn basis elements of the orthonormal basis Ep2n according to
identity (3.9). By equation (3.10), two generators Gs00 · · · Gsn−1n−1 and Gt00 · · · Gtn−1n−1 of MK
can only correspond to the same basis element inEp2n (up to a scalar factor) if the vectors
(s0, . . . , sn−1), (t0, . . . , tn−1) ∈ Fp of the exponents coincide. The ∗-subalgebra MK is
thus spanned by exactly pn pairwise different basis elements of Ep2n. It is plain to see
that MK is unital, for it contains the product G∗0 G0 = Id.
(ii). The ∗-subalgebraMK is commutative (and hence a masa) if and only if all gener-
ators G0, . . . , Gn−1 commute. Relation (3.8) in Definition 3.3.8 makes it easy to establish
the identity
GiGj = ζ
ki,j−k j,i
p GjGi
for all 0 ≤ i, j < n. Obviously, this asserts that all generators G0, . . . , Gn commute if and
only if the matrix K is symmetric.
(iii). Let K = (ki,j) and L = (li,j) be two matrices in Mn(Fp), and MK, ML the ∗-sub-
algebras of Md(C) associated to them. Further, let G0, . . . , Gn−1 denote the generators
of MK as before, and define generators H0, . . . , Hn−1 for ML by analogy.
For vectors (s0, . . . , sn−1), (t0, . . . , tn−1) ∈ Fnp, we define the sums Sj = ∑n−1i=0 siki,j
and Tj = ∑n−1i=0 tili,j for all 0 ≤ j < n. Then by equation (3.10), the masas MK and ML
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are spanned by basis elements of the form
BS00 · · · BSn−1n−1 Cs00 · · · Csn−1n−1 and BT00 · · · BTn−1n−1 Ct00 · · · Ctn−1n−1
respectively. Two such unitaries correspond to the same element of the basis Ep2n (up
to a phase factor) precisely if the the identities si = ti and Si = Ti are satisfied for all
0 ≤ i < n, which leads to the set of equations
n−1
∑
i=0
tili,j =
n−1
∑
i=0
tiki,j (0 ≤ j < n).
Combining these equalities, we obtain the identity of rows
n−1
∑
i=0
ti (ki,0 − li,0, . . . , ki,n−1 − li,n−1) = 0 (3.11)
for the matrix K− L.
On the one hand, equation (3.11) is solved by a non-trivial vector of coefficients
0 ̸= (t0, . . . , tn−1) ∈ (Fp)n exactly if the masas MK and ML contain a common el-
ement, which is not the unit matrix, of the basis Ep2n—namely a scalar multiple of
BT00 · · · BTn−1n−1 Ct00 · · · Ctn−1n−1. By definition of the masas MK and ML, this holds precisely
if they are not quasi-orthogonal. On the other hand, equation (3.11) clearly admits a
non-trivial solution by coefficients t0, . . . , tn−1 ∈ Fp if and only if the matrix K − L is
not regular. Combining the previous equivalences, we obtain statement (iii) by con-
traposition.
(iv). The choice of generators B0, . . . , Bn−1 makes it obvious that the ∗-subalgebra
A∗(B0, . . . , Bn−1) is the diagonal masa Dd. Moreover, each of the ∗-subalgebra MK,
K ∈ Mn(Fp), contains, besides the unit matrix, only such elements of the basis Ep2n in
which at least one non-trivial power of one of the matrices C0, . . . , Cn−1 occurs. For this
reason, all ∗-subalgebras MK are quasi-orthogonal to A∗(B0, . . . , Bn−1).
Consider a set of m symmetric matrices K0, . . . , Km−1 ∈ Mn(Fp) for m ∈ N, with
the property that all differences Ki − Kj are either invertible or zero (0 ≤ i, j < m).
By the last preceding proposition, such a set gives rise to a family of m + 1 pairwise
quasi-orthogonal masas Dd,MK0 , . . . ,MKm−1 ⊂ Md(C).
In order to find a complete quasi-orthogonal masa family this way, we are in need of
a family of length m = d of symmetric matrices like above. Whereas Bandyopadhyay et
al. cite an explicit construction of such matrix families in [9], we rely on the following,
rather non-trivial result from field theory at this point, which goes back to G. Seroussi
and A. Lempel ([93]).
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Theorem 3.3.11 (Seroussi and Lempel 1983). For every natural number n ∈ N and every
prime p ∈ P, there exists a symmetric representation of the Galois field Fpn inside Mn(Fp),
that is a set of symmetric matrices S = {K0, . . . , Kd−1} ⊂ Mn(Fp) and a bijective mapping
ϕ : Fpn → S which is a field isomorphism.
If a set of symmetric matrices S = {K0, . . . , Kd−1} ⊂ Mn(Fp) represents the Galois
field Fpn , then clearly every difference of two non-identical matrices in S is invertible
by the properties of a field. This completes our collection of ingredients for the con-
struction presented in [9].
Construction 3.3.12 (Bandyopadhyay et al. 2002). Let S = {K0, . . . , Kd−1} ⊂ Mn(Fp)
be a family of symmetric matrices such that every difference of two different members
of S is invertible. For instance, take a symmetric representation of the Galois field Fpn ,
which exists according to Theorem 3.3.11. Define a masa Mi = MKi ⊂ Md(C) as
in Definition 3.3.9 for all 0 ≤ i < d. Then according to Proposition 3.3.10, the masas
Dd,M0, . . . ,Md−1 ⊂ Md(C) form a complete quasi-orthogonal family in Md(C).
Remark. We propose the acronymic term “smid families” (symmetric matrices with
invertible differences) for sets of matrices in Mn(Fp) like in Construction 3.3.12 and
before. The study of such families is a subject of its own right, presenting a number of
highly non-trivial difficulties. We shall investigate smid families in Chapter 5.
One advantage of the construction of Bandyopadhyay et al., compared to the one
presented by Wootters and fields, is that the former works in practically the same way
no matter whether the prime p is even or odd. We clarify this method by some exam-
ples.
Examples 3.3.13. (a) If n is one, a symmetric representation of the field Fp is just the
field itself. The map M introduced in Definition 3.3.9 is of the most simple form.
Fp ∼= M1(Fp) M−→ { ∗-subalgebras inside Mp(C)}
k →−→ Mk = A∗

Bk0C0

By definition of the basis elements in Ep2 (cf. Definition/Proposition 3.3.8), we
compute
Mk = A∗

XpZ
k−1
p

.
You easily convince yourself that the masas Dp,M0, . . . ,Mp−1 are—up to the
order of theMk—precisely the ones obtained by Popa’s technique (see Construc-
tion 3.2.5).
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(b) For n = p = 2, the unitaries B0, B1, C0, C1 are given by
B0 = σz ⊗ I2, B1 = I2 ⊗ σz, C0 = i σxσz ⊗ I2, and C1 = i I2 ⊗ σxσz.
Furthermore, it is straightforward to verify that the family containing the sym-
metric matrices
K0 =

0 0
0 0

, K1 =

1 0
0 1

, K2 =

0 1
1 1

, and K3 =

1 1
1 0

in M2(F2) represents the Galois field F4. The masas associated with these matri-
ces according to Definition 3.3.9 are given by
MK0 = A∗ (C0, C1) =A∗ (σxσz ⊗ I2, I2 ⊗ σxσz) ,
MK1 = A∗ (B0C0, B1C1) =A∗ (σx ⊗ I2, I2 ⊗ σx) ,
MK2 = A∗ (B1C0, B0B1C1) =A∗ (σxσz ⊗ σz, σz ⊗ σx) , and
MK3 = A∗ (B0B1C0, B0C1) =A∗ (σx ⊗ σz, σz ⊗ σxσz) .
Together with the diagonal masa A∗(B0, B1) = D4, these masas form a complete
quasi-orthogonal family in M4(C).
Reducing to prime powers
Definition 3.3.14. For a prime decomposition d = pn00 · · · pnmm of the dimension d, where
p0, . . . , pm ∈ P are pairwise different primes, m ∈N0, and n0, . . . , nm ∈N, we call
Ld = min

pn00 , . . . , p
nm
m

the smallest prime power in the prime factorisation of d.
As a consequence of the constructions presented above, we get the following lower
bound for the number of pairwise quasi-orthogonal masas in arbitrary dimensions.
Corollary 3.3.15. Let Ld be the smallest prime power in the prime factorisation of d ∈ N, as
defined directly above. Then there are families of Ld + 1 pairwise quasi-orthogonal masas in the
matrix algebra Md(C).
This assertion is an enhancement of Corollary 3.2.6, where we have used Popa’s
construction for prime dimensions to show that if p0 ∈ P is the least prime dividing
d, then there are at least p0 + 1 pairwise quasi-orthogonal masas in Md(C). The proof
is completely analogue, replacing the prime factors of d by their powers , and using the
∗-isomorphism
Md(C) ∼= Mpno0 (C)⊗ · · · ⊗ Mpnmm (C).
98
3.3. Constructions of complete quasi-orthogonal masa families in Mpn(C)
An overview over existing prime power constructions
The literature concerning the subject of mutually unbiased bases growing more and
more vast, we do not dare to claim to be aware of all methods which have so far been
proposed for the construction of complete sets until today. The following list contains,
to our best knowledge, the most important ones in their chronological order.
For the sake of completeness, the constructions described above are also included
in that list. We have intentionally omitted some further publications that are, from our
point of view, only minor variations of the construction principles above.
(1980) To all appearances, the first construction of complete MUB sets is due to W. O. All-
top, implicitly contained in an exposition concerning “Complex sequences with
low periodic correlations” ([1]).
(1981) Ivanovic brings forward a method to obtain a complete set of MUBs in odd prime
dimensions (Construction 3.3.4, [49]).
(1983) A paper on (general) quasi-orthogonal matrix algebras by Popa contains the stan-
dard construction in prime dimensions (Construction 3.2.5, [83]).
(1989) Besides Construction 3.3.3, Wootters and Fields also present a construction for
powers of two in the article [114]. Their construction can be generalised to the
planar function construction (Construction 3.3.6, [88, theorem 4.1]).
(1995) Robert Calderbank, Peter J. Cameron, William M. Kantor, and Johan J. Seidel
publish an article concerning, among other aspects, so-called Z/4-Kerdock codes
and orthogonal spreads ([23]). The authors present—using a completely different
terminology—constructions of complete MUB sets for all prime powers.
In 2011, Chris Godsil and Aidan Roy demonstrate that the constructions by All-
top, Wootters and Fields, Klappenecker and Rötteler, and Bandyopadhyay et al.
are all special cases of the one developed in the exposition [23].
(2002a) Bandyopadhyay et al. present a construction of complete sets of MUBs in prime
power dimensions, based on a partition of a unitary operator basis ([9]).
(2002b) For the case when p is odd, Subhash Chaturvedi rephrases the construction of
Wootters and Fields in terms of the character vectors of the cyclic group of order
p, which is helpful to explicitly write down the corresponding MUBs ([24]).
(2004a) Klappenecker and Rötteler develop alternative methods to construct complete
sets of MUBs for powers of both even and odd primes in the paper [60].
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(2004b) In the same year, Durt proposes an approach equivalent to the one of Wootters
and Fields for odd prime powers, and a second one for even prime powers ([34]).
(2004c) Arthur O. Pittenger and Morton H. Rubin publish an article ([81]) concerning,
inter alia, the construction of MUBs in prime power dimensions.
(2005) Kathleen S. Gibbons, Matthew J. Hoffman, and W. K. Wootters investigate Wig-
ner functions over a discrete phase space, where the latter is described in terms
of a Galois field ([38]).
(2007) Rod Gow presents a construction of complete sets of MUBs in even prime pow-
ers, and of certain smaller sets in the odd case, which is based on the theory of
group representations ([42]). Concretely, he succeeds in constructing a matrix
whose powers encode pairwise mutually unbiased bases as their columns.
(2009) Employing combinatorial designs known as (k, s)-nets, Tomasz Paterek, Borivoje
Dakic´, and Cˇaslav Brukner construct complete families of pairwise quasi-ortho-
gonal masas in the papers [79, 80]. This approach is discussed in Section 3.5.
(2010) A special construction of complete sets of MUBs in (certain) Hilbert spaces of
even prime power dimension d = 2n is presented by Oliver Kern, Kedar S.
Ranade, and Ulrich Seyfarth in 2009 ([55], also see [95, 96]). In this construction,
all masas in a so-called cyclic complete set are obtained from one single member
by conjugation with a unitary u fulfilling ud+1 = Id. (Note that this resembles the
aforementioned technique of R. Gow.) An alternative representation of this ap-
proach, focussing on the implementation of MUBs in quantum circuits for qubits,
is published in the same year ([95]).
3.4 A construction of quasi-orthogonal masa families in
square dimensions
As we shall see in Chapter 4, all masa families constructed in the previous section
belong to a subclass of quasi-orthogonal families called nice. We will further state a re-
sult of Michael Aschbacher, Andrew M. Childs and Pawel Wocjan ([3], also cf. Theorem
4.3.8), asserting that there are no nice quasi-orthogonal masa families in any dimension
d ∈ N having more than Ld + 1 members, where the number Ld is defined according
to Corollary 3.3.15.
A prominent feature of the next construction is that it allows to construct, in some
dimensions, quasi-orthogonal masa families whose length exceeds Ld + 1. Notably, the
quasi-orthogonal families obtained in this way are therefore not always nice.
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We only need one new ingredient for this method, which is borrowed from a rel-
atively young branch of mathematics dealing with so-called combinatorial designs. A
(k, s)-net defined below is one example of a combinatorial design, more precisely of
a so-called block design. Others are finite projective planes or Latin squares, which are
both closely connected to (k, s)-nets. For both a good introduction and comprehensive
disquisition on combinatorial designs, we refer the interested reader to either of the
textbooks [26, 87].
For the rest of this section, fix a dimension d ∈N being a square d = s2 (s ∈N). We
embed the elements of the field F2 into the integers in the usual manner, that is via the
mapping ι : F2 → Z, 0 → 0, 1 → 1. This permits to equip the d-dimensional column
vector space (F2)d with a specific product (· | ·)H : (F2)d × (F2)d → {0, . . . , d}, defined
by 
 a0...
ad−1


 b0...
bd−1


H
=
d−1
∑
i=0
ι(aibi) ∈ {0, . . . , d}.
Definition 3.4.1. In the present context, a vector X ∈ (F2)d is called incidence vector. The
number of entries of X being equal to one, that is (X |X)H, is called Hamming weight of X,
the set of coordinates equal to one is the support of X. A collection of ks incidence vectors
X(0)0 , . . . , X
(0)
s−1; X
(1)
0 , . . . , X
(1)
s−1; . . . ; X
(k−1)
0 , . . . , X
(k−1)
s−1

⊂ (F2)d
is called a (k, s)-net if it satisfies the following conditions.
(i) The vectors in each section* {X(i)0 , . . . , X(i)s−1} of the net (0 ≤ i < k) have pairwise
disjoint support, meaning that for all indices 0 ≤ j0, j1 < s, j0 ̸= j1, we have
X(i)j0
X(i)j1 H = 0.
(ii) The supports of two vectors from different sections in the net intersect precisely in one
coordinate, that is we have 
X(i0)j0
X(i1)j1 H = 1
whenever i0 ̸= i1 for 0 ≤ i0, i1 < k, 0 ≤ j0, j1 < s.
*We replace the term block, used by Wocjan and Beth, by section, since a block in their language does
not correspond to a block in the original definition of a (k, s)-net. This avoids confusion in Section 3.5.
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X(0)0 X
(0)
1 X
(1)
0 X
(1)
1 X
(2)
0 X
(2)
1
1 0 1 0 1 0
1 0 0 1 0 1
0 1 1 0 0 1
0 1 0 1 1 0
Figure 3.5: A (3, 2)-net (a)
The concept of a (k, s)-net is prob-
ably best understood by an example.
The one you can find in the adja-
cent Figure 3.5 is taken from the arti-
cle [112], published by Pawel Wocjan
and Thomas Beth in 2004. Before we
present their construction from that
very article, we need one simple
Observation 3.4.2. Any column vector in a (k, s)-net has Hamming weight s.
In fact, considering the s vectors in one section {X(i)0 , . . . , X(i)s−1}, you immediately
see that condition (i) could not be satisfied if one of the vectors had support longer than
s. If a vector in section number i0 had less than s entries equal to one, then condition
(ii) would imply that at least two vectors in any other section number i1 ̸= i0 must
have intersecting support, in contradiction to condition (i).
Construction 3.4.3 (Wocjan and Beth 2004). Let h =
√
1/s(ηi,j)0≤i,j<s ∈ Ms(C) denote a
unitary Hadamard matrix and
X(0)0 , . . . , X
(0)
s−1; X
(1)
0 , . . . , X
(1)
s−1; . . . ; X
(k−1)
0 , . . . , X
(k−1)
s−1

⊂ (F2)d
a (k, s)-net. Further label the standard basis vectors in Cd as z0, . . . , zd−1, and the ones
in (F2)d as Z0, . . . , Zd−1.
A fixed vector in the net can then be written as X(i)j = ∑
s−1
r=0 Ztr , where the indices
0 ≤ t0, . . . , ts−1 < d are the positions of the entries being one in that vector. We thereby
define s vectors
x(i)j,m =
√
1/s
s−1
∑
r=0
ηr,mztr ∈ Cd
for 0 ≤ m < s. Doing so for each member X(i)j of the net, one obtains k orthonormal
bases
ai =

x(i)0,0, . . . , x
(i)
0,s−1; . . . ; x
(i)
s−1,0, . . . , x
(i)
s−1,s−1

for the Hilbert space Cd. The bases a0, . . . , ak−1 are pairwise mutually unbiased.
The proof of the assertions made in this construction consists only of explicit com-
putations of the involved scalar products and is therefore left as an exercise to the
reader. As for the concept of nets, an explicit example might be the best way to clarify
the method of Wocjan and Beth. The following one is also taken over from their article
[112].
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Example 3.4.4. We construct a family of 3 MUBs in C4, using the (3, 2)-net from the
table in Figure 3.5 and the unitary Hadamard matrix
F2 =
1√
2

1 1
1 −1

∈ M2(C).
From section number zero of our net, we obtain the basis vectors
x(0)0,0 =
1√
2

1
1
0
0
 , x(0)0,1 = 1√2

1
−1
0
0
 , x(0)1,0 = 1√2

0
0
1
1
 , and x(0)1,1 = 1√2

0
0
1
−1

in C4, which form an orthonormal basis a0. The bases a1 and a2 associated with the
respective sections of the net are
a1 =

1√
2

1
0
1
0
 , 1√2

1
0
−1
0
 , 1√2

0
1
0
1
 , 1√2

0
1
0
−1

 and
a2 =

1√
2

1
0
0
1
 , 1√2

1
0
0
−1
 , 1√2

0
1
1
0
 , 1√2

0
1
−1
0

 .
This instance is of course not very convincing, since we already know how to con-
struct a complete family of five MUBs in C4. The crucial question is whether there are
square dimensions d = s2 which admit (k, s)-nets having more than Ld + 1 sections.
Among several interesting aspects of the discussion of their construction, Wocjan and
Beth cite two important facts in this direction (see [112, fact 2 and corollary 5]).
Facts 3.4.5. (a) There is a (6, 262)-net, implying that Construction 3.4.3 permits to
construct a family of six MUBs in M262(C). Since the prime factors of 26 are 2
and 13, the prime power constructions introduced in Section 3.3 do not allow to
produce more than 2 · 2+ 1 = 5 MUBs in this dimension.
(b) For all but finitely many natural numbers s ∈ N, there are (k, s)-nets having
k ≥ s1/14.8 sections. As a consequence, there are infinitely many dimensions s2 (for
instance, take s ≡ 2 mod 4, s large enough) where Construction 3.4.3 allows to
construct more MUBs than the prime power constructions.
Both of these facts stem from results concerning Latin squares, some aspects of which
we will discuss in the next section. For more details, we refer once more to [3] and [26].
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3.5 Excursion: Mutually unbiased bases and design theory
Apart from the construction of Wocjan and Beth, outlined in the previous section, there
are some more links between certain combinatorial designs and MUBs that are quite
often alluded to in expositions on the latter. We spend some lines on these connections
drawn in literature (specially in [79, 80]) in the first part of this section.
The second part concerns the important relation between MUBs and certain geo-
metrical objects named spherical 2-designs, which was established by Klappenecker
and Rötteler in 2005 ([58]).
MUBs and combinatorial designs
Roughly speaking, combinatorial designs are collections of subsets of finite sets meet-
ing certain prescribed conditions. These conditions vary a lot for different types of
designs, so that many combinatorial objects fall under this umbrella. Three of these are
nets, Latin squares, and projective planes. For more details, facts, and many examples, we
advise the aforementioned textbooks [26, 87].
We have already introduced (k, s)-nets in the previous section (see Definition 3.4.1).
For the sequel, the following equivalent definition is more convenient.
Definition 3.5.1. A (k, s)-net is a table having s2 columns and k rows, with entries from a
set S of s2 elements, with the following properties. Each row 0 ≤ i < k contains precisely all
elements of S, and is divided into s (disjoint) blocks Bi,0, . . . , Bi,s−1 ⊂ S of length s. A fixed
block in one row intersects with each block from every other row in exactly one element.
The definitions we have given for (k, s)-nets are equivalent to a more abstract def-
inition that can for instance be found in [26, 3.15]. Nets are equivalent to so-called
transversal designs (cf. [26, 3.16]), which are special instances of group divisible designs
(cf. [87, 12.1.7]).
To kill two birds with one stone, we represent, as our first instance, the (3, 2)-net
which has already served as an example in the previous section (see Figure 3.5) accord-
ing to the definition above.
• First interpret the columns of the table in Figure 3.5 as characteristic functions
on a set of s2 = 4 elements, say S = Z/4. Thereby each column corresponds
to a subset of length s = 2, and the ks = 3 · 2 columns are translated to the ks
blocks in the alternative net definition. For instance, the two columns of the first
section, i.e. the vectors X(0)0 and X
(0)
1 , correspond to the blocks {0, 1} and {2, 3}
respectively.
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• Each section of the table in Section 3.4 becomes one row in the new representa-
tion. The order of rows, and of the blocks forming one row, is arbitrary in this
process.
c = 0 c = 1
{0, 1} {2, 3}
“block” → {0, 2} {1, 3}
{0, 3} {1, 2}
↑
“cell”
Figure 3.6: A (3, 2)-net (b)
Translating sections to rows from left
to right, one obtains the adjacent rep-
resentation of the (3, 2)-net from Figure
3.5, that is a table according to Definition
3.5.1. The blocks placed one below the
other, i.e. the “columns of blocks”, are re-
ferred to as cells.
Nets are intimately linked to Latin
squares, as we will explain in the sequel.
Definition 3.5.2. A Latin square of order s is a s×s-matrix with entries from a set M of
cardinality s, e.g. Z/s, such that each element of M occurs exactly once in each row and each
column.
There are Latin squares of any order, as the following standard example shows.
Example 3.5.3. Fix a natural number s ∈ N and coefficients 0 ̸= q, r ∈ Z/s which are
coprime with s. Then a Latin square is given by the matrix
(qx + ry)0≤x,y<s ∈ Ms(Z/s).
For instance, one obtains the following Latin squares from this example (for the
parameters [s = 2, q = r = 1], [s = 3, q = r = 1], and [s = 3, q = 1, r = 2]).
0 1
1 0
0 1 2
1 2 0
2 0 1
0 1 2
2 0 1
1 2 0
There is a natural orthogonality relation for Latin squares.
Definition 3.5.4. Two Latin squares A = (ai,j) and B = (bi,j) of order s, with entries from a
set M, are called orthogonal if all entries of the matrix 
ai,j, bi,j
 
0≤i,j<s ∈ Ms(M× M)
are pairwise different. Such a matrix is called Graeco-Latin square or Euler square.
The following important standard example is checked without difficulty.
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Example 3.5.5. Fix a prime p ∈ P and an element q ∈ F×p . All of the p− 1 Latin squares
in the family 
( qx + ry )x,y∈Fp
 r ∈ F×p  ⊂ Mp(Fp)
are mutually orthogonal.
In general, there are at most s− 1 mutually orthogonal Latin squares, called MOLs
in short, of order s, and such complete sets are known to exist for prime powers, whereas
the maximal number of MOLs is not known for general dimensions, apart from the
smallest cases (for s = 6, for instance, it equals one).
Given a set of Latin squares of order s with elements from a set M, each of them is
orthogonal to both of the (non-Latin) squares R = (i)i,j∈M and C = (j)i,j∈M, which are
orthogonal to each other as well. Adding the matrices R and C to a set of MOLs, one
obtains a so-called augmented set of MOLs .
An augmented set of MOLs of order s, containing k square matrices in all, gives rise
to a (k, s)-net, as is for instance explained in [79].
Proposition 3.5.6. For natural numbers k, s ∈ N, k ≤ s + 1, let L0, . . . , Lk−1 be an aug-
mented set of MOLs of order s, with entries from the set M = Z/s. In particular, label as L0
the matrix C = (j)i,j∈M. For each matrix Li = (lix,y)x,y∈M, define subsets Bi,0, . . . , Bi,s−1 of
S = M× M by
Bk−1,c =

c, lk−1c,0

, . . . ,

c, lk−1c,s−1

= {(c, 0) , . . . , (c, s− 1)} if i = 0,
Bi,c =

0, lic,0

, . . . ,

s− 1, lic,s−1

for 1 ≤ i ≤ k− 1,
where c ranges from 0 to s− 1. Then the following table is a (k, s)-net.
c = 0 . . . c = s− 1
B0,0 · · · B0,s−1
...
...
Bk−1,0 · · · Bk−1,s−1
For the proof, one solely has to check the defining properties of a (k, s)-net one after
the other. What is more, the construction can be inverted, whence we get the following
Proposition 3.5.7. The existence of k− 2 MOLs of order s is equivalent to the existence of a
(k, s)-net.
We omit the computational proofs of the previous propositions in favour of another
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Example 3.5.8. There are no two orthogonal Latin squares of order 2, so that the stan-
dard augmented set of MOLs in M2(F2) consists only of the three matrices
C =

0 1
0 1

, R =

0 0
1 1

, and L =

0 1
1 0

.
This augmented set generates the (3, 2)-net displayed in Figure 3.7 (where we omit the
set braces for simplicity).
c = 0 c = 1
0 1
0 1

; (0, 0), (0, 1) (1, 0), (1, 1)
0 0
1 1

; (0, 0), (1, 0) (0, 1), (1, 1)
0 1
1 0

; (0, 0), (1, 1) (0, 1), (1, 0)
Figure 3.7: A (3, 2)-net (c)
(Identifying the pairs (m, n) ∈ F2p
with elements of the ring Z/4 via the
bijection (m, n) → 2m + n, this is once
more the (3, 2)-net displayed in Figures
3.5 and 3.6.)
While Wocjan an Beth interpret a
(k, s)-net as an encoding scheme of k
mutually unbiased bases in the Hil-
bert space of dimension s2 in [112], one
can also construct sets of MUBs—or
rather quasi-orthogonal masas—in the
Hilbert space of dimensions s from cer-
tain (k, s)-nets, for the case when s is a prime power. This approach was brought for-
ward by T. Paterek et al. in [79,80]. Here comes their construction for prime dimensions.
Construction 3.5.9 (Paterek et al. 2009). For a prime number p ∈ P, let L0, . . . , Lp+1 be
an augmented complete set of MOLs based on one of the sets in Example 3.5.5.
(a) Construct a (p + 2, p)-net from the augmented set of MOLs L0, . . . , Lp+1 as in
Proposition 3.5.6, especially denote the blocks Bi,j as is done there for indices
0 ≤ i ≤ p + 1 and 0 ≤ j < p.
(b) For all 0 ≤ i ≤ p + 1, label the pairs in the block Bi,0 as (mi,j, ni,j) ∈ F2p for all
0 ≤ j < p.
(c) Associate a ∗-subalgebra of the matrix algebra Mp(C) with each of these blocks
via the following assignment.
Bi,0 →−→ Mi =MBi = A∗

X
mi,0
p Z
ni,0
p , . . . , X
mi,p−1
p Z
ni,p−1
p

Then the ∗-subalgebrasM0, . . . ,Mp−1 are pairwise quasi-orthogonal masas in Mp(C).
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Applying this construction to the (3, 2)-net displayed in Figure 3.7, we end up with
the standard family of quasi-orthogonal masas A∗(σz), A∗(σx), and A∗(σxσz), in other
words with the standard family in M2(C) (see Construction 3.2.5). It is not too difficult
to check that this analogously holds for all primes p.
The weak point of Construction 3.5.9 is that it does not connect general (p + 2, p)-
nets to sets of MUBs, but only the ones induced by the regular family of MOLs intro-
duced in Example 3.5.5.
The similar construction from Paterek et al. for general prime powers, which is
omitted here, is subject to an analogue constraint—it also solely works for a certain
“linear” standard construction of MOLs and nets respectively. It is known that there
are (many) prime power dimensions where this construction is not unique (this follows
e.g. from various instances in reference [26]).
Both in the prime and the prime power case, the underlying complete sets of MOLs
encodes, in a way, the arithmetic of a Galois field. At the worst, one might therefore
see Latin squares and nets on the one hand, and sets of MUBs on the other, as math-
ematical objects where the same field arithmetic shows through—in the most regular
constructions—and nothing more. (Let us remark that the articles [79, 80] of Paterek et
al. discuss, mainly from a physicist’s perspective, many other interesting aspects of the
relation between MUBs and MOLs.)
Last but not least, let us briefly mention that the existence of a complete set of s− 1
MOLs of order s is equivalent to the existence of a so-called projective plane of order n,
and also to the existence of an affine plane of the same order (cf. [87, 12.3.2, fact 7]). Apart
from that, the combinatorial designs considered in this section are intimately linked to
difference sets, a topic which we have intentionally left aside. All combinatorial and
geometrical objects mentioned here are discussed in the compendia [26, 87].
Complete sets of MUBs as complex projective 2-designs
In 2005, Klappenecker and Rötteler proved that a complete set of MUBs is a so-called
complex projective 2-design ([58]). These designs belong to the class of spherical t-designs,
which were introduced by Delsarte, Goethals and Seidel, and later extended by Neu-
maier to certain projective spaces (see e.g. [41, 46]). Although spherical t-designs owe
their name to certain combinatorial designs called t-(v, k,λ)-designs, often named t-
designs in short, they are defined in a fairly different, more geometrical spirit.
Before we can state the main result of [58], we have to recall the definition of the pro-
jective unit sphere in the complex Hilbert space Cd. To this aim, we define the following
equivalence relation on the unit sphere Sd−1 ⊂ Cd. We say two unit vectors x, y ∈ Sd−1
are equivalent, in signs x ∼ y, if there is a factor λ ∈ T such that x = λy. This is a well-
defined equivalence relation, and the quotient CSd−1 = Sd−1/ ∼ is called projective
unit sphere. (The manifold CSd−1 is in fact isomorphic to the projective space CPd−1.)
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In the commutative polynomial ring R = C[X0, . . . , Xd−1; Y0, . . . , Yd−1], we define,
with Klappenecker and Rötteler, a subset Hom (k, k) as the set of all polynomials that
are homogeneous of order k w.r.t. the indeterminates X0, . . . , Xd−1 and Y0, . . . , Yd−1. In
other words, a polynomial p ∈ R belongs to Hom (k, k) if and only if all of its terms are
of the form
Xs00 · · ·Xsd−1d−1 ·Yt00 · · ·Ytd−1d−1
for exponents s0, . . . , sd−1, t0, . . . , td−1 ∈N0 satisfying the equations s0 + . . . + sd−1 = k
and t0 + . . . + td−1 = k.
As it is customary, we identify the ring of polynomials R with the associated poly-
nomial functions. Writing vectors in Cd as columns (i.e. in particular fixing a basis), we
can define a function p0 : Sd−1 → C for every polynomial function p ∈ Hom (k, k) via
p0 ((λ0, . . . ,λd−1)) = p(λ0, . . . ,λd−1, λ¯0, . . . , λ¯d−1)
for every vector x = (λ0, . . . ,λd−1) ∈ Cd. It is straightforward to see that we have
p0(µx) = p0(x) for all µ ∈ T, so that we can understand p0 as a function on the
projective unit sphere CSd−1. We denote the set of all functions obtained this way by
Hom (k, k)0.
Definition 3.5.10 (see [58, definition 2]). Let µ be the unique Haar measures on the projective
unit sphere CSd−1 which is invariant under unitary transformations. A finite set X ⊂ CSd−1
is a complex projective t-design if and only if the following identity holds for all functions
f ∈ Hom (t, t)0.
1
|X| ∑x∈X
f (x) =
1
µ(CSd−1)

x∈CSd−1
f (x)dµ(x) (3.12)
To put it another way, the mean of a function f in Hom (t, t)0 over the points of X
equals the mean of f over the whole projective unit sphere. Using elementary, very
elegant arguments, Klappenecker and Rötteler prove the following
Theorem 3.5.11 (see [58, theorem 1]). The following assertions are equivalent for any non-
empty finite set X ⊂ CSd−1 and any integer t ∈N0.
(i) The set X is a complex projective t-design.
(ii) The following equation holds for all vectors y ∈ Cd and all 0 ≤ k ≤ t.
(y | y)k
(d+k−1k )
=
1
|X| ∑x∈X
|(x | y)|2k
(iii) The following equation holds for all 0 ≤ k ≤ t.
1
(d+k−1k )
=
1
|X|2 ∑x,y∈X
|(x | y)|2k (3.13)
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Equation (3.13) says that a complex projective t-design attains Welch’s lower bounds
for all 0 ≤ k ≤ t. In fact, L. Welch derived the following inequality for every non-empty
finite set X of unit vectors in the Hilbert space Cd and all k ≥ 0 in [105].
1
(d+k−1k )
≤ 1|X|2 ∑x,y∈X
|(x | y)|2k
It is a matter of pure computation to check that the set of the d(d + 1) unit vectors
contained in a complete set of MUBs satisfies equation (3.13) for 0 ≤ k ≤ 2.
Corollary 3.5.12 (see [58, theorem 3]). The set X of all vectors in a complete set of MUBs of
the Hilbert space Cd is a complex projective 2-design.
One crucial observation concerning this fact is that the left-hand side of equation
(3.12) depends only on the function f ∈ Hom (2, 2)0, so that the right-hand side is the
same for all complete sets of MUBs. We can thus record:
Corollary 3.5.13. Every function f ∈ Hom (2, 2)0 gives rise to an invariant for complete
sets of MUBs in the Hilbert space Cd, that is there is a constant c f ∈ C, specified by equation
(3.12), such that the identity
1
d(d + 1) ∑x∈X
f (x) = c f
holds for all sets X of unit vectors defining a complete set of MUBs.
The fact that complete sets of MUBs are complex projective 2-designs has found
applications for instance in the study of entanglement (e.g. [109]) and entropic uncertainty
relations (e.g. [8]) of MUBs. In future, it may very well also serve as an important tool
to exclude the existence of complete sets in certain dimensions.
One application is the conservation of entanglement for complete sets of MUBs. This
is discussed by the physicists M. Wies´niak, T. Paterek, and A. Zeilinger in their paper
[109]. We conclude the present section by outlining some of the aspects discussed in
that exposition.
For natural numbers a, b ≥ 2, consider the composite dimension d = ab. As in
Convention 0.0.2, we make the following identification of Hilbert spaces.
Ca ⊗Cb ϕ0−→∼= C
d, zi ⊗ zj →−→ zbi+j
From a physicist’s viewpoint, the Hilbert space Cd may model a bipartite quantum
system, composed of subsystems A corresponding to Ca and B corresponding to Cb.
Having fixed the isomorphism Φ0 (or any other tensor product isomorphism), one
says a vector x ∈ Cd is entangled if it cannot be written as a tensor product x = x0 ⊗ x1.
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Entanglement can be quantified, for instance with the help of the so-called trace out
operation. If the considered global d-dimensional quantum system is in the (pure)
state
x = ∑
0≤i<a
0≤j<b
λi,jzbi+j ∈ Cd, ∥x∥ = 1,
one defines the so-called reduced density matrix of x on the subsystem A by the linear
operation
TrB(x) : Ca −→ Ca,
zi′ →−→
a−1
∑
i=0

b−1
∑
j=0

x
 zbi+j zbi′+j  x

zi =
a−1
∑
i=0

b−1
∑
j=0
λi,jλ¯i′,j

zi.
(3.14)
You readily check that the operator TrB(x) corresponds to a self-adjoint and positive
semi-definite matrix in Ma(C) with (non-normalised) trace equal to one, thus to a den-
sity matrix (cf. Definition 3.1.1). As a matter of fact, TrB(x) is the density matrix of
the subsystem A if the global system’s state is x, i.e. it describes the observation of
somebody whose observation is restricted to system A. Colloquially, physicists say the
operation x → TrB(x) “traces out” the system B.
The following examples are quickly computed and may help to get a feeling for the
trace out operation. As usual, we label the projection onto the line C · y ⊂ Ca as py for
any vector y ∈ Ca.
TrB(x0 ⊗ x1) = px0 for unit vectors x0 ∈ Ca, x1 ∈ Cb
TrB
√
1/2(x0 ⊗ y0 + x1 ⊗ y1)

=
1
2
(px0 + px1) for orthogonal unit vectors
x0, x1 ∈ Ca and y0, y1 ∈ Cb
TrB(
√
1/d ∑
0≤i<a
0≤j<b
zbi+j) =
1
a
a−1
∑
i=0
pzi (3.15)
As always, let τ be the normalised trace on the matrix algebra Ma(C). We define a
positive real-valued function
ψ : Cd →−→ R+, x →−→ τ TrB(x)2 . (3.16)
One easily verifies that ψ attains its maximum 1/a exactly on non-entangled (also called
separable) unit vectors, and its minimum 1/a2 on maximally entangled unit vectors, that is
on vectors having a reduced density matrix like the one in example (3.15) above. On
that account, ψ measures the amount of entanglement for (unit) vectors in Cd. Fur-
thermore, a calculation reveals that the function ψ is an element of Hom (2, 2), and can
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therefore be considered as an element of Hom (2, 2)0 as well. Elihu Lubkin proved in
[67] that the average value of ψ over the projective unit sphere CSd−1 computes to
1
µ(CSd−1)

x∈CSd−1
ψ(x)dµ(x) =
a + b
a(d + 1)
.
On the whole, Corollary 3.5.13 now allows to make the following
Observation 3.5.14. The entanglement function ψ : Sd−1 → [1/a2, 1/a], defined by the
assignment (3.16), induces an invariant for complete sets of mutually unbiased bases
in the following sense. If X ⊂ Sd−1 is the set of all unit vectors in a complete system
of mutually unbiased bases for the Hilbert space Cd ∼= Ca ⊗ Cb, then the following
equation holds.
1
d(d + 1) ∑x∈X
ψ(x) =
a + b
a(d + 1)
(3.17)
Assume that a number of 0 ≤ s ≤ d + 1 among the MUBs considered in this obser-
vation are product bases, i.e. consist of non-entangled vectors only. Let Y ⊂ X denote
the subset of X containing the vectors of these bases. Then Y has sd members, and
equation (3.17) becomes
1
d

sd
a
+ ∑
x∈X\Y
ψ(x)

=
a + b
a
.
Knowing that ψ is bounded above by 1/a, it takes a few steps to deduce from this
equation that at most s = a + 1 members of the considered set of MUBs are product
bases. If this maximum is attained, then equation (3.17) leads to the identity
∑
x∈X\Y
ψ(x) =
b− 1
a
.
This last equation can only hold true if ψ attains its minimum 1/a2 on all vectors in the
set X \ Y, that is to say, if all of these vectors are maximally entangled. Since we have
not specified whether a exceeds b or vice versa, we can altogether record the following
fact.
Observation 3.5.15 (Wies´niak et al. 2011, see [109, lemma 1]). For two natural numbers
2 ≤ a ≤ b, fix an isomorphism of Hilbert spaces Ca ⊗ Cb ∼= Cd. A complete set of
MUBs in Cd contains at most a+ 1 product bases, and if this holds true, then all vectors
of the remaining orthonormal bases are maximally entangled.
Although a proof has, to our best knowledge, not yet been found, it seems very
unlikely that a set of a+ 1 mutually unbiased product bases like in the previous obser-
vation can be completed (or even extended?) at all.
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Daniel McNulty and Stefan Weigert derived a couple of results pointing in this
direction: they first demonstrated ([71, 72]) that the existing sets of three mutually un-
biased product bases in C6 are maximal, and later that even pairs of product bases in
C6 cannot be extended to a complete set of MUBs ([73]).
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Chapter 4
Nice masa families and the
generalised Clifford algebra
From here on, we will mainly limit our considerations of quasi-orthogonal masa fami-
lies to the subclass of nice masa families. These got their name from the so-called nice
unitary error bases, which we will therefore introduce in Section 4.1.
In Section 4.2, we present a class of quasi-orthogonal masa pairs which we call
normal. It generalises the class of standard pairs of masas on the one hand, and is
compatible with a definition of nice families of MUBs given by Aschbacher et al. ([3])
in important cases on the other, as we shall demonstrate in Section 4.3.
Next, we show in Section 4.4 that the generalised Clifford algebra is an appropriate
algebraic framework to construct any complete nice masa family. This rephrases a
result of Boykin et al. in [16], where it is shown that any complete nice masa family
stems from a partition of the basis Fpn introduced in Section 4.4.
Finally, we propose and shortly discuss another possible generalisation of standard
masa pairs in Section 4.5. We show most notably that this class comprises all quasi-
orthogonal masa families in dimension four. However, we do not further follow this
line of investigation in the present work.
4.1 Nice unitary error bases
In 1996, Emanuel Knill established a concept of especially nice unitary operator bases
for the matrix algebra Md(C) in the papers [61, 62].
Bases of unitaries for matrix algebras are often called error bases by physicists. This
terminology stems from the fact that these bases play an important role in the con-
struction of so-called error correcting codes in the area of quantum computing. We will
explain this in a nutshell at the end of this section.
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Proposition/Definition 4.1.1 (E. Knill 1996). Let G be a (multiplicative) finite group of
order d2, e its neutral element, and E = {ug | g ∈ G} ⊂ Ud a set of d2 unitary d×d-matri-
ces indexed by G. If all members of E besides ue are trace-free and there are complex numbers
ωg,h ∈ C for all g, h ∈ G satisfying the equations
uguh = ωg,hugh, (4.1)
then E is a Hilbert-Schmidt orthonormal basis for Md(C), called nice (unitary) error basis.
The group G is the index group of E and {ωg,h | g, h ∈ G} its factor set. The factors wg,h
automatically have modulus one, further the unitary ue equals the unit matrix up to a phase
factor.
Since the determinant of any unitary matrix is an element of the unit circle, there are fac-
tors λg ∈ T such that all elements in E′ = {λgug | g ∈ G} have determinant one. As a
consequence, all factors w′g,h associated to E
′ as above are dth roots of unity, and E′ contains
the unit matrix. An error basis like E′ is called very nice.
Proof. The factors ωg,h have modulus one by unitarity of the basis elements and equa-
tion (4.1), which further implies ueue = ωe,eue and thereby ue = ωe,eId. For all g ∈ G, it
moreover leads to
ugug−1 = ωg,g−1 ue ∼T Id = ugu∗g
and thus to ug−1 ∼T u∗g. This ensures that

ug
 uhHS = τ(ugu∗h) ∼T τ(uguh−1) ∼T τ(ugh−1) =

τ(ue) ∼ 1 if h = g
0 else
for all g, h ∈ G, whence E is a Hilbert-Schmidt orthonormal basis.
Now suppose all elements in E have determinant one. From equation (4.1), we then
deduce for all g, h ∈ G:
det(uguh) = det(ωg,hugh)
⇔ det(ug)det(uh) = ωdg,h det(ugh)
⇔ 1 = ωdg,h
Hence all factors ωg,h are dth roots of unity if E is very nice.
As a remark, it is an easy exercise to check that the index group for a given nice
unitary error basis is unique (up to isomorphism).
Consider a very nice unitary error basis E = {ug | g ∈ G} ⊂ Ud (which can always
be gained from a nice error basis as in the proposition/definition above) with index
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group G. As explained before, the factor set Ω of E is included in the set Zd of d-roots
of unity, hence the set 
ω ug
 ω ∈ Ω, g ∈ G
is a finite subgroup of the unitaries, named error group. A group isomorphic to an
error group is usually called abstract error group. Knill characterised these groups in
[61, theorem 2.1].
Theorem 4.1.2 (Knill 1996). A finite group H is an (abstract) error group if and only if there
is an irreducible character χ : H → C supported on the centre of H and such that the kernel of
the irreducible representation associated to χ is trivial.
The proof of implication “⇒” can be found in the Appendix on page 221. 
We have already come across a number of examples of nice error groups in the
preceding chapters.
Examples 4.1.3. As before, let Zd ⊂ T designate the set of all dth roots of unity and fix
the primitive root ζd = exp(2πi/d) ∈ Zd for all d ∈ N. Further recall the d-dimensional
Weyl matrices
Xd =

0 0 · · · 0 1
1 0 · · · 0 0
0 1
...
...
...
...
. . .
...
...
0 · · · 0 1 0

∈ Wd and Zd =

1
ζd
. . .
ζd−1d
 ∈ Wd.
(a) For all 0 ≤ i, j < d, we define a unitary monomial matrix ui,j = XidZjd ∈ Ud.
We have seen in Example 2.2.16 that these elements are pairwise Hilbert-Schmidt
orthogonal. Due to the commutation relation ZdXd = ζdXdZd, they obey the iden-
tities
ui,juk,l = ζ
jk
d ui+k,j+l ,
where the indices are understood modulo d on the right-hand side, and i, j, k, l
range from 0 to d− 1. As a consequence, the set
E =

XidZ
j
d
 0 ≤ i, j < d ⊂ Ud
is a very nice error basis for Md(C) with abelian index group Z/d×Z/d, factor
set Zd, and error group
H =

ζkdX
i
dZ
j
d
 0 ≤ i, j, k < d .
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The (non-abelian) error group H is (an irreducible and faithful representation of)
the finite Heisenberg group N(Z/d), also known as Heisenberg-Weyl group. An
instructive discussion of these groups can be found in [4].
(b) Fix a factorisation d = d0 · · · dm (m ∈ N0, d0, . . . , dm ∈ N) of the dimension d.
Then the product basis of monomial unitaries
Fd0,...,dm =

Xi0d0 Z
j0
d0
⊗ · · · ⊗ Ximdm Z
jm
dm
 0 ≤ ik, jk ≤ dk − 1 for all 0 ≤ k ≤ m
inside Md0(C) ⊗ · · · ⊗ Mdm(C) ∼= Md(C) is a very nice error basis with abelian
index group
G =
m
k=0
(Z/dkZ×Z/dkZ) .
The basis Fd0,...,dm is indexed by G in the obvious way, namely via the assignment
G ∋ (i0, j0, . . . , im, jm) →−→ Xi0d0 Z
j0
d0
⊗ · · · ⊗ Ximdm Z
jm
dm
.
The factor setΩ of F is included in Zd and depends on the given factorisation. For
instance, if the dimension is a power d = am+1, and dk equals a for all 0 ≤ k ≤ m,
the factor set is Za. It equals Zd in case the greatest common divisor of d0, . . . , dm
is one.
It is an exercise to check that in general, the following rule applies. For each
prime p ∈ P which divides d, let sp ∈ N denote the largest power of p dividing
one of the factors d0, . . . , dm, and label as d′ the product of all powers sp obtained
this way. Then the factor set of Fd0,...,dm is given by Zd′ .
(c) If the dimension is a power d = cn, and decomposed via d0 = . . . = dn−1 = c
(c ∈N), we write Fcn instead of Fc,...,c. If c = p is prime, the error basis
Fpn =

Xi0p Z
j0
p ⊗ · · · ⊗ Xin−1p Zjn−1p
 0 ≤ ik, jk < p for all 0 ≤ k < n (4.2)
coincides, up to phase factors, with the basisEp2n employed for the construction of
Bandyopadhyay et al. (see Definition/Proposition 3.3.8 and Construction 3.3.12).
We shall not leave unmentioned that there is a multitude of unitary error bases
which are not nice. Consider for instance a nice error basis E = {ug | g ∈ G} ⊂ Ud.
Then for any two unitaries v, w ∈ Ud, the set
E′ =

vugw
 g ∈ G
is certainly still a unitary error basis, but in general, the commutation relation (4.1) of
a nice error basis does no longer hold. The basis E′ is, however, equivalent to a nice
unitary error basis in the following sense.
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Definition 4.1.4. Two unitary error bases {ui | 0 ≤ i ≤ d2 − 1}, {u′i | 0 ≤ i ≤ d2 − 1}
of the d×d-matrices are called equivalent if there are two unitaries v, w ∈ Ud, a permutation
σ ∈ Sd2 , and factors λi ∈ T such that u′i = λivuσ(i)w for all 0 ≤ i ≤ d2 − 1.
One may ask whether every unitary error basis is, if not nice, at least equivalent to a
nice unitary error basis. It is checked without difficulty that this holds for M2(C), since
in this case all error bases are indeed equivalent to the (nice) basis of Pauli matrices
(Example 4.1.3 (a)). The short proof can be found in the paper [59] by A. Klappenecker
and M. Rötteler.
In the same exposition, the authors also present (a similar version of) the following
example of an error basis for M4(C), showing that in general, the question raised above
has negative answer. Bases which are not equivalent to any nice unitary error basis are
often called wicked.
Example 4.1.5. Let α ∈ R \Q be an irrational angle and define diagonal unitary matri-
ces in M4(C) by
u0 = I4,
u1 = diag(1, 1, −1, −1),
u2 = diag(1,−1, e2πiα,−e2πiα)
and u3 = diag(1,−1,−e2πiα, e2πiα).
The Hilbert-Schmidt orthonormal family {u0, . . . , u3} can be completed to a unitary
error basis (for instance by {Xi4Zj4 | 1 ≤ i ≤ 3, 0 ≤ j ≤ 3}). Every such basis is wicked.
Proof. Suppose on the contrary that a unitary basis containing {u0, . . . , u3} is equiva-
lent to a nice error basis E. Then there are unitaries v, w ∈ U4 and phases λ, µ ∈ T such
that the matrices u′0 = λvu0w and u′2 = µvu2w belong to E.
Recall that due to equation (4.1), the product u′0u′∗2 belongs, up to a phase factor,
to E as well (see the proof of Proposition/Definition 4.1.1). Since moreover the index
group of E is of order 16, there is thus a factor n ∈N of 16 such that we have
u′0u′∗2
n ∼T (vu∗2v∗)n = v(u∗2)nv∗ ∼T I4,
so that we eventually obtain un2 ∼T I4. In view of the upper left entry of u2, this leads
to un2 = I4, contradicting the presumption that the angle α is irrational.
At this point, we are able to add a criterion for the standardness of masa pairs to
the list in Theorem 2.4.7, which mostly resembles item (iv) in that list.
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Proposition 4.1.6. The following assertions are equivalent for all masas M,N ⊂ Md(C)
inside the matrix algebra Md(C).
(i) The masas M and N form a standard (quasi-orthogonal) pair of masas.
(iv) There are unitary generators v0 ofM and v1 ofN having trace-free powers v0, . . . , vd−10 ,
v1, . . . , vd−11 , and commuting up to a primitive dth root of unity ω:
v0v1 = ωv1v0 (4.3)
(iv)’ There are unitary generators v0 of M and v1 of N such that a very nice error basis for
Md(C) is given by E = {vi0vj1 | 0 ≤ i, j < d}.
Proof. Suppose statement (i) holds. By definition of standard masa pairs, there is then
a unitary u ∈ Ud such that the masas M and N are generated by elements v0 = uZdu∗
and v1 = uXdu∗ respectively. Thereby the set E defined in item (iv)′ equals the basis
defined in Example 4.1.3 (a) up to unitary equivalence, and thus is a very nice unitary
error basis.
Assertion (iv)′ almost immediately implies assertion (iv) by definition of very nice
unitary error bases, up to the primitivity of the dth root ω in equation (4.3). Suppose ω
were not primitive. Then you would find an exponent 0 < a < d such that va1 would
commute with (all powers of) v0. By maximality of the masa M, this would impose
va1 lies in M = span(Id, v0, . . . , vd−10 ), in contradiction to the linear independence of
members of the basis E.
The implication (iv)⇒ (i) has been shown in the proof of Theorem 2.4.7.
Remarks 4.1.7. (a) Although all index groups in Examples 4.1.3 are abelian, there
are also nice error bases having non-abelian index groups. A method to find
such nice error bases was presented by Knill in [61]. The smallest examples,
occuring in dimension d = 4, can also be found in [56]. Pursuing our objectives,
we will not come across explicit instances of non-abelian index groups in this
thesis. Nevertheless, it is not necessary to limit our considerations to the abelian
case in the present section.
(b) Apart from nice unitary error bases, there is a second very important construction
of error bases, described by Reinhard Werner in [106], yielding the so-called shift-
and-multiply bases. In 2003, Klappenecker and Rötteler proved in [59] that these
classes of error bases are in fact different, which had not been clear from the
beginning.
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Nice error bases and projective unitary representations
It meets the eye that no requirements concerning the index group G are stated in Defini-
tion 4.1.1 above. At the same time, obviously not every group is appropriate to serve as
an index group for a nice error basis (just as not any group can serve as an error group,
cf. Theorem 4.1.2). To come to a better understanding of the nature of error bases and
their index groups, we need to recollect a few ingredients from the theory of group re-
presentations (for finite groups). Detailed introductions to group representations can
be found in many textbooks, for instance [29] and [94].
Definition 4.1.8. The projective unitary group PU d inside the d×d-matrices is defined as
the quotient group of the unitary group Ud by its centreT · Id, that isPU d = Ud/T. We denote
the quotient map by p, and often write [u] instead of p(u) for a coset in PU d (u ∈ Ud). Given a
group G, a group homomorphism ρ : G → PU d is called projective unitary representation
(of G) of order d.
Informally speaking, the unitaries of a nice error basis “form a group up to phase
factors”. That is exactly what links them to projective representations.
Observation 4.1.9. Let G be the index group of a nice error basis E = {ug | g ∈ G}
in Ud. Then the mapping G → PU d, g → [ug], defines a(n injective) projective unitary
representation of G.
This assertion follows directly from Knill’s definition of nice unitary error bases.
At the same time, the trace-condition prevents that conversely, every projective unitary
representation of a group of order d2 gives rise to a nice unitary error basis in Md(C).
Further requirements concerning the index group are needed.
Gˆ ⊂ Ud
pˆ

p
%%
G 

ρ
// PU d
Figure 4.1: Pullback
A projective representation (in different mathemati-
cal areas) admits a so-called pullback. In the present con-
text, this means the following. Given a faithful—that is
injective—projective representation ρ : G → PU d, there
is a subgroup Gˆ of the unitary group Ud and a surjective
group homomorphism pˆ : Gˆ → G such that the adja-
cent diagram commutes. For finite groups, one can show
more.
Proposition 4.1.10. Given a finite group G which admits a faithful projective unitary repre-
sentation ρ : G → PU d, there is a finite preimage Gˆ ⊂ Ud (a subgroup of the unitary group
Ud) and a group homomorphism pˆ : Gˆ → G such that the diagram in Figure 4.1 commutes.
Proof. For each g ∈ G, there is a representative ug ∈ Ud of the coset ρ(g) ∈ PU d
having determinant one. Since ρ is a projective representation, there furthermore is a
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factor set Ω = {ωg,h | g, h ∈ G} ⊂ T such that the identity uguh = ωg,hugh holds for all
g, h ∈ G. As explained in the proof of Proposition/Definition 4.1.1, the condition that
all elements ug have determinant one ensures that the factor set Ω is included in the
group Zd of dth roots of unity. It is therefore plain to see that
Gˆ = {ω ug | ω ∈ Zd, g ∈ G} ⊂ Ud
is a group of order at most d · ord(G). By the faithfulness of ρ, the mapping pˆ : Gˆ → G,
ω ug → g for all ω ∈ Zd, is a well-defined group homomorphism, which obviously is
surjective and fulfils ρ ◦ pˆ(ω ug) = ρ(g) = p(ω ug) for all ω ∈ Zd and g ∈ G.
Leaving apart the assumption that ρ is faithful in Proposition 4.1.10, one still obtains
a finite preimage of ρ(G) inside the unitary group, that is a finite subgroup Gˆ ⊂ Ud
with the property that p(Gˆ) equals ρ(G). (To see this, consider the quotient G/ ker(ρ)
instead of the group G in the proof above.) However, one will in general not find a
well-defined group homomorphism pˆ like in Figure 4.1.
Michael Aschbacher, Andrew M. Childs and Pawel Wocjan rephrased Knill’s orig-
inal definition of nice error bases in their paper [3]. (A similar reformulation had been
published earlier by A. Klappenecker and M. Rötteler in [56].) This reformulation of
Definition 4.1.1 reveals that nice error bases are associated to (groups admitting) pro-
jective representations of a special type. The following definition is essentially taken
over from [3].
Proposition/Definition 4.1.11. We say a subgroup Gˆ of the unitary group Ud is of central
type if the image p(Gˆ) ⊂ PU d is of order d2 and all unitaries in Gˆ \T · Id are trace-free.
A projective unitary representation ρ : G → PU d is said to be of central type if ρ is
faithful and some (and thereby each) preimage Gˆ ⊂ Ud of ρ(G) is of central type. Accordingly,
the group G is of order d2.
Proof. For the second part, let us briefly demonstrate that the existence of one preim-
age Gˆ of central type for a faithful projective unitary representation ρ : G → PU d
implies that every other preimage G˜ ⊂ Ud of ρ(G) is central as well. First of all, the
images of Gˆ and G˜ are both of order d2, since we have |p(Gˆ)| = |p(G˜)| = |ρ(G)| by
diagram 4.1. (Clearly the injectivity of ρ then yields |G| = d2.) What is more, there
are elements uˆ ∈ Gˆ and g ∈ G satisfying p(u˜) = ρ(g) = p(uˆ) for each unitary u˜ ∈ G˜.
Consequently, there is a phase factor λ ∈ T such that u˜ = λuˆ, and hence u˜ is trace-free
if and only if the same is true for uˆ. This shows that G˜ is of central type as well.
Here comes the description of nice error bases from [3].
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Theorem 4.1.12 (Aschbacher et al. 2004). A subset E of the unitary matrices in Md(C) is a
nice unitary error basis if and only if there is a group G (of order d2) which admits a projective
unitary representation ρ : G → PU d of central type such that E contains precisely one
representative of ρ(g) ∈ PU d for all g ∈ G.
Proof. First suppose E is a nice unitary error basis in the sense of Definition 4.1.1.
There is then a group G of order d2 such that we have E = {ug | g ∈ G}, and the
injective mapping
ρ : G −→ PU d, g →−→ [ug],
is a group homomorphism.
We choose representatives u′g ∈ [ug] = ρ(g) in Ud having determinant one for all
g ∈ G. As in the proof of Proposition 4.1.10, one sees that the factor set of the (very)
nice error basis E′ = {u′g | g ∈ G} is included in the group Zd of dth roots of unity. The
set
Gˆ = {ω u′g | ω ∈ Zd, g ∈ G} ⊂ Ud
is therefore a group and a finite preimage of ρ(G). Since Gˆ is of central type by con-
struction, the homomorphism ρ is a projective unitary representation of central type.
If conversely a projective unitary representation ρ : G → PU d of central type is
given for a group G, then it directly follows ord(G) = d2. Fix a representative ug ∈ ρ(g)
for all g ∈ G and set E = {ug | g ∈ G}. Since ρ is a group homomorphism, we
know that ue ∼T Id and further have the identity [ug] ◦ [uh] = [ugh] in PU d, hence
uguh ∼T ugh for all g, h ∈ G. Beyond that, all unitaries ug for e ̸= g ∈ G are trace-free,
because there is a preimage Gˆ of ρ(G) of central type. As in the proof of Proposi-
tion/Definition 4.1.1, the last statement ensures that E is actually a Hilbert-Schmidt
orthonormal basis, whereas it is nice by the former assertion.
Excursion: Nice error bases and quantum computing
In short, a quantum computer is a computational device based on quantum mechanical
techniques and effects. At present, the only existing quantum computers are some
small working prototypes, and the construction of such devices which can actually
perform useful computations confronts both engineers and physicists with a number of
highly non-trivial problems.
One of these obstacles is the phenomenon of decoherence, which is, loosely speak-
ing, the interaction of the environment with the quantum system used for a compu-
tation. Another difficulty is the inevitable inaccuracy in the course of implementation
of a quantum computational operation, especially if the latter depends on some non-
discrete parameters.
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Error correcting codes are (quantum) algorithms aiming to minimise the effects of
decoherence and/or inaccuracy. Quantum algorithms are composed of a number of
single unitary operations corresponding to manipulations of the quantum system (the
so-called quantum gates), and that is where unitary error bases come into play. Without
going into detail, one may guess that it makes things easier—both on a theoretical and
a technical level—if the set of utilised gates enjoys some regularity properties. The
term nice reflects this aspect.
For a concise introduction to both quantum computing and error correcting codes,
we recommend the article Fault-Tolerant Quantum Computation by Peter W. Shor ([97]).
4.2 Normal pairs of quasi-orthogonal masas
In Sections 2.4 and 2.5, we have introduced the particularly regular standard quasi-
orthogonal pairs of masas in Md(C). We have seen how a standard pair of masas in
Md(C) “models” the action of Z/d on the group C∗-algebra C∗(Z/d).
If the dimension d is a composite number, say d = d0 · · · dm, one may more gener-
ally consider actions of the direct sum Z/d0Z× · · · ×Z/dmZ on C∗(Z/d). We shall
see that such actions are also linked to a class of quasi-orthogonal masa pairs, related to
the nice error bases introduced in the previous section. Notice that we do not assume
the factors d0, . . . , dm to be relatively prime, so that the corresponding actions, which
we will describe in detail in this section, do not in general coincide with the canonical
action of Z/d on the group C∗-algebra C∗(Z/d).
For a given dimension d and a factorisation d = d0 · · · dm, we identify the matrix
algebra Md(C) and the tensor product Md0(C)⊗ · · · ⊗ Mdm(C) via the ∗-isomorphism
defined in Convention 0.0.2 as usual. We define the matrix
Fd0,...,dm = Fd0 ⊗ · · · ⊗ Fdm ∈ Md(C),
where the components Fd0 ∈ Md0(C), . . . , Fdm ∈ Mdm(C) are the Fourier matrices in-
troduced in Definition 1.3.2. As a remark, the matrix Fd0,...,dm is an example of a block-
circulant Hadamard matrix with circulant blocks, see Definition 1.4.5.
The following definition generalises the notion of standard masa pairs (see Defini-
tion 2.4.5).
Definition 4.2.1. Let d = d0 · · · dm denote a factorisation of the dimension d (m ∈ N0,
d0, . . . , dm ∈N). A pair {M,N} of masas in Md(C) is called normal w.r.t. this factorisation
if it is equivalent to the pair {Dd, Fd0,...,dmDdF∗d0,...,dm}. If the pair {M,N} is normal w.r.t.
some (unspecified) factorisation of d, we simply call it normal.
We shall explain the name of the masa pairs so defined in the next section, more
precisely by Proposition 4.3.11.
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Remarks 4.2.2. Fix a factorisation d = d0 · · · dm of the dimension d.
(a) Observe that a normal pair is automatically quasi-orthogonal since Fd0,...,dm is a
unitary Hadamard matrix.
(b) Recall the unitary Hilbert-Schmidt basis wd0,...,dm for the diagonal masa Dd (Ex-
ample 1.4.2). It consists of all ordered products of the elements
wk = Id0 ⊗ · · · ⊗ Idk−1 ⊗ Zdk ⊗ Idk+1 ⊗ · · · ⊗ Idm .
Due to the identity Xdk = Fdk Z
∗
dk
F∗dk (cf. Example 2.2.9), the masa Fd0,...,dmDdF∗d0,...,dm
is generated by the monomial unitaries
vk = Fd0,...,dm w
∗
k F
∗
d0,...,dm = Id0 ⊗ · · · ⊗ Idk−1 ⊗ Xdk ⊗ Idk+1 ⊗ · · · ⊗ Idm ,
where k ranges from 0 to m. Consequently, the identity FdDdF∗d = A∗ (Xd) in the
standard case is generalised to
A∗ (v0, . . . , vm) = Fd0,...,dmDdF∗d0,...,dm . (4.4)
Be aware, however, that the masa Fd0,...,dmDdF∗d0,...,dm is in general not generated
by the single unitary v0 · · · vm = Xd0 ⊗ · · · ⊗ Xdm . In fact, one easily verifies that
this product generates Fd0,...,dmDdF∗d0,...,dm if and only if the factors d0, . . . , dm are
relatively prime.
(c) Every standard pair is of course normal (w.r.t. the trivial factorisation). For prime
dimensions, the converse obviously holds as well. For composite dimensions,
not all normal masa pairs are standard. For instance, we have proved in Example
2.4.9 that the diagonal masa D4 ⊂ M4(C) and the masa N generated by the
matrices I2 ⊗ σx and σx ⊗ I2 do not form a standard pair. Nevertheless, {D4,N}
is normal by definition.
(d) We have already noted in Section 2.4 that all prime dimensions greater than five
admit non-standard and hence non-normal pairs of quasi-orthogonal masas (cf.
Fact 2.4.11). Given a composite dimension d ∈N, it lies at hand that there is only
a finite number of different equivalence classes of normal masa pairs in Md(C),
depending on the number of possible factorisations of d into prime powers. For
this reason, the result by Haagerup (see Proposition 2.4.10), stating that there are
uncountably many pairwise inequivalent quasi-orthogonal masa pairs in every
composite dimension, gives evidence that by far not all quasi-orthogonal pairs
are normal.
As for standard pairs, one may wonder whether the order of the masas M and N
matters in the definition above in the following sense. Suppose there is a ∗-isomor-
phism ϕ of Md(C) such that
ϕ (Dd) =M and ϕ

Fd0,...,dmDdF∗d0,...,dm

= N . (4.5)
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Does this imply the existence of a second ∗-isomorphism ψ of Md(C) fulfilling
ψ (Dd) = N and ψ

Fd0,...,dmDdF∗d0,...,dm

=M (4.6)
and vice versa? The answer is positive.
Lemma 4.2.3. Given a pair {M,N} of masas in Md(C) and a factorisation d = d0 · · · dm
of the dimension d, the existence of ∗-isomorphisms ϕ and ψ of Md(C) obeying the equations
(4.5) and (4.6) respectively is equivalent.
Proof. This statement is essentially verified analogously to the corresponding Lemma
2.4.4 for standard pairs. One only has to check that the equations Xd = FdZ∗dF
∗
d and
Xd = F
∗
dZdFd, established in that very proof, generalise to
vk = Fd0,...,dm(Id0 ⊗ · · · ⊗ Idk−1 ⊗ Z∗dk ⊗ Idk+1 ⊗ · · · ⊗ Idm)F∗d0,...,dm (4.7)
and vk = F∗d0,...,dm(Id0 ⊗ · · · ⊗ Idk−1 ⊗ Zdk ⊗ Idk+1 ⊗ · · · ⊗ Idm)Fd0,...,dm (4.8)
for all 0 ≤ k < m. Setting u˜ = uFd0,...,dm for any unitary u ∈ Ud, we obtain the following
equivalences.
uDdu∗ = M and uA∗ (v0, . . . , vm) u∗ = N
⇔
(4.7)
Dd = u∗Mu and Fd0,...,dmDdF∗d0,...,dm = u∗N u
⇔ F∗d0,...,dmDdFd0,...,dm = u˜∗Mu˜ and Dd = u˜∗N u˜
⇔
(4.8)
A∗ (v0, . . . , vm) = u˜∗Mu˜ and Dd = u˜∗N u˜
⇔ u˜A∗ (v0, . . . , vm) u˜ = M and u˜Ddu˜∗ = N
Since all ∗-isomorphisms of Md(C) are inner, this proves our assertion.
The next theorem is an analogue of Theorem 2.4.7 concerning standard masa pairs
(where item (iv) corresponds to item (iv)′ of Proposition 4.1.6, the latter allowing a less
technical generalisation than the original statement (iv) of Theorem 2.4.7).
Recall that Wd denotes the subgroup of monomial unitaries in Ud. In Section 2.4,
we have also defined the subgroup W(M,N ) ⊂ Ud, associated with a pair of masas
{M,N}, by
W(M,N ) = {v ∈ N ∩ Ud | vMv∗ =M} .
Also recall the identity W(Dd,N ) = N ∩Wd.
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Theorem 4.2.4 (Criteria for normal pairs of masas). Let d = d0 · · · dm be a factorisation of
the dimension d (m ∈N0, d0, . . . , dm ∈N). We define unitary monomials
vk = Id0 ⊗ · · · ⊗ Idk−1 ⊗ Xdk ⊗ Idk+1 ⊗ · · · ⊗ Idm ,
wk = Id0 ⊗ · · · ⊗ Idk−1 ⊗ Zdk ⊗ Idk+1 ⊗ · · · ⊗ Idm ∈ Wd
for all 0 ≤ k ≤ m as before. For any unitary matrix u ∈ Ud and associated masa M = uDdu∗
in Md(C), the following statements are equivalent.
(i) The pair {Dd,M} is a normal pair of masas w.r.t. the factorisation d = d0 · · · dm.
(iia) There is a ∗-automorphism ϕ : Md(C)→ Md(C) satisfying the identities
ϕ (Dd) = Dd and ϕ (A∗ (v0, . . . , vm)) =M.
(iib) There is a ∗-automorphism ψ : Md(C)→ Md(C) satisfying the identities
ψ (Dd) =M and ψ (A∗ (v0, . . . , vm)) = Dd.
(iiia) The unitary u is a Hadamard matrix equivalent to Fd0,...,dm .
(iiib) The unitary u∗ is a Hadamard matrix equivalent to Fd0,...,dm .
(iv) There are unitary generators w˜0, . . . , w˜m of Dd and v˜0, . . . , v˜m of M such that the set
E =

v˜i00 · · · v˜imm w˜j00 · · · w˜jmm
 0 ≤ ik, jk < dk for all 0 ≤ k ≤ m
is a very nice unitary error basis for the matrix algebra Md(C), indexed by the abelian
group
m
k=0(Z/dk ×Z/dk) in the obvious manner (cp. Example 4.1.3 (b)).
(va) The masaM is quasi-orthogonal toDd and generated by unitaries v˜0, . . . , v˜m ∈ Ud such
that v˜dkk = Id and v˜kDdv˜∗k = Dd for all 0 ≤ k ≤ m.
(vb) The masa Dd is quasi-orthogonal to M and generated by unitaries w˜0, . . . , w˜m ∈ Ud
such that w˜dkk = Id and w˜kMw˜∗k =M for all 0 ≤ k ≤ m.
(via) The masas Dd and M are quasi-orthogonal, and there is an isomorphism of abelian
groups
W (Dd,M) / (T · Id) ∼= Z/d0 × · · · ×Z/dm.
(vib) The masas Dd and M are quasi-orthogonal, and there is an isomorphism of abelian
groups
W (M,Dd) / (T · Id) ∼= Z/d0 × · · · ×Z/dm.
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Proof. Recall that we have A∗(v0, . . . , vm) = Fd0,...,dmDdF∗d0,...,dm by equation (4.4). By
definition of equivalence for masa pairs (cf. Definition 2.4.1), condition (i) holds true
if and only if at least one of the conditions (iia) and (iib) is fulfilled. As the latter are
equivalent by Lemma 4.2.3, the equivalences (i)⇔ (iia)⇔ (iib) are clear.
Replacing Fd by Fd0,...,dm in the proof of Theorem 2.4.7, one proves the equivalences
(iia) ⇔ (iiia) and (iib) ⇔ (iiib) in just the same way as the respective equivalences in
that earlier proof.
The schemes below give an overview over the implications we shall demonstrate
in the sequel.
(a) (iia) +3

_g
(via)

(b) (iib) +3
_g
(vib)

(iv) +3 (va) (vb)
Once the steps in diagram (a) are proved, it is straightforward to deduce the implica-
tions of diagram (b) from the analogues in (a). To this aim, one intermediately applies
the unitary conjugation u∗ · u, precisely as done for the respective implications in the
proof of Theorem 2.4.7.
(iia)⇒ (iv). We define unitary matrices v˜k = ϕ(vk), w˜k = ϕ(wk) for all 0 ≤ k ≤ m.
The basis E is thereby unitarily equivalent to the basis Fd0,...,dm introduced in Example
4.1.3 (b), and hence a very nice unitary error basis with the stated index group.
(iv) ⇒ (va). By assumption, the unitaries v˜0, . . . , v˜m generate the masa M. The
error basis E being nice, they moreover commute with the generators w˜0, . . . , w˜m of the
diagonalDd up to phase factors, implying the identities v˜kDdv˜∗k = Dd for all 0 ≤ k ≤ m.
By the structure of the index group of E, we can further assume v˜dkk = Id for all indices
0 ≤ k ≤ m w.l.o.g.
Elements of E being pairwise Hilbert-Schmidt orthogonal, we specially have
v˜i00 · · · v˜imm
 w˜j00 · · · w˜jmm 
HS
= 0
for all 0 ≤ ik, jk < dk, 0 ≤ k ≤ m, apart from the case that all exponents ik, jk equal zero.
Put differently, the masas Dd and M are quasi-orthogonal.
(iia)⇒ (via). Applying the ∗-isomorphism ϕ−1, we first have
W (Dd,M) / (T · Id) ∼= ϕ−1 (W (Dd,M)) /ϕ−1 (T · Id)
=W (Dd,A∗ (v0, . . . , vm)) / (T · Id) .
As noticed directly before the present proposition, we furthermore know that
W (Dd,A∗ (v0, . . . , vm)) = A∗ (v0, . . . , vm) ∩Wd,
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i.e. W(Dd,A∗(v0, . . . , vm)) is the group of monomial unitaries inside A∗(v0, . . . , vm).
Clearly this group contains the subgroup of Ud generated by the matrices v0, . . . , vm,
which is easily seen to be isomorphic to Z/d0 × · · · ×Z/dm.
Now consider any unitary monomial matrix u ∈ A∗(v0, . . . , vm). It can be written
in the form
u = ∑
0≤i0≤d0,...,0≤im≤dm
λi0,...,im v
i0
0 · · · vimm
for some coefficients λi0,...,im ∈ C. It presents no difficulty to specify the action of u in
the tensor product picture. (Recall that we always presume the isomorphisms defined
in Convention 0.0.2.) For the vector z0 ⊗ · · · ⊗ z0, we compute
u (z0 ⊗ · · · ⊗ z0) = ∑
0≤i0<d0,...,0≤im<dm
λi0,...,im v
i0
0 · · · vimm (z0 ⊗ · · · ⊗ z0)
= ∑
0≤i0<d0,...,0≤im<dm
λi0,...,im X
i0
d0
z0 ⊗ · · · ⊗ Ximdm z0
= ∑
0≤i0<d0,...,0≤im<dm
λi0,...,im zi0 ⊗ · · · ⊗ zim .
Since u is monomial by assumption, the last line reveals that exactly one of the coeffi-
cients λi0,...,im is non-zero. As u is unitary, this coefficient automatically has modulus
one. We have thereby shown that the group of monomials inA∗(v0, . . . , vm) is precisely
given by 
λvi00 · · · vimm
 λ ∈ T, 0 ≤ ik < dk, 0 ≤ k ≤ m .
In regard to the identities above, this is assertion (via).
(via)⇒ (va). Let ρ : Z/d0 × · · · ×Z/dm →W (Dd,M) / (T · Id) denote the group
isomorphism existing by assumption. For each 0 ≤ k ≤ m, pick a representative v˜k in
M∩Wd of ρ((0, . . . , 0, 1, 0, . . . , 0)), where the non-zero entry stands at the kth position,
such that v˜dk = Id. Being monomials, the unitaries v˜k obey the equalities
v˜kDdv˜∗k = Dd,
where k ranges from 0 to m. What is more, each of the monomial products v˜i00 · · · v˜imm
in M is either of the form λId for a factor λ ∈ T or has empty diagonal (that is, all
diagonal elements are zero). This follows from the quasi-orthogonality of M and Dd,
cf. Corollary 2.2.15. As a consequence, the set
v˜i00 · · · v˜imm
 0 ≤ ik < dk, 0 ≤ k ≤ m
forms a Hilbert-Schmidt orthonormal system inside M. The fact that ρ is a bijection
ensures that the this orthonormal system spans a space of dimension d, since the fol-
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lowing implications hold for all 0 ≤ ik, jk < dk, 0 ≤ k ≤ m.
v˜i00 · · · v˜imm
 v˜j00 · · · v˜jmm 
HS
= τ(v˜i0−j00 · · · v˜im−jmm ) ∼T Id
⇒ ρ((i0 − j0, . . . , im − jm)) = [Id]
⇒
(ρ bij.)
i0 = j0, . . . , im = jm
In other words, the elements v˜0, . . . , v˜m generate the masa M.
(va) ⇒ (iia). For a moment, consider the diagonal masa Dd as a Hilbert space,
endowed with the Hilbert-Schmidt scalar product. According to Lemma 1.2.5, the con-
jugations by the monomials v˜k define ∗-automorphisms of the masa Dd, hence in par-
ticular bijective linear mappings. Since the trace of any diagonal matrix is preserved
under unitary conjugations, the maps
Lk : Dd −→ Dk,
x →−→ v˜kxv˜∗k ,
are unitary transformations of the Hilbert space (Dd, (· | ·)HS) for 0 ≤ k ≤ m. Their
eigenvalues, lying in the unit circle, must be dkth roots of unity, because we have
Ldk(x) = v˜
dk
k x (v˜
∗
k )
dk = x
for all x ∈ Dd by assumption. What is more, the operators L0, . . . , Lm pairwise com-
mute since the unitaries v˜0, . . . , v˜m do so. There is hence an orthonormal basis of com-
mon eigenvectors of the operators Lk, that is a set of pairwise Hilbert-Schmidt orthog-
onal diagonal matrices having unit (normalised) trace
X = {xs | 0 ≤ s < d} ⊂ Dd.
With each element xs ∈ X, we can associate an (m + 1)-tuple in mk=0{0, . . . , dk − 1} as
follows. The vector xs being an eigenvector of Lk, there is an exponent 0 ≤ is,k < dk
such that we have
Lk(xs) = ζ
is,k
dk
xs,
where 0 ≤ s < d and 0 ≤ k ≤ m. (As always, we set ζdk = exp(2πi/dk) ∈ T for all
0 ≤ k ≤ m.) We can thus assign to each basis matrix xs ∈ X an (m + 1)-tuple via a
mapping
γ : X −→
m
k=0
{0, . . . , dk − 1},
xs →−→ Ts = (is,0, . . . , is,m).
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Consider two basis elements xs, xt ∈ X sharing the same index tuple Ts = Tt. This
asserts the equations
Lk (xsx∗t ) = v˜k xsx∗t v˜∗k = v˜kxsv˜
∗
k (v˜kx
∗
t v˜
∗
k )
= v˜kxsv˜∗k (v˜kxtv˜
∗
k )
∗ = ζ is,k−it,kdk xsx
∗
t =
(Ts=Tt)
xsx∗t ,
and thereby v˜k (xsx∗t ) = (xsx∗t ) v˜k for all 0 ≤ k ≤ m. As a consequence, the matrix
xsx∗t ∈ Dd belongs to the masa M at the same time. Since M and Dd are quasi-ortho-
gonal, this means xsx∗t = λId for a factor λ ∈ C clearly being non-zero, so we end up
with
(xs | xt)HS = τ (xsx∗t ) = λ ̸= 0.
As xs and xt belong to one and the same Hilbert-Schmidt orthonormal system, this
leads to xs = xt. We have thereby shown that the mapping γ is a bijection, because X
and
m
k=0{0, . . . , dk − 1} are both of cardinality d.
For all 0 ≤ k ≤ m, the dkth power of the basis element
w˜k = γ−1((0, . . . , 0, 1, 0,
|
(kth pos.)
. . . , 0)) ∈ X
is invariant under all mappings L0, . . . , Lm, and hence a multiple of the unit matrix
by the same argument as used for the element xsx∗t above. We can assume w˜
dk
k = Id
without loss of generality. It is no problem to check that the set
v˜i00 · · · v˜imm w˜j00 · · · w˜jmm
 0 ≤ ik, jk < dk for all 0 ≤ k ≤ m
is a Hilbert-Schmidt orthonormal basis for Md(C) (in fact, a very nice unitary error
basis, proving (iv) as a byproduct). We can therefore define a linear bijection of Md(C)
by
ϕ : vi00 · · · vimm wj00 · · ·wjmm →−→ v˜i00 · · · v˜imm w˜j00 · · · w˜jmm (0 ≤ ik, jk < dk, 0 ≤ k ≤ m).
The crucial point now is that the elements w˜k, v˜l fulfil the same relations as the elements
wk, vl for all 0 ≤ k, l ≤ m, that is
w˜dkk = v˜
dk
k = Id, w˜kw˜l = w˜lw˜k, v˜kv˜l = v˜l v˜k, and w˜kv˜l =

ζdk w˜l v˜k if k = l,
w˜kv˜l else.
(By the by, observe that these relations coincide with the ones fulfilled by the matrices
Bi and Ci introduced in Definition/Proposition 3.3.8.) This identity of relations ensures
that ϕ is not only linear, but also multiplicative, which is first checked on the (algebraic)
generators vk, wk, then carried over to products, and eventually to arbitrary polynomi-
als in the generators by linearity. What is more, the first of these relations yields the
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identities (w˜ik)
∗ = w˜dk−ik and (v˜
i
k)
∗ = v˜dk−ik for all 0 ≤ k ≤ m, 0 ≤ i ≤ dk. As a conse-
quence, the mapping ϕ is compatible with the involution, that is we have the identity
ϕ(a∗) = ϕ(a)∗ for all a ∈ Md(C), which is again first checked on the generators and
then deduced for arbitrary polynomials.
Altogether, we have shown that ϕ is in fact a ∗-isomorphismof Md(C). Clearly the
masas Dd and M are invariant under the action of ϕ. This completes our proof.
As a remark, the arguments in the final paragraphs of the proof above are more
elegantly expressed in the language of generators and relations, which we shall introduce
in Section 4.4.
Recall the Fundamental Theorem of Finite Abelian Groups, stating that every such
group can be decomposed into a direct sum of cyclic subgroups of prime power or-
der (see e.g. [92, theorem 2.41]). In regard to item (via) of Theorem 4.2.4, normal masa
pairs associated to different factorisations of the dimension d might thus still be iso-
morphic. For instance, the standard masa pair in M15(C) is isomorphic to the normal
pair w.r.t. the factorisation 15 = 3 · 5, due to the isomorphism Z/15 ∼= Z/3×Z/5.
In general, there are of course non-isomorphic finite abelian groups sharing the same
order, the smallest example being the Klein four-groupZ/2×Z/2 and the cyclic group
Z/4.
The following corollary is an immediate consequence of Theorem 4.2.4.
Corollary 4.2.5. Let M,N and M′,N ′ be two pairs of masas in Md(C) being normal with
respect to factorisations d = d0 · · · dm and d = d′0 · · · d′n respectively. Then these pairs are
equivalent if and only if there is an isomorphism of abelian groups
Z/d0 × · · · ×Z/dm ∼= Z/d′0 × · · · ×Z/d′n.
According to the Fundamental Theorem of Finite Abelian Groups, it is thus no loss of generality
to consider only normal masa pairs corresponding to factorisations of d into (not necessarily
maximal) prime powers.
Excursion: Normal masa pairs and crossed products
In the excursional Section 2.5, we have seen that the standard masa pair {Dd,A∗(Xd)}
“models” a group action α : Z/d → Aut C∗(Z/d), i → α(i) = αi, of the cyclic group
Z/d on the group C∗-algebra C∗(Z/d). The latter is, as we have explained in detail at
that point, just the convolution algebra of complex-valued L1-functions on d different
points.
For a general function f ∈ C∗(Z/d), the automorphism α1 is given by the formula
(α1 f )(i) = f (i− 1) for all i ∈ Z/d,
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cf. equation (2.12) on page 67. The group action α is injective, and as we have dis-
cussed in Section 2.5, the crossed product C∗(Z/d)⋊α Z/d is therefore isomorphic to
the matrix algebra Md(C).
Roughly speaking, an isomorphic matrix representation of C∗(Z/d)⋊α Z/d is ob-
tained as follows. First embed the function algebra C∗(Z/d) into the d×d-matrices
as diagonal masa Dd. On the matrix level, the ∗-automorphism α1 on C∗(Z/d) then
corresponds to the conjugation of Dd by the shift matrix Xd. For this reason, there is
a surjective ∗-homomorphism (the integrated form computed in equation (2.13)) map-
ping the crossed product to the ∗-subalgebra C∗(Dd, Xd) of Md(C). As we have seen at
several points in this work, the latter ∗-subalgebra is the whole matrix algebra Md(C).
The dimension of the crossed product C∗(Z/d)⋊αZ/d being d2, we thus end up with
an isomorphic ∗-representation
C∗(Z/d)⋊α Z/d ∼= C∗(Dd, Xd) = Md(C).
In the sequel, we will briefly outline how normal masa pairs generalise this situa-
tion. To this end, we fix a factorisation d = d0 · · · dm of the dimension and make the
usual identification Md(C) ∼= Md0(C)⊗ · · · ⊗ Mdm(C) (cp. Convention 0.0.2).
For each factor Ddk of the diagonal Dd ∼= Dd0 ⊗ · · · ⊗ Ddm , we denote the minimal
diagonal projections generating Ddk by q0, . . . , qdk−1 as before. The minimal projections
on the diagonal masa Dd are then given by tensor products of the form qi0 ⊗ · · · ⊗ qim
for indices 0 ≤ ik < dk, 0 ≤ k ≤ m.
An injective group action Z/d0 × · · · ×Z/dm ↩→ Aut (Dd) is defined as follows.
First we denote ∗-automorphisms β˜[k] : Dd → Dd for all 0 ≤ k ≤ m by the formula
β˜[k] (qi0 ⊗ · · · ⊗ qik ⊗ · · · ⊗ qim) = vk (qi0 ⊗ · · · ⊗ qik ⊗ · · · ⊗ qim) v∗k
=

qi0 ⊗ · · · ⊗ Xdk qik X∗dk ⊗ · · · ⊗ qim

= (qi0 ⊗ · · · ⊗ qik+1 ⊗ · · · ⊗ qim) ,
where the unitary matrices v0, . . . , vm ∈ Ud are given by
vk = Id0 ⊗ · · · ⊗ Idk−1 ⊗ Xdk ⊗ Idk+1 ⊗ · · · ⊗ Idm
as in Theorem 4.2.4, and the indices 0 ≤ ik < dk are understood modulo dk for all
indices 0 ≤ k ≤ m.
Now the following assignment induces a group action.
β˜ : Z/d0 × · · · ×Z/dm −→ Aut (Dd)
(0, . . . , 0, 1, 0,
|
(kth pos.)
. . . , 0) →−→ β˜[k]
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Notice that it is important that the unitaries v0, . . . , vm—and thereby the actions β˜[k]—
commute, for the represented group is abelian. It is easily checked that the so-defined
group action β˜ is injective.
The unitary matrices v0, . . . , vm ∈ Ud generate the masa M of the normal pair
{Dd,M} considered in Theorem 4.2.4, and therefore we know (cf. for instance item
(iv)) that the ∗-subalgebra C∗(Dd, v0, . . . , vm) is in fact the whole matrix algebra Md(C).
Identifying the diagonal masa and the function algebra C∗(Z/d) as explained in
Section 2.5, the group action β˜ on the diagonal masa corresponds to an action
β : Z/d0 × · · · ×Z/dm ↩→ Aut C∗(Z/d).
The crucial point is that the action β˜ on the diagonal masa is inner in the ∗-algebra
C∗(Dd, v0, . . . , vm). This is precisely the basic idea behind the crossed product construc-
tion, and similar as in Section 2.5, one can now establish a surjective ∗-homomorphism
C∗(Z/d)⋊β Z/d0 × · · · ×Z/dm −→ C∗(Dd, v0, . . . , vm) = Md(C).
Since both of the involved C∗-algebras are of dimension d2, this ∗-homomorphism is
actually an isomorphism. The details of this construction are left to the reader.
4.3 Nice families of pairwise quasi-orthogonal masas
Aschbacher, Childs, and Wocjan presented a notion of nice (sets of) mutually unbiased ba-
ses in the article [3]. In the present section, we shall introduce this concept—translated
into the picture of quasi-orthogonal masas—, and moreover link it to our concept of
normal masa pairs (see Definition 4.2.1).
The basic idea in the article of Aschbacher et al. is to gain sets of quasi-orthogonal
masas from certain partitions of nice unitary error bases.
Definition 4.3.1. Let G denote an index group with neutral element e, and consider a nice
unitary error basis E = {ug | g ∈ G} for the matrix algebra Md(C). We say two subsets
E, F ⊂ E have trivial intersection if E ∩ F equals {ue}.
A quasi-partition of the error basis E is a family of subsets E0, . . . , Em ⊂ E (m ∈ N0)
covering the basis E and having pairwise trivial intersection, that is satisfying
E0 ∪ . . . ∪ Em = E and Ei ∩ Ej = {ue} for all 0 ≤ i < j ≤ m.
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The following definition is essentially taken from the aforementioned article [3] by
Aschbacher et al.
Definition 4.3.2 (Aschbacher et al. 2004). For n ≤ d, consider a family of pairwise quasi-
orthogonal masasF = {M0, . . . ,Mn} in Md(C). The familyF is said to be nice or to stem
from a quasi-partition of a nice error basis if the following applies. There is a nice unitary
error basis E, and a quasi-partition {E0, . . . , Em} of E of length m ≥ n, such that the masas
Mk are linearly spanned by the subsets Ek ⊂ E for all 0 ≤ k ≤ n. If G is the index group of
the error basis E, we say that the familyF is nice with index group G.
A set of mutually unbiased bases is called nice if it corresponds to a nice family of masas (in
the sense of Proposition 1.2.8).
Obviously, the masas in a nice family are automatically pairwise quasi-orthogonal,
and each of the sets E0, . . . , En consists of d pairwise commuting unitaries (one of them
being the unit matrix). Furthermore, it is plain to see that we have m = n = d if the
nice masa familyF is complete.
Fix an index 0 ≤ k ≤ n in the definition above. The ∗-algebra A∗(Ek) being gener-
ated by commuting matrices, it is commutative and hence of dimension at most d. As it
trivially contains the linear span of Ek on the other hand, we end up with the identities
Mk = spanC(Ek) = A∗(Ek).
Notice, however, that a proper subset of Ek will in general be sufficient to algebraically
generate the masa Mk.
Concerning the subsets of the index group G corresponding to the sets E0, . . . , En,
we can make the following
Observation 4.3.3. In the situation of Definition 4.3.2, set Hk = {g ∈ G | ug ∈ Ek}
for all 0 ≤ k ≤ n. Then each Hk is an abelian subgroup of order d inside the index
group G. The subgroups H0, . . . , Hn have pairwise trivial intersections, i.e. we have
Hk ∩ Hl = {e} for all indices 0 ≤ k < l ≤ n.
The proof can be found in the Appendix on pages 221-222. 
We have already come across several instances of nice masa families.
Examples 4.3.4. (a) Every standard masa pair is at the same time a nice family (of
length two) with index group Z/d×Z/d according to Proposition 4.1.6.
(b) More generally, let d = d0 · · · dm be a decomposition of the dimension d ∈ N.
Then by Theorem 4.2.4, condition (iv), every masa pair which is normal w.r.t.
this decomposition is nice with index group
m
k=0(Z/dkZ×Z/dkZ).
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(c) Let the dimension d = pn be a prime power. The construction of complete sets of
pairwise quasi-orthogonal masas inside Mpn(C) presented by Bandyopadhyay
et al. (Construction 3.3.12) is explicitly based on quasi-partitions of the nice error
basis Ep2n (or, equivalently, of Fpn , cf. Example 4.1.3 (c)). Therefore all masa fam-
ilies obtained in this way, including the standard family of Popa (see Example
3.3.13 (a)), are nice.
The set of nice masa families (of arbitrary length) is particularly easy to describe in
prime dimensions.
Proposition 4.3.5. Every nice family of masas in a prime dimension is equivalent to a subset
of the standard complete family (see Construction 3.2.5).
Proof. Let F = {M0, . . . ,Mn} be a nice masa family in Mp(C), where p is a prime
number. Since the statement is trivial for n = 0, we assume n ≥ 1.
The masas M0 and M1 are spanned by subsets E, F with trivial intersection of a
nice unitary error basis E = {ug | g ∈ G} for Mp(C), where G is the index group
of order p2. It is a well-known fact from group theory that all finite groups of prime
square order are abelian, and so is thus the index group G. We may further assume
w.l.o.g. that the basis E is very nice.
The subsets H0 = {g ∈ G | ug ∈ E} and H1 = {g ∈ G | ug ∈ F} of G are abelian
subgroups of order p according to Observation 4.3.3, and hence isomorphic to Z/p.
There are thus generators g0 ∈ H0 and g1 ∈ H1 of order p, so that ug0 generates M0
and ug1 generates M1. Furthermore, the subgroups H0, H1 have trivial intersection.
From the quasi-orthogonality of the masas M0 and M1 (or, equivalently, from the
properties of a nice error basis) we can deduce that the p2 products uig0 u
j
g1 are pairwise
Hilbert-Schmidt orthogonal (i, j ∈ Z/p). These products belong to the nice error basis
E up to phase factors, and consequently we can write
E =

λi,juig0 u
j
g1
 i, j ∈ Z/p
for certain coefficients λi,j ∈ T.
Being elements of very a nice error basis with abelian index group, the unitaries ug0
and ug1 commute up to a pth root of unity ω ∈ T that clearly cannot equal one. There
is hence an exponent 0 < i0 < p such that
ui0g0 ug1 = ζpug1 u
i0
g0 .
Moreover, there are coefficients µ0, µ1 ∈ T such that the unitaries w˜ = µ0ui0g0 , v˜ = µ1ug1
fulfil the equalities v˜p = w˜p = Id. Using exactly the same arguments as in the last
paragraph of the proof of Theorem 4.2.4, you convince yourself that a ∗-isomorphism
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ϕ of Mp(C) is given by assigning ϕ(v˜) = Xp and ϕ(w˜) = Zp. The definition of ϕ directly
results in the identities ϕ(M0) = Dp and ϕ(M1) = A∗(Xp).
If the family F has more than two members, any other masa Mk ∈ F , 1 < k ≤ n,
must contain a product ui0g0 u
ik
g1 for an exponent 0 < ik < p, sinceF stems from a quasi-
partition of E by assumption. It follows
ϕ(Mk) = ϕ(A∗(ui0g0 uikg1)) = A∗(ZpXikp ),
soF is equivalent to a subset of the standard family.
If F = {M0, . . . ,Mn} is a nice family of masas in Md(C), then obviously every
subset of masas in F is nice as well. The converse is not always true, as is shown by
the next
Example 4.3.6. In Section 3.2, we have proved that the family of masas
F0 = {D5,A∗ (X5) ,A∗ (X5w˜)} , where w˜ = diag(ζ05, ζ15, ζ25, ζ45, ζ35),
in the matrix algebra M5(C) is not equivalent to any subset of the standard family (see
Example 3.2.10). By Proposition 4.3.5, the family F0 is therefore not nice, though each
pair of masas inF0—actually every pair of quasi-orthogonal masas in M5(C) at all—is
standard and hence nice.
Let us dwell on nice masa pairs for a moment. As these coincide with standard
pairs in prime dimensions (cf. Examples 4.3.4), we know that not all pairs of quasi-
orthogonal masas are nice in the matrix algebras Mp(C) for all primes p > 5 (see Fact
2.4.11).
For composite dimensions, Proposition 2.4.10 tells us that the number of equiv-
alence classes of quasi-orthogonal masa pairs is uncountable. On the other hand, it
is a well-known fact from group theory that for each natural number d ∈ N, there
are only finitely many isomorphism classes of groups of order d (cf. for instance P. M.
Neumann’s article [78]). All the more, this holds true for the number of (isomorphism
classes of) index groups of a given order d2, and consequently for the number of inequiv-
alent nice masa pairs, so that “most” of the existing quasi-orthogonal masa pairs are
not nice.
While nice pairs can thus, loosely speaking, be thought of as “rare birds” in the set
of all quasi-orthogonal masa pairs, it is quite unclear whether the situation is similar
for complete masa families, as the following fact indicates.
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Fact 4.3.7. All constructions included in the list on pages 99f. produce nice complete
masa families. As far as items (1980), (1981), (1989), (1995), (2002a) and (2004a) are
concerned, this was verified by Godsil and Roy ([40]), confirming inter alia a conjecture
made by Boykin et al. in 2007 ([16]).
Beyond that, Godsil and Roy showed that the methods of Alltop (1980), Woot-
ters and Fields (1989), Bandyopadhyay et al. (2002a), and Klappenecker and Rötteler
(2004a) even lead to equivalent families, and that all these constructions are special
cases of the technique by Calderbank et al. (1995).
For the remaining constructions, a look into the respective papers reveals that they
explicitly employ quasi-partitions of nice error bases.
The following theorem is the main result of the aforementioned article by Asch-
bacher, Childs, and Wocjan ([3, theorem 3]).
Theorem 4.3.8 (Aschbacher et al. 2004). Let d = pn00 · · · pnmm be the prime factorisation of the
dimension d, where p0, . . . , pm ∈ P are pairwise different primes, n0, . . . , nm ∈ N, m ∈ N0.
As in Definition 3.3.14, let
Ld = min

pn00 , . . . , p
nm
m

denote the smallest prime power in the prime decomposition of d. Then there are no nice families
of masas in Md(C) having more than Ld + 1 members. In particular, complete nice masa
families exist only in prime power dimensions.
Sketch of the proof. The key tool for this proof is the following
Group Theoretic Lemma. If G is a group of order d2 and Ld is defined as in the theorem
above, then there are at most Ld + 1 trivially intersecting abelian subgroups of order d
inside G.
It would lead too far to verify this statement, for its proof employs a number of
non-trivial insights from group theory, most notably concerning (Sylow) p-groups. We
refer the reader to the paper [3] instead. Once this lemma is shown, one concludes as
follows.
Let G be the index group of a nice unitary error basis E for Md(C). Then G is
of order d2, and according to Observation 4.3.3, a family of pairwise quasi-orthogo-
nal masas which stems from a quasi-partition of E corresponds to a set of trivially
intersecting abelian subgroups of order d inside G. Thus the lemma above applies,
telling us that no more than Ld + 1 of such subgroups can exist.
Non-trivial group theoretic considerations also permit Aschbacher et al. to develop
certain constraints on the index groups of nice unitary bases. For our purposes, only
the next corollary, which corresponds to [3, corollary 9], is of importance. Although
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labeled as a corollary, this statement is not an easy consequence of Theorem 4.3.8, but
of several group theoretic lemmas also employed for the verification of the theorem.
Corollary 4.3.9 (Aschbacher et al. 2004). For a prime p ∈ P and a natural number n ∈ N,
let E = {ug | g ∈ G} be a nice unitary error basis of the matrix algebra Mpn(C), with index
group G. If E admits a quasi-partition into pn + 1 commuting subsets of of order pn, then G is
isomorphic to an elementary abelian group, that is to a direct sum of copies of Z/p. By the
order of G, this leads to the isomorphism
G ∼=

2n
Z/p.
Accordingly, every complete nice masa family in Mpn(C) has index group

2nZ/p.
It had been a long-standing conjecture that the upper bound for nice masa families
stated in the last preceding theorem applies to general families. This was falsified in
2004 by the construction of Wocjan and Beth.
Consequence 4.3.10. As recorded in Fact 3.4.5 (a), the construction of quasi-orthogonal masa
families by Wocjan and Beth (Construction 3.4.3) allows to construct a family of six pair-
wise quasi-orthogonal masas in M262(C). This family cannot be nice, because nice families in
M262(C) have at most five members according to Theorem 4.3.8 above. It further gives evidence
that there are composite dimensions in which the prime power constructions can be exceeded.
Nice masa families and normal masa pairs
A normal masa pair is at the same time a nice masa family in the sense of Aschbacher
et al., as we have recorded in Example 4.3.4 (b). Conversely, a certain “normality con-
dition” must be fulfilled to ensure that a pair of two masas in a nice family is normal.
This condition, motivating the term normal masa pair, is made precise in the next prop-
osition.
Proposition 4.3.11. The following statements are equivalent for masas M0,M1 ⊂ Md(C).
(i) The pair of masas {M0,M1} is normal.
(ii) The pair of masas {M0,M1} is a nice family, that is there is a nice unitary error basis
E ⊂ Ud and two trivially intersecting commutative subsets E0, E1 ⊂ E of length d
spanning the masas M0 and M1 respectively. What is more, at least one of the abelian
subgroups Hk = {g ∈ G | ug ∈ Ek} of the index group G is normal (0 ≤ k ≤ 1).
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Proof. A masa pair which is normal stems from a quasi-partition of a nice unitary error
basis with abelian index group by item (iv) of Theorem 4.2.4. All subgroups of abelian
groups being normal, this proves that the first statement implies the second.
Conversely, suppose that statement (ii) applies. We may assume w.l.o.g. that the
subgroup H0 of G is normal, and further that the masa M0 is the diagonal masa Dd.
Due to the Fundamental Theorem of Finite Abelian Groups, the subgroup H1 is iso-
morphic to a direct sum Z/d0 × · · · ×Z/dm, where d = d0 · · · dm is a decomposition
of d. For each index 0 ≤ k ≤ m, label the generator associated to (0, . . . , 0, 1, 0, . . . , 0),
where the non-zero entry is at position k, as gk ∈ H1. Furthermore, let v˜k = ugk denote a
representative of gk in E, which can w.l.o.g. be assumed to satisfy the equality v˜
dk
k = Id.
Clearly the elements v˜0, . . . , v˜m generate the masa M1.
Fix an element h ∈ H0 and an index 0 ≤ k ≤ m. By the normality of the subgroup
H0, there is an element h′ ∈ H0 subject to the identity gkhg−1k = h′. On the matrix level,
this is reflected by the equalities
v˜kuhv˜∗k = ugk uhu
∗
gk ∼T ugkhg−1k = uh′ .
Since the subset E0 ⊂ E generates the masa M0 = Dd, this leads to the identities
v˜kDdv˜∗k = Dd for all 0 ≤ k ≤ m. All in all, the elements v˜0, . . . , v˜m thus obey the
conditions of item (va) of Theorem 4.2.4, so {Dd,M} is a normal pair in the sense of
Definition 4.2.1.
Remark 4.3.12. In statement (ii) of the previous proposition, the condition that at least
one of the abelian subgroups H0, H1 ⊂ G must be normal may be replaced by “one of
the subgroups H0, H1 is contained in the normaliser of the other”. It is an elementary
exercise that these formulations are equivalent in the given situation.
All nice families of masas considered in the present work have abelian index groups.
As every subgroup of an abelian index group is normal, these nice families are closely
linked to normal pairs. The following corollary records this fact.
Corollary 4.3.13. If F is a nice family of masas with abelian index group, then every pair of
masas fromF is normal. This applies in particular to
• all nice masa families obtained by the method of Bandyopadhyay et al. (cf. Examples 4.3.4
and 4.1.3 (c)), including the standard family and hence, according to Proposition 4.3.5,
all nice masa families in prime dimensions.
• every complete nice masa family (see Corollary 4.3.9).
We conclude the present subsection by a very short glance on the case of non-abelian
index groups, which possibly allow the existence of nice masa pairs being not normal.
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Remarks 4.3.14. (a) As we have mentioned earlier, many instances of non-abelian in-
dex groups can be found in the article [56] by Klappenecker and Rötteler. Among
these examples, it is not hard to find non-abelian index groups of order d2 which
admit pairs of trivially intersecting abelian subgroups of order d, such that at
least one of these subgroups is normal. These pairs of subgroups give thus rise
to normal masa pairs according to Proposition 4.3.11.
(b) Since any normal masa pair which is nice with a non-abelian index group can
at the same time be obtained from a quasi-partition of an abelian index group
according to Theorem 4.2.4, normal pairs give evidence that one and the same
nice masa family may in general have several non-isomorphic index groups.
(c) Going through the explicit list of small index groups in [56], one also finds in-
dex groups of order d2 which contain pairs of non-normal, trivially intersecting
abelian subgroups of order d. In regard to Proposition 4.3.11, masa pairs stem-
ming from such pairs of subgroups may not be normal—on the other hand, this
is not excluded either, as remark (b) shows. The question whether there actually
are masa pairs being nice but not normal seems interesting and not trivial to us.
Nevertheless, we do not follow this line of investigation in the present work.
A conjecture on complete families of quasi-orthogonal masas
Due to Theorem 4.3.8, complete nice masa families can only exist in prime power di-
mensions. At the same time, Fact 4.3.7 indicates that to all appearances, the class of
nice masa families comprises all complete families known at present.
What is more, the authors Boykin et al. observe in [16] (and we shall verify it as well
in the next section) that the only nice error basis which permits to construct complete
nice masa families is, up to unitary equivalence, the basis Fpn (see Example 4.1.3 (b)).
This basis consists only of monomials and is therefore called itself a monomial error basis.
On the whole, one may risk to make the following
Conjecture 4.3.15. All complete families of pairwise quasi-orthogonal masas are nice. As
a consequence, the only dimensions admitting complete quasi-orthogonal families are prime
powers pn, and up to equivalence, all complete families in Mpn(C) stem from a quasi-partition
of the nice and monomial unitary error basis Fpn defined in Example 4.1.3 (b).
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4.4 Nice complete masa families in the generalised Clifford
algebra
Since our aim is to introduce a generalisation of the usual Clifford algebra in terms
of an abstract C∗-algebra, we begin this section with two reminders. First we collect
some very basic facts concerning (usual) Clifford algebras, then we sketch the concept
of abstract C∗-algebras.
Reminder: Clifford algebras
Clifford algebras are well-studied objects with important applications to various areas
of mathematics and physics. Their definition is closely linked to vector spaces and
quadratic forms on the latter.
Roughly speaking, the Clifford algebra associated with a vector space V over a field
F, equipped with a quadratic form q : V → F, is the smallest associative unital algebra
Cl(V, q) containing an isomorphic image of V and fulfilling the multiplication rule
v2 = q(v)1
for all v ∈ V. (Some authors prefer the rule v2 = −q(v)1 instead, which is the same as
to replace the quadratic form q by −q, and hence essentially leads to the same results.)
In case the quadratic form is constantly zero, the Clifford algebra coincides with the
exterior algebra Λ(V) associated with V.
Recall that for the d-dimensional complex vector space Cd, all non-degenerated
quadratic forms are equivalent to the standard diagonal form
q0 : Cd −→ C,
(z0, . . . , zd−1) →−→ z20 + . . . + z2d−1.
This leads to the equivalence of all Clifford algebras associated with Cd, justifying the
notation Cln = Cl(Cd, q). The smallest cases are easily computed.
Cl0 ∼= C Cl1 ∼= C⊕C Cl2 ∼= M2(C)
The first example is often set as a convention, though it also follows from the fact that
Clifford algebras are unital by definition. For the third example, one finds an isomor-
phism mapping the generators v0, v1 ∈ Cln to the Pauli spin matrices σx, σz ∈ M2(C),
and the Pauli matrices also serve to find isomorphisms for all greater dimensions. Both
in the real and the complex case, the isomorphic representation of Clifford algebras are
fully determined and can be depicted in tables of 8-fold (F = R) and 2-fold (F = C)
periodicity.
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This periodicity is determined by the formula Cln+2 ∼= Cln ⊗ Cl2 in the complex
case, so that the small examples above imply the isomorphisms
Cl2n ∼=

n
M2(C) ∼= M2n(C) and Cl2n+1 ∼= M2n(C)⊕ M2n(C). (4.9)
Several textbooks provide a detailed discussion of Clifford algebras and their ap-
plications, see for instance [37, 39].
In 1967, the mathematician A. O. Morris investigated representations of a gener-
alised Clifford algebra, defined by generators and relations ([74, 75]). This algebra had
been introduced shortly before by Keijiro Yamazaki ([115]). As a remark, some foun-
dations had also been laid earlier by R. Brauer and H. Weyl in [17] and [108]. Further
generalisations of the Clifford algebra have been proposed, for instance by Ramakrish-
nan et al. in [84]. These are not regarded in the present work.
Although the generalised Clifford algebra was originally defined as an abstract al-
gebra over a(n almost) general field F, we shall only consider the case F = C in the
present thesis. On the other hand, we can therefore endow this algebra with an invo-
lution and a C∗-norm, obtaining a universal abstract C∗-algebra.
Reminder: C∗-algebras defined by generators and relations
A two-sided involutive ideal J in a complex ∗-algebraA is a linear subspace ofAwhich is
closed under involution and under multiplication from either side (the latter meaning
that for all elements a ∈ A and b ∈ J , the products ab, ba lie in J ).
Definition 4.4.1 (Universal ∗-algebras). Let E := {xi, x∗i | i ∈ I} be a set of symbols,
called generators, indexed by a set I. For each i ∈ I, we call the symbol x∗i the adjoint of
xi. Further let P = C[E] denote the ring of all non-commutative polynomials in generators E
with coefficients from C, which is at the same time a complex algebra.
We define an antilinear mapping called involution ∗ : P → P first on monic terms by
∗ : αxi → (αxi)∗ = α¯x∗i and (αx∗i )∗ = α¯xi for all α ∈ C, i ∈ I, then (inductively) for general
polynomials p, q ∈ P by (p · q)∗ = q∗ · p∗.
Let R be a subset of P , called set of relations in the sequel. Then J = PRP + (PRP)∗
is the smallest two-sided involutive ideal in P containing R. The quotient of P by J inherits
the operations from P in a well-defined manner, and is thereby (again) a ∗-algebra
A = A∗ (E, R) := P/J ,
called the universal ∗-algebra with generators E and relations R.
By a homomorphism of involutive algebras A, B, we mean an algebra homomorphism
ϕ : A → B which fulfils the identity ϕ(a∗) = ϕ(a)∗ for all a ∈ A. This notion allows us
to describe the universal property from which universal ∗-algebras got their name.
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Proposition 4.4.2. Let A = A∗ (E, R) be a universal ∗-algebra with relations R and set of
generators E := {xi, x∗i | i ∈ I}. Further denote the quotient map p : P → P/J = A. Then
A fulfils the following universal property, depicted in the adjacent commuting diagram.
P
p

xi → yi
))A∗(E, R)
ϕ0
// B
If B is a ∗-algebra containing a set of elements
F = {yi, y∗i | i ∈ I} subject to the relations R
(i.e. p(F) = 0 for all polynomials p ∈ J), then
there exists a unique homomorphism of ∗-algebras
ϕ0 : A → B such that ϕ0(xi mod J) = yi holds
for all i ∈ I.
It is an easy exercise to verify the universal property above. Recall that a Banach
algebra B is a (real or complex) normed algebra being a complete vector space at the
same time, so that especially the triangle inequality ∥a + b∥ ≤ ∥a∥+ ∥b∥ holds for all
a, b ∈ B. Apart from that, the Banach algebra norm is required to be submultiplicative,
i.e. to fulfil the inequality
∥ab∥ ≤ ∥a∥ ∥b∥ for all a, b ∈ B. (4.10)
A C∗-algebraA is a complex Banach algebra endowed with an involution ∗ that satisfies
the C∗-condition, that is
∥a∗a∥ = ∥a∥2 for all a ∈ A. (4.11)
Conversely, any submultiplicative norm on a ∗-algebra obeying equation (4.11) is called
C∗-norm. One can show that the C∗-norm on any C∗-algebra is unique. We will also need
the notion of a C∗-seminorm, which is a submultiplicative seminorm obeying equation
(4.11).
A standard example of a C∗-algebra is the set of bounded operators B(H) on a
Hilbert space H, endowed with the involution given by taking adjoints, and the op-
erator norm. The C∗-algebra B(H) and its sub-C∗-algebras are usually named concrete
C∗-algebras. Constructions like the one we present directly below yield, by contrast,
abstract C∗-algebras.
A ∗-homomorphismis a norm-bounded involutive homomorphism of C∗-algebras
A, B; one defines ∗-isomorphisms etc. by analogy. An injective ∗-homomorphism
ϕ : A → B is automatically isometric, i.e. fulfils the identity ∥ϕ(a)∥ = ∥a∥ for all el-
ements a ∈ A. A ∗-homomorphism π : A → B(H) is called ∗-representation of the
C∗-algebra A. The famous Gelfand-Naimark Theorem tells us that every C∗-algebra
admits an isomorphic representation as a sub-C∗-algebra of the bounded linear oper-
ators on a Hilbert space. For these and other basic and advanced results concerning
C∗-algebras, see e.g. the textbooks [15, 30, 77]. Universal C∗-algebras in particular are
studied at length in [15, II.8.3].
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Definition 4.4.3 (Universal C∗-algebras). Consider a universal ∗-algebra A∗(E, R) with
generators E and relations R. If the supremum of {h(a) | h C∗-seminorm on A} is finite for
all a ∈ A, then a C∗-seminorm on A is defined by
∥a∥s = sup {h(a) | h C∗-seminorm on A} .
The set N = {a ∈ A | ∥a∥s = 0} is an involutive ideal in A. The quotient ∗-algebra A/N
can be endowed with the quotient norm, which is a C∗-norm. As a consequence, the closure
w.r.t. this norm,
C∗(E, R) = A/N ∥·∥,
is a C∗-algebra, called the universal C∗-algebra with generators E and relations R.
Notice that the set of C∗-seminorms on any given ∗-algebra is never empty, because
it always contains the trivial norm (i.e. the norm which is constantly zero). However,
the supremum taken over all C∗-seminorms might happen to be infinite for some ele-
ments of a given ∗-algebra. That is why universal C∗-algebras do not always exist. In
fact, examples of generators and relations which do not admit the definition of a C∗-
seminorm are not even hard to find. In case the universal C∗-algebra exists, it enjoys a
universal property analogue to the one above. Again we omit the short proof.
Proposition 4.4.4. Let C = C∗(E, R) be the universal C∗-algebra with relations R and set of
generators E := {xi, x∗i | i ∈ I}. Set P = C[E] and define ideals J ⊂ P and N ⊂ A∗(E, R)
as in the definitions above. Further let p˜ : P → C denote the (double) quotient map, i.e. p˜ acts
via p˜(q) = (q modJ )modN for all q ∈ P . Then C fulfils the following universal property.
P
p˜

xi → yi
))C∗ (E, R)
ϕ
// B
If B is a C∗-algebra containing a set of elements
F = {yi, y∗i | i ∈ I} subject to the relations R (i.e.
p(F) = 0 for all polynomials p ∈ J), then there
exists a unique ∗-homomorphism ϕ : C → B such
that ϕ( p˜(xi)) = yi holds for all i ∈ I.
The generalised Clifford algebra
Bringing the definitions above to life, we will now define the generalised Clifford alge-
bra in terms of a universal C∗-algebra. On an algebraic level, the definition coincides
with the one stated by Morris ([74, 75]).
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Proposition/Definition 4.4.5. Let c ∈ N, m ∈ N0 be two natural numbers, and fix a
primitive cth root of unity ω ∈ T. Consider a set E = {1, e0, . . . , em−1; e∗0 , . . . , e∗m−1} of
generators, subject to the relations
eci = 1, e
∗
i = e
c−1
i , and eiej = ωejei (4.12)
for all i, j ∈ {0, . . . , m− 1}, i < j. Put differently, the set of relations is given by
R = {eci − 1, e∗i − ec−1i , eiej −ωejei | 0 ≤ i, j < m, i < j}.
The universal C∗-algebra C∗(E, R) exists and is called generalised (complex) Clifford alge-
bra, denoted Clcm.
Proof. If m equals zero, the algebra A∗(E, R) is generated by the unit element and
thereby isomorphic to the complex numbers. The C∗-condition ensures that there is
only one seminorm h on this ∗-algebra, which coincides with the modulus of complex
numbers, since the equality h(1) = h(1 · 1∗) = h(1)2 yields h(1) = 1. So Clc0 is just
the set of complex numbers, endowed with complex conjugation as involution and the
modulus as C∗-norm. In the sequel, we assume m > 0.
In order to verify the existence of the universal C∗-algebra C∗(E, R), we only need
to check, according to Definition 4.4.3, that the supremum
sup {h(a) | h C∗-seminorm on A∗(E, R)}
is finite for all a ∈ A∗(E, R).
Now any C∗-seminorm h is at the same time a Banach algebra seminorm and thus
fulfils the inequalities h(ab) ≤ h(a)h(b) and h(a + b) ≤ h(a) + h(b) for all elements
a, b ∈ A∗(E, R). Due to these inequalities, it suffices to show that the sets
{h(ei) | h C∗-seminorm on A∗(E, R)}
are bounded for all 0 ≤ i < m, because every element in A∗(E, R) is a polynomial in
the generators e0, . . . , em−1 (taken into account the second of the relations (4.12)).
The relations eci = 1 and e
∗
i = e
c−1
i together ensure that the elements ei are all
unitaries, and since any C∗-seminorm h obeys the C∗-condition (4.11), this leads to the
identities h(ei)2 = h(eie∗i ) = h(1) for all 0 ≤ i < m. The same condition also implies
h(1)2 = h(1), thus h(1) = 1, and eventually h(ei) = 1 for all 0 ≤ i < m, so that the
suprema above are finite for all elements in A∗(E, R).
It meets the eye that the notation Clcm does not reflect the choice of the primitive
cth root of unity ω involved in the definition of the generalised Clifford algebra. The
reason is given by Theorem 4.4.6 below, which especially implicates the independence
of the C∗-algebra Clcm of that choice.
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The generalised Clifford algebras Cl2n are algebraically isomorphic to the conven-
tional Clifford algebras Cln for all n ∈ N0. Endowed with an appropriate involution
and a C∗-norm, the latter are also isomorphic to the former as C∗-algebras. This di-
rectly follows from a comparison of the ∗-representations (4.9) on page 143 and those
stated in the following theorem. These have been presented by Morris, although he
does not consider an involution in his articles [74, 75].
Theorem 4.4.6 (Morris 1967). The following ∗-isomorphisms exist for all natural numbers
c ∈N and n ∈N0.
Clc2n ∼= Mcn(C) Clc2n+1 ∼=

c
Mcn(C)
Accordingly, the definition of the C∗-algebra Clcm is independent of the choice of the primitive
cth root of unity ω in Proposition/Definition 4.4.5, and the dimension of Clcm equals cm for all
c ∈N, m ∈N0.
Proof. We fix a primitive cth root of unity ωc ∈ T in the relations (4.12) of the gener-
alised Clifford algebra, and define a diagonal matrix
Z˜c = diag(1,ωc, . . . ,ωc−1c ) ∈ Mc(C),
which is a power of the standard clock matrix Zc. Therefore the commutation rule
Z˜cXc = ωcXcZ˜c
is immediate. Furthermore, let ω2c ∈ T denote an element of the unit circle satisfying
the identity ω22c = ωc.
Let us first address the case when m = 2n is pair. We define a unitary matrix
R ∈ Mc(C) by
R =

ω2c XcZ˜
∗
c if c is pair,
XcZ˜
∗
c else,
and thereby unitaries
E2i = R⊗ · · · ⊗ R⊗ Z˜c ⊗ Ic ⊗ · · · ⊗ Ic,
E2i+1 = R⊗ · · · ⊗ R⊗ Xc ⊗
|
(ith pos.)
Ic ⊗ · · · ⊗ Ic ∈

n
Mc(C) ∼= Mcn(C)
for all 0 ≤ i < n. As plain calculations show, these elements fulfil the relations (4.12) of
the generalised Clifford algebra, that is
Eci = 1, E
∗
i = E
c−1
i and EiEj = ωcEjEi for all i, j ∈ {0, . . . , 2n− 1}, i < j.
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Due to the universal property of the generalised Clifford algebra Clc2n, there is thus
a ∗-homomorphism
ρ : Clc2n −→ Mcn(C),
ei →−→ Ei.
One quickly checks that the ordered products of (powers of) the unitaries E0, . . . , E2n−1
form a Hilbert-Schmidt orthonormal basis
Ek00 · · · Ek2n−12n−1
 0 ≤ k0, . . . , k2n−1 < c
for the matrix algebra Mcn(C). (It corresponds to the nice unitary error basis Fcn up to
phase factors, see Example 4.1.3 (c).) As a direct consequence, the ∗-homomorphism ρ
is surjective.
On the other hand, the relations for the generators of Clc2n ensure that any ele-
ment in this C∗-algebra is a (finite) linear combination of ordered products of the form
ek00 · · · ek2n−12n−1, where 0 ≤ k0, . . . , k2n−1 < c. Put differently, the generalised Clifford alge-
bra Clc2n is linearly spanned by the set
Bc2n =

ek00 · · · ek2n−12n−1
 0 ≤ k0, . . . , k2n−1 < c ,
and thereby the dimension of Clc2n is at most c
2n. This being the dimension of Mcn(C),
the ∗-epimorphism ρ must be injective and thus a ∗-isomorphism.
If m = 2n + 1 is odd, it suffices, with regard to what we have just demonstrated, to
prove that there is a ∗-isomorphism
ρ′ : Clc2n+1 −→

c
Clc2n.
To this end, we define an element
f =

ωn2c e0e
∗
1 e2e
∗
3 · · · e2n−2e∗2n−1 if c is pair
e0e∗1 e2e
∗
3 · · · e2n−2e∗2n−1 else,
in Clc2n, and then elements in

c Clc2n by
e˜i =

(ei, . . . , ei) for 0 ≤ i < 2n,
( f ,ωc f , . . . ,ωc−1c f ) if i = 2n.
Again a straightforward computation reveals that the elements e˜0, . . . , e˜2n ∈ c Clc2n
are subject to the same relations as the generators of the generalised Clifford algebra
Clc2n+1, so that the assignment ρ
′(ei) = e˜i for 0 ≤ i ≤ 2n defines a ∗-homomorphism.
We only have to verify that ρ′ is surjective, because then its injectivity follows, as above,
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by dimension. (The C∗-algebra Clc2n+1 is spanned by the set B
c
2n+1, defined by analogy
with Bc2n above, which implies dimCl
c
2n+1 ≤ c2n+1 = dim

c Clc2n.)
To put it another way, our task is to check that the elements e˜0, . . . , e˜2n generate the
direct sum

c Clc2n. First observe that we have
e˜2n · (e˜0e˜∗1 e˜2e˜∗3 · · · e˜2n−2e˜∗2n−1)∗  
∼T( f ∗,..., f ∗)
= λ(1,ωc, . . . ,ωc−1c ),
where the factor λ ∈ T depends on whether c is even or odd. The tuple on the right-
hand side is therefore generated by e˜0, . . . , e˜2n, and so are the elements
1
c
c−1
∑
k=0
ω
−jk
c

1,ωc, . . . ,ωc−1c
k
e˜i =
1
c
c−1
∑
k=0

ω
−jk
c ,ω
k(1−j)
c ,ω
k(2−j)
c , . . . ,ω
k(c−1−j)
c

e˜i
= (0, . . . , 0, 1, 0,
|
(jth pos.)
. . . , 0) · (ei, . . . , ei)
= (0, . . .
|
, 0, ei, 0, . . . , 0)
for all 0 ≤ i < 2n and 0 ≤ j < c. The direct sum c Clc2n is clearly generated by these
elements, and thus by e˜0, . . . , e˜2n, so we are done.
Convention 4.4.7. From here on, we shall always presume that the primitive cth root
of unity ω ∈ T, involved in the defining relations (4.12) of the generalised Clifford
algebra Clcm, equals ζc = exp(2πi/c).
Equipped with the Hilbert-Schmidt scalar product, the finite-dimensional C∗-alge-
bras Mcn(C) and

c Mcn(C) are at the same time Hilbert spaces. More precisely, they
are examples of so-called Hilbert algebras. A unital ∗-algebra is a Hilbert algebra if
endowed with an inner product (· | ·) : A×A → C such that
• (x | y) = (y∗ | x∗) for all x, y ∈ A,
• (zx | y) = (x | z∗y) for all x, y, z ∈ A, and
• for each fixed element x ∈ A, the left-multiplication y → xy is a bounded linear
map, i.e. there is a constant C ≥ 0 such that ∥xy∥2 ≤ C ∥y∥2 for all y ∈ A, where
∥·∥2 labels the norm induced by the scalar product.
Hilbert algebras often occur in the context of von Neumann algebras. They are for
instance defined in the Dixmier’s textbook [33].
Notice that for a Hilbert algebra which happens to be a C∗-algebra as well, the
norm induced by the inner product does, in general, not coincide with the C∗-norm.
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For the matrix algebras above, for instance, the latter is the standard operator norm,
whereas the former is the Hilbert-Schmidt norm. Generalised Clifford algebras are
Hilbert algebras with a very nice orthonormal basis.
Definition/Proposition 4.4.8. For all natural numbers c ∈ N and m ∈ N0, denote the set
of all ordered products of the generators of the generalised Clifford algebra Clcm by
Bcm =

ek00 · · · ekm−1m−1
 0 ≤ k0, . . . , km−1 < c
as in the proof of Theorem 4.4.6. A well-defined inner product (· | ·) on Clcm is given by the rule
that elements in Bcm shall be pairwise orthonormal, making Clcm into a Hilbert algebra. We call
Bcm the standard basis of the generalised Clifford algebra Clcm.
The ∗-isomorphisms declared in the proof of Theorem 4.4.6 are at the same time isomor-
phisms of Hilbert algebras, where the respective matrix algebras are endowed with the Hilbert-
Schmidt scalar product.
If m = 2n is even, then Bc2n corresponds—under the
∗-isomorphism ρ defined in the proof
of Theorem 4.4.6, and up to phase factors—to the very nice unitary error bases Ec2n and Fcn
respectively for the matrices Mcn(C) (cf. Definition/Proposition 3.3.8 and Example 4.1.3 (c)).
Proof. We employ the ∗-isomorphisms ρ and ρ′ as defined in the proof of the last pre-
ceding theorem. If m = 2n + 1 is odd, we moreover define an isomorphic ∗-represen-
tation ρ′′ : Clc2n+1 →

c Mcn(C) according to the following diagram.
Clc2n+1
ρ′ //
ρ′′=(

c ρ)◦ρ′
44

c Clc2n

c ρ //
c Mcn(C)
Furthermore, the normalised trace—and thus the Hilbert-Schmidt scalar product—on
the direct sum

c Mcn(C) is defined as the renormalised direct sum of the normalised
traces on the summands Mcn(C), that is by the formula
τ :

c
Mcn(C) −→ C, (a0, . . . , ac−1) →−→ 1c
c−1
∑
k=0
τ(ak).
Depending on whether m is even or odd, one now defines an inner product (· | ·)
on Clcm via the Hilbert-Schmidt scalar product for the respective matrix representation,
i.e. for all x, y ∈ Clcm, one sets
(x | y) :=

(ρ(x) | ρ(y))HS if m is even,
(ρ′′(x) | ρ′′(y))HS if m is odd.
As already checked in the proof of Theorem 4.4.6, the basis Bcm is mapped to the
Hilbert-Schmidt orthonormal basis Fcn up to phase factors by the ∗-isomorphism ρ in
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case m is even. If m is odd, an analogue result is ensured by the definition of ρ′′, as a
computation shows. As a consequence, the set Bcm is an orthonormal basis for the inner
product (· | ·) introduced above. Defining an inner product on Clcm by the rule that Bcm
shall be an orthonormal basis obviously yields the same scalar product, so that we do
not have to worry about well-definedness in this context.
What is more, we have already mentioned that the matrix algebras Md(C), en-
dowed with the Hilbert-Schmidt scalar product, are examples of Hilbert algebras. As
the inner products on Clcm and its matrix representation (in both the even and the odd
case) are compatible by definition of the inner product on Clcm, the latter C∗-algebra
is a Hilbert algebra as well. For the same reason, the ∗-isomorphisms ρ and ρ′′ are
isomorphisms of Hilbert algebras at the same time.
Nice complete masa families in the generalised Clifford algebra picture
For the investigation of (complete) nice masa families in prime power dimensions, that
is inside the generalised Clifford algebras Clp2n ∼= Mpn(C), it proves useful to replace
the unitaries e0, . . . , e2n−1 by an alternative set of generators.
Definition/Proposition 4.4.9. Fix a prime p ∈ P and a natural number n ∈ N. Consider a
set of generators E˜ = {1, b˜0, . . . , b˜n−1; b˜∗0 , . . . , b˜∗n−1; c˜0, . . . , c˜n−1; c˜∗0 , . . . , c˜∗n−1}, subject to the
relations R˜ given by
b˜pi = 1, b˜
∗
i = b˜
p−1
i , b˜i b˜j = b˜jb˜i, c˜
p
i = 1, c˜
∗
i = c˜
p−1
i , c˜i c˜j = c˜j c˜i,
and b˜i c˜j =

ζp c˜jb˜i if i = j,
c˜jb˜i else,
(4.13)
for all 0 ≤ i, j < n, where we set ζp = exp(2πi/p) as before. The universal C∗-algebra C∗(E˜, R˜)
exists and is isomorphic to the generalised Clifford algebra Clp2n. For all indices 0 ≤ i < n, we
define elements
bi = (e0e∗1) · · · (e2i−2e∗2i−1)e2i and ci =

i e∗2ie2i+1 if p = 2,
e∗2ie2i+1 else,
(4.14)
in Clp2n. Then a
∗-isomorphism ϕ : C∗(E˜, R˜) → Clp2n is given by setting ϕ(b˜i) = bi and
ϕ(c˜i) = ci for all 0 ≤ i < n.
Proof. The existence of the universal C∗-algebra C∗(E˜, R˜) is verified in just the same
way as in the case of the (standard picture of the) generalised Clifford algebra, see the
proof of Proposition/Definition 4.4.5.
151
Chapter 4. Nice masa families and the generalised Clifford algebra
Once the existence is ensured, it is a matter of computation to verify that the el-
ements bi, ci ∈ Clp2n, defined in equation (4.14), satisfy the relations (4.13), so that,
according to the universal property of C∗(E˜, R˜), the assignment ϕ is a well-defined
∗-homomorphism. (We leave the computational details to the reader.)
What is more, it is not hard to see that the dimension of the universal C∗-alge-
bra C∗(E˜, R˜) is at most p2n on the one hand, and that the elements bi, ci generate the
generalised Clifford algebra Clp2n on the other. Taken together, these assertions show
that the proposed ∗-homomorphism ϕ is in fact a ∗-isomorphism.
Remarks 4.4.10. (a) In Definition/Proposition 3.3.8, we have defined unitary matri-
ces Bi, Ci ∈ Mpn(C) for all 0 ≤ i < n by
Bi = Ip ⊗ · · · ⊗ Ip
(ith pos.)
|
⊗ Zp ⊗ Ip ⊗ · · · ⊗ Ip
and Ci =

i Ip ⊗ · · · ⊗ Ip ⊗ σxσz ⊗ Ip ⊗ · · · ⊗ Ip if p = 2,
Ip ⊗ · · · ⊗ Ip ⊗ XpZ∗p ⊗ Ip ⊗ · · · ⊗ Ip else.
It is an exercise to check that the matrices Bi, Ci ∈ Mpn(C) satisfy the relations
(4.13), and they are easily seen to generate the matrix algebra Md(C). For this
reason, we obtain a well-defined ∗-isomorphism ρ : Clp2n → Mpn(C) by setting
ρ(bi) = Bi and ρ(ci) = Ci for all 0 ≤ i < n. (As a matter of fact, this is precisely
the ∗-representation ρ defined by ρ(ei) = Ei in the proof of Theorem 4.4.6.)
(b) Since the pth powers of all of all elements bi, ci ∈ Clp2n equal one, we can consider
exponents of these unitaries as elements of the prime field Fp, as we do for the
standard generators ei. Obviously, the set of all ordered products
bk00 · · · bkn−1n−1 cl00 · · · cln−1n−1
 k0, . . . , kn−1, l0, . . . , ln−1 ∈ Fp
coincides with the standard basis Bp2n of Cl
p
2n up to phase factors (see Defini-
tion/Proposition 4.4.8). Under the ∗-representation ρ, it precisely corresponds to
the matrix basis Ep2n introduced in Definition/Proposition 3.3.8.
We will use the alternative generators bi, ci ∈ Clp2n to prove the next assertion, which
slightly generalises a statement by Boykin et al. (see [16, theorem 2.4, last part]). They
showed that all complete nice masa families inside the matrix algebras Mpn(C) can be
obtained from a quasi-partition (cf. Definition 4.3.1) of the nice error basis Fpn intro-
duced in Example 4.1.3 (c), where p ∈ P and n ∈ N are arbitrary. Recall that the
matrix bases Fpn and E
p
2n coincide up to phase factors (see Example 4.1.3 (c)).
The following theorem is the first of three steps towards the unifying construction
result for complete nice masa families which we establish in the present work (see Main
Theorem, page 178).
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Theorem 4.4.11. For a prime p ∈ P and a natural number n ∈ N, set d = pn. Further let
F be a nice masa family with index group

2nZ/p inside the matrix algebra Md(C). Then
there is a faithful ∗-representation ρ˜ : Clp2n → Md(C) such that the family of quasi-orthogonal
masas ρ˜−1(F ) stems from a quasi-partition of the standard basis Bp2n. As a consequence, the
familyF corresponds, up to unitary equivalence, to a quasi-partition of the error basis Ep2n.
What is more, if the family F contains at least two quasi-orthogonal masas M,N in
Md(C), one can always arrange that ρ˜ obeys the identities
ρ˜ (A∗(b0, . . . , bn−1)) = N and ρ˜ (A∗(c0, . . . , cn−1)) =M.
Proof. The assertions are trivial if the family F contains only one single masa, so we
presume |F | ≥ 2 in the sequel.
We can further assume without loss of generality that E is very nice, compare Prop-
osition/Definition 4.1.1. The index group being

2nZ/p, the error basis E then ex-
clusively contains, besides the unit matrix, unitaries v ∈ Ud whose powers v, . . . , vp−1
are all trace-free, and which moreover satisfy the equality vp = Id. We can therefore
consider the exponents of basis elements in E as elements of the prime field Fp.
Let M,N be two different masas in the family F . By the structure of E, there are
elements v0, . . . , vn−1, w˜0, . . . , w˜n−1 ∈ E \ {Id} such that we can write
N = A∗ (v0, . . . , vn−1) and M = A∗ (w˜0, . . . , w˜n−1) .
As always, set ζp = exp(2πi/p). Since the elements of E commute up to pth roots of
unity, there is, for each pair of indices 0 ≤ i, j < n, an exponent ki,j ∈ Fp satisfying the
commutation relation
viw˜j = ζ
ki,j
p w˜jvi.
Next, we demonstrate by contradiction that the matrix K = (ki,j)0≤i,j<n ∈ Mn(Fp)
is invertible. Suppose on the contrary that the rows of K are linearly dependent, so that
they allow a non-trivial linear combination of the zero vector,
n−1
∑
i=0
ti(ki,0, . . . , ki,n−1) = (0, . . . , 0),
for some coefficients t0, . . . , tn−1 ∈ Fp. A plain calculation shows that thereby the
element vt00 · · · vtn−1n−1 ∈ N ⊖ C · Id commutes with each of the generators w˜0, . . . , w˜n−1
of the masa M. By maximality of the latter, it thus contains the product vt00 · · · vtn−1n−1, in
contradiction to the quasi-orthogonality of M and N .
So K is regular; let L = (li,j)0≤i,j<n ∈ Mn(Fp) denote its inverse. For all 0 ≤ j < n,
we define elements
wj = w˜
l0,j
0 · · · w˜
ln−1,j
n−1 ∈ Ud,
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which belong to the error basis E up to phase factors. One readily checks the equations
viwj =

ζpwjvi if i = j,
wjvi else,
for 0 ≤ i, j < n. The unitary matrices vi and wi also obey all remaining relations (4.13)
of the alternative generators bi, ci ∈ Clp2n. That is why there is a (unique) ∗-homomor-
phism ρ˜ : Clp2n → Md(C) satisfying the identities
ρ˜(bi) = vi and ρ˜(ci) = wi
for all indices 0 ≤ i < n. As the range of ρ˜ contains all elements of the basis E,
it is surjective, and thus a ∗-isomorphism by dimension. By construction, we have
ensured that ρ˜ maps the masas A∗(b0, . . . , bn−1) and A∗(c0, . . . , cn−1) as proposed in
the assertion.
The inverse ρ˜−1 carries the elements of the nice error basis E to elements of the
standard basis Bp2n of Cl
p
2n up to phase factors, cf. Remark 4.4.10 (b). Consequently, the
nice masa family ρ˜−1(F ) in Clp2n stems from a quasi-partition of B
p
2n.
Finally, recall the standard ∗-representation ρ : Clp2n → Md(C) defined in the proof
of Theorem 4.4.6 or, alternatively, in Remark 4.4.10 (a). The masa family ρ ◦ ρ˜−1(F )
in Md(C) is unitarily equivalent to the original family F , and stems from a quasi-
partition of Ep2n by construction—this completes our proof.
Combining the theorem above and Corollary 4.3.9, and bearing in mind that the
error bases Fpn and E
p
2n coincide up to phase factors, we literally obtain the aforemen-
tioned result by Boykin et al.
Corollary 4.4.12 (Boykin et al. 2007). Up to unitary equivalence, every nice complete masa
family in the matrix algebra Mpn(C) stems from a quasi-partition of the error basis Fpn .
4.5 Excursion: Concatenated normal pairs of masas
Fix a dimension d and a factorisation d = d0 · · · dm. A pair of masas {Dd,M} in the
matrix algebra Md(C) which is normal w.r.t. this factorisation models, as we have seen
in Section 4.2, an action of the abelian groupZ/d0×· · ·×Z/dm on the function algebra
C∗(Z/d) ∼= C[Z/d]. More precisely, the masa M is generated by monomial unitaries
v0, . . . , vm ∈ Wd fulfilling vdkk = Id for all 0 ≤ k ≤ m, and each unitary vk thereby
induces an action ofZ/dk on the diagonal masa Dd via conjugation (cf. items (va) and
(via) of Theorem 4.2.4, and the excursional part at the end of Section 4.2).
In the present section, we introduce a type of masa pairs generalising this concept
in the following way. Consider a quasi-orthogonal pair of masas {Dd,M} in Md(C),
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and suppose M contains a unitary monomial matrix v0. Then v0 acts by conjugation
on the diagonal Dd. If d0 ∈ N is a factor of d such that we have vd00 ∼T Id, then this
conjugation models a group action β[0] of Z/d0 on C∗(Z/d). Similarly as in Section
2.5, one shows that if the action β[0] is injective and the dimension ofA∗(Dd, v0) equals
d0 · d, then there is an isomorphism
C∗(Z/d)⋊β[0] Z/d0 ∼= A∗(Dd, v0) ⊂ Md(C).
Now assume M contains another unitary matrix v1 that is not necessarily mono-
mial, but nevertheless induces an injective group action β[1] of Z/d1 on the ∗-subalge-
bra A∗(Dd, v0), where d1 is another factor of d. If furthermore the dimension of the
∗-subalgebra A∗(Dd, v0, v1) is d · d0 · d1, then by analogy with the argument above, this
leads to an isomorphism
(C∗(Z/d)⋊β[0] Z/d0)⋊β[1] Z/d1 ∼= A∗(Dd, v0, v1) ⊂ Md(C).
One can proceed in the same way until a complete set of generators of M is involved.
This leads to the following definition.
Definition 4.5.1. Let d = d0 · · · dm be a factorisation of the dimension d, where the order of
the factors d0, . . . , dm ∈ N is of importance. Consider a masa M in Md(C) which is quasi-
orthogonal to Dd, and generated by unitary matrices v0, . . . , vm ∈ Ud such that the following
conditions hold.
(i) For all 0 ≤ k ≤ m, the unitary vk obeys the equality vdk0 = Id.
(ii) The unitary matrix v0 is monomial, so that v0Ddv∗0 = Dd.
(iii) For all 0 ≤ k < m, the unitary matrix vk+1 induces a conjugation on the ∗-subalgebra
A∗(Dd, v0, . . . , vk) ⊂ Md(C), that is
vk+1A∗ (Dd, v0, . . . , vk) v∗k+1 = A∗ (Dd, v0, . . . , vk) .
We then say the pair of masas {Dd,M} is concatenated normal w.r.t. the factorisation above
(in that particular order of the factors). More generally, we call any pair of masas in Md(C)
concatenated normal if it is equivalent to a pair fulfilling the conditions of {Dd,M}.
As in the case of normal masa pairs, we do not just postulate that concatenated
normal masa pairs shall induce arbitrary (e.g. trivial) actions of the groups Z/dk, but
injective ones. This is already encoded in the definition above.
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Proposition 4.5.2. In the situation of Definition 4.5.1, set Ak = A∗(Dd, v0, . . . , vk) for all
0 ≤ k ≤ m, and A−1 = Dd for convenience. Each of the ∗-subalgebras Ak ⊂ Md(C) has
dimension d · d0 · · · dk, and for each 0 ≤ k ≤ m, there is an injective group homomorphism
β[k] : Z/dk ↩→ Aut (Ak−1),
i →−→ β[k],i , β[k],i(a) = vikav−ik for all a ∈ Ak−1.
This induces the isomorphisms of C∗-algebras
Ak ∼= Ak−1⋊β[k] Z/dk ∼=

· · ·

C∗ (Z/d)⋊β[0] Z/d0

· · ·

⋊β[k−1] Z/dk−1

⋊β[k] Z/dk
for all 0 ≤ k ≤ m, where we identify the group actions β[k] on the ∗-subalgebras of Md(C) and
the respective actions on the isomorphic crossed products.
Proof. Since the commuting unitary matrices v0, . . . , vm ∈ Ud generate the masa M,
the latter is linearly spanned by the set of ordered products
B =

vi00 · · · vimm
 0 ≤ ik < dk, 0 ≤ k ≤ m .
At the same time, condition (i) of Definition 4.5.1 (vdkk = Id) implies |B| ≤ d, so that B
is a basis for M by dimension.
To begin with, we show that for each 0 ≤ k ≤ m, a basis for the ∗-subalgebra Ak is
given by
Bk =

Zidv
i0
0 · · · vikk
 0 ≤ i < d, 0 ≤ is < ds, 0 ≤ s ≤ k ,
where Zd ∈ Dd is the clock matrix as always. Counting the elements in Bk, it then
follows immediately that the dimension of each Ak equals d · d0 · · · dk.
We first show by induction that the sets Bk span the ∗-algebrasAk for all 0 ≤ k ≤ m,
starting with k = 0. We know that Zd generates the diagonal and that Zdd = Id. By
condition (i) of Definition 4.5.1, we further have vd00 = Id. As a consequence, the
∗-sub-
algebra A0 = A∗(Dd, v0) = A∗(Zd, v0) is surely spanned by products of the form
Zi0d v
j0
0 · · · Zitd vjt0 ,
where t ∈ N0, 0 ≤ i0, . . . , it < d, and 0 ≤ j0, . . . , jt < dk. From condition (ii) of
Definition 4.5.1, we deduce that there is a polynomial p0 ∈ C[X], of degree less than d,
satisfying the equality v0Zdv∗0 = p0(Zd) and thus v0Zd = p0(Zd)v0. Exploiting this fact
finitely many times, one can write the product above in the form
Zi0d v
j0
0 · · · Zitd vjt0 = p(Zd)vj00 · · · vjt0
for a certain polynomial p ∈ C[X] of degree at most d− 1. The right-hand side expres-
sion is clearly a linear combination of elements of the set B0, so that the latter spans
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A0. (As a remark, we have started our induction with the case k = 0 for clarity; we
could as well have taken k = −1 as base case.)
For the inductive step, presume that Ak−1 is spanned by the set Bk−1 for an index
k ≥ 1. Just as in the base case, elements in Ak = A∗(Dd, v0, . . . , vk) = A∗(Bk−1, vk) are,
a priori, linear combinations of products of the form
a0v
j0
k a1v
j1
k · · · atvjtk (4.15)
for t ∈ N0, elements a0, . . . , at ∈ Bk−1, and exponents 0 ≤ j0, . . . , jt < dk. Since the
powers of vk act by conjugation on Ak−1 = spanBk−1 according to condition (iii) of
Definition 4.5.1, there is—by analogy with the base step—a linear combination a′1 of
elements of the set Bk−1 such that v
j0
k a1v
−j0
k = a
′
1 and hence v
j0
k a1 = a
′
1v
j0
k . The product
(4.15) can thereby be rewritten as
a0a′1v
j0+j1
k a2v
j2
k · · · atvjtk .
After finitely many analogue steps, one sees that the product (4.15) can in fact be ex-
pressed as avjk for an element a ∈ Ak−1 and an exponent 0 < j < dk. Now a is again a
linear combination of matrices of Bk−1, and consequently av
j
k—and thus each element
in Ak—is a linear combination of elements of Bk.
Next we show that each of the spanning sets Bk is linearly independent. For the rest
of the proof, fix an index 0 ≤ k ≤ m. First observe that due to the quasi-orthogonality
of the masas Dd and M, we have
Zidv
i0
0 · · · vikk
 Zjdvj00 · · · vjkk 
HS
= τ

Zidv
i0
0 · · · vikk v−jkk · · · v−j00 Z−jd

= τ

Z
i−j
d v
i0−j0
0 · · · vik−jkk

= τ

Z
i−j
d

τ

vi0−j00 · · · vik−jkk

for all indices 0 ≤ i, j < d and 0 ≤ is, js < ds for 0 ≤ s ≤ k, where we have used
criterion (vi) of Theorem 2.2.14 in the last step. It follows that the set Bk can be divided
into pairwise orthogonal subsets
vi00 · · · vikk
 0 ≤ is < ds, 0 ≤ s ≤ k , Zdvi00 · · · vikk  0 ≤ is < ds, 0 ≤ s ≤ k ,
. . . ,

Zd−1d v
i0
0 · · · vikk
 0 ≤ is < ds, 0 ≤ s ≤ k .
Up to multiplication by a power of Zd, i.e. by a fixed unitary, each of these disjoint sets is
a subset of the basis B of M and hence linearly independent. Orthogonality implying
linear independence, we have shown that Bk is in fact a basis for the ∗-subalgebra Ak.
For the injectivity of the group homomorphisms β[k], suppose that the ∗-automor-
phism β[k],i0 ofAk−1—which exists according to conditions (ii) and (iii) respectively of
Definition 4.5.1—is trivial for an exponent 0 < i0 ≤ dk. This especially implies
vi0k av
−i0
k = a
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for all a ∈ Dd ⊂ Ak−1, whence the unitary vi0k is a diagonal matrix. The masas M
and Dd being quasi-orthogonal, the element vi0k ∈ M is thereby a multiple of the unit
matrix Id (cf. Corollary 2.2.15). Supposing i0<dk would immediately imply |B| < d
and thus contradict the fact that B is a basis for M.
Combined with condition (i) of Definition 4.5.1, this shows that the ∗-automor-
phisms β[k],0, . . . , β[k],dk−1 are pairwise different (on the diagonalDd, and thus onAk−1).
In other words, the group homomorphism β[k] : Z/dk → Aut (Ak−1) is injective.
At last, let us verify the proposed isomorphisms Ak−1 ⋊β[k] Z/dk ∼= Ak. The triple
(Ak−1,Z/dk, β[k]) is a C∗-dynamical system (see Section 2.5). A covariant representa-
tion (cf. Definition 2.5.1) of this system lies at hand: let π : Ak−1 → Md(C) label the
identity operator, restricted toAk−1, and take as (faithful) unitary group representation
u : Z/dk → Ud, i → ui = vik. Then the covariance relation π(β[k],i(a)) = uiπ(a)u∗i is
trivially satisfied.
Recall that the crossed product Ak−1 ⋊β[k] Z/dk is originally defined as the ∗-alge-
bra C(Z/dk,Ak−1), endowed with multiplication and involution twisted by the auto-
morphism β[k] (see equations (2.11) on page 64), and endowed with the universal norm
defined in Proposition 2.5.3. (We do not have to care about completion, since the in-
volved algebras are finite-dimensional.) Proposition 2.5.2 tells us that a ∗-representa-
tion of Ak−1 ⋊β[k] Z/dk (the integrated form of the covariant representation (π, u)) is
given by
π⋊ u : C(Z/dk,Ak−1) −→ Md(C),
(a0, . . . , ak−1) →−→
dk−1
∑
i=0
π (ai) ui =
dk−1
∑
i=0
aivik.
By construction, the integrated form π ⋊ u maps the crossed product Ak−1 ⋊Z/dk
into Ak. As we have seen above, the fact that the set Bk is a basis for Ak in particular
implicates that every element in Ak is of the form avik for an element a ∈ Ak−1 and
an exponent 0 ≤ i < dk. This shows that the representation π ⋊ u maps surjectively
ontoAk. At the same time, both C(Z/dk,Ak−1) andAk are of dimension d · d0 · · · dk by
what we have already shown, so that π⋊ u is injective as well. All in all, we have thus
obtained the ∗-isomorphismAk ∼= Ak−1⋊β[k] Z/dk. The second proposed isomorphism
immediately follows by induction, so we are done.
In the situation of Proposition 4.5.2, we notably have the equality Am = Md(C) by
dimension, which also follows from the quasi-orthogonality of the masas Dd and M
(see for instance implication (2.3) on page 40). There is thus a ∗-isomorphism
Md(C) ∼= (· · · ((C∗(Z/d)⋊β[0] Z/d0)⋊β[1] Z/d1) · · · )⋊β[m] Z/dm,
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which generalises the isomorphism Md(C) ∼= C∗(Z/d)⋊β˜ (Z/d0 × · · · ×Z/dm), stat-
ed at the very end of Section 4.2.
For prime dimensions, every concatenated normal pair (just like every normal pair)
is automatically standard. As there are non-standard pairs of quasi-orthogonal masas
in Mp(C) for all p ≥ 7 (cp. Fact 2.4.11), the class of concatenated normal pairs does not
in general comprise all quasi-orthogonal pairs of masas.
We shall not go into a more detailed study of concatenated normal masa pairs in
the present work. Instead, we confine ourselves to presenting the following motivating
example.
Proposition 4.5.3. All pairs of quasi-orthogonal masas in M4(C) are concatenated normal.
Proof. It is an elementary exercise to check that all unitary complex Hadamard matri-
ces in M4(C) are equivalent (in the sense of Definition 1.3.4) to the Hadamard matrix
hλ =
1
2

1 1 1 1
1 1 −1 −1
1 −1 λ −λ
1 −1 −λ λ

for some element of the unit circle λ ∈ T (see for instance [44, 103]). As a conse-
quence, every pair of quasi-orthogonal masas in M4(C) is equivalent to one of the
pairs {D4, hλD4h∗λ}, λ ∈ T (cf. Lemma 2.4.2).
Fix an element λ ∈ T and set Mλ = hλD4h∗λ. As one easily computes, the masa
Mλ contains the unitary matrices
v0 = hλdiag(1, 1,−1,−1)h∗λ =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ∈ W4
and
v1 = hλdiag(1,−1, 1,−1)h∗λ =
1
2

0 0 1+ λ¯ 1− λ¯
0 0 1− λ¯ 1+ λ¯
1+ λ 1− λ 0 0
1− λ 1+ λ 0 0
 ∈ U4.
Looking at the diagonalisations of v0 and v1, you immediately see that v20 = v
2
1 = I4,
and that {v0, v1, v0v1, I4} is a Hilbert-Schmidt orthonormal basis for the masaMλ. The
unitary v0 is monomial, so all that is left to show in regard to Definition 4.5.1 is that v1
induces a conjugation on the ∗-subalgebra A∗(D4, v0), i.e.
v1A∗(D4, v0)v∗1 = A∗(D4, v0).
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The ∗-subalgebra A∗(D4, v0) is generated by the unitaries Z4 and v0. Since v0 and v1
commute, it suffices to show that the element v1Z4v∗1 belongs to A∗(D4, v0). Setting
µ = −1
4

|1+ λ|2 + i |1− λ|2

and ν = −1/4 1+ λ¯ (1− λ)
=
i− 1
2
Reλ− i+ 1
2
=
i
2
Imλ,
one computes
v1Z4v∗1 =

µ 0 0 0
0 iµ¯ 0 0
0 0 −µ 0
0 0 0 −iµ¯
+

ν+ iν¯ 0 0 0
0 ν¯+ iν 0 0
0 0 −ν¯− iν 0
0 0 0 −ν− iν
 ◦

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ,
which obviously is an element of the ∗-algebra A∗(D4, v0).
It is straightforward to check that the Hadamard matrices hλ are equivalent to the
Fourier matrix F4 if and only if λ ∈ {±i}. On the other hand, one directly sees that
the unitary matrix v1 in the proof above is monomial precisely if λ ∈ {±1}. This
determines the normal pairs among the quasi-orthogonal masa pairs {D4, hλD4h∗λ}.
Observation 4.5.4. For all λ ∈ T, let hλ ∈ M4(C) denote the complex Hadamard
matrix as defined in the proof of Proposition 4.5.3.
• The pair {D4, hλD4h∗λ} is a standard pair—that is normal w.r.t. the trivial decom-
position—exactly if λ ∈ {±i}.
• The pair {D4, hλD4h∗λ} is normal w.r.t. the factorisation 4 = 2 · 2 if and only if
λ ∈ {±1}.
We conclude our discussion of concatenated normal masa pairs with the following
important
Remarks 4.5.5. (a) Lengthy calculations reveal that the masa pair {D4, hλD4h∗λ} is
nice if and only if the parameter λ ∈ T is a fourth root of unity. Comparing this
to Observation 4.5.4, we see that every nice masa pair is normal in M4(C). Using
Proposition 4.3.11, a look at the list of all (isomorphism classes) of index groups
of order four (see for instance [56]) allows come to the same conclusion.
(b) One checks without much effort that uncountably many of the quasi-orthogonal
masa pairs {D4, hλD4h∗λ} are pairwise inequivalent, as predicted by Proposition
2.4.10. With regard to the previous remark and Proposition 4.5.3, this gives evi-
dence that there are concatenated normal masa pairs which are not nice.
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As we have seen in Theorem 4.4.11, every nice complete masa family in the matrix
algebra Mpn(C) stems, up to unitary equivalence, from a quasi-partition of the nice
unitary error basis Ep2n (or, equivalently, Fpn ). Such partitions can be encoded by fam-
ilies of symmetric matrices in Mn(Fp) with pairwise invertible differences—for which
we propose the acronymic expression smid families—, as was first done by Bandyopad-
hyay et al. (cf. Construction 3.3.12).
In the first section of this chapter, we show that all nice complete masa families are
encoded by smid families. We further define an equivalence relation for the latter that
is compatible with the equivalence of the corresponding masa families. Combining the
results above, we obtain the main theorem of the present thesis, which states that there
is a one-to-one correspondence between nice complete sets of masas in Mpn(C) and
complete smid families in Mn(Fp) for all n ∈N and p ∈ P.
A coherent next step towards a better understanding of complete nice masa families
is, in regard to our main result, the study of complete smid families in Mn(Fp). To all
appearances, the classification of the latter is quite a hard task. To get a grip of this
problem, we first investigate complete smid families which are linear subspaces of
M2(Fp) in Section 5.2.
In Section 5.3, we address the question whether M2(Fp) admits non-linear complete
smid families. To this aim, we study connections between general complete smid fami-
lies in M2(Fp), Latin squares, and permutation polynomials. While this allows us to
conclude that no non-linear complete smid families exist in M2(F3) and M2(F5), the
question above remains undecided for general primes in this work.
Using computer algebraic methods, we have investigated the structure of smid
families of arbitrary length in the smallest prime power dimensions. The results are
collected in Section 5.4.
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5.1 Equivalence classes of smid families and nice sets of
masas
We establish the relation between smid families and nice complete masa families in this
section. Although we have already introduced the term smid family, let us start with a
proper definition.
Definition 5.1.1. Let F be a finite field and n a natural number. A smid familyis a set
S ⊂ Mn(F) of symmetric matrices with invertible differences. Precisely, this means that the
difference A− B is either invertible or zero for each pair of matrices A, B ∈ S .
A smid family S is called maximal if there is no symmetric matrix C ∈ Mn(F) \ S such
that the union S ∪ {C} is a smid family. A maximal smid family is said to be complete if there
are no smid families in Mn(F) containing a greater number of matrices. A smid family which
is included in a complete smid family is called completable.
Obviously, the length of all complete smid families in Mn(F) is the same. According
to our aim, we will mostly limit our investigation to smid families in Mn(Fp) in the
sequel.
Proposition 5.1.2. For all numbers n ∈N, p ∈ P, complete smid families in Mn(Fp) consist
of pn elements. One example of a complete smid family in Mn(Fp) is provided by a symmetric
representation of the field Fpn which exists for all n ∈N, p ∈ P, according to Theorem 3.3.11.
Proof. A rather simple combinatorial argument proves the first part. The difference of
two matrices sharing the same first row can doubtlessly not be regular, hence each two
matrices inside one and the same smid family must differ in their first row. Obviously,
there are only pn different choices for the first row of a matrix in Mn(Fp).
Here are some examples of smid families in the smallest non-trivial prime power
dimension, that is in the matrix algebra M2(F2). You easily convince yourself of the
proposed assertions.
Examples 5.1.3. (i) The subsets
0 0
0 0

,

1 0
0 1

and

0 0
0 1

,

1 0
0 0

,

0 1
1 0

of M2(F2) are smid families which are neither complete nor maximal.
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(ii) A complete smid family in M2(F2) is given by the subset
0 0
0 0

,

1 0
0 1

,

0 1
1 1

,

1 1
1 0

.
(iii) The following subset of M2(F2) is a maximal smid family.
0 0
0 0

,

0 1
1 0

Remark 5.1.4. Note that according to Definition 5.1.1, the empty set is a smid family of
length zero. This will prove convenient in the following discussion. We will not always
explicitly consider the trivial case that a smid family of unspecified length is empty, but
nevertheless, no contradictions will arise from allowing this case.
Encoding nice masa families in Clp2n by smid families
As a next step, we rephrase the method of Bandyopadhyay et al. to obtain complete
nice masa families (Construction 3.3.12), using the picture of the generalised Clifford
algebra. For the rest of this section, fix a natural number n ∈N, a prime number p ∈ P,
and set d = pn.
The alternative generators bi, ci of the generalised Clifford algebra Cl
p
2n, introduced
in Definition/Proposition 4.4.9, are once more a valuable tool in the present context.
First recall that in Section 3.3, we have defined unitaries Bi, Ci ∈ Md(C) for all
indices 0 ≤ i < n by
Bi = Ip ⊗ · · · ⊗ Ip
(ith pos.)
|
⊗ Zp ⊗ Ip ⊗ · · · ⊗ Ip
and Ci =

i Ip ⊗ · · · ⊗ Ip ⊗ σxσz ⊗ Ip ⊗ · · · ⊗ Ip if p = 2,
Ip ⊗ · · · ⊗ Ip ⊗ XpZ∗p ⊗ Ip ⊗ · · · ⊗ Ip else,
see Definition/Proposition 3.3.8. The set of all ordered products of these unitaries, de-
noted Ep2n, is a nice unitary error basis with index group

2nZ/p, cf. Definition/Prop-
osition 3.3.8 and Example 4.1.3 (c).
Furthermore, we have checked in Proposition 3.3.10 (items (ii) to (iv)) that
• for each symmetric matrix K = (ki,j) ∈ Mn(Fp), a masa MK ⊂ Md(C) is alge-
braically generated by the n products
B
k0,0
0 · · · Bk0,n−1n−1 C0, Bk1,00 · · · Bk1,n−1n−1 C1, . . . , Bkn−1,00 · · · Bkn−1,n−1n−1 Cn−1,
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• two masas MK and ML obtained in this way are quasi-orthogonal if and only if
the difference K− L ∈ Mn(Fp) is regular,
• and any masa of the form MK is quasi-orthogonal to the diagonal masa
N = A∗(B0, . . . , Bn−1) = Dd.
These are the key ingredients for the construction of Bandyopadhyay et al., which
produces nice masa families {N ,MK0 , . . . ,MKm−1} in the complex d×d-matrices from
sets {K0, . . . , Km−1} ⊂ Mn(Fp) of symmetric matrices with pairwise invertible differ-
ences—that is to say, from smid families.
As we have observed in Remark 4.4.10 (a), the unitaries bi, ci ∈ Clp2n correspond to
the matrices Bi, Ci ∈ Md(C) under the standard ∗-representation of the generalised Clif-
ford algebra Clp2n specified in the proof of Theorem 4.4.6 (page 148f.). That is why the
following construction is just a literal translation of the construction of Bandyopadhyay
et al. into the picture of the generalised Clifford algebra. (Strictly speaking, we have
only defined quasi-orthogonality for matrix algebras in Definition 2.2.1, but clearly this
notion can be generalised to arbitrary unital C∗-algebras in the obvious way. We pre-
suppose this generalisation in the sequel.)
Construction 5.1.5 (Reformulation of Bandyopadhyay et al. 2002). For any symmetric
matrix K = (ki,j)0≤i,j<n ∈ Mn(Fp), a masa in Clp2n is defined by
MK = A∗(bk0,00 · · · bk0,n−1n−1 c0,
bk1,00 · · · bk1,n−1n−1 c1,
...
bkn−1,00 · · · bkn−1,n−1n−1 cn−1).
If L ∈ Mn(Fp) is another symmetric matrix, and ML ⊂ Clp2n the associated masa,
then MK and ML are quasi-orthogonal if and only if the difference K− L is an invert-
ible matrix. What is more, every masa MK defined as above is quasi-orthogonal to the
masa N = A∗(b0, . . . , bn−1) ⊂ Clp2n.
As a consequence, each smid family S = {K0, . . . , Km−1} inside Mn(Fp) of length
0 ≤ m ≤ pn induces a nice masa family of length m + 1 (with index group 2nZ/p)
F (S) = N ,MK0 , . . . ,MKm−1 .
The next theorem is the second step (succeeding Theorem 4.4.11) towards a full
classification of nice complete masa families in terms of smid families.
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Theorem 5.1.6. Let 0 ≤ m < pn be a natural number and F = {A−1,A0, . . . ,Am−1} a
nice family of m+ 1 pairwise quasi-orthogonal masas in the matrix algebra Mpn(C) with index
group

2nZ/p. ThenF can be encoded by a smid family of length m in Mn(Fp).
More precisely, one finds an isomorphic matrix representation ρ˜ : Clp2n → Mpn(C) of the
generalised Clifford algebra and a smid family S = {K0, . . . , Km−1} ⊂ Mn(Fp) satisfying the
identities
ρ˜(N ) = A−1 and ρ˜(MKi) = Ai for all 0 ≤ i < m,
where the masas MKi ⊂ Clp2n are defined as in Construction 5.1.5. Unless the smid family S
is empty, it can always be arranged that the matrix K0 ∈ Mn(Fp) is zero.
Proof. If m happens to be zero, the nice family F contains only the masa A−1 and
the proposed smid family S is empty. Thereby the only condition required from the
∗-representation ρ˜ is given by the identity ρ˜(N ) = A−1. This can doubtlessly be ar-
ranged, since all masas are unitarily equivalent.
From here one, let us suppose m ≥ 1. By assumption, the family F stems from a
(partial) quasi-partition of a very nice unitary error basis E for matrix algebra Md(C),
with index group

2nZ/p. Beyond that, we have convinced ourselves in Theorem
4.4.11 that for an arbitrary pair of masas in the nice family F—here we pick A−1 and
A0 for convenience—, one can arrange the following.
• One finds unitary matrices v0, . . . , vn−1 ∈ Ud generating the masa A−1, and uni-
taries w0, . . . , wn−1 ∈ Ud generating A0, such that w.l.o.g. the nice error basis E is
given by
E =

vk00 · · · vkn−1n−1wl00 · · ·wln−1n−1
 ki, li ∈ Fp for all 0 ≤ i < n .
• The unitaries vi, wi ∈ Ud are subject to the relations for the alternative generators
bi, ci ∈ Clp2n of the generalised Clifford algebra (cf. Definition/Proposition 4.4.9).
That is why a ∗-representation ρ˜ : Clp2n → Md(C) is given by setting ρ˜(bi) = vi
and ρ˜(ci) = wi for all 0 ≤ i < n. By definition, this ∗-representation obeys the
identities
ρ˜ (A∗(b0, . . . , bn−1)) = A−1 and ρ˜ (A∗(c0, . . . , cn−1)) = A0.
Using the notation of Construction 5.1.5, the last identities become ρ˜(N ) = A−1
and ρ˜(M0) = A0.
If m equals one, we just set S = {0} and have completed our proof. Otherwise,
fix an index 1 ≤ i0 < m. We aim at demonstrating that the preimage M = ρ˜−1(Ai0)
equals a masa MK ⊂ Clp2n, defined as in Construction 5.1.5, for a symmetric matrix
K = (ki,j) ∈ Mn(Fp).
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Since Ai0 is generated by elements of the error basis E, the masa M is generated
by elements of the standard orthonormal basis Bp2n of the generalised Clifford algebra
Clp2n, that is by elements of the form
g˜0 = b
k˜0,0
0 · · · bk˜0,n−1n−1 · cl0,00 · · · cl0,n−1n−1 ,
...
g˜n−1 = b
k˜n−1,0
0 · · · bk˜n−1,n−1n−1 · cln−1,00 · · · cln−1,n−1n−1
for indices k˜i,j, li,j ∈ Fp, 0 ≤ i, j < n. The matrix of indices L = (li,j) ∈ Mn(Fp) is
invertible, for otherwise there would be a non-trivial linear combination of rows
n−1
∑
i=0
ti(li,0, . . . , li,n−1) = 0
for some coefficients t0, . . . , tn−1 ∈ Fp, and thereby M would contain the element
g˜t00 · · · g˜tn−1n−1 ∼T b∑
n−1
i=0 ti k˜i,0
0 · · · b∑
n−1
i=0 ti k˜i,n−1
n−1 · c∑
n−1
i=0 ti li,0
0 · · · c∑
n−1
i=0 ti li,n−1
n−1  
=c00···c0n−1=1
.
This would be contradictory:
• If all of the exponents of the factors b0, . . . , bn−1 were equal to zero in the right-
hand side expression, then the products of the generators g˜0, . . . , g˜n−1 would not
span the whole masa M as presumed.
• If some of the exponents ∑n−1i=0 ti k˜i,i were non-zero, then M would contain an ele-
ment of the space N ⊖ C · 1, contradicting the quasi-orthogonality of the masas
M and N .
So the matrix L has an inverse L−1 = M = (mi,j) ∈ Mn(Fp). Having this at our
disposal, we can define another index matrix K by setting
ki,j =
n−1
∑
s=0
mi,s k˜s,j
for all 0 ≤ i, j < n. The masa M contains the following elements for all 0 ≤ j < n.
gi = g˜
mi,0
0 · · · g˜mi,n−1n−1
∼T b∑
n−1
s=0 mi,s k˜s,0
0 · · · b∑
n−1
s=0 mi,s k˜s,n−1
n−1 · c∑
n−1
s=0 mi,s ls,0
0 · · · c∑
n−1
s=0 mi,s ls,n−1
n−1  
=ci
= bki,00 · · · bki,n−1n−1 ci
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It is straightforward that the elements g0, . . . , gn−1 generate the masaM. Following
the lines of the proof of Proposition 3.3.10, item (ii) (where we just have to replace
the matrices Bi, Ci ∈ Md(C) by the respective generators bi, ci ∈ Clp2n in the whole
statement), we moreover see that the matrix K = (ki,j) ∈ Mn(Fp) must be symmetric.
We thus end up with the identity M =MK.
Proceeding as above for all masas A1, . . . ,Am−1, we obtain symmetric matrices
K1, . . . , Km−1 ∈ Mn(Fp) so that we can write ρ˜−1(Ai) =MKi for all indices 1 ≤ i < m.
The masasMKi are pairwise quasi-orthogonal as preimages of quasi-orthogonal masas
w.r.t. a ∗-isomorphism, so we deduce from Proposition 3.3.10 (iii)—again translated to
the picture of the generalised Clifford algebra—that each of the differences Ki − Kj is
either regular or zero, where i, j range from 1 to m − 1. As each masa MKi is quasi-
orthogonal to the masa M0, we moreover know that all of the matrices K1, . . . , Km−1
are invertible.
All in all, we have shown that the masasN ,M0,MK1 , . . . ,MKm−1 ⊂ Clp2n are preim-
ages of the masas A−1, . . . ,Am−1 ⊂ Md(C) w.r.t. the ∗-isomorphism ρ˜, and that the set
of matrices {0, K1, . . . , Km−1} is a smid family in Mn(Fp).
Mind that Theorem 5.1.6 does not apply to all nice masa families in Md(C). For
instance, we know that the standard pair {Dd,A∗(Xd)} is nice (cf. Example 4.3.4 (a)).
However, it is not normal w.r.t. the full prime decomposition of d if the latter is a non-
trivial prime power pn, n ≥ 2, see Corollary 4.2.5. It can therefore not stem from a
quasi-partition of the nice error basis Bp2n in this case.
Equivalence classes of smid families and nice masa families
Let F denote any field. At first sight, one may expect that a natural notion of equiva-
lence for smid families in the n×n-matrices Mn(F) should be formulated in terms of
affine linear transformations, that is to say, one may want to consider two smid fami-
lies S , T ⊂ Mn(F) as equivalent if they fulfil the equality T = cASAT + B for a matrix
A ∈ GLn(F), a symmetric matrix B ∈ Mn(F), and a constant c ∈ F×.
However, it turns out that this notion is not appropriate for our purposes. To obtain
compatibility of the equivalence of smid families on the one hand, and the equivalence
of the associated nice masa families on the other, a kind of “two-component-equivalence”
is needed. It involves the following simple
Observation 5.1.7. Let m, n ∈ N be two natural numbers. If the set of symmetric
matrices S = {0, K1, . . . , Km−1} is a smid family in the matrix algebra Mn(F), then so
is the set
S−1 = {0, K−11 , . . . , K−1m−1},
which we call the inverse smid family to S .
167
Chapter 5. Smid families
Proof. Just observe that since S contains the zero matrix, all non-zero matrices in S are
regular, so that we can write down the equations
(Ki − Kj)K−1i K−1j = K−1j − KjK−1i K−1j = Kj(K−1j − K−1i )K−1j
for all 1 ≤ i, j < m. The left-hand term in this calculation is known to be invertible if
i ̸= j, and therefore the same applies to the conjugated right-hand side
K−1j

Kj(K−1j − K−1i )K−1j

Kj = K−1j − K−1i .
This proves that S−1 is a smid family, for the inverse of any symmetric matrix is again
symmetric.
Definition 5.1.8. For all matrices A ∈ GLn(Fp), B ∈ Mn(Fp), we define an affine linear
transformation
TA,B : Mn(Fp) −→ Mn(Fp), K →−→ AKAT + B.
Furthermore, we declare a mapping X : GLn(Fp) ∪ {0} → GLn(Fp) ∪ {0} by X(0) = 0 and
X(K) = −K−1 for all K ∈ GLn(Fp).
We call smid families S , T ⊂ Mn(Fp) of the same length equivalent if one of the following
identities holds for some matrices A, A′ ∈ GLn(Fp), B, B′ ∈ Mn(Fp) (the matrices B and B′
are then automatically symmetric).
(i) T = TA,B(S) (ii) T = TA′,B′ ◦ X ◦ TA,B(S)
For the second equality, the choice of the matrix B must ensure that the smid family TA,B(S)
contains the zero matrix.
Observe that the transformation X sends any smid family S which is contained in
GLn(Fp)∪ {0} to its negative inverse−S−1. Also notice that one can always arrange—
by an appropriate choice of the matrix A—that the matrix A′ in item (ii) equals the unit
matrix.
It is an exercise to verify that the equivalence of smid families defined above posi-
tively is an equivalence relation. In particular, it is redundant to concatenate transfor-
mations of type (i) and (ii), that is to say, any concatenation of such transformations is
again of type (i) or (ii). These facts will also be confirmed by the following considera-
tions.
We aim at demonstrating that the equivalence of smid families in Mn(Fp) corre-
sponds to the equivalence of the associated nice masa families inside the generalised
Clifford algebra Clp2n (w.r.t. the mapping specified in Construction 5.1.5). This goal is
achieved by the two following lemmas.
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Lemma 5.1.9. As in Construction 5.1.5, associate with any symmetric matrix K ∈ Mn(Fp) a
masa MK in the generalised Clifford algebra Clp2n, and define a masa N = A∗(b0, . . . , bn−1).
(i) Given an invertible matrix A ∈ GLn(Fp) and a symmetric matrix B ∈ Mn(Fp), there
is a ∗-automorphism ϕA,B of Cl
p
2n fulfilling the identity ϕA,B(N ) = N and, for all
symmetric matrices K ∈ Mn(Fp),
ϕA,B (MK) =MTA,B(K).
(ii) There is a ∗-automorphism χ of the generalised Clifford algebra Clp2n that satisfies the
identities χ (N ) = M0, χ (M0) = N , and, for all invertible symmetric matrices
K ∈ GLn(Fp),
χ (MK) =MX(K) =M−K−1 .
It follows that equivalent smid families S = {K0, . . . , Km−1} and T = {L0, . . . , Lm−1} in
Mn(Fp) induce equivalent nice masa families
F (S) = N ,MK0 , . . . ,MKm−1 and F (T ) = N ,ML0 , . . . ,MLm−1 .
inside the generalised Clifford algebra Clp2n (0 ≤ m ≤ d).
Proof. The assertion is trivial if m is zero, for then both of the smid families S and T
are empty and the masa families F (S) and F (T ) obviously coincide. We therefore
assume m > 0 from here on.
It is elementary that every symmetric matrix in Mn(Fp) is a finite sum of matrices
of the type
Bi,j =
ith col. jth col.
| |

1 — ith row
1 — jth row
,
where i and j range from 0 to n− 1.
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Likewise, every invertible matrix in Mn(Fp) is the product of a finite number of
matrices of the form
Mi,a =
ith column
|

1
. . .
1
a
1
. . .
1
, Ai,j =
jth column
|

1
. . .
1 1 — ith row
. . .
. . .
1
,
and Fi,j =
ith col. jth col.
| |

1 . . .
1
0 1
1 . . .
1
1 0
1 . . .
1
— ith row
— jth row
for indices 0 ≤ i, j < n and a non-zero field element a ∈ F×p .
On that account, every affine linear transformation TA,B, as introduced in Definition
5.1.8 (for a symmetric matrix B), is a concatenation of transformations of the following
“elementary” types, for indices 0 ≤ i, j < n and field elements a ∈ F×p (K ∈ Mn(Fp)).
TIn,Bi,j : K →−→ K + Bi,j TAi,j,0 : K →−→ Ai,jK ATi,j
TMi,a,0 : K →−→ Mi,aK Mi,a TFi,j,0 : K →−→ Fi,jK Fi,j
(i). We fix indices 0 ≤ i0, j0 < n and a non-zero field element a ∈ F×p , and explicitly
define ∗-automorphisms of the generalised Clifford algebra Clp2n of “elementary type”,
satisfying the conditions of item (i). The general statement then immediately follows
by concatenation of the obtained elementary ∗-automorphisms. Concretely, we have to
establish the following ∗-automorphisms of the generalised Clifford algebra Clp2n.
TIn,Bio ,jo ; ϕ0 = ϕ1,Bio ,jo TAio ,jo ,0 ; ϕ2 = ϕAio ,jo ,0
TMio ,a,0 ; ϕ1 = ϕMio ,a,0 TFio ,jo ,0 ; ϕ3 = ϕFio ,jo ,0
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Construction of ϕ0. On the generators b0, . . . , bn−1, c0, . . . , cn−1 ∈ Clp2n, we set
ϕ0(bi) = bi for all 0 ≤ i < n, ϕ0(ci) = ci for all 0 ≤ i < n, i /∈ {i0, j0},
ϕ0(ci0) = bj0 ci0 ,
ϕ0(cj0) = bi0 cj0 .
It is obvious that the unitary images ϕ(b0), . . . , ϕ(bn−1), ϕ(c0), . . . , ϕ(cn−1) generate
Clp2n, and you readily verify that they satisfy the relations of the generators bi and ci
(cf. Definition/Proposition 4.4.9), thus ϕ0 is a ∗-automorphism. What is more, ϕ0 maps
the masa N to itself by definition. (Observe that we do not need to consider the cases
i0 = j0, i0 ̸= j0 separately.)
Let K = (ki,j) denote a symmetric matrix in Mn(Fp), further set K0 = K+ Bi0,j0 . The
generators of the masa MK are given by
g0(k0,0, . . . , k0,n−1) = b
k0,0
0 · · · bk0,n−1n−1 c0,
...
gn−1(kn−1,0, . . . , kn−1,n−1) = b
kn−1,0
0 · · · bkn−1,n−1n−1 cn−1
according to Construction 5.1.5. Only two of these generators are not invariant under
the action of ϕ0—namely, we have
ϕ0 (gi0(ki0,0, . . . , ki0,n−1)) = ϕ0

b
ki0,0
0 · · · b
ki0,n−1
n−1 ci0

= b
ki0,0
0 · · · b
ki0,n−1
n−1 bj0 ci0
= b
ki0,0
0 · · · b
ki0,j0−1
j0−1 b
ki0,j0+1
j0
b
ki0,j0+1
j0+1
· · · bki0,n−1n−1 ci0
= gi0(ki0,0, . . . , ki0,j0−1, ki0,j0 + 1, ki0,j0+1, . . . ki0,n−1)
and ϕ0

gj0(k j0,0, . . . , k j0,n−1)

= gj0(k j0,0, . . . , k j0,i0−1, k j0,i0 + 1, k j0,i0+1, . . . k j0,n−1).
Comparing the exponents of these generators immediately yields the identity
ϕ0 (MK) =MK0 .
Construction of ϕ1. We declare ϕ1 on the generators by
ϕ1(bi) = bi, ϕ1(ci) = ci for all 0 ≤ i < n, i ̸= i0,
ϕ1(bi0) = b
a
i0 , ϕ1(ci0) = c
(a−1)
i0
.
As in the previous step, you convince yourself that the images ϕ1(ci), ϕ1(bi) obey the
relations of the generators bi and ci and generate the generalised Clifford algebra Cl
p
2n,
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so that the assignment above induces a well-defined ∗-automorphism ϕ1 of Cl
p
2n. What
is more, the masa N is clearly invariant under ϕ1.
For a matrix K = (ki,j) ∈ Mn(Fp), one computes
TMio ,a,0(K) = Mi0,aK Mi0,a =

ak0,io
...
akio−1,io
akio ,0 ··· akio ,io−1 a2kio ,io akio ,io+1 ··· akio ,n−1
akio+1,io
...
akn−1,io
 =: K1,
where all entries of the matrix K1 that are not shown coincide with the respective en-
tries of K.
The action of ϕ1 on the generators of the masa MK ⊂ Clp2n is given by
ϕ1 (gi(ki,0, . . . , ki,n−1)) = gi(ki,0, . . . , ki,i0−1, aki,i0 , ki,i0+1, . . . , ki,n−1) for i ̸= i0
and
ϕ1 (gi0(ki0,0, . . . , ki0,n−1)) = b
ki0,0
0 · · · b
ki0,i0−1
i0−1 b
aki0,i0
i0
b
ki0,i0+1
i0+1
· · · bki0,n−1n−1 c(a
−1)
i0
∼T gi0(aki0,0, . . . , aki0,i0−1, a2ki0,i0 , aki0,i0+1, . . . , aki0,n−1)(a
−1) .
Replacing the generator ϕ1(gi0(. . .)) by its ath power in the masa ϕ1(MK), and com-
paring the exponents of the factors bi afterwards, we end up with the identity
ϕ1 (MK) =MK1 .
Construction of ϕ2. Given a matrix K = (ki,j) ∈ Mn(Fp), one readily computes that
TAio ,jo ,0(K) equals the matrix
K2 =
i0th column
|

k0,io+k0,jo
...
kio−1,io kio−1,jo
kio ,0+k jo ,0 ··· kio ,io−1+k jo ,io−1 x kio ,io+1+k jo ,io+1 ··· kio ,n−1+k jo ,n−1
kio+1,io+kio+1,jo
...
kn−1,io+kn−1,jo
— i0th row ,
where we set x = ki0,i0 + ki0,j0 + k j0,i0 + k j0,j0 , and all entries not shown coincide with
those of the matrix K as before.
172
5.1. Equivalence classes of smid families and nice sets of masas
Similar as above, you check that the images of the map ϕ2, defined below, obey
the relations of the elements bi and ci and generate Cl
p
2n, so that ϕ2 is a well-defined
∗-automorphism.
ϕ2(bi) = bi for all 0 ≤ i < n, i ̸= j0 ϕ2(ci) = ci for all 0 ≤ i < n, i ̸= i0,
ϕ2(bj0) = bi0 bj0 , ϕ2(ci0) = ci0 c
∗
j0
The action of ϕ2 on the generators of the masa MK computes to
ϕ2 (gi(ki,0, . . . , ki,n−1)) =

bki,00 · · · b
ki,i0−1
i0−1 b
ki,i0+ki,j0
i0
b
ki,i0+1
i0+1
· · · bki,n−1n−1 ci if i ̸= i0,
b
ki0,0
0 · · · b
ki0,i0−1
i0−1 b
ki0,i0+ki0,j0
i0
b
ki0,i0+1
i0+1
· · · bki0,n−1n−1 ci0c∗j0 if i = i0.
The image ϕ2(gi0(. . .)) is, as you notice, not one of the standard generators for the
masas of the form MK we consider here. To obtain the “missing” generator for the
masa ϕ2(MK), we take the product ϕ2(gi0(. . .)) · ϕ2(gj0(. . .)):
ϕ2 (gi0(ki0,0, . . . , ki0,n−1)) · ϕ2

gj0(k j0,0, . . . , k j0,n−1)

∼T gi0

ki0,0 + k j0,0, . . . , ki0,i0−1 + k j0,i0−1, x, ki0,i0+1 + k j0,i0+1, . . . , ki0,n−1 + k j0,n−1

Now a look at the indices of the matrix K2 reveals the equality
ϕ2 (MK) =MK2 .
Construction of ϕ3. As in the preceding steps, one checks that the following assign-
ment defines a ∗-automorphism ϕ3 of Cl
p
2n.
ϕ3(bi) = bi, ϕ3(ci) = ci for all 0 ≤ i < n, i /∈ {i0, j0},
ϕ3(bi0) = bj0 , ϕ3(ci0) = cj0 ,
ϕ3(bj0) = bi0 , ϕ3(cj0) = ci0
The masa N is clearly invariant under the action of ϕ3, and setting K3 = Fi0,j0 K Fi0,j0 for
a symmetric matrix K ∈ Mn(Fp), a straightforward calculation reveals the equality
ϕ3 (MK) =MK3 .
(ii). We declare the “crossing automorphism” χ of the generalised Clifford algebra
Clp2n on the generators by
χ(bi) = ci and χ(ci) = b∗i
for all indices 0 ≤ i < n. Well-definedness of the ∗-automorphism χ is quickly checked,
moreover it clearly maps the masa N to M0 = A∗(c0, . . . , cn−1) and vice versa. Given
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an invertible matrix K = (ki,j) ∈ Mn(Fp), the standard generators of the associated
masa MK are mapped as follows for all 0 ≤ i < n.
χ (gi(ki,0, . . . , ki,n−1)) = c
ki,0
0 · · · cki,n−1n−1 b∗i
Let L = (li,j) ∈ Mn(Fp) denote the inverse matrix to K. Then one computes, for
each fixed index 0 ≤ j0 < n, that the masa χ(MK) contains the product
n−1
∏
i=0
χ (gi(ki,0, . . . , ki,n−1))
li,jo ∼T c∑
n−1
i=0 ki,0li,jo
0 · · · c∑
n−1
i=0 ki,n−1li,jo
n−1 b
−l0,jo
0 · · · b
−ln−1,jo
n−1
∼T b−l0,jo0 · · · b
−ln−1,jo
n−1 cj0 ,
where the second step is deduced from the matrix identity KL = In. Consequently, the
image χ(MK) coincides with the masa M−K−1 . Our proof is complete.
Lemma 5.1.10. Let S = {K0, . . . , Km−1} and T = {L0, . . . , Lm−1} be two smid families of
equal length in Mn(Fp) (0 ≤ m ≤ d). If the associated nice masa families
F (S) = N ,MK0 , . . . ,MKm−1 and F (T ) = N ,ML0 , . . . ,MLm−1
in the generalised Clifford algebra Clp2n are equivalent (in the sense of Definition 3.2.1), then so
are the smid families S and T (according to Definition 5.1.8).
Proof. The smid families S and T are both empty if m is zero, and of length one if m
equals one. In both cases, they are trivially equivalent, so that we assume m ≥ 2 in the
sequel.
By definition, the masa familiesF (S) andF (T ) are equivalent if and only if there
is a ∗-automorphism ψ of Clp2n mapping each masa of the former family to a member
of the latter. (We generalise the respective Definition 3.2.1, genuinely formulated for
matrix algebras, to the generalised Clifford algebra in the obvious way.)
We have to consider two distinct cases.
(i) The ∗-automorphism ψ maps the masa N to itself.
(ii) The ∗-automorphism ψ maps the masa N to one of the masas MLk (0 ≤ k < m).
(It will turn out that these cases correspond to the respective items of Definition 5.1.8.)
We can apply Lemma 5.1.9 to facilitate the situation. First of all, we can assume
w.l.o.g. that both smid families S and T contain the zero matrix. In case (i), we can
moreover assume w.l.o.g. that ψ sends M0 to M0. (Suppose ψ initially maps MK0
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to MLk for some index 0 ≤ k < m. Then we can replace the masa family S by the
equivalent family S ′ = S − K0, and likewise replace T by T ′ = T − Lk.) Similarly,
we can presume that ψ maps N to M0 and and vice versa in case (ii). After possibly
renumerating the matrices in the smid families S and T , we are thus (w.l.o.g.) faced
with one of the situations depicted in the following diagrams, where we rename the
∗-automorphism ψ to distinguish the two cases.
N ,

M0,

MK1 ,

. . . , MKm−1

ψ0
N , M0, ML1 , . . . , MLm−1
Case (i)
N ,

M0,
  
MK1 ,

. . . , MKm−1

ψ1
N , M0, ML1 , . . . , MLm−1
Case (ii)
We set d = pn as usual. At one step of our proof, it will be useful to identify the
generalised Clifford algebra Clp2n and the matrix algebra Md(C), using the
∗-represen-
tation ρ introduced in the proof of Theorem 4.4.6 (page 148f.). Recall that we have the
following identities for all indices 0 ≤ i < n.
ρ(bi) = Bi = Ip ⊗ · · · ⊗ Ip
(ith pos.)
|
⊗ Zp ⊗ Ip ⊗ · · · ⊗ Ip
ρ(ci) = Ci =

i Ip ⊗ · · · ⊗ Ip ⊗ σxσz ⊗ Ip ⊗ · · · ⊗ Ip if p = 2,
Ip ⊗ · · · ⊗ Ip ⊗ XpZ∗p ⊗ Ip ⊗ · · · ⊗ Ip else
According to Construction 5.1.5, we further have the identities
N = A∗ (b0, . . . , bn−1) and M0 = A∗ (c0, . . . , cn−1) ,
and so these masas correspond to the masas
ρ(N ) = A∗ Zp ⊗ Ip ⊗ · · · ⊗ Ip, . . . , Ip ⊗ · · · ⊗ Ip ⊗ Zp
= Dd
and ρ(M0) = A∗

XpZ
∗
p ⊗ Ip ⊗ · · · ⊗ Ip, . . . , Ip ⊗ · · · ⊗ Ip ⊗ XpZ∗p

in the matrix picture.
Case (i). On the matrix level, ψ0 induces a ∗-automorphism ψ˜0 = ρ ◦ ψ0 ◦ ρ−1 of
Md(C). The identity ψ˜0(Dd) = Dd ensures that ψ˜0 corresponds to a conjugation by
a monomial unitary matrix in Md(C) (cf. Lemma 1.2.5). The masa ρ(M0) is invariant
under ψ˜0 and generated by monomials, and so ψ˜0 sends each of its monomial genera-
tors to a monomial element of ρ(M0).
Here comes the reason why we have switched to the matrix picture: as we have
discussed at length in the proof of Theorem 4.2.4 (implication (iia) ⇒ (via) on page
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128), the only monomials inside ρ(M0) are products of the form
(XpZ
∗
p)
s0 ⊗ · · · ⊗ (XpZ∗p)sn−1 ,
where we as usually consider the exponents s0, . . . , sn−1 as elements of the prime field
Fp. There is thus a matrix A = (ai,j) ∈ Mn(Fp) such that ψ˜0 maps the generators of
ρ(M0) according to the rule
ψ˜0(Ip ⊗ · · · ⊗ Ip ⊗XpZ∗p⊗
|
(ith pos.)
Ip ⊗ · · · ⊗ Ip) = (XpZ∗p)ai,0 ⊗ · · · ⊗ (XpZ∗p)ai,n−1 (0 ≤ i < n).
On the level of the generalised Clifford algebra Clp2n, this results in
ψ0(bi) = b
ai,0
0 · · · bai,n−10 for all 0 ≤ i < n.
This information, combined with the identity ψ0(M0) = M0, completely determines
the ∗-automorphism ψ0, as we shall see further below.
The matrix A must be regular, because if its rows were linearly dependent, then one
of the images specified above would be a product of powers of the others (up to a phase
factor), which would immediately contradict the fact that ψ˜ is a ∗-automorphism. As
a consequence, A ∈ Mn(Fp) is a product of elementary regular matrices of type Mi,a,
Ai,j, and Fi,j, defined as in the proof of Lemma 5.1.9. It therefore suffices to show that
ψ0 induces the equivalence of the smid families S and T in the special cases that A is
one of these elementary matrices. The general assertion then follows by concatenation
of the respective “elementary” linear transformations on the side of the smid families.
First suppose that A equals the diagonal matrix Mi0,a for an index 0 ≤ i0 < n and a
non-zero field element a ∈ F×p , so that the images of the generators b0, . . . , bn−1 under
the action of ψ0 are given by
ψ0(bi) =

bai if i = i0,
bi else.
As the commutation relations for the generators bi and ci ofCl
p
2n (see Definition/Propo-
sition 4.4.9) carry over to their images under the ∗-homomorphism ψ0, and since more-
over ψ0 maps M0 = A∗(c0, . . . , cn−1) to itself, it is an easy exercise to verify that the
generators c0, . . . , cn−1 are mapped by ψ0 as follows.
ψ0(ci) =

ca
−1
i if i = i0
ci else
A comparison yields that ψ0 coincides with the ∗-automorphism ϕ1 defined in the proof
of Lemma 5.1.9, whence we deduce the identity
ψ0(MK) =MMio ,aK Mio ,a
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for all symmetric matrices K ∈ Mn(Fp). By definition of ψ0 (see the diagram for case
(i) above), we thus obtain the equalities
MLi =MMio ,aKi Mio ,a
for all 0 ≤ i < m.
It is immediate that two masas MK,ML ⊂ Clp2n coincide exactly if the same holds
true for the symmetric matrices K, L ∈ Mn(Fp), and so the equations above yield the
matrix identities Li = Mi0,aKi Mi0,a for all 0 ≤ i < m. Accordingly, we end up with
T = Mio ,aS Mio ,a, that is with the equivalence of the masa families S and T .
Completely analogue arguments allow to tackle the cases A = Ai0,j0 and A = Fi0,j0
for indices 0 ≤ i0, j0 < n. In the former case, one easily computes that ψ0 equals
the ∗-automorphism ϕ2 defined in the proof of Lemma 5.1.9, which finally leads to
T = Ai0,j0S Ai0,j0 . In the latter case, ψ0 coincides with the ∗-automorphism ϕ3, which
asserts the identity T = Fi0,j0S Fi0,j0 . The details are left to the reader.
Case (ii). Concatenating the ∗-automorphism ψ1 and the crossing automorphism χ
of Clp2n defined in the proof of Lemma 5.1.9 (part (ii)), we obtain a
∗-automorphism
ψ2 = χ ◦ ψ1 as depicted in the following diagram.
N ,

M0,
  
MK1 ,

. . . , MKm−1

ψ2

ψ1
N ,

M0,

ML1 ,

. . . , MLm−1

χ
N , M0, M−L−11 , . . . , M−L−1m−1
Since the ∗-automorphism ψ2 preserves the masas N and M0, we can apply the same
arguments as in case (i) to see that we have the identities M−L−1i = MAKi A for a
regular matrix A—which depends on the ∗-automorphism ψ1—and all 1 ≤ i < m. This
implies the equalities
−L−1i = X(Li) = AKi A = TA,0(Ki),
and thereby, since the transformation X is obviously self-inverse, the identity
T = X ◦ TA,0(S),
that is the equivalence of S and T . (Recall that we have presumed that both of the smid
families S and T contain the zero matrix. Leaving aside this restriction, we clearly end
up with a more general equality of the form T = TA′,B′ ◦ X ◦ TA,B(S), where one may
set A′ = Id w.l.o.g.)
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The following theorem is a direct consequence of the preceding lemmas, and com-
pletes our main goal to fully classify complete sets of nice masas by complete smid
families.
Theorem 5.1.11. Let S , T be two smid families in Mn(Fp). The associated nice sets of quasi-
orthogonal masas F (S) and F (T ) in Clp2n are equivalent if and only if the smid families S
and T are equivalent in the sense of Definition 5.1.1.
The unique encoding of complete nice masa families
Let p ∈ P denote a prime and n ∈ N a natural number, and set d = pn. Further let
F be a nice masa family with index group

2nZ/p inside the matrix algebra Md(C).
Then according to Theorem 4.4.11, there is a unitary u ∈ Ud such that the family uFu∗
stems from a quasi-partition of the nice unitary error basis
E
p
2n =

Bi00 · · · Bin−1n−1Cin0 · · · Ci2n−1n−1
 i0, . . . , i2n−1 ∈ Fp
introduced in Definition/Proposition 3.3.8.
In a next step, Theorem 5.1.6 tells us that the smid family uFu∗—that is, the re-
spective quasi-partition of the basis Ep2n—is encoded by a smid family in Mn(Fp).
Finally two nice masa families in Md(C) with index group

2nZ/p are equiva-
lent if and only if the smid families assigned to them (according to Theorem 5.1.6) are
equivalent, as we have seen in Theorem 5.1.11 just before.
The following Main Theorem recapitulates our results concerning the classification
of nice masa families in Mpn(C), focussing on complete families for clarity. (As in the
preceding summary, the statements apply analogously for general nice masa families
in Mpn(C) with index group

2nZ/p.)
Main Theorem. Fix a natural number n ∈N and a prime p ∈ P.
(I) Up to unitary equivalence, all complete nice masa families in Mpn(C) stem from quasi-
partitions of the nice monomial error basis Ep2n. (Theorem 4.4.11)
(II) Every quasi-partition of the error basis Ep2n that induces a nice complete masa family is
encoded by a complete smid family. (Theorem 5.1.6)
(III) Two quasi-partitions like in item (I I) yield equivalent masa families if and only if the
corresponding smid families are equivalent. (Theorem 5.1.11)
There is hence a one-to-one correspondence between equivalence classes of complete nice masa
families in Mpn(C) and equivalence classes of complete smid families in Mn(Fp).
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Admittedly, it had escaped the author’s notice for a long time that the result above
is in fact not new. It had been stated earlier—albeit in quite different terms—in a very
remarkable paper by Calderbank et al. ([23]), concerning error correcting codes, dis-
crete geometry, and representations of certain finite groups. (We have mentioned this
article before, see item (1995) on page 99 and Fact 4.3.7.) The Main Theorem above,
and the steps leading towards it, may therefore be seen as an alternative approach to
obtain the result of Calderbank et al., based on more or less elementary techniques of
finite-dimensional (linear) algebra. We collect the essential
Facts 5.1.12. In the paper [23], Calderbank et al. investigate, among many other issues,
special orthogonal frames—for our purposes, one may as well think of orthonormal ba-
ses of the Hilbert space Cp
n
—which correspond to MUBs (lemma 5.5 if p equals two,
lemma 11.3 else). They gain sets of orthogonal frames corresponding to complete sets
of MUBs from so-called symplectic spreads (combine lemma 5.5 and theorem 5.6 if p is
two, otherwise lemma 11.3 and theorem 11.4; see the beginning of the fifth chapter for
the definition of a symplectic spread).
Going through the details, one finds that the sets of MUBs obtained by the tech-
nique of Calderbank et al. are nice (to see this, keep an eye on the operators X and Y
defined in chapter 2 for the odd case, and at the beginning of chapter 11 for the even
case).
Furthermore, Calderbank et al. prove that the obtained complete sets of nice MUBs
(i.e. the corresponding orthogonal frames) are equivalent (in the same sense as defined
in the present work) if and only if the underlying symplectic spreads fulfil a certain
equivalence condition (proposition 5.11 if p is two, corollary 11.6 else).
The application of the results by Calderbank et al. to the subject of MUBs is due to
Godsil and Roy, who also collected the facts mentioned above in [40, chapter 6].
One missing piece must be added to these facts, namely that the explained corre-
spondence between (equivalence classes) of symplectic spreads and nice complete sets
of MUBs is one-to-one, i.e. one conversely receives a symplectic spread from every nice
complete set of MUBs. This is not hard to see, once one has worked oneself through
the many technical details in reference [23].
As a consequence, the mentioned equivalence of symplectic spreads must be com-
patible with our equivalence relation for smid families, and the result of Calderbank et
al., adopted by Godsil and Roy, is equivalent to our Main Theorem above.
Finally, let us remark that Calderbank et al. even literally mention smid families—
though of course not under this very name—as a special (symmetric) case of so-called
spread sets, see [23, equation (5.1)].
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Inequivalent smid families
Speaking of smid families of arbitrary length, the existence of inequivalent families
is apparently not a rare phenomenon. For instance, take the first and the last family
presented in Examples 5.1.3. Since the former is not maximal by contrast to the latter,
these families in M2(F2) cannot be equivalent.
Already in the trivial matrix algebras M1(Fp) ∼= Fp, there are in general many
instances of inequivalent incomplete smid families, as the examples further below shall
demonstrate. Smid families in prime dimensions are just subsets of the field Fp, and
you readily convince yourself that according to Definition 5.1.8, the equivalence of
smid families in Fp can be described as follows.
Proposition 5.1.13. Two smid families {k0, . . . , km−1}, {l0, . . . , lm−1} ⊂ Fp of the same
length 1 ≤ m ≤ p are equivalent if there are elements a ∈ F×p , b ∈ Fp, and a permuta-
tion σ ∈ Sm, such that one of the following statements applies.
(i) The identity lσ(i) = a2ki + b holds for all 0 ≤ i < m.
(ii) There is an index 0 ≤ i0 < m such that the element lσ(i0) equals b and the identity
lσ(i) = a2(ki0 − ki)−1 + b holds for all i ̸= i0 (0 ≤ i < m).
Recall that a quadratic residue q in a prime field Fp is an element which is a square
modulo p, that is there is an element s ∈ Fp subject to the equation s2 = q in Fp. For all
odd primes p, the field Fp contains exactly (p+1)/2 quadratic residues (including zero),
which we shall sometimes refer to as squares in Fp for short.
Examples 5.1.14. (a) Let p be a prime number. In M1(Fp) ∼= Fp, consider the smid
family F0 = {0, 1}. Following the lines of Proposition 5.1.13, you effortlessly
check that a smid family {0, a} ⊂ Fp is equivalent to F0 if and only if a or −a is
a quadratic residue modulo p. Now assume that p is congruent 1 mod 4. Accord-
ing to the first supplement of Gauss’ famous Law of Quadratic Reciprocity, this is
equivalent to −1 being a quadratic residue modulo p. As a consequence, each
element a ∈ Fp is a square if and only if the same applies for −a. There are thus
m = (p−1)/2 elements b0, . . . , bm−1 in Fp being neither a square nor the negative of
one. This asserts that none of the smid families {0, bi} is equivalent toF0.
(b) Applying the first example to the case p = 13 ≡ 1 mod 4, we see that the
smid families {0, 1} and {0, 5} in F13 are inequivalent, since the set of quadratic
residues in F13 equals Q = −Q = {0, 1, 3, 4, 9, 10, 12}. After switching from the
smid family {0, 5} to the equivalent family {2, 7}, one applies (the contraposition
of) Lemma 5.1.10 to conclude that the nice masa families {D13,M0,M1} and
{D13,M2,M7} in the matrix algebra M13(C), considered in Example 3.2.10 (b),
are inequivalent.
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(c) Reversing the arguments of example (a), it follows that if a prime p is congru-
ent 3 mod 4, then all smid families of length two inside the prime field Fp are
equivalent.
Further above, we have stressed the fact that the equivalence relation for smid fami-
lies does—maybe somewhat surprisingly—not involve scalar multiplication. Observe
how this is crucial for the examples above.
As far as complete smid families are concerned, it turns out to be much harder to
find inequivalent instances. As a matter of fact, the smallest matrix algebra Mn(Fp)
(w.r.t. the prime power pn) admitting inequivalent complete smid families is M3(F3).
In the aforementioned article [23], Calderbank et al. point out that there are, how-
ever, many dimensions which admit inequivalent orthogonal frames, of the type cor-
responding to complete sets of MUBs, in the Hilbert space Cp
n
. There are thus many
matrix algebras Mn(Fp) admitting inequivalent complete smid families.
For the even case (see [23, corollary 10.9]), Calderbank et al. apply an earlier result
by W. M. Kantor ([51]), concerning inequivalent Preparata codes, which are a special kind
of error correcting codes. For the odd case (see [23, paragraph after corollary 11.6]),
the authors explain that there are examples of non-desarguesian symplectic spreads, as
was shown by L. Bader et al. ([6]) and, once again, by Kantor ([52]). These cannot
be equivalent to the desarguesian symplectic spreads (which correspond to the more
common desarguesian planes).
Calderbank et al. also remark that the smallest case where inequivalent orthogonal
frames occur is p = n = 3. This follows from the fact that the so-called Hering plane
of order 27 is, as Bader et al. show in [6], a non-regular symplectic spread, and can
therefore not be equivalent to the existing regular symplectic spreads.
Translating the observations of Calderbank et al. into the picture of smid families,
we can record the following
Facts 5.1.15 (Calderbank et al. 1997). If n ∈ N is an odd composite number, then there
are more than 2
√
n/2 pairwise inequivalent smid families in Mn(F2). There are also odd
primes p ∈ P and natural numbers n ∈ N such that Mn(Fp) contains inequivalent
smid families.
Calderbank et al. state that “[. . . ] in spite of the small numbers known, there must be
large numbers of inequivalent examples” for the case when p is odd ([23, paragraph after
corollary 11.6]). This was recently made more precise by Kantor, whose article [53]
gives an exhaustive overview over results implying the existence of inequivalent nice
sets of MUBs, also correcting some faults made in other papers on the subject.
In Section 5.4, we present the numbers of inequivalent smid families of any possible
length for all prime power dimensions less than pn = 32 that we have obtained by
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computer algebraic methods (Computer Algebraic Results 5.4.3 and 5.4.4). We also
give an explicit matrix representation of the Hering plane in M3(F3) in the Computer
Algebraic Result 5.4.1.
5.2 Complete linear smid families in the matrix algebras
M2(Fp)
Throughout this section, let p be a prime number. Be aware that most of the compu-
tations are performed inside the prime field Fp, as will be clear from the context. In
particular, we sometimes notate the multiplication with an inverse element as a frac-
tion, i.e. we write s/t for s · t−1 for field elements s ∈ Fp, t ∈ F×p .
As a technical preparation, we need the following assertion concerning certain sub-
sets of Fp, which will occur at several points in the sequel.
Technical Lemma 5.2.1. Let p be odd. For each non-zero element q ∈ F×p , we define a subset
Nq =

k− k−1q
 k ∈ F×p  ⊂ Fp.
The cardinality of Nq is
p+1
2 if −q is a quadratic residue and p−12 otherwise.
Proof. The multiplicative group F×p of any prime field Fp is cyclic, so we can pick a
primitive element g ∈ F×p , that is an element such that {1, g, g2, . . . , gp−2} = F×p (cf.
[65, theorem 2.8]). We denote the elements of Nq by
nq(i) = gi − g−iq.
A computation reveals the following equivalences for all i, j ∈ F×p .
nq(i) = nq(j) ⇔ gi+j(g−i − g−j) = −q(g−i − g−j)
⇔

i = j or gi+j = −q

(5.1)
First suppose that −q ∈ F×p is a square, so that there is an index m ∈ N0 such that
−q = g2m. We first show that the set Nq equals
N′q =

nq(i + m)
 0 ≤ i ≤ (p−1)/2
in this case. By definition, Nq includes N′q. For the converse inclusion, we only have
to show that N′q also contains the elements nq(j + m) for (p−1)/2 < j < p − 1, since
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the map gi → gi+m permutes F×p . For each such integer j, the difference i = p− 1− j
belongs to {0, . . . , (p−1)/2}. For this reason, the element
nq(j + m) = nq(p− 1− i + m) =
g±(p−1)=1
g−i+m + gi+m = gi+m + g−(i+m)g2m
= nq(i + m)
belongs to Nq, so that we obtain the inclusion Nq ⊂ N′q.
To see that N′q has cardinality (p+1)/2, we compare two elements nq(i+m), nq(j+m)
for integers 0 ≤ i, j ≤ (p−1)/2, i ̸= j, and apply equation (5.1).
nq(i + m) = nq(j + m) ⇔
(5.1)
gi+j+2m = −q = g2m ⇔
(g generator)
i + j ≡ 0 mod p− 1
The last condition is never satisfied by choice of i and j, and consequently we end up
with |Nq| = (p+1)/2.
In case −q is no square modulo p, we can assume −q = g2n−1 for some element
n ∈ N. Similarly as above, one verifies the identity nq(p− 2− i + n) = nq(i + n), and
concludes that Nq equals the set N′′q = {nq(i + n) | 0 ≤ i < (p−1)/2}.
Furthermore, one checks the following equivalences for all 0 ≤ i, j < (p−1)/2, i ̸= j.
nq(i + n) = nq(j + n) ⇔
(5.1)
gi+j+2n = g2n−1 ⇔ i + j ≡ p− 2 mod p− 1
The last of these conditions is never fulfilled, so that we end up with |Nq| = (p−1)/2.
It suggests itself to call a smid family (affine) linear if it is a(n affine) linear subspace.
Linear smid families inside the matrix algebra Mn(Fp) are (discrete) planes in the three-
dimensional space of symmetric 2×2-matrices over the field Fp.
Obviously, all smid families in Mn(Fp) which are equivalent—in the sense of Defi-
nition 5.1.8—to a symmetric representation of the finite field Fpn are affine linear sub-
spaces. The theorem below states that indeed all affine linear smid families in M2(Fp)
are of this type, and gives a complete classification of these families.
Theorem 5.2.2. There are exactly p(p−1)2 different complete linear smid families in M2(Fp).
They are given by
Sq,r =

x y
y qx + ry
  x, y ∈ Fp

for field elements q ∈ F×p and r /∈ Nq = {k− k−1q | k ∈ F×p }. All of these smid families are
pairwise equivalent, and this carries over to all affine linear complete smid families in M2(Fp).
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Proof. Before we start, notice that the statement is correct for p = 2. One checks with-
out effort that the only existing complete smid family in M2(Fp) is, in the notation
defined above, the family S1,1 (also see Example 5.1.3 (ii)). Let us therefore suppose
p ≥ 3 during this proof. Furthermore, note that it suffices to prove that all linear smid
families are pairwise equivalent, because this immediately implies the same for all
affine linear smid families by Definition 5.1.8.
Step 1. First we show that a set Sq,r as defined in our assertion is a complete linear
smid family if and only if q ̸= 0 and r ̸∈ Nq. For convenience, we denote the matrices
in Sq,r by
Kq,r(x, y) =

x y
y qx + ry

(x, y ∈ Fp).
To begin with, Sq,r contains exactly p2 elements including the zero matrix. It is fur-
thermore fairly clear that it is a (two-dimensional) linear subspace of the symmetric
matrices in M2(Fp).
Suppose q ̸= 0 and r ̸∈ Nq. Since Sq,r is a subspace, it suffices to show that each
non-zero element is invertible to prove that Sq,r is a smid family. It is obvious that for
all y ∈ F×p , the matrix Kq,r(0, y) is invertible; the same applies for x ∈ F×p and Kq,r(x, 0).
For x, y ∈ F×p , there is always an element s ∈ F×p such that y = sx. Supposing the
matrix Kq,r(x, sx) is irregular, i.e. det Kq,r(x, sx) = 0, yields the following implications.
x2(q + rs− s2) = 0 ⇒ qs−1 + r− s = 0 ⇒ r = s− s−1q ∈ Nq
This contradicts the assumption r ̸∈ Nq, so all elements in Sq,r are regular and the latter
is a complete linear smid family.
Next suppose a pair (q, r) ∈ F2p does not meet the conditions stated above. If q is
zero, the space Sq,r contains the non-invertible element
K0,r(1, 0) =

1 0
0 0

and is thus no smid family. If q ̸= 0 and r ∈ Nq, there is an element s ∈ F×p such that
we have r = s− s−1q. Thereby we get
det Kq,r(1, s) = q + rs− s2 = −s(s− s−1q− r) = 0,
so Sq,r is not a smid family in this case either.
Step 2. Next, we count all linear smid families in M2(Fp). First of all, you convince
yourself that any complete smid family S ⊂ M2(Fp) is of the form
S =

x y
y L(x, y)
  x, y ∈ Fp

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for a mapping L : F2p → Fp. This is implied by the regularity of all non-trivial differ-
ences in S . If moreover S is a linear subspace, then L must be linear too, and hence
declared via (x, y) → qx + ry (x, y ∈ Fp) for some constants q, r ∈ Fp. According to
step 1, we further have q ∈ F×p and r /∈ Nq.
Let us count all pairs (q, r) ∈ F2p which meet these conditions. Applying the Techni-
cal Lemma 5.2.1, and taking into account that there are exactly (p−1)/2 non-zero squares
modulo p for all p ≥ 3, the number of all such pairs (q, r) ∈ F2p sums up to
p− 1
2  
−q∈F×p a square

p− p + 1
2

  
|Fp\Nq|
+
p− 1
2  
−q∈F×p no square

p− p− 1
2

  
|Fp\Nq|
=
p− 1
2
p
Although it lies quite at hand, let us mention for completeness that the p(p−1)/2
linear smid families Sq,r found above are in fact pairwise different. To see this, consider
two different pairs (q0, r0), (q1, r1) ∈ F2p. We then get
Kq0,r0(1, 0) ̸= Kq1,r1(1, 0) if q0 ̸= q1, or
Kq0,r0(0, 1) ̸= Kq1,r1(0, 1) if r0 ̸= r1.
By the form of complete linear smid families in M2(Fp) stated above, this implies
Sq0,r0 ̸= Sq1,r1 .
Step 3. At last we prove the equivalence of all linear smid families Sq,r. To this aim,
we fix a linear smid family S1,a, where we not only presume a /∈ N1 (which especially
implies a ̸= 0 since we know that N1 contains zero), but moreover a2 ̸= −4. We will
need the second condition further below, and it can always be achieved:
• It holds true if p is three, as −4 ≡ 2 mod 3 is not a square modulo three.
• If p is five, one computes e.g. 2 ̸∈ N1 = {0, 1, 4} and 22 ≡ 4 ̸≡ −4 mod 5.
• According the Technical Lemma 5.2.1, the cardinality of the set N1 is at most
(p+1)/2. For p ≥ 7, there are thus at least p − (p+1)/2 = (p−1)/2 ≥ 3 elements
a ∈ Fp such that S1,a is a smid family. We can therefore always pick one different
from the two square roots of −4.
For all elements b, c ∈ Fp, we define a matrix
Ab,c =

1 0
b c

∈ M2(Fp).
We shall investigate the following set of pairwise equivalent linear smid families.
Σ =

Ab,c S1,a ATb,c
 b, c ∈ Fp, c ∈ {1, . . . , (p−1)/2}
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Our strategy is to show that Σ contains p(p−1)/2 pairwise different—and hence all—
linear smid families in M2(Fp).
Take elements b0, b1 ∈ Fp and c0, c1 ∈ {1, . . . , (p−1)/2}, and set
T0 = Ab0,c0 S1,a ATb0,c0 and T1 = Ab1,c1 S1,a ATb1,c1 .
We already know that there must be elements q0, r0 ∈ Fp such that T0 = Sq0,r0 . Now
the family T0 contains the matrices
1 0
b0 c0

0 1
1 a

1 b0
0 c0

=

0 1
1 2b0 + ac0

and

1 0
b0 c0

a

1 0
0 1

−

0 1
1 a

1 b0
0 c0

=

a ab0 − c0
ab0 − c0 ab20 − 2b0c0

,
which immediately tells us
q0 = c20 − b20 − ab0c0 and r0 = 2b0 + ac0.
Likewise, setting T1 = Sq1,r1 , we obtain the equalities
q1 = c21 − b21 − ab1c1 and r1 = 2b1 + ac1.
Suppose T0 and T1 coincide. According to step 2, this implies q0 = q1 and r0 = r1,
which leads to the equations
c20 − c21 = b20 − b21 + a(b0c0 − b1c1) and b0 − b1 = −
a
2
(c0 − c1).
Inserting the second of these identities into the first (two times), we come to
c20 − c21 = −a/2(b0 + b1)(c0 − c1) + a(b0c0 − b1c1)
= a/2(b0c0 − b1c0 + b0c1 − b1c1) = a/2(b0 − b1)(c0 + c1) = −a2/4(c20 − c21).
Since we have a2/4 ̸= −1 by assumption, this implies c20 = c21. Now the key point is that
the identity c0 = −c1 is excluded by definition of the set Σ:
c0, c1 ∈ {1, . . . , (p−1)/2} ⇒ c0 + c1 ∈ {2, . . . , p− 1} ⇒ c0 + c1 ̸= 0
Consequently, the matrix entries c0 and c1 coincide, which immediately implies, by the
equations above, that also b0 equals b1. We have thus shown that two smid families
T0, T1 ∈ Σ coincide only if the corresponding conjugating matrices do so. Since there
are p(p−1)/2 of these matrices by definition of the set Σ, our proof is complete.
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Some of the smid families Sq,r are isomorphic to the field Fp2 , as we shall make pre-
cise in the following corollary. In particular, this implies the general result by Seroussi
and Lempel (see Theorem 3.3.11) on symmetric field representations for the (simplest)
case n = 2.
Corollary 5.2.3. All symmetric representations of the Galois fieldFp2 inside the matrix algebra
M2(Fp) are equivalent. They are given by the complete linear smid families S1,r, where r /∈ N1
(cf. Theorem 5.2.2). These field representations are precisely all commutative complete linear
smid families in M2(Fp).
For odd primes p, the number of symmetric representations of the field Fp2 in M2(Fp) is
given by the following rule. If −1 is a square modulo p, then there are exactly (p−1)/2 such
representations. Otherwise, there are (p+1)/2 of them.
Proof. For all n ∈ N, a symmetric representation of the field Fpn in Mn(Fp) is a linear
complete smid family (cp. Theorem 3.3.11) and thus of the form Sq,r by Theorem 5.2.2.
For this reason, our task is to decide which of the smid families Sq,r ⊂ M2(Fp) are field
representations.
Each smid family Sq,r (q ∈ F×p , r /∈ Nq) is an additive group, and all of its non-zero
elements are invertible. Hence Sq,r is a field whenever Sq,r \ {0} is a commutative group
with respect to matrix multiplication.
As before, we denote the elements of Sq,r by
Kq,r(x, y) =

x y
y qx + ry

.
To check under which conditions the family Sq,r is commutative, we calculate the com-
mutator of two matrices Kq,r(x0, y0) and Kq,r(x1, y1) in Sq,r.
Kq,r(x0, y0), Kq,r(x1, y1)

= Kq,r(x0, y0)Kq,r(x1, y1)− Kq,r(x1, y1)Kq,r(x0, y0)
=

0 (1− q)(x1y0 − x0y1)
(q− 1)(x0y1 − x1y0) 0

This shows that Sq,r is commutative if and only if q equals one, in which case the prod-
uct K1,r(x0, y0)K1,r(x1, y1) computes to
x0x1 + y0y1 x0y1 + x1y0 + ry0y1
x0y1 + x1y0 + ry0y1 1(x0x1 + y0y1) + r(x0y1 + x1y0 + ry0y1)

.
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The last matrix is not only symmetric, but an element of S1,r, so the latter is closed
under multiplication. The same applies for S1,r \ {0}, since the product of two invert-
ible matrices is of course not zero. We have thus shown that S1,r \ {0} is a commutative
semigroup (containing the neutral element K1,r(1, 0), so that we actually have a monoid).
Consisting solely of invertible matrices, the semigroup S1,r \ {0} trivially has the
cancellation property, that is we have the implication
KL = KM or LK = MK ⇒ L = M
for all K, L, M ∈ S1,r \ {0}. It is an elementary fact from group theory that every finite
semigroup which has the cancellation property is a group at the same time. Altogether,
we have thus shown that S1,r \ {0} is a commutative group.
Consequently, all smid families of the form S1,r are fields. Simply by their cardi-
nality, they are symmetric representations of the field Fp2 . Besides that, it follows from
our proof that all other complete linear smid families in M2(Fp) are not commutative.
The remaining statements in the assertion follow from the Technical Lemma 5.2.1 and
Theorem 5.2.2.
Recall that according to the first supplement of Gauss’ Law of Quadratic Reci-
procity, the element −1 ∈ Fp is a quadratic residue if and only if p ≡ 1 mod 4.
If the prime p is odd, the sets Nq contain zero if and only if q ∈ F×p is a square:
0 ∈ Nq ⇔ ∃
k∈F×p
k− k−1q = 0 ⇔ ∃
k∈F×p
k2 = q
For this reason, there are linear smid families of the particularly simple form Sq,0 for
all primes p > 2.
Observation 5.2.4. For all odd primes p, a smid family in M2(Fp) is given by Sq,0 if
and only if q ∈ F×p is not a square, hence for exactly (p−1)/2 elements in q ∈ F×p .
We conclude this section with an explicit list of the complete linear smid families in
the matrix algebra M2(F3).
Example 5.2.5. Set p = 3. There are p(p−1)/2 = 3 complete linear smid families in
M2(F3), namely S1,1,S1,2, and S2,0. As predicted by Corollary 5.2.3, (p+1)/2 = 2 of
them (the first and the second) are representations of the field F9, because −1 is not a
square modulo 3. The third is of the type described in Observation 5.2.4.
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S1,1 =

0 0
0 0

,

0 1
1 1

,

0 2
2 2

,
1 0
0 1

,

1 1
1 2

,

1 2
2 0

,
2 0
0 2

,

2 1
1 0

,

2 2
2 1

S1,2 =

0 0
0 0

,

0 1
1 2

,

0 2
2 1

,
1 0
0 1

,

1 1
1 0

,

1 2
2 2

,
2 0
0 2

,

2 1
1 1

,

2 2
2 0

S2,0 =

0 0
0 0

,

0 1
1 0

,

0 2
2 0

,
1 0
0 2

,

1 1
1 2

,

1 2
2 2

,
2 0
0 1

,

2 1
1 1

,

2 2
2 1

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5.3 Smid families in M2(Fp), permutation polynomials, and
Latin squares
Let p denote an odd prime number for the whole section (we exclud the rather trivial
case p = 2 to avoid some technical inconveniences). The guideline of this section is the
following
Question 5.3.1. Are all complete smid families in M2(Fp) affine linear subspaces?*
The answer is positive for M2(F2) according to Example 5.1.3 (ii). We shall give a
positive answer for p = 3 at the end of this section, and for p = 5 and p = 7 in the next
section. For primes p > 7, we have to leave the question above undecided.
Some basic observations
As pointed out in the previous section, linear smid families in M2(Fp) are planes in
the three-dimensional vector space of symmetric 2×2-matrices over the field Fp. This
geometric picture is the background of our first observation, which tells us that a smid
family in M2(Fp) is either an affine plane or, loosely speaking, “extremely non-linear”.
Observation 5.3.2. Let S ⊂ M2(Fp) be a (not necessarily complete) smid family. Then
S can neither contain
• a pair of skew lines of matrices,
• nor three different lines of matrices which do not belong to the same plane.
Proof. For the first item, let A, B, X, Y ∈ M2(Fp) be symmetric matrices such that the
affine lines X + ⟨A⟩ and Y + ⟨B⟩ are skew.
Suppose these skew lines belong to one and the same smid family. Then the same
applies to the line ⟨A⟩ and the affine line C + ⟨B⟩, where we set C = Y − X. Accord-
ingly, the sum
kA + C + lB = (C + lB)− (−k)A
is invertible as a non-zero difference of elements of a smid family for all coefficients
k, l ∈ Fp. The differences are not only non-zero, but moreover pairwise different, because
since the (affine) lines ⟨A⟩ and C + ⟨B⟩ are skew lines, the matrices A, B, C are linearly
independent.
*Addendum: Directly before this thesis had to be submitted, it came to our knowledge that the answer
to this question is actually positive. The author has learned from W. M. Kantor ([50]) that this follows from
results established by S. Ball et al. in [7]. The author is very grateful for this information.
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This is a contradiction, for it asserts the existence of far too many invertible sym-
metric matrices in M2(Fp) (in fact, since A is regular as well, it actually implies the
regularity of all non-zero symmetric matrices in M2(Fp)). Consequently, a smid family
cannot contain two different skew lines.
The second item requires some technicalities. First we check that, given any invert-
ible symmetric matrix
A =

x y
y z

∈ M2(Fp),
either A is a multiple of the “flip matrix”
F =

0 1
1 0

,
or there is a regular symmetric matrix T ∈ M2(Fp) such that TAT is diagonal. If y
equals zero, there is nothing to check, and the same holds true for the case x = z = 0.
Otherwise set
T =


−yx−1 1
1 0

if z = 0 and x ̸= 0,

0 1
1 −yz−1

if z ̸= 0.
You easily convince yourself that TAT is a diagonal matrix in each of the two cases.
Now let S denote a smid family containing three different lines (and thereby in
particular the zero matrix). According to what we have just shown, it is no loss of
generality to assume that one of these lines consists either of diagonal matrices or of
multiples of the flip matrix F. Since at most one line is spanned by the flip matrix, we
can apply the same argument once more, and hence always presume that one of the
lines included in S is spanned by the diagonal matrix
A =

1 0
0 q

for some entry q ∈ F×p . Then no other line in the family S can contain diagonal non-
zero matrices, for this would produce irregular non-zero differences. On that account,
we can suppose w.l.o.g. that the two remaining lines lying in S by assumption are
spanned by matrices
B =

s 1
1 sq + r0

and C =

t 1
1 tq + r1

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for elements s, t, r0, r1 ∈ Fp, where we have chosen a form for the lower right entries
that is convenient for our purposes.
In fact, since all of the differences kA − lB and kA − lC are invertible or zero for
k, l ∈ Fp, both of the planes ⟨A, B⟩ and ⟨A, C⟩ are complete linear smid families in
M2(Fp). Having identified all these families in Theorem 5.2.2, we know ⟨A, B⟩ = Sq,r0
and ⟨A, C⟩ = Sq,r1 .
The clue is that by the same argument as used before, the plane ⟨B, C⟩ is a complete
linear smid family as well, and it is readily seen that this smid family simultaneously
equals Sq,r0 and Sq,r1 , implying that r0 and r1 coincide. All in all, each of the lines ⟨A⟩,
⟨B⟩, and ⟨C⟩ is included in the smid family Sq,r0 , that is in one and the same plane.
The statement above can be slightly reinforced, e.g. by replacing the term “line” in
turn by “set of at least p− 1 matrices on a line”. For the sake of clarity, we omit some
technical details of this kind at some points of the present section.
If non-linear smid families in M2(Fp) exist, then they are maximally unstable under
linear conjugations. This is the main assertion of the next observation.
Observation 5.3.3. Let S be a complete smid family in the matrix algebra M2(Fp).
Then the following assertions are equivalent.
(i) The family S is a (two-dimensional) linear subspace of M2(Fp).
(ii) The identity ASAT = S holds for a matrix I2 ̸= A ∈ M2(Fp).
(iii) The identity aS = S holds for a coefficient 1 ̸= a ∈ F×p .
Proof. It goes without saying the the first statement implies the others. If the second
assertion holds, then S lies in the kernel of the linear map
TA : M2(Fp) −→ M2(Fp), K →−→ AKAT − K,
for some matrix I2 ̸= A ∈ M2(Fp). The kernel is a linear subspace of dimension at most
two, because otherwise we would end up with AKAT = K for all symmetric matrices
K ∈ M2(Fp). The cardinality of S leads to ker TA = S and thereby to statement (i).
Replacing the mapping TA by
Ta : M2(Fp) −→ M2(Fp), K →−→ aK− K,
for some coefficient 1 ̸= a ∈ F×p , the same argument proves that item (iii) asserts (i).
Recall that item (iii) in the observation above is not a priori a special case of item
(ii), as we have seen in the proof of Lemma 5.1.9.
The defining condition that all differences in a smid family are either zero or invert-
ible directly leads to the next, rather technical
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Observation 5.3.4. Every smid family S ⊂ M2(Fp) is of the form
S =

x y
y Φ(x, y)
  (x, y) ∈ I

,
where I is a subset ofF2p andΦmaps from I to the fieldFp. Defining maps ϕy : Iy → Fp
by ϕy(x) = Φ(x, y) whenever the subset Iy = {x ∈ Fp | (x, y) ∈ I} is not empty, we
can as well write
S =

x y
y ϕy(x)
  (x, y) ∈ I

By regularity of all non-zero differences in S , we then get
(x1 − x2)(ϕy1(x1)− ϕy2(x2)) ̸= (y1 − y2)2
whenever (x1, y1), (x2, y2) ∈ I do not coincide. Especially, the maps ϕy are injective.
The following statement is a consequence of this observation, and sheds light on the
close link between permutations of the field Fp and complete smid families in M2(Fp).
Lemma 5.3.5. Consider a smid family S ⊂ M2(Fp). We keep the notations of the previous
observation, and define maps Ψ(x0,y0,k) : Fp → Fp for all triples (x0, y0, k) ∈ F3p by
Ψ(x0,y0,k) : l →−→ ϕy0+lk(x0 + l)− lk2,
whenever (y0 + lk, x0 + l) belongs to I. Then all of these maps are injective.
If S happens to be complete and hence I equals F2p, then all maps Ψ(x0,y0,k), notably the
maps ϕy = Ψ(0,y,0), are permutations.
Proof. Fix a triple (x0, y0, k) ∈ F3p and consider elements l0, l1 ∈ Fp such that the pairs
(y0 + l0k, x0 + l0) and (y0 + l1k, x0 + l1) belong to I. We then have the following equiv-
alences.
Ψ(x0,y0,k)(l0) = Ψ(x0,y0,k)(l1)
⇔ ϕy0+l0k(x0 + l0)− ϕy0+l1k(x0 + l1)− (l0 − l1)k2 = 0
⇔ (l0 − l1)

ϕy0+l0k(x0 + l0)− ϕy0+l1k(x0 + l1)
− (l0 − l1)2k2 = 0
The left-hand side of the last line is precisely the determinant of the difference
x0 + l0 y0 + l0k
y0 + l0k ϕy0+l0k(x0 + l0)

−

x0 + l1 y0 + l1k
y0 + l1k ϕy0+l1k(x0 + l1)

,
which is zero if and only if l0 equals l1 by regularity of all differences in S . Thus, the
mapping Ψ(x0,y0,k) is injective. If the smid family S is complete, then we have I = F2p.
As a consequence, the map Ψ(x0,y0,k) is defined over the whole field Fp, and hence a
permutation of the latter.
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The next lemma states, roughly speaking, that a complete smid family in M2(Fp) is
already determined by any choice of p2 − p of its members.
Lemma 5.3.6. Consider a smid family S ⊂ M2(Fp) containing m ≥ p2 − p elements, which
is completable, i.e. there is a set C of p2−m symmetric matrices such that S ∪ C is a complete
smid family. Then the following assertions hold:
(i) If S ∪ {C} is a smid family for any symmetric matrix C ∈ M2(Fp), it follows C ∈ C.
As a consequence, the completing set C is unique.
(ii) If the smid family S is included in a (two-dimensional) plane T ⊂ M2(Fp), then T is a
linear smid family and the unique completion of S .
(iii) The completion S ∪ C of S lies in the span of S , that is we have ⟨S⟩ = ⟨S ∪ C⟩.
The elementary but a bit lengthy proof is provided in the Appendix on pages 222-224. 
We deduce two easy corollaries from this lemma.
Corollary 5.3.7. If S ⊂ M2(Fp) is a complete smid family and D ∈ M2(Fp) is any symmetric
matrix, then either D is a member of S , or there are exactly p + 1 elements K0, . . . , Kp ∈ S
such that Ki − D is neither invertible nor zero for all 0 ≤ i ≤ p.
The proof can be found in the Appendix on page 224. 
Corollary 5.3.8. Every matrix A ̸= 0 in a complete smid family S ⊂ M2(Fp) is a linear
combination of linearly independent matrices in S , each of which is linearly independent of A.
The proof can be found in the Appendix on page 225. 
Complete smid families in M2(Fp) and permutation polynomials
Observation 5.3.2 tells us that a non-linear complete smid family in M2(Fp)—if there
is one—is not a union of lines of matrices. It does not exclude that a non-linear smid
family may be composed of a family of parallel affine lines, which do not belong to a
single plane. This gap is filled by Lemma 5.3.10 further below, whose proof requires
some work. In particular, it borrows a fact from the theory of permutation polynomials
over finite fields.
It is a basic algebraic fact that all functions mapping a finite field F to itself are
given by polynomials in the ring F[X] (or, more precisely, by the associated polynomial
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functions on F). This can for instance be deduced from the Lagrange interpolation formula
(cf. [65, theorem 1.71]).
Of special interest in many contexts are polynomial functions which are at the same
time permutations of the field F. If q is the order of F, then such permutation polyno-
mials correspond to elements of the symmetric group Sq. In general, it is a non-trivial
task to decide whether a given polynomial in F[X] induces a permutation of F or not.
A collection of criteria is stated in [65, chapter 7].
The following technical lemma tells us that if a map f : Fp → Fp differs from
“many” permutation polynomials only by linear terms, then f must be linear itself
(and hence especially a permutation). This is a direct consequence of a more general
theorem published in 1992 by Ronald J. Evans, John Greene and Harald Niederreiter
in [36]. The direct proof presented in the Appendix is more than inspired by their
theorem’s proof.
Technical Lemma 5.3.9. Consider a map f : Fp → Fp such that f (0) = 0 and define
mappings gc : Fp → Fp by gc(x) = f (x) + cx for all c ∈ Fp. If there are at least (p−1)/2
different values c ∈ Fp such that gc is a permutation of the field Fp, then f is linear.
The proof can be found in the Appendix on pages 225-229. 
The statement above enables us to add the following criterion for the linearity of
complete smid families in M2(Fp) to our list.
Lemma 5.3.10. Let S ⊂ M2(Fp) be a complete smid family containing the zero matrix. The
following assertions are equivalent.
(i) The family S is a linear subspace of M2(Fp).
(ii) There is a symmetric matrix A ∈ M2(Fp) \ {0} such that S + A equals S .
Proof. The first statement trivially implies the second, so that we only have to prove
the converse implication.
Let S ⊂ M2(Fp) be a smid family containing zero, and A ∈ M2(Fp) a non-zero
symmetric matrix like in statement (ii). Then we have 0+ A ∈ S + A = S by assump-
tion, so that A must be a regular matrix. According to our considerations in the proof
of Observation 5.3.2, we can assume w.l.o.g. that A is either a diagonal matrix or the
flip matrix F defined in that proof.
Case 1 (A = F). Consider the diagonal elements
x 0
0 ϕ0(x)

(x ∈ Fp)
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in the smid family S , where ϕ0 : Fp → Fp is a permutation fulfilling ϕ0(0) = 0 (cf.
Observation 5.3.4). As a consequence of the assumption S + A = S , the elements
x 0
0 ϕ0(x)

+ j

0 1
1 0

belong to the family S for all x, j ∈ Fp. Thereby S is a disjoint union of p parallel lines.
S = ˙
x∈Fp

x 0
0 ϕ0(x)

+

0 1
1 0

(5.2)
The regularity of all differences in S asserts that the determinant
det

x0 − x1 0
0 ϕ0(x0)− ϕ0(x1)

−m

0 1
1 0

= (x0 − x1)(ϕ0(x0)− ϕ0(x1))−m2
is non-zero, which leads to the inequality
ϕ0(x0)− ϕ0(x1)
x0 − x1 ̸=
m2
(x0 − x1)2 for all m, x0, x1 ∈ Fp, x0 ̸= x1.
Let Q ⊂ Fp denote the set of quadratic residues (i.e. squares) modulo p, and fix
a square c ∈ Q. The inequalities above allow to draw the following conclusions for
every pair x0, x1 ∈ Fp with x0 ̸= x1.
ϕ0(x0)− ϕ0(x1)
x0 − x1 /∈ Q
⇒ ϕ0(x0)− ϕ0(x1)
x0 − x1 − c /∈ Q− c
⇒ (ϕ0(x0)− cx0)− (ϕ0(x1)− cx1)
x0 − x1 /∈ Q− c
⇒ (ϕ0(x0)− cx0)− (ϕ0(x1)− cx1)
x0 − x1 ̸= 0
The last inequality shows that the maps gc : x → ϕ0(x) − cx are permutations for all
squares c ∈ Fp. As there are (p+1)/2 squares in Fp, the Technical Lemma 5.3.9 applies,
telling us that the map ϕ0 must be linear (recall that we assume that p is odd). In other
words, the set of diagonal matrices inside S is a line, which immediately implies that
the smid family S is a plane by equation (5.2).
Case 2 (A diagonal). Without loss of generality, we can assume
A =

1 0
0 q

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for an element q ∈ F×p . By analogy with case 1, we can write
S = ˙
y∈Fp

0 y
y f (y)

+

1 0
0 q

for a map f : Fp → Fp with f (0) = 0. Notice that a priori, f is not necessarily a
permutation (we have f (y) = ϕy(0) in the notation of Observation 5.3.2).
The regularity of all non-zero differences in S yields
0 ̸= det

−m y0 − y1
y0 − y1 f (y0)− f (y1)−mq

= m2q−m( f (y0)− f (y1))− (y0 − y1)2,
whereby we obtain the inequality
f (y0)− f (y1)
y0 − y1 ̸=
m
y0 − y1 q−
y0 − y1
m
for all m, y0, y1 ∈ Fp, provided y0 ̸= y1 and m ̸= 0. If we fix a pair y0 ̸= y1 and vary
through m ∈ F×p , the right-hand side of the previous inequality takes all values in the
set {k−1q− k | k ∈ F×p } = −Nq = Nq, which is already familiar to us from Section 5.2.
For any element c ∈ Nq, this leads to the following conclusions.
f (y0)− f (y1)
y0 − y1 /∈ Nq
⇒ ( f (y0)− cy0)− ( f (y1)− cy1)
y0 − y1 /∈ Nq − c
⇒ ( f (y0)− cy0)− ( f (y1)− cy1)
y0 − y1 ̸= 0.
On that account, the maps gc : y → f (y) − cy are permutations for all c ∈ Nq. As
we have calculated in the Technical Lemma 5.2.1, the cardinality of Nq is either (p+1)/2
or (p−1)/2. At any rate, Nq contains enough elements to satisfy the conditions of the
Technical Lemma 5.3.9, so that we can conclude, as in case 1, that the map f is linear.
Consequently, the set of all matrices
0 y
y f (y)

(y ∈ Fp)
is a line, and hence S is plane. Our proof is complete.
As a consequence of the last preceding lemma and Observation 5.3.2, we get the
following
Corollary 5.3.11. If a complete smid family in M2(Fp) is a union of (affine) lines of symmetric
matrices, then it is an affine linear subspace.
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Linear transformations of smid families and automorphism groups of MUBs
We define an affine linear transformation of M2(Fp) for matrices A, B ∈ M2(Fp) and a
factor c ∈ Fp by
TA,B,c : K →−→ cAKAT + B (K ∈ M2(Fp)). (5.3)
Let S be a complete smid family in M2(Fp). The set of all affine linear transformations
TA,B,c which fix S , i.e. fulfil the identity TA,B,c(S) = S , clearly is a group. We say this
group is trivial if it contains only the identity.
It is a subject of its own to investigate the group of all affine linear transformations
which fix a given smid family S . Such transformations correspond to unitary conjuga-
tions (of the matrix algebra Mp2(C)) fixing the set of masas associated with the family
S (up to a permutation; also cf. Section 5.1). The group of unitaries meeting this condi-
tion is sometimes referred to as the automorphism group of the respective set of MUBs.
The study of these automorphism groups is left out in the present work. For prime
dimensions, it is considered at length in the dissertation of Daniel P. May, see [70].
It is straightforward to check that the group of linear transformations of the form
TA,B,c is trivial for an affine linear smid family unless the latter is linear. On the other
hand, Observation 5.3.3 implies that this group is never trivial for linear smid families.
Combining Observation 5.3.3 and Lemma 5.3.10, we obtain the following
Corollary 5.3.12. Let S ⊂ M2(Fp) be a smid family containing the zero matrix, and define
linear transformations TA,B,c as in equation (5.3) for all matrices A, B ∈ M2(Fp) and factors
c ∈ Fp. Then the following assertions are equivalent.
(i) The family S is a linear subspace of M2(Fp).
(ii) The group of linear transformations {TA,B,c | TA,B,c(S) = S} is not trivial.
Complete smid families in M2(Fp) and Latin squares
We have already come across Latin squares in Section 3.5. However, since that section
is marked as an excursion, we repeat the basics at this point. A few more facts are
mentioned in Section 3.5. A collection of all the basics and the most important results
concerning Latin squares, as well as an exhaustive overview over the many related
combinatorial topics (e.g. block designs), can be found in both of the textbooks [26,87].
Definition 5.3.13. A Latin square of order m is a m×m-matrix with entries from a set M of
cardinality m, e.g. from M = Z/m, such that each element of M occurs exactly once in each
row and each column.
There are Latin squares of any order, as the following standard example shows.
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Example 5.3.14. Fix a natural number m ∈ N and an element s ∈ Z/m, further let
q, r ∈ Z/m be elements which are coprime with m. Then a Latin square is given by the
m×m-matrix
(qx + ry + s)0≤x,y<m .
Setting for instance m = 3, q = 1, and s = 0, we get the following Latin squares.
0 1 2
1 2 0
2 0 1
0 1 2
2 0 1
1 2 0
(5.4)
There is a natural orthogonality relation for Latin squares.
Definition 5.3.15. Two Latin squares A = (ai,j) and B = (bi,j) of order m, with entries from
the set Z/m, are called orthogonal if all entries of the matrix 
ai,j, bi,j
 
0≤i,j<m ∈ Mm(Z/m×Z/m)
are pairwise different. Such a matrix is called Graeco-Latin square or Euler square.
In the sequel, we will only consider Latin squares of prime order p ∈ P, and con-
sider their entries as elements of the respective prime field Fp for convenience. It is
easy to verify the following standard example by hand.
Example 5.3.16. Fix an element q ∈ F×p . All of the p− 1 Latin squares in the family
( qx + ry )x,y∈Fp
 r ∈ F×p 
are mutually orthogonal.
As a general result, there are at most m− 1 mutually orthogonal Latin squares of
order m. Families as in the example above are therefore called complete.
(0, 0) (1, 1) (2, 2)
(1, 2) (2, 0) (0, 1)
(2, 1) (0, 2) (1, 0)
For p = 3 and q = 1, the example above yields the or-
thogonal Latin squares explicitly displayed in Example
5.3.14, which thus form a complete orthogonal set of or-
der 3. Consequently, the adjacent 3×3-matrix with en-
tries from Fp ×Fp is a Graeco-Latin square.
Here comes the connection between Latin squares of order p and complete smid
families in M2(Fp).
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Observation 5.3.17. For a map Φ : Fp × Fp → Fp, define a set of symmetric matrices
in M2(Fp) by
S =

x y
y Φ(x, y)
  x, y ∈ Fp

.
Furthermore, declare maps Φk : Fp ×Fp → Fp for all k ∈ F×p by
Φk(x, y) = Φ(x + ky, y)− k−1y (x, y ∈ Fp). (5.5)
Then the set S is a complete smid family precisely if the p×p-matrices
Lk = (Φk (x, y) )x,y∈Fp
are Latin squares for all k ∈ F×p .
Proof. Recall that according to Lemma 5.3.5, the set S is a complete smid family if and
only if the mappings
Ψ(x0,y0,k) : Fp −→ Fp, l →−→ Φ(x0 + l, y0 + lk)− lk2,
defined for x0, y0, k ∈ Fp, are all permutations.
⇒ . If S is a smid family, then in particular the maps Ψ(x0,0,k−1) and Ψ(ky0,y0,0) are
permutations for all x0, y0 ∈ Fp and k ∈ F×p , and one readily computes the identities
Ψ(x0,0,k−1)(ky) = Φk(x0, y) and Ψ(ky0,y0,0)(x) = Φ(x + ky0, y0) = Φk(x, y0) + k
−1y0.
This shows that all rows and columns of the matrix (Φk(x, y)) are permutations for
each index k ∈ F×p .
⇐ . If conversely all of the p×p-matrices Lk are Latin squares, consider two different
matrices
K0 =

x0 y0
y0 Φ(x0, y0)

, and K1 =

x1 y1
y1 Φ(x1, y1)

in the set S . Our goal is to demonstrate that the determinant
det (K0 − K1) = (x0 − x1) (Φ (x0, y0)−Φ (x1, y1))− (y0 − y1)2
is non-zero.
If x0 equals x1, then it follows y0 ̸= y1 and thereby the regularity of the difference
K0 − K1. If the difference l = x1 − x0 is non-zero, we can assume w.l.o.g. that x0 is
non-zero as well. In case y0 equals y1, one computes
det (K0 − K1) = −l (Φ (x0, y0)−Φ (x0 + l, y0)) = −l

Ψ(x0,y0,0) (0)−Ψ(x0,y0,0) (l)

̸= 0.
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If by contrast y0 differs from y1, then there is a coefficient k ∈ F×p such that we can
write y1 = y0 + lk, since we know l ̸= 0. The determinant of the difference K0 − K1 is
non-zero in this case as well, as the following calculation shows.
−l (Φ (x0, y0)−Φ (x0 + l, y0 + lk))− l2k2 = −l

Ψ(x0,y0,k) (0)−Ψ(x0,y0,k) (l)

̸= 0.
It lies at hand that the Latin squares associated with a complete smid family S in
M2(Fp) incorporate the information whether S is an affine linear subspace or not.
Lemma 5.3.18. We keep all notations of Observation 5.3.17. The following assertions are
equivalent.
(i) The smid family S is an affine linear subspace.
(ii) The rows and the columns of each of the Latin squares Lk (k ∈ F×p ) are given by affine
linear functions.
(iii) There is an index k0 ∈ F×p such that the rows of the Latin square Lk0 are given by affine
linear functions.
(iv) There is an index k0 ∈ F×p such that the columns of the Latin square Lk0 are given by
affine linear functions.
Proof. If S is an affine linear subspace, then the function Φ is affine linear, and thereby
also all functions Φk defined by equation (5.5). On that account, item (i) implies item
(ii), which trivially implies both of the remaining assertions. We demonstrate that each
of the latter is a sufficient condition for statement (i).
(iii)⇒ (i). If the rows of Lk0 are affine linear functions, then there are, for all x ∈ Fp,
coefficients sx ∈ Fp and tx ∈ F×p such that the entries of the xth row are given by
Φk0(x, y) = sx + txy for all y ∈ Fp. By Definition of the mapΦk0 , this yields the identity
Φ(x + k0y, y) = sx + (tx + k−10 )y
for all x, y ∈ Fp. For this reason, the smid family S contains all of the elements
x + k0y y
y sx + (tx + k−10 )y

=

x 0
0 sx

+ y

k0 1
1 tx + k−10

,
and therefore, for all x ∈ Fp, the affine lines
x 0
0 sx

+

k0 1
1 tx + k−10

.
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You immediately convince yourself that these affine lines do not intersect. Observation
5.3.2 ensures that they are not skew, hence all of them must be parallel. At this point,
Corollary 5.3.11 comes into play, telling us that S is an affine linear subspace of M2(Fp).
(iv)⇒ (i). In case the columns of Lk0 are assumed to be affine linear functions, there
are coefficients sy ∈ Fp and ty ∈ F×p such that the entries of the yth column are given
by Φk0(x, y) = sy + tyx for all x ∈ Fp. Proceeding as above, we use equation (5.5) to
compute
Φ(x + k0y, y) = sy + tyx + k−10 y,
whereby we deduce that S contains the affine lines
k0y y
y sy

+

1 0
0 ty

.
These affine lines are parallel and pairwise different, whence we conclude as in the
previous step that S is an affine linear subspace.
Corollary 5.3.19. All complete smid families in M2(F3) are affine linear subspaces.
Proof. It suffices to observe that all permutations in S3 correspond to affine linear map-
pings. Hence each and every Latin square has affine linear rows and columns. Each
complete smid family in M2(F3) must therefore be an affine linear subspace according
to Lemma 5.3.18.
We make the following observation with regard to the Latin squares defined in
Observation 5.3.17. The easy proof is left as an exercise to the reader.
Observation 5.3.20. We still keep all notations of Observation 5.3.17. Suppose the smid
family S ⊂ M2(Fp) is linear, say S = Sq,r for some indices q ∈ F×p , r ∈ Fp \ Nq. Then
the family of Latin squares {Lk | k ∈ F×p } has precisely |Nq| different members, all of
which are mutually orthogonal. (For the cardinality of Nq, see the Technical Lemma
5.2.1.)
It did not escape our notice that if Sq,r is a complete linear smid family in M2(Fp),
as introduced in Definition 5.2.2, then the entries in the lower right corner of its ma-
trices induce a Latin square if r is non-zero (which is, in a way, “missing” in the list
L1, . . . , Lp−1). However, we do not see interesting mathematical aspects in this direc-
tion.
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Summary: Criteria for (non-)linear smid families in M2(Fp)
Let us collect the conditions found for the linearity of complete smid families in the
matrix algebra M2(Fp). Items (ii) to (viii) in the following theorem are labeled with
references to the statements which imply their equivalence to item (i).
Theorem 5.3.21 (Criteria for the linearity of smid families in M2(Fp)). Let S ⊂ M2(Fp)
be a complete smid family containing the zero matrix, and define the associated Latin squares
L1, . . . , Lp−1 as in Observation 5.3.17. The following assertions are equivalent.
(i) The family S is a linear subspace of M2(Fp).
(ii) The identity ASAT = S holds for a matrix I2 ̸= A ∈ M2(Fp). (Observation 5.3.3)
(iii) The identity aS = S holds for a coefficient 1 ̸= a ∈ F×p . (Observation 5.3.3)
(iv) At least p2 − p elements of S belong to the same two-dimensional subspace of M2(Fp).
(Lemma 5.3.6)
(v) There is a symmetric matrix A ∈ M2(Fp) \ {0} satisfying the identity S + A = S .
(Lemma 5.3.10)
(vi) The family S is a union of (affine) lines of matrices. (Corollary 5.3.11)
(vii) The group of affine linear transformations {TA,B,c | TA,B,c(S) = S} is not trivial.
(Corollary 5.3.12)
(viii) At least one of the Latin squares Lk (k ∈ F×p ) has affine linear rows or affine linear
columns. (Lemma 5.3.18)
From Lemma 5.3.18, we moreover obtain the following connection between com-
plete smid families in M2(Fp) and Latin squares of order p.
Proposition 5.3.22. The following assertions are equivalent.
(i) There is a complete smid family in M2(Fp) which is no affine linear subspace.
(ii) For all elements k0 ∈ F×p , there is a Latin square (Ψk0(x, y)) of order p that is not of the
“linear type” introduced in Example 5.3.14, such that the matrices
Ψk0 (x + sy, y) + s

sk0 + k20
−1
y

x,y∈Fp
are Latin squares for all s ∈ Fp \ {−k0}.
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Proof. Let S be a complete smid family in M2(Fp). We overtake the notations of Ob-
servation 5.3.17 for the proof.
First observe that fixing an index k0 ∈ F×p in equation (5.5), all functionsΦk (k ∈ F×p )
can be expressed in the form
Φk(x, y) = Φk0 (x + (k− k0) y, y) +

k−10 − k−1

y (x, y ∈ Fp).
We set Ψk0 = Φk0 and s = k− k0 ̸= −k0. Then a computation yields the identity
Φk0+s(x, y) = Ψk0 (x + sy, y) + s

sk0 + k20
−1
y (5.6)
for all x, y ∈ Fp. The functions on either side of this equation induce Latin squares by
Observation 5.3.17.
If the smid family S is no affine linear subspace, then Ψk0 = Φk0 : Fp × Fp → Fp
is not an affine linear function. Consequently, the Latin square (Ψk0(x, y)) is not of the
“linear type” introduced in Example 5.3.14.
If conversely a family of Latin squares like in item (ii) is given for some k0 ∈ F×p , we
can regain the functions Φk by equation (5.6), and thereby the function Φ, defining a
complete smid family, due to equation (5.5). Obviously, this smid family is not (affine)
linear.
In spite of all the collected criteria, we are unable to prove or disprove that all com-
plete smid families in M2(Fp) are linear for p ≥ 7.* Even for the case p = 5, we have
only found a proof based more or less on “brute force”: for a start, observe that any
complete smid family in M2(Fp) w.l.o.g. contains the zero and the unit matrix, or the
zero and only such non-zero diagonal matrices which have precisely one diagonal en-
try being a quadratic residue. This at hand, it is not completely beyond reason to write
down the possibly involved permutations (beginning with the diagonal matrices) and
exclude non-linear combinations one by one. At the same time, it is not very illustra-
tive either. On that account, we omit this proof and refer the reader to the respective
computer algebraic result in the next section instead.
5.4 Smid families in small dimensions—some computer
algebraic results
At the beginning of our investigation of smid families, we have used computer algebra
to explore the smallest dimensions. We present the results we have obtained this way
in this section.
*Recall, however, the footnote on page 190.
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We have implemented the algorithms for the investigation of smid families in the
programming language C. Apart from counting the equivalence classes, they also out-
put the found smid families. The source codes only use the C standard library—in
other words, it should be possible to compile and run them on almost every modern
computer. However, apart from the smallest dimensions (pn ≤ 16), it is inevitable to
perform parallel computations in order to come to results within a reasonable length
of time.
We have described the functionality of our programs in more detail in the Ap-
pendix, see pages 230-233. Feel free to contact us* if you are interested in the source
codes.
Complete smid families
As far as complete smid families are concerned, the programs we have developed in the
course of our investigations give evidence that these are unique in all matrix algebras
Mn(Fp) where the power pn is less than 27. The matrix algebra M3(F3) admits two
inequivalent complete linear smid families, as we have already mentioned in Section
5.1 (see paragraphs directly before the Facts 5.1.15).
Computer Algebraic Result 5.4.1. The only prime power pn (p ∈ P, n ∈ N) less than 32
which admits inequivalent complete smid families in the matrix algebra Mn(Fp) is 33. There
are exactly two inequivalent complete linear smid families inside the matrix algebra M3(F3),
namely the linear spans
S0 =
1 0 00 1 0
0 0 1
 ,
0 0 10 1 1
1 1 1
 ,
0 1 01 0 1
0 1 1

and S1 =
0 0 10 1 0
1 0 0
 ,
1 0 10 0 1
1 1 0
 ,
1 1 11 0 0
1 0 1
 .
The smid family S0 is an isomorphic representation of the field F27. Being inequivalent to S0,
the family S1 must be a matrix representation of the Hering plane mentioned directly after the
Facts 5.1.15.
*mail@sebastian-krusekamp.de
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Once the families S0 and S1 above are computed, one can verify by hand that the
smid family S1 is inequivalent to any field representation and thus inequivalent to S0.
However, we do not see a way to avoid fairly extensive matrix computations to prove
this assertion.
The dimension 72 is the largest accessible dimension for our programs, and com-
puter says. . .
Computer Algebraic Result 5.4.2. There are no inequivalent complete smid families in the
matrix algebra M2(F7).
Already for the algebras M5(F2) and M2(F11), we have not come to any useful
results.
Smid families of arbitrary length
Our programs also detect non-complete smid families, and are able to count the num-
ber of equivalence classes of the latter. Having these data at our disposal for all prime
powers pn < 32 (except for the case pn = 33, where we have not been able to deter-
mine all of the respective values), we would not wish to deprive the reader thereof, in
particular since the sequences of numbers may show similarities to other sequences, in
combinatorics or elsewhere.
For all prime powers 1 < pn < 32, the numbers of inequivalent smid families
of length 1 < m ≤ pn in the matrix algebras Mn(Fp) are listed in the tables on the
following pages.
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Computer Algebraic Result 5.4.3 (Equivalence classes of smid families in small dimen-
sions, n = 1). The following table shows the numbers of inequivalent smid families of length
2 ≤ m ≤ p in the prime fields Fp specified in the first row.
m F3 F5 F7 F11 F13 F17 F19 F23 F29 F31
2 1 2 1 1 2 2 1 1 2 1
3 1 1 3 2 4 4 5 5 6 8
4 1 1 2 5 8 6 7 19 15
5 1 1 6 7 15 19 34 68 83
6 1 2 10 20 26 57 194 233
7 1 2 7 27 49 143 531 769
8 1 5 34 52 220 1255 1893
9 1 4 27 74 356 2576 4490
10 1 2 20 52 412 4628 8683
11 1 1 15 49 494 7294 15444
12 1 8 26 412 10047 23373
13 1 4 19 356 12171 32054
14 2 6 220 13004 38039
15 1 5 143 12171 40843
16 1 1 57 10047 38039
17 1 1 34 7294 32054
18 1 7 4628 23373
19 1 5 2576 15444
20 1 1255 8683
21 1 531 4490
22 1 194 1893
23 1 68 769
24 19 233
25 6 83
26 2 15
27 1 8
28 1 1
29 1 1
30 1
31 1
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Computer Algebraic Result 5.4.4 (Equivalence classes of smid families in small dimen-
sions, n > 1). The following table shows the numbers of inequivalent smid families of length
2 ≤ m ≤ pn in the matrix algebras Mn(Fp) specified in the first row. The missing entries for
the matrix algebra M3(F3) are due to computational limitations.
m M2(F2) M2(F3) M2(F5) M3(F2) M3(F3) M4(F2)
2 2 2 2 1 1 2
3 1 5 8 1 8 4
4 1 6 44 2 46 22
5 4 213 1 831 39
6 3 994 1 7911 84
7 2 3560 1 ? 65
8 1 9429 1 ? 51
9 1 17755 ? 11
10 24329 ? 8
11 24674 ? 4
12 19439 ? 3
13 12520 ? 1
14 6952 ? 1
15 3404 ? 1
16 1493 ? 1
17 598 ?
18 212 ?
19 77 ?
20 28 ?
21 12 ?
22 3 ?
23 2 ?
24 1 ?
25 1 ?
26 ?
27 2
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Conclusion
Starting from basic geometric and algebraic aspects of quasi-orthogonal masas in com-
plex matrix algebras, we have focussed our attention on nice masa families in the
course of the present work. All known constructions of complete sets of quasi-ortho-
gonal masa produce nice families.
On our way, we have introduced normal masa pairs, which are linked to represen-
tations of certain group actions and generalise standard masa pairs in a natural way.
Each pair of masas in a complete nice family is normal.
We have shown that all complete nice families of masas are encoded by certain
sets of symmetric matrices (smid families) with entries from a prime field. Although
this result is effectively not new (see Facts 5.1.12), we have established it, at least from
our own point of view, in a more elementary fashion compared to the analogue result
known before.
So far, so good. But although one may consider the encoding of nice complete masa
families by smid families as a satisfactory result to some degree, it is at the same time
merely the starting point of another, seemingly much more challenging investigation,
namely the classification of (complete) smid families.
This task seems to be related to deep questions both of combinatorial and algebraic
nature, as we have tried to outline in the last chapter of this thesis. Let us point out that
we are not at all convinced that the picture of smid families is appropriate to tackle the
underlying classification problem.
If the classification of nice masa families is already a task presenting extraordinary
difficulties, the same holds a fortiori for the complex of questions related to the MUB-
Problem. Are there complete families of quasi-orthogonal masas which are not nice?
In particular, are there complete quasi-orthogonal families in dimensions which are no
prime powers? How are geometric or physical concepts like entanglement related to
more algebraic structures underlying MUBs? These are only a few of the many open
questions in this field.
The study of quasi-orthogonal masas, or MUBs, or unbiased Hadamard matrices,
or complementary observables, fuses aspects of algebra, geometry, combinatorics and
physics to an exceptional and tantalising degree. After all, research has still just begun
in this fascinating area.
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Proof of Proposition 1.2.4 (page 15)
It is straightforward that every monomial matrix is invertible and that its inverse is
monomial as well. Moreover, the identity matrix Id is of course monomial and so is the
product of two monomial matrices. Hence, the set of all monomial matrices in Md(C)
is a subgroup of the general linear group GLd. It is also clear that a monomial matrix is
unitary if and only if all of its non-zero entries have modulus one, and that the set Wd
of all unitary monomial matrices is a subgroup of the unitary group Ud.
We need to check that for d ≥ 2, the subgroup Wd ⊂ Ud is not normal, i.e. there is a
unitary u ∈ Ud and a monomial matrix w ∈ Wd such that uwu∗ does not belong to Wd.
For any fixed dimension d ≥ 2, one such pair u, w is given by the matrices
u =
1√
d

ζ
ij
d

0≤i,j<d
∈ Ud and w = diag(ζd, 1, 1, . . . , 1) ∈ Wd,
where ζd ∈ T denotes a primitive dth root of unity. In fact, one calculates
uwu∗ z0 = uw
1√
d
d−1
∑
i=0
zi = u
1√
d

ζdz0 +
d−1
∑
i=1
zi

=
1
d

ζd
d−1
∑
j=0
zj +
d−1
∑
i=1
d−1
∑
j=0
ζ
ij
d zj

=
1
d
d−1
∑
j=0

ζd +
d−1
∑
i=1
ζ
ij
d

zj
=
1
d
d−1
∑
j=0

ζd − 1+
d−1
∑
i=0
ζ
ij
d

zj
=
1
d
(ζd − 1+ d)z0 + 1d
d−1
∑
j=1
(ζd − 1) zj.
The last term is clearly not a vector of the standard basis e, so that uwu∗ is not a mono-
mial unitary matrix; our proof is complete.
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Proof of Lemma 1.2.5 (page 15)
Let ϕ : Dd → Dd be a ∗-automorphism, moreover define minimal projections
qi = diag(0, . . . , 0, 1, 0,
|
(ith pos.)
. . . , 0) ∈ Dd
for all 0 ≤ i < d. Since ϕ is a ∗-automorphism, the images ϕ(q0), . . . , ϕ(qd−1) are
projections as well, and also pairwise orthogonal like the projections q0, . . . , qd−1. Now
d pairwise orthogonal (non-zero) diagonal projections must be minimal, and the only
minimal diagonal projections are q0, . . . , qd−1.
There is thus a mapping σ : {0, . . . , d− 1} → {0, . . . , d− 1} such that ϕ acts by
ϕ(qi) = qσ(i)
for all 0 ≤ i < d, and the injectivity of ϕ ensures that σ is a permutation. Defining the
permutation matrix wσ as before, we get
wσqi0 w
∗
σ zi = wσqi0 zσ−1(i) =

zσ(i0) if i0 = σ
−1(i)
0 else

= qσ(i0) zi = ϕ(qi0) zi
for all indices i0, i ∈ {0, . . . , d− 1}. This shows the first part of our assertion.
The implication “⇐” of the stated equivalence relation is straightforward. For the
converse implication, first observe that for any unitary u ∈ Ud fulfilling uDdu∗ = Dd,
the mapping
Dd ∋ a → uau∗ ∈ Dd
is a ∗-automorphism. According to the first part of the lemma, there is thus a permuta-
tion matrix w ∈ Wd such that
uau∗ = waw∗ for all a ∈ Dd.
In order to prove that u is monomial, let us denote the orthonormal basis given by the
columns of u by a = (x0, . . . , xd−1). We have to show that the basis a is—up to order
and phase factors—the same as the standard basis e = (z0, . . . , zd−1). To this aim, let
us fix an index 0 ≤ i0 < d and represent the vector zi0 with respect to the orthonormal
basis a:
zi0 =
d−1
∑
j=0
λjxj
For a diagonal matrix a = diag(µ0, . . . , µd−1), one computes
uau∗ zi0 = ua
d−1
∑
j=0
λju∗ xj
= u
d−1
∑
j=0
λja zj = u
d−1
∑
j=0
λjµjzj =
d−1
∑
j=0
λjµjxj
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By assumption, we have uau∗ zi0 = waw
∗ zi0 = µσ−1(i0)zi0 , where σ ∈ Sd denotes the
permutation associated with w. Writing x ∼ y for linear dependent vectors x, y in the
Hilbert space Cd, we hence get
uau∗ zi0 =
d−1
∑
j=0
λjµjxj ∼ zi0 .
Suppose that two of the coefficients in the representation of zi0 were non-zero, say λj1
and λj2 , where j1 ̸= j2. Then, comparing the equation above for a = qj1 and a = qj2 , we
would end up with
λj1 xj1 ∼ zj0 ∼ λj2 xj2 .
This would of course contradict the linear independence of xj1 and xj2 , so that only one
of the coefficients λ0, . . . ,λd−1 can be non-zero. Therefore zi0 is a non-zero multiple
of one basis element of a. Applying the same argumentation for the remaining basis
vectors of e, we see that the bases e and a coincide up to order and phase factors, which
implies u ∈ Wd.
Proof of Proposition 1.4.6 (page 26)
First observe that we automatically have n ≤ d, because the powers v, v2, . . . , vn are
pairwise orthogonal by assumption and span the abelian ∗-algebra generated by v.
Let w ∈ Dd be a diagonalisation of v, i.e. we have v = uwu∗ for a unitary matrix
u ∈ Ud. Then we deduce from wn = vn = Id that all (diagonal) entries of the unitary w
are nth roots of unity. There is hence a primitive nth root of unity ζn ∈ T and indices
i0, . . . , id−1 ∈ {0, . . . , n− 1} such that the matrix w equals diag(ζ i0n , . . . , ζ id−1n ).
For all 1 ≤ k < n, the trace of the power wk equals zero:
0 = τ(vk) = τ(wk) =
1
d
d−1
∑
l=0
ζ ilkn
Let ηl ∈N0 denote the number of occurrences of the power ζ ln in the diagonal of w for
all 0 ≤ l < n. From the equation above, we get
n−1
∑
l=0
ηlζ
lk
n = 0 for all 1 ≤ k < n.
Our goal is to show that all of the numbers η0, . . . , ηn−1 coincide, implying η0 · n = d
(because obviously the sum η0 + . . . + ηn−1 equals d ).
Fix an exponent 0 ≤ s < n and set w˜ = ζsnw. The powers w˜, . . . , w˜n−1 are of course
trace-free as well, so that we end up with the equations
n−1
∑
l=0
ηlζ
k(l+s)
n = 0 for all 1 ≤ k < n (A.7)
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Let Z[X] be the polynomial ring over the integers and define polynomials
ps(X) =
n−1
∑
l=0
ηlX[l+s] ∈ Z[X]
for all 0 ≤ s < n. Here [l + s] stands for the (unique) representative of l + s mod n in
{0, . . . , n− 1} for the moment, so that each of the polynomials ps is of degree at most
n − 1. Actually each polynomial ps is of degree n − 1, because it has n − 1 different
zeros in the complex numbers due to equation (A.7), namely
ps(ζn) = ps(ζ2n) = . . . = ps(ζ
n−1
n ) = 0.
Now let ζ l0n denote a power of ζn having a minimal number of occurrences in w,
that is
ηl0 = min{η0, . . . , ηn},
and denote polynomials
qs(X) =
n−1
∑
l=0
(ηl − ηl0)X[l+s] ∈ Z[X]
for 0 ≤ s < n. These polynomials also have zeros in ζn, . . . , ζn−1n ∈ T. In fact, one
computes
qs(ζkn) =
n−1
∑
l=0
(ηl − ηl0)ζk(l+s)n = ps(ζkn)− ηl0
n−1
∑
l=0
ζ
k(l+s)
n  
=0
= 0
for all 1 ≤ k < n. In particular, the polynomial qn−l0−1 has n − 1 complex zeros,
although its degree is at most n− 2, as the following computation demonstrates.
qn−l0−1(X) =
n−1
∑
l=0
(ηl − ηl0)X[l+n−l0−1]
= ∑
l ̸=l0
(ηl − ηl0)X[l+n−l0−1]  
terms of degree 0,...,n−2
+(ηl0 − ηl0)Xn−1
It follows that qn−l0−1 ∈ Z[X] equals zero and hence η0 = . . . = ηn−1. This implies
n · η0 = d and completes our proof.
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Proof of Technical Lemma 2.3.2 (page 45)
We will apply the method of Lagrange multipliers to determine the extrema of the function
fd. Before all, we therefore recall this method in a simplified form, which is convenient
for our purposes. It predicts, to a certain extend, possible extremal points of a real-
valued function in several real variables, when restricted to a generalised contour line
(i.e. a manifold) given by another function. Verifications of the following theorem can
be found in many introductory textbooks on (multivariable) analysis.
Lagrange Multiplier Theorem. For d ∈ N, consider functions g, r : Rd → R having
continuous first partial derivates, and define a set
R =

t ∈ Rd
 r (t) = 0 ⊂ Rd
We say that g has a constrained local maximum in a point t0 ∈ R if there is some δ > 0
such that g(t) ≤ g(t0) for all t ∈ R fulfilling ∥t− t0∥ < δ. A constrained local minimum is
defined analogously.
If g has a constrained local extremum in a point t0 ∈ R, and the gradient ∇r(t0) is not
zero, then there is a coefficient λ ∈ R such that
∇g(t0) = λ∇r(t0). (A.8)
For our purposes, we declare the functions g, r : Rd → R in the theorem above as
follows.
g : (tj) →−→
d−1
∑
j=0
t4j r : (tj) →−→
d−1
∑
j=0
t2j − 1
These functions meet the conditions of the Lagrange Multiplier Theorem, and the zero
set R of the function r is the unit sphere Sd−1. By definition, the function f declared
in our assertion is the restriction of g to the unit sphere, so that the local extrema of f
are precisely the constrained local extrema of g on R = Sd−1. Since the unit sphere is
compact, we moreover know that f attains its maximum and minimum on Sd−1, so that
its global extrema are at the same time local. Our aim is thus to determine the least and
the largest constrained extrema of g on R.
The gradient of r does not vanish on the unit sphere, because assuming that
∂g
∂tj
= 2tj = 0
for all 0 ≤ j < d contradicts the condition g((t0, . . . , td−1)T) = 0. Therefore the La-
grange Multiplier Theorem tells us that constrained local extrema of g can only lie at
points t = (t0, . . . , td−1)T ∈ Sd−1 satisfying equation (A.8), which holds true if and only
if
t3j =
λ
2
tj for all 0 ≤ j < d.
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Accordingly, each component tj equals either zero or
√
λ/2 (in particular, we get λ ≥ 0).
From the equation r(t) = 0, we deduce that the number n of components tj being non-
zero is at least one, moreover the multiplier λ equals 2/n. The value of g at such a point
t then computes to g(t) = n(λ/2)2 = 1/n for 0 < n ≤ d. The global maximum of g
and hence f on Sd−1 thereby equals 1, and the minimum 1/d. The former is attained if
and only if n = 1, the latter if and only if n = d. It is straightforward that these global
extrema lie precisely at the asserted points, so that our proof is complete.
Sketch of the proof of Proposition 2.4.10 (page 62)
It is straightforward to prove that the commuting unitaries
v0 = Xa ⊗ Ib and v1 = Ia ⊗ Xb
generate a masa M = A∗(v0, v1) ⊂ Md(C) which is quasi-orthogonal to the diagonal
masa Dd. The unitary Hadamard matrix h ∈ Ud associated with M =M[h] is given by
h = Fa ⊗ Fb =

1
b

Fa Fa Fa · · · Fa
Fa ζ
1
b Fa ζ
2
b Fa · · · ζb−1b Fa
Fa ζ
2
b Fa ζ
4
b Fa · · · ζ2(b−1)b Fa
...
...
...
. . .
...
Fa ζ
b−1
b Fa ζ
2(b−1)
b Fa · · · ζ(b−1)(b−1)b Fa
 ∈ Md(C),
which is a direct consequence of Example 2.2.9.
For every λ ∈ T, we define a matrix Fa[λ] = Fa diag(λ, 1, . . . , , 1) ∈ Ma(C), and
thereby
hλ =

1
b

Fa[λ] Fa[λ] Fa[λ] · · · Fa[λ]
Fa ζ
1
b Fa ζ
2
b Fa · · · ζb−1b Fa
Fa ζ
2
b Fa ζ
4
b Fa · · · ζ2(b−1)b Fa
...
...
...
. . .
...
Fa ζ
b−1
b Fa ζ
2(b−1)
b Fa · · · ζ(b−1)(b−1)b Fa
 .
It goes without saying that the matrices hλ are still Hadamard matrices for all indices
λ ∈ T. Moreover, you immediately convince yourself that they are unitaries. Our goal
is to show that there is an uncountable subset I of the unit circle T such that
hλ0 ̸∼ hλ1 and hλ0 ̸∼ h∗λ1
whenever λ0 ̸= λ1 for elements λ0,λ1 ∈ I. The associated pairs {Dd, hλ0Ddh∗λ0} and
{Dd, hλ1Ddh∗λ1} of quasi-orthogonal masas are then inequivalent according to Lemma
2.4.2.
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Let Zd ⊂ T denote the set of all dth roots of unity and let ∅ ̸= I ⊂ T be a segment
of the unit circle which contains no dth root of unity and has the following property: if
λ0 ̸= λ1 holds for λ0,λ1 ∈ I, then the products λ0λ1 and λ¯0λ1 are no dth roots of unity
either. (For instance, take the open subset {exp(iλ) | λ ∈ (0, π/d)} ⊂ T.)
Pick two elements λ0,λ1 ∈ I and suppose the associated Hadamard matrices are
equivalent. We write this in the form
hλ1 = diag(ρ0, . . . , ρd−1)  
=:r
whλ0 w
′ diag(γ0, . . . ,γd−1)  
=:c
(A.9)
for unweighted monomial unitaries w, w′ ∈ Wd and weights ρi,γi ∈ T (0 ≤ i < d).
The rest of the proof is a matter of pure (and rather lengthy) computations. A
careful comparison of the columns and rows of the matrix equation (A.9) reveals that
no matter which permutations are performed by the matrices w, w′ ∈ Wd, one always
ends up in a contradiction. The same holds true if one replaces the matrix hλ1 by its
adjoint h∗λ1 .
Concretely, once the weights γi and ρi are adjusted to fulfil the equations imposed
for a certain column in equation (A.9), one always finds a row in the same matrix
equation which can not be satisfied, simply because there are always some coefficient
equations where one side belongs to the set Zd while the other does not. The details
are left to the reader.
Proof of Corollary 3.2.6 (page 82)
Let d = ∏mk=0 pk be the prime factorisation of the dimension d (m ∈ N0, pk ∈ P for all
0 ≤ k ≤ m), where we assume p0 ≤ p1 ≤ . . . ≤ pm. Further let
Dpk ,M(k)0 , . . . ,M(k)pk−1

denote the standard masa family inside the matrix algebra Mpk(C) for each 0 ≤ k ≤ m.
Since p0 is a minimal prime factor of d, each of these families contains at least p0 + 1
members, so we can define ∗-subalgebras
Ni =M[0]i ⊗M[1]i ⊗ · · · ⊗M[m]i ⊂
m
k=0
Mpk(C) ∼= Md(C)
for 0 ≤ i ≤ p0 − 1. The Ni are commutative and hence masas by dimension.
Recall that the (normalised) trace τ : Md(C) → C factorises w.r.t. the tensor prod-
uct: if τ(k) designates the normalised trace on Mpk(C) and ak ∈ Mpk(C) are any matri-
ces for all 0 ≤ k ≤ m, one computes
τ(a0 ⊗ · · · ⊗ am) =
m
∏
k=0
τ(k)(ak).
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The quasi-orthogonality of two masas Ni, Nj (i ̸= j) thereby follows directly from the
quasi-orthogonalities
M(0)i ⊥q M(0)j , . . . , M(m)i ⊥q M(m)j .
The same argument shows that each of the masas Ni (0 ≤ i ≤ p0 − 1) is quasi-orthogo-
nal to the diagonal masa Dd = mk=0Dpk .
Proof of Examples 3.2.10 (b) (page 84)
Let us start with an unspecified subfamily {Mk0 ,Mk1 ,Mk2} of the standard family
in M13(C) which is equivalent to F1 via a ∗-automorphism ϕ. Using arguments from
part (a), we can then find a second ∗-automorphism ψ such that we get the following
diagram.
D13
ϕ

w·w∗

M0
ϕ

w·w∗

M1
ϕ

w·w∗

Mk0
ψ

Mk1
ψ

Mk2
ψ

D13 Mk1−k0 Mk2−k0
(A.10)
(Note that this is also ensured if Mk0 = M13 = D13, since ψ is the identity in in this
case and we understand the subscripts k1 − k0, k2 − k0 modulo 13.) Similarly as in part
(a), the first two columns of this diagram permit to conclude that the monomial w acts
(up to a scalar) by
w zi = µiζ
ks∑i−1t=0(m+it)
13 zm+ik
on the standard orthonormal basis of the Hilbert space C13 (0 ≤ i ≤ 12), where we set
k = k1 − k0 and m, s ∈ Z, µ ∈ T are constants. According to diagram (A.10), conjuga-
tion by w maps M1 to Ml , where we set l = k2 − k0. Again the same argumentation
as in part (a)—adjusting the dimension and replacing w˜ by Z13, i.e. setting ρ(i) = i in
equation (3.5)—shows that there is a constant n ∈ Z such that ζ i+ks2i13 = ζ ls
2i+n
13 for all
0 ≤ i ≤ 12. As a consequence, we get
i

1+ (k− l)s2 ≡ n mod 13
for all 0 ≤ i ≤ 12, which implies n ≡ 0 mod 13 and thus
(k− l)s2 ≡ (k1 − k2)s2 ≡ −1 mod 13.
For this reason, the difference k2 − k1 is a quadratic residue modulo 13.
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As a matter of fact, the set of indices {0, 2, 7} of the masa family F2 admits no
differences which are quadratic residues modulo 13: one computes
{k2 − k1 mod 13 | k1, k2 ∈ {0, 2, 7} , k1 ̸= k2} = {2, 5, 6, 7, 8, 11} ,
whereas the non-zero quadratic residues modulo 13 are precisely 1, 3, 4, 9, 10, 12.
Consequently, a ∗-automorphism ϕ like in diagram (A.10) cannot exist for any tuple
(k0, k1, k2) of (pairwise different) indices taken from the set {0, 2, 7}.
Proof of Proposition 3.2.13 (page 88)
Fix a Hilbert-Schmidt orthonormal basis (b(k)0 , . . . , b
(k)
d−1) for each masaMk (0 ≤ k < d),
where b(k)0 = Id. The orthonormal system
(Id, b
(0)
1 , . . . , b
(0)
d−1, b
(1)
1 , . . . , b
(1)
d−1, . . . , b
(d−1)
d−1 )
contains 1 + d(d− 1) = d2 − (d− 1) elements. It can hence be extended to an ortho-
normal basis of the Hilbert space Md(C) by another orthonormal system (c1, . . . , cd−1)
of length d− 1. For convenience, we set c0 = Id. Our goal is to show that the subspace
N = ⟨c0, . . . , cd−1⟩ of Md(C) is a masa.
First we combine two results of Section 2.2: Proposition 2.2.12 tells us that the pro-
jection on each masa Mk equals the conditional expectation given by
PMk(a) = EMk(a) =
1
d
d−1
∑
i=0
b(k)i a(b
(k)
i )
∗
for all a ∈ Md(C). Furthermore, the conditional expectation of the line C · Id is given
by
EC·Id(a) = τ(a)Id =
1
d2

d−1
∑
k=0
d−1
∑
i=1
b(k)i a(b
(k)
i )
∗ +
d−1
∑
i=0
ciac∗i

according to Fact 2.2.13. From these formulas, we deduce for the projection onto the
subspace N = ⟨c0, . . . , cd−1⟩:
PN (a) = a−
d−1
∑
k=0
=EMk (a)−(a | Id)Id  
PMk⊖C·Id(a)
= a− 1
d
d−1
∑
k=0
d−1
∑
i=0
b(k)i a(b
(k)
i )
∗ + dτ(a)Id
= − 1
d
d−1
∑
k=0
d−1
∑
i=1
b(k)i a(b
(k)
i )
∗
  
=dτ(a)Id− 1d ∑d−1i=0 ciac∗i
+dτ(a)Id
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⇒ PN (a) = 1d
d−1
∑
i=0
ciac∗i for all a ∈ Md(C) (A.11)
In the second part of the proof, we demonstrate that the equation above implies
that the subspace N is a masa. This is precisely the converse of Proposition 2.2.12. To
this aim, it suffices to prove that all elements inside N commute (since thereby N can
be diagonalised; by dimension, it is thus isomorphic to the diagonal masa Dd).
It is no loss of generality to assume that all elements c0, . . . , cd−1 are self-adjoint:
recall that the set of self-adjoint matrices S(Md(C)) ⊂ Md(C) is a real vector space
of dimension d2, inheriting the Hilbert-Schmidt scalar product. The self-adjoint part
of a masa M ⊂ Md(C) is clearly a d-dimensional real subspace in S(Md(C)). By
construction, this carries over to the real part S(N ) of the subspace N , and any ortho-
normal basis of self-adjoints for S(N ) is then also a basis for N .
It is furthermore enough to demonstrate that a positive element a ∈ N (i.e. a positive
semidefinite matrix, sp (a) ⊂ R+0 ) commutes with all generators c0, . . . , cd−1: once this
is shown, fix an index 0 ≤ i0 < d and consider the positive matrix a = ci0 + µi0 Id in
N , where µi0 ∈ R denotes the smallest spectral value of ci0 . Since a commutes with
all elements c0, . . . , cd−1, so does ci0 , and consequently N is generated by commuting
matrices.
So let a ∈ N be a positive element, 0 ≤ λ0 < . . . < λn−1 the different spectral
values of a and p0, . . . , pn−1 ∈ Md(C) the associated spectral projections (n ≤ d).
Clearly the matrix a0 = a− λ0Id ∈ N is still positive. By equation (A.11), we can
write
a0 =
1
d
d−1
∑
i=0
cia0ci.
It is elementary that all summands cia0ci are positive as well. Recall the assertions
ker(g + h) = ker(g) ∩ ker(h)
(gx | x) = 0 ⇔ x ∈ ker(g) (x ∈ Cd)
for positive matrices g, h ∈ Md(C). Thereby we deduce
x ∈ ker(a0) ⇒ x ∈ ker(cia0ci) ⇒ (a0cix | cix) = 0 ⇒ ci x ∈ ker(a0)
for all vectors x ∈ Cd and all 0 ≤ i < d. This gives us
ci x = ci p0 x = p0ci p0 x if x ∈ ker(a0) and hence ci x ∈ ker(a0),
and 0 = ci p0 x = p0ci p0 x if x ∈ (ker (a0))⊥ .
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As a consequence, the projection p0 commutes with all matrices ci, where i ranges from
0 to d− 1 (p0ci = (ci p0)∗ = (p0ci p0)∗ = p0ci p0 = ci p0), and furthermore we get
PN (p0) = 1d
d−1
∑
i=0
ci p0ci =
1
d
d−1
∑
i=0
c2i p0 = PN (Id) p0 = p0.
Since p0 belongs to N , so does the matrix a1 = a − λ1(p0 − Id). Moreover, a1 is
still positive and the projection onto the kernel of a1 is p1. By the same argumentation
as before, p1 commutes with all generators ci and is an element of N . One proves by
induction (am = a− λm(∑m−1i=0 pi − Id)) that all spectral projections of a commute with
c0, . . . , cd−1, so that the same applies for the matrix a itself.
Proof of Theorem 4.1.2, implication “⇒” (page 117)
We recall that a unitary representation π : H → Md(C) is called irreducible if the only
subspaces of Cd which are invariant under all unitaries π(g), g ∈ G are Cd and {0}.
With a unitary representation π, one associates a character χ : H → T via the formula
χ(g) = τ(π(g)) and calls d the degree of χ. Such a character is called irreducible if
and only if π is irreducible. Irreducible representations are isomorphic if and only if
they induce the same character, so that conversely each irreducible character of degree
d determines an irreducible representation in Ud up to an isomorphism.
By these facts, it is clear how to find a character of the proposed type for an ab-
stract error group H. By assumption, H is isomorphic to a concrete error group H′ of
Ud. The respective isomorphism π is an irreducible faithful representation of H (since
the members of H′ span Md(C), there is no non-trivial invariant subspace), hence the
map χ : H → T, defined by χ(h) = τ(π(h)), h ∈ H, is an irreducible character with
trivial kernel. By definition of an error group, the centre of H′ consists precisely of the
contained multiples of Id and coincides with the support of τ in H′.
For the converse implication of Theorem 4.1.2, we refer the reader to [61].
Proof of Observation 4.3.3 (page 135)
Recall that the mapping ρ : G → PU d, g → [ug], defines an injective projective repre-
sentation of G (cf. Observation 4.1.9).
Fix an index 0 ≤ k ≤ n. Since ue ∼ Id belongs to Ek, the unit element e ∈ G lies in
Hk. For any g ∈ Hk, the masaMk generated by Ek does not only contain ug, but clearly
also u∗g. As we have already seen earlier, the identity [ug][u∗g] = [u∗g][ug] = [ue] implies
u∗g ∼T ug−1 , so ug−1 belongs toMk as well. We thus get g−1 ∈ Hk, so Hk is closed under
taking inverses.
221
Appendix
Given two elements g, h ∈ Hk, the respective unitaries ug, uh belong to the masa
Mk. Consequently, the same applies for the product uguh, hence also for ugh ∼T uguh.
This yields ugh ∈ EK and thus gh ∈ Hk, so Hk is closed under the group operation of G.
The unitaries ug, uh commute as elements of the same masa Mk. This carries over
to their cosets in PU d, and since ρ is a group homomorphism, we have
ρ(gh) = ρ(g)ρ(h) = [ug][uh] = [uh][ug] = ρ(hg).
The injectivity of ρ thereby implies gh = hg, hence Hk is commutative. The rest of the
proof is straightforward.
An alternative verification of Observation 4.3.3 can be found in [3, lemma 4].
Proof of Lemma 5.3.6 (page 194)
We have already seen that for p = 2, there is exactly one complete smid family (cf.
Example 5.1.3 (ii)), so there is nothing to show in this case. We therefore assume p > 2
in the sequel.
(i) First recall that according to Observation 5.3.4, there is a set I ∈ F2p, and injective
mappings ϕy : Iy → Fp for all non-empty sets Iy = {x ∈ Fp | (x, y) ∈ I} so that we can
write
S =

x y
y ϕy(x)
  (x, y) ∈ I

.
For pairs (x, y) ∈ I, we set
K(x, y) =

x y
y ϕy(x)

for convenience, we further denote the set J = F2p \ I = {(x0, y0), . . . , (xn−1, yn−1)},
where n = p2 − m ≤ p. By assumption, there is a set C of symmetric matrices com-
pleting the smid family S . The invertibility of all differences A− B, where A ∈ S and
B ∈ C, ensures that C can only contain elements of the form
Cj =

xj yj
yj γj

,
where j ∈ {0, . . . , n− 1} and γj ∈ Fp. We are done if we can prove that there is a unique
choice of elements γ0, . . . ,γn−1 (i.e. of matrices C0, . . . , Cn−1). Obviously, it suffices to
prove uniqueness for γ0.
To this end, we need the following simple fact. There are exactly p + 1 different
(affine) lines through any given point (x, y) ∈ F2p, namely
g(x,y) =

(x, y) + l(0, 1)
 l ∈ Fp and h(x,y)k = (x, y) + l(1, k)  l ∈ Fp (k ∈ Fp).
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(Note that these lines pairwise intersect only in (x, y), since Fp is a field.)
As |J| = n ≤ p, at least one of the p lines h(x0,y0)0 , . . . , h(x0,y0)p−1 , say hk, does not contain
any other point of J besides (x0, y0). This means a matrix K((x0, y0) + l(1, k)) ∈ S
corresponds to every point (x0, y0) + l(1, k) ∈ hk, l ̸= 0, whence all the differences
K((x0, y0) + l(1, k))− C1 are invertible. For this reason, the determinant
det (K ((x0, y0) + l (1, k))− C1) = l

ϕy0+lk (x0 + l)− γ1
− l2k2
is non-zero for all l ̸= 0. We end up with
γ0 /∈ M0 =

ϕy0+lk(x0 + l)− lk2
 l ∈ F×p  .
The clue to see the uniqueness of the element γ0 (and hence of the matrix C0) lies in the
fact that, according to Observation 5.3.5, the mapping
Ψ(x0,y0,k) : F
×
p → Fp, l → ϕy0+lk(x0 + l)− lk2
is injective, so that M0 ⊂ Fp contains exactly p− 1 elements. Hence γ0 is the “missing”
element of Fp and thereby uniquely determined. As the same argumentation applies
as well for the remaining matrices C1, . . . , Cn−1, this proves the uniqueness of the com-
pleting set C.
(ii) If the family S is included in a plane T , then there are matrices
A =

x 0
0 qx

and B =

0 y
y ry

generating this plane for appropriate q, r ∈ Fp, so S ⊂ ⟨A, B⟩ = T . A priori, q, r could
take any values in Fp. We show that the containment of S in ⟨A, B⟩ limits the possible
values for q and r.
For any k ∈ Fp, at least one of the parallel lines
h(x,0)k =

l(1, k)
 l ∈ Fp (x ∈ Fp)
through F2p contains two different points l0(1, k), l1(1, k) ∈ I (defined as above), i.e. we
have K(l0(1, k)), K(l1(1, k)) ∈ S . Otherwise S would at most contain p points in T , but
we have p2 − p > p for all p > 2. The regularity of K(l0(1, k))− K(l1(1, k)) yields the
following equivalences.
det (K((x, 0) + l0(1, k))− K((x, 0) + l1(1, k))) ̸= 0
⇔ (l0 − l1)(q(l0 − l1) + rk(l0 − l1))− k2(l0 − l1)2 ̸= 0
⇔
(l0 ̸=l1)
q + rk− k2 ̸= 0
223
Appendix
This holds for all k ∈ Fp, whence we deduce q ∈ F×p and
r /∈ Nq =

k− k−1q
 k ∈ F×p  .
By Theorem 5.2.2, the plane T is therefore a smid family. It is obviously a completion
of S , and thus unique by the first part of the proof.
(iii) Suppose there is a matrix C ∈ C which does not belong to ⟨S⟩. Then the lat-
ter span is of dimension two—it does not fill the space of all symmetric matrices in
M2(Fp), and has too many generators to be one-dimensional. On that account, S is
included in a plane. According to assertion (ii), the unique completion of S coincides
with that plane, which thus also contains the matrix C. This contradicts our assump-
tion, and so we end up with ⟨S⟩ ⊃ S ∪ C.
Proof of Corollary 5.3.7 (page 194)
Let D ∈ M2(Fp) be a symmetric matrix which does not belong to the smid family S .
Then by completeness of the latter, there are matrices A ∈ S such that A − D is not
invertible. Let {A0, . . . , Am} ⊂ S denote the set of all such matrices (0 ≤ m < p2).
By construction, the set S ′ = S \ {A0, . . . , Am} is completable, moreover it can be
enlarged by D to a smid family S ′ ∪ {D}. Supposing m < p, any matrix enlarging the
smid family S ′ would be a member of its unique completion {A0, . . . , Am} by Lemma
5.3.6. This again would mean D ∈ {A0, . . . , Am}, which of course contradicts the choice
of the matrix D.
To show that m cannot exceed p, we take a look at the kernels Ki of the matrices
Bi = Ai − D, where 0 ≤ i ≤ m. We clearly have 0 ≤ dim Ki ≤ 2. Given that Bi is
neither invertible nor zero by definition, it only remains dim Ki = 1 for all 0 ≤ i ≤ m.
The existence of a vector 0 ̸= v ∈ Ki ∩ Kj for i ̸= j (i, j ∈ {0, . . . , m}) would imply
(Bi − Bj)v = 0, and thus contradict the fact that the difference Bi − Bj = Ai − Aj is
invertible.
So we see that the kernels K0, . . . , Km are pairwise disjoint one-dimensional sub-
spaces of F2p. It is straightforward to check that there are exactly p + 1 such subspaces,
namely 
0
1

,

1
0

,

1
1

, . . . ,

1
p− 1

,
whence we get the inequality m ≤ p, and therefore, by what we have shown before,
the identity m = p.
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Proof of Corollary 5.3.8 (page 194)
Pick a matrix 0 ̸= A ∈ S . Simply by the cardinality of S , there are two matrices
B0, B1 ∈ S such that each of the pairs (A, B0), (A, B1) and (B0, B1) spans a plane. If A
belongs to ⟨B0, B1⟩, we are done. Let us presume the contrary.
By Lemma 5.3.6, we know
A ∈ S ⊂ ⟨S \ {A, 2A, . . . , (p− 1)A}⟩ .
Since A does not belong to the plane ⟨B0, B1⟩ by assumption, there must be another
matrix B2 ∈ S \ {A, 2A, . . . , (p− 1)A} such that A ∈ ⟨B0, B1, B2⟩. By construction, B2 is
neither a multiple of A nor an element of ⟨B0, B1⟩ as demanded. (Note that the second
case of the proof occurs for instance whenever S is an affine plane not containing the
zero matrix.)
Proof of Technical Lemma 5.3.9 (page 195)
We will need the so-called Newton Identities for our proof, which we will state at the
beginning.
Fix a positive integer n ∈ N. The kth power sum of the indeterminates X1, . . . , Xn is
given by
sk(X1, . . . , Xn) =
n
∑
j=1
Xkj
for all k ∈ N. The kth elementary symmetric polynomial in the same indeterminates is
defined as
ek(X1, . . . , Xn) = ∑
1≤j1<...<jk≤n
Xj1 · · ·Xjk
for all 1 ≤ k ≤ n. Furthermore, one sets e0(X1, . . . , Xn) = 1 and ek(X1, . . . , Xn) = 0 for
k > n. Then (one version of) the Newton Identities can be stated as follows.
kek(X1, . . . , Xn) =
k−1
∑
j=0
(−1)k−j−1ej(X1, . . . , Xn)sk−j(X1, . . . , Xn) for all k ≥ 1
A proof and some other versions of the Newton Identities can for example be found in
[65].
Let ϕ : Fp → Fp and ψc : Fp → Fp denote maps as in our assertion for c ∈ Fp. For
all a, c ∈ Fp, we define constants
x(c)a = ψc(a) = ϕ(a) + ca ∈ Fp
and polynomials
pc(Z) = ∏
a∈Fp

Z− x(c)a

∈ Fp[Z].
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Our aim is to prove that we either have pc(Z) = Zp − Z or pc(Z) = Zp, depending on
the parameter c ∈ Fp. Once this is achieved, we conclude as follows.
If pc(Z) equals Zp − Z, then it clearly follows pc(b) = ∏a∈Fp (b− ψc(a)) = 0 for all
b ∈ Fp, hence ψc is a permutation. This cannot hold for all c ∈ Fp at the same time:
in this case, one clearly finds two elements a0, c0 ∈ Fp, a0 ̸= 0 satisfying the identity
ϕ(a0) = −c0a0 and hence ψc0(a0) = 0 = ψc0(0).
So there is an element c0 ∈ Fp (and it will immediately become obvious that there
must be exactly one such element) obeying the equation pc0(Z) = Z
p, and hence
pc0(b) = ∏
a∈Fp
(b− ψc0(a)) = bp = b
for all b ∈ Fp. This expression being only zero if b is zero, it follows ψc0(a) = 0 and
thereby ϕ(a) = −c0a for all a ∈ Fp.
For a start, you easily convince yourself of the identity
pc(Z) =
p
∑
j=0
(−1)jej(x(c)0 , . . . , x(c)p−1)Zp−j.
Note that all the terms (−1)jej(x(c)0 , . . . , x(c)p−1) in the sum above can be understood as
polynomial expressions in the variable c. Setting
qj(c) = (−1)jej(x(c)0 , . . . , x(c)p−1)
for all c ∈ Fp, we therefore define polynomials qj ∈ Fp[Y] for all j ≤ 0 in the obvious
sense. Especially, we have the identities q0 = 1 and
qp(c) = ∏
a∈Fp

−x(c)a

= ∏
a∈Fp
(−ϕ(a)− ac) =
ϕ(0)=0
0
for all c ∈ Fp.
By construction, each of the polynomials qj has degree at most j for 0 ≤ j < p.
For all j ∈ {1, . . . , p− 2}, we can even show deg qj ≤ j− 1. To see this, we consider
the polynomial expressions pc(Z) as polynomials in two indeterminates for a moment,
substituting the variable c ∈ Fp by an indeterminant Y:
p˜(Y, Z) = ∏
a∈Fp
(Z− ϕ(a)− aY) =
p−1
∑
j=0
qj(Y)Zp−j
Now focus on the expression in the centre and ask for the coefficient of Y jZp−j in
p˜(Y, Z). As it stems from products only containing factors Z and aY, it must be the
same coefficient as the one of Y jZp−j in the product
∏
a∈Fp
(Z− aY) = Zp −Yp−1Z,
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which is zero for 1 ≤ j ≤ p− 2. Looking at the right-hand expression for p˜(Y, Z), we
see that the coefficients of Y j in qj are zero for 1 ≤ j ≤ p− 2.
Suppose that the mapping ψc0 : a → ϕ(a) + c0a is a permutation of Fp for a fixed
element c0 ∈ Fp. This implies
pc0(Z) = ∏
a∈Fp

Z− x(c0)a

= ∏
a∈Fp
(Z− a) = Zp − Z,
thus in particular qj(c0) = 0 for all j ∈ {1, . . . , p− 1}. By assumption, there are at least
(p−1)/2 elements c ∈ Fp such that ψc defined as above is a permutation. Thus, each of
the polynomials q1, . . . , qp−1 has at least (p−1)/2 zeros, so that by their degree, we get
qj = 0 for 1 ≤ j ≤ p− 12 . (A.12)
Consider the jth power sums
sj(c) := sj(x
(c)
0 , . . . , x
(c)
p−1) = ∑
a∈Fp
(ϕ(a) + ca)j.
For 1 ≤ j < p− 1, notice that
• if ψc0 : a → ϕ(a) + c0a is a permutation for c0 ∈ Fp, then we have
sj(c0) = ∑
a∈Fp
(ϕ(a) + c0a)j = ∑
a∈Fp
aj = 0;
• the degree of each polynomial sj is j− 1, as the coefficient of cj in the expression
sj(c) is given by
∑
a∈Fp
aj = 0.
Thus, the same argumentation as applied for the polynomials qj before leads to the
equations
sj(c) = 0 for 1 ≤ j ≤ p− 12 . (A.13)
At this point, the Newton Identities come into play. For all c ∈ Fp, they yield
k−1
∑
j=0
qj(c)sk−j(c) =
k−1
∑
j=0
(−1)jej(x(c)0 , . . . , x(c)p−1)sk−j(c)
= (−1)k−1
k−1
∑
j=0
(−1)k−j−1ej(x(c)0 , . . . , x(c)p−1)sk−j(c)
=
(N. I.)
(−1)k−1kek(x(c)0 , . . . , x(c)p−1)
= −kqk(c)
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and thereby
−kqk(c) =
k−1
∑
j=0
qj(c)sk−j(c) =
(A.12)
sk(c) +
k−1
∑
j= p+12
qj(c)sk−j(c)
=
(A.13)
sk(c) +
k− p+12
∑
j= p+12
qj(c)sk−j(c)
for all k ∈ {1, . . . , p}. Since the last sum is empty, we end up with the identities
−kqk(c) = sk(c) for 1 ≤ k ≤ p. (A.14)
Applying the fact that qj(c) = (−1)jej(x(c)0 , . . . , x(c)p−1) = 0 for all j ≥ p (for j > p,
this holds by definition of the jth elementary symmetric polynomials), the first of the
relations above asserts
p−1
∑
j=0
qj(c)sp+l−j(c) =
p+l−1
∑
j=0
qj(c)sp+l−j(c) = −(p + l)qp+l = 0
for all integers l ≥ 1 and all c ∈ Fp. Using equation (A.12), it follows
sp+l(c) +
p−1
∑
j= p+12
qj(c)sp+l−j(c) = 0. (A.15)
We will use the collected information (i.e. equations (A.12), (A.13), (A.14), and
(A.15)) to show that all of the polynomials q1, . . . , qp−2 are constantly zero when evalu-
ated on the field Fp. To this end, suppose that on the contrary qj(c) does not equal zero
for a fixed element c ∈ Fp and an index j ∈ {1, . . . , p− 2}. This imposes j > (p−1)/2
by equation (A.12). Let (p−1)/2 < m < p− 2 be the minimal index such that qm(c) ̸= 0.
Then equation (A.13) implies sj(c) = 0 for all 1 ≤ j ≤ p−m, because p−m ≤ (p−1)/2.
Let n ≥ p−m denote an index satisfying sj(c) = 0 for all 1 ≤ j ≤ n. We deduce the fol-
lowing equation from (A.15), where we set l = n+m+ 1− p, and from the minimality
of m.
−sn+m+1(c) =
p−1
∑
j=m
qj(c)sn+m+1−j(c) = qm(c)sn+1(c)
Knowing that n + m ≥ p and n + m + 2− p < n, one easily establishes the identity
sn+m+1(c) = sn+m+1−(p−1)(c) = sn+m+2−p(c) = 0. Thus the equation above leads to
sn+1(c) = 0. By induction, we therefore get sj(c) = 0 for all j ≥ 1, but then equation
(A.14) especially implies qm(c) = −m−1sm(c) = 0, which contradicts our assumption.
At this stage, we have shown that the polynomials pc(Z) are of the form
pc(Z) =
p−1
∑
j=0
qj(c)Zp−j = Zp + qp−1(c)Z
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for all c ∈ Fp. In regard to our considerations quite at the beginning of this proof, we
are thus done if we can show that qp−1(c) lies in {0,−1} for all c ∈ Fp. To this aim, fix
an element c ∈ Fp. Since we have qj(c) = 0 for 1 ≤ j ≤ p− 2, equation (A.15) implies,
setting l = p− 2,
sp−1(c)  
s2p−2(c)
+
p−1
∑
j= p+12
qj(c)s2p−2−j(c) = sp−1(c) + qp−1(c)sp−1(c) = 0
and thus qp−1(c) = −1 or sp−1(c) = 0. Combined with equation (A.14), this means
qp−1(c) ∈ {0,−1}. Our proof is complete.
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The SmidDetect programs
In order to explore the equivalence classes of smid families of arbitrary length in some
smaller dimensions, we have written a couple of computer programs. It turns out that
even in fairly small dimensions (pn < 32), some computational power is needed to
determine the numbers of equivalence classes of smid families of all possible lengths
in the matrices Mn(Fp).
While our programs examine the smid families in the matrix algebras M2(F2),
M3(F2), and M2(F3) within a few seconds on a standard personal computer, already
the cases M2(F5), M3(F3), M1(F29), and M1(F31) cannot reasonably be solved with-
out parallel computing. Fortunately, we have access to the HPC parallel cluster of the
university of Münster, which is a parallel computer cluster comprising 160 CPUs in 20
compute nodes. We have used up to 64 of these processors in parallel to compute the
cases M2(F5) and M3(F3), which required more than a fortnight.
Concretely, we have written the following progam modules, which allow to imple-
ment a parallel computation on a non-specific number of processors. A small example
of a (semi-)parallel search algorithm based on these modules is depicted in the dia-
gram on page 232 (however, we have applied more elaborate algorithms to explore the
dimensions greater than pn = 16).
SDN (SmidDetectNano). This program receives the parameters p, n, and L. For each
length 2 ≤ l ≤ L, it creates a list of smid families of length l in Mn(Fp). Due
to a filter algorithm, each entry added to one of these lists is inequivalent to all
preceding entries. This ensures that the smid families in the lists which are finally
written to file are pairwise inequivalent.
On the one hand, SmidDetectNano performs the initial step for a parallel com-
putation; the length L is supposed to be relatively small in this case, say L ≤ 4.
The found smid families of length L are written to a file which is readable by all
other SmidDetect modules.
On the other hand, SmidDetectNano can be used to compute the smallest cases in
one single step. It is furthermore able to produce an output file which is “human
readable”, i.e. contains the found representatives of inequivalent smid families in
matrix representation (the same holds true for all other SmidDetect programs).
The smid families in M2(F2), M3(F2), and M2(F3), and in all trivial matrix alge-
bras M1(Fp) for p ≤ 23, can be computed by SmidDetectNano. As an example,
you can find the (“human readable”) output file of a full search for smid families
in the matrix algebra M2(F3) on page 233.
SDS (SmidDetectStep). This and each of the following program modules are meant to
be used for parallel computing (see the scheme on page 232).
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The command line arguments of SmidDetectStep are p, n, L, and part. SmidDe-
tectStep loads a file containing a list of (pairwise inequivalent) smid families of
length L − 1 in Mn(Fp) into memory. It first divides this list into N parts and
reads only the entries of fraction no. 1 ≤ part ≤ N. Next, it searches for all pos-
sible extensions of the respective smid families of length L− 1 to smid families
of length L. Applying the filter algorithm of SmidDetectNano, it only adds such
smid families to its output file which are inequivalent to all previously found
representatives.
The output file is tagged with the parameter part. The number N of parts is
implemented in the source code and specifies the number of involved CPUs. In
the example depicted on the next page, four CPUs are used.
SDF (SmidDetectFuse). The module SmidDetectFuse reads two lists of smid families
produced by SmidDetectStep, and “fuses” them to a new list containing all mem-
bers of the first list, but only such smid families of the second input file which are
inequivalent to all smid families of the first one.
SDR (SmidDetectReduce). This program works nearly as SmidDetectFuse, but does not
keep the smid families from the first input file, that is to say, it creates an out-
put file containing precisely all smid families of the second input file which are
inequivalent to every smid family listed in the first file.
SDC (SmidDetectCombine). This is a simple tool to recombine two lists created by any
SmidDetect module to one single list. It performs no equivalence check or any-
thing of that kind.
SDP (SmidDetectPlanes). Unlike the other programs, this module only searches for
such Smid families which are (part of) n-dimensional linear subspaces of the
space of all symmetric matrices inside Mn(Fp).
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Figure A.1: A SmidDetect algorithm on four CPUs
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--------- Output file of SmidDetectNano v5.2 ---------
--------- (c) 04/2014 Sebastian Krusekamp ---------
[p = 3, n = 2, L = 9]
Process started at Wed May 14 12:59:42 2014
There are 48 invertible matrices in M_2(F_3),
among them 18 *symmetric* invertible matrices.
Found 2 conj. classes of smid families of length 2.
[0 h, 0 min, 3 s]
Found 5 conj. classes of smid families of length 3.
[0 h, 0 min, 3 s]
Found 6 conj. classes of smid families of length 4.
[0 h, 0 min, 3 s]
Found 4 conj. classes of smid families of length 5.
[0 h, 0 min, 3 s]
Found 3 conj. classes of smid families of length 6.
[0 h, 0 min, 3 s]
Found 2 conj. classes of smid families of length 7.
[0 h, 0 min, 3 s]
Found 1 conj. classes of smid families of length 8.
[0 h, 0 min, 4 s]
Found 1 conj. classes of smid families of length 9.
[0 h, 0 min, 4 s]
Combination process ended at Wed May 14 12:59:46 2014
Time needed for this process: 0 h, 0 min, 4 s
Representatives (zero matrix omitted):
[START]
0 1 0 2 1 0 1 1 1 2 2 0 2 1 2 2
1 0 2 0 0 2 1 2 2 2 0 1 1 1 2 1
(linear)
[END]
There are 1 linear subspaces among the representatives.
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