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The quantum dynamics of open many-body systems poses a challenge for computational ap-
proaches. Here we develop a stochastic scheme based on the positive P phase-space representation
to study the nonequilibrium dynamics of coupled spin-boson networks that are driven and dissipa-
tive. Such problems are at the forefront of experimental research in cavity and solid state realizations
of quantum optics, as well as cold atom physics, trapped ions and superconducting circuits. We
demonstrate and test our method on a driven, dissipative two-site system, each site involving a spin
coupled to a photonic mode, with photons hopping between the sites, where we find good agreement
with Monte Carlo Wavefunction simulations. In addition to numerically reproducing features re-
cently observed in an experiment [1], we also predict a novel steady state quantum dynamical phase
transition for an asymmetric configuration of drive and dissipation.
I. INTRODUCTION
Our understanding of any physical system inevitably
relies on our ability to subdivide the object of study into
a “system” and a “bath”. In this sense, open quan-
tum many-body systems are ubiquitous in nature and
in practical applications. A wide range of theoretical
and computational techniques have been developed in
condensed matter physics to study many-body systems
that equilibriate due to the coupling to their environment
and can be described by equilibrium statistical mechan-
ics in the long-time limit. In recent years attention has
shifted to nonequilibrium many-body systems. For ex-
ample their time evolution after a quench [2–5], where
the question of whether and by what mechanism they
thermalize [6–10] has become a focus of study. Also
of great interest are driven systems; applications range
from the dynamics of ultra-cold atoms [11–17], trapped
ions [18], coupled light-matter systems [1, 19–23], trans-
port problems [24–27], and simulated quantum anneal-
ing [28]. The need to account for quantum coherence
that may be long-ranged in the presence of external forc-
ing and dissipation is an intriguing problem that calls for
the re-evaluation and extension of established techniques
developed originally for near-equilibrium correlated sys-
tems. In recent years we have seen the further develop-
ment of a number of such powerful computational tech-
niques: exact diagonalization and density matrix renor-
malization group methods [29, 30], nonequilibrium ver-
sions of dynamical mean field theory [31], application
of Bethe ansatz techniques to nonequilibrium quantum
transport in impurity models [32], and various Quantum
Monte Carlo algorithms, among them the continuous-
time Monte Carlo algorithm (again for quantum impu-
rity models) [33][34]. Nonequilibrium quantum dynamics
on the other hand has been a sine qua non of quantum
optics and laser physics. In particular, an arsenal of pow-
erful techniques have been developed in the field of Cav-
ity QED to deal with nonequilibrium dynamics of open
quantum systems [35–40]. Master equation methods,
methods based on Heisenberg-Langevin equations of mo-
tion, and Monte Carlo Wavefunction (MCW) approaches
are by construction ideally suited to study dynamics of
open quantum systems. With the experimental progress
in Cavity QED in atomic, semiconductor and supercon-
ducting circuit systems the attention has recently been
drawn towards exploration of quantum many-body phe-
nomena in extended light-matter systems. In particular
lattices or networks of cavity QED systems [19, 20, 41–
47] present a challenge to established techniques due to
the exponential proliferation of the Hilbert space with
the system size. For one dimensional systems DMRG-
based approaches [48–52] have been extended to study
the dynamics of the density matrix of open quantum sys-
tems, but these rely on reduced dimensionality and cer-
tain constraints in the generation of entanglement during
the evolution of the open system. There is a clear need
for advancing computational approaches that are more
immune to the exponential growth problem and which
scale more favorably with system size. Phase-space rep-
resentations of quantum mechanics possibly offer such an
approach, which we explore in this paper.
Our goal in this paper is to develop a novel stochastic
approach to study the dynamics of driven and dissipative
systems involving spins and bosons, such as cavity QED
systems. We generalize the positive P−representation of
quantum mechanics to model the dynamics of an inter-
connected network of spins and bosons coupled linearly
to bosonic quantum baths. Phase-space representations
have been employed in the past to study purely bosonic
open systems [53, 54], but there is little work on spin
systems and none that we know of for open spin-boson
networks. Barry and Drummond [55] used the positive
P−representation for spins to simulate equilibrium ther-
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2modynamic properties of the quantum Ising model. Ng
and Sørensen [56] used the mapping to Schwinger Bosons
to derive a positive P−representation for a spin 1/2 sys-
tem. Closest to our approach are Refs. [57, 58] which em-
ploy spin coherent states to derive a Fokker-Planck equa-
tion for the Q−function of the single-site Dicke model. In
fact the present work is originally inspired by this work,
to go beyond the Fokker-Planck level (which is numeri-
cally infeasible to solve) and develop a stochastic descrip-
tion, turning a formal identity into a numerical method.
To this end a different representation is needed, as the
Q−function does not possess a positive semi-definite dif-
fusion matrix.
As we will present in some detail, we use a combination
of bosonic and spin coherent states to map a quantum
master equation to a Fokker-Planck equation, and in a
second step, onto a stochastic differential equation which
can be simulated efficiently. Notably, the latter step is
only possible if the corresponding diffusion matrix in the
Fokker-Planck equation is positive semi-definite. This is
guaranteed in the positive P−representation [54, 59, 60].
To evaluate the effectiveness and accuracy of our com-
putational approach, we analyze in detail a two-site sys-
tem - a dimer - each site of which features a photonic
mode coupled to a local spin (this system has been re-
cently studied in a circuit QED setup [1, 61]). We make
a numerical comparison of our approach to the Monte
Carlo Wavefunction technique for spin values accessible
to the latter. We refer to this system as the Dicke dimer
when the spins are taken to be large, a limit which lies
beyond the capability of the Monte Carlo Wavefunction
approach, but as we demonstrate is accessible in this new
approach. We stress that it can be applied to more com-
plicated network geometries.
Our paper is organized as follows: In section II, we
specify the quantum model that we use as an example to
demonstrate our formalism. The first step in our map-
ping, the derivation of a Fokker-Planck equation from a
quantum master equation proceeds via the introduction
of bosonic and spin coherent states, and is presented in
III. In a second step, we map the Fokker-Planck equation
to a stochastic differential equation in section IV. The
method is tested on a physical model in section. V. Fi-
nally, we summarize and discuss our results in section VI.
II. SPIN-BOSON NETWORKS
A broad class of models in quantum optics and quan-
tum information theory falls into the class of the follow-
ing network-type, involving spins and bosons:
Hˆ =
∑
i
Hˆi + Hˆkin,
Hˆkin = −
∑
ij
(J spinij Sˆ
z
i Sˆ
z
j + J
bos
ij (aˆ
†
i aˆj + aˆ
†
j aˆi)) (1)
Parts of the Hamiltonian consists of a sum of local terms,
describing e.g. external magnetic fields, on-site ener-
gies, coherent drives and interactions between bosons and
spins. The kinetic Hamiltonian couples different sites of
the network. A more specific class of models neglects
the coupling of different spins, J spinij = 0 , but still allows
bosons to hop on the network. We also consider a specific
type of on-site interactions:
Hˆ =
∑
i
Hˆi −
∑
ij
Jij(aˆ
†
i aˆj + aˆ
†
j aˆi) , (2)
Hˆi = ωcaˆ
†
i aˆi + ωsSˆ
z
i +
g√
s
(
aˆ†i Sˆ
−
i + aˆiSˆ
+
i
)
+
ifi(aˆi − aˆ†i ) .
For spin 1/2 the single site system is known as the Jaynes-
Cummings model, and it plays a prominent role in cav-
ity and circuit QED systems, but appears also in other
contexts. We consider its generalization to a network,
where the spin sizes are arbitrary. We will refer to this
model as the Dicke network. It is characterized by a
matrix of photon hopping amplitudes Jij , a cavity fre-
quency ωc, a spin frequency ωs, a matter-light coupling of
strength g, and coherent drive amplitudes fi at each site.
Furthermore, the quantum number s specifies the spin
representation. Note that our model does not contain
any counter-rotating terms. Hence, the isolated Dicke
network (fi = 0) conserves the total excitation number∑
i Nˆi+ Sˆ
z
i , where Nˆi denotes the photon number on site
i, and Sˆzi are the corresponding z components of the spin.
Models (1) and (2) are tractable with our approach
that we present in this paper. We focus on the dynamics
of model (2), including possibly a coupling of the system
to a bath. We therefore use the Lindblad master equation
∂tρˆ = L[ρˆ] , (3)
L[ρˆ] = −i[Hˆ, ρˆ] +
∑
i
(Lai [ρˆ] + LSi [ρˆ]) .
Dissipation in this master equation is described by the
Lindblad superoperators for the spins LS and photons
La, describing weak coupling to a bath (we omit the site
indices i to keep the notation simple):
La[ρˆ] = κ
2
(n¯+ 1)
(
2aˆρˆaˆ† − aˆ†aˆρˆ− ρˆaˆ†aˆ) (4)
+
κ
2
n¯
(
2aˆ†ρˆaˆ− aˆaˆ†ρˆ− ρˆaˆaˆ†) ,
LS [ρˆ] = γ
2
(n¯+ 1)
(
2Sˆ−ρˆSˆ+ − Sˆ+Sˆ−ρˆ− ρˆSˆ+Sˆ−
)
(5)
+
γ
2
n¯
(
2Sˆ+ρˆSˆ− − Sˆ−Sˆ+ρˆ− ρˆSˆ−Sˆ+
)
.
Here, the constants κ and γ specify the decay rate of
photons from each cavity, and the spontaneous decay rate
of each spin. n¯ is the number of photons in the thermal
bath and is a measure of temperature (with n¯ = 0 for
zero temperature) [37, 39, 40].
Simulating this master equation numerically becomes
intractable for large photon numbers, spins, and/or large
3networks. As L[ρˆ] is a linear operator on density matri-
ces, the computational complexity grows quadratically in
the Hilbert space dimension, which itself would grow ex-
ponentially with network size. We thus aim for a different
representation of the problem.
III. FOKKER-PLANCK EQUATION
A. Coherent states and the positive
P -representation
In this section we extend the positive P -
representation [37, 39, 40] to situations involving
spin. The positive P -representation makes use of the
basis of coherent states, which for bosons are eigenstates
of the annihilation operator aˆ with eigenvalue α,
|α〉 = e−|α|2/2+αaˆ† |vac〉 , (6)
and |vac〉 denoting the vacuum state for the bosons. The
spin coherent states [62–64] for the spin s representation
of the su(2) spin algebra will be defined as
|z〉 = e
zSˆ+
(1 + |z|2)s |s,−s〉 , (7)
where Sˆ+ is the raising operator the algebra. Both state
labels α and z are complex valued. Note that in our con-
vention, the spin state |z = 0〉 corresponds to the lowest
weight (“spin down”) state. We construct the following
operators:
Λˆa(α, β) =
|α〉〈β∗|
〈β∗|α〉 =
eαaˆ
† |vac〉〈vac|eβaˆ
eαβ
. (8)
We similarly define for the spins
ΛˆS(z, w) =
|z〉〈w∗|
〈w∗|z〉 =
ezSˆ+ |s,−s〉〈s,−s|ewSˆ−
(1 + wz)2s
. (9)
The normalization of ΛˆS comes from the overlap of two
spin coherent states [62–64]. We now introduce a con-
tainer variable for the complex numbers that specify sets
of operators, Λˆa and ΛˆS , for the network:
α = (α1, β1, z1, w1, · · · , αn, βn, zn, wn) . (10)
where n is the size of the network. Combining spin and
bosonic degrees of freedom, we then define the following
operator which acts on the full many-body Hilbert space
of the network:
Λˆ(α) =
∏
i
Λˆa(αi, βi)⊗ ΛˆS(zi, wi) . (11)
The density operator of the system can now be expanded
in our generalized positive P -representation as follows:
ρˆ(t) =
∫
dα P (α, t) Λˆ(α) . (12)
In the above, we defined the integration measure dα =∏
i d
2αi d
2βi d
2zi d
2wi. As can be easily verified, normal-
ordered bosonic operator expectation values in the posi-
tive P -representation are calculated according to
〈aˆi†naˆjm〉 =
∫
dα P (α, t)βni α
m
j (13)
≈ 1
Ns
Ns∑
l=1
βnl,i(t)α
m
l,j(t) (14)
The second line gives an approximation to the expecta-
tion value for the case where only Ns samples αl(t), βl(t),
from the positive P -function are available (in terms of so-
lutions to an equivalent stochastic differential equation to
be derived below). An example of an expectation value
involving spin is given in appendix D.
B. Mapping to a Fokker-Planck equation
Having introduced coherent states and P -functions, it
is worth outlining the general strategy for deriving a
Fokker-Planck equation. Consider a general master equa-
tion of the form
˙ˆρ = L[ρˆ] , (15)
where L is an arbitrary Liouvillian or Lindblad opera-
tor. As we will show in the next paragraph, the previ-
ously introduced operators Λˆ allow us to convert second-
quantized operators into differential ones. As a conse-
quence,
L[Λˆ(α)] = DL(α)Λˆ(α) (16)
where DL(α) is a representation of L in terms of deriva-
tives with respect to α. It turns out that this differential
operator consists only of first and second order deriva-
tives and can therefore be written as (Einstein summa-
tion convention over site indices is implied)
DL(α) = −Ai(α)∂αi +
1
2
Dij(α)∂αi∂αj . (17)
The dependence of the vector A and the matrix D on α
will be determined shortly. Using this relation (without
further specifying DL(α) at this point), we can derive a
Fokker-Planck equation from the Lindblad master equa-
tion as follows. We first note that
L[ρˆ] =
∫
dαP (α, t)L
[
Λˆ(α)
]
(16)
=
∫
dαP (α, t)DLΛˆ(α) .
The derivatives can be transferred from Λˆ to P by partial
integration. We use eq. (17) to find∫
dα ∂tP (α, t)Λˆ(α) = (18)∫
dα Λˆ(α)
(
Ai∂αi +
1
2
Dij∂αi∂αj
)
P (α, t) ,
4from which we conclude that
∂tP (α, t) =
(
Ai∂αi +
1
2
Dij∂αi∂αj
)
P (α, t) . (19)
This is the Fokker-Planck equation. The goal for the re-
mainder of this section is to calculate Ai(α) and Dij(α).
Note that the better known P -representation is simply
obtained from the positive P -representation by substi-
tuting β → α∗, which enforces the variables α and β to
be complex conjugates. In the positive P -representation,
the presence of quantum noise violates this conjugacy
relation; for more details we refer the reader to [37].
Eq. (16) provides a prescription for finding the differen-
tial operatorDL, by evaluating the action of the Lindblad
operator appearing in eq. (3) on Λˆ:
L[Λˆ] = i
∑
ij
Jij [aˆ
†
i aˆj + aˆ
†
j aˆi, Λˆ] (20)
+
∑
i
(
−i[Hˆi, Λˆ] + Lai [Λˆ] + LSi [Λˆ]
)
.
In order to proceed, we need the action of the second-
quantized operators appearing in the Hamiltonian on Λˆ,
(see Ref. [37] for a pedagogical introduction to the posi-
tive P representation). We list and derive those identities
in appendix A. Note that each creation or annihilation
operator corresponds to a first order differential oper-
ator. Commutation relations reflect themselves in the
non-commutativity of these differential operators. Fur-
thermore, the master equation contains only products
up to second order in bosonic creation and annihilation
operators and spin raising and lowering operators. This
guarantees that the resulting partial differential equation
is necessarily of second order in α and first order in time,
and hence of Fokker-Planck type [65].
We first simplify the contributions arising from the lo-
cal Hamiltonians Hˆi (derivations are presented in the ap-
pendices). Note that all complex fields α, β, z, w carry a
site index. In order not to overload the notation at this
point, we omit these indices and instead indicate the site
index on the brackets:
[
Hˆi, Λˆ(α)
]
=[(
ωcα+ f + 2g
√
s
z
1 + wz
)
∂α −
(
ωcβ + f + 2g
√
s
w
1 + wz
)
∂β
+
(
g√
s
(
α− βz2)+ ωsz) ∂z − ( g√
s
(
β − αw2)+ ωsw) ∂w + g√
s
(
w2∂w∂β − z2∂α∂z
) ]
i
Λˆ(α) . (21)
We next compute the kinetic term for the network, being
the only term coupling the different sites:[
(aˆ†i aˆj + aˆ
†
j aˆi), Λˆ(α)
]
= (22)(
αj∂αi + αi∂αj − βj∂βi − βi∂βj
)
Λˆ(α) .
Finally, we calculate the dissipators, starting with the
photons. After a straightforward calculation, making use
of (A1), we find
La[Λˆ(α)] = κ
2
(−α∂α − β∂β + 2n¯ ∂α∂β) Λˆ(α) . (23)
Notably, all second-order derivatives are proportional to
n¯. According to the Feynman-Kac relation, second order
derivatives correspond to noise terms in a stochastic de-
scription. As n¯(T = 0) = 0, there is no quantum noise
associated to cavity loss at zero temperature.
A much longer calculation, shown in the appendix, re-
sults in the following contributions from the spin dissi-
pators:
LS [Λˆ(α)] =
[
− γ
2
(2n¯+ 1)(z2∂2z + w
2∂2w) (24)
+γ
(
n¯+ (n¯+ 1) z2w2
)
∂z∂w
+
(
γ(−z s+ n¯
2
z)∂z + (z ↔ w)
) ]
Λˆ(α) .
The double arrow indicates an identical contribution on
the last line where the roles of z and w are interchanged.
Interestingly, the spin dissipator does contain quantum
noise terms that are present even at zero temperature.
Our goal will be to cleanly separate quantum from clas-
sical dynamics. To this end, we perform a transformation
on the following variables:
α˜ = α
√
s , β˜ = β
√
s , ˜¯n = n¯s , f˜ = f
√
s . (25)
However, in order to keep the notation clean, we omit the
tildes in the remainder of the paper. The third transfor-
mation is needed as photon densities scale as n ∼ αβ.
Intuitively , as the field amplitude gets scaled, the pho-
ton density of the bath and the external drive have to
be scaled up as well (otherwise the bath temperature
5would be effectively lowered). After the transformation,
the Hamiltonian contribution to the Fokker-Planck equa-
tion is independent of s, and hence it has a well-defined
limit for s → ∞. In contrast, the second-order differ-
ential operators that arise due to the interaction g are
proportional to s−1 and therefore vanish in this limit.
This means that quantum noise vanishes in the classical
limit of large spin, as intuition would suggest [57].
C. Drift vector and diffusion matrix
We are now ready to collect all terms and specify the
drift vector A and the diffusion matrix D in the Fokker-
Planck equation (19).
The vector A has 4 complex entries for each network
site. The 4 entries corresponding to site i are given by
A1(α) = i
ωcαi −∑
j 6=i
Jijαj + fi(t) +
2gzi
1 + wizi
− κ
2
αi ,
A2(α) = −i
ωcβi −∑
j 6=i
Jijβ + fi(t) +
2gwi
1 + wizi
− κ
2
βi ,
A3(α) = ig
(
αi − βiz2i
)
+ iωszi − γ
(
1− n¯
2
)
zi , (26)
A4(α) = −ig
(
βi − αiw2i
)− iωswi − γ (1− n¯
2
)
wi .
As we shall explain below in more detail, these are the
right hand sides of the classical equations of motion for
the variables αi, βi, zi and wi, respectively.
We now move on to the diffusion matrix D. Note that
it is block-diagonal in the space of network sites; therefore
we will focus on a single site, omitting the site indices.
For later convenience, we will separate it in the following
way
D = D(1) +D(2) +D(3) (27)
=
(
Dκ 0
0 0
)
+
(
0 Dg
Dg 0
)
+
(
0 0
0 Dγ
)
.
The non-zero entries are themselves 2× 2 matrices
Dκ = n¯ κ
(
0 1
1 0
)
, (28)
Dg =
ig
s
(−z2 0
0 w2
)
,
Dγ = γ
(
(2n¯+ 1)z2 n¯+ (n¯+ 1)z2w2
n¯+ (n¯+ 1)z2w2 (2n¯+ 1)w2
)
.
These matrices are proportional to the parameters κ, g
and γ, respectively, indicating three distinct sources of
noise, namely a quantum noise contribution due to g, a
purely thermal noise arising from κn¯, and a noise con-
tribution from the spin, associated with the spontaneous
emission at rate γ. In contrast to the other noise contri-
butions, D(2) couples the photon and spin sectors. Also
note that it is proportional to 1/s, and hence vanishes in
the classical limit.
IV. STOCHASTIC DIFFERENTIAL
EQUATIONS
In order for our approach to provide an efficient ba-
sis for numerical simulation, we furthermore map the
Fokker-Planck equation we have derived onto a set of
stochastic differential equations. A necessary require-
ment for this step to be possible is that the diffusion
matrix be positive semi-definite. If this requirement is
not met, then the diffusion matrix possesses contract-
ing directions, and it is impossible to model contracting
densities in terms of random walks. This requirement
is precisely why we have chosen to work in the positive
P -representation, as then the positivity of the diffusion
matrix is assured [37, 39, 40].
It follows from the standard theory of stochastic calcu-
lus [39, 40] that the Ito stochastic differential equations
equivalent to the Fokker-Planck equations (19) are given
by
dα = A(α)dt+ dξ(α, t) (29)
〈dξµ(t)dξν(t′)〉 = Dµν(α)δtt′ dt (30)
Hence, the deterministic evolution is described by the
drift vector A, while the equal-time correlator of the noise
in the four dimensional complex space is given by the
diffusion matrix. We are now faced with the challenge of
designing a noise such it satisfies this requirement. For
the following discussion, we focus on a single network site
and omit the site index (the diffusion matrix is block-
diagonal). An obvious way of creating such a noise term
would be to define
dξ(α, t) = B(α, t) dW (t) ,
D(α) = B(α, t)B(α, t)T ,
〈dW (t)dWT (t′)〉 = δtt′dt 14 , (31)
where 14 is the four dimensional identity matrix. The
noise is thus decomposed into the product of B(α, t) (the
matrix square root of D), with dW , a four dimensional
vector of independent Wiener increments. However, as D
is a complex 4×4 (or real 8×8) matrix for each network
site, determining this matrix decomposition numerically
at each infinitesimal time step would be computationally
demanding.
Fortunately, we can use a trick to circumvent the need
to perform such a time-dependent factorization, making
the numerical algorithms more efficient, by using the ex-
plicit decomposition of D given in eq. (27). In the fol-
lowing, we will construct three infinitesimal noise vectors
dξ1(t), dξ2(t), and dξ3(t), which are taken to be mutually
uncorrelated, and which satisfy for each i = 1, 2, 3 (no
summation over i)
〈dξµi (t)dξνi (t′)〉 = D(i)µν(α)δtt′ dt , (32)
with the individual D(i) given in eq. (27). We then define
the total noise
dξ(t) = dξ1(t) + dξ2(t) + dξ3(t) . (33)
6As the dξi are mutually uncorrelated, it follows that
〈dξµ(t)dξν(t′)〉 =
3∑
i=1
〈dξµi (t)dξνi (t′)〉 (34)
= Dµνδtt′ dt ,
after using (27) and (32). Consequently we have suc-
ceeded in generating a random noise vector with the de-
sired correlator (30). It remains still to show how to con-
struct the individual dξi’s. This is, however, easy. For
this purpose, we construct the matrix square roots B(i)
for the matrices D(i) such that D(i) = B(i)B(i),T . Due
the structural simplicity of the matrices D(i) we find the
analytic solutions
B(1) =
√
κn¯
1√
2
1 i 0 01 −i 0 00 0 0 0
0 0 0 0
 , (35)
B(2) =
√
ig
s
1√
2
 1 1 0 00 0 1 −1−1 1 0 0
0 0 1 1

z 0 0 00 iz 0 00 0 w 0
0 0 0 iw
 .
A similar analytic formula for B(3) can be obtained from
diagonalizing a 2× 2 matrix, but in the following we will
set the spontaneous emission rate γ to zero, and so have
no need for it. We now define
dξi(t) = B
(i)dW i(t) (i = 1, 2, 3) , (36)
with each dW i(t) being a four dimensional vector of inde-
pendent Wiener increments. It follows that the individ-
ual noises dξi have the correlators (32). This concludes
our construction of the correlated noise.
We note here that our noise vector can be multiplied
from the right by any complex orthogonal matrix, and
would still satisfy eq. (30). This observation is a realiza-
tion of the stochastic gauge degree of freedom [56, 66].
V. NUMERICAL SIMULATIONS
Nonequilibrium Dicke-dimer
We shall now apply our stochastic formalism to a phys-
ical test case, one involving strong spin-photon interac-
tions, and which has an additional spatial degree of free-
dom involving a kinetic energy term. For simplicity we
will focus on the dynamics of two coupled cavities (a
dimer), each of which contains a spin coupled to a sin-
gle photonic mode. In circuit Quantum Electrodynamics
(circuit QED), each site would be realized in terms of
a microwave field, coupled to a superconducting qubit,
with the sites capacitively coupled to allow photon hop-
ping. As the qubit can be interpreted as a spin s = 1/2,
each cavity is described by a Jaynes-Cummings model.
A dimer of such cavities has recently been studied in an
experiment [1]. We consider a broader class of similar
systems, allowing for arbitrary spin s. In particular, we
are interested in the scaling limit of large spin and pho-
ton numbers and in the quantum to classical crossover.
A corresponding dimer could e.g. be realized by using
many qubits per cavity that are all coupled to the same
photonic mode.
To begin with, let us briefly review the main experi-
mental findings. In the experiment, one of the two cav-
ities (cavity 1, which we will take to be the left cavity)
is initially populated with many photons. The system
is undriven and is let to evolve in time. As both cavi-
ties are dissipative (with photon loss rate κ), the pho-
ton number decreases monotonically with time. The fol-
lowing physics is observed in the experiment. At large
photon numbers, photons are observed to undergo lin-
ear periodic oscillations between the two cavities, while
simultaneously exponentially decaying to the outside en-
vironment. However, as the photon number drops below
a certain critical threshold, the oscillations are seen to
cease as the system enters a macroscopic quantum self-
trapped state (for details please refer to [1]).
A qualitative explanation of the physics is as follows:
There are two competing time scales for the dimer when
observing the homodyne signal (equivalently, there is a
competition between the on-site interaction energy, with
scale set by the cavity-spin coupling g, and the kinetic
energy, dictated by the hopping rate J). The Josephson
oscillations occur with period tJ = 1/2J when the pho-
ton number is above the critical threshold and the system
is in the delocalized phase. The second time scale is the
collapse and revival period associated with the single site
Jaynes-Cummings physics, the relevant time scale when
the system has localized and the tunneling disappears,
wherein the two sites are effectively decoupled. The lo-
calization transition is predicted to occur when these two
time scales become comparable. This matching argument
has been supported by extensive numerical simulations
for the spin 1/2 dimer using Monte Carlo Wavefunction
simulations [1].
We would like to analyze the quantum transition in
the well-controlled semiclassical limit of large spin, going
beyond the classical solution and taking into account the
impact of quantum fluctuations, as well as the effect of
thermal noise. We will also give a theoretical explanation
for the super-exponential decay of the homodyne signal
that has been observed in [1].
We test our method on the example of a dissipative
Dicke dimer. We are interested in two cases. First, we
study the undriven lossy dimer, inspired by the experi-
ment, where we prepare an initial state with a fixed num-
ber of photons in the left cavity and study the dynamics.
Second, we study the corresponding driven system. Here,
we are mainly interested in the behavior of the tunnel-
ing current between the two sites, in steady state. As
we show, the driven system displays a dynamic quantum
phase transition visible in the inter-cavity current upon
varying the interaction strength.
7FIG. 1. Deterministic semiclassical equations, corresponding
to the scaling limit s =∞ with n¯ = 0 (no thermal noise). The
plot shows the numbers of photons in the first (bold, red) and
second (thin, black) cavity, respectively.
A. Undriven dissipative Dicke dimer
Zero temperature, infinite spin. We begin by
modeling the classical dynamics of the dissipative Dicke
dimer at T = 0. Zero temperature (n¯ = 0) in combina-
tion with infinite spin implies that all noise terms van-
ish. The equations (29) are then completely determinis-
tic, and the positive P -representation becomes equivalent
to the standard P -representation, allowing for an alterna-
tive representation of the stochastic differential equations
in terms of the compact angular variables. We have found
the corresponding equations (F2) to be more stable at
long times in this new representation. Simulation results
for a decaying dimer are presented in figure 1. We ob-
serve a self-trapping transition setting in at a critical pho-
ton number, below which the oscillations die out rapidly.
The dynamic equations in this limit are equivalent to the
classical Maxwell-Bloch equations that have been studied
earlier in this setup [1, 61], but whose derivation requires
the uncontrolled assumption of the factorization of op-
erator expectation values, whereas our deviation is fully
controlled in the scaling limit.
Finite temperature, infinite spin. Next, we ex-
plore the impact of thermal noise. To this end, we set n¯
to a finite, positive value, simulating the coupling to an
external photon bath with mean occupation n¯.
The fact that we have taken the spin s → ∞ and the
qubit relaxation rate γ → 0 implies that the only re-
maining noise term in eqs. (35,36) is ξ1(t), correspond-
ing to the matrix B(1). This matrix has an interesting
symmetry property: when multiplying on the right any
real vector, the resulting complex vector has just two en-
tries which are always complex conjugates. As a conse-
quence, the random thermal noise acting on the variables
FIG. 2. Finite temperature, classical simulations for the self-
trapping transition (infinite spin). We averaged over 10,000
stochastic trajectories. The plot shows particle number (red)
and homodyne signal (blue). At the transition, the homodyne
signal decays super-exponentially.
α and β preserves this conjugacy. The drift equations
share the same property, and preserve conjugacy, namely
A1(α) = A
∗
2(β) for β = α
∗, where ∗ denotes complex con-
jugation. It follows that α(t) = β∗(t) for all times and
all stochastic trajectories. This mirrors the fact that the
positive P -representation is equivalent to the ordinary
P -representation in the absence of interaction induced
(quantum) noise.
Physically, coupling a thermal bath to our decaying
cavity will induce two things: first, coherence will be de-
stroyed over time, and second, the system’s equilibrium
state (at least for small g) will not be the vacuum state
but rather an incoherent photon state at mean photon
number n¯. To illustrate the loss of coherence, we cal-
culated the homodyne signal h = 〈Iˆ〉2 + 〈Qˆ〉2, where
the quadratures are defined in terms of the creation and
annihilation operators as Iˆ = (1/2)(aˆ + aˆ†) and Qˆ =
(i/2)(aˆ† − aˆ). This quantity was experimentally mea-
sured in Ref. [1] in the closely related setup of a decaying
Jaynes-Cummings dimer, i.e. for s = 1/2. Note that
for a perfectly coherent system where 〈aˆ†aˆ〉 = 〈aˆ†〉〈aˆ〉,
the homodyne signal measures the photon number. In
the presence of some incoherence, however, it drops be-
low the photon number. In Ref. [1], the homodyne sig-
nal was seen to decay super-exponentially close to the
self-trapping transition. Our simulations show a qual-
itatively similar behavior in figure 2, where the homo-
dyne signal (but not the photon number) is seen to decay
super-exponentially. In the experiment, individual pho-
tons escape according to a Poisson process. For each sin-
gle trajectory in the ensemble average, the photon num-
ber drops below the critical threshold at a random time,
the initial photon number determining the average time
at which this occurs. On approaching the transition, the
8FIG. 3. Single stochastic trajectories for finite spin. Large
spins (here s = 106) allow us to simulate for long times and
thus follow the dynamics into self-trapping in the quantum
regime (it is important to note, however, that we are here
only showing a single trajectory, not an ensemble average).
The upper panel shows the photon numbers in the left (red
crosses) and right (blue dots) cavities, respectively. The high
frequency oscillations are Rabi oscillations, whose frequency
depend on the photon number. They are also apparent in the
lower panel, showing the z-components of the two spins (same
color coding). We also present the system’s total excitation
number 〈Nˆ1+Nˆ2+Sˆz1+Sˆz2 〉 (black dashed line in upper panel),
which is a constant of motion for the closed system, but here
slowly and smoothly decays due to the cavity loss. Jumps in
this line indicate the breakdown of numerical reliability, here
at t = 4.3.
oscillations become highly nonlinear, with a diverging pe-
riod (critical slowing down) [61]. This results in a dephas-
ing of the different trials within an ensemble. Therefore
averages of the homodyne signal die out faster than ex-
ponentially. Hence, the quantum localization transition
in [1] possesses a classical analogue at large spin.
Finite spin In contrast to the semiclassical limit of
infinite spin, finite spin simulations require the full ma-
chinery of the positive P -representation. In particular,
the emergent quantum noise at finite spin violates the
conjugacy relation between α and β (and also z and w).
Hence, all four complex coordinates evolve according to
their individual dynamics, and all are subject to individ-
ual (yet correlated) sources of noise. This fact has coun-
terintuitive consequences. Let us consider for example
of the photon density in a given cavity. An individual
stochastic trajectory in the P -representation necessar-
ily has positive photon numbers n ∼ α(t)α∗(t) ∈ R+.
In positive P -representation, individual runs have gen-
erally complex contributions n ∼ α(t)β(t) ∈ C. It
is therefore important to keep in mind that only aver-
aged quantities have a physical meaning. Similarly, the
z−component of the spins in the P -representation are
given by Sˆz ∼ 1−zz∗1+zz∗ ∈ [−1, 1]. In contrast, the corre-
sponding contribution in positive P -representation reads
Sˆz ∼ 1−zw1+zw ∈ C. This behavior is seen for example in
the lower panel of figure (3), which shows the real part of
this expression for a single stochastic run. Note that the
averaged rescaled z-components of the spins are always
between −1 and 1.
Studying the lossy cavity, we are faced with typical
problems that arise in positive P -representation simula-
tions: individual stochastic trajectories show “spikes”, as
is apparent in figure (3). Such spikes are a well-known
problem in the context of positive P -representation sim-
ulations [37, 56, 66]. They indicate that the underlying
P -function is heavy-tailed. When the tails become so
heavy that the second moment diverges, stochastic av-
eraging fails to converge beyond the time where spikes
proliferate. We analyze the spike statistics in the next
section. In extreme cases, the positive P -function can
even have non-vanishing mass at infinity, spoiling our
derivation of the Fokker-Planck equation, which relied on
a partial integration and the dropping of surface terms.
In some cases, however, single trajectories can already
predict much of the physics. In figure 3, we show such
a characteristic stochastic trajectory. We see the onset
of self-trapping before the simulations break down. The
dashed black curve in figure 3 shows the sum of both
z-components of the two spins plus the total number of
photons in the two cavities. For the isolated system, this
is a conserved quantity, while for the open system this
quantity is expected to smoothly decay. This is indeed
what can be extracted from the plot, and as long as the
dashed black curve is continuous and smooth, the nu-
merical simulations can be trusted. It is interesting to
see from this plot that for some time before the simula-
tions break down, single stochastic trajectories undergo
Rabi oscillations with the spin amplitude exceeding the
classical allowed bound. This is a clear signature of the
simulations entering the quantum regime. It was not
possible for these parameters to carry out an ensemble
average for long times without truncating divergent tra-
jectories. We next consider a driven version of this sys-
tem, which we can place into a steady state, ameliorating
such problems and demonstrating the power of the posi-
tive P -simulations.
B. Driven dissipative Dicke dimer
Having studied a strongly interacting quantum system
weakly coupled to the environment, we now study the
case of a strongly driven, dissipative system. As we shall
see, strong drive and dissipation will help to stabilize
the positive P -representation simulations. In the steady
state of a driven system, autocorrelations quickly decay
in time, and the spikes are damped before having the
9opportunity to grow. As the system will relax into a
steady state, we are able to simulate long times and even
small spins.
We consider two coupled cavities each supporting an
atom with spin s. However, instead of filling the system
initially with photons and letting them decay over time,
here we start with the cavities in the vacuum state and
coherently drive the left cavity, such that a steady state
emerges. We choose a hopping rate J = 1 (the other
parameters are measured relative to J), κ = 20 for both
cavities, and set a coherent drive with amplitude f =
100/
√
2. In the absence of the second cavity, and for
g = 0, this would lead to a steady state photon number
of 50. We vary the interaction strength g from 0 to 10.
Our observable is the photon current.
Non-interacting limit For g = 0, the stochastic
equations become deterministic and reduce to (α’s are
the expectation values of the annihilation operators in a
coherent state)
α˙1 = iJα2 − κα1/2 + f , (37)
α˙2 = iJα1 − κα2/2 .
While an analytic time-dependent solution exists, even
more straightforwardly the steady state values can be
derived by setting the time derivatives to zero, yielding
j =
16κf2J2
(κ2 + 4J2)2
≈ 9.803 J. (38)
We will use this result as a reference. In the following we
will consider the regime of finite g and s.
FIG. 4. Classical, time-dependent current for s = ∞ and
different values of g. Below the critical value of about gc ≈ 7J ,
the current oscillates around its positive mean value. Above
gc, the current drops to zero. Quantum effects due to finite
s average out of these persistent oscillations and smooth the
transition to a crossover, see also figures 6 and 5.
Classical simulations, finite coupling g In the
limit of infinite spin, we simulated the deterministic equa-
tions numerically. Figure 4 shows the time-dependent
currents for different values of g. Below a critical value
of gc ≈ 7J , the current is seen to oscillate around a pos-
itive mean value. Note that the current never changes
sign. Above gc, the current vanishes. This delocalization-
localization transition is what we want to simulate for
finite spin, using the positive P -representation.
FIG. 5. Steady state currents j as a function of the interaction
strength g. Each data point results from an ensemble average
over 6, 000 stochastic trajectories and a subsequent time aver-
age. While a sharp transition in the current is seen at infinite
spin, finite values of s turn this transition into a crossover.
Deviations between MCW and PP simulations grow close to
the transition for s = 1. As the sampling error shrinks with
larger spin size, we would expect better agreement for larger
spins, which we cannot test due to the Hilbert space dimen-
sionality constraints of MCW.
Quantum simulations To study the behavior of
the asymmetrically driven cavity in the quantum regime,
we use the positive P -representation, scanning through
all orders of magnitude of the spin s in a range from 1
to 10, 000. We find that in the quantum case (finite s),
the currents saturate to steady state values that strongly
depend on g. A strict phase transition only exists for
s = ∞, but for large spins, the current is strongly sup-
pressed above gc. This behavior is summarized in fig-
ure 5. Here, the time averaged current is plotted as a
function of g for various spin sizes. Note that close to
the transition, the statistical error grows as the system
becomes unstable due to the emergence of spikes. Even
for the case of s = 1, a strong nonlinear dependence of
the intercavity current on the interaction strength g is
seen. This effect should be measurable in a circuit QED
experiment.
We also compared our method against a numerical
simulation based on the Monte Carlo Wavefunction al-
gorithm (MCW) [1, 38]. This is an alternative approach
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FIG. 6. Photon currents for spin s = 1 (quantum case).
We compare positive P simulations (PP, averaged over 10000
trajectories) agains the Monte Carlo Wavefunction approach
(MCW, averaged over 100 trajectories). A possible explana-
tion for the systematic discrepancies at large g is the fact that
the photon currents show large statistical fluctuations in this
regime that lead to negative photon currents for individual
trajectories, see also figure 7.
based on an unraveling of the master equation, which al-
lows one to simulate reasonable sized systems (the prob-
lem of an exponentially growing Hilbert space dimen-
sion still exists in this approach). Figure 6 shows the
outcome of a comparison of both methods. In this fig-
ure, we plot the dynamics of the photon current as a
function of time, starting with a “spin down” state and
an empty dimer. The common parameters chosen are
J = 1, κ = 20, f1 = 100/
√
2, f2 = 0, and we varied g and
s. We find good agreement in the time-dependent par-
ticle current for values of g that are below the classical
critical value of gc ≈ 7J . For larger values of g, small dis-
crepancies appear. A possible explanation for this is the
fact that deep in the quantum regime, individual stochas-
tic trajectories may have negative particle numbers and
negative currents. This behavior is also shown in the
histogram figure 7, which, at a given time t, counts the
number of cases where the particle current is found at a
given value. Upon normalization, this can be interpreted
as a probability distribution for the current. So long as
most of the mass sits in the positive range, positive P
simulations and MCW simulations agree reasonably well
(here for g = J). If much of the probability mass is in
the forbidden region of negative currents, deviations be-
come stronger and the positive P simulations lose their
validity.
A further comparison was carried out for the spin dy-
namics of the right and left cavity, as shown in figure 8,
where also good agreement between positive P stochastic
simulations and MCW is obtained. While the undriven
cavity saturates at a negative value for the z component
FIG. 7. Probability histogram of finding the current j at a
random time t to be X for a stochastic trajectory in steady
state (log-scale). The blue histogram in the foreground shows
g = 1, where the stochastic fluctuations are much smaller
than for g = 7 (background, red). Note that negative currents
(flowing from the undriven, lossy cavity to the driven cavity)
are unphysical, as are negative photon densities. When the
statistical weight of such contributions is too large, the sim-
ulations lose their predictive power. The inset contains the
same quantities presented on a non-logarithmic scale, show-
ing that the majority of trajectories have positive currents for
g = 1, but less so for g = 7.
of the spin, the driven cavity has an Sz component that
averages to zero. This can be understood as individual
stochastic trajectories undergoing Rabi oscillations with
different relative phases, which averages out the z com-
ponent of the spin in the driven cavity.
This concludes our first application of the generalized
positive P -representation as a numerical tool for studying
spin-boson systems.
VI. SUMMARY AND CONCLUSIONS
We derived stochastic differential equations to model
the nonequilibrium dynamics of systems involving bosons
and quantum spins. Our approach is based on a general-
ization of the positive P -representation using spin coher-
ent states. This allows us to map a large class of Lindblad
master equations onto Fokker-Planck equations, follow-
ing in a second step to a set of stochastic differential
equations. Our approach can be applied to a variety of
systems, including large networks.
Regarding computational efficiency, our approach
scales linearly (instead of exponentially) with the num-
ber of network sites for nearest-neighbor couplings, and
quadratically otherwise. We also note that, in particular
for problems involving coherent photons, we arrive at a
much lower dimensional representation than in the usual
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FIG. 8. Spin dynamics of the driven dimer, comparing pos-
itive P simulations (PP, averaged over 10000 trajectories)
against the Monte Carlo Wavefunction approach (MCW, av-
eraged over 100 trajectories). The z components of the spins
in the left (driven) cavity and in the right (undriven) cavity
are shown as a function of time (g = 7J, s = 1). Note that
the photon number in the undriven cavity is small, as the
cavity loss rate κ exceeds the incoming photon flow. Hence,
the corresponding spin excitation is small. In contrast, Sz in
the left cavity averages to zero due to rapid Rabi oscillations
with the photon mode.
Fock state representation.
We also modeled a dimer, each component consist-
ing of a cavity coupled to a spin (of various sizes),
as a simple example. Individual stochastic trajectories
were found to display heavy-tailed fluctuations, the so-
called spikes. Drive and dissipation reduce these fluc-
tuations and bound the sampling variances. We com-
pared our approach against the Monte Carlo Wavefunc-
tion method [38], and found good agreement. For the
undriven, dissipative dimer, we were able to qualitatively
reproduce the super-exponential decay of the homodyne
signal that has been observed in a recent circuit QED ex-
periment [1]. We also studied the corresponding driven
system where we predicted a new phase transition in the
inter-cavity current as a function of the on-site interac-
tion strength.
We plan to study larger systems than the dimer, i.e.
large networks of cavities and spins. For these systems,
our method will compete very well with other existing
methods due to the favorable scaling properties of our
approach.
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Appendix A: Derivation of differential operator
correspondences
In this section, we present and derive the correspon-
dence between second-quantized operators and differen-
tial operators that allowed us to derive the Fokker-Planck
equation from the master equation. First, we use the fol-
lowing bosonic identities:
aˆΛˆ = αΛˆ , (A1)
Λˆaˆ = (∂β + α) Λˆ ,
aˆ†Λˆ = (∂α + β) Λˆ ,
Λˆaˆ† = βΛˆ .
Those identities are well-known and can be verified easily,
see also Ref. [37]. We likewise use expressions for the spin
operators (proofs will be given below):
Sˆ+Λˆ =
(
∂z +
2sw
1 + wz
)
Λˆ , (A2)
ΛˆSˆ+ =
(
−w2∂w + 2sw
1 + wz
)
Λˆ ,
Sˆ−Λˆ =
(
−z2∂z + 2sz
1 + wz
)
Λˆ ,
ΛˆSˆ− =
(
∂w +
2sz
1 + wz
)
Λˆ ,
SˆzΛˆ =
(
z∂z − s1− wz
1 + wz
)
Λˆ ,
ΛˆSˆz =
(
w∂w − s1− wz
1 + wz
)
Λˆ .
Those identities are very similar to the identities used
in Ref. [57, 58] for the Q−representation, but due to the
doubling of degrees of freedom involved in the positive P -
representation, the equations derived below slightly de-
viate from the latter ones. Also note that we use a differ-
ent definition of the spin coherent states than in [57, 58],
namely such that z = 0 corresponds to a lowest weight
state (“spin down”) instead of a highest weight state
(“spin up”). This leads to a more natural representa-
tion of the spin dissipators and the ground state (empty
cavity without spin excitation).
First, we derive the spin identities presented previously
in eq. (A2). We begin with
Sˆ+Λˆ ∝ Sˆ+ezSˆ+ |s,−s〉 = ∂zezSˆ+ |s,−s〉 ,
where we did not yet respect the norm of Λˆ. Taking the
latter into account yields the first identity in eq. (A2):
Sˆ+Λˆ =
(
∂z + 2s
w
1 + wz
)
Λˆ . (A3)
Deriving the second identity requires more work. We
start with
Sˆ−ezSˆ+ |s,−s〉 = [Sˆ−, ezSˆ+ ]|s,−s〉+ ezSˆ+ Sˆ−|s,−s〉 .
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The second term vanishes since the lowering operator an-
nihilates the minimum weight states. The exponential in
the first term can be written as a taylor series, with terms
of the following type:
[
Sˆ−, (Sˆ+)n
]
|s,−s〉 =
n−1∑
l=0
(Sˆ+)
l [Sˆ−, Sˆ+]︸ ︷︷ ︸
=−2Sˆz
(Sˆ+)
n−l−1|s,−s〉 =
n−1∑
l=0
(Sˆ+)
l2 (−s+ (n− l − 1)) (Sˆ+)n−l−1|s,−s〉
= (Sˆ+)
n−1 (2ns− n(n− 1)) |s,−s〉 . (A4)
Hence,
[Sˆ−, ezSˆ+ ]|s,−s〉 =
∞∑
n=0
zn
n!
[Sˆ−, (Sˆ+)n]|s,−s〉 =
(
2s
∞∑
n=1
n
zn
n!
(Sˆ+)
n−1 −
∞∑
n=1
zn
n!
n(n− 1)(Sˆ+)n−1
)
|s,−s〉
=
(
2zs
∞∑
n=0
n
zn
n!
(Sˆ+)
n − z2∂z
∞∑
n=0
zn
n!
(Sˆ+)
n
)
|s,−s〉
= (−z2∂z + 2zs) ezSˆ+ |s,−s〉 . (A5)
Again, taking derivatives with respect to the normaliza-
tion into account yields
Sˆ−Λˆ =
[
−z2∂z + 2zs+
(
z2∂z
1
(1 + wz)2s
)
(1 + wz)2s
]
Λˆ
=
(
−z2∂z + 2sz + z
2w
1 + wz
− 2s z
2w
1 + wz
)
Λˆ
=
(
−z2∂z + 2s z
1 + wz
)
Λˆ. (A6)
For the third equation in Eq. (??), we start with
Sˆze
zSˆ+ |s,−s〉 =
∞∑
n=0
zn
n!
Sˆz(Sˆ+)
n|s,−s〉 (A7)
=
∞∑
n=0
zn
n!
(−s+ n)(Sˆ+)n|s,−s〉
= (z∂z − s)ezSˆ+ |s,−s〉.
As before, taking the derivatives on the normalization
into account yields
SˆzΛˆ =
(
z∂z − s1− wz
1 + wz
)
Λˆ. (A8)
In order to derive the fourth, fifth and sixth identity in
Eq. (??), we use
ΛˆSˆ+ =
(
Sˆ−Λˆ†
)†
=
(
−w2∂w + 2s w
1 + wz
)
Λˆ
ΛˆSˆ− =
(
Sˆ+Λˆ
†
)†
=
(
∂w + 2s
z
1 + wz
)
Λˆ
ΛˆSˆz =
(
SˆzΛˆ
†
)†
=
(
w∂w − s1− wz
1 + wz
)
Λˆ.
This concludes the proof of Eq. (??).
Appendix B: Fokker Planck equation I
(Hamiltonian contribution)
We are now going to derive the Fokker-Planck equa-
tion term by term, starting from the Hamiltonian contri-
butions. First, consider the interaction Hamiltonian.
15
[aˆ†Sˆ−, Λˆ] =
[
(∂α + β)(−z2∂z + 2s z
1 + wz
)− β(∂w + 2s z
1 + wz
)
]
Λˆ =
(
−z2∂α∂z + 2s z
1 + wz
∂α − β∂w − z2β∂z
)
Λˆ,[
aˆSˆ+, Λˆ
]
=
[
α(∂z + 2s
w
1 + wz
)− (∂β + α)(−w2∂w + 2s w
1 + wz
)
]
Λˆ =
(
w2∂β∂w − 2s w
1 + wz
∂β + α∂z + αw
2∂w
)
Λˆ,
=⇒
[
aˆ†Sˆ− + aˆSˆ+, Λˆ
]
=
[
(w2∂w∂β − z2∂α∂z) + (α− βz2)∂z − (β − αw2)∂w + 2s 1
1 + wz
(z∂α − w∂β)
]
Λˆ.
(B1)
The operators associated with the cavity frequency map
according to
[aˆ†aˆ, Λˆ] = [(∂α + β)α− (∂β + α)β]Λˆ
= [α∂α − β∂β ]Λˆ. (B2)
The spin frequency term yields[
Sˆz, Λˆ
]
= [(z∂z − s1− wz
1 + wz
)− w∂w + s1− wz
1 + wz
)]Λˆ
= (z∂z − w∂w)Λˆ. (B3)
Operators associated with a coherent drive result in[
aˆ† − aˆ, Λˆ
]
= [(∂α + β − α)− (∂β + β − α)]Λˆ
= (∂α − ∂β)Λˆ. (B4)
The kinetic energy term results in
− iJij [(aˆ†i aˆj + aˆ†j aˆi), Λˆ] = −iJij [(∂αi + βi)αj + (∂αj + βj)αi
−(∂βj + αj)βi − (∂βi + αi)βj ]Λˆ
= [−iJijαj∂αi − iJijαi∂αj
+iJijβj∂βi + iJijβi∂βj ]Λˆ. (B5)
This concludes the Hamiltonian contributions to the
Fokker-Planck equation.
Appendix C: Fokker Planck equation II
(dissipators)
a. Photon dissipators First, we will calculate the
dissipators of the photon fields, which are given by
Laout[Λˆ] =
κ
2
(n¯+ 1)
(
2aˆΛˆaˆ† − aˆ†aˆΛˆ− Λˆaˆ†aˆ
)
(C1)
=
κ
2
(n¯+ 1) [2αβ − α(∂α + β)− β(∂β + α)] Λˆ
=
κ
2
(n¯+ 1) [−α∂α − β∂β ] Λˆ.
Similarly, we find for the ingoing term,
Laout[Λˆ] (C2)
=
κ
2
n¯
(
2aˆ†Λˆaˆ− aˆaˆ†Λˆ− Λˆaˆaˆ†
)
=
κ
2
n¯ [2(∂α + β)(∂β + α)− (∂α + β) · α− (∂β + α) · β] Λˆ
=
κ
2
n¯ [2∂α∂β + 2β∂β + 2∂α · α− ∂α · α− ∂β · β] Λˆ
=
κ
2
n¯ [2∂α∂β + β∂β + α∂α] Λˆ.
Hence,
La[Λˆ] = Laout[Λˆ] + Lain[Λˆ] (C3)
=
κ
2
(−α∂α − β∂β) + 2n¯ ∂α∂β)Λˆ.
Interestingly, note that there is no noise term for n¯ = 0.
In the positive P -representation at zero temperature, all
noise comes from quantum fluctuations, and its strength
depends on g as opposed to κ.
b. Spin dissipators In contrast to the dissipators
for the photon field, calculating the spin dissipators,
Eq. (??), is much more work. Again, we distinguish be-
tween “in” dissipators (existing only at finite tempera-
ture), and “out” dissipators. Let us calculate them term
by term, using Eq. (??):
LSout[Λˆ]
=
γ
2
(n¯+ 1)
(
2Sˆ−ΛˆSˆ+ − Sˆ+Sˆ−Λˆ− ΛˆSˆ+Sˆ−
)
=
γ
2
(n¯+ 1)
[
2(−z2∂z + 2s z
1 + wz
)(−w2∂w + 2s w
1 + wz
)
−(−z2∂z + 2s z
1 + wz
)(∂z + 2s
w
1 + wz
)
− (−w2∂w + 2s w
1 + wz
)(∂w + 2s
z
1 + wz
)
]
Λˆ. (C4)
Denoting Lindblad terms containing first and second or-
der differential operators as LS (1)out and LS (2)out , respec-
tively, we find
LS (2)out =
γ
2
(n¯+ 1)
[
2z2w2∂z∂w + z
2∂2z + w
2∂2w
]
Λˆ,
LS (1)out =
γ
2
(n¯+ 1)
[
−2z2∂z · 2s w
1 + wz
− 4s z
1 + wz
w2∂w
+z2∂z · 2s w
1 + wz
− 2s z
1 + wz
∂z
+ w2∂w · 2s z
1 + wz
− 2s w
1 + wz
∂w
]
Λˆ. (C5)
Using the identity ∂z ·2s w1+w = 2s w1+w∂z−2s w
2
(1+w)2 (and
the same identity for z and w interchanged) results in
LS (1)out = −
γ
2
(n¯+ 1)2s
[
z + z2w
1 + wz
∂z +
w + w2z
1 + wz
∂w
]
Λˆ
= −γ
2
(n¯+ 1)2s(z∂z + w∂w). (C6)
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Now, let’s consider the “in” term,
LSin[Λˆ] =
γ
2
n¯
(
2S + ΛˆSˆ− − Sˆ−Sˆ+Λˆ− ΛˆSˆ−Sˆ+
)
(C7)
=
γ
2
n¯
[
2(∂z + 2s
w
1 + wz
)(∂w + 2s
z
1 + wz
)
−(∂z + 2s w
1 + wz
)(−z2∂z + 2s z
1 + wz
)
− (∂w + 2s z
1 + wz
)(−w2∂w + 2s w
1 + wz
)
]
Λˆ.
Again, collecting second and first order differential op-
erators, and doing a similar calculation as above for the
latter results in
LS (2)in =
γ
2
n¯
[
∂z∂w + z
2∂2z + w
2∂2w
]
Λˆ, (C8)
LS (1)in =
γ
2
n¯ [2(s+ 1)z∂z + 2(s+ 1)w∂w] Λˆ.
The full Lindblad dissipators, containing first and second
order differentials, result as a sum ingoing and outgoing
terms,
LS (2) =
[
−γ
2
(2n¯+ 1)(z2∂2z + w
2∂2w)
+ γ(n¯+ (n¯+ 1)z2w2)∂z∂w
]
Λˆ,
LS (1) =
[
−γ(n¯+ 1)
2
2s(z∂z + w∂w)
γn¯
2
(2s+ 1)(z∂z + w∂w)
]
Λˆ
=
[
γ(−(n¯+ 1)sz + n¯2s+ 1
2
z)∂z + (z ↔ w)
]
Λˆ.
Appendix D: Operator expectation values
We already indicated that the positive P -function al-
lows to calculate expectation values of bosonic field op-
erators. Similarly, also spin expectation values can be
calculated and arbitrary mixed expectation values, as we
will show now. To this end, we need the following iden-
tities that are straightforward consequences of the defi-
nitions of spin coherent states:
〈z|Sx|w〉 = s z + w
1 + zw
, (D1)
〈z|Sy|w〉 = s
i
z − w
1 + zw
, (D2)
〈z|Sˆz|w〉 = s1− zw
1 + zw
. (D3)
An operator expectation value involving e.g. Sˆz would
therefore amount to calculating
〈Sˆz〉 =
∫
dαP (α, t) Tr[SˆzΛˆ(α)] (D4)
=
∫
dαP (α, t) s
1− zw
1 + zw
(D5)
and so on.
Appendix E: numerical regularization
When numerically simulating the stochastic differen-
tial equations, certain regularizations have to be applied
to guarantee numerical stability. First, note that in
the spin coherent state representation, the lowest weight
state (“spin down”) corresponds to z = 0, while the high-
est weight (“spin up”) corresponds to z = ∞. Hence, a
rigorous “spin up” state can only be approximated in our
representation. If the initial state is prepared for z = 0
and the photon field is coherent, Rabi oscillations will
typically dynamically drive the spin to a highest weight
state, leading to a breakdown of the numerics without
regularization.
We use the following tricks to avoid this problem.
First, we found that numerical stability is enhanced when
the spin coherent state slightly deviates initially from
z = 0 by e.g. initializing z = 1 + i2, and w = 1 − i2
where 0 < 1, 2 < 10
−5 at time t = 0. This trick is not
necessary in the presence of thermal or quantum noise,
which we found to enhance stability in this respect. More
importantly, we add a regularizing term to the stochas-
tic differential equations for z and w. To be precise, we
replace the stochastic differential equations (29) by
dα = A(α)dt + ξ(α, t)− R(z, w)dt (E1)
where
R(z, w) = (0, 0, r(z), r(w))T , (E2)
r(x) = (e|x|
2 − 1)x/|x|,  = 10−8. (E3)
Hence, we add a “restoring force” which grows exponen-
tially at very large radii in the complex plane for z and
w. Under the stereographic mapping, this region on the
complex plane corresponds to a very tiny “polar region”
around the Bloch sphere’s north pole (highest weight
state). Strictly speaking, the regularization term vio-
lates certain symmetries such as the conservation of to-
tal excitations per cavity, but we carefully checked that
those effects are extremely small and negligible due to
the smallness of .
Appendix F: Mapping to spherical coordinates
In the absence of quantum noise, i.e. in the scaling
limit of s → ∞, our positive P -representation becomes
equivalent to the P representation. To see this, note that
the deterministic equations 26 have the property that for
initial conditions α(0) = β∗(0) and z(0) = w∗(0), the
pairs α, β and z, w stay complex conjugates for all times.
Note that the thermal noises that act on α and β are
also complex conjugates by construction. Therefore, the
equations for β and w are redundant in this limit, and
it is enough to simulate the dynamics of α and z. This
corresponds to the P representation.
Let us consider the P representation. It turns out that
the following coordinate transformation yields a set of
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stochastic differential equations with a better numerical
stability. A closely related transformation has been car-
ried out in [57, 58], but in contrast to the latter, we keep
the variable α. We consider the inverse stereographic
projection, mapping the spin field back on the sphere,
z =
√
1− c
1 + c
eiφ (F1)
where φ ∈ R and c ∈ [−1, 1]. We only transform the spin
part and leave the equations for the photon field α un-
changed. This transformation results in a new stochastic
differential equation of the form
dα = A1(α, φ, c)dt+
√
n¯κ (dW1 + idW2)/
√
2 (F2)
dφ = (ωz + g
c√
1− c2 (α
∗eiφ + αe−iφ))dt
dc = g
√
1− c2(iα∗eiφ − iαe−iφ) dt
The function A1 is given by
A1(α, φ, c) = (iωc − κ/2)α− iJα¯+ f + ig
√
1− c2eiφ.
(F3)
Here, we focussed on a single cavity, and α¯ is the field
in the other cavity. We used this set of equations when
simulating the finite temperature dynamics of the system
in the scaling limit of infinite spin.
