Abstract: We consider periodically forced, weakly nonlinear systems and perform higher-order averaging analyses. Especially, we describe an algorithm for computing the higher-order averaging terms by the Lie transforms. The necessary computations can be implemented on a developed package of the computer algebra system, Mathematica. We also give three examples for two Dung-type oscillators with the primary or ultrasubharmonic resonance and a two-degree-of-freedom system with internal and external resonances, to demonstrate our results.
Introduction
The averaging method is one of the most useful perturbation techniques to study nonlinear systems [Guckenheimer & Holmes, 1983; Murdock, 1991] . Its higher-order approximation results are also available (e.g., Murdock [1988 Murdock [ , 1991 ), and the higher-order terms can be computed by the Lie transform algorithm [Nayfeh, 1973; Chow & Hale, 1982] . However, complicated computations are required for application of the higherorder averaging method to practical problems in engineering and applied sciences. To the authors' knowledge, third-or higher-order averaging results have not been reported even for periodically forced, single-degree-of-freedom systems although some second-order averaging analyses for these systems were found in Holmes and Holmes [1981] and Yagasaki [1996a] .
In this paper, we consider periodically forced, weakly nonlinear systems and perform higher-order averaging analyses. Especially, we describe an algorithm for computing the higher-order averaged terms by the Lie transforms since it seems to be explicitly given in any references. The necessary computations can also be implemented on a package, developed by the authors, of the computer algebra system, Mathematica [Wolfram, 1991] . Rand & Armbruster [1988] presented a similar computer algebra program of MACSYMA but used a dierent, primitive algorithm. This paper is organized as follows. In Sec. 2 we state a basic result on the method of the Lie transforms in a general setting and apply it to periodically forced, multidimensional systems with small right-hand sides. We describe the higher-order averaging method based on the Lie transforms for these systems in Sec. 3, and explain a treatment for weakly nonlinear systems, which is rather standard in the averaging theory, in Sec. 4. In Sec. 5, we give three examples for two Dung-type oscillators with the primary or ultra-subharmonic resonance and a two-degree-of-freedom system with internal and external resonances, to demonstrate our results. The higher-order averaging procedures were performed by the developed package of Mathematica, the listing of which is given in Appendix A. We conclude with a summary and some comments in Sec. 6.
The Lie Transforms
We consider systems of the form _x = f(x; !t; ); x 2 R n ; 0 < 1; or as an autonomous system, _x = f(x; ; ); _ = !;
where f(x; ; ) is analytic and of period 2 in . We expand f(x; ; ) in power series of 
2.1. A general theory
For systems of the more general form (4), Nayfeh [1973] and Chow & Hale [1982] described a general theory of transformation to normal forms based on the Lie transforms in details. We rst briey review the result. See these references for the details.
For a given function W (; ) we dene a near-identity transformation
such that U(; ) is the solution of the equation
Equation (5) represents the Lie transformation generated by Eq. (6). Let 
We also have
In this situation, we can show that under the transformation (5), Eq. (4) becomes
where G m (), m = 0; 1; 2; : : :, can be computed by the recursive relations
k0i () for l 1 (11) and
with
and
See the above references for the proof of this result. . Thus, we can systematically compute each terms in Eq. (10) and obtain the resulting equation when we transform Eq. (4) using Eq. (5). The algorithm is also easy to be implemented on computer algebraic systems.
Application to Eq. (1)
We now apply the above general theory to Eq. (1). In this case, 
and set = (y; has the form 
where g m (y; ), m = 1; 2; : : :, can be computed by the recursive relations 
Here, the transformation x = u(y; ; ) can also be dened by the solution of the equation 
3. Higher-Order Averaging
We now describe the higher-order averaging method based on the Lie transforms for Eq. (1). The basic idea is to search an appropriate form of the Lie transforms such that one succeeds in transforming the nonautonomous system (1) into an autonomous system called the averaged system. Let m 2 be xed and assume that g k (y; ) are obtained for k < m using Eq. 
Note that f (m) (y; ) is independent of w m (y; ). We also set f 
The arbitrary constant of integration in Eq. (32) can also be chosen such that w m (y; ) has zero mean, i.e., 
We refer to Eq. (36) as the m 0 -th order averaged system. Extending the rst-order averaging theory (e.g., Guckenheimer & Holmes [1983] ), we can show that solutions of the full system (34) are approximated to O( m 0 01 ) on a time scale of t 1= by those of the m 0 -th order averaged system (36). More precisely, let y(t) and y(t) be, respectively, solutions of Eqs. (34) and (36) having the same initial condition, i.e., y(0) = y(0). Then there exist constants 0 and T such that jy(t) 0
for 0 0 and 0 t T=. This implies via Eq. (27) that solutions of the original system (1) can be expressed as
on the time scale of O(1=). We also note that if the rst-order term is zero, then a dierent estimation holds (see [Murdock, 1991] ). Moreover, hyperbolic xed points in the averaged system (36) correspond to hyperbolic periodic orbits in the full system (34) and the original system (1), the local stable and unstable manifolds of which can be approximated by those of the corresponding hyperbolic xed points in the averaged system (36). In addition, hyperbolic periodic orbits in the averaged system correspond to normally hyperbolic invariant 2-tori in the full and original systems and so on. See also Murdock [1988] for a discussion on the relations between the original, full and averaged systems.
Weakly Nonlinear Multi-Degree-of-Freedom Systems
We next consider periodically forced, weakly nonlinear n-degree-of-freedom systems x i + ! 
where i = O(1) and j i are integers. Then, using the van der Pol transformation 
The listing for the package is given in Appendix A. 
We assume that the primary resonance occurs and set 2 = ! 2 0! 2 1 . In the next section, we study an ultra-subharmonic resonance in such a system. Using the developed package of Mathematica, we apply the fth-order averaging method to Eq. (45) 
In this case, solutions of the associated full system can be approximated only to O( 3 ) by those of the fth-order averaged system (46) since its rst-order term is zero. We can also obtain expressions for the functions w i (y; ), i = 1; 2; 3; 4, dening the transformation to the associated averaged system, by typing haverage`Private`w [1] and so on (see Wolfram [1991] ). Figure 1 shows the second-and fth-order averaging results for a stationary response of Eq. (45) when = 0:2 (see the gure caption for the other parameter values). A numerical simulation result obtained by using the computer software Dynamics [Nusse & Yorke, 1994 ] is also plotted. For the parameter values of the gure there are two stable, stationary responses, the larger one of which is displayed. The fth-order averaging result is in good agreement with the numerical simulation result, as compared with the secondorder averaging result. We also note that for the smaller stationary response even the second-order averaging result agreed with the simulation result well.
Figures 2 and 3 show comparisons between the second-and fth-order averaging analyses and direct numerical integrations of Eq. (45) for resonance curves and bifurcation sets. Here we used the computer software AUTO [Doedel & Kern evez, 1986 ] to obtain these results. In Fig. 2 
We assume that ! 3! 1 =2 and set We can easily obtain the fourth-order averaged system for Eq. (49) as follows. Here we set psi=3 theta and substitute omega/3 into the fth argument of haverage since the right-hand side of Eq. (42) is 6-periodic in = !t and the angular frequency in Eq. (42) (51) Figure 4 shows the third-and fourth-order averaging and numerical simulation results for saddle-node bifurcation curves for such ultra-subharmonic orbits. Here the computer software AUTO was also used. In the right region of these curves two ultra-subharmonics of order 3/2, one of which is stable and the other is unstable, are observed in numerical simulations or their existence is predicted by the averaging analyses. A fairly good agreement is found between the fourth-order averaging and numerical simulation results.
Finally we remark that the second-order averaged system is degenerate in the meaning that there is a circle of nonhyperbolic xed points. Moreover, every trajectory converges to the trivial equilibrium (u; v) = (0; 0) if the damping constant is O( 2 ). Thus, third-order averaging is at least required for describing this saddle-node bifurcation behavior.
A two-degree-of-freedom system with internal and external resonances
Finally, we consider a two-degree-of-freedom system given by 
which arises in a study of nonplanar vibrations of a forced, buckled beam [Yagasaki, 1996b] . When = 0, Eq. (52) has two stable equilibria at (x 1 ; x 2 ) = (61; 0). The two natural frequencies of the linearized system at the equilibria are p 2 and 1= p 2, and the 2:1 internal resonance occurs. We also assume that ! p 2 so that the primary external resonance occurs in the rst mode and the second order subharmonic resonance occurs in the second mode near the equilibria. In the following we concentrate the local dynamics of Eq. (52) near the equilibrium (1; 0). The local dynamics near the other equilibrium (01; 0) can be analyzed similarly.
We consider small perturbations near the equilibrium (1; 0) and set x 1 = 1 + y 1 and x 2 = y 2 . Equation (52) 
which has the form of Eq. (39) with ! 1 = p 2 and ! 2 = 1= p 2. Note that Eq. (53) has a solution with y 2 = 0, which corresponds to a planar motion of the buckled beam. Setting = ! 2 0 2 so that 1 = and 2 = =4 in Eq. (40), we apply the second averaging method to Eq. (53). Performing the third-order averaging procedure for Eq. (53) is not also so hard on standard personal computers. A similar system relating to an autoparametric vibration absorber was also studied using the second-order averaging method by Banerjee et al. [1996] .
g=VanderPol [F,x,y,u,v,psi,omega, 
In the averaged system (54), a pitchfork bifurcation at which a xed point becomes unstable and two stable xed points are born occurs for some parameter values. The pair of new xed points corresponds to a second-order subharmonic orbit of Eq. (53). Moreover, at some parameter values, the xed points have purely imaginary eigenvalues and change their stability, and a periodic orbit is born; the Hopf bifurcation occurs. If the Hopf bifurcations of xed points occur in the averaged system (54) at a parameter value, then the Hopf bifurcation of the second-order subharmonic orbit occurs in Eq. (53) and hence in Eq. (52) near the parameter value. Figure 5 shows the Hopf bifurcation curves given by the rst-and second-order averaging methods and direct numerical integrations of Eq. (52). Again, the computer software AUTO was used to obtain these curves. The agreement between the secondorder averaging and numerical simulation results is excellent.
Concluding Remarks
In this paper, we described the higher-order averaging theory based on the Lie transforms for periodically forced, weakly nonlinear multi-degree-of-freedom systems as well as multi-dimensional systems with small right-hand sides. A package of Mathematica was developed so that the necessary computations can be easily carried out on computers. The theory, with the assistance of the developed package, was applied to two Dungtype oscillators and a two-degree-of-freedom system, and their validity and usefulness were demonstrated. In particular, it was shown that the higher-order averaging analyses can improve the rst-or second-order averaging results and detect the existence of ultra-subharmonic orbits.
Extending our results to systems forced with multi constant or nonconstant frequencies is not dicult. In fact, the higher-order averaging theory for such systems was described by Chow & Hale [1982] and Murdock [1988] although the details on computation of the higher-order terms were not also given there. The problem of small divisors (e.g., Arnold et al. [1988] ) has to be appropriately treated in this extension.
Numerous simulation results have revealed that various types of periodic motions occur even in such simple systems as the Dung oscillator (e.g., Ueda [1980] and Ueda et al. [1988] ). First-or second-order averaging analyses give mathematical explanations for a few of them, lower-order subharmonic and superharmonic orbits as well as harmonic orbits (e.g., Yagasaki [1996a] ). So we expect that the higher-order averaging method enables us to study many other periodic orbits including ultra-subharmonic orbits, as in the example of Sec. 5.2, and to open a new door to more complete understanding of nonlinear behavior in such systems. This project is in progress and the results will be reported elsewhere.
VanderPol [F_,x_,y_,u_,v_,psi_,omega_,Omega_,k_,l_,n_] Here the DD function computes the Jacobian matrix of f with respect to y, where n represents the dimension of f and y. (47) for = 0:1, = 2, = 1, = 1 and ! 1 = 1. The third-and fourth-order averaging results are plotted as dash-dotted and solid curves, respectively, and the numerical simulation result is plotted as a broken curve. Figure 5 . The Hopf bifurcation set of subharmonic orbits in Eq. (52) for = 0:01, = 2, = 1. The rst-and second-order averaging results are plotted as dash-dotted and solid curves, respectively, and the numerical simulation result is plotted as a broken curve. 
