Motivated by classical considerations from the theory of risk theory we investigate the problem of ruin for a so-called refracted Lévy process. The latter is a Lévy processes whose dynamics change by subtracting off a fixed linear drift (of suitable size) whenever the aggregate process is above a pre-specified level. More formally, whenever it exists, a refracted Lévy process is described by the unique weak solution to the stochastic differential equation
Introduction.
Recall that the classical Cramér-Lundberg risk process corresponds to a Lévy process X = {X t : t ≥ 0} with characteristic exponent given by Ψ(θ) = − log R e iθx P(X 1 ∈ dx) = −icθ + λ (0,∞)
(1 − e −iθx )F (dx), for θ ∈ R such that lim t↑∞ X t = ∞. In other words, X is a compound Poisson process with arrival rate λ > 0 and negative jumps, corresponding to claims, having common distribution function F with finite mean 1/µ as well as a drift c > 0, corresponding to a steady income due to premiums, which necessarily satisfies the net profit condition c − λ/µ > 0. Suppose instead we consider a risk process in more generality taking the form of a spectrally negative Lévy process; that is a Lévy process X = {X t : t ≥ 0} with law P which only has downward jumps. At such a degree of generality, the analogue of the condition c − λ/µ > 0 may be taken as lim t↑∞ X t = ∞ or equivalently E(X 1 ) > 0 where E is expectation with respect to P. Very recent studies of problems related to ruin and insurance risk have preferred to work instead with the aforementioned class of Lévy processes. See for example [3, 7, 9, 10, 15, 16, 18, 23, 25] . This preference is largely thanks to the robust mathematical theory which has been developed around certain path decompositions of such processes over the last decade or so as well as the meaningful interpretation of the general spectrally negative Lévy process as an insurance risk process.
To elaborate briefly on the latter, note that the Lévy-Itô decomposition offers an interpretation for large scale insurance companies as follows. It is well known that spectral negativity allows us to talk about the Laplace exponent ψ(θ) = −Ψ(−iθ) = log E(e θX 1 ) for θ ≥ 0. Further, taking account of the Lévy-Khintchine formula, the Laplace exponent is known to necessarily take the form
(1 − e −θx )Π(dx) − (0,1)
(1 − e −θx − θx)Π(dx) (1.1) for γ ∈ R, σ ≥ 0 and the Lévy measure Π satisfying Π(−∞, 0) = 0 and (0,∞) (1 ∧ x 2 )Π(dx) < ∞ (even though X only has negative jumps, for convenience we choose the Lévy measure to have only mass on the positive instead of the negative half line). The requirement that X drifts to infinity is equivalent with the condition E(X 1 ) = ψ ′ (0+) = γ − (1,∞) xΠ(dx) > 0. Note that when Π(0, ∞) = ∞ the process X enjoys a countably infinite number of jumps over each finite time horizon. We may understand the third bracket in (1.1) as the part of a risk process corresponding to countably infinite number of arbitrarily small claims compensated by a deterministic positive drift (which may be infinite in the case that (0,1) xΠ(dx) = ∞) corresponding to the accumulation of premiums over an infinite number of contracts. Roughly speaking, the way in which claims occur is such that in any arbitrarily small period of time dt, a claim of size x is made independently with probability Π(dx)dt + o(dt). The insurance company thus counterbalances such claims by ensuring that it collects premiums in such a way that in any dt, xΠ(dx)dt of its income is devoted to the compensation of claims of size x. The second bracket in (1.1) we may understand as coming from large claims which occur occasionally and are compensated against by a steady income at rate γ > 0 as in the Cramér-Lundberg model. Here 'large' is taken to mean claims of size one or more. Finally the first bracket in (1.1) may be seen as a stochastic perturbation of the system of claims and premium income.
In agreement with the aforementioned recent literature, when X is spectrally negative we shall refer to X as the Lévy risk process. Unless otherwise stated we do not necessarily assume that X drifts to ∞. Henceforth we shall also denote by {P x : x ∈ R} its probabilities such that under P x , the process X is issued from x. Moreover, E x will be the expectation operator associated to P x and in the case that x = 0, for consistency with earlier notation we shall always write P and E.
Refracted Lévy processes and dividends
In this paper we are interested in understanding the dynamics of the Lévy risk process when dividends are paid out from the risk process at rate δ > 0 whenever it exceeds a pre-specified positive level. If we denote the level by b > 0 a natural way to model such processes is to consider them as solutions to the stochastic differential equation
assuming that at least a unique weak solution exists and the dividend rate δ > 0 is such that U = {U t : t ≥ 0} visits (b, ∞) with positive probability. To ensure the latter, we need the following hypothesis which will be in force throughout the remainder of the paper:
(H) the constant 0 < δ < γ + (0,1) xΠ(dx) if X has paths of bounded variation.
When X is a Lévy risk process whose jumps are described by a subordinator, then it must necessarily be written in the form
where c = γ + (0,1) xΠ(dx) and S is a subordinator with jump measure Π. In that case, one sees that the hypothesis (H) simply says that c > δ > 0. Suppose further that we are back in the classical Cramér-Lundberg model; in other words S is a compound Poisson subordinator with jump distribution Π(dx)/Π(0, ∞) on (0, ∞) and jump rate Π(0, ∞). In that case it is easy to see that, under the hypothesis (H) the solution to (2.2) may be constructed pathwise utilizing the the fact that b is always crossed by X t from below on the path of a linear part of the trajectory at a discrete set of times and is always crossed by X t − δt from above by a jump. Note that the trajectory of the process U is piecewise linear and 'bent' as it crosses the level b in the fashion that a light ray refracts from one medium to another. Inspired by this mental picture, we refer to solutions of (2.2) in the general case as a refracted Lévy process (on occasion we may also use the terminology refracted Lévy risk process).
As mentioned before the refracted Lévy process corresponds to a certain dividend strategy. This strategy has been studied extensively for the Cramér-Lundberg risk process (cf. [2, 6, 8, 22, 26, 28, 29, 30] ) and is referred to in the literature as the threshold strategy, with the level b being the threshold. A particular advantage of the threshold strategy is that if the dividend rate δ is chosen small enough such that 0 < δ < E(X 1 ) then the ruin probability will be strictly less than one; this is in contrast to the dividend strategy where all the surplus of the risk process above a certain level is paid out, the so called barrier strategy. Besides in the Cramér-Lundberg model, the threshold strategy has also been considered in a Brownian motion setting, see e.g. [1, 8, 12] . Refracted Lévy processes have also been recently studied in the context of queuing theory, see e.g. Bekker et al. [4] and references therein. By comparison, the setting here operates at a greater degree of generality however.
One of the main objectives of this paper is to compute the expected discounted occupation of (b, ∞) of solutions to (2.2) until first passage below the origin. Equivalently, in the context of Lévy risk process with dividends, we wish to compute the net present value of the dividends paid out until ruin. Mathematically speaking we wish to find an analytical expression for
where κ − 0 = inf{t > 0 : U t < 0}, the ruin time of the refracted process, and q > 0. With this goal in mind, we shall also establish a number of related identities concerning one and two sided exit problems for the process U. Before proceeding to the main results of this paper in the next section let us briefly address the non-trivial matter of the existence of solutions to (2.2).
There are three questions which are of immediate interest and subsequent relevance in the sequel regarding (2.2). Do solutions exist in either the strong or weak sense? In either sense, is there a unique solution? If a unique solution exists for a specified class of Lévy processes, is its law continuous with respect to the characteristics of the driving Lévy process X within that class? We answer these questions below with the next result. In order to state it we must first introduce some more notation.
Write S is the space of spectrally negative Lévy processes satisfying (H) which excludes processes for which simultaneously σ = 0 and x<1 xΠ(dx) = ∞. That is to say, Lévy risk processes contained in S are either of bounded variation or have a Gaussian component. As well as writing X ∈ S, we shall also abuse our notation and write (γ, σ, Π) ∈ S if (γ, σ, Π) is the triplet associated to X. (ii) If X ∈ S then there exists a unique strong solution to (2.2) . .2) driven by the Lévy process with triplet (γ, σ, Π).
The above theorem deserves a number of remarks before we move to its proof.
Remark 2. An immediate and perhaps disconcerting aspect of the above theorem is that no conclusion regarding the existence of a solution is provided for the case that X has paths of unbounded variation but has no Gaussian coefficient. Despite the fact that (2.2) takes a relatively simple form, its drift coefficient being strictly within the class of bounded measurable function puts it in a class of stochastic differential equation driven by jump processes for which little seems to be known when the driving process is a Lévy process. Indeed such stochastic differential equations are known in the literature as degenerate. See for example the remark proceeding Theorem III.2.34 on p159 of [11] as well as the presentation in [24] .
Remark 3. If in the statement of the theorem we replace X by any one-dimensional Lévy process with Lévy-Khintchine exponent Ψ(θ) = − log E(e iθX 1 ), then following a similar proof to the one given below one may show the result is still true if we adjust the hypothesis to require that 0 < δ < c where c = lim θ↑∞ −iΨ(θ)/θ is the pure drift part of the process X when it has bounded variation. In addition, the definition of S should be changed so that it corresponds to the space of Lévy processes which excludes those cases for which simultaneously σ = 0 and 0 is regular for (−∞, 0) and (0, ∞).
Proof of Theorem 1. Throughout, we shall assume that x > 0 is a fixed number and all processes are issued from x.
(i) The following argument is based on ideas found in Example 2.4 on p286 of [14] . Suppose that U (1) and U (2) are two strong solutions to (2.2) then writing
)ds it follows from classical calculus that
)ds. Now now that thanks to the fact that 1 (x>b) is an increasing function, it follows from the above representation that, for all t ≥ 0, ∆ 2 t ≤ 0 and hence ∆ t = 0 almost surely. This establishes the uniqueness amongst the class of strong solutions. The proof is completed by invoking the Yamada-Watanabe type Theorem for stochastic differential equations driven by Lévy processes. See for example Theorem 137 of [24] .
(ii) First suppose that X is a Lévy risk process of bounded variation. Then necessarily (cf. Chapter 7 of [5] ) 0 is irregular for (−∞, 0) and hence X has a discrete set of times for which it crosses b from below (which occurs necessarily by creeping). Moreover as there is no Gaussian component, X cannot creep downwards (cf. Chapter VII of [5] ) and hence X necessarily crosses b from above by a jump. For this reason one may define the sequence of stopping times S 0 = 0 and for n = 1, 2, . . .
and then construct the solution to (2.2) pathwise by setting
Uniqueness of the solution follows by part (i).
For the case σ > 0, the existence of a unique strong solution is provided by Theorem 305 of Situ [24] . (Note this can also be obtained using part (i) since a weak solution to (2.2) can easily be shown to exist by appealing to a Girsanov change of measure to the underlying Lévy process; see the arguments in the next paragraph).
(iii) First note that within the class of Lévy risk process with σ > 0, there is continuity of the solution to (2.2) in the Lévy triplet. This is a result of the fact that, the law of X is continuous in its Lévy triplet and thanks to Girsanov's Theorem, the law of {U s : s ≤ t} is absolutely continuous with respect to the law of {X s : s ≤ t} with density given by
where B is the standard Brownian motion which appears in the Lévy-Itô decomposition of X. See for example Theorem 199 of Situ [24] . The remainder of the proof thus requires us to show that we may take a sequence of Lévy processes {X (n) : n ≥ 1} of bounded variation converging weakly to a Lévy process X which has a Gaussian component then there exists a subsequence n k along which the solutions to (2.2) U (n k ) driven respectively by X (n k ) converges weakly to the solution U of (2.2) driven by X.
The 'Skorokhod Weak Convergence Technique', cf. Lemma 173 of [24] , implies that there exists a subsequence n k and a pair of stochastic process (U * , X * ) such that all pairs (U n k , X n k ) may be constructed on the same probability space as (U * , X * ), say (Ω, F, P), and for every t ≥ 0 the pair (U n k t , X n k t ) converges in P-probability to (U * t , X * t ). Note that necessarily X * is equal in law to X. Taking account of the simple form of (2.2), the law of the stochastic process {U * t : t ≥ 0} may be identified as the weak solution of (2.2) driven by X as soon as we can show that,
in P-probability (see also Remark 174 of [24] for example). In fact we shall show convergence in L 1 (P). Note that, if E is expectation with respect to P, then by Fubini's Theorem, we have
Note that since the pair (U
, each of the two probabilities
converge to zero providing that b is a continuity point of the distribution of U * t . That is to say, providing P(U * t = b) = 0. Thus, as soon as we can prove that P(U * s = b) = 0 for Lebesgue almost every s ∈ [0, t] the required convergence in (2.5) follows by dominated convergence in (2.6).
To this end, note that the simultaneous convergence for each fixed t of (U
ds converges in P-probability to a limit which we denote by A * t . It is clear that as a stochastic process {A * t : t ≥ 0} is adapted and non-increasing and hence we have that U * is a semi-martingale on account of its decomposition U * = A * + X * . (Note that without loss of generality we may modify the paths of U * so that they are right continuous with left limits). On account of the fact that σ > 0 the semi-martingale local time of U * at level x, written L x = {L x t : t ≥ 0}, satisfies the occupation formula
for any bounded measurable f . In particular, taking f (x) = 1 (x=b) we see with the help of Fubini's theorem in the above formula that
This in turn implies that P(U * s = b) = 0 for Lebesgue almost every s ∈ [0, t] as required thus completing the proof. Remark 4. Given the statement in part (ii) of Theorem 1, one may ask if it is possible to approximate any given (γ, σ, Π) ∈ S by a sequence of the form (γ n , 0, Π n ) within S (in which case the approximating sequence are triplets coming from spectrally negative Lévy processes of bounded variation). This is particularly pertinent since later in this paper, results for the case that σ > 0 will be obtained by approximation from the bounded variation case, it is worth verifying this point in detail.
Firstly note that if Π satisfies (0,∞) xΠ(dx) = ∞ then since lim n↑∞ (1/n,1)
the Lévy process corresponding to (γ, σ, Π) may always be approximated by a sequence of the form (γ, σ, Π| (1/n,∞) ). Note that the latter sequence corresponds to Lévy processes whose jump components are of bounded variation. Next note that since the Laplace exponent of an independent sum of Lévy processes is the sum of their individual exponents, if there exists a sequence (γ n , 0, Π n ) ∈ S which converges to (0, σ, 0), then by the previous paragraph, one may further approximate any (γ, σ, Π) ∈ S by a sequence (γ n , 0, Π n ) ∈ S. We claim however that a Brownian motion with diffusion coefficient σ can be approximated by a sequence of Cramér-Lundberg risk processes with exponentially distributed claims. Indeed, the Laplace exponent of the latter is given by
within the notation of section 1. Choose now c = 1 2 σ 2 µ and λ = cµ. Then
and letting µ → ∞ we see that ψ(θ) converges to the Laplace exponent of a Brownian motion with diffusion coefficient σ. Note also that in this construction, for any fixed δ > 0, the condition (H) is respected for all µ > 2δ/σ 2 .
3 Ruinous refracted Lévy processes.
In this section we present our main results which establish a number of identities concerning the ruin of the refracted Lévy process. Included will be an identity for (2.4). Before proceeding to the aforementioned results we must first recall a few facts concerning scale functions, in terms of which all identities will be written.
is the unique continuous function with Laplace transform
for all β > Φ(q), where Φ(q) = sup{θ ≥ 0 : ψ(θ) = q}. For convenience, we write W instead of W (0) . Associated to the functions W (q) are the functions
for q ≥ 0. Together, the functions W (q) and Z (q) are collectively known as scale functions and predominantly appear in almost all fluctuation identities for spectrally negative Lévy processes. Indeed, several such identities which are well known (cf. Chapter 8 of [17] ) are given in Theorem 12 in the Appendix and will be of repeated use throughout the remainder of the text.
Although in general the scale functions are only semi-explicitly known through their Laplace transform, there are cases when the scale function can be calculated explicitly. See for example [13] and [19] for an updated account including a variety of new, explicit examples.
Note also that by considering the Laplace transform of W (q) , it is straightforward to deduce that W (q) (0+) = 1/c when X has bounded variation and (necessarily) is written in the form ct − S t where S = {S t : t ≥ 0} is a driftless subordinator and c > 0. Otherwise W (q) (0+) = 0 for the case of unbounded variation. In all cases, if X drifts to ∞ then W (∞) = 1/E(X 1 ). In general the derivative of the scale function is well defined except for at most countably many points. However, when X has unbounded variation or Π has no atoms, then for any q ≥ 0, the restriction of W (q) to the positive half line belongs to C 1 (0, ∞). See for example [21] and [20] .
We are now ready to state our main conclusions with regard to certain functionals of the path of the refracted Lévy risk process at ruin. The first result concerns the functional (2.4) and thereafter we look at some classical objects of study; the two sided exit problem and joint law of the overshoot and undershoot at ruin. Establishing identities for the two sided exit problem turns out to be instrumental in establishing the first theorem.
In all theorems, the process U = {U t : t ≥ 0} is the solution to (2.2) when driven by X ∈ S under hypothesis (H) and the level b > 0. We shall frequently refer to the stopping times κ + a := inf{t > 0 : U t > a} and κ
are the q-scale functions associated with X and W (q) and Z (q) is the q-scale function associated with Y . Moreover ϕ is defined as the right inverse of the Laplace exponent of Y so that ϕ(q) = sup{θ ≥ 0 : ψ(θ) − δθ = q}.
Theorem 5. For x ≥ 0 and q > 0
Theorem 7. For q ≥ 0 and 0 ≤ x, b ≤ a we have
Theorem 8. For q > 0 and x ≥ 0
If in addition 0 < δ < E(X 1 ), then letting q ↓ 0 one has the ruin probability
Remark 9. Note that in the above (and subsequent) expressions the derivative of the scale function appears, despite the fact that in general W (q)′ may not be well defined for a countable number of points. However, since W (q)′ only appears in the integrand of an ordinary Lebesgue integral, this does not present a problem.
In principle one may continue with a whole suite of further identities much in the spirit of what is known for the case of a spectrally negative Lévy process. We remark however that the technique we will use in the proofs of the above theorems which transfers the validity of the identities from the case that the driving spectrally negative Lévy process X has bounded variation to the case that it has a Gaussian component (σ > 0) has potential limitations. To illustrate this point, we give one further theorem below for which we have only been able to establish the results for the case that X has bounded variation. The relevant discussion as to why this is the case is left until Remark 11 in Section 8. 
Expressions for the expected discounted value of the dividends, the Laplace transform of the ruin probability and the joint law of the undershoot and overshoot have been established before for refracted Lévy processes (cf. [22] , [26] , [28] , [29] , [30] ) but none of them go beyond the case Π(0, ∞) < ∞ in our setting. Moreover, the identities we have obtained here, arguably, appear in a simpler form, being expressed in terms of scale functions. For example, considering the expression for the value of the dividends V (x) in Theorem 5, we see that we can easily differentiate that expression with respect to x (providing W (q) , W (q) ∈ C 1 (0, ∞)). In that case, it follows that there is smooth pasting, i.e. lim x↑b V ′ (x) = lim x↓b V ′ (x), if and only if X has paths of unbounded variation (i.e. σ > 0 from within the class S) or b is chosen such that ϕ(q)
Having an expression for the derivative of V is very important regarding a certain optimal control problem involving refracted Lévy processes, see Gerber and Shiu [8] . Further, Theorems 5, 6, 7 and 8 hold for a wider class of Lévy processes than the results in the previous mentioned papers, namely for every X ∈ S (see also Remark 11 in Section 8).
The remainder of the paper is henceforth consumed with the proof of Theorems 6, 5, 7, 8, and 10, in that order. Initially we shall assume that X has paths of bounded variation. This has the necessary implication that 0 is irregular for (−∞, 0) for X and that we can write X in the form (2.3). After establishing the theorems for this case, as mentioned earlier, we prove the theorems when σ > 0 by approximation from the bounded variation case. In order to get the identities in these theorems when X has paths of bounded variation, the same procedure will be used throughout. The first step consists of getting two recursive equations for the identity of interest, one when x is below the threshold b and one when x is above b. These two recursions can then be solved by considering the case when x is at the threshold. This step consists mainly of applying path irregularity, the Strong Markov Property and the fluctuation identities appearing in Theorem 12. (In this respect the first step is consistent with other techniques to be found in related literature). The second step will be to simplify the above acquired identity by comparing it against the analogous identity for the case of no refraction (δ = 0) and using this comparison to manipulate the Laplace transform of the required identity.
Recall that Y t = X t − δt. Whilst {P x : x ∈ R} are the probabilities of X we shall denote the probabilities of Y by {P x : x ∈ R} with the obvious understanding of the symbols {E x : x ∈ R}. For any x, y ≥ 0, under either the law P x or P x we understand τ + y and τ − y to mean first passage into (y, ∞) and (−∞, y) respectively for the associated process. So for example, under P x , we understand
Proof of Theorem 6.
We denote p(x, δ) = E x (e −qκ
Suppose that x ≤ b. Then by conditioning on U until it passes above b, we have
where in the last equality we have used (9.38). Let now x ≥ b and x ≤ a. Using respectively that 0 is irregular for (−∞, 0) for Y , (9.38), the Strong Markov Property, (4.9) and (9.40), we have
By setting x = b in (4.10) we can now get an explicit expression for p(b, δ) using that
We now start with the second step which concerns simplifying the term involving the double integral in above expression. Noting that for δ = 0 (the case that there is no refraction) we have by (9.38) for all x ≥ 0 12) it follows from (4.11) and (4.12) that
As a ≥ b is taken arbitrarily, we set a = x in the above identity and take Laplace transforms from b to ∞ of both sides of the above expression. Denote by L b the operator which satisfies
For the left hand side of (4.13) we get by using Fubini's Theorem
For the right hand side of (4.13) we get
and so
for λ > Φ(q). Our objective is now to use (4.14) to show that for q ≥ 0, for x ≥ b, we have
Indeed (4.15) follows by taking Laplace transforms on both sides in x. To this end note that by (4.14) it follows that the Laplace transform of the left hand side equals (for λ > ϕ(q))
−λb W (q) (b) (which follows by integration by parts) it follows that the Laplace transform of the right hand side of (4.15) is equal to the right hand side of (4.16). Hence (4.15) holds for almost every x ≥ b. Because both sides of (4.15) are continuous in x, we have that (4.15) holds for all x ≥ b.
Now that we have proved (4.15) we may use it in the expression for p(b, δ) and then plug it in (4.9) to deduce that for
For x ≥ b we get after using (4.10) and a little algebra
The proof of the theorem is now complete for the case that X has paths of bounded variation. To complete the proof we must establish the identity in the case that X is a Lévy risk process with Gaussian coefficient σ > 0. To this end note that if e q is an independent exponentially distributed random variable we may write for x ≥ 0
where U t = sup s≤t U s and U t = inf s≤t U s . Temporarily index the measure P x by the underlying Lévy triplet (γ, σ, Π) of X, say P
. Similarly and in the obvious way, we shall use the notation p(x, δ, γ, σ, Π) instead of p(x, δ). On account of the fact that (U t , U t ) is continuous with respect to Skorohod topology (cf. Theorem 13.4.1 of [27] ), Theorem 1 (ii) together with the remark proceeding it implies that for each (γ, σ, Π) ∈ S with σ > 0, there exists a sequence (γ n , 0, Π n ) in the class of bounded variation Lévy risk processes satisfying (H) such that (γ n , 0, Π n ) → (γ, σ, Π) and
as n ↑ ∞. Hence by dominated convergence,
On the other hand, thanks to the continuity of Laplace transforms and the definition (3.7), the scale functions W (q) , W (q) and their derivatives are continuous in the Lévy triplet (γ, σ, Π). Indeed it is easily confirmed that the right hand side of (3.8) is continuous in the Lévy triplet (γ, σ, Π). Hence together with (4.17) it follows by taking limits along the aforementioned sequence (γ n , 0, Π n ) → (γ, σ, Π) that identity (3.8) holds for processes X with a Gaussian coefficient and hence all processes X ∈ S.
Proof of Theorem 5
First note that
Since, for each fixed t, the functional (U t , U t ) is continuous in the Skorohod toplogy (cf. Chapter 13 of [27] ), using the same reasoning as in Theorem 6 together with dominated convergence in (5.18) one sees that it suffices to prove the result for the case that X has bounded variation and that the resulting expression for V is continuous in the underlying Lévy triplet of X.
To this end, let us suppose that 0 ≤ x ≤ b and note that by the Strong Markov Property applied at the stopping time τ + b and (9.38) we have
Next, let x ≥ b and note that using irregularity of the lower half line of X, the Strong Markov Property, (9.36) and (5.19)
It follows with the help of (9.41) that
In particular, letting x = b and solving for V (b), recalling that W (q) (0+) = 1/(c − δ), we get
Taking account of (5.19) and (5.21), this leaves us with two rather complicated expressions for V above and below b. However, we may now make use of (4.14). In particular, since Y has Laplace exponent ψ(θ) − δθ we have ϕ(q) > Φ(q) and we can deduce from (4.14), with a little algebra, that
(5.22) Here we used that ψ(ϕ(q)) = (ψ − δ)(ϕ(q)) + δϕ(q) = q + δϕ(q). We may now write for x ≤ b
It is now straightforward to show with the help of (4.15) that for x > b, after a little algebra in (5.20) ,
as required.
Proof of Theorem 7
The proof of the identity in Theorem 7 follows the same procedure as of the two identities in the previous theorems. We therefore omit some of the details. As before it is enough to consider only the case when X has paths of bounded variation.
where we used (9.38) and (9.39) in the second equality. For x ≥ b we get by path irregularity, the Strong Markov Property, (6.23) and (9.40)
Now setting x = b in (6.24), solving for p 1 (b, δ) and using (4.15) we deduce (6.25) Regarding the term with the double integral we now establish two more identities ((6.26) and (6.27)) very similar to (4.14) and (4.15). For δ = 0 the left hand side of (6.25) is given by (9.39) and hence
By taking Laplace transforms on both sides of above equation one can show that
. (6.26) and using (6.26) we can in the same way as before show that
We can now use (6.27) in (6.24) and (6.25) and then use the latter in (6.23) and (6.24) to get the identity of Theorem 7.
Proof of Theorem 8
Again it suffices to prove the theorem when X has paths of bounded variation. Denote
. Then similar to estabilishing (6.23) and (6.24), we have for
and for x ≥ b using (9.41)
Solving first for p 2 (b, δ) and using (4.15), (5.22), (6.26) (setting λ = ϕ(q)) and (6.27) one derives for x ≥ 0
By applying integration by parts twice, we get
and the first identity of Theorem 8 follows. Now assume further that 0 < δ < E(X 1 ). Then the Lévy process Y drifts to infinity and in particular ϕ(0) = 0. Consider first the numerator of the right hand side of (7.29) . We have
For the first term of the denominator of the left hand side of (7.29) we have
By taking q ↓ 0 in (7.28) we get the ruin probability which by the previous calculations takes the form
The above holds when 0 < δ < E(X 1 ). If δ ≥ E(X 1 ) the ruin probability will be equal to one.
Proof of Theorem 10
Assume that X has paths of bounded variation and that ϕ(0) = 0 (the latter is equivalent to the assumption that 0 < δ ≤ E(X 1 )). Let A ⊂ (−∞, 0) and 30) where the last equality follows by (9.38) and (9.40). For x ≥ b we have by using path irregularity, the Strong Markov Property, (8.30 ) and (9.41)
where in the last line we used that ϕ(0) = 0. Setting x = b in (8.31) and solving for p 3 (b, δ) we get
where we used for the second equality the following indentity
This identity follows from the monotone convergence theorem and (4.14) (note that
By (9.41) we know that
and so comparing with (8.32) we get W(x − z)W ′ (z − y)dzdy and hence after some algebra we deduce for x ≥ b the desired identity in Theorem 10.
Remark 11. In contrast to the other theorems, we are not confident that the result can be strengthened to hold for every X ∈ S by the method we used before. This is because the joint law of the over-and undershoot is not continuous in the Lévy triplet. To see this, note that for x > 0 the probability that ruin occurs by creeping is given by
∈ (−∞, 0), U κ − 0 − ∈ [0, ∞)). So if the joint law of the over-and undershoot is continuous in the Lévy triplet, then so is the creeping probability since the ruin probability is continuous in the Lévy triplet. But the creeping probability is zero when X has paths of bounded variation and is strictly positive when the Gaussian component σ is strictly positive.
Further note that the right hand sides of the identities in Theorem 10 are also not necessarily continuous in the Lévy triplet in general. For example, if we look at the expression for x ≤ b, then the integrand is continuous in the Lévy triplet, but due to the presence of the Lévy measure Π the dominated convergence theorem is not necessarily applicable; take more specifically the earlier mentioned case when a Brownian motion is approximated by Cramér-Lundberg processes with exponentially distributed jumps. Therefore it is still possible that Theorem 10 holds for every X ∈ S (as it does in the no refraction case when δ = 0), though it is not possible to prove that by approximation from the bounded variation case.
Appendix
The theorem below is a collection of known fluctuation identities which have been used in the preceding text. See for example Chapter 8 of [17] for proofs and the origin of these identities. 
