We study the nonequilibrium aspects of the kinetics of a mixed spin-1 and spin-5/2 Ising system, including the biquadratic nearest-neighbor pair interaction (K) and the crystal-field interaction (D), under the presence of a time-dependent oscillating external magnetic field within a mean-field approach. The set of mean-field dynamic equations is obtained by employing the Glauber transition rates. We investigate the time variations of the average order parameters to find the phases in the system. We also study the thermal behavior of the dynamic order parameters to characterize the nature (continuous or discontinuous) of the phase transitions and to obtain the dynamic phase transition (DPT) points. The dynamic phase diagrams are presented in three different planes. The phase diagrams are discussed, and a comparison is made with the results of other kinetic mixed spin Ising systems.
I. INTRODUCTION
During the past several decades, both experimental and theoretical efforts have been made to understand the thermodynamic behaviors of mixed spin systems and frustrated magnets. One prime example of mixed spin systems is molecular-based ferrimagnets, which are of current interest and are considered to be possibly useful materials for magneto-optical recording [1] . Theoretically, the mixed spin Ising systems have recently received a great deal of attention chiefly due to the much richer critical behavior they exhibit compared with their singlespin counterparts. The four most well-known and most studied mixed spin Ising systems are spins (1, 1/2), spins (1/2, 3/2), spins (1, 3/2), and spins (1, 2) . These four systems have been investigated by using a variety of techniques, such as the mean-field approximation (MFA), the effective-field theory (EFT), the cluster variation method (CVM), Monte-Carlo (MC) simulations [see Ref. [2] for spins (1, 1/2), Ref. [3] for spins (1/2, 3/2), Ref. [4] for spins (1, 3/2) , and Ref. [5] for spins (1, 2) Ising systems, and references therein]. Moreover, the exact solutions for * E-mail: keskin@erciyes.edu.tr spins (1, 1/2) were studied on a honeycomb lattice [6] , a bathroom tile [7] , diced lattices [8] , the Bethe lattice, and a two-fold Cayley tree [see Ref. 9 and references therein], and several decorated planer lattices [10] . The dynamics of the mixed spin-1/2 and spin-1 Ising system has also investigated by using Glauber-type stochastic dynamics [11] , the dynamical pair approximation [12] , dynamic MC simulations and finite-sized scaling arguments [13] , the MC simulations and the dynamical pair approximation [14] , and the path probability method with point distribution [15] . The exact solution of the spin (1/2, 3/2) Ising system has also been studied on the Bethe lattice and a two-fold Cayley tree [16] by using the exact recursion relations, on the honeycomb lattice within the framework of an exact star-triangle mapping transformations [17] , and on the extended Kagomé lattice [18] and union Jack (centered square) lattice [19] by establishing a mapping correspondence with the eight-vertex model. The exact formulation of the mixed spin (1, 3/2) Ising ferrimagnetic system on the Bethe lattice has been examined by using the exact recursion relations [20] . The exact critical behavior of the mixed spin-1 and spin-2 Ising ferromagnetic system on the Bethe lattice was also studied by using the exact recursion equations [21] . Very recently, we studied the dynamics of mixed-spin Ising systems with spins (1, 1/2) [22] , spins (1/2, 3/2) [23] , spins (1, 3/2) [24] , and spins (1, 2) [25] . We presented the dynamic phase diagrams and found that as the spin values got higher, the problem got more complex and difficult, but the phase diagrams exhibited much richer critical behaviors as in the equilibrium case. For example, we found that the mixed spin-1 and spin-2 Ising system displayed more interesting, richer, and distinct topological phase diagrams than the mixed Ising systems with spins (1, 1/2) and spins (1, 3/2) (compare Ref. 25 with Refs. 22 and 24) . Now, there is an open question. If one uses a higher mixed-spin system, namely, a mixed spin Ising system with spins (1, 5/2), can one obtain much more interesting phase diagrams than the mixed spin-1 and spin-2 Ising system [25] . Hence, the aim of this paper is try to find an answer to this open question. For this purpose, we employ the Glauber transition rates [26] to construct a set of mean-field dynamical equations. We solve these dynamic equations to find the phases in the system. We also investigate the thermal behavior of the order parameters to obtain the dynamic phase transition (DPT) temperatures and present the dynamic phase diagrams in three different planes.
The outline of the rest of this paper is as follows: In Sec. II, the model and its formulations, namely, the derivation of the set of mean-field dynamic equations, are given by using Glauber-type stochastic dynamics in the presence of a time-dependent oscillating external magnetic field. In Sec. III, the numerical results for the average order parameters, the DPT points, and the phase diagrams are studied in detail. Finally, we give a summary and conclusions in Sec. IV.
II. MODEL AND FORMULATIONS
The mixed spin-1 and spin-5/2 Ising model is described as a two-sublattice system, with spin variables σ i = ±1, 0 and S j = ±5/2, ±3/2, and ±1/2 on the sites of sublattices A and B, respectively. The system has four long-range order parameters, which are introduced as follows: two average magnetizations <σ i > and <S j > for the A and the B sublattices, repectively, which are the excess of one orientation over the other, and two average quadrupole moments, <q A >, which is a linear function of the average square magnetization, i.e., <3σ 2 i -2>, only for the A sublattice, and <q B >, which is a linear function of the average square magnetization, <S The Hamiltonian of the mixed spin-1 and spin-5/2 Ising model with bilinear (J) and biquadratic (K) nearest-neighbor exchange interactions and a single-ion potential or crystal-field interaction (D) in the presence of a time-dependent oscillating external magnetic field is given by
where <ij> indicates a summation over all pairs of nearest-neighboring sites and H is an oscillating magnetic field of the form
with H 0 and w = 2πν being the amplitude and the angular frequency of the oscillating field, respectively. The system is in contact with an isothermal heat bath at an absolute temperature (T abs ). Now, we apply Glauber-type stochastic dynamics to obtain the mean-field dynamic equation of motion. Thus, the system evolves according to a Glauber-type stochastic process at a rate of 1/τ transitions per unit time. Leaving the S spins fixed, we define P A (σ 1 , σ 2 , . . . , σ N ; t) as the probability that the system has the σ-spin configuration σ 1 , σ 2 , . . . , σ N at time t; also, by leaving the σ spins fixed, we define P B (S 1 , S 2 , . . . , S N ; t) as the probability that the system has the S-spin configuration S 1 , S 2 , . . . , S N at time t. Then, we calculate W A i (σ i → σ i ) and W B j (S j → S j ), the probabilities per unit time that the ith σ spin changes from σ i to σ i and the jth S spin changes from S j to S j , respectively.
The time dependence of this probability function is assumed to be governed by a master equation, which describes the interaction between the spins and the heat bath. If the spins on sublattice B are momentarily fixed, the master equation for the A sublattice can be written as
where
is the probability per unit time that the ith spin changes from the value σ i to σ i . Since the system is in contact with a heat bath at an absolute temperature T abs , each spin can change from the value σ i to σ i with the probability per unit time
where β = 1/k B T abs , k B is the Boltzmann factor, σ i is the sum over the three possible values of σ i = ±1, 0, and
gives the change in the energy of the system when the σ i -spin changes. The probabilities satisfy the detailed balance condition. Since W A i (σ i → σ i ) does not depend on the valueσ i , we can writeW
Since the sum of the probabilities is normalized to one, by multiplying both sides of Eq. (14) by σ k for m A and (3σ 2 k − 2) for q A and taking the averages, and finally by using a mean-field approach, we obtain the set of the mean-field dynamical equations for the sublattice A:
z is the coordination number, and Ω = τ w. Now assuming that the spins on sublattice A remain momentarily fixed and that the spins on the sublattice B change, we obtain the set of mean-field dynamical equations of m B and q B for the B sublattice by using a similar calculation as before, except we take S j = ±5/2, ±3/2, ±1/2 instead of σ i = ±1, 0 and we use <q B > = <S 
Hence, a set of mean-field dynamical equations of the system is obtained. We fixed z = 4 and Ω = 2π. Numerical solutions and discussions of these equations are given in the next section.
III. NUMERICAL RESULTS AND DISCUSSIONS

Time Variations of the Average Order Parameters
In order to investigate the behaviors of time variations of order parameters, first we have to study the stationary solutions of the set of coupled mean-field dynamical equations given in Eqs. (7)- (10) when the parameters T, k, d and h are varied. The stationary solutions of these equations will be periodic functions of ξ with period 2π; that is,
and
Moreover, they can be one of three types according to whether they have or do not have the property
The first type of solution satisfies both Eqs. , and they oscillate around a nonzero value. On the other hand, the quadrupolar order parameters q A and q B are not equal to each other (q A = q B ), and they oscillate around a nonzero values. In this case, the magnetization and the quadrupolar order parameters do not follow the external magnetic field. Hence, if m A (ξ) and and m B (ξ) oscillate around ±1 and ±3/2 respectively, the solutions is called the ferrimagnetic-II (i 2 ) phase; and if m A (ξ) and m B (ξ) oscillate around ±1 and ±1/2, respectively, the solution is called the ferrimagnetic-III (i 3 ) phase.
The third type of solution satisfies Eq. (12a), but does not satisfy Eq. (12b), and corresponds to the halfstaggered solution (ha). In this solution, submagnetizations m A and m B are equal to each other (m A = m B ), and m A (ξ) and m B (ξ) oscillate around zero value and are delayed with respect the external magnetic field. On the other hand, the quadrupolar order parameters q A and q B are not equal to each other (q A = q B ), and either q A (ξ) oscillates around a nonzero negative value and q B (ξ) oscillates around a nonzero positive values or q A (ξ) oscillate around a nonzero positive value and q B (ξ) oscillate around a nonzero negative values, and they do not follow the external magnetic field. The fourth type of solution satisfies Eq. (12a), but does not satisfy Eq. (12b), and corresponds to the antiquadrupolar or staggered solution (a). In this solution, submagnetizations m A and m B are equal to each other (m A = m B ), and m A (ξ) and and m B (ξ) oscillate around zero value and are delayed with respect the external magnetic field. On the other hand, the quadrupolar order parameters q A and q B are not equal to each other (q A = q B ), and q A (ξ) and q B (ξ) oscillate around negative values, and they do not follow the external magnetic field.
The above facts are seen explicitly by solving Eqs. (7)- (10) numerically. These equations are solved by using the numerical Adams-Moulton predictor-corrector method for a given set of parameters and initial values, and the solutions are presented in Fig. 1. From Fig. 1 , one can see four different solutions or phases: namely, d, i 1 , a, and i 2 + ha phases or solutions. As seen in Fig. 1(a) , only the symmetric solution is obtained; in this case, m A = m B oscillates around zero, but q A (ξ) and q B (ξ) oscillates around +1 and +10/3. Hence, we have a disordered (d) solution or phase. On the other hand, Fig.  1(b) illustrates that we have only the nonsymmetric solution because m A (ξ) oscillates around ±1 and m B (ξ) oscillates around ±5/2; hence, this solution corresponds to the i 1 phase. In Fig. 1(c) , m A (ξ) and m B (ξ) oscillate around zero, and q A (ξ) and q B (ξ) oscillate around negative values; hence, we have the antiquadrupolar or staggered (a) solution or phase. In Fig. 1(d) we have two solutions for both m A (ξ), m B (ξ) and q A (ξ), q B (ξ). In first solution, m A (ξ) oscillates around ±1, m B (ξ) oscillates around ±3/2, and q A (ξ) and q B (ξ) oscillate around nonzero values; hence, we have the i 2 phase. In the second one, m A = m B oscillates around zero, q A (ξ) oscillate around a positive value, and q B (ξ) oscillate around negative values; thus, we have the ha phase. Therefore, a i 2 + ha coexistence region or mixed phase occurs in the system, and the solutions depend on the initial values, as seen in Fig. 1(d) , explicitly. Thus, Fig. 1 shows that we have three fundamental phases, i.e., d, i 1 , and a phases, and a coexistence phase, namely, the i 2 + ha mixed phase, in the system. In addition to these three fundamental phases, the system has three more fundamental phases, namely, the i 2 , i 3 , and ha solutions or phases. Moreover, besides the i 2 + ha mixed phase, the system has eight more mixed phases, namely, the i Table 1 to avoid giving an unacceptable number of figures and duplications of the explanations.
Thermal Behavior of the Dynamic Order Parameters
In this subsection, we investigate the behaviors of the average order parameters in a period or the dynamic order parameters as functions of the reduced temperature. This investigation leads us to obtain the dynamic phase transition (DPT) points. The dynamic order parameters, namely, the dynamic sublattice magnetizations (M A ,M B ) and the dynamic sublattice quadrupole moments (Q A ,Q B ), are defined as
The 10/3 at zero temperature, and they decrease to zero continuously as the reduced temperature increases; therefore a second-order phase transition occurs at T C = 1.565. On the other hand, Q A = 1.0, Q B = 10/3 at zero temperature, and they decrease until T C . At T C they make a cusp, then decrease to zero as the reduced temperature increases, and finally become zero at infinite temperature. In this case, the dynamic phase transition is from the i Fig. 2(a) ; hence, the system undergoes a second-order phase transition from the i 1 phase to the d phase at T C = 2.1575. In Fig. 2(c) , M A = M B = 0.0 and Q A = -2, Q B = -8/3 at zero temperature, so the system undergoes two successive dynamic phase transitions as the temperature increases: The first one is a first-order phase transition because a discontinuity occurs for the dynamic order parameter. The dynamic transition is from the a phase to the i 1 phase at T tQ = 0. 7575. The second one is a second-order phase transition from the i 1 phase to the d phase, similar to Fig. 2(b) . Therefore, Figs. 2(b)-(c) show that an i 1 + a coexistence region or mixed phase occurs in the system. It should be mention that this kind of successive phase transition has also been called a mixed transition [27] . Fig. 2(d) , the system undergoes a first-order phase transition because the order parameters decrease to zero discontinuously as the reduced temperature increases, and the phase transition is from the i 1 phase to the d phase at T t = 1.5325. Fig. 2 Recently, a first-order phase transition, in addition to a second-order phase transition, was also been obtained in the dynamic phase transition of the globallycoupled kinetic Ising model in the low-frequency region [28] ; hence, both first-and second-order phase transitions occur in the low-frequency region. On the other hand, if the external driving frequency is zero, namely, the system is in an external static magnetic field, the system does not undergo any phase transitions. This fact has been shown in the kinetic BC model [29] and the kinetic mixed spin (1/2, 3/2) Ising system [23] . Finally, we should also mention that in the dynamic phase transition theory, the second (continuous), the first (discontinuous or jump), and the mixed transitions are classified as type-I, type-II, and type-III by Ma and Wang [27] in their recent works. Moreover, the type of dynamic phase transition undergone, and the existence of the tricritical point in bistable equations were presented by Berkolaiko and Grinfeld [30] .
Dynamic Phase Diagrams
Since we have obtained the DPT points in subsection 2, we can now present the phase diagrams of the system. The calculated phase diagrams in the (T, h), (k, T), and (d,T ) planes are presented in Figs. (3) - (5), respectively, for various values of interaction parameters. In these phase diagrams, the solid and the dashed lines represent the second-and first-order phase transition lines, respectively, and the dynamic tricritical point is denoted by a filled circle. T tc , B, TP, QP, and E represent the dynamic tricritical point, the double critical endpoint, the triple point, the quadruple point, and critical endpoint, respectively.
Fifteen main, topological different types of phase diagrams are found in the (T, h) plane the various values of k and d. We only present three representative phase diagrams in Fig. 3 . Fig. 3(a) We should also mention that very similar phase diagrams were obtained in the kinetics of the spin-1/2 [31] , spin-1 [29, 32] , spin-3/2 [33] , spin-2 [34] Ising systems, except that the ferrimagnetic phase became the ferromagnetic phase, and in the kinetics of the mixed Ising systems with spins (1/2, 1) [11, 22] , spins (1, 3/2) [24] , and spins (1, 2) [25] . Figure 3 (b) is a new phase diagram that was only obtained in the kinetic mixed system; hence, it was not observed in previous studies of the kinetic single [31] [32] [33] [34] and mixed [11, [22] [23] [24] Ising systems. Fig. 3(b) contains two tricritical points and two quadruple points (QP) and displays a triple point (TP). In this phase diagram, the system exhibits four mixed phases, namely, In this phase diagram, the dynamic phase boundary is only a first-order phase line and separates the i 1 + ha coexistence phase from the d phase. In order to avoid giving an unacceptable number of figures and duplicating of explanations, the behaviors of the fifteen main topolog- ically different types of phase diagrams are summarized in Table 2 .
We have investigated phase diagrams of the system in both the (k, T) and the (d, T) planes and we found twelve and thirteen different fundamental phase diagrams, respectively. Since the phase diagrams in these planes can be readily obtained from the phase diagrams in the (T, h) plane, we give only two interesting phase diagrams in the (k, T) plane and three representative phase diagram in the (d, T) plane. Fig. 4(a) and 4(b) illustrate the phase diagrams in the (k, T) plane for h = 0.5, d = 0.0 and h = 0.375, d = -0.25, respectively. Fig. 4(a) contains five dynamic tricritical points, one dynamic critical endpoint (E), two dynamic triple points (TP), and one dynamic quadruple point (QP). In this phase diagram, five mixed phases, namely, i 1 + a, a + d, i 1 + ha, i 2 + ha, and i 3 + ha, exist, besides the i 1 and the d fundamental phases. Fig. 4(b) contains two dynamic tricritical points and two dynamic double critical endpoints (B). In this phase diagram, the system exhibits three mixed phases, namely, i 1 + a, i 2 + ha, and i 3 + ha, besides the d fundamental phases. The properties of the twelve main topologically different types of phase diagrams are summarized in Table 3 to avoid giving an unacceptable number of figures and duplicating explanations. summarized in Table 4 .
Finally, we also investigated the influence of the frequency on the relaxation time. We found that decreasing the values of the frequency (w) led to a speed-up of the relaxation time in the system because ξ = wt. The effect of the frequency on the phase regions was also examined, and we found by decreasing the value of the frequency, the dynamic phase diagram became simpler, but by increasing the frequency, the system become more complex and gives a richer phase diagram. We found a behavior similar to the one seen in the phase diagrams of the kinetic spin-1 BEG model with a repulsive biquadratic coupling [35] and the mixed spin-1 and spin-2 Ising system [25] .
IV. SUMMARY AND CONCLUSIONS
We have analyzed, within a mean-field approach, the stationary states of the kinetic mixed spin-1 and spin-5/2 Ising ferrimagnetic model Hamiltonian with bilinear (J) and biquadratic (K) nearest-neighbor exchange interactions and a single-ion potential or crystal-field interaction (D) under the presence of a time-varying (sinusoidal) magnetic field (H = H 0 cos(wt)). We use a Glauber-type stochastic dynamics to describe the time evolution of the system. First, we studied the time variations of the average order parameters in order to find the phases in the systems. Then, the behavior of the average order parameters in a period or the dynamic magnetizations as a function of the reduced temperature (T = kT /zJ) and the crystal-field interaction (d =D/zJ) was investigated in detail. This study led us to characterize the nature (continuous or discontinuous) of the dynamic phase transitions and to obtain the DPT points. Finally, the dynamic phase diagrams were presented in the (T, h), (k, T), and (d,T ) planes where h = H 0 /zJ and k = K/zJ. We found that the behavior of the system strongly depended on the values of the interaction parameters, and Finally, it should be mentioned that there is a strong possibility that at least some of the first-order transition lines and dynamic special points are very likely artifacts of the mean-field approach due to its limitations, such as the correlation of spin fluctuations having not been considered. However, this study suggests that the kinetic mixed spin-1 and spin-5/2 Ising ferrimagnetic model has an interesting dynamic behavior and displays more interesting, richer, and distinct topological phase diagrams. Hence, we hope that our detailed theoretical investigation may stimulate further works to study the DPT points and present the dynamic phase diagrams in the mixed Ising model by using more accurate techniques such as kinetic Monte Carlo (MC) simulations. It should be also noted that although the results of the dynamic MC method are rather reliable, they are always constrained by the speed of computer; hence, our results will be instructive for the time consuming process of searching for critical behaviors by using the dynamic MC simulations.
