Abstract-Most of the researchers/ scientists are facing data exp losion problem presently. Large amount of data is availab le in the world i.e. data fro m science, industry, business, survey and many other areas. The main task is how to prune the data and extract valuable information fro m these data which can be used for decision making. The answer of this question is data mining. Data Mining is popular topic among researchers. There is lot of work that cannot be explo red in the field of data mining till now. A large number of data mining tools/software's are available which are used for mining the valuable info rmation fro m the datasets and draw new conclusion based on the mined informat ion . These tools used different type of classifiers to classify the data. Many researchers have used different type of tools with different classifiers to obtained desired results. In this paper three classifiers i.e. Bayes, Neural Network and Tree are used with two datasets to obtain desired results. The perfo rmance of these classifiers is analyzed with the help of Mean Absolute Error, Root Mean-Squared Error, Time Taken, Co rrectly Classified Instance, Incorrectly Classified instance and Kappa Statistic parameter.
I. Introduction
In recent years, there is the incremental growth in the electronic data management methods. Each companies whether it is large, mediu m or s mall having its own database system that are used for collecting and managing the information. This informat ion is used in the decision making process. Database of any firm consist the thousands of the instance and hundreds of attributes. Hence it is quite difficu lt to process these data and retrieving mean ing full information fro m the dataset in short span of time. The same problem is faced by researchers and scientists how to process the large data set for further research. To overcome this problem the term data mining co me into existence. Data min ing refers to the process of retrieving informat ion fro m large sets of data. Large nu mber of algorith ms and tools have been developed and implemented to retrieve information and discover knowledgeable patterns that may be useful for decision support [1] . The term Data Min ing, also known as Knowledge Discovery in Databases (KDD) refers to the nontrivial extraction of imp licit , previously unknown and potentially useful information fro m data in databases [2] . Several data mining techniques are pattern recognition, clustering, association and classification [3] . Classification techniques have been identified as an important problem in the emerging field of data mining. So me ethical issue is also related with Data mining for examp le process a data set that are belongs to racial, sexual, relig ious may occur some discernment [4] . This paper is organized in four sections. In the first section, classificat ion methods have been introduced. The second section provides the brief description about the tool and dataset which are used to evaluate the performance of discussed classifiers . The third section deals with the list of parameters that are used in this paper and result of discussed techniques. The fourth section contains the summary of the paper i.e. conclusion of the result section in the summarized way.
II. Classification
Classification of data is typical task in data min ing domain. There are large number o f classifiers that are used to classify the data such as bayes, function, rule based and Tree etc. The goal of classification is to correctly predict the value of a designated discrete class variable, given a vector of predictors or attributes [5] .
Bayes Net
Bayes Net is based on the bayes theorem. In Bayes net, conditional probability on each node is calculated and formed a Bayesian Network. Bayesian Network is a directed acyclic g raph. Hence inn Bayes net, it is assume that all attributes are nominal and there are no missing values if any such value is replaced globally. Different types of algorith ms are used to estimate conditional probability such as Hill Climb ing, Tabu Search, Simu lated Annealing, Genetic Algorith m and K2. The output of the Bayes net can be visualized in terms of graph. Fig.1 shows the visualized graph of the Bayes net for a bank data set [6] . Visualize g raph is formed by using the children attribute of the bank data set. In this graph, each node rep resents the probability distribution table within it. 
Naive Bayes
Naive Bayes [7] is widely used for the classification due to its simplicity, elegance, and robustness. Navie Bayes can be characterized as Naive and Bayes. Naive stands for independence i.e. true to multip ly probabilit ies when the events are independent and Bayes is used for the bayes rule. This technique assumes that attributes of a class are independent in real life. The performance of the Naive Bayes is better when the data set has actual values. Kernel density estimators can be used to measure the probability in Naive Bayes that imp rove the performance of the model. A large number of modifications have been introduced, by the statistical, data min ing, machine learning and pattern recognition communit ies an attempt to make it more flexib le but such modifications are necessarily complications, which detract from its basic simplicity.
Naive Bayes Updatable
This is the updateable version of Naive Bayes. This classifier will use a default p recision of 0.1 for numeric attributes when build Classifier is called with zero training instances and also known as incremental update.
Multi Layer Perceptron
Multi Layer Perceptron can be defined as Neural Network and Artificial intelligence without qualification. A Mult i Layer perceptron (M LP) is a feed forward neural network with one or more layers between input and output layer. Figure2 shows the functionality of mu ltilayer neural network and illustrates a perceptron network with three layers: 
Voted Perceptron
Voted Perceptron (VP) is proposed by Co llins and can be viewed as a simplified version of CRF [11] . It suggests that the voted perceptron is preferab le in cases of noisy or unseparable data [12] . Voted perceptron approaches to small samp le analysis and taking advantage of the boundary data of largest margin. Voted perceptron method is based on the perceptron algorithm of Rosenblatt and Frank [13] .
J48
J48 are the improved versions of C4.5 algorithms or can be called as optimized imp lementation of the C4.5.
The output of J48 is the Decision tree. A Decision tree is similar to the tree structure having root node, intermediate nodes and leaf node. Each node in the t ree consist a decision and that decision leads to our result. Decision tree divide the input space of a data set into mutually exclusive areas, each area having a label, a value or an action to describe its data points. Splitting criterion is used to calculate which attribute is the best to split that portion tree of the training data that reaches a particular node. Fig. 3 shows the decision tree using J48 fo r a bank data set whether a bank provide loan to a person or not. Decision tree is formed by using the children attribute of the bank data set. 
III. Tool
The WEKA toolkit is used to analyze the dataset [6] with the data mining algorith ms . W EKA is an assembly of tools of data classification, regression, clustering, association rules and visualizat ion. The toolkit is developed in Java and is open source software issued under the GNU General public License [8] . The W EKA tool incorporates the four applications within it.
For the Classification of Data set, weka explo rer is used to generate the result or statistics. Weka Exp lorer incorporates the following features within it:- Preprocess: It is used to process the input data. For this purpose the filters are used that can transform the data from one form to another form. Basically two types of filters are used i.e. supervised and unsupervised. Figure 4 described the preprocessed data snapshot.
 Classify. Classify tab are used for the classification purpose. A large number of classifiers are used in weka such as bayes, function, rule, tree, meta and so on. Four type of test option are mentioned within it.
 Cluster: It is used for the clustering of the data.
 Associate: Establish the association rules for the data.
 Select attributes: It is used to select the most relevant attributes in the data. Data set used in Weka is in Attribute-Relat ion File Format (ARFF) file fo rmat that consist of special tags to indicate different things in the dataset such as attribute names, attribute types, attribute values and the data. This paper includes the two data sets such as sick.arff and breast-cancer-wisconsin. Sick.arff data set has been taken fro m the weka tool website while the brest cancer data set has been taken fro m the UCI repository i.e. real t ime mu ltivariate data set [7, 14] . Brest cancer data set is in the form o f text file. Firstly it converts into the .xls format; .xls format to .csv format and then .csv format convert into the .arff format. The .arff format of both data sets given as:- Table 1 shows the comparison of the BayesNet, NavieBayes NavieBayes Uptable, Multilayer perceptron, Voted perceptron and J48 in tabular form. For the analysis of discussed classifiers the two data sets has been used in wh ich breast cancer data set has 286 instance and 10 attributes while the sick data set has 2800 instance and 30 attributes. The aim to take two dataset is to analyze the performance of d iscussed classifiers with large as well as small data set. But the analysis of RMSE parameter wh ich has shown in Fig. 6 describes that the model formed by J48 classifier is better i.e. 0.05 &0.43 than others. Because the min imu m value of RM SE, better is prediction. While mu ltilayer perceptron provides poor performance for small dataset i.e. 0.54 and voted perceptron provides worst result with large dataset i.e. 0.25. The performance of bayes classifiers with small dataset is almost same. Hence it is conclude that neural network classifiers provide worst result among these classifiers and tree classifiers provide best result with RMSE parameter. The interpretations of kappa statistic parameter state that value greater than zero means classifiers doing better. Hence, according to kappa statistic parameter that has done in Fig. 10 , Model formed by J48 g ives maximu m value i.e. 0.972. J 48 classifiers provide better result among all discussed classifiers. Bayes Net, Navie Bayes and Multilayer perceptron have similar performance when dataset is small wh ile voted perceptron provide poor result i.e. 0.0335. But when the dataset is large, Bayes Net, Navie Bayes, Naviebayes updateble & J48 have similar performance while voted perceptron provide poor result. So, it is easily concluded that performance of J48 classifier is better in case of kappa statistic parameter.
V. Conclusion
In this paper, six different classifiers has used for the classification of data. These techniques are applied on two dataset in which one of data set has one tenth of instance and one third attribute as compare to another data set. 
