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a b s t r a c t
In this paper we make a systematic discussion about the magnetocaloric effect of itinerant
electron systemswith first order transition. For this purpose, we use amicroscopicalmodel
based in the framework of the band theory of magnetism, including the magnetoelastic
interaction. Our calculations show that the magnetoelastic coupling parameter, which
renormalizes the electron energy hopping, is responsible for the appearance of the
first order transition, the thermal hysteresis and the difference among the values of
magnetocaloric potentials, calculated in the heating and cooling processes of the system.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In the last years, a lot of experimental and theoretical aspects of the magnetocaloric effect have been published in the
literature [1,2]. Despite that, the underlying physics behind the entropy change (1Siso) and the adiabatic temperature change
(1Tad) is not completely understood yet. For example, the real value of themagnetocaloric quantities1Siso and1Tad around a
first order phase transition is still a matter of discussion [3–14]. Themagnetocaloric quantity1Siso is usually experimentally
determined using magnetization data through the relation, 1Siso =
 B2
B1
(∂M/∂T )dB. The determination of 1Siso using this
relation is a very controversial issue and has been intensively discussed in the literature [3–10]. As a matter of fact, it has
been shown that this relation is indeed valid for compounds undergoing a second order phase transition. In compoundswith
first order phase transition, this relation may be used to calculate 1Siso only in temperature range away from of the phase
transition. The values of 1Siso obtained with this relation around the first order phase transition may be overestimated.
Besides this fact, Basso et al. [11–14] have shown, by using a macroscopic model, that the hysteresis should be taken into
account in the calculations of the magnetocaloric quantities around the first order transition.
In a recentwork [7],we have used amicroscopicmodel in the framework of localizedmagnetism, to discuss the hysteresis
effects on themagnetocaloric quantities1Siso and1Tad in compoundswith localmagneticmoments. However, such amodel
is not suitable to describe themagnetocaloric effect in itinerant electron systems, because the d-electrons responsible for the
magnetismare not localized in the crystalline lattice sites. In order to correctly describe themagnetocaloric effect in itinerant
electron systems with first order transition, we should use a theoretical model based in the band theory of magnetism. As a
matter of fact, the first order magnetic phase transition in itinerant electron systems has already been studied in literature
through a phenomenological model based on the Landau theory of phase transitions [15,16]. In the early nineties, Duc
et al. [17] discussed the first order phase transition in itinerant electron systems by considering a phenomenological model
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in which the bandwidth changes as a function of temperature. Later on de Oliveira et al. [18,19] have extended these ideas
to develop a microscopical model with realistic density of states. However, all these papers mentioned in this paragraph do
not treat the effects of hysteresis on the magnetocaloric properties of itinerant electron systems.
Based on the above, we perform in this work a systematic study of the magnetocaloric effect in a system of itinerant
electrons with first order phase transition. For this purpose, we use a Hubbard-like Hamiltonian [20] including the
magnetoelastic interaction and treating the two body interaction in the mean field approximation.
2. Model
Our starting point is the following model Hamiltonian [2]
H = Hel +Hmag +Hlat , (1)
where Hel = k εkc+k ck describes de ‘‘sp’’ conduction electrons, Hlat = q h¯ωqa+q aq describes the phonons into the
crystalline lattice. The termHmag given by
Hmag =

iσ
ε0d+iσdiσ +

ijσ
Tijd+iσdjσ +

i
Uni↑ni↓ −

i
gµBBsdi , (2)
is a single band Hubbard Hamiltonian describing the d-electrons, which are responsible for the onset of the magnetism
in the system. In this magnetic Hamiltonian, the first term represents an atomic energy level, where d+iσ (diσ ) is the
creation (annihilation) operator. The second term describes the electron hopping between the crystalline lattice sites,
where Tij =k εkeik(Ri0−Rj0) with k being the wave vector. The third term describes the local Coulomb interaction between
electrons,where niσ is the electron occupation numberwithσ -spin andU being amodel parameter. The last term represents
the Zeeman interaction between the d-magnetic moment and the external magnetic field, where g is the Landé factor and
µB is the Bohr magneton.
In the expression of the energy of electron hopping it is usually supposed that the sites are fixed into the crystalline
lattice. In the present work, we consider that the sites into the crystal lattice change their positions upon variation of an
external agent. With this consideration, we can rewrite the electron hopping energy as Tij = k εkeik[(Ri0−Rj0)−∆] where
∆ is the relative displacement of two neighboring sites, which depends on temperature, pressure, and magnetic field. For
small∆ we may write Tij = T 0ij [1− ∆˜], where T 0ij is the bare value of the electron hopping energy when the sites are fixed
in the crystalline lattice. Here ∆˜ = k · ∆, where k is an average value, represents a renormalized displacement between
neighboring sites.
It is very difficult to determine the effect of ∆ parameter on the electronic sates by using first principle calculations.
This kind of calculation is very complex and is beyond the scope of the present paper. Besides, the electronic structure
calculation only works at T = 0 K so the temperature dependence of the ∆ parameter can not be estimated in such a cal-
culation. So, in order to estimate the dependence of the ∆ parameter with temperature, magnetic field and pressure, we
need to make some approximations. Here, we get ∆ through the minimization of the free energy G = E − TS + PV where
E = −M · B− UM2
4µ2B
+ 12kel∆2 is the magnetic and elastic energy. In this free energy kel is a model parameter representing the
elastic constant,M , T , P , V and S represent themagnetization, temperature, pressure, volume and total entropy respectively.
In order to get ∆ we parameterize the critical temperature as [21] TC = T0 (1+ λ∆), where λ is a parameter and T0 is the
bare value of the critical temperature for ∆ = 0. Then, we consider TC proportional to the Coulomb parameter (TC = αU)
and take the derivative of the free energy with respect to∆. Setting ∂G/∂∆ equal to zero we get after algebra:
∆ =

T0λ
4αkelµ2B

M2 +

1
kel
∂S
∂∆

T −

1
kel
∂V
∂∆

P. (3)
Then the renormalized hopping energy turns out to be Tij = T 0ij [1 − γ el0 M2 − γ el1 T + γ el2 P] where γ el0 = (T0λk/4αkelµ2B),
γ el1 = k(∂S/∂∆)/kel and γ el2 = k(∂V/∂∆)/kel. In this work, for the sake of simplicity, the quantities γ el0 , γ el1 and γ el2 , which
are in units of µ−2B , T−1 and P−1 respectively, are considered as model parameters.
In the mean field approximation, the magnetic Hamiltonian in Eq. (2) turns out to be:
Hmag =

iσ
(ε0 + U ⟨ni−σ ⟩ niσ − σµBB) d+iσdiσ +

i,j
Tijd+iσdjσ . (4)
In order to determine the relevant magnetic quantities associated with this mean field Hamiltonian it is necessary to get
the spin-dependent density of states (ρσ ) as a function of temperature, magnetic field and pressure. Such a calculation is
usually done by using the Green’s function technique. In this method of calculation the spin dependent density of states
is given by ρσ (ω) = − 5π Im [g00σ (ω)], where the factor 5 accounts for the degeneracy of the d-states and g00σ (ω) given
by [2]:
g00σ (ω) =

ρ0(ε
′)dε′
ω − ε0 − U ⟨n−σ ⟩ + σµBB−

1− γ el0 M2 − γ el1 T + γ el2 P

ε′
 , (5)
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represents the local Green function associated with the mean field Hamiltonian in Eq. (4), where ω = ε + i0 and ρ0(ε′)
is a standard paramagnetic density of states. The electron occupation number per spin direction is calculated from ⟨nσ ⟩ =
ρσ (ε)f (ε)dε,where f (ε) is the Fermi distribution function. Themagnetization is given byM(T , B, P) = (⟨n↑⟩−⟨n↓⟩) and
the magnetic entropy is given by [2]:
Smag(T , B, P) = ℜ

σ
 ∞
−∞
ln

1+ e−β(εσ−µ) ρσ (ε)dε + 1kBT
 ∞
−∞
(εσ − µ) ρσ (ε)f (ε)dε

. (6)
Hereℜ is the gas constant, kB is the Boltzmann constant, εσ = ε0+U ⟨n−σ ⟩ − σµBB andµ is the chemical potential, which
should be self-consistently determined under the condition that the total electron occupation number (⟨n⟩ = ⟨n↑⟩ + ⟨n↓⟩)
remains constant.
The total entropy is given by S = Sel + Smag + Slat where Sel is the contribution from the non magnetic sp-conduction
electrons and Slat is the contribution from the crystalline lattice. Here we take Sel(T ) = γ T , where γ is the Sommerfeld
coefficient. It should be mentioned that the magnetoelastic coupling also modifies the phonon spectra so the Debye
temperature is expected to be temperature andmagnetic field dependent. However, as themagnetic field couples indirectly
with the crystal lattice,we can consider that the renormalization of theDebye temperature by themagnetoelastic coupling is
very small and can be neglected. Thus,with this consideration and for the sake of simplicity, the lattice entropy Slat calculated
in the Debye approximation, is given by [2]:
Slat(T ) =

−3ℜ ln

1− e−ΘDT

+ 12ℜ

T
ΘD
3  ΘD/T
0
x3
ex − 1dx

, (7)
whereΘD is the Debye temperature.
Once the total entropy is known the magnetocaloric potentials are calculated by 1Siso(T ,1B, P) = S(T , B2, P) − S
(T , B1, P) and1Tad(T ,1B, P) = T2 − T1 under the adiabatic condition S(T2, B2, P) = S(T1, B1, P), where1B = B2 − B1.
3. Numerical results and discussions
In order to get numerical results for the physical quantities, it is necessary to set the values of themodel parameters. First
of all we take g = 2,ΘD = 200 K, γ = 5.4mJ/mol K2. We adopt a model of density of states with a peak at high energy. The
Fermi energy level was chosen near the peak in order to favor the appearance of themagnetic order as assured by the Stoner
criterion. This choice of the model density of states and the Fermi energy level implies in an electron occupation number
of ⟨n⟩ = 1.36 per subband. All these parameters are kept fixed during the calculations. Secondly, we need to choose the
parameters that renormalize the hopping energy Tij = T 0ij (1− γ el0 M2 − γ el1 T + γ el2 P). For the sake of simplicity we discuss
only the processes at ambient pressure so that we may take γ el2 = 0. Besides, we may incorporate the parameter γ el1 in a
renormalized Coulomb interaction parameter U , because its main effect is to produce a non self-consistent renormalization
in the energy bandwidth. With these considerations, the renormalized hopping energy turns out to be Tij = T 0ij (1− γ el0 M2).
In order to understand the appearance of the first order phase transition and the hysteresis in the present model of itinerant
electrons, we perform systematic calculations for some values of the model parameters U (in units of bandwidth) and γ el0
(in units of µ−2B ). Firstly we fixed the parameter U and calculate the magnetic ordering temperature, as a function of the
magnetoelastic coupling parameter γ el0 , by increasing and decreasing temperature.
In Fig. 1, we plot the critical temperature as a function of the magnetoelastic parameter γ el0 for some fixed values of the
Coulomb interaction parameter U , when the temperature is increased (solid symbols) and decreased (open symbols). This
figure shows that for γ el0 smaller than a given value, indicated by the arrows in Fig. 1, the magnetic ordering temperature
is the same in the heating or cooling processes, characterizing a second order phase transition. However, above the critical
value of the γ el0 , indicated by the arrows in Fig. 1, the magnetic ordering temperature in the heating process is larger than
the corresponding one obtained in the cooling process. This difference between the magnetic ordering temperature in the
heating and cooling processes, which becomes larger as γ el0 increases, characterizes the thermal hysteresis which is inherent
to the first order phase transition. Hence for a fixed value of the parameter U there is a critical value of the parameter γ el0 ,
indicated in Fig. 1 by the arrows, which separates the first order phase transition from the second one. In Fig. 2, we construct
a phase diagram where we plot, as a function of the parameter U , the critical value of γ el0 for the onset of the first order
transition (open circles plus solid line). This phase diagram shows that for γ el0 = 0, there is a critical value of the Coulomb
parameter (UC = 0, 28) for the onset of the magnetic ordered states, as it is assured by the Stoner criterion of the itinerant
magnetism [Uρ(εF ) > 1, where ρ(εF ) is the density of states at the Fermi energy level]. Thus for U < UC the system is
in the paramagnetic phase (PM) for any value of the parameter γ el0 . On the other hand, for U > UC the system is always
in the ferromagnetic phase (FM) at T = 0 K. However, the order of the phase transition to the paramagnetic state at finite
temperature depends on the value of the parameter γ el0 . Below the solid line shown in Fig. 2, the system undergoes a second
order transition from the ferromagnetic phase to the paramagnetic one. On the contrary, above the solid line the transition
from the ferromagnetic to the paramagnetic phase is of first order with thermal hysteresis. It should be emphasized that on
the solid line or somewhat above it, the phase transition is of first order with a negligible thermal hysteresis. The hysteresis
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Fig. 1. Critical temperature as a function of γ el0 (in units ofµ
−2
B ) for some values ofU (in units of bandwidth). The solid symbols and open symbols represent
the calculations when the temperature is increased and decreased respectively. The solid and dashed lines are guides for the eyes.
Fig. 2. γ el0 (in units ofµ
−2
B ) versus U (in units of bandwidth). Open circles represent the critical values of γ
el
0 where occurs a first order transition. The solid
line which is a visual guide, separates the ferromagnetic phase with first and second order transition. The vertical dashed line separates the paramagnetic
(PM) and ferromagnetic phases (FM).
gets larger and becomes visible as we go upwards from the solid line that separates the region of second and first order
phase transition. It is worth mentioning that a real compound whose magnetism comes from itinerant electron, may be
driven from a region to another in the phase diagram of Fig. 2 by applied pressure or doping.
In Fig. 3, we plot the temperature dependence of themagnetization calculated by increasing and decreasing temperature
for the following sets of model parameters [U = 0.36, γ el0 = 0.8], [U = 0.36, γ el0 = 0.87] and [U = 0.36, γ el0 = 0.9],
represented in Fig. 2 by the letters A (below the line), B (somewhat above the line), and C (above the line) respectively. It is
worth mentioning that the magnetization in the heating and the cooling process is self-consistently calculated through
a numerical procedure which search for the minimum in the free energy. The magnetization curves for the first set of
parameters for increasing and decreasing temperatures are shown in Fig. 3 by the solid line and open circles respectively.
Note that in this case, there is no difference between the magnetization curves when the temperature is increased or
decreased. Besides, bothmagnetization curves go smoothly to zero. These two features characterize a second ordermagnetic
phase transition. The obtained magnetization curves for the second set of model parameters are shown in Fig. 3 by the solid
line (increasing temperature) and open squares plus dashed line (decreasing temperature). In this case, we can observe a
jump in the magnetization curves around the critical temperature, which is an indication of a first order phase transition.
However, the magnetization curve for increasing temperatures is almost equivalent to the one calculated for decreasing
temperatures, indicating that the thermal hysteresis is very small (not visible). The obtained magnetization curves for
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Fig. 3. Magnetization as a function of temperature for B = 0 for the following sets of parameters: [U = 0.36, γ el0 = 0.8], [U = 0.36, γ el0 = 0.87] and
[U = 0.36, γ el0 = 0.9], which are represented in Fig. 2 by the letters A, B and C respectively. Solid lines correspond to the calculations for increasing
temperatures while symbols plus dashed lines represent the calculations for decreasing temperatures.
Fig. 4. 1Siso upon magnetic field variation from 0 to 5T for the sets of parameters represented in Fig. 2 by the letters A, B and C. Solid lines correspond the
calculations for increasing temperatures while symbols plus dashed lines represent the calculations for decreasing temperatures.
the third set of model parameters are shown in Fig. 3 by the solid line (increasing temperatures) and open triangles plus
dashed line (decreasing temperatures). In this case, there are both the discontinuity in the magnetization curves and the
thermal hysteresis around the critical temperatures. These two features are clear indications of the first order magnetic
phase transition.
Now we calculate the magnetocaloric quantities 1Siso and 1Tad for the three sets of model parameters [U = 0.36,
γ el0 = 0.8], [U = 0.36, γ el0 = 0.87] and [U = 0.36, γ el0 = 0.9] represented in Fig. 2 by the letters A (below the line), B
(somewhat above the line), and C (above the line) respectively. The magnetocaloric quantities 1Siso and 1Tad calculated
under magnetic field variation from 0 to 5T are shown in Figs. 4 and 5 respectively. In these figures, the solid lines represent
the calculations for increasing temperatures while symbols plus dashed lines represent the calculations for decreasing
temperatures. From these figures, we can observe that for the first set of model parameters, represented by the letter A in
Fig. 2, where the system undergoes a second order phase transition, the magnetocaloric quantities calculated for increasing
and decreasing temperatures are equivalent. This coincidence occurs because the magnetization and demagnetization are
reversible processes. Such an equivalence also exists between the curves of the magnetocaloric quantities calculated for
the second set of model parameters, represented by the letter B in Fig. 2, where the system undergoes a first order phase
transition with a negligible thermal hysteresis. This equivalence between these curves of the magnetocaloric quantities
calculated by increasing and decreasing temperatures occurs because the magnetization and the demagnetization can also
be considered as reversible processes, despite the discontinuity in the magnetization curves characterizing the first order
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Fig. 5. 1Tad upon magnetic field variation from 0 to 5T for the sets of parameters represented in Fig. 2 by the letters A, B and C. Solid lines correspond the
calculations for increasing temperatures while symbols plus dashed lines represent the calculations for decreasing temperatures.
phase transition. However, for the third set of model parameters, represented by the letter C in Fig. 2, where the system
undergoes a first order phase transition with a large thermal hysteresis, the magnetocaloric quantities calculated in the
heating and cooling processes are quite different. Notice that the peak and the width of the magnetocaloric quantities,
around the first order phase transition, calculated in the cooling process is somewhat larger than the corresponding values
obtained in the heating process. This fact occurs because the amount of energy necessary to make the transition form the
paramagnetic phase to the ferromagnetic one is larger than the energy necessary to make the inverse process.
In conclusion, our theoretical calculations show that the magnetoelastic coupling which modifies the electron energy
hopping is responsible for the appearance of the first order transition in itinerant electron systems. Our calculations also
show that in the case of first order phase transition, the magnetocaloric quantities 1Siso and 1Tad should be evaluated by
considering the heating and the cooling processes of the sample. It should be stressed that these conclusions do not depend
on any particular choice of the electronic density of states and model parameters. We also want to emphasize that the
present model can be straightforwardly applied to calculate the hysteresis effects on the magnetocaloric properties of real
transitionmetal based compounds such asMnAs, La(Fe1−xSix)13 and Heusler alloys. Calculations in these directions are now
in progress and the results will be published elsewhere.
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