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a b s t r a c t
We show that L-weighted automata, L-rational series, and L-valued monadic second
order logic have the same expressive power, for any bounded lattice L and for finite
and infinite words. We also prove that aperiodicity, star-freeness, and L-valued first-
order and LTL-definability coincide. This extends classical results of Kleene, Büchi–Elgot–
Trakhtenbrot, and others to arbitrary bounded lattices, without any distributivity
assumption that is fundamental in the theory of weighted automata over semirings. In fact,
we obtain these results for large classes of strong bimonoids which properly contain all
bounded lattices.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Mathematics and Computer Science are based mostly on classical two-valued logic. However, already Łukasiewicz [39]
and Post [48] investigated logics with different degrees of certainty, and Birkhoff and von Neumann [4] introduced quantum
logic with values in orthomodular lattices as the logic of quantum mechanics. In general, distributivity fails in quantum
logics; therefore, orthomodular lattices are not required to satisfy the distributivity law. Recently, quantum automata and
quantum logicwith values in orthomodular latticeswere investigated in [38,49–52,63,64]. On a different strand, the concept
of multi-valued logics and automata over distributive De Morgan algebras led to the development of new practical tools
for multi-valued model checking, cf. [7,14,32,37]. The importance of non-distributive De Morgan algebras for multi-valued
model checking was stressed in [41].
The topic of this paper is to derive general lattice-valued versions of the fundamental results of Kleene [34] and Büchi–
Elgot–Trakhtenbrot [8,9,28,60] characterizing the behaviors of classical finite automata by rational languages and by logic,
respectively. We make no distributivity assumptions about the lattices. In contrast, weighted automata as introduced by
Schützenberger [58] are based on semirings where by definition multiplication distributes over addition; this is crucial
in the theory of semiring-weighted automata, cf. [27,55,36,2,35,21]. A semiring-weighted logic with the same expressive
power as weighted automata was presented in [17,19].
Here, we will consider automata and logics with weights taken in arbitrary bounded lattices. A lattice is bounded, if it
contains a smallest and a greatest element, which model the classical truth values 0 and 1. We note that this is a much
more general class of lattices than the distributive lattices, cf. [3,31] for background. Given a bounded lattice L and an
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alphabet Σ , the behavior of an L-weighted automaton M is a function from Σ∗ to L, assigning to each word w ∈ Σ∗
its value which is computed in L by calculating the values of successful runs, just as for semiring-weighted automata. We
also obtain the class of L-rational series in analogy to rational languages and rational power series. We call a function
s : Σ∗ → L a recognizable step function if s has finite image and for each a ∈ L the language s−1(a) of all words
with s-value a is recognizable. We define the class MSO(L,Σ) of monadic second-order formulas overL andΣ simply by
enriching classical MSO-logic by arbitrary elements from L as constants, and by using disjunction, conjunction, negation,
and existential and universal quantification (both first- and second-order) in our syntax. The existential fragment of this
logic is denoted by EMSO(L,Σ). As in the classical, unweighted case, the semantics of suchMSO(L,Σ)-formulas is defined
inductively, using the supremum operation of the lattice for disjunction and existential quantifications, and the infimum
operation for conjunction and universal quantifications. In order to define the semantics of negations of formulas,we assume
that the lattice is equipped with a unary complement function interchanging 0 and 1. We note that any bounded lattice can
be equipped with such a function by choosing the complement of elements of L not equal to 0 or 1 arbitrarily; hence, this
is no essential restriction on the bounded latticeL. Our first aim is the following result.
Theorem A. LetL be any bounded lattice,Σ any alphabet, and s : Σ∗ → L a series. Then the following are equivalent:
(1) s is the behavior of someL-weighted finite automaton.
(2) s isL-rational.
(3) s is a recognizable step function.
IfL has a complement function, then conditions (1) and (2) are also equivalent to the following:
(4) s is definable by some sentence fromMSO(L,Σ).
(5) s is definable by some sentence from EMSO(L,Σ).
Here, for L = {0, 1}, we obtain the fundamental results of Kleene and Büchi–Elgot–Trakhtenbrot. We also prove an
equivalence between aperiodic, star-free, weighted first-order, and weighted LTL-definable series, extending the classical
equivalence results for languages [44,57,33] to arbitrary bounded lattices. Note that corresponding results in the standard
theory of semiring-weighted automata (cf. [2,27,36,55,19,21]) heavily use the distributivity in semirings of multiplication
over addition. Our result shows that for lattices the distributivity assumption is not needed. Also, the class of MSO(L,Σ)-
definable series does not depend on the complement function ofL. This independence looks counter-intuitive at first glance,
but follows from the equivalence of conditions (3) and (4).
In fact, we prove the equivalences of Theorem A even for more general structures than lattices: they hold for any bi-
locally finite strong bimonoid A. A strong bimonoid (A,+, ·, 0, 1) can be viewed as ‘‘semiring without distributivity’’, and
is bi-locally finite if each finitely generated submonoid of the monoids (A,+, 0) or (A, ·, 1) is finite. For instance, the unit
interval [0, 1] ⊂ R with Łukasiewicz t-norm and t-conorm forms a non-distributive bi-locally finite strong bimonoid.
Such non-standard operations for the semantics of the logical connectives often occur in multi-valued logics, e.g., in Gödel-
logics, Łukasiewicz-logics, Post-logics, cf. [30]. We show that our bimonoid results also apply to an interesting new class of
weighted automata recently investigated in a series of papers [10–13] modeling, e.g., peak power consumption of energy.
In Theorem A and its general version for arbitrary bi-locally finite strong bimonoids, the equivalence between (1) and (3)
is due to [23]. The implications (3)⇒ (2) and (1)⇒ (5) are easy to see. The main contribution of Theorem A is the proof of
the implications (2)⇒ (1) and (4)⇒ (1) (cf. Theorems 4.2 and 5.3, respectively). For this we use the equivalence (1)⇔ (3)
and we follow the lines of [17,19] for the equivalences concerning weighted automata and weighted logic and [27] for the
equivalence concerning weighted automata and rational series, but with explicit automata constructions since the theory
of semiring-weighted automata cannot be used. In particular, the general model of weighted automata is employed in the
proofs concerning the Cauchy-product and the Kleene-iteration of series and the universal quantification of formulas. We
show that the implication (2)⇒ (1) fails in general without the assumption of the bi-local finiteness, even for commutative
right-distributive strong bimonoids.
We also characterize the recognizability of series for arbitrary strong bimonoids. As shown in [17], for this we have to
restrict our MSO-logic. We define a class srMSO(A,Σ) of syntactically restricted MSO(A,Σ)-formulas, and we show:
Theorem B. Let A be any strong bimonoid with complement function, and let s : Σ∗ → A be a series. The following are
equivalent:
(1) s is recognizable.
(2) s is definable by some sentence from srMSO(A,Σ).
Büchi’s seminal paper [9] investigated automata over infinite words and their languages, which are crucial for model-
checking of non-terminating processes, cf. e.g. [1,56]. Therefore here we also define Büchi and Muller automata acting on
infinite words and with weights in a given bounded lattice L. It is easy to see that such L-weighted Büchi and Muller
automata are equally expressive. We will show the following infinitary version of Theorem A:
Theorem C. Let L be any bounded lattice, Σ any alphabet, and s : Σω → L an infinitary series. Then the following are
equivalent:
(1) s is the behavior of someL-weighted Muller automaton.
(2) s is ω-rational.
(3) s is a Muller recognizable step function.
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Fig. 1. Three lattices.
IfL has a complement function, then conditions (1) and (2) are also equivalent to the following:
(4) s is definable by some sentence fromMSO(L,Σ).
(5) s is definable by some sentence from EMSO(L,Σ).
We also introduce the new concepts of aperiodic, respectively star-free, infinitary series. We derive an equivalence
result for aperiodic, star-free, weighted first-order, and weighted LTL-definable infinitary series, respectively, extending
the corresponding language-theoretic results [59,16]. These equivalences hold even for bi-idempotent commutative strong
bimonoids, and hence apply also to particular weighted automata investigated in [10,12].
We note that all our proofs of the given equivalences of Theorems A–C are constructive. As a consequence, given two
MSO(L,Σ)-sentences φ,ψ , we can decide, for instance, whether their semantics satisfy [[φ]] ≤ [[ψ]] (pointwise), which
can be viewed as anL-valued implication.
Finally, we give a sufficient condition implying that recognizable characteristic series over suitable strong bimonoids
have recognizable supports.
Similar equivalence results for weighted automata and suitably restricted weighted MSO-logics have been obtained
recently, with semirings asweight structures, forwords [17,19], trees [24,26], infinitewords [22], infinite trees [54], pictures
[29], traces [45], distributed processes [6], texts [42], nested words [43], and timed words [53]. Semirings may be viewed
as quantitative weight structures which allow us to count. In contrast, lattices as employed here may be viewed as a logical
counterpart. For lattices, we do not need to restrict the weighted logic as in the above papers but we can employ the
full logic. For bounded distributive lattices this equivalence was obtained in [20]. We remark that our results also hold,
correspondingly, for automata and L-valued MSO-logic formulas over ranked trees, instead of words. Whether they hold
for the other classes of structures mentioned above remains open at present.
An extended abstract of this paper appeared in [25].
2. Lattices and bimonoids
Let (L,≤) be a partially ordered set. If two elements a, b ∈ L have a least upper bound in L, this element is called the
supremum of a and b, denoted by a ∨ b. Dually, the infimum of a and b is defined to be the greatest lower bound of a and b
(provided it exists) and is denoted by a ∧ b. If any two elements ofL have both a supremum and an infimum, then (L,≤)
is called a lattice. This lattice is often denoted as (L,∨,∧). Equivalently, a lattice can be defined as an algebraic structure
with two binary operations ∨, ∧ onLwhich are associative, commutative, idempotent, and absorptive (cf. [3,31]).
A latticeL is called bounded if it contains a smallest and a greatest element, denoted by 0 and 1, respectively. The lattice
is distributive if a∧ (b∨ c) = (a∧ b)∨ (a∧ c) for all a, b, c ∈ L. This is equivalent to a∨ (b∧ c) = (a∨ b)∧ (a∨ c) for all
a, b, c ∈ L.
As is well known from lattice theory (cf. [3,31]), there is an abundance of lattices which are not distributive. In fact, a
lattice is non-distributive if and only if it contains one of the two lattices M3 and N5 (cf. Fig. 1). Note that B2 is the four-
element Boolean algebra {0, 1} × {0, 1} which has two incomparable complementary truth values a and b (cf. Fig. 1). In
comparison, in M3 we have three pairwise incomparable truth values any two of which have supremum 1 and infimum 0.
Moreover, N5 could be considered as a refinement of B2 where the truth value b of B2 was refined into two values b and c ,
each having the same relationship to a as the original element before.
A bounded lattice L together with a complement function ¯ : L → L is called an Ockham algebra, if it satisfies the De
Morgan identities a ∨ b = a ∧ b and a ∧ b = a ∨ b for all a, b ∈ L, and 0 = 1 and 1 = 0; and an Ockham algebra is
called a De Morgan algebra, if a = a. Distributive De Morgan algebras have been intensively investigated for multi-valued
model checking including the development of new practical tools (cf. [7,14,32,37]). In this context, let us consider the non-
distributive lattice M3. We define ¯ : M3 → M3 by letting 0 = 1, 1 = 0, a = c , c = a, and b = b. Then ¯ satisfies the
De Morgan identities as well as x = x for every x ∈ M3. Hence (M3,∨,∧,¯ ) is a De Morgan algebra. We just note that N5
becomes a (non-distributive) Ockham algebra if we put 0 = 1, 1 = 0, b = c = a, and either a = b or a = c.
In fact, we will prove our main results for even more general structures than lattices. A bimonoid is a structure
(A,+, ·, 0, 1) consisting of a set A, two binary operations + and · on A and two constants 0, 1 ∈ A such that (A,+, 0)
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and (A, ·, 1) are monoids. As usual, we identify the structure (A,+, ·, 0, 1)with its carrier set A. We call A a strong bimonoid
if the operation + is commutative and 0 acts as multiplicative zero, i.e., a · 0 = 0 = 0 · a for every a ∈ A. The bimonoid A
is commutative if the multiplication operation is commutative. A strong bimonoid in which multiplication distributes (from
both sides) over addition is called a semiring. For a range of examples of strong bimonoids which are not semirings we refer
the reader to [23].
For our logics, in order to deal with negation of formulas, we will need strong bimonoids with complement function
(A,+, ·, ¯, 0, 1). They consist of a strong bimonoid (A,+, ·, 0, 1) and a function ¯ : A → A such that 0 = 1 and 1 = 0. Note
that trivially any strong bimonoid A can be equipped with such a complement function ¯ by choosing a arbitrarily, for any
a ∈ A \ {0, 1}.
We call the strong bimonoid A or a strong bimonoid Awith complement function additively locally finite (multiplicatively
locally finite, respectively) if for every finite B ⊆ A, the smallest submonoid of (A,+, 0) (of (A, · , 1), respectively) containing
B is finite. Moreover, A is called bi-locally finite if it is additively locally finite and multiplicatively locally finite. We call A
additively idempotent, if a + a = a for each a ∈ A, and bi-idempotent, if a + a = a = a · a for each a ∈ A. Clearly, every
bi-idempotent, commutative strong bimonoid is bi-locally finite.
Next we give examples of bi-locally finite strong bimonoids.
Example 2.1. 1. Every bounded lattice (L,∨,∧, 0, 1) is a bi-idempotent, commutative strong bimonoid.
2. Let 0 < ε < 1. Let A = ([ε, 1] ∪ {0},+, ·, 0, 1)with the interval [ε, 1] ⊆ R and the usual addition and multiplication
on R, which however are truncated to 1 and 0 if, respectively, larger values than 1 or smaller values than ε occur. Then A is
bi-locally finite and commutative but obviously A is not bi-idempotent and not a semiring.
3. [23] There are only two strong bimonoids with exactly two elements and both are semirings: the field with two
elements and the Boolean semiring (since addition is determined by whether 1+ 1 = 0 or 1+ 1 = 1). However, there are
strong bimonoids with 3 elements which are not semirings, take, e.g., ({0, 1, 2},max, ·ˆ, 0, 1)where a ·ˆ b = (a · b) mod 3 for
every a, b ∈ {0, 1, 2}.
4. Let (A,+) be a commutative semigroup and (A, ·) be a semigroup. Combining these two structures we obtain a strong
bimonoid structure on A by adding constants 0 and 1. Formally, let 0, 1 ∉ A and put A′ = A ∪ {0, 1}. Then we define binary
operations ⊕ and ⊙ on A′ by letting ⊕ |A×A= +, ⊙ |A×A= ·, and 0 ⊕ x = x ⊕ 0 = x, 1 ⊕ x = x ⊕ 1 = x if x ≠ 0,
0 ⊙ x = x ⊙ 0 = 0, and 1 ⊙ x = x ⊙ 1 = x for all x ∈ A′. Then (A′,⊕,⊙, 0, 1) is a strong bimonoid. For example, if
(A, ·) = (A,+) = (A,∨) is a join-semilattice, the resulting bimonoid A′ is a bi-idempotent, commutative semiring. Note
that here the two bimonoid operations of A′ coincide on A∪{1}. As another example, let (A,+) = (A,∨) be a join-semilattice
and let · on A be given by a · b = b for all a, b ∈ A. Then the resulting bimonoid A′ is bi-idempotent and bi-locally finite,
but not commutative and not a semiring if |A| ≥ 2. To show that A is not a semiring choose a, b ∈ A with a < b. Then
b⊙ (1⊕ a) = b · a = a, but b⊙ 1⊕ b⊙ a = b+ a = b. We will come back to these examples below.
3. Weighted finite automata over finite words
In this section we recall the definition of weighted automata and the concept of recognizability over strong bimonoids.
We show several basic properties of recognizable step functions and recall the crucial theorem that every recognizable series
over a bi-locally finite, strong bimonoid is a recognizable step function.
LetΣ be an alphabet and A be a strong bimonoid.
Definition 3.1. A weighted finite automaton (for short: WFA) over A andΣ is a quadrupleM = (Q , in,wt, out) where Q is
a finite set of states, wt : Q × Σ × Q → A is a transition weight function, and in, out : Q → A are weight functions for
entering and leaving a state, respectively.
We call a state q ∈ Q initial (resp., final) if in(q) ≠ 0 (resp., out(q) ≠ 0). The value wt(p, σ , q) ∈ A indicates the weight
of the transition p
σ→ q. If w = σ1 . . . σn ∈ Σ∗ where n ≥ 0 and σi ∈ Σ , a path P over w is a sequence P : q0 σ1→ · · · σn→ qn
where q0, . . . , qn ∈ Q . The weight of P is the product
wt(P) = in(q0) ·wt(q0, σ1, q1) · . . . ·wt(qn−1, σn, qn) · out(qn),
and the label of P is label(P) = w. In particular, for n = 0, we have that wt(P) = in(q0) · out(q0).
Definition 3.2. The behavior ofM is the function ||M|| : Σ∗ → A such that for everyw ∈ Σ∗,
||M||(w) =

P path
overw
wt(P).
Note that, if A is a semiring, then this definition of the behavior of M is precisely the one used for semiring-weighted
automata, compare [27, p. 135]. Since, as seen in Section 2, there are large classes of strong bimonoids which are not
semirings, we have obtained a weighted automaton model also for these weight-structures.
We also note that a large (powerful and elegant) part of the theory of semiring-weighted automata employs matrices
of transition weights and the fact that they form a monoid under usual matrix multiplication. As is easy to see, the
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multiplication of n × n-matrices (n ≥ 2) over a strong bimonoid A is associative if and only if A is a semiring. Therefore
these semiring-based methods of weighted automata (as well as other particular proofs) are not applicable in our general
bimonoid setting, and we convert to direct automata-theoretic arguments.
Any function fromΣ∗ to A is called a formal power series (for short: series). We let A⟨⟨Σ∗⟩⟩ comprise all series over A and
Σ∗. A series s ∈ A⟨⟨Σ∗⟩⟩ is recognizable if there is a WFAM such that s = ||M||. If s ∈ A⟨⟨Σ∗⟩⟩ and w ∈ Σ∗, then as usual we
write (s, w) for s(w).
Now let s, s′ ∈ A⟨⟨Σ∗⟩⟩ be series, a ∈ A, and m ≥ 0. We define the scalar products a · s and s · a, the sum s + s′, and the
Hadamard product s ⊙ s′ by letting (a · s, w) = a · (s, w) and (s · a, w) = (s, w) · a, (s + s′, w) = (s, w) + (s′, w), and
(s⊙ s′, w) = (s, w) · (s′, w) for eachw ∈ Σ∗.
For L ⊆ Σ∗, we define the characteristic series 1L ∈ A⟨⟨Σ∗⟩⟩ by (1L, w) = 1 if w ∈ L, and (1L, w) = 0 otherwise for
w ∈ Σ∗.
We recall that s ∈ A⟨⟨Σ∗⟩⟩ is a recognizable step function if there are n ≥ 0, recognizable languages L1, . . . , Ln ⊆ Σ∗, and
a1, . . . , an ∈ A such that s =ni=1 ai · 1Li . Since the class of recognizable languages is closed under Boolean operations, we
can assume that the family (Li | 1 ≤ i ≤ n) forms a partitioning ofΣ∗.
First we summarize basic properties of recognizable series and recognizable step functions.
Lemma 3.3. Let s, s′ ∈ A⟨⟨Σ∗⟩⟩ and a ∈ A.
(a) Let s, s′ ∈ A⟨⟨Σ∗⟩⟩ be recognizable and let L ⊆ Σ∗ be a recognizable language. Then s+ s′, s⊙1L, and 1L⊙ s are recognizable.
(b) The constant seriesa ∈ A⟨⟨Σ∗⟩⟩, which maps every word to a, is a recognizable step function.
(c) If s and s′ are recognizable step functions, then s+ s′, s⊙ s′, and a · s and s · a are recognizable step functions.
Proof. (a) To recognize s + s′, as usual we take the disjoint union of the two WFA recognizing s and s′, respectively. To
recognize s⊙1L or 1L⊙ s, we choose a deterministic finite automaton recognizing L, convert it into aWFAwhich recognizes
1L, and then take the direct product with a WFA recognizing s.
(b) Clearly,a = a · 1Σ∗ is a recognizable step function.
(c) We assume that s = ni=1 ai · 1Li and s′ = mj=1 bj · 1Kj where each of the two families (Li | 1 ≤ i ≤ n) and
(Kj | 1 ≤ j ≤ m) forms a partitioning ofΣ∗. Now observe that
s+ s′ =

1≤i≤n,
1≤j≤m
(ai + bj) · 1Li∩Kj and s⊙ s′ =

1≤i≤n,
1≤j≤m
(ai · bj) · 1Li∩Kj .
Thus, s+ s′ and s⊙ s′ are also recognizable step functions. This also implies the last two claims, noting that a · s =a⊙ s and
s · a = s⊙a, and part (b). 
We call a WFAM = (Q , in,wt, out) crisp-deterministic if it satisfies the following conditions:
(i) there is exactly one q ∈ Q such that in(q) ≠ 0. Moreover, in(q) = 1 for this state q (we call q the initial state of M) and
(ii) for every σ ∈ Σ and q ∈ Q there is at most one q′ ∈ Q with wt(q, σ , q′) ≠ 0. Moreover, wt(q, σ , q′) = 1 for this
state q′.
We note that for a crisp-deterministic WFA M and input word w ∈ Σ∗ there is at most one path Pw with label w such
that wt(Pw) ≠ 0. If such a path Pw exists, then (||M||, w) = wt(Pw) = out(q) where q is the last state of Pw . In particular,
im(||M||) ⊆ im(out) ∪ {0} where im(f ) denotes the image of a function f . Different determinization algorithms for WFA
over strong bimonoids have been described recently in [15]. Very often we will use the following result.
Proposition 3.4 ([23], Lemma 8). Let s ∈ A⟨⟨Σ∗⟩⟩. Then s is a recognizable step function if and only if s = ||M|| for some crisp-
deterministic WFA M.
The following result will be crucial for us.
Theorem 3.5 ([23], Theorem 11). Let A be bi-locally finite and s ∈ A⟨⟨Σ∗⟩⟩. Then s is recognizable if and only if s is a recognizable
step function.
Nowwewish to point out a relationship betweenweighted automata over strong bimonoids and twoweighted automata
models investigated recently in a series of papers [10–13]. Chatterjee, Doyen, and Henzinger consider weighted automata
where A = Q, the set of rational numbers, together with a value function Val : Q+ → R. The weight of a path is given by the
value of Val applied to the sequence of weights of the transitions composing the path. The value (||M||, w) of M for a word
w ∈ Σ∗ is defined as the supremum of the weights of all paths overw leading from an initial to a final state. Among several
kinds of value functions, they consider the value functions Val = Max and Val = LastwhereMax(v) = max{vi | 1 ≤ i ≤ n}
and Last(v) = vn for every finite sequence v = v1 . . . vn ∈ Q+. For instance, peak power consumption can be modeled as
the maximum of a sequence of weights representing power usage [10,12].
These two automata models can be viewed as weighted automata over strong bimonoids in the following way. In both
cases, we let the addition operation on A = Q be the usual supremum operation for pairs of rational numbers. For the value
functionMax, we let the multiplication operation on A also be the supremum operation, and for the value function Last, we
use themultiplication given by a·b = b for a, b ∈ Q. Now let A′ be the bimonoid constructed in Example 2.1(4). Observe that
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A′ is bi-locally finite and bi-idempotent and is a semiring in theMax-case. Then the behavior ofMax-, resp., Last-automata
coincides with the behavior of the weighted automatonM over the corresponding bimonoid A′.
This shows that all our results are applicable toMax- and Last-automata. For instance, by the proofs of Proposition 3.4 and
Theorem3.5, these automata can be determinized effectively; [10] gives the complexity of such determinization procedures.
Theorems 4.2, 5.3 and 6.4 show that the behaviors ofMax- and Last-systems can be specified equivalently also by rational
expressions or by weighted MSO- or LTL-formulas.
4. Recognizability and rationality
In this sectionwe prove the equivalence between recognizable and rational series over bi-locally finite strong bimonoids.
In all of this section, let (A,+, ·, 0, 1) be a strong bimonoid.
Let s, s′ ∈ A⟨⟨Σ∗⟩⟩ be series, a ∈ A, and m ≥ 0. We define the Cauchy product s · s′ and the m-th power sm (m ≥ 1) by
letting, for eachw ∈ Σ∗, (s · s′, w) =w=uv(s, u) · (s′, v) and (sm, w) =w=u1...um(s, u1) · . . . · (s, um). Also, let s0 = 1{ε}.
We say that s is proper if (s, ε) = 0. In this case we define the star s∗ ∈ A⟨⟨Σ∗⟩⟩ by letting (s∗, w) =|w|m=0(sm, w).
Given a ∈ A andw ∈ Σ∗, the series a · 1{w} is called amonomial.
A series s ∈ A⟨⟨Σ∗⟩⟩ is called rational if it can be constructed from finitely many monomials using the operations sum,
Cauchy product, and star where the latter is applied only to proper series.
First we show that for arbitrary commutative strong bimonoids, rationality of series does not imply recognizability.
Example 4.1. Let A be the free commutative bimonoid freely generated by {a, b}. Note that the elements of A can be obtained
from the generators by alternating two constructions, which are: (1) taking products of powers of different elements, and (2)
forming sums of multiples of different elements. Now considerΣ = {σ } and the series s = (a ·1{σ })∗+ (b ·1{σ })∗ ∈ A⟨⟨Σ∗⟩⟩.
Then s is rational (and recognizable by a WFA with two states). We have (s, σ n) = an + bn for each n ∈ N, and
(s · s, σ k) = m,n≥0
m+n=k
(am + bm) · (an + bn) for each k ∈ N. We claim that s · s is not recognizable.
Let M = (Q , in,wt, out) be any WFA. Choose m, n ≥ 1 such that an + bn ∉ I and (am + bm)(an + bn) ∉ I ,
where I = im(in) ∪ im(wt) ∪ im(out). The values of ||M|| arise by performing construction (1) on the elements of I ,
followed by construction (2). We cannot obtain (am + bm)(an + bn) by construction (1) on the elements of I . Hence, if
k = m + n, we have (s · s, σ k) ∉ im(||M||), showing s · s ≠ ||M||, and our claim follows. A similar argument works
if we replace A by the free commutative right-distributive bimonoid generated freely by {a, b}. In this case, we have
(s · s, σ k) = m,n≥0
m+n=k
(am · (an + bn)+ bm · (an + bn)) for k ∈ N.
In this section we will show the following result:
Theorem 4.2. Let A be any bi-locally finite strong bimonoid and s ∈ A⟨⟨Σ∗⟩⟩. The following statements are equivalent:
(1) s is recognizable.
(2) s is rational.
First we show that the rational operations transform recognizable step functions into recognizable series. For this, we
employ standard automata-theoretic constructions to crisp-deterministic WFA and we check that distributivity properties
are not needed.
Lemma 4.3. Let s1, s2 ∈ A⟨⟨Σ∗⟩⟩ be two recognizable step functions. Then s1 · s2 is recognizable.
Proof. Let M1 = (Q1, in1,wt1, out1) and M2 = (Q2, in2,wt2, out2) be crisp-deterministic WFA over A and Σ such that
s1 = ||M1|| and s2 = ||M2||; we assume that Q1 ∩ Q2 = ∅. Moreover, for i ∈ {1, 2}, we assume that q0,i ∈ Qi is the initial state
ofMi.
We construct the WFAM = (Q , in,wt, out) over A andΣ by defining
• Q = Q1 ∪ Q2• for every q ∈ Q :
in(q) =

1 if q = q0,1
out1(q0,1) if q = q0,2 and ε ∈ supp(s1)
0 otherwise
• for every σ ∈ Σ and p, q ∈ Q :
wt(p, σ , q) =

wt1(p, σ , q) if p, q ∈ Q1
out1(q′) if p, q′ ∈ Q1,wt1(p, σ , q′) = 1, q = q0,2
wt2(p, σ , q) if p, q ∈ Q2
0 otherwise
note that q′ is unique if it exists,
• out(q) = 0 for every q ∈ Q1 and out|Q2 = out2.
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We claim that ||M|| = s1 · s2. Choose w = σ1 . . . σn ∈ Σ∗ and consider a path P : q0 σ1→ · · · σn→ qn of M with wt(P) ≠ 0.
Then qn ∈ Q2 and q0 ∈ {q0,1, q0,2}. First assume that q0 = q0,1. Choose the minimal index i ≥ 0 with qi+1 ∈ Q2, i.e., where P
changes from Q1 to Q2. Then consider the path P1 : q0 σ1→ · · · σi→ qi σi+1→ q′ ofM1 where q′ ∈ Q1 is the uniquely determined
state with wt1(qi, σi+1, q′) = 1; then wt(qi, σi+1, qi+1) = out1(q′) and qi+1 = q0,2 by construction ofM . Let P2 be the path
qi+1
σi+2→ · · · σn→ qn ofM2. Secondly, let q0 = q0,2, then ε ∈ supp(s1). In this case let P1 be the empty path ofM1 starting and
finishing at q0,1, and let P2 = P .
In both cases, wt(P) = wt1(P1) · wt2(P2). Let w1 = label(P1) and w2 = label(P2). Then clearly w = w1w2 and Pi is the
uniquely determined path inMi with non-zero weight and labelwi, so wti(Pi) = (si, wi), for i = 1, 2. This construction gives
a weight-preserving bijection between the collection of all paths P of M with non-zero weight and label(P) = w and the
collection of pairs (P1, P2) of paths P1 ofM1 and P2 ofM2 with wt1(P1) ·wt2(P2) ≠ 0 andw = label(P1)label (P2). It follows
that (||M||, w) = (s1 · s2, w)which proves our claim. 
In general, it is not true that the Cauchy product of two recognizable step functions is a recognizable step function. For
this, we consider the semiring of natural numbers and the recognizable step function s = 1Σ∗ . Then (s · s, w) = |w| + 1 for
everyw ∈ Σ∗; clearly, this is not a recognizable step function.
For the proof of the fact that the star of a proper recognizable step function is again recognizable, we first introduce
a normal form of crisp-deterministic WFA. We call a crisp-deterministic WFA M = (Q , in,wt, out) over A and Σ start
separated if for every q ∈ Q and σ ∈ Σ we have that wt(q, σ , q0) = 0 where q0 is the initial state.
Lemma 4.4. For every crisp-deterministic WFA M there is a start separated crisp-deterministic WFA M ′ such that ||M|| = ||M ′||.
Proof. Let M = (Q , in,wt, out) be a crisp-deterministic WFA over A and Σ with initial state q0. We construct the WFA
M ′ = (Q ′, in′,wt′, out′) over A andΣ by
• Q ′ = {q¯} ∪ Q where q¯ is a new state,
• in′(q¯) = 1, and in′(q) = 0 for every q ∈ Q ,
• for every p, q ∈ Q ′ and σ ∈ Σ ,
wt′(p, σ , q) =

wt(p, σ , q) if p, q ∈ Q
wt(q0, σ , q) if p = q¯ and q ∈ Q
0 otherwise
• out′(q) = out(q) for every q ∈ Q , and out′(q¯) = out(q0).
Clearly,M ′ is crisp-deterministic and start separated. Paths ofM with non-zero weight can be transformed into such paths
ofM ′ (and vice versa) by changing the first transition in the obvious way; hence ||M|| = ||M ′||. 
Lemma 4.5. Let s ∈ A⟨⟨Σ∗⟩⟩ be a proper recognizable step function. Then s∗ is recognizable.
Proof. By Lemma 4.4, let M = (Q , in,wt, out) be a start separated and crisp-deterministic WFA over A and Σ such that
s = ||M||. We assume that q0 ∈ Q is the initial state ofM . Since s is proper, we can conclude that out(q0) = 0.
We construct the WFAM ′ = (Q , in,wt′, out′) over A andΣ as follows.
• for every σ ∈ Σ and p, q ∈ Q :
wt′(p, σ , q) =

wt(p, σ , q) if q ≠ q0
out(q′) if q = q0 and q′ ∈ Q and wt(p, σ , q′) = 1
0 otherwise
note that q′ is unique if it exists.
• out′(q0) = 1 and out′(q) = 0 for every q ∈ Q \ {q0}.
We claim that ||M ′|| = s∗. Choosew ∈ Σ∗ and consider a path P ′ ofM ′ with label(P ′) = w and wt(P ′) ≠ 0. Then P ′ starts
and finishes in q0. We decompose P ′ into P ′1, . . . , P ′n with non-empty subpaths P
′
i which start and finish in q0, and do not run
through q0 in between. Lettingwi = label(P ′i ), we havew = w1 . . . wn. Let 1 ≤ i ≤ n. We construct the path Pi ofM from P ′i
by replacing the last transition (pi, σi, q0) of P ′i by (pi, σi, q
′
i)where q
′
i is the uniquely determined statewithwt(pi, σi, q
′
i) = 1.
Observe that wt′(P ′i ) = wt′(pi, σi, q0) = out(q′i) = wt(Pi) = (s, wi) since M is crisp-deterministic. In this way, we obtain
a weight-preserving bijection between the collection of all paths P ′ ofM ′ with non-zero weight and label(P ′) = w and the
collection of all sequences P1, . . . , Pn of paths Pi ofM with wt(P1) · . . . ·wt(Pn) ≠ 0 and label(P1) . . . label(Pn) = w. Hence,
(||M ′||, w) = (s∗, w). 
Next we prove that every recognizable step function is rational.
Lemma 4.6. Every recognizable step function is rational.
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Proof. Let s =ni=1 ai · 1Li be a recognizable step function. Since ai · 1Li = (ai · 1{ε}) · 1Li for 1 ≤ i ≤ n, it suffices to prove
that 1L is rational for every recognizable language L.
By Proposition 4.3 of [46], we can construct L from finitely many singletons using the operations unambiguous union,
unambiguous product, and unambiguous star where the latter is applied only to languages not containing ε. Note that if
K , K ′ ⊆ Σ∗ and the constructs K ∪ K ′, K · K ′, resp. K ∗ are unambiguous, then 1K∪K ′ = 1K + 1K ′ , 1K ·K ′ = 1K · 1K ′ , resp.
1K∗ = (1K )∗. This shows that we can construct 1L in the same way as L by the corresponding rational operations. 
Proof of Theorem 4.2. (1)⇒ (2): This follows from Theorem 3.5 and Lemma 4.6.
(2) ⇒ (1): Trivially, each monomial is a recognizable step function. By Lemma 3.3(c), Lemmas 4.3 and 4.5, and
Theorem 3.5, the class of recognizable step functions is closed under sum, Cauchy product, and star. Thus each rational
series is a recognizable step function and hence recognizable by Proposition 3.4.
5. Recognizability and MSO-definability
Here we prove the equivalence between recognizable and MSO-definable series. In all of this section, let (A,+, ·, ¯, 0, 1)
be a strong bimonoid with complement function andΣ an alphabet.
Definition 5.1. The syntax of formulas of the weighted MSO-logic over A andΣ is given by the grammar
ϕ ::= a | Rσ (x) | x ≤ y | x ∈ X | ¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∃X .ϕ | ∀x.ϕ | ∀X .ϕ
where a ∈ A, σ ∈ Σ , x is a first-order variable, and X is a second-order variable. We let Free(ϕ) be the set of all free
variables of ϕ. We denote by MSO(A,Σ) the collection of all such weighted MSO-formulas. We let MSO(Σ) be the subset
of MSO(A,Σ) comprising all formulas that do not contain a constant a as subformula (a ∈ A).
In the sequel, for w ∈ Σ∗ and n = |w|, the length of w, we also write w = w(1) . . . w(n) with w(i) ∈ Σ , and
dom(w) = {1, . . . , n}. Now letV be a finite set of first-order and second-order variables andw ∈ Σ∗. A (V, w)-assignment
ρ maps first-order variables in V to elements of dom(w) and second-order variables in V to subsets of dom(w). Then we
encode such a pair (w, ρ) as a word uwith |u| = |w| over the extended alphabetΣV = Σ × {0, 1}V as usual, and we call a
word u ∈ Σ∗V valid if u corresponds to such a pair. Clearly, the language NV = {u ∈ Σ∗V | u is valid} is recognizable.
Let (w, ρ) ∈ NV , x be a first-order variable, and i ∈ dom(w). Then ρ[x → i] is the (V∪{x}, w)-assignment which assigns
x to i and acts as ρ on each of the other variables. Similarly, ρ[X → I] is defined for I ⊆ dom(w) and a second-order variable
X . For ϕ ∈ MSO(Σ), the definition that (w, ρ) satisfies ϕ, denoted by (w, ρ) |= ϕ, is as usual assuming that the domain of
ρ contains Free(ϕ).
Definition 5.2 (Compare [17]). Let ϕ ∈ MSO(A,Σ) and V be a finite set of variables containing Free(ϕ). The V-semantics
of ϕ is a formal power series [[ϕ]]V ∈ A⟨⟨Σ∗V⟩⟩. Let u ∈ Σ∗V . If u ∉ NV , then we put ([[ϕ]]V, u) = 0. Otherwise, we define
([[ϕ]]V, u) ∈ A inductively as follows where u corresponds to (w, ρ):
([[a]]V, u) = a ([[Rσ (x)]]V, u) =

1 ifw(ρ(x)) = σ
0 otherwise
([[x ≤ y]]V, u) =

1 if ρ(x) ≤ ρ(y)
0 otherwise
([[x ∈ X]]V, u) =

1 if ρ(x) ∈ ρ(X)
0 otherwise
([[¬ϕ]]V, u) = ([[ϕ]]V, u)
([[ϕ ∨ ψ]]V, u) = ([[ϕ]]V, u)+ ([[ψ]]V, u) ([[ϕ ∧ ψ]]V, u) = ([[ϕ]]V, u) · ([[ψ]]V, u)
([[∃x.ϕ]]V, u) =

i∈dom(u)
([[ϕ]]V∪{x}, u[x → i]) ([[∀x.ϕ]]V, u) =

i∈dom(u)
([[ϕ]]V∪{x}, u[x → i])
([[∃X .ϕ]]V, u) =

I⊆dom(u)
([[ϕ]]V∪{X}, u[X → I])
([[∀X .ϕ]]V, u) =

I⊆dom(u)
([[ϕ]]V∪{X}, u[X → I])
where in the product over dom(w) we follow the natural order, and we fix some order on the power set of {1, . . . , |w|} so
that the last product is defined. We simply write [[ϕ]],Σϕ , and Nϕ for, respectively, [[ϕ]]Free(ϕ),ΣFree(ϕ), and NFree(ϕ).
For examples of weighted MSO-formulas (over semirings) we refer the reader to [19]. Recently, in [5] probabilistic CTL
was shown to form a fragment of weighted MSO-logic.
We let EMSO(A,Σ) contain all existentialMSO(A,Σ)-formulas ϕ, i.e., ϕ is of the form ∃X1 . . . ∃Xn.ψ withψ ∈ MSO(A,Σ)
containing no set quantifications. Let Z ⊆ MSO(A,Σ) and s ∈ A⟨⟨Σ∗⟩⟩. We say that s is Z-definable if there is a sentence (i.e.,
a formula without free variables) ϕ ∈ Z such that s = [[ϕ]].
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The first main goal of this section will be the following result.
Theorem 5.3. Let A be any bi-locally finite strong bimonoid with complement function, and let s ∈ A⟨⟨Σ∗⟩⟩. The following are
equivalent:
(1) s is recognizable.
(2) s is EMSO(A,Σ)-definable.
Moreover, if A is commutative, then conditions (1) and (2) are also equivalent to:
(3) s isMSO(A,Σ)-definable.
We also wish to characterize the recognizability of series for arbitrary strong bimonoids, without the assumption of bi-
local finiteness. For this we have to restrict the logic. We follow the approach of [19], combined with an interesting new
idea of [5].
We call a formula ϕ ∈ MSO(A,Σ) Boolean [5] if it does not contain constants a with a ∈ A \ {0, 1} and does not
use disjunction, existential first or second order quantification. Clearly, every Boolean formula ϕ can be considered as a
classical (unweighted) MSO-formula defining the languageL(ϕ) ⊆ Σ∗ϕ . Then [[ϕ]] = 1L(ϕ). Conversely, any classical MSO-
formula can be transformed into a Boolean formula by eliminating disjunction and existential quantifications using negation,
conjunction, and universal quantification. Hence, the Boolean formulas capture the full power of classical MSO logic. In
particular, for every recognizable language L ⊆ Σ∗ there is a Boolean sentence ϕ such that 1L = [[ϕ]].
A formula ϕ ∈ MSO(A,Σ) is almost unambiguous if it is constructed from constants a (a ∈ A) and Boolean formulas,
using disjunction, conjunction, and negation. We will show later that the almost unambiguous formulas define precisely
the recognizable step functions.
Definition 5.4 (Compare [19]). A formula ϕ ∈ MSO(A,Σ) is called syntactically restricted, if it satisfies the following
conditions:
1. Whenever ϕ contains a conjunction ψ ∧ ψ ′ as subformula but not in the scope of a universal first order quantifier, then
ψ or ψ ′ is Boolean.
2. Whenever ϕ contains ∀X .ψ as a subformula, then ψ is Boolean.
3. Whenever ϕ contains ∀x.ψ or ¬ψ as a subformula, then ψ is almost unambiguous.
We let srMSO(A,Σ) denote the set of all syntactically restricted formulas of MSO(A,Σ).
We note that condition (1) of Definition 5.4 is slightly more restrictive than condition (1) of Definition 4.6 of [19].
The second main result of this section is the following.
Theorem 5.5. Let A be any strong bimonoid with complement function, and let s ∈ A⟨⟨Σ∗⟩⟩. The following are equivalent:
(1) s is recognizable.
(2) s is srMSO(A,Σ)-definable.
For our proofs of Theorems 5.3 and 5.5 we will need preservation properties of recognizability under morphisms
and inverse morphisms. Let Σ,Γ be alphabets and h : Σ∗ → Γ ∗ be a morphism. For every s ∈ A⟨⟨Γ ∗⟩⟩ we define
h−1(s) ∈ A⟨⟨Σ∗⟩⟩ by letting (h−1(s), w) = (s, h(w)) for everyw ∈ Σ∗. If h is length-preserving, for every series s ∈ A⟨⟨Σ∗⟩⟩
we define h(s) ∈ A⟨⟨Γ ∗⟩⟩ by
(h(s), v) =

w∈h−1(v)
(s, w)
for every v ∈ Γ ∗.
Lemma 5.6. Let Σ,Γ be alphabets and h : Σ∗ → Γ ∗ be a monoid morphism. Then h−1 : A⟨⟨Γ ∗⟩⟩ → A⟨⟨Σ∗⟩⟩ preserves
recognizable step functions and, if h is length-preserving, also recognizability.
Proof. If s =ni=1 ai·1Li is a recognizable step function, then h−1(s) =ni=1 ai·1h−1(Li). The second statement follows froma
classical automata theoretic construction as follows. LetM = (Q , in,wt, out) be aWFA over A andΓ . We construct theWFA
M ′ = (Q , in,wt′, out) by letting wt′(p, σ , q) = wt(p, h(σ ), q) for every p, q ∈ Q and σ ∈ Σ . Clearly, ||M ′|| = h−1(||M||). 
We note that the second statement of Lemma 5.6 also holds for arbitrary monoid morphisms by employing a more
complex construction.Wedo not include this because in the sequelwewill only need length-preservingmonoidmorphisms.
In the theory of semiring-weighted automata there are very short algebraic proofs that length-preserving morphisms
preserve recognizability (cf. e.g., Theorem II.4.3 of [55]) which, however, ultimately rest on the distributivity of the semiring.
In our setting we cannot use these methods; therefore we give a new direct automata-theoretic proof.
Lemma 5.7. Let Σ,Γ be alphabets and h : Σ∗ → Γ ∗ be a length-preserving monoid morphism. Then h : A⟨⟨Σ∗⟩⟩ → A⟨⟨Γ ∗⟩⟩
preserves recognizability.
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Proof. Let M = (Q , in,wt, out) be a WFA over A and Σ . Choose σ0 ∈ Σ . We construct the WFA M ′ = (Q ′, in′,wt′, out′)
over A and Γ by letting
• Q ′ = Q ×Σ ,
• in′(q, σ ) = in(q) for every (q, σ ) ∈ Q ′
• for every γ ∈ Γ and (p, σ ), (q, σ ′) ∈ Q ′ we have
wt′((p, σ ), γ , (q, σ ′)) =

wt(p, σ , q) if h(σ ) = γ
0 otherwise
• for every (q, σ ) ∈ Q ′ we have
out′(q, σ ) =

out(q) if σ = σ0,
0 otherwise.
An easy calculation shows that (h(||M||), ε) = (||M||, ε) = (||M ′||, ε). Now let n ≥ 1 andw = σ1 . . . σn ∈ Σ∗ with σi ∈ Σ .
Let h(σi) = γi for 1 ≤ i ≤ n and v = γ1 . . . γn. Then each run
P : q0 σ1→ q1 σ2→ · · · σn→ qn
ofM onw determines uniquely a run
P ′ : (q0, σ1) γ1→ (q1, σ2) γ2→ · · · γn−1→ (qn−1, σn) γn→ (qn, σ0)
ofM ′ on v, and vice versa. Clearly, wt′(P ′) = wt(P). For a run like P ′ we denote the sequence σ1 . . . σn byπ(P ′); in particular,
wt′(P ′) ≠ 0 implies h(σ1 . . . σn) = γ1 . . . γn. Thus for every v ∈ Γ + we have
(||M ′||, v) =

P ′ path over v
wt′(P ′)
=

w∈h−1(v)

P ′ path over v
π(P ′)=w
wt′(P ′)
=

w∈h−1(v)

P path overw
wt(P)
=

w∈h−1(v)
(||M||, w)
= (h(||M||), v). 
In comparison to Lemma 5.7, for preservation of recognizable step functions we have the following result.
Lemma 5.8. The strong bimonoid A is additively locally finite if and only if for any alphabets Σ , Γ , every length-preserving
monoid morphism h : Σ∗ → Γ ∗ preserves recognizable step functions.
Proof. First let A be additively locally finite, h : Σ∗ → Γ ∗ be a length-preservingmonoidmorphism and s be a recognizable
step function. To show that h(s) is a recognizable step function, we follow the proof of Proposition 6.3 of [17] replacing the
arising products by sums, since this proof does not use the distributivity of the underlying semiring.
For the converse, let a ∈ A and consider the alphabets Γ = {γ } and Σ = {α, β} and the unique length-preserving
monoid morphism h : Σ∗ → Γ ∗. Then (h(a · 1Σ∗), γ n) = 2n · a for each n ∈ N. But, by assumption, h(a · 1Σ∗) is a
recognizable step function and thus has finite image, so the cyclic submonoid of (A,+, 0) generated by a is finite. Hence A
is additively locally finite. 
Proposition 5.9 ([19], Prop. 3.3). Let ϕ ∈ MSO(A,Σ) and V a finite set of variables containing Free(ϕ). Then
([[ϕ]]V, (w, ρ)) = ([[ϕ]], (w, ρ|Free(ϕ)))
for each (w, ρ) ∈ NV . In particular, [[ϕ]] is recognizable if and only if [[ϕ]]V is recognizable, and [[ϕ]] is a recognizable step function
if and only if [[ϕ]]V is a recognizable step function.
Proof. The first statement can be shown by induction over the structure of ϕ, precisely as in the proof of Proposition 3.3 in
[17]. For the subsequent statements we can proceed precisely as in the proof of Proposition 3.3 in [19] using Lemmas 3.3,
5.6 and 5.7.
For the last statement we give a more direct proof here. By the first statement, [[ϕ]]V assumes the same values as
[[ϕ]] and, possibly, 0. Clearly, if 0 ≠ a ∈ A, then [[ϕ]]−1(a) is recognizable if and only if [[ϕ]]−1V (a) is recognizable,
by closure properties of the class of recognizable languages under morphisms and inverse morphisms. Now note that
[[ϕ]]−1(0) = Σ∗ϕ \

0≠a∈im([[ϕ]])[[ϕ]]−1(a) and the corresponding equation for [[ϕ]]−1V (0), which implies the result. 
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Nowwe turn to the proof that [[ϕ]] is recognizable for each ϕ ∈ MSO(A,Σ). We proceed by induction over the structure
of ϕ. The following result can be shown exactly as in Lemma 4.1 of [17].
Lemma 5.10. Let ϕ ∈ MSO(A,Σ) be atomic. Then [[ϕ]] is a recognizable step function.
Lemma 5.11. Let ϕ,ψ ∈ MSO(A,Σ).
(a) If [[ϕ]] is a recognizable step function, then so is [[¬ϕ]].
(b) If [[ϕ]] and [[ψ]] are recognizable step functions, then [[ϕ ∨ ψ]] and [[ϕ ∧ ψ]] are also recognizable step functions.
(c) Let [[ϕ]] and [[ψ]] be recognizable. Then [[ϕ ∨ ψ]] is also recognizable. If ϕ or ψ is Boolean, then [[ϕ ∧ ψ]] is recognizable.
(d) If [[ϕ]] is recognizable, then [[∃x.ϕ]] and [[∃X .ϕ]] are recognizable.
Proof. (a) LetV = Free(ϕ). We write [[ϕ]] =ni=1 ai ·1Li with recognizable languages Li which form a partition ofΣ∗V such
that L1 = Σ∗V \ NV (so a1 = 0). Then [[¬ϕ]] =
n
i=2 ai · 1Li , a recognizable step function.
(b) Let V = Free(ϕ) ∪ Free(ψ). By Proposition 5.9, [[ϕ]]V and [[ψ]]V are recognizable step functions. Thus, [[ϕ ∨ ψ]] =
[[ϕ]]V + [[ψ]]V and [[ϕ ∧ ψ]] = [[ϕ]]V ⊙ [[ψ]]V are also recognizable step functions by Lemma 3.3(c).
(c) Analogous to the argument of (b) using Lemma 3.3(a).
(d) We can proceed in exactly the same way as for Lemma 4.3 of [17] using our Lemmas 5.7 and 5.9. 
Proposition 5.12. A series s ∈ A⟨⟨Σ∗⟩⟩ is a recognizable step function if and only if s = [[ϕ]] for some almost unambiguous
formula ϕ ∈ MSO(A,Σ).
Proof. If ϕ is almost unambiguous, we can show that [[ϕ]] is a recognizable step function by induction over the structure of
ϕ, using Lemmas 5.10 and 5.11(a),(b). For the converse, let s =ni=1 ai · 1Li with recognizable languages Li. Choose Boolean
sentences ψi ∈ MSO(A,Σ) such that [[ψi]] = 1Li (i = 1, . . . , n), and put ϕ =
n
i=1(ai ∧ ψi). Then s = [[ϕ]]. 
Note that not every almost unambiguous formula ψ ∈ MSO(A,Σ) is syntactically restricted (cf. condition (1) of
Definition 5.4). However, the formula ϕ constructed in the above proof is syntactically restricted. Hence for every almost
unambiguous formula ψ ∈ MSO(A,Σ) there is an almost unambiguous and syntactically restricted formula ϕ such that
[[ψ]] = [[ϕ]].
For universal quantifications, we show that methods of [17,19] also apply here, even without any local finiteness
assumptions.
Lemma 5.13 ([19], Lemma 5.4). Let ϕ ∈ MSO(A,Σ) such that [[ϕ]] is a recognizable step function. Then [[∀x.ϕ]] is recognizable.
Proof. Let V = Free(∀x.ϕ). As in the proof of Lemma 5.4 of [19], we can construct an alphabet Γ , a length-preserving
monoid morphism h : Γ ∗ → Σ∗V , and a WFA M over A and Γ such that [[∀x.ϕ]] = h(||M||). By Lemma 5.7, h(||M||) is
recognizable. 
We note that theWFAM constructed in the proof of Lemma 5.13 is obtained from a classical (unweighted) deterministic
automaton by associating weights to the transitions. Hence, in particular,M is not a crisp-deterministicWFA and in general,
||M|| and also h(||M||) are not recognizable step functions (even if A is assumed to be additively locally finite).
Lemma 5.14. Let A be multiplicatively locally finite and commutative. Let h : Σ∗ → Γ ∗ be a length-preserving monoid
morphism, and let s ∈ A⟨⟨Σ∗⟩⟩ be a recognizable step function. Then the series h(s) : Γ ∗ → A given by (h(s), w) =
v∈h−1(w)(s, v) (w ∈ Γ ∗) is a recognizable step function.
Proof. By assumption, we have s = ni=1 ai · 1Li with n ∈ N, ai ∈ A, and recognizable languages Li ⊆ Σ∗ (i = 1, . . . , n)
which form a partition ofΣ∗. For any w ∈ Γ ∗, let mi(w) = |h−1(w) ∩ Li|. Then (h(s), w) = ni=1 ami(w)i due to the form
of s and commutativity of A. And now proceed as in the proof of Proposition 6.3 of [17]. 
Now we can prove the first main result of this section.
Proof of Theorem 5.3. (1) ⇒ (2): Let s = ||M|| for some WFA M . The proof of Theorem 5.7 of [19] explicitly describes an
EMSO(A,Σ)-sentence ξ such that ||M|| = [[ξ ]] (without using distributivity properties).
(2) ⇒ (1): By induction over the structure of a formula ϕ we show that [[ϕ]] is a recognizable step function. For
atomic formulas, this is clear by Lemma 5.10. For negation, disjunction, conjunction, and existential quantifications we
apply Lemma 5.11 and Theorem 3.5, and for universal first order quantifications we apply Lemma 5.13 and Theorem 3.5.
(3) ⇒ (1) assuming that A is commutative: we proceed as for the implication (2) ⇒ (1) by induction on the structure
of MSO(A,Σ)-formulas. For universal second-order quantifications ∀X .ϕ we apply Lemma 5.14 using a standard projection
fromΣV∪{X} ontoΣV where V = Free(ϕ). 
In Theorem 5.3 we have shown in particular that any MSO(A,Σ)-definable series s ∈ A⟨⟨Σ∗⟩⟩ is a recognizable step
function assuming that the strong bimonoid A is bi-locally finite and commutative. Next we remark that for commutative
strong bimonoids the assumption of bi-local finiteness is not only sufficient but also necessary.
Proposition 5.15. Let A be any commutative strong bimonoid with complement function. Assume that each MSO(A,Σ)-
definable series s ∈ A⟨⟨Σ∗⟩⟩ has finite image. Then A is bi-locally finite.
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Proof. Let a ∈ A. Consider the sentences ϕ = ∃x.a and ψ = ∀x.a. If σ ∈ Σ and n ∈ N, then ([[ϕ]], σ n) = n · a and
([[ψ]], σ n) = an. Since [[ϕ]] and [[ψ]] have finite image, the additive respectively multiplicative cyclic monoids generated by
a are finite. Since A is commutative, this shows that A is bi-locally finite. 
For our proof of Theorem 5.5 we will need a normalization of weighted automata.
Lemma 5.16. For every WFA M over A andΣ there is a WFA M ′ = (P, in′,wt′, out′) such that (||M||, w) = (||M ′||, w) for every
w ∈ Σ∗ \ {ε} and in′(p), out′(p) ∈ {0, 1} for every p ∈ P.
Proof. LetM = (Q , in,wt, out). We choose two sets Q ′ and Q ′′ of the same size as Q and Q ,Q ′,Q ′′ pairwise disjoint, and
bijections ′ : Q → Q ′ and ′′ : Q → Q ′′. We construct M ′ = (P, in′,wt′, out′) with P = Q ∪ Q ′ ∪ Q ′′ such that in′(p) = 1
if p ∈ Q ′, and in′(p) = 0 otherwise; moreover, out′(p) = 1 if p ∈ Q ′′, and out′(p) = 0 otherwise. For every p, q ∈ P and
σ ∈ Σ we define
wt′(p, σ , q) =

wt(p, σ , q) if p, q ∈ Q
in(r) ·wt(r, σ , q) if r, q ∈ Q and p = r ′
wt(p, σ , s) · out(s) if p, s ∈ Q and q = s′′
in(r) ·wt(r, σ , s) · out(s) if r, s ∈ Q and p = r ′, q = s′′
0 otherwise.
Then it is easy to see thatM ′ satisfies the requirements. 
Proof of Theorem 5.5. (1)⇒ (2): We can follow the proof of Theorem 5.7 of [19] to obtain an MSO(A,Σ) sentence ξ such
that ||M|| = [[ξ ]]. We use Lemma 5.16 to ensure that initial and final weights of theWFA are either 0 or 1 and we can replace
the subformulas of ξ concerning the initial and final states (which are using disjunction and existential quantification) by
their Boolean equivalents. Then, ξ is syntactically restricted.
(2) ⇒ (1): By induction over the structure of a syntactically restricted formula ϕ we show that [[ϕ]] is recognizable.
For almost unambiguous formulas this is clear by Proposition 5.12. For the closure under disjunction, the permitted
conjunctions, and existential quantifications we apply Lemma 5.11(c) and (d). Note that if ϕ contains ∀X .ψ as a subformula,
then ψ is Boolean and hence ∀X .ψ is also Boolean. Finally, if ϕ contains ∀x.ψ or ¬ψ as a subformula, then ψ is almost
unambiguous, hence [[ψ]] is a recognizable step function by Proposition 5.12, and [[∀x.ψ]] and [[¬ψ]] are recognizable by
Lemmas 5.13 and 5.11(a). Hence [[ϕ]] is recognizable. 
6. Aperiodicity, star-freeness, FO- and LTL-definability
In this section we investigate weighted first-order and LTL-logic and the relationship to aperiodic and star-free series; in
the definition of the latter two concepts we follow [18].
A language L ⊆ Σ∗ is called aperiodic if L is recognizable and there exists some n ≥ 0 such that for every m ≥ n and all
u, v, w ∈ Σ∗, we have uvmw ∈ L iff uvm+1w ∈ L.
The definition of aperiodicity of series in [18] used the fact that the set An×n of n × n-matrices over A with matrix
multiplication forms a monoid. This rests on the fact that the multiplication of A is distributive over addition, which fails
for arbitrary strong bimonoids. Therefore, here we consider weakly aperiodic series which are defined precisely as in [18].
A series s ∈ A⟨⟨Σ∗⟩⟩ is called weakly aperiodic if s is recognizable and there exists some n ≥ 0 such that for all m ≥ n and
u, v, w ∈ Σ∗ we have (s, uvmw) = (s, uvm+1w). The smallest such n is called the index of s and denoted by index(s). We call
a series s ∈ A⟨⟨Σ∗⟩⟩ an aperiodic step function if im(s) is finite and s−1(a) is an aperiodic language for each a ∈ A. Since the
class of aperiodic languages is closed under union, any series of the form s =ni=1 ai · 1Li with n ≥ 0, aperiodic languages
Li ⊆ Σ∗, and ai ∈ A is an aperiodic step function.
Recall that a language L ⊆ Σ∗ is called star-free if it can be constructed from finitely many singleton languages or the
empty set using the operations union, complement, and product. Now let A have a complement function. If s ∈ A⟨⟨Σ∗⟩⟩, then
the complement s ∈ A⟨⟨Σ∗⟩⟩ of s is defined by pointwise complementation, i.e., (s, w) = (s, w) for eachw ∈ Σ∗. A series s is
star-free if it can be constructed from finitely manymonomials using the operations sum, complement, and Cauchy product.
We call a formula ϕ ∈ MSO(A,Σ) first-order if it does not contain second order variables, and we denote the fragment
of all weighted first-order logic formulas by FO(A,Σ).
Next we define syntax and semantics of our weighted LTL-logic.
Definition 6.1. Let A be a strong bimonoid with complement function and Σ an alphabet. The syntax of formulas of the
weighted LTL-logic over A andΣ is given by the grammar
ϕ ::= a | σ | ¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ | Xϕ | ϕUϕ
where a ∈ A and σ ∈ Σ . We denote by LTL(A,Σ) the collection of all such weighted LTL-formulas ϕ over A andΣ . We let
LTL(Σ) contain all classical (i.e., unweighted) LTL(A,Σ)-formulas ϕ, i.e., ϕ may not contain any coefficient a ∈ A.
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Definition 6.2. Let ϕ ∈ LTL(A,Σ). For each i ∈ N, we define a series [[ϕ]]i ∈ A⟨⟨Σ∗⟩⟩ as follows. Let w ∈ Σ∗. Recall that
dom(w) = {1, . . . , |w|}. If i ∉ dom(w), we put ([[ϕ]]i, w) = 0. Otherwise, we define ([[ϕ]]i, w) ∈ A inductively as follows:
([[a]]i, w) = a
([[σ ]]i, w) =

1 ifw(i) = σ
0 otherwise
([[¬ϕ]]i, w) = ([[ϕ]]i, w)
([[ϕ ∨ ψ]]i, w) = ([[ϕ]]i, w)+ ([[ψ]]i, w)
([[ϕ ∧ ψ]]i, w) = ([[ϕ]]i, w) · ([[ψ]]i, w)
([[Xϕ]]i, w) = ([[ϕ]]i+1, w)
([[ϕUψ]]i, w) =

k≥i

i≤j<k
([[ϕ]]j, w)

· ([[ψ]]k, w).
Then we put [[ϕ]] = [[ϕ]]1.
Note that ([[ϕ]], ε) = ([[ϕ]]1, ε) = 0because 1 ∉ dom(ε). Observe that ifA = B, the Boolean semiring, then this definition
coincideswith the usual one for LTL(Σ)-formulas. For a correspondingweighted LTL-logic overDeMorgan algebras,we refer
the reader to [37].
It is easy (and should be done for applications) to include further modalities F, G, . . . or past tense operators Y, S, . . .. For
instance, as usual, we may put Fϕ = 1Uϕ. For the modality G, we should not use the standard definition Gϕ = ¬F¬ϕ,
because the complement function and the product do not necessarily interact as needed. Rather, we define explicitly
([[Gϕ]]i, w) =i≤j≤|w|([[ϕ]]j, w).
Example 6.3. Let A = ([0.1, 1] ∪ {0},+, ·, 0, 1)with truncated addition and multiplication as in Example 2.1(2). Consider
the weighted LTL-formulas ϕ = G0.5 and ϕ′ = 1UG 0.5. Then, for any wordw ∈ Σ∗, by an easy calculation we obtain
([[ϕ]], w) =

2−|w| if 0 ≤ |w| ≤ 3
0 otherwise
and ([[ϕ′]], w) = 1− 2−|w|.
We call a strong bimonoid A weakly bi-aperiodic if for each a ∈ A there exists m ≥ 0 such that m · a = (m + 1) · a and
am = am+1. This condition is trivially satisfied if A is bi-idempotent, for instance, a bounded lattice. Clearly, each weakly
bi-aperiodic, commutative strong bimonoid is bi-locally finite.
The main goal of this section is the following result:
Theorem 6.4. Let A be any strong bimonoid with complement function, and let s ∈ A⟨⟨Σ∗⟩⟩. Consider the following conditions:
(1) s is weakly aperiodic.
(2) s is an aperiodic step function.
(3) s is LTL(A,Σ)-definable.
(4) s is FO(A,Σ)-definable.
(5) s is star-free.
Then the following statements hold:
(a) If A is bi-locally finite and s is proper, then (1)⇔ (2)⇒ (3)⇒ (4).
(b) Let A be commutative. Then (4)⇒ (1) holds for every s ∈ A⟨⟨Σ∗⟩⟩ if and only if A is weakly bi-aperiodic.
(c) If A is additively idempotent, then (2)⇐⇒ (5).
If A is a bounded lattice with complement function, it is bi-idempotent and commutative, so we obtain as an immediate
consequence the equivalence of conditions (1)–(5) (requiring s proper for condition (3)).
Part (c) of Theorem 6.4 extends parts of Theorem 6.5 of [18] (with a similar proof) from semirings to strong bimonoids.
We summarize some properties of weakly aperiodic series and aperiodic step functions.
Lemma 6.5. Let s, s′ ∈ A⟨⟨Σ∗⟩⟩ and a ∈ A.
(a) s is an aperiodic step function iff s is a weakly aperiodic recognizable step function.
(b) The constant seriesa is an aperiodic step function.
(c) If s and s′ are weakly aperiodic, then s+ s′, a · s, and s · a are weakly aperiodic.
(d) If s and s′ are aperiodic step functions, then s+ s′, s⊙ s′, a · s, and s · a are aperiodic step functions.
(e) Let Γ be an alphabet and h : Σ∗ → Γ ∗ be a morphism. Then h−1 : A⟨⟨Γ ∗⟩⟩ → A⟨⟨Σ∗⟩⟩ preserves aperiodic step functions
and, if h is length-preserving, also weakly aperiodic series.
M. Droste, H. Vogler / Theoretical Computer Science 418 (2012) 14–36 27
Proof. (a)Wemay assume that s is a recognizable step function. By definition, s is weakly aperiodic iff for each a ∈ A, s−1(a)
is an aperiodic language. The result follows.
(b) and (d) analogous to the proof of Lemma 3.3(b) and (c), respectively.
(c) straightforward.
(e) The first part is analogous to the proof of Lemma 5.6. For the second claim, note that h−1 preserves recognizability by
Lemma 5.6, and apply the definition of weak aperiodicity. 
Observe that NV is aperiodic, for any finite set V of first-order variables. The following is the ‘aperiodic version’ of
Proposition 5.9.
Proposition 6.6. Let ϕ ∈ FO(A,Σ) and V be a finite set of first-order variables containing Free(ϕ). Then [[ϕ]] is an aperiodic
step function iff [[ϕ]]V is an aperiodic step function.
Proof. Let h : Σ∗V → Σ∗ϕ be the canonical projection. Then [[ϕ]]V = h−1([[ϕ]]) ⊙ 1NV . Hence if [[ϕ]] is an aperiodic step
function, then so is [[ϕ]]V by Lemma 6.5.
For the converse, we need a new proof since aperiodic languages and series are not closed under morphic image. Assume
that [[ϕ]]V is an aperiodic step function, hence weakly aperiodic. Choosem ≥ index([[ϕ]]V)+1 and u, v, w,∈ Σ∗ϕ . We claim
that ([[ϕ]], uvmw) = ([[ϕ]], uvm+1w). If uvmw ∉ Nϕ , then uvm+1w ∉ Nϕ , and vice versa. Thus we assume that uvmw ∈ Nϕ .
Also, we may assume that u ≠ ε. Then choose u′ ∈ h−1(u), v′ ∈ h−1(v), and w′ ∈ h−1(w) such that u′v′w′ ∈ NV . This
can be achieved easily as follows: for the symbol (σ , f ) at the first position of u′ (note that u ≠ ε), we put f (x) = 1 for
every x ∈ V \ Free(ϕ), and for every symbol (γ , g) at every other position of u′ or at any position of v′ or w′, we let
g(x) = 0 for every x ∈ V \ Free(ϕ). Then ([[ϕ]], uvmw) = ([[ϕ]]V, u′(v′)mw′) and ([[ϕ]], uvm+1w) = ([[ϕ]]V, u′(v′)m+1w′) by
Proposition 5.9. Also ([[ϕ]]V, u′(v′)mw′) = ([[ϕ]]V, u′(v′)m+1w′) because [[ϕ]]V is weakly aperiodic. This proves our claim. So
[[ϕ]] is weakly aperiodic and hence an aperiodic step function by Proposition 5.9 and Lemma 6.5(a). 
Next we consider LTL(A,Σ)-definable series.
Lemma 6.7. Each LTL(A,Σ)-definable series in A⟨⟨Σ∗⟩⟩ is FO(A,Σ)-definable.
Proof. As in the classical, unweighted case, we can translate each LTL(A,Σ)-formula ϕ into some FO(A,Σ)-formula ϕ(x) in
at most one free variable. For this, we proceed by induction. The formula a remains a, and σ becomes Rσ (x). The translation
of negation, disjunction, and conjunction is clear. Next, we put
(Xϕ)(x) = ∃y.(y = x+ 1) ∧ ϕ(y)
(ϕUψ)(x) = ∃z.(x ≤ z ∧ (∀y.x ≤ y < z → ϕ(y)) ∧ ψ(z))
where we use the abbreviations
(y = x+ 1) = x < y ∧ ∀z.(z ≤ x ∨ y ≤ z)
x < y = x ≤ y ∧ ¬(y ≤ x)
x ≤ y < z = x ≤ y ∧ y < z
ϕ → ψ = ¬ϕ ∨ (ϕ ∧ ψ).
Finally, for ϕ ∈ LTL(A,Σ)we have [[ϕ]] = [[∃x.(∀y.x ≤ y) ∧ ϕ(x)]]. 
We call a formula ϕ ∈ LTL(A,Σ) crisp if ([[ϕ]]i, w) ∈ {0, 1} for all i ∈ N andw ∈ Σ∗.
Lemma 6.8. For each LTL(Σ)-formula ϕ there is a crisp LTL(A,Σ)-formula ϕ′ such that [[ϕ′]] = 1L(ϕ).
Proof. By induction on the structure of LTL(Σ)-formulas, we define a transformation process ′ as follows: first let σ ′ = σ ,
(¬ϕ)′ = ¬ϕ′, (ϕ∧ψ)′ = ϕ′∧ψ ′, and (Xϕ)′ = Xϕ′. Moreover, let (ϕ∨ψ)′ = ϕ′∨(¬ϕ′∧ψ ′) and (ϕ Uψ)′ = (ϕ′∧¬ψ ′)Uψ ′.
By induction we have to show that ϕ′ is crisp and L(ϕ′) = L(ϕ). For this we only consider the U-operator since the other
cases are straightforward. Assume ϕ,ψ ∈ LTL(Σ) are such that ϕ′ and ψ ′ are crisp. Let i ∈ N andw ∈ Σ∗. Then
([[(ϕUψ)′]]i, w) =

k≥i

i≤j<k
([[ϕ′ ∧ ¬ψ ′]]j, w)

· ([[ψ ′]]k, w)
and ([[ϕ′ ∧ ¬ψ ′]]j, w) = ([[ϕ′]]j, w) · ([[ψ ′]]j, w) for all i ≤ j < k. We claim that there is at most one k ≥ i such that the
product Pk =

i≤j<k([[ϕ′ ∧ ¬ψ ′]]j, w)

· ([[ψ ′]]k, w) equals 1. Indeed, let j, k ∈ Nwith i ≤ j < k and Pk = 1. Since ϕ′ and
ψ ′ are crisp, it follows that ([[ψ ′]]j, w) = 1, so ([[ψ ′]]j, w) = 0, showing Pj = 0. Hence (ϕUψ)′ is crisp. A similar argument
shows that L((ϕUψ)′) = L(ϕUψ). 
Next we prove the implications given in Theorem 6.4, using aperiodic step functions.
Lemma 6.9. Each proper aperiodic step function s ∈ A⟨⟨Σ∗⟩⟩ is LTL(A,Σ)-definable.
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Proof. We write s = ni=1 ai · 1Li with aperiodic languages Li. We may assume that ε ∉ Li. Then each Li is definable
by some LTL(Σ)-formula ϕi. Then by Lemma 6.8 there is a crisp LTL(A,Σ)-formula ϕ′i such that [[ϕ′i ]] = 1Li . Hence
s = [[ni=1(ai ∧ ϕ′i )]]. 
Lemma 6.10. Let A be additively idempotent and s ∈ A⟨⟨Σ∗⟩⟩. Then s is star-free iff s is an aperiodic step function.
Proof. First let s be star-free. We show by induction on the expression defining s that s is an aperiodic step function.
This is obvious if s is a monomial. Clearly, the class of aperiodic step functions is closed under sum and complement,
and it remains to show that it is closed under Cauchy-products. Let s1 = ni=1 ai · 1Li and s2 = mj=1 bj · 1Kj such
that the families (Li | 1 ≤ i ≤ n) and (Kj | 1 ≤ j ≤ m) form partitionings of Σ∗. Moreover, let w ∈ Σ∗. Then
(s1 · s2, w) = w=uv(s1, u) · (s2, v). Note that if w = uv, then (s1, u) = ai for the uniquely determined i with u ∈ Li
and similarly (s2, v) = bj where v ∈ Kj. So (s1 · s2, w) = i,j ai · bj · (1Li · 1Kj , w). Since A is idempotent, 1Li · 1Kj = 1Li·Kj
and Li · Kj is aperiodic, showing that s1 · s2 is an aperiodic step function.
Conversely, assume that s = ni=1 ai · 1Li with aperiodic languages Li ⊆ Σ∗. Since ai · 1Li = (ai · 1{ε}) · 1Li for each i, it
suffices to show that 1L is star-free for each aperiodic language L.
Since L is star-free, it can be constructed from finitely many singleton languages (or the empty set) in Σ∗ using the
operations union, complement, and product. For any languages K , K ′ ⊆ Σ∗, we have 1K = 1K and, since A is additively
idempotent, also 1K∪K ′ = 1K + 1K ′ and 1K ·K ′ = 1K · 1K ′ . This shows that we can construct 1L in the same way as L by the
corresponding star-free operations. 
Proof of Theorem 6.4. (a) Immediate by Theorem 3.5 and Lemmas 6.5(a), 6.9 and 6.7.
(b) Assume A is weakly bi-aperiodic. By induction over the structure of a formula ϕ ∈ FO(A,Σ) we show that [[ϕ]]
is an aperiodic step function (and hence, by Lemma 6.5(a), also weakly aperiodic). For atomic formulas this is clear. For
negation, disjunction, and conjunction we can proceed as in the proof of Lemma 5.11(a) and (b), using Proposition 6.6 and
Lemma 6.5(d). For existential and universal quantifications, we can follow the proof of Lemma 7.8 of [17]; note that this
proof uses the assumptions on A, but does not use the distributivity of multiplication of A over addition. Now assume that
(4)⇒ (1) holds for every s ∈ A⟨⟨Σ∗⟩⟩. To show that A is weakly bi-aperiodic, we can proceed analogously to Proposition 5.15.
(c) This is Lemma 6.10. 
By a classical result each first-order definable language in Σ∗ can be defined by a first-order sentence containing only
three variables, cf. e.g., [16]. As a corollary of Theorem 6.4 we obtain a weighted version of this result.
Corollary 6.11. Let A be weakly bi-aperiodic and commutative. Each FO(A,Σ)-definable series s ∈ A⟨⟨Σ∗⟩⟩ is definable by an
FO(A,Σ)-sentence containing only three variables.
Proof. Let s ∈ A⟨⟨Σ∗⟩⟩ be FO(A,Σ)-definable. Then s′ = s ⊙ 1Σ+ is also FO(A,Σ)-definable, hence LTL(A,Σ)-definable
by Theorem 6.4. Now follow the translation given in Lemma 6.7, leading to an FO(A,Σ)-sentence ϕ′ using at most three
different variables to define s′. Then s is defined by the sentence ϕ′ ∨ ((s, ε) ∧ ∀x.¬(x ≤ x)). 
7. Supports of characteristic series
Let A be a strong bimonoid. Aswe have seen in Proposition 3.4, any recognizable step function s ∈ A⟨⟨Σ∗⟩⟩ is recognizable.
In particular, if L ⊆ Σ∗ is a recognizable language, then 1L is a recognizable series. In this section, wewish to give a sufficient
condition for the converse, without assuming A to be bi-locally finite.
Let us call A positive, if it is zero-sum-free and divisor-free. In this case, if L ⊆ Σ∗ and M is any WFA with behavior 1L,
then M can be easily converted into a classical automaton recognizing L (by ‘forgetting’ the non-zero weights; triples in
Q ×Σ × Q with non-zero weight become transitions), cf. Corollary II.5.3 of [55] for the case of semirings. More recently, in
[62] it was shown that if A is a commutative semiringwhich is not a ring, then a semiringmorphism from A onto the Boolean
semiring B = {0, 1} exists, and consequently, the recognizability of 1L implies the one of L. It is the goal of this section to
provide a sufficient condition for the existence of such a morphism h : A → B, where A is a strong bimonoid. In particular,
our condition requires that A is positively ordered, Frobenius, and 0-distributive which are defined as follows.
Let A be a commutative strong bimonoid and≤ a partial order on A. We call A positively ordered, if
(1) 0 ≤ a for each a ∈ A and
(2) a ≤ b implies a+ c ≤ b+ c and ac ≤ bc for any a, b, c ∈ A.
We say that A is Frobenius, if we have (a + b)n = an + bn for all a, b ∈ A and all sufficiently large n ∈ N. (The name
stems from ‘‘Frobenius endomorphisms’’ which are well-known in commutative algebra and field theory.) Let us call A 0-
distributive, if ab = ac = 0 implies a(b+ c) = 0.
For example, any bounded lattice is positively ordered and Frobenius (trivially). Consider the two non-distributive
5-element lattices of Section 2. In fact, N5 is 0-distributive, whereas M3 is not. However, many lattices containing M3 are
0-distributive. E.g., any lattice obtained from a lattice by adding a new 0 as smallest element is obviously 0-distributive.
Moreover, if (A,+) and (A, ·) are as in Example 2.1(4), then the strong bimonoid A′ constructed there is 0-distributive.
This shows that there are many non-trivial examples. Clearly, every positively ordered strong bimonoid is zero-sum free.
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Moreover, for semirings the Frobenius assumption was also useful for proving properties of particular substitutions of tree
series [40].
For the proof of the following result, we need the concept of filter. Let A be a positively ordered strong bimonoid. Let
us call a subset F of A closed upwards, if a ∈ F , x ∈ A, and a ≤ x imply x ∈ F . Moreover, F is a filter, if F is closed
under multiplication and closed upwards. A filter is proper iff 0 ∉ F . The proof of the subsequent result follows an idea
of Theorem 2.1 of [61].
Theorem 7.1. Let A be a positively ordered, Frobenius, 0-distributive commutative strong bimonoid with |A| ≥ 2. Then there is
a bimonoid morphism from A onto the Boolean semiring B.
Proof. Let F comprise all a ∈ A with 1 ≤ a. Then F is a filter in A. Note that F is also closed under addition of arbitrary
elements, since x ≤ x+ y. Since 0 < 1, we have 0 ∉ F . By Zorn’s lemma, choose a maximal proper filterM in Awith F ⊆ M .
Now define h : A → Bwith B = {0, 1} by letting h(a) = 1 if a ∈ M , and h(a) = 0 otherwise. We wish to show that h is a
bimonoid morphism. Clearly h(1) = 1 and h(0) = 0.
Choose a, b ∈ A. We claim that h(a+ b) = h(a)+ h(b). By contradiction, we may assume that a, b ∉ M but a+ b ∈ M .
Consider the filter Ma generated by M ∪ {a}. Since Ma strictly contains M , we have Ma = A. Since A is commutative
and positively ordered, we obtain all elements ofMa by taking all products of elements ofM with powers of a, and then all
elements which are larger than these. (This set is closed under products by our assumption on A.)
Hence 0 = m′ · an′ for some m′ ∈ M and some natural number n′. Similarly, 0 = m′′ · bn′′ for some m′′ ∈ M and some
number n′′. Putm = m′ ·m′′, and let n ≥ max{n′, n′′}. Thenm · an = m · bn = 0. Since A is Frobenius and 0-distributive, we
getm · (a+b)n = m · (an+bn) = 0. Sincem ∈ M and, by assumption, also a+b ∈ M , we obtain that 0 ∈ M , a contradiction.
We also claim that h(ab) = h(a)h(b) in B. Assume that a, b ∈ M . Then also ab ∈ M , showing our claim. Now let a /∈ M ,
but ab ∈ M . As above, we have 0 = m · an for some m ∈ M and some number n. But then 0 = m · an · bn = m · (ab)n ∈ M
by ab ∈ M , a contradiction. 
Corollary 7.2. Let A be a positively ordered, Frobenius, 0-distributive commutative strong bimonoid with |A| ≥ 2. Moreover, let
L ⊆ Σ∗ such that 1L is a recognizable series. Then L is a recognizable language.
Proof. By Theorem7.1 there is a strong bimonoidmorphism h from A ontoB. Let h(1L) ∈ B⟨⟨Σ∗⟩⟩ be defined by (h(1L), w) =
h((1L, w)) for every w ∈ Σ∗. By an easy generalization of the proof of Proposition VI.7.12 of [27], we obtain that h(1L) is
recognizable over B. Clearly, h(1L) is the characteristic series of L in B⟨⟨Σ∗⟩⟩. Since trivially the support of a recognizable
series over B is a recognizable language, we obtain the result. 
8. Weighted finite automata over infinite words
In the remainder of this paper, we wish to derive the previous Kleene- and Büchi–Elgot–Trakhtenbrot-type results for
series over infinite words. In order to deal with infinite sums and products, in the rest of this paper let (A,+, ·, 0, 1) be a
bi-idempotent, commutative strong bimonoid.
Then, for any family (ai | i ∈ I) where I is any index set and the set B = {ai | i ∈ I} is finite, we can define the sum and
the product of (ai | i ∈ I), denoted byi∈I ai andi∈I ai, respectively, by
i∈I
ai =

b∈B
b

i∈I
ai =

b∈B
b.
Let Σ be an alphabet. An infinite word w = σ0σ1 . . . ∈ Σω will be written as w = w(0)w(1) . . . with w(i) = σi for
i ≥ 0.
An infinitary formal power series (for short: series) over A and Σ is a mapping s : Σω → A. The class of all series over A
and Σ is denoted by A⟨⟨Σω⟩⟩. The image of s is the set im(s) = {(s, w) | w ∈ Σω} ⊆ A where, as usual, (s, w) = s(w) . If
s, s′ ∈ A⟨⟨Σω⟩⟩ are series and a ∈ A, we define the scalar products a · s and s · a, the sum s + s′, and the Hadamard product
s⊙ s′ just as for finite words, replacingΣ∗ byΣω .
A weighted Muller automaton (for short: WMA) over A and Σ is a tuple M = (Q , in,wt,F ) where Q is a finite set, and
in : Q → A and wt : Q × Σ × Q → A are functions, exactly as for a WFA, and F ⊆ P (Q ) is a family of final state sets. A
WMA M is called a weighted Büchi automaton (for short: WBA) if F = {S ⊆ Q | S ∩ F ≠ ∅} for some F ⊆ Q ; this WBA is
denoted by (Q , in,wt, F).
Given an infinite word w = σ0σ1 . . . ∈ Σω , a path P of M over w is an infinite sequence P = (ti)i≥0 of transitions
ti = (qi, σi, qi+1) for each i ≥ 0. We call P proper if wt(ti) ≠ 0 for each i ≥ 0. The weight of P is the value
wt(P) = in(q0) ·

i≥0
wt(ti).
We note that the product is well defined because im(wt) is finite.
We denote by InQ (P) the set of all those states that appear infinitely many times in P , i.e., InQ (P) = {q ∈ Q | ti =
(q, σi, qi+1) for infinitely many i ∈ N}. The path P is successful if InQ (P) ∈ F .
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The behavior of M is the series ||M|| ∈ A⟨⟨Σω⟩⟩ such that for everyw ∈ Σω
(||M||, w) =

P successful path
overw
wt(P).
A series s ∈ A⟨⟨Σω⟩⟩ is calledMuller recognizable if there is a WMAM such that ||M|| = s.
We call a WMA M = (Q , in,wt,F ) crisp-deterministic if for every σ ∈ Σ and q ∈ Q there is at most one q′ ∈ Q with
wt(q, σ , q′) ≠ 0, moreover, wt(q, σ , q′) = 1. Hence, the only weights different from 0 and 1 occur in the image of in. Note
that, in contrast to crisp-deterministic WFA, a crisp-deterministic WMA may have several initial states, i.e., states q with
in(q) ≠ 0. Observe that if M is crisp-deterministic and if P is a successful proper path over w ∈ Σω , then wt(P) = in(q0)
where q0 is the starting state of P . We call M unambiguous if for every w ∈ Σω there is at most one successful path P over
w with wt(P) ≠ 0.
We call a WBAM = (Q , in,wt, F) crisp if wt(q, σ , q′) ∈ {0, 1} for all q, q′ ∈ Q and σ ∈ Σ .
A Muller automaton over Σ (and A) is a WMA over the sub-bimonoid {0, 1} of A and Σ . The ω-language recognized by a
Muller automatonM is the set L(M) = ||M||−1(1). Anω-language L ⊆ Σω isMuller recognizable if there is aMuller automaton
M over Σ such that L = L(M). A Muller automaton is called deterministic if it is crisp-deterministic (as WMA) and there is
exactly one q0 ∈ Q such that in(q0) = 1; this state is called the initial state. We define the corresponding notions for Büchi
automata analogously.
By McNaughton’s theorem (cf. [47]) every Muller recognizable ω-language can be recognized by a deterministic Muller
automaton.
We say that s ∈ A⟨⟨Σω⟩⟩ is a Muller recognizable step function if there are Muller recognizable ω-languages L1, . . . , Ln ⊆
Σω and a1, . . . , an ∈ A (with n ≥ 0) such that s = ni=1 ai · 1Li . Since the collection of Muller recognizable languages is
closed under intersection and complement, here we may assume that the ω-languages Li (1 ≤ i ≤ n) form a partitioning
ofΣω .
First we show a version of Proposition 3.4 for infinitary power series.
Proposition 8.1. Let s ∈ A⟨⟨Σω⟩⟩. Then the following are equivalent:
(1) s is a Muller recognizable step function.
(2) s = ||M|| for some crisp-deterministic WMA M.
(3) s = ||M|| for some crisp-deterministic unambiguous WMA M.
(4) s = ||M|| for some crisp WBA M.
Proof. (1)⇒ (3) Let s =ni=1 ai ·1Li be aMuller recognizable step function.We assume that theω-languages Li (1 ≤ i ≤ n)
form a partition of Σω . Thus, for every w ∈ Σω we have that (s, w) = ai for some 1 ≤ i ≤ n. For every 1 ≤ i ≤ n
let Mi = (Qi, ini,wti,Fi) be a deterministic Muller automaton over Σ with initial state q0,i such that L(Mi) = Li. Now let
M ′i = (Qi, in′i,wti,Fi) be the WMA with in′i(q) = ai · ini(q) for every q ∈ Qi.
We construct the WMA M = (Q , in,wt,F ) as the disjoint union of the automata M ′1, . . . ,M ′n. Then M is crisp-
deterministic. Let w ∈ Σω . Then w ∈ Li = L(Mi) for some uniquely determined i ∈ {1, . . . , n}, so (s, w) = ai = (||M ′i ||, w)
and (||M ′j ||, w) = 0 for each j ≠ i. Hence (||M||, w) = ai, proving s = ||M||. A similar argument shows thatM is unambiguous.
(1)⇒ (4)We proceed as above, but with Büchi automataMi accepting the languages Li. The resulting Büchi automaton
M is crisp. Since the addition operation is idempotent, a similar argument as before shows that ||M|| = s.
(3)⇒ (2) trivial.
(2) ⇒ (1) Let M = (Q , in,wt,F ) be a crisp-deterministic WMA. For q ∈ Q , let Mq = (Q , inq,wt,F ) be the
deterministic Muller automaton with inq(p) = 1 if p = q, and inq(p) = 0 otherwise. Then ||M|| =q∈Q in(q) · 1L(Mq).
(4)⇒ (1) Starting with a crispWBAM = (Q , in,wt, F), analogously to the argument for the implication (2)⇒ (1), we
obtain crisp Büchi automataMq = (Q , inq,wt, F). 
Next we derive our analogue of Theorem 3.5 for infinite words.
Theorem 8.2. Let A be a bi-idempotent, commutative strong bimonoid,Σ an alphabet, and s ∈ A⟨⟨Σω⟩⟩. Then the following are
equivalent:
(1) s is Büchi recognizable.
(2) s is Muller recognizable.
(3) s is a Muller recognizable step function.
Proof. (1)⇒ (2) trivial.
(2)⇒ (3) LetM = (Q , in,wt,F ) be aWMA over A andΣ with ||M|| = s. Let B = {in(q),wt(p, σ , q) | p, q ∈ Q , σ ∈ Σ}.
We let Y comprise all products of elements from B. Clearly, Y is finite because the multiplication operation is commutative
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and idempotent. For every a ∈ Y we construct the Muller automaton Ma = (Q ′, in′,wt′,Fa) over Σ as follows: we let
Q ′ = Q × Y and for every σ ∈ Σ and (q, y), (q′, y′) ∈ Q ′, let
in′(q, y) =

1 if y = in(q);
0 otherwise,
wt′((q, y), σ , (q′, y′)) =

1 if y′ = y ·wt(q, σ , q′);
0 otherwise,
and Fa = {F × {a} | F ∈ F }. Clearly, L(Ma) = {w ∈ Σω | there is a successful path P of M with label(P) = w and
wtM(P) = a}.
Then we have
(s, w) = (||M||, w) =

P successful path
overw
wtM(P)
=

a∈Y

P successful path
overw
wtM (P)=a
wtM(P) =

a∈Y
a · (1L(Ma), w),
where the last equality follows from our description of L(Ma) observing that the addition operation is idempotent. Hence
s =a∈Y a · 1L(Ma) which is a Muller recognizable step function.
(3)⇒ (1) Immediate by Proposition 8.1. 
Next we wish to point out the relationship between the present model and the weighted Büchi-automata investigated
in [10–13]. The latter employ a value function Val : Qω → R which is used to assign, similarly as in the finitary case, a
weight to each infinite path. Among other (also more complicated) value functions, they consider Val = Supwhich satisfies
Sup(v) = sup{vi | i ∈ ω} for v = (vi)i∈ω ∈ Qω . The value ofM forw ∈ Σω is defined as the supremum of the weights of all
successful paths realizingw.
As in the finitary case, we equip A = Q with a supremum operation for both addition and multiplication, and we
define the strong bimonoid A′ as in Example 2.1(4); then the behavior of Sup-automata coincides with the behavior of
the corresponding automaton over A′. Since A′ is bi-idempotent and commutative, Theorems 8.2, 9.1, 10.2 and 11.1 apply
also to the Sup-automata of [10,12].
9. Muller recognizability and ω-rationality
Recall that (A,+, ·, 0, 1) is a bi-idempotent, commutative strong bimonoid. Here we will introduce and investigate
ω-rational infinitary series over A andΣ .
Let s ∈ A⟨⟨Σ∗⟩⟩ and s′ ∈ A⟨⟨Σω⟩⟩ be series with im(s) and im(s′) finite. We define the Cauchy product s · s′ by letting, for
eachw ∈ Σω ,
(s · s′, w) =

w=uv
u∈Σ∗,v∈Σω
(s, u) · (s′, v).
Note that since im(s) and im(s′) are finite, the products in the formula above belong to some finite set. Hence, the infinite
sums exist and im(s · s′) is again finite.
If s is proper, then we define the ω-star sω ∈ A⟨⟨Σω⟩⟩ of s by letting
(sω, w) =

w=u1u2u3 ...
ui∈Σ∗
(s, u1) · (s, u2) · (s, u3) · . . . .
Since im(s) is finite, by a similar argument as above, the infinite products and sums exist in A and im(sω) is finite.
A series s ∈ A⟨⟨Σω⟩⟩ is called ω-rational if it can be constructed from finitely many rational series in A⟨⟨Σ∗⟩⟩ using the
operations sum, Cauchy product, and ω-star where the latter is only applied to proper series. By induction and the remarks
above, clearly im(s) is finite for every ω-rational series s.
The goal of this section is the following result:
Theorem 9.1. Let A be any bi-idempotent, commutative strong bimonoid and s ∈ A⟨⟨Σω⟩⟩. Then s is Muller recognizable if and
only if s is ω-rational.
First we wish to show that every ω-rational series is also Muller recognizable. We start with Cauchy products of
recognizable step functions.
Lemma 9.2. Let s1 ∈ A⟨⟨Σ∗⟩⟩ be a recognizable step function and s2 ∈ A⟨⟨Σω⟩⟩ be aMuller recognizable step function. Then s1 ·s2
is a Muller recognizable step function.
Proof. We write s1 = ni=1 ai · 1Li and s2 = mj=1 bj · 1Kj such that the languages Li (1 ≤ i ≤ n) partition Σ∗ and the
ω-languages Kj (1 ≤ j ≤ m) partition Σω . Choose w ∈ Σω . By definition, (s1 · s2, w) = w=uv(s1, u) · (s2, v). Now if
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u ∈ Σ∗ and v ∈ Σω , there are uniquely determined i, j with u ∈ Li and v ∈ Kj; then (s1, u) = ai, (s2, v) = bj, and
uv ∈ LiKj. Observing that the addition operation is idempotent, this shows that (s1 · s2, w) =i,j ai · bj · (1Li·Kj , w). Hence
s1 · s2 =i,j ai · bj · 1Li·Kj , proving our claim.
Alternatively, one can use a crisp-deterministic WFA for s1 and a crisp-deterministic unambiguous WMA for s2 to
construct, similarly to the proof of Lemma 4.3, a WMA for s1 · s2. 
Lemma 9.3. Let s ∈ A⟨⟨Σ∗⟩⟩ be a proper recognizable step function. Then sω is Büchi recognizable.
Proof. Let M = (Q , in,wt, out) be a start separated and crisp-deterministic WFA over A and Σ such that s = ||M||. We
assume that q0 ∈ Q is the initial state ofM .
We construct the WBAM ′ = (Q , in,wt′, F) over A andΣ as follows.
• for every σ ∈ Σ and p, q ∈ Q :
wt′(p, σ , q) =

wt(p, σ , q) if q ≠ q0
out(q′) if q = q0 and q′ ∈ Q and wt(p, σ , q′) = 1
0 otherwise
note that q′ is unique if it exists,
• F = {q0}.
We claim that ||M ′|| = sω . Choose w ∈ Σω and assume that P ′ is a successful path of M ′ over w. Then P runs through q0
infinitely often. Now we proceed as in the proof of Lemma 4.5 and we obtain (||M ′||, w) = (sω, w) as claimed. 
Next we prove the converse, i.e., every Muller recognizable step function is ω-rational.
Lemma 9.4. Every Muller recognizable step function is ω-rational.
Proof. Let s =ni=1 ai · 1Li be a Muller recognizable step function. Observe that ai · 1Li = (ai · 1{ε}) · 1Li . Hence it suffices
to prove that 1L is ω-rational for every Muller recognizable ω-language L. Since L is ω-rational, it can be constructed from
finitelymany rational languages inΣ∗ and singleton languages inΣω using the operations union, product,ω-star where the
latter is applied only to languages not containing ε. SinceA is additively idempotent, for any languagesK ⊆ Σ∗,K ′, K ′′ ⊆ Σω ,
we have 1K ′∪K ′′ = 1K ′ + 1K ′′ , 1K ·K ′ = 1K · 1K ′ , and 1Kω = (1K )ω . This shows that we can construct 1L in the same way as L
by the corresponding ω-rational operations. 
Proof of Theorem 9.1. By Theorems 3.5 and 4.2, all rational series in A⟨⟨Σ∗⟩⟩ are recognizable step functions. Obviously, the
class ofMuller recognizable step functions is closed under sum. Nowwe apply Lemmas 9.2 and 9.3 and Theorem 8.2 to show
that any ω-rational series is a Muller recognizable step function and hence Muller recognizable.
The converse is immediate by Theorem 8.2 and Lemma 9.4.
10. Muller recognizability and MSOω-definability
In all of this section let (A,+, ·, ¯, 0, 1) be a bi-idempotent, commutative strong bimonoid with complement function.
Here we wish to investigate MSO-definability of infinitary series. The syntax of weighted MSO-logic and subsequent basic
notions are defined just as in Section 5, replacingΣ∗ byΣω . Ifw ∈ Σω , we have dom(w) = ω = {0, 1, . . .}.
Definition 10.1 (cf. Definition 8.1 of [19]). Letϕ ∈ MSO(A,Σ) andV be a finite set of variables containing Free(ϕ). Theω-V-
semantics ofϕ (over A andΣ) is a formal power series [[ϕ]]ω,V ∈ A⟨⟨ΣωV ⟩⟩. Let u ∈ ΣωV . If u ∉ NωV , thenwe put ([[ϕ]]ω,V, u) = 0.
Otherwise, u corresponds to (w, ρ) and we define ([[ϕ]]ω,V, (w, ρ)) ∈ A inductively just as in Definition 5.2.
We claim that [[ϕ]]ω,V is well defined and im([[ϕ]]ω,V) is finite without completeness assumptions on A. This follows by
induction over the structure of ϕ similarly to the argument given before for ω-rational series.
If ϕ is a sentence, then wewrite [[ϕ]]ω instead of [[ϕ]]ω,∅. Let Z ⊆ MSO(A,Σ) and s ∈ A⟨⟨Σω⟩⟩. We say that s is Z-definable
if there is a sentence ϕ ∈ Z such that s = [[ϕ]]ω . The main goal of this section will be the following result.
Theorem 10.2. Let A be any bi-idempotent, commutative strong bimonoid with complement function, and let s ∈ A⟨⟨Σω⟩⟩. Then
the following are equivalent:
(1) s is Muller recognizable.
(2) s is EMSO(A,Σ)-definable.
(3) s isMSO(A,Σ)-definable.
First we summarize basic properties of Muller recognizable step functions. The proof of the following result is analogous
to the one for Lemma 3.3.
Lemma 10.3. Let s, s′ ∈ A⟨⟨Σω⟩⟩ and a ∈ A.
(a) The constant seriesa ∈ A⟨⟨Σω⟩⟩ which maps every word to a, is a Muller recognizable step function.
(b) If s and s′ are Muller recognizable step functions, then s+ s′, s⊙ s′, and a · s and s · a are Muller recognizable step functions.
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As in the finite case, we will need preservation properties of recognizability under morphisms and inverse morphisms.
Let Σ,Γ be alphabets and h : Σ∗ → Γ ∗ be a morphism. Then h can be extended to a mapping h : Σω → Γ ω by letting
h(w) = (h(w(i)))i≥0 for everyw ∈ Σω . For every s ∈ A⟨⟨Γ ω⟩⟩we define h−1(s) ∈ A⟨⟨Σω⟩⟩ by letting (h−1(s), w) = (s, h(w))
for everyw ∈ Σω . Also, for every series s ∈ A⟨⟨Σω⟩⟩with finite image we define h(s) ∈ A⟨⟨Γ ω⟩⟩ by
(h(s), v) =

w∈h−1(v)
(s, w)
for every v ∈ Γ ω .
Lemma 10.4. Let Σ,Γ be alphabets and h : Σ∗ → Γ ∗ be a length-preserving morphism. Then h−1 : A⟨⟨Γ ω⟩⟩ → A⟨⟨Σω⟩⟩
preserves Muller recognizable step functions and Muller recognizability.
Proof. ForMuller recognizable step functions,we can proceed as for Lemma5.6, observing that by [47], h−1 preservesMuller
recognizability of languages. For the assertion on Muller recognizability, one can use the same classical construction as for
Lemma 5.6. 
Next we consider images of series under length-preserving morphisms. Here we can use the idempotency of A to show
the following.
Lemma 10.5. Let Σ,Γ be alphabets and h : Σ∗ → Γ ∗ be a length-preserving morphism. Then h : A⟨⟨Σω⟩⟩ → A⟨⟨Γ ω⟩⟩
preserves Muller recognizable step functions.
Proof. Let s =ni=1 ai · 1Li in A⟨⟨Σω⟩⟩with Muller recognizable languages Li. Then h(s) =ni=1 ai · 1h(Li) since the addition
operation is idempotent. By Proposition I.3.3 of [47], h(Li) isMuller recognizable for every i. Thus h(s) is aMuller recognizable
step function. 
Proposition 10.6. Let ϕ ∈ MSO(A,Σ) and V a finite set of variables containing Free(ϕ). Then
([[ϕ]]ω,V, (w, ρ)) = ([[ϕ]]ω, (w, ρ|Free(ϕ)))
for each (w, ρ) ∈ NωV . In particular, [[ϕ]]ω is a Muller recognizable step function if and only if [[ϕ]]ω,V is a Muller recognizable
step function.
Proof. We proceed similarly to the argument for Proposition 5.9 now using for the final statement the direct proof given
there. 
Next we turn to the argument that [[ϕ]]ω is Muller recognizable for each ϕ ∈ MSO(A,Σ). We proceed again by induction
over the structure of ϕ. The following result can be shown similarly to Lemma 5.10 (also cf. [22]).
Lemma 10.7. Let ϕ ∈ MSO(A,Σ) be an atomic formula. Then [[ϕ]]ω is a Muller recognizable step function.
Lemma 10.8. Let ϕ,ψ ∈ MSO(A,Σ) such that [[ϕ]]ω and [[ψ]]ω areMuller recognizable step functions. Then [[¬ϕ]]ω , [[ϕ∨ψ]]ω ,
[[ϕ ∧ ψ]]ω , [[∃x.ϕ]]ω , and [[∃X .ϕ]]ω are Muller recognizable step functions.
Proof. We can proceed similarly to the argument of Lemma 5.11 using Lemmas 10.3 and 10.5 and Proposition 10.6. 
Lemma 10.9. Let ϕ ∈ MSO(A,Σ) such that [[ϕ]]ω is a Muller recognizable step functions. Then [[∀x.ϕ]]ω is a Muller recognizable
step function.
Proof. Let V = Free(∀x.ϕ). As in the proof of Lemma 8.11 of [19], we can construct an alphabet Γ , a length-preserving
monoid morphism h : Γ ∗ → Σ∗V , and a WMA M over A and Γ such that [[∀x.ϕ]] = h(||M||). This is a Muller recognizable
step function by Theorem 8.2 and Lemma 10.5. 
We note that the WMA M constructed in the proof of Lemma 10.9 is obtained from a classical deterministic Muller
automaton by associating weights to the transitions. In particular, M is not crisp-deterministic. Here, however, we could
also use the argument of the subsequent Lemma 10.10 to show that [[∀x.ϕ]]ω is a Muller recognizable step function.
Lemma 10.10. Let h : Σ∗ → Γ ∗ be a length-preserving morphism, and let s ∈ A⟨⟨Σω⟩⟩ be a Muller recognizable step function.
Then the series

h(s) : Γ ω → A given by (

h(s), w) =

v∈h−1(w)(s, v) (w ∈ Γ ω) is a Muller recognizable step function.
Proof. By assumption, we have s = ni=1 ai · 1Li with n ∈ N, ai ∈ A, and Muller recognizable languages Li ⊆ Σω
(i = 1, . . . , n) which form a partition of Σω . For any w ∈ Γ ω , let Tw = {j ∈ {1, . . . , n} | h−1(w) ∩ Lj ≠ ∅}. Then
(

h(s), w) =

j∈Tw aj due to the form of s. For each T ⊆ {1, . . . , n}, let LT =

j∈T h(Lj)∩

j∈{1,...,n}\T h(Lj)c which is Muller
recognizable. Then
h
(s), w

=

j∈Tw
aj =

T⊆{1,...,n}

i∈T
ai · (1LT , w).
Hence

h(s) is a Muller recognizable step function. 
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Proof of Theorem 10.2. (1)⇒ (2) Let s = ||M|| for some WMA M . The proof of Proposition 20 of [22] (or Theorem 8.2 of
[19]) explicitly describes an EMSO(A,Σ)-sentence such that ||M|| = [[ϕ]]ω (using the additively locally finite semiringRmax).
(2)⇒ (3) trivial.
(3)⇒ (1) By induction over the formulaϕwe show that [[ϕ]]ω is aMuller recognizable step function. For atomic formulas,
this is clear by Lemma 10.7. For negation, disjunction, conjunction, and existential quantifications we apply Lemma 10.8,
and for universal first order quantifications we apply Lemma 10.9. For universal second order quantification we apply
Lemma 10.10 and a standard projection. 
Corollary 10.11. Let L be a bounded lattice. Given two arbitrary MSO-sentences ϕ,ψ ∈ MSO(L,Σ), it is decidable whether
[[ϕ]]ω ≤ [[ψ]]ω .
Proof. All our proofs given are constructive. Hence we effectively obtain representations of [[ϕ]]ω , [[ψ]]ω as recognizable
step functions [[ϕ]]ω = ni=1 ai · 1Li , [[ψ]]ω = mj=1 bj · 1Kj such that the languages Li (1 ≤ i ≤ n) and the languages Kj
(1 ≤ j ≤ m) both form a partition of Σω . Now [[ϕ]]ω ≤ [[ψ]]ω holds iff whenever Li ∩ Kj ≠ ∅, then ai ≤ bj, for all i, j. The
latter can be checked effectively. 
11. Aperiodicity, star-freeness, FO- and LTL-definability for infinite words
In this section, we wish to consider aperiodicity for infinitary series. Again, let (A,+, ·, 0, 1) be a bi-idempotent,
commutative strong bimonoid.
An ω-language L ⊆ Σω is called ω-aperiodic if L is Muller recognizable and there exists some n ≥ 0 such that for every
m ≥ n and all u, v, w, z ∈ Σ∗, we have uvmwzω ∈ L iff uvm+1wzω ∈ L, and u(wvmz)ω ∈ L iff u(wvm+1z)ω ∈ L.
Analogously, we call a series s ∈ A⟨⟨Σω⟩⟩ weakly aperiodic if s is Muller recognizable and there exists some n ≥ 0 such
that for all m ≥ n and u, v, w, z ∈ Σ∗ we have (s, uvmwzω) = (s, uvm+1wzω) and (s, u(wvmz)ω) = (s, u(wvm+1z)ω). The
smallest such n is called the index of s and denoted by index(s). We call a series s ∈ A⟨⟨Σω⟩⟩ an aperiodic step function, if
im(s) is finite and s−1(a) is an ω-aperiodic language for each a ∈ A.
Recall that an ω-language L ⊆ Σω is called star-free if it can be constructed from finitely many star-free languages ofΣ∗
using the operations union, complement, and product with star-free languages ofΣ∗ on the left.
Now let A have a complement function. If s ∈ A⟨⟨Σω⟩⟩, the complement s ∈ A⟨⟨Σω⟩⟩ of s is again defined by pointwise
complementation.
A series s ∈ A⟨⟨Σω⟩⟩ is star-free if it can be constructed from finitely many star-free series of A⟨⟨Σ∗⟩⟩ using the operations
sum, complement, and Cauchy product with star-free series of A⟨⟨Σ∗⟩⟩ on the left.
Syntax and semantics of LTL(A,Σ)-formulas for infinite words are defined just as in Section 6. Since here dom(w) =
ω = {0, 1, . . .} forw ∈ Σω , we let [[ϕ]]ω = [[ϕ]]ω,0 for ϕ ∈ LTL(A,Σ).
The main goal of this section will be the following result.
Theorem 11.1. Let A be any bi-idempotent and commutative strong bimonoid with complement function, and let s ∈ A⟨⟨Σω⟩⟩.
Then the following are equivalent:
(1) s is weakly aperiodic.
(2) s is an aperiodic step function.
(3) s is LTL(A,Σ)-definable.
(4) s is FO(A,Σ)-definable.
(5) s is star-free.
In our proof of this result we follow closely the argument given for Theorem 6.4. In fact, Lemmas 6.5, 6.7, 6.9 and 6.10 can
be shownanalogously for infinitary series. Note that Lemma6.8 is not needed sinceA is assumed to be additively idempotent.
We also have:
Proposition 11.2. Let A be bi-idempotent and commutative, and let ϕ ∈ FO(A,Σ) and V a finite set of first-order variables
containing Free(ϕ). Then [[ϕ]]ω ∈ A⟨⟨Σω⟩⟩ is an aperiodic step function iff [[ϕ]]ω,V ∈ A⟨⟨Σω⟩⟩ is an aperiodic step function.
Proof. Let h : Σ∗V → Σ∗ϕ be the canonical projection. Then [[ϕ]]ω,V = h−1([[ϕ]]ω)⊙ 1NV . Hence if [[ϕ]]ω is an aperiodic step
function, then so is [[ϕ]]ω,V . The converse can also be shown by an argument similar to Proposition 6.6. For this, using the
weak aperiodicity of [[ϕ]]ω,V and Proposition 10.6, we first obtain some n ≥ 0 such that for allm ≥ n and all u, v, w, z ∈ Σ∗
we have ([[ϕ]]ω, uvmwzω) = ([[ϕ]]ω, uvm+1wzω). Also, if u ≠ ε, we obtain ([[ϕ]]ω, u(wvmz)ω) = ([[ϕ]]ω, u(wvm+1z)ω). Now
let u = ε. Then, by what we have already shown, we get
([[ϕ]]ω, (wvmz)ω) = ([[ϕ]]ω, wvm+1z(wvmz)ω)
= ([[ϕ]]ω, (wvm+1z)ω).
Hence [[ϕ]]ω is weakly aperiodic and thus an aperiodic step function. 
We just note that the ‘‘if’’-part of the previous lemma is not needed for the proof of Theorem 11.1.
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Lemma 11.3. Let A be bi-idempotent and commutative and ϕ ∈ FO(A,Σ) such that [[ϕ]]ω ∈ A⟨⟨Σω⟩⟩ is an aperiodic step
function. Then [[∃x.ϕ]]ω and [[∀x.ϕ]]ω are aperiodic step functions.
Proof. Let V = Free(∃x.ϕ) = Free(∀x.ϕ) andW = Free(ϕ) = V ∪ {x}. By the ‘‘only-if’’-part of Proposition 11.2, we may
write [[ϕ]]ω,W =ni=1 ai · 1Li with ω-aperiodic languages Li partitioningΣωW . For (w, ρ) ∈ ΣωV , let Tw,ρ = {j ∈ {1, . . . , n} |∃i ∈ dom(w) : (w, ρ[x → i]) ∈ Lj}. Then
([[∃x.ϕ]]ω, (w, ρ)) =

i∈dom(w)
n
j=1
aj · (1Lj , (w, ρ[x → i])) =

j∈Tw,ρ
aj.
Let h : Σ∗W → Σ∗V be the canonical projection erasing the x-row. For T ⊆ {1, . . . , n}, let LT =

j∈T h(Lj)∩

j∈{1,...,n}\T h(Lj)c .
Hence
([[∃x.ϕ]]ω, (w, ρ)) =

j∈Tw,ρ
aj =

T⊆{1,...,n}

j∈T
aj

· (1LT , (w, ρ)).
We claim that the ω-languages LT are ω-aperiodic. Let 1 ≤ j ≤ n. Since Lj is ω-aperiodic, it is FO(Σ)-definable by a
formula ψj with free variables inW . Then h(Lj) is defined by ∃x.ψj, hence h(Lj) is ω-aperiodic over ΣV , proving our claim.
Hence [[∃x.ϕ]]ω is an aperiodic step function.
For [[∀x.ϕ]]ω we can proceed similarly, replacing the sumj∈T aj byj∈T aj. 
Proof of Theorem 11.1. (1)⇔ (2)⇒ (3)⇒ (4) Immediate by Theorem 8.2 and the infinitary analogues of Lemmas 6.5(a),
6.7 and 6.9.
(4)⇒ (1) We proceed as in the proof of Theorem 6.4(b) by induction over the structure of a formula ϕ ∈ FO(A,Σ). Here
for existential and universal quantifications, we apply Lemma 11.3.
(2)⇐⇒ (5) Immediate by the infinitary analogue of Lemma 6.10. 
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