The decorrelating detector is known to eliminate the multiaccess interference given that the signature sequences of the users are linearly independent, at the cost of enhancing the Gaussian receiver noise. In this paper, we present and study the convergence of a blind adaptive decorrelating detector which is based on the observation of the available statistics. The algorithm is iterative and distributed. Only two parameters are needed for the construction of the receiver filter of a user: the user's signature sequence and the variance of the white Gaussian receiver noise. The computational complexity of the proposed algorithm per iteration is linear in the number of users.
Introduction
Code Division Multiple Access (CDMA) systems suffer from the near-far effect, because of non-orthogonality of the users' signature sequences. Multiuser detection [l] can be used to overcome the near-far problem by exploiting the known structure of the multiple access interference to effectively demodulate the non-orthogonal signals of the users. It was shown in [2] that the optimal multiuser detector has a computational complexity which increases exponentially with the number of active users. Several suboptimum detectors, including the decorrelating detector [3] , have been proposed to achieve a performance comparable to that of optimum detector while keeping the complexity low.
The decorrelating detector [3] was shown to eliminate the multiaccess interference totally if the signature sequences of the users are linearly independent at the cost of enhancing the additive white Gaussian noise (AWGN). The decorrelating detector of [3] is centralized and non-iterative. The construction of the decorrelating detector filter for a certain user requires the knowledge of the signature sequences of all interfering users as well as the signature sequence of the user of interest. In addition, for an N user system, the construction requires inversion of the N x N cross correlation matrix. Blind adaptive algorithms are desirable to overcome the need for the knowledge about the parameters of the interfering users and iterative algorithms are needed to avoid the matrix *Supported by NSF Grant NCR 95-06505 ryates@winlab. rutgers. edu inversion which may have a large computational complexity. A blind adaptive algorithm based on the minimization of the output energy was given in [4] . This algorithm was shown to converge to the MMSE multiuser detector [5] .
In [6] , an adaptive multiuser detector which converges to the decorrelating detector is proposed. This detector still needs the signature sequences of all the users and transmission of training sequences. In [7] , blind algorithms based on signal subspace tracking are investigated and two algorithms which converge to the decorrelating and MMSE multiuser detectors are proposed. The blind adaptive decorrelating detector proposed in [7] needs information about the variance of the AWGN and the number of users both of which can be estimated, again using subspace tracking techniques. The computational complexity of the algorithm of [7] is O ( G N ) per iteration, where G is the processing gain.
In this paper, we present a blind adaptive multiuser detector which uses observables that are readily available at the receiver and which converges to a decorrelating detector. The detector is constructed via a distributed iterative algorithm which updates the receiver filter coefficients of a desired user by using the previous output of the filter under construction. Since the filter output is random due to the randomness of the multiaccess interference and existence of ambient Gaussian channel noise, the algorithm evolves stochastically. We prove the convergence of the filter coefficients to a decorrelating detector in the mean squared error (MSE) sense. We develop lower and upper bounds for the MSE of the filter coefficients at iteration n + 1 in terms of the MSE of the filter coefficients at iteration n, and investigate the conditions under which the MSE sequence converges to zero.
The computational complexity of the proposed algorithm is O(G) per iteration. The proposed algorithm requires the knowledge of only two parameters for the construction of the filter coefficients for a desired user: the desired user's signature sequence and the variance of the AWGN. The variance of the AWGN is a fixed quantity (not time varying) and can be estimated easily, perhaps before the information transfer starts when only the samples of AWGN can be observed without any interference at the output of an arbitrary (nonzero) receiver filter. In such a case, a reliable estimate of the variance of AWGN can be obtained by time-averaging the squares of the output of the receiver filter.
The Decorrelating Detector
Throughout this paper, a synchronous CDMA system with BPSK modulation is assumed to simplify the analysis. We will use G dimensional vector si to denote the pre-assigned unique signature sequence of user i. Let us define an N x G dimensional matrix S with its (i,j)th element being (si)j, the j t h component of si. Therefore, the rows of S (equivalently the columns of ST) are the signature sequences of the users. For future use, we define a subspace C in G dimensional vector space to be the subspace spanned by the signature sequences of the users, i.e., c = span(s1,. . . , sN} = column space of sT (I) We consider the decorrelating detector for the first user without loss of generality and represent its G dimensional receiver filter by c. Then c should satisfy the following condition.
where el is the first unit vector in N dimensional space, i.e., el = [l 0 0 . . . 0IT, and a is a non-negative real number. It can be easily shown that the bit error rate performance of the decorrelating detector is insensitive to scaling of the filter coefficients as long as the filter eliminates the multiaccess interference totally. The reason for this is that the scalar factor multiplies both the received power level of the desired user and the AWGN.
We first note that (2) has more than one solution, because it has N equalities and G unknowns, and typically G >> N .
The unique decorrelating detector for the first user, E, is given 
(4)
Note that P = S T ( S S T ) -l S is the projection matrix which projects any vector onto the column space of ST. Also note that the column space of ST is the subspace spanned by SI, . . . , S N , the subspace which was denoted as C. Therefore, although (2) has more than one solution, all of the solutions have the same projection onto C; and this projection is equal to the unique decorrelating detector of Lupas and Verdu [3] .
Let A be an N x N dimensional diagonal matrix with received power of user i, pi, as its ith diagonal element. Multiplying both sides of (2) first with A, then with ST yields
We observe that although (5) has G equations in G unknowns it does not have a unique solution for c, since (G -N ) eigenvalues of STAS are equal to zero . The solution spaces of (2) and (5) 
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Let us define A = STAS. At this point we choose a = l/p1 and devise the following deterministic gradient descent algorithm: (6) Note that the iterative algorithm given in (6) converges to the solution of (5) and equivalently, by Remark 1, to the solution of (2). The fact that the solution of (2) is not unique is noted earlier. Note that, for any c, PAC = ST(SST)-lSSTAS~ = STASc = AC (7) This means that for any c(n), Ac(n) lies entirely in C. Since 91 E C by definition, the correction term added to c(n) at every iteration in (6) is always in C. Starting from n = 0, by induction we obtain (8) for any n. Therefore, if the iterative algorithm (6) is started in the subspace C, implying c(0) = Pc(O), then from (8) we will have: c(n) = Pc(n) for all n. In this case c(n) will always stay in L and will converge to the scaled version of the unique decorrelating detector solution of [3], c* = &E, as n goes to infinity. Note that the algorithm converges to the scaled version of E , instead of converging to Z: because cy is not chosen to be 1.
The restriction that the iterations should be started in C for algorithm (6) to converge to a decorrelating detector is fairly mild. Selections c(0) = 0 , c(0) = SI or any linear combination of the signature sequences imply c(0) E C, satisfying the convergence condition of (6) . The signature sequences of all of the users must be known for the algorithm given in (6) . Also, the algorithm of (6) is an off-line algorithm which must be run before the real information transmissions of the users start. After running the algorithm for some time, the filter coefficients would converge to a decorrelating detector filter and then the communication can be started. In this paper, our aim is to develop a blind adaptive algorithm which would converge to a decorrelating detector solution in a stochastic sense by using real random measurements while the users are active and transmitting bits. To this end, we will propose an algorithm which can be viewed as the stochastic version of the deterministic algorithm given in (6).
A Blind Adaptive Decorrelating Detect or (B ADD)
The received baseband signal at the input of the receiver filters after chip-matched filtering is
where bi is the information bit ( f l equiprobably) transmitted by user i and n is a Gaussian random vector with zero mean and E[nnT] = a21. Note that,
N
E ErrT] = C P~S~S :
Therefore, using (lo), the deterministic iteration of (6) can be written in an exact form as
Note that r r T -u'I is an unbiased estimate for A matrix. In order to obtain a practical algorithm, we replace E [ r r T ] in (11) with the estimate r ( n ) r T ( n ) where ~( n ) is the received signal vector at the nth iteration.
Before analyzing the convergence of (12), we state it in terms of available observations, and list the parameters needed at each iteration. We note that the output of the receiver filter of the desired user at time n is y(n) = rT(n)c(n). Thus, the implementation oriented version of the algorithm (12) is
Since r ( n ) and y(n) are readily available at the input and output of the receiver filter that is under construction, only two system parameters are needed to be known in order to run the algorithm: the signature sequence of the desired user SI, and the variance of the AWGN, u2. The variance of the AWGN is a fixed quantity which can be easily estimated before the communication starts by using the outputs of a nonzero receiver filter as discussed in Section 1.
Convergence of the BADD
In this section, we will investigate the convergence of the blind adaptive decorrelating detector proposed in the previous section. Let us define the zero mean random vector q(n) as
Noting that Ac* = 91, we can write the stochastic iterations (12) and (13) as
Subtracting c* from both sides of (15) and defining e(n) =
~( n )
-c* yields
Note that norm of e(.) is a measure of the distance of the current receiver filter from c*, the convergence point. Squaring both sides of (16) yields By taking the conditional expectation of both sides, conditioned on ~( n ) =E, and observing that E[q(n) 1 e ( n ) =e] = 0, we obtain
We will be using the results of the following Lemmas to develop bounds for the right hand side of (18). which can be found in [9] is more lengthy and is omitted here.
In what follows, we will denote the conditioning on ~( n ) = E , P E = 0 and P E # 0 by e , P and p, respectively. For example E[lle(n + 1)112 I e ( n ) = E, P E = 01 will be denoted by E[lle(n + 1)11' I k , PI. If Pe = 0, the following lower and upper bounds can be developed for the right hand side of (18) using Lemmas 1 and 2,
And similarly if P E # 0, An important observation toward the convergence proof is that the projection of c(n) (equivalently the projection of e ( n ) ) on L would be non-zero almost surely (a.s.) [lo] . This means that for any n the probability of the event [ P E ( , ) = 01 is zero. Similar to the deterministic result in (8) , it can be shown using induction on (16) that (see also [ll, Eqn. (IS)]), -2pko + (k: + c1)p2) 11E112+coP2 (25) where we used Prob{Pc = 0) = 0 and Prob{Pe # 0) = 1.
By similar arguments a lower bound can be found to be
Taking the expectation of both sides of the inequalities in (25) and (26) with respect to ~( n ) and letting b, = E[lle(n)112], we obtain the following bounds for b,, the mean squared error (MSE) of the filter coefficients at iteration n from c*,
Defining, QO = 1-2pko+(k?+q)p2 and cy1 = 1-2pk1+k;p2, we can rewrite Equations (27) and (28) as 
The convergence of (33) is stated in the following Lemma. Note that a, = a / ( n + no), for any a > 0 and no > 0 satisfy the conditions of Lemma 3.
Simulation Results
In the simulations we consider a system with N = 6 users using randomly generated signature sequences with a processing gain of G = 31. Powers of the users are assigned so that the final signal to interference ratio (SIR) of all users will be 20 dB. Thus, the power of the ith user is found by pi = 100a2[l?-l]ii where l? = SST is the cross correlation matrix. The algorithm is run for 100 times and averaged results are plotted in the figures. In Figure 1 , we plot the averaged normalized squared error (NSE) of the filter coefficients of the desired (first) user versus iteration index n, where NSE at iteration n is defined as NSE(n) = [IC(.)
-c*1I2 / ll~*11~.
The curves in Figure 1 correspond to the blind adaptive decorrelating detector algorithms with fixed step size for different step size values and that with a time dependent step size sequence of the form of a, = l/(n+no) with no = 5. We observe that if the step size p is too large, then the algorithm does not converge; see increasing NSE curve for p = 0.1 in Figure 1 . We also observe that for large step size values the convergence rate is fast but the limiting NSE is large too; compare the curves corresponding to p = 0.01 and p = 0.001 in Figure 1 . Averaged (over 100 runs) SIR of the desired (first) user is plotted in Figure 2 for the same system. At iteration n, the SIR of the desired user is calculated as
We observe that the convergence properties of the SIRS to the target SIR (which is 20 dB in this experiment) is similar to the properties of the convergence of the NSE to zero.
The blind adaptive decorrelating detector of [7] is also implemented for the same system and the SIR of the desired user is plotted as a function of iteration index in Figure 3 
Conclusion
In this paper we presented a n iterative and distributed blind adaptive decorrelating detector algorithm which is based on the observation of the available statistics, and studied its convergence. The update equation of the algorithm needs the observation of the chip sampled input signal before the receiver filter and the output of the filter with the current filter coefficients. For the implementation of the algorithm to construct the decorrelating receiver filter of a user only two parameters are needed to be known: the user's signature sequence and the variance of the additive white Gaussian receiver noise. We studied the convergence of the proposed algorithm both for a fixed step size sequence and for a time varying step size sequence. For the first case we developed the conditions of having lower and upper bounds on the MSE and showed that as the step size goes to zero the algorithm converges in the MSE. For the second case we directly proved the convergence in the MSE.
