In this paper we use a three-dimensional Pauli master equation to investigate the charge carrier mobility of a two-phase system which can mimic donor-acceptor and amorphous-crystalline bulk heterojunctions. By taking the energetic disorder of each phase, their energy offset, and domain morphology into consideration, we show that the carrier mobility can have a completely different behavior when compared to a one-phase system. When the energy offset is equal to zero, the mobility is controlled by the more disordered phase. When the energy offset is nonzero, we show that the mobility electric field dependence switches from negative to positive at a threshold field proportional to the energy offset. Additionally, the influence of morphology, through the domain size and volume ratio parameters, on the transport is investigated and an approximate analytical expression for the zero field mobility is provided.
I. INTRODUCTION
High performance conjugated polymers have gained significant interest in recent years due to their low-cost processing and their high ductility, a vital feature for applications in flexible electronics giving them a significant advantage over other technologies based on crystalline semiconductors. 1 Despite their great potential for applications, the performance of devices based on organic materials is still somewhat disappointing. Thus, a better understanding of charge transport in these materials is required.
Phenomenological models describing charge transport in disordered organic materials have a long history that began with Bässler in the early 1980s. In 1981 he proposed a model to describe the charge carrier mobility in time of flight (TOF) experiments 2 that became a reference in the field. In this model the charge transport was postulated to occur via hopping between localized electronic states and the energy of these states was taken to be Gaussianly distributed. In 1993, Bässler extended his model to take into account the positional disorder. Since then this model has been known as the Gaussian disorder model (GDM). 3 Although TOF experiments have proven to be a useful tool for characterizing the electron and hole mobilities in disordered organic materials, this technique does not reproduce the charge densities actually found in typical devices such as organic light-emitting diodes (OLEDs) 4 and organic fieldeffect transistors (OFETs). 5 In the early 2000s, using rigorous theoretical methods, Baranovskii et al., 6, 7 Schmechel, 8 and others [9] [10] [11] showed the importance of taking into account the carrier density dependence in the GDM. In 2005 Pasveer et al., 12 based on a numerically exact approach proposed a parametrization of the mobility as a function of temperature, electric field, level of disorder, as in the GDM, but with the novelty of including a dependence on the charge carrier density, which proved crucial in characterizing devices based on organic materials.
With the advent of solar cells based on bulk heterojunctions (BHJs) 13, 14 the need for models that describe the charge transport in such systems aroused. Still in 2005, not motivated by modeling charge transport in blends, Watkins et al. 15 proposed an effective model based on the dynamical Monte Carlo method to generate the morphologies of binary mixtures. In this model the electron and hole mobilities were assumed constant. In 2010, using a proper combination of Pasveer and Watkins approaches, Koster showed for the first time that the mobility in donor-acceptor blends could exhibit a negative electric field dependence. 16 Despite these advances, all models so far for charge transport in BHJs explicitly have assumed that the transport occurs exclusively in one phase (donor or acceptor) independent of the difference in energy between the electronic states of the two phases or the applied electric field. 17, 18 In this paper, we propose a model based on a Pauli master equation that describes the charge transport in a system composed of two distinct phases, each of which consisting of only localized electronic states. The density of states (DOS) of the system is assumed to be a bimodal Gaussian distribution, 19 wherein the width of each mode is associated with the disorder in each phase and the energy offset of the two peaks is related to the energy offset between the transport levels of the two phases. Bimodal Gaussian DOS has also been used to describe organic systems containing transporting sites and traps (see Ref. 20) . We consider only single-carrier transport. The morphology of the binary blend is generated from a Monte Carlo simulation in a manner similar to the one used by Watkins. The morphology is completely specified by two parameters: the volume ratio between the two materials, and a characteristic length associated with the interfacial area between the two phases. Finally, after obtaining the system morphology, the stationary solution of the Pauli master equation (obtained numerically) gives the mobility as a function of temperature, applied electric field, and charge density.
The rest of the paper is organized as follows: In Sec. II, we introduce the charge transport model for a two-phase mixture. The effect of disorder and the role of the energy offset between the two phases are addressed in Sec. III. Section IV analyzes the influence of morphology by varying the parameters associated with domain size (characteristic length) and volume ratio. In Sec. V, the electric field dependence of a two-phase system with equal and different energetic disorder is investigated. The last section contains our conclusions.
II. MODEL
Our approach can be separated in two parts: the morphology generation and the charge transport modeling in the generated blend. The morphology part is based on a lattice-gas model 21 of a binary mixture developed by Watkins et al. 15 The system is defined on a regular cubic lattice of N sites and lattice parameter a. The phase-1 is constituted by α N sites and phase-2 by (1-α)N sites, where α is the volume ratio. α = {0,1} represent the limiting cases of a one-phase system. The lattice is initialized with a random mixture of the constituents with fixed α. To simulate a real two-phase system, such as donor-acceptor or amorphous-crystalline blends, a phase segregation is induced. This is accomplished with a Monte Carlo simulation by adjusting the interaction energy between the constituents. At every Monte Carlo step a pair of neighboring sites is randomly chosen and the total energy of the system before and after the sites swap their positions is calculated. If the total energy decreases the swap is automatically accepted, otherwise a nonzero probability of acceptance is associated with the exchange.
The phase separation is characterized by a characteristic length, known as the domain size, defined by
where V is the total volume and A is the interfacial area. The Monte Carlo simulation is performed until the desired domain size is reached. Notice that the morphology is defined by only two parameters, the volume ratio α, and the domain size b. Figure 1 shows a two-dimensional slice of the morphology with an equal amount of constituents (α = 0.5). It illustrates the concept of the domain size for two typical cases: a homogeneous mixture (b = 2 nm) and a partially phase separated (b = 6 nm).
Disordered organic materials, due to the large morphological disorder and the weak electronic coupling, have localized electronic states. The energetic distribution of these localized states in a one-phase system is usually assumed to be Gaussian. 2, 22 In this paper we will consider just electrons, with the extension to holes being straightforward. The probability density that a given site of a given phase has energy ε will be assumed to be given by
where ε L is the average energy of the given phase and σ is a measure of its energetic disorder. For the two-phase case this results in a bimodal Gaussian DOS, 19 given by
where
L is the energy offset (see schematic representation in Fig. 2 ). We will not consider here the possibility of the energies of the localized states to be correlated [23] [24] [25] [26] although this could be done. The charge carrier mobility is calculated by solving numerically the steady-state Pauli master equation,
where P i is the probability that site i is occupied by a charge carrier, and W i→j is the hopping rate from site i to site j . The (1 − P i ) excludes, in a mean-field approximation, 27 the possibility of double occupancy. We ignored the Coulomb interaction between carriers in different sites since it was shown by Zhou et al. 28 that for low-carrier densities, such as the ones considered in this work, this effect is negligible.
The hopping rate is assumed to be of the Miller-Abrahams form:
where w 0 is the intrinsic hopping rate, γ is the inverse localization length of the localized wave functions, assumed here be the same for both phases, R ij ≡ |R i − R j | is the distance between sites i and j , k B is the Boltzmann constant, T is the temperature, and ε ji ≡ ε j − ε i − eF R x ji , with ε i and ε j being the on-site energy of sites i and j , respectively. The term −eF R x ji is the energy shift due to the electric field F , in the negative x direction, e is the elementary charge, and R x ji is the distance between sites j and i in the x direction. We consider hopping to a maximum distance of √ 3a, which takes into account 26 neighboring sites.
We solved Eq. (4) for the occupational probabilities P i 's, using periodic boundary conditions by an iteration procedure originally proposed by Yu et al. 30 and later improved by Cottar et al. 27 Once the occupational probabilities are obtained, the charge-carrier mobility μ is calculated from
where n = P i /a 3 and V is the system volume. The lattice size is N = 100 3 . Averages over a number of different disorder configurations and different morphologies (with fixed domain size and volume ratio) were taken until an accuracy better than 10% was obtained for μ.
Throughout the paper we fixed the inverse of localization length γ = 10 a −1 , the carrier density n = 10 −6 a −3 , the lattice constant a = 1 nm, the thermal energy k B T = 0.025 eV (room temperature), and the intrinsic transition rate w 0 ∼ 4.8 × 10 20 s −1 , which leads to a maximum transition rate between nearest neighbor of the order of 10 12 s −1 .
2,31
III. DOS DEPENDENCE
In this section we will focus on the zero electric field regime, F → 0, and set the domain size b = 6 nm and the volume ratio α = 0.5.
In Fig. 3 we show, in a semilog scale, the effect of the energetic disorder of the phase-2, σ 2 , on the mobility. We fixed E offset = 0, and considered four different values of the energetic disorder of phase-1, σ 1 . It is clear that the mobility becomes independent of σ 2 when σ 2 < σ 1 . This means that, when E offset = 0, the mobility is controlled by the more disordered phase. This result can be explained as follows: In the low-carrier concentration regime, for the unimodal Gaussian DOS case, the majority of states that participate in the transport are states located around the transport level, E t = ε L − σ 2 /kT , in the tail of the DOS. 32, 33 In the bimodal Gaussian DOS case, when E offset = 0, these tail states belong mostly to the more disordered phase. So, if there is no energy offset between the two phases, the more ordered phase barely contributes to the transport.
In Fig. 4 , we show, in a semilog scale, the effect of the energy offset E offset on the mobility. We fixed σ 1 = 0.1 eV, and considered four different values of E offset . This figure can be split in three different cases: (i) For σ 2 < σ 1 the mobility increases with the increase of E offset . (ii) For σ 2 σ 1 the opposite behavior happens; the mobility decreases with the increase of E offset . (iii) Above a certain value (E offset ∼ 0.3 eV in that figure) the mobility becomes independent of E offset . In case (i), when E offset increases the tail states of the (more ordered) phase-2 get lower in energy and dominate the transport. Case (ii) follows the same trend of case (i) except that in this case the dominant phase-2 is less ordered, so that the larger the E offset the smaller the mobility. Finally, in case (iii), when E offset is larger than a threshold value, the transport goes entirely through phase-2 and the mobility dependence on σ 2 is characteristic of the particular topology of phase-2. Case (iii) is the typical case encountered in donor-acceptor mixtures, when E offset between either LUMOs or HOMOs is "large enough" to confine electrons to the acceptor phase and holes to the donor phase. In the next section we will discuss more precisely this limiting case.
IV. MORPHOLOGY DEPENDENCE
In this section we will still focus on the low field regime but will now address the effect of the morphology of the two-phase mixture on the mobility. The volume ratio in the ranges [0,0.2] and [0.8,1.0] will not be considered here. In these ranges trapping and de-trapping effects become important and these are out of the scope of this paper. A good discussion about these two ranges for a random two-phase mixture can be found in Ref. 19 .
A. Volume ratio dependence
In Fig. 5 we show, in a semilog scale, the effect of the volume ratio α (the fraction of phase-2 sites) on the mobility, normalized to the phase-1 mobility μ(α = 0) = 2.8 × 10 −4 cm 2 /Vs. We fixed b = 6 nm, σ 1 = σ 2 = 0.1 eV, and considered six different values of E offset . E offset = 0, represents a one-phase system and the mobility is not affected by α. For E offset > 0, the mobility clearly decreases with increasing E offset and decreasing α. This happens because in both cases the number of sites that participate in the transport (that takes place mainly in the less energetic phase-2) is reduced. The limiting case E offset → ∞, when the transport takes place only in phase-2, falls in the Koster model. In Fig. 6 we show, in a semilog scale, the effect of the volume ratio α on the mobility, again normalized to the phase-1 mobility μ(α = 0) = 2.8 × 10 −4 cm 2 /Vs. We fixed b = 6 nm, σ 1 = 0.1 eV, and σ 2 = 0.05 eV (the less energetic phase is more ordered) and considered six different values of E offset . In this case the mobility still decreases with decreasing α for the same reason seen in Fig. 5 . But here, in contrast to Fig. 5 , the mobility increases with increasing E offset . This can be explained as follows: With increasing E offset the transport gradually becomes more restricted to the phase with the lower energetic landscape, that is, phase-2. In Fig. 5 , both phases had the same energetic disorder, so that the final result was just a reduction on the number of sites that contribute to the transport. But in Fig. 6 the phase with lower energy is more ordered, the restriction of the transport to this phase (due to an increase in E offset ) has a positive effect on the mobility that more than compensates for the negative effect associated with the reduction of the number of sites taking part in the transport. Figure 6 suggests that in systems like amorphouscrystalline blends even small amounts of crystalline domains (∼20%) can improve the mobility. The larger E offset the larger this effect. Representative examples of this enhancement in organic materials can be found in Refs. 34 and 35.
B. Domain size and energy offset dependence
In Fig. 7 we show, in a semilog scale, the effect of the energy offset E offset , and the domain size b on the mobility, again normalized to the phase-1 mobility μ(α = 0) = 2.8 × 10 −4 cm 2 /Vs. We fixed σ 1 = σ 2 = 0.1 eV, α = 0.5, and selected four different values of b. E offset = 0 represents the one-phase case and the mobility is not affected by b. For E offset > 0, this plot makes evident that the mobility is enhanced by increasing b. The domain size b has a direct impact on the channel network of each phase. As it increases the number of direct percolative paths from one electrode to the other increases, thereby increasing the mobility. For E offset above 
where μ Pasveer (σ 1 ) is the mobility at E offset = 0, which coincides with the mobility obtained from Pasveer's model, 12 and
with A(b,α) given in Table I for various values of α and b. Equations (7) and (8) are valid in the regime of low field and low-carrier density. Equation (8) holds for E offset σ 1 (=σ 2 ), typical in BHJs solar cells (E offset > 0.5 eV). In this limit Eq. (8) 
It has been reported in the literature that (i) the electrononly and hole-only mobilities in donor-acceptor blends can be smaller than in the neat material counterpart 36 and (ii) thermal annealed blends have higher mobility than as cast. 36, 37 These two results can be understood using Eq. (7).
Clearly from Eq. (7) the neat material, E offset = 0, has a higher mobility than the blend case, E offset 0. But the ratio between the two mobilities will depend on the domain size b, A(b,α) , used in Eq. and on the volume ratio α, used in the blend. Assuming that the thermal annealing process favors larger phase separation, hence larger domain sizes b, the mobility in the annealed blend will end up having larger mobility than the nonannealed one.
In Fig. 8 we continue to analyze the effect of the domain size on the mobility but, instead of assuming equally disordered phases as in Fig. 7 , we take the less energetic phase as more ordered, σ 1 = 0.1 eV and σ 2 = 0.05 eV. This case attempts to model amorphous-crystalline mixtures, as seen in some conjugated polymers like P3HT 38 and PBTTT 39 using x-ray diffraction techniques. As seen in the σ 1 = σ 2 case, the larger the domain size the larger the mobility. However, as E offset increases the mobility becomes larger (not smaller as in Fig. 7) than the mobility at E offset = 0, because the transport becomes more restricted to the more ordered phase (same effect seen in Fig. 6 ). For E offset above 0.2 eV the transport is exclusively through the less energetic phase and the mobility becomes independent of E offset .
V. ELECTRIC FIELD DEPENDENCE
We have discussed so far the effect of disorder and morphology in the zero field regime. In this section we will discuss the influence of the electric field on the mobility in the two cases presented in the previous section: both phases equally disordered and the less energetic phase more ordered. We will assume here b = 6 nm and α = 0.5.
In Fig. 9 we show, in a semilog scale, the effect of the electric field F on the mobility. We fixed σ 1 = σ 2 = 0.1 eV and considered six different values of E offset . E offset = 0 represents a one-phase system and, as mentioned before, coincides with Pasveer's model for the charge density used, n = 10 −6 a −3 . 12 In this case the mobility increases monotonically with increasing F . For E offset > 0, the mobility has a negative field dependence followed by a positive field dependence. The negative field dependence was discussed by Bässler 3 and Koster 16 in the context of a single-phase system. The effect was explained in terms of paths that go against the field that contribute to the mobility at very low fields but cease to contribute (hence decreasing the mobility) as the field increases. Above a certain F min only paths that go mostly along the field contribute and the mobility along these paths increases with increasing F . What is displayed in Fig. 9 is a somewhat similar effect on a two-phase system. The E offset = 0 curve corresponds to a single-phase system; F min is located at very low fields and is barely visible in that figure. For E offset > σ 1 + σ 2 (=0.2 eV in the case of Fig. 9 ) the carrier is entirely restricted to the less energetic phase-2 at low fields; the observed decrease of μ below F min is the effect of the field in the transport through the channel network of phase-2. Above F min the field can provide energy for the carrier to hop into the more energetic phase-1 (it is significant that eF min a is of the order of E offset ), and a number of paths that were forbidden at low fields become available, resulting in a mobility increase.
In Fig. 10 we show, in a semilog scale, the effect of the electric field F on the mobility, exactly like in Fig. 9 , but now we took the less energetic phase as more ordered (σ 1 = 0.1 eV and σ 2 = 0.05 eV). As in the σ 1 = σ 2 case of Fig. 9 , a negative dependence followed by a positive dependence occurs. However, the general behavior of the curves in Fig. 10 differ from the corresponding ones in Fig. 9 at low fields (below 2 × 10 6 V/cm). In this low field range the mobility increases with E offset and the field does not have a major effect. One is simply observing (as E offset increases) the transport becoming restricted to the more ordered phase (hence the increase in μ). For higher fields (above 2 × 10 6 V/cm) the mobility displays the same "dip" seen in Fig. 9 and the explanation is the same: Below F min the carrier is restricted to phase-2 and above F min it gains access to the more energetic phase-1.
In Fig. 11 we plot the threshold electric field F min of Figs. 9 and 10 against E offset . In both cases we can see that F min has an asymptotic dependence on E offset given by F min = E offset /2. This supports the argument that F min is the field value above which the carrier starts to penetrate in the more energetic phase.
VI. SUMMARY AND CONCLUSIONS
We have applied a three-dimensional Pauli master equation model with a bimodal Gaussian density of states to investigate the influence of morphology, disorder, and electric field on the charge carrier mobility of a two-phase system in the low-carrier density limit. At low electric fields we showed that the carrier mobility has a completely different behavior when compared to a single-phase system, depending on the energy offset parameter E offset . In the limiting case E offset → 0, the mobility is controlled by the more disordered phase. The other limit, E offset → ∞, falls in the Koster model, 16 when the transport becomes restricted to the less energetic phase. For intermediate values of E offset , we have shown that even low amounts (∼20%) of ordered domains can greatly enhance the mobility of a disordered material. This result is significant for amorphous-crystalline mixtures. This enhancement is more significant if the ordered phase is distributed in large domains.
For the two cases considered in this paper, the two phases being equally disordered and the less energetic phase being more ordered, we have shown that the electric field dependence of the mobility shows a minimum at an electric field of the order of half the energy offset of the two phases. In practice, this finding can provide a rough idea in which regime (negative or positive mobility field dependence) a particular system, for instance, a donor-acceptor blend, will operate at a given electric field.
As for improvements we point out that we restricted ourselves to the low-carrier density limit; it is now necessary to go beyond this limit to see how the carrier density affects our results. It will also be important to investigate the carrier mobility at low temperatures and check if the controversial 1/T 2 dependence, found in one-phase systems, 40, 41 is also present in two-phase systems.
