By about age three, English-learning children begin to understand passive sentences with familiar verbs. We probed the nature of children's linguistic representations by asking whether 3-year-olds promptly extend their emerging knowledge of the passive structure to novel verbs. In three preferential-looking experiments, 3-yearolds (N = 124) interpreted novel verbs presented in short passives (Experiment 1, "She's getting snedded!") as transitive verbs, referring to causal-action rather than solo-action events, and used word-order in full passives, (Experiments 2 and 3, e.g., "She's getting snedded by the boy!"), to select a target event in which the subject was the patient, not the agent of action. Comprehension accuracy in Experiments 1 and 2 varied with vocabulary, but this vocabulary effect disappeared when children were given more time and more repetitions of the test sentences (Experiment 3). These findings support early-abstraction accounts of acquisition: 3-year-olds represent passive syntax in abstract terms, permitting extension to novel verbs. This, in turn, allows them to use passive sentences to identify the grammatical subcategory and meaning of an unknown verb.
Introduction
Young children learn words in their native language, but also learn how grammatical categories of words are meaningfully combined. A controversy regarding how they do so focuses on the relative contributions of unbiased learning from linguistic input, and of innate constraints that guide learning (e.g., Braine, 1963; Landau & Gleitman, 1985; Pinker, 1989; Tomasello, 2003) . This controversy reflects two fundamental facts about languages.
First, languages the world over share striking grammatical similarities, hinting that these similarities may result from built-in linguistic and conceptual biases (e.g., Chomsky, 1986; Goldin-Meadow, So, Ozyurek, & Mylander, 2008; Pinker, 1989) . For example, languages honor basic principles governing the linking of verbs with syntax. Verbs whose meanings imply two semantic roles readily occur in transitive sentences with two noun-phrase arguments as in (1a), and verbs whose meanings imply one semantic role occur in intransitive sentences as in (2) (e.g., Landau & Gleitman, 1985; Pinker, 1989) . Languages provide some way to tell apart transitive subjects and objects (1a), and link agents rather than patients (or undergoers) with active transitive subjects. Many languages provide a means of promoting a patient into subject position, as in the passive in (1b) (e.g., Croft, 1990) . The active and passive sentences in (1) describe the same event, but differ in how the same semantic roles are linked with syntactic functions. Alternations such as the active/passive have played a central role in linguistic theory and in the study of acquisition, in part because they make clear that meaning (semantic roles) and sentence form (syntactic functions) must be represented as separate levels of linguistic structure that can be flexibly aligned (e.g., Bresnan, Asudeh, Toivonen, & Wechsler, 2015; Chomsky, 1965; Pinker, 1989) .
(1) a. Daddy is feeding the baby.
b. The baby is being fed by Daddy. (2) The baby is sleeping.
Second, despite these strong cross-linguistic similarities, the formal marking of syntax is language-specific. Children must learn to identify nouns and verbs, subjects and objects, and agents and patients, by whatever morphosyntactic cues their language provides. This implies an enormous amount of learning about words and their combinations. Two broad classes of accounts of how this learning proceeds make different assumptions about how learners represent language experience, and whether innate biases guide learning.
According to usage-based accounts, early linguistic representations are concrete and lexically-based, and learning recruits only domaingeneral mechanisms of categorization and pattern detection (e.g.,
