Abstract. In this paper, we investigate the continuous dependence on initial data of solutions to the Euler-Poincaré system. By constructing a sequence approximate solutions and calculating the error terms, we show that the data-tosolution map is not uniformly continuous in Sobolev space
Introduction and main result
In the paper, we consider the following Cauchy problem of the Euler-Poincaré system: The system (1.1) is the classical Camassa-Holm (CH) equation for d = 1, while it is also called the Euler-Poincaré equations in the higher dimensional case d ≥ 1. The Camassa-Holm equation can be regarded as a shallow water wave equation [4, 5, 16] . It is completely integrable [4, 8] , has a bi-Hamiltonian structure [7, 21] , and admits exact peaked solitons of the form ce −|x−ct| , c > 0, which are orbitally stable [18] . We have to say that the peaked solitons present the characteristic for the travelling water waves of greatest height and largest amplitude and arise as solutions to the free-boundary problem for incompressible Euler equations over a flat bed, cf., [10, 14, 15, 31] and references therein. The local well-posedness and ill-posedness for the Cauchy problem of the CH equation in Sobolev spaces and Besov spaces was discussed in [11, 12, 19, 20, 22, 28, 30] . The existence and finite time blow-up of strong solutions to the CH equation was shown in [9, 11, 12, 13] . For the existence and uniqueness of global weak solutions to the CH equation, we refer the reader to see [17, 32] . The global conservative and dissipative solutions of CH equation were studied in [2, 3] . The non-uniform dependence on initial data for the CH equation was discussed in [23, 24] .
For the Euler-Poincaré system, it was first theoretically studied by Chae and Liu in the pioneering work [6] . The authors obtained the local well-posedness in Hilbert spaces m 0 ∈ H s+ d 2 , s ≥ 2 and also gave a blow-up criterion, zero α limit and the Liouville type theorem. In [27] , Li, Yu and Zhai showed that the solution to (1.1) with a large class of smooth initial data blows up in finite time or exists globally in time, which reveals the nonlinear depletion mechanism hidden in the Euler-Poincaré system. By applying Littlewood-Paley theory, the local existence and uniqueness in Besov spaces B s p,r , s > max{
were established by Yan and Yin [33] . Lately, Li and Yin [29] proved that the corresponding solution is continuous dependence for the initial data in Besov spaces. Zhao, Yang and Li [34] showed that the solution map of the periodic Euler-Poincaré system is not uniformly continuous in Besov space B 
.
In this paper, inspired by [25, 26] , we will show that the solution map of (1.1) is not uniformly continuous dependence in Sobolev space H s (R d ). Compared with the Camassa-Holm type equation in one dimension, we need choose the suitable approximate solutions and calculate the more error terms.
According to [33] , we can transform (1.1) into the following form:
where
Then, we have the following result. 
Our paper is organized as follows. In Section 2, we give some preliminaries which will be used in the sequel. In Section 3, we give the proof of our main theorem.
Notations. Given a Banach space X, we denote its norm by · X . The symbol A B means that there is a uniform positive constant c independent of A and B such that A ≤ cB. Here
Littlewood-Paley analysis
In this section, we will recall some facts about the Littlewood-Paley decomposition, the nonhomogeneous Besov spaces and their some useful properties. For more details, the readers can refer to [1] .
There exists a couple of smooth functions (χ, ϕ) valued in [0, 1], such that χ is supported in the ball B {ξ ∈ R d : |ξ| ≤ 4 3 }, and ϕ is supported in the ring
Then, we can define the nonhomogeneous dyadic blocks ∆ j and nonhomogeneous low frequency cut-off operator S j as follows:
is the standard Sobolev space with the norm
. Then, we have the following product laws. 
Lemma 2.5. ( [25] ) Let φ ∈ S(R), δ > 0 and s ≥ 0 . Then we have for all α ∈ R,
Non-uniform continuous dependence
In this section, we will give the proof of our main theorem. Firstly, motivated by [25, 26] , we can construct a sequence approximate solutions where the last d − 1 component is 0. Lately, we consider the difference about approximate solution and actual solution and also show that this distance is decaying. Finally, by the precious steps, we can conclude that the the solution map is not uniformly continuous. In order to state our main result, we first recall the following local-in-time existence of strong solutions to (1.1) in [33] :
and
Proof. The results can easily deduce from Lemma 2.4 and Gronwall's inequality. Here, we omit it. Now, we give the details of the proof to our theorem. Proof of the main theorem. Set 0 < δ < 1 2 and let φ be a C 0 (R) function such that
Moreover, let Φ be a C 0 (R) function such that Φ(x)φ(x) = φ(x). Firstly, we choose the velocity having the following form:
where u h,ω,n is the high frequency term
To choose the suitable low frequency term u l,ω,n , we let u l,ω,n satisfy the following initial value problem: ) and have lifespan T ≃ 1. In order to simplify the notation, we set φ(
Thus, we can find that the constructional solution u ω,n satisfies the following equations:
with initial data
Let us consider the actual solution u ω,n which is the solution of (1.2) with the same initial data u ω,n 0 . Then, u ω,n satisfies ∂ t u ω,n + u ω,n · ∇u ω,n = P (u ω,n , u ω,n ), with initial data
By the well-posedness result (see Lemma 3.1), the solution u ω,n belong to C([0, T ]; B s 2,2 ) and have common lifespan T ≃ 1. For the estimates of u ω,n , we get from Corollary 3.2 that
Next, considering the difference v = u ω,n − u ω,n , we observe that v satisfy
with initial data v 0 = 0. 
Hence, we shall estimate the terms E ω,n and F ω,n in Sobolev B s−1 2,2 norm. To obtain the desired result, we need to estimate the terms u l,ω,n and u h,ω,n . By Lemma 2.5 and Corollary 3.2 , we have for any r ≥ 0 and t ∈ [0, T ],
Collecting the following estimates
we can infer that
For the term E ω,n , we can estimate it by component. Direct calculation shows that E ω,n i = 0 for i = 2, · · · d. According to the definition of u l,ω,n (0, x), we can write the first component of ∂ t u h,ω,n and u l,ω,n · ∇u h,ω,n in the form
Therefore, the term E ω,n 1
can be written as
By Lemmas 2.3-2.5, we can estimate the last two terms as follows:
For the term E ω,n 1,1 (t), by Lemmas 2.3-2.5, we can compute it as
Since u l,ω,n is the solution of (3.1), then we can estimate the integral term above by
Combining these estimates (3.6)-(3.9), we get
Plugging (3.2), (3.5) and (3.10) into (3.3), we have for all t ∈ [0, T ],
This alongs with Growall's inequallity yields
Noticing that Notice that u h,1,n (0, x) = u h,−1,n (0, x), we get from Lemma 2.5 that Then (3.13) together with (3.14) complete the proof of Theorem 1.1.
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