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En esta tesis se presenta una solución al problema de seguimiento de trayectorias, para 
una clase de sistemas no lineales. La ley de control que se propone como solución es muy 
sencilla, y está compuesta por una parte lineal y una parte no lineal. 
Esta ley permite controlar la clase de sistemas en cuestión, utilizando un observador 
dinámico de estado cuando el estado completo no puede ser medido. 
Así mismo, se demuestra que esta ley de control permite seguir trayectorias de 
referencia, aún cuando es aplicada a sistemas de la clase en cuestión en los que se presenta un 
tipo de incertidumbres. Es decir, el sistema en lazo cerrado con la ley de control y el 
observador de estado, es robusto a estas incertidumbres. 
El observador y el controlador dependen de un solo parámetro de diseño cada uno, lo 
que facilita su ajuste al ser implementados. 
Los resultados se resumen en los teoremas 1 a 4 del capítulo 4, con los que se construye 
un algoritmo de control. Las aportaciones más importantes de este algoritmo de control son, 
la sencillez del mismo en su estructura, el fácil diseño y cálculo de parámetros resolviendo una 
simple ecuación algebraica, la sencilla implementación, el permitir el uso de un observador 
dinámico para los estados no medibles, y sobre todo, la robustez del sistema en lazo cerrado. 
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CAPITULO 1 
INTRODUCCION 
1.1. MOTIVACION 
Con la eliminación de las fronteras comerciales, que se está dando por todo el mundo, la 
industria moderna se vé en la necesidad de volverse más competitiva, para que esta manera, 
sus productos puedan participar con ventaja en los mercados internacionales. Para conseguir 
este objetivo, las industrias se han visto en la necesidad de reducir sus costos de operación, 
pero al mismo tiempo necesitan aumentar los niveles de calidad de sus productos. 
Este compromiso entre aumentar la calidad y reducir costos de operación, trae como 
consecuencia el tener que atacar varios problemas a la vez. Por una parte se debe hacer más 
eficiente el aprovechamiento de la materia prima en los procesos productivos, pero por otro 
lado también es necesario tanto aumentar y uniformizar la calidad, como reducir los costos de 
mano de obra. Además es posible también, reducir los costos de mantenimiento y operación, 
tanto de las herramientas como del equipo que se utiliza en la producción. 
Todas estas necesidades de modernización en la industria, hacen pensar en una disciplina 
que permita estudiar, diseñar y mejorar los procesos industriales, tal es la función del "control 
automático de procesos industriales". 
Esta area de la ingeniería, se aplica a investigar la manera de influir un proceso para 
conseguir el comportamiento deseado, con la mínima intervención humana posible, y con el 
máximo aprovechamiento de los recursos disponibles. 
De esta manera, el control automático de procesos es un campo multidisciplinario, en el 
que se combinan las matemáticas, física y modelado de procesos, tecnología y herramientas de 
computación y experimentación, para lograr el objetivo de controlar un proceso físico en la 
forma deseada 
El desarrollo del proyecto de control automático de un proceso puede descomponerse en 
varias etapas, en cada una de estas etapas se hace uso de distintas herramientas del 
conocimiento, de entre las cuales puede mencionarse las siguientes: 
Matemáticas. Para atacar un problema de control, se deben tener conocimientos del 
análisis matemático. Este es un lenguaje universal que permite expresar todas las ideas en una 
forma abstracta, lógica y ordenada. 
Modelación. El primer paso es llevar el comportamiento del proceso a un modelo 
matemático. El modelo obtenido debe describir todos los fenómenos de interés, dentro de un 
dominio de funcionamiento predeterminado. 
Identificación. Utilizando algunas técnicas de medición e identificación de parámetros, 
en algunos casos, se pueden encontrar los valores correctos de los parámetros del modelo. En 
otros casos solamente puede hacerse un cálculo aproximado de los mismos, de manera que el 
modelo describirá el comportamiento del proceso solo en forma aproximada. 
Experimentación. Una vez que se tiene un modelo matemático del proceso es necesario 
validarlo, esto se hace comparando sus respuestas de salida al aplicar ciertas entradas, con las 
respuestas que se presentan en el proceso real, bajo condiciones especiales. 
Teoría de control. En esta etapa se debe determinar cual es el tipo de algoritmo, si 
existe, que permite obtener el comportamiento deseado del proceso. 
Tecnología de control. Para aplicar el algoritmo de control obtenido teóricamente, es 
necesario tener presente la tecnología de control existente, esto incluye areas de la ingeniería 
eléctrica, electrónica, computación y dispositivos especiales usados en el control de procesos. 
Cada una de las etapas del desarrollo de un proyecto, involucra una o más disciplinas, y 
con estas, el control automático de procesos nos permite analizar, sintetizar y mejorar el 
diseño de sistemas de control automático. 
Actualmente existen aún muchos procesos que, debido a su complejidad, no han sido 
estudiados lo suficiente, entre estos destacan aquellos procesos que involucran modelos 
matemáticos no lineales, en los que incluso se pudiera tener cierto grado de incertidumbre. 
El análisis de sistemas no lineales comenzó su desarrollo más fuerte hace poco más de 
una década, de manera que es una area relativamente nueva en la ingeniería de control. Estos 
sistemas requieren de técnicas de control más avanzadas y, en algunos casos, no es posible 
determinar un algoritmo que haga un control confiable de estos procesos; por esta razón se 
presenta la necesidad de investigar y desarrollar nuevas técnicas de control, que permitan a los 
procesos no lineales ser automatizados y cumplir con los requisitos básicos de confiabilidad de 
los equipos de producción, calidad, eficiencia y bajo costo de mantenimiento. 
En esta tesis se presenta una forma de reducir el mantenimiento de equipos automáticos 
aumentando a la vez su confiabilidad de operación. Es bien sabido que la confiablidad está en 
proporción inversa al número de elementos del sistema, es decir, mientras más elementos tiene 
un sistema, más posibilidad de falla existe, de manera que el disminuir la cantidad de 
dispositivos que se utilizan en el proceso a controlar, ayudará a reducir esta posibilidad de 
falla y por lo tanto, el mantenimiento del equipo. 
Una forma de reducir el número de elementos de retroalimentación en un sistema, es 
substituir estos por algoritmos matemáticos conocidos como observadores de estado 
dinámicos. Estos algoritmos se programan en el controlador y, usando una cantidad mínima 
de sensores para algunas variables del proceso, pueden obtener un valor estimado del resto de 
las variables del mismo, eliminando la necesidad de medir todas las variables utilizando 
sensores. 
Desafortunadamente no en todos los procesos es posible el uso de observadores. 
Además, en algunos sistemas en los que se presentan variaciones en la estructura y parámetros 
en el modelo del mismo, el uso de observadores podría provocar, la inestabilidad del sistema 
de control, esto es, en la pérdida de control del proceso. Este último problema ya ha sido 
extensamente estudiado en el caso de los sistemas que tienen un modelo lineal. Sin embargo, 
el caso no lineal apenas empieza a ser analizado y existen muy pocos resultados reportados. 
En esta tesis se demuestra que el uso de una ley de control muy sencilla, que se propone 
en este mismo trabajo, permite controlar una clase de sistemas no lineales utilizando 
observadores. La aportación importante de este algoritmo de control, es tanto la sencillez del 
mismo en su estructura y metodología para el diseño, como la robustez que presenta ante la 
presencia de incertidumbres en el modelado del proceso. 
1.2. OBJETIVOS 
El presente trabajo, tiene como finalidad dar una solución al problema de seguimiento de 
trayectorias que varían en el tiempo, para una clase de sistemas no lineales, mediante 
retroalimentación del estado observado. Se consigue además, que el sistema en lazo cerrado 
sea robusto a cierto tipo de incertidumbres en el modelado de la planta. 
La solución que se presenta es muy sencilla en su análisis e implementación. Esto es 
importante si se pretende que la aplicación de las técnicas de control modernas, resultado de la 
investigación científica, esté al alcance de ingenieros sin un conocimiento profundo de 
matemáticas avanzadas. 
La ley de control que se presenta está compuesta por un observador y un controlador no 
lineales, que a su vez están separados cada uno en una parte lineal y una parte no lineal. 
Ambos algoritmos, controlador y observador, dependen de un solo parámetro de diseño cada 
uno, lo que también facilita su ajuste final. 
1.3. ESTRUCTURA DE LA TESIS 
La presente tesis está estructurada como sigue: en el capítulo 2, se dán algunos 
preliminares matemáticos y se presenta el modelo del sistema no lineal que representa la planta 
a ser controlada. En el capítulo 3, se presenta un resumen de los trabajos que se han hecho 
hasta fechas recientes en el mismo tema que aquí se desarrolla, además de algunos conceptos 
que se aplican en esta tesis. 
El capítulo 4 presenta los resultados obtenidos en nuestra investigación y la estructura 
del sistema en lazo cerrado aplicando el control que se propone. 
En el capítulo 5 se muestran algunos ejemplos de aplicación a sistemas no lineales con 
incertidumbres, en especial a robots manipuladores, junto las correspondientes simulaciones 
de los modelos. Finalmente en el capítulo 6 se mencionan las aportaciones de este trabajo y se 
proponen algunos tópicos para futuras investigaciones. 
CAPITULO 2 
BASES MATEMATICAS 
2.1. INTRODUCCION. 
En este capítulo se presentan algunos resultados, definiciones y operaciones de la 
geometría diferencial, que se relacionan con el desarrollo de este trabajo. El objetivo es 
familiarizar al lector con la terminología utilizada en esta área de las matemáticas, mostrando 
algunos de los teoremas y lemas, que se aplican a la clase de sistemas posteriormente tratados 
en esta tesis. No se hace un análisis profundo, sino solamente se presentan las operaciones 
básicas y los métodos de la geometría diferencial, aplicados a los sistemas no lineales, junto 
con algunas definiciones y operaciones de gran utilidad para los desarrollos posteriores. 
En la sección 2.2 se dán algunas definiciones usadas en la geometría diferencial, así como 
también se presenta la estructura del sistema no lineal, tal como será estudiado en este trabajo. 
En las secciones 2.3 y 2.4 se presentan la derivada y el producto de Lie, dos operaciones 
usadas en la sección 2.5 para definir el grado relativo de un sistema no lineal. 
En la sección 2.6, se dán algunas condiciones necesarias para la descomposición local de 
sistemas no lineales en partes alcanzable-no alcanzable y observable-no observable, análogo a 
lo que se aplica a los sistemas lineales. En las secciones 2.7 y 2.8, se presentan las definiciones 
de alcanzabilidad local y observabilidad local respectivamente, junto con las condiciones 
necesarias para su aplicación en los sistemas no lineales con la estructura presentada. 
En la sección 2.9 se presenta el método de linealización exacta mediante 
retro alimentación de estado, además de las condiciones bajo las cuales este método puede 
aplicarse a un sistema no lineal. Finalmente, en la sección 2.10 se define la dinámica cero, 
presentando al mismo tiempo, el procedimiento para su análisis en un sistema no lineal 
representado en la forma normal, dada en la sección 2.9. 
2.2. DEFINICIONES. 
Sea 9?" el conjunto de los números reales de dimensión n, sea U un subconjunto abierto 
de entonces se tienen las siguientes definiciones: 
Campo vectorial: Es un mapeo -»ÍR" que asigna un vector de ÍR" a cada punto 
x de U, se dice que es un campo vectorial suave, cuando existen derivadas de / d e todos los 
órdenes. 
Campo covectorial: Son los objetos duales a los campos vectoriales, que asignan a cada 
punto x de U un elemento del espacio dual (^í") . 
Espacio dual: El espacio dual V de un espacio vectorial V, es el conjunto de todas las 
funcionales lineales evaluadas en los reales y definidas sobre V; ambos espacios son de la 
misma dimensión. 
Distribución suave: Sean d campos vectoriales suaves definidos todos en U, 
para un punto x en U, se conoce como distribución suave el subespacio vectorial formado por 
los vectores f\{x),...,f¿{x), y se denota como A = span{/ i , . . . , / ¿} como un todo, o se usa 
A(jc) = span{/ 1(x) , i . . , /¿(x)} para denotar el "valor" de A en el punto x. 
Distribución no singular: Si existe un entero dtal que dim(A(x)) = d Vx e U se dice 
que la distribución A(x) es no singular. 
Distribución involutiva: Si el producto de Lie (ver sección 2.4) de cualquier par de 
campos vectoriales que pertenecen a una distribución, genera un campo vectorial contenido en 
la misma distribución, se dice que la distribución es involutiva. 
Codistribución suave: Es el objeto dual a la distribución suave y se define de la 
siguiente manera: Un campo covectorial suave o), definido en un conjunto abierto U de , 
puede interpretarse como la asignación suave, a cada punto x de U, de un elemento del 
espacio dual (sRn) . Con un conjunto ,..., cod de campos covectoriales suaves definidos en 
el mismo subconjunto U de uno puede asociar la asignación, a cada punto x de U, de un 
subespacio de , al generado por los covectores co\,...,co¿, debido al hecho de que 
estos campos covectoriales son campos covectoriales suaves, se puede considerar esta 
asignación como suave también. El objeto caracterizado de esta manera es lo que se llama una 
codistribución suave. 
Codistribución aniquilador de A: Dada una distribución A, el conjunto de todos los 
campos covectoriales que anulen a todos los campos vectoriales de A, para cada x en U, se 
considera el aniquilador de A(x), y se denota por A"1", es decir, la codistribución aniquilador 
de A, se define como el conjunto de campos covectoriales: 
Ax(x) = jw* : (w\v) = 0 V v £ A(x) | . 
Modelo del sistema no lineal: A lo largo de la tesis se estudiarán sistemas no lineales 
descritos en el espacio de estado por un conjunto de ecuaciones de la siguiente forma: 
x= f ( x ) + g(x)u 
J K } ' (2 .2 .1 ) 
y = Kx) 
para el caso SISO (una entrada-una salida), o para el caso MIMO (multientrada-multisalida): 
m 
* = f M + (x)u¡ =/{x) + G{x)u 
i=1 (2 .2 .2 ) 
yj=hj(x) ( j = \,...,m) 
donde, f{x), g{x), g¡{x) son campos vectoriales suaves; h{x), hj{x) son funciones escalares 
no lineales; x denota la derivada con respecto al tiempo de x; las letras mayúsculas indican 
matrices y las minúsculas vectores y/o escalares. 
2.3. LA DERIVADA DE LIE. 
Esta operación describe la derivada de una función escalar a lo largo de un campo 
vectorial y tiene las siguientes notaciones equivalentes: 
L f À = % f ( x ) = ( d K x ) J { X ) > = ( X ) 
La solución es nuevamente una función evaluada en los reales. Note que denotado 
como dX(x) = dX M. , es un campo covectorial. La misma operación aplicada en 
forma repetida puede efectuarse de la siguiente manera: 
LgLfX{x) = J— g(x) 
La derivada de Lie de un campo covectorial a lo largo de un campo vectorial se define 
como: 
Lfw{x) = fT(x) 
âw T 
dx 
T 
ox 
La derivada del a lo largo d e / k veces se denota como L * X , donde: 
LkfX(x) = j- f ( x ) 
con iPj. X{x) = X(x) 
2.4. EL PRODUCTO DE LIE. 
Esta operación se efectúa entre campos vectoriales y se define de la siguiente manera. 
En el caso de la operación repetida de g con el mismo campo vectorial / [ / , [ / , •.., 
[ / ,#]]], se puede escribir por simplicidad: 
ad* g(x) = [ / , ad*"1 g\(x) con ad° g(x) = g(x) 
El producto de Lie tiene las siguientes propiedades: 
1) Es bilineal. 
A + >2/2 = >\[fl ,g\]+r2[h ,g\] 
[A> r\g\ + rlSi ] = ri[fi,gi] + r2 [/i, g2 ] 
2) Es anticonmutativo. 
[ f , g h ~ [ g J ] 
3) Satisface la Identidad de Jacobi: 
[f,[g,p}W,[pj]}+[p\f,g]}=o 
Distribución invariante bajo un campo vectorial/: Se dice que una distribución suave 
A es invariante bajo el campo vectorial suave/, si 
V f i * A [ f j t ] e A 
Si A = span{/i, f i , / „ } , entonces A es invariante b a j o / s i y solo si [ / , / ¿ ] para 
2.5. GRADO RELATIVO DE UN SISTEMA NO LINEAL. 
Sea el sistema SISO tal como se describe por (2.2.1), esto es: 
x = f ( x ) + g(x)u 
y = h(x) 
Se dice que este sistema tiene grado relativo r en un punto xq, si se satisfacen las 
siguientes condiciones: 
i) LgLkj.h(x)~ O V x en una vecindad de x0 y \Jk<r-1 
ii) LgLrf~lh{x)tO 
Para el caso MIMO, esto es, los sistemas descritos por la ecuación (2.2.2): 
m 
x = F(x)+Zgi(x)u¿ 
i=1 
yj=hj(x) ( j = \>...,m) 
se puede definir un vector de grado relativo {rj , r2,..., rm }. 
2.6. DESCOMPOSICION LOCAL DE SISTEMAS DE CONTROL NO LINEALES. 
En esta sección se consideran los sistemas no lineales de la forma dada por (2.2.1) y se 
analizan las condiciones bajo las cuales se puede aplicar una transformación local, para 
descomponerlo en sus partes alcanzable-no alcanzable y observable-no observable. 
Descomposición en partes alcanzable-no alcanzable [8]: Sea A una distribución 
involutiva no singular de dimensión d, asumimos que A es invariante bajo los campos 
vectoriales f ,g\,...,gm. Suponga que la distribución span{^ , . . . , ^ m } está contenida en A. 
Entonces para cada xq es posible encontrar una vecindad UQ Á& Xq y una transformación de 
coordenadas local z = <í>(x) definida en UQ tal que, en las nuevas coordenadas el sistema 
(2.2.1) se representa por: 
m 
(2 .6 .1a) 
j=l 
¿ 2 = / 6 ( 6 z ) (2.6.1b) 
donde £ ={zh...,zd) y £2 =(zd+l,...,z„). 
Esta descomposición es útil en el análisis del comportamiento entrada-estado del sistema 
(2.2.1), como puede apreciarse, solo la parte del estado descrita por (2.6.1a) es afectada por 
la entrada, mientras que las coordenadas £2 n o s o n afectadas, en este caso se dice que las 
coordenadas forman la parte alcanzable del estado. 
Descomposición en partes observable-no observable [8]: Sea A una distribución 
involutiva no singular de dimensión dy suponga que es invariante bajo los campos vectoriales 
f,g\,.-.,gm, supóngase además, que la codistribución span{dh\,... ,dhp\ está contenida en la 
codistribución A1'. Entonces para cada punto XQ es posible encontrar una vecindad UQ de xq 
y una transformación de coordenadas local z = <D(x) definida en UQ tal que (2.2.1) se 
representa por ecuaciones de la forma: 
m 
ti = / « ( £ , 6 ) + Zgaiitl-tl)^ (2.6.2a) 
m 
C2=fb(Í2)+I.gbi'¿2)«t (2.6.2b) 
z = l 
y¡=M42) (2-6.2c) 
donde ti = (zh - >z¿¿) y ti = izd+b--->zn)- Esta segunda descomposición es de gran utilidad 
para analizar el comportamiento estado-salida del sistema, puede apreciarse que solamente las 
coordenadas s o n vistas por la variable de salida yh mientras que las coordenadas ti 
forman la parte no observable del estado. 
2.7. ALCANZABILIDAD LOCAL. 
Considérese una distribución A no singular, de dimensión d y con las siguientes 
propiedades: 
(a) A es involutiva 
(b) A contiene a la distribución span{g\ , . . . ,gm} 
(c) A es invariante bajo los campos vectoriales / >¿Tl j ••• >&m 
Entonces, en cada punto XQ eC7 se puede hallar una transformación de coordenadas 
definida en una vecindad UQ de xq y una partición de UQ en particiones de dimensión d, tal 
que los puntos alcanzables en algún tiempo T, empezando en algún estado inicial x0 EUQ, a lo 
largo de trayectorias que continúan en UQ para todo T e[0,7] , caen dentro de una partición 
de Un. 
En la sección A.2 del apéndice se analiza el subconjunto de puntos de una partición 
alcanzada en el tiempo T. La descomposición (2.6.1) obviamente sugeriere buscar la minima 
distribución, si existe, que está contenida en cualquier distribución que cumple con (a), (b) y 
(c). 
2.8. OBSERVABILIDAD LOCAL. 
Considere que existe una distribución no singular A de dimensión d con las propiedades 
de que: 
(a) A es involutiva 
(b) A está contenida en la distribución : (SPANL^I,...,*^}) 
(c) A es invariante bajo los campos vectoriales / , g\,..., gm. 
Entonces, en cada punto XQ ZU es posible encontrar una transformación de 
coordenadas definida en una vecindad UQ de x0 y una partición de UQ en particiones de 
dimensión d, tal que los puntos en cada partición producen la misma salida, bajo cualquier 
entrada u que mantenga la trayectoria de estado evolucionando en UQ. 
En el apéndice A.3 se presentan las condiciones bajo las cuales los puntos que 
pertenecen a diferentes particiones de UQ producen diferentes salidas, es decir, son 
distinguibles. De la descomposición (2.6.2) puede verse que el objeto a buscar es la 
distribución más grande que satisface (b) y (c). 
La existencia de A implica y está implicada por la existencia de una co distribución Q 
(llamada A-1-) con las propiedades de que: 
(i) H es generada localmente alrededor de cada punto x e í / por n-d campos covectoriales 
exactos. 
(ii) Q contiene la co distribución span\dh±,.. . ,dhp\. 
(iii) n es invariante bajo los campos vectoriales f ,g\,---,gm-
Entonces también se puede analizar la mas pequeña codistribución que satisface (ii) y 
2.9. LINEALIZACION EXACTA MEDIANTE RETROALIMENTACION DE 
ESTADO. 
A continuación se presentan algunas propiedades adicionales de los sistemas no lineales 
que se deben tener presentes en el desarrollo de este punto. 
Lema 2.9.1 [8]. Los vectores renglón dh(x°),dLfh[x°),...,dL y ^ ( x 0 ) son linealmente 
independientes. 
Esto significa que las funciones fa(x) = h(x), (j>2 (*) = L fh{x), ..., 
<f)r (x) = L r^h(x) pueden ser utilizadas como los r primeros componentes de un cambio de 
coordenadas del vector de estado. 
Lema 2.9.2 [8], Sea <j> una función envaluada en los reales y f , g campos vectoriales, todos 
definidos en un conjunto abierto U de 9?", entonces para cualquier selección de s, k, r >0, 
z'=0 
como consecuencia los dos conjuntos de condiciones siguientes son equivalentes: 
(i) Lg<p{x) = LgLf<p(x)=...= LgLfk<t>{x) = 0 V x e U 
(ii) Lg#(x) = Laifg$(x)=...= Ladk = 0 V x e U 
S i r < ? 2 , entonces siempre es posible encontrar n-r funciones $r+\{x)>-••,</>» (x) tales 
que el mapeo: 
<D(x) = 
h ( * ) " 
(29.1) 
tenga una matriz Jacobiano no singular en x0 que por lo tanto, califica como transformación 
de coordenadas en una vecindad de xq. Siempre es posible escoger <f>r+\{x),...,<f>n{x) de tal 
forma que: 
Lgfa = 0 V r + l < i < n y para toda x alrrededor de xq (2.9.2) 
Debe hacerse notar que no existe una forma constructiva para obtener estas funciones. 
La descripción del sistema SISO en las nuevas coordenadas será como sigue: 
¿1 =z2 
h = z 3 
¿ r _ i = z r 
zr - b{z)+a{z)u (2.9.3) 
= qn(z) 
como _y=A(x), y puesto que <¡>\{x) = h{x), es claro que y = z\. 
Hasta este punto se tiene el mismo sistema no lineal SISO original, pero expresado en un 
nuevo sistema de coordenadas. 
Para lograr el objetivo de linealizar el sistema, se aplica una ley de control por 
retro alimentación de estado estática de la forma u= a(x)+/3(x)v, donde v es la nueva 
entrada al sistema. 
La aplicación de esta ley de control a un sistema de la forma (2.2.1) da como resultado 
un sistema en lazo cerrado con la siguiente estructura: 
* = f ( x ) + gMaOO + gM^(x)v 
y = h(x) 
con a(x) y /?(x) definidas sobre un subconjunto abierto de 9?" en el cual es factible la 
transformación. En este conjunto se debe cumplir que fi(x) ^ 0 V x , de no ser así no puede 
definirse la entrada v. Esto significa que la aplicación de esta técnica de linealización, está 
condicionada a que j ^ x ) sea no singular en el conjunto sobre el cual se define. 
Si el grado relativo del sistema en cuestión es n, y es elegida la ley de control anterior en 
el nuevo sistema de coordenadas como: 
a{z) 
Entonces, el sistema de lazo cerrado resultante queda gobernado por las ecuaciones: 
h = 
¿n-1 = zn 
Zn=V 
Por lo tanto, se puede concluir que cualquier sistema no lineal con función de salida h(x), 
para la cual el grado relativo del sistema es igual a n en algún punto xq, puede ser 
transformado en un sistema que es lineal y controlable en una vecindad de zq = 0(XQ ). 
El grado relativo es invariante bajo transformación de coordenadas y/o retroalimentación 
estática de estado. 
La retroalimentación de estado que linealiza el sistema puede también expresarse en 
términos de las funciones y(x)> originales como . 
1 
u ~ 
LgLnf-lh(xY f 
-lnh(x) + v) 
Si después es aplicado el mismo cambio de coordenadas que se aplicó anteriormente 
llegaremos al mismo sistema linealizado, es decir, las dos transformaciones usadas para 
obtener la forma lineal conmutan y el orden en el que se aplican puede intercambiarse. 
El siguiente teorema se refiere a las condiciones que debe cumplir un sistema no lineal 
para que sea factible linealizarlo utilizando retroalimentación de estado estática. 
Teorema 2.9.1.[8]- Considérese el sistema x = f ( x ) + g(x)u con x El problema de la 
linealización exacta del espacio de estado en una vecindad del punto xq, tiene solución si y 
solo si se satisfacen las siguientes condiciones: 
(i) Lamatriz g ( r 0 ) a d ^ g ( x 0 ) a d ^ " 2 g ( x 0 ) ad^._1g(*o)] tiene rango 
(ii) La distribución A = span{g ad f g ••• ad"~ 2 g} es involutiva en una vecindad de xq. 
Como conclusión se puede resumir el procedimiento que nos lleva a la construcción de 
una retroalimentación de estado u = a(x) + /?(x)v y de una transformación de coordenadas 
z - <D(x), para resolver el problema de linealización exacta. 
Procedimiento: 
1) Comprobar que el grado relativo del sistema es igual a la dimensión del estado, con esto 
se asegura que: 
Lgh(x) = LgLfh(x) = ... = LgLnf-2h{x) = 0 
LgLn-lh(x) * 0 
2) D e / » y construir los campos vectoriales: 
g(x\ a d ^ M , . . . , 3ánf2g(x), ad}" [ g{x) 
y Posteriormente, comprobar las condiciones (i) y (ii) del teorema 2.9.1. 
3) Calcular: 
4) Finalmente, obtener: 
O ( x ) - C O I ( A ( X ) , Lfh(x),..., LnfXh{x)) ( 2 . 9 . 5 ) 
De esta forma, la retroalimentación de estado linealizante queda definida por la ecuación 
(2.9.4), mientras que el cambio de coordenadas se determina con la ecuación (2.9.5). 
2.10. DINAMICA CERO. 
Considérese un sistema no lineal con grado relativo menor a la dimensión del vector de 
estado {r < n ) . En (2.9.3) puede hacerse la siguiente separación: 
Z1 zr +1 
1 = 77 = 
-N J 
Así pues, la forma normal de un sistema SISO que tenga r< n, puede ser reescrita 
como: 
¿1 = z2 
z2 = z 3 
zr-1 = zr 
l ) 
(2.10.1) 
Si xq es tal que / ( x 0 ) = 0 y h(xq) = 0, entonces necesariamente las primeras r nuevas 
coordenadas z¿ son cero en xq. Note que siempre es posible escoger arbitrariamente el valor, 
en xq, de las últimas n-r nuevas coordenadas, en particular se pueden elegir como cero en xq. 
Por lo tanto, sin pérdida de generalidad, se puede suponer que £ = O y 7 = O e n x o - Entonces 
si xq es un punto de equilibrio para el sistema en coordenadas originales, su punto 
correspondiente ^) = (0,0) en las nuevas coordenadas, es un punto de equilibrio para el 
nuevo sistema. 
En el problema de hacer cero la salida, se requiere encontrar xq y uq(í) definidos para 
todo tiempo en una vecindad de ?=0, tal que la salida del sistema sea idénticamente igual a 
cero. El conjunto de ecuaciones diferenciales que describen el comportamiento dinámico del 
sistema cuando la salida es cero es lo que se conoce como dinámica cero. 
Recordando que y{t) = Z]{t), la restricción j/(í) = 0 V i trae como consecuencia que 
¿l = ¿2 =••• = z r = 0, esto es = 0. Además, la entrada debe ser necesariamente una 
solución de la ecuación 0 = ¿(0, rit))u(t). La variable r^t) está caracterizada por 
la ecuación diferencial: 
= (2-10.2) 
SÍ la salida es cero, necesariamente el estado inicial debe ser tal que ^(0) = 0, donde 
rj(o) - t]q puede ser escogido arbitrariamente. De acuerdo al valor de ?]§, la entrada debe ser: 
b{0, Tjt)) 
En un sistema lineal la dinámica cero es lineal, con valores característicos que coinciden 
con los ceros de la función de transferencia del sistema original. Si se tomara la aproximación 
lineal de la dinámica cero del sistema en r¡ = 0, resultará que esta coincide con la dinámica 
cero de la aproximación lineal del sistema entero en x = 0, esto es, las operaciones de tomar 
la aproximación lineal y calcular la dinámica cero conmutan. 
El problema de mantener en cero la salida podría haber sido analizado directamente 
sobre la forma original de las ecuaciones, sin embargo el resultado es un conjunto de 
ecuaciones que describen la dinámica cero en un sistema libre de coordenadas (ver [8]). 
La dinámica cero r f j ) = q(o, r^t)) describe el comportamiento interno del sistema 
cuando este es forzado a mantener su salida en cero. Lo anterior puede extenderse fácilmente 
al caso en el cual se desea seguir una función arbitraria Para resolver este problema se 
requiere encontrar un par consistente de un estado inicial y una función de entrada, definidos 
en una vecindad de t=0, tal que la correspondiente salida del sistema coincida exactamente 
con la función deseada. Encontramos que: 
Át) = yR(t) => = V i , \ <i<r 
por lo tanto 
entonces la entrada debe satisfacer . 
y(^t)=b{Ut)At))+a{Ut)A'Ut) 
donde r f j ) es una solución de la ecuación diferencial rfo) = vi1)), entonces, si y{t) 
tiene que seguir exactamente a estado inicial del sistema necesariamente debe ser tal 
que ^(o) = mientras que 77(0)= rj0 puede ser elegido arbitrariamente. De acuerdo al 
valor de t]q 
es la única entrada capaz de mantener = y^(í) V t>t0 
CAPITULO 3 
CONTROL DE SEGUIMIENTO EN SISTEMAS NO LINEALES 
3.1. INTRODUCCION. 
En este capítulo se presenta un panorama general de algunos de los resultados más 
recientes, que han sido publicados como soluciones al problema de seguimiento robusto de 
trayectorias, en sistemas no lineales. La sección 3.2 señala algunos antecedentes y tendencias 
actuales de la investigación en sistemas de control. En la sección 3.3 se presentan las clases de 
incertidumbres que aparecen en los modelos de sistemas no lineales. En la sección 3.4 se cita 
brevemente a algunos de los autores que han propuesto diversas soluciones. En la sección 3.5 
se presenta el concepto de acotamiento final uniforme que se usará en los resultados del 
siguiente capítulo. Por último, en la sección 3.6 se establece el problema de seguimiento de 
trayectorias tal como se analizará en el capítulo 4. 
3.2. ANTECEDENTES. 
Por mucho tiempo la investigación en el area de control estuvo orientada a los sistemas 
lineales, que son un caso particular de los sistemas no lineales. Durante décadas, el problema 
que se estudió fué básicamente controlar un sistema lineal, aunque se presentaron varios 
enfoques de donde a su vez se obtuvieron diversos resultados, como el control LQG y otros, a 
medida que se avanzó en los resultados y aplicaciones se presentaron nuevos problemas, que 
desviaron la atención de los investigadores hacia los sistemas con incertidumbre. 
En general, la mayor parte de los modelos matemáticos que se utilizan para representar 
procesos físicos son modelos aproximados, de manera que es preciso considerar la presencia 
de incertidumbres en los modelos que se utilizan en el diseño de consoladores. De esta forma, 
la investigación de nuevas técnicas de control se ha orientado hacia la robustificación de los 
sistemas de control, para hacerlos insensibles a la incertidumbre en los modelos que se utilizan 
para diseñar los controladores. 
En la actualidad se sabe que una buena parte de los procesos físicos son representados 
de manera más precisa por un modelo no lineal, ya sea por que el proceso en sí es altamente 
no lineal, o por que se logra ampliar el rango de aplicación de una ley de control si usamos su 
modelo no lineal en lugar de una linealización del mismo alrededor de un punto de operación. 
3.3. SISTEMAS NO LINEALES CON INCERTIDUMBRE. 
Existen diferentes clasificaciones para los tipos de incertidumbres que pueden 
presentarse en los sistemas no lineales dependiendo de cómo éstas afectan al estado y a la 
salida del sistema, las clasificaciones que estudian los problemas de incertidumbre más 
comunes, o por lo menos las que más desarrollo presentan actualmente son dos, a saber: 
aquellas incertidumbres que cumplen con la "condición de acoplamiento", y las que no la 
cumplen. Hay algunas otras clasificaciones, pero estas se presentan con menor frecuencia o se 
dán como resultado de una adecuación del problema menos natural, como se verá más 
adelante. Enseguida se presentan varios tipos de incertidumbre y la forma en que aparecen en 
el sistema no lineal. 
Incertidumbres aditivas: Estas se presentan en el espacio de estado o en la salida, en 
un sistema SISO como (2.2.1) aparecen de la siguiente forma: 
y = h(x) + q(x) 
donde p(x) es la incertidumbre presente en el estado y q(x) es la incertidumbre en la salida, 
dentro de esta misma clase de incertidumbre se definen las siguientes. 
Incertidumbres con la "condición de acoplamiento": Las incertidumbres que 
satisfacen la condición de acoplamiento son aquellas que aparecen en forma aditiva en el 
estado y que además pertenecen al espacio rango de la matriz de entrada [10], este tipo de 
incertidumbres se presentan en varias clases de sistemas no lineales, como por ejemplo en los 
sistemas que pueden ser exactamente linealizados mediante una retroalimentación estática de 
estado, su descripción en este tipo de sistemas utilizando (2.9.3) se puede dar como sigue: 
m = f W ) J ) + B{x{t)J)u{t) + 6{x{t)Mi)J) 
y(í)=h(x(t),t) 
(3.3.1) 
donde S(x(t),u(t),t) representa la incertidumbre aditiva que cumple con la "condición de 
acoplamiento", y que en este caso puede ser expresada como el siguiente producto 
¿>(x(t),u(t),t) = B(x(t),t)?](x(t),u(t),t), esto es, la incertidumbre rj(x(t),u(t),t) está 
"acoplada" al estado a través de la misma matriz que la entrada u(t), por lo que pertenece al 
espacio rango de la matriz de entrada. De esta forma puede también definirse el tipo de 
incertidumbres que no cumplen la condición de acoplamiento o incertidumbres "no 
acopladas", estas se representan también en la forma de (3.3.1) pero no cumplen la condición 
antes citada. 
Incertidumbres estructurales: Estas aparecen como resultado de no conocer 
exactamente el modelo de un proceso en su estructura dinámica, por ejemplo, la dimensión del 
estado pude ser mayor que la del modelo considerado si se toman en cuenta las dinámicas más 
rápidas que intervienen en un proceso y que por lo general se desprecian para fines de diseño 
del controlador. La representación de este tipo de incertidumbres en los sistemas no lineales, 
aún no ha sido definida de forma única como en el caso de los sistemas lineales, precisamente 
por el hecho de tener funciones no lineales del estado. 
Incertidumbres paramétricas: Este tipo de incertidumbres se refiere a aquellas que no 
afectan la estructura del modelo de la planta, sino que resultan de una diferencia en los valores 
de los parámetros considerados en el modelo y los valores reales en la planta, de las 
constantes que afectan a las funciones que describen el comportamiento dinámico del sistema. 
También pueden ser el resultado de una variación lenta dentro de un cierto rango de los 
valores de estas constantes. 
Un caso de estudio interesante se presenta a continuación, donde no solo se analiza la 
posibilidad de rechazar las incertidumbres de modelado sino también las perturbaciones 
externas que cumplen con cierta condición, el problema se conoce como desacoplamiento de 
perturbaciones [8], 
Desacoplamiento de perturbaciones: Considérese el sistema SISO siguiente: 
* = / ( * ) + « • ( * ) « 
y = h{x) 
en el cual w representa una entrada no deseada o perturbación y p(x) la parte no modelada o 
incertidumbre de la planta. Se desea saber bajo que condiciones existe una retroalimentación 
de estado estática u = #(x) +/¡(x)v que lleve a un sistema en lazo cerrado en el cual la salida^ 
es completamente independiente o está desacoplada de la perturbación w. 
Se asume que el sistema tiene grado relativo r en XQ , y que el campo vectorial p(x) que 
multiplica a la perturbación en la ecuación de estado es tal que cumple con la siguiente 
condición: 
LpL'j-h(x) - 0 para toda 0 < i < r-l y toda x cercana a x0 (3.3.2) 
Esto significa que el grado relativo con respecto a w, es mayor que el grado relativo con 
respecto a u. 
Con esta condición, si se utiliza el cambio de coordenadas de la sección 2.9 se obtiene: 
zr-1 = zr 
¿r = b ( £ rj)+a(^r¡)u 
*?) + * ( £ ri)w 
y = z 1 
donde z 2 , z r ] y rj = [zr+\,..., zn ] . Eligiendo la retroalimentación de estado: 
Lrfh(x) y 
LgLrflh{x) LgLr~lh{x) 
se obtiene un sistema descrito por las ecuaciones: 
¿ 1 = z 2 
z2 = z 3 
¿r-1 =zr 
zr=v 
y = *i 
donde se puede ver que la salida ha sido completamente desacoplada de la perturbación w. El 
efecto producido por la entrada aplicada, ha sido el de aislar de la salida aquella parte del 
sistema que se vé afectada por la perturbación. La condición dada por (3.3.2), es necesaria y 
suficiente para la existencia de la solución al problema de desacoplar las perturbaciones de la 
salida de un sistema. 
3.4. RESULTADOS RECIENTES EN EL AREA DE SEGUIMIENTO DE 
TRAYECTORIAS. 
La aplicación práctica de todas las técnicas de control existentes hoy en día, depende de 
que éstas tengan la capacidad de mantener el sistema estable aún y cuando el controlador se 
haya diseñado utilizando un modelo aproximado del sistema. Esto es debido a que resulta muy 
difícil, especialmente en el caso de los sistemas no lineales, identificar los parámetros exactos 
de la planta. Pero además de esto, en vista del ambiente industrial en el que deben operar los 
sistemas de control, también es deseable que los algoritmos de control obtenidos sean capaces 
de rechazar perturbaciones externas, esto significa que deben tener una baja sensibilidad a la 
presencia de ruido en las señales de medición que se retroalimentan al controlador. 
El problema del control no lineal es muy extenso y presenta muchas variantes, el caso 
lineal es solo una de ellas, es por esto que el problema se ha subdividido en varias partes, 
según la clase de sistemas no lineales estudiada. De esta forma la mayor parte de la 
investigación se ha dirigido hacia un problema en particular. Una solución general al problema 
de control de sistemas no lineales aún está muy lejos de ser obtenida. 
Por otra parte, el seguimiento robusto de trayectorias en sistemas no lineales también ha 
tenido que ser planteado en varios subproblemas, definido para diferentes casos dependiendo 
de la clase de sistema no lineal que se desea estudiar y para el tipo de incertidumbre que en él 
se considera. Incluso una buena parte del trabajo de investigación se ha orientado al problema 
de control de una planta o modelo específico, como es el caso de [7], [13], [14], [15] y [21], 
donde los autores plantean el problema de control robusto del modelo del robot con 
incertidumbre paramétrica, o en [18] y [19], que tratan el problema de seguimiento de 
trayectorias robusto del mismo. 
Otros autores tratan el problema de control robusto para determinada clase de sistemas 
no lineales usando diferentes técnicas como en [3], [4] y [20]; ellos atacan el problema de 
sistemas entrada-salida linealizables utilizando técnicas de control adaptable. Otros consideran 
que la incertidumbre afecta el sistema en alguna forma muy particular como [5], [10], [16] y 
[17], donde se asume que las incertidumbres presentes satisfacen la "condición de 
acoplamiento". 
Todas estas técnicas de control desarrolladas recientemente para sistemas no lineales con 
incertidumbres son en general muy complicadas y en muchos casos se requieren computadoras 
con capacidades de cálculo que aún no se pueden alcanzar con la tecnología actual, 
descalificándolas por completo para aplicaciones a procesos físicos en tiempo real. 
Nuestro objetivo entonces en el problema de seguimiento de trayectorias en sistemas no 
lineales, es desarrollar una ley de control robusta, fácil de calcular y que no demande de una 
capacidad de cálculo demasiado grande, por parte del computador en el cual será programado 
el algoritmo de control. Para esto requeriremos un concepto importante definido en la 
siguiente sección. 
3.5. EL CONCEPTO DE ACOTAMIENTO FINAL UNIFORME (U. U. B.). 
Cuando diseñamos un controlador para una determinada planta, por lo general deseamos 
obtener como resultado la estabilidad asintótica uniforme de un estado de equilibrio ([1], [2]). 
Otras veces uno se conforma con tener este estado de equilibrio finalmente acotado en algún 
conjunto ([5], [12], [16], [17], [19]) en este caso uno puede construir la retroalimentación 
basándose en cierto estado o salida ([16], [17]). La característica sobresaliente del problema 
es el hecho de que se considera un tratamiento determinísüco de la incertidumbre, donde uno 
requiere cierta eficiencia en presencia de información incierta. El conocimiento esencial 
acerca de los elementos inciertos se refiere únicamente a su posible tamaño; esto es, solo se 
asumen conocidas las cotas superiores de los conjuntos, en los cuales los valores de las 
cantidades inciertas pueden estar contenidos. 
Si se satisfacen algunas condiciones -entre las cuales está principalmente la "condición de 
acoplamiento" ([5], [12], [16], [17], [19])- entonces todos los elementos inciertos pueden ser 
"agrupados" y el sistema puede describirse como [5]: 
x = f ( x j ) + B(xtt)u + B(xtt)iix,u,t) 5 
y = h(x,t) 
El acotamiento final uniforme establece que, dado un estado inicial determinado por 
(x 0 , í 0 ) , existe una entrada u tal que la correspondiente trayectoria x O ^ o ? 0 0 ) ~* 9?" 
existe, y tal trayectoria entra en una vecindad de x = 0 en un tiempo finito T y permanece 
dentro de esta vecindad para todo tiempo posterior t > T. 
Algunas de las implicaciones del siguiente teorema se tendrán presentes al interpretar los 
resultados obtenidos en el capítulo 4, cuando se presente la solución propuesta en este 
trabajo. 
Teorema 3.5.1. [5]: Considérese un sistema descrito por (3.5.1) con las siguientes 
suposiciones (X denota el producto cartesiano): 
i) Las funciones conocidas /(-):$RnX1R 5RW y 5(-):9í"X9í 9Tx5Rm así como también 
la función desconocida —> 9ÍW, son funciones Caratheodory, esto es, para 
una función de x y í, para todo t e9 í la función es continua en x y para todo x la 
función es Lebesgue medible en t. Y además / ( 0 , í) = 0 para todo t e 9?. 
ii) La norma del elemento incierto está acotada por una función conocida, esto es, para 
toda (x,í) e9?"X9?, se tiene que ||7?(x,í)||<yc(x,/); donde la función conocida 
—> 9l+ es una función Caratheodory. 
iii) Dado un conjunto compacto E <.iSR" y un intervalo compacto [a,6]cz9i, existen 
funciones Lebesgue integrables /«,(•):[a,—> 9?, i = 1,2, tales que para todo 
(x,t)(=EX[a,b] 
| | i ? M | K M ) < > " 2 W 
iv) El origen, x=0, es uniformemente asintóticamente estable para el sistema nominal no 
controlado x(f) = f(x(t),t). En particular, existen una función V(')\9inX9{->9{+ que 
es C1 y continua, funciones estrictamente crecientes 7=1,2,3, las cuales 
satisfacen: 
ft(o) = 0, 1=1,2,3 
lim fí(r) = oo z=l,2 
r-> co 
de tal forma que para todo x e 
n(\\x¡)<v{x,t)<r2{\\4 
^ ^ l + v T x v { x , t ) f ( x , t ) < - r 3 ( W ) 
En otras palabras, existe una función de Lyapunov V(-) para el sistema nominal no 
controlado. 
Considere además un control retroalimentado u = p(x{í),t) de tal forma que: 
si |u (x , / ) | |>£ 
si ¡Áx,t)\<e 
Entonces los siguientes resultados se cumplen: 
A. Existencia: Dados cualquier (x0,ío) existe una solución 
*(?o) = xO> d e (3.5.1). 
A 
donde p,(x, t) = BT(x, t)VxV{x, t)f{x, t). 
B. Acotabilidad uniforme: Si x(7q) = x<¿. es una solución de (3.5.1), 
entonces 
<r | |xM||<rfM, v / g ^ o , ^ ] 
donde 
d(r) = 
{r~l° r2){ R ) si r<R 
{r\layi){r) si /->R 
R=rl\2e) 
y el símbolo (o) denota la composición de funciones. Más aún, la solución tiene una 
continuación sobre [/q,00) • 
C. Acotabilidad final uniforme: Si x(-):[?q,co) — » x ( í q ) = xq, es una solución de 
(3.5.1) con | x 0 | < r, entonces para un determinado d > o se ti6116 Que 
x ( í ) | < ¿ , \fí>tQ + T{d,r) 
donde 
0, si r < R 
T(d,r) = \r2(r)~yi{R) . -p T=\ » s\r>R 
{ M 
• 
3.6. EL PROBLEMA DE SEGUIMIENTO. 
El estudio de los sistemas de control no lineales se puede dividir en dos problemas 
principales: el primero es el de regulación, que consiste en hacer que la salida de un proceso 
tome un valor deseado determinado, partiendo de cualquier valor inicial, y se mantenga en 
este valor. El segundo problema es el de seguimiento, que se puede expresar de manera 
sencilla como sigue. 
Dado un proceso con múltiples entradas y múltiples salidas representado por un sistema 
de ecuaciones de la forma (2.2.2), esto es: 
m 
X = / M + I gi (x)u¡ =f(x) + G(x)u 
i=1 
y j = h j (x) 0 = 1, 
x0 = x(í0) 
donde / ( • ) eSR", G(-) , h() , u e5Rm, « es el vector de entradas, y es el vector 
de salidas y xq es la condición inicial del estado en el proceso real. Se desea encontrar, si 
existe, un vector de entradas u al sistema tal que el vector de salidas del proceso siga una 
determinada trayectoria deseada en el tiempo. Dicho de otra manera, se desea encontrar u tal 
que la diferencia entre cada salida real del proceso y j y cada trayectoria de referencia deseada 
y¿j tienda a cero conforme el tiempo tiende a infinito, sin importar las condiciones iniciales de 
la planta. 
Hoy en día este problema se ha resuelto para algunos tipos de sistemas no lineales, 
cuando la planta es conocida exactamente en su estructura y sus parámetros. Si además de la 
definición anterior, consideramos el hecho de tener incertidumbre en el modelo de la planta, el 
problema se complica. Actualmente aún no se ha dado una solución satisfactoria al problema 
de seguimiento en plantas con incertidumbre. Aunque se han obtenido muchos resultados 
como se menciona en la sección 3.4, estos solo resuelven el problema en forma aproximada, 
con muchas restricciones y para una determinada clase de sistema y/o incertidumbre. Además 
ofrecen como resultado, una ley de control a veces demasiado compleja para ser 
implementada. 
CAPITULO 4 
SOLUCION PROPUESTA AL PROBLEMA DE SEGUIMIENTO EN 
SISTEMAS NO LINEALES CON INCERTIDUMBRE 
4.1. INTRODUCCION. 
En este capítulo se propone una solución al problema de seguimiento de trayectorias 
para la clase de sistemas no lineales, que son completamente linealizables y en los que las 
incertidlimbres presentes satisfacen la "condición de acoplamiento", es decir, que las 
incertidumbres pertenecen al espacio rango de la matriz B de entrada, como es el caso de los 
sistemas mecánicos. 
En la sección 4.2 se presenta la clase de sistemas no lineales que se considera en el 
desarrollo de este trabajo , y las consideraciones que se hacen en el mismo. 
La solución aquí propuesta, se compone de un controlador y un observador para una 
clase de sistemas no lineales. El observador fué propuesto por J. P. Gauthier en [2] y 
posteriormente estudiado en otros trabajos por H. Hammouri y K. Busawon en [1], En la 
sección 4.3, se presenta una sencilla prueba de convergencia exponencial para este observador 
si no hay incertidumbres. El observador se incluye en el algoritmo de control, cuando no se 
dispone del estado completo medible. 
Primero se procederá a demostrar en la sección 4.4, que el observador originalmente 
propuesto para sistemas sin incertidumbre, es robusto a la presencia de estas, al menos en el 
sentido de acotabilidadfinal uniforme del error de seguimiento [5]. Es decir, que cuando el 
modelo no es exacto, este observador aún puede seguir al estado real de cerca, por lo menos 
dentro de una vecindad, cuyo radio dependerá de la ganancia del observador, elegida a través 
de un solo parámetro de ajuste, y de la magnitud de la incertidumbre presente. 
El segundo paso, como se presenta en la sección 4.5, es demostrar la estabilidad del 
controlador y la convergencia asintótica a cero del error de seguimiento en ausencia de 
incertidumbres, para después demostrar, en la sección 4.6, que este también es robusto a la 
presencia de incertidumbres, en el mismo sentido que el observador. 
Por último se demuestra el principio de separación, es decir, que el sistema completo 
planta-observador-controlador, funciona adecuadamente y cada componente puede ser 
diseñado independientemente. Al final se demuestra que el sistema completo en el cual se 
considera la presencia de incertidumbres, será estable en el sentido de acotabilidad final 
uniforme del error de seguimiento, y que la magnitud final de error de seguimiento dependerá 
de las ganancias elegidas tanto para el controlador como para el observador. 
donde h{Ç) = (hl(Ç),...,hm{Ç))T , F:M Rn, G\M^Rnxm, u&Rm, y además los 
mapeos h . M ^ R m son suficientemente suaves en un dominio M < ^ R n , esto es, son 
diferenciables un suficiente número de veces. El sistema (4.2.1), como se vio en la sección 
2.9, es completamente linealizable si existe un difeomorfismo T\ M -» R" tal que D - T(M) 
contiene al origen y el cambio de variables x = T(^) transforma el sistema no lineal (4.2.1) en 
un sistema de la forma siguiente (ver [8], 243-259): 
4.2. CONSIDERACIONES EN EL SISTEMA NO LINEAL. 
Considérese la clase de sistemas no lineales con grado relativo vector { 
dimensión n = ^ " ^ f j , de la siguiente forma: 
m 
(4.2.1) 
x = Ax +B{a(x) +fi{x)u} 
y = Cx 
(4.2.2) 
donde se definen los siguientes subsistemas: 
x¡ = AjXt +b¡{ a¡(x) + fa(x)^ } 
^ = ca-
para toda / = 1, . . . , m. 
(4.2.2a) 
con 4- etf W , b, eR ^ , e t f lwV , donde: 
A = diag( AhA2,...,Am) 
B = diag (bhb2,...,bm) 
C = diag( cl¡c2,...,cm ) 
a(x) - ( 
A * ) = <üag 
y A.; ,b¡ , c¡, a¿(x) y fi¿{x) son de la forma: 
^ 0 o 1 ^ - " 1 ) 
h¡ = ( 0 , . . . , 0 , l ) r 
c, = ( l 0 ... 0 ) 
0 1 ... (f 
Ai = 
0 0 ••• 1 
0 0 — 0 
« , ( * ) = I^ 'p H ¡ ( x ) 
= Lo L*-1 H¡{x) 
Además, se asume que el par (A, B) es controlable y 0(x) es no singular para todo 
x e Z ) . Si a(x) y ¡3(x) son conocidos exactamente, estos términos pueden ser cancelados por 
medio de una retro alimentación de estado linealizante de la forma: 
« - /r\x){v-a(x)} (4.2.3) 
para el sistema total (4.2.2). Para cada subsistema (4.2.2a) se tiene: 
u¡ (4.2.3a) 
para obtener el sistema lineal: 
x = Ax + Bv 
y = Cx 
(4.2.4) 
donde a su vez se definen los subsistemas: 
Xi 
(4.2.4a) 
y¡ = 
con 4 , fy, c, y A, B, C, tal como se definieron previamente. 
Esta clase de sistemas se conocen como 'completamente linealizables', y son una subclase 
de la clase más común de sistemas linealizables donde solo la ecuación de estado es 
linealizada. Este es también un subconjunto de la clase de sistemas entrada-salida linealizables 
donde el mapeo entrada-salida puede ser hecho lineal, pero la ecuación de estado puede 
contener dinámicas no lineales inobservables. Para un tratamiento más detallado refierase a 
El punto de partida en este trabajo, será un sistema que ya ha sido representado en la 
forma (4.2.2) (forma canónica de Brunowsky). 
Si los términos a(x) y fi(x) no se conocen con exactitud, es decir, si éstos presentan 
cierta incertidumbre al ser modelados, entonces el control resulta en un estimado de la forma: 
donde a(x) y ft(x) poseen las mismas propiedades propuestas para a(x) y (3{x), 
reemplazando (4.2.5) en (4.2.2) se tiene: 
[8]-
u ïr\x){v-à{x)} (4.2.5) 
x - ¿x+tffaW+^xVHoOfv-áí*)]} 
X = AX+B{ v - A(x) ] + v - v } 
= Ax + B{ a(x) - j?(x)j6~l ( x ) a ( x ) + p{x)prl (x) v - v + v ] 
x = Ax+Bv + B{ a(x)~P(x)P~l(x)a(x) + ( P(x)P~\x) ~ I) v } (4.2.6) 
y llegamos al siguiente sistema linealizado: 
£ : { x = Ax+Bv + B?] (4.2.7) 
donde la incertidumbre 
n - a{x)~ ¡3{x)¡r\x)a{x) + {(3(x)]r\x)- l)v 
es un vector de dimensión m y el producto B r¡ es el término de incertidumbre en el sistema 
que satisfase la condición de acoplamiento. 
Puede verse que cuando se conoce exactamente el modelo del sistema, el término de 
incertidumbre desaparece, esto es r¡ = 0. 
Los componentes del vector de incertidumbres son: 
m = (x¡) -P¡{x¡^(Xj)al(x,) + ( ft (x¡)P¡1 (x,) - Ir¡xr¡ ) v, 
para el i-ésimo subsistema. 
En general, en el desarrollo de este trabajo se consideran las siguientes hipótesis: 
H l ) El sistema es completamente linealizable representado en la forma (4.2.2), donde (A, B) 
es controlable y (C, A) es observable. 
H2) Las incertidumbres presentes en el sistema verifican la "condición de acoplamiento". 
H3) Las incertidumbres son acotadas. 
4.3. OBSERVADOR. 
El siguiente observador ha sido estudiado previamente por varios autores (ver [1], [2]), y 
a continuación se propone una prueba de convergencia del error de observación, simplificada 
al considerar solo el sistema linealizado; a diferencia de las pruebas en [1] y [2] en las que se 
incluye la parte no lineal del sistema. 
TEOREMA 4.3.1 [2]: Considérese un sistema de la forma (4.2.2), donde fl(x) es no singular 
para todo x e D , con el control linealizante (4.2.3) aplicado, esto es, un sistema' de la forma 
(4.2.4). Sea el siguiente observador lineal del sistema (4.2.4): 
k = Ax + Bv-S~l CT{Cx~y) (4.3.1) 
donde S0 satisface la siguiente ecuación: 
0nSn + ATSn+SnA = CTC (4.3.2) 
0o>O,So=S?>O 
Entonces, el error de observación de estado, definido como: 
(4.3.3) 
converge a cero exponencialmente. 
Prueba: Derivando (4.3 .3) con respecto al tiempo, se obtiene: 
é0 = * - i = Ax + Bv - Ax - Bv + S~l CTC { x - x ) 
(4.3.4) 
Para demostrar estabilidad y convergencia a cero del error de seguimiento se propone la 
siguiente función de Lyapunov: 
V(e-0) = eToS0e0 (4.3.5) 
Entonces: 
He0) = CTCS~l ) S0eQ + e¡S0 ( A - S~l CTC ) eQ 
= el ( ATS0 - CTC + S0A - CTC ) e0 (4.3.6) 
Aplicando (4.2.6) en (4.3.6) se obtiene: 
V{eo) = '0oeToSoeo-eTQCTCeo 
V{e0)<-e0V{e0) (4.3.7) 
De donde se obtiene rápidamente: 
V{e0)<V(eo(.h))e~G°{ t~h ) (4-3.S) 
Como V(e0) decrece exponencialmente, pero además, SQ está acotada tanto superior 
como inferiormente, se pueden definir constantes = Amin(1S'0) > 0, § 2 - Amax(^o)> 0 tales 
que: 
¿2 M f 0 ) f * = « £ ( 0 W ) > ^ { t f , V t > t0 (4.3.9) 
usando este resultado en (4.3.8) se tiene: 
¿ i l M o f ^ M O I l V ^ ' - ' » ) 
0 
M o N J f l M ü | b ~ f ( ' ~ ' o ) < 4 3 1 ° ) 
Por lo tanto, como también se puede concluir usando los teoremas de estabilidad de 
Lyapunov ya conocidos, deducimos que el error de observación tiende a cero 
exponencialmente, en el dominio D. • 
Los resultados anteriores pueden encontrarse desglosados en una forma un poco más 
compleja en la literatura reciente (ver [2]). 
4.4. SISTEMAS CON INCERTUJUMBRE Y ACOTAMIENTO FINAL UNIFORME 
DEL ERROR DE OBSERVACION. 
En nuestro problema, en lugar de buscar convergencia asintótica global del error de 
observación, relajaremos esta exigencia a la de pedir únicamente que el error de observación 
entre en una vecindad del cero en tiempo finito ÍQ y permanezca al interior para todo Í > ÍQ, 
esto es, deseamos acotamiento final uniforme del error de observación. 
TEOREMA 1: Sea el sistema con incertidumbres: 
x = Ax + Bv + Brj (4 4.1) 
y considere las hipótesis Hl)-H3). Si aplicamos el observador de la sección anterior, esto es: 
k = Ax + Bv- S~l CT{Cx-y) (4.4.2) 
donde SQ satisface la ecuación (4.3.2), entonces el error de observación, definido como: 
eQ=x-x (4.4.3) 
es finalmente uniformemente acotado. Más aún, el radio de la región que acota el error final, 
depende de la norma de la incertidumbre y de la ganancia del observador, dada por la matriz 
S0, que a su vez se construye con el parámetro único 0o. Además, este observador es del tipo 
de "alta ganancia", de forma que e0 —» 0 como 0O 00 • 
Prueba: Derivando (4.4.3), se tiene: 
é0 = X - É = Ax + Bv + BTJ- AX - Bv + SQ 1 CTC ( x - x ) 
é0=(A-S~lCTc)e0+BV (4.4.4) 
Para demostrar la acotabilidad final uniforme del error de seguimiento se aplica la misma 
función de Lyapunov que se usó para demostrar convergencia asintótica: 
V{e0) = e¡S0e0 ( 4 . 4 . 5 ) 
entonces: 
V(e0) = el ( At - CTCS~l ) S0e0 + eTQS0 ( A - S~X CTC ) e0 + rf Br S0e0 
+ eToS0BV 
V{eQ) = el ( ATS0 - CTC + S0A - C 7 C )e0 + RF BTSQe0 + eTQS0BN (4.4.6) 
Substituyendo (4.3.2) en (4,4.6) se obtiene: 
y(e0) = -^T0S0e0 ~eToCTCe0 + VTBTS0e0 +elS0BV (4.4.7) 
Aplicando a (4.4.7) la siguiente identidad matricial: 
XY'T + YX T < axXXT + — YYT, a, > 0 (4.4.8) 
al 
T 
y el hecho de que una matriz positiva definida P = P > 0 puede descomponerse en sus 
matrices "raíz" P = P^2 P1//2 se tiene que, haciendo: 
X = el(Sor-, r= vTBT(S0)in 
entonces: 
V(e0)Z-0o eT0S0e0 -( \Ce01 )2 + axeT0S0e0 + J-r1TBTS0Bn 
V{e0)<-(eo-al)eloS0e0 +±r}TBTS0B?1 
Reescribiendo en términos de normas se obtiene: 
V { e c ; ) < - { e o - a x ) \ \ e 0 f S o + ^ \ B 4 S o (4.4.9) 
donde ||-||5 denota ia norma ponderada por la matriz S0 . Eligiendo 60 > o?] se puede escribir: 
~ ( 0O ~ a \ ) = " k\ ' k\ > 0 (4.4.10) 
luego: 
vM^-hhts +—IH a \ (4.4.11) 
De este último resultado puede verse que: 
ii n 2 1 il n 2 
Si ììeo c > W^V II e entonces V(eo)<0. 10 o 
(4.4.12) 
il I i 2 1 ii n 2 Si IknlL < ll-S^ll^ entonces V(eo)>0. 'o II S o kiai 
(4.4.13) 
Proposición 1: El factor —r—, con 0o > 0 un valor fijo y 0 <a\ < 0O, tiene un valor 
[0O -ai jai 
Q 
minimo en a\ = , es decir, min 
(0o -a\)ai 
_4_ 
Esta proposición se prueba derivando el factor constante 
1 1 
k\ a \ ( ° o ' a i)«i 
(4.4.14) 
con respecto a a \ , esto es: 
i "l -(Q0~a\)~ai d
 r 
da\ 
= 0 
Despejando a \ y substituyendo en (4.4.14) podemos ver que el mínimo es: 
1 2 
Por lo tanto, si usamos este valor para a\, las ecuaciones (4.4.12) y (4.4.13) se pueden 
reescribir como sigue: 
ii n 2 4 i, n 2 
Si f J c M*7/I? entonces V(eo)<0. (4.4.15) II ll¿>0 Q¿ II H00 
s i Ikolli ^ d l ^ l f e entonces V(eo)>0. (4.4.16) 11 "''o Qt- "O 
Con esto queda demostrado que el error de observación es uniformemente finalmente 
acotado tal como se deseaba, y el radio de la hiperesfera o de la región que lo acota depende 
de la norma de la incertidumbre ponderada por la matriz SQ y de la ganancia del observador; 
también puede verse, que el máximo error permitido puede reducirse al valor deseado 
aumentando el valor de 0o , dicho de otra forma, aplicando el teorema de LaSalle, si d0 —» qo 
entonces V(e0) < 0 V ea * 0 y F(0) = 0, o sea convergencia asintótica del error de 
observación. 
Si el análisis anterior en vez de hacerse para el sistema (4.2.2) con /»-salidas, se efectúa 
para cada subsistema (4.2.2a) con una entrada y una salida, podremos obtener m-subsistemas 
separados con w-parámetros 6 o i , z=l,...,/« con los cuales se pueden asignar las razones de 
convergencia del observador para cada uno de los /»-subsistemas independientemente, además 
se tendrán /»-regiones acotadas para las /»-incertidumbres r¡i de diferentes magnitudes, por lo 
cual es muy conveniente poder ajustar cada una independientemente. • 
4.5. CONTROLADOR. 
En esta sección procederemos a analizar la ley de control propuesta, esta ley de control 
está basada en el observador estudiado en las secciones anteriores, de hecho, la ecuación 
utilizada para determinar su ganancia se basa en una ecuación de Lyapunov similar a (4.3.2). 
Para visualizar mejor la estructura final del sistema de error se procederá inicialmente 
con el z-ésimo subsistema (4.2.2a) en lugar de tomar todo el sistema (4.2.2), una vez formada 
la estructura del sistema de error para un subsistema, se considerará el análisis de 
convergencia asintótica a cero del ercor del sistema total (4.2.2). 
Considérese el sistema (4.2.2a) sin incertidumbre, con el control linealizante (4.2.3a). 
Sea y^i (t) la z-ésima señal de seguimiento deseada, sea y ^ la ¿-ésima derivada de la señal 
T 
donde/; es el grado relativo del z-ésimo 
subsistema. 
deseada y¿¡ (/), sea y¿¡ = e 
Definimos el error de seguimiento en el /-ésimo subsistema (4.2.2a) como: 
ek=Xk~ydi~l\ para k = 1 , ( 4 . 5 . 1 ) 
Entonces, la representación del sistema en las coordenadas de error, resulta de la forma: 
% = ek,+l> para k¡ = l,...,r¡ -1 
é
n =¿r¡ =xr¡ -y{¡Í} =ai{xi)+pi{xi)ui -y^p 
Reescribiendo en forma vectorial: 
è i = AjXj + bj (4.5.2) 
y usando el control linealizante (4.2.3a) se tiene: 
é¡ = Aixj+bj v.-Jn) yd¡ (4.5.3) 
Ahora, sea el control lineal: 
V,- = (4.5.4) 
donde la matriz S¡ satisface la siguiente ecuación: 
0¡Si + A¡Sj +SiAj ^bibf 
di > 0 , Sj = Sj > 0 
(4.5.5) 
Entonces el sistema en coordenadas del error se convierte en: 
- A^ + b¡ 
(4.5,6) 
Ahora ya resulta más sencillo interpretar el control aplicado al sistema (4.2.2), para esto, 
definimos el vector de dimensión m formado por las r¡ -ésimas derivadas de las m señales de 
seguimiento deseadas: 
y V -
Jn) M Jrm) yd\ >ydi ' " ' ' y dm 
T 
Sea el sistema (4.2.2) con el control linealizante (4.2.3), esto es, el sistema (4.2.4) 
linealizado sin incertidumbres, sea el error de seguimiento como se definió en (4.5.1), 
entonces el sistema total en coordenadas del error de seguimiento es: 
éx = Aex + B (4.5.7) 
el subíndice x en e, se agregó para distinguir el error de seguimiento del error de observación. 
Sea el control lineal: 
(4.5.8) 
donde Sc satisface la siguiente ecuación: 
6LSV +ASr +SrAT =BBt 
" " r (4.5.9) 
ec > o, sc = si > o 
entonces se tiene el siguiente: 
TEOREMA 2: Considere el sistema (4.2.2) con el control linealizante (4.2.3), sea el error de 
seguimiento definido como en (4.5.1). Entonces el control (4.5.8), donde Sc satisface la 
ecuación (4.5.9), hace al sistema que representa la dinámica del error de seguimiento sin 
incertidumbres (4.5.7), exponencialmente estable. 
Prueba: Considere la siguiente función de Lyapunov: 
V(ex) = eTxS;lex (4.5.10) 
Si aplicamos al sistema 
èx = Aex + B (4.5.11) 
el control. 
v - - B T S ; \ + y ^ (4.5.12) 
Entonces el sistema dinámico de error de seguimiento en lazo cerrado está dado por: 
é x = ( A-BBTS~l )ex (4.5.13) 
donde Sc es solución de la ecuación (4.5.9). 
Derivando la función de Lyapunov (4.5.10) con respecto al tiempo a lo largo de las 
trayectorias del sistema (4.5.13), se obtiene: 
= élSclex + *Wéx 
V(ex) = eTÍATS~1 ~S~1BBTS~l +S~lA-S~lBBTS'l)ex (4.5.14) X * C C C C C C ' 
De (4.5.9) , vemos que: 
ATS~1 + S~1A - S:1BBTS~1 = - ecs'1 (4.5.15) c C f r ^ f ' 
Substituyendo en (4.5.14), resulta que: 
V(ex) = e¡{ - ecs;1 - S~lBBTS~i)ex = - eceTxS?ex - e^S^BB7S^lex 
V(ex)<-dcV(ex) (4.5.16) 
entonces: 
V ( e x ) < V { e x ( t Q ) ) e - 0 ^ - c ^ (4.5.17) 
Como V(ex) decrece exponencialmente, pero además, Sc resulta acotada tanto superior 
como inferiormente, se puede decir que existen constantes <7\ ~ ¿ g ^ C ^ c ) > 0 y 
a 2 = ^min^c) > 0, tales que: 
a2\\ex{t0)f *V(ex(t)) = eZ(t)Sc1ex(t)>alfcx(tf , V / > t0 (4.5.18) 
Usando la desigualdad anterior en (4.5.17) se tiene: 
K ( 0 | | < [ ^ \ \ e x ( t „ ) f ^ { " ' 0 ) (4.5.19) 
V 
Por lo tanto, como también se puede concluir de los teoremas de estabilidad de 
Lyapunov, deducimos que el error de seguimiento tiende a cero exponencialmente, en el 
dominio D. • 
4.6. SISTEMAS CON INCERTIDUMBRE Y ACOTAMIENTO FINAL UNIFORME 
DEL ERROR DE SEGUIMIENTO. 
De manera similar al caso del observador, relajaremos las condiciones de nuestro 
problema y en lugar de buscar convergencia asintótica del error de seguimiento, pediremos 
únicamente que el error de seguimiento entre en una vecindad del cero en tiempo finito y 
permanezca al interior de ahí en adelante, esto es, deseamos acotamiento final uniforme del 
error de seguimiento. 
Sea el sistema con incertidumbres (4.4.1), con el control linealizante (4.2.3). Sea la 
trayectoria deseada como se definió en la sección anterior, podemos ver que (4.4.1) difiere de 
(4.2.4) únicamente en el término BRJ, por lo tanto, podemos escribir el sistema dinámico de 
error de seguimiento (4.5.7) con el término de incertidumbre, como: 
entonces resulta el siguiente teorema: 
TEOREMA 3: Considere el sistema (4.2.2) y el control linealizante aproximado (4.2.5), sea 
el error de seguimiento definido como en (4.5.1). Si las hipótesis Hl)-H3) se satisfacen, 
entonces el control (4.6.2), donde Sc satisface la ecuación (4.5.9) hace al sistema de error 
de seguimiento con incertidumbres (4.6.1) uniformemente finalmente acotado. Además, el 
radio de la hiperesfera de acotamiento final del error de seguimiento puede hacerse 
arbitrariamente pequeño con la apropiada selección de un único parámetro de diseño 6C . 
Prueba: Considere la misma función de Lyapunov utilizada para demostrar convergencia del 
sistema de error sin incertidumbres: 
(4.6.1) 
y si aplicamos a este sistema, el control: 
v - B ^ + y ? (4.6.2) 
V{ex) = eTxS~lex (4.6.3) 
Aplicamos al sistema (4.6.1) el control (4.6.2) y se obtiene el sistema de error en lazo 
cerrado con incertidumbre: 
éx=( A- BBTS~l ) ex + Br\ (4.6.4) 
Derivando la función de Lyapunov con respecto al tiempo a lo largo de las trayectorias 
del sistema anterior, se obtiene: 
V(ex) = éTS~1ex +erS~léY X C x X C X 
= eT( ATS~] - S~LBBTS~l + S~LA - S~}BBrS~l )ex + RITBTS~'[ex + eTS~lBrj 
X \ c c c c c c / X I C x X c ' 
Substituyendo (4.5.15) en V(e x) > resulta que: 
= - VcS^-S^BBTs;1 )ex +eTxS;1B??+ rirBTS~clex 
<-&ce¡S-1ex+eTxS;lB?7+ rf BT S~lex (4.6.5) 
Aplicando a la desigualdad anterior la identidad matricial (4.4.8), seleccionando: 
se tiene: 
V(ex) <-ec eTxS~lex +a2e¡S~lex + —r?TBTS^B?] (4.6.6) 
a2 
V(ex) < ~ ( 0 C - A 2 ) e¡S;lex + T^BtS;1BT1 (4.6.7) 
Reescribiendo en términos de normas, se obtiene: 
V(ex) <-{dc-a2) + — 1 Btf , (4.6.8) 
c a 2 
donde IML-i denota la norma ponderada por la matriz S~L. Eligiendo 6 c > a 2 , se puede c 
escribir: 
~{Oc-a2) = -k2, k2> 0 (4.6.9) 
luego: 
n2 1 i, „ i¡2 V{ex)<~k2 \\ex\f r + — | N l c - i (4.6.10) 
¿ a2 
De (4.6.10) puede verse que: 
2 1 || r, l|2 Si e x L _ i > \\BT] L-i , entonces F ( e T ) < 0 . (4.6.11) 
^c k2a2 ^c 
Si N É - K t ^ - I ^ í / I É - i , entonces V(ex)>0. (4.6.12) c k2a2 c 
Utilizando la proposición 4.4.1, resulta que el factor constante —-— = ^ — , que 
k2a2 \ec~a 2)a2 
Q 
es válido para 0 < a2 < $c, tiene un mínimo en a2 = -y-, Por lo tanto, las ecuaciones (4.6.11) 
y (4.6.12) se pueden reescribir como sigue: 
ii n2 4 ¡i n2 
Si > |¡ Br¡ |L-i , entonces V(ex)<0. (4.6.13) c (r c 
c 
ii n2 4 n n2 Si l^xlc-i < II 5 lis-1 ,entonces V(ex)>0. (4.6.14) 
c (¡r c c 
Con esto queda demostrado que el error de seguimiento es uniformemente finalmente 
acotado, y el radio de la hiperesfera que lo acota depende de la norma de la incertidumbre 
TEOREMA 4: Considérese el sistema H^L de la figura 4.7.1 como se describe en (4.2.2), 
con el control linealizante estimado C dado por (4.2.5), en lazo cerrado con el observador O 
definido por (4.3.1)-(4.3.2) y además la ley de control L dada en (4.5.8)-(4.5.9), pero que 
depende del estado estimado en lugar del estado real, esto es: 
v = - B ^ e s + y M (4.7.1) 
donde SC satisface la ecuación: 
0cSc + ASr +S,AT = BBt 
T oc > o, Sc = s*c > o 
(4.7.2) 
y el error de seguimiento estimado se define para el i-ésimo subsistema y para cada estado 
en particular, como en (4.5.1) pero usando el estado estimado en lugar del estado real, esto 
es, en forma escalar: 
(ifc-l) 7 i 
exk = x k - y á i ' para k = 1,...,/} 
o en forma vectorial: 
est = ex^ex2 , ->exn > exn+l 
T 
(4.7.3) 
Si las hipótesis Hl)-H3) se cumplen y la señal de referencia y¿ = ref. es suficientemente 
suave, entonces el sistema en lazo cerrado descrito por (4.2.2), (4.2.5), (4.3.1)-(4.3.2), 
(4.7.1)-(4 .7.2), tal como se muestra en la figura 1, tiene un error de seguimiento finalmente 
uniformemente acotado. Además el radio de la hiperesfera de acotamiento final del error de 
seguimiento puede hacerse arbitrariamente pequeño con la apropiada selección de los 
parámetros de diseño del controlador 0C y del observador BQ . 
A 
Prueba: Definimos el error de observación de estado eQ = x- x como en (4.3.3), de donde, 
para toda k = y toda /' = l,...,m, se tiene: 
Ok (4.7.4) 
substituyendo (4.7.4) en (4.7.3) se tiene: 
exk - xk eok y di * - exk eok (4.7.5) 
o en forma vectorial simplemente: 
^X ^X ^O (4.7.6) 
Si aplicamos al sistema (4.6.1) el control (4.7.1) se tiene: 
éx = Aex+B{v-y%)) + Bj1 
= Aex+B{-B%lez+y^~y^) + Bn 
éx =Aex -BBtS\Í +Br] C (4.7.7) 
Substituimos (4.7.6) en la ecuación (4.7.7) para obtener: 
éx={A-BBTS:l)ex+BBTS;le0 +B?j (4.7.8) 
y usando (4.4.4) podemos escribir el sistema aumentado: 
èx -(A-BBTS;1)ex+BBTS;1e0 +Bn 
é0=(A-S~l CTc)e0+BV 
(4.7.9) 
Para este sistema, definimos la siguiente función de Lyapunov: 
V(ex ,e0 ) = Vl (ex) + V2 {e0 ) = e¡S^ex + eToS0e0 
En la sección 4.4 se demostró la acotabilidad final uniforme para el error de observación 
e0, por lo tanto, para concluir la acotabilidad final uniforme del sistema aumentado, solo resta 
obtener un resultado similar para el error de seguimiento ex tal como se define en (4.7.8), es 
decir, demostrar que el error de seguimiento entra en una vecindad de ex = 0 en tiempo finito 
y permanece al interior de ahí en adelante, o sea que el error de seguimiento también es 
finalmente uniformemente acotado, para demostrarlo tomamos de la función de Lyapunov, la 
función positiva semidefinida V\{ex): 
(4.7.10) 
Derivando (4.7.10) a lo largo de las trayectorias del sistema se obtiene: 
V i{ex) = é l S - l e x + e T S : l é x (4.7.11) 
Mex) = (A - BB
TS~l)ex + BBTS~\ + BR¡ 
T 
+ 
\A- BBT S~l)ex + BBT scle0 +BTJ 
ñ(ex) = e ¡ ( A T S - S-XBBTS~% + e^BB7 S~clex + f f BT + 
+ < { S c l A - S c l B B T S c % + e l S : l B B T S c l e o + e T x S - c l B V 
(4.7.12) 
de (4.7.2) se tiene: 
5 -1 6CSC + ASC +SCAT ^BBT s -1 
-$cS~l = S~1A + AtS~1 - S~1BBtS (4.7.13) 
Substituyendo (4.7.13) en (4.7.12) se obtiene: 
Vl(ex) = ' deeTxS~lex - e^BB7S~lex + 
+ 71TBTS~cXex +e7S~lBBTS~1ex + eTxS~clBBT S~le0 
1020091149 
(4.7.14) 
Aplicamos a (4.7.14) la identidad matricial (4.4.8), definiendo las siguientes relaciones: 
Entonces: 
Vi(ex) < - (ec -a2)eTxS-c\ - (l -ax)eTxS-lBBTS-lex + 
+ ±elS?BBTS;le0+±r?BTS?Br, ^ ^ 
ai 0 c c a2 c 
donde ax > 0, a2 > 0. 
Si escogemos ax < 1 en (4.7.15) entonces: 
V f a ) ^)e¡S~lex + -eT0S-cXBBTS~cle0 + — f f B T S ¡ l B f j (4.7.16) 
a\ a2 
Intuitivamente puede verse que si ea es uniformemente finalmente acotado, como ya se 
demostró en la sección 4.4, entonces ex es uniformemente finalmente acotado puesto que 
para un determinado tiempo T0 finito ||e0|| 2 ct y el resultado se puede extender directamente 
de (4.6.13)-(4.6 14), es decir: 
—eTo S-xBBtS~\ <a, V t>T0 (4.7.17) 
«1 " 6 c 
entonces se puede decir que para todo t > T 0 : 
si klÉ-i dNlL —Y e n t o n c e s ( 4 - 7 - 1 8 ) 
Si \\exf i M L , +( ^ , entonces V(ex)>0 (4.7.19) 
Con esto queda demostrado que en el sistema de la figura 4.7.1, con las condiciones 
dadas por el teorema 4, el error de seguimiento es uniformemente finalmente acotado y el 
radio de la hiperesfera o de la región que lo acota depende de la norma de la incertidumbre y 
de las ganancias del observador y del controlador. De forma similar al resultado del 
observador, puede verse que el valor final del error de seguimiento puede aproximarse a cero 
tanto como se desee, aumentando las ganancias tanto del controlador como del observador. 
• 
CAPITULO 5 
APLICACIONES Y SIMULACIONES 
5.1. MODELO DEL ROBOT MANIPULADOR DE N GRADOS DE LIBERTAD. 
Para los propositos de diseño de controladores se utiliza el modelo matemático del robot 
derivado de las ecuaciones de Lagrange del movimiento, para esto se requiere primero 
obtener las energías cinética y potencial del manipulador. 
La energía cinética de una masa m moviéndose con una velocidad lineal v es 
K = -mv1 
2 
La energía cinética rotacional de una masa que se mueve a velocidad angular co es 
K r o t = \ I o ) 1 
donde el momento de inercia / está dado por 
I = SVolÁr)r2dr 
con jc{r) la distribución de masa al radio r en un volumen. 
La energía potencial de una masa m a una altura h en un campo gravitacional con 
constante g está dada por 
P - mgh 
Las ecuaciones de Lagrange del movimiento para un sistema conservativo están dadas 
por 
dt dq dq 
donde q es un vector de dimensión n de coordenadas generalizadas q¡, T es un vector de 
dimensión n de fuerzas generalizadas T¿ , y el Lagrangiano es la diferencia entre las energías 
cinética y potencial 
L ~ K-P 
En la representación utilizada en los ejemplos siguientes, q será el vector de variables de 
articulación, consistente de ángulos de articulación 0¡ (en grados o radianes), r es un vector 
que tiene n¡ componentes de torque (newton-metros). Esta forma se conoce como la 
representación en coordenadas de las articulaciones del robot, y es la manera más común de 
representar un sistema mecánico para fines de control; otra pudiera ser la representación en 
coordenadas cartesianas, o en cualesquier otro sistema de coordenadas. 
Utilizando las ecuaciones de Lagrange del movimiento, el modelo del robot se puede 
expresar en la forma estandard 
T=M{q)q + C{q,q)q + G{q) 
donde r es el vector de fuerzas generalizadas, M(q) es la matriz de inercias positiva definida, 
C{q,q) es la matriz que agrupa las fuerzas de Coriolis/Centripetas y G(q) es el vector que 
agrupa los términos gravitacionales. 
El modelo del robot tiene la propiedad de que la matriz M{q) - 2C(q , q) es antisimétrica 
(ver [6], [11]). 
5.2. SIMULACION DE UN ROBOT DE 2 GRADOS DE LIBERTAD. 
En este ejemplo se muestra el desempeño del controlador propuesto cuando se asume 
que el estado completo es medido. Considérese el modelo de un robot de dos grados de 
libertad, con la definición del problema como sigue: 
q : Vector de posiciones de las articulaciones. 
q¿ : Trayectoria deseada. 
e¡ ~ q-qd Error de seguimiento de posición. 
— q ~~ 4d Error de seguimiento de velocidad. 
M(q)q + h(q,q) ~ u : Modelo real. 
A A 
= M : Modelo estimado. 
Figura 5 .2.1- Robot de dos grados de libertad. 
y con los siguientes valores: ^=0.45m., m^lOOkg, ¿ci=-0.15m., Ii=6.25Kg-m2, 
Jl=4.77Kg-m2, ^2=0.45m, m2=25kg, ¿c2=-0.10m., I2=0.ólkg-m2? J2=3.58kg-m2. 
Entonces, las matrices del modelo del robot quedan de la siguiente forma: 
M(q) = 
'21.1725 + 2.25 cos(q2) 0.86 + 1.125 costo)"] 
0.86 + U25COS(?2) 0 8 6 J 
C(q,q)q = 
-1.12542 sin(?2)Ni+?2r 
1.125^ sin(#2) 
G{q) = 
(404.6625 cos(#i ) + 24.5 cos(^ + q2 )" 
[ 24.5cos(^i + ^2) 
Un control linealizante para este sistema es: 
» = M{q)[qd + v] + C(q, q)q + G(q) = M(q)[qd + v] + % q) 
Por consiguiente, el sistema con el control linealizante se reduce a: 
è= Ae +Bv + Br¡ 
• iT y = Cx, x = [q1 q¡ q2 q2] 
donde: 
A = 
'0 1 0 0N 
0 0 0 0 
0 0 0 1 
^0 0 0 0 
B = 
' 0 0N 
1 o 
o o 
v° b 
C = ' 
1 0 0 0 
0 0 1 0 
y 7] es la matriz que agrupa los términos de incertidumbre: 
r¡ = M~l{h -h) + M~l [m - M)(qd + v) 
Aplicamos el control dado por (4.5.8)-(4.5.9), esto es: 
v = - B ' t f e + y p 
donde SC satisface la siguiente ecuación: 
6CSC+ASc+ScAT=BBT 
ec > o , sc = sT > o 
Entonces el sistema retroalimentado es: 
é = (A-BBTS~1)e + B r¡ 
Resolviendo SC en la ecuación de Lyapunov (4.5 .9) como corresponde tenemos: 
2 - 1 0 
\ 
0 
- 1 1 0 0 
e c 
0 0 2 ~1 
0 0 - 1 1 
& c 6A 
Resultados de simulación: 
Para la simulación en computadora del sistema compuesto por el controlador más el 
robot, se consideró que el modelo estimado del robot para el cálculo del control linealizante 
presentaba un error del 20%, y se obtuvieron los resultados que se muestran en las siguientes 
gráficas, para un valor de 6C = 50. 
0 . 3 
0.2 
0.1 
o 
- 0 . 1 
- 0 . 2 
- 0 . 3 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1Seg. 
Figura 5.2.2 - Trayectoria de referencia (en trazo punteado) y trayectoria real (trazo continuo) 
seguida por la articulación 1, a la trayectoria real se le dió una condición inicial de 0.25. 
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Figura 5.2.3.- Error en el seguimiento de la trayectoria de referencia para la articulación 1, es 
la diferencia entre la trayectoria deseada y la trayectoria real seguida por la articulación. 
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Figura 5.2.4.- Trayectoria de referencia (trazo punteado) y trayectoria real (en trazo continuo) 
seguida por la articulación 2, a la trayectoria real se le dió una condición inicial de -0 .25. 
Figura 5.2.5 - Error en el seguimiento de la trayectoria de referencia para la articulación 2. 
En todas las gráficas, la escala vertical está en radianes y la escala horizontal está en 
segundos. 
En este ejemplo se aplicó por simplicidad un mismo valor de 6C a todo el sistema, sin 
embargo lo más adecuado es separar el modelo en varios subsistemas, y entonces a cada 
subsistema resultante con una entrada y una salida, aplicar el método de control, como 
resultado se obtiene un controlador por cada entrada-salida desacoplada la cual tendrá un 
valor específico de cota superior de la incertidumbre; esto significa que pueden aplicarse 
ganancias diferentes a cada linea de control para ajustar el efecto total, con esto se logra tener 
un parámetro de ajuste 0C para calibrar la presición de seguimiento de cada entrada-salida 
desacoplada, o en el caso del robot, de cada articulación. 
5.3. SIMULACION DE UN ROBOT PUMA 560. 
En este ejemplo de aplicación, se utiliza el modelo del robot manipulador industrial 
PUMA 560 tal como aparece reproducido en [6], se asume que la dinámica del robot está 
dada por: 
T=M(q)q + N{q,q) 
donde la matriz M(q) es simétrica y positiva definida con elementos m¿j{q), esto es, 
y N(q,q) es un vector «xl con elementos n¡, esto es, 
= [ " / ( ? -
Los términos de gravedad son identificados en la expresión de n¡ por la constante de 
gravedad g = 9.8 metros/seg2 . Además se adoptará la siguiente notación compacta: 
L¡ Longitud del eslabón i en metros 
m¡ Masa del eslabón i en kilogramos 
luui Momento de inercia del eslabón i alrrededor del eje u en kg-m m 
S¡ = sen(<7/) y C¡ = cos{q¡) 
Sy = sen(q¡ +qj) y C¿j ~ eos{q¡ +qj) 
Syk = s e n ( q j + q j +qk) y Cijk = cos(^ +qj +qk) 
SS¡ = sen2(# ;) , CC¡ = cos2(q¡) y CS¡ = cos(^)sen(^) 
SSV = sen2 {qj+qj) 
Ecuaciones y parámetros del modelo: 
mn= 2.57 +1.38CC2 + 0.3SS2 3 + 0.744C2S23 
mn= 0 . 6 9 ^ - 0.134C23 + 0.0238C2 
mx 3 = —0.134C23 - 0.00397 S23 
m\ 4 = 0 
M 1 5 = 0 
mi6 = 0 
m11 ~ 6.79 + 0.744^3 
M23 = 0.3 3 3 + 0.3 72^3 - 0.011C3 
7M24 = 0 
w25 = 0 
m26 = 0 
OT33 = 1.16 
m u = -0.001255455 
m35 ~ -O.OOI25C4C5 
m36 = 0 
W44 = 0.2 
W45 = 0 
m46 = 0 
"¡55 = 0 . 1 8 
m66 = 0.19 
=[0.69C 2 + 0.134523 - 0 . 0 2 3 8 5 2 } q \ + [0.1335523 -0 .00379C 2 3 ]?3 
+ [ -2 .765C 2 + 0 . 7 4 4 C 2 2 3 + 0.65C2 3 - 0 . 0 2 1 3 ( l - 2 S S 2 $ ) ] q \ q i 
+ [0.744C2C23 + 0.65C23 + 0.022C2523 -0 .0213(l-25"523 
+ [-0 .00255C 2 35 45 5 + 0.00086C455 - 0.00248 C 2 C 2 3 5 4 5 5 ] ^ 4 
+ [ -0 .0025(^23^5 -^23C 4 C 5 ) -0 .00248C 2 (5 2 3 Í S ' 5 - C 2 3 C 4 C 5 ) 
-K).00086454C5]41Í5 
+ [0.267523 - 0 . 0 0 7 5 8 C 2 3 ] ? 2 ? 3 
n2 = - - [ - 2 . 7 6 5 C 2 +0.744C2 2 3 + 0.65C23 - 0 . 0213 ( l -2S5 2 3) ] ? i 
+ - [ 0 . 0 2 2 5 3 +0.744C3]^3 + [0.00l6452 3 - 0 . 0 0 2 5 C 2 3 Q 5 5 
+0.0024852C4C5 + 0 . 0 0 0 0 3 5 2 3 ( 1 - 2 5 5 4 ) ] ^ 4 
+ [-0.00215C23 54Cg +0.002485 2 5 4 c 5 -0 .000642C 2 35 4 ]? l?5 
+ [0.02253 +0.744C3]^2?3 ~[000248C 35 45 5 ]?2?4 
+ [-0.002555 +0.00248(C3C4C5 ~5355)]<?2?5 - [ 0 . 0 0 2 4 8 C 3 5 4 ^ ] M 4 
+ [-0.002555 +0.0024S(C3C4C5~S3S5)]q3q5-37.2C2 - 8 . 4 $ 2 3 
„ 3 = - I [ - 2 . 7 6 5 C 2 +0.744C223 + 0.65C23 - 0 . 0 2 1 3 ( l - 2 5 5 2 3 ) K 
- I [ 0 . 0 2 2 5 3 + O . 7 4 4 C 3 - [ ° - 0 ° l 2 5 C 4 5 5 ] ^ 5 -[O.OOl25C4á'5]^4 
+ [ -0 .0025C 2 3C 4 55+0 .00164% + 0 . 0 0 0 3 i ? 2 3 ( l - 2 5 5 4 ) ] ^ 4 
- [0 .0025C 2 3 5 4C 5 +0.000642C23^4]^lÍ5 - [ ° . 00255 5 ] ? 2 ?5 
- [ 0 . 0 0 2 5 ^ 5 ~ [ 0 . 0 0 2 5 5 4 C 5 ] ? 4 ^ -8 -4S 2 3 +0.25C 2 3 
= I [0 .00255C 2 35 4 5 5 -0 .00086C 4 5 5 +0 .00248C 2 C 2 35 4 5 5 ]^ 2 
2 
- I [ 0 . 0 0 2 4 S C 3 Í 5 , 4 ^ 5 ] ^ + [0.00164 5 2 3 - 0.0025C2 3C455 +0 .002485 2 C 4 5 5 
+0.0003 523 0 ~ 255 4 
+ [ 0 . 0 0 2 5 C 2 3 C 4 ^ - 0 . 0 0 1 6 4 5 2 3 - 0 - 0 0 3 5 2 3 ( l - 2 ^ 4 ) ] ^ 3 
- [0 .0006425 2 3C 4 ] Í 1 ? 5 +[0.0006425^ ]Í2Í5 + [0 .0006425 4 f e45 
+ 0.02852354^5 
«5 = I [0 .0025 (55 2 3S5-5C 2 3 C 4 C5) + 0 . 0 0 2 4 8 C 2 ( S 2 3 5 5 - C 2 3 C 4 C 5 ) 
-0.00086454C5]^1 2 
- - i f 0 . 0 0 2 5 5 5 - 0 . 0 0 2 4 8 ( C 3 C 4 C 5 - 5 3 5 5 ) ] ^ 
2 
+ [0.0026C2354C5 - 0 . 002485 2 5 4 C 5 + 0.000642C2 3S4]4I42 
+ [0.0025C2354C5 + 0 . 0 0 0 6 4 2 C 2 3 5 4 ] ^ 3 + [0.00064252 3C4]?1£4 
- [0 .000642 5 4 ] 4 2 ? 4 -[0.000642 5 4 ] ^ 4 -0 .028(C 2 3 5 5 + 5 2 3 C 4 C 5 ) 
«K = 0 . 
En este caso, al igual que en el ejemplo de la sección anterior, se asume que todo el 
estado está disponible para medición, tal como sucede con el robot real. Por lo tanto no se 
aplicará el observador y solo se efectuarán los cálculos necesarios para encontrar el 
controlador. 
Resolviendo la ecuación (4.5.9) correspondiente, resulta que la matriz de ganancias del 
controlador, de dimensión 12 X 12, es una matriz diagonal a bloques formada por 6 bloques 
muy sencillos de dimensión 2 X 2 que son independientes entre sí, mientras que el resto de los 
elementos es cero. 
Este resultado se debe a la forma particular que tiene el modelo del sistema mecánico al 
ser llevado a su representación en variables de estado. Entonces, la matriz de ganancias del 
controlador para un sistema mecánico obtenido a partir de las ecuaciones de Lagrange, se 
puede obtener, en forma general, como una matriz formada por bloques diagonales de 
dimensión 2 X 2 , cada bloque correspondiendo a las variables de estado de una articulación, 
como se muestra a continuación; 
0 0 
0 o 
/ \ / 
2_ 
V c J 
c \ 
-1 
\ 'C J 
# \ c J 
En las gráficas de simulaciones que se muestran a continuación, se multiplicaron las 
matrices de inercias, Coriolis y gravedad, por un factor de 0.9, con el fin de introducir una 
variación paramétrica en el modelo usado para calcular el control linealizante. 
El sistema se simuló usando el paquete Simulink™, con un valor de 9C - 30 para todos 
los bloques. Las articulaciones 1 y 2 tienen una trayectoria de referencia senoidal, la 
articulación 3 tiene una referencia constante de 1, mientras que las articulaciones 4 y 5, tienen 
una referencia cero pero con una condición inicial distinta de cero, igual que las articulaciones 
1 y 2, esto es, el vector de posiciones iniciales es q^ =• [1.5 1 0 .05 - . 0 5 .075] . En las 
gráficas de seguimiento de trayectoria y error de seguimiento de trayectoria, la escala vertical 
está en radianes y la escala horizontal esta en segundos. En las gráficas de seguimiento de 
velocidad, la escala vertical está en radianes/segundo y la escala horizontal esta en segundos. 
Gráficas de posiciones de referencia y posiciones de las articulaciones. 
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Figura 5.3.1.- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
seguida por la articulación 1, a la trayectoria real se le dió una condición inicial de 1.5. 
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Figura 5,3.2.- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
seguida por la articulación 2, a la trayectoria real se le dió una condición inicial de 1. 
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Figura 5.3.3.- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
seguida por la articulación 3, la condición inicial para la trayectoria real en este caso fué cero. 
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Figura 5.3.4.- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
seguida por la articulación 4. 
seguida por la articulación 5. 
Figura 5.3 .6 - Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
seguida por la articulación 6. 
Gráficas de error en el seguimiento de las trayectorias de referencia. 
Figura 5 .3 .7.- Error en el seguimiento de la trayectoria para la articulación 1. 
Figura 5.3.8 - Error en el seguimiento de la trayectoria para la articulación 2. 
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Figura 5.3.10.- Error de seguimiento de trayectoria para la articulación 4. 
-0.01 -
—o.02 -
— 0.03 -
-0 .04 
— O.OS 0.2 0.4 0.6 o.a 1.2 1.4 1 .e 1 .a 
Figura 5.3.11- Error de seguimiento de trayectoria para la articulación 5. 
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Gráficas de velocidades de referencia y velocidades de las articulaciones. 
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Figura 5.3.13.- Velocidad de referencia (trazo punteado) y velocidad real (trazo continuo) 
para la articulación 1. 
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Figura 5.3.14 - Velocidad de referencia (trazo punteado) y velocidad real (trazo continuo) 
para la articulación 2. 
Figura 5 .3 .15 - Velocidad de referencia (trazo punteado) y velocidad real (trazo continuo) de 
la articulación 3. 
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Figura 5.3.16 - Velocidad de referencia (trazo punteado) y velocidad real (trazo continuo) 
para la articulación 4. 
Figura 5.3 .17.- Velocidad de referencia (trazo punteado) y velocidad real (trazo continuo) de 
la articulación 5. 
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Figura 5.3.18 - Velocidad de referencia (trazo punteado) y velocidad real (trazo continuo) 
para la articulación 6. 
5.4. COMPARACION DE RESULTADOS CON OTROS ALGORITMOS DE 
CONTROL. 
En el siguiente ejemplo se compara el desempeño del algoritmo de control propuesto por 
Berghuis-Nijmeijer en [22] con el del algoritmo propuesto en este trabajo. En ambos casos se 
supone que solo puede medirse la posición de las articulaciones, de modo que se requiere la 
construcción de un observador de estado para estimar la velocidad. El modelo de robot es el 
siguiente: 
( 9.77 + 2.02 cos(#2 ) 1-26 +1.01 cos(?2 
M (-q ) = [ i.26 + 1.01cos(?2) 1 1 2 ) 
C(q,q) = 
G(q) = 9.8 
I0lq2 sm(q2)[2qi+^2Ï 
l O l q 2 s in(g 2 ) 
f 8.1 sin ) +1.13 sin (tf ! + #2 y 
1.13sin(?i+?2) 
De la misma forma en la sección 5.2, diseñamos un control linealizante y un control lineal 
para seguir las trayectorias deseadas, que de hecho resultan ser de la misma forma, es decir: 
u = M(q)[qd + v] •+ C(q,q)q + g{q) 
donde: 
v - -BTS~le + y{p 
A continuación se muestran los resultados de simulación obtenidos asumiendo un error 
del 20% en los parámetros finales del modelo, y usando un valor de 9C\ - 25 para el 
controlador de la articulación 1, 0c 2 = 3 0 P a r a controlador de la articulación 2, y un valor 
de 0o\ = So 2 = 79. Estos valores dan por resultado matrices de ganancia de control y 
observación con elementos similares a los que se utilizan en las matrices de control para el 
algoritmo de Berguis-Nijmeijer. Las gráficas de trayectorias y errores de seguimiento tienen 
una escala vertical en radianes, mientras que en las gráficas de torque la escala vertical está en 
Newtons-metro, en todas las gráficas la escala horizontal está en segundos. 
Resultados del algoritmo propuesto: 
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Figura 5 .4.1- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
con un estado inicial de 0.1 para la articulación 1. 
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Figura 5.4.2.- Error de seguimiento de posición para la articulación 1. 
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Figura 5.4.3.- Torque aplicado a la articulación 1. 
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Figura 5.4.4 - Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
con un estado inicial de 0.3 para la articulación 2. 
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Figura 5.4.5 - Error de seguimiento de posición para la articulación 2. 
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Figura 5.4.6.- Torque aplicado a la articulación 2. 
A continuación se muestran las respuestas obtenidas en la simulación del mismo modelo, 
bajo las mismas condiciones e incertidumbres afectando la planta, pero utilizando el control y 
el observador propuestos por Berghuis-Nijmeijer en [22]. 
Resultados del algoritmo Berghuis-Nijmeijer: 
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Figura 5.4.7.- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
con un estado inicial de 0.1 para la articulación 1. 
Figura 5.4.8,- Error de seguimiento de posición para la articulación 1. 
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Figura 5.4.9 - Torque aplicado a la articulación 1. 
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Figura 5.4.10.- Trayectoria de referencia (trazo punteado) y trayectoria real (trazo continuo) 
con un estado inicial de 0.3 para la articulación 2. 
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Figura 5.4.11.- Error de seguimiento de posición para la articulación 2. 
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Figura 5 .4.12 - Torque aplicado a la articulación 2. 
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r i I— r - r —i 
; 
Como puede apreciarse en las gráficas, en ambos casos se tiene un error de seguimiento 
muy pequeño, sin embargo, las respuestas obtenidas usando el control de Berghuis-Nijmeijer 
son más suaves, que las obtenidas usando el control propuesto en esta tesis. Por otro lado, las 
respuestas obtenidas con el control de B.-N. presentan una oscilación indeseable de 1.5 ciclos, 
que en el caso de el control que se propone, se reduce a un sobrepaso,es decir 0.5 ciclos. 
5.5. COMPARACION DE DESEMPEÑO EN UN SISTEMA NO LINEAL. 
En esta sección se muestra un sistema no lineal sencillo en el cual se resuelve el problema 
de estabilización asintotica exacta a cero, en lugar de seguimiento aproximado de trayectorias, 
usando el observador y el controlador que se propone en esta tesis. En el sistema, tal como 
aparece en [10], se asume que solo el estado 1 es medible mientras que el estado 2 debe ser 
estimado por un observador. 
El modelo del sistema no lineal del artículo de Esfandiari-Khalil [10] es el siguiente: 
=x2 
x2 = 2(i + y)x^ +U 
y = x 1 
Se asume que el sistema es completamente linealizable, y se supone el parámetro y 
desconocido pero con \y\ < 0.4 como cota. 
Control propuesto en el artículo de Esfandiari-Khalil [10]. 
El observador que se propone en [10] es el siguiente: 
con: 
tj(W) = 
w 
IMI 
2 w 
si MI > — 11 11 2 
si M < — 1. 11 2 
y el control que se aplica es: 
u = -2X\ - xi - X2 - 0. l(l + 6|x|) qixx + 2X2 ) 
Cabe mencionar que este control genera ruido debido a la conmutación de los valores de 
7], es decir, debido a que no es un control continuo. 
Control propuesto. 
Se incluye el siguiente observador: 
¿ = Ax + Bu - S~lCT(Cx - y) 
y la ley de control que se propone es, como ya se ha visto: 
ui = - 2 í | 
uc = -BTS~lx  c 
u = ui + uc = -2XJ ~ 0c(&c +2X2 ) 
Los valores para las ganancias del observador y del controlador fueron 9C = 1.1 y 
0o = 25 respectivamente, para obtener ganancias equivalentes en ambos controles. 
En el control de Esfandiari-Khalil se usaron | ^ | < 0 . 4 , s = 0.04 ~ = 625. Las 
O 
gráficas de simulaciones se obtuvieron para las mismas condiciones iniciales, en ambos casos 
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Figura 5.5.1- Salida del sistema obtenida por el control propuesto (en trazo continuo), y 
salida obtenida por el control de Esfandiari-Khalil (en trazo punteado). 
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Figura 5.5 .2 - Estado 2 obtenido para el control propuesto (continuo) y para el control de K. 
E. (punteado). 
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Figura 5.5.3.- Estado 1 estimado con el observador propuesto (trazo continuo) y con el 
observador de K.-E. (trazo punteado). 
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Figura 5.5.4.- Estado 2 estimado con el observador propuesto (trazo continuo) y con el 
observador de K.-E. (trazo punteado). 
x10-3 
—— —I — 
JA I 
1— — \ l — — ! — — r~ — 
/\i /Mi 
1 V 
i \ h 
i V 
1 i V 
r \ \ 
i \ 
* \ 
^ X 
\ \ 
i \ 
: \ 
: \ 
; \ 
\ 
i 
i 
y 
/ 
/ 
/ y 
• i i 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Figura 5.5.5 - Error de observación del estado 1 con el observador propuesto (continuo) y 
con el observador de K.-H. (punteado). 
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Figura 5.5.6.- Error de observación del estado 2 con el observador propuesto (continuo) y 
con el observador de K.-H. (punteado). 
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CAPITULO B 
CONCLUSIONES Y RECOMENDACIONES 
6.1. CONCLUSIONES. 
En esta tésis se propone una solución al problema de seguimiento de trayectorias, en una 
clase de sistemas no lineales con incertidumbres, cuando estas últimas satisfacen la "condición 
de acoplamiento" y están acotadas. Además, se presentan las condiciones necesarias y 
suficientes para garantizar la estabilidad del sistema controlado con la ley propuesta. 
La clase de sistemas que se consideran, son completamente linealizables cuando se 
conoce con exactitud el modelo de la planta. 
La solución que se propone, está compuesta por una ley de control y un observador no 
lineales, cuyos algoritmos dependen, en el caso SISO, de un solo parámetro cada uno. El 
resultado de aplicar estos algoritmos para el control de un proceso no lineal de la clase 
considerada, es robusto en presencia de las incertidumbres, al menos en el sentido de 
acotamiento final uniforme del error de seguimiento. 
Las matrices de ganancias del controlador y del observador, son calculadas 
independientemente una de la otra, como la solución de una ecuación matricial algebraica. 
Estas matrices de ganancia pueden ser fácilmente ajustadas precisamente por que dependen de 
un solo parámetro de diseño cada una. 
La aportación de este trabajo radica tanto en la robustez, como en la sencillez de la ley 
de control que se propone, puesto que resulta muy fácil efectuar ajustes en linea variando el 
valor de su único parámetro de diseño. 
Los resultados obtenidos se aplicaron a diferentes modelos de robots, y a un sistema no 
lineal sencillo. La simplicidad por una parte, y la robustez ante incertidumbres por la otra, 
mostraron sus beneficios en las simulaciones que se implementaron. 
6.2. RECOMENDACIONES Y TRABAJOS FUTUROS 
Como se puede pensar, por el énfasis que en ello se ha hecho, la clase de sistemas no 
lineales a los que pueden aplicarse las técnicas de control aquí presentadas, está aún muy 
restringida. Existen otras clases de sistemas no lineales, en los que, a diferencia de los sistemas 
que se consideraron en el capítulo 5, las incertidumbres que se presentan no satisfacen la 
"condición de acoplamiento". 
Como trabajos futuros, se puede investigar la aplicación de esta clase de controles a 
sistemas que, al ser linealizados, las incertidumbres que se tenían en el modelo resultan no 
estar acopladas. También se puede considerar, el extender esta ley de control a la clase de 
sistemas en los que existe una dinámica cero en el modelo de la planta, y estudiarse el efecto 
de esta dinámica interna en el seguimiento de trayectorias. 
Por otra parte, puede estudiarse la aplicación de esta ley de control a otro tipo de 
sistemas, que no sean linealizables, pero en los que las no linealidades pueden ser "agrupadas" 
en una serie de términos, de manera que se tenga una parte de control lineal donde intervenga 
el control aquí presentado, más una parte de control no lineal utilizando una técnica distinta. 
Se puede considerar el análisis de esta sencilla ley de control en combinación con algunas 
otras técnicas, como puede ser el control adaptable, o técnicas de rediseño de Lyapunov con 
histéresis en la conmutación de las leyes de control. 
Apéndice 
RESULTADOS PE GEOMETRIA DIFERENCIAL | 
A.l. PROPIEDADES DE LA DERIVADA Y EL PRODUCTO DE LIE. 
Las propiedades de las operaciones definidas en el capítulo 2, pueden resumirse en las 
siguientes ecuaciones: 
LfdX(x) - dLfX{x) 
£ [ f , g ~ = LfLgA(x) - LgLfX(x) 
A.2. DIMENSIONES DEL CONJUNTO LOCALMENTE ALCANZABLE. 
Para determinar las dimensiones del conjunto de puntos localmente alcanzables, en un 
sistema descrito por (2.2.1) se debe encontrar, si existe, la mínima distribución que cumple 
con las propiedades (a), (b) y (c) de la sección 2.7, para lograrlo se utilizan a los siguientes 
lemas. 
Lema A.2.I [8], Sea A una distribución suave y u n conjunto de campos 
vectoriales dados. La familia de todas las distribuciones que son invariantes bajo r q } y 
que contienen a A, tiene un elemento minimal que es una distribución suave. 
Definición La distribución más pequeña que contiene a A y que es invariante bajo los campos 
vectoriales {tí , . . . , r ^ ] se denotará por el símbolo 
Dada una distribución A y un conjunto {zj,. . . ,Tq] de campos vectoriales, definimos la 
secuencia no decreciente de distribuciones: 
AQ = A (A.2.1a) 
A ^ A ^ + Z f r ^ A ^ ] (A.2.1b) 
i=l 
esta secuencia de distribuciones tiene la siguiente propiedad: 
Lema A.2.2 [8]. Las distribuciones A¿ generadas con el algoritmo (A.2.1) son tales que: 
A J F C C ^ , . . . , ^ | A ) V k 
Si existe un entero k tal que A¿* = entonces 
La situación práctica más simple en la cual el algoritmo (A.2.1) converge en un número 
finito de pasos es cuando todas las distribuciones de la secuencia son no singulares, en ese 
caso, por construcción se tiene que dim A¿ <dim A¿ + j <n y puede verse que existe un 
entero k* <n tal que - Si las distribuciones son singulares tenemos el siguiente 
resultado débil. 
Lema A.2.3 [8], Existe un subconjunto abierto y denso U de U con la propiedad de que en 
cada punto x GU 
T1,...,TJA) = A„_1{X) (A.2.2) 
Es posible encontrar condiciones bajo las cuales las distribución (A.2.2) es también involutiva. 
Lema A.2.4 [8]. Suponga que A es generada por algunos de los campos vectoriales 
{^1»-"» Tq} Y Que (rl>--> e s n o singular, por lo tanto ^q, . . . , rq\A^ es involutiva. 
Lema A.2.5 [8]. Suponga A es generada por algunos de los campos vectoriales r^} y 
que An„i es no singular. Entonces ^"q,..., es involutiva y obtenemos 
De los lemas anteriores puede verse que si ( j ,g\,...gm 
|span{g!,...gm}) es no singular, 
entonces también es involutiva, y por lo tanto la descomposición (2.6.1) puede ser realizada. 
A.3. CONJUNTO DE PUNTOS LOCALMENTE OBSERVABLE. 
De forma similar a la sección A.2, para determinar las dimensiones del conjunto de 
puntos localmente observables en un sistema no lineal descrito por (2.2.1), se debe encontrar 
la distribución más grande que cumple con las propiedades (a), (b) y (c) de la sección 2.8, esto 
es equivalente a analizar la más pequeña codistribución que satisface las propiedades (i), (ii) y 
(iii), dadas en la misma sección, esto se consigue de la siguiente forma. 
Lema A.3,1 [8], Sea O. una codistribución suave y {rj , . . . , z^} un conjunto de campos 
vectoriales dado. La familia de todas las codistribuciones las cuales son invariantes bajo 
{ tí ,..., rq } y que contienen a Q, tiene un elemento minimal, que es una codistribución suave. 
Dada una codistribución O y {tí, . . . , t q j podemos considerar la versión dual de (A.2.1) 
X (A. 3.1) 
i~ 1 
Lema A.3.2 [8]. Las codistribuciones generadas por el algoritmo (A.3.1) son tales que 
para toda k, si existe un entero k* tal que = Q^* entonces 
* 
Lema A.3.3 ,[8]. Existe un subconjunto abierto y denso U de U con la propiedad de que 
para cada punto x e U 
(ri,...,Tq\n)(x) = Qn_l{x) 
Lema A.3.4,[8]. Suponga es generado por el conjunto de campos covectoriales exactos: 
dXw..,dXs (A. 3.2) 
entonces existe un subconjunto abierto y denso U áeU con la siguiente propiedad: para cada 
XQ GU existe una vecindad abierta UQ y d campos covectoriales exactos (con 
Dim((zi , . . . , ^(n^jco)) = d), co\,...,<x)d los cuales tienen la forma co, = dLVr..LViXj donde 
r<n-1 y puede depender de i, y los v/s son campos vectoriales del conjunto .., y Xj 
es una función del conjunto { Á h . . . , / l s } tal que ^ q , . . . , ^ l í ^ O O ^ s p a n í f t ^ x ) , . . . , « ^ * ) } 
para toda x GUQ. 
Lema A.3.5 [8], Suponga que D. es generado por el conjunto (A.3.2) de campos 
covectoriales exactos y que es no singular. Entonces ( t j , . . . , es 
involutiva. 
Lema A.3.6 [8]. Suponga Q es generado por el conjunto (A.3.2) de campos covectoriales 
exactos y es no singular. Entonces r¡,. . . , Tg\Qj es involutiva y ,..., Tg\Otj = £ l n - \ . 
En el estudio de la interacción estado-salida para un sistema de control de la forma 
(2.2.1) se considera la distribución 
span{ dhh...,dhpfj 
invariante bajo f,g\,...,gm y que está contenida en Q = (span{í%,.. . ,£#^]j . Si esta 
distribución es no singular, entonces de acuerdo al lema A 3.6 es también involutiva. Esta 
distribución es usada para encontrar una descomposición de la forma (2.6.2). 
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