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Abstract
In vol. 32 of this Journal, G.E. Collins reported on extensive calculations supporting his conjecture that
the exponent 1−n in the well-known Mahler–Mignotte bound for the root separation of squarefree integral
polynomials of degree n might be replaceable with −n/2. This paper exhibits infinite sequences of cubic
polynomials with ‘true’ exponent −2, thus disproving that conjecture for degree n = 3, and extends this to
analogous bounds for close root triplets of quartic polynomials.
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
For any squarefree A(x) = an · xn + · · · + a0 ∈ C[x] of degree n ≥ 2 with roots z1, . . . , zn ,
its root separation sep(A) = min i< j |z j − zi | can be bounded away from zero, depending on
the size of A and of its (nonzero) discriminant
D(A) = a2n−2n
∏
i< j
(z j − zi )2,
√|D(A)| = |an|n−1 ∏
i< j
|z j − zi |. (1)
Measuring the size of A by its multiplicative mean modulus, given as
M(A) = exp
(
1
2pi
∫ 2pi
0
ln |A(eit )| dt
)
= |an| ·
∏
j
max(1, |z j |), (2)
and using Hadamard’s inequality, Mahler (1964) proved the estimate
sep(A) >
√|D(A)| · √3/(nn/2+1M(A)n−1) (3)
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as such a lower bound. For practical applications, M(A) may herein be replaced by the
Euclidean norm ||A|| ≥ M(A), where this latter inequality is easily obtained as M(A)2 ≤
1
2pi
∫ 2pi
0 |A(eit )|2dt = ||A||2 by applying the inequality of the geometric and arithmetic mean
to (2); for a different kind of proof, we refer to Mignotte (1982), Theorem 3, or to Theorem 6.31
in Von zur Gathen and Gerhard (1999). When applied to (squarefree) integral polynomials
A(x) ∈ Z[x], that lower bound resulting from (3) is then usually combined with the obvious
estimate |D(A)| ≥ 1.
In a recent paper, Collins (2001) addresses the question of tightness of these estimates, how
closely they might reflect the true minimum behavior of sep(A) for given degree n and bounded
size of A. More specifically, he considers integral polynomials of norm |A| = max j |a j | = d
with the related functions
M(n, d) = min{realsep(A) : A irreducible ∧ deg(A) = n ∧ |A| = d },
where “realsep” denotes the minimum separation restricted to pairs of real roots, or C(n, d) with
‘sep’ in place of ‘realsep’, moreover also M ′(n, d) for reducible A’s. Reporting on extensive
calculations and based on corresponding heuristics, he then conjectures M(n, d) > n−n/4d−n/2,
which is considerably bigger than (3), and similar behavior of M ′(n, d) and C(n, d) for n = 3, 4.
To show a minimum decrease of M(n, d), certain families of irreducible integral polynomials
with small root separation are known, like the Mignotte polynomials A(x) = xn−2(cx−1)2 for
c, n ≥ 3 with sep(A) < 2/c1+n/2 (Mignotte, 1982), but related to d = |A| = 2c2, that gives a
decrease of order d−n/4−1/2 only. Switching to the reducible case, we can do slightly better by
the following simple modification of these examples to show M ′(n, d) ≤ d−n/2 at least, so for
d = c2: with any integer c ≥ n ≥ 4, all roots of the polynomial
A(x) = (cx − 1)(xn−1 + cx − 1) = c · xn − xn−1 + c2 · x2 − 2c · x + 1 (4)
of norm d = c2 are simple, including z = 1/c and another real root z′ a bit greater than
1/c − 1/cn , thus sep(A) < 1/cn = d−n/2, rather close to Collins’ conjecture. More recently,
Bugeaud and Mignotte (2004) have also presented families of irreducible examples having
separation values of this order d−n/2.
To gain more insight into this fascinating problem, especially for degree n = 3, we have
carried out an extensive computer search for cubic (squarefree) polynomials A ∈ Z[x] with
small discriminant, have computed their roots, sep(A), and tested them for irreducibility. As the
resulting data show, the great majority of these A’s does indeed satisfy sep(A) · |A|3/2 > 0.4387,
in conformance with the special conjecture M(3, d) > 3−3/4/d3/2. Now and then, however,
sporadic counterexamples occur which eventually have led us to a clue how to settle the problem
theoretically. In the next section we shall show that M(3, d) < 7/d2 for infinitely many values
of d , as well as C(3, d) < 4.8/d2 and M ′(3, d) < 1.2/d2 infinitely often, thereby disproving
those conjectures for the cubic case.
At present we do not see how to modify the method of Section 2 to obtain analogous results
on root separation for higher degree n > 3, while there is a direct generalization to quartic
polynomials that turns out to be suited for proving the sharpness of another similar bound on the
minimum size of root triplets for that particular degree, cf. also Corollary (i) of Proposition 4.11
in Mignotte (1992). Precise definitions and more details on that will follow in Sections 3
and 4.
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2. Cubic polynomials with small root separation
For cubic squarefree polynomials A(x) = a3 · x3 + · · · + a0 ∈ C[x], we can improve the
lower bound (3) with its 9·M(A)2 in the denominator to
sep(A) >
√|D(A)|/(4 · M(A)2), and that is best possible ! (5)
Proof. With sep(A) = |z3 − z2|, say, this > follows from (1) by estimating√|D(A)| = |a3|2 · sep(A) · |z3 − z1| · |z2 − z1|
≤ sep(A) · |a3|2 · (|z3| + |z1|) · (|z2| + |z1|) ≤ sep(A) · 4 · M(A)2,
as (2) yields |a3|2 · |zi | · |z j | ≤ M(A)2 for all pairs i, j , and not all of the ≤ in this estimation
can become ‘equal’, since that would imply |z j | = 1 for all j and z1 − z3 = 2z1 = z1 − z2,
whereas the roots of any squarefree A must be distinct. To prove the optimality of that factor 4
in the denominator of (5), even if this is restricted to integral polynomials, we pick some large
m ∈ N and consider the polynomial A(x) = m(x2 − 1)(x − 1 + 1/m) with leading coefficient
m and the roots −1, 1, and 1 − 1/m, then satisfying M(A) = m, D(A) = (4m − 2)2, and
sep(A) = 1/m. 
In order to construct integral polynomials with really small root separation, it is in view of (5)
decisive to find polynomials of large size still having small discriminants. We shall do so by
recursively applying discriminant preserving transformations to generate infinite sequences of
cubic polynomials Ak ∈ Z[x] with decreasing values of sep(Ak). One of these transformations
is reversion A 7→ A∗ of the coefficient tuple, for n-th degree polynomials defined by A∗(x) =
xnA(1/x).
Lemma 1. Polynomials A(x) = an · xn + · · · + a0 ∈ C[x] of degree n ≥ 2 and with a0 6= 0
satisfy M(A∗) = M(A) and D(A∗) = D(A).
Proof. Invariance of the measure M(A) under reversion readily follows from its integral
representation in (2). For the discriminant, note that the roots z j of A induce the roots 1/z j
of A∗ and use (1) combined with a20 = a2n · z21 · · · z2n . 
Other transformations that we shall use are Taylor shifts A 7→ Tq A defined by (Tq A)(x) =
A(x − q), here to be applied with positive integers q, to increase all roots of A by such q.
Obviously these Tq : Z[x] → Z[x] satisfy D(Tq A) = D(A). In the sequel we combine these two
kinds of transformations to so-called SR steps (for “shift-reverse”), applicable to any A ∈ Z[x]
with one “leftmost” negative real root −z /∈ Z, while all other roots of A shall have real part
> −q , where
q := bzc followed by SR(A) := (Tq A)∗ (6)
defines the precise meaning of this SR transform. Here we shall usually have z > 1, setting
z = q + 1/z′ yields −z′ < −1 as the new negative root of SR(A), and we obtain Re w > 0 for
all other roots w of SR(A).
Theorem 2. Starting from a cubic integral polynomial A0 that has one irrational negative real
root −z < −1 and two roots u, v in the right half-plane, the iteration obtained by applying the
SR transform (6) recursively generates a sequence of cubic A1, A2, . . . ∈ Z[x] all with the same
discriminant ∆ = D(A0) and satisfying
sep(Ak+1) < sep(Ak) <
√|∆|/(M(Ak)2) for all k > 0. (7)
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Proof. Since z is assumed to be irrational, its regular continued fraction is infinite, and its partial
quotients qk specify the shifts of the successive SR steps Ak 7→ Ak+1. Note that either A0 is
irreducible (and so will then be all other Ak) or it has one irreducible factor of degree two plus
one rational root, whence in any case u 6= v. By suitably numbering the roots uk, vk of Ak in the
right half-plane, we have
uk+1 = 1uk + qk , vk+1 =
1
vk + qk , uk+1 − vk+1 =
vk − uk
(uk + qk)(vk + qk) ,
with qk ≥ 1 therefore |uk |, |vk |, |uk − vk | < 1 for all k > 0, whence also sep(Ak) = |uk − vk |
and the first part of (7). If ck denotes the leading coefficient of Ak and −zk its negative root, then
M(Ak) = |ck | · zk , so (1) yields√|∆| = c2k · |uk + zk | · |vk + zk | · |uk− vk | > c2k · z2k · sep(Ak) = M(Ak)2 · sep(Ak),
which implies the second part of (7). In view of the lower bound (5), these Ak are minimal up to
a factor <4, but now with a fixed discriminant value! 
Things become a bit more elaborate if we want to supplement (7) with similar estimates
measuring the size of the Ak by their max norm |Ak |. Staying with the notations of the previous
proof, we can read off the coefficients of Ak from
Ak(x) = ck(x + zk)(x − uk)(x − vk)
= ckx3 + ck(zk − uk − vk)x2 − ck(zk(uk+ vk)− ukvk)x + ckzk · ukvk .
With |uk |, |vk | < 1 < zk and M(Ak) = |ck | · zk , therefore three of these coefficients have
modulus < M(Ak), and always |A′k(0)| < 2 · M(Ak). Accordingly (7) implies sep(Ak) <
|∆|1/2 ·4/|Ak |2 for all k > 0, but often that extra factor 4 will not be needed, due to the following
fact.
Lemma 3. If the SR iteration of Theorem 2 yields zk > 2, then |Ak+1| < M(Ak+1), else zk < 2
implies sep(Ak) <
√|∆|/|Ak |2 directly.
Proof. In case of qk = bzkc ≥ 2, both |uk+1| and |vk+1| are <1/2, whence also |A′k+1(0)| <
M(Ak+1). For the ‘else’ part there remains to discuss the case |Ak | = |A′k(0)| > M(Ak) =
|ck | · zk . Then one can show that zk < 2 implies |uk + zk | · |vk + zk | > (zk(uk + vk)− ukvk)2,
which suffices to proceed as in the proof of (7). This inequality is fairly easy for uk =
r + it, vk = r − it lying in the unit circle; for positive real uk, vk < 1 one can exploit that
f (u, v, z) = (u + z)(v + z)/(z(u + v) − uv)2 is decreasing in z for z ≤ 2, and f (u, v, 2) is
decreasing for u, v ≤ 1 down to f (1, 1, 2) = 1. 
Now we are prepared to apply Theorem 2 to three examples that will serve to exhibit our
special estimates for the functions M ′(3, d),M(3, d),C(3, d) for particular infinite sequences
of d’s as mentioned in the Introduction.
Example 1. First we consider the reducible case, choosing z as the golden ratio z =
(
√
5+ 1)/2 = 1.61803 . . . so that qk = 1 for all k. The minimal polynomial of −z is x2 + x − 1
(with the other root u = z − 1 = 0.61803 . . .), and in order to add v0 = 1 as third root we thus
choose the start polynomial A0(x) = (x2 + x − 1)(x − 1) = x3 − 2x + 1 with discriminant
∆ = 5. The two roots −z = 1/(1 − z) and u = 1/(1 + u) are invariant under the SR
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Table 1
Coefficients and roots of A0, . . . , A5 from Example 2
k a3 a2 a1 a0 −zk ≈ uk ≈ vk ≈
0 1 −1 −2 1 −1.2469796 0.4450419 1.8019377
1 1 3 −4 1 −4.0489173 0.6920215 0.3568959
2 1 20 −9 1 −20.4426490 0.2131278 0.2295212
3 181 391 −40 1 −2.2591265 0.0494728 0.0494327
4 197 568 −695 181 −3.8591190 0.4879304 0.4879399
5 2059 1216 −1205 197 −1.1639831 0.2867030 0.2867022
iteration of Theorem 2, and the Ak can be represented in closed form: By means of the recursion
Fk+2 = Fk+1 + Fk of the Fibonacci numbers one easily verifies that
Ak(x) = Fk+2 · x3 + Fk · x2 − Fk+3 · x + Fk+1 (8)
= (Fk+2 · x − Fk+1)(x2 + x − 1),
so we obtain sep(Ak) = |u − vk | = |u − Fk+1/Fk+2| ≈
√
5/z2k+4 as well-known quantities
from diophantine approximation of the golden ratio. Moreover, using |Ak | = Fk+3 ≈
√
5/zk+3
and working out further details, we eventually find the limit sep(Ak) · |Ak |2 → 0.5+ 0.3
√
5 =
1.170820 . . ., where its convergence guarantees that the corresponding Collins function M ′(n, d)
will satisfy M ′(3, d) < 1.2/d2 for all Fibonacci numbers d = Fk > 8.
A very similar example is, by the way, obtained by choosing the start polynomial A0(x) =
(x2 − 2)(x − 1) = x3 − x2 − 2x + 2 with discriminant ∆ = 8.
Example 2. For M(3, d) concerning ‘realsep’ of irreducible cubic polynomials we start from
A0(x) = x3 − x2 − 2 · x + 1 with discriminant ∆ = 49 and
−z0 = −1.246979603 . . . , u0 = 0.445041867 . . . , v0 = 1.801937735 . . .
as the initial roots. Here the SR iteration yields successive polynomials Ak in a rather irregular
pattern, as displayed in Table 1. Especially impressive is that big value q2 = 20, causing an A3
of much larger size.
For d = |Ak |, Lemma 3 implies the estimate M(3, d) ≤ sep(Ak) < 7/d2 whenever
qk−1 > 1 or qk = 1, thus infinitely often, and sometimes even smaller separation values occur,
like sep(A5) < 0.8 × 10−6 < 3.4/|A5|2 from the last line—rather close to the lower bound
sep(A5) > 0.3× 10−6, with M(A5)= 2396.64 resulting from (5).
Example 3. With the other type of irreducible cubic polynomials, having negative discriminant,
small root separation will typically occur between the two conjugate complex roots u, v = r± it .
We obtain a sequence of such Ak by applying Theorem 2 to A0(x) = x3−x+1 with discriminant
∆ = −23 and the initial roots as in the first line of Table 2.
Again q2 = 12 happens to be particularly big, causing the extra large decrease of
sep(A3) < sep(A2)/150. The next step with |A4| < |A3| and M(A4) < M(A3) shows that
monotonicity in size is not guaranteed. Here Lemma 3 yields C(3, d) <
√
23/|Ak |2 < 4.8/d2
with d = |Ak | for an infinite sequence of d’s, and again even smaller separation values may
occur, as for instance sep(A4) < 0.000165 < 2.3/|A4|2, also here (with M(A4) ≈ 99.4) rather
close to the lower bound sep(A4) > 0.000121 from (5).
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Table 2
Coefficients and roots of A0, . . . , A5 from Example 3, now also showing the separation values sep(Ak ) = 2 · |Im uk |
k a3 a2 a1 a0 −zk ≈ uk , vk ≈
0 1 0 −1 1 −1.3247180 0.6623590 ± 0.5622795 · i
1 1 2 −3 1 −3.0795956 0.5397978 ± 0.1825823 · i
2 1 12 −7 1 −12.5635048 0.2817524 ± 0.0145327 · i
3 85 137 −24 1 −1.7746077 0.0814215 ± 0.0000963 · i
4 77 −43 −118 85 −1.2909761 0.9247088 ± 0.0000824 · i
5 83 199 −274 77 −3.4367086 0.5195591 ± 0.0000222 · i
Similar examples of such irreducible sequences can of course be obtained for other
discriminants, for instance starting from A(x) = x3 − 3x + 1 with ∆ = 81, or from A(x) =
x3+ x2+ 1 with∆= −31, and so forth, which may possibly help to gain additional information
about the relative frequencies of cubic polynomials with small root separation.
3. Minimum root cluster size bounds
There is an obvious way to generalize that method of SR transforms to polynomials of higher
degree n > 3, as before being geared by the continued fraction expansion of one irreducible
negative root. However, instead of producing isolated small root separation pairs, that will then
gather all the other n − 1 roots in clusters of smaller and smaller size, with n = 4 for instance
generating small triplets of roots. So this generalization appears to be unsuited for higher degree
polynomial root separation problems, but we can make a virtue of necessity and look for similar
problems, where this generalization may prove useful. This leads us to the following
Definition 1. For any n-th degree polynomial A(x) = an ·∏nj=1(x− z j ) ∈ C[x] and n ≥ k ≥ 2,
let k-cls(A) denote its “k-th minimum root cluster size”, defined as
k-cls(A) = min{δ : ∃ ν1 < · · · < νk ≤ n : |zνi− zν j | ≤ δ for all i < j ≤ k},
that is the minimum diameter of any k-subsequence of the roots of A.
Apparently we have 2-cls(A) = sep(A), and 3-cls(A) is the minimum size of root triplets of
A, now to be studied more closely. First we shall prove a general lower bound for 3-cls(A), quite
analogous to (3), and in Section 4 then finally show its sharpness for degree n = 4, by applying
SR transforms to quartic polynomials.
Theorem 4. For any squarefree complex polynomial A(x) of degree n ≥ 3 with discriminant
D(A), its minimum root triplet size satisfies
3-cls(A) >
6
√
60 · |D(A)|1/6
nn/6(n − 1)M(A)(n−1)/3 . (9)
Proof. Similar to the proof of (3), with leading coefficient an of A, we have
|D(A)|1/2 = |an−1n | ·
∏
i< j
|z j − zi |
= |an−1n | · | det(zki : 1 ≤ i ≤ n, k = 0, . . . , n −1)|,
where the roots z1, . . . , zn of A shall be numbered such that z1, z2, z3 form a root triplet of
minimal diameter, with |z1| ≥ |z2| ≥ |z3|. Subtracting the third row R3 of this determinant from
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its first and second row and extracting the factors (z1− z3) and (z2− z3) from these, we get new
rows R j = (0, 1, z j + z3, z2j + z j z3 + z23, . . .) for j = 1, 2, then subtraction of R2 from R1 and
extracting the further factor (z1 − z2) yields the new first row R′1= (0, 0, 1, z1 + z2 + z3, z21 +
z1z2 + z22 + (z1 + z2)z3 + z23, . . .). Furthermore, in order to reduce to terms bounded by one,
we finally extract the factor zn−1j from the j-th row iff |z j | > 1, which amounts to entries now
bounded by (0, 0, 1, 3, 6, . . .) in the first row, by (0, 1, 2, 3, . . .) in the second row, and by one
in all other rows. With
∑
k<n k
2 < n2(n − 1)/3,∑k<n k2(k − 1)2/4 < (n − 1)5/20, applying
Hadamard’s inequality and observing (2) thus leads to
|D(A)|1/2 < M(A)n−1 · |z1 − z3| · |z2 − z3| · |z1 − z2| · nn/2(n − 1)3/
√
60
≤ M(A)n−1 · (3-cls(A))3 · nn/2(n − 1)3/√60,
and from that (9) follows by taking cube roots. 
Relative to the size of D(A), this bound is sharp up to a constant factor < 6.4, since
A(x) = xn − 1, for example, has discriminant nn and (many) root triplets of diameter
2 · sin(2pi/n) < 4pi/n. The same holds, by the way, for a very similar bound for “rcsep(A)”
concerning real polynomials A, defined as the minimum distance δ between a real root z1 and
any complex root z2 of A, because then the conjugate z3 = z2 admits to repeat the previous proof
with |z2 − z3| ≤ 2δ so that (3-cls(A))3 in the final estimate is to be replaced with 2δ3. In this
way we obtain
rcsep(A) >
6
√
15 · |D(A)|1/6
nn/6(n − 1)M(A)(n−1)/3 for squarefree A ∈ R[x]. (10)
Compared with Mignotte’s version of such a bound, given in Mignotte (1992) as Corollary (i) of
his Proposition 4.11 with a factor 22/3−n(n−1)/6 in place of our 6
√
15/nn/(n− 1), that bound (10)
is asymptotically better (as well as numerically for n ≥ 6)— for additional comments on this
see Section 5.
4. Quartic polynomials with close root triplets
For quartic squarefree polynomials A(x) = a4 ·∏4j=1(x − z j ) ∈ C[x], we can improve that
bound (9) to the especially simple lower bound
3-cls(A) > |D(A)|1/6/(2 · M(A)), and that is best possible! (11)
Proof. Let us assume that z1, z2, z3 form a minimum size root triplet of A, which implies
|z1 − z2| · |z1 − z3| · |z2 − z3| ≤ (3-cls(A))3. Then a similar reasoning as in the proof of
(5) applies, now yielding the estimate√|D(A)| ≤ |a4|3 · (3-cls(A))3 · |z4 − z1| · |z4 − z2| · |z4 − z3|
≤ (3-cls(A))3 ·
3∏
j=1
|a4| · (|z4| + |z j |) ≤ (3-cls(A))3 · (2 · M(A))3,
since |a4| · |zi | ≤ M(A) for all i , and again not all of these ≤ can become ‘equal’. Moreover,
optimality of that factor 2 in the denominator of (11) follows from examples like A(x) =
m2(x2 − 1)(x2 − (2− 6/m) · x + (1− 6/m + 12/m2)) ∈ Z[x] considered for large m ∈ N with
leading coefficient m2 and the roots ±1, 1− 3/m ± i · √3/m, thus satisfying M(A) = m2, and
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then the discriminant D(A) = −483 ·m2(m2− 3m+ 3)2 close to −(4m · √3)6 yields |D(A)|1/6
divided by 2 · M(A) = 2m2 close to 2√3/m = 3-cls(A). 
In what follows we shall present sequences of quartic integral polynomials Ak of increasing
size with 3-cls(Ak) and rcsep(Ak) decreasing like 1/M(Ak), which show the optimality of (11)
(and of an analogous bound for rcsep) in a strong sense, up to moderate constant factors. The
theoretical framework for such examples is similar to Theorem 2 for the cubic case and shall be
outlined first.
Theorem 5. Starting from a quartic integral polynomial A0 having one irrational negative real
root −z < −1, another real root y ≥ 0 and two conjugate complex roots u, v = r ± it with
r ≥ 0, the iteration Ak+1 = −SR(Ak) obtained by means of the SR transform (6) generates
a sequence of quartic A1, A2, . . . ∈ Z[x] all with the same discriminant ∆ = D(A0), and
there exist positive constants β, γ (depending on A0 as the proof will show in greater detail)
such that
rcsep(Ak+1) < rcsep(Ak) < β · |∆|1/6/M(Ak) and (12)
3-cls(Ak+1) < 3-cls(Ak) < γ · |∆|1/6/M(Ak) for all k > 0. (13)
Proof. Let A0 have leading coefficient c0 > 0. According to (6), here combined with sign
negation to maintain positive leading coefficients ck for all Ak , the partial quotients qk of the
continued fraction of that irrational number z0 = z specify the shifts of the successive SR steps
Ak 7→ Ak+1 with zk = qk + 1/zk+1 for the negative roots −zk < −1 of Ak , while their other
roots yk, uk, vk originating from y0 = y, u0 = u, v0 = v by the recursion formulae
yk+1 = 1/(yk + qk), uk+1 = 1/(uk + qk), vk+1 = 1/(vk + qk)
all are lying in the right half-plane, of modulus ≤ 1 for k > 0. The differences
yk+1 − uk+1 = uk − yk
(uk + qk)(yk + qk) , vk+1 − uk+1 =
uk − vk
(uk + qk)(vk + qk) (14)
are strictly decreasing in size, in particular also satisfying the initial inequalities |y1 − v1| =
|y1 − u1| ≤ |u0 − y0|/|u0 + y0 + 1| < 1 and |v1 − u1| < 1 in the same way, whence
rcsep(Ak) = |yk − uk | = |yk − vk | and
3-cls(Ak) = max(|yk − uk |, |vk − uk |) for all k > 0, (15)
whence the first part of (12) and of (13), and M(Ak) = ck · zk . For the next step based on (1),
we write |yk − uk | = sk · |vk − uk | and use these size factors sk to “measure the shape” of such
root triplets yk, uk, vk . Then (1) implies√|∆| = c3k · (yk + zk) · |uk + zk | · |vk + zk | · |yk − uk | · |yk − vk | · |vk − uk |
> c3k · z3k · (rcsep(Ak))2 · |vk − uk | = M(Ak)3 · (rcsep(Ak))3/sk,
and that proves (12) with β = sup(s1/3k ), provided the sk remain bounded. In view of (15), the
same proves (13) with γ = supk>0max(s1/3k , s−2/3k ), or simplified to γ = max(β, 1.6), since
vk = uk implies sk ≥ 0.5, whence s−2/3k < 1.6.
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Finally we show that the sk remain bounded by proving their convergence to some limit σ .
Applying the first part of (14) twice (for k+1 and for k) gives
yk+2 − uk+2 = yk − uk
(1+ (uk + qk)qk+1) · (1+ (yk + qk)qk+1) ;
with qk, qk+1 ≥ 1 and |uk + qk | > 1, this denominator has modulus greater than 4, which
guarantees geometric decrease |yk+2 − uk+2| < |yk − uk |/4 at least, based on |y2− u2| <
|y1− u1| < 1 therefore |yk − uk | < 4/2k . To trace the behavior of the factors sk , we now divide
the first part of (14) by its second part and obtain
sk+1 =
∣∣∣∣ yk+1 − uk+1vk+1 − uk+1
∣∣∣∣ = ∣∣∣∣ yk − ukvk − uk
∣∣∣∣ · ∣∣∣∣vk + qkyk + qk
∣∣∣∣ = sk · ∣∣∣∣1+ vk − ykyk + qk
∣∣∣∣ .
Since yk + qk > 1 and |vk − yk | = |yk − uk | < 4/2k , these multipliers sk+1/sk are the factors of
a rapidly converging infinite product, so lim sk= σ does exist. 
This limit of the sk admits, by the way, then to obtain (12) with any β > σ 1/3, simply by
starting from some later Aκ as new A0, and in the same way also (13) with any γ > σ 1/3, if
σ ≥ 1, or any γ > σ−2/3 for σ < 1. Note that always σ ≥ 0.5; our next example will show that
σ = 0.5 can indeed occur.
Example 4. Again we begin with the reducible case, with z as in Example 1 as golden ratio and
zk = z, yk = z − 1, qk = 1 for all k, but here now adding u0, v0 = ±i as further roots of
A0(x) = (x2 + x − 1)(x2 + 1) = x4 + x3 + x − 1 as start polynomial, now with discriminant
∆ = −500. As in (8), also here the Fibonacci numbers with the recursion Fk+2 = Fk+1+Fk and
other well-known properties are the adequate tools to represent the resulting Ak in closed form
Ak(x) = F2k+1 · x4 − F2k−2 · x3 − (F2k+2 + F2k−2) · x2 + F2k+2 · x − F2k−1
and to identify their complex roots as uk, vk= F2k/F2k+1± i/F2k+1. As the convergence of their
real parts to y = yk is much faster (of order 1/F22k+1) than the decrease of |vk − uk | = 2/F2k+1,
this indeed implies σ = 0.5. More precisely one finds sk < 0.5003 for all k ≥ 3, and so, with
close estimates for (0.5003 · √500)1/3 and for 22/3 · 5001/6, (12) and (13) yield the bounds
rcsep(Ak) < 2.24/M(Ak), 3-cls(Ak) < 4.48/M(Ak) for all k ≥ 3. (16)
Similar results with slightly smaller constants are obtained by starting from A0(x) = (x2 + x −
1)(x2−x+1)with initial complex roots u0, v0 = (1±i
√
3)/2 and discriminant∆ = −240. Then
a bit more elaborate computations lead to the explicit representation Ak(x) = (x2+ x −1)Bk(x)
with bk = 2F2k + (−1)k and dk = 4FkFk+1 + (−1)k as coefficients for these quadratic factors
Bk(x) = bk+1 · x2 − dk · x + bk and their roots uk, vk = (dk ± i
√
3)/2bk+1. Combined with
yk = (
√
5 − 1)/2, they yield the limit σ = 2/√15 ≈ 0.5164, whence σ 1/3|∆|1/6 = 2 and
σ−2/3|∆|1/6 < 3.9.
Example 5. Another way to subject a reducible quartic polynomial to Theorem 5 is to choose A0
as the product of a linear factor with an irreducible cubic polynomial of negative discriminant,
like that of our earlier Example 3, multiplied with x − 1. So let us now consider A0(x) =
(x3 − x + 1)(x − 1) = x4 − x3 − x2 + 2x − 1, which has the same discriminant∆ = −23. The
roots −zk, uk, vk of the resulting Ak are as in Example 3, plus rational positive roots yk as given
in Table 3, also showing the values of rcsep(Ak) = |yk − uk |.
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Table 3
Coefficients and the real roots of A0, . . . , A5 from Example 5, plus uk , vk as in Table 2, and showing the values
rcsep(Ak ) = |yk − uk |
k a4 a3 a2 a1 a0 −zk ≈ yk |yk− uk | ≈
0 1 −1 −1 2 −1 −1.3247 1/1 0.6558656
1 2 3 −8 5 −1 −3.0796 1/2 0.1868693
2 7 82 −73 21 −2 −12.5635 2/7 0.0150631
3 7 310 11 187 −3 023 254 −7 −1.7746 7/86 0.0000998
4 7 161 −10 621 −7 276 18 053 −7310 −1.2910 86/93 0.0000854
5 14 857 27 902 −67 553 39 265 −7161 −3.4367 93/179 0.0000230
Here the size factors sk are approaching their limit σ ≈ 0.5181 rather soon, with sk < 0.5183
for k ≥ 1. Computing estimates for (0.5183 · √23)1/3 and 22/3 · 231/6 thus yields
rcsep(Ak) < 1.36/M(Ak), 3-cls(Ak) < 2.68/M(Ak) for all k ≥ 1.
Again one can see that even smaller values do occur; after that big step to A3, for instance,
we have the values M(A4) = 7161 · z4 < 9244.68, whence rcsep(A4) < 0.8/M(A4).
With yk = hk/dk , these root triplets appear to decrease in size like 1/d2k .
Example 6. Finally we turn to the case of irreducible quartics. By dropping the quadratic term
of the A0 of Example 5, we obtain A0(x) = x4 − x3 + 2 · x − 1 as an irreducible polynomial
with discriminant ∆ = −275 and a root distribution well suited for Theorem 5. Table 4 shows
five steps of the SR iteration starting from this A0.
Table 4
Coefficients, roots, and rcsep-values of A0, . . . , A5 from Example 6
k a4 a3 a2 a1 a0 uk , vk ≈
−zk ≈ yk ≈ |yk − uk | ≈
0 1 −1 0 2 −1 0.80901 699± 0.98159 334 · i
−1.15372 138 0.53568 739 1.01893 7960
1 1 5 −9 5 −1 0.42705 098± 0.23172 276 · i
−6.50527 616 0.65117 420 0.32237 6566
2 139 211 −117 19 −1 0.15539 036± 0.00560 249 · i
−1.97911 573 0.15034 939 0.00753 6528
3 209 −330 −84 345 −139 0.86548 800± 0.00419 675 · i
−1.02132 973 0.86930 111 0.00567 0322
4 29 1 313 −2160 1166 −209 0.53605 005± 0.00120 594 · i
−46.88292 147 0.53495 929 0.00162 6054
5 2580 349 2756 166 −184 830 4023 −29 0.02148 872± 0.00000 056 · i
−1.13260 356 0.02148 922 0.00000 0751
Here q4 happens to be very big, causing a much larger A5. The size factors sk converging
to σ ≈ 0.6742 satisfy 0.6726 < sk < 0.6756 for k ≥ 2, thus (12) and (13) with values
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for (0.6756 · √275)1/3 and (√275/0.67262)1/3 imply
rcsep(Ak) < 2.24/M(Ak), 3-cls(Ak) < 3.33/M(Ak) for all k ≥ 2.
Similar estimates, also a bit better than (16), are resulting from the particularly nice example
A0(x) = x4 − x2 − 1 with discriminant −400. Its irreducibility follows for instance by taking it
mod 3, and the roots – denoted as in Theorem 5 – are
−z, y = ∓
√
1
2
√
5+ 12 and u, v = ±i ·
√
1
2
√
5− 12 .
5. Other related work
After first submission of this paper, Maurice Mignotte has kindly pointed out to us several
further items from the literature that are closely related to the bounds and examples presented
above. To begin with, we should mention the example polynomials given at the end of Mignotte
(1995), up to an obvious printing error reading as Q(X) = (aX−1)(Xn−aX+1), thus nearly the
same as in our formula (4), while our opposite choice of signs may be slightly more convenient
for estimating sep(A). Moreover, Theorem 1 of that paper and its Corollary 1 yield estimates
very similar to our lower bound (10).
To our surprise, we have learned that Section 6 of Mignotte and Payafar (1979) already
exhibits the polynomials Pn(X) = (qnX − pn)(X2 − 2), where pn/qn are the canonical rational
approximations from the regular continued fraction [1, 2, 2, . . .] for√2. Whence Pn(x+1) (with
the same root separation sep(Pn)) are just the polynomials arising from the starting polynomial
A0 specified at the end of our Example 1, thus already implying M ′(3, d) ≤ O(1/d2) for an
infinite sequence of height values d = |Pn|, in contrast to that particular part of Collins (2001).
Furthermore, we have to mention a more recent paper by Evertse (2004) especially concerning
separation bounds for irreducible polynomials, somehow close to our cubic Examples 2 and 3.
Since his notions are rather different from ours, some brief adaptation appears to be in place,
as far as needed to compare results: For any number field K of degree r ≥ 3, let κ(K )
denote the infimum of all τ ∈ R such that sep(gα) ≥ C/M(gα)τ with some C > 0 holds
for the minimal polynomial gα of any algebraic number α with Q(α) = K . In these terms,
Evertse’s Theorem 1.1 (i) then asserts that κ(K ) = 2 for every cubic field K , and similarly his
Theorem 1.2 (i) (applied to quartic fields) resembles the situation of our Example 6. In any case,
our simple continued fraction approach has the advantage of yielding quite explicit estimation
constants and of establishing κ(K ) = 2 as the minimum.
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