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今，L 個の POI f`1; `2;    ; `Lg が与えられているとす
ると，時刻 t におけるヒストグラムは L 次元のベクトル
(t) と書く．すなわち，(t) の i 番目の要素を i(t) と書
くと，これは時刻 t において POI `i に滞在している人数
を表す．我々は，与えられた POI をその実際の位置関係
を POI グラフ として表現する．この グラフにおける頂
点集合 VPOI は POI 集合に等しく VPOI = f`1; `2;    ; `Lg
である．また，ヒストグラムの公開間隔 t で到達可能な
POI 間に無向枝を張り，その枝集合を EPOI と書く．この




移確率行列 P によって定まり，M(S;P ) と書く．なお，




いては 5 節にて議論する．状態集合 S1 として GPOI にお
ける頂点，すなわち POI 集合を考える．また，遷移確率




















定義 3.1. 攻撃者が出力情報 O を観測する前の入力 X の
推測の確信度を p(X)，出力情報を観測した後の推測の確
信度を p(XjO) と書くことにする．出力情報を観測した前
後において攻撃者の確信度がある  > 0 に対して，
8X; p(XjO)  ep(X)
である時，O は -アドバーザリアルプライベートという．
本論文では，ある攻撃対象 u 2 U の時刻 t における滞
在 POI `j の推測を攻撃者の推測とする．そして，その確
信度を p(Xut = `j) と書く．また，攻撃者が観測する出力
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る前後における推測アルゴリズムをそれぞれ f , g と書く．
そして，一つの攻撃者のクラスが (K; f; g) にて定める．こ
の時，(KADV; fADV; gADV) にて定まる攻撃者 ADV に対し
て出力情報を観測する前後における推測はそれぞれ，
p(Xut = `j) = fADV(u; t; `j ;KADV);
p(Xut = `j j(t)) = gADV(u; t; `j ;(t);KADV)
である．また，出力情報の観測前後における確信度比を出
力情報が攻撃者の確信度に与える贈与として定義する．
定義 3.2. 攻撃者のクラス ADV(KADV; fADV; gADV) に対し
て，出力情報 (t) が推測 Xut = `j に与える贈与は，
GainADV((t); u; t; `j ;KADV) =
gADV(u; t; `j ;(t);KADV)
fADV(u; t; `j ;KADV)
:
よって，8u; `j ;GainADV((t); u; t; `j ;KADV)  e である
時，言い換えれば，maxu;`j GainADV((t); u; t; `j ;KADV) 















まず，マルコフ過程 M1(S1;P1) 及び時刻 t までに公開
されたヒストグラム (1);(2);    ;(t 1) を推測に利用
できる攻撃者のクラス MK(KMK; fMK; gMK) を考える．す
なわち，この攻撃者は，公開されたヒストグラムを基にあ
る人が時刻 t にどの POI に滞在しているのかを推測する．
マルコフ性の仮定より，時刻 t までに公開されたヒスト
グラムのうち，時刻 t における滞在 POI の推測に影響す
るのは (t  1) のみである．したがって，このクラスの攻
撃者の背景知識は時刻 t  1 に公開された (t  1) とマル
コフ遷移確率 P1 であり， KMK = f(t  1);P1g となる．
我々は，このクラスの攻撃者が出力ヒストグラムの観測
前後において，攻撃対象 u が時刻 t に POI `j に滞在して
いると推測する場合の確信度 fMK; gMK をそれぞれ，
fMK(u; t; `j ; f(t  1);P1g) = p(Xut = `j j~(t);(t  1);P1)
=
p(~(t);(t  1)jXut = `j ;P1)p(Xut = `j ;P1)
p(~(t);(t  1);P1)
gMK(u; t; `j ;(t); f(t  1);P1g) = p(Xut = `j j(t);(t  1);P1)
=
p((t);(t  1)jXut = `j ;P1)p(Xut = `j ;P1)
p((t);(t  1);P1)
と定める．ここで，~(t) は (t   1) と遷移確率 P1 から
予測されるヒストグラム ~(t) = ((t  1)tP1)t である．
上記条件付き確率 p((t);(t  1)jXut = `j ;P1) は，攻
撃対象 u の時刻 t における滞在 POI を固定した場合の
(t   1) 及び (t) の実現確率である．これは，第 j 要
素が 1 の単位ベクトル ej により，p((t);(t  1)jXut =
`j ;P1) = p((t)  ej ;(t  1);P1) と書ける．
以上より，攻撃者のクラス MK の攻撃者がある攻撃対象
が時刻 t に `j に滞在していると推測する場合の出力ヒス
トグラム (t) による確信度の贈与は，
GainMK((t); u; t; `j ; f(t  1);P1g)
=
p((t)  ej ;(t  1);P1)p(~(t);(t  1);P1)
p(~(t)  ej ;(t  1);P1)p((t);(t  1);P1) :(1)
式中の四つの確率は，それぞれ二つのヒストグラムの実現
確率である*1．この実現確率を求めるために，時刻 t 1 か
ら tの間の人々の行動を考える．`i から `j に移動した人数
を ai;j と書くと，それぞれの時刻におけるヒストグラムが
(t 1)，(t)のとき，A = fai;j
??i; j 2 [1; L];PLj=1 ai;j =
i(t  1);
PL
i=1 ai;j = j(t)g は (t  1)，(t) に矛盾しな
い人々の行動の一つを表す．このような人々の行動は複数
存在するため，その全体を A((t  1);(t)) と書く．この
























3.2.2 時刻 t における一人分の滞在 POI を知る攻撃者
マルコフ過程 M1 と過去に公開されたヒストグラム
(1);(2);    ;(t  1) に加え，時刻 t  1 における一人
分 u 2 U の滞在 POI を背景知識として持つ攻撃者のク
ラス OPK(KOPK; fOPK; gOPK) を考える．この背景知識は，
例えば，攻撃者が攻撃対象を時刻 t  1 まで尾行していた
が見失い，時刻 t における滞在 POI を推測する場合など
を表している．この攻撃者のクラスにおける背景知識は，
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我々は，このクラスの攻撃者が出力ヒストグラムの観測
前後において，攻撃対象 u が時刻 t に POI `j に滞在して
いると推測する確信度 fOPK; gOPK を次のように定める．
fOPK(u; t; `j ; f(t  1);P1; Xut 1 = `ig)
= p(Xut = `j jXut 1 = `i; ~(t);(t  1);P1)
=
p(~(t);(t  1)jXut = `j ; Xut 1 = `i;P1)p(Xut = `j ;P1)
p(~(t);(t  1);P1)
gOPK(u; t; `j ;(t); f(t  1);P1; Xut 1 = `ig)
= p(Xut = `j jXut 1 = `i;(t);(t  1);P1)
=
p((t  1);(t)jXut = `j ; Xut 1 = `i;P1)p(Xut = `j ;P1)
p((t  1);(t);P1)
この時，u が時刻 t に `j に滞在していると推測する場
合の出力 (t) による確信度の贈与は，次の通りである．
GainOPK((t); u; t; `j ; f(t  1);P1; Xut 1 = `ig)
=
p((t)  ej ;(t  1)  ei;P1)p(~(t);(t  1);P1)
p(~(t)  ej ;(t  1)  ei;P1)p((t);(t  1);P1)
3.2.3 時刻 t における全員分の滞在 POI を知る攻撃者
OPK クラスを拡張し，時刻 t   1 における N 人
全員分の滞在 POI を知っている攻撃者のクラス NPK
を考える．N 人分の時刻 t   1 における滞在 POI を
(t 1)と書くと，このクラスの攻撃者における背景知識は
KNPK = f(t 1);P1;(t 1)gとなる．このクラスの攻撃
者が時刻 tに N 人のうちの一人 u 2 U が `j に滞在してい
ると推測する場合の出力ヒストグラム (t)による確信度の
贈与は，GainOPK((t); u; t; `j ; f(t   1);P1; Xut 1 = `ig)





よって，公開ヒストグラム (t) が NPKクラスの攻撃
者に与える贈与は，次の通りである．
GainNPK((t); f(t  1);P1;(t  1)g)
= max
u;`j ;`i










我々は，二つのヒストグラム (t  1);(t) に矛盾しな
図 1 二つのヒストグラムを表すフローネットワーク
Fig. 1 Flow network of two histograms
い N 人分の行動のすべて A((t  1);(t)) をフローネッ
トワーク G を用いて表現する．このフローネットワーク
は，ソースノード s，シンクノード e，そして時刻 t  1 及
び t における POI 集合 Vt 1; Vt をノードとする．そして，
このノードに対して次のように枝を張る．ソースノード s
から 8` 2 Vt 1 に枝を張り，8` 2 Vt からシンクノード e
に枝を張る．そして，Pi;j が 0 でないとき `i 2 Vt 1 から
`j 2 Vt に枝を張り，枝集合を E とする．
例 4.1. マルコフ過程 M1 が与えられており，(t  1) =
(2; 2; 1)t;(t) = (1; 2; 2)t であるとする．この状況は 図 1
に示すフローネットワークとして表現できる．なお，枝ラ
ベルは後で説明する容量 c 及びコスト w を表している．
このネットワークの各枝に容量を設定する．頂点 uから v
に張られた枝を (u; v)と書くと，容量関数 c : E ! R+*2 は，
c(u; v) =
8>>><>>>:
j(t  1) ; if u = s, v 2 Vt 1;
i(t  1) ; if u 2 Vt 1, v 2 Vt;
i(t) ; if u 2 Vt, v = e:
(4)
となる．このように容量を定めることで (s; e)-フローネッ
トワーク G = (s; e; Vt 1 [ Vt; E; c) において最大流問題
を解いて得られるフローは，任意二つの頂点 `i 2 Vt 1，
`j 2 Vt を結ぶ枝におけるフローが時刻 t  1 から t の間に




小コスト最大フロー問題では，各枝 (u; v) に設定されたコ
スト w(u; v) を基に，最大流のうち w(u; v)f(u; v) を最小
とするフローを求める問題である．
コスト関数 w : E ! R+ として
w(u; v) =
8>>><>>>:
0 ; if u = s, v 2 Vt 1;
  log(Pi;j) ; if u = `i 2 Vt 1, v = `j 2 Vt;
0 ; if u 2 Vt, v = e:
(5)
*2 R+ で非負の実数集合を表す．
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Algorithm 1 private histogram
Require: The previouse relased histogram (t  1).
Require: Markov transition matrix P1.




(t); u; t; `j ;K) > e do
 max(+ s; 1)





定理 4.1. (s; e)-フローネットワーク Gf = (s; e; Vt 1 [
Vt; E; c; w) の最小コスト最大フローにおけるコストの総和
を Cmin とすると，(t  1);(t) の実現確率の最大値，式







メータ sを入力とする．ヒストグラム (t)が -アドバーザ
リアルプライベートでない場合，(t) とマルコフモデルか
ら推測されるヒストグラム ~(t) = ((t)tP1)t との内分点
を出力候補のヒストグラムとする．出力候補が -アドバー
ザリアルプライベートでなければ内分点を (t) から ~(t)














本節では，2 節で導入した 1階マルコフ過程 M1 を拡張
した高階マルコフ過程について議論する．1 階マルコフ過
程 M1 では，状態集合 S1 として POI グラフ GPOI の頂
点集合 VPOI を用いた．この場合，マルコフ過程 M1 は，
ある POI に居た人は次の時刻にどの POI に向かいやすい
のかを表している．言い換えれば，POI と POI の関係を
表したものであり，移動方向や速度を考慮していない．
例えば，3 つの POI f`1; `2; `3g を考える．そして，`1





る POI だけではなくその前の時刻に滞在していた POI も
併せた POI のペアを状態として持つ 2 階マルコフ過程
M2(S2;P2) を用いる．M2 における状態集合 S2 は，POI
グラフ GPOI においてヒストグラムの公開間隔 t で移動
可能な POI ペア集合 S2  VPOI VPOI となる．また，遷
移確率 P2 は t によって定まり，与えられるものとする．
このマルコフ過程 M2 に対しても 4 節までの議論はそのま
ま成り立ち，各時刻に POI ペアすなわち 2 グラムの遷移
を行った人数のカウントを アドバーザリアルプライベー
トなヒストグラム (t) として公開することができる．
同様にして，n 階マルコフ過程 Mn(Sn;Pn) を考えるこ
とができる．Mn では，状態集合 Sn は Sn  V nPOI とな












辺 14 駅を POI とし鉄道移動を行った人々の行動記録か
らなるたデータセットである．渋谷駅周辺では 2062 人分，
町田駅周辺では 683 人分の 24 時間のデータからなる．
比較手法として，差分プライバシを満たすパスを出力す
る Chen らの手法 [3] を用いた．[3] によれば，一般的に解
析に用いられるパスの長さは 5 程度であるとのことであ
り，本実験でもパスの長さは 5 とした．そのため，提案手






*3 V 1 = V として V n = V  V n 1(n  2) と定義する．
*4 http://pflow.csis.u-tokyo.ac.jp/





IPSJ SIG Technical Report





























図 2 NDCG の比較
Fig. 2 Comparision of NDCG
て，[3] 同様に頻出パス発見を想定し，頻出パスランキン
グを作成することとした．頻出パスランキングの質を評価
するために，NDCG [8] を用いた．トップ k ランキングの
NDCG，NDCGk は，NDCGk = DCGk=IDCGk と定義さ





用いた．なお，reli はパス i の正解ランキング，すなわち
匿名化処理を行う前のデータから得られた頻出パスランキ
ングにおけるランクを ranki として，reli = k  ranki と
した．IDCG は，正解ランキングの DCG である．NDCG
は 0 から 1 までの値を取り，大きい値ほどトップ k ラン
キングが正解ランキングに近いことを表す指標である．
図 2 は，提案手法 (AdvP)， = 1; 100 とした差分プラ
イバシ（DP-1, DP-100）を満足する出力情報から頻出パス
ランキングを計算しその NDCG を比較したものである．
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