Lattice and q-difference Darboux-Zakharov-Manakov systems via
  $\bar{\partial}$-dressing method by Bogdanov, L. V. & Konopelchenko, B. G.
ar
X
iv
:so
lv
-in
t/9
50
10
07
v1
  2
8 
Ja
n 
19
95
Lattice and q-difference
Darboux-Zakharov-Manakov systems via
∂¯-dressing method
L.V. Bogdanov∗ and B.G. Konopelchenko
Consortium EINSTEIN†,
Dipartimento di Fisica dell’Universita` and Sezione INFN,
73100 Lecce, Italy
Abstract
A general scheme is proposed for introduction of lattice and q-
difference variables to integrable hierarchies in frame of ∂¯-dressing
method . Using this scheme, lattice and q-difference Darboux-Zakharov-
Manakov systems of equations are derived. Darboux, Ba¨cklund and
Combescure transformations and exact solutions for these systems are
studied.
1 Introduction
In the present paper we will discuss the lattice and q-difference integrable
versions of the well-known Darboux-Zakharov-Manakov (DZM) system
∂i∂jHk = (∂jHi)H
−1
i ∂iHk + (∂iHj)H
−1
j ∂jHk (1)
where i, j, k = 1, 2, 3 and i 6= j 6= k 6= i. The system (1) is about one
hundred years old. It has been discovered by G. Darboux within his study
of the triply conjugate systems of surfaces [1] and then has been studied
intensively by geometrists (see e.g. [2]-[4]).
The system (1) has been rediscovered 10 years ago by Zakharov and
Manakov within the framework of dressing method [5]. But only few years
ago the interrelation has been revealed between the new results of Zakharov
and Manakov and the old geometrical constructions of Darboux [6]. During
the last years the DZM system has been studied in detail: wide classes
of exact solutions have been constructed [7], different transformations and
reductions have been analyzed [8], [9].
It is remarkable that the applications of the DZM system are not ex-
hausted only by the differential geometry. It was discovered recently that
the system (1) plays a key role in the theory of the Hamiltonian and semi-
Hamiltonian systems of hydrodynamical type [10]-[12] and in two-dimensional
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topological field theories [13]. The DZM system (1) arises also as the uni-
versal equations for the certain hierarchies of integrable equations [14], [15].
Our study of the difference and q-difference versions of the DZM system
is motivated by the well established understanding that the difference ver-
sions of integrable systems reveal the deeper nature and algebraic structure
of the corresponding continuous nonlinear integrable PDEs.
In the present paper we construct the difference and q-difference DZM
systems using the ∂¯-dressing method [5], [15], [5] (see also [7]). We discuss
the first order form of the difference and q-difference DZM system and its
properties. Darboux, Ba¨cklund and Combescure transformations for the
DZM system are derived via ∂¯-dressing. Exact solution are found.
We derive also the analogue of the Hirota bilinear identity for the dif-
ference and q-difference DZM systems (see [17]) via the ∂¯-dressing method.
Such bilinear identities can be used as the starting point of the Hirota-Sato
approach to the DZM hierarchies.
2 Lattice and q-difference variables in ∂¯-dressing
formalism
The scheme of the ∂¯-dressing method uses the nonlocal ∂¯-problem with the
special dependence of the kernel on additional variables
∂¯(χ(x, λ) − η(x, λ)) =
∫∫
C
dµ ∧ dµ¯χ(µ)g−1(µ)R(µ, λ)g(λ)), (2)
(χ(x, λ) − η(x, λ))|λ|→∞ → 0.
where λ ∈ C, ∂¯ = ∂/∂λ¯, η(x, λ) is a rational function of λ (normalization).
In this work we treat non-commutative case, so the function χ(λ) and the
kernel R(λ, µ) are matrix-valued functions.
A dependence of the solution χ(λ) of the problem (2) on extra variables
is hidden in the function g(λ). Usually these variables are continuous space
and time variables, but it is possible also to introduce discrete (lattice) an q-
difference variables into ∂¯-dressing formalism. We will consider the following
functions g(λ)
g−1i = exp(Kixi);
∂
∂xi
g−1 = Kig
−1, (3)
g−1i = (1 + liKi)
ni ; ∆ig
−1 =
g−1(ni + 1) − g
−1(ni)
li
= Kig
−1, (4)
g−1i = eq(Kiyi); δ
q
i g
−1 =
g−1(qyi)− g
−1(yi)
(q − 1)yi
= Kig
−1. (5)
Here Ki(λ) are meromorphic matrix functions commuting for different val-
ues of i. The function (3) introduces a dependence on continuous variable
xi, the function (4) – on discrete variable ni and the function (5) defines a
dependence of χ(λ) on the variable yi (we will call it a q-difference variable).
To introduce a dependence on several variables (may be of different type),
one should consider a product of corresponding functions g(λ) (all of them
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commute). Equations in the right part of (3-5) and the boundary condition
g(0) = 1 characterize the corresponding functions (and give a definition of
eq(y)). These equations play a crucial role in the algebraic scheme of con-
structing integrable equations in frame of ∂¯ dressing method. This scheme
is based on the assumption of unique solvability of the problem (2) and on
the existence of special operators, which transform solutions of the problem
(2) into the solutions of the same problem with other normalization.
We suppose that the kernel R(λ, µ) equals to zero in some open subset
G of the complex plane with respect to λ and to µ. This subset should
typically include all zeroes and poles of the considered class of functions
g(λ) and a neighborhood of infinity.
In this case the solution of the problem (1) normalized by η is the function
χ(λ) = η(x, λ) + ϕ(x, λ),
where η(λ) is a rational function of λ (normalization), all poles of η(λ)
belong to G, ϕ(λ) decreases as λ→∞ and is analytic in G.
The solutions of the problem (2) with a rational normalization form a
linear space, let us denote this space W . This space depends on correspond-
ing extra variables (in fact it if a functional of the function g). It is easy to
check that
W (g) = gW (1) (6)
The ∂¯-problem (2) implies the difference and q-difference extensions of the
famous Hirota bilinear identity. Indeed, let us consider the problem (2) and
its formally adjoint for the function normalized by (λ− µ)−1 with different
functions g (i.e. with different values of coordinates)
∂
∂λ¯
χ(λ, µ) = 2piiδ(λ − µ) +
∫∫
C
dν ∧ dν¯χ(ν, µ)g1(ν)
−1R(ν, λ)g1(λ),
∂
∂λ¯
χ∗(λ, µ) = −2piiδ(λ − µ)−
∫∫
C
dν ∧ dν¯g2(µ)
−1R(λ, ν)g2(ν)χ
∗(ν, µ). (7)
After simple calculations (in the case of continuous variables see [18]) we
obtain ∫
γ
χ(ν, λ; g1)g
−1
1 (ν)g2(ν)χ
∗(ν, µ; g2)dν = 0, (8)
where γ is the boundary of G. It follows from (8) that in G¯ the function
χ(λ, µ) is equal to χ∗(µ, λ), so in fact this identity should be written for one
function. It is possible to take identity (8) instead of (2) as a starting point
for the algebraic scheme of constructing equations.
3 Derivation of DZM equations
The algebraic scheme of constructing equations is based on the following
property of the problem (2) with the dressing functions (3-5): if χ(x,n,y, λ) ∈
W (x,n,y), then the functions
Dciχ = ∂/∂xiχ+ χKi(λ)
Ddi χ = ∆iχ+ TiχKi(λ)
Dqiχ = δ
q
iχ+ T
q
i χKi(λ) (9)
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also belong to W , where Tf(n) = f(n + 1), T qf(y) = f(qy). We can
multiply the solution from the left by the arbitrary matrix function of ad-
ditional variables, u(x,n,y)χ ∈W . So the operators (9) are the generators
of Zakharov-Manakov ring of operators, that transform W into itself.
Combining this property with the unique solvability of the problem (1),
one obtains the differential relations between the coefficients of expansion of
functions χ(x,n,y, λ) into powers of (λ− λp) at the poles of Ki(λ) [15].
The derivation of equations in this case is completely analogous to the
continuous case [5]. First we choose three functions Ki(λ), Kj(λ), Kk(λ) in
the form
Ki(λ) =
Ai
λ− λi
(10)
where Ai, Aj, Ak are commuting matrices, λi 6= λj 6= λk 6= λi. Then we
introduce the solution of the problem (2) χ(λ) with the canonical normaliza-
tion (η(λ) = 1). The following derivation will be conducted for q-difference
case, to get the difference case you should just change δqi for ∆i and Ti for
T qi .
The function χ satisfies the linear equations
DqiD
q
jχ = T
q
i ((D
q
j (λi)χi)χ
−1
i )D
q
i (λk)χ+ T
q
j ((D
q
i (λj)χj)χ
−1
j )D
q
j (λk)χ (11)
where χi = χ(λi). Evaluating the equation (11) at the point λk, we obtain
the closed system of equations for the functions χi
Dqi (λk)D
q
j (λk)χk = T
q
i ((D
q
j (λi)χi)χ
−1
i )D
q
i (λk)χk+T
q
j ((D
q
i (λj)χj)χ
−1
j )D
q
j (λk)χk.
(12)
It is possible to transform the operators D to usual derivatives or difference
operators by the substitution
χk = Hkgi(λk)gj(λk); ψ = χgi(λ)gj(λ)gk(λ) (13)
(this substitution works for all cases - continuous, difference and q-difference,
you should only take the corresponding function (3-5)). Then the linear
equations (11) and the equations for the functions Hi read
δqi δ
q
jψ = T
q
i ((δ
q
jHi)Hi
−1)δqi ψ + T
q
j ((δ
q
iHj)Hj
−1)δqjψ, (14)
δqi δ
q
jHk = T
q
i ((δ
q
jHi)Hi
−1)δqiHk + T
q
j ((δ
q
iHj)Hj
−1)δqjHk. (15)
The equations (15) represent a q-difference integrable deformation of Zakharov-
Manakov system.
The system (15) can be rewritten in the first order form by the substi-
tution
βij = (T
q
i Hi)
−1δqiHj. (16)
Using the identity δq(g−1) = −(T qg)−1(δqg)g−1 we obtain the equations
δqkβij = (T
q
kβik)βkj . (17)
Correspondingly the linear system (14) becomes
δqkψi = (T
q
kβik)ψk (18)
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where ψi = (T
q
i Hi)
−1δqi ψ. Note that the equations (17) and (18) can be
derived directly from the bilinear identity (8). In this case the subset G
consists of the neighborhoods of the points λi, λj , λk and λ =∞.
The continuous version of the system (17) has important applications in
the theory of systems of hydrodynamical type and topological field theory
[13]. We hope that similar applications will be found for equations (17) too.
4 Darboux transformation
Now we will demonstrate how certain symmetry transformations for the
DZM system can be derived via ∂¯-dressing method.
Let us introduce the function g˜(λ) in addition to the functions gi, gj , gk
g˜(λ) =
λ− λi
λ− λ˜
(19)
where λ˜ ∈ G. It follows from (6) that
W˜ (yi, yj , yk) = g˜W (yi, yj , yk) (20)
Let the canonically normalized function χ in the spaceW be given; it satisfies
linear equations (11). The property (20) gives an opportunity to calculate
canonically normalized function χ˜ in the space W˜ in terms of χ, this function
also satisfies equations (11) (with other potentials). It implies that
χ˜ = u(y)g˜χ+ v(y)g˜Dqiχ (21)
with the properly chosen functions u and v. Using two conditions: the
absence of poles and and unit asymptotics at infinity, we get
χ˜ = g˜(χ− χ(λ˜)(Dqiχ)
−1(λ˜)Dqi χ) (22)
If one transforms operators Dqi into q-difference operators δ
q
i by the substi-
tution χ = ψgigjgk, one obtains
ψ˜(λ) = g˜(1− ψ(λ˜)(δqi ψ)
−1(λ˜)δqi )ψ(λ) (23)
that is the well-known Darboux transformation for the DZM system (see
[1], [8], [9])
5 Ba¨cklund transformation
Introduction of group element (19) may be treated in a different manner,
namely, as introduction of extra discrete variable with
D˜ = ∆˜ + K˜T˜ ; K˜ =
λi − λ˜
λ− λi
(24)
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In these notations χ˜ = T˜ χ. Using the formulae (15) for two q-difference vari-
ables yi, yj and discrete variable n˜, we obtain the following transformation
for the q-deformation of DZM system (15)
∆˜δqjHi = T˜ ((δ
q
jHk)Hk
−1)∆˜Hi + T
q
j ((∆˜Hj)Hj
−1)δqjHi (25)
δqi ∆˜Hj = T
q
i ((∆˜Hi)Hi
−1)δqiHj + T˜ ((δ
q
iHk)Hk
−1)∆˜Hj (26)
This transformation establishes a connection between two solutions of the
system (15): Hi, Hj, Hk → T˜Hi, T˜Hj, T˜Hk and it is nothing but the
Ba¨cklund transformation.
6 Combescure transformation
To derive Combescure transformation in frame of ∂¯-dressing method, it is
necessary to use freedom to choose a normalization of the problem (2) in
quite a nontrivial way. In this section we consider the commutative case of
∂¯-dressing method, so all functions take their values in C. Let us introduce
solution of the problem (2) χ(λ, µ) normalized by (λ − µ)−1, where µ is a
parameter, µ ∈ G, and let us modify operators D just adding constants
ci =
Ai
(λi−µ)
to them
D′
q
i = D
q
i+ci = D
q
i+
Ai
(λi − µ)
= δqi−
Ai
(λi − µ)
(T qi −1)+Ai
λ− µ
(λ− λi)(λi − µ)
T qi
(27)
We would like to emphasize the kernel of the problem (2) remains the same.
Then the function χ(λ, µ) satisfies the equation (12) with the modified op-
erators D′. To transform operators D′ to q-difference operators in this case
one should use a substitution
χk = Hkgi(λk)e
−1
q (ciyi)gj(λk)e
−1
q (cjyj),
ψ = χgi(λ)gj(λ)gk(λ)e
−1
q (ciyi)e
−1
q (cjyj)e
−1
q (ckyk). (28)
So using different normalizations we obtain different solutions of the system
(15). It happens that the connection between these solutions is given by the
Combescure transformation. Indeed, unique solvability of the problem (2)
implies that D′qiχ(λ, µ) = ui(y)D
q
i χ(λ) or, after substitution (28)
δqi ψ(λ, µ) = Ui(y)δ
q
i ψ(λ). (29)
The compatibility conditions for equations (29) give the q-deformation of
equations of Combescure transformation [1]
δqjUi = (TiUj − TjUi)T
q
i ((δ
q
jHi)Hi
−1). (30)
These equations in the continuous case are important for the connection
with the systems of hydrodynamical type [10]-[12].
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7 Exact solutions
The procedure of getting exact solutions in frame of ∂¯-dressing method
is based on the fact that for degenerate kernel R(λ, µ) the problem (2)
is explicitly solvable. This property keeps for the case of lattice and q-
difference variables too. Let us treat a simple example.
There is one important special case of nonlocal ∂¯-problem which is ex-
actly solvable, which corresponds to plane soliton solutions. This is a case
of δ-functional kernels
R(λ, µ) = 2pii
N∑
α=1
Rαδ(λ − λα)δ(µ − µα), (31)
where λα, µα is a set of points in the complex plane, λα 6= µα′ ,
Rα = (gigjgk)
−1(µα)Cαgigjgk(λα).
In this case the solution of the problem (1) is a rational function, and the
problem (1) reduces to the system of linear equations. As a result the
canonically normalized function χ is given by
χ(λ) = 1−
∑
α,α′
((A′)−1)αα′
1
(λ− λα)
, (32)
A′αα′ = R
−1
α δαα′ −
1
µα − λα′
,
To get solutions of the DZM equations (15) from this formula, one should use
relation χi = χ(λi), substitution (13) and corresponding explicit expressions
for the functions gi.
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