Abstract. The discrimination of benign and malignant types of mammographic masses is a major challenge for radiologists. The classic eigenfaces method was recently adapted for the detection of masses in mammograms. In the work at hand we investigate if this method is also suited for the problem of distinguishing benign and malignant types of this mammographic lesion. We furthermore evaluate two extended versions of the eigenfaces approach (fisherface and eigenfeature regularization extraction) and compare the performance of all three methods on a public mammography database. Our results indicate that all three methods can be applied to discriminate benign and malignant types of mammographic masses. However, our ROC analysis shows that the methods still require combination with other features to allow for reliable classification.
Introduction
Mammography is the most effective technique for the early detection and diagnosis of breast cancer available today. One of the most difficult tasks in the context of mammogram interpretation is the discrimination of benign and malignant mass lesions, which are defined as space-occupying lesions that can be seen in at least two different projections [1] . Recently, Oliver et al. [2] have proposed to apply the classic eigenface method to a related task, the detection of mammographic masses. Their results indicate that the eigenface method is a promising approach to the detection of masses, or more precisely, the discrimination of normal tissue and mammographic masses. In the work at hand, we investigate if the eigenface method is also suited to discriminate between benign and malignant types of mammographic masses. Furthermore, we have implemented two extended versions of the eigenface method: the fisherface and the eigenfeature-regularization-extraction methods. We compare the receiver operating characteristic curve performance of all three approaches on a public mammography database. There has been considerable interest in the classification of mammographic masses in the last decade. Due to the broad variety of approaches that have been published in the last years, we can mention only some representative examples of state of the art methods here. In contrast to the three approaches that we propose in this work, most of the work that can be found in literature follows the classic pattern recognition chain: segmentation of a mass from the background tissue, feature extraction and classification. Good examples are the work of Shi et al. [3] who apply level-sets for the segmentation of masses and propose several features specifically designed for the task of mass characterization. Varela et al. [4] have developed features that measure the degree of sharpness and microlobulation of the mass margin to improve their previously proposed CAD approach. Drukker et al. [5] extract mass features from both mammograms and ultrasound images and thus have proposed a promising multi-modal approach for the discrimination of masses. Timp and Karssemeijer [6] have developed a segmentation method based on dynamic programming to improve the classification performance of their previously proposed system for mass characterization.
The rest of this work is organized as follows: in Sec. 2 the eigenface, fischerface and eigenfeature regularization extraction methods (ERE method) are briefly described. Furthermore, details on the database of mammograms that we use to develop and evaluate the proposed approach are provided. In Sec. 3 the experiments and their results that we have performed to evaluate the classification performance of the proposed approaches are described. Finally, we close this work with a discussion of our results and provide possible directions for future research (Sec. 4).
Materials and methods
We use the digital database for screening mammography (DDSM) [7] for our experiments. It is a widely used public reference database for computer-aided detection and diagnosis of mammographic lesions. For this study we have randomly selected 206 regions of interest (ROIs) containing mammographic masses from the DDSM. 114 ROIs contained malignant and 92 ROIs benign masses. In the following we will apply eigenface techniques to the input images. This requires that each image has the same size. We crop ROIs from the mammograms and normalize them to a standard size. Another major problem are the different intensity ranges for the ROIs. Hence, we rescale each region to a normalized distribution of gray-levels. The principal component analysis (PCA) provides the basis for the following mathematical approaches. It is also called the Karhunen-Loeve transform (KLT) [8] .
-The eigenface method was introduced by Turk and Pentland [9] for face recognition. It requires a set of images that have each the same size. For faces the method works best if the images are aligned (e.g. the nose is in the center of each image). Eigenfaces (or eigenvectors) are obtained from the covariance matrix of the probability distribution of the vector space of possible faces (in our case mammographic masses) using the PCA. -Another approach used in face recognition is due to Fisher [10] . It extends the eigenface method by a LDA (linear discriminant analysis). The input images are divided into subsets for each class. Two covariance matrices are computed for intra-class features and inter-class distances. A linear transform is computed that simultaneously de-correlates the feature vectors and class separation. The fisherface method is known to be less sensitive to variation in lighting and pose of the object than the eigenface method. -The ERE method [11] further extends the eigenface method and particularly inspects those eigenvectors who's eigenvalues are zero.
Results
For the experiments we normalize and pre-process the input images as outlined in Sect. 2. We have evaluated and compared the classification performance of the three proposed approaches using 10-fold cross validation and receiver operating characteristic (ROC) curve analysis. We use the area under the ROC curve A z as a performance metric. The classification is done using the k-nearest neighbors (kNN) classifier with Euclidean distance metric in eigenfeature space. We use the program ROCKIT by Charles E. Metz, PhD, to determine A z based on the output of the ckNN classifier [12] . Fig. 1 shows ROC-curves for eigen-and fisherfaces and the ERE method. the ERE-Method, and 0.5779 for eigenfaces. Table 1 and Table 2 summarize AUC results for different experiments. For Table 2 we grouped the ROIs of similar sizes and avoided resizing.
Discussion
We have proposed to apply the eigenface method to the discrimination of benign and malignant mass. We showed that the eigenface method and two extended approaches can be used for discriminating benign and malignant mammographic masses. However, the AUC values show that the methods are not reliable enough, yet, for diagnosis. Interestingly, the classic eigenface method seems to be better suited for mass classification than the two extended approaches, which are known to be superior in other applications [10, 11] . We tested different preprocessing approaches and came to the result that scaling as required for eigenfaces actually reduces the classification performance. We are confident that manual selection of the examples used for the estimation of the covariance matrices will yield better values.
