Factorization Machine (FM) is an effective solution for context-aware recommender systems (CARS) which models second-order feature interactions by inner product. However, it is insufficient to capture high-order and nonlinear interaction signals. While several recent efforts have enhanced FM with neural networks, they assume the embedding dimensions are independent from each other and model high-order interactions in a rather implicit manner. In this paper, we propose Convolutional Factorization Machine (CFM) to address above limitations. Specifically, CFM models second-order interactions with outer product, resulting in "images" which capture correlations between embedding dimensions. Then all generated "images" are stacked, forming an interaction cube. 3D convolution is applied above it to learn high-order interaction signals in an explicit approach. Besides, we also leverage a self-attention mechanism to perform the pooling of features to reduce time complexity. We conduct extensive experiments on three realworld datasets, demonstrating significant improvement of CFM over competing methods for contextaware top-k recommendation.
Introduction
Recommender system serves as an effective tool to predict user behaviors, such as click/purchase on products, having been extensively used in practical applications. When characterizing user behavior data, besides the most essential information of user ID and item ID, rich context information is also available. Examples of contexts include but are not limited to user demographics, item attributes, time/location of the current transaction, historical records and the information of last transactions [Bayer et al., 2017; Wu et al., 2019] . To learn from such context-rich data, a universal solution is to first convert it into high-dimensional generic feature vectors (e.g., by using one-hot/multi-hot encoding on univalent/multivalent categorical variables) [Zhou et al., 2018] , and then build predictive models on the featured * The co-first authors contribute equally. inputs . Distinct from continuous realvalued features that are naturally found in images and audios, the featured inputs of CARS are mostly categorical, resulting in high-dimensional yet sparse feature vectors. This poses difficulties to build predictive models, such that traditional supervised learning solutions such as SVMs and deep neural networks are sub-optimal and less efficient, since they are not tailored for learning from sparse data.
To design effective models for CARS, the key ingredient is to account for the interactions among features . Existing solutions to feature interaction modeling can be categorized into two types:
1. Manually constructing cross features. This type of methods manually construct combinatorial features, which explicitly encode feature interactions. Then the cross features are fed into predictive models such as logistic regression [Cheng et al., 2016] and deep neural networks . Apparently, the cross feature construction process requires heavy engineering efforts and domain knowledge, making the solution less adaptable to other domains. In addition, another drawback is that it cannot generalize to cold-start feature interactions that are unseen in training data.
2. Automatically learning feature interactions. This type of methods learn feature interactions and their effects in a unified model. A typical paradigm is to associate each feature with an embedding, expressing the feature interaction as a function over feature embeddings. For example, FM [Rendle, 2010] models the interaction of two features as the inner product of their embeddings, and Deep Crossing [Shan et al., 2016] concatenates feature embeddings and feeds them into a multi-layer perceptron (MLP) to learn high-order interactions. However, these methods implicitly assume embedding dimensions are independent from each other, which goes against the semantics of latent dimensions [Zhang et al., 2014] and limits the model expressiveness. Moreover, MLP over embedding concatenation captures feature interactions in a rather implicit manner, which has been manifested inefficient to model multiplicative relations [Beutel et al., 2018] .
In this paper, we focus on developing methods for CARS with the aim of addressing the above-mentioned drawbacks of existing solutions. To reduce engineering efforts in constructing cross features, we explore embedding-based methods and propose Convolutional Factorization Machine (CFM) which automatically learns feature interactions. More precisely, fea-ture embeddings are firstly fed to a self-attention pooling layer, which can dramatically reduce the computational cost and debilitate the influence of noisy features. Then, we model second-order interactions with outer product, resulting in a list of 2D matrices, which is more effective to capture correlations between embedding dimensions compared with inner product. After that we stack the generated matrices and obtain a 3D interactions cube that encodes all second-order interactions. To explicitly learn high-order signals, we propose to employ 3D convolution on the interaction cube, stacking a multi-layer 3D convolution neural network (CNN) above it. As a result, CFM addresses the major limitations of stateof-the-art CARS methods -independent embedding dimensions and implicit high-order interaction modeling. The main contributions of this work are as follows:
• We propose to utilize an interaction cube to represent feature interactions, which encodes both interaction signals and embedding dimension correlations. • We propose to employ 3D CNN above the interaction cube, which can effectively capture high-order interactions in an explicit way. To the best of our knowledge, this is the first attempt to explore 3D CNN in feature interaction modeling. • We leverage a self-attention mechanism to perform pooling operations for features, reducing computational time complexity. • We conduct comprehensive experiments on publicly accessible datasets to comparatively evaluate and demonstrate the effectiveness of the proposed method.
Preliminaries
Factorization Machine [Rendle, 2010; Rendle, 2012 ] is a generic framework which integrates the advantages of flexible feature engineering and high-accuracy prediction of latent factor models. In FM, every transaction is represented by a multi-field categorical feature vector x ∈ R m which utilizes one-hot/multi-hot encoding to depict contextual information. An example is illustrated as follows with three feature fields.
[0, 0, 0, 1, 0, 0, 0]
The scoring function of FM is defined aŝ
where w 0 represents the global bias, w i represents the bias factor for the i-th variable. The pairwise interaction of feature x i and x j is captured by a factorized parametrization
where ·, · denotes the inner product of two vectors. v i ∈ R d can be seen as the embedding vector for feature x i .
Besides, Eq.(1) can be reformulated, resulting in linear time complexity O(md) which makes FM applicable and efficient [Rendle, 2010] . However, the major drawback of FM is that it only models the second-order feature interactions in a linear way 1 , which is insufficient to learn complex (i.e., nonlinear and high-order) signals from real-world data. Although several recent efforts have enhanced FM with neural networks, like NFM and DeepFM , they assume the embedding dimensions are independent from each other and model high-order interactions in a rather implicit manner.
Convolutional Factorization Machine
In this section, we present the details and the training procedure of the proposed CFM model. We also analyze the relationship between CFM and some other similar research. Before diving into the technical details, we first introduce some basic notations.
Throughout the paper, we use bold uppercase letter (e.g., M) to denote a matrix, bold lowercase letter to denote a vector (e.g., x), and calligraphic uppercase letter to denote a 3D tensor (e.g., C). Scalar is represented by lowercase letters (e.g., y). The target of CFM is to generate a ranked item list for a given user context.
The CFM Model
It can been seen from Eq.(1) that the original FM only accounts for second-order feature interactions in a linear way by inner product, which fails to learn complex signals. To address this problem, the prediction rule of CFM is formulated as Eq. (2)
where g θ (x) denotes the core component to model feature interactions. In the following parts, we will elaborate how to learn g θ (x) by outer product and 3D CNN, which explicitly captures high-order interaction signals. Figure 1 illustrates the overall structure of the proposed CFM model.
Input and Embedding Layer
The input layer is fed with a sparse contextual vector x, which may contain both one-hot features (e.g., userID) and multihot features (e.g., historical items) to describe a specific user context and item attributes. Then each feature x i is projected into a d-dimensional dense vector representation v i ∈ R d by the embedding layer. Due to the sparsity of x, we only need to consider the non-zero features (i.e., x i = 0). This can be easily achieved through an embedding table lookup.
Self-Attention Pooling Layer
In the real-world scenario, the number of non-zero features in x may be very large, especially with various of multi-hot features (e.g., historical items). The original time complexity to account for all pairwise feature interactions is O(m 2 ). Then, FM utilizes a reformulation to rewrite Eq.(1) and makes the time complexity to be linear with m. However, the involved reformulation can only suit for inner product. Compared with the large number of features, it's obvious that the number of fields is much smaller. As a result, another solution to reduce computational cost is to perform the pooling operation on features and learn a single embedding for each field. Intuitive approaches include max-pooling and average-pooling. However, we argue that this kind of methods is sub-optimal due to the lack of learning process. To capture the intuition that different features have varying importance, we propose to use an attention mechanism to compute the importance of each feature and perform the pooling operation.
Suppose the set of non-zero features in field j is X j , we parameterize the attention score of feature x i ∈ X j with a MLP, which is defined as
where W j and b j are corresponding weight matrix and bias vector that project the input embedding into a hidden state, and h T j is the vector which projects the hidden state into the attention score. The size of hidden state is termed as "attention factor". Then, the importance of x i is calculated by normalizing the attention score through the softmax function:
Finally, the after-pooling embedding e j for field j is formulated as
In fact, the self-attention pooling layer not only reduces the computational cost but also debilitates the influence of noisy features and redundant feature interactions.
Interaction Cube
After the pooling layer, we propose to use a 3D interaction cube to represent feature interactions. Specifically, the interaction between e i and e j is modeled by an outer product operation between them, as shown in Eq. (6).
e i1 e j1 e i1 e j2 · · · e i1 e jd e i2 e j1 e i2 e j2 · · · e i2 e jd . . .
The above d×d matrix can be seen as a two-dimensional "image" which contains both interaction signals and embedding dimension correlations. Suppose the contextual vector x contains p feature fields, the total number of generated "images" is p(p − 1)/2. All these "images" are stacked to form a 3D tensor C which is the input of the following 3D CNN.
The major advantage of using this cube to represent feature interactions lies in the following points:
• The outer product matrix is more effective to capture dimension correlations compared with conventional inner and element-wise product, which assume that embedding dimensions are independent with each other. • The 3D structure provides an explicit solution to model high-order interactions, which can be seen as interactions between different "floors" of this cube. For example, in Figure 1 , the interaction between the first floor (e 1 ⊗ e 2 ) and the second floor (e 1 ⊗ e 3 ) can be considered as a third-order interaction among e 1 , e 2 and e 3 . • The 3D format also provides a good input for the well developed 3D CNN. While it's designed for capturing sequential patterns, its 3D architecture can also benefit the modeling of high-order interactions, which can be regarded as convolutions in the depth direction.
3D Convolution Layers
In order to tackle with the 3D interaction cube and extract signals more effectively, a multi-layer 3D CNN is applied to learn feature interaction patterns 2 . It can be abstracted as
Suppose the embedding size d = 64 and the number of feature fields p = 10, the size of the interaction cube is 64 × 64 × 45. Figure 2 illustrates the structure of the stacked 3D CNN with 6 hidden layers, where each hidden layer has 32 channels and convolution operations are performed in all three directions (i.e., width, height and depth).
In each layer, we first perform 3D convolutions between a 3D kernel and the input cube, after which we add a bias and perform a nonlinear transformation by using ReLU [Hahnloser et al., 2000] as the activation function to obtain a new output cube. It's obvious that the convolution in the depth direction captures high-order feature interactions in a rather explicit manner. According to Figure 2 , the filter shape in the first layer is [2, 2, 14] and the stride is [2,2,1], which is corresponding to width, height and depth. In the subsequent layers, the filter shape and stride are both [2,2,2].
The output of the 3D convolution layers is a vector g. After that, we adopt a fully-connected layer to re-weight each dimension of g and calculate a real-valued scalar as g θ (x):
(9)
Training Details
The focus of CFM is generating top-k recommendation other than rating prediction. Therefore, we optimize the proposed CFM model with the BPR framework [Rendle et al., 2009] :
where x − is the sampled negative transaction corresponding to the positive one x + , and σ is the sigmoid function. More detailly, we first sample a mini-batch of positive user-item transactions (i.e., x + ), which contain feature vectors to describe specific user contexts and item attributes. Thereafter, for every specific user context, negative items are randomly sampled from a uniform distribution. Then we combine the features of the sampled negative items and the corresponding user context features to form negative user-item transactions (i.e., x − ). Finally, both positive and negative transactions are fed to train the loss function defined in Eq.(10). Recent works have demonstrated that an adaptive sampling distribution would result in better performance [Yuan et al., 2016] , while it's not the focus of this work. We leave this exploration as future work. The embedding layer is pre-trained with FM using BPR loss. To avoid overfitting, we involve L 2 regularization on the embedding layer, convolution layers and the fully-connected layer. Besides, before the final fully-connected layer, a dropout layer is also inserted.
Discussion

Time Complexity
As described above, the depth of the interaction cube is p(p − 1)/2. Given the embedding size d, the time complexity to perform 3D convolution is O(p 2 d 2 ). Given the situation that p m, we can see that the major complexity comes from d 2 which is introduced by the convolution. However, this burden can be largely reduced through GPU acceleration.
The other part of complexity comes from feature pooling. Assume the attention factor is n, the time complexity to calculate attention is O(mnd). Therefore, the total time complexity of CFM is O(p 2 d 2 + mnd).
Relationship with Other Models
Neural factorization machine (NFM) is also proposed to address the linearity problem of FM. It introduces a MLP to learn high-order and nonlinear signals. However, NFM is still based on inner product and MLP is a rather implicit approach to capture high-order signals. Besides, MLP is also much harder to train because of the need of more parameters and even suffers from detrimental performance when the network goes deeper . Attention factorization machine (AFM) [Xiao et al., 2017 ] is proposed to enhance FM by assigning different attentions to different feature interactions. However, the major purpose of attention mechanism in CFM is to perform feature pooling and reduce computational cost. Besides, we argue that the importance of feature interactions is automatically learned through the convolution procedure of CFM.
Another related research is ONCF [He et al., 2018a] , which improves matrix factorization (MF) [Koren et al., 2009] through outer-product. The main difference between ONCF and CFM is that ONCF is based on MF but CFM is motivated from FM. From this perspective, the relationship between CFM and ONCF is something like the relationship between FM and SVDFeature [Chen et al., 2012] .
Experiments
In this section, we conduct experiments with the aim of answering the following research questions: RQ1: Does CFM model outperform state-of-the-art methods for CARS top-k recommendation? RQ2: How do the special designs of CFM (i.e., interaction cube and 3DCNN) affect the model performance? RQ3: What's the effect of the attention-based feature pooling?
Experimental Settings Data Description
To evaluate the performance of the proposed CFM model, we conduct comprehensive experiments on three real-world implicit feedback datasets: Frappe 3 , Last.fm 4 and MovieLens 5 . Table 1 summarizes the statistics of these datasets.
Frappe. This dataset is conducted by [Baltrunas et al., 2015] to generate right app recommendations for right moments. Frappe contains 96, 203 app usage logs of different user contexts. Each log contains 10 contextual feature fields (i.e., p = 10) including user ID, item ID, daytime and some other information.
Last.fm. The Last.fm dataset is for music recommendation. We extract the latest one day listening history of 1,000 users. The user context is described by user ID and the last music ID that the user has listened within 90 minutes. The item attributes include music ID and artist ID.
MovieLens. The original MovieLens dataset is designed for explicit rating prediction. Here we binarize it into implicit feedback. The user context is described by user ID and historical items (multi-hot). The item feature is composed of movie ID and movie genres (multi-hot).
Evaluation Protocols
We adopt the leave-one-out evaluation to test the performance of models, which has been widely used in literature Yuan et al., 2016; He et al., 2018b] . More specifically, for Last.fm and MovieLens, the latest transaction of each user is held out for testing and the remaining data is treated as the training set. For the Frappe dataset, because there is no timestamp information so we randomly select one transaction for each specific user context as the test example.
The recommendation quality is evaluated by Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG). HR@k is a recall-based metric, measuring whether the test item is in the top-k positions of the recommendation list (1 for yes and 0 otherwise). NDCG@k are weighted versions which assign higher scores to the top-ranked items [Järvelin and Kekäläinen, 2002] .
Baselines
We implemented CFM 6 using TensorFlow. We compare the performance of CFM with the following baselines:
• PopRank: This method returns top-k most popular items. It acts as a basic benchmark.
• FM: The original factorization machine [Rendle, 2010] trained by BPR loss [Rendle et al., 2009 ].
• NFM: Neural factorization machine ] is a strong baseline which uses a MLP to learn nonlinear and high-order interaction signals. • ONCF: This method [He et al., 2018a ] is a newly proposed algorithm which improves MF with outer product.
Parameter Settings
To fairly compare the performance of models, we train all of them by optimizing the BPR loss with mini-batch Adagrad [Duchi et al., 2011] . The learning rate is searched between [0.01,0.02,0.05] for all models. The batch size is set as 256. For all models except PopRank and FM, we pretrain them using the original FM with 500 iterations. The dropout ratio for NFM, DeepFM, ONCF, and CFM is tuned in [0.1,0.2,···,0.9]. The embedding size and attention factor is set as 64 and 32, respectively. The output channels of CNNbased models (i.e., ONCF and CFM) are set as 32. Regarding NFM, the number of MLP layers is set as 1 with 64 neurons, which is the recommended setting of their original paper . For the deep component of DeepFM, we set the MLP according to their original paper , which has 3 layers and 200 neurons in each layer. Table 2 shows the top-k recommendation performance on all three datasets. It's obvious that CFM achieves the best performance on all datasets regarding to both HR and NDCG. We argue that this significant improvement lies in the following basements: 1) The outer product-based interaction cube is a fairly good approach to represent feature interactions. This can be seen from the comparison between CFM and NFM, which uses inner product-based pooling vectors to present feature interactions.
Performance Comparison (RQ1)
2) The involved 3D CNN is more effective to extract signals compared with 2D CNN (ONCF) and MLP (NFM, DeepFM), especially for high-order interactions.
Among the baselines, we can see that both NFM and DeepFM achieve better performance than original FM. The reason is that they involve MLP to learn nonlinear and highorder interaction signals. However, their methods are too implicit and MLP is also harder to train compared with the local connected CNN.
Model Investigation (RQ2)
Study of the Interaction Cube
To further demonstrate the effectiveness of interaction cube, we convert it to a 2D feature map through two different operations. The former is to tile the generated matrices (i.e., M i,j ) to form a bigger feature map (tiled) 8 . The latter is to perform a max pooling operation on its depth direction (pooling). Then we use a 6-layers 2D CNN to learn signals from the map. Figure 3a shows the results on Frappe. We can see that CFM achieves better performance than the tiled method. The reason is the stacked 3D architecture provides a rather explicit approach to model high-order interactions. Besides, we can also see that the max pooling operation will definitely downgrade the performance because it only considers the most important information. However, the performance is still better than the original FM, which demonstrates the effectiveness of outer product and the strong learning capability of CNN.
Study of 3D CNN
To tackle with the 3D interaction cube, another solution is to use multi-channel 2D CNN (MCNN). Here, we also conduct experiments to make a comparison between them. Figure 3b illustrates the results on the Frappe dataset. We can see that compared with MCNN, our CFM achieves better performance. The reason is that the convolution in the depth direction of 3DCNN explicitly models high-order feature interactions while MCNN cannot achieve this in such an explicit manner.
HR Frappe
Last.fm Movielens HR@5 HR@10 HR@20 HR@5 HR@10 HR@20 HR@5 HR@10 HR@20 The proposed CFM leverages a self-attention mechanism to perform feature pooling. To demonstrate the effectiveness of the involved attention mechanism, we replace it with maxpooling and mean-pooling. Table 3 shows the results on MovieLens. We can see that mean-pooling achieves better performance than max-pooling because max-pooling only considers the most important feature and lots of information is discarded. However, the attention-based CFM achieves the best performance. In fact, the attention-based feature pooling automatically assigns different importance to different features. It can not only retain the rich feature information but also debilitate the noise influence. Table 4 shows the comparison between CFM with and without feature pooling on MovieLens dataset. We can see that the attention-based feature pooling can dramatically reduce the training time without affecting the model performance. It can even result in better recommendation quality.
Conclusion
In this work, we propose a novel context-aware recommendation algorithm CFM, which seamlessly combines automatic feature interaction modeling of FM and strong learning capability of 3D CNN. The key design of CFM is to use an outer product-based interaction cube to represent feature interac-Model HR@10 HR@20 NG@10 NG@20 tions and then utilize 3D CNN to extract signals from it. As a result, correlations among embedding dimensions can be effectively captured and higher-order interaction signals can also be learned in a rather explicit approach. Besides, we also utilize a self-attention mechanism to perform feature pooling and reduce computational cost. Extensive experiments on three datasets demonstrate that CFM has superior performance compared with state-of-the-art models when generating top-k recommendation. Future work includes using more advanced techniques, such as residual learning [He et al., 2016a; He et al., 2016b] , to better extract signals. Besides, we are also interested in developing more rational methods to further improve the efficiency of CFM.
