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ABSTRACT
We use the framework developed as part of the MESA Isochrones and Stellar Tracks (MIST) project to assess the utility of
several types of observables in jointly measuring the age and 1D stellar model parameters in star clusters. We begin with a
pedagogical overview summarizing the effects of stellar model parameters, such as the helium abundance, mass-loss efficiency,
and the mixing length parameter, on observational diagnostics including the color-magnitude diagram, mass-radius relation, and
surface abundances, amongst others. We find that these parameters and the stellar age influence observables in qualitatively
distinctive, degeneracy-breaking ways. To assess the current state of affairs, we use the recent Gaia Data Release 2 (DR2) along
with data from the literature to investigate three well-studied old open clusters—NGC6819, M67, NGC6791—as case studies.
Although there is no obvious tension between the existing observations and the MIST models for NGC6819, there are interesting
discrepancies in the cases of M67 and NGC6791. At this time, parallax zero point uncertainties in Gaia DR2 remain one of
the limiting factors in the analysis of these clusters. With a combination of exquisite photometry, parallax distances, and cluster
memberships from Gaia at the end of its mission, we anticipate precise and accurate ages for these and other star clusters in the
Galaxy.
1. INTRODUCTION
Over the last decade, improving the state of stellar models
has become a critical and necessary step in the quest to under-
stand the properties of thousands of exoplanets that have been
discovered (e.g., Torres et al. 2012; Huber et al. 2014; Mathur
et al. 2017), probe the formation and evolution histories of
galaxies both near and far including our own Milky Way (e.g.,
Freeman & Bland-Hawthorn 2002; Bovy et al. 2012; Mar-
tig et al. 2015), link the diverse set of transient events to
their progenitors (e.g., Kochanek et al. 2008; Smartt 2009;
Georgy et al. 2012), and interpret the troves of asteroseismol-
ogy data that have been obtained by the CoRoT (Baglin et al.
2006) and Kepler/K2 missions (Gilliland et al. 2010; Bedding
et al. 2010; Huber et al. 2011). Moreover, it has become in-
creasingly clear that the analysis and interpretation of an even
larger wealth of data expected from future missions and sur-
veys will require more complete and accurate stellar models.
Many of the essential ingredients in standard 1D stellar evo-
lution models cannot be modeled from first principles and
instead rely on physically-motivated prescriptions. For ex-
ample, turbulent, superadiabatic convection is usually imple-
mented according to the mixing length formalism in which
the mixing efficiency and stellar structure depend sensitively
on αMLT, a free parameter of order unity (Böhm-Vitense
1958). There are ongoing complementary efforts to address
this using sophisticated 3D hydrodynamic simulations (e.g.,
Trampedach et al. 2014; Magic et al. 2015) as well as detailed
constraints and calibrations from a variety of observations
(e.g., Bonaca et al. 2012; Wu et al. 2015; Tayar et al. 2017).
This work adopts the latter approach, in particular using well-
studied benchmark star clusters with a comprehensive set
of observations to investigate the type of information—both
cluster and stellar parameters as well as the input physics
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parameters—that we can recover and the precision with which
we can measure them.
This paper is the first in a series that attempts to measure
stellar parameters (e.g., age) and constrain uncertain input
physics (e.g., mixing length parameter). The insights gained
from this work should guide our intuition to both shape the
direction of future observations and forecast what we will be
able to learn from future surveys and large data sets. We will
explore this more quantitatively in subsequent work. In this
first paper, we lay the groundwork for our approach by qual-
itatively examining the effects of various uncertainties on the
observable quantities. We explore uncertainties of both obser-
vational (e.g., metallicity of the cluster) and theoretical (e.g.,
efficiency of mass loss) origins (e.g., Magic et al. 2010; Reese
et al. 2016; Lagarde et al. 2017; Angelou et al. 2017). A key
aspect of this particular work is that we consider a diverse set
of observables simultaneously. One of the goals is to explore
the separation of the key parameters in the various observed
planes and identify a set of suitable observables for each pa-
rameter.
The rest of the paper is organized as follows. In Section 2,
we review the different types of data sets that can be employed
to study the properties of star clusters and to improve stel-
lar evolution models. In Section 3, we first provide a brief
overview of the MIST project that serves as the framework
for the evolutionary models explored in this work. Then we
explore the information content in these observables using
theoretical models, paying particular attention to the observa-
tional feasibility as well as degeneracies. Next, in Section 4,
we present case studies of three well-studied open clusters,
NGC6819, M67, and NGC6791. In Section 5, we discuss
what we can expect to accomplish with the future Gaia data,
and in Section 6, we present the summary of this work. In
the Appendix, we present a series of figures illustrating the
effect of uncertain model parameters on the CMD morpholo-
gies. For this work, we adopt a Kroupa (2001) initial mass
function (IMF) where necessary.
2. OBSERVATIONS: WHAT CAN THEY TELL US?
Here we provide a broad overview of the different types of
data sets and surveys, including those that are ongoing and im-
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2minent, that can be used to improve both the characterization
of star clusters and the quality of the stellar models. We also
discuss what type of information can be leveraged from dif-
ferent types of observations. We conclude each section with a
discussion of the “typical” uncertainties.
2.1. Photometry
High-precision photometry in multiple filters covering a
long wavelength baseline is tremendously useful for measur-
ing the age, metallicity, extinction, and distance. Stellar evo-
lutionary tracks must be paired with bolometric correction ta-
bles to transform the theoretical outputs, e.g., Teff and logL,
to observed magnitudes. Under the assumption of perfect ob-
servational data, any mismatch between the models and ob-
servations can be attributed to one or both of the components:
interior models and atmosphere models.
In addition to traditional CMD fitting, photometry can
be used for other observational diagnostics such as number
counts of different types of stars. Although taking inventory
of stars can be a difficult task due to completeness issues as
well as low number statistics in some cases, number ratios are
still powerful diagnostics because they are sensitive to relative
phase lifetimes. We expect to be able to reliably catalog stars
in different parts of the CMD with clean membership identifi-
cation from future surveys (see Section 5 for a more in-depth
discussion on the improvements due to Gaia). A related ob-
servable is the luminosity function, e.g., along the red giant
branch (RGB), which has been widely adopted in studies of
globular clusters (e.g., Renzini & Fusi Pecci 1988).
We also note that multi-band photometry can be used
to obtain photometric metallicities (narrow- and medium-
band imaging; see e.g., Ross et al. 2014) and temperatures.
Temperatures derived from color-temperature relations (e.g.,
Alonso et al. 1996; Ramírez & Meléndez 2005; González
Hernández & Bonifacio 2009; Casagrande et al. 2010) are
widely used because they are considered to be reliable and
easily measurable en masse. Finally, we note that direct mea-
surements of the stellar angular diameter (and physical diam-
eters if the parallax distance is known) for a sample of nearby
stars are available through interferometry (e.g., Boyajian et al.
2012a,b). In particular, when combined with bolometric flux
and multi-band photometry, they provide direct constraints on
the empirical color-temperature relations with a few % accu-
racy (Boyajian et al. 2013).
Ground-based photometry, which is generally limited by
seeing due to the Earth’s atmosphere, produces typical un-
certainties of order ≈ 0.01 mag, while HST photometry can
routinely yield ≈ mmag photometry (relative, not absolute,
uncertainty). One source of uncertainty that impacts both
ground- and space-based observations is the photometric zero
point, which is necessary to convert a flux to a magnitude on
some standard scale. Although high-quality photometry can
produce high relative photometric precision, absolute photo-
metric precision is tied to ≈ 1 % absolute flux uncertainty for
flux standards such as Vega (see Bohlin 2014 and also the dis-
cussion in Carrasco et al. 2016). Due to the uncertainties asso-
ciated with the detailed bandpass shape, absolute flux calibra-
tion uncertainties for broadband photometry may be as large
as ≈ 2%, and even larger for medium- and narrow-band pho-
tometry, for stars with spectral types much different from that
of the photometric standards (see Section 3 of Bohlin 2012
and Evans et al. 2018).
2.2. Spectroscopy
2.2.1. Basic Stellar Parameters
There are several recent, ongoing, and planned large-
scale surveys designed to obtain medium-resolution (R '
10,000–25,000) spectra of stars in different parts of the Milky
Way (e.g., RAVE, Steinmetz et al. 2006; Gaia-ESO, Gilmore
et al. 2012; APOGEE, Holtzman et al. 2015; GALAH, De
Silva et al. 2015; WEAVE, Dalton et al. 2012; Gaia-RVS,
Recio-Blanco et al. 2016; 4MOST, de Jong et al. 2016). Their
principle scientific objective is to shed light on the forma-
tion and evolution history of our Galaxy. These spectro-
scopic surveys yield, at minimum, radial velocity, logg, Teff,
and metallicity, and in many cases the surface abundances
of multiple elements for each star. From the stellar evolu-
tion and stellar astrophysics perspective, accurate and pre-
cise measurements of these parameters are extremely use-
ful for testing the integrity of the stellar evolution models.
With the exception of asteroseismology, surface abundances
are some of the only probes of the stellar structure and inte-
rior conditions. Since the creation and destruction of different
species deep within the star can be imprinted on the surface
through various mixing processes, the surface abundances
of different elements carry immense diagnostic power. Fi-
nally, a Hertzsprung-Russell (HR) diagram constructed from
logg and Teff, also known as the “Kiel diagram,” is a use-
ful, distance-independent diagnostic that can be compared di-
rectly with theoretical isochrones.
There is immense diversity in the analysis techniques and
pipelines that are employed to measure stellar parameters
for large spectroscopic samples (e.g., Smiljanic et al. 2014;
Holtzman et al. 2015)—adopted line lists, optimization for
the analysis of different stellar types, equivalent width ver-
sus full spectral fitting—and they produce systematically dis-
crepant results. There is ongoing effort to mitigate some of
these concerns by carrying out detailed comparisons between
different state-of-the-art methods (e.g., Gaia-ESO benchmark
stars; Smiljanic et al. 2014). There is typically a range of
values for the quoted uncertainties (combined systematic and
statistical), depending on the adopted methodology and the
stellar spectral types; logg, Teff and [Fe/H] uncertainties are
generally 0.1–0.2 dex, 50–100 K, and 0.05–0.1 dex, respec-
tively (e.g., Smiljanic et al. 2014; Holtzman et al. 2015). Sys-
tematic uncertainties are generally higher (0.1–0.2) for the
other elements, though in some cases, the range of reported
[Fe/H] values may be comparable as well (e.g., ∼ 0.2 dex for
NGC6791: Carraro et al. 2006; Gratton et al. 2006; Origlia
et al. 2006; Carretta et al. 2007; Brogaard et al. 2011; Boes-
gaard et al. 2015; Netopil et al. 2016).
2.2.2. Carbon and Nitrogen Surface Abundances on the RGB
The surface stellar abundances generally do not reflect the
initial or even the bulk interior abundances at any given time.
Over the lifetime of a star, physical processes such as diffu-
sion and dredge-up can dramatically modify the surface abun-
dances. The magnitude of these effects vary with the mass and
metallicity of the star and the elemental species in question.
For this reason, the evolution of surface abundances can be
used to trace stellar mass, and thus, stellar ages.
For this work, we focus on the surface abundances of RGB
stars because they constitute a significant fraction of the sam-
ple in these spectroscopic surveys that require bright beacons
in distant parts of the Galaxy (see Dotter et al. 2017 for a
discussion of surface versus bulk abundances and their impli-
3cations on derived stellar ages). One of the parameters that
are crucial to galactic archaeology is the stellar age. The clas-
sic method of inferring stellar ages using the spectroscopic
logg–Teff diagram is notoriously challenging due to small Teff
separations between the nearly-vertical RGB tracks of stars
with different initial masses. As a result, small uncertainties
in Teff yield large uncertainties in the initial mass, and there-
fore in age.
Recently, an alternative method using the ratio of carbon
to nitrogen as an age indicator has gained traction (e.g.,
Masseron & Gilmore 2015; Salaris & Cassisi 2015; Martig
et al. 2016; Ness et al. 2016). When the star leaves the MS,
its deepening convective envelope introduces several changes
to the surface elemental abundances during what is known as
the first dredge-up (FDU). Whereas some species such as iron
that were depleted during the MS due to gravitational settling
are nearly restored to their initial values, other species such
as nitrogen and carbon show a marked change relative to their
initial abundances. The latter phenomenon occurs because the
convective envelope engulfs the products of hydrogen burn-
ing in the deep interior, diluting its original bulk abundances
with the CN-processed material. FDU yields an increase in
surface 14N and a concordant decrease in surface 12C as dic-
tated by the CNO cycle equilibrium; the 14N(p,γ)15O reac-
tion is the bottleneck in the CNO cycle, resulting in the ac-
cumulation of nitrogen. Since the maximum fractional depth
reached by the convective envelope increases with the initial
mass, a larger decrease in the surface [C/N] abundance cor-
responds to a larger stellar mass, and therefore a younger age
(Salaris & Cassisi 2015). This FDU efficiency has also been
demonstrated to increase with increasing metallicity (Char-
bonnel 1994). A caveat of this age inference method is that
the initial abundances must be known (e.g., see the discus-
sion in Martig et al. 2016) by disentangling the effects of stel-
lar evolution and galactic chemical evolution. A significant
advantage of studying stars in clusters is that we can obtain
the abundances for a sample of MS or subgiant branch (SGB)
stars in addition to the RGB stars to get a handle on their ini-
tial C and N abundances.
The end of the FDU is marked by the convective envelope
receding back towards the surface ahead of the hydrogen-
burning shell, which is also moving outward. Although
canonical models do not show additional mixing beyond the
FDU, there is solid observational evidence that extra mixing
occurs beyond the RGB bump through the tip of the RGB, and
possibly during the core helium burning (CHeB) phase (Grat-
ton et al. 2000; Angelou et al. 2015). Several explanations
have been put forth, including thermohaline (Charbonnel &
Zahn 2007; Charbonnel & Lagarde 2010) and rotational mix-
ing (Sweigart & Mengel 1979; Palacios et al. 2006), though
we focus on the former here.
Thermohaline mixing is a double-diffusive instability that
occurs in the presence of a destabilizing composition gradient.
Although positive mean molecular weight (µ) gradients are
rare in the stellar interior (nuclear fusion occurs inside out and
it transforms light elements into heavy elements), they do ap-
pear in some cases, for example during the 3He(3He,2p)4He
reaction taking place in the external wing of the hydrogen-
burning shell (Ulrich 1972; Eggleton et al. 2006). Note that
this unusual reaction produces a net increase in the number
of particles and thus a decrease in µ. Thermohaline mixing
is established only beyond the RGB bump, a brief adjustment
period the star undergoes when the hydrogen-burning shell
encounters the µ-discontinuity at the base of the chemically
homogeneous zone, i.e., maximum depth previously reached
by the convective envelope. This instability cannot be trig-
gered at earlier times because the magnitude of the µ gra-
dient inversion is negligible in the presence of the stabiliz-
ing composition gradient. Once thermohaline mixing is es-
tablished in the radiative layer between the hydrogen burning
shell and the convective envelope, surface abundances of nu-
merous species, including 3He, 12C, 13C, and 14N, can become
modified.
2.3. Asteroseismology
Asteroseimology relies on the high-precision monitoring of
brightness fluctuations in the light curves originating from
stellar oscillations. To date, the CoRoT (Baglin et al. 2006)
and Kepler (Gilliland et al. 2010) missions have detected
solar-like acoustic oscillations in well over ≈ 15,000 red gi-
ants (Kallinger et al. 2010b; Stello et al. 2013; Huber et al.
2014). The ongoing repurposed K2 mission, the upcoming
TESS mission, and next generation surveys such as WFIRST,
Euclid, and Plato are expected to increase the sample size dra-
matically.
The detection of oscillations requires taking the Fourier
transforms of the time-series photometry. There are two main
techniques for the subsequent analysis and physical interpre-
tation of the data. The first method is called “peakbagging,”
or “boutique-modeling,” which involves the detailed model-
ing of individual peaks in the frequency spectrum. This is
a challenging and time-consuming problem due to the sheer
number of detected modes as well as the presence of mixed
dipole modes (Corsaro et al. 2015; Handberg et al. 2017).
The second method, which is more widespread given its
simplicity, involves reducing the information in the frequency
spectrum to two global parameters: the frequency of maxi-
mum power, νmax, and the average large frequency separation,
∆ν. These parameters can be related to stellar parameters via
simple scaling relations:
∆ν'
√
M/M
(R/R)3
∆ν (1)
νmax' M/M
(R/R)2
√
Teff/Teff,
νmax, , (2)
where ∆ν = 135.1 µHz, νmax, = 3100 µHz, and Teff, =
5777 K correspond to the solar values. As can be gleaned
from the equations above, ∆ν and νmax are each sensitive
to the average density and surface gravity of the star, re-
spectively. Once they are measured from the observed fre-
quency spectrum, ∆ν and νmax can be combined with an ex-
ternal estimate of Teff—either from spectroscopy or a color-
Teff relation—to yield masses and radii. Alternative forms of
the scaling relations exist for when independent estimates of
e.g., bolometric luminosity, are available. These scaling re-
lations are used to derive masses and radii of RGB stars in
the field en masse (Stello et al. 2008; Kallinger et al. 2010a;
Miglio et al. 2012). Though extremely useful, these simple
scaling relations have been demonstrated to harbor systemat-
ics and thus various corrections have been proposed to im-
prove their accuracy (e.g., White et al. 2011; Miglio et al.
2012; Sharma et al. 2016; Viani et al. 2017). There is an ongo-
ing effort to test and validate the accuracy of scaling relations
using other independent techniques such as eclipsing binaries
4(e.g, Gaulme et al. 2016). The general consensus is that the
scaling relations provide RGB and RC mass and radius es-
timates to within ∼ 10% and ∼ 5%, respectively (see Viani
et al. 2017 and references therein). Estimates of the logg
from the scaling relation are better determined; systematic
uncertainties and biases are estimated to be around 0.01 dex
(Hekker et al. 2013; Viani et al. 2017).5
2.4. Detached Eclipsing Binaries
Eclipsing binary systems yield stellar masses and radii with
exquisite precision, routinely below∼ 3% (Torres et al. 2010).
In particular, systems that are well-detached such that both
members are effectively undergoing single-star evolution—
also known as detached eclipsing binaries (DEBs)—provide a
unique opportunity for rigorous tests of stellar evolution mod-
els; the masses, radii, and/or luminosities of both binary com-
ponents must agree within the observational uncertainties at
a single age (Andersen 1991). Moreover, DEBs can be used
to measure stellar ages without the knowledge of distance and
interstellar reddening if they are near the MSTO. DEBs in
star clusters are especially useful because they can be com-
bined with CMDs to provide complementary constraints on
the models (e.g., Stetson et al. 2003; Brogaard et al. 2012;
Yakut et al. 2015; Brewer et al. 2016; Gökay et al. 2013).
Ground-based discoveries and analyses of DEBs trace back
well over a century (Russell 1912) and have yielded param-
eters of many stellar systems (e.g., Popper 1967; Harmanec
1988; Andersen 1991; Torres et al. 2010). The unprecedented,
precise monitoring by Kepler has observed close to 2000
eclipsing binaries, approximately 1400 of which are classi-
fied as DEBs (Kirk et al. 2016). Ongoing and future missions
such as Gaia, TESS and PLATO are expected to find many
more eclipsing binaries.
Accurate and precise masses and orbital parameters re-
quire high-quality radial velocities measured from double-
lined spectra with high spectral resolution and signal-to-ratio.
In a single-lined system, where only the primary component is
detected, a full orbital solution generally cannot be obtained.
In these systems, the total mass must be combined with the
mass ratio inferred from the light curves to obtain estimates of
individual masses. Perhaps unsurprisingly, masses obtained
using this method are generally less reliable due to correla-
tions and degeneracies among the orbital parameters and their
resulting solutions (Kirk et al. 2016). Light curves provide
stellar radii and orbital parameters, which can be compared
with the spectroscopic determinations as a consistency check.
As noted earlier, DEBs generally provide masses and radii
measurements to within ∼ 3% (Torres et al. 2010), and even
< 1% in some cases (e.g., Brewer et al. 2016).
3. MODELS: WHERE IS THE INFORMATION CONTENT?
In this section, we first provide an overview of the MESA
Isochrones and Stellar Tracks (MIST) models. Then we
present a summary of the effects of various uncertainties on
the observable quantities. Next, we evaluate the sensitivity of
the observables to each key parameter in order to identify the
ideal set of observations with the goal of measuring the cluster
5 Currently there are interesting, unresolved discrepancies be-
tween spectroscopic and asteroseismic logg for red giants with
the SDSS APOGEE spectroscopy and Kepler asteroseismology
(http://www.sdss.org/dr14/irspec/aspcap/#calibration). Not only does
there appear to a mild metallicity dependence to this discrepancy, but the
size of the offset appears to be different for CHeB and red giant branch stars
for reasons that are not well-understood. See also Ting et al. (2018).
parameters (e.g., age) and constraining the uncertain free pa-
rameters (e.g., αMLT). We will revisit the latter within a more
quantitative and rigorous framework in subsequent work.
3.1. MESA Isochrones and Stellar Tracks (MIST) Models
The theoretical isochrones for this work are computed
within the MIST framework (Dotter 2016; Choi et al. 2016).
The main objective of the MIST project6 is to build com-
prehensive grids of well-calibrated stellar evolutionary tracks
and isochrones that encompass a wide range of masses, ages,
metallicities, and evolutionary phases. The first set of mod-
els with solar-scaled abundances both including and exclud-
ing the effects of stellar rotation are already available (Choi
et al. 2016). The second set of models consisting of non-solar-
scaled abundances are currently under development (Dotter
et al., in prep.). Stellar evolutionary tracks are computed us-
ing Modules for Experiments in Stellar Astrophysics (MESA)
(Paxton et al. 2011, 2013, 2015, 2018), an open-source 1D
stellar evolution package. Isochrones are constructed from
grids of stellar evolutionary tracks following Dotter 2016. For
an in-depth overview of the MIST models, including the de-
scriptions of the input physics, we refer the reader to Section 3
and Table 1 of Choi et al. (2016).
3.2. Overview: Model Parameters and Observations
In the following sections, we show a series of multi-panel
plots (Figures 1 through 6) illustrating the effect of an individ-
ual parameter on the various observables at a given stellar age.
Here we describe each panel and the relevant observations in
detail.
In each panel, we show a total of nine MIST isochrones
projected onto several observed planes. The peach, pink, and
purple colors correspond to different parameters (for exam-
ple, metallicities) and the solid, dot-dashed, and dotted lines
correspond to three ages (2, 4, and 10 Gyr). The parameter of
interest always increases from peach to purple, and the pink
curve corresponds to the fiducial model, unless noted other-
wise.
The top row features three CMDs—B −V , V − I, and J −
Ks—zoomed in near the main sequence turn off (MSTO),
SGB, RGB, and RC. As in the standard MIST models, we
use the C3K bolometric correction tables (Conroy et al., in
prep.) constructed from the ATLAS12/SYNTHE atmosphere
models. The ATLAS12/SYNTHE models include the latest
atomic line list from R. Kurucz (including both laboratory and
predicted lines) and many molecules whose contributions are
important especially at longer wavelengths. We use the lat-
est Gaia DR2 passbands and zero points (Evans et al. 2018).
There are no extinction and distance modulus applied to these
CMDs.
In the first panel of the middle row, we show the theoret-
ical mass-radius relations, which can be compared to high-
precision measurements from DEBs. The second panel shows
a slight variation on the classic HR diagram with logg instead
of logL on the y-axis (Kiel diagram), zoomed in on the RGB
and the RC where most of the asteroseismic targets are lo-
cated. For these evolutionary phases, the predicted logg can
be compared with the asteroseismic surface gravity, loggastero,
inferred from the νmax asteroseismic scaling relation (Equa-
tion 1). Note that the νmax measurement must be combined
with a spectroscopic or photometric Teff to infer logg. For
6 http://waps.cfa.harvard.edu/MIST/
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Figure 1. The effect of metallicity and age on a variety of observable parameters. There are a total of six MIST models shown, where the peach, pink, and
purple colors correspond to different metallicities and the solid and dashed lines correspond to two different ages (2.5 and 8 Gyr). First row: CMDs ranging from
optical to near-infrared wavelengths. There are no extinction and distance modulus applied to these CMDs, but we include reddening vectors to illustrate how
the positions of the CMDs can shift. We adopt the standard RV = AV /E(B−V ) = 3.1 reddening law from Cardelli et al. (1989) and assume AV = 0.4 evaluated at
[Fe/H] = 0, logg = 4, and Teff = 5500 K. Second row: mass-radius and Kiel diagrams, which can be compared with DEB data and asteroseismic logg, respectively.
For display purposes, we omit the transition from the core He flash (RGB tip) to the RC and mark the start of quiescent core helium burning using an open circle.
Third row: the surface abundance evolution as the star ascends the RGB and undergoes helium flash before settling into a quiescent, helium-burning RC phase.
The first large decrease at logg ∼ 3.5 marks the onset of first dredge-up, and the second large decrease at 2.5 & logg & 2.0 after the RGB bump is due to
thermohaline mixing. Fourth row: the number ratio of MSTO to RC stars and the difference in the average mass of the RGB and RC stars, both shown as a
function of the cluster age. MSTO stars are defined to be those that fall within 0.5 magnitude below the hottest point of the MS in the V -band. Asteroseismology
can be used to both distinguish RC from RGBs and provide average masses for both types of stars. The first two rows clearly demonstrate that higher metallicity
corresponds to cooler Teff (redder colors) and longer MS lifetimes. The third row shows that FDU and thermohaline operate more and less efficiently, respectively,
as the metallicity is increased. Finally, the last row shows that metallicity does not appear to have a strong effect on the relative numbers of MSTO to RC stars
and the difference in the average mass of RGB and RC stars.
6display purposes, we omit the transition from the core helium
flash (the tip of the RGB) to the RC and mark the start of
quiescent core helium burning using an open circle.
The next row shows surface abundance ratios of carbon to
nitrogen (left) and 12C to 13C (right) along the RGB and RC
(shown as an open circle for clarity) as a function of surface
gravity. Surface abundances are powerful indirect probes of
the stellar interior because various mixing processes lead to
changes in the surface abundances of different species at dif-
ferent stages of the evolution.
Finally, the bottom row features two panels that each shows
an integrated or averaged quantity as a function of the age of
the cluster. The first panel shows the ratio of MSTO to RC
stars. In this context, the MSTO stars are defined to be those
that fall within 0.5 magnitude below the hottest point of the
MS in the V band. For an isochrone with a Henyey hook, in-
stead of the tip of the hook (the actual hottest point), we use
the inflection point at which the blueward excursion begins.
This is because the actual hook corresponds to a fast phase of
expansion and contraction, and thus it is observationally un-
likely to find many stars there. The RC stars are selected based
on the MIST phase label (CHeB phase). The predicted num-
ber ratio of MSTO and RC stars is simply the ratio of the sum
of the IMF weights of stars of each type. This quantity repre-
sents the relative phase lifetimes averaged over the IMF. In the
right panel, we show the average mass difference between the
RGB and the RC stars. Note that this is currently observable
stellar mass instead of the initial mass, and that this is a sim-
ple average without the IMF weights. We can safely ignore
the IMF weights in this case due to the negligible dynamic
range in mass. RGB stars are first identified using the phase
label in the MIST isochrones, then we apply further selection
cuts using the criteria adopted by Miglio et al. (2012); we dis-
card stars that are brighter than the RC magnitude to reduce
possible confusion with asymptotic giant branch (AGB) stars,
and fainter than 1.5 mag below the RC in the V band to avoid
possible blending and low signal-to-noise issues. RC stars are
simply selected by their MIST phase label. The resulting pre-
diction can be compared to the “observed” mass difference
inferred from asteroseismic masses (e.g., Miglio et al. 2012).
In each panel we also include reddening vectors to illustrate
how the positions of the CMDs can be shifted due to dust.
We adopt the standard RV = AV/E(B−V ) = 3.1 reddening law
from Cardelli et al. (1989) and assume AV = 0.4 evaluated at
[Fe/H] = 0, logg = 4, and Teff = 5500. Reddening may ap-
pear to be degenerate with metallicity especially at the MSTO,
SGB and RGB. But there are subtle differences in the CMD
morphology, e.g., the lower MS , especially when multiple
CMDs covering a wide wavelength baseline are considered
simultaneously (e.g., the “kink” in the lower MS in infrared
CMDs; see Pulone et al. 1998; Milone et al. 2014; Correnti
et al. 2016). Given exquisite photometry (e.g., Hubble Space
Telescope or Gaia) and sophisticated fitting techniques, we
should be able to distinguish the two effects.
3.3. Effect of Metallicity
Figure 1 shows the effect of varying [Fe/H], more specifi-
cally Z/X , the ratio of metal to hydrogen mass fractions. Note
that we assume solar-scaled abundances for the models con-
sidered here, i.e., initial [C/N] is held constant. The initial
helium mass fraction Y is computed assuming a linear enrich-
ment law, a common approach also adopted in MIST. More
specifically, the helium abundance is tied to the metallicity
assuming a linear relationship, i.e., Y = Yp + (Y, protosolar −
Yp)Z/Z, protosolar, where Yp is the primordial, Big Bang nucle-
osynthesis value. The enrichment slope in MIST is∆Y/∆Z =
(Y, protosolar −Yp)/Z, protosolar = 1.5. As expected, the CMDs
show that increasing metallicity leads to redder colors. The
mass-radius panel clearly shows that there is little separation
in radius until the stars evolve away from the MS, which sug-
gests that the sensitivity of the models to variations in the age
and metallicity is concentrated in the post-MS stars. At a fixed
initial mass, metal-rich stars are cooler and have longer MS
lifetimes—the Kiel diagram show a clear sequence in temper-
ature with metallicity.
Both of the surface abundances panels show a large dip be-
tween the first two plateaus (logg ∼ 3.5 to logg ∼ 3), corre-
sponding to the FDU (see Section 2.2.2) and the subsequent
decrease is due to thermohaline mixing that is established be-
yond the RGB bump. Interestingly, the net change in [C/N]
and 12C/13C during the two stages of mixing (FDU and ther-
mohaline) show opposite trends with metallicity: FDU and
thermohaline mixing appear to operate more efficiently in
high and low metallicity systems, respectively. FDU is more
efficient at higher metallicities and higher stellar masses be-
cause the convective envelope reaches deeper into the CN-
processed region and is thus able to dredge up more mate-
rial to the surface (e.g., Charbonnel 1994; Salaris & Cassisi
2015; Lagarde et al. 2017). Thermohaline is more efficient
at lower metallicities and lower stellar masses (e.g., Charbon-
nel & Zahn 2007; Eggleton et al. 2008; Charbonnel & La-
garde 2010; Lagarde et al. 2017) due to the compactness of
the thermohaline-mixing region and the resulting steeper tem-
perature gradient.
The bottom panels show relatively large variation with stel-
lar age but little variation with metallicity, suggesting that
these integrated quantities are more sensitive diagnostics of
the stellar age than the metallicity. The number ratio is sen-
sitive to the age because the MS lifetime increases dramat-
ically with decreasing initial mass but the CHeB lifetime is
roughly constant for stars . 2 M. The CHeB lifetime is rel-
atively insensitive to the initial mass for these stars because
they have roughly equal-sized degenerate helium cores that
ignite once a critical temperature (corresponding to a critical
mass of ∼ 0.45 M) is reached.
3.4. Effect of Helium
Figure 2 shows the effects of varying the initial bulk helium
mass fraction, Y , on the various observables. We hold Z fixed
at the protosolar value Z, protosolar = 0.0142 and vary Y and
the hydrogen abundance X . Helium abundance cannot be in-
ferred spectroscopically because there are no photospheric he-
lium lines due to their high excitation potential (Asplund et al.
2009 but see Dupree & Avrett 2013). However, helioseismol-
ogy provides an indirect probe of the helium abundance in the
Sun, relying on the fact that the adiabatic index changes in the
He II ionization zone. This technique has yielded a highly pre-
cise estimate of the solar helium abundance (0.2485±0.0034;
Basu & Antia 2004), which is at an apparent tension with the
helium abundance required to reproduce the correct solar lu-
minosity and temperature at the solar age for an interior model
(Asplund et al. 2009).
The CMDs in the first row demonstrate a systematic trend
with Y as they did with metallicity in Figure 1. Note that these
panels illustrate the effect of helium abundance on the inte-
rior structure and evolution only, largely via changes to the
opacity. Helium abundance also influences the stellar spec-
tra and therefore the bolometric corrections, but this effect is
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Helium Abundance: Y
Figure 2. Same as Figure 1 except now varying the helium abundance at a fixed metal mass fraction Z. The fiducial value of Y = 0.2703 comes from the
protosolar helium abundance in Asplund et al. (2009). At a fixed stellar age, higher helium content leads to hotter stars and shorter MS lifetimes.
unexplored in this work. The mass-radius relation and the
logg–Teff panels also show a sequence in Y ; at a fixed age,
higher helium content leads to hotter stars and lower MSTO
masses. The hotter temperature is due to helium’s low opacity
and the decreased MSTO mass (equivalent to a shorter life-
time) is due to the reduced hydrogen abundance. It is inter-
esting to note that the CMDs do not show a clearly separated
sequence in Y ; the effect of helium variation moves “along”
the isochrone, such that the effect on the CMD is not drastic.
On the other hand, the change in the surface abundances, in
particular [C/N], during the FDU is less pronounced at high
Y . This is because a smaller fraction of the star becomes en-
gulfed, or dredged up, as the stellar mass is decreased. Inter-
estingly, the efficiency of thermohaline mixing appears to be
largely unaffected by initial Y . Finally, the number ratio of
MSTO to RC stars does not show a clear sequence in Y , and
the mass difference between RGB and RC shows marginal
separation in Y . However, the difference is much smaller than
the current observational uncertainties (∼ 0.01 M) and is un-
likely to be detectable in the near future.
3.5. Effect of Mixing Length Parameter
In Figure 3, we show the effects of varying the mixing
length parameter αMLT, a free parameter of order unity that
is frequently calibrated to match the observations of the Sun
(in MIST, αMLT = 1.82; Choi et al. 2016). The physical in-
terpretation of αMLT is the distance, in units of the pressure
scale height, that a fluid parcel travels before depositing its
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Mixing Length Parameter: αMLT
Figure 3. Same as Figure 1 except now varying the mixing length αMLT, which parameterizes the efficiency of convective mixing. The fiducial value of
αMLT = 1.82 was chosen by calibrating to the observations of the Sun (see Section 4.1 in Choi et al. 2016 for more details). The choice of αMLT has the largest
effect on the temperature and therefore the color of the RGB.
energy and disintegrating into the background. Thus it pa-
rameterizes the efficiency of convective mixing and affects the
stellar structure: a small αMLT is associated with cooler Teff
and inflated radius. This is clearly illustrated in the CMDs,
mass-radius relation, and the Kiel diagram, particularly for
the RGB stars which have large convective envelopes. In-
terestingly, the separation between the models with different
values of αMLT is larger in the colors than in Teff, especially on
the upper RGB. Given the typical observational uncertainties
of ∼ 50–100 K in Teff (e.g., Holtzman et al. 2015) and tens of
mmag in color7 this suggests that CMDs may be preferable to
7 Hubble Space Telescope, which nominally represents the best-case sce-
nario today, routinely achieves . 1 mmag relative uncertainty.
HR diagrams for constraining αMLT. However, the CMD ap-
proach requires a reddening correction, though a joint fitting
of multiple CMDs may help alleviate the issues with degen-
eracies. Finally, αMLT appears to have a negligible effect on
the RGB surface abundances, the number ratio of MSTO to
RC stars, and the average mass difference between the RGB
and RC phases.
3.6. Effect of Convective Overshoot Mixing
The MLT framework on its own offers an incomplete de-
scription of convection and requires a separate prescription
for extra mixing that occurs at the convective boundaries. This
process, also known as convective overshoot, is meant to cap-
ture the nonzero momentum of the fluid parcel approaching
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Overshoot Mixing in the Hydrogen-burning Core: fov, H core
Figure 4. Same as Figure 1 except now varying the efficiency of convective overshoot mixing in the hydrogen-burning core, fov, H core. The fiducial value of
fov, H core = 0.016 was chosen to reproduce the MSTO morphology of the open cluster M67. Independent constraints from DEBs (Claret & Torres 2016) also lend
support for this calibrated value. The choice of fov, H core most noticeably affects the MSTO morphology and the luminosity of the SGB because the enhanced
mixing during the MS leads to longer MS lifetimes (thus a larger MSTO mass at a fixed age) and a larger core. However, note that this has no effect on an old
population because the MSTO stars are low in mass and thus harbor radiative cores.
the boundary of the convection zone and its subsequent pen-
etration into the radiative region (Unno 1957; Böhm 1963;
Shaviv & Salpeter 1973). Overshoot implies enhanced mix-
ing and thus has several observable consequences, including
the properties of AGB and post-AGB stars (e.g., Herwig 2000;
Herwig et al. 2011), the MS width (Schaller et al. 1992), and
the MSTO morphology in open clusters (e.g., Magic et al.
2010).
We adopt the “exponential diffusive overshoot” frame-
work introduced by Freytag et al. (1996) and implemented in
MESA following Herwig (2000). This prescription is meant
to capture both the exponential decay of the convective veloc-
ity field and the dissolution of the fluid parcel as a diffusive
process. There are two sets of free parameters available for
every convective boundary in MESA: fov and f0,ov. The first
parameter, fov, determines the efficiency of overshoot mixing
and describes the velocity scale height in terms of the local
pressure scale height. The second parameter, f0,ov, determines
the location inside the convection zone at which the diffusion
coefficient is calculated. For simplicity, we fix the latter to
f0,ov = 0.008 (half of the fiducial value for fov) as we vary fov
to investigate the role of the efficiency of overshoot mixing.
Figure 4 shows the effect of varying fov in the hydrogen-
burning core. Increasing the efficiency of overshoot mixing
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Thermohaline Mixing: αth
Figure 5. Same as Figure 1 except now varying the efficiency of thermohaline mixing αth. The fiducial value of αth was recommended by Charbonnel & Zahn
(2007) to reproduce the observed surface abundances of stars brighter than the RGB bump. The choice of αth has essentially no distinguishable effect on any of
the observables except for the surface abundances of RGB stars brighter than the bump.
in the hydrogen core leads to a more prominent MSTO mor-
phology and a brighter SGB due to an enhanced MS lifetime
and a larger core. Note that this parameter has no effect on
old populations because their MSTO stars are sufficiently low
in mass such that they do not harbor convective cores during
the MS.
We also tested the effect of varying fov in the helium-
burning core. Somewhat surprisingly, changing this param-
eter seems to have little to no effect on any of the observables,
therefore the corresponding figure is not shown. Montalbán
et al. (2013) computed a series of stellar models and adia-
batic frequencies and found a correlation between the aver-
age value of the asymptotic period spacing (∆P) and the size
of the helium-burning core. In a more recent work, Arentoft
et al. (2017) analyzed a sample of red giants in the open clus-
ter NGC6811 and found that overshoot mixing in the helium-
burning core does not appear to have a noticeable effect on
the resulting ∆ν and νmax as long as overshoot mixing is in-
cluded during the MS. However, the authors also found that
∆ν and ∆P together has the potential to constrain the effi-
ciency of overshoot mixing in the helium core and shed light
on the still-debated presence of breathing pulses (Castellani
et al. 1985). Asteroseismic modeling that probes the detailed
interior stellar structure may be required to constrain the effi-
ciency of overshoot in the helium-burning core.
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Mass Loss: η
Figure 6. Same as Figure 1 except now varying the Reimers mass loss parameter η. The fiducial value of η = 0.1 was recommended by the Kepler asteroseismic
constraints from open clusters (Miglio et al. 2012; Handberg et al. 2017). It also reproduce the initial-final mass relation (see Section 8.2 in Choi et al. 2016 for
more details). The choice of η has almost no discernible effect on any of the observables except for the masses of RGB and RC stars.
3.7. Effect of Thermohaline Mixing
In Figure 5, we show the effects of varying αth, the effi-
ciency of thermohaline mixing. As described in Section 2.2.2,
thermohaline is a type of mixing that occurs in a thermally
stable medium that has a destabilizing composition gradient.
Standard models do not predict any further changes to the
surface abundances along the RGB at the conclusion of the
FDU, but abundance evolution beyond the RGB bump is in-
deed observed (e.g., Gratton et al. 2000). Thermohaline mix-
ing is a viable mechanism for explaining this phenomenon
(but see also e.g., Denissenkov 2010; Traxler et al. 2011;
Wachlin et al. 2014), wherein an unstable composition gra-
dient is established by the 3He reaction taking place in the
external wing of the hydrogen burning shell. In the frame-
work of Ulrich (1972) and Kippenhahn et al. (1980), αth has a
geometric interpretation—a large value corresponds to a slen-
der fluid element—which is also directly linked to the mixing
timescale and thus, the mixing efficiency. The fiducial value
of αth in the MIST models was recommended by Charbonnel
& Zahn (2007) to reproduce the observed surface abundances
of stars brighter than the RGB bump.
Perhaps unsurprisingly, changing the efficiency of thermo-
haline mixing has almost no observable influence except in
the surface abundances beyond the RGB bump (see also La-
garde et al. 2017). Note that this effect saturates beyond some
critical value of αth (pink and purple curves), suggesting that
there is a maximum efficiency with which thermohaline mix-
12
ing operates. Given the very minor influence of thermohaline
mixing on the overall evolution, we do not expect noticeable
differences among the models in the bottom left panel show-
ing the number ratio of MSTO and RC stars. The small vari-
ations are largely due to the presence of very weak breath-
ing pulses occurring at the end of the CHeB phase and thus
the size of these variations nominally represents the minimum
theoretical uncertainty on this quantity.
3.8. Effect of Mass Loss Efficiency
Figure 6 illustrates the effects of varying the wind effi-
ciency, η. In particular, since we are focusing on the evo-
lutionary phases preceding the AGB, the relevant mass loss
scheme is the Reimers (1975) prescription, where M˙ ∝ LR/M
with a prefactor η of order unity. For the fiducial MIST mod-
els, we adopt η = 0.1 which is smaller than the value tradi-
tionally adopted in stellar models (e.g., Girardi et al. 2000;
Pietrinferni et al. 2004; Ekström et al. 2012). This choice was
motivated by the results from Miglio et al. (2012) and more
recently Handberg et al. (2017), who demonstrated that the
asteroseismic masses prefer only a modest amount of mass
loss on the RGB. The mass loss rate rises steadily as the
star ascends the RGB, eventually reaching values as high as
10−8 M yr−1 at the tip of the RGB. Variations in the mass
loss efficiency parameter have almost no effects on the ob-
servables considered here except in the average mass differ-
ence between the RGB and the RC.8 If there is no mass loss
on the RGB, this mass difference is always less than zero be-
cause the current stellar mass is exactly equal to the initial
mass and MS lifetime decreases with increasing stellar mass.
On the other hand, if there is significant mass loss between
the RGB and the RC, this quantity will be positive. The mass
difference is negative-valued at almost all stellar ages for the
model with very little mass loss (peach curve), which suggests
that evolutionary timescale is the dominant effect in this case.
3.9. Other Parameters to Consider
In addition to the “internal” sources of uncertainties in stel-
lar models, there are also “external” sources of uncertainties
due to difficulties associated with measuring abundances, dis-
tances, and reddening. Besides metallicity and helium abun-
dance, oxygen abundance (either on its own or grouped with
the other α-capture elements) is another key parameter in
stellar models due to its strong influence on the overall stel-
lar structure and evolution, and thus the inferred stellar age
(e.g., VandenBerg & Bell 2001; Dotter et al. 2007; Van-
denBerg et al. 2012; Bond et al. 2013). Oxygen contributes
significantly to the overall opacity in the stellar interior and
alters the relative importance of the CNO cycle compared
to the pp-chain. We generally assume metallicity9 to be a
well-determined quantity from spectroscopy, but as noted in
Section 2.2.1, different methods can yield systematically dif-
ferent measurements at the ∼ 0.1 dex level (Smiljanic et al.
2014). For some species such as oxygen, the spectroscopic
abundance may be even more uncertain due to difficulties as-
sociated with weak, blended lines, non-local thermodynamic
equilibrium effects, and/or 3D effects (see the discussion in
Asplund et al. 2009, but see also Ting et al. 2018).
8 Although the effect of mass loss on the horizontal branch morphology is
not considered in this work, this subject has been studied extensively in the
context of globular clusters. See e.g., Rood (1973); Lee et al. (1990); Vink &
Cassisi (2002); Dotter (2008); Catelan (2009); Gratton et al. (2010); Salaris
et al. (2016).
9 But not helium!
Over the next several years, the Gaia mission will effec-
tively eliminate distance and membership uncertainties for
open clusters provided that they are sufficiently nearby. The
predicted end-of-mission parallax errors for an individual
G2V star at V = 15 is 24 µas,10 which corresponds to 2% and
12% precision at 1 and 5 kpc, respectively. Even though many
clusters, including NGC6791, have MSTOs that are signifi-
cantly fainter than V = 15, we should still be able to obtain
robust distance estimates by relying on the bright red giants
and combining the constraints from many more fainter stars.
For reference, the three open clusters considered for this work
in Section 4 are at distances of ∼ 800 pc to ∼ 4 kpc, and have
MSTO magnitudes of G = 13 to 17.5.
Extinction (particularly differential extinction) remains
a challenging problem. For this work, we assume the
commonly-adopted CCM reddening law (Cardelli et al.
1989), but there are several alternatives including the Fitz-
patrick 1999 and O’Donnell 1994 reddening laws. In practice,
RV , which parameterizes the slope of the optical extinction
curve, is almost always assumed to be the galactic average
RV = 3.1 even though there is evidence for variations along
different sightlines (Draine 2003). The uncertainties associ-
ated with the treatment of extinction may well be a dominant
source of uncertainty in our interpretation of CMDs in the
Gaia era. One path forward may be the use of panchromatic
CMDs to infer the bolometric magnitude from modeling the
spectral energy distribution, which would remove extinction
from at least the y-axis of the CMD.
3.10. Separation of Information
Here we provide a succinct, visual summary of the informa-
tion presented in the previous sections. Each panel in Figure 7
illustrates the sensitivity of a pair of observables to a param-
eter of interest and the stellar age for the purposes of disen-
tangling their effects. The blue error bar represents a typical
observational uncertainty. For some parameters such as ηR
and αMLT, their effects are nearly orthogonal to that of stellar
age on their respective pairs of observables. For other param-
eters such as [Fe/H], Y , and αth, their effects are separable but
covariant with the effect of stellar age. Finally, in the case of
fov, H core and fov, He core (not shown), these observables do not
cleanly separate the parameters from stellar age.
However, we wish to emphasize that Figure 7, though it
is useful for illustrative purposes, does not fully encapsulate
the sheer amount of information that is present in Figures 1
through 6. What these panels do not capture are the subtle
yet qualitatively distinct morphologies in the panchromatic
CMDs and the changes to the relative number densities of
stars along the CMD—in the sense of a Hess diagram—due
to the model parameters. For instance, the complexities of the
CMDs are boiled down to two scalar quantities, the V − I dif-
ference between the MSTO and the RGB or the bluest extend
of the MSTO in B−V , in this diagram. As such, although Fig-
ure 7 appears to suggest that it is virtually impossible to infer
fov, H core from observations, Figure 4 demonstrates that the
detailed shape of the Henyey hook at a fixed stellar age can
be used to constrain fov, H core. This underscores the potential
of a full CMD-fitting approach (e.g., MATCH, Dolphin 2002;
BASE9, von Hippel et al. 2006) in the era of high-precision
data.
10 https://www.cosmos.esa.int/web/gaia/science-performance
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Figure 7. Diagnostic sensitivity of a pair of observables to a parameter of interest and the stellar age. For each parameter of interest, we identify a set of
observables that most cleanly separate in log(Age) (gray lines) and the parameter in question (red lines), though this was not always possible in every case. Top
left: mixing length parameter; V − I color difference between the MSTO and the RGB (measured at V = 1.5) vs. surface [C/N] abundance of post-FDU stars below
the RGB bump. Top right: helium abundance; surface [C/N] abundance of post-FDU stars below the RGB bump vs. average mass of the MSTO stars. For low
values of Y , there is no RGB bump at log(Age) = 9.6 [years]. Middle left: convective overshoot mixing efficiency in the hydrogen core; surface [C/N] abundance
of RC stars vs. B−V color at the MSTO. Middle right: metallicity; average mass of the MSTO stars vs. B−V color at the MSTO. Bottom left: mass loss; surface
[C/N] abundance of post-FDU stars below the RGB bump vs. average mass difference between the RGB and RC stars. Bottom right: thermohaline mixing;
surface [C/N] abundance of post-FDU stars below the bump vs. surface [C/N] abundance of RC stars. The blue error bar represents a typical observational
uncertainty (see Section 2 for an in-depth overview of different observational data sets).
4. OPEN CLUSTERS: CASE STUDIES
Now that we have qualitatively explored the effects of key
uncertain parameters on several observables, we evaluate the
current state of the available data and assess whether they
can be used to disentangle and constrain the parameters un-
der consideration. For this exercise, we investigate three open
clusters, NGC6819, M67, and NGC6791. We chose these sys-
tems for several reasons. First, all three clusters have been
studied extensively and therefore represent the some of the
best-case scenarios. All three clusters have been observed
by the Kepler mission either as part of the original cam-
paign (NGC6819 and NGC6791) or the repurposed K2 mis-
sion (M67). They have all been observed in several photo-
metric bands, targeted by the APOGEE spectroscopic survey
(Holtzman et al. 2015), and they are known to harbor one or
more DEBs. Second, non-solar-scaled abundances and mul-
tiple stellar populations are less of a concern in open clusters
compared to globular clusters (Bedin et al. 2004; Piotto et al.
2007).11 While one of the major distinctions between glob-
ular clusters and open clusters is believed to be the presence
or the absence of multiple stellar populations, this simple di-
chotomy is becoming increasingly challenged (see Gratton
et al. 2012; Geisler et al. 2012; Bragaglia et al. 2014; Bastian
& Lardo 2017). Nevertheless, it is possible to model globu-
lar clusters and/or multiple populations in this context as well
(see Dotter et al. 2015 where the authors created tailored stel-
lar interior and atmosphere models for NGC6752 taking into
account the individual abundances of two stellar populations).
The nearby globular cluster M4 may be an interesting candi-
date for analysis when the α-enhanced MIST models become
available, although its strong total and differential reddening
(e.g., Hendricks et al. 2012) may pose a challenge; it has at
least three known double-lined DEBs (Kaluzny et al. 2013),
K2 asteroseismology (Miglio et al. 2016), and APOGEE spec-
11 There is evidence that NGC6791 may be moderately α-enhanced (Lin-
den et al. 2017), but see also Carretta et al. (2007); Boesgaard et al. (2015);
Ting et al. (2018).
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tra (Zasowski et al. 2017). Third, these three clusters form a
sequence in age and thus allow for model comparison in dif-
ferent stellar mass regimes. We note that NGC6791 is notice-
ably more metal-rich compared to the other two clusters.
4.1. Cluster Membership and Distances with Gaia DR2 Data
We make use of the recent Gaia Data Release 2 (DR2; Gaia
Collaboration et al. 2018a) to identify likely cluster members
and obtain clean CMDs. First, we construct a parent catalog
using the Large Survey Database (LSD; Juric 2012) frame-
work to combine the DR2 catalog with data from other sur-
veys, such as Pan-STARRS (Chambers et al. 2016; Flewelling
et al. 2016). We use a 3′′ threshold to cross-match the ob-
jects, selecting the nearest candidate in the event of duplicate
matches. Next, we utilize the sky positions and estimates of
the cluster size from the Kharchenko et al. (2013) Milky Way
Star Clusters catalog to perform a cone-search centered on
each cluster. In particular, we choose a search radius of twice
the total apparent radius (r2) to include as many of the poten-
tial cluster members as possible.
Next, for each cluster, we identify the likely clus-
ter members by running the HDBSCAN clustering
algorithm (Campello et al. 2013) on proper motion
(µα,µδ) and parallax ϖ. Following Lindegren et al.
(2018) and Gaia Collaboration et al. (2018b), we
first remove objects with failed astrometric solutions
(astrometric_chi2_al/(astrometric_n_good_obs_al−5)<
1.44MAX(1,exp(−0.4(phot_g_mean_mag − 19.5))). HDB-
SCAN identifies clusters based on the density of points
and, importantly, does not force all data points to belong
to a detected cluster. Unlike the DBSCAN algorithm from
which it is based, HDBSCAN is more flexible in that it
allows the density of the clusters to vary. Its other advantages
are that there is only one important and relatively intuitive
free parameter, the minimum cluster size (30), and that the
algorithm returns a membership probability for every data
point. We select likely cluster members with HDBSCAN
membership probabilities greater than 50% for NGC6819
and M67. For NGC6791, we relax this threshold to 30% to
retain fainter stars with lower quality astrometric data and
thus increase sampling below the MSTO.
As discussed in Luri et al. (2018), a full Bayesian infer-
ence is the preferred method for obtaining parallax-based dis-
tances given the non-linearity between the desired (distance)
and measured (parallax) quantities and the constraint that the
former be necessarily positive while the latter is allowed to be
zero or negative. However, as discussed in Gaia Collaboration
et al. (2018b), estimating the distance through a simple inver-
sion is acceptable as long as the relative precision in paral-
lax is lower than ∼ 20%. Following Gaia Collaboration et al.
(2018b), we adopt an even more strict 10% precision criterion
to obtain a subsample from the likely members as identified
by HDBSCAN. Although this biases against fainter members
in the cluster, this is not a concern for this work because com-
pleteness is not a priority.
Before we invert the parallax measurements, we must first
consider the effect of zero point offsets in Gaia DR2, which
unfortunately are not well-characterized below the level of
∼ 0.05 mas at this time (Arenou et al. 2018; Lindegren
et al. 2018). Independent comparisons with quasars (Lin-
degren et al. 2018), external catalogs and Milky Way satel-
lites (Arenou et al. 2018), eclipsing binaries (Stassun & Tor-
res 2018), and RR Lyrae (Muraveva et al. 2018) have re-
vealed both large- and small-scale (< 1◦) spatial variations
in the parallax zero points, with an average global offset of
∼ −0.03 – −0.08 mas (Gaia parallaxes are systematically too
small). We cannot reliably correct for this by adding a con-
stant zero point offset given that the small-scale variations are
comparable in size to the average global offset. As we de-
scribe in detail in the following sections, this can lead to dif-
ferences in the absolute distance modulus by a value as large
as ∼ 0.4 mag in the case of NGC6819. For this work, we first
compute the fiducial cluster distance using the median par-
allax from the high-precision subsample, apply the resulting
distance modulus to the model CMDs, and assess the quality
of the fits to all of the available cluster data. If the resulting
fit is entirely inconsistent with the observations (i.e., impos-
sible to reconcile by changing the age or the reddening), then
we allow for a small increase in the parallax by an amount
between 0 and 0.08 mas. In a future work, we will present a
detailed description of the cluster membership selection pro-
cess in addition to a more rigorous determination of the clus-
ter parameters using a hierarchical Bayesian analysis where
we also model the parallax zero points.
4.2. NGC6819
NGC6819 is a solar-metallicity, intermediate-age (2 Gyr),
richly populated open cluster (Yang et al. 2013; Anthony-
Twarog et al. 2014; Lee-Brown et al. 2015). As the youngest
system in our sample, its MSTO stars are massive enough to
have convective cores, giving rise to a distinctive MSTO mor-
phology called the Henyey hook.
Figure 8 shows the multi-panel plot summary of NGC6819.
The panels are analogous to those presented in Figures 1
through 6. The photometry comes from several sources: Gaia
DR2 (Evans et al. 2018), BV I (Ak et al. 2016), and Pan-
STARRS (Chambers et al. 2016; Flewelling et al. 2016). We
utilize the Gaia DR2 membership (see Section 4.1) to select
the likely cluster members from the Ak et al. (2016) cata-
log. We apply additional cuts in the Gaia photometry using
phot_bp_rp_excess_factor following Gaia Collabo-
ration et al. (2018b). The reported photometric uncertainties
are∼ 2, 3, and 5 mmag in G, V , and gPS near the MSTO. Note
that the Pan-STARRS CMD is truncated above gPS ≈ 15 due to
saturation, but nevertheless we include it for its well-sampled
lower MS and availability of the NIR photometry. The black
isochrone corresponds to an example “fit” to the data using
the MIST isochrone. The metallicity is assumed to be the
median [Fe/H] value for the sample of red giants, measured
from the publicly-available APOGEE DR14 spectra (Holtz-
man et al. 2015; SDSS Collaboration et al. 2016) with the
Payne (Ting et al. 2018; see below for more details) and the
fiducial value of the distance modulus is estimated from the
Gaia DR2 parallax measurements as described in Section 4.1.
Finally, we start with literature values of reddening and age
and choose the “best-fit” values by eye for purely illustrative
purposes. However, we found that m−M = 12.22, the distance
modulus inferred from the Gaia DR2 parallax—and the sub-
sequent adjustments to the age and reddening in order to fit
the MS in the CMDs—is strongly ruled out by both the RC
magnitude and the rest of the observations. This is consis-
tent with the conclusion from the literature that the Gaia DR2
parallaxes are systematically too small (see the discussion in
Section 4.1). As such, we are afforded some flexibility to ap-
ply a zero point offset to the fiducial cluster parallax, and we
find that 0.075 mas is a suitable value, which, though large, is
still within the range of estimates from the literature. In sum-
mary, the MIST models assume m−M = 11.8, [Fe/H] = −0.01,
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Figure 8. NGC6819, a solar-metallicity, intermediate-age (2 Gyr) open cluster. The top three panels show photometry of likely cluster members selected using
the Gaia DR2 data, along with the MIST models (see text for more details). The MIST CMDs adopt m −M = 11.8, [Fe/H] = −0.01, log(Age) [yr] = 9.4,
and AV = 0.5. The left panel in the middle row shows stellar parameters measured from DEB (Brewer et al. 2016) with the MIST mass-radius relation. The
open and closed symbols indicate that the system is a single- (SB1) and double-lined (SB2) spectroscopic binary system, respectively. When available, the
individual EB components are also shown in the CMDs, where the square, triangle, and circle symbols correspond to the primary, secondary, and tertiary
components, respectively. The right panel shows the asteroseismic logg of single stars inferred from the scaling relations (Handberg et al. 2017) with the
effective temperatures from the Casagrande & VandenBerg (2014) color-temperature relations. The bottom left panel shows the comparison between predicted
surface [C/N] abundances with the measured abundances, shown as gray circles. The surface abundances are obtained by reanalyzing the publicly-available
APOGEE DR14 spectra (Holtzman et al. 2015; SDSS Collaboration et al. 2016) with the Payne (Ting et al. 2018). The measurement of 12C/13C in the right
panel is currently being explored.
log(Age) [yr] = 9.4, and AV = 0.5.
The mass and radius measurements of the two EB systems,
WOCS 24009 (Auner 665; KIC 5023948) and WOCS 40007
(KIC 5113053), are derived from a combination of Kepler
and ground-based photometry and spectroscopy (Brewer et al.
2016). In fact, each one belongs to its own triple system:
WOCS 24009 is a triple-lined system where the brightest,
non-eclipsing component is orbiting a short-period binary
system and WOCS 40007 is a double-lined system. There is
a third EB system WOCS 23009 (Hole et al. 2009; Sandquist
et al. 2013), but it is a single-lined EB and thus the inferred pa-
rameters are less certain. Nevertheless, we include the param-
eters of the primary in our comparison, but in open symbols
to reflect its lower fidelity. When available, the individual EB
components are also shown in the CMDs, where the square,
triangle, and circle symbols correspond to the primary, sec-
ondary, and tertiary components, respectively.
Moving on to the right panel, we show the asteroseismic
logg and Teff for single stars from Handberg et al. (2017).
The authors used a variation of the classic scaling relations
that are recast to include bolometric luminosities. The bolo-
metric corrections and color-temperature relations that are re-
quired to estimate L and Teff come from Casagrande & Van-
denBerg (2014). They utilize V (Milliman et al. 2014) and
Ks (Cutri et al. 2003) photometry and assume a nominal red-
dening value of E(B−V ) = 0.15 and [Fe/H]=0.02±0.10. We
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Figure 9. Same as Figure 8 except now for M67, a solar-metallicity and solar-age (4 Gyr) open cluster. The top left panel shows photometry of likely cluster
members selected using the Gaia DR2 data while the middle and right panels show stars with > 50% membership probabilities as determined by Yadav et al.
(2008). The Sandquist (2004) is a sample of likely single star members selected based on their proper motions. The MIST CMDs, shown in black, adopt
m−M = 9.73, [Fe/H] = −0.01, log(Age) [yr] = 9.58, and AV = 0.18 (see text for more details). The left panel in the middle row shows two measurements of the
stellar parameters of HV Cnc (Sandquist & Shetrone 2003; Gökay et al. 2013) with the MIST mass-radius relation. The open symbols indicate that the system
is a single-lined (SB1) spectroscopic binary system. When available, the individual EB components are also shown in the CMDs, where the square, triangle,
and circle symbols correspond to the primary, secondary, and tertiary components, respectively. The right panel shows the asteroseismic logg inferred from
the scaling relations (Stello et al. 2016) with the effective temperatures from the Casagrande & VandenBerg (2014) color-temperature relations. The surface
abundances are obtained by reanalyzing the publicly-available APOGEE DR14 spectra (Holtzman et al. 2015; SDSS Collaboration et al. 2016) with the Payne
(Ting et al. 2018). The measurement of 12C/13C in the right panel is currently being explored.
adopt a Teff uncertainty of 50 K following the authors’ esti-
mates. Overall, the asteroseismic logg and Teff are in good
agreement with the MIST model predictions, in particular the
RC magnitude and the RGB Teff.
Finally, the last row shows the comparison between pre-
dicted surface [C/N] abundances with measured the observed
abundances, shown as gray circles. The surface abundances
are provided by the Payne (Ting et al. 2018) re-analysis of the
APOGEE DR14 spectra (Holtzman et al. 2015; SDSS Collab-
oration et al. 2016). Here we only briefly describe the Payne
since the details of the methodology are presented in Ting
et al. (2018). The Payne utilizes the idea of generative models;
it fits the variations in normalized flux with respect to stellar
labels (stellar parameters and elemental abundances) with a
flexible functional form approximated with neural networks.
The neural networks are trained on the ATLAS12/SYNTHE
model spectra (Kurucz 1970; Kurucz & Avrett 1981; Kurucz
1993) and the observed spectra are fit via full-spectral fit-
ting. The formal uncertainties for the Payne are very small
(< 0.01 dex), but the true uncertainties are usually dominated
by model systematics. The abundance spreads measured in
open clusters, which are presumed to be chemically homo-
geneous, imply a precision of ≈ 0.03 dex (Ting et al. 2018).
The Payne [C/N] abundances are in good agreement with the
MIST prediction. The full-spectral fitting approach in princi-
ple allows for the measurement of 12C/13C, which is currently
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being explored.
4.3. M67
M67 is a nearby solar-metallicity, intermediate-age (4 Gyr)
open cluster (Taylor 2007; Sarajedini et al. 2009; Önehag
et al. 2014). One of the reasons it is so well studied is that its
MSTO mass is very close to the transition mass above and be-
low which stars burn hydrogen convectively and radiatively in
their cores. Its Henyey hook is frequently used to calibrate the
efficiency of convective overshoot mixing in low mass stars
(e.g., VandenBerg et al. 2006; Magic et al. 2010; Bressan et al.
2012; Choi et al. 2016).
Figure 9 shows the multi-panel plot summary of M67. The
optical and near-infrared photometry comes from Gaia DR2
(Evans et al. 2018), Yadav et al. (2008), and Sarajedini et al.
(2009). For the latter two catalogs, we only show a subset
of the stars with membership probabilities greater than 50%,
as evaluated by Yadav et al. (2008) using their own proper
motion data. An additional proper motion selected sample of
likely single-star members from Sandquist (2004) is overplot-
ted for comparison. The reported photometric uncertainties
are ∼ 4, 3, and 5 mmag in G, I, and Ks near the MSTO. Sim-
ilar to the approach used to model NGC6819, we adopt the
[Fe/H] value from the Payne and estimate the distance mod-
ulus from the Gaia DR2 parallax. We do not apply a paral-
lax zero point offset, though an increase of 0.029 mas (the
global zero point as estimated in Lindegren et al. 2018), re-
sulting in a decrease in the distance modulus of ∼ 0.05 mag
is also permissible with a small decrease in age. In sum-
mary, the MIST models assume m−M = 9.73, [Fe/H] = −0.01,
log(Age) [yr] = 9.58, and AV = 0.18. In BP −RP, the model
diverges from the data near G . 15 for reasons that are un-
known at this time. Interestingly, B−V and B− I (not shown)
show excellent agreement on the lower MS down to G≈ 16.5,
below which the model diverges blueward of the data due to
the well-known M-dwarf radius inflation problem (e.g., Kraus
et al. 2011; Feiden & Chaboyer 2013; Torres 2013). More-
over, there is moderate tension between the predicted and ob-
served RGB colors at the ∼ 0.05 mag level in BP −RP and
V − I, which may point to interesting model deficiencies (e.g.,
αMLT variation; Bonaca et al. 2012; Tayar et al. 2017 but see
also Salaris et al. 2018; Choi et al. 2018) and/or poorly-“fit”
cluster parameters, but we do not conclusively attribute the
discrepancy to any one source at this time.
The left panel in the middle row compares the MIST mass-
radius relation with two independent mass and radius deter-
minations of HV Cnc. HV Cnc was initially reported to be
a single-lined binary (Mathieu et al. 1990), but detections of
a weak secondary and a possible tertiary component were re-
ported in subsequent works (Melo et al. 2001; Sandquist &
Shetrone 2003). Sandquist & Shetrone (2003) analyzed V I
photometry and radial velocity data and found a third non-
binary component in the spectra, though its association with
the HV Cnc system is still uncertain. They deconvolved the
photometry of the three stars to yield the parameters of the
two binary components, shown in yellow. The primary is hot-
ter than the majority of the cluster MSTO stars, which sug-
gests that it is either a blue straggler or undergoing the overall
contraction phase along the Henyey hook. Gökay et al. (2013)
provided an updated set of parameters by adding in the JHKs
photometry, confirming the spectroscopic detection of a third
component. They combined the radial velocity solution of the
primary with the mass ratio inferred from the light curves in
order to obtain the full solution of the binary system, shown
in purple points. Again, we use open symbols to indicate
that HV Cnc is a single-lined binary system. When available,
the individual EB components are also shown in the CMDs,
where the square, triangle, and circle symbols correspond to
the primary, secondary, and tertiary components, respectively.
The right panel shows the asteroseismic logg from the anal-
ysis of the K2 photometry (Stello et al. 2016). The authors
computed Teff using the optical and 2MASS photometry with
the color-temperature relations from Casagrande et al. (2010),
assuming [Fe/H] = 0 and E(B −V ) = 0.03. Their Teff uncer-
tainties were estimated by the scatter in the Teff inferred from
different combinations of the photometric systems, plus an
additional 20 K to account for the Teff zero point uncertainty.
Overall, the Teff and logg are in excellent agreement with the
model predictions including the RC magnitude, albeit the Teff
uncertainties are quite large.
Finally, we plot the [C/N] and 12C/13C surface abundance
evolution on the RGB. The Payne [C/N] abundances are
shown as gray circles for comparison. The spectroscopic
[C/N] abundances fall ≈ 0.1 dex below the MIST prediction,
suggesting a weak preference for a younger age and/or higher
metallicity (see Figure 1). Measurement of 12C/13C from the
APOGEE spectra is currently being explored.
4.4. NGC6791
NGC6791 is an exceptionally old (8 Gyr) and metal-rich
([Fe/H]≈0.3–0.5) open cluster (e.g., Stetson et al. 2003; Grat-
ton et al. 2004; Carney et al. 2005; King et al. 2005; Origlia
et al. 2006; Linden et al. 2017). It is also well-known for
its puzzling double white dwarf cooling sequence, both of
which imply cluster ages that are nominally inconsistent with
the MSTO age (Bedin et al. 2005, 2008a but see also García-
Berro et al. 2010). Several explanations have been put forth,
including the presence of a secondary population of massive
helium WDs (Hansen 2005; Kalirai et al. 2007) and WD bi-
naries (Bedin et al. 2008b).
Figure 10 shows the multi-panel plot summary of
NGC6791. The left and middle panels show BV I photome-
try from Brogaard et al. (2012), which includes differential
reddening corrections to the Stetson et al. (2003) photometry,
while the right panel shows Pan-STARRS photometry (Cham-
bers et al. 2016; Flewelling et al. 2016). All three panels show
likely members selected by the Gaia DR2 proper motion and
parallax data. We apply additional quality cuts in the Bro-
gaard et al. (2012) data, restricting the sample to those with
σV < 10 mmag. We do not show the Gaia DR2 photome-
try because it is too shallow and shows a much larger scat-
ter. The reported photometric uncertainties are . 1–10 and
6 mmag in V and gPS near the MSTO, respectively.12 As be-
fore, the metallicity is fixed to the the Payne measurement.
The distance modulus estimated from the Gaia DR2 paral-
laxes is uncertain, which is unsurprising given the large dis-
tance (∼ 4 kpc). If we compute the distance modulus by
adopting the 10% precision cut (21 stars total) and calcu-
lating the median parallax as described in Section 4.1, we
obtain m −M = 13.29. However, if we relax the precision
cut and/or calculate the mean or the weighted median rather
than the median, the resulting distance modulus can range
from ∼ 13.03 to ∼ 13.45. This is expected to improve with
12 The photometric errors in V near V ≈ 18 as reported by Brogaard et al.
(2012) show a bimodal distribution with peaks at σV ≈ 0.3 and 5 mmag,
respectively, after we limit the sample to σV < 10 mmag. The MS is not
much different when we restrict the sample to σV < 1 mmag.
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Figure 10. Same as Figure 8 except now for NGC6791, a metal-rich ([Fe/H] ≈ +0.3) and old (8 Gyr) open cluster. The top left panel shows photometry of
likely cluster members selected using the Gaia DR2 data. The MIST CMDs assume m−M = 13.05, [Fe/H] = +0.28, log(Age) [yr] = 9.95, and AV = 0.434, and
show interesting tension with the data (see the text for more details). The left panel in the middle row compares the mass and radius measurements of three DEB
systems (Brogaard et al. 2011, 2012; Yakut et al. 2015) with the MIST mass-radius relation. The closed symbols indicate that the system is a double-lined (SB2)
spectroscopic binary system. When available, the individual EB components are also shown in the CMDs, where the square and triangle symbols correspond to
the primary and secondary, respectively. The right panel shows the asteroseismic logg inferred from the scaling relations (Miglio et al. 2012) with the effective
temperatures from the Ramírez & Meléndez (2005) color-temperature relations. The surface abundances are obtained by reanalyzing the publicly-available
APOGEE DR14 spectra (Holtzman et al. 2015; SDSS Collaboration et al. 2016) with the Payne (Ting et al. 2018). The measurement of 12C/13C in the right
panel is currently being explored.
more data over the next several years, but for now, we start
with m−M = 13.29 and allow flexibility in the final adopted
value. In summary, the MIST models, shown in black, assume
m −M = 13.05 (requiring a zero point offset of 0.025 mas),
[Fe/H] = +0.28, log(Age) [yr] = 9.95, and AV = 0.434. In-
terestingly, these models cannot simultaneously fit the MSTO
in all three CMDs and they also show moderate discrepancy
in the RGB color. A simple increase in the reddening value
improves the agreement in B−V , but not without introducing
tension in V −I and i−y. An increase in metallicity to +0.4 dex
results in an overall improved fit at the MSTO in the three pan-
els, but at the cost of increasing tension on the RGB, not to
mention introducing inconsistency with the Payne metallicity.
In the middle row, we compare the mass-radius measure-
ments of three systems, V18, V20, and V80, with the MIST
model predictions. Brogaard et al. (2012) updated the anal-
ysis for V18 and V20 from Brogaard et al. (2011) using a
new photometric reduction procedure and an improved anal-
ysis of the V20 secondary: the contribution to the light curve
from the third component in V20 was accounted for using four
“twin stars” that were identified in a much higher-resolution
HST/ACS image. According to Brogaard et al. (2011), pho-
tometric and radius measurements of V80 are very uncertain
due to magnetic activity possibly induced by its close-in or-
bit. Nevertheless, all three systems are double-lined bina-
ries: there are mass measurements for all three systems and
radius measurements for V18 and V20 to within 1%. Addi-
tionally, there is an updated measurement for V20 from Yakut
19
11.5
12.0
12.5
13.0
13.5
14.0
G
10σG σZP
logAge = 9.56
logAge = 9.6
logAge = 9.64
AV = 0.0
AV = 0.05
AV = 0.1
[Fe/H] =−0.05
[Fe/H] = 0.0
[Fe/H] = +0.05
0.4 0.6 0.8 1.0 1.2
BP−RP
11.5
12.0
12.5
13.0
13.5
14.0
G
Y = 0.25
Y = 0.27
Y = 0.29
0.4 0.6 0.8 1.0 1.2
BP−RP
fov, H core = 0.012
fov, H core = 0.016
fov, H core = 0.020
0.4 0.6 0.8 1.0 1.2
BP−RP
αMLT = 1.72
αMLT = 1.82
αMLT = 1.92
Figure 11. MIST isochrones that illustrate the effects of uncertain parameters on various parts of the Gaia CMD. A distance modulus of m−M = 9.7 is applied to
all models and extinction is not included unless noted otherwise. The logAge, [Fe/H], initial helium abundance, convective overshoot efficiency in the hydrogen-
burning core, and mixing length α are held fixed to 9.6, 0.0, 0.2703, 0.016, and 1.82 unless noted otherwise. While these parameters indeed have only a subtle
influence on the CMD morphology, they change the CMD in unique ways and thus should be separable with high quality models, data, and fitting tools. What
these panels do not explicitly show is the effect of these parameters on the lifetimes. The representative Gaia end-of-mission median-straylight photometric
standard errors assuming 70 visits per field are shown in gray. For display purposes, we multiply the uncertainties in each band by a factor of 10. We also show
the absolute photometric accuracy due to zero point uncertainty (≈ 0.014 mag) in black. Top left: varying the stellar age. Top middle: varying the amount of
reddening assuming the RV = 3.1 reddening law from Cardelli et al. (1989). Top right: varying the metallicity. Bottom left: varying the initial helium abundance.
Bottom middle: varying the convective overshoot mixing in the hydrogen core. Bottom right: varying the mixing length αMLT.
et al. (2015) where the authors utilized very precise Kepler
light curves to obtain more accurate estimates of the stellar
parameters. The most massive EB shows tension with the
isochrone, requiring either a younger age at fixed [Fe/H] or
a higher [Fe/H] at fixed age to resolve the discrepancy. When
available, the individual EB components are also shown in the
CMDs, where the square and triangle symbols correspond to
the primary and secondary, respectively.
In the next panel, we plot the asteroseismic logg measure-
ments from Miglio et al. (2012). The authors adopted effec-
tive temperatures calculated from the Ramírez & Meléndez
(2005) V −K color-temperature relation assuming [Fe/H] =
+0.3 and E(B −V ) = 0.16± 0.02. Following Hekker et al.
(2011), they assume an uncertainty of 50 K, though they cau-
tion that systematic uncertainties due to color-temperature
calibrations and reddening could result in a number closer
to ∼ 110 K. We adopt 50 K for computing uncertainties in
logg. There is a mild offset of . 50 K between the predicted
and “observed” temperatures, though note that the latter was
estimate using a reddening value that is larger than what is
adopted for the CMDs.
In the last row, we plot the [C/N] and 12C/13C surface
abundance evolution on the RGB. For comparison, the Payne
[C/N] abundances are shown as gray circles. Finally, we plot
the [C/N] and 12C/13C surface abundance evolution on the
RGB. The Payne [C/N] abundances are shown as gray cir-
cles for comparison, which are generally in good agreement
with the MIST prediction. Measurement of 12C/13C from the
APOGEE spectra is currently being explored.
5. WHAT WE CAN EXPECT FROM GAIA IN THE FUTURE
The Gaia mission was designed to obtain µas astrome-
try and proper motions for a billion Milky Way stars along
with high-precision photometry consisting of both broadband
G and blue/red (B/R) spectrophotometry (Jordi et al. 2010).
While this work already benefited greatly from Gaia DR2,
especially in cluster membership, there should be notable im-
provement with future data releases in e.g., zero points and
uncertainties in the astrometric solutions. In this section, we
illustrate what we might expect from end-of-mission Gaia
data using M67 as a fiducial case.
In Figure 11, we show example CMDs representative of
M67, where each of the six panels shows a series of MIST
models illustrating the effects of uncertain parameters. The
gray error bars represent the end-of-mission (assuming 70
visits to each field) photometric standard errors estimated ac-
cording to a performance model made available by the Gaia
mission.13 For display purposes, we inflate the errors in each
band by a factor of 10. We emphasize that these errors are
representative of relative photometric precision only, because
the absolute photometric accuracy is still dominated by the
photometric zero point uncertainty. The photometric zero
point measurement is tied to the 1% calibration of Vega’s
spectra (see Carrasco et al. 2016 and also the discussion in
Section 2.1), which ultimately yields ≈ 0.014 mag absolute
photometric uncertainty in color, shown as black error bars
(0.01 mag added in quadrature). However, these uncertain
model parameters change the CMD morphology in qualita-
tively distinct ways, and thus should be separable with high
quality models, data, and fitting tools even in the presence of
13 https://www.cosmos.esa.int/web/gaia/science-performance
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zero point uncertainties. What these panels do not explicitly
show is the effect of these parameters on the lifetimes—this
information is encoded in the density distribution or number
ratios of stars in various parts of the CMD. The subtle differ-
ences illustrated in Figure 11 are difficult to distinguish using
traditional techniques, e.g., fitting empirical MS ridgelines,
but we will soon be able to leverage the exquisite Gaia pho-
tometry, proper motions, and parallax, in combination with a
diverse dataset including spectroscopy and asteroseismology.
These data sets will place very stringent constraints on the
models in Figures 8, 9, and 10, which show isochrones that
were “fit” by eye for illustrative purposes. A future direction
in this area includes a quantitative and objective determina-
tion of the best likelihood parameters (e.g., MATCH, Dolphin
2002; BASE9, von Hippel et al. 2006; MINESweeper, Cargile
et al., in prep.).
6. SUMMARY
In this work, we provided an overview of the currently
available and future data sets that can be leveraged simultane-
ously to both improve our constraints on the uncertain stellar
model parameters and to infer the properties of open clusters.
We first explored the effects of key parameters—age, metal-
licity, helium content, mixing length parameter, convective
boundary mixing efficiency in hydrogen and helium cores,
thermohaline mixing efficiency, and mass loss efficiency—
on the various observational diagnostics. Next, we identified
pairs of observables that are sensitive to each parameter of
interest and stellar age, taking into account the observational
feasibility. The key plot that summarizes the results is shown
in Figure 7.
There are several important caveats. At this level of
scrutiny, photometric/parallax zero points and differential red-
dening (see the discussion in Sections 3.9 and 4.1) may well
dominate the observational uncertainties. However, the zer-
points induce an overall shift in the CMD while the key
parameters considered in this work shape the CMD mor-
phologies in qualitatively distinct ways, and thus the two
types should be separable. On the theoretical modeling
side, a proper treatment of the detailed abundance patterns
(for example, see Dotter et al. 2015 where the authors an-
alyzed NGC6752 using self-consistent stellar interior and at-
mosphere models computed according to the detailed spectro-
scopic abundances), the effects of atomic diffusion on the sur-
face abundances (Dotter et al. 2017), and the surface boundary
conditions (e.g., Salaris & Cassisi 1996; Chabrier & Baraffe
1997; VandenBerg et al. 2008; Choi et al. 2018) will likely be
important.
We also evaluated the current status of the various obser-
vational data sets using three well-studied open clusters—
NGC6819, M67, and NGC6791—as case studies. Although
we find no obvious discrepancies between the existing data
and the MIST models for NGC6819 (Figure 8), M67 shows
a mild tension in the RGB colors (Figure 9). NGC6791
appears to prefer a slightly higher metallicity than what is
inferred from the Payne analysis of the APOGEE spectra,
though this would lead to a tension in the RGB colors (Fig-
ure 10). More precise observations (e.g., parallax-based dis-
tance for NGC6791) and robust fitting will help to conclu-
sively identify and quantify the discrepancies. Gaia parallax
measurements, with careful modeling of the zero point off-
sets, should remove distance as a source of uncertainty, and
the accompanying Gaia photometry (B, R, and G; see Fig-
ure 11) and proper motion memberships will immensely im-
prove the quality of the CMDs, as already demonstrated with
the DR2 data. CMDs contain a tremendous amount of in-
formation, and thus the combination of exquisite photometry,
flexible and robust stellar models, and objective fitting tools
will allow us to measure stellar ages and disentangle the ef-
fects of key stellar model parameters in the near future.
APPENDIX
Here we present a series of figures illustrating the ef-
fects of uncertain parameters—logAge, extinction, [Fe/H],
initial helium abundance, convective overshoot efficiency in
the hydrogen-burning core, and mixing length α—on various
parts of the CMD. These figures are analogous to Figure 11
and show qualitatively the same behavior, but they demon-
strate that the sizes of the effects can vary significantly de-
pending on the combination of filters. We also include error
bars, 0.05 mag in both color and magnitude, to guide the eye
in each panel and assist with the direct comparison of CMDs
plotted on different axis scales. We caution the reader against
over-interpreting the minor blemishes in these figures, e.g.,
the αMLT = 1.72 curve in the bottom right panel of Figure 12.
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Figure 17. Same as Figure 12 except now showing Ks vs. J −Ks
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