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Carnot-Carathe´odory Metrics in
Unbounded Subdomains of C2
Aaron Peterson∗
Abstract
We introduce a new class of unbounded model subdomains of C2 for the 2b problem. Unlike previous
finite type models, these domains need not be bounded by algebraic varieties. In this paper we obtain
precise global estimates for the Carnot-Carathe´odory metric induced on the boundary of such domains
by the real and imaginary parts of the CR vector field.
1 Introduction
Let Ω = {(z1, z2) : ℑ(z2) > P (z1)} ⊂ C2, where P : C → R is smooth, subharmonic, and non-harmonic.
One fundamental problem for such domains, solved when P is a polynomial by Nagel, Stein, and Wainger
in [4], is to describe the Carnot-Carathe´odory (CC) metric d(p, q) induced on bΩ by the real and imaginary
parts of the tangential CR vector field. In two dimensions this metric controls several analytical objects
associated to Ω, such as the Bergman kernel, the Szego˝ kernel, and parametrices for the 2 and 2b operators;
see [3] and the references therein for examples. When P is a polynomial, these objects have been studied
via scaling arguments; see in particular [2] for an example. We are interested in studying these objects, and
therefore the metric d(p, q), in domains where the function P is not a polynomial.
Following the notation of [4], we denote by Λ(p, δ) the diameter (in the ℜ(z2)-direction) of the CC ball
on bΩ with center p = (p1, p2) and radius δ. The purpose of this paper is to give an elementary alternate
description of the balls Bd(p, δ) associated to d which does not require homogeneity of P . This necessitates
a description of Λ(p, δ), which we accomplish by introducing the notion of a (p1, δ)-stockyard, a collection R
of subsets of C which satisfies some mild connectedness and regularity properties.
Our first main result is the following.
Theorem 1.1. Λ(p, δ) = sup(p1,δ)−stockyards R
∑
Ri∈R
∫
Ri
∆P (w)dm(w).
We next introduce a class of smooth non-polynomial functions P for which Λ(p, δ) ≈ f(δ) when δ ≥ δ0 is
sufficiently large. If such a function f(δ) exists, then (f(δ), δ0) is said to be a uniform global structure (UGS)
for bΩ. The presence of a UGS imposes strong conditions on ∆P , which in turn restricts the possibilities
for f(δ). In particular, we have our second main result.
Theorem 1.2. If bΩ has a UGS (f(δ), δ0), then δ . f(δ) . δ
2.
∗This work was supported in part by NSF Grant No. 1147523 - RTG: Analysis and Applications at the University of
Wisconsin - Madison. The author would like to thank Professor Alexander Nagel for his support throughout this project, and
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Using these estimates, we are able to parametrize large CC balls and obtain explicit formulas for d(p, q)
when p and q are far apart. These estimates will be extensively used in future works, where we will study
the Szego˝ kernel and related objects on these non-polynomial model domains.
The rest of the paper is structured as follows. Section 2 sets the notation that will be used throughout the
paper. In Section 3 we prove Theorem 1.1 and provide two extreme examples of uniform global structures.
Section 4 characterizes the possible uniform global structures, and contains a proof of Theorem 1.2. We
parametrize the balls Bd(p, δ) and give large-scale estimates for the metric d in Section 5. Finally, Section 6
concludes the paper.
2 Notation
We write A . B when there exists a constant C, independent of all relevant quantities, such that A ≤ CB.
We will say A & B if B . A, and we write A ≈ B if both A . B and B . A.
When working in C ≈ R2, dm(·) will denote Lebesgue measure with respect to · and |z| will denote the
modulus of z. We will use the notation B(z, δ) (no subscript) to denote {w : |z − w| < δ}.
To simplify some of the proofs, we define a special class of real functions on [0, 1]. We say that f ∈
FPWS[0, 1] if there exist a finite number of points 0 = a0 < a1 < . . . < aN < aN+1 = 1 such that, for all
i = 0, . . . , N , f is smooth on (ai, ai+1) and f |(ai,ai+1) extends continuously to [ai, ai+1]. If A ⊂ R
2, then bA
is FPWS if it can be locally parametrized by a FPWS function.
3 The Global Structure
Let Ω be as in the introduction. Identify bΩ with C × R ≈ R3 via (z1, t+ iP (z1)) ∼ (z1, t) ∼ (x, y, t), and
equip bΩ with Lebesgue measure. The space of tangential Cauchy-Riemann operators on bΩ is spanned
by Z¯ = ∂z¯1 − 2i∂z¯1P (z1)∂z¯2 , which under the identification with C × R becomes Z¯ = ∂z¯1 − i∂z¯1P (z1)∂t.
Decompose Z¯ = X − iY , where X and Y are the real vector fields given by
X =
1
2
∂x +
1
2
∂yP (x, y)∂t, Y = −
1
2
∂y +
1
2
∂xP (x, y)∂t.
Let d : bΩ × bΩ → [0,∞) be the Carnot-Carathe´odory metric associated to the vector fields X and Y .
That is,
d(p0, p1) = inf {δ : ∃γ : [0, 1]→ bΩ, γ(0) = p0, γ(1) = p1,
γ′(t) = α(t)δX(γ(t)) + β(t)δY (γ(t)) a.e.,
α, β ∈ FPWS[0, 1], |α(t)|2 + |β(t)|2 < 1 a.e.
}
.
We will use the notation Bd(p, δ) := {q : d(p, q) < δ} to denote the CC-ball with center p and radius δ.
Let X = (FPWS[0, 1])2 ∩
{
(α, β) : |α(s)|2 + |β(s)|2 < 1
}
, and
X
∗ =
{
(α, β) ∈ X :
∫ 1
0
α(s)ds = 0,
∫ 1
0
β(s)ds = 0
}
.
For (α, β) ∈ X , p0 = (z0, t0) = (x0, y0, t0) ∈ bΩ, and δ > 0, we define F(α,β),δ(p0) = γ(1), where γ : [0, 1]→
bΩ is the path with
γ(0) = p0 and γ
′(s) = α(s)δX(γ(s)) + β(s)δY (γ(s)), a.e. (3.1)
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By setting a =
∫ 1
0 α(t)dt and b =
∫ 1
0 β(t)dt, we get
F(α,β),δ(p0) = (x0 +
δa
2
, y0 −
δb
2
, t0 + Λz0,δ(α, β)),
where
Λz0,δ(α, β) =
∫ 1
0
[∂yP (γ(r))γ
′
1(r) − ∂xP (γ(r))γ
′
2(r)] dr, (3.2)
γ1(r) = x0 +
δ
2
∫ r
0
α(s)ds, γ2(r) = y0 −
δ
2
∫ r
0
β(s)ds.
Let πγ be the projection of γ onto the xy-plane. We denote by L(πγ) := δ
∫ 1
0
√
|α(t)|2 + |β(t)|2dt the
length of πγ. If α and β have mean 0 (i.e. if (α, β) ∈ X ∗), then the projection πγ is a closed curve in C.
Analyzing the integral (3.2) over this curve is essential to understanding the structure of d. With this view
we make the following definition.
Definition 3.1. Define Λ(p0, δ) := sup
(α,β)∈X ∗
|Λz0,δ(α, β)| .
Remark 3.2. Λ(p0, δ) measures the distance, in the t direction, from p0 to the boundary of Bd(p0, δ). Since
the coefficients of the ODE (3.1) are independent of t, we see that the distance Λ(p0, δ) is actually independent
of t0.
If πγ above is a simple, piecewise smooth, negatively oriented closed curve bounding a region R, then an
application of Green’s theorem gives
Λz0,δ(α, β) =
∫
R
∆P (w)dm(w),
which states that the amount that γ alters the t-coordinate of our initial point is equal to the mass of ∆P
contained within R.
In general, though, πγ may be far from simple. To work around this, we will replace πγ by a collection
of simple, piecewise smooth, negatively oriented closed curves by essentially breaking the trace of γ into the
traces of such curves. We describe Λz0,δ(α, β) by studying the collection of regions bounded by these curves.
To this end, we make the following definition.
Definition 3.3. We say A ⊂ C is a pen if A is open, connected, simply connected, and if bA is FPWS.
We call P (A) = L(bA) (the perimeter of A) the amount of fencing used to enclose A. For a fixed z0 ∈ C
and δ > 0, we say that a finite collection of pens R = {R1, . . . , RN} is a (z0, δ)-stockyard if
z0 ∈
N⋃
i=1
bRi,
N∑
i=1
P(bRi) ≤ δ, and
N⋃
i=1
bRi is connected.
A (z0, δ)-stockyard is therefore comprised of a chain of nonempty pens, where the union of the boundaries
of the pens is continuous, and the total amount of fencing used to enclose the pens is bounded by δ.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Because Λz0,δ(α, β) can be viewed as a line integral in the plane, for (α, β) ∈ X we
will say ‘the curve generated by (α, β)’ to refer to the curve γ : [0, 1] → C such that γ(0) = z0 and, for
almost every t, γ′(t) = α(t)δ2 ∂x
∣∣
γ(t)
− β(t)δ2 ∂y
∣∣
γ(t)
.
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Fix a nontrivial (α0, β0) ∈ X ∗, and let γ0 be the curve determined by (α0, β0). The proof of the theorem
is now an advanced calculus exercise, which we break into several steps.
First, uniformly approximate γ0 by a piecewise linear closed curve γ1 (generated by (α1, β1) ∈ X ∗) with
L(γ1) < L(γ), γ1(0) = z0, and where Λz0,δ(α1, β1) is arbitrarily close to Λz0,δ(α0, β0). By slightly perturbing
γ1, we obtain another piecewise linear closed curve γ2 (generated by (α2, β2) ∈ X ∗) with L(γ2) ≤ L(γ),
γ2(0) = z0, and where γ2 has finitely many self-intersections.
We now decompose γ2 into the union of oriented curves η1, . . . , ηN , where
∑
L(ηi) ≤ δ. To do this, let
V = {V1 = z0, V2, . . . , VN} denote the finitely-many self intersection points of γ2 (together with the point z0),
and let {ti} = (γ2)−1(V ). Without loss of generality, we may assume that 0 = t0 < t1 < · · · < tM = 1. For
i = 1, . . .M , define the edge Ei by Ei = (γ2(ti−1), γ2(ti)). Setting E = {E1, . . . EM}, we see that (E ,V ) is a
directed Eulerian graph. Since (E ,V ) is Eulerian, we may decompose it into a finite number of edge-disjoint
directed cycles C1, . . . , CN . Parametrizing Ci by a curve ηi whose orientation agrees with the orientation of
Ci, we see that ηi is a (piecewise linear) oriented simple closed curve. Moreover, by our construction of γ2,∑
L(ηi) ≤ δ, as desired.
We now show that Λ(p0, δ) ≤
sup
(z0,δ)−stockyards R
∑
Ri∈R
∫
Ri
∆P (w)dm(w). Denote by Ri the region
bounded by ηi, and apply Green’s theorem to obtain
−
∮
γ2
∂yPdx− ∂xPdy =
N∑
i=1
(−1)sign of ηi
∫
Ri
∆P (w)dm(w).
By changing the orientations of the positively oriented ηi,
∮
γ2
∂yPdx− ∂xPdy ≤
N∑
i=1
∫
Ri
∆P (w)dm(w),
which, because (R1, . . . , RN ) is a (z0, δ)-stockyard, implies
Λ(p0, δ) ≤
sup
(z0,δ)−stockyards R
∑
Ri∈R
∫
Ri
∆P (w)dm(w).
Let R = (R1, . . . , RN ) be a (z0, δ)-stockyard. It remains to show that there exists a FPWS curve γ with
L(γ) ≤ δ, γ(0) = z0, and ∮
γ
∂yPdx− ∂xPdy ≤
N∑
i=1
∫
Ri
∆P (w)dm(w).
If R = (R1), then we merely parametrize bR1 in the negative direction to get the result. If we are able
to produce such a curve γ˜ for R˜ = (R1, . . . , RN−1), then we choose some t
∗ ∈ [0, 1] such that γ˜(t∗) ∈ bRN .
Reparametrize γ˜ so that t∗ = 0. If η is a negatively oriented parametrization of bRN with η(0) = γ˜(1), then
we concatenate these two curves together and reparametrize to get a curve γ with the required properties.
This concludes the proof.
Definition 3.4. The function Λ : bΩ× (0,∞) → [0,∞) is called the global structure of bΩ. If there exists
δ0 > 0 and a function f : [δ0,∞) → [0,∞) such that Λ(p0, δ) ≈ f(δ) for δ ≥ δ0, with constants depending
only on δ0, then we say that (f(δ), δ0) is a uniform global structure (UGS) of bΩ.
Example (Example with UGS (δ2, δ0)). If P (z) = |z|2, then ∆P ≡ 1. A trivial application of the isoperimetric
inequality implies that Λ(p0, δ) ≡
1
pi
δ2. Hence, bΩ has UGS (δ2, 0).
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Example (Example with UGS (δ, δ0)). Enumerate
{
(10m, 10n) : (m,n) ∈ Z2
}
by {ck}k∈N and let Dk be the
disc with center ck and radius rk = 2
−k. Define hk =
1
pi
2k, so that πr2khk = 2
−k, and let H(z) = hk
if z ∈ Dk, and H(z) = 0 otherwise. Then H(z) ≥ 0 and
∫
C
H(w)dm(w) = 1. Moreover, by convolving
with the Newtonian potential, we get a function P (z) with ∆P = H . Also, for k ≥ 0, we trivially have
2k supz
∫
B(z,2−k)∆P (w)dm(w) = 1. We show that, for P , we have Λ(p0, δ) ≈ δ if δ ≥ 30.
For z ∈ C and δ ≥ 30, consider the stockyard R given by the following construction. Choose k such that
dist(z,Dk) = minl dist(z,Dl). Let R0 be a pen which touches both z and zb ∈ bDk, and has essentially
minimal perimeter (i.e. P (R0) ≈ dist(z,Dk)). By construction, we have P (R0) ≤ 20. Of course, if z ∈ bDk
then no R0 is necessary. Choose N = ⌊(2π)
−12k(δ − P (R0))⌋, and let each of R1, . . . , RN be Dk. Then
(R0, . . . , RN ) is a (z, δ)-stockyard. Moreover, because 0 ≤
∫
R0
∆P (w)dm(w) ≤
∫
Dk
∆P (w)dm(w), we see
that
∑N
i=0
∫
Ri
∆P (w)dm(w) ≈ N2−k ≈ δ.
To see that this is essentially the best that can be done, let R = (R1, . . . , RN ) be an arbitrary (z, δ)-
stockyard. If Ri ∩Dk = ∅ for all k, then
∫
Ri
∆P (w)dm(w) = 0. If Ri ∩Dk 6= ∅ and P (Ri) ≤ 1, then by the
isoperimetric inequality we have∫
Ri
∆P (w)dm(w) ≤
{
P (Ri)
22k, if P (Ri) ≤ rk,
2−k, if P (Ri) ≥ rk.
Hence, if P (Ri) ≤ 1 then
∫
Ri
∆P (w)dm(w) ≤ P (Ri). Because ‖∆P‖L1 = 1, for P (Ri) ≥ 1 we have∫
Ri
∆P (w)dm(w) ≤ 1 ≤ P (Ri). The conclusion that
N∑
i=1
∫
Ri
∆P (w)dm(w) ≤ δ proves the claim.
4 Uniform Global Structures
Before we prove Theorem 1.2, we need a technical lemma.
Lemma 4.1. If bΩ has a UGS, then there are constants 0 < C1 < C2, depending on ∆P and δ0, such that
(a) inf
z0∈C
sup
z∈B(z0,δ)
sup
0<δˆ≤δ
(δˆ + δˆ2)−1
∫
B(z,δˆ)
∆P (w)dm(w) ≥ C1, δ ≥ δ0;
(b) sup
z0∈C
sup
δ>0
(δ + δ2)−1
∫
B(z0,δ)
∆P (w)dm(w) ≤ C2.
Proof. Because the proofs of both parts are similar, we only include the proof of (a). If (a) does not hold,
then for any arbitrarily large δ and small ǫ > 0, we can find z0 ∈ C such that
sup
z∈B(z0,δ)
sup
0<δˆ≤δ
(δˆ + δˆ2)−1
∫
B(z,δˆ)
∆P (w)dm(w) ≤ ǫ.
Let R = (R1, . . . , RN ) be a (z0, δ)-stockyard. Because Ri ⊂ B(z, P (Ri)) for any z ∈ Ri ⊂ B(z0, δ), we have∫
Ri
∆P (w)dm(w) ≤
∫
B(z,P (Ri))
∆P (w)dm(w) ≤ ǫ(P (Ri) + P (Ri)
2),
and therefore, because
∑
P (Ri) ≤ δ,∑
Ri∈R
∫
Ri
∆P (w)dm(w) ≤ ǫ
∑
Ri∈R
(P (Ri) + P (Ri)
2) ≤ ǫ(δ + δ2).
Taking ǫ arbitrarily small, we see that there can be no UGS.
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We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. Fix a point z0 ∈ C and δ ≥ δ0. Choose a (z0, δ)-stockyard R = (R1, . . . , RN ) with∑
Ri∈R
∫
Ri
∆P (w)dm(w) ≈ Λ(p0, δ).
For the bound f(δ) . δ2 (when δ0 ≥ 1), Lemma 4.1(b) gives
∑
Ri∈R
∫
Ri
∆P (w)dm(w) ≤
∑
Ri∈R
∫
B(zi,P (Ri))
∆P (w)dm(w) . δ2.
For the lower bound, choose δˆ ≤ δ and z ∈ B(z0, δ) such that
(δˆ + δˆ2)−1
∫
B(z,δˆ)
∆P (w)dm(w) & 1.
Taking a (z0, 3δˆ)-stockyard R which includes N ≈ δδˆ−1 pens of the form B(z, δˆ), we have
f(3δ) ≥
∑
Ri∈R
∫
Ri
∆P (w)dm(w) & δδˆ−1(δˆ + δˆ2) & δ,
or f(δ) & δ if δ ≥ 3δ0. This concludes the proof.
The next theorem shows that, if ‖∆P‖∞ <∞, then there is only one possible UGS.
Theorem 4.2. If ‖∆P‖∞ <∞ then the following are equivalent:
(a) bΩ has a UGS.
(b) (δ2, δ0) is a UGS for bΩ.
(c) |B(z, δ)|−1
∫
B(z,δ)
∆P (w)dm(w) ≈ 1, uniformly in z ∈ C and δ ≥ δ0.
Proof. We first note that (b) trivially implies (a).
If (a) holds, then choose 0 < C1 < C2 satisfying the conclusion of Lemma 4.1. Noting that
δ−1
∫
B(z,δ)∆P (w)dm(w) ≤ πδ‖∆P‖∞, we obtain
inf
z0∈C
sup
|z0−z|<δ
sup
C˜1‖∆P‖
−1
∞ <δˆ≤δ
(δˆ + δˆ2)−1
∫
B(z,δˆ)
∆P (w)dm(w) > C1.
Taking δ = δ0, we conclude that for every z0 ∈ C, B(z0, δ0) contains a disc whose radius is comparable to δ0
and on which the average of ∆P is bounded away from zero. This in turn implies that
inf
z0∈C
δ−20
∫
B(z0,δ0)
∆P (w)dm(w) ≥ c˜ > 0.
By covering large balls with balls of radius δ0 and applying the Vitali covering lemma, we conclude the proof
of (c).
That (c) implies (b) follows by taking a stockyard which consists of one large circular pen.
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5 Estimates for d
In this section we obtain an approximate formula for d if bΩ has a UGS. To begin, we parametrize large CC
balls with non-isotropic cylinders.
Theorem 5.1. Suppose that bΩ has uniform global structure (f(δ), δ0), and define Cyld(p0, δ) := Img(Ψp0,δ),
where Ψp0,δ : B(0, 1)× (−1, 1)→ bΩ,
Ψp0,δ(a, b, c) = exp(aδX + bδY + cf(δ)∂t)(p0).
If δ ≥ δ0, then there exists R > r > 0 (independent of δ and p0) such that
Cyld(p0, rδ) ⊂ Bd(p0, δ) ⊂ Cyld(p0, Rδ).
Proof. Let (α, β) ∈ X and a =
∫ 1
0
α(t)dt, b =
∫ 1
0
β(t)dt. To begin, write
Λz0,δ(α, β) − Λz0,δ(a, b) = cf(δ) +
∮
piγ−piγ˜
∂yPdx− ∂xPdy,
where γ and γ˜ are the curves determined by (α, β) and the constant functions (a, b), respectively. By
Theorem 1.1, |Λz0,δ(α, β) − Λz0,δ(a, b)| ≤ Kf(δ) for some universal K > 0. With this bound in hand, we
proceed.
Suppose that (x, y, t) = (x0+
aδ
2 , y0−
bδ
2 , t0+Λz0,δ(α, β)). We would like (x, y, t) ∈ Cyld(p0, Rδ) for some
R depending only on K.
Consider the element of Cyld(p0, Rδ) given by
Ψp0,Rδ
( a
R
,
b
R
, c
)
=
(
x0 +
aδ
2
, y0 −
bδ
2
, t0 + cf(Rδ) + Λz0,Rδ
( a
R
,
b
R
))
.
We want to prove that, if R is large enough, then there exists c ∈ (−1, 1) such that
cf(Rδ) + Λz0,Rδ
( a
R
,
b
R
)
= Λz0,δ(α, β). (5.1)
But Λz0,Rδ
(
a
R
, b
R
)
= Λz0,δ(a, b), so |Λz0,δ(α, β) − Λz0,Rδ
(
a
R
, b
R
)
| ≤ Kf(δ). By Theorem 1.2, there
exists R such that f(Rδ) ≥ Kf(δ), and therefore c can be chosen to satisfy (5.1). This proves the second
containment.
For the first containment, it suffices to show that there is R > 0 such that if δ ≥ δ0, then Cyld(p0, δ) ⊂
Bd(p0, Rδ).
If p = Ψp0,δ(a, b, c) ∈ Cyld(p0, δ), then
p = Ψ(z0,t0+cf(δ)),δ(a, b, 0) ∈ Bd((z0, t0 + cf(δ)), δ).
We will show that there is a universal R > 0 with (z0, t0 + cf(δ)) ∈ Bd(p0, Rδ), which implies that p ∈
Bd(p0, (R+ 1)δ).
Choose (α, β) ∈ X ∗ such that
Λz0,Rδ(α, β) ≈ f(Rδ) & Rf(δ),
where the last inequality holds by Theorem 1.2. Now choose R so that
Λz0,Rδ(α, β) ≥ |cf(δ)|. By continuity there exists 1 > ǫ > −1 such that Λz0,Rδ(ǫα, ǫβ) = cf(δ), which
completes the proof.
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Definition 5.2. We say that bΩ is uniformly of type m if
sup
0≤j≤m−2
sup
jth order derivatives W
|W∆P (z0)| ≈ 1.
The following is a consequence of the previous theorem and the results in [4] or [5].
Corollary 5.3. Suppose that bΩ has a UGS and that P is uniformly of type m. Then there exist uniform
constants 0 < r < R and diffeomorphisms Ψp0,δ : B(0, 1)× (−1, 1)→ R
3 with Ψp0,δ(0) = p0 and
Img(Ψp0,rδ) ⊂ Bd(p0, δ) ⊂ Img(Ψp0,Rδ).
Moreover, we have the following estimate for the Jacobian determinant of Ψp0,δ: |JΨp0,δ| ≈ δ
2Λ(p0, δ)
Corollary 5.4. If bΩ has a UGS, then |Bd(p0, δ)| ≈ δ2Λ(p0, δ).
For p0 = (z0, t0) and p1 = (z1, t1), define
T (p0, p1) :=


2ℑ
(∫ 1
0
(z0 − z1)∂zP (z0 + (z1 − z0)s)ds
)
, d(p0, p1) ≥ δ0,
2ℑ
(∑m
k=1 ∂
k
zP (z1)
(z0−z1)
k
k!
)
, d(p0, p1) ≤ δ0.
We now get the following extremely useful result.
Theorem 5.5. Suppose that P satisfies the assumptions of Corollary 5.3, and fix p0, p1 ∈ bΩ. Then
d(p0, p1) ≈ |z1 − z0|+ µ(p0, |t1 − t0 − T (p0, p1)|),
where µ(p0, δ) is the inverse function to δ 7→ Λ(p0, δ). If, in addition,
‖∇2P‖∞ <∞, then we have d(p0, p1) ≈ |z0 − z1|+
√
|t0 − t1| for δ ≥ δ0.
Proof. Let δ = (1 + ǫ)d(p0, p1), for some small positive ǫ. For δ . δ0, the result can be found in [4]. If
δ ≫ δ0, we write
p1 = exp(aδX + bδY + cf(δ)∂t)(p0), (a, b, c) ∈ B(0, 1)× (−1, 1). (5.2)
Because δ ≈ d(p0, p1), we have |((a + ib), c)| ≈ 1. From (5.2) we obtain a = 2δ−1(x1 − x0), b = 2δ−1(y0 −
y1). Solving (5.2) we obtain t1 = t0+cf(δ)+T (p0, p1), and therefore |t1−t0−T (p0, p1)| = |c|f(δ), |z0−z1| ≈
|a+ ib|δ.
The bounds on ((a + ib), c) imply that δ & |z0 − z1| + µ(p0, |t1 − t0 − T (p0, p1)|). On the other hand,
|a+ ib|+ |c| ≈ 1, so that
δ . |z0 − z1| or δ . µ(p0, |t1 − t0 − T (p0, p1)|),
and therefore d(z0, z1) ≈ |z0 − z1|+ µ(p0, |t1 − t0 − T (p0, p1)|).
For the final statement, we remark that if Φ : C2 → C2 is a linear biholomorphism, Ω˜ = Φ(Ω), and d˜
is the CC metric on bΩ˜ induced by the real and imaginary parts of the Cauchy-Riemann vector field, then
d˜(Φ(p0),Φ(p1)) = d(p0, p1). We may therefore assume that P (p0) = 0 and |∇P (p0)| = 0.
One can then use the mean value theorem on T (p0, p1), together with the condition that ‖∇2P‖∞ <∞
and Theorem 4.2, to obtain the result.
Remark 5.6. The condition that ‖∇2P‖∞ < ∞ may seem rather severe, but it holds if, for instance, Ω is
convex and ‖∆P‖∞ <∞.
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6 Conclusion
The results of this paper have trivial extensions to decoupled domains (see [1]). The application of the
methods developed here to more general types of domains will be the subject of future investigations.
This paper represents a crucial first step in the study of approximately quadratic domains, or uniformly
finite type domains Ω = {ℑ(z2) > P (z1)} ⊂ C2 which possess uniform global structures. The results of this
paper, particularly Theorems 4.2 and 5.5, are fundamental for the study of the more complicated analytical
objects associated to these domains, which will be the focus of future work.
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