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Abstract
A simple undirected graph H is called a sum graph if there is a labeling L of the vertices
of H into distinct positive integers such that any two vertices u and v of H are adjacent if and
only if there is a vertex w with label L(w) = L(u) + L(v). The sum number (G) of a graph
G = (V; E) is the least integer r such that the graph H consisting of G and r isolated vertices
is a sum graph. It is clear that (G)6|E|. In this paper, we discuss general upper and lower
bounds on the sum number. In particular, we prove that, over all graphs G = (V; E) with 5xed
|V |¿3 and |E|, the average of (G) is at least |E| − 3|V |(log|V |)=[log(( |V |2 )=|E|)]− |V | − 1. In
other words, for most graphs, (G)∈(|E|). c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The notion of sum graphs was 5rst introduced by Harary [7]. From a practical point
of view, sum graph labeling can be used as a compressed representation of a graph, a
data structure for representing the graph. Data compression is important not only for
saving memory space but also for speeding up some graph algorithms when adapted to
work with the compressed representation of the input graph (for example, see [5,10]).
There have been several papers determining or bounding the sum number of partic-
ular classes of graphs G = (V; E) (n= |V |, m= |E|):
• (Kn) = 2n− 3 for complete graphs Kn (n¿4) [1],
• (Kp;q)6(3p+ q− 3)=2 for complete bipartite graphs Kp;q (q¿p¿2) [8],
• (T ) = 1 for trees T (n¿2) [4],
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• (H2; q)= 4q− 5 (q¿2) and (Hp;q)¿2pq− 2p− 1 (p¿2 and q¿2) for complete
p-partite graphs Hp;q on p¿2 sets of q¿2 nonadjacent vertices [13].
In all those cases, (G)∈E(m=n). It is known however [6] that there exists a class
of graphs H such that (G)∈E(n2), even though no such graphs have yet been con-
structed. A step in the direction of constructing such graphs was taken by Harts5eld
and Smyth [9], who showed that for wheels Wk , (Wk)∈E(m) (recently, (Wk) was
determined as (Wk) = 2 + k=2 (even k) and (Wk) = k (odd k¿5) [12]).
In this paper we derive some new upper and lower bounds on sum number. A graph
decomposition technique is introduced to derive upper bounds on the sum numbers.
Based on this we can show, for example, that the sum number of a bipartite graph
G = (V1; V2; E) with |V1| = |V2| = p is at most m − m=p + 1. For lower bounds,
we show that the average of (G) over all graphs G with n vertices and m edges is
at least m − 3n(log n)=[log(( n2 )=m)] − n − 1. Therefore, we see from (G)6m that at
least half of the number of those graphs G satisfy (G)¿m−6n(log n)=[log(( n2 )=m)]−
2n − 2. Thus, in general, no storage can be saved by storing graphs as sum graphs,
since the number of isolated vertices in a sum labeling is asymptotically bounded
below by the number of edges. This indicates that we need to 5nd special classes
of graphs to save storage by sum graph labeling or we need to study other ap-
proaches such as mod sum graph labeling [2], clique compression [5] or complement
graphs [10].
2. Upper bound
For a simple undirected graph H , a labeling L of the vertices of H into distinct
positive integers is called a sum graph labeling if any two vertices u and v of H
are adjacent precisely when there is a vertex w with label L(w) = L(u) + L(v). For a
labeling L on a graph H , a vertex w is called working if L(w) = L(u) + L(v) holds
for some edge (u; v). A labeling L is called exclusive if every working vertex is an
isolated vertex. Let ex(G) denote the least number r of isolated vertices such that
H = G ∪ HKr has an exclusive sum graph labeling. Clearly, (G)6ex(G). Gould and
RIodl [6] gave the following upper bound on ex(G), which is also an upper bound on
the sum number (G), by decomposing a given graph G=(V; E) into disjoint induced
subgraphs G1; : : : ; Gp which are cliques. Assuming each Gi has at least three vertices,
each clique Gi has an exclusive sum labeling Li with at most 2ni− 3 isolated vertices,
where ni is the number of vertices of Gi. For an appropriate choice of integers k1; : : : ; kp,
the labeling L∗ which is union of kiLi, 16i6p, becomes an exclusive sum labeling
of G by creating |E| −∑16i6p ni(ni− 1)=2 new isolated vertices which correspond to
the edges of G not belonging to any of the cliques Gi.
Theorem 1 (Gould and RIodl [6]). Let G be a graph with m edges. Suppose that G
has p vertex-disjoint complete subgraphs having n1; n2; : : : ; np vertices, where ni¿3
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and 16i6p. Then
ex(G)6m−
∑
16i6p
ni(ni − 1)=2 + 2(n1 + n2 + · · ·+ np)− 3p:
This, however, becomes the trivial bound (G)6m for triangle-free graphs. In this
section, we derive some new upper bounds on ex(G) by extending the above graph
decomposition technique. For a graph G with m edges, de5ne the bene9t (G) as
m−ex(G). Clearly, (G)¿0 for any graph G. We use the following property to derive
upper bounds on the sum number. The subgraph induced from a graph G = (V; E) by
a subset V ′⊆V is denoted by G[V ′].
Lemma 1. Let G=(V; E) be a graph with m edges, and {V1; V2; : : : ; Vp} be a partition
of V . Then
ex(G)6m−
∑
16i6p
(G[Vi]):
Proof. It suKces to show the case p=2 (the case p¿3 can be obtained by repeatedly
applying the lemma). For a nonempty and proper subset V1 of V , we prove
ex(G)6ex(G[V1]) + ex(G[V2]) + |EG(V1; V2)|;
where V2 = V − V1 and EG(V1; V2) denotes the set of edges between V1 and V2.
Let a :V1 ∪ S → Z+ and b :V2 ∪ T → Z+ be exclusive sum graph labelings for
G[V1] ∪ HKs and G[V2] ∪ HKt , respectively, where HKs = (S; ∅), HKt = (T; ∅), s = |S| =
ex(G[V1]), and t = |T | = ex(G[V2]). Create a set W of new vertices wuv associated
with each edge (u; v)∈EG(V1; V2) with u∈V1 and v∈V2. Choose an integer k larger
than 2max{a(v) | v∈V1 ∪ S}, and let c :V1 ∪ S ∪ V2 ∪ T ∪W → Z+ be a labeling such
that
c(u) = a(u); u∈V1 ∪ S;
c(v) = kb(v); v∈V2 ∪ T;
c(wuv) = a(u) + kb(v); (u; v)∈EG(V1; V2):
Clearly, for every edge (x; y)∈E, there is a vertex z ∈W with c(z) = c(x) + c(y).
Also, such z is always an isolated vertex in S ∪ T ∪ W , implying that c is ex-
clusive. We 5rst show that any two vertices x and y have distinct labels. This is
clear if x; y∈V1 ∪ S ∪ V2 ∪ T or if x∈V1 ∪ S and y∈V2 ∪ T ∪W , since max{c(u) |
u∈V1 ∪ S}¡k6min{c(v) | v∈V2 ∪ T ∪ W}. If x∈V2 ∪ T and y∈W , then
c(x) = c(y), because c(x) is a multiple of k, but c(y)=kb(v)+a(u) (a(u)¡k) is not.
For x; y∈W , c(x) = kb(v) + a(u) is equal to c(y) = kb(v′) + a(u′) if and only if
b(v) = b(v′) and a(u) = a(u′). This proves the distinctness of c.
Finally, we show that if (x; y) ∈E then there is no vertex z ∈V1∪S∪V2∪T ∪W such
that c(z) = c(x) + c(y). Assume that such a tuple (x; y; z) exists, and assume without
loss of generality that c(x)6c(y).
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If x; y∈V1 ∪ S, then such z must be contained in V1 ∪ S because a(x)+ a(y)¡k¡
min{c(v) | v∈V2 ∪ T ∪W}. This, however, contradicts that a is a sum graph labeling
of G[V1] ∪ HKs.
Similarly for the case of x; y∈V2 ∪ T (note that z ∈V2 ∪ T , since c(u), u∈W , is
not a multiple of k).
If x∈V1∪S and y∈V2∪T , then c(x)+c(y)=a(x)+kb(y) means that z ∈W (because
a(u)¡k). Hence c(z) = a(u′) + kb(v′) for some (u′; v′)∈EG(V1; V2). Clearly, c(z) =
a(u′) + kb(v′) is equal to a(x) + kb(y) if and only if a(u′) = a(x) and
b(v′) = b(y). However (x; y) = (u′; v′) contradicts (x; y) ∈E.
If x∈V1 ∪ S ∪V2 ∪ T ∪W and y∈W , then c(y)= a(uy)+ kb(vy) for some adjacent
uy ∈V1 and vy ∈V2 and c(x)=$a(ux)+kb(vx) for some vertices ux; vx ∈V1∪S∪V2∪T
and $; ∈{0; 1} with 16$+. Hence c(x)+c(y)=($a(ux)+a(uy))+k(b(vx)+b(vy)),
and this implies that z ∈W and c(z) = a(uz) + kb(vz) for some adjacent uz ∈V1 and
vz ∈V2. From c(z)=c(x)+c(y), we have ($a(ux)+a(uy)−a(uz))+k(b(vx)+b(vy)−
b(vz)) = 0. For any choice of $; ∈{0; 1}, we have $a(ux) + a(uy)− a(uz) = b(vx) +
b(vy)− b(vz) = 0, since k ¿ 2max{a(ux); a(uy)}. If $= 1, then a(ux) + a(uy) = a(uz).
Then uz is a working vertex in the labeling a, and uz ∈ S by the exclusiveness of a.
This contradicts uz ∈V1. On the other hand, if  = 1, then b(vx) + b(vy) = b(vz) and
vz is a working vertex in the labeling b. By exclusiveness of b, vz ∈T , contradicting
vz ∈V2.
It is known that ex(Kn)62n − 3 for a complete graph with n¿4 [1] and
ex(Kp;q)6p + q − 1 for a complete bipartite graph Kp;q with p; q¿1 [8]. Thus,
we have the following results.
Lemma 2. For n¿4, (Kn)¿(1=2)(n− 2)(n− 3).
Note that Lemmas 1 and 2 imply Theorem 1.
Lemma 3. For p; q¿1, (Kp;q)¿(p− 1)(q− 1).
The following results are known for complete bipartite subgraphs.
Lemma 4 (BollobMas [3, Chapter 6, Theorem 2:6] and Reiman [14]). Any bipartite
graph G = (V1; V2; E) with p= |V1|¿q= |V2| and m edges contains a subgraph Kr;2
with r¿[(2m− p)2 − p2]=[4p(p− 1)q].
Lemma 5 (Feder and Motwani [5]). For any constant 0¡&61, a bipartite graph
G = (V1; V2; E) with p = |V1| = |V2| and m edges contains a subgraph Ka;b with
a= p1−& and b= (& logp)=(log 2p2=m).
From these lemmas, together with Lemmas 1 and 3, we can observe the follow-
ing. For any bipartite graph G = (V1; V2; E) with p = |V1|¿q = |V2| and m edges,
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ex(G)6m − [(2m − p)2 − p2]=[4p(p − 1)q] − 1. If p = q then ex(G)6
m− (p1−& − 1)((& logp)=(log 2p2=m) − 1).
We make use of matchings to improve these bounds.
Lemma 6. Let a graph G=(V; E) with n vertices and m edges have a perfect match-
ing. Then ex(G)6m− (1=2)n+ 1.
Proof. Let M={e1=(x1; y1); : : : ; ep=(xp; yp)}⊆E (p= |V |=2) be a perfect matching,
and let X ={x1; : : : ; xp} and Y={y1; : : : ; yp}. Let W={wuv | (u; v)∈E−M} (wuv=wvu)
be a set of new vertices associated with each edge in E −M . Consider the following
labeling a on G ∪ HKm−p+1, where HKm−p+1 = (W ∪ {w0}; ∅).
a(xi) = 10i−1; 16i6p;
a(yi) = 10n−p − 10i−1; 16i6p;
a(w0) = 10n−p;
a(wuv) = a(u) + a(v); (u; v)∈E −M:
Clearly, for each (u; v)∈E, there is a vertex t with a(t) = a(u) + a(v).
We 5rst consider distinctness of labeling a. It is easy to see a(u) = a(v) for two
u; v∈V . Let
I1 = {10n−p + 10i − 10j | 06i6p− 1; 06j6p− 1; i = j};
I2 = {10i + 10j | 06i¡ j6p− 1};
I3 = {2× 10n−p − 10i − 10j | 06i¡ j6p− 1};
where I1 ∪ I2 ∪ I3 is the set of all possible labels of edges in E − M . Obviously,
{a(u) | u∈V} ∩ (I1 ∪ I2 ∪ I3) = ∅, |I1 ∪ I2 ∪ I3| = p2 − p + p(p − 1)=2 + p(p − 1)=2
(=( n2 ) − n=2, i.e., all possible elements are distinct), {a(wuv) | (u; v)∈E − M}⊆
I1 ∪ I2 ∪ I3. By the distinctness of I1 ∪ I2 ∪ I3, c(wuv) = c(wu′v′) for two distinct
wuv; wu′v′ ∈W .
We next show that for any (u; v) ∈E there is no vertex t with a(t) = a(u) + a(v).
The case of u; v∈V is trivial because of the distinctness of I1 ∪ I2 ∪ I3. Then assume
v∈W ∪ {w0}, and let A = {a(u) | u∈V} ∪ {10n−p} ∪ (I1 ∪ I2 ∪ I3), which is the set
of all possible labels that a vertex t in G ∪ HKm−p+1 receives. In the case of u∈V , no
such t exists, since the sets A and {a(u) + a(v) | u∈V; v∈W ∪ {w0}} are disjoint. In
the case of u; v∈W ∪ {w0}, we consider the set Iij of all possible labels c(x) + c(y)
for c(x)∈ Ii and c(y)∈ Ij. Thus, we have
I11 = {2× 10n−p + 10i − 10j + 10i′ − 10j′ | 06i6p− 1; 06j6p− 1; i = j;
06i′6p− 1; 06j′6p− 1; i′ = j′};
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I22 = {10i + 10j + 10i′ + 10j′ | 06i¡ j6p− 1; 06i′¡j′6p− 1};
I12 = {10n−p + 10i − 10j + 10i′ + 10j′ | 06i6p− 1; 06j6p− 1; i = j;
06i′¡j′6p− 1};
I13 = {3× 10n−p − 10i − 10j + 10i′ − 10j′ | 06i¡ j6p− 1; 06i′6p− 1;
06j′6p− 1; i′ = j′};
I23 = {2× 10n−p − 10i + 10j + 10i′ − 10j′ | 06i¡ j6p− 1; 06i′6p− 1;
06j′6p− 1};
I33 = {4× 10n−p−10i−10j−10i′ −10j′ |06i¡ j6p−1; 06i¡ j6p−1}:
We show A ∩ I11 = ∅. Since each label a∗ ∈ I11 is at least 2 × 10n−p − 2 × 10n−p−1
because j; j′¡p= n− p, a∗ must belong to I3 if A ∩ I11 = ∅, and a∗ = 2× 10n−p −
10i
∗ − 10j∗ = 2× 10n−p + 10i − 10j + 10i′ − 10j′ holds for some 06i∗¡j∗6p− 1;
06i6p−1; 06j6p−1; i = j; 06i′6p−1; 06j′6p−1; i′ = j′. However, there
is no such choice of i∗; j∗; i; j; i′; j′, and hence A ∩ I11 = ∅. For other Iij, we can show
A∩ I22 = A∩ I12 = A∩ I13 = A∩ I23 = A∩ I33 = ∅ in a similar manner. No vertex t with
a(t) = a(u) + a(v) exists for u; v∈W ∪ {w0}.
Therefore, a is a sum graph labeling, and exclusive.
Let .(G) denote the size of a maximum matching of G. For a maximum matching
M of G = (V; E), let VM be the set of vertices matched by an edge in M . Then,
by Lemma 1, ex(G)6m − (G[VM ]) − (G[V − VM ]). From (G[V − VM ])¿0 and
(G[VM ])¿.(G)− 1 (by Lemma 6), we have the next result.
Theorem 2. For any graph G with m edges, ex(G)6m− .(G) + 1.
Theorem 3. For a bipartite graph G=(V1; V2; E) with p= |V1|¿q= |V2| and m edges,
ex(G)6m− m=p+ 1.
Proof. We show that .(G)¿m=p, from which the theorem follows by Theorem 2.
Consider a mapping f :V2 → V1 such that f(u) = f(v) for u; v∈V2. There are
(pq )q! choices of such f. For an edge (u; v)∈E with u∈V2 and v∈V1, there are
(p−1q−1 )(q− 1)! mappings such that f(u)= v. Therefore, there is a mapping f such that
{(u; f(u)) | u∈V2} contains at least [m(p−1q−1 )(q− 1)!]=[(pq )q!]= m=p edges.
As we will see in the next section, for all numbers p and m with cp26m¡p2 for
some constant c, there exists a bipartite graph G=(V1; V2; E) with |V1|= |V2|=p and
m edges such that (G)¿m− 6p log 2p=log c − 2p− 1.
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3. Lower bound on average sum number
Gould and RIodl [6] observed that for any n there is a graph G with n vertices such
that (G)∈P(n2). More precisely, they proved the next theorem.
Theorem 4 (Gould and RIodl [6]). Let n be a positive integer and d be a real with
[log(en3)]=[log(5=4)]¡d¡n=10. Then; for some j6dn; there is a graph G with n
vertices and m= ( n2 )− j edges such that
(G)¿m− (n+ 1)(n− 1)
2d
ln(en3)− n:
This theorem, however, is eQective only for extremely dense graphs having at least
2
5n
2 edges. In this section, we prove that for any 5xed number m the average of sum
number (G) over all graphs with m edges is P(m). For a graph G = (V; E), we say
that a labeling L :V → Z+ identi9es G if
L(u) + L(u′) = L(v) + L(v′) for all pairs of (u; u′)∈E and(v; v′) ∈E:
Let $(G) denote the minimum number of distinct labels L(u)+L(u′), (u; u′)∈E over all
labelings that identify G (that is, $(G)=min{|{L(u)+L(u′) | (u; u′)∈E}| |L identify G}).
Clearly, a sum graph labeling identi5es graph G, and at least the $(G) number of labels
L(u) + L(v) represent edges in E. For those labels L(u) + L(v), a sum graph labeling
must have a vertex w with L(w) = L(u) + L(v), and at least $(G)− n isolated vertices
are required to obtain a sum graph. Thus (G)¿$(G)− n.
Theorem 5. Let G1 = (V; E1) be a graph with n¿3 vertices and m1 edges; and
let Gm denote the set of all spanning proper subgraphs G = (V; E) of G1 with
m edges. For each m with 16m¡m1; the average of $(G) over Gm is at least
m− 3n(log n)=(log(m1=m))− 1.
Note that $(G)− n6(G)6m. Hence, at least half of the number of graphs which
belong to Gm satisfy (G)¿m− 2(3n(log n)=[log(m1=m)] + n+ 1).
To prove Theorem 5, we partly follow Gould and RIodl’s proof. However, we use
the following combinatorial property, which plays an essential role in deriving our
new lower bound. A family F of sets is called a Sperner family if no member of F
properly contains any other, i.e., A* A′ for A; A′ ∈F.
Lemma 7. For a set X of k elements; let A = {A1; : : : ; Ap} be a Sperner family on
X; and let a∗ = (1=p)
∑
16i6p |Ai|. Then
(i) p6( ka∗ ) if a
∗ is an integer.
(ii) p6( k+1a∗).
Proof. For a Sperner family A, the following fact is known [11].
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Fact 1. If a∗ = (1=p)
∑
16i6p |Ai| is an integer, then there is a Sperner family
B = {B1; : : : ; Bp} on X such that |B| = |A| = p,
∑
16i6p |Bi| =
∑
16i6p |Ai| and
|Bi|= a∗ for 16i6p.
Clearly, for such B, p= |B|6( ka∗ ), proving (i). Assume that a∗ is not an integer. In
this case, we modify A to a Sperner family A′ as follows. Let t=a∗p−∑16i6p |Ai|.
Add a (k + 1)th element (say k + 1) to X to obtain a set X ′ of (k + 1) elements,
and let A′={Ai ∪{k+1} |Ai ∈A; 16i6t}∪{Ai |Ai ∈A; t+16i6p}. Then clearly,
A′ is a Sperner family on X ′, and (1=p)
∑
A∈A′ |A|(=a∗) is an integer. By (i),
p= |A′|6( k+1a∗), proving (ii).
Proof of Theorem 5. Obviously |Gm| = (m1m ). For each graph G = (V; E)∈Gm, we
5x a labeling LG :V → Z+ which attains $(G) among those identifying G. For a
labeling L on V , we consider all equivalence sets P1; : : : ; Pk of E1 such that L(vi) +
L(vj)=L(vi′)+L(vj′), (vi; vj); (vi′ ; vj′)∈Ph, 16h6k, and L(vi)+L(vj) = L(vi′)+L(vj′),
(vi; vj)∈Ph, (vi′ ; vj′)∈Ph′ , 16h¡h′6k, and denote by 4(L) the equivalence relation
4= {P1; P2; : : : ; Pk} of E1 induced by L.
We 5rst show |{4(LG) |G ∈Gm}|6n3n. For each G ∈Gm, consider the set of all
equations IG = {LG(vi) + LG(vj) = LG(vi′) + LG(vj′) | (vi; vj); (vi′ ; vj′)∈E1} as a system
of linear equations with variables LG(v), v∈V , and choose a set I∗G ⊆ IG of linearly
independent equations. Clearly, |I∗G|6n. Note that |I∗G|=n holds only when 4(LG)={V},
i.e., LG ≡ 0 (we call such 4(LG) trivial). Any solution LG(v), v∈V to I∗G satis5es all
equalities in IG. Hence, if 4(LG) = 4(LG′) for two G;G′ ∈Gm, then I∗G = I∗G′ , because
solutions LG and LG′ to I∗G and I
∗
G′ , respectively, must induce distinct equivalence
relation. Since there are at most
1
2
(
n
2
)(
n
2
)
6
⌊
n4
8
⌋
distinct equations which appear in an IG, the number of choices of at most n − 1
equations is
1 +
∑
16i6n−1
( n4=8
i
)
¡
( n4=8
n
)
¡n3n; (n¿3):
Since there is only one trivial equivalence relation, we obtain |{4(LG) |G ∈Gm}|6
|{I∗G |G ∈Gm}|¡n3n.
Now we partition Gm into classes G1m; : : : ;G
q
m so that each class Gim consists of graphs
G ∈Gm with the same equivalence relation 4(LG), where q6|{4(LG) |G ∈Gm}|¡n3n.
Choose a class Gim. Let us estimate an upper bound on |Gim| in terms of the average of
$(G) over all graphs G ∈Gim. Let 4i={P1; P2 : : : ; Pk} be the equivalence relation in Gim.
Note that for any graph G=(V; E)∈Gim, its edge set E is a union of $(G) subsets in 4i.
Denote the set of such subsets by AG={Pi1 ; Pi2 ; : : : ; Pi$(G)}, and let A={AG |G ∈Gim}.
Observe that A is a Sperner family on 4i (since each AG ∈A gives rise to exactly m
edges). Let $i = (1=|Gim|)
∑{$(G) |G ∈Gim}. Note that
k6m1 − m+ $i; (1)
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since for any AG, k= |4i|= |AG|+ |4−AG|6|AG|+
∑{|Pi| |Pi ∈AG}= |AG|+m1−m.
By Lemma 7,
|Gim|= |A|6
(
k
$i
)
if $i is an integer
or
|Gim|= |A|6
(
k + 1
$i
)
if $i is not an integer:
Then by (1), we have
|Gim|6
(
m1 − m+ $i
$i
)
:
Let xi = |Gim|=|Gm|. Then
xi6
(
m1 − m+ $i
$i
)
(
m1
m
)
=
(m1 − m+ $i)(m1 − m+ $i − 1) · · · (m1 − m+ 1)× m!
(m1)(m1 − 1) · · · (m1 − m+ 1)× $i!
=
m(m− 1) · · · ($i+ 1)
(m1)(m1 − 1) · · · (m1 − m+ $i+ 1)
6
(
m
m1
)m−$i
6
(m1
m
)$i+1−m
:
Hence,
$i¿m− 1 + log(m1=m) xi:
The average H$ of $(G) over all graphs G ∈Gm is given by∑
16i6q
xi$i;
where {xi} satis5es
$i¿m− 1 + log(m1=m) xi for 16i6q;
0¡xi61 for 16i6q and
∑
16i6q
xi = 1: (2)
Then the minimum of∑
16i6q
xi(m− 1 + log(m1=m) xi)
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under constraint (2) is a lower bound on H$. Now we use a general result on convex
functions. For a convex function f(x) and Hx = (x1 + · · · + xq)=q, we have (Theorem
4:3, p. 25, [15])∑
16i6q
f(xi)¿qf( Hx):
We can easily see that f(x) = x(m− 1 + log(m1=m) x) is convex. Therefore, we have
H$¿qf(1=q) = q(1=q)(m− 1 + log(m1=m)(1=q))
=m− 1− log(m1=m) q¿m− 1− 3n
log n
log(m1=m)
:
This proves the theorem.
By applying Theorem 5 to a complete bipartite graph G1 = (V1; V2; E1) = Kp;p, we
see that for every cp26m¡p2 there is a bipartite graph G=(V1; V2; E) with m edges
such that (G)¿m− 6p log 2p=log c − 2p− 1.
4. Concluding remarks
In this paper, we derived some upper and lower bounds on the sum number. These
upper and lower bounds are reasonably close, especially for dense bipartite graphs.
However, constructing a sum graph with sum number of order n2 is still open. Also it
seems a challenging open problem to determine whether there exists an upper bound of
the form m−cn (where c¿ 0 is a constant) for relatively dense graphs. We conjecture
that there exists such a constant c for a class of graphs having n vertices and P(n1+5)
edges for some constant 5¿ 0.
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