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ON THE STRUCTURE OF SOME MODULI SPACES OF FINITE
FLAT GROUP SCHEMES
EUGEN HELLMANN
1. Introdution and Notations
Let p be an odd prime and k a nite eld of harateristi p. Let W = W (k) be
the ring of Witt vetors with oeients in k and K0 = W [
1
p ] its fration eld. We
onsider a nite, totally ramied extension K/K0 and denote by e = [K : K0] the
degree of the extension. Let us x a uniformizer π ∈ OK with minimal polynomial
E(u) ∈W [u] over K0. Further we x an algebrai losure K¯ of K.
Let F be a nite eld of harateristi p and ρ : GK → GL(VF) a ontinuous
representation of the absolute Galois group GK = Gal(K¯/K) of K in a nite
dimensional F-vetor spae VF whose dimension will be denoted by d.
This datum is equivalent to a nite ommutative group sheme G˜ → Spec K with
an operation of F: The K¯-valued points beome an F-vetor spae with a natural
ation of GK and we want G˜(K¯) and VF to be isomorphi as F[GK ]-modules.
If F′ is a nite extension of F, the representation ρ indues a representation ρ′ on
VF′ = VF ⊗F F′.
By the onstrution in Kisin's artile [Ki℄, there is a projetive F-sheme GRVF,0
whose F′-valued points parametrize the isomorphism lasses of nite at models of
VF′ , i.e. nite at group shemes G → Spec OK with an operation of F′ suh that
the generi ber of G is the GK-representation on VF′ in the above sense.
Our aim is to analyze the struture of (some stratiation of) GRVF,0 in the ase
d = 2 and k = Fp.
First we reall some onstrutions from [Ki℄, see also [PR2℄. We assume k = Fp to
simplify the situation.
For eah n let πn ∈ K¯ be a pn-th root of the uniformizer π suh that πpn = πn−1 for
all n. Dene K∞ =
⋃
n≥1K(πn) and denote by GK∞ = Gal(K¯/K∞) the absolute
Galois group of K∞.
For eah algebrai extension F′ of F we denote by φ : F′((u)) → F′((u)) the ho-
momorphism whih takes u to its p-th power and whih is the identity on the
oeients:
φ(
∑
i
aiu
i) =
∑
aiu
pi.
Denote by Mod φ/F′((u)) the ategory of nite dimensional F
′((u))-modules M to-
gether with a φ-linear map Φ : M →M suh that the linearization id⊗Φ : φ∗M →
M is an isomorphism. The morphism are F′((u))-linear maps ommuting with Φ.
By ([Ki℄ 1.2.6, Lemma 1.2.7), there is an equivalene of abelian ategories
Mod φ/F′((u)) ←→
{
ontinuous GK∞-representations
on nite dimensional F′-vetor spaes
}
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whih preserves the dimensions and is ompatible with nite base hange F′′/F′.
This is a version with oeients of the equivalene of ategories of Fontaine (f.
[Fo℄, A3).
Denote by (MF,Φ) the d-dimensional F((u))-vetor spae with semi-linear endomor-
phism Φ, assoiated to the restrition of the Tate-twist VF(−1) to GK∞ under the
above equivalene. By the desriptions in [Ki℄, the nite at models G → Spec OK
of VF orrespond to F[[u]]-latties M ⊂ MF satisfying ueM ⊂ 〈Φ(M)〉 ⊂ M. Here
〈Φ(M)〉 = (id⊗ Φ)φ∗M is the F[[u]]-lattie in MF generated by Φ(M).
Under this desription the multipliative group shemes orrespond to the latties
M suh that 〈Φ(M)〉 = M and the étale group shemes orrespond to the latties
with ueM = 〈Φ(M)〉. These latties will be alled multipliative resp. étale.
This onstrution is ompatible with base hange in the following sense. Suppose
MF ⊂ MF is a F[[u]]-lattie orresponding to a nite at model G of VF. If F′ is a
nite extension of F with n = [F′ : F], then the F′[[u]] lattie
MF′ = M⊗̂FF′ ⊂MF′ =MF⊗̂FF′
orresponds to the nite at model G′ = G ⊠F F′ of VF′ . Here the exterior tensor
produt G ⊠F F′ is the following group sheme: Choose a F-basis e1 . . . en of F′.
Then G ⊠F F′ =
∏n
i=1 G and z ∈ F′ operates via the matrix A ∈ GLn(F) desribing
the multipliation by z on F′ in the xed F-basis.
The sheme GRVF,0 is onstruted as a losed subsheme of the ane Grassmannian
Grass MF for GL(MF) and its losed points are given by
(1.1) GRVF,0(F′) = {F′[[u]]-latties M ⊂MF′ | ueM ⊂ 〈Φ(M)〉 ⊂M}
for every nite extension F′ of F.
In the following we will forget about the Galois representation and nite at group
shemes and will onsider latties. We will drop the ondition p 6= 2. All results
hold for arbitrary p, exept those using the interpretation of the losed points as
nite at group shemes. We will always assume that there exists a nite at model
for VF at least after extending salars.
For eah Qp-algebra embedding ψ : K → K¯0 we now x an integer vψ ∈ {0, . . . , d}.
Denote by v = (vψ)ψ the olletion of the vψ and by r = vˇ the dual partition, i.e.
ri = ♯{ψ | vψ ≥ i}.
Kisin onstruts losed, redued subshemes
GRv,locVF,0 ⊂ GRVF,0
whose F′-valued points are given by
(1.2) GRv,locVF,0 (F′) = {M ∈ GRVF,0(F′) | J(u|〈Φ(M)〉/ue M) ≤ r}
for a nite extension F′ of F (f. [Ki℄, Prop. 2.4.6). Here J(u|〈Φ(M)〉/ue M) denotes
the Jordan type of the nilpotent endomorphism on 〈Φ(M)〉/ueM indued by the
multipliation with u. Reall that for d = 2
(1.3) (a1, b1) ≤ (a2, b2)⇔
{
a1 ≤ a2,
a1 + b1 = a2 + b2
for pairs (ai, bi) ∈ Z2 with ai ≥ bi. The loal struture of GRv,locVF,0 is linked to the
struture of the loal models studied in [PR1℄. These shemes are named " losed
Kisin varieties" in [PR2℄.
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Kisin onjetures in ([Ki℄ 2.4.16) that, if EndF[GK](VF) = F, the onneted ompo-
nents of GRv,locVF,0 are given by the open and losed subshemes on whih both the
rank of the maximal multipliative subobjet and the rank of the maximal étale
quotient are xed. In ([Ki℄, 2.5) he proves this onjeture in the ase d = 2, k = Fp
and vψ = 1 for all ψ. For d = 2 and vψ = 1 for all ψ this result is generalized by
Imai to the ase of arbitrary k (see [Im℄). In this paper we want to analyze the
situation in the ase k = Fp, d = 2 but arbitrary v. It turns out that the onjeture
is not true in general. Our main results are as follows.
For (a, b) ∈ Z2 with a ≥ b, we introdue a loally losed subsheme of the ane
Grassmannian
GVF(a, b) ⊂ GrassMF,
with losed points the latties M suh that the elementary divisors of 〈Φ(M)〉 with
respet to M are given by (a, b).
Theorem 1.1. Assume that (MF′ ,Φ) = (MF⊗̂FF′,Φ) is simple for all nite exten-
sions F′ of F.
(i) If GVF(a, b) 6= ∅, there exists a nite extension F′ of F suh that
GV
F′
(a, b) = GVF(a, b)⊗F F′ ∼= AnF′
for n = ⌊ a−bp+1⌋.
(ii) The sheme GRv,locVF,0 is geometrially onneted and irreduible. There exists a
nite extension F′ of F suh that GRv,locVF,0 ⊗F F′ is isomorphi to a Shubert variety
in the ane Grassmannian for GL(MF′).
The dimension of GRv,locVF,0 is either ⌊ r1−r2p+1 ⌋ or ⌊ r1−r2p+1 ⌋−1. Here ri = ♯{ψ | vψ ≥ i}.
In the treatment of the reduible ase we onsider the set S(v) of isomorphism
lasses [M ′] of one dimensional objets in Mod φ
/F¯((u))
whih admit an F¯[[u]]-lattie
M[M ′] ⊂M ′ suh that 〈Φ(M[M ′])〉 = ue−r1M[M ′]. We will dene subshemes
Xv[M ′] ⊂ GRv,locVF,0 ⊗F F¯.
A lattie denes a losed point of Xv[M ′] if it admits a Φ-stable subobjet isomorphi
to M[M ′]. A lattie M is alled v-ordinary i it denes a losed point of X
v
[M ′] for
some [M ′] ∈ S(v). The subsheme of non-v-ordinary points will be denoted by Xv0 .
We will prove the following Theorem.
Theorem 1.2. Assume that (MF′ ,Φ) = (MF⊗̂FF′,Φ) is reduible for some nite
extension F′ of F.
(i) The subshemes Xv0 and X
v
[M ′] are open and losed in GRv,locVF,0 ⊗F F¯ for all
isomorphism lasses [M ′] ∈ S(v).
(ii) The sheme Xv0 is onneted.
(iii) For eah [M ′] ∈ S(v) the sheme Xv[M ′] is onneted. If it is non empty, it is
either a single point, or isomorphi to P1
F¯
.
(iv) There are at most two isomorphism lasses [M ′] ∈ S(v) suh that Xv[M ′] 6= ∅.
The struture of the subsheme Xv0 of non-v-ordinary latties is muh more om-
pliated than in the absolutely simple ase. In general Xv0 has many irreduible
omponents of varying dimensions. The main result onerning the irreduible
omponents of Xv0 is the following theorem.
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Theorem 1.3. If (M
F¯
,Φ) is not isomorphi to the diret sum of two isomorphi
one-dimensional φ-modules, then the irreduible omponents of Xv0 are Shubert
varieties. Espeially they are normal.
Theorem 1.2 proves a modied version of Kisin's onjeture in the ase k = Fp and
d = 2, as follows.
For an integer s denote by
GRv,loc,sVF,0 ⊂ GR
v,loc
VF,0
the open and losed subsheme where the rank of the maximal Φ-stable subobjet
M1, satisfying 〈Φ(M1)〉 = ue−r1M1, is equal to s.
Corollary 1.4. Assume p 6= 2 and let ρ : GK → VF be any two dimensional
ontinuous representation of GK . Assume that EndF′[GK ](VF′) is a simple algebra
for all nite extensions F′ of F. Then GRv,loc,sVF,0 is geometrially onneted for all
s. Furthermore
(i) If s = 1 and EndF′[GK ](VF′) = F
′
for all nite extensions F′ of F, then GRv,loc,sVF,0
is either empty or a single point.
If s = 1 and EndF′[GK ](VF′) = M2(F
′) for some nite extension F′ of F, then
GRv,loc,sVF,0 is either empty or beomes isomorphi to P1F′ after extending the salars
to F′.
(ii) If s = 2, then GRv,loc,sVF,0 is either empty or a single point.
Aknowledgments: This paper is the author's diploma thesis written at the
University of Bonn. I want to thank M. Rapoport for introdu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subjet and for many helpful disussions. I also want to thank X. Caruso for lots
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2. Some notations in the building
The method of this paper is to determine all latties in the building of GL2
(
F¯((u))
)
that orrespond to losed points of GRv,locVF,0 . As we know that the sheme we study
is a losed redued subsheme of the ane Grassmannian, we an get information
on the struture of GRv,locVF,0 by looking at its losed points.
For the rest of this paper, we x the following notations: Let (MF,Φ) be the objet
in Mod φ/F((u)) orresponding to the 2-dimensional Galois representation ρ on VF.
Let v = (vψ)ψ be a olletion of integers vψ ∈ {0, 1, 2} for every ψ : K → K¯0.
Dene
(2.1) d′ =
∑
ψ
vψ.
Denote by r = vˇ the dual partition, i.e.
r1 = ♯{ψ | vψ ≥ 1}
r2 = ♯{ψ | vψ ≥ 2}.
Denote by B the Bruhat-Tits building for GL2 (F((u))). For any nite extension F′
of F the building for GL2 (F
′((u))) will be denoted by BF′. We write
B¯ =
⋃
F′/F
BF′
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for the building for GL2
(
F¯((u))
)
.
We hoose an F((u))-basis e1, e2 of MF. Denote by M0 = 〈e1, e2〉 the standard
lattie in the standard apartment A0 determined by e1, e2. In this apartment we
hoose the following oordinates:
Let (m,n)0 denote the lattie 〈ume1, une2〉. Further, we onsider another set
of oordinates given by [x, y]0 = (
x+y
2 ,
y−x
2 )0 for x, y ∈ Z, x ≡ y mod 2; i.e.
(m,n)0 = [m− n,m+ n]0.
Let q ∈ F((u))× and set k = vu(q) ∈ Z, where vu is the valuation on F((u)) with
vu(u) = 1. The basis e1, qe1 + e2 of MF denes another apartment Aq whih is
branhing o from the standard apartment at the line dened by x = k. Using the
Iwasawa deomposition we nd
B =
⋃
q∈F((u))
Aq.
For arbitrary q ∈ F((u)) we hoose oordinates in the apartments Aq, similar to
the ase of A0. Dene
(m,n)q = [m− n,m+ n]q := 〈ume1, un(qe1 + e2)〉 ∈ Aq.
Remark 2.1. (i) The systems of oordinates in the various apartments are ompat-
ible in the following sense: For any x, y ∈ Z , x ≡ y mod 2 and q, q′ ∈ F((u)) we
have [x, y]q = [x, y]q′ i x ≤ vu(q − q′) whih implies
[x, y]q = [x, y]q′ ⇔ [x, y]q ∈ Aq ∩ Aq′ ⇔ [x, y]q′ ∈ Aq ∩ Aq′ .
(ii) We will make use of these oordinates for arbitrary points in the building (not
only points orresponding to latties). We see that [x, y]q denes a lattie if and
only if x, y ∈ Z and x ≡ y mod 2.
(iii) We extend the above notations in the obvious way to the buildings B¯ and BF′
for arbitrary nite extensions F′ of F.
(iv) Two points [x, y]q, [x
′, y′]q ∈ Aq dene the same point in the building for
PGL2 (F((u))) if and only if x = x
′
. Thus the projetion from B onto the build-
ing for PGL2 (F((u))) is given by the projetion onto the x-oordinate for every
apartment Aq ⊂ B.
Denition 2.2. Let M and M
′
be latties in MF. Let a, b be the elementary
divisors of M
′
with respet to M, i.e. there exists a basis e′1, e
′
2 of M suh that
M
′ = 〈uae′1, ube′2〉. Dene
d1(M,M
′) = |a− b|
d2(M,M
′) = a+ b.
Remark 2.3. These quantities have the following meaning in the building:
If M = [x, y]q and M
′ = [x′, y′]q′ , then d2(M,M
′) = y′ − y. Further d1(M,M′)
is the distane between M and M
′
in the building for PGL2(F((u))). Here, the
distane between two latties joined by an edge is equal to 1. This an be seen as
follows: Assume that M = 〈e1, e2〉 is the standard lattie and M′ = AM = [x, y]q,
with
A = (aij)ij =
(
um unq
0 un
)
.
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If a ≥ b are the elementary divisors of M′ with respet to M, then, by the theory
of elementary divisors,
d1(M,M
′) = a+ b− 2b = m+ n− 2min
i,j
vu(aij).
• •M
′
M
x 0 vu(q)
•
•M
vu(q)
M
′
0
x
Figure 1. The distane between two latties in the building for
PGL2(F((u))) in the ases x ≤ vu(q) and x ≥ vu(q) ≥ 0.
If x = m− n ≤ vu(q) or vu(q) ≥ 0, then mini,j vu(aij) = min{m,n} and hene
d1(M,M
′) = a− b = |m− n| = |x|.
If x > vu(q) and vu(q) < 0, then mini,j vu(aij) = n+ vu(q). In this ase we nd
d1(M,M
′) = a− b = m− n− 2vu(q) = (x− vu(q)) + (0− vu(q)).
Compare also Fig. 1 and Fig. 2.
•
•
vu(q)
M
M
′
0
x
Figure 2. The distane between two latties in the building for
PGL2(F((u))) in the ase x > vu(q) and vu(q) < 0.
We see that the distane d1(M,M
′) only depends on x, x′ (and on vu(q−q′)), while
d2(M,M
′) only depends on y and y′.
Using this remark, we an extend the distanes d1 and d2 in an obvious way to the
whole building B (and to B¯, BF′). For example
d1([x, y]q, [0, 0]0) =

x if x ≥ 0, vu(q) ≥ 0
−x if x < 0, x < vu(q)
x− 2vu(q) if vu(q) < x, vu(q) < 0.
Lemma 2.4. Dene d′ as in (2.1). The losed points z ∈ GRv,locVF,0 (F¯) orrespond
to the latties M ⊂M
F¯
whih satisfy
d1(M, 〈Φ(M)〉) ≤ r1 − r2
d2(M, 〈Φ(M)〉) = 2e− d′.
Proof. If M ⊂ M
F¯
is any lattie and if a, b are the elementary divisors of 〈Φ(M)〉
with respet to M, then the above onditions read
a− b ≤ r1 − r2
a+ b = 2e− d′ = 2e− (r1 + r2).
This implies ueM ⊂ 〈Φ(M)〉 ⊂M. The Jordan type of u on 〈Φ(M)〉/ueM is given
by
J(u|〈Φ(M)〉/ue M) = (e − a, e− b).
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Assuming a ≥ b we nd:
J(u|〈Φ(M)〉/ue M) ≤ r⇔
{
b ≥ e − r1
a+ b = 2e− d′ = 2e− (r1 + r2).
The lemma follows easily from this. 
Denition 2.5. A lattie M is alled v-admissible if it satises
d1(M, 〈Φ(M)〉) ≤ r1 − r2 and d2(M, 〈Φ(M)〉) = 2e− d′.
Let M be a lattie in MF and A ∈ GL2 (F((u))) be a matrix. We will use the
notation M ∼ A if M admits a F[[u]]-basis b1, b2 satisfying Φ(bi) = Abi. Similarly
we will use the notation MF ∼ A (use a F((u))-basis of MF).
Lemma 2.6. For i = 1, 2, let zi ∈ GRv,locVF,0 (F¯) be losed points orresponding to
latties Mi = [xi, yi]qi ∈ B¯. Then y1 = y2.
Proof. Choose A,B ∈ GL2
(
F¯((u))
)
suh that M2 = AM1 and M1 ∼ B. Then
M2 ∼ φ(A)BA−1. Using the theory of elementary divisors it follows that
vu(det B) = d2(Mi, 〈Φ(Mi)〉) = (p− 1)vu(det A) + vu(det B)
and hene vu(det A) = 0 whih yields the laim. 
Denition 2.7. For eah m ∈ Z dene the following subset of B¯:
B¯(m) :=
⋃
q∈F¯((u))
{[x, y]q ∈ Aq | y = m}.
Viewing GRv,locVF,0 (F¯) as a subset of B¯, Lemma 2.6 implies:
GRv,locVF,0 (F¯) ⊂ B¯(m)
for some m = m(v) ∈ Z. The subset B¯(m) is a tree whih is (as a topologial
spae) isomorphi to the building for PGL2(F¯((u))).
The dierene is that not every vertex represents a lattie: A vertex [x,m]q ∈ B¯(m)
represents a lattie M ⊂MF¯ i x ≡ m mod 2.
Remark 2.8. By onstrution we have
GRVF,0 ⊂ GrassMF,
where GrassMF denotes the ane Grassmannian for GL2. Sine the determinant
ondition in (1.2) xes the dimension
dim 〈Φ(M)〉/ueM =
∑
ψ
vψ = d
′,
the losed subsheme GRv,locVF,0 lies in a onneted omponent of this Grassmannian:
IfM = AM0 denes a losed point (whereM0 is the standard lattie and A is a ma-
trix), then the valuation of det A is determined by the dimension of 〈Φ(M)〉/ueM.
Denition 2.9. For a given olletion v denote by GRvVF,0 the losed subsheme
of GRVF,0 onsisting of all latties M suh that dim〈Φ(M)〉/ueM =
∑
ψ vψ .
Proposition 2.10. If any two of the vψ dier at most by 1, then
GRvVF,0 = GRv,locVF,0 .
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Proof. Let M be a lattie and a ≥ b the elementary divisors of 〈Φ(M)〉 with respet
to M. Then M denes a losed point of GRvVF,0 if and only if 0 ≤ b ≤ a ≤ e and
a+ b = 2e− d′ with d′ =∑ψ vψ. This is equivalent to
a+ b = 2e− d′
a− b ≤ max{d′, 2e− d′}.
Indeed, if a+b = 2e−d′, then a−b ≤ d′ is equivalent to a ≤ e, while a−b ≤ 2e−d′
is equivalent to b ≥ 0.
Now if any of the vψ dier at most by 1 we must have r1 = e (if all vψ ≥ 1) or
r2 = 0 (if all vψ ≤ 1). In both ases we nd r1 − r2 = max{d′, 2e− d′}.
(See also [Ki℄, Prop. 2.4.6 (4) and [PR1℄, Thm. B (iii)). 
3. The absolutely simple ase
In this setion we will analyze the struture of GRv,locVF,0 in the ase where (MF,Φ) is
absolutely simple, i.e. for every (nite) extension F′/F there is no proper Φ-stable
subobjet of (MF′ ,Φ).
Lemma 3.1. If (MF,Φ) is absolutely simple, there exists a nite extension F
′
of
F, a basis e1, e2 of MF′ and a ∈ F′×, s ∈ Z satisfying
0 ≤ s < p2 − 1 and s 6≡ 0 mod (p+ 1)
suh that
MF′ ∼
(
0 aus
1 0
)
.
Proof. This follows from ([Ca℄, Cor. 8), exept that we need to hek that s 6≡ 0
mod (p+1). If p+1|s, then there would be a proper Φ-stable subspae of MF′′ for
a quadrati extension F′′ of F′, namely 〈√aus/p+1e1 + e2〉 ⊂MF′⊗̂F′F′[√a].
The onstrutions in [Ca℄ give a basis after extending salars to the algebrai losure
F¯ of F, but of ourse this also gives a basis after nite eld extension, as there are
only nitely many equations to solve. See also ([Im℄, Lemma 1.2). 
For the rest of this setion we x the basis e1, e2 of Lemma 3.1 as the standard
basis of M
F¯
and use the oordinates introdued in setion 2. Furthermore we x
the point
(3.1) Pirred := [
s
p+1 ,− sp−1 ]0 ∈ A0 ⊂ B¯.
Proposition 3.2. (i) The map Φ extends to a map B¯ → B¯ also denoted by Φ.
(ii) Let [x, y]0 ∈ A0 be any point in the standard apartment. Then
Φ([x, y]0) = [−px+ s, py + s]0.
(iii) For any q ∈ F¯((u))× with k = vu(q) and [x, y] ∈ Aq\A0, i.e. x > k, the map
Φ is given by
Φ([x, y]q) = [px− 2pk + s, py + s]q′ ∈ Aq′
for some q′ ∈ F¯((u))× with vu(q′) = −pk + s 6= k.
(iv) The point Pirred, as dened in (3.1), satises Φ(Pirred) = Pirred.
(v) If Q ∈ B is an arbitrary point, then
d1(Q,Φ(Q)) = (p+ 1)d1(Q,Pirred)
d2(Q,Φ(Q)) = (p− 1)d2(Q,Pirred).
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Proof. (i) We an use the expressions in (ii) and (iii) to extend Φ.
(ii) We have
Φ(ume1) = u
pmΦ(e1) = u
pme2
Φ(une2) = u
pnΦ(e2) = au
pn+se1
and hene Φ((m,n)0) = (pn+ s, pm)0. The statement follows from this.
(iii) We put vu(q) = k and φ(q) = αu
pk
for some α ∈ F¯[[u]]×. If M = (m,n)q, then
〈Φ(M)〉 = 〈upme2 , upnφ(q)e2 + aupn+se1〉.
As M = [m− n,m+ n]q /∈ A0 we have m > n+ k. Hene
〈Φ(M)〉 = 〈upme2 − α−1up(m−n−k)(upnφ(q)e2 + aupn+se1), upnφ(q)e2 + aupn+se1〉
= 〈up(m−k)+se1, up(n+k)(q′e1 + e2)〉
with q′ = α−1au−pk+s. And thus Φ((m,n)q) = (p(m − k) + s, p(n + k))q′ with
vu(q
′) = −pk + s 6= k , as k 6≡ 0 mod (p+ 1).
(iv) Obvious.
(v) If M = [x, y]q, then the statement on d2 follows immediately from (ii) and (iii):
d2(M, 〈Φ(M)〉) = (p− 1)y + s = (p− 1)d2([x, y]q, [ sp+1 ,− sp−1 ]0).
k −p k + s
•
•
x
M
s/p+ 1
|
p x− 2p k + s
〈Φ(M)〉
Figure 3. The images of M and Φ(M) in the building for
PGL2(F¯((u))) in the ase M /∈ A0.
For the statement on d1 rst assume that M = [x, y]0 ∈ A0. Then (ii) implies
d1(M, 〈Φ(M)〉) = |(p+ 1)x− s| = (p+ 1)d1([x, y]0, [ sp+1 ,− sp−1 ]0).
If M = [x, y]q ∈ Aq\A0, then x > k and px − 2pk + s > −pk + s whih implies
〈Φ(M)〉 /∈ A0. Now (iii) implies
d1(M, 〈Φ(M)〉) = (x− k) + | − pk + s− k|+ (px− 2pk + s− (−pk + s))
= (p+ 1)(x− k) + (p+ 1)
∣∣∣k − sp+1 ∣∣∣
=
{
(p+ 1)(x− sp+1 ) if k > sp+1
(p+ 1)(x− k + sp+1 − k) if k < sp+1 ,
using k 6= −pk + s. In both ases the laim follows. (See also Fig. 3) 
Remark 3.3. The Proposition shows that the absolutely simple ase is exatly the
ase disussed in ([PR2℄, 6.d, A1). The xed point in the building is the point Pirred
and its projetion onto the building for PGL2(F¯((u))) lies on the edge between two
verties. The set of latties M with d1(M, 〈Φ(M)〉) ≤ r1 − r2 is identied with a
ball around this xed point.
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Let v be a olletion of integers as in the introdution. By Lemma 2.4 and Propo-
sition 3.2(v) we nd GRv,locVF,0 (F¯) ⊂ B¯(m(v)), where
(3.2) m(v) = (2e− d′ − s)/(p− 1).
Corollary 3.4. The sheme GRv,locVF,0 is empty if 2e− d′ 6≡ s mod (p− 1).
Proof. This follows from Lemma 2.4 and Proposition 3.2. 
• •
•
•
••
•
•
•
•
••
••
••
••
•
•
•
•
•
•
•
•
•
•••••••••
•
•
•
•
|
[ s
p+1
, m(v)]0
Figure 4. This piture illustrates the subset of v-admissible lat-
ties in the ase p = 3 and F = F3. This subset is given by all
latties M ∈ B¯(m(v)) satisfying d1(M, Pirred) ≤ (r1 − r2)/(p+ 1).
The fat points orrespond to v-admissible latties.
Now we want to dene loally losed subshemes of GrassMF on whih the elemen-
tary divisors of 〈Φ(M)〉 with respet to M are xed. Dene a funtion
E : GrassMF → Z2.
For an extension eld L of F and an L-valued point z ∈ (GrassMF)(L) onsider the
F[[u]]⊗̂FL-lattie Mz in MF⊗̂FL orresponding to z. Then E(z) = (j1, j2), where
j1 ≥ j2 are the elementary divisors of 〈Φ(Mz)〉 with respet to Mz. Reall that
there is a partial order on the pairs (a, b) ∈ Z2 given by (1.3).
Lemma 3.5. The funtion E is lower semi-ontinuous with respet to the Zariski
topology on GrassMF.
Proof. Let η  z be a speialization and let Mη and Mz be the latties orrespond-
ing to the points η and z. Denote by E(η) = (a(η), b(η)) and E(z) = (a(z), b(z))
the elementary divisors of 〈Φ(Mη)〉 with respet to Mη (resp. the elementary divi-
sors of 〈Φ(Mz)〉 with respet to Mz). We mark the speialization by a morphism
f : SpecR→ GRv,locVF,0 , where R is a disrete valuation ring with uniformizer t. The
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morphism f denes a R[[u]]-lattie MR in MF⊗̂FR. After hoosing a basis we nd
a matrix C = (cij)ij ∈ GL2(R((u))) ∩M2(R[[u]]) suh that MR ∼ C. Denote by
c¯ij the redution mod t of the matrix oeients. Using the theory of elementary
divisors we nd
b(η) = min
i,j
vu(cij) ≤ min
i,j
vu(c¯ij) = b(z)
and hene E(η) ≥ E(z) whih yields the laim. 
Denition 3.6. Let (a, b) ∈ Z2 suh that a ≥ b. The "Kisin variety" assoiated
to (a, b) is
GVF(a, b) = E−1(a, b) ⊂ GrassMF.
By Lemma 3.5, this is a loally losed subset and it will be onsidered as a subsheme
with the redued sheme struture (See also [PR2℄).
Now we want to analyze the struture of GVF(a, b) and GRv,locVF,0 . We will make use
of the following fat.
Lemma 3.7. Let b1, b2 be any basis of MF¯. There exists a morphism
χ : A1
F¯
→ GrassM
F¯
suh that χ(z) = 〈b1, zu−1b1 + b2〉 for every losed point z ∈ A1
F¯
. The morphism χ
extends in a unique way to a morphism
χ¯ : P1
F¯
→ GrassM
F¯
.
The image of the point at innity is given by χ¯(∞) = 〈u−1b1, ub2〉.
Proof. Consider the family
〈b1, T u−1b1 + b2〉F¯[T ][[u]] ⊂MF¯⊗̂F¯F¯[T ]
of latties on A1 = Spec F¯[T ]. This family denes the morphism χ.
Let X be the losed subsheme of GrassMF¯ onsisting of all latties M that satisfy
u〈b1, b2〉 ⊂ M ⊂ u−1〈b1, b2〉 and that lie in the same onneted omponent of
GrassM
F¯
as 〈b1, b2〉. The sheme X is identied with a losed subsheme of the
(ordinary) Grassmann variety GrassF¯(4, 2) of 2-dimensional subspaes in F¯
4
. The
morphism χ fators as follows:
A1
F¯
χ
//
χ′

GrassM
F¯
X
,

:
u
u
u
u
u
u
u
u
u
u
u
// Grass
F¯
(4, 2)
ι // P5
F¯
where ι is the Plüker embedding. As X is projetive, the valuative riterion shows
that χ extends in a unique way to P1.
We view Grass
F¯
(4, 2) as the quotient GL2,F¯\V , where V is the sheme of 2× 4 ma-
tries of rank 2 and GL2,F¯ ats on V by left multipliation. Now, the omputations
using Plüker oordinates gives
χ′(z) =
(
0 1 0 0
z 0 0 1
)
, ι(χ′(z)) = (−z : 0 : 0 : 0 : 1 : 0)
for all losed points z ∈ A1(F¯). Hene the extension to P1 is
(z1 : z2) 7→ (−z1 : 0 : 0 : 0 : z2 : 0).
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The image of the point at innity is
χ¯((1 : 0)) =
(
0 1 0 0
1 0 0 0
)
7→ (−1 : 0 : 0 : 0 : 0 : 0).
This is the lattie 〈u−1b1, ub2〉. 
Remark 3.8. In the building, the F-valued points of the image of the morphism χ¯
an be illustrated in the following way (if the morphism is dened over F):
• •
•
•
•
•
Figure 5. The morphism χ¯ in the building for p = 5 and F = F5.
Similarly, we an dene morphisms χ¯1, χ¯2 : P
1
F¯
→ GrassM
F¯
suh that
im(χ¯1) = {〈un−1b1, u−(n−1)(zu−1b1 + b2)〉 | z ∈ F¯} ∪ {〈u−nb1, unb2〉}
im(χ¯2) = {〈unb1, u−n(zb1 + b2)〉 | z ∈ F¯} ∪ {〈u−nb1, unb2〉}
Theorem 3.9. Assume that (MF,Φ) is absolutely simple. Fix a nite extension F
′
of F suh that the normal form for Φ of Lemma 3.1 is dened over F′.
(a) For any (a, b) ∈ Z2 with a ≥ b:
GVF(a, b) 6= ∅ ⇔ a+ b ≡ s mod (p− 1) ,
{
pa+ b ≡ s mod (p2 − 1)
or pa+ b ≡ ps mod (p2 − 1).
This ondition being satised, there exists an isomorphism
GVF(a, b)⊗F F′ ∼= AnF′
with n = ⌊ a−bp+1⌋. Further
GVF(a, b) =
⋃
(a′,b′)≤(a,b)
GVF(a′, b′).
(b) The sheme GRv,locVF,0 is geometrially onneted and irreduible. After extending
the salars to F′ it beomes isomorphi to a Shubert variety in the ane Grass-
mannian for MF′ =MF⊗̂FF′ with dimension given by
dim GRv,locVF,0 =
⌊
r1−r2
p+1 − (−1)ǫ sp+1
⌋
+
⌊
(−1)ǫ sp+1
⌋
,
with ǫ = ⌊ r1−r2p+1 ⌋+ ⌊ sp+1⌋+ 2e−d
′−s
p−1 .
[Here as in the rest of the paper, ⌊x⌋ denotes the integral part of a real number x.℄
Proof. (a) Assume M ∈ GVF(a, b) 6= ∅. Without loss of generality, we may assume
M = [x, y]0 ∈ A0: if M is an arbitrary lattie, then there exists a lattie M′ ∈ A0
suh that di(M, Pirred) = di(M
′, Pirred) for i = 1, 2 (ompare Fig. 4, for example).
By Lemma 3.2(v) and Denition 2.2, the ondition for M = [x, y]0 ∈ GVF(a, b) is
(p+ 1)d1(M, Pirred) = a− b (p− 1)d2(M, Pirred) = a+ b.
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By an expliit omputation of these distanes, this is equivalent to∣∣∣x− sp+1 ∣∣∣ = a−bp+1 y + sp−1 = a+bp−1 .
The seond equation gives s ≡ a + b mod (p − 1) and the sum of both equations
gives s ≡ pa + b mod (p2 − 1) if (p + 1)x > s and ps ≡ pa + b mod (p2 − 1) if
(p+ 1)x < s (using the fat that x+ y and x− y are even).
Conversely, suppose s ≡ a+ b mod (p− 1) and s ≡ pa+ b mod (p2− 1) and dene
x = a−b+sp+1 y =
a+b−s
p−1 .
Then we have y ∈ Z and x + y ∈ 2Z. Thus [x, y]0 denes a lattie M ∈ GVF(a, b).
If ps ≡ pa+ b mod (p2 − 1) we use
x = s−(a−b)p+1 y =
a+b−s
p−1 .
Now x the sum a+ b and denote by y the integer solving the equation
(p− 1)y + s = a+ b.
Let us assume that x0 := ⌊ sp+1⌋ ≡ y mod 2 (the ase x0 6≡ y mod 2 admits a
similar treatment). In this ase [x0, y]0 denes a lattie M0 and we denote by X
the onneted omponent of GrassMF′ ontaining M0, i.e. X(F¯) = {M ∈ B¯(y)}.
For eah m ≥ 0, there is a morphism fm : A2m+1F′ → X given by the family of
latties 〈
u(x0+y)/2um+1e1 , u
(y−x0)/2u−(m+1)
(
(
2m+1∑
i=1
Tiu
i+x0)e1 + e2
)〉
⊂MF′⊗̂F′(F′[T1, . . . , T2m+1])
on A2m+1
F′
= SpecF′[T1, . . . , T2m+1]. Let Vm ∼= A2m+1F′ be its image. We have
(3.3)
B¯(y) ⊃ Vm(F¯) =
{〈u(x0+y)/2um+1e1 , u(y−x0)/2u−(m+1)(qe1 + e2)〉 | q =
2m+1∑
i=1
aiu
i+x0},
with a1 . . . a2m+1 ∈ F¯. Similarly, dene for m ≥ 0 a morphism gm : A2mF′ → X given
by the family of latties〈
u(x0+y)/2u−m
(
e1 + (
2m−1∑
i=0
Tiu
i−x0)e2
)
, u(y−x0)/2ume2
〉
⊂MF′⊗̂F′(F′[T0, . . . , T2m−1])
and let Um ∼= A2mF′ be its image. We have
(3.4)
B¯(y) ⊃ Um(F¯) =
{〈u(x0+y)/2u−m(e1 + qe2) , u(y−x0)/2ume2〉 | q =
2m−1∑
i=0
aiu
i−x0},
with a0 . . . a2m−1 ∈ F¯. It is easy to see that every lattie M ∈ B¯(y) is either of the
form (3.3) or of the form (3.4) for some m ≥ 0. Thus
X = (
⋃
m≥0
Vm) ∪ (
⋃
m≥0
Um).
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We laim
M ∈ Vm(F¯) =⇒ d1(M, Pirred) = 2m+ 2− ξ(3.5)
M ∈ Um(F¯) =⇒ d1(M, Pirred) = 2m+ ξ,(3.6)
where ξ = sp+1 − x0 denotes the frational part of sp+1 .
Indeed, if M ∈ Vm(F¯), then M = [x0 + 2m + 2, y]q for some q ∈ F¯((u)) with
vu(q) > x0 and hene
d1(M, Pirred) = x0 + 2m+ 2− sp+1 = 2m+ 2− ξ.
The statement on Um follows by a more ompliated omputation or by a symmetry
argument: The hoie of apartments Aq and oordinates [−,−]q depends on the
order of e1 and e2. Interhanging e1 and e2 yields expressions for the latties
M ∈ Um similar to the above expressions for Vm (if M ∈ Um is a lattie, then
M = [−x0 + 2m, y]q for some q) while it maps the point Pirred to [− sp+1 ,− sp−1 ]0
and hene the laim follows by the same omputation.
Now equation (3.5) and (3.6) together with Proposition 3.2 (v) imply
(3.7)
Vm(F¯) ⊂ GVF(aodd(m), bodd(m))(F¯)
Um(F¯) ⊂ GVF(aeven(m), beven(m))(F¯)
for some (aodd(m), bodd(m)) , (aeven(m), beven(m)) ∈ Z2 with
aodd(m) + bodd(m) = aeven(m
′) + beven(m
′) = (p− 1)y + s
aodd(m)− bodd(m) = (p+ 1)(2m+ 2− ξ)(3.8)
aeven(m)− beven(m) = (p+ 1)(2m+ ξ)
and 0 < ξ < 1 implies that all these pairs are pairwise distint when m runs over
all positive integers.
As Um and Vm over X , the inlusions in (3.7) are atually equalities. Further-
more Vm = GVF(aodd(m), bodd(m)) as shemes, as both are redued loally losed
subshemes of GrassMF′ with the same underlying point set. Finally (3.8) yields
dim Vm = 2m+ 1 = ⌊2m+ 2− ξ⌋ = ⌊aodd(m)−bodd(m)p+1 ⌋.
The onlusion for Um is similar.
To nish the proof of (a), it remains to show that Um ⊂ Vm and Vm−1 ⊂ Um. We
will prove the rst assertion: the seond is proved in the same way.
Let z1 ∈ Um be an arbitrary point orresponding to a lattie
M1 = 〈u(x0+y)/2u−m(e1 + qe2) , u(y−x0)/2ume2〉
with q =
∑2m−1
i=0 aiu
i−x0
and let z2 ∈ Vm be the point orresponding to
M2 = 〈u(x0+y)/2um+1e1 , u(y−x0)/2u−(m+1)e2〉.
There exists a basis b1 and b2 of MF¯ suh that
〈b1, b2〉 = M0 = [x0, y]0,
〈u−mb1, umb2〉 = M1,
〈um+1b1, u−(m+1)b2〉 = M2.
Expliitly, we may hoose
b1 = u
(x0+y)/2(e1 + qe2) , b2 = u
(y−x0)/2e2.
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Applying Lemma 3.7 (resp. Remark 3.8) with the basis ub1, u
−1b2, we obtain a
morphism χ : A1
F¯
→ GrassM
F¯
that is given by χ(z) = 〈um+1b1, u−(m+1)(zub1 + b2)〉
on losed points and we easily nd imχ ⊂ Vm⊗F′ F¯. As Vm⊗F′ F¯ is projetive, the
morphism χ extends to a morphism from P1 to Vm ⊗F′ F¯ and the point at innity
is mapped to z1 (Fig. 6 illustrates the image of the morphism χ¯ in the building.
The fat points are the latties in the image of χ¯). Hene z1 ∈ Vm(F¯) and the laim
follows.
•z2•z1
•
•
|
[ s
p+1
, y]0
A2 A0 A1 A3
Figure 6. The stratiation with ane spaes in the building.
Fat points mark the image of an exemplary morphism χ¯.
(b) For a given olletion v we have
(3.9) GRv,locVF,0 =
⋃
a+b=2e−d′
e−r1≤b≤a≤e−r2
GVF(a, b),
where d′ is the integer dened in (2.1). Hene the sheme is geometrially irre-
duible, beause the restrition of the order "≤" on the pairs
{(a, b) ∈ Z2 | a+ b = m(v)},
where m(v) is given by (3.2), is a total order. Of ourse this also implies onnet-
edness.
The dimension of GRv,locVF,0 is given by the dimension of the maximal ane spae in
(3.9). We assume that ǫ is even, i.e. ⌊ r1−r2p+1 ⌋ + x0 ≡ m(v) mod 2. The omputa-
tions in the other ase are similar.
In this ase the ane subspae of maximal dimension onsists of all latties
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M ∈ B¯(m(v)) with
d1(M, Pirred) = d1([x0 − ⌊ r1−r2p+1 ⌋,m(v)]0, Pirred).
(if the latter distane is ≤ r1−r2p+1 ) or of the latties with
d1(M, Pirred) = d1([x0 + ⌊ r1−r2p+1 ⌋,m(v)]0, Pirred)
(if d1([x0 − ⌊ r1−r2p+1 ⌋,m(v)]0, Pirred) > r1−r2p+1 ). Hene its dimension is either n :=
⌊ r1−r2p+1 ⌋ (in the rst ase) or n − 1 (in the seond ase). This yields the laim on
the dimension:
dim GRv,locVF,0 = ⌊ r1−r2p+1 − sp+1⌋+ ⌊ sp+1⌋
=
{
n if sp+1 − ⌊ sp+1⌋ ≤ r1−r2p+1 − ⌊ r1−r2p+1 ⌋
n− 1 if sp+1 − ⌊ sp+1⌋ > r1−r2p+1 − ⌊ r1−r2p+1 ⌋.
We further see that the set of v-admissible latties is exatly the set of latties in
B¯(m(v)) with
(3.10)
d1(M, [x0,m(v)]0) ≤ n if x0 + ⌊ r1−r2p+1 ⌋ − sp+1 ≤ r1−r2p+1
d1(M, [x0 + 1,m(v)]0) ≤ n− 1 otherwise
and hene this is the set of latties whose elementary divisors (a, b) with respet to
a lattie N satisfy (a, b) ≤ (amax, bmax) for some given integers amax, bmax. For N
we hoose one of the latties
[x0,m(v)]0 , [x0,m(v)− 1]0 or [x0 + 1,m(v)]0 , [x0 + 1,m(v) − 1]0
depending on the ases as listed in (3.10) and on x0−m(v) mod 2. Sine we know
that GRv,locVF,0 is redued, we nd that it is isomorphi to a Shubert variety in the
ane Grassmannian after extending the salars to F′.
If ǫ is odd, then the maximal ane subspae onsists of all latties M ∈ B¯(m(v))
with
d1(M, Pirred) = d1([x0 + 1 + ⌊ r1−r2p+1 ⌋,m(v)]0, Pirred)
(if the latter distane is ≤ r1−r2p+1 ) or of the latties with
d1(M, Pirred) = d1([x0 + 1− ⌊ r1−r2p+1 ⌋,m(v)]0, Pirred)
(if d1([x0 + 1 + ⌊ r1−r2p+1 ⌋,m(v)]0, Pirred) > r1−r2p+1 ). We nd
dim GRv,locVF,0 = ⌊ r1−r2p+1 + sp+1⌋+ ⌊− sp+1⌋
=
{
n if 1− ( sp+1 − ⌊ sp+1⌋) ≤ r1−r2p+1 − ⌊ r1−r2p+1 ⌋
n− 1 if 1− ( sp+1 − ⌊ sp+1⌋) > r1−r2p+1 − ⌊ r1−r2p+1 ⌋
and the onlusion for the isomorphism with a Shubert variety is similar. 
As a onsequene of the theorem, we may determine the ases when GRv,locVF,0 is a
single point.
Corollary 3.10. Denote by ξ = sp+1 − ⌊ sp+1⌋ the frational part of sp+1 .
GRv,locVF,0 = {∗} ⇔
{
0 + ξ ≤ r1−r2p+1 < 2− ξ if ⌊ sp+1⌋ ≡ 2e−d
′−s
p−1 mod 2
1− ξ ≤ r1−r2p+1 < 1 + ξ if ⌊ sp+1⌋ 6≡ 2e−d
′−s
p−1 mod 2.
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Proof. This is just the ase where the dimension of GRv,locVF,0 is zero. More expliitly:
If x0 = ⌊ sp+1⌋ ≡ m(v) mod 2, then [x0,m(v)] is the unique lattie with minimal
distane d1 from Pirred. We have
d1([x0,m(v)]0, Pirred) = ξ.
Thus this lattie is v-admissible if and only if
r1−r2
p+1 ≥ ξ. There is no other v-
admissible lattie i the latties M with d1(M, Pirred) = 2− ξ are not v-admissible.
This yields the laim.
The ase x0 6≡ m(v) mod 2 is similar. Instead of [x0,m(v)]0 we have to onsider
the lattie [x0 + 1,m(v)]0. 
4. The reduible ase
In this setion we want to analyze the ase, where (MF,Φ) admits a proper Φ-stable
subobjet, at least after extending the salars to some nite extension of F. Before
we start to determine the set of v-admissible latties in the building, we want to
formulate the preise statement on the onneted omponents of GRv,locVF,0 . We rst
dene some open and losed subshemes of GRv,locVF,0 .
Denition 4.1. For a ∈ F¯× and j ∈ Z≥0 dene (Mj(a),Φja) by
M
j(a) = F¯[[u]] , Φja(1) = au
j .
Denition 4.2. A v-admissible lattie M ⊂MF¯ is alled v-ordinary if there exists
a short exat sequene
(4.0.1) 0→ (Me−r1(a),Φe−r1a )→ (M,Φ)→ (Me−r2(b),Φe−r2b )→ 0
for some a, b ∈ F¯×.
Remark 4.3. The determinant ondition in (1.2) implies that
(4.0.2) ue−r1M ⊂ 〈Φ(M)〉 ⊂ ue−r2M
for all v-admissible latties M. Hene the v-ordinary latties are the latties whih
admit a Φ-stable subobjet with the minimal possible elementary divisors. If a v-
admissible lattie (M,Φ) admits a subobjet isomorphi to (Me−r1(a),Φe−r1a ) for
some a ∈ F¯×, then the quotient has no u-torsion by (4.0.2) and is isomorphi to
(Me−r2(b),Φe−r2b ) for some b ∈ F¯×, beause the sum of the elementary divisors is
xed by (1.2). Hene (M,Φ) is v-ordinary in this ase.
Denote by S(v) the set of isomorphism lasses of one dimensional F¯((u))-modules
M ′ with φ-linear map Φ′ 6= 0 suh that M ′ admits a (unique) lattie M[M ′] ⊂ M ′
with 〈Φ(M[M ′ ])〉 = ue−r1M[M ′]. The elements of S(v) are in bijetion with the
elements of F¯×: For eah a ∈ F¯× there is a unique isomorphism lass represented
by
(4.0.3) (Ma,Φa) = (M
e−r1(a)[ 1u ],Φ
e−r1
a ).
Set X = GRv,locVF,0 ⊗F F¯. On X there is a universal sheaf of F¯[[u]]⊗̂F¯OX = OX [[u]]-
latties M⊂MF¯⊗̂F¯OX satisfying
ueM⊂ (id⊗ Φ)φ∗M⊂M.
For eah [M ′] ∈ S(v) dene a sheaf of OX -modules
(4.0.4) F[M ′] = HomOX [[u]],Φ(M[M ′ ]⊗̂F¯OX ,M)
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where the subsript Φ indiates that the homomorphism have to ommute with the
semi-linear maps that are part of the data.
Proposition 4.4. (i) For eah [M ′] ∈ S(v) the sheaf F[M ′] is a oherent OX -
module.
(ii) A losed point x ∈ GRv,locVF,0 orresponds to a non-v-ordinary lattie if and only
if F[M ′] ⊗ κ(x) = 0 for all [M ′] ∈ S(v).
Proof. (i) For the isomorphism lass [M ′] we hoose a representative of the form
Ma dened in (4.0.3). Let U = SpecA ⊂ X an ane open. We laim
(a) HomA[[u]],Φ(M[M ′]⊗̂F¯A,M(U)) is a nitely generated A-module.
(b) If V = SpecB ⊂ U is an ane open we have
(4.0.5) HomB[[u]],Φ(M[M ′]⊗̂F¯B,M(V )) ∼= HomA[[u]],Φ(M[M ′]⊗̂F¯A,M(U))⊗A B.
This implies the rst part of the Proposition.
Proof of (a): Beause M[M ′]⊗̂F¯A is a free A[[u]]-module of rank one, a morphism is
given by the image of 1 and hene
HomA[[u]],Φ(M[M ′ ]⊗̂F¯A,M(U)) ∼= NA ⊂M(U),
where NA is the A-submodule of all v ∈ M(U) satisfying Φ(v) = aue−r1v. We
laim that the redution modulo ue+1 indues an injetive homomorphism
NA →֒ M(U)/ue+1M(U)
and hene NA is nitely generated as an A-module, beause the sheme X is noe-
therian. Now, if 0 6= v = unw ∈ NA with n ≥ 0 and w ∈M(U)\uM(U), then
upnΦ(w) = Φ(unw) = aue−r1+nw
and hene 0 ≤ e− r1 − (p− 1)n ≤ e whih implies n ≤ e.
Proof of (b): We have the following ommutative diagram
HomA[[u]],Φ(M[M ′]⊗̂F¯A,M(U))

∼= // NA



/M(U)

HomB[[u]],Φ(M[M ′]⊗̂F¯B,M(V ))
∼= // NB


/M(V ) ∼=M(U)⊗̂AB
As NA is a nitely generated A-module, we do not need to omplete the tensor
produt to obtain NB from NA (there are only nitely many denominators). Hene
(4.0.5) is an isomorphism.
(ii) Let [M ′] ∈ S(v) be an isomorphism lass and suppose that x ∈ GRv,locVF,0 is a
losed point orresponding to a lattie M suh that F[M ′] ⊗ κ(x) 6= 0, i.e. there
exists a non trivial morphism
f : M[M ′] →M.
As both sides are free F¯[[u]]-modules and the morphism is non trivial, it is injetive.
We have to onvine ourselves that coker f has no u-torsion: in this ase M is the
extension of free F¯[[u]]-modules of rank 1 (an extension of coker f by im f), and
hene v-ordinary.
We write f(1) = unv for some n ∈ Z and v ∈ M\uM and laim n = 0. Beause
of Φ(f(1)) = f(Φ(1)) we nd Φ(v) = aue−r1−(p−1)n ∈ Φ(M) ⊂ ue−r1M for some
a ∈ F¯× and hene n = 0.
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Conversely, if M is v-ordinary, then the inlusion of the Φ-stable subobjet denes
a nontrivial morphism M[M ′] →M for some [M ′] ∈ S(v). 
Denition 4.5. For eah isomorphism lass [M ′] ∈ S(v) dene
Xv[M ′] = {x ∈ GRv,locVF,0 ⊗F F¯ | F[M ′] ⊗ κ(x) 6= 0}.
Further dene
Xv0 = GRv,locVF,0 ⊗F F¯ \
⋃
[M ′]∈S(v)
Xv[M ′].
By the Proposition below these subsets are open and losed and hene they ome
along with a anonial sheme struture.
Proposition 4.6. (i) The subset Xv[M ′] is open and losed for eah [M
′] ∈ S(v).
(ii) The subset Xv0 is open and losed.
Proof. (i) It is lear that Xv[M ′] is losed, as F[M ′] is oherent. We show that it is
losed under ospeialization.
Let η  x be a speialization with x ∈ Xv[M ′] and assume that x is a losed point.
We mark this speialization by SpecR → X , where R is a disrete valuation ring
with uniformizer t and residue eld F¯. Denote by MR the R[[u]]-lattie in MF¯⊗̂F¯R
dened by this morphism. Beause of F[M ′] ⊗ κ(x) 6= 0, there is a non trivial
morphism M[M ′] → Mx and hene there is a basis vetor b1 ∈ MF¯ suh that
Φ(b1) = au
e−r1b1 for some a ∈ F¯×. As MR is a free R[[u]]-module, there is a basis
of MR suh that
MR ∼
(
α γ
0 δ
)
,
for α, γ, δ ∈ R[[u]], with α ≡ aue−r1 mod t. But the determinant ondition in (1.2)
implies vu(α) ≥ e− r1. Hene vu(α) = e− r1 and η ∈ Xv[M ′′] for some [M ′′] ∈ S(v).
If [M ′] = [M ′′] we are done.
Assume [M ′] 6= [M ′′]. As Xv[M ′′] is losed, we have x ∈ Xv[M ′] ∩Xv[M ′′]. In this ase
Mx admits two linear independent subspaes:
Mx ∼
(
aue−r1 0
0 bue−r1
)
and hene e − r1 = e − r2. Now we easily dedue GRv,locVF,0 = {Mx} and the laim
follows.
(ii) This follows from the rst part of the Proposition together with the fat that
the one-dimensional Φ-invariant subspaes of MF¯ whih admit an integral model
M with 〈Φ(M)〉 = ue−r1M run over a nite set of isomorphism lasses of one-
dimensional objets:
Assume that there are two dierent one-dimensional Φ-stable subspaes 〈b1〉 and
〈b2〉 of MF¯ suh that Φ(bi) = aiue−r1bi, for i = 1, 2. Then b1 and b2 are linear
independent.
If a1 6= a2, then 〈b1 + qb2〉 is not Φ-stable for all q ∈ F¯((u))× and hene there are
only two isomorphism lasses.
If a1 = a2, then there is a unique suh isomorphism lass given by [Ma]. 
We will see below that the open and losed subshemesXv[M ′] andX
v
0 of GRv,locVF,0 ⊗FF¯
are onneted and hene turn out to be the onneted omponents of GRv,locVF,0 ⊗F F¯.
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Now we want to determine the subset of v-admissible latties in the building. As
we are assuming that (MF,Φ) is reduible, at least after extending salars, there
exists a nite extension F′ of F and a basis e1, e2 of MF′ =MF⊗̂FF′ suh that
MF′ ∼
(
aus γ
0 but
)
for some a, b ∈ F′×, γ ∈ F′((u)) and s, t ∈ Z with 0 ≤ s, t < p− 1. We hoose this
basis to be the standard basis.
Lemma 4.7. (i) The map Φ extends to a map B¯ → B¯ also denoted by Φ.
(ii) For q ∈ F¯((u)) and [x, y]q ∈ Aq the map Φ is given by
Φ([x, y]q) = [px+ s− t, py + s+ t]q′
with q′ = b−1u−t(ausφ(q) + γ).
Proof. (i) We an use the expressions in (ii) to extend Φ.
(ii) We have Φ(ume1) = au
pm+se1 and
Φ(un(qe1 + e2)) = u
pn(ausφ(q)e1 + γe1 + bu
te2)
= bupn+t(b−1u−t(γ + ausφ(q))e1 + e2).
The Lemma follows from this. 
Corollary 4.8. The sheme GRv,locVF,0 is empty if 2e− d′ 6≡ s+ t mod (p− 1).
Proof. This follows from Lemma 2.4 and Lemma 4.7: We have
d2([x, y]q,Φ([x, y]q)) = (p− 1)y + s+ t
and this distane must be equal to 2e− d′ if [x, y]q is v-admissible. 
We assume that the sheme is non empty and dene
Pred = [
t−s
p−1 ,− t+sp−1 ] ∈ A0 ⊂ B¯(4.0.6)
m(v) = 2e−d
′−(s+t)
p−1 ∈ Z.(4.0.7)
These denitions imply GRv,locVF,0 (F¯) ⊂ B¯(m(v)).
There are three dierent ases whih we have to study in order to determine the
set of v-admissible latties. It makes a dierene whether (M
F¯
,Φ) is a split or a
non-split extension of two one-dimensional objets. In the split ase there are two
possibilities: Either the diret summands are isomorphi or non-isomorphi.
4.1. The ase (MF¯,Φ) ∼= (M1,Φ1)⊕ (M1,Φ1). In this setion we want to analyze
the ase where (MF,Φ) beomes isomorphi to a diret sum of two isomorphi one-
dimensional objets after possibly extending the salars to some nite extension of
F, i.e. we want to assume that there exists F′/F and an F′((u))-basis e1, e2 of MF′
suh that
(4.1.1) MF′ ∼
(
aus 0
0 aus
)
with a ∈ F′× and 0 ≤ s < p− 1. We immediately nd Φ(Pred) = Pred.
For eah z ∈ P1(F¯) we dene a (half)-line Lz ⊂ B¯(m(v)) by
Lz = {[x,m(v)]z | x ≥ 0} ⊂ B¯(m(v)) if z ∈ F¯ = A1(F¯)
L∞ = {[x,m(v)]0 | x ≤ 0} ⊂ B¯(m(v)).
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These lines are dened in suh a way that
(4.1.2) T :=
⋃
z∈P1(F¯)
Lz =
⋃
z∈F¯
Az ∩ B¯(m(v)).
The apartments on the right hand side are given by the basis e1, ze1 + e2 and in
this basis the semi-linear endomorphism Φ is of the form (4.1.1).
Lemma 4.9. Let Q ∈ B¯(m(v)) be an arbitrary point. Let Q′ ∈ T be the unique
point satisfying d1(Q,Q
′) = d1(Q, T ). Then
d1(Q,Φ(Q)) = (p+ 1)d1(Q,Pred)− 2d1(Q′, Pred)
d2(Q,Φ(Q)) = (p− 1)d2(Q,Pred).
Proof. The statement on d2 follows immediately from Lemma 4.7. For the state-
ment on d1 we assume Q
′ ∈ L0. The ases Q′ ∈ Lz for z ∈ F¯ are analogous and the
ase Q′ ∈ L∞ is obtained by interhanging e1 and e2.
First assume Q = Q′, i.e. Q = [x,m(v)]0 ∈ L0. Then Lemma 4.7 implies
Φ(Q) = [px, pm(v) + 2s]0 and hene d1(Q,Φ(Q)) = (p− 1)x = (p− 1)d1(Q,Pred).
Now assume Q 6= Q′. We write
Q = [x,m(v)]q , Q
′ = [x′,m(v)]0
with x > x′ = vu(q) ∈ Z>0. Then Φ(Q) = [px, pm(v) + 2s]φ(q) by Lemma 4.7.
Using vu(φ(q)) = px
′
, we nd
d1(Q,Φ(Q)) = (x− x′) + (px′ − x′) + (px− px′)
= (p+ 1)x− 2x′ = (p+ 1)d1(Q,Pred)− 2d1(Q′, Pred).

Remark 4.10. This Lemma shows that the ase of a diret sum of two isomorphi
objets orresponds to the ase B 2 in [PR2℄ 6.d:
The unique point xed by Φ is the point Pred and the projetion of this point to
the building for PGL2(F¯((u))) is a vertex. The link of this vertex is the projetion
of T and all the half-lines Lz of T (for z ∈ P1(F¯)) are xed by Φ.
Proposition 4.11. With the notations of Denition 4.1 and (4.0.3), (4.0.7) as-
sume that
(M
F¯
,Φ) ∼= (Ms(a)[ 1u ],Φsa)⊕ (Ms(a)[ 1u ],Φsa)
for some a ∈ F¯× and 0 ≤ s < p− 1.
(i) The shemes Xv[M ′] are empty for all [M
′] ∈ S(v)\{[Ma]}.
(ii) The sheme Xv[Ma] is given by
Xv[Ma]
∼=

∅ if m(v) + r1−r2p−1 /∈ 2Z
{∗} if 0 = r1−r2p−1 ∈ Z and r1−r2p−1 ≡ m(v) mod 2
P1
F¯
if 0 6= r1−r2p−1 ∈ Z and r1−r2p−1 ≡ m(v) mod 2.
(iii) If non empty, the sheme Xv0 is onneted.
Proof. We rst laim that every v-admissible lattie M an be linked to a v-
admissible lattie M
′ ∈ T by a hain of P1.
Assume M = [x,m(v)]q /∈ T and let Q′ ∈ T be the unique point satisfying
d1(M, Q
′) = d1(M, T ). Without loss of generality, we may again assume that
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Q′ = [x′,m(v)]0 ∈ L0. By onstrution we have M, Q′ ∈ Aq and we hoose the
following basis b1, b2 of M:
b1 = u
(x+m(v))/2e1 , b2 = u
(m(v)−x)/2(qe1 + e2).
•
••
•
|
[0,m(v)]0 Q'
L0L∞
Aq
Figure 7. The fat points mark the image of the morphism χ¯ in
the building in the ase p = 3 and F = F3.
Applying Lemma 3.7 with this basis yields a morphism χ¯ : P1
F¯
→ GrassMF¯ with
χ¯(z) = [x,m(v)]q+zux−1 for z ∈ F¯ = A1(F¯) and χ¯(∞) = [x− 2,m(v)]q. We have
d1(χ¯(∞), Pred) < d1(χ¯(z), Pred) = d1(M, Pred)
for all z ∈ F¯, while d1(χ¯(z), T ) ≤ d1(M, T ) for all z ∈ P1(F¯) and, by onstrution,
d1(χ¯(∞), T ) < d1(M, T ).
By Lemma 4.9 and Lemma 2.4, the morphism χ¯ fators through GRv,locVF,0 and the
laim follows by indution on the distane d1(M, T ).
Now we assume that M ∈ T is a v-admissible lattie and we are looking for a
v-admissible lattie M
′
that an be linked with M by a P1 and that has stritly
smaller distane d1 from Pred = [0,
−2s
p−1 ]0 than M, i.e. d1(M
′, Pred) < d1(M, Pred).
We may assume M = [x,m(v)]0 ∈ L0. Assuming x > 1, our andidate for M′ is
[x− 2,m(v)]0. Fixing a basis
b1 = u
(x+m(v))/2e1 , b2 = u
(m(v)−x)/2e2
of M so that M
′ = 〈u−1b1, ub2〉, yields a morphism χ¯ : P1F¯ → GrassMF¯ with
χ¯(0) = M and χ¯(∞) = M′. This morphism fators through GRv,locVF,0 i the latties
χ¯(z) = [x,m(v)]zux−1 are v-admissible for all z ∈ F¯\{0}.This is the ase i
d1(χ¯(z),Φ(χ¯(z))) = (p+ 1)d1(χ¯(z), Pred)− 2d1([x − 1,m(v)]0, Pred)
= (p+ 1)x− 2(x− 1) = (p− 1)x+ 2 ≤ r1 − r2.
Consider the following subset of v-admissible latties
N = {M ∈ GRv,locVF,0 (F¯) |M /∈ T or (M ∈ T and d1(M, Pred) ≤ r1−r2−2p−1 )}.
So far, we have shown that all v-admissible latties M ∈ N an either be linked to
the lattie [0,m(v)]0 or to one of the latties
(4.1.3) {[1,m(v)]z | z ∈ F¯} ∪ {[−1,m(v)]0} = {M ∈ B¯(m(v)) | d1(M, Pred) = 1}.
by a hain of P1. Here, the two dierent ases depend on m(v) mod 2. Hene the
subset of GRv,locVF,0 ⊗F F¯ given by the latties in N is onneted: using Remark 3.8
again, the set in (4.1.3) forms a P1. The Proposition now follows from the following
two fats:
(a) If M ∈ N , then M is not v-ordinary, i.e. N ⊂ Xv0 (F¯).
(b) If M /∈ N is v-admissible, then M ∈ Xv[Ma](F¯) and
(4.1.4) M ∈ {[ r1−r2p−1 ,m(v)]z | z ∈ F¯} ∪ {[− r1−r2p−1 ,m(v)]0}.
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By Remark 3.8, this set forms a P1 if r1 6= r2. Otherwise it is a single point.
Proof of (a): If M ∈ T , then d1(M, 〈Φ(M)〉) ≤ r1 − r2 − 2 < r1 − r2 and hene the
elementary divisors of 〈Φ(M)〉 with respet to M are not given by (e − r2, e− r1).
If M /∈ T , say M = [x,m(v)]q with x > vu(q) > 0 for example, then M = 〈b1, b2〉
with
b1 = u
(x+m(v))/2e1 , b2 = u
(m(v)−x)/2(qe1 + e2)
and one nds
M ∼ (aij)ij =
au p−12 (x+m(v))+s aφ(q)u p−12 m(v)−p+12 x+s
0 au
p−1
2 (m(v)−x)+s

with vu(a12) < vu(a11), beause vu(q) < x, and hene the minimal elementary
divisor of 〈Φ(M)〉 with respet to M is not given by a Φ-stable subspae.
Proof of (b): Let M /∈ N be v-admissible. Then M ∈ T and
r1−r2−2
p−1 < d1(M, Pred) ≤ r1−r2p−1 .
We show that d1(M, Pred) =
r1−r2
p−1 whih implies (4.1.4).
Suppose that M = [x,m(v)]z with z ∈ F¯ and
x = ± r1−r2−1p−1 ∈ Z , m(v) = 2e−d
′−2s
p−1 =
2e−r1−r2−2s
p−1 .
In this ase we nd
x+m(v) = 2e−2s−(r1+r2)±(r1−r2)∓1p−1 /∈ 2Z,
ontradition. We are left to show that M ∈ Xv[Ma](F¯), i.e. that there exists a
vetor eM ∈ M and a Φ-stable subspae F¯[[u]]eM ⊂ M with Φ(eM) = aue−r1eM.
An easy omputation shows that we may hoose
eM = u
e−r1−s
p−1 (ze1 + e2) if M = [
r1−r2
p−1 ,m(v)]z , z ∈ F¯
eM = u
e−r1−s
p−1 e1 if M = [− r1−r2p−1 ,m(v)]0.

We onlude the disussion by determining the ases where GRv,locVF,0 is redued to
a single point.
Corollary 4.12. (i) If m(v) ≡ 0 mod 2, then GRv,locVF,0 = {∗} i r1−r2p−1 < 2.
(ii) If m(v) ≡ 1 mod 2, then GRv,locVF,0 an not be a single point.
GRv,locVF,0 = ∅ ⇔ 0 ≤ r1−r2p−1 < 1
GRv,locVF,0 ⊗F F¯ ∼= P1F¯ ⇔ 1 ≤ r1−r2p−1 < 3.
Proof. (i) As m(v) ≡ 0 mod 2, the lattie [0,m(v)]0 is always v-admissible. It
is the unique point of GRv,locVF,0 if the latties M with d1(M, Pred) = 2 are not v-
admissible. By Lemma 4.9 this is the ase i
r1−r2
p−1 < 2.
(ii) The sheme is empty if the latties M with d1(M, Pred) = 1 are not v-
admissible. By Lemma 4.9, this is the ase i
r1−r2
p−1 < 1.
If
r1−r2
p−1 ≥ 1, then the latties
{[1, 0]z | z ∈ F¯} ∪ {[−1, 0]0}
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are v-admissible and form a P1
F¯
. Again by Lemma 4.9 there are no other v-
admissible latties i
r1−r2
p−1 < 3. 
4.2. The ase (M
F¯
,Φ) ∼= (M1,Φ1) ⊕ (M2,Φ2). In this setion we treat the ase
where (MF,Φ) beomes isomorphi to the diret sum of two non-isomorphi one-
dimensional objets after extending the salars to some nite extension. The situ-
ation is the following: There exists a nite extension F′ of F and a basis e1, e2 of
MF′ suh that
MF′ ∼
(
aus 0
0 but
)
with a, b ∈ F′× and 0 ≤ s, t < p− 1. As we are assuming that the diret summands
are not isomorphi, we further have s 6= t or a 6= b. Again we nd Φ(Pred) = Pred.
Lemma 4.13. Let Q ∈ B¯(m(v)) be an arbitrary point. Let Q′ ∈ A0 ∩ B¯(m(v)) be
the unique point satisfying d1(Q,Q
′) = d1(Q,A0). Then
d1(Q,Φ(Q)) = (p+ 1)d1(Q,Pred)− 2d1(Q′, Pred)
d2(Q,Φ(Q)) = (p− 1)d2(Q,Pred).
Proof. This is similar to Lemma 4.9. Again the statement on d2 is an immediate
onsequene of Lemma 4.7. Let Q be any point. We may assume that the unique
point Q′ ∈ A0 ∩ B¯(m(v)) satisfying d1(Q,Q′) = d1(Q,A0) is given by [x,m(v)]0
with x ≥ t−sp−1 . The ase x ≤ t−sp−1 is obtained by interhanging e1 and e2.
If Q = Q′, then Q ∈ A0 and the statement is a onsequene of Lemma 4.7.
Assume Q 6= Q′ and put
Q = [x,m(v)]q , Q
′ = [x′,m(v)]0
with x > x′ = vu(q) ≥ t−sp−1 . Now Φ(Q) = [px + s − t, pm(v) + s + t]q′ with
q′ = ab−1u−(t−s)φ(q).
If s 6= t, then x′ = vu(q) > t−sp−1 or equivalently x′ = vu(q) < vu(q′) = pvu(q)−(t−s),
and we nd
d1(Q,Φ(Q)) = (x− x′) + (px′ − (t− s)− x′) + (px+ s− t− (px′ + s− t))
= (p+ 1)(x− t−sp−1 )− 2(x′ − t−sp−1 )
= (p+ 1)d1(Q,Pred)− 2d1(Q′, Pred).
If s = t, then a 6= b. We nd vu(q) 6= vu(q′) if vu(q) 6= 0 and in this ase the
omputation is the same as above.
If q = a0 + a1u + . . . with a0 6= 0, then q′ = ab−1a0 + . . . and hene the absolute
oeient of q is dierent from the absolute oeient of q′. The geodesi between
Q and the projetion of Φ(Q) to B¯(m(v)) ontains the point Q′ = [0,m(v)]0 =
[ t−sp−1 ,m(v)]0. Hene
d1(Q,Φ(Q)) = x+ (px+ s− t) = (p+ 1)x
= (p+ 1)d1(Q,Pred)− 2d1(Q′, Pred).

Remark 4.14. Again, this Lemma shows the onnetion to [PR2℄ 6.d. The point
xed by Φ is again the point Pred.
If s = t, then we are in the ase B 2 of lo. it.: The projetion of the xed point
to the building for PGL2(F¯((u))) is a vertex. Exatly two of the half-lines of the
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link of this vertex are xed by Φ.
If s 6= t we are in the ase A 2 of lo. it.: The projetion of the xed point
Pred is not a vertex but it lies on an edge and the projetions of the two half-lines
{[x,m(v)]0 | x ≤ t−sp−1} and {[x,m(v)]0 | x ≥ t−sp−1} to the building for PGL2(F¯((u)))
are xed by Φ.
Proposition 4.15. With the notations of Denition 4.1 and (4.0.3), (4.0.7) as-
sume that
(MF¯,Φ)
∼= (Ms(a)[ 1u ],Φsa)⊕ (Mt(b)[ 1u ],Φtb)
with a, b ∈ F¯× and 0 ≤ s, t < p− 1. Further assume a 6= b or s 6= t.
(i) The shemes Xv[M ′] are empty for all [M
′] ∈ S(v)\{[Ma], [Mb]}.
(ii) If s = t, then
Xv[Ma]
∼= Xv[Mb] =
{
∅ if m(v) + r1−r2p−1 /∈ 2Z
{∗} if m(v) + r1−r2p−1 ∈ 2Z,
further Xv[Ma] = X
v
[Mb]
i r1 = r2.
(iii) If s 6= t, then
Xv[Ma] =
{
∅ if t−sp−1 − r1−r2p−1 +m(v) /∈ 2Z
{∗} if t−sp−1 − r1−r2p−1 +m(v) ∈ 2Z
Xv[Mb] =
{
∅ if t−sp−1 + r1−r2p−1 +m(v) /∈ 2Z
{∗} if t−sp−1 + r1−r2p−1 +m(v) ∈ 2Z.
(iv) If non empty the sheme Xv0 is onneted.
Proof. Again, this is similar to the proof of Proposition 4.11.
First, we link any v-admissible lattie to a v-admissible lattie in A0 by a hain of
P1.
Let M be any v-admissible lattie and let Q′ ∈ A0 ∩ B¯(m(v)) be the unique point
with d1(Q,Q
′) = d1(Q,A0). Again, we may assume without loss of generality
Q′ = [x′,m(v)]0 with x
′ ≥ t−sp−1 . Completely analogous to the proof of Proposition
4.11, we nd a morphism
χ¯ : P1
F¯
→ GRv,locVF,0
suh that χ¯(0) = M and d1(χ¯(∞),A0) < d1(M,A0). By indution on the distane
d1(M,A0), we nd that we an link any v-admissible lattie to a v-admissible
lattie in A0.
Now assume M = [x,m(v)]0 ∈ A0.
If x > t−sp−1 , we nd a map P
1 → GRv,locVF,0 , as in the proof of Proposition 4.11, whose
image ontains [x,m(v)]0 and [x− 2,m(v)]0, if (p− 1)(x− t−sp−1 ) ≤ r1 − r2 − 2.
If x < t−sp−1 , we nd a map P
1 → GRv,locVF,0 whose image ontains [x,m(v)]0 and
[x+ 2,m(v)]0, if (p− 1)( t−sp−1 − x) ≤ r1 − r2 − 2.
Similarly as in Proposition 4.11, one an proof the following two fats:
(a) The set
N = {M ∈ GRv,locVF,0 (F¯) |M /∈ A0 or (M ∈ A0 and d1(M, Pred) ≤ r1−r2−2p−1 )}
onsists of non-v-ordinary latties.
(b) If M ∈ A0 is v-admissible, then
d1(M, Pred) >
r1−r2−2
p−1 ⇒ d1(M, Pred) = r1−r2p−1 .
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Now N denes a onneted subset of Xv0 :
If s 6= t, then there is a unique lattie with minimal distane from [ t−sp−1 ,m(v)]0 and
every v-admissible lattie in N an be linked to this lattie by a hain of P1.
If s = t, then either [ t−sp−1 ,m(v)]0 is a lattie itself and any v-admissible lattie an
be linked to this lattie by a hain of P1, or there are two v-admissible latties
[±1,m(v)]0 in N with distane 1 from [0,m(v)]0 and by the above there is a
morphism
P1 → GRv,locVF,0
ontaining both latties in its image. Thus N denes a onneted subset.
Consider the following points:
Q+ = [
t−s
p−1 +
r1−r2
p−1 ,m(v)]0
Q− = [
t−s
p−1 − r1−r2p−1 ,m(v)]0.
We are left to show that, if one of these points denes a lattie M+ = Q+ (resp.
M− = Q−), then this point lies in X
v
[Mb]
(resp Xv[Ma]).
If
t−s
p−1 − r1−r2p−1 +m(v) ∈ 2Z, then Q− = M− is a lattie and
eM− = u
(e−r1−s)/(p−1)e1
denes a Φ-stable subspae satisfying Φ(eM−) = au
e−r1eM− , i.e. M− ∈ Xv[Ma].
If
t−s
p−1 +
r1−r2
p−1 +m(v) ∈ 2Z, then Q+ = M+ is a lattie and
eM+ = u
(e−r1−t)/(p−1)e2
denes a Φ-stable subspae satisfying Φ(eM+) = bu
e−r1eM+ , i.e. M+ ∈ Xv[Mb].
We have two dierent ases:
If s = t and r1−r2p−1 + m(v) ∈ 2Z, then the latties M+ and M− dene points
M− ∈ Xv[Ma] and M+ ∈ Xv[Mb] whih oinide i r1 = r2.
If s 6= t, then
Q− denes an isolated point in X
v
[Ma]
⇔ t−s−(r1−r2)p−1 +m(v) ∈ 2Z
Q+ denes an isolated point in X
v
[Mb]
⇔ t−s+(r1−r2)p−1 +m(v) ∈ 2Z.
This annot happen at the same time, as
t−s
p−1 /∈ Z. This nishes the proof of the
Proposition. 
Corollary 4.16. (i) Assume s = t.
(a) If m(v) ≡ 0 mod 2, then GRv,locVF,0 = {∗} i r1−r2p−1 < 2.
(b) If m(v) ≡ 1 mod 2, then GRv,locVF,0 annot be a single point.
GRv,locVF,0 = ∅ ⇔ 0 ≤ r1−r2p−1 < 1
GRv,locVF,0 = {∗} ∪ {∗} ⇔ 1 ≤ r1−r2p−1 < 3.
(ii) Assume s 6= t.
Dene x0 = ⌊ t−sp−1⌋ and write ξ = t−sp−1 − x0 for the frational part of t−sp−1 .
GRv,locVF,0 = {∗} ⇔
{
0 + ξ ≤ r1−r2p−1 < 2− ξ if m(v) ≡ x0 mod 2
1− ξ ≤ r1−r2p−1 < 1 + ξ if m(v) 6≡ x0 mod 2.
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Proof. (i) This is nearly idential to Corollary 4.12.
(ii) Assumem(v) ≡ x0 mod 2. Then [x0,m(v)]0 is the unique lattie with minimal
distane d1 from Pred. By Lemma 4.13 it is v-admissible i
r1−r2
p−1 ≥ ξ.
Again by Lemma 4.13 it is the only v-admissible lattie i [x0 + 2,m(v)]0 is not
v-admissible. This is the ase i
r1−r2
p−1 < 2− ξ.
The ase m(v) 6≡ x0 mod 2 is similar. 
4.3. The ase of a non split extension. Finally, we analyze the ase where
(MF¯,Φ) is a non split extension of two one dimensional objets. There is a basis
e1, e2 suh that
M
F¯
∼
(
aus γ
0 but
)
with 0 ≤ s, t < p− 1 and a, b ∈ F¯×, γ ∈ F¯((u)). In any basis of the form e1, qe1+ e2
dening the apartment Aq, the endomorphism Φ is upper triangular with diagonal
entries aus and but, and we x the basis suh that the valuation of the upper right
entry k := vu(γ) is maximal.
Lemma 4.17. (i) The integer k = vu(γ) satises
k ≤ pt−sp−1 .
(ii) If M = [x, y]q with min{x, vu(q)} ≥ k−sp , then
d1(M, 〈Φ(M)〉) = (p+ 1)x+ s+ t− 2k
d2(M, 〈Φ(M)〉) = (p− 1)d2(M, Pred).
(iii) If M = [x, y]q with x <
k−s
p or vu(q) <
k−s
p , let Q
′ ∈ A0 ∩ B¯(y) be the unique
point suh that d1(M, Q
′) = d1(M,A0). Then
d1(M, 〈Φ(M)〉) = (p+ 1)d1(M, Pred)− 2d1(Q′, Pred)
d2(M, 〈Φ(M)〉) = (p− 1)d2(M, Pred).
Proof. (i) This follows from the maximality of k = vu(γ): We have
(4.3.1) Φ(qe1 + e2) = (γ + au
sφ(q)− butq)e1 + but(qe1 + e2).
And
vu(au
sφ(q) − butq) =
{
vu(q) + t if vu(q) >
t−s
p−1
pvu(q) + s if vu(q) <
t−s
p−1 .
If we had k = vu(γ) = vu(q) + t for any q with vu(q) >
t−s
p−1 , we ould delete the
leading oeient of γ in (4.3.1) whih ontradits the maximality of vu(γ). Hene
we have k < vu(q) + t for all q with vu(q) >
t−s
p−1 whih yields the rst laim.
(ii) The rst part of the lemma implies
k−s
p ≥ k− t and hene our assumptions on
vu(q) imply k ≤ min{vu(q)+ t, pvu(q)+s}. We nd vu(γ+ausφ(q)− butq) = vu(γ)
and we may assume q = 0, i.e. M ∈ A0, as the situation is the same as in the
standard apartment. Now we have 〈Φ(M)〉 = [px + s − t, py + s + t]b−1u−tγ , and
x ≥ k−sp implies
px+ s− t ≥ k − t , x ≥ k − t.
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Thus d1(M, 〈Φ(M)〉) = (px+ s− t− (k− t))+ (x− (k− t)) = (p+1)x+ s+ t− 2k.
The statement on d2 is easy.
(iii) If M /∈ A0, then vu(q) < k−sp ≤ t−sp−1 and hene
vu(γ + au
sφ(q)− butq) = vu(ausφ(q)− butq)
and the situation is the same as in the split ase, i.e. the ase γ = 0. If M ∈ A0,
then 〈Φ(M)〉 ∈ A0 and the statement is easy. 
Remark 4.18. In the ase of a non split extension we are in the ase B 2 or A 3
of [PR2℄ 6.d. More preisely, if
k−s
p /∈ Z, then the unique xed point of ([PR2℄,
Prop. 6.1) is not in the building B¯. It is only visible after extending F¯((u)) to
some separable wildly ramied extension (the apartment ontaining the xed point
will branh o from A0 at the line x = k−sp , beause we an suessively delete
the leading oeient of γ in (4.3.1) if there is some q with vu(q) =
k−s
p ). The
image of the half line {[x,m(v)]0 | x ≤ k−sp } in the building for PGL2(F¯((u))) is
stable under Φ and the geodesi between [⌊k−sp ⌋+1,m(v)]0 and its image under Φ
ontains the (projetion of the) point [x0,m(v)]0 in the building for PGL2(F¯((u))).
This is the ase A 3 of [PR2℄ 6.d.
If
k−s
p ∈ Z, then we are in the ase B 2 of [PR2℄ 6.d.: In this ase the maximality
of k = vu(q) implies k − t = k−sp = t−sp−1 = 0 (otherwise we ould delete the leading
oeient of γ) and we nd that Pred is the xed point in the building. In this ase
there is a unique half-line in the apartment for PGL2(F¯((u))) that is xed by Φ,
namely the image of the half-line {[x,m(v)]0 | x ≤ 0} under the projetion.
Proposition 4.19. With the notations of Denition 4.1 and (4.0.3), (4.0.7), as-
sume that (M
F¯
,Φ) is a non split extension
0→ (Ms(a)[ 1u ],Φsa)→ (MF¯,Φ)→ (Mt(b)[ 1u ],Φtb)→ 0
for some a, b ∈ F¯× and 0 ≤ s, t < p− 1.
(i) The shemes Xv[M ′] are empty for all [M
′] ∈ S(v)\{[Ma]}.
(ii) For Xv[Ma] the following holds:
Xv[Ma] =
{
∅ if t−sp−1 − r1−r2p−1 +m(v) /∈ 2Z
{∗} if t−sp−1 − r1−r2p−1 +m(v) ∈ 2Z.
(iii) If non empty, the sheme Xv0 is onneted.
Proof. Lemma 4.17 (i) implies
k−s
p ≤ t−sp−1 and an easy omputation using the same
inequality shows that
t−s
p−1 − r1−r2p−1 ≤ k−sp ⇔ k−sp ≤ 1p+1 (r1 − r2 − s− t+ 2k),
and hene
t−s
p−1 − r1−r2p−1 ≤ k−sp ≤ 1p+1 (r1 − r2 − s− t+ 2k),
if GRv,locVF,0 6= ∅. Further denote by N˜ the set of v-admissible latties M = [x,m(v)]q
with
k−s
p ≤ min{x, vu(q)}.
As we have seen above, the situation for the v-admissible latties M /∈ N˜ is the
same as in the split ase. Hene we an link all v-admissible latties to v-admissible
latties in A0 by a hain of P1. If M = [x,m(v)]0 is a v-admissible lattie in A0
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with x + 2 < k−sp , then there is a P
1
in GRv,locVF,0 ontaining M = [x,m(v)]0 and
[x+2,m(v)]0 , exept if M = M− = [
t−s−(r1−r2)
p−1 ,m(v)]0 whih denes an isolated
point in Xv[Ma] if
t−s
p−1 − r1−r2p−1 +m(v) ∈ 2Z (ompare Proposition 4.15).
Let M
′ = [x0,m(v)]0 be the lattie where x0 is the maximal integer smaller than
k−s
p that is ongruent to m(v) mod 2. We laim:
(a) If M
′
is v-admissible and x0 6= t−sp−1 − r1−r2p−1 , then any lattie in N˜ an be linked
to M
′
by a hain of P1.
(b) The latties M ∈ N˜ are non-v-ordinary.
This nishes the proof of the proposition.
Proof of (a): Let M = [x,m(v)]q ∈ N˜ be a lattie. Without loss of generality,
we may assume M ∈ A0, as the situation is the same in all apartments Aq with
vu(q) ≥ k−sp . By Lemma 4.17, we have
k−s
p ≤ x ≤ 1p+1 (r1 − r2 − s− t+ 2k).
We onsider the basis
b1 = u
(x+m(v))/2e1 , b2 = u
(m(v)−x)/2e2
of M and by Lemma 3.7, there is a morphism
χ¯ : P1
F¯
→ GrassM
F¯
with χ¯(z) = [x,m(v)]zx−1 for z ∈ F¯ and χ¯(∞) = [x− 2,m(v)]0.
If x−1 ≥ k−sp , then the morphism fators over GRv,locVF,0 . Consider the following two
ases:
If
k−s
p ≤ x0+1, then this argument shows that we an link all M ∈ N˜ to the lattie
[x0,m(v)]0 by a hain of P
1
.
If
k−s
p > x0 + 1, then this argument shows that we an link all M ∈ N˜ to the
lattie M
′′ = [x0 + 2,m(v)]0 by a hain of P
1
. We an link the lattie M
′′
to the
lattie M
′ = [x0,m(v)]0 if the latties Mz = [x0,m(v)]zux−1 are v-admissible for
all z ∈ F¯. For z 6= 0 we have
d1(Mz , 〈Φ(Mz)〉) = (p+ 1)d1(Mz, Pred)− 2d1(Q′, Pred),
where Q′ = [x0 + 1,m(v)]0 is the unique point in A0 with minimal distane from
Mz. Hene d1(Mz , 〈Φ(Mz)〉) = d1(M′, 〈Φ(M′)〉) + 2 and the morphism fators
through GRv,locVF,0 as x0 6= t−sp−1 − r1−r2p−1 . (Otherwise M′ is the unique isolated point
in Xv[Ma]).
Proof of (b): Let M ∈ N˜ be a lattie. Similarly to the proof of Proposition 4.11,
we nd
M ∼
(
a11 a12
0 a22
)
with vu(a12) < vu(a11) and hene the minimal elementary divisor of 〈Φ(M)〉 with
respet to M is not dened by a Φ-stable subspae. 
Summarizing the results on the onneted omponents we nd the following Theo-
rem.
Theorem 4.20. Assume that (MF,Φ) beomes reduible after extending the salars
to some nite extension F′ of F.
(i) The subshemes Xv0 and X
v
[M ′] are open and losed in GRv,locVF,0 ⊗F F¯ for all
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isomorphism lasses [M ′] ∈ S(v).
(ii) If non empty, the sheme Xv0 is onneted.
(iii) For eah [M ′] ∈ S(v) the sheme Xv[M ′] is either empty, a single point or
isomorphi to P1
F¯
.
(iv) There are at most two isomorphism lasses [M ′] ∈ S(v) suh that Xv[M ′] 6= ∅.
Proof. This is a summary of the Propositions 4.11, 4.15 and 4.19. 
This theorem implies a modied version of the onjeture of Kisin stated in ([Ki℄,
2.4. 16).
Denition 4.21. For an integer s denote by GRv,loc,sVF,0 the open and losed sub-
sheme of GRv,locVF,0 onsisting of all v-admissible latties M, where the rank of the
maximal Φ-stable subobjet M1 satisfying 〈Φ(M1)〉 = ue−r1M1 is equal to s.
Corollary 4.22. Assume p 6= 2 and let ρ : GK → VF be any two-dimensional on-
tinuous representation of GK that admits a nite at model after possibly extending
the salars to some nite extension of F.
Assume that EndF′[GK ](VF′) is a simple algebra for all nite extensions F
′
of F.
Then GRv,loc,sVF,0 is geometrially onneted for all s. Furthermore
(i) If s = 1 and EndF′[GK ](VF′) = F
′
for all nite extensions F′ of F, then GRv,loc,sVF,0
is either empty or a single point.
If s = 1 and EndF′[GK ](VF′) = M2(F
′) for some nite extension F′ of F, then
GRv,loc,sVF,0 is either empty or beomes isomorphi to P1F′ after extending the salars
to F′.
(ii) If s = 2, then GRv,loc,sVF,0 is either empty or a single point.
Proof. Our denitions imply
GRv,loc,0VF,0 ⊗F F¯ = Xv0 .
Further ⋃
[M ′]∈S(v)
Xv[M ′] =
{
GRv,loc,1VF,0 if r1 > r2
GRv,loc,2VF,0 if r1 = r2.
By ([Br℄, Thm. 3.4.3) we have EndF′[GK ](VF′) = EndF′((u)),Φ(MF′). The same The-
orem implies that the image of the ategory of nite at GK-representations on
nite length Zp-algebras under the restrition to GK∞ is losed under subobjets
and quotients. Hene VF′ is irreduible (resp. reduible, resp. split reduible) if
and only if (MF′ ,Φ) is. An easy omputation yields:
EndF′[GK ](VF′) = F
′
if VF′ is irreduible or non-split reduible.
EndF′[GK ](VF′) = F
′ × F′ if VF′ is the diret sum of two non-isomorphi one-
dimensional representations.
EndF′[GK ](VF′) = M2(F
′) if VF′ is the diret sum of two isomorphi one-dimensional
representations.
The Corollary now follows from Theorem 4.20 and Propositions 4.11, 4.15 and
4.19. 
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5. The struture of Xv0
In this setion we want to analyze the struture of the onneted omponent Xv0 of
non-v-ordinary latties. In the absolutely simple ase we have
Xv0 = GRv,locVF,0 ⊗F F¯
and this is isomorphi to a Shubert variety. In the reduible ase it turns out that
this omponent has a quite ompliated struture. It is in general not irreduible
and its irreduible omponents have varying dimensions.
5.1. The ase (M
F¯
,Φ) ∼= (M1,Φ1)⊕ (M1,Φ1). We assume that (MF¯,Φ) is a diret
summand of two isomorphi one-dimensional objets and we will use the notations
of setion 4.1. First we dene some subsets of the ane Grassmannian.
Denote by n the maximal integer ongruent to m(v) mod 2, suh that
(5.1.1) n ≤ r1−r2+2p+1 .
Denote by l the minimal integer suh that
(5.1.2) n+ 2 ≤ r1−r2+2lp+1 .
For z ∈ P1(F¯) and j ≥ 0 we dene the following points:
Qzj = [l + (p+ 1)j,m(v)]z if z ∈ F¯
Q∞j = [−l − (p+ 1)j,m(v)]0.
We dene the following subshemes Z,Zj ⊂ Xv0 for j ≥ 0 by speifying its losed
points:
(5.1.3)
Z(F¯) = {M ∈ B¯(m(v)) | d1(M, Pred) ≤ n}
Zj(F¯) =
⋃
z∈P1(F¯)
{M ∈ B¯(m(v)) | d1(M, Qzj ) ≤ n+ 2− l − (p− 1)j}.
We want to onsider these subsets as subshemes with the redued sheme struture.
Lemma 5.1. With the notations of (5.1.1)-(5.1.3):
Xv0 (F¯) = (
⋃
j≥0
Zj(F¯)) ∪ Z(F¯).
Proof. LetM = [x,m(v)]q be a non-v-ordinary lattie and denote byQ
′ = [x′,m(v)]z
the unique lattie with d1(M, Q
′) = d1(M, T ). Without loss of generality, we may
assume that Q′ ∈ L0, i.e. z = 0 and vu(q) = x′ > 0.
If 1 ≤ x′ = vu(q) < l, then by Lemma 4.9 and the denition of n and l we nd that
M is v-admissible (and non-v-ordinary) i d1(M, Pred) ≤ n.
If vu(q) ≥ l, then there is a unique j suh that l+(p+1)j ≤ x′ < l+(p+1)(j+1).
By Lemma 4.9, we nd that M is v-admissible i d1(M, Pred) ≤ r1−r2+2x′p+1 . Now
d1(M, Pred) = d1(M, Q
0
j) + (l + (p+ 1)j)
and hene M is v-admissible i
d1(M, Q
0
j) ≤ r1−r2+2lp+1 + 2(x
′−l−(p+1)j)
p+1 − l − (p− 1)j.
By the denition of n and l and the fat x′ − l− (p+1)j < (p+1) we nd that M
is v-admissible i
d1(M, Q
0
j) ≤ n+ 2− l − (p− 1)j.
This yields the laim. 
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Proposition 5.2. With the notation of (5.1.1)-(5.1.3):
(5.1.4) Xv0 = (
⋃
j≥0
Zj) ∪ Z.
(i) The sheme Z is isomorphi to an n-dimensional Shubert variety.
(ii) For j ≥ 0 there is a projetive, surjetive and birational morphism
fj : P
1
F¯
× Yj → Zj
where Yj is an n+ 2− l − (p− 1)j dimensional Shubert variety. Espeially Zj is
losed and irreduible.
(iii) If l 6= 2, then (5.1.4) is the deomposition of Xv0 into its irreduible omponents.
(iv) If l = 2, then the deomposition of Xv0 into its irreduible omponents is given
by
Xv0 =
⋃
j≥0
Zj .
(v) The dimension of Xv0 is given by
dim Xv0 =
{
n+ 1 if l = 2
n if l 6= 2.
Proof. (i) The losed points of the sheme Z are the latties with distane smaller
than n from the point [0,m(v)]0. By the same argument as in the proof of Theorem
3.9 (b), this is an n-dimensional Shubert variety.
(ii) The sheme Zj is the union of the Shubert varieties onsisting of the latties
M with distane d1(M, Q
z
j ) ≤ n+ 2− l− (p− 1)j =: nj for z ∈ P1(F¯).
Let us rst assume that m(v) ≡ xj := l + (p + 1)j mod 2, i.e. Qzj is a lattie for
all z ∈ P1(F¯). For any linearly independent vetors b1 and b2 denote by
ψ(b1, b2) : Yj →֒ GrassMF¯
the inlusion of the Shubert variety of latties M with
d1(M, 〈b1, b2〉) ≤ nj
d2(M, 〈b1, b2〉) = 0.
First we onstrut a morphism
f˜j : P
1
F¯
× Yj → GrassMF¯.
The inlusion ψ(e1, e2) denes a sheaf MYj of OYj [[u]]-latties in MF¯⊗̂F¯OYj . If
U = SpecA ⊂ Yj is an ane open we write MA = Γ(U,MYj ) for the A[[u]]-lattie
in M
F¯
⊗̂
F¯
A dened by MYj . To dene the morphism f˜j we dene a sheaf M˜ of
OP1
F¯
×Yj [[u]]-latties in MF¯⊗̂F¯OP1
F¯
×Yj . Let P
1
F¯
= V0 ∪ V∞ with V0 = Spec F¯[T ] and
V∞ = Spec F¯[T
−1]. We dene M˜ by speifying its setions over the open subsets
V × U of P1
F¯
× Yj where V ⊂ P1
F¯
and U = SpecA ⊂ Yj are ane open subshemes.
If V ′ = Spec F¯[T ]g ⊂ V0 for some g ∈ F¯[T ], then Γ(V ′ × U,M˜) is the pushout of
MA⊗̂AA[T ]g via the endomorphism of MF¯⊗̂F¯A[T ]g dened by the matrix
C0A =
(
u(m(v)+xj)/2 Tu(m(v)−xj)/2
Tu(m(v)+xj)/2 u(m(v)−xj)/2
)
.
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If V ′′ = Spec F¯[T−1]h ⊂ V∞ for some h ∈ F¯[T−1], then Γ(V ′′×U,M˜) is the pushout
of MA⊗̂AA[T−1]h via the endomorphism of MF¯⊗̂F¯A[T−1]h dened by the matrix
C∞A =
(
T−1u(m(v)+xj)/2 u(m(v)−xj)/2
u(m(v)+xj)/2 T−1u(m(v)−xj)/2
)
.
These denitions are ompatible: if V ′ ⊂ V0 ∩ V∞ = Spec F¯[T, T−1], then the
matries C0A and C
∞
A dier by a unit (namely T resp. T
−1
). Further this denitions
are ompatible with loalization in the following sense.
If U ′ = SpecB ⊂ U = SpecA is an ane open, then
Γ(V ′ × U ′,M˜) = Γ(V ′ × U,M˜)⊗̂AB,
as MB = MA⊗̂AB. And similarly for V ′′ and for loalization on P1F¯. As the sets{V ′ × U, V ′′ × U | V ′ ⊂ V0 , V ′′ ⊂ V∞ , U ⊂ Yj ane open} form a basis of the
topology this indeed denes a sheaf of OP1
F¯
×Yj [[u]]-latties on P
1
F¯
× Yj .
••
•
•
Figure 8. The losed points of Zj in the building in the ase
p = 3, F = F3. The fat points mark the points Q
z
j for z ∈ P1(F).
By onstrution the values of f˜j on losed points are given by
f˜j ((z1 : z2), x) = ψ
(
u(m(v)+xj)/2(z1e2 + z2e1), u
(m(v)−xj)/2(z1e1 + z2e2)
)
(x).
If we set T = z ∈ F¯ (resp. T−1 = 0), then we pushout the Shubert variety Yj
along the automorphism
e1 7→ u(m(v)+xj)/2e1
e2 7→ u(m(v)−xj)/2(ze1 + e2).
This is the Shubert variety onsisting of the latties M with d1(M, Q
z
j ) ≤ nj,
where
Qzj = 〈u(m(v)+xj)/2e1, u(m(v)−xj)/2(ze1 + e2)〉.
The onlusion for the point at innity in P1(F¯) is similar. This also shows that
the image of f˜j is Zj. As P
1
F¯
× Yj is redued, the morphism f˜j fators through
Zj and we obtain a surjetive morphism fj : P
1
F¯
× Yj → Zj . As the soure of this
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morphism is projetive, it follows that Zj is a losed irreduible subset of the ane
Grassmannian and that the morphism fj is projetive.
We have to show that it is birational. Denote by U˜ ⊂ Yj the subset of all latties
{M = 〈unj/2e1, u−nj/2(qe1 + e2) | q =
nj−1∑
i=0
aiu
i〉},
(our assumptions guarantee that nj is even in this ase). This subsheme is iso-
morphi to the ane spae A
nj
F¯
and is a maximal dimensional ane subspae of
Yj . Now V˜ = fj(V0 × U˜) ⊂ Zj is the subset of all lattiesM = 〈u(n+2j+2)/2e1, u−(n+2j+2)/2(qe1 + e2)〉 | q = a0 +
n+2j+1∑
i=l+(p+1)j
aiu
i
 .
This is again an ane spae and fj maps V0× U˜ isomorphially onto V˜ . Thus it is
birational.
The ase m(v) 6≡ xj mod 2 is similar. We have to onsider the latties
[l + (p+ 1)j,m(v) − 1]z for z ∈ F¯
[−l− (p+ 1)j,m(v)− 1]0
instead of Qzj . Now Yj →֒ GrassMF¯ is the inlusion of the Shubert variety of
latties M with d2(M, 〈b1, b2〉) = 1 and the same ondition on d1 as above. The
onlusion is now similar.
(iii) For i ≥ 0 we always have
Zi 6⊂ (
i−1⋃
j=0
Zj) ∪ Z,
beause for example [n+ 2i+ 2,m(v)]0 ∈ Zi(F¯) but not in the latter union, as we
an see from the denitions. If l 6= 2, then
Z 6⊂
⋃
j≥0
Zj
beause for example [n,m(v)]u ∈ Z(F¯) but not in the latter union. The laim
follows from that and the omputation of the dimensions: At rst onsider Z ⊂ Xv0 .
This is irreduible and its omplement has dimension less or equal to dim Z. Now
onsider Z ∪ Z0 6⊃ Z. The omplement of this subsheme has dimension (stritly)
less than dim Z0. Proeeding by indution on j yields the laim.
(iv) In the ase l = 2 we have Z ⊂ Z0: If M = [x,m(v)]q ∈ Z(F¯) and if we assume
again vu(q) > 0, then d1(M, T ) ≤ n− 1 and hene
d1(M, Q
0
0) = d1(M, Q
′) + d1(Q
′, Q00) ≤ n− 1 + l − 1 = n+ 2− l.
Thus eah point M ∈ Z(F¯) is also ontained in Z0. The statement now follows by
the same argument as in (iii).
(v) This is a onsequene of (i)-(iv). 
Remark 5.3. On eah of the half lines Lz for z ∈ P1(F¯) we nd Shubert varieties
with dereasing dimensions. This behavior is alled "thinning tubes" in [PR2℄ 6.d.
ompare lo. it. B 2.
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5.2. The ase (M
F¯
,Φ) ∼= (M1,Φ1)⊕ (M2,Φ2). In this setion we assume that
M
F¯
∼
(
aus 0
0 but
)
with a, b ∈ F¯× and 0 ≤ s, t < p− 1. Further we assume s 6= t or a 6= b.
Assume s = t and let n be the largest integer that is ongruent to m(v) mod 2
and that satises
(5.2.1) n ≤ r1−r2p+1 .
Denote by l the smallest integer satisfying
(5.2.2) n+ 2 ≤ r1−r2+2lp+1 .
Dene the points
Q±j = [±(l + (p+ 1)j),m(v)]0,
and the subshemes Z,Z±j ⊂ Xv0 by:
Z(F¯) = {M ∈ B¯(m(v)) | d1(M, Pred) ≤ n}
Z±j (F¯) = {M ∈ B¯(m(v)) | d1(M, Q±j ) ≤ n+ 2− l − (p− 1)j}.
Proposition 5.4. Assume s = t and dene n and l as in (5.2.1) and (5.2.2).
(i) The sheme Z is isomorphi to an n-dimensional Shubert variety.
(ii) The shemes Z±j are isomorphi to n + 2 − l − (p− 1)j dimensional Shubert
varieties.
(iii) If l 6= 1, then
Xv0 = Z ∪ (
⋃
j≥0
Z+j ) ∪ (
⋃
j≥0
Z−j )
is the deomposition of Xv0 into its irreduible omponents.
(iv) If l = 1, then
Xv0 = (
⋃
j≥0
Z+j ) ∪ (
⋃
j≥0
Z−j )
is the deomposition of Xv0 into its irreduible omponents.
(v) The dimension of Xv0 is given by
dim Xv0 =
{
n+ 1 if l = 1
n if l 6= 1.
Proof. (i) and (ii) follow immediately from the denitions.
As in Lemma 5.1 we easily nd
(5.2.3) Xv0 = Z ∪ (
⋃
j≥0
Z+j ) ∪ (
⋃
j≥0
Z−j )
and as in Proposition 5.2 we nd
Z±i 6⊂ Z ∪ (
i−1⋃
j≥0
Z+j ) ∪ (
i−1⋃
j≥0
Z−j ).
Further
Z 6⊂ Z±0 if l 6= 1
Z ⊂ Z±0 if l = 1.
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The omputations are the same as in the proof of Proposition 5.2 with the only
dierene that we have to replae T by L0 ∪ L∞ = A0 ∩ B¯(m(v)). Part (iii) and
(iv) now follow exatly as in the proof of Proposition 5.2.
Finally (v) follows from (i)-(iv). 
In the ase s 6= t we have to distinguish more dierent ases. We only sketh the
struture of the irreduible omponents.
Denote by x0 = ⌊ t−sp−1⌋ the integral part of t−sp−1 . Let n+ be the largest integer
ongruent to m(v) mod 2 suh that
(5.2.4) n+ ≤ t−sp−1 + 1p+1 (r1 − r2 + 2(x0 + 1− t−sp−1 )).
Let n− be the smallest integer ongruent to m(v) mod 2 suh that
(5.2.5) n− ≥ t−sp−1 − 1p+1 (r1 − r2 + 2( t−sp−1 − x0)).
By Lemma 4.13, these numbers have the following meaning: The maximal distane
d1 of a v-admissible lattie in Aq\A0 with vu(q) = x0 + 1 from Pred is n+ − t−sp−1 ;
the maximal distane d1 of a v-admissible lattie in Aq\A0 with vu(q) = x0 from
Pred is
t−s
p−1 − n−. We dene
(5.2.6)
x1 =
1
2 (n+ + n−)
n = 12 (n+ − n−).
Let Z be the subsheme whose losed points are given by
Z(F¯) = {M ∈ B¯(m(v)) | d1(M, [x1,m(v)]0) ≤ n}.
This is a n-dimensional Shubert variety. Let l+ be the smallest integer suh that
n+ + 2 ≤ t−sp−1 + 1p+1 (r1 − r2 + 2(l+ − t−sp−1 )),
i.e. the smallest integer suh that there are v-admissible latties with x-oordinate
n+ + 2 in the apartments branhing of from A0 at the line x = l+.
Similarly, let l− the largest integer suh that
n− − 2 ≥ t−sp−1 − 1p+1 (r1 − r2 + 2( t−sp−1 − l−)).
For j ≥ 0 we dene the following points
Q+j = [l+ + (p+ 1)j,m(v)]0
Q−j = [l− − (p+ 1)j,m(v)]0.
Again, we dene the following subshemes of Xv0 :
(5.2.7)
Z+j (F¯) = {M ∈ B¯(m(v)) | d1(M, Q+j ) ≤ n+ + 2− l+ − (p− 1)j}
Z−j (F¯) = {M ∈ B¯(m(v)) | d1(M, Q−j ) ≤ l− + 2− n− − (p− 1)j}.
These subshemes are isomorphi to Shubert varieties.
Lemma 5.5. With the above notation we have
(5.2.8) Xv0 (F¯) = Z(F¯) ∪ (
⋃
j≥0
Z+j (F¯)) ∪ (
⋃
j≥0
Z−j (F¯)).
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Proof. The proof of this fat is similar to the proof of Lemma 5.1.
If M = [x,m(v)]q is a lattie, we denote by Q
′
the unique point in A0 ∩ B¯(m(v))
with d1(M, Q
′) = d1(M,A0). We assume that Q′ = [x′,m(v)]0 with x′ > t−sp−1 .
If x′ < l+, then M is v-admissible (and non-v-ordinary) if and only if M ∈ Z(F¯).
This is a diret onsequene of the denitions.
If x′ ≥ l+, there is a unique integer j ≥ 0 suh that
l+ + (p+ 1)j ≤ x′ < l+ + (p+ 1)(j + 1).
In this ase the denitions imply that M is v-admissible (and non-v-ordinary) if
and only if M ∈ Z+j (F¯) (ompare the proof of Lemma 5.1).
The onlusions for x′ < t−sp−1 are similar. In the set of oordinates onsidered
above, the omputations beome more ompliated, but we an also dedue this
result by interhanging e1 and e2. 
Proposition 5.6. With the notations of (5.2.4)-(5.2.7) :
(5.2.9) Xv0 = Z ∪ (
⋃
j≥0
Z+j ) ∪ (
⋃
j≥0
Z−j ).
(i) The sheme Z is isomorphi to an n-dimensional Shubert variety.
(ii) For j ≥ 0 the shemes Z±j are isomorphi to Shubert varieties of dimension
dim Z+j = n+ + 2− l+ − (p− 1)j
dim Z−j = l− + 2− n− − (p− 1)j.
(iii) If Z 6⊂ Z+0 ∪ Z−0 , then (5.2.9) is the deomposition of Xv0 into its irreduible
omponents.
(iv) If Z ⊂ Z+0 ∪ Z−0 , then
Xv0 = (
⋃
j≥0
Z+j ) ∪ (
⋃
j≥0
Z−j )
is the deomposition of Xv0 into its irreduible omponents.
In this ase we would have to onsider many ases in order to determine whether
Z ⊂ Z+0 ∪ Z−0 or not from the given integers r1, r2, s, t.
Proof. By use of Lemma 5.5, this is nearly the same as in the proof of Proposition
5.4. 
Remark 5.7. Again, we nd that the Shubert varieties of dereasing dimension
dened above orrespond to the "thinning tubes" in [PR2℄ 6.d along the Φ-stable
half lines {[x,m(v)]0 | x ≤ t−sp−1} and {[x,m(v)]0 | x ≥ t−sp−1} in the building for
PGL2(F¯((u))).
5.3. The ase of a non split extension. As in setion 4.3, we assume that there
is a basis e1, e2 of MF¯ suh that
MF¯ ∼
(
aus γ
0 but
)
for some a, b ∈ F¯×, γ ∈ F¯((u)) and 0 ≤ s, t < p − 1. We assume that (M
F¯
,Φ) is a
non-split extension and use the notations of setion 4.3.
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Denote by x0 the largest integer x0 <
k−s
p . Let n+ be the largest integer ongruent
m(v) mod 2 suh that
(5.3.1) n+ ≤ 1p+1 (r1 − r2 − s− t+ 2k).
Let n− be the smallest integer ongruent m(v) mod 2 suh that
(5.3.2) n− ≥ t−sp−1 − 1p+1 (r1 − r2 + 2( t−sp−1 − x0)).
These numbers have the following meaning: The integer n+ is the maximal x-
oordinate of a v-admissible lattie in Aq with vu(q) ≥ k−sp ; further t−sp−1 − n− is
the maximal distane d1 of a v-admissible lattie in Aq\A0 with vu(q) = x0 from
Pred. As above, we dene the following integers
(5.3.3)
x1 =
1
2 (n+ + n−)
n = 12 (n+ − n−).
We have x1 ∈ {x0, x0 + 1} whih an be dedued from the equation
1
p+1 (r1 − r2 − s− t+ 2k)− k−sp = k−sp − ( t−sp−1 − 1p+1 (r1 − r2 + 2( t−sp−1 − k−sp ))).
(Here, we ompute the distane from the point
k−s
p and write
k−s
p instead of x0 as
in (5.3.2)). We dene the following subset
(5.3.4) Z(F¯) = {M ∈ B¯(m(v)) | d1(M, [x1,m(v)]0) ≤ n}.
Let l− be the largest integer suh that
(5.3.5) n− − 2 ≥ t−sp−1 − 1p+1 (r1 − r2 + 2( t−sp−1 − l−)).
For j ≥ 0 we dene the points Q−j = [l− − (p+ 1)j,m(v)]0 and the subsets
(5.3.6) Z−j (F¯) = {M ∈ B¯(m(v)) | d1(M, Q−j ) ≤ l− + 2− n− − (p− 1)j}.
Lemma 5.8. With the above notations
Xv0 (F¯) = Z(F¯) ∪ (
⋃
j≥0
Z−j (F¯)).
Proof. Let M = [x,m(v)]q be a lattie.
If vu(q) ≥ k−sp (or equivalently if vu(q) > x0), then (by Lemma 4.17) M is v-
admissible (and non-v-ordinary) i
x ≤ 1p+1 (r1 − r2 − s− t+ 2k),
or equivalently i x ≤ n+.
If vu(q) = x0 and x > vu(q), then (by Lemma 4.17) M is v-admissible and non-v-
ordinary i
d1(M, [
t−s
p−1 ,m(v)]0) ≤ 1p+1 (r1 − r2 + 2( t−sp−1 − x0)),
or equivalently i d1(M, [
t−s
p−1 ,m(v)]0) ≤ t−sp−1 − n−. By the denitions of x1 and n
and the fat x1 ∈ {x0, x0 + 1}, we nd that in both ases M is v-admissible (and
non v-ordinary) i M ∈ Z(F¯).
For the v-admissible latties M = [x,m(v)]q with vu(q) < x0 we proeed as in the
proof of Lemma 5.5. 
STRUCTURE OF MODULI OF FINITE FLAT GROUP SCHEMES 39
Proposition 5.9. With the notations of (5.3.1)-(5.3.6):
(5.3.7) Xv0 = Z ∪ (
⋃
j≥0
Z−j ).
(i) The sheme Z is isomorphi to an n-dimensional Shubert variety.
(ii) For j ≥ 0 the shemes Z−j are isomorphi to Shubert varieties of dimension
dim Z−j = l− + 2− n− − (p− 1)j.
(iii) If Z 6⊂ Z−0 , then (5.3.7) is the deomposition of Xv0 into its irreduible om-
ponents.
(iv) If Z ⊂ Z−0 , then the deomposition of Xv0 into its irreduible omponents is
given by
Xv0 =
⋃
j≥0
Z−j .
Proof. (i),(ii) This follows from the denitions.
(iii),(iv) As in the disussion of the other ases, our Shubert varieties are on-
struted in a way suh that
Z−i 6⊂ Z ∪ (
i−1⋃
j=0
Z−j )
for all i ≥ 0. The laim follows from this and the omputation of the dimension
(ompare the proof of Proposition 5.2). 
Remark 5.10. We nd a sequene of Shubert varieties of dereasing dimension
along the unique Φ-stable half line {[x,m(v)]0 | x < k−sp } orresponding to the
"thinning tubes" in [PR2℄ 6.d.
Further, we nd a Shubert variety Z orresponding to a ball with given radius
around a given point as in lo. it. A 3 resp. B 2.
The disussion of this setion implies the following result.
Theorem 5.11. If (MF¯,Φ) is not isomorphi to the diret sum of two isomorphi
one-dimensional φ-modules, then the irreduible omponents of Xv0 are Shubert
varieties. Espeially they are normal.
6. Relation to Raynaud's theorem
In this setion, we assume p 6= 2. In [Ra℄, Raynaud introdues a partial order on
the set of nite at models for VF (i.e. the set of F-valued points of GRVF,0) by
dening G1  G2 if there exists a morphism G2 → G1 induing the identity on the
generi ber of SpecOK . By (lo. it. 2.2.3 and 3.3.2), this order admits a minimal
and maximal objet (if the set is non-empty) whih agree if e < p− 1.
In our ase, Raynaud's partial order is given by the inlusion of latties in MF:
Inlusion of two admissible latties is a morphism that ommutes with the semi-
linear map Φ and indues the identity of MF after inverting u. Here, a lattie M is
alled admissible if it denes a nite at group sheme, i.e. if ueM ⊂ 〈Φ(M)〉 ⊂M.
Proposition 6.1. Let ρ : GK → VF be a ontinuous representation of GK . Assume
that there exists a nite extension F′ of F suh that there is a nite at group sheme
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model over SpecOK for the indued GK representation on VF′ = VF ⊗F F′. Then
there exists a nite at model for VF, i.e.
GRVF,0 6= ∅ ⇒ GRVF,0(F) 6= ∅.
Proof. Our assumptions imply GRVF,0(F′) 6= ∅ for some nite extension F′ of F.
Hene, by Raynaud's theorem, the set GRVF,0(F′) has a unique minimal element.
The natural ation of the Galois group Gal(F′/F) on GRv,locVF,0 (F′) preserves the
partial order (it preserves inlusion of latties) and hene the minimal element is
stable under this ation. Consequently, the minimal objet is already dened over
F. 
We now want to reprove Raynaud's theorem in our ontext: we will show that there
is a minimal and a maximal lattie for the order indued by inlusion on the set
GRVF,0(F¯).
Proposition 6.2. There exists a minimal and a maximal admissible lattie Mmin
resp. Mmax for the order dened by the inlusion.
Proof. We only prove the statement about the maximal lattie. The other one is
analogue. We hoose a basis e1, e2. The proposition follows from the following two
observations:
(a) There exists a unique admissible lattie with minimal y-oordinate.
(b) If M is a admissible lattie with non-minimal y-oordinate, then it is ontained
in an admissible lattie with stritly smaller y-oordinate.
Proof of (a): First it is lear that the y-oordinates of admissible latties are
bounded below: If
〈e1, e2〉 ∼ A′ =
(
α′ β′
γ′ δ′
)
and if M = [x, y]q is admissible, then 2e− d′ = (p− 1)y + vu(det A′) with
0 ≤ d′ = dim〈Φ(M)〉/ueM ≤ 2e.
Suppose now that M1 and M2 are admissible latties with the same y-oordinate.
There is a basis b1, b2 suh that
M1 = 〈b1, b2〉
M2 = 〈unb1, u−nb2〉.
for some n ≥ 0. We have
M1 ∼ A =
(
α β
γ δ
)
M2 ∼ B =
(
un(p−1)α u−n(p+1)β
un(p+1)γ u−n(p−1)δ
)
for some α, β, γ, δ ∈ F¯((u)). Dene
M3 = 〈b1, u−nb2〉 =
(
1 0
0 u−n
)
M1.
Then M3 has stritly smaller y-oordinate and is admissible. Indeed:
M3 ∼ C =
(
α u−npβ
unγ u−n(p−1)δ
)
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and we have to show: mini,j cij ≥ 0 and vu(det C)−mini,j cij ≤ e.
But beause M1 and M2 are admissible we know:
vu(α) ≥ 0 vu(u−npβ) ≥ n
vu(u
nγ) ≥ n vu(u−n(p−1)δ) ≥ 0.
Similarly vu(det C) = vu(det A)− (p− 1)n = vu(det B)− (p− 1)n and hene:
vu(det C)− vu(α) ≤ e− (p− 1)n vu(det C)− vu(u−npβ) ≤ e− pn
vu(det C)− vu(unγ) ≤ e − pn vu(det C)− vu(u−n(p−1)δ) ≤ e − (p− 1)n.
Proof of (b): Let M be an admissible lattie with non-minimal y-oordinate. Then
there exists an admissible lattie M
′
with stritly smaller y-oordinate. These
latties are ontained in a ommon apartment and hene there is a basis b1, b2 suh
that
M = 〈b1, b2〉
M
′ = 〈umb1, unb2〉
for some integers m,n with m + n < 0, beause the y-oordinate of M′ is stritly
smaller than the y-oordinate of M.
Without loss of generality, we assume m− n ≥ 0. If m ≤ 0, then n ≤ 0 and we are
done, sine then M ⊂M′.
If m > 0 we laim that the lattie M1 = 〈b1, um+nb2〉 is admissible. Indeed
M ∼
(
α β
γ δ
)
M
′ ∼
(
u(p−1)mα upn+mβ
upm−nγ u(p−1)nδ
)
M1 ∼
(
α up(m+n)β
u−m−nγ u(p−1)(m+n)δ
)
and the laim follows by a similar argument as in the proof of (a). 
Proposition 6.3. If e < p− 1, then the minimal and the maximal lattie oinide.
Proof. Denote the minimal lattie by Mmin, the maximal by Mmax. There is a
apartment ontaining both latties and we may assume Mmax = 〈e1, e2〉 = [0, 0]0
and Mmin = [x, y]0 for some y ≥ 0.
Let A ∈ GL2(F¯((u))) be a matrix suh that
Mmax ∼ A =
(
α β
γ δ
)
.
Dene dmin = dim Mmin/〈Φ(Mmin)〉 and similarly dmax. Then
2e− dmax = 2e− dim Mmax/〈Φ(Mmax)〉 = vu(det A)
2e− dmin = 2e− dim Mmin/〈Φ(Mmin)〉 = vu(det A) + (p− 1)y.
Thus we have (p− 1)y = dmin − dmax ≤ 2e < 2(p− 1) and hene y = 0 or y = 1. If
y = 0 we are done, as Mmax is the unique lattie with minimal y-oordinate.
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Assume y = 1. In this ase Mmin ⊂ Mmax implies Mmin = [±1, 1]0. Without loss
of generality, we assume Mmin = [−1, 1]0 = 〈ue1, e2〉. Then
Mmin ∼ B =
(
up−1α u−1β
upγ δ
)
.
As both latties are admissible, we have
max{vu(det B)− vu(u−1β), vu(det B)− vu(δ)} ≤ e
and hene:
vu(α) ≥ 0 vu(β)− 1 ≥ vu(det B)− e = vu(det A) + (p− 1)− e > vu(det A)
vu(γ) ≥ 0 vu(δ) ≥ vu(det B)− e = vu(det A) + (p− 1)− e > vu(det A)
It follows that
vu(det A) = vu(αδ − βγ) ≥ min{vu(α) + vu(δ), vu(β) + vu(γ)} > vu(det A).
Contradition. 
Finally we want to determine the elementary divisors of 〈Φ(M)〉 with respet to M
for the minimal and the maximal lattie in the ases where (M
F¯
,Φ) is simple resp.
split reduible. If (M
F¯
,Φ) is non-split reduible, the omputations turn out to be
very diult and are omitted.
6.1. The absolutely simple ase. As in setion 3, we x a basis e1, e2 suh that
M
F¯
∼
(
0 aus
1 0
)
with a ∈ F¯× and 0 ≤ s < p2 − 1. Let Mmin be the minimal and Mmax be
the maximal lattie. Denote by s1, s2 the unique integers 0 ≤ s1 < p + 1 resp.
0 ≤ s2 < p− 1 with
s1 ≡ s mod (p+ 1)
s2 ≡ s mod (p− 1).
Beause p− 1 and p+ 1 are both even, we nd s1 ≡ s2 mod 2.
Similarly let s′2 be the unique integer 0 ≤ s′2 < p− 1 with 2e− s ≡ s′2 mod (p− 1).
Proposition 6.4. Denote by m = s−s1p+1 the integral part of
s
p+1 and by l =
s−s2
p−1
resp. l′ =
2e−s−s′2
p−1 the integral part of
s
p−1 resp.
2e−s
p−1 .
(i) The elementary divisors (amax, bmax) of 〈Φ(Mmax)〉 with respet to Mmax are
given by
( s1+s22 ,
s2−s1
2 ) if l +m ∈ 2Z and s2 ≥ s1
( s2−s12 + p,
s1+s2
2 − 1) if l +m ∈ 2Z and s2 < s1
( s2−s1+(p+1)2 ,
s1+s2−(p−1)
2 ) if l +m /∈ 2Z and s1 + s2 ≥ p+ 1
( s1+s2+(p−1)2 ,
s2−s1+(p−1)
2 ) if l +m /∈ 2Z and s1 + s2 < p+ 1.
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(ii) The elementary divisors (amin, bmin) of 〈Φ(Mmin)〉 with respet to Mmin are
given by
(e +
s1−s
′
2
2 , e− s1+s22 ) if l′ +m ∈ 2Z and s1 ≤ s′2
(e + 1− s1+s22 , e− p+ s1−s22 ) if l′ +m ∈ 2Z and s1 > s′2
(e +
(p+1)−s1−s
′
2
2 , e+
s1−s
′
2−(p+1)
2 ) if l
′ +m /∈ 2Z and s1 + s′2 ≥ p+ 1
(e +
s1−s
′
2−(p−1)
2 , e+
−s1−s
′
2−(p−1)
2 ) if l
′ +m /∈ 2Z and s1 + s2 < p+ 1.
Proof. We only prove the statement on Mmax. From Corollary 3.10 we know that
the lattie Mmax is ontained in the apartment dened by e1, e2. For a lattie M,
denote the elementary divisors of 〈Φ(M)〉 with respet to M by (a, b). Then M is
admissible if 0 ≤ b, a ≤ e. As we are assuming that there exist admissible latties
we only have to hek the ondition a, b ≥ 0 for Mmax (and the ondition a, b ≤ e
for Mmin).
If l + m ∈ 2Z, the andidate for the maximal lattie is [m,−l]0. If this is not
admissible, then we take [m+ 1,−l + 1]0. Computing the elementary divisors a, b
by use of Lemma 3.2 and Denition 2.2 we nd the above expressions. In the ase
l+m /∈ 2Z we deal with the latties [m+ 1,−l]0 and [m,−l + 1]0. 
6.2. The split reduible ase. As in setion 4, we x a basis e1, e2 suh that
M
F¯
∼
(
aus 0
0 but
)
with a, b ∈ F¯× and 0 ≤ s, t < p− 1.
Proposition 6.5. (i) The elementary divisors (amax, bmax) of 〈Φ(Mmax)〉 with
respet to Mmax are given by
(amax, bmax) =
{
(t, s) if t ≥ s
(s, t) if s ≥ t.
(ii) The elementary divisors (amin, bmin) of 〈Φ(Mmin)〉 with respet to Mmin are
given by
(amin, bmin) =
{
((p− 1)⌊ e−tp−1⌋+ t, (p− 1)⌊ e−sp−1⌋+ s) if t−sp−1 ≥ ⌊ e−sp−1⌋ − ⌊ e−tp−1⌋
((p− 1)⌊ e−sp−1⌋+ s, (p− 1)⌊ e−tp−1⌋+ t) if t−sp−1 ≤ ⌊ e−sp−1⌋ − ⌊ e−tp−1⌋.
Proof. From Corollary 4.12 and Corollary 4.16 we know that the minimal and the
maximal lattie are ontained in the apartment dened by e1, e2. Now
Φ(ume1) = au
(p−1)m+s(ume1)
Φ(une2) = bu
(p−1)n+t(une2).
The rst part of the Proposition follows from the fat that s (resp. t) are the
smallest positive integers that are ongruent to s (resp. t) modulo p− 1.
The seond part follows from the fat that (p − 1)⌊ e−sp−1⌋ + s is the largest integer
smaller than e that is ongruent to s modulo p− 1 (and similar for t). 
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