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Supplementary Notes
Note S1. Mechanical effects of hairpin motifs in dsDNA constructs.
Position-dependent effects of hairpin on persistence length
In our force correction procedure, we utilize a small hairpin motif (20-30 bp) including ssDNA spacer embedded within the construct. To check whether the presence of DNA hairpin including single-stranded linkers influences the native elasticity of 1-kbp dsDNA, we compared two constructs ( fig. S2A ): one with a hairpin in the middle (same as above for Figs. 1−3), and another with a hairpin at the boundary (between 1 kbp and glass surface). After collecting multiple FECs for the three constructs, we applied the extension correction in the same manner as described in the main text.
The presence of hairpin in the middle of 1-kbp dsDNA appreciably altered the force-extension profile ( fig. S2B ) compared to the one with a hairpin at the end. When the finite WLC (FWLC) model was applied (see Supplementary Note 5), we obtained L p = 40.4 ± 0.4 nm (from 16 constructs) for the middle-hairpin construct. Such an effective softening can be explained by the much-shorter persistence length of ssDNA (1-2 nm) which randomizes the chain orientation in the middle. Consistently with this model, the intrinsic persistence length of dsDNA (43.5 ± 1.1 nm from 14 constructs) was largely restored when the hairpin motif was moved to the boundary (45.3 ± 0.9 nm from 17 constructs).
Modeling of middle-hairpin construct with modified boundary conditions
For quantitative description of the effects incurred by a hairpin, we modeled the middle-hairpin construct as two half-chains linked by a flexible hinge ( fig. S2C ). In this case, the total extension would be the sum of the FWLC extensions for the two halves. Additionally, we imposed one halfconstrained (for the bead and glass surface) and one unconstrained boundary conditions (for the hairpin sides) for each half of the chain because a half of DNA including the hairpin region would minimally constrain the orientation of the other half. The error in x off was in fact rather dominated by the Brownian motion in x bead . A representative case is shown with σ x (100 Hz) ~ 40 nm at 1 pN ( fig. S3C ). This level of noise translates to ~6 nm in z off , still sufficiently small compared to z off values on the order of 100 nm. We next checked how much the dispersion in R affects the estimation of z off . As shown in fig. S3D for a representative construct, potential differences in R (1,300 and 1,500 nm which are ~2 SD (8%)
away from the mean of 1,400 nm) systematically under-or over-estimated z off by ~10 nm.
However, the overall shape of z off (F) curve was only marginally affected by them ( fig. S3D ), ultimately introducing insignificant changes to the corrected FECs. Such effect, however, will become significant if one wishes to focus on shorter tethers such as 198-bp dsDNA (L c = 68 nm).
Distribution of x off and z off Consider a differential strip dA = (2πRsinφ)(Rdφ) on a sphere at φ ( fig. S3B ). Note that φ = π/2 − θ. The probability density function pdf(x off ) can be obtained from
where the prefactor 2 for dA resulted from two symmetric strips at φ and π − φ giving the same value of x off . Since dx off = Rcosθdθ = −Rsinφdφ from Eq. S2, we get
with its expected value ⟨x off ⟩ = R/2. Also, we can get the distribution for z off using change of variables (from Eq. S3)
with its expected value ⟨z off ⟩ = (1 − π/4)R ~ 0.2R.
Note S3. Force in MTs.
Force measurement using long-pendulum geometry
We measured force primarily by analyzing the fluctuation of beads in y, the long-pendulum direction perpendicular to the magnetic field lines (see Fig. 1C in the main text). This geometry provides higher accuracy than the short-pendulum one (21). The measured power spectral density (PSD) for the Brownian motion in y was fitted to a double Lorentzian function as described
where γ y and γ φ are the lateral and rotational drag coefficients, respectively, R is the radius of the bead, f ± are the characteristic frequencies, f s is the camera acquisition frequency, and k B T is the thermal energy. The term C is given by
where the frequencies f ± depend on force, F, and the tether extension, L, through
Importantly, Eq. S8 includes the correction for blurring (the factor with sin 2 ) and aliasing (summation over n) in the image acquisition. Also, the drag coefficients were corrected for the near-surface viscosity of the medium
Where η is the medium viscosity and the correction factors were calculated as below(21)
where
). To obtain forces, the measured PSDs were fitted with the above model using Eqs. S8-S14 in MATLAB ( fig. S6A ). We used a measured L, a known R (= 1.4 μm), leaving the force F as the only fitting parameter. The bead radius was fixed to reduce the degrees of freedom.
Challenges in force measurements with short tethers
The standard way to measure forces in MT is to analyze the fluctuation of beads. The PSD for the lateral Brownian motion of tethered beads is described by either a single (for short pendulum) or a double (for long pendulum) Lorentzian function (21). However, there are several reasons why this measurement becomes inaccurate with short tethers. For the reasons below, calibrating forces for a longer tether rather than directly estimating forces on short tethers is nearly inevitable.
Inaccurate measurement of extension. As illustrated in the main text, measurements of extensions in short length scale is inherently limited by the off-centered attachment of microscale beads.
Since the extension L participates in the model Eq. S8 directly through Eq. S10 and also indirectly through Eqs. S11-S14, any errors in L will lead to errors in the force estimations.
Extensive corrections in viscosity. As apparent by the use of Eqs. S11-S14 near surface, the degrees of correction required for the near-surface viscosity increase for a bead with short tethers. fig. S7 showing the calculated correction factors for two popular magnetic beads (M270 and MyOne with R = 1.4 and 0.5 μm, respectively) illustrates this point. Therefore, imperfect corrections will lead to inaccurate determinations of force.
Corrections for acquisition rate. When using short tethers, the fluctuations of bead overall shifts to higher frequencies
shown for the characteristic cutoff frequency in short-pendulum geometry. We get similar trend for the long-pendulum geometry frequencies given by Eq. S10. When this frequency approaches or exceeds that of the acquisition rate (~100 Hz in standard MT setups), the level of corrections present in Eq. S8 becomes significant. This effect again potentially contributes to the inaccuracy in force.
Force calibration
The magnetic forces in our setup were calibrated with 5.4-kbp dsDNA prepared by PCR. We used a double-exponential function, already verified to be useful for this purpose (20) From the inter-state distances at F 1/2 in force-clamp measurements Force-clamp measurements (such as in Fig. 2F in the main text) were performed around the hairpin transition force, varying the force by 0.1 pN. In each measurement, the distribution ofcoordinates was modeled by a mixture of two Gaussian distributions. Finally, the distance between the two Gaussian peaks yielded the hairpin unzipping distance, Δz. Since each measurement was not carried out exactly at the transition force, F 1/2 , the resulting distances were plotted against the calibrated force and interpolated to obtain the value for Δz at F 1/2 , or Δz 1/2 ( fig.   S5A ). In this way, we obtained Δz 1/2 = 27.0 ± 0.3 nm (error is SD over 28 beads).
From the best-fitting parameters of the Boltzmann fits (thermodynamic analysis)
From the result of force-clamp measurement describe above, the points in the full trace that are lower in z than the midpoint between the two states were assigned to the closed state, and vice versa. The resulting probability in the open state was fitted to the Boltzmann relation (24, 27).
Five such measurements were averaged to obtain Δz 1/2 from fits. In this way, we obtained Δz 1/2 = 28.1 ± 0.7 nm (error is SD over 28 beads).
From the sum of the distances to the transition state (kinetic analysis)
The states assigned in the above procedure was used to identify transition events, and their corresponding lifetimes. The distributions of lifetimes were well described by single exponential distributions at each force ( fig. S5B ). The force dependence of the mean lifetimes ( fig. S5C) 
Therefore, we can obtain the distance between the closed and the open state from the sum of the
We noticed that the kinetic measurements of lifetimes are susceptible to biases both from the finite acquisition rate (100 Hz) and the finite observation length (10 s). Thus, we first corrected for these biases by multiplying the measured lifetimes (crosses in fig. S5C ) with respective correction factors obtained from simulation ( fig. S5D ). The resulting corrected lifetimes (circles in fig. S5C ) were fitted to Eqs. S17 and S18. The obtained fitting parameters were used to calculate Δz 1/2 from Eq. S19. In this way, we obtained Δz 1/2 = 27.9 ± 0.9 nm (error is SD over 28 beads).
From the calculated extensions at F 1/2 using a force-extension model of single-stranded DNA
The force-extension relationship of single-stranded DNA is well described by freely-jointed chain
where L c is the contour length (1.69 times that of dsDNA; 36.9 nm in our case for the open hairpin), b is the Kuhn length (= 1.5 nm), and K is the stretch modulus (800 pN) (61). The coexistence force measured above was plugged into Eq. S20 to obtain the corresponding extension of unzipped hairpin region, which would equal Δz 1/2 . In this way, we obtained Δz 1/2 = 27.2 ± 0.1 nm (error is SD over 28 beads).
Note S5. Fitting FECs to WLC models.

Worm-like chain models
For WLC models, we used the improved version of Marko-Siggia interpolation (32)
where L c and L p are the contour and persistence lengths, respectively, and α i are polynomial coefficients for the improved approximation (32). For an inextensible WLC, z simply represents the extension of DNA. For an extensible WLC, z/L c was replaced by z/L c − F/K 0 (K 0 : stretch modulus).
Method for fitting
Since MT operates naturally in a constant-force mode, we used data in the form of z(F) for fitting rather than F(z) as traditionally visualized in FECs. Only the FECs before hairpin unzipping (i.e. in the closed state) was cropped for fitting to exclude hairpin signatures, and then averaged for 0.1-pN bins. Although the hysteresis in FECs between forward and reverse ramps was small, we only used the reverse traces to ensure fast equilibrium of the bead position (59) and avoid secondary structures or nonspecific interactions at low forces. Before fitting, we subtracted a model extension for the single-stranded region (freely-jointed chain (61) with L p = 0.75 nm and K = 800 pN) and PEG (WLC (62) with L p = 0.47 nm). For the fitting to inextensible WLC models, only the data under 8 pN was used. After obtaining the best-fit L p for an inextensible WLC model this way, we then included force-extension data up to 14 pN and applied an extensible WLC model to obtain the stretch modulus, K 0 , without further optimizing L p . Fitting was performed in MATLAB using unweighted, nonlinear least squares method using the Levenberg-Marquardt algorithm.
Implementation of finite WLC (FWLC) model
For an accurate modeling of short DNA segments, we employed the FWLC model described in Seol et al. (9) . We imposed a half-constrained boundary condition for both surfaces (bead and glass), and included the term for the rotational fluctuation of the bead for energy calculation ( fig.   S11A ). In particular, we found that inclusion of bead's fluctuation into the model showed a strong contribution to the recovery of L p in the short length regime. We compared the fitting FWLC model to a different FWLC model that shares (E) Force-dependence of closed (blue) and open (red) lifetimes with fits to Eqs. S17 and S18.
Before fitting to exponential functions, the raw lifetimes (crosses) were corrected for detection biases (circles) using the factors obtained in (F). (F) Correction factors for the lifetime data obtained simulated transitions. 
