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GRADED BETTI NUMBERS OF POWERS OF IDEALS
AMIR BAGHERI AND KAMRAN LAMEI
Abstract. Using the concept of vector partition functions, we investigate the asymptotic
behavior of graded Betti numbers of powers of homogeneous ideals in a polynomial ring
over a field. Our main results state that if the polynomial ring is equipped with a posi-
tive Z-grading, then the Betti numbers of powers of ideals are encoded by finitely many
polynomials.
More precisely, in the case of Z-grading, Z2 can be splitted into a finite number of regions
such that each region corresponds to a polynomial that depending to the degree (µ, t),
dimk
(
TorSi (I
t, k)µ
)
is equal to one of these polynomials in (µ, t). This refines, in a graded
situation, the result of Kodiyalam on Betti numbers of powers of ideals in [18].
Our main statement treats the case of a power products of homogeneous ideals in a
Zd-graded algebra, for a positive grading, in the sense of [20].
1. Introduction
The study of homological invariants of powers of ideals goes back, at least, to the work of
Brodmann in the 70’s and attracted a lot of attention in the last two decades.
One of the most important results in this area is the result on the asymptotic linearity
of Castelnuovo-Mumford regularity obtained by Kodiyalam [19] and Cutkosky, Herzog and
Trung [12], independently. The proof of Cutkosky, Herzog and Trung further describes the
eventual linearity in t of end
(
TorSi (I
t, k)
)
:= max{µ|TorSi (I t, k)µ 6= 0}.
It is natural to concern the asymptotic behavior of Betti numbers βi(I
t) := dimk Tor
S
i (I
t, k)
as t varies. In [21], Northcott and Rees already investigated the asymptotic behavior of
βk1 (I
t). Later, using the Hilbert-Serre theorem, Kodiyalam [18, Theorem 1] proved that
for any non-negative integer i and sufficiently large t, the i-th Betti number, βki (I
t), is a
polynomial Qi in t of degree at most the analytic spread of I minus one.
Recently, refining the result of [12] on end
(
TorSi (I
t, k)
)
, [4] gives a precise picture of the
set of degrees γ such that TorSi (I
t, A)γ 6= 0 when t runs over N. In [4], the authors consider
a polynomial ring S = A[x1, . . . , xn] over a Noetherian ring A graded by a finitely generated
abelian group G (see [4, Theorem 4.6]).
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2 AMIR BAGHERI AND KAMRAN LAMEI
When A = k is a field and the ideal is generated in a single degree d ∈ G, it is proved
that for any γ and any j, the function
dimk Tor
S
i (I
t, k)γ+td
is a polynomial in t for t 0 (see [4, Theorem 3.3] and [22]).
We are here interested in the behavior of dimk Tor
S
i (I
t, k)γ when I is an arbitrary graded
ideal and S = k[x1, . . . , xn] is a Zp-graded polynomial ring over a field k, for a positive
grading in the sense of [20].
In the case of a positive Z-grading, our result takes the following form:
Theorem(See Theorem 4.6). Let S = k[x1, . . . , xn] be a positively graded polynomial
ring over a field k and let I be a homogeneous ideal in S. There exist, t0,m,D ∈ Z,
linear functions Li(t) = ait+ bi, for i = 0, . . . ,m, with ai among the degrees of the minimal
generators of I and bi ∈ Z, and polynomials Qi,j ∈ Q[x, y] for i = 1, . . . ,m and j ∈ 1, . . . , D,
such that, for t ≥ t0,
(i) Li(t) < Lj(t) ⇔ i < j,
(ii) If µ < L0(t) or µ > Lm(t), then Tor
S
i (I
t, k)µ = 0.
(iii) If Li−1(t) ≤ µ ≤ Li(t) and ait− µ ≡ j mod (D), then
dimk Tor
S
i (I
t, k)µ = Qi,j(µ, t).
Our general result, Theorem 4.3, involves a finitely generated graded module M and
a finite collection of graded ideals I1, . . . , Is. The grading is a positive Zp-grading and a
special type of finite decomposition of Zp+s is described in such a way that in each region
dimk(Tor
S
i (MI
t1
1 ...I
ts
s , k)γ) is a polynomial in (γ, t1, . . . , ts) (i. e. is a quasi-polynomial) with
respect to a lattice defined in terms of the degrees of generators of the ideals.
The central object in this study is the Rees modification MRI . This graded object
admits a graded free resolution over a polynomial extension of S from which we deduce a
Zp+s-grading on Tor modules as in [4]. Investigating Hilbert series of modules for such a
grading, using vector partition functions, leads to our results.
This paper, is organized as follows. In the next Section, we provide some definitions and
terminology that we will need. In Section 3, we will discuss Hilbert functions of non-standard
graded rings and in the last section, we prove the main theorem.
2. Preliminaries
In this section, we are going to collect some necessary notations and terminology used in
the paper. For basic facts in commutative algebra, we refer the reader to [15, 10].
2.1. Hilbert series. In this part we will recall the definition and some important properties
of Hilbert functions and Hilbert series.
GRADED BETTI NUMBERS OF POWERS OF IDEALS 3
Let S = k[x1, . . . , xn] be a polynomial ring over field k. We first make clear our definition
of grading.
Definition 2.1. Let G be an abelian group. A G-grading of S is a group homomorphism
deg : Zn −→ G. We set deg(xu) := deg(u) for a monomial xu = xu11 ...xunn ∈ S. An element∑
cux
u ∈ S is homogeneous of degree µ ∈ G if deg(u) = µ whenever cu 6= 0. The set of
elements of degree µ in S, Sµ, is called the homogeneous component of S in degree µ. The
grading is called positive if furthermore G is torsion-free and S0 = k.
We also recall that for any µ ∈ G, S(µ) is again a G-graded ring such that S(µ)n = Sµ+n.
Obviously it is isomorphic to S and it is obtained just by a shift on S.
From now on, S will be a positively graded polynomial ring. Criterions of positivity are
given in [20, 8.6]. One defines graded ideals and modules similarly to the classical Z-graded
case. When G = Zd and the grading is positive, (generalized) power series are associated to
finitely generated graded modules:
Remark 2.2. By [20, 8.8], if S is positively graded by Zd, then the semigoup Q = deg(Nn)
can be embedded in Nd. Hence, after such a change of embedding, the above Hilbert series
are power series in the usual sense.
Let M be a finitely generated Zd-graded S-module. It admits a finite minimal graded free
S-resolution
F• : 0→ Fu → . . .→ F1 → F0 →M → 0.
Writing
Fi = ⊕µS(−µ)βi,µ(M),
the minimality of resolution shows that βi,µ(M) = dimk
(
TorSi (M,k)
)
µ
, as the maps of F•⊗Sk
are zero. We also recall that the support of a Zd-graded module N is
SuppZd(N) := {µ ∈ Zd|Nµ 6= 0}.
Definition 2.3. The Hilbert function of a finitely generated module M over a positively
graded polynomial ring is the map
HF (M ;−) : Zd −→ N
µ 7−→ dimk(Mµ).
Moreover, the Hilbert series of M is the power series
H(M ; t) =
∑
µ∈Zd
dimk(Mµ)t
µ
where t := (t1, . . . , td). Also we write t 0 if for all i = 1, . . . , d we have ti  0.
Proposition 2.4. Let S = k[x1, . . . , xn] be a positively graded Zd-graded polynomial ring
over a field k. Then the followings hold.
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(1) The Hilbert series of S is the development in power series of the rational function
H(S(−µ); t) = t
µ∏n
i=1(1− tµi)
where µi = deg(xi).
(2) If M is a finitely generated graded S-module, setting ΣM := ∪` SuppZd(TorR` (M,k))
and
κM(t) :=
∑
a∈ΣM
(∑
`
(−1)` dimk(TorR` (M,k))a
)
ta,
one has H(M ; t) = κM(t)H(S; t).
Proof. (1) is a simple calculation and (2) follows from the existence of graded minimal free
resolutions. 
2.2. Vector partition function. We first recall the definition of quasi-polynomials. Let
d ≥ 1 and Λ be a lattice in Zd.
Definition 2.5. [3] A function f : Zd → Q is a quasi-polynomial with respect to Λ if there
exists a list of polynomials Qi ∈ Q[T1, . . . , Td] for i ∈ Zd/Λ such that f(s) = Qi(s) if s ≡ i
mod Λ.
In fact, a quasi-polynomial is a polynomial that its coefficients are replaced by periodic
functions.
Notice that Zd/Λ has | det(Λ)| elements, and when d = 1, then Λ = qZ for some q > 0.
In this case f is called a quasi-polynomial of period q.
Definition 2.6. Let A = (ai,j) be a d × n-matrix of rank d with entries in N. Let aj :=
(a1j, . . . , adj) be the j-th column of A and the mapping ϕ acts as below:
ϕA : Nd −→ N
u −→ # {λ ∈ Nn|A.λ = u} .
Then ϕ is called the vector partition function corresponding to the matrix A. Equiva-
lently, ϕA(u) is the coefficient of t
u in the formal power series
∏n
i=1
1
(1−tai ) .
Notice that ϕA vanishes outside of Pos(A) := {
∑
λiai ∈ Rn|λi ≥ 0, 1 ≤ i ≤ n}. The
type of this function and how this function works is very important. Indeed the values of
ϕA come from a quasi-polynomial. Blakley showed in [7] that Nd can be decomposed into
a finite number of parts, called chambers, in such a way that ϕA is a quasi-polynomial of
degree n − d in each chamber. Later, Sturmfels in [25] investigated these decompositions
and the differences of polynomials from one piece to another.
Here we briefly introduce the basic facts and necessary terminology of vector partition
functions, specially the chambers and the polynomials (quasi-polynomials) obtained from
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vector partition functions corresponding to a matrix A. For more details about the vector
partition function, we refer the reader to [7, 8, 25].
2.2.1. Polyhedral Sets.
Definition 2.7. (See also [27]) A polyhedral complex = is a finite collection of polyhedra
in Rd such that
(1) the empty polyhedron is in =,
(2) if P ∈ =, then all the faces of P are also in =,
(3) the intersection P ∩Q of two polyhedra P,Q ∈ = is a face of both of P and of Q.
The support |=| of a polyhedral complex = is the union of the polyhedra in =.
Definition 2.8. If =1 and =2 are polyhedral complexes such that the support of =2 contains
the support of =1 and such that for every P ∈ =1 there is a Q ∈ =2 with Q ⊂ P , then =2 is
a refinement of =1.The common refinement of a family of polyhedra is a polyhedral complex
such that its support is the union of the polyhedra and such that each member is the
intersection of some of the polyhedra.
2.2.2. Chamber complex of a vector partition function.
Let σ ⊆ {1, . . . , n}. We will say that σ is independent if for all i ∈ σ, the vectors ai
are linearly independent. If σ is independent, we set Aσ := (ai)i∈σ and denote by Λσ the Z-
module generated by the columns of Aσ as its base and ∂Pos(Aσ) the boundary of Pos(Aσ).
When σ has d elements (i. e. is a maximal independent set), Λσ is a sublattice of Zd.
Let
∑
A be the set of all simplicial cones whose extremal rays are generated by d-linearly
independent column vectors of A.
Definition 2.9. The chamber complex of a vector partition function as defined is the com-
mon refinement of all simplicial cones Pos(Aσ). The maximal chambers C of the chamber
complex of A are the connected components of Pos(A) − ⋃`∈∑A ∂`. These chambers are
open and convex.
Associated to each maximal chamber C there is an index set
∆(C) := {σ ⊂ {1, . . . , n} | C ⊆ Pos(Aσ)}.
σ ∈ ∆(C) is called non-trivial if Gσ := Zd/Λσ 6= 0, equivalently if det(Λσ) 6= ±1 (Gσ is finite
because C ⊆ Pos(Aσ)).
Example 2.10. Let ϕ be the vector partition function corresponding to the matrix A =(
2 3 6 7
1 1 1 1
)
i.e., a1 = (2, 1) , a2 = (3, 1) , a3 = (6, 1) , a4 = (7, 1). Figure 1 shows the
chamber decomposition associated to the vector partition function ϕ and since any arbitrary
vectors ai, ai+1 make an independent set, the common refinement consists of disjoint union of
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(R1)
a1 a2
(R2)
a1 a3
(R3)
a1 a4
(R4)
a2 a3
(R5)
a2 a4
(R6)
a3 a4
Figure 1. The chamber decomposition of Example 2.10.
open convex polyhedral cones generated by ai, ai+1. Figure 2 shows the common refinement
of all simplicial cones Aσ.
a1 a2 a3
a4
Figure 2. The chambers complex of Example 2.10.
If A is an arbitrary matrix, it is not easy to explain precisely its corresponding chamber
complex. Here, in the following lemma we describe the chamber complex associated to a
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special kind of 2× n-matrix that its columns are (di, 1), di ∈ N which it plays an important
role in the proof of proposition 3.1.
Lemma 2.11. Let
A =
(
d1 . . . dn
1 . . . 1
)
be a 2×n-matrix with entries in N such that d1 ≤ . . . ≤ dn. Then the chambers corresponding
to Pos(A) are positive polyhedral cones ∆ where ∆ is generated by {(di, 1), (di+1, 1)} for all
di 6= di+1 and i runs over {1, . . . , n}.
Now, we are ready to state the vector partition function theorem, which relies on the
chamber decomposition of Pos(A) ⊆ Nd.
Theorem 2.12. (See [25, Theorem 1]) For each chamber C of maximal dimension in the
chamber complex corresponding to matrix A, there exist a polynomial P of degree n − d,
a collection of polynomials Qσ and functions Ωσ : Gσ \ {0} → Q indexed by non-trivial
σ ∈ ∆(C) such that, if u ∈ NA ∩ C,
ϕA(u) = P (u) +
∑
{Ωσ([u]σ).Qσ(u) : σ ∈ ∆(C), [u]σ 6= 0}
where [u]σ denotes the image of u in Gσ. Furthermore, deg(Qσ) = #σ − d.
Corollary 2.13. For each chamber C of maximal dimension in the chamber complex of A,
there exists a collection of polynomials Qτ for τ ∈ Zd/Λ such that
ϕA(u) = Qτ (u), if u ∈ NA ∩ C and u ∈ τ + ΛC
where ΛC = ∩σ∈∆(C)Λσ.
Proof. The class τ of u modulo Λ determines [u]σ in Gσ = Zd/Λσ. The term of the right-
hand side of the equation in the above theorem is a polynomial determined by [u]σ, hence
by τ . 
Notice that setting Λ for the intersection of the lattices Λσ with σ maximal, the class of u
mod Λ determines the class of u mod ΛC . Thus, the corollary holds with Λ in place of ΛC .
In the next section, we will use this theorem to show that the Hilbert function of a graded
ring is determined by a finite collection of polynomials.
3. Hilbert functions of non-standard bigraded rings
Let S = k[y1, . . . , ym] be a Zd−1-graded polynomial ring over a field and let I = (f1, . . . , fn)
be a graded ideal such that its generators fi are homogeneous of degree di. To get information
about the behavior of i-syzygy module of I t as t varies, we pass to Rees algebra RI = ⊕t≥0I t.
RI has a (Zd−1 × Z)-graded algebra structure such that (RI)(µ,n) = (In)µ.
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Recall that RI is a graded quotient of R := S[x1, . . . , xn] with grading extended from the
one of S by setting deg(a) := (deg(a), 0) for a ∈ S and deg(xj) := (dj, 1) for all j = 1, . . . , n.
As noticed in [4], if G• is a Zd-graded free R-resolution of RI , then by setting
B := k[x1, . . . , xn] = R/(y1, . . . , ym)
we will have the following equality:
TorSi (I
t, k)µ = Hi(G• ⊗R B)(µ,t).
The complex G• ⊗R B is a Zd-graded complex of free S-modules. Its homology modules
are therefore finitely generated Zd-graded S-modules, on which we will apply results derived
from the ones on vector partition functions describing the Hilbert series of S.
Now we are ready to prove the main result of this section.
Proposition 3.1. Let B = k[T1, . . . , Tn] be a bigraded polynomial ring over field k with
deg(Ti) = (di, 1). Assume that the number of distinct di’s is r ≥ 2. Then there exists a finite
index sublattice Λ of Z2 and collections of polynomials Qij of degree n−2 for 1 ≤ i ≤ r−1 and
1 ≤ j ≤ s such that for any (µ, ν) ∈ Z2∩Ri and (µ, ν) ≡ gj mod Λ in Z2/Λ := {g1, . . . , gs},
HF (B, (µ, ν)) = Qij(µ, ν)
where Ri is the convex polyhedral cone generated by linearly independent vectors {(di, 1), (di+1, 1)}.
Furthermore, Qij(µ, ν) = Qij(µ
′, ν ′) if µ− νdi ≡ µ′ − ν ′di mod (det(Λ)).
Proof. Let
A =
(
d1 . . . dn
1 . . . 1
)
be a 2× n-matrix corresponding to degrees of Ti.
The Hilbert function in degree u = (µ, ν) is the number of monomials Tα11 . . . T
αn
n such
that α1(d1, 1) + . . . + αn(dn, 1) = (µ, ν). This equation is equivalent to the system of linear
equations
A.
 α1...
αn
 = ( µ ν ).
In this sense HF (B, (µ, ν)) will be the value of vector partition function at (µ, ν). Assume
that (µ, ν) belongs to the chamber Ri which is the convex polyhedral cone generated by
{(di, 1), (di+1, 1)}. By 2.13, we know that for (µ, ν) ∈ Ri and (µ, ν) ≡ gj mod (det Λ),
(3.1) ϕA(µ, ν) = Qij(µ, ν).

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Notice that in Proposition 3.1, if moreover we suppose that di 6= dj for all i 6= j, then
the Hilbert function in degree (µ, ν) will also be the number of lattice paths from (0, 0) to
(µ, ν) in the lattice S = {(di, 1)|1 6 i 6 n}, but this can fail if some of the dis are equal.
For example if one has di = di+1 < di+2, so the independent sets of vectors {(di, 1), (di+2, 1)}
and {(di+1, 1), (di+2, 1)} generate the same chamber and the number of lattice paths from
(0, 0) to (µ, ν) via lattice points is less than HF(B, (µ, ν)).
Notice that although in this section the Hilbert function of special bigraded polynomial
rings are obtained, this result can be given for every arbitrary Zd-graded polynomial rings
using the concept of vector partition function theorem.
4. Betti numbers of powers of ideals
We now turn to the main result on Betti numbers of powers of ideals. Without additional
effort, we treat the following more general situation of a collection of graded ideals and include
a graded module M . Hence we will study the behaviour of dimk Tor
R
i (MI
t1
1 · · · I tss , k)µ for
µ ∈ Zp and t 0. To this aim we first use the important fact that the module
Bi := ⊕t1,...,ts TorRi (MI t11 · · · I tss , k)
is a finitely generated (Zp×Zs)-graded ring, over k[Ti,j] setting deg(Ti,j) = (deg(fi,j), ei) with
ei the i-th canonical generator of Zs and for fixed i the fi,j form a set of minimal generators
of Ii. Hence Tor
R
i (MI
t1
1 · · · I tss , k)µ = (Bi)µ,t1e1+···+tses .
The following result applied to Bi will then give the asymptotic behaviour of Betti num-
bers. In particular case if we have a single Z-graded ideal, we will use it to give a simple
description of this eventual behaviour.
4.1. The general case. Let ϕ : Zn → Zd with ϕ(Nn) ⊆ Nd be a positive Zd-grading of
R := k[Ti,j]. Set Zn :=
∑n
i=1 Zei, let E be the set of d-tuples e = (ei1 , ..., eid) such that
(ϕ(ei1), ..., ϕ(eid)) generates a lattice Λe in Zd, and set
Λ := ∩e∈EΛe, sΛ : Zd can // Zd/Λ .
Denote by Ci, i ∈ F , the maximal cells in the chamber complex associated to ϕ. One has
Ci = {ξ | Hi,j(ξ) > 0, 1 6 j 6 d}
where Hi,j is a linear form in ξ ∈ Zd.
Let S = k[y1, . . . , ym] be a Zp-graded polynomial ring over a field. Assume that deg(yj) ∈
Np for any j, and let Ii = (fi,1, . . . , fi,ri) be ideals, with fi,j homogeneous of degree di,j.
Consider R := k[Ti,j]1≤i≤s, 1≤j≤ri , set deg(Ti,j) = (deg(fi,j), ei), with ei the i-th canonical
generator of Zs and the induced grading ϕ : Zr1+···+rs → Zd := Zp × Zs of R.
Denote as above by Λ the lattice in Zd associated to ϕ, by sΛ : Zd → Zd/Λ the canonical
morphism and by Ci, for i ∈ F , the maximal cells in the the chamber complex associated
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to ϕ. One has Ci = {(µ, t) | Hi,j(µ, t) > 0, 1 6 j 6 d} where Hi,j is a linear form in
(µ, t) ∈ Zp × Zs = Zd.
Proposition 4.1. With notations as above, let B be a finitely generated Zd-graded R-module.
There exist a finite set U and convex sets of dimension d in Rd of the form
∆u = {x | Hi,j(x) > au,i,j,∀(i, j) ∈ Gu} ⊆ Rd
for u ∈ U , with au,i,j = Hi,j(a) for a ∈ ∪` SuppZd(TorR` (B, k)), Gu ⊂ F × {1, . . . , d} and
polynomials Pu,τ for u ∈ U and τ ∈ Zd/Λ such that for all ξ belonging to ∆u we have
dimk(Bξ) = Pu,sΛ(ξ)(ξ)
and for all ξ out of
⋃
u∈U ∆u we have
dimk(Bξ) = 0.
Proof. By Proposition 2.4, there exists a polynomial κB(t1, . . . , td) with integral coefficients
such that
H(B; t) = κB(t)H(R; t)
and κB(t) =
∑
a∈A cat
a with A ⊂ ∪` SuppZd(TorR` (B, k)). Let Di := ∪j{x | Hi,j(x) = 0} be
the minimal union of hyperplanes containing the border of Ci. The union C of the convex
sets Ci+a can be decomposed into a finite union of convex sets ∆u, each u ∈ U corresponding
to one connected component of C \⋃i,a(Di + a). (Notice that Rd \⋃i,a(Di + a) has finitely
many connected components, which are convex sets of the form of ∆u, and that we may
drop the ones not contained in C as the dimension of Bξ is zero for ξ not contained in any
Ci + a.) We define u as the set of pairs (i, a) such that (Ci + a)
⋂
∆u 6= ∅, and remark that
if (i, a) ∈ u then (j, a) 6∈ u for j 6= i.
If ξ 6∈ ⋃iCi + a, then dimk Rξ−a = 0, while if ξ ∈ Ci + a then it follows from Corollary
2.13 that there exist polynomials Qi,τ such that
dimk Rξ−a = Qi,τ (ξ − a) if ξ − a ≡ τ mod (Λ).
Hence, setting Q′i,a,τ (ξ) := Qi,τ+a(ξ − a), one gets the conclusion with
Pu,τ =
∑
(i,a)∈u
caQ
′
i,a,τ .

Remark 4.2. The above proof shows that if one has a finite collection of modules Bi, setting
A := ∪i,` SuppZd TorR` (Bi, k), there exist convex polyhedral cones ∆u as above on which any
Bi has its Hilbert function given by a quasi-polynomial with respect to the lattice Λ.
We now turn to the main result of this article. The more simple, but important, case of
powers of an ideal in a positively Z-graded algebra over a field will be detailed just after.
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Theorem 4.3. In the situation above, there exist a finite set U and a finite number of
polyhedral convex cones
∆u = {(µ, t)|Hi,j(µ, t) > au,i,j, (i, j) ∈ Gu} ⊆ Rd,
polynomials P`,u,τ for u ∈ U and τ ∈ Zd/Λ such that, for any `,
dimk(Tor
S
` (MI
t1
1 ...I
ts
s , k)µ) = P`,u,sΛ(µ, t), ∀(µ, t) ∈ ∆u,
and dimk(Tor
S
` (MI
t1
1 ...I
ts
s , k)µ) = 0 if (µ, t) 6∈ ∪u∈U∆u.
Furthermore, for any (u, i, j), au,i,j = Hi,j(b), for some
b ∈
⋃
i,`
SuppZd Tor
R
` (Tor
S
i (MRI1,...,Is , R), k).
Proof. We know from [4] that Bi := ⊕t1,...,tt TorSi (MI t11 · · · I tss , k) is a finitely generated Zd-
graded module over R. As Bi 6= 0 for only finitely many i, the conclusion follows from
Proposition 4.1 and Remark 4.2. 
The above results tell us that Rd can be decomposed in a finite union of convex polyhe-
dral cones ∆u on which, for any `, the dimension of Tor
S
` (MI
t1
1 ...I
ts
s , k)µ, as a function of
(µ, t) ∈ Zp+s is a quasi-polynomial with respect to a lattice determined by the degrees of the
generators of the ideals I1, . . . , Is.
This general finiteness statement may lead to pretty complex decompositions in general,
that depends on the number of ideals and on arithmetic properties of the sets of degrees of
generators. This complexity is reflected both by the covolume of Λ as defined above and by
the number of simplicial chambers in the chamber complex associated to ϕ.
4.2. The case of one graded ideal on a positively Z-graded ring. In the case that
the polynomial ring is multigraded and we have finitely many ideals, the results are done
in the Theorem 4.3. To make the result more clear and maybe more useful, let us explain
the details of this theorem in an important and simple case when we have one ideal in a
positively Z-graded polynomial ring over a field.
We begin by an elementary lemma.
Lemma 4.4. For a strictly increasing sequence d1 < · · · < dr, and points of coordinates
(βj1, β
j
2) ∈ R2 for 1 ≤ j ≤ N , consider the half-lines
Lji := {(βj1, βj2) + λ(di, 1), λ ∈ R≥0}
and set Lji (t) := L
j
i ∩{y = t}. Then there exist a positive integer t0 and permutations σi, for
i = 1, · · · , r in the permutation group SN such that for all t ≥ t0, the following properties
are satisfied:
(1) L
σi(1)
i (t) 6 L
σi(2)
i (t) 6 · · · 6 Lσi(N)i (t) for 1 6 i 6 r,
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(2) L
σi(N)
i (t) 6 L
σi+1(1)
i+1 (t).
Moreover t0 can be taken as the biggest second coordinate of the intersection points of all
pairs of half-lines(See Figure 3 and Figure 4).
Proof. If two half-lines Lji and L
v
u intersect at a unique point A(xA, yA), then
yA =
det
(
βv1 du
βv2 1
)
− det
(
βj1 di
βj2 1
)
di − du .
Choose t0 as the max of yA, A running over the intersection points. Only for t ∈ [t0,+∞[ the
ordering of the intersection points Lji (t) on the line {y = t} is independent of t. Furthermore,
as the di’s are strictly increasing (2) holds, which shows (1) as the ordering is independent of t.

L31
(β31 , β
3
2)
L32
L33
L21
(β21 , β
2
2)
L22
L23
L11
(β11 , β
1
2)
L12
L13
Figure 3. 3-Shifts.
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L31 L
3
2
L33
L21 L
2
2
L23
L11 L
1
2
L13
n 0
Figure 4. Regions when n is sufficiently large.
Now we are ready to give a specific description of TorSi (I
t, k) in the case of a Z-graded
ideal. Let E := {e1, . . . , es} with e1 < · · · < es be a set of positive integers. For ` from 1 up
to s− 1, let
Ω` := {a
(
e`
1
)
+ b
(
e`+1
1
)
, (a, b) ∈ R2≥0}
be the closed cone spanned by
(
e`
1
)
and
(
e`+1
1
)
. For integers i 6= j, let Λi,j be the lattice
spanned by
(
ei
1
)
and
(
ej
1
)
and
Λ` := ∩i≤`<jΛi,j.
Also we set
Λ := ∩i<jΛi,j with ∆ = det(Λ).
In the case E := {d1, . . . , dr}, e1 = d1 and es = dr and if s ≥ 2, it follows from Theorem
2.12 that
(i) dimk Bµ,t = 0 if (µ, t) 6∈ Ω :=
⋃
` Ω`,
(ii) dimk Bµ,t is a quasi-polynomial with respect to the lattice Λ` for (µ, t) ∈ Ω`.
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Notice further that Λ := ∩i<jΛi,j is a sublattice of Λ` for any `.
Proposition 4.5. In the above situation, if M is a finitely generated graded B-module, there
exist t0, N and half-lines Li(t) := ait+ bi for i = 1, . . . , N with bi ∈ Z and {a1, . . . , aN} = E
such that for t ≥ t0:
(i) Li(t) < Lj(t) ⇔ i < j,
(ii) Mµ,t = 0 if µ < L1(t) or µ > LN(t),
(iii) For t ≥ t0 and Li(t) ≤ µ ≤ Li+1(t) 1 ≤ i < N , dimk(Mµ,t) is a quasi-polynomial
Qi(µ, t) with respect to the lattice Λ.
Proof. By Proposition 2.4, there exists a polynomial P (x, y) with integral coefficients such
that
H(M ; (x, y)) = P (x, y)H(B; (x, y))
of the form P (x, y) =
∑
(a,b)∈A ca,bx
ayb with A ⊂ ∪` SuppZ2(TorR` (M,k)). Let
A = {(β11 , β12), . . . , (βN1 , βN2 )}.
Now let Lji (t) := dit + bj be the half-line parallel to the vector (di, 1) and passing through
the point (βj1, β
j
2) for 1 ≤ i, j ≤ N . Then item(i) follows directly from Lemma 4.4 (i) and
item(ii) from the fact that M(µ,t) = 0 unless (µ, t) ∈
⋃N
i=1(β
i
1, β
i
2) +Ω.
To prove (iii), following 4.4 we can consider two type of intervals as below:
Iji := [L
σi(j)
i (n), L
σi(j+1)
i (n)] for j < N
and
INi := [L
σi(N)
i (n), L
σi+1(1)
i+1 (n)] for i < r
We write INp+q := I
σp(q)
p , LNp+q = L
σp(q)
p for 0 ≤ q < N . Then for any degree (α, n) in the
support of M there is two cases:
Case I. if α ∈ Iji , then (α, n) belongs to i-th chamber (i.e., chamber where Lji (t) and Lji+1(t)
are its boundary.) of shifts {(βσj(1)1 , βσj(1)2 ), . . . , (βσi(j)1 , βσi(j)2 )} and for the other shifts
(α, n) belongs to (i− 1)-st chambers.
Case II. if α ∈ INi , then (α, n) belongs to i-th chamber for all of the shifts.
Then by Proposition 3.1 there exist polynomials Qij such that dimB(µ,t) = Qij((µ, t)),
if µ− tdi ≡ j mod (∆).
By setting Q˜jik = c(βj1,β
j
2)
Qi,(k−βj1+βj2di)(x− β
j
1, y − βj2) one can conclude that if α ∈ Iji , then
dimk(Mα,t) =
j∑
c=1
Q˜ci,(α−tdi)(α, n) +
N∑
c=j+1
Q˜c(i−1),(α−tdi−1)(α, t).

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Theorem 4.6. Let S = k[x1, . . . , xn] be a positively graded polynomial ring over a field k
and let I be a homogeneous ideal in S.
There exist, t0,m,D ∈ Z, linear functions Li(t) = ait+bi, for i = 0, . . . ,m, with ai among
the degrees of the minimal generators of I and bi ∈ Z, and polynomials Qi,j ∈ Q[x, y] for
i = 1, . . . ,m and j ∈ 1, . . . , D, such that, for t ≥ t0,
(i) Li(t) < Lj(t) ⇔ i < j,
(ii) If µ < L0(t) or µ > Lm(t), then Tor
S
i (I
t, k)µ = 0.
(iii) If Li−1(t) ≤ µ ≤ Li(t) and ait− µ ≡ j mod (D), then
dimk Tor
S
i (I
t, k)µ = Qi,j(µ, t).
Proof. We know from [4] that M := TorSi (I
t, k) is a finitely generated Z2-graded module
over R. Then it follows from Proposition 4.5. 
Let I = (f1, . . . , fr) ⊆ S = k[x0, . . . , xn] be a homogeneous complete intersection ideal.
It is well known that minimal graded free resolution of I and its power is again by koszul
complex and Eagon-Northcott complex respectively, but by inspiration of above theorem
we can see that Betti table of powers of I (for sufficiently large powers) encoded by finite
number of numerical polynomials. In the following example we give the explicit formulas in
the case the ideal is generated by three forms.
Example 4.7. Let I = (f1, f2, f3) be a complete intersection homogeneous ideal in the
polynomial ring S = k[x0, . . . , xn] over a field k, where deg f1 = 2, deg f2 = 3 and deg f3 = 6.
Let R = S[T1, T2, T3] be Z2-graded by setting degZ2(a) = (deg a, 0) for any a ∈ S and
degZ2(T1) = (2, 1), degZ2(T2) = (3, 1) and degZ2(T3) = (6, 1). Then a bigraded resolution of
the Rees algebra of I, RI , over R has the following form
0→
R(−11,−2)
⊕
R(−11,−1)
 T1 T2 T3
f1 f2 f3

−−−−−−−−−−−−→
R(−9,−1)
⊕
R(−8, 1)
⊕
R(−5,−1)

f2T3 − f3T2
f3T1 − f1T3
f1T2 − f2T1

−−−−−−−−−−−−→ R→ RI → 0.
It follows that TorS0 (RI , k) = B, TorS2 (RI , k) = B(−11,−1) and the minimal free B-
resolution of TorS1 (RI , k) is
0→ B(−11,−2)
(
T1 T2 T3
)
−−−−−−−−−−−→
B(−9,−1)
⊕
B(−8, 1)
⊕
B(−5,−1)
−→ TorS1 (RI , k)→ 0
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where B = k[T1, T2, T3] is a non-standard graded polynomial ring over k. To compute the
numerical polynomials expresing the Hilbert function of Tor-modules of powers of I, we
should first determine the Hilbert function of B. To this end, we first calculate the Hermite
Normal form (HNF) of the matrix of degrees of B which is
A =
(
2 3 6
1 1 1
)
.
H := HNF (A) =
(
1 0 0
0 1 0
)
and
U =
 −1 3 31 −2 −4
0 0 1
 .
Here U is a unimodular matrix such that H = AU . Now H gives us a transformed polytope
Q, which is an interval in this case, such that the Hilbert function of B at the point (µ, t) is
equal to the number of lattice points on Q. The following inequalities give us the description
of Q:  (µ− 3t)− 3λ1 ≤ 0,(2t− µ) + 4λ1 ≤ 0,−λ1 ≤ 0.
From Lemma 2.11, one considers two chambers C1 and C2 in Z2, defined as follows.
• (µ, t) ∈ C1, if
{
µ− 2t > 0
3t− µ > 0
• (µ, t) ∈ C2, if
{
6t− µ > 0
µ− 3t > 0 .
The Hilbert function of B written as
H(B, (µ, t)) =

[µ−2t
4
] + 1 (µ, t) ∈ C1,
[µ−2t
4
]− µ−3t
3
+ 1 (µ, t) ∈ C2 and µ−3t3 ∈ Z,
[µ−2t
4
]− [µ−3t
3
] (µ, t) ∈ C2 and µ−3t3 /∈ Z.
The function P (µ, t) is given by polynomials depending on the value of µ− 2t mod 4.
P (µ, t) = Pi(µ, t) =
µ− 2t
4
− i
4
+ 1 if µ− 2t ≡ i mod 4
and the function Q(µ, t) is given by polynomials depending on the values of µ − 3t mod
3 and µ− 2t mod 4.
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Q(µ, t) =

6t−µ+4j−3i
12
if µ− 2t ≡ i , µ− 3t ≡ j and µ−3t
3
/∈ Z,
6t−µ+4j−3i
12
+ 1 if µ− 2t ≡ i , µ− 3t ≡ j and µ−3t
3
∈ Z.
Now Hilbert function of the graded module TorS0 (RI , k) can be written as
βt0µ =

P (µ, t) 2t 6 µ 6 3t,
Q(µ, t) 3t < µ 6 6t
0 Otherwise.
For the Hilbert function of the graded module TorS1 (RI , k) we need to write new polynomials
(see Figure 5):
P1 = P (µ−5, t−1), P2 = P (µ−8, t−1), P3 = P (µ−9, t−1), P4 = P (µ−11, t−2), P5 = P (µ−11, t−1).
Q1 = Q(µ−5, t−1), Q2 = Q(µ−8, t−1), Q3 = Q(µ−9, t−1), Q4 = Q(µ−11, t−2), Q5 = Q(µ−11, t−1).
βt1µ =

P1(µ, t) 2t+ 3 6 µ < 2t+ 6,
(P1 + P2)(µ, t) 2t+ 6 6 µ < 2t+ 7,
(P1 + P2 + P3 − P4)(µ, t) 2t+ 7 6 µ < 3t+ 2,
(Q1 + P2 + P3 − P4)(µ, t) 3t+ 2 6 µ < 3t+ 5,
(Q1 +Q2 + P3 − P4)(µ, t) 3t+ 5 6 µ < 3t+ 6,
(Q1 +Q2 +Q3 −Q4)(µ, t) 3t+ 6 6 µ < 6t− 1,
(Q2 +Q2)(µ, t) 6t− 1 6 µ < 6t+ 2,
Q3(µ, t) 6t+ 2 < µ 6 6t+ 3,
0 Otherwise.
Finally the Hilbert function of graded module TorS2 (RI , k) can be written as
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2t+3,   2t+6,   2t+7 , 3t+2 ,       3t+5 ,    3t+6 ,    6t-1 ,           6t+2 ,              6t+ 3
P1
P1+P2
P1+P2+P3-P4
Q1+P2+P3-P4
Q1+Q2+P3-P4
Q1+Q2+Q3-Q4
Q
2+Q3 Q
3
Figure 5. Regions and corresponding polynomials of TorS1 (RI , k).
βt2µ =

P5(µ, t) 2t+ 9 6 µ < 3t+ 8,
Q5(µ, t) 3t+ 8 6 µ 6 6t+ 5,
0 Otherwise.
This example shows that, even in a very simple situation, quite many polynomials are
involved to give a full discription of the Betti tables of powers of ideals.
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