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Uvod
Tijekom povijesti cˇesto se javljala potreba modeliranja slucˇajnih pojava u nekom prostoru.
Na primjer, mjesta prometnih nesrec´a, mjesta potresa i slicˇno. Upravo su tocˇkovni procesi
matematicˇki model kojima opisujemo slucˇajan razmjesˇtaj tocˇaka u nekom prostoru. Po-
sebna vrsta tocˇkovnih procesa su Poissonovi procesi i cilj ovog rada je definirati i opisati
Poissonove procese.
Rad se sastoji od cˇetiri poglavlja. U prvom poglavlju definiramo dvije osnovne stvari u
proucˇavanju Poissonovih procesa: Poissonovu distribuciju i tocˇkovne procese. Poissonova
distribucija je jedna od osnovnih vjerojatnosnih distribucija i koristi se u prikazivanju dis-
tribucije vrlo rijetkih slucˇajnih dogadaja. Ona proizlazi kao limes binomno distribuiranih
slucˇajnih varijabli pa je prikazana ta veza binomne i Poissonove distribucije. Tocˇkovne
procese definiramo kao brojec´u mjeru definiranu na slucˇajnom rasporedu tocˇaka u nekom
prostoru. Ta mjera podskupu prostora pridruzˇuje broj slucˇajnih tocˇaka koji upada u taj
podskup. Uz definiciju, uvedeni su i mjera intenziteta i Laplaceov funkcional kao osnovne
karakteristike tocˇkovnih procesa i njihove distribucije.
Drugo poglavlje donosi definiciju Poissonovih procesa. To su tocˇkovni procesi koji zado-
voljavaju da broj tocˇaka u danom podskupu ima Poissonovu distribuciju te da je potpuno
nezavisan, odnosno da je broj tocˇaka u dva disjunktna podskupa nezavisan. Uz definiciju,
prikazan je i specificˇan oblik Laplaceova funkcionala za Poissonove procese. Nadalje, u
poglavlju se dokazuje sama egzistencija tih procesa koja proizlazi iz binomnih procesa kao
sˇto i Poissonova distribucija proizlazi iz binomne distribucije.
Jednu od osnovnih karakterizacija Poissonovih procesa daje Meckeova formula i ona je
prikazana u trec´em poglavlju. Pomoc´u te jednakosti mogu se racˇunati ocˇekivanja integrala
i suma u odnosu na Poissonov proces. Dokaz jednakosti se provodi u nekoliko koraka: prvo
za slucˇaj kada je prostor jednocˇlan skup, zatim za slucˇaj jednostruke integracije i konacˇno
za slucˇaj visˇestruke integracije.
U posljednjem poglavlju uvodimo stacionarne tocˇkovne procese te Palmovu distribuciju
tocˇkovnih procesa. Stacionarni tocˇkovni proces intuitivno zamisˇljamo kao proces koji iz-
gleda statisticˇki jednako neovisno o tocˇki prostora iz kojega se promatra proces. Za takve
procese je definirana Palmova distribucija koja opisuje ponasˇanje tocˇkovnog procesa kada
ga se promatra iz proizvoljno odabrane tocˇke procesa koju postavimo kao ishodisˇte. Nada-
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lje, u poglavlju se dokazuje varijanta Meckeove formule za stacionarne tocˇkovne procese
u obliku Mecke-Slivnyakova teorema. Na kraju rada dajemo formulu inverzije, odnosno
vezu izmedu stacionarne i Palmove distribucije koja je izvedena pomoc´u Voronoijeva mo-
zaika.
Poglavlje 1
Poissonova distribucija i tocˇkovni
procesi
Poissonova distribucija je jedna od osnovnih distribucija u teoriji vjerojatnosti. U ovom
poglavlju definirat c´emo Poissonovu distribuciju, prikazati kako Poissonova distribucija
proizlazi iz binomne distribucije te navesti neka osnovna svojstva te distribucije.
Nakon definiranja Poissonove distribucije, uvest c´emo tocˇkovne procese. Tocˇkovne
procese najcˇesˇc´e promatramo kao skup slucˇajno rasporedenih tocˇaka u nekom prostoru. Na
temelju slucˇajnog rasporeda tocˇaka mozˇemo definirati brojec´u mjeru te tocˇkovne procese
promatrati kao brojec´u mjeru. Tu ideju razradujemo u drugoj tocˇki ovog poglavlja.
1.1 Poissonova distribucija
Za slucˇajnu varijablu X kazˇemo da ima binomnu distribuciju Bi(b, p) s parametrima
n ∈ N0 := {0, 1, 2, ...} i p ∈ [0, 1] ako vrijedi
P(X = k) = Bi(n, p; k) :=
(
n
k
)
pk(1 − p)n−k, k = 0, 1, ..., n, (1.1)
gdje koristimo koristimo konvenciju 00 := 1. U slucˇaju kada je n = 1 govorimo o Bernulli-
jevoj distribuciji s parametrom p. Ako su X1, ..., Xn nezavisne slucˇajne varijable s Bernoul-
lijevom distribucijom s istim parametrom p, onda njihova suma ima binomnu distribuciju,
odnosno vrijedi
X1 + ... + Xn
d
= X, (1.2)
gdje X ima Bi(n, p) distribuciju i gdje d= oznacˇava jednakost po distribuciji. Ocˇekivanje i
varijanca slucˇajne varijable X su dani sa
E[X] = np, Var[X] = np(1 − p). (1.3)
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Za slucˇajnu varijablu X kazˇemo da ima Poissonovu distribuciju Po(γ) s parametrom
γ ≥ 0 ako vrijedi
P(X = k) = Po(γ; k) :=
γk
k!
e−γ, k ∈ N0. (1.4)
U slucˇaju γ = 0 imamo P(X = 0) = 1. Moguc´e je i γ = ∞. Tada je P(X = ∞) = 1 pa je
Po(∞, k)=0 za sve k ∈ N0.
Poissonova distribucija proizlazi kao limes binomne distribucije i to je tvrdnja narednog
teorema.
Teorem 1.1.1. (Poissonov teorem)
Neka je Xn ∼ B(n, pn), n ∈ N, i neka je lim
n→∞ pn = 0, limn→∞ npn = γ gdje je γ fiksan broj
takdav da je 0 < γ < ∞. Tada za svako k = 0, 1, 2, ... vrijedi
lim
n→∞P(Xn = k) = limn→∞
(
n
k
)
pkn(1 − pn)n−k =
γk
k!
e−γ.
Dokaz teorema mozˇe se nac´i u [5], Teorem 5.4. Neka je X i dalje slucˇajna varijabla
s Poissonovom distibucijom s konacˇnim parametrom γ. Tada je ocˇekivanje te slucˇajne
varijable dano sa
E[X] =
∞∑
k=0
k
γk
k!
e−γ = γe−γ
∞∑
k=1
γk−1
(k − 1)! = γ.
Varijancu slucˇajne varijable racˇunamo na slicˇan nacˇin. Prvo racˇunamo
E[X(X − 1)] =
∞∑
k=2
k(k − 1)γ
k
k!
e−γ = γ2e−γ
∞∑
j=0
γ j
j!
= γ2,
a zatim iz linearnosti ocˇekivanja i izracˇunatog E[X] dobivamo E[X2] = γ2 + γ. Sada je
varijanca
Var[X] = E[X2] − E[X]2 = γ2 + γ − γ2 = γ.
Funkcija izvodnica vjerojatnosti od X, odnosno od Po(γ), je dana sa
E[sX] = e−γ
∞∑
k=0
γk
k!
sk = e−γ
∞∑
k=0
(γs)k
k!
= eγ(s−1), s ∈ [0, 1].
Iz prethodne jednakosti slijedi da je Laplaceova transofmacija od X, odnosno od Po(γ),
dana sa
E[e−tX] = exp[−γ(1 − e−t)], t ≥ 0 (1.5)
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1.2 Tocˇkovni procesi
1.2.1. Definicija tocˇkovnih procesa
Tocˇkovni proces intuitivno mozˇemo promatrati kao skup Z koji sadrzˇi najvisˇe prebrojiv
broj slucˇajnih tocˇaka iz nekog prostora X. Na primjer, najlaksˇe nam je zamisliti tocˇkovni
proces kao slucˇajan skup tocˇaka u euklidskom prostoru Rd. Na slici 1.1 vidimo primjer
jednog takvog rasporeda.
Slika 1.1: Primjer slucˇajnog rasporeda tocˇaka Z(ω) u R2 prostoru
Neka je (Ω,F ,P) vjerojatnosni prostor. Zanemarujuc´i zasad pitanje izmjerivosti, Z
mozˇemo zamisliti kao preslikavanjeω 7→ Z(ω),ω ∈ Ω. To je preslikavanje iz Ω u skup svih
prebrojivih podskupova od X. Prirodno Z mozˇemo poistovijetiti s familijom preslikavanja
ω 7→ η(ω, B) := card(Z(ω) ∩ B), za izmjerivi B ⊂ X.
Dakle, η je preslikavanje koje podskupu B od X pridruzˇuje broj slucˇajnih tocˇaka od Z(ω)
koje se nalaze u B. Za fiksni ω ∈ Ω preslikavanje η(ω, ·) je brojec´a mjera na Z(ω). Ovaj
koncept se pokazao kao temeljni koncept u definiranju tocˇkovnog procesa kao slucˇajne
brojec´e mjere. Na slici 1.2 vidimo ilustraciju te ideje.
Kako bismo formalizirali pocˇetnu ideju, neka je (X,X ) izmjeriv prostor i defini-
rajmo potrebne skupove mjera. Neka N<∞(X) ≡ N<∞ oznacˇava prostor svih konacˇnih mjera
µ na X, odnosno mjera za koje vrijedi µ(B) ∈ N0 za sve B iz X . Nadalje, oznacˇimo sa
N(X) ≡ N prostor mjera koje se mogu napisati kao najvisˇe prebrojive sume mjera iz skupa
POGLAVLJE 1. POISSONOVA DISTRIBUCIJA I TOCˇKOVNI PROCESI 6
Slika 1.2: Primjer tocˇkovnog procesa kao brojec´e mjere. Za podskup B i Z(ω) bi ovdje
vrijedilo η(ω, B) = 3.
N<∞. Trivijalni primjer elementa iz N je mjera jednaka nuli na cijelomX . Drugi primjer
je Diracova mjera δx koncentrirana u tocˇki x ∈ X. Ona se definira sa
δx(B) := 1B(x) =
0, x ∈ B1, x < B,
za proizvoljni podskup B od X. Pomoc´u Diracove mjere mozˇemo definirati nove mjere.
Ako je (xk)nk=1, n ∈ N := N∪{∞}, konacˇan ili beskonacˇan niz elemenata izX, onda mozˇemo
definirati mjeru na sljedec´i nacˇin
µ =
n∑
k=1
δxk . (1.6)
Tada je µ ∈ N i vrijedi
µ(B) =
n∑
k=1
1B(xn), B ∈X .
Sˇtovisˇe, za bilo koju izmjerivu funkciju f : X→ [0,∞] vrijedi∫
f dµ =
n∑
k=1
f (xk). (1.7)
Ukoliko je n = 0 u jednadzˇbi (1.6), onda je µ nul-mjera. Nadalje, tocˇke {xk : k = 1, 2...n}
ne moraju nuzˇno biti sve razlicˇite. Za svaku od njih definiramo kratnost na sljedec´i nacˇin:
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kratnost od xi je broj card{ j ≤ n : x j = xi}, i = 1, 2...n. Takoder, dobro je napomenuti da bez
dodatnih pretpostavki na prostor (X,X ) ne mozˇemo svaku mjeru µ ∈ N zapisati u obliku
jednakosti (1.6). Medutim, za izvodenje vec´eg dijela teorije dovoljna je pretpostavka da je
(X,X ) izmjeriv prostor.
Za mjeru ν definiranu na X kazˇemo da je s-konacˇna ako se ν mozˇe prikazati kao najvisˇe
prebrojiva suma konacˇnih mjera. Ocˇigledno je da su svi elementi iz N s-konacˇne mjere.
Nadalje, za mjeru ν na X kazˇemo da je σ-konacˇna ako i samo ako postoji niz podskupova
(Bm)m∈N od X takvih da vrijedi:
⋃
m Bm = X te ν(Bm) < ∞, za sve m ∈ N. Svaka σ-konacˇna
mjera je ocˇigledno i s-konacˇna mjera. Kao protuprimjer da ne vrijedi obrat, uocˇimo da ako
su sve tocˇke xn u jednadzˇbi (1.6) iste, onda tako definirana mjera µ nije σ-konacˇna. Za
razliku od σ-konacˇnih mjera, prebrojiva suma s-konacˇnih mjera je opet s-konacˇna mjera.
To slijedi iz cˇinjenice da je prebrojiva suma najvisˇe prebrojivih suma, opet prebrojiva suma.
Primjer mjere s vrijednostima u N0 := N ∪ 0 koja nije s-konacˇna je brojec´a mjera na R.
Oznacˇimo sada s N (X) ≡ N σ-algebru generiranu podskupovima od N koji sadrzˇe sve
skupove
{µ ∈ N : µ(B) = k}, B ∈X , k ∈ N0.
Dakle, N je najmanja σ-algebra na N takvo da je preslikavanje µ 7→ µ(B) izmjerivo za
sve B ∈X .
Sada mozˇemo dati formalnu definiciju tocˇkovnih procesa:
Definicija 1.2.1. Tocˇkovni proces na X je slucˇajni element η iz (N,N ) takav da je presli-
kavanje η : Ω→ N izmjerivo.
Ako je η tocˇkovni proces na X i B ∈ X , onda sa η(B) oznacˇavamo preslikavanje:
ω 7→ η(ω, B) := η(ω)(B). Iz definicije od η i σ-algebre N slijedi da se radi o slucˇajnim
varijablama s vrijednostima u N0 takvim da
{η(B) = k} ≡ {ω ∈ Ω : η(ω, B) = k} ∈ F , b ∈X , k ∈ N0. (1.8)
Vrijedi i obrnuto: ako za preslikavanje η : Ω → N vrijedi (1.8), onda je to preslikavanje
tocˇkovni proces. U skladu s pocˇetnom idejom, η(B) nazivamo broj tocˇaka od η u B.
Definicija 1.2.2. Tocˇkovni proces η na X nazivamo pravi tocˇkovni proces ako postoji niz
slucˇajnih elemenata X1, X2... uX i slucˇajna varijabla κ s vrijednostima uN0 tako da gotovo
sigurno vrijedi jednakost:
η =
κ∑
k=1
δXk . (1.9)
U slucˇaju da je κ = 0, onda η interpretiramo kao nul-mjeru na X.
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Motivacija za uvodenje pravih tocˇkovnih procesa je upravo ideja opisana na pocˇetku.
Njih laksˇe interpretiramo kao prebrojiv skup slucˇajnih tocˇaka iz X uz moguc´nost da se
tocˇke ponavljaju, nego kao mjere s cjelobrojnim vrijednostima. Za kraj, napomenimo josˇ
da je klasa pravih tocˇkovnih procesa jako velika, ali da svaki tocˇkovni proces nije pravi
tocˇkovni proces. Na primjer, uzmimo X = [0, 1] i na njemu definiranu σ-algebru
X := {A ⊂ [0, 1] : A prebrojiv ili Ac prebrojiv}.
Sada na (X,X ) mozˇemo definirati mjeru µ sa
µ(A) :=
0, A prebrojiv1, Ac prebrojiv.
Ova mjera zadovoljava µ(X) = 1 i µ(B) ∈ {0, 1}, za sve B ∈ X , ali se ne mozˇe zapisati
u obliku µ = δx za neki x ∈ X. Pomoc´u ovako definirane mjere mozˇemo dobiti tocˇkovni
proces koji nije pravi tocˇkovni proces.
1.2.2. Campbellova formula
Na pocˇetku ove tocˇke definiramo mjeru intenziteta tocˇkovnog procesa.
Definicija 1.2.3. Mjera intenziteta slucˇajnog procesa η definiranog na prostoru X je mjera
λ definirana sa
λ(B) := E[η(B)], B ∈X (1.10)
Dakle, mjera intenziteta zapravo opisuje ocˇekivani broj tocˇaka procesa u nekom pod-
skupu B od X.
Oznacˇimo sada sa R(X) skup svih izmjerivih funkcija u : X → R te s R+(X) sve funk-
cije iz R(X) koje poprimaju nenegativne vrijednosti. Ako je η tocˇkovni proces, onda sa
η(u) ≡ ∫ u dη oznacˇavamo preslikavanje ω 7→ ∫ u(x) η(ω, dx). Sada mozˇemo iskazati
Campbellovu formulu:
Propozicija 1.2.4. (Campbellova formula)
Neka je η tocˇkovni proces na izmjerivom prostoru (X,X ) s mjerom intenziteta λ te neka
je u ∈ R(X). Tada je ∫ u(x) η(dx) slucˇajna varijabla. Takoder, vrijedi sljedec´a formula
E
[∫
u(x) η(dx)
]
=
∫
u(x) λ(dx), (1.11)
za bilo koju funkciju u takvu da je u ≥ 0 ili ∫ |u(x)| λ(dx) < ∞.
Dokaz ove propozicije mozˇe se nac´i u [4], Proposition 2.7. Za kraj ove tocˇke, napome-
nimo josˇ da Campbellova formula vrijedi za sve izmjerive funkcije iz prostora R+(X), to
jest iz prostora svih izmjerivih funkcija iz X u R+ := [0,∞].
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1.2.3. Distribucija tocˇkovnih procesa
Distribuciju tocˇkovnog procesa η definiranog naX promatramo kao vjerojatnosnu mjeru
Pη koja je definirana na izmjerivom prostoru (N,N ) na sljedec´i nacˇin: A 7→ P(η ∈ A).
Ukoliko je η′ neki drugi tocˇkovni proces na istom prostoru i s istom distribucijom, onda
pisˇemo η d= η′.
Sada c´emo definirati jaki alat za analizu tocˇkovnih procesa. Pritom koristimo konven-
ciju e−∞ := 0.
Definicija 1.2.5. Laplaceov (ili karakteristicˇni ) funkcional tocˇkovnog proces η na X je
preslikavanje Lη : R+(X)→ [0, 1] definirano sa
Lη(u) := E
[
exp
(
−
∫
u(x) η(dx)
)]
.
Uz Laplaceov funkcional u analizi tocˇkovnih procesa bit c´e nam vazˇna i sljedec´a pro-
pozicija o karakterizaciji jednakosti distribucija tocˇkovnih procesa.
Propozicija 1.2.6. Za tocˇkovne procese η i η′ na X iduc´e tvrdnje su ekvivalentne:
1. η d= η′,
2. (η(B1), ..., η(Bm))
d
= (η′(B1), ..., η′(Bm)) za svaki m ∈ N i za u parovima disjunktne
B1, B2, ..., Bm ∈X ,
3. Lη(u) = Lη′(u) za sve u ∈ R+(X),
4. Za sve u ∈ R+(X) vrijedi jednakost slucˇajnih varijabli η(u) d= η′(u) na R.
Posebno, Laplaceov funkcional tocˇkovnog proces odreduje distribuciju tog procesa.
Dokaz ove propozicije mozˇe se nac´i u [4], Proposition 2.10.
Poglavlje 2
Poissonovi procesi
U ovoj tocˇki uvodimo Poissonove procese. To je posebna vrsta tocˇkovnih procesa u
kojima slucˇajan broj tocˇaka koji upada u dani skup ima Poissonovu distibuciju. Takvi pro-
cesi se mogu definirati na opc´enitim s-konacˇnim izmjerivim prostorima pa c´emo dokazati
njihovu egzistenciju. Kao i za ostale tocˇkovne procese, distribucija Poissonovih procesa je
karakterizirana Laplaceovim funkcionalom koji ima specificˇan oblik.
2.1 Definicija Poissonovih procesa
Neka je sad (X,X ) proizvoljan, ali fiksan izmjerivi prostor. Na pocˇetku ove tocˇke
odmah definiramo Poissonov proces.
Definicija 2.1.1. Neka je λ s-konacˇna mjera na X. Poissonov proces s mjerom intenziteta
λ je tocˇkovni proces η na X koji zadovoljava sljedec´a dva svojstva:
1. Za proizvoljni B ∈X , η(B) ima Poissonovu distribuciju s parametrom λ(B).
2. Za medusobno disjunktne skupove B1, ..., Bm ∈X slucˇajne varijable η(B1), ..., η(Bm)
su nezavisne.
Prema svojstvu 1. iz Definicije 2.1.1 ovi procesi se i nazivaju Poissonovi procesi.
Opc´enito, tocˇkovne procese sa svojstvom 2. nazivamo potpuno nezavisni. Ponekad se
kazˇe i da η ima nezavisne priraste ili da je η potpuno slucˇajan.
Prema Definiciji 1.2.3 slijedi da ako je η Poissonov proces s mjerom intenziteta λ, onda
je E[η(B)] = λ(B). Posebno, ako je λ = 0 nul-mjera, onda je P(η(X) = 0) = 1. Na slici 2.1
su prikazane realizacije konkretnog Poissonovog procesa.
Josˇ navedimo da za svaku s-konacˇnu mjeru λ postoji do na distribuciju najvisˇe jedan
Poissonov proces kojem je λ mjera intenziteta. O tome govori naredna propozicija koja
direktno slijedi iz Propozicije 1.2.6 .
10
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Slika 2.1: Tri primjera realizacije Poissonovog procesa s intenzitetom 5 na jedinicˇnom
kvadratu
Propozicija 2.1.2. Neka su η i η′ dva Poissonova procesa naX s istom s-konacˇnom mjerom
intenziteta. Tada η d= η′.
Prije nego sˇto u iduc´oj tocˇki pokazˇemo egzistenciju Poissonovih procesa navedimo
karakterizaciju Poissonovih procesa preko Laplaceovog funkcionala. To je vrlo koristan
alat za analizu Poissonovih procesa i u teoriji i u primjenama.
Teorem 2.1.3. (Laplaceov funkcional Poissonovih procesa)
Neka je λ s-konacˇna mjera naX i neka je η tocˇkovni proces naX. Proces η je Poissonov
proces s mjerom intenziteta λ ako i samo ako
Lη(u) = exp
[
−
∫
(1 − e−u(x)) λ(dx)
]
, u ∈ R+(X). (2.1)
Dokaz. Za pocˇetak pretpostavimo da je η Poissonov proces s mjerom intenziteta λ. Defi-
nirajmo funkciju u := c11B1 + ... + cm1Bm , gdje je m ∈ N, a c1, ..., cm pozitivni realni brojevi
i B1, ..., Bm ∈X medusobno disjunktni. Tada
E[exp[−η(u)]] = E
exp − m∑
i=1
ciη(Bi)
 = E  m∏
i=1
exp[−ciη(Bi)]
 .
Zbog potpune nezavisnosti Poissonovih procesa, slucˇajne varijable η(B1), ..., η(Bm) su ne-
zavisne pa pomoc´u Laplaceove transformacije Poissonove distibucije, odnosno jednakosti
(1.5), slijedi:
Lη(u) =
m∏
i=1
E
[
exp[−ciη(Bi)]] = m∏
i=1
exp
[−λ(Bi)(1 − e−ci)] =
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= exp
− m∑
i=1
λ(Bi)(1 − e−ci)
 = exp − m∑
i=1
∫
Bi
(1 − e−u) dλ
 .
Za x < B1 ∪ · · · ∪ Bm vrijedi 1 − e−u(x) = 0 pa je zadnji izraz u jednakosti jednak desnoj
strani (2.1). Opc´enito, za u ∈ R+(X) postoji niz jednostavnih funkcija un takvih da un ↑ u,
n → ∞. Tada prema teoremu o monotonoj konvergenciji η(un) ↑ η(u), n → ∞, a zatim
prema teoremu o dominiranoj konvergenciji za ocˇekivanje lijeva strana jednakosti
E[exp[−η(un)]] = exp
[
−
∫
(1 − e−un(x)) λ(dx)
]
konvergira prema Lη(u). Desna strana zadnje jednakosti konvergira prema desnoj strani
(2.1) prema teoremu o monotonoj konvergenciji (primijenjen na integral u odnosu na λ).
Pretpostavimo sada da vrijedi (2.1). Neka je η′ Poissonov proces s mjerom intenziteta
λ. U iduc´oj tocˇki c´emo pokazati teorem o egzistenciji (v. Teorem 2.2.4) prema kojem
takav proces postoji. Prema prethodnim argumentima vrijedi: Lη′(u) = Lη(u), za sve u ∈
R+(X). Sada prema Propoziciji 1.2.6 slijedi η
d
= η′. Dakle, η je Poissonov proces s mjerom
intenziteta λ. 
2.2 Egzistencija Poissonovih procesa
Kako bismo eksplicitno konstruirali postojanje Poissonovih procesa, moramo za pocˇetak
navesti teorem o superpoziciji nezavisnih Poissonovih procesa.
Teorem 2.2.1. (Teorem o superpoziciji)
Neka je (ηi)i∈N niz nezavisnih Poissonovih procesa na X s mjerama intenziteta λi. Tada
je
η :=
∞∑
k=1
ηi (2.2)
Poissonov proces s mjerom intenziteta λ := λ1 + λ2 + · · ·.
Dokaz. Prebrojiva suma najvisˇe prebrojivih suma elemenata iz N<∞ je opet prebrojiva
suma elemenata iz N<∞ pa prema definiciji tocˇkovnih procesa lako vidimo da je η tocˇkovni
proces.
Za n ∈ N i B ∈X vrijedi da ξn(B) := ∑ni=1 ηi(B) ima Poissonovu distribuciju s parame-
trom
∑n
i=1 λi(B). Zbog neprekidnosti vjerojatnosti u odnosu na rastuc´i niz dogadaja ξn(B)
konvergira prema η(B). Zbog neprekidnosti Po(γ; j) u γ za j ∈ N0, za svaki k ∈ N0 vrijedi:
P(η(B) ≤ k) = lim
n→∞P(ξn(B) ≤ k) = limn→∞
k∑
j=0
Po
 n∑
i=1
λi(B); j
 = k∑
j=0
Po
 ∞∑
i=1
λi(B); j
 .
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Dakle, η(B) ima Poissonovu Po(λ(B)) distribuciju.
Neka su B1, ..., Bm ∈ X u parovima disjunktni. Familija {ηi(B j), 1 ≤ j ≤ m, i ∈ N}
je familija nezavisnih slucˇajnih varijabli pa su slucˇajne varijable
∑
i ηi(B1), ...,
∑
i ηi(Bm)
nezavisne. Dakle, η je potpuno nezavisan. 
Kao sˇto je Poissonova vjerojatnosna distribucija vezana uz binomnu vjerojatnosnu dis-
tribuciju (v. Teorem 1.1.1), tako su i Poissonovi procesi vezani uz binomne procese pa
c´emo sada definirati binomne procese.
Neka je Q vjerojatnosna mjera na X i neka su X1, ..., Xm nezavisne slucˇajne varijable na
X s distribucijom Q. Tada je
ζ := δX1 + · · · + δXm
tocˇkovni proces na X. Kako je
P(ζ(B) = k) =
(
m
k
)
Q(B)k(1 − Q(B))m−k, k = 0, ...,m,
proces ζ nazivamo binomni proces s duljinom uzorka m i uzoracˇkom distribucijom Q. Tu
ideju sada generaliziramo u iduc´oj definiciji:
Definicija 2.2.2. Neka su V, odnosno Q vjerojatnosne mjere na N0, odnosno X. Nadalje,
neka su X1, X2, ... nezavisne slucˇajne vrijable na X s distribucijom Q i neka je κ slucˇajna
varijabla s distribucijom V nezavisna od (Xn). Tada proces
η :=
κ∑
k=1
δXk (2.3)
nazivamo mijesˇani binomni proces s distribucijom mijesˇanja V i uzoracˇkom distribucijom
Q.
Nakon sˇto smo uveli mjesˇovite binomne procese, mozˇemo krenuti s dokazivanjem eg-
zistencije Poissonovih procesa. Naredna propozicija se pokazala kljucˇnom u tome.
Propozicija 2.2.3. Neka je Q vjerojatnosna mjera na X i neka je γ ≥ 0. Pretpostavimo da
je η mjesˇoviti binomni proces s distribucijom mijesˇanja Po(γ) i uzoracˇkom distribucijom
Q. Tada je η Poissonov proces s mjerom intenziteta γQ.
Dokaz ove propozicije mozˇe se nac´i u [4], Proposition 3.5. Sada mozˇemo iskazati i
dokazati kljucˇni teorem o egzistenciji Poissonovih procesa:
Teorem 2.2.4. (Teorem o egzistenciji)
Neka je λ s-konacˇna mjera na X. Tada postoji Poissonov proces na X s mjerom inten-
ziteta λ.
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Dokaz. Tvrdnja je trivijalno ispunjena ako je λ(X) = 0.
Pretpostavimo sada da je 0 < λ(X) < ∞. Neka su na prikladnom vjerojatnosnom pros-
toru κ, X1, X2, ... nezavisne slucˇajne varijable takve da κ poprima vrijednosti u N0 i ima
Poissonovu Po(λ(X)) distribuciju, a svaka Xi poprima vrijednosti u X i ima distribuciju
danu sa λ(·)/λ(X). Prikladan vjerojatnosni prostor je, na primjer, produktni prostor. Neka
je η mjesˇoviti binomni proces dan sa (2.3). Sada prema prethodnoj Propoziciji 2.2.3 slijedi
da je η Poissonov proces s mjerom intenziteta λ.
Preostaje nam pokazati tvrdnju kada je λ(X) = ∞. Tada postoji niz mjera λi, i ∈ N
definiranih na (X,X ) takvih da je λ =
∑∞
i=1 λi strogo pozitivna i konacˇna mjera. Na prik-
ladnom (produktnom) vjerojatnosnom prostoru neka je ηi, i ∈ N niz nezavisnih Poissonovih
procesa pri cˇemu ηi ima mjeru intenziteta λi, za sve i ∈ N. Takav niz postoji prema pret-
hodnom koraku u dokazu. Stavimo η =
∑∞
i=1 ηi. Prema teoremu o superpoziciji (v. Teorem
2.2.1) η je Poissonov proces s mjerom intenziteta λ. 
Naredni korolar prethodnog teorema pokazuje da je na proizvoljnom izmjerivom pros-
toru (X,X ) svaki Poissonov proces pravi tocˇkovni proces do na ekvivalentnost distribu-
cije.
Korolar 2.2.5. Neka je λ s-konacˇna mjera naX. Tada postoji vjerojatnosni prostor (Ω,F ,P)
i na njemu definirane slucˇajne varijable X1, X2... te slucˇajna varijabla κ u N0 takvi da je
η :=
κ∑
k=1
δXk (2.4)
Poissonov proces s mjerom intenziteta λ.
Posljedica prethodnog korolara je da pri provjeravanju tvrdnji vezane uz distribuciju
Poissonovih procesa bez smanjenja opc´enitosti mozˇemo ukljucˇiti pretpostavku da je proces
pravi tocˇkovni proces. Dokaz korolara mozˇe se nac´i u [4], Corollary 3.7.
Za kraj navedimo josˇ propoziciju koja je obrat Propozicije 2.2.3.
Propozicija 2.2.6. Neka je η Poissonov proces na X s mjerom intenziteta λ koja zado-
voljava 0 < λ(X) < ∞. Tada je η mjesˇoviti binomni proces s mjesˇovitom distribuci-
jom Po(λ(X)) i uzoracˇkom distribucijom Q := λ(X)−1λ. Nadalje, uvjetna distribucija
P(η ∈ · | η(X) = m),m ∈ N, odgovara distribuciji binomnog procesa s duljinom uzorka m i
uzoracˇkom distribucijom Q.
Dokaz propozicije mozˇe se nac´i u [4], Proposition 3.8.
Poglavlje 3
Meckeova jednakost
Meckeova jednakost daje jednu od osnovnih karakterizacija Poissonovih procesa. Pomoc´u
te jednakosti mogu se racˇunati ocˇekivanja integrala, odnosno suma, u odnosu na Poissonov
proces. Pri tome integrand mozˇe biti ovisan i o tocˇkovnom procesu i o tocˇkama prostora u
kojem se proces promatra. U prvoj tocˇki poglavlja c´emo pokazati Meckeovu jednakost za
s-konacˇne mjere, a u drugoj c´emo Mecekovu jednakost prosˇiriti na faktorijalne mjere.
3.1 Meckeova jednakost
U ovom poglavlju pretpostavljamo da je (X,X ) proizvoljni izmjerivi prostor. Za
pocˇetak c´emo pokazati specijalan slucˇaj Meckeove jednakosti kada je X jednocˇlani skup.
Propozicija 3.1.1. Slucˇajna varijabla X s vrijednostima u N0 ima Poissonovu distribuciju
s parametrom γ ako i samo ako za proizvoljnu funkciju f : N0 → R+ vrijedi
E[X f (X)] = γ E[ f (X + 1)]. (3.1)
Dokaz. Za pocˇetak pretpostavimo da je X slucˇajna varijabla s Poissonovom Po(γ) distribu-
cijom i neka je f : N0 → R+ proizvoljna funkcija. Tada jednostavnim racˇunom dobivamo
E[X f (X)] =
∞∑
k=0
k f (k)
γk
k!
e−γ =
∞∑
k=1
k f (k)
γk
k!
e−γ = γ
∞∑
k=1
f (k)
γk−1
(k − 1)!e
−γ =
= γ
∞∑
k=0
f (k + 1)
γk
k!
e−γ = γ E[ f (X + 1)].
Time smo pokazali da vrijedi (3.1).
15
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Sada pokazˇimo i obrnuti smjer. Dakle, (3.1) vrijedi za svaku funkciju f : N0 → R+.
Posebno, za proizvoljni k ∈ N, (3.1) vrijedi za karakteristicˇnu funkciju f := 1{k}. Iz svojstva
ocˇekivanja (3.1) postaje
k P(X = k) = γ P(X = k − 1).
Koristec´i tu rekurzivnu jednakost dolazimo do izraza
P(X = k) =
γk
k!
P(X = 0).
Jedina distribucija koja zadovoljava ovakvu jednakost je upravo Poissonova sˇto daje tvrd-
nju. Time je dokaz gotov. 
Sada konacˇno mozˇemo iskazati i dokazati Meckeovu formulu.
Teorem 3.1.2. (Meckeova formula)
Neka je λ s-konacˇna mjera na X i η tocˇkovni proces na X. Tada je η Poissonov proces
s mjerom intenziteta λ ako i samo ako za svaku funkciju f ∈ R+(X × N) vrijedi
E
[∫
f (x, η) η(dx)
]
=
∫
E[ f (x, η + δx)] λ(dx). (3.2)
Dokaz. Za pocˇetak uocˇimo da je dodavanje tocˇke x brojec´oj mjeri µ izmjerivo preslikava-
nje. Dakle, preslikavanje (x, µ) 7→ µ+ δx iz X×N u N je izmjerivo. Isto tako, preslikavanje
(x, µ) 7→ µ(B) + 1B(x) je izmjerivo za sve B ∈X .
Nuzˇnost Meckeove jednakosti u karakterizaciji Poissonovih procesa c´e biti poseban
slucˇaj multivarijantne verzije Meckeove jednakosti koju c´emo dokazati u iduc´oj tocˇki (v.
Teorem 3.2.3).
Pretpostavimo sada da vrijedi (3.2). Neka su B1, ..., Bm medusobno disjunktni elementi
iz X takvi da je λ(Bi) < ∞, za sve i. Za k1, ..., km ∈ N0 takve da je k1 ≥ 1 definiramo
funkciju
f (x, µ) = 1B1(x)
m∏
i=1
1{µ(Bi) = ki}, (x, µ) ∈ X × N.
Tada je
E
[∫
f (x, η)η(dx)
]
= E
η(B1) m∏
i=1
1{η(Bi) = ki}
 = k1P(∩mi=1{η(Bi) = ki})
pri cˇemu zadnja jednakost slijedi iz cˇinjenice da izraz unutar ocˇekivanja nije 0 samo kada
je η(B1) = k1.
S druge strane, za x ∈ X imamo
E[ f (x, η + δx)] = E
1B1(x) m∏
i=1
1{(η + δx)(Bi) = ki}
 =
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= 1B1(x)P({η(B1) = k1 − 1, η(B2) = k2, ..., η(Bm) = km})
pri cˇemu ponovno zadnja jednakost vrijedi jer izraz unutar ocˇekivanja nije 0 kada vrijedi
x ∈ B1 i tada se ne nalazi ni u jednom drugom jer su skupovi medusobno disjunktni.
Sada iz (3.2) dobivamo sljedec´u jednakost
k1P(∩mi=1{η(Bi) = ki}) = λ(B1)P({η(B1) = k1 − 1} ∩ ∩mi=2{η(Bi) = ki}).
Pretpostavimo da je P(∩mi=2{η(Bi) = ki}) > 0 i pokazuje se da je η(B1) nezavisno od dogadaja∩mi=2{η(Bi) = ki}. Naime, ako oznacˇimo
pik = P(η(B1) = k | ∩mi=2{η(Bi) = ki}), k ∈ N0,
onda iz prethodnih racˇuna slijedi
pik = λ(B1)pik−1/k, k ∈ N.
Jedina vjerojatnosna distribucija koja zadovoljava ovu rekurzivnu jednakost je dana sa
pik = Po(λ(B1); k), nezavisno o k1, ..., km. Dakle, slucˇajna varijabla η(B1) ima Poissonovu
Po(λ(B1)) distribuciju i nezavisna je od dogadaja ∩mi=2{η(Bi) = ki}. Indukcijom po m slijedi
da su slucˇajne varijable η(B1), ..., η(Bm) nezavisne.
Za proizvoljni B ∈X racˇunom kao gore za m = 1 dobivamo da za sve k ∈ N vrijedi
k P(η(B) = k) = λ(B)P(η(B) = k − 1).
Pritom koristimo standardnu konvenciju da vrijedi ∞ · 0 = 0. Ukoliko stavimo da je
λ(B) = ∞, dobivamo da je P(η(B) = k − 1) = 0 i konacˇno da je P(η(B) = ∞) = 1.
Dakle, η zadovoljava definicijska svojstva Poissonovih procesa pa zakljucˇujemo da je
η Poissonov proces. 
3.2 Faktorijalne mjere i multivarijantna Meckeova
jednakost
Jednakost (3.2) mozˇemo generalizirati na slucˇajeve koji ukljucˇuju visˇestruku integra-
ciju. Za pocˇetak, neka je m ∈ N i promotrimo prostor (Xm,X m) pri cˇemu je Xm Kartezijev
produkt od X m puta sa samim sobom, a X m Kartezijev produkt od X m puta sa samim
sobom. Neka je µ ∈ N dana s
µ =
k∑
j=1
δx j (3.3)
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za neki k ∈ N0 i neke x1, x2... ∈ X koje nisu nuzˇno razlicˇite. Sada definiramo mjeru
µ(m) ∈ N(Xm) na sljedec´i nacˇin
µ(m)(C) =
,∑
i1,...,im≤k
1{(xi1 , ..., xim) ∈ C}, C ∈X m, (3.4)
pri cˇemu , oznacˇava sumiranje po svim m-torkama kojima su sve komponente u parovima
razlicˇite i pri cˇemu koristimo konvenciju da praznu sumu definiramo kao nulu. Drugim
rijecˇima, to znacˇi da vrijedi
µ(m) =
,∑
i1,...,im≤k
δ(xi1 ,...,xim ). (3.5)
Korisno je u jednakosti (3.4) promatrati skup C kao poseban Kartezijev produkt oblika
B1 × ... × Bm gdje su B1, ..., Bm proizvoljni podskupovi od X. Ukoliko su ti skupovi u
parovima disjunktni, onda se desna strana jednakosti (3.2) faktorizira i dobivamo
µ(m)(B1 × ... × Bm) =
m∏
j=1
µ(B j). (3.6)
S druge strane, ukoliko je B j = B za sve j ∈ {1, ...m}, onda dobivamo
µ(m)(Bm) = µ(B)m. (3.7)
Mjeru µ(m) nazivamo m-ta faktorijalna mjera od µ.
Faktorijalne mjere zadovoljavaju korisnu rekurziju iskazanu u narednoj lemi:
Lema 3.2.1. Neka je µ ∈ N dana s (3.3) i definirajmo µ(1) := µ. Tada za sve m ∈ N vrijedi:
µ(m+1) =
∫ [∫
1{(x1, ..., xm+1) ∈ ·}µ(dxm+1)−
−
m∑
j=1
1{(x1, ..., xm+1, x j) ∈ ·}
 µ(m)(d(x1, ...xm)). (3.8)
Dokaz leme mozˇe se nac´i u [4], Lemma 4.2. Vec´ smo napomenuli u Poglavlju 2. da
u opc´enitom prostoru (X,X ) ne vrijedi da svaku mjeru µ ∈ N mozˇemo zapisati u obliku
(3.3). Medutim, rekurzivna jednadzˇba (3.8) daje rekurzivnu definiciju faktorijalne mjere
i za mjere µ ∈ N koje se ne mogu zapisati kao suma Diracovih mjera. Tu ideju mozˇemo
zapisati u obliku iduc´e propozicije:
Propozicija 3.2.2. Za proizvoljnu mjeru µ ∈ N postoji jedinstveni niz µ(m) ∈ N(Xm), m ∈ N,
takav da je µ(1) := 1 i da zadovoljava rekurziju (3.8). Preslikavanje µ 7→ µ(m) je izmjerivo.
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Dokaz propozicije mozˇe se nac´i u [4], Proposition A.16. Neka je sada η tocˇkovni proces
na X i neka je m ∈ N prizvoljan. Prema Propoziciji 3.2.2 η(m) je tocˇkovni proces na Xm.
Ako je η pravi tocˇkovni proces, odnosno mozˇemo ga zapisati u obliku (1.9), onda je
η(m) =
,∑
i1,...,im∈{1,...κ}
δ(Xi1 ,...,Xim ). (3.9)
Sada mozˇemo iskazati i dokazati multivarijantnu verziju Meckeove jednakosti (3.2).
Teorem 3.2.3. (Multivarijantna Meckeova jednakost) Neka je η Poissonov proces na X
sa s-konacˇnom mjerom intenziteta λ i neka je m ∈ N. Tada za proizvoljnu f ∈ R+(Xm × N)
vrijedi sljedec´a jednakost
E
[∫
f (x1, ..., xm, η) η(m)(d(x1, ..., xm))
]
=
∫
E[ f (x1, ..., xm, η + δx1 + ... + δxm)] λ
m(d(x1, ..., xm)).
(3.10)
Formula vrijedi za funkcije f ∈ R+(Xm × N) koje zadovoljavaju∫
E[| f (x1, ..., xm, η + δx1 + ... + δxm)|] λm(d(x1, ..., xm)) < ∞. (3.11)
Dokaz. Prema Propoziciji 3.2.2 preslikavanje µ 7→ µ(m) je izmjerivo pa jednakost (3.10)
ukljucˇuje samo distribuciju od η. Prema Korolaru 2.2.5 mozˇemo pretpostaviti da je η pravi
tocˇkovni proces i da ga mozˇemo zapisati u obliku (1.9).
Za pocˇetak pretpostavimo da je λ(X) < ∞. Tada mjeru λ mozˇemo zapisati u obliku
λ = γQ pri cˇemu je γ ≥ 0, a Q je neka vjerojatnosna mjera na X. Prema Propoziciji 2.2.3
mozˇemo pretpostaviti da je η mijesˇani binomni proces kao u Definiciji 2.2.2, gdje κ ima
Poissonovu Po(γ) distribuciju. Neka je sada f ∈ R+(Xm ×N) proizvoljna funkcija. Iz (3.9)
i (1.7) lijeva strana jednakosti (3.10) postaje:
e−γ
∞∑
k=m
γk
k!
E
 ,∑
i1,...,im∈{1,...,k}
f (Xi1 , ..., Xim , δX1 + ... + δXk)
 =
= e−γ
∞∑
k=m
γk
k!
,∑
i1,...,im∈{1,...,k}
E
[
f (Xi1 , ..., Xim , δX1 + ... + δXk)
]
.
Prvo smo iskoristili nezavisnost slucˇajne varijable κ i varijabli (Xn), a zatim smo mogli
zamijeniti redoslijed integrala i sume jer je f ≥ 0. Oznacˇimo sada sa y = (y1, ..., ym) pro-
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izvoljan element iz Xm. Kako je Xi nezavisna s distribucijom Q, gornja jednakost postaje
e−γ
∞∑
k=m
γk(k)m
k!
E
∫ f (y, k−m∑
i=1
δXi +
m∑
j=1
δy j)Q
m(dy)
 =
= e−γγm
∞∑
k=m
γk−m
(k − m)!
∫
E
 f (y, k−m∑
i=1
δXi +
m∑
j=1
δy j)
Qm(dy) =
=
∫
E[ f (y1, ..., ym, η + δy1 + ... + δym)]λ
m(d(y1, ..., ym)).
U racˇunu smo ponovno iskoristili mijesˇanu binomnu distribuciju. Ovime smo dokazali
(3.10) za konacˇne λ.
Sada pretpostavimo da je λ(X) = ∞. Kao u dokazu Teorema o egzistenciji (v. Teorem
2.2.4) mozˇemo pretpostaviti da je η =
∑
i ηi, gdje su ηi nezavisni pravi Poissonovi procesi
s mjerama intenziteta λi za koje vrijedi λi(X) < ∞. Zbog nezavisnosti procesa ηi slijedi da
su procesi
ξi :=
∑
j≤i
η j, χi :=
∑
j≥i+1
η j,
nezavisni za svaki i ∈ N. Iz (3.9) imamo da ξ(m)i ↑ η(m) kako i → ∞. Koristec´i teorem o
monotonoj konvergenciji vidimo da je lijeva strana u (3.10) dana sa
lim
i→∞E
[∫
f (x1, ..., xm, ξi + χi)ξ
(m)
i (d(x1, ..., xm))
]
=
= lim
i→∞E
[∫
fi(x1, ..., xm, ξi)ξ
(m)
i (d(x1, ..., xm))
]
,
gdje je fi(x1, ..., xm, µ) := E[ f (x1, ..., xm, µ + χi)], (x1, ..., xm, µ) ∈ Xm × N. Ako stavimo
λ′i :=
∑i
j=1 λ j, mozˇemo primijeniti prethodni rezultat i iskoristiti Fubinijev teorem pa zadnja
jednakost postaje
lim
i→∞
∫
E
[
fi(x1, ..., xm, ξi + δx1 + ... + δxm)
]
(λ′i)
(m)(d(x1, ..., xm)) =
= lim
i→∞
∫
E
[
f (x1, ..., xm, η + δx1 + ... + δxm)
]
(λ′i)
(m)(d(x1, ..., xm)).
Prema teoremu o monotonoj konvergenciji ovo je upravo desna strana u (3.10). Za funkcije
f koje poprimaju i negativne vrijednosti, ali zadovoljavaju uvjet integrabilnosti (3.11),
dokaz se provodi rastavljajuc´i funkciju na pozitivni i negativni dio. 
Poglavlje 4
Palmova distribucija
Za tocˇkovni proces η na Rd kazˇemo da je stacionaran ako izgleda statisticˇki jednako
neovisno o tocˇki prostora Rd iz kojega se proces promatra. Za stacionarne procese mozˇemo
promatrati Palmovu distribuciju procesa. Palmova distribucija opisuje ponasˇanje tocˇkovnog
procesa kada ga se promatra iz proizvoljno odabrane tocˇke procesa koju postavimo kao
ishodisˇte. Palmovu distribuciju c´emo uvesti preko profinjenog Campbellovog teorema.
Nadalje, pomoc´u Palmove distribucije mozˇemo napraviti josˇ jednu karakterizaciju staci-
onarnih Poissonovih procesa u obliku stacionarne varijante Meckeova teorema (v. Teorem
3.1.2). Na kraju poglavlja uvest c´emo Voronoijev mozaik i Voronoijeve c´elije kako bismo
povezali Palmovu distribuciju i stacionarnu distribuciju procesa.
4.1 Stacionarnost
Na pocˇetku ove tocˇke fiksirajmo d ∈ N i neka je η tocˇkovni proces na euklidskom
prostoru X = Rd. U cijelom poglavlju c´emo koristiti oznaku (N,N ) := (N(Rd),N (Rd))
pri cˇemu te skupove definiramo kao i u drugom poglavlju.
Formalma definicija stacionarnosti temelji se na familiji pomaka. Neka je y ∈ Rd
proizvoljan. Za preslikavanje θy : N→ N kazˇemo da je pomak ako je definirano sa
θyµ(B) := µ(B + y), µ ∈ N, B ∈ Bd, (4.1)
gdje je B+y := {x+y : x ∈ B}, aBd := B(Rd) Borelova σ-algebra na Rd. Takoder, pisˇemo
B − y := B + (−y). Jednakost (4.1) je ekvivalentna zapisu∫
g(x) (θyµ)(dx) =
∫
g(x − y) µ(dx), µ ∈ N, g ∈ R+(Rd). (4.2)
Napomenimo da je θ0 identiteta na N te da vrijedi svojstvo protoka θy ◦ θx = θx+y za sve
x, y ∈ Rd. Za proizvoljni fiksni y ∈ Rd preslikavanje θy je izmjerivo. Sada mozˇemo
definirati stacionarnost tocˇkovnog procesa.
21
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Definicija 4.1.1. Za tocˇkovni proces η na Rd kazˇemo da je stacionaran ako je θxη
d
= η za
sve x ∈ Rd.
Oznacˇimo sada sa λd Lebesgueovu mjeru na Rd. Naredna propozicija nam daje korisno
svojstvo mjere intenziteta stacionarnog procesa.
Propozicija 4.1.2. Neka je η stacionarni proces na Rd takav da vrijedi da je
γ := E[η([0, 1]d)] (4.3)
konacˇno. Tada je mjera intenziteta od η jednaka γλd.
Dokaz propozicije se mozˇe nac´i u [4], Proposition 8.2. Broj γ definiran sa (4.3) nazi-
vamo intenzitet procesa η. Za stacionarne Poissonove procese vrijedi da intenzitet odreduje
distribuciju. To je tvrdnja naredne propozicije.
Propozicija 4.1.3. Neka je η Poissonov proces na Rd takav da je γ definiran sa (4.3)
konacˇan. Tada vrijedi da je η stacionaran ako i samo ako je mjera intenziteta λ od η
jednaka γλd.
Dokaz propozicije se mozˇe nac´i u [4], Proposition 8.3.
4.2 Definicija i osnovna svojstva Palmove distribucije
Kako bismo mogli definirati Palmovu distribuciju tocˇkovnog procesa, moramo prvo
definirati lokalno konacˇne tocˇkovne procese i jednostavne tocˇkovne procese na opc´enitom
metricˇkom prostoru X.
Definicija 4.2.1. Neka je X metricˇki prostor. Oznacˇimo sa Xb sustav svih ogranicˇenih
izmjerivih podskupova od X. Za mjeru ν definiranu na X kazˇemo da je lokalno konacˇna
ako je ν(B) < ∞ za sve B ∈ Xb. Skup svih lokalno konacˇnih mjera iz N(X) oznacˇavamo
sa Nl(X) te oznacˇimo iNl(X) := {A ∩ Nl : A ∈ N (X)}.
Za tocˇkovni proces η na metricˇkom procesuX kazˇemo da je lokalno konacˇan ako vrijedi
P(η(B) < ∞) = 1 za sve ogranicˇene B ∈X .
Definicija 4.2.2. Neka jeXmetricˇki prostor. Za mjeru µ ∈ N(X) kazˇemo da je jednostavna
ako je η{x} < 1 za sve x ∈ X. Skup svih jednostavnih mjera iz N(X) oznacˇavamo sa Ns(X).
Za tocˇkovni proces η kazˇemo da je jednostavan ako vrijedi P(η ∈ Ns(X)) = 1.
Josˇ napomenimo da skup svih jednostavnih i lokalno konacˇnih mjera iz N(X) oznacˇavamo
sa Nls(X) = Nl(X) ∩ Ns(X).
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U nastavku poglavlja promatramo lokalno konacˇan tocˇkovni proces η ne Rd. Bez sma-
njenja opc´enitosti mozˇemo pretpostaviti da je η(ω) ∈ Nl za svaki ω ∈ Ω. Ako je dodatno η
stacionaran proces, distribucija od η se ne mijenja pri pomicanju ishodisˇta. Kazˇemo da je
Pη = P(η ∈ ·) stacionarna distribucija tocˇkovnog procesa η.
Sada mozˇemo iskazati profinjeni Campbellov teorem (usp. Propozicija 1.2.4) u kojem
uvodimo distribuciju koja opisuje proces η kada ga promatramo iz tipicˇne tocˇke od η.
Teorem 4.2.3. (Profinjeni Campbellov teorem)
Neka je η stacionaran tocˇkovni proces na Rd s pozitivnim konacˇnim intenzitetom γ.
Tada postoji jedinstvena vjerojatnosna mjera P0η na Nl takva da
E
[∫
f (x, θxη) η(dx)
]
= γ
"
f (x, µ) P0η(dµ)dx, f ∈ R+(Rd × Nl). (4.4)
Dokaz teorema se mozˇe nac´i u [4], Theorem 9.1. Prije same definicije Palmove distri-
bucije, navedimo josˇ rezultat o izmjerivosti.
Lema 4.2.4. Preslikavanje (x, µ) 7→ θxµ iz Rd × Nl u Nl je izmjerivo.
Dokaz leme se mozˇe nac´i u [4], Lemma 9.2. Sada mozˇemo navesti definiciju same
Palmove distribucije.
Definicija 4.2.5. Ukoliko vrijede pretpostavke iz Teorema 4.2.2, mjeru P0η nazivamo Pal-
mova distribucija tocˇkovnog procesa η.
Ponekad se koristi ekvivalentna forma profinjenog Campbellovog teorema:
E
[∫
f (x, η) η(dx)
]
= γ
"
f (x, θ−xµ) P0η(dµ)dx, f ∈ R+(Rd × Nl). (4.5)
Ovaj oblik se jednostavno dobijemo ako primijenimo (4.4) na funkciju f˜ ∈ R+(Rd × Nl)
koja je definirana sa f˜ (x, µ) := f (x, θ−xµ).
4.3 Mecke-Slivnyakov teorem
Naredni rezultat je stacionarna verzija Meckeove jednakosti (v. Teorem 3.1.2).
Teorem 4.3.1. (Mecke-Slivnyakov teorem)
Neka je η stacionaran proces na Rd s pozitivnim i konacˇnim intenzitetom. Tada je η
Poissonov proces ako i samo ako vrijedi
P0η = P(η + δ0 ∈ ·). (4.6)
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Dokaz. Oznacˇimo s γ intenzitet od η. Pretpostavimo prvo da je η Poissonov proces. Za
proizvoljni A ∈ Nl iz Meckeove jednakosti (3.2) slijedi
E
[∫
1[0,1]d (x)1A(θxη) η(dx)
]
= γE
[∫
1[0,1]d (x)1A(θx(η + δx)) dx
]
= γ
∫
1[0,1]d (x)P(η + δ0 ∈ A) dx = γP(η + δ0 ∈ A),
pri cˇemu smo iskoristili Fubinijev teorem i stacionarnost za drugu jednakost. S druge
strane, iz profinjenog Campbellova teorema (v. Teorem 4.2.3) slijedi:
E
[∫
1[0,1]d (x)1A(θxη) η(dx)
]
= γ
"
1[0,1]d (x)1A(µ) P0η(dµ)dx = γP
0
η(A)λd([0, 1]
d).
Kako je λd([0, 1]d) = 1, iz prethodnih racˇuna slijedi (4.6).
Obrnuto, pretpostavimo da vrijedi (4.6). Neka je f ∈ R+(Rd × Nl) proizvoljna funkcija
i iz (4.5) slijedi
E
[∫
f (x, η) η(dx)
]
= γ
∫
E[ f (x, θ−x(µ + δ0))] dx.
Zbog stacionarnosti slijedi da Meckeova jednakost (3.2) vrijedi kada stavimo λ = γλd. Iz
Teorema 3.1.2 slijedi da je η Poissonov proces. 
4.4 Voronoijev mozaik i formula inverzije
U ovoj tocˇki pretpostavljamo da je η stacionarni tocˇkovni proces na Rd s konacˇnim
intenzitetom γ. Takoder, pretpostavimo da je P(η(Rd) = 0) = 0 i posebno da je γ > 0.
Promotrit c´emo neke osnovne veze izmedu stacionarne distribucije i Palmove distribu-
cije procesa η. Jednostavnosti radi pretpostavimo da je η(ω) jednostavna lokalno konacˇna
brojec´a mjera za sve ω ∈ Ω, odnosno η(ω) ∈ Nls(X), za sve ω ∈ Ω. Na kraju, oznacˇimo s η0
Palmovu varijantu od η. To je tocˇkovni proces definiran na istom vjerojatnosnom prostoru
(Ω,F ,P) koji ima distribuciju P0η.
Sada c´emo prestaviti geometrijsku ideju Voronoijeva mozaika. Za mjeru µ ∈ Nls(X) za
koju vrijedi µ(Rd) > 0 i za x ∈ Rd oznacˇimo sa τ(x, µ) ∈ µ tocˇku iz µ za koju je euklidska
udaljenost od x najmanja. Ako postoji visˇe takvih tocˇaka, uzimamo onu leksikografski
najmanju. U specijalnom slucˇaju kada je µ(Rd) = 0 stavljamo da je τ(x, µ) = x za sve
x ∈ Rd. Preslikavanje τ : Rd × Nls → Rd je kovarijantno na translacije, odnosno vrijedi
τ(x − y, θxµ) = τ(x, µ) − y, x, y ∈ Rd, µ ∈ Nls. (4.7)
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Za x ∈ µ ∈ Nls definiramo Voronoijevu c´eliju od x u odnosu na µ sa
C(x, µ) = {y ∈ Rd : τ(y, µ) = x}. (4.8)
Ako je µ(Rd) , 0, onda su c´elije u parovima disjunktne i pokrivaju cijeli Rd, odnosno c´elije
cˇine particiju cijelog Rd. Naredna slika 4.1 slikovno prikazuje tu cˇinjenicu.
Slika 4.1: Primjer Voronoijeva mozaika na temelju rasporeda tocˇaka u R2 prostoru
U nastavku koristimo oznaku
C0 := C(0, η0).
Ovaj slucˇajni skup se naziva tipicˇna c´elija Voronoijeva mozaika. Takoder, tocˇku od η
najblizˇu ishodisˇtu oznacˇavamo sa
X := τ(0, η) (4.9)
pri cˇemu je X := 0 ako je η(Rd) = 0.
Teorem 4.4.1. Za sve h ∈ R+(Rd × Nls) vrijedi sljedec´a jednakost
E[h(X, η)] = γ E
[∫
C0
h(−x, θxη0) dx
]
. (4.10)
Dokaz teorema se mozˇe nac´i u [4], Theorem 9.6. Neka je sada f ∈ R+(Nls). Ako u
formuli (4.10) stavimo h(x, µ) := f (µ) dobivamo formulu inverzije
E[ f (η)] = γ E
[∫
C0
f (θxη0) dx
]
, (4.11)
u kojoj smo dobili stacionarnu distribuciju prikazanu u terminima Palmove distribucije.
Ako stavimo f ≡ 1 dobivamo intuitivno ocˇiglednu formulu
E[λd(C0)] = γ−1. (4.12)
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Ako uzmemo g ∈ R+(Nls) i stavimo h(x, µ) := g(θxµ) iz (4.10) dobivamo
γ E[λd(C0)g(η0)] = E[g(θXη)], (4.13)
sˇto nam pokazuje da je distribucija od θXη apsolutno neprekidna u odnosu na Palmovu dis-
tribuciju. Takoder, iz formule (4.13) vidimo da je stacionarna distribucija verzija Palmove
distribucije s volumnim odstupanjem (do na pomak).
Sada definiramo (stacionarnu) nul-c´eliju od η sa
V0 := C(X, η) = {x ∈ Rd : τ(x, η) = τ(0, η)}.
U posebnom slucˇaju kada je η(Rd) = 0, definiramo τ(x, η) := x za sve x ∈ Rd pa je V0 =
{0}. Sljedec´i rezultat daje nacˇin kako se Palmova distribucija mozˇe izvesti iz stacionarne
distribucije pomoc´u volumnog prilagodavanja i pomicanja X u 0.
Propozicija 4.4.2. Za sve f ∈ R+(Nls) vrijedi da je
γ E[ f (η0)] = E[λd(V0)−1 f (θxη)]. (4.14)
Dokaz propozicije se mozˇe nac´i u [4], Proposition 9.7. Neka je α ∈ R+ i definirajmo
f (µ) := λd(C(0, µ))α+1. Sada iz (4.14) dobivamo
γ E[λd(C0)α+1] = E[λd(V0)α]. (4.15)
Posebno, slijedi i
E[λd(V0)−1] = γ. (4.16)
Iz Jensenove nejednakosti imamo E[λd(V0)−1] ≥ E[λd(V0)]−1. Sada iz (4.16) i (4.12) dobi-
vamo
E[λd(C0)] ≤ E[λd(V0)]. (4.17)
Dakle, ocˇekivana velicˇina tipicˇne c´elije koju vezˇemo uz Palmovu distribuciju je manja ili
jednaka od ocˇekivane velicˇine stacionarne nul-c´elije.
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Sazˇetak
U ovom radu cilj je bio prikazati Poissonove tocˇkovne procese. Na pocˇetku su definirane
Poissonova vjerojatnosna distribucija i tocˇkovni procesi opc´enito. Tocˇkovne procese de-
finiramo kao brojec´u mjeru definiranu na slucˇajnom rasporedu tocˇaka u nekom prostoru
koja podskupu prostora pridruzˇuje broj tocˇaka koji upada u taj podskup. Osim definicije
samog procesa, uvedeni su pojmovi mjere intenziteta i Laplaceova funkcionala. Navedene
su i osnovne tvrdnje o tocˇkovnim procesima i njihovoj distribuciji. U drugom poglavlju
povezujemo Poissonovu distribuciju i tocˇkovne procese u obliku Poissonovih procesa. Po-
issonov proces je tocˇkovni proces kod kojeg slucˇajan broj tocˇaka koji upada u dani skup
ima Poissonovu distribuciju. Nakon same definicije, izveden je specificˇan oblik Laplace-
ova funkcionala tog procesa te je dokazana egzistencija takvih procesa. Jedna od osnovnih
karakterizacija Poissonovih procesa je dana u obliku Meckeove formule. Dokaz formule se
provodi u nekoliko koraka i to je prikazano u trec´em poglavlju. Posljednje poglavlje uvodi
stacionarne tocˇkovne procese te Palmovu distribuciju tocˇkovnih procesa. Nakon same de-
finicije stacionarnosti i Palmove distribucije, dokazan je Mecke-Slivnyakov teorem. To
je varijanta Meckeove formule za stacionarne tocˇkovne procese. Na kraju samog rada
uvedeni su Voronoijev mozaik i formula inverzije pomoc´u kojih povezujemo stacionarnu
distribuciju i Palmovu distribuciju tocˇkovnih procesa.
Summary
In this thesis, the aim was to present Poisson point processes. At first, we define the Po-
isson distribution and point processes in general. A point process is defined as a counting
measure defined on a random set of points in some space which maps number of random
points in subset of space to that subset. Besides the definition, we introduce the intensity
measure and the Laplace functional of a point process. Also, some basic claims about point
processes and their distribution are given in this section. In the second chapter we bring
together the Poisson distribution and point processes in the form of the Poisson processes.
A Poisson process is a point process for which the number of points in a given set has a Po-
isson distribution. After the definition, we derive the special form of the Laplace functional
of a Poisson process and we prove the existence of these processes. One of the basic cha-
racterization of a Poisson process is the Mecke equation. Proof takes a few steps and these
steps are given in the third chapter. Last chapter introduce the stationary point processes
and the Palm distribution of a point processes. We prove the Mecke-Slivnyak theorem.
That is the version of the Mecke equation for stationary point processes. In the end we
introduce Voronoi tessellations and the inversion formula by which we derive connection
between stationary distribution and the Palm distribution of the point processes.
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