We consider the problem of minimal (multiplicative) complexity of polynomial multiplication and multiplication in finite extensions of fields. For infinite fields minimal complexities are known [Winograd, S. (1977) Math. Syst. Theory 10, [169][170][171][172][173][174][175][176][177][178][179][180]. We prove lower and upper bounds on minimal complexities over finite fields, both linear in the number of inputs, using the relationship with linear coding theory and algebraic curves over finite fields.
The algebraic complexity problem that is richest in underlying structure is the problem of fast polynomial multiplication. Among the problems reducible to this are fast multiplication of multiple-precision numbers, greatest common divisors in polynomial rings, Hankel matrix multiplication, computation of Padd approximations, and computation of finite Fourier transformations. Significant progress in this problem, due to Winograd (1), Fiduccia and Zalcstein (2) , and Adler and Strassen (3), has mainly concentrated on minimal multiplicative complexities (m.m.c.) of polynomial multiplication over fields. According to Winograd (1) , for an infinite field k the multiplicative complexity ILk(m, n) of multiplication of polynomials of degrees m -1 and n -1 over k (for precise definitions of the m.m.c., see below) is m + n -1. The m.m.c. ,Uk(p) of multiplication of polynomials mod p(t) for p(t) E k[t] is equal to 2n -k, where k is a number of distinct irreducible factors ofp(t) in k [t] . Moreover, there is a complete description of algorithms having this m.m.c. (1, 4) . All these algorithms are based on the Toom-Cook method of reconstruction of polynomial products by way of the Lagrange interpolation formula. A significant drawback of these algorithms, say, over Q, is the appearance of scalar multiplications with large sizes of scalars [of the order (m + n)'+n as m + n -I 00] and the necessity to invert large number of primes in Z to achieve m.m.c. in the ring of scalars. From the point of view of practical applications it is preferable to have divisions by powers of 2 at most; i.e., one should consider m.m.c. schemes over A = Z or A = Z [1/2] . Schonhage and Strassen (5), Winograd (1) , and Nussbaumer (6) and others constructed fast algorithms with divisions by 2 only by considering polynomial multiplications modulo cyclotomic divisors of X-_ 1. The best upper bound on m.m.c. of multiplication of polynomials with degrees bounded by n over rings A = Z, Z [1/2] (and, in particular, over any finite field) that one can achieve using variations of the fast Fourier transformation method is 0(n log n). The corresponding scheme for A = Z is far from simple. To study the optimal Zalgorithm one has to study their reductions mod p and m.m.c. algorithms of polynomial multiplication over finite fields, particularly over F2. Over finite fields the m.m.c. algorithms of polynomial multiplication are not, in general, given by the Toom-Cook scheme. For example, /.k(m, n) 2 m + n -1 for an arbitrary field k of scalars, but the inequality becomes equality only when the field k has at least m + n -2 elements (4). Better lower bounds on m.m.c. can be deduced using the theory of error-correcting linear codes. In refs. 7 and 8 it was proved that Fu2(n, n) > 3.52 n for large n [e.g., gz(n, n) > 3.52 n], using the upper bound (9) . In this paper we explore various connections between m.m.c. algorithms for polynomial multiplication and multiplication in finite extensions of fields and optimal linear codes.
First, we improve on lower bounds on m.m.c. over finite fields. Among bilinear algorithms that we study are m.m.c. algorithms for multiplication in commutative k-algebras without zero divisors. Then we use the connection between the theory of linear codes and algebraic curves over finite fields [Goppa codes (10) ]. We present all the relevant information from the theory of algebraic curves over finite fields. Our algorithms of polynomial multiplication can be interpreted as interpolation methods on algebraic curves. As a corollary of our results, we prove that Ak(m, n) = 0(m + n) for an arbitrary finite field k. Moreover, for the multiplicative complexity ptk(N) of multiplication in a finite extension X over k we obtain a bound /uk(N) We start with a commutative ring A and two sets of undetermined variables x = (xl, . . ., x,,) and y = (Yi, . . ., y,).
We consider a system of s bilinear forms with coefficients from A:
The multiplicative complexity over A of computation of bilinear forms 1 [1.3] where A = (akl), B = (bi), C = (CO).
We describe now the structure of the 3-tensor determining the rules of multiplication of elements in finite extensions of fields. Let k be a field, and let its finite extensions X be represented as AC = k[t]/(p(t)), where p(t) is an irreducible polynomial from k [t] . Then (up to the choice of the basis of X over k), the multiplication of elements of X over the field of scalars k is determined by the multiplication of polynomials mod p(t). We are led to the traditional, in the field of algebraic complexities, problem of multiplication of two polynomials x(t)y(t) mod p(t) (1) (2) (3) The rank of an n X n matrix M is equal to n -no, where no is a number of zero eigenvalues of M-i.e., for the characteristic polynomial Xm(X) = deg(X-In + M) = Xn + . . . + Mno ,fno. We put M = Jkn:O qkpk, so that X.I, + M = 0kn-1 qkPk, where qk = qk + sko8 x(k = 0,..., n -1). Then for q'(t) = q(t) + X, S(p, q) = det(XAIn + M) or, by Eq. 1.7, n-1 n det(XIn + >, qkP) = n {q(ai) + X}. [1.8] 
The bound 2.1 has been used (7, 8) to obtain the following lower bound on ,lF(n, m) of multiplicative complexity over Fq of multiplication of a polynomial of degree n -1 by a polynomial of degree m -1 for q = 2:
According to ref. 8, 2.1 and 2.2 imply p.F2(n, n) 2 3.52 n for sufficiently large n. We now present the relationship between the tensor rank and Hamming weights in a more general setting. Proof: Let us consider a realization 1.2 of the m.m.c. ,u = PLFq algorithm of computation of a system of bilinear forms 1.1 corresponding to T. Let us denote dyads bt cl (rank one matrices over Fq) by 26, (1= 1, . . ., ,u). Let Example 3.2: If A is a 4-dimensional commutative algebra over F2 without a zero divisor, then the multiplicative complexity of A over F2 is at least 9.
In particular, whenever p(t) is an irreducible polynomial in F2[t] of degree 4, the minimal number of multiplications over F2 necessary to multiply two polynomials mod p(t) is exactly 9. In this section we review briefly the theory of algebraic function fields of one variable over an arbitrary field of constants, following ref. 14. The Riemann-Roch theorem is applied to the basic interpolation problem on algebraic curves. For curves over finite fields our interpolation methods are used to construct fast polynomial multiplication algorithms. Curves used in these algorithms are the same as in Goppa codes. We deal with algebraic function fields in one variable (14) . Any such field K over the field of constants k can be represented in the form K = k(x, y), where x is a transcendental element of K over k, and 1, y, . . ., yd-l is the basis of [4.1] where 9P and A run over all prime and all integral divisors of K/k, respectively. We put Z(u) = t(K; -log u/log q). The Weil theorem (the Riemann hypothesis over finite fields) allows one to express Z(u) in terms of eigenvalues of the Frobenius operator on K/k. Namely, there exists a polynomial P2 (u) = ,14 1 (1 -uco1), such that for i = 1, . . ., 2g, coil = X and q/cl, is also one of cjs, and Z(U) = P2g(U)/ ((1 -u)(1 -qu) ). [4.2] For an arbitrary algebraic function field K/k and an arbitrary integral divisor si of K one defines a k-algebra K/i from the equivalence relation mod s. The dimension of K/sit as a vector space over k is the degree d(i) of s. If = 9P is a prime divisor, then K/@P is the residue field k., of degree d(@P) over k.
To has a pole at 9P). We form a Card(9) x t matrix A = (qr(P)) for 9P E 26 and r = 1, . ., t of values of the basis of L (-29a) at prime divisors from 6. We claim that the rank of this matrix over k is exactly t. Indeed, if this matrix has rank <t, then there are X,, . ., XA from k, not all zero, and such that E t=1 Xrgr(9P) = 0 for all 9P E 2a. This means that the function X = Et4r Xrgr E K* from L(-29a) has zeros at all GP E 6.
Since the degree of the divisor (X) is zero for X E K* and X E L(-2f), we have Card(9) c 2d(A), which is false. Thus the matrix A has rank t. (Strictly speaking, this argument is valid when the supports of 6 and 9 are disjoint; however, this assumption can be removed by consideration of the intersection of 6 and A.)
Let us consider a t x t submatrix AO of A, which is nonsingular; let its columns correspond to divisors 9P1, . PkFq(Fqn) < n-2-(1 + 1/(V'--3)) + o(n)
as n --oo. Moreover, the bilinear algorithms realizing this upper bound can be constructed effectively in polynomial time.
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