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SUMMARY 
 
The most common use of formal verification methods so far has been in identifying whether livelock and/or 
deadlock situations can occur during protocol execution, process, or system operation. In this work, we aim 
to show that an additional equally important and useful application of formal verification methods can be 
in protocol design in terms of performance-related metrics. This can be achieved by using the methods in 
a rather different context compared with their traditional use, that is, not only as model checking tools to 
assess the correctness of a protocol in terms of lack of livelock and deadlock situations but rather as tools 
capable of building profiles of protocol operations, assessing their performance, and identifying operational 
patterns and possible bottleneck operations. This process can provide protocol designers with an insight 
about the protocols’ behavior and guide them toward further optimizations. It can also assist network opera- 
tors and service providers to assess the protocols’ relative performance and select the most suitable protocol 
for specific deployment scenarios. We illustrate these principles by showing how formal verification tools 
can be applied in this protocol profiling and performance assessment context using some existing proto- 
col implementations in mobile and wireless environments as case studies. Copyright © 2011 John Wiley & 
Sons, Ltd. 
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1.  INTRODUCTION 
 
Formal verification methods, and the corresponding front-end tools, provide a systematic way to 
assess the correctness of protocols, processes, and systems. Their main difference compared with 
simulation methods and tools is that instead of only examining a limited area of the operational 
space of the system under consideration, they can be used to examine the whole state space of pos- 
sible operations and conditions under which the system may operate. This means that all possible 
combinations of inputs and actions can be taken into account, and therefore, all possible outputs can 
be derived and evaluated. 
One could regard the outcome of formal verification methods as the outcome of an infinitely large 
number of simulation runs. This means that contrary to simulations, formal verification methods are 
capable of capturing conditions and operations that may otherwise remain unnoticed, even after a 
very large number of simulation runs. Traditionally, correctness means guaranteeing two proper- 
ties: liveness, that is, some desired properties will be satisfied eventually, and safety, that is, some 
undesired properties will never occur [1]. Two notable counterexamples of such properties are the 
 
 
  
 
 
existence of deadlock and livelock states. A deadlock state is a state where a deterministic loop 
occurs, which does not allow the system to leave that state; in other words, the system stalls. A 
livelock state is a state that allows the system to exit from; however, all possible exit actions will 
eventually lead the system back to this very same state; in other words, the system will not ‘progress’ 
any further. 
Numerous examples of applying formal verification tools in that context can be found in the lit- 
erature (e.g., [2] and [3]). Works such as [4] and [5] suggest that formal verification methods can 
be used not only to assess the correctness—as defined above—of protocols, processes, and systems 
but to additionally derive performance-related bounds, such as time to converge or time to reach a 
desired state. Contrary to simulations, which can derive performance bounds with a limited degree 
of confidence, by using formal verification tools for performance evaluation, it is possible to derive 
in many cases the absolute worst, best, and average performance bounds. 
In this work, which builds on our previous work in [6] and [7], we argue that formal verification 
methods can be an even more powerful tool. That is, they can be used not only to derive worst, 
best, and average case bounds on performance but, additionally, they can be used to build profiles 
of protocols in terms of operations. This way, patterns in the behavior of protocols can be derived, 
the contribution or impairment incurred by each operation in terms of the defined metrics can be 
assessed, and possible bottleneck operations can be identified. Therefore, one can understand and 
reason about the behavior of a protocol and deduce with a high degree of confidence the absolute 
and relative—against other protocols—performance for specific deployment scenarios. Figure 1 
illustrates at a high level the main concepts of applying formal verification in this context. 
Based on such use of these tools, protocol designers can fine tune and optimize protocols so that 
these protocols operate in a manner that is not only deadlock and livelock free, but also optimized 
toward the metrics of interest. In addition, when many options exist regarding the selection of a pro- 
tocol for a particular network and service scenario, the tools can assist network operators and service 
providers in selecting the most suitable one based on the considered metrics. The aim ofthis work is 
 
 
 
 
 
 
 
Figure 1. Formal verification in the context of protocol profiling and performance assessment. 
  
 
 
to showcase the capabilities of formal verification tools in this protocol profiling and performance 
assessment context by considering some existing protocol implementations in wireless and mobile 
environments as case studies, covering protocol mechanisms operating at layers ranging from the 
physical layer to the application layer. 
The rest of this paper is organized as follows. In Section 2, we briefly describe the underlying 
theory and model checking concepts of formal verification as well as the formal verification tool 
PRISM [8] used in this work. In Section 3, we briefly describe the considered metric of interest, 
and in Section 4, we describe the protocols we considered in our case studies and how the formal 
verification tool can be used for profiling and assessing the performance against this specific metric. 
In Section 5, we present our findings with respect to the performance and the behavior of the proto- 
cols, and we discuss some issues that are raised when using formal verification tools in this context. 
Finally, in Section 6, we present our conclusions and some directions for future work. 
 
 
 
 
2.  MODEL CHECKING CONCEPTS AND TOOLS 
 
Probabilistic model checking is suitable for modeling and analyzing systems (the term system can 
refer to protocols as well as to processes) that exhibit probabilistic behavior [9]. It involves the con- 
struction of a probabilistic model describing the system to be analyzed, typically in the form of a 
state-transition system where states of this model represent the ways in which the system can evolve, 
associated with likelihood probabilities for their occurrence. In probabilistic model checking, four 
types of probabilistic models are commonly used, depending on the characteristics of the system to 
be modeled and analyzed; these are discrete-time Markov chains (DTMCs), Markov decision pro- 
cesses (MDPs), continuous-time Markov chains (CTMCs), and continuous-time Markov decision 
processes (CTMDPs) [10, 11]. According to the probabilistic model deployed, appropriate tempo- 
ral logics to reason about the validity of properties—as expressed through formulas during system 
evolution—are used. 
In DTMCs, all transitions can take place in discrete (time) steps, and the associated probabilities 
describe the likelihood of moving from that given state to any other possible state in the subsequent 
step. Because the behavior of a DTMC is fully probabilistic, the likelihood of a particular event 
occurring can be quantified over all the possible system evolutions (the term path is commonly used 
to refer to distinct system evolutions in time). 
Markov decision processes extend DTMCs to model non-deterministic behavior, that is, behavior 
where the transition probabilities cannot be clearly defined, for example, probabilities for transitions 
triggered by external factors at random instances or incurred because of poor/unknown behavior 
specification, being therefore difficult to model using a unique probability distribution. To overcome 
this, in MDPs, we associated each state with a set of probability distributions, and the transition 
between states occurs in two steps [5]: first, there is a non-deterministic choice between available 
distributions in the current state, and then, the next state is selected at random according to the cho- 
sen distribution. Contrary to DTMCs, when MDPs are used, one can reason about the minimum and 
maximum (absolute and expected/weighted) likelihood of an event occurring over all the resolutions 
of non-determinism but not for the ‘exact’ average probability over all the possible paths. 
In CTMCs, time is modeled not in discrete steps, but rather in a continuous manner. Therefore, 
CTMCs offer a much ‘denser’ notion of time compared with DTMCs and MDPs. In CTMCs, tran- 
sitions are associated with rates rather than probabilities [5]. These rates represent parameters of 
negative exponential distributions and give the delay until the transition is enabled. CTMDPs, which 
constitute an area of active research interest themselves at the moment, extend CTMCs to take into 
account non-deterministic behavior, the way MDPs extend DTMCs for the same reason. 
PRISM, which is being developed and maintained by the University of Oxford, provides direct 
support for DTMCs, MDPs, and CTMCs at the moment, and the PRISM property specification 
language incorporates several well-known temporal logics, such as linear time logic [10], proba- 
bilistic computation tree logic [12], which itself is an extension to computation tree logic [10], and 
continuous stochastic logic [13] for CTMCs. 
  
 
 
Additionally, PRISM incorporates a discrete-event simulation engine allowing for deriving 
approximate solutions by evaluating over a finite number of paths. PRISM has been used for the 
analysis of probabilistic communication protocols and distributed algorithms and applications. More 
details can be found at the PRISM website where the relevant use cases are listed together with the 
corresponding code. We also used the code from the PRISM website as the base code for the proto- 
cols considered in our case studies for our work; we extended it though appropriately to enable the 
calculation of properties and allow for performance assessment and profiling against our metric of 
interest. 
 
3.  METRIC AND RELATION TO PROTOCOLS 
 
The metric we considered in our work as metric of interest is energy consumption, which can be 
directly linked to energy efficiency. Energy efficiency as a research area has been gaining significant 
momentum during that past few years because of the savings it can provide to many technology 
areas and industries, as well as for environmental reasons. 
In the context of telecommunications,  entire projects are dedicated to energy efficiency related 
research (e.g., the MVCE Core 5 Green Radio Research Programme [14]), and network design and 
creation technologies have started being used in that context, even though they were not originally 
conceived to be used for that purpose. For example, Wang et al. [15] proposed to use network virtu- 
alization to save energy by ‘migrating’ on-demand underutilized virtual routers so that the physical 
equipment they reside on can be completely switched off (as shown in [16], routers in ‘idle’ state 
consume as much as 90% of the energy they consume when under full load). 
Communication  protocols could also be an area of great interest with respect to energy effi- 
ciency because all communication devices run protocols on top of them. Therefore, whereas the 
individual energy savings per device that could be contributed through protocol optimizations may 
look rather small compared with other possible savings (e.g., the energy savings by shutting down 
a router), the large number of devices running such protocols may make such small savings per 
device worthwhile. Additionally, contrary to energy savings through hardware optimizations (e.g., 
CPU and router design) that would require replacement of existing hardware, changes in protocols 
toward higher energy efficiency would only require software updates on the devices that run these 
protocols, without need for changes to the existing hardware. 
Energy efficiency is even more important in mobile and wireless environments compared with 
fixed networks because of the limited battery life of the devices in such environments. In the follow- 
ing section, we briefly describe the six protocols we considered in this work, and we show how the 
latest version of PRISM, with its ability to associate costs (‘negative’ rewards) to states and tran- 
sitions and query about these costs along all the possible evolutions of the protocols, can be used 
to build profiles of the protocols’ operations with respect to energy consumption and assess their 
absolute and relative performance. 
The process of associating costs in PRISM is relatively straightforward; this is carried out by 
associating labels to states and transitions that relate to changes in the metrics of interest. For exam- 
ple, a label ‘time’ can be associated with every transition that corresponds to time passing, and 
then a ‘time’ reward can be assigned to these transitions. In a similar manner, a ‘send’ label can 
be associated with every transition that corresponds to a packet being sent, and a ‘send’ reward can 
be associated with these transitions. Querying along all the possible paths to find, for example, the 
minimum time spent until an ‘end’ condition is met—that is, until a certain state is reached—would 
involve invoking the PRISM property specification language R operator as follows: R{“time”}min 
=? [F “end” {“init”}]. This expression asks the PRISM engine to return the minimum accumulated 
reward (time in this case) until (this is expressed through the F operator) the condition ‘end’ is met, 
considering all the possible initial states from where the protocol can start. 
 
4.  PROTOCOLS AND OPERATIONS 
 
The protocol case studies we considered in this work were the following: (i) the Bluetooth device 
discovery protocol [17]; (ii) the IEEE 802.11 wireless local area network protocol [18] and the 
  
 
 
IEEE 802.3 Ethernet protocol [19] (although IEEE 802.3 is designed for wired environments, we 
included it in order to show how PRISM can be used to assess the relative performance of IEEE 
802.11 against IEEE 802.3, as this is induced by the different collision handling mechanism at the 
MAC layer); (iii) the Gossip protocol with peer sampling [20]; (iv) the ZeroConf dynamic configu- 
ration protocol for IPv4 link-local addresses [21]; and (v) a simple peer-to-peer protocol based on 
the BitTorrent protocol [22]. 
These specific protocol case studies were selected for two reasons. First, they allowed us to show 
the applicability of formal verification to protocol mechanisms operating at various layers, from the 
physical layer to the application layer of the Open Systems Interconnection (OSI) model. The layers 
of the OSI model where the considered protocol mechanisms belong to are illustrated in Figure 2. 
Second, as it will be shown in the following sections, with the specific selection of protocol case 
studies, we were able to include all three probabilistic models supported by PRISM in our analysis 
in order to show the full extent and capabilities of this formal verification tool. 
 
 
 
4.1.  Bluetooth device discovery protocol 
 
The first protocol case study we considered was the Bluetooth protocol and, in particular, its device 
discovery process, which was originally implemented in PRISM in [4], and available base code 
exists at the PRISM website [8]. As shown in [23] and [24], the operations during the device discov- 
ery have higher energy consumption than the operations during normal Bluetooth communications, 
making the device discovery process the most interesting from an energy efficiency point of view. 
In order to communicate, Bluetooth devices form small networks called piconets, comprising one 
master and up to seven slave devices. The master device in a piconet alternates between two states; 
inquiry mode and inquiry-scan mode [23]. At inquiry mode, which has an average power consump- 
tion of 200 mW, the master device sends out inquiry messages at different frequencies to probe 
for slave devices that want to be discovered. At inquiry-scan mode, which has an average power 
consumption of 100 mW, the master device listens to replies from the slave devices. 
During device discovery, the slave devices also operate in these two modes with the same power 
requirements, and additionally, they operate into a standby mode with an average power consump- 
tion of 50 mW [23, 24]. Contrary to the inquiry and inquiry-scan modes, which have fixed time 
durations, the standby mode can have varying duration, which leads to a probabilistic behavior of 
the overall model. Because the durations of all modes for all devices can be described as a multiple 
of a basic time unit (312.5 j-ts), the clocks of the master and slave devices can be assumed syn- 
chronized, and there is no non-determinism in the behavior of all involved devices [4], the whole 
discovery process can be modeled as a DTMC in PRISM. 
By associating costs to the states and transitions of the model in PRISM, taking into account the 
duration of each mode (inquiry, inquiry scan, and standby) with respect to the basic time unit, and 
querying about the cost along all possible execution paths, we can reason about the average and 
worst case energy consumption of each mode as well as for the average and worst case energy con- 
sumption of the whole discovery process. Contrary to simulations, these values depict the ‘absolute’ 
average and worst case values, allowing us to deduce whether a possible evolution of the Bluetooth 
discovery process can lead to excessive energy consumption. 
 
 
 
 
 
Figure 2. Considered protocols and relationship with the layers of the Open Systems Interconnection model. 
  
 
 
4.2.  IEEE 802.11 and IEEE 802.3 
 
As a second protocol case study, we considered a comparison between the IEEE 802.11 and IEEE 
802.3 protocols, originally implemented in PRISM in [25] and [26]. 
The main difference between these two protocols is the mechanism at the MAC layer, used to han- 
dle collisions because of simultaneous transmissions. In IEEE 802.3, the stations can listen to their 
own transmissions; therefore, carrier sense multiple access with collision detection (CSMA/CD) is 
used. The basic structure of the protocol is as follows: when a station has data to send, it listens 
to the medium, and if the medium is free, the station starts sending its data. On the other hand, if 
the medium is sensed as busy, the station waits a random amount of time and repeats this process. 
If, however, there is a collision while a station transmits, the station enters an exponential backoff 
process before re-attempting to transmit, where the duration of it (the exponent) is determined by 
the number of detected collisions, bounded by an upper limit. 
In contrast to wired devices, stations of a wireless network cannot listen to their own transmis- 
sion; therefore, they cannot employ medium access control schemes such as CSMA/CD to prevent 
simultaneous transmissions. To overcome this, IEEE 802.11 employs a collision avoidance scheme 
(CSMA/CA), which also uses an exponential backoff process as a function of the number of detected 
collisions. In CSMA/CA, when a station finishes its transmission, it immediately listens to the chan- 
nel to detect whether another station is transmitting, and if so, it decides that a collision has occurred. 
Because of the parameters involved in the standards, the models for both protocols (2 Mbps IEEE 
802.11 and 10 Mbps IEEE 802.3) are MDPs. However, by using the approach of Kwiatkowska et al. 
[5], that is, replacing non-determinism with uniform probabilistic choices and converting the model 
to a DTMC, we can deduce average values as well. This is not an accurate representation of these 
protocols; it can be seen though as the outcome of averaging over a very large number of simulation 
runs [5]. 
With respect to energy efficiency, similar to [27], we considered the number of sent packets, 
expressed in this case as the number of collisions because of retransmissions, as the main indica- 
tor of energy consumption; we also considered the time needed for the protocol to complete its 
operations (i.e., send an amount of data) as a secondary indicator. 
By using PRISM and assigning costs to states and transitions corresponding to collisions and 
time passing, we are able to profile these two protocols’ performance as a function of the exponen- 
tial backoff and also assess their relative performance in terms of number of collisions and time 
needed to send the same amount of data. 
 
 
4.3.  Gossip protocol with peer sampling 
 
The third protocol case study we considered was the Gossip protocol with peer sampling [20], 
originally implemented in PRISM in [5] with available base code at the PRISM website [8]. 
Gossip protocols are a class of communication protocols, which, inspired by the way that gos- 
siping propagates messages in social networks, disseminate content through a network based on 
periodic exchanges of data with random members of the network. These techniques are designed to 
function robustly and efficiently in networks that are large, heterogeneous, and dynamic in nature. 
They are becoming, therefore, important because of the increasing use of mobile ad hoc networks, 
wireless sensor networks, and peer-to-peer technologies [5]. 
In the peer sampling version of the Gossip protocol, each node in a network maintains a small 
local membership table providing a partial view of the network, which is periodically updated using 
the gossiping procedure. At each round of periodic execution of the Gossip protocol, each node 
sends its data exactly once. These data are the view that a node has of the network, and the receiv- 
ing node uses this information to update its own view and then further propagate it. Because of its 
distributed nature, the order in which the nodes participate in each round is unknown and can vary 
from round to round. Because of this non-deterministic behavior, the Gossip protocol is modeled as 
an MDP in PRISM. 
With respect to energy efficiency, similar to [27], we make the assumption that the biggest amount 
of energy consumption occurs when a node sends a message to another node. By associating a cost 
  
 
 
equal to one to each state of the model where one node enters a ‘sending’ mode, we can reason 
about the number of messages sent by each node as well for the total number of messages sent. 
Because the model is an MDP, we can deduce the maximum and minimum number of messages 
sent over all resolutions of non-determinism but not the average number of messages. However, as 
in the previous case, by converting the model to a DTMC, we can deduce average values as well. 
 
4.4.  ZeroConf protocol 
 
The fourth protocol case study we considered was the ZeroConf protocol, originally implemented 
in PRISM in [28]. ZeroConf offers a distributed ‘plug-and-play’ solution, in which IP address con- 
figuration is managed by individual devices, therefore making it highly applicable in case of mobile 
ad hoc networks. 
In brief, the sequence of operations in the ZeroConf protocol is as follows. When a new device 
is connected to a network, it randomly selects an IP address from a pool of 65,024 addresses. The 
new device waits for a random time between 0 and 2 s and then starts transmitting four Address 
Resolution Protocol (ARP) packets (probes) to all other already connected devices, with a 2-s inter- 
val between them. These packets contain the IP address the new device has chosen. A device that is 
already using the IP address selected by the new device will respond with an ARP reply packet, and 
the new device has to restart the probing process selecting a new address. Each time the new device 
receives an ARP reply packet, a counter is incremented, and when this counter reaches 10, the new 
device has to backoff and remain idle for 1 min. 
If the new device sends four ARP probe packets without receiving an ARP reply packet, it starts 
using the chosen IP address and sends two gratuitous ARP packets at 2-s intervals as confirmation of 
this. Because there may be the case that two devices can be using the same address because of packet 
loss (e.g., when ARP probe messages are lost and, therefore, no ARP replies are generated even if 
there is an IP address conflict, or when ARP replies are generated but are lost) as a last resort—but 
also prone to packet loss—the protocol instructs the following: if for some reason a device receives 
any ARP packet with a conflicting IP address, other than an ARP probe, it can either defend its IP 
address or defer. It can defend it if it has not received a previous conflicting ARP packet within the 
last 10 s; otherwise, it is forced to defer. 
The standard assumes that it takes between 0 and 1 s to send a packet between devices; because 
the exact time delay is non-deterministic, this leads to an MDP model for which we can reason about 
minimum and maximum values for properties. However, by using the same approach as before, that 
is, replacing non-determinism with uniform probabilistic choices and converting the model to a 
DTMC, we can deduce average values as well. 
With respect to energy efficiency, similar to [27], we considered the number of sent packets as 
the main indicator of energy consumption; we also considered the time needed for the protocol to 
complete its operations (i.e., assign an IP address to the new device) as a secondary indicator. By 
associating costs to the states and transitions that correspond to packets being sent and time passing 
and querying about the cost along all possible execution paths, we can reason about the minimum 
expected, maximum expected, and average number of packets of all types (probes, replies, and gra- 
tuitous) sent and received by the devices and about the time needed for protocol termination. By 
using as variables the packet loss rate of the medium and the number of existing devices, we can 
profile the protocol’s operations against these two ‘environmental’ variables and assess its overall 
performance. 
 
4.5.  Peer-to-peer BitTorrent-like protocol 
 
As the last protocol case study, we considered a simple peer-to-peer protocol based on the increas- 
ingly popular BitTorrent protocol with available base code at the PRISM website [8] as a CTMC 
model. 
In this simple peer-to-peer protocol, as in [8], we assume that some new clients connect to an 
existing client in order to download a file split into a number of blocks. These clients can also 
download pieces of blocks from other clients as soon as these blocks become available and can also 
upload pieces of blocks to other clients as soon as they themselves have completed downloading 
  
 
 
these blocks. There can be a limit to the download speed per block from each connected client as 
well as a limit to the maximum number of concurrent downloads for each block and to the file size 
(expressed in number of blocks). 
Even though this is a rather oversimplified model of a peer-to-peer protocol, lacking the level of 
details in other works evaluating through simulation the behavior of BitTorrent [29] and BitTorrent- 
like [30] protocols in terms, for example, of bandwidth utilization, it still incorporates the main 
features and concepts of a peer-to-peer protocol. It is also worth mentioning that the main purpose 
of this work is not to derive detailed models for the examined protocols or question their validity 
and performance but rather to showcase how formal verification tools can be used as complementary 
tools to simulation tools for protocol profiling and performance assessment. 
As shown in [31], for a single mobile device running BitTorrent, after the data connections are 
set up, the power consumption is rather stable, both when the device is connected to a 3G mobile 
network and also when it is connected to a wireless local area network. Therefore, we assumed that 
the time to finish the download is the main indicator for energy efficiency. 
Using PRISM, we can reason about the average time needed for each client to complete the down- 
load as well as for the time needed collectively for all clients to complete their downloads. We can, 
therefore, reason about the fairness of the protocol with respect to energy consumption among the 
connected clients and also about the relationship between individual download times, total down- 
load time, and their associated energy values. Using the number of allowed concurrent downloads 
per block and the file size as variables, we can assess its individual and collective performance for a 
set of clients and examine how fine tuning this parameter can affect performance. 
 
 
4.6.  Summary of protocols 
 
Table I summarizes what was presented previously regarding the protocol case studies with respect 
to the type of probabilistic model used, the energy efficiency indicators used, and the parameters 
used as variables, as well as the type of results that were derived and will be discussed in the 
following section. 
 
 
5.  FINDINGS AND DISCUSSION 
 
In this section, we present our findings regarding the behavior of the considered protocols from an 
energy efficiency point of view. 
 
 
5.1.  Bluetooth device discovery protocol 
 
For the evaluation of the Bluetooth device discovery protocol, we used the same scenario as in [4] 
with one master device and one slave device. We also assumed that initially, the master device is in 
inquiry mode sending inquiry messages and the slave device is in inquiry-scan mode listening for 
inquiry messages. The possible system evolutions were modeled until the slave device replies to the 
master device. 
Tables II and III summarize the results regarding the energy consumption of the operations during 
the device discovery process. The numbers in the columns when multiplied by 10-3 x 312.5 j-ts give 
energy values in joules; we keep them though in their current format (integer numbers and without 
any units) for ease of presentation. 
As one can see, the master device consumes more energy than the slave device (on average and in 
the worst case scenario) because it is not allowed to enter the standby mode. It also consumes much 
more energy on average in inquiry mode than in inquiry-scan mode, and this can be attributed not 
only to the fact that the inquiry mode has twice as much energy consumption than the inquiry-scan 
mode but also to the fact that the master device is assumed to always start in inquiry mode. 
Regarding the slave device, we observe the opposite when it comes to maximum energy con- 
sumption; it consumes much more energy in inquiry-scan mode than in inquiry mode. The energy 
consumption in inquiry mode is fixed, because it remains always the same at all possible execution 
paths and is equal to the energy needed to send a reply message to the master device. The energy 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table I. Summary of considered protocol case studies. 
 
Protocol Model Energy efficiency indicators Variable parameters Type of results 
 
Bluetooth device DTMC Energy consumption in watt x time None Maximum and average energy consumption 
discovery   in master/slave devices   in total and per device mode 
IEEE 802.11 and MDP (natively) Primary indicator: number of collisions Exponential backoff Maximum/minimum/average values for the primary 
IEEE 802.3 because of retransmissions; and secondary indicator for each protocol; 
secondary indicator: time needed to relative performance of the two protocols 
send an amount of data 
Gossip protocol MDP (natively) Number of messages sent in total None Maximum and average number of messages sent 
and per individual node   in total and per individual node 
ZeroConf protocol MDP (natively) Primary indicator: number of packets sent; Packet loss rate of the medium and Maximum/minimum/average values for 
secondary indicator: time needed  number of already existing devices  the primary and secondary indicator 
for protocol termination 
BitTorrent-like CTMC Time needed to complete a file download Concurrent allowed downloads per Average time needed for each client 
protocol block and file size to complete a file download; average time needed 
for all clients to complete a file download 
 
DTMC, discrete-time Markov chain; MDP, Markov decision process; CTMC, continuous-time Markov chains. 
  
 
 
Table II. Energy consumption for the master device. 
 
 Maximum Average 
Total 154 18 
Inquiry mode 116 16 
Inquiry-scan mode 58 2 
 
Table III. Energy consumption for the slave device. 
 Maximum Average 
Total 93 15 
Inquiry mode 12 12 
Inquiry-scan mode 74 2 
Standby mode 9 1 
 
 
consumption in inquiry-scan mode can deviate largely from its average value depending on how 
long it takes for the frequencies used by the master and slave device to coincide. 
Based on the average values for the slave device, one could argue that the inquiry mode is a 
bottleneck operation in terms of energy efficiency. However, as already stated, this is not because 
this operation is repeated many times so it could be reduced by redesigning the protocol, but it is a 
‘fixed’ operation with stable energy consumption per ‘run’. 
A general observation is that for both master and slave devices, the maximum (worst case) val- 
ues of energy consumption deviate significantly from the average values. For the Bluetooth device 
discovery protocol, this should not raise major concerns because the energy consumption is rather 
small. However, for other more energy-demanding protocols, such deviations could mean that there 
may be execution paths that will put a considerable strain on the battery life of the devices. 
Table IV  summarizes the main findings for this protocol case study. 
 
 
5.2.  IEEE 802.11 and IEEE 802.3 
 
For this case study, we considered the scenario where two stations are connected through IEEE 
802.11 and IEEE 802.3, respectively. We calculated the number of collisions and time needed until 
both stations managed to successfully transmit a packet, as a function of the exponent exp used in 
the backoff function of both protocols. 
Our results showed that for the IEEE 802.11 protocol, varying the exponent exp between 2 and 6 
does not significantly affect the number of collisions or the time needed for both stations to success- 
fully transmit a packet. As the exponent increases, there is a decrease in the number of collisions 
and an increase in the time needed; however, the variations are almost negligible, and for all values 
of exp, the average number of collisions is ""0.8, and the average time needed is ""2243 j-ts. For 
the IEEE 802.3 protocol, the same trends are observed as the exponent increases; however, in this 
case, there exists a noticeable variation, especially in the time needed. For exp D  2, the average 
 
 
Table IV. Summary of results for the Bluetooth device discovery protocol case study. 
 
Protocol Energy efficiency indicators Range of variable Observations 
parameters 
 
Bluetooth device   Energy consumption in None Master device consumes more energy 
discovery watt x time in master/slave   than the slave device. In master device, 
device until synchronization more energy is consumed in inquiry of 
frequencies between one mode. In slave device, more energy 
master and one slave device is consumed in inquiry-scan mode. In 
both devices, maximum energy 
consumption deviates significantly 
from average energy consumption 
  
   
Table VI. Number of messages sent. 
 
Maximum Average 
Total 53 35 
Node 1 14 9 
Node 2 14 8 
Node 3 14 9 
Node 4 14 9 
 
 
 
number of collisions and time needed is ""1.67 and ""2065 j-ts, respectively, whereas for exp D 6 
the corresponding values are ""1.64 and ""2608 j-ts. 
The results also showed that whereas for the IEEE 802.3 protocol the minimum and maximum 
expected values for these two indicators are close to their average, for the IEEE 802.11 protocol they 
vary significantly (e.g., from ""1325 j-ts minimum expected time to ""52,682 j-ts maximum expected 
time). This means that the IEEE 802.3 protocol is more predictable than IEEE 802.11 in terms of 
energy efficiency. It is also worth noting that the IEEE 802.3 protocol, despite the higher number of 
collisions compared with IEEE 802.11, requires in some cases less time—on average—to send the 
same amount of data because of its highest transmission speed and the setting of its parameters 
Table V  summarizes the main findings for this protocol case study. 
 
 
5.3.  Gossip protocol with peer sampling 
 
For the evaluation of the Gossip protocol with peer sampling, we used the same scenario as in [5] 
with a small network topology comprising of four nodes. As in [5], we considered the case that the 
size of view (that is, the number of other nodes each node keeps track of) is equal to 2, that all four 
nodes are initially in a ‘non-sending’ state, and that node 2 can be initially seen by the other three 
nodes but cannot see any of them. We modeled the possible system evolutions until the network of 
the four nodes becomes connected through the propagation of gossiping messages and the updating 
of the local views of the nodes, that is, until there are paths from every node to every other node 
(either direct or through other nodes). 
Table VI  summarizes the results regarding the maximum and average number of messages sent 
by each node and by the network as a whole, until the network becomes connected. 
As one can observe that the maximum number of messages sent by all four nodes is the same; 
the average numbers also closely match. This means that the Gossip protocol, at least in terms of 
number of packets sent and—consequently—in terms of the corresponding energy consumption, is 
fair among the four nodes and distributes the energy overhead evenly. 
 
 
Table V. Summary of results for the IEEE 802.11 and IEEE 802.3 protocols case study. 
 
Range of variable 
Protocol Energy efficiency indicators parameters Observations 
 
IEEE 802.11 and Primary indicator: Exponential backoff For IEEE 802.11, the exponent 
IEEE 802.3 number of collisions due ranging from 2 to 6 does not significantly affect the 
 to retransmissions until  number of collisions and the time 
 two stations successfully  needed. For IEEE 802.3, as the 
 send one packet; secondary  exponent increases, the number of 
 indicator: time needed until  collisions decreases, and the 
 two stations successfully  time needed increases. For 
 send one packet  IEEE 802.11, minimum and 
 maximum values deviate 
significantly from average values. 
For IEEE 802.3, minimum and 
maximum values almost match the 
average values. IEEE 802.3 is 
more predictable than IEEE 802.11 
with respect to energy efficiency 
Table VII. Summary of results for the Gossip protocol case study. 
 
 
 
Protocol Energy efficiency indicators Range of variable parameters Observations 
 
Gossip Number of messages sent None Maximum number of messages 
 in total and per individual  sent by each node is the same. 
 node until four nodes  Average number of messages sent 
 become connected  by each node is almost the same. 
 Gossip protocol is fair among the 
nodes with respect to energy 
related overhead 
 
 
Compared with, for example, the Bluetooth device discovery protocol (for the specific configura- 
tions used for these two case studies), the deviation of the maximum values from the average values 
is smaller, meaning that the Gossip protocol is more predictable and ‘smooth’ in terms of energy 
consumption. 
Table VII  summarizes the main findings for this protocol case study. 
 
 
5.4.  ZeroConf protocol 
 
For the evaluation of the ZeroConf protocol, we used a scenario where one new device tries to con- 
nect to a network of already connected devices and acquire a new unused IP address. As in [28], we 
considered as variables the number N of the already connected devices, to evaluate the performance 
of the protocol in very small to very big networks, and the packet loss rate PLR of the channel, to 
evaluate the performance in a variety of channel reliability conditions. For N , we considered the 
values 20, 1000 (as in [28]), and 10,000 (the last one is quite unlikely to occur in any practical sce- 
nario; we used it, however, to stress the protocol and observe its behavior in this extreme case). For 
PLR, we considered the values of 0.0, 0.01, and 0.1. 
As also shown in [28], despite the inherent redundancy of the protocol in terms of messages sent 
before the new device acquires a new address, when the medium is lossy, there always exists the 
chance that eventually the new device will pick an already used IP address. However, this is a very 
remote event with an average probability to happen ranging from ""10-8  to ""10-4  depending on 
the number of existing devices and the packet the loss rate of the medium. 
In our evaluation with respect to number of packets sent and received and time for the protocol to 
consider its operations completed, we observed that for each (N , PLR) pair, the minimum expected 
and maximum expected values derived from the MDP models do not differ significantly from each 
other and actually closely match the average values obtained when converting the model to a DTMC. 
This in principle means that the performance of the protocol is smooth along all possible resolutions 
of non-determinism, with no particular resolution of it (e.g., resulting from selecting a particular 
distribution for the packet transmission time) leading to some spike in the performance. As also 
the average values revealed, there does not exist any big deviation in the average performance for 
different (N , PLR) pairs; the average total number of packets sent during the whole process ranges 
from 6.00065 for .N , PLR/ D .20, 0.0/ to 6.4282 for .N , PLR/ D .10,000, 0.1/, and the average 
time for the protocol to complete its operations ranges from 13.0006 s for .N , PLR/ D .20, 0.0/ to 
13.4478 s for .N , PLR/ D .10,000, 0.1/. 
Table VIII  summarizes the main findings for this protocol case study. 
 
 
5.5.  Peer-to-peer BitTorrent-like protocol 
 
For the evaluation of the peer-to-peer protocol, we used a scenario where five new clients connect 
to a client that originally hosts a file split in N blocks, in order to download it. We set the download 
speed per block from each connected client to two blocks per time unit, and we experimented with 
the number K of allowed concurrent downloads per block and the file size. Table IX shows the aver- 
age time (in time units) for the whole download process to be completed for a file of N D 4, 5, 6, 7, 
and 8 blocks as a function of K . That is, the average time it took within the same ‘run’ for all five 
  
 
Table VIII. Summary of results for the ZeroConf protocol case study. 
 
Protocol Energy efficiency indicators Range of variable parameters Observations 
ZeroConf Primary indicator: number of Packet loss rate (PLR) of the Minimum and maximum values 
 packets sent until a new 
device acquires an IP 
medium: 0.0, 0.01, and 0.1; 
number of already existing 
for all (N , PLR) pairs 
do not vary significantly from 
 address; secondary 
indicator: time needed for 
devices: (N ) 20, 1000, 
and 10,000 
average values; no significant 
difference in values between 
 protocol termination  individual (N , PLR) pairs; 
ZeroConf protocol is smooth and 
   predictable in terms of 
   energy efficiency 
 
Table IX. Average time needed for the whole download process to be 
completed. 
 
N nK 2 3 4 
4 0.9626 0.7152 0.6132 
5 1.0185 0.7548 0.6461 
6 1.0642 0.7872 0.6728 
7 1.1029 0.8144 0.6952 
8 1.1364 0.8379 0.7164 
 
Table X. Average time needed for the whole download process as a 
function of block size. 
 
N nK 2 3 4 
4 big blocks 1.9251 1.4304 1.2265 
8 normal blocks 1.1364 0.8379 0.7164 
 
 
 
clients to download the file, representing therefore the average of the slowest download times among 
the five clients within each ‘run’. 
By examining each row, one can deduce that as the number of allowed concurrent downloads per 
block increases, the average time needed for the whole process to be completed decreases. More 
interestingly, by examining the columns, one can observe that as the file size increases, the average 
time needed also increases, not, though, proportionally with the file size. For example, for N  D 8 
and K  D 4, it takes 0.7164 time units on average for all clients to download the file, whereas for 
N D 4 (which corresponds to a file half the size of N D 8) and K D 4, it takes 0.6132 time units on 
average. These results suggest that this simple peer-to-peer protocol performs better for larger files. 
In order to see how the protocol would perform when trying to download a file of a certain size 
when the block size is changed, we rebuilt the model setting N  D 4 and the download speed per 
block from each connected client equal to one block per time unit. This would correspond to down- 
loading a file with size equal to the size of N D 8 in our original scenario, but split into blocks twice 
the size. Table X  shows the average time needed for download in this case. 
These results suggest that splitting the same file in more blocks of smaller size improves the down- 
load performance. To examine how fair the protocol is with respect to energy efficiency among the 
participating clients, we also calculated for our original scenario the average download time per 
client this time. As the results showed, individual average download times per client very closely 
match one another, which means that the protocol is fair with respect to energy efficiency among 
the participating clients. However, they are rather different from the results of Table IX, as Table XI 
shows. 
These results suggest that at each distinct ‘run’ of the scenario, individual clients do not finish 
simultaneously their downloads. Therefore, the average time needed for the whole download pro- 
cess to be completed is higher than individual average download times. This was also confirmed by 
having PRISM to calculate the average probability with which all five clients finish their individual 
Table XI. Average time needed for each client to complete the file 
 
 
 download.  
N nK 2  3 4 
4 0.5878  0.4675 0.4252 
5 0.6390  0.5045 0.4568 
6 0.6815  0.5349 0.4826 
7 0.7178  0.5607 0.5043 
8 0.7494  0.5905 0.5318 
 
 
 
downloads in time less than their individual average (as in Table XI) within the same ‘run’. This 
probability was less than 15% in all cases, meaning that indeed individual download times within 
the same ‘run’ can greatly vary among the participating clients. 
Table XII  summarizes the main findings for this protocol case study. 
 
 
 
5.6.  Discussion 
 
The reader may have already  noticed  that so far, we have applied  formal verification tools to 
rather small configurations. This is a consequence of the detailed nature of model checking that 
unavoidably leads to an issue known as state space explosion. 
However, even though the state space explosion problem unavoidably limits the size of the sys- 
tems that can be model checked, small systems can highlight interesting behaviors that may also 
occur in larger more realistic configurations [5] and any errors found in smaller systems will most 
likely persist in larger systems (because of the larger number of possible interactions  at larger 
systems, these errors are likely to be more frequent and severe). 
The scalability of this approach can be improved, in general, by omitting operations and features 
that are not of interest for the scenarios from the model and by ‘abstracting’ appropriately the oper- 
ations that need to be included in the model. It is also worth noting that there exist some proposals 
in the literature on how to scale the applicability of model checking by breaking down large systems 
into smaller ones, model checking the smaller systems, and combining the results to derive the cor- 
rectness (or faultiness) and properties of the larger system. This approach is known as compositional 
verification [32, 33]. Also, for larger systems, simulation runs—either using the simulation engine 
of PRISM or other stand-alone simulators, such as ns-2 [34] and the OPNET modeler [35]—can 
be used to verify and confirm whether the findings of model checking applied to smaller systems 
match the findings at larger, more realistic systems, with the degree of confidence that simulation 
tools allow for. 
 
 
 
Table XII. Summary of results for the BitTorrent-like protocol case study. 
 
Protocol Energy efficiency 
indicators 
Range of variable 
parameters 
Observations 
BitTorrent-like Time needed for five clients Concurrent allowed As file size increases, download 
protocol to complete a file download downloads per block time increases but not linearly. 
  (K ) 2, 3, and 4; 
file size in blocks 
As block size increases, 
download performance decreases. 
  (N ) 4, 5, 6, 7, 
and 8 
Individual download times per 
client closely match. Total 
 download time is considerably 
higher than individual 
download times; this means that 
within each ‘run’, individual 
download times can 
vary significantly 
  
 
 
6.  CONCLUSIONS AND FUTURE WORK 
 
In this work, we demonstrated that formal verification methods and tools can be used not only to 
assess the correctness of protocols in terms of absence of deadlock and livelock situations but also 
to build profiles of protocols and assess their performance in terms of metrics of interest. Formal 
verification as a methodology is generic enough and is therefore able to model protocol mechanisms 
operating at all layers, from the physical layer to the application layer. 
As we showed, through their use as ‘exhaustive’ simulation tools, they can allow for results to be 
derived with much higher degree of confidence than simulation tools and can also allow for identi- 
fying operations that, even though from a ‘correctness’ point of view are acceptable, may constitute 
bottlenecks in terms of the considered metrics. 
The metric we considered was energy efficiency, which, especially in mobile and wireless envi- 
ronments, is of significant importance. It is worth noting though that a similar approach can be 
followed  for other metrics  and not only for protocols  but for processes  in general,  using for- 
mal verification tools as performance evaluation tools, as long as protocols and processes can be 
described formally and as long as states and transitions can be associated with metric-related costs 
and rewards. Examples of such metrics can be packet loss, collisions/retransmissions,  delay, and 
various overheads associated with protocols’ and processes’ operations. 
In the future, we will attempt to fully exploit the capabilities of formal verification tools and 
derive distributions for energy consumption for each operation of the considered protocols as well 
as use conditional probabilities and counterexamples (also referred to as witnesses) in order to iden- 
tify and reason about the sequence of operations and possible patterns that lead to certain behaviors. 
We will also consider compositional verification in order to improve the scalability of this approach 
and perform similar analysis to more protocols. 
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