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Abst rac t - -Each  triangle of an arbitrary regular triangulation A of a polygonal region f~ in R 2 
is subdivided into twelve subtriangles by using three connecting lines joining three arbitrarily chosen 
points on its edges, three connecting lines from an arbitrarily chosen interior point in the triangle to 
its three vertices, and three connecting lines joining the points on the edges and the interior point. 
In this refinement /k of A, C 1 quadratic finite elements can be constructed. In this paper, we will 
give explicit B~ier coefficients of elements in terms of the parameters that describe function and first 
partial derivative values at vertices and values of the normal derivatives at vertices of subtriangles 
that lie on the edges of A. Consequently, the basis and approximation properties of C 1 quadratic 
spline space under refined grid partition/k can be found. Finally, we discuss the construction of C 1 
orthogonal scaling functions by using C 1 quadratic macroelements. © 2000 Elsevier Science Ltd. 
All rights reserved. 
Keywords - -c  1 quadratic macroelement, Generalized vertex spline, Bivariate spline space, C 1 or- 
thogonai multiresolution analysis, C 1 orthogonal scaling functions. 
1.  INTRODUCTION 
Let f~ be a simply connected region in R 2 whose boundary 0f~ is a simple closed polygonal Jordan 
curve. Also, let A be a regular triangulation of i), and by this, we mean that  the complement 
of A relative to f~ consists of a finite number of triangles such that  none of the vertices of any 
triangle lies on the edge of another triangle. For -1  _< r < d, where r and d are integers, 
S~(A) will denote the vector space of all functions in Cr(f~) whose restrictions on each triangular 
region of the partit ion A are polynomials of total degree at most d. The space S~(A) is called a 
bivariate spline space. We are interested in functions belonging to S~ (A) with smallest supports. 
For instance, for r = 1, d must be 4. If we wish to use the smallest degree d, which is 2, we 
may subdivide each triangle into 12 subtriangles by using three connecting lines joining three 
arbitrari ly chosen points on the edges of the triangle, three connecting lines from an arbitrari ly 
chosen interior point in the tr iangle to its three vertices, and three connecting lines joining the 
points on the edges and the interior point (cf. the middle triangle of Figure 1). Obviously, 
the chosen interior point must be inside the original triangle and the new subtriangle formed 
by connecting the points on the sides. Otherwise, more or less than 12 subtriangles may be 
produced. The refinement of A so obtained will be denoted by/~. In this paper, we will consider 
the spline space S~ (/~) and its basis in terms of generalized vertex splines. A generalized vertex 
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spline is a function in S~ (~) whose support contains at most one vertex of the original partition 
A in its interior. In order to find generalized vertex spline basis in $21(~), we will first construct 
C 1 quadratic twelve-subtriangular macroelement on each triangle of ~ by interpolating the data 
of the function values, the values of the first partial derivatives at three vertices of the triangle, 
and values of the normal derivatives at vertices of subtriangles that lie on the edges of A. Hence, 
we can express an explicit formulation of all generalized vertex splines in $21(/~) by displaying 
the B~zier coefficients of the polynomial pieces (i.e., macroelements) and show that they form a 
basis of S 1(/~). In addition, we will construct C 1 orthogonal scaling function by using generalized 
vertex spline in $21(~). 
/ 
Figure 1. Three C 1 quadratic macroelements. 
The first work on the C 1 quadratic macroelements belongs to Powell and Sabin [1]. They 
discussed the refinement by dividing each triangle in triangulation A into twelve triangles, using 
the three medians as shown in the right triangle of Figure 1. Some continuous related works can 
be found in [2] and [3]. Obviously, this type of macroelement is a special case of the macroelements 
discussed in this paper. Later, an example of application of the Powell-Sabin macroelements o
the approximate solution of the biharmonic equation was given by Oswald [4]. 
Another field for application of macroelements is Computer Aided Geometric Design (CAGD). 
It is well known that the generation of smooth surfaces that interpolate to prescribed values of 
a bivariate function at an arbitrary point set is one of the central topics in CAGD. Therefore, 
macroelements, uch as C 1 quadratic six-subtriangular macroelements, form an important role 
in CAGD. Following Cendes and Wong [5], each triangle of A is divided into six subtriangles, 
choosing an interior point in the triangle and connecting this point to the three vertices of the 
triangle and to the three interior points chosen in the three neighboring triangles, respectively (cf. 
the left triangle of Figure 1), yielding the refinement/~ of A, so that C 1 quadratic macroelement 
can be constructed by using the data of function values and values of the first partial derivatives 
at the three vertices of the triangle. The main problem about the C 1 quadratic six-subtriangular 
macroelement defined on a triangle is that it is dependent on the choice of the three interior points 
of the neighboring triangles. As for the applications of the continuous linear macroelements o
the construction of continuous orthogonal scaling functions, one can find it in [6,7]. 
The paper is organized as follows. In Section 2, we will discuss the construction of macroele- 
ments and their expressions in terms of their B~zier coefficients. In Section 3, we will study the 
generalized vertex spline basis of S~ (~) and its approximation properties. As an application of 
the generalized vertex splines in S~(~), C 1 orthogonal scaling functions will be constructed. 
2. CONSTRUCTION OF  MACROELEMENTS AND 
THEIR  B]~ZIER COEFF IC IENTS 
Consider the twelve-subtriangulation of the triangle T = (V1, V2, V3}, Vi = (ai,bi), i = 1, 2,3. 
Denote the arbitrarily chosen points on the edges V~Vj by Vii -- (aij, bij ), (i, j)  -- (1, 2), (2, 3), (3, 1), 
and the arbitrarily chosen interior point by V0 -- (ao, b0). We connect V0 with each vertex Vi, 
i = 1, 2, 3, and with each side point Vii, ( i , j )  -- (1, 2), (2, 3), (3, 1). And we also connect all two 
edge points of V12, V23, V31. This twelve subtriangulation is shown in Figure 2. 
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F igure  2. Twe lve -subt r iangu la t ion  on  T .  
vs 
The position of the edge point Vii can be determined by a real number AiJ, 0 < Aij < 1, such 
that 
y~j = ~,~ (yj  - v0  + y~. (1) 
Denote by Vk the point of intersection of the connecting lines VkVo and VkiVjk, where ( i , j)  = 
(2, 3), (3, 1), and (1,2), and k is the complement of {i, j} relative to {1, 2, 3}. Thus, we can write 
vk  = ak (Yki - Y~k) + Yjk, (2) 
where 
ak  - -  a jk  ak  - -  ao  
bk-b jk  bk bo ~k = (3) 
ak i  - -  a jk  ak  - -  ao  I ' 
bki -b jk  bk bo I 
and ( i , j ,k)  = (2,3,1),(3,!,2),(1,2,3). Note that 0 < ~k < 1, k = 1,2,3. 
Next, we consider the construction of piecewise C 1 quadratic polynomial functions on the 
triangle T under subtriangulation shown in Figure 2. The derivatives along the normal direction 
of the edge V~Vj at the point Vii are given by 
Pl = Dklf(V12), P2 = Dk2f(V23), P3 = Dksf(V31), (4) 
where kl = (bl - b2, a2 - al), k2 = (b2 - b3, a3 - a2), k3 = (b3 - bl, a, - a3). The function values, 
the values of the first partial derivatives with respect o x and y at the vertex V/, are denoted 
by di, mi and ni, respectively, i.e., 
d ,=f (VO,  m,=~xf (V  O, n i=~yf (V~) ,  i = 1,2,3. (5) 
As usual, a quadratic polynomial defined on a triangle (A, B, C / can be expressed in terms of 
its B6zier coefficients ai, and the barycentric oordinate system (x, y) = ulA + u2B + u3C as 
follows: 
2! 
p(x,y) = Z ~y. . ,  (6) 
i 
i l l=2 
where i (il, i2,i3), u (ul,u2,u3), i! il!i2[i3[, and u i il i2 ~3 ~_ ~-~ ~ __-- U 1 U 2 U 3 •
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Figure 3. C 1 quadratic twelve-subtriangular macroelement. 
In Figure 3, we express explicitly all the B6zier coefficients of the C 1 piecewise quadratic 
twelve-subtriangular macroelement defined on T. 
It is clear that  
#ii = di, i = 1, 2, 3. (7) 
In the following, we always set (i, j )  = (1, 2), (2, 3), (3, 1), and k is the complement of {i, j} relative 
to {1, 2, 3}. By applying the connection between B~zier coefficients and boundary derivatives, we 
may express the values of 7ij and r/ij in terms of di, mi and ni, i = 1, 2, 3, as follows: 
1 14. 7,5 = di + ~Vf ( i )  (Vii - Vi), (8) 
and 
~ij = dj + 2Vf(Vj)(V/ j  - Vj), (9) 
where Vf(Vj)  = (mi,ni) ,  i = 1,2,3. 
By appealing to coplanarity of B~zier control panels to achieve C 1 continuity at point V~ 
and Vii, respectively, we immediately have 
6k = Cek"/ki + (1 -- ak)~Tjk (lo) 
and 
#ij = (1 - Aij)7ij + Aij~j 
= (1 - Aij) di + Aijdj + AO (1 - AO) (11) 2 [v / (vo  - v / (v j ) ]  (vj - v , ) ,  
where ak, k = 1, 2, 3, are given by equation (3) and A, ( i , j )  -- (1, 2), (2, 3), (3, 1), are given by 
equation (1). If 
v/(y~j) = ~ (y~j), ~ (y,~) 
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can be found, then similar to (8) and (9), 
aij = #ia + ~V f 
O~ a = #~3 + 1V f 
and 
(V/j) (Vi - V/a), (12) 
(V/j) (V a - V/j), (13) 
13ij -- #ia + 1Vf  (V/ j )  (Vo - V/a). (14) 
By using the C 1 continuity at Vk, k = 1,2, 3, we obtain 
Tk = akCtki + (1 -- ak)Ojk (15) 
and 
¢k = ~k~k~ + (1 - ~k)~ak. (16) 
Finally, noting the coplanarity of the Bdzier control panel at the center interior point, we have 
that/~ij, ~i,P forms a plane. Thus, 
p = ~(~12 Jr- f~23 -1- f]31) Jr" ~a(3ao  -- a12 --  a23 -- a31)  n u b(3bo - b12 - b23 - b31),  (17)  
where (ao, bo) = Vo, (aij, bij) = V/j, and 
fh2 - ¢h3 
~23 -- ]331 a- - -  
a12 -- a23 
a23 -- a31 
a12 -- a23 
a23 631 b= 
a12 -- a23 
a23 a31 
Hence, in order to find ~ij, 0ia, J3ia, Ti, #i, and p, 
b12 -- b2a 
b23 b31 
b12 - b23 I' 
b23 - b31 I 
f~12 -- ]323 
~2s ~al 
b12 - b23 } " 
b23 bal I 
it is sufficient o find 
Of Of ) 
V f (Via) = -~x (Vii), ~y (Vii) . 
By appealing to the connection between Bdzier coefficients and boundary derivatives, we have 
(18) 
= 2Aia (di - dj) + Aia [AiaVI(V/) + (1 - Aij) V/(Vj)] (V / -  Vj). 
Thus, Vf(v/a), (i,j) = (1,2), (2,3), (3, 1), satisfy 
(ai - a a) L f  (V/j) + (bi - by) Of  y (V~a) = 2Dv,-v~jf (Vq), 
(19) 
D 
(bi - ba) ~--2f (Vii) - (hi - aj) ~-~ f Oy (V~a) = Pi. 
Solving (19), we obtain 
of(Ha) !l-2D~-v, jf(Y,a) ba-bi I
Ox -= ~2j p, aj a~ ' 
Of(Via) = 7vl laj-aibi b a -2Dy'~-~Jf(Via) I 
Oy ~ia Pi ' 
where gia = Izi - zal = v/(ai - aj) 2 + (bi - ha)2, (i, j) -- (1,2), (2, 3), (3, 1). 
(20) 
(21) 
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We summarize the previous results in the following theorem. 
THEOREM 1. Let T be a triangular egion with vertices V1 = (al, bl), V2 = (a2, b2), aald V3 = 
(a3, b3), and let f E CI(T), and the restrictions o f f  on the twelve subtriangles shown in Figure 2 
be bivariate quadratic polynomials. Then, the B&ier coe~cients of these polynomials hown 
in Figure 3 are uniquely determined in terms of the parameters di, mi, ni, and Pi, i = 1, 2, 3, 
by (z)-(17), where Vf(V~j) are given by (20) and (21). 
3. GENERALIZED VERTEX SPLINE BASIS IN SI(&) 
Obviously, interpolations shown in Theorem 1 reproduce quadratic polynomials; i.e., they 
possess approximation order three. If the normal derivatives pi at V/j, i, j = 1, 2, 3, are not given, 
then the interpolation s possesses approximation order three if and only if 
Dk,,s (Vii) = aijDk,,f(Vi) + (1 - aij) Dk,,f(Vj), 
for (i , j) = (1, 2), (2, 3), and (3, 1), where k~j are normal vectors at V/j. 
Let fl be a bounded simply-connected polygonal region in R 2 and A a regular but otherwise 
arbitrary triangulation of ft. We denote the vertices and edges of A by 111 = (a l ,b l ) , . . . ,  
Vn -- (an, bn) and e l , . . . ,  e~, respectively, where both interior and boundary vertices and edges 
are enumerated. 
Subdivide ach triangle in A into twelve triangles by using ~ points on the edges e l , . . . ,  e¢ as 
shown in Figure 2, yielding a triangulation/~ which is refinement of the partition A of ft. We 
are interested in studying the bivariate C 1 quadratic spline space $21(/~) of functions in Cl(f~) 
whose restrictions to each triangular subregion with respect o the triangulation/~ are functions 
in rr 2, the collection of bivariate polynomials of total degree at most two. For each j = 1, . . . ,  (, 
let Wj denote an arbitrarily fixed point of the edge ej of the original triangulation A. Consider 
an arbitrary spline function f in S 1(~). Let pj denote the "normal derivative" of f at Wj in a 
direction normal to ej. For consistency, we may pick the direction to be 
(22) 
with p < q, where Vp = (~ap,~) and Vq = (~J,~) are the end-points of the edge ej. In addition, 
let 
d~=f(V~), m~=~xf(V~),  n~ = ~yf(V~), 
i = 1 , . . . , r  b Since the values di, mi, ni, and pj, i = 1,... ,7/ and j = 1, . . . ,~,  uniquely 
determine f on each triangle of the partition A of fl, and hence on all of fl, it follows that the 
dimension of the spline space S~ (~) is 
dim S2~ (&) = 3r/+ ~. (23) 
In fact, a basis 
{&,T ,U ,E¢  : i = 1, . . . ,~, j = 1, . . . ,~} (24) 
of S21(A) is obtained by defining 
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(S~(Vk),O&(vk),~SdVk)) = (~k,O,O) ,  
Dk~Si (Wj) = O, 
(Ti(Vk),~-~Ti(Vk),~-~Ti(Vk)) = (0, 5ik,{~), 
DkjTi (Wj) = O, 
(U~(Vk),~U,(Vk),~yU,(Vk)) = (0 ,0 , ' , k ) ,  
DkjUi (Wj) = O, 
i,k = 1,...,~h 
i = 1, . . . ,~,  and j = 1, . . . ,~,  (25) 
i ,k = 1,. . . ,~, 
i = 1,. . . ,r / ,  and j = 1, . . . ,~,  (26) 
i ,k = 1,...,77, 
i = 1, . . . , rh and j = 1, . . . ,~,  (27) 
and 
(Ej(Vk),-~xEj(Vk),-~uEj(Vk)) = (0,0,0), k= l  . . . .  ,~/, and j  = 1, . . . ,~,  
DkeEj(We) = ~je, j , t  = 1,. . .  ,~. (28) 
Here, 5ik is the Kronecker delta and kj is defined in (22). It is clear that the collection (24) is a 
linearly independent set in S~(/~). Hence, by (23), it is a basis of $1(/~). 
Another important observation is that the functions in (24) have "smallest" supports in the 
sense that each Ej has minimal support, and if f E S~(A) has support properly contained in 
suppSi, suppTi, or suppUi, then f must be in the span of {Ej : j = 1,. . .  ,~}. Hence, we have 
obtained the following result. 
PROPOSITION 2. Let A be an arbitrary (regular) triangulation with ~1 vertices and ~ edges where 
both interior and boundary vertices and edges are counted, and let A be the refinement of A by 
subdividing each triangle of A into twelve triangles hown in Figure 2. Then, the bivariate spline 
space S~(A) has dimension 3~ + ~, and a basis of S~(~) is given by the collection (24). 
Thus, C i interpolation by quadratic macroelements a shown in Theorem 1 is identical to 
interpolation by using the basis (24) of S 1 (/~); i.e., we obtain the following C 1 interpolation for 
the given data: 
] 
'= j-----1 
Naturally, we need to estimate the approximation order of interpolation (29), i.e., the approxi- 
mation order of the interpolation by the C 1 quadratic twelve-subtriangular macroelements. We 
have the following result. 
THEOREM 3. For any f E C3(f~), the interpolation s(f) defined by (29) reproduces all the 
bivariate quadratic polynomials f .  In particular, 
- _ - -  ~ 4M~ 3, (30) 
where 5 is the maximum length of all edges of A, 5 is the minimum length of MI edges of iX, and 
I I I  I I I  III M =[[D 3f[[ = max {[[f~xxl[, [[f~xu[[, [[f~u[], [[fvuyll }" 
PROOF. For any (x, y) ~ f~, there exists a triangle T = (V1,112, V3), Vk = (ak, bk), k = 1, 2, 3, 
such that (x,y) ~ T. For f e CS(f~), we denote 
p(x,y) = ~-~-~. (x - -a l )  +(y -b l )~ Y(al,bl). 
£=0 
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Then, it follows from the remainder in the bivariate Taylor expansion of f(x,y) at (al, bl), for 
all (x, y) E T, 
3.' [ CO ~y]3 1[  cO~.~x3f(a,b ) [f(x,y)-p(x,y)]= 1 (x_al)_~x+(Y_bl) f(a,b) <_-~ 53 
Ox~Oyf(a, b) + cO3 (31) 
where (a, b) is a point between point (al, bl) and point (x, y). 
Also, for all (x, y) E T, 
Of  y) 1 ~X 3 ]  ~X(-P) (X,  =~ [(x-al) ff-O+(Y-bl) ff---y] f(a,b) 
03 COa 
1 3(x - al)2-~x3f(a,b) +6(x - al)(y - bl)o--~yf(a,b ) <_-g 
COa 
+3(y - bl)20--~y2f(a, b)] _< 2M52. 
Similarly, 
Thus, 
~---~(f -p)(x,y) <_ 2M52. 
IDkj(f -- P)(x,y) I = IV(f - p)(x,y)kyl < 4M53, 
where kj is defined by (22). Now, we estimate 
Is(f)(x, y) - f(x, Y)I <- Is(f)( x, Y) - s(p)(x, y)] + If(x, y) - p(x, Y)I, 
for all (x, y) E T. 
]s(f)(x, y) -- s(p)(x, y)] = ]s(f -- p)(x, Y)I 
-< x r [(f  - pl(V )S,(x, y) 
( ,u)~ 
0 cO f p)(Vi)Ui(x,y)] +-~x (f -p)(V~)Ti(x,y) + ~y ( - 
+ (x,y)eTE Dkj(y-p)(Wj)Ej(x,y) 
<- 4/53 E IS~(x'Y)I +2M52 E 
(x,y)ET (x,y)ET 
+ 2M52 E 
(x,y)ET 
IU~(x,y)] + 4M5 3 
ITi(x,y)l 
E ]Ej(x, ylJ. 
(x,y)eT 
From (6), we have 
IP(X'Y)t < m~ xlai] E 2!-i _ ~u = maxl ai]" 
l l J=2  
C a Quadratic Macroelements 103 
Thus, substituting (25)-(28) into the B~zier coefficient expressions in Theorem 1, respectively, 
we obtain 
2v/~5 2
ISi(x,y) <_ 1 + ~-----ff--, 
]T~(x,Y)I, tU~(x,y) -2  + <  -15 v~63~'---'7-' 
and 
,/5~ 2 
[Zj(x,y) <_ 2~ 2 , 
where 5 is the smallest length of all edges of A. It follows immediately that 
]s(f-p)(x,y)l<_4M53.3 1+ ] +2M52.3 + ~  
+2M52.3 ~ + +4M63.2 2~ 2 
= + 52 ] 
Hence, 
[s( f ) (x,y) f (x,y) ,<(9+lO~-~252 ) 4 (~ 10~22252 ) - _ 4M53+ M53= + 4M53. 
This completes the proof of Theorem 3. | 
4. C 1 ORTHOGONAL SCAL ING FUN(~TIONS 
Following the definitions and notations given by Donovan et al. [6,7], if there is some set of 
compactly supported scaling functions whose lattice translates form an orthogonal basis of V0, 
L 2 closure of the span of the lattice translates of the scaling functions, then we call the corre- 
sponding multiresolution a alysis (MRA) (Vp) an orthogonal MRA. If V0 is a space of continuous 
functions or C 1 (continuous) functions, then (Vp) is called a continuous MRA or a C 1 (contin- 
uous) MRA, respectively. In order to show the scheme for constructing C 1 orthogonal scaling 
functions from the set {Si} given in Section 3, we make use of the same triangulation i  the 
two-dimensional example shown in [7]. Before discussing the example, we establish the following 
lemma. 
LEMMA 4. Let P,~(x) = ~--~lil=n ai¢~(u) and Qn(x) = ~--~lil=n b iCn(u)  be two polynomials in tile 
barycentric oordinate system defined on a triangle T in R 2, where x = (x, y), ¢~(u) = (n!/i!)u i,
U : (U l ,U2,  U3), i = (il,i2, i3), andj = (jl,j2,j3). Then, 
(PmQ'~)-- (2n+2)---------w. VT Z Z aibj  ~-J (32) 
lil=n Ijl=n 
where VT is the volume of triangle T and (i+j) = (q+jl) (i2÷j:] (i3+ja] ". il ] \ ~2 ] ~ i3 ] " 
PROOF. By using the transform from the Cartesian coordinate system to the barycentric coor- 
dinate system, we have 
/T  . (n!)2 ~01 l -u1  i ,+ j ,  (P,~,Q~) = P~(x)Q,~(x)dx= 2VT Z Z a io j~  [ u 1 
li[= n [jl= n JO 
X U 2i2+j2[1~± -- Ul -- U2) 2n- ( i1+j l ) - ( i2+j2)  dUl  du2.  
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From the last integral and the definitions of B functions and F functions, we immediately obtain 
equation (32). 
Let L E R 2 be the lattice generated by the vectors el = (1, 0) and e2 = (1/2, v/-@2). Let T 
denote the triangle with vertices 0, el, and e2, and 2b the triangle with vertices el, e2, and el +e2. 
Let r be the reflection across the common edge of T and %b. Let A be triangulation consisting of 
the lattice translates of T and T. Let h denote the generalized vertex spline function S, defined 
in equations (25), with interior vertex 0. Then, h satisfies a refinement equation with respect o 
L for dilation factor four. Similar to the scheme given in [7], we will construct a C 1 orthogonal 
MRA (~rp) of L 2 (3 E with dilation factor four by adding to V0 a C 1 scaling function w that is 
supported on T U 2b, where E is the linear space of all C 1 functions with partial derivatives of 
zero at all vertices of A. Hence, following [7], we also define 
w= E hou i , j+s  E wou i j+t  E woroui , j ,  (33) 
(i,j)EQ (i,j)eQ' (i,j)EQ" 
where u i j  (x) = 4x - iel - je2, 
Q={(1,1) , (1 ,2) , (2 ,1)} ,  
Q'={(0,0) , (0 ,1) , (1 ,0) , (0 ,2) , (1 ,1) , (2 ,0) , (0 ,3) , (1 ,2) , (2 ,1) , (3 ,0)},  
Q"={(0,0) , (0 ,1) , (1 ,0) , (0 ,2) , (1 ,1) , (2 ,0)}.  
and 
We now try to find the unknowns s and t defined in (33). Let Ti,j(x) = x - /e l  - je2, go = 
hXT, gl = h o TI,0XT, and g2 = h o TO3XT, where )CT denotes the characteristic function on T. 
Thus, from [7] and noting the symmetry of w and h, we have that (Vp) will be orthogonal if 
( I  - P~)go 3_ (I - P~)gl, where Pw is the orthogonal projection onto the space spanned by w, 
or equivalently, 
(go, gl} - (go, w} 2 (34) 
(w,w} 
holds. 
To solve equation (34) for unknowns and t, we need the expression of h. From Theorem 1 
and noting the symmetry of the macroelements, we obtain the following B~zier coefficients of h; 
/ t l l :  ")'12 : o'1 : 7731 = 1, a12 = 71 = 031 = 5/8, #12 = /t31 -~- /~12 : /~31 : ~1 = 1/2, 
012 = a31 = 3/8, 02 = 03 = 1/4, T2 = T3 = 3/16, p = 1/3, and other coefficients of h are zeros. 
Then, by using Lemma 4, we may have 
(h, 1) v/3 {h, h) - 14v~ 17v/3 (35) 
= -2- '  45 ' (go,g1) - 1080" 
Following the process provided in [7, Section 5], we have 
(w, 1}= E (hou~,j,1}+s E (wou~,j,1}+t E 
(i,j)eQ (i,j)eQ' (ij)eQ" 
= ~6(3(h, 1} + 2(5s + 3t)(w, 1)). 
(w o r o ui,j, 1) 
Solving for (w, 1), we obtain 
3(h, 1) 
{w,  1) = 2(8  - 5s  - 3 t ) "  (36) 
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Similarly, 
<~,~> = Z <hou,,j,,hou,,~>+2~ ~ Z 
(i',j')eQ (i,j)EQ (i',j')eQ' (i,j)eQ 
+2t ~ Z <~o~o~,j,,ho~,,j>+s2 
(e,j')eQ" (ij)eQ 
+t2 E (worou i , j ,worou i , j>  
(ij)~Q" 
(w o u~,,j,, h o u~j> 
(wou, j,wou~,j) 
(i,j)EQ' 
= 116 (3{h,h) + 12(go,g1} + 2s (i',j')eQ'E (ij)eQE (w, hoTi_i,,j_j,> 
= L (3<h, h> + 12(go, g1> + 2(9s + 7t)<~, go> + 2 (5s 2 + 3t 2) <~,~>). 
16 
Solving the above quation gives 
<w, w> = 3(h, h> + 12<go,g1> + 2(98 -{- 7t)<w, go> 
2(8 - 5s  2 - 3t 2) 
Since XT = go + gl + g2, from (36) 
1 I> = <h,l> 
<w, go> = ~<w, 2(8 ---5s-- 3t)" 
Hence, 
3(h, h> + 12(g0,gl) + [(9s + 7t)(h, 1)]/(8 - 5s - 3t) 
<w,  w)  = 2(8  - 5s  2 - 3t 2) 
Substituting the above expressions of (w, g0> and (w, w) into equation (34) yields 
(go, gl) 3(h, h> + 12(g0, gl) + [(9s + 7t)/(8 - 5s - 3t)](h, 1> = (h, 1) 2 (37) 
2 (8 -  5s 2 - 3t 2) 4 /8 -  5s -  3t) 2' 
where the inner product values are given by (35). In order for w to be C 1 continuous, we look 
for solutions with ]st, Itl < 1/4. For instance, in equation (37), setting s = t and substituting 
into the expressions given by (35), we may solve s = t = 1586/14411. Hence, the C 1 orthogonal 
scaling functions ¢1, ¢2, and ¢3 can be expressed as follows: 
¢2 ~ W, ¢3 ~ W or,  
and ¢1 can be the result of projecting w, wo~-_l,o, wor0,_l, woroT-1,0, wOrOTO,--1, WOTOT--1,--1. 
In particular, ¢IXT = go -- ((go, w> / (w, w, > )w. 
Following the above procedure, we may construct C 1 orthogonal MRA(I)p) of L 2 with respect 
to lattice L by finding multiscaling functions from Si, Ti, V~, and Ej, i = 1,....~, j = 1,. . .  ,~. 
Similar to the definition of orthogonal MRA, we can define biorthogonal multiresolution analyses 
as follows. If there are two sets of compactly supported scaling functions whose lattice translates 
form Riesz bases of Vo and V0, respectively, which are L 2 closures of the spans of the lattice 
translates of the scaling functions in two sets, respectively, and these two sets of scaling functions 
are biorthogonal, then we call the corresponding multiresolution analyses (MRA) (Vp) and l/p 
biorthogonal MRA. Some work regarding macroelements and constructions of biorthogonal MRA 
and corresponding biorthogonal wavelets can be found in [8]. 
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