Abstract. In [21] the second author showed how Katsura's construction of the C * -algebra of a topological graph E may be twisted by a Hermitian line bundle L over the edge space E 1 . The correspondence defining the algebra is obtained as the completion of the compactly supported continuous sections of L. We prove that the resulting C * -algebra is isomorphic to a twisted groupoid C * -algebra where the underlying groupoid is the Renault-Deaconu groupoid of the topological graph with Yeend's boundary path space as its unit space.
Introduction
Graph algebras have been the object of much research in operator algebras over the last twenty years or so. Various generalizations have also been introduced and studied by numerous authors. These include higher-rank graph algebras introduced by Pask and the first author (see [15] ); topological graph algebras due to Katsura (see [8] ); C * -algebras arising from topological quivers due to Muhly and Tomforde (see [22] ); and topological higher-rank graph algebras due to Yeend (see [30, 33, 34] ). These generalizations have significantly broadened the class of C * -algebras brought into focus. Twisted versions of these C * -algebras have also been proposed and studied recently. Twisted higher-rank graph algebras were introduced in [18, 19] where the twisting is determined by a T-valued 2-cocycle. Deaconu et al. studied the cohomology of a groupoid determined by a singly generated dynamical system and the associated twisted groupoid C * -algebras (see [4] ). Twisted topological graph algebras which generalize both Katsura's topological graph algebras and the twisted groupoid C * -algebras investigated in [4] were introduced by the second author in [21] .
Katsura's topological graphs may be regarded as an abstract dynamical representation of a Pimsner module (see [23] ). The class of topological graph algebras have potential application to the classification of C * -algebras because many properties of topological graph algebras may be inferred from properties of the underlying graphs. Moreover, topological graphs provide models for many classifiable C * -algebras. Indeed, topological graph algebras include all graph algebras, all crossed products of the form C 0 (T )⋊ α Z (see
Three Equivalent Definitions
In this section, we recall the notion of twisted topological graph algebras introduced by Li in [21] and also give other equivalent descriptions of this type of C * -algebras. Now we introduce the construction of twisted topological graph algebras from different point of views. Our construction involves C * -correspondences and Cuntz-Pimsner algebras (see [13, 20, 23, 24, 26] , etc).
Let E be a topological graph, let N = {N α } α∈Λ be an open cover of E 1 , and let S = {s αβ ∈ C(N αβ , T)} α,β∈Λ be a 1-cocycle, which is a collection of circle-valued continuous functions such that s αβ s βγ = s αγ on N αβγ . Suppose that x, y ∈ α∈Λ C(N α ) satisfy x α = s αβ x β and y α = s αβ y β on N αβ . Define [x|y] ∈ C(E 1 ) by
[x|y](e) = x α (e)y α (e), if e ∈ N α .
By [21, Definition 3.2], define
For x, y ∈ C c (E, N, S), α ∈ Λ, f ∈ C 0 (E 0 ), and for v ∈ E 0 , define
(f · x) α := (f • r| Nα )x α ; and x, y C 0 (E 0 ) (v) := s(e)=v
[x|y](e).
By [21, Theorem 3.3] , C c (E, N, S) is a right inner product C 0 (E 0 )-module with an adjointable left C 0 (E 0 )-action, and its completion X(E, N, S) under the · C 0 (E 0 ) -norm is a C * -correspondence over C 0 (E 0 ). We denote O(E, N, S) the Cuntz-Pimsner algebra of X(E, N, S) (see Notation 3.1) .
Let E be a topological graph and let p : L → E 1 be a Hermitian line bundle. Then each fibre has a one-dimensional Hilbert space structure conjugate linear in the first variable, and the map {(l 1 , l 2 ) ∈ L × L : p(l 1 ) = p(l 2 )} → C by sending (l 1 , l 2 ) to l 1 , l 2 p(l 1 ) is continuous. For two continuous sections x, y of L, there is a continuous function [x|y] : E 1 → C by [x|y](e) := x(e), y(e) e . Define C c (E, L) to be the set of all continuous sections x satisfying that [x|x] ∈ C c (E 1 ). Then C c (E, L) has a natural vector space structure. For x, y ∈ C c (E, L), f ∈ C 0 (E 0 ), e ∈ E 1 , and for v ∈ E 0 , define (x · f )(e) := x(e)f • s(e); (f · x)(e) := f • r(e)x(e); and x, y C 0 (E 0 ) (v) := s(e)=v
It is straightforward to check that C c (E, L) is a right inner product C 0 (E 0 )-module with an adjointable left 
Then C e c (B) is a right inner product C 0 (E 0 )-module with an adjointable left
the Cuntz-Pimsner algebra of X(E, B) (see Notation 3.1).
Proposition 2.2. Let E be a topological graph, let N = {N α } α∈Λ be an open cover of E 1 , and let S = {s αβ ∈ C(N αβ , T)} α,β∈Λ be a collection of circle-valued continuous functions such that for α, β, γ ∈ Λ, s αβ s βγ = s αγ on N αβγ . Define a Hermitian line bundle over E 1 by (with the projection map p)
Then X(E, N, S) and X(E, L) are isomorphic as C * -correspondences over C 0 (E 0 ).
Proof. We define a map Φ :
= (e, x α (e), α), for all x ∈ C c (E, N, S) and for all e ∈ N α . It is straightforward to check that Φ preserves C 0 (E 0 )-valued inner products and module actions. So there exists a unique extension of Φ to X(E, N, S) which preserves C 0 (E 0 )-valued inner products and module actions. We still denote the extension by Φ. Fix α 0 ∈ Λ, and fix x ∈ C c (E, L) such that supp([x|x]) ⊂ N α 0 . By a partition of unity argument, it is sufficient to show that x is in the image of Φ. Let f be the composition of x| Nα 0 and the projection from N α 0 × C × {α 0 } onto C. Then f ∈ C 0 (N α 0 ). As in [21, Page 5] , there exists (x α ) ∈ C c (E, N, S), such that
It is straightforward to check that Φ(x α ) = x and we are done.
Proposition 2.3. Let E be a topological graph, let N = {N α } α∈Λ be an open cover of E 1 , and let S = {s αβ } α,β∈Λ be a 1-cocycle relative to N. Let B := ∐ α∈Λ (N α × T)/(e, z, α) ∼ (e, zs αβ (e), β) be the corresponding principal circle bundle. Then X(E, N, S) and X(E, B) are isomorphic as C * -correspondences over C 0 (E 0 ).
Proof. We denote the projection by p : B → E 1 . We define a map Φ : C c (E, N, S) → X(E, B) by Φ(x)(e, z, α) := zx α (e), for all x ∈ C c (E, N, S) and for all (e, z, α) ∈ B. It is straightforward to check that Φ preserves C 0 (E 0 )-valued inner products and module actions. So there exists a unique extension of Φ to X(E, N, S) which preserves C 0 (E 0 )-valued inner products and module actions. Let Φ also denote the extension. Fix α 0 ∈ Λ and x ∈ C e c (B) with p(supp(x)) ⊂ N α 0 . By a partition of unity argument, it is sufficient to show that x is in the image of Φ. Let f be the composition of the continuous local section s α 0 : N α 0 → B satisfying that s α 0 (e) := (e, 1, α 0 ) and x. Then f ∈ C c (N α 0 ). By the construction in [21, Page 5] , there exists (y α ) ∈ C c (E, N, S), such that
It is straightforward to check that Φ(y α ) = x and we are done.
Remark 2.4. In [21] , X(E, N, S) is called the twisted graph correspondence and the CuntzPimsner algebra O(E, N, S) is called the twisted topological graph algebra. By Propositions 2.2, 2.3, any form of X(E, N, S), X(E, L), X(E, B) can be used as the definition of the twisted graph correspondence, and any form of
can be used as the definition of the twisted topological graph algebra.
In this paper, we call X(E, B) the twisted graph correspondence associated to E and B, and we call O(E, B) the twisted topological graph algebra.
Twisted Topological Graph Algebras
In this section, we recap the terminology of topological graphs from [8] and recall some fundamental results about twisted topological graph algebras from [21] .
Let E be a topological graph. 
endowed with the subspace topology of the product space
, which is a continuous map. Define s n : E n → E 0 by s n (µ) := s(µ n ), which is a local homeomorphism. Define a topological graph E n := (E 0 , E n , r n , s n ). Define the finite-path space E * := ∞ n=0 E n with the disjoint union topology. Define a continuous map r :
, and define a topological graph E * := (E 0 , E * , r, s). Define the infinite path space
Define the range map r : E ∞ → E 0 by r(µ) := r(µ 1 ). Denote the length of a path µ ∈ E * ∐ E ∞ by |µ|. In discussing Cuntz-Pimsner algebras associated with correspondences we follow the conventions of [13] and [24, Chapter 8] .
Notation 3.1. Let E be a topological graph and let p : B → E 1 be a principal circle bundle. Let φ :
for all x, y ∈ X(E, B), f ∈ C 0 (E 0 ). In this case there exists a unique homomorphism
. The representation (ψ, π) is said to be universal covariant if for any covariant representation (ψ ′ , π ′ ) of X(E, B) into a C * -algebra C, there exists a unique homomorphism h :
The C * -algebra generated by the images of a universal covariant representation of X(E, B) is called the Cuntz-Pimsner algebra associated to E, B; it is denoted by O(E, B). 
) by precompact open s-sections with local sections {ϕ i :
, and a finite collection
Finally, we recall some operations on a principal circle bundle from [4] . Let T, T 1 , T 2 be locally compact Hausdorff spaces and let p : 
Define a principal circle bundle over T 1 × T 2 by
Inductively, for n ≥ 1, we obtain a principal circle bundle B ⋆n over n i=1 T . Notice that the restriction bundle of B ⋆ B to T is isomorphic to the product bundle T × T by sending
Boundary Paths
Yeend in [33, 34] gave a notion of boundary paths for topological k-graphs which include topological graphs. Webster in [32] provided an alternative approach to define boundary paths of a directed graph. In this section we give a definition of boundary paths of a topological graph which is a generalization of Webster's definition, and we will prove that our definition of boundary paths of a topological graph coincides with Yeend's.
Definition 4.1. Let E be a topological graph. Define the set of boundary paths to be 
An infinite path µ ∈ E ∞ is called a boundary path in the sense of Yeend if for any m ≥ 0, for any compact set K ⊂ E * such that r(K) is a neighborhood of r(µ m+1 ) and K is exhaustive for r(K), there exists at least one path in the set {r(µ m+1 ), µ m+1 , µ m+1 µ m+2 , . . . } lying in K.
A finite path µ ∈ E * is called a boundary path in the sense of Yeend if for any 0 ≤ m ≤ |µ|, for any compact set K ⊂ E * such that r(K) is a neighborhood of r(µ m+1 ) and K is exhaustive for r(K) if m < |µ|, or that r(K) is a neighborhood of s(µ) and K is exhaustive for r(K) if m = |µ|, there exists at least one path in the set
Denote by ∂ Y E the set of all boundary paths in the sense of Yeend.
Remark 4.3. We explain Definition 4.2 in a more elementary way. Let E be a topological graph and let µ ∈ E * ∐ E ∞ . Let µ ∈ E ∞ . Then µ ∈ ∂ Y E if and only if for m ≥ 0, and for a compact subset K ⊂ E * satisfying both of the following conditions (1) r(K) is a neighborhood of r(µ m+1 ), (2) for λ ∈ E * with r(λ) ∈ r(K) there exists α ∈ K such that λ = αβ or α = λβ, there exists at least one path in the set {r(µ m+1 ), µ m+1 , µ m+1 µ m+2 , . . . } lying in K.
Let µ ∈ E * . Then µ ∈ ∂ Y E if and only if for 0 ≤ m ≤ |µ|, for a compact subset K ⊂ E * satisfying both of the following conditions
* with r(λ) ∈ r(K) there exists α ∈ K such that λ = αβ or α = λβ, there exists at least one path in the set {r(
Proof. Fix m ≥ 0, and fix a compact subset (2) of Remark 4.3 and by the assumption, there exists
Thus we obtain a sequence of finite paths (α n ) ∞ n=1 contained in K whose lengths are not bounded. However, the length of paths in K is bounded since K is compact in E * . So we get a contradiction. Hence there exists at least one path in the set {r(µ m+1 ),
Proof. First of all, suppose that µ ∈ ∂E. Then s(µ) ∈ E 0 sg . We split into two cases. Fix 0 ≤ m < |µ|, and fix a compact subset
fin . By Condition (4) of Remark 4.3 for any net (e a ) a∈A ⊂ r −1 (U), there exist a net (λ a ) a∈A ⊂ N and a net (β a ) a∈A ⊂ E * , such that λ a e a β a is a path for a ∈ A, and (λ a e a β a ) a∈A ∈ K. So there exists a convergent subnet of the net (e a ) a∈A because K is compact. Since (e a ) a∈A is arbitrary, r −1 (U ) is compact. On the other hand, since s(µ) / ∈ E 0 fin , r −1 (U) is then not compact. Hence we deduce a contradiction. Therefore there exists at least one path in the set {r(µ m+1 ), µ m+1 , . . . , µ m+1 · · · µ |µ| } lying in K.
is an open neighborhood of s(µ), there exists v ∈ s(N) \ r(E 1 ). Then there exists λ ∈ N such that s(λ) = v. So r(λ), λ m+1 , . . . , and λ m+1 . . . λ |µ| / ∈ K. However, since v / ∈ r(E 1 ), there exists at least one path in the set {r(µ m+1 ), µ m+1 , . . . , µ m+1 · · · µ |µ| } lying in K, which is a contradiction. Hence there exists at least one path in the set {r(µ m+1 ), µ m+1 , . . . , µ m+1 · · · µ |µ| } lying in K.
Now fix m = |µ|, and fix a compact subset K ⊂ E * satisfying Conditions (3), (4) Let E be a topological graph and let µ ∈ E * ∐ E ∞ . From now on, whenever we say µ is a boundary path we mean that µ is a boundary path in the sense of Definition 4.1 unless specified otherwise.
Since the product topology on E ∞ may not be locally compact in general it is not obvious how to endow the boundary path space ∂E with a locally compact Hausdorff topology. In [33, 34] Yeend defined such a topology on the boundary path space of a topological higher rank graph. So using the identification of Proposition 4.6, we can endow the boundary path space ∂E with the locally compact Hausdorff topology used by Yeend.
The following definition is a slight modification of [33, Proposition 3.6] for topological graphs.
Definition 4.7. Let E be a topological graph. For a subset S ⊂ E * , denote by Z(S) := {µ ∈ ∂E : either r(µ) ∈ S, or there exists 1 ≤ i ≤ |µ|, such that µ 1 · · · µ i ∈ S}. We endow ∂E with the topology generated by the basic open sets Z(U) ∩ Z(K) c , where U is an open set of E * and K is a compact set of E * .
It follows now using the identification of ∂ Y E with ∂E above that ∂E is a locally compact Hausdorff space. One verifies that E 0 sg is a closed subset of ∂E; that Z(U) is open for every open subset U ⊂ E * ; and that Z(K) is compact for every compact subset K ⊂ E * .
Lemma 4.8. Let E be a topological graph. Fix a sequence (µ (n) ) ∞ n=1 ⊂ ∂E, and fix µ ∈ ∂E. Then µ (n) → µ if and only if
Conditions (1)- (2) are straightforward to verify. Suppose that |µ| < ∞. We may assume that |µ| ≥ 1. Fix a compact set
c of µ. Case 1: |µ| = ∞. It is straightforward to check that there exists N ≥ 1 such that
|µ|+1 ∈ K ′ } is finite by Condition 3, we deduce that there exists
It follows from Lemma 4.8 and [33, Proposition 3.12] that the topology on the boundary path space given in Definition 4.7 agrees with the topology on the boundary path space given in [33, Proposition 3.6].
Factor Maps
In this section, we recall the notion of factor maps between topological graphs introduced by Katsura in [9, Section 2]. Our definition of factor maps is a special case of Katsura's (see Remark 5.2).
Moreover, the factor map is called regular if m 0 (F 
Remark 5.3. Our definition of factor maps is indeed a special case of the one defined by Katsura in [9] . In our case, we can extend m 0 continuously to the one-point compactification of F 0 by sending ∞ to ∞, and extend m 1 in the same way. Then we get a factor map in the sense of [9, Definitions 2.1, 2.6].
The proofs of the following two propositions are similar to [9, Propositions 2.9, 2.10]. Consequently we just state these results without proofs.
be a regular factor map from F to E, let n = (n 0 , n 1 ) be a regular factor map from G to F , and let p E : B E → E 1 be a principal circle bundle. Denote by p F : B F → F 1 the principal circle bundle which is the pullback of B E by m 1 , and denote by p G : B G → G 1 the principal circle bundle which is the pullback of B E by m 1 • n 1 . We have the following.
(
is a regular factor map from G to E. 
Twisted Groupoid C * -algebras
In this section, we deal with groupoids and groupoid C * -algebras (see [27] ). From now on we assume that all the topological spaces are second countable; and that all the locally compact groupoids are second-countable locally compact Hausdorff groupoids. A locally compact groupoid is said to beétale if its range map is a local homeomorphism.
Definition 6.1 ([14, Remark 2.9]). Let Γ be anétale groupoid, and let Λ be a locally compact groupoid. Suppose that Γ and Λ have a common unit space Γ 0 . We call Λ a topological twist over Γ if there is a sequence of groupoid homomorphisms
(1) i is a homeomorphism onto p −1 (Γ 0 ); (2) p is a continuous open surjection and admits continuous local sections; and (3) λi(z, s(λ))λ −1 = i(z, r(λ)), for all z ∈ T, and all λ ∈ Λ.
By [14, Remark 2.9], we are able to define a free and proper circle action on Λ by z · λ := i(z, r(λ))λ. The quotient space Λ/T is homeomorphic to Γ via the identification map [λ] → p(λ). Since p admits continuous local sections, p : Λ → Γ can be regarded as a principal circle bundle. For u ∈ Γ 0 , we have r −1 (u) is a discrete subset of Γ because r : Γ → Γ 0 is a local homeomorphism. Since p : Λ → Γ is a principal circle bundle and since r −1 (u) = p −1 (r −1 (u)), we get r −1 (u) is a disjoint union of circles. So there is a natural measure on r −1 (u) and Λ has a left Haar system {µ u } u∈Γ 0 (see [14, Page 252]). The convolution product (see [27, Page 48]) of C * (Γ, Λ) is given as follows. For f, g ∈ {f ∈ C c (Λ) : f (z · λ) = zf (λ) for all z ∈ T}, we have
is constant on each fibre p −1 (γ) and so
where γ → λ γ is any section of p.
Remark 6.3. It follows from [4, 28] that there is an injective homomorphism π :
Now we start to look at the groupoid induced from a singly generated dynamical system (see Page 2) and investigate its topological twists. 
Define the unit space Γ 0 := {(t, 0, t) : t ∈ T }. For (t 1 , n, t 2 ), (t 2 , m, t 3 ) ∈ Γ(T, σ), define the multiplication, the inverse, the source and the range map by (t 1 , n, t 2 )(t 2 , m, t 3 ) := (t 1 , n + m, t 3 ); (t 1 , n, t 2 ) −1 := (t 2 , −n, t 1 ); r(t 1 , n, t 2 ) := (t 1 , 0, t 1 ); s(t 1 , n, t 2 ) := (t 2 , 0, t 2 ).
Define the topology on Γ(T, σ) to be generated by the basic open set
The Renault-Deaconu groupoid Γ(T, σ) is anétale groupoid. We give the characterization of convergent nets in Γ(T, σ). Fix ((t 1,α , n α , t 2,α )) α∈A in Γ(T, σ), and fix (t 1 , n, t 2 ) ∈ Γ(T, σ).
we have (t 1,α , n α , t 2,α ) → (t 1 , n, t 2 ) if and only if t 1,α → t 1 , t 2,α → t 2 , and there exists α 0 ∈ A such that whenever α ≥ α 0 , we have n α = n, t 1,α ∈ dom(σ
Lemma 6.5. Let Z be a locally compact Hausdorff space, let {Z n } n≥1 be a countable open cover of Z, and let {p n : B n → Z n } be a family of principal circle bundles. Suppose that for n, m ≥ 1, there exists a homeomorphism h n,m : p Proof. It is straightforward to verify.
Next we generalize [4, Theorem 3.1] so that it applies to partial local homeomorphisms and not just local homeomorphisms. The proof is similar. Theorem 6.6. Let T be a locally compact Hausdorff space, let σ : dom(σ) → ran(σ) be a partial local homeomorphism, and let p : B → dom(σ) be a principal circle bundle. Denote by j : dom(σ) → Γ(T, σ) the embedding such that j(t) = (t, 1, σ(t)). Then there
Proof. For k 1 , k 2 ≥ 1, we have a principal circle bundle B ⋆k 1 ⋆ B ⋆k 2 over (
, and similarly we get principal circle bundles Λ k,0 over Γ k,0 and Λ 0,k over Γ 0,k .
Moreover, we may identify Γ 0,0 with T via the homeomorphism ι 0,0 : Γ 0,0 → T . Denote by Λ 0,0 the trivial principal circle bundle T × T over T .
as follows. For (b 1 , . . . , b l 1 
It is routine to show that h (l 1 ,l 2 ),(k 1 ,k 2 ) is a homeomorphism; its inverse is given by
where j := l 1 − k 1 = l 2 − k 2 ; note that the formula does not depend on the choice of the c i . The formulas above give homeomorphisms for all k 1 , k 2 , l 1 , l 2 ≥ 0 with
It is straightforward to check that for
. By Lemma 6.5, we may construct a locally compact Hausdorff space Λ n for n ∈ Z by
Observe that Λ := n∈Z Λ n is a locally compact Hausdorff space which we may view as a circle bundle over Γ(T, σ) with bundle map
. Now we endow Λ with a groupoid structure. We define the range and source maps r, s :
It is straightforward to check that Λ is a locally compact groupoid under these two operations with the unit space Λ 0 which is homeomorphic to Γ 0 . Define i : Γ 0 × T → Λ to be the embedding such that its image is Λ 0,0 . Define p ′ : Λ → Γ(T, σ) in the obvious way. Then Conditions (1)- (3) of Definition 6.1 follow. The rest of the proof is straightforward.
By arguing along the lines of [4, Theorem 3.1] it can be shown that the topological twist Λ in the above theorem is unique.
The following theorem is a generalization of [4, Theorem 3.3] . In particular, we consider partial local homeomorphisms instead of local homeomorphisms. Theorem 6.7. Let T be a locally compact Hausdorff space and let σ : dom(σ) → ran(σ) be a partial local homeomorphism. Define a topological graph E := (T, dom(σ), id, σ). Fix a topological twist
Denote B := j * (Λ). Then the twisted topological graph algebra O(E, B) is isomorphic to the twisted groupoid C * -algebra C * (Γ(T, σ), Λ).
Proof. Denote Q : T × Γ 0 → T the natural projection. We may identify B = j * (Λ) with (p ′ ) −1 (j(domσ)) which is a clopen subset of Λ. Let x be an equivariant complex-valued continuous function with compact support on B; then using the above identification and extending by zero yields an equivariant complex-valued continuous function with compact support on Λ which we denote by ψ(x). It is straightforward to check that this yields a linear map ψ. Let π : C 0 (T ) → C * (Γ(T, σ), Λ) be the injective homomorphism as described in Remark 6.3.
Fix two equivariant complex-valued continuous function with compact support x, y on B, fix h ∈ C c (T ), and fix λ ∈ Λ. Let λ ∈ B and write p(λ) = (t, 1, σ(t)). Then
. Now let λ ∈ p −1 (T 0,0 ) and write p(λ) = (t, 0, t). By Condition 1 of Definition 6.1, λ = i(z, t). As in the convolution formula following Definition 6.1 where (e, 1, σ(e)) → λ e is a section of p over the image of j we compute
Hence ψ is bounded with the unique extension ψ to X(E, B E ), the twisted graph correspondence over C 0 (T ) obtained as the completion of the equivariant complex-valued continuous functions with compact support on B; moreover, (ψ, π) is an injective representation of X(E, B E ) in C * (Γ(T, σ), Λ). Now we prove that (ψ, π) is covariant. By Definition 2.1, we have E 
. Fix a nonnegative function f ∈ C c (dom(σ)) such that σ| supp(f ) is injective and there is a continuous local section ϕ : supp(f ) → B. In order to prove that (ψ, π) is covariant, it is enough to show that ψ (1) (φ(f )) = π(f ). By [26, Lemma 4.63(c) ], there exists a unique continuous map τ :
It is straightforward to check that x is an equivariant continuous function with compact support on B, and φ(f ) = Θ x,x . Fix λ ∈ p −1 (T 0,0 ) and write p(λ) = (t, 0, t) ∈ supp(f ). Then
The existence of a T-action β on C * (Γ(T, σ), Λ) such that β z (π(f )) = π(f ) and β z (ψ(x)) = zψ(x) for all z ∈ T, f ∈ C 0 (T ) and x ∈ L B follows by arguing as in [27, Proposition II.5.1]. It is straightforward to show that the C * -algebra generated by the images of ψ and π exhausts C * (Γ(T, σ), Λ). Therefore by the gauge-invariant uniqueness theorem (see [13, Theorem 6.4] ), the twisted topological graph algebra O(E, B) is isomorphic to the twisted groupoid C * -algebra C * (Γ(T, σ), Λ).
Twisted Groupoid Models for Twisted Topological Graph Algebras
In this section, we prove our main theorem. 
Let E be a topological graph and let p : B → E 1 be a principal circle bundle. We get a principal circle bundle Q * (p) : 
, and let (j X, E , j A, E ) be the universal covariant representation of X( E, Q * (B)) in O( E, Q * (B)). We next apply Proposition 5.4 to obtain a homomorphism h : O(E, B) → O( E, Q * (B)).
Lemma 7.4. With notation as above the pair (r, Q) defines a regular factor map from E to E. And the pair
Proof. By Lemma 7.3 (r, Q) defines a factor map from E to E. Note that
and so E Proof. Since h is injective by Lemma 7.4 we need only show that h is surjective. It is sufficient to prove that the image of h contains the images of j X, E and j A, E . Firstly we show that the image of h contains the image of j A, E . By the Stone-Weierstrass Theorem, we only need to prove that for each µ ∈ ∂E there exists f ∈ C 0 (∂E) satisfying f (µ) = 0 and j A, E (f ) ∈ h(O(E, B)), and that the image of h separates points of ∂E.
Fix µ ∈ ∂E. By the Urysohn's Lemma, there exists f ∈ C 0 (E 0 ) such that f (r(µ)) = 1. (E, B) ), and r * (f )(µ) = f (r(µ)) = 1. Now we prove that h separates points of ∂E. Fix distinct µ, ν ∈ ∂E. Case 1. r(µ) = r(ν). Take an arbitrary f ∈ C 0 (E 0 ) such that f (r(µ)) = f (r(ν)). Then (E, B) ), and r * (f )(µ) = r * (f )(ν). Case 2. µ ∈ E 0 sg , ν / ∈ E 0 sg , and r(ν) = µ. Take a precompact open s-section U of ν 1 which admits a local section ϕ : U → B. Take an arbitrary x ∈ C e c (p −1 (U)) such that x does not vanish on the fibre p −1 (ν 1 ). Define f :
= j A, E (f ) (By the covariance of (j X, E , j A, E )).
Notice that f (µ) = 0 and f (ν) = 0. Case 3. r(µ) = r(ν), µ, ν / ∈ E 0 sg , µ 1 = ν 1 . Take a precompact open s-section U of ν 1 which does not contains µ 1 and admits a local section ϕ : U → B. Take an arbitrary (E, B) ). Notice that f (µ) = 0 and f (ν) = 0.
Case 4. |µ| = n ≥ 1, |ν| ≥ n + 1, and µ = ν 1 · · · ν n . For 1 ≤ i ≤ n + 1. Take a precompact open s-section U i of ν i which admits a local section ϕ i : U i → B. Take an arbitrary x i ∈ C e c (p −1 (U i )) such that x i does not vanish on the fibre p −1 (ν i ). Define
Take a precompact open s-section U i of ν i which admits a local section ϕ i :
Take a precompact open s-section U n+1 of ν n+1 which does not contain µ n+1 and admits a local section
Therefore we deduce that the image of h separates points of ∂E, and that the image of h contains the image of j A, E . Now we show that the image of h contains the images of j X, E . Fix x ∈ C e c (Q * (B)). Take a finite cover {U i } n i=1 of (Q • Q * (P ))(supp(x)) by precompact open s-sections such that for each i there exists a local section ϕ i : U i → B. Take a finite collection {h i } n i=1 ⊂ C c (E 1 ) such that supp(h i ) ⊂ U i , n i=1 h i = 1 on (Q • Q * (P ))(supp(x)). Since each ((Q • Q * (P )) * (h i ))x ∈ C e c (Q * (B)) and n i=1 ((Q • Q * (P )) * (h i ))x = x, we may assume that (Q • Q * (P ))(supp(x)) is contained in a precompact open s-section U which admits a local section ϕ : U → B.
Take an arbitrary y ∈ C So Q * (y) · f = x and we finish proving the claim. Hence h(j X (y))j A, E (f ) = j X, E (Q * (y))j A, E (f ) = j X, E (x).
Therefore the image of h contains the image of j X, E because we just showed that the image of h contains the image of j A, E . We are done.
Recall that by Lemma 7.1, the shift map σ is a partial local homeomorphism on ∂E.
Definition 7.6. The boundary path groupoid of a topological graph E is defined to be the Renault-Deaconu groupoid Γ(∂E, σ) (see Definition 6.4).
Theorem 7.7. Let E be a topological graph and let p : B → E 1 be a principal circle bundle. Let Q * (p) : Q * (B) → ∂E \ E 0 sg be the pullback bundle of B by Q. Denote by j : ∂E \ E 0 sg → Γ(∂E, σ) the embedding such that j(eν) = (eν, 1, ν) for all e ∈ E 1 , ν ∈ ∂E with s(e) = r(ν). Let Λ be the topological twist Λ over the boundary path groupoid Γ(∂E, σ)
such that j * (Λ) ∼ = Q * (B) (see Theorem 6.6). Then O(E, B) is isomorphic to the twisted groupoid C * -algebra C * (Γ(∂E, σ), Λ).
Proof. The result follows directly from Theorems 6.7, 7.5.
Example 7.8. In 1989 Rieffel introduced quantum Heisenberg manifolds D c µ,ν , where µ, ν ∈ R and c ∈ N as key examples of his deformation quantization theory (see [31] ). Work of Abadie et al. (see [1] ) showed that each quantum Heisenberg manifolds D c µ,ν is isomorphic to a twisted topological graph C * -algebra O X(E,L) (without using the language of topological graphs) with E 0 = E 1 = T 2 , r = id, s is translation by a parameter depending on µ, ν ∈ R and L is a Hermitian line bundle determined by the integer c. Kang et al. (see [7] ) proved that D c µ,ν is a twisted groupoid C * -algebra. . It is straightforward to check that Λ is a locally compact groupoid under these two operations with the unit space Λ 0 which is homeomorphic to Γ 0 . Define i : Γ 0 × T → Λ to be the embedding such that its image is Λ 0,0 . Define p ′ : Λ → Γ(T, σ) in the obvious way. Thus Λ is the desired topological twist in Theorem 6.6.
In [7] Kang et al. constructed Λ by using cocycles for the case when σ is a homemorphism and T is a compact metric space.
