The performance of single-server queues with independent interarrival intervals and service demands is well understood, and often analytically tractable. In particular, the M/M/1 queue has been thoroughly studied, due to its analytical tractability. Little is known, though, when autocorrelation is introduced into interarrival times or service demands, resulting in loss of analytical tractability. Even the simple case of an M/M/1 queue with autocorrelations does not appear to be well understood. Such autocorrelations do, in fact, abound in real-life systems, and worse, simplifying independence assumptions can lead to very poor estimates of performance measures. This paper reports the results of a simulation study of the impact of autocorrelation on performance in a FIFO queue. The study used two computer methods for generating autocorrelated random sequences, with different autocorrelation characteristics. The simulation results
INTRODUCTION
Most queuing models assume that customer interarrival times, service demands, and routing probabilities are independent, each being modeled as a renewal process (see, e.g., [Kell79] ). These assumptions lead to models that are easy to simulate, and under suitable restrictions are analytically tractable. Unfortunately, these models are often poor representations of real-life systems where correlations do, in fact, abound. A case in point is the emerging technology of broadband ISDN (Integrated Services Digital Networks) which promises to be an important application domain for analysis of autocorrelated traffic. In particular, emerging transport mechanisms such as ATM (Asynchronous Transfer Mode) are slated to carry a broad mix of packet (cell) traffic, ranging from data to voice and video. File transfers and full motion video frames are known to be extremely bursty, and consequently the induced autocorrelations in arrival streams coupled with the enormous speeds of transmission are going to aggravate the problems of congestion control at the nodes and bandwidth allocation on the links.
Various studies have found that models that do not take autocorrelation into account can predict overly optimistic performance measures, such as line lengths and waiting times. Some representative references are now briefly surveyed.
Perhaps the earliest work on non-renewal queuing is due to J. Th. Runnenburg, some thirty years ago. Waiting time behavior is investigated in [Runn61] for a simple integer-valued Markovian arrival process offered to an exponential renewal server. A 2-state special case appears in [Runn62] , where the waiting time distribution is studied, parameterized by the first autocorrelation; the difference relative to renewal arrivals (Poisson traffic) is also illustrated. Recently, [Tin85] investigated the queue size and waiting time processes in a queuing system with independent exponential services and gamma interarrival intervals with a particular Markovian structure (see also references therein). More recently, [Patu93] studied queuing behavior engendered when Markov renewal traffic is offered to an exponential renewal server. A popular scheme is described in [Heff86] , where the autocorrelations are generated by a Markov Modulated Poisson Process. This model has been widely used in telephony-based modeling to characterize source models of voice traffic. [Jaco80] analyzes a single-server queue with arrivals and services generated by a mixed exponential autoregressive moving average (EARMA) scheme. The arrival and service processes are positively autocorrelated and cross-correlated, and the performance measures are approximated under heavy traffic conditions. Another heavy traffic study of a single queue with correlated arrivals and services is reported in [Fend89] . This paper introduces a three dimensional measure called the Index of Dispersion for Intervals (IDI) which captures the variability of arrivals and services induced by autocorrelation and cross-correlation. A recurrent theme in these papers is the dramatic degradation of performance induced by increasing correlations.
In this paper we report the results of a study in which we investigate the impact of autocorrelated interarrival intervals and autocorrelated service demands on the performance of a single-queue singleserver system under a variety of traffic loads. The study was motivated by two objectives: to profile the sensitivity of queuing models to the assumption that interarrival intervals and service demands are independent random variables, and to understand the power of correlated variates as a modeling tool that can capture the behavior of a broader range of systems including bursty arrival streams (see [Heff73, Heff80] ).
Our study is in the same vein as [Runn61, Runn61, Jaco80, Tin85, Fend89] in that it investigates a single server queue with exponential autocorrelated interarrivals and services. In effect, we start with an M/M/1 queue and study the mean waiting time performance as autocorrelations are increasingly injected into arrivals and services, but cross-correlations are kept at zero. Our study confirms the heavy traffic results in [Fend89] but it goes beyond those results to show the dramatic effect of correlations even in light and moderate traffic scenarios. We also conclude that positive autocorrelations always lead to degraded performance (in our case, mean waiting times), but the effect of negative correlations is not clear cut; its effect is a more complicated function of the autocorrelation function, at least when successive autocorrelations alternate in sign.
Since analytical methods can only handle the analysis of quite restricted classes of autocorrelated time series, we used simulation to generate the results presented in this paper. We implemented two different methods for generating autocorrelated random sequences: the TES (Transfer-Expand-Sample) method [Mela91, Jage92, Jage92a] and the Minification method [Lewi91] . These methods give rise to the same marginal distribution, but their resultant autocorrelation functions have very different functional forms; more specifically, the autocorrelation tail of the Minification method decays to zero much faster than its TES counterpart. Furthermore, Minification generates monotone decreasing autocorrelation functions, whereas TES can generate both monotone and oscillatory ones. We, therefore, argue that our conclusions are more robust with respect to dependence, since obviously the autocorrelation structure does not generally determine the joint probability law of a stochastic process. Both generation methods were subsequently integrated with the DeNet simulation environment (see [Livn88] ). This enabled us to generate autocorrelated variates with a wide variety of marginal distributions and autocorrelation structures, and to use them in simulation experiments.
The rest of this paper is organized as follows: Section 2 overviews the notions of correlation and autocorrelation. Section 3 describes briefly TES methods and Minification methods. Sections 4, 5 and 6 present qualitative descriptions of autocorrelation in the arrival process, in the service process and in both the arrival and service processes, respectively. Section 7 summarizes the results of a simulation study of the impact of autocorrelation on the waiting times of a FIFO server. Finally, Section 8 contains our conclusions and a brief discussion of our ongoing work in the area of autocorrelated queuing.
THE NOTIONS OF CORRELATION AND AUTOCORRELATION
The central theme of this paper is the effect of autocorrelation on performance measures in a queuing context. We, therefore, begin with a brief explanation of correlation and related concepts, mostly at an intuitive level.
Correlation is a measure of linear dependence between random variables (variates). The correlation coefficient ρ X, Y of real variates X and Y is defined by:
where σ X and σ Y are the standard deviations of X and Y, respectively (we assume, of course, that the standard deviations and expectations are finite). Note that ρ X, Y = ρ Y, X and that ρ X, X = 1, whereas ρ X, −X = −1. Operationally, suppose we sample pairs ( x n , y n ) from the joint distribution of X and Y. Under positive correlation, large values of x n will tend to occur with large values of y n , and small x n with small y n (variation in the same direction). When the pairs ( x n , y n ) are plotted in two dimensions, the human eye can discern a linear ascending pattern in the resulting picture (called a scattergram). Conversely, under negative correlation, large values of x n will tend to occur with small values of y n , and small x n with large y n ; the resulting scattergram will then show a descending linear pattern. In the absence of correlation, any linear pattern vanishes and the scattergram looks like a random cloud or blob.
Consider now a stationary, real-valued time series { X n }, n = 0, . . . , ∞, in discrete time. By stationarity, the pairs ( X n , X n+τ ) have the same distribution as ( X 0 , X τ ). The autocorrelation function ρ X ( τ ) is the correlation coefficient of X 0 and X τ , that is,
where µ X is the common mean and σ X 2 the common variance of the X n . The argument τ is called the lag, since it denotes the time separation between the variates X 0 and X τ . Each number ρ X ( τ ) is referred to as the lag-τ autocorrelation. In particular, ρ X ( 0 ) = 1, always.
The notion of autocorrelation can help describe visual properties of time series. For example, if X n is the n-th interarrival interval in an arrival process, then positive autocorrelations will tend to create alternating runs of short interarrival intervals and long interarrival intervals. Visually, the former would correspond to arrival bursts, whereas the latter would appear as light traffic periods.
METHODS FOR GENERATING AUTOCORRELATED VARIATES
Since analytical methods can only handle the analysis of quite restricted classes of autocorrelated time series, the need arises to supplement analytical methods with simulation. This in turn calls for devising computer methods for generating autocorrelated variates with a wide variety of marginal distributions and autocorrelation structures. In this section we briefly review two methods for generating autocorrelated variates with exponential marginals. Both methods are quite general in that they give rise to uniform variates which are then transformed to other distributions (in our case to exponentials) using the inversion method (see [Devr86, Brat87] ). The methods surveyed are TES (Transform-Expand-Sample) methods, and Minification/Maxification methods. The reader is referred to [Mela91, Jage92, Jage92a, Lewi91], and to references therein for a survey on recent work in this area.
TES Methods
Throughout this paper, { Z n } will denote a sequence of i. The definition of { U n + } is given recursively by
The sequence { U n − } is defined in terms of { U n + } by
Since both { U n + } and { U n − } have uniform marginals, they can be transformed to a wide variety of other marginal distributions via the inversion method. More specifically, let D (x) be a mapping from [0, 1] to the reals, referred to as a distortion. In particular, to obtain Exponential( λ ) marginals (where λ is the reciprocal of the mean), the proper distortion is
then the sequence { X n }, where X n = D( U n ) will be Exponential( λ ). The Laplace-Stieltjes Transform of
For representing the autocorrelation functions, it is more convenient to switch from the ( L, R ) parametrization to the equivalent parametrization ( α, φ ), where
The common variance of the X n + and X n − is denoted by σ X 2 , and √ −1 = i. It can be shown that the autocorrelation function of { X n + } has the representation
and for { X n − } we have the representation
(see [Jage92] for details).
Both autocorrelation representations, as well as the generation algorithms of { U n + } and { U n − }, are amenable to fast numerical computation on a computer. One advantage of TES methods is that they give rise to autocorrelation functions with various shapes. In particular, whenever φ = 0, the resultant autocorrelation function is monotone decreasing to zero in τ; however, for φ ≠ 0, one gets an oscillatory autocorrelation function in τ with envelopes that converge to zero.
Minification/Maxification Methods
The class of Minification and Maxification methods is described in [Lewi91] . These methods derive their name from the mathematical operations of obtaining the minimum (or maximum) of a set of real numbers. Minification/Maxification methods are parametrized by a single parameter C > 1. The corresponding sequences, denoted respectively by { U n min } and { U n max }, are both Uniform(0,1).
The Minification sequence { U n min } is defined recursively by
Its autocorrelation function has a particularly simple form
The maxification sequence { U n max } is defined recursively by
with a somewhat more complicated autocorrelation function
Observe that Minification/Maxification methods give rise to autocorrelation functions which are strictly monotone decreasing in the lag τ; to obtain corresponding autocorrelation functions with alternating signs, we use the even/odd scheme of (3.2). Minification/Maxification methods are easily implemented on a computer, but they have a considerably higher time complexity than TES methods. This is due to the division and power operations required in their recursive definitions.
In our study we used Minification because it is faster than Maxification. The Uniform(0,1) sequence { U n min } was then transformed to an exponential sequence through the logarithmic distortion D (x) as described in the previous section. However, in the absence of formulas for the autocorrelation function of transformed Minification sequences, their autocorrelations can be engineered by trial and error.
Method Comparison
The TES method and the Minification method can generate time series with exponential and other marginals and a predefined lag-1 autocorrelation. Apart from these common properties, each time series will have different temporal characteristics as a consequence of the generation method. Specifically, although both methods give rise to autocorrelation functions with magnitudes decaying to zero, the decay rates may differ considerably. Note that a time series { X n } with a rapid decay isolates the effect of ρ X (1) on performance measures, while a time series with slow decay incorporates the effect of the higher lag autocorrelations on those measures. 
AUTOCORRELATED INTERARRIVAL INTERVALS
In this section we use three sample paths generated by TES methods to present a qualitative description of the impact autocorrelated interarrivals have on the arrival process. Using TES methods with φ = 0, we generated sample paths for arrival processes with positive and negative ρ a (1), where the subscript 'a' stands for arrival; in a similar vein, ρ s (1) denotes the lag-1 autocorrelation in a service process 1 (the subscript 's' stands for service). Interarrivals intervals in all cases follow a marginal exponential distribution with rate λ. TES was also used to generate sample paths for a Poisson process by selecting ρ a (1) = 0.0. We point out that for α = 1, TES generates independent variates (zero autocorrelations, for all τ). From this point on, we will use the term autocorrelated to mean that the autocorrelations are not identically zero for all lags. observe that the arrival pattern within an interval has a more regular appearance than the independent case.
As expected, positive autocorrelation increases the likelihood that successive interarrival times will have similar durations. There is, however, a significant difference between the first and second interval.
Whereas in the case of independent arrivals the two intervals have about the same number of arrivals, for ρ a (1) = 0.8 the first interval has almost twice as many arrivals as the second interval. Note that the number of arrivals in both intervals is much smaller than 100, which is the expected number of arrivals in 100 time units. One can thus expect that for ρ a (1) = 0.8, the number of arrivals in some intervals would be much larger than 100, and the resulting effect is one of burstiness.
Before we shift our attention to the case where ρ a (1) = −0.5, we point out that the smallest attainable ρ a (1) for an exponentially distributed variable is about −0.62. Therefore, ρ a (1) = 0.0 can be viewed as located about midway between ρ a (1) = −0.5 and ρ a (1) = 0.8. As in the case of positive autocorrelation, for ρ a (1) = −0.5, the arrival pattern has a more regular appearance than in the independent case.
Here the pattern involves consecutive interarrival times of alternating length: long, short, long, short ... As can be seen from that for ρ a (1) < 0.0, the workload will be less bursty than the independent case. We do not, in fact, observe such a difference in Figure 4 .3. Although we note a larger number of consecutive intervals with above/below average workload for ρ a (1) = −0.5 as compared to the independent case, the workload remains in the same narrow band straddling the average. In order to capture the impact of negative autocorrelation on workload burstiness, smaller intervals have to be considered. 
AUTOCORRELATED SERVICE DEMANDS
The trends identified in the previous section regarding the impact of autocorrelations on the arrival process are also valid for the service process. We would expect, however, to see a qualitative difference in the impact that positive autocorrelation in service demands has on the workload. A sequence of small (large) interarrival intervals has an opposite effect on the workload than a sequence of small (large) values of service demands. Small interarrival intervals increase the rate of workload arrivals, whereas small service demands increase the rate of workload disposals. Since the median of an exponential distribution is significantly smaller than the average, sequences of small values are likely to have a more profound impact on the workload than sequences of large values. For ρ s (1) = 0.8 (the upper part of Figure 5 .1), three phases can be discerned in the sample path. At first, service demands are low; then comes a subsequence of high service demands which is followed by another subsequence of low service demands. Such a pattern is not present in the other two sample paths. Negative autocorrelation does, however, introduce phases in the envelope bounding the service demands. compute the workload we assumed that interarrival intervals were independently drawn from an exponential distribution with rate 0.5.
When compared to the sample paths presented in Figure 4 .3, the sample path of the workload process with positively autocorrelated service demands is more bursty than its independent counterpart. It is, how- ever, less bursty than the workload generated by an arrival process with ρ a (1) = 0.8. We observe shorter periods of heavy workload and smaller amplitudes in the case of positively autocorrelated service demands, as compared to positively autocorrelated interarrival intervals.
AUTOCORRELATED ARRIVALS AND SERVICES
Having gained a measure of qualitative understanding of how autocorrelation in interarrivals or service demands affects the workload in the system, we now proceed to consider the case where both the interarrival intervals process and the service demand process are, respectively, autocorrelated. However, we assume that these processes are mutually independent and, in particular, they are not crosscorrelated. Thus, when ρ a (1) > 0 and ρ s (1) > 0, we expect half of the heavy workload periods to consist of jobs with high service demands. This leads to periods of very heavy workload surges as evidenced by 
SIMULATION STUDY
To study the effect of autocorrelation on the mean waiting time 3 in a queuing system, we used the DeNet simulation language (see [Livn88] ) to build a simulator of a First In First Out (FIFO) server. In addition to the server module, the simulator includes a source module that generates a sequence of jobs with exponential interarrival intervals and exponential service demands. The source can use either a TES method or a Minification method to introduce autocorrelation into the arrival and/or service demand processes. Each simulation experiment is characterized by the following parameters:
1. Autocorrelation generation method for the job interarrival intervals.
2.
Arrival rate ( λ ).
3.
Lag-1 autocorrelation coefficient ( ρ a (1) ) for the job interarrival intervals process.
4.
Autocorrelation generation method for service demands process.
5.
Mean service demand ( 1/µ ).
6.
Lag-1 autocorrelation coefficient ( ρ s (1) ) for the job service demands process.
In each experiment the same method was used to generate both the interarrival interval and the ser- Tables 7.1 -7.8 summarize the simulation results for the FIFO server. For each set of simulation parameters (ρ a (1), ρ s (1)), we measured the mean waiting time W ( ρ a (1), ρ s (1) ). Table entries D( ρ a (1), ρ s (1) ) corresponding to (ρ a (1), ρ s (1)) display the percentage of relative discrepancy from the measured benchmark mean waiting time at ρ a (1) = ρ s (1) = 0.0; that is
Note, however, the exception for entries indexed by (0.00, 0.00) which are the mean waiting times W ( 0, 0 ) for uncorrelated (actually independent) arrivals and services in an M/M/1 queue; the corresponding discrepancy is always zero and therefore we chose to display the explicit benchmark values.
The first four tables are for the TES method, whereas the other four are for the Minification method. The results displayed in the row labeled (0.00) in Table 7 .2 convey a different message. Here we observe that when negative autocorrelation is introduced into services in a system with independent interarrival intervals, the mean waiting times can increase rather then decrease. Note that in this case, only odd lags have negative autocorrelation, while even lags have positive autocorrelation. The first three entries of the row display a monotonic increase in mean waiting times as ρ s (1) decreases. This observation depends, however, on the method employed to generate the autocorrelated variates; as the values in the corresponding row in Table 7 .6 indicate, negative lag-1 autocorrelation in service demands can lead to a reduction in mean waiting times. Thus, the sign of ρ s (1) is not a sufficient predictor of the effect of autocorrelated service demands on mean waiting times. Evidently, higher autocorrelations (sign and magnitude) must be taken into account. The columns labeled (0.00) in Tables 7.4 and 7.8 support this conclusion when considering ρ a (1). As we move to higher utilizations, negative lag-1 autocorrelation in interarrival intervals generated by the TES method leads to an increase rather than a decrease in mean waiting times.
The results displayed in the eight tables clearly indicate that positive lag-1 autocorrelation in either the arrival process or the service process leads to increased mean waiting times. The extent to which such autocorrelations affect queuing performance depends on the autocorrelation structure and the utilization of the server. Positively autocorrelated variates generated by the TES method have a significantly larger impact on mean waiting times than positively autocorrelated variates generated by the Minification method.
The impact of positively autocorrelated variates seems to be monotonically increasing as a function of system utilization. For both methods, the effect increases nonlinearly in ρ a (1) and ρ s (1). Table 7 .5: Waiting times for a single-queue, single-server system. FIFO server discipline. Utilization 25%.
Mean
The impact of negatively autocorrelated variates on the performance of a FIFO server is not clearcut. When the Minification method was used, a decrease in either ρ a (1) or ρ s (1) led to a decrease in mean waiting times. The higher the utilization, the larger the decrease. For TES the situation is more complex;
for negatively autocorrelated variates, the direction of change in mean waiting times depends on the utilization and whether it is used to drive the arrival process or the service process. For low utilization, mean Table 7 .7: Waiting times for a single-queue, single-server system. FIFO server discipline. Utilization 66%.
waiting times decrease (Table 7 .1). As utilization increases, we eventually observe an increase in mean waiting times (Table 7 .4). In all cases, however, ρ s (1) precipitates an increase in mean waiting times. As in the case of Minification, the increase is monotonic in the server utilization; the higher the utilization, the larger the increase. Tables 7.5 -7 .8, appears to be due to the fact that TES autocorrelations dominate Minification autocorrelations in magnitude. Since TES autocorrelations persist to higher lags than Minification autocorrelations (the former have "fatter" tails than the latter), our study can be viewed as an illustration of the importance of high-lag autocorrelations on queuing performance measures.
CONCLUSIONS
In this paper we studied the impact of autocorrelated interarrival intervals and service demands on performance measures of a FIFO server. The general dramatic effects on mean sojourn times that were demonstrated by the simulation results lead us to make a number of recommendations to practitioners of queuing-oriented performance analysis. Specifically, we strongly recommend that analysts add routine sensitivity analysis of system performance with respect to autocorrelation. Furthermore, we recommend that autocorrelation structure be included in the workload profile of a system. When a conservative benchmark is needed for positive or negative (alternating signs) autocorrelations, we suggest a TES method. We found both TES and Minification methods to be easy to implement and very fast to compute, though TES is considerably faster than Minification. Another advantage of TES methods is that they are quite versatile, as they can generate both monotone and oscillatory autocorrelation functions. They also provide a more conservative benchmark in that their higher (tail) autocorrelations decay more slowly than Minification autocorrelations.
It should be emphasized that there is a glaring need to complement simulation (empirical) studies of autocorrelation in queuing systems with analytical work. The analytical studies cited earlier, such as [Runn61, Runn62, Jaco80, Tin85, Patu93] clearly attest to the mathematical difficulties that result from introducing even simple (Markovian) dependence into arrivals and services. Nevertheless, more fundamental insight into the impact of autocorrelation on queuing systems can only be gained by analytical methods, and such effort is well worth it. This need is made all the more pressing with the advent of increasingly complex systems spawned by rapidly evolving technologies such as telecommunications, manufacturing, etc., where autocorrelations in arrival and service processes are both common and significant.
The study of the FIFO server reported here is part of an ongoing effort to develop computer methods for generating autocorrelated random sequences and to understand the modeling power of autocorrelation as a practical characterization of dependence in real-life systems. The impact of autocorrelation on other queuing disciplines and queuing networks is the focus of our current work. In the future, we plan to address the question of how to model a real-life bursty workload as a computer-generated autocorrelated time series.
