Introduction
In electric arc welding, the addition and the base metals are fused by the heat source and it still imposes phase changes in the solid base metal (BM), i.e., in the heat affected zone (HAZ) [1] . The retention time above certain temperatures reached along the HAZ dissolves precipitates and promotes its redistribution in the austenitic matrix together with grain growth [2] [3] [4] . Further, the energy retention times above certain temperatures, the peak temperatures and cooling rates are different along the HAZ. Hence, different microstructural regions throughout the HAZ width are created, so that its final microstructures differ significantly from that of the original BM [5, 6] . Figure 1 presents the microstructures in the experimental HAZ regions of an API 5L X80 steel, in which it is possible to observe different grain sizes and microstructures. The coarse-grained HAZ (CGHAZ) region presents grains whose diameter is greater than the others. Its microstructure is composed by ferrite with a second phase of carbides, while the others are composed by ferrite with aggregate The study and domain of these transformations are required for the prediction and control of the resulting microstructure and welded-joint required properties, consequently [6, 7] . Figure 2 shows schematically the HAZ sub-regions in a high-strength low-alloy steel (HSLA) multipass welding, HT50 [5] . Figure 2b presents the second welding pass that promotes the formation of a new HAZ adjacent to its corresponding pass with the same microstructural regions shown before. However, this second welding pass partially affects the previous HAZ, so that new microstructure sub-regions arise. Traveling on the root CGHAZ from the top towards to the schematic bottom face specimen, it is possible to recognize that a sub-region was reheated above the recrystallization temperature. It is named CG-CGHAZ. The next lower portion thereof CGHAZ is reheated in the temperature range in which there is grain refinement-the RG-CGHAZ. The same CGHAZ is still reheated within the range of intercritical temperature, making arise the IR-CGHAZ. This subregion needs more attention to be known as the local brittle zone [5, 8] (LBZ). The temperature range between A c1 and A c3 , is favorable to MA microconstituent formation in multipass weldments [2, 5, 8] , as it can deteriorate the steel toughness, depending on its size and distribution in the ferritic matrix [9, 10] . The following sub-region is reheated in the subcritical temperature range: it arises the SC-CGHAZ. For the last, remains the unaffected root CGHAZ. Similarly, the third welding pass, shown in Figure 2c , affects the previous HAZ and the root pass HAZ, but is less intense than the second one.
Software packages that use the Finite Element Method (FEM) have been used successfully to simulate welding, in which the material physical properties are temperature dependent [11] , to calculate isotherms, thermal cycles, residual stresses [12, 13] , distortions [14] and uses a volumetric heat source with a Gaussian power distribution. The heat source dimensions are adjusted by weld bead macrography [15] [16] [17] . FEM has also been used to simulate multipass welding to solve these same questions, however, the previous HAZ reheating through subsequent welding pass is not evaluated [18] [19] [20] [21] [22] . Single pass welding simulation is a costly operation for the FEM, the more expensive it will be for multipass welding simulation [18, 23] . HAZ simulation in the weld cross section through FEM presents the difficulty of the delimitation of the isotherms maximum widths that are in different planes for different values of thickness. HAZ reheating simulation is another difficulty presented for FEM software packages because the user does not have flexibility to save the isotherms coordinates of each weld pass.
Due to the presented difficulties, analytical solutions for the heat flux in the welding will be presented.
The analytical solutions developed by Rosenthal [24] to describe the welding heat flow considered the quasi-stationary heat flow regime in an autogenous welding. The analytical solutions or Rosenthal's model is based on the Fourier differential equation, described by Equation (1) . In this equation, λ is thermal conductivity and ρc p is the volumetric thermal capacity and Q 0 is a component of energy generation.
The heat transfer models developed by Rosenthal [24] [25] [26] , called thin plate (2D) model and thick plate (3D) model are most widely used for their simplicity, in order to analyze heat flow within a welded joint. Later, Jhaveri et al. [27] proposed a dimensionless parameter, called relative thickness (τ), which defines the relative thickness interval to use on 2D or 3D heat transfer model. Therefore, the thin plate heat transfer model should be used when the value of τ is less than 0.6. On the other hand, when the value of τ is more than 0.9 the thick plate solution is employed. There is a gap among 0.6-0.9 relative thickness, in which both models (2D and 3D) are not applied. The medium thick plate (MTP) is another model developed by Rosenthal [24, 26] that can be used in this τ interval, in which the other two models do not present good results [2] .
Among the mentioned heat flow models, the MTP model is more robust as it can predict temperature isotherms for thick plate (3D) and for thin plate (2D) heat flows [2] . To find the solution of medium thick plate model, some hypotheses were assumed [24] :
Physical properties constant at room temperature (λ and α), independent of temperature; 2.
Point heat source moves in a straight line with constant speed ν; 3.
No energy generated or consumed within the plate, i.e., Q 0 = 0; 4.
All the heat flow is transmitted by conduction. Radiation and convection through surfaces are neglected; 5.
The plate is semi-infinite, with a thickness d;
6.
The initial condition is defined by Equation (2) .
7.
The boundary conditions are defined by Equation (3);
The simplification imposed by Equation (3) implies that there is no heat loss by radiation and convection through the upper and lower plate surfaces, i.e., both surfaces are adiabatic. This condition is achieved by the method of images, which considers specular reflections of the actual source by imaginary ones ( . . . , 2q −2 , 2q −1 , 2q 1 , 2q 2 , . . . ), in relation to the planes z = 0 and z = d, as shown in Figure 3 . The coordinate system used to solve Equation (1) defines that the x-axis is related to the welding direction and the weld pool length. The y-axis is related to the width of HAZ and weld pool, while the z-axis is related to the plate thickness and the weld pool depth. The contribution from these heat sources allows to obtain the temperature distribution solution, in the form of a convergent series, according to Equation (4a).
where
Equation (4a,b) define the solution of Equation (1) with its initial and boundary conditions in quasi stationary regime, where R i is the radius vector which measures the distance between the imaginary source q i and the point P where it is intended to calculate its peak temperature. The real heat source is presented by q 0 at the origin of the coordinate system, α is the thermal diffusivity, (x, y, z) are the coordinates of the point P and ν is the weld speed. Figure 4 shows the temperature isosurfaces of 1520 • C, 1000 • C, 700 • C and 500 • C simulating the welding of a low alloy steel with the MTP model, heat input of 1.2 kJ/mm and 14.5 mm of thickness.
The shape of the isotherm of 1520 • C indicates a 3D heat flow, while the shape of the isotherm of 500 • C indicates a heat flow between 3D and 2D, because it touches both plate surfaces. However, a new proposal for the study of welding heat flux was based on the analytical model called discretely distributed point heat sources model (DHS) developed by Myhr and Grong [2] , initially intended to predict the convection effects within the weld pool. These effects cause changes in the bead format, called finger, as shown in Figure 5 . The DHS model is based on the point heat sources distribution of Rosenthal s MTP on a fusion zone cross section, so that the increase in temperature at point P located within the plate is calculated based on the method of images [2] , as defined schematically in Figure 6 . The plate surfaces are adiabatic like they are in the MTP model [2, 24] . The point heat sources, in this case, are subdivided into ones that are located on the plate (q a ) along the y-axis and those immersed in the molten pool (q b ) along the z-axis, as shown in Figure 7 . Finally, the temperature at a point is the sum of the power contributions of all point heat sources, as presented in Equation (5).
The heat source total power (q 0 ) is the sum of the contributions of all point heat sources, considering the welding arc efficiency (η), arc voltage (V) and welding current (I), as presented by Equation (6).
This model, however, was modified by Ramirez and Brandi [28] , so that sources q i a located on the y-axis could be displaced from a value ∆ z into the weld pool, in the z direction. Thus, the point sources could be located on the y-axis, or below it, located anywhere in the y-z plane, since confined inside the weld pool [28] . This model was developed due to the need to simulate multipass welding [28] . The authors considered physical properties independent of temperature and they still used Gleeble ® system equipment (Dynamic Systems Inc., Poestenkill, NY, USA) to simulate physically the HAZ. According to the authors, the results were quite satisfactory when compared with experimental and physically simulated data.
Models presented evolution as the boundary conditions imposed on the differential equation and the size of the heat source are close to actual welding situations. The difficulty of applying these models lies in the definition of the values of the physical properties, since they are temperature-dependent. In this way, errors can be made when trying to delimit the HAZ regions, or to simulate thermal cycles with different maximum temperatures.
Thus, this work proposes to evaluate the effectiveness of MTP and DHS models by overlapping the simulated isotherms on the marks revealed in the macrographs and by means of experimental thermal cycle. For both models, the hypothesis of constant and temperature-dependent physical properties will be considered. The best option will be used to simulate the HAZ of multipass welding.
Materials and Methods
A girth welding was carried out between two API 5L X80 steel pipe with 1016 mm (42") diameter and 16 mm wall thickness, whose chemical composition is shown in Table 1 . The joint was manually welded using only half perimeter of the pipes. The root pass was welded by Gas Metal Arc Welding (GMAW) using Surface Tension Transfer Mode (STT ® , The Lincoln Electric Company, Cleveland, OH, USA) throughout the mentioned pipe extension. Subsequent passes were welded by the Flux Cored Arc Welding (FCAW) process. The beginning of each weld pass has been displaced to maintain an extension of the previous one free of microstructural changes due to the subsequent beads, as shown in Figure 8 . According to the schematic view of the welded joint, depicted in Figure 8 (Det. A), thermocouple K-type 0.25 mm diameter was welded on the inner pipe surface and in the beginning of welding finishing pass section, at 7.15 mm from the weld centerline. Thus, it was possible to record the thermal cycle during all welding passes from a data acquisition system. K-type thermocouple has a measuring range of −220-1260 • C with an error of ±4.4 • C [29] . Welding parameters were also recorded, as voltage (V) and current (I), in function of time, in the range of 0.0002 s. The average source power was calculated from the instantaneous power values.
Extended Myhr and Grong s Model
The DHS model was evaluated in this work with some additional considerations to better represent the fusion zone contour, the HAZ isotherms and the thermal cycle, starting with the model proposed by Ramirez and Brandi [28] . That is, since the sources q i a have been displaced from z axis into the weld pool, they will have the same nature as the sources q j b . Therefore, both kind of heat sources will be treated just as q i , and their displacements will assume values of their own coordinates related to system origin, (y qi , z qi ). The quasi-stationary heat flow regime, in this case, is represented by Equation (7).
where,
Thus, the point heat sources positions and their respective power values became more flexible and η is assumed as a constant value for all of them, which is different from the previous works [2, 16, 17, 28] . However, there is still a question regarding the values to be attributed to the physical properties, as they are dependent on the temperature. Rosenthal, although he formulated the MTP model considering such properties independent of temperature, suggests that they are adjusted step by step [24] . This approach was partially adopted by Azar et al. [16] , when using the DHS to simulate the fusion zone isotherm and other two HAZ isotherms in a hyperbaric welding. In their simulation, the physical properties changed by temperature ranges, whose base metal was an API 5L X70 steel.
Starting from the principle that the HAZ has different microstructures, which had undergone different thermal histories along HAZ width, then, it is possible to obtain some inaccuracies when using physical properties by temperature ranges. For this reason, this work proposes to adopt the values of physical properties varying with each simulated isotherm temperature, as well as with simulated thermal cycles. This work still proposes to utilize point heat sources positions and their respective power values to adjust the melting temperature isotherm through the fusion zone contour on the macrograph. Once the heat sources distributions are adjusted, this will be kept simulating other HAZ isotherms and thermal cycles.
The thermal cycle at the P-point within the HAZ was simulated with discretized temperatures by variation of 1 • C from the preheat temperature T0. That is, during the heating stage, the evolution of the temperature versus time was defined by an increase of 1 • C, in relation to the previous temperature (T i−1 ) until it reaches a maximum value. The instant t i at which the temperature at the P-point is increased by 1 • C is calculated by Equation (8) .
The values of the time intervals ∆t 1 and ∆t 2 were defined as the time required to vary from 1 • C between the temperatures T i−1 and T i . For the calculation of ∆t 1 , the physical properties were considered constant and calculated at the temperature T i−1 . An analytical thermal cycle was then calculated from these physical property values and other variables defined in Equation (7). The calculation of ∆t 1 was determined from reading in the thermal cycle, when the temperatures ranged from T i−1 -T i in the P-point.
The value of the time interval ∆t 2 was calculated using the same methodology, but with the physical properties calculated at temperature T i . This calculation scheme is shown in Figure 9 , which depicts part of the analytical thermal cycles during heating at temperatures (T) and (T + 1), using the physical properties depending on the respective temperatures. The ∆t mean was calculated by the arithmetic mean of ∆t 1 and ∆t 2 .
For each value of T i , the values of the thermal properties, the respective analytical thermal cycle and its maximum temperature-T max(λ(T i )) -are calculated. The maximum temperature of the discretized heat cycle-T max(T i ) -is calculated according to Equation (9) .
The difference of 2 • C between T i and T max(λ(T i )) was chosen to calculate T max(T i ) because the temperature T i is increased by 1 • C in the discretized thermal cycle. This value was enough to ensure the convergence criterion.
The cooling stage of the thermal cycle started from the last temperature reached in the heating step and the calculations of ∆t 1 and ∆t 2 , following the same criterion. However, the next temperature value will decrease by 1 • C with respect to the latest one. Finally, the cooling time interval from 800 • C-500 • C (∆t 8−5 ) was obtained from the final numerically simulated thermal cycle at the interest point.
For the simulation purpose of the HAZ isotherms and thermal cycles, as suggested, the thermal conductivity and diffusivity properties of AISI 1020 steel, as a function of temperature, were used, according to Figure 10 . In this picture, one can notice that the values of AISI 1020 thermal conductivity and thermal diffusivity are close enough to the API 5L X80 steel. The AISI 1020 steel physical properties were used to simulate the welding heat flow for the API 5L X80 steel pipe joint, as these can be estimated from the liquidus temperature to the room temperature.
Results

Comparison between Different Analytical Models
Conventionally, the analytical solutions for welding simulations consider the physical properties as constant, i.e., independent of temperature, just as they were developed [2, 24, 26, 30] . However, in engineering materials, the physical properties are temperature-dependent, such as those shown in Figure 10 . To evaluate the DHS proposed model, a comparative study will be carried out with MTP model, initially considering the temperature-independent physical properties and later with the temperature-dependent ones, through the methodology suggested in this work. The welding parameters were the same for all simulations, i.e., the heat source power was equal to 2376 W and the welding speed equal to 1.05 mm/s, that resulted in a heat input of 2.26 kJ/mm. Considering the case in which the physical properties were assumed constant, they were selected at the temperature of 25 • C, in which values were obtained from Figure In Figure 11 , the contours of the original bevel and the weld centerline are highlighted, the point heat source is presented through the white point on the specimen's bottom surface. The simulated HAZ isotherms are superimposed on the multipass welded joint macrograph to assess the fit between simulated and experimental results. The isotherms of 1520 • C, 1200 • C, 903 • C and 713 • C represent respectively the base metal solidus, recrystallization, A c3 and A c1 temperatures. The first one was obtained through Thermo-Calc ® software (Version 2.2.1.1, Foundation for Computational Thermodynamics, Stockholm, Sweden), the second value was based on Pickering [31] and the last two of them were determined using dilatomety analysis. Figure 12 presents the DHS simulation using 19-point heat sources distributed within the melt zone, each one using 8 imaginary sources. Typically, the simulations by DHS use less point heat sources [2, 16, 17, 28] . The greater the amount of point heat sources used in a simulation, the easier to adjust their position and respective power source values. The innermost heat sources are those with the highest power values. The final adjustment of the simulated fusion isotherm to the weld pool cross section is promoted by the most external heat sources, which have the lowest power values. This power distribution of heat sources suggests a Gaussian distribution, as proposed in numerical methods [32, 33] . A better fit can be observed between the melt temperature isotherm with the molten zone contour. However, for the other isotherms the fit was worse, i.e., their positions did not coincide with the contours revealed in the macrograph. Table 2 shows the relative error between the positions of 1520 • C and 903 • C simulated isotherms with respect to three reference points located at 1.5 mm, 3.0 mm and 4.5 mm, respectively, above the specimen lower surface. The following isotherm simulations were carried out with the temperature-dependent physical properties, in which each property value was selected based on the current isotherm temperature value. Figures 13 and 14 present the results considering MTP and DHS models, respectively. It can be observed in Figure 13 that the isotherm's positions provided a better adjustment in relation to the macrograph revealed contours when compared to the results presented in Figure 11 . Figure 14 -which represents the proposed model in this work-shows the DHS simulation using 19-point heat sources distributed within the melt zone, whose power and position distributions were adjusted to simulate molten zone contour. Once the necessary adjustment was done, this configuration remained the same to simulate the other isotherms. The power value of 2376 W used to simulate the 1520 • C isotherm was within the calculated average source power of 1877 ± 920 W. This high standard deviation value was related to the welding process used, which, in this case, was a curt circuit one, in which there is a great current variation. This behavior of the power values is also reported by Azar [16] that calculates the average power from its instantaneous values. As can be seen, the adjustment of the isotherms on the contour revealed in the macrographs is more accurate in Figure 14 than in Figure 13 . Table 3 presents the relative error for both simulations, in the same positions of the reference used before. Negative error values indicate the isotherm position was on the left side of the revealed macrograph contours. The performance of models was also compared with respect to the simulated thermal cycles. For the cases in which the properties were considered temperature-dependent, the methodology proposed in topic 3 was adopted for both MTP and DHS models. The results of the simulations are summarized in Figure 15 that presents thermal cycles simulated through the same criteria used before in the isotherm profiles determination. Table 4 presents a thermal cycle performance study based on the maximum temperature (T max ) reached by a thermocouple and its ∆t 8−5 . The thermal cycles whose physical properties are temperature independent are presented by λ(25 • C) and those whose physical properties are temperature dependent are presented by λ(T). The position used to simulate them was the same where the thermocouple was installed, i.e., 7.15 mm right of the weld center line or 2.35 mm from the molten zone, in which T max = 1004.34 • C and ∆t 8−5 = 47.98 s. It can be seen that the DHS proposed model presented the best answer in relation to T max , but not in relation to ∆t 8−5 , whose calculated value was higher than the experimental one. It means that the effect of neglecting heat losses has a small but consistent effect on simulation of the maximum temperature, and probably also has a consistent effect on the time lag difference shown in Figure 15 for thermal cycling.
Another criterion for the thermal cycle evaluation through the proposed DHS model was the ∆t 8−5 variation depending on the maximum temperature reached on the HAZ width. In this case, the z coordinate was set at 1.2 mm above the specimen's bottom face on the right side of the groove and the results are shown in Figure 16 . In the neighborhood of the molten zone, in the 1489 • C maximum temperature position, the ∆t 8−5 value was 49.5 s. At the lower temperature HAZ end, in the 814 • C maximum temperature position, the ∆t 8−5 value was 54.6 s in the simulated thermal cycle. That is, there was a variation of only 10.3% compared to the minimum ∆t 8−5 value for a variation of 83% in temperature values throughout the HAZ width. This behavior is typical of values found in analytical solutions [2, 4, 24, 27] . In other words, in the weld centerline on the plate upper surface and behind the weld pool, the value of ∆t 8−5 is constant because the coordinate values y and z are null [4, 24, 34] . However, when these coordinates are inside the HAZ, the ∆t 8−5 variation is very small [4, 27, 35] . Therefore, a ∆t 8−5 value measured by a thermocouple may be used in whole HAZ extent, whose error is not greater than 10%. Figure 14 shows how DHS as proposed was able to simulate the fusion zone contour of the root pass. The melting temperature isotherm profile generated by the MTP model cannot adjust to that of the fusion zone contour because its profile is semicircular in the y-z plane [24, 30, 34] . Therefore, this model is even less suitable to simulate multipass welding. As in the previous studies, the DHS point heat sources were moved into the fused zone, to simulate a multipass welding. It is enough that they are redistributed within the fused zone of the subsequent welding pass. In this case, to simulate the welding of the first filling pass by the DHS model, 26-point heat sources were used, each one with 8 imaginary sources, whose results are shown in Figure 17 . In this figure, the simulated first filling pass isotherms are overlapped by those of root pass presented in Figure 14 .
Multipass Welding Simulation through DHS Model
These overlaps of HAZ isotherms take a main role in the welded joint evaluation, since mechanical properties, such as hardness and toughness, as well as microstructures formation are dependent on the welding thermal history.
Thus, the intersection between them presents the previous HAZ sub-regions that were affected by heating. Although the macrograph already provides an idea of this phenomenon, the isotherm simulation of the filling pass indicates in which temperature ranges it occurred for each root pass HAZ sub-region. The isotherm intersections allowed delimitating nine microstructural sub-regions in the root pass, which arose from the heating by subsequent welding pass, as presented in Figure 18 . Regions 1-3 (CG-ICHAZ, CG-FGHAZ and CG-CGHAZ) were reheated beyond recrystallization temperature, while regions 4-6 were reheated in the fine-grained region temperature range. Region 9 is the coarse-grained HAZ intercritically reheated, IC-CGHAZ, the local brittle zone previously cited. This sub-region is very narrow, whose base is measured 1.3 mm and its height is equal to 3.7 mm.
Conclusions
The flexibility of defining the heat sources positions and their respective power values, based on the DHS model, allowed to fit more easily the weld pool contour on the mark revealed in the macrography of the API 5L X80 steel, when considering the physical properties to be temperature dependent. The other HAZ isotherms also fitted to marks revealed on the macrograph. Consequently, it is possible to simulate thermal cycles at any position within the HAZ, without the inconvenience of thermocouples installed inside it, in which this kind of installation changes the heat flow conditions in the thermocouple vicinity.
By using the DHS model with the physical properties temperature dependent and appropriate to the material, it was possible to obtain a good fit of the simulated isotherms to the HAZ revealed contours, only by adjusting the melting temperature isotherm to the shape of the fusion zone without the need of the weld pool length.
The advantage of DHS as proposed in relation to the analytical classic models is the possibility of simulating a multipass welding by displacing the point heat sources into a current pass fused zone.
As a result, it is possible to obtain not only the adjacent HAZ of the current pass, as it is possible to identify HAZ sub-regions of previous passes that were reheated. It is possible to identify regions of local embrittlement because of multipass welding and evaluate them with tests like microhardness measurements, impact Charpy, CTOD and others.
The IC-CGHAZ would be difficult to represent by any FEM software package because the cross-section that can be performed on the heat source constitutes a single plane that does not represent the locations where the maximum isotherm widths pass through the thickness of the specimen. 
