Notes: You must clearly acknowledge help received from anyone. Always acknowledge sources of information (URL, book, class notes, etc.).
Search competition
In the Constraint Systems Laboratory, we have modeled as a CSP the problem of assigning Graduate Teaching Assistants (GTAs) to courses in the department [Glaubius, 2001; Glaubius and Choueiry, 2002; Zou and Choueiry, 2003] . We have encoded the model (i.e., data structures and constraints) in Common Lisp. Student are requested to design and implement their own problem-solving strategy to handle this over-constrained optimization problem. Results will be compared according to a predefined set of optimization criteria. We will provide a specification of the problem, a collection of data, and a (sketchy) manual of the main functions for checking consistency of constraints. Students can investigate any of the following approaches:
1. Constructive search.
2. Iterative repair (e.g., hill-climbing and tabu search).
3. Auction and market-based algorithms.
A constructive or local search technique that exploits symmetries (i.e., interchangeability).
This project requires the ability to deal with (i.e., program in or interface with) Common Lisp. It also requires a sense of creativity for designing a new problem-solving strategy, or choosing and adapting one from the literature. Since the current prototype is the product of research activities, the robustness and stability of the code are not guaranteed.
Experimental evaluation of advanced algorithms
Every implementation should be tested on a real-world problem (when available), randomly generated problems, or both. Results should be reported in terms of nodes visited, constraint checks, CPU time, and other applicable criteria. Generators for random binary and non-binary CSPs are available. Tests should be conducted for various values of constraint tightness and density, and results should be averaged for at least 50 problem instances per measurement point. Details should be discussed with instructor on a case by case basis.
1. Implement and compare the performance of the following algorithms: AC-3 [Mackworth, 1977] and AC2001 [Bessière and Régin, 2001 ].
2. Implement the full lookahead strategy known as MAC and compare its performance with that of forward-checking.
3. Implement and compare the performance of the following algorithms for path consistency: PC-2 [Mackworth, 1977] , DPC [Dechter, 2003] , PPC [Bliek and Sam-Haroud, 1999] , and -PPC .
4. Implement and compare the performance of the following algorithms for determining the consistency of the Simple Temporal Problem: Floyd-Warshall [Cormen et al., 2001] , the modified Bellman-Ford algorithm [Cormen et al., 2001; Cesta and Oddi, 1996] , DPC [Dechter, 2003] , and STP .
5. Investigate the existence and occurrence of the phase transition phenomenon when solving a CSP with various static and dynamic ordering heuristics: static least domain, dynamic least domain, minconflict, ratio of domain size to degree, promise, random choice, etc. Compare the performance of these heuristics when combined with backtrack-search with forward-checking (FC).
6. Investigate the existence and occurrence of the phase transition phenomenon when solving a CSP with intelligent backtracking algorithms (i.e., backjumping and conflict-directed backtracking). Compare the performance of these algorithms with that of backtrack-search with forward-checking (FC).
7. Implement the full lookahead strategy known as MAC with and without bundling and compare performance. Existing code in Lisp may, but does not have to, be reused for this purpose.
8. Implement the algorithm of Inferred Disjunctive Constraint of [Freuder, 1993] and test it on randomly generated problems. Compare its performance with that of backtrack-search with forwardchecking (FC).
9. Implement the algorithm for finding symmetry of Benhamou [Benhamou, 1994; and test it on pigeon-hole and graph-coloring problems and on randomly generated binary CSPs. Compare its performance with that of backtrack-search with forward-checking (FC) and dynamic variable ordering.
10. Implement the algorithm for finding symmetry of Benhamou [Benhamou, 1994; and test it on Helm to avoid generating isomorphic solutions. Helm is a system in Java built by Daniel Buettner and Cory Lueninghoener (graduate students at CSE) to generate a consistent selection of courses for an individual student given his/her time schedule.
11. Implement the decomposition algorithm based on tree clustering described in [Dechter and Pearl, 1989] . Run experiments on randomly generated binary CSPs and report performance of the resulting mechanism.
12. Implement the arc-consistency algorithm for all-diff constraints and use it in a backtrack search procedure with forward-checking to solve resource allocation problems 1 . Report performance of the resulting mechanism for finding one solution and compare it with that of AC-3.
13. Implement a constraint propagation algorithm for interval-based temporal knowledge [Allen, 1981] . Find a practical application suitable for such a model then design and conduct experiments.
14. Implement, test, and evaluate the asynchronous search for distributed CSPs of [Yokoo, 1995] .
15. Implement, test, and evaluate the asynchronous search for distributed CSPs of [Silaghi et al., 2000] .
16. Study the new algorithms for incremental triangulations of graphs of [Noubir, 2003] and [Berry et al., 2003] and compare their performance with that of the algorithm that computes triangulation from scratch [Kaerulff, 1990] .
17. Combine dynamic bundling techniques [Choueiry and Davis, 2002; Lal and Choueiry, 2003 ] with an algorithm for solving the Temporal Constraint Satisfaction Problem (TCSP), such as STP-TCSP of [Xu and Choueiry, 2003b] .
18. Using the idea AC of [Xu and Choueiry, 2003a] , implement and evaluate forward-checking for solving the Temporal Constraint Satisfaction Problem (TCSP) using STP-TCSP of [Xu and Choueiry, 2003b] .
19. Study, implement, and evaluate dynamic variable-ordering heuristics for solving the temporal Constraint Satisfaction Problem (TCSP) using STP-TCSP of [Xu and Choueiry, 2003b] .
20. Study, implement, and evaluate the backtrack search for solving the Disjunctive Temporal Problem (DTP) proposed in [Tsamardinos and Pollack, 2003 ].
21. Study, implement, and evaluate the algorithm for decomposing CSPs of [Chmeiss et al., 2003 ].
Modeling
1. Consider a number of common puzzles (e.g., Zebra, Aliens Tiles Puzzles, Quasigroups, Latin Squares, and Golomb ruler). Model them as non-binary CSPs. Implement a search mechanism with a non-binary FC (nFC) mechanisms [Bessière et al., 1999 ] to solve them. Report and compare results.
2. Consider a number of benchmark problems available from the CSP Library www.csplib.org. Model them as non-binary CSPs. Implement a search mechanism with a non-binary FC (nFC) mechanisms [Bessière et al., 1999 ] to solve them. Report and compare results.
Applications
1. Telecom. Study, implement, and test the algorithm for resource allocation in telecommunication networks of [Frei and Faltings, 1999 ].
2.
Manufacturing. Study, implement, and test strategies for job-shop scheduling of [Caseau and Laburthe, 1994; .
3. Manufacturing. Study, implement, and test strategies for job-shop scheduling as a CSP of [Cheng and Smith, 1997 ].
4.
Manufacturing. Study, implement, and test strategies for scheduling with inventory of [Beck, 2000] or inventory management of [Rodosek et al., 1997] .
5. Bioinformatics. Choose one paper from the Special Issue on Bioinformatics of the Constraints Journal that models and solves a problem in bioinformatics as a constraint satisfaction problem. Implement the technique described and report your experience. 
Research

