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1(Pulsed Neural Network,PNN)(1)
(2)
(3) (Backpropaga-
tion, BP) (Neural
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(1) BP Backpropagation Method (5),(13) (26)∼(27)
(2) (11)
(3)
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(1’) QPROP (Quick Backpropagation Method) (5) RPROP
(Resilient Backpropagation Method)(26)
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RPROP 4.
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22.1
1: Neuron Model
1943 (Mc-
Culloch Pitts)
1
xi i wi
y θ
u =
n∑
i=1
Wixi − θ (1)
y = f(u) (2)
(1)
(2) u
0 1
y = f(u) =
{
0 (u ≤ 0)
1 (u > 0)
Rosenblatt 1958
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1 XOR
1
1
60 70
(34)(35) (36)
(37) (38)
1980
(5)(30)
Backpropagation
2.2
, 2
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2: Classification of Neural Networks by Fundamental structure
2.3
2.3.1 BP
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3: Three Layered Neural Networks.
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2.3.2 QPROP
QPROP (5) RPROP (26)
QPROP
BP
k (k− 1)
∆Wji(k) = −ρ(k)Sji(k) + α(k)ji ∆Wji(k − 1) (15)
Sji(k) =
∂E(k)
∂Wji(k)
+ λWji(k) (16)
(k = 1, 2, · · ·) i i j
j λ ρ(k)
∆Wji(k − 1) = 0 ∪ Sji(k)Wji(k − 1) > 0 ⇒ ρ(k) = ρ (17)
∆Wji(k − 1) 6= 0 ∪ Sji(k)Wji(k − 1) ≤ 0 ⇒ ρ(k) = 0 (18)
α
(k)
ji
α˜
(k)
ji =
Sji(k)
Sji(k)− Sji(k − 1) (19)
α˜
(k)
ji > µ ∪ Sji(k)α˜(k)ji ∆Wji(k − 1) < 0⇒ α(k)ji = µ (20)
α˜
(k)
ji ≤ µ ∪ Sji(k)α˜(k)ji ∆Wji(k − 1) ≥ 0⇒ α(k)ji = α˜(k)ji (21)
Sji(k) ∼= Sji(k − 1)
µ
2.3.3 RPROP
RPROP
m =
∂E(k − 1)
∂Wji(k − 1) ∗
∂E(k)
∂Wji(k)
(22)
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m 3
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m > 0

∆ji(k) = min(∆ji(k − 1) ∗ µ+,∆max)
∆Wji(k) = −sign( ∂E(k)∂Wji (k)) ∗∆ji(k)
Wji(k + 1) = Wji(k) + ∆Wji(k)
(23)
m < 0
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m = 0
 ∆Wji(k) = −sign(
∂E(k)
∂Wji (k)
) ∗∆ji(k)
Wji(k + 1) = Wji(k) + ∆Wji(k)
(25)
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2.4.2
p (= 1, · · · , P ) d(p) = {d(p)i }(i = 1, · · · , n)
o(p) = {o(p)i }(i = 1, · · · , n) ²prr ²prr = d(p)−o(p)
t W (t) = {Wji(t)} Wji(t)
i j
(1) p ηp
.
ηp = η
(|²prr|)2
E¯2
(p = 1, · · · , P ) (26)
E¯2 =
1
P
P∑
p=1
(|²prr|)2 (27)
η (> 0 |²prr| E¯2
t
P+(t)
P+(t) ≡ {p : |²prr(t)| − |²prr(t− 1)| ≥ 0} (28)
P−(t)
P−(t) ≡ {p : |²prr(t)| − |²prr(t− 1)| < 0} (29)
∀t > 0 |P+(t)|+ |P−(t)| = P (30)
(26) (29) | · | (30) | · |
t
W (t+ 1) =W (t) + ∆W (t) (31)
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P+(t) ∆W+(t) P−(t)
∆W−(t)
∆W+(t) ≡ ∑
p∈P +
∆W p(t) (32)
∆W−(t) ≡ ∑
p∈P −
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∆W+(t) ∆W−(t)
n (31
∆W (t) = ∆W+(t) + ∆W−(t) (34)
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η > 0 (35) (36)
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t T
Oinmax(t) O
in
min(t)
Oinmax(t) ≡ max
τ=0,···,T
Oin(x(t− τ)) (38)
Oinmin(t) ≡ min
τ=0,···,T
Oin(x(t− τ)) (39)
∆Oin(t)
∆Oin(t) ≡ O
in
max(t)−Oinmin(t)
2
(40)
∆Oin(t) t t
(t− 1) δOin(t)
δOin(t) ≡ Oin(x(t))−Oin(x(t− 1))(t = 1, 2, · · ·) (41)
T Oin(x(t))
sign(δOin(t)) 6= sign(δOin(t− τ)) (42)
τ(= 1, · · · , T )
(42) t
t
(43) (43)
∆Oin(t) < ∆Oin(t− τ) (43)
3.3
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(23)(24)
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‖ x(p) − x(q) ‖ (44)
d(p) d(q) Dd(⊂ D) ‖ · ‖
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Ds` ∪Dsd =D
2. s 1
1
s
2 2
s
3.
4. s
15
5. s (43)
3
1
2
s+1
2s
s = 3 2
3
6. s
sig sig−1 (d(p))
p
sig−1 (d(p))
Oinmin(t) < sig
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7. ( (43))
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4: The method of general learning
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3.5 QPROP
(25)
QPROP QPROP
• 1 1
s 2 1
•
• k 1
• QPROP k− 1
(17) (18)
• α(k)ji (19) (20) (21) α(k)ji
µ(0.95)
λ(0.005 )
•
•
• k k + 1
k
• k + 1 1
• 2 2
1
• s
3.6 RPROP
RPROP QPROP
RPROP RPROP QPROP
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• 1 1
s 2 1
3
•
• k 1
• RPROP
• (22) m = ∂E(k−1)
∂Wji(k−1) ∗
∂E(k)
∂Wji(k)
• m m > 0 m < 0 m = 0
∆max ∆min
m > 0 m < 0
m = 0 0
∆ji(k) ∆Wji(k) k + 1
• k + 1 1
• 2 2
1
• s
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44.1
Dd (〈3.3〉) (44)
(47)
(13)(15)(17)
5 .
5: f(x, y) = exp (−x2 − y2) cos (2pix) cos (2piy).
f(x, y) = exp (−x2 − y2) cos (2pix) cos (2piy) (47)
− 1.0 ≤ x ≤ 1.0 − 1.0 ≤ y ≤ 1.0)
(−1.0 ≤ f(x, y) ≤ 1.0
NN (48)
20
f(x, y) =
sin(pix) cos(piy) + 1
2
(48)
− 1.0 ≤ x ≤ 1.0 − 1.0 ≤ y ≤ 1.0)
(0.0 ≤ f(x, y) ≤ 1.0
4.1.1
(47) −1.0 ≤ x, y ≤ 1.0
Dd −0.5 ≤ x, y ≤ 0.5
−0.5 ≤ x, y ≤ 0.5
x,y 0.1 11 11 121
D (15)
20 20 400
(47) 6 6
(48) −1.0 ≤ x, y ≤ 1.0 x,y
0.2858 (49 ) D
(48) 7
6: f(x, y) = exp (−x2 − y2) cos (2pix) cos (2piy).
21
7: f(x, y) = sin(pix) cos(piy)+1
2
.
4.1.2
(47) (44)
f(x, y)
x y fx(x, y)
fy(x, y) . (47) fx(x, y) = 0 fy(x, y) = 0
3 (s=3) D1` ∪D1d
30% D1` D
1
d fx(x, y) fy(x, y)
D1` ∪D1d
29.6% 37 |f(x, y)| ≥ 0.68
13 |fx(x, y)| ≥ 4.3 22 |fy(x, y)| ≥ 5.6 4
2 37
2
1 2
|fx(x, y)| ≥ 2.0
|f(x, y)| ≥ 0.68 13 D2` =D1` |fx(x, y)| ≥ 2.0
58 |fy(x, y)| ≥ 5.6 4 6
69
3 D3d 1
29.7% 2 57% 3 100%
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(48) 1
1: The Method of Learning
Initial weight vector is modified 5 times. One output layer unit.
Updating a weight vector should be done every 1 epoch.
Learning domains are −1.0 ≤ x ≤ 1.0
−1.0 ≤ y ≤ 1.0.
Learning data is conditioned equally as
Learning the reference 13.
data All the domain is divided into 7 7 grid.
All the learning data(D)is divided into 3 parts
before learning.
0 < Di < 1, Di ∈D (Di = f(xi, yi); i = 1, · · · , 49)
D1` = {f (xi , yi)| |f (xi , yi)| ≥ 0 .7} 11 learning
data
1st step D1d = {f (xi , yi)| |fx (xi , yi)| ≥ 1 .4 or
|fy(xi, yi)| ≥ 1.5 }(6 learning data)
|D1` ∪D1d | =1 1 overlapped
16 learning data are selected. about 33%
D2` = {f (xi , yi)| |f (xi , yi)| ≥0.7} 11 learning data
D2d = {f (xi , yi)| |fx (xi , yi)| ≥1.2 or
2nd step |fy(xi, yi)| ≥1.0 } 21 learning data
|D2` ∪D2d | =2 2 overlapped
30 learning data are selected. about 61%
3rd step 49 learning data are selected.(100%)
Each step Every step are learned for 20,000 times.
Conventional Learn 60,000 times with all the learning data and
method learning coefficient 1.0. Initial weight vector is
modified 5 times.
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4.1.3
(47) NN
2 9 1
3
1
1 2333 2 2333 3 2334 7000
7000
OS:Windows XP, CPU:Pentium 4, 3.0GHz, RAM:2GB
η = 0.8 (35) 0.8
RMSE
5 [−0.01, 0.01]
(48) NN 2
10 1
3 1
1 2 3
20000 60000 1.0
η = 1.0 1.0 RMSE
(47)
4.1.4 1
(47)
2 3 (47) (15)
x, y (−0.5 ≤ x ≤ 0.5 − 0.5 ≤ y ≤ 0.5) ,10× 10 (
) 100
RMSE . 2
10
10
7000 15000 30000
2 RMSE
5
(α = 0.0) (α = 0.5)
3 8 10
2 5 8 10 3 2334
9 900 1100 200
9 200 3
24
2: RMSE for Proposed Methods and Traditional Methods (learning data of the func-
tion(47))
RMSE
Proposed Mean Maximum Minimum
method value value
0.052 0.089 0.033
Learning time Mean 7 minutes
40 seconds
Proposed method RMSE
by using α
Inertia coefficient Mean Maximum Minimum
α value value
α = 0.5 0.089 0.129 0.058
α = 0.8 0.110 0.186 0.083
Learning time Mean 7 minutes
40 seconds
RMSE
Conventional Mean Maximum Minimum
method value value
α = 0.0 0.146 0.176 0.124
α = 0.8 0.382 0.574 0.163
Learning time Mean 12 minutes
40 seconds
8 1.01
9 10
(48)
4 5
5
1 3 11 11
0.000
4.1.5 1
2 RMSE 0.120
(0.089) 2
(47)
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3: RMSE for Proposed Methods and Traditional Methods (test data of the function(47))
RMSE
Proposed Mean Maximum Minimum
method value value
0.099 0.147 0.069
Learning time Mean 7 minutes
40 seconds
Proposed method RMSE
by using α
Inertia coefficient Mean Maximum Minimum
α value value
α = 0.5 0.199 0.263 0.145
α = 0.8 0.267 0.446 0.132
Learning time Mean 7 minutes
40 seconds
RMSE
Conventional Mean Maximum Minimum
method value value
α = 0.0 0.311 0.376 0.281
α = 0.8 0.838 0.348 1.273
Learning time Mean 12 minutes
40 seconds
RMSE
(47) 8
9
1.01
2
2
(48) 4
11 3
8 (47) 3
8 3 8 y
y 1.01
10
3
(47)
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4: Learning Time and RMSE (learning data of the function(48))
RMSE
Proposed Mean Maximum Minimum
Method value value
0.046 0.069 0.028
Learning time Mean 24minutes
35 seconds
Conventional RMSE
method
Inertia Mean Maximum Minimum
coefficient value value
α = 0.0 0.067 0.117 0.041
α = 0.5 0.059 0.093 0.035
α = 0.8 0.050 0.093 0.034
Learning time Mean 39 minutes
56 seconds
(48) 24 35 62%
4 〈3.4〉
67%
(47) 2 60%
3 1 2
1 1
2
3
3 2
(1
9
+ 2
9
) 3 1 5
3
(47) 5
5 50
1 10 10
5
3
10
= 1
6
2
1 127 (12 40 10 )
21 (12 40 5
3
)
BP
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5: Learning Time and RMSE (test data of the function(48))
Learning domain are −1.0 ≤ x ≤ 1.0 −1.0 ≤ y ≤ 1.0.
All the domain is divided into 20 20 grid.
400 test data are selected.
RMSE
Proposed Mean Maximum Minimum
Method value value
0.067 0.078 0.060
Learning time Mean 24minutes
35 seconds
Conventional RMSE
method
Inertia Mean Maximum Minimum
coefficient value value
α = 0.0 0.080 0.126 0.054
α = 0.5 0.077 0.103 0.056
α = 0.8 0.076 0.118 0.058
Learning time Mean 39 minutes
56 seconds
28
8: Input characteristics for the proposal methods in the output layer.
9: Input characteristics for general method in the output layer (α = 0).
29
10: Input characteristics for α = 0.5 in the output layer.
11: Input characteristics for the proposal methods in the output layer.
30
4.2
(42)
(26) (27)(〈2.4.2〉)
1
Schwefels
Rastrigin Ridge 6
12∼ 14
6: Learning Functions
(a)Schwefels Function
f(x, y) = −x sin
√
|x| − y sin
√
|y|
− 30.0 ≤ x ≤ 30.0 − 30.0 ≤ y ≤ 30.0)
(−47.95 ≤ f(x, y) ≤ 47.95
(b) Rastrigin Function
f(x, y) = x2 − 10 cos (2pix) + y2 − 10 cos (2piy)
− 0.8 ≤ x ≤ 0.8 − 0.8 ≤ y ≤ 0.8)
(−20.0 ≤ f(x, y) ≤ 20.5
(c)Ridge Function
f(x, y) = 2x2 + 2xy + y2
(−6.0 ≤ x ≤ 6.0 − 6.0 ≤ y ≤ 6.0)
(0.0 ≤ f(x, y) ≤ 180.0)
12: Schwefels function f(x, y) = −x sin
√
|x| − y sin
√
|y|.
3 Schwefels − 512 ≤ x ≤ 512
− 512 ≤ y ≤ 512) f(x, y) = f(420.968746, 420.968746) = 0
31
13: Ridge function f(x, y) = 2x2 + 2xy + y2.
14: Rastrigin function f(x, y) = x2 − 10 cos (2pix) + y2 − 10 cos (2piy).
Rastrigin − 5.12 ≤ x ≤ 5.12 − 5.12 ≤ y ≤ 5.12)
f(x, y) = f(0, 0) = 0 Ridge −64 ≤ x ≤ 64
− 64 ≤ y ≤ 64) f(x, y) = f(0, 0) = 0
x y
4.2.1
6(a)(b)(c) x,y 5.0 0.1 1.2 13
13 (169 ) 17 17(289 ) 11 11(121 )
32
(25)
Rastrigin
Rastrigin
x y fx(x, y) fy(x, y) . |f(x, y)| ≥ 0.90
24 |fx(x, y)| ≥ 60.3 34 |fy(x, y)| ≥ 60.3
34 2 90
31.1% 2 58.1% 168
|f(x, y)| ≥ 0.80 52 |fx(x, y)| ≥ 60.1
68 |fy(x, y)| ≥ 60.1 68 20
168 3
Schwefels Ridge
4.2.2
BP QPROP RPROP
BP QPROP RPROP
1
3
NN 2 9
1 3
2 1
QPROP RPROP 2.
(26) (27)
∆W
η = 0.8 BP
0.8 QPROP RPROP
RMSE
5 [−0.01, 0.01]
1 2333 2 2333
3 2334 7000 BP 7000
OS:Windows XP,CPU:Pentium 4, 3.0GHz,
RAM:2GB
QPROP λ = 0.005 µ = 0.95
ρ = 0.80
33
RPROP ∆max = 5.0 ∆min = 0.0025
µ+ = 0.97 m > 0 µ− = 0.61 m < 0
QPROP RPROP
.
4.2.3 2
Ridge Rastrigin Schwefels BP QPROP
RPROP BP QPROP RPROP
7∼ 10 “+”
RMSE
7 8 Ridge Rastrigin
BP QPROP RPROP “+”
+QPROP +RPROP
RPROP
9 Schewefels BP QPROP “+”
RPROP +RPROP RMSE
0.098 0.070 RPROP
RPROP 0.103 +RPROP 0.238
10 Ridge QPROP +QPROP
624 430 69%
10
50% ∼ 69% (1) s s+1
2s
s = 3
34
7: RMSE for multi-stage learning and traditional methods in learning of Ridge function.
Function Ridge
Method Mean Max Min
+BP 0.107 0.235 0.038
+QPROP 0.058 0.113 0.024
+RPROP 0.038 0.051 0.030
BP 0.241 0.243 0.234
QPROP 0.172 0.241 0.108
RPROP 0.050 0.080 0.023
8: RMSE for multi-stage learning and traditional methods in learning of Rastrigin
function.
Function Rastrigin
Method Mean Max Min
+BP 0.071 0.095 0.039
+QPROP 0.066 0.131 0.026
+RPROP 0.116 0.137 0.088
BP 0.259 0.483 0.193
QPROP 0.186 0.201 0.126
RPROP 0.254 0.618 0.091
9: RMSE for multi-stage learning and traditional methods in learning of Schwefels
function.
Function Schwefels
Method Mean Max Min
+BP 0.126 0.134 0.127
+QPROP 0.130 0.136 0.124
+RPROP 0.098 0.238 0.044
BP 0.295 0.343 0.244
QPROP 0.280 0.298 0.261
RPROP 0.070 0.103 0.053
10: Learning time for multi-stage learning and traditional methods in learning of three
functions.
Learning Learning Time(sec)
Method Ridge Rastrigin Schwefels
+BP 419 1204 574
+QPROP 430 1212 616
+RPROP 458 1218 634
BP 620 1956 966
QPROP 624 1984 977
RPROP 832 1992 1256
35
15: Input characteristics for the BP methods in the output unit ( Rastrigin function,
η = 0.8).
3 15∼ 18
, ,
, , ,
,
2 0
15∼ 18 RMSE 0.206 0.039 0.024
0.047 15 Rastrigin BP
, 2 0
, RMSE 0.206
, 16 Rastrigin +BP
17 Ridge
+QPROP 18 Ridge +RPROP
240 15∼ 18
Fourier Transform 19∼ 22
Magnitude frequency , frequency/epoch
2334
0.5 1167
(2334 0.5 )
RPROP 22
36
16: Input characteristics for the +BP methods in the output unit ( Rastrigin function,
η = 0.8).
4.2.4 BP
BP , 15 ,
,
, Ridge Rastrigin Schwefels
, η ( (26) ) , BP
, , Rastrigin
η = 0.05 BP , RMSE 0.135
, η = 0.80 , 8
RMSE 0.071 , η = 0.2 ∼ 0.9 RMSE 0.1
Rastrigin η = 0.05 ∼ 0.9
BP +BP RMSE 11
, ,
,
(25) , ,
4.2.5
4.2.5
15∼ 18
17 1900
37
17: Input characteristics for the +QPROP methods in the output unit ( Ridge function
, η = 0.8).
18 250
∆W+(t)( (32) ) ∆W−(t)( (33) )
23 ∆W (t)( (34) )
, |∆W
+
(t)|
|∆W −(t)|
< 1 |∆W
+
(t)|
|∆W −(t)|
> 1
|∆W+(t)|
|∆W−(t)| < 1 (49)
11: RMSE for multi-stage learning and traditional methods by using Rastrigin function.
Function Rastrigin +BP Rastrigin BP
Learnng coefficient Mean Oscillation Mean Oscillation
0.05 0.135 0.035 ◦
0.10 0.138 ◦ 0.025 ◦
0.20 0.096 ◦ 0.045 ◦
0.30 0.081 ◦ 0.162 ◦
0.40 0.039 ◦ 0.183 ◦
0.50 0.026 ◦ 0.199 ◦
0.60 0.027 ◦ 0.185 ◦
0.70 0.037 ◦ 0.203 ◦
0.80 0.071 ◦ 0.233 ◦
0.90 0.050 ◦ 0.618 ◦
38
18: Input characteristics for the +RPROP methods in the output unit ( Ridge function,
η = 0.8).
|P+(t)| |P−(t)|
|P +(t)|
|P −(t)|
≤ 1 23 a1
|∆W+(t)| > |∆W−(t)| (50)
a2
|∆W−(t)| > |∆W+(t)| (51)
a3, a4 a1, a2 |∆W (t)| a5
|∆W+(t)| ≈ 0 |∆W−(t)| |∆W (t)|
∆W (t)
|∆W +(t)|
|∆W −(t)|
¿ 1
39
19: Frequency spectrum of input characteristics for the BP methods in the output unit
( Rastrigin function, η = 0.8).
20: Frequency spectrum of input characteristics for the +BP methods in the output
unit (Rastrigin function, η = 0.8).
40
21: Frequency spectrum of input characteristics for the +QPROP methods in the output
unit (Ridge function, η = 0.8).
22: Frequency spectrum of input characteristics for the +RPROP methods in the output
unit (Ridge function, η = 0.8).
41
23: The weight renewal vector for the multi-stage learning methods.
42
23 b1∼b7
∆W
t
p ∈ P+(t) P−(t)
|∆W (t)| |∆W−(t)| p
|∆W+(t+ 1)| > |∆W+(t)| (52)
(26)
|∆W+(t)| t p ∈ P+(t)
p t′(> t) p ∈ P−(t′) (t′ + 1)
p p ∈ P+(t′ + 1)
Rastrigin (x, y) = (1, 1), (1, 15), (1, 17)
p∗ ≡ (1, 1) p∗
43
24: The behavior of the paturn p∗ between 1115∼1135 epochs at the third stage in the
multi-stage learning(η = 0.4).
44
(28) (29) P±(t)
|P±(t)| > |P∓(t)| (53)
|P±(t)| > |P∓(t)| (54)
|∆W±(t)| > |∆W∓(t)| (55)
|∆W−(t)| > |∆W+(t)| RMSE
p∗ , 1
, Rastrigin +BP
, p∗ ²p
∗
rr(0) = 0.164 , 1
0.013∼0.014 , 2 0.020∼0.028 , 3
0.094∼0.125 , 1
, , 2, 3
, ,
,
p∗ , , 3
, p† ≡(14,10) ,
²p
†
rr(4667) = 0.029 , 5 , 0.011∼0.047
, p∗ p∗
p†
3 1115 1135 RMSE p∗, p† 24
RMSE , , p∗, p† “a”
(majority), “i” (minority) 24
, p∗ , , , ,
, p† ,
,
, p∗ , 1 ,
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5BP
NN
NN
BP
BP QP BP
, QPROP RPROP ,
,
,
, ,
,
, ,
( )
, ,
,
2
(13)
(40)
46
12 (41)
, , ,
(43) BP
BFGS SS
BP
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