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RÉSUMÉ 
L'objectif de ce projet est de développer un contrôleur vidéo en langage VHDL afin de 
remplacer la composante spécialisée présentement utilisée chez CMC Électronique. Une 
recherche approfondie des tendances et de ce qui se fait actuellement dans le domaine des 
contrôleurs vidéo est effectuée afin de définir les spécifications du système. Les techniques 
d' entreposage et d' affichage des images sont expliquées afin de mener ce projet à terme. Le 
nouveau contrôleur est développé sur une plateforme électronique possédant un FPGA, un 
port VGA et de la mémoire pour emmagasiner les données. Il est programmable et prend peu 
d'espace dans un FPGA, ce qui lui permet de s'insérer dans n'importe quelle nouvelle 
technologie de masse à faible coût. Il s'adapte rapidement à toutes les résolutions 
d'affichage puisqu'il est modulaire et configurable. À court terme, ce projet permettra un 
contrôle amélioré des spécifications et des normes de qualité liées aux contraintes de 
l'avionique. 
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IMPLÉMENTATION EN VHDLIFPGA D'AFFICHEUR VIDÉO NUMÉRIQUE 
(A VN) POUR DES APPLICATIONS AÉROSPATIALES 
Pelletier, Sébastien 
ABSTRACT 
The Purpose ofthis project is to develop a digital display controller with the VHDL language 
to replace the specialized device presently used at CMC Electronics. To define the system 
specifications, an extensive research is performed on tende1).cies and on what is nowadays 
made in the field of the video display controllers. Pictures storage and display techniques are 
explained to lead this project to completion. The new controller is developped on an 
electronic platform having FPGA, VGA port and sorne RAM memory data storage. It is 
programmable and takes little space in FPGA, what aIlows it to be inserted in whatever new 
mass technology at low cost. Because it is modular and configurable, it can be quickly 
adapted to aIl possible display resolutions. In the short term, this project will aIlow a better 
control on avionic specifications and quality standards constraints. 
Keywords: VGA, video, VHDL, PROM, SP305 , Wishbone 
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INTRODUCTION 
Depuis plusieurs années déjà, la place des fonctions vidéo pour interfacer les équipements de 
vol en remplacement des simples cadrans et voyants lumineux n' est plus à discuter. En effet, 
un système d ' affichage vidéo permet beaucoup plus de flexibilité aux instruments 
d 'avioniques car il est facilement possible d'en modifier l' interface sans en changer le 
fonctionnement ou vice-versa. Il est aussi possible d' intégrer plusieurs instruments en un 
seul par l'ajout de menus et autres fonctions qui permettent de passer rapidement d'un 
instrument à l' autre. Actuellement, la quasi-totalité des produits offerts par CMC 
Électronique utilise un Afficheur Vidéo Numérique (AVN) pour faire l ' interface entre 
l 'usager (le pilote) et l' instrument d' avionique. 
Jusqu'à maintenant, les technologies utilisées par la compagme pour le contrôle de 
l' affichage proviennent de compagnies extérieures, ce qui diminue beaucoup la flexibilité 
d' intégration de ces technologies à l'intérieur des systèmes de CMC Électronique. Nous 
verrons à la section 1.1 les raisons qui poussent la compagnie à développer sa propre 
expertise en matière d ' A VN. 
Ce projet a pour objectif la conception en langage VHDL (<< Very High Speed Integrated 
Circuit Hardware Description Language ») et l'implémentation dans une composante FPGA 
(Field Programmable Gate Array) d' un A VN pour les applications aérospatiales. Il vise à 
développer une architecture configurable et adaptable aux différents besoins de ces 
applications afin de remplacer le contrôleur d 'écrans qu'utilise présentement CMC 
Électronique dans leurs systèmes d'avionique. Le projet final est un contrôleur d'écran à 
plusieurs résolutions et fréquences de rafraîchissement. Il est conçu de manière à répondre 
aux besoins actuels et futurs de l'entreprise CMC Électronique en matière de contrôle d'écran 
et il reflète l'avancement technologique des dernières années. Ce module est évolutif car il 
est possible de l'adapter aux différentes technologies utilisées au sein de l'entreprise. 
Ce document est divisé en plusieurs chapitres qui présentent les différents aspects ayant 
rappOli à l'élaboration de ce projet. Voici donc un plan de ce qu 'on retrouve dans ce 
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document et qui vous permet de suivre le cheminement logique suivit lors de la rédaction de 
ce mémoire. 
Le premier chapitre a pour buts de mettre en contexte et de structurer le travail à accomplir. 
Le deuxième chapitre met en lumière les possibilités et les limitations d'un tel projet pour 
ensuite définir les spécifications fonctionnelles envisageables lors de sa réalisation. Le 
chapitre 3 utilise ce qui a été trouvé au chapitre 2 en relations avec les besoins de CMC 
Électronique pour déterminer la plateforme de développement à utiliser afin de mettre au 
point le contrôleur vidéo. Suite à ces deux derniers chapitres vient le quatrième qui sert à 
donner en détail les spécifications retenues qui serviront de guide tout au long du 
développement du système d'affichage numérique. 
Le chapitre 5 explique tous les principes nécessaires à la réalisation du projet. Le 
fonctionnement de la mémoire PROM (<< Programmable Read Only Memory ») et de 
l' affichage d'une image y sont expliqués. Il en est de même pour l' organisation des fichiers 
* .mcs et * .bmp dont on élabore sur la manière d' utiliser le langage PERL pour extraire des 
données d' images et de les insérer dans le fichier de configuration du FPGA. 
Le chapitre 6 se veut le plus complexe et volumineux puisque c'est lui qui inclut l 'explication 
et la simulation des différentes parties du système. Il est suivit du chapitre 7 qui permet la 
mise en route de tout le projet, étape par étape, jusqu'à l'affichage d'une image sur un écran 
LCD. On termine avec le chapitre 8 qui permet de faire une synthèse de tout le travail 
accompli et qui permet aussi d'apporter des solutions aux différents problèmes restants à 
résoudre pour la continuité du projet. 
Le code VHDL du contrôleur et du bootloader en entier seront placés à la première annexe, 
suivit par les bancs d' essais, des scripts de compilations, des scripts PERL et, pour terminer, 
avec le fichier de contraintes top.ucf. Ce mémoire est écrit de manière à faciliter la 
consultation ponctuelle tout en permettant d'être lu comme un guide de l' utilisateur. 
CHAPITRE 1 
PROBLÉMATIQUE ET PRÉPARATION DU PLAN DE DÉVELOPPEMENT 
Ce chapitre a pour but de décrire la problématique rencontrée chez CMC Électronique en 
matière d'A VN et par le fait même, il permet d'expliquer les motivations de la compagnie 
pour développer un système de contrôle vidéo propriétaire. Aussi, ce chapitre définit un plan 
de développement qui répond à cette problématique et apporte une solution d'avenir dans ce 
domaine. 
La section qui suit montre en détail chaque aspect de la problématique et la section 1.2 décrit 
la méthode de travail qui est suivie pour l'élaboration du projet. 
1.1 Problématique rencontrée 
Depuis plusieurs années, CMC Électronique utilise des contrôleurs vidéo numériques 
provenant de fabricants extérieurs. Ces composantes sont très performantes, mais sont aussi 
très peu adaptées et ne rencontrent pas les standards minimums pour les besoins de 
l'entreprise. Il en résulte donc des dépenses importantes pour ces composantes, des dépenses 
qui nous amènent à remettre en question leur utilisation et, par conséquent, de les remplacer 
par des composantes propriétaires à CMC Électronique. Plusieurs aspects seront discutés 
plus bas pour justifier le développement d' une solution pour un A VN par CMC Électronique. 
1.1.1 Aspect technique 
L'affichage utilisé en avionique ne requière pas de calculs vidéo sophistiqués comme on peut 
en voir dans les systèmes d'affichages pour des images 3D par exemple. De plus, l'affichage 
requis à l'intérieur d' un cockpit demande un débit d ' informations relativement lent donc, nul 
besoin d' avoir une bande passante très élevée comme pour des ordinateurs de maisons, 
d ' autant plus que la résolution d' affichage n'est pas aussi grande que celle qu'on possède à la 
maison. Les écrans pour l'instrumentation sont plus petits que le plus petit des écrans que 
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vous pouvez trouver en ce moment sur le marché des écrans résidentiels. Nous sommes donc 
en présence d' un système simple au niveau technique. La complexité des systèmes utilisés 
en avionique vient surtout du respect des critères de fiabilité et de stabilité dans des 
conditions extrêmes de température et de pression atmosphérique dont on parlera plus loin. 
Le défi de CMC est jusqu'à maintenant de trouver des composantes qui répondent à ces deux 
critères de simplicité et de fiabilité tout en maintenant un coût minimal. Les composantes 
offertes sur le marché sont de plus en plus complexes et coûtent de plus en plus chères, alors 
que les besoins en avionique n'évoluent pas aussi rapidement et ne sont pas de cette 
complexité dans la majorité des cas. 
Le développement d'une solution propriétaire permet non seulement de développer une 
expertise technique dans le domaine des A VN, mais aussi une meilleure adaptation aux 
différents besoins de l'entreprise. Le rythme de l'évolution technique du contrôleur vidéo 
propriétaire étant plus lent que celui du marché actuel, il est plus facile de développer une 
technologie dont les standards de fonctionnalité technique sont largement documentés et 
éprouvés par l'utilisation résidentielle. 
1.1.2 Aspect sécurité et fiabilité 
Comme mentionné plus haut, le plus grand défi pour développer des produits d'avionique est 
d'assurer leur fiabilité et leur stabilité de fonctionnement dans des conditions de température 
et de pression atmosphérique extrêmes. Lorsque CMC Électronique utilise des composantes 
d'une tierce compagnie, il est nécessaire de certifier la fiabilité et la sécurité de ces 
composantes, alors qu'elles n'ont pas été nécessairement conçues à cet effet. Ceci demande 
énormément de temps et de dépenses puisque ces technologies n'ont pas une longue durée de 
vie sur le marché. Il devient plus facile pour CMC Électronique de répondre à ces hauts 
standards de qualité en prenant en charge le développement du contrôleur vidéo numérique, 
puisque ce dernier est développé dans cette optique et avec les critères de fiabilité définis 
chez CMC Électronique. De plus, le changement de composantes FPGA n 'affecte que les 
aspects physiques du design, ce qui permet de faire des changements technologiques ainsi 
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que leur certification de fiabilité/stabilité plus rapidement que dans le cas d' un changement 
de technologie non propriétaire. 
1.1.3 Aspect évolutif 
En utilisant des composantes de fabrication extérieure, il est difficile de contrôler leur 
évolution. Pour chaque nouvelle technologie ou nouvelle composante d'affichage, il est 
souvent requis de recommencer tout le développement de la plateforme du circuit imprimé 
ainsi que l' adaptation de la composante avec les autres déjà présentes sur la carte. Ceci est 
très coûteux en temps et en argent. 
En développant un contrôleur vidéo chez CMC Électronique dans un langage de spécification 
physique, comme le VHDL, il est désormais possible de faire évoluer rapidement et sans trop 
de dépenses additionnelles les applications qui demandent de la vidéo puisque l'A VN fera 
maintenant partie intégrante de la section numérique du système d'avionique. Il est même 
possible de garder un design inchangé en le faisant migrer vers une nouvelle technologie de 
composante programmable (FPGA), ce qui permet une liberté accrue dans le choix de la 
technologie. 
De plus, il est maintenant possible d'ajouter des fonctionnalités qui répondent aux besoins de 
chaque système sans pour autant nécessiter de modification physique dans le reste du produit. 
1.1.4 Aspect énergétique 
Avec les composantes vidéo utilisées présentement chez CMC, il n'est pas possible 
d'intégrer leurs fonctions en une seule composante puisque chacune d' elles est indépendante 
et a une fonctionnalité fixe. Ainsi, le nombre élevé de composantes sur un circuit augmente 
la consommation d' énergie du système. 
En développant un système d'affichage numérique en un langage comme le VHDL, son 
intégration avec d'autres fonctions en une seule composante devient possible. Ceci nous 
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laisse donc envisager une diminution significative de la puissance électrique consommée, 
surtout s'il est possible de gérer efficacement l' activation et la mise en veilleuse de certaines 
parties du système lorsqu'elles ne sont pas sollicitées. 
1.1.5 Aspect économique 
Avec l'intégration de système en une seule composante, la complexité du développement de 
circuit imprimé diminue. L'unification des systèmes permet aussi de réduire le nombre de 
composantes sur le circuit, ce qui réduit les coûts de productions. 
Aussi, le marché des composantes programmables de types FPGA ont depuis quelques 
années atteint le marché de masse. Ceci leur permet d'augmenter leur facteur d'échelle, 
réduisant ainsi les coûts par rapport à la production de composantes à fonctionnalité fixe 
comme celles utilisées présentement chez CMC Électronique. 
Pour ces raisons, il devient plus avantageux d'utiliser un contrôleur vidéo développé en 
VHDL chez CMC Électronique plutôt qu 'un contrôleur video à fonctionnalité fixe de 
provenance extérieure. 
1.1.6 Synthèse de la problématique 
En résumé, l'utilisation par CMC Électronique d'une technologie d'affichage vidéo 
provenant d ' un fabriquant extérieur occasionne des inconvénients qui peuvent être 
énormément atténués ou même éliminés par le développement de cette technologie 
d' affichage par CMC Électronique. C'est pourquoi ce projet est mis de l' avant. Cependant, 
pour le mener à bien, il est nécessaire de structurer le travail à accomplir en se donnant un 
plan de développement. Les sections suivantes de ce chapitre expliquent ce plan. 
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1.2 Explication du plan de développement utilisé 
Voici le plan de développement suivi pour faire avancer le travail. A vant de se lancer dans 
des explications détaillées, il est préférable de visualiser schématiquement la logistique de 
chaque tâche sur la Figure 1.1 et la Figure 1.2 qui suivent: 
Étudi;e( I!'i:s ~p;èdrjt",tiü·a!;) 
né·t·ess«irB iJ 
!'ét:au;);!"i';tion i&t ~ "-t 
dé'/-elOppernei'lt: dü tltèüiL 
'/ffifier si la plilte-f'.)fm~' 
dé dfhiëluppen1ei'lt est 
ad,é,:luif:te 
DiJi 
Figure 1.1 Organigramme représentant la méthodologie globale du travail à 
effectuer. 
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Les sections suivantes décrivent plus en détail chacune des étapes exposées dans la Figure 
1.1 et la Figure 1.2. 
1.2.1 Recherche de cores RGB ou VGA déjà développés 
Pour faciliter le démarrage du projet, une recherche détaillée des contrôleurs vidéo RGB 
(Red, Green, Blue) et VGA (Video Graphics Array) existants est effectuée afin de se donner 
une idée précise de ce qui est atteignable comme spécifications de départ et aussi pour 
déterminer rapidement une topologie qui répond aux besoins de CMC Électronique. Cette 
étape est entièrement décrite au CHAPITRE 2. 
1.2.2 Installation de l'environnement de travail et liste des logiciels utilisés 
Pour des fins de sécurité informatique, il a été considéré d'installer les outils de travail sur un 
environnement Linux. Cependant, pour des raisons de compatibilité avec certains pilotes du 
câble JTAG (<< Joint Test Action Group ») et aussi par manque de temps à résoudre ces 
problèmes, un environnement Windows XP et les logiciels suivant sont utilisés: 
A. ISE 8.2i de Xilinx; 
B. Modelsim 6.2; 
C. Chipscope de Xilinx; 
D. Microsoft Office 2003; 
E. Microsoft Visio 2003; 
F. Notepad ++ 4.0.2; 
G. Winzip. 
Aussi, pour communiquer de manière sécuritaire et confidentielle entre CMC Électronique et 
l'ÉTS, il est nécessaire de se doter d'un outil d'encryptions de fichiers . Pour cela, deux 
moyens sont utilisés: le format d' encryption « Pretty Good Privacy » (PGP) ou le format de 
compression de fichier * .zip avec une double compression nécessitant des mots de passe. 
Il 
Pour plus de détails sur l'utilisation des outils de développement utilisés, référez-vous à un 
didacticiel d'ISE 8.2i, de ModelSim et/ou de VHDL. 
1.2.3 Étude des spécifications nécessaires à l'élaboration et au développement du 
circuit et choix de la plateforme de développement 
L' étude approfondie des différents contrôleurs vidéo existants (CHAPITRE 2) faisant 
ressortir les spécifications de départ du projet, il est possible de déterminer les besoins en 
matière de plateforme de développement tout en minimisant la marge d ' erreur par rapport au 
matériel choisi. Par la suite, un magasinage intensif des plateformes de développement est 
effectué afin de trouver le meilleur rapport qualité/prix ainsi que le meilleur choix selon 
l'aspect évolutif et l' aspect documentation. Cette étape se reflète au CHAPITRE 3 qui nous 
explique le cheminement emprunté pour faire le choix de notre platefonne de 
développement. Une fois toute l'information rassemblée, un consensus est finalement 
possible pour déterminer la liste de toutes les spécifications (physiques et logicielles) du 
projet. Le CHAPITRE 4 en fait l'énumération. 
1.2.4 Faire un schéma bloc du circuit 
À cette étape, il est nécessaire de connaître en détail les caractéristiques finales voulues pour 
le projet d' afficheur vidéo numérique. Le schéma bloc évolue tout au long du 
développement du code VHDL, c'est pour cette raison que seule la version finale est 
présentée dans ce document. Les différentes parties de ce schéma bloc seront présentées 
dans le CHAPITRE 6. Il est à noter qu'il est impossible de dessiner le schéma bloc final 
détaillé en une seule figure. En attendant, voici un schéma bloc préliminaire du système tel 
qu' il était perçu au début du projet: 
Figure 1.3 
Sortie Video (VGA, 
RGB ou DVI) 





Ce dessin montre bien que le travail est de configurer et de programmer une plateforme de 
développement par un port JTAG afin de lui permettre d'afficher des images sur un écran. 
Le travail est concentré sur le FPGA qui doit comprendre un module d'affichage et un 
système de contrôle hôte qui permet de passer des commandes ou de charger des images dans 
le module d ' affichage. 
1.2.5 Entrée du code VHDL en fonction du schéma bloc 
Le code VHDL est écrit en respectant la structure du schéma bloc du système (CHAPITRE 
6) défini en fonction des spécifications fixées au départ (CHAPITRE 4) afin de permettre une 
compréhension rapide du code et de faciliter le déverminage du système. Le code possède 
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aussi le style et la structure qui correspondent aux nonnes internes de CMC Électronique 
(section 4.3). 
Chaque bloc du code est simulé pour vérifier la fonctionnalité du modèle. Suite à cela, une 
simulation fonctionnelle globale du système est effectuée (voir section 6.6). Des 
modifications sont apportées tant que les modèles ne répondent pas aux spécifications de 
départ. 
1.2.6 Synthèse et optimisation du système 
Une fois la simulation fonctionnelle réussie, une première synthèse et optimisation qUI 
pennet de gérer le type des pièces programmées peut être fait. Un circuit plus perfonnant est 
obtenu en le réorganisant et en optimisant les équations pour chaque bloc et sous bloc, si cela 
le penn et. Les résultats de synthèse sont présentés au CHAPITRE 8. 
1.2.7 Placement et routage 
Cette étape est la dernière avant l'implantation dans le FPGA. Elle pennet de faire les 
derniers ajustements en fonction des contraintes de temps et d'espace reliées à la fois à la 
technologie utilisée et aux spécifications de départ du système. Cette étape pennet, en plus, 
de fixer l'emplacement de chaque bloc et sous bloc afin d'encadrer et de structurer le système 
à l'intérieur du FPGA. La simulation à partir de cette étape ressemble énonnément au 
fonctionnement réel du circuit physique puisque le modèle tient compte des délais de 
propagation nominaux et des contraintes de placement et routage. Les contraintes utilisées 
sont montrées aux sections 7.2 et 7.3 . 
CHAPITRE 2 
RECHERCHE BIBLIOGRAPHIQUE DE CŒUR EXISTANT ET SPÉCIFICATIONS 
FONCTIONNELLES PRÉLIMINAIRES DU PROJET SUR LES A VN 
Ce chapitre présente la recherche effectuée afin de prendre connaissance des principes et des 
projets existants pouvant être utilisés comme guide de départ au projet de pilote d' écran en 
VHDL. Ce travail permet une définition plus aisée des spécifications fonctionnelles finales 
du projet. Pour cette raison, il est nécessaire de parler des avantages et des inconvénients de 
chaque cœur étudié. 
Cette recherche est aussi le point de départ, notre guide de magasinage en quelque sorte, pour 
le choix de la plateforme de développement acquise afin de mettre au point ce projet. C' est 
pourquoi la dernière section de ce chapitre donne une synthèse des caractéristiques 
fonctionnelles retenues pour le projet mais ne constitue pas encore la dernière liste des 
spécifications désirée pour notre A VN. Des précisions s ' ajoutent à ces dernières suite au 
choix de la plateforme de développement et il est nécessaire de constituer un chapitre 
indépendant pour toutes les définir. Le CHAPITRE 4 a donc été écrit à cette fin . 
2.1 Spécifications de départ minimales recherchées pour le projet 
Ce contrôleur doit minimalement répondre aux spécifications utiles tirées de celles de la 
composante présentement utilisée par la compagnie et aussi de celles définies par la nature 
des technologies utilisées. Le cœur du système: 
a. doit appartenir à la compagnie CMC Électronique; 
b. doit être entièrement écrit en langage VHDL; 
c. doit permettre un interfaçage rapide et facile avec de la mémoire « Random Access 
Memory » (RAM) et/ou un processeur; 
d. doit permettre une bande passante élevée (difficile de dire ce qui est atteignable avant 
l' étude de ce qui existe); 
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e. doit permettre de maintenir la compatibilité avec les systèmes déjà utilisés chez CMC 
Électronique (sortie RGB); 
f. doit permettre d'utiliser les dernières technologies de connectivité avec les nouveaux 
écrans pour une possibilité accrue d'évolution du système dans le futur; 
g. doit permettre une mémoire RAM suffisante pour contenir deux images de résolution 
1024 x 768 à encodage de 24 bpp (bits par pixel), ce qui correspond à 4.8 Mo (Mega 
octets) environ; 
h. doit permettre un mode d' économie d' énergie activé de manière logicielle. 
2.2 Recherche sur les bus SoC 
Un bus « System on Chip » (SoC) permet de connecter facilement et rapidement deux 
composantes ou plus par un lien de partage d'informations ou de données. Chacun des bus 
possède son propre protocole. 
Pour des raisons pratiques, il est favorable de commencer par définir notre choix en matière 
de bus interne entre les blocs du système ordiné qui sont en cause. En effet, certains 
contrôleurs d'écran sur le marché utilisent déjà de ces bus. Ceci peut donc influencer nos 
choix technologiques. 
Ce que nous recherchons en cette matière est un bus facile à adapter et qui permet d'intégrer 
notre contrôleur d'affichage dans n' importe quel système où un écran est requis. L'autre 
facette du bus doit être sa bande passante adaptable pour des systèmes très rapides. 
2.2.1 Bus Sériel SERDES : 
Un bus SERDES (serializer/deserializer) permet de transformer de l' information de nature 
parallèle en information de nature sérielle, ce qui permet de transférer les données à haut 
débit avec un nombre réduit de connexions. Il est possible par la suite de recevoir 
l ' infOlmation de manière synchrone et de la remettre en parallèle. 
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Il est convenu de ne pas utiliser de bus SERDES puisque cela entraîne une complexification 
du « design» matériel afin de répondre aux contraintes de haute vitesse d'horloge de ce 
genre de bus pour le transfert de données d'images (plus de 1 GHz, ce qui est beaucoup trop 
élevé). Pour le moment, nous nous contentons de fabriquer un système facilement adaptable 
et éprouvé. Il sera possible, éventuellement, d'adapter un bus SERDES à partir du bus SoC 
parallèle choisi plus loin, si cela s'avère nécessaire. 
2.2.2 Bus parallèle CoreConnect (IBM) 
C'est le bus d'interconnections SoC le plus documenté en apparence ([30] IBM Corporation, 
1999, [31] IBM Corporation, 2005 et [32] IBM Corporation, 2008). Plusieurs modèles ont 
été développés afin de répondre aux divers besoins liés aux systèmes ordinés. Il existe 2 
niveaux différents : le «Processor Local Bus» (PLB) pour les systèmes de haute 
performance comme dans le cas d'une communication entre un processeur et une mémoire, 
ainsi que le « On-Chip Peripheral Bus» (OPB) pour les systèmes de moindre performance. 
Le niveau PLB possède une spécification dédiée pour les bits de contrôle organisés en 
guirlande (<< daisy chain ») permettant de libérer de la bande passante pour le reste du PLB, 
mais rendant la conception de ce type de bus un peu plus complexe. Le bus d'IBM permet 
une extension jusqu'à 128 bits de données. Il a été développé pour interfacer un processeur 
avec d'autres périphériques, c'est-à-dire pour fabriquer efficacement un système ordiné 
complexe et stable dans une seule puce. Rien ne spécifie sur le site si son utilisation est 
gratuite ou non. 
















Figure 2.1 Schéma bloc du bus CoreConnect. 
(Tiré de [47] Usselmann, 2001) 
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Source: cette fi gure est tirée du document de M, Rudolf Usselmann, OpenCores SoC B liS RevielV, p, 3, sur la page OPENCORES,ORG 
2.2.3 Bus parallèle AMBA (ARM) : 
L'AMBA (( Advanced Microcontroller Bus Architecture ») a été développé avec le même 
objectif que le CoreConnect d' IBM et lui ressemble un peu, mais ne possède pas de partie 
dédiée pour les bits de contrôle dans le modèle haute performance, ce qui le simplifie 
légèrement. Par contre, ce modèle se définit de deux manières différentes selon les besoins, 
l 'AHB (( Advanced High-performance Bus ») étant le plus complet et l' ASB (( Advanced 
System Bus ») étant une forme simplifiée et légèrement modifiée de l'AHB. L'AMBA 
possède aussi une troisième spécification pour connecter des périphériques de moindre 
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performance, il se nomme l'APB (<< Advanced Peripheral Bus ») . L'utilisation du bus 
AMBA semble gratuite. Pour les détails, référez-vous à [2] ARM Limited, 1999 ou à [47] 
U sselmann, 2001. 
Voici un exemple de schéma bloc: 
1 High-performance 
1 ARM processor 
High-bandw~ 
on-chip RAM ! 
m [ UART 1 1 limer 1 l 
Hign-bandwidth AHB arASS 1 ~ j APB 
Extemal Memary l 0 j Interface W E j 1 Keypad Il PlO l 
DMAbus 
master AHB to APB Bridge 
or 
ASB to APB Bridge 
Figure 2.2 Schéma bloc du bus AMBA. 
(Tiré d ' ARM Limited. 1999) 
Source : cette figure est tirée du document d'ARM Limited, 1999, A MBA nt Specification , p. 1-4, sur la page web de Gaisler Research 
section documentation. 
2.2.4 Bus parallèle Wishbone: 
Le BUS Wishbone a été développé expressément pour interconnecter n'importe quels 
modules ensemble, que ce soit des composantes d'un système ordiné comprenant un 
processeur et de la mémoire ou des composantes non standard ou des périphériques sans 
processeur ni mémoire. Le BUS Wishbone est tout désigné pour une implantation simple, 
rapide et ne prend que peu de ressources logiques ([47] Usselmann, 2001). Une seule 
spécification est nécessaire pour toutes les performances nécessaires (pourquoi compliquer 
les choses quand on peut faire cela simplement), pour ajouter des modules de performance 
différente dans un même système, il suffit d'organiser deux bus Wishbone de différentes 
performances et le tour est joué. Le bus permet de modifier, selon les besoins, la fréquence 
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de transmission ainsi que la largeur du bus de données et du bus d'adresse. Son utilisation 
est gratuite et toute la documentation est disponible gratuitement sur le site internet de 
OPENCORES.ORG ([23] Herveille, 2002). 
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Schéma bloc du bus Wishbone. 
(Tiré de [47] U sselmann, 2001) 
Source: cette figure est tirée du document de M, Rudolf Usselmann, OpenCores SoC Bus Review, p, 9, sur la page OPENCORES,ORG 
2.2.5 Notre choix de BUS 
Au niveau de la performance, il est certain que tous rencontrent ce qui est demandé par notre 
module d'affichage. Par contre, celui que répond le mieux au critère de simplicité 
d'implantation et d'utilisation à cause de sa versatilité et de sa gratuité, c'est le bus 
Wishbone. 
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Les autres bus ne sont pas avantageux dans notre cas, car ils sont spécifiquement développés 
pour interfacer des périphériques dans un système ordiné complexe comprenant beaucoup de 
normes protocolaires. Il devient alors lourd de les utiliser dans des cas simples. En d'autres 
mots, les utilisateurs de ces bus (AMBA et CoreConnect) doivent s ' adapter à leurs 
spécifications et non l' inverse comme le permettent un peu plus les spécifications du bus 
Wishbone. Pour ces raisons de simplicité, il est clair que notre choix s' arrête sur le bus 
Wishbone. 
2.3 Recherche sur les protocoles et signaux de sortie vidéo: 
Cette section a pour objectif de discuter des possibilités envisagées pour la communication 
entre le contrôleur vidéo et l' écran qui y est connecté. Nous étudions les différents cas pour 
s' assurer de prendre les bonnes décisions au départ afin d'adapter facilement le projet aux 
technologies déjà utilisées chez CMC et aussi pour qu'il puisse facilement évoluer vers des 
technologies émergentes. 
2.3.1 Port RGB (ou VGA) : 
Un port ROB (ou VOA) est un port analogique qui ne fait qu ' envoyer les signaux nécessaires 
au contrôle de l' écran jumelé aux couleurs de chaque pixel. Nous devons être en mesure de 
fournir un port ROB (ou VOA) en sortie du système final pour garder la compatibilité avec 
ce qui se fait présentement chez CMC Électronique. Cependant, une autre solution se 
présente à nous: le port DVI (Digital Visual Interface) qui a plusieurs avantages (voir la 
section 2.3.2). L ' utilisation du standard de connexion VOA nous permet d ' utiliser facilement 
la majorité des écrans sur le marché. 
2.3.2 Port de DVI (Digital Visu al Interface) développé par le DnWG (Digital Display 
Working Group) 
La rédaction des spécifications de la première version de cette interface a été terminée au 
début avril 1999. Cette interface est développée pour permettre l'échange de données vidéo 
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numériquement afin de conserver l'intégralité et la qualité du signal vidéo pendant son 
transport. Cette technologie permet d'augmenter le débit de données, d'améliorer la 
résolution de l'image et aussi d'accroître le nombre d'images par seconde sur les écrans. 
Alors que le standard VGA plafonne autour d'une résolution de 1600 x 1200, le standard 
DVI fait son entrée sur le marché pour permettre de continuer à augmenter la résolution et 
aussi la vitesse de rafraîchissement d' image. De plus, afin de garder une certaine 
compatibilité avec les écrans actuels, le standard DVI prévoit une partie de ses spécifications 
pour des signaux analogiques. Ceci permet de connecter les écrans VGA actuels à l'aide 
d'adaptateurs au port DVI (RGB compris). 
Voici un exemple de schéma bloc du standard DVI : 
T.M.D.S. Links 
. Da.ta Channel 0 
1'" 
Data Channel 1 ,.~ 
'~~ I 
Pi~~ID~t~ \ ~ __ Qata_CI}ÇiDD.!1L2 ___ .. . ~ 1 ··········· ······· ······· 
K 1! -"'ook ~ 1····················································· ...................... , 
1/1
1 
~ I_D_éjt~LC.banOJlL3~ ~ 
l-Data_Ch.anneL 4 ___ ~ .. 
. t
··Data Channel 5 --.. - .. 1 
Control 
L 
Figure 2.4 Schéma bloc du bus DVI. 
(Tiré de Digital Display Working Group. 1999) 
Source: cette figure est tirée du document de Digital Display Working Group, 1999, Digita/ Visua/ /nle/face DV/, p. 10, url : 
http://www.ddwg.org/l ib/dvi_ IO.pdf. 
Dans notre cas, le standard DVI possède beaucoup trop de bande passante pour nos besoins 
immédiats. Il sera toujours possible de faire migrer le contrôleur vidéo d'une technologie 
d'affichage analogique vers une technologie numérique, simplement en supprimant le 
convertisseur numérique/analogique et en le remplaçant par un module de formatage des 
données numériques au standard nécessaire. Dans ce sens, il est présentement possible 
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d'utiliser les signaux analogiques VGA à travers le standard physique du DVI puisque ce 
dernier a été développé afin de permettre une transition douce du VGA vers le DVI. Ceci 
nous laisse donc l 'opportunité de commencer notre développement par une technologie 
VGA. De plus, étant donné que l' écran utilisé actuellement communique par un port RGB, 
nous n'avons pas à mettre d' effort sur le développement additionnel d 'une nouvelle 
connectivité. 
2.4 Cores (cœurs) VGA, RGB ou DVI disponibles: 
Cette section fait un survol sur les solutions disponibles au moment du démarrage du projet. 
Nous tenterons d ' identifier les caractéristiques et les fonctionnalités utiles pour les besoins de 
CMC Électronique. Comme vu précédemment lors del'élaboration du plan de 
développement (section 1.2.3), les spécifications qui ressortent à la fin de ce chapitre ne sont 
pas' finales, mais servent plutôt comme guide pour le choix de notre plateforme de 
développement au chapitre suivant. Pour en savoir plus sur les spécifications finales retenues 
pour le projet, référez-vous au CHAPITRE 4. 
2.4.1 GRLIB (Gaisler research): 
Après vérification, le groupe de modules GRLIB ne contient aucun cœur de contrôleurs 
d' écran. Leur solution propose plutôt d'utiliser un contrôleur interfacé par le BUS PCI ou 
une solution provenant d 'une tierce source. Par contre, tous les autres modules pourraient 
être utilisés pour une amélioration ultérieure du système (processeur SP ARC entre autres). 
Voici quand même les informations disponibles pour ce modèle (source: [19] Gaisler et al. 
2005) : 
A. Nom du projet: grlib; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement approuvé pour FPGA, ASIC (( Application-Specifie 
Integrated Circuit »); 
D. BUS de communication: AMBA; 
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E. État de développement: Production/Stable; 
F. Coûts d'acquisition: Gratuits (Version évaluation uniquement); 
G. Coûts d'utilisation commerciale : à voir. 
2.4.2 Mistral Software: 
Ce système semble intéressant puisqu'il répond au standard «eXtanded Graphics Array» 
(XGA) et plus, ce qui veut dire que sa résolution maximale possible peut dépasser 1024 x 
768 pixels. Il permet une sortie RGB 8:8:8 ou 10:10:10, ce qui permet 32 bpp. Le code est 
écrit en langage VHDL. Il n'y a pas plus d'information que le petit fichier * .pdf (<< Portable 
Document Format ») de 2 pages ([38] Mistral Software Pvt. Ltd. 2004) et le site internet (url: 
http://www.mistralsoftware.com/home.htm qui est en construction au moment de la 
recherche). Un autre point moins intéressant, c'est qu'il ne semble pas posséder de BUS de 
communication et son schéma bloc est plutôt simpliste. Nous n' avons pas d'information sur 
les autres fonctions qu'il fournit. La documentation sur ce modèle n'est pas accessible et le 
code VHDL semble encore en développement. De plus, le code source n' est pas disponible 
gratuitement. Cette option devra être mise de côté. 
Voici le schéma bloc du projet VGA-XGA Controller : 
VGA IMAGE RGB (8:8:8) VGALOCAL BUFFER 
Video pl:lCeiClock 
VGA l1mlng RegJsters 
Video pixel dock VGA 
TIming Generator 
CBLANK 
Video pI:xel clock 
External SYNC 
Lock Oenl 0<:1{ 
Figure 2.5 Schéma bloc du projet VGA-XGA Controller. 
(Tiré de [38] Mistral Software Pvt. Ltd. 2004) 
Source : cette fi gure est tirée du document de Mistral Software Pvt. Ltd. 2004, VGA-XGA Con/rollier, p. l , url: 
b!r.lLiL)~n~Jrli.â!Ia l sotl~1!Ie . col11iVJlA-XGAi.9ntroJJ~LpJjr 
Voici quand même les informations disponibles pour cette solution: 
A. Nom du projet: VGA-XGA Controller; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement: approuvé pour FPGA, ASIC; 
D. BUS de communication: Aucun Spécifique; 
E. État de développement : en développement; 
F. Coûts d'acquisition: à voir (non gratuit); 
G. Coûts d'utilisation commerciale : à voir. 
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2.4.3 TVOUT_CTRL (Cast iDe.) 
Cast inc. propose plusieurs cores intéressants, et celui-ci semble répondre à ce que nous 
recherchons. Il est écrit en langage VHDL. Le système est fait pour la télé haute définition 
et pour les solutions vidéo embarquées comme les téléphones portables, les PDA ou autres. 
Il permet une sortie ROB 8:8:8, ce qui permet une précision de couleurs de 24 bpp, mais ne 
permet pas de savoir la résolution maximale. Le Bus AMBA sert d'interface avec les autres 
modules Soc. Il permet un accès DMA unidirectionnel grâce à un contrôleur dédié. Il 
possède aussi un mode d' économie d ' énergie, mais il est impossible de savoir s' il est 
possible de l' activer de manière logicielle. Les autres fonctions recherchées ne sont pas 
spécifiées. Le core pourrait servir de référence si nous pouvions y avoir accès gratuitement, 
mais étant donné que ce n' est pas le cas, cette option devra être laissée de côté. 
Voici le schéma bloc du projet TVOUT CTRL Video Display Controller Core, il peut 
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Figure 2.6 Schéma bloc du projet TVOUT _ CTRL Video Display Controller Core. 
(Tiré de [5] Cast inc. 2005) 
Source: cette figure est tirée du document de Cast inc. 2005 , TVOUT_ CTRL Video Disp/ay Con/roller Core, p. l , url : http://www.cast-
inc.com/corcs/tvoUI clrlicast tvout ctrl.pdt: 
Voici quand même les informations disponibles pour cette solution: 
A. Nom du projet: TVOUT_CTRL Video Display Controller Core; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement: approuvé pour FPGA, ASIC; 
D. BUS de communication: AMBA (AHB); 
E. État de développement: Production/Stable; 
F. Coûts d' acquisition : à voir (non gratuit); 
G. Coûts d'utilisation commerciale : à voir. 
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2.4.4 LogiCVC Compact Video Controler (Xylon logicbricks) 
Ce module est intéressant ([72] Xylon, 2005). Il a l'avantage de supporter plusieurs types 
d'écrans . Cependant, la résolution maximale supportée est de seulement 1024 x 768 et le 
nombre de couleurs maximales est de 256, ce qui le limite donc à 8 bits par pixel. Une 
fonction intéressante y est implémentée: il est possible de générer des couleurs avec un seul 
bit par signal ROB en alternant les bits « on » et « off» d' un pixel à la manière d'un hacheur 
dans un délai déterminé. Cette fonction s'appelle XCOLOR™. 
Le bus de communication est générique. Ceci ne semble pas être un problème puisque le 
système semble avoir été fait pour s' interfacer avec un processeur et de la mémoire 
facilement. La largeur du bus de données est de 16 bits. Il faut donc fabriquer une interface 
qui assemble deux données sur un bus de 32 bits. Sa largeur de bus pose un problème pour 
les évolutions futures du système. 
Son coût ne semble pas élevé car sur le site de logicbricks, les gens le comparent au prix de 
pièces physiques achetées sur le marché actuel (coût équivalent à l'utilisation), soit Il,50 
USD par module implanté. Cette option devra être laissée de côté malgré tout car elle ne 
répond pas suffisamment à nos critères de départ. 
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Voici tout de même le schéma bloc du projet LogiCVC Compact Video Controler : 
D 
i - ----------\ir========!!==::) v CDIvSEL[1 :0j 1 
VIDEO CTRL REGS 
'or'-~~==--"~ '-'---~'-"----"-"'-= ... -.. =._-,,- ~'VCLKSEL[1 :01 S 
EN_VDD P 
------------ EN_VEE CSELREG[18:0Y i __ - ____ V_EN L 
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VCLK -- GENERA TOR __ - - - ----- ___ ~ PIX_CLK 
Figure 2.7 Schéma bloc du projet LogiCVC Compact Video Controler. 
(Tiré de [50] Xilinx. 2001) 
Source . cette fi gure est tirée du document de Xilinx. 2001 , /ogiCVC Compact Video Con/roller, p. 1, url : 
http://www.x ili n): .comiproductsilogicorc/all iance/xy loni): ylon logicvc .pd r 
Voici quand même les informations disponibles pour cette solution : 
A. Nom du projet: LogiCVC Compact Video Controler; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement : approuvé pour FPGA, ASIC; 
D. BUS de communication : générique; 
E. État de développement: Production/Stable; 
F. Coûts d'acquisition : environ Il ,50$ US (non gratuit) ; 














2.4.5 INT416-SXGA (Intrinsix) 
Ce module ([33] Intrinsix Corp. 2005 et [34] Intrinsix Corp. 2005) est intéressant car il 
répond aux normes du standard VESA. Il permet donc une résolution maximale de 1280 x 
1024 à 85Hz et 16,8M de couleurs. Le bus est générique, mais il est adaptable facilement 
aux différents bus du marché selon la compagnie (AMBA, PCI, PCI EXPRESS). Si on 
regarde le schéma bloc, on remarque que sa mémoire vidéo n' est pas partagée avec d'autres 
modules et qu'il y a un contrôleur/arbitre de mémoire, ce qui permet de penser que les 
images doivent être chargées avant de démarrer l'affichage. Ceci est une bonne chose dans 
notre cas, car cela permet de monopoliser la mémoire vidéo pour le contrôleur. Le code est 
écrit en VERILOG, ce qui nous obligerait à réécrire le tout en VHDL. Étant donné que tous 
les exemples d'applications données dans la description sont interfacés par un bus PCI, et les 
outils de test fournis sont des applications Windows, il est logique de penser que ce système 
est conçu pour la conception de cartes vidéo dans des systèmes ordinés d'ordinateurs 
personnels et, par le fait même, est plus performant que nos besoins à ce moment-ci du 
développement. Ce core a aussi l ' inconvénient d ' être payant. Il devra donc être mis de côté 
pour toutes ces raisons. 
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Figure 2.8 Schéma bloc du projet INT416-SXGA. 
(Tiré de [33] Intrinsix Corp. 2005) 
Source: cette figure est tirée du document de Intrinsix Corp. 2005, VGA & SXGA Compatible HDL Cores, p. l , url: 
lillpJ.Lww'Y!l1JIillsix.c;.()m/iQ!rinsix-ip{yg<lLlntrinsix V,Qb and ~JJÙY.!Qgll..çU2'yervit;}YjJ.gJ 
Voici quand même les informations disponibles pour ce modèle: 
A. Nom du projet: INT416-SXGA; 
B. Langage(s) utilisé(s): VERILOG; 
C. Niveau de développement: approuvé pour FPGA, ASIC; 
D. bus de communication: Générique, adaptable aux différents bus du marché; 
E. État de développement: Production/Stable; 
F. Coûts d' acquisition: à voir (non gratuit); 
G. Coûts d' utilisation commerciale: à voir. 
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2.4.6 Xilinx 
Le site internet de Xilinx nous renvoie à ces entreprises : 
A. Voir Cast Inc. (Section 2.4.3); 
B. Voir Xylon (Section 2.4.4); 
C. Voir Intrinsix (Section 2.4.5). 
2.4.7 Altera 
Le site internet d 'Altera nous renvoie à ces entreprises : 
A. Voir Cast Inc. (Section 2.4.3); 
B. Voir OpenCores (Section 2.4.12). 
2.4.8 Sources du laboratoire pour le cours ELE-748 de l'École de Technologie 
Supérieure: 
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Le modèle élaboré pour ce laboratoire est plutôt simple. Il possède une résolution fixe de 
800 x 600, mais rien ne spécifie le nombre de couleurs. La plate-forme matérielle utilisée 
pour le laboratoire est la carte ML401 de Xilinx avec un triple convertisseur N/A de 8 
bits/canal : le convertisseur numéro ADV7125KST50 de AnalogDevices achemine les 
signaux au port VGA de la carte. Ceci me permet d'affirmer qu ' il est possible de faire du 24 
bpp en théorie, mais il faudrait voir le code plus en détail. La seule description disponible du 
code source est le protocole de laboratoire du cours ([42] Perrault, 2005). Le code étant 
fourni , il faudra s' y attarder pour plus de détails, mais je doute que les spécifications soient 
très élaborées. Il peut être utilisé comme exemple d' explication mais, à mon avis, ce serait 
une erreur de l' utiliser comme point de départ étant donné sa trop grande simplicité. Il n'y a 
pas de schéma bloc pour ce module puisque le système d ' affichage tient sur quelques lignes 
de code VHDL uniquement. 
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Voici les informations disponibles pour ce module: 
A. Nom du projet: Laboratoire de ELE-748; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement: approuvé pour FPGA; 
D. BUS de communication: Aucun Spécifique; 
E. État de développement: Stable mais simple; 
F. Coûts d'acquisition: gratuit; 
G. Coûts d'utilisation commerciale : gratuit. 
2.4.9 VGACON 
Ce module est gratuit, mais n'est pas très intéressant car il n'est pas assez complet pour nos 
besoins. En effet, la résolution est de 64 x 60 avec 8 couleurs. Donc, ce n'est pas avec ce 
système qu'on pourra travailler à la base. Il pourra seulement être utilisé comme exemple 
pour des fins de compréhension, mais ce sera tout. 
Voici son symbole, nous n' avons aucun schéma bloc de ce système : 
......... . ........... .. .. . . 
;-OP ~L~~KE~ 21~=P=U~T:j. · lf~~WLJ'j':..:..· .~. _rcC;-;:L:-;;O~C;K-----=-V-=G-'--A:....:C:....:O~:~O-;;N;E _~w;.R;;I~T:-;El-_JT~OP LEVEL OUPUTS 
RESETN .... ·lIiPLJ'j' .. RESETN HSYNC • ~, iJiPiJ ·· . HSYNC 
------~ROW[s .. a] VSYNC • :?iJiPiJ · ySYrilë 
: ~iJÎNJ · · DÀTAj~ INTERF ACE TO ------~ COL [s .. a] DATA_R : oiJîV 
------~COLOUR[2 .. 0] DATA_G~.-.~. ~~~ 
o TH E R MOD ULE:::J--------l DO _ WR I TE D AT A _ Bf--:-'--°:riJî",-P,-"iJ+---I 
DONE_seREEN 
:~ ......... ... ..... ... ... ... . 
Figure 2.9 Symbole du projet vgacon. 
(Tiré de [45] Singh et Egier. 2004) 
Source : cette figure est tirée du site internet de Singh, Deshanand et Aaron Egier. 2004, A Simple VGA COn/raller, url : 
http://www.eec!!.toronto.edu/-j ayar/ece2 41 05f'/vga new/illdex. html 
Voici les informations disponibles pour cette solution: 
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A. Nom du projet: vgacon; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement : code de base pour FPGA Altera FLEXI0K20; 
D. bus de communication : Aucun Spécifique; 
E. État de développement: à voir, donne des exemples fonctionnels; 
F. Coûts d ' acquisition: Gratuit; 
G. Coûts d ' utilisation commerciale: à voir. 
2.4.10 XESS 
Comme pour le système VGACON, le code de XESS pourra nous guider pour la 
compréhension seulement et ne pourra pas nous aider par la suite car il n ' est pas assez 
complet. Effectivement, la résolution n ' est pas très grande et ne permet que 64 couleurs. Par 
contre, ce qui est intéressant, c ' est que nous avons accès non seulement au code VHDL, mais 
aussi à la partie matérielle du port VGA. Il n ' y a pas de schéma bloc pour ce module, le code 
VHDL suffit ([48] XESS Corp., 2004 et [49] XESS Corp. , 2005). 
Voici les informations disponibles pour cette solution: 
A. Nom du projet: VGA; 
B. Langage(s) utilisées): VHDL; 
C. Niveau de développement: exemple de développement pour FPGA; 
D. bus de communication: Aucun Spécifique; 
E. État de développement: exemple Stable; 
F. Coûts d'acquisition: gratuit; 
G. Coûts d' utilisation commerciale: gratuit. 
2.4.11 Expressive IV (Parallel Systems co.) 
Comme pour le système VGACON, le code pourra nous guider au départ seulement pour 
comprendre les principes d' affichage et ne pourra pas nous aider par la suite car il n ' est pas 
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assez complet. Effectivement, la résolution maximale n'est pas spécifiée ([17] Expressive 
System, 2000). Par contre, le système peut atteindre 16M de couleurs selon le code qui est 
d' ailleurs écrit en VHDL et qui est accessible gratuitement (en partie du moins). 
Voici le schéma de fonctionnement (qui est quasiment illisible sur internet) du projet 
Expressive IV 
If" Gen€H'steS Bî1cod€~ct 'RG8 $!g~h~ 
.,. Ex:. r,"·((,:;:; (t·j~Dr- n:.;-(..) g8.n~r6Jjo(; 
~ ~fS!H 'B.·~Gn t> tlarti': SI:QI'k<i\:; 
Figure 2.10 Schéma bloc du projet Expressive IV. 
(Tiré de [17] Expressive System. 2000) 
Source: cette figure est tirée du site internet d 'Expressive System. 2000, VHDL Source for thefo//owing design sheet, url : 
http: //w~~:Y"PJlli!.11 C 1 :~1'.\l;.D1'U;o. u k/C)$Jl..[Çli.,'i i vc-v h.QUJlm 
Voici les informations disponibles pour cette solution: 
A. Nom du projet: Expressive IV; 
B. Langage(s) utilisées): VHDL; 
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C. Niveau de développement: exemple de développement pour FPGA; 
D. bus de communication: Aucun Spécifique; 
E. État de développement: exemple Stable; 
F. Coûts d'acquisition: gratuit; 
G. Coûts d' utilisation commerciale : gratuit. 
2.4.12 VGAILCD Core v2.0 (Opencores): 
Le contrôleur VGA/LCD de Opencores ([24] Herveille, 2003) supporte les écrans CRT et 
LCD avec des résolutions et des fréquences de rafraîchissement programmables. Il peut 
supporter 3 écrans à la fois (Noir et blanc). Il supporte les modes de couleurs suivantes : 
32bpp, 24bpp (mais seulement 24 bits de sortie RGB disponibles pour le moment), 16bpp 
(deux pixels par mot de 32 bits), 8bpp en niveaux de gris et 8bpp en pseudo couleur avec 
deux possibilités de tables de correspondance accessibles de l ' extérieur du module. La table 
des couleurs est située à l' intérieur du core afin de réduire la bande passante nécessaire de la 
mémoire et permettre un débit de données plus rapide. Les données d ' images sont lues 
automatiquement via l ' interface maître WISHBONE. Pour ce qui est de la sortie, elle est 
standard RGB (VGA). 
La résolution maximale donnée à l' appendice A du document vga_core.pdf est de 800 x 600, 
mais dans les exemples de calculs, il semble être possible de pousser les résolutions plus loin 
(1024 x 768 ou plus). La mémoire vidéo est extérieure au cœur primaire, ce qui permet une 
solution plus flexible pour la mémoire. Il est donc possible de partager la mémoire système 
avec un processeur ou de la rendre dédiée à la vidéo si nécessaire. 
Les applications vidéo plus performantes, comme dans les jeux vidéo ou pour la lecture vidéo 
continue, bénéficient de la fonction d'alternance de deux banques vidéo. De plus, pour 
réduire le scintillement et l' encombrement des images, on change de page mémoire vidéo 
et/ou table de couleurs à chaque retour vertical (ce qui est logique). 
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Deux curseurs matériels permettent une flexibilité additionnelle. Ils peuvent être de deux 
formats différents et leur image est stockée dans le cœur afin de limiter les accès mémoire. 
Le système utilise une interface WISHBONE pour les communications inter modules, ce qui 
est intéressant. La version du code le plus à jour est écrite en VERILOG malheureusement. 
Par contre, une version moins récente, avec sensiblement la même topologie, mais qui 
possède moins de fonctionnalités, est disponible en VHDL. Il est aussi à remarquer que la 
documentation est bien détaillée et que l'utilisation du module est gratuite. Par contre, étant 
donné que le code est écrit sous une licence de type BSD, il nous est impossible de le 
modifier sans le republier gratuitement sur l' internet. Nous ne pouvons donc, en aucun cas, 
utiliser ce code puisque il est primordial de pouvoir l' adapter à nos besoins tout en restant 
propriétaire. 
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Voici le schéma bloc du projet vga_Icd (version VERILOG) : 
DAC dock 
-_. -+ LeD cIoc!K 
From Hüst -·_··: 
wb inta t) .". 







Figure 2.11 Schéma bloc du projet vga_Icd. 
(Tiré de [24] Herveille, 2003) 
Source: cette fi gure est tirée du document de M. Richard Herveille, 2003 , VGA/ LCD Core v2.0, url : 
bnI2j!-,-v_\~I',l)J2"D.t;m~Lç~~web . slHlTI I!vg;Lkçj/ doc/vga corcJ1Qf 
Voici les informations disponibles pour ce modèle: 





B. Langage(s) utilisées): VERILOG (dernière version) et VHDL (ancienne version); 
C. Niveau de développement: approuvé pour FPGA, ASIe; 
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D. BUS de communication: Wishbone; 
E. État de développement: Production/Stable; 
F. Coûts d'acquisition : Gratuit (licence de type BSD); 
G. Coûts d' utilisation commerciale: Gratuit (licence de type BSD). 
2.5 Conclusion sur le choix des spécifications fonctionnelles de départ du projet: 
Pour répondre aux spécifications de départ, le code en entier doit être réécrit. Effectivement, 
aucun cœur ne nous offre suffisamment de performance et de versatilité tout en étant gratuit à 
utiliser. Voici les tableaux qui résument les technologies étudiées avec leurs principales 
caractéristiques. 
Tableau 2.1 
Résumé des recherches sur les bus SoC avec leurs principales force et faiblesses 
C 1 
'.- ...... ,., 
.. ,'/j 
- -
.' '. ~~ ... , 
Basse 
Tableau 2.2 
Résumé des recherches de technologies de connectivité avec les écrans 






Résumé des recherches de coeurs avec leurs principales force et faiblesses 
Coeur étudié Langage BUS SoC Licence 
Quelques projets embryonnaires peuvent nous serVIr d ' exemple de démarrage pour la 
compréhension, mais ils ne permettent pas d ' établir notre topologie de départ sur leur base. 
De plus, étant donné que l' entreprise CMC Électronique veut rester propriétaire du code 
source, il nous est impossible d 'utiliser le code source provenant d' OPENCORES.ORG (qui 
serait le plus intéressant) puisque cela nous obligerait à garder le code source ouvert (licence 
de type BSD). Ce code nous permet cependant d'établir les limitations technologiques 
atteignables pour ce type de projet. 
L'étude des contrôleurs vidéo existants nous a permis de définir les spécifications de base qui 
nous guideront dans l'écriture du code VHDL. Voici un tableau résumé de ce que le code 
source du projet d'A VN doit remplir comme fonction de base : 
Tableau 2.4 
Spécifications de départ des fonctions devant être incluse dans le code source 
Spécifications Description 
Sortie RGB Le système doit posséder une sortie RGB (ou YGA) standard pour la 
compatibilité avec les systèmes existants de CMC Électronique et aussi avec la 
possibilité d ' une mise àjour vers un port DY!. 
Resolution minimale Le système doit permettre au minimum les résolut ions de 1024 x 768 cou leur 8 
d'affichage bpp (256 couleurs) et de 800 x 600 couleur 24 bpp (16 mi ll ions de couleurs). 
Mémoire video externe Le système doit utiliser une mémoire vidéo externe au FPGA pour limiter 
l' utilisation des « blockRAM » de ce dernier. 
BUS SoC Wishbone Le système doit utiliser un bus SoC Wishbone pour permettre un interfaçage 
rapide, simple, bien documenté et gratuit d ' utilisation. 
Deux banques d ' image Le système doit utiliser deux banques d ' images en alternance pour permettre 
accessib les des performances accrues et une meilleure qualité des transitions d'image 
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Code source VHDL Le code source doit être écrit en VHDL selon les standards et le style de la 
compagnie CMC Électronique 
Mode d' économie d' énergie Le système doit permettre d'activer de manière logicielle un mode d'économie 
d'énergie 
Voyons maintenant dans le chapitre qUI suit, à la lumière de ces caractéristiques 
fonctionnelles, quelle plateforme de développement répond le mieux à nos besoins. 
CHAPITRE 3 
ÉTUDE DES POSSIBILITÉS DE PLATEFORMES DE DÉVELOPPEMENT 
3.1 Introduction, ce qui guide notre recherche: 
Ce chapitre permet d'analyser les différentes possibilités qui s'offrent à nous présentement en 
matière de plateforme de développement. Les critères utilisés pour arrêter notre choix sont 
déterminés par les caractéristiques fonctionnelles du système à modéliser et aussi à certaines 
contraintes extérieures au fonctionnement du système. La carte de développement doit: 
a. être à un prix raisonnablement bas; 
b. permettre une sortie Vidéo avec une connexion VGA ou DVI possédant un minimum 
de 8 bits par pixel (8 :8 :8); 
c. posséder des connecteurs d'entrées/sorties configurables (user IIO) afin de pennettre 
l'évolution du système à l'aide de connecteurs; 
d. posséder un FPGA avec une grande quantité de portes dont on pnonse la Série 
Spartan III de Xilinx pour son bas prix et aussi parce que son environnement de 
développement est bien connu; 
e. posséder un certain nombre de diodes électroluminescentes (DEL) et d'interrupteurs 
pour faciliter le déverminage; 
f. posséder une documentation complète et détaillée facilement accessible. 
Nous envisageons plusieurs possibilités puisqu'il n'est pas certain que les solutions offertes 
correspondent exactement à ce que nous recherchons. Pour cette raison, il est possible de 
composer avec plusieurs solutions groupées qui pourront éventuellement répondre à nos 
besoins. 
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3.2 Les solutions étudiées 
Nous faisons ici la liste de chaque possibilité étudiée, intéressante ou non. Pour chaque 
possibilité, une explication des avantages et inconvénients valide l' éventualité de son 
utilisation ou non dans le projet. 
3.2.1 Solutions complètes avec DVI 
Il est question de solutions complètes ici puisque les solutions mentionnées dans cette section 
nous permettraient de développer un contrôleur vidéo avec un port de sortie vidéo DVI sans 
aucune modification ou rajout sur la plateforme de développement. Ces solutions sont 
intéressantes si leur coût n' est pas prohibitif. 
3.2.1.1 La carte Sendero développée par Microtronix : 
Voici les informations de base de la plateforme développée par la compagnie Microtronix 
([37] Microtronix, 2005) : 
A. Modèle : 6997-01-01 (Sendero Evaluation Kit); 
B. Prix: 895$ US. 
Voici une photo de cette carte de développement: 
Figure 3.1 Carte modèle: 6997-01-01 (Sendero Evaluation Kit). 
(Tiré de [37] Microtronix, 2005) 
Source : cette figure est tirée de la page web de Microtronix. 2005, Sendero Evaluation Kil, url : 
http ://www.microtronix.colll/acatalog/Slandard DevelopmenI Kits. html . 
3.2.1.1.1 Caractéristiques de la carte d'évaluation « Sendero »: 
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Voici les caractéristiques importantes pour nos besoins de la carte de développement 
« Sendero ». Elle possède: 
a. une composante Cyclone II d'Altera (bas prix); 
b. une mémoire de haute performance pour les applications d' imagerie; 
c. un contrôleur mémoire DDR (<< Double Data Rate ») et QDRII qui s ' interface avec la 
mémoire QDRII SRAM (<< Static Random Access Memory») (666 Mbps) et la 
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mémoire DDR SDRAM (<< Synchronous Dynamic Random Access Memory ») (333 
Mbps); 
d. des interfaces DVI en entrée et en sortie qui permettent d ' envoyer et de recevoir des 
flux vidéo ("Streams"); 
e. deux ports USB (<< Universal SeriaI Bus ») 2.0, un maître et un esclave; 
f. une interface PCI Express qui supporte les applications à 1 X; 
g. une extension sous forme d' une carte fille appelée « Santa Cruz » permettant une 
amélioration des fonctionnalités; 
h. des designs de références, de la documentation et un compilateur « Avalon Bus 
Core » pour les mémoires, USB et DVI qui sont fournis à l ' achat. 
Cette carte possède beaucoup d' avantages, malS ne répond pas à nos critères de départ 
puisqu 'elle est trop performante pour nos besoins. En effet, il est inutile pour notre 
application d'avoir de la mémoire vidéo aussi performante car nous n ' utiliserons pas ces 
capacités. Pour cette raison, le prix à payer pour cette carte nous force à la laisser de côté. 
L 'utilisation d 'une composante Altera n ' est pas exactement ce qui est recherché, mais l' idée 
d 'une composante à bon marché reste une chose intéressante sur cette solution. 
3.2.1.2 La Carte de développement vidéo haute performance VIOne développée par 
Xilinx: 
Voici les informations de base de la plateforme de développement vidéo haute performance 
développée par la compagnie Xilinx ([70] Xilinx. 2006) : 
A. Modèle : HW-V4SX35-VIDEO-SK-US (Virtex-4 Video Starter Kit) ; 
B. Prix: 1495$ US; 
C. Composante Xilinx utilisée: XC4VSX35-FF668-1 OC; 
D. Carte mère: ML402: SX XtremeDSP Evaluation Platform; 
E. Carte fille: Video Input Output Daughter Card: (VIODC). 
Voici des images de cette solution qui comprend plusieurs cartes: 
Figure 3.2 Assemblage de l'ensemble de développement XC4VSX35-FF668-10C. 
(Tiré de [70] Xilinx, 2006) 
Source: cette figure est tirée de la page web de Xilinx. 2006, Virfex-4 Video Starter Kif, url : 
htlp:!lwlVlV.x il inx.co111/xlnx/xebi71designRcsourceslip product detail s. jsp'lkev=H W-V4SX3 5-VI DEO-S K-
lJ5.~~,-Ql.9J)[lll:::!llYl'i ck=PRODUCr:SQfsSecon.Qi!.!J::NmY.ü;k=BOA &12,';.· 
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Figure 3.3 Carte mère ML40x uniquement. 
(Tiré de [69] Xilinx, 2006) 
Source: cette fi gure est tirée de la page web de Xilinx. 2006, Virtex-4 ML402 SX XtremeDSP Evaluation Platform, url : 
lllliLal..'>:~xlV.x ilil1":hI::.9111{~l!TIlxèbizJdes i ~n ResQ\jrcesii p produlJ.Jlèlail s. j sp?sQlQ.Q.ill.Navl'ic~':'J:'.K~LmKI~&_~Sec_Q.1J,L(jjy_t;illYJ~ i ck 
=BOARDS& iLanguageID= I&kev=HW-V4-ML402-USA. 
3.2.1.2.1 Caractéristiques de la solution vidéo haute performance de Xilinx: 
Cet ensemble de cartes comprend: 
a. une plateforme d'évaluation ML402 SX XtremeDSP (HW-ML402-USA); 
b. une carte fille d'entrées/sorties vidéo (HW-XOI-VIDEO); 
c. une caméra/capteur d' images couleur CMOS 742x480x60Hz ROB à balayage 
progressif pour l' automobile Micron MT9V022; 
d. des entrées et sorties S-Video, composites, HD-SDI, DVI et VOA; 
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e. deux câbles Ethemet; 
f. un adaptateur DVI à VGA; 
g. deux Cartes Compact Flash de 32-MB avec socle de lecture SD et HD avec des 
démonstrations préemegistrées; 
h. les logiciels « Xilinx ISE System Generator for DSP », « EDK », et « Ethemet MAC 
Evaluation » limités à la composante XC4VSX35 ; 
1. le CD « VSK » (Manuels d' usagé, Schémas des circuits, Exemples de design, Gerber, 
et plus). 
Encore une fois, cette solution est beaucoup trop performante pour nos besoins et son coût est 
beaucoup trop élevé. Cependant, la carte-fille VIODC pourrait devenir une option 
intéressante si le projet prenait de l' ampleur dans le futur. Nous verrons cela plus loin dans 
la section 3.3.3. 
3.2.1.3 La carte ML402 : 
Cette carte constitue la carte maîtresse de l' ensemble VIODC, sa description est donnée dans 
les sections suivantes, mais voici d'abord ses informations de base ([69] Xilinx, 2006) : 
A. Modèle: HW-V4-ML402-USA; 
B. Prix de la carte seule: 595$ US; 
C. Composante Xilinx utilisée: XC4 VSX3 5-FF668-1 OC. 
3.2.1.3.1 Caractéristiques de la carte ML402 : 
La plateforme de développement ML402 comprend : 
a. une horloge cadencée à 100 MHz et deux socles d 'horloge; 
b. une mémoire de 8 Mb ZBT (Zero Bus Tumaround) SRAM; 
c. une mémoire de 64 MB DDR SDRAM; 
d. une mémoire Flash de 64 Mb; 
Figure 3.4 Carte modèle TB-V2P-OPT -2G. 
(Tiré de [25] HiTech Global. 2005) 
Source: cette figure est tirée de la page web de HiTech Global. 2005, Optical Module with Virtex 2 Pro RocketlO, url: 
ht1P../L~Yw.wJJilech g]Qhi!LçQmD· E [)/.QRJiç~!MDjlJIlçlnJll . 
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Figure 3.5 Schéma bloc de la carte modèle TB-V2P-OPT -2G. 
(Tiré de [25] Hi Tech Global. 2005) 
Source: cette fïgure est tirée de la page web de HiTech Global. 2005, Optical Module with Virlex 2 Pro Rocket/D, url : 
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Pour pouvoir utiliser un port DVI, il est nécessaire d'ajouter une carte mezzanme sur les 
ports d'extension de la carte maîtresse. Voici les photographies des cartes mezzanine DVI 
Tx et DVI Rx 
Figure 3.6 Cartes filles RX et TX pour le support DVI. 
(Tiré de [27] HiTech Global. 2006) 
Source: cette fi gure est tirée de la page web de HiTech Global. 2006, Spartan 3E Display Solution Board, url : 
http://hitcchglobal .comrrEDiSpartan3E.htm . 
3.2.1.4.1 Les caractéristiques de la solution avec la carte TB-V2P-OPT -2G 
d'Inrivium: 
La plateforme TB-V2P-OPT -2G d' lnrivium comprend : 
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a. deux canaux Rocketl/O avec connexion au Module AFBR-57R5AP d'Agilent 
(supporte des signaux sériels jusqu'à un débit de 3.125Gbps); 
b. deux canaux RocketIlO avec connexion à un port MDR; 
c. un connecteur WR-IOOP-VF-l pour supporter la connexion de cartes mezzanmes 
pour un lien caméra ou une interface DVl; 
d. un connecteur WR-IOOP-VF-l pour supporter des opérations avec la carte Virtex-4 
DDR2/DVl; 
e. un guide de l' utilisateur « Hardware »; 
f. des exemples d' applications. 
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Cette carte possède un énorme désavantage par rapport à nos besoins, elle ne possède pas de 
mémoire suffisante pour permettre de stocker les images. Elle est de plus très chère 
puisqu'elle est trop puissante pour nos besoins Il est nécessaire de continuer à chercher. 
3.2.1.5 La carte TB-3S-1600E-IMG de la compagnie Inrevium : 
Voici les informations de base pour la solution avec la carte TB-3S-1600E-IMG de Inrevium 
([27] HiTech Global. 2006) : 
A. Modèle: TB-3S-1600E-IMG (Spartan-3E Display Solutions Board); 
B. Prix de la carte mère: 1395$ US; 
C. Composante Xilinx utilisée: Spartan III XC3S1600E-4FG484C; 
D. Modèle de la carte fille: TB-SUB-DVI (Interface DVI Tx/Rx); 
E. Prix pour la carte fille: 498$US. 
Pour mieux visualiser l' aspect de la carte, voici une photographie de celle-ci : 
Figure 3.7 Carte modèle TB-3S-1600E-IMG. 
(Tiré de [27] HiTech Global. 2006) 
Source: cette figure est tirée de la page web de HiTech Global. 2006, Sparfan 3E D isplay Solut ion Board, url : 
hltp:l/hi tccheJohal .comiTED/Spartan3 E.htm . 
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Pour les cartes filles, ce sont les mêmes qu'à la section précédente, référez-vous à la Figure 
3.6. 
3.2.1.5.1 Les caractéristiques de la carte TB-3S-1600E-IMG: 
La carte TB-3S-1600E-IMG comprend : 
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a. une mémoire PROM XCF08P-V048 pour la configuration du FPGA; 
b. quatre composantes de mémoire Elpida DDR modèle EDD5116ADTA (512Mbit 
x16); 
c. une mémoire générale SPI de modèle ST Micro M25P16-VMF6P; 
d. une horloge externe à PLL programmable et socle OSC; 
e. quatre connecteurs d' expansion WR-IOOS-VF-l ; 
f. une interface DVI via les cartes filles DVI Tx/Rx Option Modules (jusqu'à Ultra 
eXtended Graphics Array (UXGA)). 
Malgré que plusieurs critères de cette solution répondent à nos besoins, cette carte ne répond 
pas aux objectifs budgétaires du projet. Nous devons mettre cette option de côté. 
3.2.1.6 La carte TB-3S-1500-IMG de Xilinx : 
Voici les informations de base de la carte de développement TB-3S-1500-IMG ([26] HiTech 
Global. 2006) : 
A. Modèle: TB-3S-1500-IMG; 
B. Prix: 2000$ US; 
C. Composante Xilinx utilisée: Spartan III (XC3S1500-4FG676 ou XC3S2000-FG676). 
Avant de faire la description de cette solution, voici une image de la carte: 
Figure 3.8 Carte modèle TB-3S-1500-IMG. 
(Tiré de [26] HiTech Global. 2006) 
Source: cette figure est tirée de la page web de HiTech Global. 2006, Xi /inx Spartan 3/1/ Board with DV/ & FFC, url: 
b!lQ;/bYYt!yJJjJç.9.lg!.9l>.:JlçQmLt~_d/tb3 s 1 . ~Qi!ng. il trll. 
55 
56 
3.2.1.6.1 Les caractéristiques de la plateforme de développement TB-3S-1500-IMG: 
Cette section décrit les caractéristiques de la carte TB-3S-1500-IMG et aUSSI ce que la 
trousse du produit contient à l'achat. La trousse de cette carte contient : 
a. deux fentes mémoire DDR SDRAM SO-DIMM; 
b. une mémoire ROM de configuration du FPGA; 
c. une mémoire FLASH ROM de 32 Mbits (2M * 16bits) 
d. une mémoire SDRAM de 64 Mbits (4M * 16bit) 
e. un connecteur FFC/FPC pour LVDS/RSDS qm permettent d' optimiser le 
développement d ' interfaces vidéo; 
f. deux ports DVI (Tx/Rx) pour permettre les entrées/sorties d' images sources; 
g. des modules d' expansions optionnels; 
h. des boutons, des DEL et des interrupteurs; 
1. un port parallèle; 
J. un port sériel; 
k. un connecteur JT AG; 
1. un guide de l'utilisateur; 
m. un guide de référence pour la mémoire DDR SDRAM 266Mbps. 
Cette solution est intéressante et répond à tous les critères sauf un seul, son prix. Nous 
devons rejeter cette solution pour cette raison. 
3.2.2 Les solutions composées de plusieurs pièces provenant de manufacturiers 
différents 
Cette section fait la liste des solutions qui permettent de répondre aux besoins du projet tout 
en faisant en sorte que le coût d ' achat soit le plus bas possible. Il est question en premier lieu 
des cartes mères et par la suite des cartes filles permettant d'ajouter un port DVI à ces 
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différentes cartes. Il est certain que ces solutions demandent un peu de développement pour 
l' adaptation des connecteurs, mais il est nécessaire de faire cette étude. 
3.2.2.1 Les cartes mères: 
La section suivante décrit les possibilités de cartes maîtresses qui peuvent êtres utilisées en 
intégrant une connexion DV! d'une tierce compagnie. 
3.2.2.1.1 La plateforme XUPV2P de la compagnie Digilent: 
V oici les informations de base pour cette plateforme très avantageuse pour son pnx 
éducationnel ([ 12] Digilent Inc. 2006) : 
A. Modèle: XUPV2P; 
B. Prix éducationnel: 299$ US; 
C. Prix industriel: 1599$ US; 
D. Composante Xilinx utilisée: Virtex-2 Pro XC2VP30. 
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Carte modèle XUPV2P. 
(Tiré de [12] Digilent Inc. 2006) 
Source: cette figure est tirée de la page web de Digilent Inc. 2006, Virlex-II Pro Development System, url : 
Il!lp :/ /\v\Y~JjjgjLr;;.DlirlÇ&OJl1.Lr.rod llçt1i/Deta i 1. cnn2I'Ip.Q.=XlJ.E.YIt-8;J:'illYl=l'mg li cts&!::l<l.yl_~[Qgralll!ll_~hLç. 
3.2.2.1.1.1 Les caractéristiques de la carte XUPV2P: 
Cette carte comprend : 
a. une mémoire DDR SDRAM DIMM de 2GB; 
b. un port Ethernet 10/1 00; 






d. une fente pour carte Compact Flash; 
e. un port vidéo XSGA; 
f. un Codec Audio; 
g. trois ports SA T A; 
h. un port PS/2; 
1. un port RS-232; 
J. des connecteurs d' expansions. 
Son prix est intéressant dans la mesure où il est possible d' avoir un prix éducationnel. Par 
contre, la carte est plutôt mal documentée sur le web. De plus, elle possède une technologie 
FPGA en fin de cycle commercial et elle risque d'être insuffisante en nombre de portes pour 
nos besoins. Pour ces raisons, nous devons mettre cette solution de côté. 
3.2.2.1.2 La carte HW-SP30S-US de la compagnie Xilinx : 
La plateforrne de développement HW-SP30S-US est celle qui répond le plus à ce qu'on 
recherche. Voici les informations de base de cette solution ([60] Xilinx, 200S) : 
A. Modèle: HW-SP30S-US; 
B. Prix: 49S$ US; 
C. Composante Xilinx utilisée: Spartan III XC3S1S00-FG676-10. 
Pour mieux visualiser la carte, voici une photographie de celle-ci: 
Figure 3.10 Carte modèle HW-SP30S-US. 
(Tiré de [60] Xilinx. 2005) 
Source: cette figure est tirée de la page web de Xilinx. 2006, Sparlan-3 SP305 Development Board, url : 
http://www.xilinx.com/x lnx/xebizidesignResourceslip product details.jsp?kev=HW-SP305-US. 
3.2.2.1.2.1 Les caractéristiques de la carte HW-SP30S-US: 
La carte SP305 comprend: 
a. une horloge de 100 MHz externe et deux autres socles d'horloge; 
b. une mémoire DDR SDRAM de 64 MB; 
c. une mémoire ZBT SRAM de 9Mb; 
d. une mémoire Flash linéaire de 8 MB; 
e. une mémoire EEPROM de 4 Kb Ile; 
f. quatre connecteurs SMA pour des horloges différentielles; 
g. deux ports PS/2; 
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h. deux ports audio stéréo (entrée/sortie); 
1. deux UART (<< Universal Asynchronous Receiver-Transmitter ») pour les ports RS-
232; 
J. un port SPI; 
k. un port CAN; 
1. un port IIC; 
m. trois ports USB Ports (un maitre, deux esclaves); 
n. un connecteur JT AG PC4; 
o. un port Ethernet RJ-45 (connecté sur composante SMSC MACIPHY); 
p. un port Ethernet RJ-45 (connecté sur composante Intel PHY); 
q. un encodeur rotatif avec bouton poussoir/interrupteur; 
r. plusieurs boutons, DEL et interrupteurs; 
s. 32 broches d'expansion (32 simples ou 16 différentielles et 16 d'ordre générale); 
t. un port DB 15 VGA (FMS3818krc Fairchild); 
u. un écran LCD de 16 x 2 caractères. 
Cette solution répond aux critères de prix, de technologie FPGA et de quantité de mémoire 
disponible. Elle possède un convertisseur vidéo VGA intégré et possède aussi des 
connecteurs d'expansion. Elle sera considérée pour une étude approfondie à la section 3.3.2 
pour assurer la qualité du choix effectué. 
3.2.2.1.3 La carte ADS-XLX-SP3-EVL1500 de la compagnie Avnet : 
Voici les informations de base de cette carte ([3] A vnet Electronics Marketing, 2006) : 
A. Modèle: ADS-XLX-SP3-EVL1500; 
B. Prix: 749$ CAD selon courriel du fournisseur (499$ US selon Avnet); 
C. Composantes Xilinx utilisées: Spartan III XC3S400-FG456 ou XC3S1000L-FG456 
ou XC3S1500-FG456. 
Voici une photographie de lacarte pour aider à visualiser un peu plus ses possibilités: 
Figure 3.11 Carte modèle ADS-XLX-SP3-EVL1500. 
(Tiré de [3] Avnet Electronics Marketing, 2006) 
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Source : cette fi gure est tirée de la page web d 'Avnet Electronics Marketing, 2006, XilinX® SpartanH '-3 Evaluation Kit, url : 
hnQ.;!.LYtlyw.em~y"[1gLçm!]~vk/h9_m~Q,W9JSJO_'Zg~JQQ_t~f.~f.9.C 1 0%253 0 78 1 0_%f.~.9..c..Ç12~(~ol~}OJJS1:\1Q.f_526.sJD_%f5JQ~}1 
2%252601 0%253DDF2%2526SRT%253 D 1 %2526Ll O%253 D 18806%7 526PVW%253 0 %252681 D%253 00F2%2526CTP%2 
53DEVK OO .htI11L 
3.2.2.1.3.1 Les caractéristiques de la carte ADS-XLX-SP3-EVL1500 : 
La carte ADS-XLX-SP3-EVL1500 comprend: 
a. une mémoire PROM Flash de Xilinx pour la configuration du FPGA; 
b. une horloge de 66 MHz et un socle pour un oscillateur supplémentaire; 
c. un port JT AG équivalent au câble Parallèle III de Xilinx; 
d. deux connecteurs d' expansion AvBus; 
e. un connecteur de 50 broches pour accès facile aux entrées/sorties (incluant quatre 
paires L VDS); 
f. un connecteur universel 32 bits PCI; 
g. un port Ethemet 10/1 00; 
h. un port DB 15 VGA; 
1. une console RS-232; 
J. deux ports PS2; 
k. une mémoire SRAM de 1 MB; 
1. une mémoire EEPROM série de 256kb; 
m. quatre commutateurs; 
n. deux boutons poussoirs; 
o. huit DEL; 
p. un afficheur double de 7-segments. 
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Cette solution est intéressante, mais comprend les mêmes caractéristiques de base que la 
carte SP305 décrite à la section 3.2.2.1.2 pour un coût plus élevé. Elle ne possède pas 
suffisamment de boutons de déverminages. La mémoire vidéo est insuffisante, nous devons 
laisser tomber cette option. 
3.2.2.1.4 La carte ADS-XLX-SP3-DEV1500 de Silica (Avnet) : 
Voici les informations de base de la carte ADS-XLX-SP3-DEV1500 ([43] Silica (Avnet), 
2006) : 
A. Modèle : ADS-XLX-SP3-DEV1500; 
B. Prix: 850$ US; 
C. Composantes Xilinx utilisées: Spartan III XC3S150012000-FG676. 
Pour avoir une meilleure idée de la carte, voici une photographie de celle-ci: 
Figure 3.12 Carte modèle ADS-XLX-SP3-DEV1500. 
(Tiré de [43] Silica (Avnet), 2006) 
Source: cette fi gure est tirée de la page web de Silica (Avnet), 2006, SP3 Development Kit, url : 
http :/Ll.vw \~,~_lIica.coll1/en/proQlIc ts.LS'cvalua(ipnkits/.5EIT~_QJ2.rrm:>lmlÇll!.'2î>lQ1jLI]!ml. 
3.2.2.1.4.1 Les caractéristiques de la carte ADS-XLX-SP3-DEV1500 : 
La carte ADS-XLX-SP3-DEVI500 comprend : 
a. un afficheur LCD de 2 x 16 caractères; 
b. un écran graphique de 128 x 64 pixels OSRAM OLED; 
c. un port DB15 VGA avec le convertisseur videoADV7123 à 330 MHz max; 
d. un Codec audio; 
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e. deux ports PS2; 
f. huit commutateurs miniatures; 
g. deux boutons poussoirs; 
h. huit DEL; 
1. une sonnette piézo-électrique; 
J. trois ports d'expansion de 140 broches AvBus; 
k. jusqu'à 30 paires LVDS; 
1. un connecteur de 50 broches pour accès rapide aux entrées/sorties; 
m. une mémoire DDR SDRAM de 32 MB; 
n. une mémoire FLASH de 16 MB; 
o. une mémoire SRAM de 2 MB; 
p. un port RS-232; 
q. un port Ethemet 10/1 00; 
r. un port USB 2.0; 
s. une mémoire PROM Flash de Xilinx pour la configuration du FPGA; 
t. un port JTAG supportant le câble Parallèle IV de Xilinx; 
u. une horloge de 100 MHz max avec option d'horloge différentielle à 125 MHz; 
v. un guide de l'utilisateur et les schémas de câblage; 
w. des exemples de code VHDL fonctionnels. 
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Cette carte est intéressante, mais elle possède des composantes qui sont inutiles pour le 
travail à effectuer. De plus, son prix est assez élevé. Nous devons donc mettre cette solution 
de coté. 
3.2.2.1.5 La carte GR-XC3S-1500 de Gaisler Research 
Voici les informations de base de la carte GR-XC3S-1500 ([28] HiTech Global, 2006 et [18] 
Gaisler Research, 2006) : 
A. Modèle: GR-XC3S-1500 (Xilinx Spartan 3™ Leon Development Board); 
B. Prix: 995$ US; 
C. Composantes Xilinx utilisées: Spartan III XC3S 1500-4. 
Pour mieux visualiser la carte, voici une photo de celle-ci: 
Figure 3.13 Carte modèle GR-XC3S-1500. 
(Tiré de [28] Hi Tech Global. 2006) 
Source: cette figure est tirée de la page web de HiTech Global, 2006, Xilinx Spartan 3);\/ Development Board, url : 
hl!p :! ihitechgl()bal. cOl11lBoar~s/G R -Sl I50Q. hll11 . 
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3.2.2.1.5.1 Les caractéristiques de la carte GR-XC3S-1500: 
La platefonne de développement GR-XC3S-1500 de Gaisler Research contient: 
a. une mémoire PROM Flash de Xilinx pour la configuration du FPGA; 
b. deux ports série haut débit; 
c. une mémoire PROM flash de 8 MB (8M x 8); 
d. une mémoire SDRAM PC133 de 64 MB (16M x 32); 
e. un port Ethemet 10/100 PHY (L TX971 A), incluant le câble; 
f. un port VGA avec convertisseur vidéo 24 bits (ADV7125-50, 330 Mhz); 
g. deux ports USB-2.0 PHY (CY7C68000), incluant les câbles; 
h. deux ports RS232 (1 Mbaud), incluant les câbles; 
1. deux ports PS/2; 
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J. un connecteur d'expansion de 120 broches (AMP-177 -984-5) pour usage général ou 
pour interface LVDS; 
k. programmation JT AG incluant le câble; 
1. une horloge de 25MHz, une autre de 50MHz et un socle pour une autre 
supplémentaire; 
m. un CD-ROM avec la documentation et les schémas de câblage; 
n. les fichiers précompilés des processeurs LEON2 et LEON3. 
Cette option est intéressante dans la mesure où le projet peut demander un processeur. Mais 
présentement, les besoins ne sont pas à ce niveau, donc pour des raisons budgétaires, encore 
une fois , nous devons laisser cette option de coté. 
3.2.2.2 Cartes filles: 
Voici la section qui identifie les possibilités d'interfacer un port DVI sur une des cartes mères 
présentées précédemment. Nous avons surtout remarqué la carte SP305 de la section 
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3.2.2.1.2. Voici donc les options de cartes filles avec port DVI qui sont disponibles au 
moment d ' écrire ces lignes. 
3.2.2.2.1 La carte DVI lx1 de HAPS : 
Voici les informations de base de la carte DVC 1 x 1 ([21] Hardi Electronics, 2006) : 
A. Modèle: DVCI xl; 
B. Prix : non disponible. 
Voici la photo de cette carte pour donner une idée: 
Figure 3.14 Carte modèle: DVI lxl. 
(Tiré de [21] Hardi Electronics. 2006) 
Source: cette fi gure est tirée de la page web de Hardi Electronics, 2006, D VI_lxl , url: httl? :I/\'ill'lYJl'mti . com/ll1.m.âLcl.~LL~lJJ!m. 
3.2.2.2.1.1 Les caractéristiques de la carte DVI_1 xl: 
La carte DVI 1 x 1 contient 
a. un système qui régénère l'horloge DVI à partir des sIgnaux d 'entrée série et qui 
retourne ce signal d'horloge vers la carte mère; 
b. un sélecteur d 'horloge : l 'horloge du canal de sortie peut être fournie soit par un 
oscillateur programmable sur la carte, soit par la régénération à partir du flux des 
signaux d' entrée ou soit directement en provenance de la carte mère; 
c. une horloge et des composantes DVI contrôlables à partir de la carte mère (HAPS); 
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d. des broches libres sur le connecteur d'expansion HAPS; 
e. deux ports RS-232 sur des connecteurs en peigne; 
f. deux ports DVI ( entrée/sortie) sur des connecteurs en peigne; 
g. une fréquence de pixel garantie de 100 Mpixels/s; 
Il est à noter que la carte peut être alimentée par une source de 2.5 ou de 3.3 V et que le 
connecteur à utiliser pour l' interfaçage avec la carte mère est de modèle SAMTEC QTH-060-
01-L-D-A. 
Aucune information n'a été reçue suite à un courriel pour connaître le coût d'achat de cette 
carte. Nous devons donc laisser tomber cette solution. 
3.2.2.2.2 La carte TB-SUB-DVI d'Inrevium : 
Voici les informations de base de la carte TB-SUB-DVI ([27] HiTech Global, 2006) : 
A. Modèle: TB-SUB-DVI (Module Tx); 
B. Prix: 498$ US (Interface DVI Tx/Rx). 
Pour mieux visualiser la carte, référez-vous à la Figure 3.6 de la page 51. 
3.2.2.2.2.1 Caractéristiques de la carte TB-SUB-DVI: 
La carte TB-SUB-DVI contient un port DVI permettant une résolution compatible UXGA. 
Le connecteur à utiliser pour l'interfacer avec une carte mère est le modèle: JAE Electronics 
WR -1 OOS-VF -NI (1 00 broches). Cette solution est très chère pour ce qu'elle offre, elle est 
donc mise de coté elle aussi. 
3.3 Analyse approfondie des solutions retenues 
Nous retenons quelques possibilités, la carte ML401 couplée avec la carte d'extension 
VIODC ou la carte SP305 qui ressemble beaucoup à la carte ML401, mais avec un Spartan 3 
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plutôt qu'un Virtex 4, toujours couplée avec la carte fille VIODC (si possible). Plusieurs 
problèmes sont répertoriés sur la carte ML401, mais aucun problème connu à ce jour sur la 
carte SP305. Voyons ce qui en est avant de prendre une décision. 
3.3.1 Rapport de problèmes sur la plateforme ML401 
Les cartes de développement ML40x possèdent une liste impressionnante de problèmes 
répertoriés dans un document internet ([65] Xilinx, 2006) et qui pourraient causer des 
difficultés lors du développement du contrôleur vidéo. Voici donc quelques-uns de ces 
problèmes ainsi que les implications que ces derniers pourraient engendrer sur le 
développement de notre A VN. 
3.3.1.1 La polarité du socle de la pile pour la clé d'encryptions est inversée 
Solution: pour les ML401, 402 et 403, installer une pile CRI025 plus petite et à l'envers. 
Note: des diodes bloquent le FPGA, il ne voit donc pas la tension inversée de la pile. 
Impact sur le développement du contrôleur vidéo: dans le cas de la première phase de 
développement du contrôleur vidéo, il n'y a pas d'impact majeur à ce problème. Cependant, 
si la carte est utilisée pour un autre projet qui demande l'utilisation de l'encryption des 
données de configuration, cela peut causer des problèmes. Il est préférable de faire l'achat 
d'une carte qui ne possède pas ce genre d'obstacle si c'est possible. 
3.3.1.2 Les broches de mise à la terre pour la composante ADV7125 
Sur les ML401, 402 et 403, certaines broches de mise à la terre du DAC ADV7125 (U13) 
sont connectées sur la mise à la terre numérique plutôt que celle analogique, c·e qui 
occasionne une augmentation du bruit vidéo VGA. 
Solution: Les broches 1,2, 14, 15, 39 et 40 de U13 (le convertisseur vidéo) doivent être 
connectées à la mise à la terre analogique (broche 2 de FB6). 
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Impact sur le développement du contrôleur vidéo: Le risque de rencontrer des problèmes 
d' affichage augmente considérablement. On ne peut accepter d' ajouter un doute sur les 
composantes physiques en plus de ceux qui sont engendrés lors du développement d'un cœur 
en VHDL. Ce problème est directement relié à notre projet et c'est celui qui cause le plus 
d'embarras. 
3.3.1.3 Difficulté de connexion avec les logiciels XMD et ChipScope 
Sur le ML401 avec le Virtex 4 LX25, les utilisateurs peuvent avoir certaines difficultés à s'y 
connecter à l'aide des logiciels XMD et ChipScope à cause d'une erreur silicium. 
Solution: La réponse AR #20060 sur le site de Xilinx ([62] Xilinx, 2006) spécifie que la 
solution dépend de la version du logiciel ISE utilisée, il faut faire la mise à jour de certains 
fichiers. Le modèle de référence du processeur MicroBlaze de la plateforrne ML401 possède 
déjà la correction à apporter pour que la connexion se fasse correctement. 
Impact sur le développement du contrôleur vidéo: dans l'éventualité qu'on utilise les 
logiciels XMD et ChipScope pour le déverrninage, la perte de temps engendrée par ces mises 
à jour est à prendre en considération pour le choix de notre plateforrne, malgré l'indication 
qui mentionne que les corrections sont déjà apportées au modèle de référence du processeur 
MicroBlaze. 
3.3.1.4 Programmation intermittente par le CPLD au démarrage: 
En mode de configuration CPLD + flash linéaire, le design de référence du CPLD ne réussit 
pas toujours à configurer le FPOA à la mise sous tension. Cependant, le FPOA se 
programme toujours correctement après avoir appuyé sur le bouton PROO. 
Solution: Le design de référence du CPLD a été mis à jour et le fichier * .jed a été mis à jour 
sur le site de référence de la carte ML40x. 
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Impact sur le développement du contrôleur vidéo: On doit reprogrammer le CPLD avec 
le nouveau fichier * JED, ce qui ne cause pas de problème à long terme. 
3.3.1.5 Errata silicium du Virtex 4L X 25: 
Plusieurs erreurs de fonctionnalités internes du FPGA sont rapportées, certaines sont 
réparables facilement, d'autres moins. Voici les problèmes qui sont susceptibles de rendre le 
travail plus difficile. 
3.3.1.5.1 Erreur avec le FIF016 
Le module FIF016 ne génère pas correctement les signaux fanions ALMOST EMPTY, 
EMPTY, ALMOST FULL et FULL après les séquences d ' opérations suivantes: 
A. Une lecture ou une écriture atteint la valeur de décision des fanions 
ALMOST_EMPTY_OFFSET ou ALMOST_FULL_OFFSET; 
B. Une simple lecture ou écriture est exécutée suivi simultanément d ' une lecture ou 
d ' une écriture alors que les fronts d 'horloges de lecture et d'écriture sont très près les 
uns des autres. 
Une corruption des données peut être provoquée à cause de l'échec des fanions, même si 
ceux-ci ne sont pas utilisés. Ce problème ne se produit pas si la lecture et l' écriture ne sont 
pas simultanées. 
Solution: les utilisateurs qui doivent utiliser des lectures et écritures simultanées peuvent 
télécharger des macros, mais les performances décrites dans les spécifications nominales ne 
sont pas garanties. Voir la réponse de Xilinx AR #22462 pour plus de détails ([64] Xilinx 
2006). 
Impact sur le développement du contrôleur vidéo: l' utilisation de Fifo dans notre 
contrôleur peut être compromise ou peut nous causer bien des désagréments. Les registres 
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Fifo sont très importants dans le genre de système qu'on doit développer et on ne peut se 
permettre de compromettre l'intégrité des données sur un système avionique. 
3.3.1.5.2 L'instruction JTAG INTEST n'est pas supportée sur la machine à états du 
portJTAG 
L'instruction JTAG INTEST mentionnée dans le guide de configuration du Virtex-4 n' est 
pas supportée. 
Solution: pas de solution. 
Impact sur le développement du contrôleur vidéo: il nous serait difficile de faire des tests 
et de la vérification sur le circuit interne du FPGA. Il est plus sage de choisir une autre 
technologie de FPGA pour des applications en avionique, surtout si on utilise cette 
composante en production. 
3.3.1.5.3 Les problèmes rencontrés avec les modules DCM 
L'attribut CLKOUT PHASE SHIFT ne peut pas être assigné à la valeur 
VARIABLE_CENTER car cette valeur n'est pas supportée. 
Solution: aucune solution. 
Lorsque les sorties CLKFX et/ou CLKFX180 sont utilisées comme unique sortie du DCM, il 
peut y avoir un problème avec la génération du signal LOCKED lorsque la fréquence 
d' entrée sur le signal CLKIN est en dehors de l' intervalle de temps spécifié par 
Solution: utiliser les réponses #20529 et #23624 pour générer adéquatement le signal 
LOCKED ([66] Xilinx, 2006 et [67] Xilinx, 2006). 
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Pour générer des horloges identiques de haute performance avec le moins de déphasage ou de 
biais (<< skew ») sur l' ensemble du FPGA, il est préférable d' utiliser les caractéristiques 
ChipSync TM . 
Solution: suivre les indications de la réponse #20529 de Xilinx pour atteindre une 
spécification de ±300 ps sur l'attribut CLKIN_CLKFB_PHASE. 
Impact sur le développement du contrôleur vidéo: beaucoup de perte de temps et 
d' incertitudes sur le bon fonctionnement du FPGA. 
De plus, certaines erreurs sont plutôt dans les caractéristiques nominales du Virtex de Xilinx 
qui sont erronées. Voir le fichier d'errata pour plus de détails ([68] Xilinx, 2006). 
3.3.1.6 Résumé de ce qui peut affecter notre travail: 
Beaucoup des problèmes de la carte ML401 peuvent affecter les performances et aUSSI 
l ' avancement du travail car ils se trouvent directement reliés à l ' application qu ' on veut 
développer. Le cas des mises à la terre sur le convertisseur vidéo peut nous affecter 
directement puisque nous ne pourrons jamais être certains de ce qui sort sur le port VGA. 
Nous pouvons contourner le problème en utilisant la carte fille qui utilise un port VGA 
indépendant, mais ce n'est sûrement pas une solution envisageable. Les problèmes de Fifos 
peuvent directement affecter les performances de nos propres Fifos dans le module VGA 
qu' on cherche à implémenter. Les problèmes de JTAG pourraient affecter le déverminage et 
aussi les vérifications éventuelles. 
Les erratas dans le silicium du Virtex dérangent un peu plus. Cela risque de nous obliger à 
modifier légèrement le design de base pour l'adapter au Virtex, mais quand viendra le temps 
de remplacer le Virtex par une autre composante, nous serons obligé de modifier le code en 
conséquence, ce qui n'est pas souhaitable. 
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3.3.2 L'analyse de la solution SP305 
Selon Jim Burnham, représentant pour les plates-formes de développement chez Xilinx 
(contacté par courriel), la carte SP305 est fabriquée avec les mêmes spécifications au niveau 
de ses connecteurs d'extension que celles de la carte ML401. Toutes les tensions et les 
entrées/sorties sont respectées afin de garder les spécifications identiques entre les plates-
formes de développement. J'ai d'ailleurs vérifié sur les PCB de la carte SP305 et de la carte 
d'extension VIDEO VIODC et tout concorde effectivement. Les connecteurs J5 , J4, 13 et J6 
du SP305 concordent respectivement avec les connecteurs J8, J5, J4 et J9 sur la carte 
d'extension VIDEO ([55] 2005 et [70] Xilinx, 2006). 
La carte de développement SP305 ne semble pas avoir d'errata sur le site de Xilinx ni sur le 
web en général. Par contre, le Spartan 3 en possède certains. Ils ont été pour la plupart 
corrigés avec les dernières versions du silicium, mais en cas de silicium moins récents, il est 
important d'y jeter un coup d'œil. Voici donc ce qui a été découvert sur le SPARTAN 3. 
3.3.2.1 Les problèmes avec le Spartan 3 
La plupart des problèmes surviennent soit à la mise sous tension (power-up) du FPGA ou 
suite à sa configuration. Dans tout les cas, il y a possibilité de contourner ou régler le 
problème. Ces anomalies ont été corrigées dans les versions plus récentes identifiées par les 
codes AGQ et EGQ (ces codes font partie du numéro de modèle). La Carte SP305 possède 
un EGQ525. 
Les versions antérieures au code EGQ 0532 (incluant AGQ) ne permettent pas de faire une 
relecture du code du FPGA. Toutes les nouvelles versions ont été corrigées. Ce serait le seul 
problème connu à ce jour pour la carte SP305. 
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3.3.2.2 Ce qui peut affecter notre travail: 
Il n'y a pas de problèmes majeurs qui semblent affecter le bon déroulement de notre travail. 
Le Spartan 3 a été lancé initialement en 2003 (plutôt que 2004 pour le Virtex 4), ce qui 
permet de penser que la plupart des erreurs ont été corrigées depuis. Le dernier document 
des Gerber de la carte SP305 date de 2005 comparativement à 2004 pour la ML401. 
Note: le circuit imprimé et le schématique montrent bien une mise à la terre séparée du reste 
du circuit pour la partie du port VGA et du ADV7125 sur la carte SP305 ([55] Xilinx, 2005), 
ce qui n'est pas le cas pour la LM401 ([53] Xilinx, 2004). 
3.3.3 L'analyse de la solution avec la carte-fille VIOnC: 
La carte d'extension vidéo ne semble pas posséder d'erreur majeure connue. Le XC2VP7 ne 
possède qu'un seul problème et ne nous concerne pas car ce problème affecte seulement son 
alimentation ([51] Xilinx 2003), ce qui a sûrement été compensé sur la carte lors de sa 
fabrication. 
La carte VIODC accède au port DVI par l'intermédiaire du XC2VP7. Il ne semble pas 
évident à la première vue en regardant le schéma que ce soit bien un XC2VP7, mais en 
regardant bien les symboles, le modèle du FPGA de la carte est bien XC2VP7. Il aurait été 
préférable de n'avoir aucun intermédiaire entre le port DVI et la carte mère, mais le Virtex 
pro permettant plus de bande passante, on peut surement atteindre des vitesses de pointe plus 
élevées que prévu. 
Il pourrait être intéressant d'utiliser la carte VIODC seule sans aucune autre carte et avec le 
PPC intégré au Virtex pro, mais avec Il 088 cellules logiques (lLC= 1 LUT(4input) + 1FF + 
Carry logic), il n'est pas certain qu'on puisse faire tout ce qu'on prévoit, surtout que cette 
carte n'inclus pas de mémoire externe au FPGA XC2VP7. 
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3.4 Conclusion sur le choix de la plateforme de développement 
Pour bien comprendre le choix qui a été fait, voici un tableau récapitulatif des solutions 
regardées: 
Tableau 3.1 













La plateforme qui retient le plus notre attention est la carte de modèle : HW -SP305-US 
fabriquée par Xilinx et dont le prix est de 495$US. Nous choisissons cette carte car elle 
répond aux critères de départ. En effet, elle possède: 
a. le prix raisonnable de 495 $US, ce qui en fait une des moins chères; 
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b. une sortie Vidéo avec une connexion VGA possédant un minimum de 8 bits par pixel 
(8 :8 :8) ainsi qu' une possibilité de connexion avec la carte VIODC pour une 
connectivité DVI; 
c. plusieurs connecteurs d' entrées/sorties configurables (user IIO) qui permettent une 
évolution du système en cas de besoins; 
d. un FPGA avec une grande quantité de portes de la Série Spartan III de Xilinx (pour 
son bas prix et aussi parce que son environnement de développement est bien connu); 
e. un certain nombre de DEL et d'interrupteurs pour faciliter le déverminage; 
f. une documentation complète et détaillée facilement accessible. 
De plus, la compatibilité avec la carte fille VIODC (Video Input Output Daughter Card) de 
Xilinx a été vérifiée, ce qui permet d'ajouter des fonctionnalités DVI sur cette carte si les 
besoins se présentent (modèle HW-XGI-VIDEO-US au prix de 995$US). Aucun problème 
majeur ne nous empêche de croire que la carte SP305 est la meilleure solution pour nous. 
Ce qui nous intéresse sur la carte SP305, c' est aussi sa mémoire ZBT qui permet un accès 
mémoire rapide et aussi la capacité de la mémoire PROM flash pour la programmation du 
FPGA. En effet, la mémoire PROM xcD2p fabriquée par Xilinx nous permet non seulement 
de configurer le FPGA, mais aussi d' emmagasiner nos données d ' images lorsque la carte 
n'est pas alimentée. 
Cette carte possède aussi un affichage LCD, plusieurs DEL et plusieurs interrupteurs qui 
permettrons un interfaçage intéressant avec les différentes fonctions du projet. 
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CHAPITRE 4 
SPÉCIFICA TIONS RETENUES POUR NOTRE AFFICHEUR VIDÉO NUMÉRIQUE 
Ce chapitre décrit en détailles spécifications retenues qui sont utilisées afin d'implémenter 
un afficheur vidéo numérique répondant aux besoins de base de CMC Électronique. Il sera 
question uniquement des points retenus puisque les raisons qui nous ont poussés à faire ces 
choix ont été discutées dans les chapitres précédents. 
4.1 Spécifications fonctionnelles 
Suite à l'analyse faite sur les différents cœurs existants au CHAPITRE 2, les spécifications 
fonctionnelles finales du circuit implémenté en VHDL dans le FPGA ont été déterminées. 
Cette section les décrit en détail. Le contrôleur vidéo numérique comprend: 
a. une sortie VGA (RGB, utilisées présentement chez CMC) qui permet aUSSI de 
s'adapter dans l' éventualité d'une migration vers un port DVI; 
b. une résolution d'affichage allant jusqu' à 1024 x 768 et un taux de rafraichissement de 
60 Hz en mode 24 bits par couleur; 
c. une mémoire vidéo externe au FPGA pour l'entreposage des images, cette mémoire 
possède une bande passante élevé et fonctionne avec Pipeline (mémoire ZBT); 
d. une possibilité d'utiliser les modes d'affichage 8 bits avec table de couleurs ou 24 
bits; 
e. deux bus Wishbone: un pour le processeur host (ou bootloader) et un pour la 
mémoire vidéo, ce qui permet un interfaçage rapide et une optimisation de la bande 
passante de la mémoire vidéo; 
f. deux banques d' image, ce qui permet de faire un changement rapide de l'image 
affichée par un changement de la banque d'image sélectionnée sans provoquer de 
déformation d ' image; 
g. un mode d 'économie d ' énergie activé de manière logiciel; 
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h. un module de chargement (bootloader) permettant au minimum de charger les images 
en mémoire vidéo et de configurer le module d'A VN au démarrage. 
4.2 Spécifications Physiques 
Cette section décrit en détailles caractéristiques physiques du projet final. Ces spécifications 
sont tirées de l'analyse des différentes plateformes de développement disponibles sur le 
marché décrite au CHAPITRE 3. Les caractéristiques physiques mentionnées ici sont celles 
utilisées pour le projet uniquement et ne comprennent pas toutes les caractéristiques de la 
carte de développement SP305. Pour plus de détail sur cette carte, veuillez vous référer à 
([ 58] Xilinx, 2005). Voici la liste de ces caractéristiques physiques: 
A. La plateforme de développement utilisée est la carte de modèle HW-SP305-US 
fabriquée par la compagnie Xilinx; 
B. La composante programmable utilisée est le Spartan III de modèle XC3 S 1500-
FG676-10C fabriqué par la compagnie Xilinx; 
C. L'horloge physique sur la carte est cadencée à 100 MHz 
D. La configuration du FPGA s'effectue au moyen d'une mémoire PROM flash de 
modèle XCF32P en mode « FPGA Master Seriai» 
E. L'utilisation de la mémoire PROM flash permet aussi d'emmagasiner les données 
d'images dans l'espace restant avant de les charger en mémoire vidéo. 
F. Une mémoire vidéo de 8 Mo de type ZBT (Zero Bus Tumaround) à la base. Les 
broches de cette mémoire permettent une expansion de la mémoire jusqu'à 32 Mo 
théoriquement. 
G. Les composantes physiques sur la plateforme sont alimentées à 3.3 VDC 
H. La programmation de la PROM flash se fait par une communication JT AG à l'aide du 
logiciel Impact de la suite ISE 8.2 de la compagnie Xilinx et du câble de 
programmation de modèle: Parallel Cable IV (DLC7). 
1. Le convertisseur VGA de modèle ADV7125KST50 possède 24 bits d'entrées et 
permet une fréquence d'horloge pixel maximale de 50 MHz. 
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J. Des connecteurs d'expansion sont disponibles dans l'éventualité d'ajout de 
fonctionnalités plus complexes. Par exemple, on peut ajouter un port DV!. 
4.3 Le guide à utiliser pour un code VHDL bien écrit 
Le code écrit en VHDL doit être régit par certaines contraintes de mise en page, de syntaxe et 
de contenu afin de faciliter la relecture du code, sa compréhension et sa maintenance. Ceci 
n ' est pas un guide didactique du langage, mais bien un guide qui permet de bien mettre en 
forme le texte pour ainsi mieux comprendre ce qu'il décrit. Cette section se divise en trois 
sous-section afin facilité la lecture. 
4.3.1 Le guide des déclarations et de la syntaxe du code 
Plusieurs règles de syntaxe permettent de rendre la lecture et la compréhension du code plus 
aisées. Les voici: 
A. Le code doit respecter la syntaxe standard de 1993 (Compatible VHDL-93); 
B. Chaque fichier possède le même nom que 1'« entity » qu'il contient. 
C. Les noms des signaux, des variables, des fonctions, des types, des entités etc. doivent 
décrire la fonction et non le type, ils doivent avoir un sens complet. Les noms 
comme : « signall » ou « tot02 » sont à proscrire; 
D. Un suffixe descriptif doit être ajouté à la fin du nom pour identifier le genre de l'objet 
• _s pour les genres « signal »; 
• _i pour les genres « in »; 
• _0 pour les genres « out »; 
• _io pour les genres « inout »; 
• _v pour les genres « variable »; 
• _ f pour les genres « file »; 
• _ c pour les genres « constant »; 
• _a pour les genres « alias »; 
82 
• _ t pour les genres « type»; 
• ~ pour les genres « pakage »; 
• J pour les signaux dans un « record ». 
• _lib pour les noms de librairie. 
• _aO, _al, _a2 etc. pour identifier une architecture (il peut yen avoir plusieurs 
pour une seule entité). 
E. Tous les signaux actifs bas (polarité négative) commencent par le préfix « n_ ». Par 
exemple, le nom « n Jeset_ s » est très bien pour un signal de réinitialisation actif bas; 
F. Tous les bus ou groupes de signaux sont notés en petit boutiste (( little endian ») et 
écris avec le bit le plus significatif à gauche et le bit le moins significatif à droite; 
G. Toutes les instanciations d'un « component » doivent posséder le même nom que ce 
« component » suivit par un index pour identifier chaque instance. Par exemple : 
nomO et nom! sont des noms d' instance acceptés; 
H. Les instanciations des component se font par emplacement et non explicitement; 
I. Lorsque c ' est possible, il est préférable de grouper les signaux en définissant un type. 
4.3.2 Le guide de la bonne mise en forme du code 
La manière de mettre en page le texte contribue aussi à la lisibilité du code. Voici les règles 
à suivre: 
A. Tous les fichiers possèdent une seule « entity » suivit de son « architecture »; 
B. L'indentation se fait par des tabulations de 2 caractères d ' espace afin de limiter la 
perte d' espace inutile; 
C. Favoriser la réutilisation des fonctions et des blocs de logique lorsque c' est possible. 
Un code modulaire est toujours apprécié. 
D. Essayer de garder un plan de l'arborescence des fichiers ; 
E . Utiliser une maximum de deux ou trois « process » par architecture afin de minimiser 
les fonctions en « spaghetti »; 
F. La déclaration des signaux d' une entité doit être faite dans l'ordre: les « in » pour 
débuter, les « inout » ensuite et les « out » pour terminer. Cependant, il est souvent 
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plus facile de comprendre les relations entre les signaux lorsqu'ils sont groupés selon 
leur rôle et leur fonction. Il est même recommandé de placer un commentaire entre 
chaque groupe de déclaration pour exprimer l'appartenance de chaque groupe; 
G. Il est impératif d'avoir une seule déclaration de « signal », de « type », de « variable» 
etc. par ligne afin de permettre l'ajout de commentaire pour chacune d' elles (voir 
aussi le point E de la section 4.3.3); 
H. Les commentaires doivent être bien indentés et bien alignés pour facilité la lecture; 
1. Utiliser des recettes éprouvées de syntaxe qui permettent une synthèse prédéterminée 
du code afin d'éviter la perte de temps et aussi pour s'assurer d'une fonctionnalité 
optimale du circuit inféré. Voici quelques exemples: 
• La forme d'un processus (( process ») de réinitialisation qm s'active de 
manière asynchrone et que se relâche de manière synchrone; 
• La forme d'un processus synchrone; 
• La forme d' un processus synchrone avec réinitialisation asynchrone; 
• La forme d'un processus synchrone avec réinitialisation synchrone; 
• La forme d'un processus qui infère un blocRAM. 
4.3.3 Le guide pour bien commenter le code 
Pour s'assurer de la bonne documentation du code VHDL, il est primordial de se doter de 
règles pour bien le commenter. Voici ces règles : 
A. Le but d'un commentaire est de faire comprendre le système, décrit dans le code 
VHDL, par une personne qui n'est pas directement impliquée dans le développement 
de ce code. 
B. Les commentaires doivent suivre de près la partie fonctionnelle qu'ils décrivent. Ils 
ne peuvent donc pas se trouver uniquement dans un bloc de texte en entête avec 
aucun commentaire dans la partie exécutable. 
C. Les commentaires doivent être descriptifs. Il n'est pas suffisant de traduire bêtement 
ce qu'on lit dans le code VHDL. 
D. Chaque fichier commence par un entête qui donne les informations suivantes: 
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• Le nom du fichier; 
• Le nom du projet; 
• La composante cible, c' est-à-dire celle qui inclura la présente composante; 
• Les dépendances, c'est-à-dire les composantes qui permettent de fabriquer la 
présente composante; 
• Le type de fichier, il peut être de trois catégories: « déclaration et définition 
d'une entity et de son architecture », « définitions et déclarations de types, de 
fonctions et de constantes » ou « déclaration et définition d'un banc d'essai »; 
• Le ou les noms complet de ou des auteurs; 
• L' établissement ou l'entreprise d'attache du fichier; 
• Les versions avec les dates de chaque mise à jour et les changements qui ont 
été fais entre chaque version avec son auteur; 
• L'entête peut contenir aussi les limitations du code, les erreurs connues ou 
investigations de résolution en cours. 
E. Chaque déclaration de « signal », de « variable », de « type », de « in », de « out », de 
« inout » et de « alias » doit être suivie d'un commentaire explicatif du rôle de cet 
objet dans le code. Il est donc impératif d'avoir une seule déclaration par ligne (voir 
le point G de la section 4.3.2). Des explications en bloc de commentaire peut s'avérer 
utile, mais il n' est pas conseillé de procéder uniquement ainsi car dans l'éventualité 
de plusieurs modifications au code, le commentaire peut finir par s' avérer 
inconsistant; 
F. Chaque déclaration de « process », de « block », de « function » etc. doit être 
impérativement précédée d' un commentaire descriptif de son rôle et/ou de son 
fonctionnement et/ou de ses limites. Dans certains cas, les paramètres et/ou les 
résultats attendus peuvent y être décrits pour clarifier le fonctionnement de l'objet. 
G. Lorsque la fonctionnalité est représentée par des données (peu importe leur 
représentation: fichier texte ASCII ou constantes câblées) comme dans le cas de 
microcode ou de matrice de connexion d'un PLA (Programmable Logic Array) , un 
texte explicatif complet de cette fonctionnalité doit précéder le code; 
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H. Si possible, utiliser des outils de documentation automatique comme par exemple: 
VHDLDOC; 
Il peut s'avérer difficile de SUIvre toutes ces règles au départ, maIS le travail pour les 
assimiler en vaut la peine. Lorsque le projet prend de l'ampleur, il devient plus facile de s'y 
retrouver et de faire des relations entre les modules. 
Ceci termine le CHAPITRE 4. Ce dernier permet de mettre sur papier les différents aspects 
du projet d'A VN. La première section de ce chapitre décrit les spécifications fonctionnelles 
du système. La deuxième décrit les spécifications physiques. La dernière détermine les 
règles d' écriture du code source du système. Ces trois sections forment les barèmes qui 
guide la conception du contrôleur video. 
CHAPITRES 
EXPLICATION DE LA MÉCANIQUE D'AFFICHAGE D'UNE IMAGE ET DES 
PRINCIPES CONNEXES À LA RÉALISATION DU PROJET 
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Ce chapitre est le dernier avant de passer à l'explication du code VHDL et de sa synthèse. Il 
est erroné de croire que son importance est moindre puisque tous les concepts qui y sont 
présentés sont en relation directe avec le code décrit au prochain chapitre. C'est d'ailleurs 
pour cette raison qu' il est placé en amont de ce dernier. Il est donc important de bien lire 
chaque section pour en saisir tous les détails avant de passer au chapitre suivant. Si certaines 
parties vous semblent moins claires, référez-vous aux différents documents sources donnés le 
long du texte. 
5.1 Mécanique d'affichage d'une image 
La présente section relate des concepts mis en œuvre pour permettre l' affichage d' une image 
numérique sur un écran. Il est primordial de bien comprendre chacun de ces concepts afin de 
pouvoir continuer la lecture de ce document. Les sources d' information de cette section sont 
[14] Engdahl, 2005 et [15] Engdahl, 2005. 
5.1.1 Les signaux de contrôle VGA 
Un système d ' affichage VGA possède généralement sept signaux physiques de contrôle afin 
de permettre un affichage adéquat. Trois de ces signaux sont de nature analogique et 
correspondent aux trois couleurs primaires que sont le rouge, le vert et le bleu. On les 
nomme aussi très souvent les signaux RGB (pour « Red », « Green », « Blue »). Leur valeur 
de sortie en tension se tient dans la plage de 0 à 0.7 Volt. L ' intensité des couleurs est 
obtenue en faisant varier la tension. Habituellement, la variation de tension est générée en 
faisant une conversion d'une valeur numérique binaire en une tension grâce à un 
convertisseur numérique vers analogique (c 'est d' ailleurs ce qui se passe sur notre plateforme 
de développement). Les quatre signaux restant sont les signaux de synchronisation 
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horizontale, verticale, composite et blank. Ceux-ci sont des sIgnaux numériques qUl 
contrôlent les temps d ' affichage de chaque pixel et les délais du balayage de l' image. 
L'explication détaillée de ces signaux sera donnée à la section 5.1.3. Voyons maintenant 
comment générer les couleurs. 
5.1.2 Méthode de génération des couleurs 
Comme expliqué précédemment, les couleurs sont générées à partir des trois couleurs 
primaires ROB en convertissant les valeurs binaires en un niveau de tension. Pour le projet, 
nous utilisons un convertisseur permettant des valeurs binaires de 8 bits pour chaque couleur, 
ce qui donne en tout 24 bits pour chaque pixel à l ' entrée du convertisseur. 
5.1.2.1 Profondeur de huit bits avec table des couleurs 
Il n ' est pas toujours nécessaire d' accéder à une grande variété de couleurs comme dans le cas 
de couleur encodée sur 24 bits, d ' autant plus que l' espace mémoire requis pour emmagasiner 
une image de 24 bits par couleur est assez grand. Pour diminuer la plage des couleurs 
utilisées, on utilise une table de 256 couleurs. Chaque couleur de la table possède un 
encodage de 24 bits et on accède à chacune d' elles en indiquant leur index à l'entrée de cette 
table. Cet index est de 8 bits pour pouvoir accéder aux 256 couleurs de la table. Donc, 
chaque couleur de pixel est emmagasiné en mémoire dans son encodage de 8 bits. On dit 
alors que la profondeur des couleurs de l'image est de 8 bits. L'image prend alors le tiers de 
l' espace d ' une image dont la profondeur est de 24 bits. 
5.1.2.2 Profondeur de huit bits par troncature 
Il est aussi possible de tronquer les couleurs. Pour faire cela, il suffit de sauvegarder 
uniquement les bits les plus significatifs de chaque couleur primaire (ROB). Par exemple, 
pour une profondeur de 8 bits, on sauvegarde les 3 bits les plus significatifs du rouge et du 
vert et les deux bits les plus significatifs du bleu. Ce qui nous donne un total de 8 bits pour 
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chaque pixel. Pour régénérer les pixels de 24 bits nécessaires au convertisseur, nous pouvons 
facilement recopier le dernier bit sauvegardé de chacune des couleurs, ce qui nous permet de 
générer le blanc et le noir qui sont respectivement OxFFFFFF et OxOOOOOO. Par exemple, si 
le pixel sauvegardé est la valeur Ox3A (<< =-.;;;..;;;...;;-"' »). On a les trois bits « 001 » pour le 
rouge, « 110 » pour le vert et « 1 0 » pour le bleu. En recopiant le dernier bit de chaque 
couleur, on a la valeur de 24 bits Cette manière de faire permet de sauvegarder 
une image avec une profondeur de 8 bits sans nécessiter de table de couleurs. Par contre, la 
répartition du spectre des couleurs est moins homogène. 
5.1.2.3 Profondeur de 16 bits par troncature 
Pour augmenter la répartition du spectre des couleurs, on peut utiliser le même principe, mais 
en encodant les pixels sur 16 bits. Ceci nous permet donc de coder le rouge sur 6 bits et de 
coder le vert et le bleu sur 5 bits. On utilise le même remplissage des bits manquant que 
précédemment, ce qui permet toujours de donner le noir et le blanc. On a par exemple un 
pixel de 16 bits de valeur OxAB3C (<< 1 0 1 0 1 0 Il 00 Il 1100 »). Ceci donne les 6 bits du 
rouge « 101010 », les 5 bits pour le vert « 11001 » et les 5 bits pour le bleu « 11100 ». En 
étirant les bits les moins significatifs de chaque couleur, on a la valeur 
du convertisseur. 
5.1.2.4 Profondeur de 24 bits 
. à l'entrée 
La profondeur de 24 bits ne nécessite aucune manipulation des couleurs puisque chaque pixel 
affiché est sauvegardé tel quel en mémoire. Il suffit donc de lire le pixel de 24 bits et de 
l' envoyer directement vers le convertisseur VGA. Il est important de bien respecter la 
fenêtre temporelle d ' affichage pour s' assurer de la qualité de l'image. Voici justement 
l' explication du fonctionnement des signaux permettant de bien synchroniser l' affichage. 
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5.1.3 L'affichage VGA et la génération des signaux de synchronisation de l'image 
Cette section a pour but d'expliquer la théorie de l' affichage VGA d'une image. Avant de 
débuter, voici une figure qui permet de bien comprendre la mécanique avant d'aller plus en 
détail. 
front (0.63 us) 
front 
Figure 5.1 Les champs temporels de l'affichage VGA. 
On remarque sur cette figure quatre champs de temporisation pour chaque axe. Ces champs 
nommés sync, back~orch, gate et front~orch sont les noms donnés à chaque portion du 
temps utile pour générer les signaux numériques de synchronisation. Vous pouvez remarquer 
en vous référant à la Figure 5.1 que les champs temporels ne font pas tous partie de la section 
visible de l'image. Seul le champ gate y cOlTespond, c'est la « porte» de l'affichage des 
pixels. D'ailleurs, c'est par cette partie qu'on définie la résolution d'affichage: par exemple 
640 x 480 signifie 640 pixels affichés horizontalement et 480 pixels affichés verticalement. 
Les autres champs, en dehors de la région affichée, sont nécessaires pour bien positionner 
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l' image sur l'écran. Le champ sync permet de déterminer le début du balayage. Le 
back yorch est le délai qui sépare les champs sync et gate. Finalement, le champ frontyorch 
est celui qui sépare la fin de l' affichage dans un balayage et le début du champ sync du 
prochain balayage. 
La temporisation de chaque champ se décrit en nombres de pixels. Chaque résolution 
d' image possède une quantité déterminée de pixels par ligne et par colonne. L' affichage 
commence toujours en haut à gauche et se fait par un balayage de chaque ligne pour se 
terminer en bas à droite. La Figure 5.1 démontre le sens de l'affichage par les flèches. Le 
retour à la ligne suivante est représenté par une ligne pointillée. 
Les signaux numériques de synchronisation sont souvent générés à partir de compteurs. 
Chaque champ étant le nombre de cycles (ou pixels) que les compteurs doivent faire, on 
initialise toujours les compteurs à ces valeurs de champs au début de l'affichage afin 
d' effectuer la temporisation. Le 
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Tableau 5.1 montre les valeurs de chaque champ pour les résolutions les plus communes. Il 
va sans dire que la fréquence à laquelle ces compteurs fonctionnent est très importante et doit 
être précise afin de créer les bons délais sur les signaux de synchronisations. 
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Tableau 5.1 
Valeurs typiques des compteurs pour les résolutions d'images les plus utilisées 
Horizontal (en pixel) Vertical (en pixel) 
Résolution Fréquence sync front_porch gate back_porch sync front_porch gate back_porch 
d'horloge 
640x480 60 Hz 25.17 MHz 96 16 640 48 2 Il 480 31 
640x480 75 Hz 31.5 MHz 96 16 640 48 2 Il 480 32 
640x480 85 Hz 36 MHz 48 32 640 112 3 1 480 25 
800x600 60 Hz 40MHz 128 40 800 88 4 1 600 23 
800x600 75 Hz 49.5 MHz 80 16 800 160 2 1 600 21 
800x600 85 Hz 56.25 MHz 64 32 800 152 3 1 600 27 
1 024x768 60 Hz 65 MHz 136 24 1024 160 6 3 768 29 
1 024x768 75 Hz 78.75 MHz 96 16 1024 176 3 1 768 28 
1 024x768 85 Hz 94.5 MHz 96 48 1024 208 3 1 768 36 
La Figure 5.2 permet de visualiser la génération des SIgnaux de synchronisation (déjà 
mentionnés dans la section 5.1.1) avec les délais demandés (aussi donné en nombre de 
pixels) pour un affichage dont la résolution de l'image est de 640 x 480 pixels avec 60 
rafraîchissements d'image par seconde et une fréquence pixel de 25,175 MHz. 
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Figure 5.2 Les signaux de synchronisation de l'affichage VGA. 
Sur cette figure, chaque axe est contrôlé par un signal numérique de synchronisation. Le 
signal hsync contrôle la temporisation des champs « sync » horizontaux et le signal vsync, 
celle des champs « sync » verticaux. Le compteur horizontal fonctionne à chaque cycle de 
l 'horloge alors que le compteur vertical fonctionne une fois à chaque fin de balayage 
horizontal, c'est-à-dire lorsqu'un nouveau signal hsync est activé. C'est donc dire que la 
durée d'un « pixel vertical» dure le temps complet d'une ligne totalisant 800 pixels (dans le 
cas de cette résolution d' image). 
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Le signal csync mentionné à la section 5.1.1 n'est pas montré sur la Figure 5.2 puisque ce 
signal est habituellement généré en faisant passer les signaux hsync et vsync dans une porte 
logique « and » lorsque ceux-ci sont actif bas. 
Le signal blank est le signal qui identifie la « porte » d'affichage des pixels. Il est d ' ailleurs 
activé tout le long du champ temporel gate. En d ' autres mots, le signal blank permet 
d' identifier le moment de placer les pixels à l ' entrée du convertisseur numérique à 
analogique. Il est souvent généré en faisant passer un signal blank vertical et un signal blank 
horizontal dans une porte logique « and », ce qui place le signal de sortie exactement au bon 
moment dans les deux axes à la fois. 
5.2 Structure des fichiers *.bmp 
Le format * .bmp est le format d' image utilisé à la base dans les premières versions du 
système d' exploitation Windows de Microsoft. Étant donné sa simplicité et sa popularité 
encore très répandue, ce format est très documenté et il est facile d ' en extraire les données 
d ' images (voir les sources: [11] Daub, 1998, [8] CommentCaMarche.net, 2007 et [4] 
Bourke, 1998). Voici donc ce qui est le plus important à savoir au sujet des fichiers bitmap. 





Palette de couleurs 
(optionnelle) 
Données pixel 
Structure d'un fichier *.bmp. 
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Une note importante à savoir est que les données de pixels sont placées en commençant au 
bas à gauche de l' image vers la droite et vers le haut par la suite. C'est pour cette raison que 
sur la Figure 5.3 , le dessin de la maison est à l' envers. Ce détail est important car pour 
afficher correctement une image, on doit commencer par la ligne du haut et descendre ligne 
par ligne vers le bas. Ceci nous oblige donc à inverser chaque ligne de l'image bitmap pour 
un affichage adéquat. Pour faciliter les choses, le script bmp2txt.pl procède à cette inversion, 
nous verrons plus bas comment. 
5.2.1 L'entête du fichier 
L'entête du fichier fournit les informations sur le type de fichier (bitmap), sa taille et indique 
où commencent les informations concernant l' image. Voici les champs qu' on y retrouve: 
A. La signature (2 octets) : pour le fichier bitmap de Windows, les caractères « BM » (ou 
Ox424D) forme ce champ; 
B. La taille totale du fichier en octet (4 octets) ; 
C. Un champ réservé (4 octets); 
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D. Le décalage (<< offset ») de l ' image (4 octets) : donne le nombre d'octets qui séparent 
le début du fichier et les données pixel. 
5.2.2 L'entête d'information 
Cet entête est important, mais contient souvent des informations inutilisées. Voici donc ce 
qu' il contient: 
A. La taille de l' entête d'information en octets (sur 4 octets) : La valeur typique est Ox28; 
B. La largeur de l' image en pixel (sur 4 octets): c' est-à-dire le nombre de pixels 
horizontalement; 
C. La hauteur de l'image en pixel (sur 4 octets): c'est-à-dire le nombre de pixels 
verticalement; 
D. Le nombre de plan (sur 2 octets) : cette valeur vaut toujours 1 par défaut; 
E. La profondeur de codage des couleurs (sur 2 octets) : c' est-à-dire le nombre de bits 
utilisés pour coder la couleur (1 , 4, 8, 16, 24 ou 32); 
F. La méthode de compression (sur 4 octets) : Cette valeur vaut 0 lorsque l' image n' est 
pas compressée; 
G. La taille totale de l' image en octets (sur 4 octets); 
H. La résolution horizontale (sur 4 octets) c' est-à-dire le nombre de pixel/m 
horizontalement; 
I. La résolution verticale (sur 4 octets) c'est-à-dire le nombre de pixel/m verticalement; 
J. Le nombre de couleurs de la palette (sur 4 octets); 
K. Le nombre de couleurs importantes dans la palette (sur 4 octets) . Ce champ peut 
prendre la valeur 0 si chaque couleur est utilisée. 
Les champs A, D, F, H, I, J et K sont toujours à leur valeur par défaut ou bien à zéro dans 
notre projet puisque nous ne les utilisons pas. 
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5.2.3 La palette de couleurs (optionnelle) 
La palette de couleur est nécessaire uniquement lorsque la profondeur des couleurs est de 8 
bits. En effet la palette contient 256 valeurs de couleurs codées sur 32 bits . Chaque couleur 
contient les trois composantes primaires RGB (24 bits) dans l'ordre suivant: le bleu (sur 1 
octet), le vert (sur 1 octet) et le rouge (sur 1 octet). L'octet restant de chaque couleur est 
réservé pour l' évolution éventuelle du format de fichier. Il n'est pas utilisé dans notre cas. 
5.2.4 Les données pixel 
Cette section permet d'écrire successivement les pixels de l' image ligne par ligne en 
commençant par le pixel en bas à gauche. Chaque ligne de l ' image doit obligatoirement 
comporter un nombre d 'octets qui est multiple de 4. Si non, la ligne doit être remplie de 
zéros pour respecter ce critère. 
Le nombre d'octet utilisé pour chaque pixel dépend de la profondeur des couleurs de l' image. 
En mode 256 couleurs, chaque octet contient un pixel (mode 8 bits). En mode 16 millions de 
couleurs, chaque pixel nécessite 3 octets (mode 24 bits). 
5.2.5 Fonctionnement du script bmp2txt.pl 
Le script bmp2txt.pl est un script écrit en langage PERL qui permet d ' extraire une image 
d ' un fichier en format *bmp et de la convertir en format texte pour une utilisation ultérieure 
lors de la formation du fichier de programmation * .mcs. Le langage PERL est utilisé pour 
deux raisons principales. La première est que la suite ISE de Xilinx possède un moteur 
PERL qui permet de l' exécuter sans devoir installer de logiciels additionnels. La deuxième 
est que le langage est tout indiqué pour manipuler des fichiers et des champs à l'intérieur de 
ceux-ci. Cependant, l' expertise de programmation en PERL étant très limitée, il est certain 
qu'une optimisation de ce script serait souhaitable. D'ailleurs, vous trouverez à la section 
8.3.4 une explication de ce qui peut être amélioré par rapports à ce script. Pour des 
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renseignements sur le langage PERL, référez vous à [36] Marshall 2005 et [41] Perl.org, 
2006. 
Avant de lancer le script, il suffit d' écrire le nom du fichier * .bmp à convertir avec tout le 
chemin d' accès dans la variable $bmp_file du script. Voici un exemple de cette ligne de 
code : 
my $bmp_file = "lmages/i800x600_inc.bmp" ; 
Ensuite vous devez inscrire le fichier de destination avec tout son chemin d' accès dans la 
variable $txt_file . Voici un exemple de cette ligne de code: 
my $txt_file = "i800x600_ inc.txt" ; 
Enfin, il ne reste qu'à exécuter le script en faisant dans un terminal (sous Windows, utiliser 
un terminal DOS) la commande suivante : 
> xilperl bmp2txt.pl 
Vous devez exécuter ce script pour chaque image à insérer. Chaque fichier destination doit 
posséder un nom unique afin de ne pas écraser des données utiles. 
Le script se divise en plusieurs sections afin de faciliter son déverminage et aUSSI pour 
permettre une meilleure compréhension de son fonctionnement. Les sections qui suivent 
permettent de décrire chacune des parties du script. 
5.2.5.1 Déclarations de départ 
Cette section du script permet de déclarer et de définir les variables qui seront nécessaires 
pour la durée du script. C'est dans cette section, entre autres, que vous inscrivez les noms 
des fichiers source et destination. 
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5.2.5.2 Lecture de l'entête 
C'est dans cette section qu'on ouvre le fichier * .bmp en mode lecture binaire. Ceci veut dire 
que le fichier * .bmp n'est pas un fichier texte standard avec des caractères d'imprimerie, 
mais que les données sont organisées en binaire pour donner des informations sur l'image. 
La première étape consiste donc à ouvrir le fichier * .bmp en mode binaire et ensuite de 
charger les informations de l' entête dans une variable nommée « $buffer ». 
De cette variable sont ensuite tirées toutes les informations utiles pour l' affichage de l' image 
par le contrôleur vidéo. La première information est le type de fichier lu, si les deux premiers 
octets correspondent aux deux lettres « BM », c'est que c'est bien un fichier *. bmp. Ensuite, 
on extrait la taille du fichier en octets ($file _ size), puis on extrait le décalage de l'image 
($offset) afin de connaitre exactement l'emplacement des données d' image depuis le début 
du fichier. Enfin, nous somme capable de connaître le nombre d'octets de données d'une 
image (incluant sa table de couleurs) en faisant le petit calcul suivant: $nb_byte_data = 
$file _size-$offset+(256*4). 
5.2.5.3 Lecture de l'entête d'information (info header) 
Les informations utiles qui proviennent de l' entête d'information sont les dimensions de 
l' image et la profondeur des couleurs (8 , 16 ou 24 bits). 
On lit donc la largeur de l' image (en pixels) dans la variable $image_windth. Ensuite on lit 
la hauteur de l'image dans la variable $image_height. Enfin on lit la profondeur des couleurs 
(qui identifie le nombre de bits par pixel) dans la variable $nb_bits~ixel. 
5.2.5.4 Lecture de la table des couleurs 
Dans cette section, on ouvre le fichier d' image uniquement pour remplir la variable tampon 
$buffer avec les valeurs de la table des couleurs. Ensuite on formate une table de ces 
données dans la variable matricielle @tmpLUT. On instancie aussi deux autres variables 
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matricielles qui permettrons de travailler sur la première: @tmpLUT2 et @LUT. Les 
données seront retravaillées plus loin lors du formatage. 
5.2.5.5 Lecture des données de pixels 
De la même manière que la table des couleurs, la table des valeurs de pixels est lue et placée 
dans une variable $buffer. Ensuite, on sépare les données en morceau pour remplir la 
variable matricielle @tmpimage_data. Par la suite, les variables matricielles 
@tmpimage_data2 et @image_data sont instanciées pour une utilisation ultérieure dans le 
script. 
5.2.5.6 Formatage de la table des couleurs 
La table des couleurs du fichier * .bmp possède des données de quatre octets alors que chaque 
couleur n'a besoin que de trois octets. Il y a donc un octet de trop pour chaque valeur de 
couleur provenant du fichier * .bmp. La boucle « for » passe chaque octet et le réécrit dans la 
variable matricielle @LUT s'il fait partie des trois premiers octets de la couleur (d'où 
l' utilisation de l'opérateur modulo ou « % » qui permet d'identifier le dernier octet de chaque 
couleur) . Les deux autres lignes de la boucle servent uniquement à l'affichage, ce qui est fort 
utile pour déverminer. 
5.2.5.7 Formatage des données pour remettre l'image à l'endroit 
La boucle for de cette section permet de remettre les lignes dans le bon ordre d' affichage 
puisque celles-ci sont inversées dans le fichier *. bmp. La boucle copie ligne par ligne chaque 
pixel dans une variable vectorielle (une seule dimension), ce qui facilite la section suivante 
puisqu'il suffira de balayer simplement la variable ainsi crée pour écrire les données dans le 
fichier * .txt. 
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5.2.5.8 Écriture des données dans le fichier user data.txt 
Cette partie du script permet de générer un fichier * .txt qUI contient toutes les données 
nécessaire à l' affichage d 'une image. La première chose qu'on rencontre dans cette section 
de code est un commentaire d'entête qui identifie le fichier. 
Ensuite, une ligne d' entête de 16 octets est générée. Elle contient les 32 bits du patron de bits 
permettant de retrouver le début des données d' image une fois qu ' elles sont programmées 
dans la mémoire PROMo Cet entête contient ensuite une trame de 32 bits pour identifier le 
nombre d'octets présent dans le fichier (ce qui inclut uniquement les octets de la table des 
couleurs et ceux de l' image proprement dite). Les 32 bits suivant sont ceux qui permettent 
une configuration de base du contrôleur vidéo. Présentement, ils configurent le contrôleur en 
mode 8 bits par pixel. Les derniers 32 bits de cet entête ne sont pas utilisés, mais pourront 
être utilisés éventuellement. 
La ligne suivante du fichier de script débute une boucle « for » qui permet de mettre en forme 
la table des couleurs de l ' image. On lit 32 bits à la fois afin de recréer ce qui sera effectué 
dans le système de contrôleur vidéo lors du chargement de la table à l'intérieur du système. 
Ceci permet donc de placer les octets de la table des couleurs dans le bon ordre dans la 
mémoire PROM o 
Enfin, la dernière boucle « for » exécute sensiblement le même travail que la précédente, 
excepté qu'elle le fait sur les données des pixels de l' image. On découpe ici l' image en 
tranches de 4 octets pour la placer dans le fichier * .txt. Le fichier * .txt généré par le script 
doit contenir obligatoirement 16 octets hexadécimal par ligne. Ceci à pour but de faciliter la 
génération du fichier * .mcs en rendant l'utilisation du script « pc.pl » possible (Pour 
l' utilisation du script pc.pl, reportez-vous à la section suivante du présent document). La 
figure suivante montre l' organisation des octets dans le fichier *. txt. 
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2 1 1 1 2 4 4 4 
7 766 8 8 7 10 9 9 9 Il Il 10 10 
12 12 12 Il 14 13 13 13 15 15 14 14 16 16 16 15 
Figure 5.4 Organisation des données dans le fichier utilisateur. 
Dans cet exemple chaque chiffre représente un octet et chaque valeur représente un pixel de 
24 bits. Donc, le pixel numéro un se place à droite du premier morceau de 32 bits, il reste 
donc un octet de libre qui est comblé par le premier octet du prochain pixel. La deuxième 
tranche de 32 bit comble donc les deux octets de droite par ceux restant du pixel numéro 
deux et le deux de gauche sont comblés par la première partie du pixel trois. On procède 
ainsi pour tous les pixels de l'image. Cette manière de faire peut sembler bizarre, mais elle 
permet d'optimiser la bande passante du bus mémoire lors de la lecture de l'image. 
5.2.6 Utilisation du script pc.pl fournit avec la note d'application XAPP694 de Xilinx 
Le script pc.pl permet d'insérer des données utilisateur à la suite de la configuration du 
FPGA d'un fichier * .mcs. Ceci permet donc d ' utiliser la mémoire PROM de la plateforme 
de développement comme support pour nos données d'images. Aucune explication du 
fonctionnement de ce script ne sera faite ici puisque nous n'avons pas conçu ce dernier et son 
fonctionnement interne exact n'est pas connu avec précision. Voici par contre une petite 
explication de son utilisation (voir aussi la section 7.5). 
Avant d'exécuter le script, il faut premièrement s'assurer de générer un fichier * .mcs à partir 
du fichier * .bit du projet ISE à l'aide du logiciel Impact (voir section 7.4) et deuxièmement 
produire un fichier *. txt qui contient toutes les données utilisateurs nécessaires au bon 
fonctionnement du système (vous pouvez vous référer aux sections 7.5 et 5.2.5 pour ce faire). 
Pour lancer le script, faite la commande suivante dans un terminal: 
xilperl pc.pl - ps 32 -pfinitial.mcs - pfuser_data.txt 
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L'option -ps 32 spécifie la taille de la mémoire PROM. L'option -pf initial.mcs spécifie à 
partir de quel fichier *.mcs générer le nouveau fichier jumelé. L ' option -pf user_data.txt 
spécifie le fichier * .txt qui contient les données à annexer au fichier de configuration du 
FPGA. Le nouveau fichier * .mcs généré par ce script se nomme new _initial.mcs. En effet, 
le script utilise le nom du fichier * .mcs de départ et ajoute le préfixe « new _ » à ce nom pour 
créer le nom du fichier générer. Cela al' avantage de ne pas écraser le fichier d'origine et 
permet alors de générer plusieurs fichiers de configuration identiques mais possédant des 
données différentes (dans notre cas, des images différentes). 
5.3 Fonctionnement de la mémoire PROM 
La présente section permet de comprendre la manière dont la mémoire PROM est utilisée 
dans le projet. Les détails sont tirés de [54] Xilinx, 2004, [56] Xilinx, 2005 et [58] Xilinx, 
2005. 
La mémoire PROM de la carte SP305 est le modèle xcf32p de Xilinx. Elle permet de 
programmer le FPGA en mode « SeriaI Master », « SeriaI Slave », « Master selectMAP » et 
« Slave selectMAP ». Afin de permettre la lecture de données d'images, nous avons opté 
pour le mode « seriaI slave », le FPGA étant le maître, il génère l 'horloge qui synchronise la 
sortie des données. La raison de ce choix est simplement parce que nous pouvions 
rapidement fabriquer un prototype de chargeur de démarrage (( bootloader ») à partir du 
modèle développé par Xilinx qui est expliqué dans la note d'application XAPP694 (voir [54] 
Xilinx, 2004). Il serait cependant possible de fabriquer un chargeur de démarrage plus rapide 
en utilisant un mode parallèle (selectMAP) plutôt que sériel. La carte SP305 permet 
beaucoup de versatilité dans ce domaine, cependant, nous nous attarderons uniquement sur ce 
qui a été utilisé lors de l'élaboration du projet. Voici le schéma de connexion qui est utilisé 
sur la carte SP305 afin d'utiliser le mode « seriaI slave ». 
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4.7 kohm 
Platform Flash FPGA 
XCF32P V048 XC3S1500 FG676 
PROM WI4 Master Seriai 
Slave Seriai USER OI N 
28 VIS 
00 OIN 
, P5 M 50 ohm l --:"::- USER_CCLK 
12 A02 
CLK 50 ohm J..--- CCLK 
9 1 
CLKOUT 
___ _____ _ J 
AC2 
-
13 .. ~ - - - ------ - - DONE 




I l ACI 
OEi RESET IN IT_B 
19 2 CI 024 




TCK ~ TCK 
GNO 
Figure 5.5 Schéma bloc des connexions entre la mémoire PROM et le FPGA sur la 
plateforme de développement SP305. 
Prenez note que la position du cavalier sur les broches 138 doit être inversée par rapport à 
celle spécifiée dans les guides de la platefonne SP305. En effet le cavalier doit faire en sorte 
que la PROM est toujours active même suite à la configuration du FPGA afin de pennettre la 
lecture des données d'images. Pour la garder active, il suffit de mettre la broche CE à la terre 
comme montré sur la Figure 5.5, ce qui correspond à placer le cavalier sur la position 
« DONE RESET » sur la plateforme SP305 comme il est montré sur la Figure 7.25 dans le 
cercle nommé 138 (plutôt qu' en position « Always Enable »). C'est le seul petit problème 
rencontré avec la carte SP305 jusqu'à ce jour. 
Lorsque la mémoire PROM est programmée, elle lance un signal « PROG » au FPGA afin de 
le forcer à se reconfigurer. Le FPGA étant en mode « Master SeriaI », il génère l'horloge de 
configuration cclk qui alimente la mémoire PROMo Une fois le FPGA configuré, l'horloge 
de configuration par défaut s'arrête et le circuit interne du FPGA s'active. C'est à ce moment 
que le module bootloader entre en jeu et génère l'horloge auxiliaire cclk afin de pennettre la 
continuité de la lecture de la mémoire PROMo Sur la Figure 5.5, on observe les deux 
105 
résistances de 50 Ohm qui permettent ce subterfuge. La plateforme de développement SP305 
a été créée de cette manière spécifiquement pour cette raison. C'est d'ailleurs pour cela que 
le signal DIN est aussi branché à deux endroits sur le FPGA (voir la Figure 5.5). Le premier 
endroit est le signal DIN pour la configuration du FPGA et le second est une entrée/sortie 
configurable par l'usagé afin d'utiliser la mémoire PROM comme support de données. 
Il serait possible de modifier le module bootloader afin de rendre la configuration du FPGA 
parallèle sur huit bits et ainsi, lire la mémoire PROM sur huit bits pour les données d'images. 
La plateforme permet cette configuration et multiplierait par huit la vitesse de chargement 
des données dans la mémoire vidéo. 
5.3.1 Ordonnancement des données 
Les données qui sortent de la mémoire PROM sont ordonnancés par blocs de huit bits en 
format gros boutiste (big endian), alors que la mémoire vidéo, tout le système d'affichage 
ainsi que les fichiers d'images * .bmp utilisés sont en format petit boutiste (little endian). 
Nous devons donc réordonnancer chaque octet qui sort de la mémoire PROMo La figure 
suivante explique le processus de réordonnancement des bits lors de l'utilisation de la 
mémoire PROMo 
8F 9F AF BF 
10001111 10011111 1010 1111 10111111 
'> Fichier d'usagé 
l l l Configuration JT AG 
1111 0001 11111001 1111 0101 11111101 } 
l FI J l F9 J l FS J l FD J PROM x: x: x: x: ~:~:~;::;~:~:;"tp"l, 
10001111 10011111 10101111 10111111 } 
Mémoire vidéo 
8F 9F AF BF 
Figure 5.6 Schéma d'explication des processus d'ordonnancement des bits de 
données pour l'utilisation de la mémoire PROMo 
106 
Lors de la lecture de la mémoire PROM, les données de sortie sérielle sont ordonnancées en 
gros boutiste, même si les données d' origines envoyées sur le port JT AG sont ordonnancées 
en petit boutiste. La raison en est fort simple: c' est que la lecture de la PROM se fait 
toujours de l' adresse la moins significative vers la plus significative, ce qui réordonnance les 
bits dans chaque octets. Il est donc nécessaire de réorganiser les bits lus afin de retrouver les 
mots binaires originaux. La Figure 5.6 montre que les octets gardent le même ordre, mais 
que les bits dans chaque octet sont inversés. La boucle « for » du module 
pattern Jeco _loader permet de faire ce réordonnancement simultanément avec la lecture des 
données de la PROMo Pour plus de détail sur le sujet, référez-vous à [54] Xilinx, 2004. 
5.4 Structure des fichiers * .mcs 
Le fichier * .mcs est un fichier texte qui permet de remplir la mémoire PROM et qu 'on 
nomme aussi « Intel Object File ». On s' en sert habituellement pour emmagasiner les 
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fichiers de configuration des FPGA sur une plateforme de développement. La structure des 
lignes de données d'un fichier * .mcs est montrée dans les trois tableaux suivants. 
Tableau 5.2 
Entrée de données type 00 
: BC AAAA 00 HHHH .... H CC 
Char. De départ Nombre d 'octets Adresse hexa Type HH = 1 Byte de donnée Checksum 
2 Char 4 Char 2 Char 2 à 32 Char 2 Char 
Tableau 5.3 
Entrée de données type 01 
: 00 0000 01 FF 
Char. De départ Nombre d 'octets Adresse hexa Type Checksum 
2 Char 4 Char 2 Char 2 Char 
Tableau 5.4 
Entrée de données type 04 
: 02 0000 04 HHHH CC 
Char. De départ Nombre d'octets Adresse hexa Type 2 Bytes offset Checksum 
2 Char 4 Char 2 Char 4 Char 2 Char 
Ces trois types de configurations doivent être rigoureusement suivit afin de créer le fichier 
* .mcs contenant des données utilisateur. 
Le type 00 permet de placer des données utilisateur, soit jusqu'à 16 octets par ligne du fichier 
* .mcs, ce qui totalise 32 caractères hexadécimal dans le champ des données. 
Le type 01 sert uniquement à identifier la fin du fichier. 
Le type 04 permet d' étendre le champ d'adresse des données. En effet, la plage d' adresse 
directement accessible est de 4 caractères ou 16 bits, donc i 6 = 65536 données. Ce type de 
ligne permet alors une extension de la plage d'adresse en ajoutant 16 autres bits d' adresse, ce 
qui définit les bits 31 à 16 de l'adresse linéaire de 32 bits de base. Cette valeur de deux 
octets est ajoutée à toutes les données qui suivent cette ligne pour constituer l'adressage 
absolu des données de la PROMo 
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Le champ « Checksum » permet de vérifier la validité de la transmission des données. Il est 
calculé en faisant la sommation en format complément 2 de chaque octet de la ligne en cours. 
Le script Perl permettant d'ajouter les données utilisateur à la suite de la section de 
configuration du FPGA doit être en mesure de calculer tous ces champs afin que le 
chargement de la PROM s' exécute sans problème. Heureusement, ce script nommé « pc.pl » 
est fournit avec la note d'application XAPP694 ([54] Xilinx, 2004). Pour l'utiliser, il suffit 
de mettre les données de départ dans un fichier texte et de les organiser en groupes de 32 
caractères hexadécimaux (ou 16 octets) par ligne. Veuillez lire la note d ' application 
XAPP694 pour bien comprendre le processus. 
Ceci met fin au CHAPITRE 5. Ce chapitre explique les principes utilisés pour compléter 
l'élaboration du système d' afficheur vidéo numérique. On y retrouve entre autre: la 
description de la mécanique d ' affichage d' une image sur un écran VGA, une description de 
la structure d' un fichier *.bmp avec l' explication du fonctionnement du script PERL 
permettant d' extraire les données d ' image, une explication du fonctionnement de la mémoire 
RAM du système d' afficheur vidéo ainsi que la description de la structure d ' un fichier * .mcs 
servant à contenir toutes les données utiles pour la configuration du FPGA. 
CHAPITRE 6 
DÉVELOPPEMENT DE LA TOPOLOGIE ET PARTITIONNEMENT DES 
DIFFÉRENTES FONCTIONS DU SYSTÈME VIDÉO NUMÉRIQUE 
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Ce chapitre explique en détail la fonctionnalité des différents modules qui composent le 
système d'Afficheur Vidéo Numérique. Pour chaque module, un symbole et une explication 
des entrées et sorties sont donnés. Par la suite, une explication du fonctionnement de ce 
module est appuyée par un schéma bloc et par quelques chrono grammes de simulation. Nous 
procédons par une approche de haut en bas, ce qui signifie que nous débutons par le module 
de plus haut niveau et nous terminons par un module qui se trouve à la base de 
l'arborescence. La section 6.1 décrit en détail la hiérarchie des modules, ce qui facilite le 
suivi des différentes sections. Par la suite une explication de base vous est fournie sur la 
manière dont la mémoire PROM est utilisée. Puis, on détaille le contenu du fichier de 
définition des types qui est utilisé à tous les niveaux du système. Ce fichier se nomme 
typesy.vhd. Enfin, nous commencons avec le module « toP » qui comprend tous les autres 
modules. 
6.1 Hiérarchie des différents modules avec le nom du fichier qui les contient 
Cette section permet de situer rapidement chacun des modules dans le hiérarchie du système 
en partant du module de plus haut niveau qui est le module top et en descendant vers le bas 
où se trouvent les modules les plus simples. Vous trouverez les fichiers VHDL qui 
constituent le circuit à l'ANNEXE 1 dans l'ordre d'apparition des modules de cette section. 
Les sections qui suivent seront aussi dans cet ordre et permettrons de décrire en détail chacun 
des modules et des sous-modules Voici donc cette arborescence des modules: 
• topO (top.vhd) 
o typesy (typesy.vhd) 
o wb2zbt_ wraperO (wb2zbt_ wraper.vhd) 
o reset_genO (reset_gen.vhd) 
o c1k_genO (c1k_gen.vhd) 
• pc1k_genO (pc1k_gen.vhd) 
• mc1k_genO (mc1k_gen.vhd) 
o bootloaderO (bootloader. vhd) 
• pattern Jeco JoaderO (perttern Jeco _Ioder. vhd) 
• cc1k_genO (cc1k_gen.vhd) 
• c1ut_ dat_genO (c1ut_ dat_gen. vhd) 
• load_fsmO (load_fsm.vhd) 
• dload_adr_genO (dload_adr_gen.vhd) 
• adr _ counterO (adr _ counter. vhd) 
• fin_dload_genO (fin_dload_gen.vhd) 
o vgaO (vga.vhd) 
• ctrlJegisterO (ctrlJegister.vhd) 
• sync_genO (sync_gen.vhd) 
• timing_genO (timing_gen.vhd) 
• timing_gen1 (timing_gen.vhd) 
• pixel_genO (pixel_gen.vhd) 
• wb_ctrlO (wb_ctrl.vhd) 
• fifoO (fifo.vhd) 
• pixel.-J)rocessorO (pixel.-J)rocessor. vhd) 
o c1utO (c1ut.vhd) 
• dclk_fifoO (dc1k_fifo.vhd) 
• pixel_ counterO (pixel_ counter. vhd) 
110 
6.2 Utilisation de la PROM pour la configuration de FPGA et pour la sauvegarde 
des données d'images. 
Normalement, suite à la réussite de sa programmation, le FPGA génère un signal DONE qui 
est branché par défaut sur la remise à zéro de la PROMo Par contre, afin de permettre la prise 
de contrôle de la mémoire PROM suite à la configuration du FPGA, nous devons 
déconnecter le signal DONE de la PROM en plaçant le cavalier 138 de la carte SP305 sur les 
broches 1 et 2 (ce qui est contraire à la documentation de la carte). En effet, la 
documentation mentionne de placer le cavalier sur les broches 2 et 3, mais après plusieurs 
vérifications, nous avons constaté l'erreur: les broches 1 et 3 sont inversées). 
La PROM se programme par le port JTAG à l' aide d 'un fichier * .mcs qui contient le 
programme du FPGA et aussi toutes les données nécessaires pour faire fonctionner notre 
système VGA. Il est à noter que les bits des données dans la PROM sont ordonnancés en 
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gros boutiste (Big Endian), ce qui fait que chaque octet doit être réordonnancé en petit 
boutiste (Little Endian) avant d'être utilisé. 
Pour plus de détails sur l'utilisation de la mémoire PROM en général et pour l'utiliser comme 
support pour des données utilisateur, référez-vous à la section 5.3 et aux documents [54] 
XiIinx, 2004 et [56] Xilinx, 2005. 
6.3 Description du fichier des définitions des fonctions et des types communs à tous 
les fichiers. 
Le fichier types~.vhd contient un ensemble de types, de fonctions et de constantes qm 
facilite l'homogénéité, la compréhention et l'écriture du code VHDL. Les paragraphes qui 
suivent expliquent chaque partie de ce fichier. 
Le type timing_t est un groupe de signaux qui englobent toutes les valeurs des compteurs 
dans un axe d'affichage (horizontal ou vertical). Il comprend donc les signaux suivants: 
Tableau 6.1 
Description des signaux groupés dans le type timing_t 
Nom Description 
sync r Largeur de l'impulsion du signal sync. 
back porch r Intervalle entre le signal sync et le début des pixels visibles (gate r). 
gate r Nombre de pixels visibles sur cet axe (horizontal ou vertical). 
front porch r Intervalle entre la fin de l'affichage des pixels et le signal sync. 
Le type timing_ h _ v _test un groupe de sIgnaux qui englobent toutes les valeurs des 
compteurs des deux axes d'affichage et aussi les constantes qui permettent de générer la 
fréquence exacte de l'horloge pixel pc1k par le DCM du module pc1k_gen (section 6.7.3). Il 
comprend donc les signaux suivants: 
Tableau 6.2 
Description des signaux groupés dans le type timing_t 
Groupe des valeurs des compteurs de la génération des signaux de synchronisme pour 
l'axe horizontal. 
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vertical r Groupe des valeurs des compteurs de la génération des signaux de synchronisme pour 
l'axe vertical. 
pclk divide r Valeur du diviseur d ' horloge qui peut prendre les valeurs entières de 1 à 32. 
pclk multiply r Valeur du diviseur d'horloge qui peut prendre les valeurs entières de 2 à 32. 
Les constantes de ce type permettent de configurer rapidement la résolution et le taux de 
rafraichissement de l'image. Il sera utile de définir d'autres constantes dans l'avenir afin 
d'automatiser le changement de résolution. Voici quelques constantes définies: 
• res_640_ 480_60hz_c: affichage de résolution 640x480 avec un taux de 
rafraîchissement de 60 Hz. 
• res _ 800 _ 600 _60hz _ c : affichage de résolution 800x600 avec un taux de 
rafraîchissement de 60 Hz. 
• res_l024_768_60hz_c:: affichage de résolution 1024x768 avec un taux de 
rafraîchissement de 60 Hz. 
Le type timing_Ievels_t est un groupe de signaux qui englobent toutes les valeurs des 
niveaux actifs pour les signaux VGA. Il est donc possible de configurer les sorties VGA 
comme actives hautes ou actives basses. Le type comprend les signaux suivants: 
Tableau 6.3 
Description des signaux groupés dans le type timing_Ievels_t 
Nom Description 
blank r Niveau actif du signal blank par défaut à 1. 
csync r Niveau actif du signal sync composite (csync) par défaut à O. 
vsync r Niveau actif du signal sync vertical (vsync) par défaut à O. 
hsync r Niveau actif du signal sync horizontal (hsync) par défaut à O. 
Le type clut_Ioad_t est un groupe de signaux qui englobent tous les signaux qui permettent 
de contrôler le chargement de la table des couleurs du module clut (voir section 6.11.5.5.3). 
Le type comprend donc les signaux suivants: 
Tableau 6.4 
Description des signaux groupés dans le type clut_Ioad_t 
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couleur dans la table). 
wadr r Ce signal est l' index ou l' adresse de chargement de la donnée dans la table des 
couleurs . 
Le type wbm_ctrl_out_t est un groupe de SIgnaux qui englobent tous les SIgnaux qUI 
permettent de contrôler un bus Wishbone du côté maître. Le type comprend donc les signaux 
suivants: 
Tableau 6.5 
Description des signaux groupés dans le type wbm_ctrl_out_t 
Nom Description 
cyc r Signal qui indique un cycle valide du bus en activité . 
stb r Signal de sélection du transfert de données. 
we r Signal de « write enable ». 
sel r[4] Signal de sélection d' octet (granularité). 
Le type wbm_ctrljn_t est un groupe de SIgnaux qui englobent tous les SIgnaux qUI 
permettent de recevoir une réponse d'un périphérique esclave par le maître. Le type 
comprend donc les signaux suivants : 
Tableau 6.6 
Description des signaux groupés dans le type wbm_ctrl_in_t 
Nom Description 
rtyr Signal de « retry » qui indique au maitre de recommencer sa requête. 
err r Signal d'erreur qui indique au maître qu'il y a un problème sur le bus. (pas utilisé 
pour le moment). 
ack r Signal d ' acquittement du périphérique esclave qui indique au maître que la transaction 
est réussie . 
6.4 Description des entrées et des sorties du module top 
La figure suivante représente le symbole du module top qui est le module de plus haut niveau 


















Symbole du module top. 
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A vant de passer à la description du fonctionnement du module top, voici les détails de ses 
entrées et de ses sorties : 
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Tableau 6.7 
Description des entrées et des sorties du système global (module top) 
Nom Entrée/ Description 
Sortie 
din E Signal sériel qui sort de la mémoire PROM et qui se rend au module 
topOlbootloaderO/pattern _reco JoaderO. Il constitue les données sérielles à charger 
en mémoire. 
cclk S Signal de pseudo horloge généré par le module /topO/bootloaderO/cclk_genO en 
divisant l'horloge mclk à l'aide de bascule. Une division par cinq est effectuée par 
défaut, mais il est possible de l'optimiser pour qu 'elle soit générée au maximum de 
la vitesse supportée par la mémoire PROM qui est de 40 MHz. Les paramètres de 
génération de cette pseudo horloge seront discutés à la section 6.10.4. 
n init S Signal de réinitialisation de la mémoire PROMo Lorsqu'il est actif (bas), le 
-
pointeur interne de la mémoire PROM retourne au tout premier bit de la mémoire. 
Elle est donc prête pour une relecture complète. Lorsqu'il est inactivé (haut), un 
ITont sur l'entrée cclk permet d'incrémenter le pointeur interne d'un bit. Ce bit se 
présente alors à la sortie din . Lorsque le pointeur est en fin de course, il y restera 
jusqu'à ce que le signal njnit soit activé de nouveau. Ce signal est directement 
relié au signal n _ c1ear dans le module bootloaderO. Pour plus de détails, référez-
vous à la section 5.3. 
n bouton rst E Signal actif bas qui se branche directement sur le bouton reset de la carte de 
- -
développement 
c1k E Ce signal est directement branché sur la broche de l 'horloge globale de la carte 
SP305. Cette horloge oscille à 100 MHz. 
led_err(O) S Ce signal est branché sur la DEL nommée Errl sur la carte. C'est le signal pat_ok 
provenant du bootloader qui lui est raccordé et qui indique que les données de la 
PROM ont été situées. 
led_err(l) S Ce signal est branché sur la DEL nommée Err2 sur la carte. C'est le signal 
fin _ dload provenant du bootloader qui lui est raccordé et qui indique que les 
données de la PROM ont été entièrement chargées en mémoire vidéo. 
led_ 4[4] S Ces quatre signaux sont utiles uniquement lors du déverminage. En fonctionnement 
normal, ils ne sont pas utilisés et sont branchés directement à la terre. 
adr[23] S Signal d'adresse de la mémoire vidéo ZBT. 
dat[32] E/S Signal de données de la mémoire vidéo ZBT. 
dqp[4] E/S Signal de données supplémentaire de la mémoire vidéo ZBT qui peuvent être 
utilisés pour identifier la parité de chaque octet de données. 
n_bw[4] S Signal actif bas qui permet d'identifier les octets valides à transférer avec la 
mémoire ZBT. On l'appel souvent la granularité des données. 
n we S Signal actif bas de« write enable» de la mémoire vidéo ZBT. 
n oe S Signal actif bas de « output enable» de la mémoire vidéo ZBT. Ce signal est 
important uniquement en lecture et permet d'activer les sorties de la mémoire. 
Autrement, la mémoire est en haute impédance. 
n adv Id S Signal qui permet à la mémoire de charger une adresse explicitement si il est à zéro 
(0) ou de faire une incrémentation automatique de l 'adresse s'il est à un (1). Ce 
mode est utile dans le cas ou le contrôleur de la mémoire est incapable 
d'incrémenter l'adresse mémoire assez rapidement pour avoir une nouvelle adresse 
à chaque cycle, ce qui n'est pas notre cas. 
mode S Signal de mode de la mémoire ZBT. 0 = linéaire, 1 = interlace. 
zz S Signal de mise en veilleuse de la mémoire. 0 = mémoire en fonction, 1 = mémoire 
en veilleuse. N'étant pas utilisé en ce moment dans le système, on le garde à 0 en 
tout temps. 
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n cel S Signal actif bas qui permet de sélectionner la mémoire vidéo ZBT. Ce signal est 
toujours actif. 
zbt clk S Signal d 'horloge de la mémoire vidéo ZBT. Ce signal est branché en permanence 
sur l'horloge mc\k qui est générée à l'interne du circuit par le module mc\k_gen 
(section 6.7.4). 
r[8] S Signal de donnée de la couleur rouge vers le convertisseur vidéo. 
g[8] S Signal de donnée de la couleur vert vers le convertisseur vidéo. 
b[8] S Signal de donnée de la couleur bleu vers le convertisseur vidéo. 
n ysave S Signal actif bas de mise en veilleuse du convertisseur vidéo. 
hsync S Signal de synchronisation vidéo horizontal vers le convertisseur vidéo. 
vsync S Signal de synchronisation vidéo vertical vers le convertisseur vidéo. 
csync S Signal de synchronisation vidéo composite vers le convertisseur vidéo. 
blank S Signal de synchronisation vidéo qui identifie les sections visibles de l'image. Ce 
signal se dirige vers le convertisseur vidéo. 
pclk S Signal d'horloge des pixels. Il est généré par le module pclk gen (section 6.7.3). 
6.5 Description du fonctionnement du module top 
Pour débuter, voici un schéma du circuit global dans le FPGA qui nous permettra de mieux 
situer les différents blocs de fonctionnalité. Ce dessin nous permettra de faciliter 
l'explication des relations entre les différents signaux qui constituent le système. 
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En faisant l'abstraction de l'intérieur des boîtes, nous pouvons tout de même visualiser le 
fonctionnement du système. Pour facilité la compréhension globale, voici trois diagrammes 
d'états qui servent de référence dans les explications qui suivent. 
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Figure 6.5 Diagramme d'états de la génération des signaux de synchronisation vidéo. 
À la mise sous tension de la carte SP305, le FPGA se programme à partir de la PROM en 
mode seriaI master, ce qui signifie que le FPGA génère lui-même son horloge de 
configuration. Cette étape correspond au premier état de la Figure 6.3 . Une fois la 
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configuration terminée, le système s'initialise, le module c1k_gen se verrouille sur l'horloge 
principale externe pour générer les deux horloges internes, mc1k et pc1k, nécessaires au bon 
fonctionnement du système, ce qui correspond au deuxième état du diagramme de la Figure 
6.3. 
Par la suite, le module bootloader prend le contrôle de la mémoire PROM afin de charger les 
paramètres de configurations du contrôleur VGA et ensuite charger les images dans la 
mémoire ZBT avec pipeline (par l'intermédiaire du module pixel_gen). Nous verrons plus 
loin le fonctionnement détaillé du module bootloader, cependant, il est bon de savoir que ce 
module génère une horloge pour la lecture de la mémoire PROM et lit bit par bit les données 
reçues de cette dernière . Un registre interne au bootloader permet d ' assembler les bits et 
d ' identifier un patron qui détermine l'emplacement du début des données à charger, ce qui 
correspond à l'état trois de la Figure 6.3. Le signal pat_ok s'active lorsque le patron est 
détecté (DEL Errl de la carte SP30S). 
Les premières données à charger par le bootloader sont des paramètres qui sont chargés dans 
l' ordre: Le nombre d'octet à charger, la configuration du module VGAet un champ réservé. 
Ces trois données constituent l'entête qu'on nomme aussi Header (État quatre du diagramme 
d'état de la Figure 6.3). 
On identifie le nombre de bits par pixel dans la donnée de configuration VGA, ce qui nous 
permet de faire le chargement de la table des couleurs lorsque les images sont de 8 bits. 
Autrement, on passe directement au chargement des données d'image. À la fin du 
chargement des données de la mémoire vidéo, un signal fin _ dload s'active. Le bootloader 
active alors les fonctions d ' affichage du module VGA, ce qui termine le diagramme d' état de 
la Figure 6.3. 
Le module VGA permet l'affichage de deux images préchargées et sélectionnées en mémoire 
ZBT. C' est le bootloader (ou tout autre host ou processeur) qui envoie sa sélection d' image 
au module ctrlJegister dans un registre interne. Cette sélection permet donc de commencer 
la lecture en mémoire ZBT à l' adresse du premier pixel de cette image, ce qui correspond au 
premier état du diagramme de la Figure 6.4. Chaque pixel lu en mémoire ZBT est par la 
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suite envoyé dans le module pixel_gen pour y être correctement formaté avant de sortir sur le 
port RGB. Les pixels passent un à un dans les fifos du module pixel_gen. Les pixels sont 
chargés tant que les fifos ne sont pas pleins et on fait sortir un pixel à la fois vers le 
convertisseur vidéo lorsque le signal pixel_out_en est actif (ce qui correspond grossomodo au 
signal blank). L ' image est terminée lorsque les signaux hdone et vdone, provenant du 
module sync_gen, s ' activent. Le module sync_gen génère aussi les signaux de 
synchronisation horizontale, verticale et composite permettant le contrôle de l' affichage sur 
l'écran VGA. Les paramètres de temps de ces signaux sont donnés par l' intermédiaire du 
groupes de variables génériques dont le type timing_ h _v _test définit dans le fichier 
types---'p.vhd. La génération des signaux de synchronisation se fait dans l'ordre décrit par le 
diagramme d' état de la Figure 6.5. Pour plus de détails sur la génération des signaux VGA, 
référez-vous aux sections 5.1 , 6.11.4 et 6.11.5. 
Mentionnons aussi que le module VGA communique avec les modules VOlSInS par 
l' intermédiaire de deux bus Wishbone. Un pour l ' interface avec le module host (bootloader) 
et un autre pour l' interface avec la mémoire ZBT. Ce qui nous amène au module 
wb2zbt_ wraper qui sert uniquement à adapter le bus wishbone aux ports de la mémoire vidéo 
ZBT. L' explication détaillée de chacun des modules est donnée dans les sections qui suivent. 
6.6 Résultats des simulations du module top 
Voici la simulation fonctionnelle du module top: 
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Figure 6.6 Vue générale de la simulation du module top. 
Figure 6.7 Simulation de l'initialisation de départ du module top. 
123 
Figure 6.8 Simulation de la détection du patron de bits dans la PROM par module 
top. 
Figure 6.9 Simulation du chargement de la mémoire et activation du contrôleur 
vidéo dans le module top. 
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Figure 6.10 Vue détaillée de l'activation du contrôleur vidéo dans le module top. 
Figure 6.11 Vue d'ensemble du chargement des Fifos par les données mémoire dans le 
module top. 
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Figure 6.12 Simulation de la génération des signaux sync vertical et horizontal dans le 
module top. 
La Figure 6.6 est une vue générale de la simulation du module top. On peut y remarquer que 
la première étape, suite à une mise sous tension du système, est le chargement de la mémoire 
par le bootloader. Nous ne sommes pas en mesure de voir la préparation des horloges sur 
cette image. En gros, le curseur numéro un correspond à l'activation du contrôleur vidéo qui 
est la dernière étape du diagramme de la Figure 6.3. Sur la simulation de la Figure 6.6, on 
peut y voir que l'image recommence toujours avec le même pixel 49-2B-OC qui correspond 
au premier pixel de l' image affiché dans la simulation. S'il en était autrement, ce serait que 
le contrôleur ne fonctionne pas correctement. On peut aussi observer que les deux curseurs 
se trouvent au début d' une impulsion du signal vsync, donc l ' intervalle de temps entre les 
curseurs correspond à la durée de l'affichage d ' une image, soit de 16,6 ms pour une image 
rafraîchie 60 fois par seconde (60 Hz). 
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La Figure 6.7 correspond à l' initialisation de départ du module top, ce qui correspond à la 
deuxième étape du diagramme de la Figure 6.3. On peut voir sur cette simulation au curseur 
numéro un que le signal n _bouton Jst actif bas engendre une remise à zéro de tout le 
système. Après quelques cycles d'horloge (environ 10), les modules DCM du système 
reprennent la génération des deux horloges nécessaires au bon fonctionnement de l' affichage 
et le signal n_init, qui permet de remettre la mémoire PROM à zéro, se désactive (à la valeur 
1). À cet instant précis, nous sommes au curseur numéro deux et le système poursuit avec la 
détection du patron de bit qui permet de trouver l' emplacement des données dans la mémoire 
PROMo 
La Figure 6.8 montre d'ailleurs très bien, au curseur numéro deux, le moment où le patron de 
bits est détecté. En effet, à cet instant le signal pat_ok s' active et la DEL branchée sur le 
signalled_err(O) s' allume. Le système charge alors l' entête de 12 octets et toutes les autres 
données par la suite. 
La Figure 6.9 montre le chargement des données jusqu'à l'activation du contrôleur vidéo au 
temps du curseur numéro deux. Le délai entre l'activation du signal pat_ok au curseur 
numéro un et le début du chargement de la mémoire ZBT correspond en fait au chargement 
de la table des couleurs dans le module clut. En effet, cette figure ne permet pas de visualiser 
cette étape, mais elle sera discutée plus loin dans les sections relatives à la table des couleurs 
(module pixel~rocessor section 6.11.5.5 et module clut section 6.11 .5.5.3). Enfin, entre 1 
ms et le curseur numéro deux, on distingue très bien le chargement de la mémoire sur les 
signaux de contrôle de celle-ci. 
En faisant un agrandissement de la Figure 6.9 vis-à-vis le curseur numéro deux, on obtient la 
Figure 6.10. Cette dernière figure nous montre le chargement de la dernière donnée en 
mémoire au curseur numéro un, suivi par la commande pour mettre l'adresse de départ de 
l' image dans le ctrlJegister (wb_host_adr = Ox800800 et wb_host_dat_out = OxOOOOOOOO) 
puis de l ' adresse d' activation du contrôleur vidéo ((wb_host_adr = Ox800000 et 
wb ho st dat out = OxOOOOOOO 1). A partir de ce moment, le contrôleur vidéo entre en 
fonction et devient autonome pour l'affichage des images. Il remplit ses fifos et active ses 
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signaux de synchronisation vidéo. On verra en détail ces étapes à partir du module VGA 
(Section 6.11) et dans ses sous composantes. 
6.7 Description du module c1k_gen (c1k_gen.vhd) 
Voici le symbole du module c1k_gen : 
- clk_i lock_o -
mclk_o -
- clk_reseU pclk_o -
Figure 6.13 Symbole du module c1k_gen. 
Avant de décrire le fonctionnement du module c1k _gen, voici un tableau de ses entrées et de 
ses sorties : 
Tableau 6.8 
Description des entrées et des sorties du module c1k _gen 
Nom Entrée/ Description 
Sortie 
cJk reset E Signal de remise à zéro des générateurs d'horloges. Ce signal est généré par le 
module reset_gen (voir section 6.9) à partir de l'horloge externe clk pour s'assurer du 
bon fonctionnement des DCM. 
clk E Signal d ' horloge externe au FPGA. Cette horloge est générée par la carte SP305 à la 
fréquence de 100 MHz. 
pclk S Signal d'horloge pixel qui permet la synchronisation des signaux destinés aux sorties 
VGA. Elle se doit d'être adaptée avec précision pour donner la résolution et le taux 
de rafraîchissement désiré de l'image. 
mclk S Signal d'horloge maîtresse distribuée dans tout le FPGA. El le se doit d'être plus 
rapide que l'horloge pclk afin d' assurer une bande passante intéressante pour la 
lecture en mémoire ZBT et le remplissage adéquat des Fifos. 
lock S Signal généré par les deux générateurs d'horloge afin d 'avertir que la génération des 
horloges est stabilisée et que les systèmes qui dépendent des ces horloges peuvent 
commencer leurs opérations sans problème. 
6.7.1 Description du fonctionnement du module c1k_gen 
Le module c1k_gen génère les deux signaux d'horloges nécessaires au bon fonctionnement 
du système en entier. Le signal d'horloge mc1k est l'horloge rapide pour tous les modules de 
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traitement, de contrôle et de communication en général. Le signal d'horloge pc1k est 
l'horloge adaptée à la résolution de l'image et au taux de rafraîchissement désiré de l'écran 
sur lequel s'effectue l'affichage de l'image. Cette horloge permet donc la synchronisation 
des pixels avec les signaux VGA. Un changement de domaine d'horloge est nécessaire dans 
certains modules afin de s'assurer de l'intégrité des signaux en tout temps. Les détails seront 
expliqués en temps et lieux. Voici le schéma détaillé du module c1k _gen : 
-------..... f--pclk-.... 
I"-nïëlk~~~-~.~~·.·.~·.·.~~~.~~~·.~·.·.·.·.·.·.·.·.~;···~~~~~~~~~~~ ;~~~~f·· · · ··············l 
: : dssen i ,._ ---.. - _. bufg : 
i fi~ psincdee clkfx r--melkfx~>---....... -+i-+----JII-+--mClk"" 
: : psen 1 k d : ~ V i : pselk oe e :f----------... -:---' 
: -=- .. i i 
-elk_reset .... +--L.....J .. ~-~ ... i rst i buf 
--clk : elkin : I~ t= ...... C'~ormc'kO 
melkO_buf --------' 
.. _-------------------- --------------- ------------ -------------------------- --------------------------
~·····-····· ··· · ·········· .. ··· ·  .. l enenc: clk divide v =20 
tnclk=multiPiY_v =14 l' ~ctk divide v =20 
'pctk=mu ltiPiY_v =13 J 
L ...................... _._ .. " ............. _ .. . 
Figure 6.14 Schéma du module c1k_gen et de ses sous-modules mclk_gen et pclk_gen. 
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6.7.2 Résultats des simulations du module cIk_gen 
Voici la simulation fonctionnelle du module clk _gen : 
Figure 6.15 Simulation de la génération des horloges par le module cIk_gen. 
La Figure 6.15 montre bien la génération des deux horloges par le module clk _gen. En effet 
la fréquence de mclk recherchée étant de 60 MHz, le résultat de la génération de l'horloge 
par le DCM donne une période de 16 666 ps donc une fréquence de 60,002 MHz. Pour ce 
qui est de pclk, on recherche une fréquence de 25,17 MHz, on obtient une période de 38 750 
ps donc une fréquence de 25.8 MHz. On a donc une variation de 2,5% pour pclk et de 
0.003% pour mclk, ce qui est acceptable. Pour de meilleur résultat il suffit de changer les 
paramètres génériques des DCM et de jouer avec la fréquence d'entrée. 
6.7.3 Description du module pcIk_gen (pcIk_gen.vhd) 
Voici le symbole du module pclk _gen 
clk i lock ° 
-
clk reset j pclk_o 
- -
Figure 6.16 Symbole du module pcIk_gen. 




Description des signaux importants du module pclk _gen 
Nom Entrée/ Description 
Sortie 
c1k reset E Signal de remise à zéro des générateurs d' horloges. Ce signal est généré par le 
module reset_gen (voir section ° ci-dessous) à partir de l'horloge externe clk pour 
s'assurer du bon fonctionnement des DCM . 
c1k E Signal d'horloge externe au FPGA. Cette horloge est générée par la carte SP305 à la 
fréquence de 100 MHz. 
pclk S Horloge pixel générée à la fréquence voulue pour donner la bonne résolution et le 
bon taux de rafraîchissement de l'écran. 
lock S Signal qui s'active lorsque le signal d'horloge généré par le module DCM est stable. 
pclkfx Interne Signal de sortie du DCM qui possède la fréquence voulue de l' horloge, mais qui n'est 
pas encore placé sur le bus général de distribution d'horloge. La fréquence d ' horloge 
générée est donnée par la formule suivante : 
freq_pclk = freq_ c1k * pclk_multiply / pclk_divide 
où pclk_multiply et pclk_divide sont des variables entières génériques données en 
paramètre au module pclk_gen et appliquées comme attributs dans le module DCM 
afin de générer la bonne fréquence de sortie. 
pclkO Interne Signal de sortie du module DCM nécessaire pour donner une rétroaction du signal 
d'horloge généré. Ce signal doit passer dans un suiveur général (bufg) afin de 
générer le même délai de propagation que la sortie d ' horloge pclk. 
pclkO_buf Interne Signal identique au signal pclkO, mais décalé d ' un délai provoqué par un suiveur 
général (bufg). 
6.7.3.1 Description du fonctionnement du module pclk_gen 
Le module pclk_gen permet de générer l'horloge pixel à partir d'un module DCM interne du 
FPGA. Pour une utilisation adéquate des modules DCM, veuillez vous référer aux 
documents [59] Xilinx, 2005 et [66] Xilinx, 2006. 
6.7.3.2 Résultats des simulations du module pclk_gen 
V oici la simulation fonctionnelle du module pclk _gen : 
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Figure 6.17 Simulation du module pclk_gen. 
La Figure 6.17 montre bien la génération de 1 'horloge pc1k. En effet la période de pc1k 
obtenue est de 38 750 ps, ce qui nous donne une fréquence de 25 ,8 MHz comparativement à 
la fréquence recherchée de 25,17 MHz. On a donc une variation de 2,5% pour pc1k, ce qui 
est acceptable. Pour de meilleur résultat il suffit de changer les paramètres génériques des 
DCM et de jouer avec la fréquence d'entrée. 
6.7.4 Description du module mclk_gen (mclk_gen.vhd) 
Voici le symbole du module mc1k _gen : 
clk i lock_o 
-
clk reset i mclk ° 
- -
Figure 6.18 Symbole du module mclk_gen. 
Avant de décrire le fonctionnement du module mc1k _gen, voici un tableau de ses entrées et 
de ses sorties: 
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Tableau 6.1 0 
Description des entrées et des sorties du module mclk _gen 
Nom Entrée/ Description 
Sortie 
clk reset E Signal de remise à zéro des générateurs d'horloges. Ce signal est généré par le 
module reset_gen (voir section 6.9) à partir de l'horloge externe clk pour s ' assurer du 
bon fonctionnement des DCM. 
clk E Signal d 'horloge externe au FPGA. Cette horloge est générée par la carte SP305 à la 
fréquence de 100 MHz. 
mclk S Sortie d'horloge maîtresse générée à la fréquence voulue pour utiliser la bande 
passante maximale pour la communication avec le host ou la mémoire ZBT. La 
limite de cette fréquence est influencée par deux facteurs principaux: la mémoire 
ZBT utilisée et le délai critique généré par la synthèse du fichier *.bit du FPGA. La 
composante mémoire ZBT permet une fréquence maximale de fonctionnement de 
200 MHz ce qui ne risque pas de nous mettre de bâtons dans les roues. Par contre, il 
sera nécessaire de contraindre convenablement le placement des différentes 
composantes internes du système afin d ' optimiser les délais de propagation. 
lock S Signal qui s ' active lorsque le signal d'horloge généré par le module DCM est stable. 
mclkfx Interne Signal de sortie du DCM qui possède la fréquence voulue de l' horloge, mais qui n 'est 
pas encore placé sur le bus général de distribution d ' horloge . La fréquence d ' horloge 
générée est donnée par la formule suivante : 
freq_mclk = freq_clk *mclk_multiply / mclk_divide 
où mclk_multiply et mclk_divide sont des variables entières génériques données en 
paramètre au module mclk_gen et appliquées comme attributs dans le module DCM 
afin de générer la bonne fréquence de sortie. 
mclkO Interne Signal de sortie du module DCM nécessaire pour donner une rétroaction du signal 
d'horloge généré. Ce signal doit passer dans un suiveur général afin de générer le 
même délai de propagation que la sortie d'horloge mclk. 
mclkO buf Interne Signal identique au signal mclkO, mais décalé d ' un délai provoqué par un bufg 
(suiveur général) . 
6.7.4.1 Description du fonctionnement du module mclk_gen 
Le module mclk_gen permet de générer l' horloge maîtresse à partir d ' un module DCM 
interne du FPGA. Pour une utilisation adéquate des modules DCM, veuillez vous référer aux 
documents [59] Xilinx, 2005 et [66] Xilinx, 2006. 
6.7.4.2 Résultats des simulations du module mclk _gen : 
Voici la simulation fonctionnelle du module mclk _gen : 
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Figure 6.19 Simulation du module mclk_gen. 
La Figure 6.19 montre bien la génération de l'horloge mclk. En effet la fréquence de mclk 
recherchée étant de 60 MHz, le résultat de la génération de 1 'horloge par le DCM donne une 
période de 16 666 ps donc une fréquence de 60,002 MHz. On a donc une variation de 
0.003%, ce qui est excellent. Pour modifier les fréquences générées, il suffit de changer les 
paramètres génériques des DCM et de jouer avec la fréquence d'entrée. 
6.8 Description du module wb2zbt_wraper (wb2zbt_wraper.vhd) 




wb _ vdo_ ctrUn_ ° _ err_r 
wb_vdo_ctrUn_o_rty_r 
zbt_clk_o 
Figure 6.20 Symbole du module wb2zbt_wraper. 
134 
Avant de décrire le fonctionnement du module wb2zbt_ wraper, VOICI un tableau de ses 
entrées et de ses sorties : 
Tableau 6.11 
Description des entrées et des sorties du module wb2zbt_ wraper 
Nom Entrée/ Description 
SOItie 
wb vdo ctrl out E Groupe de signaux contenant tous les signaux de contrô le du bus wishbone 
- -
fourni par le maître (qui est dans ce cas-ci le module YGA). On y trouve donc 
les signaux suivants: 
• sel: ce signal sélectionne les octets actifs pour un transfert entre le maître 
et l' esclave. 
• we : signal de « write enab le». il permet l'écriture par le maître lorsqu ' il 
est actif 
• cyc : signal de validation nécessaire pour toutes les transactions sur le bus 
Wishbone 
• stb : signal de sélection de l'esclave pour lequel la requête est destinée 
wb_ vdo_ctrUn[3] S Groupe de signaux contenant tous les signaux de contrôle du bus wishbone 
reçus par le maître (qui est dans ce cas-ci le modu le YGA). On y trouve donc 
les signaux suivants: 
• ack : ce signal averti le maître que la requête a été prise en charge par 
l' esclave 
• err: signal d ' erreur de transmission sur le bus 
• rty: signal qui averti le maître de réessayer sa requête plus tard (utilisé 
dans le cas où l' esclave serait incapable de répondre immédiatement 
mclk E Horloge maîtresse, voir les sections 6.7 et 6.7.4 pour des détails sur l' horloge 
maîtresse 
zbt clk S Signal d'horloge fournie à la mémoire ZBT. C ' est une copie conforme du 
-
signal mclk, l'horloge maîtresse. 
n bw S Signal inverse du signal sel provenant du bus Wishbone. JI a la même utilité et 
-
entre dans la mémoire ZBT. Présentement, les lectures et les écritures en 
mémoire se font toujours sur 32 bits pour rendre les accès mémoires efficaces 
au maximum . Donc en théorie, on pourrait placer ce signal en permanence à la 
valeur « 0000» . Cependant, pour des raisons de possibi lité d'extension du 
système, nous avons gardé la fonctionnalité dynamique de ce signal. 
n we S Signal we inversé, il a la même fonctionnalité et entre dans la mémoire ZBT. 
n oe S Signal « output enable » qui permet d ' activer les sorties de la mémoire ZBT. 
-
Ce signal est ignoré par la mémoire lors d ' une écriture (n_we = 0). Nous 
pouvons donc le garder actif en permanence, ce qui réduit les problèmes de 
timing liés à la latence de réactivation des sorties. 
n adv Id S Signal permettant de charger une adresse si actif (bas) ou de forcer une 
-
-
incrémentation automatique si inactif (haut). Le mode d'i ncrémentation 
automatique pourrait être utilisé en mode rafale (burst mode), mais ce mode est 
inutile dans notre cas car notre module YGA est en mesure de générer une 
adresse à chaque cycle d'horloge. 
mode S Permet de mettre l' incrémentation automatique en mode linéaire ou en mode 
interlacée (inutilisé dans notre cas). 
zz S Permet de mettre la mémoire en mode sommeil. Nous n'utilisons pas pour le 
moment cette fonctionnalité, mais il serait possible de l'ajouter 
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éventuellement. 
n cel S Signal de sélection de la mémoire. Etant donné que la mémoire ZBT est la 
seule composante sur le bus qui communiquer avec le module VGA, nous 
gardons ce signal toujours activé (bas). 
6.8.1 Description du fonctionnement du module wb2zbt_wraper 
Le module wb2zbt_ wraper est uniquement un module d'adaptation entre le bus Wishbone et 
les broches de connexions avec la mémoire ZBT. Le projet a été pensé de manière à ce 
qu'uniquement ce module soit modifié dans le cas ou un autre type de mémoire serait utilisée 
(en autant qu'elle possède aussi un pipeline de deux cycles). Pour plus de détails sur la 
fonctionnalité de la mémoire ZBT, référez-vous aux documents [9] Cypress, 2004 et [10] 
Cypress, 2004. 
Le processus interne permet de générer le signal ack de manière synchrone lorsque les 
signaux cyc et stb s'activent, ce qui donne déjà un cycle d'horloge sur le ack. Un deuxième 
cycle de latence sera nécessaire pour adapter la mémoire ZBT avec le circuit puisque notre 
mémoire vidéo possède un pipeline de 2 cycles d 'horloge. Ce délai supplémentaire 
nécessaire est implicite dans le module VGA. 
r··········· ·········.···.··--------------------· --·---------------: i wb2zbt_wraper i 
1 5el[4J ,,~ r n_bW[4J" 
: : i -we--------------- - {)o------• .1-------n _ we---"'" 
i prëëësSl ~ n_oe ~ i V-cyc·----f-~_L k- n_adv_ld .... : ----- stb +-~: ac. mod~ 
i 1 ............. .] i zz ~ 
! t ~ n_ce1---' 
: 1 i" ~ m~ ... r-Zbt_clk ___ 
---mclk 
Figure 6.21 Schéma du module wb2zbt_wraper. 
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6.8.2 Résultats des simulations du module wb2zbt_wraper 
V oici la simulation fonctionnelle du module wb2zbt_ wraper : 
Figure 6.22 Simulation du module wb2zbt_wraper. 
Le module wb2zbt_ wraper est uniquement utiliser pour fixer les valeurs de base pour les 
signaux de la mémoire ZBT qui sont inutilisé. Il permet aussi de générer le signal ack sur le 
bus wishbone de manière synchrone pour assurer la lecture adéquate de la mémoire. Sur la 
Figure 6.22, on retrouve le signal ack qui s' active de manière synchrone lors d'une écriture. 
L' écriture est entamée au curseur numéro un et le ack s' active sur le curseur numéro deux. 
6.9 Description du module reset_gen (reset_gen.vhd) 
Voici le symbole du module reset_gen 
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Figure 6.23 Symbole du module reset_gen. 
A vant de décrire le fonctionnement du module reset_gen, voici un tableau de ses entrées et 
de ses sorties : 
Tableau 6.12 
Description des entrées et des sorties du module reset_gen 
Nom Entrée/ Description 
Sottie 
mc\k E Signal d'horloge maîtresse, voir les sections 6.7 et 6 .7.4 pour plus de détails. 
clk E Signal d'horloge fixe, générée à l'extérieur du FPGA sur la carte SP305. Sa 
fréquence est de 100 MHz. 
n bouton 
-
rst E Signal d ' entrée provenant du bouton « reset » de la carte SP305. Il est actif bas. 
Ce signal déclenche le mécanisme de remise à zéro de tout le système. Même les 
images sont rechargées dans la mémoire ZBT à partir de la PROM lors d ' une 
remise à zéro par ce bouton. 
n c\ear S Signal de remise à zéro pour tous les modules autres que les générateurs 
d ' horloges. Il s'active de manière asynchrone, mais se désactive de manière 
synchrone avec au moins deux cycles d' horloges entre l' activation et la 
désactivation pour s'assurer que tous les délais sont respectés, surtout le délai du 
pipeline de l'horloge ZBT. 
clk reset S Signal de remise à zéro des générateurs d ' horloges . Il est synchrone avec l'entrée 
d ' horloge clk afin de permettre aux horloges mclk et pclk de se remettre à zéro 
même lorsqu 'elles ne sont pas générées (ou verrouillées). 
6.9.1 Description du fonctionnement du module reset_gen 
Ce module a pour objectif de générer deux signaux de remise à zéro à partir d 'un bouton actif 
bas relié au signal n_boutonJst. Le signal clkJeset est synchrone sur l'entrée d'horloge fixe 
clk de la carte pour permettre une réinitialisation des générateurs d 'horloges. Le signal 
n_clear est un signal de remise à zéro pour tous les autres modules. Il s'active de manière 
asynchrone, mais se désactive de manière synchrone avec au moins deux cycles d'horloges 
138 
entre l' activation et la désactivation pour s' assurer que tous les délais sont respectés, surtout 
le délai du pipeline de l' horloge ZBT. Voici un schéma bloc du module reset_gen : 
[,,rësë(gë-ri,,,,,,,,,,,i 
---- lack .J ~ fproœss! . 
---melk ~ mm : ·i 
-"-bO~:~"-~I:l .........  :!~=j .. J clk_reset..-
Figure 6.24 Schéma du module reset_gen. 
6.9.2 Résultats des simulations du module reset_gen 
Voici la simulation fonctionnelle du module reset_gen : 
Figure 6.25 Simulation du module reset_gen. 
La Figure 6.25 montre au curseur numéro un que le signal n_boutonJst s' active à zéro, ce 
qui maintient le module en initialisation jusqu 'au curseur numéro deux, soit tant que le signal 
n bouton rst est actif bas. Lorsque le signal n _bouton Jst devient inactif à 1, le signal 
clk_reset s ' inactive de manière synchrone (curseur numéro trois), ce qui permet aux DCM de 
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générer les horloges à nouveau. Lorsque les DCM sont près, le signal lock s'active, ce qui 
permet de remettre le reste du système en fonction en rendant le signal n _ c1ear inactif à « 1 » 
suite à deux fronts montant de mc1k. 
6.10 Description du module bootloader (bootloader.vhd) 
Voici le symbole du module bootloader : 
din i wb_host_adr_o(23:0) 
wb_host_ctrLout_o_seU(3 :0) 
wb_host_dat_ out_ 0(31 0) 
cclk_o 
Figure 6.26 Symbole du module bootloader. 
Avant de décrire le fonctionnement du module bootloader, voici un tableau de ses entrées et 
de ses sorties: 
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Tableau 6.13 
Description des entrées et des sorties du module bootloader 
Nom Entrée/ Description 
Sortie 
mclk E Signal d' horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus 
de détails. 
din E Signal sériel qui sort de la mémoire PROM et qui se rend au module 
topO/bootloaderO/pattern _reco JoaderO. Il constitue les données sériell es à 
charger en mémoire. 
cc lk S Signal de pseudo horloge généré par le module /topO/bootloaderO/cclk_genO 
par division de l'horloge mclk. Une division par cinq est effectuée par 
défaut, mais il est possible de l'optimiser pour qu 'elle soit générée au 
maximum de la vitesse supportée par la mémoire PROM qui est de 40 MHz. 
Les paramètres de génération de cette pseudo horloge sont discutés à la 
section 6.10.4. 
n init S Signal de réinitialisation de la mémoire PROMo Lorsqu ' il est actif (bas), le 
-
pointeur interne de la mémoire retourne au tout premier bit de la mémoire. 
Elle est donc prête pour une relecture complète. Lorsqu'i l est inactivé 
(haut), un front sur l'entrée cclk permet d'incrémenter le po inteur interne 
d'un bit. Ce bit se présente alors à la sortie din . Lorsque le pointeur est en 
fin de course, il y restera jusqu'à ce que le signal n_ init soit activé de 
nouveau. Ce signal est directement relié au signal n clear. 
pat_ok S Signal qui averti que le patron de bit recherché dans la PROM a été trouvé. 
Ce signal déclenche le processus de chargement des paramètres et des 
données de la PROM vers le module VGA. Il est de plus branché 
physiquement sur la DEL errO de la carte SP30S . 
fin dload S Signal qui indique que toutes les données d ' images ainsi que tous les 
paramètres provenant de la PROM ont été chargées dans la mémoire vidéo 
(le contrôleur vidéo peut donc être activé). Ce signal met fin au chargement 
par le modu le bootloader. Ce signal est généré par le module 
bootloaderO/dload adr genO. 
wb_host_adr[24] S Signal d'adresse du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA. 
wb _ host_ dat_ out[32] S Signal de donnée du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA. 
wb _ host_ ctrl_ out[7] S Groupe de signaux de contrôle du bus wishbone hosto Ce groupe de signaux 
inclut entre autres les signaux cyc et stb qui permettent d'entamer une 
transaction sur le bus. Le signal sel permet de savoir la taille de la 
transaction. Pour plus de détails sur le fonctionnement du bus Wishbone, se 
référer au document [23] Herveille, 2002 . 
wb_host_ctrUn[3] E Entrée de contrôle du bus Wishbone pour le module host (bootloader). 
C'est un groupe de signaux qui permet au module esclave de répondre au 
maître. Ce groupe de signaux comprend les signaux ack, err et rty. Le 
signal ack est le seul utilisé présentement et permet de dire au maitre que la 
transaction est acceptée. 
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6.10.1 Description du fonctionnement du module bootloader 
Le module bootloader permet de charger la mémoire vidéo en faisant une lecture bit par bit 
dans la mémoire PROMo Il se doit de réordonnancer les bits de chaque donnée afin qu' elle 
soit valide (voir le module pattern Jeco _loader à la section 6.1 0.3). Il permet aussi de 
contrôler d 'une manière simple le module VGA (voir le module load_fsm à la section 
6.10.6). C' est lui, entre autres, qui active l'affichage et qui configure les registres de contrôle 
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Le bootloader à comme première fonction de lire la mémoire PROM bit par bit et de 
retrouver les données d'images afin de les charger dans la mémoire vidéo. Pour ce faire, un 
patron de bit est inséré dans la PROM afin de retrouver facilement le début des données 
d'image. Suite au patron de bits, on a ajouté un entête qui se compose de 12 octets. Les 
quatre premiers octets donnent le nombre d'octets à lire, les quatre octets suivants donnent la 
configuration à envoyer au module VGA et identifient entre autres le nombre de bits 
d'encodage pour chaque pixel. Les quatre derniers octets de l'entête ne sont pas encore 
utilisés et sont gardés pour une utilisation future. Suite à l'entête, il y a deux possibilités: en 
mode 8 bits, l'entête est suivi de la table des 256 couleurs et par la suite des données de pixel, 
autrement, c'est-à-dire en mode 24 bits, ce sont les données de pixel à charger en mémoire 
vidéo qui suivent l'entête. Pour plus de détails sur le fonctionnement du bootloader, une 
explication des sous-modules est donnée dans les sections qui suivent: 
6.10.2 Résultats des simulations du module bootloader 
Voici la simulation fonctionnelle du module bootloader : 
1 l " , l, 1 
: 1 1 1 
:B 3225000 p' 
_,_C, 
Figure 6.28 Simulation de la détection du patron de bits du module bootloader. 
La figure précédente montre le train de bits du patron de 32 bits Ox8F9F AFBF qui est le 
patron à détecter et qui détermine le début des données utilisateur dans la mémoire PROMo 
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Le curseur numéro deux marque l' activation du signal pat_ok qui indique au restant du 
système que le début du chargement des données peut commencer. 
Figure 6.29 Simulation du chargement de l'entête par le module bootloader. 
La figure qui précède montre la lecture de l' entête des données dans la PROMo En effet, si 
on observe le signal prom_dat, on remarque les données suivant: Ox00000400, OxOOOOOOOl 
et Ox12345678 qui sont respectivement le nombre d' octets à charger, la trame de 
configuration de base du contrôleur vidéo et une trame de 32 bits réservé pour une utilisation 
future . On remarque aussi sur cette image que la valeur Ox00000400 est attribuée au signal 
nb_bytes et que la valeur OxOOOOOOOl est attribuée au signal vga_config. Ce sont des 
registres du module bootloader qui permettent d ' emmagasiner les valeurs de l' entête avant de 
passer au chargement des données pixel. 
Figure 6.30 Simulation du chargement de la table des couleurs par le module 
bootloader. 
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La Figure 6.30 montre le début du chargement de la table des couleurs. Le curseur numéro 
un pointe où le bus d ' adresse wb_host_adr possède la valeur Ox800FOO, ce qui correspond à 
l' adresse de la première valeur de la table des couleurs (module clut). Les 8 bits les moins 
significatifs de cette adresse sont en fait l'emplacement des 256 couleurs de la table des 
couleurs. Sur cette figure, le bus d'adresse est incrémenté de un à chaque 24 bits de données 
lues (de la PROM) puisque la table des couleurs possède des données de 24 bits (8 bits pour 
le rouge, 8 bits pour le vert et 8 bits pour le bleu). 
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Figure 6.31 Simulation de la fin du chargement de la table des couleurs par le module 
bootloader. 
La Figure 6.31 montre la fin du chargement de la table des couleurs. Le curseur numéro un 
pointe la dernière adresse de la table, soit l'adresse Ox800FFF. Suite à cela, le module 
bootloader se met à charger les pixels dans la mémoire vidéo à chaque 32 bits de données de 
la PROM, ce qu 'on ne voit pas ici dans cette image. Vous pouvez voir le chargement de la 
première donnée de pixel en mémoire ZBT à la figure suivante où pointe le curseur numéro 
deux. 
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Figure 6.32 Simulation du début de chargement de la mémoire vidéo par le module 
bootloader. 
Sur la Figure 6.32, vous pouvez remarquer que le bit le plus significatif de l'adresse est à 
zéro, ce qui identifie la destination de la donnée comme étant la mémoire vidéo. Le 
bootloader envoie la donnée à écrire en mémoire dès qu'il a accumulé les 32 bits sériels 
provenant de la mémoire PROMo Il active alors les bits cyc, stb et we du bus wishbone pour 
indiquer qu'une donnée est valide sur le bus. Il n' y a pas d'attente de vérification, ce qui 
signifie que la donnée doit être impérativement lue sur le champ par le module VGA lorsque 
le module bootloader l' indique. En d'autres mots, le module VGA n' a pas à activer de signal 
ack. Dans une version ultérieure, il sera nécessaire d' ajouter une gestion des transactions 
plus sophistiquée afin de réduire les possibilités d ' erreurs de transmission. 
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Figure 6.33 Vue générale de la simulation du module bootloader. 
La figure précédente a pour unique but de vous montrer que le chargement des données 
provenant de la PROM se fait en une séquence sans interruption. Les bits sont lus de la 
PROM à une fréquence de 20 MHz sur le signal cclk (maximum possible de 40 MHz selon 
les spécifications de la PROM). Étant donné que la mémoire vidéo peut opérer à une 
fréquence de quatre à cinq fois plus élevée, le temps de traitement entre chaque octet est une 
éternité. Ici , pour la simulation, nous ne chargeons que les données de la table de couleurs et 
quelques données de pixels et nous atteignons quasiment 1 ms de temps de chargement. Le 
chargement de plusieurs images en mémoire peut donc prendre plusieurs millisecondes. Il 
serait donc intéressant de changer le mode de chargement sériel en un mode de chargement 
parallèle. Le mode selectMAP serait donc approprié et permettrait d 'atteindre des vitesses de 
configuration d'au moins huit fois supérieure. 
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6.10.3 Description du module pattern_reco_loader (pattern_reco_loader.vhd) 
Voici le symbole du module pattern _reco _loader : 







- mclk_i header_rdLO -
- n_cleaU pat_ok_o -
Figure 6.34 Symbole du module pattern_reco_loader. 
A vant de décrire le fonctionnement du module pattern Jeco Joader, voici un tableau de ses 
entrées et de ses sorties: 
Tableau 6.14 
Description des entrées et des sorties du module pattern Jeco _loader 
Nom Entréel Description 
Sortie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
din E Entrée sérielle des données provenant de la PROMo Chaque bit de donnée est 
chargé par l'activation du signal din_en qui provient du module cclk_gen (section 
6.10.4) . 
din en E Signal qui provient du module cclk_gen (section 6.10.4) et qui permet de savoir 
quand l'entrée sérielle din est opérationnelle. ce signal est actif un seul cycle 
d ' horloge mclk et s'active durant le premier cycle de mclk lorsque l' horloge de la 
PROM est basse. 
bootloader en interne Signal qui signifie aux différents modules internes du module bootloader que le 
-
travail du bootloader doit s'effectuer. Ce signal est généré dans le module 
bootloader (section 6.10). Il s' active tant que le chargement de toutes les données 
dans la PROM n'est pas terminé (signal fin_dload provenant du module 
dload adr gen, section 6.10.7). 
pat_ok S Signal qui signifie que le patron de début des données a été détecté. Le 
chargement des différentes données peut donc s ' effectuer. 
vga _ config[32] S Signal qui contient plusieurs paramètres de configuration du contrôleur VGA. Ce 
signal est envoyé au registre de contrôle ctrl_reg qui est à l'adresse Oh800000 du 
bus Wishbone et qui se situe dans le module topO/vgaO/ctrl_registerO. Pour des 
détails sur le signal ctrl reg du module ctrl register, voir la section 6. 11 .3. 
nb bytes[32] S Signal qui détermine combien d'octets le bootloader devra charger. Ce signal est 
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propagé vers le module topOlbootloaderO/dload_adr_genO qui penn et de faire un 
décomptage des octets chargés (voir section 6.10.7). 
prom _ dat[32] S Signal des données de 32 bits qui proviennent directement de la PROM après leur 
réordonnancement. 
dat rdy S Signal qui signifie que les données du vecteur prom dat sont valides. 
header rdy S Signal qui indique lorsque l'entête des données de la PROM est entièrement lu. 
6.10.3.1 Description du fonctionnement du module pattern_reco_loader 
Ce module permet de lire les données provenant de la PROM de manière sérielle, de 
réordonnancer chaque paquet de 32 bits reçus, de détecter les différents paramètres de 
chargement et de transmettre les données d'images au module load _ fsm (section 6.10.6) qui 
est la machine à états finis de chargement du module bootloader (section 6.10). La figure 
suivante montre un schéma de connexion des différents processus internes du module 
pattern Jeco _loader. 
pattern_recoJoader 
.-" .... ·_ .... p"rOCëss"·" .... · .. · .. , 
'Generic: 
~ t, reg_swap· 
j Réordonnancement 
1 des bytes du registr.e i 
j reg vers le signal j 
. reQ...swap 1 
Size_oCpat_v = 32 
l~~ttern_v = x"8F9~~~.~~:.: .... , 
:._._ ..... _._ .. _. ___ .. ___ ..... _ .. _ ..1 
lj- -··· ------~'---------t-t r_eg_J_--.-_________ -.t-_pat_Ok--. 
--din-. --'+---';1 _ gestion de J'entrée sérielle din vga_config[32l+-
--dln_en-"~ par un registre à décalage reg nb ... b ytes[32J-t11o-
-bootloader_e""'" ----.' - gestion du fanion pat_ok 
- gestion de la sortie dat_rdy et du !. 
compteur de bit de données (32 bits) , 
- gestion des sorties nb_bytes 1 ----...j·········prOëëss······· .. j 
et nb_bytes..èrdy i-. prom_dat[32J--+-------- .. ~:. __ ... +-prom-dat[32J ..... 
- gestion des sorties . -----r . 
vga_config el vga_config_rdy ~daUdy ~ : ............. _ ............. ~: --~I-dat_rdy • r. "gestion des signaux reserved t-reserved_rdy--.; ............... _.........; header_rdy----. 
1 r .. · .. ~:·~~~~:::~ ...... · .... · .......... · ........ · ........ · .. ·: i Syn~::;d~rtiesi 
--n_clear-. 1 i reserved_rdy et! 
- --mclk .l. ...... p.:.:'~-:-~! ....... j 
Figure 6.35 Schéma du module pattern_reco_loader. 
Le premier processus est celui qui permet le réordonnancement des données reçues dans le 
registre de réception reg. En effet, la mémoire PROM emmagasine ses données de 8 bits 
selon un ordonnancement gros-boutiste (big-endian) alors que nous utilisons partout ailleurs 
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un ordonnancement petit-boutiste (little-endian). Pour plus de détail sur l'ordonnancement 
des données de la PROM et sur le principe de chargement de données utilisateur à partir de 
celle-ci, référez-vous aux documents [54] Xilinx, 2004 et [56] Xilinx, 2005. 
Le processus principal, celui qui se trouve en bas à gauche sur la figure précédente, agit un 
peu comme une machine à états finis. Il permet de faire séquentiellement les étapes 
suivantes: 
a. recherche du patron de bits qui identifie le début des données à charger et activation 
du signal pat_ok qui s' active lorsque le patron est détecté; 
b. chargement de l' entête, ce qui inclut les champs de 32 bits suivants : 
• nombre d'octets d' image à charger (signal nb_bytes), ce qui n ' inClut pas 
l' entête. Un signal interne nb_bytesJdy s' active lorsque le nombre d'octets à 
charger est connu. 
• les paramètres configurables du contrôleur d'affichage (signal vga_config). 
Un signal interne vga_config_rdy s ' active lorsque le vecteur de configuration 
est connu. 
• un champ inutilisé pour le moment et gardé pour une utilisation éventuelle 
(signal reserved). Un signal interne reservedJdy s' active lorsque le champ 
est détecté. Ce signal reserved_rdy marque aussi la fin de l'entête dans la 
PROMo 
c. chargement de la table des couleurs dans le cas d'une configuration d'affichage 8 bits; 
d. chargement des données de pixel d' images. 
Ce processus sert aussi au contrôle de synchronisation de l' entrée sérielle din des données 
provenant de la PROMo 
Le dernier processus, celui situé en bas à droite de la figure précédente permet de 
synchroniser adéquatement les sorties prom _ dat, datJdy et header Jdy. 
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6.10.3.2 Résultats des simulations du module pattern_reco_loader 
Voici la simulation fonctionnelle du module pattern Jeco _loader: 
Figure 6.36 Simulation de l'initialisation du module pattern_reco_loader. 
La figure précédente montre l' initialisation du module patternJeco_loader. Ce module se 
met automatiquement en recherche du patron de bits qui délimite le début des données dans 
la PROMo C'est pourquoi le signal pat_ok est désactivé après l'initialisation. 
~v 
Culsor 1 
Figure 6.37 Simulation de la détection du patron de bits par le module 
pattern _ reco _loader. 
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La Figure 6.37 montre bien la détection du patron de bits qui détermine le début des données 
utilisateur dans la PROMo Le patron à détecter est la valeur de 32 bits Ox8F9F AFBF. 
Aussitôt que cette trame apparaît sur le signal reg_swap, le signal pat_ok s ' active et le 
chargement des données débute selon l'ordre de présentation du texte qui suit (vous pouvez 
aussi vous référer à la Figure 6.3 qui exprime la séquence de chargement utilisée par le 





~'l_ l ' 1 ~ 1 L 
3520000 po 
Figure 6.38 Simulation de l'enregistrement du nombre d'octets à charger par le 
module pattern_reco_loader. 
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La figure précédente illustre l'acquisition des quatre octets qui suivent la détection du patron 
de bits. C'est quatre octets font partie de l'entête des données et constituent le nombre 
d'octet que le système doit charge vers le contrôleur vidéo. Aussitôt que le signal datJdy 
s'active (pour la première fois depuis la détection du patron de bits), la valeur de 32 bits est 
sauvegardée dans le signal nb_bytes et le signal nb_bytesJdy s'active. Ceci est identifié par 
le curseur numéro deux sur l'image précédente. 
1 - 1 1 • 
~~10560000~: 
• 4 
Figure 6.39 Simulation de l'acquisition de l'entête entière par le module 
pattern_reco_loader. 
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La Figure 6.39 montre la totalité du chargement de l' entête qui est constituée de trois fois 32 
bits. Comme vu précédemment, le premier 32 bits constitue le nombre d'octets à charger et 
est placé dans le signal nb_bytes. Sur cette image, nb_bytes est égal à Ox00000400. Le 
signal nb_bytesJdy s' active simultanément au chargement du signal nb_bytes. 
Ensuite, une valeur de 32 bits contenant une trame de configuration du contrôleur VGA est 
chargée. Cette valeur est mémorisée dans le signal vga _ config et le signal vga _ configJdy 
s' active simultanément. La valeur chargée est la valeur qui sera envoyée et mémorisée dans 
le registre de contrôle ctrlJeg du module ctrl_register (voir Section 6.11.3). 
L'entête se termine par une valeur de 32 bits qui n'est pas encore utilisée, mais qui pourra 
éventuellement servir pour une configuration plus détaillée. On sauvegarde tout de même la 
valeur dans un signal nommée reserved et au même moment, on active le signal reserved _rdy 
qui devient par le fait même le signal d'identification de la fin du chargement de l'entête 
nommé headerJdy. Le curseur numéro deux pointe justement sur l'instant précis de la fin 
du chargement de l' entête. 
". , .'. , 1'101'1 1-... J 1 1 
, Cuisor1 
- 117<, -5 " 3520000 p' 
eursor 2 
Figure 6.40 Simulation du chargement des données de 32 bits par le module 
pattern_reco _loader. 
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La Figure 6.40 montre finalement que le module patternJeco_loader permet de faire le 
chargement de données sérielles sur le signal din par une conversion en données de 32 bits. 
À partir du moment où l ' entête est chargé, le module ne fait plus de traitement et devient 
uniquement un convertisseur série à parallèle dont les valeurs de sortie sont de 32 bits. Un 
signal nommé datJdy permet d'identifier le moment où la valeur de sortie est valide. Les 
curseurs numéro un et deux de la figure précédente montrent les deux premières valeurs de 
sortie du module à la suite du chargement de l' entête. 
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6.10.4 Description du module cclk_gen (cclk_gen.vhd) 
Voici le symbole du module cclk _gen : 




- n_cleaU din_en Of---
-
Figure 6.41 Symbole du module cclk_gen. 
A vant de décrire le fonctionnement du module cclk _gen, voici un tableau de ses entrées et de 
ses sorties: 
Tableau 6.15 
Description des entrées et des sorties du module cclk_gen 
Nom Entrée/ Description 
Sortie 
mclk E Signal d ' horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
bootloader en E Signal qui signifie aux différents modules internes du module bootloader que le 
travail du bootloader doit s ' effectuer. Ce signal est généré dans le module 
bootloader (section 6 .10). Il s' active tant que le chargement de toutes les 
données dans la PROM n 'est pas terminé (signal fin_dload provenant du module 
dload adr gen, section 6.10.7). 
cclk S Signal d ' horloge de lecture dans la PROM générée par un diviseur d'horloge, à 
partir de l' horloge maîtresse mclk. Le paramètre de division d ' horloge est 
donné par une variable générique nommée nb_demi_periode_v. Ce paramètre 
est le nombre de cycles de mclk -2 pour une demi-période de cclk. Par défaut, 
ce paramètre est à la valeur « 0 Il » donc 3, ce qui signifie que chaque niveau de 
cclk correspond à 5 cycles de mclk (3 + 2 = 5). 
din en S Signal qui valide la donnée provenant de la PROM o Ce signal s' active durant un 
cycle de mclk suite à un front descendant de l'horloge cclk. Ce qui permet de 
s ' assurer que les bits provenant de la PROM sont valides puisque ces derniers se 
présentent sur le front montant de cclk. 
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6.10.4.1 Description du fonctionnement du module cclk_gen 
Ce module pennet de générer un signal d 'horloge pour pennettre l'utilisation de la PROM 
après la configuration du FPGA. Il pennet aussi de générer un signal din _en qui pennet de 
savoir exactement quand lire le bit de donnée de la PROMo 
!:::: ... ~~:rOCëPi= ..... ! 
nb_demi_periode_v = 5 f___ _.-.,j 
....... __ --cclk,---,......._I-r----~ 
-bootloader en---l~.r-"T""'f------; Gestion du 
division d'horloge compteur de f::::. cmpt[3] 
-n_clear :=. ::. i et génération du 
--mclk--::-.... -+--+----.... ::: ... :! signal cclk i 
.~---------------------_ .. _-------------_. 
~cmpt2 .. ~ ~cmPt1~1 '\ 
'-cm pt ..- L/I-------I:::.rdin-en-.. 
-.. 
... 
Figure 6.42 Schéma bloc du module cclk_gen. 
Un seul processus est utilisé ici. Ce processus pennet la division de l'horloge maîtresse par 
un compteur. Pour chaque compte complet, l'horloge cclk change d'état. C'est pour cette 
raison que la valeur de départ du compteur correspond à une demi-période. Le compteur est 
décroissant, ce qui pennet une optimisation car le signal de fin de compte est branché sur le 
bit le plus significatif ce qui élimine la logique de décodage et donc diminue les délais de 
propagation. Le compteur par défaut démarre à la valeur« 011 » et suit la séquence« 010 », 
« 001 », « 000 » et « 111 », ce qui donne cinq valeurs et donc cinq cycles d'horloge maîtresse 
par demi-période. 
6.10.4.2 Résultats des simulations du module cclk_gen 
V oici la simulation fonctionnelle du module cclk _gen : 
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Figure 6.43 Simulation complète du module cclk _gen. 
La figure précédente illustre bien le fonctionnement du module cclk_gen. Entre les deux 
curseurs, on mesure une période complète qui dure exactement 10 cycles d ' horloge de mclk. 
Cette durée est configurée par la valeur générique du compteur de demi-période. Pour cette 
simulation, la valeur générique est de OxOll, ce qui veut dire que cinq cycles d'horloge sont 
comptés pour chaque demi-période. On comprend ici pourquoi la valeur 3 en binaire devient 
un compte de cinq: c' est qu'en fait le compteur passe par zéro et par sa valeur maximale. 
Ceci nous permet d'utiliser qu'un seul bit pour détecter la fin du compte, soit le bit le plus 
significatif qui est compt(2). Le signal din_en s'active toujours au niveau bas de cclk et 
lorsque le compteur commence à compter. Il en est ainsi pour deux raisons: la première est 
pour s'assurer que la valeur du bit din qui provient de la PROM est stable lors de la 
génération du signal din _ en et la deuxième est parce que c'est un circuit simple. 
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6.10.5 Description du module cIut_dat_gen (cIut_dat_gen.vhd) 
Voici le symbole du module c1ut_ dat_gen : 




- n_cleaU clut_wreq_o -
Figure 6.44 Symbole du module cIut_dat_gen. 
A vant de décrire le fonctionnement du module c1ut_ dat_gen, voici un tableau de ses entrées 
et de ses sorties : 
Tableau 6.16 
Description des entrées et des sorties du module c1ut_ dat_gen 
Nom Entrée/ Description 
Sortie 
mclk E Signal d 'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détai ls. 
n c1ear E Signal de réinitiali sation générale du système. Voir la section 6.9 pour plus de 
détails. 
prom _ dat[32] E Signal des données qui proviennent du module pattern _ reco Joader (section 6.10.3). 
Ce sont les données d'image à envoyer dans la mémoire vidéo. 
dat_rdy E Signal de validation des données. Jl indique que les données du signal prom_dat 
sont valides. 
header_ rdy E Signal qui indique lorsque l' entête des données de la PROM est entièrement lu . Ce 
signal est généré par le module pattern reco loader. 
clut_ dat[24] S Signal de données à sauvegarder dans la table des couleurs uti li sé uniquement lors 
d'un affichage 8 bits . La table des couleurs est dans le module clut (section 
6.11.5.5.3). 
clut wreq S Signal qui indique qu'une donnée de couleur peut être écrite dans le module clut. 
6.10.5.1 Description du fonctionnement du module cIut_dat_gen 
Ce module permet de réordonnancer les données en paquets de 24 bits lors du chargement de 
la table des couleurs en mode d' affichage 8 bits. Voici son schéma bloc: 
--prom_dat[32]-.... I--r-----~ ... !···-·····ïji-OCësii··········l 
i- c1ut_dat_s[24]-
.. Ordonnancement! ----~i des données . j 
~:. pour fonmer des i j mots de 24 bits j •........ ' .... _ ........ _._ .............. ~ 
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r·········-···-·······-··ïiiëëëss-·······-·······-······ ... ~ count[2] ~ 
L-. __ +---1~: .-•• -.--.------------~prom_dat_s[32]. 
____ ........ --------::~; ---------------------.. =:i-; -----.. +-clut_dat[241. 
--daUdy i. 
h d d - __ +-------..,~ -Acquisition du signal d'entrée 
-- ea er_r y : dt 't---------II*--clut_wreq ..... 
, prolTL a. 
j - gestion du signal c1ut_wreq , 
j -sync et temporisation des signaux j 
i clut dat i 
---n_c1ear ..... ---.--.. ----.---..... ~: "gestion du compteur d'ordon- i 
--mclk L.~~~.~~.~~~._ ....... _ ..._ .. _ ..._ ....... _ ..._ ...... .l 
Figure 6.45 Schéma du module c1ut_dat_gen. 
Note concernant les données contenues dans la PROM : Si vous ouvrez un fichier contenant 
les données de la table, vous remarquerez que les données sont organisées par lignes de 16 
octets. Afin de s'assurer d'une efficacité accrue du chargement de la mémoire et de la table 
des couleurs, les données sont lues de la PROM par paquets de 4 octets. 
Si on identifie par un numéro unique chaque valeur de la table des couleurs, le fichier de 
données utilisateur (servant à former le fichier * .mcs de la PROM) sera structuré de cette 
manière: 
7 








7 7 6 6 8 8 8 7 10 9 9 9 Il Il 10 10 
12 12 12 Il 14 13 13 13 15 15 14 14 16 16 16 15 
Figure 6.46 Organisation des données dans le fichier utilisateur. 
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Il faut donc une manière de faire pour lire 32 bits à la fois , mais en traiter uniquement 24. I1. 
reste donc immanquablement toujours un octet inutilisé qui doit être mémorisé et utilisé lors 
du prochain 32 bits de données. 
Le processus du haut de la Figure 6.45 est asynchrone et permet de prendre des données de 
quatre octets et de générer des données de trois octets qui constituent les couleurs de la table 
des couleurs dans le cas où le contrôleur est configuré pour un affichage de 256 couleurs (8 
bits). À chaque lecture de donnée de quatre octets, le processus garde donc un octet et le met 
de côté pour les prochains quatre octets. Lorsque trois octets sont accumulés, cela constitue 
une autre donnée qui est aussi acheminée vers la sortie et le procédé se répète. 
Le processus du bas de la Figure 6.45 est synchrone et permet de générer un compteur de 
contrôle qui permet d ' identifier l' octet supplémentaire à isoler pour le réordonnancement des 
couleurs. Il permet aussi de rendre plusieurs signaux synchrones dont le signal de sortie 
clut dat. 
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6.10.5.2 Résultats des simulations du module clut_dat_gen 
Voici la simulation fonctionnelle du module cl ut_ dat_gen : 
Figure 6.47 Simulation de l'initialisation et du blocage du module clut_dat_gen. 
Sur la Figure 6.47, le premier curseur montre l'initialisation du module clut_dat_gen. Dans 
ce cas, les valeurs sont toutes initialisées à zéro. Par la suite, on teste le blocage du module 
tout en attribuant une valeur à l'entrée prom _ dat. On observe bien que rien ne se passe en 
sortie puisque le signal headerJdy n'est pas activé. C'est certain puisque le signal 
headerJdy identifie la fin du chargement de l' entête des données. Alors il est logique que le 
chargement de la table des couleurs débute uniquement lorsque l'entête est entièrement 
chargé. 
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Figure 6.48 Simulation du chargement des quatre premières données de la table des 
couleurs par le module c1ut_dat_gen. 
Figure 6.49 Simulation du chargement des huit premières données de la table des 
couleurs par le module c1ut_dat_gen. 
Sur les deux figures précédentes, on peut voir le traitement effectué sur les données de 32 bits 
pour en sous tirer des valeurs de 24 bits. Vis-à-vis le curseur numéro un, nous avons la 
donnée Ox22111111 provenant de la PROM, donc les 24 bits les moins significatifs 
correspondent à la première donnée de 24 bits de la table des couleurs alors que les huit bits 
les plus significatifs font partie de la deuxième donnée de la table des couleurs. Donc la 
valeur Ox22 doit être gardée en mémoire afin d' être concaténée avec la prochaine donnée. 
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Cette mise en mémoire est faite par le signal prom _ dat_ s. En continuant ainsi, la prochaine 
donnée de la PROM contient donc 16 bits de la deuxième valeur de table des couleurs et 
aussi les deux premiers octets de la troisième valeur. On voit bien que le point de coupure 
entre les deux valeurs change d'une donnée à l'autre. C'est pour cette raison que le compteur 
nommé count a été créé. Lorsque le compteur est à zéro, le point de coupure est entre le bit 
23 et le bit 24 du signal prom_dat. Lorsqu'il a la valeur un, le point de coupure est entre les 
bits 15 et 16, à la valeur deux, entre les bits 7 et 8 et à la valeur trois, il n'y a pas de point de 
coupure car la valeur de 24 bits se trouve entièrement dans la donnée de 32 bits. On peut 
voir cette dernière constatation vis-à-vis le curseur numéro deux de la Figure 6.48. Suite à 
cela, le compteur se réinitialise et le module recommence le même principe. On peut voir 
cela sur la Figure 6.49. 
6.10.6 Description du module loadjsm (loadjsm.vhd) 
Voici le symbole du module load_fsm : 
- clut_daU(23:0) wb_host_adr_o(23:0) ,--
- dload_adU(23:0) 
- prom_daU(31 :OjJb_host_ctrl_out_o_seU(3:0) -
- vga_config_i(31 :0) 
- clut_wreq_i wb_host_dat_out_o(31 :0) -
- daUdyJ 
- fin_cluU wb_host_ctrl_out_o_cyc_r -
- fin_dload_i 
- header _rdy J wb_host_ctr'-out_o_stb_r -
- mclkJ 
- n_clearJ wb_host_ctrl_out_o_we_r ~ 
Figure 6.50 Symbole du module loadjsm. 
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A vant de décrire le fonctionnement du module load _fsm, voici un tableau de ses entrées et de 
ses sorties : 
Tableau 6.17 
Description des entrées et des sorties du module load _fsm 
Nom Entrée/ Description 
S0l1ie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus 
de détails . 
dat rdy E Signal qui signifie que les données du vecteur prom dat sont valides. 
prom _ dat[32] E Signal des données de 32 bits qui proviennent directement de la PROM 
après leur réordonnancement. 
nb _ bytes[32] E Signal qui détermine combien d 'octets le bootloader devra charger. Ce 
signal est propagé vers le module topO/bootloaderO/dload _ adr _genO qui 
permet de faire un décomptage des octets cha~gés (voir section 6.10.7). 
header_rdy E Signal qui indique lorsque l'entête des données de la PROM est entièrement 
lu. Ce signal est généré par le module pattern reco loader 
clut_wreq E Signal qui indique qu'une donnée de couleur peut être écrite dans le module 
cl ut. 
fin clut E Signal qui indique que le chargement de la table des couleurs (module clut) 
est terminé. 
fin dload E Signal qui indique que toutes les données d ' images ainsi que tous les 
paramètres provenant de la PROM ont été chargés dans le système vidéo (le 
contrôleur vidéo peut donc être activé). Ce signal met fin au chargement par 
le module bootloader. Ce signal est généré par le module 
bootloaderO/dload adr genO. 
vga _ config[32] E Signal qui contient plusieurs paramètres de configuration du contrôleur 
VGA. Ce signal est envoyé au registre de contrô le ctrl_ reg qui est à 
l'adresse Ox800000 du bus Wishbone et qui se situe dans le module 
topO/vgaO/ctrl_ registerO. Pour des détails sur le signal ctrl_reg du module 
ctrl register, voir la section 6 .11.3. 
clut_dat[24] E Signal des données à sauvegarder dans la table des couleurs utilisée 
uniquement lors d ' un affichage 8 bits. La table des couleurs est dans le 
module clut (section 6.11.5.5.3). 
dload _ adr[24] E Signal d ' adresse généré par le module dload_adr_gen (section 6.10.7) et qui 
sert à identifier l'emplacement où doit se placer la donnée dans la mémoire 
vidéo . 
wb _ host_ adr[24] S Signal d'adresse du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA. 
wb _ host_ dat_ out[32] S Signal de donnée du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA. 
wb _host_ ctrl_ out[7] S Groupe de signaux de contrôle du bus wishbone host. Ce groupe de signaux 
inclut entre autres les signaux cyc et stb qui permettent d'entamer une 
transaction sur le bus. Le signal sel permet de savoir la taille de la 
transaction. Pour plus de détails sur le fonctionnement du bus Wishbone, 
référez-vous au document [23] Herveille 2002. 
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6.10.6.1 Description du fonctionnement du module loadjsm 
Ce module est la machine à états finis qui contrôle toutes les étapes de chargement et de 








- vga_config[32] ... 1 III 1 
- n_clear .. , : , 
----rnclk-.·!-· ---1-" 
irl'.u·mpti27-'1' 
-prom_dat[32] .... ~--.~ 
process 
case etatts 
whèn chargement_atterlte_dut . :.. 
i,W_hosCadr'<.d&oad_adr~ ..... " byte&fèad àte time 
wb_host_daU"Jt-'-x"OO· & ck.iUla.t; 
wb host c:b1 out<""Ybm Inactlvfi c; 
Ylhen -eharOêmenU.tut a> - . -
wb_hoSLadr<-OOed_adr :~ •• bytes read at ~ tlme 
wb_hosLdaCoot<ax"OO" & cluL dat; 
wb.)1osLcIrl_out_"'_writ.32_ç, 
'oYhen chorgemenLatfente -> 
Wb_host_adr<-cIoed_adr ; - .. byle$' reed ota time 
Wb_hosUiot_out~om_dlrt; 
wb_host_ctrl_out<~mJnactlve3; 
"""en chargement t> 





:sIZEL oCpaC v :: 32 
'adr_width_v:: 24 
Wb_hOSCadr_() <- x"800" & "100" & Imege .... activ .. _-s & )("()O"i 
wb_host_daCoo~o« (others III> 'Oï: -adresse de 'le 1e donnee ~ l'Image 0 
wb_h0:lt3trLout_ o<awbm_w1te32j;; 
wtIenimOb CM> 
wbj.os( acte 0<"1:"800000"; 
wb_host_dIlU)fJLo<-vgo_coofig..) or (x"OOOOOO· & "OOOO~ & image_8ctive_. & "000"); 
lmaoc_active_$ <- not image_acDw_s; 
vd'Ien im1a c .. > 
wtLhosCadr_O <a X"13oo" & "100" & image:...active...:s .&. X"OO"; 
wb_host_dat.out_o <'-x"OOO1D4CO~; ....:.adi'ene dela1e dool:lee de fimage 1 
wb_hosCctrtouCo <., .,.om_1Mit83~é; 
....tIen im1b c -> 
v.b_hOVC8ti'_O<WX~"; 
wb.J!Ost~d.I~O<J'-O<*IIg._conftg.J ()( (x"OQOOOO' & "0000' &. l ... ge_ .. :lS-,.~.III·OOO"), 
Image_'8c:tfvs_, .ca net lmage ..... aètlv.,_-$; 
wtIeTI irn6a c -> "'1"" 
wb host adr 0 <-c )("800" &. "-100" &. image active Il &. x"OO"; 
wb:hosCda(oOLo <- x"AFCBO"; - adres&e dela-ie doM" de l'Image 6 
wb host ctl out o.ca v.bm fMlte32 c; 
~enïm8b=o'; - - -
wb_host_adr_o<*X"800000"; 
wb_hosCdat_oul_o<-vg8_config...l or (x"OOOOoo" &. "0000- & lmage_acttve_s & "OOOj; 
imoge_active_, <'M not imaoe_active_,; 
Yttlenorhel8 -> 




-clut_dat[24] : 1 : 1 
-dload_adr[24] . " 
Figure 6.51 Schéma du module load fsm. 
...... wb .... hosta('1!'f.?4~ ......... 
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Le système en entier consiste en un seul processus qui constitue une machine à états finis , 
une machine de Moore pour que toutes les entrées et les sorties soient synchrones. 
La machine permet de coordonner les différentes étapes de chargement des données de la 
PROM et permet aussi de contrôler le changement des images affichées par le contrôleur 
vidéo. En fait, la machine à état contrôle les signaux placés sur le bus Wishbone. La machine 
entre en fonction aussitôt que le chargement de l'entête des données est terminé. Pour mieux 
comprendre le fonctionnement, voici le diagramme d' état descriptif de la machine, il 
correspond à celui dessiné sur le schéma de la Figure 6.51 , mais avec des détails explicatifs: 
En attente 
de la recherche du patron de bits 
d'identification des données de la 
PROM et de la fin du chargement de 
l'en-tête 
(par le module 
pattern_reco Joader) 
Envois de la donnée 
de la table des couleurs 
Envois de la donnée 
d'image 
Chargement de l'adresse de départ de 
l'image 0 dans le registre de contrôle 
election de l'image 0 comme image active 





im_cmptr27='1' omptage du délais d'affichage 
de l'image 6 
Chargement de l'adresse de départ de 
l'image 6 dans le registre de contrôle 
im_cmptr27='1 ' 
Figure 6.52 Diagramme d'état détaillé du module loadjsm. 
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else 
Pour plus d' explications sur le fonctionnement du module load_fsm, vous pouvez aussi vous 
référer sur la section suivante qui constitue la simulation fonctionnelle du module. 
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6.10.6.2 Résultats des simulations du module load fsm 
Voici la simulation fonctionnelle du module load fsm: 
Figure 6.53 Simulation de l'initialisation du module load fsm en mode 8 bits. 
À l' initialisation de la machine, le bus Wishbone est désactivé et la machine se place à l' état 
header afin d ' attendre la fin du chargement de l' entête par le module voisin qui le module 
pattern Jeco _loader (voir section 6.10.3). Sur la figure précédente, le curseur numéro un 
pointe la remise en fonction du module après l' activation du signal n_clear. Suite à ce 
curseur on vérifie que le module reste bien en attente tant que le chargement de l'entête n' est 
pas terminé. En effet, c ' est seulement au curseur numéro deux que le signal headerJdy 
s' active pour signifier au module que l' entête est chargée, alors le module change d' état en 
fonction des configurations contenues dans le signal vga _ config. Dans ce premier cas, le 
signal vga _ config indique que les images sont de type 8 bits par pixel , donc il y a une table 
de couleurs à charger. C' est pourquoi le module tombe à l' état chargement_attente_c1ut. 
Figure 6.54 Simulation du chargement de la table des couleurs par le module 
load fsm en mode 8 bits. 
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À partir du curseur numéro un de la figure précédente, la machine à états finis charge la table 
des couleurs. En pratique, pour chaque valeur de 32 bits, la machine devrait passer de l'état 
attente_chargement_clut à l'état chargement_cl ut pUIS revemr à l' état 
attente _ chargement_ cl ut puisque chacune des données à envoyer à la table des couleurs 
provient de la mémoire PROM qui transmet les données par un signal sériel. C' est le module 
patternJeco_loader qui remet les données de 32 bits sous une forme utile et qui les transmet 
au module load_fsm en indiquant la validité des données par le signal datJdy. Donc, chaque 
fois que le signal datJdy s' active, la machine à états finis doit être en mesure de traiter la 
donnée à envoyer sur le bus Wishbone. Dans le banc d' essai , nous avons omis 
volontairement les délais d' attente entre chaque donnée à charger dans la table des couleurs. 
C' est pour cette raison que sur la figure précédente le signal clut_ wreq reste actif pendant 
cinq cycles d'horloge et que l' état de la machine reste à l' état chargement_cl ut pendant tout 
ce temps, jusqu'au curseur numéro deux. 
Pour envoyer des données de 24 bits sur le bus Wishbone (de 32 bits), on remplit les 8 bits 
les plus significatifs avec des zéros (0). Cela n ' a pas beaucoup d ' importance, puisque le 
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module clut qui mémorise la table des couleurs ne prend en considération que les 24 bits les 
moins significatifs de la donnée de couleur. 
Une fois la table des couleurs entièrement chargée, le signal fin _ clut s' active pour signifier 
au module load_fsm de passer au chargement des données de pixels. Le signal fin_clut est 
habituellement généré par le module cl ut_ dat_gen qui fait la mise en forme des valeurs de la 
table des couleurs (voir section 6.10.5). La figure suivante présente le chargement des pixels 
par le module load_fsm. 
Figure 6.55 Simulation du chargement des données de pixels par le module load_fsm 
en mode 8 bits. 
La Figure 6.55 montre au curseur numéro un le début du chargement des pixels. La machine 
doit osciller entre les états attente_chargement et chargement puisque l'état chargement ne 
dure qu' un cycle d'horloge et retourne automatiquement à l'état attente_chargement. En 
réalité (comme vu précédemment), le signal datJdy s' active environ 1 fois tous les 320 
cycles d 'horloge. Seulement pour réduire le temps de simulation, nous l'avons fait changer à 
chaque cycle d'horloge. Ceci à pour effet de pouvoir visualiser en une seule fenêtre de 
simulation le chargement des données pixels. Les valeurs des pixels proviennent du signal 
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prom_dat qUI arnve directement de la PROM par l'intermédiaire du module 
pattern Jeco _loader. 
Le curseur numéro deux de la figure précédente montre l' activation du signal fin_dload qui 
indique que le chargement des données est terminé. La machine à états finis du module 
load _ fsm entre alors dans la boucle d'affichage avec comme premier état: imOa. 
Figure 6.56 Simulation de la boucle d'affichage du module load_fsm en mode 8 bits. 
Le curseur numéro un de la Figure 6.56 pointe le premier état de la boucle d'affichage. 
L'état imOa sert à charger l'adresse de la première image à afficher. Ensuite, l'état imOb 
permet d'activer l' affichage de cette image en faisant en sorte que le module ctrlJegister 
pointe sur la bonne banque d'image et qu' il active l' affichage vidéo par l' activation du signal 
vdo _ en (voir section 6.11.3 pour plus de détail). 
Un cycle plus tard, la machine passe à l'état imO_cmpt, qui permet de temporiser l'affichage 
de l'image o. Quand le compteur est terminé, la machine change d' état pour faire un 
changement de l'image affichée. On ne le voit pas ici puisque le temps de simulation aurait 
été trop grand. Ce qu'il faut savoir, c'est que pour changer l' image affichée, les étapes sont 
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les mêmes que pour l' affichage de l' image 0, c'est-à-dire qu'on passe par des états 
semblables qui se nomment: imla, iml b et iml_cmpt. De la même manière qu' avec l' image 
0, l' état imla permet de mémoriser l' adresse de l' image 1 dans le module ctrlJegister, l' état 
iml b permet d'activer la banque d' image adéquate pour l'affichage de l' image 1 et réitère 
l' activation de l' affichage vidéo. Puis l'état iml _cmpt permet de temporiser l ' affichage de 
l'image 1. 
Le processus boucle ainsi pour les images 2, 3, 4, 5 et 6 dont nous n'avons pas simulé le 
fonctionnement pour des raisons évidentes de temps de simulation. En effet, 10 secondes 
réelles à simuler demandent un temps de calcul de plusieurs heures et ne permet pas 
d'expliquer plus en détaille fonctionnement de la machine. 
Figure 6.57 Simulation du chargement des données de pixels par le module loadjsm 
en mode 24 bits. 
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Figure 6.58 Simulation de la boucle d'affichage du module load_fsm en mode 24 bits. 
Les deux dernières figures montrent le fonctionnement de la machine pour le chargement 
d'image de 24 bits par pixel. On observe dans ces deux images que le chargement ne diffère 
que d' un aspect, il n' y a pas de table des couleurs à charger, ce qui fait que la machine passe 
directement de l'état header à l' état chargement_attente dès que le signal header Jdy s' active. 
On observe ce changement au curseur numéro un de la Figure 6.57. Pour le reste du 
fonctionnement de la machine en mode 24 bits, tout reste semblable au fonctionnement en 
mode 8 bits. 
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6.10.7 Description du module dload_adr_gen (dload_adr_gen.vhd) 
Voici le symbole du module dload _ adr _gen : 




- header _rdy_i 
- mclkj 
- n_cleaU fin_dload_o -
Figure 6.59 Symbole du module dload_adr_gen. 
Avant de décrire le fonctionnement du module dload _ adr _gen, voici un tableau de ses entrées 
et de ses sorties : 
Tableau 6.18 
Description des entrées et des sorties du module dload _adr _gen 
Nom Entrée/ Description 
SOltie 
mclk E Signal d ' horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détai ls. 
count en E Signal qui indique au module dload_adr_gen quand générer des valeurs d'adresse. 
Ce signal est généré dans le module bootloader par un processus. Il est actif 
uniquement lorsque l' entête des données dans la PROM est terminé. 
header_ rdy E Signal qui indique lorsque l'entête des données de la PROM est entièrement lu. Ce 
signal est généré par le module pattern reco loader. 
nb _ bytes[32] E Signal qui indique au bootloader combien d 'octets devront être chargés . Cette 
valeur est sur 32 bits et se situe immédiatement après le patron de bits qui identifie 
l'emplacement des données dans la PROMo 
vga _ config[32] E Signal qui contient plusieurs paramètres de configuration du contrôleur VGA. Ce 
signal est envoyé au registre de contrôle ctrl_reg qui est à l'adresse Oh800000 du 
bus Wishbone et qui se situe dans le module topO/vgaO/ctrl_ registerO . Pour des 
détai ls sur le signal ctrl reg du module ctrl register, voir la section 6. 11 .3. 
dload_adr[24] S Signal d'adresse généré par le module dload_adr_gen servant à identifier 
l'emplacement où doit se placer la donnée dans la mémoire vidéo. 
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fin dload S Signal qui indique que toutes les données d'images ainsi que tous les paramètres 
provenant de la PROM ont été chargées dans la mémoire vidéo (le contrôleur vidéo 
peut donc être activé). Ce signal met fin au chargement par le module bootloader. 
Ce signal est généré par le module bootloaderO/dload adr genO. 
fin clut S Signal qui indique que le chargement de la table des couleurs (module clut) est 
terminé. 
6.10.7.1 Description du fonctionnement du module dload_adr_gen 
Ce module contient le compteur nécessaire pour générer l'adresse où les données chargées 
doivent être placées, ce compteur se situe dans le sous-module adr _ counter. 
Le sous-module fin_dload_gen est aussi un compteur, il permet de savoir exactement lorsque 
le chargement des données par le module bootloader est terminé. 
Le module dload_adr_gen contient aussi un processus interne qui permet d'identifier quand 
le chargement de la table des couleurs est terminé dans le cas où on utilise un mode 
d' affichage 8 bits. Voici un schéma bloc du module dload_adr_gen et de ses sous-modules: 
dload_adr_gen , .......................................................... . i adr_counter : 
i i .... ·· ...... proëëss· .... ··: .. ·; i 
count en • i • : r, : , 
t 
- 1 ! gestion du !. L ount 
cmp r raz. ' • : : : 
- ! 1 compteur: count i ! 
-.... ·+--.. 1 s'incremente si j ! 
r---+-------...  4: counC en est actif ! : 
t ___ __ _ ~~· .. :_~~-_~~:·.-_-.. :_-.~-_~·_~-:.·._ ... ~~-_~·.~~~-_._~-.:._ ... __  .J 
dload adr = x"800F" & count[7:0] 
si on ëcrit dans la clut, si non dload adr[241~ 
dload_adr= count -
,.".- ...... -.............. -......... . 
!Generic: 
!size_oCpat_v = 32 
'adr_width_v = 24 
Jfi"~:f~a=.~~~~~~~ = ! III ~ I ',_dloaO---
h d d 1 II I ~: ~ ! gestion du décompte du - ea er _r y~!! nombre e bytes chargés 
-nb_byteS[32 Jo....i ;, f pa~ le bObtloade~. Un 
f-. +. -I- --- ---...... ~ famon go détermine le 
I--I-_____ ~!-_..! départ du décompte 
L ___ .. ___ -'~:::~:::::::::::::::::::::::::::::::::::::::::::: ... __ ___ _ 
r·----··--------------------·---··--------, 
count[81 -..j . process i 
l ! 
_vga- config[321n i ·" . ! vga_co"fi9l1C!j~ i f-; -------L------------l.~I--fin_clut-------. 
vga COnfig;9] cluUoa~ : 
. - . i gestion du signal de i 
---n_clear-"I 1 1 : i fin de chargement i 
mclk • . ' -1 dans le module clut ! 
fin_clut2 -




6.10.7.2 Résultats des simulations du module dload_adr_gen 
Voici la simulation fonctionnelle du module dload _ adr _gen : 
Figure 6.61 Simulation de l'initialisation du module dload_adr_gen en mode 24 bits. 
La figure précédente montre l' initialisation du module dload_adr_gen. Au départ, les 
signaux header Jdy et fin dut sont inactifs, ce qui fait qu ' aucune adresse ne peut être 
générée, même si le signal count en s 'active. Ce dernier servant à permettre 
l' incrémentation de l' adresse lorsque le module est en fonction. Justement, le module entre 
en fonction lorsque le signal header_rdy s' active (voir la section 6.1 0.3 sur le module 
patternJeco_loader). A ce moment, si le signal vga_config indique que les images sont de 
format 8 bpp, une table des couleurs doit être chargée (ce qui est expliqué plus bas). 
Autrement, le signal fin_dut s' active automatiquement et la génération des adresses mémoire 
commence de manière synchrone avec le signal count en. Le curseur numéro deux de 
l' image précédente illustre bien cette information. Le format d' image spécifié par le signal 
vga_config est de 24 bpp (bit 5 = 1 et bit 4 = 0), ce qui fait qu ' il n 'y a pas de table de 
couleurs à charger. 
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Figure 6.62 Simulation de la génération d'adresse par le module dload_adr_gen en 
mode 24 bits. 
La figure précédente illustre un comptage normal consécutif des adresses. Il est à noter que 
la manière de compter les adresses dépend beaucoup de la mémoire vidéo utilisée. Dans 
notre cas, chaque case mémoire possède 32 bits, ce qui fait que l'incrémentation se fait par 
pas de un (1) . On peut voir sur cette image que le signal nb_bytes = Ox40, ce qui fait que les 
adresses générées se termine à Ox 10 puisque lorsque cette adresse est générée, il y a 4 * Ox 1 0 
octets, ce qui donne bien Ox40 octets. Le curseur numéro deux de la Figure 6.62 montre bien 
qu'à la génération de l'adresse Ox 10, le signal fin _ dload s'active, signifiant ainsi la fin de la 
génération d'adresse par le module dload_adr_gen. On réinitialise ensuite le module afin de 
faire la simulation en mode 8 bpp. 
Figure 6.63 Simulation de la réinitialisation du module dload_adr_gen pour la 
vérification du mode 8 bits. 
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Pour le mode 8 bpp, la table des couleurs doit être chargée en premIer, c' est pourquoi 
l'adresse générée au départ, suite au chargement de l'entête (ou activation du signal 
headerJdy), commence par la valeur Ox800FOO. Cette adresse permet de viser le module 
ctrlJegister qui est la passerelle pour écrire dans la table des couleurs. La plage d'adresse 
pour écrire dans la table des couleurs est de Ox800FOO à Ox800FFF, ce qui donne 
effectivement une plage de 256 données, donc 256 couleurs. La Figure 6.63 montre le 
curseur numéro deux au temps de génération de l'adresse de départ de la table des couleurs 
Ox800FOO. Il est à noter que le système est en mode 8 bpp lorsque les bits 4 et 5 du signal 
vga _ config sont à zéro. 
La figure suivante montre tout le chargement de la table des couleurs. Chaque valeur 
d'adresse est incrémentée de un à partir de la valeur Ox800FOO. On voit sur cette figure au 
curseur numéro deux que le signal fin_clut s' active dès que les adresses de la tables ont 
toutes été générées. 
Figure 6.64 Simulation de la génération des adresses de la table des couleurs par le 
module dload_adr_gen en mode 8 bits. 
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Figure 6.65 Simulation du passage de la génération d'adresse de table des couleurs à 
celle d'adresses mémoire par le module dload_adr_gen en mode 8 bits. 
La figure précédente a été placée ici pour montrer une particularité du module dload _ adr _gen 
à la fin du chargement de la table des couleurs en mode 8 bpp. En effet, lorsque la table des 
couleurs a été entièrement chargée, le compteur d'adresse doit être remis à zéro. Pour cela, le 
module à besoin de trois cycles d'horloge. Ces trois cycles sont ceux qui précèdent le 
curseur numéro deux de la figure précédente. 
Figure 6.66 Simulation de la génération des adresses mémoire du chargement des 
données pixel par le module dload _adr _gen en mode 8 bits. 
La figure précédente est pour montrer qu'aussitôt le chargement de la table des couleurs 
terminé (en mode 8 bpp) le module compteur qui génère les adresses se réinitialise et 
recommence à compter et fonctionne de la même façon qu'en mode 24 bpp dont on a vu le 
fonctionnement plus haut. 
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6.10.7.3 Description du module adr_counter (adr_counter.vhd) 
Voici le symbole du module adr _ counter : 






Figure 6.67 Symbole du module adr _ counter. 
A vant de décrire le fonctionnement du module adr _ counter, voici un tableau de ses entrées et 
de ses sorties: 
Tableau 6.19 
Description des entrées et des sorties du module adr _ counter 
Nom Entrée/ Description 
Sortie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails . 
n clear E Signal de réiniti alisation générale du système. Voir la section 6.9 pour plus de 
détails. 
count en E Signal qui indique au module adr_counter quand générer des valeurs d ' adresse. Ce 
signal est généré dans le module bootloader par un processus. Il est actif uniquement 
lorsque l'entête des données dans la PROM est terminée et il se désactive à la fin du 
chargement des données. 
cmptr_raz E Signal de remise à zéro du compteur d' adresse. Il s ' active par une impulsion d' un 
cycle d ' horloge, uniquement lorsque le signal fin_clut s 'active . Ceci permet de 
remettre les adresses à zéro pour envoyer les données d ' images ensuite à partir de 
l'adresse zéro dans la mémoire vidéo. 
count[24] S Signal qui indique la valeur du compteur et qui est par le fait même l'adresse que 
l' on cherche à générer. 
6.10.7.3.1 Description du fonctionnement du module adr_counter 
En regardant le schéma de la Figure 6.60, on peut expliquer facilement que le composant 
fin_dload_gen est un compteur qui démarre lorsque le signal d'entrée count_en s' active et 
que le signal cmptr Jaz est inactif. Le compteur génère donc les adresses de chargement du 
bootloader qui sont envoyées vers la mémoire vidéo. 
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6.10.7.3.2 Résultats des simulations du module adr counter 
Voici la simulation fonctionnelle du module adr counter: 
Figure 6.68 Simulation de l'initialisation du module adr counter. 
Figure 6.69 Simulation de la génération d'adresses par le module adr_counter. 
La Figure 6.68 montre les deux manières de remettre le module à zéro. La première manière 
est montrée par le curseur numéro un qui est le signal de remise à zéro global du système. La 
deuxième manière est pointée par le curseur numéro deux et est effectuée par le signal 
cmptr Jaz qui pennet de remettre le compteur à zéro lorsque le chargement de la table des 
couleurs est tenninée en mode d'affichage 8 bpp. 
La Figure 6.69 montre le compteur en fonctionnement nonnal. Il s' incrémente de un chaque 
fois que le signal count_en est actif, comme le montre l' exemple du curseur numéro deux de 
cette figure. 
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6.10.7.4 Description du module fin_dload_gen (fin_dload_gen.vhd) 
Voici le symbole du module fin _ dload _gen : 
- nb_byte_i(31 :Ojin_dload_o 1---
- count_enJ 
- fin_cluU 
- header _rdy_i 
- mClkJ 
- n_cleaU 
Figure 6.70 Symbole du module fin_dload_gen. 
A vant de décrire le fonctionnement du module fin _ dload _gen, voici un tableau de ses entrées 
et de ses sorties : 
Tableau 6.20 
Description des entrées et des sorties du module fin _ dload _gen 
Nom Entrée! Description 
Sortie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
count en E Signal qu i indique au module adr_counter quand générer des valeurs d'adresse. Ce 
signal est généré dans le module bootloader par un processus. Il est actif 
uniquement lorsque l'entête des données dans la PROM est terminée et il se 
désactive à la fin du chargement des données. 
header_rdy E Signal qui indique lorsque l'entête des données de la PROM est entièrement lu . Ce 
signal est généré par le module pattern reco loader 
nb _ bytes[32] E Signal qui indique au bootloader combien d 'octets devront être chargés. Cette 
valeur est sur 32 bits et se situe immédiatement après le patron de bits qui identifie 
l' emplacement des données dans la PROMo 
fin dload S Signal qui indique que toutes les données d'images ainsi que tous les paramètres 
provenant de la PROM ont été chargées dans la mémoire vidéo (le contrôleur vidéo 
peut donc être activé). Ce signal met fin au chargement par le module bootloader. 
Ce signal est généré par le module bootloaderO!dload adr genO. 
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6.10.7.4.1 Description du fonctionnement du module fin_dload_gen 
Cette unité permet de faire le décompte des octets chargés en mémoire vidéo et de déterminer 
la fin du chargement des données à partir du nombre spécifié par le signal nb_bytes[32]. Cet 
élément commence le décompte dès que l'entête de la PROM est terminé, ce qui est annoncé 
par le signal headerJdy. Le schéma bloc du module est inséré dans celui de l'entité 
dload_adr_gen à la Figure 6.60. 
Le décompte se fait par pas de 4 octet lors du chargement des données de pixels en mémoire 
et par pas de 3 octets lors du chargement de la table de couleurs dans le cas d'un mode 
d'affichage de 8 bpp. 
6.10.7.4.2 Résultats des simulations du module fin_dload_gen 
Voici la simulation fonctionnelle du module fin _ dload _gen : 
Figure 6.71 Simulation de l'initialisation du module fin_dload_gen. 
Figure 6.72 Simulation du décompte du nombre d'octets restant à charger effectué 
par le module fin_dload_gen. 
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La Figure 6.71 montre la mIse à zéro du compteur count lors de l ' activation du signal 
n c1ear. Elle montre aussi sont initialisation à la valeur de nb_bytes lorsque le signal 
header_rdy s' active. À ce moment, au curseur numéro deux de cette figure, le compteur est 
prêt à effectuer son décompte pour identifier la fin du chargement des données. 
La Figure 6.72 montre le décompte du compteur count. Avant l ' activation du signal fin _ c1ut 
(curseur numéro un de la figure), le décompte s'effectue par pas de 3. Suite à l'activation du 
signal fin_c1ut, on est donc en mode chargement des données en mémoire, donc le décompte 
se fait par pas de 4. Aussitôt que le compteur passe sous la valeur zéro, le bit le plus 
significatif du compteur count s 'active et active par le fait même le signal fin_dload, ce qui 
est pointé par le curseur numéro deux de cette figure. 
6.11 Description du module VGA (vga.vhd) 





Figure 6.73 Symbole du module VGA. 
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Avant de décrire le fonctionnement du module V GA, voici un tableau de ses entrées et de ses 
sorties: 
Tableau 6.21 
Description des entrées et des sorties du module VGA 
Nom Entréel Description 
SOItie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détai ls. 
pclk E Signal d'horloge pixel. Voir les sections 6.7 et 6.7.3 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus 
de détails. 
inta S Sortie globale du signal d ' interruption. 
wb _ host_ daUn[32] S Sortie des données du bus Wishbone vers le modu le host (bootloader) . Ce 
signal n'est pas vraiment utilisé en ce moment, mais pourra dans le futur 
permettre une lecture de l' état des registres (module ctrl_register) du 
contrôleur vidéo. 
wb _ host_ adr[24] E Signal d 'adresse du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA. 
wb _ host_ dat_ out[32] E Signal de donnée du bus Wishbone du Host. Le maître est le module 
bootloader et l' esclave est le module VGA. 
wb _host_ ctrl_ out[7] E Groupe de signaux de contrôle du bus wishbone host. Ce groupe de signaux 
inclut entre autres les signaux cyc et stb qui permettent d 'entamer une 
transaction sur le bus. Le signal sel permet de savoir la taille de la 
transaction. Pour plus de détails sur le fonctionnement du bus Wishbone, 
référez-vous au document [23] Herveille, 2002. 
wb_host_ctrUn[3] S Entrée de contrôle du bus Wishbone pour le module host (bootloader). 
C' est un groupe de signaux qui permet au module esclave de répondre au 
maître. Ce groupe de signaux comprend les signaux ack, err et rty. Le 
signal ack est le seul utilisé présentement et permet de dire au maitre que la 
transaction est acceptée. 
wb _ vdo _ adr[23] S Signal d ' adresse Wishbone entre le contrôleur vidéo (module VGA) et la 
mémoire vidéo (mémoire ZBT). 
wb _ vdo _ dat[32] E/S Signal de données bidirectionnel Wishbone entre le contrôleur vidéo 
(module VGA) et la mémoire vidéo (mémoire ZBT). 
wb_ vdo_dqp[4] E/S Signal des bits de parité bidirectionnel Wishbone entre le contrôleur vidéo 
(module VGA) et la mémoire vidéo (mémoire ZBT). 
wb _ vdo _ ctrl_ out[7] S Groupe de signaux de contrôle du bus wishbone vidéo (entre le contrôleur 
vidéo et la mémoire ZBT). Ce groupe de signaux inclut entre autres les 
signaux cyc et stb qui permettent d'entamer une transaction sur le bus. Le 
signal sel permet de savoir la taille de la transaction. Pour plus de détails 
sur le fonctionnement du bus Wishbone, référez-vous au document [23] 
Herveille, 2002. 
wb_ vdo_ctrl_in[3] E Entrée de contrôle du bus Wishbone pour le contrôleur vidéo (maître). 
C' est un groupe de signaux qui permet au module esclave (module 
wb2zbt_ wraper) de répondre au maître . Ce groupe de signaux comprend les 
signaux ack, err et rty. Le signal ack est le seul utilisé présentement et 
permet de dire au maître que la transaction est acceptée . 
r[8] S Signal de donnée de la couleur rouge vers le convertisseur vidéo 
g[8] S Signal de donnée de la couleur vert vers le convertisseur vidéo 
b[8] S Signal de donnée de la couleur bleu vers le convertisseur vidéo 
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hsync S Signal de synchronisation vidéo horizontal vers le convertisseur vidéo 
vsync S Signal de synchronisation vidéo vertical vers le convertisseur vidéo 
csync S Signal de synchronisation vidéo composite vers le convertisseur vidéo 
blank S Signal de synchronisation vidéo qui identifie les sections visibles de 
l'image. Ce signal se dirige vers le convertisseur vidéo 
6.11.1 Description du fonctionnement du module VGA 
Le contrôleur VGA est structuré de manière à s ' interfacer facilement avec un processeur d'un 
côté et avec une mémoire vidéo de l'autre côté. Cependant, le contrôleur est présentement 
relié à un module plus simple qu' un processeur: le bootloader (section 6.10). Ce bootloader 
permet une communication simple avec le contrôleur VGA pour le chargement de données 
en mémoire vidéo et aussi pour la configuration du contrôleur VGA. 
L'unité VGA possède trois fonctions principales: la mémorisation des paramètres de 
configuration, la gestion du chargement et de la mise en forme des pixels et la génération des 
signaux de synchronisation pour l' affichage VGA. Voici le schéma bloc du module top dont 
le module VGA fait partie: 
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Figure 6.74 Schéma du module top avec le module VGA inclus. 
'-D 
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Le sous-module ctrlJegister permet de mémoriser dans ses registres tous les paramètres 
d'affichage. Il communique ces paramètres aux autres sous-modules en permanence. On 
peut modifier ces paramètres en accédant au bus wishbone host à partir de l'adresse 
Ox800000. Les détails de configurations sont donnés à la section sur le module ctrlJegister 
(Section 6.11.3). 
Le sous-module pixel_gen est l'unité qui permet de gérer le trafic des pixels sur les deux bus 
Wishbone. Il permet donc le transfert des données du bootloader vers la mémoire vidéo par 
les accès wishbone du host dont les adresses sont inférieures à Ox800000. Autrement, 
lorsque l'affichage est activé par le signal vdo_en, le module pixel_gen permet de lire les 
données des pixels en paquet de 32 bits de la mémoire vidéo et de les convertir en données de 
couleurs RGB vers la sortie du convertisseur VGA. Pour plus de détails sur ce module, 
référez-vous à la section 6.11.5. 
Le sous-module sync_gen permet de générer les signaux de contrôle du port VGA vers le 
convertisseur VGA. Ces signaux doivent absolument respecter les temps avec précision, 
c' est pour cette raison qu' une horloge spéciale nommée pclk cadencée exactement à la 
fréquence de sortie des pixels permet de faire le décompte de chacun des délais de 
synchronisme à l' aide de compteurs et de machines à états finis. Les valeurs de ces 
compteurs, et donc de ces délais, sont configurables par l' intermédiaire de variables 
générique du module top. Une table des valeurs de compteurs est donnée au 
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Tableau 5.1 de la section 5.1.3. Le module sync _gen permet de déterminer le début et la fin 
d'une image. Pour plus de détail sur cette unité, référez-vous à la section 6.11.3.2. 
6.11.2 Résultats des simulations du module VGA 
Voici la simulation fonctionnelle du module VGA : 
Figure 6.75 Simulation de l'initialisation du module VGA. 
La Figure 6.75 montre l'initialisation du module VGA. On remarque que le module se remet 
en fonction après deux cycles d'horloge suivant la relâche du signal n_clear. Ce moment 
débute le chargement de la table des couleurs dans le module clut puisque les adresses 
placées sur le bus wishbone sont de Ox800FOO et plus. Le curseur numéro 2 montre que les 
signaux de synchronisation (hsync, vsync, csync et blank) se mettent en attente du début de 
l'affichage de manière synchrone avec l'horloge pixel pclk. 
Figure 6.76 Simulation de la fin du chargement de la table des couleurs 
du module VGA. 
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La Figure 6.76 montre au curseur numéro 2 la fin du chargement des couleurs dans la table 
des couleurs du module clut. Le chargement des données d' image est immédiatement débuté 
à la suite du curseur, soit à l'adresse OxOOOOOO avec la donnée OxOOOOOOA5. On peut 
observer le passage de la donnée et de l ' adresse de l' entrée du bus wishbone host vers le bus 
wishbone vidéo. On remarque aussi sur cette figure et entre les deux curseurs de la Figure 
6.77 que la donnée est décalée de deux cycles d'horloge par rapport à l'adresse sur le bus 
wishbone vidéo afin de synchroniser l' écriture dans la mémoire ZBT qui est fabriquée en 
pipeline. Ce pipeline demande de placer l ' adresse et les signaux de contrôle de la mémoire 
en avance de deux cycles par rapport à la donnée. 
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Figure 6.77 Simulation du module VGA lors du chargement de la mémoire vidéo et 
démonstration de son pipeline. 
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Figure 6.78 Simulation de l'activation de l'affichage vidéo sur le module VGA. 
Le curseur numéro deux de la Figure 6.78 montre la donnée à envoyer au module VGA pour 
activer l' affichage en mode 8 bits par pixel. On doit placer cette donnée à l' adresse 
Ox800000 afin de la sauvegarder dans le module ctrlJegister. La valeur Ox00000001 semble 
simple, mais elle contient deux champs importants. Le bit 0 contient la valeur « 1 » qui est la 
valeur donnée au signal d' activation vidéo nommé vdo_en. Les bits 4 et 5 possèdent la 
valeur « 00 » qui spécifie la profondeur des couleurs qui est dans ce cas de 8 bits par pixels. 
Pour plus de détails sur le module ctrlJegister, référez-vous à la section 6.11.3. 
La Figure 6.79 montre ce qui se passe immédiatement après l ' activation de l'affichage. Le 
module fifo se remplit de 8 données de 32 bits, c' est ce qu 'on voit entre les deux curseurs de 
l ' image. On devrait s'attendre à 16 données plutôt que 8 puisque le module fifo a une 
profondeur de 16. Par contre, l'arrêt du remplissage de ce fifo s'arrête dès l'atteinte de la 
moitié de sa profondeur maximale afin d'éliminer le risque de dépassement lié au décalage 
de la réception des données provenant du pipeline de la mémoire vidéo. 
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Dès l' apparition de la première donnée à la sortie du fifo, le module pixelyrocessor 
(expliqué à la section 6.11.5.5) exécute le traitement de cette donnée en fonction de la 
profondeur des pixels (8 ou 24 bits par pixel) et l' achemine au module dclk_fifo (section 
6.11.5 .6). Tout ce traitement s' effectue dans l'intervalle de temps délimité par les deux 
curseurs de la Figure 6.79. On voit bien le premier pixel prêt à être affichée tout de suite 
après le curseur numéro deux sur les signaux r, g et b. Ces trois signaux étant synchronisés 
avec l 'horloge pixel pclk, il est normal de les voir prendre leur première valeur au front 
montant de celle-ci. 
Figure 6.79 Simulation de la lecture des pixels en mémoire vidéo et du remplissage des 
fifos dans le module VGA. 
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Figure 6.80 Simulation de la génération des signaux syne par le module VGA. 
En changeant l'échelle d'affichage de la simulation du système VGA, on observe la 
génération des signaux de synchronisation vsync, hsync et csync. La Figure 6.80 montre que 
le signal hsync effectue un premier cycle complet avant de permettre au signal vsync de 
s'activer au curseur numéro un, permettant ainsi le début du cycle d'affichage de l'image. 
Les deux curseurs de cette image délimitent les deux cycles de balayages demandés par la 
résolution de l'image pour la temporisation du signal vsync (référez-vous au 
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Tableau 5.1 pour les valeurs des champs de temporisation pour la résolution 800x600 à 60 
Hz). 
Cette figure montre aussi que les signaux sync sont actif bas. Il est possible de les faire 
fonctionner dans les deux polarités en changeant la variable générique timing_levels. Les 
valeurs par défaut forcent les signaux sync actifs bas et le signal blank actif haut puisque 
c ' est ce qui est le plus populaire sur les écrans conventionnels. À ce sujet, on remarque sur la 
figure que le signal blank est inactif puisque le champ de temporisation gate n ' est pas encore 
atteint. 
La Figure 6.81 montre, entre les deux curseurs, le champ de temporisation vertical 
back ---'porch qui comptabilise 31 cycles de balayage. Suite à cela, le champ gate vertical 
débute (au curseur numéro deux) et le signal blank s'active. Le signal blank est l'intersection 
(porte logique « and ») entre les champs de temporisation gate vertical et horizontal. Cette 
figure ne permet pas de voir les premiers pixels évoluer aux sorties r, g et b puisque son 
échelle d'affichage est trop grande, mais on remarque un changement de valeurs vis-à-vis le 
curseur numéro deux. 
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Figure 6.81 Simulation du backyorch et du début de l'activation du signal blank par 
le module VGA. 
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Figure 6.82 Simulation complète d'un sync à l'autre du module VGA. 
La Figure 6.82 montre l' affichage complet d'une image entre les deux curseurs, d'un sync 
vertical à l' autre. Tout près du curseur numéro deux, on peut voir que l ' image se prépare 
pour un autre affichage en rechargeant les valeurs du premier pixel aux sorties r, g et b. Le 
temps de balayage montré par les deux curseurs est de 15,6 ms ce qui ne correspond pas à la 
valeur nominale pour un taux de rafraichissement de 60 Hz. Ceci est dû au fait que la 
fréquence pixel pc1k n'est pas tout à fait conforme à la valeur nominale de 25,175 MHz. 
Selon les paramètres de génération de l'horloge pc1k, la fréquence générée de celle-ci est de 
100 MHz * 8/ 31 == 25 ,81 MHz, ce qui correspond à la valeur la plus proche qui permet de 
faire fonctionner l ' affichage. Donc le balayage de l' image est un peu plus rapide que la 
norme. La différence n ' est pas assez significative pour empêcher l' écran de fonctionner, 
mais lorsque la fréquence est différente de la norme, il est parfois nécessaire de modifier les 
valeurs de compteur pour assurer le bon fonctionnement de l'affichage. 
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6.11.3 Description du module ctrl_register (ctrl_register.vhd) 
Voici le symbole du module ctrlJegister : 
Figure 6.83 Symbole du module ctrl_register. 
A vant de décrire le fonctionnement du module ctrlJegister, voici un tableau de ses entrées et 
de ses sorties : 
Tableau 6.22 
Description des entrées et des sorties du module ctrl Jegister 
Nom Entrée/ Description 
Sortie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus 
de détai ls. 
wb _ host_ dat_ out[32] E Signal de donnée du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA (et ses sous-modules, dont le 
module ctrl register fait partie). 
wb_host_adr[24] E Signal d'adresse du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA (et ses sous-modules, dont le 
module ctrl register fait partie). 
wb _ host_ ctrl_ out[7] E Groupe de signaux de contrôle du bus wishbone host. Ce groupe de signaux 
inclut entre autres les signaux cyc et stb qui permettent d 'entamer une 
transaction sur le bus. Le signal sel permet de savoir la taille de la 
transaction. Pour plus de détails sur le fonctionnement du bus Wishbone, 
référez-vous au document [23] Herveille, 2002. 
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wb _ host_ ctrUn[3] S Entrée de contrôle du bus Wishbone pour le modu le host (bootloader). 
C'est un groupe de signaux qui permet au module esclave de répondre au 
maître . Ce groupe de signaux comprend les signaux ack, err et rty. Le 
signal ack est le seul util isé présentement et permet de dire au maître que la 
transaction est acceptée. 
hdone E Signal qui indique la fin d ' une ligne d'affichage. Ce signal est généré par le 
modu le sync _gen. 
vdone E Signal qui indique la fin de l'affichage d'une image. Ce signal est généré 
par le module sync gen. 
vdo en E Signal général qui indique si le contrôleur vidéo est activé ou non, ce signal 
provient du module ctrl register et correspond au bit ctrl reg(O) . 
color _ depth[2] S Signal qui spécifie le nombre de bits d ' encodage de l'image: 
• - 00 pour un encodage 8 bits 
• - 01 pour un encodage 16 bits (pas encore implémenté) 
• - 1 x pour un encodage 24 bits 
base _ adr[23] S Adresse de départ de l'image sélectionnée. Deux banques d ' images sont 
disponibles dans le module ctrl_register. Pour modifier l'image affichée, il 
suffit d'inscrire son index dans le registre approprié, soit ctrl_reg[5 :4]. On 
accède à ce registre à l'adresse Ox800000. 
clut_ ctrl[33] S Groupe de signaux qui permettent de contrôler le chargement de la table des 
couleurs (module clut) par le module ctrl_register. Ce groupe contient les 
signaux : 
• - load : signal d 'activation de chargement d'une donnée 
• - adr[8] : emplacement de la donnée à charger dans la tab le 
• - dat[24] : données de 24 bits à chargée 
wb _ host_ daUn[32] S Sortie des données du bus Wishbone vers le module host (bootloader). Ce 
signal n'est pas vraiment utilisé en ce moment, mais pourra dans le futur 
permettre une lecture de l'état des registres (module ctrl_ register) du 
contrôleur vidéo. 
inta S Sortie globale du signal d ' interruption. 
6.11.3.1 Description du fonctionnement du module ctrl_register 
On comprend aisément le rôle du module ctrlJegister par son nom. Il permet en effet de 
mémoriser les paramètres de contrôles qui servent à configurer tous les modules internes du 
contrôleur VGA. On peut voir un schéma bloc du module dans la figure suivante : 
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Figure 6.84 Schéma du module ctrl_register. 





Les registres de contrôle sont accessibles à partir de l'adresse Ox800000 sur le bus wishbone 
host. Les bits Il à 8 de l'adresse correspondent au registre visé. Pour faciliter la 
compréhension de ce module, voici un tableau des registres avec leur adresse d'accès et les 
champs qu'ils contiennent : 
Tableau 6.23 
Description des registres internes du module ctrlJegister 
Nom adresse Description 
d"accès 
status_reg 
base adr a 
base adr b 
c\ut 
Ox800000 Ce registre est le registre de configuration de base, il est accessible en 
lecture et en écriture et possède les champs suivants: 
• ctrl_reg_s(5 downto 4) : précision des couleurs 
00 = 8 bits 
01 = 16 bits 
lx = 24 bits 
• ctrl_reg_s(3): banque d'image active 
o = base adr a s 
- - -
1 = base adr b s 
- - -
• ctrl_reg_s(2): activation de l'interruption de fin de course 
horizontale 
• ctrl_reg_s(I): activation de l'interruption de fin de course verticale 
• ctrl reg seO): activation du signal vidéo (vdo en) 
Ox800 1 00 Registre accessible en lecture seulement qui permet de connaitre l' état 
de la machine. 
• status_reg(5) = hdone 
• status reg( 4) = vdone 
Ox800800 Ce registre contient l'adresse de départ de la première image en 
banque, tous les 32 bits sont utilisés. Ce registre est accessible en 
lecture et en écriture. 
Ox800900 Ce registre contient l'adresse de départ de la deuxième image en 
banque, tous les 32 bits sont utilisés. Ce registre est accessible en 
lecture et en écriture. 
Ox800Fxx Plage d' adresse réservée pour l'accès à la table des couleurs (module 
c\ut) en écriture. Dans ce cas-ci, les bits d'adresse 7 à 0 deviennent 
l'emplacement de la donnée à placer dans la c\ut. Seul les 24 bits les 
moins significatifs du bus de données seront considérés. 
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6.11.3.2 Résultats des simulations: 
Voici la simulation fonctionnelle du module ctrlJegister : 
Figure 6.85 Simulation de l'initialisation du module ctrl_register. 
La figure précédente montre au curseur numéro un, la réinitialisation de tous les registres. 
Tous sont forcés à la valeur zéro, ce qui désactive automatiquement le contrôleur vidéo et 
efface les valeurs d'adresse des images en mémoire vidéo. 
Au curseur numéro deux de cette même figure, on place la valeur OxOOOOOOOl à l'adresse 
Ox800000, ce qui met le bit le moins significatif du registre ctrIJeg actif et donc le signal 
vdo_en s'active par le fait même. À ce moment précis, le contrôleur vidéo entre en fonction. 
Le registre ctrlJeg dicte aussi le mode d' affichage par l'intermédiaire des bits 4 et 5. Leur 
valeur est « 00 » ce qui nous place en mode 8 bpp. 
Figure 6.86 Simulation de la modification des adresses de base dans le module 
ctrl_register. 
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La Figure 6.86 permet de visualiser ce qui se passe lors du changement des adresses de base 
des images. Le module ctrlJegister possède deux registres qui permettent d'enregistrer 
l' adresse de départ d'une image dans la mémoire vidéo, il est donc possible de changer 
d' image rapidement en sélectionnant une adresse de base ou l ' autre. C'est pour cette raison 
qu'on affirme que le système possède deux banques d'image. La banque d'image active est 
spécifiée par le bit 3 du registre ctrl Jeg. Dans le cas de cette figure, l' adresse de base 
sélectionnée est celle du registre base_adr_a. C'est que lorsqu'on modifie la valeur de ce 
registre, cette même valeur se retrouve aussi sur le signal base _ adr qui prend en tout temps la 
valeur de l'adresse de base sélectionnée par le registre ctrlJeg. 
Pour modifier la valeur de l'adresse de base a, on accède à l'adresse Ox800800 du bus 
Wishbone host et pour modifier l' adresse de base b, on accède à l'adresse Ox800900. Le 
curseur numéro deux de la figure précédente montre un changement de l'adresse de base b 
dans le registre base _ adr _ b. 
Figure 6.87 Simulation du chargement de la table des couleurs par le module 
ctrl_register. 
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La table des couleurs n ' est pas contenue dans le module ctrlJegister, mais son remplissage 
se fait par son intermédiaire. On peut écrire dans la table des couleurs à la plage d ' adresses 
de Ox800FOO à Ox800FFF. La Figure 6.87 montre le chargement des premières valeurs de 
couleur dans la table des couleurs. Au curseur numéro un, on pointe l'adresse Ox800FOO sur 
le bus wishbone host, ce qui permet d ' écrire la valeur des 24 bits les moins significatifs du 
signal des données du bus wishbone au premier emplacement de la table des couleurs. Ce 
même curseur montre en effet le signal c1ut_ctrl.load actif, le signal c1ut_ctrl.wadr = OxOO et 
le signal c1ut_ctrl.dat = Oxllll00. Ces valeurs sont le transfert des valeurs de couleur du bus 
wishbone vers le signal groupé c1ut_ ctrl. 
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Figure 6.88 Simulation du changement de la banque d'image active dans le module 
ctrl_ register. 
Le curseur numéro un de la figure précédente montre l' activation de la banque d'image b en 
plaçant le bit numéro 3 du registre ctrlJeg à 1. Le signal de sortie base_adr prend aussitôt la 
valeur du registre base_adr_b. 
Le curseur numéro deux de cette même figure expose le fonctionnement des bits 
d ' intenuptions. Le bit 5 du registre statusJeg s'active dès que le signal hdone s' active. Le 
bit 4 du registre statusJeg s' active dès que le signal vdone s'active. Le registre statusJeg 
demeure ainsi tant que sa valeur n' a pas été lue. La lecture du registre status_reg est montrée 
sur la figure suivante au curseur numéro un. On y voit très bien la valeur du registre 
status _reg se remettre à zéro à ce moment. 
Figure 6.89 Simulation de la lecture du registre status_reg dans le module 
ctrl_register. 
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Pour accéder à ce registre, on doit utiliser l'adresse Ox800100 et activer le bus wishbone host 
en lecture. Il est impossible d'écrire dans le registre statusJeg. 
6.11.4 Description du module sync_gen (sync_gen.vhd) 
Voici le symbole du module sync _gen : 








- vdo_enJ vsync_o '----
Figure 6.90 Symbole du module sync_gen. 
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A vant de décrire le fonctionnement du module sync _gen, voici un tableau de ses entrées et de 
ses sorties : 
Tableau 6.24 
Description des entrées et des sorties du module sync _gen 
Nom Entrée! Description 
Sottie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
pclk E Signal d'horloge des pixels. ]] est généré par le module pclk _gen (section 6.7.3). 
vdo en E Signal général qui indique si le contrôleur vidéo est activé ou non , ce signal 
provient du module ctrl register et correspond au bit ctrl reg(O). 
pixel_ out_en S Signal qui indique au contrôleur vidéo de sortir un nouveau pixel. Ce signal 
contrô le donc la lecture des pixels dans le module dclk fifo. 
hdone S Signal qui indique la fin d'une ligne d'affichage. Ce signal est généré par le 
module sync gen . 
vdone S Signal qui indique la fin de l'affichage d'une image. Ce signal est généré par le 
module sync gen. 
hsync S Signal de synchronisation vidéo horizontal vers le convertisseur vidéo. 
vsync S Signal de synchronisation vidéo vertical vers le convertisseur vidéo. 
csync S Signal de synchronisation vidéo composite vers le convertisseur vidéo. 
blank S Signal de synchronisation vidéo qui identifie les sections visibles de l' image. Ce 
signal se dirige vers le convertisseur vidéo. 
6.11.4.1 Description du fonctionnement du module sync _gen 
Le module sync_gen est celui de la génération des signaux de synchronisme de l'affichage. 
Il sert en effet à activer les signaux qui permettent d' identifier avec exactitude le moment 
pour afficher les pixels. Il sert à marquer le début et la fin de chaque ligne (horizontale) ainsi 
que le début et la fin de chaque image (verticale) . Le module sync_gen sert aussi à faire le 
passage d 'un domaine d'horloge à un autre. Tous les compteurs internes sont synchrones sur 
le signal d ' horloge pclk, alors que les signaux hdone et vdone qui identifient la fin de 
l'affichage d ' un axe (horizontal ou vertical) se doivent de se synchroniser sur l'horloge 
maîtresse afin d' être propagés dans le reste du système VGA qui est synchrone à l'horloge 
maîtresse. Pour ce faire, il est nécessaire de passer ces signaux dans un double registre 
(double buffered) afin de réduire les métastabilités. Voici un schéma bloc de l'élément 
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En voyant cette figure on peut comprendre que le module sync _gen permet de faire les 
décomptes des délais de chaque signaux de synchronisation et que ce même module est 
constitué de deux autres sous unités qui englobent chaque composant pour les deux axes 
vertical et horizontal. Le module timing_genO génère les signaux de l'axe horizontal et le 
module timing_gen 1 génère les signaux de l'axe vertical. 
Le module sync_gen permet aussi de modifier la polarité des signaux VGA. La variable 
générique timingJevels par défaut configure les signaux VGA comme actif bas, sauf pour le 
signal blank qui est actif haut. C 'est pour cette raison que la variable générique est assignée 
à la valeur (' 1 ' ,' 0 ' ,' 0' ,' 0') . 
6.11.4.2 Résultats des simulations du module sync_gen 
Voici la simulation fonctionnelle du module sync _gen : 
Figure 6.92 Simulation de l'initialisation du module sync_gen. 
Le module possède deux signaux de remise à zéro puisqu'il utilise deux domaines d'horloge. 
Pour le moment, uniquement le signal n_mc1k_c1ear est utilisé car il est possible d ' initialiser 
le système dans un état connu sans avoir recours à un autre signal de remise à zéro. Par 
contre pour rendre la remise à zéro plus complète et générale lors de la complexification du 
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système, il deviendra primordial de générer un signal de reinitialisation concordant aux deux 
domaines d'horloge à la fois. 
Figure 6.93 Simulation de l'effet de l'activation du système vidéo sur le module 
sync_gen. 
En activant le système vidéo, les compteurs et la machine à états finis des deux modules 
timings_gen se mettent en branle. C'est pour cette raison que sur la Figure 6.93, à quatre 
cycles de pclk plus loin du curseur numéro un, on a le signal hsync que s'active. Ceci est du 
au changement de domaines d'horloges. 
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Figure 6.94 Simulation d'une durée complète de l'affichage d'une ligne d'image par le 
module sync _gen. 
La figure précédente montre la génération du signal hsync et le délai entre deux signaux 
hsync consécutifs. On mesure un délai de 29,665 836 j.lS , la période de pclk étant de 37,037 
ns, on obtient 801 pulsations. Selon les configurations de la simulation qui est à la résolution 
640x480 à 60Hz, le nombre de pulsations par ligne doit être la somme hsync + front~orch + 
hgate + back~orch = 96+48+640+16 = 800. Les valeurs des compteurs pour les différentes 
résolutions sont données au 
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Tableau 5.1. 
Figure 6.95 Simulation du début de l'affichage d'une image par le module sync_gen. 
Figure 6.96 Simulation de la fin de l'affichage d'une image par le module sync_gen. 
La Figure 6.95 et la Figure 6.96 montrent le début et la fin de l' affichage d'une image. On 
voit le curseur numéro un sur la première figure et le curseur numéro deux sur la deuxième. 
Le délai qui est mesuré ici correspond au délai que de l'affichage d'une image. Ce délai est 
donc de 15,604 ms, ce qui correspond effectivement au taux de rafraichissement de 60 Hz car 
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11 60 = 16,666 ms. Il y a une légère différence qui est due à la génération imprécise de la 
fréquence d'horloge pixel (voir la section 6.7.3), mais aussi parce que la simulation ne 
permet pas des pas de calculs plus petits que 1 ps (faible influence sur l'erreur tout de même). 
6.11.4.3 Description du module timing_gen (timing_gen.vhd) 
Voici le symbole du module timing_gen : 




- vdo_en_i sync_o r--
Figure 6.97 Symbole du module timing_gen. 
Avant de décrire le fonctionnement du module timing_gen, voici un tableau de ses entrées et 
de ses sorties : 
Tableau 6.25 
Description des entrées et des sorties du module timing_gen 
Nom Entrée/ Description 
Sortie 
pclk E Signal d'horloge des pixels. Il est généré par le module pclk gen (section 6.7.3). 
count en E Signal qui permet d'activer les compteurs. Dans le cas des compteurs pour les 
signaux de synchronisation horizontaux, ce signal est toujours actif. Par contre dans 
le cas des compteurs pour les signaux de synchronisation verticaux, ce signal s'active 
sur le signal hdone qui provient de la sortie done du compteur horizontal (deux 
modules timing gen en cascade) 
vdo en E Signal général qui indique si le contrôleur vidéo est activé ou non, ce signal provient 
du module ctrl register et correspond au bit ctrl reg(O). 
sync S Signal qui marque le début d'une ligne de pixel ou le début d'une image (horizontal 
ou vertical respectivement) 
gate S Signal qui identifie la portion des pixels visibles à l' écran. 
done S Signal qui indique la fin d'une ligne ou d ' une image (horizontal ou vertical 
respectivement) 
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6.11.4.3.1 Description du fonctionnement du module timing_gen 
Le module timing_gen est une machine à états finis (voir Figure 6.91 pour le diagramme 
d' état de la machine) qui permet de décompter les délais pour l'activation des différents 
signaux d 'un axe d ' affichage (horizontal ou vertical). En tout, quatre décomptes sont 
nécessaires pour générer les signaux de synchronisme d'un axe d'affichage. Ces signaux 
sont les suivants: sync qui est le signal qui identifie le début de l' axe, gate est le signal qui 
identifie la plage visible de l' affichage sur cet axe et do ne est le signal qui identifie la fin de 
l' affichage de l' axe. 
La machine à états finis du module timings_gen permet de générer consécutivement les 
quatre décomptes nécessaires à l'aide d' un seul compteur. Ceci permet de sauver 
énormément d'espace en termes de bascules puisque le compteur est réutilisé plutôt que 
d' utiliser quatre compteurs différents en cascade. Le premier décompte est celui qui calcule 
le temps d 'activation du signal sync. En d 'autres mots, le signal sync doit rester actif toute la 
durée de ce premier décompte. Le deuxième décompte permet de calculer le délai entre le 
signal sync et le signal gate (back-'porch). Le troisième décompte calcule le temps 
d'activation du signal gate. Le dernier décompte permet de calculer le délai entre le signal 
gate et le prochain signal sync (front-'porch). 
Pour démarrer les compteurs, le signal vdo _ en doit être activé ainsi que le signal count_ en. 
Ensuite, la machine change d' état à la fin de chacun des compteurs lorsque le signal count_en 
est aussi actif. Le signal do ne est généré au dernier compte du dernier état (front-'porch). 
6.11.4.3.2 Résultats des simulations du module timing_gen 
Voici la simulation fonctionnelle du module timings_gen : 
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Figure 6.98 Simulation de l'initialisation du module timings_gen. 
Lors de l ' initialisation du module timings _gen, la machine à états finis est à l ' état no _ vdo. 
Le compteur s' active uniquement lorsque le signal vdo_en et le signal count_en s' activent 
simultanément. La résolution de l' image simulée ici est de 640x480 à 60 Hz et nous ne 
simulons que la partie verticale, donc la valeur du compteur sync est « 2 ». Nous utilisons un 
décompteur qui permet de minimiser au maximum le nombre de portes logiques internes 
puisque le signal de fin de course du compteur est en fait le bit le plus significatif du signal 
count. Lorsque le signal arrive à la valeur 0 moins 1, c'est-à-dire OxFFF en complément vrai, 
c ' est le seul temps ou le bit le plus significatif est actif et c' est aussi ce bit qui détermine la 
fin du compte. Pour cette raison, on initialise le compteur toujours à la valeur de décompte 
désiré moins 2. Pourquoi « - 2 », c' est parce que le compteur passe par deux valeurs « de 
trop », soit le OxOOO et OxFFF, ce qui fait qu'on doit le partir en « avance » pour s' assurer que 
le nombre de compte soit exacte. Pour le compteur vertical sync, par exemple, la valeur du 
compte doit être de 2, alors selon l'équation, on démarre le décompte à la valeur 2-2 = O. 
C'est pour cette raison que le décompte de la Figure 6.98 au curseur numéro deux démarre à 
la valeur OxOOO. 
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Figure 6.99 Simulation du décompte pour la génération du signal sync par le module 
timings _gen. 
La figure précédente montre que le signal sync est actif pour les deux pulsations de compteur 
généré durant l'état sync. La sortie sync est synchrone avec l' horloge pixel. 
Figure 6.100 Simulation du début de la génération du signal gate par le module 
timings _gen. 
À la figure précédente, on voit très bien que l'état back-.porch se termine avec le compte 
OxFFF et l' état gate débute avec la valeur 480 moins 2 en hexadécimal, ce qui donne bien 
OxlDE. Le signal gate s'active un cycle d'horloge plus loin que l'état puisqu'il est généré 
une fois que l' état a été activé (voir le code VHDL de la machine pour plus de 
compréhension). 
Figure 6.101 Simulation de la fin de la génération du signal gate par le module 
timings _gen. 
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La figure précédente montre la fin du signal gate qui correspond bien à la fin du décompte 
avec la valeur OxFFF. Le signal gate est la fenêtre temporelle de visibilité des pixels sur 
l'image. 
La Figure 6.102 montre le signal done qui est généré au dernier compte du dernier état. La 
durée du signal done est déterminée par l'intervalle entre les deux dernières activations du 
signal count_en, ce qui permet d'identifier adéquatement la dernière valeur du décompte. On 
remarque aussi sur cette prochaine figure, que le décompte se réinitialise pour générer un 
autre signal sync. C'est un autre affichage d'image qui débute. 
Figure 6.102 Génération du signal done à la fin du dernier décompte. 
Afin de s'assurer d'une simulation plus proche de la réalité, le signal d'entrée count_en est 
pulsé de manière à mettre le module timing_gen en attente à chaque compte. La fréquence 
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d'horloge choisie est 27,175 MHz afin de reproduire la fréquence d'affichage VGA pour une 
résolution de 640x480 pixels avec un taux de rafraichissement de 60 images par seconde. 
6.11.5 Description du module pixel_gen (pixel_gen.vhd) 



















Figure 6.103 Symbole du module pixel_gen. 
A vant de décrire le fonctionnement du module pixel_gen, voici un tableau de ses entrées et 
de ses sorties : 
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Tableau 6.26 
Description des entrées et des sorties du module pixel_gen 
Nom Entrée/ Description 
SOl1ie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
pclk E Signal d'horloge des pixels. Il est généré par le module pclk_gen (section 
6.7.3). 
n c1ear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus 
de détails. 
vdo en E Signal général qui indique si le contrôleur vidéo est activé ou non. Il 
provient du module ctrl register et correspond au bit ctrl reg(O). 
wb _ host_ dat_ out[32] E Signal de donnée du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA (et ses sous-modules, dont le 
module pixel gen fait partie). 
wb _ host_ adr[24] E Signal d'adresse du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module VGA (et ses sous-modules, dont le 
module pixel _gen fait partie) 
wb _ host_ ctrl_ out[7] E Groupe de signaux de contrôle du bus wishbone host. Ce groupe de signaux 
inclut entre autres les signaux cyc et stb qui permettent d ' entamer une 
transaction sur le bus. Le signal sel permet de savoir la taille de la 
transaction. Pour plus de détails sur le fonctionnement du bus Wishbone, 
référez-vous au document [23] Herveille, 2002. 
wb_host_ctrl_ in[3] S Entrée de contrôle du bus Wishbone pour le module host (bootloader). 
C'est un groupe de signaux qui permet au module esclave de répondre au 
maître. Ce groupe de signaux comprend les signaux ack, err et rty. Le 
signal ack est le seul utilisé présentement et permet de dire au maître que la 
transaction est acceptée. 
base _ adr[23] E Adresse de départ de l'image sélectionnée. Deux banques d'images sont 
disponibles en mémoire vidéo. Pour modifier l'image affichée, il suffit 
d ' inscrire son index dans le registre approprié (module ctrl_register), soit 
ctrl reg(3). On accède à ce registre à l'adresse Ox800000 . 
color _ depth[2] E Signal qui spécifie le nombre de bits d'encodage de l' image: 
• 00 pour un encodage 8 bits; 
• 01 pour un encodage 16 bits (pas encore implémenté); 
• 1 xpour un encodage 24 bits. 
cl ut_ ctrl [33] E Groupe de signaux qui permettent de contrôler le chargement de la table des 
couleurs (module clut) par le module ctrl_register. Ce groupe contient les 
signaux : 
• load : signal d'activation de chargement d'une donnée; 
• adr[8] : emplacement de la donnée à charger dans la table; 
• dat[24] : données de 24 bits à charger. 
pixel_ out_en E Signal qui indique au contrôleur vidéo de sortir un nouveau pixel. Ce signal 
contrôle donc la lecture des pixels dans le module dclk fifo. 
wb _ vdo _ adr[23] S Signal d'adresse Wishbone entre le contrôleur vidéo (module VGA) et la 
mémoire vidéo (mémoire ZBT). 
wb _ vdo _ dat[32] E/S Signal de données bidirectionnel Wishbone entre le contrôleur vidéo 
(module VGA) et la mémoire vidéo (mémoire ZBT). 
wb_ vdo_dqp[4] E/S Signal des bits de parité bidirectionnel Wishbone entre le contrôleur vidéo 
(module VGA) et la mémoire vidéo (mémoire ZBT). 
wb _ vdo _ ctrl_ out[7] S Groupe de signaux de contrôle du bus wishbone vidéo (entre le contrôleur 
vidéo et la mémoire ZBT). Ce groupe de si&naux inclut entre autres les 
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signaux cyc et stb qui permettent d' entamer une transaction sur le bus. Le 
signal sel permet de savoir la taille de la transaction . Pour plus de détails 
sur le fonctionnement du bus Wishbone, référez-vous au document [23] 
Herveille, 2002. 
wb _ vdo _ ctrUn[3] E Entrée de contrôle du bus Wishbone pour le contrôleur vidéo (maître). 
C'est un groupe de signaux qui permet au module esclave (module 
wb2zbt_ wraper) de répondre au maître. Ce groupe de signaux comprend les 
signaux ack, err et rty. Le signal ack est le seul utilisé présentement et 
permet de dire au maître que la transaction est acceptée. 
r[8] S Signal de donnée de la couleur rouge vers le convertisseur vidéo 
g[8] S Signal de donnée de la couleur vert vers le convertisseur vidéo 
b[8] S Signal de donnée de la couleur bleu vers le convertisseur vidéo 
6.11.5.1 Description du fonctionnement du module pixel_gen 
Cette unité est le cœur du traitement des pixels. Plusieurs modules y sont placés en série afin 
d' assurer la continuité du flot de données . Voici un schéma bloc du module pixel_gen avec 
ses sous-modules : 
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Le module wb _ ctrl permet de faire la gestion des deux bus Wishbone. Il permet de récupérer 
les données provenant du module host (bootloader) et de les transférer dans la mémoire 
vidéo. Il permet aussi de charger automatiquement les pixels un après l'autre lors de 
l'affichage d'une image. Ces pixels sont ensuite envoyés dans le module fifo (section 
6.11.5.4) afin d'assurer un flot de données continue lors de traitements sur ces pixels. Le 
module fifo fournit ensuite les données de pixel sans formatage au module pixel~rocessor 
(section 6.11.5.5). 
En effet, le module pixel~rocessor sert à générer des pixels de 24 bits en tout temps à sa 
sortie. Par contre son entrée (fifo_dat_out) de données pixel qui provient du fifo peut 
prendre plusieurs configurations même si la taille de cette entrée est fixe à 32 bits. Par 
exemple, en mode d'image 8 bits, le signal fifo_dat_out comprend 4 pixels de 8 bits pour un 
total de 32 bits. En mode d'image 24 bits, le signal fifo_dat_out comprend, par exemple, un 
pixel de 24 bits juxtaposé avec 8 bits qui proviennent d'un autre pixel voisin. De cela, il est 
nécessaire de manipuler les données de 32 bits reçus et de générer des pixels de taille fixe de 
24 bits en sortie du module pixel~rocessor. 
Les données de 24 bits ainsi formatées sont ensuite acheminées vers le module dclk fifo 
(section 6.11.5.6) qui est le module de sortie ainsi que le fifo permettant de passer du 
domaine d'horloge rapide, soit mclk l'horloge maîtresse, au domaine d'horloge plus lent, soit 
pclk l'horloge de l'afficheur vidéo. 
Le module pixel_counter (section 6.11.5.7) permet de saVOIr exactement quand l'image 
termine son cycle d'affichage afin de générer un signal image_flush, ce qui permet de 
recommencer tout le processus de chargement des pixels à partir de l'adresse du premier 
pixel. 
6.11.5.2 Résultats des simulations du module pixel_gen 
Voici la simulation fonctionnelle du module pixel_gen : 
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Figure 6.105 Simulation de l'initialisation du module pixel_gen. 
La figure précédente pennet de voir l' initialisation du module pixel_gen avant le curseur 
numéro un. À partir de ce curseur, le signal n_c1ear se désactive et le module pixel_gen se 
met à charger la table des couleurs puisque le signal c1ut_ctrl.load s'active et que le bus 
d'adresse Wishbone host pointe à une adresse supérieure à Ox800FOO. Le chargement de la 
table des couleurs passe par le module ctrlJegister qui est voisin au module pixel_gen. C'est 
ensuite ce dernier module qui active l'écriture de la table par l' intennédiaire du groupe de 
signaux c1ut_ ctrl. Ce groupe de signaux est une entrée des modules imbriqués 
pixel~rocessor et c1ut. Le module c1ut est la table des couleurs proprement dite. 
La figure suivante montre toute la simulation du chargement de la table des couleurs. On 
voit bien le signal c1ut_ ctrl.load actif entre les deux curseurs de cette figure . 





Figure 6.107 Simulation du chargement de la mémoire vidéo par le module pixel_gen. 
La Figure 6.107 montre le chargement de la mémoire vidéo par le module pixel_gen. Le 
chargement est contrôlé par le module host du bus Wishbone ho st (bootloader). La plage 
d'adresse du chargement de la mémoire vidéo est de OxOOOOOO à Ox7FFFFF. Le bus 
wishbone vidéo èontient en effet un bit d' adresse de moins que le bus Wishbone host puisque 
le bus Wishbone host permet aussi d' accéder au module ctrl_register à partir de l' adresse 
Ox800000. 
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Figure 6.108 Simulation du module pixel_gen en mode affichage normal. 
La Figure 6.1 08 montre le début de l'affichage d'une image pixel par pixel. On voit le 
remplissage graduel des modules fifo , pixetprecessor et dclk_fifo. Le curseur numéro un 
montre l' activation du signal vdo_en. Suite à cette activation, le module wb_ctrl commence 
à accéder à la mémoire vidéo en lecture pour lire chaque pixel de l ' image active (à partir de 
l'adresse de base) de manière consécutive. Lorsqu' une donnée pixel provenant de la 
mémoire ZBT est prête (la donnée est en retard de deux cycles sur l' adresse et les signaux de 
contrôles), le signal fifo _ wreq active l'écriture de cette donnée dans le module fifo. Un cycle 
plus tard, cette même donnée est accessible au module pixel---.processor qui la traite et qui 
l' envoie à son tour au module dclk_fifo. Le curseur numéro deux de cette figure montre la 
sortie de la première donnée du module dclk_fifo après l' activation du signal vdo_en. On 
dénombre 8 cycles d'horloge maîtresse entre les deux curseurs. 
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6.11.5.3 Description du module wb_ctrl (wb_ctrl.vhd) 




Figure 6.109 Symbole du module wb_ctrl. 
Avant de décrire le fonctionnement du module wb _ ctrl, voici un tableau de ses entrées et de 
ses sorties : 
Tableau 6.27 
Description des entrées et des sorties du module wb _ ctrl 
Nom Entrée/ Description 
Sottie 
mclk E Signal d' horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus 
-
de détails . 
image_flush E Signal qui indique que tous les tampons doivent être vidés lorsque tous les 
pixels d ' une image ont été transférés au module dclk_fifo . Ce signal est 
généré par le module pixel counter 
232 
wb _ host_ ctrl_ out[7] E Groupe de signaux de contrôle du bus wishbone host. Ce groupe de signaux 
inclut entre autres les signaux cyc et stb qui permettent d ' entamer une 
transaction sur le bus. Le signal sel permet de savoir la taille de la 
transaction. Pour plus de détails sur le fonctionnement du bus Wishbone, 
référez-vous au document [23] Herveille, 2002. 
wb _ host_ adr[24] E Signal d' adresse du bus Wishbone du Host. Le maître est le module 
bootloader et l'esclave est le module YGA (et ses sous-modules dont le 
module wb ctrl fait partie). 
wb _ host_ dat_ out[32] E Signal de donnée du bus Wishbone du Host. Le maître est le module 
bootloader et l' esclave est le module YGA (et ses sous-modules, dont le 
module wb ctrl fait partie) . 
wb_host_ctrUn[3] S Entrée de contrôle du bus Wishbone pour le module host (bootloader). 
C'est un groupe de signaux qui permet au module esclave de répondre au 
maître. Ce groupe de signaux comprend les signaux ack, err et rty . Le 
signal ack est le seul utilisé présentement et permet de dire au maitre que la 
transaction est acceptée. 
vdo en E Signal général qui indique si le contrôleur vidéo est activé ou non, ce signal 
provient du module ctrl register et correspond au bit ctrl reg(O). 
base _ adr[23] E Signal d'adresse de départ de l' image sélectionnée. Deux banques d ' images 
sont disponibles en mémoire vidéo. Pour modifier l' image affichée, il suffit 
d ' inscrire son index dans le registre approprié (module ctrl_register), soit bit 
ctrU·eg(3). On accède à ce registre à l' adresse Ox800000 du bus Wishbone 
host. 
fifo hf or f E signal qui rassemble les signaux du module fifo : fifoJull et fifo_hfull. Il 
- -
-
permet de mettre en arrêt la lecture des pixels en mémoire à partir du 
moment où le module fifo est à moitié plein. 
wb _ vdo _ adr[23] S Signal d 'adresse Wishbone entre le contrôleur vidéo (module YGA) et la 
mémoire vidéo (mémoire ZBT). 
wb _ vdo _ dat[32] E/S Signal de données bidirectionnel Wishbone entre le contrôleur vidéo 
(module YGA) et la mémoire vidéo (mémoire ZBT). 
wb_ vdo_dqp[4] E/S Signal des bits de parité bidirectionnel Wishbone entre le contrôleur vidéo 
(module YGA) et la mémoire vidéo (mémoire ZBT). 
wb _ vdo _ ctrl_ out[7] S Groupe de signaux de contrôle du bus wishbone vidéo (entre le contrôleur 
vidéo et la mémoire ZBT). Ce groupe de signaux inclut entre autres les 
signaux cyc et stb qui permettent d ' entamer une transaction sur le bus. Le 
signal sel permet de savoir la taille de la transaction. Pour plus de détails 
sur le fonctionnement du bus Wishbone, référez-vous au document [23] 
Herveille, 2002. 
wb_ vdo_ctrUn[3] S Ce groupe de signaux contient tous les signaux de contrôle du bus wishbone 
reçus par le maître (qui est dans ce cas-ci le module YGA). On y trouve 
donc les signaux suivants: 
• ack : ce signal averti le maître que la requête a été prise en charge par 
l' esclave; 
• err : signal d'erreur de transmission sur le bus; 
• rty : signal qui averti le maître de réessayer sa requête plus tard (utilisé 
dans le cas où l' esclave serait incapable de répondre 
immédiatement. 
fifo_wreq S Signal qui indique au module fifo de mémoriser une donnée. Ce signal 
provient du module wb ctrl 
fifo_daUn[32] S Signal des données pixel qui proviennent de la mémoire vidéo et qui passent 
par le module wb ctrl en direction du module fifo. 
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6.11.5.3.1 Description du fonctionnement du module wb_ctrl 
Le module wb_ctrl est un module important du contrôleur VGA car c' est lui que dirige le 
trafic des données entre les deux bus Wishbone. Il permet l' arbitrage des accès mémoire par 
le module ho st (bootloader). C' est lui aussi qui fait la lecture automatique des données des 
pixels en mémoire lors de l' affichage d 'une image. Voici un schéma bloc du système : 
[··········iïroœss··_·····: 
'+--...----.;,:". : 
--:-, 1----3z:'l231---.,...-I--wt.l .... V(}D .. a:tt23J--J;>-
"----......1 Génération! 
- --vdo_ en------II*i-+- ---I~i (incrémentation) et! 
...... i gestion d'adresse! 
--base_adr[23, .. ! de I.ecture et ! 
- - -n_.clear l écriture en l 
----mclk----I~--+---'-----l..,..;: .......... ~~.~~.ir.: ......... j 
Figure 6.110 Schéma du module wb_ctrl. 
Le processus du haut de la figure précédente permet de gérer les signaux de contrôle vers la 
mémoire vidéo. Il permet entre autres d ' activer une lecture automatique en mode affichage 
ou de donner le contrôle au module host lorsque ce dernier en fait la requête. 
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Le processus qui se trouve au centre du schéma permet de bien synchroniser les échanges 
entre la mémoire vidéo et le reste du système puisque la mémoire vidéo possède un pipeline 
qui décale les données de deux cycles d 'horloges en retard sur l' adresse. Il faut en tenir 
compte autant en lecture qu' en écriture. Référez-vous au document [10] Cypress, 2004, pour 
en savoir plus sur le fonctionnement de la mémoire ZBT. 
Le processus du bas permet de générer les adresses d' accès à la mémoire vidéo (signal 
wb_vdo_adr) en commençant toujours par l ' adresse de base de l' image sélectionnée dans le 
registre de contrôle (voir la section 6.11.3). L' adresse de la mémoire vidéo peut aussi 
provenir directement du module host lorsque celui-ci en fait la requête. 
6.11.5.3.2 Résultats des simulations du module wb ctrl 
Voici la simulation fonctionnelle du module wb ctrl : 
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Figure 6.111 Simulation de l'initialisation du module wb ctrl. 
La figure précédente montre l'initialisation du module wb _ ctrl. Le module se remet en 
fonction au curseur numéro un. Suite à ce curseur, on vérifie l'inactivité du module lorsque 
celui-ci n'est pas accédé, c'est-à-dire lorsque signal wb_host_adr possède une adresse au-delà 
de la valeur Ox7FFFFF (dans ce cas-ci, la valeur est de Ox800 1 00). Le curseur numéro deux 
de cette figure montre le début du chargement de la mémoire vidéo par le module host 
(bootl oader). 
Le module wb_ctrl permet de décaler la donnée de 2 cycles d'horloge par rapport à l'adresse 
afin d'envoyer les données convenablement à la mémoire ZBT. On peut voir cela à la figure 
suivante au curseur numéro un. On active l'écriture en mémoire et la donnée apparait sur le 
bus (signal wb_ vdo_dat) deux cycles d' horloge plus loin. Pour la simulation, on a bien 
séparé chaque écriture afin de bien identifier le fonctionnement, mais il serait possible 
236 
d' envoyer des données en rafale, donc à chaque cycle, sans problème. Il suffit de s' assurer 
d' avoir deux cycles d'horloge entre l'adresse et la donnée lors des accès mémoire. 
Figure 6.112 Simulation du chargement de la mémoire vidéo par le module wb_ctrl. 
237 
Figure 6.113 Simulation de la lecture en mémoire vidéo par le module wb _ ct rI. 
La figure précédente montre la lecture en mémoire par le module wb _ ctrl. Les deux curseurs 
montrent le décalage de deux cycles d'horloge entre l'adresse et la donnée. Chaque donnée 
reçue est envoyée directement au module fifo qui est voisin au module wb _ ctrl. La lecture en 
mémoire est suspendue lorsque le module fifo est à moitié plein. Nous n' avons pas 
d'exemple ici, mais lorsque cela arrive, il reste suffisamment d' espace dans le fifo pour 
permettre deux écritures provenant de la mémoire (puisque la donnée arrive toujours deux 
cycles plus tard) . 
À peu près au centre de l'image, le signal image_flush s'active durant un cycle d' horloge afin 
de vérifier que le module wb _ ctrl recommence bien sa lecture depuis le début lorsque cet 
événement se produit. On remarque que l' adresse est réinitialisée à OxOOOOOO et que la 
lecture en mémoire recommence. 
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6.11.5.4 Description du module fifo (fifo.vhd) 
Voici le symbole du module fifo : 








Figure 6.114 Symbole du module fifo. 
Avant de décrire le fonctionnement du module fifo, voici un tableau de ses entrées et de ses 
sorties: 
Tableau 6.28 
Description des entrées et des sorties du module fifo 
Nom Entrée/ Description 
S0l1ie 
mc\k E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
fifo_daUn[32] E Signal des données pixel qui proviennent de la mémoire vidéo et qui passent par 
le module wb ctrl en direction du module fifo. 
fifo_wreq E Signal qui indique au module fifo de mémoriser une donnée. Ce signal provient 
du module wb ctr!. 
image_flush E Signal qui indique que tous les tampons doivent être vidés lorsque tous les pixels 
d ' une image ont été transférés au module dc\k_fifo. Ce signal est généré par le 
module pixel counter. 
fifo_rreq E Signal qui signifie au module fifo de faire sortir une donnée vers le module 
pixel processor. Ce signal provient du module pixel _processor. 
fifo dat out[32] S Signal de données de sortie vers le module pixel processor. 
fifo full S Signal qui indique que le module fifo est plein. 
fifo hfull S Signal qui indique que le module fifo est à moitié plein. 
fifo_empty S Signal qui indique que le module fifo est vide. Ce signal indique au module 
pixel processor qu'aucune donnée n 'est disponible, ce qui le place en attente. 
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6.11.5.4.1 Description du fonctionnement du module fifo 
Le module fifo est un registre qui fonctionne selon le principe: premier entré, premier sorti. 
Il est organisé sous forme d'un ensemble de registres. On peut écrire dans le registre pointé 
par la valeur d'un compteur wptr et on peut lire le registre pointé par le pointeur rptr. Ces 
pointeurs permettent de savoir si les registres sont vides ou pleins en comparant leur valeur. 
Voici un schéma bloc du module fifo : 
fifo [------------- ---------------·--------·--prëiëësS-·----· ---· ----------------------··-----i <;ëiîë;:Të ........ . 
. oepth_v = 16 
-fifO_dau
n
[32].+--+-: ., :r .. -.. ·-·· .. · .... ·7~r" .. ·-.... ·· .. · .. -· .. -.. -.. ·-'I;... _e+-! _W_i_dt_h-_V_=_3_2 ____ -+4___fifO_rreq----
i - . . fifo_dat_out[32J"-
: Inaem: . ....,w et - Incr~m. rpar et t ! 6aiture -dans - lecture dans Afo J ! le If<> .c<iv~ '-,. ---.- .<' lI<:1M par j 
; par fifo_wreq i1 t 1 fifo_rreq l ~umum'u"':_muu"mjLnm:=u"="umuuu'j 
rfifo_cnt[msb] fifo_full----.-
rfifo_cnt[msb - 1] ... -fifo_hfull--" 
: Gestion du oon1)teur de j 
i . <Sonnees dans le Ii~ : l i ~ fifo empty actif L---.a... ! ""im""'" ""ruoe écnlure ~fifo_cnt- ----L siiifo ,nl =O r_-fifo_empty .... 
--n .. _clear i etdéCfél=:~urune _1 ~ 
- -mClk--..I--..l ......... !::::::::::-~::::::::::::::::::::::::::::::::::=:::::::=:::::::=:::::::::::~ .... _i 
Figure 6.115 Schéma du module fifo. 
Ce module sert de tampon entre les modules wb_ctrl et pixetprocessor afin de s'assurer que 
le flot des données en sortie du contrôleur VGA n'est pas brisé. Il permet de laisser 
suffisamment de temps au module pixel~rocessor pour qu'il fasse son formatage approprié 
des pixels. 
6.11.5.4.2 Résultats des simulations du module fifo 
Voici la simulation fonctionnelle du module fifo : 
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Figure 6.116 Simulation de l'écriture dans le module fifo. 
Figure 6.117 Simulation de la lecture dans le module fifo. 
La Figure 6.116 montre l'écriture dans le module fifo. Le signal delta permet de voir qu'il 
n'y a pas de lecture et d' écriture simultanée puisque le delta augmente jusqu'à son maximum. 
À ce moment, le fifo est plein et le signal fifo_full s'active de manière synchrone (voir le 
curseur numéro deux). 
La Figure 6.117 montre la lecture dans le module fifo. Le module fifo étant plein, chaque 
lecture dans celui-ci permet d'incrémenter l'adresse de lecture et fait en sorte que la valeur du 
signal delta diminue. Le signal fifo_full se désactive donc suite à la première lecture (au 
curseur numéro un) et après 15 autres données lues, le fifo est vide ce qui fait activer le signal 
fifo_empty au curseur numéro deux. Il est à noter qu' il n'y a pas de protection sur le 
dépassement, ni en lecture, ni en écriture pour la simple raison de simplifier 
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l' implémentation. Il faut donc s' assurer de bien gérer les événements sur les SIgnaux 
fifo_full et fifo_empty pour s' assurer du bon fonctionnement du fifo. 
6.11.5.5 Description du module pixel_processor (pixel_processor.vhd) 
Voici le symbole du module pixel~rocessor : 
- c l ut_ctrU_daU(23~lk_fifo_daCo(23 : 0 } -
- clut_ ctrU_ wadU(7:0) 
- color_depthj(1 :O} 
- fifo _ dat_ ouU(31 :0) 
- clut_ctrl_U oad_r 
- dclk_fifo_fuIU dclk_fifo_wreq_o r--




- vdo_enj fifo_rreq_o r--
Figure 6.118 Symbole du module pixel_processor. 
A vant de décrire le fonctionnement du module pixel~rocessor, voici un tableau de ses 
entrées et de ses sorties : 
Tableau 6.29 
Description des entrées et des sorties du module pixel~rocessor 
Nom Entrée/ Description 
Sortie 
mclk E Signal d' horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détai ls. 
n c1ear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
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clut_ctrl[33] E Groupe de signaux qui permettent de contrôler le chargement de la table des 
couleurs (module clut) par le module ctrl_register. Ce groupe contient les 
signaux: 
• load : signal d'activation de chargement d ' une donnée; 
• adr[8] : emplacement de la donnée à charger dans la table; 
• dat[24] : données de 24 bits à chargée. 
fifo_rreq S Signal qui signifie au module fifo de faire sortir une donnée vers le module 
pixel jJrocessor. Ce signal provient du module pixel _processor. 
fifo dat out[32] E Signal de données de sortie du module fifo vers le module pixel processor. 
color _ depth[2] E Signal qui spécifie le nombre de bits d'encodage de l'image: 
• 00 pour un encodage 8 bits 
• 01 pour un encodage 16 bits (pas encore implémenté) 
• 1 x pour un encodage 24 bits 
vdo en E Signal général qui indique si le contrôleur vidéo est activé ou non, ce signal 
provient du module ctrl register et correspond au bit ctrl reg(O). 
fifo_empty E Signal qui indique que le module fifo est vide. Ce signal indique au module 
pixel processor qu'aucune donnée n ' est disponible, ce qui le place en attente. 
image_flush E Signal qui indique que tous les tampons doivent être vidés lorsque tous les 
pixels d ' une image ont été transférés au module dclk_fifo. Ce signal est généré 
par le module pixel counter. 
dc1k fifo full E Signal qui indique que le module dclk_fifo est plein, ce qui permet au module 
pixel processor de se mettre en attente . 
dclk _fifo _ dat[24] S Signal qui constitue les données de pixel qui sont envoyées au module dclk_fifo 
avant d'être affichées. 
dc1k _fifo _ wreq S Signal qui indique au module dc1k_fifo et au pixel_counter qu'un pixel valide 
est chargé dans le module dclk fifo. 
6.11.5.5.1 Dèscription du fonctionnement du module pixel_processor 
L'unité pixel~rocessor est celui qui permet au contrôleur VGA d'extraire les valeurs des 
pixels qui proviennent de la mémoire et de les mettre en forme pour que toutes les couleurs 
qui sortent vers le convertisseur VGA soient de 24 bits RGB. Chaque mode de couleur 
fonctionne différemment. Voici le fonctionnement de chaque mode implémenté. 
En mode 8 bits, les pixels emmagasinés dans la mémoire vidéo sont encodés sur 8 bits, ce qui 
donne accès à 256 couleurs différentes. Chacune de ces couleurs sont mémorisées dans le 
sous-module c1ut lors du chargement par le bootloader (uniquement si le format des images 
sont configurées en mode 8 bits). Donc, pour chaque octet chargé de la mémoire, on doit lire 
la couleur associée dans la table des couleurs et c'est cette couleur de 24 bits qui est envoyée 
en sortie. 
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Pour le mode d'affichage 24 bits, les pixels sont placés en mémoire consécutivement. Lors 
de la lecture en mémoire des données pixel, 32 bits sont lus à la fois afin de diminuer la 
bande passante utilisée. Il est donc nécessaire de reformater les pixels en 24 bits et de garder 
les octets supplémentaires pour reconstituer le prochain pixel. Par exemple, si on lit en 
mémoire les octets de couleur B2, RI , G1, BI (ce qui donne 32 bits) Le pixel de 24 bits 
RI G 1 B 1 est envoyé vers le convertisseur V GA, mais l'octet B2 est gardé de côté et sera 
jumelé au prochain mot de 32 bits lut de la mémoire, soit le mot G3 , B3, R2, G2. Le pixel 
R2G2B2 sera donc formé et envoyé vers le convertisseur VGA et les octets G3 , B3 seront 
mis de côté pour le prochain pixel et ainsi de suite. C' est un peu le même principe qui est 
utilisé pour remplir la mémoire PROM et qui est expliqué à la section 6.10.5. Voici une 
figure qui explique l' ordonnancement des pixels. 
Figure 6.119 Organisation des données dans la mémoire vidéo. 
Cette manière de fonctionner est très efficace pour la lecture et l' écriture des données en 
mémoire car elle permet une utilisation de 25% de moins d'espace et aussi de réduire de 25% 
le nombre d 'accès mémoire, ce qui libère de la bande passante de la mémoire. 
Voici un schéma bloc du module pixel ~rocessor : 
pixel_processor 
dut r·················proooss· .. ··············j 
: : 
l, ' ~ -clut_ctrl[33J---111o-I ... 1 1 
1 i radr[8) -i····ptoœss .. ·l 
! j !! 
r dat[24] --JIIo-: ;rlk_fifo_dat[24) dctUfo_da~t_6b[241""l ,i 
: ' 'l-- 255 ,.) i !'Alignementi 
: : ; des : ~1~:g,[81 ;~: ~ BI""" • • , [ Il, : l~"~."",J 
l' ,"~' ... ..1 
I
l ~ I . Il 
... fifo_rreq"' l i 
_fifo_dat_out[32] : 1 
-COlor_depth[2]1-t---T' ti t' 'i:================+===============:::::;--I" . 
,------------r-f--------------+-----,-+-+I-------+-j..-,dclk fifo full--
r .. •••••••••••• •••••• •••• •• dclk fifo dat[24) - -
vdo en : Il ; ~ !I: process t count[2) fifo_rreq est inactif si: - -
- f: 1 - le dclk_fifo est plein 
----fifo_empty; ; ·tefifoestvide 
. I! Compte~r ! -Le mode 8bits est actif et que la leclure des 3 
---Image_flush l '. ' l ' • . . . . , '.: premiers bytes de données n'esl pas effectué 
. . . . _ 1_ d -alignement: - Le mode 24bils est actif et que te compteur 
i:::t=t===~::; count ! d'ordonnancement des bytes (counl) est à ~ 10" . 
L ............. _."u •• __ . _.~ Autrement. fifOjreq est actif 
1 .... r:··~~~?;:-~·~.:;:-·~~~~~;2)l 
~ process W 
1 ~ i Sy. nch.rÔrïisation t-.rddk_fifo_dat[24) .... 
• ; des sortiesèt ~dClk_fifo_wreq--' ---IJJ1~~===========~====================:.S' memor1.sation i 
---n clear- .: 1 : i déS . . dO. n. ~éés! 
----mclk _. - L ....... ~:~!2tt.e.e. ........ j 





Sur la figure précédente, on voit le sous-module c1ut qui constitue la table des couleurs 
utilisée en mode 8 bits uniquement et qui est expliqué à la section suivante. On observe aussi 
trois processus qui permettent de remettre les pixels en 24 bits RGB. 
Le processus du bas à gauche sur la figure précédente sert de compteur pour identifier les 
octets qui constituent le pixel présent et aussi les octets à mettre de côté lors d'un affichage 
en mode 24 bpp (uniquement). Pour mieux comprendre l' utilité du compteur, on peut se 
référer à la Figure 6.119. La première ligne doit être synchronisée avec la valeur 0 du 
compteur afin de lire les 3 octets les moins significatifs du mot. La deuxième ligne doit être 
synchronisée avec la valeur 1 du compteur afin de concaténer les deux octets les moins 
significatifs du mot avec l' octet le plus significatif du mot précédent. La troisième ligne 
permet de lire deux pixels de 24 bits. Donc, le compteur doit passer ses deux dernières 
valeurs, 2 et 3, sur ce mot. Lorsque le compteur est à 2, le pixel est formé du bit le moins 
significatif du mot concaténé avec les deux octets les plus significatifs du mot précédent. 
Lorsque le compteur est à 3, le pixel est formé des 3 octets les plus significatifs du mot 
présent. Le processus recommence ainsi continuellement à chaque trois mot, ou autrement 
dit, à chaque quatre pixels. 
En mode 8 bpp, le compteur identifie simplement l' octet à utiliser comme pixel. Il sert en 
quelque sorte de pointeur de pixel sur le mot lu du module fifo. 
Le processus du haut à droite permet la concaténation des données pixels. Le dernier 
processus en bas à droite de la figure précédente sert à la synchronisation des sorties vers le 
convertisseur VGA. 
6.11.5.5.2 Résultats des simulations du module pixel_processor 
Voici la simulation fonctionnelle du module pixelyrocessor : 
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Figure 6.121 Simulation de l'initialisation du module pixeljlrocessor. 
La figure précédente montre l'initialisation du module pixel~rocessor et le début du 
chargement de la table des couleurs. Tous les signaux internes du module sont remis à zéro 
lors de l'initialisation. Au curseur numéro un, on désactive le signal n _ c1ear et on active le 
signal c1ut_ ctrl.load afin de commencer le chargement de la table des couleurs. La table 
contient 256 valeurs de 24 bits, ce qui demande huit bits sur le signal wadr pour accéder à 
chacune des couleurs contenu dans la table. La figure suivante montre le chargement des 16 
premières valeurs de la table entre les deux curseurs. Suite à cela, on active la vidéo en 
activant le signal vdo _en. 




Figure 6.123 Simulation de la mise en forme des pixels par le module pixel_processor 
en mode 8 bpp. 
Suite à l'activation de la vidéo en mode 8 bpp, soit au curseur numéro un de la Figure 6.123, 
le module attend qu'il y ait une donnée valide à l'entrée fifo_dat_out. Si le signal fifo_empty 
est inactif, c'est qu'une donnée est valide à cette entrée, comme c' est le cas ici. Le module 
passe donc chaque octet de ce mot de 32 bits dans la table des couleurs, ce qui retourne une 
valeur de 24 bits pour chaque octet. Ce 24 bits est le pixel à afficher et est acheminé en sortie 
sur le signal dc1k_fifo_dat vers le module dc1k_fifo. Le compteur count permet d'identifier 
l'octet à traiter. La valeur 0 pointe sur l'octet le moins significatif du signal fifo _ dat_ out 
alors que la valeur 3 pointe sur l'octet le plus significatif. Il est à noter qu'à la valeur 3 du 
compteur count, le signal fifoJreq s'active lorsque le fifo n'est pas vide (signal fifo_empty). 
La figure suivante montre que le processus se poursuit lorsque les quatre octets sont traités. 
Une nouvelle donnée est lue du module fifo et le compteur count est remis à zéro pour un 
nouveau traitement octet par octet. 
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Figure 6.124 Simulation de la mise en forme des pixels par le module pixel_processor 
en mode 8 bpp, la suite. 
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Figure 6.125 Simulation de l'effet du signal dclk_fifojull sur le fonctionnement du 
module pixel_processor. 
La Figure 6.125 montre que si le signal dc1k_fifo_full s'active, le traitement des données est 
interrompu pour laisser le temps au module dc1k _fifo de se vider. Ainsi, étant donné que le 
module dc1k_fifo est lu de manière beaucoup plus lente que tout le reste de la chaine de 
traitement des pixels, les modules fifo et pixel-.J)rocessor sont souvent en attente de cette 
manière, ce qui permet de libérer la mémoire vidéo pour d'autres tâches éventuelles. 
Figure 6.126 Simulation de la réinitialisation du module pixel_processor 
en mode 24 bpp. 
251 
La figure précédente montre la réinitialisation du module pixel~rocessor en mode 24 bpp. 
Lors de la remise à zéro, le signal vdo_en se doit d'être désactiver pour rendre la simulation 
réaliste. Le curseur numéro un montre l'activation du signal n_c1ear et le curseur numéro 
deux montre l'activation du signal vdo_en. 
Figure 6.127 Simulation du traitement des pixels par le module pixel_processor en 
mode 24 bpp. 
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Si on regarde les sIgnaux fifo_dat_out et dclk_fifo_dat de la Figure 6.127, on observe 
exactement la remise en fonne des données de 24 bits tel que l' explique la section 6.11.5 .5.1. 
Les données de 24 bits sortent 2 cycles derrière l'entrée à cause des registres nécessaires au 
traitement. Le curseur numéro un montre que lorsque le compteur est à la valeur 0, le 
registre interne dclk _ fifo _ dat mémorise les trois octets les moins significatifs de l'entrée 
fifo dat out. Lorsque le compteur count est à la valeur 1, le registre interne dclk _ fifo 
mémorise les deux octets les moins significatifs de l'entrée concaténés avec l'octet le plus 
significatif du registre de mémorisation de l' entrée fifo _ dat_ out. Le processus continue ainsi 
comme expliqué à la section précédente. 
6.11.5.5.3 Description du module clut (clut.vhd) 
Voici le symbole du module clut : 
- clut_ctrU_dat_r(23~lk_fifo_dat_o(23 : 0 ) r-----
- clut_ctrU_wadr _r(7:0) 
- rad r_i(7:0) 
- clut_ctrU_load_r 
- mclk_i 
Figure 6.128 Symbole du module clut. 
Avant de décrire le fonctionnement du module clut, voici un tableau de ses entrées et de ses 
sorties: 
Tableau 6.30 
Description des entrées et des sorties du module clut 
Nom Entrée/ Description 
Sortie 
mclk E Signal d ' horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
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c1ut_ctrl[33] E Groupe de signaux qui permettent de contrôler le chargement de la table des 
couleurs (module clut) par le module ctrl_ register. Ce groupe contient les 
signaux: 
• load : signal d'activation de chargement d ' une donnée; 
• adr[8] : emplacement de la donnée à charger dans la table; 
• dat[24] : données de 24 bits à chargée. 
dclk _fifo_ dat[24] S Signal qui constitue les données de pixel qui sont envoyées au module 
dclk fifo avant d'être affichées. 
radr[8] E Signal de la couleur encodée sur 8bits utilisée lors de l' affichage d'image en 
mode 8 bits . 
6.11.5.5.3.1 Description du fonctionnement du module c1ut 
Selon la Figure 6.120, on observe facilement que ce module est uniquement un petit groupe 
de 256 registres de 24 bits chacun qui servent de table des couleurs pour le mode d'affichage 
8 bits. Le groupe de signaux c1ut_ ctrl permet de remplir la table des couleurs. Le signal radr 
permet d'identifier la valeur de la table qui doit se présenter à la sortie dc1k_fifo_dat. 
6.11.5.5.3.2 Résultats des simulations du module c1ut 
Voici la simulation fonctionnelle du module c1ut : 
Nov" 
Cur00l1 
Figure 6.129 Vue d'ensemble de la simulation du module c1ut. 
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Comme vous pouvez le constater sur la figure précédente, il est inutile de visualiser 
l ' ensemble de la simulation puisque cela ne nous donne aucune information pertinente sur le 
fonctionnement du module. Nous montrons plutôt dans les deux figures suivantes que les 
valeurs qui ont été enregistrées dans la table peuvent être lues par la suite sans problème. 
Figure 6.130 Simulation du remplissage de la table des couleurs dans le module clut. 
- ,:',' , -~5000 0 
'",1 _ 
Figure 6.131 Simulation de la lecture de la table des couleurs dans le module clut. 
À la Figure 6.130, on montre au curseur numéro deux l' écriture de la valeur Ox010101 à 
l'adresse 254 et sur la Figure 6.131 on montre la lecture de cette même valeur à cette même 
adresse. Le module dut est uniquement une table de 256 registres de 24 bits. 
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6.11.5.6 Description du module dcIk_fifo (dcIk_fifo.vhd) 
Voici le symbole du module dclk_fifo : 






- pixel_out_en_i dclk_fifo_full_o -
Figure 6.132 Symbole du module dcIk_fifo. 
Avant de décrire le fonctionnement du module dclk _fifo, voici un tableau de ses entrées et de 
ses sorties : 
Tableau 6.31 
Description des entrées et des sorties du module dclk_fifo 
Nom Entrée/ Description 
Sottie 
mclk E Signal d 'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
pclk E Signal d'horloge des pixels. Il est généré par le module pclk _gen (section 
6.7.3). 
n clear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails. 
dclk _fifo _ dat[24] E Signal qui constitue les données de pixel qui sont envoyées au module 
dclk fifo avant d 'être affichées. 
dclk fifo full S Signal qui indique que le module dclk_fifo est plein, ce qui permet au module 
pixel~rocessor de se mettre en attente. 
dclk _fifo _ wreq E signal qui indique au dclk_fifo et au pixel_counter qu ' un pixel valide est 
chargé dans le module dclk fifo. 
pixel_ out_en E Signal qui indique au contrôleur vidéo de sortir un nouveau pixel. Ce signal 
contrôle donc la lecture des pixels dans le module dclk fifo . 
rgb[24] S Sortie des couleurs groupées en un seul signal de 24 bits vers le convertisseur 
VGA. 
6.11.5.6.1 Description du fonctionnement du module dclk_fifo 
Le module dclk _ fifo est un groupe de registres fifo qui permet d ' écrire les données d'entrée 
en synchronisation avec l 'horloge maîtresse rnclk et de lire les données de sortie en 
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synchronisation avec l'horloge pixel pclk. Ce module sert à s'assurer que le flot de pixels en 
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Les deux processus du haut servent au contrôle des registres du fifo. Celui de gauche est 
synchrone sur l'horloge maîtresse mc1k et permet l'écriture dans les registres et celui de 
droite est un multiplexeur synchrone sur l'horloge pixel pc1k. Le processus du bas sur la 
figure précédente est celui qui permet de gérer les pointeurs de lecture et d'écriture dans les 
registres. Le pointeur d'écriture wptr est synchrone sur l'horloge maîtresse mc1k et le 
pointeur de lecture rptr est synchrone sur l 'horloge pixel pc1k. 
6.11.5.6.2 Résultats des simulations du module dclk fifo 
Voici la simulation fonctionnelle du module dc1k fifo : 
Figure 6.134 Simulation du remplissage du module dclk_fifo avec l'horloge d'entrée 
mclk. 
La figure ci-haut montre que l'écriture dans le module dc1k_fifo se fait de manière synchrone 
avec l 'horloge maîtresse mc1k. 
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Figure 6.135 Simulation de la lecture dans le module dclk_fifo avec l'horloge de sortie 
pclk. 
La figure ci-haut montre que la lecture dans le module dc1k _ fifo se fait de manière synchrone 
avec l 'horloge pixel pc1k. Le module dc1k_fifo est en effet un ensemble de registres « first-
in-first-out» avec deux horloges de synchronisation. Le module est codé de manière à ce 
que sa synthèse utilise un « block ram » dans le FPGA. 
6.11.5.7 Description du module pixel_counter (pixel_counter.vhd) 
Voici le symbole du module pixel_ counter : 
- dclk_fifo_wreqjh1age_flush_o -
- mclk_ i 
- n clear i 
-
- vdo en i 
- -
Figure 6.136 Symbole du module pixel_counter. 
A vant de décrire le fonctionnement du module pixel_ counter, voici un tableau de ses entrées 
et de ses sorties : 
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Tableau 6.32 
Description des entrées et des sorties du module pixel_counter 
Nom Entrée/ Description 
Sortie 
mclk E Signal d'horloge maîtresse, voir les sections 6.7 et 6.7.4 pour plus de détails. 
n c1ear E Signal de réinitialisation générale du système. Voir la section 6.9 pour plus de 
détails . 
vdo en E Signal général qui indique si le contrô leur vidéo est activé ou non, ce signal 
provient du module ctrl register et correspond au bit ctrl reg(O). 
dclk_fifo_wreq E Signal qui indique aux modules dclk_fifo et pixel_counter qu'un pixel valide est 
chargé dans le module dclk fifo. 
image_flush S Signal qui indique que tous les tampons doivent être vidés lorsque tous les pixels 
d' une image ont été transférés au module dc lk_fifo. Ce signal est généré par le 
module pixel counter. 
6.11.5.7.1 Description du fonctionnement du module pixel_ counter 
L'unité pixel_counter est un double compteur qui permet d' identifier précisément le dernier 
pixel de l ' image qui sera chargé dans le module dclk_fifo. Ceci permet de vider tous les 
registres intermédiaires qui précèdent le module dclk_fifo afin de recommencer une nouvelle 
image. Voici le schéma bloc du module pixel_ counter : 
pixeL counter 
!·····proëëss .. ··! 
vdo _ en------I .. ~----.--I ... ~i !::. image _fin _reg 1 ~ 
~ ! Impulsion de i 
,--~-iI"~; fin d' image i 
r++-~ .. : .... ~~.~~~~~L .. J 
'--------- image_fin ------, 
i· .... proëë'!;s .. · .. ] 
! ~ hdone 
-;=:j Compteur de i 
H-+-t--t~: pixel i 
i horizontal i H-+-~ .. L ........................ ! 
-dclk-fifo-wreq ...... *r+++....l-r--r-... -.p-r.o-.ë-ë-.SS-... -... -i----=û--t~ 
l-.j : 
--J Compte", J vdo"e 
n_c'ear'--- -il ........... ---'-+---I ... ~i pixel vertical i 
- ---mclk .. :: : ......................... .1 
~~ric: 1 ~~ate ! ~gate 
L. ............................... .1 
Figure 6.137 Schéma du module pixel_couDter. 
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Le processus du haut sur l' image précédente permet de générer une impulsion de deux cycles 
d 'horloge sur le signal image_flush pour s ' assurer de tenir compte du pipeline de la mémoire 
vidéo. Ce signal permet de remettre à zéro toute la chaine de registres nécessaire au 
traitement et à la mise en forme des pixels avant l'affichage. 
Les deux processus du bas permettent de générer les compteurs de pixels des deux axes, 
vertical et horizontal, et de générer un signal à la fin de l ' affichage de chacun des axes. 
Lorsque les deux axes sont terminés à la fois , c'est qu 'on a terminé l' image. 
6.11.5.7.2 Résultats des simulatioDs du module pixel_couDter 
Voici la simulation fonctionnelle du module pixel_ counter : 
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Figure 6.138 Simulation de l'initialisation du module pixel_counter. 
La figure ci-haut montre l'initialisation des deux compteurs, horizontal et vertical, lors de 
l'activation du signal n_c1ear. Au curseur numéro deux, le signal vdo_en s' active, alors les 
compteurs, horizontal et vertical, se mettent en marche. Sur cette image on ne voit que le 
compteur horizontal fonctionner, mais si vous vous référez à l'image suivante, on voit le 
compteur vertical décrémenter au curseur numéro deux, soit à chaque fois que le compteur 
horizontal termine un compte complet. 
Figure 6.139 Simulation du décomptage vertical et de la fin d'un compte horizontal par 
le module pixel_counter. 
A chaque fin de compte de un ou l' autre des compteurs, un signal done est généré, ce qui 
permet d' identifier la fin de l' affichage ou plutôt la fin de la lecture de l' image en mémoire 
vidéo. 
Figure 6.140 Simulation de la fin des deux compteurs avec génération du signal 
image_flush par le module pixel_counter. 
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En effet, le curseur numéro un de la Figure 6.140 montre que les signaux vdone et hdone sont 
simultanément actifs. C'est donc que tous les pixels ont été chargés de la mémoire vidéo. Le 
signal image_flush est donc généré avec l'activation d'un troisième signal simultané : le 
signal dclk _fifo _ wreq. Ce dernier valide la mémorisation du dernier pixel dans le module 
dclk_fifo. Les pixels subséquents qui ont été mémorisés dans la chaine de registres (modules 
fifo et pixelyrecessor) peuvent donc être réinitialisés par le signal image_flush afin de 
permettre un nouvel affichage. 
6.12 Conclusion 
Cette section termine le chapitre le plus technique de ce document. C'est dans ce dernier que 
l ' on fait les différents liens entre les modules du système. La hyérarchie décrite à la section 
6.1 est rigoureusement respectée afin de facilité la recherche d'information à travers le 
document. Ce chapitre explique dans le détail comment interragissent les signaux pour 
donner le fonctionnement escompté. L'explication théorique du code liée à une description 
du fonctionnement par le biais de chrono grammes fonctionnels et de shémas permet de 
mettre en lumière les détails de fonctionnalité, autant au niveau temporel que logique. Le 
CHAPITRE 6 permet donc de décrire correctement le module bootloader et le module vga 
qui sont les pièces maitresses du système d'A VN. 
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Le module bootloader permet de faire la préparation des données mémoire avant la mise en 
marche de l' affichage. Il est assez complèxe, mais permet de charger facilement les données 
d ' image en mémoire vidéo et aussi de charger la banque de couleurs lors d' un affichage 
d ' images en mode 8 bits. Il peut être remplacé par un module incluant un processeur puisque 
l ' interface de communication avec le module vga est implémentée par un bus wishbone. 
Le module vga est contrôlé par quelques commandes simples qui permettent par exemple : 
l' activation ou la désactivation ~e l' affichage, le changement de la banque d' image active, 
etc. Lorsque le module vga est en fonction d'affichage, il charge lui-même ses données 
d ' image de la mémoire vidéo et achemine les données pixel une à la suite de l'autre et au bon 
moment afin de créer le balayage de couleur adéquat sur l' écran d' affichage. 
Ces deux modules important font partie d'un module qui les englobent et qui les connectent. 
Ce module, nommé top (voir section 6.5) est la section VHDL en entier du projet d' A VN. 
C'est d'ailleur à partir de ce module que tous les autres découlent et c'est spécifiquement 
dans le but de comprendre son fonctionnement totalement que ce chapitre à été composé. 
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CHAPITRE 7 
EXPLICATION DES ÉTAPES DE MISE EN MARCHE DU CONTRÔLEUR VIDÉO 
NUMÉRIQUE À PARTIR DES FICHIERS SOURCE ET VÉRIFICATION DU 
FONCTIONNEMENT PRATIQUE À L'AIDE D'UN ÉCRAN LCD 
Ce chapitre est consacré à l'explication de toutes les étapes nécessaires de la création du 
projet dans le logiciel ISE 8.2i jusqu'au fonctionnement final du contrôleur vidéo numérique 
dans un FPGA. 
7.1 Création du projet dans le logiciel ISE 8.2i de Xilinx 
Pour créer un nouveau projet dans le logiciel ISE 8.2i de Xilinx, il suffit de démarrer le 
logiciel et de dérouler le menu « FILE » puis choisir « New Project... ». La fenêtre de la 
figure suivante apparaît. 
Projecl Name: Projecl Location 
.... Jc.;.;;trL.;..;;.dv .... i .... ~....------._._ •. --_~r'"".' . .".;;;;._. ,,:,> ...... '~rop;ietaire\Mes .documents\maitrise\ctrL.dvi\c~~dvi . 
the Type of Top·Leve! SoulCe fOI the Project=. =~==--="===. =. = .. . = ... = .. = ..... = ... ~. ~=~~ 
T op.Leve! Source Type: 
llilll 
Figure 7.1 Fenêtre de création d'un nouveau projet dans le logiciel ISE 8.2i. 
Cette fenêtre comprend trois champs importants à remplir correctement. Le champ « Project 
Name» contient le nom du projet à créer, dans ce cas-ci, on le nomme « ctrl_dvi». Le 
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champ « Project Location» contient le chemin d'accès qui comprend tout le dossier de 
projet. Le champ « Top Level Source Type » doit pointer sur l' option « HDL » puisque tout 
le projet est écrit en langage VHDL. Une fois tous les champs correctement remplis, 
appuyez sur le bouton « Next ». 
La fenêtre suivante apparaît : 
Figure 7.2 






.:.:" ,',:' :':':"., :""·:·i···":':·:;:':"·::'·:':':·~ :.:.: ~ ..••. " •.•.•• :.~'.~;.'tio':'.::. 
Fenêtre de sélection de la technologie utilisée lors de la création d'un 
nouveau projet dans le logiciel ISE S.2i. 
Afin d 'utiliser la plateforme de développement SP305 de Xilinx sans problème, vous devez 
faire les sélections telles qu'elles sont présentées à la Figure 7.2 et appuyer sur le bouton 
« Next ». Pour les fenêtres subséquentes, appuyer sur les boutons « Next », « Next » et 
« Finish » consécutivement pour terminer la création du projet. Nous n' ajoutons pas les 
sources par cette interface puisque nous voulons les ajouter au préalable dans le dossier de 
projet. 
Placez le dossier « RTL» contenant les fichiers sources VHDL dans le dossier de projet. 
Une fois cette étape terminée, retournez dans le logiciel ISE 8.2i de Xilinx et double-cliquez 
sur la commande « Add Existing Source » dans la zone des « Processes ». Une fenêtre de 
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dialogue vous permet de sélectionner toutes les sources nécessaires au projet. Les deux 
images qui suivent permettent d' identifier les fichiers sources à ajouter. 
Figure 7.3 
Figure 7.4 
Add E1Usting Sources ..... ,.: ;r"'~~~ . 
t,,~~ctrLvhd' : "C~K_~E N\I~D:' : 'C~UT , v~~,,:::::J 
i 
t 
1 .~.~;~.~~~:·:~;t~·::,~;'~··:·:·:;;~.:~·;~:·~;.~ii~~~~;i~Ii ,'--_-' 
Fenêtre de dialogue pour l'ajout des fichiers source du contrôleur VGA 
dans un projet du logiciel ISE 8.2i. 
Add Existing Sources . "'''~ 
Fenêtre de dialogue pour l'ajout des fichiers source du module bootloader 
dans un projet du logiciel ISE 8.2i. 
Une fois la sélection des fichiers effectuée, appuyez sur le bouton « Ouvrir ». Cela vous 
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...................... ...... .~.~~.~~~.~~~~!.~ .. ~ .. S imulation 
Synthe$i:/lrnp + Simulation 
Fenêtre de dialogue pour le choix du type de module utilisé spécifique à 
chaque fichier source ajouté au projet du logiciel ISE 8.2i. 
Normalement, Le logiciel détecte automatiquement qu'un module est un banc d 'essai, une 
librairie ou un module descriptif de fonctionnement. Il suffit donc d'appuyer sur le bouton 
« OK » pour terminer l' ajout des fichiers source. Si vous devez ajouter des fichiers qui ne 
font pas partie de la synthèse, comme dans le cas de certains fichiers faisant partie d 'un banc 
d' essai par exemple, vous devez changer l'association pour « Simulation Only ». Lorsque 
tous les fichiers source nécessaires à l'implémentation du FPGA ont été ajoutés, vous pouvez 
passer à l ' étape suivante. 
7.2 Configuration, fichiers de contraintes et synthèse du projet 
Comme première configuration, nous utilisons les configurations par défaut du logiciel, sauf 
pour une chose: la hiérarchie des modules doit être maintenue. Pour cela, vous devez 
sélectionner le menu properties du menu contextuel au-dessus de l' icône « synthesize -
XST » Comme montré à l' image qui suit. 
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Figure 7.6 Menu contextuel des propriétés de synthèse du logiciel ISE 8.2i. 
Ceci vous fait apparaître la fenêtre des propriétés de synthèse. Assurez-vous que l' option 
« keep hierarchie » est à « Y es » dans le niveau d' affichage « Advanced » comme démontré 
dans la figure ci-bas: 
!ml Process Properties ' . '.' .-.~~~ _ 
L·:Synthesi. Options 
L.·· HDL Options 
L"'Xilinx Specifie Options 
....................... _ .......... . 
. ~.:~ .. ~.~!~.:.~!~ .. ~~~:.~.~~!.~I~ .. ~!!.:.._ ..... - ........... _ .............................................. .. 
Synthesi. Conshaint. F~e 
............................................................... - ........................................................................................................ . 
Keep H iel arch}J Ye. 
Global Optimization Goal AIiClockN ets 
.................. - ..............•..••..•. __ ................ . 
Gene.ate RTL Schematic Ye. 
, ",;::C •• :":.:;'.;.',:.:.":.; ••• ':"'0': •• ; ........... , •••• "., •• .<~.""~,. "" ... ,.;.,.",." .. ;.,.,,,. ., ......... , . .:.M:_ ... ,.,., . . R ead Co.es ...................... ····························17····· 
ë~~·~;-S·~arch 0 M ectories ····.·.·.·.~·~·~~.~·~~.1._ ...... __ ...... . .............................. ~ ... ........... ~ ................................. ~ ...... ~ .................. ~.~~ .... ~.~ ..... .-.~ .. ~.gJ.l 
1iI"e Timing Constraints r 
C.o.s Clock Analy.i. r 
~~:~:~~i~:.p~r~:~~ ...• ·.·.·.·-Ir ~ ..... >_ ..---................. ---..;.;.;.;.;--------................. ---............... --"""i 
OK 
Figure 7.7 Fenêtre de dialogue des propriétés de synthèse du logiciel ISE 8.2i. 
De plus, un fichier de contraintes nommé top.ucf doit être ajouté au projet pour que celui-ci 
fonctionne correctement. Deux solutions s'offrent à vous pour ce fichier de contraintes. La 
première solution est d' insérer le fichier qui se trouve dans le dossier du projet déjà 
fonctionnel de ce contrôleur vidéo. L'autre option est d'en créer un à partir du début. Les 
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contraintes d'association des numéros de broches de la composante FPGA avec les signaux 
d'entrée et de sortie du système sont déjà incorporées dans le fichier top.vhd. Tout ce qu ' il 
reste à faire est de contraindre le placement des modules à l' intérieur du FPGA. Pour ce 
faire, double-cliquez sur « Create Area Constraints » de la section « Processes » comme 
montré sur l' image suivante. 
~,'C';F . 
i·· .. x:: View Design Summary , ~ .... : 
th··» Design Utilities 
éJ··» User Constraints 
, : .... @ Create Timing Constraints 
j ... © Assign Package Pins 
- .. - ... 1 .. 
Figure 7.8 Section Processes avec l'icône Create Area Constraints sélectionné dans le 
logiciel ISE 8.2i. 
Suite à cette action, la fenêtre du logiciel PACE apparaît une fois que la synthèse du code a 
été faite (il est à noter que la synthèse doit être faite en gardant la hiérarchie des modules) . 
Vous devez alors placer les composantes du projet de manière à les garder les plus 
rapprochées possible tout en les gardant aussi très proches des leurs entrées et sorties 
respectives Ceci donne dans notre cas un placement qui ressemble à celui de la fenêtre qui 
suit: 
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Figure 7.9 Placement des composantes du projet à l'aide du logiciel PACE. 
A chaque fois que vous effectuez une sauvegarde ou que vous quittez PACE, le fichier 
top.ucf est remis à jour avec les nouvelles contraintes de placement des composantes. Dans 
le cas de la Figure 7.9, les contraintes générées sont les suivantes: 
#PACE : Start of PACE Area Constraints 
INST " clk_ genO/mclk_genO/dcmO" LOC 
INST " clk genO/pclk_genO/dcmO " LOC 
"DCM XOYO "; 
"DCM XOY1 "; 
INST "vgaO/plxe1 genO/dc1k flfoO/Mram_mem_s1" LOC = " RAMB16 XOY13 "; 
INST "vgaO/pixel_genO/pixel_ processorO/c1utO/Mram_ clut sl" LOC = "RAMB16_XOY12"; 
AREA_GROUP "AG_bootloaderO " RANGE = SLICE XOY85:SLICE_X17Y68; 
INST "bootloaderO" AREA GROUP = "AG bootloaderO"; 
- -
AREA_ GROUP "AG_vgaO/ctrl_registerO" RANGE = SLICE_XOY93:SLICE_X7Y86 ; 
INST "vgaO/ctrl~registerO" AREA_GROUP = "AG_vgaO/ctrl_registerO"; 
INST " vgaO/pixel_genO/dclk_fifoO " AREA_GROUP = "AG_vgaO/pixel_genO/dclk_ fifoO "; 
AREA_GROUP " AG_vgaO/pixel genO/fifoO" RANGE = SLICE_X10Y103 : SLICE_X33Y94; 
INST " vgaO/plxel genO/flfoO " AREA_GROUP = "AG_ vgaO/plxel_genO/flfoO "; 
AREA_GROUP " AG_ vgaO/pixel_genO/pixel_ counterO" RANGE = SLICE_X8Y93 : SLICE_X13Y86; 
INST "vgaO/plxel genO/plxel_counterO" AREA_GROUP = "AG_vgaO/plxel_genO/plxel counterO " ; 
AREA_ GROUP "AG_vgaO/pixel_genO/pixel_processorO" RANGE = SLICE_XOY103:SLICE_X9Y94; 
INST " vgaO/pixel_genO/pixel_processorO " AREA_ GROUP = "AG_vgaO/pixel_ genO/pixel_processorO"; 
AREA GROUP "AG_vgaO/plxel genO/wb_ctr l O" RANGE = SLICE_X66Yll:SLICE_ X75YO; 
INST "vgaO/pixel_genO/wb_ctrlO " AREA_ GROUP = "AG_vgaO/pixel_genO/wb_c trlO "; 
AREA_GROUP "AG_vgaO/sync_genO " RANGE = SLICE_XOYl27 :SLICE_X7Yl20; 
INST "vgaO/sync_genO " AREA_GROUP = "AG_vgaO/sync_genO"; 
AREA_GROUP "AG_wb2zbt_ wraperO " RANGE = SLICE_X62Yl:SLICE_ X65YO; 
INST " wb2zbt_wraperO" AREA_GROUP = "AG_wb2zbt_wraperO "; 
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v ous pouvez aussi utiliser ce placement en copiant ces contraintes directement dans le fichier 
top.ucf. 
Une fois le placement des modules terminé, relancez la synthèse du code VHDL en 
sélectionnant la commande « Rerun » du menu contextuel au-dessus de l'icône « Synthesize 
- XST » comme sur la figure qui suit. 
Add Existing Source 
Create New Source 
View Design Summar~ 
Design Utilities 
User Constraints 
': "A, S~nthesi2e • XS T 
, ~~®Implement Design 
, ~~ 
Figure 7.10 Menu contextuel pour la commande Rerun de la synthèse du logiciel ISE 
8.2i. 
Si vous êtes prêts à programmer le FPGA, vous pouvez passer directement à la section 
suivante sans activer la commande « Rerun » puisque celle-ci se fera automatiquement avec 
cette étape. 
7.3 Placement et routage et création du fichier *.bit 
Vous pouvez maintenant lancer le placement et le routage du circuit interne du FPGA ainsi 
que la génération du fichier de programmation * .bit. Pour effectuer ces opérations, vous 
n' avez qu'à double-cliquer sur l'icône «Generate Programming File» de la section 
« Processes » comme montré sur la figure suivante. 
: .... r::l Add E xisting Source 
j .... r::l Create New Source 
; l .... . ~ View Design Summary 
. I±].» Design U tilities 
i rt .. » User Constraints 
: $ .. ~~~Synthesi2e -><S T 
i $"~~ Implement Design 
: œ .:.\ Generale Programming File 
/~::~;~~~~;~;] _ ~.· : :: · ~: - ~j~;)@i~*~N!i.,I, . 
...;..:.--"~ ,.,.~~ ~_.n ,~"~~~~h •••• ,_~ __ ~n" 
Figure 7.11 Double-clique pour générer le fichier *.bit avec le logiciel ISE 8.2i. 
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Le processus prend quelques minutes selon votre configuration matérielle informatique. Une 
fois le processus terminé, le fichier top.bit est généré directement dans le dossier de projet 
/ctrl dvi/. 
7.4 Génération du fichier *.mcs comprenant les données de configuration de base du 
FPGA 
Afin d'utiliser le contrôleur vidéo, il est nécessaire de charger des images dans la mémoire 
vidéo. Pour faire cela, nous avons opté pour une solution simple et efficace qui nous permet 
de stocker les images directement à la suite de la trame de configuration du FPGA dans la 
mémoire de configuration PROM de la plateforme de développement. Pour faire cela, 
plusieurs manipulations sont présentement nécessaires, mais il sera possible dans le future 
d'automatiser ces étapes à l'aide d'un script. Ces étapes sont décrites dans les sections 7.4 
(la présente section) et 7.5. 
La première étape est de générer le fichier * .MCS de départ qui contient l'équivalent du 
fichier *. bit grâce à l'utilisation du logiciel Impact de Xilinx. Pour lancer Impact, déroulez la 
poignée marquée d'un « +» vis-à-vis l'icône « Generate Programming File» et double-
cliquez sur l'icône « Configure Device (iMPACT) » tel que montré sur la figure suivante. 
i···· ~ View Design Summary 
r:iJ .. '»' Design Utilities 
$ .. "», User Constraints 
!±J .. ~~~ Synthesize . XS T 
ici+- ~~J:, lmplement Design 
!~}'~~ill Generate Programming File , 
lij~Programming File Generation Rr! 
<? Generate PROM,ACE, orJTAGl 
I~ 
Figure 7.12 Double-clique pour lancer iMPACT avec le logiciel ISE 8.2i. 
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Le logiciel iMPACT est chargé et une fenêtre de départ apparaît si c' est la première fois que 
vous lancez iMPACT pour ce projet 
Figure 7.13 Fenêtre de départ du logiciel iMPACT. 
La Figure 7.13 présente cette première fenêtre du logiciel iMPACT. Sélectionnez le bouton 
radio « Prepare a PROM File » et appuyez sur le bouton « Next ». Vous avez alors la fenêtre 
suivante qui est la fenêtre de préparation pour générer le fichier * .mcs 
", iMPACT-PreparePROMfiJes . :'.'~:;;.,,~ 
1 wantto (arget a 
(f XiÎhI< PROM 
C, Generje ParalefPHOM 
c: 3rd-Party SPI PHOM 
C· ffiOM1iupjlOlfjngMulJP.teDesigpV!l!$\Qns: I~~!!~~~':!!tii!.22! .".~._""" ' X~] , 
- """""'l'T."~~·'''''''''''''·Y~''''·~~~i'''Wr:· .. ~ 
r.;}MCS · TEK C) UfP('C"lormat} 
~ BIN 
Che<;ktum Fil VllIue !2 Hex Digitt~ 1 FF 
PROM FieN~ 1~~~,~1,'11:~.,," ,."" 
Location: ', 1,9 ~.(~. ~.~~ri.~~ai,'~/.~.:.sc.do,=~~:~t.~~~.~i.~ r.,~:~~t: I~,9~~;~I~~;~~~~~;;~;;!I;;;.!··;('~:;~;;~~::·:·':' 1 
Figure 7.14 Fenêtre de préparation d'un fichier *.mcs du logiciel iMPACT. 
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La mémoire PROM utilisée sur la plateforme de développement est une composante 
fabriquée par la compagnie Xilinx. Donc, le bouton radio «Xilinx PROM» doit être 
sélectionné. C'est d'ailleurs celui qui est sélectionné par défaut. 
Dans l'encadré « PROM File Format », le bouton radio MCS doit être sélectionné (il l'est 
aussi par défaut). Vous devez ensuite nommer le fichier * .mcs dans le champ « PROM File 
Name ». Dans notre cas, nous l'avons nommé initial.mcs pour identifier que c'est le fichier 
de base. Enfin, on doit identifier l'emplacement de création du fichier. Nous avons donc 
placé un dossier nommé « Platform_flash» à l'intérieur du dossier de projet afin d'y 
sauvegarder tous les fichiers relatifs à la mémoire PROMo Le chemin d'accès pour ce dossier 
peut être écrit à la main ou en appuyant sur le bouton « browse » puis en allant le chercher 
dans l'arborescence du disque dur. Une fois tous les champs remplis adéquatement, vous 
pouvez appuyer sur le bouton « Next » qui vous amènera à la figure suivante. 
, iMPACT - Speciry X"1lim< PROMOeYKe - ~~ 
Ci-'~SelèctPROM 
r Enal)le R~ 
C.E~CÇI!>I)t~ 
SeIëcI. PROM: r-1',c"-:"L_- ._-.• "'7) i".l( J!!E.':."m.~!!!:~~!L _,_.Jill !i""" '>:fu~,,"'~} 
. d 32p 
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Figure 7.15 Fenêtre de sélection du type de mémoire PROM du logiciel iMPACT. 
La fenêtre de dialogue de la Figure 7.15 vous pennet de sélectionner la composante 
« xcf32p » et de l' ajouter dans la liste de mémoire à programmer en appuyant sur le bouton 
« Add ». Comme c'est la seule mémoire PROM de la carte de développement, c' est aussi la 
seule composante à ajouter. Vous pouvez faire « Next » par la suite, ce qui vous donne une 
dernière fenêtre de dialogue faisant état du sommaire de la génération du fichier * .mcs. Vous 
pouvez appuyer sur le bouton « Finish » pour en arriver à la fenêtre de la Figure 7.16 qui 
vous permet maintenant d ' ajouter le fichier de configuration nécessaires pour le FPGA à 
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Figure 7.16 Fenêtre de sélection des fichiers de configuration du FPGA du logiciel 
iMPACT. 
Appuyez sur le bouton « OK » dans la fenêtre « Add Deviee » et choisissez le fichier top. bit, 
qui a été généré auparavant à la section 7.3, grâce à la fenêtre de dialogue de l'image 
suivante. Appuyez sur le bouton « Ouvrir » pour valider la sélection. 
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Add Deviee : '; ,._, 1- ············ m~i 
IF.PG.A BitFil.e .. I " ~itJ 
Figure 7.17 Fenêtre de sélection du fichier * .bit avec le logiciel iMPACT. 
Une fenêtre de dialogue (Figure 7.18) vous demandant si vous voulez ajouter un autre fichier 
de configuration apparaît. Faite ({ No », ce qui vous donnera la Figure 7.19 qui vous montre 
le fichier top.bit comme faisant partie de la mémoire PROM xcf32p et prenant 15.54% de 
l' espace de celle-ci. Sélectionnez l' icône de la PROM pour qu'elle devienne de couleur verte 
et lancez la génération du fichier initial.mcs en double-cliquant sur la commande ({ Generate 





~ !:JOi ect SPI Cor4'iguli ... 
H:~S)':temfi:E 
L [!}PROM Fie FOfl'l'lal:te! 
: AvMable Opefalion, /Ile: 










1'",\ ~)'OU""to~~'deMc~fklO 1, ,/" 
0«0"", •• ,,0 
!L __ !!'s~jl :~ 
Fenêtre du logiciel iMPACT. 
:lt1: Cur rent De :l iÇj' n - ver:lion a 
Fenêtre du logiciel iMPACT. 
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Lorsque le fichier est généré, un message vous l'annonce en bleu, comme montré sur l' image 
précédente. Vous êtes donc prêt à passer à l'étape suivante qui est d'ajouter les données 
d' image à ce fichier * .mcs. 
7.5 Exécution des scripts pour insérer les données d'images dans le fichier *.mcs 
Le fichier * .mcs est un fichier texte, ce qui permet de le traiter facilement à l'aide de scripts 
écrit en langage PERL. Le PERL a, quand à lui, l' avantage d ' être installé par défaut avec la 
s~ite de logiciels ISE et son utilisation n ' occasionne aucune manipulation supplémentaire. 
Vous trouverez les détails sur le fonctionnement des scripts aux sections 5.2 et 7.5. 
Le premier script à exécuter est celui qui permet de convertir les images de format * .bmp en 
format texte. Vous devez modifier le script pour lui donner le bon fichier * .bmp à convertir. 
Ensuite, il suffit de lancer le script pour qu' il génère un fichier texte. Pour cela, vous devez 
vous placer dans le répertoire « Plateform_flash » à l' intérieur du projet et ensuite vous devez 
lancer la commande « xilperl bmp2txt.pl ». Pour le moment, chaque image doit être 
convertie de manière indépendante. Éventuellement, il sera possible d' écrire un script qui 
place plusieurs images simultanément dans un même fichier texte. La figure suivante montre 
un terminal DOS avec la dernière commande prête à s'effectuer. 
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Figure 7.20 Fenêtre terminal DOS avec la commande xilperl bmp2txt.pI. 
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Figure 7.21 Fenêtre terminal DOS avec le résultat de l'exécution de la commande 
xilperl bmp2txt.pl. 
La Figure 7.21 montre le début de l' affichage de la table des couleurs lors de l' exécution du 
script bmp2txt.pl. Cet affichage sert entre autres à vérifier 1 'homogénéité des tables de 
chaque image. 
Les deux figures qui suivent, montrent le terminal DOS avant et après l' exécution du script 
pc2.pl qui permet d' ajouter les données d ' image au fichier initial.mcs. Sur la Figure 7.22, 
vous pouvez voir un exemple de la commande pour exécuter ce script. Le paramètre -ps 
permet de spécifier la taille de la mémoire PROM (PROM Size), dans ce cas-ci, elle est de 32 
Mb d' où « -ps 32 ». Le paramètre « -uf » (U ser File) permet de spécifier le fichier de texte 
qui contient les données d' image à ajouter au fichier * .mcs. Dans ce cas-ci, nous avons 
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utilisé « -uf A800600.txt ». Le dernier paramètre « -pf » (PROM File) sert à spécifier quel 
fichier * .mcs de départ doit être utilisé pour générer le fichier * .mcs final. Dans le cas de 
l'image qui suit, le fichier utilisé est initial. mes qui a été généré à la section précédente et le 
fichier généré par la commande est nommé new _initial.mcs. Le script génère toujours un 
fichier dont le nom est le même que le fichier * .mcs initial avec un préfixe « new _ ». 
Figure 7.22 Fenêtre terminal DOS avec la commande xilperl pc2.pl. 
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Figure 7.23 Fenêtre terminal DOS avec le résultat de l'exécution de la commande 
xilperl pc2.pl. 
L' exécution du script pc2.pl donne quelques informations comme celle montrée sur la figure 
précédente. Une fois terminé, vous êtes prêt à configurer le FPGA. Cependant, il est 
impératif de bien brancher les composantes avant de passer à cette étape. C' est pour cette 
raison que la section suivante a été rédigée. 
7.6 Branchement des composantes matérielles pour le bon fonctionnement du projet 
Pour faire fonctionner tout le système, vous avez besoins de ce matériel : 
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A. Un ordinateur PC avec Windows XP ou ultérieur et qui possède un port parallèle et 
un port PS2; 
B. Le logiciel ISE 8.2i de Xilinx préinstallé; 
C. Un câble JT AG Parallel Cable IV de Xilinx; 
D. Un écran VGA de plus pour tester le fonctionnement du projet; 
E. La plateforme de développement SP305 de Xilinx avec son alimentation. 
Les deux figures suivantes montrent le schéma de connexion des composantes. 
1 O\IIJPSiil 












Figure 7.24 Schéma de connexion de la carte SP30S de-Xilinx avec ses périphériques. 
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Figure 7.25 Photo du câblage de la carte SP305 de Xilinx. 
L' ordinateur qui exécute la suite ISE8.2i de Xilinx doit obligatoirement posséder un port 
parallèle et un port PS2 afin de pouvoir brancher le câble JT AG « Parallel Cable IV » dont on 
voit l'une des extrémités sur la photo de la Figure 7.25. Il est possible d' utiliser d'autres 
technologies de câble JTAG, mais il faut bien s' assurer de la compatibilité de cette 
technologie avec la carte SP305 avant de procéder au changement. 
Le câblage de la carte SP305 est simple; vous pouvez vous référer à la Figure 7.24 pour 
suivre les prochaines explications. L' ordinateur PC est relié à la carte par le câble JTAG 
« Parallel Cable IV ». Le câble JTAG est ensuite branché sur la carte comme le montre la 
Figure 7.25. Pour terminer, la carte est branchée sur un écran par un câble VGA. Nous 
faisons abstraction des explications pour connecter les alimentations des différent 
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périphériques puisque nous prenons pour acquis que les compétences de base des lecteurs de 
ce document sont suffisantes. 
Le FPGA doit être placé en mode « Master Seriai » puisque sa configuration se fera à l' aide 
d 'un signal sériel provenant de la PROM et c' est lui qui devra générer le signal d'horloge 
cclk pour sa propre configuration, d ' où l ' appellation « Master ». Pour placer le FPGA dans 
ce mode, il faut placer ses trois broches M2, Ml et MO à zéro. Ceci peut être fait simplement 
en plaçant tous les interrupteurs S W 13 à zéro comme vous pouvez le constater à gauche du 
cavalier 138 sur la Figure 7.25. 
7.7 Chargement de la mémoire PROM et configuration automatique du FPGA 
Pour programmer le FPGA, vous devez au préalable initialiser la chaine JTAG. Sur la carte 
SP305 , la chaine JTAG contient deux composantes dans l' ordre suivant : La PROM xcfJ2p 
et le FPGA XC3S1500. Pour initialiser le lien JTAG, activez le logiciel iMPACT et ouvrez 
le mode « Boundary Scan ». La figure suivante montre le mode « Boundary Scan » 
sélectionné. 
! .. !:ISl.lveSI!I'lai :!lSeleciMAP !!lDe:ktop CorlÎg\A'lIIion ~Di~1 SPI ConIi9uIa ... ~S)lttem'l.CE [!)PAOM FiieFOImatter 
F.ight dick 10 Add DtVlCt Cil lru!!we JT HJ thain 
Figure 7.26 Sélection du mode« Boundary Scan» dans le logiciel iMPACT. 
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Par la suite, déroulez le menu contextuel de la région « Boundary Scan » et lancez la 
commande « Initialize Chain » comme montré à la figure suivante. 
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P..ighl dickto "'ddDe':'iI.' .,; •••• 1 
Avaèble Operal;ion$ ale: 
Figure 7.27 Initialisation de la chaine JTAG sur le logiciel iMPACT. 
La chaine des composantes de la carte SP305 apparait alors dans la région « Boundary 
Scan» de la fenêtre et une fenêtre de dialogue « Assign New Configuration File» apparaît 
avec la composante xcf32P pré sélectionnée comme sur la figure suivante. 
• '! jt :,<t: ~ tJp-:rllh,;1"I1 ~l'I$ 0<)ql41:: Or.bJ\l ',!'>~ rl:i, 
~,,~k~'.i--~:-i:~TO J"-F\lli?il-i;ïj."i8j'~ .. -- - .. ------.--.------ -
t~~~~~ ,,· 
~!:JSelectMAP 
t :,:JDe~klop Con/~ation -!:JDireel SPI ûnf,,')uuI ~S)lstelflACE 
L. Œ}PROM File FouTI"lter TOO ____________ ~ ~~~~~~~~:W~ il :;:'" I~,,:,,~ .. "'''''' ~"':/~.:"~I=":" .. -"":t;l! "", ~ d< [;il; iii 
:~ ;bJI9O 
"r : ~.:~'::Ulrnsgs 
:~ bPlal'onn-'la~h 
:~ .~ RTl 
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Figure 7.28 Fenêtre de dialogue pour la sélection du fichier new _initial.mcs avec le 
logiciel iMPACT. 
Vous devez alors aller chercher le fichier new _initial.mcs que vous venez de générer et qui 
doit se trouver dans le dossier Plateform _flash. Appuyez sur le bouton « Open » lorsque cela 
est fait. Le fichier sera donc assigné à la composante xcf32p et une autre fenêtre apparaîtra 
pour la sélection du fichier de programmation du FPGA comme sur la Figure 7.29. Appuyez 
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Figure 7.29 Fenêtre de dialogue pour désactiver la programmation du FPGA avec le 
logiciel iMPACT. 
Nous sautons la programmation du FPGA à cette étape puisque celui-ci sera programmé par 
la mémoire PROMo Ceci nous permet d ' éteindre la carte et de garder le programme sur 
celle-ci sans avoir à recharger le fichier à chaque mise sous tension de la carte. 
Pour programmer la PROM, sélectionner l' icône qui la représente dans la chaîne et double-
cliquez sur la commande « Program » dans la région « iMPACT Process Operations » du 
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TOO __________________ ~ 
Figure 7.30 Démarrage de la commande « Program )) de la mémoire PROM par le 
logiciel iMPACT. 
· -. Programming Properties .. 'S~~!' • -
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!····Advanced PROM PlOgramming Properlies 
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Figure 7.31 Fenêtre d'options de programmation de la mémoire PROM du logiciel 
iMPACT. 
Au lancement de la programmation de la mémoire xcf32p, vous aurez l'apparition de la 
fenêtre des options de programmation de celle-ci . Sélectionner les options telles qu'elles 
sont montrées sur la figure précédente afin que la mémoire PROM soit effacée avant d'être 
reprogrammée et que le FPGA soit configuré suite au succès de la programmation de la 
mémoire PROMo Appuyez sur le bouton « OK » pour lancer le processus. La barre de 
progression de la programmation prendra un certain temps avant de commencer à avancer 
puisque le programme débute par l'effacement de la mémoire PROM avant de la 
reprogrammée. Un message vous sera affiché lorsque le processus sera terminé. 
Voici maintenant ce qui se passera sur la carte SP305 à partir de la programmation de celle-
CL La figure suivante montre un schéma qui indique la programmation de la mémoire 
PROM par le lien JTAG entre la carte et l'ordinateur PC. 
1 SMA (DlIieteollailn/ _.. -1 Out CJe<.ii,.) ~ 
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Figure 7.32 Schéma bloc montrant la programmation de la mémoire PROM sur la 
carte SP30S. 












Figure 7.33 Schéma bloc de la configuration du FPGA par la mémoire PROM sur la 
carte SP30S. 
Suite à la configuration du FPGA, les DEL « DONE » et « INIT » s ' allument et le module 
Bootloader qui se trouve maintenant dans le FPGA se met à la recherche des données 
d ' image dans la mémoire PROMo Lorsque les données sont détectées grâce au patron de bits 
Ox8F9FAFBF, la DEL « errl s ' allume pour indiquer le début du chargement de la mémoire. 
Ceci est présenté sur la Figure 7.34 : Le FPGA charge les données de la mémoire PROM et 










Figure 7.34 Chargement des données d'image dans la mémoire vidéo. 
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Lorsque le chargement de la mémoire est terminé, la DEL « Err2 » s' allume et le système 
d'affichage se met en action dans le FPGA. Il est maintenant possible de déconnecter le 
câble JTAG puisque la carte peut fonctionner en mode indépendant à partir du moment que la 
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Figure 7.35 Schéma bloc du système lors de l'affichage des images sur l'écran de 
vérification. 
La sélection des images affichées est faite par le module bootloader qui contrôle le système 
vidéo et qui remplace pour le moment un processeur. 
Voici une photo du résultat lorsque le système est activé: 
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Figure 7.36 Démonstration de la fonctionnalité du système. 
Sur la Figure 7.36, on montre la fonctionnalité d'affichage du système. Sur cette photo, la 
résolution est de 800 x 600 pixels en mode 8 bpp avec un taux de rafraichissement de 60 Hz. 
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Figure 7.37 Démonstration de la fonctionnalité du système avec transition d'image. 
La Figure 7.37 montre aussi la fonctionnalité du système, mais elle montre aussi le coté 
dynamique de l' afficheur puisque sur cette photo on voit bien que l'image est en transition 
vers une autre image. C'est le module bootloader qui permet de faire le changement de 
l' image affichée environ toute les secondes. Pour que la photo puisse prendre les deux 
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images en un seul clic, c'est que la transition entre les images consécutives est assez rapide 
pour éventuellement faire de la vidéo avec ce contrôleur. 
7.8 Conclusion 
Cette section conclue le CHAPITRE 7. Ce chapitre sert de guide pour mettre en marche le 
système d'A VN à partir du début et étape par étape. Les étapes contenues dans ce chapitre 
sont donc les suivantes: 
A. Création du projet dans le logiciel ISE 8.2i de Xilinx; 
B. Configuration, fichiers de contraintes et synthèse du projet; 
C. Placement et routage et création du fichier * .bit; 
D. Génération du fichier * .mcs comprenant les données de configuration de base du 
FPGA; 
E. Exécution des scripts pour insérer les données d'images dans le fichier * .mcs; 
F. Branchement des composantes matérielles pour le bon fonctionnement du projet; 
G. Chargement de la mémoire PROM et configuration automatique du FPGA. 
Les étapes A, B, C et D sont nécessaire uniquement la première fois que la génération du 
fichier de configuration est nécessaire. Par la suite, il est possible de re partir de l'étape E en 
utilisant toujours le même fichier de base * .mcs et de suivre les étapes subséquentes (les 




DISCUSSIONS ET RECOMMANDATIONS 
Ce chapitre permet de situer l' état fonctionnel du système d'A VN dans son contexte de 
développement au travers trois sections différentes: 
A. Interprétation des résultats; 
B. Les problèmes rencontrés et les essais infructueux; 
C. Ce qui peut être ajouté ou amélioré. 
Ce chapitre se veut très important dans la mesure où il peut servir de tremplin pour le 
développement d 'un système d'AVN plus complexe. 
8.1 Interprétation des résultats 
Cette section a pour but de montrer l' aboutissement du projet final. Pour chaque section, une 
explication des résultats permet de bien comprendre les choix technologiques qui ont permis 
de mener le projet à terme tout en répondant aux attentes de départs. 
8.1.1 L'espace utilisé par le code synthétisé 
Suite à l'utilisation de BlockRAM, il a été possible de rendre le contrôleur très efficace au 
niveau de l'espace qu' il occupe. Voici un tableau qui résume les résultats obtenus: 
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Tableau 8.1 
Sommaire des ressources matérielles utilisées par le code dans le FPGA XC3S 1500 donné 
par le logiciel ISE 8.2i de Xilinx 
L~ogic Distribution __ ~~~_~ __ ~~.~_.;--___ + :.I__ ~~~=jI=··.~~ __ ~_J 
NumbeT.?r occt:ried Slices .. . mm J 845,1 ... 13,}!2:1 6% 
l~llrnber .. of[)Ç~~ ...... m. .m .. ... ... .. .. m .. ....... m "mm l ... 2il ~ .I 50% 
~l eq.uival.ent ga_t_e~c~o.u~ . .. ~Il~. ~o~r_d_e~s~).:::cgn_~~~~w;:=2~9~2~,=3_9 __ L+I .. ~. ,~~ ____ J..... . .. ..... _ ..... _ ~~.· .. I 
! ;l...dditi~mal JT AG gate c.0ll.I1! for lOBs ...... 5,328J 1 
À première vue, on remarque que la composante FPGA est sous-utilisée avec uniquement 6% 
des « slices » et 3% des LUT. On remarque aussi que quatre Block RAM sont inférés à 
cause, entre autres, de l' utilisation de fifo et aussi de la table de couleurs. Il est à noter que 
les statistiques du Tableau 8.1 englobent celles engendrées par le module bootloader, ce qui 
n'est pas négligeable étant donné la complexité de ce module. Comme première étape, il est 
donc facile d'affirmer que ce contrôleur prend très peu d'espace. De plus, étant donné que 
plusieurs optimisations peuvent encore être faites, il pourrait être possible de réduire encore 
la quantité de ressources utilisées par le système. La section 8.2 explique en détail ce qui 
peut être fait pour réduire encore l'espace utilisée et augmenter les fréquences d'opération du 
contrôleur vidéo. 
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8.1.2 La fréquence maximale atteinte de l'horloge système 
Le convertisseur numérique vers analogique du port VGA permet de transmettre les pixels 
avec une fréquence de 50 MHz ([58] Xilinx, 2005, p. 21). Cependant, les fréquences 
théoriques atteignables des deux horloges générées par le système sont de 94,7 MHz pour 
l 'horloge pixel pc1k et 91 ,1 MHz pour l 'horloge maître mc1k. Ces données sont tirées du 
rapport de synthèse du logiciel ISE 8.2i. 
8.1.3 Les résolutions maximales d'affichage atteintes par le système 
En théorie, ce qui limite présentement le système est le convertisseur VGA qui est limité à 
une fréquence de 50 MHz. Si on se fie à cette limite physique et qu'on regarde le 
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Tableau 5.1, la résolution maximale atteignable est 800x600 avec rafraichissement de 75 Hz 
puisque la fréquence pixel nécessaire pour cette résolution est de 49,5 MHz. Cependant, le 
convertisseur a été poussé au-delà de ses limites nominales, puisque la résolution 1024 x 768 
avec un rafraichissement de 60 Hz a été essayée avec succès. Ce qui est intéressant, c' est que 
la fréquence pixel demandée pour cette résolution est de 65 MHz, ce qui dépasse de 30 % la 
capacité fréquentielle nominale du convertisseur. 
Aussi, si on se fie aux fréquences théoriquement atteignables de notre A VN, il est possible 
d' atteindre la résolution de 1024 x 768 avec un rafraichissement de 75 Hz. Il est permis de 
penser qu' en optimisant encore les délais de propagations critiques du système, il sera 
possible d' atteindre la résolution de 1024 x 768 avec un rafraichissement de 85 Hz. En effet, 
la fréquence pixel de cette résolution est de 94,5 MHz, ce qui est légèrement plus élevée que 
la fréquence théorique atteignable de 1 'horloge maître du système. 
La profondeur des couleurs n' affecte pas la fréquence d'opération de l'affichage. Elle 
n' affecte que la bande passante du canal de communication entre le contrôleur et la mémoire 
vidéo. En maintenant une fréquence de l'horloge maîtresse plus élevée que celle de l'horloge 
pixel , on assure un fonctionnement optimal du contrôleur. 
8.1.4 Les spécifications actuelles du système par rapport à celles attendues 
Si nous reprenons les spécifications fonctionnelles énumérées au CHAPITRE 4, voici celles 
qui ont été atteintes. 
Le contrôleur vidéo numérique comprend: 
a. une sortie VGA (RGB, utilisées présentement chez CMC) qUI permet aUSSI de 
s' adapter dans l' éventualité d'une migration vers un port DVI; 
b. une résolution d' affichage allant jusqu' à 1024 x 768 et un taux de rafraichissement de 
60 Hz (et théoriquement jusqu'à 75 Hz) en mode 24 bits par couleur; 
c. une mémoire vidéo externe au FPGA pour l' entreposage des images, cette mémoire 
possède une bande passante de 280 Mols puisque la fréquence actuelle du système est 
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de 70 MHz avec 4 octets par cycle. Cette mémoire fonctionne avec un pipeline 
(mémoire ZBT); 
d. une possibilité d'utiliser les modes d'affichage 8 bits avec table de couleurs ou 24 
bits; 
e. deux bus Wishbone: un pour le processeur host (ou bootloader) et un pour la 
mémoire vidéo, ce qui permet un interfaçage rapide et une optimisation de la bande 
passante de la mémoire vidéo; 
f. deux banques d' image, ce qui permet de faire un changement rapide de l' image 
affichée par un changement de la banque d'image sélectionnée sans provoquer de 
déformation d'image; 
g. un module de chargement (bootloader) permettant au minimum de charger les images 
en mémoire vidéo et de configurer le module d' A VN au démarrage. 
La carte de développement répond à toutes les spécifications de départ puisque ces dernières 
ont été définies en fonction du choix de la plateforme de développement utilisée. Il est donc 
inutile de répéter la liste de ces spécifications physiques, référez-vous plutôt à la section 4.2 
pour les détails. 
De la même manière, référez-vous à la section 4.3 pour connaître le guide de syntaxe du code 
VHDL qui a été utilisé pour programmer le contrôleur vidéo. 
8.1.5 Présentation du projet chez CMC Électronique 
Une présentation du projet à eu lieu afin de démontrer la fonctionnalité du projet et la 
capacité de l'ÉTS et CMC Électronique de travailler en partenariat. Il a été question du but 
du projet, du principe de fonctionnement et des résultats obtenus à ce jour. Les personnes 
présentes ont été enchantées de ce qu' ils ont vu. Le message est si bien passé que des 
négociations sont en cours pour démarrer une phase numéro 2 du projet. 
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8.2 Les problèmes rencontrés et les essais infructueux. 
Lors du développement du contrôleur vidéo, plusieurs essais ont été effectués avant d' en 
arriver à un produit final. Cette section relate des embu ch es les plus marquantes qui ont été 
rencontrées. 
8.2.1 Chargement de la mémoire par les fichiers *.SVF 
Un fichier SVF permet d'utiliser le câble JTAG pour forcer des valeurs sur les broches du 
FPGA. Nous avons donc essayé, au commencement du projet, de charger la mémoire par 
cette approche. Le principe était simple, mais le chargement de la mémoire de cette manière 
pouvait prendre plusieures heures, puisqu' il était impossible d' envoyer uniquement les 
données utiles. Pour chaque donnée de 32 bits envoyée, il fallait charger en série tous les 
registres à décalage de la chaine JT AG du FPGA. A vec un port JT AG cadencé à 200 kHz, 
c' était vraiment trop long. Plusieurs heures de préparation et d' essais ont été perdues avant 
de s'en rendre compte. 
8.2.2 Changement du chip mémoire 
Il s'est passé un long moment avant de s'apercevoir que la mémoire ZBT s' adressait par 
tranche de 36 bits. Il avait été pris comme idée que la mémoire était adressable par tranches 
de 9 bits, ce qui fait que la lecture se faisait dans le circuit avec cette idée en tête. Personne 
ne croyait qu' il aurait pu en être autrement. Par contre, lors du développement du code, un 
problème persistant nous a obligés à revoir nos conceptions de ce que peut être une mémoire. 
En effet, le problème rencontré était que l' image s'affichait, mais uniquement en partie. 
Après plusieurs jours de recherche, d'essais et d' erreur, il est devenu évident que le problème 
était à la base même du fonctionnement de la mémoire. En lisant les spécifications ([10] 
Cypress, 2004) il est devenu évident que le problème était là. Nous n' utilisions uniquement 
que le quart de la mémoire en faisant des accès uniquement aux adresses divisibles par 
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quatre. Nous avons corrigé le tir en faisant nos accès à chaque adresse et l'image est apparue 
comme par enchantement. 
Par contre, cette mauvaise perception de la mémoire n ' était pas encore corrigée parfaitement. 
Étant donné que la composante possédait 23 broches d'adresses reliées au FPGA, il ne nous 
est jamais venu à l' idée que certaines de ces broches pouvaient être inactives. Ce qui fait 
qu'avec l'ajout de plusieurs images dans la mémoire est apparue la suite du problème. Les 
images chargées dans la mémoire se chevauchaient lors de l'affichage. En vérifiant le 
contenu de la mémoire, on devait conclure que le chargement écrasait les données à mesure. 
Encore une fois , en approfondissant la lecture des spécifications de la mémoire, on s' est 
rendu compte que celle-ci ne possédait que 18 bits d' adresse actifs pour un total de 9 Mbits 
de données adressables. Ceci n'était pas assez pour les besoins du projet. Il a donc été 
nécessaire de faire une mise à niveau de la composante mémoire. Nous avons commandé la 
nouvelle pièce et l'avons remplacé sur la plateforme SP3 05. Nous pouvons maintenant 
accéder à 9 Mo de données, ce qui est largement suffisant. 
8.3 Ce qui peut être ajouté ou amélioré 
Cette section relate de ce qui peut encore être fait pour améliorer le système. Il est question 
des améliorations aux niveaux fonctionnel , opérationnel et physique du contrôleur vidéo. 
8.3.1 Implémentation du mode d'économie d'énergie 
Le mode d'économie d'énergie activé de manière logiciel n ' est pas implémenté puisqu' il 
n'était pas prioritaire et a été mis de côté. Il est cependant aisé de l'ajouter aux 
fonctionnalités du système en utilisant un registre du module ctrlJegister pour mémoriser 
l' état du mode d ' économie d 'énergie et de permettre le transfert de cette information au 
convertisseur VGA et à la mémoire vidéo pour qu'ils puissent se mettre en mode 
d' économie. De plus, si le FPGA le permet, il pourrait être intéressant de mettre le 
contrôleur vidéo en mode d'économie lui aussi. 
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8.3.2 Simulation post placement et contraintes de timing 
Pour améliorer les performances du système, il sera nécessaire d'ajouter des contraintes de 
timing aux signaux critiques du circuit. De plus, afin de s'assurer du fonctionnement adéquat 
du système après l' aj out de ces contraintes, il sera nécessaire de refaire toute les simulations. 
Ceci nous permettra de déceler les détails de synchronisme du système. 
8.3.3 Utilisation d'un port DVI plutôt que VGA 
Les limites des technologies VGA sont atteintes aujourd'hui et sont dépassées par celles du 
standard DV!. Cependant, il est nécessaire de procéder à une étude approfondie des besoins 
de CMC Électronique avant d' entreprendre le développement d'une technologie DVI puisque 
les performances des technologies VGA répondent amplement aux besoins actuels de la 
compagme. 
8.3.4 Jumeler les deux scripts PERL 
Pour utiliser le projet en production, il deviendra primordial de rendre le processus de 
création du fichier * .mcs plus automatique. Ceci se traduit par une obligation de jumeler les 
deux scripts PERL qui permettent, dans un premier temps, de générer le fichier des données 
d' image et, dans au deuxième temps, de créer le fichier * .mcs. De plus, le nouveau script 
devrait permettre de convertir rapidement plusieurs fichiers d'image en série sans passer par 
des méthodes manuelles. 
Le script de conversion des fichiers * .BMP en fichier * .txt ne reconnaît pas encore la 
profondeur des couleurs de manière automatique, il faudrait ajouter cette fonctionnalité au 
script final. 
Il serait aussi possible de réduire légèrement la complexité du module bootloader en 
réorganisant les bits de données à l' avance pour éviter de le faire à la sortie de la mémoire 
PROM (se référer à la section 5.2). 
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Une autre amélioration que le script PERL peut apporter est d'inscrire la table des couleurs 
directement dans le fichier de configuration du FPGA plutôt que de charger cette table par le 
bootloader. Ceci permettrait premièrement de réduire le temps de préparation du système à 
l'initialisation, deuxièmement de réduire le câblage occasionné par le contrôle du chargement 
dans le module VGA et troisièmement de réduire la complexité du module bootloader. 
8.3.5 Configuration du FPGA en mode « Parallel Master » 
La configuration du FPGA en mode « Parallel master» nous permettrais de rendre la 
configuration du FPGA et le chargement de la mémoire vidéo huit fois plus rapide, puisque 
les données arriverait par groupe de 8 bits au FPGA plutôt que un bit à la fois (voir la section 
5.2 pour plus de détails). 
8.3.6 Optimisation des modules fifo et dclk_fifo. 
Premièrement, l'utilisation d'un module fifo à deux horloges est discutable. Il serait 
intéressant d'étudier la possibilité d'utiliser un simple fifo dont la profondeur est optimale 
avec un double tampon pour effectuer le changement de domaine d'horloge en sortie. Il 
serait peut-être possible de diminuer le nombre de ressources utilisées par le module 
dclk fifo. 
Deuxièmement, il serait possible de faire disparaitre le module fifo et d'ajouter uniquement 
deux ou trois registres de plus dans le module pixetprocessor. En effet, le module fifo sert 
uniquement pour assurer que les données provenant de la mémoire ne soient pas perdues 
dans le cas où le module pixel ~rocessor ne permet pas de prendre de nouvelles données. 
Étant donné que la mémoire possède un pipeline avec les données décalées de deux cycles 
d'horloge, il arrive que la consigne d'arrêt de lecture soit lancée et que des données 
continuent d'être acheminées. Le module fifo permet de palier à cela, mais il serait possible 
de le remplacer par quelques registres tampons. 
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8.3.7 Ajout d'un processeur 
L'ajout d ' un processeur permettrait de rendre le contrôle de l'affichage plus facile et plus 
complexe, en ce sens qu' il permettrait un prétraitement des images avant l'affichage. En 
effet, il deviendrait possible de faire rapidement des changements dans la mémoire vidéo afin 
de rendre les images plus dynamiques. Il serait même possible, par exemple, d' ajouter des 
algorithmes de compression, de manipulation et de création d'image. 
8.4 Conclusion 
À la lumière de ce qu'on vient de voir, ce chapitre nous donne toutes les pistes pour bien 
comprendre quels ont été les défis rencontrés, de quelles manières ils ont étés relevés et en 
quoi résulte tout le travail accompli. Le CHAPITRE 8 sert aussi de point de départ pour une 
complexification éventuelle du projet d'A VN. 
L'ajout d'un processeur permettra entre autre de faire du traitement d'image ou d'ajouter des 
formes géométriques aux images. L'optimisation de certaines étapes de mise en marche du 
système facilitera son utilisation dans les différents projets de CMC Électronique. Aussi, 
l' ajout de certaines fonctionnalités permettra de rendre le contrôleur vidéo plus versatile et 
plus performant encore, ce qui laisse envisager un avenir prometteur pour l'évolution de ce 
dernier. 
CONCLUSION 
Le système d'affichage vidéo développé dans le cadre de ce mémoire répond aux critères qui 
ont étés fixés au début du projet. Il est suffisamment fonctionnel et optimisé pour être utile et 
prouve la faisabilité de son intégration avec les systèmes existants déjà chez CMC 
Électronique. 
Étant donné la possibilité d' atteindre des performances encore meilleures dans le futur, ce 
circuit pourra être utilisé longtemps par la compagnie en l' adaptant aux différentes 
applications qui en ont besoin et aussi en l'insérant dans les technologies programmables 
émergeantes. Il permettra alors à CMC Électronique d'économiser sur l' achat d~ 
composantes vidéo spécialisées ainsi que sur toutes les dépenses qu' occasionne le 
changement de composantes. Entre autre, les dépenses liées au développement d'un nouveau 
circuit adapté, à la formation sur cette nouvelle composante ainsi qu'à l'attestation de qualité 
et de sécurité des nouveaux circuits dévelloppés pourront être amoindrie substentiellement. 
De plus, la prise en charge du dévelloppement d'un contrôleur vidéo par l' entreprise lui 
permet de prendre possession de l' expertise du développement et du maintien de cette 
technologie. 
Le contrôleur vidéo numérique est entièrement implémenté en langage VHDL, ce qui répond 
à un critère de première importance pour CMC Électronique puisque cela permet 
l' intégration du contrôleur dans un FPGA. Il est facilement configurable et adaptable pour 
répondre aux exigences et aux besoins de chacun des écrans utilisés dans les produits de 
CMC Électronique. Il permet de remplacer les contrôleurs d' écrans utilisés en ce moment 
par la compagnie dans leurs systèmes d'avionique. Il possède une architecture qui lui 
permettra d 'évoluer facilement avec les technologies de l' heure et aussi celles qui émergeront 
dans le futur. 
Le présent document explique toutes les étapes franchies pour en arriver au circuit final. On 
y définit au départ une structure de travail et ensuite les spécifications de départ 
envisageables. On y décrit ultérieurement la recherche de la plateforme de développement 
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adéquate pour le travail. Ce document explique aussi en détail le fonctionnement de chaque 
module et sous-module en relation avec les différentes composantes qui sont attachées au 
système et aussi en relation avec les différents principes et méthodes utilisés pour l'affichage 
d'une image numérique sur un écran. L'utilisation des scripts PERL de formatage du fichier 
de configuration est décrite dans ce mémoire afin de facilité l'insertion d'images dans la 
mémoire vidéo. Il est à noter que le langage PERL est utilisé puisque qu'il est tout à fait 
approprié pour la manipulation de fichiers texte (utilisés lors de la manipulation d'images) et 
que son interpréteur logiciel est intégré à la suite de logiciels de développement de FPGA 
ISE 8.2i de Xilinx. 
L'afficheur vidéo numérique final permet donc d'afficher une image de 24 bits par pixel ou 
de 8 bits par pixel, avec une résolution de 1024 x 768 avec un taux de rafraichissement de 60 
images/seconde. Toute la configuration du FPGA est contenue dans la mémoire PROM, 
incluant les données d' images. Lors de la mise sous tension du circuit, le FPGA se configure 
par lui-même et les images sont chargées dans la mémoire vidéo de manière autonome. Les 
images sont affichées une à la suite de l'autre grâce à l'intervention du module bootloader qui 
effectue la sélection des images affichées par l'intermédiaire des deux banques d'image. 
L'implémentation de ces deux banques d'image permet au système de faire des transitions 
franches entre deux images consécutives, ce qui permettra éventuellement de faire des 
animations. 
Le projet à été développé sur une composante Spartan III afin de valider son utilisation. On 
remarque que le projet occupe très peu d'espace dans le FPGA, ce qui nous permet de 
conclure qu'il est inutile de dépenser pour des composantes plus complexes puisque des 
composantes modestes comme le Spartan III, suffisent emplement. De plus cette composante 
occupe peu d'espace sur le circuit imprimé et possède amplement d'entrées et de sorties 
inutilisées, ce qui laisse prévoir un avenir prometteur à l' utilisation de ce genre de 
composante chez CMC Électronique. 
Le Circuit final est dévelopé dans un souci de simplicité. Son utilisation et son implantation 
dans un système numérique est aisée. Cependant, pour augmenter la flexibilité du système, il 
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est recommandé de changer le module bootloader et de le remplacer par un processeur. Cela 
permettra entre autre de faire du traitement d' image et d'ajouter des formes géométriques aux 
images affichées. La mise en route du système d' affichage est suffisemment automatisée 
pour l' effectuer en quelques minutes. On recommande par contre de jumeler les deux scripts 
de formatage PERL du fichier de configuration et de fabriquer un script de commande 
terminal qui lance la configuration du FPGA. Cela permettra de rendre la configuration du 
système entièrement automatique et donc l' utilisation du projet plus aisée. Il est aussi 
conseillé d'ajouter certaine fonctionnalité pour rendre le circuit moins énergivore et plus 
performant en économie de mémoire vidéo. 
ANNEXEI 
Le code VHDL du contrôleur vidéo et du bootloader 
ANNEXE II 
Le code VHDL des bancs d'essai 
ANNEXE III 
Les scripts de compilation du code VHDL 
ANNEXE IV 
Les scripts PERL utilisés 
ANNEXE V 
Le fichier de contrainte top.ucf 
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