The correlated Wishart model provides the standard benchmark when analyzing time series. Unfortunately, the real case which is the most relevant one in applications, poses serious challenges for analytical calculations. Often these challenges are due to square root singularities which cannot be handled using common random matrix techniques. We present a new way to tackle this issue. For large but finite matrix dimensions, we show that statistical quantities in the bulk of the real correlated Wishart model with arbitrary empirical eigenvalues approach those of a real correlated Wishart model with matrix dimensions twice as large and doubly degenerate empirical eigenvalues. Our observation is based on an analytical study using supersymmetry and is confirmed by numerical simulations. and can therefore directly be tested. Although the random matrix theory setup is straightforward, calculations are often difficult. The orthogonal case, which is the most relevant one for applications is particularly cumbersome.
The correlated Wishart model provides the standard benchmark when analyzing time series. Unfortunately, the real case which is the most relevant one in applications, poses serious challenges for analytical calculations. Often these challenges are due to square root singularities which cannot be handled using common random matrix techniques. We present a new way to tackle this issue. For large but finite matrix dimensions, we show that statistical quantities in the bulk of the real correlated Wishart model with arbitrary empirical eigenvalues approach those of a real correlated Wishart model with matrix dimensions twice as large and doubly degenerate empirical eigenvalues. Our observation is based on an analytical study using supersymmetry and is confirmed by numerical simulations.
PACS numbers: 05.45.Tp, 02.50.-r, 02.20.-a Random matrix theory was first introduced in biostatistics by Wishart [1] and later on also by Wigner in the context of Hamiltonian systems [2, 3] . It has a paramount capability to model and study generic features in variety of systems. It only employs basis invariance and global symmetries of the matrices resulting in the orthogonal, unitary and symplectic ensembles [4] . Wishart's ideas opened a new direction in time series analysis and statistical inference [5] [6] [7] [8] . The Wishart model is widley used, including applications in fields such as medicine [9] , biophysics [10] , chemistry [11] , finance [12, 13] , wireless communication [14] , to mention just a few. The Wishart model shares the unique advantage of all random matrix approaches: Most of its predictions are accessible in experiments or observations and can therefore directly be tested. Although the random matrix theory setup is straightforward, calculations are often difficult. The orthogonal case, which is the most relevant one for applications is particularly cumbersome.
We thus focus on the case of p×n rectangular matrices W with real entries W jν ∈ R for j = 1, . . . , p and ν = 1, . . . , n, where p is the number of time series and n is their length. One assumes a Gaussian distribution [5, 6] ,
where C is given model input. It is a p × p real symmetric matrix with positive eigenvalues Λ i , i = 1, . . . , p. We have C = V ΛV T with V ∈ O(p) and Λ = diag(Λ 1 , . . . , Λ p ). The positive definite p × p matrix W W T is the Wishart correlation matrix, it yields on average C.
In applications of the real Wishart model, correlated or not, square roots of characteristic polynomials and therefore branch cuts arise. For instance, gap probabilities related to the smallest and largest eigenvalue were found to possesses a representation as averaged product of determinants in the denominator to half integer power [15] .
Other examples are the eigenvalue density in the ordinary and doubly correlated Wishart model [16] [17] [18] , the distribution of the smallest eigenvalue [19] [20] [21] as well as universality consideration in scattering theory [22, 23] .
Sometimes analytical calculations are possible if one assumes an even degree of degeneracy in the empirical eigenvalue spectrum, which removes the square roots. This, however, is seldom empirically justified. To the best of our knowledge there exists no comprehensive analytical strategy for averages over characteristic polynomials to half integer power.
Our main goal is a general approach to eigenvalue statistics in the real correlated Wishart model, which to some extend outmaneuvers the square roots of characteristic polynomials such that random matrix techniques apply. Based on analytical calculations and numerical simulations we verify that the spectral statistics in the bulk of a Wishart model consisting of real correlated p×n data matrices with arbitrary empirical eigenvalues Λ k coincides with the Wishart model of 2p × 2n data matrices in which the eigenvalues Λ k are now twofold degenerate. This statement is valid for
Although we derive our results in an asymptotic limit, we find a very good agreement already for rather small dimensions. This allows a quantitative as well as a qualitative spectral analysis in the Wishart model if p/n ∼ O(1) and n, p large in a matrix model that is analytically feasible.
To be as general as possible, we consider an ensemble of Wishart matrices consisting of an lp × ln data matrix W drawn from the normal distribution (1) , where the eigenvalues of C are l-fold degenerate. We analyze the k-point correlation function
where
. . , ξ k ) and j = diag(j 1 , . . . , j k ). For k = 1, we obtain the level density. The k-point function (3) is derived from the generating function
The measure d[·] is flat, i.e. it is the product of all independent differentials.
The k-point function measures as a function of ξ a the local fluctuations of the unfolded eigenvalues of a Wishart matrix over a point x a in the global spectrum. However, although the eigenvalues are unfolded, the level density is not constant. It is one of our main results to show that it is still a non-trivial function of the empirical eigenvalues.
To study the correlation function for large n, p with p/n = γ 2 fixed, we use the supersymmetry method [24] [25] [26] [27] [28] . We apply the ideas of Refs. [17, 20, 29] and map the generating function (4) to superspace,
where we writeB = 1 1|1 ⊗ 1 2 ⊗ B for any ordinary k × k matrix B with 1 p|q being the (p|q) × (p|q) unit matrix in superspace. Moreover,Lσ is a (2k|2k) × (2k|2k) supermatrix with a positive definite Hermitian matrix in the boson-boson block and the fermion-fermion block belonging to the circular symplectic ensemble [29] [30] [31] . The normalization constant
is determined by the condition that Z (p,n) k,k → 1 for κ → ∞. Employing this supermatrix model and keeping only the leading order term in p yields
(Color online) Asymptotic behavior of g(q) (solid curves) at the singularities (dashed) and at infinity.
where we introduce e k ab as a k × k matrix with zeros everywhere and unity in the (a, b) entry. For x in the bulk, the "Lagrangian" is given by
This holds under the assumption that all empirical eigenvalues are of order O(1) or smaller such that p
for n, p tending to infinity while γ 2 = p/n is fixed. Thus, terms proportional to γ 2 /p 2 in Eq. (8) are of order O(1/p). Under these modest assumptions, we obtain that the leading order in p of the k-point correlation function is independent of the degree l of degeneracy. To quantify this statement, we study the saddle point approximation of the integral (7). Variation of the Lagrangian (8) yields for large p and at ε = 0 the matrix equation
where the solution Q =Lσ depends in a non-trivial way on the empirical eigenvalues. Taking the commutator of the left hand side of Eq. (9) with Q, we see that Q commutes withx. Thus, we can analyze Eq. (9) for Q diagonal such that it becomes a scalar equation in the eigenvalues of Q, which we denote by q. We rescale q by −x and find
This is a classical result in high dimensional inference [32] [33] [34] . Marcenko and Pastur [32] showed that it has a unique solution in the upper half-plane, which we denote by q 0 (x). To confirm this, we study the singularities of g(q), as defined in Eq. (10). The polynomial g(q) has p + 1 roots and is singular at q = −1/Λ i for i = 1, . . . , p and q = 0. An asymptotic analysis of the singularities yields
where ± indicates the limit from the right or left, respectively. For q → ±∞ we obtain that g(q) → −x. Figure 1 shows the asymptotic behavior of g(q). There is at least one real root of g(q) within (−1/Λ i+1 , −1/Λ i ) for i = 1, . . . , p − 1. Thus, at least p − 1 out of p + 1 roots are real. Since Eq. (10) is real, a complex conjugate q * 0 (x) of a solution q 0 (x) solves Eq. (10) as well. Hence, the remaining two roots are either a complex conjugate pair or both real. Because of the sum over L in Eq. (3), only the complex solutions contribute. Thus, we omit all real roots in the following.
Since Q andx commute, we may choose an appropriate block diagonal basis, Q = diag(Q 1 , . . . , Q α ) where α is the number of distinct points x a , and discuss the resulting saddle point equation for each block individually. The size a single block depends on the degeneracy m of the point x i in question, i.e. if x i = x i2 = · · · = x im the corresponding block is of size (2m|2m). ByL i we denote the projection ofL onto the block corresponding to the point x i . The resulting saddle point equation is invariant with respect to UOSp(L i )/UOSp m (2|2), where UOSp(L i ) is the group of pseudo-unitary orthosymplectic matrices T with the property TL i T † =L i . Hence, instead of isolated saddle points we obtain saddle point manifolds, see Refs. [24, 25, 27, 28, 35] in another context. The saddle point manifold is given by all supermatrices Q 0 = diag(Q 1 , . . . , Q α ), with
which is independent of the degree l of degeneracy. Accordingly, the leading order of the k-point function R k is independent of the degree l of degeneracy as well. Importantly, this implies that the eigenvalue statistics of an ordinary Wishart model without degeneracy and a Wishart model with l-fold degeneracy and the same O(1) parameter γ 2 approximately agree. This is our main result. Furthermore, the level density reduces to
for all values of l For illustrating purpose and to show the robustness of this approximation, we numerically compare the level density of a real Wishart model with non-degenerate and doubly degenerate empirical eigenvalues for γ 2 fixed, i.e. we set l = 2. We generate for one set of p empirical eigenvalues Λ k two samples of Wishart correlation matrices. The first sample consists of p × n data matrices distributed according to Eq. (1) with an empirical eigenvalue matrix Λ, the second one consists of data matrices of size 2p×2n with an empirical eigenvalue matrix 1 2 ⊗Λ. We choose the values of n, p such that n, p γ 2 ∼ O(1). The empirical correlation matrix C is generated using a one factor model [36] , yielding a non-trivial correlation structure with three major blocks on the diagonal, see Fig. 2 . The block structure of C leads to a bulk comprising the gross of the eigenvalues and three outliers. Two of the three partially overlap and are therefore considered as a single segment. Together with the third outlier, corresponding to the largest empirical eigenvalue, the spectrum splits into three parts, see Fig. 3 . The three separated segments crucially differ in the order of magnitude. The differences are of the order 10 − 10 2 . We compare the level densities of both ensembles via its cumulative density functions cdf(y). Deviations caused by segments with much smaller magnitudes may not have observable consequences in the resulting cdfs. Thus, it is reasonable to separately study the cdfs for each of the three parts in the spectral density ensuring a comparison on the same footing. We will first focus on the bulk, corresponding to the first part of the spectrum.
Using Mathematica [37] , we generate two samples of 10 000 real Wishart model correlation matrices consisting of 12 × 40 and 24 × 80 dimensional data matrices, with respect to the empirical correlation matrix indicated in the left plot of Fig. 2 . The comparison of the cumulative density function in the bulk of both Wishart models is shown in Fig. 4 . We find a very good agreement already for this small matrix size everywhere in the bulk of the spectrum, emphasizing the robustness of our approach.
We also generate another example of 40×100 and 80 × 200 matrices with the correlation matrix shown in the right plot of Fig. 2 . Due to a larger matrix size, we obtain an even better agreement, see Fig. 5 , as predicted by our analytical result.
Since the two remaining parts of the spectrum caused by the three largest empirical eigenvalues do not belong to the bulk, we expect deviations here. Nevertheless, a comparison of the cumulative distribution functions shows a remarkably good agreement, see Fig. 6 . Thus, even for these parts of the spectrum we can approach the eigenvalue statistics of a Wishart model by those of Wishart model with twice the size and double degeneracy in the empirical eigenvalue spectrum. The deviations between both ensembles are obviously stronger for the outliers, but the positions and widths are essentially the same. Indeed, this is expected. Outliers show up in the supersymmetric partition function (5) as additional superdeterminants with Λ j . They scale differently from the other empirical eigenvalues. As their number is finite, they do not contribute to the saddle point approximation and appear in the k-point function (7) as decoupled Gaussian peaks. In summary we have shown that the eigenvalue statistics in the bulk of the spectrum for a non-degenerate correlated Wishart model is well approximated by a correlated Wishart model of l-fold size and degeneracy in the empirical eigenvalues. Thus, in leading order of p, the eigenvalue statistics do not depend of the degree l of degeneracy. We illustrated and supported our findings with Monte-Carlo simulations including ensembles with and without twofold degeneracy. We found that our statements are very robust and even provide good approximation for the outliers. Thus, our results together with those of Ref. [15] open a path to calculate new analytical results for the real correlated Wishart ensembles. In particular non-trivial group integrals can be circumvented and the remaining integrals may be evaluated employing 
