Abstract Current computer systems allow a realistic simulation with more than 100,000 HTTP/TCP clients, as shown in this paper. However, the complexity of such simulations is high: the required memory and the simulation duration touches reasonable limits.
Introduction
Computer simulations are used to model reality as close as possible for systems where analytic solutions are not available. Nevertheless, the implemented simulation models usually approximate the reality and do not cover every single aspect of the systems in reality. The important decision for the modelling is to find the required degree of detail to capture the important characteristics of the system under study.
The focus of this study is the question how far the complexity of a very realistically modelled system can be reduced without introducing large errors. The major part of the complexity of simulations scenarios with WWW traffic consists of the client behaviour: the HTTP and TCP protocols and the associated internal protocol states that have to be stored per connection contribute mainly to the required memory.
The reduction of complexity of the simulation can be performed in (at least) two different ways: (i) the usage of source models for aggregated traffic or (ii) the usage of a realistic, reactive user model with a reduced number of clients. The second method is used here since the intrinsic features of the WWW traffic are the user behaviour and the use of the HTTP/TCP protocols. Therefore it is important to use source models that reflect this behaviour as opposed to using aggregated traffic models [1] .
The reduction of the number of clients can be realised with a constant traffic load by increasing the activity of each client [2] . The average HTTP volume and the average off-time control the activity of the HTTP/TCP source model (see Sec. 2). The average HTTP volume is usually quite small (e.g. 60 kB [3] ), which means that TCP mostly operates in slow-start phase. Increasing the average HTTP volume results in a major change of the stochastic traffic parameters since it is likely that TCP's congestionavoidance phase is reached in this case. The second option, the reduction of the average off-time, has the advantage that the dynamic characteristics of the on-time of the clients are not changed. It is shown in Sec. 2.3 that the average number of active clients remains approx. constant with this strategy. The latter method is used in this study. Both variants have a drawback: some transmissions are serialised, which otherwise could have occurred in parallel.
An extensive simulation study is performed with a model of the German research network called B-WiN for which the results are shown here. This is a model where the simulation with realistic parameters and therefore a realistic number of clients is still feasible. The memory requirements are below the 3 GB per process limit of current 32 bit Linux [4] and Windows [5] operating systems for the B-WiN with a realistic client population. This allows to compare simulations with realistic number of clients with a reduced client population.
Observing the effect of reducing the number of clients with the B-WiN can result in valuable information of how to scale down the number of clients for even larger network simulations, where the simulation with realistic parameters is not practicable. In order to assess the applicability of the approach the changes of the following parameters are evaluated in a large simulation study in dependence of the number of clients: average traffic load, packet loss probability, coefficient of variation of the inter-arrival times, Hurst parameter of a byte-counting process and the end-to-end delay of TCP packets.
The previous work of the authors on this topic is sketched in the following. An early state of the proposed iterative algorithm for the allocation of clients with coarse estimations was presented in [6] . This study focused on the iterations, since the initial client allocation was not accurate enough. An improved estimation of the client allocation with individual treatment of flows with different round-trip times was published in [7] and [8] . An improvement of the throughput estimation for TCP's congestionavoidance phase and a methodology for adjusting the Hurst parameter of the traffic was presented in [2] . Furthermore, a methodology to reduce the complexity of the simulation by reducing the number of clients was presented in [9] .
The protocol overhead, the traffic from client to server (HTTP requests and acknowledgements) and a bandwidth limitation on the client side was additionally considered in here, leading to further improvements of the estimation accuracy for the required number of clients. Further, the full set of equations for the estimations are presented here. Moreover, a more extensive simulation study was performed, the evaluation was improved (boxplots instead of error bars) and a significantly deeper insight into the simulation results is given here, as compared to [9] .
The rest of the paper is organised as follows. The source model and the equations for estimating the required number of clients per flow are discussed in Sec. 2. The B-WiN simulation scenario used for the evaluations is illustrated in Sec. 3. The simulation results are shown in Sec. 4. The conclusion of the findings in this study is presented in Sec. 5.
HTTP/TCP Client Model
The traffic measured in the Internet is known to be selfsimilar [10, 11] . Self-similar traffic can be generated with power-tail distributed random variables for the HTTP object size distribution [11] . The measurements of the traffic generated by several HTTP/TCP source models demonstrate the existence of self-similarity with a Hurst parameter H > 0.5. The Hurst parameter of the traffic can be adjusted with the shape parameter α of the power-tailed HTTP object size distribution [12, 2] .
The HTTP/TCP client model is similar to the one described in [3] . The simulation software Ptolemy [13] is used in this study for which a full TCP "New-Reno" protocol stack was implemented (with connection setup and release). The protocol HTTP 1.1 was implemented with pipelining, that is, the full HTTP transfer volume is transmitted in one TCP connection, which is being closed at the end of the transfer, see Fig. 1 . The usage of parallel connections is not modelled here. The TCP implementation was validated with ns-2 [14] .
Main Object
In−line Obj. The on-off behaviour is described in the following. The TCP connection is opened before data transmission via the three way handshake. The HTTP request for the main object (i.e. HTML file) is sent by the client directly after the third signalling packet. The HTTP requests for the embedded objects (inlines) are sent from HTTP client to server after receiving the main HTTP object. The TCP connection is closed by the client after receiving all requested objects. The user spends a certain amount of time reading the page after successful transmission (off-time). The whole process starts from the beginning after the off-time has elapsed. Further discussion of the distributions and their parameter fittings of the user model can be found in [15, 16] .
The HTTP object size is drawn from a so called "truncated power-tail distribution" (TPT) [17] with a truncation level T = 20. The maximum HTTP object size was additionally limited with a sharp cut at 100 MB to ensure convergence of the simulation. The major contribution to the self-similarity of the traffic comes from the distribution of the HTTP object sizes [12, 15] . Therefore this study deviates from [3] in using a geometric distribution for the number of HTTP inline objects and a negative exponentially distributed off-time.
Estimation of Number of Clients per Flow
The traffic matrix T P is given from measurements (see Fig. 4 ), the elements tp ij denote the throughput of the flow between node i and node j, e.g. in Mbit/s. The target is to estimate a client allocation S with elements s ij generating traffic according to T P . An estimation of the average throughput of a single HTTP/TCP client is derived that can be applied for all flows so that the client allocation S can be achieved.
This approach can be regarded as an inverse problem: the network description and some measurements are given from the network provider. The number of clients has to be derived from the given parameters. Considering this problem was motivated by an industry project "ERNANI" funded by the the "Deutsches Forschungsnetz" (DFN) and the German Telekom. Several publications of the author [2, 8, 7, 6] and the final project report [18] are motivated by this problem or use the knowledge and developed libraries initiated by this project [19, 20] . The equations presented here present a major improvement compared to earlier presentations: the protocol overhead and the traffic from client to server was not considered before. Therefore, the full set of equations is presented here.
The average throughput of a single HTTP/TCP client in the flow from node i to node j is
where v and o represent the average HTTP transfer volume and the protocol overhead, respectively. The quantities t on,ij and t of f are the average HTTP on-and offtimes in seconds, respectively (download time and reading time). The distributions of t of f and v and their respective parameters are given quantities from measurements of the user behaviour, e.g. [3] . The value of t on,ij depends on the download volume v and on the competition among all connections about the resources in the network. Measurements have shown that the value of t of f is much larger than t on,ij [3] , so that t of f and v dominate Eq. (1). A simple estimation of t on,ij can already be sufficient in this case for a good estimate of the average throughput r src,ij . However, it might not be always the case that t of f is so much larger than t on,ij that the latter can be completely ignored. Therefore, t on,ij can be calculated as
where rtt ij is the average RTT and n RT T is the average number of RTTs required by TCP to transmit the volume v. With the simplifying assumption of a uniform packet loss probability for all flows, the parameter n RT T does not depend on the flow. The average number of RTTs n RT T can consequently be calculated as constant for the whole network. The average round-trip time rtt ij depends on the networks dynamics and can not be known exactly in advance. Furthermore, the value of rtt ij depends strongly on the considered flow. A lower bound for the RTT can be calculated by adding up the corresponding link propagation delays for each flow. This lower bound is used as average RTT here. The number of required round-trip times n RT T for the transmission of v Bytes can be calculated as follows:
The value 1 RTT in (3) represents the first two packets of the TCP connection setup with the three-way handshake.
The third packet of the three-way handshake can be directly followed by the HTTP request, so that it should not be counted as half an RTT in (3). The on-time is finished when the client receives the last data packet (acknowledgements and closing the connection is counted as off-time). The parameters n RT T,SS and n RT T,CA represent the number of RTTs that TCP requires to transmit v Bytes in slow-start and congestion avoidance phase, respectively, including the HTTP requests. The total number of packets n P for transmitting v Bytes is
with M SS representing the maximum segment size of TCP packets (the standard value of M SS = 1460 Bytes for Ethernet is used here). The protocol overhead in Eq. (1) is the same in both directions (from server to client and from client to server); it can be calculated with
where n Req represents the average number of HTTP requests and h stands for the header size of each packet (h = 40 Bytes for TCP/IP packets). The constant value 4 in Eq. (5) represents the number of packets required for connection setup and release. All the packets and requests contain an overhead of h Bytes and are acknowledged with the same overhead. Therefore the overhead is the same for client and server. The throughput from client to server due to signalling, acknowledgements and HTTP requests has the opposite direction to the download, which can be considered by transposing the matrix. The throughput from client to server can be calculated with the average size of a request s Req with (5), please note the swapped indices at the left hand side:
The maximum number of packets that can be transmitted in one RTT is the ratio of the maximum congestion window and the maximum segment size
The maximum number of RTTs that TCP stays in slowstart phase (without losses) is:
The maximum number of packets that can be transmitted in slow-start, can be calculated as
where CW N D max denotes the maximum TCP congestion window, the default value is CW N D max = 65535 Bytes. The number of RTTs in slow-start is given by
. (10) The number of RTTs in congestion-avoidance phase can be written as the remaining number of packets after slow-start phase divided by the average congestion window size:
The average congestion window in congestionavoidance phase depends on the packet loss probability p loss [21] CW N D CA,avg = 3 2 · p loss .
However, since the actual loss probability p loss is not known before carrying out a specific simulation, previous simulations have been evaluated. The packet loss probability with pure HTTP traffic was in most cases for all three simulation scenarios smaller than 0.1 % (with a buffer capacity of 2500 packets). Using p loss = 0.001 yields a value of CW N D CA,avg = 38 packets for the average congestion window in congestion avoidance phase.
Combining (1), (2), (3) and (5) the result for the average throughput in download direction of a single HTTP/TCP client is:
The client allocation matrix S with the elements s ij can be calculated with Eq. (6), (3) and (13) as
with the volume of the HTTP requests v Req = n Req ·s Req . The factor 1 − r client,ji /r server,ij accounts for the throughput generated by the clients due to acknowledgements and HTTP requests. The reverse direction of this traffic flow is considered by permutated indices. Please note that it might be necessary to convert the units some equations in order to get consistent results (e.g. factor 8/10 6 from Bytes to Mbit for v, o and s Req ).
Bandwith Limitation on Client Side
The bandwidth limitation on the client side can be considered by adapting the formula for the maximum number of packets that can be transmitted in one RTT and adding the propagation delay of the client access lines to the RTT and changing the average throughput in congestion-avoidance to the download link capacity.
The maximum number of packets that can be transmitted in slow-start in Eq. (7) has to be modified in order to incorporate the download link capacity C down as a limiting factor:
The average RTT can be calculated in this case by adding the propagation time of a minimum sized packet (h = 40 Bytes for TCP/IP) in the upload direction and of a maximum sized packet (MTU) in the download direction to the sum of the propagation delays in the core network.
A throughput of the full capacity of the download link can be reached in congestion-avoidance whenever the buffer space in the router of the Internet access provider is large enough. The required router buffer capacity for this case is the product of the minimum RTT and the download capacity divided by the MTU:
Assuming RT T min is approx. 300 ms and 180 ms for Modem and ISDN connections, respectively, the required buffer capacity is smaller or equal to four packets per connection (also for 128 kbit/s ISDN with two lines). It can be expected the the buffer of ISPs is large enough to provide four packets capacity per connection. If the download capacity is smaller or equal to 128 kbit/s, CW N D CA,avg in (11) should be replaced with n P,max from Eq. (15) .
A DSL connection with 768 kbit/s download and 128 kbit/s upload capacity on the other hand represents no significant limitation for an average HTTP connection with a download volume of 60 KB. Therefore, it is not necessary to adapt the equations to the bandwidth limitation if the connection has DSL speed or higher.
Average Number of Active Connections
The average number of active connections can be calculated by multiplying the number of connections (cf. Eq. (14)) with the activity ratio (on-time divided by onplus off-time, see Eq. (18)). The average number of active connections is approximately independent of the off-time and therefore remains constant when the off-time is reduced:
The effect of rounding on the average number of active connections is visualised in Fig. 2 for different off-time values. The result of rounding is an oscillation around the solution without rounding and the impact is very large for a small target throughput value (0.44 Mbit/s in Fig. 2 (a) ). The oscillation amplitude increases for small values of the off-time and is negligible for t of f ≥ 20 s. The absolute value of the oscillation amplitude is constant, but the magnitude compared to the average value is relevant for the accuracy. The oscillation is very small for a target throughput of 10 Mbit/s in Fig. 2 (b) . The rounding is a result of the fact that only integer number of clients can be connected to the network. A threshold can be defined as a conclusion of the discussion for an accurate modelling of all flows: the limiting case for reducing the number of clients by reducing the off-time is reached, when the flow with the smallest number of clients reaches the threshold of s ij ≥ 10. The rounding results in a significant error for a smaller number of clients. The average number of active connections is approximately constant above that threshold. Therefore, it can be expected that the first moments of the measured parameters are also approximately constant.
The threshold of s ij ≤ 10 clients is reached for one of the 110 flows of the B-WiN at t of f = 10 s. Already 7 flows have less than 10 clients for t of f = 5 s. It is not likely that one of 110 flows changes the overall behaviour, but it can be expected that for t of f ≤ 5 s the network behaviour starts to change since more than 6 % of the flows are below the threshold.
A direct conclusion from the discussion above is that the accuracy depends strongly on the smallest values of tp ij (see Eq. (14)) and therefore a more uniform traffic matrix would allow a larger reduction than the completely non-uniform throughput matrix of the B-WiN (see Fig. 4 ). The deviations are not necessarily an indication of inaccuracy of the algorithm for the allocation of clients in Sec. 2.1.
The basis for consistent measurements with a reduced number of clients is that the average traffic load is constant, independent of the number of clients. Otherwise, it can not be expected to see consistent measurements of e.g. the end-to-end delay for a reduced set of clients. The accuracy of the match depends on the accuracy of the estimation of the on-time t on,ij . The relation between on-and off-time is also very important, since an estimation error in the on-time results only in a small error in the estimated throughput if the off-time is very large.
B-WiN Simulation Scenario
The B-WiN scenario (Fig. 3) The measured traffic matrix (throughput per flow in Mbit/s) is depicted in Fig. 4 . The range of values is very large, the minimum value is 0.44 Mbit/s and the maximum value is 126.78 Mbit/s. The routing was optimised by the providers in order to keep the traffic load below 70 % on all links except for those coming from the USA (node "US") showing a load of more than 90 % (max. 98.4 %). The minimum traffic load was measured on link "Ka->M" as 26.7 %. The total average throughput was 1.44 Gbit/s in January/February 2000.
The problem of finding the number of clients per flow required to generate the measured throughput matrix depicted in Fig. 4 was solved based on using (1) for all 110 flows [2, 8] . The solution is a prerequisite for being able to judge the effect of scaling down the number of clients while keeping the traffic load approximately constant.
The connection of subnets to the core network is modelled as follows: every node is equipped with two internal links with a capacity of 1 Gbit/s and propagation delay of 0.1 ms to which the local clients and web servers are connected, respectively. Each web server has a throughput limitation of 100 Mbit/s. A pool with 20 web servers was allocated at node "US", 10 web servers at node "F" and 5 web servers at all remaining nodes. All router buffer sizes were limited to 2500 packets.
Simulation Results
The impact of reducing the complexity of the simulations by reducing the number of clients is evaluated here. The average traffic load is kept approximately constant by increasing the activity of the clients via a reduction of the off-time. Efficiency is gained for the simulations by scaling down the number of clients. Mainly two parameters are affected: the required memory and the simulation speed. Simulations are performed for each of the combinations of off-time t of f = {1, 2, 5, 10, 20, 30, 40} and α = {1.3, 1.5, 2} with several different seeds of the random number generator. The distributions of the resulting measurements are visualised with boxplots: the box contains 50 % of the measurement values, the average is depicted with a '+' symbol, the horizontal line in the box represents the median value and the number of samples is annotated to the right of the box. The confidence intervals of the average value are represented by dashed horizontal lines following the equation
where t 95 is the student-t distribution value for N degrees of freedom, N is the number of samples, m represents the estimated average value
and s is the unbiased estimate of the standard deviation
The upper and lower horizontal lines, the so called whiskers, represent the 95 % confidence interval for the range of the measurement values ci ± = m ± t 95 · s.The minimum and maximum values are marked with a '+' if the corresponding value is outside the confidence interval for the value range ci ± .
The efficiency of the simulations in terms of memory requirements and simulation speed is discussed in Sec. 4.1. The changes associated with the reduction of the number of clients are evaluated based on measurements of the following parameters: the average traffic load (Sec. 4.2), the coefficient of variation of the inter-arrival times (Sec. 4.4), the Hurst parameter (Sec. 4.5) and the average end-to-end delay (Sec. 4.6).
Simulation Efficiency
The relationship between off-time, total number of clients and the measured memory requirements of the simulator is displayed in Tab. 1. The memory savings for smaller off-times are of major importance since the current 32-bit computer systems do not allow processes to use a larger address space than 3 GB. The theoretical limit of the address space of 32-bit systems is 4 GB, but Linux and Windows reserve 1 GB for the kernel [4, 5] . The empirical upper bound on the required memory for the simulations in Tab. 1 was found to be a linear relation Eq. (22) . The simulation core allocates about 10 MB and each client requires approximately additional 20 KB:
As a result approximately 150, 000 clients can be simulated with this implementation with the memory limit of 3 GB of current 32-bit computer systems.
The maximum gain in simulation speed is smaller than 50 % (in this implementation), which is a rather small profit, compared to the reduction of the memory usage. This can be explained as follows: keeping the traffic load approximately constant means that the number of generated events in the simulator is also approximately constant. Therefore, the simulation speed remains approximately constant, too. It is likely that the observed increase in speed is a result of smaller operating system overhead (memory allocation and deallocation) and more cache hits in the CPU for the processes with lower memory utilisation.
Average Link Load
The average traffic load measured in the simulations with decreasing client population is compared with the target traffic load in this section (see also Sec. 3). Although the estimation of the required number of clients based on Eq. (1) tries to keep the load constant at the measured values (Fig. 4) , some deviations from the ideal behaviour can be observed. The target load value is calculated as the sum of all measured flow throughput values from Fig. 4 that are routed over the corresponding link, divided by the link capacity.
The error in matching the link load consists of the sum of the errors of all flows traversing the link under consideration. Therefore, it depends on the sign of the error values and their distribution whether the error for the link is larger or smaller than the error per flow. However, it can be expected that the error is large for the case of very high link utilisation (e.g. link "US->K" with ρ ≈ 98.4 %), since the throughput of the flows measured in the simulation is in this case always smaller than the estimated throughput (sum of error values with the same sign).
Some characteristic measurements of the average link load for α = 1.5 are depicted in Fig. 5 . The first three graphs (a) -(c) show a good match with the target load (dashed line) for t of f ≥ 5 s with less than 5 % error. The link from node US to node K ( Fig. 5 (d) ) has a very high target load of ρ = 98.4 %. It is harder to give a good estimate on the number of clients required to produce this traffic load, since the throughput depends on parameters that are highly non-linear with respect to very high traffic loads. The error is nevertheless smaller than 5 % for t of f ≥ 5 s, but the target load is never reached, as opposed to the other three cases. All four curves have in common that the average load decreases with decreasing values of the off-time after a threshold of approximately t of f = 5 s is reached. This effect is more pronounced when the target load is high (Fig. 5 (a) and (d) ). The reason for this behaviour could be that the throughput degradation is larger with fewer connections when a packet loss or even a time-out occurs. The rounding effects discussed in Sec. 2.3 are not responsible for this error: the average number of active connections is larger than 19 for all flows originating at node "US".
The measurements shown in Fig. 6 for link "US->M" and "US->L" with a target load of 81.6 % and 72.2 %, respectively, show a significantly better result: the average traffic load is significantly closer to the target value as compared to Fig. 5 (d) . This is an indication that the problem is only related to the very high link load values of more than 90 %. The measurements depicted in Fig. 7 indicate that the value of α = 1.3 is associated with larger variations in the measurements due to the stronger tail in the powertail distribution as compared to α = 1.5. The deviations from the target load are larger in this case. Nevertheless, the average values differ also in this case by less than 5 % from the target values for t of f ≥ 5 s. It can be concluded that the average traffic load is approximately constant for t of f ≥ 5 s with only few exceptions. The utilisation matches almost the measurements in the real world network. Thus a reduction of the number of modelled clients by reducing the off-time from 40 s to 5 s seems to be feasible in order to reduce memory requirements and simulation time. The result is a reduction of the total number of clients and of the memory requirements by a factor of approximately 8.
Loss Probability
The packet loss probability with a buffer capacity of 2500 packets was in all cases below 0.1 %, even for the links with high utilisation over 95 %. Therefore, no figures are shown for this parameter, since the differences are marginal with respect to the region of packet loss probability where the throughput of TCP connections is affected significantly.
A set of simulations with varying buffer capacity was carried out in order to evaluate the sensitivity of the TCP throughput to packet losses, as shown in Fig. 8 . A subset of the simulations with variable offtimes was performed also for a buffer capacity of B = 500 packets, as shown in Fig. 9 . The difference between target link load and achieved link load is larger than for B = 2500, as could be already expected (cf. Fig. 5 (d) ). The loss probability does depend on the off-time, or better on the number of clients in the network, see Fig. 9 (b). Figure 9 . Average link load "US->K" and packet loss probability in dependence of the off-time, buffer capacity 500 packets, α = 1.5.
The reason for this is given as follows: the loss probability in a system with temporal overload depends on the burstiness of the traffic. The burstiness, however, is nothing associated with average values. The average number of simultaneously active connections is the same for all offtimes. But the losses are likely to occur when the number of active connections is significantly larger than the average. Packet losses are related to the variance and tail probabilities in the number of active connections, which are surely not constant when reducing the total number of clients. Therefore, it can unfortunately not be expected that the loss probability of a simulation with a reduced set of clients is consistent with the original set of clients.
However, if the simulation scenario is too complex to use a realistic set of clients, errors due to approximations have to be accepted. The strategy behind the reduction of clients used in this work leads to consistent average values for all measured parameters, unfortunately the loss probability does not depend on those average values but rather on higher moments, which are not captured correctly by the reduced set of clients.
Coefficient of Variation
The coefficient of variation is defined as cv = σ/µ, with standard deviation σ and mean value µ. The coefficient of variation is a measure of the relative dispersion. It is used here to evaluate the change of the variability of the interarrival times. The inter-arrival times are measured at the queueing module that is used to limit the bandwidth of the links. The queueing module is located at every outgoing port of the router.
The behaviour of the coefficient of variation for different off-times (number of clients) is shown in Fig. 10 for α = 1.5. All four graphs have in common that the values show a very small variance, which is reflected by boxplots with a very small height. Furthermore, the coefficient of variation is in all cases significantly larger than one, indicating a larger variability as compared to Poisson traffic. The first two graphs, Fig. 10 (a) and (b), represent measurements corresponding to two links where the coefficient of variation is approximately constant, independent of the off-time. Also the absolute value is approximately the same for those two links, although the utilisation is ρ = 95.6 % in Fig. 10 (a) and ρ = 38.6 % in Fig. 10 (b) . Figure 10 (c) on the other hand has a similar traffic load as compared to Fig. 10 (b) but the coefficient of variation is larger and is only approx. constant for t of f ≥ 5 s. This phenomenon can be explained as follows: Fig. 10 (b) corresponds to the link from node N to node M. On the backward path, from node M to node N, the utilisation is higher (ρ ≈ 63.9) and some flows from node US are also routed over the backward link. Therefore, the traffic from this flow is shaped by the other flows on the backward path, as opposed to the case in Fig. 10 (c) . The first three figures show approx. constant graphs or graphs where the value decreases with smaller off-times. Figure 10 (d) shows a slightly increasing coefficient of variation with decreasing off-time.
Recent measurements of inter-arrival times conducted in [22, 23] show very similar coefficients of variation as compared to our simulation results. The coefficient of variation of the inter-arrival times in those measurements was in the range [1.01, 1.26] . The range of [1.1, 2.2] was measured for the coefficient of variation in the B-WiN simulations, depending on the selected link and the link utilisation.
It can be concluded that the coefficient of variation of the inter-arrival times is nearly not affected by changing the number of clients in the system, the changes are very small (less than 5 % for all off-time values) and the absolute values are in ranges confirmed by recent measurements.
Hurst Parameter
The Hurst parameter values estimated from the counting process are subject to large variations, as can be observed for α = 1.5 in Fig. 11 and 12 . The Hurst parameter of the traffic on link "F->HH" depicted in Fig. 11 (a) shows the expected behaviour: the average value is slightly lower than 0.75, which is the theoretical value H = (3 − α)/2. The average value is changing with the off-time but the change is not large with respect to the estimation accuracy. The Hurst parameter values on link "US->K" shown in Fig. 11 (b) have a more or less consistent, but higher average value for t of f ≥ 5 s (see [2] for discussion about high Hurst parameter at high link utilisation). The inconsistency for t of f < 5 s could be caused by the fact that also the average link load is not constant in this range (cf. Sec. 4.2). Fig. 12 (a) with ρ ≈ 27.1 % and (b) with ρ ≈ 67 %. However, there is no evidence that this behaviour is correlated with the off-time, it seems to be rather a sign of an intrinsic high variability. 
Average End-To-End Delay
The average end-to-end delay is a very important measure since it has a major impact on the user perceived quality of service. The end-to-end delay of the data packets was measured and averaged over all clients in the same flow (and not over all connections that share one link as the other measures before). The average end-to-end delay depends strongly on the average queue size and therefore also strongly on the average link load. It can be expected that the average end-to-end delay is not constant in cases where the link load is not constant for different off-times (cf. Sec. 4.2).
The end-to-end delay of flow "K->US" is approximately constant for all off-time values, as can be seen in Fig. 13 (a) . The utilisation ρ ≈ 30.3 % in the title refers to the maximum utilisation on all links from source "US" node to destination node "K". The measurements on many other flows show very similar characteristic.
However, the measurements in the opposite direction with a maximum utilisation of 95.6 % (flow "US->K", Fig. 13 (b) ) show a strong dependency on off-time. The average end-to-end delay is only approximately constant for t of f ≥ 20 s here. A very similar curve is shown in Fig. 13 (c) for the flow "US->HH" with maximum utilisation of ρ ≈ 93.4 %. The same characteristic as in Fig. 13 (b) and (c) was observed for the flows "US->H", "US->N" and "US->S".
A completely different characteristic was measured at flow "M->US" in Fig. 13 (d) with maximum utilisation of 78.7 %: the end-to-end delay is nearly independent of the off-time. The same characteristic was observed for the flows "US->B", "US->L" and "US->Ka".
This phenomenon can be explained as follows: the two classes formed by the measurements are characterised by the fact, that they are all routed over two links "US->K" and "US->H". Both links have a target load larger than 95 % and the matching with the target load was not very accurate. The dependency on the off-time was significant already for t of f ≥ 5 s, see Sec. 4.2. Therefore, the deviation of the end-to-end delay is a direct result from the deviations from the ideal behaviour of the link load on these two links.
It can be summarised that the average end-to-end delay is approximately constant for t of f ≥ 5 s with the exception of some flows routed over two links with a target utilisation over 95 %. It could be shown that this exception was caused by a problem in reaching a constant link load for the whole range of off-times, which is only apparent for very high link loads, as in this case.
Conclusion
It was shown that the algorithm for allocation of clients presented in Sec. 2.1 successfully estimated the number of clients. In all but two cases the link load was approximately constant and very close to the target load for t of f = 40 s down to t of f = 5 s. One issue was identified: a link utilisation very close to 100 % causes problems for estimating the required number of clients, since the end-to-end delay and loss probability, and therefore also the TCP throughput, follow a non-linear behaviour in this region. The results was, that the number of clients could be only reduced by a factor of 4 in this case instead of 8 with the same error bounds. It can not easily be identified whether the high load situation is a situation of e.g. an offered traffic of 105 % of the link capacity or of 180 % of the link capacity. Considering this fact, it becomes clear that such an overload situation results in more degrees of freedom for the solution.
The problem of reducing the complexity of large scale network simulations with HTTP/TCP clients was considered in this study. The reduction was performed by reducing the number of clients and increasing their activity at the same time by reducing the off-time (cf. Sec. 1). The target was to evaluate the effect of reducing the number of modelled clients in a simulation scenario, where its complexity still allows the simulation of the network with a realistic client population. Non-critical scale-down parameters are then considered to be applicable to larger networks where the simulation with a realistic number of clients is not possible.
It has been shown that the average number of active connections is constant when reducing the number of clients. It has been verified with an extensive simulation study that a reduction of the number of clients by a factor of 4 − 8 was possible without significant changes of the average values of the link load, coefficient of variation, Hurst parameter and end-to-end delay. However, the loss probability was not independent of the number of clients since the loss probability does not depend on the average number of active connections but rather on the maximum number of active connections.
The result of the successful reduction of the number of clients is, that for a memory limitation of 3 GB an equivalent of 1.2 million clients can be simulated (for t of f = 5 s) instead of 150, 000 (for t of f = 40 s). The total average throughput of a simulation with t of f = 5 s reaches about 11.5 Gbit/s as compared to 1.44 Gbit/s for t of f = 40 s with 150, 000 clients. This represents a major step towards the realistic simulation of current and future multi-Gbit networks.
