It has been observed that Internet gateways employing Transport Control Protocol (TCP) and the Random Early Detection (RED) control algorithm may exhibit instability and oscillatory behavior. Most control methods proposed in the past have been based on analytical models that rely on statistical measurements of network parameters. In this paper, we apply the detrended fluctuation analysis (DFA) method to analyze stability of the TCP-RED system. The DFA is used to analyze time-series data and generate power-law scaling exponents, which indicate the long-range correlations of the time series. We quantify the stability of the TCP-RED system by examining the variation of the DFA power-law scaling exponent when the system parameters are varied. We also study the long-range power-law correlations of TCP window periods.
Introduction
Internet applications, such as world wide web, file transfer, and email, are transmitted using the Transmission Control Protocol (TCP) [Jacobson, 1988; Jacobson, 1990; Brakmo & Peterson, 1995] . TCP enables multiple information sources to compete for a fair share of physical bandwidth allocated between two end-points of a connection. When the number of sources increases, control of the traffic flows becomes necessary. Active Queue Management (AQM) has been used to control the traffic flow in bottleneck gateways. The Random Early Detection (RED) [Floyd & Jacobson, 1993] gateway was introduced to provide early feedback to the TCP senders by marking (or dropping) packets before buffers become full thus preventing large number of packets from being lost. However, it has been reported that TCP gateways employing RED may exhibit instability and oscillations that degrade the transmission performance [Misra et al., 2000; Firoiu & Borden, 2000; Floyd et al., 2001; Ranjan et al., 2004; Gao et al., 2005; Nga et al., 2008] .
The TCP-RED algorithms have been implemented in the ns-2 network simulator [DARPA, 2007] .
The ns-2 simulator enables analysis and verification of communication networks in a controlled environment. A number of analytical models have been developed to characterize the TCP-RED system and analyze its oscillatory behavior [Chen et al., 2007; Chen et al., 2008; Tinnakornsrisuphap & Makowski, 2003; Kuusela et al., 2001a; Kuusela et al., 2001b] . The stability conditions derived using these analytical models often depend on statistical measurements of various parameters and their upper and/or lower bounds. These measured parameters may be non-stationary.
The Hurst parameter H has traditionally been used to describe the degree of self-similarity of a time series. Several methods may be used to estimate the Hurst parameter, such as the absolute value (AV) method, R/S plot, variance method, Whittle estimator, and periodogram. However, traditional methods may be inaccurate in estimating scaling properties such as self-similarity and long-range dependence (LRD) [Molnár et al., 1997; Teverovsky & Taqqu, 1997; Roughan & Veitch, 1999; Figueiredo et al., 2005] . The inaccuracy of these methods is often due to the non-stationarity of the traffic data and the use of finite sets of trace data. The Hurst parameter values 0 < H < 0.5, H = 0.5, and 0.5 < H < 1 correspond to power-law anti-correlation, memoryless process, and persistent long-range power-law correlation, respectively. The characteristic of power-law anti-correlation in a time series is that it assumes some large values after it has assumed enough small values, and vice versa. The white noise is an example of memoryless process.
The detrended fluctuation analysis (DFA) has recently become a widely used technique for the determination of fractal scaling properties and the detection of long-range correlations in noisy, nonstationary time series. The DFA method has been employed to shown a relation between the DFA exponent β and the Hurst parameter H [Movahed et al., 2006] :
DFA is a method for detecting long-range power-law correlations in seemingly non-stationary, noisy or randomized signals [Peng et al., 1994; Peng et al., 1995; Hu et al., 2001; Chen et al., 2002; Chen et al., 2005] . It has been widely used in computer science, biodynamics, bioinformatics, economics, and meteorology [Peng et al., 1994; Buldyrev et al., 1995; Peng et al., 1995; Heneghan & McDarby, 2000; Siwy et al., 2002; Janosi & Muller, 2005; Santhanam et al., 2006; Masugi, 2006; Carpena et al., 2007] .
The outcome is usually given in terms of a parameter called power-law scaling exponent. Given a time series (waveform), a chosen statistical variable is observed for various time scales. When this statistical property is plotted over various time scales, a straight line on a log-log scale implies a long-range power-law correlation for the observed variable. Its slope is equal to the power-law scaling exponent.
This line may display a deflection (crossover) at a certain time scale where the slope abruptly changes.
The interpretations of power-law scaling exponents and the crossovers are system dependent. In this paper, we apply the DFA method to two time series of a TCP-RED system: the period of individual TCP windows and the queue length in the bottleneck RED gateway of the TCP-RED system that may undergo a change of stability under variation of system parameters. We analyze the change in scaling exponents and the locations of the crossovers. The main contribution of this work is that the scaling exponent found by applying DFA may be used as a stability indicator for TCP-RED gateways. We also find that individual TCP flows may have LRD properties, which are closely related to the instability of the TCP-RED system. Furthermore, we propose a model to describe the similarity between the flows and show that there is observable dissimilarity between the stable and unstable cases.
The paper is organized as follows. In Section 2, we describe the TCP-RED system and illustrate the DFA method.
In Section 3, we analyze the long-range power-law correlation property of the queue length using DFA and provide a physical interpretation of the obtained power-law scaling exponent values. Long-range power-law correlations for individual TCP connections are analyzed in Section 4.
We conclude with Section 5.
2 Overview of Algorithms: TCP, RED, and DFA
TCP Congestion Control Algorithm
We assume a window based flow control between the two end-points of a TCP connection. The TCP sender organizes a stream of data into a sequence of windows of packets. Each window contains w packets. When the TCP receives a packet from the sender, it returns an acknowledgment packet. Upon receiving the first acknowledgment packet from the last window of data sent, the TCP sender begins sending packets within the next window. The duration between sending a packet and receiving the acknowledgment is called the round-trip-time (RTT). Therefore, a TCP sender may send w packets for each RTT. If the window size w is adaptively selected to reach its maximum share of throughput according to the network conditions, the TCP communication eventually reaches its steady-state as a self-regulated RTT clocked system. Several TCP algorithms have been employed for adjusting the window size according to network conditions (Tahoe [Jacobson, 1988] , Reno [Jacobson, 1990] , Vegas [Brakmo & Peterson, 1995] ). Both TCP Tahoe and TCP Reno employ an Additive Increase Multiplicative Decrease (AIMD) algorithm for congestion avoidance. TCP Vegas uses a more proactive approach for controlling window size. In this study, we consider TCP Reno, being the most widely implemented version of TCP.
The TCP congestion control mechanism employs four algorithms: slow start, congestion avoidance, fast retransmit, and fast recovery. TCP uses slow start to detect network bandwidth immediately following connection establishment or timeout. The algorithm starts with a window size w of one or two packets that doubles for each RTT when acknowledgments are received. When w exceeds a threshold, the algorithm enters the congestion avoidance phase. In a typical congestion avoidance phase, the window size w increases linearly by 1/w for each returned acknowledgment (additive increase). Thus, after a window of w packets is transmitted, w will be increased by 1 within one RTT. Window size w is reduced to half its current value (multiplicative decrease) if there is an indication of congestion (the receipt of three duplicated acknowledgments of a packet or the presence of an Explicit Congestion Notification (ECN) header information received from a gateway and forwarded in the acknowledgment sent by the receiver). The window then follows the additive increase algorithm. When three duplicated acknowledgments of a packet are received, the TCP sender enters the fast retransmit phase where lost packets are retransmitted without waiting for timeout. The fast recovery algorithm then retransmits all lost packets until a non-duplicate acknowledgment is received. The congestion avoidance phase follows, where the TCP sender attempts to optimize its fair share of the link bandwidth connecting the two TCP end-points. If at least one link on this communication path becomes the bottleneck, an RED gateway regulates the traffic flow in this bottleneck link at its optimum capacity.
The RED Algorithm
The RED mechanism calculates a weighted moving average x k of the current queue size q k as:
where α ∈ (0, 1) is the filter resolution. A probability p k is calculated based on the current value of x k :
where X min and X max are minimum and maximum thresholds of x k , respectively; B is the buffer size; p max is the maximum threshold of p k ; and c m is the number of packets that arrived after the last marking. Each incoming packet is marked (or dropped) with probability p k . Therefore, the targetqueue-length q 0 can be maintained by appropriately choosing system parameters, such as X min , X max , and p max .
The TCP-RED System
We consider a system of N TCP flows passing through a bottleneck RED gateway shown in Fig. 1 [Firoiu & Borden, 2000; Ranjan et al., 2004] . We assume that the system operates in its desired stable condition, satisfying a designed objective [Floyd & Jacobson, 1993] . Without loss of generality, the system is assumed ECN capable. The N long-lived TCP connections are controlled by the ECN markings of the RED gateway, which aims to maintain an even distribution of the bandwidth in the bottleneck link among the N TCP flows.
The average queue size can be maintained at the target queue level (X min + X max )/2. The system can be analyzed using small-signal linearization and perturbation for the calculation of instability boundaries [Chen et al., 2007] .
The nonlinear dynamics of the aggregated flow at the RED gateway was analyzed using the ns-2 network simulator and the parameters shown in Table 1 . As the RED filter resolution α varies, the system crosses the boundary of stability. Stable and unstable RED queue length waveforms of the TCP-RED system for two values of α are shown in Fig. 2 [Chen et al., 2007] . The waveforms observed over various time scales exhibit self-similarity.
In this paper, we analyze its effect on the queue length stability.
Self-Similarity and DFA Method
Detrended fluctuation analysis (DFA) method Hu et al., 2001] is a popular approach to analyze self-similarity and long-range dependence (LRD) properties of signals. 
where s is the mean of s(j) given as:
The integrated time series y(i) is divided into m bins of equal length l, where ml = L. A least-squares fitted line y k l (i) of y(i), also called the local trend of y(i), is calculated for the kth bin of length l, where
The series y(i) is detrended by subtracting the local trend y k l (i), for i = (k−1)l+1, · · · , kl, as:
For the kth bin of length l, the root mean square (rms) fluctuation for the integrated and detrended time series is calculated as:
Thus, the averaged rms fluctuation for the entire time series is given as:
This computation is repeated for all time scales l to obtain the behavior of F (l). Scale invariant signals with power-law correlations possess a power-law relationship between the rms fluctuation function F (l) and the scale l, given by::
If log F (l) increases linearly with log l, the slope of the line log F (l) versus log l gives the power-law scaling exponent β. F (l) is also called the scaling function. We analyze the scale exponent β for the TCP-RED system.
Long-Range Power Law Correlations in TCP Flows
3.1 Power-Law Scaling Exponent and Stability changes when the RED filter resolution α is varied. For each DFA curve, we observe two deflections (crossovers) and three linear regions. We thus obtain three power-law scaling exponents for each DFA curve over the entire range of bin size l, labeled β 1 , β 2 , and β 3 for regions 1, 2, and 3, respectively. A plot of exponent β 1 versus the RED filter resolution α is shown in Fig. 4 . Also shown are the stability boundaries for the TCP-RED system. They are obtained by waveform inspection [Chen et al., 2007] .
The value of β 1 , which varies between 1.5 and 2.0, provides a clear indication of the stability of the TCP-RED system. Values of β 1 below ∼1.85 correspond to stable region and above ∼1.85 correspond to unstable region of operation.
Interpretation from a Waveform Viewpoint
In the analysis of time series, the DFA exponent value allows a consistency characterization of seemingly nonstationary time series [Hu et al., 2001] . Two time series are DFA similar if they have nearly equal DFA exponent values. Hence, if a stationary time series that is DFA similar to the RED queue length time series could be identified, the two would have consistent characteristics.
The unstable RED queue length waveform shown in Fig. 2(b) resembles a sinusoidal wave. The DFA curve for a sinusoidal waveform with power-law scaling exponent 2 is shown in Fig. 5 . The crossover depends on the frequency of the sinusoidal wave. Also shown in Fig. 5 is the DFA curve for a sawtooth waveform with a power-law scaling exponent 1.5. Such a sawtooth waveform is the native waveform of the stable TCP-RED congestion algorithm. DFA exponent values between 1.5 and 2.0 may be generated by combining "sinusoidal" and "sawtooth" waveforms. For example, a DFA exponent value 1.75 may be obtained by combining "sinusoid" and "sawtooth" with an amplitude ratio of 2:1, as shown in Fig. 5 .
Long-Range Power-Law Correlations in TCP Window Periods
In Section 3, the FDA method was applied to a time series of the RED queue length aggregated from all TCP sources. Hence, it would be of interest to analyze individual TCP sources. In this Section, we consider the time series that enables probing into the TCP sources. We consider the time series T j (i), where j = 1, · · · , 170 is the flow number and T j (i) is the time interval between two multiplicative decreases of the jth TCP flow. T j (i) is, therefore, the TCP window period. Figure 6 shows the DFA scaling exponent of T 1 (i) by varying α, the filtering parameter of RED. The results follow a linear relationship, which indicates the feasibility of using the DFA method and the existence of power-law relationship. We fit the traces using a straight line whose slope is equal to the DFA exponent. Note that the scaling behavior for small and large scales are not identical [Hu et al., 2001] . The raw data length ranges roughly from 10 to 10 9 . For the DFA method, we use for all connections a shortened data length, between 10 2.3 and 10 6.9 . Two reasons for using reduced data lengths are that the DFA method is less accurate at the two ends of the scaling range and that the range between 10 2.3 and 10 6.9 of the scaled DFA results shows a linear relation on the log-log plot, indicating the suitability of applying the DFA method.
To avoid confusion with the DFA exponent β used in Section 3, let β T j denote the DFA exponent of T j (i), the time series of the jth TCP window period. Even though β T j s are not identical, they follow a distribution as shown in Fig. 7 for all α's.
The value of DFA scaling exponent of the TCP window period for the TCP-RED system is given by
As shown in Fig. 8 , β T < 0.5 represents power-law anti-correlation. The degree of the power-law anti-correlation is related to the stability of the TCP-RED system. Larger power-law anti-correlation (smaller value of β T ) imply more stable system. Anti-correlation may be observed in the time series of Fig. 9 . We also observe the common characteristic of the anti-correlation of a time series: several periods of larger window size are always followed by several periods of smaller window size. Figure 9 can also be explained in the view of feedback control systems. A connection having an increase in the window size, which represents an increase in flow rate, will always trigger a decrease in the window size of another connection to maintain a constant flow rate. However, when the system is unstable, the TCP sending rate becomes less organized and appears memoryless, as indicated by β T ≈ 0.5.
Conclusion
Based on the data collected from the ns-2 simulations, long-range power-law correlations of both the queue length waveforms at the RED gateway and the TCP window period series from the TCP sources have been analyzed using the DFA method. The results show that the power-law scaling exponent varies with the stability of the RED gateway. The main contribution of this work is the finding that the scaling exponent varies with the relative stability of the RED gateway. The scaling exponent is independent of the stationarity of the queue length or TCP source periods and, hence, it can be used at the gateway or the TCP source nodes as an indicator for the stability of the TCP-RED system. An illustration of two TCP flows competing for bandwidth in a stable TCP-RED system. When one flow has a high frequency, the other has a low frequency, and vice versa. . . . 20 
