ABSTRACT A randomized fingerprint model is proposed, which can effectively reduce the false positive rate by generating a unique fingerprint for each URL. The model is also used to improve the Wu and Manber (WM) algorithm, which is a multi-string matching algorithm; as a result, a randomized fingerprint WM (RFP-WM) algorithm is proposed. Furthermore, a Graphics Processing Unit (GPU)-based parallel randomized fingerprint algorithm (GRFP-WM) is implemented. Experimental results indicate that, for a massive pattern set containing more than a million URLs, the efficiency of the RFP-WM algorithm is 20% higher than that of the WM algorithm. The WM algorithm's efficiency is approximately 7% higher than that of the Aho and Corasick (AC) algorithm, which is also a multi-string matching algorithm. The efficiency and speedup of the GRFP-WM algorithm are higher than those of the GPU-based WM and the GPU-based AC algorithms. These results indicate that the randomized fingerprint model can effectively reduce the collision rate and improve the efficiency of the algorithm.
I. INTRODUCTION
Phishing [1] is a form of deception used to steal the personal information of victims by sending them spoof e-mails urging them to visit a forged webpage, which looks exactly like the real webpage. Typically, a phishing attack is initiated by sending victims an e-mail that appears to be from an authentic organization. These e-mails ask the victims to update their information by following a URL link contained in the e-mail. Other channels through which phishing URLs are distributed include black hat search engine optimization [2] , peer-topeer file sharing, blogs, forums, and instant messaging. The blacklist/whitelist method is the most effective way to help URL filtering systems handle phishing sites.
Statistics from the Anti-Phishing Working Group show that the total number of unique phishing sites in the second quarter of 2016 is 466,065. This figure is 61% higher than that of the fourth quarter of 2015. Banks are the primary targets of phishing attacks. Currently, social networking sites [3] - [6] are prime targets for phishing because the personal details provided on such sites can be used in identity theft. Presently, the number of phishing websites that are created using phishing toolkits (e.g., Super Phisher and Rock Phish) is increasing because these tools simplify the creation of fraudulent websites by stealing the source code of legitimate webpages. Furthermore, these tools facilitate phishing compared with the manual method of creating a phishing webpage. With the development of the Internet, the number of phishing sites has become massive. As a result, traditional filtering methods, such as the Aho and Corasick (AC) [7] and Wu and Manber (WM) [8] algorithms, which are multistring matching algorithms, fail to meet the current need for efficiency.
The AC algorithm is able to match strings in worst-case time linear in the size of the input. The AC algorithm consists of two parts: (1) constructing the pattern matching machine from given patterns and (2) making the pattern matching machine run on text. The algorithm first constructs an automaton on the basis of the dictionary, and then applies the automaton to the input text. The transition from state to state depends on the current input symbol. A pattern is identified when the automaton enters a state flagged as final. The complexities of constructing a pattern automaton and scanning a text are linear to the total length of given patterns and the length of a text, respectively.
The WM algorithm reduces the probability that each block appears in one of the patterns by reading blocks of characters and speeding up the matching by using a strategy of jumping bad characters. The WM algorithm pre-built three tables that are the SHIFT Text filtering, or string (or pattern) matching technology, has been thoroughly investigated. Researchers have made significant achievements over the past few decades. The performances of some algorithms have even been approximate to the theoretical limit. Classical matching algorithms play a great role in text filtering; however, with the exponential growth of data, the algorithms have failed to satisfy the need of practical engineering and have yet to be improved. For example, the WM algorithm uses the hash function to eliminate impossible matching. That is, the block containing m characters in each pattern is hashed. If more instances of the same prefix in the string or pattern set, such as a URL, exist, then the collision rate will be higher (The collision rate is the rate of the same hash or fingerprint value generated by the same input). Thus, considerable validation is required in string matching, thereby reducing the efficiency of the algorithm. The throughput of a single thread can hardly meet the actual need.
In view of these problems and according to the characteristics of the URL set, this study proposes a randomized fingerprint model, which is applied to improve the WM algorithm. The improved WM algorithm is transplanted into a Graphics Processing Unit (GPU) and implements a real-time parallel filtering method based on the GPU for a massive number of URLs. This study has two primary contributions:
1. A randomized fingerprint model is proposed. The model computes a unique fingerprint for each URL pattern, thereby reducing the collision rate in a large pattern set. The WM algorithm is improved by the randomized fingerprint model, namely the randomized fingerprint WM (RFP-WM) algorithm. The PREFIX table of the WM algorithm is replaced by the FPRINT table, which is calculated by the randomized fingerprint model. The experimental results illustrate that the conflict growing rate of RFP-WM is 2-5% less than that of WM algorithm in 5 pattern sets.
2. The Parallel RFP-WM algorithm, which is transplanted into the GPU, is proposed. A GPU-based parallel random fingerprint WM algorithm (GRFP-WM) is consequently implemented. The experimental results illustrate that the speedup of GRFP-WM compared with RFP-WM is 15x to 26x.
The rest of this paper is organized as follows. Section II reviews the related work. Section III is overview of our approach, which contains introduction of our approach and implementation in GPU. In section IV, we construct an experiment to evaluate our approach. Section V is our conclusion.
II. RELATED WORK
In the whitelist approach, a list of all safe websites and their associated information is maintained. Any website that does not appear in the list is treated as a suspicious website. The current whitelist tools commonly use a universal whitelist of all legitimate websites. This list needs to be constantly updated. Han et al. [9] developed an approach to maintain an individual whitelist, which records the well-known legitimate websites of the user, rather than a universal legitimate site list. In this approach, the automated individual whitelist records every URL along with login user interface information and the legitimate IP addresses mapped to these URLs.
In the blacklist approach, a list of known phishing sites is maintained, and the currently visited website is checked against this list. This blacklist is usually gathered from multiple data sources, such as spam traps or spam filters, user posts (e.g. PhishTank), or verified phishes compiled by third parties (e.g. takedown vendors or financial institutions). Prakash et al. [10] used an approximate matching algorithm that divides a URL into multiple components that are matched individually against entries in the blacklist.
The core technology of the whitelist and the blacklist is the string matching technology. The AC and WM algorithms are two widely used classical string matching algorithms.
The patterns in the AC algorithm are converted into deterministic finite automata, which can be used to scan text. The performance of the AC algorithm is stable and does not depend on the characteristics and size of the pattern set. The optimal and average time complexity is O(n) [7] . However, Determinism Finite Automate (DFA) requires large memory. A large pattern set can easily cause memory explosion. Therefore, the AC algorithm cannot deal with massive patterns.
Furthermore, the AC algorithm cannot jump over impossible matching and has to handle the characters one by one. Thus, the performance of the AC algorithm is worse than that of the WM algorithm when the length of the pattern is longer. The AC-BM algorithm [11] , which combines the jumping capability of the BM algorithm with the stability of the AC algorithm, was established to achieve a jumping AC algorithm at the expense of occupying a larger memory space to overcome this problem. The performance of the AC-BM algorithm is superior to the traditional AC algorithm.
The WM algorithm is an efficient multi-pattern matching algorithm that uses a bad character block transfer mechanism and pattern search with a hash function. Experiments have VOLUME 6, 2018 indicated that this method needs less memory space to handle massive patterns. If the parameters are appropriately set, then the algorithm is efficient. Although the WM algorithm is widely used, it has many restrictions. Researchers have implemented several modifications to improve the performance and application of the WM algorithm. The QWM algorithm [12] combines the QS method [13] with the WM algorithm, uses the mismatched information during pattern matching, reaches the top shift distance, and improves the performance. Compared with the AC and WM algorithms, the QWM algorithm exhibits satisfactory performance on a large alphabet set. A previous paper [14] proposed an improved suffix pattern matching algorithm, which reduces the number of comparisons during matching to overcome the limitation in handling a suffix pattern (a short pattern string is the suffix of a long string) in the WM algorithm. The short pattern is also hit when the long pattern is hit, instead of comparing again.
Despite the continuous efforts of researchers to improve the performance of the algorithm, the speed of performance improvement is lagging behind the speed of data growth. In recent years, general-purpose GPU (GPGPU) has become a research focus. Many algorithms have been implemented on a GPU with good performance. Using the GPU as a coprocessor to improve performance becomes an important way in practice. For the traditional GPGPU approach, developers should not only be familiar with parallel algorithm porting, but also proficient in computer graphics and GPU architecture. Furthermore, data processed by GPGPU are not logically related and have to be rewritten to the graphics memory after processing. The programming model has two drawbacks. First, the excessive memory access reduces its efficiency. Second, the communication between threads is not allowed.
In November 2006, the NVIDIA Corporation introduced the Compute Unified Device Architecture (CUDA), which is a general purpose parallel computing architecture [15] . CUDA comes with a software environment that allows developers to use C as a high-level programming language. CUDA supports other languages or application programming interfaces, such as CUDA FORTRAN, OpenCL, and DirectCompute. The CUDA parallel programming model is designed to overcome the drawbacks of GPGPU while maintaining a low learning curve for programmers familiar with standard programming languages, such as C.
Some researchers have integrated traditional multi-string matching algorithms, including AC [16] - [18] and WM algorithms [19] - [21] , into a GPU. Peng et al. [16] simply ported the AC algorithm to run on the GPU, which gets more than 28x speedup. Tran et al. [17] proposed approach parallelizes the AC algorithm by efficiently placing and caching the input text string and reference data organized as a 2D table (STT) in the on-chip shared memories and texture caches. This condition significantly reduces the average memory access latency while impressively improving system performance. Tumeo et al. [18] presented several optimizations to map the AC algorithm to the CUDA architecture: 1) reducing the number of loads for performing the state transition and the final state checking; 2) binding the STT to the texture memory; and 3) re-organizing the input streams. They also tested the implementation a Tesla C1060 and on a Tesla C2050. The highest performance reached 22.7 Gbps and 50Gbps with the performance advantage of Tesla.
Xu et al. [19] simply ported the WM algorithm to run on the GPU, which gets more than 12x speedup. Huang et al. [20] implemented two sequential algorithms, namely, the WM and AC algorithms, on a GPU-based parallel computation platform. The experimental results showed that the throughput of GPU implementation is approximately five to seven times faster than that of a CPU. Huang et al. [21] proposed a WM-like, GPU-based, multi-pattern matching algorithm. The algorithm uses the GPU-based parallel processing capability to compare the contents of a single packet in parallel. The performance of the algorithm is twice as high as that of a modified WM algorithm.
The novelty of the proposed method consists of two points: 1) the randomized fingerprint model requires only a small amount of memory to store tens of millions of patterns set. Compared to G-AC [16] - [18] , the memory needed by GRFP-WM is one percent of G-AC. 2) the collision rate of the randomized fingerprint model is lower. Compared to G-WM [19] - [21] , the conflict growing rate of RFP-WM is 2-5% less than that of the WM algorithm. Several other papers [22] - [24] have studied the related security and networking issues.
III. OVERVIEW OF THE PROPOSED APPROACH
In this section, the randomized fingerprint model and its corresponding naive string matching algorithm are proposed.
A. RANDOMIZED FINGERPRINT MODEL
Initially, a definition of randomized fingerprints is given in this subsection.
Definition 1: ϕ(P) is the fingerprint of pattern P, if and only if ϕ(P) satisfies the following conditions:
(1) ϕ is the function of the pattern string P or its substring. If the fingerprints of two pattern strings or their substrings are the same, then their fingerprints are also the same.
(2) For any two pattern strings
1, that is, the probability of the same fingerprint of P 1 and P 2 is less than 1.
Example 1: For a given pattern string
αis a prime number, and F α is the domain after mode by an integer with prime α).
Theorem 1: For two different patterns P 1 and P 2 of which the length is l, l < n, α ∈ θ (n 2+β ), and β > 0.
Then
, that is, the probability of the same fingerprint of P 1 and P 2 is less than 1 n 1+β . Proof: The equation ϕ f ,α (P 1 ) = ϕ f ,α (P 2 ) can be considered a function of f , f ∈ F α ; thus, the probability of selecting The aforementioned content is used to establish a pattern matching algorithm based on randomized fingerprint technology. For the purpose of simplicity, a single-pattern matching algorithm is first established. Assuming the pattern string is
; i is the fingerprint index of the pattern sub-window, n is the length of the text, ω is the length of the window, ϕ f ,α (P(i)) is the fingerprint function of pattern P, and matchnum is the number of hits. A single pattern matching algorithm is given in Algorithm 1.
Algorithm 1 Single-Pattern_Match(P, T)
Input:
α ← randomly chosen a big prime 04:
f ← randomly chosen elements from F α 05:
End if 09:
End if 10: End for
In Algorithm 1, the parameters f and α are selected randomly when the algorithm is running. Therefore, the false positive is low. However, a single-pattern matching algorithm does not work for the current network environment; thus, a multi-pattern matching algorithm based on the theory of randomized fingerprint is proposed and is given in Algorithm 2. For a given set of patterns P = P 1 , P 2 , · · · , P r , P r = p r 1 p r 2 · · · p r l is a pattern that is defined on a finite alphabet and matchnum is an r-sized array recording the hit times per pattern string.
Algorithms 1 and 2 show that the randomized fingerprints significantly reduce the collision rate. However, the characters are matched one by one. Thus, the algorithm is a naïve string matching algorithm. The average time complexities of Algorithms 1 and 2 are O(n) and O(nr), respectively. The speed of the naïve algorithm cannot meet the requirement of processing massive traffic by a large pattern set. The WM algorithm can eliminate impossible matching by the history information. However, the collision rate of the common hash function is high for a large pattern set. Numerous pattern hits need to be verified; as a result, the efficiency of the algorithm is detrimentally affected. Thus, the randomized fingerprint model is combined with the WM algorithm to improve the WM algorithm.
B. RANDOMIZED FINGERPRINT WM ALGORITHM (RFP-WM)
In this subsection, the WM algorithm used in this study is first introduced. The algorithm reduces the probability that Algorithm 2 Multi-Pattern_Match(P, T)
each block appears in one of the patterns by reading blocks of characters and accelerating the matching by using a strategy of jumping over bad characters. The WM algorithm has three pre-built tables, namely, SHIFT, HASH, and PREFIX tables. The SHIFT table stores the number of characters to skip according to the scanned string. The search position can be shifted along the text as long as the value of the shift is strictly positive. When the shift is zero, the text to the left of the search position may be one of the pattern strings. In this case, the HASH and PREFIX tables are used to further confirm whether the text is one of the pattern strings.
During the searching process, a position pos is slid along the text, and a block ω of B characters is read backward. The position pos is initialized to l (the length of the shortest pattern). If j = SHIFT(hash(ω)) > 0, then we shift the window to pos + j and continue the search. Otherwise SHIFT(hash(ω)) = 0 and the hash value are looked up in the HASH table, which stores a pointer to the PREFIX table and pattern list. If hash(ω) = h (h is the suffix hash value), then the pattern list stores all of the pattern strings whose hash value is h. Many patterns have the same hash value in the HASH table because the patterns have the same suffix block (ω). A prefix hash value for each pattern in the pattern list is stored in the PREFIX table to reduce the times of comparisons. If the suffix hash and prefix hash values are the same, then the text is compared with the corresponding pattern to determine an exact match. The flow diagram of the WM Algorithm is shown in Fig. 1 .
The performance of the algorithm is influenced by two factors. The first factor is collision rate. Although the collision rate of the randomized fingerprint model is low, only few conflicts exist in massive patterns. The second factor consists of parameters f and α, which are randomly selected at running time. Some modifications are implemented on the WM algorithm and randomized fingerprint model to improve the efficiency of the RFP-WM algorithm. 1) The optimal parameters f and α are selected using a training pattern set. 2) The pattern is divided into multiple windows, whose length is l. The fingerprint of each window ω is generated. The SHIFT and HASH tables are generated in window ω, whose fingerprint collision rate is the lowest.
3) The window whose fingerprint collision rate is the lowest is saved as the FPRINT table. The position of the first character in the window is recorded as the fingerprint index of the pattern. The FPRINT table in the traditional WM algorithm is replaced the PREFIX table. The improved algorithm is given in Algorithm 3. Algorithm 3 is the preprocessing part of the entire algorithm. First, the better parameters f and α are trained according to the pattern set and used to generate the fingerprint of the window. From Definition 1, f i ∈ F α , α is a prime number, and F α is the domain after mode by an integer with prime α. From Theorem 1, P r (ϕ f ,α (P 1 ) = ϕ f ,α (P 2 )) < 1 n 1+β , that is, the probability of the same fingerprint of P 1 and P 2 is less than 1 n 1+β . So the parameters training in this paper are not that in machine learning, which is selecting parameters f and α to make the collision rate smaller by conducting many times experiment on similar data sets. Second, the fingerprint of each window in each pattern is generated. Third, the frequency of each fingerprint is counted. Finally, the fingerprint with the minimum frequency is selected as the fingerprint of the pattern. The starting position of the window is recorded for searching. The window is called ω, where Block B, SHIFT The algorithm can be further improved. After generating the fingerprints of all of the patterns, the patterns are sorted in an ascending order according to the hash value of the last block in the window. The patterns with the same hash value are saved in a list. Thus, the first pattern with the same fingerprint needs to be looked up instead of generating the fingerprint of each pattern with the same hash value.
We use an example to illustrate our algorithm. Given a pattern set P = {house, amuse, pretty, mother, something, algorithm}. The length of the window is set to five characters, because the length of the shortest pattern in the pattern set is five characters. First, the fingerprint of each pattern is generated, and the position of the window is recorded. The fingerprint of each pattern is assumed to be acquired from the following windows (in bold italics): house, amuse, The HASH and SHIFT tables are similar to those in the traditional WM algorithm. However, the FPRINT table is used instead of the PREFIX table. The fingerprints of the pattern are on the right side of Fig. 3 , and the corresponding fingerprint table is on the left side of the figure. Then, the pattern is validated against the FPRINT table when the shift value is 0. The experimental results indicate that the collision rate of the FPRINT table is low.
Algorithm 4 RFP-WM_Searching (P, T)
Input: P = p 1 , p 2 , · · · , p r , T = t 0 , t 1 , · · · t
C. GPU-BASED PARALLEL RFP-WM ALGORITHM
In this subsection, the RFP-WM algorithm is implemented on the GPU, and the GRFP-WM algorithm is consequently established.
First, the pattern set is preprocessed in the CPU, including the construction of the SHIFT, HASH, and FPRINT tables. The URL texts to be processed are likewise grouped. Subsequently, the three tables and URL subsets are transferred to the GPU memory. The GPU memory is divided into multiple layers, e.g., global, texture, shared, and constant memory layers. The sizes and speeds of these memory layers are different. The shared memory (48KB in our test equipment), which falls under on-chip memory, is more than a hundred times faster than the global memory. The texture and constant memories (both are 512 MB), which are classified as off-chip memory, have slower speeds. The global memory has the largest storage space (1 GB in our equipment and is comparable to the main memory of a CPU) and the slowest speed. Therefore, how the data are stored and distributed in the GPU directly affects the efficiency of the algorithm.
The storage allocation is divided into two ways according to the size of the URL pattern set: 1) When the number of the URLs is less than 500,000, the SHIFT, HASH, and FPRINT tables are stored in the shared memory, as shown in Fig. 4. 2) When the number of URLs is more than 500,000, only the SHIFT and HASH tables are stored in the shared memory, whereas the FPRINT table is stored in the texture memory, as shown in Fig. 5 . The URL text set (10 million in our experiment) that will be matched is stored in the global memory. The URL text set is divided into 100 subsets (URL = {URL 1 , URL 2 , · · · URL n }, n = 100), which contain 100,000 URLs. A thread is created for each subset.
First, at the matching stage, the URL text set is divided into n subsets in storage mode 1. The n subsets are transplanted into the global memory from the CPU memory. Second, a block is created for each URL subset. The SHIFT, HASH, and FPRINT tables are stored in the shared memory of the corresponding block. Third, a thread is created to process the URL subset in each block. The results are stored in the global memory and then transferred to the CPU memory. Given the different storage modes, the matching method of storage mode 2 is slightly different from that of storage mode 1. After hitting the HASH table, the fingerprint needs to be verified in the texture memory and not in the shared memory. The efficiency of the verification in storage mode 2 is considerably lower than that in storage mode 1, because the texture memory is off-chip memory.
IV. EXPERIMENT AND ANALYSIS
We conducted experiments to evaluate the performance of our method. The experiments are grouped into two: (1) the comparison of the RFP-WM algorithm with the classical AC and WM algorithms and (2) the comparison of the GRFP-WM algorithm with the GPU-based AC (G-AC) [17] and GPU-based WM (G-WM) [19] algorithms. The experiments were performed on a CPU Intel Core i5-2300 2.8 GHz with 4 GB memory. The GPU used was NVIDIA GEFORCE GTX570 with 1 GB memory. The version of CUDA is 3.20.
A. EXPERIMENTAL DATA
We selected URLs from blacklist [25] to construct three test data sets (Data Sets I to III), each of which contains five URL pattern sets. The size of Data Sets I and Data Set II contain 100,000-500,000 URLs. The hit times in Data Set I are 180,000 to 760,000. The hit times in Data Set II are approximately half of that of Data Set I, i.e., 90,000 to 380 000, as presented in Tables 2 and Table 3 . The size of Data Set III is 6,000,000-10,000,000. The hit times in Data Set III are 870,000 to 2.9 million, as presented in Table 4 . The sizes of the text data sets to be matched are 10,000,000 URLs. 
B. RESULTS AND ANALYSIS 1) PERFORMANCE ANALYSIS OF THE RFP-WM ALGORITHM
The performance of the RFP-WM algorithm was compared with those of the WM and AC algorithms for Data Sets I to III (Tables 2 to 4 ), as shown in Fig. 6 to 8 .
In this section, the collision rate of the fingerprint model is evaluated. First, the hash table of WM and FPRINT table of RFP-WM, which is of the size 1.2 million, are created. The conflict is alleviated by the FPRINT table. Second, the patternset1 to patternset5 in Data Set III are stored in the hash table by hash function in tradition WM and the fingerprint model proposed by us. The conflict number of patternset1 to patternset5 is counted. The collision rate is calculated by using equation Rate = the number of conflict patterns/the number of patterns. The detail is as Table 5 . It shows that the collision rate of the two algorithms increases with the enlargement of pattern set. But the conflict growing rate of RFP-WM is 2-5% less than that of WM algorithm in 5 pattern sets. Fig. 6 presents the running time comparison among the three algorithms in processing 10,000,000 URLs in Data Set I. The speeds of the three algorithms decrease slightly as the pattern set increases. However, the overall performance of the RFP-WM algorithm is superior to that of the WM and AC algorithms. The running times of the RFP-WM algorithm for the five URL pattern sets are 112.52s to 214.32s. The running times of WM and AC algorithms are 139.78s to 247.36s and 121.45s to 245.42s, respectively. The experiment results indicate that the randomized fingerprint model can effectively reduce the memory collision rate and improve the efficiency of the algorithm when dealing with handling large URL pattern sets. Fig. 7 presents the running time comparison among three algorithms in processing 10,000,000 URLs in Data Set II. The speeds of the RFP-WM algorithm (60.41 s to 104.27 s) are the fastest for the five URL pattern sets and are faster than those for Data Set I. The results shown in Figs. 6 and 7 indicate that the hit rate has a significant influence on the efficiency of the algorithm. The hit rate is approximately inversely proportional to the efficiency of the algorithm. However, the influence of the increasing pattern set is less than that of the increasing hit rate. Fig. 8 Fig. 8 illustrates that the time consumed by the RFP-WM algorithm is gradually reduced with the increase of the size of the FPRINT/hash table, but there is no infinite and proportional reduction. When the size of the FPRINT/hash table is 7.2 million, the consumption time is beginning to stabilize, which is 342.9 s and 527.1 s, respectively.
2) PERFORMANCE OF THE GRFP-WM IMPLEMENTED ON ALGORITHM FOR MODE 1 VERSUS MODE 2
We implemented the algorithm G-AC in [16] - [18] and G-WM in [19] - [21] to verify and compare the performance of the GRFP-WM algorithm. VOLUME 6, 2018 GRFP-WM is compared with G-WM and G-AC for Data Sets I and III. The results are shown in Figs. 9 and 11 . The G-WM algorithm memory allocation is the same as that of the GRFP-WM algorithm for the two data sets. Data Set I is stored following storage mode 1 (Fig.4) , whereas Data Set II is stored following the storage mode 2 (Fig.5) . The memory allocation of G-AC is different from those of G-WM and GRFP-WM because the memory space needed by the AC automation is relatively large, such that the entire automation cannot be stored in the shared memory. Therefore, the first six high-frequency nodes of the AC automaton are stored in the shared memory, whereas the remaining nodes are stored in the texture memory. The 10,000,000 URLs are divided into 100 groups, each with 100,000 URLs. One thread is created for each group. A total of 100 threads are simultaneously running. Fig. 9 shows the running time comparison among the GRFP-WM, G-AC [16] - [18] , and G-WM [19] - [21] algorithms in processing 10,000,000 URLs in Data Set I. The speed of the GRFP-WM algorithm is the fastest. The range of the time consumed by GRFP-WM on the five pattern sets is 4.54 s to 8.08 s. The running time of G-AC [16] - [18] algorithm is less than G-WM. As shown in Fig.10 , the speedup range of GRFP-WM for the five pattern sets is 23.55x to 24.57x, whereas the maximum speedup ranges of G-WM [20] and GAC [18] are only 22.08x to 25.98x and 18.81x to 22.07x, respectively. The speedup of the G-WM [19] - [21] algorithm is greater than that of G-AC [16] - [18] . Fig. 11 presents the running time comparison among the GRFP-WM, G-AC [16] - [18] , and G-WM [19] - [21] algorithms in processing 10,000,000 URLs in Data Set III. Compared with the data shown in Fig. 9 , the running times of the GRFP-WM, G-AC [16] - [18] , and G-WM [19] - [21] algorithms increase significantly. The running time range of GRFP-WM is 12.36 s to 27.82 s for the five URL pattern sets. The running time of the fastest G-WM [20] and G-AC [18] [21] , and a portion of the AC [16] - [18] automaton of the G-AC algorithm). The decline in the speed of accessing memory results in a decrease in the efficiency of each of the algorithms. The speedups of the seven algorithms are likewise reduced, as shown in Fig. 12 . As shown in Fig. 12 , GRFP-WM exhibits the highest speedup (15.32x to 18.69x) among the three algorithms for the five pattern sets. The speedup of the highest G-WM [20] and G-AC [18] is 14.46x to 17.84x and 11.63x to 16.92x, respectively. Fig. 10 and 12 show that the RFP-WM algorithm is suitable for parallelization.
V. CONCLUSION
In this study, a randomized fingerprint model is proposed as a filtering method. A large number of URLs, which are not patterns, are filtered. The false positive rate is dramatically reduced. The WM algorithm is improved by the integration of the proposed randomized fingerprint model, as evidenced by the performance of the RFP-WM algorithm. The randomized fingerprint model effectively reduces the collision rate of the RFPWM algorithm, whose speed is increased by 20%. Furthermore, the RFP-WM algorithm is implemented on the GPU to establish the GRFP-WM algorithm, which is compared with the G-AC [16] - [18] and G-WM [19] - [21] algorithms. The experimental results indicate that the GRFP-WM algorithm is superior to the G-WM and G-AC algorithms in terms of speed and speedup; its highest speedup is 28.87x and its lowest speedup is 15.32x. Therefore, the RFP-WM algorithm is suitable for parallelization.
In future works, we will optimize the proposed approach and reduce the collision rate to achieve greater efficiency with low overhead. 
