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Abstract—Remote laboratories is a spreading concept 
which allows the remote use of devices through Internet 
connexion. The paper deals with the providing of a frame-
work which is reusable for many devices, from different 
end-user media such as phone, computer or TV and accept-
able in industry, therefore taking into account multi infor-
mation systems securities. 
The problem is addressed through the point of view of m-
learning situations which involves the lack of rich user in-
teractions and the fact that the user belongs to external in-
formation systems when he interacts with the remote device. 
The modelisation of the remote device with ontologies, the 
use of a central application server, message oriented mid-
dleware and standard web services (database, authentica-
tion) are the keys allowing the independence of the frame-
work to the device. 
The adaptation of the GUI to the end-user device is made 
through a proxy which refactor the requests and responses 
according to the capabilities of the end-user device (size of 
screen, interactions tools).   
The use of a user-centric model of identities federation al-
lows us to provide an efficient way to reach the goal of 
transparency to security constraints. 
Index Terms—Mobile Learning, Remote Control,Security 
Federation, SAML, Ontologies, Adaptative Hypermedia, 
Collaborative Remote Laboratories 
I. M-LEARNING AND REMOTE LABS 
One commonly used definition of the Mobile Learning 
(henceforth m-Learning) is:  
Learning that happens across locations, or that takes 
advantage of learning opportunities offered by portable 
technologies. In other words, mobile learning decreases 
limitation of learning location with the mobility of general 
portable devices [2].  
The challenges of m-Learning are numerous on the 
technological aspects but also in the social and educa-
tional parts. Among the main technical challenges, we can 
cite the multiple standards, multiple screen sizes, multiple 
operating systems, the adaptation of existing e-Learning 
materials for mobile platforms,etc. The pedagogical issues 
focuse on the support to learning activities across many 
different contexts, design of technologies for life-long 
learning, private information and content,etc. 
These problems are already considered as compulsory 
for “traditional lessons”, which do not involve the rela-
tionship with material devices. In the field of professional 
training, such as being addressed in engineering schools, 
we have to consider the aims of the learning activities. In 
the engineering schools, education embraces technical 
learning on real devices such as hyperfrequency analyzers, 
optical fiber stretcher and characterizer for optic, etc. The 
introduction in the distance learning process of real de-
vices is clearly a way to achieve the robustness of student 
skills.  
However, the intersection of the difficulties coming 
from the remote control of real devices and the ones com-
ing from the mobility leaves us an interesting research 
field. 
To sum up, the three pillars of m-Learning are:  
• the heterogeneity of client devices,  
• geographical distributions of users and devices,  
• the software development cost of m-Learning solu-
tions adapted to each situation, each client device and 
each remote device.  
If we want to promote the use of m-Learning in real 
situations (with students working on real instruments), we 
have to address the three above problems in a global ap-
proach. On the whole, these three questions can be refor-
mulated in the following way (see Figure 1):  
• the genericity of the framework according to the cli-
ent device and according to the remote device,  
• the security considerations: how to interact between 
peoples and devices which are very probably not au-
thenticated in the same Information Systems  
• the Human Computer Interface of the remote control 
and especially its adaptation to the mobile context.  
  
Figure 1.  M-Learning tryptic :Human computer Interface, Reusability 
and Security 
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That is the reason why we argue that these three criteri-
ons need to be represented and balanced in a Remote 
Laboratory framework for a better efficiency. 
In this paper we focus on the remote control of devices, 
the adaptation of interfaces to the context and the conse-
quences of such open door on the security of the Informa-
tion System. First, we address the problem of taking the 
control on a physical device through the Internet. Such an 
approach is known as Remote Laboratories, and tries to 
cope with the lack of remote hands-on approaches within 
distance learning or remote services in industrial fields. 
The paper is organized as follows. First, we propose our 
framework for remote control, focusing on device inde-
pendence (a solution of remote laboratory framework that 
is not supposed to be dedicated to the device it supports). 
Then, we show how this framework allows the adaptation 
of the distant user interface to the client device context 
and mobility. Next, we briefly explain how security fed-
eration can be the key for sharing devices between differ-
ent firms and clients coming from different Information 
Systems) without breaking any security constraints. Fi-
nally, section 6 concludes. 
II. RELATED WORKS 
Since few years, we assist to a strong evolution of Mo-
bile Learning and its use for long-life training in extended 
enterprise. Distance learning has brought to the Web a 
number of learning tools, making lectures possible in the 
case of teachers and learners are in different place and/or 
at different time. The mobility adds a new dimension: the 
fact that one client is not coming all the time from the 
same point (geographical mobility) and the use of new 
media (smartphone, personal assistant) to interact with the 
learning platform. For most of these solutions, the ap-
proach is web based ([24,21,18,11]), sometimes uses con-
tinue multimedia streaming ([3]) or integrated environ-
ments such as the set of Matlab toolkits ([9]). Almost all 
of the actual solutions, however, are not adapted to trans-
fer professional skills on real devices (for example, the 
way the device is supposed to be manipulated). What we 
address here is either the initial training which can be 
done in institutions (universities, engineering schools, ...) 
and the life-long training in firms. In our opinion, this last 
field is almost important as the first one. A survey of re-
mote laboratories paradigm coming from an important set 
of related works can be found in [15]. 
There is no denying that the use of a computer or a 
phone introduces a new media. But we have to assure that 
“felt-life” ([20,17]) has also to be translated within the 
platform, for the computer link to be as transparent as 
possible. It is known that the learning process is widely 
based on previous personal experiences: ”this is principal 
means by which knowledge transitions from a declarative 
form (encoding of examples) to a procedural form (pro-
duction rules)” ([4]). However, this aim is very hard to re-
introduce in the context of remote control of device. This 
is why many e-learning schemes only address the theo-
retical point of view, leaving the hands-on sessions to ac-
tivities with physical presence. 
The objective of our work is to demonstrate that we can 
build a generic and collaborative framework on which we 
can plug any kind of real and distance devices and control 
them through the Internet. 
The proposed framework has to be generic in the way 
that we do not want to redevelop the protocol of informa-
tion exchange since, on the whole, the information are 
similar (commands, answers, parameters, ...). If we have 
to code this behavior independently for each device, this 
will be unsatisfactory, especially when the number of de-
vices is large. The second point is to show how this ap-
proach can be generalized in order to adapt the distant 
GUI1  according to the media (computer, phone, IPTV, ...) 
and to the user (expert or beginner for example). Indeed, 
we need more and more mobility and there is some need 
to control remote devices through new devices such as 
smartphones for example. This is the foundation of perva-
sive computing to allow the control of real world objects 
without thinking of how the system acts under the cover 
([23]). 
We identify two ways of addressing the issue of trans-
forming a User Interface - or more specifically Internet 
content - to match an ability limited device. To separate 
the two approaches, we rely on the Model-Driven Engi-
neering ([13]).These two ways are: by direct code to code 
transformation (or transcoding) or by re-engineering 
which passes through three steps: reverse-engineering, 
model to model transformation and forward-engineering. 
The main difference between these two approaches is that 
the former tries to address the transformation in a higher 
level of abstraction whereas the later tries to build a model 
over the content and then adapt the model. In this paper, 
we will show that we can use both type of transforma-
tions: code to code transformation in order to adapt the 
interface to the user (for example through the disappear-
ance of commands which need a high level expertise) and 
re-engineering to adapt the interface to the media. 
Lastly, we address the problem of security. By allowing 
the remote control of devices through the Internet, we may 
create security holes. Indeed, by thinking about the use of 
one device belonging to one firm, and which is proposed 
as a service to other ones, we have to allow the connection 
to people which are not known in the second Information 
System. To perform this, we have to build a solution 
which exchanges informations about identities and secu-
rity associated to these identities. An obvious solution is 
to work on the feeling of trust you get about people com-
ing from this firm. Identity federation aims at creating 
Circles of Trust (namely CoT) between Information Sys-
tems sharing pre-established administrative bounds. It 
means to make the retrieval of the clearance of access 
from the Information System possible the requested digital 
identity belongs to. Identity federation means safely trans-
port identity information in respect of users’ privacy in an 
undefined environment, by taking care of privacy legisla-
tion according the domain of application2 . In Liberty Al-
liance architectures, for example, users are asked to give 
their approval when a service provider requires identity 
attributes. Furthermore, federation architectures rely on 
pseudonymity ([22]) to support privacy. 
                                                          
1 Graphic User Interface 
2 Two main references are two European directives: The Framework 
Data Protection Directive 95/46/EC (Directive) et The Electronic Com-
munications Data Protection Directive 02/58/EC (ECDP Directive) 
20 http://www.i-joe.org
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III. REMOTE CONTROL FRAMEWORK 
A. On the reusability of remote labs 
We started Remote Laboratory researches in 2000 ([6]), 
based on a network analyzer3  and an antenna workbench 
we wanted to put online. Of course, unlike the network 
analyzer, the antenna workbench conveys mechanical 
experiences (moving antenna and starting/stopping mo-
tors). The resulting GUI, however, is close to one another, 
because the GUI displays the same kind of widgets, what-
ever the device is (square, rectangle, round or knob but-
tons, led, curves, moving objects, menus, etc). Besides, we 
become aware that we were about to reinvent the wheel 
each time we want another device online. This tends to 
illustrate that dedicated integrations are short term an-
swers that are not supposed to be reused for other experi-
ments involving other devices. Moreover, as we exploited 
this solution in our teaching, we understood how authen-
ticity of the device displayed is important. Because stu-
dents mostly learn from hands-on approaches how to use 
appliances, not how they work. As such, it is very impor-
tant to be as real as possible since it will enhance the 
learning experience. Consequently we can say we learn 
from past experiences that genericity is a major issue for 
bringing several devices online and authenticity is a major 
factor for the learning experience to succeed. Nowadays, 
laboratories based their experiments on a heterogeneous 
set of devices. In the context of Remote Laboratories de-
sign, aiming at devices’ independence means supplying 
interoperability tools, in order to get Remote Laboratories 
platform able to support any kind of "remote-able" de-
vices. Such an objective needs a formal representation of 
what a device is, qualifying the device with no more and 
no less details than necessary. To reach that goal, we need 
a representation of knowledge that allows to conceptualize 
a specific domain and to specialize (instantiate) that do-
main ([16]). This way, the representation of the knowl-
edge is shared among all devices, and each device goes 
with a specialization of that domain of knowledge. This 
requirement of interoperability perfectly fits the definition 
of ontologies (and one standard specification known as 
OWL4 , from the W3C). 
Another possibility would have been to describe the in-
terface and the behavior in a XML file. But, if we choose 
this approach, we cannot assure the interoperability be-
tween different Remote Laboratories, and with other plat-
forms such as Learning Management Systems (LMS). 
What we need is a common language between different 
devices and the framework in order to exchange informa-
tions between devices in a global experiment, which in-
volves more than one device (mesh up of instruments). 
The knowledge of this language can also be used for 
evaluation purpose (detection of good and false se-
quences). To build this common language, we need a vo-
cabulary and somehow a grammar to use this vocabulary 
but also a commitment on the subsequent concepts and 
relationships between these concepts. Ontologies are an 
answer to this problem since it is a normalized approach 
for the description of nature and composition of some-
thing. 
                                                          
3 A network analyzer allows the measurement of module and phase of 
reflected and transmitted signals of a device. 
4 Ontology Web Language 
  
Figure 2.  Part of the Laboratory devices’ ontology used for specializ-
ing distance interfaces. 
We established the ontology of devices that one could 
find in a laboratory. With such an ontology (see Figure 2), 
we are able to dress the complete GUI of a device without 
any link to the media which will be used to control it. 
The vocabulary part of the ontology is common to all 
the devices. Upper the vocabulary, we have to described 
the functionalities of each device, which are obviously 
dependent of device type. The result is an OWL file per 
device grouping together the vocabulary and the "func-
tionalities". With this approach, we have described in a 
semantic way very different devices such as a network 
analyzer and an antenna workbench and we are about to 
dress the OWL of an optic fiber stretcher. 
B. Implementation 
The OWL file associated to each device is put on a 
Web server. A rich standalone client downloads and 
parses it to build the distance interface of the real remote 
device. The aim of this parsing step is, on one hand, to 
build the graphical interface, and on the other, to associate 
to this interface the different functionalities of the device. 
The interface is as close as possible to the real one. The 
standalone client uses a MOM5  above an application 
server (for authentication, authorization and transactions). 
We use publish/subscribe paradigm ([12]) to deliver mes-
sage to all learners in the classroom. 
Mainly, the message between the client, the application 
server and the device are splitted in three types using 
ASK, ACK and ANS performatives:  
• ASK, stand for ”asking”. This kind of message is sent 
when the user interacts with a widget. Then, this 
message is unicasted to the instrument with argu-
ments describing the command (identifier, associated 
parameters, ...) 
• ACK, stands for ”acknowledgment”. We need imme-
diate reaction from the server side because com-
mands performed on a device can last long (if an an-
tenna needs to be moved for example). This message 
is multicasted to all the users allowing them to see 
that someone has asked this functionality or meas-
urement.  
• ANS, stands for ”answering”. Obviously, when the 
device has performed the actions corresponding to 
the request, it sends the response to all the users 
(multicast message).  
                                                          
5 Message Oriented Middleware 
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Figure 3.  Online architecture we implemented. 
Upper this very simple protocol of message exchange, 
we use some normalized services to assure different tasks:  
• we use JAAS6  for authentication and authorization 
purpose. The framework verifies for each action if 
the user has the permission to do it. Since we try to 
be fully compliant to traditional Information System, 
the information about users credentials are stored 
within a LDAP directory (openLDAP is chosen as 
implementation). 
• logging of the actions are made in a PostgreSQL da-
tabase for two purposes: the post session evaluation 
by the teacher and the analysis of users’ behavior.  
• messages transportation is built thanks to a Java 
Messaging Service implementation: JORAM7 , an 
ObjectWeb8  open source Message Oriented Mid-
dleware. 
• All the system is controlled by JOnAS9 , as we were 
looking for a J2EE certified application server.  
IV. ADAPTATION OF THE REMOTE INTERFACE  
TO THE CONTEXT 
One of the major aspects of a global approach for re-
mote control is to allow a high flexibility of the proposed 
platform. We have seen earlier (see section 3.1) that the 
use of an ontology tool allows to represent in a same way 
very different kinds of devices and their distance control. 
However, we want to overcome another limitation which 
is the adaptation of the remote interface to the context: 
geographic localization, media used to interact with the 
device. 
Mainly, we identify three components in the context : 
• the localization of the user  
• the user’s context based on its skills or clearance of 
access. Does the devices used by an expert user or a 
beginner (for example in training session) or does the 
user paid to get all of the functionalities offered by 
the device ?   
• the media used to control the device. We are more 
and more dependant to Information Systems and we 
need to interact with it at anytime and any places. 
Therefore, we have to provide the control of Informa-
tion System and the underlying remote devices 
through different terminals such as smartphone, tele-
vision and game consoles for instance.  
                                                          
6 Java Authentication and Authorization Service 
7 Java Open and Reliable Asynchronous Messaging 
8 http://www.objectweb.org 
9 Java Open Application Server 
 
Figure 4.  Figure 4: Hiding of buttons on remote interface according to 
their level of use. 
The use of modelization tools such as ontologies helps 
us in solving the first and second goals. For the localiza-
tion, if we put apart the security considerations (addressed 
in the next section), the localization adaptation consists 
mainly to present an interface in the right language. To do 
that, we have to re-interpret the ontology with the right 
language set, by trying to minimize the encoding bias. The 
second goal is not very difficult: indeed, since we get a 
formalization of the interface, we can therefore associate a 
level of use to each widget. When the user plays with the 
remote interface, he only has to specify what is the level 
of use he wants to select. Then, we re-interpret the ontol-
ogy according to this level, ignoring the widget which 
have a level greater than the selected one. For example, if 
a button is dedicated to level 3, and the user select level 2, 
he will not see it in its remote interface. The figure 4 illus-
trates this kind of degradation of remote interface.  
The third goal is more difficult to reach as it is not ob-
vious to control what are the features of the remote back-
end. The features of the media can be very different from 
one to the other. A smartphone has a very small screen, a 
bandwith which are not so high and very poor interaction 
tools (no or small keyboard, ...). On the other hand, a tele-
vision connected to the Internet can have a very high reso-
lution, but still poor interaction tools (no keyboard). At 
last, a game console such as Nintendo Wii can be usefull 
to get at the same time a high resolution and interaction 
tools and therefore reconstruct an environment very close 
to computer ones. On the whole, on the server side of the 
remote control framework, we cannot know what are the 
features of the client terminal.  
The objective of our research is to propose a way to dy-
namically adapt the GUI to the possibilities of the client 
devices. 
We propose here as an architecture a proxy-like ap-
proach like Top Gun Wingman ([10]), Digestor ([7]) and 
Power Browser ([8]). The reason of this choice is that we 
have no guarantee that all targetted devices will have 
enough processing power to handle the adaptation ([19]). 
The adaptation will therefore be on the fly. It functions as 
the following (see figure 5):  
• the user asks for a distant interface on a proxy  
• if the proxy already knows the client’s display fea-
tures, it dispatches the request to the server which 
send the correct interface and the proxy relays it to 
the client  
• if the proxy does not know the client’s display fea-
tures, an exchange with the client is necessary to get 
these features (from direct answer of the client or 
through a request on the underlying operating system 
if it is possible). After this exchange, the proxy stores 
in a database the features corresponding to this client 
and we can process further.  
22 http://www.i-joe.org




Figure 5.  Getting a GUI adapted to the client context through a proxy 
The core of the algorithm is therefore implemented as a 
plugin of a traditional proxy (squid for example). The 
plugin is based on a genetic algorithm which takes as in-
put a GUI description, apply to it many transformations 
(each transformation is a chromosome), in order to get the 
optimal solutions according to the specifications of the 
used device. 
V. DISTRIBUTED SECURITY 
As we said in introduction, there is three axis of re-
search to build a global solution for m-Learning on Re-
mote Laboratories. We have already viewed the two first 
ones: reusability and adaptation of GUI. The last point is 
to deal with security. This is clearly a major problem in 
most of the frameworks proposed in the literature, espe-
cially those dealing with solutions such as VNC (virtual 
network computer). Indeed, with this kind of solutions, 
you have the control not only of the remote device but on 
the remote computer, which can be considered as an unac-
ceptable situation, considered by most of us as an author-
ized intrusion in Information System. 
Here, we have shown in the previous sections, that the 
framework is mainly on the server side. More precisely, 
the J2EE server asks an authentication server if the current 
client is allowed to use the remote device. Each command 
can be verified with this control, contributing to a very 
safe access to the device.  
But, this kind of scheme is correct if you trust the au-
thentication server. In fact, all the security tokens are 
given by this server (commonly a LDAP server). In an 
usual case, the client and the device are not from the same 
entity (for example, a firm proposes as a service the use of 
its devices, or in m-Learning context a student accesses to 
a device from any world point through its phone subscrip-
tion). The probability that the client is already registered 
in the authentication server corresponding to the device is 
therefore very low. The worse solution is to create an 
anonymous account, or an account dedicated to the client, 
which is usually forgotten by the system administrator and 
remains in the identities repository. Moreover, anonymous 
identities do not allow a relevant accounting service. 
As a matter of fact, we think that a better solution lies in 
the fields of the identity federation. Indeed, if one have to 
wonder how to give access to some people to one’s de-
vices, there should have strong confidence in the distance 
user. This approach can be generalized to the concept of 
Circle of Trust (CoT) between two Information Systems. 
In a CoT, one can use the security tokens from one au-
thentication server in order to use the services proposed by 
the other system. The first thing to do is to determine if 
the remote parties feel confident enough to trust each 
other. If the answer is positive an organization can trust 
the other one to establish the identity of their users and 
provide signed information about them. 
 
Figure 6.  Principle of identity federation in the FEDERID Project: the 
different providers 
For Mobile Learning, the construction of a CoT be-
tween Information Systems of firms and the different In-
formation Systems of telecommunication operators can be 
build.  
The basics of identity federation is the establishment of 
a trust architecture between partners and the implementa-
tion of protocols allowing to retrieve signed information. 
The main expected functionalities are identification of 
partners’ members, establishment of user identity, and 
being able to retrieve information about them. The stake 
of identity federation between Information Systems is the 
interoperability through normalized protocols. The objec-
tive is not to build a metaserver which collects and syn-
chronizes information from slave servers, but to build a 
decentralized architecture built on a consensus to safely 
exchange identity informations.  
The federation can be based on different protocols, 
leading to different solutions. At this time, the main archi-
tectures, such as universities or e-government, are SAML-
based ([1]) through Liberty Alliance ([22]). We have con-
tributed to SAML implementation in order to propose a 
complete solution of identity federation named FederID 
[5]. This solution is based on different tools: a reverse 
proxy (lemonLDAP), an (or multiple) identity provider 
(Authentic) and an attribute provider (InterLDAP). The 
figure 6 summarizes the different security information 
exchanges through Web Services in Circles of Trust.  
With this kind of structure, a client can use a device be-
longing to another Information System, provided that both 
information systems are in the same CoT. 
However, it is clear that this kind of structures is very 
comple and the actual implementation is user centric in 
order to guarantee that no extra informations are given to 
someone which is not accredited for. 
Therefore, the final implementation is summarized in 
figure 7: the user gets its private key and when he needs to 
interact with a extern service, the key is provided by the 
security server through an acknoledgment of the user. 
Further work has to be done in order to do the same 
thing between two CoT. 
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Figure 7.  providing of security tokens in a user centric model of identi-
ties federation: the user, who needs a service, has to provide a token to 
the service from his repository. The security token has been itself pro-
vided from a identity provider. 
VI. CONCLUSIONS 
In this paper, we have tried to address all the parts 
which are involved in the remote control of devices for 
distance education trough mobile Learning as well as life-
long training, putting the focus mainly on 
• the reusability of the framework  in order to put more 
and more devices online without reinventing the 
wheel each time,  
• the adaptation of the GUI to the used tool (phone, pc, 
iptv, ..) and the user mobility,  
• the security the exchange of the required security to-
kens between the client of the device and the authen-
tication server devoted to the device.  
For each of these parts, we have shown how the prob-
lem can be solved and we have proposed and imple-
mented a solution, giving us the opportunity to propose a 
global framework for remote control of devices [14] 
which is applied to mobile learning context. 
Obviously, there is still a lot of work to be done in order 
to propose a complete set of remote devices in a m-
learning framework. Among the principal tasks, we plan 
to address quickly:  
• the evaluation of the framework according to its us-
ability through a direct investigation of users,  
• how to confirm the genericity of the proposed 
framework through the proposal of new devices on 
the m-learning framework,  
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