A high-order (up to 6th order) Navier-Stokes solver is coupled with a structural solver that decomposes the equations of three-dimensional elasticity into cross-sectional, smalldeformation and spanwise, large-deformation analyses for slender wings. The resulting high-fidelity aeroelastic solver is applied to the investigation of both a rigid and moderately flexible rectangular wing undergoing a pure plunging motion. Comparisons of the computed results demonstrate good agreement with available experimental measurements. A description of the complex interaction between the unsteady aerodynamics and the flexible wing structural dynamics is given. Connections between the results of this analysis and the enhanced aerodynamic loads for the flexible wing are made.
I. Introduction
The flexible flapping wing features a number of attractive characteristics that have driven interest in their application to micro air vehicle (MAV) development. The flapping wing is able to simultaneously provide both lift and thrust for the vehicle. The inherent flexibility of the structure may be used to adapt to unsteady aerodynamic loadings (gusts and crosswinds) and provide for very agile flight maneuvers. Flapping wing MAVs also have the potential to effectively meet the requirements for both hovering and perching.
The highly nonlinear aerodynamics and unsteady aero/structural coupling present a host of technical challenges to be overcome when simulating a flapping wing MAV design. MAVs operate at low Reynolds numbers requiring a unified computational approach for laminar, transitional, and turbulent flows. Coupling of transition with the surface motion and deformation further complicates the problem. Highly unsteady vortex generation and vortex interactions dominate the nonlinear aerodynamic behavior and are strongly linked to the flapping motion and flexibility. Unconventional structural materials and layout as well as large structural deflections give rise to highly nonlinear structural behavior limiting the applicability of conventional linear modal structural modeling.
While a significant body of work has been undertaken to understand the aerodynamics and structural dynamics of MAVs (see there is still much to be understood about the aerodynamics of flapping flight and the aeroelasticity of flapping wings. Recently, Heathcote et al. 4 conducted experimental measurements of a rectangular wing with NACA0012 airfoil section oscillating in pure heave as a canonical problem to investigate the effect of spanwise flexibility on thrust, lift and propulsive efficiency of flapping wings. Tang et al., 5 Chimakurthi et al. 6 and Aono et al. 7 have developed a computational aeroelasticity framework to analyze flexible flapping wings for MAVs. Their computational framework couples a low order (2nd order) Navier-Stokes solver with a structural solver UM/NLABS which decomposes the equations of 3-D elasticity into cross-sectional and spanwise analyses for slender wings. They then applied this solver to plunging wing problem investigated by Heathecote et al.
In the present paper the low order Navier-Stokes solver in this computational framework is replaced by a high-order (up to 6th order) implicit large eddy simulation (ILES) solver for the Navier-Stokes equations. This aerodynamic solver has been shown to successfully simulate the mixed laminar/transitional/turbulent vortical flows that dominate the aerodynamics of these low Reynolds number problems (see for instance References 8 and 9) . Computations are performed with the new high-order aeroelastic solver for the flexible flapping wing case investigated experimentally by Heathcote et al. 4 and computationally in References 5-7. A description of the resulting transitional flow over the dynamic, flexible wing as well as its its impact on the coupled fluid-structural response is presented.
II. Aerodynamic Solver

A. Governing Equations
The governing equations solved are the three-dimensional, compressible Navier-Stokes equations. These equations are cast in strong conservative form introducing a general time-dependent curvilinear coordinate transformation (x, y, z, t) → (ξ, η, ζ, τ ). In vector notation, and employing non-dimensional variables, the equations are:
∂ ∂τ
Here U = {ρ, ρu, ρv, ρw, ρE} denotes the solution vector and J is the transformation Jacobian. The inviscid and viscous fluxes,F ,Ĝ,Ĥ,F v ,Ĝ v ,Ĥ v can be found, for instance, in Ref. 10 . In the expressions above, u, v, w are the Cartesian velocity components, ρ the density, p the pressure, and T the temperature. All flow variables have been normalized by their respective freestream values except for pressure which has been nondimensionalized by ρ ∞ u 2 ∞ . The system of equations is closed using the perfect gas law p = ρT /γM 2 ∞ , Sutherland's formula for viscosity, and the assumption of a constant Prandtl number, P r = 0.72.
B. Spatial Discretization
A finite-difference approach is employed to discretize the flow equations. For any scalar quantity, φ, such as a metric, flux component or flow variable, the spatial derivative φ along a coordinate line in the transformed plane is obtained by solving the tridiagonal system:
where α = . This choice of coefficients yields at interior points the compact five-point, sixth-order algorithm of Lele. 11 At boundary points 1, 2, IL − 1 and IL, fourth-and fifth-order one-sided formulas are utilized which retain the tridiagonal form of the interior scheme.
12, 13
Compact-difference discretizations, like other centered schemes, are non-dissipative and are therefore susceptible to numerical instabilities due to the growth of spurious high-frequency modes. These difficulties originate from several sources including mesh non-uniformity, approximate boundary conditions and nonlinear flow features. In order to ensure long-term numerical stability, while retaining the improved accuracy of the spatial compact discretization, a high-order implicit filtering technique 14, 15 is incorporated. If a component of the solution vector is denoted by φ, filtered valuesφ are obtained by solving the tridiagonal system,
Equation 3 is based on templates proposed in Refs. 11 and 16, and with proper choice of coefficients, provides a 2N th-order formula on a 2N + 1 point stencil. The coefficients, a 0 , a 1 , . . . a N , derived in terms of the single parameter α f using Taylor-and Fourier-series analysis, are given in Ref. 12 , along with detailed spectral filter responses. In the present study, an eighth-order filter operator with α f = 0.3 is applied at interior points. For near-boundary points, the filtering strategies described in Refs. 15 and 17 are employed. Filtering is applied to the conserved variables, and sequentially in each coordinate direction.
C. Time Integration
For wall-bounded viscous flows, the stability constraint of explicit time-marching schemes is too restrictive and the use of an implicit approach becomes necessary. For this purpose, the implicit approximately-factored scheme of Beam and Warming 18 is incorporated and augmented through the use of Newton-like subiterations in order to achieve second-order temporal and sixth-order spatial accuracy. In delta form, the scheme may be written as
where
For the first subiteration, p = 1, U p = U n and as p → ∞, U p → U n+1 . The spatial derivatives in the implicit (left-hand-side) operators are represented using standard second-order centered approximations whereas high-order discretizations are employed for the explicit terms (right-hand side). Although not shown in Eqn. 4, nonlinear artificial dissipation terms 19, 20 are appended to the implicit operator to enhance stability. In addition, for improved efficiency, the approximately-factored scheme is recast in diagonalized form. 21 Any degradation in solution accuracy caused by the second-order implicit operators, artificial dissipation and the diagonal form are eliminated through the use of subiterations. Typically, three subiterations are applied per time step.
D. Implicit Large Eddy Simulation Methodology
The implicit large eddy simulation (ILES) method to be used in the present computations was first proposed and investigated by Visbal et al. 22 The underlying idea behind the approach is to capture with high accuracy the resolved part of the turbulent scales while providing for a smooth regularization procedure to dissipate energy at the represented but poorly resolved high wavenumbers of the mesh. In the present computational procedure the 6th-order compact difference scheme provides the high accuracy while the low-pass spatial filters provide the regularization of the unresolved scales. All this is accomplished with no additional subgrid scale models as in traditional LES approaches. An attractive feature of this filtering ILES approach is that the governing equations and numerical procedure remain the same in all regions of the flow. In addition, the ILES method requires approximately half the computational resources of a standard dynamic Smagorinsky sub-grid scale LES model. This results in a scheme capable of capturing with high-order accuracy the resolved part of the turbulent scales in an extremely efficient and flexible manner. The ILES solver is embedded in a high-order overset-grid scheme which is utilized to provide flexibility for modeling complex geometries. It also serves as a domain decomposition mechanism for application of the high-order approach on massively-parallel, high-performance computing platforms.
E. Boundary Conditions
The boundary conditions for the flow domain are prescribed as follows. At the solid surface, the no slip condition is applied, requiring that the fluid velocity at the wing surface match the surface velocity. In addition, the adiabatic wall condition, ∂T ∂n = 0, and the normal pressure gradient condition ∂p ∂n = 0 are specified. Along the O-grid cut spatial periodicity is imposed by means of a grid overlap region. The flow is assumed to be symmetric at the symmetry plane.
The treatment of the farfield boundaries is based on the approach proposed and evaluated previously in Ref. 23 for some acoustic benchmark problems. This method exploits the properties of the high-order, low-pass filter in conjunction with a rapidly stretched mesh. As grid spacing increases away from the region of interest, energy not supported by the stretched mesh is reflected in the form of high-frequency modes which are annihilated by the discriminating spatial filter operator. An effective "buffer" zone is therefore created using a few grid points in each coordinate direction to rapidly stretch to the farfield boundary. No further need for the explicit incorporation of complicated boundary conditions or modifications to the governing equations is then required. Freestream conditions are specified along the inflow portion of the farfield boundary, while simple extrapolation of all variables is used on the outflow portion of the boundary. Freestream conditions are also specified on the spanwise farfield boundary.
III. Structural Dynamics Solver (UM/NLABS)
The geometrically-nonlinear structural dynamics solution is based on an asymptotic approach to the equations governing the dynamics of a general 3-D anisotropic slender solid. 24, 25 It is implemented in the University of Michigan's Nonlinear Active Beam Solver (UM/NLABS) computer code. Assuming the presence of a small parameter (the inverse of the wing aspect ratio) allows for a multi-scale solution process, in which the problem is decomposed into separate cross-sectional (small-scale) and longitudinal (long-scale) analyses. The longitudinal problem solves for average measures of deformation of the reference line under given external excitations. The cross-sectional problem solves the local deformation for given values of the long-scale variables. Both problems are tightly coupled and together provide an efficient approximation to the displacement field in the original 3-D domain. A flow diagram of the process is shown in Figure 1 . The structural formulation follows the variational-asymptotic method for the analysis of composite beams. 26 The equations of motion for a slender anisotropic elastic 3-D solid are approximated by the recursive solution of a linear 2-D problem at each cross section, 25 and a 1-D geometrically-nonlinear problem along the reference line. 24 This procedure allows the asymptotic approximation of the 3-D warping field in the beam cross sections, which are used with the 1-D beam solution to recover a 3-D displacement field. The warping was approximated for the elastic degrees of freedom of a Timoshenko-beam model (extension and transverse shear, γ, and twist, bending about two directions, κ) and augmented with an arbitrary set of functions approximating the sectional deformation field (amplitude, q, and its derivative along the spanwise direction, q . These capture "non-classical" deformations, which are referred to as finite-section modes. And these new deformation modes are not restricted to be as small as the fundamental warping field. The solution of a variational problem yields the warping field corresponding to 1-D beam strains {γ, κ, q, q }. In its first order approximation, it can be written as [ 25] w
where { w γ w κ w qn w q n } are the first-order warping influence coefficients. Using this approximation for the warping field, the cross-section problem gives the strain energy per unit length of the beam:
Here, the constant matrix [S] is the first-order asymptotic approximation to the stiffness matrix. The integration of the kinetic energy can be directly done as function of the 1-D variables, yielding:
where the constant matrix [M ] is the inertia matrix for the cross section. From the resulting 1-D problem, the geometrically-nonlinear dynamic equations of equilibrium along the reference line (as presented in Ref. 24) are written as
where the generalized forces and momenta are all expressed in their components in a reference frame attached to the deformed beam reference line. The first two equations imply equilibrium of forces and moments. The last equation in Eqns. 9 includes the set of equilibrium equations corresponding to the finite-section modes.
With the warping influence coefficients given by Eq. 6, the applied forces per unit length in Eq. 9 are
The present implementation of this formulation follows the approach described in Ref. 24 , where the solution to Eq. 9 is done by means of a finite-element discretization on a mixed-variational form of the equations. Therefore, although they are analyzed independently, the small and long-scale problems are intimately linked in the detailed approximation to the solution. This is particularly important in the generation of the solid side of an aeroelastic model: the interface of the structural model consists of the actual wetted surfaces of the vehicle, without extrapolations from the motion of a reduced-dimension structural model, nor the assumption of rigid cross sections required by beam theories.
IV. Aerodynamic/Structural Coupling
Coupling of the aerodynamics with the wing structural response occurs through the imposed aerodynamic loads and the resulting structural deflection of the wing, which is returned to the aerodynamic grid. Communication between the noncoincident aerodynamic and structural surface meshes is accomplished using a local bilinear interpolation procedure 27 for the physical quantities to be passed between the aerodynamic and structural solvers. Implicit coupling of these two sets of equations is achieved by a global subiteration strategy. During each subiteration the aerodynamic forces are updated in the structural solver and the new surface displacements are provided to the aerodynamic solver. Using this approach the temporal lag between the aerodynamic and structural equations may be eliminated and a complete synchronization of the aerodynamic/structural equation set is achieved. Any factorization or linearization errors introduced in the equations may also be eliminated using this global subiteration procedure. The resulting coupled procedure retains second order temporal accuracy.
When solving fluid/structure interactions, the aerodynamic mesh must be allowed to move in accordance with the motion of the structural surface. A simple algebraic method described in Ref. 28 deforms the aerodynamic mesh to accommodate the wing motion. This grid motion strategy has proved adequate for the wing motions considered in the present work.
V. Results
The problem to be addressed is the simulation of a three-dimensional rectangular wing with a uniform NACA0012 cross section oscillating in water in pure heave. Water tunnel studies have been performed by Heathcote et al. 4 to study the effect of spanwise flexibility on the thrust, lift, and propulsive efficiency for this configuration. A schematic of the experimental setup is shown in Figure 2a . Three wings of 0.3-m span Fig. 2b . The leading edge at the wing root was actuated by a prescribed oscillatory plunging motion, z = z root sin(2k t), Figure 3 , where z root is the non-dimensional heave amplitude and k = ωc 2U∞ is the reduced frequency. The cases computed in the present work specified the following values for these parameters: k = 1.82, period T = 1.726, z root = 0.175 and Reynolds number, Re = 3.0 × 10 4 . A grid system of 13 overset meshes has been developed around the NACA0012 wing for the fluid dynamic computations. The main grid for the wing is shown in Fig. 4 where every other mesh point has been removed for clarity. The main grid consist of 503 × 355 × 229 mesh points in the circumferential, spanwise and normal directions respectively. The maximum spacing in the chordwise direction is ∆x = 0.0075 and the minimum spacing at the wall is ∆z = 0.0001. In the spanwise direction a uniform spacing ∆y = 0.01 is specified over the majority of the wing with the grid spacing being reduced to ∆y = 0.001 at the wing tip. The main wing grid extends a quarter chord past the wing tip and 2.6 chord lengths away from the airfoil. An additional 12 overset meshes have been developed to resolve the blunt wing tip region and to extend the mesh to the farfield boundaries. These meshes are progressively coarsened in the farfield where less mesh resolution is required. The overall mesh system extends 100 chord lengths in the body normal direction and 50 chord lengths in the spanwise direction. This overset mesh system was further decomposed into 497 subdomains which were each assigned to individual processors for parallel processing.
Computations for a rigid and flexible wing structure are performed. In the rigid wing case (corresponding to the "inflexible" wing case in Heathcote et al.'s experiment 4 ), the structure is considered to be infinitely stiff. For the flexible wing case a beam finite-element discretization with 39 elements along the semi-span is used. Chordwise deformation was reported as being negligible in the experiment, 4 therefore, a beam model with six elastic degrees of freedom, corresponding to extension, twist, and shear and bending in two directions, was chosen. The beam reference line (cantilevered to a plunging frame of reference) is chosen along the leading edge of the wing and cross-sectional properties are evaluated with respect to the leading edge point. Furthermore, the properties are uniform throughout the semi-span. The contribution of the PDMS rubber material (used in the experimental wing configuration) to the overall mass and stiffness properties was found to be negligible; therefore, only the stainless steel (E= 210 GPa) stiffeners (rectangular thin strip) were considered in the evaluation of cross-sectional properties (Figure 2 (b) ). The 3D structural solution is obtained by using 75 recovery nodes on each cross section resulting in a structured grid of 3000 interface points which define the solid side of the aeroelastic interface.
A. Comparison with Experiment -Rigid Wing
Heathcote et al. 4 performed PIV measurements of the vortical structures in the wake of the plunging wing. Figure 5 compares the wake vortex structure for the computation, Fig. 5a , with the experimental PIV Fig. 5b . Good overall agreement is seen between the experiments and computations. The computation captures the small scale structures in the wing wake as well as the general character of the shed vortical structure. The strength of the shed vortex is somewhat weaker in the computations as the vortex has already convected into a region where the grid has started to stretch. This mesh was not specifically designed to capture wake features. A second comparison is made at the midpoint of the downstroke in Figure 6 . The high-order fluid solver has captured well both in character and strength the fine scale vortical structures being shed from the trailing edge of the wing. The previously shed vortical structure that has convected further downstream is still present in both the computation and experiment. These results demonstrate the ability of the high-order computational solver to capture the fine details of this highly unsteady flowfield. Figure 7 plots the time histories of the thrust coefficient for both the computation and the experiment. The experimental thrust coefficient shows small differences between the thrust produced by the downstroke and the upstroke of the wing with the thrust on the downstroke exhibiting a slightly higher peak and trough. The present computations as well as previous computations by Chimakurthi et al. 6 did not show this behavior. The computed thrust agrees well with the lower thrust coefficient peaks produced during the upstroke in the experiment.
The computed lift coefficient time history for the rigid wing plunge case is compared with inviscid theory 29 in Figure 8 . Good agreement is seen between the inviscid theory and the current computations. This can be explained by the fact that for this high value of reduced frequency (k = 1.82) the magnitude of the lift coefficient is dominated by the acceleration of the airfoil (noncirculatory lift, Figure 8 ) which scales with k 2 . The circulatory term primarily gives rise to the lag observed in the lift coefficient time history. Similar results have been shown by Visbal 8 for a plunging airfoil.
B. Comparison with Experiment -Flexible Wing
For the flexible wing case the time history of the computed wing tip deflection agrees well with the experimentally measured deflection, Figure 9 . The maximum computational deflection, z/z root = 1.59, matches within 3% the maximum experimental wing tip deflection, z/z root = 1.64. A negative phase lag is observed in both the experiment and the computation with the experimental value φ = −25.1
• being close to the computational value φ = −27.2
• . This good agreement between the computation and experiment indicates that the structural model adequately represents the structural dynamics of the flexible wing.
Figures 10 and 11 demonstrate the good agreement between the computed and experimentally measured wake vortical structures as in the rigid case. At each time instant the computation has reproduced the general character of the shed vortical structure. In addition the fine scale vortical features in the separated shear layer are also replicated in the computations.
The resulting experimental and computational thrust coefficient time histories are plotted in Figure 12 . As in the rigid wing case, the experimental thrust coefficient shows larger peaks during the downstroke and smaller peaks during the upstroke of the plunging wing. This difference between the downstroke and upstroke is not observed in the computation which exhibits a more symmetric response between the downstroke and upstroke. The computations agree more closely with the thrust produced on the upstroke in the experiment though the maximum thrust produced is less.
C. Effect of Flexibility -Wing Flowfield
As was seen in Figure 9 , the flexible wing exhibits a significant deflection at the wing tip due to the inherent flexibility of the structure and this deflection lags the imposed plunging motion at the wing root. This results in a spanwise variation in the deflection of the wing, Figure 13 , as well as the development of a spanwise variation in the effective angle of attack, Fig. 14 , which results from the velocity of the wing surface, α ef f = tan Figure 15 demonstrates the impact of these effects on the global flowfield development on the upper surface of the wing. In this figure isosurfaces of vorticity magnitude are plotted with the isosurfaces being colored by the pressure coefficient. Figures 15 a-h correspond to the points a-h on the plunge cycle in Figure 3 . Corresponding surface pressure coefficient contours on the upper surface are displayed in Figures 16 a-h . Due to the relatively symmetric response between the downstroke and the upstroke of the wing in the computation an understanding of the flow on the under surface of the wing can At the top of the plunge cycle, Figure 15a , only minor differences between the rigid and flexible wing flowfields are observed. For the rigid wing distinct remnants of the previously shed leading edge vortex may still be seen near the trailing edge. For the flexible wing only dispersed small scale structures are seen except outboard on the wing where a concentrated region of small scale structures is observed. The presence of this feature will be discussed subsequently. The flexible wing exhibits higher pressure at the leading edge which results from the increasingly negative effective angle of attack towards the wing tip, Fig. 14 .
During the downward plunging motion of the wing, the flowfield on the upper surface is characterized by the development of two features, the leading edge vortex and the tip vortex, Figures 15a-e. The rigid wing flowfield exhibits a fairly two-dimensional development except in the region very near the tip where the leading edge vortex is pinned to the wing tip leading edge. In contrast the flexible wing flowfield shows notable spanwise variation and distinct differences from the rigid wing. The leading edge vortex that develops increases in strength outboard on the wing due to the increase in effective angle of attack, Figure 14 8 This transition process is enhanced for the flexible wing where the leading edge vortex is strengthened due to the larger effective angle of attack on the outboard portion of the wing, Fig. 14 .
As the wing slows and reverses direction, the leading-edge vortex is shed convects downstream, Figs. 15e-h and 16e-h. The vortex on the rigid wing tends to remain fairly intact and two-dimensional until it approaches the trailing edge, Figures 15h,a. In contrast, the leading edge vortex on the flexible wing tends to break apart and be much more three-dimensional in character. Outboard on the flexible wing at y ≈ 2.22 a large region of turbulent flow exists at the terminus of the leading edge vortex, Figure 15f . This region of turbulent flow persists in leading edge region during the full upstroke of the wing and is only convected downstream after the wing commences the downstroke. This interesting behavior develops due to the large motion-induced negative pitch down that occurs for the flexible wing in this region. Figure 17 compares the time histories of the effective angle of attack for the rigid and flexible wings. During the portion of the wing upstroke from points (e, t/T = 0.5) to (h, t/T = 0.83) the flexible wing undergoes a more severe pitch down motion than the rigid wing from α ef f = 24.5
• to α ef f = −45
• . This rapid pitch down restricts the vorticity from propagating downstream. This feature is reminiscent of the flow behavior observed by Visbal 8 for high frequency low amplitude plunge oscillations of a wing section.
A distinct high pressure zone is also noted on the flexible wing during the upstroke, Fig. 16f . This Figure 18 compares the acceleration at the wing tip for the rigid and flexible cases. The peak acceleration, d 2 z/dt 2 = 3.95, occurs at t/T = 0.59 and is 1.7 times the peak acceleration observed for the rigid case, d
2 z/dt 2 = 2.32. These markedly higher accelerations as a result of the wing flexibility create greater noncirculatory effects (see Figure 8 ). This increase in the noncirculatory behavior results in the development of these higher pressure regions. Equivalent lower pressures outboard on the undersurface, Figure 16b , are also observed.
VI. Effect of Flexibility -Forces and Moments
The experimental measurements of Heathcote 4 demonstrated that the limited flexibility in the case computed in the present paper produced an enhanced thrust coefficient. This effect is reproduced in these computations and is shown in Figure 19 . The mean thrust generated increases from CT mean = 0.195 for the rigid wing to CT mean = 0.278 for the flexible wing, an increase of 42%. This is consistent with the experimentally reported increase in thrust of 50%. The peak thrust generation and the corresponding maximum difference between the thrust for the rigid and flexible wing occurs over the midportion of the downstroke and upstroke. This corresponds to the portion of the motion where the formation of the leading edge vortex occurs. As discussed previously, flexibility of the wing leads to the formation of a stronger leading edge vortex which in turn leads to higher suction levels around the leading edge of the airfoil and therefore higher thrust.
Enhanced lift is also obtained due to the flexibility of the wing. Figure 20 displays the time histories of the lift coefficient for the rigid and flexible wings. The peaks in the lift time histories correlate with the locations of maximum peak accelerations, Figure 18 . The higher peak lift in the flexible case is consistent with the significantly larger peak accelerations. These greater accelerations give rise to stronger noncirculatory loads that arise from the previously described high and low pressure zones.
The impact of flexibility on the moment coefficients about the quarter chord point is also investigated. The rolling moment (considering only the half-wing computed) and pitching moment are plotted in Figures 21 Figure 18 . Temporal variation of acceleration at the wing tip for the rigid and flexible wings Figure 19 . Effect of Flexibility on Generated Thrust Coefficient Figure 20 . Effect of Flexibility on Generated Lift Coefficient and 22 respectively. Both the pitch and roll moment coefficient vary with the same frequency but lag the plunge motion. The flexible wing has higher peak values of both the rolling and pitching moment that occur during the initial portion of the upstroke and downstroke. The enhancement of these moments is associated with the development of the high pressure zone seen in Fig. 16f and a corresponding lower pressure on the opposite surface, Fig. 16b . The yawing moment (again only for the half-wing computed), Figure 23 , exhibits a frequency similar to the thrust coefficient. As in the case of the thrust coefficient, the higher values of yawing moment in the flexible case are attributable to the strengthening of the leading edge vortex due to the increased effective angle of attack that results from the flexibility of the wing.
VII. Conclusions
High fidelity computations for a rigid and plunging flexible wing have been performed. The computational solver used couples a high-order Navier-Stokes solver with a geometrically nonlinear structural solver based on the dynamics of a general three-dimensional anisotropic slender solid. Computed results are compared with available experimental measurements demonstrating good agreement between the computation and experiment.
The longitudinal flexibility of the wing gives rise to significant spanwise variations in the wing deflection, motion-induced effective angle of attack and wing acceleration. These effects produce a complex interaction between the vortex dynamics and the structural motion. The higher effective angles of attack achieved result in the development of a stronger leading edge vortex system outboard on the flexible wing. Outboard towards the tip of the wing the more rapid effective pitch down and pitch up motions in the flexible case inhibit the convection of the leading edge vorticity. The larger wing accelerations associated with the flexible wing produce corresponding regions of higher and lower pressure on the wing upper and lower surfaces due inviscid effects.
The spanwise variation and increased strength of the leading edge vortex system in the flexible case produces enhanced thrust as well as larger yawing moments. Increased noncirculatory loads due to the 
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