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1 Introduction
A general eigenfunction problem of the Laplacian can be stated as the following{
−∆u = λu, inU
u|∂U = 0
(1)
where U is some open domain and the functions u are normalized.
Under reasonable assumptions that the problems considered in this thesis meet, this differential
equation has a set of solutions {uk}∞k=1 that form an orthonormal basis of L2(U). These are called
eigenfunctions. Each eigenfunction has an eigenvalue, λk, associated to it. For every k ∈ N we have{
−∆uk = λkuk, inU
uk|∂U = 0
(2)
Each λk is real and such that λk ≤ λk+1. There are a countable number of λk. All eigenvalues
are positive so all solutions are non-trivial. It is also the case that limk→∞ λk = ∞. All of the
eigenfunctions are in C∞(U) [E10].
The eigenvalue corresponds to the energy of the system. It is common to use the definition
h = λ−1/2 to move the constant from the function itself to the derivative terms in (2). h represents
the wavelength of the eigenfunction.
Work in the 70s and 80s by Shnirelman [S74], Colin de Verdiere [C85], and Zelditch [Z87] showed
that on a compact Riemannian manifold having ergodic geodesic flow implies that the sequence of
eigenfunctions of the Laplacian on that manifold is quantum ergodic in the semi-classical limit.
Having ergodic geodesic flow means that, for any open set of points in the manifold, the union of
geodesics based at those points cover the entire manifold evenly. Here ’geodesics’ is not necessarily
every geodesic associated to these point. Any open set of directions in the tangent space will work
if that same set is used at every point in an open set of the manifold. The geodesics spread out
into white noise in configuration space and phase space.
An ergodic domain implying quantum ergodicity was extended to compact Riemannian mani-
folds with piecewise smooth boundary in 1996 by Zelditch and Zworski [ZZ96]. This handles the
case of broken billiard flow where geodesics can bounce off walls and corners are allowed in the
domain. As we are dealing with triangles, this extends Shnirelman’s, Colin de Verdiere’s, and
Zelditch’s result to the cases considered in this thesis
The full statement of everything an ergodic domain implies for eigenfunctions of the Laplacian
on that domain is long and technical. Many of the consequences involve integrals of the function
and/or its derivatives in high energy limits. For example, one of the hallmarks of a quantum ergodic
sequence of eigenfunctions is the following: Let M be a ergodic compact Riemannian manifold and







for a density 1 subsequence of eigenfunctions where h2 is the reciprocal of the eigenvalue.
A density 1 subsequence is defined as one in which the percentage of the first N eigenfunctions
that are members of the subsequence approaches 1 as N approaches infinity. This is an infinite
analog of the familiar concept of percentages. A density 1 subsequence is said to contain ”almost
all” members of the original sequence.
As we assume our eigenfunctions to be normalized, equation (3) states that almost every eigen-
function approaches the uniform distribution in the high energy limit. Other properties involve
1
derivatives. One that we will be exploring throughout this thesis is that, if a sequence of eigen-







under the same conditions as the previous convergence statement. This is, more directly, a state-
ment on the equivalence of the x and y derivatives in the high energy limit for a density 1 subse-
quence. These properties by themselves are not sufficient to claim that the domain itself is ergodic
but they are necessary. We will see a triangle that is not ergodic where these properties hold later
in this thesis.
It is common to view questions about eigenfunctions and the domains on which they are defined
as inverse problems. The classic example is ”Can you hear the shape of a drum?” or, more precisely,
do the eigenvalues of eigenfunctions of the Laplacian used to build a solution to the wave equation
determine the domain? That problem dealt with the precise values of eigenvalues, which this thesis
does not explore, but it is an example of trying to use information about eigenfunctions to get
information about the domain.
There have been results that establish some of these properties for general domains. Marklov
and Rudnik showed that the sequence of eigenfunctions of the Laplacian on any rational polygon
has a density 1 subsequence that spatially equidistributes in the sense of equation (1)[MM11], but
there is not a classification theorem even for right Euclidean triangles.
A result by Christianson [C17] gave a strict equality for Neumann data on the boundary of
Euclidean triangles. There have been several theorems which bound the growth of Neumann data
on the boundary of surfaces, but this result was far stronger as it gave the same explicit equality
for the Neumann data at every eigenvalue. Moreover, that formula is what would be expected in
the high energy limit if the domain was ergodic. This property was dubbed equidistribution of the
Neumann data, and while several conjectures about the behavior of relevant interior integrals and
the Neumann data on subsets of the boundary were posed, there was no obvious analytical way to
tackle these conjectures.
Firstly, we try to extend this result to hyperbolic space. Given the previously mentioned
ergodicity result on Riemannian manifolds with negative curvature, it seems reasonable to expect
a similarly strong result on hyperbolic triangles. We obtain an inequality that provides a lower
bound for the Neumann data on two sides of the hyperbolic triangle. This result was not as striking
as the Euclidean case however, and with no obvious way to push this result further, we pivot back
to the Euclidean case.
The Euclidean section of this thesis is broken into two parts. The first involves probing the
known analytical solutions of the eigenvalue problem on the right isosceles triangle. This yields
enough information to disprove one of the original conjectures formed by Christianson about
equidistribution on subsets of sides. The second part involves numerical experiments designed
by the author to show that triangles may not possess the properties an ergodic geodesic flow would
demand.
2 Stating Equidistribution
2.1 Establishing the Main Result
In 2017, Christianson proved the following result under Dirichlet boundary conditions. An analo-
gous result was proved later for Neumann boundary conditions where the normal derivative is 0 on
the boundary, however we do not explore that here.
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Theorem 1. Let T be a planar triangle with sides A, B, C of length a, b, c respectively. Consider
the (semi-classical) Dirichlet eigenfunction problem:{
(−h2∆− 1)u = 0, in T
u|∂T = 0
(5)
and assume the eigenfunctions are normalized (||u||2L2(T ) = 1)
















Where h2 is the reciprocal of the eigenvalue, h∂ν is the semi-classical normal derivative on ∂T ,




is a subset of the boundary is referred to as the ”Neumann data” on that subset.
This property was called ’equidistribution’ as the Neumann data on each side is proportional
to the length of that side. This holds for any triangle in Euclidean space and for any eigenvalue,
which is especially interesting considering this is a strict equality.
There are several natural questions that arise based on this result. What can be said about the
Neumann data on subsets of sides? Can we get an analogous result for subsets, even if we only
consider results in a high energy limit or subsequences of a specific density? What about volume
integrals over the same domain?
To answer these questions in Euclidean space, we will begin by dealing with the case of a right
isosceles triangle as we have explicit solutions to work with. We will then move on to numerical
results which will allow us to get data from triangles to properly set expectations for these tough
analytical problems.
2.2 Immediate Conjectures
Based on this result, two conjectures were formed.
Conjecture 2.








Where m(ω) is the measure of the set ω. This is just an extension of the equidistribution result












which was a result of the general observation that interior integrals are typically better behaved
than boundary integrals. We will show definitively that both of these conjectures are false and
provide numerical evidence that restating them to include the exception of density 0 subsequences
may not be sufficient to save the statements.
First, we will see if the general result can be extended to hyperbolic space.
3
3 Results In Hyperbolic Space
3.1 Motivation
Given that every Riemannian manifold with negative curvature is ergodic, it is natural to expect
the hyperbolic upper-half plane to be more amenable to ergodicity results than Euclidean space.
We will run the same argument as Christianson did in his original paper to see what, if anything,
can be said about hyperbolic triangles.
3.2 Geometry and Notation
We start off by defining the notation and carry out preliminary calculations. If T is a geodesic
triangle in hyperbolic space, by a suitable Möbius transformation with unit determinant, we can
assume that the triangle is given by
T = {(x, y) : x = 0, 1 ≤ y ≤ y1} ∪ {(x, y) : 0 ≤ x ≤ x0, y = (r21 − (x− k1)2)1/2} (11)
∪ {(x, y) : 0 ≤ x ≤ x0, y = (r22 − (x− k2)2)1/2} (12)
=: S0 ∪ S1 ∪ S2. (13)
The segment on the y-axis is just the image of one of the circles mapped to a line with the
corners of the triangle mapped to (0, 1) and (0, y1) respectively. Since our Möbius transformation
has unit determinant, this triangle has the same area and sidelengths as our original triangle, so
we will assume throughout that ∂T = S0 ∪ S1 ∪ S2. We will also assume r1 > r2. When it is
convenient, we will write a generic r with the implication is takes the value of r1 on S1 and r2 on
S2 which will simplify statements later on. We adopt similar notation for k.
Figure 1: A Geodesic Hyperbolic Triangle with f(x0) > 1 .
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3.3 Immediate Geometric Calculations
We have S1 ∩ S0 = {(0, y1)}, where y1 satisfies
y1 = (r
2
1 − k21)1/2 (14)
and similarly S2 ∩ S0 = {(0, 1)}, so we have
1 = (r22 − k22)1/2 (15)
as well. The range 0 ≤ x ≤ x0 is determined by the intersection of the circles. The intersection
of S1 and S2 happens when x0 satisfies
(r21 − (x0 − k1)2)1/2 = (r22 − (x0 − k2)2)1/2 (16)
or
r21 − r22 = (x0 − k1)2 − (x0 − k2)2 (17)
= (x20 − 2k1x0 + k21)− (x20 − 2k2x0 + k22) (18)
so that
r21 − k21 − (r22 − k22) = 2(k2 − k1)x0. (19)
Rearranging and substituting, we get
2(k2 − k1)x0 = r21 − k21 − (r22 − k22) (20)
= y21 − 1. (21)
Hence x0 = (y
2
1 − 1)/2(k2 − k1). For ease in exposition, we have assumed x0 > 0 which implies
k2 > k1 > 0.
For inequalities later on, it will useful to know both when f(x0) < 1 and its value in terms of
the given constants. We can immediately see that, as f(x0) > 0:
f(x0) < 1 ⇐⇒ f(x0)2 < 1 (22)
(r22 − (x0 − k2)2) < 1 (23)
(r22 − k22 − x20 + 2x0k2)− 1 < 0 (24)
2x0(k2 − x0) < 0 (25)
As x0 is positive we need k2 − x0 < 0 as our condition for when f(x0) < 1 is our minimum
y-value on the triangle.
3.4 Immediate Vector Calculations
The following calculations are in preparation of running similar arguments to the ones in Chris-
tianson [C17]. We will now compute tangent and normal vectors on each side. For S0, we have
that τ is parallel to (0, 1). To normalize, we measure with respect to g:
|(0, 1)|g = y−1 (26)
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so that τ = (0, y). A similar computation yields the unit normal ν = (−y, 0).
For S1 and S2, the computation is similar so we will do it in generality. Let y = f(x) be a
curve in {(x, y) : y > 0}. Then the tangent vector to y = f(x) is parallel to (1, y′). We compute
the length with respect to g:






A similar computation yields
ν = ± y
(1 + (y′)2)1/2
(−y′, 1) (29)
with the ± being determined by orientation.
For our particular case, we have f(x) = (r2 − (x − k)2)1/2 for suitable r and k. Using explicit
values gives
1 + (y′)2 = 1 +
(
−(x− k)












































Note that since we have assumed Dirichlet boundary conditions, we have ∂τu = 0 on S1 and





′∂y)u = 0 (36)




(−y′∂x + ∂y)u (37)
= ± hy
(1 + (y′)2)1/2
((y′)2 + 1)∂yu (38)









This gives us expressions for ∂x and ∂y in terms of ∂ν . More substitutions gives the following













Where α is 1 on S1 and −1 on S2. Note that these equalities are not valid on the side parallel
to the y-axis as they have an r in them. For this calculation, it will not matter as the vector fields
we deal with will be 0 on that side.
3.5 Commutator Calculations
The main commutator results are admitted by brute force calculations. If the vector field of interest,
L, commutes with the Hyperbolic Laplacian than the commutator is 0 as expected. The vector
field ∂x is used an example
[−y2h2(∂2x + ∂2y), ∂x] = (−y2h2(∂2x + ∂2y))(∂x)− (∂x)(−y2h2(∂2x + ∂2y)) = 0 (46)
For non-trivial examples, we consider the vector fields x∂x and y∂y. We will define L =
−h2y2(∂2x + ∂2y) = −h2∆H . We actually compute L − 1, which has the same value as calculat-
ing using just L in the first slot, to align our calculation with what we actually use later on.
[L− 1, x∂x] = −y2h2(∂2x + ∂2y)(x∂x) + x∂x(y2h2(∂2x + ∂2y)) (47)
= −y2xh2∂2y∂x − y2h2∂x(∂x + x∂2x) + xy2h2∂3x + xy2h2∂2y∂x (48)
= −y2h2∂2x − xy2h2∂3x − y2h2∂2x − xy2h2∂2x (49)
= −2y2h2∂2x (50)
Repeating the same argument for y∂y:
[L− 1, y∂y] = −y2h2(∂2x + ∂2y)(y∂y) + y∂y(y2h2(∂2x + ∂2y)) (51)
= −y3h2∂2x∂y − y2h2∂y(∂y + y∂2y) + 2y2h2(∂2x + ∂2y)y3h2∂y(∂2x + ∂2y) (52)
= y2h2
(




As commutators are bilinear, we immediately have the identity [L, x∂x + y∂y] = 0.
Similar routine computations can be carried out for other common vector fields of interest, most
notably:
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The process for generating similar expressions is the same routine computation.
3.6 General Integral Calculation
Looking at the previous paper, integrating a commutator over a triangle can give information about
how the eigenfunction collects on the boundary. There, the vector field L − 1 turned out to be
appropriate so we will do the same here. Carrying out a similar computation with a generic vector

























The first and fourth terms together go to 0 as u is an eigenfunction. The second goes to 0 as ū






Depending on the specific vector field X, we can use identities from the geometry section to
push further. In the case of X = ∂y, for example, ∂y = α
1
r∂ν where α is 1 on S1 and −1 on S2. ∂y
is parallel to the tangent derivative on S0 so we have:∫
T
















3.7 Bounding Neumann Data on Two Sides
We will now provide a lower bound the Neumann data on two sides of hyperbolic triangle. A
generic upper bound for the Neumann data has been proved by Christian-Hassell-Toth [CHT15].
Theorem 4. Given a hyperbolic triangle as described previously, the following inequalities hold for













where ε1 = y1(x0)− y′1(x0)x0 and ymax is the largest y-value over the entire domain.









































using the normalization condition. By considering the commutator [L, x∂x + y∂y] = 0, we can
get another relationship between these two pieces of Neumann data. Using the general formula









|h∂νu|2dS = 0 (65)
We want to use the two equations to generate inequalities. To do so, we need to understand
and bound the function G(x) = y − y′x on S1 and S2. Taking a derivative we see that:
G′(x) = y′ − y′′x− y′ = −y′′x (66)
As y is modeling a circle in each case and we have placed constraints on those circles, f ′′ < 0
on [0, x0] where x0 is the x-value where S1 and S2 intersect. As such G is strictly increasing and
obtains its minimum and maximum at x = 0 and x = x0 respectively for both sides. Plugging in
values we can define:
ε1 ≡ max(G(x)) onS1 (67)
δ1 ≡ min(G(x)) = y1 onS1 (68)
ε2 ≡ max(G(x)) onS2 (69)
δ2 ≡ min(G(x)) = 1 onS2 (70)
















For calculating the lower bound, we use (63), (64), (71), (72), and simplifications from our



































Where ymax are the smallest and largest y-values attained over the entire triangle. Note that
ε1, ε2 > 1 as G(x) is increasing for all x.














4 Analytical Results for Right Isosceles Triangle
4.1 Introducing the eigenfunctions on the Right Isosceles Triangle
As we have explicit formulas for all eigenfunctions of the Laplacian on a right isosceles triangle, we
will study these functions both to prove conclusively some results and as a baseline for results we
discuss later on different domains. For this section, T will be a triangle in Euclidean space with
vertices (0, 0), (1, 0), and (0, 1). For the rest of this thesis, we will deal with triangles with vertices
at the origin and at (0, 1). We will identify triangles by the location of the third vertex, which will
always be on the positive x-axis.
Theorem 5. Let T be as previously described. Then the following formula exhausts all of the
eigenfunctions of the Laplacian on T that satisfy Dirichlet boundary conditions with m,n ∈ Z,m 6=
n.
umn = cmn sin(nπx) sin(mπy) + dmn sin(mπx) sin(nπy) (77)
With the additional constraint that cmn = dmn if m and n are of opposite parity and cmn = −dmn
if m and n have the same parity. Additionally, by normalization, c2mn = d
2
mn = 4
Proof. We will show that these functions are exhaustive, satisfy the boundary conditions, and
satisfy the differential equation. We achieve this expression by noticing that reflecting T across the
line y = 1− x gives a square. The eigenfunctions of the Laplacian on a square are well known, so
we know immediately that this list is exhaustive and all functions must be of this form. We then
just have to check all of the usual requirements to verify these are indeed eigenfunctions on the
isosceles triangle.
Clearly x = 0 =⇒ umn = 0 and y = 0 =⇒ umn = 0. Checking y = 1− x gives the following
expression:
umn(x, 1− x) = cmn sin(nπx) sin(mπ −mπx) + dmn sin(mπx) sin(nπ − nπx) (78)
= (−1)m+1cmn sin(nπx) sin(mπx) + (−1)n+1dmn sin(mπx) sin(nπx) (79)
That umn solves the eigenfunction equation carries over from the fact that these are restricted
eigenfunctions of the square. A simple computation gives the eigenvalue as π2(n2 + m2) which is
the same as in the square case.
4.2 Calculating the Volume Integral for the Right Isosceles Triangle
One of the metrics we are interested in is
∫
T |h∂yumn|
2dV . We will refer to this as the ”dy integral”





2 + |h∂yumn|2dV =
∫
T |umn|
2dV = 1. This expression can be achieved by


















where the boundary term is zero as we assume Dirichlet boundary conditions and last equation is
achieved by using u being an eigenfunction.
As quantum ergodicity can be interpreted as most of the eigenfunctions tending towards the
normal distribution, a function that has identical partial derivatives in every variable, it follows
that the dy integral must tend towards 12 . In the case of these eigenfunctions we have this re-
sult immediately as it is symmetric in x and y, however we carry out the calculation for direct
verification.
The dy integral will be an important metric throughout this paper as a way to test quantum
ergodicity. We can calculate an integral over the entire domain to test if our functions are quantum
ergodic compliant which is far easier than dealing with subsets of the domain and high energy
limits.
Theorem 6. Let
umn = cmn sin(nπx) sin(mπy) + dmn sin(mπx) sin(nπy) (81)
be an eigenfunciton of the Laplacian on the right isosceles triangle with non-hypotenuse side lengths
of 1. Then we have
∫
T |h∂yumn|
2dV = 12 for every m,n. Note m 6= n by assumption.
Proof. By direct calculation we get:
∂yumn = cmn(mπ) sin(nπx) cos(mπy) + dmn(nπ) sin(mπx) cos(nπy) =⇒ (82)
|h∂yumn|2 =h2(cmn(mπ) sin(nπx) cos(mπy))2+ (83)
2cmndmnnmπ
2 sin(nπx) cos(mπy) sin(mπx) cos(nπy)+ (84)
(dmn(nπ) sin(mπx) cos(nπy))
2 (85)
≡ f1 + fcross + f2 (86)















































This integral is 0. sin(kπx) for k ∈ Z is odd about x = 12 when k is even and even about x =
1
2
when k is odd. We then have three cases depending on the parities on m and n.
When both are even, so is the difference. As such all terms in the integral are odd functions
over the domain. Three odd functions multiplied together is odd, so the integral is 0.
When both are odd the difference is even. This gives us two even functions and an odd function
multiplied together which is odd, so the integral is 0.
When one is odd and the other even, the difference is odd. This gives two even functions and
one odd function multiplied together which gives an odd function, so the integral is 0. In all cases
fcross integrates out to 0.
Here, and through the next set of calculations, we use the trig identities:
sin(nπ − z) = (−1)n+1 sin(z) (92)
cos(nπ − z) = (−1)n cos(z) (93)
Now we have to calculate the two squared terms. As m,n range over the same values, the two
terms have the same value as long as we adjust for the appropriate constant and switch n and m
















































sin(nπ(1− x))) sin2(mπx)dx (97)
The term 12nπ sin(nπ(1 − x)) sin
2(mπx) is odd about x = 12 so it integrates out to 0. We then






(1− x) sin2(mπx)dx = 1
8
(98)
As the cross term was already shown to be 0, we just need to add together two terms. Looking
at the original equation, we need to multiply by a constant h2c2mnm
2π2 for one and h2d2mnn
2π2 for
the other to get the full expression. As c2 = d2 = 4 and h2 is the reciprocal of the eigenvalue, we
















2dV = 12 as
∫
T |h∂xumn|





4.3 Showing Equidistribution fails for subsets of boundary of Right Isosceles
Triangle
To begin addressing the question of what happens on subsets of sides, we will explore the ratio of
the Neumann data on one half of the bottom side to the Neumann data on the other half. Working
with a ratio is preferred as it gives us a way to compare across triangles, as well as sets a clear
standard for what equidistribution from this viewpoint is across triangles of different sizes. If the
ratio is 1, then the Neumann data is equidistributed on these subsets when we view the bottom face
as being two conjoined pieces. This would not be enough to say the Neumann data is uniformly
distributed, but we will see almost immediately that equidistribution does not hold even in this
simple case. As we are working on the right isosceles, the values for the dy integral will be the
same as the values for the dx integral.
Theorem 7. Let I1 =
∫ 1/2
0 |h∂νumn|
2dx and I2 =
∫ 1
1/2 |h∂νumn|
2dx be the Neumann data for the
left half of the bottom side of the triangle and the Neumann data for the right side of the bottom
side of the triangle respectively. Define Rm,n = I2/I1. Then there exists m,n such that Rm,n 6= 1.
Moreover, the subsequence Rk,k+1 that converges to a value other than 1.
Proof. On the bottom side the normal derivative is just −∂y. By direct calculation:
∣∣∣h∂νu|y=0∣∣∣2 = h2(c2mnm2π2 sin2(nπx) + 2cmndmnπ2nm sin(nπx) sin(mπx) + d2mnn2π2 sin2(mπx))
(100)




























Which lets us calculate explicitly:



























2π2) = 2 (107)
Which gives us the following:

















Note that if m + n is even, then Rm,n = 1. We will then consider situations where m + n is
odd, which forces cmndmn = 4 as m+n is odd when m and n have different parities. Furthermore,
as we push m and n to infinity, the term multiplied by 1n+m will go to 0 as h
2 = (π2n2 + π2m2)−1.
We will numerically show what all of these values are later on, but to construct our subsequence
consider mk = k and nk = k + 1. This is a subsequence for which the terms multiplied by
1
n−m
will have the largest magnitude. Restricting to this subsequence and plugging in exact values for
h2cmndmn gives us:
I1 = 1 + 4(π










∼ 1 + 2
π
+O(k−1) (111)



















Hence we have a subsequence that does not equidistribute on subsets in the limit.
The lack of equidistribution on subsets of the sides, even in the limit, is more surprising than
the dy integral result. This contradicts the original conjecture that there was a uniform distribution
in the limit. In this case the long term behavior of these ratios can be completely described. The
computation is identical to the previous one but done in generality.
Corollary 7.1. Let m and n be integers such that m− n = j where j is an odd integer. Then we
have an explicit formula for Rk,k+j :
Proof. We proceed in the same manner as the previous proof. By plugging in our assumed values
we have:
I1 = 1 + 4π




sin(π2 (2k + j))
2k + j
) (114)
∼ 1 + δ(j) 2
jπ
+O(k−1) (115)




sin(π2 (2k + j))
2k + j
) (116)
∼ 1− δ(j) 2
jπ
+O(k−1) (117)
Where δ(j) = 1 if j ≡ 1 (mod 4) and δ(j) = −1 if j ≡ 3 (mod 4).
This computation also shows that, in the limit, the running average of these ratios will be 1.
The subsequence of m,n such that they are separated by a fixed third integer is density 0 in the
sequence of m,n. We can also see that the limit these subsequences goes to 1 when we take the
separation integer j to infinity. This ensures via a straightforward limit argument that the running
average also goes to 1.
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The reason for this can clearly be seen in the explicit computations, as m,n values that are
close together produce disturbances whose magnitude is not changed when m and n are pushed to
infinity so long as that separation is maintained. However, encountering m and n pairs with that
separation becomes less and less likely as m and n increase. Numerically we have verified all of this
with our solver.
(a) Computed Bottom Ratios for the Right Isosceles (b) Plot of Bottom Ratios using Derived Formula
Figure 2: Bottom Ratio Plots: Computed and Analytical
These two plots are not exactly the same as the direct calculation orders points differently.
Moreover, the accuracy of the boundary integrals, especially because we are dividing them, is not
enough to perfectly align these graphs.
This result establishes that equidistribution fails even on simple subsets of simple triangles. In




FreeFEM is a free online software package that specializes in using the finite element method
to solve partial differential equations on a given domain. The advantages of FreeFEM include
its accessibility, both in terms of writing code to solve problems and its availability to everyone.
FreeFEM itself handles most of the details when it comes to defining the domain, creating meshes,
and solving the partial differential equation, which allows the code we write to focus on extracting
the relevant information.
FreeFEM has functions that intake parameterized curves and then assemble them into domain.
FreeFEM than uses a Delaunay automatic meshing algorithm method to generate a mesh over that
domain which is used to solve the problem at hand. The user can control the size of the mesh by
changing the number of nodes on each curve that was used to generate the domain. From here
refined numerical methods are used to solve the problem which then give us function values which
we can extract information from. FreeFEM also has partial derivative and integral functions. A
weakness of FreeFEM is that is restricts boundary integrals to integrating over the user defined
curves, which is why we are limited in the information we extract from the boundary in this paper.
5.2 Going through an example
In this section we will go through a simple example to illustrate how the code works.
With our implementation, it is easy to change the lengths of the sides of the triangles, the number
of nodes on each side, the number of eigenvalues computed, and the subsets of the edges used. Here
we will consider a right isosceles triangle. For this thesis, in the interest of standardization, the
right triangles considered will always have a vertex at the origin, another vertex at and (0,1), and
the third at (a,0). As we are always solving the same differential equation with the same boundary
conditions, the problem of interest is completely determined by the parameter a. As such we will
refer to triangles by this parameter. A right isosceles triangle has a set to 1, whereas a .99 triangle
is one in which the length of the bottom side is .99.
The simplest implementation would be parameterizing three lines to represent each of the three
sides. As we are interested in what happens on subsets of the sides, we instead use six lines. Each
side was cut in half and modeled by two lines that depend on the parameter a. This does not have
much of an effect on calculated function values, but it is what allows us extract the Neumann data
from subsets of the sides. We then choose a number of nodes for each side, typically use the same
number for each of the six, and then FreeFEM generates the mesh. We identify a set of numerical
outputs by three numbers: the length of the bottom side, the number of nodes per side, and
the number of eigenvalues computed. Unless otherwise specified, these are the only inputs which
distinguish different data sets. For triangles close to the right isosceles, we do not lose too much
efficiency by having every side have the same number of nodes. For the more extreme triangles, we
will have to specify different node count for each side to get a more accurate computation.
From here FreeFem uses a defined function to solve the problems and then language specific
methods are used to generate the data of interest and export them to data files. Those documents
are then read into MATLAB for analysis and scatter plot generation.
5.3 Discussion of Accuracy Metrics and Data
There a several constants associated to our function that are independent of the eigenvalue. The
first comes from our normalization assumption, which states the following:
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|∂xu|2 + |∂yu|2dV = 1 (118)
From the original paper by Christianson, we also have that exact values for the Neumann data on
any entire side. This gives an indirect way of measuring accuracy as we know these values precisely.
The normalization condition typically does not give much information about the accuracy of our
runs as interior integrals are so accurate at this frequency that no information is lost. Calculating
each derivative integral separately and adding them together only gives a percent difference on
the order of 10−6. The equidistribution condition gives us more information on the less accurate
boundary integrals. The total Neumann data on a side is compared against the analytical result,
which is only a function of a, to give a percent difference. The longer runs for this project can
keep this percent difference below 1% for the first 1250 eigenvalues, scatter plots of these accuracy
metrics are in the appendix, but this does limit us somewhat in making claims about what our
calculated ratios are precisely approaching. As such, when given the opportunity, we defer to the
volume integrals. For the ratio plots, we are more looking for general trends than precise point
locations. Additionally, the plots of the eigenfunctions themselves were created with lower node
runs as our pictures cannot display the differences.
As expected based on our numerical schemes, the volume integrals are more accurate than the
boundary integrals when the mesh is held constant. Because of this, runs in which we only care
about the volume values will be done with less nodes than ones in which we care about the precise
values of the boundary integrals. Accuracy will be reported as an absolute error as we know the
exact answer. The most common run values will be 200 and 400 nodes, the difference in accuracy
of which is explored in the following graphs. The accuracy for the hypotenuse is generally lower
than than the accuracy of the other sides as the nodes are more spread out, so that is what we
will use to make sure our runs are sufficiently accurate. A more thorough explanation of the effect
more nodes has on accuracy is given in a later chapter.
FreeFEM also reports the accuracy of the computed eigenvalues. We will report this as a relative
error.This, as it is computed using a volume integral formula, is accurate even at lower node counts.
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This will be used to make sure our calculations are valid at high energies.
The main data we use are the interior derivative integrals and the Neumann data for each of
our six lines.
6 Almost Right Isosceles Triangles
The advantage of the right isosceles triangle is that it gives us analytical solutions to work with.
Explicit solutions, however, cannot be found for arbitrary right triangles. To see if these results
hold, we use numerical techniques to construct solutions on other right triangles.
A natural question to ask is ”Do these results hold for right triangles that are almost right
isosceles triangles?”. The right isosceles triangle gives us something interesting on the boundary,
but the volume integral is constant for every eigenvalue. The volume dy integral and eigenvalue
relationship is not so simple, however, when the boundary is perturbed. The following is the scatter
plot of the same
∫
T |h∂yu|
2dV and the bottom ratio for various triangles close to the right isosceles:
Figure 4: .99 Triangle - 1250 Eigenvalues - Volume Dy and Ratio plots
Figure 5: .98 Triangle - 1250 Eigenvalues - Volume Dy and Ratio plots
Here we can see there are not only eigenvalues that do not give us
∫
T |∂yu|
2dV = 12 , but
multiple subsequences that seem to approach values other than 12 . There also appears to be distinct
”branches”, two obvious ones at these frequencies for the .99 triangle, which depart greatly from
the value of 12 . This shows that the slight perturbation has a profound effect on these values.
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Figure 6: .97 Triangle - 1250 Eigenvalues - Volume Dy and Ratio plots
Figure 7: .96 Triangle - 1250 Eigenvalues - Volume Dy and Ratio plots
Generally speaking, volume integrals are better behaved than boundary integrals, so we would
expect the same ratio plots from before to be more chaotic than in the isosceles case. We see that
this is true.
The ratio plot is, unsurprisingly, not constant as well. In contrast with the right isosceles
triangle, not all ratios are bounded as multiple subsequences approach zero. This is equivalent to
a subsequence of ratios that are unbounded as which half of the Neumann data was the numerator
and which was the denominator was an arbitrary decision. Physically, it means that all of the
Neumann data is gathering on one half of the bottom face. We also still see a subsequence that
appears to approach a value of around .2 which is reminiscent of the subsequence from the isosceles
triangle we discussed in chapter 4.
While the majority of values are near 1, these ratios are far less stratified in comparison to
the isosceles case. Interestingly enough, there are two branches we can clearly see that approach
0. These eigenvalues in these two branches are the same as those in the two branches that depart
from .5 to form the two distinct branches in the volume dy case, as in they are comprised of the
same eigenfunctions.
Perturbing the triangle further has two effects on the dy scatter plot: more branches are seen and
individual branches lose cohesion. While in the first branch of the .99 triangle only two eigenvalues
break the pattern, by the time the side length is .95 branches are bleeding into each other. As
we move farther away from the isosceles case more branches appear and the distinction between
19
Figure 8: .95 Triangle - 1250 Eigenvalues - Volume Dy and Ratio plots
branches is messier.
Like in the dy integral case, more branches appear as we move farther away from the isosceles
triangle. The values also spread out from the value of 1, going from tight band in isosceles case
to a more noisy distribution. Sub-sequences that approach zero are a consistent feature, as is a
congregation of values around .22. The average value of these ratios also appears to be drifting
away from 1, a possible indication than the domain is not ergodic. It is less clear in the volume dy
case, but upon inspection it also appears the running average could be approaching a value other
than one.
7 Running Averages
7.1 Introducing Running Averages
Statements about quantum ergodicity allow for exceptional zero density subsequences. For the dy
integral, we think of .5 as signifying ergodicity but, if the domain was truly ergodic, it is more
accurate to state that every positive density subsequence needs to have a running average that












We can also say something similar about the ratios we have been exploring up until this point.






Rmjnj → 1 (120)
The positive density requirement is necessary as we have already proved in the right isosceles case
that there exists subsequences that do not converge to the values ergodicity demands. This is why,
despite proving that there exists an infinite amount of subsequences of ratios which converges to a
value other than 1 we cannot say that the right isosceles is not ergodic as all of these subsequences
have 0 density. We can also see subsequences that appear to not approach 12 in our integral dy
scatter plots.
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7.2 Running Averages of Computed Runs
While numerics are never going to be able to answer questions like this definitively, they can more
accurately set expectations. Here are the average values of different metrics from every run done
throughout this project. The ”Integral Dy”, ”Ratio Left”, and ”Ratio Bottom” metrics are the
ones used throughout this paper. The ”% Top Left” simply calculates the percentage of Neumann






This measure was created to avoid some of the issues the ratio metrics have with outliers.
Triangle Nodes Integral Dy Ratio Bottom Ratio Left % Top Left
.995 425 .4998 1.0248 1.1422 .4924
.99 200 .4998 1.0451 1.1673 .4919
.98 200 .4996 1.0782 1.1981 .4920
.97 200 .4996 1.0950 1.2168 .4925
.96 200 .4993 1.1089 1.2368 .4919
.95 200 .4992 1.1070 1.2380 .4920
306090 450 .4923 1.1914 1.1547 .4870
1/3 350 .4849 1.3301 2.7171 .4816
1/20 500 .4529 1.4769 7.1269 .4459
The 306090, 1/3 and 1/20 triangles were all ran through the first 1000 eigenvalues. All other
were rant through the first 1250 (this inconsistency will get fixed). The overall trend is consistent
across metrics. The further we get from the right isosceles triangle, the farther way from the metrics
get form the values ergodicity would demand. This is not enough evidence to suggest that these
averages in the long run converge to a value other than what would be expected if the domain
was ergodic, but it does heavily suggest that convergence is at least slower the farther away from
isosceles the triangle is.
The ratio metrics, by their nature, are more sensitive to outliers and accuracy issues than
the interior integrals. This is why we focus on the volume integrals in the following sub-section.
However, as we see a consistent trend across metrics and the magnitude of of the deviations is large
we are confident enough to say that something systemic is occurring with the functions themselves.
7.3 Percentage of Eigenfunctions Approach
The issue with the methods previously described in this chapter is that they do not get to the heart
of of what we want. Running averages can be influenced, especially at these frequencies, by density
zero subsequences which are interesting but not definitive evidence that the domain itself is not
ergodic. In service of trying to determine whether these experiments would cause us to expect a
positive density subsequence that converges to an unexpected value, we instead shift our focus to
percentages of eigenfunctions.
Statements about the density of sequences are extensions of the familiar discrete concept of
percentages. They are statements about how common we would expect that particular subsequence
to be. A density 1 subsequence, in the limit, would be expected to appear for almost every value.
A density 1/2 subsequence would be expected to appear about every other value in the long run.
As these are infinite limits, there is substantial wiggle room. We have previously seen examples of
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infinite subsequence which are 0 density, as the probability of encountering and element from the
subsequence approaches 0 in the limit.
We can use this concept to develop measures that could indicate whether positive density
subsequences of the desired properties exist. Suppose we thought the running average of the
integral dys for the .99 triangle converged to a value less than .5. Then it would be sufficient to
show for every finite N , some fixed ε > 0, and some other fixed δ > 0, that the percentage of the
first N eigenfunctions which have an integral dy less than .5− ε is larger than δ for every N . If this
condition was met, than the subsequence of all eigenfunctions whose integral dy is less than .5− ε
would have a density greater than δ. This would show that the domain itself was not ergodic.
Of course, there is nothing special about viewing the percentage of eigenfunctions below a
certain threshold. Because we only need a subsequence of positive density, we can consider all
eigenfunctions that are sufficiently far away from .5. In the interest of having a metric that is
equally valid regardless of the distribution of integral dy values, we consider the running percentage
of eigenfunctions such that ∣∣∣∫
T
|h∂yu|2 − .5
∣∣∣ > ε (122)
for varying tolerances ε. The values for a selection of runs are in the following table.
Triangle ε = .01 ε = .005 ε = .001
Isosceles 0 0 0
.995 64.16 65.3 96.4
.99 80.32 84.64 98.8
.98 82.9 93.0 99.3
.97 89.1 95.7 99.6
.96 91.0 95.6 99.04
.95 92.7 96.6 99.52
306090 11.7 16.4 30.9
1/3 93.8 97.1 99.5
1/20 97.9 98.6 99.9
Perhaps more interesting than the exact numerical values are the trends. All of the graphs for
all three thresholds for the .995, .99, .98, .97, .96 and .95 triangles have the same fundamental
shape: increasing and asymptoting. For the 306090, 1/3, and 1/20 they are all decreasing and
leveling off.
7.4 Establishing Triangles with Different Behavior
A valid criticism of this section would be that, perhaps, these numerics just cannot pick up on
different types of behavior. An interesting test case is the 30-60-90. Despite having the equidis-
tribution property from being a rational planar polygon, it is known to be integrable [Z06]. This
triangle has a lot of symmetries, reflecting it over the y-axis gives the equilateral triangle, which is
what leads to its integrability. By looking at triangles that are close to the 30-60-90, we can see
how sensitive these numerics are.
The right isosceles case is, however, quite boring in the scope of this section as every threshold
yields a percentage of 0. The 30-60-90 triangle is more interesting. It does not have a constant
integral dy, and as such provides an excellent test of concept. To provide clarification, we ran two




Figure 9: Running Percentage Graph - Shows monotonic and asymptotic behavior
Figure 10: Running Percentage Graph - Shows monotonic and asymptotic behavior
Figure 11: Running Percentage Graph - Shows monotonic and asymptotic behavior
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these other triangles are close the the 30-60-90 but do not enjoy the geometric symmetries that
have such a profound effect on the eigenfunctions.
Triangle ε = .01 ε = .005 ε = .001
.58 42.6 65.0 96.8
306090 11.7 16.4 30.9
.575 41.8 61.1 97.2
Not only are the percentages noticeably lower than the other triangles, the shape of the running
percentage scatter plot indicates that these numbers are decreasing significantly as the number of
eigenvalues increases. This is the type of behavior that would be expected for an ergodic domain,
but we see behaviors more in line with the previously discussed runs for the two triangles that are
close to the 30-60-90. This complicates our interpretation, as we have a non-ergodic triangle that
is displaying behavior that would be expected of an ergodic domain.
(a) 30-60-90 - 450 Nodes - 1000 Eigenvalues
(b) .58 triangle - 200 Nodes - 1250 Eigenvalues
Note the difference in scale. The 30-60-90 triangle could be approaching 0 by inspection. The
.58 is more clearly moving away from 0.
8 Matching Values to Pictures
Now that we have discussed the odd properties of some of these eigenfunctions, a natural question
is: what do they look like? We will restrict ourselves to looking at eigenfunctions from triangles
close to the right isosceles, as they give us the most structure to examine.
The majority of eigenfunctions on the .95, .96, .97, .98, and .99 triangles look like slightly
distorted versions of the eigenfunctions on the right isosceles triangle. This is to be expected as
these domains are slight perturbations of the right isosceles. These distortions get larger as the
frequency increases, which is also expected, and this can be seen in the dy integral scatter plots
where a band of eigenfunctions fan out around .5.
The eigenfunctions in the various branches depart heavily from the right isosceles case, both
in terms of their dy integral value and their behavior. Looking at the graphs of three consecutive
eigenfunctions on the first branch, we can see that functions on this branch have a bouncing ball
type behavior. As the energy increases, so does the frequency of the bouncing. Additionally, the
energy seems to be congregating in the top left corner which explains the large dy integral. Moving
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into the second branch we see another section of bouncing modes. This explains why the dy integral
is lower in comparison to the first branch.
This pattern is repeated in other runs. The first branch corresponds to one bouncing ball mode
while moving to the next branch picks up another resonance. For the purpose of clarity, we cut off
the .99 graphs at 0, but the other graphs report the positive and negative values.
The fist three pictures are from the first branch of the .99 triangle. The second three are from
the second branch. The next free pictures are from the .98 triangle. All of the triangles in this group
share the same structure. Moving from one branch to the next picks up a rectangular structure.
As we get farther from the right isosceles, the functions become more and more distorted. The full
range of values for the .98 triangle are reported to show how the entire function distributes.
Figure 13: .99 Triangle - 223rd and 243rd eigenvalue
Figure 14: .99 Triangle - 264th and 427th Eigenvalue
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Figure 15: .99 Triangle - 454th and 478th Eigenvalue
Figure 16: Member of the first branch of the .98 triangle.
9 Accuracy and Sanity Checks
9.1 The Rounded Triangle
Physically, these eigenfunctions represent waves over the domain with higher eigenvalues corre-
sponding to higher frequencies. Because of this, there should not be much of a difference in certain
metrics for eigenfunctions on domains that are almost right triangles. Differences should only show
up at higher frequencies when the wavelength is small enough to ”notice” the alterations.
To make sure this is still the case in our simulations, we use a rounded triangle domain. This
will be an alteration of the .99 triangle where the corners are replaced by small circles. In this case,
we will start rounding off sides of the triangle when they are .04 away from a vertex. This results
in a quarter circle of radius .04 being our bottom left corner, whereas the circles for the other two
corners are different sizes to account for the non-right angles. The graph of the dy integral in this
case is as expected.
Here we can see that for the first 300 or so eigenvalues, the plots are virtually indistinguishable.
Once a threshold is crossed however, the rounded triangle plot keeps the same shape as the .99 case
26
Figure 17: Member of the second branch of the .98 triangle.
Figure 18: Member of the third branch of the .98 triangle.
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Figure 19: Sample mesh of the rounded triangle. Features are exaggerated for readability.
Figure 20: dy integral plot for comparison
but starts to derivative from the original structure. At this point the frequencies are high enough
where the altered corners significantly effect. We cannot provide analogous analysis of the ratio
plots, as the result for triangles no longer holds and there is no obvious way to define that ratio.
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Figure 21: Rounded Triangle dy integral plot. Note similarities at lower eigenvalues to the .99
triangle plot.
9.2 Mesh Convergence Test
Confidence in our numerics increases if we can show convergence in accuracy metrics are our mesh
is refined. To test this, we chose two metrics: one for the eigenvalue and one for the eigenfunctions.
The maximum eigenvalue difference is simply the largest difference between eigenvalues com-
puted on the different meshes. The L2 running average is the running average of the L2 norm of the
difference between the eigenfunctions computed on different meshes. To evaluate this difference,
the higher accuracy function is interpolated on the coarser mesh. This adds another source of
inaccuracy.
We compared the 256 node calculations to the 128, 64, and 32 node calculations for the .99
triangle. The first 1000 eigenvalues and eigenfunctions were computed. The table below shows
clear convergence on both metrics.
Comparison Max Eval Diff. L2 Running Avg.
256 and 128 8.87 .0091
256 and 64 122.23 .0838
256 and 32 377.87 .4762
The 1000th Eigenvalue has a magnitude of around 30,000, so a maximum difference of 8.87
corresponds to about a .03% difference. This shows we are not gaining a substantial amount
of accuracy doubling the perimeter node count once we pass a certain threshold. This gives us
confidence that our numerical experiment is well behaved.
10 Conclusion and Future Work
In this thesis we proved that the Neumann data of eigenfunctions of the Laplacian do not equidis-
tribute on subsets of the boundary in general. Beyond this, we showed that the there can exist
subsequences of eigenfunctions with Neumann data that does not equidistribute even in the limit.
This contradicts a conjecture posed when the original theorem was proved. This suggests that the
result from Christianson is the finest result that involves strict equalities.
Our numerical investigations showed that the structure of parameters associated with quantum
ergodicity are more complicated that originally thought. The ratio of Neumann data of two halves
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of the bottom face of a triangle need not be bounded, for example, and the dy integrals of triangles
near the right isosceles seem to have multiple subsequences that do not approach the ergodic
compliant value of 12 . By switching our focus to the percentage of eigenfunctions with dy integrals
far away from 12 , we found evidence that the running average might not settle down to
1
2 which
would indicate the triangle itself is not ergodic. Curiously, the only triangle we investigated that
did have a running average that appeared to go to 12 was the 30-60-90 triangle which is known to
be integrable [MM11].
The most obvious extension of this thesis would be to run the same computations at higher
frequencies and for more triangles. While this will never prove anything definitely, it would increase
confidence in the conclusions this thesis has reached. There are other metrics we could look at as
well in a similar manner to the ones explored in this thesis which would give more evidence one
way or the other.
This work could also, hopefully, focus analytical work to be more productive. The percentage
approach to testing ergodicity seems promising as the numerical results are so striking, but this
will take time time to fully explore. Using a result form Marklov and Rudnik it should be possible




We also proved a lower bound for Neumann data on two sides of a hyperbolic triangle. Obtaining
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