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Abstract
Learning equivariant representations is a promising way to reduce sample and
model complexity and improve the generalization performance of deep neural net-
works. The spherical CNNs are successful examples, producing SO(3)-equivariant
representations of spherical inputs. There are two main types of spherical CNNs.
The first type lifts the inputs to functions on the rotation group SO(3) and applies
convolutions on the group, which are computationally expensive since SO(3) has
one extra dimension. The second type applies convolutions directly on the sphere,
which are limited to zonal (isotropic) filters, and thus have limited expressivity.
In this paper, we present a new type of spherical CNN that allows anisotropic
filters in an efficient way, without ever leaving the spherical domain. The key
idea is to consider spin-weighted spherical functions, which were introduced in
physics in the study of gravitational waves. These are complex-valued functions on
the sphere whose phases change upon rotation. We define a convolution between
spin-weighted functions and build a CNN based on it. Experiments show that our
method outperforms the isotropic spherical CNNs while still being much more
efficient than using SO(3) convolutions. The spin-weighted functions can also
be interpreted as spherical vector fields, allowing applications to tasks where the
inputs or outputs are vector fields.
1 Introduction
Learning representations from data enables a variety of applications that are not possible with other
methods. Convolutional neural networks (CNNs) are powerful tools in representation learning, in
great part due to their translation equivariance property that allows weight-sharing, exploiting the
natural structure of audio, image, or video inputs.
Recently, there has been significant work extending equivariance to other groups of transforma-
tions [19, 11, 12, 43, 30, 16, 42, 39, 44, 17, 2] and designing equivariant CNNs on non-Euclidean
domains [7, 15, 24, 36, 33, 10, 25, 36, 45]. Successful applications have been demonstrated in
tasks such as 3D shape analysis [15, 17], medical imaging [41, 3], satellite/aerial imaging [12, 20],
cosmology [12, 33], physics/chemistry [7, 24, 1]. Favorable results were also shown on popular
upright natural image datasets such as CIFAR10/100 [38].
Rotation equivariant CNNs are the natural way to learn feature representations on spherical data.
There are two prevailing designs, (a) convolution between spherical functions and zonal (isotropic;
constant per latitude) filters [15], and (b) convolutions on SO(3) after lifting spherical functions to
the rotation group [7]. There is a clear distinction between these two designs: (a) is more efficient
allowing to build representational capacity through deeper networks, and (b) has more expressive
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filters but is computationally expensive and thus is constrained to shallower networks. The question
we consider in this paper is how do we achieve the expressivity/representation capacity of SO(3)
convolutions with the efficiency and scalability of spherical convolutions?
In this paper, we propose to leverage spin-weighted spherical functions (SWSFs), introduced by
Newman and Penrose [32] in the study of gravitational waves. These are complex-valued functions
on the sphere that, upon rotation, suffer a phase change besides the usual spherical translation.
Figure 1: Each sphere shows a scalar
and a vector field. Upon rotation, scalar
fields transform by simply moving to an-
other position, while vector fields must
move and also rotate. Treating vec-
tor fields as scalar (bottom-right) re-
sults in incorrect behavior. The spin-
weighted spherical CNNs equivariantly
handle vector fields as inputs or outputs.
Our key observation is that a combination of SWSFs al-
lows more expressive representations than scalar spherical
functions, avoiding the need to lift features to the higher
dimensional SO(3). It also enables anisotropic filters,
removing the filter constraint of purely spherical CNNs.
We define convolutions and cross-correlations of SWSFs.
For bandlimited inputs, the operations can be computed
exactly in the spectral domain, and are equivariant to the
continuous group SO(3). We build a CNN where filters
and features are sets of SWSFs, and adapt nonlinearities,
batch normalization, and pooling layers as necessary.
Besides more expressive and efficient representations, we
can interpret the spin-weighted features as equivariant
vector fields on the sphere, enabling applications where
the inputs or outputs are vector fields. Current spherical
CNNs [7, 15, 24, 33] cannot achieve equivariance in this
sense, as illustrated in Fig. 1.
To evaluate vector field equivariance, we introduce a vari-
ation of MNIST where the images and their gradients are
projected to the sphere. We propose three tasks on this
dataset: 1) vector field classification, 2) vector field pre-
diction from scalar fields, 3) scalar field prediction from
vector fields.
To summarize our contributions,
1. We define the convolution and cross-correlation between sets of spin-weighted spherical
functions. These are SO(3) equivariant operations that respect the SWSFs properties.
2. We build a CNN based on these operations and adapt usual CNN components for sets of
SWSFs as features and filters. This is, to the best of our knowledge, the first spherical CNN
that operates on vector fields.
3. We demonstrate the efficacy of the spin-weighted spherical CNNs (SWSCNNs) in a variety
of tasks including spherical image and vector field classification, predicting vector field
from images and conversely.
4. We will make our code and datasets publicly available at https://github.com/
daniilidis-group/swscnn.
2 Related work
Equivariant CNNs The first equivariant CNNs were applied to images on the plane [19, 12].
Cohen and Welling [11] formalize these models and name them group convolutional neural networks
(G-CNNs). While initial methods were constrained to small discrete groups of rotations on the plane,
they were later extended to larger groups [40], continuous rotations [43], rotations and scale [16], 3D
rotations of voxel grids [44, 39], and point clouds [36].
Spherical CNNs G-CNNs can be extended to homogeneous spaces of groups of symmetries [26];
the quintessential example is the sphere S2 as a homogeneous space of the group SO(3), the setting
of spherical CNNs. There are two main branches. The first branch, introduced by Cohen et al. [7],
lifts the spherical inputs to functions on SO(3), and its filters and features are functions on the group
SO(3), which is higher dimensional and thus more computationally expensive to process. Kondor
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et al. [24] is another example. The second branch, introduced by Esteves et al. [15], is purely spherical
and has filters and features on S2, using spherical convolution as the main operation. In this case, the
filters are constrained to be zonal (isotropic), which limits the representational power. Perraudin et al.
[33] also uses isotropic filters, but with graph convolutions instead of spherical convolutions.
Our approach lies between these two branches; it is not restricted to isotropic filters but it does not
have to lift features to SO(3); we employ sets of SWSFs as filters and features.
Equivariant vector fields Our approach can equivariantly handle spherical vector fields as inputs
or outputs. Marcos et al. [30] introduce a CNN on the plane whose features are vector fields obtained
from rotated copies of filters. Cohen and Welling [8] formalize the concept of feature types that are
vectors in a group representation space. This is extended to 3D Euclidean space by Weiler et al. [39].
Worrall et al. [43] introduce complex-valued features on R2 whose phases change upon rotation; this
is similar in spirit to our method, but our features live on the sphere, requiring different machinery.
Cohen et al. [10] introduce a model that can theoretically produce vector field features on general
manifolds. However, its current instantiation is only equivariant to the discrete group of rotations; in
particular, each vector admits only six possible orientations. In contrast, our features are vector fields
equivariant to the continuous group SO(3), thanks to the implementation in the spectral domain.
Cohen et al. [9] allude to the possibility of building spherical CNNs that can process vector fields; we
materialize these networks for the first time.
3 Background
In this section, we provide the mathematical background that guides our contributions. We first
introduce the more commonly encountered spherical harmonics, then the generalization to the spin-
weighted spherical harmonics (SWSHs). We also describe convolutions between spherical functions,
which we will later generalize to convolutions between spin-weighted functions.
Spherical Harmonics The spherical harmonics Y `m : S2 → C form an orthonor-
mal basis for the space L2(S2) of square integrable functions on the sphere.
Any function f : S2 → C in L2(S2) can be decomposed in this basis via the
spherical Fourier transform (SFT), and synthesized back exactly via its inverse,
fˆ `m =
∫
S2
f(x)Y `m(x) dx, (1) f(x) =
∞∑
`=0
∑
|m|≤`
fˆ `mY
`
m(x). (2)
We interchangeably use latitudes and longitudes (θ, φ) or points x ∈ R3, ‖x‖ = 1 to refer to the
sphere. A function has bandwidth B when only components of order ` ≤ B appear in the expansion.
The spherical harmonics are related to irreducible representations of the group SO(3) as follows,
D`m,0(α, β, γ) =
√
4pi
2`+ 1
Y `m(β, α), (3)
where α, β and γ are ZYZ Euler angles and D` is a Wigner-D matrix. Since D` is a group
representation and hence a group homomorphism, we obtain a rotation formula,
Y `m(gx) =
∑`
n=−`
D`m,n(g)Y
`
n(x), (4)
where we interchangeably use an element g ∈ SO(3) or Euler angles α, β and γ to refer to rotations.
Consider the rotation of a function represented by its coefficients by combining Eqs. (2) and (4),
f(gx) =
∞∑
`=0
∑`
n=−`
( ∑`
m=−`
fˆ `mD
`
m,n(g)
)
Y `n(x). (5)
This shows that when f(x) 7→ f(gx), the coefficients transform as
fˆ `n 7→
∑
m
D`m,n(g)fˆ
`
m (6)
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Finally, we recall how convolutions and cross-correlations of spherical functions are computed in the
spectral domain. Esteves et al. [15] define the convolution between two spherical functions as Eq. (7)
while Makadia and Daniilidis [29] and Cohen et al. [7] define the spherical cross-correlation as Eq. (8),
(k̂ ∗ f)`m = 2pi
√
4pi
2`+ 1
fˆ `mkˆ
`
0, (7) (k̂ ? f)
`
m,n = fˆ
`
mkˆ
`
n, (8)
Both are shown to be equivariant through Eq. (6). The left-hand side of Eq. (7) correspond to the
Fourier coefficients of a spherical function, while the left-hand side of Eq. (8) correspond to the
Fourier coefficients of a function on SO(3).
This section laid the foundation for the spin-weighted generalization. We refer to Esteves [14] for a
longer exposition on this topic and to Vilenkin and Klimyk [37] and Folland [18] for the full details.
Spin-Weighted Spherical Harmonics The spin-weighted spherical functions (SWSFs) are
complex-valued functions on the sphere whose phases change upon rotation. They have differ-
ent types determined by the spin weight.
Let sf : S2 → C be a SWSF with spin weight s, λα a rotation by α around the polar axis, and ν the
north pole. In a conventional spherical function, ν is fixed by the rotation, so (λα(f))(ν) = f(ν). In
a spin-weighted function, however, the rotation results in a phase change,
(λα(sf))(ν) = sf(ν)e
−isα. (9)
If the spin weight is s = 0, this is equivalent to the conventional spherical functions.
The spin-weighted spherical harmonics (SWSHs) form a basis of the space of square-integrable
spin-weighted spherical functions; for all square-integrable sf , we can write
sf(θ, φ) =
∑
`∈N
∑`
m=−`
sY
`
m(θ, φ)sfˆ
`
m, (10)
where sfˆ `m are the expansion coefficients, and the decomposition is defined similarly to Eq. (1). For
s = 0, the SWSHs are exactly the spherical harmonics; we have 0Y `m = Y
`
m.
The SWSHs are related to the matrix elements D`mn of SO(3) representations as follows,
D`m,−s(α, β, γ) = (−1)s
√
4pi
2`+ 1
sY `m(β, α)e
−isγ . (11)
Note how different spin-weights are related to different columns of D`, while the standard spherical
harmonics are related to a single column as in Eq. (3). This shows that the SWSHs can be seen as
functions on SO(3) with sparse spectrum, a point of view that is advocated by Boyle [5].
The SWSHs do not transform among themselves upon rotation as the spherical harmonics (Eq. (4))
due to the extra phase change. Fortunately, the coefficients of expansion of a SWSF into the SWSHs
do transform among themselves according to Eq. (6). When sf(x) 7→ sf(gx),
sfˆ
`
n 7→
∑
m
D`m,n(g)sfˆ
`
m. (12)
This is crucial for defining equivariant convolutions between combinations of SWSFs as we will do
in Section 4.1. We refer to Castillo [6] and Boyle [4, 5] for more details regarding SWSFs.
4 Method
We introduce a fully convolutional network, the spin-weighted spherical CNN (SWSCNN), where
layers are based on spin-weighted convolutions, and filters and features are combinations of SWSFs.
We define spin-weighted convolutions and cross-correlations, show how to efficiently implement
them, and adapt common neural network layers to work with combinations of SWSFs.
4.1 Spin-Weighted Convolutions and Correlations
We define and evaluate the convolutions and cross-correlations in the spectral domain. Consider
a set of spin weights WF , WK and sets of functions F = {sf : S2 → C | s ∈ WF } and filters
K = {sk : S2 → C | s ∈WK} to be convolved.
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Spin-weighted convolution We define the convolution between F and K as follows,
s(F̂ ∗K)
`
m =
∑
i∈WF
ifˆ
`
m skˆ
`
i , (13)
where s ∈ WK and −` ≤ m ≤ `. Only coefficients skˆ`i where i ∈ WF influence the output,
imposing sparsity in the spectra of K. The convolution F ∗K is also a set of SWSFs with s ∈WK ,
the same spin weights as K; we leverage this to specify the desired sets of spins at each layer.
Application of the rotation formula in Eq. (12) shows the SO(3) equivariance of this operation. Let
λg be the rotation operator describing Eq. (12). We have,∑
i∈WF
λg(ifˆ
`
n) skˆ
`
i =
∑
i∈WF
∑
m
D`m,n(g)ifˆ
`
m skˆ
`
i (14)
=
∑
m
D`m,n(g)
∑
i∈WF
ifˆ
`
m skˆ
`
i
=
∑
m
D`m,n(g)s(F̂ ∗K)
`
m
= λg(s(F̂ ∗K)
`
n). (15)
Now consider the spherical convolution defined in Eq. (7). It follows immediately that it is, up to a
constant, a special case of the spin-weighted convolution, where F and K have only one element
with s = 0, and only the filter coefficients of form 0kˆ`0 are used.
Spin-weighted cross-correlation We define the cross-correlation between F and K as follows,
s(F̂ ? K)
`
m =
∑
i∈WF∩WK
ifˆ
`
m ikˆ
`
s, (16)
In this case, only the spins that are common to F and K are used, but all spins may appear in the
output, so it can be seen as a function on SO(3) with dense spectrum. To ensure a desired set of
spins in F ? K, we can sparsify the spectra in K by eliminating some orders. A procedure similar to
Eq. (15) proves the SO(3) equivariance of this operation.
The spin-weighted cross-correlation generalizes the spherical cross-correlation. When F and K
contain only a single spin weight s = 0, the summation in Eq. (16) will contain only one term and
we recover the spherical cross-correlation defined in Eq. (8).
Examples To visualize the convolution and cross-correlations, we use the phase of the complex
numbers and local frames to obtain a vector field. We visualize combinations of SWSFs by associating
pixel intensities with the spin-weight s = 0 and plotting vectors fields for each s > 0.
Consider an input F = {0f, 1f} and filter K = {0k, 1k}, both with spin weights 0 and 1. Their
convolution also has spins 0 and 1, as shown on the left side of Fig. 2. Now consider a scalar valued
(spin s = 0) input F = {0f} and filter K = {0k}. The cross-correlation will have components of
every spin, but we only take spin weights 0 and 1 to visualize (this is equivalent to eliminating all
orders larger than 1 in the spectrum of k); Fig. 2 shows the results.
4.2 Architecture
Our main operation is the convolution defined in Section 4.1. Since components with the same
spin can be added, the generalization to multiple channels is immediate. The convolution combines
features of different spins, so we enforce the same number of channels per spin per layer. Each
feature map then consists of a set of SWSFs of different spins, F = {sf : S2 → Ck | s ∈ WF },
where k is the number of channels and WF the set of spin weights.
Filter localization We compute the convolutions in the spectral domain but apply nonlinearities,
batch normalization and pooling in the spatial domain. This requires expanding the feature maps
into the SWSHs basis and back at every layer, but the filters themselves are parameterized by
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Figure 2: Left block (2× 3): convolution between combinations of functions of spin weights s = 0
and s = 1. The operation is equivariant as a vector field and outputs carry the same spin-weights.
Right block (2×3): spin-weighted cross-correlation between scalar spherical functions. The operation
is also equivariant as a vector field and we show the outputs corresponding to spins 0 and 1.
their spectrum. We follow the idea of Esteves et al. [15] to enforce filter localization with spectral
smoothness. Their filters are of the form 0kˆ`0, so the spectrum lies on a line and can be interpolated
from a few anchor points, smoothing it out and reducing the number of parameters. In our case, the
filters take the general form skˆ`m where s ∈ WF∗K are the output spin weights and m ∈ WF are
the input spin weights. We then interpolate the spectrum of each component along the degrees `,
resulting in a factor of |WF∗K ||WF | more parameters per layer.
Batch normalization and nonlinearity We force features with spin weight s = 0 to be real by
taking their real part after every convolution, allowing the use of the common rectified linear unit
(ReLU) as the nonlinearity and the standard batch normalization from Ioffe and Szegedy [22].
For s > 0, we have complex-valued feature maps. We employ a combination of batch normalization
and nonlinearity applied only on the magnitudes. Let sf be a feature with s > 0 and β the batch
normalization operator. We apply the following operation after each convolution, which serves as
batch normalization and nonlinearity, where the max, magnitude, and multiplication are pointwise,
sf 7→ sf max(β(|sf |), 0). (17)
Complexity analysis We follow Huffenberger and Wandelt [21] for the spin-weighted spherical
Fourier transform (SWSFT) implementation (see appendix for details), whose complexity for band-
width B is O(B3). While it is asymptotically slower than the O(B2 log2B) of the standard SFT
from Driscoll and Healy [13], the difference is small for bandwidths typically needed in practice [7,
15, 24]. The rotation group Fourier transform (SOFT) implementation from Kostelec and Rockmore
[27] is O(B4). Our final model requires |W | transforms per layer, so it is asymptotically a factor
|W |B/log2 B slower than using SFT as in Esteves et al. [15], and a factor B/|W | faster than using the
SOFT as in Cohen et al. [7]. Typical values in our experiments are B = 32 and |W | = 2.
5 Experiments
We show experiments on image and vector field classification, image prediction from a vector field,
and vector field prediction from an image, where all images and vector fields are on the sphere.
We use spin weights 0 and 1 in all experiments, When inputs do not have both spins, the first layer is
designed such that its outputs have. All following layers and filters also have spins 0 and 1.
Every model is trained with different random seeds five times and averages and standard deviations
(within parenthesis) are reported. See the appendix for training procedure details.
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5.1 Spherical Image Classification
Our first experiment is on the Spherical MNIST dataset introduced by Cohen et al. [7]. This is an
image classification task where the handwritten digits from MNIST are projected on the sphere.
Three modes are evaluated depending on whether the training/test set are rotated. For example, in
mode NR/R, the training set is not rotated and the test set is.
We follow the network topology from Esteves et al. [15], switching from spherical convolutions
to spin-weighted convolutions, and adapting the numbers of channels and parameters per filter to
have the same total parameter count. Table 1 shows the results; we outperform previous equivariant
spherical CNNs in every mode.
Table 1: Spherical MNIST results. Our model is more expressive than the isotropic and more efficient
than the previous anisotropic spherical CNNs, allowing deeper models and improved performance.
NR/NR R/R NR/R params
Planar CNN 99.07(4) 81.07(63) 17.23(71) 59k
Cohen et al. [7] 95.59 94.62 93.40 58k
Kondor et al. [24] 96.40 96.60 96.00 -
Esteves et al. [15] 98.75(8) 98.71(5) 98.08(24) 57k
Ours 99.37(5) 99.37(1) 99.08(12) 58k
5.2 Spherical Vector Field Classification
One crucial advantage of the SWSCNNs is that they are equivariant as vector fields.
To demonstrate this, we introduce a spherical vector field dataset. As usual, we take
MNIST as the source. We construct the vectors as image gradients using Sobel kernels,
then project them into the sphere. To make the problem more challenging, we follow
Larochelle et al. [28] and swap the train and test sets so there are 10k images for train-
ing and 50k for test. We call this dataset the spherical vector field MNIST (SVFMNIST).
Table 2: Spherical vector field MNIST
classification results. When vector field
equivariance is required, the gap be-
tween our method and the spherical and
planar baselines is even larger.
NR/NR R/R NR/R
Planar 97.7(2) 50.0(8) 14.6(9)
[15] 98.4(1) 94.5(5) 24.8(8)
Ours 98.2(1) 97.8(2) 98.2(7)
The vector field is converted to a spin weight s = 1
complex-valued spherical function using a predefined local
tangent frame per point on the sphere. A similar procedure
allows to convert s = 1 features to output vector fields.
The first task we consider is classification. We use the
same architecture as in the previous experiment, the only
difference is that now the first layer maps from spin 1 to
spins 0 and 1. Table 2 shows the results. The planar and
spherical CNN models take the vector field as a 2-channel
input. The NR/R column clearly shows the advantage of
vector field equivariance; the baselines cannot general-
ize to unseen vector field rotations, even when they are
equivariant in the scalar sense as [15].
5.3 Spherical Vector Field Prediction
The SWSCNNs can also be used for dense prediction. We introduce two new tasks on SVFMNIST,
1) predicting a vector field from an image and 2) predicting an image from a vector field. For these
tasks, we implement a fully convolutional U-Net architecture [35] with spin-weighted convolutions.
When the image is the grayscale digit and the vector field comes from the gradients, both tasks can
be easily solved via discrete integration and differentiation. We call this case “easy” and show it on
the left side of table Table 3. It highlights a limitation of isotropic spherical CNNs; the results show
that the constrained filters cannot approximate a simple image gradient operator.
7
We also experiment with a more challenging scenario, where the digits are colored and the vector
fields are rotated based on the digit category. These are semantic tasks that require the network to
implicitly classify the input in order to correctly predict output color and vector directions.
Table 3 shows the results. While the planar baseline does well in the “easy” tasks that can be solved
with simple linear operators, our model still outperforms it when generalization to unseen rotations is
demanded (NR/R). In the “hard”, task the SWSCNNs are clearly superior by large margins. We show
sample inputs and outputs in Fig. 3; see the appendix for more.
Table 3: Vector field to image and image to vector field results on SVFMNIST. The SWSCNNs show
superior performance especially on the more challenging tasks. The metric is the mean-squared error
×103 (lower is better). All models have around 112k parameters.
easy hard
NR/NR R/R NR/R NR/NR R/R NR/R
Image to Vector Field
Planar 0.3(1) 5.0(1) 9.3(1) 16.9(5) 26.0(1) 32.9(2)
Esteves et al. [15] 9.7(3) 31.0(2) 45.6(7) 13.3(6) 28.5(4) 41.6(4)
Ours 2.9(2) 3.4(1) 4.3(1) 11.6(6) 9.2(4) 10.2(6)
Vector Field to Image
Planar 1.4(1) 3.2(1) 6.9(4) 3.3(2) 13.4(2) 21.1(3)
Esteves et al. [15] 3.8(1) 4.9(2) 15(2) 2.6(1) 6.4(2) 20.3(9)
Ours 3.5(1) 3.8(1) 4.0(1) 2.6(1) 2.7(1) 2.9(1)
Figure 3: Inputs and outputs, R/R. Top: image to vector field. Our method predicts the position and
orientation of each vector correctly, while the spherical CNN [15] cannot. Bottom: vector field to
image. Here the spherical CNN predicts the incorrect color while the SWSCNNs have no problem.
6 Conclusion
In this paper, we introduced the spin-weighted spherical CNNs, which use sets of spin-weighted
spherical functions as features and filters, and employ layers of a newly introduced spin-weighted
spherical convolution to process spherical images or spherical vector fields. Our model achieves
superior performance on the tasks attempted, at a reasonable computational cost. We foresee
applications of the SWSCNNs to 3D shape analysis, climate/atmospheric data analysis and other
tasks where inputs or outputs can be represented as spherical images or vector fields.
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Appendices
A Introduction
In this supplementary material we give more details about the datasets in Appendix B, about the
experiments in Appendix C, and we describe the SWSH transform implementation in Appendix D.
B Datasets
We show samples of the SVFMNIST dataset in Fig. 4. This is the dataset used in the vector field
classification task.
Figure 4: Samples from SVFMNIST, classification task. We show one sample for each category in
canonical orientation for easy visualization.
For the dense prediction tasks, we introduce modifications in the targets to make them more challeng-
ing. When predicting an image from a vector field, we introduce color in the output based on the
target category. We determine the color in HSV space, where the value is the original grayscale value,
the hue is c/10 for category c, and the saturation is set to one. The target is then converted back to
RGB. Figure 5 shows a few input/target pairs.
Figure 5: Samples from SVFMNIST, image from vector field prediction task. Top shows input
vector fields, bottom the target spherical images. Note that the targets have different colors based on
the category, so the task cannot be solved via simple gradient integration. Samples are in canonical
orientation for easy visualization.
When predicting a vector field from an image, we introduce an angular offset on all vectors that
depends on the target category. The offset for category c is given by exp 2piic/10. Figure 6 shows a
few input/target pairs.
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Figure 6: Samples from SVFMNIST, vector field from image prediction task. Top shows input
spherical images, bottom the target vector fields. The targets have different angular offsets based
on the category so the task cannot be solved via simple image gradient estimation. Samples are in
canonical orientation for easy visualization.
C Experiments details
C.1 Training
In all experiments, we train for 12 epochs using the Adam optimizer [23]. We set the initial learning
rate to 1× 10−3 and decay it to 2× 10−4 epoch 6 and 4× 10−5 at epoch 10. The mini-batch size is
set to 32 and input resolution is 64× 64.
The usual cross-entropy loss is optimized for the classification experiments, and the mean square
error is minimized for dense prediction.
C.2 Architectures
Classification The architectures for spherical image and vector field classification are the same.
The spherical baseline follows Esteves et al. [15], with spherical convolutions, six layers with
16, 16, 32, 32, 58, 58 channels per layer, and 8 filter parameters per layer.
We follow the same general topology, switching from spherical to spin-weighted convolutions. Since
our filters have richer spectra, they need more parameters. In order to keep similar number of
parameters between competing models, we set the number parameters per spin-order pair (s,m)
to 6, 6, 4, 4, 3, 3 at each layer. We also cut the number of channels per layer, so while we have
the same number of parameters, we have significantly fewer feature maps. The final architecture
has 16, 16, 20, 24, 28, 32 channels per layer, with pooling every two layers, and our custom batch
normalization applied at every layer.
The planar baseline has the same number of layers and uses 2D convolutions with 3× 3 kernels. We
set the number of channels per layer to 16, 16, 32, 32, 54, 54. to match the number of parameters of
the other models.
Spherical vector field/image prediction We design a different architecture for dense prediction,
which is essentially a fully convolutional U-Net [35] with spin-weighted convolutions.
We use 16, 32, 32, 32, 32, 16 channels per layer, with pooling in the first two layers and nearest
neighbors upsampling in the last two. The number of filter parameters chosen per spin-order per layer
is 6, 4, 3, 3, 4, 6.
The spherical CNN baseline uses spherical convolutions and sets the numbers of filter parameters to
8 per layer and the number of channels to 20, 40, 78, 78, 40, 20.
The planar baseline again uses 2D convolutions with 3 × 3 kernels and of channels to
18, 36, 72, 72, 36, 18 channels.
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C.3 Input-output samples
We show extra examples of inputs and outputs for the dense prediction tasks. Figure 7 shows the
vector field to image task while Fig. 8 shows the image to vector field task. Models are trained on the
R mode, so they have access to rotated samples at training time. Nevertheless, the standard CNN
and spherical CNN models are not equivariant in the vector field sense and cannot achieve the same
accuracy as the SWSCNNs.
Figure 7: Input/output samples for the spherical vector field to image task. We show two rotated
instances of the same input to highlight that standard CNNs and spherical CNNs do not respect the
spherical vector field equivariance, while the SWSCNNs do.
Figure 8: Input/output samples for the spherical image to vector field task.
D Spin-Weighted Spherical Harmonics Transforms
Our implementation of the SWSH decomposition and its inverse follows Huffenberger and Wandelt
[21]. The basic idea is to leverage the relation between the SWSHs and the Wigner-D matrices.
Recall that we can write the Wigner-D matrices as
D`m,n(α, β, γ) = e
−imαd`m,n(β)e
−inγ , (18)
where d is a Wigner-d matrix.
We define ∆`m,n as
∆`m,n = d
`
m,n(pi/2), (19)
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then the following relation holds [34],
d`m,n(θ) = i
m−n ∑`
k=−`
∆`k,me
−ikθ∆`k,n. (20)
Now we rewrite the SWSH forward transform,
sfˆ
`
m =
∫
θ,φ
sf(θ, φ)sY `m(θ, φ) sin θ dθ dφ
=
∫
θ,φ
sf(θ, φ)(−1)s
√
2`+ 1
4pi
eisψD`m,−s(φ, θ, ψ) sin θ dθ dφ
= (−1)s
√
2`+ 1
4pi
∫
θ,φ
sf(θ, φ)e
−imφd`m,−s(θ) sin θ dθ dφ
= (−1)s
√
2`+ 1
4pi
∫
θ,φ
sf(θ, φ)e
−imφim+s
∑`
k=−`
∆`k,me
−ikθ∆`k,−s sin θ dθ dφ
= (−1)sim+s
√
2`+ 1
4pi
∑`
k=−`
∆`k,m∆
`
k,−s
∫
θ,φ
sf(θ, φ)e
−imφe−ikθ sin θ dθ dφ
= (−1)sim+s
√
2`+ 1
4pi
∑`
k=−`
∆`k,m∆
`
k,−sIk,m.
Since the ∆`m,n are constants, they are pre-computed. We still need to compute
Ik,m =
∫
θ,φ
sf(θ, φ)e
−imφe−ikθ sin θ dθ dφ, (21)
which can be done efficiently with an FFT. There is a problem because sf is defined on the sphere
so it is not periodic in both directions; we then define sf ′ as the periodic extension of sf which is a
function on the torus. See McEwen [31] and Huffenberger and Wandelt [21] for more details about
this extension. We can then express sf ′ by its Fourier coefficients,
sf
′(θ, φ) =
∑
p,q
sfˆ
′
p,qe
ipθeiqφ. (22)
Substituting this in Eq. (21) yields,
Ik,m =
pi∫
θ=0
2pi∫
φ=0
∑
p,q
sfˆ
′
p,qe
ipθeiqφe−imφe−ikθ sin θ dθ dφ
=
∑
p,q
pi∫
θ=0
2pi∫
φ=0
sfˆ
′
p,qe
i(p−k)θei(q−m)φ sin θ dθ dφ
=
∑
p
2pi
pi∫
0
sfˆ
′
p,me
i(p−k)θ sin θ dθ
= 2pi
∑
p
sfˆ
′
p,mwˆ(p− k),
where wˆ can be obtained analytically. Note that the last expression is a 1D discrete convolution; if
we see wˆ as the Fourier transform of some w, the convolution can be evaluated as the FFT of the
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multiplication in the spatial domain,
Ik,m =
2pi
N2
∑
θ,φ
sf
′(θ, φ)w(θ)e−ikθe−imφ, (23)
for N uniformly sampled θ, φ. Here, w can be pre-computed, so the Ik,m computation amounts to 1)
extend the function to the torus, 2) apply the weights w, 3) compute a 2D FFT.
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