ABSTRACT: Stochastic models of daily precipitation are useful both for characterizing different precipitation climates and for stochastic simulation of these climates in conjunction with agricultural, hydrological, or other response models. A simple stochastic precipitation model is used to downscalei . e . disaggregate from area-average to individual station -precipitation statistics for 6 groups of 5 U.S. stations, in a way that is consistent with observed relationships between the area-averaged series and their constituent station series. Each group of stations is located within a General Circulation Model grid-box-sized area, and collectively they exhibit a broad range of precipitation climates. The downscaling procedure is validated using natural climate variability in the observed precipitation records as an analog for climate change, by alternately considering collections of the driest and wettest seasons as 'base' and 'future' climates, and comparing the 2 sets of downscaled station parameters to those fit directly to the respective withheld observations. The resulting downscaled stochastic model parameters can be readily used for local-scale simulation of climate-change impacts.
INTRODUCTION
Global, coupled atmosphere-ocean General Circulation Models (GCMs) are the most powerful tools available to simulate evolving and future changes in the climate system. While these models are most accurate at large (continental, hemispheric, and global) spatial scales (Gates et al. 1996) , smaller-scale (at or near the spatial resolution of the GCMs) climatic details are less well portrayed (Mearns et al. 1990 , Grotch & MacCracken 1991 , Kattenberg et al. 1996 . However, it is the changes in near-surface local climates that will determine the consequences for agricultural, ecological, hydrological, and other life-sustaining systems.
Accordingly, a variety of approaches to the 'downscaling' of grid-scale (hundreds of km) GCM information to local-scale surface climate have been devised (e.g. reviews by Giorgi & Mearns 1991 , Wilby & Wigley 1997 . These range from quite simple to extremely elaborate. A very simple but widely used approach (e.g. Cohen 1990 ) is direct adjustment of instrumental weather records at a location according to an assumed climate change. For example, all measured temperatures might be increased by 2°C, and all observed precipitation amounts multiplied by 1.10. Other investigators have devised more elaborate schemes based on statistical relationships between large-scale atmospheric circulation patterns and local surface weather variables (e.g. Wigley et al. 1990 , Bardossy & Plate 1992 , von Storch et al. 1993 , Burger 1996 , Lettenmaier 1995 . At the extreme of complexity and computational demands are mesoscale models nested within (i.e. provided with boundary conditions by) a GCM (Giorgi 1990 , Mearns et al. 1995 .
A fairly simple but flexible and computationally economical approach to producing local climate-change 'scenarios' is through the use of stochastic weather models, or 'weather generators' (Wilks 1992 , Woo 1992 , Semenov & Barrow 1997 . These are statistical models for daily weather data at a single location (e.g. Richardson 1981 ), which can be regarded alternatively as statistical characterizations of the local climate, or as elaborate random number generators whose output resembles real weather data. Their use in climatechange studies involves perturbing the stochastic model parameters to reflect a changed climate, and then generating synthetic weather series consistent with this new climate for use with impact (e.g. agricultural or hydrological) models.
Differences in climate statistics between local and area-averaged (presumably corresponding to GCM grid cell) series are quite large, especially for precipitation. In particular, the probability of precipitation in area-averaged series is necessarily larger than the corresponding probabilities at any of the constituent stations, while the average precipitation amounts are smaller (e.g. Osborn & Hulme 1997) . While procedures for adjusting the stochastic model parameters to yield desired altered climates have been published previously (Wilks 1992 , Katz 1996 , the change of spatial scale between the GCM grid and the local stations has not yet been considered explicitly in this context. In the following, the method of Wilks (1992) for construction of climate-change scenarios with stochastic weather models is extended to accommodate the differences in local and area-averaged weather statistics, and then validated using observed interannual climatic variability as an analog for climate change. While the emphasis is on precipitation modeling and precipitation statistics, the procedure could be applied also to temperature and other surface-weather variables.
METHODS
2.1. Study areas and stations. Daily precipitation data from 30 U.S. stations, listed in Table 1 , are used in the following. Table 1 shows that these stations are grouped into 6 areas, denoted OR (stations in the state of Oregon), CA/NV (stations primarily in California and Nevada), MN (stations in Minnesota), OK (stations primarily in Oklahoma), MS (stations primarily in Mississippi), and CNE (stations primarily on or near the coast of the northeastern U.S.). As indicated by the average seasonal precipitation values in Table 1 , the stations span a wide range of precipitation climates. These stations and areas have been chosen as part of a larger project (Wilby et al. 1996 (Wilby et al. , 1998 1997), to correspond to 6 grid-boxes of the HadCM2 coupled atmosphere-ocean GCM ). Fig. 1 shows the 2.50°latitude × 3.75°longitude grid boxes of the HadCM2 model over a portion of North America, with the locations of the 30 stations in Table 1 indicated as well. It is evident from Fig. 1 that each of the 6 groups of 5 stations occupies an area that is comparable in size to 1 HadCM2 grid box, and that the station groups are located within or very near 1 of 6 particular grid boxes. The geographic correspondence between the study areas and the HadCM2 grid will be taken as only incidental here. Rather, the focus below will be on the relationships between precipitation statistics for the individual daily station series and their counterparts for the corresponding area averages, which represent information on the spatial scale available from a GCM. For simplicity it will be assumed that each of the 6 area-averaged daily precipitation series is comprised of an unweighted average of the non-missing daily precipitation amounts for its 5 constituent stations, although extension of the methods presented below to weighted area averages would be straightforward. The analyses are stratified into the 4 standard climatological seasons, DJF, MAM, JJA and SON. The periods of data availability for the 6 areas, which are also indicated in Table 1 , have been chosen so that at least 4 of each set of 5 stations are active throughout.
2.2. Stochastic models. The basic model for daily precipitation employed here is the well-known and widely used 'chain-dependent process' (Todorovic & Woolhiser 1975 , Katz 1977 . In this model, daily precipitation occurrence is governed by a 2-state (either precipitation occurs or it does not), first-order (the probability of precipitation depends only on whether or not precipitation occurred on the previous day) Markov chain. This process can be characterized by the 2 conditional probabilities p 01 = Pr {precipitation on day t | no precipitation on day t -1} (1a) and p 11 = Pr {precipitation on day t | precipitation on day t -1} (1b) which are known as transition probabilities. Because only 2 precipitation occurrence states are defined, the complementary probabilities for dry-day occurrences are given by p 00 = 1 -p 01 and p 10 = 1 -p 11 . The transition probabilities are very convenient for stochastic simulation (see Appendix 1). For the purpose of statistically characterizing a given precipitation climate it is 127 Fig. 1 . Locations of the 6 areas in Table 1 and their constituent stations superimposed on the 2.50°× 3.75°HadCM2 grid over a portion of North America often more convenient to define the Markov chain using the 2 parameters (2a) and r = p 11 -p 01 (2b) which are the unconditional probability (i.e. climatological relative frequency) of daily precipitation occurrence and the lag-1 autocorrelation of the daily precipitation occurrence series, respectively. The 2 parameter sets {p 01 , p 11 } and {π, r} clearly embody equivalent information, as one set can be computed from the other using Eq. (2) (see Eq. A1). Typically one finds positive serial dependence in daily precipitation occurrence data (wet and dry days tend to occur in runs or 'clumps'), so that r > 0 and p 01 < π < p 11 . The remainder of the chain-dependent process consists of a statistical model for the nonzero precipitation amounts. Most commonly the gamma distribution is chosen for this purpose (e.g. Katz 1977 , Richardson & Wright 1984 , Wilks 1989 , Gregory et al. 1993 , although some investigators have found that the mixed exponential distribution provides a much better fit to daily nonzero precipitation amounts (Woolhiser & Roldan 1982 , Foufoula-Georgiou & Lettenmaier 1987 , Wilks 1998a ). Use of these 2 distributions for both downscaling and stochastic simulation is detailed in Appendix 1. For now, however, the choice of a particular probability model for the precipitation amounts can remain implicit, since in the following it will be necessary to know only the mean daily nonzero precipitation amount, µ, and the corresponding variance, σ 2 . The climatological statistics of seasonal-total precipitation depend on the statistics of the daily precipitation amounts that comprise the seasonal total. Similarly, the seasonal statistics of synthetic precipitation generated by a daily stochastic model depend on the parameters governing the daily precipitation occurrences and amounts. Let S(T ) be the sum of T daily precipitation amounts. Since seasonal precipitation is considered here, T ≈ 90. The average seasonal precipitation, E [S(T )], and its variance, Var [S(T)] (which characterizes the interannual variability of seasonal precipitation), can be expressed as (e.g. Gregory et al. 1993 , Katz & Parlange 1998 
As noted above µ and σ 2 are the mean and variance of the nonzero precipitation amounts, regardless of the particular distribution chosen to represent them. The quantity E [N(T )] is the average number of days with nonzero precipitation in a period of T consecutive days and Var [N(T )] is the interannual variance of the number of wet days. For first-order Markov dependence, these latter 2 quantities can be expressed as (4b) Eq. (4b) is an approximation to the true variance, although for monthly and longer totals this approximation is found to be very close (Gabriel & Neumann 1962 , Gregory et al. 1993 .
2.3. Downscaling. As conventionally understood, the process of 'downscaling' GCM information to produce scenarios of climate change at local scales is actually a combination of 2 operations. First, because of approximations necessarily made in the formulation of any GCM, the 'control' GCM climate is to a greater or lesser degree different from the observed climate, even when it is compared to area-averaged observations at a comparable scale. Accordingly, results from changed-climate GCM integrations are not downscaled directly, but rather some adjustment is made to the climatological observations or to the statistics of the observations which reflects relative changes between the control and changed-climate GCM integrations. The result, either tacitly or explicitly, is the specification of a changed climate for an area average at the scale of the GCM. Recognizing that this first step does not actually involve a change of spatial scale, it might better be referred to as 'extrapolation' (Wilks 1988 , Wilby et al. 1998 .
The focus of this paper is on the second part of this process, in which the area-averaged (extrapolated) climates or climate statistics are downscaled, i.e. disaggregated to the individual station level. It will therefore be assumed that the extrapolated areaaverage stochastic model parameter set {π ex , r ex , µ ex , σ 2 ex } for the changed climate is available. There are a number of ways that these extrapolated parameters might be arrived at. One possibility (Wilby et al. 1998 ) is related mathematically and conceptually to the downscaling procedure outlined below. Alternatively, one could imagine that changes in the 4 quantities E
[S(T)], Var[S(T )], E [N(T)] and Var[N(T)]
might be computed from many months or seasons of GCM output, with the corresponding extrapolated {π ex , r ex , µ ex , σ 2 ex } then calculated through Eqs. (3) & (4). It might also be possible to base the extrapolation of these parameters on changes in atmospheric circulation statistics, following approaches similar to Wigley et al. (1990 ) or von Storch et al. (1993 . Any of these procedures place great reliance on particular GCM results, however, and for some purposes it could be desirable instead to extrapolate more gener-
alized climate-change scenarios (Wilks 1992 , Hulme et al. 1995 . The basic downscaling problem, then, is the following. One has from observations the parameter sets {π station , r station , µ station , σ 2 station } fit to each of the (for the present data, 5) observed station-level daily precipitation series within an area, and the set {π area , r area , µ area , σ 2 area } fit to the corresponding time series of area-averaged daily precipitation amounts. One also has an extrapolated changed precipitation climate, at the same spatial scale as the area-averaged time series, characterized by the parameter set {π ex , r ex , µ ex , σ 2 ex }. The task of the downscaling procedure is to disaggregate the extrapolated changed climate to produce the (again, 5) downscaled parameter sets {π down , r down , µ down , σ 2 down }. Of course this process is not uniquely defined, and the procedure presented below is but one of very many alternatives that could be imagined.
Fundamental to good statistical representation of a precipitation climate is the accurate portrayal of the climatological wet-day probability, π, since this parameter governs the average number of wet days in a month or season (Eq. 4a), and through this also strongly affects the average monthly or seasonal precipitation (Eq. 3a). Theoretical relationships between π area and π station have been developed (Epstein 1966 , Osborn & Hulme 1997 , but their application here is problematic because of the extremely varied precipitation climates within some of the present study areas. In Area OR for example, there are 3 rather different precipitation climates represented by the 5 stations which result from 2 north-south topographic barriers interacting with the prevailing westerly atmospheric flow. Astoria (Stn 5) is a very wet location on the Pacific coast of Oregon. The climatological wet-day probability is downscaled here by adjusting each of the observed π station values according to differences between the observed π area and the imposed π ex . Direct additive or proportional adjustments have the potential to yield misleading or even nonsense results (e.g. π down < 0), particularly for stations like Redmond, for which π station Ӷ π area . This problem is avoided by first transforming to the log-odds scale, which is defined by (5) The downscaled climatological probability is then computed by adjusting the log-odds transformed π station by the difference of the log-odds transforms of π ex and π area , (6a) (6b) Since Eq. (5) transforms the probabilities π from the unit interval to the real line, Eq. (6) necessarily produces a properly bounded result (0 < π down < 1).
Similarly, the parameter r is a correlation and must be bounded by -1 < r < 1. Adjustments to this parameter can be made on the scale of the Fischer Z-transform (i.e. the inverse hyperbolic tangent), (7) which transforms correlations from the interval [-1, 1] to the real line. Following the same idea as for the wetday probability, the correlation r can be downscaled by making an additive adjustment on this transformed scale, using (8a) (8b) which will necessarily yield -1 < r down < 1.
It remains to downscale the 2 parameters controlling nonzero precipitation amounts, µ and σ
2
. While there are potentially many ways to approach this task, it seems clear that any reasonable procedure should preserve consistent relationships between the statistics of local and area-averaged seasonal precipitation, S(T). The (time) average of each area-averaged precipitation series is just the average (time) mean over each of the n stations comprising the area average, (9a) Similarly, for the variances, (9b) holds (Kagan 1966 , Jones et al. 1997 . The constant of proportionality in Eq. (9b) depends on the average interstation correlation, c,-among the n stations comprising the area average, and is equal to [1 + (n -1) c -]/n. The extent to which this correlation structure might change in a changing climate would not be known on the basis of a GCM integration, which could not resolve it, although changes in the interstation precipitation correlations would influence the interannual variance of the area-averaged series (Osborn 1997) . While results from a mesoscale model nested in the GCM could suggest changes in this correlation structure, their existence might also obviate the need for statistical down- 
scaling. In the following it will be assumed that the proportionality in Eq. (9b) remains unchanged in a changed climate, although a different proportionality could also be assumed. There are many ways in which the n station means and variances on the right-hand sides of Eq. (9) might change to yield particular extrapolated values E [S(T) ex ] and Var [S(T) ex ]. As before, these would not be known from GCM output, and results from a nested mesoscale model suggesting a particular set of changes might also render statistical downscaling unnecessary. Here it will be assumed that changes in the station-series means and variances will be proportional to the changes in the respective area-averaged moments, yielding for the downscaled precipitation-amount parameters.
RESULTS AND VALIDATION
The downscaling procedure just described relies on a number of somewhat arbitrary choices and assumptions. It is natural, therefore, that one would like to validate the scheme in a setting where the correct results are known and can be compared to the downscaled values. Validation exercises of this kind have apparently not been previously applied to climate-change downscaling procedures, presumably because the future local-scale climates to which they pertain are not known, and downscaling of any kind would be moot if they were known.
However, it is possible to validate a downscaling procedure, at least in a limited way, by using observed interannual climatic variability as an analog for climate change. Analog methods have certain limitations for climate-change studies (e.g. Giorgi & Mearns 1991) , and in the present context require the assumption that relationships between local and area-averaged statistics will remain stable, even though future changes in the climatic statistics may be driven by physical processes different from those responsible for the climate variations in the instrumental record. Here climatechange analogs have been constructed by stratifying the data, separately for each of the 4 seasons and each of the 6 areas, according to the total area-averaged seasonal precipitation. Data from years comprising the driest 40% of each of the 4 seasons (20 yr for all areas except Area CA/NV; 25 yr for Area CA/NV) were defined to constitute the dry climates, and data from the wettest 40% constituted the wet climates. The remaining 20% of the data were not used. These percentages are subjective choices meant to balance clear separation between the wet and dry climates, with the need for adequate sample size.
Separate parameter sets {π, r, µ, σ 2 } were computed for the dry years and the wet years, for both the station and area-averaged series. The downscaling procedure described in Section 2.3 was then applied twice for each area and for each of the 4 seasons. In the first application, the wet years were considered to be the base, or present, climate. The dry years then play the role of the changed future climate, so that the parameters for the dry area-averaged series correspond to the extrapolated climate at the area-average scale. The parameter set {π down , r down , µ down , σ 2 down } produced by the downscaling procedure should then correspond to, and can be compared with, the observed station-level parameters from the dry years. In the second application of the downscaling procedure the roles of the wet and dry years are reversed, so that the dry years are considered to represent the base climate, the wet years are the changed climate, and the correct values of the downscaled parameters are the observed station parameters in the wet years. This procedure is a fairly severe test of the downscaling algorithm, but is an appropriate simulation of its potential applications.
Figs. 2 & 3 illustrate the results for winter in the OR Area and summer in Area CNE, respectively. As noted previously, the topographic variations in OR area might be expected to challenge the disaggregation procedure. Summer precipitation in Area CNE provides an example of the performance of the scheme for typically small-scale convective precipitation. The panels (a) to (d) in these figures show results for π, r, µ, and σ (not σ 2 , for ease of dimensional comparison), respectively. Both the wet to dry, and dry to wet, climate changes for each parameter are shown on the same panel. The arrows point from the base-climate station parameter value to the downscaled parameter value, with the horizontal plotting positions of the arrows indicating the true station-level parameters toward which the downscaling is targeted. Thus, the magnitudes of the downscaled climate changes are proportional to the lengths of the arrows, and perfect downscaling is indicated by the tips of the arrows touching the 1:1 lines exactly. The horizontal separa- Table 1) . Parameter values in the panel corners indicate original and changed-climate ('extrapolated') parameters for the area-averaged series the very small differences in µ and σ for Redmond are captured by the downscaling, despite the fact that the differences between the corresponding area-average parameters are very substantial. The occurrence autocorrelations change very little at either the station or area-averaged scales. Fig. 3 shows quite good results for the modest changes in π and large changes in µ for summer precipitation in the northeastern U.S. The comparatively large changes in r are downscaled less satisfactorily, although the magnitudes of this parameter for summer precipitation in this area are small. Fig. 3d shows that the downscaling errors for r in Fig. 3b are propagated into the downscaled precipitation amount variances, which follows from Eqs. 
S(T)]
). There appears to be a slight bias in the downscaling of π, in the sense that the downscaled values tend on average not to change the original π station by quite enough. This results in a compensating small bias in the opposite direction for the downscaled µ (cf. Eq. 11a). Overall, however, the magnitudes of the errors are rather small in most cases, and these figures indicate that the scheme is quite workable overall.
SUMMARY AND CONCLUSIONS
This paper has detailed the construction and validation of a statistical downscaling procedure suitable for use with information regarding changes in the climatology of daily precipitation at the scale of a GCM grid box. The procedure is based on characterization of the precipitation climate in terms of a few parameters defining a stochastic weather model, which is convenient also for eventual stochastic simulation of the changed climate and its impacts on agricultural, ecological or hydrological processes.
An important aspect of this study is that the procedure has been validated for 6 diverse regions across the U.S., by using natural climatic variability as a proxy for climate change. For this purpose the wettest 40% and the driest 40% of years were alternately regarded as baseline-and changed climates. This approach might profitably be adopted in other downscaling studies as well, regardless of whether they are statistically or physically based. In order to achieve statistically stable parameter estimates for the validation comparisons, the daily precipitation data has been stratified into the standard 3 mo seasons, DJF, MAM, JJA and SON. However, noticeable variations of the parameters within these periods do occur in some instances, and in practice it might be better to consider aggregation over 1 or 2 mo periods.
Of the basic downscaling equations proposed here, only those for the precipitation amount parameters (Eq. 11) have any theoretical basis (i.e. Eq. 9). Eqs. (6) & (8) for downscaling the precipitation occurrence parameters are ad hoc choices, although they satisfy sensible mathematical constraints, and produce gener- ally good results in the validation comparisons. More satisfying theoretically would be to downscale these parameters using explicit information regarding the physical climatic controls within each grid-box area, such as topography, distance to water bodies, etc. For the present data, attempts to downscale the wet-day probabilities using statistical specifications for individual π station in terms of π area and various geographical predictor variables (Wilks 1998b ) yielded validation results comparable to those from Eq. (6) only for Area OR (e.g. mean absolute error of 0.020 for the dry to wet climate change; cf. Fig. 4 ), but decidedly biased and inferior downscaling specifications for the remaining areas (mean absolute errors of 0.036, 0.028, 0.036, 0.062, and 0.022, for the dry to wet change in Areas CA/NV, MN, OK, MS, and CNE, respectively). As noted previously, biased specification of π also leads, through Eq. (11a), to biased downscaling of µ. Attention has been confined here to downscaling stochastic model parameters for daily precipitation, although in principle similar approaches could be applied for temperature or solar radiation using wellknown stochastic models for these quantities (e.g. Richardson 1981) . It is possible that this could be a simpler process, since Eqs. (9) & (10) alone might be sufficient to downscale the critical parameters. Attempting this in future work would probably be worthwhile. However, it should be remembered that unexpected results can be obtained when simultaneously altering the parameters for the temperature and precipitation processes in models of this kind (Katz 1996) .
One very attractive feature of using stochastic model parameters for downscaling is that the results are immediately in a convenient form for stochastic simulation ('weather generation'), in order to provide input for various impacts models. Appendix 1 outlines procedures for implementing these simulations for a location once the parameters {π down , r down , µ down , σ 2 down } have been computed. It is also possible to extend these simulations to the generation of spatially coherent time series at multiple locations within a grid-box-sized area (Wilks 1998a) , which could be particularly useful for investigation of such issues as distributed hydrologic responses to changes in climate. 
The transition probabilities can then be used to simulate sequences of wet and dry days, by generating a uniform [0,1] variate, u (e.g. Press et al. 1986 , Bratley et al. 1987 , for each day, and comparing it with the appropriate transition probability. The current day is simulated to be wet when if the previous day was dry (A2) if the previous day was wet and simulated to be dry otherwise.
When a wet day is simulated, a precipitation amount must also be generated. Most commonly these are assumed to follow a gamma distribution, the probability density function for which is (A3)
Since the mean and variance of the gamma distribution are αβ and αβ 2 , respectively, the 2 distribution parameters can be simply obtained from µ down and σ The gamma distribution parameters can then be used with readily available computer codes (e.g. Press et al. 1986 , Bratley et al. 1987 to simulate the nonzero precipitation amounts.
Alternatively, it has been found in at least some cases (Woolhiser & Roldan 1982 , Foufoula-Georgiou & Lettenmaier 1987 , Wilks 1998a ) that the distributions of daily nonzero precipitation amounts are better represented by the mixed exponential distribution. This is simply a probability mixture of 2 ordinary 1-parameter exponential distributions, the probability density function of which is (A5)
Using the mixed exponential distribution in the present context is slightly more complicated, because only the 2 quantities µ down and σ 2 down are supplied by the downscaling procedure, while the mixed exponential distribution has 3 parameters. These are the mixing parameter, α, and the means β 1 and β 2 of the 2 exponential distributions. The most straightforward solution to this problem is to first determine a value for the mixing probability, perhaps by assuming that it is unchanged from the base climate, or by downscaling it using Eq. (6) (Wilks 1998b) . Then, consistent values for the 2 means can generally be obtained using (A6a) and (A6b) Simulation of a mixed exponential variate is a simple 2-step process. First, either β 1 or β 2 is chosen by comparing a new uniform [0,1] variate u to the mixing parameter, α. If u ≤ α then β 1 is chosen, and β 2 is chosen otherwise. Finally, a precipitation amount x is generated using
where x min is the daily precipitation amount below which a day is recorded as being dry, β is either β 1 or β 2 (determined as just described), and u is a third uniform [0,1] variate. 
