Selection of appropriate climatic variables for prediction of electricity demand is critical as it affects the accuracy of the prediction. Different climatic variables may have different impacts on the electricity demand due to the varying geographical conditions. This paper uses multicollinearity and backward elimination processes to select the most appropriate variables and develop a multiple regression model for monthly forecasting of electricity demand. The former process is employed to reduce the collinearity between the explanatory variables by excluding the predictor which has highly linear relationship with the other independent variables in the dataset. In the next step, involving backward elimination regression analysis, the variables with coefficients that have a low level of significance are removed. A case study has been reported in this paper by acquiring the data from the state of New South Wales, Australia. The data analyses have revealed that the climatic variables such as temperature, humidity, and rainy days predominantly affect the electricity demand of the state of New South Wales. A regression model for monthly forecasting of the electricity demand is developed using the climatic variables that are dominant. The model has been trained and validated using the time series data. The monthly forecasted demands obtained using the proposed model are found to be closely matched with the actual electricity demands highlighting the fact that the prediction errors are well within the acceptable limits. Abstract: Selection of appropriate climatic variables for prediction of electricity demand is critical as it affects the accuracy 10 of the prediction. Different climatic variables may have different impacts on the electricity demand due to the varying 11 geographical conditions. This paper uses multicollinearity and backward elimination processes to select the most appropriate 12 variables and develop a multiple regression model for monthly forecasting of electricity demand. The former process is 13 employed to reduce the collinearity between the explanatory variables by excluding the predictor which has highly linear 14 relationship with the other independent variables in the dataset. In the next step, involving backward elimination regression 15 analysis, the variables with coefficients that have a low level of significance are removed. A case study has been reported in this 16
Introduction

24
Determining the impact of climate change on electricity demand is one of the challenging aspects in terms of demand 25 forecasting in recent years. Particularly, the slight upward-trend in temperature in Australia [1] can reduce electricity 26 consumption in cold regions due to reduction in the heating demand but may pose more strain on the electricity grid in the other 27 areas due to increase in the cooling requirement. In addition, with the growth of gross domestic product (GDP) and the boost of 28 population, the energy consumption may increase. Consequently, electricity demand in the future is expected to change 29 depending on the life-style and regional influences. Therefore, electricity demand forecasting becomes an essential tool for 30 energy management, maintenance scheduling, and investment decisions in the future energy markets. 31 An extensive literature on forecasting models and strategies has been reviewed in [2] . The reported forecasting methods are 32 generally classified into two main groups: autonomous models and conditional models [3] . The autonomous models are based 33 on the historical data of the electricity demand for forecasting the future demand while the conditional models build up the 34 relationship between the electricity demand and the other associated variables, and then forecast the future demand based on the 35 changes in the variables. Since the combination of the traditional models can utilize the advantages of individual models, the combinatorial hybrid 39 model has been used in [12] for electricity demand forecasting. This article has illustrated that the combination of the two main 40 techniques i.e., moving average procedure and adaptive particle swarm optimization algorithm is very effective for forecasting 41 electricity demand. Another way to improve the performance of the forecasting model is to account for uncertainty in load 42 demand [13] . The linear regression has been used to estimate the baseline demand, and then the uncertainty of the model has 43 been estimated and analyzed further to improve the forecasted value of demand. Since demand response is important in modern 44 networks, forecasting the electricity demand at residential level is significantly important. Air conditioning load is one of the 45 most important loads at the residential level and [14] proposes a censored regression model to forecast future air conditioning 46 load. 47
In [3] , multiple linear regression approach is employed to forecast the electricity demand in medium-term period which 48 ranges from several months to several years. In this timeframe, multiple regression model performs comparatively better than 49 the commonly used models such as artificial neural network (ANN), Socioeconomic (S-E), and Box and Jenkins (B&J) models 50 as reported in [15] . The consideration of some variables and the non-consideration of others can obviously affect the precision of the model and 53 influence the accuracy of results. The authors in [17] have stated that the temperature, wind speed, relative humidity, and cloud 54 cover are important to the changes of electricity consumption in Italy. In [18] , it is reported that temperature, relative humidity, 55 and wind speed are the key variables for analyzing the sensitivity of electricity and gas consumption in USA. This paper proposes a novel combinatorial method using multicollinearity analysis and backward elimination regression 75 analysis to select the optimized set of variables for an electricity demand forecasting model. First, in the multicollinearity 76 analysis, the redundant explanatory variables will be excluded from the independent dataset. Subsequently, the backward 77 elimination analysis will be adopted to remove the insignificant variables from the model. The developed model including the 78 optimized variable-set includes only the significant variables and eliminates the redundant variables. 79
This paper is organized as follows: Section II gives the description of the proposed methodology. Section III introduces the 80 mean degree days and adjustment factors. The empirical results and associated discussion is included in Section IV. Section V 81 highlights the model verification and Section VI details the concluding remarks. 82
Proposed Forecasting Model for Electricity Demand
83
In this paper, an analytical technique has been developed, as depicted diagrammatically in Fig. 1 , for building the electricity 84 demand forecasting model. First, the prospective variables which can have significant impacts on the electricity demand are 85 highlighted and the associated data are collated in the dataset 1. Second, the multicollinearity analysis has been conducted to 86 reduce the collinearity by excluding the redundant predictors. The remaining dependent and independent variables including 87 electricity demand form a multiple regression model. Third, this model is examined with the backward elimination regression 88 analysis to remove the insignificant variables. The final model is then modified with the aid of adjustment factors to obtain the 89 forecasted demand. 90 are the independent variables, m is the total 113 number of independent variables,  is the error term.
Prospective Variables
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114
For demonstration, it is assumed that the coefficients m
in (1) can be determined from the n observation of a 115 dataset given in (2). 116 
where, Y is the response matrix of the model, B is the coefficient matrix, X is the independent variables matrix, and E is the 124 error matrix. 125
From (4), with X' being the transpose matrix of X, one of the least square estimations of B can be calculated as B which is 126 presented in (5). 127
Since each element  in (1) is treated as a random error, its expectation and variation is given in (6) and (7) respectively.
For the independent random errors n
in (2), the expectation and the covariance of the error matrix given in (3) can 132 be rewritten as in (8), and (9) [29] . 133 
Considering (8) and (9), then (10) and (11) will become (12) and (13). 143
Now with the estimation of coefficient matrix in (5), the expectation and the variation of B can be expressed as in (14) and 146 (15) respectively. 147
Applying the properties of expectation and variation calculation to (14) and (15), then we have (16) and (17). 150
Using the properties of transpose matrix to the right hand side of equation (17) and it will results in (18) 153
By substituting (12) into (16), and (13) into (18) and doing some requisite matrix manipulation, the expectation and the 155 variation of B can be derived as in (19) and (20) respectively. 156
Equations (19) and (20) show that the expectation of B is exactly the same to B and the variance of B is proportional to the 159 population variance 2  with an amount of
, then the variation of B is given in (21). 160
The off-diagonal elements of matrix C are related to the covariance between the coefficients, and the diagonal elements are 162 related to the variance of the coefficients in the model as given in (22) Substituting (23) into (22), the variance of the coefficient of variable x j becomes: 171
It is noted from (24) that 
Variance Inflation Factor
177
In order to determine the multicollinearity problem in a dataset that has m independent variables, e.g. two independent variables at a time. Utilizing the eigenvalues can help determine the linear relationship among more than two 181 variables but it could be computationally intensive, especially with increase in the number of independent variables. VIF is an 182 effective approach for multicollinearity assessment since it overcomes the lacunas of the above mentioned methods. In addition, 183 VIF calculations are straightforward and comprehensive; the higher the value of VIF, the higher the collinearity is between the 184 related variables. Accordingly, VIF has been used in the proposed model to identify multicollinearity. 
Balance Point Temperature
214
As discussed earlier, temperature is considered to be one of the most important variables affecting the electricity demand. The 215 dependency of the demand on the temperature however is not a linear relationship, but is the V-shaped curve for the ideal case 216
[8], [20] . The point at which the electricity demand is at its minimum is called the balance point temperature T b . 217
In practice, the relationship between electricity demand and temperature is not perfectly smooth like the ideal case. 
Average Degree Days
225
If the average temperature of a day i is i T then the cooling degree of that day (CDD i ) is given by: 226
From (27), in day i, when T i is greater than T b , the CDD i equals the difference between T i and T b . Since T i is lower than T b , 228
CDD i = 0 due to no cooling demand required. The average cooling degree days (CDD) in one month can then be calculated by 229 summing up all the degree days in that month and can be expressed the average CDD as in (28). 230
where N is the number of days in one month. 232
Similarly, the heating degree of one day (HDD i ) and the average heating degree days in one month (HDD) can be identified 233 as in (29) and (30) respectively. 234
In case of average HDD, the lower the value of temperature T i and the longer it lasts, the bigger the HDD value. If T i is 237 greater than T b , no heating is required. 238
The balance point temperature is used to calculate the CDD and the HDD for each month between the year 1999 to 2010. The 239 CDD and HDD values are presented in Fig. 3 , it can be seen that the trend of the variation of the HDD is likely to be opposite to the trend of the 246 variation of the CDD. This can be explained by the repetition of different seasons every year, and the temperature pattern in a 247 particular season could be different to that of the other seasons. The two seasons with the most significant influence on the CDD 248 and the HDD are summer and winter. In the summer time i.e., from December to February in Australia, the CDD reaches to a 249 very high value due to the dominance of hot weather, but the HDD reduces to nearly zero. Contrarily, in the winter time, i.e., 250 from June to August, the CDD is close to zero because of the dominance of cold weather, while the HDD is at its highest. From 251
Figs. 3 and 4, it is noted that the maximum value of the HDD is always higher than that of the CDD. This highlights the fact that 252 the winter has more extreme weather conditions than that of the summer in NSW. Accordingly, it is expected that the electricity 253 demand will depend predominantly on temperature in NSW, Australia. 254 adjustment factors is to isolate the influence of the climate factors on the electricity consumption. First, the adjustment factor F j 257 for each year is calculated using (31), and then the monthly data is adjusted as in (32). This adjusted electricity demand E adj (i,j) 258 will be used to build the forecasting model. This model is then multiplied by the adjustment factor F j in each year to get the 259 prediction value of electricity demand. 260
Adjustment Factors
where F j is the adjustment factor of year j; E av is the average electricity demand in the study period; E(i,j) is the electricity 263 demand in the month i of year j; and E adj (i,j) is the adjusted electricity demand in month i for year j. 264
Figs. 5 and 6 depict the relationship between adjusted electricity demand with respect to CDD and HDD respectively. From 265 these two figures, it can be seen that the fit with the electricity demand and HDD (R 2 = 0.961) is better than that of CDD (R 2 = 266 0.546), and the dependence of the demand on HDD is stronger due to the greater incline of the trend-line. Accordingly, HDD is 267 expected to have significant impact on the electricity demand of NSW. 268 269 
Results and Discussion
Multicollinearity Analysis
287
From the calculated values of CDD and HDD along with the data of the other independent variables, an independent dataset is 288 formed, and it is called as set 1. This dataset is then used in the multicollinearity analysis, and the process is shown as in Table I.  289 In the first step of the analysis, the variable MiT has the biggest value of VIF, which is 587.4; therefore, it will be removed 290 (remd) from set 1, and then the set 2 is formed. In the second step, the MaT with the highest VIF of 130.7 is removed from the 291 set 2 to form the set 3. The process continues until set 7 and then stops, as all the remaining variables have the VIF values less 292 than 5 which satisfy the multicolinearity examining condition discussed in Section 2.2. 293 This is the reason why MiT should be removed from the data set in the first place. In the second step (set 2), the VIF value of 299 HDD vastly reduces from 490.2 to 57.9 and even less than the VIF value of MaT, which is 130.7. 300
Backward Elimination Regression Analysis
301
Backward elimination analysis starts with model 1 (mod 1) which includes all the remaining independent variables after 302 conducting multicollinearity analysis. The process of elimination is illustrated in Table II.  303 In the first step, the variable CleD with the highest p-value of 0.933 is removed from the mod 1, and mod 2 is formed based 304 on the remaining variables. In the second step, the CloD is excluded because of the highest p-value of 0.709, and so on. The 305 process continues until the seventh step (mod 7), where all the p-values are found to be less than 0.05. The variables which 306 retain their place till the end are CDD, HDD, Hum, and RaD. These could be classified as the most significant variables and will 307 be used to forecast the electricity demand. 308 309 The values of regression term (R), coefficient of determination ( 
Final Forecasting Model
321
The model 7 in Table III is employed as final model for forecasting electricity demand. The coefficient, standard error and t-322 statistic (t-ratio) values of each variable in this model are given in Table IV.  323  Table IV 
where D M is the monthly electricity demand before incorporating adjustment, E F is the forecasted demand, F j is the adjustment 330 factor. 331
2) Standard Error: 332
The standard error indicates the interval confidence of the coefficients. Assuming that the distribution of the constant 333 associated with CDD follow normal distribution, at the level of 95% confidence, the percentage points of the t distribution are 334 estimated to be 1.99. Thus, with 95% confidence, the coefficient of CDD in Table IV lies increases by one degree with the assumption that other variables keep constant. 337
3) t-ratio: 338
The t-ratio in this study is equal to the coefficients divided by the standard error [32] . The absolute value of these t-ratio 339 values thus, should be greater than 2 to ensure the goodness of the coefficients. As can be seen in the Table IV , all the t-ratios 340 are greater than 2 or less than -2, confirming the goodness of the coefficients. With reference to Table II , it is noted that the p-341 values of the CDD, HDD and Hum are too small. However, based on the t-ratio indicators in Table IV , it can be concluded that, 342 HDD is the most significant variable in the model with the highest t-ratio. 343
Model Validation
344
In this Section, the modeled values and the historical data are plotted in the same graph for the total time period to conduct a 345 comparative study. Furthermore, the percentage error is plotted and mean absolute percentage error (MAPE) is calculated to 346 confirm the accuracy of the model. Different divisions of available historical data into training and testing dataset can be formed 347 for verification, and the results would be similar due to very high value of 2 adj R of the model as presented in Table III predominantly hot weather (i.e., soaring temperatures), and the demand is expected to be high due to the associated cooling 362 requirement. Therefore, the reduction of actual demand in summer can only be experienced due to some external events such as 363 the holiday period. The summer holidays may lead to sudden decrement in the demand and badly affect the forecasting. 364
For the training period (1999) (2000) (2001) (2002) (2003) (2004) (2005) , the variation of the percentage error is shown in Fig. 8 . It can be seen that the error 365 between the modeled values and the actual demand is relatively small, and the maximum error is less than 4%. The Durbin-366
Watson statistic for the model is calculated and found to be 2.01 highlighting that there is no autocorrelation for the proposed 367 forecasting model in the training period. Furthermore, the MAPE of the model is estimated to be 1.02% indicating that the 368 modeled demand fits very well with the historical data. The MAPE values for each month in both training and prediction periods are given in Table V . It can be seen from Table V  388 that the MAPE values are lower in June and July as compared to the other months. This may be due to the stronger dependence 389 of electricity demand on temperature. 390 391 
Validation of the Prediction Period
Model Comparison
394
This Section discusses the goodness of the proposed model by comparing it to the other 3 models. 395
C-D Model
396
The variables CDD and HDD are expected to have strong impacts on electricity demand since they are temperature 397 dependent. Besides the V-shape relationship mentioned in Section 3.1, which is widely used in the literature, the U-shape can 398 also be used as another effective way to represent the relationship between demand and temperature [15], [17] . U-shape 399 relationship considers a comfort band in which electricity demand is independent of temperature. In this Subsection, the U-shape 400 relationship is used to derive the CDD and HDD, and then the obtained values are used to test in the proposed model. The U-401 shape representing the relationship of demand and temperature in NSW, Australia is shown as in Fig.11 Fig. 11 . The process of CDD, HDD calculation is similar to that mentioned in Section 3.2 and can be represented using 410 (35) and (36) respectively. 411
The calculated CDD and HDD along with the other independent variables are then used in backward elimination regression 415 analysis after eliminating multicollinearity between the variables. The relevant results are included in Table VI . It can be seen 416 that the variables included in C-D model are the same as that of the proposed model (given in Table IV ). The parameters such as 417 coefficient, standard error, and t-ratio of the two models are different due to the changes in CDD and HDD. 418 
B-R Model
420
In order to emphasize the importance of multicollinearity analysis, another model (named B-R model) was built only based on 421 the backward regression analysis until four most important variables are remained. The parameters of B-R model are given in 422 Win, Sol, RaF, GSP. The significant level (i.e., p-value) and t-ratio of each variable in the model is given in the Table VIII . 431 
C-L Model
Comparative Analysis
434
The comparative analysis of all the 4 models in relation to demand prediction is given in Table IX noted that the proposed model outperforms the other 3 models in terms of predicting the future electricity demand. 451
