odern integrated circuit design involves the layout of circuits consisting of millions of switching elements or transistors. Due to the sheer complexity of the problem, optimizing the connectivity between transistors is very difficult. The circuit interconnection is the single most important factor in performance criteria such as signal delay, power dissipation, circuit size, and cost. These factors dictate that interconnections, i.e., wires, be made as short as possible. The wire-minimization problem is generally formulated as a sequence of discrete optimization subproblems that are known to be NP-hard. Hence, they can only be solved approximately using meta-heuristics. These methods are computationally expensive and the quality of the solution depends to a great extent on an appropriate choice of starting configuration and modeling techniques. In this paper, new modeling techniques are used to solve the routing problem formulated as an integer programming problem. The main contribution of this paper is a proposed global routing heuristic that combines the wire length, channel congestion, and number of pins in routes to find the best wiring layout of a circuit. By adding information such as channel congestion and the number of pins in each route as well as the wire length, the quality of the solution is improved. In addition, the solutions of the large relaxed linear programming problems are skewed towards a zero-one solution, resulting in faster convergence. The developed LP models in this paper are useful when solving the global routing problem for two reasons; first, the new interior-point algorithms to solve the LP problem are polynomial in time. Second, "near optimal wiring" is obtained in polynomial time without performing randomized rounding.
Introduction
As integrated circuit (IC) technology moves to deep submicron (DSM) designs, the delay of a circuit as well as the power dissipation and area becomes dominated by the amount of wire and the routing of the circuit. Since the number of transistors on ICs is growing exponentially, new modeling techniques and optimization tools are needed to develop better routings so that wire length and congestion of a circuit are minimized. This paper focuses on developing new modeling and optimization techniques for routing of standard cell-based very large scale integrated (VLSI) circuits.
Modern integrated circuits typically contain millions of elements. The large number of elements make the design of an IC an overwhelming task. In the design of VLSI circuits the circuit layout step is where a physical realization of the circuit is obtained from its functional description. A circuit is usually described by a netlist consisting of the circuit elements, modules, and their interconnecting wires. These interconnecting wires are called nets. Circuit layout determines the geometric coordinates of modules and the course of nets to optimize a given objective while satisfying certain design requirements. The circuit layout problem is NP-hard (Lengauer 1990) . Therefore, it is typically divided into three subproblems: partitioning, placement, and routing. A flow chart of these subproblems and some typical feedback paths is given in Figure 1 . Each one of these subproblems is briefly discussed.
The partitioning subproblem is used to divide the circuit into smaller subcircuits and eventually into switching elements called cells. These subcircuits can The Flowchart of the Circuit-Layout Subproblems be designed and implemented as separate circuits and are connected at a later stage of the layout process.
In the next subproblem, placement, the position of the cells in each partition is determined while minimizing an estimate of the total wirelength. This problem has been traditionally formulated as an optimization problem with either linear or quadratic functions.
In the routing subproblem, the geometric layout of the nets that connect switching elements are determined. The routing subproblem is typically divided into two additional stages: global routing and detailed routing. In global routing, the approximate course of the wires is determined using a simplified description of the netlist. The solution from the global routing problem is then used in the detailed routing problem to determine the exact course of the wires in the channels (Sherwani 1999) .
If, at any of the routing stages, the problem is shown to be infeasible, the designer will return to the placement stage and modify the placement of the problem. This procedure is shown by the feedback loops in Figure 1 .
In standard cell design, every circuit is composed of modules, each with the same height and different widths (Lengauer 1990) . At the placement stage the modules are placed in rows. The input and output ports of the modules are called pins and they provide connection points to other modules.
The global routing problem is NP-hard (Lengauer 1990) . Therefore, heuristics capable of producing high-quality routes with little computational effort are required as ICs increase in size. In this paper a global routing heuristic that combines wire length, congestion in the path of the wires, and the number of bends in the routes is proposed. The main contribution of this paper is developing a model that combines different objectives when developing routes. In the first stage of the global routing a good set of routes is constructed for each net. This set is produced based on minimizing the wire length and an approximate estimation of congestion. The global routing problem is then formulated as an integer linear programming (ILP) problem with the objective of minimizing the wire length (Behjat et al. 2002) . Congestion estimation and the number of bends are incorporated as penalty functions in the objective function. Two models are developed for the global routing problem. The first model focuses only on minimizing the wire length, while the second model considers minimization of wire length and channel capacity at the same time. Including channel capacity in the objective function tends to result in more uniform use of the channels throughout the circuit and lower channel capacity. The advantage of the proposed technique for global routing is that it can consider routing of all the nets at the same time, therefore providing a global view of the routing problem. Both models are relaxed to a linear programming (LP) problem. The relaxed model is solved using a predictor-corrector interiorpoint method.
We will show that using congestion in the formulation of the global routing as a penalty function not only improves the routability of the circuit, but also results in the solution of the relaxed LP to be driven either to zero or one. The LP models developed in this paper are solved using a polynomial-time interior-point algorithm. Therefore, by not performing randomized rounding, near-optimal solutions are obtained in polynomial time.
The reminder of the paper is structured as follows: in §2, the global routing problem is considered in detail. In §3, the new modeling techniques used to solve the global routing problem are presented. In §4, interior-point and randomized rounding methods are presented. In §5, numerical results obtained using industry test cases are discussed. Finally, in §6, the conclusions and future work are presented.
The Global Routing Problem
The main purpose of global routing is to find an initial course (path) for the wires according to a netlist. Global routing determines which routing channels the nets belong to. After global routing, in the detailed routing stage, each channel is individually routed by a channel router that assigns specific layers and tracks to wires to implement the connection patterns determined at the global routing stage.
Solution methodologies for the global routing problem can be grouped into sequential routing techniques and integer programming (IP) based techniques.
In sequential programming approaches, nets are first ordered according to their routing importance, then each net is separately routed. This method was first introduced by Lee (1961) as the basis for the maze runner algorithms. Various versions of the initial algorithm introduced by Lee have been proposed to improve the speed of sequential routing (Hadlock 1975 , Soukup 1978 , for example. Several approaches have been proposed to extend these algorithms to multiterminal nets. In approaches for routing multiterminal nets rectilinear Steiner trees are produced for each net (Alpert et al. 2001 , Areibi et al. 2001 , Chiang et al. 1994 , Cong et al. 1998 , Cong and Madden 1997 , Hu and Sapatnekar 2002 , Kastner et al. 2001 .
The quality of a sequential global router depends on the ordering of the nets. Usually nets are ordered according to their criticality, half-perimeter wire length, and number of terminals (Sherwani 1999) . The criticality of the nets is decided by the importance of the nets. For example, a clock net can determine the performance of the circuit and will be considered important, i.e., it would be routed in the early stages of a sequential approach. After a net has been routed it can block the path of the other nets. Methods such as rip-up and re-route algorithms (Dees and Karger 1982) have been developed to improve further the quality of the final solution. Because of the sequential nature of these methods they fail to give a global view of the routing problem.
IP-based global routing methods route all the nets in a region of the circuit concurrently. Routing all the nets concurrently is computationally hard, but this method tends to result in a better solution since no initial ordering of the nets is required. This technique formulates the global routing problem as a 0/1 IP problem. Given a routing graph and a set of Steiner trees for each net, the objective of the IP technique is to select one Steiner tree for each net, such that, the total wire length is minimized and the channelcapacity constraints are not violated.
The time to solve the IP problem increases exponentially with the number of Steiner trees generated in the formulation of the program. Therefore, direct methods to solve the IP problems, such as branch and bound (Floundas 1995) , can become time consuming. Alternative approaches such as randomized rounding are used to solve the IP problem. Randomized rounding techniques have been proposed by Raghavan and Thompson (1991) and used by Lengauer and Lungering (2000) . In these techniques, an integer solution is obtained from the fractional values of the linear program. The probability of a specific solution to obtain a value of one is equal to its fractional value. A randomized rounding technique uses the fractional outcome of the LP solution as the basis of the appropriate coin tosses to generate an integer solution. A coin toss experiment is repeated an appropriate number of times to generate a good solution.
One approach to solve the IP problem for the global routing is using linear relaxations. In this approach, the global routing problem is formulated as an ILP problem (Lengauer 1990 ). The linear relaxation of the ILP formulation of the problem is solved and an initial partial solution is found. In Hu and Shing (1985) , an integer solution for the problem is obtained by choosing the Steiner tree with the highest fractional value for each tree. In Shragowitz and Keel (1987) , a linear relaxation of the routing problem is formulated as a multicommodity network flow problem. In Vecchi and Kirkpatrick (1983) , a simulated annealing approach for routing the nets is proposed. This method results in high quality routes but requires large running times and is highly dependent on the determination of critical annealing schedules (Aarts and Laarhoven 1985, Lundy 1986 ). In Vannelli (1991) , an adaptation of Karmarkar (1984) interiorpoint method is used to solve the linear relaxation of the global routing problem. In Karp (1972) , randomized rounding (Ng et al. 1987 , Raghavan 1988 , Raghavan and Thompson 1991 is used to generate an integer solution from the solution of the LP problem. Local search heuristics, sequential routing, genetic routing, and randomized procedures are employed in Lengauer and Lungering (2000) to produce global routes.
Sequential routing techniques can produce good global routes in reasonable time, but because of the sequential nature of these techniques, they tend to produce poor globally optimum results and cannot consider congestion in the formulation of the problem. On the other hand, IP techniques tend to produce global solutions, but the time to solve the integer programs tends to be very high.
In this paper, the global routing problem is formulated as an IP problem, and a linear relaxation is used to solve the IP problem. New modeling techniques are employed to avoid the need for randomized rounding while obtaining high quality results.
New Formulation for Global Routing
The approach proposed and implemented in this paper uses information such as congestion and via count in addition to wire length in both the problem formulation and the rectilinear spanning tree (RST) construction. The flowchart in Figure 2 shows the main steps in formulating and solving the global routing problem when using the proposed IP-based approach. Some of the important steps presented in this section for solving the global routing problem are:
RMST Construction. An approach to construct rectilinear minimum spanning trees (RMSTs) for the nets.
Congestion Estimation.
A new approach to develop a congestion estimation technique to predict potentially congested areas in the routing graph at the RMST construction stage.
Additional Trees. Based on the proposed congestion estimation technique, a number of additional RMSTs are constructed. This method also incorporates important factors such as the number of bends and congestion, as well as wire length in constructing the RMSTs.
New ILP Formulations. Development of new models for the ILP formulation of the global routing problem. These models directly incorporate wire length, maximum channel capacity, congestion estimation and the number of vias in the objective of the global routing formulation. The most important contribution of the new ILP models is that the LP relaxations are solved efficiently without using rounding techniques.
Rectilinear Spanning Tree Construction
One of the most important steps in global routing is producing a set of admissible routes for each net. Often this set is produced using RMSTs that connect the cells of the net. Since the number of all the possible trees for each net can be substantial, considering all possible trees for a net results in a large number of variables and constraints in the optimization problem. To reduce the initial size of the problem, only RMSTs are considered for the nets.
The number of minimum-bend trees generated for each net grows exponentially with the number of the cells in the net. For a net consisting of r cells, the maximum number of minimum-bend trees is
From (1) it can be calculated that for 2-cell, 3-cell, 4-cell, and 5-cell nets there are at most 2, 12, 128, and 2,000 possible minimum-bend trees, respectively. Another disadvantage of producing minimum-bend trees (trees with the minimum number of bends in them) is that for the nets that contain only two cells, the maximum number of trees produced is two. The Hanan (1966) method to produce a set of trees for the nets produces too many trees for the nets that have four or more cells. Therefore, the number of variables in the optimization problem can become very large. On the other hand, the number of trees for nets with two or three cells is very limited, but these nets constitute a high percentage of the nets. Therefore, the set of produced trees can be an infeasible set. To overcome the above shortcomings, a new method is proposed and implemented. First, only minimum Steiner trees are constructed for all the nets. An estimate of congestion in the path of each tree is calculated. Additional trees are produced only for the nets that pass through the congested areas or the congested edges. These trees have additional length or bends but do not pass through the congested edges.
The main contribution of the proposed technique is to construct a set of trees that contains the fewest trees that can result in a feasible solution.
Congestion-Estimation Technique
After producing an initial set of RMSTs for each net, the global routing problem can be formulated as an ILP problem. Solving the ILP problem is the most time-consuming part of the global routing problem. Therefore, it is very important to make sure that the global routing formulation will result in a feasible solution, i.e., that the trees produced for the nets constitute a feasible set. One of the main set of constraints in routing a circuit are the channel-capacity constraints which state that the number of wires passing through a channel cannot be more than the maximum channel capacity. This maximum channel capacity is Congested part of the channel Figure 3 Illustration of a Channel with a Congested Area set by the circuit specifications. A channel is considered to be congested if the number of the wires passing through it is close to, or exceeds, the maximum channel capacity. Figure 3 illustrates a channel with a congested area. If the number of wires passing through a channel exceeds the maximum channel capacity, the routing of a circuit becomes infeasible. The proposed congestion estimation method can be outlined as follows. First, a method that estimates the congestion in each edge is applied. The term edge refers to a part of a routing channel. This estimation is then used to produce additional RSTs for the nets that pass through the congested areas. This method avoids producing a large number of trees for each net, therefore, minimizing the number of variables in the optimization problem. In addition, it avoids congestion in the edges of the routing graph. Furthermore, when formulating the ILP problem the congestion estimations are used as penalty terms for the trees that pass through the congested areas. These penalties are directly incorporated in the objective of the global routing problem. Congestion estimation is used make sure that the problem will have a feasible solution. In the rest of this section the congestion-estimation technique is discussed in further detail.
3.2.1. Determining Routing Demand. After constructing a set of trees for each net, a binary variable y j is assigned to each tree. The variable y j is equal to one if it is used in the final layout and is equal to zero otherwise, i.e.,
At this stage, the number of trees produced for each net and the edges through which each tree passes are known. Let N k represent the set of all the trees produced for net k. The probability of y j ∈ N k to be chosen in the final result is approximated by p y j = 1 number of trees produced for net k For example, if net k has two trees, the probability of each tree being chosen is equal to 1/2. In the early stages of tree construction the trees produced for a net have equal lengths and number of vias, so the above probability measure is a reasonable measure to represent the probability of a tree's being chosen. In addition, since at the first stage of the route construction no other information such as congestion in the path of the trees exists, this measure is considered adequate. This probability measure can be further improved by adding congestion in the calculations in the subsequent iterations.
For each edge e i , a new measure called the routing demand, r e i , is presented. The routing demand estimates the number of trees that might pass through an edge and is equal to the summation of the probabilities of the trees that pass through edge e i :
where t is the total number of trees and a ij is a binary constant and is equal to one if tree j passes through edge i and is zero otherwise, i.e., where p y j represents the floor function of p y j and is equal to one only if p y j = 1. The upper estimate r u e i indicates the maximum number of trees that can pass through e i , i.e., the worst case. The lower estimate r l e i indicates the number of trees that will definitely pass through e i . The lower estimate r l e i is equal to the sum of the nets that have only one tree and pass through edge e i .
Congestion Estimation Functions.
To find probable congested edges, two congestion functions are developed. The first function f cong compares the maximum channel capacity and the routing demand of each edge:
where c is the maximum channel capacity. The function f cong calculates the difference between the maximum capacity and the estimation of congestion.
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A smaller value for f cong means a higher possibility that the edge will become congested. If f cong < 0, then the congestion estimation is higher than the maximum channel capacity and the problem will become infeasible. At the first iteration of the additional treeconstruction phase, a good margin between the channel congestion and the maximum channel capacity is desirable. It is proposed that if f cong e i < c/10 then e i is considered congested. Therefore, it is proposed that if any edge has more than 90% of its capacity estimated to be occupied, then that edge will be considered congested. Numerical simulations allowing occupancy less than 90% of the total capacity resulted in feasible solutions for all the test cases used. The edges that are marked congested are not used in the next iteration of the tree construction. In areas that have too many congested edges, no other possible trees can be constructed and the congestion in these edges cannot be reduced. It is proposed that the accepted gap between the congestion estimation and the maximum channel capacity should be reduced to allow additional trees to be introduced in highly congested areas. The following tolerance function is introduced for evaluating the congestion function:
where is the tolerance function and iteration indicates the iteration number for building additional trees. This tolerance function decreases with each iteration of the tree construction, allowing more trees to be constructed in the congested areas. The function f cong measures the difference between the maximum channel capacity and the channel congestion estimation but does not consider other factors such as the number of trees passing through an edge or the number of trees that will definitely pass through an edge. Therefore, another function f util is proposed that measures the remaining utility of the edge and is expressed as
The numerator c − r l e i of f util is the number of available tracks in a channel after routing the nets that have only one tree. The denominator r u e i − r l e i is the number of trees that can pass through the remaining tracks. The f util function indicates the number of tracks available in each edge. If f util is too small it means that a high number of trees might pass through the few remaining tracks, so the probability of the edge becoming congested is high. The tolerance function proposed for this function is the same as the tolerance function . This tolerance will enforce a 10% remaining capacity to be available for the trees with probabilities less than one at the first iteration.
Calculate the probability of choosing a tree.
Calculate routing demand r(e) for edges.
Calculate upper and lower estimates.
Find congested nets. Add trees.
Find congestion penalty for each tree. As the number of iterations becomes larger, the tolerance becomes too small to accommodate the large number of trees with low probability produced in the higher iterations. For each edge, f cong and f util are calculated. If f cong < or f util < , then additional trees are added to the nets passing through the congested edges. This procedure is repeated until the congestion requirements for all the edges are satisfied or an iteration limit is reached. After finding the congested edges, additional trees are made for these edges and the congestion estimate along with the upper and the lower estimates are calculated. An outline for the congestion estimation technique is shown in Figure 4. 3.2.3. Congestion Penalty. After a suitable set of trees has been produced for all the nets, the congestion penalty associated with a tree, w c , is calculated. This congestion penalty is equal to the sum of the routing demands r · of the edges through which the tree passes w c j = r e i e i ∈ y j This proposed congestion penalty for the trees is used when formulating the problem as an ILP in §3.3. The congestion estimate, along with its upper and lower estimations, are used to identify edges that are likely to become congested. The nets passing through these edges are identified and additional trees are constructed for these nets. These trees have additional length or number of pins but cannot pass through congested areas.
ILP Formulation
The constraints of the global routing problem, and hence the constraints of the ILP problem, are as follows:
• Each variable y j can be either zero or one:
where t is the total number of trees.
• From all the different ways to connect a net, only one way can be chosen. Therefore, the following constraint is introduced for each net:
where N k is the set of all the trees constructed for net k and n is the total number of nets.
• Each edge has a maximum capacity, so only a certain number of trees can pass through each edge. The constraints associated with the maximum capacity are referred to as maximum capacity constraints and are formulated as follows: 0/1 matrix, A d = a ij ∈ p×t , or the adjacency matrix, that represents the edge-tree connections is built. Each row of A d corresponds to an edge in the graph, and each column corresponds to a tree. If tree j passes through edge i, a ij = 1; otherwise, a ij = 0. The elements of A d are represented as a ij = 1 if tree j passes through edge i
otherwise
The sum of all the trees passing through an edge should be less than the capacity of the edge. Therefore, the capacity constraints can be represented as
where p is the total number of edges and c is the maximum allowable capacity of the edge i set by the circuit specifications and is fixed. The global routing problem with the objective of minimizing the total wire length (MTWL) (Vannelli 1991 ) is formulated as:
where w l j represents the weight associated with the length of tree y j . This length is calculated as the normalized length of tree j with respect to the rest of the trees in net k:
Length of tree j Max length of trees constructed for net k
The MTWL formulation given in (1) has the major shortcoming that it takes into consideration only the wire length of the produced trees and does not consider other important factors such as congestion or number of vias. Therefore, the problem can become infeasible or, in the final results, parts of a channel can become congested, which in turn can result in hotspots and unroutability. In addition, the number of vias or bends play an important role in the routability and timing of the nets. Minimizing the number of vias will reduce the number of metal contacts in the routing, thus improving the routability of the circuit. In addition, if the channel capacities and congestion are reduced, unwanted effects such as hotspots and capacitive coupling are reduced. Hotspots refer to areas of a circuit where the number of wires is large. Because of the resistance of the wires, heat dissipates through these wires. If a part of a channel is congested then the heat dissipation can become too much, which in turn will increase the resistance of the wires and make a feed forward loop. The high temperature of a part of a circuit can result in burning the transistors of the circuit. RC coupling happens when two wires close to one another are both carrying signals. The signal in one wire can be changed from a logical 0/1 to 1/0 because of a change in the signal in another wire. To reduce RC coupling the distance between the wires are increased. If a channel is congested this distance has to be reduced and the reliability of a circuit will be reduced. Because of these factors, reducing congestion in a circuit is crucial issue. The congestion measure w c j is based on the probabilistic measure of congestion in the path of tree j, as calculated in §3.2.3. In the final layout, the circuit is fabricated one layer at a time. Each layer must be aligned perfectly to fabricate the features such as vias that connects the different layers. Therefore, minimizing the number of vias will improve the routability of the circuit (Sherwani 1999) . Including congestion in the objective will result in fewer tracks, reduced wire length, and fewer hotspots. Simulation results on the MCNC benchmarks (Kozminski 1991) , given in §5, indicate that including the congestion as a penalty function in the objective of the global routing problem results in fewer tracks being used in the final routing. MCNC benchmarks are a set of circuits designed to verify the VLSI circuit problems and are widely used.
3.3.2. Combined Objective Function. The objective of the optimization problem presented in (2) does not consider minimization of channel capacities. To overcome the shortcomings of this model, a second formulation that is a combination of the two models is proposed. In this model the channel capacity becomes an integer variable with a lower bound of zero and upper bound of the set maximum channel capacity. The objective of the combined penalty and minimization of maximum capacity models is given in (2). The new formulation is min t j=1 w j y j + z z s.t.
where w j = l w l j + v w v j + c w c j . The variable z represents the variable assigned to the capacity of channels. The scalar z is the weighting factor associated with the maximum channel capacity. This model minimizes the channel capacity and the combination of wire length, number of vias, and congestion at the same time.
Linear Relaxation of the ILP Model
Because of the large sizes of today's VLSI problems, solving the ILP formulation using traditional solution methodologies, e.g., branch and bound, tend to be impractical. Therefore, the ILP is typically relaxed and solved as an LP problem followed by rounding heuristics to obtain an integer solution. This relaxation is performed by replacing the integer constraints imposed on the variables with linear boundary constraints. To reduce the number of constraints, the following observation is made: if each tree is assumed to be nonnegative, then the inequality constraint 0 ≤ y ≤ 1 is redundant and this condition is enforced by the first set of constraints, enforcing that only one tree can be chosen for each net. The global routing problem can be written as
w j y j s.t.
or in matrix format for (4)
where w 1 ∈ t is the vector of weights placed on the different trees. The vector y ∈ t is the vector of unknown variables, y j . The constraint matrices A 1 ∈ n×t and A 2 ∈ p×t represent the constraints. The right-hand side vectors are 1 ∈ p , where 1 = 1 1 1 T , and c ∈ p c = c c T , where c is the maximum capacity of the edges. The matrix format of (5) can be written as
The equality constraints in (6) and (7) can be transformed to inequality constraints without changing the nature of the problem (Vannelli 1991) . Therefore, the problem can be represented as
where for (6)
A 2 and b = 1 c and for (7) we have
Several different methods have been introduced to solve the relaxed LP problem. In §4, a primaldual interior-point (PD-IP) method and a predictorcorrector interior-point (PC-IP) method to solve general nonlinear optimization problems with linear constraints are derived. The latter interior-point method is used to solve all the LP problems considered.
Interior-Point Optimization Techniques
The relaxed global routing program formulated in §3 can be solved in polynomial time using an interiorpoint method. Because of the new modeling techniques, the solution of the LP model yields 0/1 answers. Therefore, the IP model used for the global routing problem is solved in polynomial time.
The general formulation of the global routing problem can be written as
where x ∈ q is a vector of unknown variables, usually referred to as the primal variables, and q is the total number of variables. Matrix A∈ m×q is the constraint matrix, consisting of constraints on the nets and capacity constraints. The total number of constraints is denoted by m.
The first step in the derivation of an interior-point algorithm to solve (9) is to add nonnegative slack variables s 1 ∈ m + and s 2 ∈ q + to transform all inequality constraints to equality constraints (Andersen et al. 1996 , Vanderbei 1998 . The optimization problem then has the form
The nonnegativity conditions s 1 s 2 ≥ 0 are incorporated into the objective function of (10) using logarithmic barrier terms as follows
where k > 0 is a monotonically decreasing series of barrier parameters, and s 1 i and s 2 i represent the ith element of s 1 and s 2 , respectively. The logarithmic terms impose the strict positivity conditions on the nonnegative variables. To solve the equality-constrained problem stated in (11), a Lagrange-Newton method is applied: first, the Lagrangian function associated with (11) is formed, then an approximate local minimum of the Lagrangian function based on the Karush-KuhnTucker (KKT) conditions is obtained (Bertsekas 1995) .
To simplify the presentation of the Lagrangian function, the vector r = s
q is introduced where ∈ m and ∈ q are Lagrangian multipliers, usually referred to as the dual variables. The Lagrangian function L r associated with (11) is
To find a local minimum of the Lagrangian function L r , a stationary point of the Lagrangian function is found. This point satisfies the following KKT firstorder necessary conditions
where S 1 and S 2 are diagonal matrices with their diagonal elements equal to the elements of s 1 and s 2 , respectively. The vector 1 = 1 1 1 T stands for INFORMS Journal on Computing 18(2), pp. 137-150, © 2006 INFORMS a vector of ones with its dimension indicated by the subscript. The KKT conditions can be interpreted as follows (Bertsekas 1995) : The first two terms are the -complementary conditions. The third and fourth terms, along with s 1 s 2 ≥ 0, ensure primal feasibility. The last term, along with ≥ 0, ensures dual feasibility.
Assuming that an initial solution satisfying the strict positivity constraints (interior point) s 1 s 2 x > 0 is provided, one step of Newton's method is applied to find a solution that is closer to solving the first-order optimality conditions. The Newton step, r = s
A suitable step size is calculated by performing a line search along the Newton direction and the new iteration is calculated by
where the scalar k ∈ 0 1 is used to limit the step size and ensure that the nonnegativity conditions are satisfied at each iteration. Different schemes to obtain an appropriate step length are reviewed in (Vanderbei and Shanno 1997) .
At the end of each iteration, the updated variables are tested to determine if a local minimum has been obtained. At the global minimum, primal feasibility conditions, dual feasibility conditions, and the complementary conditions should be satisfied. The program terminates when the convergence criteria are satisfied; otherwise, k is incremented, a new barrier parameter k+1 < k is computed and another Newton direction is determined. Different schemes exist for reducing and scaling the Newton step.
The primal-dual interior-point methods presented in this section can solve large problems, but long running times and numerical difficulties in some cases led to the development of predictor-corrector interiorpoint methods (Vanderbei 1998) . Mehrotra (1992) proposed a predictor-corrector primal-dual interior-point method that can be computationally more efficient than the original primaldual interior-point methods. The main idea behind the predictor-corrector methods is to incorporate higherorder information to improve the accuracy of the Newton step for solving the KKT conditions.
To implement a predictor-corrector variant of the primal-dual algorithm, a new point r + r is defined as being on the central path, i.e., the exact solution to (12)- (16) for k . Therefore, the Newton step stated in (17) that was used to estimate an approximate solution from the current point r = s 1 s 2
x is not used. (12)- (16) 
where S 1 and S 2 are diagonal matrices containing the elements of s 1 and s 2 , respectively. and are diagonal matrices with their diagonal elements equal to the components of and , respectively, and
The column vector r = s
r L r r = r L r consists of three components corresponding to the three vectors on the right-hand side of (18) r = r aff + r cen + r cor
The first component r aff is responsible for reducing the complementary gap T S 1 + T S 2 . The second component r cen is used to bring the solution back to the center of the feasible region. Finally, the last component r cor is a corrector direction used to compensate for some of the nonlinear terms.
An overview of the predictor-corrector method is as follows: first, the linear system (18) is solved with only¯ on the right-hand side, to get an intermediate solution r aff = ŝ 1 ŝ 2 ˆ
x . This solution is used to estimate a value for for the corrector step and approximate S 1 S 2 , and . Then, (18) is solved again, substituting r aff and the estimate of and solving (18) again by using the last two vectors on the right-hand side to get an update r.
Full details of the implementation of a predictorcorrector method can be found in Andersen et al. (1996) and Vanderbei and Shanno (1997) . In this paper, the predictor-corrector method developed in Vanderbei (1998) has been used. 
Numerical Results
The global routing algorithm was implemented on MCNC benchmarks circuits given in Table 1 . The MCNC benchmarks were used in this research because of the availability of the placement results to the authors. The MCNC benchmark circuits are sample circuits used verify placement and routing algorithms. These benchmarks were planned for 1.2 technology and have been used extensively in place and route packages. These benchmark circuits were part of larger circuits used in industrial circuits and have been modified for testing place and route algorithms. These benchmarks can be obtained at Madden (2004) . The functionality of each of these circuits are as follows (Kozminski 2004) : Fract: This circuit is a fractional multiplier with 125 logic elements.
Primary 1: This is a medium-size peripheral interface chip. It has a fairly random mix of sequential and combinational logic and is constructed based on a one layer of metal technology.
Primary 2: This circuit is a 16-bit microprocessor. It includes a sizeable register stack and some large pieces of decode logic. It also uses only one layer of metal.
Struct: This circuit implements a 16-bit multiplier. The circuit is very regular and contains many repeating configurations of cells. Table 2 Congestion Results for Different Tree Construction Schemes Comparing the Maximum Congestion Estimates Results for Large Test Circuits at Each Iteration of Tree Construction the all the nets regardless of congestion . Finally, in the eighth, ninth, and tenth columns, the maximum and the average estimation are given when producing additional trees for the nets in the congested areas. In Figure 5 , a comparison between the maximum congestion-estimation results for the larger test circuits in Table 2 is shown. In this figure, the x-axis represents the tree-construction iterations. The last entry in this axis is the maximum congestion estimate when no congestion calculation is used to make one iteration of additional trees. As can be seen from this figure, for all of the test circuits, the maximum congestion estimate becomes substantially lower in the first two iterations. Figure 6 plots of the number of trees made for each of these test circuits during the iterations of tree construction. This figure illustrates that the rate of increase in the number of trees for different iterations is not high when congestion is incorporated in making trees. On the other hand, when congestion is not considered in making trees, the number of trees constructed becomes very high.
Modeling Results
To obtain binary solutions from the relaxed problem, a simple rounding scheme is used. A large number of rounding iterations is needed to obtain an optimal solution if the distinction between the trees constructed for a net is not apparent. This problem happens mostly for the minimization-of-total-wire-length model and the minimization-of-maximum-capacity model. In Table 3 , the number of the nets that have a tree with a fractional value under 0.9 are given. This table illustrates that for the penalty and the combined models proposed in this paper, number of the nets that have maximum values less than 0.9 is very low compared to the total number of optimizationproblem variables. In all of the test circuits, the cost of the integer solution is equal to the cost of the linear solution. In other words, the solution of the relaxed LP model yields optimal 0/1 solutions in polynomial time for these test problems.
In Table 4 , a comparison of the results for the maximum capacities for all the four models is given. The results in this table indicate that the maximum channel capacity is substantially lowered for the penalty and combined models. By comparing the results in Tables 3 and 4 it can be seen that the new modeling formulations enhance the solution of the global routing problem and improve the quality of the results. The other characteristics of the penalty and combined models is their flexibility in handling different aspects of the global routing problem. These models result in the lowest wire length, via count and congestion.
In practical applications in VLSI computer-aided design the results obtained from the models developed in this paper can be used to develop routings with less congestion and lower channel capacity. Reducing congestion during routing of a circuit can Note. DNC = did not converge. reduce the probability that the solution will become infeasible, resulting in time savings.
Conclusions
In this paper a route-construction technique and two novel models for the global routing problem have been proposed and implemented. First, the routing area was presented as a graph. A method to produce RSTs has been implemented. This method considers congestion and via count when constructing trees. In addition, congestion estimates along with lower and upper estimates are calculated. The congestion estimates were later used in the formulation of the ILP model. Different ILP models were developed for the global routing problem. The objective functions of these models incorporate minimization of wire length, minimization of the number of vias, congestion, and maximum channel capacity in the objective of the optimization problem. Numerical results obtained from the benchmark circuits illustrate that new models result in better routings compared to conventional routings.
The route-construction technique is most effective for constructing a set of trees for short nets. For long nets, efficient heuristics to produce RMSTs can be used. Comparing the models developed, penalty and combined models show that the channel capacity is much lower for the combined model with minimal loss in the number of unrouted nets. The trade-off for using the combined model is the higher number of variables in the global routing formulation and dense columns in the constraint matrix. The results for the combined and the penalty model are not overly dependent on the rounding heuristic because of the very high percentage of nets with fractional values higher than 0.9.
