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3本論文では, 機械学習で用いられるグラフであるニューラルネットワークの表現能力に
関して論じる. 表現能力とは, どれほど複雑な関数を表現できるかを表しており, いくつ
かの指標が提案されている. しかし, 既存の指標からは, 機械学習を行う際に用いる学習
データが与えられたとき, それらのデータが学習を行うニューラルネットワークで表現可
能かどうか判別できない. そこで, この問題点を解決するような新たな表現能力の指標と
して「表現数」を提案する. 表現数はデータ数をどこまで限定すれば任意のデータが表現
可能となるかによって定義される指標で, 学習データ数と表現数を比較することでデータ
の表現可能性を調べることができる. 本論文では, この表現数に関する基本的な性質を証
明し, 活性化関数を ReLU 関数に限定したときの表現数の取りうる最大値とニューラル
ネットワークにおけるニューロン数との関係を調べる. 特に, ニューラルネットワークの
中間層が 1層の場合の最大表現数の上界と下界, 2層の場合の下界と多層の場合の上界を
求める. この結果から, 中間層が 2 層までのニューラルネットワークの最大表現数は, 各
層のニューロン数の積に比例することが判明した.
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7第 1章
まえがき
1.1 研究背景
ニューラルネットワークは画像認証 [1, 2]や音声認識 [3]等, 機械学習の様々な分野において有用
なグラフとして知られている. ニューラルネットワークを用いる学習では, 関数の入出力の組である
有限個の学習データを元に, ニューラルネットワークの各ニューロン, エッジに与えられた変数を調
節し, 学習データに近似していく. ニューラルネットワークが広く用いられている理由の一つとして,
ニューラルネットワークの持つ表現能力の高さが挙げられる. 表現能力とは, どれほど複雑な関数を
表現できるかを表しており, ハイパーパラメータと呼ばれる, 学習の際に変化しない中間層数, 各中間
ニューロン数, 活性化関数等のパラメータに依存する. しかしながら, ハイパーパラメータと表現能力
の関係について詳しく知られておらず, 実際の学習において, このハイパーパラメータを経験的ない
しランダム [4]に決定して使用しているのが現状である. そこで, ニューラルネットワークの表現能力
に着目する.
ニューラルネットワークの表現能力, すなわちどれほど複雑な関数を表現できるかを評価するため
には, 複雑さの指標を定義する必要がある. 既に, 表現能力の指標として, 線型領域の数に基づいたも
の [5]や VC次元 [6]と呼ばれるものが知られている. しかしながら, 実際の学習において, 既存の指
標からは, 与えられた学習データが学習を行うニューラルネットワークで表現可能かどうかを判別で
きないという問題点がある. そこで本論文では, 表現可能なデータ数に着目した, 新たなニューラル
ネットワークの表現能力の指標として, 表現数というものを定義する.
表現数は, ニューラルネットワークに対し, データ数 N を固定した任意の N 個のデータが表現可
能であるとき, そのニューラルネットワークは表現数 N を持つと定義される. この定義により, 具体
的な学習において, 学習データ数が表現数より小さい場合, その学習データが表現可能であることが
分かる. 学習データの表現可能性を知ることで, 学習における問題の一つである過学習が起きる可能
性を減らせると考えている. それは, 過学習が生じる原因の一つとして, ニューラルネットワークの表
現能力が学習データに対して大きすぎる場合が挙げられており [7], 表現数を知ることで, この状態を
防ぐことができるためである. また, 表現数はハイパーパラメータの一つである活性化関数の種類を
制限しない定義であることも大きな特徴として挙げられる. この性質は表現能力の指標として一般的
に持つものではなく, 例えば, 線型領域の数に基づいた指標では, 活性化関数が ReLU関数ないし区
分線型関数のときのみ定義される. したがって, 詳細に述べることはしないが, 表現数によって, 活性
化関数の違いによるニューラルネットワークの表現能力の比較を行うことができると期待できる.
本論文では, 表現数に関する数学的な性質について述べる. 特に, ニューラルネットワークにおける
入出力の次元と表現数との関係や, 活性化関数を学習において頻繁に用いられる ReLU関数に固定し
8 第 1章 まえがき
たときの表現数の具体的な値を調べる.
2 章でニューラルネットワークと表現数を定義する. 3 章では, 表現数の持つ一般的な性質を述べ
る. 4章で活性化関数を ReLU関数に固定したときの具体的な表現数の値に関して述べる. 特に, 中
間層が 1層の場合の最大表現数の上界と下界, 多層ニューラルネットワークの表現数の上界と, 中間
層が 2層のときの下界を求める.
1.2 関連研究
ニューラルネットワークにおける表現能力はいくつかの指標によって評価されている. 一つは線
型領域の最大数による指標である [5, 8, 9, 10]. 線型領域とは, 活性化関数が ReLU 関数, もしくは
区分線型関数のときに定義され, ニューラルネットワークが表す関数の返り値が線型となる極大かつ
連結な入力の部分集合である. 複雑な関数を表現するためにはこの線型領域の数が必要になるため,
ニューラルネットワークで作ることができる線型領域の個数の最大値を表現能力の指標として用い
る. しかし, 各領域は独立ではなく, その傾きに依存関係があるため, 線型領域数の単純な比較によっ
てニューラルネットワークの表現能力を評価できないという問題点がある. また, 線型領域は特定の
活性化関数のときのみにしか定義できないため, 異なる活性化関数による表現能力の比較を行うこと
が難しい. 他の表現能力の指標である結び目 [11]や, 軌跡の長さ [12]によるものも特定の活性化関数
でしか定義されないため, 同様のことが言える.
二値分類問題を考えるときには, VC次元 [6, 13, 14]も表現能力の指標として用いられている. VC
次元は表現数と同じく, データ数に基づいて定義されている. 具体的には, 入力データを固定したと
き, 出力が二値であるような任意の指示関数が表現可能となるようなデータ数の最大値で定義される.
VC次元の大きな特徴として, 汎化誤差の上界を求めるのに使用される点が挙げられる. 汎化誤差と
は, 学習全体の指標, すなわちニューラルネットワークの表現能力だけでなく学習データや学習アル
ゴリズムといった学習に関わる要素も含んだ評価を行う指標である. 具体的に, 汎化誤差は学習後の
ニューラルネットワークに学習データ以外のデータを与えたときの誤差で定義されており, 未知の
データに対し, どれほど元の関数に近い学習ができているかを評価する.
表現数を含む線型領域の数や VC次元などの指標は, 固定されたハイパーパラメータに対する表現
能力の評価である. しかし, ニューラルネットワークにおける表現能力という言葉は他の文脈で使わ
れることがある. それは, ハイパーパラメータは固定せず, むしろ学習を行う関数を固定したとき, ど
れほどのハイパーパラメータが必要かを評価する場合である. 例えば, 任意の連続関数, 任意の近似誤
差に対し, ニューラルネットワークに十分なニューロン数を与えることによって, この関数が近似可
能になることが知られている [15, 16]. また, 多変数多項式を表現するのに必要なニューロン数に関す
る研究もある [17].
本論文では, ニューラルネットワークにおけるハイパーパラメータの一つである活性化関数を
ReLU関数に固定したものを考える. ReLU関数を用いる理由は, 現在, 学習を行う際に広く用いられ
いる関数であり, 尚且つ定義がシンプルで扱いやすいためである. 活性化関数は他にも sigmoid関数
や tanh関数なども用いられるが, 実験的にはこれらの関数を使うより ReLU関数のほうが学習性能
が高いことが知られている [1, 18]. また, 表現能力の観点からも, 同じ関数を近似的に表現する場合,
ReLU関数を用いたものに必要なニューロン数は threshold関数を用いたものの対数個で済む場合が
あることが知られている [19]. そのため, ReLU関数を用いるニューラルネットワークは高い表現能
力を有していると考えられる.
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この章では, ニューラルネットワークの定義と, 有限個のデータが与えられたときのニューラル
ネットワークにおける可解性に関する定義を行う.
2.1 記号と関数の表記
Nは 0を含まない自然数全体の集合を考える. n;m 2 Nに対し, Rn の元を列ベクトル, Rnm の
元を nm行列で表記する. また, 活性化関数  : R ! Rを固定し, n 2 Nに対し, (
0BB@
x1
...
xn
1CCA)と書
いたとき,
0BB@
(x1)
...
(xn)
1CCAを意味するものだと約束する. また, Rn における順序関係 を辞書式順序で定
義し, 特に等号を満たさないものを と書くことにする. また, X  Rn に対し, dim(X)とは X に
よって生成される線形空間の基底の数によって定義される次元を表すものとする.
証明で用いる定義をいくつか記述しておく.
Denition 1 (ReLU関数)
ReLU : R! Rを ReLU(x) := maxf0; xgで定義する.
ReLU関数は活性化関数としてよく用いられる関数である.
Denition 2 (射影関数)
n 2 N, w 2 Rn に対し, projw : Rn ! Rを projw(x) := twxで定義する.
Denition 3 (zigzag)
n;m; k 2 N, f : Rn ! Rm, (x1; : : : ; xk) 2 (Rn)k とする. このとき f が (x1; : : : ; xk) におい
て zigzag であるとは, 任意の 1 < i < k に対し, f(xi 1)  f(xi)  f(xi+1) または f(xi 1) 
f(xi)  f(xi+1)を満たすことである. またX  Rn を有限集合としたとき, f がX において zigzag
とは, X の元を辞書式順序で並べたベクトル (x1; : : : ; xjXj)において f が zigzagであることとする.
また, 射影関数に関する性質を示す.
Lemma 1 (辞書式順序を保つ射影関数の存在性)
n 2 Nを固定する. このとき任意の有限部分集合 X  Rn に対し, projw が X 上の辞書式順序を保
つようなベクトル w 2 Rn が存在する.
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Proof.
nに関する帰納法を使う.
n = 1のとき, w := 1とおけば明らか.
n > 1のとき, X 0 := ft(x2; : : : ; xn) 2 Rn 1 j t(x1; x2; : : : ; xn) 2 Xg とおくと，帰納法の仮定
より projw0 が X
0 上の辞書式順序を保つような w0 2 Rn 1 が存在する. このとき, Y := fx1 2 R j
t(x1; : : : ; xn) 2 Xg, M := maxfjtw0x0j j x0 2 X 0g, m := minfjy1   x1j j x1; y1 2 Y; x1 6= y1g,
w1 :=
8<:
2M
m
+ 1 (jY j > 1)
0 (o:w:)
とおき, w :=
 
w1
w0
!
と定めれば, projw は X 上の辞書式順序を保つ.
2.2 ニューラルネットワーク
まずニューラルネットワークとは何かを定義する.
Denition 4 (ニューラルネットワーク)
l 2 N, (a0; : : : ; al) 2 Nl+1 とする. このとき, 任意の A 2
lY
i=1
(Raiai 1  Rai), つまり A =
((W1; b1); : : : ; (Wl; bl)) であり, 各 i に対し Wi 2 Raiai 1 , bi 2 Rai の形で書けるものを
(a0; : : : ; al) ニューラルネットワークと呼び, (a0; : : : ; al) をニューラルネットワーク A の型と
呼ぶ.
(a0; : : : ; al)ニューラルネットワークとは,図 2.1のように, 入力次元 a0, 出力次元 al で, 1 < l の
とき, 中間層のニューロン数が入力層から順に a1; : : : ; al 1 となるものを表しており, Aは各階層の
係数全てを表している.
Denition 5 (ニューラルネットワーク関数)
l 2 N, A = ((W1; b1); : : : ; (Wl; bl)) を (a0; : : : ; al) ニューラルネットワークとする. このとき,
任意の i 2 f1; : : : ; lg に対し, Fi(x) := Wix + bi で定義される関数 Fi : Rai 1 ! Rai をニュー
ラルネットワーク A における第 i 層関数と呼ぶ. これを用いてニューラルネットワーク関数
MPA : Ra0 ! Ral を以下に定義する.
MPA := Fl    Fl 1          F2    F1
特に, 活性化関数  が文脈から明らかなときは, MPA のことを単にMPA と書く.
ニューラルネットワーク関数MPA は, 活性化関数が のときのニューラルネットワーク Aにおけ
る入出力を表した関数である.
次章で, ニューラルネットワークにおける表現能力の指標として, 表現数を提案する.
2.2 ニューラルネットワーク 11
図 2.1 (a0; : : : ; al)ニューラルネットワーク
a0 ala1 al−1⋯
⋮ ⋮ ⋮ ⋮
入力層 中間層 出力層
(a0; : : : ; al)ニューラルネットワークとは, 入力層のニューロン数が a0 個, 中間層のニューロン数が
入力側から順に a1; : : : ; al 1 個, 出力層のニューロン数が al 個となるニューラルネットワークのグ
ラフの型を表している. (a0; : : : ; al)ニューラルネットワーク Aとは, (a0; : : : ; al)ニューラルネッ
トワークが表すグラフの各エッジと入力層以外の各ノードに実数値を割り当てたものであり,
lY
i=1
(Raiai 1  Rai)の要素とみなすことができる.
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本章では, ニューラルネットワークにおける新たな表現能力の指標として, 表現数を定義する. 表現
数はデータ数に基づいた指標であり, ニューラルネットワークの持つ表現数以下のデータ数の任意の
データを表現できるという性質を持つ.
まず, 表現数の定義を行う.
3.1 表現数の定義
表現数を定義するためには, データを表現できるとは何かを定義する必要がある. 具体的には, 有限
個のデータを与えたときに, それがある型のニューラルネットワークで表現可能かどうかを定義する.
本章では活性化関数  : R! Rを固定する.
Denition 6 (可解性)
l 2 N, (a0; : : : ; al) 2 Nl+1 とし, n := a0, m := al, X  Rn, f : Rn ! Rm とする. このとき, デー
タ (X; f)が (a0; : : : ; al)  ニューラルネットワークで可解とは, 8x 2 X; f(x) = MPA(x)となる
(a0; : : : ; al)ニューラルネットワーク Aが存在することである. 特に活性化関数 が文脈上明らかな
場合には, 単に (a0; : : : ; al)ニューラルネットワークで可解と書く.
ここでX は任意の部分集合としているが, 本論文では有限集合のみを考えることにする. X とがデー
タの入力の集合, f が入出力関数を表しており, データ (X; f)が可解であるとは, 図 3.1のように, 集
合X 上の全ての入力において, その出力と一致するような関数MPA がニューラルネットワークで表
現できることを意味している. また, 本論文において, 解とは近似解ではなく, 元のデータと出力が一
致することを意味することとする.
この定義を用いて, ニューラルネットワークの表現能力の指標として提案する表現数を定義する.
Denition 7 (ニューラルネットワークの表現数)
l; N 2 N, (a0; : : : ; al) 2 Nl+1 とし, n := a0, m := al とする. このとき, (a0; : : : ; al)  ニューラル
ネットワークが表現数 N を持つとは以下を満たすことである.
 任意の jXj = N を満たす X  Rn, f : Rn ! Rm に対し, データ (X; f) は (a0; : : : ; al) 
ニューラルネットワークで可解.
特に, (a0; : : : ; al)  ニューラルネットワークの最大表現数とは, (a0; : : : ; al)  ニューラルネット
ワークの表現数の取りうる最大値である. また, 活性化関数  が文脈上明らかな場合は,  ニューラ
ルネットワークの表現数と書く代わりに, 単にニューラルネットワークの表現数と記述する.
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図 3.1 データ (X; f)の可解性
f
MPσA
x1 x2 x3 x4
xi ∈ X
データ (X; f)が可解であるとは, 入力の集合 X 上の任意の点 xi 2 X において, その出力 f(xi)と
ニューラルネットワーク関数の返り値MPA(xi)が一致するようなニューラルネットワークのパラ
メータ Aが存在することを表している.
 ニューラルネットワークが表現数 N を持つとは, 任意の N 個のデータ全てが可解となるよう
なものが存在することである. 最大表現数とは, 取りうる表現数の最大数である. この最大表現数を
ニューラルネットワークの表現能力の指標として提案する. この指標ならば, 具体的なデータが与え
られたとき, そのデータ数以上の表現数を持つニューラルネットワークにおいて表現可能だというこ
とを保証できる. ただし, データ数が最大表現数を上回る場合でも, 必ずしも表現可能ではないとは言
えないことに注意が必要である.
本論文では, データを f(x1;y1); : : : ; (xN ;yN )g  Rn  Rm のような入力と出力の組ではなく,
入力の集合 X と入出力関数 f で定義している. これは, 前者で定義してしまうと, 表現数を定義する
際に, 同じ入力に対し, 複数の出力を返すデータは存在しないことを仮定しないといけないため, 入出
力関数で定義する方が記述が簡単であるためである.
表現数は, 任意の活性化関数に対し定義されているため, この指標において, 同じ型の異なる活性化
関数の表現能力の比較も行うことができる.
3.2 表現数の持つ一般的な性質
本節では表現数に関する基礎的な性質を証明していく. これらの性質は任意の活性化関数における
ニューラルネットワークで成り立つ.
3.2.1 ニューロン数との間の単調性
まず, 表現数は以下のような直感的に妥当な性質を持つ.
Lemma 2 (中間ニューロン数の大小と表現数)
n;m; l;N 2 N, (a1; : : : ; al); (b1; : : : ; bl) 2 Nlとする. このとき任意の i 2 f1; : : : ; lgに対し ai  bi
かつ, (n; a1; : : : ; al; m) ニューラルネットワークが表現数 N を持つならば, (n; b1; : : : ; bl; m)
ニューラルネットワークも表現数 N を持つ.
3.2 表現数の持つ一般的な性質 15
Proof.
任意の jXj = N となる部分集合 X  Rn, 関数 f : Rn ! Rm に対し, 仮定より, 任意の
x 2 X に対し, f(x) = MPA(x) となる (n; a1; : : : ; al 1; m) ニューラルネットワーク A =
((W1; c1); : : : ; (Wl; cl)) が存在する. このとき (n; b1; : : : ; bl 1; m) ニューラルネットワーク
B = ((V1;d1); : : : ; (Vl;dl))を
1 < 8i < lに対し, Vi :=
 
Wi O
O O
!
2 Rbibi 1 , V1 :=
 
W1
O
!
2 Rb1n, Vl :=
 
Wl
O
!
2 Rmbl 1
1  8i < lに対し di :=
0BBBBB@
ci
0
...
0
1CCCCCA 2 Rbi , dl := cl とおけば, 任意の x 2 X に対し, f(x) = MPA(x) =
MPB(x)を満たすので, (n; b1; : : : ; bl 1; m)ニューラルネットワークも表現数 N を持つ.
この補題より, 中間層のニューロン数が大きいニューラルネットワークは, 小さいニューラルネッ
トワーク以上の表現数を持つことがわかる. 同様に, 出力のニューロン数に関してはこれとは逆で, 小
さいニューラルネットワークは大きいニューラルネットワーク以上の表現数を持つ. すなわち以下の
補題が成り立つことが分かる.
Lemma 3 (出力次元の大小と表現数)
n;m;m0; l; N 2 N, (a1; : : : ; al) 2 Nl とする. このとき m  m0 かつ (n; a1; : : : ; al; m0)ニューラ
ルネットワークが表現数 N を持つならば, (n; a1; : : : ; al; m) ニューラルネットワークも表現数 N
を持つ.
Proof.
定義より明らか.
3.2.2 入力次元の独立性
表現数は入力の次元に関して独立である, すなわち表現数は入力次元に依存しないことが以下の定
理よりわかる.
Theorem 4 (表現数と入力次元の独立性)
任意の l; N; n 2 N, (a1; : : : ; al) 2 Nl に対し, 以下は同値.
 (1; a1; : : : ; al)ニューラルネットワークは表現数 N を持つ.
 (n; a1; : : : ; al)ニューラルネットワークは表現数 N を持つ.
Proof.
(()は定義より明らか. ())を示す.
m := al とし, 任意の jXj = N となる X  Rn, f : Rn ! Rm に対し, 補題 1より projw が X に
おいて辞書式順序を保つ, すなわち単射となる w 2 Rn が存在するので, 関数
g(y) :=
(
f(x) (9x 2 X; y = twx)
(0; : : : ; 0) (o:w:)
が定義できる. 仮定より, データ (twX; g) は (1; a1; : : : ; al) ニューラルネットワークで可解な
ので, 任意の y 2 twX において MPA(y) = g(y) となる A = ((W1; b1); : : : ; (Wl; bl)) が存在す
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る. そこで B := ((W1tw; b1); (W2; b2); : : : ; (Wl; bl))とおけば, 任意の x 2 X に対し MPB(x) =
MPA(
twx) = g(twx) = f(x)となるので, データ (X; f)は (n; a1; : : : ; al)ニューラルネットワー
クで可解. すなわち (n; a1; : : : ; al)ニューラルネットワークは表現数 N を持つ.
この補題により, 学習において, 特に画像認証や音声認識等は入力の次元が非常に大きくなるが, 最大
表現数を用いた指標では入力が 1次元のものに帰着できるので, 証明が簡単になることが予想される.
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ここから最大表現数の具体的な値を求めていく. しかし, 一般の活性化関数, ニューラルネットワー
クの型に対して値を求めるのは難しい. そこで本論文では活性化関数を ReLU関数としたものに限定
し, 中間層 1層のニューラルネットワークに関して具体的な最大表現数を求める.
本章より以降, 活性化関数  := ReLUに固定したもののみを考える.
4.1 証明に用いる補題
まず, 最大表現数を求めるのに使用する補題を証明する.
Lemma 5 (データの追加)
n; k;m 2 Nを固定する. 任意の有限部分集合 X  Rn, 関数 f : Rn ! Rm に対し, データ (X; f)が
(n; k;m) ニューラルネットワークで可解であるとき, 任意の z 2 Rn に対し, 8x 2 X; twx < twz
を満たすベクトル w 2 Rn が存在するならば, データ (X [ fzg; f)は (n; k + 1;m)ニューラルネッ
トワークで可解.
Proof.
仮定より, (n; k;m) ニューラルネットワーク ((W1; b1); (W2; b2)) が存在し, 任意の x 2 X に対し,
f(x) = W2(W1x + b1) + b2 を満たす. ここで, M := maxftwx j x 2 Xgとおき, (n; k + 1;m)
ニューラルネットワーク B := ((V1; c1); (V2; c2)) を V2 := (W2;
f(z)  (W2(W1z + b1) + b2)
twz  M ),
c2 := b2, V1 :=
 
W1
w
!
, c1 :=
 
b1
 M
!
とおくと, 任意の x 2 X [ fzgに対し, MPB(x) = f(x)を
満たす. よって,データ (X [ fzg; f)は (n; k + 1; m)ニューラルネットワークで可解.
Lemma 6 (線型領域)
m;M 2 N を固定する. A = ((W1; b1); (W2; b2)) を (1;M;m) ニューラルネットワークとし,
W1 =
0BB@
w1
...
wM
1CCA, b1 =
0BB@
b1
...
bM
1CCA とする. ここで, T := f  biwi j i 2 f1; : : : ; Mg; wi 6= 0g  R とお
き, ft1; : : : ; tjT jg = T を昇順に並べたものとすると, 以下を満たす (u0; : : : ; ujT j); (v0; : : : ; vjT j) 2
(Rm)jT j+1 が存在する.
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 8x  t1;MPA(x) = xu0 + v0
 1  8i < jT j; ti  8x  ti+1;MPA(x) = xui + vi
 tjT j  8x;MPA(x) = xujT j + vjT j
Proof.
任意の x 2 Rに対し,
(W1(x) + b1) =
0BB@
(xw1 + b1)
...
(xwM + bM )
1CCA となるが, 1  i M に対し,
wi = 0のとき, (xwi + bi) = (bi)と書ける.
wi 6= 0のとき, t :=   bi
wi
2 T とおくと (xwi + bi) = ((x  t)wi)と書け,
x  tのとき, ((x  t)wi) =  x( wi) + t( wi),
t < xのとき, ((x  t)wi) = x(wi)  t(wi) となる. そこで u i :=  ( wi), v i := t( wi),
u+i := (wi), v
+
i :=  t(wi) とおくと, 任意の x 2 Rに対し,
(xwi + bi) =
8><>:
(bi) (wi = 0)
xu i + v
 
i (x  t)
xu+i + v
+
i (t < x)
と書け, 特に x = tのとき, xu i + v
 
i = xu
+
i + v
+
i が成り立つ. ここで 1  j < jT jに対し,
(ui;j ; vi;j) :=
8<:(u i ; v i ) (wi = 0 _ tj <  
bi
wi
)
(u+i ; v
+
i ) (o:w:)
とすると, tj  8x  tj+1 に対し, (xwi + bi) = xui;j + vi;j を満たす.
つまり u0j :=
0BB@
u1;j
...
uM;j
1CCA, v0j :=
0BB@
v1;j
...
vM;j
1CCA とおけば任意の 1  j < jT j, tj  8x  tj+1 に
対し, (W1x + b1) = xu0j + v
0
j を満たす. ここで, uj := W2u
0
j , vj := W2v
0
j + b2 とおけば,
MPA(x) = W2(W1x + b1) + b2 = xuj + vj と書ける. 同様に u0 :=
0BB@
u 1
...
u M
1CCA, v0 :=
0BB@
v 1
...
v M
1CCA,
ujT j :=
0BB@
u+1
...
u+M
1CCA, vjCj :=
0BB@
v+1
...
v+M
1CCA とおくと, 任意の x  t1, tjT j  y に対し, MPA(x) = xu0 + v0,
MPA(y) = yujT j + vjT j を満たす.
Lemma 7 (zigzag関数の可解性)
k;m 2 N とする. 任意の有限部分集合 X  R, 任意の関数 f : R ! Rm に対し, f が X において
zigzagかつ, データ (X; f)が (1; k; m)ニューラルネットワークで可解ならば jXj  k + 2.
Proof.
仮定より, 8x 2 X; f(x) = MPA(x) = W2(xW1 + b1) + b2 を満たす (1; k;m) ニューラルネット
ワーク A = ((W1; b1); (W2; b2)) が存在する. また, この A において補題 6 より T := f  bi
wi
j i 2
f1; : : : ; kg; wi 6= 0g  Rとおき, ft1; : : : ; tjT jg = T を昇順に並べたものとおくと,
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 8x  t1;MPA(x) = xu0 + v0
 1  8i < jT j; ti  8x  ti+1;MPA(x) = xui + vi
 cjT j  8x;MPA(x) = xujT j + vjT j
を満たす (u0; : : : ; ujT j); (v0; : : : ; vjT j) 2 (Rm)jT j+1 が存在する.
ここで x1; : : : ; xjXj を X の元を昇順に並べたものとする. このとき, f(xi 1)  f(xi)  f(xi+1)
のとき xi 1 < tj < xi+1 かつ uj  0, f(xi 1)  f(xi)  f(xi+1) のとき xi 1 < tj < xi+1 かつ
0  uj を満たす j 2 f1; : : : ; jT jgが存在することを示す.
f(xi 1)  f(xi)  f(xi+1)のとき, xi 1 < tj < xi+1 かつ uj  0となる j 2 f1; : : : ; jT jgが存
在しないと仮定し, xi 1 < tj  xi となる j 2 f1; : : : ; jT jgが存在するときとしないときの両方で矛
盾を示す.
xi 1 < tj  xi となる j 2 f1; : : : ; jT jgが存在するとき, そのうち最も大きいものを tj とおくと,
xi 1 < tj  xi < tl <    < th < xi+1 と書けるが,
f(xi) = xiuj + vj
 tluj + vj = tlul + vl
     thuh 1 + vh 1 = thuh + vh
 xi+1uh + vh = f(xi+1)
より矛盾.
xi 1 < tj  xi を満たす j 2 f1; : : : ; jT jg が存在しないとき, xi < tl <    < th < ai+1 と書
け, f(xi 1) = xi 1ul 1 + vl 1, f(xi) = xiul 1 + vl 1 となり, f(xi 1)  f(xi), xi 1 < xi より
0  uj 1 となるので,
f(xi) = xiul 1 + vl 1
 tlul 1 + vl 1 = tlul + vl
     thuh 1 + vh 1 = thuh + vh
 xi+1uh + vh = f(xi+1)
より矛盾.
以上により xi 1 < tj < xi+1 かつ uj  0 となる j 2 f1; : : : ; jT jg が存在する. f(xi 1) 
f(xi)  f(xi+1)のときも同様.
ここで, 1 < i < jXj に対し, ji 2 f1; : : : ; jT jg を f(xi 1)  f(xi)  f(xi+1) のとき xi 1 <
tji < xi+1 かつ 0  uji , f(xi 1)  f(xi)  f(xi+1)のとき xi 1 < tji < xi+1 かつ 0  uji を満た
すものとして 1つ固定すると, j2; : : : ; jjXj 1 は全て異なる. よって, jXj   2 = jfji 2 T j 1 < i <
jXjgj  jT jで, T の定義より jT j  k なので jXj  k + 2.
4.2 中間層 1層の場合
まずは最も簡単なニューラルネットワークである中間層 1層の場合の最大表現数に関して述べる.
4.2.1 最大表現数の上界
Theorem 8 (中間層 1層のときの最大表現数の上界)
任意の n; k;m 2 Nに対し, (n; k;m)ニューラルネットワークの最大表現数は k + 2以下である.
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Proof.
定理 4より n = 1のときを示せばよい. M 2 Nに対し, (1; k;m)ニューラルネットワークが表現数
M を持つとする. ここで X := f1; : : : ; Mg, f : R ! Rm を f(x) := (cosx; 0; : : : ; 0)とおくと,
f は X において zigzagとなる. すると補題 7より jXj  k + 2が成り立つ. 今, jXj = M であるの
で, (n; k;m)ニューラルネットワークの表現数は k + 2以下である.
4.2.2 最大表現数の下界
Theorem 9 (中間層 1層のときの最大表現数の下界)
任意の n; k;m 2 Nに対し, (n; k;m)ニューラルネットワークは表現数 k + 1を持つ.
Proof.
定理 4より n = 1のときを示せばよい. 任意の jXj = k + 1となる X  Rと任意の f : R! Rm に
対し, x1; : : : ; xk+1 を X の元を昇順に並べたものとする. ここで k に関する帰納法を使う.
k = 1 のとき, (1; 1;m) ニューラルネットワーク A = ((W1; b1); (W2; b2)) を W2 :=
f(x2)  f(x1)
x2   x1 , b2 := f(x1), W1 := 1, b1 :=  x1, とおけば, 8x 2 X, MPA(x) = f(x)を満たすの
で, データ (X; f)は (1; k;m)ニューラルネットワークで可解.
k > 1のとき, 帰納法の仮定より, データ (fx1; : : : ; xkg; f)は (1; k   1;m)ニューラルネットワー
クで可解であり, 任意の x 2 fx1; : : : ; xkg に対し, x < xk+1 を満たすので, 補題 5 より (X; f) は
(1; k;m)ニューラルネットワークで可解.
以上により (n; k;m)ニューラルネットワークは表現数 k + 1を持つ.
4.2.3 最大表現数の具体的な値が求まる場合
定理 8と定理 9により, (n; k;m)ニューラルネットワークのときの最大表現数は k + 1以上 k + 2
以下, すなわち k + 1か k + 2のどちらかであることが分かる. 以下の定理のように, 特定の場合にお
いては最大表現数が k + 1と k + 2のどちらであるかを決定することができる.
Theorem 10 (中間層 1層のときの最大表現数)
任意の n; k;m 2 Nに対し, 以下が成り立つ.
(1) k < mのとき (n; k;m)ニューラルネットワークの最大表現数は k + 1である.
(2) k < 3のとき (n; k;m)ニューラルネットワークの最大表現数は k + 1である.
(3) k  3のとき (n; k; 1)ニューラルネットワークの最大表現数は k + 2である.
Proof.
定理 4より n = 1のときを示せばよい.
(1) (1; k;m)ニューラルネットワークが表現数 k + 2を持たないことを示せばよい.
X := f1; : : : ; k + 2g, f : R ! Rm を f(x) = (y1; : : : ; ym)ただし, yi =
8>>><>>>:
2 (x  k + 2)
1 (i = x < k + 2)
0 (o:w:)
と
定義すると, k < m より任意の b 2 Rm に対し dim(f(X)   b)  k + 1 が成り立つ. ここで f が
X において (1; k;m) ニューラルネットワークで可解とすると, (1; k;m) ニューラルネットワーク
A = ((W1; b1); (W2; b2)) が存在し, 8x 2 X; f(x) = W2(W1x + b1) + b2 となるが, W2 2 Rmk
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表 4.1   b1
w1
   b2
w2
のときの w1; w2;v1;v2 の正負と関数MPA の における傾きの符号
w1 w2 v1 v2      b1
w1
     b2
w2
  
+ + + + 0 + +
+ + +   0 + ?
+ +   + 0   ?
+ +     0    
+   + +   ? +
+   +   + + +
+     +      
+       + ?  
  + + +   0 +
  + +     0  
  +   + + 0 +
  +     + 0  
    + +     0
    +   ? + 0
      + ?   0
        + + 0
?は +,  , 0いずれかの傾きを取ることを表している.
より dim(f(X)  b2) = dim(W2(W1X + b1))  k より矛盾する. よって, k < mのとき (n; k;m)
ニューラルネットワークは表現数 k + 2を持たない.
(2) k = 2 のとき, (1; 2;m) ニューラルネットワークが表現数 4 を持つと仮定する. そこで
X := f1; : : : ; 4g, f : R ! Rm を f(x) := (cosx; 0; : : : ; 0)とおくと, f は X において zigzagと
なるが, 仮定より (1; 2;m)ニューラルネットワーク ((W1; b1); (W2; b2))が存在し, 任意の x 2 X に
対し, f(x) =W2(xW1+b1)+b2 を満たす. つまりW2 = (v2;v1) 2 Rm2, W1 =
 
w1
w2
!
2 R21,
b1 =
 
b1
b2
!
2 R2 と書いたとすると, 任意の x 2 X に対し, f(x) =
X
i2f1;2g
(xwi + bi)vi + b2 と書
ける. ここで w1 = 0または w2 = 0とすると, 上式が xに対し単調となり, zigzag関数が表せないた
め w1 6= 0かつ w2 6= 0である. すると f はそれぞれ w1, w2, v1, v2, ( b1
w1
  b2
w2
)の正負*125 通りの
場合分けで, 表 4.1のように変曲点を f  b1
w1
;  b2
w2
gとする に関する増減表を記述できる. しかし,
f(1)  f(2)  f(3)  f(4)が成り立つためにはどこかに傾きが +; ;+となる区間が存在するはず
であるが, 表よりこのような区間は存在しないため矛盾. すなわち (1; 2;m)ニューラルネットワーク
は表現数 4を持たない.
k = 1 のとき, (1; 1;m) ニューラルネットワークが表現数 3 を持つと仮定すると補題 5 より
(1; 2;m)ニューラルネットワークが表現数 4を持つので矛盾.
*1 v1, v2 に関しては, 零ベクトルとの辞書式順序 における比較で正負を定義する.
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x1
x2
x3 x4
c1
c2
c3
a1
a2
a3
a3 a1+a3 a1+a2+a3 a1+a2
x5
図 4.1 (1; 3; 1) ニューラルネットワークにおける zigzag 関数の解. 下側の 3 本の折れ線は各中
間ニューロンの活性化関数を表している.
よって k < 3のとき (n; k;m)ニューラルネットワークの最大表現数は k + 1である.
(3) k = 3のときを示す. jXj = 5を満たす任意の X  Rと f : R ! Rに対し, x1; : : : ; x5 を X
を昇順に並べたものとし, k1; : : : ; k4 2 Rを ki := f(xi+1)  f(xi)
xi+1   xi と定める.
1 < i < 5で f(xi 1)  f(xi)  f(xi+1)となるものが存在するとき, 0  ki 1, 0  ki となる. こ
こで (1; 1; 1)ニューラルネットワーク A := ((W1; b1); (W2; b2))を以下のように定める.
ki 1  ki のとき, W2 := ki, b2 := f(xi 1), W1 := 1, b1 :=  (xi   f(xi)  f(xi 1)
ki
)とする.
ki 1 > ki のとき, W2 :=  ki 1, b2 := f(xi+1), W1 :=  1, b1 := xi + f(xi+1)  f(xi)
ki 1
とする.
上記のように定めると, いずれの場合もMPA(xi 1) = f(xi 1), MPA(xi) = f(xi), MPA(xi+1) =
f(xi+1) を満たすので, データ (fxi 1; xi; xi+1g; f) は (1; 1; 1) ニューラルネットワークで可解とな
る. したがって, 補題 5 よりデータ (fx1; : : : ; x5g; f) は (1; 3; 1) ニューラルネットワークで可解と
なる.
1 < i < 5で f(xi 1)  f(xi)  f(xi+1)となるものが存在するときも同様.
それ以外の場合, f は zigzagとなる. そこで f(x1) < f(x2) > f(x3) < f(x4) > f(x5)のとき, 図
4.1のように k1  a3, k2 = a1+a3, k3 = a1+a2+a3, k4  a1+a2 を満たすような活性化関数の傾
き a1; a2; a3を見つければよい.*2 特に a1 :=  k1+k2 k3+k4, a2 :=  k2+k3, a3 := k1+k3 k4
と定めると上記の条件を満たす. これらの交点の座標から c1 :=  f(x2)  f(x1) + a3x1   k2x2
a1
,
c2 := x3, c3 :=
f(x5)  f(x4) + k3x4 + (k1   k4)x5
a3
と定め, W2 := (a1; a2; a3), b2 := f(x1)  
a3x1+f(x5) f(x4)+k3x4+(k1 k4)x5, W1 :=
0BB@
1
1
 1
1CCA, b1 :=
0BB@
 c1
 c2
c3
1CCA, A := ((W1; b1); (W2; b2))
*2 実際には k1  a3, k2  a1 + a3, k3  a1 + a2 + a3, k4  a1 + a2 かついずれかで等号を満たしていればよい.
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と定めると,任意の i 2 f1; : : : ; 5gに対し, MPA(xi) = f(xi)を満たすので,データ (X; f)は (1; 3; 1)
ニューラルネットワークで可解.
f(x1) > f(x2) < f(x3) > f(x4) < f(x5)のときも同様.
以上より f は X において (1; 3; 1)ニューラルネットワークで可解.
k > 3のとき, jXj = k + 2を満たす任意の X  Rと f : R! Rに対し, fx1; : : : ; xk+2gを X を
辞書式順序で並べたものとすると, データ (fx1; : : : ; x5g; f) は (1; 3; 1) ニューラルネットワークで
可解であるので, 補題 5より, データ (fx1; : : : ; x5; x6; : : : ; xk+2g; f) = (X; f)は (1; k; 1)ニューラ
ルネットワークで可解.
よって k  3のとき (n; k; 1)ニューラルネットワークの最大表現数は k + 2である.
この定理により, (n; k; m)ニューラルネットワークの最大表現数が k + 1であるか k + 2である
かは k とmの値に依存し, そのどちらの値も取りうることがわかる.
4.3 多層ニューラルネットワークの最大表現数の上界
前節では, 中間層 1層の場合の最大表現数の上界を求めたが, それを多層の場合に一般化する.
Theorem 11 (最大表現数の上界)
(n; a1; : : : ; al; m)ニューラルネットワークの最大表現数は
 
l 1Y
i=1
(ai + 1)
!
(al + 2)以下である.
Proof.
定理 4 より n = 1 の場合を示せばよい. X  R を有限集合, f : R ! R を X 上 zigzag な関数と
し, データ (X; f)が (1; a1; : : : ; al; m)ニューラルネットワークで可解であると仮定する. このとき,
jXj 
 
l 1Y
i=1
(ai + 1)
!
(al + 2)であることを示す.
これを示すために, 以下の命題を lに関する帰納法で示す.
任意の l 2 N , a1; : : : ; al 2 N, Y  R に対し, f が Y 上 zigzag であり, データ (Y; f) が
(1; a1; : : : ; al; m)ニューラルネットワークで可解ならば, jY j 
 
l 1Y
i=1
(ai + 1)
!
(al + 2)が成
り立つ.
l = 1のときは補題 7より明らか.
l > 1 のとき, 仮定より, 8x 2 X;MPA(x) = f(x) となる (1; a1; : : : ; al; m) ニューラルネット
ワーク A が存在する. そこで, A = ((W1; b1); : : : ; (Wl; bl)) とおき, B := ((W2; b2); : : : ; (Wl; bl))
としたとき, MPA(x) = MPB((W1x + b1))と書ける. そこで, W1 =
0BB@
w0
...
wa1 1
1CCA, b1 =
0BB@
b0
...
ba1 1
1CCA
と書いたとき, K := f  bi
wi
j wi 6= 0; 0  i < a1gと置き, k0; : : : ; kjKj 1 2 K を K の全ての要素
を昇順に並べたものとする. このとき k0; : : : ; kjKj 1 は, ニューラルネットワーク Aにおける線型領
域の境界になっている. ここで X の分割 X0; : : : ; XjKj を
Xj :=
8><>:
fx 2 X j x  k0g (j = 0)
fx 2 X j kj 1 < x  kjg (0 < j < jKj)
fx 2 X j kjKj 1 < xg (j = jKj)
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と定義する (jKj = 0 のとき, X0 := X と約束する). 今, j0 2 argmax
0jjKj
jXj j, Y := Xj0 とおくと,
鳩の巣原理より jY j  jXjjKj+ 1 
jXj
a1 + 1
が成り立つ. そこで, k 1 := k0   1, kjKj := kjKj 1 + 1
と約束し, Ij0 := fi j wikj0 1 + bi  0 ^ wikj0 + bi  0g とおくと, 任意の x 2 Y に対し,
i 2 Ij0 であることと wix + bi  0 であることが同値になる. そこで, 0  i < a1 に対し,
w0i :=
8<:wi (i 2 Ij0)0 (o:w:) , b0i :=
8<:bi (i 2 Ij0)0 (o:w:) と定義すると, W 0 :=
0BB@
w00
...
w0a1 1
1CCA, b0 :=
0BB@
b00
...
b0a1 1
1CCAとお
いたとき, 任意の x 2 Y に対し, (W1x+ b1) =W 0x+ b0 と書ける. したがって (1; a2; : : : ; al; m)
ニューラルネットワーク C を C := ((W2W 0;W2b0 + b2); (W3; b3); : : : ; (Wl; bl)) と定義すると,
f(x) = MPA(x) = MPB((W1x + b1)) = MPB(W
0x + b0) = MPC(x) が成り立つ. すなわ
ち, データ (Y; f) は (1; a2; : : : ; al; m) ニューラルネットワークで可解となる. 今, f は Y にお
いて zigzag であるので, 帰納法の仮定より jY j 
 
l 1Y
i=2
(ai + 1)
!
(al + 2) が成り立つ. よって,
jXj  (a1 + 1)jY j 
 
l 1Y
i=1
(ai + 1)
!
(al + 2)である.
多層ニューラルネットワークの最大表現数は中間層のうち最終層のニューロン数だけ 2 大き
い値で, それ以外の各層のニューロン数に 1 を加えた値の積で上から押さえられる. 特に,
(n; a1; : : : ; al; m)ReLUニューラルネットワークの最大表現数は o(
lY
i=1
ai)である.
4.4 中間層 2層のときの最大表現数の下界
最大表現数の下界も多層ニューラルネットワークへ一般化を行いたいが, 本論文では中間層 2層ま
での証明を行い, 3層以上の場合は将来の課題とする.
まずは出力を 1次元に限定した場合の最大表現数の下界を示す.
Theorem 12 (中間層 2層, 出力 1次元のときの最大表現数の下界)
(n; a1; a2; 1)ニューラルネットワークは表現数 a1a2 を持つ.
Proof.
定理 4より n = 1のときを示せばよい.
証明を以下の３つのステップに分ける.
Step 1: a1a2 個のデータを昇順に並べ, 小さい順に a2 個ずつ a1 個のグループに分ける. こ
れにより, 1層目のパラメータを定義する.
Step 2: ある連立不等式を解き, 解となる 2層目, 3層目のパラメータを見つける.
Step 3: Step 1, Step 2によって定義されたパラメータが与えられたデータに対する解となっ
ていることを示す.
Step 1 任意の jXj = a1a2 を満たす部分集合 X  Rと任意の f : R ! Rに対し, 任意の x 2 X
に対し, MPA(x) = f(x)となる (1; a1; a2; 1)ニューラルネットワーク Aが存在することを示す.
0  i < a1, 0  j < a2 に対し, X の要素 xi;j を x0;0 < x0;1 <    < x0;a2 1 < x1;0 < x1;1 <
   < x1;a2 1 <    < xa1 1;0 < xa1 1;1 <    < xa1 1;a2 1 を満たすように並べる. ここで
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bi :=
8>>><>>>:
x0;0   1 (i = 0)
(xi 1;a2 1 + xi;0)=2 (0 < i < a1)
xa1 1;a2 1 + 1 (i = a1)
と置くと, b0 < x0;0 <    < x0;a2 1 < b1 < x1;0 <
   < x1;a2 1 < b2 <    < ba1 1 < xa1 1;0 <    < xa1 1;a2 1 < ba1 を満たし, b1; : : : ; ba1 1
によって X を a1 個の部分集合 fxi;0; : : : ; xi;a2 1g0i<a1 に分割する. そこで, 1 層目のパラ
メータとして, W1 :=
0BB@
1
...
1
1CCA 2 Ra11, b1 :=  
0BB@
b0
...
ba1 1
1CCA 2 Ra1 と置く. すると, 1 層目の関数
F1 : R ! Ra1 は F1(x) = (W1x + b1)と書ける. このとき任意の 0  i < a1, 0  j < a2 に対し,
F1(xi;j) =
0BBBBBBBBBBB@
xi;j   b0
...
xi;j   bi
0
...
0
1CCCCCCCCCCCA
と書ける.
Step 2 2 層目, 3 層目のパラメータは, 以下の等式, 不等式を満たす変数 ki;j 2 R, wj 2 Ra1 ,
cj 2 R, C 2 R (0  i < a1, 0  j < a2)によって構成する.
(1) ( 1)ix0i;j 1 < ( 1)iki;j < ( 1)ix0i;j
(2) twjF1(ki;j) = cj
(3)
jX
u=0
(twuF1(x
0
i;j)  cu) + C = f(x0i;j)
ただし, x0i;j :=
8<:xi;j (i mod 2 = 0)xi;a2 1 j (i mod 2 = 1) ,
(x0i; 1; x
0
i;a2
) :=
8><>:
(
bi + x
0
i;0
2
;
x0i;a2 1 + bi+1
2
) (i mod 2 = 0)
(
bi+1 + x
0
i;0
2
;
x0i;a2 1 + bi
2
) (i mod 2 = 1)
と約束する.
ここで, (1), (2)は, 1層目のパラメータで a1 個に分割した線型領域を, それぞれ図 4.2のように,
超平面 fx 2 Ra1 j twjx = cjgによって分割を行うために必要な不等式を表している.
(1) { (3)を満たす 1つの解は以下で与えられる.
 C := min
0i<a1
f(x0i;0)  1.
 変数 cj と ki;j は以下のように相互再帰的に定義する. このとき変数を定義する順番は
c0; k0;0; : : : ; ka1 1;0; c1; k0;1; : : : ; ka1 1;1; c2; : : :である.
0  j < a2 を固定し, 任意の 0  t < j, 0  i < a1 に対し, ct, ki;t が定義されていたとする.
このとき, 以下のようにMi;j 2 R, Bi;j ; Di;j : R! R, Ei;j ; E0i;j 2 Rが定義できる.
Mi;j :=
i 1Y
s=0
bs+1   ks;j
ks;j   bs
Bi;j(x) :=
( 1)i(x  ki;j)
ki;j   bi
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⋯ ⋯
b0 b1 b2
⋯
⋯
x′ 0,0 x′ 0,1 x′ 0,a2− 1 x′ 1,0x′ 1,1x′ 1,a2− 1 x′ 2,0
First Hidden Layer
twjx = cj
F1(x′ 0, j− 1) F1(x′ 0, j)
F1(x′  1, j)
F1(x′ 1, j− 1)
F1(x′  2, j− 1)
F1(x′  2, j)
F1(k0,j)
F1(k1,j)
F1(k2,j)
F1(b1)
F1(b2)
F1(b0)
Second Hidden Layer
F1(k0, j+ 1)
F1(k1, j+ 1)
F1(k2, j+ 1)
twj+ 1x = cj+ 1
図 4.2 入力データ x0i;j と 1 層目と 2 層目のパラメータとの関係を表した図. 1 層目では,
b0; : : : ; ba1 によって, a1a2 個の入力データを a2 個ずつの a1 個のグループに分割する. 2層目で
は, 1層目で分割した入力データ F1(x0i;j)を, 超平面 fx 2 Ra1 j twjx = cjg0j<a2 によって, そ
れぞれ 1個ずつに分割する.
Di;j(x) := f(x)  C  
j 1X
t=0
Bi;t(x)Mi;tct
Ei;j :=
maxfx0i;j 1; x0i;jg   bi
( 1)i(x0i;j   x0i;j 1)
jDi;j(x0i;j)j
E0i;j :=
maxfx0i;j 1; x0i;jg   bi
( 1)i(x0i;j+1   x0i;j)
jDi;j(x0i;j+1)j
ここで, Ki;j := maxfjDi;j(x0i;j)j; Ei;j ; E0i;jg+ 1とおくと, Ki;j > jDi;j(x0i;j)j, Ki;j > Ei;j ,
Ki;j > E
0
i;j を満たす. そこで cj を
cj := ( 1)j max
0i<a1
 
i 1Y
s=0
maxfx0s;j 1; x0s;jg   bs
bs+1  maxfx0s;j 1; x0s;jg
!
Ki;j
と定義し, ki;j を以下のように iに関して再帰的に定義する.
ki;j :=
( 1)ix0i;jMi;jcj + biDi;j(x0i;j)
( 1)iMi;jcj +Di;j(x0i;j)
これを式変形したものは以下のようになり, 後の証明で使う.
(ki;j   bi)Di;j(x0i;j) = ( 1)i(x0i;j   ki;j)Mi;jcj (e1)
この式で各 cj , ki;j が c0; k0;0; : : : ; ka1 1;0; c1; k0;1; : : : ; ka1 1;1; c2; : : : の順番で定義でき
ることが図 4.2より分かる.
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表 4.2 各変数に含まれる変数 cs, ks;t の添字 s, tが満たす条件
ct ks;t
Mi;j   s < i ^ t = j
Bi;j(x)   s = i ^ t = j
Di;j(x) t < j s = i ^ t < j
Ei;j t < j s = i ^ t < j
E0i;j t < j s = i ^ t < j
Ki;j t < j s = i ^ t < j
cj t < j s < a1 ^ t < j
ki;j t  j (s = i ^ t < j) _ (s < i ^ t = j)
変数 cj , ki;j の依存関係を表している.
まず, t < 0を満たす自然数 tが存在しないことから, c0 が定義できる. ci が定義できると, ki;0 が定
義でき, ki;1; ki;2; : : : ; ki;a2 1 と定義できる. ki;a2 1 まで定義できると, ci+1 が定義でき, これを繰
り返していけば, 任意の i, j で cj , ki;j が定義できる.
 変数 wj は
wi;j :=
8><>:
cj
k0;j   b0 (i = 0)
( 1)i (ki;j   ki 1;j)Mi 1;jcj
(ki;j   bi)(ki 1;j   bi 1) (i > 0)
と置いたとき, wj :=
0BB@
w0;j
...
wa1 1;j
1CCAと定義する.
ここで定義した変数は以下の命題を満たす (付録参照).
(4) 任意の 0  i < a1, 0  j < a2 に対し,
iX
s=0
ws;j = ( 1)i Mi;jcj
ki;j   bi を満たす.
(5) 任意の 0  i < a1, 0  j < a2 に対し, ( 1)sx0s;j 1 < ( 1)sks;j < ( 1)sx0s;j が任意の
0  s < iで成り立っているとき, Mi;j( 1)jcj  Ki;j を満たす.
(6) 任意の 0  j < a2 に対し, もし任意の 0  i < a1 に対して ( 1)jDi;j(x0i;j) > 0が成り立っ
ていたとすると, 任意の 0  i < a1 に対し, ( 1)ix0i;j 1 < ( 1)iki;j < ( 1)ix0i;j が成り立つ.
(7) 任意の 0  i < a1, 0  j < a2 に対し, ( 1)jDi;j(x0i;j) > 0を満たす.
先ほど定義した ki;j 2 R, wj 2 Ra1 , cj 2 R, C 2 R (0  i < a1, 0  j < a2)が (1) { (3)を満た
すことを示す.
(1)は (6), (7)より直ちに従う.
(2)は iに関する帰納法で示す. ここで F1(ki;j) =
0BBBBBBBBBBB@
ki;j   b0
...
ki;j   bi
0
...
0
1CCCCCCCCCCCA
と書けることに注意すると,
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i = 0のとき, twjF1(k0;j) = w0;j(k0;j   b0) = cj より明らか.
i > 0のとき, 帰納法の仮定より twjF1(ki 1;j) = cj が成り立つので,
twjF1(ki;j)  cj = twjF1(ki;j)  twjF1(ki 1;j)
=
iX
s=0
ws;j(ki;j   bs) 
i 1X
s=0
ws;j(ki 1;j   bs)
= wi;j(ki;j   bi) +
i 1X
s=0
ws;j(ki;j   ki 1;j)
= ( 1)i ki;j   ki 1;j
ki 1;j   bi 1Mi 1;jcj + (ki;j   ki 1;j)
i 1X
s=0
ws;j
= (ki;j   ki 1;j)(
i 1X
s=0
ws;j   ( 1)i 1 Mi 1;jcj
ki 1;j   bi 1 )
(4)より
i 1X
s=0
ws;j = ( 1)i 1 Mi 1;jcj
ki 1;j   bi 1 を満たすので,
twjF1(ki;j)  cj = 0が言える. 以上より,
任意の 0  i < a1 に対し, twjF1(ki;j) = cj が成り立つ.
(3)を示す.
jX
u=0
(twuF1(x
0
i;j)  cu) + C =
jX
u=0
(twuF1(x
0
i;j)  twuF1(ki;u)) + C
=
jX
u=0
iX
s=0
ws;u(x
0
i;j   ki;u) + C
=
jX
u=0
(x0i;j   ki;u)
iX
s=0
ws;u + C
=
jX
u=0
Bi;u(x
0
i;j)Mi;ucu + C
= Bi;j(x
0
i;j)Mi;jcj +
j 1X
u=0
Bi;u(x
0
i;j)Mi;ucu + C
=
( 1)i(x0i;j   ki;j)
ki;j   bi Mi;jcj  Di;j(x
0
i;j) + f(x
0
i;j)
等式 (e1)より (ki;j   bi)Di;j(x0i;j) = ( 1)i(x0i;j   ki;j)Mi;jcj が成り立つので,
jX
u=0
(twuF1(x
0
i;j)  
cu) + C = f(x
0
i;j)が得られる.
Step 3 Step 2で定義した変数を用いて, (1; a1; a2; 1)ニューラルネットワーク Aを定義する.
W2 :=
t(w0;  w1; w2; : : : ; ( 1)a2 1wa2 1), c :=
0BBBBBBBB@
c0
 c1
c2
...
( 1)a2 1ca2 1
1CCCCCCCCA
,W3 := (1;  1; 1; : : : ; ( 1)a2 1),
d = C と置き, ニューラルネットワーク A := ((W1; b); (W2; c); (W3; d))と定義する. このとき, 任
4.4 中間層 2層のときの最大表現数の下界 29
意の x0i;j 2 X に対し, MPA(x0i;j) = f(x0i;j)となることを示す.
MPA(x
0
i;j) =
a2 1X
u=0
( 1)u(( 1)u  twuF1(x0i;j)  ( 1)ucu) + C
=
a2 1X
u=0
( 1)u(( 1)u(twuF1(x0i;j)  cu)) + C
このとき ( 1)u(twuF1(x0i;j)  cu)  0が u  j と同値であることを示す.
( 1)u(twuF1(x0i;j)  cu) = ( 1)u(twuF1(x0i;j)  twuF1(ki;u))
= ( 1)u(
iX
s=0
ws;u(x
0
i;j   ki;u))
= ( 1)u(x0i;j   ki;u)
iX
s=0
ws;u
= ( 1)i(x0i;j   ki;u)
Mi;u( 1)ucu
ki;u   bi
ここで, Mi;u > 0, ( 1)ucu > 0, ki;u   bi > 0 であることが分かる. また, (1) より, ( 1)ix0i; 1 <
   < ( 1)ix0i;u 1 < ( 1)iki;u < ( 1)ix0i;u <    < ( 1)ix0i;a2 1 が成り立つ. よって u  j と
( 1)iki;u < ( 1)ixi;j が同値になる. したがって, ( 1)u(twuF1(x0i;j)   cu)  0と u  j は同値に
なる.
すなわち
MPA(x
0
i;j) =
a2 1X
u=0
( 1)u(( 1)u(twuF1(x0i;j)  cu)) + C
=
jX
u=0
( 1)u( 1)u(twuF1(x0i;j)  cu) + C
=
jX
u=0
(twuF1(x
0
i;j)  cu) + C = f(x0i;j) (* (3))
が言える.
したがって, (1; a1; a2; 1)ニューラルネットワークは表現数 a1a2 を持つ.
この定理は出力を 1次元に固定した結果だが, これを任意の出力次元に一般化する.
Theorem 13 (中間層 2層のときの最大表現数の下界)
(n; a1; a2; m)ニューラルネットワークは表現数maxfa1(a2 divm) + a2 mod m; a2 + 1gを持つ.
Proof.
(1; a1; a2; m)ニューラルネットワークが表現数 a1(a2 divm) + a2 mod mと a2 + 1の両方を持つ
ことを示せばよい.
先に表現数 a2+1を持つことを示す. jXj = a2+1を満たす部分集合X  Rと任意の f : R! Rm
を固定する. このとき, W1 :=
0BBBBB@
1
0
...
0
1CCCCCA 2 Ra11, b1 :=
0BBBBB@
 minX
0
...
0
1CCCCCA 2 Ra1 and g(x) := (W1x+ b1)
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とおく. このとき, X において g は単射であるので, 任意の x 2 X に対し, h(g(x)) = x となるよ
うな h : Ra1 ! R が存在する. また, 定理 9 より (a1; a2; m) ニューラルネットワークは表現数
a2 + 1を持ち, jg(X)j = a2 + 1であるので, 任意の y 2 g(X)に対し, MPA(y) = (f  h)(y)となる
(a1; a2; m)ニューラルネットワーク Aが存在する. そこで, (1; a1; a2; m)ニューラルネットワーク
B := ((W1; b1); A)と置くと, 任意の x 2 X に対し,
MPB(x) = MPA((W1x+ b1)) = MPA(g(x)) = (f  h)(g(x)) = f(x)
を満たす. したがって, (1; a1; a2; m)ニューラルネットワークは表現数 a2 + 1を持つ.
(1; a1; a2; m) ニューラルネットワークが表現数 a1(a2 div m) + a2 mod m を持つことを示す.
p := a1(a2 div m), q := a2 mod m とおき, jXj = p + q を満たす X  R と f : R ! Rm
を固定する. まず, x1; : : : ; xp+q を X の要素を昇順に並べたものとし, X 0 := fx1; : : : ; xpg,
X 00 := fxp+1; : : : ; xp+qg とおく. また, 0  i < m に対し, f(x) = t(y0(x); : : : ; ym 1(x)) と
書いたとき, 関数 fi : R ! R を fi(x) := yi(x) と定義する. そこで, 定理 12 の証明におい
て, データ (X; f) に対してそれが可解となるようなニューラルネットワーク A を与えたが, 各
0  i < m において, データ (X 0; fi) に対しても同じように (1; a1; a2 div m; 1) ニューラルネッ
トワーク Ai を与える. このとき, 任意の x 2 X 0 に対し, MPAi(x) = fi(x) となる. そこで,
Ai = ((W1;i; bi); (W2;i; ci); (W3;i; di)) とおくと, 定理 12 の証明の Step1 におけるパラメータの定
義より, 1層目のパラメータ (W1;i; bi)は fi に依存しない, すなわち iに依存しない値となることが
分かる. よって, 任意の 0  i; j < mに対し, (W1;i; bi) = (W1;j ; bj)となる. そこで, W1 := W1;0,
b := b0, W2 :=
0BB@
W2;0
...
W2;m 1
1CCA, c :=
0BB@
c0
...
cm 1
1CCA, W3 :=
0BB@
W3;0 O
. . .
O W3;m 1
1CCA, d :=
0BB@
d0
...
dm 1
1CCAとお
き, (1; a1; m(a2 divm); m)ニューラルネットワーク B := ((W1; b); (W2; c); (W3;d))とおくと, 任
意の x 2 X 0 に対し, MPB(x) =
0BB@
y0(x)
...
ym 1(x)
1CCA = f(x)を満たす.
また, b =  
0BB@
b0
...
ba1 1
1CCAとおいたとき,W 02 :=
0BB@
0    0 1
...
...
...
0    0 1
1CCA 2 Rqa1 , c0 :=  
0BB@
xp   ba1 1
...
xp+q 1   ba1 1
1CCA 2
Rq とおく. さらに, 任意の 0  i < q に対し, w03;i 2 Rm を
w03;i :=
f(xp+i+1) MPB(xp+i+1) 
i 1X
j=0
(xp+i+1   xp+j)w03;j
xp+i+1   xp+i
と i に関して再帰的に定義し, W 03 := (w
0
3;0; : : : ; w
0
3;q 1) とおく. そこで, W
00
2 :=
 
W2
W 02
!
, c00 := 
c
c0
!
, W 003 := (W3W
0
3) とおき, (1; a1; a1(a2 div m) + a2 mod m; m) ニューラルネットワーク
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B0 := ((W1; b); (W 002 ; c
00); (W 003 ;d))とおく. ここでW1 =
0BB@
1
...
1
1CCAであることに注意すると
MPB0(x) =W
00
3 (W
00
2 (W1x+ b) + c
00) + d
= (W3W
0
3)

W2(W1x+ b) + c
W 02(W1x+ b) + c
0

+ d
= MPB(x) +W
0
3(W
0
2(W1x+ b) + c
0)
= MPB(x) +W
0
3
0B@
0B@1...
1
1CA(x  ba1 1) + c0
1CA
= MPB(x) +W
0
3
0B@ (x  ba1 1)  xp + ba1 1...
(x  ba1 1)  xp+q 1 + ba1 1
1CA
と書ける. このとき, ba1 1 < xp <    < xp+q 1 であるので, 任意の 0  i < q, x 2 R に対
し, (x   ba1 1)   xp+i + ba1 1 > 0 となることと xp+i < x が同値となる. このとき, 任意の
x 2 X = X 0 [X 00 において, MP0B(x) = f(x)となることを示す.
x 2 X 0 のとき, x  xp よりMPB0(x) = MPB(x) = f(x)より明らか.
x 2 X 00 のとき, x = xp+i と書けるので,
MPB0(xp+i) = MPB(xp+i) +W
0
3
0B@ (xp+i   ba1 1)  xp + ba1 1...
(xp+i   ba1 1)  xp+q 1 + ba1 1
1CA
= MPB(xp+i) +W
0
3
0BBBBBBBB@
xp+i   xp
...
xp+i   xp+i 1
0
...
0
1CCCCCCCCA
= MPB(xp+i) +
i 1X
j=0
(xp+i   xp+j)w03;j
となる. このとき, i > 0なので,
MPB(xp+i) +
i 1X
j=0
(xp+i   xp+j)w03;j
= MPB(xp+i) + (xp+i   xp+j)w0i 1 +
i 2X
j=0
(xp+i   xp+j)w03;j
= MPB(xp+i) + f(xp+i) MPB(xp+i) 
i 2X
j=0
(xp+i   xp+j)w03;j +
i 2X
j=0
(xp+i   xp+j)w03;j
= f(xp+i)
よって, MPB0(xp+i) = f(xp+i)となる. したがって, (1; a1; a2; m)ニューラルネットワークは表現
数 a1(a2 divm) + a2 mod mを持つ.
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この定理より, (n; a1; a2; m) ニューラルネットワークの最大表現数は maxfa1(a2 div m) +
a2 mod m; a2 + 1g以上であることが分かる. 特に, a1  mまたは a2 < mのとき, a1(a2 divm) +
a2 mod m  a2 + 1となる. しかし, 定理 9より中間層 1層の (n; a2; m)ニューラルネットワーク
も表現数 a2 + 1を持つため, 中間層 2層のニューラルネットワークを使うときは, 中間層数は出力次
元よりも大きい値が好ましいと予想できる.
また, (n; a1; a2; m)ReLUニューラルネットワークの最大表現数は O(a1a2=m)であることが言え
る. ここで機械学習において, 出力次元mは定数であることを考えると, 中間層 2層の最大表現数は
O(a1a2)であると言える. 今, 最大表現数が o(a1a2)であることから, (a1a2)となることが分かる.
特に, m = 1のとき, a1a2 と漸近的に等しい.
4.5 まとめ
まとめると表 4.3のようになる. 上界に関しては, 中間層の最終層以外の各層のニューロン数の積
表 4.3 ReLUニューラルネットワークの最大表現数の下界, 上界
中間層数 下界 上界
1 a1 + 1 a1 + 2
2
a1(a2 divm) + a2 mod m
a2 + 1
(a1 + 1)(a2 + 2)
l (> 2) ?
 
l 1Y
i=1
(ai + 1)
!
(al + 2)
表は (n; a1; : : : ; al; m)ReLUニューラルネットワークの最大表現数である. 中間層 2層の下界は,
この 2つのどちらも下界になる.
? : 中間層が 3層以上の下界は判明していない.
に 1を足した値の積に最終層のニューロン数に 2を足した値を掛け合わせた値で押さえられる. すな
わち, (n; a1; : : : ; al; m)ReLUニューラルネットワークの最大表現数は o(
lY
i=1
ai)である. 下界に関
しては, 中間層 1層の場合は中間ニューロン数 + 1であり, 上界の結果と合わせると, 中間ニューロ
ン数 + 1か + 2のどちらかとなる. これがどちらであるかというのは表 4.4のように 1つに決定で
きず, 中間ニューロン数, 出力の次元によってどちらの場合もありうる.
表 4.4 (n; a1;m)ReLUニューラルネットワークの最大表現数
a1 < maxf3; mg maxf3; mg  a1
m = 1 a1 + 1 a1 + 2
1 < m a1 + 1 a1 + 1または a1 + 2
表現数は入力の次元 nに依存しない.
中間層が 2層の場合の最大表現数は O(a1a2=m)となる. ここで, 機械学習を行う際の出力の次元
が定数であることを考えると, a1 と a2 が mに対して十分に大きい場合, O(a1a2)となる. 特に, 出
力の次元が 1のとき, 表 4.5のようになり, 最大表現数 N は a1a2  N  (a1 + 1)(a2 + 2)を満たす
ので, 特に N  a1a2 である.
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表 4.5 (n; a1; a2; 1)ReLUニューラルネットワークの最大表現数の下界, 上界
中間層数 下界 上界
2 a1a2 (a1 + 1)(a2 + 2)
出力が 1次元の場合, 最大表現数は a1a2 に漸近的に等しい.
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ニューラルネットワークの型に対する表現能力に関する指標を, 最大いくつの任意のデータが表現
可能かによって表現数という名前で定義した. この指標は, 導入部の関連研究で述べた既存の指標と
違い, 具体的なデータが与えられた際に, それらが表現可能だという性質を保証することができ, ま
た, 異なる活性化関数による表現能力の比較を行うことができる.
本論文では表現可能性, つまり可解性の定義において, 出力が元のデータと一致するものを可解と
考えているが, 実際の学習においては近似解が存在すれば十分であることも多いため, 任意の近似誤
差で近似解が存在することを可解の定義とすることも考えられる. しかしながら, 近似解による定義
は, 誤差を評価する距離関数ないし二乗誤差関数等の学習における損失関数に依存してしまうという
問題点が挙げられる. 損失関数は学習手法やデータの種類によって様々な関数を用いることがあり,
本論文では, 学習手法に依存しないニューラルネットワークの型による表現能力の指標を述べるため,
出力と一致する解が存在することを可解と定義した. なお, この 2つの定義は同値ではなく, 本論文
における可解性を仮定すれば, 任意の近似誤差に対して近似解が存在することが言えるが, その逆は
一般に成り立たない*1.
また, 最大表現数の定義は二値分類問題における学習器の複雑さの指標である VC次元 [6]の定義
に似ている. VC次元は主に二値分類問題で使用される指標で, ニューラルネットワークにおいては,
入力の部分集合 X  Rn に対し, 任意の F : Rn ! f1;  1g, 任意の x 2 X でMPA(x)と F (x)の
符号が一致するようなニューラルネットワーク Aが存在するときの X の濃度の取りうる最大値と定
義される [14]. この定義では, 学習における解の存在性を出力の符号と元の関数 F との等しさで考え
てはいるが, 最大表現数と同様に入力の部分集合に限定したときに解となる濃度を指標としている.
しかし, VC次元は, 解が存在する部分集合が存在するような濃度の最大値であり, 最大表現数は, 濃
度を固定した任意の部分集合が可解となるような濃度の最大値, つまり指標と一致する濃度の部分集
合の存在性か任意性かに大きな違いがある. この違いは, VC次元は主に学習における汎化誤差の上
限の評価に用いられ, その証明において最もデータを表現しやすい入力で評価すること, 最大表現数
は主に具体的なデータの表現可能性の判定に用いることに由来している. また, 最大表現数と VC次
元の値に関して, 中間層数, 各層のニューロン数の等しいニューラルネットワークにおいて, 最大表現
数は VC次元以下であることがいえる.
また, 本論文では活性化関数が ReLU関数であるニューラルネットワークにおいて, 最大表現数の
上界, 下界を求めた. 特に, 中間層 1 層の場合の最大表現数は, そのニューラルネットワークの中間
*1 例えば, 活性化関数を tanh とする (1; 1; 1) ニューラルネットワークにおいて, 誤差関数 d(x; y) := jx  yj としたと
き, データ (f 1; 1; 2g; sgn) において任意の近似誤差  > 0 に対し近似解が存在するが, tanh の単射性により可解で
はない.
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ニューロン数 +1か +2の値であることを解明した. 中間層 2層の場合は, 各中間層のニューロン数
の積に比例して大きくなることが分かり, 特に出力が 1次元の場合はこの比例定数が 1であることが
解明した. また, 多層の場合の最大表現数は各中間ニューロン数の積のオーダーで押さえられること
が判明した. この事実から, 多層ニューラルネットワークの最大表現数も, 各中間ニューロン数の積に
比例するのではないかと予想している. この予想は, 線型領域の数などの他のニューラルネットワー
クの表現能力の指標において, 層数に対して指数的に指標が増加すること [9, 12, 20]からも妥当であ
ると考えることができる.
今後の研究として, 3つの課題が挙げられる.
1つ目は, 中間層数が 3以上の ReLUニューラルネットワークにおける最大表現数の下界を求める
ことである. 3層以上の最大表現数の上界は各中間層のニューロン数の積のオーダーで抑えられるこ
とを証明したが, このオーダーのデータ数が表現可能であるか, 下界も同様のオーダーであるかどう
かは判明していない. 3層以上のニューラルネットワークにおける最大表現数のオーダーを求めるた
めには, 最大表現数の下界を求める必要がある.
2つ目の課題として, 活性化関数が ReLU関数以外の場合において, 表現数がどのように変化する
のかが挙げられる. 本論文では, 機械学習において広く用いられる活性化関数である ReLU関数に限
定した場合において検証を行なったが, 他の活性化関数の場合において, ReLU関数の結果と同様な
結果が得られるかどうかは未知数である. 同じ型のニューラルネットワークにおける異なる活性化関
数を用いた場合の表現数を比較することによって, 活性化関数による表現能力の違いを検証すること
ができると考えられる.
3 つ目は, 表現数と学習との関係について明らかにすることである. 表現数によって, あるデータ
があるニューラルネットワークで表現可能であることが判明していたとしても, そのデータを用いた
学習が収束するとは限らない. すなわち, 学習によって得られるニューラルネットワークのパラメー
タの集合と, パラメータ全体の集合とのギャップがあるはずである. このギャップ, すなわち学習に
よって得られるニューラルネットワークのパラメータの集合がどのようなものであるか, また, この
ギャップと表現数との関係がどのようになっているかを調べたいと考えている.
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付録 A
本文で省略した証明
本付録では, 4.4節の定理 12で省略した証明を記述する.
A.1 定理 12における命題 (4) { (7)の証明
(4) 任意の 0  i < a1, 0  j < a2 に対し,
iX
s=0
ws;j = ( 1)i Mi;jcj
ki;j   bi を満たす.
iに関する帰納法で示す.
i = 0のときは明らか.
i > 0のとき, 帰納法の仮定より
i 1X
s=0
ws;j = ( 1)i 1 Mi 1;jcj
ki 1;j   bi 1 を満たすので,
iX
s=0
ws;j = wi;j +
i 1X
s=0
ws;j
= ( 1)i( (ki;j   ki 1;j)Mi 1;jcj
(ki;j   bi)(ki 1;j   bi 1)  
Mi 1;jcj
ki 1;j   bi 1 )
= ( 1)i(ki;j   ki 1;j
ki;j   bi   1)
Mi 1;jcj
ki 1;j   bi 1
= ( 1)i Mi;jcj
ki;j   bi
より, 任意の iに対し,
iX
s=0
ws;j = ( 1)i Mi;jcj
ki;j   bi が言える.
(5) 任意の 0  i < a1, 0  j < a2 に対し, ( 1)sx0s;j 1 < ( 1)sks;j < ( 1)sx0s;j が任意の
0  s < iで成り立っているとき, Mi;j( 1)jcj  Ki;j を満たす.
仮定より, minfx0s;j 1; x0s;jg < ks;j < maxfx0s;j 1; x0s;jgが任意の s < iで成り立つので, bs < ks;j <
bs+1 が言え, かつMi;j > 0が成り立っている. よって,
Mi;j( 1)jcj Mi;j
 
i 1Y
s=0
maxfx0s;j 1; x0s;jg   bs
bs+1  maxfx0s;j 1; x0s;jg
!
Ki;j
Mi;j
 
i 1Y
s=0
ks;j   bs
bs+1   ks;j
!
Ki;j = Ki;j
が成り立つ.
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(6) 任意の 0  j < a2 に対し, ( 1)jDi;j(x0i;j) > 0が任意の 0  i < a1 で成り立っているとき,
任意の 0  i < a1 に対し, ( 1)ix0i;j 1 < ( 1)iki;j < ( 1)ix0i;j が成り立つ.
iに関する完全帰納法を用いる.
まず, ( 1)iki;j < ( 1)ix0i;j を示す.
( 1)i(x0i;j   ki;j) = ( 1)i(x0i;j  
( 1)ix0i;jMi;jcj + biDi;j(x0i;j)
( 1)iMi;jcj +Di;j(x0i;j)
)
=
( 1)i(x0i;j   bi)Di;j(x0i;j)
( 1)iMi;jcj +Di;j(x0i;j)
=
(x0i;j   bi)( 1)jDi;j(x0i;j)
Mi;j( 1)jcj + ( 1)i( 1)jDi;j(x0i;j)
=
(x0i;j   bi)jDi;j(x0i;j)j
Mi;j( 1)jcj + ( 1)ijDi;j(x0i;j)j
> 0
最後の不等号は x0i;j   bi > 0 であることと, (5) と帰納法の仮定より Mi;j( 1)jcj  Ki;j が言え,
Ki;j > jDi;j(x0i;j)jを満たすことから示せる.
次に ( 1)ix0i;j 1 < ( 1)iki;j を示す.
(e1)より
(ki;j   bi)Di;j(x0i;j) = ( 1)i(x0i;j   ki;j)Mi;jcj
が言えるので, これを変形すると
ki;j   bi
( 1)i(x0i;j   ki;j)
=
Mi;jcj
Di;j(x0i;j)
となる. よって
ki;j   bi
( 1)i(x0i;j   ki;j)
=
Mi;jcj
Di;j(x0i;j)
=
Mi;j( 1)jcj
( 1)jDi;j(x0i;j)
 Ki;jjDi;j(x0i;j)j
>
Ei;j
jDi;j(x0i;j)j
=
maxfx0i;j 1; x0i;jg   bi
( 1)i(x0i;j   x0i;j 1)
 x
0
i;j 1   bi
( 1)i(x0i;j   x0i;j 1)
(* ( 1)i(x0i;j   x0i;j 1) > 0)
となる. このとき両辺の分母はどちらも正なので,
( 1)i(x0i;j   x0i;j 1)(ki;j   bi) > ( 1)i(x0i;j   ki;j)(x0i;j 1   bi)
が成り立つ. これを変形すると
( 1)iki;j(x0i;j   x0i;j 1 + x0i;j 1   bi) > ( 1)i(x0i;j(x0i;j 1   bi) + bi(x0i;j   x0i;j 1))
( 1)iki;j(x0i;j   bi) > ( 1)ix0i;j 1(x0i;j   bi)
となり, x0i;j   bi > 0より ( 1)iki;j > ( 1)ix0i;j 1 が成り立つ.
(7) 任意の 0  i < a1, 0  j < a2 に対し, ( 1)jDi;j(x0i;j) > 0を満たす.
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j に関する完全帰納法で示す.
j = 0のとき, ( 1)jDi;j(x0i;j) = f(x0i;0)  C > 0より明らか.
j > 0のとき,
( 1)jDi;j(x0i;j) = ( 1)j(f(x0i;j)  C  
j 1X
t=0
Bi;t(x
0
i;j)Mi;tct)
= ( 1)j(Di;j 1(x0i;j) Bi;j 1(x0i;j)Mi;j 1cj 1)
= ( 1)jDi;j 1(x0i;j) +Bi;j 1(x0i;j)Mi;j 1( 1)j 1cj 1
帰納法の仮定と (6)より, ( 1)ix0i;j 2 < ( 1)iki;j 1 < ( 1)ix0i;j 1 < ( 1)ix0i;j が成り立つので
Bi;j 1(x0i;j) =
( 1)i(x0i;j   ki;j 1)
ki;j 1   bi > 0
が言える. 同様に, 帰納法の仮定と (6), (5) より, Mi;j 1( 1)j 1cj 1  Ki;j 1 > E0i;j 1 が成り立
つので,
Bi;j 1(x0i;j)Mi;j 1( 1)j 1cj 1 > Bi;j 1(x0i;j)E0i;j 1
=
( 1)i(x0i;j   ki;j 1)
ki;j 1   bi 
maxfx0i;j 2; x0i;j 1g   bi
( 1)i(x0i;j   x0i;j 1)
jDi;j 1(x0i;j)j
=
( 1)i(x0i;j   ki;j 1)
( 1)i(x0i;j   x0i;j 1)
 maxfx
0
i;j 2; x
0
i;j 1g   bi
ki;j 1   bi jDi;j 1(x
0
i;j)j
> jDi;j 1(x0i;j)j
最後の不等式は ( 1)iki;j 1 < ( 1)ix0i;j 1 と ki;j 1 < maxfx0i;j 2; x0i;j 1gから従う. 以上により
( 1)jDi;j(x0i;j) > ( 1)jDi;j 1(x0i;j) + jDi;j 1(x0i;j)j  0
が言える. したがって, 任意の i, j に対し, ( 1)jDi;j(x0i;j) > 0が成り立つ.
