We have recently proposed a hybrid filter, which we call the Hybrid Optical Neural Network (HONN) filter. This filter combines the optical implementation and shift-invariance of correlator-type filters with the non-linear superposition capabilities of artificial neural network methods. The filter demonstrates good performance in maintaining high quality correlation responses and resistance to clutter to non-training in-class images at orientations intermediate to the training set poses. This paper presents the design and implementation of the HONN filter architecture and assesses its object recognition performance in clutter.
Introduction
There are three main considerations 3 1− in the design and performance assessment of a pattern recognition filter. Firstly, the filter must be able to detect the in-class object and demonstrate tolerance to in-plane and out-of-plane rotation.
Secondly, it must possess good discrimination abilities between the in-class and the out-of-class objects. Usually, we are interested in designing the filter to give a wide distortion range in order to reduce the number of intermediate object poses in the training set images. Thirdly, the filter must exhibit good detection of the object in cluttered scenes, i.e. demonstrate good tolerance to noise and clutter in the input scene. Kumar and Hasserbrook 1 have presented several performance measures for correlation-type filters to enable their comparison, such as peak sharpness, peak location, light efficiency, discriminability, distortion invariance and target-to-clutter ratio.
In an effort to keep consistency between the different mathematical symbols of the artificial neural networks and optical correlators we need to unify their representation. We denote the variable names and functions by non-italic letters, the names of the vectors by italic lower case letters and the matrices by italic upper case. filter is the inclusion of the expected distortions in the filter design such that improved immunity to these distortions is achieved. Multi-class object recognition is also possible by including the out-of-class objects (non-targets) in the filter design. The conventional SDF filter is based on using a weighted linear combination of distorted reference images to create a composite image, which should cross-correlate with input images to produce equal on-axis height correlation peaks for all the input images belonging to the same class. Let ( ) 
where R is the correlation matrix of i X and c is the peak constraint vector. The elements of this are usually set to zeros for false class objects and to ones for true class objects.
Recent advances in the area of optical processing and in particular enabling the spatial light modulator (SLM) technology, has made possible the implementation of compact optical correlator systems. Chao et al. 8 have demonstrated experimental results taken from the realisation of the maximum average correlation height (MACH) 11 8 − filter in their grayscale optical correlator. However, the modulation levels afforded by the SLM limit the number of the training set images in the implementation of the optical filter. Several efforts 13 , 12 have been made to overcome this limit by designing filters to produce acceptable uniformity of performance over the training set and being optimal to multiple performance criteria goals, such as those mentioned above.
There are several implementations presented in the literature of optical pattern-recognition neural networks (OPRNN), such as the vector-matrix-multiplierbased 14 OPRNN, the photorefractive-crystal-based holographic 15 OPRNN and the spatial light modulator 17 , 16 (SLM) -based OPRNN. The SLM-based system and the vector-matrix-based systems are operated in the spatial domain. So, their main drawback is that shift invariance 18 can be achieved only at the expense of massive and redundant interconnections. The main drawback of the photorefractive-crystalbased holographic OPRNN 20 , 19 , which is operated in the Fourier-transform plane, is the limited shift invariance achievable due to the narrow Bragg-angle restriction within a thick photorefractive medium. Chao 24 . For practical applications and for non-deformable objects with constant volume, usually only a limited number of training images is available.
Section 2 presents the overall structure of the hybrid optical neural network (HONN) filter 26 and gives details of the artificial neural network (NNET) block of the filter. It describes two possible custom NNETs realisable within the system. Section 3 presents our choice of the custom NNET and analyses its design. Section 4 presents the experiments carried out to evaluate the performance of the HONN filter; first the filter's peak sharpness and detectability, second its distortion range, then the filter's discrimination ability and finally the filter's tolerance-to-clutter performance.
Section 5 concludes.
The Hybrid Optical Neural Network (HONN) Filter
The hybrid optical neural network filter combines the digital design of a filter by artificial neural network techniques with an optical correlator-type implementation of the resulting combinatorial correlator type filter (see Fig. 1 ). Thus in effect, there are two main design blocks in the hybrid optical neural network filter, the NNET and here we choose for the correlator type block to be an SDF-like filter 28 , 27 . The original images pass first through the NNET block. The output of the SDF block is a composite image of the hybrid optical neural network filter's output. To test the HONN filter, we correlate the filter with an input image.
The Artificial Neural Network
We have designed a custom artificial neural network architecture to fit our purposes. If we assume we have a training set consisting of N images, we train a specifically configured neural net with this set of images. The network has N neurons at the hidden layer, i.e. equal to the number of training images. There is a single neuron at the output layer to separate two different object classes. (In a multi-class object recognition problem, the increase of the different classes of objects would require more than one neuron at the output layer to correctly separate all the training images.) The net input of each of the neurons in the hidden layer is given by:
where net is the net input vector of each of the hidden neurons. Each of the hidden layers has only one hidden neuron. Though the network initially is fully connected to the input layer during the training stage, only one hidden layer is connected for each training image presented through the NNET. Fig. 2 is thus not a contiguous three layer network during training, which is why the distinction is made.
The second design assumes three separate input sources each of 10,000 or In contrast to the first design, now both the input weights and the weights from the hidden layers to the output layer, i.e. the layer weights, stay connected during the training session.
In both of the designs each neuron of the hidden layer is trained only with one of the training set images. In effect, 
Each hidden layer consists of a single neuron. The layer weights are fully connected to the output layer. Since there is a single output neuron, the number of the layer weights, lw N , equals the number of the training images, N :
where 1 N opn = is the number of the output neurons. There are bias connections to each one of the hidden layers:
where b N is the number of the bias connections. There is one target connection from the single output neuron of the output layer.
The initial values of the input weights, the layer weights and the biases are based on the Nguyen-Widrow 29 initialisation algorithm 30 . The transfer function of the hidden layers is set as the Log-Sigmoidal function, whereas the transfer function of the output layer is linear. When a new training image is presented to the NNET we leave connected the input weights of only one of the hidden neurons. In order not to upset any previous learning of the rest of the hidden layer neurons we do not alter their weights when the new image is input to the NNET. It is emphasised that there is no separate feature extraction stage applied to the training set images. To achieve faster learning we used a modified steepest descent backpropagation algorithm based on heuristic techniques 31 . The adaptive training algorithm updates the weights and bias values according to the gradient descent momentum and an adaptive learning rate: (12) where w ∆ is the update of the input and layer weights, b ∆ is the update of the biases of the layers, t is the iteration index of the NNET and § is the momentum constant.
The momentum allows the network to respond not only to the local gradient, but also to recent trends in the error surface. It acts like a low-pass filter by removing the small features in the error surface of the NNET. The momentum allows the network not to get stuck in a shallow local minimum, but to slide through such a minimum. If we do not put a hard constraint on the correlation peak heights generated by the filter, and add the newly transformed images 
Based on a similar technique to SDF filter synthesis 10 we can constrain the correlation peak of the HONN filter:
or the same equation in the frequency domain is rewritten as:
This is the filter's transfer function. The HONN 26 filter is composed of a non-linear space domain superposition of the training set images; the multiplying coefficient, 
where Cl ∆ is the absolute distance of the classification levels between the true class objects and the false class objects. 
Results

Peak Sharpness and Detectability
Several tests were carried out to test the performance of the hybrid optical neural network in terms of peak sharpness and general detectability From our experiments, we found that the change of the absolute distance of the classification levels, Cl ∆ , between the true class objects and the false class objects affects the PCE values produced from the HONN filter. When we increased the distance, the PCE values increased and, conversely, when we decreased it, the PCE values produced decreased. This is because as we increase the value of Cl ∆ , the hybrid optical filter increases its discrimination ability, but when we decreased it the filter increases its generalisation ability and so its discrimination ability deteriorates.
The correlation peak broadens as Cl ∆ is decreased i.e. there is very similar trade-off in discrimination and generalisation ability to that found in SDF type correlation filters.
Distortion Range of the Filter
A second group of test sets was carried out to evaluate the distortion range of the hybrid optical neural network filter. The training set consisted of images for a distortion range over 
Discrimination Ability
The third group of test sets was carried out to evaluate the discrimination ability of the It can be observed from the Table 1 entries that both filters demonstrated good discrimination ability between the two objects, the Jaguar S-type car and the RX-7
Police patrol car. The SDF-MACH filter produced approximately 92% or more class separation, whereas the HONN filter produced 72% or higher class separation.
Clutter Tolerance
A fourth group of tests was carried out to evaluate the tolerance of the filter to background clutter in the input scene by the insertion of training images and non- MACH filter were able to detect more easily the object in the first background than in the second background scene. This is due to the highercomplexity of the second car park scene in comparison to the first. Table 2 shows the values of the Target-toClutter Ratio (TCR) of the two filters. It is clear that the HONN filter demonstrates
higher TCR values for the two tested background scenes than the SDF-MACH filter.
The SDF-MACH filter response deteriorates more when detecting the intermediate Jaguar S-type car image at ¢ 55 in both background scenes.
Conclusion
The Fig. 12 (a) The in-class Jaguar S-type car inserted in the first background scene of a car park and (b) the out-of-class RX-7 Mazda Police patrol car inserted into the same background scene. Fig. 13 The isometrics of the correlation planes of the in-class training view Jaguar S-type car image at 40 , resized and inserted into the first car park scene, (a) the HONN filter and (b) the SDF-MACH filter. The correlation planes of the out-of-class non-training RX-7 Police car at 40 , resized and inserted in the same car park scene, (c) the HONN filter and (d) the SDF-MACH filter. Fig. 14 The isometrics of the correlation planes of the in-class non-training intermediate Jaguar S-type car pose at 55 , resized and inserted into the first car park scene, of (a) the HONN filter and (b) the SDF-MACH filter and resized and inserted into the second car park scene of (c) the HONN filter and (d) the SDF-MACH filter. Table 1 Discrimination Ability (%) of the HONN and the SDF-MACH filter for the in-class training Jaguar S-type image at 40 and the out-of-class non-training Mazda RX-7 image at the same angle. 
