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Abstract
We consider a continuous population whose dynamics is described by the standard
stationary Fleming-Viot process, so that the genealogy of n uniformly sampled individu-
als is distributed as the Kingman n-coalescent. In this note, we study some genealogical
properties of this population when the sample is conditioned to fall entirely into a subpop-
ulation with most recent common ancestor (MRCA) shorter than ε. First, using the comb
representation of the total genealogy [LUB16], we show that the genealogy of the descen-
dance of the MRCA of the sample on the timescale ε converges as ε→ 0. The limit is the
so-called Brownian coalescent point process (CPP) stopped at an independent Gamma
random variable with parameter n, which can be seen as the genealogy at a large time of
the total population of a rescaled critical birth-death process, biased by the n-th power
of its size. Secondly, we show that in this limit the coalescence times of the n sampled
individuals are i.i.d. uniform random variables in (0, 1). These results provide a coupling
between two standard models for the genealogy of a random exchangeable population: the
Kingman coalescent and the Brownian CPP.
1 Introduction
In this paper, we seek to couple two well-known probabilistic objects both modeling the
genealogy of an exchangeable population. The first object is the celebrated Kingman n-
coalescent [K82], which arises as the genealogy of a sample of n co-existing individuals within
a stationary population of large size N constant through time, when time is measured in
units of N generations. The second object is the coalescent point process introduced in [P04],
which arises as the genealogy of the whole population at time N of a critical birth–death
process starting from size N and with birth and death rates both equal to 1, when time is
also accelerated by N .
In the coalescent point process, the population is assumed to be endowed with a linear
order consistent with the genealogy, in the sense that in a plane representation of this ge-
nealogy, lineages only intersect at internal nodes (common ancestors) –see Fig. 1 or Fig. 7
in [L08]. This order can also be obtained as the order inherited from a contour of the tree
[P04, L10, LP13]. The linear arrangement of coalescence times (that is, times to the MRCA
–most recent common ancestor) between consecutive pairs of individuals ranked in the linear
order converges to the concatenation of (a Poisson number with parameter 1 of) i.i.d. Pois-
son point processes with intensity measure 2dt x−2dx killed at their first atom with second
coordinate larger than 1. Each of these killed Poisson point processes encodes the genealogy
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of the descendance of an individual in a critical branching process conditioned on survival up
to a large time. They will hereafter be called killed Brownian coalescent point process (killed
Brownian CPP).
Both the standard Kingman coalescent and the killed Brownian CPP code for the genealogy
of a large exchangeable population, but there are two features distinguishing them. First, the
Kingman coalescent focuses on sparsely sampled individuals whereas the CPP deals with the
whole population. Second, the Kingman coalescent is based on the assumption of a stationary
population with constant size (total size constraint), whereas in the CPP the size of the
population is only constant in expectation, and its foundation time is fixed (time constraint).
Rather than defining a third object coupling the Kingman coalescent and the CPP, our
aim is to show that one of the two is embedded in the other. Due to the first aforementioned
distinctive feature (i.e., sparse sampling), one might think at first sight that the Kingman
coalescent can be obtained by sparsely sampling the CPP. But in doing this, one would not
get rid of the second distinctive feature, namely the time constraint. The alternative view is
the right one. In an exchangeable population with large constant size, the descendance of a
small subpopulation is blind to the total size constraint and it is constant in expectation (see
for example Theorem 1 in [BL06]). Our goal is to prove a backward-in-time version of the
last informal statement (‘in a large stationary population with constant size, the genealogy of
a subpopulation with recent MRCA is given by a CPP’) and to derive some consequences of
this fact.
We start from the genealogy of a population with constant size in the stationary case
directly with the continuous limiting object, the standard Fleming-Viot process [FV79]. Ac-
tually, we will make use of an alternative description of the Fleming-Viot process, namely the
flow of bridges introduced by Bertoin and Le Gall [BL03], in which the population is endowed
with a linear order consistent with the genealogy (See Section 2 and Fig. 1). We will call
Kingman comb the list of coalescence times of pairs of ‘consecutive individuals’ in this lin-
early arranged continuous population, as defined in Section 3. In Section 3, we show that the
properly rescaled Kingman comb converges to the Brownian CPP (see Proposition 3.4).
In the remainder of the paper, we investigate the genealogy of n individuals sampled in
such a way that their MRCA lies at a depth smaller than ε with ε → 0. Note that this
conditioning can be implemented in two distinct ways:
(i) (Quenched conditional sampling) Conditional on the flow of bridges, sample n individuals
such that their MRCA lies at a depth smaller than ε and then average over every
realization of the flow. In biology, such conditioning could arise by sampling on purpose
individuals that share close phenotypic characteristics or dwell in neighboring habitats.
(ii) (Averaged conditional sampling) Directly condition the n-Kingman coalescent to have its
MRCA lie at a depth smaller than ε. In contrast with (i), where the conditioning is solely
enforced at the sampling level, the conditioning in (ii) could be due either to anomalous
sampling (as in (i)) or to an abnormally shallow MRCA of the entire population.
In Section 4, we focus on case (i), where we consider the entire family that shares a common
ancestor with the n sampled individuals. We show that for small ε, the genealogy of this
family is given by a CPP killed at an independent Gamma random variable (see Theorem
4.1). Informally, this amounts to saying that the genealogy of the family of the sample is
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the rescaled genealogy of a n-size-biased critical birth-death process (i.e., biased by the n-th
power of its size) conditioned on survival up to a large time (see Remark 4.2).
In Section 5.1, we use this result to prove that the genealogy of the n conditionally sampled
individuals enjoy a nice i.i.d. structure, namely that their (properly rescaled) n−1 coalescence
times are i.i.d. uniform random variables (Theorem 5.1). In Section 5.2, we turn to case (ii)
where we show (Theorem 5.4) that the genealogy of the n individuals is also described (asymp-
totically) in terms of i.i.d. uniform random variables, thus showing that the conditionings (i)
and (ii) become indistinguishable as ε goes 0.
Finally, we briefly mention a natural conjecture arising from the previous results. Because
(a) the genealogy of the n individuals in (i) and (ii) coincide asymptotically as ε → 0, and
because (b) the entire family sharing a common ancestor with the n individuals in case (i)
is described in terms of a ‘n-size-biased’ killed Brownian CPP (see again Theorem 4.1), it is
natural to conjecture that Theorem 4.1 also holds in case (ii).
2 Preliminaries: Flows of Bridges and Combs
2.1 Discrete Bridges
Flows of bridges have been introduced by Bertoin & Le Gall in [BL03]. In order to motivate
their construction, let us consider a general discrete time Cannings [C75] model as follows.
(1) At each generation the size of the population is fixed and equal to N ;
(2) Individuals at generation r are labelled from 1 to N and we denote by (ν1r , . . . , ν
N
r ) the
vector of offspring numbers;
(3) This labeling of individuals is consistent with the genealogy (cf. Introduction and Fig. 1);
(4) The vectors ((ν1r , · · · , νNr ); r ∈ Z) are i.i.d. exchangeable vectors.
Recall from the Introduction that a labeling consistent with the genealogy is such that lines
of descent only cross at internal nodes (See Fig. 1). Rigorously, this amounts to enforcing the
condition that if i < j, the label of an offspring of individual i is always smaller than the label
of an offspring of individual j.
Now for any x ∈ {0, · · · , N} and r ∈ Z, define Br,r+1(x) as the number of individuals at
generation r+ 1 descending from the subpopulation with labels smaller than or equal to x at
generation r. Thanks to Assumption (2), we have
Br,r+1(x) :=
∑
k≤x
νkr .
Thanks to Assumptions (1) and (4), the maps (Br,r+1; r ∈ Z) are i.i.d. and each Br,r+1 is a
discrete bridge, that is a non-decreasing function from {0, . . . , N} onto itself with exchangeable
increments. For any m < n, define
Bm,n := Bn−1,n ◦ · · · ◦ Bm,m+1.
Thanks to Assumption (3), Bm,n(x) is the number of individuals at generation n descending
from the subpopulation with labels smaller than x at generation m. The bridge property is
stable under composition and furthermore, {Bm,n}m<n satisfies the so-called cocycle property
Bk,n = Bm,n ◦Bk,m k < m < n.
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The collection {Bm,n}m<n is called a discrete flow of discrete bridges. Clearly, the increments
of the flow are stationary and independent.
Let us define the inverse flow φm,n by
φm,n(x) = inf{y ∈ {1, . . . , N} : Bm,n(y) ≥ x} m < n, x ∈ {1, . . . , N}. (1)
The bridge property implies that {φm,n}m<n defines a backward coalescing flow, in the sense
that φk,n = φk,m ◦ φm,n for k < m < n and the orbits {φm,n(x)}m≤n coalesce upon meeting
each other as m decreases. More specifically, if φm,n(x) = φm,k(x
′), then φm′,n(x) = φm′,k(x′)
for all m′ < m. For every x ∈ {1, · · · , N}, we can then see the orbit
N → {1, . . . , N}
k 7→ φn−k,n(x)
as the ancestral lineage of individual x of generation n. (See Fig. 1.)
Figure 1: A realization of the Cannings model at times t = 0, 1, 2, 3 flowing upwards. Dashed
lines indicate the ancestral lineages of individuals 2 and 4 at generation 3. At each generation,
individuals are labelled from 1 to 6 so that ancestral lines do not cross.
2.2 The Standard Fleming-Viot Flow of Bridges
In a similar way to the discrete flow of bridges, we now define the continuous flow of bridges
as done in [BL03]. Now a bridge is a non-decreasing function B from [0, 1] onto itself with
exchangeable increments such that B(0) = 0 and B(1) = 1. A stochastic flow of bridges is a
family {Bs,t}−∞<s<t<∞ of bridges satisfying the following properties.
(1) Co-cycle property. For any fixed r < s < t, Br,t = Bs,t ◦Br,s a.s.;
(2) Independent and stationary increments;
(3) No fixed time discontinuity. For any fixed time s, limt↓sBs,t = Id (uniformly) in proba-
bility.
We think of a stochastic flow as the dynamics of a stationary, continuous population with
constant size equal to 1. The genealogy of the population alive at time t is encoded by the
backward coalescing flow {φs,t}s<t defined analogously to (1) by
φs,t(x) = inf{y ∈ [0, 1] : Bs,t(y) > x} s < t, x ∈ [0, 1]. (2)
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Since the increments of a flow are stationary and independent, a flow is uniquely characterized
by its one-dimensional marginal B0,t. In this paper, we will specifically consider the so-called
standard Fleming-Viot (FV) flow of bridges whose one-dimensional marginal is equal to
B0,t(x) =
Nt∑
i=1
1[0,x](Ui) βi
where
(1) Nt is distributed as the value at time t of a pure-death process going from k to k− 1 at
rate k(k − 1)/2 and started at ∞;
(2) Conditional on Nt = n, the random vector {βi}ni=1 is independent of the (Ui) and follows
the Dirichlet distribution with parameter (1, . . . , 1);
(3) {Ui}∞i=1 is a sequence of i.i.d. uniform random variables independent of (Nt; {βi}Nti=1).
In the same spirit as [MS01], this flow should arise as the scaling limit of discrete bridges
induced by any Cannings model with enough control on the tail of the offspring distribution
(in particular the Wright-Fisher model).
2.3 Combs and Coalescent Point Processes
In the next section, we will be interested in the backward coalescing flow associated with the
FV flow of bridges. The precise trajectory of the ancestral lineage of a given individual –
i.e., the successive labels in (0,1) of the ancestors of this individual – is in most applications
irrelevant. In contrast, one would like to extract from the coalescing flow the pure genealogical
information contained in this object.
To do this we follow [LUB16] and define a comb as a function f : [0,+∞) → [0,+∞),
such that for any ε > 0, {f ≥ ε} is finite. Then df (x, y) := supz∈(x∧y,x∨y) f(z) defines an
ultrametric distance on {f = 0} called the comb metric (modulo the identification of points
at distance 0 if f is zero on one or several open intervals). Let Ω be the space of combs and
consider the mapping
F : Ω → M
f 7→
∑
x:f(x)>0
δx,f(x)
whereM denotes the space of point measures on (0,∞)2. We assume thatM is endowed with
the topology induced by test-functions ϕ : (0,∞)2 → R which are continuous and bounded
and for which there is M > 0 and ε > 0 such that ϕ = 0 outside (0,M)× (ε,∞). We equip Ω
with the σ-field generated by F when M is equipped with its Borel σ-field.
Let (Cn) be a sequence of random combs such that for every A ⊆ (0,∞)2 with zero
Lebesgue measure, F (Cn)(A) = 0 a.s. for every n. Let C be a random comb with the same
property. We will use repeatedly the fact that (Cn) converges weakly in law to C iff for any
x1 < · · · < xk, the random vectors (dCn(xi, xi+1); 1 ≤ i ≤ k−1) converge in law to the random
vector (dC(xi, xi+1); 1 ≤ i ≤ k−1). This can be seen thanks to the Portmanteau theorem and
thanks to the following equality between events
{dC(xi, xi+1) < yi,∀i} = {F (C) (A) = 0},
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where A is the following subset of (0,∞)2
A = ∪k−1i=1 (xi, xi+1)× [yi,∞),
which is such that F (C)(∂A) = 0 a.s.
For any comb f and t > 0, we will set
kt(f) := f1[0,t)
and call it the comb f killed at t. For any x > 0, we define
lx(f) := inf{y ≥ 0 : f(y) > x}.
For any a > 0, we define the scaling operator Sa by
Sa(f)(x) := a
−1f
(
a−1x
)
.
In particular, Sa ◦ kt = kt/a ◦ Sa and Sa ◦ klx = klx/a ◦ Sa.
For any σ-finite measure ν on (0,∞), the coalescent point process (CPP) with intensity
measure ν is the random comb C such that F (C) is a Poisson point process with intensity
measure dt⊗ ν(dx) . The coalescent point process associated to
ν(dx) =
2
x2
dx,
will hereafter be denoted C and called the Brownian CPP. We will also define C¯ := kl1(C)
referred to as the killed Brownian CPP. As mentioned in the introduction, C¯ can be thought
of as the genealogy rescaled by N of the descendance of an individual by a critical branching
process conditioned on survival up to a large time N .
Remark 2.1. Based for example on [LG05], it is known that the reflected Brownian motion
codes in a certain appropriate sense for a rescaled critical branching forest. For a forest coded
by a non-negative function h, the coalescence times of the part of the tree lying at distance
d from the root, are the depths of the excursions of h away from d. This explains why the
measure ν is (up to a multiplicative constant) the Itoˆ measure of Brownian excursion depths
[P04].
3 The Kingman Comb at Small Scale
3.1 The Kingman Comb
Let φ be the backward coalescing flow defined in (2) from the standard Fleming-Viot flow of
bridges. For every x < y ∈ (0, 1), the coalescence time of x and y is given by
inf{t > 0 : φ−t,0(x) = φ−t,0(y)}.
The next statement shows that this genealogical structure can be represented as a comb that
we call the Kingman comb (see also [K82, LUB16] for other treatments of the Kingman comb).
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Proposition 3.1. There is a sequence (Vj) of i.i.d. uniform random variables and an indepen-
dent sequence (Tj) where Tj =
∑
k≥j+1 ek, for ek independent exponential r.v. with parameter
k(k − 1)/2, such that
inf{t > 0 : φ−t,0(x) = φ−t,0(y)} = dC(x, y) for every x < y in {C = 0} a.s.
where
C =
∑
j≥1
Tj1{Vj}. (3)
The function C is a comb a.s., and the distance dC is the comb metric associated to C.
Thereafter, we will call this random comb the Kingman comb.
Proof. The fact that C is a comb is straightforward. Instead, we focus on the first part of
Proposition 3.1. Let (Wn) be an independent sequence of i.i.d. uniform r.v. and for any t > 0
define the equivalence relation ∼t in N by
k ∼t n⇐⇒ φ−t,0(Wk) = φ−t,0(Wn).
We denote by Πt the partition of N induced by ∼t. It is known from [BL03] that (Πt; t ≥ 0)
(has a ca`dla`g modification which) is distributed as the standard Kingman coalescent. In
particular, the number of blocks Nt of Πt is a non-increasing process started at ∞ which
jumps from k to k−1 at rate k(k−1)/2, so that the intersection Rt of (0, 1) with the range of
B−t,0 is finite (with cardinal Nt − 1) and non-increasing. Let J1 > J2 > · · · denote the jump
times of (Nt) labelled in decreasing order and for any i ≥ 1 let Vi be the unique element of
(0, 1) such that
RJi = RJi−1 ∪ {Vi}
We also know that B−t,0 can be written as
B−t,0(x) =
Nt∑
i=1
1[0,x](Ui) βi
where conditional on Nt = n, the vector (βi) follows the Dirichlet distribution with parameter
(1, . . . , 1). This means that for all n, the vector of diameters of the connected components of
(0, 1) \ {V1, . . . , Vn−1} follows the Dirichlet distribution with parameter (1, . . . , 1). Standard
arguments imply that the (Vi) form a sequence of i.i.d. uniform r.v. independent of the
sequence (Wn) (because they depend deterministically upon the flow of bridges).
Next define ek := Jk−1 − Jk and Tj =
∑
k≥j+1 ek. We have already mentioned that ek is
exponentially distributed with parameter k(k − 1)/2 and it is well-known that the (ek) are
independent of the asymptotic frequencies of the blocks of (Πt), and so are independent of the
(Vi). Defining C as in (3), we easily see that a.s. for any k, n, for any t ∈ [Ji, Ji−1) (i ≥ 1,
J0 := +∞),
k ∼t n⇐⇒ ∀j ∈ {1, . . . , i− 1}, Vj 6∈ (Wk ∧Wn,Wk ∨Wn)⇐⇒ sup
(Wk∧Wn,Wk∨Wn)
C < t.
Taking the union of i, this can be expressed as follows. Almost surely for any k, n, for any t
which is not a jump time of N ,
φ−t,0(Wk) = φ−t,0(Wn)⇐⇒ sup
(Wk∧Wn,Wk∨Wn)
C < t.
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By density of the (Wn), this implies that a.s. for all x < y ∈ (0, 1) \ {Ui}, for all t which is
not a jump time of N ,
φ−t,0(x) = φ−t,0(y)⇐⇒ sup
(x,y)
C < t,
which terminates the proof.
Remark 3.2. Proposition 3.1 is interesting in its own right. It provides a natural interpre-
tation of the r.v. Vi appearing in the definition of the Kingman comb. Thinking of the flow
of bridges as describing the dynamics of a population of constant size 1, the Ti’s indicate the
dates of branching events giving rise to lineages surviving both until the present. For a given
value of Ti, the two resulting extant subpopulations can be identified with the interval (V
−
i , Vi)
and (Vi, V
+
i ) where
V +i = inf{Vj > Vi : Tj > Ti},
V −i = sup{Vj < Vi : Tj > Ti},
with the convention inf{∅} = 0 and sup{∅} = 1. To conclude, not only does the comb encap-
sulate the time and the linear ordering of splitting events that are relevant to the present (the
Ti’s), but it also retains the size of the sub-populations arising from those splitting events (the
Vi’s).
Remark 3.3. The comb at time t = 0 is generated from the sequence (φ−t,0; t ≥ 0). Anal-
ogously, for every time s ∈ R, one can define a comb Cs from the sequence (φt,s; t ≤ s).
(Cs; s ∈ R) naturally defines a stationary stochastic process that will be the subject of fu-
ture work. We expect that this ‘evolving Kingman comb’ will shed new light on the evolving
Kingman coalescent studied for example in [PW06] and [PWW11].
3.2 Convergence to the Brownian CPP
The next proposition relates the Kingman comb at small scale with the Brownian CPP.
Proposition 3.4. The following convergence Sε(C) =⇒ C holds weakly in law as ε→ 0.
Proof. Let ε > 0. For every t0 > 0 and every bounded open interval I ⊆ (0,∞), define
F I,t0ε = {(uε, sε) ∈ (t0,∞)× I : Sε(C)(uε) = sε}.
In order to prove Proposition 3.4, it is enough to show that the random set F I,t0ε converges
weakly in the vague topology to a PPP on (0,∞)2 with intensity measure
2 1x∈Idx 1t≥t0
dt
t2
as ε → 0. For every t > 0, define Nt := #{j : Tj > t} corresponding to the block counting
process of the Kingman coalescent. By definition, the set F I,t0ε coincides with the set of points
of the form 1ε (Vi, Ti) with (Vi, Ti) belonging to the Kingman comb (as defined in Proposition
3.1) and such that
Vi ∈ εI and i ∈ {1, · · · , Nεt0}.
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Next, let c > 0 and let us compare the previous set with the set F¯ I,cε consisting of every point
of the form 1ε (Vi, Ti), with (Vi, Ti) again belonging to the Kingman comb, but such that
Vi ∈ εI and i ∈ {1, · · · , [c
ε
]}.
We claim that F¯ I,cε converges to a PPP with intensity measure
2 1x∈Idx 1t≥ 2
c
dt
t2
. (4)
Before justifying the claim, let us briefly explain how this entails Proposition 3.4. On the one
hand, for any c1 < c2
P
(
F¯ I,c1ε ≤ F I,t0ε ≤ F¯ I,c2ε
) ≥ P(Nεt0 ∈ {[c1ε ], · · · , [c2ε ]}) .
It is well known that the renormalized block counting process εt0Nεt0 converges to 2 in prob-
ability as ε ↓ 0. Thus, for any δ > 0, taking c1 = 2−δt0 and c2 = 2+δt0 in the latter inequality
yields
P
(
F¯ I,c1ε ≤ F I,t0ε ≤ F¯ I,c2ε
) → 1 as ε→ 0.
Finally, since this holds for every δ > 0, Proposition 3.4 easily follows by letting δ → 0 (as-
suming that F¯ I,cε converges to a PPP with the intensity measure provided in (4)).
It remains to justify the convergence of (F¯ I,cε ). Recall from Proposition 3.1 that the r.v.
V1, V2, · · · in the Kingman comb are i.i.d. uniform r.v. on [0, 1]. As a consequence, the car-
dinality #F¯ I,cε of F¯
I,c
ε is distributed as a Binomial r.v. with parameters ([
c
ε ], ε|I|), where |I|
refers to the Lebesgue measure of I. Standard arguments yield that #F¯ I,cε converges to a
Poisson random variable with parameter c|I|.
Next, let (uε, σε) denote the atoms of (F¯ I,cε ). Fix m ∈ N∗ and for every ε > 0, let us
condition on the event {#F¯ I,cε = m}. (Note that the law of (Ti; i ≥ 0) is not affected by the
conditioning). This defines a sequence of r.v. (iε1, · · · , iεm) of distinct integers in {1, · · · , [ cε ]}
such that
(uε, σε) =
1
ε
(
(Viεk , Ti
ε
k
); k ≤ m) .
The statistical description of the comb provided in Proposition 3.1 implies that:
(i) (Viεk ; k ≤ m) are i.i.d. uniform random variables on εI, independent of the sequence(
Tiεk ; k ≤ m
)
.
(ii) (iε1, · · · , iεm) is a uniform sample of size m (with no replacement) of {1, · · · , [ cε ]} indepen-
dent of the Ti’s.
From (ii), we get:
ε
c
(iε1, · · · , iεm) → (U1, · · · , Um) in law, (5)
where U1, · · · , Um are i.i.d. uniform r.v. on [0, 1]. We now prove that
∀k ≤ m, iεkTiεk → 2 in probability. (6)
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In order to see that, we first note that the ikTiεk ’s are exchangeable and to ease the notation,
we remove the k-subscript until further notice. For any random variable X ∈ L1, write
Em,ε(X) := E(X | #F¯ I,cε = m). Then, using (ii) above:
Em,ε( iεTiε | iε) = iε
∑
k≥iε+1
2
k(k − 1) =
1
iε
∑
k≥iε+1
2i2ε
k(k − 1)
= 2
∫ ∞
1
dy
y2
+R1(iε) = 2 +R1(iε), (7)
where R1 is a function such that |R1(x)| ≤ K/x for some constant K. Averaging of iε, we get:
Em,ε( iεTiε ) = 2 +
[ c
ε
]∑
k=1
R1(k) P(iε = k) → 2, (8)
using the fact that P(iε = k) = 1/[ cε ] and the previous bound on R1. Next,
Varm,ε(i
εTiε) = Em,ε (Varm,ε(iεTiε | iε)) + Varm,ε (Em,ε(iεTiε | iε)) .
First, it is not hard to see from (7) that E(iεTiε | iε) converges to 2 in L2, and thus, the second
term on the RHS of the latter equality vanishes as ε→ 0. Let us now deal with the first term
Varm,ε(i
εTiε | iε) = (iε)2
∑
k≥iε+1
(
2
k(k − 1)
)2
=
1
iε
 1
iε
∑
k≥iε+1
(
2(iε)2
k(k − 1)
)2
=
1
iε
∫ ∞
1
4dy
y4
+ R2(iε),
where R2 is a function such that |R2(x)| ≤ K ′/x2 for some constant K ′. Reasoning as in (8),
this shows that the expectation of the RHS of the last equality goes to 0 as ε→ 0. Altogether,
this implies that
Varm,ε(i
εTiε) → 0 as ε→ 0.
Together with (8), this completes the proof of (6). Finally, combining (5) with (6) yields the
following convergence in law as ε ↓ 0(
1
ε
Tiε1 , · · · ,
1
ε
Tiεm
)
→
(
2
cU1
, · · · , 2
cUm
)
. (9)
Let us gather the previous arguments. From the convergence of #F¯ I,cε and (9), it is not hard
to deduce that (F¯ I,cε ) is tight. Further, we showed that any sub-sequential limit FI,c must
satisfy the following properties:
1. #FI,c is distributed as a Poisson r.v. with parameter c|I|.
2. Let {(u, σ)} denote the atoms of FI,c. Conditional on #FI,c:
(i) (σ) and (u) are independent.
(ii) (u) is a sequence of uniform r.v. on I.
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(iii) (σ) are i.i.d. r.v. with density
d
dt
P
(
2
cU1
≤ t
)
=
d
dt
(
1− 2
ct
)
1t>2/c = 1t>2/c
2
ct2
.
Now these two properties uniquely characterize the law of a PPP with intensity measure
2 1x∈Idx 1t> 2
c
dt
t2
.
This completes the proof of the convergence of (F¯ I,cε ) and the proof of Proposition 3.4.
3.3 Alternative Proof to Proposition 3.4
The proof of Proposition 3.4 is based on the statistical description of the Kingman comb given
in Proposition 3.1. Here, we sketch an alternative proof of Proposition 3.4 relying on totally
different techniques, namely Ray-Knight Theorem and a result of Bertoin and Le Gall [BL05]
that describes the trajectories of the ancestral lineages in the FV flow of bridges.
Let x0 < · · · < xn and assume that ε is small enough such that εxn < 1. Define
Y¯ εi (t) :=
1
ε
φ−εt,0(εxi), i ∈ {0, . . . , n}
By Proposition 3.1, 1εdC(εxi−1, εxi) coincides with the hitting time at 0 of the process Y¯
ε
i (t)−
Y¯ εi−1(t). Thus, it remains to show that this vector of hitting times converges in law to(
max[xi−1,xi] C, i = 1, . . . , n
)
, or equivalently, that the components of the vector are asymp-
totically independent and distributed as max[0,xi−xi−1] C respectively.
Following Theorem 6 in [BL05], the n-point motion (Y¯ εi , i = 0, . . . , n) is a coalescing
diffusion whose generator is given by Aε:
Aεg = 1
2
n∑
i,j=0
yi∧j(1− εyi∨j) ∂g
∂yi∂yj
+
n∑
i=1
(
1
2
− εyi) ∂g
∂yi
, (10)
for every g ∈ C∞0 (Rn+1). Using standard arguments, one can prove that(
1
ε
dC(εxi−1, εxi), i = 1, . . . , n
)
=⇒ ( inf{t : (Yi(t)− Yi−1(t)) = 0}, i = 1, . . . , n) .
where {Yi}ni=0 is the diffusion with generator A0 and initial condition (x0, . . . , xn). The n-
dimensional process {Yi − Yi−1}ni=1 can be rewritten as MY 0 where M is the n × (n + 1)
matrix:
M =

−1 1 0 0 · · ·
0 −1 1 0 · · ·
0 0 −1 1 · · ·
...
...
...
. . .
. . .
 .
Thus, the generator of {Yi − Yi−1}ni=1 is given by
∑n
i=1 di
∂
∂ui
+
∑n
i,j=1 ci,j
∂2
∂ui∂uj
where
d = M

1
2
...
1
2
 =
 0...
0

c =
1
2
M [ yi∧j ]i,j≤n
tM.
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One can readily check that c is diagonal with the diagonal terms given by 12 (y1 − y0, · · · , yn − yn−1).
Thus, the processes (Yi−Yi−1)’s are distributed as independent Feller diffusions (i.e., satisfy-
ing Eq (11) below) with respective initial condition (xi − xi−1). The convergence of Sε(C) to
C is then a direct consequence of Lemma 3.5 below.
Lemma 3.5. Let w be a standard Brownian motion. For every x ∈ R, let σx be the hitting
time of 0 by the diffusion
dz(t) =
√
z(t)dw(t), z(0) = x. (11)
Then the following identity holds in distribution:
σx = sup
[0,x]
C. (12)
Proof. Let x ≥ 0. Define the local time at x:
Lx(t) := lim
ε→0
1
2ε
∫ t
0
1w(s)∈[x−ε,x+ε]ds, Lx(t) := lim
ε→0
1
2ε
∫ t
0
1|w(s)|∈[x−ε,x+ε]ds.
and τy := inf{u : L0(u) > y} to be the inverse local time at 0. In order to prove Lemma 3.5,
we will show that the RHS and LHS of (12) are identical in law to maxs∈[0,τ2x] |w(s)|.
We start by showing that the indentity holds for the LHS of (12). Define y(t) = 4z(t).
Then it is straightforward to check that y is a standard 0-dimensional squared Bessel process
(i.e., dy(t) =
√
2y(t)dw(t)) with initial condition 4x. Furthermore, the hitting time at 0 of y
coincides with the one of z. We now construct the process y from the local time of a standard
Brownian motion w. By the second Ray-Knight Theorem [K63], the processes
(Lt(τ2x); t ≥ 0) and (L−t(τ2x); t ≥ 0)
are independent 0-dimensional squared Bessel process both starting at 2x. So their sum
(Lt(τ2x); t ≥ 0) is a 0-dimensional squared Bessel process starting at 4x, i.e, (Lt(τ2x); t ≥ 0)
has the same distribution as the process y. Finally, since the hitting time at 0 of (Lt(τ2x); t ≥ 0)
coincides with the maximum of |w| on [0, τ2x], this shows that the LHS of (12) is identical in
law to maxs∈[0,τ2x] |w(s)|.
We now show that the same identity holds for the RHS of (12). For every l ∈ R+ such
that τl− < τl, define ml the height of the excursion on the interval [τl−, τl] (i.e, ml :=
sup{|w(s)| : s ∈ [τl−, τl]}). From standard excursion theory (see e.g., Section VI.47 [RW87]),∑
l : τl−<τl δl,ml defines a Poisson Point Process with intensity measure dl⊗ dtt2 . It follows that
for every a:
max{ml : τl− < τl and l ≤ a} = max
s∈[0,τa]
|w(s)|.
Finally since the intensity measure underlying C is twice the intensity measure of∑l : τl−<τl δl,ml ,
using standard results on Poisson point processes, it is not hard to show that the RHS of (12)
is distributed as maxs∈[0,τ2x] |w(s)|. This completes the proof of Lemma 3.5.
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4 Conditional Sampling and Sized-Biased Killed Brownian CPP
Let C be the Kingman comb as defined in Proposition 3.1. For every ε > 0, let us consider
the partition Pε of [0, 1] induced by the equivalence relation
x ∼(ε) y ⇐⇒ φ−ε,0(x) = φ−ε,0(y).
We let Nε be the number of equivalence classes (or blocks). To characterize those equivalence
classes, let C˜ be the comb that coincides with C on (0, 1) and with C˜(0) = C˜(1) = 1 and
define the sequence (Liε)
Nε+1
i=0 where (L
i
ε) is the ranked enumeration of the set {x : C˜(x) > ε}.
It is straightforward to check that the ith block (where blocks are ranked according to their
least element) coincides with the interval (Li−1ε , Liε). For i ≤ Nε, we define the comb Biε as
Biε := kliεC(·+ Li−1ε ) with liε := Liε − Li−1ε
that can be thought of as the comb encoding the genealogy of the ith block.
This motivates the definition of the comb Mn,ε whose law is characterized as follows. For
every bounded measurable f : Ω× (0,∞)→ R,
E (f(Mn,ε, ln,ε)) := E
(∑Nε
i=1(l
i
ε)
n f(Biε, liε)∑Nε
i=1(l
i
ε)
n
)
. (13)
In words, conditioned on a realization of the population, we first generate n independent
uniform random variables on [0, 1], independent of the flow of bridges. If we condition those
random variables to fall into the same block, ln,ε is defined as the size of the chosen block and
Mn,ε is the comb encoding the genealogy of the (averaged) block. The aim of this section is
to prove the following result.
Theorem 4.1. Let M be a CPP with intensity measure ν(dl)1l<1 and Ln be an independent
Gamma distributed random variable with parameter (n+1, 2). Then the following convergence(
Sε(Mn,ε),
1
ε
ln,ε
)
=⇒ (kLn(M),Ln)
holds weakly in law as ε→ 0.
Remark 4.2. As already mentioned in the introduction, the (properly rescaled) coalescent
point process associated to a critical birth-death process conditioned on surviving up to time N
converges to kL0(M) as N →∞ [P04]. As a consequence, the previous result states that after
rescaling, the limit of (Mn,ε) is described in terms a ‘n-size-biased critical birth-death process’
(i.e., biased by the n-th power of its size) conditioned on survival up to a large time.
4.1 The nth moment of the length of a uniformly chosen block
In order to prove Theorem 4.1, we will need to first establish some technical results. Define
Xn,ε =
1
Nε
Nε∑
i=1
(
2
ε
lεi
)n
.
The aim of this section is to prove the following proposition.
13
Proposition 4.3. As ε→ 0, the sequence (Xn,ε) converges to n! in L2.
Before proceeding with the proof, we first deduce an easy corollary of Proposition 4.3.
Corollary 4.4. The collection of r.v. {(2ε lε1)n}ε>0 is uniformly integrable.
Proof. Let Vε = (
2
ε l
ε
1)
n. Applying Cauchy–Schwartz inequality:
E(Vε1Vε>M )2 ≤ E(V 2ε )P(Vε > M)
= E
(
E
((
2
ε
lε1
)2n ∣∣∣∣∣ Nε
) )
P(Vε > M)
= E
(
E
(
1
Nε
Nε∑
i=1
(
2
ε
lεi
)2n ∣∣∣∣∣ Nε
) )
P(Vε > M)
= E(X2n,ε)P(Vε > M),
where the second equality follows from the fact that conditioned on Nε, the random variables
{lεi }Nεi=1 are exchangeable. On the the one hand, Proposition 4.3 implies that
sup
ε>0
E(X2n,ε) <∞.
On the other hand, Proposition 3.4 implies that Vε converges in law to (l1(C))n, and thus
{Vε}ε>0 is tight. This ends the proof of the lemma.
We now proceed with the proof of Proposition 4.3. We first need to define the r.v. Zn,ε.
Let us consider a sequence {ek}k≥1 of independent random variables where ek is an expo-
nential random variable with parameter k(k−1)2 and an independent sequence {ξk}k≥1 of i.i.d
exponential random variables with parameter 1. Now set
Zn,ε :=
 1
N¯ε
N¯ε∑
k=1
(
ξk
SN¯ε
2
ε
)n  , (14)
where N¯ε := inf{n :
∑
k≥n ek < ε}, and Sn =
∑n
k=1 ξk.
Lemma 4.5. For all n and ε, the r.v. Zn,ε and Xn,ε are equally distributed.
Proof. For the standard Fleming-Viot flow of bridges, the number of blocks Nε is distributed
as the value at time ε of a pure death process descending from∞ with rate k(k−1)/2 at level k,
and further, conditioned on Nε, the vector {lεi }Nεi=1 is distributed as a Nε-dimensional Dirichlet
random variable with parameter (1, · · · , 1). Finally, it is well known that the n-dimensional
Dirichlet random variable with parameter (1, · · · , 1) is distributed as
(ξ1/Sn, · · · , ξn/Sn),
which completes the proof of the lemma.
Lemma 4.6. Let γ > 0 and define
N−ε,γ =
⌊
(1− γ)2
ε
⌋
, and N+ε,γ =
⌈
(1 + γ)
2
ε
⌉
.
Then for any k ∈ N, P ( N¯ε /∈ [N−ε,γ , N+ε,γ ] ) /εk → 0 as ε→ 0.
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Proof. If RN =
∑
k≥N ek, then
E(exp(−λN2RN )) = exp
∑
k≥N
log
(
k
2N (
k
N − 1N )
λ + k2N (
k
N − 1N )
) 
For every λ > −1/2, the function u → ln
(
u2
2
u2
2
+λ
)
is integrable on [1,∞). Thus, as N → ∞,
it is not hard to show the following convergence
1
N
∑
k≥N
log
(
k
2N (
k
N − 1N )
λ + k2N (
k
N − 1N )
)
→
∫ ∞
1
ln
(
u2
2
u2
2 + λ
)
du, (15)
or equivalently,
E( exp(−λN2RN ) ) = exp
(
−N
∫ ∞
1
ln
(
u2
2
u2
2 + λ
)
du
)
γN (λ). (16)
with γN (λ)→ 1 as N →∞. From Chebyshev’s inequality this implies:
P ( NRN < 2(1− γ)) ≤ exp (λN2(1− γ)) E(exp(−λN2RN ))
= exp (N(λ2(1− γ)− f(λ)) ) γN (λ)
with f(λ) =
∫ ∞
1
ln
(
u2
2
u2
2 + λ
)
du.
Since f(0) = 0 and f ′(0) = 2, we can choose λ > 0 small enough such that λ(2−γ)− f(λ) < 0.
By the same token, for every λ ∈ (−1/2, 0) and N ∈ N:
P ( NRN ≥ 2(1 + γ)) < exp (λN2(1 + γ)) E(exp(−λN2RN ))
= exp (N(λ2(1 + γ)− f(λ)) ) γN (λ)
and again, we can choose λ < 0 small enough such that λ(2 + γ) − f(λ) < 0. To complete
the proof, we combine the previous large deviation estimates with the observation
{N¯ε < N+ε,γ} = {RN+ε,γ ≥ ε} = {N+ε,γRN+ε,γ ≥ N+ε,γε}
with N+ε,γε = 2(1 + γ) and
{N¯ε ≥ N−ε,γ} = {N−ε,γRN−ε,γ ≤ N−ε,γε}
withN−ε,γε = 2(1−γ). Combining this with the previous inequalities shows that P
(
N¯ε /∈ [N−ε,γ , N+ε,γ ]
)
goes exponentially fast to 0 in ε as ε→ 0. This completes the proof of Lemma 4.6.
Proof of Proposition 4.3. From Lemma 4.5, it is enough to show that Zn,ε converges to n! in
L2. To ease the notation, we drop the dependence in n and write Zε ≡ Zn,ε. Let us now
introduce two auxiliary variables:
Z+ε =
 1
N−ε,γ
N+ε,γ∑
k=1
(
ξk
SN−ε,γ
2
ε
)n  , Z−ε =
 1
N+ε,γ
N−ε,γ∑
k=1
(
ξk
SN+ε,γ
2
ε
)n 
15
Since Zε <
(
2
ε
)n
and Z−ε ≤ Zε ≤ Z+ε on {N¯ε ∈ [N−ε,γ , N+ε,γ ]}, for every γ > 0:
E (Zε − n!)2 <
(
n! +
(
2
ε
)n)2
P(N¯ε /∈ [N−ε,γ , N+ε,γ ]) + E(Z+ε,γ − n!)2 + E(Z−ε,γ − n!)2.
Lemma 4.6 implies that the first term vanishes as ε→ 0 and it remains to show that
lim
γ→0
lim
ε→0
E(Z+ε,γ − n!)2, E(Z−ε,γ − n!)2 = 0
We only show the first limit. The second limit can be shown along the same lines. We can
rewrite
Z+ε,γ =
N+ε,γ
N−ε,γ
(1− γ)n 1
N+ε,γ
N+ε,γ∑
k=1
(
ξk
SN−ε,γ
2
ε(1− γ)
)n
= cε,γ
1
N+ε,γ
N+ε,γ∑
k=1
(ξk)
n
︸ ︷︷ ︸
:=A
N+ε,γ
(
N−ε,γ
SN−ε,γ
)n
︸ ︷︷ ︸
:=B
N−ε,γ
with
cε,γ =
N+ε,γ
N−ε,γ
(1− γ)n
(
2N−ε,γ
ε
)n
so that limγ→0 limε→0 cε,γ = 1.
Next, writing A = E(ξn) = n! and B =
(
1
E(ξ)
)n
= 1, we have
AN+ε,γBN−ε,γ −AB = B(AN+ε,γ −A) + A(BN−ε,γ −B) + (AN+ε,γ −A)(BN−ε,γ −B)
= B(AN+ε,γ −A) + AN+ε,γBN−ε,γ (1−
B
BN−ε,γ
) + BN−ε,γ (AN+ε,γ −A)(1−
B
BN−ε,γ
).
and in order to prove Proposition 4.3, it remains to show that the RHS of the equality goes
to 0 in L2 as ε goes to 0. By applying Cauchy–Schwartz inequality several times, it is easy to
show that the RHS converges to 0 in L2 if for all p ∈ N,
(AN −A)→ 0 and ( BBN − 1)→ 0 as N →∞ in Lp (17)
and supN E
(
ApN
)
<∞ and supN E
(
BpN
)
<∞. (18)
Condition (17) is a law of large number and can easily be checked using the fact that the ξi’s
are i.i.d exponential random variables. The first condition of (18) directly follows from the
first part of (17). For the second assertion of (18), we first note that SN is distributed as a
Gamma distribution with parameter (N, 1), and thus:
E(BpN ) = N
np 1
Γ(N)
∫ ∞
0
xN−1−npe−xdx = Nnp
(N − np− 1)!
(N − 1)! → 1
as N →∞. This ends the proof of Proposition 4.3.
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4.2 Proof of Theorem 4.1
We now proceed with the proof of Theorem 4.1. Let 0 < x0 < x1 < · · · < xn−1 and let
g : Rn → R be an arbitrary bounded and continuous function. Define f : Ω× (0,∞)→ R as
f(ω, x) := g (dω(x0, x1), · · · , dω(xn−2, xn−1), x) .
We aim at showing that
lim
ε→0
E (f(Sε(Mn,ε), ln,ε/ε)) = E (f(kLn(M),Ln)) , (19)
where (M,Ln) are defined as in Theorem 4.1. Set Sε(Biε, liε) = (Sε(Biε), 1ε liε) and
xε =
Nε∑
i=1
f ◦ Sε(Biε, liε)(lεi )n /
Nε∑
i=1
(lεi )
n , yε =
1
n!
1
Nε
Nε∑
i=1
f ◦ Sε(Biε, liε)(
2
ε
liε)
n
Straightforward manipulation yields that for all ε > 0,
|xε − yε| ≤ ||g||∞
∣∣∣∣1− Xn,εn!
∣∣∣∣ .
where Xn,ε is defined as in Section 4.1. From Proposition 4.3, the RHS goes to 0 in L
1 as
ε→ 0. Now by definition
E (f(Sε(Mn,ε), ln,ε/ε)) = E(xε),
and thus
lim
ε→0
E (f(Sε(Mn,ε), ln,ε/ε)) − 1
n!
E
(
1
Nε
Nε∑
i=1
f ◦ Sε(Biε, liε)
(
2
ε
liε
)n)
= 0.
Next, using exchangeability, we get that
E
(
1
Nε
Nε∑
i=1
f ◦ Sε(Biε, liε)
(
2
ε
liε
)n)
= E
(
E
(
1
Nε
Nε∑
i=1
f ◦ Sε(Biε, liε)
(
2
ε
liε
)n ∣∣∣∣∣ Nε
) )
= E
(
E
(
f ◦ Sε(B1ε , l1ε)
(
2
ε
l1ε
)n ∣∣∣∣ Nε) )
= E
(
f ◦ Sε(B1ε , l1ε)
(
2
ε
l1ε
)n)
.
By Proposition 3.4, Sε(B1ε , l1ε) converges weakly to (C¯, l1(C)), where C¯ = kl1C. Using the
uniform integrability of ((2ε l
ε
1)
n)ε>0 (by Corollary 4.4), this yields
lim
ε→0
E (f(Sε(Mn,ε), ln,ε/ε)) =
2n
n!
E
(
f(C¯, l1(C))l1(C)n
)
. (20)
To complete the proof of (19) (and thus of Theorem 4.1), we first note that l1(C) is an
exponential random variable with parameter 2, since
P(l1(C) ≥ x) = exp
(
−2
∫
l∈(0,x)
∫
u∈[1,∞)
du dl
u2
)
= exp(−2x),
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Second, note that (C¯, l1(C)) is identical in law to the pair (C¯′, l′) were C¯′ is obtained by killing at
the exponential random variable l′ an independent CPPM with intensity measure ν(dl)1l<1.
In other words
lim
ε→0
E (f(Sε(Mn,ε), ln,ε/ε)) =
2n
n!
∫ ∞
0
dx 2e−2x E (f(kx(M), x))xn,
which ends the proof of Theorem 4.1.
5 Genealogies Associated with Two Conditional Samplings
5.1 Quenched Conditional Sampling
We now consider the genealogy of the n uniformly sampled individuals after quenched condi-
tional sampling as defined in the previous section (see Equation (13)). For a given realization
of Mn,ε, let U0, . . . , Un−1 be n independent uniform random variables on the interval [0, ln,ε].
Let (U(0), . . . , U(n−1)) be the vector (U0, . . . , Un−1) reordered from least to greatest and define
Hεi := dMn,ε(U(i−1), U(i)) i ∈ {1, . . . , n− 1}
the coalescence times of our sample.
Theorem 5.1. As ε→ 0, the coalescence times (ε−1Hεi , i ∈ {1, · · · , n−1}) converge to n−1
i.i.d. uniformly distributed random variables on (0, 1).
In order to show Theorem 5.1, we define the Hi’s analogously to Hεi , but with respect to
kLn(M), that is
Hi := dM(U(i−1),U(i)),
where the {U(i)}n−1i=0 form the reordering of n independent uniform random variables on the
interval [0,Ln]. We decompose the proof of Theorem 5.1 into two steps. We first show that
{Hεi } converges to {Hi} (see Lemma 5.2). We then characterize the distribution of the Hi’s
(see Lemma 5.3).
Lemma 5.2. As ε→ 0, we have the convergence in distribution of (ε−1Hεi , i ∈ {1, . . . , n−1})
to (Hi, i ∈ {1, . . . , n− 1}).
Proof. Let f be a bounded continuous function from Rn−1 to R and let x0 < x1 < · · · < xn−1.
Define
gε(x0, x1, . . . , xn−1) = E
(
f
(
dSε(Mn,ε)(x0, x1), . . . , dSε(Mn,ε)(xn−2, xn−1)
)
1εxn−1<ln,ε
εn
lnn,ε
)
g0(x0, x1, . . . , xn−1) = E
(
f (dM(x0, x1), . . . , dMn(xn−2, xn−1)) 1xn−1<Ln
1
Lnn
)
.
It is not hard to see that
E
(
f(ε−1Hε1 , . . . , ε
−1Hεn−1
)
) = n!
∫
∆n
gε(~x)dλ(~x)
where λ is the Lebesgue measure on Rn and ∆n = {~x ∈ Rn : x0 < x1 < · · · < xn−1}. Further,
an analogous relation holds for the limiting object. Thus we need to show that
lim
ε→0
∫
∆n
gε(~x)dλ(~x) =
∫
∆n
g0(~x)dλ(~x). (21)
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Since P(Ln = x) = 0 for every x ∈ R, Theorem 4.1 implies that gε converges almost surely to
g0 on {0 < x1 < · · · < xn−1}, and thus, it remains to justify the limit-integral interchange in
(21). For every δ < A ∈ (0,∞):
|
∫
∆n
(gε(~x) − g0(~x)) dλ(~x)| <
∫
∆n∩{xn−1>A}
|gε(~x)|dλ(~x) +
∫
∆n∩{xn−1>A}
|g0(~x)|dλ(~x)
+
∫
∆n∩{xn−1<δ}
|gε(~x)|dλ(~x) +
∫
∆n∩{xn−1<δ}
|g0(~x)|dλ(~x)
+ |
∫
∆n∩{xn−1∈[δ,A]}
(gε(~x) − g0(~x)) dλ(~x)|. (22)
The last term goes to 0 by combining the bounded convergence theorem and Theorem 4.1.
Next, let M be such that ||f ||∞ < M∫
∆n∩{xn−1>A}
|gε(~x)| dλ(~x) < M
∫
∆n∩{xn−1>A}
E
(
1εxn−1<ln,ε
εn
lnn,ε
)
dλ(~x)
= ME
(∫
∆n
1A<xn−1<ln,ε/ε
εn
lnn,ε
dλ(~x)
)
=
M
n!
E(1ln,ε/ε>A
(
1−
(
εA
ln,ε
)n)
<
M
n!
P(ln,ε/ε > A)
By a similar computation, we get∫
∆n∩{xn−1>A}
|g0(~x)| dλ(~x) < M
n!
P(Ln > A)
Next, we control the second line of (22).∫
∆n∩{xn−1<δ}
|gε(~x)|dλ(~x) ≤ ME
(∫
∆n∩{xn−1<δ}
1xn−1<ln,ε/ε
εn
lnn,ε
dλ(~x), ln,ε/ε < δ
)
+ ME
(∫
∆n∩{xn−1<δ}
εn
lnn,ε
dλ(~x), ln,ε/ε > δ
)
=
M
n!
(
P(ln,ε/ε < δ) + δnE
(
εn
lnn,ε
, ln,ε/ε > δ
))
.
By a similar computation, we get∫
∆n∩{xn−1<δ}
|g0(~x)|dλ(~x) ≤ M
n!
(
P(Ln < δ) + δnE( 1Lnn
, Ln > δ)
)
.
Collecting the previous bounds, using the fact that ln,ε/ε =⇒ Ln and the bounded convergence
theorem yield that for every δ < A ∈ (0,∞)
lim sup
ε↓0
∣∣∣∣∫
∆n
(gε(~x) − g0(~x)) dλ(~x)
∣∣∣∣ ≤ 2Mn!
(
P(Ln ≥ A) + P(Ln < δ) + δnE( 1Lnn
, Ln > δ)
)
(23)
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Since Ln is distributed as a Gamma random variable with parameter (n+ 1, 2), we have
lim sup
δ→0
δnE(
1
Lnn
, Ln > δ) = 2
n
n!
lim sup
δ→0
δn
∫ ∞
δ
e−2xdx
= 0.
Taking the limit δ → 0 and A→∞ in (23) yields the desired result.
We now characterize the distribution of the vector (Hi, i ∈ {1, . . . , n− 1)).
Lemma 5.3. The r.v. (Hi, i ∈ {1, . . . , n− 1}) are i.i.d. uniformly distributed on [0, 1].
Proof. Recall that Ln is a Gamma r.v. with parameter (n+ 1, 2) and that conditional on Ln,
the {U(i)}n−1i=0 form the reordering of n independent uniform random variables {Ui}n−1i=0 on the
interval [0,Ln]. So the (n+ 1)-tuple (U0, . . . ,Un−1,Ln) has measure on Rn+1
2n+1
n!
exp(−2L)LndL × du0
L
10<u0<L × · · · ×
dun−1
L
10<un−1<L,
that is, (U0, . . . ,Un−1,Ln) has a density equal to 2n+1n! e−2L on the following subset of Rn+1+
A := {(u0, . . . , un−1, L) : ∀i, 0 < ui < L}.
Now there are n! pairwise disjoint {Ai}n!i=1 open subsets of A corresponding to the n! possible
orderings of (u0, . . . , un−1) and whose union coincides with A λ-a.e. In addition, on each Ai,
the map
Ai → Rn+1+
(u0, . . . , un−1, L) 7→ (u(0), u(1) − u(0), . . . , u(n−1) − u(n−2), L− u(n−1))
is a C1-diffeomorphism with jacobian equal to 1 in absolute value. As a consequence, the
(n+1)-tuple (U(0),U(1)−U(0), . . . ,U(n−1)−U(n−2),U(n)−U(n−1)), where we have set U(n) := Ln
has a density on Rn+1+ equal to
2n+1e−2L =
n∏
i=0
2 e−2(u(i)−i(i−1)),
(denoting u(−1) = 0), which proves that these r.v. are i.i.d. exponential with parameter 2.
Now observe that for any σ ∈ [0, 1] and 0 < a < b,
P (sup{M(x), x ∈ [a, b]} ≤ σ) = exp
(
−(b− a)
∫ 1
σ
2ds
s2
)
= exp
(−2(b− a) (σ−1 − 1)) .
From the fact that M is a coalescent point process, for every (n− 1)-tuple {σi}n−1i=1 of [0, 1],
P
(
sup{M(x), x ∈ [U(i−1),U(i)]} ≤ σi, ∀i
)
= E
(
n−1∏
i=1
exp
(−2(U(i) − U(i−1)) (σ−1i − 1))
)
=
n−1∏
i=1
∫ ∞
0
dx 2e−2x exp
(−2x (σ−1i − 1))
=
n−1∏
i=1
σi,
where we have used that {U(i) − U(i−1)}n−1i=1 is a vector of i.i.d. exponential random variables
with parameter 2.
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5.2 Averaged Conditional Sampling
We now consider the simpler conditional sampling scheme, namely we consider a uniform
sample of n individuals and condition its genealogy to coalesce at a depth smaller than ε. In
other words, we consider Tn < Tn−1 < · · · < T2 the successive jump times in the n-Kingman
coalescent and we define (T εi , i ∈ {2, · · · , n}) as the (n − 1)-tuple (ε−1Ti, i ∈ {2, · · · , n})
conditional on the event {T2 < ε}.
Theorem 5.4. As ε → 0, the ranked coalescence times (T εi , i ∈ {2, · · · , n}) converge to the
order statistics of n− 1 i.i.d. uniformly distributed random variables on (0, 1).
Proof. For any i ≥ 2 set ai := i(i − 1)/2 and let 0 < tn < tn−1 < · · · < t2 < 1. Then setting
Tn+1 := 0, we get
P
(
ε−1Ti ∈ dti, 2 ≤ i ≤ n
)
= P
(
ε−1(Ti − Ti+1) ∈ dti − ti+1, 2 ≤ i ≤ n
)
=
n∏
i=2
P (Ti − Ti+1 ∈ εdti − εti+1)
=
n∏
i=2
aiε e
−aiε(ti−ti+1)dti.
Integrating this last equation, it is not hard to show that as ε→ 0, P (T2 < ε) ∼ εn−1 (
∏n
i=2 ai) /(n−
1)!, a result that can also be obtained by taking the Laplace transform of T2 and by applying
a Tauberian theorem. This shows that as ε→ 0,
P (T εi ∈ dti, 2 ≤ i ≤ n) = P
(
ε−1Ti ∈ dti, 2 ≤ i ≤ n|T2 < ε
)
∼
∏n
i=2 aiε e
−aiε(ti−ti+1)dti
εn−1
∏n
i=2 ai/(n− 1)!
−→ (n− 1)!
n∏
i=2
dti,
which terminates the proof.
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