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If a continuous function on a completemetric space has approximate roots and in a uniform
manner at most one root, then it actually has a root. We validate this heuristic principle in
Bishop-style constructive mathematics without countable choice, and thus can shed some
more light on the role played by the completion when it comes to solving equations.
© 2009 Elsevier Inc. All rights reserved.
1. Preliminaries
This paper, which extends [40], is conceived in the realm of Bishop’s constructivemathematics [11,12,15,16]. As compared
with the—thendubbed classical—customaryway of doingmathematics, the principal characteristic of the framework created
by Bishop is the exclusive use of intuitionistic logic, which allows to view Bishop’s setting as a generalisation of classical
mathematics [33].
Moreover, we follow [34] in performing constructive mathematics à la Bishop without countable choice. For a discussion
of this approach with references we refer to [38]; see also [37] for early observations in the context of the present paper.
Doing without countable choice is further indispensable because we want our work to be expressible in the constructive
Zermelo–Fraenkel set theory (CZF) begun in [1]: countable choice does not belong to CZF. Details on this and onCZF in general
can be found in [3,32].
In the sequel, however, wewill repeatedly use the principle of unique choice, otherwise called the principle of non-choice.
This says that if R ⊆ A × B is a relation such that for each a ∈ A there is a uniquely determined b ∈ Bwith (a, b) ∈ R, then there
is a function f : A → B with (a, f (a)) ∈ R for every a ∈ A. By the function-as-graphs paradigm common to set theory, unique
choice is trivial also in CZF: the given relation is already the desired function.




be a metric space with at least one point. We often suppose
that S is complete—or even that it is compact in the sense of Bishop: that is, totally bounded and complete. (Until we adopt a
different deﬁnition, completeness means that every Cauchy sequence converges.) Also, let δ, ε, η, ρ and x, y, z always denote
positive rational numbers and points of S, respectively. Note that x /= y stands for d (x, y) > 0, which is to say that d (x, y) ≥ δ
for some δ. Furthermore, let F : S → R denote a non-negative continuous function. It will be speciﬁed as occasion demands
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whether F is supposed to be sequentially, pointwise, or uniformly continuous. The way in which these notions are related to
each other is recalled with references in [39].
2. Problems
The conditional existence problem
If infx∈S F (x) = 0, is there any ξ ∈ S with F (ξ) = 0?
subsumes, with F (x) = d (y, x) − dist (y, S), the search for the best approximations in S to a point y of a metric space T
comprising S as a subspace. A best approximation, namely, is nothing but a point of S at which the uniformly continuous




) = infx∈S d (y, x) can be computed for each y ∈ T . This, however, does notmean that a best approximation can always
be constructed even if S is compact—see below.
An alternative formulation of the existence problem we are looking at is
If F (x) = 0 has approximate solutions in S, does it have an exact solution in S?
In more logical terms, the problem consists in the validity of the uniformity principle
∀ε > 0 ∃x ∈ S (F (x) < ε) ⇒ ∃ξ ∈ S ∀ε > 0 (F (ξ) < ε).
Given the antecedent of this implication, a natural ﬁrst attempt to obtain its consequent is to choose—by countable
choice—a sequence (xn) in Swith F (xn) < 1/n for every n. In classical analysis, one can proceed by saying that if S is compact,
then (xn) has a cluster point ξ in S, for which F (ξ) = 0 if, in addition, F is sequentially continuous. To do so, one needs the
Bolzano–Weierstrass theorem (BWT): every sequence in a compact metric space has a cluster point.
By a consequence of BWT, the minimum theorem (MIN) which says that every continuous function on a compact metric
space has a minimum, the problem considered above would anyway have been solved with a single stroke of the pen.
However, MIN and thus BWT are essentially non-constructive. We refer to [39] for an outline of this, including references.
The non-constructive character of MIN notwithstanding, there is a constructive proof [15, Chapter 2, Theorem 4.5] that
infx∈S F (x) can be computed whenever F is uniformly continuous, and S is totally bounded. So the question remains under
which circumstances our problem allows for a constructive solution. In other words, when does a uniformly continuous
function on a compact metric space have a minimum: that is, attain its inﬁmum?
3. Solutions
3.1. With countable choice
A function F : S → Rwith inf F = 0 has uniformly at most oneminimum [39] if
∀δ ∃ε ∀x, y (F (x) < ε ∧ F (y) < ε ⇒ d (x, y) < δ)
or, equivalently,
∀δ ∃ε ∀x, y (d (x, y) ≥ δ ⇒ F (x) ≥ ε ∨ F (y) ≥ ε).
(To see this equivalence, consider the function (x, y) → F (x) + F (y).) If F has uniformly at most one minimum, then F has at
most oneminimum [8]: that is,
∀x, y (x /= y ⇒ F (x) > 0 ∨ F (y) > 0).
By substituting F − c for F , one can adapt the deﬁnition of “F has (uniformly) at most oneminimum” to the case of a function
F : S → Rwith arbitrary inﬁmum c ∈ R.
If F has at most one minimum, then the point—if it exists—at which F attains its inﬁmum 0 is uniquely determined:
∀x, y (F (x) = 0 ∧ F (y) = 0 ⇒ d (x, y) = 0).
If F has uniformly at most one minimum, then the unique ξ ∈ S with F (ξ) = 0 (if there is any) is even a strong minimum
[8]: that is,
∀δ ∃ε ∀x (F (x) < ε ⇒ d (x, ξ) < δ).
Conversely, if F has a strong minimum, then F has uniformly at most one minimum.
LetS beacompletemetric space, andF : S → Rasequentially continuous functionwith inf F = 0.As recalled inProposition
2.2 of [39], if F has uniformly at most one minimum, then F has a minimum: that is, attains its inﬁmum 0. (This is analogous
to the rule from [24, Theorem 4.4].) The argument starts as in the classical argument discussed before: by inf F = 0 one
can choose—notably by countable choice—a sequence (xn) in S with F (xn) < 1/n for every n. Now one can proﬁt from the
additional hypothesis that F has uniformly at most one minimum, which ensures that (xn) is a Cauchy sequence. Since S is
complete, the sequence (xn) has a limit ξ in S, for which F (ξ) = 0 by the sequential continuity of F .
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Being essentially folklore, this argument has some history. The presumably ﬁrst printed occurrencewith uniform unique-
ness is Theorem 4 of Lifschitz’s [28], of which there is no proof in the English translation of the Russian original from 1971.
Kreinovich [26] also refers to a related metatheorem by M.G. Gelfond from 1972. The work Bridges did in the 1980s was
centred around non-uniform uniqueness; see [14] for an overview and for references. To our knowledge, the next occurrence
of the argument with uniform uniqueness is Problem 10, due to Aczel, in Chapter 2 of Bridges and Richman’s [15]. Uniform
uniqueness was then used intensively by Kohlenbach from the early 1990s [24], ﬁrst in the context of best approximations;
see the survey [25].
To be more precise on the latter, with the rules from [24, Section 4] a formal classical proof of non-uniform uniqueness
is converted into a formal constructive proof ﬁrst of uniform uniqueness (actually of the presence of a so-called modulus of
uniqueness), and next of the existence of a solution, which, ﬁnally, is seen to be a continuous function of the parameters. In
each of those rules, a choice principle for quantiﬁer-free formulas and the weak König lemma are eliminated.
Unique existence is of current use in two further settings. First, Brattka [13] deals with the Hahn–Banach theorem in
computable analysis à laWeihrauch [48] along the lines of themetatheorem according towhich the solution of a computable
equation is computable provided that it is uniquely determined. (In this context it is noteworthy that Bauer [4] and Lietz
[27] have clariﬁed, by way of realisability, how existence and computability in the sense of constructive mathematics and
computable analysis, respectively, correspond to each other.) Secondly, Taylor constructs unique minima of functions on the
unit interval in the real analysis initiated by Bauer and Taylor [5,44] within the latter’s abstract Stone duality.
In both cases non-uniform uniqueness sufﬁces because a Heine–Borel theorem is available. As the author has shown in
[39], Brouwer’s fan theorem for decidable bars is equivalent to the statement that if a uniformly continuous function on a
compact metric space has at most one minimum, then it has uniformly at most one minimum. (One half of this equivalence
corresponds to the rule from [24, Theorem 4.3].) This classiﬁcation in the spirit of constructive reverse mathematics—as
practised by Ishihara [20–22] and others [6,7,10,29,45]—sharpens an earlier result the author has obtained jointly with
Berger and Bridges [8] (see also [9,23,42]).
By the argument sketched before, one obtains a constructive solution, which a fortiori is unique, of the aforementioned
problem under the additional hypothesis that F has uniformly at most oneminimum. Even if S fails to be complete, the given
data are converted—by a simple invocation of countable choice—into an element of the completion of S: namely, into the
Cauchy sequence (xn) in S. This observation gave us the ﬁrst clue of how to get by without choice.
3.2. Without countable choice
LetR denote the set of Dedekind reals understood—as in [34]—as (located) lower cuts inQ. Before introducing any further
notation we prove the following key lemma.
Lemma 1. Let S be a metric space and F ,G : S → R. The two statements
(£) ∀δ ∃ε ∀x, y (F (x) < ε ∧ G (y) < ε ⇒ d (x, y) < δ)
($) ∀z ∀δ ∃ε ∀x, y (F (x) < ε ∧ G (y) < ε ⇒ ∣∣d (x, z) − d (y, z)∣∣ < δ)
are equivalent whenever inf F = 0 and F has uniformly at most one minimum.
Proof. First, (£) implies ($) because
∣∣d (x, z) − d (y, z)∣∣ ≤ d (x, y). To deduce (£) from ($), let δ be given. Since F has uniformly
at most one minimum, there is η such that
∀x, z (F (x) < η ∧ F (z) < η ⇒ d (x, z) < δ/3).
For this η there is z with F (z) < η because inf F = 0, for which z by ($) there is ε ≤ η with
∀x, y (F (x) < ε ∧ G (y) < ε ⇒ ∣∣d (x, z) − d (y, z)∣∣ < δ/3).
Now if x and y are arbitrary with F (x) < ε and G (y) < ε, then
d (x, y) ≤ d (x, z) + d (y, z) ≤ 2d (x, z) + ∣∣d (x, z) − d (y, z)∣∣ < 2δ/3 + δ/3 = δ
as required. 
Note that the implication from (£) to ($) does not require us to impose any condition on F .
We now recall from [34] the deﬁnition of the completion of S as the set Sˆ of all locations on S. (In [35] the wider concept
of a so-called locater was used.) Similar deﬁnitions were given before and after [17,19,30,31,36,43,46,47].
A location on a metric space S is a function f : S → R with inf f = 0 and
f (x) − f (y) ≤ d (x, y) ≤ f (x) + f (y). (1)
Note that the ﬁrst part of (1) is tantamount to
∣∣f (x) − f (y)∣∣ ≤ d (x, y). In particular, every location is Lipschitz continuous
with Lipschitz constant 1, and thus uniformly continuous. By the second part of (1) each location has uniformly at most one
minimum.
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) = sup ∣∣f − g∣∣ = inf (f + g).
We note in passing that R is a set in CZF [3]; more generally, if S is a set in CZF, then so is Sˆ, for it can be separated from
the set RS . To prove all this one only needs, in addition to exponentiation and (restricted) separation, a binary form of the
principle of fullness [18] (see also [2]).
Back to [34], the prototype location is
zˆ = d (z, · )
with z ∈ S, for which both parts of (1) are equivalents of the triangle inequality. This gives rise to the isometric embedding
S ↪→ Sˆ , z → zˆ.
We often identify a point z of S with its image zˆ in Sˆ, and the whole of S with the corresponding subspace of Sˆ. For all f ∈ Sˆ




) = f (z) ; (2)
whence every location on Smeasures the distance between itself and the points of S. Moreover, S is dense in Sˆ, and if S equals
Sˆ, then S is said to be complete. Needless to say, Sˆ is complete; in particular,R is complete, forR ∼= Qˆ.
The following facts about limits are hidden in the proof of [34, Theorem 4]. Let h : S → R and a ∈ Rwith
inf
x∈S
|h (x) − a| = 0. (3)
For every g : S → R and b ∈ R, we use
lim
h(x)→a
g (x) = b (4)
as a shorthand for
∀ε ∃δ ∀x (|h (x) − a| < δ ⇒ |g (x) − b| < ε). (5)
(In the speciﬁc case of S = R and h (x) = x this is nothing but limx→a g (x) = b.) In view of (3) the notation (4) is well-deﬁned
by (5), by which the limit—if it exists—is uniquely determined.
However, when does limh(x)→a g (x) exist in R for any given g : S → R? A necessary and sufﬁcient condition for the
existence of the limit is that g satisﬁes
∀ε ∃δ ∀x, y (|h (x) − a| < δ ∧ |h (y) − a| < δ ⇒ |g (x) − g (y) | < ε). (6)
It is indeed plain that (6) follows from (5) for any b ∈ R, whereas if (6) holds, then the subset L ofQ characterised by
r ∈ L ⇔ ∃s ∈Q [r < s ∧ ∃δ ∀x (|h (x) − a| < δ ⇒ s < g (x))]
is a lower cut inQ deﬁning b ∈ Rwith limh(x)→a g (x) = b.
With this concept of a limit, every f ∈ Sˆ satisﬁes
f (x) = lim
f (y)→0
d (x, y) , (7)
which is an immediate consequence of (1). Each ϕ : S → T that is uniformly continuous on bounded subsets extends uniquely







d (ϕ (x) ,w) (8)
for every w ∈ T . This ϕˆ, too, is uniformly continuous on bounded subsets, and if S = Sˆ and T = Tˆ , then ϕˆ = ϕ.
Having at hand all this material from [34], we can solve our problemwithout countable choice. The heuristics are to focus
ﬁrst on the simpler problem of locating the root of a location. One ends up with the observation that every location is—in a
certain sense—its own root. This is almost trivial if S is complete: if S = Sˆ, then each location is of the form zˆ = d (z, · ) for a













f (x) , 0
) = lim
f (x)→0





are particular instances of (2) and (8), respectively. Although the functions whose roots we are interested
in are not quite locations, the trick is to act as if they were, and to use suitable analogues of (7) and (9).
Lemma 2. Let F : S → R be a function on a metric space S with inf F = 0. If F is uniformly continuous and has uniformly at most
one minimum, then
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fF (x) = lim
F(y)→0
d (x, y)




Proof. In the case F = G of Lemma 1, condition (£) amounts to say that F has uniformly at most one minimum, whereas
condition ($) means that limF(y)→0 d (x, y) exists for every x. Since this limit is uniquely determined by x, unique choice
sufﬁces to obtain the function fF .
We now show that fF is a location on S. Note ﬁrst that inf fF = 0 amounts to
∀δ ∃x ∃ε ∀y (F (y) < ε ⇒ d (x, y) < δ).
To verify the latter, let δ be given. Since F has uniformly at most one minimum, there is ε with
∀δ ∃ε ∀x, y (F (x) < ε ∧ F (y) < ε ⇒ d (x, y) < δ).
For this ε there is x with F (x) < ε because inf F = 0. Now if also F (y) < ε, then d (x, y) < δ as required.
Next, both parts of (1) are immediate consequences of the triangle inequality:
fF (y) − fF (z) = lim
F(x)→0
(
d (x, y) − d (x, z)) ≤ d (y, z) ,
d (y, z) ≤ lim
F(x)→0
(
d (x, y) + d (x, z)) = fF (y) + fF (z).





















of which the ﬁrst three steps are analogous to (9) and the last one amounts to
∀ε ∃δ ∀x (fF (x) < δ/2 ⇒ F (x) < ε
)
.
To verify the latter, let ε be given. By the uniform continuity of F , there is δ with
∀x, y (d (x, y) < δ ⇒ ∣∣F (x) − F (y)∣∣ < ε/2).
For this δ let x be such that fF (x) < δ/2. By the deﬁnition of fF (x), there is ρ ≤ ε/2 with
∀y (F (y) < ρ ⇒ ∣∣d (x, y) − fF (x)
∣∣ < δ/2).
By virtue of inf F = 0 there is y with F (y) < ρ. For this y we have
d (x, y) ≤ fF (x) +
∣∣d (x, y) − fF (x)
∣∣ < δ/2 + δ/2 = δ
and thus
F (x) ≤ F (y) + ∣∣F (x) − F (y)∣∣ < ε/2 + ε/2 = ε
as required. 
Example 3. Let S ⊆ R and ξ ∈ R such that ξ belongs to the closure of S. For any given k ≥ 1, if F : S → R is deﬁned by F (x) =
|x − ξ |k, then
fF (x) = lim
F(y)→0
d (x, y) = lim
y→ξ d(x, y) = d(x, ξ) = |x − ξ |.
In particular, fF = F precisely when k = 1, which is the only case in which F is a location.
Remark 4. If F ∈ Sˆ, then fF = F. If F ,G : S → R are uniformly continuous functions with inﬁmum 0 each of which has uniformly
at most one minimum, then fF = fG precisely when
∀δ ∃ε ∀x, y (F (x) < ε ∧ G (y) < ε ⇒ d (x, y) < δ). (10)
Proof. While the ﬁrst assertion is a reformulation of (7), the second follows from Lemma 1. In fact, (10) is nothing but (£),
and fF = fG is easily recognised as an equivalent of ($). 
Theorem 5. Let F : S → R be a uniformly continuous function on a complete metric space S. If inf F = 0 and F has uniformly at
most one minimum, then there is ξF ∈ S with F (ξF ) = 0.
Proof. The existence of the desired solution is ensured by the special case S = Sˆ of Lemma 2, in which F = Fˆ and fF is a point
ξF of S. 
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Literally as in [39], Theorem 5 can be extended to the more general case of an equation F (x,u) = 0 depending on a
parameter u varying over yet another metric space T . For the sake of a complete presentation we include this result, and its
short proof. The step from Theorem 5 to Corollary 6 is analogous to the one from Theorem 4.4 to Corollary 4.5 of [24].
If F : S × T → R is such that for each individual u ∈ T there is exactly one ξF (u) ∈ S with F (ξF (u) ,u) = 0, then—by unique
choice—there is a mapping ξF : T → S with F (ξF (u) ,u) = 0 for all u ∈ T . This is the case if S is complete and F ( · ,u) : S → R
is as F is in Theorem 5.
Corollary 6. Let S and T be metric spaces with S complete, and F : S × T → R such that F ( · ,u) : S → R is uniformly continuous
with infx∈S F (x,u) = 0 for each u ∈ T . If
∀δ ∀u ∃ε ∀v ∀x, y (d (u, v) < ε ∧ F (x,u) < ε ∧ F (y, v) < ε ⇒ d (x, y) < δ), (11)
then there is a pointwise continuous ξF : T → S with F (ξF (u) ,u) = 0 for all u ∈ T . If even
∀δ ∃ε ∀u, v ∀x, y (d (u, v) < ε ∧ F (x,u) < ε ∧ F (y, v) < ε ⇒ d (x, y) < δ), (12)
then ξF is uniformly continuous.
Proof. Note ﬁrst that (12) implies (11): they differ from one another only by the order of the quantiﬁers ∃ε and ∀u. The case
u = v of (11) says that F ( · ,u) has uniformly at most one minimum; whence it is as F is in Theorem 5. Arguing as before, we
obtain a mapping ξF : T → S with F (ξF (u) ,u) = 0 for all u ∈ T . The case x = ξF (u) and y = ξF (v) of (11) ﬁnally says that ξF is






denote the set of all the uniformly continuous functions F : S → R with inf F = 0 such that F has uniformly at




is a set one needs the same principles of CZF as in the case of Sˆ; see above.) Deﬁne the
relation ≈ on 	 (S) by setting
F ≈ G ⇔ ∀δ ∃ε ∀x, y (F (x) < ε ∧ G (y) < ε ⇒ d (x, y) < δ).




) → Sˆ , F → fF




as a cross section, and satisﬁes
F ≈ G ⇔ fF = fG (13)
for all F ,G ∈ 	 (S). In particular, this mapping induces a bijection between 	 (S) / ≈ and Sˆ.






/  where 
 (S) denotes the set of all Cauchy sequences in S, and the relation  on 
 (S) is deﬁned by setting
(xn)  (yn) ⇔ lim
n→∞d(xn, yn) = 0.
From a choice-free perspective the congenital defect of the latter deﬁnition is that, unless one puts in additional data such
as a modulus of convergence (see, for instance, [41]), one needs countable choice already for showing that the completion is
complete. This is the reason why in every setting without choice a deﬁnition without sequences is to be preferred for whose
completeness proof no choice is required; Dedekind cuts and, more generally, locations are methods of this sort.
The results of this paper give rise to two more observations in favour of locations and against sequences. First, some
historical priority can now be claimed for locations. The need for a completion was presumably ﬁrst prompted by the
problem of solving yet unsolvable equations, such as x2 = 2 in the rational numbers, rather than by the desire, arising much
later, that every Cauchy sequence have a limit. Secondly, only by considering the completion as deﬁned by locationswe could
achieve a better understanding of why uniform uniqueness prompts existence, which would hardly have happened if the
sequential completion had not been renounced.




/ ≈ and 
 (S) /  follow the same pattern, not uncommon to
mathematics, with which problems of a certain sort are forced to have a solution. A necessary precondition for applying this
method is that every problem has at most one solution. One ﬁrst forms the set  of all the problems under consideration;
next conceives an equivalence relation∼ such that p ∼ q precisely when the solutions of p and q coincide; and ﬁnally deﬁnes
the set  of solutions as / ∼. To solve a problem it now sufﬁces to apply the projection mapping  → , which indeed
assigns to each problem its solution.
The only nontrivial step in this process—if there is any—is to ﬁnd a suitable equivalence relation ∼ with nothing at hand
but a certain idea of what it means to be a solution, or at least of when two problems have the same solution. Apart from
these heuristics, for the very deﬁnition of ∼ one cannot use the precise concept of a solution, which at this stage is yet to
be deﬁned. Note that the latter requirement is met in both cases considered above: the deﬁnitions of ≈ and  are indeed
independent of any talk of a completion.
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