Abstract. We provide some square-free criteria for primitive polynomials over unique factorization domains, which do not make use of derivatives or discriminants. Using some ideas of Ostrowski we establish nonvanishing conditions for determinants of matrices with polynomial entries and deduce squarefree criteria for polynomials in several variables.
Introduction
In many applications it is desirable to know if a given polynomial is square-free. For instance, a square matrix is diagonalizable if the characteristic polynomial is square-free. One of the most important uses of derivatives in the study of polynomials consists in the investigation of their multiple factors. A fundamental result in this direction is that given two nonconstant polynomials f and g with coefficients in a unique factorization domain of characteristic zero, g irreducible, then g 2 divides f if and only if g divides f and f (see [16] ). An equivalent result is that a polynomial over a unique factorization domain of characteristic zero has a repeated nonconstant factor if and only if its discriminant is zero. It is also well known that if K is a field and F an extension of K, then a polynomial f ∈ K[X] has c ∈ F for a multiple root if and only if f (c) = f (c) = 0 (see [6] ). For an account on the theory of separable polynomials over commutative rings, the reader is referred to DeMeyer [1] , [2] , Janusz [5] Nagahara [8] , [9] , Harrison and McKenzie [4] , and McKenzie [7] . Some inconveniences in the use of derivatives over domains of characteristic p = 0 are due to the fact that the derivative of any polynomial f ∈ R[X p ] is zero. In this paper we consider primitive polynomials over a unique factorization domain R, and in this framework we first give a square-free criterion for primitive polynomials f ∈ R[X], which does not make use of derivatives or discriminants. Thus, instead of searching for the common factors of f and its derivative, we fix an arbitrary integer m ≥ 2 and look for those polynomials g m with deg g = deg f − 1, which are not divisible by f . We then obtain some square-free criteria for polynomials over unique factorization domains of characteristic 2, in terms of the prime factorization of their coefficients. By using some ideas of Ostrowski [13] , we establish in the final section some nonvanishing conditions for determinants of matrices with polynomial entries, and then deduce some square-free conditions for polynomials in several variables over fields of characteristic 2, which are expressed only in terms of the degrees of their coefficients.
Square-free criteria over unique factorization domains
The square-free criteria for polynomials over unique factorization domains derived in this section are inspired by the following square-free criterion for positive integers: Let m ≥ 2 be a fixed, arbitrarily chosen integer. An integer n > 1 is square-free if and only if n a m for each integer a with √ n ≤ a < n. This claim can be proved as follows. Assume n is square-free, that is, n = p 1 · · · p k with k ≥ 1 and p 1 , . . . , p k distinct primes. Then for every integer a with √ n ≤ a < n, n cannot divide a m , since this would force n to divide a. Conversely, assume n = p
k with at least one of the exponents strictly bigger than 1, say n 1 ≥ 2, and take a = n/p 1 . The multiplicity of p 1 in the prime decomposition of a m is m(n 1 − 1), which is at least n 1 , since m ≥ 2 and n 1 ≥ 2 . Therefore n divides a m , and obviously √ n ≤ a < n. This is the kind of example suggesting the fact that one may search for some information on the factorization of an element x in a domain R, by looking not at the elements dividing x or at the elements that x divides, but rather at those elements of R which are not divisible by x.
Next we present a polynomial analogue of the above result. i) The polynomial f is square-free over R.
irreducible and pairwise nonassociated in divisibility. Assume there is a polynomial g ∈ R[X] with deg(g) = n − 1, such that f divides g m . Then each one of the p i 's will divide g, and hence f will divide g, which is impossible since deg(g) = deg(f ) − 1.
ii) ⇒ i) Assume to the contrary that f = p
irreducible and pairwise nonassociated in divisibility, with at least one of the exponents strictly bigger than 1, say n 1 ≥ 2. Then, the multiplicity of p 1 in the canonical decomposition of (f/p 1 ) m is m(n 1 − 1), which is at least n 1 , since m ≥ 2 and n 1 ≥ 2. 
as a homogeneous system in the indeterminates c 0 , . . . , c (p−1)n−p and b 
Remarks and examples
1) The shape of M (n, p) depends on the residue class of n modulo p. For instance if p = 2 and k ≥ 1, after a permutation of the columns we find
.
In (3.1) one has k columns with odd subscripts and k − 1 columns with even subscripts, while in (3.2) there are k columns with odd subscripts and also k columns with even subscripts. For a polynomial f (X) = a 0 + a 1 X + · · · + a n X n we let
By (3.1) and (3.2) we see that if a n a n−1 = 0, then 
. . , a n .
Example 3.1. Let R be a unique factorization domain of characteristic 2. Then each of the following polynomials are square-free over R:
. . = a 2k = 0 and arbitrary a 1 , . . . , a 2k−1 .
The following polynomials with integer coefficients are square-free:
For the proof of i) consider the polynomial Xf(X), which is square-free by (3.2) since all the entries above the main diagonal are zero; ii) in this case, if we interchange in (3.2) the blocks of columns with odd and even subscripts, we see that all the entries above the main diagonal are zero; iii) follows by looking again at the polynomial Xf(X), which is now square-free by (3.1), since all the entries below the main diagonal are zero; iv) consider the polynomialf obtained by reducing modulo 2 the coefficients of f ; if we add the first k − 1 columns to the corresponding last k − 1 columns in (3.1), we obtain all the entries in the main diagonal equal to 1 mod 2 and all the entries above the main diagonal equal to 0 mod 2; v) consider again the polynomialf obtained by reducing modulo 2 the coefficients of f ; the conclusion follows from (3.2) by adding the block of columns with odd subscripts to the one with even subscripts, thus making 1 mod 2 all the entries in the main diagonal, while all the entries above the main diagonal become 0 mod 2. 
is square-free modulo 3 in each one of the following cases:
2) 3|a 0 , 3|a 2 , 3|a 4 , 3 a 3 , a 1 ≡ 1 mod 3 and a 5 ≡ 2 mod 3, 3) 3|a 0 , 3|a 2 , 3|a 4 , 3 a 3 , a 1 ≡ 2 mod 3 and a 5 ≡ 1 mod 3.
Further square-free criteria
One way to derive bounds for the multiplicities of the factors, in particular square-free criteria for some classes of polynomials over unique factorization domains, is to consider the resultant between two derivatives of different order of a given polynomial, and then make use of certain nonvanishing conditions for determinants. Another way to obtain square-free criteria is to provide certain nonvanishing conditions for determinants, and apply them to the matrix M (n, p). In this respect, let R be a unique factorization domain and q a prime element of R. For a nonzero element x ∈ R we shall denote by ω q (x) the exponent of q in the prime decomposition of x (ω q (0) = ∞). The results in this section rely on the following basic lemma. 
then det(A) = 0. The same conclusion holds if we replace (4.1) by one of the following three conditions:
Proof. For every permutation τ of {1, . . . , n} with τ = σ, the corresponding term x τ = a 1τ (1) · · · a nτ (n) appearing in the formula of det(A) must contain at least one element a τ −1 (i)i with τ −1 (i) > σ −1 (i). By (4.1), for such an index i one has ω q (a σ −1 (i)i ) < ω q (a τ −1 (i)i ). Since for each one of the remaining indices k we either again have τ
. Therefore ω q (x σ ) < ω q (x τ ) for every τ = σ, which prevents det(A) to be zero. The proof is similar if we replace (4.1) with (4.2). In the third case we see that for every permutation τ = σ, the corresponding term x τ in the formula of det(A) must contain at least one element a iτ (i) with τ (i) < σ(i). By (4.3), for such an index i one has ω q (a iσ(i) ) < ω q (a iτ (i) ), and for each one of the remaining indices k we either again have τ (k) < σ(k) and hence ω q (a kσ (k) 
which as before, prevents det(A) from vanishing. The proof is similar in the fourth case.
One may obviously apply Lemma 4.1 to the discriminant of a given polynomial f , and then read the nonvanishing conditions for the discriminant as inequalities between the multiplicities of a given prime q in the canonical decomposition of the coefficients of f . As for our matrix M (n, p), the simplest square-free criteria appear when we consider polynomials over unique factorization domains of characteristic 2 and use Lemma 4.1 with σ = id.
Proposition 4.2. Let R be a unique factorization domain of characteristic
2, f (X) = a 0 + a 1 X + · · · + a 2k X 2k ∈ R[X] a
primitive polynomial of even degree, and q a prime element of R. In each one of the following four situations, the polynomial
f is square-free over R:
In particular, f is square-free over R in the following cases:
Proof. For σ = id., the inequalities (4.1 )-(4.4) become
respectively. The conclusion in the cases i)-iv) follows using (3.1) and applying to M (2k, 2) the conditions (4.5 )-(4.8), respectively.
For polynomials of odd degree we have the following result.
Proposition 4.3. Let R be a unique factorization domain of characteristic
a primitive polynomial of odd degree, and q a prime element of R. In each one of the following four situations, the polynomial f is square-free over R:
Proof. The conclusion in the cases i)-iv) follows using (3.2) and applying to M (2k + 1, 2) the conditions (4.5 )-(4.8), respectively.
Square-free criteria for polynomials in several variables
Among the criteria for nonvanishing of determinants, one of the most famous is given by Hadamard's Theorem [3] : If the elements of an n × n complex matrix A = (a ij ) satisfy the inequalities |a ii | > j =i |a ij | for each i = 1, . . . , n, then det(A) = 0. A complete bibliography of this theorem is contained in [15] . Other conditions for the nonvanishing of a determinant were obtained by Ostrowski in [10] - [14] , using only the moduli of the elements of an n × n complex matrix A = (a ij ) and some simple combinations of these moduli. The results of Ostrowski use essentially the expressions:
One criterion derived in [13] , which generalizes Hadamard's Theorem, is that det(A) = 0 if for an arbitrarily chosen fixed α, 0 ≤ α ≤ 1, we have
As to R i,s and C i,s , the corresponding criterion derived in [12] is that det(A) = 0 if
for a fixed but arbitrary choice of p ≥ 1 and q ≥ 1 such that 1/p + 1/q = 1, and the criterion obtained on replacing R i,p by C i,p . For q = 1 we have p = ∞, and (5.2) becomes
In this final section we adapt the method employed by Ostrowski [13] to prove (5.1), in order to provide nonvanishing conditions for determinants with polynomial entries, and then apply them to the matrix M (n, p) in order to obtain some square-free criteria for polynomials in several variables over a given field. We use the following notation. Let K be a field and r ≥ 1 a fixed integer. For any index l ∈ {1, . . . , r} and any polynomial f (X 1 , . . . , X r ) ∈ K[X 1 , . . . , X r ] we denote by deg X l f the degree of f viewed as a polynomial in X l with coefficients in K[X 1 , . . . , X l , . . . , X r ], where the hat means that the correspondent variable is missing. The correspondent of (5.1) for matrices with polynomial entries is given by the following lemma. 
Proof. It will be sufficient to prove the lemma for a ij ∈ K[X]. The conclusion will then follow by writing X for X l and by replacing the field K with the field generated by K and the variables X 1 , . . . , X r except for X l . We introduce a nonarchimedean absolute value | · | on K(X), as follows. We fix a real number ρ > 1, and for any polynomial F (X) ∈ K[X] we define |F (X)| by the equality
We then extend the absolute value | · | to K(X) by multiplicativity. Thus for 
n of which x m is a component of maximum absolute value. From the mth equation of (5.5) we obtain Case 2. α = 0. The conclusion follows by the above argument for the transposed of the matrix A.
Case 3. 0 < α < 1. Let us denote
for i = 1, . . . , n. Using this notation, the condition (5.3) reads
We may obviously assume that none of the products R i C i is zero, for otherwise one may rephrase the problem for a matrix of order less than n. Then, if det A = 0, the system (5.5) will have a nontrivial solution (
Fix an arbitrary i ∈ {1, . . . , n}. By (5.6) we obtain Proof. Use (3.1) and apply to M (2k, 2) the conditions (5.3).
For polynomials of odd degree we have the following result. 
then f is square-free over K[X 1 , . . . , X r−1 ].
Proof. Use (3.2) and apply to M (2k + 1, 2) the conditions (5.3).
