The surfaces of thin transmission electron microscopy (TEM) specimens of strained heterostructures can relax. The resulting bending of the lattice planes significantly influences high-angle annular dark field (HAADF) measurements. We investigate the impact by evaluating the intensities measured at the atomic columns as well as their positions in high-resolution HAADF images. In addition, the consequences in the diffraction plane will be addressed by simulated position averaged convergent beam electron diffraction (PACBED) patterns. The experimental column intensities and positions acquired from a strained Ga(P,As) quantum well (QW) embedded in a in a GaP matrix agree very well with frozen phonon contrast simulations, if the surface relaxation is taken into account by finite element relaxation. Neglecting the surface relaxation the As content of the QW can be significantly underestimated. Taking the effects into account correctly, we find that the lower interface of the investigated Ga(P,As) QW is atomically abrupt whereas the upper one is smeared out.
Introduction
Aberration corrected scanning transmission electron microscopy (STEM) has become an essential method in the field of materials science (Nellist et al., 2004; Krivanek et al., 2010) . In particular, the high-angle annular dark field (HAADF) technique was proven to be a valuable tool in addressing complex heterostructures due to the easily interpretable Z contrast (Pennycook, 1989) . Such heterostructures consist of various materials and therefore are usually strained (Tan et al., 2016; Wang et al., 2016; Xu et al., 2016) .
When an electron transparent transmission electron microscopy (TEM) sample is prepared from such a strained Tel +49 6421 28 25704; fax +49 6421 28935; e-mail: andreas.beyer@physik. uni-marburg.de heterostructure, the strain partially relaxes at the free surface (Gibson & Treacy, 1984; Treacy et al., 1985; De Caro et al., 1995) . This leads to a deformation at the surface and more importantly, a bending of the lattice planes. The strength of the bending depends on the sample geometry, that is the sample thickness and the widths of the constituent layers (Treacy et al., 1985) . The finite element (FE) formalism can be used to model the displacement fields for a given sample geometry (Rosenauer et al., 2006; De Caro et al., 1997) . The mistilt angle of the lattice planes with respect to perfect zone axis conditions can serve as a measure for the strength of the lattice plane bending (Grillo, 2009 ) as well as the lateral mean square displacement M of the atomic columns. The value M i for the i -th column is determined via:
wherex i andȳ i are the mean x and y coordinates of the respective atomic column, x k and x k are the coordinates of the k-th atom in this column and N denotes the number of atoms in this column. This bending significantly influences the intensity in conventional high-resolution (HR) TEM imaging (De Caro et al., 1997) as well as the positions of the atomic columns in the HR image, which influences strain mapping of strained quantum wells (Bierwolf et al., 1993; Jouneau et al., 1994; Walther et al., 1995; Tillmann et al., 2000) and islands (Tillmann et al., 1996) . Because the atoms along a column are no longer perfectly aligned, the channelling conditions change and the HAADF intensity will be influenced as well (Grillo, 2009 ). More to the point, the dechannelling effect of the electrons (Amali et al., 1997; Perovic et al., 1993; Cowley & Huang, 1992; Huang, 1947; Grillo, 2009) leads to a clear intensity deterioration at a strained interface (Yu et al., 2004; Beyer et al., 2017; Grillo, 2009) . The intensity change observed in simulated HAADF images across a strained GaP/GaAs interface perfectly correlates with the lateral displacement M . This can impede the characterisation of a sample, because the intensity change introduced by the surface relaxation can easily be misinterpreted as change of the chemical composition.
Often, the effect of surface relaxation is counter-balanced by averaging the intensity of an atomic column over a certain area, for example the Voronoi cell of each column, and therefore attributing the dechannelled intensity back to the respective column E et al., 2013) . However, because surface relaxation not only leads to a redistribution of the intensity in real space but also in reciprocal space, some intensity is scattered into lower angles. Therefore, even applying an averaging approach, intensity dips at the interface are observed (Grieb et al., 2012) , which could be compensated by combining measurements with different angular scattering ranges (Grieb et al., 2013) .
However, all averaging approaches may hide some information, which was present in atomic resolution HAADF images. Especially for materials consisting of elements with different properties, for example covalent radius or electronegativity, the introduced displacements of the atoms and the resulting change in intensity of the atomic columns are important. The correct treatment of the surface relaxation effects allows the investigation of the interfaces in more complex materials, where such additional static atomic displacements (SADs) are present, for example Ga(N,As) in GaP, (Ga,In)(N,As) in GaAs (Grieb et al., 2014) or (Ga,In)N in GaN . Recently we examined the effects of surface relaxation theoretically by simulated atomic resolution HAADF and low-angle annular dark field (LAADF) images .
Here we use the example of Ga(P,As) quantum wells (QWs) embedded in GaP to visualise these effects in experiments. We will show the influence of surface relaxation in real space by investigating the atomic column intensities as well as their positions in HAADF measurements. The impact on the scattering distribution in reciprocal space will be discussed via simulated position averaged convergent beam electron diffraction (PACBED) patterns. Furthermore, we will discuss the implications of the surface relaxation for different (S)TEM methods. We will show that the contrast simulations, taking into account the bending of the lattice planes, resemble the experiment very well.
Experimental
Ga(P,As) multi-QWs were grown via metalorganic vapour phase epitaxy (MOVPE) on GaP(100) substrate. The layer width of 11.7 nm and the As content of 65.5% were determined by modelling the 400 X-ray diffraction (XRD) rocking curves acquired in a Panalytical X Pert Pro system (PANalytical GmbH, Kassel-Waldau, Germany). The elastic constants and lattice parameters used were taken from (Vurgaftman et al., 2001) .
The TEM specimens were prepared by mechanical polishing utilising an Allied MULTIPREP system (Allied High Tech Products, Inc., Rancho Dominguez, California, United States). The crystallographic [001] direction was chosen as viewing direction. Subsequent argon ion milling was carried out in a GATAN PIPS (Gatan, Pleasanton, California, United States) until electron transparency was achieved. Hereby, the voltage was progressively reduced from 5 kV to a final value of 1.2 kV to minimise amorphous surface layers and damage of the thin specimens.
HAADF measurements were carried out in a double C Scorrected JEOL JEM 2200FS (JEOL [Germany] GmbH Freising, Germany) operating at 200 kV. An annular detector range from 73 to 174 mrad and a probe semiconvergence angle of 24 mrad were used. Series of 20 individual images were acquired and aligned nonrigidly using the Smart-Align software (Jones et al., 2015) to improve the signal-to-noise ratio. The image intensity was normalised to the intensity of the impinging beam applying the approach described in (He & Li, 2014) . The TEM sample thickness was determined to be 22 nm by comparing the normalised intensity in reference regions sufficiently far away (>20 nm) from the bent QW with adequate image simulations, as successfully performed for example in Beyer et al. (2016b) .
In order to account for the effect of surface relaxation, super cells modelling the sample geometry were created and relaxed via FE applying linear elastic theory. In these cells abrupt interfaces between barrier and QW were assumed. Within the QW the two different elements present on the group V sublattice, that is P and As, were distributed randomly. Due to the discrete number of atoms in the super cell, the As content is 65.9% instead of the 65.5%, which was determined via XRD. Additional SADs, caused by the two different elements, were taken into account by a subsequent valence force field (VFF) relaxation (Keating, 1966) . A model of the central part of the surface relaxed super cell is shown in Figure 1(A) . Periodic boundary conditions were applied along the y axis, whereas the cell was allowed to expand along the x and z directions. For the given sample geometry this results in a bulging out of the QW of z ß0.35 nm and a mistilt α ß10 mrad of the formerly straight lattice planes. In the right half of Figure 1(A) , the calculated displacements were multiplied by a factor of 5 for better visualisation. Because the sample thickness (22 nm) and the QW width (12 nm) are in a similar range, the surface relaxation is very prominent, as predicted for this case (Treacy et al., 1985) .The lateral mean square displacement of each lattice plane was calculated according to Eq. (1). The variation of the displacement across the QW is drawn in Figure 1 (B). In the centre of the QW the lateral displacement is zero, because the forces of the two opposing interfaces cancel out. Across the interfaces the displacements rise to a maximum of ß6 × 10 −4 nm 2 at a distance of ß4 nm away from the respective interface. Far away from the interfaces (>10 nm) the displacements decrease to zero again, which cannot be seen in the smaller section shown here. For the purely tetragonally distorted super cell, periodic boundary conditions were applied along y and z, only expansion along the x axis was allowed. Both constructed super cells, a purely tetragonally distorted one as well as an additionally surface relaxed one, served as input for multislice simulations. To this end, we used the frozen phonon approach implemented in the STEMsalabim package . Hereby, 7 different defoci with 10 independent phonon configurations were calculated to account for chromatic aberration and thermal diffuse scattering. The simulated images were convoluted by a Lorentzian source distribution with a width of 45 pm. Performing this simulation procedure, a nearly perfect agreement between simulation and experiment could be achieved for GaP (Beyer et al., 2016a) . Theoretical PACBED patterns were derived by averaging 400 simulated CBED patterns from one unit cell of the respective super cell.
Results
Here, we will illustrate the occurring effects using an experimental HAADF image. We will show that the experimental features are also found in the simulated images with good quantitative agreement. A quantitative comparison between simulation and experiment will be carried out for the intensities as well as the strain. In addition, we will discuss the scattering redistribution in the reciprocal space. Figure 2 shows a high-resolution HAADF image of the Ga(P,As) QW grown on GaP substrate. The [100] growth direction is oriented along the x axis and the electron beam transmits through the sample along the z axis, that is the crystallographic [001] direction. The As containing layer can be identified by its brighter contrast with respect to the surrounding GaP barriers due to its larger mean atomic number. The centre of the QW was tilted into zone axis condition utilising the convergent diffraction pattern. It is worth noting that the orientation alignment has to be carried out carefully, because the bending of the lattice planes results in apparent changes of the sample orientation across the field of view. A TEM sample thickness of 22 nm was derived by comparing the experimental intensity of the GaP barrier to thickness dependent frozen phonon simulations. At a sufficiently large distance from the QW (>10 nm), the Ga columns appear nearly circular symmetric with some residual astigmatism and the image exhibits a high contrast, which can be seen in more detail in the enlarged section shown in Figure 2 (B) and in false colour in Figure 2 (C), where the low-intensity features are better visible. The positions of the group III and V atomic columns are marked by circles. Due to the lower scattering power, the P atomic columns are barely visible. Two positions situated horizontally between two group III or two group V columns are marked by B III and B V , respectively. In this part of the image B III and B V appear equivalent. In contrast to this region, the Ga columns in the direct vicinity of the interface (<3 nm) appear blurred and elongated along the x direction. In combination with the aforementioned residual astigmatism, the atomic columns appear slightly inclined with respect to the x axis. An enlarged view of a unit cell from this region is depicted on a greyscale and in false colour in Figures 2(D) and (E), respectively. The 4-fold symmetry seems to be broken and the B III and B V positions are no longer equivalent. Taking a closer look at the QW itself reveals that the atomic columns appear blurred close to the upper and the lower interface, whereas the central part appears sharp. This change in the image contrast across the interface (i.e. sharp at a large distance from the QW (>10 nm)⇔ blurred at the interface⇔ sharp in the centre of the QW) follows the variations in displacements which are expected across the structure (c.f. Fig. 1B) .
However, in the experimental image it is not possible to prove that the changing image contrast and the elongated lattice planes are introduced by the lattice plane bending, because the surface relaxation will always be present. Complementary simulations, however, allow this because both purely tetragonally distorted and surface relaxed structures can be used as inputs. For illustration a model of the surface relaxed super cell is shown in Figure 1(A) . The simulated images derived from the purely tetragonally distorted and the surface relaxed cell with a sample thickness of 22 nm are shown in Figures 3(A) and (B) , respectively. The white rectangle in Figure 3(A) indicates the simulated region, the simulations were mirrored vertically and repeated along the y axis for better resemblance of the experimental data.
Comparing Figures 3(A) and (B), the reduced contrast in the latter becomes obvious. This can be seen in more detail in the enlarged unit cells shown in Figures 3(C) and ( Figure 3 to the experimental data presented in Figure 2 yields a very good qualitative agreement.
In the following, the simulation and experiment will be compared quantitatively using intensity profiles across the QW. Figure 4 depicts the respective profiles for the different positions within a unit cell, that is the group III atomic columns (Fig. 4A) , the group V atomic columns (Fig. 4B ) and the background positions in between the columns (Fig. 4C) . The intensity value of each atomic column is derived by averaging the intensity across a circular region with a diameter of 25 pm around the column centre, to compensate for inaccuracies in the determination of the peak centres. The size of the averaging circles is indicated by dashed circles depicted for example in Figure 3(D) . Subsequently the intensity of a lattice plane is derived by averaging the intensities of the associated atomic columns. The shaded area indicates the standard deviation of the intensity across the atomic columns of a lattice plane. The intensity profiles of the group III sublattice in Figure 4 (A) illustrate the influence of the lattice plane bending best, because the lattice sites are occupied by Ga only throughout the whole structure. Because the chemical composition remains constant across the QW, the changes in intensity are caused by the plane bending mainly. We find that the simulated intensity derived from the surface relaxed super cell (solid black line) is up to 20% reduced compared to the intensity derived from the purely tetragonally distorted cell (dashed black line). The maximum deviation can be found in the barrier, ß10 nm away from the centre of the QW, where the atoms are displaced the most (c.f. Fig. 1B) . The displaced atoms lead to dechannelling of the electron beam (Huang, 1947; Cowley & Huang, 1992; Perovic et al., 1993; Amali et al., 1997; Grillo, 2009 ) and accordingly to a reduced HAADF intensity at the positions of the atomic columns (Yu et al., 2004; Grillo, 2009; Beyer et al., 2017) . Additionally, the displaced atomic columns lead to increased Huang scattering into low angles (Huang, 1947; Cowley & Huang, 1992) . The influence of the surface relaxation on the angular dependence of the scattering will be discussed in more detail below. The experimental curve (red line) closely resembles surface relaxed simulation (solid black line). The lack of correspondence between the experiment and the simulation at the upper interface is not caused by missing factors in the simulation but actual properties of the sample and will be discussed later.
The simulated intensity of the group V sublattice derived from the purely tetragonally distorted super cell (dashed black line in Fig. 4B ) nearly resembles a box profile. The slight intensity variations within the QW region are due to the fact that the chemical composition fluctuates around the mean As content of 65.9%. The right y axis indicates the corresponding As concentration. For reasons of simplicity a linear dependence of the intensity on the composition was assumed, which has shown to be valid for thin samples (Van Aert et al., 2009) . In contrast, the profile derived from the surface relaxed super cell (solid black line in Fig. 4B ) significantly differs from a box profile. Close to the interfaces the intensity is clearly reduced because of the displaced atomic columns. The resulting intensity gradient could be misinterpreted as a composition gradient. According to the right y axis an As content of only ß50% would be present at the interface. We emphasise that there are procedures to partially compensate for the observed intensity loss, for example the probe integrated scattering cross sections (PICS) approach (E et al., 2013) . Nevertheless, in this manuscript we want to highlight the influences of the surface relaxation. As stated in the introductory section, averaging approaches can fail for materials, in which additional SADs are present, for example Ga(N,As).
Also on the group V sublattice, the profile derived from the surface relaxed super cell (solid black line) resembles the experimental curve (red line) very well and shows some sample related deviations at the upper interface.
The intensity in the background is strongly influenced by the surface relaxation as well (Fig. 4C) . The intensity of the purely tetragonally distorted simulation (dashed black line) follows a box profile following the different amounts of thermal diffuse scattering in GaP and Ga(P,As). The surface relaxation and the resulting bent lattice planes break the 4-fold symmetry, therefore there are two different intensity values of the background depending on whether there are two neighbouring Ga or P atomic columns along the x direction (compare e.g. Fig. 2F ).
This manifests as intensity oscillations in the simulated background profile (solid black line) as well as the experimental profile (red line). Additionally, a slight intensity increase is observable at the edges of the QW in the simulation as well as in the experiment.
In general there is a very good agreement between the experiment and the simulations taking into account the lattice plane bending for all three observed positions. However, some distinct discrepancies can be found. First, a small intensity gradient is present in the experimental profiles, which is due to the wedge shape that is caused by the sample preparation. Second, at the upper interface the experimental profile is less steep than the simulation, where an abrupt composition profile was assumed. This might be caused by the thickness gradient and a corresponding asymmetric surface relaxation. However, we think that the change in thickness (<2 nm across the >25 nm field of view) is not sufficient to significantly alter the intensity profiles. This means that the upper interface is not atomically abrupt but intermixed. Both factors contribute to the notable asymmetry of the experimental profiles. It is worth noting that this asymmetry was not retrieved by the XRD measurements, where also a prefect box-like profile was assumed. Assuming a composition gradient in the simulated XRD profile could improve the fit to the experimental data.
The surface relaxation may not only influence the HAADF intensities, but also the positions of the atomic columns. The magnitude of this effect is investigated in the following.
To this end, the positions of the atomic columns in the simulated data were derived directly from the respective super cell by omitting the z coordinate and averaging the x and y coordinates of the atoms belonging to one atomic column. In the case of the experimental images, the corresponding positions were determined via the Peak Pairs software (Galindo et al., 2007) .
In each case the distances to the four next neighbour columns were determined, averaged and split into the components along the x and y axis, respectively. The distances were calibrated using the 4 0 0 spots in the FFT of the GaP region below the QW. We decided to only use the spots along the x direction because this is the fast scan direction in the experimental images which is less influenced by sample drift and scan distortions (Grieb et al., 2012) . The resulting curves utilising the positions of the group III and the group V atomic column are shown in Figures 5(A) and (B) , respectively. As expected the determined lattice constants are almost identical for both sublattices, therefore we will discuss the observations on the basis of the group III lattice only. The right y axis indicates the As content, which was derived by combining Vegard's law with the tetragonal distortion due to pseudomorphic growth.
In analogy to the previous intensity evaluation, the lattice constant evaluation of the purely tetragonally distorted simulation (dashed black line in Fig. 5A ) nearly follows a box profile. The lattice constant of 0.57 nm in the QW is in good agreement with the values derived from the XRD measure- ment. The small indents before and after the QW are caused by atom displacements at the interface due to the VFF relaxation, which was carried out for all simulated super cells, to account for the SADs introduced by the mixture of As and P atoms on the group V sublattice.
The lattice constants derived from the surface relaxed cell (solid black curve) are significantly altered. The previously observed dip at the interfaces becomes more pronounced. Additionally, the lattice constant in the centre of the QW is drastically reduced. This is due to the fact that a fraction of the strain energy stored in the system is relaxed due to the additional free surface. Similar to the case of the intensity evaluation this change can be misinterpreted as a change of composition. According to the right y axis, the As content in the centre of the QW would be around 50% instead of the actual content of 65.9%. Again, the agreement between experiment (red curve) and surface relaxed simulation (solid black curve) is very good except for the upper interface. As discussed for the intensity curves, this discrepancy is caused by the intermixed upper interface.
We emphasise that the standard deviation of the experimental lattice constant is in the range of 15 pm, which is rather high compared to the difference in lattice constant between GaP and Ga(P,As), which is around 25 pm. The accuracy could be improved by increasing the sampling in the images to improve peak finding and by averaging over a larger number of images to reduce the impact of drift and scan distortions. Recently, accuracies in the range of 1% were reported in the determination of lattice constants via STEM (Yankovich et al., 2014; Jones et al., 2017) . Here we did not add error bars to the graphs to retain clarity. As stated before, the evaluation of the out-of-plane lattice constant using the group V lattice (Fig. 5B) leads to similar results.
The analogue evaluation of the perpendicular y direction is shown in Figure 5 (C). As expected for pseudomorphic growth, the in-plane lattice constant remains constant across the QW. In the simulations the absolute value is 0.545 nm, that is that of the GaP substrate. The value derived from the experiment is reduced by ß8 pm which is most likely caused by a compression of the y axis due to sample drift. To compensate for this the image could be rectified or the effect of drift could be reduced by intentionally varying the fast scan direction during the STEM measurements (Sang & LeBeau, 2014; Jones et al., 2015) . However, this small discrepancy is not important in our case, because the lattice constant along y is constant over the field of view.
After discussing the influences of the surface relaxation in the real space we finally address the reciprocal space as well. We do this via simulated PACBED patterns. The simulated patterns derived from a unit cell of the purely tetragonally distorted and a unit cell of the surface relaxed super cell for a specimen thickness of 22 nm are depicted in Figure 6 (A) (top and bottom halves, respectively). The angular range is from 0 to 300 mrad. The bright field disc with a radius of 24 mrad is distinctly visible in the centre as well as the Kikuchi bands expected from the [001] crystal orientation. Comparing the two simulations, it becomes apparent that the surface relaxed PACBED (bottom) is blurred with respect to the purely tetragonally distorted one (top). Because the bending of the lattice planes induced by the surface relaxation is not isotropic, the PACBED pattern is no longer 4-fold symmetric. This can be seen faintly at the bright field disc as well as at the first-order Laue zone (FOLZ). The FOLZ is clearly visibly as a bright ring in the lower segment of the surface relaxed pattern (high- lighted by white arrow), whereas it vanishes in the left segment of the pattern (highlighted by dark arrow). The observable asymmetry between the left and right half of the pattern could be used in experiments to judge whether significant lattice plane bending is present. This break of symmetry can also be very important for differential phase contrast (DPC) measurements, because the effects caused by the surface relaxation can be misinterpreted as electric fields at the interface.
The blurring of the pattern becomes even more obvious in the difference plot, which is shown in false colour in Figure 6 (B). The difference values I Diff were derived via I Diff = (I Surf − I Tetra )/I Surf , where I Surf and I Tetra are the intensities from the surface relaxed and the purely tetragonally distorted simulation, respectively . The broadening of the Kikuchi bands is clearly visible by the red edges and blue centre of each band. The horizontal bands do not show up in the difference plot at all which implies they are not affected by the surface relaxation. Because periodic boundary conditions still apply along the y direction, no lattice plane bending is present. In the centre of the pattern an increased intensity is observable. This is caused by additional Huang scattering (Huang, 1947) and agrees well with the 'expansion of the diffraction pattern' for example observed at dislocations (Cowley & Huang, 1992) . The asymmetry of the pattern can be seen in the difference plot as well.
The radial average across the difference plot is shown as black line in Fig. 6(B) . Most prominently the increased intensity at low scattering angles is visible. In LAADF images, where this angular region is detected, the increased intensity leads to a bright line at the strained interfaces (Grillo et al., 2011; Grieb et al., 2012; Beyer et al., 2017) . Additionally, the reduced intensity at FOLZ is visible in the radial average as well. So far we only addressed the reciprocal space via simulations, however, our theoretical findings could be compared to nanobeam diffraction experiments (Müller-Caspary et al., 2015) or to actual CBED patterns acquired across the strained QW due to the recent developments in the field of fast pixelated detectors (Chen et al., 2016) .
In summary, there is a significant influence of the surface bending on the different STEM measurements presented. There are several possibilities to address these effects and minimise their impact. First, an optimum sample thickness can be chosen according to the QW width (Treacy et al., 1985; Beyer et al., 2017) . For a fixed sample geometry, adequate evaluation schemes have to be applied, which attribute the dechannelled intensity back to the respective atomic column, for example the PICS approach (E et al., 2013) , or make use of measurements with different angular scattering ranges (Grieb et al., 2013) . Last but not least, the expected displacements can be modelled, for example by FE, to decide whether the surface relaxation will be crucial and to localise the distorted regions. Moreover, the displacement fields can be used to compensate the deteriorated intensity or to create super cells which reflect the actual sample geometry (Rosenauer et al., 2006; Beyer et al., 2017) .
Conclusion
The surface relaxation of thin TEM specimens of commensurately strained heterostructures leads to a bending of the lattice planes. In HR HAADF measurements the intensities of the atomic columns are decreased wherever bending is present. In the case of a compressively strained QW, the distances of the atomic columns in the quantum well are reduced by the relaxation in comparison to the purely tetragonally distorted crystal. FE can be used to model the bending. The simulated HAADF images of a Ga(P,As) QW embedded in GaP are in good agreement with the experiments. Ignoring the effect of surface relaxation can lead to misinterpretation of data. Taking it into account, we find that the lower interface of the investigated sample is atomically abrupt, whereas the upper one is smeared out. The simulated PACBED patterns verify that the surface relaxation leads to additional scattering into low angles. Moreover, the Kikuchi bands belonging to bent planes broaden and the 4-fold symmetry is broken. The latter effect can be utilised to detect the presence of lattice plane bending.
The occurring effects can be accounted for by the appropriate choice of the sample geometry and the evaluation schemes or by the modelling of the surface relaxation.
