We consider the problem of minimizing a difference-of-convex (DC) function, which can be written as the sum of a smooth convex function with Lipschitz gradient, a proper closed convex function and a continuous possibly nonsmooth concave function. We refine the convergence analysis in [38] for the proximal DC algorithm with extrapolation (pDCAe) and show that the whole sequence generated by the algorithm is convergent when the objective is level-bounded, without imposing differentiability assumptions in the concave part. Our analysis is based on a new potential function and we assume such a function is a Kurdyka-Lojasiewicz (KL) function. We also establish a relationship between our KL assumption and the one used in [38] . Finally, we demonstrate how the pDCAe can be applied to a class of simultaneous sparse recovery and outlier detection problems arising from robust compressed sensing in signal processing and least trimmed squares regression in statistics. Specifically, we show that the objectives of these problems can be written as level-bounded DC functions whose concave parts are typically nonsmooth. Moreover, for a large class of loss functions and regularizers, the KL exponent of the corresponding potential function are shown to be 1/2, which implies that the pDCAe is locally linearly convergent when applied to these problems. Our numerical experiments show that the pDCAe usually outperforms the proximal DC algorithm with nonmonotone linesearch [24, Appendix A] in both CPU time and solution quality for this particular application.
Introduction
Nonconvex optimization plays an important role in many contemporary applications such as machine learning and signal processing. In the area of machine learning, for example, nonconvex sparse learning has become a hot research topic in recent years, and a large number of papers are devoted to the study of classification/regression models with nonconvex regularizers for finding sparse solutions; see, for example, [15, 18, 42] . On the other hand, in signal processing, specifically in the area of compressed sensing, many nonconvex models have been proposed in recent years for recovering the underlying sparse/approximately sparse signals. We refer the interested readers to [10, 12, 13, 16, 34, 39, 41] and references therein for more details.
In this paper, we consider a special class of nonconvex optimization problems: the differenceof-convex optimization problems. This is a class of problems whose objective can be written as the difference of two convex functions; see the monograph [36] for a comprehensive exposition. Here, we focus on the following model,
where f is a smooth convex function with Lipschitz continuous gradient whose Lipschitz continuity modulus is L > 0, P 1 is a proper closed convex function and P 2 is a continuous convex function.
In typical applications in sparse learning and compressed sensing, the function f is a loss function representing data fidelity, while P = P 1 − P 2 is a regularizer for inducing desirable structures (for example, sparsity) in the solution. Commonly used regularizers include:
|xi| 0
[min{θλ,t}−λ]+ (θ−1)λ dt, where λ > 0 and θ > 2. This regularizer is known as the smoothly clipped absolute deviation (SCAD) function; see [15, 18] ; -P 1 (x) = λ x 1 and P 2 (x) = λ n i=1 |xi| 0 min{1, t/(θλ)}dt, where λ > 0 and θ > 1. This regularizer is known as the minimax concave penalty (MCP) function; see [18, 42] ;
-P 1 (x) = λ x 1 and P 2 (x) = λ x , where λ > 0. This is known as the 1−2 regularizer; see [41] ;
denotes the ith largest element in magnitude, λ > 0, µ ∈ (0, 1] and p < n is a positive integer. We will refer to this as the Truncated 1 regularizer; see [39] ; -P 1 (x) = λ x 1 and P 2 (x) = λ n i=1 [|x i | − θ] + , where λ > 0 and θ > 0. This is known as the Capped 1 regularizer; see [18] .
Notice that while the P 2 in the SCAD and MCP functions are smooth, the P 2 in the other three regularizers mentioned above are nonsmooth.
For difference-of-convex optimization problems such as (1) , the classical method for solving them is the so-called DC algorithm (DCA), proposed in [28] . In this algorithm, in each iteration, one majorizes the concave part of the objective by its local linear approximation and solves the resulting convex optimization subproblem. For efficient implementation of this algorithm, one should construct a suitable DC decomposition so that the corresponding subproblems are easy to solve. This idea was incorporated in the so-called proximal DCA [19] , which is a version of DCA that makes use of the following special DC decomposition of the objective in (1) (see [29, Eq. 16] for an earlier use of such a decomposition in solving trust region subproblems):
The major computational costs of the subproblems in the proximal DCA come from the computations of the gradient of f , the proximal mapping of P 1 and a subgradient of P 2 , which are simple for commonly used loss functions and regularizers. Later, extrapolation techniques were incorporated into the proximal DCA in [38] . The resulting algorithm was called pDCA e , and was shown to have much better numerical performance than the proximal DCA. Convergence analysis of the pDCA e was also presented in [38] . In particular, when F is level-bounded, it was established in [38] that any cluster point of the sequence generated by pDCA e is a stationary point of F in (1) . Moreover, under an additional smoothness assumption on P 2 and by assuming that a certain potential function is a Kurdyka-Lojasiewicz (KL) function, it was further proved that the whole sequence generated by pDCA e is convergent. Local convergence rate was also discussed based on the KL exponent of the potential function. However, the analysis there heavily relies on the smoothness assumption on P 2 , which does not hold for many commonly used regularizers such as the Capped 1 regularizer [18] and the Truncated 1 regularizer [39] mentioned above. More importantly, as we shall see later in Section 5, the objectives of models for simultaneous sparse recovery and outlier detection can be written as DC functions whose concave parts are typically nonsmooth. Thus, for these problems, the analysis in [38] cannot be applied to studying global sequential convergence nor local convergence rate of the sequence generated by pDCA e .
In this paper, we refine the convergence analysis of pDCA e in [38] to cover the case when the P 2 in (1) is possibly nonsmooth. Our analysis is based on a potential function different from the one used in [38] . By assuming this new potential function is a KL function and F is level-bounded, we show that the whole sequence generated by pDCA e is convergent. We then study a relationship between the KL assumption used in this paper and the one used in [38] . Specifically, under a suitable smoothness assumption on P 2 , we show that if the potential function used in [38] has a KL exponent of 1 2 , so does our new potential function. KL exponent is an important quantity that is closely related to the local convergence rate of first-order methods [1, 3, 22] , and we also provide an explicit estimate of the KL exponent of the potential function used in our analysis for some commonly used F . Finally, we discuss how the pDCA e can be applied to a class of simultaneous sparse recovery and outlier detection problems in least trimmed squares regression in statistics (see [30, 31] ) and robust compressed sensing in signal processing (see [7] and references therein). Specifically, we demonstrate how to explicitly rewrite the objective function as a level-bounded DC function in the form of (1), and show that the KL exponent of the corresponding potential function is 1 2 for many simultaneous sparse recovery and outlier detection models: this implies local linear convergence of pDCA e when applied to these models. In our numerical experiments on this particular application, the pDCA e always outperforms the proximal DCA with nonmonotone linesearch [24] in both solution quality and CPU time.
The rest of the paper is organized as follows. In Section 2, we introduce notation and preliminary results. We also review some convergence properties of the pDCA e from [38] . In Section 3, we present our refined global convergence analysis for pDCA e . Relationship between the KL assumption used in this paper and the one used in [38] is discussed in Section 4. In Section 5, we describe how our algorithm can be applied to a large class of simultaneous sparse recovery and outlier detection problems. Numerical results are presented in Section 6.
Notation and Preliminaries
In this paper, vectors and matrices are represented in bold lower case letters and upper case letters, respectively. We use R n to denote the n-dimensional Euclidean space with inner product ·, · and the Euclidean norm · . For a vector x ∈ R n , we let x 1 and x 0 denote the 1 norm and the number of nonzero entries in x ( 0 norm), respectively. For two vectors a, b ∈ R n , we let "•" denote the Hadamard (entrywise) product, i.e., (a • b) i = a i b i , i = 1, ..., n. Given a matrix A ∈ R m×n , we let A denote its transpose, and we use λ max (A) to denote the largest eigenvalue of A when A is symmetric, i.e., A = A .
Next, for a nonempty closed set C ⊆ R n , we write dist(x, C) := inf y∈C x − y and define the indicator function δ C as
For an extended-real-valued function h : 
where
We also write dom ∂h := {x ∈ R n : ∂h(x) = ∅}. It is known that if h is continuously differentiable, the subdifferential (2) reduces to the gradient of h denoted by ∇h; see, for example, [40, Exercise 8.8(b) ]. When h is convex, the above subdifferential reduces to the classical subdifferential in convex analysis, see, for example, [40, Proposition 8.12] . Let h * denote the convex conjugate of a proper closed convex function h, i.e.,
Then h * is proper closed convex and the Young's inequality holds, relating h, h * and their subgradients: for any x and y, it holds that
and the equality holds if and only if y ∈ ∂h(x). Moreover, for any x and y, one has y ∈ ∂h(x) if and only if x ∈ ∂h * (y).
We next recall the Kurdyka-Lojasiewicz (KL) property, which is satisfied by many functions such as proper closed semialgebraic functions, and is important for analyzing global sequential convergence and local convergence rate of first-order methods; see, for example, [1, 3, 4] . For notational simplicity, for any a ∈ (0, ∞], we let Ξ a denote the set of all concave continuous functions ϕ : [0, a) → [0, ∞) that are continuously differentiable on (0, a) with positive derivatives and satisfy ϕ(0) = 0. Definition 2.1. (KL property and KL exponent) A proper closed function h is said to satisfy the KL property atx ∈ dom ∂h if there exist a ∈ (0, ∞], ϕ ∈ Ξ a and a neighborhood U ofx such that
If h satisfies the KL property atx ∈ dom ∂h and the ϕ in (3) can be chosen as ϕ(s) = cs 1−α for some α ∈ [0, 1) and c > 0, then we say that h satisfies the KL property atx with exponent α. We say that h is a KL function if h satisfies the KL property at all points in dom ∂h, and say that h is a KL function with exponent α ∈ [0, 1) if h satisfies the KL property with exponent α at all points in dom ∂h.
The following lemma was proved in [5] , which concerns the uniformized KL property. This property is useful for establishing convergence of first-order methods for level-bounded functions. Input:
for k = 0, 1, 2, . . . take any ξ k+1 ∈ ∂P 2 (x k ) and set
end for
Before ending this section, we review some known results concerning the pDCA e proposed in [38] for solving (1) . The algorithm is presented as Algorithm 1. This algorithm was shown to be convergent under suitable assumptions in [38] . The convergence analysis there was based on the following potential function; see [38, Eq. (4.10) ]:
This potential function has been used for analyzing convergence of variants of the proximal gradient algorithm with extrapolations; see, for example, [11, 37] . By showing that the potential function E is nonincreasing along the sequence {(x k+1 , x k )} generated by the pDCA e , the following subsequential convergence result was established in [38, Theorem 4.1] ; recall thatx is a stationary point
Theorem 2.1. Suppose that F in (1) is level-bounded. Let {x k } be the sequence generated by pDCA e for solving (1) . Then the following statements hold.
(i) lim k→∞ x k+1 − x k = 0.
(ii) The sequence {x k } is bounded and any accumulation point of {x k } is a stationary point of F .
Global sequential convergence of the whole sequence generated by the pDCA e was established in [38, Theorem 4.2] by assuming in addition thatÊ is a KL function and that P 2 satisfies a certain smoothness condition.
is a KL function. Suppose in addition that P 2 is continuously differentiable on an open set N containing the set of stationary points of F , with ∇P 2 being locally Lipschitz on N . Let {x k } be the sequence generated by pDCA e for solving (1) . Then {x k } converges to a stationary point of F .
In addition, under the assumptions of Theorem 2.2 and by assuming further thatÊ is a KL function with exponent α ∈ [0, 1), local convergence rate of the sequence generated by pDCA e can be characterized by α; see [38, Theorem 4.3] .
The results on global sequential convergence and local convergence rate from [38] mentioned above were derived based on the smoothness assumption on P 2 . However, as we pointed out in the introduction, the P 2 in some important regularizers used in practice are nonsmooth. Moreover, as we shall see in Section 5.1, the concave parts in the DC decompositions of many models for simultaneous sparse recovery and outlier detection are typically nonsmooth. Thus, for these problems, global sequential convergence and local convergence rate of the pDCA e cannot be deduced from [38] . In the next section, we refine the convergence analysis in [38] and establish global convergence of the sequence generated by pDCA e without requiring P 2 to be smooth.
Convergence analysis
In this section, we present our global convergence results for pDCA e . Unlike the analysis in [38] , we do not require P 2 to be smooth. The key departure of our analysis from that in [38] is that, instead of using the functionÊ in (6), we make use of the following auxiliary function and its KL property extensively in our analysis:
It is easy to see from Young's inequality that
Hence, the function E is a majorant of bothÊ and F . Similar to the development in [38, Section 4.1], we first present some useful properties of E along the sequences {x k } and {ξ k } generated by pDCA e in the next proposition.
is level-bounded and let E be defined in (7) . Let {x k } and {ξ k } be the sequences generated by pDCA e for solving (1) . Then the following statements hold.
(i) For any k ≥ 1,
(ii) The sequences {x k } and {ξ k } are bounded. Hence, the set of accumulation points of the sequence {(x k , ξ k , x k−1 )}, denoted by Υ, is a nonempty compact set.
(iii) The limit lim k→∞ E(x k , ξ k , x k−1 ) =: ζ exists and E ≡ ζ on Υ.
(iv) There exists D > 0 so that for any k ≥ 1, we have
Proof. We first prove (i). Using the definition of x k+1 in (5) as a global minimizer of a strongly convex function, we have
Rearranging terms in the above inequality, we see that
Using this inequality, we obtain
where the second equality follows from ξ k+1 ∈ ∂P 2 (x k ). Now, using the Lipschitz continuity of ∇f , we see that
Combining this with (11), we deduce further that for k ≥ 1,
where the second inequality follows from the convexity of f and the Young's inequality applied to P 2 , and the second equality follows from the definition of u k in (5). This proves (i). For statement (ii), we first note from Theorem 2.1(ii) that {x k } is bounded. The boundedness of {ξ k } then follows immediately from this, the continuity of P 2 and the fact that ξ k ∈ ∂P 2 (x k−1 ) for k ≥ 1. This proves (ii). Now we prove (iii). First, we see from sup k β k < 1 and (9) that the sequence {E(x k , ξ k , x k−1 )} is nonincreasing. Moreover, note from (8) and the level-boundedness of F that this sequence is also bounded below. Thus, ζ := lim k→∞ E(x k , ξ k , x k−1 ) exists.
We next show that E ≡ ζ on Υ. To this end, take any (x,ξ,ŵ) ∈ Υ. Then there exists a convergent subsequence {(x ki , ξ ki , x ki−1 )} such that lim i→∞ (x ki , ξ ki , x ki−1 ) = (x,ξ,ŵ). Now, using the definition of x ki as the minimizer of the x-subproblem in (5), we have
Rearranging terms in the above inequality, we obtain further that
On the other hand, using the triangle inequality and the definition of u k in (5), we see that
These together with lim k→∞ x k+1 − x k = 0 from Theorem 2.1(i) imply
In addition, using the continuous differentiability of f and the boundedness of {ξ ki } and {u ki }, we have lim
Thus, we have
where the third equality follows from (13) and x ki − x ki−1 → 0, the fourth equality follows from (14) , the first inequality follows from (12), the fifth equality follows from x − u ki−1 → 0 (see (13) ) and ξ ki ∈ ∂P 2 (x ki−1 ), the sixth equality follows from x ki − x ki−1 → 0, the boundedness of {ξ k } and the continuity of f and P 2 , and the last inequality follows from (8) . Finally, since E is lower semicontinuous, we also have
Consequently, E(x,ξ,ŵ) = ζ. We then conclude that E ≡ ζ from the arbitrariness of (x,ξ,ŵ) on Υ. This proves (iii). Finally, we prove (iv). Note that the subdifferential of the function E at the point (
On the other hand, one can see from pDCA e that x k−1 ∈ ∂P * 2 (ξ k ) for k ≥ 1. Moreover, we know from the x-update in (5) that for k ≥ 1,
Using these relations, we see further that for k ≥ 1,
This together with the definition of u k and the Lipschitz continuity of ∇f implies that (10) holds for some D > 0. This completes the proof.
Equipped with the properties of E established in Proposition 3.1, we are now ready to present our global convergence analysis. We will show that the sequence {x k } generated by pDCA e is convergent to a stationary point of F in (1) under the additional assumption that the function E defined in (7) is a KL function. Unlike [38] , we do not impose smoothness assumptions on P 2 . The line of arguments we use in the proof are standard among convergence analysis based on KL property; see, for example, [1, 3, 4] . We include the proof for completeness. (1) is level-bounded and the E defined in (7) is a KL function. Let {x k } be the sequence generated by pDCA e for solving (1) . Then the sequence {x k } is convergent to a stationary point of F . Moreover,
Proof. In view of Theorem 2.1(ii), it suffices to prove that {x k } is convergent and
To this end, we first recall from Proposition 3.1(iii) and (9) that the sequence
We next consider the case that
Since E satisfies the KL property at each point in the compact set Υ ⊆ dom ∂E and E ≡ ζ on Υ, by Lemma 2.1, there exist an > 0 and a continuous concave function ϕ ∈ Ξ a with a > 0 such that
Since Υ is the set of accumulation points of the bounded sequence
Using the concavity of ϕ, we see further that for any k ≥N ,
where the last inequality follows from (16) and (9), which states that the sequence {E(x k , ξ k , x k−1 )} is nonincreasing, thanks to sup k β k < 1. Combining this with (9) and (10), and writing ∆ k :
Therefore, applying the arithmetic mean-geometric mean (AM-GM) inequality, we obtain
which implies that
Summing both sides of (17) from k =N to ∞ and noting that
which implies that the sequence {x k } is convergent. This completes the proof.
Before closing this section, we would like to point out that, similar to the analysis in [3, Theorem 3.4], one can also establish local convergence rate of the sequence {x k } under the assumptions in Theorem 3.1 and the additional assumption that the function E defined in (7) is a KL function with exponent α ∈ [0, 1). As an illustration, suppose that the exponent is 1 2 . Then one can show that {x k } converges locally linearly to a stationary point of F in (1). Indeed, according to Proposition 3.1, it holds that E ≡ ζ for some constant ζ on the compact set Υ. Using this, the KL assumption on E and following the proof of [5, Lemma 6], we conclude that the uniform KL property in (4) holds for E (in place of h) with Γ = Υ and ϕ(s) = cs 
Combining this with (10) and (9), we see further that for all sufficiently large k,
. One can then deduce that the sequence {E(x k+1 , ξ k+1 , x k )} is R-linearly convergent from the above inequality. The R-linear convergence of {x k } now follows from this and (9) .
Thus, the KL exponent of E plays an important role in analyzing the local convergence rate of the pDCA e . This is to be contrasted with [38, Theorem 4.3] , which analyzed local convergence of the pDCA e based on the KL exponent of the functionÊ in (6) under an additional smoothness assumption on P 2 . In the next section, we study a relationship between the KL assumption on E and that onÊ; the latter was used in the convergence analysis in [38] .
Connecting various KL assumptions
As discussed at the end of the previous section, the convergence rate of pDCA e can be analyzed based on the KL exponent of the function E in (7) . Specifically, when F in (1) is level-bounded, the sequence {x k } generated by pDCA e is locally linearly convergent if the exponent is 1 2 . On the other hand, when P 2 satisfies a certain smoothness assumption (see the assumptions on P 2 in Theorem 2.2), a local linear convergence result was established in [38, Theorem 4.3] under a different KL assumption: by assuming that the functionÊ in (6) is a KL function with exponent 1 2 . In this section, we study a relationship between these two KL assumptions.
We first prove the following theorem, which studies the KL exponent of a majorant formed from the original function by majorizing the concave part.
where Q 1 is proper closed, Q 2 is convex with globally Lipschitz gradient and A is a linear mapping. Suppose that h satisfies the KL property atx ∈ dom ∂h with exponent 1 2 . Then H(x, y) = Q 1 (x) − Ax, y + Q * 2 (y) satisfies the KL property at (x, ∇Q 2 (Ax)) ∈ dom ∂H with exponent 1 2 .
Proof. Note that it is routine to prove that (x, ∇Q 2 (Ax)) ∈ dom ∂H and that
For any (x, y) ∈ dom ∂H, letũ ∈ ∂Q * 2 (y). Then we have
where the last equality follows from the fact thatũ ∈ ∂Q * 2 (y), and the inequality follows from u ∈ ∂Q * 2 (y) (so that y = ∇Q 2 (ũ)) and the Lipschitz continuity of ∇Q 2 , with being its Lipschitz continuity modulus. Taking infimum overũ ∈ ∂Q * 2 (y), we see from (19) that
for any (x, y) ∈ dom ∂H.
Since h has KL exponent 1 2 atx ∈ dom ∂h = dom ∂Q 1 , there exist c ∈ (0, 1) and > 0 so that
whenever x −x ≤ , x ∈ dom ∂Q 1 and h(x) < h(x) + . 1 Moreover, since Q 2 has globally Lipschitz gradient, we see that ∂Q * 2 is metrically regular at (∇Q 2 (Ax), Ax); see [40, Theorem 9.43 ]. By shrinking and c if necessary, we conclude that
whenever max{ x −x , y − ∇Q 2 (Ax) } ≤ . Now, consider any (x, y) ∈ dom ∂H satisfying max{ x −x , y − ∇Q 2 (Ax) } ≤ and H(x, ∇Q 2 (Ax)) ≤ H(x, y) < H(x, ∇Q 2 (Ax)) + .
Then we have for any such (x, y) that
where, in the third relation, the first equality is due to (18) and the last inequality is a consequence of Young's inequality. Furthermore, for any such (x, y), we have
, where the second inequality follows from (22) and the fact that c < 1, the third inequality follows from the relation 2(a 2 + b 2 ) ≥ (a + b) 2 for a = dist(A y, ∂Q 1 (x)) and b = A y−A ∇Q 2 (Ax) , the triangle inequality and the definition of h, the second last inequality follows from (21) and (23), while the last inequality follows from (20) . The last equality is due to (18) . This completes the proof.
We are ready to prove the main theorem in this section, which is now an easy corollary of Theorem 4.1. The first conclusion studies a relationship between the KL assumption used in our analysis and the one used in the analysis in [38] , while the second conclusion shows that one may deduce the KL exponent of the function E in (7) directly from that of the original objective function F in (1). Theorem 4.2. Let F ,Ê and E be defined in (1), (6) and (7) respectively. Suppose in addition that P 2 has globally Lipschitz gradient. Then the following statements hold:
(i) IfÊ is a KL function with exponent 1 2 , then E is a KL function with exponent 1 2 .
(ii) If F is a KL function with exponent 1 2 , then E is a KL function with exponent 1 2 . Proof. We first prove (i). Recall from [22, Lemma 2.1] that it suffices to prove that E satisfies the KL property with exponent 1 2 at all points (x, y, w) verifying 0 ∈ ∂E(x, y, w). To this end, let (x,ȳ,w) satisfy 0 ∈ ∂E(x,ȳ,w). Then we obtain from the definition of E that
Plugging the second and the third relations above into the first relation gives
This further implies 0 ∈ ∂Ê(x,x), and hence (x,x) ∈ dom ∂Ê. Thus, by assumption, the function E satisfies the KL property with exponent 1 2 at (x,x). Sincê
we conclude immediately from Theorem 4.1 that
satisfies the KL property with exponent 1 2 at (x, ∇P 2 (x),x), which is just (x,ȳ,w) in view of the second and third relations in (24) and the smoothness of P 2 . This proves (i).
We now prove (ii). In view of (i) and [22, Lemma 2.1], it suffices to show thatÊ satisfies the KL property with exponent 1 2 at all points (x, y) verifying 0 ∈ ∂Ê(x, y). To this end, let (x,w) satisfy 0 ∈ ∂Ê(x,w). Then we see from the definition ofÊ that
These relations show that 0 ∈ ∂F (x), and hencex ∈ dom ∂F . This together with the KL assumption on F and [22, Theorem 3.6] implies thatÊ satisfies the KL property at (x,x), which is just (x,w) in view of the second relation in (25) . This completes the proof.
Before closing this section, we present in the following corollary some specific choices of F in (1) whose corresponding function E defined in (7) is a KL function with exponent 1 2 . Corollary 4.1. Let F and E be defined in (1) and (7) respectively. Suppose that f is quadratic and P 1 − P 2 is the MCP or SCAD function. Then E is a KL function with exponent 1 2 . Proof. Notice from [18, Table 1 ] that for the MCP or SCAD function, P 1 is a positive multiple of the 1 norm and P 2 is convex with globally Lipschitz gradient. Thus, by Theorem 4.2(ii), it suffices to prove that F is a KL function with exponent 1 2 . Similar to the arguments in [22, Section 5.2], using the special structure of the MCP or SCAD function, one can write
Notice also that F is a continuous function. Thus, by [22, Corollary 5.2] , we see that F is a KL function with exponent 1 2 . This completes the proof.
Application of pDCA e to simultaneous sparse recovery and outlier detection
Like the problem of sparse learning/recovery discussed in the introduction, the problem of outlier detection is another classical topic in statistics and signal processing. In particular, it has been extensively studied in the area of machine learning. In this context, outliers refer to observations that are somehow statistically different from the majority of the training instances. On the other hand, in signal processing, outlier detection problems naturally arise when the signals transmitted are contaminated by both Gaussian noise and electromyographic noise: the latter exhibits impulsive behavior and results in extreme measurements/outliers; see, for example, [23] .
In this section, we will present a nonconvex optimization model incorporating both sparse learning/recovery and outlier detection, and discuss how it can be solved by the pDCA e . This is not the first work combining sparse learning/recovery and outlier detection. For instance, there is a huge literature on robust compressed sensing, which uses the 1 regularizer to identify outliers and recover the underlying sparse signal; see [7] and the references therein. As for statistical learning, papers such as [2, 20, 26] already studied such combined models, but their algorithms are simple search algorithms through the space of possible feature subsets and/or the space of possible sample subsets. Recently, the papers [21, 33] studied nonconvex-regularized robust regression models based on M -estimators. They mainly studied theoretical properties (e.g., consistency, breakdown point) of the proposed models and the following disadvantages were left in their algorithms: Smucler and Yohai's algorithm [33] is only for the 1 regularizer, and Loh's algorithm, which is based on composite gradient descent [21] , requires a carefully-chosen initial solution and does not have a global convergence guarantee.
Simultaneous sparse recovery and outlier detection
In this section, as motivations, we present two concrete scenarios where the problem of simultaneous sparse recovery and outlier detection arises: robust compressed sensing in signal processing and least trimmed squares regression with variable selection in statistics.
Robust compressed sensing
In compressed sensing, an original sparse or approximately sparse signal in high dimension is compressed and then transmitted via some channels. The task is to recover the original high dimensional signal from the relatively lower dimensional possibly noisy received signal. This problem is NP hard in general; see [27] .
When there is no noise in the transmission, the recovery problem can be shown to be equivalent to an 1 minimization problem under some additional assumptions; see, for example, [8, 14] . Recently, various nonconvex models have also been proposed for recovering the underlying sparse/approximately sparse signal; see, for example, [10, 12, 13] . These models empirically require fewer measurements than their convex counterparts for recovering signals of the same sparsity level.
While the noiseless scenario leads to a theory of exact recovery, in practice, the received signals are noisy. This latter scenario has also been extensively studied in the literature, with Gaussian measurement noise being the typical noise model; see, for example, [9, 34] . However, in certain compressed sensing system, the signals can be corrupted by both Gaussian noise and electromyographic noise: the latter exhibits impulsive behavior and results in extreme measurements/outliers [23] . In the literature, the following model was proposed for handling noise and outliers simultaneously, which makes use of 1 regularizer for both sparse recovery and outlier detection; see the recent exposition [7] and references therein:
here, A is the sensing matrix, b is the possibly noisy received signal, and τ > 0 and > 0 are parameters controlling the sparsity in x and the allowable noise level, respectively. In this section, we describe an alternative model that can incorporate some prior knowledge of the number of outliers. In our model, instead of relying on the 1 norm for detecting outliers, we employ the 0 norm directly, assuming a rough (upper) estimation r of the number of outliers. We also allow the use of possibly nonconvex regularizers P for inducing sparsity in the signal: these kinds of regularizers have been widely used in the literature and have been shown empirically to work better than convex regularizers; see, for example, [10, 12, 13, 16, 34] . Specifically, our model takes the following form:
Notice that at optimality, at most r number of z i 's will be nonzero and equal to the corresponding [Ax − b] i , zeroing out the corresponding terms in the least squares. Thus, once the nonzero entries of z at optimality are identified, the problem reduces to a standard compressed sensing problem with at least m − r measurements: for this class of problem, (approximate) recovery of the original sparse signal is possible if there are sufficient measurements, assuming the sensing matrix is generated according to certain distributions [8, 9] . This means that one only needs a reasonable upper bound on the number of outliers so that m − r is not too small in order to recover the original approximately sparse signal, assuming a random sensing matrix and that the outliers are successfully detected. This is in contrast to some 0 based approaches such as the iterative hard thresholding (IHT) for compressed sensing [6] , where the exact knowledge of the sparsity level is needed for recovering the signal.
Least trimmed squares regression with variable selection
In statistics, suppose that we have data samples
, where a i ∈ R n , b i ∈ R, and suppose that some data samples are from anomalous observations; such observations are called outliers. These outliers may be caused by mechanical faults, human errors, instrument errors, changes in system behaviour, etc. We need to identify and remove the outliers to improve the prediction performance of the regression model. In this section, we consider the problem of simultaneously identifying the outliers in the set of samples {a i , b i } m i=1 and recovering a vector x * ∈ R n using {a i , b i } m i=1 but the outliers. Statisticians and data analysts have been searching for regressors which are not affected by outliers, i.e., the regressors that are robust with respect to outliers. Least trimmed squares (LTS) regression [30, 31] is popular as a robust regression model and can be formulated as a nonlinear mixed zero-one integer optimization problem (see (2.1.1) in [17] ):
Note that the problem can be equivalently transformed into min x∈R n ,z∈R m
where A = a 1 · · · a m and b = b 1 · · · b m . The above 0 -norm constrained problem was considered in [35] . More recently, an outlier detection problem using a nonconvex regularizer such as soft and hard thresholdings, SCAD [15] , etc., was proposed in [32] . In particular, they did not impose the constraint z 0 ≤ r directly.
Most robust regression models make use of the squared loss function, i.e., Ψ(u) :
Alternatively, one can develop robust regression models based on the following loss functions, which are also commonly used in other branches of statistics:
• quadratic -insensitive loss: ψ i (s) = 1 2 (|s − b i | − ) 2 + , where (a) + := max{0, a}, for a given hyperparameter > 0;
• quantile squared loss:
for a given hyperparameter 0 < τ < 1; and s = a i x is assumed for regression problems. These loss functions can be robustified by incorporating a variable z i into them in the form of ψ i (a i x − z i ) as in the squared-loss model (27) . We can also add a regularization term, e.g., a nonconvex regularizer P (x) for inducing sparsity, to the robust regression problem (27) . This can improve the predictive error of the model by reducing the variability in the estimates of regression coefficients by shrinking the estimates towards zero. The resulting model takes the following from:
In the case when ψ i is the squared loss function, the above model can be naturally referred to as the least trimmed squares regression with variable selection.
A general model and algorithm
In this section, we present a general model that covers the simultaneous sparse recovery and outlier detection models discussed in Section 5.1 for a large class of nonconvex regularizers, and discuss how the model can be solved by pDCA e . Specifically, we consider the following model:
where Ψ(s) :
being convex with Lipschitz continuous gradient whose Lipschitz continuity modulus is L i , A ∈ R m×n , Ω = {z ∈ R m : z 0 ≤ r} for some positive integer r, J 1 is a proper closed convex function and J 2 is a continuous convex function. In addition, we assume that Arg min ψ i = ∅ for each i and that J 1 − J 2 is level-bounded. One can show that the squared loss function, the quadratic -insensitive loss and the quantile squared loss function mentioned in Section 5.1.2 satisfy the assumptions on ψ i . Thus, when the regularizer P in (26) or (28) is level-bounded and can be written as the difference of a proper closed convex function and a continuous convex function, then the corresponding problem is a special case of (29) .
In order to apply the pDCA e , we need to derive an explicit DC decomposition of the objective in (29) into the form of (1). To this end, we first note that ∇Ψ is Lipschitz continuous with a Lipschitz continuity modulus of L Ψ := max 1≤i≤m L i . Then we know that g(s) := LΨ 2 s 2 − Ψ(s) is convex and continuously differentiable. Hence,
Now, notice that for each z ∈ Ω, the function x → L Ψ z, Ax − LΨ 2 z 2 + g(Ax − z) is convex and Q is the pointwise supremum of these functions. Therefore, Q is a convex function. In addition, one can see from (30) that
In particular, Q is a convex function that is finite everywhere, and is hence continuous. Using these observations, we can now rewrite (29) as
where P 1 (x) := J 1 (x), and P 2 (x) := Q(x) + J 2 (x) is a continuous convex function. This problem is in the form of (1), and its objective is level-bounded in view of (30), the level-boundedness of J 1 − J 2 and the nonnegativity of Ψ. Hence, the pDCA e is applicable for solving it.
In each iteration of the pDCA e , one has to compute the proximal mapping of P 1 = J 1 and a subgradient of P 2 = Q+J 2 . Since Q is continuous, it is well known that ∂P 2 (x) = ∂Q(x)+∂J 2 (x) for all x. The ease of computation of the proximal mapping of J 1 and a subgradient of J 2 depends on the choice of regularizer, while a subgradient of Q at x is readily computable using the observation that for anyz ∈ Arg min z∈Ω Ψ(Ax − z), we have
this inclusion follows immediately from the definition of Q in (30) and the definition of convex subdifferential.
We are now ready to present the pDCA e for solving (32) (and hence (29)) as Algorithm 2 below. Notice that this algorithm is just Algorithm 1 applied to (32) with a subgradient of Q computed Algorithm 2 pDCA e for (29) : Then we have z k+1 ∈ Arg min z∈Ω Ψ(Ax k − z).
In the last theorem of this section, we show that for problem (32) (equivalently, (29) ) with many commonly used loss functions ψ i and regularizers J 1 − J 2 , the corresponding potential function E is a KL function with exponent 1 2 . This together with the discussion at the end of Section 3 reveals that the pDCA e is locally linearly convergent when applied to these models. In the proof below, for notational simplicity, for a positive integer m, we let S m denote the set of all possible permutations of {1, . . . , m}.
Theorem 5.1. Let Q be given in (31) , with ψ i taking one of the following forms:
(ii) squared hinge loss:
(iii) quadratic -insensitive loss: ψ i (s) = 1 2 (|s − b i | − ) 2 + , > 0 and b i ∈ R;
(iv) quantile squared loss:
Then Q is a convex piecewise linear-quadratic function. Suppose in addition that J 1 and J 2 are convex piecewise linear-quadratic functions. Then the function E in (7) corresponding to (32) is a KL function with exponent 1 2 .
Proof. We first prove that Q is convex piecewise linear-quadratic when ψ i is chosen as one of the four loss functions. We start with (i). Clearly, L Ψ = 1 and we have from (31) that
Let I be an index set corresponding to any r largest entries of Ax − b in magnitude. We then see from Lemma 5.1 that if
then z * attains the infimum in (34) . Thus, we have
denotes the ith largest entry of Ax − b in magnitude. Notice that for each fixed permutation σ ∈ S m , the set
is a union of finitely many polyhedra and the restriction of Q onto Ω σ is a quadratic function. Moreover, σ∈Sm Ω σ = R n . Thus, Q is a piecewise linear-quadratic function when ψ i takes the form in (i). Then we consider case (ii). Again, L Ψ = 1, and we have from (31), b i ∈ {1, −1} and Lemma 5.1 that
where e ∈ R m is the vector of all ones. Note that for each fixed permutation σ ∈ S m , the set
is a polyhedron and the restriction of Q onto Ω σ is a piecewise linear-quadratic function. Moreover,
σ∈Sm Ω σ = R n . Thus, Q is a piecewise linear-quadratic function when ψ i takes the form in (ii). Next, we turn to case (iii). Again, L Ψ = 1, and we have from (31) and Lemma 5.1 that
denotes the ith largest entry of Ax − b in magnitude. Using a similar argument as above, one can see that Q is a piecewise linear-quadratic function.
Finally, we consider case (iv). Define
and for all i, j, it holds that w i ≥ w j if and only if w 2 i ≥ w 2 j . Since we can take L Ψ = 1, we have from these and (31) that
where w {i} denotes the ith largest element of {w i } i=1,...,m . For each fixed permutation σ ∈ S m , we define a set
Notice that the restriction of Q onto Ω σ is a piecewise linear-quadratic function. Moreover, Ω σ can be written as a union of finitely many polyhedra and σ∈Sm Ω σ = R n . Thus, Q is a piecewise linear-quadratic function. Finally, we show that E is a KL function with exponent 1 2 under the additional assumption that J 1 and J 2 are convex piecewise linear-quadratic functions. Notice from (32) and (7) that
Since Q and J 2 are convex piecewise linear-quadratic functions, we know from [40, Exercise 10.22] and [40, Theorem 11.14] that (Q + J 2 ) * is also a piecewise linear-quadratic function. Hence, J 1 (x) + (Q + J 2 ) * (y) is also a piecewise linear-quadratic functions and can be written as
where M > 0 is an integer, g i are quadratic functions and C i are polyhedra. Then we have
Moreover, this function is continuous in its domain because, according to (35) 
Numerical simulations
In this section, we perform numerical experiments to explore the performance of pDCA e in some specific simultaneous sparse recovery and outlier detection problems. All experiments are performed in Matlab R2015b on a 64-bit PC with an Intel(R) Core(TM) i7-4790 CPU (3.60GHz) and 32GB of RAM.
We consider the following special case of (29) with the least trimmed squares loss function and the Truncated 1 regularizer:
where A ∈ R m×n , b ∈ R m , Ω = {z ∈ R m : z 0 ≤ r}, µ ∈ (0, 1), λ > 0 is the regularization parameter, p < n is a positive integer and x [i] denotes the ith largest entry of x in magnitude.
One can see that Φ trc takes the form of (29), where ψ i (s)
In this case, L Ψ = 1, and we can rewrite (36) in the form (1) (see also (32) ):
where Q is defined in (31) . Notice that J 1 and J 2 are piecewise linear-quadratic functions. By Theorem 5.1, we see that for the function F trc given in (37) , the corresponding function E in (7) is a KL function with exponent 1 2 . Thus, we conclude from Theorem 3.1 and the discussion at the end of Section 3 that the sequence {x k } generated by pDCA e for solving (37) converges locally linearly to a stationary point of F trc in (37) .
In our experiments below, we compare pDCA e with NPG major [24] for solving (37) . We discuss the implementation details below. For the ease of exposition, we introduce an auxiliary function:
where f , P 1 and P 2 are defined in (37) . Notice that 0 ∈ ∂Ξ(x,ȳ) for someȳ if and only ifx is a stationary point of F trc in (37), i.e., 0 ∈ ∇f (x) + ∂P 1 (x) − ∂P 2 (x). We will employ Ξ in the design of termination criterion for the algorithms.
pDCA e . We apply Algorithm 1 to (37) , with a subgradient of Q computed as in (33) in each step. 2 In our experiments below, as in [38, Section 5] , we set x 0 = 0, L = λ max (A A) and start with θ −1 = θ 0 = 1, recursively define for k ≥ 0 that
We then reset θ −1 = θ 0 = 1 every 200 iterations. To derive a reasonable termination criterion, we first note from the first-order optimality condition of the x-update in (5) that −∇f (u k−1 ) + ξ k − L(x k − u k−1 ) ∈ ∂P 1 (x k ).
This together with x k−1 ∈ ∂P * 2 (ξ k ) and
Thus, we terminate the algorithm when √ L A(x k − u k−1 ) + L x k − u k−1 2 + x k − x k−1 2 < 10 −4 max{1, x k }, so that we have dist(0, ∂Ξ(x k , ξ k )) < 10 −4 max{1, x k }. 2 As mentioned before, with this choice of subgradient in Algorithm 1, the algorithm is equivalent to Algorithm 2.
NPG major . We solve (37) by the NPG major algorithm described in [24, Apendix A, Algorithm 2], which is basically the proximal DCA incorporated with a nonmonotone linesearch scheme. Following the notation there, we apply the method with h(x) = f (x), P (x) = P 1 (x) and g(x) = P 2 (x), and set We choose η k+1 ∈ ∂J 2 (x k ), set ζ k := A z k+1 + η k+1 ∈ ∂g(x k ) 4 and solve subproblems in the following form in each iteration; see [24, Eq. 46] :
The above subproblem has a closed-form solution, thanks to P (x) = P 1 (x) = λ x 1 . Finally, to derive a reasonable termination criterion, we note from the first-order optimality condition of (38) (with L k =L k determined in [24, Apendix A, Algorithm 2,
Step 2]) that
On the other hand, we have (recalling that f = h, P 1 = P and P 2 = g) that ∂Ξ(x k , ζ k−1 ) = ∇h(x k ) + ∂P (x k ) − ζ k−1 −x k + ∂g * (ζ k−1 ) .
These together with x k−1 ∈ ∂g * (ζ k−1 ) give ∇h(x k ) − ∇h(x k−1 ) −L k−1 (x k − x k−1 ) −x k + x k−1 ∈ ∂Ξ(x k , ζ k−1 ), Thus, we terminate the algorithm when
so that we have dist(0, ∂Ξ(x k , ζ k−1 )) < 10 −4 max{1, x k }.
Simulation results: We first generate a matrix A ∈ R (m+t)×n with i.i.d. standard Gaussian entries and then normalize each column of A to have unit norm. Next, we let x true ∈ R n be an s-sparse vector with s i.i.d. standard Gaussian entries at random positions. Moreover, we choose z ∈ R m+t to be the vector with the last t entries being 8 and others being 0. The vector b is then generated as b = Ax true − z + σ , where σ > 0 is a noise factor and ∈ R m+t is a random vector with i.i.d. standard Gaussian entries. In our numerical test, we consider three different values for λ: 5 × 10 −3 , 10 −3 and 5 × 10 −4 in (36). For the same λ value, for each (m, n, s, t) = (600i, 3000i, 150i, 30i), i = 1, 2, 3, we generate 20 random instances as described above with σ = 10 −2 and solve the corresponding (36) with µ = 0.99, p = 0.8s and r ∈ {t, 1.1t}. Our computational results are reported in Tables 1 and 2 . We present the number of iterations (iter), the best function values attained till termination (fval) and CPU times in seconds (CPU), averaged over the 20 random instances. One can see that pDCA e is always faster than NPG major and returns slightly smaller function values.
Finally, to illustrate the ability of recovering the original sparse solution by solving (36) with the chosen parameters p, r and λ, we also present in the tables the root-mean-square-deviation (RMSD) 1 √ n x pDCAe − x true for the approximate solution x pDCAe returned by pDCA e that corresponds to the best attained function value, averaged over the 20 random instances. The relatively small RMSD's obtained suggest that our method is able to recover the original sparse solution approximately. As a further illustration, we also plot x pDCAe (marked by asterisks) against x true (marked by circles) in Figure 1 below for a randomly generated instance with m = 1800, n = 9000, s = 450 and t = 90 (i.e., i = 3). We use µ = 0.99, λ = 5 × 10 −4 , p = 0.8s, and set r = t and r = 1.1t in Figures 1(a) and 1(b) , respectively. One can see that the recovery results are similar even though the r used are different. 
