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1. Introduction
1.1. Statistics of Extremes
In many practical applications extreme values (maxima or minima) are of particular significance. For
instance, in ocean engineering data of highest waves are relevant quantities for the design of dikes or
offshore platforms. In meteorology extreme weather conditions such as very high or low temperatures
and extreme amounts of rain are of interest due to their influence on various aspects of human life
such as agriculture and the lifetime of some materials. In traffic engineering a sound estimate of
the maximum number of vehicles passing through certain crossroads at a peak hour provides for an
adequate planning of the traffic flow. In structural engineering estimates of the maximum earthquake
intensity or the maximum wind speed that can occur at the location of a scheduled building influence
its design characteristics as well as its final costs. In insurance companies attention is focused on
the occurrence of largest claims as those could put the solvency of a portfolio or even the insurance
company at risk. In finance the risk management of a bank focuses on securing against extreme
losses based on falling prices of certain assets which are issued or held by the bank. Certainly, the
preceding listing is by no means complete, i.e., there are many areas where extreme values play a
decisive role, such as corrosion analysis, hydraulic engineering, hydrology, longevity of human life,
material strength, pollution studies, reliability analysis, sports, telecommunications, and so on (see,
e.g., Coles 2001; Beirlant et al. 2004; Finkensta¨dt and Rootze´n 2004; Castillo et al. 2005; Reiss and
Thomas 2007). We address in detail a further issue from the area of ferrous metallurgy in Section
1.2 that tackles the unavoidable problem of the occurrence of non-metallic inclusions in the course of
steel-making processes. An estimate of the size of the maximum inclusion that can be found within a
certain steel component is of particular interest as maximum inclusion sizes are essential indicators of
materials’ quality.
All aforementioned examples have in common the need of extrapolation. Given a data set, it
is required to estimate events that are more extreme than those that have already been observed.
Suppose that the given data are described as realizations of a sample of 푛 random variables푋1, . . . , 푋푛,
푛 ∈ ℕ, which are defined on a common probability space (Ω,풜, 푃 ), and which are independent and
identically distributed (iid) with distribution function 퐹 . Then, the ordered data are denoted by
푋1:푛 ≤ 푋2:푛 ≤ ⋅ ⋅ ⋅ ≤ 푋푛:푛, and 푋푟:푛 is called the 푟−th ordinary order statistic (oOS). Classical
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extreme value theory deals with the distribution and its properties of the maximum
푋푛:푛 = max (푋1, . . . , 푋푛) ,
as 푛 becomes large, i.e., as 푛→∞. One could as well study the minimum rather than the maximum.
As all results obtained for maxima lead to corresponding results for minima through the relation
푋1:푛 = min (푋1, . . . , 푋푛) = −max (−푋1, . . . ,−푋푛), we intent on maxima in the following.
In theory there is no difficulty in deriving the distribution of 푋푛:푛, denoted subsequently by 퐹
푋푛:푛 ,
for any value of 푛. Due to the iid assumption, it is
퐹푋푛:푛(푥) = 푃 (푋푛:푛 ≤ 푥) = 푃 (푋1 ≤ 푥,푋2 ≤ 푥, . . . , 푋푛 ≤ 푥) = 퐹푛(푥) , ∀푥 ∈ ℝ , ∀푛 ∈ ℕ .
Nevertheless, the underlying distribution function 퐹 is (normally) unknown in practice. It is therefore
reasonable to investigate the asymptotic distributional behavior of 푋푛:푛 for 푛→∞, with the objective
of approximating the distribution of 푋푛:푛 by a non-degenerate limit distribution. Denoting by
휔(퐹 ) = sup {푥 ∈ ℝ ∣퐹 (푥) < 1} ∈ (−∞,∞] (1.1)
the right endpoint of 퐹 , it is
lim
푛→∞퐹
푋푛:푛(푥) = lim
푛→∞푃 (푋푛:푛 ≤ 푥) = lim푛→∞퐹
푛(푥) =
⎧⎨⎩0 , 푥 < 휔(퐹 ) ,1 , 푥 ≥ 휔(퐹 ) .
Hence, the distribution of 푋푛:푛 degenerates to a point mass on 휔(퐹 ) as 푛→∞. In order to avoid such
a degenerate limit distribution, 푋푛:푛 has to be appropriately normalized. This issue is well-known in
the context of the central limit problem. The latter considers the sum 푆푛 =
푛∑
푖=1
푋푖 and attempts to find
sequences (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that 푎−1푛 (푆푛 − 푏푛) converges in distribution to a non-
degenerate limit. Supposing that both the expected value 퐸 (푋1) = 휇 and the variance 푉 푎푟 (푋1) = 휎
2
exist, the classical central limit theorem states that the distribution of
√
푛휎2
−1
(푆푛 − 푛휇) converges
to a standard normal one, i.e.,
lim
푛→∞푃
(
푆푛 − 푛휇√
푛휎
≤ 푥
)
= Φ(푥) , ∀푥 ∈ ℝ ,
where Φ is the standard normal distribution function. To apply this asymptotic approach, it is not
necessary to be aware of the underlying distribution function 퐹 in detail. In extreme value theory a
similar situation holds.
Considering sample maxima rather than the average, correspondingly, a two-layered problem arises.
On the one hand, one has to characterize the distribution functions 퐹 (in terms of necessary and
sufficient conditions) for which there exist sequences (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ and a non-
degenerate distribution function 퐺 such that
lim
푛→∞퐹
푛 (푎푛푥+ 푏푛) = lim
푛→∞푃
(
푋푛:푛 − 푏푛
푎푛
≤ 푥
)
= 퐺(푥) , ∀푥 ∈ 풞퐺 , (1.2)
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where 풞퐺 is the set of all continuity points 퐺. The domain of (ordinary order statistics) at-
traction of a non-degenerate limit distribution function 퐺 will be defined as the set of distribution
functions 퐹 fulfilling (1.2); see Section 2.1. On the other hand, one has to identify all possible non-
degenerate distribution functions 퐺 that can appear as a limit in (1.2). Compared with the central
limit problem, this extreme limit problem is not solved by the standard normal distribution, but any
non-degenerate limit distribution function in (1.2) belongs to one of three possible extreme value dis-
tribution families; namely the Gumbel, Fre´chet or reversed Weibull family. This fundamental
result, in Section 2.1 referred to as the extremal types theorem, was found first by Fisher and Tippett
(1928) and was completely proved by Gnedenko (1943).
The Gumbel, Fre´chet and reversed Weibull families can be combined to form the so-called gener-
alized extreme value (GEV) family of distributions, having distribution functions
퐺푘(푥) = exp
(
−
(
1− 푘 푥− 휇
휎
)1/푘)
, 1− 푘 푥− 휇
휎
> 0 . (1.3)
Apart from the location parameter 휇 ∈ ℝ and the scale parameter 휎 ∈ ℝ>0, the parametrization in
(1.3), which is due to von Mises (1936) and Jenkinson (1955), leads to a one-parameter family with
shape parameter 푘 ∈ ℝ. The latter is also called the extreme value index (EVI) and determines
the behavior of the right tail of the GEV distribution, as illustrated in Figure 1.1. The sub-family for
푘 > 0 corresponds to the reversed Weibull case with short-tailed distribution functions having finite
right endpoints. The cases 푘 < 0 and 푘 = 0 (interpreted as 푘 → 0) indicate Fre´chet and Gumbel
family with polynomially and exponentially decreasing densities, respectively, where the right endpoint
equals infinity. In practice values of 푘 in the range −0.5 < 푘 < 0.5 occur most frequently (cf. Hosking
1985).
Section 2.1 of this work gives a short introduction to extreme value theory for ordinary order
statistics. On the one hand, the aforementioned extremal types theorem is presented. On the other
hand, domains of attraction criteria are provided by means of necessary and/or sufficient conditions
for an underlying distribution function 퐹 to belong to the domain of attraction of a Gumbel, Fre´chet
or reversed Weibull distribution.
1.2. Non-Metallic Inclusions in Steels
The metallurgical industry is faced with the problem of non-metallic inclusions which are known to
affect the reliability and performance of steel components. Of all inclusions, the hard oxides, which
are assumed to be nearly spherical, are most harmful and most detrimental to fatigue properties of
steels (see, e.g., Atkinson and Shi 2003). The crucial geometrical parameter is supposed to be given
by the inclusions’ sizes (cf. Murakami 1994; Atkinson and Shi 2003), leading to particular interest in
the respective distribution from a statistical point of view.
10 1.2. Non-Metallic Inclusions in Steels
(a)
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
x
G
(x)
reversed Weibull k > 0
Gumbel k = 0
Fréchet k < 0
(b)
−2 0 2 4 6
0.
0
0.
1
0.
2
0.
3
x
g(x
)
reversed Weibull k > 0
Gumbel k = 0
Fréchet k < 0
Figure 1.1. (a) GEV distribution and (b) GEV density functions with 휇 = 0, 휎 = 1 and 푘 = −0.4, . . . , 0.4
Improvements in steel-making technologies have made it possible to progressively reduce the amount
and size of non-metallic inclusions. The resulting steels contain a few large inclusions and clouds of
small ones (cf. Atkinson and Shi 2003). Nevertheless, non-metallic inclusions are still a main reason
for material defects. Since fatigue cracks that lead to failure are most likely to be initiated at the
largest inclusion, its size is an essential indicator of steel quality. Predicting maximum inclusion sizes
is thus a key issue of quality engineering.
In order to collect data for an extreme value analysis, in metallography the method of polished
sections is usually adopted (cf. Murakami 1994; Murakami and Beretta 1999). That is, on a polished
plane surface several areas (termed as control or inspection areas), each of same size, are successively
scanned by optical microscopy to detect those inclusions that intersect the surface. Finally, the sizes
of their two-dimensional cross-sections are measured and stored, either in terms of the square root of
the projected area (the so-called
√
area−parameter) or in terms of a certain diameter; cf. the technical
recommendation ESIS P11-02 by Anderson et al. (2002).
The method of polished sections provides two-dimensional data. Based on this it is worthwhile to
predict the distribution of the largest three-dimensional inclusion size in a volume. Assuming that
inclusions are spherical in nature, some authors attend this classical stereological issue; prediction
methods are proposed under certain model assumptions, such as specific distributions for the size of
spheres. For relevant references, the reader is referred to Takahashi and Sibuya (1996, 1998, 2001,
2002), Anderson and Coles (2002), Anderson et al. (2005) and Kaufmann et al. (2007). In avoidance of
such model assumptions, other authors (cf. Anderson et al. 2002; ASTM International 2003; Anderson
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et al. 2003; Beretta et al. 2006) concentrate on two-dimensional inclusion sizes, taking the standpoint
that the estimation of large two-dimensional inclusion sizes in a certain plane area already gives a useful
and practical indicator for the rating of steels. As do these authors, the discussion throughout this
doctoral thesis is based on two-dimensional representations of inclusions; we do not treat stereological
issues relating to three-dimensional sizes.
In metallography the application of extreme value theory was pioneered by Y. Murakami. In a wide
ranging series of papers, Murakami and his co-workers established a method, frequently termed the
control area maxima approach, to estimate the size of the largest two-dimensional inclusion that
can be found in a certain reference area that is larger than the inspection areas used for measuring;
see Murakami (1994), Murakami et al. (1994) and the references therein. In more detail, given the
maximum inclusion size of each control area, Murakami’s work is based on the Gumbel family of
distributions, having distribution functions
exp
(
− exp
(
−푥− 휇
휎
))
, 푥 ∈ ℝ , (1.4)
with location parameter 휇 ∈ ℝ and scale parameter 휎 ∈ ℝ>0. The fitting of a Gumbel distribution
(in terms of the maximum likelihood (ML) principle) to the maximum inclusion sizes of, say, 푁 ,
푁 ∈ ℕ, control areas has found entrance in technical recommendations; see ESIS P11-02 by Anderson
et al. (2002) and E2283-03 by ASTM International (2003). Having once numerically determined ML
estimates 휇ˆ and 휎ˆ of the unknown distribution parameters 휇 ∈ ℝ and 휎 ∈ ℝ>0, the 푝−quantile
estimate
푥ˆ푝 = 휇ˆ− 휎ˆ ln (− ln 푝)
is recommended to be calculated, with 푝 ∈ (0, 1), such as 푝 = 0.999 (E2283-03 by ASTM International
2003). As an issue of prediction or rather extrapolation, such a 푝−quantile is called the characteristic
size of the largest inclusion with respect to the return period 푇 = 1/(1 − 푝) (see, e.g., Anderson et
al. 2002), being the size that is expected to be exceeded exactly once in a reference area that is 푇 times
larger than the control areas, or, in other words, being the size that is expected to be exceeded by
exactly one maximum inclusion in 푇 control areas. More precisely, modeling the maximum inclusion
sizes in 푇 inspection areas by iid random variables 푍1, . . . , 푍푇 defined on a common probability
space (Ω,풜, 푃 ), and assuming that these random variables possess a Gumbel distribution (1.4) with
parameters 휇 ∈ ℝ, 휎 ∈ ℝ>0 and quantiles 푥푝 = 휇− 휎 ln(− ln 푝), 푝 ∈ (0, 1), it holds
퐸
(
푇∑
푖=1
1 {푍푖 > 푥푝}
)
=
푇∑
푖=1
푃 (푍푖 > 푥푝) = 푇 (1− 푝) = 1 ,
where 1 {푍푖 > 푥푝} denotes the indicator function of the set {푍푖 > 푥푝} = {휔 ∈ Ω ∣푍푖(휔) > 푥푝}.
Concerning the metallographical practice, those quantile estimates are used to predict lower bounds
of fatigue limit of high strength steels. The fatigue limit is determined as the highest stress ampli-
tude for which the material in question has an infinite life (cf. Svensson and de Mare´ 1999). The
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corresponding predictive equation was developed by Murakami and his co-workers on the basis of the
analysis of many fatigue tests; see Murakami (1994), Murakami and Beretta (1999) and the included
references.
As there exist three families of extreme value distributions, namely the Gumbel, Fre´chet and re-
versed Weibull family, the question arises whether it is always reasonable to fit a Gumbel distribution
to observed control area maxima (see, e.g., Svensson and de Mare´ 1999). The use of a Gumbel distri-
bution has been frequently reasoned by the argument that some measurements have shown that the
distribution of inclusion sizes in steels are nearly described by a log-normal, exponential or Weibull
distribution (cf. Murakami and Beretta 1999; Anderson et al. 2002; Atkinson and Shi 2003), which
belong to the Gumbel domain of attraction. Rather than adopting one predetermined extreme value
family, it is nowadays more common to practice on the unification of the Gumbel, Fre´chet and reversed
Weibull family to the GEV family of distributions, with distribution functions given in (1.3); cf. Coles
(2001) and Gomes et al. (2008). Fitting a GEV distribution to observed maxima, the data itself
intends for the most appropriate extreme value family through inference on the GEV shape parameter
푘. In metallographical practice Ekengren and Bergstro¨m (2012) recently made use of this unifying
approach by fitting a GEV distribution to data on failure inducing inclusion sizes from fatigue testing;
examples for all three extreme value distribution families were found indeed in different steel grades.
It is recommended by the ASTM International (2003) standard practice for extreme value analysis
of non-metallic inclusion sizes to consider 푁 = 24 control areas, leading to the limited amount of 24
observed maxima. With the objective of a sound specification of the extreme value behavior, it is
worthwhile to incorporate more data into the statistical analysis than just control area maxima, if
available. In the field of extreme value theory based on iid random variables, two approaches that
model data other than only observed maxima are known, depending on different ways to define extreme
observations, namely the multivariate extreme value (MEV) and the peaks over threshold (POT)
approach (cf. Gomes et al. 2008).
Referring to the POT method, an observation is considered to be extreme if it exceeds a certain
high threshold 푢. Provided that this threshold 푢 is taken sufficiently high, the appropriate statistical
model to approximate the distribution of threshold excesses is given by the family of generalized
Pareto (GP) distributions, having distribution functions 1− (1− 푘(푥− 푢)/훼)1/푘, 1− 푘(푥− 푢)/훼 > 0,
푥 > 푢, with parameters 푘 ∈ ℝ and 훼 ∈ ℝ>0. The case 푘 = 0 is again interpreted as the limit 푘 → 0,
leading to an exponential distribution. As verified by Pickands (1975), a GP distribution appears as a
limiting distribution for threshold excesses as the threshold increases if and only if (iff) the underlying
distribution is in the domain of attraction of one of the extreme value distributions; worth mentioning,
the shape parameter 푘 of the GP distribution is equal to that of the associated GEV distribution. A
survey of the POT methodology was contributed by Davison and Smith (1990). In metallography the
application of the POT approach to non-metallic inclusion sizes was developed by Shi et al. (1999);
an estimation procedure on the characteristic size of maximum inclusions (i.e., the inclusion sizes that
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are expected to be exceeded exactly once in certain proportions of steels) was proposed that is based
on those two-dimensional inclusion sizes that exceed a predetermined threshold; see also Anderson et
al. (2000), Shi et al. (2001) and Anderson et al. (2003, 2005). Naturally, detecting and measuring all
inclusions with sizes larger than a certain threshold correspond to some measurement efforts.
Applying the MEV method, the 푟 largest observations within each sub-sample are incorporated in
an extreme value analysis, with fixed 푟 ∈ ℕ. Theoretically based on the joint limiting distributional
behavior of the 푟 largest order statistics, this approach allows for estimating the GEV distribution
parameters on the basis of the 푟 > 1 largest observations of each sub-sample, instead of just permitting
observed maxima. Therefore, more data are used, along with moderate measurement efforts. A
comprehensive literature search reveals that the MEV method, which is also called the 푟 largest
order statistics model, has been well-recognized in some fields of application such as hydrology,
climatology and sports (cf. Smith 1986; Tawn 1988; Robinson and Tawn 1995; Coles 2001; Guedes
Soares and Scotto 2004; An and Pandey 2007; Soukissian and Kalantzi 2007), whereas we address its
use in metallography (cf. Schmiedt et al. 2012). In Chapter 3 of this doctoral thesis an introduction to
the MEV method is provided, and results from an extensive simulation study are presented that gives
rise to recommend multivariate extreme value analysis with the number 푟 of upper order statistics to
be included in the estimation procedure being sufficiently large in order to avoid miss-specifications of
the extreme value family, which frequently appear, otherwise. The role of 푟 is illustrated by means of
a real data set of non-metallic inclusion sizes, provided by the Department of Ferrous Metallurgy of
RWTH Aachen University and described in Section 1.4.
The statistics of extremes applied to the sizes of non-metallic inclusions mentioned so far is based
on the fundamental assumption that the increasing inclusion sizes within each inspection area are
realizations of ordinary OS based on iid random variables. However, within each control area, usually
just a few large and many smaller inclusions are detected. Hence, it might be possible that the iid
assumption is not reasonable. Instead, in Chapter 4 of this doctoral thesis we discuss a more flexible
model of ordered random variables that we call generalized model of ordered inclusion sizes. In
the distribution theoretical sense, this model coincides with the model of generalized order statistics
(gOS), which was introduced by Kamps (1995a, 1995b).
1.3. Models of Ordered Random Variables
The model of generalized order statistics was established by Kamps (1995a, 1995b) as a unifying
approach to various models (or appropriately restricted versions) of ordered random variables.
Having introduced uniform gOS (see Definition 1.1) first, quantile transformation is used to define
gOS with an arbitrary baseline distribution function 퐹 (see Definition 1.3). Then, assuming an
absolutely continuous distribution function 퐹 , the joint density function of gOS (see Remark 1.4)
provides a parametric model that embeds several models of ordered random variables by choosing the
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respective model parameters in an appropriate way (Kamps 1995a, 1995b).
Definition 1.1. Let 푛 ∈ ℕ, 푘 > 0, 푚1, . . . ,푚푛−1 ∈ ℝ be parameters such that 훾푗 = 푘+푛−푗+
푛−1∑
푖=푗
푚푖 >
0 for all 푗 ∈ {1, . . . , 푛− 1}. Let 푚˜ = (푚1, . . . ,푚푛−1) if 푛 ≥ 2 and 푚˜ ∈ ℝ arbitrary if 푛 = 1. If the
random variables 푈 (푗, 푛, 푚˜, 푘), 1 ≤ 푗 ≤ 푛, have a joint density function of the form
푓푈(1,푛,푚˜,푘),...,푈(푛,푛,푚˜,푘) (푢1, . . . , 푢푛) = 푘
⎛⎝푛−1∏
푗=1
훾푗
⎞⎠⎛⎝푛−1∏
푗=1
(1− 푢푗)푚푗
⎞⎠ (1− 푢푛)푘−1 (1.5)
on the cone 0 ≤ 푢1 ≤ ⋅ ⋅ ⋅ ≤ 푢푛 < 1 of ℝ푛, then they are called uniform generalized order statistics.
Generalized OS based on some arbitrary distribution function 퐹 are introduced in terms of quantile
transformation, where the pseudo-inverse (or quantile function) of 퐹 is used, which we define first.
Definition 1.2. Given a distribution function 퐹 : ℝ −→ [0, 1], the function 퐹−1 : (0, 1) −→ ℝ with
퐹−1(푦) = inf {푥 ∈ ℝ ∣퐹 (푥) ≥ 푦} , 푦 ∈ (0, 1) ,
is called pseudo-inverse or quantile function of 퐹 . Moreover, let 퐹−1(1) = lim
푦↑1
퐹−1(푦) = 휔(퐹 )
and 퐹−1(0) = lim
푦↓0
퐹−1(푦).
Definition 1.3. Let the situation of Definition 1.1 be given, and let 퐹 be a distribution function. The
random variables
푋 (푗, 푛, 푚˜, 푘) = 퐹−1 (푈 (푗, 푛, 푚˜, 푘)) , 1 ≤ 푗 ≤ 푛 ,
are called generalized order statistics (based on the distribution function 퐹).
By means of density transformation, the joint density function of gOS based on an absolutely
continuous distribution function 퐹 is then given as follows.
Remark 1.4. Let the assumptions of Definition 1.1 be given, and let 퐹 be an absolutely continuous
distribution function with density function 푓 . The joint density function of the generalized order
statistics 푋 (1, 푛, 푚˜, 푘) , . . . , 푋 (푛, 푛, 푚˜, 푘) based on the absolutely continuous distribution function 퐹
has the form
푓푋(1,푛,푚˜,푘),...,푋(푛,푛,푚˜,푘)(푥1, . . . , 푥푛) = 푘
⎛⎝푛−1∏
푗=1
훾푗
⎞⎠⎛⎝푛−1∏
푗=1
(1− 퐹 (푥푗))푚푗 푓(푥푗)
⎞⎠ (1− 퐹 (푥푛))푘−1 푓(푥푛)
(1.6)
on the cone 퐹−1(0) < 푥1 < ⋅ ⋅ ⋅ < 푥푛 < 퐹−1(1).
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Several structures of ordered random variables (or appropriately restricted versions) with different
interpretations are included in the model of gOS in the distribution theoretical sense. That is, by
choosing the parameters in (1.6) appropriately, the corresponding joint density functions are obtained
(Kamps 1995a, 1995b).
For instance, the choice 푚1 = ⋅ ⋅ ⋅ = 푚푛−1 = 0 and 푘 = 1 in (1.6) leads to 훾푗 = 푛 − 푗 + 1,
1 ≤ 푗 ≤ 푛 − 1, and provides the joint density function 푛! ∏푛푗=1 푓(푥푗) of ordinary order statistics
from 푛 iid random variables with common distribution function 퐹 . Note that it is assumed throughout
in this thesis that oOS are based on iid random variables. For both a textbook and a guide to research
literature on oOS the reader is referred to the monograph by David and Nagaraja (2003).
In reliability theory oOS are of particular interest in modeling (ordinary) 푘-out-of-푛 systems, where
푛 ∈ ℕ and 1 ≤ 푘 ≤ 푛. The latter consist of 푛 components of the same kind with iid life-lengths. All
components start working simultaneously and the system fails if 푛 − 푘 + 1 or more components fail.
Hence, 푘 components are necessary for the system to work, and the (푛 − 푘 + 1)−th oOS 푋푛−푘+1:푛
in a sample of size 푛 represents the life-length of a 푘-out-of-푛 systems. If, however, the failure of
a component may influence the life-length distribution of the remaining ones, the system is called
sequential 푘-out-of-푛 system, which is appropriately modeled by sequential order statistics (sOS).
The latter were introduced by Kamps (1995a, 1995b) in terms of a triangular scheme of independent
random variables. The general structure is described as follows. Assume that there are 푛 components
with life-length distribution 퐹1. Observing the first failure at time 푥1, the remaining components are
supposed to have a life-length distribution 퐹2 that is truncated on the left at 푥1 to ensure realizations
arranged in ascending order of magnitude, and so on. If one restricts oneself to a particular choice of
the distribution functions 퐹1, . . . , 퐹푛, namely
퐹푗 = 1− (1− 퐹 )훼푗 , 1 ≤ 푗 ≤ 푛 , (1.7)
where 퐹 is an absolutely continuous baseline distribution function with associated density function 푓
and positive model parameters 훼1, . . . , 훼푛 ∈ ℝ>0, sOS are also termed sOS with conditional propor-
tional hazard rates (cf. Bedbur 2011; Bedbur et al. 2012a). In that case, for any 1 ≤ 푗 ≤ 푛, the failure
rate of 퐹푗 is given by 훼푗푓/(1−퐹 ) and therefore proportional to the failure rate of the baseline distri-
bution function 퐹 . On the one hand, sOS with conditional proportional hazard rates can be regarded
as gOS in the distribution theoretical sense since the joint density function of sOS based on 퐹1, . . . , 퐹푛
defined in (1.7) results from the model of gOS by setting in (1.6)푚푗 = (푛− 푗 + 1)훼푗−(푛− 푗)훼푗+1−1,
1 ≤ 푗 ≤ 푛 − 1, and 푘 = 훼푛, leading to 훾푗 = (푛 − 푗 + 1)훼푗 , 1 ≤ 푗 ≤ 푛 − 1. On the other hand, gOS
with an absolutely continuous baseline distribution function 퐹 can be interpreted as sOS based on
퐹푗 = 1− (1− 퐹 )훾푗/(푛−푗+1), 1 ≤ 푗 ≤ 푛− 1, and 퐹푛 = 1− (1− 퐹 )푘. Thus, the model of gOS and sOS
with conditional proportional hazard rates coincide in the distribution theoretical sense.
When considering models of ordered random variables, one is further led to models of record
values, which are subject matter of the monograph by Arnold, Balakrishnan and Nagaraja (1998).
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By choosing in (1.6) 푚1 = ⋅ ⋅ ⋅ = 푚푛−1 = −1 and 푘 ∈ ℕ, leading to 훾푗 = 푘, 1 ≤ 푗 ≤ 푛 − 1, one
obtains the joint density function of the first 푛 푘−th record values based on a sequence (푋푗)푗∈ℕ of
iid random variables with absolutely continuous distribution function 퐹 . The particular case 푘 = 1
corresponds to the model of (ordinary) record values that, motivated by extreme weather conditions,
was introduced by Chandler (1952) as a model for successive extremes in an iid sequence of random
variables. Record values are defined by means of record times at which successively largest values
appear, i.e., the random variables
퐿(1) = 1 and 퐿(푗 + 1) = min
{
푖 > 퐿(푗) : 푋푖 > 푋퐿(푗)
}
, 푗 ∈ ℕ ,
are called record times, and the ascendingly ordered random variables 푋퐿(푗), 푗 ∈ ℕ, are called record
values. In situations in which the record values are viewed as outliers, not the record values themselves
but the successively 푘−th largest values are of interest, which are appropriately described by the
precedingly specified model of 푘−th record values. Whereas ordinary record values (or 푘−th record
values) are based on a sequence of iid random variables, the assumption of identical distributions
is weakened in Pfeifer’s record model (Pfeifer 1979, 1982). It is based on a double sequence of
independent but non-identically distributed random variables with distribution function 퐹1, . . . , 퐹푛
such that the distribution of the underlying random variables is allowed to change after each record
event. Denoting by 퐹푗 , 1 ≤ 푗 ≤ 푛, an underlying absolutely continuous distribution function until
the 푗−th record occurs, as in the model of sOS, one may restrict oneself to a particular choice of
퐹1, . . . , 퐹푛, namely
퐹푗 = 1− (1− 퐹 )훽푗 , 1 ≤ 푗 ≤ 푛 , (1.8)
with some absolutely continuous baseline distribution function 퐹 possessing density function 푓 and
positive real numbers 훽1, . . . , 훽푛 ∈ ℝ>0. Then, by setting in (1.6) 푚푗 = 훽푗 − 훽푗+1 − 1, 1 ≤ 푗 ≤ 푛− 1,
and 푘 = 훽푛, i.e., 훾푗 = 훽푗 , 1 ≤ 푗 ≤ 푛−1, one gets the joint density function of the first 푛 Pfeifer’s record
values from non-identically distributed random variables based on (1.8). On the other hand, gOS with
an absolutely continuous baseline distribution function 퐹 can always be interpreted as Pfeifer’s record
values based on 퐹푗 = 1− (1− 퐹 )훾푗 , 1 ≤ 푗 ≤ 푛− 1, and 퐹푛 = 1− (1− 퐹 )푘. Hence, the model of gOS,
the restricted version of Pfeifer’s record model and the model of sOS with conditional proportional
hazard rates coincide in the distribution theoretical sense. Note that also in their general forms, in
the distribution theoretical sense, Pfeifer’s record model and the model of sOS coincide.
In case of other choices of the parameters in (1.6), further models of ordered random variables
are included in the model of gOS in the distribution theoretical sense, such as order statistics with
non-integral sample size and progressive type-II censored order statistics (Kamps 1995a, 1995b).
With a view to modeling the sizes of non-metallic inclusions, in Chapter 4 of the present work we
discuss a model of ordered random variables that we call generalized model of ordered inclusion
sizes. Therein, we permit that the ascendingly ordered inclusion sizes within each control area possibly
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possess different hazard rates, whereas the underlying hazard rate is adjusted according to the number
of smaller inclusions. In the distributional theoretical sense, this model corresponds to the model of
gOS, and, thus, to both the model of sOS with conditional proportional hazard rates and the model of
Pfeifer’s record values from non-identically distributed random variables based on (1.8), even though
its interpretation differs.
Many authors have investigated distribution theory, properties and statistical applications of gOS
and sOS (with conditional proportional hazard rates). General accounts of theoretical developments
were given by Kamps (1995a, 1995b), Kamps and Cramer (2001), Cramer and Kamps (2003). For
certain structural results, see, e.g., Cramer (2006), Bieniek (2008) and Burkschat (2009b). Paramet-
rical inference with unknown model parameters was addressed by Cramer and Kamps (1996, 1998a),
whereas Cramer and Kamps (1998a, 1998b, 2001a) dealt with estimation issues by supposing that the
model parameters are known; a survey article along with further references was provided by Cramer
and Kamps (2001b); more recent results can be found in Burkschat (2009a) and Schenk et al. (2011).
Balakrishnan et al. (2008), Beutner and Kamps (2009), Burkschat et al. (2010) discussed order re-
stricted parametrical inference. The estimation of model parameters under proportional and linear
link functions was addressed by Balakrishnan et al. (2011a). Recently, Bedbur et al. (2012a) pointed
out that gOS, or equivalently sOS with conditional proportional hazard rates, form an exponential
family in the model parameters. This structural finding has indeed simplified many problems related
to parametrical inference; for more details, the reader is referred to Bedbur (2010, 2011) and Bedbur
et al. (2012a). Although statistical inference for gOS has mainly been concerned with parametric
models, non-parametric statistical methods were developed by Beutner (2008, 2010).
Extreme value theory for models of gOS was introduced by Nasri-Roudsari (1996a, 1996b) and
Cramer (2003). Whereas by Nasri-Roudsari (1996a, 1996b) 푚−gOS were addressed, Cramer (2003)
developed extreme value theory for gOS in general. As the model of 푚−gOS is contained in the model
of gOS by the choice푚1 = ⋅ ⋅ ⋅ = 푚푛−1 = 푚 in Definition 1.1, with푚 ∈ ℝ, leading to model parameters
훾푗 = 푘 + (푛− 푗)(푚+ 1), 1 ≤ 푗 ≤ 푛− 1, the results of Cramer (2003) contain the respective results of
Nasri-Roudsari (1996a, 1996b) as a special case. Cramer (2003) showed that with respect to the limits
푡
(1)
∞ = lim
푛→∞
푛∑
푗=1
훾−1푗 and 푡
(2)
∞ = lim
푛→∞
푛∑
푗=1
훾−2푗 various set-ups have to be distinguished; by analyzing these
set-ups, possible limit distributions for extreme gOS were established. In Section 2.2 of this thesis the
main results of Cramer (2003) are summarized. Further references on recent developments in extreme
value theory for models of gOS are given in Chapter 5, and, based on the findings of Cramer (2003),
own contributions to extreme value theory for gOS are presented that deal with domain of attraction
criteria.
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1.4. Materials
Subsequently, the metallurgical material is described that serves as a basis for statistical analysis of
non-metallic inclusion sizes throughout this doctoral thesis. Note that in Schmiedt et al. (2012) it is
made use of the same material.
The Department of Ferrous Metallurgy of RWTH Aachen University has made data of engineering
steel available, which is used, e.g., in forgings for the automobile industry. The experimental material
was a single rolled round bar of 61mm diameter. Following mainly the standards DIN EN 10247
(2007) and E2283-03 by ASTM International (2003), a number of sample areas of 20mm (length) by
10mm (width) were cut from the half radius position (see Figure 1.2). These plane surfaces of size
200mm2 were polished a few times. On the respective polished planes, in total 60 control areas, each of
Figure 1.2 Sample preparation from the
steel bar according to DIN EN 10247
(2007, p. 30)
(Graphic provided by the Depart-
ment of Ferrous Metallurgy of
RWTH Aachen University)
size 0.76786mm2, were determined. Afterwards, each control area was screened by scanning electron
microscopy in order to detect non-metallic inclusions. The sizes of all inclusions with a maximum
diameter larger than 5휇m have been recorded, the threshold of 5휇m being a lower limit of detection
due to technical limitations with equipment.
For the experimental analysis two major inclusion types have been differentiated, namely oxides and
sulfides. Scanning electron microscope pictures of these two particle types are shown in Figure 1.3.
Typically, the two-dimensional cross-sections of oxides are nearly circular, whereas those of sulfides
are rather elongated and almost ellipsoidal. Subsequently, we focus on oxides as they are supposed
to be more critical with respect to fatigue properties of steel components. All inclusions with ratio
of maximum and minimum diameter smaller than 3 have been considered as oxides. The latter
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Figure 1.3. Scanning electron microscope images of non-metallic inclusions: (a) oxide and (b) sulfide
(Images provided by the Department of Ferrous Metallurgy of RWTH Aachen University)
assumption is feasible as the engineering steel had been highly deformed so that the soft sulfides had
been stretched to a larger extent than the hard oxides.
Based on the described procedure, the number of recorded oxide inclusions per control area differs
from 19 to 81, where the mean number is about 48, so that the control areas are apparently differently
structured. We quantify the oxides’ sizes in terms of the
√
area−parameter, i.e., the square root of an
inclusion’s projected area. Then, the largest inclusion measures 33.57071휇m, and the 0.9−quantile1
of all recorded
√
area−parameters is given by 9.150137휇m. In each control area there are many small
oxide inclusions and just a few large ones.
1.5. Outline
The present work is divided into five chapters that are organized as follows.
In Chapter 2 fundamentals of extreme value theory are provided that are required for a proper
understanding of the following chapters. On the one hand, a brief account of extreme value theory
for ordinary order statistics is given, including the extremal types theorem and domains of attraction
criteria. On the other hand, the main results of Cramer (2003) in the context of extreme value theory
for generalized order statistics are summarized, and, in particular, possible limit distributions for
1Denoting by 푥(1) ≤ ⋅ ⋅ ⋅ ≤ 푥(푚) the ascendingly ordered inclusion sizes of all control areas, for any 푝 ∈ (0, 1), the
푝−quantile is defined as 푥(푘) with 푚푝 < 푘 < 푚푝 + 1 and 푘 ∈ ℕ if 푚푝 /∈ ℕ, and as
1
2
(
푥(푘) + 푥(푘+1)
)
with 푘 = 푚푝 if
푚푝 ∈ ℕ.
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extreme gOS are presented.
Chapter 3 deals with multivariate extreme value theory for oOS. A brief introduction to the MEV
method is followed by a discussion of the benefit of a multivariate compared to a univariate extreme
value approach. An extensive simulation study shows that a univariate set-up may lead to a high
proportion of miss-specifications of the true extreme value distribution, and that the statistical analysis
is considerably improved when being based on the respective 푟 > 1 largest observations of each sub-
sample, with 푟 appropriately chosen. Moreover, the simulation results are illustrated via real data
analysis of non-metallic inclusion sizes, the latter being obtained from the metallurgical material
described in Section 1.4.
The application of the MEV method to non-metallic inclusion sizes is based on the assumption
that the increasing inclusion sizes within each control area are realizations of oOS from iid random
variables. However, this fundamental iid assumption is possibly not reasonable as large inclusions
occur with a significantly lower incidence than smaller ones in real data sets. For this reason, in
Chapter 4 a generalized model of ordered inclusion sizes is analyzed which coincides with the model
of gOS in the distribution theoretical sense. Certain model parameters allow the ascendingly ordered
inclusion sizes in each control area to arise from parametrically adjusted hazard rates. Supposing that
these model parameters are unknown, methods of statistical inference are discussed and applied to
real non-metallic inclusion sizes that are obtained from the metallurgical material described in Section
1.4. Besides, it is made use of extreme value theory for gOS in order to predict large inclusion sizes
by means of extrapolation.
Based on the findings of Cramer (2003), in Chapter 5 research on extreme value theory for gOS is
carried on. Being mainly concerned with one particular set-up with respect to series of powers of the
underlying model parameters, namely 푡
(1)
∞ = lim
푛→∞
푛∑
푗=1
훾−1푗 = 푡
(2)
∞ = lim
푛→∞
푛∑
푗=1
훾−2푗 = ∞, the domains
of attraction of the respective non-degenerate limit distributions for extreme gOS are extensively
analyzed in terms of necessary and/or sufficient conditions on the baseline distribution function 퐹 .
Finally, in Chapter 6 the impact and the contributions of this thesis are summarized.
2. Extreme Value Theory
2.1. Extreme Value Theory for Ordinary Order Statistics
In this section we give a brief account of classical extreme value theory for ordinary order statistics.
2.1.1. Extremal Types Theorem
Firstly, we present a key result of classical extreme value theory - the extremal types theorem - along
with some basic definitions. For references, the reader is referred to the monographs by Leadbetter et
al. (1983, Chapter 1), Galambos (1987, Chapter 2), Resnick (1987, Chapter 0), Pfeifer (1989, Chapter
1) and de Haan and Ferreira (2006, Chapter 1).
We denote by (푋푛)푛∈ℕ a sequence of iid random variables defined on a probability space (Ω,풜, 푃 )
with common distribution function 퐹 . The maximum of the first 푛 random variables, i.e., the 푛−th
ordinary OS 푋푛:푛 = max (푋1, . . . , 푋푛), possesses the distribution function 퐹
푛. As outlined in Section
1.1, 퐹푛 converges pointwise to the distribution function of a degenerate distribution (in its right
endpoint 휔(퐹 )) for 푛 → ∞. Looking for some kind of linear transformation 푎−1푛 (푋푛:푛 − 푏푛) affected
by sequences (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in order to enforce a non-degenerate limit, the following
definition is provided.
Definition 2.1. Let 퐹 be a distribution function and 퐺 a non-degenerate one. 퐹 is said to belong to
the domain of (ordinary order statistics) attraction of 퐺, if there are so-called normalizing
constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푛 (푎푛푥+ 푏푛) = 퐺(푥) , ∀푥 ∈ 풞퐺 . (2.1)
In this case, we write 퐹 ∈ 풟표푂푆 (퐺) or, for short, 퐹 ∈ 풟 (퐺).
Assuming (2.1) and choosing 훼푛 = 푎푛푎 and 훽푛 = 푏푛+푎푛푏 for some constants 푎 ∈ ℝ>0 and 푏 ∈ ℝ, one
obtains that 퐹 also belongs to the domain of attraction of the non-degenerate distribution function
퐺∗ that is defined by 퐺∗(푥) = 퐺(푎푥 + 푏), 푥 ∈ ℝ, where the normalizing constants are given by
(훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ. Hence, noticing that neither the normalizing constants nor the
non-degenerate limit distribution function in (2.1) are unique, the subsequent definitions are useful.
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Definition 2.2. In regard of (2.1), the normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ are
said to be asymptotically equivalent to constants (훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ, if
lim
푛→∞ 푎
−1
푛 훼푛 = 1 and lim푛→∞ 푎
−1
푛 (훽푛 − 푏푛) = 0 .
Definition 2.3. Two distribution functions 퐺 and 퐺∗ are said to be of the same type, if
퐺(푥) = 퐺∗(푎푥+ 푏) , ∀푥 ∈ ℝ ,
for some constants 푎 ∈ ℝ>0 and 푏 ∈ ℝ.
The below-stated lemma of Khintchine, which concerns convergence of distribution functions, yields
that the normalizing constants as well as the non-degenerate limit distribution in (2.1) are unique
except for asymptotical equivalences and distributions of the same type, respectively.
Lemma 2.4. (Khintchine)
Let (퐹푛)푛∈ℕ be a sequence of distribution functions and 퐺 a non-degenerate distribution function. Let
(푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ be normalizing constants such that
lim
푛→∞퐹푛 (푎푛푥+ 푏푛) = 퐺(푥) , ∀푥 ∈ 풞퐺 .
For some non-degenerate distribution function 퐺∗ and sequences (훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ
one has
lim
푛→∞퐹푛 (훼푛푥+ 훽푛) = 퐺
∗(푥) , ∀푥 ∈ 풞퐺∗ ,
iif there are constants 푎 ∈ ℝ>0 and 푏 ∈ ℝ with
lim
푛→∞ 푎
−1
푛 훼푛 = 푎 and lim푛→∞ 푎
−1
푛 (훽푛 − 푏푛) = 푏 .
In this case, 퐺 and 퐺∗ are of the same type with
퐺∗(푥) = 퐺(푎푥+ 푏) , ∀푥 ∈ ℝ .
The preceding lemma of Khintchine is a central result in the development of extreme value theory.
Indeed, possible non-degenerate distributions that can occur as a limit in (2.1) are identified with the
so-called max-stable distributions.
Definition 2.5. A non-degenerate distribution function 퐺 is max-stable, if for each 푛 ∈ ℕ there are
constants 푎푛 ∈ ℝ>0 and 푏푛 ∈ ℝ such that
퐺푛 (푎푛푥+ 푏푛) = 퐺(푥) , ∀푥 ∈ ℝ .
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The above definition can be restated as follows: a non-degenerate distribution function 퐺 is max-
stable iff 퐺푛 is of the same type as 퐺 for each 푛 ∈ ℕ.
If 퐺 is max-stable, it is 퐺 ∈ 풟(퐺) so that 풟(퐺) is non-empty. In reverse, if 풟(퐺) is non-empty
with, say, 퐹 ∈ 풟(퐺), it holds (2.1) as well as lim
푛→∞퐹
푛 (푎푛푘푥+ 푏푛푘) = 퐺
1/푘(푥) for all 푥 ∈ 풞퐺, for each
푘 ∈ ℕ. By applying Khintchine’s lemma, one obtains that 퐺 is max-stable. Thus, the characterization
of max-stable distribution functions gives all possible limit laws in the sense of (2.1). It was discovered
by Fisher and Tippett (1928) and firstly proved by Gnedenko (1943) that a non-degenerate distribution
function is max-stable iff it is of the same type as one of the following distribution functions:
퐺1,휌(푥) =
⎧⎨⎩exp (−푥−휌) , 푥 > 0 ,0 , 푥 ≤ 0 ,
퐺2,휌(푥) =
⎧⎨⎩1 , 푥 ≥ 0 ,exp (−(−푥)휌) , 푥 < 0 , (2.2)
퐺3,0(푥) = exp (− exp(−푥)) , 푥 ∈ ℝ ,
where 휌 ∈ ℝ>0 is a shape parameter. The distributions described by the distribution functions in (2.2)
are termed the extreme value distributions. At this, 퐺3,0 is the distribution function of aGumbel
or double-exponential distribution, and 퐺1,휌 and 퐺2,휌 are distribution functions which belong to the
Fre´chet and reversed Weibull families of distributions. By using 퐺1,휌 (1 + 푥/휌), 1 + 푥/휌 > 0, and
퐺2,휌 (− (1− 푥/휌)), 1−푥/휌 > 0, with 푘 = −1/휌 < 0 and 푘 = 1/휌 > 0, respectively, we obtain the GEV
family of distributions, having distribution functions 퐺푘(푥) = exp
(
− (1− 푘푥)1/푘
)
, 1 − 푘푥 > 0, with
extreme value index 푘 ∈ ℝ; see Section 1.1.
The key result of classical extreme value theory follows directly.
Theorem 2.6. (Extremal Types Theorem) Let 퐹 be a distribution function. If 퐹 ∈ 풟 (퐺) for
a non-degenerate distribution function 퐺, then 퐺 of the same type as 퐺1,휌, 퐺2,휌 or 퐺3,0 given (2.2),
where 휌 ∈ ℝ>0.
Conversely, every distribution function 퐺 that is of the same type as one extreme value distribution
can occur as a limit in (2.1), and, indeed, occurs if the random variables (푋푛)푛∈ℕ are iid according to
퐺.
2.1.2. Domains of Attraction
Given a distribution function 퐹 , it is important to know which (if any) of the three extreme value
distribution functions apply as a non-degenerate limit law. Therefore, in this subsection we give nec-
essary and/or sufficient conditions for a distribution function 퐹 to belong to the domain of attraction
of 퐺1,휌, 퐺2,휌 and 퐺3,0, respectively, for any 휌 ∈ ℝ>0. For relevant references, the reader is referred to
the monographs by Leadbetter et al. (1983, Section 1.6), Galambos (1987, Chapter 2), Resnick (1987,
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Chapter 1), Pfeifer (1989, Chapter 2), Reiss (1989, Section 5.1), de Haan and Ferreira (2006, Section
1.1.5, Section 1.2).
The following three theorems state necessary and sufficient conditions on 퐹 that involve the tail
behavior 1− 퐹 (푡) as 푡 increases for each extreme value distribution function. Proofs may be found in
the monographs cited above and in the papers of Gnedenko (1943) and de Haan (1970). As the central
analytic tool within these theorems is the theory of regularly varying functions, we point to Appendix
A where a brief account of relevant basics and useful extensions of regular variation is provided. The
reader should at least get used to Definition A.1, Definition A.7 and Definition A.10.
Theorem 2.7. Let 퐹 be a distribution function with 휔(퐹 ) =∞, and let 휌 ∈ ℝ>0. Then,
퐹 ∈ 풟 (퐺1,휌) iff 1− 퐹 ∈ 푅푉−휌 , i.e., lim
푡→∞
1− 퐹 (푡푥)
1− 퐹 (푡) = 푥
−휌 , ∀푥 ∈ ℝ>0 .
In this case, normalizing constants satisfying (2.1) with 퐺 = 퐺1,휌 can always be taken as
푎푛 = 퐹
−1
(
1− 1
푛
)
, 푏푛 = 0 , 푛 ∈ ℕ .
Theorem 2.8. Let 퐹 be a distribution function with 휔(퐹 ) <∞, and let 휌 ∈ ℝ>0. Then,
퐹 ∈ 풟 (퐺2,휌) iff 1− 퐹
(
휔(퐹 )− 1
푡
)
∈ 푅푉−휌 , 푡→∞ , i.e.,
lim
푡↓0
1− 퐹 (휔(퐹 )− 푡푥)
1− 퐹 (휔(퐹 )− 푡) = 푥
휌 , ∀푥 ∈ ℝ>0 .
In this case, (2.1) is always satisfied with 퐺 = 퐺2,휌 and
푎푛 = 휔(퐹 )− 퐹−1
(
1− 1
푛
)
, 푏푛 = 휔(퐹 ) , 푛 ∈ ℕ .
Given a distribution function 퐹 , set 푈 = 1/(1− 퐹 ). Then, the function
푈−1(푦) = inf {푥 ∈ ℝ ∣푈(푥) ≥ 푦} = inf {푥 ∈ ℝ ∣퐹 (푥) ≥ 1− 1/푦}
= 퐹−1 (1− 1/푦) , 푦 ∈ (1,∞) ,
is non-negative and non-decreasing on the semi-infinite interval (1,∞) (cf. Remark A.13).
Theorem 2.9. Let 퐹 be a distribution function, and set 푈 = 1/(1− 퐹 ). Then,
퐹 ∈ 풟 (퐺3,0) iff 푈−1 ∈ Π , i.e., there exist a positive real function 푎 : ℝ→ ℝ>0 and
a real function 푏 : ℝ→ ℝ such that lim
푡→∞
푈−1(푡푥)− 푏(푡)
푎(푡)
= ln(푥) , ∀푥 ∈ ℝ>0 ,
iff 푈 ∈ Γ , i.e., there exists a positive function 푔 defined on (훼(퐹 ), 휔(퐹 ))
such that lim
푡↑휔(퐹 )
1− 퐹 (푡+ 푥 푔(푡))
1− 퐹 (푡) = exp(−푥) , ∀푥 ∈ ℝ . (2.3)
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In this case, normalizing constants satisfying (2.1) with 퐺 = 퐺3,0 may be taken as
푎푛 = 푔
(
퐹−1
(
1− 1
푛
))
, 푏푛 = 퐹
−1
(
1− 1
푛
)
, 푛 ∈ ℕ .
Moreover, an appropriate choice of 푔 in (2.3) is given by
푔(푡) = (1− 퐹 (푡))−1
휔(퐹 )∫
푡
(1− 퐹 (푠)) d푠 , 푡 ∈ (훼(퐹 ), 휔(퐹 )) . (2.4)
Remark 2.10. When 휔(퐹 ) = ∞, the function 푔 defined in (2.4) is possibly infinite. However,
퐹 ∈ 풟 (퐺3,0) iff 푔 is finite and (2.3) holds.
The three theorems below contain sufficient conditions on the distribution function 퐹 to belong to
the domain of attraction of an extreme value distribution function that require the existence of one or
two derivatives of 퐹 . These conditions are called von Mises’ conditions as they are basically due
to von Mises (1936). Even though these conditions are very simple and useful, they are no necessary
conditions.
Theorem 2.11. Let 퐹 be a distribution function with 휔(퐹 ) = ∞. Suppose that 퐹 has a positive
derivative 푓 on (푡0,∞), where 푡0 <∞. If for some 휌 ∈ ℝ>0
lim
푡→∞
푡 푓(푡)
1− 퐹 (푡) = 휌 ,
then 퐹 ∈ 풟 (퐺1,휌).
Theorem 2.12. Let 퐹 be a distribution function with 휔(퐹 ) < ∞. Suppose that 퐹 has a positive
derivative 푓 on (푡0, 휔(퐹 )), where 푡0 < 휔(퐹 ). If for some 휌 ∈ ℝ>0
lim
푡↑휔(퐹 )
(휔(퐹 )− 푡) 푓(푡)
1− 퐹 (푡) = 휌 ,
then 퐹 ∈ 풟 (퐺2,휌).
Theorem 2.13. Let 퐹 be a distribution function with right endpoint 휔(퐹 ). Suppose that 퐹 has a
positive derivative 푓 on (푡0, 휔(퐹 )), where 푡0 < 휔(퐹 ). Further, suppose that 퐹 has a second derivative
푓 ′ on (푡0, 휔(퐹 )). If for some 휌 ∈ ℝ>0
lim
푡↑휔(퐹 )
∂
∂푡
(
1− 퐹 (푡)
푓(푡)
)
= −1− lim
푡↑휔(퐹 )
(1− 퐹 (푡)) 푓 ′(푡)
푓2(푡)
=
⎧⎨⎩
1/휌 ,
−1/휌 ,
0 ,
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then
퐹 ∈
⎧⎨⎩
풟 (퐺1,휌) .
풟 (퐺2,휌) .
풟 (퐺3,0) .
Moreover, if lim
푡↑휔(퐹 )
(1−퐹 (푡)) 푓 ′(푡)
푓2(푡)
= −1, normalizing constants satisfying (2.1) with 퐺 = 퐺3,0 may be
taken as
푎푛 =
1
푛 푓(푏푛)
, 푏푛 = 퐹
−1
(
1− 1
푛
)
, 푛 ∈ ℕ .
2.2. Extreme Value Theory for Generalized Order Statistics
Extreme value theory for models of generalized order statistics was firstly studied by Nasri-Roudsari
(1996a, 1996b), where 푚−generalized order statistics were considered. Note that 푚−gOS form a
subclass of gOS, which includes ordinary order statistics and ordinary record values, as 푚−gOS are
obtained from gOS by setting
푚1 = ⋅ ⋅ ⋅ = 푚푛−1 = 푚 (2.5)
in Definition 1.1, with 푚 ∈ ℝ. It turned out that only three types of non-degenerate limit distribution
functions appear that are related to the three extreme value distribution functions given in (2.2) via a
certain transformation. Cramer (2003) verified that such a relation is typical for extreme gOS without
the restriction (2.5) imposed on the model parameters 훾푗 , 1 ≤ 푗 ≤ 푛− 1. Thereby, it was shown that
the limiting distributional behavior of gOS can be characterized by series of powers of the underlying
model parameters. In the following, the main results developed by Cramer (2003) are summarized,
containing the respective results of Nasri-Roudsari (1996a, 1996b) as a special case. The proofs are
omitted.
2.2.1. Preliminaries
In Cramer (2003, Definition 3.1.5, p. 30) an alternative definition of gOS is established which is based
on products of independent power-function distributed random variables (see also Cramer and Kamps
2003).
Definition 2.14. Let 푛 ∈ ℕ, let 퐹 be a distribution function, and let 훾1, . . . , 훾푛 ∈ ℝ>0 be positive model
parameters. Suppose that 퐵1, . . . , 퐵푛 are independent power-function distributed random variables with
parameters 훾1, . . . , 훾푛, i.e., 퐵푗 has the distribution function 푃 (퐵푗 ≤ 푥) = 푥훾푗 , 푥 ∈ [0, 1], 1 ≤ 푗 ≤ 푛.
Then, the random variables 푋
(1)
∗ , . . . , 푋
(푛)
∗ defined via
푋
(푗)
∗ = 퐹−1
(
1−
푗∏
푣=1
퐵푣
)
, 1 ≤ 푗 ≤ 푛 ,
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are called generalized order statistics (based on 퐹). If 퐹 is the distribution function of a uniform
distribution, the associated uniform generalized order statistics are denoted by 푈
(1)
∗ , . . . , 푈
(푛)
∗ .
Remark 2.15. It is illustrated in Cramer (2003, Remark 3.1.6, p. 31) that Definition 2.14 and
Definition 1.1 (Definition 1.3) specify the same family of multivariate distributions. Specifically,
it is argued that the joint density function of (푈
(1)
∗ , . . . , 푈
(푛)
∗ ) coincides with the joint density of
(푈(1, 푛, 푚˜, 푘), . . . , 푈(푛, 푛, 푚˜, 푘)) given in (1.5), where 푚푗 = 훾푗 − 훾푗+1 − 1, 1 ≤ 푗 ≤ 푛 − 1, and
푘 = 훾푛. (Quantile transformation leads to the respective result in the case of an arbitrary distribution
function 퐹 .)
In what follows, let 퐹 be a distribution function and 퐹¯ = 1 − 퐹 its survival function. Further,
let 푛 ∈ ℕ, and let 훾1, . . . , 훾푛 ∈ ℝ>0 be positive model parameters. According to Definition 2.14, the
distribution function 퐹푋
(푛)
∗ of the 푛−th gOS 푋(푛)∗ based on 퐹 fulfills the relation
퐹푋
(푛)
∗ (푥) = 푃
⎛⎝퐹−1
⎛⎝1− 푛∏
푗=1
퐵푗
⎞⎠ ≤ 푥
⎞⎠ = 푃
⎛⎝1− 푛∏
푗=1
퐵푗 ≤ 퐹 (푥)
⎞⎠
= 푃
⎛⎝− 푛∑
푗=1
ln퐵푗 ≤ − ln 퐹¯ (푥)
⎞⎠ = 푃
⎛⎝ 푛∑
푗=1
퐶푗 ≤ − ln 퐹¯ (푥)
⎞⎠ , 푥 ∈ ℝ ,
where 퐶1, . . . , 퐶푛 are jointly independent, and 퐶푗 = − ln퐵푗 ∼ Exp
(
훾−1푗
)
, 1 ≤ 푗 ≤ 푛, has an
exponential distribution with scale parameter 훾−1푗 , i.e., 퐶푗 has the distribution function 푃 (퐶푗 ≤ 푥) =
1− exp (−훾푗푥), 푥 ≥ 0. For any 1 ≤ 푗 ≤ 푛, it is 퐸(퐶푗) = 훾−1푗 and 푉 푎푟(퐶푗) = 훾−2푗 .
As the model parameters 훾1, . . . , 훾푛 ∈ ℝ>0 may depend on 푛, subsequently, a triangular scheme of
random variables 퐵푗,푛, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ, is considered, where 퐵푗,푛 is supposed to have a power-
function distribution with parameter 훾푗,푛 ∈ ℝ>0. Accordingly, these random variables are assumed to
be row-wise independent, i.e., 퐵1,푛, . . . , 퐵푛,푛 are assumed to be independent for any fixed 푛 ∈ ℕ.
The essential problem of extreme value theory is to find normalizing sequences (푢푛(푥))푛∈ℕ ⊆ ℝ,
푥 ∈ ℝ, in order that
lim
푛→∞퐹
푋
(푛)
∗ (푢푛(푥)) = lim
푛→∞푃
⎛⎝ 푛∑
푗=1
퐶푗,푛 ≤ − ln 퐹¯ (푢푛(푥))
⎞⎠ = 퐿(푥) , ∀푥 ∈ 풞퐿 , (2.6)
with 퐶푗,푛 = − ln퐵푗,푛, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ, where 퐿 is a non-degenerate distribution function and 풞퐿
denotes the set of all continuity points of 퐿. In particular, being concerned with linear normalization,
the question is to find normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ, such that (2.6) holds
with 푢푛(푥) = 푎푛푥+ 푏푛, 푛 ∈ ℕ.
By linear transformation, we define a sequence of normalized random variables
푀푛 =
푛∑
푗=1
퐶푗,푛 − 푡(1)푛√
푡
(2)
푛
, 푛 ∈ ℕ , (2.7)
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where,
푡(푘)푛 =
푛∑
푗=1
훾−푘푗,푛 , 푘 ∈ ℕ , 푛 ∈ ℕ ,
so that, in particular,
푡(1)푛 = 퐸
⎛⎝ 푛∑
푗=1
퐶푗,푛
⎞⎠ = 푛∑
푗=1
훾−1푗,푛 and 푡
(2)
푛 = 푉 푎푟
⎛⎝ 푛∑
푗=1
퐶푗,푛
⎞⎠ = 푛∑
푗=1
훾−2푗,푛 , 푛 ∈ ℕ .
Hence, for 푛 ∈ ℕ and 푥 ∈ ℝ , we have
퐹푋
(푛)
∗ (푢푛(푥)) = 푃
⎛⎝푀푛 ≤ − ln 퐹¯ (푢푛(푥))− 푡(1)푛√
푡
(2)
푛
⎞⎠ = 퐹푀푛 (푧푛(푥)) ,
where 퐹푀푛 denotes the distribution function of 푀푛, and where
푧푛(푥) =
− ln 퐹¯ (푢푛(푥))− 푡(1)푛√
푡
(2)
푛
. (2.8)
Then, supposing that the distribution function of 푀푛 converges weakly to a non-degenerate distribu-
tion function 퐿, and, being concerned with linear normalization, supposing that there are normalizing
sequences (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that lim푛→∞ 푧푛(푥) = 푧(푥), by making use of the Lemma
of Slutsky (cf., e.g., Serfling 1980, p. 19), it follows
lim
푛→∞퐹
푋
(푛)
∗ (푢푛(푥)) = lim
푛→∞퐹
푀푛 (푧푛(푥)) = 퐿 (푧(푥)) , ∀ 푧(푥) ∈ 풞퐿 . (2.9)
In order to establish limit results as in (2.9), subsequently, it is supposed that the limits of the
sequences
(
푡
(푘)
푛
)
푛∈ℕ
, 푘 ∈ ℕ, exist, i.e., for a given 푘 ∈ ℕ, the sequence
(
푡
(푘)
푛
)
푛∈ℕ
is either unbounded
or its limit is finite. By introducing the notation 푡
(푘)
∞ = lim
푛→∞ 푡
(푘)
푛 , 푘 ∈ ℕ, the following lemma is useful
in distinguishing different situations for limit results.
Lemma 2.16. Let 푘 ∈ ℕ.
(i) If 푡
(푘)
∞ <∞ then 푡(푣)∞ <∞ for all 푣 ≥ 푘.
(ii) If 푡
(푘)
∞ =∞ then 푡(푣)∞ =∞ for all 푣 ≤ 푘.
Proof. See Cramer (2003, Lemma 5.2.2, p. 112).
Referring to asymptotic behavior of the sums 푡
(1)
푛 and 푡
(2)
푛 as 푛 tends to infinity, Lemma 2.16 yields
a partitioning into the following three cases named by (C1), (C2) and (C3):
(C1) 푡
(1)
∞ <∞ which yields 푡(2)∞ <∞,
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(C2) 푡
(1)
∞ =∞ and 푡(2)∞ <∞,
(C3) 푡
(2)
∞ =∞ which yields 푡(1)∞ =∞.
In the first two cases (C1) and (C2), it may happen that 푡
(2)
∞ = 0. By applying Chebychev’s inequality,
for all 휀 > 0, the limit 푡
(2)
∞ = 0 yields
푃
⎛⎝∣∣∣∣∣∣
푛∑
푗=1
퐶푗,푛 − 푡(1)푛
∣∣∣∣∣∣ ≥ 휀
⎞⎠ ≤ 푡(2)푛
휀2
−→ 0 , 푛→∞ ,
i.e., the random variable
푛∑
푗=1
퐶푗,푛 − 푡(1)푛 converges stochastically to zero as 푛 → ∞. Correspondingly,
its distribution function converges weakly to a degenerate distribution with a point mass of one at
zero. As this situation has to be handled differently, we assume 푡
(2)
∞ > 0 in cases (C1) and (C2), and
come back to the situation 푡
(2)
∞ = 0 in another case (C4). Hence, the cases are renamed as
(C1) 푡
(1)
∞ <∞ and 0 < 푡(2)∞ <∞ (see Section 2.2.2),
(C2) 푡
(1)
∞ =∞ and 0 < 푡(2)∞ <∞ (see Section 2.2.2),
(C3) 푡
(2)
∞ =∞ which yields 푡(1)∞ =∞ (see Section 2.2.3),
(C4) 푡
(2)
∞ = 0 (see Section 2.2.4).
Remark 2.17. The preceding difficulty does not occur supposing that the model parameters are in-
dependent of 푛, i.e., 훾푗,푛 = 훾푗, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ. Then, since the model parameters 훾푗 ∈ ℝ>0 are
positive, the limits lim
푛→∞ 푡
(푣)
푛 = lim
푛→∞
푛∑
푗=1
훾−푣푗 , 푣 ∈ ℕ, exist either finitely or infinitely. Anyway, these
limits are positive. Accordingly, the limit behavior of
(
푡
(1)
푛
)
푛∈ℕ
and
(
푡
(2)
푛
)
푛∈ℕ
is reduced to the cases
(퐶1), (퐶2) and (퐶3).
Examples for all cases (C1) to (C4) are provided by Cramer (2003, pp. 113-115), where the following
two have the feature of Remark 2.17.
Example 2.18. In the case of 푘−th record values with 푘 ∈ ℕ, all parameters are equal to 푘, i.e.,
훾푗,푛 = 푘 for all 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ. Hence, we obtain 푡(푣)푛 = 푛푘−푣 which yields 푡(푣)∞ = ∞ for all 푣 ∈ ℕ.
Correspondingly, the model of 푘−th record values belongs to case (퐶3).
Example 2.19. In the case of 푚−gOS with model parameters 훾푗,푛 = 푘 + (푛 − 푗)(푚 + 1) for all
1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ, where 푘 > 0 and 푚 > −1, in Cramer (2003, Remark. 5.2.3, p. 114) it is shown
that 푡
(1)
∞ =∞ and that the limits lim
푛→∞ 푡
(푣)
푛 exist and are finite for all 푣 ≥ 2. Besides, it holds
푡(푣)푛 =
푛∑
푗=1
(푘 + (푛− 푗)(푚+ 1))−푣 =
푛−1∑
푗=0
(푘 + 푗(푚+ 1))−푣 , 푣 ∈ ℕ, (2.10)
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so that the modified parameters 훾˜푗 = 푘 + 푗(푚+ 1), 푗 ∈ ℕ, do not depend on 푛 ∈ ℕ. Thus, the model
of 푚−gOS with 푚 > −1 belongs to the case (퐶2). The choice 푚 = 0 and 푘 = 1 leads to the model of
oOS which therefore belongs to the case (퐶2) as well.
2.2.2. Positive and Finite Asymptotic Variance
In this section, by assuming 0 < 푡
(2)
∞ < ∞, the cases (C1) and (C2) are considered. Then, for any
푛 ∈ ℕ, the characteristic function of the random variable 푀푛 in (2.7) is of special interest, being
subsequently denoted by 휑푛.
Given the assumption 0 < 푡
(2)
∞ < ∞, which implies 푡(푣)∞ < ∞ for all 푣 ≥ 3 as well (see Lemma
2.16(i)), in Cramer (2003, pp. 116-117) it is shown that the limit
lim
푛→∞ (− ln휑푛(푠)) =
푠2
2
−
∞∑
푣=3
(푖푠)푣
푣
푡
(푣)
∞(
푡
(2)
∞
)푣/2 =: 휅(푠)
holds for any 푠 ∈ ℝ with ∣푠∣ < 1. Furthermore, based on convergence of moments, the following main
theorem is proved.
Theorem 2.20. Let 0 < 푡
(2)
∞ <∞. Then,
lim
푛→∞휑푛(푠) = exp (−휅(푠)) =: 휑(푠) , ∣푠∣ < 1 . (2.11)
The function 휑 is uniquely determined on the real line by (2.11), and 휑 is a characteristic function.
Moreover, lim
푛→∞퐸(푀
푣
푛) = 퐸(푀
푣) for all 푣 ∈ ℕ, with 푀 being a random variable having distribution
function 퐿. In particular, the distribution function of 푀푛 converges weakly to 퐿, where the character-
istic function of 퐿 is given by 휑.
Proof. See Cramer (2003, Theorem 5.3.2, pp. 117-118).
From Theorem 2.20 it is known that the distribution function of 푀푛 converges weakly to a non-
degenerate distribution function 퐿. In view of (2.9), it remains to find normalizing sequences (푎푛)푛∈ℕ ⊆
ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that lim푛→∞ 푧푛(푥) = 푧(푥), with 푧푛(푥), 푥 ∈ ℝ, as in (2.8). For this purpose,
one has to distinguish two cases with respect to the limit of 푡
(1)
푛 as 푛 tends to infinity, namely 푡
(1)
∞ <∞
according to case (C1) and 푡
(1)
∞ =∞ according to case (C2).
2.2.2.1. Finite Asymptotic Expectation
Assuming 푡
(1)
∞ < ∞, i.e., being concerned with case (C1), one may choose 푎푛 = 1, 푏푛 = 0, 푛 ∈ ℕ,
leading to
lim
푛→∞ 푧푛(푥) = lim푛→∞
− ln 퐹¯ (푥)− 푡(1)푛√
푡
(2)
푛
=
− ln 퐹¯ (푥)− 푡(1)∞√
푡
(2)
∞
, 푥 ∈ ℝ .
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Then, by analogy with (2.9), we conclude
lim
푛→∞퐹
푋
(푛)
∗ (푥) = lim
푛→∞퐹
푀푛 (푧푛(푥)) = 퐿
⎛⎝− ln 퐹¯ (푥)− 푡(1)∞√
푡
(2)
∞
⎞⎠ ,
for all 푥 ∈ ℝ with
(
− ln 퐹¯ (푥)− 푡(1)∞
)
/
√
푡
(2)
∞ ∈ 풞퐿. Thus, the limit distribution of 퐹푋
(푛)
∗ depends on
the baseline distribution function 퐹 .
2.2.2.2. Infinite Asymptotic Expectation
Assuming 푡
(1)
∞ =∞, i.e., being concerned with case (C2), we investigate the limit behavior of
푧푛(푥) =
− ln 퐹¯ (푎푛푥+ 푏푛)− 푡(1)푛√
푡
(2)
푛
=
− ln
(
퐹¯ (푎푛푥+ 푏푛) exp
(
푡
(1)
푛
))
√
푡
(2)
푛
(2.12)
as 푛 tends to infinity, where, due to the assumption 푡
(1)
∞ =∞, it is lim
푛→∞ exp
(
푡
(1)
푛
)
= exp
(
푡
(1)
∞
)
=∞.
For that purpose, suppose that the baseline distribution function 퐹 is in the domain of (ordinary order
statistics) attraction of an extreme value distribution function 퐺, i.e., there are normalizing sequences
(훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푛 (훼푛푥+ 훽푛) = 퐺(푥) , ∀푥 ∈ 풞퐺 = ℝ ,
or, equivalently (see, e.g., Reiss 1989, p. 155),
lim
푛→∞푛퐹¯ (훼푛푥+ 훽푛) = − ln퐺(푥) , ∀푥 ∈ (훼(퐺), 휔(퐺)) ,
where
훼(퐺) = inf {푥 ∈ ℝ ∣퐺(푥) > 0} ∈ [−∞,∞) , 휔(퐺) = sup {푥 ∈ ℝ ∣퐺(푥) < 1} ∈ (−∞,∞] (2.13)
denote the left and right endpoint of 퐺, respectively. Choosing normalizing sequences (푎푛)푛∈ℕ ⊆ ℝ>0
and (푏푛)푛∈ℕ ⊆ ℝ in (2.12) according to
푎푛 = 훼⌊exp(푡(1)푛 )⌋ , 푏푛 = 훽⌊exp(푡(1)푛 )⌋ , 푛 ∈ ℕ , (2.14)
one gets, equivalently,
lim
푛→∞ 푧푛(푥) =
− ln (− ln퐺(푥))√
푡
(2)
∞
, ∀푥 ∈ (훼(퐺), 휔(퐺)) .
Finally, by analogy with (2.9), it follows
lim
푛→∞퐹
푋
(푛)
∗ (푎푛푥+ 푏푛) = lim
푛→∞퐹
푀푛 (푧푛(푥)) = 퐿
⎛⎝− ln (− ln퐺(푥))√
푡
(2)
∞
⎞⎠ , (2.15)
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for all 푥 ∈ (훼(퐺), 휔(퐺)) with − ln (− ln퐺(푥)) /
√
푡
(2)
∞ ∈ 풞퐿. Thus, one obtains the theorem below
(Cramer 2003, Theorem 5.4.2, pp. 121-122).
Theorem 2.21. Suppose 푡
(1)
∞ = ∞ and 0 < 푡(2)∞ < ∞. Then, the distribution function of the 푛−th
generalized order statistic 푋
(푛)
∗ converges weakly to a non-degenerate limit distribution function iff the
baseline distribution function 퐹 is in the domain of (ordinary order statistics) attraction of an extreme
value distribution function 퐺. In this case, the limit distribution function of 푋
(푛)
∗ is of the same type
as 퐿
(
− ln (− ln퐺) /
√
푡
(2)
∞
)
, where 퐿 denotes the non-degenerate limit distribution function of 푀푛.
Appropriate normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (2.15) are given by (2.14).
From Theorem 2.21 it is obvious that, supposing 푡
(1)
∞ = ∞ and 0 < 푡(2)∞ < ∞, the possible limit
distributions of gOS are directly connected to the extreme value distributions that occur as non-
degenerate limit distributions of normalized maximum oOS.
Remark 2.22. Considering the model of 푚−gOS with model parameters 훾푗,푛 = 푘 + (푛 − 푗)(푚 + 1),
1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ, where 푘 > 0 and 푚 > −1, it is 푡(1)∞ = ∞ and 0 < 푡(2)∞ < ∞ (cf. Example 2.19).
Hence, Theorem 2.21 can be applied. In doing so, in Cramer (2003, pp. 122-125) it is verified that
any non-degenerate limit distribution function of the 푛−th 푚−gOS 푋(푛)∗ is of the same type as
1
Γ( 푘푚+1)
Γ
(
푘
푚+ 1
, (− ln퐺)푚+1
)
,
where Γ(⋅) and Γ(⋅, ⋅) denote the gamma function1 and incomplete gamma function2, respectively, and
where 퐺 is an extreme value distribution function. Note that this result was firstly established by
Nasri-Roudsari (1996a, 1996b).
2.2.3. Infinite Asymptotic Variance
In this section, by assuming 푡
(2)
∞ = ∞ and, thus, 푡(1)∞ = ∞, the case (C3) is addressed. For that
purpose, the random variables
퐶∗푗,푛 =
퐶푗,푛 − 훾−1푗,푛√
푡
(2)
푛
, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ ,
are defined, such that 푀푛 in (2.7) can be written as 푀푛 =
푛∑
푗=1
퐶∗푗,푛, 푛 ∈ ℕ. For any 푛 ∈ ℕ, it is
퐸
(
퐶∗푗,푛
)
= 0 and 푉 푎푟
(
퐶∗푗,푛
)
=
(
훾2푗,푛푡
(2)
푛
)−1
, 1 ≤ 푗 ≤ 푛.
1For any 훼 ∈ ℝ>0, the gamma function is defined by Γ(훼) =
∞∫
0
푡훼−1 exp(−푡)d푡.
2For any 푥 ∈ ℝ≥0 and 훼 ∈ ℝ>0, the incomplete gamma function is defined by Γ(훼, 푥) =
∞∫
푥
푡훼−1 exp(−푡)d푡.
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Upon the choice of the parameters 훾푗,푛, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ, in Cramer (2003, Example 5.5.1, p. 127)
examples are provided where the distribution function of 푀푛 converges weakly to the distribution
function of a degenerate distribution, and where the distribution function of 푀푛 does not converge
weakly at all. Hence, in order to obtain a non-degenerate weak limit distribution, one has to impose
some restrictions on the model parameters. In Cramer (2003, pp. 127 ff.) it is assumed that the
random scheme
(
퐶∗푗,푛
)
1≤푗≤푛, 푛∈ℕ
satisfies the condition of infinite smallness, i.e.,
lim
푛→∞ max1≤푗≤푛
푃
(∣∣퐶∗푗,푛∣∣ ≥ 휀) = 0 , (2.16)
for any 휀 > 0, which means that the random variables 퐶∗푗,푛, 1 ≤ 푗 ≤ 푛, are, asymptotically in 푛,
negligible. The following lemma states a necessary and sufficient condition for (2.16).
Lemma 2.23. The random scheme
(
퐶∗푗,푛
)
1≤푗≤푛, 푛∈ℕ
fulfills the condition (2.16) of infinite smallness
iff
lim
푛→∞ min1≤푗≤푛
훾푗,푛
√
푡
(2)
푛 =∞ , (2.17)
which is equivalent to Feller’s condition
lim
푛→∞ max1≤푗≤푛
1
훾푗,푛
√
푡
(2)
푛
= 0 . (2.18)
Proof. See Cramer (2003, Lemma 5.5.2, p. 128). Note that the sufficiency of (2.17) and (2.18),
respectively, follows directly from Chebychev’s inequality.
Given the assumption that the random scheme
(
퐶∗푗,푛
)
1≤푗≤푛, 푛∈ℕ
satisfies the condition (2.16) of
infinite smallness, in Cramer (2003, pp. 128-129) it is shown that the sequence of normalized random
variables (푀푛)푛∈ℕ satisfies the Lindeberg condition, i.e., for any 휀 > 0, it is lim푛→∞퐿푛(휀) = 0, with
퐿푛(휀) =
1
푡
(2)
푛
푛∑
푗=1
훾푗,푛
∫
{
∣푥−훾−1푗,푛∣≥휀
√
푡
(2)
푛
}
(
푥− 훾−1푗,푛
)2
exp (−훾푗,푛푥)1(0,∞)(푥) d푥 .
On the other hand, the Lindeberg condition implies that one of Feller (cf., e.g., Sen and Singer 1993,
Theorem 3.3.3, pp. 111-112) and, thus, the condition (2.16) of infinite smallness (see Lemma 2.23).
Therefore, in the given set-up, the Lindeberg condition, Feller’s condition and the condition (2.16) of
infinite smallness are equivalent. As the standard normal distribution results as a weak limit if the
Lindeberg condition is fulfilled, one arrives at the following theorem (Cramer 2003, Theorem 5.5.3,
p. 130).
Theorem 2.24. Suppose 푡
(1)
∞ = 푡
(2)
∞ =∞, and let the condition (2.16) of infinite smallness be satisfied.
Then, the distribution function of 푀푛 converges weakly to the distribution function of the standard
normal distribution.
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In view of Theorem 2.24 and (2.9), it remains to discuss the choice of the normalizing sequences
(푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ, which have to be chosen such that lim푛→∞ 푧푛(푥) = 푧(푥), with 푧푛(푥),
푥 ∈ ℝ, as in (2.8). In Cramer (2003, Lemma 5.5.5, pp. 131-132) the following sufficient condition for
convergence is proved.
Lemma 2.25. Suppose 푡
(1)
∞ = 푡
(2)
∞ =∞. Let 퐹 be a distribution function and
퐹푎푠 = 1− exp
(
−
√
− ln (1− 퐹 )
)
(2.19)
its (so-called) associated distribution function. Furthermore, let
lim
푛→∞
푡
(1)
푛
푡
(2)
푛
= 푐 ∈ (0,∞) . (2.20)
Then, 푧푛(⋅) converges to a non-degenerate function 푧(⋅) as 푛→∞ iff 퐹푎푠 is in the domain of (ordinary
order statistics) attraction of an extreme value distribution function 퐺. In this case, it is 푧(푥) =
−2√푐 ln (− ln퐺(푥)) for any 푥 ∈ (훼(퐺), 휔(퐺)).
Below, an outline of the proof of Lemma 2.25 is provided.
Outline of the proof. Due to assumption (2.20), it is 푡
(1)
푛 /푐 ∼ 푡(2)푛 as 푛 tends to infinity. Therefore,
for 푥 ∈ ℝ, it remains to consider the asymptotic behavior of the first factor of the decomposition
푧푛(푥) =
− ln 퐹¯ (푎푛푥+ 푏푛)− 푡(1)푛√
푡
(2)
푛
=
− ln 퐹¯ (푎푛푥+ 푏푛)− 푡(1)푛√
푡
(1)
푛
√
푡
(1)
푛√
푡
(2)
푛
as 푛 tends to infinity. In Cramer (2003, p. 132) it is argued that
− ln 퐹¯ (푎푛푥+ 푏푛)− 푡(1)푛√
푡
(1)
푛
∼ 2
(√
− ln 퐹¯ (푎푛푥+ 푏푛)−
√
푡
(1)
푛
)
, 푛→∞ ,
leading to
푧푛(푥) ∼ 2
√
푐
(√
− ln 퐹¯ (푎푛푥+ 푏푛)−
√
푡
(1)
푛
)
, 푛→∞ .
Hence, it is
lim
푛→∞ 푧푛(푥) =
− ln 퐹¯ (푎푛푥+ 푏푛)− 푡(1)푛√
푡
(2)
푛
= 푧(푥) (2.21)
iff
lim
푛→∞
(√
− ln 퐹¯ (푎푛푥+ 푏푛)−
√
푡
(1)
푛
)
=
1
2
√
푐
푧(푥) ,
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and, in terms of the associated distribution function 퐹푎푠 as in (2.19), iff
lim
푛→∞ exp
(√
푡
(1)
푛
)
(1− 퐹푎푠 (푎푛푥+ 푏푛)) = exp
(
− 1
2
√
푐
푧(푥)
)
. (2.22)
Hence, 푧푛(⋅) converges to a non-degenerate function 푧(⋅) iff 퐹푎푠 is in the domain of (ordinary order
statistics) attraction of an extreme value distribution function 퐺, i.e., iff there exists normalizing
constants (훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞푛 (1− 퐹푎푠 (훼푛푥+ 훽푛)) = − ln퐺(푥) , ∀푥 ∈ (훼(퐺), 휔(퐺)) , (2.23)
where the normalizing constants in (2.22) and (2.23) are related by
푎푛 = 훼⌊
exp
(√
푡
(1)
푛
)⌋ , 푏푛 = 훽⌊
exp
(√
푡
(1)
푛
)⌋ , 푛 ∈ ℕ . (2.24)
Moreover, for any 푥 ∈ (훼(퐺), 휔(퐺)), the identity − ln퐺(푥) = exp
(
− 1
2
√
푐
푧(푥)
)
yields
푧(푥) = −2√푐 ln (− ln퐺(푥)) ,
i.e., according to (2.2), 푧(⋅) must be one of the functions
푧(푥) = 2
√
푐휌 ln(푥) , 푥 ∈ (0,∞) ,
푧(푥) = −2√푐휌 ln(−푥) , 푥 ∈ (−∞, 0) ,
푧(푥) = 2
√
푐푥 , 푥 ∈ (−∞,∞) ,
with 휌 ∈ ℝ>0. □
Combining Theorem 2.24 and Lemma 2.25, one obtains the following theorem (Cramer 2003, The-
orem 5.5.6, p. 133).
Theorem 2.26. Suppose 푡
(1)
∞ = 푡
(1)
∞ = ∞, lim
푛→∞ 푡
(1)
푛 /푡
(2)
푛 = 푐 ∈ (0,∞), and let the condition (2.16) of
infinite smallness be satisfied. Then, the distribution function of the 푛−th generalized order statistic
푋
(푛)
∗ converges weakly to a non-degenerate limit distribution function iff the associated distribution
function 퐹푎푠 as in (2.19) of the baseline distribution function 퐹 is in the domain of (ordinary order
statistics) attraction of an extreme value distribution function 퐺. In this case, the limit distribution
function of 푋
(푛)
∗ is of the same type as Φ (−2
√
푐 ln (− ln퐺)), where Φ is the distribution function of
the standard normal distribution. Appropriate normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ
in (2.21) are given by (2.24).
Remark 2.27. As in Example 2.18, in this remark the model of 푘−th record values with 푘 ∈ ℕ is
considered, where the model parameters are given by 훾푗,푛 = 푘, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ. For any 푣 ∈ ℕ, it is
푡
(푣)
푛 = 푛푘−푣, 푛 ∈ ℕ, leading to 푡(1)∞ = 푡(2)∞ =∞, and lim
푛→∞ 푡
(1)
푛 /푡
(2)
푛 = 푘. Moreover, due to
lim
푛→∞ min1≤푗≤푛
훾푗,푛
√
푡
(2)
푛 = lim
푛→∞
√
푛 =∞ ,
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the condition (2.16) of infinite smallness is fulfilled. Hence, Theorem 2.26 can be applied. In the
special case of record values with 푘 = 1, Theorem 2.26 yields that any non-degenerate limit distribution
function is of the same type as Φ (−2 ln (− ln퐺)), where 퐺 is an extreme value distribution function.
Being concerned with record values based on an iid sequence of random variables with continuous
distribution function 퐹 , this result was established by Resnick (1973a, Theorem 3.4). For further
results and information on weak limits for record values, see Resnick (1973b, 1987), and, e.g., also
Pfeifer (1989).
2.2.4. Zero Asymptotic Variance
In this section, by assuming 푡
(2)
∞ = 0, the case (C4) is considered.
In Cramer (2003, Theorem 5.6.1, p. 134) it is shown that the condition lim
푛→∞ 푡
(3)
푛 /
(
푡
(2)
푛
)3/2
= 0 on the
model parameters 훾푗,푛, 1 ≤ 푗 ≤ 푛, 푛 ∈ ℕ, ensures that the distribution function of푀푛 converges weakly
to the distribution function of the standard normal distribution. Based on this results, corresponding
to the sub-cases 푡
(1)
∞ > 0 and 푡
(1)
∞ = 0, sufficient conditions on the model parameters and the baseline
distribution function 퐹 are established that guarantee that the distribution function of the 푛−th gOS
푋
(푛)
∗ converges weakly to the distribution function of a normal distribution (Cramer 2003, Theorem
5.6.2, Theorem 5.6.4, pp. 134-136).
Since we do not come back to this case (C4) throughout this doctoral thesis, the interested reader
is referred to the monograph of Cramer (2003) for further details.
3. Multivariate Extreme Value Theory for
Ordinary Order Statistics
As a contribution to extreme value theory for ordinary order statistics based on iid random variables, in
this chapter we discuss the benefit of a multivariate compared to a univariate extreme value approach.
A short introduction and overview of the multivariate extreme value method is provided in Section
3.1, followed by the presentation and interpretation of the results from an extensive simulation study
in Section 3.2. Finally, in Section 3.3 the statistical analysis of real non-metallic inclusion sizes reveals
the relevance of multivariate extreme values in metallography.
3.1. The Multivariate Extreme Value Method
The multivariate extreme value (MEV) method is also called the 푟 largest order statistics model since
it is theoretically based on the extension of (2.1) to the joint limiting distribution of the 푟 largest order
statistics, where 푟 ∈ ℕ is fixed. The main proposition, which was obtained by Lamperti (1964) for
푟 = 2 and by Weissman (1975) in general, is as follows (cf. Gomes et al. 2008).
Proposition 3.1. Let 푌푛:푛 ≥ 푌푛−1:푛 ≥ ⋅ ⋅ ⋅ ≥ 푌푛−푟+1:푛 be the 푟 largest (ordinary) OS of an iid sample
of size 푛 ∈ ℕ with underlying distribution function 퐹 . Suppose that there are normalizing constants
(푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푛 (푎푛푦 + 푏푛) = lim
푛→∞푃
(
푌푛:푛 − 푏푛
푎푛
≤ 푦
)
= 퐺(푦) , ∀ 푦 ∈ ℝ , (3.1)
for some non-degenerate distribution function 퐺, so that G is a GEV distribution function given by
(1.3). Then, the 푟−dimensional random vector(
푌푛:푛 − 푏푛
푎푛
, . . . ,
푌푛−푟+1:푛 − 푏푛
푎푛
)
converges in distribution to a limiting 푟−dimensional random vector (푋1, . . . , 푋푟) whose density is
푔 (푥푟)
푟−1∏
푗=1
푔 (푥푗)
퐺 (푥푗)
, 푥1 > ⋅ ⋅ ⋅ > 푥푟 , (3.2)
with 푔(푥) = ∂퐺(푥)/∂푥, 푥 ∈ ℝ.
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Assuming that the underlying distribution function 퐹 is absolutely continuous and that one of the
von Mises’ conditions (see Section 2.1.2) is fulfilled, a proof of Proposition 3.1 is provided in the
monograph by David and Nagaraja (2003, p. 307). For general 퐹 , Proposition 3.1 can be verified by
using a point process characterization of extremes, as illustrated in the monograph by Coles (2001,
Chapter 7) and depicted briefly in the book of David and Nagaraja (2003, p. 308). The reader who
is interested in further information on point-process view points of extreme value theory is referred to
the books by Leadbetter et al. (1983) and Resnick (1987); for a demonstrative account, see also the
monograph edited by Finkensta¨dt and Rootze´n (2004, Section 1.2.5).
Proposition 3.1 yields that if the 푟 largest order statistics are normalized in exactly the same way
as the maximum, the density function of its joint limiting distribution is of the form given by (3.2).
The parameters therein correspond to those of the limiting GEV distribution of maxima. Hence,
Proposition 3.1 may be used as a basis of statistical inference, i.e., the GEV parameters 휇, 휎 and 푘
can be estimated by using the 푟 > 1 largest observations in each sub-sample instead of just allowing
for observed maxima. Then, the number of incorporated observations is increased without raising the
number of sub-samples. The difficulty that the normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ
depend on the underlying distribution function 퐹 , and so are (usually) unknown in practice, is resolved
by absorbing them into the GEV location and scale parameters. Assuming (3.1), provided that 푛 is
sufficiently large, it is
푃
(
푌푛:푛 − 푏푛
푎푛
≤ 푥1, . . . , 푌푛−푟+1:푛 − 푏푛
푎푛
≤ 푥푟
)
≈ 퐻 (푥1, . . . , 푥푟) ,
where ∂푘퐻 (푥1, . . . , 푥푟) / (∂푥1 . . . ∂푥푟) is given by (3.2) in terms of the GEV parameters 휇, 휎 and 푘.
Equivalently,
푃 (푌푛:푛 ≤ 푥1, . . . , 푌푛−푟+1:푛 ≤ 푥푟) ≈ 퐻
(
푥1 − 푏푛
푎푛
, . . . ,
푥푟 − 푏푛
푎푛
)
= 퐻∗ (푥1, . . . , 푥푟) ,
with ∂푘퐻∗ (푥1, . . . , 푥푟) / (∂푥1 . . . ∂푥푟) = 푔∗ (푥푟)
푟−1∏
푗=1
(푔∗ (푥푗) /퐺∗ (푥푗)), where 퐺∗ is another member
of the GEV family, i.e., 퐺∗(푥) = exp
(
− (1− 푘 (푥− 휇∗) /휎∗)1/푘
)
, 1 − 푘 (푥− 휇∗) /휎∗ > 0, with
휇∗ = 푎푛휇+ 푏푛 and 휎∗ = 푎푛휎. Hence, as in practice the parameters of the GEV distribution have to be
estimated anyway, it is irrelevant that the location and scale parameter of 퐺 are different from those
of 퐺∗; see Coles (2001, pp. 48-49) for the univariate case.
Remark 3.2. The 푟 largest order statistics model has already been used in variant fields of application.
Initially, it was adapted to data of annual sea levels, firstly by Smith (1986) in the Gumbel case of
푘 = 0 and secondly by Tawn (1988) in the general case having 푘 ∈ ℝ. Afterwards, Coles (2001, Section
3.5), Guedes Soares and Scotto (2004) as well as Soukissian and Kalantzi (2007) applied the MEV
approach to hydrological extremes such as annual sea levels, wave heights and sea states, respectively.
Another paper by An and Pandey (2007) deals with the 푟 largest order statistics model in climatology
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by regarding annual wind speeds. For a further application to the analysis of annual athletic records,
see the paper by Robinson and Tawn (1995). We address the use of the MEV method in metallography,
i.e., we take the 푟 largest inclusion sizes in each control area into account instead of just allowing for
observed maxima (cf. Schmiedt et al. 2012).
In the following sections point estimates of unknown GEV distribution parameters 휇, 휎 and 푘
are derived by the maximum likelihood method. For that purpose, we suppose that there are 푁
sub-samples (such as control areas or years) and that in each sub-sample the 푟 largest observations,
denoted by 푥푖1 ≥ 푥푖2 ≥ ⋅ ⋅ ⋅ ≥ 푥푖푟 for any 1 ≤ 푖 ≤ 푁 , are recorded. Assuming that (푥푖1, . . . , 푥푖푟),
1 ≤ 푖 ≤ 푁 , are realizations of iid 푟−dimensional random vectors (푋푖1, . . . , 푋푖푟), 1 ≤ 푖 ≤ 푁 , which,
respectively, possess density function (3.2) in terms of unknown distribution parameters 휇, 휎 and 푘,
the log-likelihood function of (휇, 휎, 푘) ∈ ℝ× ℝ>0 × ℝ is given by
−푁 푟 log 휎 −
푁∑
푖=1
(
1− 푘 푥푖푟 − 휇
휎
)1/푘
−
(
1− 1
푘
) 푁∑
푖=1
푟∑
푗=1
log
(
1− 푘 푥푖푗 − 휇
휎
)
, (3.3)
provided that
1− 푘 푥푖푗 − 휇
휎
> 0 ∀ 1 ≤ 푗 ≤ 푟, ∀ 1 ≤ 푖 ≤ 푁 . (3.4)
In the special case 푟 = 1, the log-likelihood function (3.3) reduces to that one of an univariate extreme
value analysis given the maximum observations of 푁 sub-samples. The 푟 largest order statistics model
provides therefore a log-likelihood whose parameters conform to those of the GEV distribution of
maxima by incorporating a wider range of extreme data.
Some authors (see, e.g., Tawn 1988; Coles 2001, Section 3.5) permit that the number of incorporated
largest observations may vary from sub-sample to sub-sample. Then, supposing that in sub-sample 푖,
1 ≤ 푖 ≤ 푁 , the largest 푟푖 observations are considered, the vector (푥푖1, . . . , 푥푖푟푖) of descendingly ordered
observations 푥푖1 ≥ 푥푖2 ≥ ⋅ ⋅ ⋅ ≥ 푥푖푟푖 is interpreted as a realization of a 푟푖−dimensional random vector
(푋푖1, . . . , 푋푖푟푖) having density function
푔 (푥푖푟푖)
푟푖−1∏
푗=1
푔 (푥푖푗)
퐺 (푥푖푗)
in terms of unknown parameters 휇, 휎 and 푘. Assuming that the random vectors (푋푖1, . . . , 푋푖푟푖),
1 ≤ 푖 ≤ 푁 , are independent, their joint density function is given by
푁∏
푖=1
⎛⎝푔 (푥푖푟푖) 푟푖−1∏
푗=1
푔 (푥푖푗)
퐺 (푥푖푗)
⎞⎠ , (3.5)
which can be treated as a log-likelihood function of (휇, 휎, 푘) ∈ ℝ × ℝ>0 × ℝ. The associated log-
likelihood function is given by
−
푁∑
푖=1
푟푖 log 휎 −
푁∑
푖=1
(
1− 푘 푥푖푟푖 − 휇
휎
)1/푘
−
(
1− 1
푘
) 푁∑
푖=1
푟푖∑
푗=1
log
(
1− 푘 푥푖푗 − 휇
휎
)
, (3.6)
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provided that (3.4) holds for any 1 ≤ 푗 ≤ 푟푖, 1 ≤ 푖 ≤ 푁 .
The log-likelihood functions (3.3) and (3.6) differ formally just in terms of some minor alterations
and coincide in the case 푟1 = ⋅ ⋅ ⋅ = 푟푁 = 푟 for some specified value of 푟. However, with respect to their
interpretation, they are distinct. On the one hand, (3.6) is the log-likelihood function of the three-
dimensional parameter vector (휇, 휎, 푘) ∈ ℝ×ℝ>0×ℝ given one single realization of a
푁∑
푖=1
푟푖−dimensional
random vector having density function (3.5). On the other hand, in the case 푟1 = ⋅ ⋅ ⋅ = 푟푁 = 푟,
equations (3.3) and (3.6) are interpreted as the log-likelihood function of (휇, 휎, 푘) ∈ ℝ×ℝ>0×ℝ given
푁 independent realizations of a 푟−dimensional random vector having density function (3.2). In that
latter case of identical 푟푖’s, the maximization of (3.3) resp. (3.6) with regard to (휇, 휎, 푘) ∈ ℝ×ℝ>0×ℝ
corresponds to the ML fitting of the 푟 largest order statistics model (3.2) based on the independent
observations of 푁 sub-samples. Therefore, it is usual to set 푟1 = ⋅ ⋅ ⋅ = 푟푁 = 푟 for some prefixed value
of 푟 (cf. Coles 2001, p. 68).
Remark 3.3. If one considered the situation that not only the 푟푖’s, 1 ≤ 푖 ≤ 푁 , were different but also
that for any 1 ≤ 푖 ≤ 푁 the observations 푥푖1 ≥ 푥푖2 ≥ ⋅ ⋅ ⋅ ≥ 푥푖푟푖 were the 푟푖 largest ones in a sub-sample
of size 푛푖, the estimation procedure would be different since the GEV distribution parameters would
depend on the sub-sample number 푖 (cf. Gomes 1981). Note that with regard to non-metallic inclusion
sizes one is not aware of these sub-sample sizes 푛푖, 1 ≤ 푖 ≤ 푁 , as they are not observable. Indeed,
for any control area there is just the number of those inclusions available whose sizes exceed a certain
lower limit of detection, but not the total number of inclusions. To handle this lack of information with
the objective of carrying out a multivariate extreme value analysis, for each control area it is assumed
that the recorded inclusion sizes are realizations of the respective number of largest ordinary OS of an
iid sample of size 푛, for some sufficiently large (and unknown) 푛 ∈ ℕ. Thus, identical sub-sample
sizes 푛1 = ⋅ ⋅ ⋅푛푁 = 푛 are assumed throughout.
The maximization of (3.3) and (3.6) with respect to (휇, 휎, 푘) ∈ ℝ × ℝ>0 × ℝ does not admit an
analytical solution. Consequently, the ML estimates of 휇, 휎 and 푘 must be obtained numerically as
solutions of the likelihood equations. In the univariate case, i.e., 푟 = 1, Hosking (1985) presented a
Fortran 66 subroutine that uses Newton-Raphson iteration along with some modifications to ensure,
for instance, that the algorithm does not move to a parameter combination which violates (3.4). We
have extended this algorithm to cases of 푟 > 1 and have implemented a corresponding function using
the statistic software R1. Aside from that, users of R have the ismev package on hand, which has been
developed to support extreme value modeling, including the computations carried out in Coles (2001).
It provides, amongst others, the function rlarg.fit which implements the numerical maximization of
(3.3) and (3.6) with respect to (휇, 휎, 푘) ∈ ℝ× ℝ>0 × ℝ.
Remark 3.4. Firstly, Gomes (1981) addressed the maximum likelihood estimation in the MEV model
by considering separately the Gumbel, Fre´chet and reversed Weibull families of distributions. Provided
1
R is an open source software for statistical computing and graphics (http://cran.r-project.org/).
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that 푘 < 0.5, Gomes (1981) pointed out that the ML estimator of the vector of the unknown distribution
parameters is asymptotically (as 푁 tends to infinity) normally distributed with variance-covariance
matrix given by the inverse of the expected information matrix, which is the expected value of the
Hessian of the negative log-likelihood; see also Smith (1985) for the univariate case. With the objective
of a sound approximation of the asymptotic variance-covariance matrix for a fixed and sufficiently large
value of 푁 , the observed information matrix, i.e., the Hessian of the negative log-likelihood evaluated
at the ML estimate, is often believed to give better results in practice (cf. Prescott and Walden 1983;
Smith 1986). As situations of 푘 ≥ 0.5 indicate a very short-tailed GEV distribution function (see
Section 1.1), their occurrence in applications of extreme value theory is seldom. Indeed, values of 푘 in
the range −0.5 < 푘 < 0.5 occur most frequently in practice (cf. Hosking 1985).
With respect to non-metallic inclusion sizes, in view of (3.3), the 푟 largest order statistics model
provides a likelihood function whose parameters correspond to the GEV distribution of control area
maxima but which incorporates more observed extreme inclusion sizes. This additional information
should improve the precision of the ML estimates of the GEV parameters. In former applications of
the MEV approach, see Remark 3.2, it turned out that with increasing values of 푟 the approximate
standard errors of the ML estimates of the GEV parameters decrease. In Section 3.2 we will even
demonstrate by means of an extensive simulation study that small values of 푟 frequently lead to miss-
specifications of the true GEV shape parameter 푘 and, thus, of the true extreme value family. This
assertion will be illustrated via real data analysis of oxide inclusions in Section 3.3.
3.2. Simulation Study
3.2.1. Simulated Data
In metallography, referring to the technical recommendation that has been published by ASTM In-
ternational (2003), statistical inference is based on maximum observations of 푁 = 24 control areas.
An extension of this control area maxima method is to use the 푟 largest inclusion sizes in each control
area, where 푟 > 1. In order to investigate the impact of the value of 푟 within such a MEV approach, we
analyze simulated data from different underlying distributions which, respectively, consist of 푁 = 24
sub-samples. More precisely, we present simulation results subject to certain Pareto, beta, exponential
and log-normal distributions, each being truncated at the left at 푑min, say, in order to take a lower
detection limit into account. The corresponding distribution functions are given in Table 3.1.
Applying the von Mises’ conditions formulated in Theorem 2.11 and Theorem 2.12 (or the sufficiency
of the conditions presented in Theorem 2.7 and Theorem 2.8), one can simply verify that the (left-
truncated) Pareto and beta distribution functions with distribution parameter 휌 ∈ ℝ>0 given in Table
3.1 belong to the domain of attraction of the Fre´chet and reversed Weibull family of distributions,
respectively, where the associated extreme value index, i.e., the GEV shape parameter, is given by
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Table 3.1. Distribution functions of Pareto, beta, exponential and log-normal distributions (each being trun-
cated at the left at 푑min) along with the associated extreme value index 푘
distribution (left-truncated) distribution function EVI
Pareto
⎧⎨⎩1− (푑min/푥)
휌 , 푥 > 푑min
0, else
(휌 ∈ ℝ>0) 푘 = −1/휌
beta
⎧⎨⎩
1, 푥 ≥ 푑max
1− ((푑max − 푥)/(푑max − 푑min))휌 , 푑min < 푥 < 푑max
0, 푥 ≤ 푑min
(휌 ∈ ℝ>0) 푘 = 1/휌
exponential
⎧⎨⎩1− exp (−휆 (푥− 푑min)) , 푥 > 푑min0, else (휆 ∈ ℝ>0) 푘 = 0
log-normal
⎧⎨⎩
(
Φlog휂,휗 (푥)− Φlog휂,휗 (푑min)
)
/
(
1− Φlog휂,휗 (푑min)
)
, 푥 > 푑min
0, else
푘 = 0
with Φlog휂,휗 (푥) =
(√
2휋휗
)−1 푥∫
0
푦−1 exp
(
− (log 푦 − 휂)2 / (2휗2)) d푦 (휂 ∈ ℝ, 휗 ∈ ℝ>0)
푘 = −1/휌 resp. 푘 = 1/휌. Note that the distribution parameter 휌 ∈ ℝ>0 in both the Pareto and beta
case directly determines the GEV shape parameter 푘, and vice versa.
Making use of the von Mises’ condition stated in Theorem 2.13, it is also easily verified that the (left-
truncated) exponential distribution function given in Table 3.1 is in the domain of attraction of the
Gumbel distribution, leading independently from the exponential distribution parameter 휆 ∈ ℝ>0 to
the GEV shape parameter 푘 = 0. As the log-normal distribution function Φlog휂,휗 belongs to the Gumbel
domain of attraction (cf. Leadbetter et al. 1983, Example 1.7.4; Galambos 1987, Section 2.3.3), the
application of both the necessity and sufficiency of condition (2.3) yields that the left-truncated log-
normal distribution function presented in Table 3.1 does belong to the domain of attraction of the
Gumbel distribution function, too.
Note that in any case the extreme value index 푘 is not affected by 푑min and 푑max, respectively. With
regard to non-metallic inclusions, their sizes being measured in terms of the
√
area−parameter, it is
appropriate to choose 푑min = 5 [휇m] (cf. Atkinson et al. 2000; Shi et al. 2000; Anderson et al. 2003).
We further set 푑max = 40 [휇m], which seems adequate concerning non-metallic inclusion sizes as the
largest inclusion in our real data set described in Section 1.4 measures 33.57071휇m.
For each underlying distribution function, by using the statistic software R, the simulation study is
carried out as follows:
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1. Random generation of 푆 = 10, 000 samples, each of 푁 = 24 sub-samples (control areas) a` 푛 = 50
observations (inclusion sizes). (Note that for each sub-sample the respective 푛 observations are
considered to be realizations of ordinary OS of an iid sample of size 푛 based on the underlying
distribution function.)
2. For each sample 푠, where 1 ≤ 푠 ≤ 10, 000: Numerical calculation of the ML estimates 휇ˆ푠,푟, 휎ˆ푠,푟,
푘ˆ푠,푟 of the GEV parameters based on the 푟 largest observations of each sub-sample. (Correspond-
ingly, for each sub-sample the respective 푟 largest observations are considered to be realizations
of the 푟 largest ordinary OS of an iid sample of size 푛 based on the underlying distribution
function; cf. Proposition 3.1 and Remark 3.3.)
Thereby, the sub-sample size 푛 = 50 seems reasonable with regard to non-metallic inclusions; refer-
ring to our real data set, the mean number of recorded oxides per control area is about 48.
3.2.2. Simulation Results
3.2.2.1. Results for Pareto and Beta Distributions
In this paragraph we present the simulation results for an underlying (left-truncated) Pareto and beta
distribution with pre-fixed distribution parameter 휌 = 10, leading to the true extreme value index
푘 = −0.1 and 푘 = 0.1, respectively.
Regarding one certain randomly generated sample with an underlying Pareto distribution, by apply-
ing the MEV method, ML estimates of the GEV parameters 휇, 휎 and 푘 are obtained numerically based
on the 푟 largest observations in each of 푁 = 24 sub-samples. In Table 3.2 the ML estimates for this
certain sample are denoted by 휇ˆ푟, 휎ˆ푟, 푘ˆ푟 and are presented for any 푟 ∈ {1, . . . , 25}, along with empirical
standard errors (emp se) that are calculated on the basis of 푆 = 10, 000 simulated samples. For each
푟, the empirical standard error of the ML estimate of, e.g., 푘 is defined by
(
1
푆−1
푆∑
푠=1
(
푘ˆ푠,푟 − 푘푟
)2)1/2
,
with mean 푘푟 =
1
푆
푆∑
푠=1
푘ˆ푠,푟. Note that we assess the accuracy of the ML estimates by means of empir-
ical rather than approximate standard errors that are based on asymptotic likelihood theory due to
the small-sized sub-sample number of 푁 = 24. As anticipated, the empirical standard errors decrease
with increasing values of 푟 according to the inclusion of extra information. Considering the behavior
of the ML estimates themselves, we notice that the ML estimates 휇ˆ푟 and 휎ˆ푟 of the GEV location and
scale parameter remain principally constant for varying values of 푟. By contrast, there is a significant
shift in the ML estimate of the GEV shape parameter 푘, i.e., we start at 푘ˆ1 = 0.2615 and come out
at 푘ˆ16 = −0.1088, close to the true parameter value 푘 = −0.1, where for any value 푟 ≥ 16 the ML
estimate of 푘 alters only slightly. Thus, as illustrated in Figure 3.1(a), in the univariate case 푟 = 1, the
true GEV shape parameter 푘 = −0.1 is highly overestimated, whereas the ML fitting in view of the
GEV shape parameter 푘 becomes better with increasing values of 푟. In Figure 3.1(b) the GEV density
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function with distribution parameters 휇ˆ푟, 휎ˆ푟, 푘ˆ푟 for both 푟 = 1 and 푟 = 16 is plotted, demonstrating
the impact of the value of 푟 on the predicted tail behavior and the corresponding 0.999−quantile, the
calculation of which is recommended by ASTM International (2003), interpreted as the characteristic
size of the largest inclusion with respect to the return period 푇 = 1000. As depicted, the univariate
extreme value analysis with 푟 = 1 provides by mistake a short-tailed GEV distribution with finite
right endpoint, whereas the GEV density function decreases polynomially for 푟 = 16. In other words,
in the univariate case 푟 = 1, the true extreme value family is miss-specified since the ML estimate of
the extreme value index 푘 is positive and, thus, leads in error to a reversed Weibull distribution.
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Figure 3.1. (a) ML estimates of the true GEV shape parameter 푘 = −0.1 based on the 푟 largest observations
of 푁 = 24 sub-samples each of 푛 = 50 Pareto distributed observations and empirical standard errors of
푆 = 10, 000 simulations; (b) density function of the GEV distribution with distribution parameters 휇ˆ푟,
휎ˆ푟, 푘ˆ푟 for 푟 = 1 and 푟 = 16 along with the associated 0.999−quantile
In Figure 3.2 results of the application of the MEV method to two certain randomly generated sam-
ples with an underlying beta distribution are shown in terms of ML estimates of the true GEV shape
parameter 푘 = 0.1. Obviously, there are instances of generated samples where, unless a sufficiently
large value of 푟 is reached, the true extreme value index 푘 is highly overestimated (see Figure 3.2(a))
and underestimated (see Figure 3.2(b)), respectively. In the latter case (see Figure 3.2(b)), a Fre´chet
limit distribution is incorrectly indicated as long as the ML estimate of 푘 is negative, i.e., the true
extreme value family is miss-specified.
In the preceding examples it takes a sufficiently high value of 푟 to obtain a satisfying ML fitting in
view of the GEV shape parameter 푘. These are no exceptional cases. In Figure 3.3 and Figure 3.4
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Figure 3.2. ML estimates of the true GEV shape parameter 푘 = 0.1 based on the 푟 largest observations of
푁 = 24 sub-samples each of 푛 = 50 beta distributed observations and empirical standard errors of
푆 = 10, 000 simulations
histograms are presented that show with respect to 푆 = 10, 000 randomly generated samples absolute
frequencies of the ML estimates of the true extreme value index 푘 for several values of 푟. Apparently,
given 푟 = 1 according to a univariate extreme value analysis, the ML estimate of the GEV shape
parameter is often significantly apart from its true value 푘 = −0.1 in the Pareto case (see Figure 3.3)
and 푘 = 0.1 in the beta case (see Figure 3.4), respectively, whereas the ML fitting becomes better for
increasing values of 푟.
In Table 3.3 relative percentages of miss-specifications of the true extreme value family in 푆 = 10, 000
simulations for both Pareto and beta underlying distributions and selected values of 푟 are given. In
the Pareto case with 푘 = −0.1, the extreme value family is considered as miss-specified if the ML
estimate of 푘 is positive. Likewise, in the beta case with 푘 = 0.1, there is a miss-specification of the
extreme value family if the ML estimate of 푘 is negative. Then, miss-specifications of the true extreme
value family occur frequently in the case 푟 = 1, and are considerably reduced for sufficiently large
values of 푟. Mean absolute deviations of the true extreme value index are also presented in Table 3.3,
which are quite large for small values of 푟.
3.2.2.2. Results for Log-Normal and Exponential Distributions
In this paragraph the MEV method is applied to randomly generated samples whose underlying
distributions belong to the Gumbel domain of attraction. On the one hand, we present simulation
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results for a (left-truncated) standard exponential distribution with 휆 = 1. On the other hand, we
consider a (left-truncated) log-normal distribution, where the distribution parameters are chosen as
휂 = 1.02 and 휗 = 0.43 according to the ML fitting of a (left-truncated) log-normal distribution to
observed inclusion sizes realized by Shi et al. (1999).
In Figure 3.5 the MEV analysis of two certain randomly generated samples with underlying expo-
nential distribution is illustrated. That is, for several values of 푟, the ML estimates of the GEV shape
parameter 푘 based on the 푟 largest observations per sub-sample are presented, along with empirical
standard errors that are, as before, calculated on the basis of 푆 = 10, 000 simulated samples. The
latter become smaller with increasing values of 푟, as expected. Given 푟 = 1, the true extreme value
index is either significantly overestimated (see Figure 3.5(a)) or underestimated (see Figure 3.5(b)),
and it takes a sufficiently high value of 푟 to obtain a ML estimate close to the true parameter value
푘 = 0. Examples of unsatisfactory ML estimates with respect to the true GEV shape parameter 푘 = 0,
unless a certain large value of 푟 is prefixed, also appear for samples with an underlying log-normal
distribution, as presented in Figure 3.6.
Concerning 푆 = 10, 000 randomly generated samples with an underlying exponential distribution,
the histograms in Figure 3.7 reveal that in the univariate case 푟 = 1 the ML estimate of the GEV shape
parameter often differs considerably from its true value 푘 = 0, whereas larger values of 푟 mainly lead to
satisfying ML fittings. Analogous histograms are provided by an underlying log-normal distribution.
Mean absolute deviations of the true extreme value index 푘 = 0 are presented in Table 3.4 for
log-normal as well as exponential underlying distributions. As in the Pareto and beta case, these
deviations are quite large for small values of 푟 and they decrease as the value of 푟 increases.
3.2.2.3. Conclusion
In Smith (1986) it is remarked that the rate of convergence of the joint distribution of the 푟 largest order
statistics decreases considerably as the value of 푟 increases, leading to the conclusion that 푟 should be
kept small in practice. Nevertheless, our results from simulation indicate stable ML estimates of the
GEV parameters and, thus, stable specifications of the true extreme value family for increasing values
of 푟. In order to avoid miss-specifications of the true extreme value family, it is therefore reasonable to
recommend a MEV analysis with the number 푟 of largest observations per sub-sample to be included
in the estimation procedure being sufficiently large.
With regard to the real data set of non-metallic inclusion sizes described in Section 1.4, we even
have the observations of 푁 = 60 control areas on hand, instead of the observations of only 푁 = 24
control areas as recommended by the ASTM International (2003) standard. In Appendix B results of
simulation for the case of 푁 = 60 sub-samples are presented by means of tables analogous to Table
3.3 and Table 3.4 as well as in terms of histograms analogous to Figure 3.3, Figure 3.4 and Figure
3.7. The phenomenon precedingly described for the case of 푁 = 24 sub-samples still persist, albeit
less significantly due to the extra amount of available data.
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3.3. Real Data Analysis
Throughout this section the results from simulation, that are presented in Section 3.2 and Appendix
B, are illustrated by means of a multivariate extreme value analysis of real non-metallic inclusion sizes.
The underlying metallurgical material is described in Section 1.4.
In a first instance, we follow the standard E2283-03 for extreme value analysis of non-metallic
inclusion sizes by ASTM International (2003) and make use of 푁 = 24 control areas. But instead of
incorporating only maximum observations in the extreme value analysis, we adapt the MEV method
and allow for the 푟 largest inclusion sizes in each inspection area, the sizes being measured in terms of
the
√
area−parameter. In doing so, the 푟 largest order statistics model with associated log-likelihood
function (3.3) is applicable for any value 푟 ∈ {1, . . . , 19}, where 19 is the minimum number of largest
inclusion sizes that are available per control area (see Section 1.4). In Table 3.5, for any 푟 ∈ {1, . . . , 19},
the ML estimates 휇ˆ푟, 휎ˆ푟, 푘ˆ푟 of the GEV parameters are presented. Additionally, approximate standard
errors (approx se) are given in terms of the square root of the entries of the main diagonal of the
observed information matrix (cf. Remark 3.4). As those approximate standard errors are based on
asymptotic likelihood theory, large values of 푁 are required for a sound approximation. Hence, given
푁 = 24 (or even 푁 = 60) inspection areas, the approximate standard errors have to be interpreted
carefully. Even so, with increasing values of 푟, the approximate standard errors tend to decrease,
according to increased model precision. Even more important, as illustrated in Figure 3.8(a), there
is a considerable shift in the ML estimate of the extreme value index 푘 as the value of 푟 increases.
In the univariate case 푟 = 1, the ML estimate of 푘 is determined by 푘ˆ1 = 0.1386. By contrast, we
have 푘ˆ11 = −0.1742 in the case 푟 = 11, where for any value 푟 ≥ 11 the ML estimate of the GEV
shape parameter 푘 alters only slightly. Accordingly, there is a significant change in the anticipated
extreme value distribution. On the one hand, the estimate 푘ˆ1 = 0.1386 for 푟 = 1 indicates a short-
tailed reversed Weibull distribution. On the other hand, the estimate 푘ˆ11 = −0.1742 for 푟 = 11
implies a heavy-tailed Fre´chet distribution. In Figure 3.8(b) the differing estimated tail behavior is
demonstrated, i.e., the GEV density function with distribution parameters 휇ˆ푟, 휎ˆ푟, 푘ˆ푟 is plotted for
both 푟 = 1 and 푟 = 11, along with the associated 0.999−quantile.
In addition, we carry out a MEV analysis with regard to the non-metallic inclusion sizes of 푁 = 60
control areas that are at our disposal at total, instead of just considering 푁 = 24 inspection areas.
The calculated ML estimates of the GEV parameters and approximate standard errors are shown in
Table 3.6. Given 푁 = 60 instead of 푁 = 24 inspection areas, it turns out that the approximate
standard errors are smaller in general. As in the case of 푁 = 24 control areas, the ML estimates 휇ˆ푟
and 휎ˆ푟 of the GEV location and scale parameter do not vary noticeably for increasing values of 푟.
Concerning the ML estimates of the GEV shape parameter 푘, we start from 푘ˆ1 = 0.1257 for 푟 = 1
and obtain 푘ˆ11 = −0.1332 for 푟 = 11, without any significant variation for any value 푟 ≥ 11. Hence,
as displayed in Figure 3.9, the phenomenon of a considerable change in the ML estimate of the GEV
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shape parameter 푘 and, thus, in the associated tail behavior, with increasing values of 푟 still persists.
In summary, for both 푁 = 24 and 푁 = 60 inspection areas, the ”true” extreme value family is
miss-specified unless a sufficiently large value of 푟 is attained. As precedingly illustrated by means of
a simulation study (see Section 3.2 and Appendix B), this phenomenon is rather a frequent problem
than just an exceptional effect.
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Table 3.2 ML estimates of the GEV pa-
rameters based on the 푟 largest obser-
vations of 푁 = 24 sub-samples each
of 푛 = 50 Pareto distributed observa-
tions and empirical standard errors of
푆 = 10, 000 simulations (in parenthe-
ses)
r 휇ˆ푟 (emp se 휇ˆ푟) 휎ˆ푟 (emp se 휎ˆ푟) 푘ˆ푟 (emp se 푘ˆ푟)
1 7.407 (0.178) 0.786 (0.131) 0.2615 (0.2094)
2 7.426 (0.143) 0.694 (0.099) 0.1401 (0.1474)
3 7.374 (0.132) 0.693 (0.094) 0.0606 (0.1216)
4 7.337 (0.127) 0.689 (0.093) 0.0063 (0.105)
5 7.291 (0.124) 0.697 (0.092) -0.0965 (0.0948)
6 7.293 (0.122) 0.698 (0.093) -0.1095 (0.0874)
7 7.291 (0.121) 0.713 (0.093) -0.114 (0.0813)
8 7.288 (0.12) 0.721 (0.093) -0.112 (0.0762)
9 7.282 (0.119) 0.723 (0.093) -0.1277 (0.0727)
10 7.278 (0.119) 0.735 (0.093) -0.1453 (0.0691)
11 7.277 (0.119) 0.737 (0.092) -0.1494 (0.0663)
12 7.277 (0.119) 0.735 (0.092) -0.1481 (0.064)
13 7.273 (0.119) 0.742 (0.092) -0.1644 (0.0616)
14 7.275 (0.119) 0.734 (0.092) -0.1512 (0.0595)
15 7.276 (0.119) 0.71 (0.091) -0.1201 (0.0577)
16 7.279 (0.119) 0.703 (0.091) -0.1088 (0.0561)
17 7.286 (0.119) 0.694 (0.091) -0.0894 (0.0546)
18 7.284 (0.119) 0.699 (0.091) -0.097 (0.0532)
19 7.284 (0.119) 0.706 (0.09) -0.105 (0.0519)
20 7.284 (0.119) 0.71 (0.09) -0.1102 (0.0506)
21 7.284 (0.12) 0.712 (0.089) -0.1129 (0.0497)
22 7.288 (0.12) 0.725 (0.089) -0.1246 (0.0486)
23 7.292 (0.12) 0.742 (0.089) -0.141 (0.0477)
24 7.288 (0.12) 0.721 (0.089) -0.1195 (0.0468)
25 7.294 (0.12) 0.735 (0.088) -0.1305 (0.0459)
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Figure 3.3. Absolute frequencies of the ML estimates of the true GEV shape parameter 푘 = −0.1 (marked by
a rhombus) in 푆 = 10, 000 simulations based on 푟 = 1, . . . , 5, 7, 10, 12, 15 largest observations of 푁 = 24
sub-samples each of 푛 = 50 Pareto distributed observations
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Figure 3.4. Absolute frequencies of the ML estimates of the true GEV shape parameter 푘 = 0.1 (marked by
a rhombus) in 푆 = 10, 000 simulations based on 푟 = 1, . . . , 5, 7, 10, 12, 15 largest observations of 푁 = 24
sub-samples each of 푛 = 50 beta distributed observations
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Table 3.3. Relative percentages of miss-specifications of the true extreme value family and mean absolute
deviations of the true GEV shape parameter in 푆 = 10, 000 simulations each of 푁 = 24 sub-samples a`
푛 = 50 Pareto resp. beta distributed observations
Pareto 푘 = −0.1 beta 푘 = 0.1
r 1푆
푆∑
푠=1
1
{
푘ˆ푠,푟 > 0
}
1
푆
푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣ 1푆 푆∑
푠=1
1
{
푘ˆ푠,푟 < 0
}
1
푆
푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣
1 0.3132965 0.1619837 0.2617394 0.1492139
2 0.2387356 0.1149205 0.1996476 0.09997233
3 0.1908680 0.09556543 0.1599461 0.08119347
4 0.158856 0.08322036 0.1319581 0.07036444
5 0.1296538 0.07552043 0.1150617 0.06300362
7 0.09101856 0.06518173 0.08551881 0.05455563
10 0.05348721 0.05588696 0.06032964 0.04681084
12 0.04214752 0.05182255 0.04861615 0.04359507
15 0.0240843 0.04772448 0.03151239 0.03952029
17 0.01736076 0.04554957 0.02332331 0.03774538
20 0.01224285 0.0426967 0.01772572 0.03545433
Table 3.4 Mean absolute deviations of the true
GEV shape parameter in 푆 = 10, 000 sim-
ulations each of 푁 = 24 sub-samples a`
푛 = 50 log-normal resp. exponential dis-
tributed observations
log-normal 푘 = 0 exponential 푘 = 0
r 1푆
푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣ 1푆 푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣
1 0.1650034 0.1573105
2 0.1184568 0.1097586
3 0.1005081 0.0907065
4 0.09054075 0.07870619
5 0.08425315 0.07085579
7 0.07568482 0.06074259
10 0.06847184 0.05249036
12 0.06545705 0.04827415
15 0.06216632 0.04405229
17 0.06015231 0.041843
20 0.0585538 0.03926797
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Figure 3.5. ML estimates of the true GEV shape parameter 푘 = 0 based on the 푟 largest observations of
푁 = 24 sub-samples each of 푛 = 50 exponential distributed observations and empirical standard errors
of 푆 = 10, 000 simulations
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Figure 3.6. ML estimates of the true GEV shape parameter 푘 = 0 based on the 푟 largest observations of
푁 = 24 sub-samples each of 푛 = 50 log-normal distributed observations and empirical standard errors
of 푆 = 10, 000 simulations
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Figure 3.7. Absolute frequencies of the ML estimates of the true GEV shape parameter 푘 = 0 (marked by a
rhombus) in 푆 = 10, 000 simulations based on 푟 = 1, . . . , 5, 7, 10, 12, 15 largest observations of 푁 = 24
sub-samples each of 푛 = 50 exponential distributed observations
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Table 3.5 ML estimates of the
GEV parameters based on
the 푟 largest observations of
푁 = 24 control areas and ap-
proximate standard errors (in
parentheses)
r 휇ˆ푟 (approx se 휇ˆ푟) 휎ˆ푟 (approx se 휎ˆ푟) 푘ˆ푟 (approx se 푘ˆ푟)
1 17.525 (1.041) 4.652 (0.706) 0.1386 (0.1144)
2 16.935 (0.907) 4.744 (0.534) 0.1198 (0.1073)
3 16.737 (0.843) 4.577 (0.494) 0.0529 (0.1149)
4 16.433 (0.811) 4.581 (0.558) -0.0232 (0.1222)
5 16.248 (0.802) 4.671 (0.614) -0.0658 (0.1165)
6 15.997 (0.823) 4.877 (0.749) -0.1754 (0.1179)
7 15.96 (0.825) 4.917 (0.757) -0.1971 (0.1042)
8 15.968 (0.814) 4.874 (0.72) -0.1846 (0.0917)
9 16.004 (0.798) 4.803 (0.675) -0.1591 (0.0825)
10 16.001 (0.784) 4.736 (0.641) -0.1482 (0.0742)
11 15.951 (0.799) 4.815 (0.664) -0.1742 (0.0714)
12 15.905 (0.792) 4.785 (0.647) -0.18 (0.0659)
13 15.877 (0.76) 4.631 (0.589) -0.1583 (0.0588)
14 15.856 (0.768) 4.672 (0.6) -0.1712 (0.0577)
15 15.851 (0.783) 4.746 (0.621) -0.1864 (0.0574)
16 15.827 (0.771) 4.695 (0.6) -0.1817 (0.0546)
17 15.813 (0.761) 4.646 (0.584) -0.1758 (0.0526)
18 15.75 (0.73) 4.501 (0.536) -0.1593 (0.048)
19 15.73 (0.727) 4.486 (0.53) -0.1603 (0.0467)
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Figure 3.8. (a) ML estimates of the GEV shape parameter 푘 based on the 푟 largest observations of 푁 = 24
control areas and approximate standard errors; (b) density function of the GEV distribution with
distribution parameters 휇ˆ푟, 휎ˆ푟, 푘ˆ푟 for 푟 = 1 and 푟 = 11 along with the associated 0.999−quantile
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Figure 3.9. (a) ML estimates of the GEV shape parameter 푘 based on the 푟 largest observations of 푁 = 60
control areas and approximate standard errors; (b) density function of the GEV distribution with
distribution parameters 휇ˆ푟, 휎ˆ푟, 푘ˆ푟 for 푟 = 1 and 푟 = 11 along with the associated 0.999−quantile
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Table 3.6 ML estimates of the
GEV parameters based on
the 푟 largest observations of
푁 = 60 control areas and ap-
proximate standard errors (in
parentheses)
r 휇ˆ푟 (approx se 휇ˆ푟) 휎ˆ푟 (approx se 휎ˆ푟) 푘ˆ푟 (approx se 푘ˆ푟)
1 16.538 (0.574) 4.046 (0.398) 0.1257 (0.0728)
2 16.272 (0.495) 4.089 (0.291) 0.1134 (0.0658)
3 15.905 (0.482) 4.126 (0.278) 0.0653 (0.0737)
4 15.754 (0.462) 4.103 (0.301) 0.0084 (0.075)
5 15.661 (0.449) 4.125 (0.329) -0.0344 (0.0705)
6 15.544 (0.448) 4.198 (0.36) -0.0819 (0.0669)
7 15.476 (0.451) 4.271 (0.38) -0.1155 (0.0625)
8 15.505 (0.444) 4.227 (0.359) -0.0983 (0.0548)
9 15.536 (0.44) 4.206 (0.348) -0.0862 (0.0504)
10 15.517 (0.44) 4.221 (0.347) -0.0925 (0.0471)
11 15.457 (0.456) 4.347 (0.374) -0.1332 (0.0464)
12 15.416 (0.459) 4.377 (0.375) -0.1514 (0.0434)
13 15.396 (0.45) 4.308 (0.356) -0.1419 (0.0399)
14 15.378 (0.448) 4.297 (0.35) -0.1454 (0.0379)
15 15.37 (0.46) 4.387 (0.366) -0.1663 (0.0376)
16 15.35 (0.458) 4.372 (0.359) -0.1674 (0.0359)
17 15.339 (0.457) 4.372 (0.356) -0.1702 (0.0347)
18 15.279 (0.433) 4.192 (0.318) -0.1441 (0.0312)
19 15.235 (0.42) 4.096 (0.298) -0.1318 (0.029)
4. Generalized Model of Ordered Inclusion Sizes
Concerning the statistical analysis of non-metallic inclusion sizes, so far, one makes use of classical
extreme value theory based on ordinary order statistics from iid random variables (see Section 1.2 and
Chapter 3). One weakness of this classical extreme value approach is the inherent assumption that the
sub-sample sizes, that is, the number of inclusions per control area, are (at least almost) equal as the
GEV distribution parameters would depend on the sub-sample number, otherwise (see Remark 3.3).
However, these sub-sample sizes are not deterministic but random and they are actually not observable
due to the lower detection limit. Hence, neither this assumption on the sub-sample sizes nor any other
is sustainable. Another weakness of the classical extreme value approach is the assumption that the
increasing inclusion sizes within each control area are realizations of ordinary order statistics based
on iid random variables. However, in real data sets, large inclusions appear with a significantly lower
incidence than smaller ones. Assuming the inclusion sizes of one inspection area to be in ascending
order of magnitude, it holds in general, the larger the inclusions, the larger the difference between any
two adjacent sizes. It might therefore be possible that the iid assumption is not reasonable.
Therefore, we aim for a more flexible model of ordered inclusion sizes that firstly does not make
any assertions about the sub-sample sizes, and where secondly certain model parameters permit that
ascendingly ordered inclusion sizes within one control area arise from parametrically adjusted hazard
rates. In Section 4.1 and Section 4.2 of this chapter we apply a generalized model of ordered inclusion
sizes which coincides with the model of generalized order statistics (see Section 1.3) in the distributional
theoretical sense. Afterwards, in Section 4.3 and Section 4.4 we are concerned with issues of statistical
inference along with the corresponding real data analysis with respect to the metallurgical material
described in Section 1.4. We further discuss a link function approach to reduce the number of unknown
parameters in Section 4.5 of this chapter. Finally, in Section 4.6 we deal with the application of extreme
value theory for generalized order statistics (see Section 2.2) in order to predict large inclusion sizes.
4.1. Model
In the following definition we consider random variables whose distribution functions are truncated
on the left to obtain ordered quantities.
Definition 4.1. Let
(
푌 (푗)
)
푗∈ℕ be a sequence of independent random variables defined on a probability
space (Ω,풜, 푃 ) with 푌 (푗) ∼ 퐹푗, 푗 ∈ ℕ, where 퐹푗, 푗 ∈ ℕ, are distribution functions with 퐹−1푖 (1) ≤
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퐹−1푗 (1) for any 푖 < 푗 with 푖, 푗 ∈ ℕ. Then, with 푋(0)∗ = −∞, the random variables
(
푋
(푗)
∗
)
푗∈ℕ
are
defined by
푋
(푗)
∗ = 퐹−1푗
(
퐹푗(푌
(푗)) (1− 퐹푗(푋(푗−1)∗ )) + 퐹푗(푋(푗−1)∗ )
)
, 푗 ∈ ℕ .
In Definition 4.1 the condition 퐹−1푖 (1) ≤ 퐹−1푗 (1) for any 푖 < 푗 with 푖, 푗 ∈ ℕ ensures that truncation
of 퐹푗 , 푗 ≥ 2, on the left at, say, 푥 is possible for any realization 푥 of 푌 (푗−1).
By supposing that the distribution functions 퐹푗 , 푗 ∈ ℕ, are absolutely continuous with associated
density functions 푓푗 , the joint density function of the any first 푟, 푟 ∈ ℕ, ordered random variables
푋
(1)
∗ , . . . , 푋
(푟)
∗ has the form
푓푋
(1)
∗ ,...,푋
(푟)
∗ (푥1, . . . , 푥푟) =
푟∏
푗=1
푓푗(푥푗)
1− 퐹푗(푥푗−1) =
⎛⎝푟−1∏
푗=1
푓푗(푥푗)
1− 퐹푗+1(푥푗)
⎞⎠ 푓푟(푥푟) (4.1)
on the cone 푥1 < ⋅ ⋅ ⋅ < 푥푟, where 푥0 = −∞ (cf. Kamps 1995a, p. 46).
Remark 4.2. The joint density function in (4.1) matches exactly that one of the first 푟 Pfeifer’s
record values based on 퐹1, . . . , 퐹푟 (cf. Kamps 1995a, p. 37). By choosing 퐹1 = ⋅ ⋅ ⋅ = 퐹푟 = 퐹 , with
an absolutely continuous distribution function 퐹 , the joint density (4.1) is that of the first 푟 ordinary
record values based on an iid sequence of random variables with distribution function 퐹 (cf. Kamps
1995a, p. 31).
In the following, we restrict ourselves to a particular choice of the distribution function 퐹푗 , namely
퐹푗 = 1− (1− 퐹 )훾푗 , 푗 ∈ ℕ , (4.2)
with some absolutely continuous baseline distribution function 퐹 and positive model parameters 훾푗 ∈
ℝ>0. Then, for any 푗 ∈ ℕ, the hazard rate of 퐹푗 is given by 훾푗 푓/(1 − 퐹 ), being proportional to the
hazard rate of the baseline distribution function 퐹 . In situation (4.2) the joint density function of the
any first 푟, 푟 ∈ ℕ, random variables 푋(1)∗ , . . . , 푋(푟)∗ can be written as
푓푋
(1)
∗ ,...,푋
(푟)
∗
휸푟
(푥1, . . . , 푥푟) =
⎛⎝ 푟∏
푗=1
훾푗
⎞⎠⎛⎝푟−1∏
푗=1
(1− 퐹 (푥푗))훾푗−훾푗+1−1푓(푥푗)
⎞⎠ (1− 퐹 (푥푟))훾푟−1푓(푥푟) (4.3)
on the cone 퐹−1(0) < 푥1 < ⋅ ⋅ ⋅ < 푥푟 < 퐹−1(1). The index 휸푟 denotes the vector (훾1, . . . , 훾푟)′ ∈ ℝ푟>0
of the first 푟 model parameters.
Remark 4.3. The joint density function (4.3) coincides with the joint density function of the first 푟
Pfeifer’s record values based on (4.2). By assuming the equality of all model parameters, i.e., 훾푗 = 훾
for any 푗 ∈ ℕ with 훾 ∈ ℝ>0, (4.3) yields the joint density function of the first 푟 ordinary record values
based on an iid sequence of random variables with distribution function 1− (1− 퐹 )훾.
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Remark 4.4. Furthermore, the joint density function (4.3) is that of the first 푟 generalized order
statistics 푋(1, 푛, 푚˜, 푘), . . . , 푋(푟, 푛, 푚˜, 푘) in a sample of size 푛, 푟 ≤ 푛, 푛 ∈ ℕ, based on 퐹 (Kamps
1995a, p. 62); i.e., in the distribution theoretical sense, our model coincides with the model of gOS
and, thus, with the model of sOS with conditional proportional hazard rates. Specifically, given some
fixed sample size 푛 ∈ ℕ, the model of ordinary order statistics is included in model (4.3) in the
distribution theoretical sense; by choosing 훾푗 = (푛− 푗 + 1) 훾, 1 ≤ 푗 ≤ 푟 ≤ 푛, with 훾 ∈ ℝ>0, expression
(4.3) leads to the joint density function of the first 푟 oOS 푋1:푛 ≤ ⋅ ⋅ ⋅ ≤ 푋푟:푛 from 푛 iid random
variables with distribution function 1− (1− 퐹 )훾.
In Definition 4.1 the random variables 푌 (푗) and 푋
(푗−1)
∗ are independent for any 푗 ≥ 2. Since 퐹푗 in
(4.2) is assumed to be (absolutely) continuous, we have
푃
(
푋
(푗)
∗ ≤ 푥 ∣푋(푗−1)∗ = 푥푗−1
)
= 푃
(
퐹푗(푌
(푗)) ≤ 퐹푗(푥)− 퐹푗(푥푗−1)
1− 퐹푗(푥푗−1)
)
=
퐹푗(푥)− 퐹푗(푥푗−1)
1− 퐹푗(푥푗−1)
= 1−
(
1− 퐹 (푥)
1− 퐹 (푥푗−1)
)훾푗
, 푥푗−1 < 푥 < 퐹−1(1) .
Hence, for any 푗 ≥ 2, the conditional distribution 푃푋(푗)∗ ∣푋(푗−1)∗ =푥푗−1 is given by the distribution
function 퐹푗 = 1 − (1 − 퐹 )훾푗 truncated on the left at 푥푗−1. The corresponding conditional density
푓푋
(푗)
∗ ∣푋(푗−1)∗ ( ⋅ ∣푥푗−1) has the form
푓푋
(푗)
∗ ∣푋(푗−1)∗ (푥∣푥푗−1) = 훾푗 푓(푥)
1− 퐹 (푥푗−1)
(
1− 퐹 (푥)
1− 퐹 (푥푗−1)
)훾푗−1
, 푥푗−1 < 푥 < 퐹−1(1) , (4.4)
leading to the conditional proportional hazard rate
훾푗
푓(푥)
1− 퐹 (푥) , 푥푗−1 < 푥 < 퐹
−1(1) .
From (4.3) and (4.4), for any 푥푗−1 < 푥 < 퐹−1(1), we obtain
푓푋
(푗)
∗ ∣푋(푗−1)∗ ,...,푋(1)∗ (푥 ∣푥푗−1, . . . , 푥1) = 푓
(푋
(1)
∗ ,...,푋
(푗)
∗ )(푥1, . . . , 푥푗−1, 푥)
푓 (푋
(1)
∗ ,...,푋
(푗−1)
∗ )(푥1, . . . , 푥푗−1)
= 푓푋
(푗)
∗ ∣푋(푗−1)∗ (푥 ∣푥푗−1) ,
i.e., the quantities form a Markov chain (cf. Kamps 1995a, p. 56) with transition probabilities
푃
(
푋
(푗)
∗ > 푥 ∣푋(푗−1)∗ = 푥푗−1
)
=
(
1− 퐹 (푥)
1− 퐹 (푥푗−1)
)훾푗
, 푥푗−1 < 푥 < 퐹−1(1) .
Remark 4.5. With regard to the recorded non-metallic inclusion sizes within one control area, model
(4.3) is illustrated as follows (see also Table 4.1). The random variable 푋
(1)
∗ models the size of the
smallest recorded inclusion within the control area under consideration, having distribution function
1− (1− 퐹 )훾1. The random variable 푋(2)∗ models the size of the second smallest inclusion. Assuming
that the smallest inclusion has size 푥1, its conditional distribution is given by 1− (1− 퐹 )훾2 truncated
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Table 4.1. Model illustration with regard to non-metallic inclusion sizes
inclusion size conditional inclusion size distribution associated hazard rate
푋
(1)
∗ 푋
(1)
∗ ∼ 1− (1− 퐹 )훾1 훾1 푓1−퐹
푋
(2)
∗ 푋
(2)
∗ ∣푋(1)∗ = 푥1 ∼ 1−
(
1−퐹 (⋅)
1−퐹 (푥1)
)훾2
훾2
푓
1−퐹
푋
(3)
∗ 푋
(3)
∗ ∣푋(2)∗ = 푥2 ∼ 1−
(
1−퐹 (⋅)
1−퐹 (푥2)
)훾3
훾3
푓
1−퐹
...
...
...
on the left at 푥1. And so on. Thereby, the truncation procedure ensures that the inclusion sizes
푥1, 푥2, . . . are arranged in ascending order. Moreover, the hazard rates of the conditional inclusion size
distributions behave proportional to the hazard rate of the underlying distribution. More precisely, the
parameters 훾1, 훾2, . . . model the adjustment of the underlying hazard rate according to the number of
smaller inclusions. As larger inclusions occur with a significantly lower incidence than smaller ones,
there should be a decrease of the underlying hazard rate. It is therefore reasonable to assume the reverse
order restriction 훾1 ≥ 훾2 ≥ ⋅ ⋅ ⋅ on the model parameters.
Finally, we point out that model (4.3) forms an exponential family in the model parameters, as
does the model of sOS with conditional proportional hazard rates (Bedbur 2011, pp. 49 ff.; Bedbur
et al. 2012a). For fixed 푟 ∈ ℕ, let X denote the column vector (푋(1)∗ , . . . , 푋(푟)∗ )′ of the first 푟 ordered
random variables in model (4.3). Then, X takes on values in the measurable space (ℝ푟<,ℝ
푟
< ∩ ℬ푟),
where
ℝ
푟
< =
{
x = (푥1, . . . , 푥푟)
′ ∈ ℝ푟 : 퐹−1(0) < 푥1 < ⋅ ⋅ ⋅ < 푥푟 < 퐹−1(1)
}
(4.5)
is the truncated cone of strictly increasing real numbers in ℝ푟 and ℝ푟< ∩ ℬ푟 denotes the Borel sets of
ℝ
푟
<. For any x ∈ ℝ푟<, we introduce the statistics
푇1(x) = ln (1− 퐹 (푥1)) and 푇푗(x) = ln
(
1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
)
, 1 ≤ 푗 ≤ 푟 ,
being measurable functions defined on (ℝ푟<,ℝ
푟
< ∩ ℬ푟) with values in (ℝ,ℬ). On (ℝ푟<,ℝ푟< ∩ ℬ푟), we
consider the family of probability measures
풫X =
{
푃X
휸푟
= 푓X
휸푟
휆푟∣ℝ푟< : 휸푟 ∈ ℝ푟>0
}
,
where 휆푟∣ℝ푟< is the restriction of the 푟−dimensional Lebesgue measure 휆푟 to (ℝ푟<,ℝ푟< ∩ ℬ푟) which
dominates 풫X. The densities 푓X
휸푟
, 휸푟 ∈ ℝ푟>0, with respect to 휆푟∣ℝ푟< are for any x ∈ ℝ푟< given by
푓X
휸푟
(x) =
⎛⎝ 푟∏
푗=1
훾푗
⎞⎠⎛⎝푟−1∏
푗=1
(1− 퐹 (푥푗))훾푗−훾푗+1−1푓(푥푗)
⎞⎠ (1− 퐹 (푥푟))훾푟−1푓(푥푟)
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=
⎛⎝ 푟∏
푗=1
훾푗
⎞⎠⎛⎝ 푟∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
⎞⎠ 푟∏
푗=1
(
1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
)훾푗
=
⎛⎝ 푟∏
푗=1
훾푗
⎞⎠⎛⎝ 푟∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
⎞⎠ exp
⎧⎨⎩
푟∑
푗=1
훾푗 ln
(
1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
)⎫⎬⎭
=
⎛⎝ 푟∏
푗=1
훾푗
⎞⎠⎛⎝ 푟∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
⎞⎠ exp
⎧⎨⎩
푟∑
푗=1
훾푗 푇푗(x)
⎫⎬⎭
= exp
⎧⎨⎩
푟∑
푗=1
훾푗 푇푗(x) +
푟∑
푗=1
ln 훾푗
⎫⎬⎭
⎛⎝ 푟∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
⎞⎠ (4.6)
with 푥0 = −∞.
Remark 4.6. Subject to (4.6), 풫X forms a 푟−parametrical exponential family in the canonical
form with the model parameters 훾1, . . . , 훾푟 as the canonical parameters and with statistics 푇1, . . . , 푇푟
(cf. Lehmann and Casella 1998, pp. 23 ff.).
So far, a model has been introduced that seems to be appropriate concerning ordered non-metallic
inclusion sizes. Before moving on to issues of statistical inference, some preliminaries are required.
4.2. Preliminaries
The results on statistical inference will be based on 푠, 푠 ∈ ℕ, independent inspection areas with,
respectively, 푟푖 inclusion sizes, 1 ≤ 푖 ≤ 푠. The corresponding data are denoted by x(1), . . . ,x(푠), where,
for any 1 ≤ 푖 ≤ 푠, the column vector x(푖) = (푥푖1, . . . , 푥푖푟푖)′ ∈ ℝ푟푖< contains the ascendingly ordered
recorded inclusion sizes within the 푖−th control area. That is, for any 1 ≤ 푖 ≤ 푠, 1 ≤ 푗 ≤ 푟푖, the
observation 푥푖푗 denotes the 푗−th smallest recorded inclusion size in control area number 푖.
The observation vectors x(1), . . . ,x(푠) are considered to be realizations of jointly independent random
vectors X(1), . . . ,X(푠) defined by X(푖) = (푋
(1)
∗푖 , . . . , 푋
(푟푖)
∗푖 )
′, 1 ≤ 푖 ≤ 푠. For any 1 ≤ 푖 ≤ 푠, the
density function of X(푖) is supposed to be given by 푓X
(푖)
휸푟푖
, with 푓X
(푖)
휸푟푖
as in (4.3) resp. (4.6) in terms
of an absolutely continuous distribution function 퐹 with density function 푓 and model parameters
훾1, . . . , 훾푟푖 ∈ ℝ>0, by 푟푖 taking the place of 푟. In doing so, we suppose firstly that the baseline
distribution function is the same for any control area, and secondly that the model parameters do not
depend on the control area number.
Further, we assume without loss of generality that the number of recorded inclusions per control
area are arranged in descending order, i.e., 푟1 ≥ 푟2 ≥ ⋅ ⋅ ⋅ ≥ 푟푠 ≥ 1. Then, the maximum number of
recorded inclusions per control area is given by 푟1, leading to 푟1 model parameters 훾1, . . . , 훾푟1 in total.
For any 1 ≤ 푣 ≤ 푟1, we denote by
푐푣 = ∣{푖 : 푟푖 ≥ 푣, 1 ≤ 푖 ≤ 푠}∣ = max {푖 : 푟푖 ≥ 푣, 1 ≤ 푖 ≤ 푠} (4.7)
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the number of control areas with at least 푣 observations, yielding 푐1 = 푠. Then, provided that the
model parameters 훾푣, 1 ≤ 푣 ≤ 푟1, are unknown, the estimation of 훾푣 is based on 푐푣 observations.
In order to derive the joint density function of X(1), . . . ,X(푠), we introduce the random quantity
X˜(푠) = (X(1), . . . ,X(푠)) which takes on values in the measurable space (×푠푖=1ℝ푟푖<,⊗푠푖=1 (ℝ푟푖< ∩ ℬ푟푖)). For
any observation x˜(푠) = (x(1), . . . ,x(푠)) ∈ ×푠푖=1ℝ푟푖<, we define the statistics
푇 (푠)푣 (x˜
(푠)) =
푐푣∑
푖=1
푇푣(x
(푖)) =
푐푣∑
푖=1
ln
(
1− 퐹 (푥푖푣)
1− 퐹 (푥푖,푣−1)
)
, 1 ≤ 푣 ≤ 푟1 , (4.8)
with 푥푖0 = −∞, which are measurable functions defined on (×푠푖=1ℝ푟푖<,⊗푠푖=1 (ℝ푟푖< ∩ ℬ푟푖)) with values in
(ℝ,ℬ). On (×푠푖=1ℝ푟푖<,⊗푠푖=1 (ℝ푟푖< ∩ ℬ푟푖)), we define a family of probability measures given by
풫X˜(푠) =
{
푃 X˜
(푠)
휸풓1
= ⊗푠푖=1푃X
(푖)
휸푟푖
= 푓
(푠)
휸푟1
⊗푠푖=1 휆푟푖 ∣ℝ푟푖< : 휸푟1 ∈ ℝ
푟1
>0
}
,
which is dominated by the product measure ⊗푠푖=1휆푟푖 ∣ℝ푟푖< . The densities 푓
(푠)
휸푟1
, 휸푟1 ∈ ℝ푟1>0, with respect
to ⊗푠푖=1휆푟푖 ∣ℝ푟푖< are according to (4.6) for any x˜
(푠) ∈ ×푠푖=1ℝ푟푖< given by
푓
(푠)
휸푟1
(x˜(푠)) =
푠∏
푖=1
푓X
(푖)
휸푟푖
(x(푖)) = exp
⎧⎨⎩
푠∑
푖=1
푟푖∑
푗=1
훾푗푇푗(x
(푖)) +
푠∑
푖=1
푟푖∑
푗=1
ln 훾푗
⎫⎬⎭
⎛⎝ 푠∏
푖=1
푟푖∏
푗=1
푓(푥푖푗)
1− 퐹 (푥푖푗)
⎞⎠
= exp
{
푟1∑
푣=1
푐푣∑
푖=1
훾푣푇푣(x
(푖)) +
푟1∑
푣=1
푐푣∑
푖=1
ln 훾푣
}(
푟1∏
푣=1
푐푣∏
푖=1
푓(푥푖푣)
1− 퐹 (푥푖푣)
)
= exp
{
푟1∑
푣=1
훾푣푇
(푠)
푣 (x˜
(푠)) +
푟1∑
푣=1
푐푣 ln 훾푣
}(
푟1∏
푣=1
푐푣∏
푖=1
푓(푥푖푣)
1− 퐹 (푥푖푣)
)
. (4.9)
Remark 4.7. The family of product probability measures 풫X˜(푠) forms a 푟1−parametrical exponential
family in the canonical form with the model parameters 훾1, . . . , 훾푟1 as the canonical parameters and with
statistics 푇
(푠)
1 , . . . , 푇
(푠)
푟1 . Moreover, the exponential family structure (4.9) yields that (푇
(푠)
1 , . . . , 푇
(푠)
푟1 )
′
is sufficient and complete for 풫X˜(푠); see Bedbur et al. (2012a) and Bedbur (2011, Lemma 4.1.1,
p. 95) in the context of independent, identically distributed and independent, not necessarily identically
distributed vectors of sequential order statistics with conditional proportional hazard rates, respectively.
For any 1 ≤ 푖 ≤ 푠, it is shown by density transformation that the random vector
Y(푖) = (푌
(1)
∗푖 , . . . , 푌
(푟푖)
∗푖 )
′ = (− ln(1− 퐹 (푋(1)∗푖 )), . . . ,− ln(1− 퐹 (푋(푟푖)∗푖 )))′
possesses density function
푓Y
(푖)
휸푟푖
(y(푖)) = exp
⎧⎨⎩
푟푖∑
푗=1
훾푗 (푦푖,푗−1 − 푦푖푗) +
푟푖∑
푗=1
ln 훾푗
⎫⎬⎭ , y(푖) = (푦푖1, . . . , 푦푖푟푖)′ ∈ ℝ푟푖< ,
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with 푦푖0 = 0. Hence, 푌
(1)
∗푖 , . . . , 푌
(푟푖)
∗푖 are ordered random variables according to model (4.6) with base-
line distribution function 퐹 (푥) = 1− exp(−푥), 푥 ≥ 0, being the distribution function of the standard
exponential distribution Exp(1). It follows for any 1 ≤ 푖 ≤ 푠, that −훾1푇1(X(푖)), . . . ,−훾푟푖푇푟푖(X(푖)) are
jointly independent and identically distributed according to Exp(1) (Kamps 1995a, Theorem 3.3.5,
p. 81). Hence, for any 1 ≤ 푖 ≤ 푠, 1 ≤ 푗 ≤ 푟푖, the statistics −푇푗(X(푖)) are jointly independent, and
−푇푗(X(푖)) ∼ Exp
(
훾−1푗
)
has an exponential distribution with scale parameter 훾−1푗 , i.e., a 휆
1−density
of −푇푗(X(푖)) is given by 훾푗 exp (−훾푗푥)1(0,∞)(푥). Or, equivalently, for any 1 ≤ 푣 ≤ 푟1, 1 ≤ 푖 ≤ 푐푣, the
statistics −푇푣(X(푖)) are jointly independent, and −푇푣(X(푖)) ∼ Exp
(
훾−1푣
)
has an exponential distribu-
tion with scale parameter 훾−1푣 . We arrive at the following lemma.
Lemma 4.8. The statistics −푇 (푠)1 (X˜(푠)), . . . ,−푇 (푠)푟1 (X˜(푠)) are jointly independent random variables,
and −푇 (푠)푣 (X˜(푠)) ∼ Γ(푐푣, 훾−1푣 ), 1 ≤ 푣 ≤ 푟1, has a gamma distribution with shape parameter 푐푣 and
scale parameter 훾−1푣 , i.e., a 휆1−density of −푇 (푠)푣 (X˜(푠)) is given by 훾
푐푣
푣
(푐푣−1)!푥
푐푣−1 exp(−훾푣푥)1(0,∞)(푥).
4.3. Estimation of Model Parameters
In this section we consider the situation of Section 4.2 and assume that the model parameters
훾1, . . . , 훾푟1 ∈ ℝ>0 are unknown and that the baseline distribution function 퐹 is prefixed. We de-
rive both unconstrained maximum likelihood estimators and maximum likelihood estimators under
the reverse order restriction 훾1 ≥ 훾2 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 on the unknown model parameters.
4.3.1. Maximum Likelihood Estimation
We firstly consider the unconstrained ML estimation of the unknown model parameters.
Theorem 4.9. Based on 푠 independent vectors X(1), . . . ,X(푠), the unique ML estimators of the un-
known model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 are given by
훾∗(푠)푣 = −
푐푣
푇
(푠)
푣 (X˜(푠))
, 1 ≤ 푣 ≤ 푟1 . (4.10)
Proof. According to (4.9), the log-likelihood function in (훾1, . . . , 훾푟1)
′ ∈ ℝ푟1>0 based on the observa-
tion x˜(푠) = (x(1), . . . ,x(푠)) ∈ ×푠푖=1ℝ푟푖< is given by
푙(훾1, . . . , 훾푟1) =
푟1∑
푣=1
훾푣푇
(푠)
푣 (x˜
(푠)) +
푟1∑
푣=1
푐푣 ln 훾푣 +
푟1∑
푣=1
푐푣∑
푖=1
ln
(
푓(푥푖푣)
1− 퐹 (푥푖푣)
)
. (4.11)
Due to ln푥 ≤ 푥 − 1 for any 푥 ∈ ℝ>0 (cf. Abramowitz and Stegun 1972, p. 68, 4.1.36), we obtain the
inequalities
ln 훾푣 = ln
훾푣
훾
∗(푠)
푣
+ ln 훾∗(푠)푣 ≤
훾푣
훾
∗(푠)
푣
− 1 + ln 훾∗(푠)푣 , 1 ≤ 푣 ≤ 푟1 . (4.12)
66 4.3. Estimation of Model Parameters
Moreover, we have the identity
푟1∑
푣=1
푐푣
훾푣
훾
∗(푠)
푣
= −
푟1∑
푣=1
훾푣푇
(푠)
푣 (x˜
(푠)) .
Hence, it is
푙(훾1, . . . , 훾푟1) ≤
푟1∑
푣=1
푐푣(ln 훾
∗(푠)
푣 − 1) +
푟1∑
푣=1
푐푣∑
푖=1
ln
(
푓(푥푖푣)
1− 퐹 (푥푖푣)
)
. (4.13)
Since the equality in (4.12) and therewith in (4.13) holds iff 훾푣 = 훾
∗(푠)
푣 , 1 ≤ 푣 ≤ 푟1, the assertion is
proved.
Remark 4.10. In the preceding proof the ML estimators are directly calculated; see Cramer and
Kamps (1996, 1998a) in the context of equally and differently structured sequential 푘-out-of-푛 systems,
respectively. Alternatively, the ML estimators can be derived by exploiting the exponential family
structure pointed out in Remark 4.7; see Bedbur et al. (2012a) and Bedbur (2011, Theorem 4.1.2,
p. 96) in the context of independent, identically distributed and independent, not necessarily identically
distributed vectors of sequential order statistics with conditional proportional hazard rates, respectively.
The following distributional properties of the ML estimators 훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟1 can readily be seen.
Theorem 4.11. The ML estimators 훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟1 given in (4.10) are jointly independent, and 훾
∗(푠)
푣
is inverted gamma distributed with shape parameter 푐푣 and scale parameter 푐푣훾푣, 1 ≤ 푣 ≤ 푟1, i.e., 훾∗(푠)푣
has a 휆1−density (푐푣훾푣)푐푣(푐푣−1)! 푥−푐푣−1 exp
(−푐푣훾푣푥−1)1(0,∞)(푥).
Proof. Since the statistics −푇 (푠)1 (X˜(푠)), . . . ,−푇 (푠)푟1 (X˜(푠)) are jointly independent (see Lemma 4.8),
so are the ML estimators 훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟1 . With −푇 (푠)푣 (X˜(푠)) ∼ Γ(푐푣, 훾−1푣 ), 1 ≤ 푣 ≤ 푟1, the distribution
of 훾
∗(푠)
푣 is obvious by density transformation.
In the lemma below we state some moments of the ML estimators 훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟1 .
Lemma 4.12. Given 훾
∗(푠)
푣 in terms of (4.10), for any 1 ≤ 푣 ≤ 푟1, it is:
(i) 퐸(훾
∗(푠)
푣 )푘 =
(푐푣−푘−1)!
(푐푣−1)! (푐푣훾푣)
푘, 푐푣 > 푘, 푘 ∈ ℕ, and, thus, 퐸(훾∗(푠)푣 ) = 푐푣푐푣−1훾푣, 푐푣 > 1,
(ii) 푉 푎푟(훾
∗(푠)
푣 ) =
1
(푐푣−1)2(푐푣−2)(푐푣훾푣)
2, 푐푣 > 2,
(iii) 푀푆퐸(훾
∗(푠)
푣 ) =
푐푣+2
(푐푣−1)(푐푣−2)훾
2
푣 , 푐푣 > 2,
(iv) 퐸(ln 훾
∗(푠)
푣 ) = ln 훾푣 + ln 푐푣 − Ψ(푐푣), where Ψ denotes the the digamma function with Ψ(푐푣) =
Γ′(푐푣)/Γ(푐푣).
Proof. Let 1 ≤ 푣 ≤ 푟1.
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(i) Due to Lemma 4.8, 훾
∗(푠)
푣 possesses the same distribution as the random variable 푐푣훾푣푋
−1 with
푋 ∼ Γ(푐푣, 1), which provides 퐸(훾∗(푠)푣 )푘 = (푐푣훾푣)푘퐸(푋−1)푘. Further,
피
(
푋−1
)푘
=
1
(푐푣 − 1)!
∫ ∞
0
푥푐푣−푘−1 exp(−푥)d푥.
Assuming 푐푣 > 푘 and applying partial integration (푐푣 − 푘 − 1) times, we obtain 피
(
푋−1
)푘
=
(푐푣−푘−1)!
(푐푣−1)! . Assuming 푐푣 = 푘, the integral
∫∞
0 푥
푐푣−푘−1 exp(−푥)d푥 does not exist.
(ii) With 푉 푎푟(훾
∗(푠)
푣 ) = 퐸(훾
∗(푠)
푣 )2 −
(
퐸(훾
∗(푠)
푣 )
)2
, (ii) is easily derived by (i).
(iii) Since it is 푀푆퐸(훾
∗(푠)
푣 ) = 푉 푎푟(훾
∗(푠)
푣 ) +
(
퐸(훾
∗(푠)
푣 − 훾푣)
)2
, the assertion follows by (i), (ii) and
some algebra.
(iv) Using the same arguments as in the proof of (i), it holds 퐸(ln 훾
∗(푠)
푣 ) = ln 푐푣 + ln 훾푣 − 퐸(ln푋),
where 푋 ∼ Γ(푐푣, 1). Then, see, e.g., Gradshteyn and Ryzhik (1994, p. 604, 4.352.1)
퐸(ln푋) =
1
(푐푣 − 1)!
∫ ∞
0
푥푐푣−1 ln(푥) exp(−푥)d푥 = 1
(푐푣 − 1)!Ψ(푐푣)Γ(푐푣) = Ψ(푐푣) ,
where Γ is the gamma function with Γ(푐푣) = (푐푣 − 1)!, and Ψ is the digamma function with
Ψ(푐푣) = Γ
′(푐푣)/Γ(푐푣).
All assertions are proved.
Replacing 푐푣 by 푐
(푠)
푣 in order to express that the number of control areas with at least 푣 observations
depends on the total number of control areas 푠, some asymptotic properties can be derived assuming
that 푐
(푠)
푣 → ∞ when 푠 → ∞. Roughly speaking, we assume that the the number of observations 푐(푠)푣
which provide information on the respective unknown model parameter 훾푣 tends to infinity when the
total number of control areas 푠 does so.
Theorem 4.13. Supposing 푐
(푠)
푣 →∞ when 푠→∞, for any 1 ≤ 푣 ≤ 푟1, we find:
(i) The ML estimator 훾
∗(푠)
푣 is asymptotically unbiased w.r.t. 푠→∞.
(ii) The sequence of estimators
(
훾
∗(푠)
푣
)
푠∈ℕ
is strongly consistent for estimating 훾푣, i.e., 훾
∗(푠)
푣
푎.푠.−→ 훾푣
when 푠→∞.
(iii) The estimator 훾
∗(푠)
푣 is asymptotically normally distributed with mean 훾푣 and with variance(
푐
(푠)
푣
)−1
훾2푣 , i.e.,
√
푐
(푠)
푣
(
훾
∗(푠)
푣 − 훾푣
)
푑−→ 풩 (0, 훾2푣) when 푠→∞.
Proof. Let 1 ≤ 푣 ≤ 푟1.
(i) The assertion follows readily from Lemma 4.12 (i).
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(ii) As the random variables −푇푣(X(1)), . . . ,−푇푣(X(푐푣)) are independent and identically distributed
according to Exp(훾−1푣 ) with 퐸(−푇푣(X1)) = 훾−1푣 , the strong law of large number (see, e.g.,
Shao 2003, Theorem 1.13 (ii), p. 62) provides − 1
푐
(푠)
푣
푐
(푠)
푣∑
푖=1
푇푣(X
(푖)) = − 1
푐
(푠)
푣
푇
(푠)
푣 (X˜(푠))
푎.푠.−→ 1훾푣 when
푠→∞. Since almost sure convergence is preserved under continuous mappings (see, e.g., Shao
2003, Theorem 1.10(i), p. 59), the assertion is proved.
(iii) With 푉 푎푟(−푇푣(X(1))) = 훾−2푣 , the central limit theorem (see, e.g., Serfling 1980, p. 28) yields
√
푐
(푠)
푣
⎛⎝− 1
푐
(푠)
푣
푐
(푠)
푣∑
푖=1
푇푣(X
(푖))− 훾−1푣
⎞⎠ 푑−→ 풩 (0, 훾−2푣 )
as 푠 → ∞, i.e., − 1
푐
(푠)
푣
푐
(푠)
푣∑
푖=1
푇푣(X
(푖)) is asymptotically normally distributed with mean 훾−1푣 and
variance
(
푐
(푠)
푣
)−1
훾−2푣 with
√(
푐
(푠)
푣
)−1
훾−2푣 → 0 when 푠→∞. Defining the real valued function
푔(푥) = 푥−1, 푥 ∈ ℝ, then 푔 is differentiable at 푥 = 훾−1푣 with 푔′(훾−1푣 ) = −훾2푣 ∕= 0. It follows
(see, e.g., Serfling 1980, p. 118) that 훾
∗(푠)
푣 is asymptotically normally distributed with mean
푔(훾−1푣 ) = 훾푣 and variance
(
푔′(훾−1푣 )
)2 (
푐
(푠)
푣
)−1
훾−2푣 =
(
푐
(푠)
푣
)−1
훾2푣 .
All assertions are verified.
We end this theoretical section on unconstrained ML estimation by stating two remarks.
Remark 4.14. For any 1 ≤ 푣 ≤ 푟1, assuming 푐푣 > 1, the unique uniformly minimum variance
unbiased (UMVU) estimator of 훾푣 based on 푠 independent vectors X
(1), . . . ,X(푠) is given by
훾∗∗(푠)푣 = −
푐푣 − 1
푇
(푠)
푣 (X˜(푠))
, 1 ≤ 푣 ≤ 푟1 .
This statement is obvious from Lemma 4.12(i) which provides 퐸(훾
∗∗(푠)
푣 ) = 훾푣, 푐푣 > 1, in combi-
nation with the Lehmann-Scheffe´ theorem (see, e.g., Shao 2003, Theorem 3.1, p. 162), where 푇
(푠)
푣
is a sufficient and complete statistic for the distribution family 풫X˜(푠)푣 =
{
푃 X˜
(푠)
휸풓1
: 훾푣 ∈ ℝ>0
}
with
훾1, . . . , 훾푣−1, 훾푣+1, . . . , 훾푟1 being fixed parameters; see Bedbur et al. (2012a) and Bedbur (2011, Theo-
rem 4.1.2, p. 97) in the context of independent, identically distributed and independent, not necessarily
identically distributed vectors of sequential order statistics with conditional proportional hazard rates,
respectively. For any 1 ≤ 푣 ≤ 푟1, due to 훾∗∗(푠)푣 = 푐푣−1푐푣 훾
∗(푠)
푣 , by Theorem 4.13(ii), if 푐
(푠)
푣 → ∞ when
푠 → ∞, the sequence of UMVU estimators
(
훾
∗∗(푠)
푣
)
푠∈ℕ
is strongly consistent for estimating 훾푣. Be-
sides, for any 1 ≤ 푣 ≤ 푟1, by Theorem 4.13(iii) and Slutzky’s Lemma (cf., e.g., Shao 2003, Theorem
1.11, p. 60), the UMVU estimator 훾
∗∗(푠)
푣 is asymptotically normally distributed with mean 훾푣 and
variance
(
푐
(푠)
푣
)−1
훾2푣 , i.e.,
√
푐
(푠)
푣
(
훾
∗∗(푠)
푣 − 훾푣
)
푑−→ 풩 (0, 훾2푣) when 푠→∞.
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Remark 4.15. If we assume that the control areas have an identical structure, i.e., it is 푟푖 = 푟 for
any 1 ≤ 푖 ≤ 푠, then, based on 푠 independent vectors X(1), . . . ,X(푠), the unique ML estimators and, for
푠 > 1, the unique UMVU estimators of the unknown model parameters 훾1, . . . , 훾푟 ∈ ℝ>0 are given by
훾∗(푠)푣 = −
푠
푇
(푠)
푣 (X˜(푠))
, 1 ≤ 푣 ≤ 푟 , 훾∗∗(푠)푣 = −
푠− 1
푇
(푠)
푣 (X˜(푠))
, 1 ≤ 푣 ≤ 푟 , (4.14)
with statistics 푇
(푠)
푣 (X˜(푠)) =
푠∑
푖=1
푇푣(X
(푖)) =
푠∑
푖=1
ln
(
1−퐹 (푋(푣)∗푖 )
1−퐹 (푋(푣−1)∗푖 )
)
, 푋
(0)
∗푖 = −∞. Properties of the estima-
tors (4.14) are obvious from Theorem 4.11, Lemma 4.12, Theorem 4.13 and Remark 4.14 by replacing
푟1 by 푟 and 푐푣 by 푠 for any 1 ≤ 푣 ≤ 푟.
4.3.2. Maximum Likelihood Estimation under Reverse Order Restriction
With respect to non-metallic inclusion sizes, as illustrated in Remark 4.5, it is reasonable to believe
that the model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 are reversely ordered. Accordingly, in this section we
are concerned with the ML estimation of the unknown model parameters under the reverse order
restriction 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 .
For general accounts on order restricted ML estimation, the reader is referred to the monographs by
Barlow et al. (1972) and Robertson et al. (1988). Subsequently, we introduce some essential definitions.
Definition 4.16. Let 푋 be the finite set {푥1, . . . , 푥푟} with the simple order 푥1 ≤ ⋅ ⋅ ⋅ ≤ 푥푟, and let
푓 : 푋 → ℝ be a real-valued function on 푋. Then, 푓 is called isotonic on 푋 with respect to this
ordering, if 푥, 푦 ∈ 푋 and 푥 ≤ 푦 imply 푓(푥) ≤ 푓(푦).
Definition 4.17. Let 푔 : 푋 → ℝ be a real-valued function and 푤 : 푋 → ℝ>0 a positive function on
a finite set 푋 = {푥1, . . . , 푥푟} with the simple order 푥1 ≤ ⋅ ⋅ ⋅ ≤ 푥푟. An isotonic function 푔∗ on 푋 is
called isotonic regression of 푔 with weights 푤, if 푔∗ minimizes the sum∑
푥∈푋
(푔(푥)− 푓(푥))2푤(푥)
in the class of all isotonic functions 푓 on 푋, i.e., if it is∑
푥∈푋
(푔(푥)− 푔∗(푥))2푤(푥) ≤
∑
푥∈푋
(푔(푥)− 푓(푥))2푤(푥)
for every isotonic function 푓 on 푋.
To calculate the isotonic regression of a function, the following lemma provides a max-min formula,
which can be found in Barlow et al. (1972, p. 19) along with some equivalent formulas; see also
Robertson et al. (1988, Theorem 1.4.4, p. 23).
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Lemma 4.18. In the situation of Definition 4.17 the isotonic regression 푔∗ of 푔 with weights 푤 is
given by
푔∗(푥푗) = max
1≤푙≤푗
min
푗≤푡≤푟
푡∑
푣=푙
푔(푥푣)푤(푥푣)
푡∑
푣=푙
푤(푥푣)
, 1 ≤ 푗 ≤ 푟 . (4.15)
The ML estimation of ordered parameters is closely related to the so-called generalized isotonic
regression problem (cf. Barlow et al. 1972, pp. 38 ff.; Robertson 1988, pp. 30 ff.). In order to make
use of the latter, for our purposes, we introduce some notations and present a useful proposition.
Notations 4.19. In the situation of Definition 4.17 let Φ be a convex function which is finite on an
open interval 퐼 containing the range of the function 푔 on 푋. Suppose further that Φ is differentiable
on 퐼 with derivative 휙. For each 푢, 푣 ∈ 퐼, set
ΔΦ(푢, 푣) = Φ(푢)− Φ(푣)− (푢− 푣)휙(푣) .
Proposition 4.20. In the situation of Notations 4.19 the isotonic regression 푔∗ of 푔 with weights 푤
minimizes the sum ∑
푥∈푋
ΔΦ [푔(푥), 푓(푥)]푤(푥)
in the class of all isotonic functions 푓 on 푋 with range in 퐼. The minimizing function is unique if Φ
is strictly convex.
Proof. E.g. in Barlow et al. (1972, Theorem 1.10, pp. 41-42), and Robertson et al. (1988, Theorem
1.5.1, p. 31).
We apply Proposition 4.20 in order to verify the following theorem of order restricted ML estimation
of 훾1, . . . , 훾푟1 ∈ ℝ>0 with respect to the constraint 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 . The corresponding proof involves
finding the appropriate choice of the function Φ in Proposition 4.20.
Theorem 4.21. Based on X(1), . . . ,X(푠), the unique ML estimators of the unknown model parameters
훾1, . . . , 훾푟1 ∈ ℝ>0 under the reverse order restriction 훾1 ≥ 훾2 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 are given by
훾
∗(≥)(푠)
푗 = min
1≤푙≤푗
max
푗≤푡≤푟1
⎛⎜⎜⎜⎝−
푡∑
푣=푙
푐푣
푡∑
푣=푙
푇
(푠)
푣 (X˜(푠))
⎞⎟⎟⎟⎠ , 1 ≤ 푗 ≤ 푟1 . (4.16)
Proof. Based on the observation x˜(푠) = (x(1), . . . ,x(푠)) ∈ ×푠푖=1ℝ푟푖<, according to (4.11), we have to
maximize
푟1∑
푣=1
훾푣푇
(푠)
푣 (x˜
(푠)) +
푟1∑
푣=1
푐푣 ln 훾푣
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subject to 훾1, . . . , 훾푟1 ∈ ℝ>0 with 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 , or, equivalently, we have to minimize
−
푟1∑
푣=1
훾푣푇
(푠)
푣 (x˜
(푠))−
푟1∑
푣=1
푐푣 ln 훾푣 (4.17)
subject to 훾1, . . . , 훾푟1 ∈ ℝ>0 with 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 . For this purpose, we introduce the mapping
ℎ :
{
휸푟1 ∈ ℝ푟1>0 : 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1
} −→ {휸푟1 ∈ ℝ푟1>0 : 훾1 ≤ ⋅ ⋅ ⋅ ≤ 훾푟1}
(훾1, . . . , 훾푟1)
′ 7−→ (훾푟1 , ⋅ ⋅ ⋅ , 훾1)′ =
(
ℎ1(휸푟1), . . . , ℎ푟1(휸푟1)
)′
,
which is bijective. Then, we address the ML estimation of ℎ1(휸푟1), . . . , ℎ푟1(휸푟1) ∈ ℝ>0 under the
simple order restriction ℎ1(휸푟1) ≤ ⋅ ⋅ ⋅ ≤ ℎ푟1(휸푟1). That is, we are concerned with the minimization
of (4.17) subject to 훾1, . . . , 훾푟1 ∈ ℝ>0 with respect to the constraint ℎ1(휸푟1) ≤ ⋅ ⋅ ⋅ ≤ ℎ푟1(휸푟1). In
order to apply Proposition 4.20, let 퐼 = ℝ>0 = (0,∞) and define Φ on (0,∞) by Φ(푢) = 푢 ln푢.
The first derivative of Φ is given by 휙(푢) = ln푢 + 1 for 푢 ∈ (0,∞). The second derivative of Φ on
(0,∞) is given by 1/푢 which is positive for any 푢 ∈ (0,∞) so that Φ is strictly convex on (0,∞). For
any 1 ≤ 푣 ≤ 푟1, let 푔(푣) = −푐푟1−푣+1/푇 (푠)푟1−푣+1(x˜(푠)) be the unrestricted ML estimate of 훾푟1−푣+1, and
푤(푣) = −푇 (푠)푟1−푣+1(x˜(푠)). Further, let 푓(⋅) be isotonic with respect to the simple order on {1, . . . , 푟1}
with range in (0,∞). Then, we aim to minimize the sum
푟1∑
푣=1
ΔΦ [푔(푣), 푓(푣)]푤(푣) =
푟1∑
푣=1
[푔(푣) ln 푔(푣)− 푔(푣) ln 푓(푣)− 푔(푣) + 푓(푣)]푤(푣)
subject to 푓 isotonic on {1, . . . , 푟1} with range in (0,∞), or, equivalently, we are concerned with the
minimization of
푟1∑
푣=1
[−푔(푣) ln 푓(푣) + 푓(푣)]푤(푣) (4.18)
subject to 푓 isotonic on {1, . . . , 푟1} with range in (0,∞). Setting 푓(⋅) = ℎ(⋅)(휸푟1), the minimization
of (4.18) subject to 푓(⋅) isotonic on {1, . . . , 푟1} with range in (0,∞) is equivalent to the minimization
of (4.17) subject to 훾1, . . . , 훾푟1 ∈ ℝ>0 with ℎ1(휸푟1) ≤ ⋅ ⋅ ⋅ ≤ ℎ푟1(휸푟1). By applying Proposition 4.20,
the isotonic regression 푔∗ of 푔 provides the unique solution of these minimization problems. Hence,
in view of to Lemma 4.18, the unique simple order restricted ML estimate of ℎ푗(휸푟1) = 훾푟1−푗+1 with
respect to the constraint ℎ1(휸푟1) ≤ ⋅ ⋅ ⋅ ≤ ℎ푟1(휸푟1) can be calculated by
푔∗(푗) = max
1≤푙≤푗
min
푗≤푡≤푟1
푡∑
푣=푙
푔(푣)푤(푣)
푡∑
푣=푙
푤(푣)
= max
1≤푙≤푗
min
푗≤푡≤푟1
⎛⎜⎜⎜⎝−
푡∑
푣=푙
푐푟1−푣+1
푡∑
푣=푙
푇
(푠)
푟1−푣+1(x˜
(푠))
⎞⎟⎟⎟⎠ , 1 ≤ 푗 ≤ 푟1 . (4.19)
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Finally, since ℎ is bijective, the unique reverse order restricted ML estimate 훾
∗(≥)(푠)
푗 of 훾푗 with respect
to the constraint 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 is given by
훾
∗(≥)(푠)
푗 = 푔
∗(푟1 − 푗 + 1) = max
1≤푙≤푟1−푗+1
min
푟1−푗+1≤푡≤푟1
⎛⎜⎜⎜⎝−
푡∑
푣=푙
푐푟1−푣+1
푡∑
푣=푙
푇
(푠)
푟1−푣+1(x˜
(푠))
⎞⎟⎟⎟⎠
= min
1≤푙≤푗
max
푗≤푡≤푟1
⎛⎜⎜⎜⎝−
푡∑
푣=푙
푐푣
푡∑
푣=푙
푇
(푠)
푣 (x˜(푠))
⎞⎟⎟⎟⎠ , 1 ≤ 푗 ≤ 푟1 .
Remark 4.22. In the preceding proof a standard method of deriving order restricted ML estimators
in terms of the generalized isotonic regression problem is used. Alternatively, one can exploit the
exponential family structure (4.9) by applying Theorem 1.5.2 by Robertson et al. (1988, p. 34), the
latter of which addresses order restricted ML estimation in (one-parameter) exponential families. For
a detailed discussion in the context of independent and identically distributed vectors of sequential order
statistics with conditional proportional hazard rates, the reader is referred to Bedbur (2011, Theorem
3.2.8, pp. 62-64).
Remark 4.23. According to Lemma 4.8, the statistics −푇 (푠)푣 (X˜(푠)), 1 ≤ 푣 ≤ 푟1, are jointly indepen-
dent and gamma distributed with shape parameter 푐푣 and scale parameter 훾
−1
푣 , respectively. Thus, for
any 1 ≤ 푣 ≤ 푟1, the distribution of the order restricted ML estimator 훾∗(≥)(푠)푣 in (4.16) does not depend
on the baseline distribution function 퐹 , either.
Replacing 푐푣 by 푐
(푠)
푣 , the theorem below states the strong consistency of the order restricted ML
estimators provided that 푐
(푠)
푣 →∞ when 푠→∞.
Theorem 4.24. Suppose that 푐푣 = 푐
(푠)
푣 → ∞ when 푠 → ∞. Then, for any 1 ≤ 푣 ≤ 푟1, the sequence
of estimators
(
훾
∗(≥)(푠)
푣
)
푠∈ℕ
is strongly consistent for estimating 훾푣, i.e., 훾
∗(≥)(푠)
푣
푎.푠.−→ 훾푣 when 푠→∞.
Proof. Following the proof of Theorem 4.21 and applying Theorem 4.13(ii), for any 1 ≤ 푣 ≤ 푟1,
the sequence
(
푔(푠)(푣)
)
푠∈ℕ is strongly consistent for estimating 훾푟1−푣+1 when 푠 →∞, where 푔(푠)(푣) =
푔(푣) = −푐푟1−푣+1/푇 (푠)푟1−푣+1(X˜(푠)) = 훾
∗(푠)
푟1−푣+1. Moreover, assuming 훾1 ≥ ⋅ ⋅ ⋅ ≥ 훾푟1 , 훾푟1−푣+1 is as a
function in 푣 isotonic on {1, . . . , 푟1}. Further, based on the proof of Theorem 4.21, 푔∗ = 푔∗(푠) denotes
the isotonic regression of 푔(푠) on {1, . . . , 푟1} with weights 푤(푠)(푣) = −푇 (푠)푣 (X˜(푠)), 1 ≤ 푣 ≤ 푟1, where
푔∗(푠)(푣) is given in (4.19) with x˜(푠) replaced by X˜(푠). Then, by Theorem 2.2 of Barlow (1972, p. 65),(
푔∗(푠)(푣)
)
푠∈ℕ also is a strongly consistent sequence of estimators for 훾푟1−푣+1 when 푠 → ∞, for each
1 ≤ 푣 ≤ 푟1. Or, equivalently, for each 1 ≤ 푣 ≤ 푟1, the sequence
(
푔∗(푠)(푟1 − 푣 + 1)
)
푠∈ℕ is strongly
consistent for estimating 훾푣 when 푠→∞. Due to 훾∗(≥)(푠)푣 = 푔∗(푟1 − 푣 + 1), 1 ≤ 푣 ≤ 푟1, the assertion
is proved.
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Order restricted inference for equally structured sequential 푘-out-of-푛 systems was discussed by
Balakrishnan et al. (2008). By simulated experiments based on ordered parameters, they illustrated
the advantage of computing order restricted in contrast to unrestricted ML estimates; especially in
the case of small sample sizes the restricted ML estimates perform considerably better. For further
details on order restricted inference in models of generalized order statistics we refer to Beutner and
Kamps (2009), Bedbur (2011) and Bedbur et al. (2012).
4.3.3. Real Data Analysis
Having theoretically considered unrestricted and order restricted ML estimation of the unknown model
parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 in Section 4.3.1 and Section 4.3.2, respectively, we move on to the
corresponding real data analysis.
Referring to the description of the metallurgical material in Section 1.4, the observations of in total
푠 = 60 control areas are available. The respective number 푟푖, 1 ≤ 푖 ≤ 푠, of recorded inclusions differs
from 푟푠 = 19 to 푟1 = 81, where the total number of recorded inclusion sizes is given by
푠∑
푖=1
푟푖 = 2903.
As the baseline distribution function in Section 4.3.1 and Section 4.3.2 is assumed to be known, in
view of the Glivenko-Cantelli theorem (cf., e.g., Sen and Singer 1993, Theorem 4.5.1, p. 185), it is
reasonable to make use of the empirical cumulative distribution function
퐹ˆ (푠)(푥) =
1
푠∑
푖=1
푟푖
푠∑
푖=1
푟푖∑
푗=1
1 {푥푖푗 ≤ 푥} , 푥 ∈ ℝ ,
of the data x˜(푠) ∈ ×푠푖=1ℝ푟푖<. Respectively, we employ the transformation
˜ˆ
퐹
(푠)
(푥) =
푠∑
푖=1
푟푖
1 +
푠∑
푖=1
푟푖
퐹ˆ (푠)(푥) , 푥 ∈ ℝ ,
in order to enforce that
˜ˆ
퐹
(푠)
(
max
1≤푖≤푠
푥푖푟푖
)
< 1.
Since the maximum number of recorded inclusions per control area is given by 푟1 = 81, there are
81 unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, which are to be estimated. Thereby, the estimation
of 훾푣, 1 ≤ 푣 ≤ 81, is based on 푐푣 observations, where, according to (4.7), 푐푣 denotes the number of
control areas with at least 푣 recorded inclusion sizes, i.e., the number of control areas which provide
information on the unknown model parameter 훾푣. The numbers 푐푣, 1 ≤ 푣 ≤ 81, are listed in Table
4.2. Obviously, the estimation of the first 19 model parameters 훾1, . . . , 훾19 is based on 60 observations
each, whereas there are respectively only less than 10 control areas that support information on the
model parameters 훾60, . . . , 훾81. The estimation of the 훾78, . . . , 훾81 is always even just based on one
single recorded inclusion size.
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Table 4.2. The number 푐푣 of control areas with at least 푣 observations according to (4.7)
푣 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
푐푣 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60
푣 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
푐푣 59 59 59 59 58 58 58 58 57 57 57 56 55 54 54 54 54 52 52
푣 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57
푐푣 50 45 42 40 39 36 35 32 31 28 28 27 26 23 19 18 17 15 14
푣 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76
푐푣 13 12 10 10 8 8 7 7 6 6 5 5 5 5 4 3 3 3 2
푣 77 78 79 80 81
푐푣 2 1 1 1 1
Given the recorded data x˜(푠) ∈ ×푠푖=1ℝ푟푖<, the unique unrestricted and order restricted ML estimates of
the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are calculated according to the formulas (4.10) and
(4.16), respectively, wherein the random quantity X˜(푠) is replaced by the observation x˜(푠) ∈ ×푠푖=1ℝ푟푖<.
In Figure 4.1(a) there is a plot of the unrestricted ML estimates of the unknown model parameters
훾1, . . . , 훾81 ∈ ℝ>0; in Figure 4.1(b) a plot of the order restricted ML estimates of 훾1, . . . , 훾81 ∈ ℝ>0
is shown. In both cases an estimate of 훾푣 is plotted against 푣 − 1 for any 1 ≤ 푣 ≤ 81. As depicted
in Figure 4.1(a), the unconstrained ML estimates already indicate a log-linear decay in the model
parameters. By taking the prior belief of reversely ordered model parameters into account, see Figure
4.1(b), we surely obtain estimates in decreasing order, supporting the impression of a log-linear decay
in the model parameters.
The idea of a log-linear decay in the model parameters is continued in Section 4.5 of this doctoral
thesis, where a functional relationship between the model parameters is assumed. Before, in the
following section multivariate tests on the model parameters are addressed. Among other, we intend
to statistically provide evidence on the belief that the model parameters, which adjust the underlying
hazard rate according to the number of smaller inclusions (cf. Remark 4.5), are not all equal.
4.4. Multivariate Tests on Model Parameters
In this section we consider the situation of Section 4.2 and assume, as in Section 4.3, that the model
parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 are unknown and that the baseline distribution function 퐹 is prefixed.
We derive multivariate likelihood ratio (LR) tests on the model parameters for both simple and
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Figure 4.1. Plot of the (a) unrestricted and (b) order restricted ML estimates of the unknown model param-
eters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted against 푣 − 1 (1 ≤ 푣 ≤ 81)
composite null hypotheses (cf., e.g., Serfling 1980, pp. 155 ff.; Sen and Singer 1993, pp. 234 ff.). The
LR test is one of the best known tests in multivariate statistics, and it is frequently used in applications.
By appropriate choices of the null hypothesis, the derived tests can be seen as tests for model checking.
With regard to non-metallic inclusions, they are particularly useful for detecting whether the recorded
ordered inclusion sizes within one control area can be seen as realizations of ordinary record values
(or, similarly, as realizations of ordinary order statistics) based on certain distribution functions.
Supposing that the observation vectors x1, . . . ,x푠 ∈ ℝ푟< are of the same length, the multivariate LR
test (besides Wald’s test and Rao’s score test) on the model parameters 훾1, . . . , 훾푟 ∈ ℝ>0 was recently
derived by Bedbur et al. (2012b). As we are concerned with observation vectors x1 ∈ ℝ푟1< , . . . ,x푠 ∈ ℝ푟푠< ,
the results in Bedbur et al. (2012b) are special cases of our findings by setting 푟푖 = 푟 for any 1 ≤ 푖 ≤ 푠.
In literature there are several papers dealing with statistical tests on model parameters for models
of sequential order statistics and sequential 푘-out-of-푛 systems, respectively; see Cramer and Kamps
(1996), Balakrishnan et al. (2008), Bedbur (2010), Beutner (2010), Bedbur (2011) and Bedbur et
al. (2012).
4.4.1. Model Tests with a Simple Null Hypothesis
At first, we consider the hypotheses
퐻0 : 휸푟1 = 휸
(0)
푟1 vs. 퐻1 : 휸푟1 ∕= 휸(0)푟1 , (4.20)
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where 휸
(0)
푟1 = (훾
(0)
1 , . . . , 훾
(0)
푟1 )
′ ∈ ℝ푟1>0 is fixed. Depending on the choice of 휸(0)푟1 , test problem (4.20) has
different interpretations.
On the one hand, if we set 훾
(0)
푣 = 훾0, 1 ≤ 푣 ≤ 푟1, for some fixed 훾0 ∈ ℝ>0, test problem (4.20)
corresponds to the question whether all the model parameters are equal to a certain positive number
훾0, i.e., it is dealt with the question whether the ascendingly ordered inclusion sizes within each sub-
sample can be viewed as realizations of ordinary record values based on the distribution function
1− (1− 퐹 )훾0 (see Remark 4.3).
On the other hand, by choosing 훾
(0)
푣 = (푛 − 푣 + 1)훾0, 1 ≤ 푣 ≤ 푟1 ≤ 푛, for some certain positive
parameter 훾0 ∈ ℝ>0, the question is tackled whether, for all 1 ≤ 푖 ≤ 푠, the ascendingly ordered
observations within sub-sample 푖 can be seen as realizations of the first 푟푖 of 푛 oOS based on the
distribution function 1− (1− 퐹 )훾0 (see Remark 4.4).
Denoting by 휸
∗(푠)
푟1 = (훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟1 )
′ the vector of the ML estimators given in (4.10), by using (4.9),
the test statistic of the LR test is given by (cf., e.g., Sen and Singer 1993, p. 235)
푇
(푠)
퐿푅(X˜
(푠)) = −2 ln
⎛⎜⎝ 푓
(푠)
휸
(0)
푟1
(X˜(푠))
푓
(푠)
휸
∗(푠)
푟1
(X˜(푠))
⎞⎟⎠
= −2 ln
⎛⎝ exp
{∑푟1
푣=1 훾
(0)
푣 푇
(푠)
푣 (X˜(푠)) +
∑푟1
푣=1 푐푣 ln 훾
(0)
푣
}
exp
{∑푟1
푣=1 훾
∗(푠)
푣 푇
(푠)
푣 (X˜(푠)) +
∑푟1
푣=1 푐푣 ln 훾
∗(푠)
푣
}
⎞⎠
= −2
푟1∑
푣=1
{
(훾(0)푣 − 훾∗(푠)푣 )푇 (푠)푣 (X˜(푠)) + 푐푣 ln
(
훾
(0)
푣
훾
∗(푠)
푣
)}
= −2
푟1∑
푣=1
{
−(훾(0)푣 − 훾∗(푠)푣 )
푐푣
훾
∗(푠)
푣
+ 푐푣 ln
(
훾
(0)
푣
훾
∗(푠)
푣
)}
= 2
푟1∑
푣=1
푐푣
{
훾
(0)
푣
훾
∗(푠)
푣
− ln
(
훾
(0)
푣
훾
∗(푠)
푣
)
− 1
}
. (4.21)
With 훾
(0)
푣
훾
∗(푠)
푣
= −훾(0)푣푐푣 푇
(푠)
푣 (X˜(푠)), 1 ≤ 푣 ≤ 푟1, by applying Lemma 4.8, it is seen that 훾
(0)
1
훾
∗(푠)
1
, . . . ,
훾
(0)
푟1
훾
∗(푠)
푟1
are
jointly independent random variables, and 훾
(0)
푣
훾
∗(푠)
푣
∼ Γ
(
푐푣,
훾
(0)
푣
푐푣훾푣
)
, 1 ≤ 푣 ≤ 푟1, has a gamma distribution
with shape parameter 푐푣 and scale parameter
훾
(0)
푣
푐푣훾푣
. We arrive at the following theorem.
Theorem 4.25. For the test problem (4.20) with a simple null hypothesis and the observation x˜(푠) =
(x(1), . . . ,x(푠))′ ∈ ×푠푖=1ℝ푟푖<, the LR test with level 훼 ∈ (0, 1) rejects the null hypothesis iff
푇
(푠)
퐿푅(x˜
(푠)) > 푐
(푠)
퐿푅 ,
with 푇
(푠)
퐿푅(x˜
(푠)) as in (4.21) with X˜(푠) replaced by its realization x˜(푠). The critical value 푐
(푠)
퐿푅 does
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neither depend on the baseline distribution 퐹 nor on 휸
(0)
푟1 and is derived from the equation
푃
(
2
푟1∑
푣=1
푐푣
{
푌 (푠)푣 − ln푌 (푠)푣 − 1
}
> 푐
(푠)
퐿푅
)
= 훼 , (4.22)
where 푌
(푠)
1 , . . . , 푌
(푠)
푟1 are jointly independent, and 푌
(푠)
푠 ∼ Γ(푐푣, 푐−1푣 ), 1 ≤ 푣 ≤ 푟1, has a gamma distri-
bution with shape parameter 푐푣 and scale parameter 푐
−1
푣 .
Remark 4.26. From (4.22), critical values can be computed empirically via simulation. That is, by
generating, say, 푚 realizations of the random quantity 2
푟1∑
푣=1
푐푣
{
푌
(푠)
푣 − ln푌 (푠)푣 − 1
}
, a critical value
푐
(푠)
퐿푅 with respect to the level 훼 ∈ (0, 1) can be calculated in terms of the empirical (1− 훼)−quantile of
the generated sample.
Remark 4.27. By choosing 훾
(0)
푣 = 1 for any 1 ≤ 푣 ≤ 푟1, the LR test statistic can be written as
푇
(푠)
퐿푅(X˜
(푠)) = 2
푟1∑
푣=1
푐푣
{
− 1
푐푣
푇 (푠)푣 (X˜
(푠))− ln
(
− 1
푐푣
푇 (푠)푣 (X˜
(푠))
)
− 1
}
. (4.23)
In that case, in test problem (4.20) we are concerned with the question whether the ascendingly ordered
observations within each control area can be seen as realizations of ordinary record values based on the
underlying distribution function 퐹 (see Remark 4.3).
Remark 4.28. If we set 훾
(0)
푣 = 푛− 푣 + 1 for any 1 ≤ 푣 ≤ 푟1 ≤ 푛, the LR test statistic has the form
푇
(푠)
퐿푅(X˜
(푠)) = 2
푟1∑
푣=1
푐푣
{
−푛− 푣 + 1
푐푣
푇 (푠)푣 (X˜
(푠))− ln
(
−푛− 푣 + 1
푐푣
푇 (푠)푣 (X˜
(푠))
)
− 1
}
, (4.24)
and test problem (4.20) corresponds to the question whether the ascendingly ordered recorded inclusion
sizes in control area 푖 can be interpreted as realizations of the first 푟푖 of 푛 oOS based on the underlying
distribution function 퐹 for all 1 ≤ 푖 ≤ 푠 (see Remark 4.4).
Remark 4.29. If we assume that the sub-samples have an identical structure, i.e., it is 푟푖 = 푟 for any
1 ≤ 푖 ≤ 푠 and, thus, 푐푣 = 푠 for any 1 ≤ 푣 ≤ 푟, then, the LR test statistic is given by
푇
(푠)
퐿푅(X˜
(푠)) = 2푠
푟∑
푣=1
{
훾
(0)
푣
훾
∗(푠)
푣
− ln
(
훾
(0)
푣
훾
∗(푠)
푣
)
− 1
}
,
with 훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟 as in (4.14). The critical value 푐
(푠)
퐿푅 is obtained from the equation
푃
(
2푠
푟∑
푣=1
{
푌 (푠)푣 − ln푌 (푠)푣 − 1
}
> 푐
(푠)
퐿푅
)
= 훼 ,
where 푌
(푠)
1 , . . . , 푌
(푠)
푟 are iid random variables, and 푌
(푠)
푣 ∼ Γ(푠, 푠−1), 1 ≤ 푣 ≤ 푟, has a gamma distribu-
tion with shape parameter 푠 and scale parameter 푠−1 (see also Bedbur et al. 2012b).
Having considered simple null hypotheses, subsequently, we turn to composite null hypotheses.
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4.4.2. Model Tests with a Composite Null Hypothesis
In the following, let 푎1, . . . , 푎푟1 ∈ ℝ>0 be positive fixed numbers. We are interested in testing the
hypotheses
퐻0 : 휸푟1 ∈ Θ0 vs. 퐻1 : 휸푟1 /∈ Θ0 , (4.25)
with Θ0 =
{
휸푟1 ∈ ℝ푟1>0 : 훾1푎1 = ⋅ ⋅ ⋅ =
훾푟1
푎푟1
}
. As in the situation of a simple null hypothesis in Section
4.4.1, the interpretation of test problem (4.25) may differ according to the choice of the fixed numbers
푎1, . . . , 푎푟1 ∈ ℝ>0.
For instance, by choosing 푎푣 = 1, 1 ≤ 푣 ≤ 푟1, test problem (4.25) tackles the question whether all
the model parameters are equal, i.e., whether the ascendingly ordered observations within each control
area can be considered as realizations of ordinary record values based on any distribution function of
the form 1− (1− 퐹 )훾0 for some (unknown) 훾0 ∈ ℝ>0 (see Remark 4.3).
Moreover, by setting 푎푣 = 푛 − 푣 + 1, 1 ≤ 푣 ≤ 푟1 ≤ 푛, the question is addressed whether, for
all 1 ≤ 푖 ≤ 푠, the ascendingly ordered recorded inclusion sizes within sub-sample 푖 can be seen as
realizations of the first 푟푖 of 푛 oOS based on any distribution function of the form 1 − (1 − 퐹 )훾0 for
some (unknown) positive parameter 훾0 ∈ ℝ>0 (see Remark 4.4).
Making use of (4.21) by replacing 훾
(0)
푣 by 훾푣, 1 ≤ 푣 ≤ 푟1, the LR test statistic has the representation
(cf., e.g., Sen and Singer 1993, p. 239)
푇˜
(푠)
퐿푅(X˜
(푠)) = −2 ln
⎛⎜⎝ sup
휸푟1
∈Θ0
푓
(푠)
휸푟1
(X˜(푠))
푓
(푠)
휸
∗(푠)
푟1
(X˜(푠))
⎞⎟⎠ = inf
휸푟1
∈Θ0
⎛⎜⎝−2 ln 푓 (푠)휸푟1 (X˜(푠))
푓
(푠)
휸
∗(푠)
푟1
(X˜(푠))
⎞⎟⎠
= inf
휸푟1
∈Θ0
(
2
푟1∑
푣=1
푐푣
{
훾푣
훾
∗(푠)
푣
− ln
(
훾푣
훾
∗(푠)
푣
)
− 1
})
. (4.26)
By (4.26), we aim at minimizing 2
푟1∑
푣=1
푐푣
{
훾푣
훾
∗(푠)
푣
− ln
(
훾푣
훾
∗(푠)
푣
)
− 1
}
with respect to 휸푟1 ∈ Θ0. Defining
the parameter 훾˜ = 훾푣푎푣 , 1 ≤ 푣 ≤ 푟1, we equivalently aim at minimizing
2
푟1∑
푣=1
푐푣
{
푎푣훾˜
훾
∗(푠)
푣
− ln
(
푎푣훾˜
훾
∗(푠)
푣
)
− 1
}
(4.27)
over all parameters 훾˜ ∈ ℝ>0. Then, the first derivative of (4.27) with respect to 훾˜ is given by
2
푟1∑
푣=1
푐푣
{
푎푣
훾
∗(푠)
푣
− 1훾˜
}
. As the second derivative of (4.27) with respect to 훾˜ has the form 2
∑푟1
푣=1 푐푣
1
훾˜2
and is, thus, positive for any 훾˜ ∈ ℝ>0, the global minimum value of (4.27) is attained at
ˆ˜훾(푠) = ( 푟1∑
푣=1
푐푣
)(
푟1∑
푣=1
푐푣
푎푣
훾
∗(푠)
푣
)−1
. (4.28)
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Accordingly, by introducing the statistics 푍
(푠)
푣 =
푎푣 ˆ˜훾(푠)
훾
∗(푠)
푣
, 1 ≤ 푣 ≤ 푟1, we get the LR test statistic
푇˜
(푠)
퐿푅(X˜
(푠)) = 2
푟1∑
푣=1
푐푣
{
푍(푠)푣 − ln푍(푠)푣 − 1
}
. (4.29)
Considering 푍
(푠)
푣 =
푎푣 ˆ˜훾(푠)
훾
∗(푠)
푣
, 1 ≤ 푣 ≤ 푟1, by making use of (4.10) and (4.28), it is
푍(푠)푣 =
푎푣ˆ˜훾(푠)
훾
∗(푠)
푣
=
1
푐푣
(
푟1∑
푘=1
푐푘
)
−푎푣푇 (푠)푣 (X˜(푠))
푟1∑
푘=1
(
−푎푘푇 (푠)푘 (X˜(푠))
) . (4.30)
By applying Lemma 4.8, we obtain that the random variables −푎1푇 (푠)1 (X˜(푠)), . . . ,−푎푟1푇 (푠)푟1 (X˜(푠)) are
jointly independent, and −푎푣푇 (푠)푣 (X˜(푠)) ∼ Γ
(
푐푣, 훾˜
−1), 1 ≤ 푣 ≤ 푟1, has a gamma distribution with
shape parameter 푐푣 and scale parameter 훾˜
−1 under the null hypothesis. Hence, for any 1 ≤ 푣 ≤ 푟1,
the sum
푟1∑
푘=1
푘 ∕=푣
(
−푎푘푇 (푠)푘 (X˜(푠))
)
∼ Γ
⎛⎜⎜⎝ 푟1∑
푘=1
푘 ∕=푣
푐푘, 훾˜
−1
⎞⎟⎟⎠
possesses a gamma distribution with shape parameter
푟1∑
푘=1
푘 ∕=푣
푐푘 and scale parameter 훾˜
−1 under the
null hypothesis. Consequently, for any 1 ≤ 푣 ≤ 푟1, as −푎푣푇 (푠)푣 (X˜(푠)) and
푟1∑
푘=1
푘 ∕=푣
(
−푎푘푇 (푠)푘 (X˜(푠))
)
are
independent,
−푎푣푇 (푠)푣 (X˜(푠))
푟1∑
푘=1
(
−푎푘푇 (푠)푘 (X˜(푠))
) ∼ Beta
⎛⎜⎜⎝푐푣, 푟1∑
푘=1
푘 ∕=푣
푐푘
⎞⎟⎟⎠
has a beta distribution with shape parameters 푐푣 and
푟1∑
푘=1
푘 ∕=푣
푐푘. Our findings are summarized in the
theorem below.
Theorem 4.30. For the test problem (4.25) with a composite null hypothesis and the observation
x˜(푠) = (x(1), . . . ,x(푠))′ ∈ ×푠푖=1ℝ푟푖<, the LR test with level 훼 ∈ (0, 1) rejects the null hypothesis iff
푇˜
(푠)
퐿푅(x˜
(푠)) > 푐˜
(푠)
퐿푅 ,
with 푇˜
(푠)
퐿푅(x˜
(푠)) as in (4.29) and (4.30) with X˜(푠) replaced by its realization x˜(푠). The critical value 푐˜
(푠)
퐿푅
depends neither on the baseline distribution 퐹 nor on 푎1, . . . , 푎푟1 and is derived from the equation
푃
⎛⎜⎜⎝2 푟1∑
푣=1
푐푣
⎧⎨⎩
1
푐푣
(
푟1∑
푘=1
푐푘
)
푌
(푠)
푣
푟1∑
푘=1
푌
(푠)
푘
− ln
⎛⎜⎜⎝ 1푐푣
(
푟1∑
푘=1
푐푘
)
푌
(푠)
푣
푟1∑
푘=1
푌
(푠)
푘
⎞⎟⎟⎠− 1
⎫⎬⎭ > 푐˜(푠)퐿푅
⎞⎟⎟⎠ = 훼 , (4.31)
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where 푌
(푠)
1 , . . . , 푌
(푠)
푟1 are jointly independent, and 푌
(푠)
푣 ∼ Γ(푐푣, 푐), 1 ≤ 푣 ≤ 푟1, has a gamma distribution
with shape parameter 푐푣 and scale parameter 푐, with some 푐 ∈ ℝ>0.
Remark 4.31. Critical values can be computed empirically via simulation according to (4.31), i.e.,
by generating 푚 realizations of the random quantity
2
푟1∑
푣=1
푐푣
⎧⎨⎩
1
푐푣
(
푟1∑
푘=1
푐푘
)
푌
(푠)
푣
푟1∑
푘=1
푌
(푠)
푘
− ln
⎛⎜⎜⎝ 1푐푣
(
푟1∑
푘=1
푐푘
)
푌
(푠)
푣
푟1∑
푘=1
푌
(푠)
푘
⎞⎟⎟⎠− 1
⎫⎬⎭ ,
the critical value 푐˜
(푠)
퐿푅 referring to the level 훼 ∈ (0, 1) can be calculated in terms of the empirical
(1− 훼)−quantile of the generated sample.
Remark 4.32. The choice 푎푣 = 1, 1 ≤ 푣 ≤ 푟1, leads to a LR test statistic of the form (4.29) with
푍(푠)푣 =
1
푐푣
(
푟1∑
푘=1
푐푘
)
푇
(푠)
푣 (X˜(푠))
푟1∑
푘=1
푇
(푠)
푘 (X˜
(푠))
, 1 ≤ 푣 ≤ 푟1 . (4.32)
Remark 4.33. If we set 푎푣 = 푛 − 푣 + 1, 1 ≤ 푣 ≤ 푟1 ≤ 푛, the LR test statistic can be written as in
(4.29) with
푍(푠)푣 =
1
푐푣
(
푟1∑
푘=1
푐푘
)
(푛− 푣 + 1)푇 (푠)푣 (X˜(푠))
푟1∑
푘=1
(푛− 푘 + 1)푇 (푠)푘 (X˜(푠))
, 1 ≤ 푣 ≤ 푟1 . (4.33)
Remark 4.34. If we assume that the control areas have an identical structure, i.e., it is 푟푖 = 푟 for
any 1 ≤ 푖 ≤ 푠 and, thus, 푐푣 = 푠 for any 1 ≤ 푣 ≤ 푟, then, the LR test statistic simplifies to
푇˜
(푠)
퐿푅(X˜
(푠)) = −2푠
푟∑
푣=1
ln푍(푠)푣 , with 푍
(푠)
푣 = 푟
−푎푣푇 (푠)푣 (X˜(푠))
푟∑
푘=1
(
−푎푘푇 (푠)푘 (X˜(푠))
) , 1 ≤ 푣 ≤ 푟 .
The critical value 푐˜
(푠)
퐿푅 is obtained from the equation
푃
⎛⎜⎜⎝−2푠 푟∑
푣=1
ln
⎛⎜⎜⎝ 푟푌 (푠)푣푟∑
푘=1
푌
(푠)
푘
⎞⎟⎟⎠ > 푐˜(푠)퐿푅
⎞⎟⎟⎠ = 훼 ,
where 푌
(푠)
1 , . . . , 푌
(푠)
푟 are iid random variables, and 푌
(푠)
푣 ∼ Γ(푠, 푐), 1 ≤ 푣 ≤ 푟, has a gamma distribution
with shape parameter 푠 and scale parameter 푐, with some 푐 ∈ ℝ>0 (see also Bedbur et al. 2012b).
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4.4.3. Real Data Analysis
In this section the real data analysis initiated in Section 4.3.3 is continued by carrying out multivariate
LR tests on unknown model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 with simple and composite null hypotheses.
Firstly, we consider both the model tests with a simple null hypothesis
퐻0 : 훾1 = ⋅ ⋅ ⋅ = 훾푟1 = 1 vs. 퐻1 : ∃ 푣0 ∈ {1, . . . , 푟1} : 훾푣0 ∕= 1 , (4.34)
퐻0 :
훾1
푎1
= ⋅ ⋅ ⋅ = 훾푟1
푎푟1
= 1 vs. 퐻1 : ∃ 푣0 ∈ {1, . . . , 푟1} : 훾푣0
푎푣0
∕= 1 , (4.35)
where 푎푣 = 푟1 − 푣 + 1, 1 ≤ 푣 ≤ 푟1. In (4.34) we are concerned with the question whether the
model parameters are all equal to 1 or not, i.e., whether the ascendingly ordered inclusion sizes within
one control area can be considered as realizations of ordinary record values based on the underlying
distribution function 퐹 (see Remark 4.27). In (4.35) the question is tackled whether the ascendingly
ordered recorded inclusion sizes in control area 푖 can be interpreted as realizations of the first 푟푖 of 푟1
oOS based on 퐹 for all 1 ≤ 푖 ≤ 푠 (see Remark 4.28).
Secondly, we address the model tests with a composite null hypothesis
퐻0 : 훾1 = ⋅ ⋅ ⋅ = 훾푟1 vs. 퐻1 : ∃ 푣0, 푣1 ∈ {1, . . . , 푟1} , 푣0 ∕= 푣1 : 훾푣0 ∕= 훾푣1 , (4.36)
퐻0 :
훾1
푎1
= ⋅ ⋅ ⋅ = 훾푟1
푎푟1
vs. 퐻1 : ∃ 푣0, 푣1 ∈ {1, . . . , 푟1} , 푣0 ∕= 푣1 : 훾푣0
푎푣0
∕= 훾푣1
푎푣1
, (4.37)
where 푎푣 = 푟1− 푣+1, 1 ≤ 푣 ≤ 푟1. In (4.36) the question is considered whether the model parameters
are equal to a certain (unknown) number or not, i.e., whether the ascendingly ordered inclusion sizes
within each control can be considered as realizations of ordinary record values based on any distribution
function of the form 1− (1− 퐹 )훾0 for some (unknown) 훾0 ∈ ℝ>0. In (4.37) the question is addressed
whether, for all 1 ≤ 푖 ≤ 푠, the ascendingly ordered observations in control area 푖 can be seen as
realizations of the first 푟푖 of 푟1 oOS based on 1− (1− 퐹 )훾0 for some (unknown) 훾0 ∈ ℝ>0.
On the one hand, the model tests (4.34) to (4.37) are carried out by taking the recorded inclusion
sizes of the overall number of 60 control areas into account, leading to the sample size 푠 = 60. On the
other hand, the in total 60 control areas are divided into 6 disjoint groups of 푠 = 10 control areas.
In Table 4.3 for the test problems (4.34) and (4.35) with a simple null hypothesis, the number
of considered control areas 푠, the corresponding maximum number of recorded inclusion sizes per
control area 푟1 and the associated values of the test statistic 푇
(푠)
퐿푅(x˜
(푠)) based on the respective data
x˜(푠) ∈ ×푠푖=1ℝ푟푖< are presented, along with critical values 푐(푠)퐿푅 for any level 훼 ∈ {0.01, 0.05, 0.1}. In
Table 4.4 similar information is provided for the test problems (4.36) and (4.37) with a composite null
hypothesis. The critical values 푐
(푠)
퐿푅 and 푐˜
(푠)
퐿푅, respectively, are calculated empirically on the basis of
푚 = 1, 000, 000 simulations according to Remark 4.26 and Remark 4.31. Following the decision rule
formulated in Theorem 4.25 and Theorem 4.30, respectively, in any case, the null hypothesis is clearly
rejected.
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Table 4.3. Simple null hypotheses: number of control areas 푠, maximum number of recorded inclusion sizes
per control area 푟1, test statistic 푇
(푠)
퐿푅(x˜
(푠)) based on the respective considered data x˜(푠) ∈ ×푠푖=1ℝ푟푖<
for test problems (4.34) and (4.35), critical values 푐
(푠)
퐿푅 based on 1, 000, 000 simulations with level 훼 ∈
{0.01, 0.05, 0.1}
푇
(푠)
퐿푅(x˜
(푠)) 푐
(푠)
퐿푅
푠 푟1 (4.34) (4.35) 훼 = 0.1 훼 = 0.05 훼 = 0.01
60 81 10325.6718 10499.7636 99.5389 104.9348 115.7451
10 43 1028.4411 500.3489 57.0596 61.2267 69.6554
10 72 1879.5188 1442.9847 90.8443 96.0935 106.4600
10 81 2477.5764 1125.4825 101.5273 107.0497 117.8647
10 67 1814.6071 1051.2317 85.6515 90.7619 100.8492
10 58 1942.0675 507.8813 74.6212 79.4444 88.8953
10 75 2377.1715 828.6617 94.9735 100.3562 110.9385
With regard to the null hypotheses stated in (4.35) and (4.37), the test results presented in Table
4.3 and Table 4.4 indicate that the model of oOS based on iid random variables, which is applied in
metallography so far, is not always appropriate and that a more flexible model of ordered random
variables has to be adapted, as it is done in the previous sections in terms of our generalized model of
ordered inclusion sizes (cf. Section 4.1 and Section 4.2).
Moreover, with regard to the null hypotheses stated in (4.34) and (4.36), the test results given in
Table 4.3 and Table 4.4 statistically provide evidence on the belief that the model parameters, which
adjust the underlying hazard rate according to the number of smaller inclusions (cf. Remark 4.5), are
not all equal, i.e., that the ascendingly ordered inclusion sizes within one control area have been arised
from different distributions.
4.5. Log-Linear Link Function
By adopting the generalized model of ordered inclusion sizes that is introduced in Section 4.1 and Sec-
tion 4.2 to the recorded inclusion sizes of the in total 60 control areas obtained from the metallurgical
material described in Section 1.4, there is the vast amount of 81 model parameters 훾1, . . . , 훾81 ∈ ℝ>0.
As these model parameters are unknown, they have to be estimated, whereby, as pointed out in Sec-
tion 4.3.3, there are only less than 10 control areas that provide information on the unknown model
parameters 훾60, . . . , 훾81 each, and the estimation of 훾78, . . . , 훾81 is always even just based on one single
observation. Hence, it is desirable to reduce the number of unknown model parameters. For this pur-
Chapter 4. Generalized Model of Ordered Inclusion Sizes 83
Table 4.4. Composite null hypotheses: number of control areas 푠, maximum number of recorded inclusion
sizes per control area 푟1, test statistic 푇˜
(푠)
퐿푅(x˜
(푠)) based on the respective considered data x˜(푠) ∈ ×푠푖=1ℝ푟푖<
for test problems (4.36) and (4.37), critical values 푐˜
(푠)
퐿푅 based on 1, 000, 000 simulations with level 훼 ∈
{0.01, 0.05, 0.1}
푇˜
(푠)
퐿푅(x˜
(푠)) 푐˜
(푠)
퐿푅
푠 푟1 (4.36) (4.37) 훼 = 0.1 훼 = 0.05 훼 = 0.01
60 81 1779.3797 786.7703 98.4798 103.9135 114.4187
10 43 307.9626 111.1460 55.9454 60.1297 68.5241
10 72 465.7827 306.5004 89.7294 94.9402 105.2573
10 81 591.0322 310.9477 100.4107 105.9011 116.7646
10 67 443.7146 228.0776 84.5304 89.6427 99.7054
10 58 499.8115 229.4716 73.5197 78.2498 87.5991
10 75 545.3709 200.3274 93.8205 99.1599 109.6483
pose, in this section a functional relationship between the model parameters is assumed. Considering
Figure 4.1, where the unrestricted and order restricted ML estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are plotted,
it seems reasonable to introduce a log-linear link function of the form
훾푣 = exp {훼− 훽푔(푣)} , 1 ≤ 푣 ≤ 푟1 , 푟1 ≥ 2 , (4.38)
where 훼 ∈ ℝ and 훽 ∈ ℝ are unknown link function parameters, and 푔 is a prefixed weight function
that is supposed to be strictly increasing with 푔(1) = 0.
Remark 4.35. Under the setting described above, the model of ordinary record values is included as a
special case by choosing 훽 = 0, which provides the equality of all model parameters (cf. Remark 4.3).
However, being concerned with non-metallic inclusion sizes, an estimate of 훽 ∈ ℝ is expected to be
non-zero and, in particular, to be positive as the model parameters are believed to be reversely ordered
and to be not all equal (cf. Section 4.3.2 and Section 4.4).
The main favor of this link function approach (4.38) is a considerable reduction of the number of
unknown parameters, i.e., it remains two unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ, instead
of so far 푟1 unknown initial model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0, where 푟1 = 81 with respect to the
given real data. In general, we assume 푟1 ≥ 2, leading to at least two unknown model parameters 훾1
and 훾2 which are replaced by the unknown link function parameters 훼 and 훽.
Log-linear link functions were also applied by Bedbur et al. (2012) in a multi-sample model for general
step-stress experiments based on sequential order statistics, wherein the unknown model parameters
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were linked to the associated stress levels, the latter of which were assumed to be positive and strictly
ordered. Moreover, in models of sequential order statistics, proportional and linear link functions were
considered by Balakrishnan et al. (2011a).
In the following subsections issues of statistical inference on the unknown link function parameters
훼 ∈ ℝ and 훽 ∈ ℝ are discussed.
4.5.1. Maximum Likelihood Estimation of Link Function Parameters
In this section we address ML estimation of the unknown link function parameter 훼 ∈ ℝ and 훽 ∈ ℝ.
We consider the situation of Section 4.2, and we assume that the baseline distribution function 퐹 is
prefixed. Further, the unknown model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 are supposed to be determined
by the log-linear link function (4.38). In what follows, it turns out that, even though the ML estimates
of 훼 ∈ ℝ and 훽 ∈ ℝ are not explicit in general, their existence and uniqueness is guaranteed.
Remark 4.36. In virtue of (4.9), given a realization x˜(푠) ∈ ×푠푖=1ℝ푟푖< of the random quantity X˜(푠), the
likelihood function in (훼, 훽) ∈ ℝ2 is given by
퐿(훼, 훽) = exp
{
푟1∑
푣=1
exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 {훼− 훽푔(푣)}
}(
푟1∏
푣=1
푐푣∏
푖=1
푓(푥푖푣)
1− 퐹 (푥푖푣)
)
. (4.39)
Thus, in view of the first sum
푟1∑
푣=1
exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) within the exponential function, the link
function approach (4.38) yields that we do not have an exponential family structure in the canonical
form in the link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ (cf. Remark 4.6 and Remark 4.7).
To discuss the ML estimation of (훼, 훽) ∈ ℝ2, based on an observation x˜(푠) ∈ ×푠푖=1ℝ푟푖<, we consider
the log-likelihood function in (훼, 훽) ∈ ℝ2, which, according to (4.39), has the form
푙(훼, 훽) =
푟1∑
푣=1
exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 {훼− 훽푔(푣)}+
푟1∑
푣=1
푐푣∑
푖=1
ln
(
푓(푥푖푣)
1− 퐹 (푥푖푣)
)
. (4.40)
The corresponding likelihood equations are given by
∂푙(훼, 훽)
∂훼
=
푟1∑
푣=1
exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 = 0 , (4.41)
∂푙(훼, 훽)
∂훽
= −
푟1∑
푣=2
푔(푣) exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠))−
푟1∑
푣=2
푐푣푔(푣) = 0 , (4.42)
which, in general, do not admit explicit solutions for 훼 ∈ ℝ and 훽 ∈ ℝ. However, the following lemma
yields that if there is a stationary point (훼ˆ(푠), 훽ˆ(푠)) of the log-likelihood function (4.40), i.e., if there is
a solution (훼ˆ(푠), 훽ˆ(푠)) of the likelihood equations (4.41) and (4.42) with respect to (훼, 훽) ∈ ℝ2, then it
is the unique ML estimate of (훼, 훽) ∈ ℝ2.
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Lemma 4.37. The log-likelihood function (4.40) is strictly concave on (훼, 훽) ∈ ℝ2.
Proof. Differentiating the log-likelihood function (4.40) twice, we get
∂2푙(훼, 훽)
∂훼2
=
푟1∑
푣=1
exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) ,
∂2푙(훼, 훽)
∂훽2
=
푟1∑
푣=1
푔2(푣) exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) ,
∂2푙(훼, 훽)
∂훼 ∂훽
=
∂2푙(훼, 훽)
∂훽 ∂훼
= −
푟1∑
푣=1
푔(푣) exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) .
Then, for all (훼, 훽) ∈ ℝ2, we obtain the determinant of the Hessian matrix to be of the form
∂2푙(훼, 훽)
∂훼2
⋅ ∂
2푙(훼, 훽)
∂훽2
−
(
∂2푙(훼, 훽)
∂훼 ∂훽
)2
=
푟1∑
푣=1
푟1∑
푘=1
푇 (푠)푣 (x˜
(푠))푇
(푠)
푘 (x˜
(푠)) exp {훼− 훽푔(푣)} exp {훼− 훽푔(푘)} (푔2(푘)− 푔(푣)푔(푘))
=
푟1∑
푣=1
푟1∑
푘=1
푇 (푠)푣 (x˜
(푠))푇
(푠)
푘 (x˜
(푠)) exp {훼− 훽푔(푣)} exp {훼− 훽푔(푘)} (푔(푘) (푔(푘)− 푔(푣)))
=
∑∑
푣<푘
푇 (푠)푣 (x˜
(푠))푇
(푠)
푘 (x˜
(푠)) exp {훼− 훽푔(푣)} exp {훼− 훽푔(푘)}
× (푔(푘) (푔(푘)− 푔(푣)) + 푔(푣) (푔(푣)− 푔(푘)))
=
∑∑
푣<푘
푇 (푠)푣 (x˜
(푠))푇
(푠)
푘 (x˜
(푠)) exp {훼− 훽푔(푣)} exp {훼− 훽푔(푘)} (푔(푘)− 푔(푣))2
As it is −푇 (푠)푣 (x˜(푠)) > 0 for all 1 ≤ 푣 ≤ 푟1, and as the inner weight function 푔 is assumed to be strictly
increasing, it holds
∂2푙(훼, 훽)
∂훼2
⋅ ∂
2푙(훼, 훽)
∂훽2
−
(
∂2푙(훼, 훽)
∂훼 ∂훽
)2
> 0 for all (훼, 훽) ∈ ℝ2 .
Since it additionally holds
∂2푙(훼, 훽)
∂훼2
< 0 for all (훼, 훽) ∈ ℝ2 ,
the log-likelihood function (4.40) is strictly concave on (훼, 훽) ∈ ℝ2.
Remark 4.38. The concavity of the log-likelihood function (4.40) on (훼, 훽) ∈ ℝ2 is easily seen as
the function exp {훼− 훽푔(푣)} is convex on (훼, 훽) ∈ ℝ2 and as it is 푇 (푠)푣 (x˜(푠)) < 0 for all 1 ≤ 푣 ≤ 푟1.
However, in the preceding proof we have even shown that the concavity of the log-likelihood function
(4.40) on (훼, 훽) ∈ ℝ2 is strict.
Furthermore, we can verify the lemma below.
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Lemma 4.39. There always exists a solution (훼ˆ(푠), 훽ˆ(푠)) of the likelihood equations (4.41) and (4.42)
with respect to (훼, 훽) ∈ ℝ2.
Proof. The likelihood equation (4.41) provides
exp {훼} = −
푟1∑
푣=1
푐푣
푟1∑
푣=1
exp {−훽푔(푣)}푇 (푠)푣 (x˜(푠))
. (4.43)
Inserting (4.43) in the second likelihood equation (4.42), we obtain with some algebra
푟1∑
푣=1
푐푣
푟1∑
푣=1
exp {−훽푔(푣)}푇 (푠)푣 (x˜(푠))
(
푟1∑
푘=1
푔(푘) exp {−훽푔(푘)}푇 (푠)푘 (x˜(푠))
)
−
푟1∑
푘=1
푐푘푔(푘) = 0
⇔
(
푟1∑
푣=1
푐푣
)(
푟1∑
푘=1
푔(푘) exp {−훽푔(푘)}푇 (푠)푘 (x˜(푠))
)
−
(
푟1∑
푘=1
푐푘푔(푘)
)(
푟1∑
푣=1
exp {−훽푔(푣)}푇 (푠)푣 (x˜(푠))
)
= 0
⇔
(
푟1∑
푣=1
푐푣
)(
푟1∑
푘=1
푔(푘) exp {−훽푔(푘)}푇 (푠)푘 (x˜(푠))
)
−
(
푟1∑
푣=1
푐푣푔(푣)
)(
푟1∑
푘=1
exp {−훽푔(푘)}푇 (푠)푘 (x˜(푠))
)
= 0
⇔
푟1∑
푘=1
exp {−훽푔(푘)}푇 (푠)푘 (x˜(푠))
푟1∑
푣=1
푐푣 (푔(푘)− 푔(푣)) = 0 . (4.44)
Defining 푦 = exp {−훽} ∈ ℝ>0 for any fixed 훽 ∈ ℝ, accordingly, the function
푓(푦) =
푟1∑
푘=1
푦푔(푘)푇
(푠)
푘 (x˜
(푠))
푟1∑
푣=1
푐푣 (푔(푘)− 푔(푣)) , 푦 ∈ ℝ>0 ,
is considered. On the one hand, as the inner weight function 푔 is supposed to be strictly increasing
with 푔(1) = 0, it holds
lim
푦↓0
푓(푦) = −푇 (푠)1 (x˜(푠))
푟1∑
푣=1
푐푣푔(푣) > 0 . (4.45)
On the other hand, the coefficient of 푦푔(푟1) is given by
푇 (푠)푟1 (x˜
(푠))
푟1∑
푣=1
푐푣 (푔(푟1)− 푔(푣)) < 0 ,
which yields lim
푦→∞ 푓(푦) = −∞. Hence, as 푓 is continuous on (0,∞), there exists 푦ˆ ∈ ℝ>0 with 푓(푦ˆ) = 0.
Correspondingly, equation (4.44) has a solution 훽ˆ(푠) with respect to 훽 ∈ ℝ, which finally proves the
assertion.
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Remark 4.40. In the preceding proofs of Lemma 4.37 and Lemma 4.39 it is made use of the as-
sumption that the inner weight function 푔 is strictly increasing. However, the assumption that 푔 is
increasing with at least one point of increase would be sufficient.
Lemma 4.37 and Lemma 4.39 yields that, even though the ML estimate of (훼, 훽) ∈ ℝ2 is not
explicit in general, it is not difficult to obtain a numerical solution as we just have to determine the
unique solution (훼ˆ(푠), 훽ˆ(푠)) of the likelihood equations (4.41) and (4.42). Summarizing, we arrive at
the following theorem.
Theorem 4.41. Under the log-linear link function (4.38), the ML estimate (훼ˆ(푠), 훽ˆ(푠)) of (훼, 훽) ∈ ℝ2
is uniquely determined by equations (4.41) and (4.42).
Remark 4.42. When 푟1 = 2, the unique ML estimates of the unknown link function parameters 훼 ∈ ℝ
and 훽 ∈ ℝ can be stated explicitly. In this case, since equation (4.44) reduces to
−푐2 푔(2)푇 (푠)1 (x˜(푠)) + 푐1 푔(2) exp {−훽푔(2)}푇 (푠)2 (x˜(푠)) = 0 ,
we obtain
훽ˆ(푠) =
1
푔(2)
ln
(
푐1푇
(푠)
2 (x˜
(푠))
푐2푇
(푠)
1 (x˜
(푠))
)
, (4.46)
with 푔(2) > 0 due to the assumption that 푔 is strictly increasing with 푔(1) = 0. Inserting (4.46) in
equation (4.43) further leads to
훼ˆ(푠) = ln
(
− 푐1
푇
(푠)
1 (x˜
(푠))
)
.
Nevertheless, this particular case is of no interest as two unknown model parameters 훾1 and 훾2 are
simply replaced by two unknown link function parameters 훼 and 훽, i.e., there is no reduction in the
number of unknown parameters.
When 푟1 = 3, in Example 4.43 explicit ML estimates are derived for the case that the inner weight
function 푔 is prefixed according to 푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 푟1.
Example 4.43. Given 푟1 = 3, and choosing the inner weight function 푔 to be of the form 푔(푣) = 푣−1,
1 ≤ 푣 ≤ 3, equation (4.44) simplifies to
−(푐2 + 2푐3)푇 (푠)1 (x˜(푠)) + (푐1 − 푐3) exp {−훽}푇 (푠)2 (x˜(푠)) + (2푐1 + 푐2) exp {−2훽}푇 (푠)3 (x˜(푠)) = 0 . (4.47)
Defining 푦 = exp {−훽} ∈ ℝ>0 for any 훽 ∈ ℝ, 푎0 = (푐2+2푐3)푇 (푠)1 (x˜(푠)) < 0, 푎1 = (푐1−푐3)푇 (푠)2 (x˜(푠)) and
푎2 = (2푐1+ 푐2)푇
(푠)
3 (x˜
(푠)) < 0, then (4.47) can be written as the quadratic equation 푎2푦
2+ 푎1푦− 푎0 = 0
in 푦 ∈ ℝ>0, which possesses the unique positive solution
푦ˆ = − 푎1
2푎2
+
√(
푎1
2푎2
)2
+
푎0
푎2
.
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Thus, the unique ML estimates of 훼 ∈ ℝ and 훽 ∈ ℝ can be stated explicitly in terms of
훽ˆ(푠) = − ln
⎛⎝− 푎1
2푎2
+
√(
푎1
2푎2
)2
+
푎0
푎2
⎞⎠ ,
훼ˆ(푠) = ln
⎛⎝− 푐1 + 푐2 + 푐3
푇
(푠)
1 (x˜
(푠)) + exp
{
−훽ˆ(푠)
}
푇
(푠)
2 (x˜
(푠)) + exp
{
−2훽ˆ(푠)
}
푇
(푠)
3 (x˜
(푠))
⎞⎠ .
Remark 4.44. Having once determined the unique ML estimates 훼ˆ(푠) and 훽ˆ(푠) of the unknown link
function parameters 훼 ∈ ℝ and 훽 ∈ ℝ, one obtains plug-in estimates of the initial model parameters
훾1, . . . , 훾푟1 ∈ ℝ>0 by inserting 훼ˆ(푠) and 훽ˆ(푠) in the log-linear link function (4.38), i.e., a plug-in estimate
of 훾푣 is given by
훾ˆ
(푠)
푣,훼ˆ(푠),훽ˆ(푠)
= exp
{
훼ˆ(푠) − 훽ˆ(푠)푔(푣)
}
, 1 ≤ 푣 ≤ 푟1 . (4.48)
Having theoretically considered the ML estimation of the unknown link function parameters 훼 ∈ ℝ
and 훽 ∈ ℝ, the corresponding real data analysis with respect to the metallurgical material described
in Section 1.4 is realized in the following subsection. Worth mentioning, in models of sequential 푘-out-
of-푛 systems, Balakrishnan et al. (2011a) modeled parameters through proportional and linear link
functions. By simulated experiments, these authors illustrated that unrestricted ML estimation of
the initial model parameters may result in strong deviations from the true parameter values, whereas
the ML estimates of the link function parameters under both proportional and linear linking provide
plug-in estimates of the initial model parameters which are quite close to the quantities of interest.
4.5.1.1. Real Data Analysis
We continue the real data analysis described in Section 4.3.3 by assuming that the unknown model
parameters 훾1, . . . , 훾81 ∈ ℝ>0 are connected by a log-linear link function (4.38) with inherent unknown
link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ, and with a prefixed inner weight function 푔. As 푔
is supposed to be strictly increasing with 푔(1) = 0, we properly choose the weights 푔(푣) = 푣 − 1,
1 ≤ 푣 ≤ 81.
By using the optim function of the statistic software R, we numerically determine ML estimates of
the unknown link function parameter 훼 ∈ ℝ and 훽 ∈ ℝ. In doing so, we approximately get
훼ˆ(푠) = 3.7499 and 훽ˆ(푠) = 0.0441 . (4.49)
Inserting the ML estimates (4.49) in the log-linear link function (4.38), we obtain, as in (4.48), plug-in
estimates 훾ˆ
(푠)
1,훼ˆ(푠),훽ˆ(푠)
, . . . , 훾ˆ
(푠)
81,훼ˆ(푠),훽ˆ(푠)
of the initial model parameters 훾1, . . . , 훾81 ∈ ℝ>0. In Figure 4.2(a),
for any 1 ≤ 푣 ≤ 81, the plug-in estimate 훾ˆ(푠)
푣,훼ˆ(푠),훽ˆ(푠)
of the respective unknown model parameter 훾푣 is
plotted against 푣−1; in Figure 4.2(b) both the plug-in estimates and the order restricted ML estimates
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of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are shown. Comparing both types of estimates
in Figure 4.2(b), we conclude that the log-linear link function (4.38) is appropriate to considerably
reduce the number of unknown parameters.
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Figure 4.2. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣 − 1 (1 ≤ 푣 ≤ 81) and the ML estimates 훼ˆ(푠) = 3.7499 and 훽ˆ(푠) = 0.0441 of 훼 ∈ ℝ and 훽 ∈ ℝ
4.5.2. Plug-In Estimation of Link Function Parameters
Whereas the ML estimates of the unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ in the log-linear
link function (4.38) have to be determined numerically in general, in this section we introduce plug-in
estimators of 훼 ∈ ℝ and 훽 ∈ ℝ which take on explicit forms based on the analytical representations
(4.10) of the unrestricted ML estimators of the initial model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0.
In order to derive such plug-in estimators of the unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ,
from the log-linear link function (4.38), we obtain on the one hand the identities
훼 = ln 훾푣 + 훽푔(푣) , 1 ≤ 푣 ≤ 푟1 , (4.50)
and on the other hand
훾푘
훾푣
= exp {−훽 (푔(푘)− 푔(푣))} , 1 ≤ 푣 < 푘 ≤ 푟1 ,
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or, equivalently,
훽 = − ln 훾푘 − ln 훾푣
푔(푘)− 푔(푣) , 1 ≤ 푣 < 푘 ≤ 푟1 . (4.51)
Firstly, based on the unrestricted ML estimators 훾
∗(푠)
1 , . . . , 훾
∗(푠)
푟1 of the unknown model parameters
훾1, . . . , 훾푟1 ∈ ℝ>0 stated in (4.10), plug-in estimators of 훼 ∈ ℝ and 훽 ∈ ℝ are, e.g., given by
훽˜(푠) = − 1
푟1 − 1
푟1∑
푣=2
ln 훾
∗(푠)
푣 − ln 훾∗(푠)푣−1
푔(푣)− 푔(푣 − 1) , (4.52)
훼˜(푠) =
1
푟1
푟1∑
푣=1
ln 훾∗(푠)푣 + 훽˜
(푠) 1
푟1
푟1∑
푣=1
푔(푣) . (4.53)
As it is 퐸(ln 훾
∗(푠)
푣 ) = ln 훾푣+ln 푐푣−Ψ(푐푣), 1 ≤ 푣 ≤ 푟1, where Ψ denotes the the digamma function (see
Lemma 4.12(iv)), we arrive at the lemma below.
Lemma 4.45. Under the log-linear link function (4.38), the plug-in estimator
˜˜
훽
(푠)
= − 1
푟1 − 1
푟1∑
푣=2
ln 훾
∗(푠)
푣 − ln 푐푣 +Ψ(푐푣)− ln 훾∗(푠)푣−1 + ln 푐푣−1 −Ψ(푐푣−1)
푔(푣)− 푔(푣 − 1) (4.54)
is unbiased for 훽 ∈ ℝ, and the plug-in estimator
˜˜훼(푠) = 1
푟1
푟1∑
푣=1
(
ln 훾∗(푠)푣 − ln 푐푣 +Ψ(푐푣)
)
+
˜˜
훽
(푠) 1
푟1
푟1∑
푣=1
푔(푣) , (4.55)
is unbiased for 훼 ∈ ℝ.
Remark 4.46. Choosing the weights 푔(푣) = 푣− 1, 1 ≤ 푣 ≤ 푟1, the plug-in estimators (4.52) to (4.55)
reduces to
훽˜(푠) = − 1
푟1 − 1
(
ln 훾∗(푠)푟1 − ln 훾
∗(푠)
1
)
,
훼˜(푠) =
1
푟1
푟1∑
푣=1
ln 훾∗(푠)푣 +
훽˜(푠)
2
(푟1 − 1) ,
˜˜
훽
(푠)
= − 1
푟1 − 1
(
ln 훾∗(푠)푟1 − ln 푐푟1 +Ψ(푐푟1)− ln 훾
∗(푠)
1 + ln 푐1 −Ψ(푐1)
)
,
˜˜훼(푠) = 1
푟1
푟1∑
푣=1
(
ln 훾∗(푠)푣 − ln 푐푣 +Ψ(푐푣)
)
+
˜˜
훽
(푠)
2
(푟1 − 1) .
Worth mentioning, by replacing the random quantity X˜(푠) by its realization x˜(푠) ∈ ×푠푖=1ℝ푟푖< in (4.10),
the calculation of the corresponding estimates 훽˜(푠) and
˜˜
훽
(푠)
is not based on all the observations.
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Secondly, following (4.50) and (4.51) again, we consider
훽
(푠)
= − 1
푟1 − 1
푟1∑
푣=2
ln 훾
∗(푠)
푣 − ln 훾∗(푠)1
푔(푣)
, (4.56)
훼(푠) =
1
푟1
푟1∑
푣=1
ln 훾∗(푠)푣 + 훽
(푠) 1
푟1
푟1∑
푣=1
푔(푣) (4.57)
as plug-in estimators of the unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ. By applying Lemma
4.12(iv), we get the following results.
Lemma 4.47. Under the log-linear link function (4.38), the plug-in estimator
훽
(푠)
= − 1
푟1 − 1
푟1∑
푣=2
ln 훾
∗(푠)
푣 − ln 푐푣 +Ψ(푐푣)− ln 훾∗(푠)1 + ln 푐1 −Ψ(푐1)
푔(푣)
(4.58)
is unbiased for 훽 ∈ ℝ, and the plug-in estimator
훼
(푠)
=
1
푟1
푟1∑
푣=1
(
ln 훾∗(푠)푣 − ln 푐푣 +Ψ(푐푣)
)
+ 훽
(푠) 1
푟1
푟1∑
푣=1
푔(푣) , (4.59)
is unbiased for 훼 ∈ ℝ.
By analogy with Remark 4.44, by replacing the random quantity X˜(푠) by the observation x˜(푠) ∈
×푠푖=1ℝ푟푖< in (4.10), the respective plug-in estimates of 훼 ∈ ℝ and 훽 ∈ ℝ given in (4.52) to (4.59) can
be used to determine plug-in estimates of the initial model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0.
Remark 4.48. Having once calculated plug-in estimates of the unknown link function parameters
훼 ∈ ℝ and 훽 ∈ ℝ, by inserting these plug-in estimates in the log-linear link function (4.38), one gets
plug-in estimates of the initial model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 . More precisely,
훾˜
(푠)
푣,훼˜(푠),훽˜(푠)
= exp
{
훼˜(푠) − 훽˜(푠)푔(푣)
}
, 1 ≤ 푣 ≤ 푟1 , (4.60)
˜˜훾(푠)
푣,˜˜훼(푠),˜˜훽(푠) = exp
{˜˜훼(푠) − ˜˜훽(푠)푔(푣)} , 1 ≤ 푣 ≤ 푟1 , (4.61)
훾
(푠)
푣,훼(푠),훽
(푠) = exp
{
훼(푠) − 훽(푠)푔(푣)
}
, 1 ≤ 푣 ≤ 푟1 , (4.62)
훾
(푠)
푣,훼
(푠)
,훽
(푠) = exp
{
훼
(푠) − 훽(푠)푔(푣)
}
, 1 ≤ 푣 ≤ 푟1 . (4.63)
are each plug-in estimates of the respective unknown model parameter 훾푣, where the corresponding plug-
in estimates of 훼 ∈ ℝ and 훽 ∈ ℝ are stated in (4.52) to (4.59), with X˜(푠) substituted by x˜(푠) ∈ ×푠푖=1ℝ푟푖<
in (4.10).
Note that under linear linking plug-in estimators of unknown link function parameters were also
addressed by Balakrishnan et al. (2011a) in models of sequential 푘-out-of-푛 systems. On the basis of
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simulated experiments, these authors pointed out that the associated plug-in estimates of the initial
model parameters are (compared to the latter’s ML estimates) quite good in general, but it might also
happen that they are ordered the wrong way round or are even negative. However, in the following
subsection a real data analysis with respect to the metallurgical material described in Section 1.4
reveals that at least the second beforehand introduced plug-in approach provides adequate estimates
of the initial model parameters.
4.5.2.1. Real Data Analysis
As in Section 4.5.1.1, we turn to the analysis of the real data described in Section 1.4 by assuming
that the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are connected by a log-linear link function
(4.38), where the link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ are unknown, and where the inner weight
function 푔 is supposed to be given by 푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 81.
Based on expressions (4.52) to (4.59), the respective plug-in estimates of the unknown link function
parameters 훼 ∈ ℝ and 훽 ∈ ℝ are computed (see Table 4.5), where the random quantity X˜(푠) is replaced
by the given observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< in (4.10).
Table 4.5 Plug-in estimates of
the unknown link function
parameters 훼 ∈ ℝ and
훽 ∈ ℝ according to formu-
las (4.52) to (4.59)
훼˜(푠) 4.3326 훽˜(푠) 0.0519
˜˜훼(푠) 4.5522 ˜˜훽(푠) 0.0590
훼(푠) 3.7737 훽
(푠)
0.0379
훼
(푠)
3.7407 훽
(푠)
0.0387
Following formulas (4.60) to (4.63), the corresponding plug-in estimates of the initial unknown model
parameters 훾1, . . . , 훾81 ∈ ℝ>0 are determined. Accordingly, Figure 4.3 to Figure 4.6 show plots of the
plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 (see always (a)), and of both the plug-in estimates and the
order restricted ML estimates of 훾1, . . . , 훾81 ∈ ℝ>0 (see always (b)), where an estimate of 훾푣 is plotted
against 푣 − 1 for any 1 ≤ 푣 ≤ 81.
In view of Figure 4.3 and Figure 4.4, the estimates 훼˜(푠) and 훽˜(푠), and ˜˜훼(푠) and ˜˜훽(푠), respectively, lead
to plug-in estimates of the initial model parameters 훾1, . . . , 훾81 ∈ ℝ>0 that, compared to the latter’s
order restricted ML estimates, overestimate the log-linear decay. At this, the overestimation of the
log-linear decay in the model parameters is even stronger in the case of the unbiased plug-in estimates˜˜훼(푠) and ˜˜훽(푠) (see Figure 4.4) than in the case of the biased estimates 훼˜(푠) and 훽˜(푠) (see Figure 4.3). In
both cases this overestimation is likely due to the fact that the calculation of the estimates 훽˜(푠) and˜˜
훽
(푠)
is not based on all the observations (see Remark 4.46).
However, this disadvantage is overcome by the second introduced plug-in approach, i.e., with regard
to Figure 4.5 and Figure 4.6, the biased plug-in estimates 훼(푠) and 훽
(푠)
as well as the unbiased plug-in
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Figure 4.3. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣 − 1 (1 ≤ 푣 ≤ 81) and the plug-in estimates 훼˜(푠) = 4.3326 and 훽˜(푠) = 0.0519 of 훼 ∈ ℝ and
훽 ∈ ℝ
estimates 훼
(푠)
and 훽
(푠)
of 훼 ∈ ℝ and 훽 ∈ ℝ yield sound estimates of the initial model parameters
훾1, . . . , 훾81 ∈ ℝ>0.
4.5.3. Least-Squares Estimation of Link Function Parameters
The log-linear link function (4.38) yields the linear identities
ln 훾푣 = 훼− 훽푔(푣) , 1 ≤ 푣 ≤ 푟1 , (4.64)
where ln 훾푣 is a monotone transformation of 훾푣. Hence, for any 1 ≤ 푣 ≤ 푟1, the random variable
ln 훾
∗(푠)
푣 is ML estimator of ln 훾푣, with 훾
∗(푠)
푣 as in (4.10).
In this section we measure deviations of the ML estimators ln 훾
∗(푠)
1 , . . . , ln 훾
∗(푠)
푟1 of the true values
ln 훾1, . . . , ln 훾푟1 ∈ ℝ, with ln 훾푣 as in (4.64), 1 ≤ 푣 ≤ 푟1, in terms of quadratic distance, i.e., we consider
the linear regression problem
푟1∑
푣=1
{
ln 훾∗(푠)푣 − (훼− 훽푔(푣))
}2 −→ min
(훼,훽)∈ℝ2
, (4.65)
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Figure 4.4. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣− 1 (1 ≤ 푣 ≤ 81) and the unbiased plug-in estimates ˜˜훼(푠) = 4.5522 and ˜˜훽(푠) = 0.0590 of 훼 ∈ ℝ
and 훽 ∈ ℝ
with data (푔(푣), ln 훾
∗(푠)
푣 ), 1 ≤ 푣 ≤ 푟1. The optimal regression coefficients in (4.65) lead to the estimators
훽ˇ(푠) = −
1
푟1
푟1∑
푣=1
푔(푣) ln 훾
∗(푠)
푣 −
(
1
푟1
푟1∑
푣=1
푔(푣)
)(
1
푟1
푟1∑
푣=1
ln 훾
∗(푠)
푣
)
1
푟1
푟1∑
푣=1
푔2(푣)−
(
1
푟1
푟1∑
푣=1
푔(푣)
)2 , (4.66)
훼ˇ(푠) =
1
푟1
푟1∑
푣=1
ln 훾∗(푠)푣 + 훽ˇ
(푠) 1
푟1
푟1∑
푣=1
푔(푣) . (4.67)
In what follows, we consider the particular weights 푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 푟1. After some algebra, by
applying the formulas
푟1∑
푣=1
(푣 − 1) = 푟1(푟1 − 1)
2
,
푟1∑
푣=1
(푣 − 1)2 = 푟1(푟1 − 1)(2푟1 − 1)
6
,
the estimators (4.66) and (4.67) simplify to
훽ˇ(푠) = − 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1) ln 훾∗(푠)푣 , (4.68)
훼ˇ(푠) =
1
푟1
푟1∑
푣=1
ln 훾∗(푠)푣 + 훽ˇ
(푠) 푟1 − 1
2
. (4.69)
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Figure 4.5. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣 − 1 (1 ≤ 푣 ≤ 81) and the plug-in estimates 훼(푠) = 3.7737 and 훽(푠) = 0.0379 of 훼 ∈ ℝ and
훽 ∈ ℝ
In the subsequent study the lemma below turns out to be useful.
Lemma 4.49. Let 푛 ∈ ℕ. Denoting by Ψ the digamma function, it holds
lim
푛→∞ (ln(푛)−Ψ(푛)) = 0 .
Proof. For 푛 ∈ ℕ with 푛 ≥ 2, it is Ψ(푛) =
푛−1∑
푘=1
1
푘 − 훾, where 훾 = −Ψ(1) = 0.57721... is the
Euler-Mascheroni constant (cf. Abramowitz and Stegun 1972, p. 258, 6.3.2). Moreover, it holds
lim
푛→∞
(
푛−1∑
푘=1
1
푘 − ln(푛− 1)
)
= 훾 (cf. Abramowitz and Stegun 1972, p. 255, 6.1.3). Hence, for any 푛 ≥ 2,
Ψ(푛) can be written according to Ψ(푛) = ln(푛 − 1) + 휀푛−1, where 휀푛−1 approaches 0 as 푛 goes to
infinity. Thus, the assertion follows directly.
By replacing 푐푣 by 푐
(푠)
푣 , we express that the number of control areas with at least 푣 observations
depends on the total number of control areas 푠. Then, some asymptotic properties of the estimators
훽ˇ(푠) and 훼ˇ(푠) of the unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ can be derived assuming that
푐
(푠)
푣 →∞ when 푠→∞.
Theorem 4.50. Supposing 푐
(푠)
푣 →∞ when 푠→∞ for any 1 ≤ 푣 ≤ 푟1, we find:
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Figure 4.6. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣− 1 (1 ≤ 푣 ≤ 81) and the unbiased plug-in estimates 훼(푠) = 3.7407 and 훽(푠) = 0.0387 of 훼 ∈ ℝ
and 훽 ∈ ℝ
(i) The estimators 훼ˇ(푠) and 훽ˇ(푠) are asymptotically unbiased w.r.t. 푠→∞ for estimating 훼 and 훽,
respectively.
(ii) The sequences of estimators
(
훼ˇ(푠)
)
푠∈ℕ and
(
훽ˇ(푠)
)
푠∈ℕ are strongly consistent for estimating 훼 and
훽, respectively, i.e., 훼ˇ(푠)
푎.푠.−→ 훼 and 훽ˇ(푠) 푎.푠.−→ 훽 when 푠→∞.
Proof. (i) By making use of Lemma (4.12)(iv), it is
퐸(훽ˇ(푠)) =− 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1)퐸(ln 훾∗(푠)푣 )
=− 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1)
(
ln 훾푣 + ln 푐
(푠)
푣 −Ψ(푐(푠)푣 )
)
=− 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1) ln 훾푣
− 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1)
(
ln 푐(푠)푣 −Ψ(푐(푠)푣 )
)
.
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After some algebra, in view of (4.64), one gets
− 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1) ln 훾푣 = 훽 .
Finally, the application of Lemma 4.49 provides lim
푠→∞퐸(훽ˇ
(푠)) = 훽 for any 훽 ∈ ℝ. Similarly,
퐸(훼ˇ(푠)) =
1
푟1
푟1∑
푣=1
퐸(ln 훾∗(푠)푣 ) + 퐸(훽ˇ
(푠))
푟1 − 1
2
=
1
푟1
푟1∑
푣=1
(
ln 훾푣 + ln 푐
(푠)
푣 −Ψ(푐(푠)푣 )
)
+ 퐸(훽ˇ(푠))
푟1 − 1
2
= 훼− 훽 푟1 − 1
2
+ 퐸(훽ˇ(푠))
푟1 − 1
2
+
1
푟1
푟1∑
푣=1
(
ln 푐(푠)푣 −Ψ(푐(푠)푣 )
)
,
so that Lemma 4.49 and the asymptotic unbiasedness of 훽ˇ(푠) w.r.t. 푠→∞ yield lim
푠→∞퐸(훼ˇ
(푠)) = 훼
for any 훼 ∈ ℝ.
(ii) Since almost sure convergence is preserved under continuous mappings (see, e.g., Shao 2003,
Theorem 1.10(i), p. 59), Theorem 4.13(ii) provides that, for any 1 ≤ 푣 ≤ 푟1, the sequence of
estimators
(
ln 훾
∗(푠)
푣
)
푠∈ℕ
is strongly consistent for estimating ln 훾푣 when 푠→∞. Thus, by (4.68)
we obtain
훽ˇ(푠)
푎.푠.−→ − 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1) ln 훾푣 = 훽 , 푠→∞ .
Correspondingly, by (4.69) it follows
훼ˇ(푠)
푎.푠.−→ 1
푟1
푟1∑
푣=1
ln 훾푣 + 훽
푟1 − 1
2
= 훼 , 푠→∞ .
All assertions are proved.
Besides the estimators 훽ˇ(푠) and 훼ˇ(푠) of the unknown link function parameters 훽 ∈ ℝ and 훼 ∈ ℝ, we
consider the corresponding unbiased modifications
ˇˇ훽(푠) = 훽ˇ(푠) +
6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1)
(
ln 푐(푠)푣 −Ψ(푐(푠)푣 )
)
(4.70)
= − 6
푟1(푟21 − 1)
푟1∑
푣=1
(2푣 − 푟1 − 1)
(
ln 훾∗(푠)푣 − ln 푐(푠)푣 +Ψ(푐(푠)푣 )
)
, (4.71)
ˇˇ훼(푠) =
1
푟1
푟1∑
푣=1
(
ln 훾∗(푠)푣 − ln 푐(푠)푣 +Ψ(푐(푠)푣 )
)
+ ˇˇ훽(푠)
푟1 − 1
2
, (4.72)
which possess the following properties.
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Theorem 4.51. (i) The estimators ˇˇ훼(푠) and ˇˇ훽(푠) are unbiased for estimating 훼 and 훽, respectively.
(ii) Supposing 푐
(푠)
푣 → ∞ when 푠 → ∞ for any 1 ≤ 푣 ≤ 푟1, the sequences of estimators
(
ˇˇ훼(푠)
)
푠∈ℕ
and
(
ˇˇ훽(푠)
)
푠∈ℕ
are strongly consistent for estimating 훼 and 훽, respectively, i.e., ˇˇ훼(푠)
푎.푠.−→ 훼 and
ˇˇ훽(푠)
푎.푠.−→ 훽 when 푠→∞.
Proof. (i) By (4.70) and (4.72), it is easily checked that 퐸( ˇˇ훽(푠)) = 훽 and 퐸( ˇˇ훼(푠)) = 훼 for any
훽 ∈ ℝ and for any 훼 ∈ ℝ, respectively.
(ii) The strong consistency of the sequence
(
ˇˇ훽(푠)
)
푠∈ℕ
for estimating 훽 is obvious from Theorem
4.50(ii) and Lemma 4.49. Accordingly, the strong consistency of the sequence
(
ˇˇ훼(푠)
)
푠∈ℕ for
estimating 훼 follows directly by the strong consistency of the sequences of estimators
(
ˇˇ훽(푠)
)
푠∈ℕ
and
(
ln 훾
∗(푠)
푣
)
푠∈ℕ
for estimating 훽 and ln 훾푣, respectively, and by Lemma 4.49.
The assertions are verified.
Replacing the random quantity X˜(푠) by the observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< in (4.10), the estimates
훼ˇ(푠) and 훽ˇ(푠) as well as their unbiased modifications ˇˇ훼(푠) and ˇˇ훽(푠) can be used to determine plug-in
estimates of the initial model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0.
Remark 4.52. Having once calculated estimates 훽ˇ(푠) and 훼ˇ(푠), or ˇˇ훽(푠) and ˇˇ훼(푠), of the unknown link
function parameters 훽 ∈ ℝ and 훼 ∈ ℝ according to formulas (4.68) and (4.69), or (4.71) and (4.72),
plug-in estimates of the initial model parameters 훾1, . . . , 훾푟1 ∈ ℝ>0 are given in terms of
훾ˇ
(푠)
푣,훼ˇ(푠),훽ˇ(푠)
= exp
{
훼ˇ(푠) − 훽ˇ(푠)(푣 − 1)
}
, 1 ≤ 푣 ≤ 푟1 , (4.73)
ˇˇ훾
(푠)
푣, ˇˇ훼(푠), ˇˇ훽(푠)
= exp
{
ˇˇ훼(푠) − ˇˇ훽(푠)(푣 − 1)
}
, 1 ≤ 푣 ≤ 푟1 , (4.74)
with X˜(푠) substituted by x˜(푠) ∈ ×푠푖=1ℝ푟푖< in (4.10).
A linear regression set-up was also investigated by Balakrishnan et al. (2011b) in models of sequential
푘-out-of-푛 systems with linear link functions. These authors presented results from a simulation study
where, although the corresponding plug-in estimates of the initial model parameters are quite good in
general, two disadvantages may appear. Firstly, it might happen that the associated plug-in estimates
of the initial model parameters are ordered the wrong way round, and, secondly, that they are even
negative. Nevertheless, in the following subsection we carry out a real data analysis with respect to
the metallurgical material described in Section 1.4 where at least the unbiased estimates ˇˇ훼(푠) and ˇˇ훽(푠)
yield sound plug-in estimates of the initial model parameters.
4.5.3.1. Real Data Analysis
Following the real data analysis in Section 4.5.1.1 and Section 4.5.2.1, we assume that the unknown
model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are connected by a log-linear link function (4.38) with weights
푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 81, where the link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ are unknown.
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Substituting the random quantity X˜(푠) by the given observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< in (4.10), estimates
훽ˇ(푠) and 훼ˇ(푠) of the unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ are calculated by making use
of formulas (4.68) and (4.69), whereas the unbiased estimates ˇˇ훽(푠) and ˇˇ훼(푠) are determined according
to (4.71) and (4.72); see Table 4.6.
Table 4.6 Estimates and unbi-
ased estimates of 훼 ∈ ℝ and
훽 ∈ ℝ according to formulas
(4.68) and (4.69), and (4.71)
and (4.72), respectively
훼ˇ(푠) 3.5148 훽ˇ(푠) 0.0314
ˇˇ훼(푠) 3.5871 ˇˇ훽(푠) 0.0349
Correspondingly, plug-in estimates of the initial unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are
computed by expressions (4.73) and (4.74). In Figure 4.7 and Figure 4.8 these plug-in estimates of
훾1, . . . , 훾81 ∈ ℝ>0 (see always (a)), as well as both the plug-in estimates and the order restricted ML
estimates of 훾1, . . . , 훾81 ∈ ℝ>0 (see always (b)) are presented, where an estimate of 훾푣 is plotted against
푣 − 1 for any 1 ≤ 푣 ≤ 81.
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Figure 4.7. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣 − 1 (1 ≤ 푣 ≤ 81) and the estimates 훼ˇ(푠) = 3.5148 and 훽ˇ(푠) = 0.0314 of 훼 ∈ ℝ and 훽 ∈ ℝ
By Figure 4.7 it is obvious that the estimates 훼ˇ(푠) and 훽ˇ(푠) of 훼 ∈ ℝ and 훽 ∈ ℝ provide plug-in
estimates of the initial model parameters 훾1 . . . , 훾81 ∈ ℝ>0 which slightly underestimate the log-linear
decay in the model parameters in comparison to the order restricted ML approach. Proceeding to the
100 4.5. Log-Linear Link Function
unbiased estimates ˇˇ훼(푠) and ˇˇ훽(푠), this underestimation is diminished (see Figure 4.8), leading to more
adequate plug-in estimates of 훾1 . . . , 훾81 ∈ ℝ>0.
(a)
0 20 40 60 80
5
10
15
20
25
30
35
v −1
ga
m
m
a[v
]
(b)
0 20 40 60 80
0
10
20
30
40
v −1
ga
m
m
a[v
]
Figure 4.8. Plot (a) of the plug-in estimates and (b) of both the plug-in estimates and the order restricted
ML estimates of the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted
against 푣 − 1 (1 ≤ 푣 ≤ 81); the plug-in estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on the weights
푔(푣) = 푣 − 1 (1 ≤ 푣 ≤ 81) and the unbiased estimates ˇˇ훼(푠) = 3.5871 and ˇˇ훽(푠) = 0.0349 of 훼 ∈ ℝ and
훽 ∈ ℝ
4.5.4. Maximum Likelihood Estimation in Specific Distributions
In this section we come back to the ML estimation of the unknown link function parameters 훼 ∈ ℝ and
훽 ∈ ℝ in the log-linear link function (4.38), where we extend the findings of Section 4.5.1 to cases where
the absolutely continuous baseline distribution function 퐹 is partially unknown, i.e., being concerned
with a specific parametrical baseline distribution function 퐹 , we address the joint ML estimation of
the unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ and certain unknown distribution parameters.
In the context of equally and differently structured sequential 푘-out-of-푛 system, the simultaneous
ML estimation of model parameters and distribution parameters was considered by Cramer and Kamps
(1996, 1998a), where Balakrishnan et al. (2008) discussed simultaneous ML estimation of model and
distribution parameters under a simple order restriction on the model parameters.
In the following, we consider a location-scale family ℱ of distributions defined by its distribution
functions 퐹 with
퐹 (푥) = 1− exp (−휆 (ℎ(푥)− 휇)) , 푥 ≥ ℎ−1(휇) , (4.75)
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with location parameter 휇 ∈ ℝ and scale parameter 휆 ∈ ℝ>0, where the prefixed function ℎ is assumed
to be differentiable on
(
ℎ−1(휇),∞) as well as strictly increasing with lim
푥→∞ℎ(푥) = ∞. This family ℱ
includes various important distribution functions by the respective choice of the function ℎ, e.g.,
∙ exponential distribution with distribution function 퐹 (푥) = 1−exp (−휆(푥− 휇)), 푥 ≥ 휇, by setting
ℎ(푥) = 푥;
∙ Pareto distribution with distribution function 퐹 (푥) = 1 −
(
exp(휇)
푥
)휆
, 푥 ≥ exp(휇), by setting
ℎ(푥) = ln(푥);
∙ Weibull distribution with distribution function 퐹 (푥) = 1− exp (−휆(푥푎 − 휇)), 푥 ≥ 휇1/푎, for some
known 푎 ∈ ℝ>0, by setting ℎ(푥) = 푥푎;
for further examples, see Cramer and Kamps (2001b, p. 25) in terms of a slightly different parametri-
zation.
With 퐹 as in (4.75), for any observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇, the statistics given
in (4.8) simplify to
푇
(푠)
1 (x˜
(푠)) = −휆
푠∑
푖=1
(ℎ(푥푖1)− 휇) , 푇 (푠)푣 (x˜(푠)) = −휆
푐푣∑
푖=1
(ℎ(푥푖푣)− ℎ(푥푖,푣−1)) , 2 ≤ 푣 ≤ 푟1 .
Further, we introduce the parameter 휂 = 훼+ ln휆 ∈ ℝ, and the statistics
푇˜
(푠)
1 (x˜
(푠)) = −
푠∑
푖=1
(ℎ(푥푖1)− 휇) , 푇˜ (푠)푣 (x˜(푠)) = −
푐푣∑
푖=1
(ℎ(푥푖푣)− ℎ(푥푖,푣−1)) , 2 ≤ 푣 ≤ 푟1 , (4.76)
which are independent of the scale parameter 휆 ∈ ℝ, where x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇.
Then, based on x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇, formula (4.40) can be written as
푟1∑
푣=1
exp {훼− 훽푔(푣)}푇 (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 {훼− 훽푔(푣)}+
푟1∑
푣=1
푐푣∑
푖=1
ln
(
휆ℎ′(푥푖푣)
)
=
푟1∑
푣=1
exp {훼+ ln휆− 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 {훼+ ln휆− 훽푔(푣)}+
푟1∑
푣=1
푐푣∑
푖=1
ln
(
ℎ′(푥푖푣)
)
=
푟1∑
푣=1
exp {휂 − 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 {휂 − 훽푔(푣)}+
푟1∑
푣=1
푐푣∑
푖=1
ln
(
ℎ′(푥푖푣)
)
. (4.77)
In what follows, we investigate two cases. On the one hand, we assume that the location parameter
휇 ∈ ℝ is known and that the scale parameter 휆 ∈ ℝ>0 is unknown. On the other hand, we assume
that both parameters 휇 ∈ ℝ and 휆 ∈ ℝ>0 are unknown. In each case the link function parameters
훼 ∈ ℝ and 훽 ∈ ℝ are supposed to be not known. Worth mentioning, with respect to non-metallic
inclusion sizes, the first case of a known location parameter 휇 ∈ ℝ is rather realistic as the technically
induced lower detection limit is usually given by default.
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4.5.4.1. Known Location and Unknown Scale Parameter
Firstly, let 휇 ∈ ℝ be known. Based on any observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇, the
log-likelihood function 푙(휂, 훽) in (휂, 훽) ∈ ℝ2 is given in terms of (4.77). The corresponding likelihood
equations have the form
∂푙(휂, 훽)
∂휂
=
푟1∑
푣=1
exp {휂 − 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 = 0 , (4.78)
∂푙(휂, 훽)
∂훽
= −
푟1∑
푣=2
푔(푣) exp {휂 − 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠))−
푟1∑
푣=2
푐푣푔(푣) = 0 . (4.79)
Obviously, we are in the setting of Section 4.5.1, where the unknown link function parameter 훼 ∈ ℝ
is replaced by the unknown parameter 휂 ∈ ℝ, and where the statistics 푇 (푠)푣 (x˜(푠)) are substituted by
푇˜
(푠)
푣 (x˜(푠)), with 푇˜
(푠)
푣 (x˜(푠)) as in (4.76), 1 ≤ 푣 ≤ 푟1, where x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇. Note
that it is −푇˜ (푠)푣 (x˜(푠)) > 0, 1 ≤ 푣 ≤ 푟1, for any realization x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇.
Accordingly, we find the theorem below.
Theorem 4.53. Under the log-linear link function (4.38) and a location-scale baseline distribution
function (4.75) with known location parameter 휇 ∈ ℝ, based on an observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< with
min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇, there exists a unique ML estimate (휂ˆ(푠), 훽ˆ(푠)) of (휂, 훽) ∈ ℝ2 that is uniquely deter-
mined by equations (4.78) and (4.79).
Proof. On the one hand, it is shown along the lines of the proof of Lemma 4.37 that the log-likelihood
function (4.77) is strictly concave on (휂, 훽) ∈ ℝ2. On the other hand, by using the same arguments as
in the proof of Lemma 4.39, it is verified that there always exists a stationary point (휂ˆ(푠), 훽ˆ(푠)) of the
log-likelihood function (4.77) with respect to (휂, 훽) ∈ ℝ2.
4.5.4.2. Unknown Location and Scale Parameter
Secondly, we consider the case that both the scale parameter 휆 ∈ ℝ>0 and the location parameter
휇 ∈ ℝ in (4.75) are unknown. Then, given an observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇, the
log-likelihood function 푙(휂, 훽, 휇) in (휂, 훽, 휇) ∈ ℝ3 is given by (4.77), where the statistic 푇˜ (푠)1 (x˜(푠)) =
−
푠∑
푖=1
(ℎ(푥푖1)− 휇) depends directly on the unknown parameter 휇 ∈ ℝ, i.e., we have
푙(휂, 훽, 휇) =
푟1∑
푣=2
exp {휂 − 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 {휂 − 훽푔(푣)}+
푟1∑
푣=1
푐푣∑
푖=1
ln
(
ℎ′(푥푖푣)
)
− exp {휂}
푠∑
푖=1
(ℎ(푥푖1)− 휇) . (4.80)
By applying the results of Section 4.5.1 again, and by arguing analogously to Cramer and Kamps
(1996) and Balakrishnan et al. (2008), we obtain the theorem below.
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Theorem 4.54. Under the log-linear link function (4.38) and a location-scale baseline distribution
function (4.75) with both unknown location parameter 휇 ∈ ℝ and unknown scale parameter 휆 ∈ ℝ>0,
based on an observation x˜(푠) ∈ ×푠푖=1ℝ푟푖< with min
1≤푖≤푠
ℎ(푥푖1) ≥ 휇, we find:
(i) The ML estimate of 휇 is given by 휇ˆ(푠) = min
1≤푖≤푠
ℎ(푥푖1).
(ii) There exists a unique ML estimate (휂ˆ(푠), 훽ˆ(푠)) of (휂, 훽) ∈ ℝ2 that is determined by equations
∂푙(휂, 훽, 휇ˆ(푠))
∂휂
=
푟1∑
푣=2
exp {휂 − 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠)) +
푟1∑
푣=1
푐푣 − exp {휂}
푠∑
푖=1
(
ℎ(푥푖1)− 휇ˆ(푠)
)
= 0 ,
∂푙(휂, 훽, 휇ˆ(푠))
∂훽
= −
푟1∑
푣=2
푔(푣) exp {휂 − 훽푔(푣)} 푇˜ (푠)푣 (x˜(푠))−
푟1∑
푣=2
푐푣푔(푣) = 0 .
Proof. As the log-likelihood function (4.80) is strictly increasing with respect to 휇 for all fixed
(휂, 훽) ∈ ℝ2, and since it is 휇 ≤ min
1≤푖≤푠
ℎ(푥푖1), we conclude that the ML estimate 휇ˆ
(푠) of 휇 is given by
휇ˆ(푠) = min
1≤푖≤푠
ℎ(푥푖1) (see also Cramer and Kamps 1996; Balakrishnan et al. 2008). Thus, assertion (푖)
is proved. Accordingly, inserting 휇ˆ(푠) in the log-likelihood function (4.80), assertion (푖푖) is verified by
using the same arguments as in the proof of Theorem 4.53.
4.6. Extreme Value Analysis
In this section we make use of extreme value theory for models of generalized order statistics (see
Section 2.2) in order to predict large inclusion sizes. For this purpose, an alternative approach to the
generalized model of ordered inclusion sizes (see Section 4.1) is presented that provides the applicability
of the aforementioned extreme value theory. By employing the log-linear link function approach
(see Section 4.5), appropriate limit laws are identified, and, by means of extrapolation, the issue of
prediction of inclusion sizes is addressed.
4.6.1. Alternative Model Definition
With regard to Definition 4.1, we provide another modified definition of the random variables 푋
(푗)
∗ ,
푗 ∈ ℕ, that coincides with Definition 4.1 by choosing the underlying distribution functions 퐹푗 , 푗 ∈ ℕ,
according to
퐹푗 = 1− (1− 퐹 )훾푗 , 푗 ∈ ℕ ,
with a continuous baseline distribution function 퐹 and with positive model parameters 훾푗 ∈ ℝ>0.
That consistency is seen by using the same arguments as Cramer (2003, pp. 16-17, p. 27) and Cramer
and Kamps (2003) did in the context of sequential order statistics.
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The modified definition is as follows (cf. Definition 2.14): Let 퐹 be a distribution function and let
훾푗 ∈ ℝ>0, 푗 ∈ ℕ, be positive model parameters. Suppose that (퐵푗)푗∈ℕ is a sequence of independent
random variables, where 퐵푗 is power-function distributed with parameter 훾푗 , i.e., 퐵푗 has distribution
function 푃 (퐵푗 ≤ 푥) = 푥훾푗 , 푥 ∈ [0, 1], 푗 ∈ ℕ. Then, the random variables
(
푋
(푗)
∗
)
푗∈ℕ
are defined by
푋
(푗)
∗ = 퐹−1
(
1−
푗∏
푣=1
퐵푣
)
, 푗 ∈ ℕ .
In what follows, we again interpret the random variable 푋
(푟)
∗ as the 푟−th smallest inclusion size
within one control area under consideration (see Remark 4.5), where 푟 ∈ ℕ. Being interested in the
limiting distributional behavior of 푋
(푟)
∗ as 푟 tends to infinity, the extreme value theory for generalized
order statistics (see Section 2.2) is adaptable. Accordingly, the limits 푡
(1)
∞ = lim
푟→∞
푟∑
푣=1
훾−1푣 and 푡
(2)
∞ =
lim
푟→∞
푟∑
푣=1
훾−2푣 can be used to distinguish different situations for limit results, where the situations that
may arise in our setting are given by the cases (C1) to (C3), i.e.,
(C1) 푡
(1)
∞ <∞ and 0 < 푡(2)∞ <∞,
(C2) 푡
(1)
∞ =∞ and 0 < 푡(2)∞ <∞,
(C3) 푡
(2)
∞ =∞ which yields 푡(1)∞ =∞.
Note that a case (C4) with 푡
(2)
∞ = 0 cannot occur as the model parameters 훾푣, 1 ≤ 푣 ≤ 푟, 푟 ∈ ℕ, do
not depend on 푟 (cf. Remark 2.17).
4.6.2. Identification of Limit Laws
To characterize the limit behavior of the sums 푡
(1)
푟 =
푟∑
푣=1
훾−1푣 and 푡
(2)
푟 =
푟∑
푣=1
훾−2푣 as 푟 tends to infinity,
we make use of the the log-linear link function approach introduced in Section 4.5, i.e., we assume
훾푣 = exp {훼− 훽푔(푣)} , 1 ≤ 푣 ≤ 푟 , 푟 ≥ 2 , (4.81)
where 훼 ∈ ℝ and 훽 ∈ ℝ are link function parameters, and where 푔 is a strictly increasing weight
function with 푔(1) = 0. Then, the asymptotic behavior of 푡
(1)
푟 and 푡
(2)
푟 as 푟 tends to infinity depends
on the link function parameter 훽, i.e., one has to distinguish the cases 훽 > 0, 훽 < 0 and 훽 = 0.
Subsequently, we assume that the link function parameter 훽 > 0 is positive, which in view of (4.81)
implies that the model parameters 훾푣, 1 ≤ 푣 ≤ 푟, 푟 ≥ 2, are reversely ordered and not all equal.
Being concerned with non-metallic inclusion sizes, this assumption on 훽 is reasonable and statistically
supported by the real data analysis carried out in sections 4.3.3, 4.4.3, 4.5.1.1, 4.5.2.1 and 4.5.3.1.
For any 푟 ≥ 2, we consider 푡(2)푟 = exp {−2훼}
푟∑
푣=1
exp {2훽푔(푣)}. As the inner weight function 푔 is
supposed to be (strictly) increasing with 푔(1) = 0, for any 1 ≤ 푣 ≤ 푟, 푟 ≥ 2, we obtain the lower bound
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exp {2훽푔(푣)} ≥ exp {2훽푔(1)} = exp(0) = 1. Due to lim
푟→∞
푟∑
푣=1
1 = ∞, it is 푡(2)∞ = ∞ as well. Hence, we
are concerned with case (C3). Below, it turns out that the applicability of the corresponding main
Theorem 2.26 depends on the choice of the weight function 푔.
Choosing the inner weights to be of the form 푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 푟, 푟 ≥ 2, as it is done in the
real data analysis described in sections 4.5.1.1, 4.5.2.1 and 4.5.3.1, following the calculation below, the
condition (2.16) of infinite smallness is not satisfied:
lim
푟→∞
√
푡
(2)
푟 min
1≤푣≤푟
훾푣 = lim
푟→∞
(
exp {−2훼}
푟−1∑
푣=0
exp {2훽푣}
)1/2
exp {훼− 훽(푟 − 1)}
= lim
푟→∞
(
exp {−2훽(푟 − 1)}
푟−1∑
푣=0
exp {2훽푣}
)1/2
= lim
푟→∞
(
exp {−2훽(푟 − 1)} 1− exp {2훽푟}
1− exp {2훽}
)1/2
= lim
푟→∞
(
exp {−2훽(푟 − 1)} − exp {2훽}
1− exp {2훽}
)1/2
=
(
exp {2훽}
exp {2훽} − 1
)1/2
.
Additionally, condition (2.20) is not fulfilled, either:
lim
푟→∞
푡
(1)
푟
푡
(2)
푟
= exp {훼} lim
푟→∞
푟−1∑
푣=0
exp {훽푣}
푟−1∑
푣=0
exp {2훽푣}
= exp {훼} lim
푟→∞
(1− exp {2훽}) (1− exp {훽푟})
(1− exp {훽}) (1− exp {2훽푟})
= exp {훼} lim
푟→∞
(1− exp {훽}) (1 + exp {훽}) (1− exp {훽푟})
(1− exp {훽}) (1− exp {훽푟}) (1 + exp {훽푟})
= exp {훼} lim
푟→∞
1 + exp {훽}
1 + exp {훽푟} = 0 .
Hence, Theorem 2.26 is not applicable.
An alternative could be to consider the weights 푔(푣) = (푣−1)훿, 1 ≤ 푣 ≤ 푟, 푟 ≥ 2, for some 0 < 훿 < 1.
However, Theorem 2.26 cannot be applied, either. For any 푟 ≥ 2, it holds
0 ≤
√
푡
(2)
푟 min
1≤푣≤푟
훾푟 =
(
exp
{
−2훽(푟 − 1)훿
} 푟−1∑
푣=0
exp
{
2훽푣훿
})1/2
≤
(
exp
{
−2훽(푟 − 1)훿
} 푟−1∑
푣=0
exp {2훽푣}
)1/2
=
(
exp
{
−2훽(푟 − 1)훿
} 1− exp {2훽푟}
1− exp {2훽}
)1/2
≤
(
exp
{
−2훽(푟 − 1)훿
})1/2
= exp
{
−훽(푟 − 1)훿
}
.
Due to lim
푟→∞ exp
{−훽(푟 − 1)훿} = 0, it is lim
푟→∞
√
푡
(2)
푟 min
1≤푣≤푟
훾푟 = 0 as well. Thus, the condition (2.16) of
infinite smallness is not satisfied.
Instead, we assume that the weight function 푔 is strictly increasing with 푔(1) = 0 and, additionally,
bounded from above, i.e., we suppose that there is a constant 푑 ∈ ℝ>0 such that 푔(푣)↗ 푑 as 푣 →∞.
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For any 푟 ≥ 2, we consider√
푡
(2)
푟 min
1≤푣≤푟
훾푣 =
(
푟∑
푣=1
exp {2훽 (푔(푣)− 푔(푟))}
)1/2
.
Then, for any 1 ≤ 푣 ≤ 푟, 푟 ≥ 2, we have exp {2훽 (푔(푣)− 푔(푟))} ≥ exp {2훽 (푔(1)− 푑)} = exp {−2훽푑}.
Due to lim
푟→∞
푟∑
푣=1
exp {−2훽푑} = exp {−2훽푑} lim
푟→∞ 푟 = ∞, we obtain lim푟→∞
√
푡
(2)
푟 min
1≤푣≤푟
훾푣 = ∞, i.e., the
condition (2.16) of infinite smallness is fulfilled. In order to examine the limit behavior of 푡
(1)
푟 /푡
(2)
푟
as 푟 tends to infinity, let 휀 > 0 arbitrary. Then, there exists a constant 푟0 = 푟0(휀) ∈ ℕ such that
푑− 휀 ≤ 푔(푣) for all 푣 ≥ 푟0. On the one hand, for any 푟 ≥ 푟0, it follows
푡
(1)
푟
푡
(2)
푟
= exp {훼}
푟∑
푣=1
exp {훽푔(푣)}
푟∑
푣=1
exp {2훽푔(푣)}
≤ exp {훼} 푟 exp {훽푑}
(푟 − 푟0 + 1) exp {2훽(푑− 휀)} ,
leading to
lim
푟→∞
푡
(1)
푟
푡
(2)
푟
≤ exp {훼} exp {훽푑}
exp {2훽(푑− 휀)} . (4.82)
On the other hand, for any 푟 ≥ 푟0, it is
푡
(1)
푟
푡
(2)
푟
= exp {훼}
푟∑
푣=1
exp {훽푔(푣)}
푟∑
푣=1
exp {2훽푔(푣)}
≥ exp {훼} (푟 − 푟0 + 1) exp {훽(푑− 휀)}
푟 exp {2훽푑} ,
yielding
lim
푟→∞
푡
(1)
푟
푡
(2)
푟
≥ exp {훼} exp {훽(푑− 휀)}
exp {2훽푑} . (4.83)
As 휀 > 0 can be chosen arbitrarily small, by combining (4.82) and (4.83), we have lim
푟→∞ 푡
(1)
푟 /푡
(2)
푟 =
exp {훼− 훽푑} = 푐 ∈ (0,∞). Hence, Theorem 2.26 is applicable.
Remark 4.55. Demanding for a weight function 푔 that is strictly increasing with 푔(1) = 0 and,
additionally, bounded from above, the question arises which kind of inner weights may be appropriate.
With respect to the real data set obtained from the metallurgical material described in Section 1.4, it
turns out that inner weights of the form
푔(푣) = 1− exp (−휆(푣 − 1)) , 1 ≤ 푣 ≤ 푟 , 푟 ≥ 2 , (4.84)
are adequate, for some 휆 ∈ ℝ>0. In avoidance of an additional unknown parameter, we set 휆 = 0.001.
Then, we suppose that the unknown model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are connected by a log-linear
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link function (4.38) with unknown link function parameters 훼 ∈ ℝ and 훽 ∈ ℝ, and with inherent
weights 푔(푣) = 1 − exp (−0.001(푣 − 1)), 1 ≤ 푣 ≤ 81. Then, we numerically determine ML estimates
of 훼 ∈ ℝ and 훽 ∈ ℝ, and we get, approximately, 훼ˆ(푠) = 3.7627 and 훽ˆ(푠) = 45.3901. By inserting
these ML estimates 훼ˆ(푠) and 훽ˆ(푠) in the log-linear link function (4.38), according to (4.48), plug-in
estimates 훾ˆ
(푠)
1,훼ˆ(푠),훽ˆ(푠)
, . . . , 훾ˆ
(푠)
81,훼ˆ(푠),훽ˆ(푠)
of the model parameters 훾1, . . . , 훾81 ∈ ℝ>0 are obtained. In Figure
4.9(a), for any 1 ≤ 푣 ≤ 81, the plug-in estimate 훾ˆ(푠)
푣,훼ˆ(푠),훽ˆ(푠)
as well as the order restricted ML estimate
훾
∗(≥)(푠)
푣 of the unknown model parameter 훾푣 is plotted against 푣 − 1. The plot in Figure 4.9(b) is
already known from Section 4.5.1.1 (cf. Figure 4.2(b)), illustrating the respective results for the initial
weights 푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 81. By comparing Figure 4.9(a) and Figure 4.9(b), the inner weights
푔(푣) = 1 − exp (−0.001(푣 − 1)) and 푔(푣) = 푣 − 1, 1 ≤ 푣 ≤ 81, provide plug-in estimates of the initial
model parameters 훾1, . . . , 훾81 ∈ ℝ>0 which are equally well.
(a)
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Figure 4.9. Plot of both the plug-in estimates and the order restricted ML estimates of the unknown model
parameters 훾1, . . . , 훾81 ∈ ℝ>0, where an estimate of 훾푣 is plotted against 푣−1 (1 ≤ 푣 ≤ 81); the plug-in
estimates of 훾1, . . . , 훾81 ∈ ℝ>0 are based on (a) the weights 푔(푣) = 1− exp (−0.001(푣 − 1)) and (b) the
weights 푔(푣) = 푣 − 1 (1 ≤ 푣 ≤ 81) and the corresponding ML estimates 훼ˆ(푠) and 훽ˆ(푠) of 훼 ∈ ℝ and
훽 ∈ ℝ
Alternative weight functions, being strictly increasing with 푔(1) = 0 and bounded from above, are for
example given by
푔(푣) =
(
1− 1
푣
)휆
, 1 ≤ 푣 ≤ 푟 , 푟 ≥ 2 , (4.85)
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푔(푣) = 1−
(
1
푣
)휆
, 1 ≤ 푣 ≤ 푟 , 푟 ≥ 2 , (4.86)
for some 휆 ∈ ℝ>0. However, being concerned with the real data set obtained from the metallurgical
material described in Section 1.4, inner weights of the form (4.85) and (4.86) are not as proper as
those given in (4.84).
4.6.3. Prediction of Inclusion Sizes
From Theorem 2.26 it is known that any non-degenerate distribution function that may arise as a weak
limit of the distribution function 퐹푋
(푟)
∗ of the 푟−th smallest recorded inclusion size 푋(푟)∗ as 푟 tends to
infinity is of the form Φ(−2√푐 ln(− ln퐺)), where Φ is the distribution function of the standard normal
distribution, and where 퐺 is of the same type as an extreme value distribution function, i.e., 퐺 is of
the same type as 퐺1,휌, 퐺2,휌 or 퐺3,0 given in (2.2) for some 휌 ∈ ℝ>0. That is, any non-degenerate weak
limit distribution of 퐹푋
(푟)
∗ as 푟 tends to infinity is of the same type as one of the following distribution
functions:
Φ
(
2
√
푐휌 ln(푥)
)
, 푥 ∈ (0,∞) ,
Φ
(−2√푐휌 ln(−푥)) , 푥 ∈ (−∞, 0) ,
Φ
(
2
√
푐푥
)
, 푥 ∈ (−∞,∞) ,
or, equivalently, by defining 휌˜ = 2
√
푐휌 ∈ ℝ>0,
Φ (휌˜ ln(푥)) , 푥 ∈ (0,∞) ,
Φ (−휌˜ ln(−푥)) , 푥 ∈ (−∞, 0) ,
Φ
(
2
√
푐푥
)
, 푥 ∈ (−∞,∞) .
Hence, any non-degenerate distribution function that may arise as a weak limit of the distribution
function 퐹푋
(푟)
∗ is of the form Φ(− ln(− ln 퐺˜)), where 퐺˜ is of the same type as 퐺1,휌˜, 퐺2,휌˜ or 퐺3,0 given
in (2.2) with 휌 replaced by 휌˜. As illustrated in Section 2.1.1, by defining 푘 = −1/휌˜ and 푘 = 1/휌˜,
respectively, the distribution functions 퐺1,휌˜, 퐺2,휌˜ and 퐺3,0 can be combined to a GEV distribution
function
퐺푘(푥) =
⎧⎨⎩exp
(−(1− 푘푥)1/푘) , 1− 푘푥 > 0 , 푘 ∕= 0 ,
exp (− exp(−푥)) , 푥 ∈ ℝ , 푘 = 0 ,
(4.87)
with extreme value index 푘 ∈ ℝ. Thus, any non-degenerate weak limit distribution of 퐹푋(푟)∗ as 푟 tends
to infinity is of the same type as Φ(− ln(− ln퐺푘)) with 퐺푘 as in (4.87).
Accordingly, we suppose that there are normalizing constants (푎푟)푟∈ℕ ⊆ ℝ>0 and (푏푟)푟∈ℕ ⊆ ℝ such
that
lim
푟→∞퐹
푋
(푟)
∗ (푎푟푥+ 푏푟) =
⎧⎨⎩Φ
(− 1푘 ln (1− 푘 푥−휇휎 )) , 1− 푘 푥−휇휎 > 0 , 푘 ∕= 0 ,
Φ
(푥−휇
휎
)
, 푥 ∈ ℝ , 푘 = 0 ,
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i.e., for any sufficiently large 푟 ∈ ℕ, it is
퐹푋
(푟)
∗ (푎푟푥+ 푏푟) ≈
⎧⎨⎩Φ
(− 1푘 ln (1− 푘 푥−휇휎 )) , 1− 푘 푥−휇휎 > 0 , 푘 ∕= 0 ,
Φ
(푥−휇
휎
)
, 푥 ∈ ℝ , 푘 = 0 ,
with 휇 ∈ ℝ and 휎 ∈ ℝ>0. Defining parameters 휇(푟) ∈ ℝ, 휎(푟) ∈ ℝ>0 and 푘(푟) ∈ ℝ by 휇(푟) = 푎푟휇+ 푏푟,
휎(푟) = 푎푟휎 and 푘
(푟) = 푘, and replacing 푥 by (푥− 푏푟)/푎푟, we obtain
퐹푋
(푟)
∗ (푥) ≈
⎧⎨⎩Φ
(
− 1
푘(푟)
ln
(
1− 푘(푟) 푥−휇(푟)
휎(푟)
))
, 1− 푘(푟) 푥−휇(푟)
휎(푟)
> 0 , 푘(푟) ∕= 0 ,
Φ
(
푥−휇(푟)
휎(푟)
)
, 푥 ∈ ℝ , 푘(푟) = 0 .
(4.88)
Assuming equality in (4.88), for some 푝 ∈ (0, 1), the 푝−quantile of the distribution function 퐹푋(푟)∗
of the 푟−th smallest recorded inclusion size 푋(푟)∗ is given by
푥(푟)푝 =
⎧⎨⎩
휎(푟)
푘(푟)
(
1− exp (−푘(푟)Φ−1(푝)))+ 휇(푟) , 푘(푟) ∕= 0 ,
휇(푟) + 휎(푟)Φ−1(푝) , 푘(푟) = 0 ,
where Φ−1(푝) denotes the corresponding 푝−quantile of the standard normal distribution. As an issue
of prediction or rather extrapolation, we call such a 푝−quantile 푥(푟)푝 the characteristic size of the 푟−th
smallest recorded inclusion with respect to the return period 푇 = 1/(1 − 푝), being the size that is
expected to be exceeded by exactly one 푟−th smallest recorded inclusion in 푇 control areas; see Section
1.2 for corresponding term within the context of extreme value analysis of non-metallic inclusion sizes
based on the model of oOS, which is applied in metallography so far. That is, modeling the respective
푟−th smallest recorded inclusion size in 푇 control areas by iid random variables 푍(푟)1 , . . . , 푍(푟)푇 defined
on a common probability space (Ω,풜, 푃 ), and assuming that 푍(푟)1 , . . . , 푍(푟)푇 are distributed according
to (4.88), it is
퐸
(
푇∑
푖=1
1
{
푍
(푟)
푖 > 푥
(푟)
푝
})
=
푇∑
푖=1
푃
(
푍
(푟)
푖 > 푥
(푟)
푝
)
= 푇 (1− 푝) = 1 ,
where 1
{
푍
(푟)
푖 > 푥
(푟)
푝
}
is the indicator function of the set
{
푍
(푟)
푖 > 푥
(푟)
푝
}
=
{
휔 ∈ Ω ∣푍(푟)푖 (휔) > 푥(푟)푝
}
.
From Section 5.3, where in the case (C3) of infinite asymptotic variance 푡
(2)
∞ = ∞ domains of
attraction of non-degenerate limit distributions for extreme gOS are characterized in detail, it is seen
that it is reasonable to believe that the GEV shape parameter 푘(푟) equals zero (cf. Remark 5.85).
Correspondingly, we restrict ourselves to the case 푘(푟) = 0 from this point on.
Following the notation introduced in Section 4.2, for some 1 ≤ 푟 ≤ 푟1, the random variables 푋(푟)∗푖 ,
1 ≤ 푖 ≤ 푐푟, represent the respective 푟−th smallest recorded inclusion size within those control areas
that possess at least 푟 recorded inclusion sizes. Being motivated by the preceding considerations and
by (4.88) in particular, we assume that 푋
(푟)
∗푖 , 1 ≤ 푖 ≤ 푐푟, are jointly independent and identically
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distributed, where 푋
(푟)
∗푖 has a normal distribution with mean 휇
(푟) ∈ ℝ and standard deviation 휎(푟) ∈
ℝ>0, i.e., a 휆
1−density of 푋(푟)∗푖 is given by 1휎(푟)√2휋 exp
(
−12
(
푥−휇(푟)
휎(푟)
)2)
, 푥 ∈ ℝ. Supposing that the
distribution parameters 휇(푟) ∈ ℝ and 휎(푟) ∈ ℝ>0 are unknown, based on any observation x˜(푠) ∈
×푠푖=1ℝ푟푖<, ML estimates of 휇(푟), 휎(푟) and, thus, of any quantile 푥(푟)푝 , 푝 ∈ (0, 1), can be calculated
explicitly in terms of
휇ˆ(푠,푟) =
1
푐푟
푐푟∑
푖=1
푥푖푟 , (4.89)
휎ˆ(푠,푟) =
(
1
푐푟
푐푟∑
푖=1
(
푥푖푟 − 휇ˆ(푠,푟)
)2)1/2
, (4.90)
푥ˆ(푠,푟)푝 = 휇ˆ
(푠,푟) + 휎ˆ(푠,푟)Φ−1(푝) . (4.91)
In view of formulas (4.89) to (4.91), these ML estimates do not depend only on the total number of
control areas 푠, but also on the inclusion size number 푟 one is interested in.
4.6.4. Real Data Analysis
In this section we consider the real data set obtained from the metallurgical material described in
Section 1.4. As clarified in Section 4.3.3, observations of in total 푠 = 60 control areas are available,
where the maximum number of recorded inclusion sizes per control area is given by 푟1 = 81.
Following formula (4.91), we determine quantile estimates 푥ˆ
(푠,푟)
푝 , with 푝 ∈ {0.99, 0.999}. For certain
values of 푟 ∈ {1, . . . , 81}, these quantile estimates are presented in Table 4.7, along with the respective
number 푐푟 of control areas with at least 푟 recorded inclusion sizes. At this, 푐푟 is the number of
observations the estimation of 푥
(푟)
푝 is based on. Clearly, the larger the value of 푟, the smaller the
number 푐푟, where for values of 푟 larger than 65 the estimation of 푥
(푟)
푝 depends on only less than 7
observations. Even so, the presented quantile estimates sound reasonable.
The increasing value of 푝 ∈ {0.99, 0.999} corresponds to an increasing level of extrapolation, i.e.,
the presented values of 푥ˆ
(푠,푟)
0.99 and 푥ˆ
(푠,푟)
0.999 are estimates of the characteristic size of the 푟−th smallest
recorded inclusion with respect to the return period 100 and 1000, respectively. For example, with
푟 = 55, the value of 18.9228 micrometers is an estimate of the size that is expected to be exceeded
by exactly one 푟−th smallest inclusion in 100 control areas, where the value of 22.0680 micrometers
estimates the size that is expected to be exceeded by exactly one 푟−th smallest inclusion in 1000
control areas.
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Table 4.7. Estimates of the characteristic size 푥
(푟)
푝 of the 푟−th smallest recorded inclusion with respect to
the return period 푇 = 1/(1− 푝) according to formula (4.91) for certain values of 푟 ∈ {1, . . . , 81} and for
푝 ∈ {0.99, 0.999}
푟 푐푟 푥ˆ
(푠,푟)
0.99 푥ˆ
(푠,푟)
0.999
15 60 7.2910 8.2769
25 58 8.1353 9.1098
35 54 13.0409 15.0720
45 35 16.3400 18.9502
55 17 18.9228 22.0680
65 7 20.5344 23.8885
75 3 26.8631 30.9524
5. Extreme Value Theory for Generalized Order
Statistics
Based on the findings of Cramer (2003, Chapter 5, pp. 106 ff.), in this chapter we aim to enhance
extreme value theory for models of generalized order statistics. In literature, hitherto, it is mainly
dealt with extreme value theory for 푚−generalized order statistics. These 푚−gOS form a subclass of
gOS (cf. Section 1.3), being obtained by setting
푚1 = ⋅ ⋅ ⋅ = 푚푛−1 = 푚 (5.1)
in Definition 1.1, with 푚 ∈ ℝ, leading to 훾푗 = 푘+ (푛− 푗)(푚+1), 1 ≤ 푗 ≤ 푛− 1, and they are usually
denoted by 푋(1, 푛,푚, 푘), . . . , 푋(푛, 푛,푚, 푘). Although condition (5.1) seems to be very restrictive, the
choice 푚 = 0 and 푘 = 1 leads to the model of ordinary order statistics, and the choice 푚 = −1 and
푘 ∈ ℕ corresponds to the model of 푘−th record values. Besides, particular sequential order statistics
and Pfeifer’s record values fulfill condition (5.1) (see, e.g., Nasri Roudsari 1996a, Example 3.8).
In Nasri-Roudsari (1996a, 1996b) extreme value theory for푚−gOS is primary developed. Based on a
representation of the marginal distribution function of the 푟−th 푚−gOS 푋(푟, 푛,푚, 푘), 푟 ∈ {1, . . . , 푛},
in terms of the incomplete beta function ratio1, all possible non-degenerate limit distributions of
the distribution function of the 푛−th 푚−gOS 푋(푛, 푛,푚, 푘) as 푛 tends to infinity are derived under
linear normalization, and a close relationship to extreme value theory for ordinary order statistics is
established (cf. Remark 2.22 for the case 푚 > −1). In particular, as in classical extreme value theory
for oOS, being concerned with 푚−gOS, only three types of non-degenerate weak limit distributions
arise.
In Nasri-Roudsari and Cramer (1999) the rate of convergence of the 푛−th 푚−gOS with 푚 > −1,
the limit distribution and the convergence rate of the (푛− 푟 + 1)−st 푚−gOS for fixed 푟 ∈ {1, . . . , 푛}
with 푚 > −1, as well as the convergence rate of 푘−th record values (푚 = −1 and 푘 ∈ ℕ) under linear
normalization are explored. The respective rate turns out to be highly influenced by the choice of the
normalizing sequences and the baseline distribution function; see also Nasri-Roudsari (1996b).
Besides linear normalization 푎푛푥+ 푏푛, 푛 ∈ ℕ, of an argument 푥 by normalizing sequences (푎푛)푛∈ℕ ⊆
ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ, other concepts of normalization are conceivable. In extreme value theory for oOS
1For any 푥 ∈ [0, 1] and 훼, 훽 ∈ ℝ>0, the incomplete beta function ratio is defined by
퐼푥(훼, 훽) =
1
퐵(훼,훽)
푥∫
0
푡훼−1(1− 푡)훽−1d푡, where 퐵(훼, 훽) =
1∫
0
푡훼−1(1− 푡)훽−1d푡 denotes the beta function.
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the so-called power normalization is addressed by some authors in terms of 훼푛 ∣푥∣훽푛 sign(푥), 푛 ∈ ℕ,
affected by sequences (훼푛)푛∈ℕ , (훽푛)푛∈ℕ ⊆ ℝ>0. Being concerned with extreme oOS, in Pantcheva
(1984) it is shown that there are six different types of possible non-degenerate limit distributions un-
der power-normalization, and in Mohan and Ravi (1992) a comparison between the domain of oOS
attraction under linear and power normalization is made that reveals that there are distribution func-
tions which are attracted to a non-degenerate limit distribution under power but not under linear
normalization. Using the same technique as Christoph and Falk (1996) for oOS, being concerned with
extreme 푚−gOS with 푚 > −1, in Nasri Roudsari (1999) a relation between linear and power nor-
malization is established, which allows for characterizing all possible non-degenerate limit distribution
functions under power normalization; see also Nasri-Roudsari (1996b).
In Marohn (2002, 2004) it is shown that some results of classical extreme value theory for oOS
concerning the so-called strong domain of attraction (cf., e.g., Reiss 1989, Section 5.1) carry over to
푚−gOS, where 푚 > −1. Moreover, supposing that the baseline distribution function 퐹 belongs to
the domain of oOS attraction of a Fre´chet distribution function 퐺1,휌 given in (2.2) for some 휌 ∈ ℝ>0,
in Marohn (2002) an estimator of 휌 based on some upper extreme 푚−gOS (푚 > −1) is considered
which corresponds to the Hill (1975) estimator in the case of oOS (푚 = 0 and 푘 = 1) and which is
consistent and asymptotically normally distributed under certain conditions; in Marohn (2005) these
findings are generalized to the case of gOS by imposing particular growing conditions on the model
parameters 훾푗 , 푗 ∈ ℕ.
For further results regarding extreme value theory for certain subclasses of gOS, we refer to Barakat
(2007) and Barakat and El-Adll (2009).
In this chapter we carry on research on extreme value theory for gOS by following the results of
Cramer (2003, Chapter 5, pp. 106 ff.). The latter include the respective results of Nasri-Roudsari
(1996a, 1996b) as a special case (cf. Example 2.19 and Remark 2.22 for the situation of 푚−gOS
with 푚 > −1). More precisely, in this chapter conditions on the baseline distribution function 퐹
are established that are necessary and/or sufficient for extreme gOS to converge weakly to a non-
degenerate limit distribution. In view of the basic results of Cramer (2003, Chapter 5, pp. 106 ff.),
being summarized in Section 2.2, we address both the cases
(C2) 푡
(1)
∞ =∞ and 0 < 푡(2)∞ <∞,
(C3) 푡
(2)
∞ =∞ which yields 푡(1)∞ =∞.
Then, our results are fundamentally based on Theorem 2.21 and Theorem 2.26, respectively.
The outline of this chapter is as follows. Some basic definitions and notations, which turn out to be
useful in the subsequent study, are provided in Section 5.1. In Section 5.2 we are shortly concerned with
case (C2) of positive and finite asymptotic variance 0 < 푡
(2)
∞ <∞ and infinite asymptotic expectation
푡
(1)
∞ = ∞. Based on Theorem 2.21, a duality theorem is stated which yields that conditions on the
baseline distribution function 퐹 that are necessary and/or sufficient for extreme gOS to converge
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weakly to a non-degenerate limit distribution are given by necessary and/or sufficient conditions on 퐹
to belong to the domain of oOS attraction of an extreme value distribution function. The main part
of this chapter is given by Section 5.3, where the case (C3) of infinite asymptotic variance 푡
(2)
∞ =∞ is
treated. Similar to case (C2), a duality theorem based on Theorem 2.26 provides that conditions on
the baseline distribution function 퐹 that are necessary and/or sufficient for extreme gOS to converge
weakly to a non-degenerate limit distribution are given by necessary and/or sufficient conditions on
the associated distribution function 퐹푎푠 of 퐹 to belong to the domain of oOS attraction of an extreme
value distribution function. By appealing to this duality theorem, the domains of attraction of the
corresponding non-degenerate limit distributions for extreme gOS are extensively investigated.
5.1. Preliminaries
Firstly, by analogy with Definition 2.1, we define the domain of generalized order statistics attraction.
Definition 5.1. Let 퐹푋
(푛)
∗ be the distribution function of the 푛−th generalized order statistic 푋(푛)∗
with baseline distribution function 퐹 , where 푛 ∈ ℕ. Further, let 퐽 be a non-degenerate distribution
function. Then, 퐹 is said to belong to the domain of generalized order statistics attraction of
퐽 , if there are normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푋
(푛)
∗ (푎푛 푥+ 푏푛) = 퐽 (푥) , ∀푥 ∈ 풞퐽 , (5.2)
where 풞퐽 denotes the set of all continuity points of 퐽 . In this case, we write 퐹 ∈ 풟푔푂푆 (퐽).
Moreover, we define the integrated hazard function of a distribution function 퐹 , which turns out to
be an essential tool in the following sections.
Notation 5.2. Let 퐹 be a distribution function. Then, its integrated hazard function 퐻 is defined
by
퐻(푥) = − ln (1− 퐹 (푥)) , 푥 < 휔(퐹 ) .
Just as a distribution function 퐹 , its integrated hazard function 퐻 is non-decreasing. Moreover, if
휔(퐹 ) = ∞, then we have lim
푥→∞퐹 (푥) = 1 and therefore lim푥→∞퐻(푥) = ∞. Besides, if 휔(퐹 ) < ∞ and 퐹
is (left-) continuous in 휔(퐹 ), i.e., lim
푥↑휔(퐹 )
퐹 (푥) = 1, then it is lim
푥↑휔(퐹 )
퐻(푥) =∞.
Based on Definition 1.2, we introduce the pseudo-inverse of an integrated hazard function 퐻 by
퐻−1(푦) = inf {푥 ∈ ℝ ∣퐻(푥) ≥ 푦} = inf {푥 ∈ ℝ ∣퐹 (푥) ≥ 1− 푒−푦}
= 퐹−1
(
1− 푒−푦) , 푦 ∈ (0,∞) . (5.3)
Just as the quantile function 퐹−1 of a distribution function 퐹 , the pseudo-inverse퐻−1 of the integrated
hazard function 퐻 is non-decreasing.
Next, we formally introduce the associated distribution function of a distribution function 퐹 , which
was already used in Lemma 2.25 (cf. Resnick 1973a, Definition 3.3).
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Definition 5.3. Let 퐹 be a distribution function. Then, its associated distribution function 퐹푎푠
is defined as follows. If 휔(퐹 ) <∞, then
퐹푎푠(푥) =
⎧⎨⎩1− exp
(
−√− ln (1− 퐹 (푥))) = 1− exp (−퐻1/2(푥)) , 푥 < 휔(퐹 ) ,
1 , 푥 ≥ 휔(퐹 ) .
If 휔(퐹 ) =∞, then
퐹푎푠(푥) = 1− exp
(
−
√
− ln (1− 퐹 (푥))
)
= 1− exp
(
−퐻1/2(푥)
)
, 푥 <∞ .
Due to the characteristics of a distribution function 퐹 , its associated distribution function 퐹푎푠 is
non-decreasing and right-continuous. Moreover, it holds
lim
푥→−∞퐹푎푠(푥) = 0 and lim푥→∞퐹푎푠(푥) = 1 .
Hence, the associated distribution function 퐹푎푠 is a distribution function as well. Moreover, 퐹 and
퐹푎푠 have identical left and right endpoints, i.e.,
훼(퐹 ) = inf {푥 ∈ ℝ ∣퐹 (푥) > 0} = inf {푥 ∈ ℝ ∣퐹푎푠(푥) > 0} = 훼 (퐹푎푠) ∈ [−∞,∞) ,
휔(퐹 ) = sup {푥 ∈ ℝ ∣퐹 (푥) < 1} = sup {푥 ∈ ℝ ∣퐹푎푠(푥) < 1} = 휔 (퐹푎푠) ∈ (−∞,∞] .
Besides, if 휔(퐹 ) <∞ and 퐹 is (left-) continuous in 휔(퐹 ), i.e., lim
푥↑휔(퐹 )
퐹 (푥) = 1, it is lim
푥↑휔(퐹 )
퐹푎푠(푥) = 1
as well. Thus, if 퐹 is (left-) continuous in 휔(퐹 ), so is its associated distribution function 퐹푎푠.
5.2. Positive and Finite Asymptotic Variance and Infinite Asymptotic
Expectation
In this section we assume 푡
(1)
∞ = ∞ and 0 < 푡(2)∞ < ∞. Following Section 2.2.2, we denote by 퐿 the
non-degenerate distribution function that arises as a weak limit of the distribution function of the
random variable 푀푛 as 푛 tends to infinity, with 푀푛, 푛 ∈ ℕ, as in (2.7). Theorem 2.21 yields the
corollary below .
Corollary 5.4. Let 퐹 be a distribution function. Suppose that it holds 퐹 ∈ 풟푔푂푆 (퐽) for a non-
degenerate distribution function 퐽 . Then, 퐽 is of the same type as one of the following distribution
functions:
퐿
1,휌/
√
푡
(2)
∞
(푥) =
⎧⎨⎩
퐿
(
휌√
푡
(2)
∞
ln(푥)
)
, 푥 > 0,
0, 푥 ≤ 0,
퐿
2,휌/
√
푡
(2)
∞
(푥) =
⎧⎨⎩
1, 푥 ≥ 0,
퐿
(
− 휌√
푡
(2)
∞
ln(−푥)
)
, 푥 < 0,
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퐿3,0(푥) = 퐿
⎛⎝ 푥√
푡
(2)
∞
⎞⎠ , 푥 ∈ ℝ ,
where 휌 ∈ ℝ>0 is a positive parameter.
In particular, Theorem 2.21 provides the following duality between the domain of gOS attraction
and the domain of oOS attraction.
Theorem 5.5. (Duality Theorem)
Let 퐹 be a distribution function and 휌 ∈ ℝ>0. Then, it holds
퐹 ∈ 풟푔푂푆
(
퐿
1,휌/
√
푡
(2)
∞
)
iff 퐹 ∈ 풟표푂푆 (퐺1,휌) ,
퐹 ∈ 풟푔푂푆
(
퐿
2,휌/
√
푡
(2)
∞
)
iff 퐹 ∈ 풟표푂푆 (퐺2,휌) ,
퐹 ∈ 풟푔푂푆 (퐿3,0) iff 퐹 ∈ 풟표푂푆 (퐺3,0) ,
where 퐺1,휌, 퐺2,휌 and 퐺3,0 are the distribution functions of the extreme value distributions defined in
(2.2). Equivalently,
퐹 ∈ 풟푔푂푆 (퐿1,휌) iff 퐹 ∈ 풟표푂푆
(
퐺
1,휌
√
푡
(2)
∞
)
,
퐹 ∈ 풟푔푂푆 (퐿2,휌) iff 퐹 ∈ 풟표푂푆
(
퐺
2,휌
√
푡
(2)
∞
)
,
퐹 ∈ 풟푔푂푆 (퐿3,0) iff 퐹 ∈ 풟표푂푆 (퐺3,0) .
This Duality Theorem induces that necessary and sufficient conditions on 퐹 to be in the domain of
gOS attraction of 퐿1,휌, 퐿2,휌 and 퐿3,0 are given by necessary and sufficient conditions on 퐹 to belong
to the domain of ordinary order statistic attraction of 퐺
1,휌
√
푡
(2)
∞
, 퐺
2,휌
√
푡
(2)
∞
and 퐺3,0, respectively.
Accordingly, there is nothing to do to characterize the domains of gOS attraction of 퐿1,휌, 퐿2,휌 and
퐿3,0. The reader is referred to Section 2.1.2 and the references therein. For the situation of extreme
푚−gOS with 푚 > −1, see also Nasri-Roudsari (1996a, Corollary 3.7) and Nasri-Roudsari (1996b,
pp. 60-61).
5.3. Infinite Asymptotic Variance
In this section we assume 푡
(2)
∞ = ∞ which implies 푡(1)∞ = ∞. Further, let lim
푛→∞ 푡
(1)
푛 /푡
(2)
푛 = 푐 ∈ (0,∞),
and let the condition (2.16) of infinite smallness be satisfied. Denoting by Φ the distribution function
of the standard normal distribution, the corollary below results directly from Theorem 2.26.
Corollary 5.6. Let 퐹 be a distribution function. Suppose that it holds 퐹 ∈ 풟푔푂푆 (퐽) for a non-
degenerate distribution function 퐽 . Then, 퐽 is of the same type as one of the following distribution
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functions:
Φ1,2
√
푐휌(푥) =
⎧⎨⎩Φ (2
√
푐 휌 ln(푥)) , 푥 > 0,
0, 푥 ≤ 0,
Φ2,2
√
푐휌(푥) =
⎧⎨⎩1, 푥 ≥ 0,Φ (−2√푐 휌 ln(−푥)) , 푥 < 0,
Φ3,0(푥) = Φ(2
√
푐 푥), 푥 ∈ ℝ ,
where 휌 ∈ ℝ>0 is a positive parameter.
Besides, Theorem 2.26 yields the following duality between the domain of gOS attraction and the
domain of oOS attraction.
Theorem 5.7. (Duality Theorem)
Let 퐹 be a distribution function with associated distribution function 퐹푎푠, and let 휌 ∈ ℝ>0. Then, it
holds
퐹 ∈ 풟푔푂푆
(
Φ1,2
√
푐휌
)
iff 퐹푎푠 ∈ 풟표푂푆 (퐺1,휌) ,
퐹 ∈ 풟푔푂푆
(
Φ2,2
√
푐휌
)
iff 퐹푎푠 ∈ 풟표푂푆 (퐺2,휌) ,
퐹 ∈ 풟푔푂푆 (Φ3,0) iff 퐹푎푠 ∈ 풟표푂푆 (퐺3,0) ,
where 퐺1,휌, 퐺2,휌 and 퐺3,0 are the distribution functions of the extreme value distributions defined in
(2.2). Equivalently,
퐹 ∈ 풟푔푂푆 (Φ1,휌) iff 퐹푎푠 ∈ 풟표푂푆
(
퐺1,휌/(2
√
푐)
)
,
퐹 ∈ 풟푔푂푆 (Φ2,휌) iff 퐹푎푠 ∈ 풟표푂푆
(
퐺2,휌/(2
√
푐)
)
,
퐹 ∈ 풟푔푂푆 (Φ3,0) iff 퐹푎푠 ∈ 풟표푂푆 (퐺3,0) .
Remark 5.8. Being concerned with ordinary record values based on an iid sequence of random vari-
ables with continuous distribution function 퐹 , analogous dualities were established by Resnick (1973a,
Theorem 4.1). Following Remark 2.27, the positive constant 푐 = lim
푛→∞ 푡
(1)
푛 /푡
(2)
푛 equals one in that special
case of ordinary record values, i.e., 푐 = 1.
As Resnick (1973a) did in the case of ordinary record values based on a continuous distribution
function 퐹 , we aim to exploit Duality Theorem 5.7 to establish domain of attraction criteria. Before,
we derive appropriate normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2).
Lemma 5.9. Let 퐹 be a distribution function with integrated hazard function 퐻, and let 휌 ∈ ℝ>0.
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(i) If 퐹 ∈ 풟푔푂푆 (Φ1,휌), then appropriate normalizing constants in (5.2) with 퐽 = Φ1,휌 are given by
푎푛 = 퐻
−1
(
푡(1)푛
)
, 푏푛 = 0 , 푛 ∈ ℕ .
(ii) If 퐹 ∈ 풟푔푂푆 (Φ2,휌), then normalizing constants satisfying (5.2) with 퐽 = Φ2,휌 can always be
taken as
푎푛 = 휔(퐹 )−퐻−1
(
푡(1)푛
)
, 푏푛 = 휔(퐹 ) , 푛 ∈ ℕ .
(iii) If 퐹 ∈ 풟푔푂푆 (Φ3,0), then (5.2) is always fulfilled with 퐽 = Φ3,0 and
푎푛 = 퐻
−1
(
푡(1)푛 + 2
√
푡
(1)
푛 + 1
)
−퐻−1
(
푡(1)푛
)
, 푏푛 = 퐻
−1
(
푡(1)푛
)
, 푛 ∈ ℕ .
Proof. It holds 퐹푎푠 ∈ 풟표푂푆 (퐺), where 퐺 is of the same type as one of the three extreme value
distribution function given in (2.2), iff there are normalizing constants (훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ
such that
lim
푛→∞퐹
푛
푎푠 (훼푛 푥+ 훽푛) = 퐺(푥) , ∀푥 ∈ ℝ ,
or, equivalently, such that
lim
푛→∞푛 (1− 퐹푎푠 (훼푛 푥+ 훽푛)) = − ln퐺(푥) , ∀푥 ∈ (훼(퐺), 휔(퐺)) ,
see, e.g., Reiss (1989, p. 155) or de Haan (1970, Lemma 2.2.2, p. 62). Correspondingly, there are
functions 훼 : (1,∞) −→ (0,∞) and 훽 : (1,∞) −→ ℝ with
lim
푠→∞ 푠 (1− 퐹푎푠 (훼(푠)푥+ 훽(푠))) = − ln퐺(푥) , ∀푥 ∈ (훼(퐺), 휔(퐺)) , (5.4)
as one may set 훼(⋅) = 훼⌊⋅⌋ and 훽(⋅) = 훽⌊⋅⌋, for example. Then, by applying Theorem 2.26, appropriate
normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) are given by
푎푛 = 훼
(
exp
(√
푡
(1)
푛
))
and 푏푛 = 훽
(
exp
(√
푡
(1)
푛
))
, 푛 ∈ ℕ , (5.5)
where exp
(√
푡
(1)
푛
)
∈ (1,∞) for all 푛 ∈ ℕ.
(i) Supposing 퐹 ∈ 풟푔푂푆 (Φ1,휌), or, equivalently, 퐹푎푠 ∈ 풟표푂푆
(
퐺1,휌/(2
√
푐)
)
, according to Theorem
2.7, in (5.4) one may choose
훽(푠) = 0 , 푠 ∈ (1,∞) , and
훼(푠) = 퐹−1푎푠
(
1− 1
푠
)
= inf
{
푥 ∈ ℝ ∣ 1− exp
(
−퐻1/2(푥)
)
≥ 1− 1
푠
}
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= inf
{
푥 ∈ ℝ ∣퐻(푥) ≥ ln2(푠)} = 퐻−1 (ln2(푠)) , 푠 ∈ (1,∞) .
Making use of (5.5), we obtain
푏푛 = 0 , 푛 ∈ ℕ , and
푎푛 = 퐻
−1
(
ln2
(
exp
(√
푡
(1)
푛
)))
= 퐻−1
(
푡(1)푛
)
, 푛 ∈ ℕ .
(ii) Assuming 퐹 ∈ 풟푔푂푆 (Φ2,휌), or, equivalently, 퐹푎푠 ∈ 풟표푂푆
(
퐺2,휌/(2
√
푐)
)
, following Theorem 2.8,
in (5.4) we can always choose
훽(푠) = 휔 (퐹푎푠) , 푠 ∈ (1,∞) , and
훼(푠) = 휔 (퐹푎푠)− 퐹−1푎푠
(
1− 1
푠
)
= 휔 (퐹푎푠)−퐻−1
(
ln2(푠)
)
, 푠 ∈ (1,∞) .
Due to 휔(퐹 ) = 휔 (퐹푎푠), by applying (5.5), we get
푏푛 = 휔(퐹 ) , 푛 ∈ ℕ , and
푎푛 = 휔(퐹 )−퐻−1
(
ln2
(
exp
(√
푡
(1)
푛
)))
= 휔(퐹 )−퐻−1
(
푡(1)푛
)
, 푛 ∈ ℕ .
(iii) If we suppose 퐹 ∈ 풟푔푂푆 (Φ3,0), or, equivalently, 퐹푎푠 ∈ 풟표푂푆 (퐺3,0), following de Haan (1970,
Corollary 2.4.1, p. 80), acceptable choices in (5.4) are
훽(푠) = 퐹−1푎푠
(
1− 1
푠
)
= 퐻−1
(
ln2 (푠)
)
, 푠 ∈ (1,∞) , and
훼(푠) = 퐹−1푎푠
(
1− 1
푠 푒
)
− 퐹−1푎푠
(
1− 1
푠
)
= 퐻−1
(
ln2 (푠푒)
)−퐻−1 (ln2 (푠))
= 퐻−1
(
ln2(푠) + 2 ln(푠) + 1
)−퐻−1 (ln2 (푠)) , 푠 ∈ (1,∞) .
Using (5.5), we arrive at
푏푛 = 퐻
−1
(
푡(1)푛
)
, 푛 ∈ ℕ , and
푎푛 = 퐻
−1
(
푡(1)푛 + 2
√
푡
(1)
푛 + 1
)
−퐻−1
(
푡(1)푛
)
, 푛 ∈ ℕ .
All assertions are proved.
Remark 5.10. In the proof of Theorem 5.28 we verify that in Lemma 5.9(iii) it holds
푎푛 = 퐻
−1
(
푡(1)푛 + 2
√
푡
(1)
푛 + 1
)
−퐻−1
(
푡(1)푛
)
∼ 퐻−1
(
푡(1)푛 + 2
√
푡
(1)
푛
)
−퐻−1
(
푡(1)푛
)
= 푎˜푛
as 푛 tends to infinity, i.e., lim
푛→∞ 푎푛 푎˜
−1
푛 = 1.
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Duality Theorem 5.7 yields that necessary and sufficient conditions for a distribution function 퐹 to
belong to the domain of gOS attraction of Φ1,휌, Φ2,휌 and Φ3,0 are given by necessary and sufficient
conditions for its associated distribution function 퐹푎푠 to belong to the domain of oOS attraction of
퐺1,휌/(2
√
푐), 퐺2,휌/(2
√
푐) and 퐺3,0, respectively, for some positive parameter 휌 ∈ ℝ>0. Thus, by appealing
to these dualities, domain of gOS attraction criteria can be derived.
In doing so, given a distribution function 퐹 with finite right endpoint 휔(퐹 ) <∞, we always assume
that 퐹 is (left-) continuous in 휔(퐹 ) in order to verify the respective assertion. This assumption is not
surprising since the following theorem states that a distribution 퐹 with finite right endpoint 휔(퐹 ) <∞
does not belong to the domain of gOS attraction of a non-degenerate limit distribution if it has a jump
at its right endpoint.
Proposition 5.11. Let 퐹 be a distribution function with finite right endpoint 휔(퐹 ) < ∞. If 퐹 ∈
풟푔푂푆(퐽) for a non-degenerate distribution function 퐽 , then 퐹 is (left-) continuous in 휔(퐹 ).
The assertion of Proposition 5.11 follows by appealing to an analogous result for oOS and by ap-
plying Theorem 2.26. In order to verify the announced analogous proposition for the domain of oOS
attraction, we firstly prove the lemma below.
Lemma 5.12. Let 퐹 be a distribution function with finite right endpoint 휔(퐹 ) <∞. Suppose that 퐹
is not (left-) continuous in 휔(퐹 ). Further, let 휏 ∈ [0, 1], and suppose that (푢푛)푛∈ℕ ⊆ ℝ is a sequence
of real numbers. If lim
푛→∞퐹
푛 (푢푛) = 휏 , then it holds either 푢푛 ≥ 휔(퐹 ) for all sufficiently large values of
푛 or 푢푛 < 휔(퐹 ) for infinitely many values of 푛.
Proof. Firstly, suppose that 휏 > 0, i.e., lim
푛→∞퐹
푛 (푢푛) = 휏 > 0. Then, we obtain
(1− 퐹 (푢푛)) ↘ 0 , 푛→∞ . (5.6)
Otherwise, there would be some subsequence (푛푘)푘∈ℕ ⊆ ℕ and some constant 푥 ∈ (0, 1] such that
lim
푘→∞
(1− 퐹 (푢푛푘)) = 푥. Hence, lim
푘→∞
퐹푛푘 (푢푛푘) = lim
푘→∞
(1− (1− 퐹 (푢푛푘)))푛푘 = 0, which contradicts
lim
푛→∞퐹
푛 (푢푛) = 휏 > 0. Note that (5.6) yields 퐹 (푢푛)↗ 1 as 푛→∞. Since 퐹 is not (left-) continuous
in 휔(퐹 ), it follows 푢푛 ≥ 휔(퐹 ) for all sufficiently large values of 푛. The first part of the assertion is
proved. Secondly, by assuming 휏 = 0, i.e., lim
푛→∞퐹
푛 (푢푛) = 0, we get
lim
푛→∞푛 (1− 퐹 (푢푛)) =∞ . (5.7)
Otherwise, arguing by contradiction again, there would be some finite constant 푦 < ∞ such that
lim
푛→∞푛 (1− 퐹 (푢푛)) = 푦 and, thus, lim푛→∞푛
(
1− 퐹 (푢푛)− 푦푛
)
= 0. Hence, 1 − 퐹 (푢푛) − 푦푛 = 표
(
1
푛
)
, or,
equivalently, 1−퐹 (푢푛) = 푦푛+표
(
1
푛
)
. Thus, we would obtain lim
푛→∞퐹
푛 (푢푛) = lim
푛→∞ (1− (1− 퐹 (푢푛)))
푛 =
lim
푛→∞
(
1− ( 푦푛 + 표 ( 1푛)))푛 = exp (−푦) > 0, which contradicts lim푛→∞퐹푛 (푢푛) = 0. Then, given (5.7),
it holds 1 − 퐹 (푢푛) > 0 for infinitely many values of 푛. Otherwise, assuming 1 − 퐹 (푢푛) = 0 for
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infinitely many values of 푛, we would either have 1 − 퐹 (푢푛) = 0 for all 푛 sufficiently large, yielding
푛 (1− 퐹 (푢푛)) = 0 for all 푛 sufficiently large, or, without loss of generality, we would have
1− 퐹 (푢푛) =
⎧⎨⎩0 , 푛 = 2푘, 푘 ∈ ℕ ,푥 ∈ (0, 1] , 푛 = 2푘 + 1, 푘 ∈ ℕ ,
and, thus,
푛 (1− 퐹 (푢푛)) =
⎧⎨⎩0 , 푛 = 2푘, 푘 ∈ ℕ ,푛 푥 , 푛 = 2푘 + 1, 푘 ∈ ℕ ,
with 푥 ∈ (0, 1], yielding that 푛 (1− 퐹 (푢푛)) does not converge to infinity as 푛→∞. Hence, assuming
1 − 퐹 (푢푛) = 0 for infinitely many values of 푛, there is always a contradiction to (5.7). Then, having
1−퐹 (푢푛) > 0 for infinitely many values of 푛, it is 퐹 (푢푛) < 1 and, thus, 푢푛 < 휔(퐹 ) for infinitely many
values of 푛. The second part of the assertion is proved.
By applying Lemma 5.12, we are able to verify the following proposition.
Proposition 5.13. Let 퐹 be a distribution function with finite right endpoint 휔(퐹 ) < ∞. If 퐹 ∈
풟표푂푆(퐺) for a non-degenerate distribution function 퐺, then 퐹 is (left-) continuous in 휔(퐹 ).
Proof. Let 푋1, . . . , 푋푛, 푛 ∈ ℕ, be iid random variables with distribution function 퐹 . Assume that
퐹 has a finite right endpoint 휔(퐹 ) <∞, and that 퐹 is not (left-) continuous in 휔(퐹 ). That is, there
is a constant 푝 ∈ (0, 1] such that 푃 (푋1 = 휔(퐹 )) = 푝. Moreover, suppose that there is a distribution
function 퐺 as well as constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ with
lim
푛→∞퐹
푛 (푎푛 푥+ 푏푛) = 퐺(푥) , ∀푥 ∈ 풞퐺 . (5.8)
For some fixed 푥 ∈ 풞퐺, firstly, assume that 푎푛 푥+ 푏푛 < 휔(퐹 ) for infinitely many values of 푛. For those
values of 푛, it holds
퐹푛 (푎푛 푥+ 푏푛) = (푃 (푋1 ≤ 푎푛 푥+ 푏푛))푛
≤ (푃 (푋1 < 휔(퐹 )))푛
= (1− 푃 (푋1 = 휔(퐹 )))푛
= (1− 푝)푛 .
As it is lim
푛→∞(1− 푝)
푛 = 0, it holds lim
푛→∞퐹
푛 (푎푛 푥+ 푏푛) = 0 as well. Due to Lemma 5.12, for some fixed
푥 ∈ 풞퐺, the only other possibility is 푎푛 푥+ 푏푛 ≥ 휔(퐹 ) for all sufficiently large values of 푛. In this case
we have 퐹푛 (푎푛 푥+ 푏푛) = 1 for all sufficiently large values of 푛, i.e., lim
푛→∞퐹
푛 (푎푛 푥+ 푏푛) = 1. Hence, a
limit distribution function 퐺 in (5.8) is degenerate. The assertion is proved by contradiction.
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Given a distribution function 퐹 with finite right endpoint 휔(퐹 ) <∞ that is not a point of continuity
of 퐹 , the associated distribution function 퐹푎푠 has a jump at the common right endpoint 휔 (퐹푎푠) =
휔(퐹 ) < ∞ as well. Then, due to Proposition 5.13, it holds 퐹푎푠 /∈ 풟표푂푆(퐺) for any non-degenerate
distribution function 퐺. Finally, Theorem 2.26 yields that 퐹 /∈ 풟푔푂푆(퐽) for any non-degenerate
distribution function 퐽 , which proves Proposition 5.11.
Proposition 5.11 and Proposition 5.13 provide the corollary below.
Corollary 5.14. Let 퐹 be distribution function of a discrete probability distribution with finite right
endpoint 휔(퐹 ) < ∞. Then, 퐹 /∈ 풟푔푂푆(퐽) and 퐹 /∈ 풟표푂푆(퐺) for any non-degenerate distribution
function 퐽 and 퐺, respectively.
Following Corollary 5.14, the one point distribution, the discrete uniform distribution, the binomial
distribution as well as the hypergeometric distribution belong neither to the domain of gOS attraction
nor to the domain of oOS attraction of any non-degenerate limit distribution.
5.3.1. Domain of Generalized Order Statistics Attraction of Φ1,휌
In the next theorem we characterize the domain of gOS attraction of Φ1,휌 for some 휌 ∈ ℝ>0. Thereby,
proceeding in the same way as Resnick (1973a, Theorem 4.2) did for domains of record value attraction,
we make use of Duality Theorem 5.7.
Theorem 5.15. Let 퐹 be a distribution function with infinite right endpoint 휔(퐹 ) = ∞ and with
integrated hazard function 퐻. Further, let 휌 ∈ ℝ>0. Then,
퐹 ∈ 풟푔푂푆 (Φ1,휌) iff 1− 퐹푎푠 ∈ RV− 휌
2
√
푐
iff lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
=
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 . (5.9)
Proof. Duality Theorem 5.7 provides that 퐹 ∈ 풟푔푂푆 (Φ1,휌) iff 퐹푎푠 ∈ 풟표푂푆
(
퐺1,휌/(2
√
푐)
)
. The
latter proposition is equivalent to the condition that 1−퐹푎푠 ∈ 푅푉− 휌
2
√
푐
is regularly varying with index
− 휌
2
√
푐
(cf. Theorem 2.7). Thus, we have
퐹 ∈ 풟푔푂푆 (Φ1,휌)
iff 1− 퐹푎푠 ∈ 푅푉− 휌
2
√
푐
iff lim
푡→∞
1− 퐹푎푠(푡푥)
1− 퐹푎푠(푡) = 푥
− 휌
2
√
푐 , ∀푥 ∈ ℝ>0
iff lim
푡→∞
exp
(−퐻1/2(푡푥))
exp
(−퐻1/2(푡)) = 푥− 휌2√푐 , ∀푥 ∈ ℝ>0
iff lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
=
휌
2
√
푐
ln(푥) , ∀푥 ∈ ℝ>0 . (5.10)
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It remains to verify that condition (5.10) is equivalent to
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
=
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 . (5.11)
For this purpose, note that 휔(퐹 ) = ∞ implies lim
푡→∞퐻
1/2(푡) = ∞. Firstly, assume that (5.10) holds.
Then, due to lim
푡→∞퐻
1/2(푡) =∞ and (5.10), we obtain
lim
푡→∞
퐻1/2(푡푥)
퐻1/2(푡)
= 1 , ∀푥 ∈ ℝ>0 , (5.12)
as we have
lim
푡→∞
(
퐻1/2(푡푥)
퐻1/2(푡)
− 1
)
= lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
︸ ︷︷ ︸
→ 휌
2
√
푐
ln(푥)
1
퐻1/2(푡)︸ ︷︷ ︸
→0
= 0 , ∀푥 ∈ ℝ>0 .
Making use of both (5.10) and (5.12), we get
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
= lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
︸ ︷︷ ︸
→ 휌
2
√
푐
ln(푥)
(
퐻1/2(푡푥)
퐻1/2(푡)
+ 1
)
︸ ︷︷ ︸
→2
=
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 .
Conversely, assume that (5.11) holds. Then, according to lim
푡→∞퐻
1/2(푡) =∞ and (5.11), we get
lim
푡→∞
퐻(푡푥)
퐻(푡)
= 1 , ∀푥 ∈ ℝ>0 , (5.13)
since it holds
lim
푡→∞
(
퐻(푡푥)
퐻(푡)
− 1
)
= lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)︸ ︷︷ ︸
→ 휌√
푐
ln(푥)
1
퐻1/2(푡)︸ ︷︷ ︸
→0
= 0 , ∀푥 ∈ ℝ>0 .
Moreover, due to (5.11), we have
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
= lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
) (퐻1/2(푡푥)
퐻1/2(푡)
+ 1
)
=
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 .
Hence, by using (5.13), we obtain (5.10). The assertion is proved.
Applying Theorem 5.15, we verify in the following examples that Pareto, standard Cauchy and
Fre´chet distribution functions do not belong to the domain of gOS attraction of Φ1,휌 for any 휌 ∈ ℝ>0 .
Example 5.16. (Pareto distribution)
In this example we consider a Pareto distribution with distribution function
퐹 (푥) = 퐹훼(푥) =
⎧⎨⎩1−
1
푥훼 , 푥 > 1 ,
0 , 푥 ≤ 1 ,
(5.14)
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and integrated hazard function
퐻(푥) = 퐻훼(푥) =
⎧⎨⎩훼 ln(푥) , 푥 > 1 ,0 , 푥 ≤ 1 , (5.15)
where 훼 ∈ ℝ>0 is a positive parameter. Note that Theorem 5.15 is applicable since 휔(퐹 ) =∞. Due to
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
= lim
푡→∞
훼 ln(푡푥)− 훼 ln(푡)√
훼 ln(푡)
=
√
훼 lim
푡→∞
ln(푥)√
ln(푡)
= 0 , ∀푥 ∈ ℝ>0 ,
the necessary and sufficient condition (5.9) is not fulfilled for any 휌 ∈ ℝ>0, i.e., 퐹 /∈ 풟푔푂푆 (Φ1,휌) for
any 휌 ∈ ℝ>0. In Example 5.44 we see that 퐹 /∈ 풟푔푂푆 (Φ3,0), either. Thus, the Pareto distribution
function does not belong to the domain of gOS attraction of any non-degenerate limit distribution.
Even so, it is 퐹훼 ∈ 풟표푂푆 (퐺1,훼), which is easily seen by making use of Theorem 2.7.
Example 5.17. (Standard Cauchy distribution)
A standard Cauchy distribution has distribution function
퐹 (푥) =
1
2
+
1
휋
arctan(푥) , 푥 ∈ ℝ , (5.16)
where 휔(퐹 ) =∞. Its integrated hazard function is given by
퐻(푥) = − ln
(
1
2
− 1
휋
arctan(푥)
)
, 푥 ∈ ℝ . (5.17)
We consider the limit
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
= lim
푡→∞
− ln (12 − 1휋 arctan(푡푥))− (− ln (12 − 1휋 arctan(푡)))√
− ln (12 − 1휋 arctan(푡)) .
As it holds lim
푡→∞ arctan(푡) =
휋
2 , we get
lim
푡→∞
√
− ln
(
1
2
− 1
휋
arctan(푡)
)
=∞ .
Moreover, by applying l’Hoˆpital’s rule, we obtain
lim
푡→∞
(
− ln
(
1
2
− 1
휋
arctan(푡푥)
)
−
(
− ln
(
1
2
− 1
휋
arctan(푡)
)))
= ln
(
lim
푡→∞
1
2 − 1휋 arctan(푡)
1
2 − 1휋 arctan(푡푥)
)
= ln
(
lim
푡→∞
1 + (푡 푥)2
푥 (1 + 푡2)
)
= ln
(
lim
푡→∞
푥2 + 1
푡2
푥
(
1 + 1
푡2
)) = ln(푥) , ∀푥 ∈ ℝ>0 .
All in all, we have
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
= 0 , ∀푥 ∈ ℝ>0 .
Therefore, the necessary and sufficient condition (5.9) is not fulfilled for any 휌 ∈ ℝ>0, i.e., 퐹 /∈
풟푔푂푆 (Φ1,휌) for any 휌 ∈ ℝ>0. In Example 5.45 it is verified that 퐹 /∈ 풟푔푂푆 (Φ3,0), either. However,
by applying Theorem 2.7, one can verify that 퐹 ∈ 풟표푂푆 (퐺1,1).
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Example 5.18. (Fre´chet distribution)
In this example we examine a Fre´chet distribution with distribution function
퐹 (푥) = 퐺1,훼(푥) =
⎧⎨⎩exp (−푥−훼) , 푥 > 0 ,0 , 푥 ≤ 0 ,
where 훼 ∈ ℝ>0 and 휔(퐹 ) =∞. Its integrated hazard function is given by
퐻(푥) = 퐻훼(푥) =
⎧⎨⎩− ln (1− exp (−푥−훼)) , 푥 > 0 ,0 , 푥 ≤ 0 .
By applying l’Hoˆpital’s rule, we get for any 푥 ∈ ℝ>0 the limit
lim
푡→∞ (퐻(푡푥)−퐻(푡)) = lim푡→∞ ln
(
1− exp (−푡−훼)
1− exp (−(푡푥)−훼)
)
= ln
(
lim
푡→∞
푥훼 exp (−푡−훼)
exp (−(푡푥)−훼)
)
= 훼 ln(푥) .
Due to lim
푡→∞퐻
1/2(푡) =∞, we finally obtain
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
= 0 , ∀푥 ∈ ℝ>0 .
Hence, according to Theorem 5.15, it holds 퐺1,훼 /∈ 풟푔푂푆 (Φ1,휌) for any 휌 ∈ ℝ>0. In Theorem 5.83
we see that that the Fre´chet distribution does not belong to the domain of gOS attraction of any
non-degenerate distribution function. But note that we have 퐺1,훼 ∈ 풟표푂푆 (퐺1,훼).
Below, we provide an example of a distribution function (cf. Resnick 1973a, p. 79) that indeed
belongs to the domain of gOS attraction of Φ1,휌 for some 휌 ∈ ℝ>0.
Example 5.19. We define a distribution function 퐹 with infinite right endpoint 휔(퐹 ) = ∞ by
(cf. Resnick 1973a, p. 79)
퐹 (푥) = 퐹휌(푥) =
⎧⎨⎩
1− exp
(
−
(
휌
2
√
푐
ln(푥)
)2)
, 푥 > 1 ,
0 , 푥 ≤ 1 ,
(5.18)
where 휌 ∈ ℝ>0 is a positive parameter. The corresponding integrated hazard function has the form
퐻(푥) = 퐻휌(푥) =
⎧⎨⎩
(
휌
2
√
푐
ln(푥)
)2
, 푥 > 1 ,
0 , 푥 ≤ 1 .
(5.19)
Furthermore, with 휌
2
√
푐
ln(푥) > 0 for any 푥 ∈ ℝ>1, we have
퐻1/2(푥) =
⎧⎨⎩
휌
2
√
푐
ln(푥) , 푥 > 1 ,
0 , 푥 ≤ 1 .
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By applying l’Hoˆpital’s rule, we obtain the limit
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
=
휌
2
√
푐
lim
푡→∞
ln2(푡푥)− ln2(푡)
ln(푡)
=
휌
2
√
푐
lim
푡→∞
(ln(푡푥)− ln(푡)) (ln(푡푥) + ln(푡))
ln(푡)
=
휌
2
√
푐
ln(푥) lim
푡→∞
(
ln(푡푥)
ln(푡)
+ 1
)
=
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 .
Hence, following Theorem 5.15, the distribution function 퐹휌 belongs to the domain of gOS attraction
of Φ1,휌. Moreover, with
퐻−1(푦) = exp
(
2
√
푐
휌
√
푦
)
, 푦 ∈ (0,∞),
appropriate normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) are, according to Lemma
5.9, given by
푎푛 = 퐻
−1
(
푡(1)푛
)
= exp
(
2
√
푐
휌
√
푡
(1)
푛
)
, 푏푛 = 0 , 푛 ∈ ℕ .
The following theorem contains a necessary condition for a distribution function with infinite right
endpoint to belong to the domain of gOS attraction of Φ1,휌 for some 휌 ∈ ℝ>0. For an analogous result
in the context of ordinary record values based on a continuous distribution function, see Resnick
(1973a, p. 79).
Theorem 5.20. Let 퐹 be a distribution function with infinite right endpoint 휔(퐹 ) = ∞ and with
integrated hazard function 퐻. Further, let 휌 ∈ ℝ>0. If 퐹 ∈ 풟푔푂푆 (Φ1,휌), then
퐻1/2(푥) ∼ 휌
2
√
푐
ln(푥) , 푥→∞ . (5.20)
Proof. Following Theorem 5.15, it is 퐹 ∈ 풟푔푂푆 (Φ1,휌) iff 1 − 퐹푎푠 ∈ 푅푉− 휌
2
√
푐
. Moreover, the latter
condition is equivalent to the representation (cf. Remark A.6 or, e.g., de Haan 1970, Theorem 1.2.2,
p. 19)
1− 퐹푎푠(푥) = exp
(
−퐻1/2(푥)
)
= 푑(푥) exp
⎛⎝ 푥∫
1
휌(푡)
푡
d푡
⎞⎠ , ∀푥 ∈ ℝ>0 ,
where the functions 푑 : ℝ>0 → ℝ>0 and 휌 : ℝ>0 → ℝ fulfill
lim
푥→∞ 푑(푥) = 푑 ∈ ℝ>0 and lim푥→∞ 휌(푥) = −
휌
2
√
푐
,
respectively. Thus, it holds 퐹 ∈ 풟푔푂푆 (Φ1,휌) iff there are functions 푑˜ : ℝ>0 → ℝ and 휌 : ℝ>0 → ℝ with
lim
푥→∞ 푑˜(푥) = 푑˜ ∈ ℝ and lim푥→∞ 휌(푥) = −
휌
2
√
푐
,
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respectively, such that
퐻1/2(푥) = 푑˜(푥)−
푥∫
1
휌(푡)
푡
d푡 , ∀푥 ∈ ℝ>0 . (5.21)
Due to lim
푥→∞퐻
1/2(푥) =∞ = − lim
푥→∞
푥∫
1
휌(푡)
푡 d푡, by applying l’Hoˆpital’s rule, we obtain
lim
푥→∞
퐻1/2(푥)
휌
2
√
푐
ln(푥)
= lim
푥→∞
푑˜(푥)
휌
2
√
푐
ln(푥)
− lim
푥→∞
푥∫
1
휌(푡)
푡 푑푡
휌
2
√
푐
ln(푥)
= − lim
푥→∞
휌(푥)
푥
휌
2
√
푐 푥
= 1 ,
i.e., the assertion is proved.
Remark 5.21. Condition (5.20) is necessary but not sufficient for a distribution function with infinite
right endpoint to belong to the domain of generalized order statistic attraction of Φ1,휌, where 휌 ∈ ℝ>0.
In other words, there are distribution functions that satisfy condition (5.20) for some 휌 ∈ ℝ>0 but not
representation (5.21). Let 휌 ∈ ℝ>0, then, one example is given by
퐻1/2(푥) =
휌
2
√
푐
푥∫
1
1 + cos (ln(푡))
푡
d푡 =
휌
2
√
푐
⎛⎝ 푥∫
1
1
푡
d푡+
푥∫
1
cos (ln(푡))
푡
d푡
⎞⎠
=
휌
2
√
푐
(ln(푥) + sin(ln(푥))) , 푥 ∈ ℝ>1 , (5.22)
where 퐻1/2(푥) = 0, else; see also Resnick (1973a, p. 79) in the context of ordinary record values based
on a continuous distribution function. Due to
lim
푥→∞
퐻1/2(푥)
휌
2
√
푐
ln(푥)
= 1 + lim
푥→∞
sin (ln(푥))
ln(푥)
= 1 ,
condition (5.20) is fulfilled. However, representation (5.21) is not satisfied as 휌
2
√
푐
(1 + cos (ln(푥)))
does not converge as 푥→∞. Given 휌 ∈ ℝ>0, another example of a distribution function that satisfies
condition (5.20) but not representation (5.21) is similarly provided by
퐻1/2(푥) =
휌
2
√
푐
푥∫
1
1 + sin (ln(푡))
푡
d푡 =
휌
2
√
푐
⎛⎝ 푥∫
1
1
푡
d푡+
푥∫
1
sin (ln(푡))
푡
d푡
⎞⎠
=
휌
2
√
푐
(ln(푥)− cos(ln(푥)) + 1) , 푥 ∈ ℝ>1 ,
where 퐻1/2(푥) = 0, else.
5.3.2. Domain of Generalized Order Statistics Attraction of Φ2,휌
Correspondingly, we aim for a characterization of the domain of gOS attraction of the non-degenerate
limit distribution function Φ2,휌 for some 휌 ∈ ℝ>0. By analogy with Theorem 5.15, in the theorem below
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we provide necessary and sufficient conditions for a distribution function with finite right endpoint to
belong to the domain of gOS attraction of Φ2,휌 for some 휌 ∈ ℝ>0; see also Resnick (1973a, Theorem
4.3) in the context of ordinary record values based on a continuous distribution function.
Theorem 5.22. Let 퐹 be a distribution function with finite right endpoint 휔(퐹 ) < ∞ and with
integrated hazard function 퐻. Suppose that 퐹 is (left-) continuous in 휔(퐹 ). Further, let 휌 ∈ ℝ>0.
Then,
퐹 ∈ 풟푔푂푆 (Φ2,휌) iff 1− 퐹푎푠
(
휔(퐹 )− 푡−1) ∈ RV− 휌
2
√
푐
, 푡→∞
iff lim
푡↓0
퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)
퐻1/2 (휔(퐹 )− 푡) = −
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 . (5.23)
Proof. In view of Duality Theorem 5.7, it is 퐹 ∈ 풟푔푂푆 (Φ2,휌) iff 퐹푎푠 ∈ 풟표푂푆
(
퐺2,휌/(2
√
푐)
)
. Due
to 휔(퐹 ) = 휔 (퐹푎푠), the latter proposition is equivalent to the condition that 1 − 퐹푎푠
(
휔(퐹 )− 푡−1) ∈
푅푉− 휌
2
√
푐
is regularly varying with index − 휌
2
√
푐
as 푡→∞ (see Theorem 2.8). Thus, we get
퐹 ∈ 풟푔푂푆 (Φ2,휌)
iff 1− 퐹푎푠
(
휔(퐹 )− 푡−1) ∈ 푅푉− 휌
2
√
푐
, 푡→∞
iff lim
푡↓0
1− 퐹푎푠(휔(퐹 )− 푡푥)
1− 퐹푎푠(휔(퐹 )− 푡) = 푥
휌
2
√
푐 , ∀푥 ∈ ℝ>0
iff lim
푡↓0
exp
(−퐻1/2(휔(퐹 )− 푡푥))
exp
(−퐻1/2(휔(퐹 )− 푡)) = 푥 휌2√푐 , ∀푥 ∈ ℝ>0
iff lim
푡↓0
(
퐻1/2(휔(퐹 )− 푡푥)−퐻1/2(휔(퐹 )− 푡)
)
= − 휌
2
√
푐
ln(푥) , ∀푥 ∈ ℝ>0 . (5.24)
It remains to verify that condition (5.24) is equivalent to
lim
푡↓0
퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)
퐻1/2 (휔(퐹 )− 푡) = −
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>0 .
As 퐹 is supposed to be (left-) continuous in 휔(퐹 ), we have lim
푡↓0
퐻1/2(휔(퐹 ) − 푡) = ∞. Then, we can
argue along the lines of the proof of Theorem 5.15.
Making use of Theorem 5.22, in the following both examples it is shown that continuous uniform
and reversed Weibull distributions do not belong to the domain of gOS attraction of Φ2,휌 for any
휌 ∈ ℝ>0.
Example 5.23. (Continuous uniform distribution)
The distribution function of a continuous uniform distribution on [0, 1] is given by
퐹 (푥) =
⎧⎨⎩
0 , 푥 ≤ 0 ,
푥 , 푥 ∈ (0, 1) ,
1 , 푥 ≥ 1 ,
(5.25)
130 5.3. Infinite Asymptotic Variance
with finite right endpoint 휔(퐹 ) = 1, and with integrated hazard rate
퐻(푥) =
⎧⎨⎩0 , 푥 ≤ 0 ,− ln(1− 푥) , 푥 ∈ (0, 1) . (5.26)
For any 푥 ∈ ℝ>0, we have the limit
lim
푡↓0
퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)
퐻1/2 (휔(퐹 )− 푡) = lim푡↓0
− ln(푡푥)− (− ln(푡))√− ln(푡) = lim푡↓0 − ln(푥)√− ln(푡) = 0 ,
so that the necessary and sufficient condition (5.23) is not satisfied for any 휌 ∈ ℝ>0. Thus, 퐹 /∈
풟푔푂푆 (Φ2,휌) for any 휌 ∈ ℝ>0. In Example 5.36 it is seen that 퐹 /∈ 풟푔푂푆 (Φ3,0), either, i.e., a continuous
uniform distribution on [0, 1] does not belong to the domain of gOS attraction of any non-degenerate
limit distribution function. Nevertheless, by applying Theorem 2.8, it is easily verified that 퐹 ∈
풟표푂푆 (퐺2,1).
Example 5.24. (Reversed Weibull distribution)
In this example we consider a reversed Weibull distribution having distribution function
퐹 (푥) = 퐺2,훼(푥) =
⎧⎨⎩exp (−(−푥)훼) , 푥 < 0 ,1 , 푥 ≥ 0 ,
where 훼 ∈ ℝ>0 and 휔(퐹 ) = 0. The corresponding integrated hazard function is given by
퐻(푥) = 퐻훼(푥) = − ln (1− exp (−(−푥)훼)) , 푥 < 0 .
Applying l’Hoˆpital’s rule, we get
lim
푡↓0
(퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)) = lim
푡↓0
(퐻(−푡푥)−퐻(−푡))
= lim
푡↓0
ln
(
1− exp (−푡훼)
1− exp (−(푡푥)훼)
)
= ln
(
lim
푡↓0
exp (−푡훼)
푥훼 exp (−(푡푥)훼)
)
= −훼 ln(푥) , ∀푥 ∈ ℝ>0 .
Due to lim
푡↓0
퐻1/2 (휔(퐹 )− 푡) = lim
푡↓0
퐻1/2 (−푡) =∞, we obtain
lim
푡↓0
퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)
퐻1/2 (휔(퐹 )− 푡) = 0 .
By Theorem 5.22, it follows 퐺2,훼 /∈ 풟푔푂푆 (Φ2,휌) for any 휌 ∈ ℝ>0. Moreover, in Theorem 5.83 we
verify that 퐺2,훼 does not belong to the domain of gOS attraction of any non-degenerate distribution
function. But note that 퐺2,훼 ∈ 풟표푂푆 (퐺2,훼).
By analogy with Example 5.19, in the following, we construct an example of a distribution function
퐹 with finite right endpoint 휔(퐹 ) that is (left-) continuous in 휔(퐹 ) and that belongs to the domain
of gOS attraction of Φ2,휌 for some 휌 ∈ ℝ>0.
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Example 5.25. We define a continuous distribution function 퐹 with finite right endpoint 휔(퐹 ) <∞
in terms of
퐹 (푥) = 퐹휌(푥) =
⎧⎨⎩
0 , 푥 ≤ 휔(퐹 )− 1 ,
1− exp
(
−
(
휌
2
√
푐
ln (휔(퐹 )− 푥)
)2)
, 푥 ∈ (휔(퐹 )− 1, 휔(퐹 )) ,
1 , 푥 ≥ 휔(퐹 ) ,
(5.27)
where 휌 ∈ ℝ>0 is a positive parameter, leading to the integrated hazard function
퐻(푥) = 퐻휌(푥) =
⎧⎨⎩0 , 푥 ≤ 휔(퐹 )− 1 ,( 휌
2
√
푐
ln (휔(퐹 )− 푥)
)2
, 푥 ∈ (휔(퐹 )− 1, 휔(퐹 )) .
(5.28)
Moreover, with 휌
2
√
푐
ln (휔(퐹 )− 푥) < 0 for any 푥 ∈ (휔(퐹 )− 1, 휔(퐹 )), we have
퐻1/2(푥) =
⎧⎨⎩0 , 푥 ≤ 휔(퐹 )− 1 ,− 휌
2
√
푐
ln (휔(퐹 )− 푥) , 푥 ∈ (휔(퐹 )− 1, 휔(퐹 )) .
By applying l’Hoˆpital’s rule, for any 푥 ∈ ℝ>0, we get
lim
푡↓0
퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)
퐻1/2 (휔(퐹 )− 푡) = −
휌
2
√
푐
lim
푡↓0
ln2 (푡푥)− ln2 (푡)
ln (푡)
= − 휌
2
√
푐
lim
푡↓0
(ln (푡푥)− ln (푡)) (ln (푡푥) + ln (푡))
ln (푡)
= − 휌
2
√
푐
ln(푥) lim
푡↓0
(
ln(푡푥)
ln(푡)
+ 1
)
= − 휌√
푐
ln(푥) .
Thus, following Theorem 5.22, we obtain 퐹 ∈ 풟푔푂푆 (Φ2,휌). Further, with
퐻−1(푦) = 휔(퐹 )− exp
(
−2
√
푐
휌
√
푦
)
, 푦 ∈ (0,∞) ,
according to Lemma 5.9, normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) can be
chosen as
푎푛 = 휔(퐹 )−퐻−1
(
푡(1)푛
)
= exp
(
−2
√
푐
휌
√
푡
(1)
푛
)
, 푏푛 = 휔(퐹 ) , 푛 ∈ ℕ .
Analogous to Theorem 5.20, we provide a necessary condition for a distribution function 퐹 with
finite right endpoint 휔(퐹 ) < ∞, where 퐹 is (left-) continuous in 휔(퐹 ), to belong to the domain of
gOS attraction of Φ2,휌 for some 휌 ∈ ℝ>0.
Theorem 5.26. Let 퐹 be a distribution function with finite right endpoint 휔(퐹 ) < ∞ and with
integrated hazard function 퐻. Suppose that 퐹 is (left-) continuous in 휔(퐹 ). Further, let 휌 ∈ ℝ>0. If
퐹 ∈ 풟푔푂푆 (Φ2,휌), then
퐻1/2(푥) ∼ − 휌
2
√
푐
ln (휔(퐹 )− 푥) , 푥↗ 휔(퐹 ) . (5.29)
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Proof. By Theorem 5.22, it is 퐹 ∈ 퐷푔푂푆 (Φ2,휌) iff 1−퐹푎푠
(
휔(퐹 )− 푡−1) ∈ 푅푉− 휌
2
√
푐
as 푡→∞. Along
the lines of the proof of Theorem 5.20, we obtain that the latter condition holds iff there are functions
푑˜ : ℝ>0 −→ ℝ and 휌 : ℝ>0 −→ ℝ with
lim
푥→∞ 푑˜(푥) = 푑˜ ∈ ℝ and lim푥→∞ 휌(푥) = −
휌
2
√
푐
,
respectively, such that
퐻1/2
(
휔(퐹 )− 푥−1) = 푑˜(푥)− 푥∫
1
휌(푡)
푡
d푡 , ∀푥 ∈ ℝ>0 . (5.30)
With lim
푥→∞퐻
1/2
(
휔(퐹 )− 푥−1) =∞ = − lim
푥→∞
푥∫
1
휌(푡)
푡 d푡, by applying l’Hoˆpital’s rule, we get
lim
푥→∞
퐻1/2
(
휔(퐹 )− 푥−1)
휌
2
√
푐
ln(푥)
= lim
푥→∞
푑˜(푥)
휌
2
√
푐
ln(푥)
− lim
푥→∞
푥∫
1
휌(푡)
푡 d푡
휌
2
√
푐
ln(푥)
= − lim
푥→∞
휌(푥)
푥
휌
2
√
푐푥
= 1 .
Hence, representation (5.30) implies
퐻1/2(휔(퐹 )− 푥−1) ∼ 휌
2
√
푐
ln(푥) , 푥→∞
⇔ 퐻1/2(휔(퐹 )− 푥) ∼ − 휌
2
√
푐
ln(푥) , 푥↘ 0
⇔ 퐻1/2(푥) ∼ − 휌
2
√
푐
ln(휔(퐹 )− 푥) , 푥↗ 휔(퐹 ) .
The assertion is proved.
Remark 5.27. Just as in Remark 5.21 we can construct examples of a distribution function 퐹 with
휔(퐹 ) <∞, where 휔(퐹 ) is a point of continuity of 퐹 , that satisfies condition (5.29) but not represen-
tation (5.30). Given 휌 ∈ ℝ>0, one example is provided by
퐻1/2(푥) = − 휌
2
√
푐
휔(퐹 )−푥∫
1
1 + cos (ln(푡))
푡
d푡 = − 휌
2
√
푐
⎛⎜⎝ 휔(퐹 )−푥∫
1
1
푡
d푡+
휔(퐹 )−푥∫
1
cos(ln(푡))
푡
d푡
⎞⎟⎠
= − 휌
2
√
푐
(ln (휔(퐹 )− 푥) + sin (ln (휔(퐹 )− 푥))) , 휔(퐹 )− 1 < 푥 < 휔(퐹 ) ,
where 퐻1/2(푥) = 0 for any 푥 ≤ 휔(퐹 )− 1. Then, we obtain
lim
푥↑휔(퐹 )
퐻1/2(푥)
− 휌
2
√
푐
ln (휔(퐹 )− 푥) = 1 + lim푥↑휔(퐹 )
sin (ln (휔(퐹 )− 푥))
ln (휔(퐹 )− 푥) = 1 ,
i.e., condition (5.29) is fulfilled. On the other hand, representation (5.30) is not satisfied since
− 휌
2
√
푐
(1 + cos (ln(푥))) does not converge as 푥 → ∞. Thus, 퐹 does not belong to the domain of gOS
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attraction of Φ2,휌. For some 휌 ∈ ℝ>0, another example is given by
퐻1/2(푥) = − 휌
2
√
푐
휔(퐹 )−푥∫
1
1 + sin (ln(푡))
푡
d푡 = − 휌
2
√
푐
⎛⎜⎝ 휔(퐹 )−푥∫
1
1
푡
d푡+
휔(퐹 )−푥∫
1
sin(ln(푡))
푡
d푡
⎞⎟⎠
= − 휌
2
√
푐
(ln (휔(퐹 )− 푥)− cos (ln (휔(퐹 )− 푥)) + 1) , 휔(퐹 )− 1 < 푥 < 휔(퐹 ) ,
where 퐻1/2(푥) = 0 for any 푥 ≤ 휔(퐹 )− 1.
5.3.3. Domain of Generalized Order Statistics Attraction of Φ3,0
In this section we characterize the domain of gOS attraction of Φ3,0. For this purpose, we define the
function 푈푎푠 = 1/(1− 퐹푎푠), where its pseudo-inverse
푈−1푎푠 (푦) = inf {푥 ∈ ℝ ∣푈푎푠(푥) ≥ 푦}
= inf {푥 ∈ ℝ ∣퐹푎푠(푥) ≥ 1− 1/푦} = 퐹−1푎푠 (1− 1/푦) , 푦 ∈ (1,∞) ,
is non-negative and non-decreasing on the semi-infinite interval (1,∞) (cf. Remark A.13).
Theorem 5.28. Let 퐹 be a distribution function with integrated hazard function 퐻, with associated
distribution function 퐹푎푠 and let 푈푎푠 = 1/(1− 퐹푎푠). Then,
퐹 ∈ 풟푔푂푆 (Φ3,0) iff 푈−1푎푠 ∈ Π
iff lim
푡→∞
퐻−1
(
ln2(푡푥)
)−퐻−1 (ln2(푡))
퐻−1
(
ln2(푡푒)
)−퐻−1 (ln2(푡)) = ln(푥) , ∀푥 ∈ ℝ>0
iff lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦 + 푦2
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) = 푦 , ∀ 푦 ∈ ℝ
iff lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡) = 푦 , ∀ 푦 ∈ ℝ . (5.31)
Proof. Applying Duality Theorem 5.7, we have 퐹 ∈ 풟푔푂푆 (Φ3,0) iff 퐹푎푠 ∈ 풟표푂푆 (퐺3,0). The latter
proposition is equivalent to the condition that 푈−1푎푠 ∈ Π is Π−varying (cf. Theorem 2.9). By Definition
A.10, it is 푈−1푎푠 ∈ Π iff there exist a positive real function 푎 : ℝ→ ℝ>0 and a real function 푏 : ℝ→ ℝ
such that
lim
푡→∞
푈−1푎푠 (푡푥)− 푏(푡)
푎(푡)
= ln(푥) , ∀푥 ∈ ℝ>0 .
With
푈−1푎푠 (푦) = inf {푥 ∈ ℝ ∣퐹푎푠(푥) ≥ 1− 1/푦} = inf
{
푥 ∈ ℝ ∣ 1− exp
(
−퐻1/2(푥)
)
≥ 1− 1/푦
}
= inf
{
푥 ∈ ℝ ∣퐻(푥) ≥ ln2(푦)} = 퐻−1 (ln2(푦)) , 푦 ∈ (1,∞) ,
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following Remark A.11, we may take
푎(푡) = 푈−1푎푠 (푡푒)− 푈−1푎푠 (푡) = 퐻−1
(
ln2(푡푒)
)−퐻−1 (ln2(푡)) , 푡 ∈ (1,∞) , and
푏(푡) = 푈−1푎푠 (푡) = 퐻
−1 (ln2(푡)) , 푡 ∈ (1,∞) .
Hence,
푈−1푎푠 ∈ Π
iff lim
푡→∞
퐻−1
(
ln2(푡푥)
)−퐻−1 (ln2(푡))
퐻−1
(
ln2(푡푒)
)−퐻−1 (ln2(푡)) = ln(푥) , ∀푥 ∈ ℝ>0
iff lim
푡→∞
퐻−1
(
ln2(푡) + 2 ln(푡) ln(푥) + ln2(푥)
)−퐻−1 (ln2(푡))
퐻−1
(
ln2(푡) + 2 ln(푡) + 1
)−퐻−1 (ln2(푡)) = ln(푥) , ∀푥 ∈ ℝ>0
iff lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦 + 푦2
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) = 푦 , ∀ 푦 ∈ ℝ . (5.32)
In the following, it remains to prove the equivalence of (5.32) to
lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡) = 푦 , ∀ 푦 ∈ ℝ . (5.33)
Firstly, we verify that (5.32) implies (5.33) for all 푦 ∈ ℝ≥0. Secondly, we proof that (5.32) induces
(5.33) for all 푦 ∈ ℝ<0. Finally, we show that (5.33) implies 퐹 ∈ 풟푔푂푆 (Φ3,0).
(i) Let 푦 ∈ ℝ≥0, and suppose that (5.32) is fulfilled. Provided that 푡 is sufficiently large, for any
휀 > 0, it holds
퐻−1
(
푡+ 2
√
푡푦(1− 휀) + (푦(1− 휀))2)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡)
≤ 퐻
−1 (푡+ 2√푡푦)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) , (5.34)
as 퐻−1 is non-decreasing and as we have the equivalence
2
√
푡 푦(1− 휀) + (푦(1− 휀))2 ≤ 2√푡 푦 ⇔ (푦(1− 휀))
2
2 휀
≤ √푡 푦 ,
which is satisfied for any sufficiently large t. Moreover, as 퐻−1 is non-decreasing, it is
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) ≤ 퐻
−1 (푡+ 2√푡푦 + 푦2)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) . (5.35)
By making use of (5.32), (5.34) and (5.35), we obtain
푦(1− 휀) = lim inf
푡→∞
퐻−1
(
푡+ 2
√
푡푦(1− 휀) + (푦(1− 휀))2)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡)
Chapter 5. Extreme Value Theory for Generalized Order Statistics 135
≤ lim inf
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡)
≤ lim sup
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡)
≤ lim sup
푡→∞
퐻−1
(
푡+ 2
√
푡푦 + 푦2
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) = 푦 ,
and, thus,
lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) = 푦 . (5.36)
Finally, applying (5.36) two times, we get (5.33) by
lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡)
= lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡)︸ ︷︷ ︸
→푦
⋅ lim
푡→∞
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡)︸ ︷︷ ︸
→1
= 푦 .
In particular, we obtain that 퐹 ∈ 풟푔푂푆 (Φ3,0) implies that 퐻−1
(
푡+ 2
√
푡+ 1
) − 퐻−1 (푡) ∼
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡) as 푡→∞.
(ii) Let 푦 ∈ ℝ<0, and suppose that (5.32) is fulfilled. Provided that 푡 is sufficiently large, for any
휀 > 0, it holds
퐻−1
(
푡+ 2
√
푡푦(1 + 휀) + (푦(1 + 휀))2
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) ≤ 퐻
−1 (푡+ 2√푡푦)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) ,
since 퐻−1 is non-decreasing and since we have the equivalence
2
√
푡 푦(1 + 휀) + (푦(1 + 휀))2 ≤ 2√푡 푦 ⇔ − 푦(1 + 휀)
2
2 휀
≤ √푡 ,
which is satisfied for sufficiently large 푡. Then, arguing in the same way as in part (i) of this
proof, we obtain
lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡) = 푦 .
(iii) Finally, supposing that (5.33) holds, we verify that 퐹 ∈ 풟푔푂푆 (Φ3,0), i.e., that there are normal-
izing sequences (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푋
(푛)
∗ (푎푛 푥+ 푏푛) = lim
푛→∞푃
(
푋
(푛)
∗ − 푏푛
푎푛
≤ 푥
)
= Φ
(
2
√
푐푥
)
, ∀푥 ∈ ℝ . (5.37)
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Following the notations of Section 2.2, we make use of the representation
푋
(푛)
∗ = 퐹−1
⎛⎝1− 푛∏
푗=1
퐵푗,푛
⎞⎠ = 퐹−1
⎛⎝1− exp
⎛⎝− 푛∑
푗=1
퐶푗,푛
⎞⎠⎞⎠ = 퐻−1
⎛⎝ 푛∑
푗=1
퐶푗,푛
⎞⎠ , 푛 ∈ ℕ .
Further, we set
푎푛 = 퐻
−1
(
푡(1)푛 + 2
√
푡
(1)
푛
)
−퐻−1
(
푡(1)푛
)
, 푏푛 = 퐻
−1
(
푡(1)푛
)
, 푛 ∈ ℕ .
Then, we obtain
푋
(푛)
∗ − 푏푛
푎푛
=
퐻−1
(
푛∑
푗=1
퐶푗,푛
)
−퐻−1
(
푡
(1)
푛
)
퐻−1
(
푡
(1)
푛 + 2
√
푡
(1)
푛
)
−퐻−1
(
푡
(1)
푛
)
=
퐻−1
⎛⎝푡(1)푛 + 2√푡(1)푛
푛∑
푗=1
퐶푗,푛−푡(1)푛
√
푡
(2)
푛
√
푡
(2)
푛
2
√
푡
(1)
푛
⎞⎠−퐻−1 (푡(1)푛 )
퐻−1
(
푡
(1)
푛 + 2
√
푡
(1)
푛
)
−퐻−1
(
푡
(1)
푛
)
=
퐻−1
(
푡
(1)
푛 + 2
√
푡
(1)
푛 푀푛
√
푡
(2)
푛
2
√
푡
(1)
푛
)
−퐻−1
(
푡
(1)
푛
)
퐻−1
(
푡
(1)
푛 + 2
√
푡
(1)
푛
)
−퐻−1
(
푡
(1)
푛
) , 푛 ∈ ℕ ,
where 푀푛, 푛 ∈ ℕ, is defined in (2.7). Thus, due to (5.33), we can write
푋
(푛)
∗ − 푏푛
푎푛
= 푓푛
⎛⎜⎝푀푛 1
2
√√√⎷ 푡(2)푛
푡
(1)
푛
⎞⎟⎠ 푀푛 1
2
√√√⎷ 푡(2)푛
푡
(1)
푛
, 푛 ∈ ℕ , (5.38)
where lim
푛→∞ 푓푛(푥) = 1 for any 푥. By Theorem 2.24, the distribution function of 푀푛 converges
weakly to the distribution function Φ of the standard normal distribution. Moreover, by assump-
tion, lim
푛→∞
√
푡
(2)
푛 /푡
(1)
푛 = 1/
√
푐. Thus, by making use of representation (5.38) and the Lemma of
Slutsky (cf., e.g., Serfling 1980, p. 19), we get that the distribution function of
(
푋
(푛)
∗ − 푏푛
)
/푎푛
converges weakly to the distribution function of a normal distribution with mean zero and stan-
dard deviation 1/ (2
√
푐), denoted by Φ
0,1/(2
√
푐)
2 . Due to
Φ
0,1/(2
√
푐)
2(푥) = Φ
(
2
√
푐푥
)
, ∀푥 ∈ ℝ ,
assertion (5.37) follows.
All equivalences are proved.
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Remark 5.29. Note that in part (i) of the proof of Theorem 5.28 it is verified that 퐹 ∈ 풟푔푂푆 (Φ3,0)
implies that 퐻−1
(
푡+ 2
√
푡+ 1
)−퐻−1 (푡) ∼ 퐻−1 (푡+ 2√푡)−퐻−1 (푡) as 푡→∞ (see Remark 5.10).
Remark 5.30. Characterizing domains of record value attraction, in Resnick (1973a, Theorem 4.4)
a necessary and sufficient condition is provided that is very similar to proposition (5.31). In part (i)
of the preceding proof of Theorem 5.28 we are inspired by the arguments used by Resnick (1973a),
although in Resnick (1973a) it has been falsely made no distinction of cases according to our cases (i)
and (ii).
In the following, we apply Theorem 5.28 to verify that exponential, Weibull, logistic, reversed
Gumbel and reversed Fre´chet distribution functions are in the domain of gOS attraction of Φ3,0.
Example 5.31. (Exponential distribution)
We consider an exponential distribution with distribution function
퐹 (푥) = 퐹훼(푥) =
⎧⎨⎩1− exp (−훼푥) , 푥 > 0 ,0 , 푥 ≤ 0 , (5.39)
where 훼 ∈ ℝ>0 is a positive parameter. Correspondingly, the integrated hazard function is given by
퐻(푥) = 퐻훼(푥) =
⎧⎨⎩훼푥 , 푥 > 0 ,0 , 푥 ≤ 0 . (5.40)
With 퐻−1(푦) = 푦/훼, 푦 ∈ (0,∞), we obtain
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞ 푡+ 2
√
푡 푦 − 푡
푡+ 2
√
푡− 푡 = 푦 , ∀ 푦 ∈ ℝ .
Hence, by Theorem 5.28, we get 퐹 ∈ 풟푔푂푆 (Φ3,0). In view of Lemma 5.9 and Remark 5.10, appropriate
normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) are given by
푎푛 = 퐻
−1
(
푡(1)푛 + 2
√
푡
(1)
푛
)
−퐻−1
(
푡(1)푛
)
=
푡
(1)
푛 + 2
√
푡
(1)
푛
훼
− 푡
(1)
푛
훼
=
2
√
푡
(1)
푛
훼
, 푛 ∈ ℕ , (5.41)
푏푛 = 퐻
−1
(
푡(1)푛
)
=
푡
(1)
푛
훼
, 푛 ∈ ℕ .
Example 5.32. (Weibull distribution)
In this example we consider a Weibull distribution function
퐹 (푥) = 퐹훼,훽(푥) =
⎧⎨⎩1− exp
(−훼푥훽) , 푥 > 0 ,
0 , 푥 ≤ 0 ,
(5.42)
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with 훼, 훽 ∈ ℝ>0, and with integrated hazard function
퐻(푥) = 퐻훼,훽(푥) =
⎧⎨⎩훼푥훽 , 푥 > 0 ,0 , 푥 ≤ 0 , (5.43)
leading to 퐻−1(푦) = (푦/훼)1/훽, 푦 ∈ (0,∞). For any 푦 ∈ ℝ, we consider the limit
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞
(
푡+ 2
√
푡 푦
)1/훽 − 푡1/훽(
푡+ 2
√
푡
)1/훽 − 푡1/훽 = lim푡→∞
(
1 + 2 푦√
푡
)1/훽 − 1(
1 + 2√
푡
)1/훽 − 1 .
By applying l’Hoˆpital’s rule, we obtain
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞ 푦
(
1 + 2 푦√
푡
)1/훽−1
(
1 + 2√
푡
)1/훽−1 = 푦 , ∀ 푦 ∈ ℝ .
According to Theorem 5.28, we have 퐹 ∈ 풟푔푂푆 (Φ3,0). Moreover, by Lemma 5.9 and Remark 5.10,
normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) may be taken as
푎푛 =
⎛⎝ 푡(1)푛 + 2
√
푡
(1)
푛
훼
⎞⎠1/훽 −( 푡(1)푛
훼
)1/훽
, 푛 ∈ ℕ , (5.44)
푏푛 =
(
푡
(1)
푛
훼
)1/훽
, 푛 ∈ ℕ .
Example 5.33. (Logistic distribution)
We address a logistic distribution with distribution function
퐹 (푥) =
exp(푥)
1 + exp(푥)
, 푥 ∈ ℝ , (5.45)
and with integrated hazard function
퐻(푥) = ln (1 + exp(푥)) , 푥 ∈ ℝ , (5.46)
yielding 퐻−1(푦) = ln (exp(푦)− 1), 푦 ∈ (0,∞). Then, we consider the limit
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞ ln
(
exp
(
푡+ 2
√
푡 푦
)− 1)− ln (exp(푡)− 1)
ln
(
exp
(
푡+ 2
√
푡
)− 1)− ln (exp(푡)− 1)
= lim
푡→∞
ln
(
exp(푡+2
√
푡 푦)−1
exp(푡)−1
)
ln
(
exp(푡+2
√
푡)−1
exp(푡)−1
) = lim
푡→∞
ln
(
exp
(
2
√
푡 푦
) exp(푡)−exp(−2√푡 푦)
exp(푡)−1
)
ln
(
exp
(
2
√
푡
) exp(푡)−exp(−2√푡)
exp(푡)−1
)
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= lim
푡→∞
2
√
푡 푦 + ln
(
exp(푡)−exp(−2
√
푡 푦)
exp(푡)−1
)
2
√
푡+ ln
(
exp(푡)−exp(−2
√
푡)
exp(푡)−1
) , ∀ 푦 ∈ ℝ .
Due to
lim
푡→∞
exp(푡)− exp (−2√푡 푦)
exp(푡)− 1 = lim푡→∞
exp(푡)− 1 + 1
exp(푡)− 1 − lim푡→∞
exp
(−2√푡 푦)
exp(푡)− 1
=1 + lim
푡→∞
1
exp(푡)− 1 − lim푡→∞
exp
(−2√푡 푦)
exp(푡)− 1 = 1 , ∀ 푦 ∈ ℝ ,
we finally get
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = 푦 , ∀ 푦 ∈ ℝ .
Thus, by Theorem 5.28, 퐹 ∈ 풟푔푂푆 (Φ3,0). Applying Lemma 5.9 and Remark 5.10, appropriate nor-
malizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) are given by
푎푛 = ln
(
exp
(
푡(1)푛 + 2
√
푡
(1)
푛
)
− 1
)
− ln
(
exp
(
푡(1)푛
)
− 1
)
, 푛 ∈ ℕ , (5.47)
푏푛 = ln
(
exp
(
푡(1)푛
)
− 1
)
, 푛 ∈ ℕ .
Example 5.34. (Reversed Gumbel distribution)
We are concerned with a reversed Gumbel distribution having distribution function
퐹 (푥) = 1− exp (− exp(푥)) , 푥 ∈ ℝ , (5.48)
and integrated hazard function
퐻(푥) = exp(푥) , 푥 ∈ ℝ . (5.49)
With 퐻−1(푦) = ln(푦), 푦 ∈ (0,∞), we consider the limit
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞ ln
(
푡+ 2
√
푡 푦
)− ln(푡)
ln
(
푡+ 2
√
푡
)− ln(푡) = lim푡→∞ ln
(
1 + 2 푦√
푡
)
ln
(
1 + 2√
푡
) , ∀ 푦 ∈ ℝ .
By applying l’Hoˆpital’s rule, we obtain
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞ 푦
(
1 + 2√
푡
)
1 + 2 푦√
푡
= 푦 , ∀ 푦 ∈ ℝ .
Hence, by Theorem 5.28, we have verified that 퐹 ∈ 풟푔푂푆 (Φ3,0). Lemma 5.9 and Remark 5.10 yield
that appropriate normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) can be taken as
푎푛 = ln
(
푡(1)푛 + 2
√
푡
(1)
푛
)
− ln
(
푡(1)푛
)
= ln
⎛⎝1 + 2√
푡
(1)
푛
⎞⎠ , 푛 ∈ ℕ , (5.50)
푏푛 = ln
(
푡(1)푛
)
, 푛 ∈ ℕ .
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In the preceding examples we address distribution functions with infinite right endpoints that belong
to the domain of gOS attraction of Φ3,0. Below, the reversed Fre´chet distribution provides an example
of a distribution function with finite right endpoint that is attracted to Φ3,0.
Example 5.35. (Reversed Fre´chet distribution)
We examine a reversed Fre´chet distribution having distribution function
퐹 (푥) = 퐹훼(푥) =
⎧⎨⎩1− exp (−(−푥)−훼) , 푥 < 0 ,1 , 푥 ≥ 0 , (5.51)
with 훼 ∈ ℝ>0, and with 휔(퐹 ) = 0. The corresponding integrated hazard function has the form
퐻(푥) = 퐻훼(푥) = (−푥)−훼 , 푥 < 0 , (5.52)
with 퐻−1(푦) = −푦−1/훼, 푦 ∈ (0,∞). Applying l’Hoˆpital’s rule, we get the limit
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞
(
푡+ 2
√
푡 푦
)−1/훼 − 푡−1/훼(
푡+ 2
√
푡
)−1/훼 − 푡−1/훼
= lim
푡→∞
(
1 + 2 푦√
푡
)−1/훼 − 1(
1 + 2√
푡
)−1/훼 − 1 = lim푡→∞
푦
(
1 + 2 푦√
푡
)−1/훼−1
(
1 + 2√
푡
)−1/훼−1 = 푦 , ∀ 푦 ∈ ℝ .
As the necessary and sufficient condition (5.31) is fulfilled, it is 퐹 ∈ 풟푔푂푆 (Φ3,0). By Lemma 5.9 and
Remark 5.10, appropriate normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) are given
by
푎푛 =
(
푡(1)푛
)−1/훼 − (푡(1)푛 + 2√푡(1)푛 )−1/훼 , 푛 ∈ ℕ , (5.53)
푏푛 = −
(
푡(1)푛
)−1/훼
, 푛 ∈ ℕ .
By applying Theorem 5.28, we verify in the following example that the continuous uniform distri-
bution does not belong to the domain of gOS attraction of Φ3,0.
Example 5.36. (Continuous uniform distribution)
As in Example 5.23, we examine the distribution function 퐹 of a continuous uniform distribution on
[0, 1] given in (5.25), with right endpoint 휔(퐹 ) = 1, and with integrated hazard function 퐻 given in
(5.26), yielding 퐻−1(푦) = 1− exp(−푦), 푦 ∈ (0,∞). Then, for any 푦 ∈ ℝ>0, it is
lim
푡→∞
퐻−1
(
푡+ 2
√
푡 푦
)−퐻−1(푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1(푡) = lim푡→∞ exp(−푡)− exp
(−푡− 2√푡 푦)
exp(−푡)− exp (−푡− 2√푡) = lim푡→∞ 1− exp
(−2√푡 푦)
1− exp (−2√푡) = 1 ,
so that condition (5.31) is not satisfied. Hence, 퐹 /∈ 풟푔푂푆 (Φ3,0). Since it holds 퐹 /∈ 풟푔푂푆 (Φ2,휌) for
any 휌 ∈ ℝ>0, either (see Example 5.23), the continuous uniform distribution on [0, 1] does not belong
to the domain of gOS attraction of any non-degenerate distribution function.
Chapter 5. Extreme Value Theory for Generalized Order Statistics 141
Making use of Theorem 2.9 again, we derive another necessary and sufficient condition for a distri-
bution function 퐹 to belong to the domain of gOS attraction of Φ3,0, which is, however, not as easy
to handle as condition (5.31).
Theorem 5.37. Let 퐹 be a distribution function with integrated hazard function 퐻, with associated
distribution function 퐹푎푠 and set 푈푎푠 = 1/(1 − 퐹푎푠). Further, if 휔(퐹 ) < ∞, suppose that 퐹 is (left-)
continuous in 휔(퐹 ). Then,
퐹 ∈ 풟푔푂푆 (Φ3,0) iff 푈푎푠 ∈ Γ
iff there exists a positive function 푔 defined on (훼(퐹 ), 휔(퐹 )) such that
lim
푡↑휔(퐹 )
퐻 (푡+ 푥 푔(푡))−퐻(푡)
퐻1/2(푡)
= 2푥 , ∀푥 ∈ ℝ . (5.54)
In that case, normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ satisfying (5.2) with 퐽 = Φ3,0
can be taken as
푎푛 = 푔
(
퐻−1
(
푡(1)푛
))
, 푏푛 = 퐻
−1
(
푡(1)푛
)
, 푛 ∈ ℕ .
Proof. Duality Theorem 5.7 yields 퐹 ∈ 풟푔푂푆 (Φ3,0) iff 퐹푎푠 ∈ 풟표푂푆 (퐺3,0). The latter proposition
is equivalent to the condition that 푈푎푠 ∈ Γ is Γ−varying (cf. Theorem 2.9). By Definition A.7 and
Remark A.9, with 휔(퐹 ) = 휔 (퐹푎푠) and 훼(퐹 ) = 훼 (퐹푎푠), it holds 푈푎푠 ∈ Γ iff there exists a positive
function 푔 defined on (훼(퐹 ), 휔(퐹 )) such that
lim
푡↑휔(퐹 )
1− 퐹푎푠 (푡+ 푥 푔(푡))
1− 퐹푎푠(푡) = exp(−푥) , ∀푥 ∈ ℝ
⇔ lim
푡↑휔(퐹 )
exp
(−퐻1/2 (푡+ 푥 푔(푡)))
exp
(−퐻1/2(푡)) = exp(−푥) , ∀푥 ∈ ℝ
⇔ lim
푡↑휔(퐹 )
(
퐻1/2 (푡+ 푥 푔(푡))−퐻1/2(푡)
)
= 푥 , ∀푥 ∈ ℝ . (5.55)
It remains to verify that (5.55) is equivalent to (5.54). Note that it holds lim
푡↑휔(퐹 )
퐻1/2(푡) =∞. Then, the
equivalence of (5.54) and (5.55) is shown by using the same arguments as in the proof of Theorem 5.15.
Moreover, by definition, it holds 퐹푎푠 ∈ 풟표푂푆 (퐺3,0) iff there are normalizing constants (훼푛)푛∈ℕ ⊆ ℝ>0
and (훽푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푛
푎푠 (훼푛 푥+ 훽푛) = 퐺3,0(푥) , ∀푥 ∈ ℝ . (5.56)
According to Theorem 2.9, in (5.56) the normalizing constants can be chosen as
훼푛 = 푔
(
퐹−1푎푠
(
1− 1
푛
))
, 훽푛 = 퐹
−1
푎푠
(
1− 1
푛
)
, 푛 ∈ ℕ .
Applying the same arguments as in the proof of Lemma 5.9, we obtain
푎푛 = 푔
(
퐻−1
(
푡(1)푛
))
, 푏푛 = 퐻
−1
(
푡(1)푛
)
, 푛 ∈ ℕ ,
as possible normalizing constants in (5.2).
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Remark 5.38. By Theorem 2.9, an appropriate choice of the auxiliary function 푔 in (5.54) is provided
by
푔(푡) = (1− 퐹푎푠(푡))−1
휔(퐹 )∫
푡
(1− 퐹푎푠(푠)) d푠
= exp
(
퐻1/2(푡)
) 휔(퐹 )∫
푡
exp
(
−퐻1/2(푠)
)
d푠 , 푡 ∈ (훼(퐹 ), 휔(퐹 )) . (5.57)
When 휔(퐹 ) =∞, the function 푔 defined in (5.57) is possibly infinite. However, it is 퐹 ∈ 풟푔푂푆 (Φ3,0)
iff the function 푔 is finite and condition (5.54) holds (cf. Remark 2.10).
Given a distribution function 퐹 with infinite right endpoint 휔(퐹 ) =∞, supposing that the function
푔 defined in (5.57) is finite and regularly varying, we obtain the following simple property that is
necessary and sufficient for 퐹 ∈ 풟푔푂푆 (Φ3,0).
Theorem 5.39. Let 퐹 be distribution function with infinite right endpoint 휔(퐹 ) = ∞ and with
integrated hazard function 퐻. Assume that the function 푔 defined in (5.57) is finite, and suppose that
푔 ∈ 푅푉휌 is regularly varying with some index 휌 ∈ ℝ. Then,
퐹 ∈ 풟푔푂푆 (Φ3,0) iff lim
푡→∞ 푔(푡)/푡 = 0 .
Proof. Following Duality Theorem 5.7, we have 퐹 ∈ 풟푔푂푆 (Φ3,0) iff 퐹푎푠 ∈ 풟표푂푆 (퐺3,0). In Galambos
and Xu (1990, Theorem 1) it is proved that under the given assumptions lim
푡→∞ 푔(푡)/푡 = 0 is both
necessary und sufficient for 퐹푎푠 ∈ 풟표푂푆 (퐺3,0) and, thus, for 퐹 ∈ 풟푔푂푆 (Φ3,0).
Following Galambos and Xu (1990) again, an analogous result can be established for a distribution
function with finite right endpoint.
Theorem 5.40. Let 퐹 be distribution function with finite right endpoint 휔(퐹 ) <∞ and with integrated
hazard function 퐻. Assume that 푔
(
휔(퐹 )− 1푡
) ∈ 푅푉휌 is regularly varying with some index 휌 ∈ ℝ as
푡→∞, where the function 푔 is defined in (5.57). Then,
퐹 ∈ 풟푔푂푆 (Φ3,0) iff lim
푡→∞
(
푡 푔
(
휔(퐹 )− 1
푡
))
= 0 .
Proof. Applying Duality Theorem 5.7, it is 퐹 ∈ 풟푔푂푆 (Φ3,0) iff 퐹푎푠 ∈ 풟표푂푆 (퐺3,0). Moreover, under
the given the assumptions, it is shown by Galambos and Xu (1990, Theorem 2) that 퐹푎푠 ∈ 풟표푂푆 (퐺3,0)
iff lim
푡→∞ (푡 푔 (휔(퐹 )− 1/푡)) = 0. Hence, the assertion is proved.
Below, we present two examples of (already treated) distribution functions where Theorem 5.39 and
Theorem 5.40 are well applicable. Nevertheless, in general, these theorems are not as easy to handle
as Theorem 5.28.
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Example 5.41. (Exponential distribution)
As in Example 5.31, we address the distribution function 퐹 = 퐹훼 stated in (5.39), where 훼 ∈ ℝ>0,
with right endpoint 휔(퐹 ) = ∞, left endpoint 훼(퐹 ) = 0, and with integrated hazard function 퐻 given
in (5.40). Verifying the assumptions of Theorem 5.39, firstly, we have
푔(푡) = exp
(√
훼 푡
) ∞∫
푡
exp
(−√훼 푠) d푠 = exp(√훼 푡) ∞∫
√
푡
2푢 exp
(−√훼푢) d푢
= exp
(√
훼 푡
) ⎛⎜⎝2√푡√
훼
exp
(
−√훼 푡
)
+
2√
훼
∞∫
√
푡
exp
(−√훼푢) d푢
⎞⎟⎠
= exp
(√
훼 푡
) (2√푡√
훼
exp
(
−√훼 푡
)
+
2
훼
exp
(
−√훼 푡
))
= exp
(√
훼 푡
) 2√훼 푡+ 2
훼 exp
(√
훼 푡
) = 2√훼 푡+ 2
훼
<∞ , ∀ 푡 ∈ (0,∞) .
Secondly, by applying l’Hoˆpital’s rule,
lim
푡→∞
푔(푡푥)
푔(푡)
= lim
푡→∞
2
√
훼 푡푥+ 2
2
√
훼 푡+ 2
= 푥1/2 , ∀푥 ∈ ℝ>0 ,
i.e., 푔 ∈ 푅푉1/2 is regularly varying with index 1/2. Then, by applying Theorem 5.39, the limit
lim
푡→∞
푔(푡)
푡
=
2
√
훼 푡+ 2
훼 푡
= lim
푡→∞
2√
훼 푡
+ lim
푡→∞
2
훼 푡
= 0
provides that 퐹 ∈ 풟푔푂푆 (Φ3,0). Moreover, following Theorem 5.37, with 퐻−1(푦) = 푦/훼, 푦 ∈ (0,∞),
normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ in (5.2) can be chosen as
푎푛 = 푔
(
퐻−1
(
푡(1)푛
))
= 푔
(
푡
(1)
푛
훼
)
=
2
√
푡
(1)
푛 + 2
훼
, 푛 ∈ ℕ , (5.58)
푏푛 = 퐻
−1
(
푡(1)푛
)
=
푡
(1)
푛
훼
, 푛 ∈ ℕ .
Note that the normalizing sequences given in (5.41) and (5.58) are asymptotically equivalent as 푛→∞,
i.e., it is
lim
푛→∞
2
√
푡
(1)
푛 +2
훼
2
√
푡
(1)
푛
훼
= lim
푛→∞
⎛⎝1 + 1√
푡
(1)
푛
⎞⎠ = 1 .
Example 5.42. Coming back to Example 5.25, we consider the distribution function 퐹 = 퐹휌 given in
(5.27), where 휌 ∈ ℝ>0, which has finite right endpoint 휔(퐹 ) <∞ and left endpoint 훼(퐹 ) = 휔(퐹 )− 1.
With integrated hazard function 퐻 stated in (5.28), following formula (5.57), it is
푔(푡) = (휔(퐹 )− 푡)−휌/(2
√
푐)
휔(퐹 )∫
푡
(휔(퐹 )− 푠)휌/(2
√
푐) d푠
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= (휔(퐹 )− 푡)−휌/(2
√
푐) 2
√
푐
휌+ 2
√
푐
(휔(퐹 )− 푡)휌/(2
√
푐)+1
=
2
√
푐
휌+ 2
√
푐
(휔(퐹 )− 푡) , 푡 ∈ (휔(퐹 )− 1, 휔(퐹 )) .
Thus, we obtain
lim
푡→∞
푔
(
휔(퐹 )− 1푡푥
)
푔
(
휔(퐹 )− 1푡
) = 푥−1 , ∀푥 ∈ ℝ>0 ,
i.e., 푔
(
휔(퐹 )− 1푡
) ∈ 푅푉−1 is regularly varying with index −1 as 푡 → ∞. Hence, the assumptions of
Theorem 5.40 are satisfied. Then, due to
lim
푡→∞
(
푡 푔
(
휔(퐹 )− 1
푡
))
=
2
√
푐
휌+ 2
√
푐
,
it holds 퐹 /∈ 풟푔푂푆 (Φ3,0). However, in Example 5.25 it is verified that 퐹 ∈ 풟푔푂푆 (Φ2,휌).
Given a distribution function 퐹 with infinite right endpoint 휔(퐹 ) = ∞, the next theorem states a
necessary condition for 퐹 to be in the domain of gOS attraction of Φ3,0.
Theorem 5.43. Let 퐹 be a distribution function with 휔(퐹 ) =∞ and with integrated hazard function
퐻. If 퐹 ∈ 풟푔푂푆 (Φ3,0), then
lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
=∞ , ∀푥 ∈ ℝ>1 . (5.59)
Proof. Duality Theorem 5.7 yields that the assumption 퐹 ∈ 풟푔푂푆 (Φ3,0) implies 퐹푎푠 ∈ 풟표푂푆 (퐺3,0).
Moreover, if 휔(퐹 ) = 휔 (퐹푎푠) = ∞, a necessary condition for 퐹푎푠 to belong to the domain of oOS
attraction of 퐺3,0 is given by (cf. Gnedenko 1943, Corollaire 1)
lim
푡→∞
1− 퐹푎푠(푡푥)
1− 퐹푎푠(푡) = 0 , ∀푥 ∈ ℝ>1
⇔ lim
푡→∞
exp
(−퐻1/2(푡푥))
exp
(−퐻1/2(푡)) = 0 , ∀푥 ∈ ℝ>1
⇔ lim
푡→∞ exp
(
−
(
퐻1/2(푡푥)−퐻1/2(푡)
))
= 0 , ∀푥 ∈ ℝ>1
⇔ lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
=∞ , ∀푥 ∈ ℝ>1 .
The assertion is proved.
By applying Theorem 5.43, we verify in the examples below that Pareto and standard Cauchy
distribution functions do not belong to the domain of gOS attraction of Φ3,0.
Example 5.44. (Pareto distribution)
As in Example 5.16, we consider the distribution function 퐹 = 퐹훼 given in (5.14) of a Pareto distri-
bution, with 훼 ∈ ℝ>0, with infinite right endpoint 휔(퐹 ) = ∞ and with integrated hazard function 퐻
Chapter 5. Extreme Value Theory for Generalized Order Statistics 145
stated in (5.15). Due to
lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
= lim
푡→∞
(√
훼 ln(푡푥)−
√
훼 ln(푡)
)
= lim
푡→∞
훼 ln(푡푥)− 훼 ln(푡)√
훼 ln(푡푥) +
√
훼 ln(푡)
= lim
푡→∞
훼 ln(푥)√
훼 ln(푡푥) +
√
훼 ln(푡)
= 0 , ∀푥 ∈ ℝ>1 ,
the necessary condition (5.59) is not fulfilled, i.e., 퐹 /∈ 풟푔푂푆 (Φ3,0). Since it is 퐹 /∈ 풟푔푂푆 (Φ1,휌) for
any 휌 ∈ ℝ>0, either (see Example 5.16), the Pareto distribution function does not belong to the domain
of gOS attraction of any non-degenerate limit distribution function.
Example 5.45. (Standard Cauchy distribution)
As in Example 5.17, we address a standard Cauchy distribution with distribution function F and
integrated hazard function 퐻 given in (5.16) and (5.17), respectively, where 휔(퐹 ) = ∞. For any
푥 ∈ ℝ>1, we consider the limit
lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
= lim
푡→∞
(√
− ln
(
1
2
− 1
휋
arctan(푡푥)
)
−
√
− ln
(
1
2
− 1
휋
arctan(푡)
))
= lim
푡→∞
− ln (12 − 1휋 arctan(푡푥))− (− ln (12 − 1휋 arctan(푡)))√
− ln (12 − 1휋 arctan(푡푥))+√− ln (12 − 1휋 arctan(푡)) .
Note that lim
푡→∞ arctan(푡) =
휋
2 . On the one hand, by applying l’Hoˆpital’s rule, we obtain
lim
푡→∞
(
− ln
(
1
2
− 1
휋
arctan(푡푥)
)
−
(
− ln
(
1
2
− 1
휋
arctan(푡)
)))
= − ln
(
lim
푡→∞
1
2 − 1휋 arctan(푡푥)
1
2 − 1휋 arctan(푡)
)
= − ln
(
lim
푡→∞
푥(1 + 푡2)
1 + (푡푥)2
)
= − ln
(
lim
푡→∞
푥
(
1 + 1
푡2
)
푥2 + 1
푡2
)
= ln(푥) , ∀푥 ∈ ℝ>1 .
On the other hand, it is
lim
푡→∞
(√
− ln
(
1
2
− 1
휋
arctan(푡푥)
)
+
√
− ln
(
1
2
− 1
휋
arctan(푡)
))
=∞ , ∀푥 ∈ ℝ>1 .
Thus,
lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
= 0, ∀푥 ∈ ℝ>1 ,
i.e., by Theorem 5.43, 퐹 /∈ 풟푔푂푆 (Φ3,0). Since it holds 퐹 /∈ 풟푔푂푆 (Φ1,휌) for any 휌 ∈ ℝ>0, either
(see Example 5.17), the standard Cauchy distribution function does not belong to the domain of gOS
attraction of any non-degenerate limit distribution function.
Given a distribution function 퐹 with infinite right endpoint 휔(퐹 ) = ∞, the following theorem
provides a necessary and sufficient condition for 퐹 to belong to the domain of gOS attraction of Φ3,0
for a particular choice of the normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0.
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Theorem 5.46. Let 퐹 be a distribution function with infinite right endpoint 휔(퐹 ) = ∞ and with
integrated hazard function 퐻. Further, denote by 퐹푋
(푛)
∗ the distribution function of the 푛−th gener-
alized order statistic with baseline distribution function 퐹 , where 푛 ∈ ℕ. Then, there are normalizing
constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푋
(푛)
∗ (푎 푥+ 푏푛) = Φ3,0 (푥) , ∀푥 ∈ ℝ , (5.60)
iff there is a constant 휌 ∈ ℝ>0 such that
lim
푡→∞
퐻 (ln(푡푥))−퐻 (ln(푡))
퐻1/2 (ln(푡))
= 2 휌 ln(푥) , ∀푥 ∈ ℝ>0 . (5.61)
In this case, it holds 푎 = 휌−1.
Proof. Following the arguments in Cramer (2003, Section 5.5, pp. 126 ff.), see also Section 2.2.3,
condition (5.60) holds iff
lim
푛→∞
− ln 퐹¯ (푎 푥+ 푏푛)− 푡(1)푛√
푡
(2)
푛
= 2
√
푐 푥 , ∀푥 ∈ ℝ . (5.62)
Moreover, applying the same arguments as Cramer (2003, Lemma 5.5.5, pp. 131-132), see also the
outline of the proof of Lemma 2.25, it is (5.62) iff
lim
푛→∞
(√
− ln 퐹¯ (푎 푥+ 푏푛)−
√
푡
(1)
푛
)
= 푥 , ∀푥 ∈ ℝ ,
and, in terms of the associated distribution function 퐹푎푠, iff
lim
푛→∞ exp
(√
푡
(1)
푛
)
(1− 퐹푎푠 (푎 푥+ 푏푛)) = exp(−푥) = − ln퐺3,0(푥) , ∀푥 ∈ ℝ .
Hence, it holds (5.62) iff there are normalizing constants 훼 ∈ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞푛 (1− 퐹푎푠 (훼푥+ 훽푛)) = − ln퐺3,0(푥) , ∀푥 ∈ ℝ , (5.63)
where the normalizing constants in (5.62) and (5.63) are related by
푎 = 훼 , 푏푛 = 훽⌊
exp
(√
푡
(1)
푛
)⌋ , 푛 ∈ ℕ .
Further, with 휔 (퐹푎푠) = 휔(퐹 ) =∞, proposition (5.63) holds iff there is a constant 휌 ∈ ℝ>0 such that
(cf. Gnedenko 1943, The´ore`me 8)
lim
푡→∞
1− 퐹푎푠 (ln(푡푥))
1− 퐹푎푠 (ln(푡)) = 푥
−휌 , ∀푥 ∈ ℝ>0
⇔ lim
푡→∞
exp
(−퐻1/2(ln(푡푥)))
exp
(−퐻1/2(ln(푡))) = 푥−휌 , ∀푥 ∈ ℝ>0
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⇔ lim
푡→∞
(
퐻1/2 (ln(푡푥))−퐻1/2 (ln(푡))
)
= 휌 ln(푥) , ∀푥 ∈ ℝ>0 , (5.64)
where 푎 = 훼 = 휌−1. It remains to verify that condition (5.64) is equivalent to condition (5.61).
Making use of lim
푡→∞퐻
1/2 (ln(푡)) = ∞, this is done in the same way as in the proof of Theorem 5.15.
The assertion is proved.
Observing that condition (5.61) shows some similarity to condition (5.9), we find the following
alternative proof of Theorem 5.46.
Proof. Suppose that there are normalizing constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푋
(푛)
∗ (푎 푥+ 푏푛) = Φ3,0 (푥) , ∀푥 ∈ ℝ . (5.65)
As the normalizing constant 푎 ∈ ℝ>0 does not depend on 푛 ∈ ℕ, relation (5.65) is equivalent to
lim
푛→∞퐹
푋
(푛)
∗ (푥+ 푏푛) = Φ3,0
(푥
푎
)
= Φ3,0 (휌푥) , ∀푥 ∈ ℝ , (5.66)
where 휌−1 = 푎. Setting 푥 = ln(푦), 푦 ∈ ℝ>0, and 푏푛 = ln(˜푏푛), 푏˜푛 ∈ ℝ>0, 푛 ∈ ℕ, condition (5.66) is
equivalent to
lim
푛→∞퐹
푋
(푛)
∗
(
ln
(
푏˜푛 푦
))
= Φ3,0 (휌 ln(푦)) , ∀ 푦 ∈ ℝ>0 . (5.67)
We note that it is Φ3,0 (휌 ln(푦)) = Φ1,2
√
푐휌(푦) for any 푦 ∈ ℝ>0. Moreover, we define the distribution
function
퐹˜ (푦) =
⎧⎨⎩퐹 (ln(푦)) , 푦 > 0 ,0 , 푦 ≤ 0 . (5.68)
Then, making use of the notation introduced in Section 2.2.1, the distribution function 퐹˜푋
(푛)
∗ of the
푛−th generalized order statistic 푋(푛)∗ with baseline distribution function 퐹˜ is given by
퐹˜푋
(푛)
∗ (푦) = 푃
⎛⎝ 푛∑
푗=1
퐶푗,푛 ≤ − ln
(
1− 퐹˜ (푦)
)⎞⎠
=
⎧⎨⎩
푃
(
푛∑
푗=1
퐶푗,푛 ≤ − ln (1− 퐹 (ln(푦)))
)
= 퐹푋
(푛)
∗ (ln(푦)) , 푦 > 0 ,
푃
(
푛∑
푗=1
퐶푗,푛 ≤ 0
)
= 0 , 푦 ≤ 0 .
Thus, relation (5.67) is equivalent to
lim
푛→∞ 퐹˜
푋
(푛)
∗
(
푏˜푛 푦
)
= Φ1,2
√
푐휌(푦) , ∀ 푦 ∈ ℝ , (5.69)
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i.e., 퐹˜ belongs to the domain of gOS attraction of Φ1,2
√
푐휌. Denoting by 퐻˜ the integrated hazard
function of 퐹˜ , Theorem 5.15 provides that (5.69) holds iff
lim
푡→∞
퐻˜(푡푥)− 퐻˜(푡)
퐻˜1/2(푡)
= 2 휌 ln(푥) , ∀푥 ∈ ℝ>0 .
Hence, due to
퐻˜(푦) = − ln
(
1− 퐹˜ (푦)
)
= − ln (1− 퐹 (ln(푦))) = 퐻 (ln(푦)) , 푦 ∈ ℝ>0 ,
the assertion is proved.
Remark 5.47. According to Lemma 5.9, normalizing constants
(
푏˜푛
)
푛∈ℕ
⊆ ℝ>0 in (5.69) may be
taken as 푏˜푛 = 퐻˜
−1
(
푡
(1)
푛
)
, 푛 ∈ ℕ, where 퐻˜ is the integrated hazard function of 퐹˜ defined in (5.68).
Thus, the latter proof of Theorem 5.46 provides that appropriate normalizing constants (푏푛)푛∈ℕ ⊆ ℝ
in (5.60) are given by 푏푛 = ln
(
퐻˜−1
(
푡
(1)
푛
))
, 푛 ∈ ℕ.
As seen in examples 5.31, 5.33 and 5.34, exponential, logistic and reversed Gumbel distribution
functions belong to the domain of gOS attraction of Φ3,0. In contrast, as verified in the examples
below, there do not exist any normalizing constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that (5.60) holds.
Example 5.48. (Exponential distribution)
As in Example 5.31, we address the distribution function 퐹 = 퐹훼 of an exponential distribution given
in (5.39), where 훼 ∈ ℝ>0, which has right endpoint 휔(퐹 ) =∞ and integrated hazard function 퐻 stated
in (5.40). Correspondingly, we obtain the limit
lim
푡→∞
퐻 (ln(푡푥))−퐻 (ln(푡))
퐻1/2 (ln(푡))
= lim
푡→∞
훼 ln(푡푥)− 훼 ln(푡)√
훼 ln(푡)
=
√
훼 lim
푡→∞
ln(푥)√
ln(푡)
= 0 , ∀푥 ∈ ℝ>0 .
Hence, by Theorem 5.46, there do not exist any normalizing constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such
that (5.60) is satisfied.
Example 5.49. (Logistic distribution)
As in Example 5.33, we are concerned with a logistic distribution with distribution function 퐹 and
integrated hazard function 퐻 given in (5.45) and (5.46), respectively, where 휔(퐹 ) = ∞. For any
푥 ∈ ℝ>0, we consider the limit
lim
푡→∞
퐻 (ln(푡푥))−퐻 (ln(푡))
퐻1/2 (ln(푡))
= lim
푡→∞
ln(1 + 푡푥)− ln(1 + 푡)√
ln(1 + 푡)
,
where, by applying l’Hoˆpital’s rule,
lim
푡→∞ (ln(1 + 푡푥)− ln(1 + 푡)) = ln
(
lim
푡→∞
1 + 푡푥
1 + 푡
)
= ln(푥) .
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Thus,
lim
푡→∞
퐻 (ln(푡푥))−퐻 (ln(푡))
퐻1/2 (ln(푡))
= 0 , ∀푥 ∈ ℝ>0 .
Following Theorem 5.46, there do not exist any normalizing constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such
that (5.60) holds.
Example 5.50. (Reversed Gumbel distribution)
In this example, as in Example 5.34, we consider a reversed Gumbel distribution with distribution
function 퐹 and integrated hazard function 퐻 given in (5.48) and (5.49), respectively, where 휔(퐹 ) =∞.
Due to the limit
lim
푡→∞
퐻 (ln(푡푥))−퐻 (ln(푡))
퐻1/2 (ln(푡))
= lim
푡→∞
푡푥− 푡√
푡
= lim
푡→∞
√
푡 (푥− 1) =
⎧⎨⎩
−∞ , 푥 ∈ (0, 1) ,
0 , 푥 = 1 ,
∞ , 푥 > 1 ,
the necessary and sufficient condition (5.61) is not satisfied. Hence, there do not exist any normalizing
constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that (5.60) fulfilled.
In the case of a Weibull distribution function 퐹 = 퐹훼,훽 , see Example 5.32, it depends on the choice
of the distribution parameter 훽 ∈ ℝ>0 whether proposition (5.60) is satisfied. If 훽 = 1, then there do
not exist any normalizing constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that (5.60) holds, as it is verified
in Example 5.48. In contrast, if 훽 = 2, there are constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that (5.60)
is fulfilled, as it is shown in the example below.
Example 5.51. (Weibull distribution)
As in Example 5.32, we consider a Weibull distribution with distribution function 퐹 = 퐹훼,훽 given in
(5.42), where 훼, 훽 ∈ ℝ>0 and 휔(퐹 ) =∞. If we choose 훽 = 2 and 훼 ∈ ℝ>0 arbitrary, the corresponding
integrated hazard function is given by
퐻(푥) = 퐻훼,2(푥) =
⎧⎨⎩훼푥2 , 푥 > 0 ,0 , 푥 ≤ 0 ,
and we obtain the relation
lim
푡→∞
퐻 (ln(푡푥))−퐻 (ln(푡))
퐻1/2 (ln(푡))
= lim
푡→∞
훼 ln2(푡푥)− 훼 ln2(푡)√
훼 ln2(푡)
=
√
훼 lim
푡→∞
ln2(푥) + 2 ln(푡) ln(푥)
ln(푡)
=
√
훼 lim
푡→∞
ln2(푥)
ln(푡)
+ 2
√
훼 ln(푥) = 2
√
훼 ln(푥) , ∀푥 ∈ ℝ>0.
Thus, according to Theorem 5.46, there are normalizing constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such
that (5.60) holds. In particular, we have 푎 = 1/
√
훼. Moreover, due to 퐻˜(푦) = 퐻 (ln(푦)) = 훼 ln2(푦),
푦 ∈ ℝ>0, and, thus, 퐻˜−1(푦) = exp
(√
푦/훼
)
, 푦 ∈ ℝ>0, we may take 푏푛 = ln
(
퐻˜−1
(
푡
(1)
푛
))
=
√
푡
(1)
푛 /훼,
푛 ∈ ℕ (see Remark 5.47).
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The difficulty in finding integrated hazard functions other than of the form 퐻(푥) = 훼푥2, 푥 ∈ ℝ>0,
where 훼 ∈ ℝ>0, such that (5.60) is fulfilled, is explained by the fact that relation (5.60) implies
퐻1/2(푥) ∼ 푎−1푥 , 푥→∞ ,
as the following theorem provides.
Theorem 5.52. Let 퐹 be a distribution function with infinite right endpoint 휔(퐹 ) = ∞ and with
integrated hazard function 퐻. Further, denote by 퐹푋
(푛)
∗ the distribution function of the 푛−th general-
ized order statistic 푋
(푛)
∗ with baseline distribution function 퐹 , where 푛 ∈ ℕ. If there are normalizing
constants 푎 ∈ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푋
(푛)
∗ (푎 푥+ 푏푛) = Φ3,0 (푥) , ∀푥 ∈ ℝ , (5.70)
then
퐻1/2(푥) ∼ 푎−1푥 , 푥→∞ . (5.71)
Proof. Following the second proof of Theorem 5.46, relation (5.70) holds iff 퐹˜ ∈ 풟푔푂푆
(
Φ1,2
√
푐휌
)
,
with 휌 = 푎−1 and with 퐹˜ as in (5.68). According to Theorem 5.20, 퐹˜ ∈ 풟푔푂푆
(
Φ1,2
√
푐휌
)
yields
퐻˜1/2(푦) ∼ 푎−1 ln(푦) , 푦 →∞.
Due to 퐻˜(푦) = 퐻 (ln(푦)), 푦 ∈ ℝ>0, we get
퐻1/2 (ln(푦)) ∼ 푎−1 ln(푦) , 푦 →∞,
and, thus, by setting 푥 = ln(푦), 푦 ∈ ℝ>0 ,
퐻1/2(푥) ∼ 푎−1푥 , 푥→∞ .
The assertion is proved.
Remark 5.53. In Theorem 5.52 relation (5.71) is necessary but not sufficient for proposition (5.70),
i.e., there are distribution functions that satisfy (5.71) for some 푎 ∈ ℝ>0 but not (5.70). Let 푎 ∈ ℝ>0,
then, one example is given by
퐻1/2(푥) = 푎−1 (푥+ sin(푥)) , 푥 ∈ ℝ>0 .
Obviously, condition (5.71) is satisfied as it holds
lim
푥→∞
퐻1/2(푥)
푎−1푥
= 1 + lim
푥→∞
sin(푥)
푥
= 1 .
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However, due to 퐻˜1/2(푥) = 퐻1/2 (ln(푥)) = 푎−1 (ln(푥) + sin (ln(푥))), 푥 ∈ ℝ>1, the corresponding
distribution function 퐹˜ defined in (5.68) does not belong to the domain of gOS attraction of Φ1,2
√
푐휌
(see Remark 5.21), where 휌 = 푎−1. Thus, following the arguments of the second proof of Theorem
5.46, we obtain equivalently that proposition (5.70) is not fulfilled. Analogously, another example is
provided by
퐻1/2(푥) = 푎−1 (푥− cos(푥) + 1) , 푥 ∈ ℝ>0 .
5.3.4. Von Mises’ Conditions
Supposing that a distribution function 퐹 has a positive derivative 푓 on (푡0, 휔(퐹 )), where 푡0 < 휔(퐹 ), in
the following, we prove two theorems which state sufficient conditions for 퐹 to belong to the domain
of gOS statistic attraction of Φ1,휌 and Φ2,휌, respectively, for some 휌 ∈ ℝ>0. These sufficient conditions
are derived by making use of the well-known von Mises’ conditions (see Section 2.1.2 and the references
therein).
Remark 5.54. Let 퐹 be a distribution function and assume that there is a constant 푡0 < 휔(퐹 ) such
that 퐹 has a derivative 푓 on (푡0, 휔(퐹 )). Then, due to the chain rule, 퐹푎푠 has a derivative 푓푎푠 on
(푡0, 휔(퐹 )) as well and it holds
푓푎푠(푡) =
ℎ(푡)
2퐻1/2(푡)
exp
(
−퐻1/2(푡)
)
, 푡 ∈ (푡0, 휔(퐹 )) , (5.72)
with ℎ(푡) = 푓(푡)/(1 − 퐹 (푡)), 푡 ∈ (푡0, 휔(퐹 )), being the hazard rate of 퐹 . In view of (5.72), for any
푡 ∈ (푡0, 휔(퐹 )), if 푓(푡) > 0, then also 푓푎푠(푡) > 0.
Theorem 5.55. Let 퐹 be a distribution function with infinite right endpoint 휔(퐹 ) = ∞, integrated
hazard function 퐻 and hazard rate ℎ. Suppose that 퐹 has a positive derivative on (푡0,∞), where
푡0 <∞. If for some 휌 ∈ ℝ>0
lim
푡→∞
푡 ℎ(푡)
퐻1/2(푡)
=
휌√
푐
, (5.73)
then 퐹 ∈ 풟푔푂푆 (Φ1,휌).
Proof. According to Remark 5.54, 퐹푎푠 has a positive derivative 푓푎푠 on (푡0,∞) that is given by (5.72).
Moreover, by condition (5.73), it holds
lim
푡→∞
푡 푓푎푠(푡)
1− 퐹푎푠(푡) = lim푡→∞
푡 ℎ(푡)
2퐻1/2(푡)
=
휌
2
√
푐
,
which implies 퐹푎푠 ∈ 풟표푂푆
(
퐺1, 휌
2
√
푐
)
(cf. Theorem 2.11). Finally, Duality Theorem 5.7 provides 퐹 ∈
풟푔푂푆 (Φ1,휌). The assertion is proved.
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Example 5.56. Coming back to Example 5.19, we consider the distribution function 퐹 = 퐹휌 given in
(5.18), where 휌 ∈ ℝ>0, which has infinite right endpoint 휔(퐹 ) =∞. With integrated hazard function
퐻 stated in (5.19) and hazard rate
ℎ(푡) =
⎧⎨⎩
휌2
2 푐
ln(푡)
푡 , 푡 > 1
0 , 푡 ≤ 1 ,
it is easily seen that
lim
푡→∞
푡 ℎ(푡)
퐻1/2(푡)
= lim
푡→∞
휌√
푐
=
휌√
푐
.
Hence, by Theorem 5.55, 퐹 ∈ 풟푔푂푆 (Φ1,휌). However, there is a difficulty in finding other distribution
functions 퐹 that satisfy relation (5.73) for some 휌 ∈ ℝ>0, as, according to Theorem 5.20, a necessary
condition is given by 퐻1/2(푡) ∼ 휌
2
√
푐
ln(푡), 푡→∞.
Theorem 5.57. Let 퐹 be a distribution function with finite right endpoint 휔(퐹 ) < ∞, integrated
hazard function 퐻 and hazard rate ℎ. Suppose that 퐹 has a positive derivative on (푡0, 휔(퐹 )), where
푡0 < 휔(퐹 ). If for some 휌 ∈ ℝ>0
lim
푡↑휔(퐹 )
(휔(퐹 )− 푡) ℎ(푡)
퐻1/2(푡)
=
휌√
푐
, (5.74)
then 퐹 ∈ 풟푔푂푆 (Φ2,휌).
Proof. In view of Remark 5.54, 퐹푎푠 has a positive derivative 푓푎푠 on (푡0, 휔(퐹 )) which is stated in
(5.72). Furthermore, due to condition (5.74), we have
lim
푡↑휔(퐹 )
(휔(퐹 )− 푡) 푓푎푠(푡)
1− 퐹푎푠(푡) = lim푡↑휔(퐹 )
(휔(퐹 )− 푡) ℎ(푡)
2퐻1/2(푡)
=
휌
2
√
푐
,
yielding 퐹푎푠 ∈ 풟표푂푆
(
퐺2, 휌
2
√
푐
)
(cf. Theorem 2.12). Following Duality Theorem 5.7, we obtain 퐹 ∈
풟푔푂푆 (Φ2,휌). The assertion is proved.
Example 5.58. As in Example 5.25, we consider the distribution function 퐹 = 퐹휌 given in (5.27),
where 휌 ∈ ℝ>0, which has finite right endpoint 휔(퐹 ) < ∞. With integrated hazard function 퐻 stated
in (5.28) and hazard rate
ℎ(푡) =
⎧⎨⎩0 , 푡 ≤ 휔(퐹 )− 1 ,− 휌22 푐 ln(휔(퐹 )−푡)휔(퐹 )−푡 , 푡 ∈ (휔(퐹 )− 1, 휔(퐹 )) ,
we directly get
lim
푡↑휔(퐹 )
(휔(퐹 )− 푡) ℎ(푡)
퐻1/2(푡)
= lim
푡↑휔(퐹 )
휌√
푐
=
휌√
푐
,
so that, by Theorem 5.57, 퐹 ∈ 풟푔푂푆 (Φ2,휌). However, the difficulty in finding other distribution
functions 퐹 fulfilling relation (5.74) for some 휌 ∈ ℝ>0 is explained by the fact that a necessary
condition is given by 퐻1/2(푡) ∼ − 휌
2
√
푐
ln (휔(퐹 )− 푡), 푡↗ 휔(퐹 ) (cf. Theorem 5.26).
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If, additionally, the distribution function 퐹 has a second derivative 푓 ′ on (푡0, 휔(퐹 )), then 퐹푎푠 has
a second derivative 푓 ′푎푠 on (푡0, 휔(퐹 )) as well, and the following sufficient domain of gOS attraction
criteria can be derived.
Theorem 5.59. Let 퐹 be a distribution function with right endpoint 휔(퐹 ), integrated hazard function
퐻 and hazard rate ℎ. If 휔(퐹 ) <∞, suppose that 퐹 is (left-) continuous in 휔(퐹 ). Assume that 퐹 has
a positive derivative 푓 on (푡0, 휔(퐹 )), where 푡0 < 휔(퐹 ). Further, assume that 퐹 has a second derivative
푓 ′ on (푡0, 휔(퐹 )). If for some 휌 ∈ ℝ>0
lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
=
⎧⎨⎩
−
√
푐
휌 ,√
푐
휌 ,
0 ,
(5.75)
then
퐹 ∈
⎧⎨⎩
풟푔푂푆 (Φ1,휌) .
풟푔푂푆 (Φ2,휌) .
풟푔푂푆 (Φ3,0) .
Moreover, if lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= 0, normalizing constants satisfying (5.2) with 퐽 = Φ3,0 can always be
taken as
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
, 푛 ≥ 푛0 , (5.76)
푏푛 = 퐻
−1
(
푡(1)푛
)
, 푛 ∈ ℕ ,
with 푛0 ∈ ℕ in (5.76) such that 퐹 is continuous in 퐹−1
(
1− exp
(
−푡(1)푛
))
for all 푛 ≥ 푛0.
Proof. By assumption, 퐹푎푠 has first and second derivatives 푓푎푠 and 푓
′
푎푠 on (푡0, 휔(퐹 )), respectively,
where 푓푎푠(푡) > 0 for all 푡 ∈ (푡0, 휔(퐹 )). Moreover, it is
∂
∂푡
(
1− 퐹푎푠(푡)
푓푎푠(푡)
)
=
∂
∂푡
(
2퐻1/2(푡)
ℎ(푡)
)
=
1
퐻1/2(푡)
− 2퐻
1/2(푡)ℎ′(푡)
ℎ2(푡)
, 푡 ∈ (푡0, 휔(퐹 )) .
Due to lim
푡↑휔(퐹 )
퐻1/2(푡) =∞, relation (5.75) implies
lim
푡↑휔(퐹 )
∂
∂푡
(
1− 퐹푎푠(푡)
푓푎푠(푡)
)
=
⎧⎨⎩
2
√
푐
휌 ,
− 2
√
푐
휌 ,
0 ,
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and, thus (cf. Theorem 2.13),
퐹푎푠 ∈
⎧⎨⎩
풟표푂푆
(
퐺1, 휌
2
√
푐
)
.
풟표푂푆
(
퐺2, 휌
2
√
푐
)
.
풟표푂푆 (퐺3,0) .
Hence, by applying Duality Theorem 5.7, the sufficiency of condition (5.75) is proved. Moreover, if
if lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= 0, then lim
푡↑휔(퐹 )
∂
∂푡
(
1−퐹푎푠(푡)
푓푎푠(푡)
)
= 0 and normalizing sequences (훼푛)푛∈ℕ ⊆ ℝ>0 and
(훽푛)푛∈ℕ ⊆ ℝ in
lim
푛→∞퐹
푛
푎푠 (훼푛 푥+ 훽푛) = 퐺3,0(푥) , ∀푥 ∈ ℝ ,
can be chosen as (cf. Theorem 2.13)
훼푛 =
1
푛 푓푎푠 (훽푛)
, 훽푛 = 퐹
−1
푎푠
(
1− 1
푛
)
, 푛 ∈ ℕ .
Applying the same arguments as in the proof of Lemma 5.9, we obtain
푎푛 =
1
exp
(√
푡
(1)
푛
)
푓푎푠
(
퐻−1
(
푡
(1)
푛
)) , 푏푛 = 퐻−1 (푡(1)푛 ) , 푛 ∈ ℕ ,
as appropriate normalizing constants in (5.2) with 퐽 = Φ3,0. Since 퐹 is differentiable on (푡0, 휔(퐹 )),
퐹 is continuous on (푡0, 휔(퐹 )) as well. Hence, there is a constant 푛0 ∈ ℕ such that 퐹 is continuous in
퐹−1
(
1− exp
(
−푡(1)푛
))
for all 푛 ≥ 푛0. Therefore, we have
퐹
(
퐻−1
(
푡(1)푛
))
= 퐹
(
퐹−1
(
1− exp
(
−푡(1)푛
)))
= 1− exp
(
−푡(1)푛
)
, 푛 ≥ 푛0 ,
leading to
푓푎푠
(
퐻−1
(
푡(1)푛
))
=
1
2퐻1/2
(
퐻−1
(
푡
(1)
푛
)) exp(−퐻1/2 (퐻−1 (푡(1)푛 ))) 푓
(
퐻−1
(
푡
(1)
푛
))
1− 퐹
(
퐻−1
(
푡
(1)
푛
))
=
1
2
√
푡
(1)
푛
exp
(
−
√
푡
(1)
푛
)
exp
(
푡(1)푛
)
푓
(
퐻−1
(
푡(1)푛
))
, 푛 ≥ 푛0 .
Hence, we get
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓
(
퐻−1
(
푡
(1)
푛
)) , 푛 ≥ 푛0 .
All assertions are proved.
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Remark 5.60. Given the assumptions of Theorem 5.59, any distribution function 퐹 that fulfills one
of the relations in (5.75) belongs to the domain of oOS attraction of the Gumbel distribution function
퐺3,0, as it is verified in Theorem 5.81.
In the following, we provide examples of a distribution function 퐹 satisfying lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= 0.
As in Section 5.3.3, we address exponential, Weibull, logistic, reversed Gumbel and reversed Fre´chet
distribution functions. In doing so, the application of Theorem 5.59 turns out to be more convenient
than the application of Theorem 5.28. Moreover, in general, Theorem 5.59 yields normalizing constants
which are more handsome than those presented in Example 5.31 to Example 5.35.
Example 5.61. (Exponential distribution)
As in Example 5.31, we consider an exponential distribution function 퐹 = 퐹훼 given in (5.39), where
훼 ∈ ℝ>0 and 휔(퐹 ) = ∞. Note that 퐹 is continuous and two times differentiable, where 푓(푡) =
훼 exp(−훼 푡) > 0 for all 푡 ∈ (0,∞). Further, on (0,∞), the integrated hazard function 퐻(푡) = 훼 푡 has
first and second derivative ℎ(푡) = 훼 and ℎ′(푡) = 0. Hence, we obviously have
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= 0,
i.e., according to Theorem 5.59, it holds 퐹 ∈ 풟푔푂푆 (Φ3,0). Further, normalizing constants satisfying
(5.2) with 퐽 = Φ3,0 may be chosen as
푏푛 = 퐻
−1
(
푡(1)푛
)
=
푡
(1)
푛
훼
, 푛 ∈ ℕ ,
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
훼 exp
(
−푡(1)푛
) = 2
√
푡
(1)
푛
훼
, 푛 ∈ ℕ ,
which are equal to those presented in Example 5.31.
Example 5.62. (Weibull distribution)
Coming back to Example 5.32, we are concerned with a Weibull distribution function 퐹 = 퐹훼,훽 stated in
(5.42) with 휔(퐹 ) =∞, where 훼, 훽 ∈ ℝ>0. 퐹 is continuous and twice differentiable with first derivative
푓(푡) = 훼훽푡훽−1 exp
(−훼푡훽) > 0 for all 푡 ∈ (0,∞). Moreover, on (0,∞), the integrated hazard function
is given by 퐻(푡) = 훼푡훽 with first and second derivative ℎ(푡) = 훼훽푡훽−1 and ℎ′(푡) = 훼훽(훽 − 1)푡훽−2,
respectively. Then, applying Theorem 5.59, the limit
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= lim
푡→∞
훼1/2푡훽/2 훼훽(훽 − 1)푡훽−2
훼2훽2푡2훽−2
=
훽 − 1
훽훼1/2
lim
푡→∞ 푡
−훽/2 = 0
provides that 퐹 ∈ 풟푔푂푆 (Φ3,0). Moreover, appropriate normalizing constants in (5.2) with 퐽 = Φ3,0
may be taken as
푏푛 = 퐻
−1
(
푡(1)푛
)
=
(
푡
(1)
푛
훼
)1/훽
, 푛 ∈ ℕ ,
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푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓
((
푡
(1)
푛
훼
)1/훽) = 2훽훼1/훽 (푡(1)푛 )1/훽−1/2 , 푛 ∈ ℕ . (5.77)
Of course, the sequence (푎푛)푛∈ℕ ⊆ ℝ>0 in (5.77) is asymptotically equivalent to that one in (5.44),
which can be easily checked.
Example 5.63. (Logistic distribution)
As in Example 5.33, we consider the distribution function 퐹 of a logistic distribution given in (5.45)
with 휔(퐹 ) = ∞. Note that 퐹 is continuous and twice differentiable, where 푓(푡) = exp(푡)
(1+exp(푡))2
> 0 for
any 푡 ∈ ℝ. The corresponding integrated hazard function 퐻(푡) = ln (1 + exp(푡)) has first and second
derivative ℎ(푡) = exp(푡)1+exp(푡) and ℎ
′(푡) = exp(푡)
(1+exp(푡))2
, respectively, for any 푡 ∈ ℝ. Therefore, by applying
l’Hoˆpital’s rule, we obtain
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= lim
푡→∞
√
ln (1 + exp(푡))
exp(푡)
= lim
푡→∞
1
2
√
ln (1 + exp(푡)) (1 + exp(푡))
= 0 ,
i.e., according to Theorem 5.59, it is 퐹 ∈ 풟푔푂푆 (Φ3,0). Normalizing constants satisfying (5.2) with
퐽 = Φ3,0 can be taken as
푏푛 = 퐻
−1
(
푡(1)푛
)
= ln
(
exp
(
푡(1)푛
)
− 1
)
, 푛 ∈ ℕ ,
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
√
푡
(1)
푛 exp
(
푡
(1)
푛
)
exp
(
푡
(1)
푛
)
− 1
=
2
√
푡
(1)
푛
1− exp
(
−푡(1)푛
) , 푛 ∈ ℕ . (5.78)
After some calculations, it is seen that the sequence (푎푛)푛∈ℕ ⊆ ℝ>0 in (5.78) is asymptotically equiv-
alent to that one in (5.47).
Example 5.64. (Reversed Gumbel distribution)
Referring to Example 5.34, the distribution function 퐹 of a reversed Gumbel distribution stated in
(5.48) with 휔(퐹 ) = ∞ is continuous and twice differentiable, where 푓(푡) = exp (− exp (푡)) exp(푡) > 0
for all 푡 ∈ ℝ. For 푡 ∈ ℝ, the integrated hazard function 퐻(푡) = exp(푡) possesses the derivatives
ℎ(푡) = ℎ′(푡) = exp(푡). Then, according to Theorem 5.59, the limit
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= lim
푡→∞
√
exp(푡) exp(푡)
exp(2푡)
= lim
푡→∞
1√
exp(푡)
= 0
yields 퐹 ∈ 풟푔푂푆 (Φ3,0). Appropriate normalizing sequences in (5.2) with 퐽 = Φ3,0 are given by
푏푛 = 퐻
−1
(
푡(1)푛
)
= ln
(
푡(1)푛
)
, 푛 ∈ ℕ ,
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓
(
ln
(
푡
(1)
푛
)) = 2√
푡
(1)
푛
, 푛 ∈ ℕ . (5.79)
Note that the sequences (푎푛)푛∈ℕ ⊆ ℝ>0 in (5.79) and (5.50) are asymptotically equivalent.
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Example 5.65. (Reversed Fre´chet distribution)
Following Example 5.35, we are concerned with the distribution function 퐹 = 퐹훼 of a reversed Fre´chet
distribution stated in (5.51) with finite right endpoint 휔(퐹 ) = 0, where 훼 ∈ ℝ>0. 퐹 is continuous and
twice differentiable, where 푓(푡) = 훼(−푡)−훼−1 exp (−(−푡)−훼) > 0 for any 푡 ∈ (−∞, 0). Moreover, on
(−∞, 0), the integrated hazard function 퐻(푡) = (−푡)−훼 possesses the derivatives ℎ(푡) = 훼(−푡)−훼−1
and ℎ′(푡) = 훼 (훼+ 1) (−푡)−훼−2. Then, according to Theorem 5.59, the limit
lim
푡↑0
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= lim
푡↑0
(−푡)−훼/2훼 (훼+ 1) (−푡)−훼−2
훼2(−푡)−2훼−2 = lim푡↑0
훼+ 1
훼
(−푡)훼/2 = 0
yields 퐹 ∈ 풟푔푂푆 (Φ3,0). Normalizing constants in (5.2) with 퐽 = Φ3,0 may be taken as
푏푛 = 퐻
−1
(
푡(1)푛
)
= −
(
푡(1)푛
)−1/훼
, 푛 ∈ ℕ ,
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓
(
−
(
푡
(1)
푛
)−1/훼) = 2훼 (푡(1)푛 )−1/2−1/훼 , 푛 ∈ ℕ . (5.80)
In particular, it is easily verified that the sequence (푎푛)푛∈ℕ ⊆ ℝ>0 in (5.80) is asymptotically equivalent
to that one in (5.53).
Below, there is another example of a distribution function 퐹 with finite right endpoint 휔(퐹 ) < ∞
that is attracted to Φ3,0.
Example 5.66. We define a distribution function 퐹 with finite right endpoint 휔(퐹 ) <∞ by
퐹 (푡) =
⎧⎨⎩
0 , 푡 ≤ 휔(퐹 )− 1 ,
1− exp (ln3(휔(퐹 )− 푡)) , 푡 ∈ (휔(퐹 )− 1, 휔(퐹 )) ,
1 , 푡 ≥ 휔(퐹 ) .
Obviously, 퐹 is continuous and twice differentiable. On (휔(퐹 )− 1, 휔(퐹 )), the first derivative is
given by 푓(푡) = 3 (휔(퐹 )− 푡)−1 exp (ln3 (휔(퐹 )− 푡)) ln2 (휔(퐹 )− 푡) > 0. Further, on (휔(퐹 )− 1, 휔(퐹 )),
the integrated hazard function 퐻(푡) = − ln3 (휔(퐹 )− 푡) has the first and second derivative ℎ(푡) =
3 (휔(퐹 )− 푡)−1 ln2 (휔(퐹 )− 푡) and ℎ′(푡) = (휔(퐹 )− 푡)−2 (−6 ln (휔(퐹 )− 푡) + 3 ln2 (휔(퐹 )− 푡)), respec-
tively. After some calculations, we obtain
lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
=
2
3
lim
푡↑휔(퐹 )
1√
− ln3 (휔(퐹 )− 푡)
+
1
3
lim
푡↑휔(퐹 )
1√− ln (휔(퐹 )− 푡) = 0 ,
i.e., by applying Theorem 5.59, it is 퐹 ∈ 풟푔푂푆 (Φ3,0). Moreover, with 퐻−1(푦) = 휔(퐹 )− exp
(−푦1/3),
푦 ∈ (0,∞), appropriate normalizing constants in (5.2) with 퐽 = Φ3,0 are given by
푏푛 = 퐻
−1
(
푡(1)푛
)
= 휔(퐹 )− exp
(
−
(
푡(1)푛
)1/3)
, 푛 ∈ ℕ ,
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푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
3
(
푡(1)푛
)−1/6
exp
(
−
(
푡(1)푛
)1/3)
, 푛 ∈ ℕ .
The following distribution function 퐹 with finite right endpoint 휔(퐹 ) <∞ is considered in Resnick
(1973a, p. 81). We verify that it belongs to the domain of gOS attraction of Φ3,0 and provide appro-
priate normalizing constants by making use of Theorem 5.59.
Example 5.67. We consider a continuous and twice differentiable distribution function 퐹 with right
endpoint 휔(퐹 ) = 1 that is defined by (Resnick 1973a, p. 81)
퐹 (푡) =
⎧⎨⎩
0 , 푡 ≤ 0 ,
1− exp
(
− 푡1−푡
)
, 푡 ∈ (0, 1) ,
1 , 푡 ≥ 1 .
On (0, 1), its first derivative is given by 푓(푡) = 1
(1−푡)2 exp
(
− 푡1−푡
)
> 0. Moreover, on (0, 1), the
integrated hazard function 퐻(푡) = 푡1−푡 possesses the derivatives ℎ(푡) =
1
(1−푡)2 and ℎ
′(푡) = 2
(1−푡)3 .
Thus, we get the limit
lim
푡↑1
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= 2 lim
푡↑1
√
푡(1− 푡) = 0 ,
i.e., by Theorem 5.59, we have 퐹 ∈ 풟푔푂푆 (Φ3,0). Further, with 퐻−1(푦) = 푦푦+1 , 푦 ∈ (0,∞), normalizing
constants in (5.2) with 퐽 = Φ3,0 may always be chosen as
푏푛 = 퐻
−1
(
푡(1)푛
)
=
푡
(1)
푛
푡
(1)
푛 + 1
, 푛 ∈ ℕ ,
푎푛 =
2
√
푡
(1)
푛
exp
(
푡
(1)
푛
)
푓 (푏푛)
=
2
√
푡
(1)
푛(
푡
(1)
푛 + 1
)2 , 푛 ∈ ℕ .
5.3.5. Tail Equivalence
In order to determine the domain of gOS attraction to that Gumbel, normal, log-normal and gamma
distribution functions belong to, we introduce in this section the concept of tail equivalent distribution
functions (cf. Resnick 1971; Resnick 1987, Section 1.5, pp. 67 ff.).
Definition 5.68. Two distribution functions 퐹 and 퐹˜ are tail equivalent, if they have the same
right endpoint 푡0 = 휔(퐹 ) = 휔
(
퐹˜
)
and for some 푑 ∈ ℝ>0
lim
푡↑푡0
1− 퐹 (푡)
1− 퐹˜ (푡) = 푑 . (5.81)
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Remark 5.69. Given a finite right endpoint 푡0 < ∞, condition (5.81) implies that either 퐹 and 퐹˜
are both (left-) continuous in 푡0 or 퐹 and 퐹˜ both have a point of discontinuity at 푡0. Then, we are
just interested in the case that 푡0 is a point of continuity of both 퐹 and 퐹˜ , being a necessary condition
to belong to the domain of gOS and oOS attraction of any non-degenerate limit distribution function
(see Proposition 5.11 and Proposition 5.13).
Given two distribution functions that are tail equivalent, so are their associated distribution func-
tions, as the following lemma povides.
Lemma 5.70. Let 퐹 and 퐹˜ be two distribution functions with common right endpoint 푡0 = 휔(퐹 ) =
휔
(
퐹˜
)
. Suppose that 퐹 and 퐹˜ are tail equivalent. Further, if 푡0 <∞, suppose that 퐹 and 퐹˜ are (left-)
continuous in 푡0. Then, it holds
lim
푡↑푡0
1− 퐹푎푠(푡)
1− 퐹˜푎푠(푡)
= 1 , (5.82)
i.e., 퐹푎푠 and 퐹˜푎푠 are tail equivalent.
Proof. Supposing that 퐹 and 퐹˜ have a common right endpoint 푡0 = 휔(퐹 ) = 휔
(
퐹˜
)
, their associated
distribution functions 퐹푎푠 and 퐹˜푎푠 have the same right endpoint 푡0 = 휔 (퐹푎푠) = 휔
(
퐹˜푎푠
)
. Further, by
assuming that 퐹 and 퐹˜ are tail equivalent, there is a positive constant 푑 ∈ ℝ>0 with lim
푡↑푡0
1−퐹 (푡)
1−퐹˜ (푡) = 푑.
Then, we have
lim
푡↑푡0
1− 퐹푎푠(푡)
1− 퐹˜푎푠(푡)
= lim
푡↑푡0
exp
(
−√− ln (1− 퐹 (푡)))
exp
(
−
√
− ln
(
1− 퐹˜ (푡)
))
= lim
푡↑푡0
exp
(
−
(√
− ln (1− 퐹 (푡))−
√
− ln
(
1− 퐹˜ (푡)
)))
= lim
푡↑푡0
exp
⎛⎜⎜⎝ ln (1− 퐹 (푡))− ln
(
1− 퐹˜ (푡)
)
√− ln (1− 퐹 (푡)) +√− ln(1− 퐹˜ (푡))
⎞⎟⎟⎠
= exp
⎛⎜⎜⎝lim푡↑푡0
ln
(
1−퐹 (푡)
1−퐹˜ (푡)
)
√− ln (1− 퐹 (푡)) +√− ln(1− 퐹˜ (푡))
⎞⎟⎟⎠ , (5.83)
where the numerator in (5.83) tends to ln(푑) ∈ ℝ as 푡 ↗ 푡0. Moreover, it is lim
푡↑푡0
(1− 퐹 (푡)) =
lim
푡↑푡0
(
1− 퐹˜ (푡)
)
= 0, i.e., the denominator in (5.83) tends to infinity as 푡↗ 푡0. Thus, we obtain
lim
푡↑푡0
1− 퐹푎푠(푡)
1− 퐹˜푎푠(푡)
= exp(0) = 1 .
The assertion is proved.
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Below, we state a proposition of Resnick (1971, 1987). It is said that for two tail equivalent dis-
tribution functions 퐹 and 퐹˜ , 퐹 is in the domain of ordinary order statistic attraction of an extreme
value distribution iff 퐹˜ is attracted to an extreme value distribution of the same type. Moreover, a
converse implication holds as well.
Proposition 5.71. Let 퐹 and 퐹˜ be distribution functions, and let 퐺 be an the extreme value distri-
bution function (2.2), i.e., 퐺 ∈ {퐺1,휌, 퐺2,휌, 퐺3,0} for some 휌 ∈ ℝ>0. Suppose that 퐹 ∈ 풟표푂푆 (퐺), i.e.,
suppose that there are normalizing constants (훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푛 (훼푛 푥+ 훽푛) = 퐺(푥) , ∀푥 ∈ ℝ .
Then,
lim
푛→∞ 퐹˜
푛 (훼푛 푥+ 훽푛) = 퐺˜(푥) , ∀푥 ∈ ℝ ,
퐺˜ non-degenerate, iff for some constants 푎 ∈ ℝ>0 and 푏 ∈ ℝ
퐺˜(푥) = 퐺 (푎 푥+ 푏) , ∀푥 ∈ ℝ ,
퐹 and 퐹˜ are tail equivalent with common right endpoint 푡0, and if
(i) 퐺 = 퐺1,휌, then 푏 = 0 and lim
푡→∞
1−퐹 (푥)
1−퐹˜ (푥) = 푎
휌,
(ii) 퐺 = 퐺2,휌, then 푏 = 0 and lim
푡↑푡0
1−퐹 (푥)
1−퐹˜ (푥) = 푎
−휌,
(iii) 퐺 = 퐺3,0, then 푎 = 1 and lim
푡↑푡0
1−퐹 (푥)
1−퐹˜ (푥) = exp(푏).
Proof. See Resnick (1971, Theorem 2.3) and Resnick (1987, Proposition 1.19, pp. 67-71).
Utilizing Proposition 5.71, we are able to verify the theorem below.
Theorem 5.72. Let 퐹 and 퐹˜ be distribution functions with common right endpoint 푡0 = 휔(퐹 ) =
휔
(
퐹˜
)
, and let 휌 ∈ ℝ>0. Further, denote by 퐹푋
(푛)
∗ and 퐹˜푋
(푛)
∗ the distribution function of the 푛−th
generalized order statistic 푋
(푛)
∗ with baseline distribution function 퐹 and 퐹˜ , respectively, where 푛 ∈ ℕ.
Suppose that there are normalizing constants (푎푛)푛∈ℕ ⊆ ℝ>0 and (푏푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푋
(푛)
∗ (푎푛 푥+ 푏푛) =
⎧⎨⎩
Φ1,휌(푥) ,
Φ2,휌(푥) ,
Φ3,0(푥) ,
∀푥 ∈ ℝ . (5.84)
If 퐹 and 퐹˜ are tail equivalent, then
lim
푛→∞ 퐹˜
푋
(푛)
∗ (푎푛 푥+ 푏푛) =
⎧⎨⎩
Φ1,휌(푥) ,
Φ2,휌(푥) ,
Φ3,0(푥) ,
∀푥 ∈ ℝ . (5.85)
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Proof. Following Duality Theorem 5.7, relation (5.84) provides the existence of normalizing se-
quences (훼푛)푛∈ℕ ⊆ ℝ>0 and (훽푛)푛∈ℕ ⊆ ℝ such that
lim
푛→∞퐹
푛
푎푠 (훼푛 푥+ 훽푛) =
⎧⎨⎩
퐺1, 휌
2
√
푐
(푥) ,
퐺2, 휌
2
√
푐
(푥) ,
퐺3,0(푥) ,
∀푥 ∈ ℝ , (5.86)
where the normalizing constants in (5.84) and (5.86) are related by (2.24). Assume that 퐹 and 퐹˜
are tail equivalent. If 푡0 < ∞, relation (5.84) yields that 퐹 is (left-) continuous in 푡0 (cf. Proposition
5.11), and, thus, 퐹˜ is (left-) continuous in 푡0 as well (cf. Remark 5.69). Hence, following Lemma 5.70,
in both cases 푡0 < ∞ and 푡0 = ∞, 퐹푎푠 and 퐹˜푎푠 are tail equivalent with lim
푡↑푡0
1−퐹푎푠(푡)
1−퐹˜푎푠(푡) = 1. Thus, by
applying Proposition 5.71 to the associated distribution functions 퐹푎푠 and 퐹˜푎푠, we have 푎 = 1 and
푏 = 0 in any of the cases (푖), (푖푖) and (푖푖푖), and we get
lim
푛→∞ 퐹˜
푛
푎푠 (훼푛 푥+ 훽푛) =
⎧⎨⎩
퐺1, 휌
2
√
푐
(푥) ,
퐺2, 휌
2
√
푐
(푥) ,
퐺3,0(푥) ,
∀푥 ∈ ℝ .
By Duality Theorem 5.7 and by relation (2.24), assertion (5.85) follows.
Remark 5.73. Worth mentioning, the normalizing constants in relations (5.84) and (5.85) coincide.
Additionally, there is no linear shift in the argument of the respective limit function. The latter is
due to the fact that the tail equivalence of 퐹 and 퐹˜ provides the tail equivalence of the corresponding
associated distribution functions 퐹푎푠 and 퐹˜푎푠, where, in particular, lim
푡↑푡0
1−퐹푎푠(푡)
1−퐹˜푎푠(푡) = 1.
Subsequently, by applying Theorem 5.72, we verify that the Gumbel distribution function 퐺3,0
belongs to the domain of gOS attraction of Φ3,0.
Example 5.74. (Gumbel distribution)
We consider the distribution function of a Gumbel distribution
퐹˜ (푡) = 퐺3,0(푡) = exp (− exp(−푡)) , 푡 ∈ ℝ ,
with infinite right endpoint 휔
(
퐹˜
)
= ∞. Further, in this example we denote by 퐹 the distribution
function of a standard exponential distribution, i.e., 퐹 (푡) = 1− exp(−푡) for any 푡 ∈ ℝ>0 with 휔(퐹 ) =
∞. Then, by applying l’Hoˆpital’s rule,
lim
푡→∞
1− 퐹 (푡)
1− 퐹˜ (푡) = lim푡→∞
exp(−푡)
1− exp (− exp(−푡)) = lim푡→∞
1
exp (− exp(−푡)) = 1 ,
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i.e., 퐹 and 퐹˜ are tail equivalent. Moreover, it is 퐹 ∈ 풟푔푂푆 (Φ3,0) (see, e.g., Example 5.31), where
appropriate normalizing constants in (5.84) are given by
푎푛 = 2
√
푡
(1)
푛 , 푏푛 = 푡
(1)
푛 , 푛 ∈ ℕ . (5.87)
By Theorem 5.72, we get 퐹˜ = 퐺3,0 ∈ 풟푔푂푆 (Φ3,0), and normalizing constants in (5.85) may be taken
as in (5.87).
As a further application of Theorem 5.72, we show that the standard normal distribution function
Φ belongs to the domain of gOS attraction of Φ3,0. For this purpose, we consider the example below
at first.
Example 5.75. We address the distribution function
퐹 (푡) =
⎧⎨⎩1−
exp
(
− 푡2
2
)
푡 , 푡 ≥ 1 ,
0 , 푡 < 1 ,
(5.88)
with 휔 (퐹 ) = ∞, and we verify, by applying Theorem 5.59, that 퐹 ∈ 풟푔푂푆 (Φ3,0). On (1,∞), 퐹
is twice differentiable with first derivative 푓(푡) =
(
1 + 1
푡2
)
exp
(
− 푡22
)
> 0. Further, on (1,∞), the
integrated hazard function 퐻(푡) = 푡
2
2 + ln(푡) possesses the derivatives ℎ(푡) = 푡+
1
푡 and ℎ
′(푡) = 1− 1
푡2
.
Then, we consider the limit
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= lim
푡→∞
√
푡2
2 + ln(푡)
(
1− 1
푡2
)
(
푡+ 1푡
)2 = lim푡→∞
√
푡2
2 + ln(푡)
푡2 + 2 + 1
푡2
− lim
푡→∞
√
푡2
2 + ln(푡)
푡4 + 2푡2 + 1
.
By applying l’Hoˆpital’s rule, on the one hand, it is
lim
푡→∞
√
푡2
2 + ln(푡)
푡2 + 2 + 1
푡2
= lim
푡→∞
푡+ 1푡
2
√
푡2
2 + ln(푡)
(
2푡− 2
푡3
) = lim푡→∞ 1 + 1푡2
2
√
푡2
2 + ln(푡)
(
2− 2
푡4
) = 0 ,
and on the other hand, it is
lim
푡→∞
√
푡2
2 + ln(푡)
푡4 + 2푡2 + 1
= lim
푡→∞
푡+ 1푡
2
√
푡2
2 + ln(푡) (4푡
3 + 4푡)
= lim
푡→∞
1 + 1
푡2
2
√
푡2
2 + ln(푡) (4푡
2 + 4)
= 0 ,
yielding
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= 0 .
Thus, by Theorem 5.59, we get 퐹 ∈ 풟푔푂푆 (Φ3,0).
Employing Theorem 5.72 and Example 5.75, we are able to prove that the standard normal distri-
bution function Φ belongs to the domain of gOS attraction of Φ3,0.
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Example 5.76. (Standard normal distribution)
In this example we consider the standard normal distribution with distribution function
Φ(푡) =
1√
2휋
푡∫
−∞
exp
(
− 푥
2
2
)
d푥 , 푡 ∈ ℝ , (5.89)
and with right endpoint 휔 (Φ) =∞. Denoting by 휑 the first derivative of Φ, i.e.,
휑(푡) =
1√
2휋
exp
(
− 푡
2
2
)
, 푡 ∈ ℝ , (5.90)
it holds (see, e.g., Abramowitz and Stegun 1972, Section 26.2, pp. 931 ff.; Galambos 1987, p. 69)(
1
푡
− 1
푡3
)
휑(푡) < 1− Φ(푡) < 1
푡
휑(푡) , 푡 ∈ ℝ>0 , (5.91)
leading to the relation
lim
푡→∞
푡 (1− Φ(푡))
휑(푡)
= 1 .
Hence, denoting by 퐹 the distribution function given in (5.88), we get
lim
푡→∞
1− Φ(푡)
1− 퐹 (푡) =
푡 (1− Φ(푡))√
2휋휑(푡)
=
√
2휋 ,
i.e., 퐹 and Φ are tail equivalent. Furthermore, according to Example 5.75, the distribution function
퐹 given in (5.88) belongs to the domain of gOS attraction of Φ3,0. Hence, by applying Theorem 5.72,
the standard normal distribution function Φ belongs to the domain of gOS attraction of Φ3,0, too.
In order to determine the domain of gOS attraction a log-normal distribution function belongs to, we
consider the following distribution function that turns out to belong to the domain of gOS attraction
of Φ1,
√
2푐, which can be verified by making use of Theorem 5.55.
Example 5.77. We define the distribution function
퐹 (푡) =
⎧⎨⎩1−
exp
(
− ln2(푡)
2
)
ln(푡) , 푡 ≥ exp(1) ,
0 , 푡 < exp(1) ,
(5.92)
having infinite right endpoint 휔(퐹 ) = ∞. On (exp(1),∞), 퐹 has a positive derivative 푓(푡) =
1
푡
(
1 + 1
ln2(푡)
)
exp
(
− ln2(푡)2
)
> 0. Further, on (exp(1),∞), the corresponding integrated hazard func-
tion and hazard rate are given by 퐻(푡) = ln
2(푡)
2 + ln(ln(푡)) and ℎ(푡) =
1
푡
(
ln(푡) + 1ln(푡)
)
, respectively.
By l’Hoˆpital’s rule, we get
lim
푡→∞
푡 ℎ(푡)
퐻1/2(푡)
=
√√√√⎷ lim
푡→∞
(
ln(푡) + 1ln(푡)
)2
ln(ln(푡)) + ln
2(푡)
2
=
√√√⎷ lim
푡→∞
ln2(푡) + 2 + 1
ln2(푡)
ln(ln(푡)) + ln
2(푡)
2
=
√√√⎷ lim
푡→∞
ln2(푡)
ln(ln(푡)) + ln
2(푡)
2
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=
√
lim
푡→∞
2 ln(푡)
1
ln(푡) + ln(푡)
=
√
2 lim
푡→∞
ln2(푡)
1 + ln2(푡)
=
√
2 .
Hence, by applying Theorem 5.55, it is 퐹 ∈ 풟푔푂푆
(
Φ1,
√
2푐
)
. Correspondingly, Theorem 5.59 can be
applied, i.e., it can be shown that lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= − 1√
2
is satisfied. Further, condition (5.20) is
fulfilled, i.e., it is easily seen that it holds 퐻1/2(푡) ∼ 1√
2
ln(푡) as 푡→∞.
Applying similar arguments as in Example 5.76, it can then be shown that a log-normal distribution
function belongs to the domain of gOS attraction of the limit distribution function Φ1,
√
2푐 as well.
Example 5.78. (Log-normal distribution)
In this example we are concerned with the distribution function of a log-normal distribution, i.e.,
퐹˜ (푡) =
⎧⎨⎩Φ (ln(푡)) , 푡 > 0 ,0 , 푡 ≤ 0 , (5.93)
with infinite right endpoint 휔
(
퐹˜
)
= ∞, where Φ denotes the distribution function of the standard
normal distribution given in (5.89). On (0,∞), 퐹˜ has first derivative
푓˜(푡) =
1
푡
√
2휋
exp
(
− ln
2(푡)
2
)
=
1
푡
휑 (ln(푡)) ,
with 휑 as in (5.90). Due to (5.91), it is(
1
ln(푡)
− 1
ln3(푡)
)
휑(ln(푡)) < 1− Φ(ln(푡)) < 1
ln(푡)
휑(ln(푡)) , 푡 ∈ ℝ>1 ,
or, equivalently, (
푡
ln(푡)
− 푡
ln3(푡)
)
푓˜(푡) < 1− 퐹˜ (푡) < 푡
ln(푡)
푓˜(푡) , 푡 ∈ ℝ>1 ,
yielding
lim
푡→∞
ln(푡)
(
1− 퐹˜ (푡)
)
푡 푓˜(푡)
= 1 .
Thus, with 퐹 being the distribution function defined in (5.92), the relation
lim
푡→∞
1− 퐹˜ (푡)
1− 퐹 (푡) = lim푡→∞
ln(푡)
(
1− 퐹˜ (푡)
)
√
2휋 푡 푓˜(푡)
=
1√
2휋
follows, i.e., the distribution function 퐹˜ of a log-normal distribution in (5.93) and the distribution
function 퐹 in (5.92) are tail equivalent. As 퐹 belongs to the domain of gOS attraction of Φ1,
√
2푐
(cf. Example 5.77), so does 퐹˜ (cf. Theorem 5.72).
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Finally, we prove that a gamma distribution function is in the domain of gOS attraction of Φ3,0. To
this end, we examine the following tail equivalent distribution function at first.
Example 5.79. We define the distribution function
퐹 (푡) = 퐹훽(푡) =
⎧⎨⎩1−
푡훽−1 exp(−푡)
Γ(훽) , 푡 ≥ 훽 ,
0 , 푡 < 훽 ,
(5.94)
with distribution parameter 훽 ∈ ℝ>0 and infinite right endpoint 휔(퐹 ) = ∞. On (훽,∞), 퐹 is two
times differentiable having first derivative 푓(푡) = exp(−푡)Γ(훽) 푡
훽−2 (푡− (훽 − 1)) > 0. Moreover, on (훽,∞),
the integrated hazard function 퐻(푡) = ln (Γ(훽))+푡−(훽−1) ln(푡) possesses the derivatives ℎ(푡) = 1− 훽−1푡
and ℎ′(푡) = 훽−1
푡2
. Then, by applying l’Hoˆpital’s rule, we obtain the limit
lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= lim
푡→∞
(훽 − 1)√ln (Γ(훽)) + 푡− (훽 − 1) ln(푡)
푡2
(
1− 훽−1푡
)2
= lim
푡→∞
(훽 − 1)√ln (Γ(훽)) + 푡− (훽 − 1) ln(푡)
(푡− (훽 − 1))2
= lim
푡→∞
(훽 − 1)
(
1− 훽−1푡
)
4
√
ln (Γ(훽)) + 푡− (훽 − 1) ln(푡) (푡− (훽 − 1)) = 0 .
Thus, according to Theorem 5.59, we have 퐹 ∈ 풟푔푂푆 (Φ3,0).
By applying Theorem 5.72 to a gamma distribution function and the distribution function 퐹 in
(5.94), we show that a gamma distribution function belongs to the domain of gOS attraction of Φ3,0.
Example 5.80. (Gamma distribution)
In this example we address a gamma distribution with distribution function
퐹˜ (푡) = 퐹˜훽(푡) =
⎧⎨⎩
푡∫
0
1
Γ(훽) 푥
훽−1 exp(−푥) d푥 , 푡 > 0 ,
0 , 푡 ≤ 0 ,
(5.95)
having distribution parameter 훽 ∈ ℝ>0 and infinite right endpoint 휔
(
퐹˜
)
= ∞. Denoting by 퐹 the
distribution function in (5.94), we have (cf., e.g., Abramowitz and Stegun 1972, Section 6.5, pp. 260
ff.)
lim
푡→∞
1− 퐹 (푡)
1− 퐹˜ (푡) = lim푡→∞
푡훽−1 exp(−푡)
∞∫
푡
푥훽−1 exp(−푥) d푥
= 1 .
Hence, the gamma distribution function 퐹˜ in (5.95) and the distribution function 퐹 in (5.94) are tail
equivalent. Following Example 5.79, 퐹 is in the domain of gOS attraction of Φ3,0. Thus, Theorem
5.72 provides that the gamma distribution function 퐹˜ belongs to the domain of gOS attraction of Φ3,0
as well.
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5.3.6. Comparison of the Domains of oOS and gOS Attraction
In this section we compare in two main theorems the domains of oOS attraction and the domains of
gOS attraction.
Firstly, the theorem below completes Theorem 5.59 and states that if certain differentiability con-
ditions on the underlying distribution function 퐹 are fulfilled, 퐹 belongs to the domain of oOS at-
traction of the Gumbel distribution function 퐺3,0 as well as to the domain of gOS attraction of some
non-degenerate limit distribution function.
Theorem 5.81. Let 퐹 be a distribution function with right endpoint 휔(퐹 ), integrated hazard function
퐻 and hazard rate ℎ. If 휔(퐹 ) <∞, suppose that 퐹 is (left-) continuous in 휔(퐹 ). Assume that 퐹 has
a positive derivative 푓 on (푡0, 휔(퐹 )), where 푡0 < 휔(퐹 ). Further, assume that 퐹 has a second derivative
푓 ′ on (푡0, 휔(퐹 )). If for some 휌 ∈ ℝ>0
lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
=
⎧⎨⎩
−
√
푐
휌 ,√
푐
휌 ,
0 ,
(5.96)
then
퐹 ∈
⎧⎨⎩
풟푔푂푆 (Φ1,휌) ∩ 풟표푂푆 (퐺3,0) .
풟푔푂푆 (Φ2,휌) ∩ 풟표푂푆 (퐺3,0) .
풟푔푂푆 (Φ3,0) ∩ 풟표푂푆 (퐺3,0) .
Proof. Referring to Theorem 5.59, it remains to prove that if one of the conditions stated in (5.96)
is satisfied, it holds 퐹 ∈ 풟표푂푆 (퐺3,0). Due to lim
푡↑휔(퐹 )
퐻1/2(푡) =∞, any of the relations (5.96) provides
lim
푡↑휔(퐹 )
ℎ′(푡)
ℎ2(푡)
= lim
푡↑휔(퐹 )
(
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
1
퐻1/2(푡)
)
= 0 .
Thus, with
∂
∂푡
(
1− 퐹 (푡)
푓(푡)
)
=
∂
∂푡
(
1
ℎ(푡)
)
= − ℎ
′(푡)
ℎ2(푡)
, 푡 ∈ (푡0, 휔(퐹 )) ,
we obtain
lim
푡↑휔(퐹 )
∂
∂푡
(
1− 퐹 (푡)
푓(푡)
)
= 0 . (5.97)
As condition (5.97) is sufficient for 퐹 to belong to the domain of oOS attraction of 퐺3,0 (cf. Theorem
2.13), all assertions are proved.
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Remark 5.82. In Theorem 5.81 the intersections of the domain of oOS attraction of 퐺3,0 and the
domains of gOS attraction of Φ1,휌, Φ2,휌 and Φ3,0, respectively, for any 휌 ∈ ℝ>0, are indeed non-
empty. Distribution functions 퐹 satisfying 퐹 ∈ 풟푔푂푆 (Φ3,0) ∩ 풟표푂푆 (퐺3,0) are presented in Example
5.61 to Example 5.67, in Example 5.75 and Example 5.79. Moreover, it is easily seen that for any
휌 ∈ ℝ>0 the distribution functions 퐹 = 퐹휌 defined in (5.18) and (5.27) fulfill lim
푡→∞
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
= −
√
푐
휌
and lim
푡↑휔(퐹 )
퐻1/2(푡)ℎ′(푡)
ℎ2(푡)
=
√
푐
휌 , respectively, yielding that the intersections 풟푔푂푆 (Φ1,휌) ∩ 풟표푂푆 (퐺3,0) and
풟푔푂푆 (Φ2,휌)∩풟표푂푆 (퐺3,0) are not empty for any 휌 ∈ ℝ>0, either. Note that in Mohan and Ravi (1992,
p. 639) it is said that 퐹 given in (5.18) does not belong to the domain of oOS attraction of 퐺3,0, which
is obviously wrong.
In several examples presented in Section 5.3.1 to Section 5.3.3, it is seen that Pareto, standard
Cauchy and continuous uniform distribution functions, which belong for some 훼 ∈ ℝ>0 to the domain
of oOS attraction of 퐺1,훼 and 퐺2,훼, respectively, do not belong to the domain of gOS attraction of
any non-degenerate limit distribution function. In the next theorem we verify that any distribution
function that is in the domain of oOS attraction of a Fre´chet or a reversed Weibull distribution function
does not belong to the domain of gOS attraction of any non-degenerate limit law. For a similar result
with respect to oOS and ordinary record values based on a continuous distribution function, we refer
to Resnick (1973b, Theorem 8).
Theorem 5.83. Let 퐹 be a distribution function with right endpoint 휔(퐹 ), and let 휌 ∈ ℝ>0.
(i) Let 휔(퐹 ) =∞. If 퐹 ∈ 풟푔푂푆 (Φ1,휌), then 퐹 ∕∈ 풟표푂푆 (퐺1,훼) for all 훼 ∈ ℝ>0.
(ii) Let 휔(퐹 ) < ∞, and suppose that 퐹 is (left-) continuous in 휔(퐹 ). If 퐹 ∈ 풟푔푂푆 (Φ2,휌), then
퐹 ∕∈ 풟표푂푆 (퐺2,훼) for all 훼 ∈ ℝ>0.
(iii) Let 휔(퐹 ) =∞. If 퐹 ∈ 풟푔푂푆 (Φ3,0), then 퐹 ∕∈ 풟표푂푆 (퐺1,훼) for all 훼 ∈ ℝ>0.
(iv) Let 휔(퐹 ) < ∞, and suppose that 퐹 is (left-) continuous on (푡0, 휔(퐹 )] for some 푡0 < 휔(퐹 ). If
퐹 ∈ 풟푔푂푆 (Φ3,0), then 퐹 ∕∈ 풟표푂푆 (퐺2,훼) for all 훼 ∈ ℝ>0.
Proof. In order to verify the first and second assertion, we apply Theorem 5.15 and Theorem 5.22
(cf. Resnick 1973b, pp. 657-658).
(i) Let 휔(퐹 ) =∞. If 퐹 ∈ 풟푔푂푆 (Φ1,휌), then Theorem 5.15 provides
lim
푡→∞
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
=
휌√
푐
ln(푥) , ∀푥 ∈ ℝ>1 .
Due to lim
푡→∞퐻
1/2(푡) =∞, we get
lim
푡→∞ ln
(
1− 퐹 (푡)
1− 퐹 (푡푥)
)
= lim
푡→∞ (퐻(푡푥)−퐻(푡))
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= lim
푡→∞
(
퐻(푡푥)−퐻(푡)
퐻1/2(푡)
퐻1/2(푡)
)
=∞ , ∀푥 ∈ ℝ>1 ,
and, thus,
lim
푡→∞
1− 퐹 (푡푥)
1− 퐹 (푡) = 0 , ∀푥 ∈ ℝ>1 .
Therefore, it is 퐹 /∈ 풟표푂푆 (퐺1,훼) for all 훼 ∈ ℝ>0 (see Theorem 2.7).
(ii) Let 휔(퐹 ) <∞, and suppose that 퐹 is (left-) continuous in 휔(퐹 ), yielding lim
푡↓0
퐻1/2 (휔(퐹 )− 푡) =
∞. If 퐹 ∈ 풟푔푂푆 (Φ2,휌), following Theorem 5.22, we get
lim
푡↓0
퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)
퐻1/2 (휔(퐹 )− 푡) = −
휌√
푐
ln(푥) , ∀푥 ∈ (0, 1) ,
leading to
lim
푡↓0
ln
(
1− 퐹 (휔(퐹 )− 푡)
1− 퐹 (휔(퐹 )− 푡푥)
)
= lim
푡↓0
(퐻 (휔(퐹 )− 푡푥)−퐻 (휔(퐹 )− 푡)) =∞ , ∀푥 ∈ (0, 1) .
Hence, we obtain
lim
푡↓0
1− 퐹 (휔(퐹 )− 푡푥)
1− 퐹 (휔(퐹 )− 푡) = 0 , ∀푥 ∈ (0, 1) ,
i.e., 퐹 /∈ 풟표푂푆 (퐺2,훼) for all 훼 ∈ ℝ>0 (see Theorem 2.8).
In order to prove the third and fourth assertion, we apply Theorem 5.43.
(iii) Let 휔(퐹 ) =∞. If 퐹 ∈ 풟푔푂푆 (Φ3,0), according to Theorem 5.43, it holds
lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
)
=∞ , ∀푥 ∈ ℝ>1 .
Due to lim
푡→∞퐻
1/2(푡) =∞, we get
lim
푡→∞ ln
(
1− 퐹 (푡)
1− 퐹 (푡푥)
)
= lim
푡→∞ (퐻(푡푥)−퐻(푡))
= lim
푡→∞
(
퐻1/2(푡푥)−퐻1/2(푡)
) (
퐻1/2(푡푥) +퐻1/2(푡)
)
=∞ , ∀푥 ∈ ℝ>1 ,
and, thus,
lim
푡→∞
1− 퐹 (푡푥)
1− 퐹 (푡) = 0 , ∀푥 ∈ ℝ>1 .
By Theorem 2.7, it follows 퐹 /∈ 풟표푂푆 (퐺1,훼) for all 훼 ∈ ℝ>0.
Chapter 5. Extreme Value Theory for Generalized Order Statistics 169
(iv) Let 휔(퐹 ) <∞, and suppose that 퐹 is (left-) continuous on (푡0, 휔(퐹 )] for some 푡0 < 휔(퐹 ). Define
the distribution function
퐹 ∗(푡) =
⎧⎨⎩퐹
(
휔(퐹 )− 1푡
)
, 푡 > 0 ,
0 , 푡 ≤ 0 ,
having infinite right endpoint 휔 (퐹 ∗) =∞. Let 퐹 ∈ 풟푔푂푆 (Φ3,0). Firstly, we verify that it holds
퐹 ∗ ∈ 풟푔푂푆 (Φ3,0) as well by applying Theorem 5.28. For this purpose, denoting by 퐻 and 퐻∗
the integrated hazard function of 퐹 and 퐹 ∗, respectively, we have need of the pseudo-inverse
(퐻∗)−1 (푦) = (퐹 ∗)−1
(
1− 푒−푦) = inf {푡 ∣퐹 ∗(푡) ≥ 1− 푒−푦}
= inf
{
푡 ∣퐹
(
휔(퐹 )− 1
푡
)
≥ 1− 푒−푦
}
= inf
{
1
휔(퐹 )− 푠 ∣퐹 (푠) ≥ 1− 푒
−푦
}
=
1
휔(퐹 )− inf {푠 ∣퐹 (푠) ≥ 1− 푒−푦} =
1
휔(퐹 )−퐻−1(푦) , 푦 ∈ (0,∞) ,
which is, by assumption, (right-) continuous on (푡1,∞) for some 푡1 ∈ (0,∞). Then, we consider
for any 푦 ∈ ℝ the limit
lim
푡→∞
(퐻∗)−1
(
푡+ 2
√
푡푦
)− (퐻∗)−1 (푡)
(퐻∗)−1
(
푡+ 2
√
푡
)− (퐻∗)−1 (푡) = lim푡→∞
1
휔(퐹 )−퐻−1(푡+2
√
푡푦)
− 1
휔(퐹 )−퐻−1(푡)
1
휔(퐹 )−퐻−1(푡+2
√
푡)
− 1
휔(퐹 )−퐻−1(푡)
= lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡) ⋅ lim푡→∞ 휔(퐹 )−퐻
−1 (푡+ 2√푡)
휔(퐹 )−퐻−1 (푡+ 2√푡푦)
= lim
푡→∞
퐻−1
(
푡+ 2
√
푡푦
)−퐻−1 (푡)
퐻−1
(
푡+ 2
√
푡
)−퐻−1 (푡)︸ ︷︷ ︸
=푦
⋅ lim
푡→∞
(퐻∗)−1
(
푡+ 2
√
푡푦
)
(퐻∗)−1
(
푡+ 2
√
푡
)︸ ︷︷ ︸
=1
= 푦 . (5.98)
Note that the first limit in (5.98) tends to 푦 as 푡 → ∞ by Theorem 5.28. To verify that the
second limit indeed tends to 1 as 푡→∞, we differentiate the cases 푦 ∈ ℝ>0 and 푦 ∈ ℝ≤0.
(a) Let 푦 ∈ ℝ>0. Further, let 휀1 = 휀1(푡1) > 0 such that 1 + 2푦√푡 ≤ 1 + 휀1 for all 푡 > 푡1. Then,
for all 푡 > 푡1, it is, as (퐻
∗)−1 is non-decreasing,
1 ≤ (퐻
∗)−1
(
푡+ 2
√
푡푦
)
(퐻∗)−1
(
푡+ 2
√
푡
) = (퐻∗)−1
(
푡
(
1 + 2푦√
푡
))
(퐻∗)−1
(
푡
(
1 + 2√
푡
)) ≤ (퐻∗)−1 (푡 (1 + 휀1))
(퐻∗)−1 (푡)
휀1↓0−→ 1 ,
i.e., by choosing 휀1 > 0 arbitrary small, we get lim
푡→∞
(퐻∗)−1(푡+2
√
푡푦)
(퐻∗)−1(푡+2
√
푡)
= 1.
(b) Let 푦 ∈ ℝ≤0. Further, let 휀1 = 휀1(푡1) > 0 such that 1 + 2푦√푡 ≥ 1 − 휀1 for all 푡 > 푡1, and let
훿1 = 훿1(푡1) > 0 such that 1 +
2√
푡
≤ 1 + 훿1 for all 푡 > 푡1 Then, for all 푡 > 푡1, it holds
1 ≥ (퐻
∗)−1
(
푡+ 2
√
푡푦
)
(퐻∗)−1
(
푡+ 2
√
푡
) = (퐻∗)−1
(
푡
(
1 + 2푦√
푡
))
(퐻∗)−1
(
푡
(
1 + 2√
푡
)) ≥ (퐻∗)−1 (푡 (1− 휀1))
(퐻∗)−1 (푡 (1 + 훿1))
휀1,훿1↓0−→ 1 ,
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i.e., by choosing 휀1 > 0 and 훿1 > 0 arbitrary small, we obtain lim
푡→∞
(퐻∗)−1(푡+2
√
푡푦)
(퐻∗)−1(푡+2
√
푡)
= 1.
According to (5.98), by Theorem 5.28 again, it follows 퐹 ∗ ∈ 풟푔푂푆 (Φ3,0). Finally, we apply
Theorem 5.43 to prove the assertion, i.e., from 퐹 ∗ ∈ 풟푔푂푆 (Φ3,0), it follows
lim
푡→∞
(
(퐻∗)1/2 (푡푥)− (퐻∗)1/2 (푡)
)
=∞ , ∀푥 ∈ ℝ>1 .
Using the same arguments as in part (iii) of this proof, we obtain
lim
푡→∞
1− 퐹 ∗(푡푥)
1− 퐹 ∗(푡) = lim푡→∞
1− 퐹 (휔(퐹 )− 1푡푥)
1− 퐹 (휔(퐹 )− 1푡 ) = 0 , ∀푥 ∈ ℝ>1 ,
and, thus,
lim
푡↓0
1− 퐹 (휔(퐹 )− 푡푥)
1− 퐹 (휔(퐹 )− 푡) = 0 , ∀푥 ∈ (0, 1) ,
i.e., 퐹 /∈ 풟표푂푆 (퐺2,훼) for all 훼 ∈ ℝ>0 (see Theorem 2.8).
All assertions are proved.
Theorem 5.83 states that a necessary condition for 퐹 to belong to the domain of gOS attraction
of any non-degenerate limit distribution function is given by the fact that 퐹 does not belong to the
domain of oOS of 퐺1,훼 or 퐺2,훼 for all 훼 ∈ ℝ>0. However, we cannot conclude that a necessary
condition for 퐹 to belong to the domain of gOS attraction of any non-degenerate limit distribution
function is given by 퐹 ∈ 풟표푂푆 (퐺3,0). To the contrary, below, we provide a distribution function 퐹 by
Resnick (1973b, p. 660) for which it holds 퐹 /∈ 풟표푂푆 (퐺3,0) but 퐹 ∈ 풟푔푂푆 (Φ3,0).
Example 5.84. We define a distribution function 퐹 with infinite right endpoint 휔(퐹 ) =∞ by
퐹 (푡) =
⎧⎨⎩1− exp
(
− (푡1/2 + 12 푡−1/2 sin(푡))2) , 푡 ≥ 휋 ,
0 , 푡 < 휋 .
(5.99)
In Resnick (1973b, p. 660) it is shown that 퐹 /∈ 풟표푂푆 (퐺3,0) and that 퐹푎푠 ∈ 풟표푂푆 (퐺3,0). The latter
yields 퐹 ∈ 풟푔푂푆 (Φ3,0) by Duality Theorem 5.7.
By Theorem 5.83 and Example 5.84, the distribution function presented in (5.99) does not belong to
the domain of oOS attraction of any extreme value distribution. Hence, it is possible that a distribution
function belongs to the domain of gOS attraction but not to the domain of oOS attraction of any non-
degenerate distribution function, and vice versa.
5.3.7. Conclusion
To summarize, in Table 5.1 all distributions function 퐹 treated in Section 5.3.1 to Section 5.3.6
are listed, along with the corresponding right endpoint 휔(퐹 ) and the respective gOS and oOS limit
distribution functions they are attracted to.
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Note that it is not explicitly shown in the above mentioned sections that the standard normal,
log-normal and gamma distribution function belong to the domain of oOS attraction of the Gumbel
distribution function 퐺3,0, which is indicated by (퐺3,0) in parentheses in Table 5.1. However, a
verification can be found, e.g., in the monographs by Leadbetter et al. (1983, Example 1.7.1, Example
1.7.4) and Galambos (1987, Section 2.3.2, Section 2.3.3, Example 2.7.1).
Remark 5.85. From Table 5.1 it is obvious that the most (of the considered) baseline distribution
functions 퐹 belong to the domain of gOS attraction of Φ3,0. By contrast, there are only a few baseline
distribution functions 퐹 that are attracted to Φ1,휌 and Φ2,휌 for some 휌 ∈ ℝ>0, which is theoretically
founded by Theorem 5.20 and Theorem 5.26.
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Table 5.1. Distribution functions 퐹 with right endpoint 휔(퐹 ), and with gOS and oOS limit distribution
functions they are attracted to
퐹 (푡) 휔(퐹 ) distribution 풟푔푂푆 풟표푂푆
1− 푡−훼, 푡 > 1 ∞ Pareto − 퐺1,훼
1
2 +
1
휋 arctan(푡), 푡 ∈ ℝ ∞ standard Cauchy − 퐺1,1
exp (−푡−훼), 푡 > 0 ∞ Fre´chet − 퐺1,훼
1− exp
(
−
(
휌
2
√
푐
ln(푡)
)2)
, 푡 > 1 ∞ Φ1,휌 퐺3,0
푡, 푡 ∈ (0, 1) 1 continuous uniform − 퐺2,1
exp (− (−푡)훼), 푡 < 0 0 reversed Weibull − 퐺2,훼
1− exp
(
−
(
휌
2
√
푐
ln (휔(퐹 )− 푡)
)2)
, 휔(퐹 ) <∞ Φ2,휌 퐺3,0
푡 ∈ (휔(퐹 )− 1, 휔(퐹 ))
1− exp (−훼푡), 푡 > 0 ∞ exponential Φ3,0 퐺3,0
1− exp (−훼푡훽), 푡 > 0 ∞ Weibull Φ3,0 퐺3,0
exp(푡)
1+exp(푡) , 푡 ∈ ℝ ∞ logistic Φ3,0 퐺3,0
1− exp (− exp (푡)), 푡 ∈ ℝ ∞ reversed Gumbel Φ3,0 퐺3,0
1− exp (− (−푡)−훼), 푡 < 0 0 reversed Fre´chet Φ3,0 퐺3,0
1− exp (ln3 (휔(퐹 )− 푡)), 푡 ∈ (휔(퐹 )− 1, 휔(퐹 )) 휔(퐹 ) <∞ Φ3,0 퐺3,0
1− exp
(
− 푡1−푡
)
, 푡 ∈ (0, 1) 1 Φ3,0 퐺3,0
exp (− exp (−푡)), 푡 ∈ ℝ ∞ Gumbel Φ3,0 퐺3,0
1− exp
(
− 푡2
2
)
푡 , 푡 ≥ 1 ∞ Φ3,0 퐺3,0
Φ(푡) = 1√
2휋
푡∫
−∞
exp
(
− 푥22
)
d푥, 푡 ∈ ℝ ∞ standard normal Φ3,0 (퐺3,0)
1−
exp
(
− ln2(푡)
2
)
ln(푡) , 푡 ≥ exp(1) ∞ Φ1,√2푐 퐺3,0
Φ (ln(푡)), 푡 > 0 ∞ log-normal Φ1,√2푐 (퐺3,0)
1− 푡훽−1 exp(−푡)Γ(훽) , 푡 ≥ 훽 ∞ Φ3,0 퐺3,0
푡∫
0
1
Γ(훽) 푥
훽−1 exp(−푥) d푥, 푡 > 0 ∞ gamma Φ3,0 (퐺3,0)
1− exp
(
− (푡1/2 + 12 푡−1/2 sin(푡))2), 푡 ≥ 휋 ∞ Φ3,0 −
6. Conclusion
In this doctoral thesis we are motivated by the metallurgical problem of non-metallic inclusions, which
arise unavoidably in the course of steel-making processes. Those inclusions are known to be a main
reason for material defects, where the inclusion size is supposed to be the most crucial geometrical
parameter. Hence, one is strongly interested in fitting an appropriate statistical model to non-metallic
inclusion sizes and, as a key issue of quality engineering, in predicting large inclusion sizes.
In metallography, so far, extreme value theory has been applied in terms of the so-called control area
maxima method. This approach is based on the fundamental assumption that the increasing inclusion
sizes within each control area are realizations of oOS from iid random variables. Accordingly, by
making use of extreme value theory for oOS, observed control area maxima are fitted to a Gumbel
distribution, the latter being assumed to be the appropriate extreme value distribution. After having
determined ML estimates of the location and scale parameter of the Gumbel distribution, quantile
estimates are calculated that serve (as an issue of prediction or rather extrapolation) as inclusion size
estimates.
In order to incorporate more data into an extreme value analysis than just observed maxima, we deal
with multivariate extreme value theory for oOS in Chapter 3 of this present work. The MEV method
allows for estimating the GEV distribution parameters on the basis of the r > 1 largest observations of
each control area, instead of just permitting control area maxima. We point out that if ML estimation
of the GEV shape, location and scale parameter is based on single observed maxima, only, the true
GEV shape parameter and, thus, the true extreme value family is frequently miss-specified, as well
as that the statistical analysis is substantially improved when being based on the respective 푟 > 1
largest observations of each sub-sample for sufficiently large values of 푟. These assertions are based
on extensive simulations and illustrated via real data analysis of non-metallic inclusion sizes.
By applying the MEV or the control area maxima approach to non-metallic inclusion sizes, there
is the inherent assumption that the ascendingly ordered inclusion sizes within each control area are
realizations of oOS based on iid random variables. As in real data sets large inclusions appear with a
significantly lower incidence than smaller ones, the iid assumption is possibly not reasonable.
Therefore, in Chapter 4 we deal with a more flexible model of ordered random variables, being called
generalized model of ordered inclusion sizes, which coincides with the model of gOS in the distribution
theoretical sense. Therein, the model parameters 훾푗 , 푗 ∈ ℕ, permit that the ascendingly ordered
inclusion sizes within each control area arise from parametrically adjusted hazard rates. Assuming that
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these model parameters are unknown, methods of statistical inference are discussed and applied to real
non-metallic inclusion sizes. In particular, we carry out multivariate likelihood ratio tests on the model
parameters which indicate that oOS from iid random variables are not always appropriate for modeling
non-metallic inclusion sizes. We further introduce a log-linear link function that considerably reduces
the number of unknown parameters, and we discuss several procedures for estimating the unknown
link function parameters. With regard to extreme value theory for gOS, we make use of this log-linear
link function approach to determine that we are situated in the set-up of infinite asymptotic variance
푡
(2)
∞ = lim
푛→∞
푛∑
푗=1
훾−2푗 = ∞ and that the results of Cramer (2003) are applicable if we impose certain
restrictions on the link function’s inner weight function. Finally, we apply extreme value theory for
gOS to predict large inclusion sizes by means of extrapolation.
Given the set-up of infinite asymptotic variance 푡
(2)
∞ = ∞, in Chapter 5 we enhance extreme value
theory of gOS by establishing domains of attraction criteria, i.e., we derive conditions on the baseline
distribution function 퐹 that are necessary and/or sufficient for extreme gOS to converge weakly to a
non-degenerate limit distribution. In doing so, we find out that the non-degenerate limit distribution
function the most (of the considered) baseline distribution functions are attracted to is of the same
type as the standard normal distribution function.
A. Regular Variation
In extreme value theory the characterization of domains of attraction is related to the framework of
the theory of regularly varying functions. In this appendix relevant basics and extensions of regular
variation are provided. For references and further information, the reader is referred to de Haan (1970)
and to the monographs by Resnick (1987, Section 0.4) and de Haan and Ferreira (2006, Appendix B).
A.1. Regularly Varying Functions
Following the definition below, regularly varying functions behave asymptotically like power functions.
Definition A.1. A measurable function 푈 : ℝ>0 → ℝ>0 is regularly varying at∞ with index 휌 ∈ ℝ
(written 푈 ∈ 푅푉휌), if it is
lim
푡→∞
푈(푡푥)
푈(푡)
= 푥휌 , ∀푥 ∈ ℝ>0 .
The index 휌 is called the exponent of variation.
Remark A.2. In extreme value applications we consider 푈(푥) = 1/(1 − 퐹 (푥)) for 푥 ∈ ℝ>0, where
퐹 is a distribution function with infinite right endpoint 휔(퐹 ) = ∞. Hence, we are concerned with
distributions whose tails are regularly varying.
The special case 휌 = 0 is handled within the definition of slowly varying functions, the latter of
which are usually denoted by 퐿.
Definition A.3. A measurable function 퐿 : ℝ>0 → ℝ>0 is slowly varying at ∞ (written 퐿 ∈ 푅푉0),
if it is
lim
푡→∞
퐿(푡푥)
퐿(푡)
= 1 , ∀푥 ∈ ℝ>0 .
Remark A.4. If 푈 ∈ 푅푉휌 is regularly varying with index 휌 ∈ ℝ, then the function 퐿 defined by
퐿(푥) = 푈(푥)/푥휌, 푥 ∈ ℝ>0, is slowly varying. Conversely, it is always possible to write a regularly
varying function 푈 ∈ 푅푉휌 with index 휌 ∈ ℝ in terms of 푈(푥) = 푥휌퐿(푥), 푥 ∈ ℝ>0, where the function
퐿 is slowly varying.
The lemma below deals with the so-called Karamata representation of a slowly varying function 퐿.
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Lemma A.5. Let 퐿 : ℝ>0 → ℝ>0 be a measurable function. Then, 퐿 ∈ 푅푉0 iff L can be represented
as
퐿(푥) = 푐(푥) exp
⎛⎝ 푥∫
1
푡−1휀(푡) d푡
⎞⎠ , ∀푥 ∈ ℝ>0 ,
where 푑 : ℝ>0 → ℝ>0 and 휀 : ℝ>0 → ℝ>0 fulfill
lim
푥→∞ 푑(푥) = 푑 ∈ ℝ>0 and lim푥→∞ 휀(푥) = 0 ,
respectively.
Proof. See Resnick (1987, pp. 17-18).
Remark A.6. Applying Lemma A.5, the following characterizing representation of a regularly varying
function 푈 ∈ 푅푉휌 with index 휌 ∈ ℝ is obtained:
푈(푥) = 푥휌퐿(푥) = 푑(푥)푥휌 exp
⎛⎝ 푥∫
1
푡−1휀(푡) d푡
⎞⎠ = 푐(푥) exp
⎛⎝휌 ln푥+ 푥∫
1
푡−1휀(푡) d푡
⎞⎠
= 푑(푥) exp
⎛⎝ 푥∫
1
푡−1 (휌+ 휀(푡)) d푡
⎞⎠ = 푑(푥) exp
⎛⎝ 푥∫
1
푡−1휌(푡) d푡
⎞⎠ , ∀푥 ∈ ℝ>0 ,
where 푑 : ℝ>0 → ℝ>0 and 휌 : ℝ>0 → ℝ satisfy
lim
푥→∞ 푑(푥) = 푑 ∈ ℝ>0 and lim푥→∞ 휌(푥) = 휌 ,
respectively.
In extreme value theory for ordinary order statistics based on iid random variables, domain of
attraction criteria for the extreme value distribution functions 퐺1,휌 and 퐺2,휌 given in (2.2) for some 휌 ∈
ℝ>0 are well understood with a knowledge of regularly varying functions. Besides, a characterization of
the domain of attraction of the Gumbel distribution function 퐺3,0 requires the definition of Γ-Variation
and Π-Variation.
A.2. Extensions of Regular Variation
Definition A.7. A non-decreasing function 푈 is Γ-varying (written 푈 ∈ Γ), if 푈 is defined on an
interval (푥푙, 푥0), lim
푥↑푥0
푈(푥) = ∞ and there exists a positive function 푔 defined on (푥푙, 푥0) such that it
holds
lim
푡↑푥0
푈 (푡+ 푥푔(푡))
푈(푡)
= 푒푥 , ∀푥 ∈ ℝ . (1.1)
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Remark A.8. In Definition A.7 the auxiliary function 푔(⋅) is unique up to asymptotical equivalences,
i.e., if (1.1) is satisfied for both functions 푔(⋅) and 푔˜(⋅), then lim
푡↑푥0
푔(푡)/푔˜(푡) = 1. Conversely, if (1.1) is
fulfilled with 푔(⋅) and lim
푡↑푥0
푔(푡)/푔˜(푡) = 1, then (1.1) holds with 푔˜(⋅) as well (cf. Resnick 1987, pp. 26-27).
Remark A.9. In extreme value applications we set 푈 = 1/(1−퐹 ) for a distribution function 퐹 with
푥푙 = 훼(퐹 ) and 푥0 = 휔(퐹 ) being the left and right endpoint of 퐹 , respectively.
Definition A.10. A non-negative, non-decreasing function 푉 defined on a semi-infinite interval
(푧,∞) is Π-varying (written 푉 ∈ Π), if there exist a positive real function 푎 : ℝ → ℝ>0 and a
real function 푏 : ℝ→ ℝ such that it holds
lim
푡→∞
푉 (푡푥)− 푏(푡)
푎(푡)
= ln푥 , ∀푥 ∈ ℝ>0 . (1.2)
Remark A.11. In (1.2) one may choose 푏(푡) = 푉 (푡) as it is
lim
푡→∞
푉 (푡푥)− 푉 (푡)
푎(푡)
= lim
푡→∞
(
푉 (푡푥)− 푏(푡)
푎(푡)
− 푉 (푡)− 푏(푡)
푎(푡)
)
= ln푥− ln 1 = ln푥 , ∀푥 ∈ ℝ>0 .
Further, 푎(푡) = 푉 (푡푒)− 푉 (푡) is a proper choice due to
lim
푡→∞
푉 (푡푥)− 푉 (푡)
푉 (푡푒)− 푉 (푡) = lim푡→∞
(
푉 (푡푥)− 푉 (푡)
푎(푡)
푎(푡)
푉 (푡푒)− 푉 (푡)
)
=
ln푥
ln 푒
= ln푥 , ∀푥 ∈ ℝ>0 .
Remark A.12. In Definition A.10 the auxiliary function 푎(⋅) is obviously unique up to asymptotical
equivalence, i.e., if (1.2) is satisfied with 푎(⋅) and lim
푡→∞ 푎(푡)/훼(푡) = 1, then 훼(⋅) fulfills (1.2) as well.
Conversely, if (1.2) holds with both 푎(⋅) and 훼(⋅), then lim
푡→∞ 푎(푡)/훼(푡) = 1. Moreover, it is easily seen
that if lim
푡→∞
훽(푡)−푏(푡)
푎(푡) = 0, then 훽(⋅) also satisfies (1.2).
Remark A.13. In extreme value applications we set 푉 = 푈−1 with 푈 = 1/(1− 퐹 ) for a distribution
function 퐹 , where
푉 (푦) = 푈−1(푦) = inf {푥 ∈ ℝ ∣푈(푥) ≥ 푦} = inf {푥 ∈ ℝ ∣퐹 (푥) ≥ 1− 1/푦}
= 퐹−1 (1− 1/푦) , 푦 ∈ (1,∞) ,
is non-negative and non-decreasing on the semi-infinite interval (1,∞).
B. Additional Tables and Figures
In order to extend the simulation study of Section 3.2, in this appendix tables and figures are provided
that present the results of simulation for the case of 푁 = 60 sub-samples.
Table B.1. Relative percentages of miss-specifications of the true extreme value family and mean absolute
deviations of the true GEV shape parameter in 푆 = 10, 000 simulations each of 푁 = 60 sub-samples a`
푛 = 50 Pareto resp. beta distributed observations
Pareto 푘 = −0.1 beta 푘 = 0.1
r 1푆
푆∑
푠=1
1
{
푘ˆ푠,푟 > 0
}
1
푆
푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣ 1푆 푆∑
푠=1
1
{
푘ˆ푠,푟 < 0
}
1
푆
푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣
1 0.173739 0.08774866 0.1401766 0.07879111
2 0.1037830 0.06660488 0.08498896 0.05813213
3 0.06865492 0.05720558 0.06150913 0.04906697
4 0.04193355 0.05098487 0.04154124 0.04346515
5 0.02702162 0.04717286 0.02970098 0.03957133
7 0.01170937 0.04120716 0.01434879 0.03461922
10 0.0040032 0.03620399 0.00632149 0.03049258
12 0.00220176 0.03431357 0.00411399 0.02877161
15 0.00070056 0.03220005 0.00190648 0.02677218
17 0.00020016 0.0309112 0.00120409 0.02588508
20 0.00010008 0.02969717 0.00120409 0.0247656
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Table B.2. Mean absolute deviations of the true GEV shape parameter in 푆 = 10, 000 simulations each of
푁 = 60 sub-samples a` 푛 = 50 log-normal resp. exponential distributed observations
log-normal 푘 = 0 exponential 푘 = 0
r 1푆
푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣ 1푆 푆∑
푠=1
∣∣∣푘ˆ푠,푟 − 푘∣∣∣
1 0.09341963 0.08312264
2 0.07559715 0.06213897
3 0.06871217 0.05244637
4 0.06513253 0.04711241
5 0.06298575 0.04294646
7 0.06012306 0.03791008
10 0.05846756 0.03356909
12 0.05730236 0.03140107
15 0.05616419 0.0294619
17 0.05548515 0.02842834
20 0.05469994 0.02728452
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Figure B.1. Absolute frequencies of the ML estimates of the true GEV shape parameter 푘 = −0.1 (marked
by a rhombus) in 푆 = 10, 000 simulations based on 푟 = 1, . . . , 5, 7, 10, 12, 15 largest observations of
푁 = 60 sub-samples each of 푛 = 50 Pareto distributed observations
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Figure B.2. Absolute frequencies of the ML estimates of the true GEV shape parameter 푘 = 0.1 (marked by
a rhombus) in 푆 = 10, 000 simulations based on 푟 = 1, . . . , 5, 7, 10, 12, 15 largest observations of 푁 = 60
sub-samples each of 푛 = 50 beta distributed observations
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Figure B.3. Absolute frequencies of the ML estimates of the true GEV shape parameter 푘 = 0 (marked by a
rhombus) in 푆 = 10, 000 simulations based on 푟 = 1, . . . , 5, 7, 10, 12, 15 largest observations of 푁 = 60
sub-samples each of 푛 = 50 exponential distributed observations
C. Abbreviations and Notations
C.1. Abbreviations
abbreviation meaning
OS order statistic(s)
gOS generalized order statistic(s)
oOS ordinary order statistic(s)
sOS sequential order statistic(s)
EVI extreme value index
GEV generalized extreme value
GP generalized Pareto
MEV multivariate extreme value
POT peaks over threshold
ML maximum likelihood
UMVU uniformly minimum variance unbiased
se standard error(s)
approx se approximate standard error(s)
emp se empirical standard error(s)
iid independent and identically distributed
iff if and only if
cf. confer, compare
p.; pp. page; pages
ff. and following
185
186 C.2. Notations
C.2. Notations
C.2.1. Basic Notations
notation meaning reference
ℕ {1, 2, . . .}
ℤ {. . . ,−2,−1, 0, 1, 2, . . .}
ℝ (−∞,∞)
ℝ>푎; ℝ≥푎 (푎,∞) with 푎 ∈ ℝ; [푎,∞) with 푎 ∈ ℝ
⌊푥⌋ max {푧 ∈ ℤ : 푧 ≤ 푥} with 푥 ∈ ℝ
ℝ
푛 ≡ ℝ푛×1 푛−dimensional Euclidean space (column vectors)
ℝ
푛
>푎
{
(푦1, . . . , 푦푛)
′ ∈ ℝ푛 ∣ 푦푗 > 푎, 1 ≤ 푗 ≤ 푛
}
with 푎 ∈ ℝ
ℝ
푛
≥푎
{
(푦1, . . . , 푦푛)
′ ∈ ℝ푛 ∣ 푦푗 ≥ 푎, 1 ≤ 푗 ≤ 푛
}
with 푎 ∈ ℝ
ℬ푛 Borel sets of ℝ푛
퐴 ∩ ℬ푛 Borel sets {퐴 ∩퐵 : 퐵 ∈ ℬ푛} of 퐴 ⊆ ℝ푛
휆푛 Lebesgue measure on (ℝ푛,ℬ푛)
휆푛∣퐴 restriction of 휆푛 to the measurable space (퐴,퐴 ∩ ℬ푛) with
퐴 ⊆ ℝ푛
×푠푖=1ℝ푛푖 Cartesian product of ℝ푛1 , . . . ,ℝ푛푠
⊗푠푖=1ℬ푛푖 product sigma algebra of ℬ푛1 , . . . ,ℬ푛푠
⊗푠푖=1휆푛푖 product measure of 휆푛1 , . . . , 휆푛푠
Γ(⋅) gamma function Remark 2.22
Γ(⋅, ⋅) incomplete gamma function Remark 2.22
Ψ(⋅) digamma function, i.e., Γ′(⋅)/Γ(⋅)
훾 Euler-Mascheroni constant, i.e., 훾 = −Ψ(1) = 0.57721...
log logarithm to the basis of 푒 = exp(1)
∀ for all
□ end of proof
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C.2.2. Probability
notation meaning reference
(Ω,풜, 푃 ) probability space consisting of a non-empty set Ω, a
휎−algebra 풜 on Ω, a probability measure 푃 : 풜 → [0, 1]
푋 real-valued random variable, i.e., a measurable function
푋 : (Ω,풜, 푃 )→ (ℝ,ℬ)
퐹 ; 퐹푋 distribution function (of 푋)
휔(퐹 ) right endpoint of 퐹 Formula (1.1)
훼(퐹 ) left endpoint of 퐹 Formula (2.13)
풞퐹 set of all continuity points of 퐹
퐹−1 pseudo-inverse of 퐹 , quantile function of 퐹 Definition 1.2
퐹¯ survival function of 퐹 , i.e., 퐹¯ = 1− 퐹
퐻 integrated hazard function of 퐹 Notation 5.2
퐻−1 pseudo-inverse of 퐻 Formula (5.3)
퐹푎푠 associated distribution function of 퐹 Definition 5.3
ℝ
푛
< truncated cone of strictly increasing real numbers in ℝ
푛 Formula (4.5)
푎.푠.−→ almost sure convergence
푑−→ convergence in distribution, weak convergence
Φ distribution function of the standard normal distribution
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C.2.3. Extreme Value Theory
notation meaning reference
풟(퐺); 풟표푂푆(퐺) domain of oOS attraction of a non-degenerate distribu-
tion function 퐺
Definition 2.1
퐺푘 distribution function of a GEV distribution with 푘 ∈ ℝ
as EVI
Formula (1.3)
퐺1,휌; 퐺2,휌; 퐺3,0 distribution functions of extreme value distributions with
shape parameter 휌 ∈ ℝ>0
Formula (2.2)
풟푔푂푆(퐽) domain of gOS attraction of a non-degenerate distribu-
tion function 퐽
Definition 5.1
퐿1,휌; 퐿2,휌; 퐿3,0 distribution functions of non-degenerate limit distribu-
tions for extreme gOS with parameter 휌 ∈ ℝ>0
Section 5.2
Φ1,휌; Φ2,휌; Φ3,0 distribution functions of non-degenerate limit distribu-
tions for extreme gOS with parameter 휌 ∈ ℝ>0
Section 5.3
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