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Learning Vision-based Flight in Drone
Swarms by Imitation
Fabian Schilling, Julien Lecoeur, Fabrizio Schiano, and Dario Floreano
Abstract—Decentralized drone swarms deployed today either
rely on sharing of positions among agents or detecting swarm
members with the help of visual markers. This work proposes
an entirely visual approach to coordinate markerless drone
swarms based on imitation learning. Each agent is controlled
by a small and efficient convolutional neural network that takes
raw omnidirectional images as inputs and predicts 3D velocity
commands that match those computed by a flocking algorithm.
We start training in simulation and propose a simple yet effective
unsupervised domain adaptation approach to transfer the learned
controller to the real world. We further train the controller with
data collected in our motion capture hall. We show that the
convolutional neural network trained on the visual inputs of the
drone can learn not only robust inter-agent collision avoidance
but also cohesion of the swarm in a sample-efficient manner.
The neural controller effectively learns to localize other agents
in the visual input, which we show by visualizing the regions
with the most influence on the motion of an agent. We remove
the dependence on sharing positions among swarm members by
taking only local visual information into account for control.
Our work can therefore be seen as the first step towards a
fully decentralized, vision-based swarm without the need for
communication or visual markers.
Index Terms—Aerial Systems: Perception and Autonomy,
Swarms, Visual Learning, Sensor-based Control
SUPPLEMENTARY MATERIAL
Supplementary video: https://youtu.be/I9vFvPphfpU.
I. INTRODUCTION
COLLECTIVE motion of animal groups such as flocks ofbirds is an awe-inspiring natural phenomenon that has
profound implications for the field of aerial swarm robotics
[1], [2]. Animal groups in nature operate in a completely
self-organized manner since the interactions between them are
purely local. By taking inspiration from decentralization in
biological systems, we can develop powerful robotic swarms
that are 1) robust to failure, and 2) highly scalable since the
number of agents can be increased or decreased dynamically
depending on the workload of the task.
One of the most appealing characteristics of collective
animal behavior for robotics is that decisions are made based
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Figure 1: Vision-based multi-agent experiment in our motion
tracking hall. Our proposed visual controller operates fully
decentralized and provides collision-free, coherent collective
motion without the need to share positions among agents.
The behavior of an agent only depends on its omnidirectional
visual inputs (see orange rectangle). Collision avoidance and
cohesion between agents are learned entirely from visual
inputs (see supplementary video).
on local information. Thus, the behavior of animal groups
does not require extensive knowledge of the swarm state
or a central coordinator. As of today, however, most multi-
agent robotic systems rely on entirely centralized control [3]–
[5] or wireless communication of positions [6]–[8], which
are obtained either from a motion capture system or global
navigation satellite system (GNSS). The main drawback of
these approaches is the introduction of a single point of failure,
as well as the use of unreliable data links, respectively. Relying
on centralized control bears a significant risk since the agents
lack the autonomy to make their own decisions in failure cases
such as a communication outage. The possibility of failure
is even higher in dense urban environments, where GNSS
measurements are often unreliable and imprecise.
Vision is arguably the most promising sensory modality to
achieve a maximum level of autonomy for robotic systems,
particularly considering the recent advances in computer vision
and deep learning [9]. Apart from being light-weight and
having relatively low power consumption, even cheap com-
modity cameras provide an unparalleled information density
with respect to sensors of similar cost. Their characteristics are
specifically desirable for the deployment of an aerial multi-
robot system. The difficulty when using cameras for robot
control is the processing of the visual information which this
paper addresses directly.
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In this work, we propose a reactive control strategy based
entirely on local visual information. We formulate the swarm
interactions as a regression problem in which we predict
control commands as a nonlinear function of the visual input
of a single agent. To the best of our knowledge, this is the first
successful attempt to learn vision-based swarm behaviors such
as collision-free navigation in an end-to-end manner directly
from raw images.
Our contributions can be summarized as follows:
• We propose a data-efficient imitation learning approach
to solve the problem of vision-based coordination of a
swarm of drones. Our control policy is trained incremen-
tally by following the previous best policy and thus col-
lecting relevant data from its failure cases. Our proposed
system generates high-level control commands from raw
images in the form of velocity setpoints, whereas a
classical cascaded feedback control architecture handles
low-level control.
• We present a remarkably simple and effective task-
specific unsupervised domain adaptation approach to
transfer the image data obtained from simulation to the
real world. To this end, we collect a dataset of unlabeled
images from our target environment to serve as back-
grounds for images generated in simulation.
• We implement our algorithm on a physical quadrotor plat-
form and show that all computations (policy evaluation,
state estimation, and control) can be run entirely onboard
in real-time.
• We provide an evaluation of our system in simulation
and experimental validation in a motion tracking hall to
show that our control policy generalizes to coordinated
multi-agent flights in the real world.
II. RELATED WORK
Decentralized swarms of drones such as quadrotors and
fixed-wings are the focus of recent research in swarm robotics.
Early work presents ten fixed-wing drones deployed in an
outdoor environment [10]. Their collective motion is based
on Reynolds flocking [11] with a migration term that allows
the swarm to navigate towards the desired goal. Thus far,
the largest decentralized quadrotor swarm consisted of 30
autonomous agents flying in an outdoor environment [8].
The underlying algorithm has many free parameters which
are optimized using an evolutionary algorithm that relies on
a fitness function which incorporates several swarm order
parameters. The commonality of the mentioned approaches
and others, for example, [6], [12], is the ability to share
GNSS positions wirelessly among swarm members. However,
there are many situations in which wireless communication is
unreliable, or GNSS positions are too imprecise. We may not
be able to tolerate position imprecisions in situations where the
environment requires a small inter-agent distance, for example
when traversing narrow passages in urban environments. In
these situations, tall buildings may deflect the signal and
communication outages occur due to the wireless bands being
over-utilized.
Recent advances in the field of machine learning facilitate
vision-based control of flying robots. In particular, the con-
trollers are based on three types of learning methods: imita-
tion learning, supervised learning, and reinforcement learning.
Imitation learning is used in [13] to control a drone in a forest
environment based on human pilot demonstrations. The au-
thors motivate the importance of following suboptimal control
policies in order to cover more of the state space. A supervised
learning approach [14] features a convolutional network that
is used to predict a steering angle and a collision probability
for drone navigation in urban environments. In contrast with
the previous methods based only on supervised learning, an
approach based on reinforcement learning [15] shows that a
neural network trained entirely in a simulated environment can
generalize to flights in the real world. The work described
above and other similar methods, for instance, [16], [17],
use a data-driven approach to control a flying robot in real-
world environments. The probability of collision is learned
by minimizing the binary cross-entropy of labeled images
collected while riding a bicycle through urban environments. A
shortcoming of these methods is that the learned controllers
operate only in two-dimensional space which bears similar
characteristics to navigation with ground robots. Moreover,
the approaches do not show the ability of the controllers to
coordinate a multi-agent system.
The control of multiple agents based on visual inputs is
achieved with relative localization techniques [18] for a group
of three quadrotors. Each agent is equipped with a camera and
a circular marker that enables the detection of other agents
and the estimation of relative distance. The system relies
only on local information obtained from the onboard cameras
in near real-time. Thus far, decentralized vision-based drone
control has been realized by mounting visual markers on the
drones [19]. Although this simplifies the relative localization
problem significantly, the marker-based approach would not
be desirable for real-world deployment of flying robots. The
used visual markers are relatively large and bulky which
unnecessarily adds weight and drag to the platform; this is es-
pecially detrimental in real-world conditions. Another recently
proposed approach is the use of active ultraviolet markers
to identify the relative range and bearing to other agents
[20]. However, the markers have to be placed in carefully
chosen pre-defined locations, and the system is thus unable
to detect markerless drones that do not precisely conform to
these specifications.
III. METHOD
At the core of our method lies the prediction of a velocity
command for each agent that matches the velocity command
computed by a flocking algorithm. We consider the velocity
command from the flocking algorithm as the target for a
supervised imitation learning problem. The main idea is to
eliminate the dependence on the knowledge of the positions
of other agents by taking only local visual information into
account for control. Imitation learning presents a practical
alternative to the approach in which separate modules are re-
sponsible for object detection, multi-object target tracking, and
control, respectively. The modular approach would require the
manual labeling of prohibitively large amounts of images with
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precise bounding box annotations. By using direct imitation,
the control inputs can be calculated directly from the relative
positions of other agents obtained either from simulation or a
motion capture system.
A. Flocking algorithm
We use an adaptation of Reynolds flocking [11] to generate
targets for our learning algorithm. In particular, we only
consider the collision avoidance and flock centering terms
from the original formulation since they only depend on
relative positions. We omit the velocity matching term since
estimating the velocities of other agents is a challenging task
given only a single snapshot in time. One would have to rely
on either estimating velocities from several consecutive images
or estimating the orientation and heading with relatively high
precision in order to infer velocities from a single image.
In our formulation of the flocking algorithm, we use the
terms separation and cohesion to denote collision avoidance
and flock centering, respectively [21]. We further add an
optional migration term that enables the agents to navigate
towards a goal. An important consideration when modeling
the desired behavior of the swarm is the notion of neighbor
selection. It is reasonable to assume that each agent can only
perceive its neighbors in a limited range. We therefore only
consider agents as neighbors if they are closer than the desired
cutoff distance rmax which corresponds to only selecting
agents in a sphere with a given radius. We do not make any
restrictions on the field of view of the agents since limiting
perception, specifically in the lateral direction, has been shown
to have adverse effects on the flocking performance [22].
Therefore, we denote the set of neighbors of an agent i as the
set Ni = {agents j : j 6= i ∧ ‖rij‖ < rmax} where rij ∈ R3
denotes the relative position of agent j with respect to agent
i and ‖ · ‖ the Euclidean norm. We compute rij = pj − pi
where pi ∈ R3 denotes the absolute position of agent i.
The separation term steers an agent away from its neighbors
in order to avoid collisions, whereas the cohesion term can
be seen as the antagonistic inverse since its purpose is to
steer an agent towards its neighbors to provide coherence to
the group. We can formalize the respective separation and
cohesion velocity command for the ith agent as
vsepi = −
ksep
|Ni|
∑
j∈Ni
rij
‖rij‖2 (1)
vcohi =
kcoh
|Ni|
∑
j∈Ni
rij (2)
where ksep is the separation gain which modulates the strength
of the separation between agents and the cohesion gain kcoh
modulates the tendency for the agents to be drawn towards
the center of the neighboring agents. For our implementation,
the separation and cohesion terms are sufficient to generate a
collision-free swarm in which agents remain together, given
that the separation and cohesion gains are chosen carefully.
We denote the combination of the two terms as the Reynolds
velocity command vreyi = v
sep
i + v
coh
i which is later predicted
by the neural network.
(a) Visual input of an agent: concatenation of six camera images
(b) Simulated drone model (c) Physical drone hardware
Figure 2: Camera configuration and resulting visual input for
a simulated agent. The cameras are positioned such that the
visual field of an agent corresponds to an image cube map,
i.e., each camera is pointing at a different face of a cube as
seen from within the cube itself. (2a) The concatenation of
the six camera images into the full visual field (color-coded
by camera). (2b) Simulated model of the drone built using
mainly geometric primitives. (2c) Hardware implementation
of the drone based on the design in [12]. It uses six OpenMV
Cam M7 with ultra-wide angle lenses for image acquisition,
an NVIDIA Jetson TX1 for image processing, and a Pixracer
autopilot for state estimation and control.
Moreover, the addition of the migration term provides the
possibility to give a uniform navigation goal to all agents. The
corresponding migration velocity command is given by
vmigi = k
mig r
mig
i
‖rmigi ‖
(3)
where kmig denotes the migration gain and rmigi ∈ R3 denotes
the relative position of the migration point with respect to
agent i. We compute rmigi = p
mig−pi where pmig ∈ R3 is the
absolute position of the migration point.
The velocity command for an agent i is computed as a sum
of the Reynolds terms, which is a combination of separation
and cohesion, as well as the migration term, as v˜i = v
rey
i +
vmigi . In general, we assume a homogeneous swarm, which
means that all agents are given the same gains for separation,
cohesion, and migration.
A final parameter to adjust the behavior of the swarm is
the cutoff of the maximum speed. The final velocity command
that steers an agent is given by vi = v˜i/‖v˜i‖min (‖v˜i‖, vmax)
where vmax denotes the desired maximum speed of an agent
during flocking.
B. Drone model
We perform simulation in Gazebo with a group of nine
quadrotor drones, each equipped with six simulated cameras
to provide omnidirectional vision. The cameras are positioned
away from the center of gravity of the drone in order to have an
unobstructed view of the surrounding environment, including
the propellers (see Fig. 2a). Each camera has a 135 × 90◦
horizontal and vertical field of view and takes a grayscale
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Algorithm 1: Multi-agent dataset aggregation.
Initialize empty dataset D ← ∅.
Initialize parameters of learned policy pˆi1.
for i← 1 to N do
Sample trajectories from learned policy pˆii
simultaneously for all agents.
Collect dataset Di = {(ot, pi∗(st))}Tt=1 of
observations from the learned policy pˆii and actions
given by expert pi∗ for all agents.
Aggregate datasets D ← D ∪Di.
Train new policy pˆii+1 on D.
end
return Best policy pˆii on hold-out validation set Dval.
image of 128 × 128 pixels with a refresh rate of 10 Hz.
We concatenate the images from all six cameras along the
horizontal axis to form a 128× 768 pixels grayscale image.
C. Imitation learning
We use an on-policy imitation learning approach to synthe-
size a purely vision-based control policy, denoted by pˆi, that
matches the behavior of the position-based flocking policy,
denoted by pi∗, as closely as possible. More formally, we
denote the learned policy pˆi(ot) = at as a mapping from
observations to actions, where the observations ot ∈ R128×768
are grayscale images and the actions at ∈ R3 velocity
commands for each time step t ∈ T . The expert policy
pi∗(st) = at, on the other hand, computes velocity commands
from the state st of the system, which is represented by known
relative positions rij to other agents as described in Sec. III-A.
The image observations can be seen as a lossy representation
of the underlying system state (e.g., the relative positions
of other agents) because of adverse factors such as limited
resolution, occlusions, lens distortions, and inherent noise in
the system. To learn the vision-based policy pˆi, we use the
DAGGER imitation learning algorithm [23] (see Alg. 1).
We collect data and train our policy in an iterative fashion,
first in simulation and then in our motion tracking hall.
We use a roughly 80%/20% split between training Dtrain
and validation data Dval. In simulation, each iteration of the
imitation learning algorithm proceeds as follows. The drones
take off and assume random positions within a cube of
side length 4m, and with a minimum inter-agent distance of
1.5m. The side length and minimum distance were chosen
to resemble a plausible real-world deployment scenario in a
confined environment such as our motion tracking hall. All
agents then switch to vision-based control and use raw velocity
commands generated by the learned policy (which is randomly
initialized at first) from the visual inputs sampled at 10Hz.
Simultaneously, ground truth control commands are computed
from the flocking algorithm and stored for post-processing.
The iteration is considered complete as soon as 1) any two
drones collide, 2) any two drones are too far away from each
other, or 3) 200 observation-action samples are generated.
We consider two agents too close if any pair of drones falls
below a collision threshold of 1m; similarly, we consider
two agents as too far away when the distance between them
exceeds a threshold of 7m. The collision threshold follows the
constraints of the drone model, and the dispersion threshold
stems from the diminishing size of other agents in the field of
view. For data collection in the real world, we relax the above
requirements and stop an iteration as soon as the situation
becomes subjectively too dangerous, for instance when the
inter-agent distance becomes too small, or the drone starts to
move to close to the walls of the motion tracking hall. A
new policy is then trained using the collected image samples,
the control commands generated by the learned policy, and
the expert control commands computed from the flocking
algorithm rules. Finally, the data collection process is repeated
with the new policy.
D. Domain adaptation
One fundamental problem with the on-policy imitation
learning approach outlined in Alg. 1 is that the policy needs
to be executed in the real world in order to collect samples.
Executing an untrained policy in a multi-agent setting with
quadcopters in a confined space such as a motion tracking hall
can be dangerous. A possible solution is to set an initial policy
pii(ot) = βipi
∗(st) + (1− βi)pˆii(ot), i.e. a linear combination
of the expert and learner’s action and let the factor βi decay
from one to zero over time. While this approach would work,
data generation in the real world is error-prone and collecting
large datasets would require significant amounts of time.
To avoid the collection of a large real-world dataset, we
propose a simple yet effective task-specific domain adaptation
method to learn an initial vision-based policy from simulated
and unsupervised images. To this end, we construct a simu-
lated environment in which there is no visual clutter such that
the drones appear in front of a uniform white background (see
Fig. 3a). Next, we collect a 20k-sample image background
dataset from our six onboard cameras during a single-agent
flight in our motion tracking hall (see Fig. 3b). During the
flight, we tried to rotate the drone in all possible orientations
and to cover as much of the space in the hall as possible
to increase the variability in the image data. As a final step,
we add the simulated drones onto the background in order
to create a dataset that resembles actual drones flying in the
motion tracking hall. The real and domain-adapted images are
almost indistinguishable to the human eye at the resolution
used by the control policy (see Fig. 3c and 3d). The control
actions corresponding to the images from the simulated dataset
remain unchanged during this process.
E. Visual policy
We formulate the vision-based imitation of the flocking
algorithm as a regression problem which takes an image
(see Fig. 2a) as an input and predicts a velocity command
which matches the ground truth velocity command as closely
as possible. To produce the desired velocities, we consider
a small and efficient convolutional neural network [14] that
is geared towards drone navigation. However, unlike [14],
we opt for a single-head regression architecture to avoid
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(a) Foreground
(b) Background
(c) Fake sample (foreground + background)
(d) Real sample
Figure 3: Example of unsupervised domain adaptation method
in which simulated foreground images (3a) and real back-
ground images from our motion tracking hall (3b) are com-
bined into domain-adapted images (3c). For visual compari-
son, we also show a real sample from a two-agent flight in
the motion tracking hall (3d).
convergence problems caused by different gradient magnitudes
from an additional classification objective during training. This
simplifies the optimization problem and the model architecture
and thus the resulting controller.
We use mini-batch stochastic gradient descent to minimize
the regularized mean squared error loss between predicted
and target velocity commands. We employ variance-preserving
parameter initialization by drawing the initial weights from a
truncated normal distribution according to [24]. The biases
of the model are initialized to zero. The objective function
is minimized using the Adam optimizer [25] and an initial
learning rate of 10−3 which is decayed by a factor of 0.5 after
10 consecutive epochs without improvement on the hold-out
validation set. We train the network using a mini-batch size of
128, a weight decay factor of 5·10−4, and a dropout probability
of 0.5. We stop the training process as soon as the validation
loss plateaus for more than ten consecutive epochs.
The raw images and velocity targets are pre-processed using
feature standardization such that each input batch has a mean
of zero and a standard deviation of one. For the velocity
targets from the flocking algorithm, we perform a frame
transformation from the world frame W into the drone’s body
frame B as vi = RBW ivreyi where RBW i ∈ SO(3) denotes
the rotation matrix from world to body frame for robot i
and vreyi corresponds to the target velocity command. We
perform the inverse rotation to transform the predicted velocity
commands from the neural network back into the world
frame. In terms of data augmentation, we randomly adjust the
image brightness and contrast of each mini-batch by ±25%.
Furthermore, we randomly rotate the image cube map and the
control command in 90◦ increments around the body frame
z-axis (yaw) such that the vision-based controller becomes
invariant to the direction in which agents are predominantly
present in the data. In practice, this is equivalent to shifting
and wrapping around the first four images (left, front, right,
and back) in 128-pixel increments, as well as rotating the last
two images (top and bottom) by 90◦ increments.
IV. SIMULATION RESULTS
This section presents an evaluation of the learned controller
as a comparison to the target flocking algorithm. We refer to
the swarm operating on the learned controller (which relies on
visual inputs) as vision-based. We refer to the swarm operating
on the flocking algorithm (which relies on shared agent posi-
tions) as position-based. The results show that the proposed
controller represents a robust alternative to communication-
based systems in which the positions of other agents are shared
with other members of the group.
The experiments are performed using the Gazebo simulator
in combination with the PX4 autopilot [26] for state estimation
and control. The neural network is implemented in PyTorch.
We employ the same set of flocking parameters used during the
training phase throughout the following experiments. We set
the number of agents N = 9, the maximum perception radius
rmax = 7m, and the maximum speed vmax = 2ms−1. We
set the separation, cohesion, and migration gain to ksep = 7,
kcoh = 1, and kmig = 1, respectively.
We report our results in terms of minimum and maximum
inter-agent distances, two complementary metrics that describe
the state of the swarm at a given time step. The minimum
and maximum inter-agent distance are direct indicators for
successful collision avoidance, as well as general segregation
of the swarm, respectively. Two conditions are tested: a first
one in which all agents share a common migration goal, and a
second one in which a subset of the agents have an opposing
migration goal.
A. Common migration goal experiment
In the first experiment, we give all agents the same mi-
gration goal and show that the swarm remains collision-free
during navigation. The vision-based and the position-based
swarm exhibit remarkably similar behavior while migrating
(see Figs. 4a and 4c). For the vision-based controller, one
should notice that the velocity commands predicted by the
neural network are sent to the agents in their raw form without
any further processing. The vision-based swarm matches the
position-based one very well since the inter-agent distances do
not deviate significantly over the course of the entire trajectory
(see Fig. 4e). The minimum inter-agent distance remains larger
than the collision threshold of 1m, which indicates that the
neural controller has learned to keep a minimum inter-agent
distance and thus to avoid collisions.
B. Opposing migration goals experiment
In this experiment, we assign different migration goals to
two subsets of agents. The first group, consisting of five agents,
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Figure 4: Flocking with common migration goal (left column) and opposing migration goals (right column). First two rows:
Top view of a swarm migrating using the position-based (4a and 4b) and vision-based (4c and 4d) controller. The trajectory
of each agent is shown in a different color. The colored squares, triangles, and circles show the agent positions during the
first, middle, and last time step, respectively. The gray square and gray circle denote the spawn area and the migration point,
respectively. For the swarm with opposing migration goal (4b and 4d), the waypoint on the right is given to a subset of five
agents (solid lines), whereas the waypoint on the left is given to a subset of four agents (dotted lines). Third row: Inter-agent
minimum and maximum distances over time (4e and 4f) while using the position-based and vision-based controller. The mean
minimum distance between any pair of agents is denoted by a solid line, whereas mean maximum distances are shown as a
dashed line. The colored shaded regions show the minimum and maximum distance between any pair of agents. Note that the
plot for the opposing goal swarm does not continue until the last time step since the vision-based swarm takes longer than the
position-based swarm to reach the migration point.
is assigned the same waypoint as in Sec. IV-A. The second
group, consisting of the remaining four agents, is assigned
a migration point on the opposite side with respect to the
first group. The position-based and vision-based swarm exhibit
very similar migration behaviors (see Figs. 4b and 4d). In both
cases, the swarm cohesion is strong enough to keep the agents
together despite the diverging migration goals. Note that the
vision-based swarm reaches its migration goal far later than
the position-based swarm.
V. REAL-WORLD RESULTS
We propose three experiments involving two quadrotors to
show that the learned controller can perform vision-based
markerless flight in the real world. We conclude with an
attribution study that visualizes the regions of the visual input
that contribute the most to the neural network’s predictions.
All flights are performed in our motion tracking hall that is
equipped with 26 OptiTrack cameras. Each drone receives its
ground truth pose via Wi-Fi at a frequency of 100Hz.
A. Circle experiment
The circle experiment showcases the ability of the learned
policy to maintain cohesion with another agent. To this end,
the leader drone is given a circular trajectory, whereas the
vision-based follower uses raw velocity commands generated
onboard by the neural network. We set the radius of the circle
as 2.5m and the angular velocity along the circular trajectory
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Figure 5: Ground truth trajectories and inter-agent distance
during the circle experiment.
to 10 ◦ s−1. The follower drone keeps a stable distance be-
tween itself and the leader drone during a representative 6min
flight (see Fig. 5). One can observe that the visual policy can
recover from small mistakes reliably, most notably after the
70 s and 210 s marks (see Fig. 5c).
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Figure 6: Ground truth trajectories and altitude during the
carousel experiment.
B. Carousel experiment
The carousel experiment can be seen as an extension of
the circle scenario with the added difficulty that the altitude
of the leader is now modulated by a sinusoid as well. The
parameters of the circle trajectory remain the same, but we
add a sinusoid component to the altitude tracked by the leader
drone. The altitude component has an amplitude of 1m and
the same frequency as the horizontal components, which leads
to a tilted circular trajectory (see Fig. 6b). The vision-based
follower thus needs the ability to operate in full 3D space in
order to stay cohesive with the leader. The inter-agent distance
in the carousel experiment increases slightly compared to the
circle experiment, especially when the leader agent deviates
the most from the average flight altitude. Nevertheless, the
vision-based drone can maintain a steady cohesion with the
leader (see Fig. 6). Upon closer examination of the altitude of
both agents over time, it is clear that the follower can modulate
its altitude as a reaction to the leader. The extreme points in
altitude of the follower are indeed somewhat aligned with the
intersection points of the two curves (see Fig. 6c).
C. Push-pull experiment
The motivation for the push-pull experiment is the validation
of the separation ability of the vision-based flocking policy. In
both the circle and carousel experiments, the follower drone
is never on a direct collision course with the leader. In order
to encourage collisions, we let the leader navigate between
two waypoints and position the follower in the middle. We
further set both the x and the z-component of the velocity
command computed by the neural network to zero in order to
fix the follower’s degrees of freedom to a line defined by the
two waypoints. This adjustment is necessary to show collision
avoidance since leaving the control input unrestricted would
degenerate into a cohesion-like scenario where collisions are
not explicitly encouraged. Moreover, since the drones may
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Figure 7: Ground truth trajectories and positions during the
push-pull experiment.
get into situations where they are on top of each other,
downwash may blur the lines between the separation due to the
learned controller and the physical repulsion due to the airflow.
The vision-based follower avoids collisions and maintains a
constant equilibrium distance to the leader drone (see Fig. 7).
This behavior results directly from the spring-like dynamics of
two agents in which one is following the flocking algorithm.
The oscillations in the position may occur because distances
smaller than equilibrium are penalized quadratically, while
distances larger than equilibrium are penalized linearly by the
flocking rules (see Eq. 1). In addition, noise in the raw control
command leads to small and sudden repulsive maneuvers that
are quickly compensated (see Fig. 7c).
D. Attribution study
Since the vision-based controller provides a very tight
coupling between perception and control, the need for in-
terpretation of the learned behavior arises. To this end, we
employ a state-of-the-art attribution method [27], which shows
how much influence each pixel in the input image has on the
predicted velocity command (see Fig. 8). More specifically,
we compute the gradients for the heat map with respect to
the last convolutional layer of the neural network in which
the individual feature maps have a spatial size of only 8× 48
pixels. We then employ bilinear upsampling to increase the
resolution of the resulting saliency map before we blend it with
the original input image using a jet colormap for visualization
purposes. The attribution map can be generated very efficiently
using one forward and backward pass and could therefore
serve as a valuable attention-like input for further real-time
processing.
One can observe that the network is effectively localizing
the other agent spatially in the visual input. However, the
network is putting non-zero importance on regions with more
visual clutter such as the control room in the backward-facing
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Figure 8: Heat map visualization of the relative importance
of each pixel in the visual input of the drone towards its
velocity command. Red regions have the most influence on the
control command, whereas blue regions contribute the least.
Best viewed in color.
camera (see Fig. 8). One may note that the most salient region
is not perfectly matching the location of the visible agent,
which can be attributed to the low spatial resolution of the
activations generated at the last convolutional layer.
VI. CONCLUSIONS AND FUTURE WORK
This paper presented a machine learning approach to the
problem of collision-free and coherent motion of a dense
swarm of quadcopters. The agents learn to coordinate them-
selves entirely via visual inputs in 3D space by mimicking
a flocking algorithm. The learned controller removes the
need for communication of positions among agents and thus
presents the first step towards a fully decentralized vision-
based swarm of drones. The trajectories of the swarm are
relatively smooth even though the controller is based on raw
neural network predictions. Our algorithm naturally handles
navigation tasks by adding a migration term to the predicted
velocity of the neural controller.
Regarding future work, a natural subsequent step will be
to scale up the real-world experiments with more vision-
based drones, as well as the transfer of the learned controller
to outdoor scenarios where ground truth positions will be
obtained using RTK-capable GNSS receivers. To reduce the
need for large amounts of labeled data, we are exploring recent
advances in unsupervised domain adaptation to aid generaliza-
tion of the neural controller to environments with background
clutter. Another challenge is the addition of obstacles to the
environment in which the agents operate.
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