Using the technique of compact rational subgroup approximations to unitary representations on a nilmanifold, we justify the evaluation of a distribution at certain rational points of a group. This method allows us to give meaning to a distributional identity between theta-like functions at discrete points in the group. The identity itself arises from the equivalence of certain representations of the group. In attempting to compute an intertwining constant that is present, we are also able to show the existence of distributions that behave like the classical gaussians, i.e., they are eigenfunctions of the Fourier transform.
for k = 2 to r + 1, where r is the nilpotent degree of the algebra and a; is in A. This function is the third entry of the tuple, \og (x, σx, 0) for (a?, σx, 0) e (JS, *) and σeΛ. In [5] , the following distributional identity is established:
(
1) Σ exp 2πi(σ/(Ί) -J5(τ, α?)) = K(σ) Σ exp -2πiσ/(σ-\x + y)) .
re/i JSL(CJ) is a (intertwining) constant depending only on σeR. While this identity exhibits some promising relationships, it should be kept in mind that it is true only in a distributional sense and consequently is meaningless at distinct values of x in A. Also, unless a formula for K(σ) exists or at least a means of computing jST(tf)-independent of this identity, we are unable to attach any meaning to (1) . Both of these objections will be addressed in this paper. At least for the latter, a method will be outlined for computation of K(σ).
Thus far, we have constructed four subgroups, characters and corresponding induced irreducible representation-all of which are equivalent. We digress for a moment to consider these representations in terms of distributions. Let U be a unitary representation of a connected, simply connected nilpotent Lie group, G and let C°°(U) be the set of vectors v in the representation space of U, H(U), such that g -+U(g)v is a C°°, H( F)-valued map. Define C°°*(Z7) as the space
of continuous conjugate linear functionals on C°°(U). Note that by virtue of the mapping v-+(v, •), H(U) <zG*XU). So for xeC°°XU), x(v) -(v, x) -(x, v) = x(v). C°°(U) may be topologized so as to be a Frechet space and V is thereby continuous on C°°(U). Let Ud
enote the restriction of U to C°°( U) and let U^ be the contragredient representation to Z7oo.
It is known that there is a unique, regular invariant (Haar) probability measure on the compact group Γ/G. This allows us to define a representation R of G in L\Γ/G) by right translation. Let / be in C?(U) (C°° functions with compact support in the representation space of U) and define
It is known that U(f) maps H(U) into C°°(ί7) continuously. Hence there is a conjugate map U(f): C°°XU)->H*(U), where H*(U) is the conjugate dual of H(U). Actually, since H*(U) is isomorphic with H( U), we may take U(f)*ι C°°( 17) -> H(U). Also, U(x) U{f)*v= U{f x )*v
where f x = f(x~κ) and so the range of U(f)* is, in fact, contained in
1 ) and I7(/)co = Σ7(/*)*. Z7(/)oo extends Z7(/) when we consider C TO cC°°*. Note that this defines the action of U on a distribution acting on C?(U) by the considerations in [7] . The measure on the lattice Γ will be assumed to be the counting measure.
With these preliminaries established, we make the following definition, A Schwarz Distribution θ a on (B f *) is a μ-theta distribution if The existence of the μ-theta distributions is a result of the equivalence of representations established earlier. In order to show the implications of this, some consideration must be given to the intertwining operators between the four equivalent and irreducible representations. C°°(Z7) is topologized by the topology of uniform convergence on compacta of the functions g-+U(g)v and their derivatives of higher order. By the use of suitable semi-norms, C°°(U) T has a unique continuous extension to a mapping y-oo. cf-
A generalized cyclic representation is a pair (£7, <5) consisting of a unitary representation U and a generalized cyclic vector, <?. Two such pairs (Z7, <5) and (F, ε) are protectively equivalent if there is a unitary isomorphism T which maps d onto a multiple of ε and intertwines U and V. The pairs are equivalent if that scalar multiple is one. We will show that the identity (distributional) (1) is the projective equivalence of generalized cyclic representations and is equality between two μ-theta distributions. K(σ) is the multiple of that projective equivalence.
The pair (U, δ) has a realization in the Hubert space of distributions on C?(G) -C°° functions with compact support. If φ is in C? (G) 
and the integrals exist by compactness and / being Schwartz transverse to M. Clearly TJ is in fact a C°° function and hence locally integrable. Π Establishing this result allows us to compute explicitly the intertwining operators between the four equivalent irreducible representations.
More direct computations show that P a *M = B, P 0 *M = B, and
and for fe 11(17°),
Let w( ) be the distribution defined by w(m*p) = X(m)X,,(2>) for m in Λf and 2) in P σ . Of course, this makes sense only if Z and X σ agree on ikf Π P σ which is 0 x 0 x R and if M*P a = B, both of which are clear. Similarly, define the distribution in C~°°(? 7 0 ), w o (p o *p) = XoiPoWσip) for Po in P o and p in P σ . Note again that Z o and % σ agree on P o n P. and J5 = P,*P σ .
Similarly for / in C^iU 00 ) with compact support in M\B,
is a μ-theta distribution and K(σ) is an intertwining constant depending only on σ.
Proof. The conjugate dual space C'^iU 00 ) may be identified with the space of Schwartz distributions Φ which satisfy Φ(m*x) -X(m)Φ(x), [5] . By its very definition then θ σ -T(oo f μ)w must be a μ-theta distribution [5, §111] . Using Schur's lemma,
for some constant, K(σ) and both T(oo ? μ)w and T(0, μ)w 0 satisfy the definition of a μ-theta distribution.
• Now that we have explicit formulas for all of the intertwining operators we introduce coordinates and obtain a more concrete from for (2) -in fact we show the equivalence of (1) and (2). The following results will be useful in the computations that follow.
where /(x) is the scalar log function defined earlier and
Now the computations for θ σ :
where all sums are over 7 in Λ. Applying Proposition 9, we have
For the other side of (2),
where the sum is over 7 in Λ f b = x 1 -a~γx 2 , a = 6*α; and £ x = σ -
Eeplacing σx x -x 2 by x, we have the distributional identity (1).
The sum on both sides is over Ί in A.
III. μ-Theta functions* We will in this section attempt to duplicate the results just completed in the (locally compact) group structure of the previous section. Here, however, we will be using a compact group and will obtain a function identity (as opposed to a distributional identity) analogous to (1) . In a subsequent section, we will evince the connection between the two identities.
Recall that the vector lattice in A had the property that A -A*. Throughout this section we will assume that the real number σ of identities (1) and (2) Proof. Actually for any sets S u S 2 in A such that S x c S 2 then S*czS*. Clearly A! n z> A n ZD A so Λ* c At c (An)*. A n is a ring by construction since A is nilpotent and any coefficient of the form {l/nl) k cannot appear for k > r. If λ is in A n , x and y are in A n , then
The latter form is integral since A is a ring.
•
In the same method as in introduction, A n and A' n will be the basis for the construction of a compact ring, and subsequently, a compact group. B n = A n x A' n x R is a ring-with multiplication defined as a subset of B and Γ n = A' n x Λ n x z is a two sided ideal in B n . Define B a = Γ n \B n and note that it is isomorphic to (A' n \A n ) x (Λ n \A' n ) x π. B n is an algebra because Γ n is an ideal. In the same fashion as before, we generate a Lie Bracket on B n by [x, y] x y -y-x for all x and y in B n . The compact group associated with B n , denoted by (B n9 *), is B n with "*" multiplication defined by 25* y = x + y + x-y.
In the analysis that follows, we will denote projection to B a by affixing "~" and form pre-images by removing "~". For instance, consider the following subset of B n M n = l\\Λ' n xA' a xR and the subset of B nf
The proof of this straightforward. Recall that M = 0 x A x R and thus M n = M n Π M + Γ n = (ikf n ΓΊ Jlί)^, by the multiplicative properties of M. The subgroup Γ n is normal in 5 n and the character x of §1 is trivial on Γ n Π {M n Π -M). Therefore, there is a unique extension of I to a character l n of Γ*(M n Π If) = Λf Λ . Since a; n is trivial on Γ n we may also define a character jf ?ι on M n -Γ n \M n by projection.
With the construction of §11 in mind, we establish THEOREM 1. Let U be any irreducible representation of (B n , *) such that U restricted to the center of (B n Proof. By the homorphism φ: A' n -> Ά n defined by φ(x) == exp2πiB( , x), we map A' n into the dual of A n . The kernel of this mapping is A n . The annihilator of the image is precisely A' n . Therefore, We now apply the Mackey machinery, [3] to prove that ϋ = md(M n , (B n , *), a? 0 ). This will establish that U = U~. We isolate this result in LEMMA 5. U=md(M n ,(B n9 *),x°).
Proof. As the stability subgroup of x 0 is M n , it follows from the Mackey machinery that ind(ikf n , (j? n , *), x Q ) is irreducible and equivalent with ϋζ. In particular, U™ is irreducible.
• Let σ = a/b be a rational number such that (α, b) = 1. Recall that the definition of An depended on b and we choose w (used in the definition of A n ) so that n ^ b and % SΞ> α.
In (B n , *) define the subsets P σ , n = (P, Π B n )*Γn and P α , n , 0 = P σ n p,, n . PROPOSITION 3. P,, n is α subgroup of (B n , *) .
Proof. This is clear since P α fl i?» is a subgroup and Γ n is normal in B n . By the properties of Λ n and X, the latter is contained in Γ n and thus
As a result of this proposition, we have
P^T* is a subgroup of (B n , *) .
PROPOSITION 5.
Po,n = P,,..0*(0 Xiί.X2)
Proof Prom the previous result, elements of P a>n are of the form (x + X, σx + λ, r + z) for x in A n , λ in Λ n , λ' in X, r in R and ^ in Z.
However, (cc+λ', σx+λ, r+2T) = ((aj+V), (s+λ/), ^) + (0, λ-σλ', Z)) and the latter element is in Ox^x Z. P σ , n , 0 *(0 x i4 n x Z) = P σ , n , 0 + (0 x Λ n x ^) by a previous argument. Elements in P σ , n , 0 are of the form (as, σ#, r) + (0, λ, Z) for a; in i r It is clear that this is in p σ n B n + r n -p, ιn . Π
The subgroup Γ n = Λ' n x ^π x Z is normal in J5 π and l a is trivial on Γ n Γ) Pα, nt o There is a unique, well-defined extension of X σ to a character α?, tn of P a , n /Γ n = P α , w.
Since # σ>7l is trivial on Γ nf we may define a character x σ>n on •Pα. n = Γ n \P σιn by projection. 
[P σ>n : B n ] = [A n : A' n ]
Proof. Let Δ n = A' n x A n x #. Then P σ , n^In and P σ , n -Δ*P βtnt ,.
Hence, 4,VPσ.« = 4Π P,, n ,oVP*.«.o Now P Ot7l = {(x, σx, t)\xeA n } and Δ n Π P σ ,n -{(λ, <τλ, ί) I λ e Λ!J. It follows that Δ n \P Otn s Λ n \A>. Clearly, P,,ΛS Λ -(^A^.J Π {Δ n \B n ). But J n \B n s ^^\A n x Λ n VC Our lemma follows.
The dimension of U a n is [P σ , n ; B n ] which is [Λ n ; A f n ] by the lemma. Establishing the equality [Λ n ; A' n ] -[A' n ; A n ] will prove that £7J and ϋζ have the same dimension; by primarity of V a n and irreducibility of Unt U a n contains only one copy of ?7~. We isolate this equality in
Proof. In Lemma 3, an isomorphism was established between the dual of Λ' n \A n and Λ n \A' n . That same argument can be used to show an isomorphism between the dual of Λ n \A' n and Λ' n \A n . Thus the number of elements in Λ' n \A n is equal to the number of elements in (Λ n \A' n y which is less than or equal to the number of elements in Λ n \A' n . Applying the equality suggested by the first isomorphism proves the lemma.
• From Proposition 1, Λ' n x A n x ZςzΛ x A x i? C A n x A' n x R. Therefore, Γ n = Γ n \Λ x Ax R is a, nontrivial subgroup of B n . Define μ on Γ n by 7 2 , ίΓ) = exp 2πit for (y lf 7 2 , ί), a coset representative of Γ n in A x A x R. PROPOSITION 7. μ is α character on Γ n .
Proof. Recall from Chapter I, the character μ defined on Γ by μ(V» 7 2 , r) -e 2 '" for (7 X , 7 2 , r) in P. μ is trivial on Γ n and /5 is a projection of μ onto cosets of A' n x A n x Z in Γ. Thus μ is well defined. Q
In the following proposition, we establish the irreducibility of Proof. In ί? π , the commutativity of the ^'-multiplication for X -(X u X 2f rj)~ and Y~ = (Γi, Y" 2 , r 2 T is equivalent to x*?*χ-=?
This is, in Γ n = Λ' n x Λ n x ^ for all such X 1 in ^l n and X 2 in X if B{x x , y 2 ) -B(x 2 , y ± ) is integral and x 2 y 1 -x ± y 2 is in /l n . In particular, this must hold if x 2 = αcCi for σ = a/b. Then (σ -l)B(a?i, j/ 2 ) is in Z for all x ί in A n . This implies that y 2 is in ^ί n by definition. Therefore, B(x 2 , 7/i) is in Z for all x 2 in A' n which implies that y 1 eΛ' n .
It is clear that Γ n \Λ f n x A x R is contained in the center of B n . We have just proven: LEMMA 8. The center of B n is Γ n \Λ' n x Λ n x R. μ restricted to the center is of the form e 2πίt for (0, 0, f)~ in B n . Once we establish irreducibility of C7£, equivalence with ϋ™ will follow from Theorem 1. ϋζ is primary and its dimension [Γ n ; B Λ ].
The number of cosets is given by [A; A' n ]'[A;
A N ], By an argument similar to the proof of Lemma 3, we can prove: LEMMA 9.
[A' n ; Λ] -[A; A' N ]
Proof. Map A into the dual of A' n by φ(X)(x) = exp 2πi(B(X, x)) for λ in A and x in A' n . The kernel of this map and the annihilator of the range are A' n and A respectively.
• for (x, 0, ?\Γ in P 0 7 n .
PROPOSITION 9. P 0 , n ΐs a subgroup of (B n , *) αwd X 0 , n is α charades on P Otn .
Proof. This follows the same line of reasoning as in our previous arguments. That is, the normality of Γ n in B n and the subgroup property of P o (Ί B n provide the basis for proof.
• PROPOSITION 10. Ul = ind(P 0 , n ), B n , *), X 0>n ) is irreducible and equivalent to £/"".
Proof Again, by a counting argument, [P 0 , n ; B n ] = [Λ n ; A' TO ] and so dimi7° = dim?/". It is clear that Ul restricted to the center is of the form exp 2πit for (0, 0, ty in the center of B n . Therefore, by Theorem 1, Ul = Όζ. Π
The compact group construction is now complete and we illustrate the construction by means of the following diagram of equivalent, irreducible representations: i i (2) 
by proving that the multiplicative constant referred to above is K(σ).
A function θ σ on (JB n , *) will be called a μ-theta function if (i) θ σ (rX) = μ n {Ί)θ a {X) and (ii) θ.(X*p) = J£ 9 ,jj>)θ σ (X)f or all 7 in Γ nf p in P σ>n , and X in B n .
PROPOSITION 11. There is a unique, up to a multiplicative constant, μ-theta funtion on (B n , *).
Proof. It follows from the Frobenius reciprocity theorem that the subspace of vectors V in H(U § such that Uζ(p)V = X σ Λv)V for p e P σt7l has dimension one.
We compute the μ-theta functions more explicitly. Let W n be the function on (B nf *) defined by
for m in M w and p in P σ>TO . (α, &, t^f = (x, y -σx, ty. • The set C n = {(7, 0, 0)" in Γ n \Λ x Λ n x R} is a complete set of coset representatives of Γ n n M n in 7γ (7)] , (7 6 C n ) .
The proof that θ σ is a nontrivial function will be deferred until an explicit connection can be made between these functions and the distributions constructed in §11.
PROPOSITION 12. P*, n P α ,n = A n xσA n xR+0xΛ n x0 is α subgroup of (B n , *). Furthermore, X Q>n = X σ , n on P 0 , n n P βfn = (A,Πσ~ιA n )xΛ n xR.
Proof. By previous considerations, Pen = {(», ^ + λ, tj I a? in A n , λ in ^l n , t, in iί} Po.n = {(y, λ', ί 2 ) |y in A n , V in 4 n , ί 2 in R} . (», λ', t 2 )*{x f σx + λ, ί x ) = (y*x, σ(y*x -y) + X", Q for λ" = λΓ+ λ + λ' and ί 8 = ί x + ί 2 + -B(OΣ, λ ; ) Note that λ" is in yl n since /l ra is an ideal in A n . Conversely, given an element of the form (α, σb + λ, ί 8 ) with α, δ, in A n and ί 3 in R, it is easy to show that (α, σδ + λ, ί 8 ) = (y, λ', ί 2 )*(a?, σα? + λ", ί x ) for x and i/ in A n ; x' f X" in 4 n and t l9 t 2 in Jϊ. So P 0 * n P σ , n is set theoretically equal to A n xσA n xR + 0xΛ n x0. Multiplication can be easily shown to be well-defined. Therefore, P* n P σ " is a subgroup of (B n , *).
In order for (x f σx + λ, t λ ) in P σ>n to also be in P 0 , n , σx + X eA n . Thus, x e σ~xΛ n . Therefore, P 0>n n P σ>n c {(σ-%, λ 2 , ί) I λ lf λ 2 e A n , t e R , and <r% e A n } .
The opposite inclusion is obvious. Finally, X 0>n (σ~1λ 1 , λ 2 , t) = e 2πίt X σ ,>-%, λ 2 , t) -X,, n (<r%, λ, + (λ 2 -λ,), ί) = exp 2πi(t However, αv( ) is integral on ((j~"\4 TO )i4. n because n ^ max{r, α, 6} and so X Otn = χ ι n on P 0)7l n P«,, n . D Define the function W 0 ,n( ) o n the subgroup P 0 * n P σ , n by for p 0 in P 0>n and p in P σ>TO . By the preceding proposition, W Otn is well-defined on P* n P σin . Define W 0 ,n( ) o n the entire group (2? n , *) by
If (α?!, x 2 , 0) is not in P*, n P Otn then TFoί^, x 2 , 0) = 0. A direct adaptation of these arguments show that (U\ 0, 0)~*(F, σV, t t y = (£/', 0, 0)^*(7', F', «;)^ implies that
It is easy to show that 
and (3) /(U) + /(U) = B(U, U) .
Therefore,
The set DZ = {71 (0, 7, 0)" in Λ' n xΛ n xZ\Λ' n xΛxZ} is a complete set of inequivalent coset representatives for P Qtn Π Γ n in Γ n . Note that D:<zPf, n P σtn .
Finally,
Replace # This establishes a similar relationship between these μ-theta functions as in §11. However, it will be shown later that c is an intertwining constant K n (σ) which is equal to K(σ).
IV. The relationship between μ-theta functions and μ-theta distributions* We will now relate the results of § §Π and III. Our intent is to derive, in a more meaningful manner, the constant multiple of Theorem 2 in §111 and establish equality between that constant and K{σ).
First, we establish an equivalency that is the key of our investigation. Let p:B n -^B n be the canonical map onto A' n xA n xZ cosets in A n x A' n x R.
Let U μ n = ind(/\, (B n , *), μ % ) and U nind(Γ, (B n , *), λj. PROPOSITION 1. Proof. U μ = ind(B w , JB, ind (Γ, B n , μ)) by induction in stages. Since U μ is irreducible, U n must be irreducible. The following diagram is commutative:
That is, for / in L\Γ n \B n ),
This follows from the definition of B n and from Λ' n xΛ n xZ being a two sided ideal in A n xA' n xR. Therefore ϋί and U n have the same invariant subspaces. Since both representations are irreducible, they must be equivalent.
We will now improve upon Figure 2 .
ffμ Un T n (0,μ) FIGURE 4 Each of the mappings Γ n ( , •) is an intertwining operator between equivalent irreducible representations and hence this diagram commutes up to a constant, K n {σ) by Schur's lemma. We lift this diagram up to the entire group B by means of the inducing map and the pull back, p. Each representation is lifted to B by the following:
We may, without ambiguity also make the additional identifications
By equivalence of the inducing representations we have the following diagram of irreducible, equivalent representations of (B, *).
Γ.(σ, 0)J I Γ,(oo, μ) FIGURE 5 For / in the appropriate representation space, we have
Consequently, the diagram of Figure 5 also commutes up to the constant, K n (σ). That is,
Through the equivalence of the representation U n and ί/£°jθ, we have established an equivalency between U μ and t/J. Since all these representations are irreducible, consider the diagram of Figure 6 .
T(σ, 0)
A(μ, n) FIGURE 6 It has been shown that the right and left sides of this diagram commute up to the constants K(σ) and K n (σ) respectively. It is our intent to show that K n (σ) = K(σ).
However, before pursuing that line of reasoning, we exhibit the intertwining operators of Figure 5 . For sake of definition, let / be an appropriate function in each instance below.
A (σ, n)f(x, y,t) = \ f(p*(x, y, t) )X a , Λ (p)dp f(p*(x, y, t) )X Otn (p)dp T n {σ y oo)f(χ 9 Vf t) = \ f (p*(χ, y, t) )X n {p)dp
/(2>*fo V, t)μ{p)dp T n (oo f μ)f(χ t y y t) = K; Λ] J v w /(P*0», 1/, t)£(2>)dp
In each definition dp is Haar measure. These definitions are (formally) the intertwining operators between the irreducible, equivalent representations. The following proposition is necessary for the latter group of operators defined above. PROPOSITION 2. (a) The characters X σ , n and X 0>n agree on P σ>n Γ) P Ojn . (\', λ, t) and X Q , n {X\ X, t) are e 2πίt for (λ', λ, t) in P σ>n n M n . (c) M n ίΊ Γ = Λ' n xΛxZ and both characters are trival on this subgroup.
(d) P Qtn Π Γ -ΛxΛ n xZ and both characters are trivial on this subgroup.
• Before justifying the existence of such operators, some consideration will be given to normalization constants associated with the invariant measures.
Let G by a locally compact abelian group K, a subgroup of G. Let / and/be integrable functions on G and G. Let K } -{characters of the dual group of G that are trivial on K}.
The Poisson summation formula is given by
if K and K are given compatible Haar measures, i.e.fK 1 has the measure dual with the measure on K\G which is determined by the measure on G and the measure on K. We want to choose that measure so that /" = /. If G is compact, then G is discrete and Haar measure on G must be counting measure. If the measure of the compact group is C, then the Haar measure on G is G~ι times counting measure. With these considerations completed, we now investigate the intertwining operators. PROPOSITION 
For f appropriately chosen in the representation space of each operator,
T n {σ, 0)f(x, »,*) = ( /(P*(», 2/, t))X Otn (p)dp where dp is normalized Haar measure.
Proof. The last equality is stated only for completeness and reference, as no attempt will be made to simplify it. (p*(x, y, t) )μ{p)dp .
It is easy to show that {(7, 0, 0) 17 in A' n \A} is a complete set of inequivalent coset representatives of M n Π Γ in Γ and μ(y, 0, 0) = 1. The other identities follow similarly. Π Before attempting any simplification of A(μ, n), A(oo f %), A(σ, n) and A(0, n) we state the following proposition whose proof may be found in [8] . It is left to the reader to show the triviality of each character on the coset representatives. With all of these considerations of operators completed, we present the first theorem of this chapter. Proof. The really meaningful part of this proof is the commutativity of the back portion of this diagram and we defer justification of that to the end of this proof. Recall S(G) is the Schwarz space of the group G. It is sufficient to compute the constant of commutativity for two intertwining operators between equivalent and irreducible representations by application of them on an arbitrary nonzero function evaluated at the group identity.
First consider the front of the diagram. The results from Example 2 are somewhat disappointing, as we had hoped to derive a formula for the cubic Gauss Sums. The difficulty might be a peculiarity of the algebra. It could be, however, the tendency of nilpotent algebras to behave in a general fashion akin to the quadratic case. Nonetheless, it serves as a basis for future research. It should also be mentioned that Example 1 was not just coincidental-it is the motivation for this group construction, [5] .
In the final analysis, there are several problems that come immediately to mind. The first is the possibility of using the adele group constructions and thereby obtaining a product formula for the μ-theta functions and distributions. Secondly, there seems to be a lot more structure to K(σ) as indicated by the examples and the proof of the first theorem of this section. Finally, the analogy of these functions with classical theta functions certainly begs some consideration to establish formulas comparable to these of the classical case.
