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Zusammenfassung
Ziel der vorliegenden Arbeit ist eine ausfu¨hrliche Charakterisierung elektrostatischer
Turbulenz im Stellarator WEGA, sowie die Identifikation der zugrundeliegenden
Instabilita¨t. Die zur Untersuchung der ra¨umlich-zeitlichen Struktur der Turbulenz
notwendige Auflo¨sung wird durch eine Vielzahl von Langmuir Sonden erreicht.
Die Turbulenz in WEGA wird von Driftwellen dominiert. Dies wird durch
die Beobachtung einer Reihe markanter, aus dem physikalischen Mechanismus der
Driftwelle resultierender, Eigenschaften gezeigt. Die Phasenverschiebung zwischen
Dichte- und Potenzialfluktuationen ist hinreichend klein; Fluktuationen treten vor-
nehmlich im Bereich des Dichtegradienten auf; die poloidale Phasengeschwindigkeit
turbulenter Strukturen weist in Richtung der diamagnetischen Drift der Elektronen.
Das Augenmerk in den Turbulenzuntersuchungen richtet sich auf den Rand
des Plasmas innerhalb der Bereichs geschlossener Flussfla¨chen. WEGA kann in
zwei unterschiedlichen Betriebsarten arbeiten, die sich in der Induktion des ein-
schließenden Magnetfeldes unterscheiden (57 mT bzw. 500 mT). Die zwei Modi
zeigen starke Unterschiede in der Dynamik der Turbulenz. Bei 57 mT zeigen sich
Strukturen mit einer poloidalen Ausdehnung die der ra¨umlichen Ausdehnung des
Plasmas nahekommt. Bei 500 mT sind die Strukturen deutlich kleiner, wobei
die Ausdehnung der Strukturen nahezu proportional zur inversen Induktion ist.
Dies legt eine direkte Verbinding der Strukturgro¨ße zur Dispersions-Skalenla¨nge
der Driftwelle, ρs =
√
mikBTe/(qB), nahe. Gegen diesen Zusammenhang spricht
jedoch, dass die Strukturgro¨ße bei einer Variation der Ionenmasse unvera¨ndert
bleibt. Die poloidale Phasengeschwindigkeit innerhalb des Einschlussbereiches, wo
die E × B Drift vernachla¨ssigbar ist, ist in guter U¨bereinstimmung mit der dia-
magnetischen Driftgeschwindigkeit der Elektronen. Die Energie im turbulenten
Wellenzahl-Frequenzspektrum verteilt sich um die Dispersionsrelation der Driftwelle.
Die dreidimensionale Struktur der Turbulenz wird mit Hilfe entlang einer Feld-
linie angeordneter Sonden untersucht. Wie fu¨r Driftwellen erwarten zeigt sich eine
endliche parallele Wellenzahlkomponente. Das Verha¨ltnis von mittlerer paralleler
zu poloidaler Wellenzahl liegt bei k‖/kθ ≈ 10−2. Die parallele Geschwindigkeit der
Strukturen liegt zwischen der Ionenschall- und der Alfve´n-Geschwindigkeit. In der
parallelen Dynamik der Turbulenz zeigt sich ein grundlegender Unterschied zwischen
den beiden Betriebsarten. Bei 500 mT lassen sich die Strukturen als U¨berlagerung
von Wellenpaketen mit parallelen Wellenfronten beschreiben. Bei 57 mT zeigt das
parallele Wellenzahlspektrum eine Verteilung der Energie auf Anteile, die sowohl
parallel als auch antiparallel zum magnetischen Feld ausgerichtet sind. In beiden
Fa¨llen entstehen die Strukturen vornehmlich auf der Niedrigfeld-Seite des Torus.
Erste Ergebnisse zu einem neuen Gebiet im Bereich der Plasmaturbulenz werden
gezeigt: Der Einfluss resonanter Magnetfeldsto¨rungen und damit verbundener mag-
netischer Inseln auf die Turbulenz. Magnetische Inseln werden mit Hilfe externer
Sto¨rspulen manipuliert. Es zeigt sich ein deutlicher Einfluss von Sto¨rfeldern auf die
Turbulenz. Eine ausgepra¨gte Erho¨hung der Fluktuationsamplitude und des damit
verbundenen turbulenten Teilchenflusses tritt im Bereich magnetischer Inseln auf.

Abstract
The present work is the first work dealing with turbulence in the WEGA stellarator.
The main object of this work is to provide a detailed characterisation of electrostatic
turbulence in WEGA and to identify the underlying instability mechanism driving
turbulence. The spatio-temporal structure of turbulence is studied using multiple
Langmuir probes providing a sufficiently high spatial and temporal resolution.
Turbulence in WEGA is dominated by drift wave dynamics. Evidence for this
finding is given by several individual indicators which are typical features of drift
waves. The phase shift between density and potential fluctuations is close to zero,
fluctuations are mainly driven by the density gradient, and the phase velocity of
turbulent structures points in the direction of the electron diamagnetic drift.
The structure of turbulence is studied mainly in the plasma edge region inside
the last closed flux surface. WEGA can be operated in two regimes differing in
the magnetic field strength by almost one order of magnitude (57 mT and 500 mT,
respectively). The two regimes turned out to show a strong difference in the turbu-
lence dynamics. At 57 mT large structures with a poloidal extent comparable to the
machine dimensions are observed, whereas at 500 mT turbulent structures are much
smaller. The poloidal structure size scales nearly linearly with the inverse magnetic
field strength. This scaling may be argued to be related to the drift wave dispersion
scale, ρs =
√
mikBTe/(qB). However, the structure size remains unchanged when
the ion mass is changed by using different discharge gases. Inside the last closed flux
surface the poloidal E×B drift in WEGA is negligible. The observed phase veloc-
ity is in good agreement with the electron diamagnetic drift velocity. The energy in
the wavenumber-frequency spectrum is distributed in the vicinity of the drift wave
dispersion relation.
The three-dimensional structure is studied in detail using probes which are to-
roidally separated but aligned along connecting magnetic field lines. As expected for
drift waves a small but finite parallel wavenumber is found. The ratio between the
average parallel and perpendicular wavenumber is in the order of k‖/kθ ≈ 10−2. The
parallel phase velocity of turbulent structures is in-between the ion sound velocity
and the Alfve´n velocity. In the parallel dynamics a fundamental difference between
the two operational regimes at different magnetic field strength is found. At 500 mT
turbulent structures can be described as an interaction of wave contributions with
parallel wavefronts. At 57 mT the energy in the parallel wavenumber spectrum is
distributed among wavenumber components pointing both parallel and antiparallel
to the magnetic field vector. In both cases turbulent structures arise preferable on
the low field side of the torus.
Some results on a novel field in plasma turbulence are given, i.e. the study of
turbulence as a function of resonant magnetic field perturbations leading to the
formation of magnetic islands. Magnetic islands in WEGA can be manipulated
by external perturbation coils. A significant influence of field perturbations on the
turbulence dynamics is found. A distinct local increase of the fluctuation amplitude
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Nomenclature
x˜ fluctuating part of quantity x
a minor plasma radius
A probe surface
B ambient magnetic field vector
B modulus of B
B0 toroidal field on the magnetic axis
δB magnetic field perturbation
cs ≈
√
Te/mi ion sound velocity
dθ poloidal correlation length
D particle diffusion coefficient
e = 1.602 · 10−19 As elementary charge
E electric field vector
E modulus of E
F mechanical force
FL = qv ×B Lorentz force
Icc current in error field compensation coil
IH , IT toroidal and helical field coil current, respectively
Ip probe current
Isat,(e/i) electron/ion saturation current
k wavenumber vector
kB = 1.381 · 10−23 J/K Boltzmann constant
K kurtosis
lp probe length
Lc parallel connection length between probes
mj particle mass of particle species j
n particle density
pj = nkBTj plasma pressure of particle species j
pn neutral gas pressure
q electric charge
Q energy flux
reff effective radius, flux surface label
rp probe radius
rL,j = mjvj/eB Larmor radius of species j
R major torus radius
R0 major radius of the magnetic axis




S(ν) power spectral density
Tj temperature of particle species j
Up probe biasing voltage
iii
v velocity vector
v modulus of v
vA = B/(µ0nmi) Alfve´n-velocity




WH Hanning windowing function
Wpl total plasma energy
Z ion charge state
α ionisation degree
αfg cross-phase between signals f and g
α cross-power weighted average cross-phase
β = 2µ0nkBT/B
2 ratio of plasma pressure to magnetic field pressure
γfg coherence between signals f and g
Γ particle flux
δθ poloidal shift of structure with respect to the connecting
field line
0 = 8.854 · 10−12 As/Vm dielectric constant
η resistivity
θ poloidal angle coordinate




0kBTe/2nee2 Debye shielding length
λe mean free path of electrons
µ mean value
µ0 = 4pi · 10−7 Vs/Am vacuum permeability
ν frequency
νb = (meRνe)/(mics ι¯
2) ballooning parameter
νjk collision frequency between particle species j and k
νs sampling frequency
ρ mass density
ρs = cs/ωc,i drift wave dispersion scale
σ standard deviation
τE energy confinement time
τL average lifetime of turbulent structures





ψfg cross correlation function between signals f and g
Ψfg(ν) complex cross spectrum between signals f and g




The phenomenon of turbulence is a feature of fluid motion and is very often referred
to as one of the last unsolved problems in classical physics [FS06]. Although tur-
bulence has been studied intensively during the last two centuries, including great
physicists and mathematicians like e.g. Heisenberg, Feynman or Kolmogorov, no
non-contradictory solution for the problem based on first principles has been found
up to now (see e.g. ref. [Sre99] or [Yag01] for a historical review). One fundamental
problem in the theoretical understanding of turbulence is the non-integrability of
the equations describing the evolution of turbulent system. This means, that with
the mathematical procedures available today, no general exact solution is possible.
The present work will understandably not make any attempt to contribute to
the general theoretical understanding of turbulence. It presents experimental in-
vestigations of one special branch of science, where turbulence plays a crucial role
for the solution of a fundamental practical problem: finding a sustainable source of
energy for the future generations.
In principle every fluid can become turbulent under certain conditions. The
following list shall give a phenomenological description of turbulence in order to
find a clear distinction between turbulence and other kinds of fluid motion [TL72]:
• Turbulent flow is highly disordered, i.e. random. Randomness is a necessary
but not sufficient criterion for turbulent motion.
• Turbulent flow is highly diffusive, causing rapid mixing and increased rates of
momentum, mass and energy transfer among fluid elements.
• Turbulent flow is typically rotational, characterised by a high level of fluctu-
ating vorticity (∇× v, with the flow velocity v).
• Turbulent flow is strongly dissipative, converting energy of the velocity fluctua-
tions into internal energy. Turbulence would eventually decay, unless provided
a source of kinetic energy.




Figure 1.1: Turbulent mixing of two
fluids, illustrated by coffee and milk
(left). Using a more viscous fluid than
milk the mixing is less effective because
the flow is laminar (right). (Picture
from [Cor61])
Figure 1.2: Snap-shot of a turbulent
flow developing from an initial lami-
nar jet flow. The formation of tur-
bulent structures is apparent in the
developed turbulence. (Picture from
[VD82])
To give a simplified textbook definition, turbulence is a fluid motion involving
random macroscopic mixing, with a large range of length and time scales [Rey74].
The phenomenon of turbulence is ubiquitous. An example of the occurrence
of turbulence, which is almost to simple to be associated with such a complicated
problem, is preparing white coffee. After pouring milk (carefully) locally into the
coffee it is sufficient to stir a few times and the milk disperses throughout the entire
volume of the cup. The milk picks up velocity by the stirring process. The induced
flow will then develop into turbulence. Strands of milk of various sizes move in
the coffee; thicker strands become thinner and longer by time, until the coffee is
homogeneous. In fig. 1.1 the temporal evolution of this two fluid system is depicted.
For comparison the same experiment is also shown with a fluid more viscous than
milk. The flow stays laminar and the mixing is weak.
A more general picture of how a turbulent flow appears in space is shown in
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fig. 1.2. It shows a snapshot in time of an initial laminar fluid jet developing
into turbulence. Swirling flow patterns of various size can be seen. The formation
of such patterns, or structures, is a typical feature of turbulence, which is also
subject of this work. Being static, however, the picture does not do justice to
the dynamical interaction among the constituent scales of the flow. Observations
suggest that the patterns get stretched, folded and tilted as they evolve, losing
shape by agglomeration or breakup, all in a manner that does not repeat itself in
detail [Sre99]. The turbulent system has only a short term memory in the sense of
structures rapidly changing their shape and becoming decorrelated. The definition
of what constitutes “rapidly” varies from time scales in the order of microseconds
(e.g. for phenomena observed in this work) up to several million years in interstellar
medium [Bur06]. The snapshot in fig. 1.2 evokes the impression of a high degree
of order, which is not present when looking at the fluid velocity as a function of
time measured at any point in space. In this case the random character making
turbulence a statistical phenomenon manifests itself.
Fig. 1.2 also shows that turbulence develops from an initial laminar flow. The
control parameter responsible for the onset of turbulence is the balance between
nonlinear and dissipative properties of the flow. Nonlinear interactions produce,
if prevailing, finer and finer structures covering a wide range of spatial scales over
several orders of magnitude. The wide range of scales involved and the randomness,
are what makes turbulence a statistical phenomenon. The theory of turbulence
by its nature cannot be other than statistical, i.e., an individual description of the
characteristics of turbulent flow is in principle impossible [MY71].
Historically turbulence research originated from studying the behaviour of in-
compressible fluids, where the general equations of motion applying to laminar as
well as turbulent flows (Navier-Stokes equations) were developed by the first half of
the 19th century. During the last decades another field of turbulence research has
attracted much attention, i.e. plasma turbulence, which leads us to the topic of the
present work.
The occurrence of turbulence in plasmas is as ubiquitous as in neutral fluids.
However, the dynamics of turbulent plasma flow is far more complicated because
plasma can be treated in principle as a charged fluid being subject to electromagnetic
forces additional to the viscous forces acting in a neutral as well as in a charged fluid.
The study of plasma turbulence is mainly motivated by its relevance in nuclear fusion
research. Nuclear fusion refers to thermonuclear reactions converting parts of the
mass of the reactants into energy. It was found in the 1930’s that nuclear fusion of
light nuclei can release energy [Wv35]. Fusion processes have been found to be the
source of energy production in stars [Bet39], and thus the fundamental source of life
on earth. Nowadays, that mankind’s attentions is more and more directed to the
sustainment of the sensitive equilibrium of life on earth, nuclear fusion is spotlighted
for other reasons. The change of climate on earth caused by human activities is
evident [IPC07]. Nuclear fusion is a promising candidate for a sustainable source of
energy for future generations.
The idea to construct a reactor producing energy by fusion reactions arose in the
3
Chapter 1. Introduction
1950’s. In contrast to the energy production of stars relying on proton-proton inter-
actions, terrestrial fusion research depends upon hydrogen isotopes that are more
reactive [HM92]. Deuterium-tritium (D-T) reactions are emphasised due to their
relatively favourable cross section. However, the optimum operating temperature
for a (D-T) reactor is in the order of T ≈ 108 K =ˆ 10 keV 1. At these temperatures
the reactor fuel is in the state of a fully ionised plasma.
The goal of nuclear fusion research is to construct a reactor containing a steady-
state, self-sustained plasma, maintaining its high temperature against energy losses
solely from heating by the energy from fusion reactions. The fundamental demand to
reach this state has been derived by Lawson [Law55]. Roughly speaking, a sufficiently
dense plasma at optimum temperature has to be confined in a closed boundary for a
time, long enough to ensure a sufficiently high probability for fusion reactions. The
characteristic time under consideration is called energy confinement time τE being





Lawson’s criterion states that the product of particle density n and confinement
time τE in a fusion reactor must equal or exceed a critical value to reach the aspired
plasma state:
nτE & 5 · 1020 s/m3 (1.2)
for the important case of D-T reactions at the optimum temperature of Te ≈ 10 keV.
Plasma confinement can be realised by applying magnetic fields to the plasma
relying on the Lorentz force acting on the charged plasma particles, thus building
up a magnetic cage for the plasma. However, confining a plasma under thermonu-
clear conditions is such a striking challenge, that the Lawson criterion has not been
reached in any experimental fusion device up to now, more than fifty years after
its derivation. Plasma confinement is always imperfect. Dissipation induced by
Coulomb-collisional scattering provides an irreducible minimum of energy and par-
ticle loss from the containment volume [HH76]. However, it has been found already
in the early days of fusion research that the losses are of orders of magnitude higher
than the collisional minimum. The reason for this enhanced loss is not yet fully
understood. But it is well known that it is mainly due to turbulent plasma flow
triggered by fluid instabilities.
The detailed understanding of plasma turbulence is therefore a key issue on the
way to an energy producing fusion reactor. The present work addresses the problem
from the experimental point of view. The experimental framework, i.e. the WEGA
stellarator allows a deep insight into the spatio-temporal structure of turbulence,
which is typically not given in fusion devices.
1In plasma physics it is customary to give temperatures in units of energy corresponding to
kBT , where kB = 1.38 · 10−23 J/K is Boltzmann’s constant. The plasma temperature is closely
related to the average kinetic energy of the species under consideration, but not equal [Che84].
4
Outline
Subsequently, the thesis is structured as follows: In chapter 2 the theoretical frame-
work, which is necessary to understand the experimental results and their inter-
pretation is given. The fundamentals of magnetic confinement and the technical
implementations of the concepts will be introduced. Instabilities leading to a tur-
bulent plasma behaviour will be explained concentrating on types of instabilities
which are probably most relevant for this work. Some basics on the nature of turbu-
lence will be explained followed by a brief history of the theoretical understanding
of plasma turbulence.
In chapter 3 the mathematical methods used to approach the statistical phe-
nomenon of turbulence are introduced. These are mainly correlation and spectral
analysis techniques.
In chapter 4 the experimental framework for this work, i.e. the WEGA stellara-
tor is introduced. The description includes the machine setup, the magnetic field
configuration as well as typical equilibrium plasma conditions under which turbu-
lence is studied. Since all measurements in this work rely on electrostatic probes
(Langmuir probes), their functionality will be explained, highlighting aspects being
relevant for this work. The presented diagnostic setup has been developed within
this work for spatio-temporally resolved fluctuation measurements.
The following chapter 5 addresses the major experimental results, characteris-
ing the spatio-temporal structure of turbulence in WEGA under various boundary
conditions. Starting from relatively simple local measurements with single probes,
the perspective will be expanded upon, concluding with an deep insight into the
three-dimensional structure of turbulence.
Chapter 6 will present some initial results on a new aspect of plasma turbulence,
which has not been investigated in other experiments before in this way, i.e. the







Every charged particle moving in a magnetic field B is subject to the Lorentz force
acting perpendicular to B and the particle velocity v:
FL = qv ×B. (2.1)
In a plasma, particles of a species j with a temperature Tj and a mass mj move
on average with the thermal velocity vth,j =
√
2kBTj/mj [Che84]. The velocity
component parallel to the magnetic field is unaffected by the Lorentz force. In the
plane perpendicular to B the Lorentz force FL causes the particles to gyrate around
a field line with a frequency ωc,j (gyro frequency or cyclotron frequency) and an









The particle orbit resulting from the free parallel motion and the gyration is a
helical path along the field lines. The centre of this helical orbit is called guiding
centre. Hence, with an appropriate geometry it is possible to confine a plasma in
a magnetic field. The most simple geometry is a cylinder with magnetic field lines
along the cylinder axis. Achieving nuclear fusion in a linear magnetic field is not
feasible as it practically impossible to reach the Lawson criterion. Particles moving
along the cylinder axis with vth reach the endplates after a time of τ = L/vth, where
L is the length of the cylinder. To reach the Lawson criterion, L would have to be
in the order of 106 m. A practical approach to overcome the end plate problem is
to bend the plasma to a torus. In a toroidal plasma the field lines are closing upon
themselves, hence no end plate losses occur. The geometry of a toroidal magnetic
field is depicted in fig. 2.1.1. The torus axis pointing in vertical direction is encircled
by the toroidal angle coordinate ϕ. The major radius R measures the distance from
the torus axis. The poloidal angle θ encircles the so called magnetic axis, which




Figure 2.1.1: Sketch of a simple (half) torus, illustrating the general geometric
topology. In blue a helical field line with a finite rotational transform ι¯ is indicated.
2.1.1 Drifts in Magnetised Plasmas
Any force F acting on a charged particle in a magnetic field gives rise to a drift





In a toroidal magnetic field two forces are important, inertia caused by the field line
curvature and a force caused by the field inhomogeneity (∇B-force). In sum they











where RC is the field line curvature largely equivalent to the major radius of the
torus. v‖ and v⊥ are the particle velocity components parallel and perpendicular
to B, respectively. vtor points in vertical direction and leads to a charge separation
because its sign is opposite for electrons and ions. A further drift, being independent





The charge separation caused by the torus drift induces a vertical electric field
Ez giving rise to an E × B drift pointing radially outwards for both, ions and
electrons.Therefore, the whole plasma in a pure toroidal magnetic field drifts radially
outwards towards the vessel walls.
The drifts explained so far can be derived from a single particle description of
the plasma. A further drift which is important in the understanding of the results
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2.1 Magnetic Confinement
Figure 2.1.2: Origin of the diamagnetic drift for magnetised electrons in a density
gradient. The magnetic field points into the drawing plane. The density gradient
points to the left, indicated by the higher density of gyrating electrons (circles) on
the l.h.s.
presented in this work, and for the stability of the plasma is the so called diamagnetic
drift. The physical reason for the diamagnetic drift can only be explained in the
fluid description of the plasma since it is not a single particle drift. Fig. 2.1.2
depicts its origin. Here, the orbits of gyrating electrons in a magnetic field with a
density gradient pointing to the left are shown. More particles can be found in the
same volume element at higher density. Through any fixed volume element there
are more electrons moving downward than upward, since the downward-moving
electrons come from a region of higher density. Therefore, there is a fluid drift
perpendicular to ∇n and B, even though the guiding centres are stationary [Che84].




where pj = nkBTj is the plasma pressure of the particle species j and n is the corre-
sponding particle density, being equal for electrons and ions due to quasineutrality
of the plasma (assuming singly charged particles). In a toroidal plasma with a den-
sity gradient pointing along the minor radius vdia points in poloidal direction and
leads to a poloidal rotation of the plasma column.
2.1.2 Concept of Nested Magnetic Surfaces
As shown above a pure toroidal magnetic field is not able to provide a plasma
confinement necessary for nuclear fusion. A way to solve the problem of the radial
E × B drift is to superimpose a poloidal magnetic field component Bθ bending
the toroidal field lines into helical windings around the torus. By doing this, the
upper and lower parts of the torus are connected by field lines and hence, the
vertical polarisation induced by the torus drift is short circuited by the high parallel
conductivity of the plasma. No net radial drift occurs and the plasma is confined.
The field line pitch is characterised by the so-called rotational transform ι¯. Along a
toroidal angle of ∆ϕ a helical field line passes a poloidal angle of ∆θ as indicated in
9
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and is in general not constant along the minor radius r of the torus. The radial






In the general case of irrational values of ι¯ the field line will never close and
span up a closed area which is then called a closed flux surface. For ι¯ = 1 a field
line returns to its starting point after one toroidal turn. For any rational value of
ι¯ = m/n, where m and n are integers, the field line closes upon itself after m toroidal
and n poloidal turns. A flux surface at rational values of ι¯ cannot be described by
a single field line, but only by an infinite number of closed field lines.
Since plasma particles can (ideally) move freely along a field line they will be
confined on a flux surface infinitely long if no cross field transport mechanism causes
them to leave the flux surface1. When considering plasma equilibrium theoretically,
one can show, that flux surfaces are isobars for the plasma [HM92]. A confining cage
for the plasma can be formed by producing a magnetic field configuration which is
build up of a set of nested closed flux surfaces. In the centre of the flux surfaces
there exists one single field line that closes after a single toroidal turn. This line is
called the magnetic axis.
2.1.3 Confinement Concepts
From the experimental point of view two major technical concepts to confine a
plasma magnetically have been successfully developed in the past decades of fusion
research. The major difference between these two types of experiments is the way
the poloidal field component is produced.
The Tokamak
The tokamak was developed in the Soviet Union following the theoretical ideas of
Tamm and Sakharov for a thermonuclear reactor [TS61]. In a tokamak the toroidal
magnetic field is produced by a set of coils wound poloidally around the torus. The
poloidal magnetic field is generated by a toroidal current in the plasma. This current
is usually generated by induction, where the plasma simply acts as the secondary
1The effect of transport perpendicular to B is discussed in section 2.2.
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winding of a transformer. The technical concept of a tokamak is relatively simple.
The magnetic field topology of tokamaks is axially symmetric, implying that it does
not change in toroidal direction. Therefore, it has an intrinsically two-dimensional
character. Although tokamaks have reached a state of development which is rela-
tively close to the demands of nuclear fusion [KHP99], the drawback of the tokamak
is that driving the plasma current is a challenge in steady state operation. Toka-
maks with inductively driven plasma current can in principle only operate in a pulsed
mode. Steady state current drive is possible in principle, e.g. by generating a net
parallel momentum by injecting energetic particles or electromagnetic waves into
the plasma [Fis78]. However, this technique is not yet satisfactorily established.
The Stellarator
A concept for magnetic confinement without the need of a net toroidal plasma
current is the stellarator [SJ58]. In a stellarator the twist of field lines is produced
by external coils only, giving the stellarator the intrinsic capability of steady state
operation. The price one has to pay for this advantage is that stellarators sacrifice
the toroidal symmetry of a tokamak. Stellarators are fully three-dimensional plasma
confinement devices. The rotational transform in a stellarator can be achieved in
several ways [Boo98]. One way is to bend the magnetic axis as in the first stellarators
following the figure-eight concept proposed by Spitzer [SJ58]. Another method is to
provide a set of coils winding helically around the torus as shown in fig. 2.1.3.
This is the so called classical stellarator concept as it has been realised in the
WEGA stellarator. Thinking of a linear stellarator, the helical field coils produce
an additional transverse multipolar field with a helical symmetry. The magnetic
field for a given radius is a periodic function of θ′ = l(θ − 2piz/h), where l is half
the number of helical multipole conductors, z is the axial coordinate and h is the
pitch length of the helical windings. Bending the linear stellarator to a torus, the
periodicity becomes: lθ−mϕ, where m is the toroidal periodicity given by 2piRl/h.
In this case the helical symmetry is destroyed by the toroidicity and the configuration
becomes three-dimensional. The number of coil pairs l is the crucial factor for the
shape of a flux surface in the poloidal plane. l = 2 leads to a quasi elliptical shape,
l = 3 to a triangular shape.
Due to the assumptions of flux surfaces as being isobars and the 3D magnetic
geometry it is advantageous to redefine the toroidal coordinate system (r, ϕ, θ) into
a coordinate system which is based on the flux surface topology. Every flux surface
is given a label reff describing the radius of a circle covering the same area in the
r − θ−plane as the flux surface under consideration. A toroidal circuit is any loop
that encircles the torus axis. A poloidal loop encircles the magnetic axis. Surfaces on
which reff (r) is constant define a set of nested tori, the flux surfaces. The magnetic
axis is a toroidal circuit with reff = 0.
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Figure 2.1.3: Conceptual sketch of a classical stellarator. The toroidal and the
poloidal field components are produced by individual coil sets. The poloidal field
origins from helical windings, resulting in non-axisymmetric flux surfaces (red). The
field topology is periodic in toroidal direction. The periodicity is determined by the
number of turns of the helical field coils. (Adapted from [Wob99])
2.1.4 Resonances in the Magnetic Topology
The structure of magnetic fields is described mathematically by nonlinear differential
equations with coefficients varying periodically along the torus (see ref. [MS66]).
Due to the periodicity of the magnetic field in a toroidal confinement system, it











where the integers m and n are the toroidal and poloidal periodicity of each Fourier
component, respectively, and j represent the components of the field vector. A
decisive role for the magnetic field structure is given to the so called resonant surfaces
where the rotational transform is a rational value, ι¯ = m/n. A perturbation being
in resonance with rational surfaces may lead to a strong influence on the magnetic
field lines. The problem has been analysed in detail by Rosenbluth et al. [Ros+66]
and is explained in the following without going into the mathematical details. Any
perturbation field δB can be described in a similar way as eqn. (2.10). A radial
component of the perturbation leads to a deviation of field lines from a given flux
surface. This deviation may have strong effects if the periodicity of the perturbation
(m,n) is in resonance with the periodicity of the unperturbed field line on a flux
surface, hence it has the same rotational transform, ι¯ = m/n. For irrational ι¯
the perturbation vanishes on average along the path of the field line on the flux
surface. For closed field lines on rational surfaces the initially small perturbation is
amplified due to the resonance with the perturbation. The geometry of the change
in the magnetic topology arising from resonant perturbations can be calculated by
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Figure 2.1.4: Geometry of the magnetic field lines in a n = 5 island in the r − θ-
plane according to eqn. (2.12). The island chain is typically surrounded by undis-
turbed closed flux surfaces.
determining the trajectory of the magnetic field line. The field perturbation may be
taken to have the form:
δBr = δBˆr(r) sinnχ, (2.11)
with χ = θ− m
n
ϕ and δBˆr(r) being the amplitude of the perturbation field. If δBˆr(r)
is essentially constant over the radius, the radial deviation ∆r of the field line from





The result is a so called magnetic island structure, as shown in fig. 2.1.4. w is the
radial width of the island and χ0 is the point where the field line under consideration
crosses the unperturbed resonant surface (∆r = 0). The magnetic field lines within
the island lie on a set of nested helical flux surfaces with their own magnetic axis,
the field line describing the O-point. The poloidal distance between two X-points
corresponds to the poloidal wavelength of the perturbation, ∆θ = 2pi/n. The O-
point of the island strictly reflects the point where the perturbation vanishes and the
field line closes upon itself after n toroidal turns. Every helical flux surface within
the island can be described by a single field line.
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(a) Island formation (b) Ergodisation by overlapping islands
Figure 2.1.5: Magnetic field topology in case of a sheared magnetic field with
neighbouring resonant surfaces. At small perturbing magnetic field the islands are
separated from each other (a). With increasing magnitude of the perturbation
the islands will start overlapping resulting in ergodic field lines (b). (Picture from
[Wes97])




w is proportional to the square root of the relative perturbation δB/B and decreases
with increasing order n of the resonance. The dependence of w on d¯ι/dr shows that
magnetic shear helps reducing the island width by restricting the perturbation to a
smaller radial region.
A sheared ι¯ profile is a prerequisite for the formation of islands in general. Only
if ι¯ changes with the radius, i.e. the magnetic field is sheared, the resonant surface is
radially localised. If there is no magnetic shear, then a perturbation being resonant
with the now constant ι¯ may completely destroy the magnetic surfaces [Ker62]. In
the spectrum of a perturbation field in a sheared magnetic field different islands
may develop independently at the corresponding resonant surface, as shown in fig.
2.1.5 (a). With increasing field perturbation neighbouring islands will overlap. In
this case field lines may jump from one island to the next and a Brownian motion
of field lines occurs, leading to the destruction of flux surfaces. Fig. 2.1.5 (b) shows
an example for field line ergodisation in case of overlapping resonances.
The formation of islands and ergodic regions is an important issue for plasma
confinement since plasma losses can be severely enhanced by these phenomena.
Islands and ergodic regions represent a radial short circuit for the plasma. Inner
and outer boundaries are connected by field lines on which particles can propagate
almost freely. A strong dependence of confinement on the rotational transform has
already been found in early stellarator experiments (Wendelstein 2B) [Gri+71], with
a deterioration of confinement at low order rational values of ι¯ (1/2 or 1/3). Similar
results have been obtained at the Wendelstein 7A stellarator [Cat+85], where it
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could be shown, that the decreased confinement was due to the effect of magnetic
surface destruction at resonances [WF88].
Field perturbations may arise from any irregularities of magnetic coils, being
periodic along the torus. In tokamaks an additional source of field perturbations
are instabilities driven by the plasma current. In stellarators islands are an inherent
consequence of the lack of continuous symmetry. A stellarator which has m toroidal
field periods may be considered as a helical symmetric configuration perturbed by
a m-period perturbation [Wob94]. The corresponding islands are called natural is-
lands. They are usually rather small because of the m−1/2 dependence of the island
width. Most dangerous for plasma confinement are perturbations breaking the m-
fold toroidal symmetry of the stellarator. These may be caused, e.g. by errors in
the coil positioning or asymmetries induced by current leads.
2.2 Transport in Plasmas
The Lawson criterion includes a characteristic time scale τE, which denotes the
energy confinement of a fusion device. τE is the limiting factor in the balance of
density, temperature and confinement time on the way to an energy producing fusion
reactor. Although toroidal devices with nested flux surfaces provide confinement for
the plasma, transport processes perpendicular to the flux surfaces lead to a loss
of particles and energy from the confinement zone. The understanding of these
transport processes is a prerequisite to building a fusion reactor.
2.2.1 (Neo)Classical Transport
The classical approach to describe energy transport in a magnetised plasma perpen-
dicular to the magnetic field is a diffusion process:
Qr = −λ · ∇p = −nχkB∇T − kBTD∇n︸ ︷︷ ︸
−Γr
, (2.14)
where Qr is the radial energy flux and λ is a constant of proportionality. The first
term on the r.h.s. of eqn. (2.14) is of conductive nature with χ being the heat dif-
fusivity. The second term is of convective nature. It includes the diffusive particle
flux Γr = −D∇n, where D is the particle diffusion coefficient. χ as well as D are in
the so called classical theory caused by collisions in a homogeneous magnetic field
and can be interpreted as step size squared times collision frequency in a random
walk process. The step size for each collision is in the classical theory given by the
Larmor radius of the colliding particles. Since Larmor radius as well as collision
frequency are different for different particle species, the diffusion coefficients also
have to be treated separately for electrons and ions. A detailed treatment of clas-
sical plasma transport can be found in several textbooks, e.g. by Chen [Che84] or
Wesson [Wes97]. Experimentally observed diffusion coefficients are in general much
larger than predictions from classical theory by 3 to 5 orders of magnitude. A better
description of experimental results is obtained when effects arising from the toroidal
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geometry are considered in the collisional transport description. This leads to the
so called neoclassical theory [GS79] which predicts a strongly increased diffusivity
compared to the classical theory. For a review of collisional cross field transport
see ref. [Wag94]. Neoclassical theory has been found to match experimentally ob-
served diffusion coefficients in the core of plasmas in optimised confinement regimes
[Bra+97]. But it generally fails in the plasma edge region.
2.2.2 Turbulent Transport
The above mentioned mismatch between classical predictions and experimental ob-
servations of plasma diffusivity has been known for several decades now. Bohm
suggested, that transport caused by broad band plasma oscillations might be re-
sponsible for this enhanced transport [Boh49b]. The poor confinement in early stel-
larator experiments has also already been addressed to a kind of plasma turbulence
[Coo61]. Nowadays it is widely accepted, that cross field plasma transport in the
edge region of magnetically confined plasmas is mainly caused by turbulent fluctua-
tions of plasma parameters [Woo+90; End99; CA05]. The following section will give
a basic explanation of how fluctuations may cause cross field transport of particles
and energy in a magnetised plasma.
Some of the terminology has to be clarified beforehand. What is of interest in
terms of confinement is not transport perpendicular to B in general but only the
radial component pointing perpendicular to a flux surface. Hence, only the radial
component of transport will be treated. A further note is related to the definition
of a fluctuating quantity. For parameters x(t) which can be measured directly, the
fluctuating part x˜(t) is what remains of the signal after subtracting its mean value.
Hence by definition the fluctuating part of measured plasma parameters like density
or potential, has a mean value of zero. This is different for derived quantities like the
time dependent transport caused by fluctuating plasma parameters. They may have
a finite mean value, as will be shown in the following, but are still called fluctuating
quantities in order to discriminate them from parameters derived from stationary
plasma parameters. The transport equations presented follow the formulation given
by Ross [Ros92].
The diffusive approach to describe the particle flux Γ is extended by a purely
convective term:
Γr = −D∇n+ nvr, (2.15)
where vr is a radial flow velocity of particles which may be caused by fluctuations.
Turbulent flux is in general of convective nature and can be described by
Γ˜r = n˜v˜r + (nv˜r + n˜vr), (2.16)
where only the first term on the r.h.s. can contribute to a net transport as will
be shown later. v˜r can be caused by two classes of fluctuations: fluctuating elec-
tric fields that do not perturb the magnetic configuration (electrostatic turbulence),
or fluctuating magnetic field perpendicular to a flux surface (magnetic turbulence).
16
2.2 Transport in Plasmas
In the case of magnetic turbulence transport is caused by a stochastic radial dis-
placement of magnetic field lines in conjunction with the high parallel mobility of






Due to the high parallel mobility of particles already small relative fluctuation am-
plitudes may lead to a significant radial transport. A ratio of B˜r/Bϕ ≈ 10−3 is
sufficient to explain experimentally observed electron heat fluxes [WS93]. However
experiments show, that magnetic fluctuations may contribute significantly to the
observed transport in reversed field pinches. But in stellarators and tokamaks the
experimentally observed transport can be well explained by electrostatic fluctuations
[WTP92; Fik+96]. Electrostatic turbulence can cause radial flows by E × B-drift.








The subscript (el) standing for electrostatic will be omitted subsequentially, because
magnetic fluctuations will not be considered in this work.





= 〈n˜v˜r〉 = < n˜∇θΦ˜ >
B
. (2.19)
Only the bi-linear combination of fluctuating quantities may lead to a net transport
because the relation < xy˜ >= x < y˜ >= 0 makes the second and third term
on the r.h.s. of eqn. (2.16) vanish. Non vanishing average flux is only possible
if both, density and potential fluctuations are present. Using spectral techniques
(see section 3.3 for details) it is possible to describe the contribution of individual
frequency components to the total transport [Pow74]:
Γr(ν) ∝ γnΦ(ν) sinαnΦ(ν)
√
Sn(ν)SΦ(ν). (2.20)
Γr(ν) is the fraction of transport carried by the frequency component ν in the spec-
trum, γnΦ(ν) is the coherence between density and potential fluctuations, αnΦ(ν) is
the cross phase and Sn/Φ(ν) is the spectral power of density and potential, respec-
tively. Eqn. (2.20) shows that besides the fluctuation amplitude the phase relation
between density and potential is important for the transport and both signals must
show a phase coherence. Maximum transport is obtained if n˜ and Φ˜ are fully coher-
ent (γnΦ = 1) and phase shifted by α = pi/2.











Figure 2.3.1: Physical mechanism of a curvature driven instability in the region of
unfavourable curvature. A density perturbation, indicated as a ripple on an isobar
in blue, leads to a charge separation by the curvature drift. The resulting E × B
drift amplifies the initial density perturbation in the case of unfavourable magnetic
curvature.
Temperature fluctuations lead to additional terms besides a convective turbulent
energy transport Q˜r,conv = T Γ˜r, what makes the situation more complex. The role
of temperature fluctuations for Q˜r is not clear and is discussed in the literature
[Pfe+98; Sch05].
2.3 Instabilities in Magnetised Plasmas
The following section will be used to explain the basic physical mechanisms of insta-
bilities in magnetised plasmas. The description is constricted to those instabilities
driven by the pressure gradient.
2.3.1 Curvature Driven Instabilities
In fluid dynamics the Rayleigh-Taylor instability occurs when a dense fluid is strat-
ified on top of a less dense fluid under the influence of a gravitational force. An
analogon is found in curved magnetic fields with a pressure gradient [KSH78]. The







where Rc is the curvature radius of the magnetic field lines. Fc results in a charge
separating drift velocity vc = Fc×B/qB2 if isolines are disturbed by e.g. a density
ripple as indicated in fig. 2.3.1, where the physical mechanism of a curvature driven
instability is depicted. The charge separation leads to an electric field perturbation
which is in phase with the initial density perturbation and thus to an E × B-
drift. The direction of the curvature vector with respect to the density gradient
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Figure 2.3.2: Plasma response on an initial density perturbation (red blob) in a
3D picture. Electrons stream away from the initial density perturbation parallel to
B due to their high mobility. The lack of electrons gives rise to E×B drift in the
r − θ-plane followed by the polarisation drift of the ions. (Picture adapted from
[Sco00])
now determines whether the initial density perturbation is damped or grows. If ∇n
and Rc are parallel, the initial perturbation is damped and the system is stable.
This situation is called favourable magnetic curvature. Antiparallel gradient and
curvature lead to an amplification and thus to an unstable system, what is then
called unfavourable magnetic curvature. In a toroidal plasma the density gradient
typically points to the minor axis of the torus. The high and low field sides of the
torus are therefore regions of favourable and unfavourable curvature, respectively.
Curvature driven instabilities are in principle two-dimensional phenomena, since no
parallel dynamics is involved in the physical mechanism (k‖ = 0). However, in
toroidal plasmas this is not generally the case, because regions of favourable and
unfavourable curvature are connected parallel to B by the helical nature of the field
lines. In this case parallel dynamics may become important and the instability gets
a three-dimensional character (k‖ 6= 0).
2.3.2 Drift Wave Instability
Another more universal instability is the drift wave instability which can occur
in any magnetised plasma with a density gradient. Drift waves are an inherently
three-dimensional phenomenon because the physical mechanism is based on a strong
coupling between dynamics parallel and perpendicular to the magnetic field vector.
Fig. 2.3.2 depicts how a drift wave arises from an initial density perturbation. A
local density perturbation leads to a density gradient in all three dimensions. Due to
their high mobility parallel to B the electrons react on the perturbation by streaming
away with their thermal velocity. The resulting lack of electrons induces a potential
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perturbation with a gradient in all three dimensions. The potential perturbation is in
case of adiabatic electrons in phase with the density perturbation. Consequentially
an electric field arises around the perturbation which leads to a circular E × B
drift. Together with the potential perturbation arising in time, another drift comes
into play, keeping the system quasineutral and the current divergence free. The







The combination of E×B and polarisation drift leads to a spiral path of the ions away
from the perturbation. The polarisation drift amounts to a perpendicular current
which has a divergence. This divergence matches that in the parallel current, so
that in balance the electrostatic potential evolves according to [Sco00]
∇J = ∇J⊥ +∇J‖ = 0, (2.24)
with J⊥ = nevp and J‖ ≈ nevth,e. When the parallel ion dynamics is additionally
taken into account, the bulk density perturbation propagates in parallel direction
with the ion sound velocity cs =
√
Te/mi. In a homogeneous plasma the system
develops into a parallel ion acoustic wave. An additional cross field density gradient
is what forms a drift wave propagating perpendicular to B. The effect of a density
gradient is shown in fig. 2.3.3. The E×B drift shifts the thin plasma inwards and
the dense one outwards on the left and right hand side of the initial perturbation.
Hence, the whole structure propagates in electron diamagnetic drift direction be-
cause Φ˜ continuously excites a density perturbation ahead in electron diamagnetic
drift direction, which in turn gives rise to a potential perturbation by the parallel
electron response and so on. The described mechanism ends up in a perturbation
propagating in electron diamagnetic drift direction, which can in a linear picture be
described as a plane wave, the drift wave.
The coupling between parallel and perpendicular dynamics leads to a finite par-
allel wavenumber for drift waves (k‖ 6= 0), which is much smaller than the poloidal
wavenumber (k‖  kθ) due to the strong anisotropy caused by the magnetic field.
The result of a finite k‖ is that the wavefront of a drift wave is slightly tilted with
respect to the magnetic field by an angle of ϑ, as indicated in fig. 2.3.4. The per-
pendicular phase velocity of the drift wave is vdia,e. The small value of ϑ causes
the wavefront to propagate predominantly in poloidal direction. The parallel phase
velocity is given by v‖ ≈ vdia,e arctanϑ.
In case of adiabatic electrons, reacting instantaneous to a density perturbation, n˜
and Φ˜ are in phase. This leads to a linear stable drift wave. The dispersion relation





where ωdia = kθvdia,e. Eqn. (2.25) is valid for low frequency drift waves with
ω ≈ ωdia, whereas for high frequencies (ω  ωdia) the fluid equations from which
it is derived result in an Alfve´n wave [Jen98]. The dispersion scale ρs is called the
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Figure 2.3.3: The existence of a density gradient is essential for the formation of
a drift wave from the initial density perturbation shown in fig. 2.3.2. The circular
E×B drift shifts the dense plasma outwards and the thin one inwards. As a result
the perturbation propagates in electron diamagnetic drift direction.
Figure 2.3.4: The coupling of parallel and perpendicular dynamics in the drift
wave mechanism leads to a finite parallel wavenumber of the stable drift wave. Its
wave front is tilted by a small angle of ϑ with respect to the magnetic field line. The
parallel and perpendicular phase velocity are determined by the ion sound velocity
cs and the electron diamagnetic drift velocity vdia,e, respectively.
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drift parameter and is given by the ratio cs/ωc,i. ρs is a characteristic scaling length
for drift waves. For large scales (kθρs  1) the dispersion relation is linearly. Eqn.
(2.25) has a maximum at kθρs = 1 and decays for smaller scales. The deviation
of the denominator in eqn. (2.25) from one reflects the increasing importance of
the polarisation drift for the dynamics of drift waves for small scales. On scales of
kθρs > 0.3 the polarisation drift starts to alter the parallel dynamics of the density
perturbation [Mah07].
So far only adiabatic electrons have been considered, which lead to stable drift
waves with density and potential fluctuations in phase. Any effect leading to non-
adiabatic electrons leads to a destabilisation of drift waves and a finite phase shift
between n˜ and Φ˜. Destabilisation occurs if the parallel mobility of the electrons
is reduced. For weakly ionised plasmas the electron mobility is primarily reduced
by electron-neutral collisions, in fully ionised and collisional plasmas mainly by
electron-ion collisions, and in almost collisionless plasmas by kinetic effects, e.g.
Landau damping [Gru01].
The identification of drift waves in the experiment can be done by checking a
list of typical properties [Hor99]:
• Fluctuations are driven by the density gradient,
• Small cross phase between density and potential perturbations, typically α <
pi/4,
• Phase velocity pointing in electron diamagnetic drift direction,
• Small but finite parallel wavenumber (k‖  kθ),
• ρs is a typical poloidal scaling length for drift waves.
2.4 The Character of Turbulent Fluctuations
A general definition of turbulence has already been given in chapter 1. The following
section will give a brief overview of some basic concepts describing the dynamics of
turbulent systems.
The fundamental hydrodynamic equation describing the dynamics of an incom-
pressible fluid (∇ · v = 0) is the Navier-Stokes equation:
∂v
∂t
= −v · ∇v + ∇p
ρ
+ ν∇2v. (2.26)
v is the velocity field of the fluid, p is the pressure and ρ the mass density of the fluid.
ν is the kinematic viscosity. The nonlinear first term on the r.h.s. of the Navier-
Stokes equation describes a change in v by convective transport. The second term
describes changes due to a gradient in the pressure, and the third term dissipation
due to inner friction (ν) [Gro95]. The Navier-Stokes equation is also the equation
of motion for turbulent flows. It has been found by Reynolds in 1883 [Rey83], that
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L is a characteristic length scale describing the system under consideration, e.g. the
diameter of a tube along which a fluid flows. Re describes the ratio of the time scales
for molecular (L2/ν ∼ 1/ν∇2) and convective (L/v ∼ 1/v∇) momentum transport
[Gro95]. For small values of Re the system is stable and the flow is laminar. Above
a critical value of Recrit ≈ O(103) a perturbation may become unstable and develop
into turbulence. This is the case when the nonlinear convective term dominates
the dynamics. The nonlinearity leads to a redistribution of the energy of the flow
over a wide range of spatial scales of motion. However, a high Reynolds number
does not automatically lead to turbulence. It only means that the system reacts
more sensitively on perturbations. Hence, both the perturbation and Re must be
large enough to reach turbulent states. The origin of turbulence is always an initial
perturbation.
The distribution of energy over spatial scales can be thought of as a hierarchy
of eddies of different spatial scales. In Fourier space a wave with a wavelength
of the eddy size is assigned to individual eddies in the hierarchy. A broad band
wavenumber spectrum consequentially follows from the hierarchy of eddies. In this
context a common picture behind the development of turbulence is the nonlinear
interaction of initially coherent waves. Two or more nonlinearly interacting waves
of wavenumber k1 and k2 interact resulting in the drive of a third wave k3 with
k1 + k2 + k3 = 0. This interaction process is called three-wave coupling. It provides
an additional degree of freedom by driving a further wave, what allows further three-
wave coupling processes. Finally in fully developed turbulence many wave triplets
are exchanging energy amongst each other. The complete dynamics involves many
degrees of freedom. Each interaction is coherent, but the fact that there are many of
them going on simultaneously results in a weak degree of overall coherence between
waves at differing k. These processes lead to nonlinear growth or damping of the
various modes. Saturated steady-state turbulence results if the rate at which each
k mode gains energy is balanced by the losses of energy to the particles or other
modes [Lie85]. The turbulent system has a short term memory: dynamics at the
same spatial point but separated in time become uncorrelated beyond a time range
called the correlation time. The dynamics in this case has to be treated statistically.
The spatial distribution of energy has been first treated mathematically by Kol-
mogorov in 1941 [Kol91]. He considered the case of isotropic turbulent flows under
the assumption that energy is put into the system at scales which are much larger
than the dissipation scale defined by the viscosity. The theory is based on similarity
considerations assuming that in the intermediate range between energy input and
dissipation no scale length is preferred. The result is, that the energy distribution in
wavenumber space in this intermediate range follows a power law2: E(k) ∝ 2/3k−5/3.
The range, where these assumptions hold is called inertial range. The typical shape
2The exponent (−5/3) is called spectral index
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Figure 2.4.1: Typical shape of a turbulent wavenumber spectrum for the case of
homogeneous isotropic turbulence. Energy is injected at small wavenumbers (large
scales) and dissipated at large wavenumbers (small scales). The intermediate range,
called inertial range, follows a power law decay.
of a turbulent wavenumber spectrum is shown in fig. 2.4.1. The flat region at low k
is the range where energy is put into the system, e.g. by stirring. These large scale
vortices split into smaller and smaller ones in the inertial range, where the energy is
conserved. At small scales (high k) the spectral index gets higher, because energy
is lost by dissipation.
Plasma turbulence is phenomenologically similar to fluid turbulence. But, the
dynamics of plasma particles is much more complicated than in neutral fluids be-
cause electrical and magnetic forces act in addition to the viscous force in a neutral
fluid. Furthermore, in magnetised plasmas a strong anisotropy is caused by the mag-
netic field. One has to distinguish between different scales: the free propagation of
electrons along the magnetic field leads to a much larger parallel scale than perpen-
dicular to B where the dynamics is governed by drifts. This anisotropy has already
been mentioned above in the explanation of the drift wave mechanism (k‖  kθ).
The assumptions leading to Kolmogorov’s spectral law are not valid anymore in this
case. In addition to the anisotropy, the clear separation between scales of energy
input and dissipation is not generally given. Hence, it may be expected to find
wavenumber spectra following the shape of fig. 2.4.1 in general, but the spectral
index can be completely different.
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2.5 Theoretical Modelling of Drift Wave Turbu-
lence
Drift waves as a universal instability are one of the most commonly observed in-
stabilities in magnetic confinement [EMMM80]. Theoretical modelling of turbulence
driven by drift wave instabilities has been first undertaken by Hasegawa and Mima
[HM77; HM78] who derived equations to handle fluctuations in magnetised plasmas
including drift wave physics with adiabatic electrons and cold ions in their model.
Numerical simulations including realistic parameters for tokamak edge plasmas have
been undertaken by Wakatani and Hasegawa [WH84]. Wavenumber spectra for fully
developed turbulence found by these authors are in good agreement with experi-
ments. However, a discrepancy between theory and experiment has been found in
the place of the shoulder of the spectrum where the inertial range starts. These early
simulations predicted the shoulder to be located at the dispersion scale of the drift
wave, k⊥ρs ≈ 1. Experiments report the shoulder to be located typically around
k⊥ρs ≈ 0.15 [Lie85]. Terry and Diamond [TD85] found a better agreement with
experiments by taking additional dissipation effects, i.e. electron dynamics parallel
to B into account. The width of the spectra is reduced in their simulations. The
inertial range follows a power law with a spectral index of −17/6.
Over the years turbulence simulation codes experienced a continuous evolution by
including more and more details into the underlying models. This evolution is closely
associated to the progress in computer technology. Modern turbulence simulation
codes are three-dimensional implementations of either fluid or gyrokinetic equations
in realistic geometry of tokamaks or stellarators (see e.g. [Sco06; Sco07] for recent
overview articles).
Some simulation results, which are specifically of interest for this work, shall be
mentioned here. The 3D turbulence code DALF3 [Sco97b], based on an electro-
magnetic fluid model, has been used to simulate turbulence in the TJ-K torsatron
[NSS02]. The DALF3 code was originally developed for fusion edge plasmas. Its
applicability for low temperature plasmas is based on the use of dimensionless pa-
rameters controlling the dynamics in the simulations. These parameters are in a
wide range comparable for low temperature plasmas like in TJ-K and fusion de-
vices. As a result of these simulations, it was predicted that drift waves are the
dominant instability mechanism driving turbulence in TJ-K. The prediction could
be verified experimentally [Str+04; Mah+07]. Plasma parameters in TJ-K as well
as the machine dimensions are comparable to WEGA parameters. Therefore, drift







The statistical nature of turbulence makes a careful treatment of raw data necessary.
Looking at the raw data from turbulent systems one can hardly discriminate it from
strong noise. Therefore, raw data is treated with several statistical methods to
recognise the intrinsic correlations and to characterise the dynamics of fluctuations.
During data processing one always has to keep in mind that the data is quantised
both in time (by ADC sampling rates) and space (by the geometry of diagnostics).
Spatio-temporally resolved data appear as a series of discrete values fi,j with i =
0, 1, ...,M − 1; j = 0, 1, ..., N − 1, where M is the number of points in space and
N is the number of samples taken in time. The spatial quantisation is especially
restrictive and leads to strong limitations in the significance of results because a
part of the information is always lost. The methods used to analyse data in this
work is introduced in the following sections.
3.1 Statistical Analysis
3.1.1 Distribution Function
One feature characterising turbulent systems is the irreproducibility of instantaneous
values. The probability distribution function (PDF) of a turbulent system is close
to the Gaussian distribution of a random signal. The deviation from Gaussian
distribution can give information about the nature of turbulent signals. For example
a typical feature observed for turbulent transport would be intermittency1 which
appears as a high amplitude tail in the PDF. For discrete signals the PDF is not a
continuous function but a histogram describing the probability pf to find the signal
amplitude fj in a certain interval.
1Textbook definition of intermittency [Fri95]: “A signal is intermittent, if it displays activity
during a fraction of time only, which decreases with the scale under consideration.“
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3.1.2 Statistical Moments







(fj − µ)n, (3.1)
where mn is the n








For N →∞, µ tends to the expected value of f . For real measurements appearing
as a series of discrete values µ as well as mn are estimates of the real values. The
first moment in this definition is zero. The second moment is called variance, the






(fj − µ)2 . (3.3)
For fluctuation data σ describes the total and σ/µ the relative fluctuation amplitude.
A signal with Gaussian PDF is sufficiently described by the ensemble average and
standard deviation. The deviation from Gaussian distribution is described by the










− 3 . (3.5)
For a Gaussian distribution S and K are 0. Negative skewness means that the PDF
is more flat for f < µ than for f > µ. K is a measure for the steepness of the PDF
around its maximum. K > 0 implies a steeper PDF around the maximum than
Gaussian distribution and that most of the variance is due to infrequent extreme
deviations, as opposed to frequent modestly-sized deviations. S and K are of interest
when the intermittency of fluctuations is to be characterised.
3.2 Correlation Function
Correlation describes the degree of relationship between two random variables. Cor-
relation analysis is a widely used powerful tool to obtain averaged information about
fluctuating phenomena [Rit+88]. The cross-correlation function (CCF) of two con-













fjgj+i j = 0, ..., N − 1 (3.7)
The CCF is a measure for the similarity of two signals shifted against each other
by a time lag τ . It shows a maximum at the certain time lag where f and g have
a similar shape in amplitude. For spatio-temporally resolved signals the CCF can
be expanded into two dimensions. In most cases the spatial resolution is limited to
one dimension, e.g. the poloidal resolution of the probe array used in this work. For
continuous signals f(x, t) and g(x, t) being functions of the spatial position x and






f(x, t)g(x+ d, t+ τ)dτdd, (3.8)
where d is the spatial distance between the signal sources. The 2D CCF can again
be discretised. The second integral in eqn. (3.8) is an averaging in space, or in the
discrete case an averaging about channels with equal distance. This is justified if
fluctuations are homogeneous in space and the CCF depends only on the distance
between channels and not on the absolute position. This assumption is not generally
valid, even for poloidally resolved experiments, where probe tips are aligned on a
flux surface. Although flux surfaces are assumed to describe isobars for the plasma,
asymmetries of fluctuation parameters on flux surfaces are a common observation in
fusion devices [Zwe+07]. CCF of identical signals is called the auto-correlation func-
tion (ACF). For turbulence measurements the CCF can give important information
about fluctuation parameters like lifetime, size and velocity of turbulent structures.
The random part which is always present in signals is efficiently removed by the
averaging process. For noisy signals it may appear in the ACF as a narrow peak
around d = 0, τ ≈ 0. Theoretically for a continuous white noise signal ψff is the
Dirac delta function.
In this work the correlation function is always presented in a simple normalised
form where each element is divided by ψff (0, 0) ≈ σ.
Restrictions in the Applicability of Correlation Analysis
A prerequisite for the application of eqn. (3.8) is that fluctuation events occur
randomly both in space and time. This is easy to explain in space. The CCF is not
sensitive to the absolute position of the origin of data. The space lags in eqn. (3.8)
is the probe distance. Fluctuations that appear predominantly at a certain position
in the sampled region would be smeared out by the CCF because they are treated
as the stochastic noisy part of the signal and not the statistically reproducible part
of turbulence.
Furthermore the results from the two-dimensional CCF have to be interpreted
carefully, because a lack of spatial information may lead to artefacts. The reason is,
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that the dynamics are captured only in one spatial dimension. Poloidally resolved
measurements are not able to see any radial movement of turbulent structures. For
example a structure moving in radial direction is recognised in a poloidally resolved
measurement as a standing structure with a lifetime corresponding to the ratio of
radial size and velocity.
3.3 Fourier Analysis
As shown in section 2.4 information about the spectral properties is important to
understand turbulence.
3.3.1 One-Dimensional Fourier Transform
The transition from the time to the frequency domain for a continuous signal f(t)





The discrete Fourier transform (DFT) for a series of N equidistantly sampled points









N k = 0, ..., N − 1, (3.10)
where ∆t is the inverse sampling frequency. The frequency resolution for the DFT
is also discretised (∆ν = 1
N∆t





where F ∗ denotes the complex conjugate. Therefore, the full spectral information





. In order to recover all frequency compo-
nents in the sampled waveform sufficiently high sampling frequency is required. The
highest frequency that can be resolved by DFT is limited by the Nyquist sampling
theorem to νNyq =
νs
2
. Higher frequencies are mirrored at νNyq and appear in the
spectrum as low frequency components (aliasing effect). For the practical case alias-
ing is prevented by using appropriate lowpass filters with an edge frequency below
νNyq. F (ν) describes a complex spectrum in general which can be separated into
amplitude and phase. The absolute phase of single signals is not of interest, because
it depends on the trigger time of sampling. Of great interest in fluctuation studies is
the squared amplitude of the DFT, called power spectrum or power spectral density
(PSD):
S(ν) = |F (ν)|2 = F ∗(ν)F (ν). (3.11)
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S(ν) is the power carried by the Fourier component of f(t) at a certain frequency.






Digitally computed power spectra always carry a statistical error manifesting
itself in a large amount of jitter [SPC74]. A common method to reduce this noise
is to average spectra over several realisations of the statistical process [The90]. The
Fourier transform is then written as:
F (ν) = 〈F (ν)〉 , (3.13)
where <> is the ensemble average over several realisations. In practice, ensemble
averaging is done by splitting long time traces into subwindows. Fourier trans-
formation is then applied to the individual subwindows and finally spectra from
sub-windows are averaged. The bar indicating averaged spectra is omitted in the
following because the process of ensemble averaging is treated as standard technique.
3.3.2 Cross Spectrum and Coherence
The phase relation between fluctuating quantities determines turbulent transport
(see section 2.2.2) and is important to identify the inherent instability mechanisms
(see section 2.3.2). Information about the relative phase between two signals f(t)
and g(t) can be obtained from the complex cross spectrum which is defined as:
Ψfg(ν) = F
∗(ν)G(ν). (3.14)
The complex phase of Ψfg(ν) is called the cross-phase spectrum:
αfg(ν) = arg{Ψfg(ν)}. (3.15)
αfg(ν) is the relative phase between the two signals f and g at a given frequency





∈ [0, 1], (3.16)
where Ψii(ν) = Si(ν) is the auto-power spectrum, which is equal to the PSD. γfg(ν)
is called coherence spectrum. It is a measure for the phase coherence of two signals
at a given frequency.
When eqn. (3.14) is applied to congenerous signals from spatially separated
probes, the cross-phase can be interpreted as a local dispersion relation. Following





is the dispersion relation assuming that turbulence can be interpreted as a super-
position of planar waves with a fixed wavenumber and frequency. ∆y is the spatial
separation of the measurement points. Eqn. (3.17) is valid provided that a signifi-
cant coherence is observed at a given frequency.
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3.3.3 Averaged Cross-Phase
At some points it is usefull to merge a cross-phase spectrum into a single number.







α(ν) is weighted with the cross-power because the cross-phase is only relevant for
spectral regions where both signals f and g show a significant power and coherence.
One application of eqn. (3.18) is the evaluation of an averaged phase shift between
different fluctuating quantities measured at the same position in space. A further
application is the derivation of an averaged wavenumber from a measurement at two
points separated in space by averaging eqn. (3.17).
3.3.4 Wavenumber-Frequency Spectrum (kν-spectrum)
Similar to the two-dimensional correlation function the Fourier transform can also
be expanded to more than one dimension. Additional to the transform of tempo-
rally resolved data into frequency space, spatially resolved data is transformed into
wavenumber space in this work. The typically low number of data points in space
(e.g. 13 probe tips of the array in this work) leads to another spurious effect in
digital signal processing besides aliasing. DFT always assumes the input signals to
be either periodic or an infinite series of samples. This assumption can never be
fullfilled when unknown signals are detected with a fixed number of samples. Dis-
continuities at the boundaries lead to a shift of energy from real Fourier components
to artificial components, an effect called spectral leakage. This effect gets stronger
when the signal length becomes shorter. To limit spectral leakage to a minimum, the
data can approximate an infinite sequence by decaying to zero at both endpoints.
This is accomplished by multiplying with a windowing function. In this work the



























)2 ≤ 1 , elsewhere wH(∆t,∆y) = 0 ,
where ∆tH and ∆yH are the window width in time and space, respectively. When
DFT is applied to spatially resolved data, aliasing cannot be prevented by applying
filters. Hence the channel separation has to be chosen carefully according to the
expected spectral range of data (see section 4.4.1).
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3.3.5 Relation between Correlation Function and Fourier
Transform
Power spectrum and cross-correlation function have the same information content.







Eqn. (3.20) is used to calculate kν-spectra in this work. Although this leads to an
increase in computation time2 this method brings along some advantages compared
to the direct transformation of raw data. Computation time turned out not to be a
relevant problem for data processing in our case. One advantage of this method is an
increase in spectral resolution which is helpful in wavenumber space, where the small
number of data points leads to strong restrictions. The Fourier transform of a series
of N points results in a spectrum with N/2 points on the abscissa ((N − 1)/2 if N
is odd). The CCF of N points has 2N − 1 points. Therefore, the Fourier transform
following eqn. (3.20) has N points. In wavenumber space this leads to an increase
from 6 to 12 points for the data from the poloidal array. The Nyquist limit is not
affected by this expansion. In frequency space this effect is not of importance because
time series are usually long enough for a reliable direct Fourier transformation.
Using this method to estimate kν-spectra another aspect of windowing has to be
considered which is again only of importance in the spatial dimension with a low
number of points. For small space lags the CCF is quite robust because it averages
over a number of realisations of this space lag. However, at large separations very few
points enter into the averaging process of the CCF making it less robust. The Fourier
transform may therefore only be performed for small lags, or these points must be
weighted more heavily in the calculations. This restriction can be implemented
by windowing the CCF [McC82]. The spatial window width ∆yH should be set
to the largest available extent because of the low number of points available. In
the temporal domain the number of available points is usually much larger than
the width of the correlation function. Therefore, ∆tH should be chosen to be much
smaller than the length of the data set. In [Sch05] a window width of several hundred
bins is suggested. The application of a smaller Hanning window to the correlation
function has the effect of smoothing the frequency spectrum because the resulting
spectrum is the convolution of the real spectrum with the broad spectrum of the
windowing function.
2The Fast Fourier Transform (FFT) algorithm provides a very fast and efficient method to
calculate the DFT. But the sum in eqn. (3.8) must be calculated before FFT can be applied to
the CCF.
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The following chapter gives an overview of the experimental framework for this work,
namely the WEGA stellarator. The general setup of the machine will be explained
followed by the magnetic configuration and equilibrium plasma parameters. Features
being important for this work will be explained in more detail. The diagnostics
used to study fluctuations within this work are electrostatic probes. Hence, some
theoretical background on the operation of probes will be explained, as well as the
technical realisation of probe diagnostics for spatio-temporally resolved fluctuation
measurements in WEGA.
4.1 The WEGA Stellarator
WEGA (Wendelstein Experiment in Greifswald zur Ausbildung) is a classical stel-
larator which belongs to the family of Wendelstein stellarators [GRW85]. It was
originally constructed as a combined tokamak and stellarator experiment in the
1970’s in Grenoble, France. Since 2001 WEGA has been operating in Greifswald
in the stellarator configuration. The main purposes of WEGA operation in Greif-
swald are basic plasma research, the education of scientific and technical staff and
the testing of diagnostic equipment and plasma control schemes and techniques for
Wendelstein 7-X. WEGA a small stellarator with a major radius of R = 72 cm. The
maximum average plasma radius defined by in vessel components is a = 11.5 cm.
The 2.45 GHz heating antennas act as limiter. Fig. 4.1.1 shows the main techni-
cal components of WEGA. The toroidal field is produced by 40 toroidal field coils.
Two pairs of helical field coils are wound around the vacuum vessel. The coil setup
results in a l = 2,m = 5 configuration, where l is the poloidal and m the toroidal
mode number. The magnetic field configuration has a fivefold toroidal symmetry.
According to the toroidal symmetry the shape of flux surfaces repeats every 72◦.
Additional vertical field coils can be used to shift the plasma column in radial di-
rection. As working gases H2, He, Ne and Ar are used. The plasma is generated
by electron cyclotron resonance heating (ECRH) using microwaves. Two microwave
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Figure 4.1.1: Magnetic field coil configuration of WEGA. The toroidal and helical
field coils are mandatory to produce a field configuration with closed flux surfaces.
The vertical field coils represent a Helmholtz coil setup. They can be used to shift the
plasma radially and to manipulate the magnetic shear. The error field compensation
coils are used to manipulate magnetic islands.
heating systems are available operating at frequencies of 2.45 GHz and 28 GHz,
respectively.
2.45 GHz ECRH Two microwave generators (magnetrons) operating at a fre-
quency of 2.45 GHz with a power of 6 kW and 20 kW (cw), respectively, are installed
on WEGA. For this frequency the vacuum wavelength is λ = 12 cm which is com-
parable to the plasma radius. The frequency corresponds to the electron cyclotron
frequency at a magnetic field strength of B = 87.5 mT. However, due to the complex
heating mechanism explained below optimised plasma parameters can be obtained
at a reduced field of B0 = 57 mT [Hor05], where B0 is the magnetic field strength
at the magnetic axis. The plasma is heated by electrostatic Bernstein waves [Ber58]
which are generated in a mode conversion process. Microwaves are launched into the
plasma in the horizontal plane from the antenna in the ordinary mode (O-mode)
under an angle of ≈ 40◦ with respect to the magnetic field vector. The O-mode
wave propagates towards the O-cutoff layer where it is partially converted into a
slow extraordinary (SX) mode. The SX mode propagates back to the upper hy-
36
4.2 Magnetic Configuration
brid resonance (UHR) layer where it is converted into an electrostatic Bernstein
(B) mode. The B mode can propagate into the overdense plasma without a density
limit. It is absorbed in the plasma edge region. The efficiency of this O-X-B mode
conversion process is quite sensitive to the magnetic configuration [Pod+07].
28 GHz ECRH The second heating system installed at WEGA is a gyrotron
operating at a frequency of 28 GHz with a maximum power of 10 kW (cw). The
resonant magnetic field strength for electrons at this frequency is 1 T. Since WEGA
can only be operated up to 0.9 T the second harmonic is used to heat the plasma at
B = 0.5 T. The beam is launched into the plasma in the extraordinary (X2) mode
using a mirror system focussing the beam in the plasma centre. The mirror system
is set up to optimise the heating efficiency by multipath absorption of the beam
due to reflections with the stainless steel vessel [War+06; Ott+07a]. The vacuum
wavelength of λ ≈ 1 cm which is short compared to the plasma radius allows the
resonance condition for electrons to be fulfilled locally. Hence, a central power
deposition is possible with this system if the magnetic field strength matches the
resonance condition at the magnetic axis. This results in a much higher heating
efficiency compared to the O-X-B mode conversion process used at 2.45 GHz.
4.2 Magnetic Configuration
The magnetic field in WEGA is produced by several coil systems, resulting in a very
flexible field configuration. For steady state operation the toroidal field is limited
to B0 ≈ 0.4 T and can be increased up to 0.9 T for short pulses of a few seconds.
The rotational transform ι¯ can be varied in wide range from a value close to 0 up to
approximately 1 by increasing the current in the helical field coils. The rotational







Two vertical field coils in a Helmholtz configuration can be used to shift the plasma
column in the horizontal direction. The vertical field also has an influence on the
magnetic shear. WEGA is designed as a low shear experiment. A typical ι¯-profile
and the corresponding shear profile is shown in fig. 4.2.1. The low shear allows to
find configurations without low order rational surfaces in the region of closed flux
surfaces. The last closed flux surface (LCFS) is for ι¯< 0.3 defined by a mechanical
limiter. It is determined by the first magnetic surface touching a limiting component
in the vessel in these configurations. For WEGA the first limiting structures are the
ECRH antennas used for 2.45GHz heating. Vacuum magnetic surfaces exist also
in the limiter shadow for low ι¯ configurations (Dashed lines in fig. 4.2.2. The
region outside the LCFS is called the scrape off layer (SOL). Particles entering the
SOL cannot propagate freely on a flux surface anymore but will be pealed off by
the limiter even without any radial transport. The magnetic field configuration
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Figure 4.2.1: Radial profiles of the rotational transform ι¯ in WEGA and the
corresponding magnetic shear s for two arbitrary example configurations at low ι¯
without vertical magnetic field. Due to the low magnetic shear it is possible to find
magnetic configurations without low order rational surfaces within the LCFS. The
dashed horizontal lines indicate the ι¯ = 1/5 and 1/4 resonances.
can be calculated using a field line tracing code [Wer] in which the coil setup of
WEGA is implemented. The code allows the tracing of magnetic field lines as
well as trajectories of charged particle in the magnetic field. Figure 4.2.2 shows a
Poincare´ plot of vacuum magnetic surfaces in WEGA generated by the code for a
limiter configuration (¯ι0 = 0.182). Individual flux surfaces in the plot are generated
by following a magnetic field line starting from an arbitrary point on the flux surface
for a high number of toroidal turns. A point in the plot is generated everytime the
field line crosses the observed ϕ-plane. For closed flux surfaces the piercing points
have been connected to solid lines. The figure shows a set of nested magnetic flux
surfaces in a r − θ plane at constant ϕ.
The LCFS is at an effective radius of reff = 11.5 cm. reff is defined as the
radius of a circle covering the same area as the corresponding flux surface. For
higher ι¯ closed magnetic surfaces exist only up to radii located inside the fixed
limiter position resulting in magnetic separatrix configurations.
Code calculations describe the properties of the ideal vacuum magnetic field
which contains only field perturbations connected to the fivefold toroidal symmetry.
These perturbations are inherent to the coil system of WEGA and lead to so-called
’natural’ magnetic islands on resonant surfaces ι¯ = 5
n
, where n is the poloidal mode
number. These islands have been found experimentally and in the code simulations,
e.g. at ι¯ = 5/9, but they are very small and not of interest for this work. Non-
natural islands, produced by additional perturbation fields, breaking the toroidal
symmetry are more important for WEGA operation . These may for example be
generated by currents in supply lines, a small misalignment of coils or external
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Figure 4.2.2: Poincare´ plot of vacuum magnetic surfaces for a magnetic field
configuration with ι¯0 = 0.182 including a field error. Solid black lines are closed flux
surfaces. Grey dashed lines are open flux surfaces which are in contact with limiting
components. Non natural m = 1 island chains are plotted in red. The ι¯ = 1/5 island
chain is located inside the LCFS. The ι¯ = 1/4 island chain is far outside the LCFS.
The shown flux surface configuration corresponds to a toroidal angle coordinate of
ϕ = 144◦, where the poloidal probe array (see sec. 4.4.1) is located.
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magnetic fields. Such non-natural islands with toroidal mode numbers of m < 5
have been found in flux surface measurements in WEGA [OL02]. Experimentally
islands with m = 1, n = 1 . . . 7 and m = 2, n = 3, respectively, have been identified.
The exact source of the field error is unknown as well as its full spectrum of Fourier
components. The experimentally observed islands reflect only a part of the full
spectrum of the perturbation. However, it has been found that the island width and
thus the amplitude of the error field is independent of the magnetic field strength.
This implies that the perturbation is due to a geometrical misalignment of coils
or due to fields from components driven by the coil current, e.g. supply lines. In
the computer code the error field can be simulated by a misalignment between the
system of toroidal and the helical field coils, which are in the experimental setup also
mechanically decoupled, i.e. individual coils. A radial shift of 3 mm at a toroidal
angle of ϕ = 280◦ produces the appropriate error field to reproduce at least the
m = 1 and m = 2 islands. An exaggerated representation of the geometrical shift is
depicted in fig. 4.2.3. Using such a perturbation, the calculated flux surfaces coincide
well with measurements. The flux surfaces in fig. 4.2.2 are calculated including the
additional perturbation. Two resonances with corresponding magnetic islands are
present in the given example; the ι¯ = 1/5 resonance can be seen just inside the
LCFS and the ι¯ =1/4 resonance is located in the limiter shadow. The island width
w depends on the one hand on the rotational transform (see eqn. (2.13). On the
other hand, w is not constant on a flux surface. On the low field side of the plasma,
which is accessible for probe diagnostics, it is about 1 cm. On the high field side,
the island width is at least two times higher and the ι¯ dependence is much higher.
4.2.1 Error Field Compensation
For the magnetic configurations, which are of interest for this work, only m = 1
islands were observed. They can theoretically be compensated by introducing an
appropriate additional perturbation field. The effect of island compensation can be
explained in terms of the Fourier decomposition of fields. A perturbation of a certain
toroidal mode number m can be compensated by adding a corresponding Fourier
component of the same amplitude phase shifted by pi [KA05]. In simulations it could
be shown, that the m = 1 field perturbations can be influenced effectively by means
of simple circular coils placed besides the torus. To this end so called error field
compensation coils (EFCC) have been installed at WEGA producing an additional
error field. A set of four water-cooled coils with a mean diameter of 30 cm and 36
windings each are used. The coils can be operated at currents up to Icc = 500 A.
Fig. 4.2.3 shows schematically, how the compensation coils act against the original
error field (the misalignment of the toroidal and helical field coils is exaggerated).
Ideally the compensation coils should be located at a toroidal angle of ϕ = 100◦ for
optimum compensation. Practically this position is very close to one of WEGA’s
transformer yokes. In a first campaign of flux surface measurements was been found
that the presence of iron close to the coils leads to a strong nonlinearity in the current
needed to compensate the islands [OLW03]. To avoid this the new set of coils have
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Figure 4.2.3: The error field producing non-natural magnetic islands in WEGA
can be simulated by a radial shift of the whole set of toroidal field coils with respect
to the helical field coils. This shift is indicated here strongly exaggerated. The error
field compensation coils are installed at a toroidal position, shifted by ϕ ≈ 180◦ with
respect to the origin of the intrinsic field error.
been placed centrally between two yokes at ϕ = 126◦. The coils can be vertically
shifted and tilted in order to locate a position where compensation is most effective.
This flexibility was found necessary, as it was not clear whether the compensation
would be successful at positions predicted by field line tracing calculations. Such
calculations predicted that it is possible to compensate the islands with the EFCC
placed as shown in fig. 4.2.4 a). Here, a set of three coils are tilted by 45◦ and
shifted in the vertical direction by about 30 cm. Setting B0 = 500 mT the available
current of Icc = 500 A was found to be sufficient to compensate the island at ι¯ = 1/5.
However, in flux surface measurements it was found that Icc = 500 A is not sufficient
for compensation at this configuration. In experiments at a reduced toroidal field
it could be shown that the current which is necessary to compensate the islands
is about three times higher than the theoretical predictions. Experimentally the
optimum compensation for this magnetic configuration was observed with four coils
placed in the equatorial plane as shown in 4.2.4 b), with Icc = 500 A. The error
could still not be fully compensated, but the island width w was reduced by a factor
of about 2 without changing the poloidal phase of the island chain. Following the
square root dependency of w on the perturbation field amplitude (eqn. (2.13)),
this means that the EFCC compensates about 75 % of WEGA’s intrinsic error field
for the ι¯ = 1/5 resonance under consideration. Keeping the phase constant during
compensation is necessary to discriminate between effects related to the island width
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(b) Experimental optimum position.
Figure 4.2.4: Placement of the EFCC relative to the plasma vessel. a)Simulations
predicted the compensation to be most effective in the shown position, shifted verti-
cally and tilted with respect to the horizontal plane. b) Experimentally it was found
that the compensation is most effective when the EFCC is placed at z = 0 without
tilting.
and those related to different positions of the island chain, e.g. O- and X-point of
the island. The discrepancy between theory and experiment shows that the error





Electrostatic probes are one of the fundamental, and in fact one of the oldest, di-
agnostic techniques for measuring the properties of plasmas. The technique was
developed by Langmuir in the 1920’s [Lan23; LMS24]. Basically, an electrostatic
probe is merely a small electrode inserted into the plasma. Biasing the probe to
different voltages and measuring the current-voltage characteristic can provide in-
formation about the plasma. The characteristic carries information about density,
temperature, electrostatic potential and even the energy distribution function of the
electrons (EEDF). Despite the simplicity of the diagnostic principle and the amount
of information that can be obtained, probes have a number of disadvantages. Firstly,
probes are an invasive diagnostic since material conductors together with a support
structure have to be immersed into the plasma. The interaction of the probe with
the plasma generally disturbs the plasma. Fortunately the disturbance is typically
only local. A further problem, arising mostly in hot plasmas such as in fusion de-
vices, is the high heat load from the plasma which the probe is exposed to. In
devices with fusion relevant plasma parameters, probes can in general only be used
in the far edge region, because they would immediately be destroyed when enter-
ing the hot plasma core. Regardless of, a rather small experiment like WEGA has
many advantages. The plasma parameters are moderate enough to allow access of
the probes to the whole plasma cross section.
Apart from these more technical aspects the theoretical understanding of Lang-
muir probes, especially in magnetised plasmas, is a science of its own. The inter-
pretation of probe characteristics and the extraction of plasma parameters from the
latter is a rather complicated topic. The difficulty stems from the fact that probes
are boundaries to a plasma, and near the boundary the equations governing the
motion of the plasma change their character [Che65a].
In the following a brief overview of the interpretation of Langmuir probe char-
acteristics will be given. The principle of operation of Langmuir probes will be
explained assuming a non-magnetised plasma with a Maxwellian electron energy
distribution function as a simplification. In section 4.3.2 some aspects which are of
specific interest for the application of probes in WEGA will be highlighted. For a
detailed overview of probe theory see contributions in textbooks (e.g. [Che65a] or
[Her89]) or review articles (e.g. [DRR02]).
4.3.1 Principle of Operation
The experimental simplicity of the operation of a Langmuir probe is depicted in fig.
4.3.1. The probe tip, which is in general small compared to the plasma dimensions,
is biased to a certain voltage with respect to a reference electrode. The probe
characteristic is constructed from the measurement of the probe current at different
biasing voltages. In general three voltage levels have to be considered when thinking
about the current drawn by a probe in a plasma. The probe tip is biased to the
potential Up with respect to the counter electrode in the electric circuit. This counter
electrode is typically the metallic vacuum vessel. Its potential is taken as reference.
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Figure 4.3.1: Simple electric cir-
cuit for probe measurements. The
probe tip is immersed into the plasma
(red). A voltage is applied between
the probe tip and the metallic plasma
container and the current is measured.
Figure 4.3.2: Ideal IU-characteristic
of a cylindrical Langmuir probe
in a non-magnetised plasma with
Maxwellian energy distribution. An
ion current onto the probe is counted
positively.
The circuit is closed by the plasma, having itself a certain space potential Φpl with
respect to the reference. The typical shape of a current-voltage characteristic of a
Langmuir probe is shown in fig. 4.3.2. If the probe is biased to Up = Φpl, there is no
electric field surrounding the probe and the charged plasma particles migrate towards
the probe because of their thermal velocity. Since electrons move much faster than
ions it is predominantly an electron current that is collected by the probe. For
Up > Φpl electrons are accelerated towards the probe and ions are repelled. Near
the probe there is an excess of negative charge, building up until the positive charge
of the probe tip is balanced and the system appears electrically neutral for the rest
of the plasma. The layer of charge, called sheath, is typically small compared to
the plasma dimensions and therefore, the bulk plasma is undisturbed by the biased
probe. The amount of electron current is determined by the number of electrons
entering the sheath by thermal motions. The actual shape of the current for positive
biasing depends on the sheath thickness which determines the effective collection
area Aeff of the probe. The relation between Aeff and Up depends on the probe
geometry and on external conditions, e.g. magnetised or non-magnetised plasma.
In the special case of a planar probe in an non-magnetised plasma Aeff is constant,
and hence the electron current saturates above Φpl.
For Up < Φpl ions are accelerated towards the probe and electrons are repelled.
Down to a distinct voltage level electrons are still able to overcome the repulsive
Coulomb force with their kinetic energy (thermal velocity) and the probe current is
a combination of electron and ion current. The voltage at which the total current
vanishes, i.e. Ie = Ii, is called floating potential Φfl:





















is called electron saturation current. Isat,e is the probe current drawn at Up = Φpl.
A is the probe surface, which in this case equals the effective collection area Aeff ,
because the sheath formation sets on for Up > Φpl. From eqn. (4.3) it can be
seen, that the slope of a log Ip − Up-plot determines the electron temperature of
the plasma. At Φpl the characteristic shows a knee, (d
2Ip/dU
2
p = 0), which can be
used to determine the plasma potential. Φfl is the potential an insulated electrode
would assume in a plasma. For large negative voltages an ion sheath forms around
the probe, determining the amount of ion current collected by the probe. The most
simple case is again a constant sheath thickness leading to a saturation of the ion
current. Due to the much lower thermal velocity of ions the saturated ion current is
in general much smaller than the electron saturation current. If the probe is large
compared to the ion sheath, the ion saturation current at large negative voltages






Z is the charge state of the ions. The factor ξ ≈ 1/2 accounts for the decreased ion
density at the sheath edge due to their acceleration in the presheath [Boh49a]. The
exact value of ξ depends on the conditions in the presheath, which can cause the
’saturation’ current to increase with Up [Che01]. Isat,i is typically used to determine
the undisturbed plasma density.
4.3.2 A brief Summary of Probe Theory
Probe theory is a complicated topic and the interpretation of probe characteristics
is typically not as straightforward as described above. A number of factors have to
be taken into account which may alter the probe characteristics and therefore give
rise for probe theory modifications. These include amongst others:
• Presence of electric and magnetic fields,
• EEDF deviating from a Maxwellian distribution,
• secondary electron emission,
• probe geometry,
• probe dimensions with respect to plasma scales.
Some aspects of probe theory, which are relevant for measurements in WEGA shall
be explained here.
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The complicated heating mechanism in the low field operation of WEGA leads
to a non Maxwellian EEDF. Mostly in the edge region, where the heating power is
deposited, a small fraction of supra-thermal electrons exists. These hot electrons can
reach the probe even for large negative voltages where a pure ion current is expected
because all thermal electrons are repelled. This leads to a non saturation of the
probe current for voltages far below the floating potential. A probe theory, which
allows the handling of non Maxwellian EEDF with a small fraction of supra-thermal
electrons has been provided by Stangeby [Sta95] (two-temperature model). Evidence
for the effect of fast electrons on probe measurements in WEGA has been given by
Horvath [Hor+04; Hor05]. The application of Stangeby’s theory is valid, if the ion
sheath thickness is negligible compared to the probe dimensions. A rough estimation
for the sheath thickness h is the Debye shielding length, λD =
√
0kBTe/2nee2.
But this approximation can underestimate the sheath thickness, which becomes
larger for large negative bias. For a collisionless plane sheath h is given by: h ≈
λD(e(Φpl − Up)/Te)3/4 [DRR02].
For WEGA plasmas the Debye length is typically in the order of some 10µm and
the sheath thickness at Up = −100 V is roughly 10λD. If the sheath is small com-
pared to the probe dimensions, the effective collection area of the probe is determined
by the probe surface. This has actually been the case for the probe diagnostics used
in WEGA, which were designed for the measurement of average parameters. Hor-
vath used cylindrical probes with radii rp & 0.5 mm [Hor05]. However, for spatially
resolved fluctuation measurements the probe construction, including the mandatory
support structure for the probe tip, need to be constructed as small as possible, in
order to not disturb the plasma significantly. The probe construction specifically
designed for this work, ended in cylindrical probe tips with a radius of rp = 50µm
(see sec. 4.4.1). Hence, the probe dimensions are in the order of the sheath thick-
ness. In this case the effective collection area of the probe needs to be corrected for
the sheath dimension, which varies with the probe voltage.
The effect of the probe geometry on the shape of characteristics is shown in
fig. 4.3.3, where characteristics from cylindrical probes of different radius (0.05
mm and 0.45 mm, respectively) measured in equivalent discharges are compared.
The current is normalised to the probe surface. The data is taken from a low field
discharge in Argon (Ar). Especially in the plasma centre, where no fast electrons
are present, it can be clearly seen how the ion current is affected by the sheath
formation. The current density for Up > Φfl is equal for both probe types. In the
ion branch, the slope of the current density is much steeper for the small probe.
This is because for large negative voltages the probe surface is not the effective
collection area anymore. In the edge region, where the heating power is deposited
and the fast electron fraction is present, the influence of the probe geometry is less
pronounced, because the slope of the ion current density is additionally effected by
the fast electrons for both probes.
The ion collection theory in the case of thick sheaths needs to take into account
that not all ions entering the sheath are collected by the probe. They undergo orbital
motions, similar to a satellite entering the gravitational field of a planet. Depending
46
4.3 Langmuir Probes
(a) Core plasma (b) Edge plasma
Figure 4.3.3: Current density on different probe geometries in the plasma centre
(a) and in the power deposition region (b). Data was measured in Ar discharges at
low magnetic field by cylindrical probes of equal length but different probe radius.
on the impact parameter and the kinetic energy ions may pass the sheath or hit the
probe. The corresponding theory called orbital motion limit theory (OML) has been
developed by Mott-Smith and Langmuir [MSL26]. OML is an oversimplification of
the problem of sheath formation, since it is based on assumptions that hold true for
only a few rare cases.
For a comprehensive sheath theory, one has to solve Poisson’s equations for the
local space potential Φ(r) everywhere from the probe surface to infinity. Allen,
Boyd and Reynolds (ABR theory) provided equations to solve the problem self-
consistently assuming cold ions (Ti = 0) as a simplification [ABR57]. ABR theory
is suited for spherical probes, but has been expanded to cylindrical probes by Chen
[Che65b]. The assumption of cold ions does not allow orbital motions. All ions
are accelerated radially towards the probe. A generalisation for ions of finite tem-
peratures including a proper sheath theory and orbital motions has been provided
by Bernstein, Rabinowitz and Laframboise (BRL theory) [BR59; Laf66]. A com-
mon result of both ABR and BRL theory is that a saturating ion current can only
be expected for probe dimensions, which are large compared to the Debye length
(rp  λD).
In order to determine, which probe theory is best suited for the evaluation of
probe data measured with small probes in WEGA, the data shown in fig. 4.3.3 has
been analysed using ABR, BRL and the Stangeby two-temperature model. Stangeby
provides an analytical expression for the probe current Ip(Up) which can be fitted to
experimental data. ABR and BRL theory are based on differential equations, whose
solutions have been parametrised by Chen resulting in analytical expressions for the
probe current [Che01]. The plasma parameters n, Te and Φpl are fit parameters. The
two-temperature model has two more fit parameters, reflecting the density and tem-
perature of fast electrons. The quality of the fits does not provide a good benchmark
for the validity of a probe theory. All theories provide a reasonably good fit qual-
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Figure 4.3.4: The interferometer integrates the plasma density along a vertical
line of sight (LOS). The data points of the radial density profiles measured by
Langmuir probes are mapped along flux surfaces to the interferometer’s LOS. The
line integration of the mapped datapoints should yield the same integrated density
in case of correct data.
ity for data from different regions of the plasma, but result in completely different
plasma parameters. The electron temperature is a rather stable fit parameter, since
it does not depend on any sheath formation. Radial electron temperature profiles
obtained from different probe theories and different probe types agree quite satis-
factorily, however strong differences have been found in the plasma density. Using
the line integrated density measured by a microwave interferometer (see sec. 4.4.5),
density profiles obtained from Langmuir probes can be benchmarked against an in-
dependent diagnostic. To this end, density profiles are mapped along flux surfaces
to the line of sight of the interferometer and integrated afterwards. The principle
of the mapping technique is shown in fig. 4.3.4. It is based on the existence of
flux surfaces as isosurfaces for the plasma parameters. All points in the half profile
measured by probes can be mapped to the intersection point of the interferometer’s
line of sight with the flux surface under consideration.
Assuming the line intergrated density measured by the interferometer to be cor-
rect, a correction factor γ for the density measured by Langmuir probes can be






The comparison of different probe theories and geometries leads to correction factors,
which are summarised in the following table:
ABR BRL Stangeby
rp = 0.05 mm γ = 2.3 0.67 0.01
rp = 0.45 mm 1.75 0.63 0.24
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The most striking result is, that, the two-temperature model applied to the small
probe with the comparable thick sheath leads to an overestimation of the density by
about two orders of magnitude. This can be accounted for by the underestimation
of the effective collection area of the probe by the model, as it does not consider
any finite sheath thickness. The ABR fits lead to the most reasonable results.
Here,
∫
ndl from the probes is actually smaller than the interferometer signals.
This is reasonable, because probe measurements generally disturb the plasma. The
perturbation can be seen as a drop in the interferometer’s signal, when the probe
penetrates the plasma. Since γ is derived from a comparison to the undisturbed
plasma, it has to be greater than unity. From this comparison it can be concluded
that ABR theory provides reasonable results for density and electron temperature.
Caution is advised concerning the plasma potential. Here, not only the absolute
values from different theories differ, but also the overall shape of the profile. Even the
sign of the radial electric field, which is derived from Er = −dΦpl/dr, is not unique.
Horvath has shown that the two-temperature model leads to reasonable results for
Φpl with thick probes. However, for the thin probes, designed for fluctuation studies,
Φpl is an unstable fit parameter. The sheath models lead to stable fits, but they
don’t pass a simple crosscheck with another method to derive Φpl, namely from eqn.








. Φfl can be directly measured and Te is a robust fit
parameter. There is a striking qualitative discrepancy between Φpl profiles obtained
from the two methods, at least for the low field case. In high field operation, the
two methods agree quite well, except for a constant offset in the plasma potential.
The following conclusions can be drawn from the conducted comparison of dif-
ferent probes and theories:
• Fluctuation measurements necessitate the construction of small probes, with
dimensions in the order of the sheath thickness for ion collection.
• Te can easily be obtained from probe characteristics. The results are more or
less independent of the probe geometry and the applied probe theory, because
Te is derived mainly from the exponential part of the Ip − Up-curve between
Φfl and Φpl.
• n is derived from the ion collecting part of the characteristic, which is strongly
affected by fast electron populations and sheath formation. The results from
the ABR theory agree satisfactorily with the line integrated density measured
independently by an interferometer.
• For low field operation it is not reliable to obtain the plasma potential from a
fit of probe characteristics. An estimation from Φfl and Te can be used to get
an idea about the profile shape, but not for absolute values.
• For high field operation it is reasonable to treat the plasma potential as a fit
parameter.
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4.3.3 Fluctuation Measurements using Langmuir Probes
Using Langmuir probes it is possible to measure fluctuations in density, temperature
and plasma potential simultaneously with high spatial resolution. To this end, probe
characteristics have to be measured on time scales, which are much smaller than the
shortest fluctuation time scales of interest. However this is a technical challenge. On
the time scales of interest (see sec. 4.4.3) measurements may be strongly affected by
parasitic capacitive loads giving rise to displacement currents limiting the bandwidth
of the system [Gia+94]. A technical solution to overcome this problem is placing the
amplifier in close proximity to the probe tips [Pfe+98; SET07]. A common simple
approach to measure fluctuations with Langmuir probes is to operate the probes only
at two working points, namely to measure Isat at large negative biasing voltages and
Φfl. In this approach temperature fluctuations are assumed to be negligibly small
(T˜e ≈ 0). The fluctuating parts of eqn. (4.2) and (4.5) are then a measure for Φ˜pl
and n˜, respectively:
I˜sat ∝ n˜ and Φ˜fl ∝ Φ˜pl. (4.7)
This is in general an erroneous approach, which is in first principle motivated by
a lack of better knowledge. The error, which is introduced by this method has
been studied by comparison with results from fast swept Langmuir probes and in-
dependent diagnostics, where many of the results from statically biased probes have
been confirmed [End99]. The statistical properties of fluctuations and their spatio-
temporal structure are especially well reproduced. Concerning absolute values of
turbulent transport, Schubert has shown, that a phase shift between temperature
and density or potential fluctuations significantly contributes to turbulent particle
as well as energy flux [Sch05].
In this work, the simple approach of eqn. (4.7) has been chosen, since the object




A Langmuir probe system, suitable for spatio-temporally resolved fluctuation mea-
surements, had to be designed and constructed for this work. The boundary condi-
tions for the design are given mainly by the limited access to the plasma entering
the vacuum vessel through circular ports with a diameter of ≈ 9 cm. The aim is to
get diagnostic systems which provide a three-dimensional view into the structure of
turbulent fluctuations. The required resolution of the system is estimated according
to typical spatial and temporal scales resulting from drift wave theory for plasma
parameters in WEGA.
4.4.1 Poloidal Probe Array
From a single Langmuir probe local information about fluctuations can be obtained.
The spatial resolution is only limited by the dimension of the probe tip plus the
sheath forming around the probe tip. Using multiple Langmuir probes one can
obtain spatially resolved information about fluctuations. To this end, an array
of probes has been designed for poloidally resolved measurements of fluctuations in
WEGA. Poloidally resolved means that the probe tips are aligned to the flux surfaces
in the plasma edge region around the LCFS, as can be seen in fig. 4.4.1. The array is
constructed of 13 probes with a vertical distance of 0.5 cm. This probe distance has
been chosen according to an estimation of the expected scale length of fluctuations in
WEGA. Experiences from other experiments show that in wavenumber space most
of the power is in the range below kρs ≤ 0.15 [Lie85]. For gyrotron heated hydrogen
discharges at 0.5 T in WEGA the drift parameter is in the range of ρs ≈ 0.1 cm.




where d is the probe distance. In that case with the chosen distance of
0.5 cm the spectrum can be resolved up to kρs ≈ 0.6. Under all other discharge
conditions but hydrogen at 0.5 T larger scales or smaller wavenumbers, respectively,
are expected. The number of probe tips is limited by the width of the port that is
used to insert the array into the plasma vessel. Fig. 4.4.2 shows a photo of the array.
It is installed on a pneumatically driven fast reciprocating manipulator performing
a radial scan within about 2 s. In a radial scan the blue shaded region shown in fig.
4.4.1 is covered by the array.
The probes tips are cylindrical tungsten wires with a diameter of 100 µm and
a free length of 3 mm. To prevent crosstalk between neighbouring probes they are
individually shielded by a grounded stainless steel tube ending a few mm before the
probe tip. The shield is covered by ceramics preventing short circuits inside the
plasma and ensuring survival of the heat load when penetrating into the plasma.
Fig. 4.4.3 shows details of the probe construction.
4.4.2 Toroidally Resolved Measurements
In order to characterise the dynamics of fluctuations parallel to the magnetic field,
toroidally resolved measurements are necessary. To this end at least two probes
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Figure 4.4.1: Sketch of the poloidal
probe array. The probe tips are
aligned to the magnetic flux surfaces
for low ι¯ (¯ι0 . 0.3) in the edge region.
The blue shaded region is accessible
with the array in a radial scan.
Figure 4.4.2: Photo of the poloidal
array mounted on a fast reciprocating
manipulator taken outside the vac-
uum vessel. The probe shafts made
of ceramics are designed long enough
for the massive metallic probe holder
not to enter the plasma column.
Figure 4.4.3: Schematic drawing of the probe construction used for fluctuation
measurements. The outer diameter of the probe shaft is only 1.5 mm. The whole
construction is a set up of three nested tubes with the tungsten wire forming the
probe tips fed through the innermost ceramics tube. A stainless steel tube acting
as an electrostatic shield is connected to the ground potential (shield of connecting
coaxial cables). The probe tip may not be in contact with the outer ceramics,
because this will be coated with conducting material after some time of plasma
operation. To prevent a direct contact of the coated ceramics with the probe tip,
the ends of the tubes are displaced against each other by a few mm in order to form




Figure 4.4.4: Geometry of the probe setup for toroidally resolved measurements.
a) Topview of the WEGA torus showing the toroidal position of the two probe
diagnostics. Reference probe and array are separated from each other by ∆ϕ = 135◦.
b) A field line starting at the reference probe intersects one of the array’s probe tips
at a certain radial position. The shaft of the reference probe has to be tilted after
entering the vessel in order to find such connecting field lines.
must be placed on one field line with a distance parallel to B in the range of the
toroidal scale length which is expected to be much longer than the perpendicular
scale length (k⊥  k‖). This expectation could be confirmed in other experiments
where correlation lengths in the range of several meters have been found ([Rud90;
Ble98; Tho02]). In WEGA for toroidally resolved measurements the probe array is
used together with an additional reference probe which is separated from the array
by ∆ϕ = 135◦ in toroidal direction. The reference probe is installed on a slowly
moving radial manipulator. For more flexibility in the positioning of the reference
probe, a mechanism has been installed which allows the whole probe to be tilted after
inserting it into the vacuum vessel. Together with the radial motion this allows a
two dimensional scan in the poloidal plane. Fig. 4.4.4 (a) shows the toroidal position
of the two diagnostics in a top view of the torus. The challenge now is to find a
position, where a field line starting at the reference probe intersects the path of the
array after a toroidal distance which will be referred to as connection length Lc in
the following. The geometry is illustrated in fig. 4.4.4 (b). The three-dimensionality
of the magnetic topology in a stellarator introduces strong limitations to the number
of configurations and positions where such connecting field lines can be found. Field
line tracing calculations predicted their existence for the short connection length of
Lc = 170 cm as shown in fig. 4.4.4 (a). In section 5.3.2 the experimental evidence
for these predictions will be given.
4.4.3 Data Conditioning and Acquisition
As described in section 4.3.3 a common technique to measure electrostatic fluctu-
ations with Langmuir probes is to operate them at two stationary working points
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Figure 4.4.5: Electrical circuits for measuring Isat (a) and Φfl (b), respectively.
only and to measure I˜sat and Φ˜fl, respectively. To measure Isat the probes are sta-
tionary biased at UB = −100V with respect to the vacuum vessel. The potential
of the grounded vacuum vessel is taken as reference potential for all measurements.
The current is measured by a 200 Ω resistor. Fig. 4.4.5 (a) shows the electrical
circuit used to measure Isat. The voltage dividers are necessary to get rid of the
high common mode voltage at the input of the differential amplifiers used as ampli-
fiers and anti-aliasing filters. Φfl is measured when the probes are terminated at a
high-impedance and therefore cannot draw any significant currents. Again a voltage
divider is used because |Φfl| can rise up to values that would destroy the amplifiers
(fig. 4.4.5 (b)). All data are sampled synchronously by two PC-based data acquisi-
tion systems with eight 12 bit ADC channels each. The systems provide an analog
bandwidth of 50 MHz and similar sampling rates. However, the temporal resolution
of the diagnostic system is designed for frequencies up to some 100 kHz. From the
dispersion relation of drift waves and typical WEGA parameters, the drift wave
frequency at a spatial scale of kθ = ρ
−1
s is in the order of about 50 kHz. The typical
sampling rate for data in this work is νs = 1.5625 MHz. The -3 dB frequency of the
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used anti-aliasing filters has been set to 300 kHz in order to reduce high frequency
noise, because no fluctuating power above the noise levels is expected at such high
frequencies.
4.4.4 Reconstruction of Turbulent Structures in the Poloidal
Plane
As detailed in section 4.4.1 the probe array is mounted on a fast reciprocating ma-
nipulator. This manipulator performs a radial scan in about 1 s. Using the reference
probe together with the array it is possible to reconstruct averaged turbulent struc-
ture in the region of the poloidal plane that is covered by the array. To this end
the time traces taken in a radial scan are divided into subwindows to get a radial
resolution. A scan is typically divided into 20-30 slices of 20-40 ms each, or 30000-
60000 samples, respectively. During that time the manipulator moves by 2-4 mm
giving a sufficient spatial resolution. Thus a grid of time traces is produced in the
covered region. The grid will be referred to as the matrix in the following. Turbulent
structures are now reconstructed by calculating the CCF between each subwindow
of the matrix and simultaneously sampled subwindows of data from the reference
probe. To make data from different regions along the pressure gradient comparable,
all subwindows are normalised to their fluctuation amplitude prior to the correlation
analysis.
4.4.5 Microwave Interferometer
A single channel Mach-Zehnder interferometer is used to measure the line-integrated
electron density at WEGA. The interferometer measures the phase shift between a
wave passing the plasma and a reference wave. This phase shift is introduced by
the dependence of the refractive index of waves propagating in a plasma on the
plasma frequency ωp =
√
(nee2/0me). Assuming zero phase shift without plasma







where ν is the frequency of the probing wave and l is the path of the signal wave.
At WEGA a microwave at a frequency of ν = 80.605 GHz is launched into the
vessel in O-mode along a vertical line of sight at R = 73 cm. The cutoff density
for this frequency above which the wave cannot propagate in the plasma anymore
is nc = 8 · 1019m−3. The interferometer is one of the standard diagnostics providing
an immediate view of the discharge evolution. In this work it has also been used to
crosscheck and calibrate equilibrium density profiles obtained from Langmuir probes
(see section 4.3.2).
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4.5 Equilibrium Profiles
To understand the results of fluctuation measurements, some understanding of the
background equilibrium plasma parameters is necessary. To this end radial pro-
files of plasma parameters obtained from swept Langmuir probe measurements are
presented in the following section. Detailed studies of WEGA plasmas have been
performed in earlier works [Hor05], so only some examples for discharge conditions
relevant for fluctuation studies are presented. Two different scenarios are considered:
Low field operation Magnetron operation at B0 = 57 mT where the plasma is
heated at the edge by electrostatic Bernstein waves at a frequency of 2.45 GHz.
High field operation Gyrotron operation at B0 = 500 mT with ECRH at 28 GHz
resulting in central power deposition.
The terms low field and high field will be used subsequently to distinguish the two
operational regimes.
4.5.1 Magnetron Operation at 57 mT - Low Field
In this scenario most ECRH power is deposited near the LCFS as a result of the
complex heating scenario described in section 4.1. The result is typically a hollow
temperature profile. The hollow shape of the bulk electron temperature profiles
is caused by a small fraction of supra-thermal electrons which are produced by
the heating mechanism in the plasma edge heating the bulk electrons by collisions
[Hor+06]. Fig. 4.5.1 shows some typical profiles of plasma parameters for He dis-
charges at low field at a rotational transform of ι¯0 = 0.182. Data was measured with
one probe of the array. The drop in floating potential near the LCFS is a typical
feature of WEGA plasmas, besides the hollow temperature profile.
The individual graphs in fig. 4.5.1 represent the plasma response to a change in
the neutral gas pressure. The neutral pressure has been varied from pn ≈ (2 . . . 4) ·
10−3 Pa. The strongest effect of this variation can be seen in the plasma density.
With decreasing neutral pressure the density profiles are getting steeper as the core
density increases. As shown in figure 4.5.2 the effect of increasing density can
also be seen in the line integrated density measured by the interferometer. This
can be explained by a better heating efficiency at lower neutral pressure due to
the higher ionisation degree going together with a reduced plasma resistivity. At
the same time the density increases and higher electron temperatures are observed.
The response to a change in neutral pressure may affect turbulence in two ways.
First, collisionality plays a role for the stability of drift waves. As explained in
section 2.3.2 every dissipative mechanism leads to a phase shift between density
and potential fluctuations. Second, the density gradients in the edge region are
significantly different during this neutral pressure scan. A reduction of neutral
pressure leads to a steepening of gradients. This can be described by the density
gradient length Ln =
∇ne
ne
. Looking at a radial position of about 5 mm inside the
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Figure 4.5.1: Typical profiles of equilibrium plasma parameters obtained from
swept Langmuir probes measurements in low field operation. Data was measured
in He discharges at ι¯0 = 0.182. The individual lines correspond to different neutral
pressures during the discharge. The density drop in the centre is due to the plasma
perturbation from the probe penetration.
Figure 4.5.2: Plasma response to a variation in the neutral pressure in the low field
operation. In a certain range the line integrated density decreases with increasing
neutral pressure.
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Figure 4.5.3: Equilibrium profiles of plasma parameters obtained from Langmuir
probes in high field operation. Data was measured in He discharges at ι¯0 = 0.182.
The plasma centre is not accessible with Langmuir probes because they start emit-
ting electrons due to the high heat load.
LCFS Ln is varied from 2 cm to 4 cm during the neutral pressure scan shown in
figure 4.5.1.
4.5.2 Gyrotron Operation at 500 mT - High Field
A different operational regime is obtained at B0 = 500 mT where the plasma is
heated by ECRH at 28 GHz. The short wavelength in comparison to the plasma
dimensions allows a local resonant power deposition in this regime. The beam waist
of the launched X2 mode is located near the magnetic axis. Adjusting the magnetic
field strength to match the resonance condition for electrons at the magnetic axis,
the heating power can be deposited centrally. An example of plasma parameter
profiles obtained from swept Langmuir probe measurements in a He discharge is
shown in fig. 4.5.3. The plasma centre was not accessible with the installed probe
systems for the discharge conditions considered here. When entering the plasma
centre the probe tips were heated by the plasma up to temperatures where they
started emitting electrons rendering the data unusable. However, for more moderate
conditions in Ar discharges, centrally peaked profiles were obtained [Ott+07b]. Since
the heating scenario is not sensitive to changes in parameters like heating power or
discharge gas but only to the magnetic field configuration, centrally peaked profiles
are assumed to be a general feature of plasmas in the high field case. Maximum
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achievable plasma parameters were estimated based on scaling laws , leading to
expected peak temperatures up to Te < 100 eV in low density H2 plasmas [Laq+07]
and peak densities up to the cut-off density, n . 5 ·1018 m−3, at lower temperatures.
The plasma density in the high field operational regime is typically by about one
order of magnitude higher than in the low field case at comparable neutral pressures.
Hence, the ionisation degree of the plasma is much higher at high field. The plasma
at high field is almost fully ionised resulting in negligible neutral collisions.
4.5.3 Typical Plasma Parameters
A list of typical plasma parameters for the two operational regimes is given in the
subsequent table. All values are estimated for the plasma edge, where fluctuations
are studied. The list does not give any accurate absolute values but only some
typical orders of magnitude, in order to get a feeling for the boundary conditions,
under which fluctuations are investigated.
low field high field
B0 [mT] 57 500
n [m−3] 1016 . . . 1017 1017 . . . 1018











−1] 104 . . . 105 105 . . . 106
νe,n [s
−1] 104 . . . 105 104




RL,i [m] 5 · 10−3 . . . 10−2 10−3
Ln [m] 10
−2 10−2
λD [µm] 10 10
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The following chapter gives a characterisation of electrostatic fluctuations in the
WEGA stellarator. Raw data from turbulent plasmas is analysed by statistical
methods and systematically scanned for properties that can identify the driving
instability mechanism. Step by step the view into the structure of turbulence will
be expanded starting with temporally resolved measurements at fixed positions,
and ending with a three-dimensional picture describing the dynamics of turbulence
perpendicular and parallel to the magnetic field.
5.1 Characterisation of Fluctuations in the Tem-
poral Domain
5.1.1 Dependence of Fluctuation Properties on the Mag-
netic Topology
Since this is the first work dealing with fluctuations in WEGA, no prior knowl-
edge about fluctuation levels and the grade of turbulence under various discharge
conditions was available. The very first step in the characterisation process was to
find working points where plasmas with fully developed turbulence can be studied,
which is actually the intention of this work. Despite the rather common observation
of plasmas in toroidal magnetic confinement devices being in a state of fully devel-
oped turbulence, it was found that this is not generally the case in WEGA. Fully
developed turbulence means, that fluctuations appear in a broad range of spatial
and temporal scales. This state will be labelled high grade of turbulence in the
following. In Fourier space A high grade of turbulence becomes manifest as a broad
distribution of power in wavenumber and frequency. Wavenumber and frequency
spectra are related to each other by the dispersion relation of the underlying insta-
bility. Because of technical constraints in the experimental setup, frequency spectra
are much easier to obtain and with a much higher spectral resolution than wavenum-
ber spectra. As described in section 3.3.1 the spectral resolution is limited by the
number of points in the raw dataset to be analysed, which is in case of spatially re-
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Figure 5.1.1: Autopower spectrum of density fluctuations for a He dischare at low
magnetic field for different ι¯ configurations. At ι¯0 ≈ 0.44 the spectrum is dominated
by distinct peaks reflecting coherent modes. At ι¯0 ≈ 0.2 fully developed turbulence
is found. The spectrum is flat up to some 10 kHz and decays following a power
law for higher frequencies. The signal power is in both cases normalised to the
corresponding fluctuation amplitude.
solved data the number of channels available. For time traces it is in principle only
limited by the memory depth of the acquisition system and is therefore typically
several orders of magnitude higher than for spatially resolved signals. This is the
reason why frequency spectra are analysed in order to find turbulent plasmas.
The great flexibility of WEGA’s magnetic configuration has been described in
section 4.2. A scan through this dimension of the parameter range is the first ap-
proach to identify plasmas with a high grade of turbulence. The rotational transform
ι¯ can be varied in a wide range from ι¯ ≈ 0.1 . . . 1 in the low field case because there is
in principle no technical limitation for the helical field coil current, which determines
ι¯ at a given toroidal field following eqn. (4.1). ι¯ = 1 is taken as upper limit because
of the destruction of closed magnetic surfaces by error fields1. Typical values are in
a range of ι¯ ≈ 0.2 . . . 0.6. In this range frequency spectra are compared with the
attention to the shape of the spectrum. Eqn. (3.11) was applied to time traces of
I˜sat measured by a single probe located in the plasma edge about 1 cm inside the
LCFS. Averaging was realised by splitting time traces of typically 216 samples in
16 sub-windows. The result of this scan was that turbulent broad band spectra are
generally found for ι¯ < 0.3 at low field. An example for a power spectrum of density
1At ι¯ = 1 multiple resonances coexist (1/1, 2/2, 3/3,...) and thus lead to destruction of magnetic
surfaces.
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Figure 5.1.2: The coherent modes observed in low field operation at ι¯0 ≈ 0.44 can
be destabilised by increasing the magnetic field strength. Increasing B from 57 mT
to 79 mT the spectrum becomes broader and the peaks are less pronounced. The ι¯
configuration was kept fixed for the different field strengths. The signal power is in
all cases normalised to the corresponding fluctuation amplitude.
fluctuations at low field and ι¯0 = 0.182 can be seen in fig. 5.1.1 (black line). In this
case no distinct lines marking coherent modes can be found in the spectrum. The
shape of the spectrum is flat up to about 20 kHz and decays following a power law
for higher frequencies as expected for turbulence. The flattening in the spectrum
above 100 kHz is due to noise, dominating the signal for such high frequencies. The
fluctuation power is too low to be detectable in this region. The red line in fig. 5.1.1
shows an example for an increased helical field at ι¯ = 0.44. It can be clearly seen
that the spectrum is dominated by a coherent mode at ν ≈ 15 kHz with a small
bandwidth of ∆ν/ν  1. Additionally, the first and second harmonic of this mode
appear in the spectrum. The turbulent broadband background is still present for
high ι¯ but its intensity compared to the coherent mode is much smaller than for
low ι¯. Both signals are normalised to their standard deviation in order to make the
amplitudes comparable. In case of high ι¯ it was also possible to reach turbulent
states as shown in fig. 5.1.2. Here, the development of the spectrum shape for
ι¯ = 0.44 is shown when the magnetic field strength is increased. In this scan the
toroidal magnetic field was increased from 57 mT which is the default value, up
to 79 mT. The ratio IH/IT , and hence the rotational transform was kept constant.
With increasing field stronger developed turbulence was observed.
The character of the observed coherent modes has not been further investigated.
The transition from coherent drift modes to turbulence and the control of turbu-
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lence has been studied elsewhere [Kli+97; Gra+99]. However, an important control
parameter for the destabilisation of drift waves and the transition to turbulence
is the ratio of the perpendicular density gradient length to the drift scale, L⊥/ρs
[WGK06]. This is consistent with the results presented here.
Magnetic configurations with rotational transform ι¯ < 0.3 were chosen as working
point for all further turbulence studies. To be more specific two special configura-
tions were selected. A configuration with ι¯0 = 0.182 is one of WEGA’s default
limiter configurations. For this configuration flux surface measurements with error
field compensation have been undertaken (see sec. 4.2.1). The second configura-
tion with ι¯0 = 0.224 was used for toroidally resolved measurements because here
connecting field lines between reference probe and the matrix could be found.
5.1.2 Radial Profiles of Fluctuation Amplitude
The turbulent plasma states identified before were characterised starting with the
relatively simple analysis of the fluctuation amplitude.
The amplitude of fluctuations σ is defined as the integral spectral power and is
equivalent to the standard deviation of a signal. Radial profiles of σ were compared
to equilibrium profiles in order to get an idea about the source of free energy driving
turbulence. In order to limit the number of free parameters this was done under the
well-founded assumption that drift waves are driving turbulence. Drift waves are
driven by the density gradient and thus it was expected to find strongest fluctuations
in the region of the gradient. This could be checked by comparing profiles of density
fluctuations to mean density profiles. The result of such an experiment is shown in
fig. 5.1.3. Standard deviation σ and mean value µ of Isat are plotted against the
effective radius. Isat was chosen instead of ne because mean and fluctuating part
can then be evaluated from the same dataset. This approach is justified because the
shape of the density profile is not altered significantly when the electron temperature
is additionally taken into account (Isat ∝ ne
√
Te). In case of a flat density profile
(red squares) it is obvious that density fluctuations are strongest at the plasma edge
where the density gradient is located. This statement is of course not strong enough
to identify the density gradient as free energy to drive turbulence in WEGA. To con-
firm this another configuration was chosen, where for similar boundary conditions a
different shape of equilibrium profiles was found. For the observed low field case this
could be done by changing the neutral pressure pn during the discharge. A reduc-
tion of pn leads to an increased plasma density as shown in section 4.5.1. This goes
together with more peaked density profiles as shown in fig. 5.1.3 (black diamonds).
In this case a high fluctuation amplitude was found in a broader radial range. This
result shows that a significant density gradient is necessary to drive turbulence. But
in case of the peaked density profile it could also be shown that ∇ne is not the only
source of free energy. For reff & 5 cm the fluctuation amplitude continuously in-
creased although the gradient was more or less constant. A reasonable explanation
for this effect was found in the magnetic shear profile given by WEGA’s magnetic
configuration. It is known that magnetic shear is capable of stabilising drift waves
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Figure 5.1.3: Radial profile of the mean value and the standard deviation (fluctu-
ation amplitude) of Isat for different neutral pressures, measured at low field. pn is
obviously an effective way to manipulate the density gradient.
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[Tsa+78] and thus may lead to a reduced fluctuation amplitude. WEGA’s field
topology shows an increasing shear towards the plasma edge. The observation of
increasing fluctuation amplitude deeper in the plasma was also found for high field
operation. However, a comparison between different profile shapes under similar
boundary conditions could not be performed here. The shape of density profiles was
always more or less centrally peaked and experimental access is only given up to
r ≈ a − 3 cm. Deeper insertion increases the risk of damaging the probes by the
high heat load from the plasma.
5.1.3 Cross-Phase Spectra
Important information about the underlying instability mechanism driving turbu-
lence can be gained from the phase relation between density and potential fluc-
tuations. To this end I˜sat and Φ˜fl were simultaneously measured by neighbouring
probes. In case of turbulence the spectral distribution of the cross-phase has to be
considered together with the coherence spectrum. For incoherent signals the cross-
phase randomly jumps between ±pi. It is only of relevance on spectral scales of
high coherence. Additionally one has to take into account that this is not a local
measurement. A finite phase shift is always introduced by the poloidal separation
of probes. This phase shift is given by the dispersion relation of the observed wave





α′ is negligible for probe separations far below the poloidal correlation length, ∆y 
dθ . To what extent the phase spectrum was tampered by the finite probe separation
can be checked by looking at results for different ∆y. For WEGA this was done
by using the triple probe combination used for transport measurements (fig. 5.1.6).
The two potential probes reflect a distance of ±5 mm in poloidal direction compared
to the Isat probe. The result is shown in fig. 5.1.4. Data was taken from a He
discharge at low magnetic field. The artificial phase shift α′ was negligible in this
case. Neither in the coherence nor in the phase spectrum a difference between the
two opposed probe separations was found. A clear shape of α(ν) was observed in the
low frequency range up to ν ≈ 50 kHz. For higher frequencies, where the coherence
was weak, the expected random phase appeared. The important finding that can be
taken from this analysis is that at low frequencies the phase shift between density
and potential fluctuations was close to zero. This is a strong indicator that we are
dealing with drift wave turbulence following the list of characteristic features given
in section 2.3.2. The cross-power weighted averaged cross-phase defined in eqn.
(3.18) was α ≈ 0.1pi for the plotted data. The radial profile of α is shown in fig.
5.1.5. In this representation the dominance of drift waves both in the core plasma as
well as in the SOL can be seen. α was below 0.25pi both inside and and outside the
LCFS. The fact that α was finite at all is due to the non adiabatic electron response
introduced by some dissipative effect. As shown in section 2.3.2 a finite phase shift
is a prerequisite for the destabilisation of drift waves and hence for the development
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Figure 5.1.4: Coherence and cross-phase spectrum between I˜sat and Φ˜fl. Data was
taken by three neighbouring probes of the array. The outer probes measured Φ˜fl, the
central one I˜sat. The red and black lines were calculated from the cross spectrum of
the I˜sat-probe with one of the Φ˜fl-probes each. The poloidal separation between the
probes has no significant influence on the phase spectrum, since both lines coincide
satisfactorily. Data was taken in a He discharge at low field about 1 cm inside the
LCFS.
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Figure 5.1.5: Radial profile of the averaged cross-phase α between potential and
density fluctuations for a He dischare at low field. α is close to 0 over the whole
cross section.
of turbulence. In the observed case of weakly ionised edge plasmas at low field in
WEGA electron collisions with ions and neutrals, hence resistivity, is responsible for
the nonadiabatic electron response. With respect to this it is obvious that α was
continuously increasing going towards the plasma edge because the resistivity due
to neutral collisions in a weakly ionised plasma is η ∝ nnTe
ne
and thus increasing with
increasing radius.
5.1.4 A Qualitative Treatment of Turbulent Transport
The probe array can be used to measure radial particle flux caused by turbulence.
To this end probes are connected to measure I˜sat and Φ˜fl in alternation. Three
neighbouring probes can then be used to determine the local flux. The principle of
such a triple probe is indicated in fig. 5.1.6. It is capable of measuring radial flux
caused by E × B convection according to eqn. (2.18). The poloidal electric field
in this setup is calculated from the difference in Φ˜fl between the two outer probes
with a poloidal distance of ∆y = 1 cm, E˜θ =
Φ˜fl,1−Φ˜fl,2
∆y
. E˜θ is the poloidal electric
field, where poloidal means perpendicular to B on a flux surface, Since probes are
aligned on a flux surface E˜θ is the poloidal electric field on a flux surface causing
radial E×B drift perpendicular to a flux surface. Due to the finite probe separation
Eθ is not a local value but an average over the probe separation. One has to keep
this in mind when dealing with turbulence, where the total amount of transport
is distributed over a broad spectrum of spatial scales. Transport on scales smaller
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Figure 5.1.6: Arrangement of probes to measure radial E×B flux. The poloidal
electric field Eθ is deduced from the potential difference between the outer probes.
Due to the finite probe separation the calculated particle flux generally represents
an average over ≈ 1 cm in poloidal direction.
than ∆y cannot be resolved by the array.
Radial profiles of the net radial transport can be seen in fig. 5.1.7. The figure
shows a comparison between He discharges at high (a) and low (b) field with ι¯ ≈ 0.2.
Two major differences between the two operation modes can be seen. Γ was not
analysed quantitatively, but it is plotted in equal units in both cases. For low field
Γ was about one order of magnitude higher than for high field. Since the fluctuation
amplitudes of both I˜sat and E˜θ were found to be of the same order for both cases,
the scaling is mostly related to the 1/B dependence of the E × B velocity. The
turbulent particle flux is determined by
< Γ >=< n˜v˜r >∝ I˜satE˜θ
B
.
The second striking difference between transport in low and high field case was a
fundamental difference in the shape of the flux profile. For low field Γ continually
increased going radially outwards showing a maximum outside the LCFS at R ≈
79 cm. This is consistent with experimental diffusion coefficients obtained from a
global particle balance [Hor05]. Here, also an increase with radius has been found
for low field. For high field just the opposite behaviour is observed. Γ continuously
increases going radially inwards.
Transport profiles from both, low and high field coincided qualitatively with
the results on the fluctuation amplitude presented above. As shown in section
2.2.2 turbulent transport is determined by the fluctuation amplitude as well as the
cross-phase between density and potential fluctuations. Maximum transport at low
field occurred at the edges where fluctuations were at their strongest, although the
peak in the profile was further outside than the peak in the fluctuation amplitude
(5.1.3). This is due to the increasing cross-phase outside the LCFS. For high field
the transport as well as the fluctuation amplitude (see fig. 5.1.8 (a)) continuously
increased going towards the plasma centre.
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(a) Low field (b) High field
Figure 5.1.7: Radial profiles of particle flux caused by turbulent E×B convection.
There is a fundamental difference between the profile shape for low (a) and high (b)
field operation. The magnitude of Γ is plotted in arbitrary, but equal units for both
cases.
5.1.5 Statistical Properties of Fluctuations
A universal observation in magnetised plasmas is that the PDF of fluctuation in-
duced transport shows a significant deviation from a Gaussian distribution [Hid95].
A significant fraction of the total flux can be attributed to large sporadic bursts
revealing an intermittent character of the transport. The universality of this in-
termittent nature of turbulent transport is widely accepted because it is observed
in different types of experiments as stellarators [Car+96; Ble98], tokamaks [End94;
Fil+95; Car+96; Boe+03; Ant04] and linear devices without confinement [Hul+91;
WGK06]. Less universality is found in the statistical properties of density and poten-
tial fluctuations which lead to turbulent transport. Non Gaussian PDF of transport
may be caused by non Gaussian density and potential fluctuations [Jha+92]. How-
ever, more commonly observed is that n˜e and Φ˜fl have a PDF close to a Gaussian
inside the LCFS and more intermittent in the SOL [Car+96; San+00].
The PDF of time series of data taken with the array connected as transport
probes have been analysed. The results for high and low field are shown on the
left and on the right hand side of fig. 5.1.8, respectively. Data was taken from a
subwindow in the core plasma ≈ 1 cm inside the LCFS. All graphs are normalised
to an integral value of 1. A Gaussian distribution with unit standard deviation is
plotted for comparison. I˜sat, Φ˜fl as well as E˜θ show a PDF looking quite similar to a
Gaussian distribution for amplitudes between ±3σ, especially in the high field case.
In contrast the radial particle flux has a much steeper maximum and an asymmetry
leading to a net mean value. The difference in the statistical properties can be further
quantified by looking at the statistical moments of data. Fig. 5.1.8 (b) shows radial
profiles of standard deviation, skewness and kurtosis of plasma parameters as well as
transport. Skewness and kurtosis of fluctuating plasma parameters at the observed
position are close to zero as for a Gaussian PDF, which can be described only by
the first moment, the standard deviation. The flux shows a positive skewness of
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S ≈ 1.4 which stands for a net radial transport directed outwards. The intermittent
character of transport becomes manifest in a positive kurtosis of K ≈ 5 yielding
a steeper maximum and broader wings than that of a Gaussian distribution. The
transport is carried by a minor fraction of large transport events. This general
nature of turbulence is conserved over the whole observed plasma cross section. No
deviation from a Gaussian distribution of plasma parameters was observed, either in
the core or in the SOL. The shape of the flux PDF also did not change significantly
in the observed region. The changes in the profiles of net radial transport shown in
sec. 5.1.4 are carried only by a higher fluctuation amplitude as can be seen from
the profiles of the standard deviation.
The results from low field operation look different (5.1.8 (c), (d)). Density fluc-
tuations still show a skewness and kurtosis close to zero. However, potential fluc-
tuations show a negative skewness in the region of high corresponding fluctuation
amplitude. This is not the case for electric field fluctuations, which show a negli-
gible skewness. The skewness of the flux is positive in the edge plasma, where a
significant amount of transport is observed. The erratic behaviour for R < 77 cm
is not relevant because the net transport nearly vanishes in this region. Kurtosis of
potential and electric field fluctuations has positive values of K ≈ 2 . . . 5 along the
density gradient region from R ≈ 77 . . . 80 cm. Γ˜ has an even higher kurtosis than
for high field: K > 10.
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(a) PDF (high field)
(b) Statistical moments (high field)
Figure 5.1.8: Statistical properties of fluctuations at high field (a, b) and low field
(c, d). a, c) PDF of flux, density, potential and electric field fluctuations obtained
from data measured at R = 77.5 cm. The signal amplitude is given in units of the
standard deviation, the curves are normalised to an integral value of 1.
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(c) PDF (low field)
(d) Statistical moments (low field)
On the r.h.s. a Gaussian PDF with the same normalisation is plotted for compar-
ison (dotted). b, d) Radial profiles of standard deviation, skewness and kurtosis of
the fluctuating quantities. The standard deviation is in all cases normalised to a
maximum of 1 in the profile.
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5.2 Perpendicular Dynamics of Turbulence
The results presented so far do not give any information about the spatial structure
of turbulence. The initial step in spatially and temporally resolved experiments is
the use of the probe array described in section 4.4.1. The resolution in space is
limited to one dimension, namely the poloidal direction. This may lead to artefacts
in the results of correlation analysis which is applied to the raw data as explained in
section 3.2. But a comparison with the three-dimensional view presented in section
5.3 will show that the results are plausible. The following section gives insight into
the dynamics of fluctuations perpendicular to the magnetic field on a flux surface.
5.2.1 Turbulent Structures in Raw Data
Plasma turbulence is generally associated with the picture of sporadically occurring
events with a certain spatial extent and lifetime. This goes together with the general
picture of turbulent flows as large scale vortices loosing their shape by breaking up
into finer and finer structures. Some information about the spatio-temporal struc-
ture and the poloidal dynamics of fluctuation events can already be gained from
the visualisation of raw data. Fig. 5.2.1 shows a contour plot of poloidally and
temporally resolved raw data of I˜sat from a He discharge at high field. Data from
individual probe tips were normalised to their standard deviation in order to equili-
brate effects coming from different sensitivity due to small differences in the probe
geometry. Data was taken from a position inside the LCFS. Fluctuations in form of
sporadically appearing events of high fluctuation amplitude could already be seen
in the raw data. These events appeared randomly at any position in the inspected
poloidal window, propagated along the array and disappear after a certain lifetime.
Fluctuations moved along the observed window predominantly in the poloidal di-
rection from the upper to the lower end with an apparently well defined velocity.
The poloidal velocity of the majority of structures in this case pointed in electron
diamagnetic drift direction. Amplitude, size and lifetime of structures scattered as
expected for turbulence. This necessitates statistical methods to extract averaged
event informations.
5.2.2 Poloidal-Temporal Correlation Function
The spatio-temporal cross correlation function (CCF) introduced in section 3.2 was
used to extract averaged information about turbulent structures. It can be used to
extract averaged fluctuation parameters like lifetime, structure size and velocity from
turbulent rawdata. The method to extract fluctuation parameters from the CCF
has been introduced in [End94]. The spatio-temporal correlation function postulates
fluctuations which are distributed homogeneously both in space and time. This
requirement was met in the window under observation as can be seen in the raw
data. Fig. 5.2.2 shows the normalised CCF calculated from raw data in fig. 5.2.1.
The relative correlation amplitude is plotted against the time lag τ on the abscissa
and the space lag d on the ordinate. d corresponds to the poloidal probe distance.
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Figure 5.2.1: Poloidally and temporally resolved rawdata of I˜sat from a He dis-
charge at high field. The data was taken from a subwindow measured about 1 cm
inside the LCFS. The given poloidal position corresponds to the distance from the
equatorial plan (z=0). The amplitude of I˜sat is colour-coded.
Figure 5.2.2: Poloidal-temporal correlation function of I˜sat from a He discharge
at B=500 mT (rawdata from fig. 5.2.1). The space lag corresponds to the poloidal
probe separation. Colour coded is the relative correlation (normalised to 1). The
fluctuation parameters can be extracted from the inclination and the width of the
structure at a certain correlation level (1/e in this case).
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To explain step by step what information can be deduced from such a picture we
start at zero time lag (τ = 0). Here, a continuous loss of correlation can be seen with
increasing space lag. The width of the CCF at τ = 0 is called poloidal correlation
length dθ and reflects the average poloidal size of turbulent structures [Ram+05]. dθ
is the width of ψ(d, τ = 0) at a given amplitude. The definition of the amplitude at
which dθ is taken is arbitrary. In this work the full width at the points where the
correlation has dropped to a value of 1/e ≈ 0.37 is used as definition for dθ. The
correlation length in fig. 5.2.2 is: dθ = (2± 0.5) cm. The error is given by the probe
separation of 5 mm, i.e. the spatial resolution of the diagnostic. The spatial shape
of the CCF is approximately conserved for non zero time lags, but the maximum
is found at finite space lags. This means that the whole structure is propagating
in poloidal direction. The direction of motion is the electron diamagnetic drift
direction as could already be seen in the raw data. The correlation maxima for
different time lags can be well fitted by a straight line. The inclination of this line
reflects the averaged poloidal velocity of structures, vθ =
∂dmax(τ)
∂τ
. In the given
example the poloidal velocity is |vθ| ≈ 200 m/s. The collapsing of structures after
a finite lifetime, which has already been seen in the raw data, appears in the CCF
as a loss of correlation for increasing time lag. The correlation time of structures
is defined as the temporal 1/e-width of the CCF, corresponding to the definition
of dθ. But, to relate the correlation time to a lifetime τL of structures it has to be
evaluated in the co-moving frame of the structure as indicated in fig. 5.2.2. The
1/e width of ψ(d = 0, τ) is called auto-correlation time and reflects only the time
a structure needs to pass a single probe. But, even in the co-moving frame the
extracted lifetime has to be treated under the restrictions detailed in section 3.2,
that no radial motion of structures is visible in this limited pure poloidal perspective.
From the data presented in fig. 5.2.2 a lifetime of τL ≈ 100µs can be evaluated. A
parameter study of fluctuation parameters will be presented later in this section.
5.2.3 kθν-Spectrum
According to the Wiener-Khintchine theorem CCF and power spectrum represent
the same information. This was applied to the poloidal temporal CCF in order to
show the spectral distribution of power in terms of the poloidal wavenumber kθ and
the frequency ν. The outcome of this analysis is a kθν-spectrum as shown in fig. 5.2.3
derived from the dataset of density fluctuations presented previously. The spectral
power is colour coded logarithmically in this contour plot. The turbulent nature
is represented by a broad distribution of power in Fourier space. Most power was
located in the low frequency range below 10 kHz and for small wavenumbers below
2 cm−1. It should be noted that the resolution in wavenumber space was rather
poor in this range with a separation of points of ∆kθ ≈ 0.5 cm−1 as a consequence
of the array geometry. Looking at the data fig. 5.2.3 as a dispersion relation, a good
agreement with predictions from drift wave theory can be seen. The dashed line
represents the dispersion relation of a drift wave calculated following eqn. (2.25).
Based on measurements of equilibrium plasma parameters, Te = 5 eV, L⊥ = 2.5 cm
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Figure 5.2.3: kν power spectrum of density fluctuations calculated from the raw
data shown in fig. 5.2.1. The signal power is scaled logarithmically. The dashed
line corresponds to the linear dispersion relation of a drift wave calculated from
measured stationary plasma and discharge parameters. Most power in the turbulent
broad band spectrum is distributed around the linear dispersion relation.
and ρs = 1 mm have been used for the calculation of ν(kθ). This result suggests
the description of turbulent fluctuation events as a superposition of modes with a
common poloidal phase velocity given by 2piν/kθ. The importance of this finding
will become clear in section 5.3, where a three-dimensional picture is constructed
based on two point measurements in toroidal direction. The observed collapse of
structures after a finite lifetime cannot be explained by dispersion but by dissipation
occurring on small scales.
5.2.4 Wavenumber Spectrum
The overall distribution of power over spatial scales becomes clear in wavenumber
spectra. These were calculated from the kθν-spectrum by summing up all points
in frequency space for each wavenumber. Fig. 5.2.4 shows the kθ-spectrum for the
dataset discussed above. The shape of the spectrum has the expected broad band
character of fully developed turbulence. For small wavenumbers the spectrum is flat,
but this region may not be rated to high. The low kθ end of the spectrum results
from the outermost probes of the array. To avoid spectral leakage this region was
weakly weighted in the Fourier transform as explained in section 3.3.4. However,
the inertial range of the spectrum (1.5 cm−1 . kθ . 4 cm−1) was well resolved by the
array. The turbulent energy cascade manifests itself as a linear decay of fluctuation
power in the double logarithmic plot. Mathematically this region was described by
a power law, S(k) ∝ km, where m is called spectral index. In the given example a
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Figure 5.2.4: Wavenumber spectrum calculated by integrating in frequency space
for each wavenumber component in fig. 5.2.3. The inertial range between 1.5 cm−1 .
kθ . 4 cm−1 follows a power law with a spectral index of m ≈ −2.4.
spectral index of m ≈ −2.4 was found, as indicated by the dashed line in fig. 5.2.4.
5.2.5 Poloidal Velocity Profiles
The velocity deduced from the CCF as described in section 5.2.2 is measured in the
stationary laboratory frame. vθ is thus not necessarily equal to the phase velocity of
the observed structure. Stationary radial electric fields Er lead to a poloidal rotation
of the whole plasma column within a flux surface. The resulting E ×B velocity is
equal for all species in the plasma since it does neither depend on the charge nor
on the mass. The detected poloidal velocity is the sum of phase velocity and E×B
velocity:




The phase velocity of drift waves is the electron diamagnetic drift velocity vdia,e.
The contribution of the E×B drift to the observed radial velocity profiles of vθ was
deduced from equilibrium profiles of plasma parameters. A comparison of vθ with
steady-state plasma flow components (vE×B and vdia,e) is shown in fig. 5.2.5. Data
was again taken from the dataset which has been treated in the previous sections.
The black crosses are vθ correspond to the poloidal velocity of turbulent structures
deduced from the CCF. The plot shows a typical feature which was observed for high
field discharges in WEGA. vθ changed sign close to the LCFS. It pointed in electron
diamagnetic drift direction inside the LCFS and in ion diamagnetic drift direction in
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Figure 5.2.5: Profiles of poloidal velocity components for a He discharge at high
field. vdia,e and vE×B deduced from swept Langmuir probe measurements are com-
pared to the poloidal velocity of turbulent structures. The change of sign in vstructure
is qualitatively reproduced by the stationary plasma flow.
the SOL. Inside the LCFS radial electric fields for the high field case were found to be
quite small and vθ was governed by vdia,e. The contribution from the steady-state E×
B plasma flow to the structure velocity was negligible. This can be seen in fig. 5.2.5.
Outside the LCFS the E×B affects the turbulence dynamics leading to a reversal of
vθ. The point where vθ changes sign will be referred to as reversal point subsequently.
It was caused by a sheared profile of the poloidal E×B velocity. The region around
the reversal point, where vθ undergoes a rapid radial change, is called the velocity
shear layer. The formation of a velocity shear layer is an intrinsic feature at the
transition from closed flux surfaces to open field lines intersecting material surfaces
[Tsu92]. The sum of both contributing components agreed satisfactorily with the
measured vθ. The strong contribution of the diamagnetic term to vθ confirms again
the expectation of drift wave turbulence being dominant in WEGA.
5.2.6 Differences in High and Low Field Operation
In section 5.1.4 it was shown that the difference between the two operation regimes
of WEGA, i.e. low and high field case, has more of the character of essentially
different regimes than simply reflects a scaling of parameters from low to high field.
The following section elucidates these differences in more detail.
The most striking difference in perpendicular dynamics between the two cases
was the general absence of a velocity shear layer in the low field case. Fluctuations
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Figure 5.2.6: Radial profile of vθ of turbulent structures for a He discharge at low
field. The velocity components deduced from equilibrium profiles is not given for
comparison, because the scatter in the data is too large.
propagated in electron diamagnetic drift direction at all radial positions in this case.
An example for a He discharge at B = 57 mT and ι¯0 = 0.182 is shown in fig. 5.2.6,
where the typical flat profile of vθ in the low field case can be seen. Inside the LCFS
the propagation velocity of structures was in electron diamagnetic direction in both
cases, but vθ was typically higher by almost one order of magnitude at low than
at high field. This difference is obvious because in both cases vθ was governed by
vdia,e. As the perpendicular density gradient length did not change significantly for
the two cases, the observed change in vθ was related to: vdia,e ∝ B−1.
The change in dynamics is depicted in fig. 5.2.7 where the poloidal-temporal
correlation function is shown in a contour plot for high and low field. The lifetime
of structures remained unchanged at τL ≈ 100µs. This value seems to be rather
universal for WEGA. It was at a comparable level in all observed discharges. No
systematic variation with discharge parameters could be found. Changes in lifetime
revealed more a statistical scatter than a systematic variation. Unlike the lifetime
of structures, a strong variability of the poloidal correlation length dθ and therefore
the structure size was observed. At high field the correlation length was dθ = 2 cm
as mentioned above. At low field dθ exceeded the poloidal width of the correlation
window of 12 cm. A tentative explanation for the strong magnetic field dependence
of dθ could be found in the dispersion scale ρs, which is a typical scaling length for
drift waves. Since this scaling would be another indicator for drift waves, the effect
was highlighted in a broader parameter scan than the two field cases compared up
to now.
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(a) High field (b) Low field
Figure 5.2.7: Poloidal-temporal correlation function of I˜sat compared for the low
(a) and the high (b) field case. Data was both taken about 1 cm inside the LCFS
in a He discharge at ι¯0 = 0.182.
5.2.7 Scaling of Structure Size
Changing the magnetic field is one way to investigate the influence of ρs on dθ. The
strong dependence of dθ on B is apparent from fig. 5.2.7. Fig. 5.2.8 depicts the
effect more clearly in a cut through the CCF at τ = 0. To come around with the
problem of dθ being greater than the window width a two-dimensional fit function
introduced by Endler [End94] was applied to the data. A simplified version of the
original fit function was used:













The fit parameters τ1 and l1 are a characteristic width in temporal and spatial direc-
tion, respectively. vθ is the poloidal velocity. A is the amplitude and c is a constant
offset. A and c are necessary because only a part of the complete correlation function
is fitted. A low frequency periodic part, which is typically present, will therefore
appear as an offset. A fit of eqn. (5.3) to the CCF of the low field case (fig. 5.2.7
b) resulted in a correlation length of dθ = 14 cm. The variation of dθ is nearly
linear with B−1 and thus also linear with ρs since Te in the plasma edge did not





= 7 ≈ 500 mT
57 mT
. In order
to clarify if this variation can be related to the dispersion scale, ρs was varied at a
constant magnetic field. Te cannot be actively controlled in WEGA, and can there-
fore be excluded as control parameter for a ρs scan. The relevant control parameter
was the ion mass which could be varied by using different discharge gases. Using
H2, He, Ne and Ar as discharge gas, respectively, ρs could be varied in a range of
ρs ≈ 0.5 . . . 3 mm at a constant magnetic field strength. The given values correspond
to the high field case where structures can be fully resolved without exceeding the
length of the array. The behaviour of dθ during this scan is shown in fig. 5.2.8 b).
The shape of the correlation function at zero time lag remained nearly unchanged
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(a) (b)
Figure 5.2.8: Snapshots of the poloidal-temporal correlation function of I˜sat at
τ = 0.a) Comparison of low and high field case at equal ion mass (He). b) Variation
of mi by using different discharge gases at constant B = 500 mT (high field).
Figure 5.2.9: Scaling of frequency spectra of I˜sat during the mi scan at high field
shown in fig. 5.2.8 (b). All spectra are normalised to a maximum power of 1.
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and dθ was also preserved. The same behaviour was observed for low field, although
here only H2 and He have been used. The preserved correlation at τ = 0 does not
imply, however, that the turbulence dynamics did not change at all. As mentioned
above the lifetime was found to be more or less constant. What changed system-
atically in the ion mass scan was the poloidal velocity. vθ continuously decreased
with increasing ion mass, following approximately the relation: vθ ∝ m−1/2i . This
could be explained by an experimentally observed reduction of the density gradient
length which goes together with a reduction of vdia,e. The contribution of the E×B
drift was negligible inside the LCFS where data has been analysed, as shown in
section 5.2.5. The variation of vθ could not be fully reproduced by steady-state flow
measurements, but at least a general trend to smaller diamagnetic drift velocities
with increasing ion mass was observed. The two observations, i.e. the preserved
spatial scales together with a strong change in vθ, can be treated in terms of the
linear dispersion relation found in the kθν-spectra (see section 5.2.3). The preserved
shape of the poloidal CCF is equivalent to coinciding wavenumber spectra during
the mi scan. If the linear dispersion relation holds in all cases the inertial range of
frequency spectra should shift to lower frequencies with increasing ion mass. Fig.
5.2.9 shows that it is actually the case.
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5.3 Parallel Dynamics of Turbulence
So far the perspective has been limited to only one dimension in space, namely
the poloidal direction. The next step was to use a more sophisticated experimental
setup in order to construct a three-dimensional picture of turbulent structures. The
motivation to study turbulence in three dimensions is given by the strong coupling
of dynamics parallel and perpendicular to the magnetic field in the drift wave mech-
anism. The results presented so far strongly suggested drift wave turbulence to be
dominant in WEGA. Therefore, a three-dimensional character of turbulence with a
finite wavenumber parallel to B was expected to be found.
Experimental results presenting details of the three-dimensional structure of
plasma turbulence in toroidal magnetic confinement devices are very rare in litera-
ture. The results from different experiments don’t reveal a unique picture, whether
turbulence has a three-dimensional character with a finite parallel wavenumber (k‖)
or not. A two-dimensional character of turbulence with vanishing k‖ (within the
error bars) has been observed at the tokamaks ASDEX [Rud90] and JET [Tho+02]
and the stellarator W7-AS [Ble98]. A finite k‖ has been reported for the tokamaks
TEXT [Rit+88] and TEXT-U [BWR98]. However, the observed values of k‖ in
TEXT and TEXT-U differ by about one order of magnitude, what has been related
to a better knowledge of the magnetic field topology in TEXT-U [Win+97; BWR98].
A common result from all experiments is that structures are strongly elongated in
toroidal direction. Parallel correlation lengths are typically larger by at least two
orders of magnitude than in the poloidal direction. A very detailed study of the par-
allel dynamics of drift wave turbulence has been performed at the TJ-K torsatron
[Mah07; Mah+07].
For all experiments the spatial resolution in toroidal direction has been limited
to two points due to the complex magnetic topology and limited experimental access
to the machines.
The scope of toroidally resolved experiments presented in this work is to provide
a detailed view into the three-dimensional structure of turbulence. However, the
spatial resolution in toroidal direction was still limited to two points, reference probe
and matrix. This limitation allows a proper interpretation of the results only on
the basis of appropriate models. Heuristic models for the parallel properties of
fluctuations have been introduced by Thomsen [Tho02]. A part of these models is
discussed in the following to show which information about the three-dimensional
structure of turbulence can be gained from the toroidally resolved experiments. The
discussion is based on the assumption that drift waves are the underlying instability
mechanism. As further limitations only drift wave theory for large scales (kθρs  1)
is considered, where the dispersion relation is linear, and no electromagnetic effects
are expected (no Alfve´nic activity).
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5.3.1 Heuristic Model of Three-dimensional Drift-Wave
Turbulence
For simplification the two-dimensional picture (toroidal-poloidal plane) of a coherent
drift wave is considered first (see section 2.3.2). The plane is sampled at two toroidal
positions. In the poloidal direction it is sampled once at the toroidal location of the
reference probe and at multiple locations by the probe array. The geometry is
depicted in fig. 5.3.1 (a). Using the matrix decomposition of a radial scan of the
array (see section 4.4.4) an additional radial resolution would be given perpendicular
to the viewing plane on the right hand side of the figure. This dimension is ignored
for the sake of clarity. The position P0 marks the point where a field line starting at
the reference probe (Pref) intersects the matrix. The data is now analysed by cross-
correlating the reference probe with individual points in the matrix. The position
where the highest correlation is found within the matrix is of particular interest.
This may in general be shifted with respect to the intersection point P0 by a certain
length δθ. The highest cross-correlation for zero time lag occurs at P1 which is
aligned on the wave front crossing Pref . Due to the finite parallel wavenumber, P1 is
displaced by a distance of δθ,0 against the intersection point of the field line (P0). The
method to derive information about the parallel wavenumber from this two point
measurement in toroidal direction has been introduced by Ritz et al. [Rit+88]. The
ratio k‖/kθ is given by the inclination angle ϑ, and can thus be derived from the













A simple estimation of k‖ can be given for the high field case from a fundamental
assumption which underlies the Wakatani-Hasegawa drift wave turbulence model
[WH84]. k‖ is assumed to be in the order of ι¯/R where R is the major plasma
radius2. For WEGA parameters this estimation leads to k‖ ≈ ι¯/R ≈ 0.3 m−1 and
an expected perpendicular displacement of δθ,0 =
k‖
kθ
Lc ≈ 0.5 cm with kθ ≈ 1 cm−1.
For low field a prerequisite of this model given by λe < R/ι¯ is not fulfilled, where
λe is the mean free path of the electrons.
Furthermore it is possible to derive the parallel phase velocity v‖ of the wave. v‖
is given from the time a wave front needs to propagate along B from Pref to P0. In






22piR/ι¯ is called field line connection length. One can visualise the meaning of this value for a
resonant surfaces with m = 1. 2piR/ι¯ is in this case the length of a field line before it closes upon
itself. The parallel wavelength cannot be longer than a the length of the closed field line.
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For drift waves at large scales (kρs  1) the intrinsic parallel propagation velocity
of drift waves is the ion sound velocity cs =
√
Te/mi. Due to the finite inclination ϑ,
v‖ is additionally affected by the poloidal phase velocity. The wavefront covers the
distance Lc in parallel direction in the same time it covers δθ,0 in poloidal direction.





For drift waves vθ is given by the electron diamagnetic velocity. It has been found
to be about 300 m/s for high field and some km/s for low field operation. Together
with the estimated value of δθ,0 ≈ 1 cm a parallel phase velocity in the order of
v′‖ ≈ 105 m/s is to be expected. Hence, v′‖ is much higher than the ion sound
velocity (cs ≤ 1.5 · 104 m/s), yielding v‖ ≈ v′‖. At small scales (kρs ≈ 1) the parallel
dynamics of drift waves is altered by coupling to Alfve´n-waves. In this case v‖ may
increase up to the Alfve´n velocity given by vA = B/(µ0nmi).
The implications above are given for a planar wave at a certain frequency and
wavenumber. However, they are also valid for turbulent fluctuations. Given that
a clear dispersion relation is found, turbulence can be interpreted as an interaction
of multiple waves in the broad band spectrum. In this case fluctuations appear as
localised events with a finite correlation length in all three dimensions. The toroidal
correlation length is expected to be about two orders of magnitude longer than in
poloidal direction (k‖/kθ ≈ 10−2). Hence, the structures are strongly elongated in
parallel direction. This so called ’blob’ representation of fluctuation events is illus-
trated in fig.5.3.1 (b). In this representation v‖ is an averaged phase velocity of
structures, but can still be calculated from the time lag τ1 of maximum correlation
at P0. Eqn. (5.5) becomes the parallel dispersion relation k‖(ν) with the cross-phase
spectrum α(ν) between Pref and P0. Using eqn. (3.18) an average parallel wavenum-
ber k‖ can be specified from the average cross-phase. Assuming the wavefront of all
contributing Fourier components to point in the same direction (k‖/kθ 6= f(ν)), the
complete structure is tilted by ϑ with respect to the magnetic field. Evidence for
the validity of this representation can be given from the cross-phase spectra in the
triangle defined by Pref , P0 and P1. Pref and P1 are assumed to be aligned on the
same wave front for all scales k(ν). Therefore, the cross-phase α(ν) is expected to
tend to zero. A finite phase shift is expected for P0 which is displaced normal to the





P1, P0. Hence, similar cross-phases are expected along the legs of the triangle
in fig. 5.3.1.
In this representation two cases have to be distinguished considering the sta-
tistical distribution of structures in space. A preferred toroidal phase velocity is
inherent in this representation because all k‖ components of the spectrum point in
the same direction. An additional component of the parallel dynamics is the growth
of structures in time and thus a spatial expansion. The correlation maximum within
the matrix undergoes a temporal evolution giving information about this statistical
distribution. For fluctuations arising randomly at any point in toroidal direction the
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Figure 5.3.1: a) A coherent drift wave, with a wavefront slightly tilted with respect
to B is sampled by probes at two toroidal positions separated by the connection
length Lc. Pref and P0 are aligned on a connecting field line. Pref and P1 are aligned
on a wavefront. b) In case of turbulence no clear wave front exists, but structures
elongated along B (blob). Correlation cross spectral analysis yields information
about the average dynamics of turbulence.
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correlation function would on average see a structure which appears between the two
toroidal positions under observation. The highest correlation in the matrix would
in this case occur at zero time lag at P1. A different concept is that fluctuations
appear preferably in a certain region along the magnetic field line. This assumption
is not unrealistic because a strong poloidal asymmetry of fluctuation properties is
a common observation in fusion devices [LL87; Fen+00; Kir+05; Mah07]. Poloidal
asymmetries are always linked to asymmetries along the magnetic field line by the
rotational transform which leads to a connection of different poloidal regions along
the magnetic field line. However, a preferred occurrence of fluctuations at a cer-
tain point, and an expansion from this point would lead to a finite time lag of
maximum cross-correlation between reference and matrix. This time lag (called τ2
subsequently) occurs at any position in the matrix along the path of the structure.
A more complicated picture results if the assumption of the ratio k‖/kθ being
constant for all frequency components does not hold. An example is an equally
distributed spectrum of parallel wavenumbers without a preferred direction. This
may result in vanishing values of δθ,0 and τ1. In this case no detailed information
about the parallel dynamics of turbulence can be retrieved from the correlation func-
tion. The broad spectrum of k‖ would lead to a broadening of the cross-correlation
function between Pref and P0.
5.3.2 Field Line Tracing
A prerequisite for the construction of a three-dimensional picture of turbulence is a
precise knowledge of the magnetic topology. The statistical analysis of raw data is
based on a two point measurement with probes aligned on a connecting line. The
expected effect is a small shift of turbulent structures with respect to the connecting
field line. A field line tracing code was used to find magnetic configurations where
a magnetic field line starting at the reference probe should intersect the path of
the array. However, these calculations were not taken as the basis for toroidally
resolved experiments. Relying on these calculation introduces an error which is hard
to quantify. The absolute positions of both, reference probe and array, would need
to be known exactly with respect to the magnetic field coil system. Additionally
the absolute currents in the coil systems had to be known precisely. The effect of
small misalignments of probes on the results of toroidally resolved measurements has
been discussed by Thomsen et al. [Tho+01] for the case of a time dependent field
perturbation in a tokamak. However, in a low β stellarator like WEGA3 it is possible
to determine connecting field lines experimentally. Due to the low plasma pressure in
WEGA, which can be assumed to be negligible compared to the magnetic pressure,
the vacuum magnetic configuration is assumed to be equal to the situation with
plasma. Determining connecting field lines experimentally has the great advantage
that only the relative positions of the probe tips have to be known. These positions
just have to be reproducible, what actually is the case for the manipulators used in
WEGA to move probes into the plasma. The same holds for the coil currents. Small
3β was below 10−4 for the experimental conditions considered here.
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deviations between experimental currents and those used for code calculations would
immediately introduce a systematic misalignment of probes. Using experimental
field line mapping technology as reference only the relative error of the measured
current and its reproducibility are important. The very accurate reproducibility of
coil currents in WEGA is known from the experience of more than 25000 discharges.
Experimental field line mapping is based on the electron beam technique which
has also been used for flux surface measurements. To this end the reference probe
was replaced by an electron gun. The latter injected an electron beam into the
vacuum magnetic field parallel or antiparallel to B. The gun was placed roughly
where calculations predicted the existence of a connecting field line to the matrix.
The beam with a width of ≈ 2 mm followed a field line and could be detected by
the array. The mapping was done in two steps. First the beam path was visualised
in a background gas at a low neutral pressure. (Ar at a pressure of pN ≈ 10−3 Pa).
The beam energy was set to 40 eV with a total beam current of some 10 µA.
The beam current was estimated from the total emission current of the filament.
The interaction of the electron beam with the background gas leads to a collisional
excitation of the background gas in the vicinity of the beam. The consequence is
the emission of visible light along the path of the beam which can be monitored
with a standard video camera. The parameters were set in a manner that only
one single toroidal turn of the beam was visible. A sample snapshot of the beam
taken with a camera looking tangentially into the vessel onto the array is shown in
fig. 5.3.2. The picture is quite noisy due to the small amount of light available.
But the path of the beam is clearly visible. If the gun is positioned properly
the beam intersects the path of the array. The photograph in fig. 5.3.2 was taken
with the array fully inserted into the vessel. In this case the electron beam was
cut by the probe shaft as indicated in the picture. Since the gun was mounted on a
slowly moving manipulator controlled by a stepping motor its position could be kept
fixed at this location. In this phase it was still unknown at what position the beam
intersects the matrix. So the next step was to detect the beam on the matrix. To this
end the beam intensity was reduced in order to get a better focussing by reducing
space charge effects in the beam. With the probes of the array connected to the
ground potential the electron current on the probes could be measured in a radial
scan. Fig. 5.3.3 shows the beam intensity as it was detected by the probes. The
intersection point of the electron beam can be clearly seen as a strong local increase
of the signal intensity. These experiments provided the information necessary to
undertake toroidally resolved measurements. The electron gun was replaced by a
Langmuir probe again acting as reference probe for correlation analysis. The tip
of the reference probe could be placed at the position determined before with high
accuracy of about ±1 mm. A field line starting at the reference probe intersects the
matrix at the coordinates where the electron beam was detected. With the help of
this field line mapping technique different connecting field lines were determined.
Two of the field lines lying approximately on the same flux surface were selected for
the plasma experiments. The first one intersects the matrix in the equatorial plane at
z= 0, the second one near the lower end of the matrix at z=-2.5 cm. The considered
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Figure 5.3.2: Snapshot of the electron beam used to determine connecting field
lines experimentally. The beam starting at the reference probe intersects one of the
probe shaft in the array. The picture shows a tangential view into the vacuum vessel
taken from the low field side.
Figure 5.3.3: Visualisation of the electron beam detected by the probe array. Only
the part of the matrix is shown, where the beam was found. The intensity of the
current detected by the probes is colour coded. The dark region marks the highest
intensity where the beam intersects poloidal plane covered by the array. The picture
shows an example, where the intersection point is deep in the plasma core.
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Figure 5.3.4: Definition of positive propagation direction if the maximum in the
CCF is found for positive time lag. An arbitrary signal shape is assumed to propa-
gate in space from Pref to P0.
flux surface is about 5 mm inside the LCFS. All experiments are undertaken at a
magnetic configuration with ι¯0 = 0.224 on axis. The resonant ι¯ = 1/4 surface with
the corresponding island chain is outside the LCFS for this configuration (verified
by flux surface measurements). A comparison between experimental mapping and
calculations shows a discrepancy of& 5 mm for the intersection point. The reason for
this discrepancy is propably a sum of several small systematic errors. The absolute
positioning of the reference probe and the array as well as an erroneous absolute
coil current contribute to this error. Simulations have shown, that a relative error
of only ≈ 2 % in one magnetic field component (i.e. toroidal or helical field) can
explain the observed discrepancy. This shows the importance of the experimental
field line mapping because the perpendicular shift of turbulent structures versus the
intersection point of the connecting field line, δθ,0, is expected to be in the order of
the discrepancy.
5.3.3 Results from High Field Operation
In the following, results from toroidally resolved experiments in He at high field
are presented. All experiments were conducted with the results from the field line
mapping as the basis for the quantitative analysis. The magnetic configuration was
fixed at a rotational transform of ι¯0 = 0.224 and the two positions of the reference
probe given above were used. A technical detail relating the correlation analysis
needs to be explained before presenting the results. The CCF is not sensitive to any
absolute times but only to the relative time lag which may be positive or negative.
The time lag of maximum correlation between data sets from different points in space
reflects the propagation of fluctuations from one point to another. It is a matter of
definition which propagation direction yields a positive time lag. Fig. 5.3.4 explains
the definition used for the toroidally resolved measurements presented below. A
structure which is first observed in time at the reference probe and later at the
matrix leads to a positive time lag of highest correlation and vice versa. In units
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of the toroidal angle coordinate ϕ, the positive direction is counter clockwise. This
definition is independent of the direction of the magnetic field vector.
5.3.3.1 Temporal Evolution of Turbulent Structures
The matrix decomposition of a radial scan was used to reconstruct average fluctu-
ation events in the poloidal plane covered by the array as explained in sec. 4.4.4.
Fig. 5.3.5 shows the CCF between the reference probe and individual points in the
matrix. Each plot is a snapshot for a fixed time lag. The black star at R = 78.9 cm,
z = −2.5 cm marks the intersection point of the field line starting at Pref . The cor-
relation function was evaluated for two identical discharges and averaged in order to
get a slightly smoother result. Information about the dynamics of turbulence in the
poloidal plane can be gained from the series of snapshots for increasing time lags in
fig. 5.3.5. At τ < −80µs a structure enters the observed window at the upper end.
With increasing time lag the correlation amplitude in the centre of the structure
continuously increases until a certain point and finally decreases again, reflecting
the lifetime of the structure. During its lifetime the structure propagates in poloidal
direction following the flux surface shape. This was the deferred verification for the
lifetimes given in section 5.2. No radial velocity component was observed which
could affect poloidally resolved measurements. The poloidal correlation length of
dθ ≈ 2 cm was also verified. In radial direction the correlation length was shorter,
dr ≈ 1 cm. Hence, structures were elongated in poloidal direction by a factor of
about 2.
The colour coding in fig. 5.3.5 yields the time lag of maximum correlation be-
tween τ = −20 . . . 0µs. A different representation of the temporal evolution of
structures is shown in fig. 5.3.6. It shows the highest correlation amplitude within
the matrix as a function of the time lag. Additionally, the poloidal distance of
this maximum from the intersection point of the connecting field line is plotted.
The temporal evolution of the correlation maximum clearly shows the growth of
structures up to a relative correlation of about 60% and the following decay. The
inclination of δθ(τ) reflects the poloidal velocity of structures. vθ was constant in
the observed window. A linear fit resulted in vθ ≈ 300 m/s. This value is ≈ 50%
higher than the value given in section 5.2.2 for a He discharge at high field, what
could be accounted for the different magnetic configuration ( ι¯ was higher here). A
higher ι¯ typically leads to steeper density gradients in WEGA, and hence to a larger
diamagnetic drift velocity.
The most interesting information that can be gained from fig. 5.3.6 comes from
the time lag of maximum correlation, labelled τ2 following the definition given
in section 5.3.1. τ2 clearly deviated from zero. The maximum was found at:
τ2 = (−12±2.2)µs. The given error is the standard deviation of τ2 deduced from in-
dividual discharges and thus a measure for the statistical scatter of data. Following
the definition given above the negative value means that structures were on average
first observed at the matrix and delayed by τ2 at Pref . This result gives evidence
that fluctuation events did not arise randomly at any position. They preferably
appeared at the toroidal position of the matrix and expanded from there. No infor-
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Figure 5.3.5: Cross-correlation function between the data from the ref. probe and
individual subwindows in the matrix. The black star marks the intersection point
of the connecting field line starting at the ref. probe with the matrix. The temporal
evolution of the observed structures is illustrated as a series of snapshots in the
R− θ-plane for different time lags τ . The structure propagates along a flux surface
(black lines) in electron diamagnetic drift direction. The figure does not represent
the dynamics of an individual blob but a statistical average.
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Figure 5.3.6: Temporal evolution of the correlation maximum in fig. 5.3.5. The
black curve shows the correlation maximum in the centre of the structure, in red
the position of the maximum is shown. The graphs represent an average over four
discharges, two for each positions of the reference probe. The black line is aver-
aged over the four discharges, in red datapoints all datapoints from the individual
discharges are plotted. The given value δθ is the distance between the correlation
maximum and the intersection point of the connecting field line along a flux surface.
The highest correlation is observed at τ2. At τ = 0 the centre of the structure is
displaced from the intersection point by δθ,0 ≈ 1 cm.
mation about the symmetry of expansion could be gained from these experiments
because no further measurement points but the reference probe were available. The
spatial homogeneity observed in poloidally resolved measurements (see section 5.2.1)
was obviously valid only in a limited section like the sampling region of the array
and not for a complete poloidal turn. The observation of a finite τ2, however, does
not allow to give quantitative information about the expansion time of structures.
It only shows that there was an asymmetry and fluctuations arose on average closer
to the array than to the reference probe.
Information about the average parallel wavenumber can be gained from both fig.
5.3.5 and 5.3.6. We consider now the centre of the structure at zero time lag. It
was found to be displaced from the intersection point by δθ,0 = (1.1± 0.3) cm. The
error results from the spatial resolution which was 0.5 cm and 0.3 cm in poloidal
and radial direction, respectively. Hence, in the blob representation presented above
the structure was tilted with respect to the connecting field line by a small angle










= (0.6± 0.17) · 10−2.
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Figure 5.3.7: Temporal cross-correlation function between data from Pref and P0
(solid line). The dashed line reflects the averaged auto-correlation function for both
points. The results were again averaged over four discharges, two for each position
of the reference probe. The maximum in the CCF is observed at a finite time lag of
τ1, corresponding to a finite parallel phase velocity of structures.
A quantitative evaluation of absolute values of k‖ from cross spectral analysis is
given in the subsequent section.
The next step was to look at the cross-correlation function between Pref and P0
which were aligned on the same field line. Fig. 5.3.7 shows the cross-correlation
together with their auto-correlation function. Auto- and cross-correlation function
show nearly the same width. The cross-correlation maximum was relatively small
(≈ 40 %) because the structure was already collapsing when it passed P0 at a time







(24.3± 2.6)µs = (7± 0.74) · 10
4 m/s.
Hence, the parallel phase velocity of structures has a preferred direction, which
points from Pref towards P0. The contribution of the poloidal phase velocity to the








1.1± 0.3 = (4.6± 1.3) · 10
4 m/s.
Within the error bars the difference between v‖ and v′‖ was in the order of the ion
sound velocity cs ≈ 1.5 ·104 m/s, which additionally affects the parallel propagation
of structures. Due to the parallel dynamics of structures τ1 is not necessarily the
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time when the centre of the structure passes P0 as assumed in eqn. (5.7). In fig.
5.3.6 it can be seen that the structure passes the intersection point at a time lag
of τ ′1 ≈ 34µs. This results in v′‖ = Lc/τ ′1 = 5 · 104 m/s, in good agreement with
the estimation from vθLc/δθ,0. As expected for the large scales under consideration
(kθρs  1) the parallel phase velocity is far below the Alfve´n velocity, which is
given as the upper limit of v‖ for small scales. For the given discharge conditions
the Alfve´n velocity was in the order of vA ≈ 106 m/s v‖.
5.3.3.2 Parallel and Perpendicular Dispersion Relation
More quantitative results on k‖ and about the validity of the model description of
three-dimensional turbulence could be derived from cross spectral analysis. In sec-
tion 3.3.4 it was shown that the spectral power of turbulence in kθν-space was dis-
tributed around a well defined dispersion relation, which was in agreement with drift
wave theory. This allows the interpretation of cross-phase spectra from poloidally
separated points as dispersion relation following kθ(ν) = α(ν)/∆y, where ∆y is
the spatial separation of measurement points. This relation can be generalised to
any spatial direction. In the triangle {Pref , P0, P1} in fig. 5.3.1 the cross-phase be-
tween Pref and P0 then reflects the parallel dispersion relation, k‖(ν) = α‖(ν)/Lc.
kθ is derived from P1 and P0. If the assumptions made in the description of the
blob representation are valid, kθ(ν) and k‖(ν) should coincide. Furthermore the
phase shift between Pref and P1 should vanish because both points are assumed to
be aligned on the same wavefront for all Fourier components contributing to the
turbulent spectrum. Fig. 5.3.8 shows the cross-phase spectrum, together with the
corresponding coherence spectrum for all three legs of the triangle. For the given
probe distance, a significant coherence for this type of discharge was observed only
for frequencies up to ν ≈ 8 kHz. In this range the good agreement between poloidal
and parallel cross-phase is apparent. Both show a similar shape. The vanishing
cross-phase between Pref and P0 verifies the assumption that in the given frequency
range of significant coherence both probe tips are aligned along a wavefront. The
ratio k‖/kθ was independent of the frequency. This allows the interpretation of the
results in a manner that turbulent structures can be explained as the interaction of
modes with parallel wavefronts. A small phase shift along the line, claimed to be
a wavefront, was remanent. This was on the one hand due to the typical jitter in
turbulent spectra. On the other hand the limited spatial resolution did not allow a
perfect alignment of two probes an a wavefront. P1 was solely the point of highest
correlation in the matrix at τ = 0.
To come to a quantification of k‖ the cross-power weighted average parallel
wavenumber was calculated using eqn. (5.5). The parallel phase spectrum from
fig. 5.3.8 yields an average cross-phase of α = 0.869 ± 0.067, corresponding to an
average parallel wavenumber of
k‖ = α/Lc = (0.51± 0.04) m−1.
This result is in the order of ι¯/R ≈ 0.3 m−1, implying that the averaged parallel
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Figure 5.3.8: Cross-phase spectra of probes in the triangle defined by Pref , P0
and P1. All three phase spectra show a well defined shape in the frequency range
below ν ≈ 10 kHz. Pref and P1 are obviously aligned on a wavefront for all frequency
components, since their cross-phase vanishes. The legs in the triangle aligned parallel
and perpendicular to B show similar phase behaviour.
wavelength is in the order of the system size defined by the field line connection
length.
5.3.4 Results from Low Field Operation
The parallel turbulence dynamics was also studied for the low field case. The ratio
IH/IT could be kept constant in order to achieve the same connecting field lines as in
the high field case. A strong difference of the turbulence dynamics compared to the
high field case was found in section 5.2. The following section shall answer, whether
the linear scaling observed for poloidal wavenumbers at different magnetic field
strengths also holds for the parallel component. Furthermore it is to be answered
whether the turbulence with poloidal structure sizes comparable to the machine
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dimensions can be described by the same model as in the high field case.
5.3.4.1 Temporal Evolution of Turbulent Structures
The general information about the temporal evolution of structures that can be
gained from the CCF between the reference probe and the matrix was, at first
sight, comparable to the results from high field discharges. Structures, propagating
in the electron diamagnetic drift direction during the process of growth and decay
were observed. Fig. 5.3.9 shows a snapshot of the CCF at τ = 0. Due to the
large poloidal correlation length, which was already observed in poloidally resolved
measurements, the structure could not be fully resolved in the observation window.
The structure was more strongly elongated in the poloidal direction than at high
field. The evaluation of τ2 from the maximum of the CCF in the matrix showed as
a universal feature of WEGA that fluctuation events preferably arise closer to the
array. τ2 was of the same order as in the high field case and also negative. Identical
experiments were undertaken at an inverted magnetic field to give evidence for the
universal character of this observation, . The magnetic topology remains constant if
both, IT and IH are inverted. The result of these experiments was that τ2 remained
negative. Hence, structures arose on average first at the matrix and expanded
towards the reference probe, independently of the orientation of the magnetic field
vector. This effect is very likely linked to the magnetic field line curvature, which
is unfavourable at the position of the matrix. Field lines departing from the matrix
pass the reference probe on their way to regions of favourable curvature regions.
Hence, turbulent structures in WEGA preferably arise in the region of unfavourable
curvature.
The centre of the structure in fig. 5.3.9 is shifted versus the intersection point
by δθ,0 = (2.2 ± 0.7) cm, yielding a ratio between average parallel and poloidal
wavenumber of k‖/kθ = (1.3 ± 0.4) · 10−2. Taking the scaling of kθ observed in
section 5.2 into account, this leads to contradictory results:
• The ratio k‖/kθ was in the same order for low and high field.
• The inverse poloidal structure size, and therefore also kθ was found to scale
approximately linearly with B.
• This yields an estimated average parallel wavenumber of about k‖ ≈ 0.06 m−1.
The latter would yield an average parallel wavelength of λ‖ ≈ 100 m, covering
about 20 toroidal turns. The contradiction is that - roughly speaking - when λ‖
is related to the parallel extent of structures, such a huge structure could not fit
into the machine. Due to the poloidal structure size at low field, which was large
compared to the plasma size (dθ ≈ 14 cm), the structure would interfere in a poloidal
plane several times. The effect of the self-interference of structures is indicated in
fig. 5.3.10.
The flux surface under consideration is simplified to a circle with a radius of
reff ≈ 10 cm. The hump labelled 1 indicates a turbulent structure with a poloidal
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Figure 5.3.9: Snapshot of the cross-correlation function between the reference
probe and the matrix at τ = 0 for a He discharge at low field
Figure 5.3.10: The problem of structures overlapping in a poloidal plane. A
simplified circular flux surface with reff ≈ 10 cm is indicated by the dashed line.
Turbulent structures are indicated by the humps on the flux surface. At low field
the poloidal structure size is about 1/4 of a poloidal circumference. A structure
being strongly elongated along B will cross the same poloidal plane at a poloidal
angle distance of about 2pi ι¯. Hence, at ι¯ ≈ 1/4 a structure with a toroidal extent
> 2piR/ι¯ would intersect itself after 5 toroidal turns.
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width of dθ ≈ 14 cm. Due to the strong parallel elongation, the rotational transform
of ι¯ . 0.25, and the finite inclination of the structure with respect to a magnetic field
line, the structure would reappear in the same plane shifted in poloidal direction
by θ & 45◦ (structure labelled 2 ). The structure crosses the poloidal plane several
times until an overlap appears already at the fifth intersection. Besides this picto-
rial description of self-interfering structures, turbulence with parallel wavenumbers
larger than the magnetic field line connection length (k‖ > ι¯/R0) leads to conflicts in
the equations governing the turbulence dynamics if there is not enough space in the
poloidal direction [Sco97a]. Larger values of k‖ which fit into the system without an
overlap would yield a perpendicular shift of structures in the order of δθ,0 ≈ 10 cm,
and would therefore not be detectable anymore.
5.3.4.2 Parallel and Perpendicular Dispersion Relation
The relation of cross-phase spectra in the triangle Pref , P0, P1 should clarify, whether
the same model description is valid for both low and high field, despite the problem of
self-interfering structures. Fig. 5.3.11 shows the result of the cross spectral analysis.
The phase shift in poloidal direction is rather small, as expected since the poloidal
separation of the probes under consideration (δθ,0 ≈ 2 cm) was much smaller than
the poloidal correlation length (dθ ≈ 14 cm). This is also reflected by the high
coherence, which was close to unity in the observed frequency range. A completely
different shape of both coherence and cross-phase spectrum was observed in the
parallel direction. In striking contrast to the high field case the coherence between
toroidally separated probes was almost completely lost for frequencies higher than
ν ≈ 4 kHz, although both probes showed similar auto-power spectra, which were flat
up to ν & 10 kHz. In the frequency range of high coherence the parallel cross-phase
showed a well defined shape, but changed sign from negative values at very low
frequencies to positive values at higher frequencies. By definition, a negative phase
shift represents a wavenumber component pointing from the matrix to the reference
probe and vice versa. The conclusion to be drawn from this result is that the
observed turbulent structures at low field in WEGA cannot be described in the same
manner as in the high field case. The blob representation, describing turbulence of
an interaction of waves with parallel wavefronts, does not hold anymore. Fig. 5.3.12
shows a further heuristic model describing the observations better. The turbulent
structure in the revised model is still interpreted as an interaction of waves. The
inclination of the individual wavefronts with respect to the magnetic field vector is
not constant anymore, but a function of the frequency (ϑ = f(ν)). The observed
perpendicular shift of the structure at τ = 0 shows that there is still a preferred
direction for k‖, i.e. the centre of mass of parallel wavenumber spectrum is not at
k‖ = 0.
The average parallel cross-phase, formally derived from eqn. (3.18) for the spec-
tra shown in fig. 5.3.11, was rather small and corresponded quite well to the average
poloidal cross-phase. The spectra yield average parallel and poloidal wavenumbers
of
k‖ = (0.085± 0.035) m−1 and kθ = (0.08± 0.009) cm−1 ,
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Figure 5.3.11: Results from cross spectral analysis in the same notation as in fig.
5.3.8. A significant coherence between toroidally separated probes is observed only
for very low frequencies, whereas the poloidally separated probes are almost fully
coherent over the whole observed frequency range. Furthermore the cross-phase

















Figure 5.3.12: Modification of the previously presented heuristic models. A pos-
sible explanation for the observed phase spectra is a broad distribution of parallel
wavenumbers with Fourier components parallel and antiparallel to B. The observed
structure is then the result of the interaction of wavepackets with wavefronts tilted
by a varying angle ϑ = f(ν) with respect to B.
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respectively. The ratio k‖/kθ agrees satisfactorily with the results from the correla-
tion analysis (k‖/kθ = δθ,0/Lc).
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5.4 Summary of Major Results
The studies of turbulent plasmas in WEGA concentrated on magnetic configurations
wit low rotational transform (ι¯ < 0.3), where the plasma was generally found to be
in a state of fully developed turbulence. The major results are listed in this section.
General Characterisation
i. The PDF of fluctuations was found to be close to Gaussian distribution for
density, potential and electric field fluctuations. The PDF of the radial E×B
flux strongly deviated from Gaussian distribution. Skewness and kurtosis of
the flux showed positive values indicating a net transport pointing radially
outwards and an intermittent character of transport.
ii. Fluctuations where found to be mainly driven by the density gradient. Un-
der discharge conditions, where the gradient region covered almost the whole
plasma cross section, the fluctuation amplitude was found to be higher in the
centre, where the magnetic shear is lower than in the edge.
iii. The cross-phase between density and potential fluctuations was found to be
small (α . pi/4) in the whole plasma cross section.
Perpendicular Dynamics
iv. The poloidal phase velocity of structures was found to point in the electron
diamagnetic drift direction inside the LCFS. In the high field case, vθ changed
sign close to or just outside the LCFS. The change in sign could be related
to the poloidal E × B drift caused by stationary radial electric fields, which
dominated the dynamics in the SOL. The absolute value of vθ inside the LCFS
was in the order of some 100 m/s for the high field case and some km/s for
the low field case. Hence, it was nearly proportional to 1/B.
v. The lifetime of turbulent structures, i.e. the autocorrelation time in the co-
moving frame, was in the order of τL ≈ 100 µs. This value was found to
be rather universal for WEGA, as no systematic dependence on the plasma
parameters was found.
vi. The poloidal structure size, represented by the poloidal correlation length at
zero time lag (dθ), was found to scale nearly linearly with the inverted magnetic
field strength. For high field small structures with dθ = (2 ± 0.25) cm were
observed. In the low field case the structure size was dθ ≈ 14 cm, hence, it
was comparable to the plasma dimensions.
vii. The correlation length remained constant when the ion mass was changed at
constant magnetic field strength. This observation was made at low as well as
at high field. The poloidal correlation function at zero time lag as well as the
poloidal wavenumber spectra coincided for different mi.
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Parallel Dynamics
viii. Very detailed studies of the parallel dynamics of turbulence were performed for
the low and the high field case. The results were interpreted based on heuristic
models. Magnetic field lines connecting two toroidally separated probes with
a connection length of Lc = 170 cm were determined experimentally.
ix. A finite average parallel wavenumber was found for both cases. The ratio
between average parallel and poloidal wavenumber k‖/kθ was (0.6± 0.17)10−2
in the high field case and (1.3±0.4)10−2 in the low field case. The given values
were deduced from the inclination of the turbulent structure with respect to
the magnetic field vector.
x. Turbulent structures showed a three-dimensional character. The cross-correlation
function between toroidally separated probes showed the maximum at finite
time lag, indicating an anisotropy in the occurrence of fluctuation events. Fluc-
tuations arose preferably on the high field side of the torus. The observation
was found independent of the direction of the magnetic field vector, and for
both low and high field.
xi. The parallel phase velocity in the high field case was v‖ = (7±0.74) m/s. This
value is in-between the ion sound and the Alfve´n velocity.
xii. The average parallel wave number at high and low field was k‖ = 0.51 ±
0.04) m−1 and k‖ = (0.085±0.035) m−1, respectively. The values were derived
from the cross-power weighted average cross-phase between signals from two
spatially separated probes. The corresponding average poloidal wavenumbers
yielded in both cases the same ratio k‖/kθ as derived from the cross-correlation
function.
xiii. The results from the high field case allowed an interpretation of turbulence
according to the heuristic model introduced in sec. 5.3.1. As assumed in the
underlying model, the cross-phase between the reference probe and the point
of highest correlation at zero time lag in the matrix vanished within the errors
for all frequency components of significant coherence. Hence, the observed
turbulent structure may be described as an interaction of waves with parallel
wavefronts. The ratio k‖/kθ was constant along the frequency spectrum.
xiv. The same model could not be applied to the results from low field. A significant
coherence between toroidally separated probes was found only in a rather
narrow frequency band (ν . 4 kHz), whereas poloidally separated probes
were almost fully coherent up to some 10 kHz. Within the narrow coherent
frequency band a systematic variation of the ratio k‖/kθ was found, indicating
a broad spectrum of parallel wavenumbers with components pointing both
parallel and antiparallel to the magnetic field vector.
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Confirmation of the ’Drift Wave Picture’
Drift waves have been expected to be the dominant instability driving turbulence
in the WEGA stellarator. This assumption could be verified within this work. The
main features of drift waves were observed, and the dynamics of turbulence may be
explained based on the theory of drift wave turbulence.
The strongest individual indicator for drift waves was the observed small cross-
phase between density and potential fluctuations. Assuming adiabatic electrons,
density and potential fluctuations associated to the drift wave are in phase. However,
any dissipative effect in the parallel electron dynamics introduces a finite phase shift.
In WEGA these are mainly collisional effects: electron-ion collisions in the highly
ionised plasmas at high field and additional electron-neutral collisions in the weakly
ionised plasmas at low field.
Fluctuations were found to be mainly driven by the density gradient. However, a
trend to higher fluctuation amplitudes in the plasma centre was observed. This effect
is likely related to the magnetic shear which is known to be able to stabilise drift
waves. The practical effect of magnetic shear is that the strong parallel dynamics
causes the perpendicular vortices to be twisted along with the field lines and to
be finally nonlinearly torn apart to smaller scales [KS03]. The magnetic shear in
WEGA decreases going toward the plasma centre, hence, higher fluctuations were
found in the absence of stabilising shear.
The observed dependence of the poloidal structure size (reflected by dθ) agreed
satisfactorily with the predictions from drift wave theory as well as results from other
experiments. A scaling of the poloidal correlation length with the inverse magnetic
field strength, or poloidal wavenumbers with B, respectively, has been observed in
tokamaks [RRB93] and stellarators [Ble98; Mah07]. This variation would fit well
with theoretical predictions of drift wave turbulence models [WD83; TD85]. These
models predict most power in poloidal wavenumber spectra to be located at large
wavelengths compared to the drift scale ρs. Spectra of kθ should be peaked at about
kθρs ≈ 0.3.
For the He discharges under consideration at low and high field, respectively, an
average poloidal wavenumber of kθρs ≈ 0.1 was found. However, when changing the
ion mass, kθ was found to remain constant, although ρs was changed by a factor
of about 6. Hence, energy in the turbulent broad band spectrum was shifted to
somewhat smaller scales compared to ρs, but still in a range according to the theo-
retical expectations (kθρs . 0.3). The interpretation of the observed shift of power
is difficult because turbulence dynamics is determined by a number of parameters
which could not be kept constant in the wide parameter range covered by the mi
scan. However, further confirmation for the drift wave assumption was found, when
more parameters were taken into account. The poloidal phase velocity was found to
be mainly determined by the electron diamagnetic drift velocity. Both phase veloc-
ity and diamagnetic drift were found to decrease with increasing ion mass due to a
change in the density gradient length. The dispersion relation of drift waves in the
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observed range of perpendicular scales (kθρs  1) is linear. Accordingly frequency
spectra shifted towards lower frequencies with increasing ion mass.
The parallel dynamics of turbulence was also found to be consistent with the
predictions from drift wave theory, at least for the high field case. A finite paral-
lel wavenumber inheres in the drift wave mechanism due to the coupling between
parallel and perpendicular dynamics. The parallel phase velocity of drift waves is
expected to be mainly a projection of the poloidal phase velocity caused by the finite
inclination of the wavefront with respect to the magnetic field vector, v‖ ≈ vθ ·kθ/k‖.
The projected velocity component and the actual parallel phase velocity were cal-
culated individually, yielding a difference which coincided satisfactorily with the ion
sound velocity. The ion sound velocity in turn is the intrinsic parallel velocity of
density perturbations associated to drift waves. A higher parallel phase velocity may
be expected for smaller spatial scales (kθρs > 0.3), where the coupling of density
fluctuations to Alfve´n waves plays a role. The increase of v‖ at small scales has
been studied at the TJ-K torsatron [Mah+07].
The absolute value of the average parallel wavelength, λ‖ = 2pi/k‖, in the high
field case was in the order of the magnetic field line connection length, λ‖ & R/ι¯,
which can be treated as an upper limit. However, this limitation is strictly only
valid if a self-interference of structures in the r− θ-plane would occur due to a lack
of space in the poloidal direction. For the high field case this limitation turned out
not to be a problem, since the observed structure fitted into the system.
A gap in the consistency of the drift wave picture results from the observed spatial
asymmetry in the occurrence of fluctuation events. The asymmetry was associated
with a prodominant arising of fluctuations on the low field side of the torus, i.e.
in the region of unfavourable magnetic curvature. This might be an indicator that
curvature driven instabilities play a role in WEGA. Curvature driven modes are
intrinsic two-dimensional phenomena (k‖ = 0), but the plasma dynamics parallel to
the magnetic field may become important if regions of unfavourable and favourable
curvature are connected by the magnetic field. The connection of favourable and
unfavourable curvature regions is induced by the rotational transform. Hence, the
observation of a finite parallel wavenumber is not necessarily a contradiction to
turbulence dominated by curvature driven modes. But on the other hand, the small
cross-phase between density and potential fluctuations is in contrast to curvature
driven activity. A similar asymmetry has been observed at the TJ-K torsatron in
form of higher fluctuation amplitudes and transport on the low field side, although
the turbulence dynamics in TJ-K is dominated by drift waves [Mah07].
Parallel Dynamics in Conflict with Theoretical Limits
A different situation appeared in the low field case. The average parallel wavelength,
formally derived from the cross-phase spectrum between two probes aligned along
a field line, exceeded the field line connection length by far. Since the poloidal
correlation length was in the order of the plasma dimensions,, this would result in
the self-interference of structures. But, the actual shape of the parallel cross-phase
spectrum showed, that the average wavelength in this case is not a good measure
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for the structure size. The spectrum yielded energy in the turbulent spectrum of
k‖ to be distributed over a wide range of wavenumber components pointing parallel
and antiparallel to the magnetic field vector. The resulting average wavenumber
simply represents a kind of skewness in the parallel wavenumber spectrum, i.e. the
centre of mass is shifted to one side. The observed spectrum might as well yield a
vanishing average wavenumber in case of a slightly different shape. The observed
parallel phase spectrum is in contrast to the poloidal phase spectrum, which was
found to be consistent with the drift wave dispersion relation without a significant
influence of the E×B drift.
The question of the loss of coherence in toroidal direction at rather low frequen-
cies in the low field case remains unanswered.
Outlook
The results presented in this chapter provide a rounded overall picture characteris-
ing turbulence in the WEGA stellarator. A deep insight into the three-dimensional
structure of turbulence was provided. The number of details presented on the par-
allel dynamics of turbulence encourages further studies delving into this topic. It
could be shown, that WEGA as the experimental framework in combination with
the diagnostic techniques used in this work provide the possibility to gain the re-
quired information in a high quality. Further studies should concentrate mainly on
the observed spatial asymmetry in the occurrence of fluctuation events. This might
be relevant for the distribution of turbulent transport on a fluxsurface and thus for
comparisons of turbulent transport, which is typically measured locally, with global
confinement in fusion devices. An experimental approach to gain deeper insight into
the parallel dynamics of turbulence would be to increase the spatial resolution in
toroidal direction. However, this is a technical challenge but it should be possible in
a flexible machine like WEGA. More sampling points in toroidal direction are also
a promising approach to explain the quick loss of coherence for higher frequencies
in toroidal direction for the low field case.
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Chapter 6
On Magnetic Islands and
Turbulence
The flexibility of WEGA’s magnetic topology offers the possibility to study new
aspects of the broad field of plasma turbulence. One point which has been addressed
in this work is the impact of symmetry breaking magnetic perturbations and thus
magnetic islands on the dynamics of turbulence and on turbulent transport. The
main purpose of this work was the general characterisation of turbulence in WEGA,
which has been presented in all details in the past chapters. The study of turbulence
in magnetic islands is a rather novel scientific field. Within this work only some
initial experiments on this topic could be conducted, yielding encouraging results
for further studies.
6.1 Motivation
The motivation to study turbulence in disturbed magnetic fields is based mainly
on two aspects. First, it has been shown in other experiments that the presence of
rational surfaces in the plasma is linked to phenomena like transport barriers and
improved confinement [Cas+04]. But so far it has not been investigated to what
extent these phenomena are affected by small error fields being resonant with the
rational surfaces and leading to the formation of magnetic islands. A second point
of interest affects the divertor operation of stellarators. In several devices magnetic
islands are used to form the divertor field with open field lines ending at target
plates. It is known that, due to the long connection length from the LCFS to the
target plates in island divertors, parallel competes with perpendicular transport
[Fen+06]. Therefore, it is necessary to understand transport in magnetic islands.
It is known, that in low shear stellarator experiments (i.e. the Wendelstein series
[GRW85]) the energy confinement depends sensitively on the value of ι¯. Optimum
confinement was found in the vicinity of low order rational numbers (ι¯ = 1/2, 1/3),
but not exactly at the rational numbers. Close to these fundamental resonances
only high order Fourier components of the magnetic field perturbation may create
small islands [Wob+87]. If a large number of rational surfaces is present in the ι¯
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profile, the effective plasma radius is decreased by the formation of islands.
The effect of rational surfaces being present in the ι¯ profile has been studied in
detail by Brakel et al. in the Wendelstein 7-AS stellarator [BWAT02]. Brakel et al.
found that the observed reduced confinement in the presence of low order rational
surfaces cannot be modelled by the assumption of islands being a radial short circuit
for the plasma, with vanishing pressure gradient across islands. Transport at rational
surfaces could be enhanced by e.g. turbulence or MHD instabilities.
The unique possibility to study the impact of field perturbations on turbulence in
WEGA is given because it is known from flux surface measurements that m = 1 non-
natural islands exist. The error producing these islands can - with some restrictions -
be simulated in field line tracing calculations. It is also known that with additional
error field compensation coils (EFCC) islands can be controlled both in size and
position. The control of islands was limited to low field operation before this work.
Saturation effects caused by the transformer yokes close to the EFCC introduced
a strong nonlinearity in the control of the island width towards higher magnetic
fields. In the frame of this work a new set of compensation coils was installed at
WEGA which allows the reduction of the native island width by a factor of about
2 at B = 500 mT, corresponding to a reduction of the field error by a factor of
about 4. The step to high field operation was necessary because magnetic effects
are expected to be more pronounced in these plasmas.
6.2 Initial Experimental Results
In the following, some initial results on the effect of resonant magnetic field pertur-
bations leading to the formation of islands are presented. The explanation is more
phenomenological, comparing different plasma parameters for two extreme cases,
referred to as without and with compensation. Both, results from stationary and
fluctuation measurements are presented. The reference magnetic configuration is
characterised by the ι¯ = 1/5 resonance being located just inside the LCFS. WEGA’s
intrinsic field perturbation leads to the formation of a static magnetic island chain
at this resonance, as shown in fig. 6.2.1 (black) from flux surface measurements.
The island width on the low field side was w1/5 ≈ 1 cm. On the high field side w
was much larger, up to about 3 cm. This is the case called “without compensation”.
Driving the EFCC at the maximum current of Icc = −500 A, the island width could
be reduced by a factor of about 2. This is the case called “with compensation” (red
curve in fig. 6.2.1).
The reduction of w1/5 on the low field side was in the order of the probe dimen-
sion. Hence, the observable effect caused by the pure reduction of w is expected to




All results presented subsequently were obtained from discharges at high field
using Neon as the discharge gas. Some of the experiments have also been undertaken
using He as working gas. These results are not presented, because no effect larger
that the error bars was found, which could be related to magnetic islands.
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Figure 6.2.1: Flux surface measurement for the magnetic configuration in which
the impact of magnetic islands was studied. The black curve is referred to as refer-
ence configuration without error field compensation. The observed island chain at
ι¯ = 1/5 is located close to but completely inside the LCFS. The island width on the
low field side is about 1 cm. The case of optimum compensation (EFCC current
is maximum) is shown in red. The island chain is still present at the same radial
position. Its poloidal phase is not affected by the EFCC, but the island width is
reduced by a factor of about 2. The reduction is indicated by the arrows on the
high field side.
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Figure 6.2.2: Equilibrium profiles of plasmaparameters derived from swept Lang-
muir probe measurements in a Ne discharge at high field. The configurations without
(black) and with (red) are compared. The grey shaded region marks the width of
the ι¯ = 1/5 island without compensation.
6.2.1 Profile Flattening Caused by Magnetic
Islands.
The intuitive physical picture of what an island means for the plasma is a radial short
circuit. Inner and outer boundaries of the island are connected by magnetic field
lines. The pressure gradient should vanish at perturbed rational surfaces [Boo84].
A flattening of density profiles in islands has been observed at other experiments
before [Ped+00; Tan+02]. A small, but reproducible effect of magnetic islands on
equilibrium profiles was also observed in WEGA. In fig. 6.2.2 equilibrium profiles
obtained from Langmuir probes for the two cases, namely without (black curves)
and with (red curves) compensation are compared. The grey shaded region reflects
the island width at ι¯ = 1/5 without compensation. The profiles represent an average
over three equivalent discharges each. In the averaging process probe characteristics
from individual discharges measured at the same radial position have been averaged
before applying the fit function to obtain the plasma parameters. The results show
that the gradients, which are important for the turbulence dynamics, are different
for the two cases under consideration. In the density profiles, a slight flattening of
the profile in the region of the island can be seen. With compensation the flattening
is, just as the island width, reduced to a smaller radial region. No remarkable change
can be seen in temperature profiles, where the profiles are flat in the edge region in
any case, with or without compensation. Hence, no further change can be expected
under these circumstances. More remarkable is the change in the plasma potential
profile. Without compensation, the profile is rather smooth, lacking any abrupt
changes in the gradient. This changes, however, when compensating the island. In
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(a) Density fluctuations (b) Potential fluctuations
Figure 6.2.3: Comparison of the standard deviation (fluctuation amplitude) of I˜sat
(a) and Φ˜fl (b) without and with compensation. Both signals show a distinct local
increase in the region of the ι¯ = 1/5 island, being smoothed with compensation.
this case the profile inside the LCFS is flat. At the LCFS, located at R = 78.7 cm,
the profile shows a distinct shoulder with a steep gradient in the SOL. A similar
behaviour, i.e. an alteration of the radial electric field due to island formation, has
been observed at the TJ-II heliac, where it could be associated with the formation
of transport barriers in the vicinity of magnetic islands [HPG02].
The reproducibility of the effects could be shown in individual discharge series.
Further evidence for the flattening of the density profiles to be caused by magnetic
islands could be given by slightly varying ι¯ in order to shift the resonance position
radially. The region of the flattening could be shifted together with the resonance.
6.2.2 Impact of Magnetic Islands on Turbulence
The described changes in the equilibrium profiles imply, that the turbulence char-
acteristic might also be affected by the compensation of error fields, since turbu-
lence dynamics is mainly controlled by the gradients in the background equilibrium.
Therefore, several fluctuation parameters were measured and compared for the two
cases under consideration.
Enhanced Fluctuation Amplitude
The most simple experiment for studying the effect of magnetic islands on turbulence
is to compare the fluctuation amplitude σ with and without compensation. Fig.
6.2.3 shows radial profiles of σ for the ion saturation current (a) and the floating
potential (b), hence the density and potential fluctuation amplitude. The black and
red curves reflect equivalent discharges without and with compensation, respectively,
averaged over five discharges each. The error bars represent the standard deviation
within the discharge series.
The striking outcome from the comparison was a distinct local increase of the
fluctuation amplitude without compensation, just inside the region of the island
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Figure 6.2.4: Profiles of the net turbulent radial E × B-flux for the two cases.
The observed hump in the fluctuation amplitude leads to enhanced transport in the
region of the ι¯ = 1/5 island. A second hump in the Γ profile is observed outside
the LCFS close to the expected ι¯ = 1/4 resonance in the vacuum magnetic field
configuration. This hump is unaffected by the EFCC.
(grey shaded). This local increase appeared as a hump in the profile. This hump
appeared for both, density and potential fluctuations. When applying the EFCC
the hump disappeared for both signals. Regarding the error bars it is important to
note, that the effect was reproducible and did not vanish within the scatter of data
from individual discharges. The centre of the hump was slightly shifted radially with
respect to the experimentally obtained island position, but the shift was comparable
to the probe dimensions reflecting only one source of error in the radial resolution.
Enhanced radial E×B Flux
The next parameter to be compared was the net turbulent radial particle flux.
Fig. 6.2.4 shows the result of the analysis of data from the same discharges that
were considered in the previous section. Without compensation again a hump in
the profile can be seen in the region, where the ι¯ = 1/5 island is located. As
expected, the error bars are larger, because the flux is a parameter derived from
two signals (I˜sat and Φ˜fl) being each subject to a statistical error. In contrast to the
profiles of the density fluctuation amplitude, a second hump appears in the profile
outside the LCFS at R ≈ 79.1 cm. This is the position where, according to flux
surface calculations, the ι¯ = 1/4 resonance is located in the vacuum magnetic field
configuration. With compensation the hump inside the LCFS at ι¯ = 1/5 disappears,
whereas the one at ι¯ = 1/4 is almost unaffected by the compensation. A possible
explanation for this discrepancy is the Fourier spectrum of the EFCC, which is
actually unknown. Flux surface measurements showing the effect of the EFCC
concentrated on the one ι¯ configuration, which is shown in fig. 6.2.1. Configurations
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with ι¯ = 1/4 inside the LCFS have not been investigated. Therefore, it is possible,
that the Fourier component δB1,4 of the EFCC is much smaller than the δB1,5
contribution.
The increased transport at ι¯ = 1/5 by a factor of about two (maximum of the
hump) could be clearly related to the increase in the fluctuation amplitude. The
cross-power and cross-phase spectrum between density and potential fluctuations
contribute both to the particle flux as shown in section 2.2.2 (Γ(ν) ∼ |Ψn,Φ| sinαn,Φ).
An increase in the cross-power spectrum by a factor of about two without compen-
sation was observed without affecting the shape of the spectrum. The turbulent
broad band character of the fluctuations was conserved. A direct comparison of the
cross-phase cannot be given here, because the error was too large to make a clear
statement. The large errors results from the artificial phase shift being introduced
by the poloidal velocity vθ of the structures. The radial position under consideration
is close to the reversal point, where vθ changes sign. Due to the small value of vθ in
the vicinity of the reversal point, its error may be larger than the average value.
Change of Perpendicular Dynamics
Poloidally resolved measurements were undertaken in order to study the perpendic-
ular dynamics of turbulence in the region of islands. Radial profiles of fluctuation
parameters derived from the poloidal-temporal correlation function were again com-
pared for the cases without and with compensation. The poloidal correlation length
was found to be unaffected by the compensation within the error of about 25% in
dθ. Clear effects were observed in the profiles of the poloidal velocity vθ and the
lifetime τL.
As shown in section 5.2.5 discharges in the high field operation regime of WEGA
generally show a velocity shear layer in the region of the LCFS. This feature could
be reproduced here for both cases, as shown in fig. 6.2.5 (a). But it can be clearly
seen, that the position of the reversal point is changed when the EFCC is applied.
Without compensation it was located at R = 78.2 cm in the equatorial plane. With
compensation it was shifted inwards by 7 mm to R = 77.5 cm. The radial shift was
comparable to the experimentally observed reduction in the island width. In both
cases the position of the reversal point agreed satisfactorily with the outer separatrix
of the island structure.
Besides the change in the velocity profiles, the lifetime of structures was also
affected by the island formation as shown in fig. 6.2.6 (b). τL was significantly in-
creased in the region of the island without compensation compared to the case with
compensation. This result must be interpreted under the restrictions described in
section 3.2. Since no information about the radial dynamics of structures was avail-
able for the considered cases, the increased lifetime might be an artefact. However,
the result shows that the perpendicular dynamics of turbulence is somehow affected
by the formation of island and needs to be studied in more detail.
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Figure 6.2.5: Poloidal velocity of
turbulent structures. The velocity
shear layer shifts radially when com-
pensating the islands.
Figure 6.2.6: The lifetime ob-
tained from poloidally resolved mea-
surements changes significantly when
manipulating the island width.
Radial Shift of Resonant Surface
The reference configuration showed locally increased turbulent transport in islands
inside the LCFS as well as in the SOL. To what extent these observed humps are
affected by mechanical limiters shall be clarified by shifting the islands radially.
These experiments may also give further information on the linking between the
island postion and the reversal point of vθ. The radial position of the resonance can
be changed by small variations of the rotational transform. In a classical stellarator
this can easily be done by varying the ratio between IT and IH . Since the toroidal
field strength is specified by the ECRH frequency, the helical field was changed
in order to shift the resonance. IH was varied in steps of 2% with respect to the
magnetic field configuration shown in fig. 6.2.1 (defined as reference configuration,
IH,ref ). The results of these experiments are shown in fig. 6.2.7. Profiles of the
turbulent particle flux are plotted for field configurations in the range from IH =
(0.94 . . . 1.04) · IH,ref . In all cases distinct humps in the profiles can be seen. As
expected the humps shifted systematically in radial direction with varying rotational
transform. Decreasing IH , the hump associated to the ι¯ = 1/5 shifted radially
outwards. The second hump at ι¯ = 1/4 disappears in this case, but it could be shifted
radially inwards by increasing IH with respect to the reference. Quantitatively
there was a systematic discrepancy between the radial shift of the humps and the
calculated position of the island, marked by the shaded regions in the plot. During
the ι¯-scan the predicted island position shifted stronger than the local transport
maximum.
Transport profiles with compensation have not been measured for other than the
reference configuration. However, the local maximum with respect to an assumed
underlying smooth profile with compensation became more pronounced, when the
island was partially or completely located in the limiter shadow. The LCFS is
located at R = 78.7 cm.
An interesting result is the comparison of the transport maxima with the location
of the reversal point of vtheta. The lowermost graph in fig. 6.2.7 shows the velocity
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Figure 6.2.7: Profiles of Γ and vθ for different ι¯ configurations. The island position
is shifted radially by small variations of the helical field coil current IH . The grey
shaded regions correspond to the predicted position of the ι¯ = 1/5 resonance, light
blue corresponds to ι¯ = 1/4. ∆IH is the variation with respect to the reference
configuration shown previously. The dashed vertical lines mark the position of the
velocity shear layer (change of sign in vθ). It is mapped to the corresponding Γ-
profile.
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profiles corresponding to the individual transport profiles. In all cases the reversal
point was located close to the outer boundary of the hump, as indicated by the
dashed vertical lines in fig. 6.2.7. In the reference configuration, it was located just
inside the LCFS as shown previously. Reducing ι¯ it was shifted outwards together
with the ι¯ = 1/5 resonance into the region of open field lines. The reversal point
’left’ the ι¯ = 1/5 resonance when it was shifted inwards by increasing ι¯. As shown
in fig. 6.2.7 for ∆IH = +4 % it is located at the ι¯ = 1/4 resonance where the hump
in the profile is consecutively very distinct, and which is closer to the LCFS than




The interpretation of the results presented in this chapter is difficult because only
some initial experiments could be undertaken within this work. The study of turbu-
lence in the region of perturbed rational flux surfaces is a novel scientific field. The
study is motivated by the observation in Wendelstein 7-AS, that rational surfaces
have a strong impact on the confinement in low shear stellarators, which may not
be simply explained by assuming magnetic islands to be radial short circuits reduc-
ing the effective plasma radius. Comparable studies of fluctuations in the vicinity
and inside magnetic islands have been undertaken in the LHD heliotron, where an
influence of islands on coherent MHD modes has been investigated [Wat+08]. At
the TJ-II torsatron the role of rational surfaces on fluctuations and transport has
been studied by comparing magnetic field configurations with and without low order
rational surfaces being present in the region of closed flux surfaces. With islands a
local change of E × B particle flux resulting from a change in the phase shift be-
tween density and potential fluctuations has been observed at TJ-II. Those changes
in the flux are associated to a quasi-coherent mode related to the presence of rational
surfaces [Ped+01; Ped+04]. Enhanced pressure driven fluctuations in the region of
magnetic islands have been observed in the H-1NF heliac [HPB03].
However, the experiments in WEGA are the first ones comparing electrostatic
turbulence for magnetic configurations differing only in the amplitude of magnetic
field perturbations being resonant with low order rational flux surfaces.
The observed flattening of the density profiles together with an enhanced fluctu-
ation amplitude gives rise to a typical ’chicken and egg’ discussion if the knowledge
obtained from the first part of this work is taken into account. On the one hand
turbulence has been found to be driven by the density gradient in WEGA. In the
intuitive picture of the island as a radial short circuit, this implies, that the fluctua-
tion amplitude should be reduced in the island because the density gradient vanishes
or is at least reduced. On the other hand, the flattening might be caused by the
enhanced radial particle flux in the island, if perpendicular competes with parallel
transport. The question arising from both scenarios is what drives turbulence in
the region of magnetic islands. Obviously other driving mechanisms but the density
gradient must be involved here. Turbulence in general develops as a balance between
source and sink terms driving and damping turbulence, respectively.
A theoretical approach to this problem has been given by Reiser and Scott [RS05].
Simulations of fluid-drift-turbulence in perturbed magnetic fields also have shown
an increase of density fluctuations and E×B flux. The results of these simulation
and their comparability with experimental results from WEGA need to be discussed
in detail. The simulations have been performed for perturbed magnetic fields in the
dynamic ergodic divertor (DED) region of the TEXTOR tokamak, hence the edge
of a hot fusion plasma. The introduction of a perturbing magnetic field in the simu-
lations have led to additional source terms in the energy balance giving free energy
to drive turbulence. The simulation results have shown that collisionality plays an
important role for turbulence in disturbed fields. Reiser and Scott characterised
119
Chapter 6. On Magnetic Islands and Turbulence







where νee is the electron-electron collision frequency. The additional driving term
becomes important for νb  1, hence for low collisionality. The background plasma
parameters for the simulations were of course different to the experimental condi-
tions in WEGA. The following table compares the relevant parameters and νb for
simulations and for the experiments undertaken in WEGA.
R [cm] ne [m
−3] Te [eV] mi [amu] B [T] ι¯ Ln [cm] νB
TEXTOR,
high coll.
175 6.5 · 1019 30.8 2 2 1/3 3 1.48
TEXTOR,
low coll.
175 2 · 1019 100 2 2 1/3 3 0.04
WEGA,
Ne
72 1 · 1018 5 20 0.5 1/5 3 0.18
WEGA,
He
72 1 · 1018 5 4 0.5 1/5 3 0.5
This comparison shows what has already been mentioned in sec. 2.5. Dimen-
sionless parameters of WEGA are comparable to the edge plasma of fusion devices.
νb for experimental conditions in WEGA is comparable to the case of low collision-
ality in TEXTOR-DED. From this point of view it is reasonable to find increased
transport in perturbed magnetic fields in WEGA plasmas. It is also reasonable that
such an effect was not observed for He plasmas because νb was larger here.
However, a direct comparison of the presented simulation results with WEGA
experiments must be handled with care. The additional source term arising in the
simulations is of an electromagnetic nature, meaning that it goes together with
parallel currents linked to Alfve´n waves. This is in contrast to the results from
chapter 5 where no electromagnetic activity could be found.
Experimental results on turbulence in islands presented in this work must be
seen as an initial step into a new research field. What could be shown is that it is
worth to follow this path because some interesting effects have been observed. The
observations coincide with simulation results for experimental conditions which are
in terms of dimensionless parameters comparable to the experimental conditions in
WEGA.
6.4 Outlook
As outlined previously the results on turbulence and magnetic islands can only be
seen as an initial step. A brief proposal for a scientific program on this topic following
this work will now be given.
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The additional driving term given in the TEXTOR-DED simulation is related
to fluctuating parallel currents and thus also to magnetic field fluctuations. Mea-
surement of turbulent magnetic fluctuations is a challenge because the signals are
typically very small. But it is possible and has successfully been done by other ex-
periments [Sto+99; Rah07]. A common technique is to use tiny pick up coils being
sensitive to ∂B/∂t. A first attempt to measure magnetic fluctuations at WEGA
with Hall sensors showed that these are not sensitive enough by a long way [Mar02].
Relative fluctuation amplitudes will propably be much less than B˜/B  10−3. An
increase of B˜ without compensation would be a fingerprint of increased Alfve´nic
activity in the island and therefore of electromagnetic effects playing a role. An-
other point of great interest is to obtain structural information about turbulence in
disturbed magnetic fields. As shown in this work it is possible to gain information
about the spatial and temporal structure of turbulence from statistical analysis tech-
niques applied to data form multiple Langmuir probes. An open question is how
turbulent structure propagate along or across magnetic islands. For unperturbed
closed flux surfaces it could be shown that structures propagate along flux surfaces,
without a significant radial velocity component in WEGA. In case of pertubed fields
it is possible that the increased radial transport is related to a radial velocity com-
ponent of structures across the island. Using two-dimensional probe arrays it is
possible to reconstruct turbulent structures locally in the poloidal plane [MHS02;
Ram+05; Gru+07] comparable to the technique used in this work with toroidally
separated probes. Unfortunately, the island width on the low field side of WEGA,
where easy experimental access is given, is very small. Increasing the island width
by amplification of the native error fields does not show very much profit in this
region. More information could be gained from measurements on the high field side
where the radial width of the islands is much larger. A first draft for a possible more
sophisticated probe setup for this region is shown in figure 6.4.1. The technical chal-
lenge is that the only ports on WEGA, which are big enough to allow access to the
plasma with a large probe array are located on the low field side. So a design has to
be found where the array can be retracted from the plasma without drawing it back
into a port as done with the poloidal array used so far. This could be done using a
remotely controlled tilting mechanism comparable to the mechanism that has been
installed for the reference probe. WEGA’s unique feature of having access to is-
lands with Langmuir probes providing a surpassing high spatial resolution allows to
study more than turbulent particle flux, but also turbulent energy transport. A very
sophisticated technological solution to measure energy transport by means of fast
swept Langmuir probes [SET07] is installed at WEGA and has been initially tested.
The equipment has to be fine tuned to deal with the smaller signals compared to
Wendelstein 7-AS where it has been used before.
Further experiments on turbulence in perturbed magnetic fields should be ac-
companied by simulations for conditions which are more realistic for WEGA. The
DALF3 turbulence code used in [RS05] has been successfully implemented for the
TJ-K torsatron which is in size, magnetic field and parameter range comparable to
WEGA. Thus the applicability of the code for WEGA is given.
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Figure 6.4.1: Sketch of a two-dimensional probe array providing access to the large
islands on the high field side of WEGA. The tilting mechanism is necessary to reach
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terstu¨tzung auf dem Weg zur Promotion. Im Laufe der Promotion gab er viele
richtungsweisende Anregungen und stand mir jederzeit fu¨r Fragen offen.
Dr. Matthias Otte danke ich fu¨r sein reges Interesse am Fortgang meiner Arbeit
und fu¨r die fachliche Unterstu¨tzung, insebesondere bei der Suche nach unentdeckten
Inseln. Weiterhin sei Dr. Otte fu¨r das entgegengebrachte Vertrauen gedankt, meine
Messkampagnen weitgehend selbsta¨ndig planen und durchfu¨hren zu ko¨nnen. Nicht
zu vergessen sein ausdauerndes Korrekturlesen meiner Arbeit.
Dr. Michael Endler danke ich neben der regelma¨ßigen Versorgung mit frischen
(bzw. nicht mehr ganz so frischen) Tektronix Versta¨rkern fu¨r seine fachliche Un-
terstu¨tzung meiner Arbeit und seine Diskussionsbereitschaft. Seine fachliche Kom-
petenz auf dem Gebiet der Plasmaturbulenz half an einigen Stellen Irrwege zu ver-
lasssen und einstu¨rzende Kartenha¨user wieder auf zu bauen.
Dieter Aßmus danke ich fu¨r die Lehrstunden in Sachen Maschinenfu¨hrung und
viele nu¨tzliche Hinweise zu Messtechnik und Erdschleifen. Auch hier erneut der
Dank fu¨r das Vertrauen mich selbsta¨ndig an der Maschine arbeiten zu lassen.
Norbert Paschkowski sei einerseits fu¨r die technische Unterstu¨tzung beim Aufbau
der verwendeten Sondendiagnostiken gedankt. Es war ein beruhigendes Gefu¨hl zu
wissen, dass alles beno¨tigte Material zur rechten Zeit am rechten Ort ist und fixe
Ideen aus dem Bereich ,,Jugend forscht“ auch in die Tat umgesetzt werden ko¨nnen.
Fu¨r die Nachhilfestunden in Sachen Sondenbau auch ein herzliches Dankescho¨n.
Dr. Martin Schubert danke ich fu¨r die motivierende fachliche Unterstu¨tzung zu
Beginn dieser Arbeit und fu¨r die U¨berlassung vieler nu¨tzlicher IDL Routinen.
Allen Kollegen, die mich mit Korrekturen und Hinweisen zur vorliegenen Arbeit
versorgt haben sei gedankt. Namentlich in IPP Konvention: Dr. Daniel Andruczyk,
Dr. Joachim Geiger, Oliver Lischtschenko, Torsten Stange, Dr. Henning Thomsen
Special thanks go to Horst Punzet from Ireland for his helpful online reviewing of
my written english without actually understanding very much of what I am writing
about.
Schlussendlich mo¨chte ich meinen Eltern fu¨r das danken wozu sie mich gemacht
haben und was Grundvoraussetzung fu¨r eine erfolgreiche Promotion ist. Der zu er-
werbende akademische Grad eines doctor bescheinigt die Fa¨higkeit zu selbsta¨ndiger
wissenschaftlicher Arbeit was die vorige Erziehung zur Selbsta¨ndigkeit voraussetzt.
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Hiermit erkla¨re ich, dass diese Arbeit bisher von mir weder an der Mathematisch-
Naturwissenschaftlichen Fakulta¨t der Ernst-Moritz-Arndt-Universita¨t Greifswald
noch einer anderen wissenschaftlichen Einrichtung zum Zwecke der Promotion ein-
gereicht wurde.
Ferner erkla¨re ich, dass ich diese Arbeit selbsta¨ndig verfasst und keine anderen als
die darin angegebenen Hilfsmittel benutzt habe.
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