



Current challenges and Inria's engagement
Inria white papers look at major current challenges 
in informatics and mathematics and show actions 
conducted by our project-teams to address these 
challenges.
This document is the first produced by the 
Strategic Technology Monitoring & Prospective 
Studies Unit. Thanks to a reactive observation 
system, this unit plays a lead role in supporting 
Inria to develop its strategic and scientific 
orientations. It also enables the institute  
to anticipate the impact of digital sciences  
on all social and economic domains.
It has been coordinated by Bertrand Braunschweig 
with contributions from 45 researchers from Inria 
and from our partners. Special thanks to Peter 
Sturm for his precise and complete review.
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and his butler1 
1 
5
7:15 a.m., Sam wakes up and prepares for a normal working day. After 
a quick shower, he goes and sits at the kitchen table for breakfast. Toi.
Net2, his robot companion, brings warm coffee and a plate of fresh fruits. 
“Toi.Net, pass me the sugar please”, Sam says. The robot brings the sugar 
shaker from the other end of the breakfast table – there is a sugar box in 
the kitchen cupboard but Toi.Net knows that it is much more convenient 
to use the shaker.
“Any interesting news?” Sam asks. The robot guesses she must find news 
that correspond to Sam’s topics of interest. She starts with football.
Toi.Net: “Monaco beat Marseille 3-1 at home, it is the first time they score 
three goals against Marseille since the last twelve years. A hat trick by Diego 
Suarez.”
 Toi.Net: “The Miss France election took place in Palais des Congrès, Miss 
Martinique was elected.”
Sam: “Please don’t bother me again with this kind of news, I don’t care about 
the misses ceremony.”
Toi.Net: “Alright. I won’t.”
Toi.Net: “The weather forecast for Paris is sunny in the morning, but there will 
be some heavy rain around 1:00p.m. and in the afternoon”
1  The title of this section is a reference to Samuel Butler, a 19th-century English novelist, author of 
Erewhon, one of the first books to speculate about the possibility of an artificial intelligence grown by 
Darwinian selection and reproduction among machines.
2 Pronounce ‘tɔanət’, after the name of the maid-servant in Molière’s "The imaginary invalid“
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Toi.Net: “Mr. Lamaison, a candidate for the presidency of the South-west 
region, declared that the unemployment level reached 3.2 million, its highest 
value since 2004.” 
Sam: “Can you check this? I sort of remember that the level was higher in 
the mid 2010s.”
Toi.Net (after two seconds): “You’re right, it went up to 3.4 million in 2015. 
Got that from INSEE semantic statistics.”
By the end of the breakfast, Sam does not feel very well. His connected 
bracelet indicates abnormal blood pressure and Toi.Net gets the notifi-
cation. “Where did you leave your pills?” She asks Sam. “I left them on the 
nightstand, or maybe in the bathroom”.  Toi.Net brings the box of pills, and 
Sam quickly recovers.
Toi.Net: “It’s time for you to go to work. Since it will probably be raining when 
you go for a walk in the park after lunch, I brought your half boots.”
An autonomous car is waiting in front of the house. Sam enters the car, which 
announces “I will take a detour through A-4 this morning, since there was an 
accident on your usual route and a waiting time of 45 minutes because of the 
traffic jam”.
Toi.Net is a well-educated robot. She knows a lot about Sam, under-
stands his requests, remembers his preferences, can find objects and 
act on them, connects to the internet and extracts relevant information, 
learns from new situations. This has only been possible thanks to the 
huge progresses made in artificial intelligence (AI): speech processing 
and understanding (to understand Sam’s requests); vision and object rec-
ognition (to locate the sugar shaker on the table); automated planning 
(to define the correct sequences of action for reaching a certain situation 
such as delivering a box of pills located in another room); knowledge 
representation (to identify a hat trick as a series of three goals made by 
the same football player); reasoning (to decide to pick the sugar shaker 
rather than the sugar box in the cupboard, or to use weather forecast 
data to decide which pair of shoes Sam should wear); data mining (to 
extract relevant news from the internet, including fact checking in the 
case of the political declaration); her incremental machine learning algo-
rithm will make her remember not to mention Miss France contests in 
the future; she continuously adapts her interactions with Sam by building 
her owner’s profile and by detecting his emotions.
Inria, with its 160+ project-teams in eight research centres, is active 
in all these scientific areas. This paper presents our views on the main 
trends and challenges in artificial intelligence and how our teams are 
actively conducting scientific research, software development and tech-
nology transfer around these challenges. 
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2016,  
the year of AI?
2 
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This is what a few Microsoft leading scientists said in recent inter-
views. AI has become a popular topic in the media and in scientific 
magazines, due to several achievements, many of them thanks to the 
developments in machine learning. Major companies including Google, 
Facebook, IBM, Microsoft but also car manufacturers such as Toyota, 
Volvo and Renault are active in AI research and plan to invest even more 
in the future, and many AI scientists are now leading the research labora-
tories of these and other companies.
AI research produced major achievements in 
the last decade, in several areas. The most publi-
cised are those obtained in machine learning, 
thanks in particular to the development of deep 
learning architectures, multi-layered convolutio-
nal neural networks learning from massive 
volumes of data and trained on high perfor-
mance computing systems. An example of such 
machine learning achievements is the solution 
of seven Atari games (bricks, space invaders 
etc.) by Google DeepMind, using the full pixel 
image as input to decide which action to take in 
order to reach the highest expected return at the end of the game, and 
the more recent result obtained by the same team for the game of Go, 
beating the top player Lee Ledol in a series of five games, using a com-
bination of Monte Carlo tree search, deep learning from real games, and 
reinforcement learning by playing with a clone of itself. 
Other remarkable examples are:
- Automatic description of the content of an image (“a picture is worth 
a thousand words”), also by Google (http://googleresearch.blogspot.
fr/2014/11/a-picture-is-worth-thousand-coherent.html)
- The results of Imagenet’s 2012 Large Scale Visualisation Challenge, 
won by a very large convolutional neural network developed by 
University of Toronto, and trained with Nvidia GPUs (http://image-net.
org/challenges/LSVRC/2012/results.html) 




But this is only a subset of the results obtained with AI. The progress 
in robotics, in self-driving cars, speech processing, natural language 
understanding is also quite impressive. 
The progress 
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Examples are:
- The level of competence reached by robots in Darpa’s Robotic 
Challenge, won by KAIST in 2015, where robots must drive a small car, 
open a door and pass through, close a valve, cut a hole in the wall with a 
drill, climb over debris or clear a path, and climb a flight of stairs (https://
en.wikipedia.org/wiki/DARPA_Robotics_Challenge). 
- Speech understanding is now considered a standard feature of 
smartphones and tablets with artificial companions including Apple’s Siri, 
Microsoft’s Cortana, Facebook’s M, and others.
- Microsoft Skype Translator translates conversations in different lan-
guages in real time.
- Self-driving cars have driven thousands of kilometres without major 
incidents happening.
Figure 2 : Semantic Information added to Google search engine results
This section could not end without mentioning the results obtained in 
knowledge representation and reasoning, ontologies and other technolo-
gies for the semantic web and for linked data:
- Google Knowledge Graph improves the search results by displaying 
structured data on the requested search terms or sentences.
- Schema.org contains millions of RDF triplets describing known facts: 
search engines can use this data to provide structured information upon 
request.
- The OpenGraph protocol – which uses RDFa – is used by Facebook to 
enable any web page to become a rich object in a social graph.
Finally, another important trend is the recent opening of several 
techno logies that were previously proprietary, in order for the AI research 




- IBM’s cognitive computing services for Watson, available through 
their Application Programming Interfaces, offers up to 20 different tech-
nologies such as speech-to-text and text-to-speech, concepts identifica-
tion and linking, visual recognition and many others: http://www.ibm.
com/cloud-computing/bluemix/solutions/watson
Figure 3: IBM Watson computer - © Clockready (CC BY-SA 3.0, via Wikimedia Commons)
- Google’s TensorFlow software library for machine intelligence with 
neural networks – was put into open source: https://www.tensorflow.org/
- Facebook recently opensourced its Big Sur hardware design for 
running large deep learning neural networks on GPUs: https://code.face-
book.com/posts/1687861518126048?__mref=message_bubble 
All these positive achievements have been balanced by some con-
cerns about the dangers of AI expressed by highly recognised scientists, 
which is the subject of the next section.
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Debates about AI really started in the 20th century – for example, think 
of Isaac Asimov’s Laws of Robotics – but increased to a much higher 
level because of the recent progresses achieved by AI systems as shown 
above. The Technological Singularity Theory claims that a new era of 
machines dominating mankind will start when AI systems will become 
super-intelligent: “The technological singularity is a hypothetical event 
related to the advent of genuine artificial general intelligence. Such a com-
puter, computer network, or robot would theoretically be capable of recursive 
self-improvement (redesigning itself), or of designing and building computers 
or robots better than itself on its own. Repetitions of this cycle would likely 
result in a runaway effect – an intelligence explosion – where smart machines 
design successive generations of increasingly powerful machines, creating 
intelligence far exceeding human intellectual capacity and control. Because 
the capabilities of such a super intelligence may be impossible for a human to 
comprehend, the technological singularity is the point beyond which events 
may become unpredictable or even unfathomable to human intelligence” 
(Wikipedia).
Advocates of the technological singular-
ity are close to the transhumanist movement, 
which aims at improving physical and intellec-
tual capacities of humans with new technolo-
gies. The singularity would be a time when the 
nature of human beings would fundamentally 
change, this being perceived either as a desi-
rable event, or as a danger for mankind. 
An important outcome of the debate about 
the dangers of AI has been the recent discus-
sion on autonomous weapons and killer robots, 
supported by an open letter published at the opening of the IJCAI con-
ference in 20153. The letter, which asks for a ban of such weapons able 
to operate beyond human control, has been signed by thousands of 
individuals including Stephen Hawking, Elon Musk, Steve Wozniak and a 
number of leading AI researchers including some from Inria, contributors 
to this document.
Other dangers and threats that have been discussed in the commu-
nity include: the financial consequences on the stock markets of high 
A new era 
of machines 
dominating 
mankind will start 
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frequency trading, which now represents the vast majority of orders 
placed, where supposedly intelligent software operate at a high rate lead-
ing to possible market crashes, as for the Flash Crash of 2010; the con-
sequences of big data mining on privacy, with mining systems able to 
divulgate private properties of individuals by establishing links between 
their online operations or their recordings in data banks; and of course 
the potential unemployment caused by the progressive replacement of 
workforce by machines.
Figure 4: In the movie “Her” by Spike Jonze (Annapurna Pictures / Warner Bros, 2013), a man 
falls in love with his intelligent operating system 
The more we develop artificial intelligence the greater the risk of 
developing only certain intelligent capabilities (e.g. optimisation and 
mining by learning) to the detriment of others for which the return on 
investment may not be immediate or may not even be a concern for the 
creator of the agent (e.g. moral, respect, ethics, etc.). There are many risks 
and challenges in the large scale coupling of artificial intelligence and 
people. In particular, if the artificial intelligences are not designed and 
regulated to respect and preserve humans, if, for instance, optimisation 
and performances are the only goal of their intelligence then this may 
be the recipe for large scale disasters where users are used, abused, 
manipulated, etc. by tireless and shameless artificial agents. We need 
to research AI at large including everything that makes behaviours 
intelligent and not only the most “reasonable aspects”.
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Dietterich and Horvitz lately published an interesting answer to some 
of these questions4. In their short paper, the authors recognise that the 
AI research community should pay moderate attention to the risk of loss 
of control by humans, because this is not critical in a foreseeable future, 
but should instead pay more attention to five near-term risks for AI-based 
systems, namely: bugs in software; cyberattacks; “The Sorcerer’s 
Apprentice”, that is, making AI systems understand what people intend 
rather than literally interpreting their commands; “shared autonomy”, 
that is, the fluid cooperation of AI systems with users, so that users can 
always take control when needed; and the socioeconomic impacts of AI, 
meaning that AI should be beneficial for the whole society and not just 
for a group of a happy few.
Inria is aware of these debates and acts as a research institute, 
engaged into science and technology transfer for societal welfare, and 
conscious of its responsibilities in front of the society. Informing the 
society and our governing bodies about the potentialities and risks of 
digital science and technologies is one of our missions. 
Therefore, in the recent years, Inria:
- Launched a reflexion about ethics long before the threats of AI were 
subject of debates in the scientific society;
- Contributed to the creation of Allistene’s CERNA5, a think tank look-
ing at ethics problems arising from research on digital science and tech-
nologies; the first recommendations report published by CERNA con-
cerns the research on robotics;
- Set up a body responsible for assessing the legal or ethical issues 
of research on a case by case basis: the Operational Committee for the 
Evaluation of Legal and Ethical Risks (COERLE) with scientists from Inria 
and external contributors; COERLE’s mission is to help identify risks 
and determine whether the supervision of a given research project is 
required.
Moreover, Inria encourages its researchers to take part in the societal 
debates when solicited by press and media about ethical questions such 
as the ones raised on robotics, deep learning, data mining and autono-
mous systems.
This being said let us now look at the scientific and technological chal-
lenges for AI research, and at how Inria contributes to addressing these 
challenges: this will be the subject of the next section.
4 Dietterich, Thomas G. and Horvitz, Eric J., Rise of Concerns about AI: Reflections and Directions, 
Communications of the ACM, October 2015 Vol. 58 no. 10, pp. 38-40
5 Commission de réflexion sur l'Ethique de la Recherche en sciences et technologies du Numérique of  
Alliance des Sciences et Technologies du Numérique : https://www.allistene.fr/cerna-2/ 
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The challenges 




AI is a vast domain; any attempt to structure it in subdomains can be 
debated. We will use the keywords hierarchy recently proposed by the 
community of Inria team leaders in order to best identify their contribu-
tions to digital sciences in general. In this hierarchy, Artificial Intelligence 
is a top-level keyword with seven subdomains, some of them specific, 




 _Knowledge extraction & cleaning
 _Inference
 _Semantic web 
 _Ontologies
n MACHINE LEARNING 
 _Supervised Learning
 _(Partially) unsupervised learning
 _Sequential & reinforcement learning






 _Massive data analysis




  Object recognition
  Activity recognition
  Search in image & video banks
  3D and spatiotemporal reconstruction
  Objects tracking & movement analysis
  Objects localisation
  Visual servoing





 _Robot interaction (environment/humans/robots)
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 _Robot fleets
 _Robot learning
 _Cognition for robotics & systems
n NEUROSCIENCES, COGNITIVE SCIENCES
  _ Understanding & simulation of the brain  
& of the nervous system
 _Cognitive sciences
n ALGORITHMICS OF AI
 _Logic programming & ASP
     _Deduction, proof
     _SAT theories
     _Causal, temporal, uncertain reasoning
     _Constraint programming
     _Heuristic search
     _Planning and scheduling 
n DECISION SUPPORT
Table 1: Inria keywords hierarchy for AI
In the following, Inria contributions will be identified by project-teams. 
The project-team is Inria’s original model for research: a project-team 
brings together, around a scientific personality, a group of researchers, 
research-lecturers, PhD students and engineers. They all have a common 
objective: to rise to a scientific and technological challenge in one of 
the institute’s priority research fields defined in the strategy plan. The 
maximum duration of a project-team is twelve years, eight years being 
the average. (The project-teams’ names will be written in ORANGE CAPS, 
so as to distinguish them from other nouns.)
FROM INRIA’S STRATEGIC PLAN “TOWARDS INRIA 2020”
 Inria’s scientific strategy is built around two complementary dimen-
sions, based on which the institute’s contribution will be articulated:
• Digital sciences and technologies that serve individuals, society 
and knowledge.
The major areas of work in which Inria is involved consider the 
individual as a central element in digital problems:
- The human as such: health and well-being
- The human and its environments: from the individual to society and 
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from habitats to the planet
- The human and knowledge: emergence, mediation and education
• Priority scientific developments at the heart of our sciences:
- Computing the future: models, software and digital systems
- Mastering complexity: data, networks and flows
- Interacting with the real and digital worlds: interaction, uses and 
learning
We are addressing key questions raised by other sciences and major 
fields of application, to which computer and mathematical sciences 
must contribute:
- Health & well-being
- Energy & natural resources
- Environment & sustainable development
- Society & education
After an initial subsection dealing with generic challenges, more spe-
cific challenges are presented in decreasing Inria investment order, that 
is, we start with domains where Inria has the highest number of active 
teams and researchers. This does not mean that the teams contributing 
to the last challenges are of lesser quality, but only that there are less 
Inria teams.
We do not provide definitions of AI and of subdomains: there is 
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4.1  Generic challenges in artificial 
intelligence
The main generic challenges identified by Inria are as follows: (i) situ-
ated AI; (ii) user-in-the-loop; (iii) openness to other disciplines; (iv) multi-
tasking; (v) validation and certification of AI systems.
 Situated AI 
AI systems must operate in the real world and interact with their envi-
ronment: receive data from sensors, determine the context in which they 
operate, act on the real world; they have to behave autonomously and 
maintain their integrity in various conditions; these challenges imply that 
AI systems must deal with unstructured as well as with semantic data.
 Human-in-the-loop 
AI systems will deal with human users: they must be able to explain 
their behaviour, justify in some way the decisions that they make so that 
human users understand what is going on. If human users are not in 
such a position, there will be no or little trust in the systems, which won’t 
be accepted. Moreover, AI systems need some flexibility and adapta-
tion in order to deal with different users and different expectations. It is 
important to develop interaction mechanisms that support good com-
munication and interoperation between humans and AI systems. Some 
Inria teams work on the collaboration between AI and man-machine 
interfaces, one of the desired features.
 Openness to other disciplines 
An AI will often be integrated in a larger system composed of many 
parts. Openness therefore means that AI scientists and developers will 
have to collaborate with specialists of other disciplines in computer 
science (e.g. modelling, verification & validation, networks, visualisation, 
man-machine interaction, etc.) to compose the wider system, and 
with non-computer scientists that contribute to AI e.g. psychologists, 
biologists (e.g. biomimetics), mathematicians, etc. A second aspect is 
the impact of AI systems on several facets of our life, our economy, 
and our society: collaboration with specialists from other domains (it 
would be too long to mention them, e.g. economists, environmentalists, 
biologists, lawyers, etc.) becomes mandatory.
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 Multitasking 
Many AI systems are good at one thing but show little competence 
outside their focus domain; but real-life systems, such as robots must be 
able to undertake several actions in parallel, such as memorising facts, 
learning new concepts, acting on the real world and interacting with 
humans. 
 Validation and certification 
A mandatory component in mission-critical systems, certification of 
AI systems, or their validation by appropriate means, is a real challenge 
especially if these systems fulfil the previous expectations (adaptation, 
multitasking, user-in-the-loop): verification, validation and certification of 
classical (i.e. non-AI) systems is already a difficult task – even if there 
are already exploitable technologies, some being developed by Inria 
project-teams – but applying these tools to complex AI systems is an 
overwhelming undertaking which must be approached if we want to put 
these systems in use in environments such as aircrafts, nuclear power 
plants, hospitals etc.
 Other generic challenges 
In addition to the previous challenges, the following desired properties 
for AI systems should trigger new research activities beyond the current 
ones: some are extremely demanding and cannot be addressed in the 
near term but nevertheless are worth considering. 
Giving norms and values to AIs goes far beyond current science and 
technologies: for example, should a robot going to buy milk for his owner 
stop on his way to help a person whose life is in danger? Could a power-
ful AI technology be used for artificial terrorists? Current AI research is far 
from being able to address these demands. 
The need for privacy is particularly relevant for AIs that are confronted 
with personal data, such as intelligent assistants/companions or data 
mining systems. This need is valid for non-AI systems too, but the speci-
ficity of AI is that new knowledge will be derived from private data and 
possibly made public if not restricted by technical means. 
Scaling up: AI systems must be able to handle vast quantities of data 
and of situations. We have seen deep learning algorithms absorbing mil-
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lions of data points (signal, images, video etc.) and large-scale reasoning 
systems such as IBM’s Watson making use of encyclopaedic knowledge; 
however, the general question of scaling up for the many V’s (variety, 
volume, velocity, vocabularies, …) still remains. 
 Applications of AI 
This is not really a challenge for AI, but it is important to emphasise 
that AI systems contribute to address societal issues: in environment 
and energy, in health and ambient assisted living, for transportation and 
smart cities, for business, etc. AI applications cover the whole spectrum 
of human activities. They can be beneficial to mankind and to economy, 
but they can also become threats if uncontrolled, see section 3.
4.2  Generic challenges in machine learning
Machine learning algorithms and systems made a steep progress 
in the recent years due to the availability of large volumes of data and 
of high performance computing, together with interesting progress in 
optimisation. A very powerful feature of deep learning is its capacity to 
learn the descriptors while clustering the data. However, there remain 
several limitations and challenges that we have grouped as follows: 
i) data sources; ii) symbolic vs. continuous representations; iii) continu-
ous and never-ending learning; iv) learning under constraints; v) compu-
ting architectures; vi) unsupervised learning; vii) human-in-the-learning-
loop, explanations.
 Data sources 
The challenges are to learn from heterogeneous data, available 
through multiple channels; to deal with uncertain information; to identify 
and process rare events beyond the purely statistic approaches; to work 
with knowledge sources as well as data sources, integrating models and 
ontologies in the learning process; and finally to obtain good learning 
performance with little data, in cases where big data sources are not 
common.
ORPAILLEUR is a project-team at Inria Nancy-Grand Est and Loria since 
the beginning of 2008. It is a rather large and special team as it includes 
computer scientists, but also a biologist, chemists, and a physician. 
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Life sciences, chemistry, and medicine, are application domains of first 
importance and the team develops working systems for these domains.
Knowledge discovery in databases – hereafter KDD – consists in pro-
cessing a large volume of data in order to discover knowledge units that 
are significant and reusable. Assimilating knowledge units to gold nug-
gets, and databases to lands or rivers to be explored, the KDD process 
can be likened to the process of searching for gold. This explains the 
name of the research team: “Orpailleur”means gold digger in French. 
Moreover, the KDD process is iterative, interactive, and generally con-
trolled by an expert of the data domain, called the analyst. The analyst 
selects and interprets a subset of the extracted units for obtaining know-
ledge units having a certain plausibility. Like a person searching for gold 
and having a certain knowledge of the task and of the location, the ana-
lyst may use his/her own knowledge but also knowledge on the domain 
of data for improving the KDD process.
A way for the KDD process to take advantage of domain knowledge is 
to be in connection with ontologies relative to the domain of data, for 
ma king a step towards the notion of knowledge discovery guided by 
domain knowledge or KDDK. In the KDDK process, the extracted know-
ledge units have still «a life» after the interpretation step: they are repre-
sented using a knowledge representation formalism to be integrated 
within an ontology and reused for problem-solving needs. In this way, 
knowledge discovery is used for extending and updating existing onto-
logies, showing that knowledge discovery and knowledge representa-
tion are complementary tasks and reifying the notion of KDDK.
 Symbolic vs. continuous representations 
Continuous representations allow machine-learning algorithms to 
approximate complex functions, while symbolic representations are 
used to learn rules and symbolic models. The main recent progresses 
have been for continuous representations; they leave reasoning away. 
One desired feature is to embed reasoning into continuous representa-
tions, that is, to find ways to make inferences on numeric data; on the 
other hand, in order to benefit from the power of deep learning, defining 
continuous representations of symbolic data can be quite useful, as has 
been done e.g. for text with word2vec and text2vec representations.
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LINKMEDIA focuses on machine interpretation of professional and 
social multimedia content across all modalities. In this framework, arti-
ficial intelligence relies on the design of content models and associated 
learning algorithms to retrieve, describe and interpret messages edited 
for humans. Aiming at multimedia analytics, LINKMEDIA develops 
machine-learning algorithms primarily based on statistical and neural 
models to extract structure, knowledge, entities or facts from multime-
dia documents and collections. Multimodality and cross-modality to rec-
oncile symbolic representations (e.g., words in a text or concepts) with 
continuous observations (e.g., continuous image or signal descriptors) 
is one of the key challenges for LINKMEDIA, where neural networks 
embedding appears as a promising research direction. Hoax detection 
in social networks combining image processing and natural language 
processing, hyperlinking in video collections simultaneously leveraging 
spoken and visual content, interactive news analytics based on con-
tent-based proximity graphs are among key subjects that the team 
addresses.
 
“User-in-the-loop” analytics, where artificial intelligence is at the service 
of a user, is also central to the team and raises challenges for humanly 
supervised machine-based multimedia content interpretation: humans 
need to understand machine-based decisions and to assess their reliabil-
ity, two difficult issues with today’s data-driven approaches; knowledge 
and machine learning are strongly entangled in this scenario, requiring 
mechanisms for human experts to inject knowledge into data interpreta-
tion algorithms; malicious users will inevitably temper with data to bias 
machine-based interpretations in their favour, a situation that current 
adversarial machine learning can poorly handle; last but not least, evalu-
ation shifts from objective measures on annotated data to user-centric 
design paradigms that are difficult to cast into objective functions to opti-
mise.
 Continuous and never-ending learning 
Some AI systems are expected to be resilient, that is, to be able to 
operate on a 24/7 basis without interruptions. Interesting developments 
have been made for lifelong learning systems that will continuously 
learn new knowledge while they operate. The challenges are to operate 
online in real time and to be able to revise existing beliefs learned from 
previous cases, in a self-supervised way. Bootstrapping is an option for 
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such systems, where elementary knowledge learned in the first stages 
of operation is used to direct future learning tasks, such as in the NELL 
(never-ending language learning) system developed at Carnegie-Mellon 
University (http://rtw.ml.cmu.edu/rtw/).
 Learning under constraints 
Privacy is certainly the most important constraint that must be taken 
into account. The field of machine learning recently recognised the need 
to maintain privacy while learning from records about individuals; a 
theory of machine learning respectful of privacy is being developed 
by researchers such as Michael Jordan (http://arxiv.org/abs/1210.2085). 
In Inria, several teams work on privacy: especially ORPAILLEUR (see 
above) in machine learning, but also teams from other domains such 
as PRIVATICS (algorithmics of privacy) and SMIS (privacy in databases). 
More generally speaking, machine learning might have to cope with 
other external constraints such as decentralised data or energy limita-
tions. Research on the wider problem of machine learning with external 
constraints is needed. 
MAGNET
Machine learning, in one of its dimensions, is to identify regularities, 
patterns, in the data and represent them in a model. The concept of 
model is diverse: statistical, probabilistic or formal as a finite state 
machine etc. The purpose of learning is to then use this model to predict 
the values associated with new data. The approach differs in this from 
the attempt to reason, to represent and process knowledge, other 
conventional paradigms of AI. 
In a traditional mathematical formalisation, however, the goal of machine 
learning is how to well approximate an unknown function that takes as 
input data representing the description of an object or an entity, and 
produces a result as a discrete or continuous value. This is for example 
to assign a positive, negative or neutral value to the representation of 
a short text in order to analyse sentiments in tweets or estimate the 
interest of a person for a new movie. Finding this function, these pat-
terns require enough data. The more complex is the model, e.g. based 
on dependency relationships between data, the more difficult the task 
becomes. This is also the case when the function to learn does not cal-
culate a scalar value but a whole structure such as a parsing tree of a 
sentence. MAGNET is particularly interested in the challenge of taking 
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into account structural relationships in the data, whether as input when 
the data set is shown in graph form, or whatsoever when it comes to 
predicting complex structure.
What was not possible twenty years ago becomes practical today. 
Machine learning observed spectacular improvements with the 
explosion of both computing power and massive data collection. 
However, what became possible with the abundance of data providing 
sufficient statistics to estimate complex functions raises issues of 
scalability and efficiency of algorithms. These fundamental questions 
are what the MAGNET team aims to address. A representation in graph 
form, whether given or adaptively calculated for a given task, allows 
explaining and operating an approximation of these dependencies. The 
issue of these dependencies is also very relevant in the case of language 
processing, for example when solving the co-reference problem, when 
trying to identify if two parts of a text refer to the same entity or the 
same person.
The challenges ahead are posed by new constraints: massive data is 
distributed, systems are decentralised. A challenge lies in the ability 
to exploit this massive data not anymore in terms of centralisation but 
instead as a set of autonomous and customised learning. The personal 
and private nature of the data adds an additional constraint limiting com-
munication. Energy constraints obviously appear. Learning under such 
constraints in a data and processing network is a fundamental challenge 
and an alternative to the hyper centralisation observed today.
 Computing Architectures 
Modern machine learning (ML) systems need high performance com-
puting and data storage in order to scale up with the size of data and with 
problem dimensions; algorithms will run on GPUs and other powerful 
architectures, data and processes must be distributed over many pro-
cessors. New research must address how ML algorithms and problem 
formulations can be improved to make best usage of these computing 
architectures.
SIERRA addresses primarily machine learning problems, with the main 
goal of making the link between theory and algorithms, and between 
algorithms and high-impact applications in various engineering and scien-
tific fields, in particular computer vision, bioinformatics, audio processing, 
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text processing and neuro-imaging. Recent achievements include theo-
retical and algorithmic work for large-scale convex optimisation, leading 
to algorithms that make few passes on the data while still achieving 
optimal predictive performance in a wide variety of supervised learning 
situations. Challenges for the future include the development of new 
methods for unsupervised learning and the design of learning algorithms 
for parallel and distributed computing architectures.
 Unsupervised learning 
Most remarkable results obtained with ML are based on supervised 
learning, that is, learning from examples where the expected output is 
given together with the input data. This implies prior labelling of data 
with the corresponding expected outputs and can be quite demanding 
for large-scale data. Amazon’s Mechanical Turk (www.mturk.com) is an 
example of how corporations mobilise human resources for annotating 
data. But the vast majority of data exists without an expected output (i.e. 
without a desired annotation or a class name). Unsupervised learning 
algorithms should be developed in order to deal with this vast amount 
of unlabelled data; in some cases a small amount of supervision can be 
exploited so as to guide the unsupervised algorithm. 
SEQUEL means “Sequential Learning”. As such, SEQUEL focuses on 
the task of learning in artificial systems (either hardware, or software) 
that gather information along time. Such systems are named (learning) 
agents (or learning machines) in the following. These data may be used 
to estimate some parameters of a model, which in turn, may be used for 
selecting actions in order to perform some long-term optimisation task.
The acquired data may result from an observation process of an agent in 
interaction with its environment (the data thus represent a perception). 
This is the case when the agent makes decisions (in order to attain a 
certain objective) that impact the environment, and thus the observation 
process itself.
Hence, in SEQUEL, the term sequential refers to two aspects:
    -   the sequential acquisition of data, from which a model is learned 
(supervised and non supervised learning),
    -   the sequential decision making task, based on the learned model 
(reinforcement learning).
Examples of sequential learning problems include supervised learning, 
unsupervised learning, reinforcement learning. In all these cases, they 
27
4.2_Generic challenges in machine learning
mostly assume that the process can be considered stationary for at least 
a certain amount of time, and slowly evolving.
They wish to have any-time algorithms, that is, at any moment, a 
prediction may be required/an action may be selected making full use, 
and hopefully, the best use, of the experience already gathered by the 
learning agent.
The perception of the environment by the learning agent (using its 
sensors) is generally neither the best one to make a prediction, nor to 
take a decision (they deal with a Partially Observable Markov Decision 
Problem). So, the perception has to be mapped in some way to a better, 
and relevant, state (or input) space.
Finally, an important issue of prediction regards its evaluation: how 
wrong may they be when they perform a prediction? For real systems to 
be controlled, this issue can not be simply left unanswered.
To sum-up, in SEQUEL, the main issues regard:
•  the learning of a model: we focus on models that map some input 
space RP to R,
• the observation to state mapping,
•  the choice of the action to perform (in the case of a sequential 
decision problem),
• the performance guarantees,
• the implementation of usable algorithms,
all that being understood in a sequential framework.
Main applications are related to recommandation systems, and also pre-
diction, supervised learning and clustering. Various methods are used, 
ranging from kernel methods to deep learning; non parametric methods 
are often favoured in SEQUEL's works. 
 Human-in-the-learning-loop, explanations 
The challenges are on the seamless cooperation of ML algorithms 
and users for improving the learning process; in order to do so, 
machine-learning systems must be able to show their progress in a 
form understandable to humans. Moreover, it should be possible for 
the human user to obtain explanations from the system on any result 
obtained. These explanations would be produced during the system’s 
progression and could be linked to input data or to intermediate rep-
resentations; they could also indicate confidence levels as appropriate. 
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LACODAM
Data science techniques have already shown a tremendous potential. 
However, they require combining a strong expertise both about the data 
at hand and the techniques to extract knowledge from data. Only few 
highly skilled experts have such expertise.
A promising way of research is thus to automate (part of) the data science 
process and make it accessible to a wider range of users.
Pioneering work in this direction has been undertaken with the “Data 
Science Machine” project of the MIT1, which automates the delicate 
feature engineering process, in order to find the most relevant fea-
tures in thousands of potential features, and exploits these to perform 
machine learning tasks. Another approach of interest is the “Automatic 
Statistician” from Cambridge University2, which discovers complex 
regressions by exploring a search space of combinations of simple 
regression kernels, and produces natural language reports.
Both approaches are devices for supervised tasks: they have readily 
access to evaluation measures that allow them to automatically score 
their performance and improve it. The recent LACODAM team is inter-
ested in providing automation for more exploratory endeavours of data 
science, where the goal is to discover “interesting” knowledge from 
data, with prior information on the notion of interest. First, this requires 
using different methods than those mentioned before, such as pattern 
mining or clustering. Second, this requires keeping the user in the loop 
as only the user knows what he/she is interested in. An open problem is 
to find the best method for co-exploring the data by the system and the 
user. The solution will certainly require the collaboration of many different 
fields: not only data mining and machine learning, but also artificial intel-
ligence, visualisation and human computer interfaces.
1 James Max Kanter, Kalyan Veeramachaneni: Deep feature synthesis: Towards automating data 
science endeavors. DSAA 2015: 1-10
2 David K. Duvenaud, James Robert Lloyd, Roger B. Grosse, Joshua B. Tenenbaum, Zoubin 
Ghahramani: Structure Discovery in Nonparametric Regression through Compositional Kernel Search. 
ICML (3) 2013: 1166-1174
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 Transfer learning 
Transfer learning is useful when there is little data available for 
learning a task. It means using for a new task what has been learned 
from another task for which more data is available. It is a rather old idea 
(1993) but the results are modest because its implementation is difficult: 
it implies to conceptualise what the system has learned in the first place, 
but there is no general solution to this problem (what to conceptualise, 
how, how to re-use? ...).
Another approach for transfer learning is the procedure known as 
“shaping”: learning a simple task, then gradually complicate the task, up 
to the target task. There are examples of such processes in the literature, 
but no general theory.
 Machine learning and decision support: feedback, causal models,  
 representations 
There exists an «irrational exuberance» about the big data era. This 
exuberance and the high level of (entrepreneurs, journalists, politicians) 
expectations might backfire and expose the scientific community to 
some big data winter, in the likeness of the AI winter.
TAO
I.  Computer science tackling the underspecified:  
programming by feedback
Desirable functionalities will be increasingly complex and hard to specify 
as computational agents are expected to behave well in an open world: 
not only the targeted environments but also the performance indicators 
are partially unknown at design time. Additionally, the user doesn’t want 
to read the manual. To face this challenge, the TAO team’s approach will 
rely on two core enabling technologies, machine learning -- modelling the 
user’s intent based on his feedback, and Optimisation -- exploiting this 
model to select an informative behaviour to display while minimising the 
expected time-to-solution.
Human-centred approaches raise the communication issue, displaying 
learned models in order to get an expert’s feedback and making sense 
of tit to fuel the learning and interaction process. Two main ways will be 
considered, based on visualisation on one hand, and on establishing uni-
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fied representations (e.g. between manually defined ontologies and hier-
archical concept distributions - related to direction III, …), on the other.
II. Machine learning for decision making
A main usage of big data is to provide models in order to support deci-
sion-making. The point is that only causal models can support decisions: 
correlation-based models cannot. Example: children’s marks are cor-
related with the presence of books in their home. But sending books 
in every household will not improve children’s marks, everything else 
being equal.
Significant work has been done to formalise causality in terms of a 
machine learning problem: given a few hundreds of ML problems for 
which the causality status is known, the point is to learn the causality 
status. Extensions (in the multi-variate case and for temporal data) will 
be considered.  
III. Changes of representation / deep learning
A lesson of the deep learning field is that the amount of data can make 
up for efficient representations of complex domains, e.g. in computer 
vision or natural language processing. New domains, e.g. in reinforce-
ment learning, are under exploration; current research has barely 
scratched the surface. 
Several research avenues will be considered:
   • the optimisation algorithmic is at the crossroads of efficient optimisa-
tion (complying with information geometry and second order information 
about the optimisation landscape) and tractable algorithms (required to 
deal with embarrassingly large-dimensional models);
   • the use of priors, e.g. about invariance operators in the problem 
domain, must be handled at various levels (initialisation; pre-processing 
modules in the line of spatial alignment in order to replace convolutional 
architectures) to tame the model complexity;
    • the existence of related data distributions, in the line of transfer 
learning and domain adaptation, will be leveraged to build a unified repre-
sentation (e.g. coming across the reality gap between in-situ and in-silico 
data in robotics).
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4.3  Generic challenges in signal analysis: 
vision, speech
Signal analysis, in particular concerning vision and speech, benefited 
from recent progress in AI techniques. Deep learning systems won many 
challenges in vision and pattern recognition, the MobilEye vision system 
empowers Tesla cars’ self-driving abilities, while voice-guided assistants 
such as Siri, Cortana, or Amazon Echo are put in use every day by mil-
lions of users. 
The challenges in signal analysis for vision are: (i) scaling up; (ii) from 
still images to video; (iii) multi-modality; (iv) introduction of a priori know-
ledge.
THOTH
The quantity of digital images and videos available on-line 
continues to grow at a phenomenal speed: home users put their 
movies on YouTube and their images on Flickr; journalists and scien-
tists set up web pages to disseminate news and research results; and 
audio-visual archives from TV broadcasts are opening to the public. In 
2018, it is expected that nearly 80% of the Internet traffic will be due to 
videos, and that it would take an individual over 5 million years to watch 
the amount of video that will cross global IP networks each month by 
then. Thus, there is a pressing and in fact increasing demand to annotate 
and index this visual content for home and professional users alike. The 
available text and audio metadata is typically not sufficient by itself for 
answering most queries, and visual data must come into play. On the 
other hand, it is not imaginable to learn the models of visual content 
required to answer these queries by manually and precisely annotating 
every relevant concept, object, scene, or action category in a represen-
tative sample of everyday conditions – if only because it may be difficult, 
or even impossible to decide a priori what are the relevant categories and 
the proper granularity level.
The main idea of the THOTH project-team proposal is to develop a 
new framework for learning the structure and parameters of visual 
models by actively exploring large digital image and video sources 
(off-line archives as well as growing on-line content, with hundreds 
of thousands of images), and exploiting the weak supervisory signal 
provided by the accompanying metadata. This huge volume of visual 
training data will allow us to learn complex non-linear models with a 
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large number of parameters, such as deep convolutional networks and 
higher-order graphical models.
The main goal of THOTH is to automatically explore large collections of 
data, select the relevant information, and learn the structure and para-
meters of visual models. There are three main challenges: (i) designing 
and learning structured models capable of representing complex visual 
information; (ii) on-line joint learning of visual models from textual anno-
tation, sound, image and video; and (iii) large-scale learning and optimi-
sation. Another important focus is (iv) data collection and evaluation.
 Scaling up 
Modern vision systems must be able to deal with high volume and 
high frequency data: for example, surveillance systems in public places, 
robots moving in unknown environments, web search engines in images 
have to process huge quantities of data. Vision systems must not only 
process these data at high speed, but need to reach high levels of 
precision in order to free operators from checking the results and post-
processing. Even precision rates of 99.9% for image classification on 
mission-critical operations are not enough when processing millions of 
images, as the remaining 0.1% will need hours of human processing.
 
 From still images to video 
Object recognition in images still is a challenge in the general sense, 
even though very promising results are available; activity recognition in 
videos and more generally scene understanding is a growing domain 
which triggers new research, as presented below for the STARS project-
team: 
STARS
Many advanced studies have been done in signal analysis and in partic-
ular in scene understanding during these last few years. Scene under-
standing is the process, often real time, of perceiving, analysing and 
elaborating an interpretation of a 3D dynamic scene observed through a 
network of sensors (e.g. video cameras). This process consists mainly in 
matching signal information coming from sensors observing the scene 
with models which humans are using to understand the scene. Based 
on that, scene understanding is both adding and extracting semantics 
from the sensor data characterising a scene. This scene can contain a 
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number of physical objects of various types (e.g. people, vehicle) inter-
acting with each other or with their environment (e.g. equipment), 
more or less structured. The phenomenon to be understood can last few 
instants (e.g. the fall of a person) or even several months (e.g. the depres-
sion of a person), can be limited to a laboratory slide observed through 
a microscope or go beyond the size of a city. Sensors include usually 
cameras (e.g. omni-directional, infrared, depth), but also may include 
microphones and other sensors (e.g. optical cells, contact sensors, physio-
logical sensors, accelerometers, radars, smoke detectors, smart phones).
Figure 5: activity recognition in a hospital - © Inria / Photo H. Raguet
Scene understanding is influenced by cognitive vision and it requires 
at least the melding of three areas: computer vision, cognition and 
software engineering. Scene understanding can achieve five levels of 
generic computer vision functionality of detection, localisation, tracking, 
recognition and understanding. But scene understanding systems go 
beyond the detection of visual features such as corners, edges and mov-
ing regions to extract information related to the physical world which is 
meaningful for human operators. Its requirement is also to achieve more 
robust, resilient, adaptable computer vision functionalities by endowing 
them with a cognitive faculty: the ability to learn, adapt, weigh alternative 
solutions, and develop new strategies for analysis and interpretation. 
Concerning scene understanding, the STARS team has developed orig-
inal automated systems to understand human behaviours in a large vari-
ety of environments for different applications: 
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•  in metro stations, in streets and aboard trains: fighting, abandoned 
luggage, graffiti, fraud, crowd behaviour,
•  on airport aprons: aircraft arrival, aircraft refuelling, luggage loading/
unloading, marshalling,
•  in bank agencies: bank robbery, access control in buildings, using 
ATM machines,
•  homecare applications for monitoring older persons’ activities or 
problems: cooking, sleeping, preparing coffee, watching TV, preparing 
pill box, falling, 
•  smart home, office behaviour monitoring for ambient intelligence: 
reading, drinking, 
•  supermarket monitoring for business intelligence: stopping, queuing, 
picking up objects,
• biological applications: wasp monitoring, etc.
To build these systems, the STARS team has designed novel technolo-
gies for the recognition of human activities using in particular 2D or 3D 
video cameras. More specifically, they have combined 3 categories of 
algorithms to recognise human activities:
• Recognition engines using hand-crafted ontologies based on rules 
modelling expert knowledge. These activity recognition engines are eas-
ily extendable and allow later integration of additional sensor information 
when available [König 2015].
• Supervised learning methods based on positive/negative samples 
representative of the targeted activities which have to be specified by 
users. These methods are usually based on Bag-of-Words computing a 
large variety of spatio-temporal descriptors [Bilinski 2015].
• Unsupervised (fully automated) learning methods based on clustering 
of frequent activity patterns on large datasets which can generate/
discover new activity models [Negin 2015].
- A. König, C. Crispim, A. Covella, F. Bremond, A. Derreumaux, G. Bensadoum, R. David, 
F. Verhey, P. Aalten and P.H. Robert. Ecological Assessment of Autonomy in Instrumental 
Activities of Daily Living in Dementia Patients by the means of an Automatic Video Monitoring 
System, Frontiers in Aging Neuroscience - open access publication - http://dx.doi.org/10.3389/
fnagi.2015.00098, 02 June 2015.
- P. Bilinski and F. Bremond. Video Covariance Matrix Logarithm for Human Action Recognition 
in Videos. The International Joint Conference on Artificial Intelligence, IJCAI 2015, Buenos Aires, 
Argentina from July 25th to July 31st, 2015.
- F. Negin, S. Cosar, M. Koperski, and F. Bremond. Generating Unsupervised Models for 
Online Long-Term Daily Living Activity Recognition. The 3rd IAPR Asian Conference on Pattern 
Recognition, ACPR2015, Kuala Lumpur, Malaysia, 4-6 November, 2015.
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 Multi-modality 
Understanding visual data can be improved by different means: on 
the web, metadata provided with images and videos can be used to filter 
out several hypotheses, and to guide the system towards the recognition 
of specific objects, events, situations. Another option is to use multimo-
dality, that is, signals coming from various channels e.g. infrared, laser, 
magnetic data etc. It is also desirable to use a combination of auditory 
and visual signals (images or video) if available. For example, a challenge 
was proposed by ANR (Agence Nationale de la Recherche) and DGA 
(Direction Générale de l'Armenent) in 2010 (http://www.defi-repere.fr/), 
devoted to multimodal identification of persons in news programs, using 
the image in which people were visible, pop-up texts in which the names 
of persons appeared, the soundtrack in which the voice of the speakers 
was recognisable, and the content of the speech signal in which the 
names of the people could be heard.
The research agenda of the PERCEPTION group is the investigation 
and implementation of computational models for mapping images and 
sounds onto meaning and actions. PERCEPTION team members address 
these challenging topics with an interdisciplinary approach that spans the 
following disciplines: computer vision, auditory signal processing and 
scene analysis, machine learning, and robotics. In particular, they develop 
methods for the representation and recognition of visual and auditory 
objects and events, audio-visual fusion, recognition of human actions, 
gestures and speech, spatial hearing, and human-robot interaction.
Research topics:
• computer vision: spatio-temporal representation of 2D and 3D visual 
information, action and gesture recognition, 3D sensors, binocular vision, 
multiple-camera systems,
• auditory scene analysis: binocular hearing, sound source localisation 
and separation, speech communication, sound-event classification,
• machine learning: mixture models, linear and non-linear dimension 
reduction, manifold learning, graphical models,
• robotics: robot vision, robot hearing, human robot interaction, data 
fusion.
WILLOW addresses fundamental computer vision problems such as 
three-dimensional perception, computational photography, and image 
and video understanding. It investigates new models of image content 
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(what makes a good visual vocabulary?) and of the interpretation process 
(what is a good recognition architecture?). Recent achievements include 
theoretical work on the geometric foundations of computer vision, new 
advances in image restoration tasks such as deblurring, denoising, 
or upsampling, and weakly supervised methods for the temporal 
localisation of actions in videos. WILLOW members collaborate closely 
with the SIERRA and THOTH teams at Inria, and researchers at places 
such as Carnegie-Mellon University, UC Berkeley, or Facebook AI 
Research, in efforts that reflect the strong synergy between machine 
learning and computer vision, with new opportunities in domains 
ranging from archaeology to robotics emerging as well. Challenges for 
the future include the development of minimally supervised models of 
visual recognition in large-scale image and video datasets using available 
metadata in the form of text or speech for example.
 Introduction of a priori knowledge 
Another option for improving vision applications is to introduce a 
priori knowledge in the recognition engine. The example below, taken 
from the ASCLEPIOS project-team, consists in adding information about 
the anatomy and pathology of a patient for better analysis of biomedical 
images; in other domains, contextual information, information about a 
situation, about a task, localisation data, etc. can be used for disambi-
guating candidate interpretations. However, the question of how to 
provide this a priori knowledge is not solved in the general case: specific 
methods and specific knowledge representations must be established for 
dealing with a target application in vision understanding.
The ASCLEPIOS project-team has three main objectives:
• analysis of biomedical images with advanced geometrical, statistical, 
physical and functional models,
• simulation of physiological systems with computational models built 
from biomedical images and other signals,
• application of previous tools to medicine and biology to assist pre-
vention, diagnosis and therapy.
Focus on medical image analysis: the quality of biomedical images 
tends to improve constantly (better spatial and temporal resolution, 
better signal to noise ratio). Not only the images are multidimensional 
(3 spatial coordinates and possibly one temporal dimension), but also 
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medical protocols tend to include multi-sequence (or multi-parametric) 
and multi-modal images for each single patient. Despite remarkable 
efforts and advances during the past twenty years, the central problems 
of segmentation and registration have not been solved in the general 
case. It is our objective in the short term to work on specific versions 
of these problems, taking into account as much a priori information as 
possible on the underlying anatomy and pathology at hand. It is also our 
objective to include more knowledge on the physics of image acquisition 
and observed tissues, as well as on the biological processes involved.
Figure 6: Biophysical modelling based on medical image analysis - © Inria / Photo H. Raguet
The other research themes of the ASCLEPIOS project are biological 
image analysis, computational anatomy, and computational physiology.
The challenges in signal analysis for speech and sound have a lot in 
common with the previous list: scaling up, multimodality, introduction 
of prior knowledge are relevant for audio applications too. The target 
applications are speaker identification, speech understanding, dialogue 
– including for robots – and automatic translation in real time. In the case 
of audio signals, it is also mandatory to develop or to have access to high 
volume data for machine learning. Online incremental learning might be 
needed for real time speech processing.
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MULTISPEECH is a joint research team between the University of 
Lorraine, Inria, and CNRS. It is part of department D4 “Natural language 
and knowledge processing” of Loria. Besides vision, audition is an 
essential modality that carries invaluable information for human-machine 
interaction (speech understanding, speaker and emotion recognition) and 
environment perception (sound event informing about activities, danger, 
etc.). Deep learning techno logy has become the state of the art and 
fuelled the dissemination of close-microphone voice interfaces in the last 
5 years. Several challenges remain, including the use of distant micro-
phones corrupted by reverberation and acoustic noise, the exploitation 
of huge amounts of unlabeled speech and audio data, the robustness 
to speaker and sound event varia bilities, the exploitation of contextual 
information, and robust integration with other sensing modalities.
The MULTISPEECH team is currently investigating these challenges 
by developing tailored deep learning architectures for diverse 
subproblems, combining them into larger systems, and seeking to 
estimate and propa gate the confidence from one system to another. 
Besides voice interfaces, the applications of this technology include 
monitoring devices for assisted living or smart cities, among others.
4.4  Generic challenges in knowledge 
representation and semantic web
From Tim Berners-Lee’s initial definition, “the semantic web is an 
extension of the current web in which information is given well-defined 
meaning, better enabling computers and people to work in cooperation”. 
The semantic tower builds upon URIs and XML, through RDF schemas 
representing data triplets, up to ontologies allowing reasoning and logi-
cal processing. Inria teams involved in knowledge representation, rea-
soning and processing address the following challenges in different man-
ners: (i) dealing with large volumes of information from heterogeneous 
distributed sources; (ii) building bridges between massive data stored 
in data bases using semantic technologies; (iii) developing semantically 
based applications on top of these technologies.
 Dealing with large volumes of information from heterogeneous  
 distributed sources 
With the ubiquity of the Internet we are now faced with the opportu-
nity and challenge of moving from local artificial intelligent systems to 
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massively distributed artificial intelligences and societies. Designing and 
running reliable and efficient systems combining linked data from dis-
tant sources through workflows of distributed services remains an open 
problem. The data quality and their processes traceability, the precision 
of their extraction and capture, the correctness of their alignment and 
integration, the availability and quality of shared models (ontologies, 
vocabularies) to represent, exchange and reason on them, etc. all these 
aspects need to be addressed on a large scale and continuously.
The focal point of EXMO is the heterogeneity of knowledge and its 
repre sentation. The opportunity brought by the web to share knowledge 
at a wide scale has made this concern critical. EXMO has developed 
extensive work on ontology matching in the context of the semantic 
web. Ontology matching consists of finding related elements in hetero-
geneous ontologies and expressing this as alignments.
The EXMO team has designed alignment languages together with 
their formal semantics and software support (the Alignment API). It has 
developed ontology matchers based on similarity measures or context. 
Finally, the team has been at the origin of the yearly Ontology Alignment 
Evaluation Initiative campaigns, which evaluates ontology matchers. 
More recent work has concerned data interlinking, i.e., matching data 
instead of ontologies, with the notion of link keys.
Another concern is the evolution of knowledge. EXMO has con-
tributed to the revision of networks of ontologies. However, in order to 
achieve seamless knowledge evolution, future work will adapt experi-
mental cultural evolution techniques to knowledge representation.
A second aspect is underlined by the Web which not only provides a 
universal application framework for the Internet but also a hybrid space 
where humans and software agents can interact on large scales and 
form mixed communities. Millions of users and artificial agents now 
interact daily in online applications resulting in very complex systems to 
be studied and designed. We need models and algorithms that generate 
justifications and explanations and accept feedbacks to support interac-
tions with very different users. We need to consider complex systems 
including the users as an intelligent component that will interact with 
other components (e.g. artificial intelligence in interfaces, natural 
language interaction), participate to the process (e.g. human computing, 
crowdsourcing, social machines) and may be augmented by the system 
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(intelligence amplification, cognitive augmentation, augmented intelli-
gence, extended mind and distributed cognition).
WIMMICS
Web applications (e.g. Wikipedia) provide virtual spaces where persons 
and software interact in mixed communities exchanging and using for-
mal knowledge (e.g. ontologies, knowledge bases) and informal content 
(e.g. texts, posts, tags). 
The WIMMICS team studies models and methods to bridge formal 
semantics and social semantics on the web. It follows a multidisciplinary 
approach to analyse and model these spaces, their communities of users 
and their interactions. It also provides algorithms to compute these 
models from traces on the web including, knowledge extraction from 
text, semantic social network analysis, argumentation theory. 
In order to formalise and reason on these models, the WIMMICS team 
then proposes languages and algorithms relying on and extending graph-
based knowledge approaches for the semantic web and linked data on 
the web - e.g. graph models of the Resource Description Framework 
(RDF). Together, these contributions provide analysis tools and indicators, 
and support new functionalities and management tasks in epistemic 
communities. 
These research results are integrated, evaluated and transferred through 
generic software (e.g. semantic web factory CORESE) and dedicated 
applications (e.g. the search engines DiscoveryHub and QAKIS).
Figure 7: Without semantics, Russia appears closer to Pakistan than to Ukraine. 
From the paper «Why the Data Train Needs Semantic Rails» by Janowicz et al.,  
AI Magazine, 2015.
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 Building bridges between massive data stored in data bases  
 using semantic technologies 
The semantic web addresses the massive integration of very different 
data sources (e.g. sensors of smart cities, biological knowledge extracted 
from scientific articles, event descriptions on social networks) and using 
very different vocabularies (e.g. relational schemas, lightweight thesauri, 
formal ontologies) in very different types of reasoning (e.g. decision 
making by logical derivation, enrichment by induction, analysis through 
mining, etc.). On the web, the initial graph of linked pages has been 
joined by a growing number of other graphs and is now mixed with 
sociograms capturing the social network structure, workflows specifying 
the decision paths to be followed, browsing logs capturing the trails of 
our navigation, service compositions specifying distributed processing, 
open data linking distant datasets, etc. Moreover, these graphs are not 
available in a single central repository but distributed over many different 
sources and some sub-graphs are public (e.g. dbpedia http://dbpedia.org) 
while others are private (e.g. corporate data). Some sub-graphs are small 
and local (e.g. a user’s profile on a device), some are huge and hosted on 
clusters (e.g. Wikipedia), some are largely stable (e.g. thesaurus of Latin), 
some change several times per second (e.g. social network statuses), etc. 
Each type of network of the web is not an isolated island, they interact 
with each other: the social networks influence the message flows, their 
subjects and types, the semantic links between terms interact with the 
links between sites and vice-versa, etc. There is a huge challenge not only 
in finding means to represent and analyse each kind of graphs, but also 
means to combine them and combine their processing.
CEDAR 
Making sense of “big data’’ requires interpreting it through the prism 
of knowledge about the data content, organisation, and meaning. 
Moreover, domain knowledge is often the language closest to the 
users, be they specialised domain experts or novice end users of a data-
intensive application. Expressive and scalable tools for OBDA (Ontology-
Based Data Access) are thus a key factor in the success of big data 
applications. 
CEDAR works at the interface between knowledge representation for-
malisms (such as some description logics or classes of existential rules) 
and database engines. The team builds highly efficient OBDA tools with 
a particular focus on scaling up to very large databases; this can be 
seen as augmenting database engines with reasoning capabilities, and 
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deploying them in a cloud setting for scale. CEDAR also investigates 
novel ways of interacting with large, complex data and knowledge bases 
such as those referenced in the linked open data cloud (http://lod-cloud.
net). Semantics is also investigated as a means to integrate and make 
sense of heterogeneous, complex content, in repositories of rich, hete-
rogeneous Web data, in particular applied to journalistic fact checking.  
GRAPHIK
Fully exploiting the various data available today requires taking into 
account their semantics, i.e., knowledge. This widely recognised require-
ment gave rise to a novel paradigm, known as Ontology-Based Data 
Access (OBDA), which takes advantage of domain ontologies when 
accessing data. In other words, databases become knowledge bases, 
in which an ontological layer is added on top of data. This added layer 
presents several interests: it allows to infer information not explicitly 
encoded in the data, to adapt the querying vocabulary to specific needs, 
and to access heterogeneous data sources in a uniform way. Over the 
last decade, a significant amount of research has led to a whole range 
of ontological languages offering different expressivity/complexity trade-
offs. However, there is still much to do to obtain scalable systems that 
go beyond basic ontological knowledge. Moreover, work on OBDA 
has built on the assumption that data conform to relational structures, 
whereas increasing volumes of data-sources are not relational, like the 
NOSQL databases that sustain big data analytics. Whether the OBDA 
paradigm can be adapted to non-relational data management systems 
is still an open issue.  
An important feature of knowledge-based techniques is their explanatory 
power, i.e. their potential ability to explain drawn conclusions. Being able 
to explain, justify or argue is a mandatory requirement in many AI appli-
cations in which the users need to understand the results of the system, 
in order to trust and control it. Moreover, it becomes a crucial concern 
with respect to ethical issues as soon as the automated decisions may 
impact human beings. 
The main research domain of GRAPHIK is knowledge representation 
and reasoning. The team is particularly interested in formalisms 
oriented towards data access, like description logics and existential 
rules / Datalog+. The contributions of the team are on both theoretical 
and applied sides. The main issues currently tackled are ontology-based 
data access, with an emphasis on developing suitable formalisms with 
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practically efficient algorithms, as well as reasoning with imperfect infor-
mation, with an emphasis on explaining and justifying conclusions drawn 
from inconsistent or conflicting data sources.
LINKS
The appearance of linked data on the web calls for novel database 
management technologies for linked data collections. The classical chal-
lenges from database research need to be now raised for linked data: 
how to define exact logical queries, how to manage dynamic updates, 
and how to automatise the search for appropriate queries. In contrast 
to mainstream linked open data, the LINKS project focuses on linked 
data collections in various formats, under the assumption that the data is 
correct in most dimensions. The challenges remain difficult due to incom-
plete data, uninformative or heterogeneous schemas, and the remaining 
data errors and ambiguities. They develop algorithms for evaluating and 
optimising logical queries on linked data collections, incremental algo-
rithms that can monitor streams of linked data and manage dynamical 
updates of linked data collections, and symbolic learning algorithms that 
can infer appropriate queries for linked data collections from examples.
Research themes
The team develops algorithms for answering logical querying on hetero-
geneous linked data collections in hybrid formats, distributed program-
ming languages for managing dynamic linked data collections and work-
flows based on queries and mappings, and symbolic machine learning 
algorithms that can link datasets by inferring appropriate queries and 
mappings. 
Their main objectives are structured as follows:
- Querying heterogeneous linked data. They develop new kinds of 
schema mappings for semi-structured datasets in hybrid formats inclu-
ding graph databases, RDF collections, and relational databases. These 
induce recursive queries on linked data collections for which they inves-
tigate evaluation algorithms, static analysis problems, and concrete appli-
cations.
 - Managing dynamic linked data. In order to manage dynamic linked 
data collections and workflows, they develop distributed data-centric 
programming languages with streams and parallelism, based on novel 
algorithms for incremental query answering; they study the propagation 
of updates of dynamic data through schema mappings, and investigate 
static analysis methods for linked data workflows.
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- Linking graphs. Finally, they develop symbolic machine learning algo-
rithms, for inferring queries and mappings between linked data collec-
tions in various graphs formats from annotated examples.
DYLISS
Experimental sciences undergo a data revolution due to the multiplica-
tion of sensors which allow for measuring the evolution of thousands 
of interdependent physical or biological components over time. When 
measurements are precise and various enough, they can be integrated 
in a machine learning framework to elucidate the role and function of 
components in the measured experimental system.
However, in many domains such as molecular biology, chemistry, and 
environment, the measurements are not sufficient to uniquely identify 
the role of each component. In this case, it becomes critical to confront 
the result of data analyses to knowledge corpora with are currently being 
structured through the linked open data initiative combined with seman-
tic web technologies. For instance, there exist currently more than 1,500 
knowledge-repositories about experimental science components stored 
in RDF format. A major challenge is to allow for exploration, sorting and 
mining of pools of candidates for the functions of components in experi-
mental systems. To that end, the DYLISS team aims at developing logi-
cal programming techniques allowing to efficiently combine symbolic 
bi-clustering based of Formal Concept Analysis and semantic web tech-
nologies.
Other project-teams in this domain: TYREX, Grenoble, ZENITH, 
Montpellier.
4.5  Generic challenges in robotics  
and self-driving vehicles
Robotics combines many sciences and technologies, from the “lower 
level” mechanics, mechatronics, electronics, control, to the “upper level” 
of perception, cognition, collaboration and reasoning; in this section, 
even though artificial intelligence in robotics might imply to dig into the 
lower level functions for some processing features, we only deal with the 
upper levels, those which directly relate to the field of AI.
Recent progress made in robotics is impressive. Humanoid robots can 
walk, run, move in known and unknown environments, perform simple 
tasks like grasping objects or manipulating devices; bio-inspired robots 
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are able to mimic behaviours of a wealth of quite diverse living creatures 
(insects, birds, reptiles, rodents …) and use these behaviours for effi-
ciently solving complex problems; Boston Dynamics’ Atlas (http://www.
bostondynamics.com/robot_Atlas.html); biped robot can move efficiently 
in outdoor rough terrain and carry heavy objects, following the same 
company’s four-legged robot BigDog.
On the cognitive side, thanks to the pro-
gresses in speech processing, vision and scene 
understanding from many sensors, and thanks 
to the reasoning capacities implemented, 
robots can play music, welcome visitors in 
shopping malls, converse with children. With 
coordination features among a fleet of robots, 
they are able to play football together – but no 
robot team is yet able to beat a team of low-
skilled humans. Autonomous vehicles are able 
to operate safely over long periods of time, and 
some countries and US states might allow them 
to drive on public roads in the near future, even though a lot of open 
questions – including ethical ones – remain.
The challenges addressed by Inria teams developing research on 
robots and self-driving vehicles are: (i) situation understanding from 
multisensory input; (ii) reasoning under uncertainty, resilience; (iii) com-
bining several approaches for decision making.
 Situation understanding from multisensory input 
For a robot to move in unknown areas, for a self-driving car in traffic, 
for a personal assistance robot such as Toi.Net (see section 1), it is essen-
tial to perceive the environment and to characterise the situation: this is 
done using input from multiple sensors (vision, laser, sound, internet, …, 
road2car data in the case of vehicles). Situations can be simple symbols, 
ontologies, or more sophisticated representations of actors and objects 
present in an environment. A good characterisation of the situation can 
help the robot to make decisions - even in some case to infringe the law 
or a regulation for saving the car’s passengers lives.
The project-team RITS is a multidisciplinary project at Inria, working on 
Robotics for Intelligent Transportation Systems. It seeks in particular to 
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combine the mathematical tools and techniques to design advanced 
intelligent robotics systems for autonomous and sustainable mobility.
Among the scientific topics covered:
• Multi-sensor signal processing (image processing, laser data, GPS 
data, IMU…) and data fusion,
• Advanced perception for environment modelling and understanding
• Vehicle control (acceleration, braking, steering),
• Wireless communications (vehicle-to-vehicle, vehicle-to-infrastructure),
• Large-scale traffic modelling and simulation,
• Control and optimisation of road transport systems,
• Development and deployment of automated vehicles (cyber cars, pri-
vate vehicles,…).
The goal of these studies is to improve road transportation in terms 
of safety, efficiency, and comfort and also to minimise nuisances. The 
technical approach is based on driver’s aids, going all the way to full 
driving automation. The project-team provides to the different teams 
cooperating with it, some important means such as a fleet of a dozen 
computer driven vehicles, various sensors and advanced computing 
facili ties including a simulation tool. 
 
An experimental system based on fully automated vehicles has been 
installed on the Inria grounds at Rocquencourt for demonstration pur-
poses.
Figure 8: RITS self-driving cars - © Inria / Photo H. Raguet 
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 Reasoning under uncertainty, resilience 
Robots are active in the physical world and have to cope with defaults 
of many sorts: network shutdowns, defective sensors, electronic hazards 
etc. Some sensors provide incomplete information or have error margins 
generating uncertainty on the data. However, an autonomous mobile 
robot must perform its operation continuously without any human inter-
vention, and for long periods of time. A challenge for robot architectures 
and software is to deal with uncertain or missing information, and to 
information only available at separate acquisition times. Anytime algo-
rithms that provide an output on demand can be a solution in the case 
of fast decision-making needed even though the decision is not perfect.
 Combining several approaches for decision-making 
A variety of data and information can be available for a robot to make 
a decision: data from different sensors, information about the environ-
ment in the form of a situation assessment, memories of past decisions 
made, rules and regulations implemented in the robot’s memory: there is 
a need to combine these facts and data and to conduct hybrid reasoning 
from numeric data, continuous or discrete, and from semantic repre-
sentations.  Moreover, as seen above, this reasoning must also take 
uncertainty into account: the research on decision-making for robots 
has to address this challenge. One possible solution is unsupervised 
machine learning and reinforcement learning of situations and semantic 
interpretations.
The goal of the LARSEN team is to move robots outside of the research 
laboratories and manufacturing industries: current robots are far from 
being the fully autonomous, reliable, and interactive robots that could 
co-exist with us in our society and run for days, weeks, or months. While 
there is undoubtedly progress to be made on the hardware side, robotics 
platforms are quickly maturing and they believe the main challenges to 
achieve their goal is now on the software side. They want their soft-
ware to be able to run on low-cost mobile robots that are not equipped 
with high-performance (high-cost) sensors or actuators, so that their 
techniques can realistically be deployed and evaluated in real settings, 
such as in service and assistive robotic applications. They envision that 
these robots will be able to cooperate with each other but also with 
intelligent spaces or apartments, which can be seen as robots spread in 
the environment.
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The LARSEN team members will organise their research around two 
research lines: livelong autonomy and natural interaction with robotics 
systems. Concerning the livelong autonomy axis, the team members 
have identified two challenges to address. This first one is to endow 
robots with stable situation awareness in open and dynamic environ-
ments. The second challenge is to allow a 
robot to recover from physical damages. One 
approach proposed by the team is to let the 
robot discover how to continue to perform a 
task despite such damages, by new trial and 
error algorithms that will allow robots to learn 
with a much smaller number of trials (typi-
cally, a dozen). Another approach the team 
will address is to deploy several robots or a 
swarm of robots.
Concerning natural interaction with robotics 
systems, the team will consider the chal-
lenge of making robots behave with a better degree of acceptability 
as they can today. An original challenge that will be addressed by the 
team will be to develop new ways for a robot to physically interact 
with people. This requires to make the robot react and adapt online to 
the human feedback, exploiting the whole set of measurable verbal and 
non-verbal signals that humans naturally produce during a physical or 
social interaction. An important objective will be to make a robot able to 
sense humans around it and to be able to understand their activity. 
Personal Assistance: the PAL Inria Project Lab
During the last fifty years, the many progresses of medicine as well as 
the improvement of the quality of life have resulted in a longer life expec-
tancy in the industrial societies. The increase of the number of elderly 
people is a matter of public health because although elderly people can 
age in good health, old age also causes embrittlement in particular on the 
physical side, which can result in a loss of autonomy. That will force to 
re-think the current model regarding the care of elderly people. Capacity 
limits in specialised institutes, along with the preference of elderly 
people to stay at home as long as possible, explain a growing need for 
specific services at home.
Ambient intelligence technologies and robotics could participate to 
this societal challenge. Inria launched an Inria Project Lab termed PAL 
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for Personally Assisted Living from 2010 to 2015. Using the skills and 
objectives of the involved teams, PAL has defined and addressed four 
research themes: i) Assessing the degree of frailty of the elderly, ii)
Mobility of people, iii) Rehabilitation, transfer and assistance in walking 
and iv) Social interaction. 
CHROMA
The overall objective of CHROMA is to address fundamental and open 
issues that lie at the intersection of the emerging research fields called 
“Human Centred Robotics” and “Multi-Robot Systems (MRS)”. 
Their goal is to design algorithms and develop models allowing 
mobile robots to navigate and operate in dynamic and human-
populated environments. CHROMA is involved in all decision aspects 
pertaining to (multi)robot navigation tasks, including perception and 
motion-planning. Their approach for addressing this challenge is to bring 
together probabilistic methods, planning techniques and multi-agent 
decision models. This is done in cooperation with other disciplines 
such as psycho-sociology for the purpose of taking into account human 
models. 
Two main research themes of robotic navigation are addressed:  
i) Perception and situation awareness in human-populated environments, 
by focusing on Bayesian perception and sensor fusion ii) Scaling-up 
single and multi-robot motion-planning, by combining uncertainty 
modelling, decentralised (swarm) models and multi-agent sequential 
decision making. 
The CHROMA team is also concerned with applications and transfer 
of the scientific results. They work with industrial and start-up partners. 
Main application domains concern autonomous vehicle driving (with 
Renault and Toyota), aerial robots for surveillance tasks and services 
robotics.
Other project-teams in this domain: LAGADIC, Rennes, HEPHAISTOS, 
Sophia-Antipolis.
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4.6  Generic challenges in neurosciences  
and cognition
FLOWERS objective is to model open-ended development in humans 
and its applications in robotics, human-computer interaction and educa-
tional technologies.
A major scientific challenge in cognitive science and artificial intelligence 
is to understand how organisms can acquire open and cumulative 
repertoires of skills over an extended time span. The process of 
sensorimotor, cognitive and social development in human children is 
organised along ordered stages, and results from the complex inter-
action between the brain/body with its physical and social environment. 
To advance the fundamental understanding of mechanisms of develop-
ment, the FLOWERS team has developed computational and robotic 
models in strong collaboration with developmental psychology and 
neuroscience. The team has developed models of guided explora-
tion processes that allow learners to collect data efficiently in high-
dimensional multi-task spaces. This includes mechanisms of active 
learning and information seeking (also called curiosity-driven learning), 
imitation learning, and maturational release of degrees of freedom. 
Figure 9: The Poppy open source 3-D printed humanoid robot - © Inria / Photo H. Raguet
Beyond leading to new theories and new experimental paradigms to 
understand human development in cognitive science, the team has also 
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explored how such models can find applications in robotics, human-
computer interaction and educational technologies. In robotics, the 
team has shown how artificial curiosity combined with imitation learning 
can provide essential building blocks allowing robots to acquire multiple 
tasks through natural interaction with naïve human users, for example in 
the context of assistive robotics. The team also showed that models of  
curiosity-driven learning can be transposed in algorithms for intelli-
gent tutoring systems, allowing educational software to incrementally 
and dynamically adapt to the particularities of each human learner, and 
proposing personalised sequences of teaching activities. In human-com-
puter interaction, the team has shown how incremental learning algo-
rithms can be used to remove the calibration phase in certain brain-com-
puter Interfaces. 
Information Seeking, Curiosity and Attention: Computational and Neural Mechanisms, Gottlieb, 
J., Oudeyer, P-Y., Lopes, M., Baranes, A. (2013) Trends in Cognitive Science, 17(11), pp. 585-596.
How Evolution may work through Curiosity-driven Developmental Process Oudeyer, P-Y. and 
Smith. L. (in press) Topics in Cognitive Science.
Self-Organisation in the Evolution of Speech, 2nd edition (2016) Oudeyer, P-Y., Oxford 
University Press
Multi-Armed Bandits for Intelligent Tutoring Systems, Manuel Lopes, Benjamin Clement, Didier 
Roy, Pierre-Yves Oudeyer. Journal of Educational Data Mining (JEDM), Vol 7, No 2, 2015.
Exploiting task constraints for self-calibrated brain-machine interface control using error-related 
potentials, I. Iturrate, J. Grizou, J. Omedes, P.-Y. Oudeyer, M. Lopes and L. Montesano. PLOS 
One, 2015.
Inverse Reinforcement Learning in Relational Domains, Thibaut Munzer, Bilal Piot, Mathieu 
Geist, Olivier Pietquin and Manuel Lopes. International Joint Conference on Artificial 
Intelligence (IJCAI’15), Buenos Aires, Argentina, 2015.
ARAMIS
Understanding brain function and its alterations requires the integration 
of multiple levels of organisation, operating at different spatial (from the 
molecular to the whole-brain level) and temporal (from the millisecond 
to the entire lifespan) scales and representing different types of biologi-
cal processes (anatomical, functional, molecular and cellular processes). 
Many aspects of these processes can now be quantified in living human 
subjects and patients thanks to the development of various technologies 
including neuroimaging, electrophysiology, genomics, transciptomics… 
A major aim of computer science is to develop approaches that can 
automatically learn relevant patterns from multimodal data generated by 
these techniques.
The aim of the ARAMIS project-team is to develop computational and 
statistical approaches to learn from such multimodal brain data. A 
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first line of research aims at modeling brain structure and its statistical 
variability within populations. This involves the development of segmen-
tation methods to extract brain structures from images and statistical 
shape models (Gori et al., 2013), implemented in the freely-available soft-
ware package Deformetrica6. 
A second axis aims to model the functional interactions between 
distant brain areas that underlie cognitive processes. This is based on 
approaches that can model the organisation of complex brain networks 
(De Vico Fallani et al., 2014). They are applied to the design of new 
devices, brain-computer interfaces and neurofeedback, for the reha-
bilitation of neurological patients. Finally, the team develops methods 
to learn models of neurological diseases and their progression. They 
allow learning topographical (Cuingnet et al., 2013) and spatio-temporal 
patterns (Schiratti et al., 2015) that are characteristic of a given disease. 
They shall result in new tools for diagnosis, prognosis and treatment 
personalisation in disorders such as Alzheimer’s disease, Parkinson’s 
disease, epilepsy and cerebrovascular disorders.
Cuingnet R, Glaunès JA, Chupin M, Benali H, and Colliot O (2013). Spatial and Anatomical 
Regularization of SVM: A General Framework for Neuroimaging Data. IEEE Transactions on 
Pattern Analysis and Machine Intelligence 35, 682–696.
Gori P, Colliot O, Worbe Y, Marrakchi-Kacem L, Lecomte S, Poupon C, et al. (2013). Bayesian Atlas 
Estimation for the Variability Analysis of Shape Complexes. In Proc. Medical Image Computing 
and Computer Assisted Intervention, Nagoya, Japan, pp. 267–274.
Schiratti J-B, Allassonniere S, Colliot O, and Durrleman S (2015). Learning spatiotemporal 
trajectories from manifold-valued longitudinal data. In Neural Information Processing Systems, 
Montréal, Canada.
De Vico Fallani F, Richiardi J, Chavez M, and Achard S (2014). Graph analysis of functional brain 
networks: practical issues in translational neuroscience. Philosophical Transactions of the Royal 
Society of London Series B, Biological Sciences 369.
MNEMOSYNE
At the frontier between integrative and computational neuroscience, the 
MNEMOSYNE team proposes to model the brain as a system of active 
memories in synergy and in interaction with the internal and external 
world and to simulate it as a whole and in situation.
Major cognitive and behavioural functions (eg. attention, recognition, 
planning, decision) emerge from adaptive sensorimotor loops involving 
the external world, the body and the brain. MNEMOSYNE studies, 
models and implements such loops and their interactions toward a fully 
6 http://www.deformetrica.org
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autonomous behavior. With such a “systemic” approach, they mean that 
such complex systems can only be truly apprehended as a whole and 
in natural behavioural situations. To design the functioning and learning 
characteristics of such models at the level of the neuronal circuitry and 
to implement them in systems interacting in loops with the world, they 
combine principles, methods and tools from different fields of science.
They model the main cerebral structures and flows of information 
in the brain (as in integrative and cognitive neuroscience), stressing 
the links between brain, body and environment (embodied cognition). 
They use distributed computing formalisms allowing us to implement 
such models at different levels of description (as in computational 
neuroscience). 
MNEMOSYNE deploys its models at large scale (high performance 
computing), incarnate them in bodies interacting with the environment 
(autonomous robotics) and simulate them interactively with respect to 
events encountered by a (virtual/real) robot. 
4.7  Generic challenges in language 
Processing
The field of Natural Language Processing (NLP) goes back to the 
1950s. Yet it is still of crucial importance today for the new information 
society. Its goal is to process natural language texts, either for analys-
ing existing texts or generating new ones, for the purpose of achieving 
human-like language processing for a range of tasks or applications. 
These applications, regrouped under the term “language engineering”, 
include machine translation, question answering, information retrieval, 
information extraction, data mining, reading and writing aid, and many 
others. From a more research-oriented point of view, empirical linguistics 
and digital humanities can also be viewed as application domains of NLP.
NLP is a transdisciplinary domain; it requires an expertise in formal 
and descriptive linguistics (to develop linguistic models of human 
languages), in computer science and algorithmics (to design and develop 
efficient programs that can deal with such models) and in applied math-
ematics (to automatically acquire linguistic or general knowledge). 
Processing natural language texts is a difficult task, in particular because 
of the large amount of ambiguity in natural language, the specificities 
of individual languages and dialects and because many users do not 
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necessarily conform to grammatical and spelling conventions, when 
such conventions exist.
The first decades of NLP mostly focused on symbolic approaches, 
also contributing major notions to Computer Science, especially in 
formal grammar theory and parsing techniques. Linguistic knowledge 
was mostly encoded in the form of manually developed grammars and 
lexical databases. Over the last two decades statistical and machine-
learning based approaches have greatly renewed the field, bringing 
annotated corpora to centre stage, and significantly improving the state 
of the art. However symbolic approaches retain specific advantages, and 
best results are often obtained when leveraging all types of resources 
including linguistic knowledge within hybrid systems coupling symbolic 
and statistical techniques.
The ALPAGE project-team (Inria Paris & Université Paris-Diderot) is 
specialised in NLP and its applications. Its efforts are spread across all 
levels of linguistic analysis (morphology, syntax, semantics, discourse), 
thus allowing for a global multi-scale analysis of textual data. ALPAGE 
has developed many language resources, especially for French, that 
are used internationally. It has also contributed to improving the state 
of the art in areas such as symbolic, statistical and hybrid parsing (for 
French, English and other languages, including for non-standard variants 
such as those found on the Web 2.0), semantic analysis and discourse 
modelling. An emerging approach the team has started to explore is to 
couple semantic analysis with models of the «world» the text refers to 
(for example the pairing of a video game’s artificial world with the seman-
tic representation of its gamers’ online chats).
ALPAGE is also heavily involved in applied research, in two different 
ways. On the one hand, ALPAGE collaborates with the industrial world 
to develop NLP-enabled tools and technologies for tasks such as data 
mining (especially for noisy texts), information retrieval, information 
extraction and automatic text generation. On the other hand, ALPAGE 
is strongly involved in research on computational and empirical linguistic 
and on digital humanities. This includes work on computational mor-
phology and on empirical syntax, including the study of the historical 
evolution of languages. Future directions could involve collaborations 
with researchers from Social Sciences (e.g. historians) as well as the 
development of rich language evolution models covering lexical, morpho-
logical and/or syntactic aspects.
Other project-team in this domain: SEMAGRAMME, Nancy.
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4.8  Generic challenges in constraint 
programming for decision support
Constraint programming emerges in the eighties and develops 
at the intersection of artificial intelligence and operations research, of 
computer science and mathematics. Multidisciplinary by nature it keeps 
on using knowledge from various topics such as discrete mathematics, 
theoretical computer science (graph theory, combinatorics, algorithmics, 
complexity), functional analysis and optimisation, IT and software engi-
neering. Constraint programming was identi-
fied in 1996 by the ACM as a strategic topic for 
Computer Science. The turn of the century has 
seen the development of optimisation tech-
nology in the industry (with notably Ilog, IBM, 
Dash and more recently Microsoft, Google 
and Dynadec) and the corresponding scientific 
field, at the border of constraint programming, 
mathematical programming, local search and 
numerical analysis. Optimisation technology is 
now assisting the public sector, companies and 
people to some extent for making decisions 
that use resources better and match specific 
requirements in an increasingly complex world. 
Indeed, computer aided decision and optimisation is becoming one of 
the cornerstones for providing assistance to all kinds of human activities.
Today, with the pre-eminence of optimisation technology in most 
industrial sectors, we argue that quick and ad hoc solutions, often used 
today, cannot support the long-term development of optimisation tech-
nology and its broad diffusion. We also argue that there should be a 
much more direct link between mathematical results and their syste-
matic reuse in the main fields of optimisation technology.
 General Challenges 
In spite of its importance, computer aided decision and optimisation 
suffer from a number of fundamental weaknesses that prevent from tak-
ing advantage of their full potential and hinder their progress and their 
capacity to deal with more and more complex situations. This can be 




becoming one of 
the cornerstones 
for providing 
assistance to all 
kinds of human 
activities.
56
 Design of effective solving techniques 
On the one hand, computer science for providing languages, model-
ling tools and libraries. While focusing on providing flexible and powerful 
programming paradigms that can be easily deployed and maintained on 
modern architectures, it does not address the central question of how 
to come up in a systematic way with efficient methods for optimisation 
and decision problems. On the other hand, applied mathematics for the 
theory part. The focus is to come up with powerful abstractions that allow 
understanding the structure of a class of problems, independently of its 
practical and systematic uses in modern software components.
Spread out in distinct technological communities, each independently 
pushes its own solving paradigm like constraint programming, linear and 
integer programming, continuous optimisation, constraint-based local 
search (e.g., COMET). To some extent, most of these techniques exploit in 
different ways the same mathematical results, that are manually adapted 
to fit the main way to proceed of a given technology.
Thus, a first challenge encountered by constraint programming is the 
design of computer systems implementing in a transparent way effective 
solving techniques. Ideally, the user must be able to describe his problem 
in a high level modelling language without being concerned with the 
underlying solving mechanisms used. Such systems must also be inde-
pendent both from any computer programming language and from any 
resolution engine.
In order to assists users, systems must also offer a digital knowledge 
base in problem solving that make available state of the art models and 
heuristics for a large set of well identified problems. Lastly, the user must 
have the ability to interpret the returned solutions, in particular within the 
context of over-constrained problems where it is necessary to partly relax 
some constraints, and that in the most realistic possible way.
 Scaling up 
A second challenge resides in the speed of resolution especially in the 
context of large-scale data. One has to adapt techniques such as generic 
consistency algorithms, graph algorithms, mathematical programming, 
meta-heuristics and to integrate them within the framework of constraint 
programming. This integration generates new questions such as the 
design of incremental algorithms, the automatic decomposition or the 
automatic reformulation of problems.
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 Complex industrial problems 
Finally, a third challenge deals with the use of constraint programming 
in the context of complex industrial problems, especially when both 
discrete and continuous aspects are present. Complexity has multiple 
causes such as:
- the combination of temporal and spatial aspects, of continuous and 
discrete ones,
- the dynamic character of some phenomena inducing a modification 
of the constraints and data across time,
- the difficulty of expressing some physical constraints, e.g. load 
balancing and temporal stability,
- the necessary decomposition of large problems inducing significant 
performance losses of solutions.
TASC
Basic research of the TASC team is guided by the challenges raised 
before: to classify and enrich the models, to automate reformulation 
and resolution, to dissociate declarative and procedural knowledge, to 
develop modelling tools and to come up with solving tools that scale 
well. 
On the one hand, classification aspects of this research are integrated 
within a knowledge base about combinatorial problem solving: the 
global constraint catalog. On the other hand, solving aspects are 
capitalised within the constraint solving system CHOCO. Lastly, within 
the framework of its activities of valorisation, teaching and of partnership 
research, the team uses constraint programming for solving various 
concrete problems. 
The challenge is, on one side to increase the visibility of the constraints 
in the other disciplines of computer science, and on the other side to 
contribute to a broader diffusion of constraint programming in industry.
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environments
This section presents two project-teams which develop original work 
closely related to AI but cannot easily be allocated to the previous 
sections.
MUTANT
Music & artificial intelligence: paradigms for future challenges
Traditional signal processing and early probabilistic models for machine 
learning have led to significant improvement for speech and natural lan-
guage processing especially in the 1990s but could never attain the same 
success in the field of music, whether for content information retrieval, 
music recognition systems, and computer assisted music practices. This 
is due to complex temporal patterns in music signals that cannot be 
easily abstracted, the heterogeneous nature of music information, and 
moreover the very adaptive nature of many musical concepts of interest 
(what really is music genre today?). Since the burst of the 21st century, 
scientific communities have challenged problems of music information 
retrieval at large and formed active communities that are comparable 
in size, industrial and societal impact to fields such as computer vision 
today. Most existing algorithms have taken opportunities in big data as 
granted and focused on off-line algorithms acting on large databases, 
despite the very fact that the majority of musical activity (production, 
listening, creating) is by nature online and through active learning and 
adaptation of human activities. Today we have at our disposal algo-
rithms in machine vision capable of understanding visual data as 
they arrive incrementally to the system. Such a sea change is yet to 
occur for computer audition and computer musical understanding with 
applications in robotics and smart cities amidst music itself.
The MUTANT project-team has positioned itself on the lack in real-
time music and audio understanding and interaction since its inception 
in 2013. The artificial real-time machine listening software system 
Antescofo developed by the team, capable of following musicians and 
decoding their musical parameters as they play, is composed of the 
simplest signal processing algorithms for data observation. Its robust-
ness, proven in major world-class public performances, lies in the fact 
that parameter learning and adaptation occurs online and in real-time 
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(active learning) and its inherent information fusion capacities, mixing 
multiple fallible information sources with high uncertainty to achieve 
results. The robustness of the final results does not lie in employing the 
best or cleanest signal processing front-end but in intelligently handling 
multiple (fallible) sources of information as they arrive. Dealing with 
unfiltered uncertainty in real-time is the major key in online intel-
ligence to achieve real-world applications. This is in analogy to human 
listening: we do not decode any musical information perfectly as we 
listen to, interact with or produce music. This is the approach adopted 
by the team to attain robust and industrial machine listening algorithms.
 
Figure 10: Using Antescofo for real time performance - © Inria / Photo H. Raguet
The question of music generation brings in a whole set of new chal-
lenges for artificial intelligence. How can we conceive machines capable 
of improvising music with or without humans (such as music style imita-
tion) to the same level of excellence? To this end, one must explicitly 
consider the heterogeneous nature of musical time and information 
in artificial intelligence modeling. Decision making for such paradigms 
requires policy making both at the local level (e.g. considering semantic 
relations in music progression) and long-term levels (e.g. musical 
phrasing, and musical forms); and possibly by competitive and collabora-
tive learning between various agents observing heterogeneous aspects 
of the same information source (pitch, timbre, rhythm, information 
flow, etc.). This problem alone requires important advances in machine 
learning and artificial intelligence in both online and offline forms. 
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The MUTANT team has elaborated interactive learning agents with 
multiple-viewpoint learning (employing reinforcement learning para-
digms) capable of agnostically generating music in different styles 
without any prior knowledge or hand-engineering and also to improvise 
with live jazz musicians. But results are far from satisfactory and further 
research requires fluid architectures combining various approaches in 
knowledge discovery and decision making.
Furthermore, machine intelligence and real-time machine listening or 
musical understanding is of no use if it is not coupled to actions made 
through decisions. The machine listening in Antescofo allows our users 
to express concepts through potential perceptual experiences rather 
than mathematics. This capacity of expressing oneself with human 
concepts coupled to a high-level real-time language, allows them to build 
machines with complex temporal scenarios in an active environment. 
This is the conception of their team in realising cyberphysical multi-
media systems that expert knowledge and systems become available 
to everyday users who can better express themselves with human 
concepts which under the hood is strongly coupled to critical real-time 
languages. 
The objective of PERVASIVE INTERACTION is to develop the scientific 
and technological foundations for human environments that are capa-
ble of perceiving, acting, communicating, and interacting with people in 
order to provide services. The construction of such environments offers 
a rich set of problems related to interpretation of sensor information, 
learning, machine understanding, dynamic composition of components 
and man-machine interaction. Their goal is to make progress on the 
theoretical foundations for perception and cognition, as well as to 
develop new forms of man machine interaction, by using interactive envi-
ronments as a source of example problems.
An environment is a connected volume of space. An environment is 
said to be “perceptive” when it is capable of recognising and describing 
things, people and activities within its volume. Simple forms of appli-
cations-specific perception may be constructed using a single sensor. 
However, to be general purpose and robust, perception must integrate 
information from multiple sensors and multiple modalities. PERVASIVE 
INTERACTION creates and develops machine perception techniques 
fusing computer vision, acoustic perception, range sensing and mechan-
ical sensors to enable environments to perceive and understand humans 
and human activities.
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An environment is said to be “active” when it is capable of changing its 
internal state. Common forms of state change include regulating ambi-
ent temperature, acoustic level and illumination. More innovative forms 
include context-aware presentation of information and communication, 
as well as services for cleaning, materials organisation and logistics. The 
use of multiple display surfaces coupled with location awareness offers 
the possibility of automatically adapting information display to fit the 
current activity of groups. The use of activity recognition and acoustic 
topic spotting offers the possibility to record a log of human to human 
interaction, as well as to provide relevant information without disruption. 
The use of steerable video projectors (with integrated visual sensing) 
offers the possibilities of using any surface for presentation, interaction 
and communication.
An environment may be considered as “interactive” when it is 
capable of interacting with humans using tightly coupled perception 
and action. Simple forms of interaction may be based on observing the 
manipulation of physical objects, or on visual sensing of fingers, hands or 
arms. Richer forms of interaction require perception and understanding 
of human activity and context. PERVASIVE INTERACTION has devel-
oped a novel theory for situation modeling for machine understanding 
of human activity, based on techniques used in cognitive psychology. 
PERVASIVE INTERACTION explores multiple forms of interaction, 
including projected interaction widgets, observation of manipulation 
of objects, fusion of acoustic and visual information, and systems that 
model interaction context in order to predict appropriate action and 
services by the environment.
For the design and integration of systems for perception of humans and 
their actions, PERVASIVE INTERACTION has developed:
- a framework for context aware services using situation models,
- Robust, view invariant techniques for computer vision using local 
appearance,
- a distributed autonomic software architecture for multimodal perceptual 
systems.
The experiments in PERVASIVE INTERACTION are oriented towards 
developing interactive services for smart environments. Application 
domains include activity monitoring services for healthy living, smart 
objects and services for the home, and new forms of man-machine inter-






Over the 2005-2015 period, Inria researchers published more than 400 
AI journal articles and more than 1000 AI conference papers. The project-
teams’ references, including other supports such as book chapters and 
Inria internal reports, can be found on https://hal.inria.fr/ and on the 
research report website: http://raweb.inria.fr/rapportsactivite/RA2015/
index.html. The following tables show lower bounds for numbers of 
publications and conference proceedings, since some journal articles and 
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