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We propose a new method, VASA, based on variable subsample aggregation of model
predictions for equity returns using a large-dimensional set of factors. To demonstrate the
effectiveness, robustness, and dimension reduction power of VASA, we perform a comparative
analysis between state-of-the-art machine learning algorithms. As a performance measure, we
explore not only the global predictive but also the stock-specific R2’s and their distribution.
While the global R2 indicates the average forecasting accuracy, we find that high variability
in the stock-specific R2’s can be detrimental for the portfolio performance, due to the higher
prediction risk. Since VASA shows minimal variability, portfolios formed on this method
outperform the portfolios based on more complicated methods like random forests and neural
nets.
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1 Introduction
Machine learning has had a triumphal march over the last decade, showing unprecedented success
in a great variety of different scientific fields. As the quest for factors to explain the cross-section
of equity returns has produced a zoo of factors,1 machine learning seems to be ideally suited to
tame the curse of dimensionality when factor models are employed to predict equity returns.
Hence, it appears that machine learning methods set out to conquer the world of finance as
well. Indeed, recent research suggests that machine learning models dominate traditional models
in predicting cross-sectional stock returns. In a landmark paper, Gu et al. (2020) provide a
comprehensive comparison of different machine learning methods for predicting the cross-section
of individual US stock returns and find that neural networks and random forests emerge as the
methods of choice.
However, nonlinear algorithms like neural nets require a vast amount of data for training. A
lack of sufficient data may introduce instability, making simpler methods preferable to more
complex ones. In the present paper, we show that for equity return predictions, a simpler method,
which we christen VASA, provides similar and even superior results than some benchmark neural
networks and random forests. VASA is a sobriquet for variable subsample aggregation.2 As the
benchmark for VASA, we use the methods used in Gu et al. (2020). VASA is a straightforward
subsampler in the factor space, aggregating several linear models based on a specific weighting
of each submodel.3 For both the simulation as well as the empirical analysis, the performance of
VASA turns out to be remarkably well. We attribute the predictive gains not only to a dimension
reduction, by subsampling in the predictor space, but also to explicitly account for potential
model-selection mistakes, by averaging over multiple subsampled factor models.
For our analysis, we depart from the setup of Gu et al. (2020) in at least three points. First,
1Over the recent decades, factors become so numerous that Cochrane (2011) referred to the collection as a zoo.
See also, e.g., Harvey et al. (2016), Hou et al. (2018), and others.
2Vasa is also a retired Swedish warship that foundered after sailing about 1,300 meter, just outside the
Stockholm harbor, into its maiden voyage in the 17th century. Vasa sank because it had very little initial stability
due to the wrong estimation of the distribution of mass in the hull structure and the loading ballast. Our VASA
aims to improve the predictive power of some estimator or algorithm by reducing the curse of dimensionality.
Therefore, maybe the proposed VASA method could have prevented the Vasa sinking, by not putting too much
weight too high in the ship, using an appropriate weighting function.
3Indeed, we can interpret VASA as a special case of a neural net with independent learning between the
submodels and a subset of parameters, having a weight of zero by default. We also note that the wording
subsample is in the literature mainly used in the context of taking subsets in the observation space, where each
observation contains all the predictors. In our framework, a subsample refers to a subset in the predictor space,
containing all observations.
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we argue that to validate different methods, we must not only look at the global predictive
out-of-sample R2 (R2OOS). The R
2
OOS was suggested by Campbell and Thompson (2008) to
evaluate the forecast accuracy of different models by measuring the proportional reduction in
the mean-squared forecasting error for a candidate model relative to the benchmark.4 We take
the position that for the performance measurement of portfolio strategies using a large panel
of stock return data, the R2OOS-measure is an insufficient measure. It may be misleading as
it neglects the danger of outliers with extreme or false predictions. Therefore, we propose an
individual or stock-specific R2OOS,i, which allows us to analyze the cross-sectional distribution of
stock-specific forecasting accuracies. Only in this way can we thoroughly compare the prediction
performance of the different machine learning algorithms.
Second, for our simulation exercise, we adopt the same hybrid sample splitting scheme as
we do for the empirical analysis, i.e., we recursively increase the training sample, periodically
refit the different models to make out-of-sample predictions over the subsequent year. Hence,
we increase the training sample each period while maintaining a fixed size rolling sample for
validation. By applying the same scheme to both simulation and empirical analysis, we can
investigate whether our findings from the simulation translate consistently to the case with
empirical data.
Third, for our empirical analysis, we only focus on a subset of the stocks considered in Gu
et al. (2020). Our goal is to obtain balanced panel data. Furthermore, we want to obtain the
distribution of R2OOS,i over the whole sample period. Therefore, we only focus on the stocks
for which the entire return history is available. Our sample period starts in January 1977 and
ends in December 2016, totaling 40 years, which leaves us with a universe of 501 stocks. Gu
et al. (2020) argue that machine learning methods “are most valuable for forecasting larger and
more liquid stock returns and portfolios”. Our sample of stock returns consists of stocks for
which a full return history is available. Generally, these are liquid stocks of larger companies.
Hence, we may expect that the machine learning methods explored in Gu et al. (2020) provide a
conservative benchmark for VASA.5
4To calculate the R2OOS , the historical average model is usually defined as the relevant benchmark model. We
follow this convention.
5Gu et al. (2020) include stocks with prices below $5, share codes beyond 10 and 11, and financial firms. They
end up with an average number of stocks per month exceeding 6,200. While using a larger sample helps to avoid
overfitting, they argue that their results are qualitatively identical and quantitatively unchanged if they would
filter out these firms. Therefore, we think that by restricting our dataset to N = 501, we do not lose generality.
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In our simulation analysis, we find that VASA works remarkably well under different levels
of sparsity and signal-to-noise ratios. While the best-performing method in the linear baseline
simulation is LASSO, VASA performs at least as good or better than LASSO for other levels
of sparsity. Moreover, similar to penalized linear methods, VASA shows a high prediction
accuracy and low variability across different signal-to-noise ratios, while the nonlinear methods
stay behind. However, when we increase the signal-to-noise ratio, the neural network starts to
perform well. Clearly, when we use a nonlinear data-generating process, the nonlinear methods,
especially random forests, provide the best performance. However, VASA’s performance remains
robust, providing a higher predictive R2 than, e.g., the neural network and the penalized linear
models. Hence, in the simulation exercise, we find that VASA performs remarkably well across
different variations of the data generating process. The robustness of these results gives us hope
that they also carry over to the empirical analysis.
When we take the different methods to the data, it becomes evident that the global R2OOS
might not be a sufficient measure to guarantee superior portfolio performance. The distribution
of the individual R2OOS,i plays a crucial role. We find that outliers matter for building long-short
portfolios from return predictions. For stock return predictions using a set of 94 predictors,
VASA provides the highest global R2OOS . When we increase the predictors to 904, we find that
random forests offer the highest global R2OOS . However, the standard deviations of the R
2
OOS,i is
almost four times larger than for VASA. This high variability has a detrimental impact on the
performance of the long-short portfolio based on the random forest’s return prediction. Although
VASA’s global R2OOS is lower, the resulting Sharpe ratio is 73% larger than the one using the
random forest. Indeed, due to the low variability in VASA’s R2OOS,i’s, the portfolio strategy
built on VASA consistently and markedly outperforms all other portfolios.
While VASA is a new method, it is inherently related to at least two streams of literature.
First, VASA is closely related to three common regularization techniques, RIDGE, LASSO,
and dropout. VASA is similar to LASSO in that we do model-selection via subsampling in the
predictor space, but with the advantage that it controls for potential model-selection bias by
aggregating different (probability-weighted) submodel predictions. Besides, VASA is close to
dropout regressions introduced by Srivastava et al. (2014a), where we set at random some of the
elements in the design matrix to zero such that any input dimension is retained. As shown in
3
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Srivastava et al. (2014a, Section 9.1), under some additional assumptions dropout with linear
regression is equivalent to RIDGE regression. While VASA is related to RIDGE and LASSO, it
has the advantage that the underlying model does not need to be linear. Hence, we could also
incorporate nonlinear models into the VASA setting. Such considerations will be of interest for
future research. For now, we focus on VASA with linear models.
To some extent, VASA is also related to the literature on ensemble methods such as random
forests. Ensembles are sets of learning machines that combine in some way their decisions, or
their learning algorithms, or different views of data, or other specific characteristics to obtain
more reliable and more accurate predictions in supervised and unsupervised learning problems.
See, e.g., Dietterich (2000a). Empirical studies showed that both in classification and regression
problems ensembles improve on single learning machines.6 Recently, Jacobsen et al. (2019)
introduce ensemble machine learning for stock return prediction. The average forecasts from
different linear models, namely Bayesian model averaging, LASSO, and weighted least-square,
based on random subsamples and adaptively changing the sampling distribution. Rossi (2018)
follows a similar approach, but uses nonlinear models. Our VASA substantially differs from
these models in that we do not subsample from the observation space. Instead, we select a
subsample from the predictor space and aggregate the resulting predictions.
The literature on the application of machine learning methods in finance has seen a significant
surge in articles related to the prediction of the cross-section of stock returns. For example,
Moritz and Zimmermann (2016) use random forests to predict stock returns based on 86 firm
characteristics.7 Freyberger et al. (2020) estimate expected stock returns based on a set of 62
characteristics using adaptive group LASSO. Gu et al. (2020) compare a wide variety of different
machine learning methods, ranging from penalized linear models to random forests and neural
nets.8 Chen et al. (2019) improve on the methods of Gu et al. (2020) by integrating no-arbitrage
conditions into different machine learning algorithms. Rasekhschaffe and Jones (2019) show that
an ensemble of different machine learning methods improves return predictions. All of the above
literature concludes that more complex machine learning methods beat simple linear models for
cross-sectional return prediction based on a multitude of factors.
6See, e.g., Bauer and Kohavi (1999); Dietterich (2000b); Banfield et al. (2006).
7See also, e.g., Coqueret and Guida (2018).
8The best performing model of Gu et al. (2020) has become a benchmark for many other papers on machine
learning in finance, e.g., Chen et al. (2019).
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We organize the remainder of the paper as follows. Section 2 gives a short overview of the
benchmark models used in our study and provides the details on our new subsampling framework.
Section 3 examines and compares the finite-sample behavior of the different methods via Monte
Carlo simulations. In Section 4, we describe the empirical methodology and present the results
of the out-of-sample backtest exercise based on historical stock returns and stock characteristics.
Section 5 concludes.
2 Methodology
We consider N assets and denote the (excess) return of asset i over one period from t to t+ 1
by ri,t+1 with i ∈ {1, . . . , N} and t ∈ {1, . . . , T}. In its most general form, we describe an asset
(excess) return ri,t+1 as an additive prediction error model:
ri,t+1 ..= Et[ri,t+1] + εi,t+1 , (2.1)
where we assume the conditional expectation Et[ri,t+1] to be a function of a set of predictors,
i.e.,
Et[ri,t+1] ..= g(zi,t) , (2.2)
where zi,t ..= (zi,t,1, . . . , zi,t,P )
′ is a vector of P predictors. For our analysis, zi,t is a mixture
of asset specific factors (characteristics) and macroeconomic variables. The function g(·) is a
flexible function of these predictors. Even with the assumed structural form from Equation (2.1),
there are infinitely many ways to define and estimate the function g(·).
Instead of focusing on an asset-specific functional form of gi(·), we assume a panel-data model
that maintains the same functional form over time and across different assets, i.e., gi(·) ≡ g(·)
for all i; see Rosenberg (1974), Harvey and Ferson (1999), Gu et al. (2020), among others.9
It is an interesting question in itself whether a panel-data model improves upon asset-specific
pricing models by leveraging information from the entire panel, which lends stability to estimates
of risk premia for any individual asset. When we implemented an asset-specific approach for
9To be precise, while the simulation analysis in Gu et al. (2020) is indeed a panel-data model, their empirical
analysis is not since the stock universe changes during the sample period. Hence, they call it an “over-arching
approach”. For our analysis, and to make the simulation analysis consistent with our empirical investigation, we
only select stocks for which the whole history of returns is available. Hence, we use in both cases a panel-data
approach.
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our empirical analysis, we found that the results were disappointing across all methods.10 We
conjecture that the asset-specific approach fails in the current setting due to the small sample
size and low-frequency of a large number of characteristics.11 Therefore, we do not present these
results here.
2.1 Benchmark Methods
We first provide a short overview of the linear and nonlinear methods, which we use as a
benchmark for VASA, our subsampled factor model. Of course, one could explore many more
methods, but we wanted to have a set of methods that is close to the benchmark analysis of Gu
et al. (2020).
2.1.1 OLS
We start with the least complex method in our analysis, the simple linear predictive regression
model estimated via ordinary least squares (OLS). While we expect OLS to perform poorly in
our high-dimension setting, we use it as a reference point for emphasizing the distinctive features
of more advanced methods. OLS assumes that the conditional expectation of the asset returns
can be approximated by a simple linear function of the predictor vector
ri,t+1 = α+ z
′
i,tβ + εi,t+1 , (2.3)
where α denotes the intercept and β is the P -dimensional coefficient vector. Then, OLS solves







(ri,t+1 − a− z′i,tb)2 , (2.4)
with the solution α̂i and β̂ ..= (β̂1, . . . , β̂P )
′. However, for large-dimensional factor models, where
P is of similar order than N ×T , the high variability in the least squares fit results in overfitting
10These results are not reported here, but they can be obtained on request.
11A large number of characteristics leads to a large-dimensional problem with (effective) concentration ratio
(above) close to 1. In the empirical analysis, when using an asset-specific approach, the effective concentration
ratio is much larger than C = P/T = 94/144 ≈ 0.65 as most of the characteristics are quarterly or even annually.
Thus the effective sample size is T effective = (20× 144 + 13× 36 + 61× 12)/144 ≈ 28 and not 144, leading to a
problematically high effective concentration ratio Ceffective = P/T effective ≈ 3.32.
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and consequently poor predictions for out-of-sample observations not used in model training.
Additionally, if the amount of covariates P is larger than the number of observations N × T , the
minimization problem above is not solvable.
As a special case, we can assume that we have no covariates at all by setting β = (0, . . . , 0)′.
Then,








i.e., the predictor is equal to the average.
2.1.2 RIDGE and LASSO
The simple linear model is bound to fail in the presence of many predictors. Especially for a
very low signal-to-noise ratio, it begins to overfit noise rather than extracting signal. Arguably,
RIDGE and LASSO regressions are the standard machine learning methods to ‘reduce’ the
number of estimated parameters, and thus avoiding overfitting. The goal of these penalized
linear methods is to improve out-of-sample predictions stability by shrinking the regression
coefficients.
RIDGE shrinks the regression coefficients towards zero by imposing an L2 penalty on their











where λ is a regularization parameter between 0 and infinity. In the special case with λ = 0, we
obtain the basic OLS solution of Equation (2.4) and λ =∞ returns the intercept-only model of
Equation (2.5).
LASSO includes a L1 penalization that makes the solution nonlinear without closed-form
expression. LASSO is a variable selection method that imposes sparsity on the specification and
sets coefficients on a subset of covariates exactly to zero (least absolute shrinkage and selection
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In our empirical analysis we do not consider the use of elastic nets, which is a convex combination
of the two penalization methods.12
2.1.3 Random Forest
A traditional random forest (RF), as introduced by Breiman (2001), is a collection of trees,
where each tree is trained using a bootstrap sample of the original data. Each tree only uses
a subset of the observations for training, which is an essential source of randomness. A single
regression tree partitions the P dimensional predictor space into M subspaces according to a
set of splitting rules. Each created partition contains a particular bag of observations. The
estimator is the average over the responses in the respective subset.
The tree structure, or partition, is built by iteratively splitting the predictor space into
rectangular subspaces. At each node of the tree a variable and a splitpoint is chosen, such
that the sum of squared in-sample prediction errors are minimized. The quality of a partition
P = P1 ∪ P2 – created by a certain variable and splitpoint – can be assessed by the objective
function ∑
i,t∈P1
(ri,t+1 − r̄(1))2 +
∑
i,t∈P2
(ri,t+1 − r̄(2))2 ,
where r̄(j) = 1|Pj |
∑
i,t∈Pj ri,t+1 denotes the average of partition j. At each splitpoint an
observation can either go left or right depending on the splitting criterion. Note that a random
forest uses only a subset of the predictors at each node to generate a split. This, in addition to
the bootstrap sample, reduces the correlation between the trees even further.
For B trained regression trees and an arbitrary observation zi,t, the random forest takes the
average over the B individual tree predictions. In that sense, a random forest can be seen as a
local average estimator (Devroye et al., 2013, Section 6.5). Typically, a random forest tree is
fully grown and unpruned, such that each tree has a minimal bias, but a larger variance.13 Each
tree would be prone to overfitting. However, the average reduces the variance by keeping the
unbiasedness.
We remark that, as of today, it has not been proven that a random forest, as introduced in
12We use the R package “glmnet” by Friedman et al. (2010) for both the LASSO and the RIDGE.
13In this reasoning, each tree is seen as a random object reflecting the necessary information from the splits of
the feature space into smaller regions.
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this section, is consistent for the true underlying asset specific regression function gi.
14 There
are cases in which random forests fail, for certain setups it is even possible to show inconsistency;
see Tang et al. (2018). However, from a practical viewpoint it is well known that random forests
perform well in prediction problems. Moreover, in contrast to neural networks, the prediction
accuracy of random forest is less sensitive to the tuning parameters.15 Especially the number of
trees does not necessarily need to be chosen via cross-validation (Hastie et al., 2009, p.596).16
2.1.4 Neural Net
The most common type of neural network (NNET) model is the feed-forward multi-layer
perceptron. Gu et al. (2020) argue that shallow learning outperforms deeper learning. Hence,
we only present the results for a shallow neural network with four hidden layers. This choice
corresponds to their best performing network.17
The elements of a basic neural network are an input layer with P elements (each variable is
a knot), the hidden layers, and a linear output. The hidden layers have 32, 16, 8, and 4 neurons,
respectively. Finally, all the layers are fully connected via the weight parameters. Hence, the
return of asset i at time t+ 1 is given by
ri,t+1 = α1 +W1φ(α2 +W2φ(α3 +W3φ(α4 +W4φ(α5 +W5zi,t)))) + εi,t+1 , (2.8)
where the activation function, φ is applied elementwise and {α1, . . . ,α5,W1, . . . ,W5} is the set
of biases and weight matrices.18
As activation function for all neurons in all hidden layers, we choose the commonly used
Rectifier linear unit (Hahnloser et al., 2000):
φ(x) = ReLU(x) = max(0, x) . (2.9)
Our architecture has a total of (32+32×P )+(16+16×32)+(8+8×16)+(4+4×8)+(1+1×8) =
14By consistency, we mean consistency in `2-norm: limN→∞ E[(ĝ(zi,t)− g(zi,t))2].
15See, e.g., Liu et al. (2013), Ahmad et al. (2017).
16For the random forest, we use the R package “ranger” by Wright and Ziegler (2017) with 500 trees, max.depth
∈ {0, 1, ..., 6} and mtry ∈ {3, 5, 10, 20, 30, 50}.
17We also analyzed a network with only one hidden layer. The results were disappointing and, hence, we do not
report them here.
18The final output layer projects on only one neuron, hence W1 is a vector of size four.
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741 + 32× P parameters to estimate.
We implement the architecture as described above in TensorFlow (Abadi et al., 2015). As
in Gu et al. (2020), we used the Adam optimization algorithm (Kingma and Ba, 2014), early
stopping, batch normalization (Ioffe and Szegedy, 2015), and ensembles. However, instead
of weight decay, we use dropout in each hidden layer (Srivastava et al., 2014b) as additional
prevention of overfitting.19
2.2 Variable Subsampling Aggregation (VASA)
As an alternative to the least absolute shrinkage and selection operator like LASSO and RIDGE
as outlined above, there exists a large strand of literature on (best) subset selection methods
for linear regressions.20 By retaining a subset of the predictors and discarding the rest, subset
selection may improve the model’s interpretability. However, subset selection methods in linear
regression often perform poorly in terms of variable selection, estimation of coefficients, and
standard errors — especially in situations that are typical for finance: a large number of (different)
variables and the presence of multicollinearity.
To overcome these deficiencies, we propose VASA as a subsampling procedure that does
not suffer from high variability and model-selection bias by averaging over multiple subsampled
(factor) model predictions.21 The effectiveness of averaging over several bagged estimators to
reduce variance is undisputed in machine learning. However, for linear models, the benefit is
controversial, especially when all assumptions are met. Notable is that instead of taking a
bootstrap sample in the observational space, we suggest taking a subset in the predictor space.
The general procedure for VASA is based on the idea that the final estimator (predictor) is
19We train the neural network via 100 epochs with batch sizes of 10,000 observations. These results do not
differ much when choosing a smaller batch size. In the Adam stochastic gradient descent algorithm, we use an
initial learning rate of 0.01, and we leave the other parameters at their default value. Further, we choose the
dropout probability via the validation set from a set of 19 values between 0.175 and 0.625. Finally, we set the
number of ensembles equal to 10. For a more detailed explanation, some good references for neural networks of
this form are Bishop et al. (1995), Hertz et al. (1991), Ripley (1993), Ripley and Hjort (1996), Friedman et al.
(2001) and Bishop (2006).
20See e.g. Hastie et al. (2009, Chapter 3.3). The idea behind subset selection is that we retain only a subset of
the predictors and eliminate the rest from the model. Different approaches exist to choose this subset, such as
best-subset selection, forward-stagewise regression, forward- and backward-stepwise selection. See, e.g., Hastie
et al. (2017) for a comparison. Lastly, to estimate the coefficients of the inputs that are retained, most often least
squares regression is used.
21Note that VASA is a general subsampling framework and model-independent. In this paper, we present
only a simple application to large-dimensional factor models. However, VASA is not restricted to a simple linear
regression and can be applied to any base algorithm.
10
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a combination of base estimators, where we apply each base algorithm only to a subset of the
variables. Hence, the main intuition behind VASA is the fact that each base algorithm is only
confronted with a subset of all the features. This feature can be game-changing when the amount
of variables is at the same magnitude or higher than the number of observations. Further, this
fact offers a great opportunity in variable selection — depending on how the weights are chosen.
Therefore, VASA is a dimension reduction method that counters the curse of dimensionality.
The last step for VASA consists in performing an aggregation by a function that weighs the
individual algorithms in a certain way. A naive approach would be taking the average. However,
in the case of regression, we may rely on alternative ways to find an “optimal” aggregation
function by choosing the weights according to some loss function. In this context, the literature
on boosting offers many possible solutions; see, for example, Bühlmann et al. (2007).22 Hence,
to sum up, VASA reduces the curse of dimensionality by drawing subsets based on some
variable importance measure and additionally reduces the variability and model-selection bias
by aggregating their predictions.
2.2.1 VASA in General
VASA can be applied to a variety of different settings. Here, our focus is on the application of
VASA in a regression setting. As before, our data consist of pairs (zi,t, ri,t+1) for i = 1, . . . , N
and t = 1, . . . , T , where zi,t ∈ RP denotes the P -dimensional predictor variable at time t to
perform an out-of-sample prediction for the next period’s return ri,t+1 ∈ R. Recall, our target
function is the conditional expectation Et[ri,t+1]. Given the stock specific characteristics and
the returns, VASA trains B submodels via a common base algorithm (for example OLS). For
the training of each submodel only a subset of the P variables are used. Finally, for an arbitrary
input characteristic vector zi,t, the proposed VASA predictor, ĝ
VASA, is the aggregation of B
subpredictions ĝBASE(z̃i,t,1), . . . , ĝ
BASE(z̃i,t,B) via an aggregation function f : RB → R. Each
subprediction originates from a base algorithm trained only on a subsample in the predictor
space, where z̃i,t,b is the b-th input vector of size Kb ≤ P (the subsample size) containing only
the variables which were used for training the b-th submodel. To summarize, we predict ri,t+1
22The concept of VASA relates, at least in some aspects, to the concept of a super learner, proposed by Van der
Laan et al. (2007). However, unlike in VASA, a super learner aggregates different learning methods, each using all
the variables in the feature space.
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The procedure is described in Algorithm 1. Without loss of generality, we can rewrite the






where ωb is the weight of the b-th subsample satisfying the two conditions
∑B
b=1 ωb = 1 and
0 ≤ ωb ≤ 1 ∀ b = 1, . . . , B. Moreover, if we set ωb = 1, we consider only the b-th subsample
for the estimation. For example, ωb =
1
B and Kb =
p
2 for b = 1, . . . , B would be B-times
half-sampling with equal weights. Thus, VASA is a generalization of the classical regression




where z̃t,b ∈ RN×b and Λ(Vb) ∈ {0, 1}Kb×P is the variable selection matrix based on the
P -dimensional subsampling vector Vb ∈ {0, 1}P . Hence, for Vb = {vb,1, . . . , vb,P }′ such that
V ′b1 = Kb, where 1 denotes a vector of ones of dimension P × 1; vb,l = 1 indicates that the
variable l ∈ {1, . . . , P} is selected, whereas vb,l = 0 indicates that the variable l is not selected.
In Appendix A, we illustrate the selection matrix Λ(Vb) and we prove that, under the assumption
that the N pairs (zi,t, ri,t+1) are i.i.d., the subsampling vector Vb is distributed according to a
special case of the multivariate hypergeometric distribution. Hence, we can write the VASA
matrix, which identifies the randomly generated subsamples, as
V ..= {V1, . . . , Vb, . . . , VB} ∈ {0, 1}P×B , (2.13)
with V 1B denoting the frequency vector containing the number of selections of each variable.
We remark that we can generalize VASA by subsampling the feature space according to a
given discrete probability distribution P. The proposed VASA estimator from Equation (2.10)
and Algorithm 1, with randomly generated subsamples and thus Vb ∼ HGeom(p,Kb), is just a
special case where we set P ∼ U{1, p}. If any additional information about the relevance of the
12
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Algorithm 1 VASA← function(x, z, r, B,Kb, f)
Require: x ∈ R1×P , z ∈ RN×T×P , r ∈ RN×T , B ∈ N, Kb ∈ {1, . . . , P} ∀ b = 1, . . . , B and an
aggregation function f : RB → R
1: for b in 1 : B do
2: Vb ← randsample(p,Kb, replacement=false) // Vb ∼ HGeom(P,Kb)
3: z̃b ← z̃[:, :, Vb]
4: Estimate the b-th submodel using z̃b and the response r
5: return f
[
ĝBASE(x[V1]), . . . , ĝ
BASE(x[V1])
]
variables or features for the parameter estimation were available, we could easily deviate from
the discrete uniform distribution.
2.2.2 VASA with Linear Submodels
So far, we did not specify each base predictor ĝBASE in Equation (2.10). Since we want
to compare our method mainly with linear methods, we assume that our target function, the
conditional expected return, is a linear function of the predictor variables. Under this assumption,
we create the VASA prediction as an average of B OLS-predictions, each trained on a (pseudo)











where ωb ∈ [0, 1] is the weight of the b-th OLS prediction with
∑B
b=1 ωb = 1 and β̂b is a Kb-
dimensional vector, where Kb represents the dimension (subsample size) of submodel b. For
ease of interpretability, we assume that the optimal subsampling size is constant across the
submodels, thus K ≡ Kb. Hence, each z̃i,t,b contains K (pseudo) randomly chosen variables
(without replacement) from the P predictors.
The number of submodels B and their dimension K are tuning parameters. For each







(ri,t+1 − αb − z̃′i,t,bbb)2 , (2.15)
with the small but important difference that z̃i,t,b does not contain all predictor variables. The
most basic model is to take equally distributed subsampling probabilities, qp = 1/P and weights
13
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where R2i,p is the in-sample R
2 from regressing ri on the p-th factor. The intuition behind our
choice of the subsampling probabilities is that a variable which seems to be (more) relevant for
explaining asset returns, at least in-sample, should be included more frequently in a submodel
and vice versa.23
Alternatively, one could use the variable importance measure from random forest or others
to infer reasonable subsampling probabilities.
2.3 Sample Splitting and Performance Evaluation
For the performance evaluation and model comparison, we follow the standard design of disjoint
subsamples for estimation, validation, and testing that maintains the temporal ordering of the
data:
1. A training sample, comprising of the first 30% observations. We use it to estimate the
parameters of our models subject to some initial specification for its hyperparameters.
2. A validation sample, retaining the successive 20% of observations. This sample allows
us to optimize the hyperparameters of our models directly from next year’s data. The
hyperparameters are critical to the performance of machine learning methods as they
control model complexity and thus overfitting. For our models, the hyperparameters
include the penalization parameter λ for RIDGE and LASSO, the number of subsampled
factor models B and their dimension K for VASA, the number of variables at each split
point to choose from and the depth of the trees in a random forest, and finally the dropout
probability in the neural net.
3. A testing sample containing the next (last) twelve months of data. These data, which
23Given this specification, VASA is similar to LASSO by doing model-selection via subsampling in the predictor
space, but with the advantage that it controls for potential model-selection bias by aggregating B submodel
predictions. In addition, VASA is close to dropout regression by Srivastava et al. (2014a), where at random some
of the elements in the design matrix Zi are set to zero such that any input dimension is retained. A nice link
between dropout regression and RIDGE can be found in Srivastava et al. (2014a, Section 9.1).
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never enter the parameter optimization procedure, are used to test the predictive capability
of our models.
In our empirical exercise and simulation study, we adopt a hybrid sample splitting schemes
similar as in Gu et al. (2020), i.e., we recursively increase the training sample and refit the entire
model once per year. With the fitted model, we make return predictions over the subsequent
year. While we grow the training sample by a year whenever we refit the model, we maintain a
fixed-size rolling sample for validation. We choose not to cross-validate to preserve the temporal
ordering of the data for prediction. To compare the performance of various models, we look at









where T indicates that the model predictions where only assessed on the testing sample.
A subtle but important aspect of our methodology is that we independently use an asset-
specific performance measure, which is more informative as it allows us to obtain some information
about the cross-sectional distribution of stock-specific forecast accuracies. Arguably, it is of
interest to see the prediction accuracy for each asset to avoid extreme and thus often unrealistic
predictions. Indeed, in our empirical analysis, we observe that outliers matter and should be
taken into account for the performance evaluation of the models. Hence, we are interested
in the cross-sectional distribution of the out-of-sample R2OOS,i. In particular, we report four
out-of-sample performance measures for each scenario, the median, the average, the standard
deviation, and the 10th percentile (decile) of the N out-of-sample R2OOS,i.
3 Monte Carlo Simulation
Before we analyze real data, we run an extensive Monte Carlo simulation to evaluate the
prediction accuracy of the different models introduced in the previous section. To robustify our
results, we analyze various changes in the input parameters and data generating process.
15
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3.1 Data Generating Process
For the specification of the data generating process, we follow the approach of Gu et al. (2020).
For completeness, we briefly describe the setup. To generate the Pc stock characteristics ci,p,t
and returns ri,t, for i = 1, . . . , N , p = 1, . . . , Pc and t = 1, . . . , T , we define an AR(1) process for
an auxiliary variable c̄i,p,t,
c̄i,p,t ..= ρpc̄i,p,t−1 + ei,p,t , (3.1)
where c̄i,p,0 = 0, ρp ∼ U[0.9,1] and ei,p,t ∼ N (0, 1 − ρ2p). We then use this auxiliary variable to




CSRank(c̄i,p,t)− 1 , (3.2)
where CSRank(·) is the cross-section rank function. Hence, the resulting characteristics features
will exhibit some degree of persistence over time.
In addition to the stock characteristics, we simulate a time series xt representing the (macro-)
economic environment. We base xt on the following model:
xt ..= ρxt−1 + ut , (3.3)
where x0 = 0, ρ = 0.95 and ut ∼ N (0, 1−ρ2). Hence, xt is highly persistent. The macroeconomic
variable xt enters our data generating process through a Kronecker product
zi,t ..= (1, xt)
′ ⊗ ci,t , (3.4)
where ci,t is the Pc-dimensional stock characteristics vector at time t. Thus, we add Pc interaction
terms between the stock characteristics and the macroeconomic variable, which results in a
(P = 2Pc)-dimensional covariate vector zi,t. Before we can use the large-dimensional covariate
vector g(zi,t) to predict stock returns r̂i,t+1, we define a latent K
∗-factor model to generate
(excess) returns
ri,t+1 ..= g
∗(zi,t) + εi,t+1 , (3.5)
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i,t + εi,t+1 , (3.6)
where vt+1 ∼ N (0, 0.052 × I3) represents a K∗-dimensional disturbance vector for the
stocks drawn from the multivariate normal distribution and heavy tailed idiosyncratic errors
εi,t+1 ∼ t5(0, 0.052).
As in Gu et al. (2020), we suggest to introduce sparsity by simulating a three-factor model
with β∗i,t = (ci,1,t, ci,2,t, ci,3,t)
′ and we use two cases for the functional form g∗(zi,t):
Case 1:
g∗(zi,t) ..= (ci,1,t, ci,2,t, ci,3,t × xt)θ0 = (β∗i,t ◦ (1, 1, xt)′)′θ0, (3.7)





i,1,t, ci,1,t × ci,2,t, sgn(ci,3,t × xt))θ0, (3.8)
where θ0 = (0.04, 0.03, 0.012)
′.
Hence, the first model is linear and sparse, whereas the second model is highly nonlinear
as it involves a squared term c2i,1,t, an interaction term ci,1,t × ci,2,t, and a discrete variable
sgn(ci,3,t × xt).
3.2 Simulation Design
The following choices turn out to be central for the simulation results, the form of the (true)
population generating asset return function g∗(zi,t), the number of driving covariates K
∗,
the regression coefficient θ0, and the data set dimension (N,T, Pc) with concentration ratio
C ..= 2Pc/T = P/T . Similarly as in Gu et al. (2020), we define the base-case scenario as follows:
(a) g∗(zi,t) = (ci,1,t, ci,2,t, ci,3,t × xt)θ0
(b) K∗ = 3
(c) θ0 = (0.02, 0.02, 0.02)
′
(d) N = 100, T = 480, Pc = 100
17
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We first run the simulations under the base-case scenario. Then, we run different sets of
simulations, allowing for some deviations from the base-case values, which enables us to study
the influence of the different parameters separately and to assess the performance of the methods
for various market conditions and economic cycles.
As described in Section 2.3, the Monte Carlo simulation follows the hybrid sample splitting
and performance evaluation, where we use the first 12 years of observations to train, the successive
eight years to validate, and the subsequent twelve months to test the models. Therefore, we
have for each stock 20 years of monthly out-of-sample return predictions that we can analyze
with the mentioned predictive R2OOS,i measure. In that sense, we use the same procedure as in
our empirical section.
As in Gu et al. (2020), we additionally include an “Oracle” estimator for comparison. This
estimator is a feasible estimator using (only) the true covariates and OLS regression form, given
the data generating process g∗(zi,t). However, it is not necessarily the truly best estimator one
can construct as the simulated returns also have a non-random error term, see Equation (3.6),
which is why we put “Oracle” inside quotation marks.
3.3 Base-Case Scenario
We report the results of the base-case scenario in Table 1. All the methods perform similarly
under the base-case scenario. Even an ordinary least-squares regression seems sufficient. However,
the penalized linear models ‘successfully’ reduce the curse of dimensionality and significantly
improve prediction accuracy. The same holds for VASA with comparable prediction performance
to LASSO and RIDGE. Note that in our more realistic simulation setting VASA and the
penalized linear models even challenge the “Oracle” estimator.
[Table 1 about here.]
The implemented NNET is detecting some signal compared to the intercept-only regression.
However, the NNET is performing rather poorly compared to RF. We note that our NNET,
which uses four hidden layers and whose choice is motivated by the findings in Gu et al. (2020),
is only one possible implementation of a neural net. One would possibly find a neural net that
performs similar to the other methods in this scenario – or even better.
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To calculate the global R2OOS , we take as a benchmark the prediction performance of the
intercept-only method, which takes the cross-sectional average as a predictor for each asset.
Thus, due to the cross-section rank function this value is just 0; see Equation (3.2). However,
when looking at the distribution of the asset-specific performance, the average does retrieve some
of the signals in the data. It is important to emphasize that in this simulated base-case scenario,
the global R2OOS is a sufficient measure to compare the different algorithms as it is consistent
with the individual R2OOS,i performance. However, when we leave this base-case scenario and, in
particular, for historical data, this consistency will break up.
3.4 Nonlinearity
Next, we investigate the effect of the functional form of the data generating process. Most of the
factor model literature assumes g∗(zi,t) to be linear, but arguably this is a strong assumption.
Therefore, we consider the nonlinear model in (3.8) and compare the prediction accuracy of the
different methods. We summarize the cross-sectional R2OOS,i distribution in Table 2 below.
[Table 2 about here.]
Not surprisingly, RF can challenge the “Oracle” estimator in this nonlinear setting. The
NNET is again performing poorly compared to RF. One possible reason is that the regression
coefficients are too small in the data generating process, such that our implemented NNET
cannot detect the signal. We remark that the global R2OOS can be slightly misleading when
comparing the linear methods to the intercept-only regression. Looking at the security-specific
R2OOS,i, we see that the performance of the Average is similar to the performance of the linear
models. In contrast, the global R2OOS indicates that the linear methods outperform the Average
by a large margin.
3.5 Sparsity
In the age of big data, it is important to tame the factor zoo and screen for the relevant driving
factors. Often, the data generating process is assumed (and empirically observed) to be highly
sparse and noisy such that model-selection is not straightforward. Therefore, we next examine
the influence of the number of driving factors K∗ on the prediction accuracy. For different
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choices of K∗, we summarize the cross-sectional R2OOS,i distribution in Table 3. For comparison,
we include the base-case results for K∗ = 3.
We observe that VASA and LASSO perform best for all choices of K∗ ∈ {1, 3, 10}. Having in
mind the link between dropout regression, RIDGE, and VASA, it is interesting to see that VASA
indeed performs similar to RIDGE and LASSO and challenges even the “Oracle” estimator. All
methods outperform the Average in every scenario. Note that the performance ranking across
methods is very stable in terms of the number of driving covariates. Additionally, we find that
the prediction accuracy increases rapidly with a higher number of influential covariates.
[Table 3 about here.]
3.6 Signal-to-Noise Ratio
It is common knowledge that for weak signals and strong noise, the (penalized) linear models
struggle to predict stock returns. Consequently, we change the signal to noise parameter from
almost no signal (base-case), θ0 = 0.02, to a “very” strong signal, θ0 = 0.1. By doing so, we can
analyze for which scenarios VASA can improve prediction accuracy and variability and where it
has its limitations. The cross-sectional R2OOS,i distribution is summarized in Table 4.
[Table 4 about here.]
VASA has a very high prediction accuracy and low variability across all signal-to-noise
ratios, similar to the penalized linear methods. It performs best for a strong signal, θ0 = 0.1,
although the difference to LASSO is small. Interestingly, the performance of OLS is similar to
the performance of the penalized methods. Although P is large, the OLS method profits from
the fact that we have N × T  P . If this is the case, OLS performs well in a panel regression
setting.
Inspecting the performance of the nonlinear methods in Table 4, we find that their performance
stays behind the penalized linear methods and VASA. This observation comes at no surprise
since we assume a linear data generating process. Nevertheless, when we increase the regression
coefficient from θ0 = 0.02 to θ0 = 0.1 in the data generating process, we observe that the
performance of the NNET starts to improve. For θ0 = 0.1, it even outperforms RF.
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As an intermediate conclusion from the analysis of our simulation exercise, we find that our
VASA performs remarkably well and is the most robust and accurate model when the quality of a
signal is unknown, which is usually the case in practice. First, it performs well if there is almost
no signal at all, as it reduces noise overfitting by aggregating submodel predictions. Second, it
performs well if there are strong signals, as the subsampling probabilities take into account the
variable importance. Lastly, it performs well for other nonlinear and sparse scenarios, as VASA
controls for model-selection mistakes by aggregating submodel predictions.
4 Empirical Analysis
Before we empirically analyze the performance of the different prediction methods, we discuss
the data and how we split the sample into training, validation, and out-of-sample period.
4.1 Data
We download monthly stock return data from the Center for Research in Security Prices (CRSP).
Our sample period starts in January 1977 and ends in December 2016, totaling 40 years. Also,
we obtain the 94 stock-level predictive characteristics used by Gu et al. (2020) and industry
dummies corresponding to the first two digits of Standard Industrial Classification (SIC) codes
from Dacheng Xiu’s webpage.24 Tables 5–6 lists all the 94 stock-level predictive characteristics
and their corresponding main literature. To compute an informative stock-level prediction
accuracy measure and not just an aggregated global predictive R2, we restrict our sample to
stocks that have a complete return and stock-level characteristics history for the entire 40 years.
In doing so, the number of stocks in our sample reduces to 501. We also obtain the Treasury-bill
rate to proxy for the risk-free rate from which we calculate individual excess returns.
Furthermore, we construct eight macroeconomic predictors following the variable definitions
detailed in Welch and Goyal (2008), including dividend-price ratio (dp), earnings-price ratio
(ep), book-to- market ratio (bm), net equity expansion (ntis), Treasury-bill rate (tbl), term
spread (tms), default spread (dfy), and stock variance (svar). The monthly data are available
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As in Gu et al. (2020), we distinguish between two sets of covariates. The first set consists
of stock-level covariates based on the 94 stock characteristics
zstandardi,t
..= ci,t , (4.1)
where ci,t is the 94× 1 vector of characteristics for each stock i at t. The second and the larger
set of stock-level covariates includes also the interactions between the 8 macroeconomic state








Hence, the total number of covariates is 94× (1 + 8) + 58 = 904.
[Table 5 about here.]
[Table 6 about here.]
We divide the 40 years of data into 12 years of training sample (1977 – 1988), eight years of
validation sample (1989 – 1996), and the remaining 20 years (1997 – 2016) for out-of-sample
testing using the hybrid sample splitting scheme described in Section 2.3.
4.2 Return Prediction
When we estimate a panel model gi(·) ≡ g(·), we can increase the sample size by the factor N ,
which reduces the estimation error and leads to more robust results. This effect is only possible
because we work with stock characteristics and not with common factors. In contrast to Gu
et al. (2020), we predict only stock returns for stocks with no missing returns N = 501. Focusing
on this universe of stocks has several advantages. First, we can apply a panel-data analysis to
historical data, which is consistent with our simulation analysis. Second, we can compute a fair
stock-specific prediction accuracy measure, in this case, R2OOS,i, which helps us emphasizing
the common pitfalls when relying only on the global R2OOS . Third, we can avoid any further
assumptions about data cleaning, which may introduce further biases.
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Table 7 presents the comparison of machine learning techniques in terms of their individual
and global out-of-sample predictive R2, where we distinguish between the standard set of
predictive signals zstandardi,t based on the 94 stock-level characteristics, and the large set of
904 predictive signals zlargei,t .
26 We make the following observations. Except for OLS in the
large-dimensional setting, all models generate a positive global R2OOS , indicating a substantial
outperformance over the naive forecast of zero. Additionally, in most cases, the R2OOS values are
much higher than those reported in the analysis of Gu et al. (2020). Arguably, the significant
increase in R2OOS is due to the selected investment universe, in which we exclude stocks with
missing returns and characteristics and keep only those stocks that are available for the whole
sample.
[Table 7 about here.]
While it comes at no surprise that the OLS model fails in the large-dimensional case,
as the lack of regularization leaves OLS highly susceptible to in-sample overfit, it performs
reasonably well for the 94 stock characteristics. Thus, as long as the dimension is not too large
for OLS, a simple linear model provides a remarkable aggregate out-of-sample predictive R2,
slightly outperforming RF in terms of R2OOS . Hence, overall for the 94 stock characteristics, the
performance of linear and nonlinear models is comparable, with VASA providing the highest
R2OOS .
When we move to the large-dimensional setting, it becomes clear that we should restrict OLS
to a sparse parameterization. For example, forcing the model to include only three covariates
like size, value, and momentum, we find that the historical average is a hard benchmark to
beat. However, regularizing the linear model via dimension reduction (LASSO, RIDGE, VASA)
generates a substantial improvement over the full and sparse OLS models. RF more than doubles
the performance in terms of the traditional global R2OOS (2.53%), leaving all other linear models
behind. However, NNET also performs well in the large-dimensional case, almost as good as RF
in terms of the global R2OOS .
The results in Table 7 seem to indicate that for the baseline model with 94 stock characteristics,
26We find that the performance of VASA is not sensitive to the number of submodels used. After some averaging
over submodels, let us say five, there is almost no benefit of estimating additional submodels. It seems that the
prediction accuracy of any panel-data submodel with optimal subsampling size (κ somewhere between 8 and 16)
is very similar. This finding is good news, as B needs not to be very large, already B = 10 would be enough.
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VASA is our method of choice. At the same time, with a large number of predictive signals, in
this case, 904, the nonlinear RF should be preferred to the linear methods. However, we argue
that the global R2OOS is a misleading performance measure that can lead to wrong conclusions.
The reason is the following. The global R2OOS summarizes the mean cross-sectional performance
but completely neglects the stock-specific risk of each prediction. In particular, a model can have
a high global R2OOS , and, on average, it predicts stock returns with reasonable accuracy. Still,
for some stocks, the predictions may be extremely far from the truth. Therefore, we propose to
take into account the distribution of the stock-specific R2OOS,i to investigate not only the mean
performance but also the prediction risk for each model.
[Figure 1 about here.]
In Figure 1, we provide the boxplots of the stock-specific R2OOS,i’s for the different methods
and for both the standard and the large-dimensional covariate vectors zi,t. The dispersion of
the individual stock return prediction accuracy varies substantially across the different methods.
While the aggregate prediction accuracy, measured by AV and MED, is the driving factor for the
global R2OOS , the high variability across stocks plays an important role when applied in practice.
When using the 94 stock characteristics, we find a similar level and variability of individual
R2OOS,i. VASA seems to be the best performing method with the highest level (AV, MED, and
R2OOS) and relatively low variability (SD) as well as low risk of negative outliers (P10).
When we use the 904 predictive signals, the comparison of the global R2OOS in Table 7 suggests
that we use RF with a large set of predictors. However, Figure 1 clearly illustrates that, compared
to the other models, RF also exposes us to a substantial risk that the prediction based on RF
will fail for a specific stock and that we get an ‘unrealistically’ high or low return prediction.27
Consequently, taking into account the global R2OOS fails to address some essential aspects for
return prediction, and we should also consider the level and variability of the individual R2OOS,i
in our empirical analysis. Taking these considerations into account, it seems that also for the
high dimensional case, VASA provides a reasonable trade-off between prediction accuracy and
prediction variability.
27The prediction risk inherent in the RF method is reflected in the high variability (SD = 5.24%) and the
occurrence of extreme negative outliers (P10 = -4.53%). Note that in the large-dimensional setting the ultra-sparse
models (Average, OLS-3) are almost impossible to beat in terms of variability.
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In Figure 1, we observe that the results for NNET in the high-dimensional case seem to be
promising. AV and MED are higher than those from RF, and the variability is substantially
lower. Hence, to sum up, based on the analysis of both out-of-sample R2 measures (R2OOS and
R2OOS,i) it is difficult to say if the inclusion of interaction terms and industry dummies can
improve prediction accuracy. On the one hand, ‘smart’ (penalized) linear and nonlinear models
can increase the average performance. On the other hand, they have a higher risk for individual
stocks. From the above analysis, it is still not clear how this trade-off between prediction
accuracy and prediction variability will impact portfolio performance. Hence, in the next section,
we investigate this question and analyze how accuracy and variability impact portfolio returns.
4.3 Performance Analysis
So far, our assessment of forecast performance has been entirely statistical, relying on comparisons
of individual and global predictive R2. In this section, we form long-short portfolios based on
different machine learning forecasts and analyze their performance. At the end of each month,
we calculate one-month-ahead out-of-sample return predictions for each method. We then sort
stocks into deciles based on each model’s forecasts. We reconstitute portfolios each month
using equal weights. Finally, we construct a zero-net-investment portfolio that buys the highest
expected return stocks (top decile) and sells the lowest (bottom decile).28 Whenever the top
(bottom) decile includes returns with negative (positive) returns, we will replace these returns
with a long (short) position in the money market account.
Since our statistical objective functions minimize equally-weighted forecast errors, we
construct equally-weighted long-short portfolios and analyze their performance. As a robustness
check, we also report the value-weighted long-short portfolio performance. Value-weighted
portfolios are less sensitive to trading costs and small-cap biases. As an additional robustness
test, we consider the efficient sorting approach of Ledoit et al. (2019) to generate a more robust
zero-net-investment portfolio taking into account the information from the covariance matrix of
the investment universe.
[Table 8 about here.]
28Note that ‘Average’ gives the same prediction for each share, and thus, no sorting can be applied for this
method. Nevertheless, we interpret the ‘Average’ method as the 1/N or equally-weighted portfolio and include it
as a further benchmark even though it has no zero-net-investment.
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Table 8 reports the out-of-sample results for the equal-weighted long-short portfolios when
we use zstandardi,t and z
large
i,t . For z
standard
i,t as predictor, all models consistently outperform the
Average (often by a wide margin). Additionally, VASA consistently and markedly outperforms
all other models in terms of AV, leading to the largest final portfolio value. VASA also exhibits
the most favorable portfolio kurtosis. While VASA has a significantly lower SD than LASSO,
RIDGE, RF, and NNET, the lowest SDs are delivered by the Average and OLS. Consequently,
VASA generates the second-largest Sharpe ratio (SR=1.224). Surprisingly, the highest Sharpe
ratio (SR=1.239), but only by a small margin, is not generated by a more sophisticated model
like RF or NNET, but by OLS. The Sharpe ratios of RF and NNET stay below 1. However, their
advantages over simple methods like OLS become more obvious when we move from zstandardi,t to
zlargei,t and increase the number of predictors to 904.
When we use zlargei,t as a predictor, we indeed find that RF and NNET provide a better Sharpe
ratio than the simple linear models OLS and OLS-3. As OLS makes no dimension reduction, it
comes as no surprise that it is better to focus only on the 94 stock-level characteristics instead
of the 904 covariates. Whereas a simple regression performs surprisingly well for zstandardi,t it
delivers a worse but still plausible portfolio for zlargei,t , similar than Average or RF. Note that even
though simple OLS delivers reasonable equally-weighted long-short portfolios for the investigated
investment universe, the predicted portfolio returns are unrealistically high due to the highly
negative R2OOS values; see Table 7. For the 904 covariates, VASA delivers the highest Sharpe
ratio (SR=1.480) by a large margin over the second-largest Sharpe ratio generated by NNET
(SR=1.137). Again, VASA generates the highest average return (AV=34.271%), compared to
RIDGE (AV=26.191%) and NNET (AV=21.424%).
[Figure 2 about here.]
In Figure 2, we compare the evolution of the different portfolios when we use zstandardi,t to
form our predictions. We find that VASA is the best performing strategy, closely followed by
LASSO, NNET, and RIDGE. Surprisingly, OLS beats the more sophisticated RF. However,
all strategies beat the Average, i.e., the 1/N -portfolio is the worst performing portfolio. Note,
however, that the Average is a long-only portfolio. Therefore, in the lower panel of Figure 2, we
separately plot the long and short lag of the different portfolio strategies. While all strategies
perform equally well on the long lag, significant differences emerge when we look at the short lag.
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While VASA, LASSO, and NNET perform well, RF fails to construct a successful short strategy.
[Figure 3 about here.]
Figure 3 provides the evolution of portfolio values, when using zlargei,t as predictor. Clearly,
in terms of the cumulative return (in log-scale), VASA significantly outperforms all other
methods. RIDGE turns out to be the second-best method, while LASSO and NNET end up at
approximately the same value at the end of the sample period. In the lower panel of Figure 2,
we observe that the long lag of each method outperforms the 1/N -strategy as well. The long
lag of LASSO, RIDGE, VASA, and NNET generate similar or almost identical final values.
However, while LASSO, RIDGE, and in particular, NNET struggle to generate a successful
short-lag strategy, the outperformance of VASA’s long-short portfolio seems to profit not only
on the well-performing long lag but also on the successful construction of the short lag.
From the above analysis, we see that linear regression models using dimension reduction via
penalization (RIDGE, LASSO) or subsampling (VASA), perform well in both scenarios. So does
NNET. However, especially VASA can benefit from the additional macroeconomic and industry
information, which helps VASA to improve the performance contribution from the short lag.
These findings provide a further indication that the global R2OOS can be a misleading measure.
RF has by far the highest global R2OOS value for z
large
i,t , but the performance suffers when we use
these predictions to compute the long and short positions of a portfolio. We argue that this
is due to the high risk induced by RF’s prediction performance. As discussed in the previous
section, RF has the highest individual R2OOS,i volatility, at least for the 501 stocks and z
large
i,t .
Thus, even though RF predicts stock returns the best (highest R2OOS) on average, it performs
badly for some stocks, giving RF the highest SD and lowest P10 values. Thus, when creating
long and short positions for the RF portfolio, we run a high risk of misclassifying stocks into the
wrong decile.
The question is now, why do RF and (partially) NNET fail to predict stock and long-short
portfolio returns compared to more straightforward linear (dimension reduction) models?29 Our
observation seems puzzling, as the empirical analysis of Gu et al. (2020) shows the power of the
29Whereas the results for RF are very robust regarding hyperparameter tuning, we do not claim that there are
no better and smartly tuned NNETs that can outperform the other machine learning methods. Our main point is
that a standard NNET, similar as in Gu et al. (2020), cannot improve stock and long-short portfolio prediction
performance for the investigated investment universe.
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random forest and neural nets to predict stock and portfolio returns. However, we might get
some indication of potential causes of our findings when we take a closer look at what exactly
drives their outperformance over linear models. Almost all the Sharpe ratio gains come from the
short position, while the performance of the long position across the methods is similar. In their
analysis, only random forest and neural nets can generate gains, and thus positive Sharpe ratio,
from going short. This observation means that more sophisticated machine learning algorithms
seem to be significantly better in evaluating which stocks perform poorly in the next month for
all available shares in the market.
However, in our setting, where we analyze not the entire market but those stocks that have
a complete return and characteristics history, we find the opposite; see Figure 3. Whereas the
performance of the long position is still similar across the methods, RF and NNET are not
capable anymore of generating gains from the short position. Only VASA has a positive Sharpe
ratio also for the short position. Arguably, the worse performance for RF and NNET in the short
position, compared to Gu et al. (2020, Table 7), may stem from the choice of our investment
universe. We consider only stocks that have a full data history. Thus, they have survived the
last 40 years without any bankruptcy, merger and acquisition, renaming, and similar events.
Arguably, RF and NNET struggle to find the bottom decile of these stocks to go short as they
tend to be more stable and secure stocks. Thus, the signal is too weak to generate a decent
short portfolio.
If we compare our level of SR with the results of Gu et al. (2020, Table 7), we get, as
discussed before, a worse performance for RF and NNET but better for penalized linear models
where VASA (1.48) even outperforms their best NNET (1.35). Hence, we are left puzzled by the
fact that the results of Gu et al. (2020), which favor RF and NNET, appear to be mainly driven
by the stocks for which no entire history is available. If RF and NNET were stable algorithms,
we would have expected that they also outperform simpler linear models for our data set. We
leave a more in-depth analysis of this observation for future research. One of our main points for
this paper is that we want to raise a warning flag on using a global predictive R2 for selecting
different methods. As Table 7 indicates, the R2OOS of NNET is more than twice as large as the
R2OOS of VASA. However, the variance of the R
2
OOS,i of NNET is also more than three times
larger than the one of VASA. This variation in R2OOS,i has such a negative impact on NNET’s
28
Electronic copy available at: https://ssrn.com/abstract=3557957
portfolio performance that it fails to outperform VASA.
4.4 Robustness Checks
To further robustify our results, we do the following exercise. First, we use different percentiles
to form our portfolio sorts. Second, we analyze portfolio performance when we use different
weighting strategies. To analyze the impact on portfolio performance when using different
percentiles, we focus on the portfolios based on zlargei,t , and we use equal-weights within the
percentiles. So far, we have used the 10th percentile to construct the short and the long portfolios.
In what follows, we use the 5th as well as the 30th percentiles. Figure 4 provides an overview of
the results. It turns out that the ranking of the different strategies does not change significantly.
Again, VASA outperforms all models. Hence, our results are robust for different choices of
percentiles.
[Figure 4 about here.]
All the methods analyzed above minimize equally-weighted forecast errors, which is the
most appropriate statistical objective function when we aim at constructing equal-weighted
portfolios. Nevertheless, it is instructive to analyze whether our results are robust to different
weighting schemes. As a first obvious choice for an alternative weighting scheme, we change
from equal-weighted to value-weighted portfolio sorts. Table 9 summarizes the results.
[Table 9 about here.]
When using zstandardi,t as a predictor, the largest Sharpe ratios are generated by RIDGE
(SD=1.013) and VASA (SD=1.004), with a small advantage for RIDGE. However, when moving
to zlargei,t , the highest Sharpe Ratio (SR=1.339), again by a wide margin, is provided by VASA.
Hence, VASA profits the most from enlarging the set of predictors. At the same time, the
Sharpe Ratio for RF deteriorates substantially. Figure 5 plots the corresponding evolution of
the cumulative log-returns of the different strategies. Clearly, for zlargei,t , VASA turns out to be
the superior strategy.
[Figure 5 about here.]
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As an additional weighting alternative, we use efficient sorting approach introduced by Ledoit
et al. (2019). The basic idea behind this method is to exploit the information from the covariance
matrix. In particular, our goal is to minimize portfolio variance under the constraint that the
resulting portfolio has the same expected return as the strategy based on the long-short portfolio










|wi| = 1 .
By Σ̂t+1 we denote a feasible estimator of the (conditional) covariance matrix of the stock returns
and wEWt+1 is the weight vector of the equally-weighted portfolio based on sorting, as we have
used in Section 4.2 for the different forecasting methods. In our empirical analysis, we use a
static estimator of the large-dimensional covariance matrix Σ̂ based on the analytical nonlinear
shrinkage of Ledoit and Wolf (2020).30
[Figure 6 about here.]
Figure 6 confirms previous findings. For both predictors, VASA generates the highest
portfolio value at the end of our sample period. Since efficient sorting aims at minimizing the
variance for a given target return, the Sharpe ratio of the resulting portfolios tends to be higher
than the ones based on portfolio sorts. This goal is indeed achieved and confirmed by the data.
As we see from Table 10, we can increase the Sharpe ratio of VASA to 1.908, compared to the
Sharpe ratio of 1.480 for the equal-weighted strategy.
[Table 10 about here.]
30In unreported results, we find that dynamic estimators such as the DCC-NL of Engle et al. (2019) and
AFM-DCC-NL of De Nard et al. (2020) can further decrease the out-of-sample standard deviation.
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4.5 VASA’s Factor Choice
As in Gu et al. (2020), we are interested in which variables are selected by the different methods.
Since all methods except VASA have been discussed in their paper, and since our results do not
differ, we exclusively focus on VASA and ask which submodels are chosen. For that purpose, we
look at how VASA chooses both stock-level characteristics and interaction terms. To this end,
we order all the covariates based on their total frequency of all VASA submodels over time, with
the most frequent covariates on top and least frequent on the bottom.
[Figure 7 about here.]
Figure 7 plots the time variation in the ranks of the different covariates. The top-ranked
characteristics, there is not much fluctuation across time. The most critical characteristics
selected by VASA are stable over time. Momentum turns out to be the most influential factor,
especially when enriched with an interaction term. We recall that, for VASA, the choice of
the submodels are based on the in-sample R2’s, which we use to calculate the subsampling
probabilities. If we would subsample with equal probabilities, then covariates in Figure 7 would
have approximately the same color. Hence, by using the in-sample R2, VASA generates a ranking
that looks very similar to the ranking obtained by Gu et al. (2020, Figure A.5) using their neural
net. We also remind that VASA builds submodels with around 15 to 20 covariates. As we see
from Figure 7, from the 20 most important covariates, only three of them are pure stock-level
characteristics. All other covariates include macroeconomic interaction terms. Moreover, from
the 100 most important covariates, we have only eleven pure stock-level characteristics. Hence,
most of the submodels in VASA are driven by characteristics with interaction terms.
5 Conclusion
We perform a comparative analysis of machine learning algorithms for predicting equity returns
using large-dimensional factor models. We demonstrate that more sophisticated algorithms like
random forest and neural networks do not necessarily beat simpler linear models. Although
neural networks are hugely popular in a wide range of research disciplines, it is well-known that
they may generate unstable predictions. By switching from a global comparison of prediction
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accuracy (R2OOS) to a security-specific prediction accuracy measure (R
2
OOS,i), we can shed some
additional light on this issue. In particular, we find that the variability of R2OOS,i’s can be
substantial for random forests and neural nets, while for our newly proposed method based on
variable subsampling aggregation, VASA, has substantial lower prediction risk. We conjecture
that high variability in R2OOS,i’s is detrimental for long-short portfolios sorted according to
predicted returns, due to the higher risk of misclassifying the stocks in the wrong deciles.
In an empirical exercise, we find our conjecture confirmed. The low variability of VASA’s
security-specific R2OOS,i’s in the simulation carries over to the historical analysis. VASA
outperforms all other methods in terms of the Sharpe ratio. Even the nonlinear methods
like random forests and neural nets cannot beat our linear VASA. To further robustify our
results, we perform a set of additional checks, but our conclusions did not change. Hence, we
show that a large global R2OOS may still be no guarantee for outperformance. Complex nonlinear
models may turn out to be unstable, mainly when applied to situations in which the number of
variables is large and multicollinearity may be present.
We track down the source of VASA’s predictive advantage to maintain the simple, intuitive
linear structure by estimating multiple linear submodels that reduce the curse of dimensionality
and to aggregate their predictions to control for model-selection mistakes and nonlinearity.
We find that already a naive implementation of VASA can significantly improve prediction
accuracy and risk. Additionally, we suggest computing subsampling probabilities based on
variable importance measures and submodel predictions aggregation weights via in-sample fit
measures. This procedure gives even better out-of-sample predictions by smartly averaging over
more realistic subsampled factor models.
In this paper, we have introduced VASA as a simple method for prediction and we have
shown its advantages. However, VASA is not restricted to linear submodels, and future research
should focus on more complex nonlinear base algorithms and aggregation functions.
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Large Covariate Vector zi,t
Figure 1: Boxplots of the 501 out-of-sample R2OOS,i for various methods based on the standard
and large-dimensional covariate vector zi,t.
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Figure 2: Cumulative log returns of portfolios sorted on out-of-sample machine learning return
forecasts based on zstandardi,t . The solid and dash lines represent long (top decile) and short
(bottom decile) positions, respectively. All portfolios are equal-weighted.
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Figure 3: Cumulative log returns of portfolios sorted on out-of-sample machine learning return
forecasts based on zlargei,t . The solid and dash lines represent long (top decile) and short (bottom
decile) positions, respectively. All portfolios are equal-weighted.
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Figure 4: Cumulative log returns of portfolios sorted on out-of-sample machine learning return
forecasts based on zlargei,t and for different choices of percentiles. All portfolios are equal-weighted.
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Figure 5: Cumulative log returns of portfolios sorted on out-of-sample machine learning return
forecasts based on zstandardi,t and z
large
i,t . All portfolios are value-weighted.
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Figure 6: Cumulative log returns of portfolios sorted on out-of-sample machine learning return
forecasts based on zstandardi,t and z
large
i,t and efficient sorting.
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Figure 7: This figure describes how VASA ranks (over time) all the 904 covariates in terms of
overall model importance. We plot only the 100 most important covariates and highlight in red
the stock-level characteristics (without any macroeconomic interaction). Columns correspond
to the year end of each of the 20 samples, and color gradients within each column indicate the
most frequent (dark blue) to least frequent (white) covariates.
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Base-case Setting: Comparison of Machine Learning Methods
“Oracle” Average OLS LASSO RIDGE VASA RF NNET
MED 8.80 3.07 8.39 9.02 9.00 8.74 8.40 6.88
AV 5.61 1.17 5.10 5.81 5.16 5.64 4.94 4.49
SD 28.27 29.37 28.47 28.22 28.44 28.28 28.47 28.71
P10 −30.96 −41.19 −33.71 −31.33 −33.62 −31.06 −34.85 −36.35
R2OOS 4.53 0.00 4.01 4.74 4.08 4.57 3.87 3.43
Table 1: This table presents summary statistics for the 100 out-of-sample R2OOS,i in % for the
base-case scenario. Additionally, the last row contains the global R2OOS in %. In the rows labeled
MED, AV, P10, and R2OOS the largest number appears in bold face. In the row labeled SD the
lowest number appears in bold face.
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Nonlinear Setting: Comparison of Machine Learning Methods
“Oracle” Average OLS LASSO RIDGE VASA RF NNET
MED 17.75 10.02 9.36 11.55 10.19 11.93 16.59 11.77
AV 12.60 4.80 6.12 6.62 6.26 6.76 11.27 6.69
SD 23.88 25.81 25.42 25.41 25.48 25.40 24.11 25.28
P10 −18.71 −28.81 −27.77 −26.85 −27.46 −25.73 −19.24 −23.83
R2OOS 11.66 3.75 5.08 5.63 5.25 5.77 10.28 5.72
Table 2: This table presents summary statistics for the 100 out-of-sample R2OOS,i in % for the
nonlinear scenario. Additionally, the last row contains the global R2OOS in %. In the rows labeled
MED, AV, P10, and R2OOS the largest number appears in bold face. In the row labeled SD the
lowest number appears in bold face.
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Sparsity: Comparison of Machine Learning Methods
“Oracle” Average OLS LASSO RIDGE VASA RF NNET
K∗ = 1 Driving Covariate
MED 6.30 2.12 3.87 6.12 3.79 6.20 5.01 4.46
AV 5.14 0.94 2.95 4.85 3.08 4.86 4.18 3.37
SD 21.37 22.27 21.90 21.48 21.80 21.52 21.53 22.04
P10 −23.15 −26.59 −26.67 −23.16 −25.05 −23.52 −23.71 −24.84
R2OOS 4.25 0.00 2.05 3.96 2.16 3.97 3.29 2.47
K∗ = 3 Driving Covariates
MED 8.80 3.07 8.39 9.02 9.00 8.74 8.40 6.88
AV 5.61 1.17 5.10 5.81 5.16 5.64 4.94 4.49
SD 28.27 29.37 28.47 28.22 28.44 28.28 28.47 28.71
P10 −30.96 −41.19 −33.71 −31.33 −33.62 −31.06 −34.85 −36.35
R2OOS 4.53 0.00 4.01 4.74 4.08 4.57 3.87 3.43
K∗ = 10 Driving Covariates
MED 14.99 6.05 14.10 15.03 14.02 14.79 13.30 13.12
AV 10.79 1.92 9.53 10.67 10.12 10.68 7.84 9.47
SD 21.40 24.93 21.70 21.66 21.69 21.44 22.50 21.78
P10 −20.73 −37.25 −23.45 −20.10 −21.35 −20.43 −24.90 −22.84
R2OOS 9.00 0.00 7.73 8.89 8.33 8.89 5.99 7.67
Table 3: This table presents summary statistics for the 100 out-of-sample R2OOS,i in % for various
levels of sparsity scenarios. Additionally, the last row contains the global R2OOS in %. In the
rows labeled MED, AV, P10, and R2OOS , the largest number appears in bold face. In the row
labeled SD the lowest number appears in bold face.
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Signal-to-Noise Ratio: Comparison of Machine Learning Methods
“Oracle” Average OLS LASSO RIDGE VASA RF NNET
θ0 = 0.02
MED 8.80 3.07 8.39 9.02 9.00 8.74 8.40 6.88
AV 5.61 1.17 5.10 5.81 5.16 5.64 4.94 4.49
SD 28.27 29.37 28.47 28.22 28.44 28.28 28.47 28.71
P10 −30.96 −41.19 −33.71 −31.33 −33.62 −31.06 −34.85 −36.35
R2OOS 4.53 0.00 4.01 4.74 4.08 4.57 3.87 3.43
θ0 = 0.05
MED 35.14 9.53 34.61 35.34 34.62 35.05 34.61 34.19
AV 31.11 4.21 30.75 31.26 30.82 31.08 29.41 30.19
SD 25.77 41.14 25.90 25.74 25.85 25.80 26.83 26.25
P10 −2.67 −54.85 −2.41 −2.32 −2.59 −2.53 −6.24 −3.90
R2OOS 27.95 0.00 27.56 28.11 27.63 27.92 26.20 26.97
θ0 = 0.1
MED 61.68 −4.57 61.27 61.50 60.51 61.63 56.95 60.58
AV 59.95 −16.20 59.32 59.82 59.00 59.98 55.13 58.78
SD 14.10 52.23 14.41 14.16 14.63 14.08 16.39 14.72
P10 44.41 −88.70 44.29 44.87 43.60 44.69 35.93 40.97
R2OOS 65.03 0.00 64.47 64.91 64.21 65.06 60.92 64.02
Table 4: This table presents summary statistics for the 100 out-of-sample R2OOS,i in % for various
signal to noise ratios. Additionally, the last row contains the global R2OOS in %. In the rows
labeled MED, AV, P10, and R2OOS , the largest number appears in bold face. In the row labeled
SD the lowest number appears in bold face.
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No. Acronym Firm Characteristic Literature
1 absacc Absolute accruals Bandyopadhyay et al. (2010)
2 acc Working capital accruals Sloan (1996)
3 aeavol Abnormal earnings announcement volume Lerman et al. (2008)
4 age Years since first Compustat coverage Jiang et al. (2005)
5 agr Asset growth Cooper et al. (2008)
6 baspread Bid-ask spread Amihud and Mendelson (1989)
7 beta Beta Fama and MacBeth (1973)
8 betasq Beta squared Fama and MacBeth (1973)
9 bm Book-to-market Rosenberg et al. (1985)
10 bmia Industry-adjusted book-to-market Asness et al. (2000)
11 cash Cash holdings Palazzo (2012)
12 cashdebt Cash flow to debt Ou and Penman (1989)
13 cashpr Cash productivity Chandrashekar and Rao (2009)
14 cfp Cash flow to price ratio Desai et al. (2004)
15 cfpia Industry-adjusted cash flow to price ratio Asness et al. (2000)
16 chatoia Industry-adjusted change in asset turnover Soliman (2008)
17 chcsho Change in shares outstanding Pontiff and Woodgate (2008)
18 chempia Industry-adjusted change in employees Asness et al. (2000)
19 chinv Change in inventory Thomas and Zhang (2002)
20 chmom Change in 6-month momentum Gettleman and Marks (2006)
21 chpmia Industry-adjusted change in profit margin Soliman (2008)
22 chtx Change in tax expense Thomas and Zhang (2011)
23 cinvest Corporate investment Titman et al. (2004)
24 convind Convertible debt indicator Valta (2016)
25 currat Current ratio Ou and Penman (1989)
26 depr Depreciation / PP&E Holthausen and Larcker (1992)
27 divi Dividend initiation Michaely et al. (1995)
28 divo Dividend omission Michaely et al. (1995)
29 dolvol Dollar trading volume Chordia et al. (2001)
30 dy Dividend to price Litzenberger and Ramaswamy (1982)
31 ear Earnings announcement return Kishore et al. (2008)
32 egr Growth in common shareholder equity Richardson et al. (2005)
33 ep Earnings to price Basu (1977)
34 gma Gross profitability Novy-Marx (2013)
35 grCAPX Growth in capital expenditures Anderson and Garcia-Feijóo (2006)
36 grltnoa Growth in long term net operating assets Fairfield et al. (2003)
37 herf Industry sales concentration Hou and Robinson (2006)
38 hire Employee growth rate Belo et al. (2014)
39 idiovol Idiosyncratic return volatility Ali et al. (2003)
40 ill Illiquidity Amihud (2002)
41 indmom Industry momentum Moskowitz and Grinblatt (1999)
42 invest Capital expenditures and inventory Moskowitz and Grinblatt (2010)
43 lev Leverage Bhandari (1988)
44 lgr Growth in long-term debt Richardson et al. (2005)
45 maxret Maximum daily return Bali et al. (2011)
46 mom12m 12-month momentum Jegadeesh and Titman (1993)
47 mom1m 1-month momentum Jegadeesh and Titman (1993)
48 mom36m 36-month momentum Jegadeesh and Titman (1993)
49 mom6m 6-month momentum Jegadeesh and Titman (1993)
50 ms Financial statement score Mohanram (2005)
Table 5: This table lists the 94 characteristics we use in the empirical study. We obtain the
characteristics used by Gu et al. (2020) from Dacheng Xiu’s webpage; see http://dachxiu.
chicagobooth.edu. Note that data are collected in Green et al. (2017).
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No. Acronym Firm Characteristic Literature
51 mvel1 Size Banz (1981)
52 mveia Industry-adjusted size Asness et al. (2000)
53 nincr Number of earnings increases Barth et al. (1999)
54 operprof Operating profitability Fama and French (2015)
55 orgcap Organizational capital Eisfeldt and Papanikolaou (2013)
56 pchcapxia Industry adjusted change in capital exp. Abarbanell and Bushee (1998)
57 pchcurrat Change in current ratio Ou and Penman (1989)
58 pchdepr Change in depreciation Holthausen and Larcker (1992)
59 pchgmpchsale Change in gross margin - change in sales Abarbanell and Bushee (1998)
60 pchquick Change in quick ratio Ou and Penman (1989)
61 pchsalepchinvt Change in sales - change in inventory Abarbanell and Bushee (1998)
62 pchsalepchrect Change in sales - change in A/R Abarbanell and Bushee (1998)
63 pchsalepchxsga Change in sales - change in SG&A Abarbanell and Bushee (1998)
64 ppchsaleinv Change sales-to-inventory Ou and Penman (1989)
65 pctacc Percent accruals Hafzalla et al. (2011)
66 pricedelay Price delay Hou and Moskowitz (2005)
67 ps Financial statements score Piotroski (2000)
68 quick Quick ratio Ou and Penman (1989)
69 rd R&D increase Eberhart et al. (2004)
70 rdmve R&D to market capitalization Guo et al. (2006)
71 rdsale R&D to sales Guo et al. (2006)
72 realestate Real estate holdings Tuzel (2010)
73 retvol Return volatility Ang et al. (2006)
74 roaq Return on assets Balakrishnan et al. (2010)
75 roavol Earnings volatility Francis et al. (2004)
76 roeq Return on equity Hou et al. (2015)
77 roic Return on invested capital Brown and Rowe (2007)
78 rsup Revenue surprise Kama (2009)
79 salecash Sales to cash Ou and Penman (1989)
80 saleinv Sales to inventory Ou and Penman (1989)
81 salerec Sales to receivables Ou and Penman (1989)
82 secured Secured debt Valta (2016)
83 securedind Secured debt indicator Valta (2016)
84 sgr Sales growth Lakonishok et al. (1994)
85 sin Sin stocks Hong and Kacperczyk (2009)
86 sp Sales to price Barbee et al. (1996)
87 stddolvol Volatility of liquidity (dollar trading volume) Chordia et al. (2001)
88 stdturn Volatility of liquidity (share turnover) Chordia et al. (2001)
89 stdacc Accrual volatility Bandyopadhyay et al. (2010)
90 stdcf Cash flow volatility Huang (2009)
91 tang Debt capacity/firm tangibility Almeida and Campello (2007)
92 tb Tax income to book income Lev and Nissim (2004)
93 turn Share turnover Datar et al. (1998)
94 zerotrade Zero trading days Liu (2006)
Table 6: Table 5 continued.
55
Electronic copy available at: https://ssrn.com/abstract=3557957
Monthly Out-Of-Sample Stock-level Prediction Performance (in %)
Average OLS OLS-3 LASSO RIDGE VASA RF NNET
zstandardi,t
MED 1.02 1.03 0.88 1.22 1.24 1.26 0.89 1.09
AV 1.12 1.03 0.89 1.28 1.29 1.33 0.95 1.16
SD 1.01 1.49 1.24 1.22 1.07 1.22 0.95 1.20
P10 −0.04 −0.53 −0.17 −0.09 −0.00 −0.04 −0.14 −0.23
R2OOS 0.81 0.87 0.77 0.95 0.95 0.97 0.77 0.82
zlargei,t
MED 1.02 −39.64 0.88 0.84 0.91 1.23 2.55 2.59
AV 1.12 −513 0.89 0.46 0.70 1.07 2.00 2.66
SD 1.01 2080 1.24 2.39 1.93 1.46 5.24 2.59
P10 −0.04 −607 −0.17 −2.54 −1.97 −0.56 −4.53 0.36
R2OOS 0.81 −194 0.77 0.93 1.07 1.10 2.53 2.30
Table 7: This table presents summary statistics for the 501 out-of-sample R2OOS,i and the global
R2OOS for the standard and large set of stock-level characteristics. In the rows labeled MED,
AV, R2OOS and P10 the largest number appears in bold face. In the row labeled SD the lowest
number appears in bold face. Note that OLS-3 pre-selects size, book-to-market, and momentum
as the only covariates.
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Long-Short Portfolio Analysis (Equal-Weighted)
Average OLS OLS-3 LASSO RIDGE VASA RF NNET
zstandardi,t
Value 5.129 41.271 14.816 75.957 56.204 91.181 29.535 52.434
AV 9.504 20.025 16.354 23.892 23.273 24.790 19.975 22.843
SD 16.104 16.158 24.037 20.320 24.492 20.260 24.339 24.368
SR 0.590 1.239 0.680 1.176 0.950 1.224 0.821 0.937
Skew −0.330 0.145 0.554 −0.234 0.087 −0.024 0.250 0.329
Kurt 2.433 1.975 2.973 0.745 3.338 0.070 1.500 0.984
zlargei,t
Value 5.129 10.377 14.816 47.378 111.362 522.675 34.154 49.571
AV 9.504 13.346 16.354 21.861 26.191 34.271 20.580 21.424
SD 16.104 18.097 24.037 21.966 21.903 23.156 24.049 18.848
SR 0.590 0.737 0.680 0.995 1.196 1.480 0.856 1.137
Skew −0.330 0.567 0.554 −0.340 −0.353 0.416 0.492 0.002
Kurt 2.433 2.410 2.973 1.862 1.945 0.481 2.079 1.298
Table 8: Annualized performance measures for all models of the equal-weighted long-short
portfolio. Value stands for the final portfolio value. AV denotes the average mean excess return
and SD stands for standard deviation. By SR, we denote the Sharpe ratio. By Skew and Kurt,
we denote skewness and excess kurtosis. All measures are annualized and based on 240 monthly
out-of-sample returns from January 1997 until December 2016. In the rows labeled Value, AV,
SR, and Skew, the largest number appears in bold face. In the rows labeled SD and Kurt, the
lowest number appears in bold face.
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Portfolio Analysis (Value-Weighted)
Average OLS OLS-3 LASSO RIDGE VASA RF NNET
zstandardi,t
Value 6.520 10.841 54.507 18.030 97.577 68.906 146.833 45.408
AV 10.350 13.519 23.852 17.052 26.283 24.149 29.597 23.151
SD 13.692 17.678 27.646 22.503 25.947 24.052 30.176 28.553
SR 0.756 0.766 0.863 0.758 1.013 1.004 0.981 0.811
Skew −0.448 0.075 0.422 −0.028 1.302 0.380 0.552 0.494
Kurt 1.095 1.892 1.602 0.512 10.335 1.221 4.153 1.123
zlargei,t
Value 6.520 8.320 54.507 46.927 104.961 416.884 19.612 94.298
AV 10.35 12.851 23.852 22.462 26.414 33.577 18.761 26.030
SD 13.692 21.382 27.646 24.768 24.146 25.081 28.155 25.379
SR 0.756 0.601 0.863 0.907 1.094 1.339 0.666 1.026
Skew −0.448 0.654 0.422 −0.249 −0.226 0.276 0.903 0.659
Kurt 1.095 2.314 1.602 1.312 3.784 0.652 6.139 3.355
Table 9: Annualized performance measures (in percent) for all models of the value-weighted
long-short portfolio. Value stands for the final portfolio value; AV stands for average; SD stands
for standard deviation; and SR stands for Sharpe ratio. All measures are based on 240 monthly
out-of-sample returns from January 1997 until December 2016. In the rows labeled Value, AV,
and SR the largest number appears in bold face. In the row labeled SD the lowest number
appears in bold face. Except for the Sharpe ratio, all numbers are expressed in percentage
numbers.
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Portfolio Analysis (Efficient Sorting)
Average OLS OLS-3 LASSO RIDGE VASA RF NNET
zstandardi,t
Value 7.802 22.889 2.009 41.230 36.100 60.319 28.174 36.352
AV 11.608 16.122 4.310 19.386 18.719 21.426 18.08 18.796
SD 16.055 8.660 12.778 11.547 11.547 12.495 16.395 11.967
SR 0.723 1.862 0.337 1.679 1.617 1.715 1.103 1.571
Skew −0.365 0.461 −0.253 0.746 0.427 0.785 1.342 0.600
Kurt 2.458 2.546 1.307 3.879 3.294 3.282 4.004 3.116
zlargei,t
Value 7.802 2.759 2.009 31.133 47.593 86.393 5.161 50.233
AV 11.608 5.460 4.310 17.972 20.028 23.215 9.110 20.552
SD 16.055 8.719 12.778 11.617 10.69 12.166 13.355 12.974
SR 0.723 0.626 0.337 1.547 1.874 1.908 0.682 1.584
Skew −0.365 0.525 −0.254 0.427 0.178 0.768 0.507 0.941
Kurt 2.458 2.084 1.307 0.482 0.503 1.681 0.839 3.436
Table 10: Annualized performance measures (in percent) for all models of the efficient sorting
long-short portfolio. Value stands for the final portfolio value; AV stands for average; SD stands
for standard deviation; and SR stands for Sharpe ratio. All measures are based on 240 monthly
out-of-sample returns from January 1997 until December 2016. In the rows labeled Value, AV,
and SR the largest number appears in bold face. In the row labeled SD the lowest number
appears in bold face. Except for the Sharpe ratio, all numbers are expressed in percentage
numbers.
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A Distribution of the Subsampling Vector and Selection Matrix
We define the P -dimensional randomly generated subsampling vector Vb as {0, 1}P such that
V ′b1 = Kb. Hence, for Vb = {vb,1, . . . , vb,P }′, vb,l = 1 indicates that variable l ∈ {1, . . . , P} is
selected, whereas vb,l = 0 indicates that variable l is not selected. Therefore, to get Vb we draw





vectors, each of size P containing exactly Kb ones and P −Kb zeros. Hence,
the probability of drawing a certain combination of the Kb ones is P[Vb = v] = 1( PKb)
. This can
be written as a special case of a multivariate hypergemetric distribution in the following way
Vb ∼ HGeom(B,Kb) ,
with



















B1 + . . .+BP = P, v1 + . . .+ vP = Kb and Kb 6 P .
In our case we have that
B = {1, . . . , 1} and vj ∈ {0, 1} ,
Hence, we write in short





The variable selection matrix Λ(Vb) ∈ {0, 1}Kb×P is based on the P -dimensional subsampling
vector as it transforms Vb in a Kb × P matrix which selects only the rows of X ∈ RP×N for the
in Vb indicated variables; see Equation (2.12). For example take P = 3, N = 4 and (randomly)
choose two out of the three variables (K = 2). Then, Vb can be {1, 1, 0}′, {0, 1, 1}′ or {1, 0, 1}′
all with equal probability of 13 . Now focus on the last realization where the first and the third
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variable is selected and the second is dropped Vb = {1, 0, 1}′:
X̃b = Λ(Vb)X ,
=




x1,1 x1,2 x1,3 x1,4
x2,1 x2,2 x2,3 x2,4
x3,1 x3,2 x3,3 x3,4
 ,
=
 x1,1 x1,2 x1,3 x1,4
x3,1 x3,2 x3,3 x3,4
 .
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