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Modulation filtering using an optimization
approach to spectrogram reconstruction
Rémi Decorsière, Peter L. Søndergaard, Jörg Buchholza, Torsten Dau
Center for Applied Hearing Research, Technical University of Denmark, Kongens Lyngby, Denmark
Summary
Modulations across time and frequency are known from previous studies to play a significant role
for speech intelligibility. Hence, well-chosen manipulations of modulations via an accurate tool to
systematically modify the modulation content of a signal might be useful for the improvement of
speech intelligibility. This study investigates modulation filtering in a time-frequency representation
of the signal (e.g., a spectrogram), using a novel approach for reconstructing a signal from its modified
representation. It is suggested that this synthesis is regarded as an optimization problem, where
the variables are the time samples of the output signal and where the cost function to minimize
is the difference between the target spectrogram and the current spectrogram. This approach is
made feasible, with regard to the large number of variables involved, by use of a limited-memory
optimization algorithm. This study presents basic results regarding temporal modulation filtering
and discusses the novel method and its possibilities of improvement.
PACS no. 43.66.Ba, 43.60.Hj
aCurrent address: National Acoustic Laboratory, Chatswood, Australia
1. Introduction
Band-limited signals, including speech processed
through an auditory filterbank, can be decomposed
into a slowly varying component, often referred to
as the envelope, and a fast varying component, the
carrier wave or temporal fine structure. The varia-
tions of the envelope over time, i.e. temporal modu-
lations, are known to characterize speech signals and
have a strong influence on speech intelligibility [1].
Well-chosen manipulations of the modulation content
of speech, particularly in situations where its intelligi-
bility is degraded (e.g. in the presence of noise), might
improve speech intelligibility. However, manipulating
the modulation features in any signal is a complex
operation. The nonlinearities as inherent part of the
extraction of the envelope content make both the defi-
nition of the desired manipulations and their accurate
realization very challenging. Previous studies have at-
tempted to perform controlled and accurate modifica-
tions of the envelope features of speech [2, 3, 4] but
it is questionable whether these methods were suf-
ficiently accurate and well defined to be useful and
reliable for speech intelligibility tests.
In the present study, modifications of the envelope
are investigated and evaluated in terms of the accu-
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racy of the modifications and overall quality. As in
previous studies [4], the modifications are achieved in
a time-frequency representation of the signal. Here,
however, a novel approach for reconstructing the sig-
nal from a modified time-frequency representation is
suggested. Commonly used algorithms that achieve
this reconstruction (e.g. [5]) rely on an iterative ap-
proach but the algorithm introduced here is based on
an unconstrained optimization approach. The output
time-domain signal is considered as the variable in
the optimization function and the objective function
is expressed in the time-frequency domain. This ap-
proach is considered to offer more flexibility and con-
trol than traditional iterative procedures. Analytical
results regarding the efficiency of the envelope filter-
ing are presented and the advantages of this method
as well as its limitations are discussed.
2. Methods
2.1. Modulation filtering
Signals can be decomposed into an envelope and a
carrier wave, or temporal fine structure (TFS). The
envelope describes the low-frequency variations of the
amplitude of a signal and the associated TFS contains
the fast variations that the envelope does not account
for. In the human auditory system, the transformation
from mechanical vibrations of the basilar membrane
in response to sound into receptor potentials in the
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inner hair cells is often simulated as an envelope ex-
traction. Typically, the envelope is well understood
as a concept of being the positive-valued signal that
is tangent to the upper peaks in the fine structure,
hence enveloping the actual signal. However, even if
this conceptual definition is well established, several
mathematical definitions exist for the pair of envelope
and TFS and how to extract them.
This study focuses particularly on the frequency
content of the envelope. The goal is to filter the enve-
lope, hence modifying the temporal modulation pat-
tern of the signal. This operation is referred to in the
following as modulation filtering. Independently of the
chosen definition for the pair of envelope and TFS,
the problem can be described mathematically by in-
troducing the extraction operators for the envelope,
E , and for the carrier, C:
E (s) = e
C (s) = c (1)
where s is a given time-domain signal (for clarity, the
dependency in time is omitted) and e together with
c form a pair of envelope and TFS. The recombina-
tion -or synthesis- operator, R, then generates a time-
domain signal from a given pair of envelope and TFS.
If E , C and R are chosen appropriately, then
R (E (s) , C (s)) = s (2)
should be valid, i.e. the recombined envelope and TFS
of any signal s should actually be identical to the orig-
inal signal s. Modulation filtering aims at synthesiz-
ing a modified signal, sm, with an envelope em that
represents the envelope of the original signal, E (s),
convolved with a given filter impulse response filter,
h:
E (sm) = em = E (s) ∗ h (3)
However, modulation filtering is not trivial since the
combination of the filtered envelope with the original
TFS results in a new signal sm = R (E (s) ∗ h, C (s))
which generally does not present the expected enve-
lope [6], i.e.:
E (sm) = E (R (E (s) ∗ h, C (s))) 6= E (s) ∗ h (4)
This is valid for most signals s, including speech, inde-
pendent of the method chosen to extract the envelope
and the TFS.
In this study, the common definition of the envelope
of a real signal as the modulus of the corresponding
analytic signal is used:
E (s) = |ŝ| = |s+ iH (s)| (5)
where ŝ is the analytic signal associated with s and
H (s) denotes the Hilbert transform of s:
H (s) (t) =
∫ ∞
−∞
s (τ)
pi (t− τ)dτ (6)
This definition only makes sense for narrowband sig-
nals. For wide-band signals, such as speech, it is nec-
essary to first decompose the signal into narrowband
components, for example by means of a bandpass fil-
terbank. Here, this decomposition is achieved through
a time-frequency analysis of the signal using a short-
time Fourier transform (STFT). The STFT decom-
poses the signal s into a sum of N bandlimited com-
ponents (or frequency channels):
s (t) =
N∑
n=1
sn (t) (7)
Using a filterbank of complex-valued filters (which
is the case for the STFT), and ignoring the contri-
bution of negative frequencies, yields analytic signals
with magnitudes that correspond to the envelopes in
the individual channels:
E (sn) = |sn| = en, 1 ≤ n ≤ N (8)
In the following, the magnitude of the STFT, i.e. the
envelopes of the subbands, will be referred to as the
spectrogram. The associated carrier is represented by
the phase information of the STFT. Each envelope is
then filtered by a chosen filter with impulse response
h to obtain a new envelope fn:
fn = en ∗ h, 1 ≤ n ≤ N (9)
This results in a so-called modified spectrogram
which is the family of frequency channel envelopes
{fn}1≤n≤N . As shown below, inverting this represen-
tation back to a time-domain signal is not straight-
forward. This approach, using a time-frequency rep-
resentation of the signal, is similar to that considered
in [4], but differs in the method used to invert the
modified spectrogram, which is described in the fol-
lowing sub-section.
To account for the efficiency of the modulation fil-
tering, a modulation frequency response (MFR) of the
whole system is defined, in a similar way as in [2]. The
MFR in individual channels is the ratio between the
frequency response of the envelope of the modulation
filtered signal, r, and the frequency response of the
envelope of the original signal, s:
MFRn(ω) =
F (|rn|)
F (|sn|) , 1 ≤ n ≤ N (10)
where F denotes the Fourier transform. A global re-
sponse is obtained by averaging these MFRn over
all frequency channels. Due to the ratio in equation
(10), frequency channels containing low energy (typi-
cally at very high frequencies) can lead to a very large
MFRn which does not illustrate the actual process
but a noisy behavior. To better illustrate the process-
ing in the relevant channels, the average is weighted
by the total energy present in each subband, such that
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high-energy subbands will contribute more to the av-
erage, hence decreasing the bias introduced by low-
energy noisy subbands:
MFR (ω) =
∑N
n=1 ‖rn‖2 ·MFRn (ω)∑N
n=1 ‖rn‖2
(11)
In the result section below, this overall modulation
frequency response, MFR (ω), will be compared with
the frequency response of the filter that was used in
the processing, F (h).
2.2. Reconstruction of the modified spectro-
gram
After filtering the envelope of each frequency chan-
nel, a modified spectrogram is obtained. The challenge
is now to synthesize a time-domain signal, r, whose
spectrogram (STFT’s magnitude) is equal to the tar-
get modified spectrogram. Thus, the envelope of each
frequency channel of the STFT of r should be equal
to the filtered envelope of the corresponding channel
in the STFT of the original signal s:
|rn| = fn = |sn| ∗ h, ∀n, 1 ≤ n ≤ N (12)
Then the signal r would present the required tempo-
ral modulation features. This approach is equivalent
to finding a suitable carrier (phase of the STFT) to
combine with the modified spectrogram {fn}1≤n≤N .
However it is argued here that there generally does
not exist a signal r such that equation (12) is exactly
valid. Therefore, the property defined in equation (12)
needs to be approximated. The approximation is mea-
sured by the “distance” between actual spectrogram
and the target, defined by the function G:
G (r) =
N∑
n=1
∥∥∥|rn|2 − f2n∥∥∥2 (13)
Values of the function G are equal to zero if and only
if the property described in equation (12) is verified,
i.e. if the signal r presents the requested temporal
modulation pattern. Else, the function G is strictly
positive. The idea of this study, as illustrated in figure
1, is to apply an optimization algorithm to minimize
the function G, the “objective function”, and hence
to find the optimal signal r that has the modulation
features as close as possible to the one described by
{fn}1≤n≤N .
The optimization problem is multi-dimensional, one
dimension for each sample in the signal to construct.
In practice, an optimization algorithm approximates
the gradient and the Hessian matrix (i.e. a matrix of
second-order derivatives) for the objective function G
which results -for problems with many dimensions as
here- in complex calculations requiring a lot of mem-
ory space. A limited memory optimization algorithm,
Figure 1. Illustration of the optimization process, r is the
variable and the evaluation of G and its gradient provide
the direction for the next update
a L-BFGS algorithm1 ([7], implemented in [8]) is used
here. This algorithm does not need to approximate the
full Hessian matrix but only a few vectors containing
a sparse representation of it, making this approach
feasible for reasonably long signals.
An additional property of the objective function is
that its gradient∇G has a literal expression that takes
the form of an inverse STFT2. Hence, it is computable
using a fast Fourier transform (FFT). This exact ex-
pression of the gradient is used in the optimization
algorithm such that it does not need to be approxi-
mated. This saves time, memory, and improves accu-
racy.
3. Results
To illustrate the outcome of the method presented
in this study, a modulation filter was implemented
and applied to seven short speech samples (one or
two words) sampled at 22 kHz. The filter is a sharp
6-th order Chebyshev type II stop-band filter. The
lower and higher cutoff modulation frequencies are 4
and 64 Hz, respectively, and the attenuation is set to
-40 dB in the stop-band. The modulation frequency
response was calculated for each signal according to
eq. (11). The global process is illustrated by the ge-
ometric mean3 of the MFRs for each signal. Figure
2 presents the target filter response, as well as the
averaged MFRs for three methods of spectrogram in-
version:
• a standard inverse STFT using the phase of the
spectrogram prior to filtering, referred to as linear
reconstruction
• the method presented in the present study, referred
to as optimization reconstruction
• the traditional iterative approach for spectrogram
reconstruction from Griffin and Lim [5], referred to
as iterative reconstruction
1 Limited memory Broyden–Fletcher–Goldfarb–Shanno algo-
rithm
2∇G = 4<
(
iSTFT
{(
|rn|2 − f2n
)
rn
})
, computed with the
same analysis window -and not the associated synthesis
window- as {rn}. < denotes the real part.
3 The logarithmic nature of the attenuation justifies the use of
the geometric average over the arithmetic average.
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Figure 2. Modulation frequency response for a 4-Hz low-pass modulation filter for linear reconstruction and methods
based on spectrogram reconstruction
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Figure 3. Distribution of errors across frequency for op-
timization and iterative approach to spectrogram recon-
struction
The deviations between the MFR for any of the
three methods and the response of the filter illus-
trate the issue introduced by the non-linearity of en-
velope extraction. However, the benefit of using a
method to reconstruct the modified spectrogram is
reflected in an 8-10 dB larger attenuation than that
obtained with the standard inverse STFT. The iter-
ative method performs slightly better than the opti-
mization method up to 12 Hz, above which its per-
formance decreases. The difference between these two
methods is however subtle. It is therefore argued that,
regarding the MFRs, the iterative reconstruction and
the optimization method perform similarly, and both
perform clearly better than the linear reconstruction
method.
Figure 3 presents the errors in the modified spectro-
gram reconstruction process for both the optimization
based method introduced in this study and the tradi-
tional iterative method proposed in [5], for the same
signals as shown in Fig. 2. The curves present the dif-
ference between the spectrogram of the synthesized
signal and the target modified spectrogram, averaged
over time, hence illustrating the distribution of recon-
struction errors over frequency. The iterative method
suggested by Griffin and Lim performs a slightly bet-
ter reconstruction. However, considering Fig. 2, the
methods perform equally well in terms of modula-
tion filtering. Therefore, the optimization approach
proposes a release of constraints in the search of the
optimal signal that is beneficial to modulation filter-
ing. Moreover, it was noted in accompanying informal
listening experiments that the signals generated using
the optimization approach sound more "natural" than
those generated by the iterative approach.
4. Discussion
While some existing methods for modulation filter-
ing [1, 2, 3] attempt at filtering the envelope and re-
combining it with a carrier, the approach taken in
the present study is to construct a signal from the
envelope of its subbands. This approach is therefore
based on the assumption that the information con-
tained in the spectrogram only is sufficient to recover
a signal. This conjecture is addressed in e.g. [9]. The
results presented in Fig. 2 are comparable with results
achieved in previous studies. However, it appears that
this novel method synthesizes signals of better qual-
ity, i.e. less artifacts, than at least the Griffin and
Lim algorithm [4]. This needs to be confirmed and
measured in a study of the perceptual quality of the
generated stimuli. It is suggested that peculiar details
in the modified spectrogram that would reconstruct
into artifacts are given less emphasis in the optimiza-
tion reconstruction than in the iterative reconstruc-
tion. This has the overall effect of introducing more
errors in the optimization reconstruction in compar-
ison with the iterative reconstruction (as shown in
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figure 3), but also limiting the appearance of artifacts
in the synthesized signals.
The objective function in eq. (13) is of a simple
form but yet provides satisfactory results illustrated
in Fig. 2. It should be possible to adjust it to take
perceptual aspects like audibility effects and loudness
into consideration. By weighting the time-frequency
regions in the objective function, depending on how
much they are critical for human perception, the algo-
rithm could converge to a signal where reconstruction
errors are "hidden" in masked time-frequency regions,
or frequencies where the human auditory system is
less sensitive such as very high or very low frequency
regions.
The results for only one filtering condition were
presented. It should be noted that the design of the
filters used is critical. Because the modulation fre-
quency range of interest is very low, typically below
80-100 Hz, the cutoff frequencies for the filter are a few
orders of magnitude below the sampling frequency,
leading to filters with long impulse responses. The ac-
curacy of the procedure also relies on the choice of
the modification, namely the modulation frequency
range that is modified, and the amplitude of the mod-
ification. The parameters of the STFT also have an
influence on the results. These complex relationships
between the type of modification itself, the parame-
ters of the framework (the STFT), and the accuracy
of the method need to be further understood.
A drawback of the method is that it cannot be ap-
plied in real-time so far. Since it requires the spec-
trogram of the whole signal and because of the over-
lap in time of the windows in the computation of the
STFT, it is non-causal. However, in the framework of
this study, the signals were synthesized to be adequate
stimuli for off-line psycho-acoustical experiments.
5. Conclusion
In this study, a novel synthesis approach was pro-
posed, that aims at generating signals with a mod-
ulation pattern that is as close as possible to a target
filtered modulation pattern. The method relies on an
optimization algorithm, that approximates the signal
such that the difference between its spectrogram and
the target spectrogram is minimized. Results showed
that a significant improvement of the accuracy of the
filtering can be achieved in comparison with a lin-
ear inversion of the target spectrogram. Compared
to other existing approaches, this method appears to
produce signals with a lower level of distortion. More-
over, the flexibility in the definition of the objective
function that is minimized suggests that it should be
possible to release the constraints in the optimization
procedure. Hereby, the perception of errors and arti-
facts from the reconstruction would be attenuated by
the limitations of the human auditory system. Over-
all, this method may be useful in future investigations
of the role of modulation for speech intelligibility, by
providing perceptually distortion-free processed sig-
nals.
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