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RESUMO: O presente trabalho apresenta o desenvolvimento de uma nova soluc¸a˜o
para a identificac¸a˜o de sistemas com resposta esparsa ao impulso. Baseada na soluc¸a˜o de
Bershad e Bist [8], a soluc¸a˜o proposta visa resolver o problema com menor complexidade
computacional e permitir o uso de outras wavelets, ale´m da wavelet de Haar, nas trans-
formadas dos sinais envolvidos no processo. A soluc¸a˜o proposta utiliza uma transformada
wavelet discreta parcial dos sinais, atrave´s de um esquema de filtragem por blocos, e novas
maneiras de alocar e adaptar o filtro no domı´nio temporal, que ira´ identificar a resposta
efetiva do sistema. Sistemas de comunicac¸o˜es telefoˆnicas foram utilizados como exemplo
de aplicac¸a˜o e simulac¸o˜es com os modelos de resposta efetiva fornecidos na recomendac¸a˜o
ITU-T G.168 [1] foram realizadas para testar e validar a soluc¸a˜o proposta. Nas simulac¸o˜es,
quando comparada a` soluc¸a˜o de Bershad e Bist, a soluc¸a˜o proposta apresenta menor erro
me´dio quadra´tico (MSE) em regime permanente na identificac¸a˜o do sistema. Para atingir
um mesmo MSE as soluc¸o˜es necessitam praticamente do mesmo nu´mero de amostras do
sinal de entrada, sendo que a soluc¸a˜o de Bershad e Bist necessita de algumas amostras a
menos. No entanto, a soluc¸a˜o proposta necessita de um nu´mero muito menor de operac¸o˜es
para atingir este mesmo MSE. Assim, se a mı´nima diferenc¸a de tempo na identificac¸a˜o do
sistema na˜o e´ determinante para o bom desempenho da soluc¸a˜o do problema, a soluc¸a˜o
proposta deve ser escolhida, ja´ que atinge um MSE menor na identificac¸a˜o da resposta
efetiva do sistema e faz isso com menor custo computacional que a soluc¸a˜o de Bershad e
Bist.
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ABSTRACT: This work presents the development of a new solution to the identifica-
tion of systems with sparse impulse response. Based on the solution of Bershad and Bist
[8], the proposed solution aims to solve the problem with less computational complexity
and allows the use of others wavelets, instead of only the Haar wavelet, in the transfor-
mations of signals. The proposed solution uses a discrete wavelet transform of signals,
through a block filtering scheme, and new ways to place and adapt the filter in the time
domain, that will identify the effective response of the system. Systems of telephonic
communications were used as application example and simulations with the models of ef-
fective responses supplied in ITU-T G.168 recommendation [1] were realized to test and to
validate the proposed solution. In the simulations, when compared to solution of Bershad
and Bist, the proposed solution presents a less mean square error (MSE) in steady-state
in the identification of the system. To reach a same MSE the solutions needs practically
the same number of samples of input signal, being that the solution of Bersahd and Bist
needs some less samples. However, the proposed solution needs a number much lesser of
operations to reach this same MSE. So, if the minimal difference of time in the identifica-
tion of system is not determinant to the good performance of the solution of the problem,
the proposed solution must be chosen, since it reaches a less MSE in the identication of
the effective response of the system and do that with lesser computational complexity
than the solution of Bershad and Bist.
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Cap´ıtulo 1
Introduc¸a˜o
Neste cap´ıtulo inicial treˆs to´picos principais sa˜o tratados. Na Sec¸a˜o 1.1 o problema
de identificac¸a˜o de sistemas com resposta esparsa ao impulso e´ caracterizado. Na Sec¸a˜o
1.2 mostra-se os motivos que levam a` proposta de uma nova soluc¸a˜o para esse tipo de
problema. Finalmente, na Sec¸a˜o 1.3, e´ feita uma descric¸a˜o geral do conteu´do desta dis-
sertac¸a˜o.
1.1 O Problema
Identificac¸a˜o de sistemas e´ um problema cla´ssico em processamento de sinais [2]. Dado
um sistema desconhecido, o objetivo e´, atrave´s de um modelamento matema´tico, encon-
trar outro sistema que se aproxime do sistema a ser identificado. Em processamento de
sinais este modelamento matema´tico e´ normalmente realizado com base na resposta ao
impulso dos sistemas. As duas principais estruturas utilizadas para este fim sa˜o os filtros
transversais com resposta finita ao impulso, FIR na abreviac¸a˜o do ingleˆs Finite Impulse
Response, e os filtros com resposta infinita ao impulso, IIR do ingleˆs Infinite Impulse
Response. Os filtros FIR sa˜o comumente preferidos devido a facilidade de projeto, sua
versatilidade e por na˜o estarem sujeitos a`s poss´ıveis instabilidades dos filtros IIR.
Quando se conhece as estat´ısticas do sinais envolvidos no processo de identificac¸a˜o do
sistema, ou quando o processo e´ realizado off-line e pode-se calcular estas estat´ısticas, a
filtragem o´tima linear e´ normalmente utilizada. Um crite´rio comumente adotado para a
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determinac¸a˜o da soluc¸a˜o o´tima e´ a minimizac¸a˜o do erro me´dio quadra´tico na identificac¸a˜o.
Quando este crite´rio e´ adotado, a filtragem o´tima linear leva o filtro FIR a uma soluc¸a˜o
o´tima conhecida como soluc¸a˜o de Wiener.
Quando as estat´ısticas dos sinais envolvidos no processo na˜o sa˜o conhecidas, ou quando
a identificac¸a˜o de sistemas deve ser realizada em tempo-real, o que impossibilita o ca´lculo
destas estat´ısticas, um me´todo bastante empregado e´ o processamento adaptativo de
sinais. O processamento adaptativo e´ realizado atrave´s de um algoritmo recursivo que
comec¸a a trabalhar a partir de condic¸o˜es iniciais definidas e, atrave´s de estimativas das
estat´ısticas dos dados envolvidos no processo, converge para a soluc¸a˜o o´tima [2]. Assim,
a identificac¸a˜o de sistemas pode ser realizada por algoritmos adaptativos de forma a
encontrar um filtro FIR cuja resposta ao impulso se aproxime da resposta ao impulso
do sistema desconhecido. Essa e´ a forma de modelamento que sera´ considerada neste
trabalho. A sua configurac¸a˜o cla´ssica pode ser observada na Figura 1.1, na qual x(n)
e´ o sinal de entrada do sistema, d(n) e´ o sinal de sa´ıda do sistema a ser modelado,
tambe´m conhecido como sinal desejado, y(n) e´ o sinal de sa´ıda do sistema aproximado e
e(n) = d(n)− y(n) e´ o sinal de erro.
+
−
x(n)
d(n)
y(n)
e(n)
Sistema Desconhecido
Sistema Aproximado
∑
Figura 1.1: Identificac¸a˜o cla´ssica de sistemas.
Uma classe particular de sistemas sa˜o aqueles com resposta esparsa ao impulso, co-
nhecidos como sistemas esparsos. Respostas esparsas ao impulso, ou somente respostas
esparsas, sa˜o respostas ao impulso que, quando modeladas por um filtro FIR comum,
conte´m um grande nu´mero de coeficientes com valor nulo ou bem pro´ximos a zero. Desta
forma as informac¸o˜es relevantes sobre o sistema esta˜o contidas em um pequeno nu´mero de
coeficientes, quando comparado ao nu´mero total de coeficientes necessa´rios para modelar
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toda sua resposta ao impulso. A regia˜o com coeficientes na˜o nulos da resposta ao impulso
total sera´ chamada aqui de resposta efetiva do sistema. Um exemplo de resposta esparsa
ao impulso e sua resposta efetiva pode ser observado na Figura 1.2, na qual 1 indica a
resposta ao impulso do sistema e 2 a resposta efetiva.
1
2
Figura 1.2: Resposta ao impulso e resposta efetiva.
Existem inu´meros tipos de sistemas que apresentam respostas esparsas ao impulso,
como aplicac¸o˜es em radar [3], sonar [4], geof´ısica [5], ra´dio-comunicac¸a˜o com mu´ltiplos
caminhos [6], ultra-som [7] e cancelamento de eco [8], entre outras. As respostas ao impulso
destes sistemas podem apresentar uma ou mais regio˜es com coeficientes na˜o nulos. A
aplicac¸a˜o escolhida como exemplo para desenvolvimento da soluc¸a˜o proposta no Cap´ıtulo
3 e´ o cancelamento de eco em redes de telecomunicac¸o˜es telefoˆnicas. Normalmente as
respostas destes sistemas apresentam apenas uma regia˜o com coeficientes diferentes de
zero. Como e´ causada pelo eco, a resposta efetiva do sistema tambe´m e´ conhecida como
resposta de eco, enquanto a resposta ao impulso total do sistema e´ chamada de resposta
do canal.
O eco afeta de forma fundamental a qualidade da transmissa˜o de voz e dados atrave´s
das redes de telecomunicac¸o˜es telefoˆnicas. Ele e´ causado pela combinac¸a˜o de reflexos de
energia na rede, como no descasamento de impedaˆncia na passagem de dois para quatro
fios, juntamente com processamento de sinais e atrasos de transmissa˜o. Um cancelador de
eco e´ um equipamento, colocado na porc¸a˜o a quatro fios do sistema, que utiliza processa-
mento adaptativo de sinais para identificar a resposta do sistema e um subtrator digital
para minimizar os efeitos do eco.
A recomendac¸a˜o ITU-T G.168 [1] especifica os requerimentos mı´nimos de desempenho
para canceladores de eco, assim como as condic¸o˜es e os sinais para teste, ale´m de apresentar
oito modelos de resposta de eco.
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Resposta Estimada
Subtrator Digital
Hı´brida
Cancelador de Eco
Elementos
Elementos
da Rede
da Rede
Figura 1.3: Cancelador de eco.
O tempo de durac¸a˜o total da resposta do canal pode ser da ordem de 128 ms, enquanto
o tempo de durac¸a˜o da resposta de eco pode ser ta˜o curto quanto 4 ms. Medic¸o˜es realizadas
nos Estados Unidos e na Europa mostram que a grande maioria das ligac¸o˜es telefoˆnicas teˆm
respostas de eco com durac¸o˜es entre 5 e 7 ms [1]. Nestas medic¸o˜es na˜o foram encontradas
ligac¸o˜es cujas respostas de eco tivessem durac¸a˜o superior a 12 ms. Como a taxa de
amostragem empregada atualmente nos sistemas telefoˆnicos e´ de 8 KHz, 128 ms sa˜o
modelados por 1024 coeficientes em um filtro FIR. Dessa forma, a maioria dos 1024
coeficientes tera´ valor igual a zero.
A utilizac¸a˜o da filtragem adaptativa com um u´nico filtro FIR, de 1024 coeficientes, para
identificar a resposta do canal e´ ineficaz, ja´ que filtros longos ocasionam alta complexidade
computacional, baixa velocidade de convergeˆncia e alto erro residual nos coeficientes [2].
Tendo em vista estes problemas, uma enorme gama de soluc¸o˜es encontradas na literatura
foram propostas para a identificac¸a˜o de sistemas com resposta esparsa ao impulso 1. A
maioria faz uso da esparcidade da resposta do sistema para a identificac¸a˜o da sua resposta
efetiva. Uma das mais novas soluc¸o˜es foi proposta por Bershad e Bist em marc¸o de 2005,
no artigo [8].
A soluc¸a˜o consiste em dois filtros adaptativos operando sequ¨encialmente. O primeiro
filtro e´ adaptado utilizando uma transformada Haar parcial dos dados de entrada a cada
amostra dessa entrada. A transformada Haar parcial sera´ melhor estudada na Sec¸a˜o
1 Ver Cap´ıtulo 2 para uma revisa˜o das principais soluc¸o˜es existentes.
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3.1. Esse primeiro filtro, trabalhando no domı´nio Haar parcial, fornece uma estimativa
da localizac¸a˜o do pico da resposta de eco. O segundo filtro, implementado no domı´nio
temporal convencional, e´ enta˜o centralizado na estimativa da localizac¸a˜o do pico para
identificar somente a resposta efetiva do sistema. A grande vantagem dessa soluc¸a˜o e´ a
utilizac¸a˜o de dois filtros adaptativos pequenos no lugar de apenas um filtro longo. Com
isso, quando comparado a` soluc¸a˜o com apenas um filtro FIR comum, a soluc¸a˜o em [8]
aumenta a velocidade de convergeˆncia na identificac¸a˜o da resposta efetiva do sistema,
diminui a complexidade computacional da soluc¸a˜o e o erro residual nos coeficientes, ale´m
de diminuir tambe´m a quantidade de memo´ria requerida para armazena´-los.
1.2 Motivac¸a˜o para a Soluc¸a˜o Proposta
A te´cnica utilizada por Bershad e Bist em [8], apesar de solucionar o problema com
melhor desempenho do que a forma cla´ssica de identificac¸a˜o de sistemas com apenas um
filtro FIR, apresenta alguns inconvenientes.
A complexidade computacional exigida para o ca´lculo da transformada Haar parcial
dos dados de entrada ainda e´ grande e pode ser de fundamental importaˆncia para tornar
a soluc¸a˜o via´vel ou na˜o para implementac¸a˜o. Caso fosse utilizada outra transformada
wavelet, ao inve´s da transformada Haar, a complexidade computacional da soluc¸a˜o au-
mentaria ainda mais. Em algumas situac¸o˜es, e´ interessante a utilizac¸a˜o de outras wavelets
na transformada dos dados envolvidos. Outro inconveniente e´ a forma de inserc¸a˜o do filtro
adaptativo no domı´nio temporal. Em [8], ele e´ centralizado na estimativa da localizac¸a˜o
do pico da resposta. As respostas t´ıpicas de eco tem o pico localizado no seu in´ıcio e na˜o
no seu centro. Aliado ao fato do filtro adaptativo no domı´nio transformado na˜o fornecer
a exata localizac¸a˜o do pico, mas uma estimativa aproximada dela, isso sugere que uma
nova forma de inserc¸a˜o do filtro temporal deva ser procurada. Um terceiro inconveniente
e´ o problema de oscilac¸o˜es na estimativa da localizac¸a˜o do pico. Estas oscilac¸o˜es atra-
palham a convergeˆncia do filtro temporal na busca pela identificac¸a˜o da resposta de eco.
Bershad e Bist, para solucionar este problema, propuseram um me´todo que pode fazer
1. Introduc¸a˜o 6
com que estimativas corretas da localizac¸a˜o do pico na˜o sejam utilizadas, prejudicando o
desempenho da soluc¸a˜o. A forma como o me´todo trabalha e os problemas que ele causa
sera˜o melhor explicados na Sec¸a˜o 3.2.3 do Cap´ıtulo 3.
Tendo em vista os inconvenientes citados, este trabalho propo˜e alterac¸o˜es na estrutura
originalmente proposta em [8], visando melhorar seu desempenho na identificac¸a˜o de res-
postas de canal esparsas. A nova proposta utiliza a transformada wavelet discreta parcial
dos sinais envolvidos no processo, aliada a uma nova estrate´gia de inserc¸a˜o e adaptac¸a˜o
do filtro adaptativo no domı´nio temporal.
A nova soluc¸a˜o proposta, a ser detalhada no Cap´ıtulo 3, leva a uma reduc¸a˜o na com-
plexidade computacional e a uma maior precisa˜o na identificac¸a˜o da resposta efetiva do
sistema.
1.3 Organizac¸a˜o do Trabalho
Neste cap´ıtulo caracterizou-se o problema de identificac¸a˜o de sistemas com resposta
esparsa ao impulso. Mostrou-se tambe´m os motivos que levam a` proposic¸a˜o de uma nova
soluc¸a˜o, a ser desenvolvida no Cap´ıtulo 3. Essa nova soluc¸a˜o e´ baseada na transformada
wavelet discreta parcial. Por razo˜es histo´ricas, o desenvolvimento inicia-se pela utilizac¸a˜o
da wavelet de Haar, gerando o algoritmo denominado PHDWT-LMS, na abreviac¸a˜o do
Ingleˆs Partial Haar Discrete Wavelet Transform - LMS.
Algumas das soluc¸o˜es propostas na literatura para a soluc¸a˜o do problema em questa˜o
sera˜o apresentadas no Cap´ıtulo 2. No Cap´ıtulo 3, ale´m do desenvolvimento do algoritmo
PHDWT-LMS, sera´ feito um estudo de sua complexidade computacional. No Cap´ıtulo
4, uma ana´lise do comportamento do filtro adaptativo no domı´nio transformado e´ de-
senvolvida, atrave´s de um modelo estat´ıstico teo´rico. No Cap´ıtulo 5, a soluc¸a˜o proposta
sera´ modificada para utilizac¸a˜o de outras wavelets na transformac¸a˜o dos dados envolvidos
no processo, gerando o algoritmo generalizado PDWT-LMS, do Ingleˆs Partial Discrete
Wavelet Transform - LMS. Sera´ estudada a nova complexidade computacional e feita
a adaptac¸a˜o do modelo estat´ıstico teo´rico para o caso utilizando outras wavelets. No
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Cap´ıtulo 6 sera˜o apresentadas as simulac¸o˜es realizadas, comparando o desempenho do
algoritmo PHDWT-LMS utilizando diferentes parciais da transformada Haar. O novo
algoritmo tambe´m e´ comparado com a soluc¸a˜o de Bershad e Bist. A comparac¸a˜o en-
tre a soluc¸a˜o proposta e a soluc¸a˜o de Bershad e Bist, ambas utilizando outras wavelets,
tambe´m sera´ mostrada. Uma ana´lise detalhada dos resultados e´ descrita. Tambe´m sera´
mostrada a precisa˜o do modelo estat´ıstico teo´rico desenvolvido, comparando as simulac¸o˜es
com as respostas fornecidas pelo modelo. No cap´ıtulo final, o Cap´ıtulo 7, sera˜o discutidos
os resultados obtidos com a nova soluc¸a˜o proposta e oferecidas sugesto˜es para poss´ıveis
trabalhos futuros.
A fim de facilitar a compreensa˜o deste trabalho, uma padronizac¸a˜o da notac¸a˜o utili-
zada se faz necessa´ria. Os caracteres em negrito e caixa-alta referem-se a`s matrizes, os
em negrito e caixa-baixa referem-se aos vetores. Os caracteres sem negrito e caixa-alta
referem-se a`s constantes e os caixa-baixa, sem negrito, referem-se aos escalares. Essa
notac¸a˜o pode ser verificada na Tabela 1.1.
A Matriz
a Vetor
A Constante
a Escalar
Tabela 1.1: Notac¸a˜o
Cap´ıtulo 2
Soluc¸o˜es Existentes
No cap´ıtulo anterior foram discutidas as principais caracter´ısticas dos sistemas com
resposta esparsa ao impulso e as dificuldades na sua identificac¸a˜o. Neste cap´ıtulo, sera˜o
apresentadas algumas das soluc¸o˜es propostas na literatura para a identificac¸a˜o de sistemas
esparsos. Isso ajudara´ no melhor entendimento desse tipo de sistema e da soluc¸a˜o proposta
no Cap´ıtulo 3.
A maioria das soluc¸o˜es existentes explora a esparsidade da resposta do canal a fim de
melhorar o desempenho da soluc¸a˜o na identificac¸a˜o do sistema. A esparsidade e´ utilizada
de diferentes maneiras nas soluc¸o˜es, mas, em geral, busca-se encontrar os momentos em
que ocorrem as respostas efetivas para, enta˜o, adaptar-se somente os coeficientes do filtro
relativos a essa parte da resposta ao impulso do sistema. O conhecimento das respostas
efetivas do sistema, aliado ao conhecimento dos momentos em que elas ocorrem, leva ao
conhecimento da resposta do sistema, ja´ que o restante dos coeficientes da resposta teˆm
valor zero.
Algumas soluc¸o˜es sera˜o apresentadas, enquanto outras sera˜o apenas citadas. As
soluc¸o˜es apresentadas foram escolhidas para ilustrar a diversidade de ta´ticas adotadas
nas soluc¸o˜es desse tipo de problema, em func¸a˜o do grande nu´mero de trabalhos que
as referenciam, como no caso das soluc¸o˜es que utilizam o Adaptive Delay Filter [9] e o
Proportionate Normalized Least Mean Square [10], ou por serem soluc¸o˜es recentes e de
fundamental importaˆncia no desenvolvimento da soluc¸a˜o proposta nesta dissertac¸a˜o de
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mestrado, que e´ o caso da soluc¸a˜o Haar-Basis Algorithm [11] e da soluc¸a˜o de Bershad e
Bist [8]
Essa na˜o e´ e nem pretende ser uma revisa˜o bibliogra´fica completa, ja´ que existem
inu´meras soluc¸o˜es propostas na literatura para o problema de identificac¸a˜o de sistemas
com resposta esparsa ao impulso. Este cap´ıtulo tem por objetivo contribuir no entendi-
mento de algumas das soluc¸o˜es existentes, servir de base para o estudo da soluc¸a˜o proposta
e aumentar a gama de soluc¸o˜es conhecidas, ja´ que cada artigo aqui citado tem sua pro´pria
lista de refereˆncias.
2.1 Adaptive Delay Filter
O primeiro trabalho a utilizar cancelamento adaptativo de eco possivelmente data de
1965. Foi John L. Kelly Jr, do Bell Telephone Laboratories, quem primeiro sugeriu a
utilizac¸a˜o de um filtro adaptativo para o cancelamento de eco. Esta contribuic¸a˜o de Kelly
foi reconhecida em um artigo de M. M. Sondhi, [12], em 1967 [2]. Daquela e´poca aos dias
atuais muita coisa mudou. Surgiram novos algoritmos adaptativos, novos processadores
de sinal e novas propostas de soluc¸a˜o.
O Adaptive Delay Filter (ADF), ou Filtro Adaptativo de Atraso na traduc¸a˜o para o
Portugueˆs, foi inicialmente proposto por D. M. Etter e S. D. Stearns em [9]. Inu´meros
artigos propo˜em soluc¸o˜es para a identificac¸a˜o de sistemas com resposta esparsa ao impulso
utilizam-se desse filtro ou fazem ana´lise das soluc¸o˜es propostas [13, 14, 15, 16, 17, 18, 19,
20, 21, 22, 23].
O ADF e´ um filtro com um nu´mero fixo de coeficientes com atrasos e ganhos varia´veis,
como pode ser visto na Figura 2.1, em que N e´ o nu´mero de coeficientes, tm e wm sa˜o,
respectivamente, o tempo de atraso e o ganho do coeficiente m, com m variando de 1
ate´ N . Quando o sistema desconhecido for modelado por um filtro FIR, o valor de N
e´ menor que o nu´mero de coeficientes do sistema desconhecido, ja´ que este sistema tem
resposta ao impulso esparsa. O objetivo do ADF e´ minimizar o erro me´dio quadra´tico
no modelamento do sistema. Isso e´ feito encontrando-se os atrasos dos coeficientes com
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maiores ganhos no sistema, seguido da determinac¸a˜o dos valores destes ganhos atrave´s da
aplicac¸a˜o do algoritmo LMS, sigla em ingleˆs para Least Mean Square, ou mı´nimo me´dio
quadra´tico, desenvolvido primeiramente por Widrow e Hoff em 1960 [2].
x(n)
e(n)
d(n)
ADF
z−t1
z−t2
z−tN
w1
w2
wN
∑
∑
Sistema
Desconhecido
+
+
+
+
−
Figura 2.1: Filtro Adaptativo de Atraso.
Para um estudo mais profundo do comportamento do ADF, e´ utilizada a ana´lise feita
em [18].
Assumindo que o sistema desconhecido pode ser modelado por um filtro FIR, ou seja,
d(n) e´ uma combinac¸a˜o linear dos valores de x(n), da forma
d(n) =
N∑
i=1
cix(n− ti) (2.1)
em que ci e´ o conjunto de coeficientes do sistema a ser modelado, mostra-se que o valor
esperado da superf´ıcie do erro me´dio quadra´tico para a configurac¸a˜o do sistema na Figura
2.1 e´ uma func¸a˜o de 2N coeficientes, N atrasos e N ganhos, tal que
E[e2(n)] =
N∑
i=1
N∑
j=1
cicjRxx(ti − tj) +wTRxx(0)w+
− 2
N∑
i=1
ci [Rxx(ti − t1) . . . Rxx(ti − tN)]w (2.2)
em que Rxx e´ a matriz de autocorrelac¸a˜o do vetor dos dados de entrada, Rxx(ti −
tj) = E
[
x(n− tj)xT (n− ti)
]
, x(n) = [x(n) x(n − t1) . . . x(n − tN)] e w =
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[w1 w2 . . . wN ]
T .
Observa-se em (2.2) que a superf´ıcie esperada do erro me´dio quadra´tico e´ func¸a˜o da
autocorrelac¸a˜o do sinal de entrada e que determinar os atrasos e ganhos o´timos do ADF
e´ uma tarefa muito complicada. Para simplificar a ana´lise, a configurac¸a˜o do sistema e´
modificada para a configurac¸a˜o mostrada na Figura 2.2, na qual assume-se que o atraso e
o ganho de cada coeficiente sa˜o determinados sequ¨encialmente. Desta forma, e´ como se,
inicialmente, o ADF fosse composto por apenas um par atraso-ganho, representados na
Figura 2.2 por t1 e w1. Apo´s a determinac¸a˜o dos valores para este par atraso-ganho, um
novo sinal de erro e1(n) e´ gerado e um novo par atraso-ganho e´ inclu´ıdo no ADF. Este
novo par, representado por t2 e w2, tem seus valores determinados e gera um novo sinal
de erro e2(n). Esta sequ¨eˆncia se repete ate´ a determinac¸a˜o de tN e wN que ira˜o gerar o
sinal de erro resultante. Assim, a ana´lise do comportamento do sistema requer primeiro a
determinac¸a˜o dos valores de t1 e w1 que minimizam E[e
2
1(n)], a determinac¸a˜o de t2 e w2
para minimizar E[e22(n)] e assim por diante ate´ a determinac¸a˜o de tN e wN para minimizar
E[e2N(n)].
x(n)
e1(n)
e2(n)
eN(n)
d(n)
z−t1
z−t2
z−tN
w1
w2
wN
∑
∑
∑
Sistema
Desconhecido
+
+
+
−
−
−
Figura 2.2: ADF modificado para o esquema sequ¨encial.
Generalizando, o valor esperado do erro me´dio quadra´tico e2m(n), para cada valor de
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m, e´ dado por
E[e2m(n)] =
(
N∑
i=1
c2i + w
2
m
)
Rxx(0)+
+ 2
∑
1≤i≤j≤N
cicjRxx(ti − tj)− 2wm
N∑
i=1
ciRxx(tm − ti). (2.3)
Se o sinal de entrada x(n) e´ um ru´ıdo branco, com me´dia zero e variaˆncia σ2x, e fixando-
se um valor para o ganho wm, o valor esperado da superf´ıcie de erro se torna func¸a˜o apenas
do atraso tm
E[e2m(n)] = K1 −K2
N∑
i=1
ciδ(tm − ti) (2.4)
em que
K1 =
(
N∑
i=1
c2i + w
2
m
)
σ2x (2.5)
e
K2 = 2gmσ
2
x (2.6)
Observe que o valor esperado do erro me´dio quadra´tico, para um valor fixo de ganho,
conte´m impulsos e que estes impulsos ocorrem em atrasos para os quais os coeficientes
ci do sistema desconhecido sa˜o diferentes de zero. Assim, encontrando esses impulsos
em (2.4) se conhece os atrasos que correspondem aos coeficientes ci procurados. Como
normalmente na˜o se dispo˜e do erro me´dio quadra´tico do sistema, ele deve ser estimado
pela configurac¸a˜o em tempo-real da Figura 2.2 ou por um conjunto de dados entrada-
sa´ıda do sistema desconhecido. Com a estimativa de E[e2m(n)], pode-se encontrar o atraso
com o ma´ximo desvio da func¸a˜o de erro me´dio quadra´tico. Esse atraso corresponde ao
coeficiente com o maior ganho no sistema. E´ importante notar que na˜o se deve selecionar
o impulso com o maior ganho absoluto na estimativa de erro, mas aquele em que e´ maior
o desvio em relac¸a˜o a func¸a˜o estimada do erro me´dio quadra´tico, devido ao impulso. Apo´s
selecionar o atraso, o valor do ganho e´ encontrado utilizando-se o algoritmo LMS. Assim,
a combinac¸a˜o atraso-ganho mais significante no sistema e´ encontrada e determinada, e
seu valor e´ subtra´ıdo do sinal de erro anterior, como mostrado na Figura 2.2, gerando
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uma nova superf´ıcie de erro. Esse processo deve ser realizado sequ¨encialmente, para
m = 1, 2, . . . , N , ate´ o erro final atingir um valor pre´-determinado de aceitac¸a˜o.
Durante o processo de adaptac¸a˜o dos atrasos e ganhos, um mesmo valor de atraso
pode ser selecionado mais de uma vez, isso porque ao encontrar um atraso e determinar
o valor do ganho de seu coeficiente, o algoritmo LMS pode na˜o ter convergido de forma
adequada ou ra´pida o suficiente para determinar o valor correto do ganho. Assim, em
uma procura pelo pro´ximo atraso, esse coeficiente, apesar de ja´ adaptado, pode ser o
mais significante na superf´ıcie do erro. Para que na˜o existam dois ganhos com um mesmo
atraso, e´ necessa´ria a implementac¸a˜o de um controle. Quando no processo de adaptac¸a˜o
do ADF for detectado um valor de atraso ja´ utilizado, o ADF e´ avisado para continuar a
adaptac¸a˜o no ganho referente a esse atraso.
E´ importante observar tambe´m que para a utilizac¸a˜o do ADF e´ necessa´rio definir o
valor de N , ou seja, o nu´mero de coeficientes que modelam o sistema desconhecido. Esta
informac¸a˜o nem sempre e´ conhecida, ja´ que o sistema a ser modelado, apesar de ter a
resposta esparsa ao impulso, tem um nu´mero desconhecido de coeficientes na˜o nulos.
Como dito, o ADF foi bastante utilizado para implementar a identificac¸a˜o de sistemas
com resposta esparsa ao impulso. Duas aplicac¸o˜es podem ser destacadas. Yip e Etter em
[20] propo˜em a utilizac¸a˜o de alguns filtros ADF para o cancelamento de mu´ltiplos ecos em
comunicac¸a˜o telefoˆnica, enquanto Kasuba, Okamura e Sekiguchi em [23] utilizam o ADF
com ganhos complexos quando o sistema a ser identificado tem essa necessidade, como no
caso de aplicac¸o˜es em radar e sonar.
2.2 Proportionate Normalized Least Mean Square
Outra soluc¸a˜o proposta para a identificac¸a˜o de sistemas com resposta esparsa ao im-
pulso e´ o algoritmo Proportionate Normalized Least Mean Square (PNLMS), ou mı´nimo
me´dio quadra´tico normalizado proporcional na traduc¸a˜o para o Portugueˆs, proposto por
Duttweiler em [10].
Nos processos de adaptac¸a˜o de filtros adaptativos, pode-se observar que os coeficientes
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do filtro partem de um valor inicial, normalmente zero, e convergem ate´ um valor na
vizinhanc¸a dos valores o´timos desses coeficientes. O nu´mero de adaptac¸o˜es necessa´rias
para um coeficiente sair de zero e atingir um valor na vizinhanc¸a de seu valor o´timo e´
diretamente proporcional a` magnitude do valor o´timo a ser atingido.
Com isso, a ide´ia principal do PNLMS e´ utilizar diferentes valores de passo de
adaptac¸a˜o no algoritmo Normalized Least Mean Square (NLMS) [2] para cada um dos
coeficientes do filtro FIR que modela o sistema. Cada valor de passo deve ser proporcio-
nal ao valor o´timo do coeficiente correspondente no sistema a ser modelado. Quanto maior
o valor o´timo do coeficiente, maior seu valor de passo de adaptac¸a˜o. Sendo o sistema a
ser modelado esparso, o valor de passo sera´ diferente de zero so´ para alguns coeficientes,
ja´ que a maioria dos coeficientes da resposta ao impulso do sistema e´ zero. Assim, um
filtro adaptativo que seja inicializado com valores pro´ximos a zero, so´ tera´ que adaptar os
coeficientes com valores diferentes de zero, ou seja, so´ adaptara´ os coeficientes referentes
a` resposta efetiva do sistema.
Um inconveniente dessa soluc¸a˜o e´ que na˜o se conhece os valores o´timos para os coefi-
cientes do sistema e, por consequ¨eˆncia, na˜o se sabe qual o valor de passo a ser utilizado
para cada coeficiente. Este problema e´ resolvido utilizando-se uma estimativa dos valores
o´timos. Calcular essa estimativa aumenta a complexidade computacional do me´todo, que
e´ cerca de 50% maior que a do algoritmo NLMS, pore´m, sem necessidade de memo´ria
adicional. Em geral, o PNLMS tem uma convergeˆncia inicial muito ra´pida, mas que
torna-se mais lenta conforme os coeficientes aproximam-se de seus valores o´timos. Esta
convergeˆncia final tende a ser mais lenta que a do algoritmo NLMS comum.
Para aumentar a velocidade da convergeˆncia final, sem perder a velocidade da con-
vergeˆncia inicial, Gay sugere em [24] a utilizac¸a˜o do me´todo PNLMS++. Dois me´todos
foram por ele propostos. O primeiro e´ o PNLMS++(AU), de Alternating Update, ou
atualizac¸a˜o alternada na traduc¸a˜o para o Portugueˆs. O me´todo consiste na utilizac¸a˜o
do PNLMS e do NLMS na atualizac¸a˜o dos coeficientes do filtro de forma alternada, ou
a cada amostra da entrada ou a cada per´ıodo de amostras. Com isso a complexidade
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computacional me´dia do PNLMS++(AU) e´ menor que a do PNLMS, mantendo a boa
velocidade inicial de convergeˆncia do PNLMS e a boa velocidade final de convergeˆncia do
NLMS.
O segundo me´todo e´ o PNLMS++(DU), de Double Update, ou atualizac¸a˜o dupla na
traduc¸a˜o para o Portugueˆs. O PNLMS++(DU) utiliza tanto o PNLMS quanto o NLMS
na atualizac¸a˜o dos coeficientes do filtro durante a mesma amostra do sinal de entrada.
Isso e´ feito atrave´s de uma func¸a˜o de atualizac¸a˜o modificada. Como o PNLMS++(DU)
tem uma complexidade computacional maior que a do PNLMS++(AU) e apresenta pra-
ticamente a mesma taxa de convergeˆncia, Gay sugere que ele seja preterido em relac¸a˜o ao
PNLMS++(AU).
Em [25] Deng e Doroslovacˇki encontram os valores o´timos de passo para cada coefici-
ente no PNLMS. Devido a` elevada complexidade computacional do ca´lculo destes valores
o´timos, o me´todo se torna impratica´vel. Atrave´s de simplificac¸o˜es, e´ sugerido o algoritmo
Segment PNLMS. Neste algoritmo, valores de passo o´timos aproximados para os coefici-
entes sa˜o utilizados. Simulac¸o˜es mostram que a convergeˆncia do Segment PNLMS e´ mais
ra´pida do que a convergeˆncia dos me´todos NLMS, PNLMS e PNLMS++. O inconveni-
ente do Segment PNLMS e´ a adic¸a˜o de algumas multiplicac¸o˜es necessa´rias ao ca´lculo dos
valores o´timos aproximados, o que aumenta a sua complexidade computacional.
Em [26], Dogancay e Tanrikulu sugerem a utilizac¸a˜o do NLMS com adaptac¸a˜o parcial
dos coeficientes. Este me´todo e´ chamado de Selective Partial Update NLMS (SPUNLMS),
que pode ser traduzido como NLMS com atualizac¸a˜o parcial seletiva, pois adapta seleti-
vamente apenas parte dos coeficientes do filtro FIR utilizando o algoritmo NLMS. Como
a complexidade computacional de um algoritmo e´ diretamente proporcional ao nu´mero de
coeficientes que se adapta, a complexidade computacional diminui no caso da adaptac¸a˜o
de so´ uma parte dos coeficientes.
No processo de adaptac¸a˜o do algoritmo NLMS, o ajuste dos coeficientes em cada
iterac¸a˜o e´ diretamente proporcional a` magnitude da entrada. Assim, no me´todo proposto
em [26], apenas os coeficientes nos quais a entrada correspondente apresenta grande mag-
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nitude sa˜o adaptados, enquanto os outros permanecem no estado em que se encontravam.
Resultados de simulac¸o˜es mostraram que o SPUNLMS tem um desempenho bastante
pro´xima ao NLMS, com menor complexidade computacional.
Em [26] todos os coeficientes teˆm chance igual de serem adaptados, pois os coeficientes
escolhidos para a adaptac¸a˜o dependem apenas da magnitude da entrada correspondente.
A fim de dar maior chance de adaptac¸a˜o aos coeficientes com valores o´timos altos, Deng
e Doroslovacˇki, em [27], sugerem dois novos tipos de soluc¸a˜o utilizando atualizac¸a˜o par-
cial dos coeficientes. O primeiro, chamado de Sparse Partial Update NLMS Type I, ou
SPNLMS-I, tem treˆs esta´gios de adaptac¸a˜o. O esta´gio inicial, bastante curto, adapta uti-
lizando o SPUNLMS. No segundo esta´gio os coeficientes a serem adaptados sa˜o escolhidos
conforme os valores de suas sa´ıdas, ou seja, conforme o valor do coeficiente multiplicado
pela entrada. Sa˜o escolhidos os coeficientes com as sa´ıdas maiores. Com isso, procura-se
adaptar tanto os coeficientes com altos valores quanto os coeficientes com altas entra-
das correspondentes. Apo´s este esta´gio, todos os coeficientes, tanto com valores o´timos
altos quanto baixos, esta˜o pro´ximos de seus valores o´timos. Entra-se enta˜o no terceiro
esta´gio no qual, novamente, e´ utilizado o SPUNLMS, pois como todos os coeficientes esta˜o
pro´ximos aos seus valores o´timos, se a adaptac¸a˜o privilegiasse os coeficientes com valores
o´timos altos o erro em regime permanente seria maior.
O SPNLMS-I apresenta um bom desempenho, principalmente no segundo esta´gio.
Um problema neste me´todo e´ a necessidade de um mecanismo para monitorar a sa´ıda do
sistema e alternar entre um esta´gio e outro. No mesmo artigo, e´ sugerido um segundo
me´todo, o SPNLMS-II. Este me´todo utiliza dois crite´rios para a escolha de quais coeficien-
tes adaptar. A cada T amostras utiliza-se o SPUNLMS, ou seja, escolhe-se os coeficientes
com maiores valores de entrada. Nas outras amostras utiliza-se o segundo esta´gio do
SPNLMS-I, ou seja, escolhe-se os coeficientes com maiores valores de sa´ıda, dando eˆnfase
aos coeficientes com valores o´timos altos. Um valor de T alto privilegia os coeficientes
com valores o´timos altos, enquanto um valor de T baixo privilegia os coeficientes com
entradas altas.
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Tanto o SPNLMS-I quanto o SPNLMS-II apresentam convergeˆncia inicial mais lenta
do que o PNLMS++, mas convergem mais rapidamente para um mesmo valor de erro em
regime permanente devido a` convergeˆncia mais ra´pida dos coeficientes nas proximidades
dos seus valores o´timos. Para uma boa escolha de T , o SPNLMS-II apresenta convergeˆncia
ainda melhor que o SPNLMS-I.
2.3 Haar-Basis Algorithm
Na u´ltima de´cada as transformadas wavelets teˆm sido bastante empregadas nas
soluc¸o˜es que procuram resolver o problema da identificac¸a˜o de sistemas com resposta
esparsa ao impulso. A teoria das wavelets pode ser melhor estudada em [28] e [29]. A
transformada wavelet mais comumente empregada e´ a transformada wavelet de Haar, ou
simplesmente transformada Haar, bem definida em [30]. Alguns exemplos da utilizac¸a˜o
das transformadas wavelets sa˜o os artigos de Doroslovacˇki e Fan [31], de Angrisani e
Apuzzo [7], de Ho e Blunt [11] e de Bershad e Bist [8].
Em [31], Doroslovacˇki e Fan utilizam um filtro adaptativo LMS baseado na transfor-
mada Haar para fazer a adaptac¸a˜o da resposta ao impulso do sistema com um nu´mero
reduzido de coeficientes. Este nu´mero reduzido de coeficientes e´ proporcionado pela
aceitac¸a˜o de um erro no modelamento do sistema. A energia do sinal de erro aceita e´
menor que 2% da energia do sinal na sa´ıda do sistema a ser modelado, enquanto o nu´mero
de coeficientes passa de 350, no modelamento com um u´nico filtro FIR convencional, para
35 na soluc¸a˜o proposta.
Angrisani e Apuzzo, em [7], utilizam a transformada wavelet na detecc¸a˜o de ecos
ultrasoˆnicos em estruturas f´ısicas multicamadas. A te´cnica proposta e´ utilizada para a
medic¸a˜o da espessura de cada camada. Quando trata-se de identificac¸a˜o de sistemas com
resposta esparsa ao impulso, e´ comum a associac¸a˜o a`s aplicac¸o˜es em comunicac¸a˜o, mas
como mostrado no Cap´ıtulo 1, existem va´rias outras a´reas de aplicac¸a˜o e esta e´ um bom
exemplo.
Mais recentemente, em 2003, Ho e Blunt propuseram em [11] um algoritmo chamado
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de Haar-Basis Algorithm para identificac¸a˜o de sistemas esparsos. Este algoritmo utiliza a
estrutura hiera´rquica da transformada Haar para selecionar os coeficientes que devem ou
na˜o ser adaptados. Como mostrado em [11], a transformada Haar pode ser representada
por uma matriz quadrada, N ×N , formada por conjuntos de vetores base, em que N e´ o
nu´mero de coeficientes da resposta quando modelada por um u´nico filtro FIR convencio-
nal. Cada um destes conjuntos de vetores cobrem totalmente o domı´nio temporal das N
amostras em uma certa banda de frequ¨eˆncia.
O que a soluc¸a˜o proposta faz e´ utilizar um desses conjuntos de vetores base como
conjunto de controle. Com isso, baseia-se em uma banda de frequ¨eˆncias espec´ıfica para
determinar quais os coeficientes da resposta ao impulso do sistema sa˜o diferentes de zero.
Esse conjunto de coeficientes, que indica quais os coeficientes da resposta do canal sa˜o
diferentes de zero, e´ chamado de conjunto de controle, e a banda de frequ¨eˆncias respectiva
de banda de controle. Utilizando os coeficientes do conjunto de controle, juntamente
com a estrutura hiera´rquica e a definic¸a˜o temporal da transformada Haar, o restante dos
coeficientes dos outros conjuntos de vetores base sa˜o ou na˜o ativados para adaptac¸a˜o.
Desta forma, Ho e Blunt propo˜em um algoritmo que trabalha no domı´nio transformado
e consegue uma grande reduc¸a˜o no nu´mero de coeficientes necessa´rios para identificar a
resposta efetiva do sistema, diminuindo a complexidade computacional do processo.
Essa soluc¸a˜o, diferentemente da maioria daquelas comentadas ate´ agora, na˜o requer o
conhecimento a priori do nu´mero de coeficientes na˜o nulos na resposta a ser identificada.
Um inconveniente do me´todo e´ que a resposta a ser identificada deve ser rica em seu
conteu´do espectral. Isso ocorre porque deve existir informac¸a˜o suficiente na banda de
controle para se determinar quais coeficientes na resposta sa˜o diferentes de zero. Em
geral isso na˜o e´ um grande problema, ja´ que todas as respostas contidas na recomendac¸a˜o
G.168 da ITU-T [1] sa˜o ricas em conteu´do espectral. Simulac¸o˜es mostram que o algoritmo
Haar-Basis tem convergeˆncia superior ao NLMS, com menor complexidade computacional.
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2.4 Soluc¸a˜o de Bershad e Bist
Outra soluc¸a˜o para identificac¸a˜o de sistemas com resposta esparsa ao impulso foi
proposta recentemente por Bershad e Bist, em maio de 2005, no artigo [8], visando o
cancelamento de eco em redes telefoˆnicas. Essa soluc¸a˜o utiliza a esparsidade da resposta
do canal de maneira diferente, atrave´s de uma estrutura inteligente. A soluc¸a˜o consiste em
dois filtros adaptativos operando sequ¨encialmente. O primeiro filtro e´ adaptado utilizando
uma transformada Haar parcial dos dados de entrada a cada amostra desta entrada.
Este primeiro filtro, trabalhando no domı´nio Haar parcial, fornece uma estimativa da
localizac¸a˜o do pico da resposta de eco. Obtida essa estimativa, um segundo filtro, o
filtro no domı´nio temporal, e´ enta˜o centralizado nessa estimativa para adaptar somente a
resposta de eco da resposta do canal. Ambos os filtros adaptativos utilizam o algoritmo
LMS, pore´m pode ser utilizado qualquer outro algoritmo adaptativo.
Um diagrama de blocos do esquema pode ser visto na Figura 2.3, no qual x(n) e´ o
sinal de entrada, wo e´ o vetor das amostras da resposta a ser identificada, d(n) e´ o sinal
desejado, Hm e´ a transformada Haar parcial, z(n) e´ o sinal x(n) transformado, wh(n)
e´ o vetor de coeficientes do filtro adaptativo no domı´nio Haar parcial, yh(n) e´ a sa´ıda
deste filtro e eh(n) e´ o erro de yh(n) em relac¸a˜o a d(n). O bloco “atraso” impo˜e o atraso
necessa´rio para que o filtro adaptativo no domı´nio do tempo, wt(n), seja centralizado em
torno da estimativa da localizac¸a˜o do pico. O sinal yt(n) e´ a sa´ıda desse filtro e et(n) e´ o
erro da sa´ıda yt(n) em relac¸a˜o a d(n).
A transformada Haar parcial espec´ıfica escolhida para a transformac¸a˜o dos dados do
sinal de entrada determina o nu´mero de coeficientes do primeiro filtro adaptativo wh(n),
que sera´ menor do que a dimensa˜o de wo. Esse filtro tera´ sua adaptac¸a˜o feita de forma
semelhante ao conjunto de controle em [11], ou seja, em uma determinada banda de
frequ¨eˆncias. Por isso, para esta soluc¸a˜o, e´ necessa´rio apenas que a banda de controle
escolhida contenha informac¸o˜es suficientes sobre a formac¸a˜o do pico, o que e´ uma vantagem
em relac¸a˜o a` soluc¸a˜o de Ho e Blunt, ja´ que em [11] a banda de controle deve conter
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Figura 2.3: Soluc¸a˜o de Bershad e Bist.
informac¸o˜es suficientes sobre toda a reposta do sistema.
A grande vantagem dessa soluc¸a˜o e´ a utilizac¸a˜o de dois filtros adaptativos pequenos
no lugar de apenas um filtro longo. Com isso, quando comparada a` soluc¸a˜o com apenas
um u´nico filtro FIR, a soluc¸a˜o proposta aumenta a velocidade de convergeˆncia na iden-
tificac¸a˜o da resposta efetiva do sistema, diminui o erro residual nos coeficientes, diminui
a complexidade computacional da soluc¸a˜o e diminui tambe´m a quantidade de memo´ria
requerida para armazenar os valores dos coeficientes.
Nas simulac¸o˜es realizadas em [8], troca-se a utilizac¸a˜o de um filtro FIR de 1024 coe-
ficientes por dois filtros menores, um filtro no domı´nio Haar parcial com 64, 128 ou 256
coeficientes, dependendo da transformada Haar parcial escolhida, e um filtro temporal
com 128 coeficientes, que e´ o filtro que identifica a resposta efetiva do sistema. Essas
simulac¸o˜es, apesar de na˜o serem realizadas com os modelos de resposta de eco fornecidos
na recomendac¸a˜o ITU-T G.168, mostram resultados bastante satisfato´rios.
Cap´ıtulo 3
A Soluc¸a˜o Proposta Utilizando a
Wavelet de Haar
No cap´ıtulo anterior foram apresentadas algumas das soluc¸o˜es existentes na literatura
para o problema de identificac¸a˜o de sistemas com resposta esparsa ao impulso. A soluc¸a˜o
mais recente e´ a soluc¸a˜o de Bershad e Bist [8] que, como descrito na Sec¸a˜o 1.2, ainda
apresenta alta complexidade computacional no ca´lculo da transformada Haar parcial,
oscilac¸o˜es na estimativa da localizac¸a˜o do pico, ale´m de um problema na forma de inserc¸a˜o
do filtro adaptativo temporal que tenta modelar a resposta efetiva do sistema.
Com o objetivo de melhorar a soluc¸a˜o proposta em [8], um novo algoritmo baseado
na mesma estrate´gia e´ proposto na Sec¸a˜o 3.2. Utiliza-se a transformada wavelet discreta
parcial de Haar dos sinais envolvidos para diminuir a complexidade computacional do
algoritmo. Para melhorar a adaptac¸a˜o da resposta efetiva do sistema e reduzir os efeitos de
poss´ıveis oscilac¸o˜es na estimativa do pico, um novo me´todo de inserc¸a˜o do filtro temporal
e´ tambe´m proposto.
A transformada Haar parcial e´ discutida na Sec¸a˜o 3.1 e a complexidade computacional
do algoritmo proposto e´ estudada na Sec¸a˜o 3.3.
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3.1 A Transformada Haar Parcial
A aplicac¸a˜o de uma transformada sobre um sinal tem por objetivo enfatizar deter-
minadas caracter´ısticas desse sinal que na˜o sa˜o percept´ıveis ou esta˜o atenuadas no seu
domı´nio original.
Durante anos a transformada de Fourier foi, e ainda e´, uma das principais ferramentas
utilizadas para ana´lise das componentes frequ¨enciais de sinais. A transformada de Fourier
decompo˜e o sinal a ser transformado em uma soma ponderada de exponenciais complexas
do tipo ejωt. Como estas exponenciais sa˜o autofunc¸o˜es de sistemas lineares e invariantes
no tempo, a transformada de Fourier torna-se uma ferramenta bastante adequada para
a representac¸a˜o desses sistemas e dos sinais envolvidos nas ana´lises, enfatizando suas
componentes frequ¨enciais.
A transformada de Fourier de um sinal f(t) e´ definida como
TFf(ω) =
∫ +∞
−∞
f(t)e−jωtdt (3.1)
Apesar de fornecer informac¸o˜es sobre as componentes frequ¨enciais dos sinais transfor-
mados, uma das desvantagens da transformada de Fourier e´ que ela na˜o informa o tempo
em que essas componentes ocorrem. Observe que para cada valor de ω o sinal f(t) e´
correlacionado com a exponencial ejωt para todo o tempo, desde −∞ ate´ +∞, e assim
na˜o pode-se saber em que instantes de tempo a exponencial ejωt ocorre no sinal f(t).
Portanto, a transformada de Fourier na˜o tem resoluc¸a˜o temporal, apenas frequ¨encial.
Para diversas aplicac¸o˜es a informac¸a˜o sobre a localizac¸a˜o temporal pode ser fundamen-
tal. Alguma resoluc¸a˜o temporal pode ser adicionada a` transformada de Fourier utilizando-
se a transformada de Gabor, ou transformada de Fourier janelada. A transformada de
Gabor fornece uma definic¸a˜o temporal na ana´lise das frequ¨eˆncias que ocorrem no sinal.
O sinal e´ janelado no domı´nio do tempo atrave´s da multiplicac¸a˜o por janelas uniformes e
limitadas no tempo, e a transformada de Fourier e´ aplicada a cada sinal janelado. Como
o sinal janelado tambe´m tera´ durac¸a˜o finita, a aplicac¸a˜o da transformada de Fourier cor-
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relaciona o sinal janelado com a exponencial ejωt apenas durante o intervalo de tempo da
janela. Com isso, sabe-se que as frequ¨eˆncias encontradas atrave´s da aplicac¸a˜o da trans-
formada de Fourier ocorrem durante esse intervalo de tempo. Como as janelas aplicadas
ao sinal teˆm a mesma durac¸a˜o em toda a transformada (as janelas na˜o variam conforme
as frequ¨eˆncias analisadas) e apenas a forma da exponencial e´ alterada conforme o valor
de ω na transformada de Fourier, a resoluc¸a˜o da transformada de Gabor e´ a mesma em
todo o plano tempo-frequ¨eˆncia analisado.
A transformada wavelet permite a realizac¸a˜o da ana´lise do sinal usando diferentes
resoluc¸o˜es no plano tempo-frequ¨eˆncia. Esse tipo de ana´lise pode ser importante, depen-
dendo das caracter´ısticas que busca-se evidenciar com a transformada. A transformada
wavelet de um sinal torna isso poss´ıvel porque a sua resoluc¸a˜o no plano tempo-frequ¨eˆncia
depende conjuntamente do tempo e da escala analisada [32]. A escala e´ inversamente
proporcional a` frequ¨eˆncia em ana´lise.
A transformada wavelet cont´ınua de um sinal f(t) e´ definida como
TWCf(a, b) =
1√
a
∫ +∞
−∞
f(t)ψ∗
(
t− b
a
)
dt (3.2)
em que ψ(t) e´ a wavelet-ma˜e utilizada na transformada, a e´ o coeficiente de escalamento
de ψ, b o coeficiente de deslocamento, e ∗ denota complexo conjugado. Na transformada
wavelet, a wavelet-ma˜e tem durac¸a˜o finita, assim como ocorre para a janela na transfor-
mada de Gabor. O sinal e´ correlacionado com as wavelets geradas a partir da wavelet-ma˜e,
conforme indica (3.2). Note que a wavelet, ale´m de sua forma, tem sua durac¸a˜o alterada
conforme o valor de a. Como para o ca´lculo da transformada wavelet o sinal e´ corre-
lacionado com essas wavelets, as diferenc¸as nas formas e durac¸o˜es das wavelets levam a
diferentes resoluc¸o˜es da transformada no plano tempo-frequ¨eˆncia.
Com o princ´ıpio da incerteza de Heisenberg aplicado a`s transformadas e´ poss´ıvel atestar
que a resoluc¸a˜o de uma transformada na˜o pode ser infinitamente exata na frequ¨eˆncia e
no tempo [28]. Quanto maior a resoluc¸a˜o temporal, menor a resoluc¸a˜o frequ¨encial da
transformada, e vice-versa. Na transformada wavelet, quanto maior a escala em ana´lise,
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menor a frequ¨eˆncia analisada, maior a resoluc¸a˜o frequ¨encial e menor a resoluc¸a˜o temporal
da transformada. Inversamente, quanto menor a escala, maior a frequ¨eˆncia em ana´lise,
menor a resoluc¸a˜o frequ¨encial e maior a resoluc¸a˜o temporal da transformada.
As resoluc¸o˜es no plano tempo-frequ¨eˆncia das transformadas de Gabor e wavelet sa˜o
ilustradas respectivamente nas Figuras 3.1 e 3.2, com o uso das caixas de Heisenberg [28]
de cada transformada.
ω
t
Figura 3.1: Transformada de Gabor
ω
t
Figura 3.2: Transformada wavelet
Nos dias atuais, quase todos os ca´lculos de integrais e soluc¸o˜es de equac¸o˜es sa˜o re-
alizados atrave´s de computadores. O ca´lculo da transformada wavelet cont´ınua de um
sinal tambe´m pode ser realizado computacionalmente, pela discretizac¸a˜o da transformada
wavelet cont´ınua, levando a`s se´ries wavelets.
Embora a transformada wavelet cont´ınua discretizada possa ser calculada em compu-
tadores, na˜o se trata de uma transformada discreta no sentido utilizado em processamento
de sinais. A se´rie wavelet e´ apenas uma versa˜o amostrada da transformada cont´ınua e,
em geral, fornece informac¸o˜es altamente redundantes a respeito do sinal. A transformada
wavelet discreta fornece informac¸a˜o suficiente para ana´lise e s´ıntese do sinal, com uma sig-
nificativa reduc¸a˜o de complexidade computacional em relac¸a˜o a` serie wavelet. Ale´m disso,
a transformada wavelet discreta e´ bem mais fa´cil de implementar do que a transformada
cont´ınua ou a se´rie wavelet.
A aplicac¸a˜o da transformada wavelet discreta pode ser realizada por meio da ana´lise
de multiresoluc¸a˜o, melhor estudada no livro de Vetterli e Kovacˇevic´ [29]. Nessa ana´lise, e´
realizada a projec¸a˜o ortogonal do sinal em diferentes subespac¸os, cada um deles sendo uma
versa˜o escalada de um espac¸o central. A projec¸a˜o do sinal em cada subespac¸o representa
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uma aproximac¸a˜o do sinal em determinada resoluc¸a˜o.
A implementac¸a˜o da ana´lise de multiresoluc¸a˜o para sinais discretos no tempo pode
ser realizada por um esquema de filtragem conhecido como banco de filtros. A filtragem
por banco de filtros e´ ilustrada na Figura 3.3, na qual os esta´gios de filtragem se repetem
sequ¨encialmente nas sa´ıdas dos filtros β apo´s a dizimac¸a˜o.
2 ↓
2 ↓
2 ↓
2 ↓ α
α
β
β
esta´gio de filtragem
Figura 3.3: Banco de filtros
No primeiro esta´gio de filtragem o sinal e´ dividido em duas bandas de frequ¨eˆncias, uma
com a metade superior das frequ¨eˆncias e outra com a metade inferior das frequ¨eˆncias. A
banda de frequ¨eˆncias altas e´ obtida com a filtragem do sinal pelo filtro α e a banda baixa e´
obtida com a filtragem do sinal pelo filtro β. Em ambas as bandas o resultado e´ submetido
a uma dizimac¸a˜o por 2. No segundo esta´gio, o sinal resultante da filtragem passa-baixas
dizimado e´ novamente dividido em duas bandas de frequ¨eˆncias, altas e baixas, e dizimado
por 2. Novos esta´gios de filtragem sa˜o inclu´ıdos de forma que quando a u´ltima amostra
do sinal de entrada for filtrada pelo primeiro esta´gio do banco de filtros, o filtro passa-
baixas do u´ltimo esta´gio de filtragem tem todos os seus coeficientes sendo multiplicados
por valores que na˜o sejam influenciados pelas condic¸o˜es iniciais nos filtros, e tenha apenas
uma resposta originada nessa condic¸a˜o. Ou seja, sa˜o inseridos novos esta´gios de filtragem
ate´ que o elemento que multiplica o u´ltimo coeficiente do u´ltimo filtro passa-baixas tenha
seu valor inteiramente determinado pelos valores das amostras do sinal de entrada, sem
influeˆncia das condic¸o˜es iniciais do banco de filtros. Cada uma das bandas de frequ¨eˆncia
resultantes e´ um subespac¸o no qual o sinal e´ projetado na ana´lise de multiresoluc¸a˜o.
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Quando a u´ltima amostra do sinal de entrada for multipicada pelo primeiro coeficiente
do primeiro filtro passa-altas do primeiro esta´gio, os coeficientes resultantes apo´s as di-
zimac¸o˜es nas sa´ıdas dos filtros passa-altas e do u´ltimo filtro passa-baixas, e que na˜o sejam
influenciados pelas condic¸o˜es iniciais nos filtros do banco de filtros, sa˜o os coeficientes da
transformada wavelet discreta. Assim, um vetor de N elementos tera´ como transformada
wavelet discreta um outro vetor de N elementos. Com isso, a transformada wavelet dis-
creta gera dados sem redundaˆncia para a reconstruc¸a˜o completa do sinal original a partir
dos seus coeficientes e mante´m as caracter´ısticas de resoluc¸a˜o no plano tempo-frequ¨eˆncia
da transformada.
Um exemplo de wavelet que pode ser encontrada atrave´s da ana´lise de multiresoluc¸a˜o
e implementada por banco de filtros para a realizac¸a˜o da transformada wavelet discreta
e´ a wavelet de Haar [32]. Historicamente, esta e´ a wavelet mais utilizada devido a sua
simplicidade.
A wavelet de Haar discreta e´ uma sequ¨eˆncia definida como
ψ(l) =


2−
1
2 l = 0
−2− 12 l = 1
0 demais l
(3.3)
A transformada wavelet discreta de Haar, para um sinal discreto no tempo e finito,
pode ser implementada pelo banco de filtros mostrado na Figura 3.3, no qual os coeficientes
dos filtros sa˜o dados por
α = [ψ(0) ψ(1)] (3.4)
e
β = [φ(0) φ(1)] . (3.5)
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φ e´ conhecida como func¸a˜o de escalamento e no caso da wavelet de Haar e´ dada por
φ(l) =


2−
1
2 0 ≤ l ≤ 1
0 demais l.
(3.6)
Para o caso de um sinal comN = 8 amostras, seriam necessa´rios 3 esta´gios de filtragem,
como mostrado na Figura 3.4.
2 ↓
2 ↓
2 ↓
2 ↓
2 ↓
2 ↓
α
α
α
β
β
β
z1, z2, z3, z4
z5, z6
z7
z8


x(n)
x(n− 1)
...
x(n− 7)


Figura 3.4: Transformada Haar por banco de filtros.
Essa filtragem pode ser expressa pela pre´-multiplicac¸a˜o de um vetor de dimensa˜o N ,
formado com as amostras do sinal a ser transformado, por uma matriz H de dimensa˜o
N ×N , conhecida como matriz de transformada Haar, ou simplesmente matriz Haar. A
dimensa˜o N deve ser igual a 2r, sendo r um inteiro positivo maior que 1. A matriz Haar
para o exemplo da Figura 3.4 pode ser obtida analisando-se o esquema de filtragem pelo
banco de filtros mostrado e pela selec¸a˜o dos coeficientes da transformada wavelet discreta.
Uma maneira de encontrar H e´ definir
H = QrQr−1 . . .Q2Q1 (3.7)
e
Qq =


I 01
02
A
B

 , (3.8)
na qual A(i, j) = ψ(j − 2i + 1) e B(i, j) = φ(j − 2i + 1), com i = 1, 2, . . . , 2−qN e
j = 1, 2, . . . , 2−q+1N .
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I e´ uma matriz identidade de dimensa˜o [(1− 2−q+1)N × (1− 2−q+1)N ], 01 tem di-
mensa˜o [(1− 2−q+1)N × 2−q+1N ] e 02 tem dimensa˜o [2−q+1N × (1− 2−q+1)N ].
Para o exemplo com N = 8 a matriz H e´ dada por
H =
1
2
√
2


2 −2 0 0 0 0 0 0
0 0 2 −2 0 0 0 0
0 0 0 0 2 −2 0 0
0 0 0 0 0 0 2 −2
√
2
√
2 −√2 −√2 0 0 0 0
0 0 0 0
√
2
√
2 −√2 −√2
1 1 1 1 −1 −1 −1 −1
1 1 1 1 1 1 1 1


. (3.9)
Dessa forma, os coeficientes da transformada wavelet discreta sa˜o organizados em um
vetor z = [z1z2 . . . zN ]
T tal que
z =Hx (3.10)
sendo que x e´ o vetor formado pelas amostras x(n) do sinal a ser transformado:
x = [x(n) x(n− 1) . . . x(n−N + 1)]T . (3.11)
Os efeitos da resoluc¸a˜o tempo-frequ¨eˆncia, da ana´lise de multiresoluc¸a˜o e da filtragem
pelo banco de filtros esta˜o todos resumidos nessa matriz. As componentes de x e z sa˜o
identificadas na Figura 3.4. Note que z1, . . . , z7 correspondem a`s amostras nas sa´ıdas dos
filtros passa-altas. z8 e´ proporcional ao valor me´dio dos elementos de x.
Observe que as altas frequ¨eˆncias, representadas pelas primeiras linhas da matriz, sa˜o
observadas com maior definic¸a˜o temporal (menos coeficientes por linha de H). Os coefi-
cientes da transformada resultante da multiplicac¸a˜o das primeiras linhas da matriz pelo
vetor de amostras do sinal representam uma banda de frequ¨eˆncias altas, ja´ que operam
apenas sobre duas amostras consecutivas do sinal. Para coeficientes referentes a bandas
de frequ¨eˆncias mais baixas, como o caso dos resultantes da pre´-multiplicac¸a˜o do vetor
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pelas linhas 5 e 6 da matriz, a resoluc¸a˜o temporal da transformada e´ mais baixa. Cada
coeficiente e´ determinado a partir de 4 amostras consecutivas do sinal.
A pre´-multiplicac¸a˜o do vetor de amostras do sinal pelas linhas da matriz Haar que
apresentam a mesma definic¸a˜o temporal realiza a projec¸a˜o do sinal em um subespac¸o da
ana´lise de multiresoluc¸a˜o, e coincide com um esta´gio do processo de filtragem pelo banco
de filtros. Como esses subespac¸os sa˜o verso˜es escaladas de um mesmo espac¸o original,
e como na transformada do sinal sa˜o utilizadas wavelets que sa˜o verso˜es escaladas da
wavelet-ma˜e, cada um desses conjuntos de linhas da matriz e´ associado a uma escala da
transformada wavelet discreta e corresponde a uma transformada wavelet parcial.
Observe que a transformada wavelet discreta de Haar completa e´ formada por r =
log2N escalas referentes a`s sa´ıdas dos filtros passa-altas dizimadas e por uma escala com-
plementar (u´ltima linha de Hm), que representa a filtragem do sinal pela sequ¨eˆncia de
todos os filtros passa-baixas dizimados.
Os efeitos das dizimac¸o˜es do sinal na filtragem pelo banco de filtros podem ser obser-
vados pelo deslocamento dos valores na˜o nulos em cada linha da matriz por 2m, em que o
valor de m (m = 1, 2, . . . , r) indica a parcial da transformada. Por exemplo, m = 1 indica
a primeira escala ou parcial. No caso da matriz H da equac¸a˜o (3.9), m = 1 indica as
linhas 1, 2, 3 e 4, m = 2 indica as linhas 5 e 6, m = 3 indica a linha 7. A linha 8 da matriz
representa a escala mais alta, que equivale a filtragem somente pelos filtros passa-baixas
e dizimac¸o˜es no banco de filtros.
O racioc´ınio feito para a wavelet de Haar pode ser seguido para qualquer outra wavelet,
bastando que sejam alterados os coeficientes componentes dos filtros α e β. A definic¸a˜o
da matrizH para wavelets diferentes da wavelet de Haar sera´ apresentada no Cap´ıtulo 5.
Neste trabalho, e na soluc¸a˜o apresentada em [8], apenas uma das escalas, ou parciais, e´
utilizada para a transformac¸a˜o dos dados. Assim, utiliza-se apenas um conjunto de linhas
que representam a mesma banda de frequ¨eˆncias (escala), com a mesma definic¸a˜o temporal
e frequ¨encial, e que cobrem totalmente o vetor de amostras do sinal a ser transformado.
Assim, a pre´-multiplicac¸a˜o do vetor de dados a ser transformado passa a ser realizada
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pela matriz de Haar parcial.
A matriz de Haar parcial e´ uma submatriz da matriz de Haar, composta apenas por
algumas de suas linhas. Uma expressa˜o matema´tica que define a matriz de transformada
wavelet discreta parcial de Haar em func¸a˜o das linhas e colunas de seus elementos e´
Hm(i, j) = ψm [j − (i− 1)2m − 1] (3.12)
em que i = 1, 2, . . . , 2−mN e j = 1, 2, . . . , N , sendo que m pode assumir valores em
1 ≤ m ≤ r. Ale´m disso,
ψm(l) =


2−
m
2 , para 0 ≤ l ≤ 2m−1 − 1
−2−m2 , para 2m−1 ≤ l ≤ 2m − 1
0, demais l.
(3.13)
Como exemplo, para r = 3, ou seja N = 8, e m = 2, a matriz da transformada wavelet
discreta parcial de Haar e´ dada por
H2 =

0.5 0.5 −0.5 −0.5 0 0 0 0
0 0 0 0 0.5 0.5 −0.5 −0.5

 (3.14)
A escolha do valor de m determina a escala da transformada Haar utilizada (a qual
esta´ associada a uma banda de frequ¨eˆncias) e o nu´mero de coeficientes do filtro adaptativo
no domı´nio transformado na soluc¸a˜o proposta e em [8]. Para uma resposta a identificar
de comprimento N = 2r a escolha da m-e´sima escala leva a` utilizac¸a˜o de um filtro com
C = 2r−m coeficientes no domı´nio transformado. Essa reduc¸a˜o de dimensa˜o do filtro e´
utilizada em [8] para, atrave´s da adaptac¸a˜o de um filtro, com C coeficientes, obter-se
informac¸o˜es sobre a localizac¸a˜o do pico da resposta do canal, de tamanho N . Com isso,
o filtro adaptativo na˜o e´ mais capaz de modelar completamente a resposta de tamanho
N , configurando uma situac¸a˜o de sub-modelamento. No entanto, isso na˜o e´ necessa´rio,
ja´ que o objetivo do filtro adaptativo no domı´nio transformado e´ apenas o de estimar a
localizac¸a˜o do pico da resposta ao impulso do canal.
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Note que cada linha de Hm e´ composta pelo mesmo vetor na˜o nulo h
T
m e por zeros
adicionais. Pode-se definir enta˜o um vetor hm correspondente aos elementos na˜o nulos de
cada linha de Hm. Assim, de (3.13) tem-se que
hTm = [ψm(0), . . . , ψm(M − 1)] (3.15)
em que M e´ o tamanho da wavelet na parcial utilizada. No caso da wavelet de Haar,
M = 2m. Em (3.14), hTm = [0.5, 0.5,−0.5, −0.5]. Essa propriedade de Hm sera´ utilizada
para reduzir a complexidade computacional na soluc¸a˜o proposta.
3.2 O Algoritmo PHDWT-LMS
Apesar de solucionar o problema de identificac¸a˜o de sistemas com resposta esparsa
ao impulso, a soluc¸a˜o proposta por Bershad e Bist em [8] ainda apresenta grande com-
plexidade computacional, ale´m de problemas causados por oscilac¸o˜es na estimativa da
localizac¸a˜o do pico e pela estrate´gia de inserc¸a˜o do filtro adaptativo no domı´nio temporal.
A complexidade computacional de um algoritmo e´ importante porque determina a
velocidade de processamento exigida do processador digital de sinais. Na maioria dos
casos, em sistemas de engenharia, o processador na˜o e´ dedicado exclusivamente a um
u´nico algoritmo. Ao inve´s disso, ele e´ utilizado para processar alguns algoritmos que, em
conjunto, formam a soluc¸a˜o completa. Complexidades computacionais reduzidas podem
viabilizar a implementac¸a˜o de uma soluc¸a˜o com os processadores existentes, ou podem
permitir o uso de processadores menos potentes e, consequ¨entemente, mais baratos. Por
isso a busca pela reduc¸a˜o da complexidade computacional e´ justificada.
Grande parte da complexidade computacional da soluc¸a˜o de Bershad e Bist e´ devido ao
ca´lculo da transformada Haar parcial do vetor de dados de entrada a cada amostra desta
entrada. A utilizac¸a˜o da transformada a cada amostra implica que o vetor transformado
resultante z e´ a transformada wavelet discreta parcial de Haar do vetor de dados no
instante de tempo da aplicac¸a˜o da transformada. E´ importante a observac¸a˜o de que a
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aplicac¸a˜o sucessiva das transformadas aos vetores formados com as amostras do sinal de
entrada na˜o corresponde a` transformac¸a˜o wavelet discreta parcial de Haar de todo o sinal.
As caracter´ısticas de Hm e o fato da transformac¸a˜o dos dados de entrada ser feita no
formato de linha de retardo fazem com que todos os elementos do vetor transformado sejam
alterados a cada transformac¸a˜o. Considere um caso ilustrativo com a matrizH2 de (3.14)
e um sinal de entrada com 9 amostras iguais a 5, 1, 1, 2, 4, 3, 3, 1 e 6, nesta sequ¨eˆncia.
O vetor de entrada tera´ 8 elementos e o vetor transformado tera´ 2 elementos. Quando o
vetor de entrada for x = [1; 3; 3; 4; 2; 1; 1; 5]T , o vetor de sa´ıda sera´H2x = [−1, 5;−1, 5]T .
Com a chegada da amostra seguinte, o vetor de entrada sera´ [6; 1; 3; 3; 4; 2; 1; 1]T e o vetor
de sa´ıda sera´ [3, 5; 2]T . Note que, apesar do deslocamento do vetor de entrada na forma
de uma linha de retardo, o mesmo na˜o ocorre com o vetor de sa´ıda, que tem todos os seus
elementos alterados a cada ciclo de processamento.
Uma situac¸a˜o mais interessante ocorreria se fosse utilizada uma transformac¸a˜o dos
dados de entrada que levasse a vetores de sa´ıda com a propriedade de invariaˆncia ao
deslocamento. Nesse caso, apenas a amostra mais recente do vetor de sa´ıda precisaria ser
calculada a cada transformac¸a˜o dos dados.
Utilizando-se o fato de Hm ser formada por zeros e vetores h
T
m deslocados em 2
m
colunas a cada linha, a propriedade de invariaˆncia ao deslocamento do vetor de sa´ıda
pode ser obtida pelo processamento do sinal de entrada em blocos de C amostras a cada
2m amostras dos dados.
Referindo-se novamente a (3.14), o vetor de dados de entrada, de dimensa˜o 8, a ser
transformado por H2 pode ser decomposto em dois sub-vetores de dimensa˜o 4. Cada um
desses sub-vetores e´ pre´-multiplicado pelo mesmo vetor hTm para gerar os elementos de
um vetor transformado com duas amostras. Se o vetor de entradas avanc¸ar em blocos de
tamanho 4, o vetor de sa´ıda sofrera´ um deslocamento a cada ca´lculo da transformada e
apenas a amostra de sa´ıda mais recente tera´ que ser calculada. Assim, o vetor transfor-
mado tera´ a propriedade de invariaˆncia ao deslocamento.
A soluc¸a˜o descrita acima corresponde a` utilizac¸a˜o da transformada wavelet discreta
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parcial de Haar de todo o sinal de entrada, calculada conforme suas amostras sa˜o dis-
ponibilizadas. Esse procedimento e´ equivalente ao uso da transformada wavelet com os
coeficientes da wavelet amostrados em uma grade dia´dica sobre o plano tempo-escala
(ver Figura 3.2 [28]. Isso significa que tanto o tempo quanto a escala sa˜o discretizados em
poteˆncias de 2. Na definic¸a˜o da matriz da transformada Haar a escala ja´ e´ amostrada sobre
uma grade dia´dica. No entanto, quando utiliza-se a transformada Haar parcial define-se o
uso de apenas uma escala, determinada pelo valor de m. Assim, uma amostragem dia´dica
no tempo sobre os dados de entrada, em blocos de comprimento 2m, e´ suficiente para
garantir uma transformada wavelet discreta parcial de todo o sinal e, consequ¨entemente,
a propriedade de invariaˆncia ao deslocamento no vetor transformado.
Para diferenciar as duas transformadas wavelets discretas parciais, utilizadas na
soluc¸a˜o de Bershad e Bist e na soluc¸a˜o proposta, a transformada wavelet discreta dos
vetores formados pelas amostras do sinal de entrada utilizada em [8] sera´ chamada apenas
de transformada Haar parcial enquanto a transformada utilizada na soluc¸a˜o proposta sera´
tratada como transformada wavelet discreta parcial.
Chamando-se de z(k) o vetor de dados de entrada transformado, o elemento inicial de
z(k) e o vetor de coeficientes do filtro adaptativo no domı´nio transformado sa˜o atualizados
apenas a cada 2m amostras de x(n), conduzindo a uma filtragem adaptativa por blocos. O
vetor de coeficientes do filtro adaptativo no domı´nio transformado permanece constante
durante cada bloco. Como e´ esse filtro que fornece a estimativa da localizac¸a˜o do pico,
essa estimativa tambe´m permanece constante durante toda a formac¸a˜o do bloco. Nesse
per´ıodo, o filtro adaptativo no domı´nio temporal wt(n) e´ adaptado utilizando-se a u´ltima
estimativa fornecida da localizac¸a˜o do pico.
A Figura 3.5 mostra o diagrama de blocos da soluc¸a˜o proposta. Esse diagrama
transforma-se na soluc¸a˜o proposta em [8] se os blocos tracejados forem eliminados e
assumir-se k = n.
Na Figura 3.5, n refere-se ao ı´ndice temporal da amostra do sinal de entrada x, en-
quanto k refere-se ao ı´ndice do bloco ao qual pertence x(n). wo e´ o vetor de amostras
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Figura 3.5: Diagrama de blocos da soluc¸a˜o proposta.
da resposta ao impulso do sistema a ser modelado e η(n) e´ um ru´ıdo branco aditivo de
me´dia zero e independente de x(n). d(n) e´ a soma da sa´ıda do sistema a ser modelado
com η(n). d(k) e´ o bloco formado com M amostras de d(n) e db(k) e´ o resultado da
transformac¸a˜o do vetor d(k) por hm. xb(k) e´ o bloco formado com N amostras do sinal
de entrada e o vetor z(k) e´ o vetor xb(k) transformado pela transformada wavelet discreta
parcial de Haar representada por Hm. w(k) e´ o vetor de coeficientes do filtro adaptativo
no domı´nio transformado e y(k) e´ sua sa´ıda. e(k) e´ o erro de y(k) em relac¸a˜o a db(k).
O bloco “atraso” atrasa a entrada de forma a inserir convenientemente os coeficientes do
filtro wt(n) em torno da estimativa da localizac¸a˜o do pico fornecida por w(k). yt(n) e´ a
sa´ıda do filtro wt(n) e et(n) e´ o erro de yt(n) em relac¸a˜o a d(n).
3.2.1 Determinac¸a˜o da Soluc¸a˜o O´tima
Matematicamente, temos
z(k) =Hmxb(k) k = 0, 1, 2... (3.16)
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em que k refere-se ao ı´ndice do bloco,
xb(k) =
[
x[(k + 1)2m − 1], x[(k + 1)2m − 2], . . . , x[(k + 1)2m −N ]]T (3.17)
e
z(k) = [z(k), z(k − 1), . . . , z(k − C + 1)]T . (3.18)
Lembre-se que x(n) = 0 para n < 0.
Para completar a filtragem adaptativa por blocos, blocos do sinal desejado d(n)
tambe´m sa˜o formados. Para obter o sinal desejado no domı´nio transformado, blocos
de M amostras de d(n) devem ser coletados em d(k). Este vetor tambe´m e´ atualizado em
blocos tal que
d(k) =
[
d[(k + 1)2m − 1], . . . , d[(k + 1)2m −M ]
]T
. (3.19)
A transformada db(k) de d(k) e´ enta˜o obtida como sendo
db(k) = h
T
md(k). (3.20)
Utilizando o princ´ıpio da ortogonalidade, a soluc¸a˜o de Wiener para o filtro no domı´nio
transformado e´
woP = R
−1
zz rdbz (3.21)
em que Rzz e´ dada por
Rzz = E{z(k)zT (k)}
= E{Hmxb(k)xTb (k)HTm}
=HmE{xb(k)xTb (k)}HTm
=HmRxxH
T
m
(3.22)
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e
rdbz = E{z(k)db(k)}
= E{Hmxb(k)hTmd(k)}
=HmE{xb(k)hTmd(k)}
(3.23)
sendo que E{.} denota o valor esperado estat´ıstico.
Assumindo que d(n) pode ser modelado por
d(n) = η(n) + xT (n)wo, (3.24)
em que x(n) = [x(n), x(n− 1), . . . , x(n−N + 1)]T , x(n) e η(n) sa˜o sequ¨eˆncias gaussianas
i.i.d. de me´dia zero e wo e´ a resposta ao impulso do sistema a ser modelado, tem-se de
(3.19) e (3.24) que
d(k) =


η[(k + 1)2m − 1]
η[(k + 1)2m − 2]
...
η[(k + 1)2m −M ]


+


xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]


wo
= η[(k + 1)2m − 1] +


xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]


wo
(3.25)
para η[(k+1)2m− 1] = [η[(k+1)2m− 1], η[(k+1)2m− 2], . . . , η[(k+1)2m−M ]]T . Desta
forma,
rdbz =HmE


xb(k)h
T
m


η[(k + 1)2m − 1] +


xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]


wo




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=HmE{xb(k)hTmη[(k + 1)2m − 1]}+
+HmE


xb(k)h
T
m


xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]




wo
. (3.26)
Como η e´ independente de xb e tem me´dia zero, E{xb(k)hTmη[(k + 1)2m − 1]} = 0 e
apenas o segundo termo do lado direito da equac¸a˜o (3.26) e´ diferente de zero. Enta˜o, e´
necessa´rio determinar o u´ltimo valor esperado na equac¸a˜o. Seja Λ o elemento entre chaves
desse valor esperado e notando que xb(k) = x
[
(k + 1)2m − 1],
Λ = x[(k + 1)2m − 1]hTm


xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]


. (3.27)
Como x e´ estaciona´rio, apenas as diferenc¸as entre seus ı´ndices ira˜o influenciar no resultado
de E{Λ}. Assim, fazendo t = (k + 1)2m − 1,
Λ = x(t)hTm


xT (t)
xT (t− 1)
...
xT (t−M + 1)


. (3.28)
Pode-se escrever Λ em func¸a˜o de seus elementos λij, em que i e j sa˜o, respectivamente,
os ı´ndices da linha e da coluna de λij na matriz Λ. Assim,
λij =
M∑
u=1
[x(t)]i1
[
hTm
]
1u


xT (t)
xT (t− 1)
...
xT (t−M + 1)


uj
. (3.29)
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Sendo
[x(t)]i1 = x(t− i+ 1), (3.30)
[
hTm
]
1u
= ψm(u− 1) (3.31)
e 

xT (t)
xT (t− 1)
...
xT (t−M + 1)


uj
= x(t− u− j + 2), (3.32)
λij em (3.29) e´ dado por
λij =
M∑
u=1
x(t− i+ 1)ψm(u− 1)x(t− u− j + 2) (3.33)
O valor esperado de λij e´ enta˜o
E{λij} = E
{
M∑
u=1
x(t− i+ 1)ψm(u− 1)x(t− u− j + 2)
}
=
M∑
u=1
ψm(u− 1)E{x(t− i+ 1)x(t− u− j + 2)}.
(3.34)
Sabendo que
E{x(t− i+ 1)x(t− u− j + 2)} = rx(u+ j − i− 1) (3.35)
tem-se
E{λij} =
M∑
u=1
ψm(u− 1)rx(u+ j − i− 1). (3.36)
Assim, E{Λ} e´ descrito por
E{Λ} = RxxL (3.37)
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em que L e´ a matriz N ×N definida por
L =


ψm(i− j), j ≤ i ≤ j +M − 1
0, outros.
(3.38)
Como consequ¨eˆncia, de (3.26)
rdbz =HmRxxLwo. (3.39)
Enta˜o, de (3.21), woP e´ dado por
woP = R
−1
zz rdbz
= (HmRxxH
T
m)
−1HmRxxLwo.
(3.40)
Para o caso de x(n) ser considerado ru´ıdo branco gaussiano
rx(δ) =


σ2x, δ = 0
0, demais valores de δ
(3.41)
e
Rxx = σ
2
xIN (3.42)
em que IN e´ a matriz identidade de dimenso˜es N ×N . Assim, de (3.40), tem-se
woP = (σ
2
xHmH
T
m)
−1σ2xHmLwo
=
1
σ2x
(HmH
T
m)
−1σ2xHmLwo.
(3.43)
Sendo HmH
T
m = IC , tem-se
woP = (I
T
C)
−1HmLwo
=HmLwo
= Smwo.
(3.44)
Assim, quando x(n) e η(n) sa˜o ru´ıdos brancos descorrelacionados e d(n) pode ser mo-
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delado por (3.24), a soluc¸a˜o de Wiener para o filtro adaptativo no domı´nio transformado
na soluc¸a˜o proposta e´
woP = Smwo (3.45)
Em [8], a soluc¸a˜o de Wiener para o caso geral e´ dada por
[
HmRxxH
T
m
]−1
HmRxxwo
e para o caso onde x(n) e´ ru´ıdo branco a soluc¸a˜o de Wiener e´ dada por Hmwo.
Portanto, diferentemente da soluc¸a˜o de Bershad e Bist, o filtro adaptativo no domı´nio
transformado na˜o trabalha mais no domı´nio Haar parcial, trabalha sim no domı´nio Sm.
O vetor base de sm associado a` matriz Sm corresponde a` func¸a˜o de autocorrelac¸a˜o do
vetor hm associado a` matriz Hm
1, que corresponde a` wavelet spline biortogonal 2.2 de
Daubechies[32] com energia na˜o normalizada.
A t´ıtulo de ilustrac¸a˜o, para m = 2, 3 e 4, os vetores base sm de Sm sa˜o dados por
s2 = [−0.25 − 0.5 0.25 1 0.25 − 0.5 − 0.25]
s3 = [−0.125 − 0.25 − 0.375 − 0.5 − 0.125 0.25 0.625 ...
... 1 0.625 0.25 − 0.125 − 0.5 − 0.375 − 0.25 − 0.125]
s4 = [−0.0625 − 0.1250 − 0.1875 − 0.2500 − 0.3125 − 0.3750 ...
... − 0.3750 − 0.4375 − 0.5000 − 0.3125 − 0.1250 0.0625 ...
... 0.6250 0.8125 1 0.8125 0.6250 0.4375 0.2500 0.0625 ...
... 0.2500 0.4375 − 0.1250 − 0.3125 − 0.5000 − 0.4375 ...
... − 0.3750 − 0.3125 − 0.2500 − 0.1875 − 0.1250 − 0.0625]
A Figura 3.6 mostra a wavelet do vetor base de H3 e a Figura 3.7 mostra sua versa˜o
“cont´ınua” enquanto a Figura 3.8 mostra a wavelet do vetor base de S3 e a Figura 3.9
mostra sua versa˜o “cont´ınua”.
1 Considerando a sequ¨eˆncia ψm(0), . . . , ψm(M−1), os 2M−1 elementos de sm sera˜o as amostras na˜o-nulas
da func¸a˜o de autocorrelac¸a˜o rsm(l) =
+∞∑
κ=−∞
ψm(κ)ψm(κ− l), −M ≤ l ≤M .
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Figura 3.6: hm para m = 3
−1 0 1 2 3 4 5 6 7 8
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Coeficientes
Figura 3.7: Versa˜o “cont´ınua” de hm
−8 −6 −4 −2 0 2 4 6 8
−0.5
0
0.5
1
Coeficientes
Figura 3.8: sm para m = 3
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Figura 3.9: Versa˜o “cont´ınua” de sm
3.2.2 Estrate´gia de Posicionamento do Filtro no Domı´nio Tem-
poral
Assim como ocorre no caso da soluc¸a˜o proposta em [8], usando a matriz Haar, a
pre´-multiplicac¸a˜o de wo por Sm “espalha” a resposta wo. A esparsidade da resposta ao
impulso do canal wo e o caimento lento da energia das respostas t´ıpicas de eco levam a
uma soluc¸a˜o de Wiener woP que enfatiza a regia˜o logo a` direita do pico de wo. A Figura
3.10 ilustra essa propriedade para a resposta g5 fornecida em [1] para m = 3.
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Figura 3.10: Modelo g5 em [1] e sua transformada Sm para m = 3.
O coeficiente com maior valor absoluto no filtro adaptativo no domı´nio transformado
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e´ utilizado como estimativa da localizac¸a˜o do pico. Note que a localizac¸a˜o do pico e´
estimada no domı´nio transformado e deve ser “traduzida” para o domı´nio do tempo. A
forma de Sm mostra que o coeficiente c de woP corresponde a uma regia˜o centralizada em
torno do coeficiente (c− 1)2m + 1 da resposta wo no domı´nio temporal.
Na soluc¸a˜o de Bershad e Bist, o filtro adaptativo no domı´nio temporal e´ centralizado
em torno da estimativa da localizac¸a˜o do pico. Pore´m, os modelos de resposta de eco
contidos em [1] mostram que o pico esta´ normalmente localizado no comec¸o da resposta
de eco. Nos modelos, nenhum pico ocorre apo´s 4,25 ms do in´ıcio da resposta de eco.
Para uma taxa de amostragem de 8 KHz, isto significa que nenhum pico esta´ localizado
apo´s o 34o coeficiente da resposta de eco. Em [1], tambe´m e´ informado que na˜o foram
observadas, nas medic¸o˜es realizadas nos EUA e na Europa, respostas com eco de durac¸a˜o
superior a 12 ms, ou seja, com mais do que 96 coeficientes ativos.
Sendo assim, uma boa estrate´gia para a inserc¸a˜o do filtro adaptativo no domı´nio
temporal e´ alinhar o coeficiente de posic¸a˜o 34 + 2m + 2m−1 a` estimativa da localizac¸a˜o
do pico. O valor 2m + 2m−1 e´ uma estimativa2 do deslocamento a` direita que sofre a
estimativa da localizac¸a˜o do pico em func¸a˜o do valor de m. Dessa forma, toda a regia˜o
de coeficientes na˜o-nulos da resposta ao impulso do canal tende a ser utilizada pelo filtro
adaptativo no domı´nio temporal para identificar a resposta de eco, levando a uma maior
velocidade de convergeˆncia e um menor erro residual nos coeficientes.
3.2.3 Efeitos de jitter na Estimativa da Localizac¸a˜o do Pico
A estimativa da localizac¸a˜o do pico da resposta transformada e´ atualizada iterativa-
mente. Assim, podem ocorrer oscilac¸o˜es nessa estimativa devido a flutuac¸o˜es nos coefi-
cientes do filtro adaptativo no domı´nio transformado. Esse fenoˆmeno e´ conhecido como
jitter na estimativa do pico [8].
Na estrate´gia proposta em [8], qualquer mudanc¸a na localizac¸a˜o estimada do pico
faz com que o filtro adaptativo no domı´nio temporal seja realocado em torno da nova
2 Essa estimativa foi determinada empiricamente para as respostas apresentadas em [1]
3. A Soluc¸a˜o Proposta Utilizando a Wavelet de Haar 43
estimativa. Para o filtro no domı´nio temporal, e´ como se uma nova resposta de eco
estivesse sendo identificada a partir de novas condic¸o˜es iniciais, diferente da resposta
de eco a ser identificada na iterac¸a˜o anterior. Essa nova resposta de eco e´ a resposta
anterior com um deslocamento proporcional ao deslocamento da estimativa da localizac¸a˜o
do pico. Uma ana´lise individual dos coeficientes do filtro mostra que os valores de cada
coeficiente, obtidos na iterac¸a˜o anterior, provavelmente na˜o teˆm nenhuma relac¸a˜o com os
novos valores que eles devem tentar atingir na iterac¸a˜o atual. Dessa forma, os coeficientes
do filtro adaptativo no domı´nio temporal tornam-se condic¸o˜es iniciais na tentativa de
identificac¸a˜o da nova resposta de eco. Como essas condic¸o˜es iniciais na˜o teˆm relac¸a˜o com
a nova resposta de eco a ser identificada, mudanc¸as cont´ınuas na estimativa da localizac¸a˜o
do pico tornam o processo de adaptac¸a˜o para encontrar a resposta de eco impratica´vel na
maioria dos casos. Esse comportamento sera´ observado nas simulac¸o˜es, principalmente
quando m = 4 e´ utilizado.
Para solucionar esse problema, Bershad e Bist propuseram a utilizac¸a˜o de uma lo´gica
heur´ıstica que compara a estimativa atual da localizac¸a˜o do pico com a estimativa pas-
sada. Se a diferenc¸a entre as estimativas e´ menor que um dado nu´mero de coeficientes
(21 coeficientes segundo informac¸o˜es do pro´prio Bershad), enta˜o a estimativa anterior e´
mantida para a adaptac¸a˜o do filtro adaptativo no domı´nio temporal e a estimativa atual e´
descartada. Isto implica que, se a estimativa atual e´ correta, havera´ um erro na localizac¸a˜o
estimada do pico utilizada pelo filtro adaptativo no domı´nio temporal. Essa estrate´gia
pode trazer problemas mesmo em situac¸o˜es em que na˜o ha´ oscilac¸o˜es na estimativa do
pico. Suponha que durante o processo de adaptac¸a˜o do filtro no domı´nio transformado,
uma estimativa tenha sido fornecida a 15 coeficientes da localizac¸a˜o correta do pico. Caso
a estimativa seguinte seja pro´xima do valor real (por exemplo, a 3 coeficientes do pico),
ela na˜o sera´ utilizada. Mesmo que essa seja a melhor estimativa que o filtro no domı´nio
transformado possa fornecer, ela nunca sera´ utilizada.
Uma maneira de minimizar os efeitos das poss´ıveis oscilac¸o˜es na estimativa da loca-
lizac¸a˜o do pico e´ mudar o processo de adaptac¸a˜o do filtro no domı´nio temporal. Assim, e´
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proposto que uma versa˜o modificada do vetor de coeficientes do filtro no domı´nio temporal
seja utilizada a cada mudanc¸a de localizac¸a˜o estimada do pico. Essa versa˜o modificada
consiste no vetor original, com exclusa˜o de alguns coeficientes e adic¸a˜o de novos coefici-
entes com valor zero.
Se a nova localizac¸a˜o estimada e´ a estimativa anterior, adicionada de c coeficientes,
os primeiros c coeficientes do vetor do filtro no domı´nio temporal sa˜o eliminados e novos
c coeficientes de valor zero sa˜o adicionados ao final do vetor, como ilustrado na Figura
3.11. O processo inverso e´ feito se a nova localizac¸a˜o estimada do pico for a estimativa
anterior subtra´ıda de c coeficientes, ou seja, os c u´ltimos coeficientes do vetor do filtro
adaptativo no domı´nio temporal sa˜o eliminados e c novos coeficientes com valor zero sa˜o
adicionados no in´ıcio do vetor. Lembre-se que os valores no in´ıcio e no fim de respostas
t´ıpicas de eco sa˜o bem pro´ximos a zero. Isso implica que, ao ocorrer uma oscilac¸a˜o na
estimativa da localizac¸a˜o do pico, o filtro adaptativo no domı´nio temporal e´ adaptado a
partir de um vetor de coeficientes cujos valores esta˜o pro´ximos aos valores da resposta de
eco a ser identificada, permitindo uma adaptac¸a˜o sem alterac¸o˜es abruptas de condic¸o˜es
iniciais. Com essa nova maneira de adaptar o filtro no domı´nio temporal, o processo de
identificac¸a˜o da resposta de eco torna-se praticamente imune a pequenas oscilac¸o˜es na
estimativa da localizac¸a˜o do pico.
O algoritmo proposto, chamado de PHDWT-LMS, do ingleˆs Partial Haar Discrete
Wavelet Transform-LMS, utiliza portanto a transformada wavelet discreta parcial de Haar
dos dados de entrada e do sinal desejado para a adaptac¸a˜o de um filtro FIR atrave´s do
algoritmo LMS. Esse filtro fornece uma estimativa da localizac¸a˜o do pico da resposta do
canal atrave´s de seu coeficiente com maior valor absoluto. Um filtro FIR de 128 coeficientes
e´ enta˜o inserido de maneira conveniente em torno da estimativa da localizac¸a˜o do pico
e utiliza o algoritmo LMS e uma nova forma de inicializac¸a˜o para identificar somente a
resposta de eco da resposta do canal.
Essas mudanc¸as em relac¸a˜o ao sistema proposto em [8] possibilitam a diminuic¸a˜o
da complexidade computacional do algoritmo proposto, ale´m de uma estrate´gia mais
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Figura 3.11: Nova adaptac¸a˜o do filtro no domı´nio temporal.
conveniente para a identificac¸a˜o da resposta de eco efetiva do sistema. A complexidade
computacional do algoritmo PHDWT-LMS e´ estudada na pro´xima sec¸a˜o.
3.3 Complexidade Computacional do Algoritmo
PHDWT-LMS
Um dos objetivos da proposta de um novo algoritmo para a soluc¸a˜o do problema
de identificac¸a˜o de sistemas com resposta esparsa ao impulso e´ a apresentac¸a˜o de um
algoritmo com baixa complexidade computacional. Como dito, conhecer a complexidade
computacional de um algoritmo e´ importante, porque permite saber o quanto e´ exigido
do processador de sinais para resolver o problema em um dado intervalo de tempo. Foi
visto tambe´m que complexidades computacionais mais baixas podem tornar poss´ıvel a
implementac¸a˜o de uma soluc¸a˜o ou podem permitir o uso de processadores menos potentes
e, consequ¨entemente, mais baratos.
A principal diferenc¸a entre a complexidade computacional do algoritmo PHDWT-LMS
e a da soluc¸a˜o de Bershad e Bist esta´ no ca´lculo da transformada Haar parcial dos dados
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de entrada. Em [8] a transformada Haar parcial dos dados de entrada e´ recalculada
completamente a cada amostra do sinal de entrada. Na soluc¸a˜o proposta, os dados de
entrada e do sinal desejado sa˜o transformados pela utilizac¸a˜o da transformada wavelet
discreta parcial de Haar de todo o sinal, o que conduz a` filtragem por blocos. Nesta
filtragem, ale´m da transformada ser realizada somente a cada 2m amostras da entrada,
apenas o u´ltimo elemento do vetor transformado precisa ser calculado, o que diminui
significativamente a quantidade de ca´lculos necessa´rios para a transformac¸a˜o.
Na soluc¸a˜o de Bershad e Bist a transformada Haar parcial dos dados de entrada pode
ser completamente recalculada, ou calculada de maneira recursiva, a partir da transfor-
mada anterior e das caracter´ısticas do vetor hm. A parcial da transformada Haar utilizada
na transformac¸a˜o e´ definida conforme o valor de m. Os valores de m escolhidos em [8]
sa˜o 2, 3 e 4, o que ocasiona a diminuic¸a˜o do filtro no domı´nio transformado de 1024 co-
eficientes para 256, 128 e 64, respectivamente. Escolher m = 1 diminuiria muito pouco a
complexidade computacional da soluc¸a˜o, ja´ que o filtro transformado passaria a ter 512
coeficientes. Escolher m = 5 diminuiria muito a capacidade do filtro em estimar uma cor-
reta localizac¸a˜o do pico da resposta, ja´ que a transformada “espalharia” muito a resposta
original e o pico seria ofuscado. Para m = 2, recalcular completamente a transformada
Haar parcial tem um menor custo computacional do que o ca´lculo recursivo. Para m ≥ 3
o ca´lculo recursivo e´ mais eficiente. Os ca´lculos que levam a` menor complexidade compu-
tacional na realizac¸a˜o das transformadas sera˜o utilizadas para efeito de comparac¸a˜o.
O procedimento para o ca´lculo recursivo de cada coeficiente da transformada Haar par-
cial e´ o seguinte. Multiplica-se os coeficientes do vetor transformado na iterac¸a˜o anterior
por 2
m
2 . Isso equivale a fazer os valores dos coeficientes da matriz de transformada Haar
parcial na iterac¸a˜o anterior iguais a 1 e −1, ao inve´s de 2−m2 e −2−m2 . Apo´s isso, soma-se o
valor da u´ltima amostra do sinal de entrada participante do ca´lculo do coeficiente anterior,
ja´ que nesta iterac¸a˜o a amostra em questa˜o na˜o participa mais do ca´lculo deste coeficiente.
Subtrai-se duas vezes o valor da u´ltima amostra correspondente ao coeficiente 2−
m
2 da ma-
triz Haar na iterac¸a˜o anterior, pois nesta iterac¸a˜o ele passa a ser multiplicado por −2−m2 .
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Soma-se o valor da nova amostra que fara´ parte do ca´lculo do coeficiente e multiplica-se
o valor obtido por 2−
m
2 para se obter o valor final do novo coeficiente transformado. Este
processo e´ repetido para cada coeficiente do vetor transformado e, portanto, e´ repetido
C = 2r−m vezes. A Figura 3.12 ilustra esse processo.
-1-111 ... ...
... ...
soma somasubtrai 2x
hTm
x(n) x(n− 1) x(n− 2m−1 − 1) x(n− 2m−1 − 2) x(n− 2m)
Figura 3.12: Ilustrac¸a˜o do ca´lculo recursivo da transformada Haar parcial.
Para o ca´lculo completo da transformada Haar parcial com m = 2 sa˜o necessa´rias
2r−2 multiplicac¸o˜es, 2r−2 somas e 2 × 2r−2 subtrac¸o˜es. Ja´ para o ca´lculo recursivo sa˜o
necessa´rias 2× 2r−m multiplicac¸o˜es, 2× 2r−m somas e 2× 2r−m subtrac¸o˜es.
Na soluc¸a˜o proposta, apenas o primeiro elemento z(k) do vetor z(k) em (3.18) precisa
ser calculado por transformada dos blocos de entrada, o que ocorre a cada 2m amostras
do sinal de entrada. Isso ocorre devido a` propriedade de invariaˆncia ao deslocamento
em z(k). Como se trata de uma filtragem por blocos, db(k) tambe´m deve ser calculado
a cada bloco de dados. Dessa forma, sa˜o necessa´rias 2 multiplicac¸o˜es, 2m − 2 somas e
2m subtrac¸o˜es para a transformac¸a˜o dos blocos do sinal de entrada e do sinal desejado.
Lembre-se que isso so´ ocorre a cada 2m amostras do sinal de entrada.
Tanto em [8] quanto na soluc¸a˜o proposta, o filtro no domı´nio transformado e´ adaptado
com o algoritmo LMS e tem tamanho C = 2r−m. Portanto, para o processo de adaptac¸a˜o
do filtro no domı´nio transformado sa˜o necessa´rias 2r−m+1 + 1 multiplicac¸o˜es, 2r−m+1 − 1
somas e 1 subtrac¸a˜o. A Tabela 3.1 compara as complexidades computacionais da fil-
tragem no domı´nio transformado das duas soluc¸o˜es a cada amostra do sinal de entrada.
Como no PHDWT-LMS a adaptac¸a˜o do filtro no domı´nio transformado so´ ocorre a cada
2m amostras do sinal de entrada, a complexidade computacional me´dia por amostra da
entrada e´ utilizada.
A Tabela 3.2 mostra uma comparac¸a˜o nume´rica da complexidade computacional do
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Operac¸a˜o [8], m = 2 [8], m ≥ 3 PHDWT-LMS
Multiplicac¸o˜es 3× 2r−m + 1 4× 2r−m + 1 2r−2m+1 + 3× 2−m
Somas 3× 2r−m − 1 4× 2r−m − 1 2r−2m+1 − 3× 2−m + 1
Subtrac¸o˜es 2× 2r−m + 1 2× 2r−m + 1 2−m + 1
Total 8× 2r−m + 1 10× 2r−m + 1 2r−2m+2 + 2−m + 2
Tabela 3.1: Complexidade computacional me´dia da filtragem no domı´nio transformado.
processo de filtragem no domı´nio transformado nas simulac¸o˜es realizadas e a reduc¸a˜o na
complexidade computacional com o novo me´todo proposto. Nestas simulac¸o˜es r = 10, ou
seja, a resposta ao impulso a ser identificada tem 1024 coeficientes, e m = 2, 3 e 4. Os
valores na Tabela 3.2 sa˜o os valores totais de operac¸o˜es realizadas por amostra do sinal
de entrada para a filtragem no domı´nio transformado.
[8] PHDWT-LMS Reduc¸a˜o
m = 2 2049 258,25 74,78%
m = 3 1281 66,125 94,84%
m = 4 641 18,0625 97,18%
Tabela 3.2: Complexidade computacional me´dia total da filtragem no domı´nio transfor-
mado.
Quando compara-se a soluc¸a˜o proposta com a soluc¸a˜o de Bershad e Bist, em termos de
complexidade computacional, percebe-se que, no processo de estimativa da localizac¸a˜o do
pico, ha´ uma reduc¸a˜o de 74, 78% para a segunda parcial da transformada Haar, 94, 84%
para a terceira parcial e 97, 18% para a quarta parcial. Esta reduc¸a˜o e´ significativa e o
processo sugerido pode ser utilizado em qualquer sistema em que seja necessa´rio estimar
a localizac¸a˜o do pico de uma resposta, desde que esta resposta contenha informac¸a˜o
suficiente na banda de frequ¨eˆncias referente a` parcial escolhida.
E´ importante enfatizar que a complexidade computacional da soluc¸a˜o proposta por
Bershad e Bist em [8] cresce significativamente se uma outra wavelet que na˜o a de Haar
for utilizada para a transformada. Isso ocorre porque a utilizac¸a˜o de outras wavelets na˜o
permite o ca´lculo recursivo da transformada. Na soluc¸a˜o proposta a complexidade compu-
tacional permanece praticamente inalterada se o tamanho do bloco para a transformada
for convenientemente escolhido. As alterac¸o˜es na complexidade computacional quando a
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transformada utilizada e´ formada por outras wavelets sera˜o melhor estudadas na Sec¸a˜o
5.2.
A inserc¸a˜o e adaptac¸a˜o do filtro adaptativo no domı´nio temporal para a identificac¸a˜o
da resposta de eco sa˜o realizadas de maneira diferente na soluc¸a˜o proposta e na soluc¸a˜o
de Bershad e Bist, pore´m a complexidade computacional desta etapa do processo e´ igual
nos dois algoritmos. Ambos trabalham com um filtro adaptativo de 128 coeficientes.
Assim, a complexidade computacional dessa etapa e´ de 257 multiplicac¸o˜es, 255 somas e
1 subtrac¸a˜o, totalizando 513 operac¸o˜es. No Cap´ıtulo 6 sera˜o apresentadas as simulac¸o˜es
e os resultados obtidos com a soluc¸a˜o proposta e a soluc¸a˜o de Bershad e Bist. Quando
ocorrer a comparac¸a˜o quanto ao processo de estimac¸a˜o do pico da resposta, apenas a
complexidade computacional da filtragem no domı´nio transformado sera´ considerada. Na
comparac¸a˜o do erro me´dio quadra´tico no processo de identificac¸a˜o da resposta de eco, a
complexidade computacional total da soluc¸a˜o sera´ considerada. A complexidade total das
duas soluc¸o˜es, incluindo a filtragem no domı´nio temporal, e a reduc¸a˜o de complexidade
obtida com a utilizac¸a˜o do me´todo proposto, podem ser verificadas na Tabela 3.3.
[8] PHDWT-LMS Reduc¸a˜o
m = 2 2562 771,25 69,9%
m = 3 1794 579,125 67,72%
m = 4 1154 531,0625 53,98%
Tabela 3.3: Complexidade computacional me´dia total das soluc¸o˜es.
Cap´ıtulo 4
Ana´lise do Comportamento do
PHDWT-LMS
Com um modelo estat´ıstico teo´rico que consiga predizer o comportamento estoca´stico
dos coeficientes do filtro adaptativo no domı´nio transformado, e´ poss´ıvel analisar em quais
situac¸o˜es e para quais tipos de resposta esparsa ao impulso a soluc¸a˜o proposta pode ser
aplicada e tera´ um comportamento satisfato´rio. Ale´m disso, um modelo teo´rico fornece
informac¸o˜es que podem sugerir melhorias no pro´prio desenvolvimento da soluc¸a˜o.
Este cap´ıtulo apresenta a deduc¸a˜o matema´tica do modelo estat´ıstico teo´rico para o
comportamento dos coeficientes do filtro adaptativo no domı´nio transformado, conside-
rando que as sequ¨eˆncias x(n) e η(n) sa˜o ru´ıdos brancos gaussianos i.i.d. e de me´dia zero.
Um modelo para o comportamento do filtro adaptativo no domı´nio temporal na˜o e´ ne-
cessa´rio, ja´ que o modelo para o comportamento do algoritmo LMS e´ bastante difundido
[2] e tratado aqui como de conhecimento geral.
A equac¸a˜o de atualizac¸a˜o dos coeficientes do algoritmo LMS no domı´nio transformado
e´ dada por
w(k + 1) = w(k) + µz(k)e(k), (4.1)
em que
e(k) = db(k)− yh(k). (4.2)
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Definindo o vetor de erro nos coeficientes em relac¸a˜o a` soluc¸a˜o de Wiener como
v(k) = w(k)−woP , (4.3)
o comportamento dos coeficientes do filtro no domı´nio transformado pode ser analisado
a partir do desvio me´dio quadra´tico deste filtro, definido como E{vT (k)v(k)}. Enta˜o, de
(4.1)
w(k + 1)−woP = w(k)−woP + µz(k)e(k)
v(k + 1) = v(k) + µz(k)e(k)
(4.4)
e de (4.2)
e(k) = db(k)− zT (k)w(k)
= db(k)− zT (k)w(k) + zT (k)woP − zT (k)woP
= db(k)− zT (k)(w(k)−woP )− zT (k)woP
= db(k)− zT (k)v(k)− zT (k)woP .
(4.5)
Assim,
v(k + 1) = v(k) + µz(k)
[
db(k)− zT (k)v(k)− zT (k)woP
]
= v(k) + µz(k)db(k)− µz(k)zT (k)v(k)− µz(k)zT (k)woP .
(4.6)
4.1 Comportamento Me´dio do Vetor de Erro nos Co-
eficientes
Tomando o valor esperado de (4.6), tem-se
E{v(k + 1)} = E{(IC−µz(k)zT(k))v(k)+µz(k)db(k)−µz(k)zT(k)woP} (4.7)
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e assumindo que v(k) e´ independente de z(k), o que e´ razoa´vel para µ suficientemente
pequeno [2]
E{v(k + 1)} = (IC − µE{z(k)zT (k)})E{v(k)}+
+ µE{z(k)db(k)} − µE{z(k)zT (k)}woP
= (IC − µRzz)E{v(k)}+ µrdbz − µRzzwoP
= (IC − µRzz)E{v(k)}+ µrdbz − µRzzR−1zz rdbz
= (IC − µRzz)E{v(k)}+ µrdbz − µrdbz
= (IC − µRzz)E{v(k)}.
(4.8)
na qual IC e´ a matriz identidade de dimensa˜o C × C.
Escrevendo
Rzz =HmRxxH
T
m (4.9)
de (A.4)
Rzz = σ
2
xIC , (4.10)
Assim,
E{v(k + 1)} = (1− µσ2x)E{v(k)} (4.11)
com a soluc¸a˜o fechada
E{v(k)} = (1− µσ2x)kv(0). (4.12)
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4.2 Comportamento do Desvio Me´dio Quadra´tico
dos Coeficientes
Pre´-multiplicando (4.6) por sua transposta,
vT (k + 1)v(k + 1) =
=
[
vT (k) + µdb(k)z
T (k)− µvT (k)z(k)zT (k)− µwToPz(k)zT (k)
]
×
[
v(k) + µz(k)db(k)− µz(k)zT (k)v(k)− µz(k)zT (k)woP
]
= vT (k)v(k) + µvT (k)z(k)db(k)− µvT (k)z(k)zT (k)v(k)+
− µvT (k)z(k)zT (k)woP + µdb(k)zT (k)v(k)+
+ µ2d2b(k)z
T (k)z(k)− µ2db(k)zT (k)z(k)zT (k)v(k)+
− µ2db(k)zT (k)z(k)zT (k)woP − µvT (k)z(k)zT (k)v(k)+
− µ2vT (k)z(k)zT (k)z(k)db(k) + µ2vT (k)z(k)zT (k)z(k)zT (k)v(k)+
+ µ2vT (k)z(k)zT (k)z(k)zT (k)woP − µwToPz(k)zT (k)v(k)+
− µ2wToPz(k)zT (k)z(k)db(k) + µ2wToPz(k)zT (k)z(k)zT (k)v(k)+
+ µ2wToPz(k)z
T (k)z(k)zT (k)woP .
(4.13)
No entanto,
vT (k)z(k)db(k) = db(k)z
T (k)v(k), (4.14)
vT (k)z(k)zT (k)woP = w
T
oPz(k)z
T (k)v(k), (4.15)
db(k)z
T (k)z(k)zT (k)v(k) = vT (k)z(k)zT (k)z(k)db(k), (4.16)
db(k)z
T (k)z(k)zT (k)woP = w
T
oPz(k)z
T (k)z(k)db(k) (4.17)
e
vT (k)z(k)zT (k)z(k)zT (k)woP = w
T
oPz(k)z
T (k)z(k)zT (k)v(k). (4.18)
4. Ana´lise do Comportamento do PHDWT-LMS 54
Utilizando (4.14)-(4.18) em (4.13) e arrumando os termos tem-se
vT (k + 1)v(k + 1) =vT (k)v(k) + 2µdb(k)z
T (k)v(k)+
− 2µvT (k)z(k)zT (k)v(k)+
− 2µwToPz(k)zT (k)v(k)+
+ µ2d2b(k)z
T (k)z(k)+
− 2µ2vT (k)z(k)zT (k)z(k)db(k)+
− 2µ2wToPz(k)zT (k)z(k)db(k)+
+ µ2vT (k)z(k)zT (k)z(k)zT (k)v(k)+
+ 2µ2wToPz(k)z
T (k)z(k)zT (k)v(k)+
+ µ2wToPz(k)z
T (k)z(k)zT (k)woP .
(4.19)
Tomando o valor esperado dos dois lados da equac¸a˜o e novamente assumindo que v(k)
e´ independente de z(k), o que e´ razoa´vel para µ suficientemente pequeno,
E{vT (k + 1)v(k + 1)} =E{vT (k)v(k)}+ 2µE{db(k)zT (k)}E{v(k)}+
− 2µE{vT (k)z(k)zT (k)v(k)}+
− 2µwToPE{z(k)zT (k)}E{v(k)}+
+ µ2E{d2b(k)zT (k)z(k)}+
− 2µ2E{vT (k)}E{z(k)zT (k)z(k)db(k)}+
− 2µ2wToPE{z(k)zT (k)z(k)db(k)}+
+ µ2E{vT (k)z(k)zT (k)z(k)zT (k)v(k)}+
+ 2µ2wToPE{z(k)zT (k)z(k)zT (k)}E{v(k)}+
+ µ2wToPE{z(k)zT (k)z(k)zT (k)}woP .
(4.20)
Os detalhes dos ca´lculos dos diversos valores esperados em (4.20) sa˜o apresentados no
Apeˆndice A. Utilizando esses resultados e (4.11), obte´m-se
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E{vT (k + 1)v(k + 1)} = E{vT (k)v(k)}+ 2µσ2xwToPE{v(k)}+
− 2µσ2xE{vT (k)v(k)} − 2µσ2xwToPE{v(k)}+
+ µ2Cσ2xσ
2
η + µ
2Cσ4xw
T
oGwo+
+ 2µ2σ4xw
T
oPwoP − 2µ2σ4x(C + 2)E{vT (k)}woP+
− 2µ2σ4x(C + 2)wToPwoP+
+ µ2σ4x(C + 2)E{vT (k)v(k)}+
+ 2µ2σ4x(C + 2)w
T
oP
E{v(k)}+
+ µ2σ4x(C + 2)w
T
oP
woP .
(4.21)
Como wToPE{v(k)} = E{vT (k)}woP e fazendo as poss´ıveis simplificac¸o˜es, finalmente
temos a equac¸a˜o recursiva do modelo estat´ıstico para o comportamento do desvio me´dio
quadra´tico dos coeficientes do filtro adaptativo no domı´nio transformado:
E{vT (k + 1)v(k + 1)} =
(
1− 2µσ2x + µ2(C + 2)σ4x
)
E{vT (k)v(k)}+
+ µ2Cσ2xσ
2
η + µ
2σ4xCw
T
oGwo − µ2σ4xCwToPwoP .
(4.22)
Cap´ıtulo 5
A Soluc¸a˜o Proposta Utilizando
outras Wavelets
No Cap´ıtulo 3 foi proposto um novo algoritmo para a soluc¸a˜o do problema de identi-
ficac¸a˜o de sistemas com resposta esparsa ao impulso.
Como visto, no algoritmo proposto a soluc¸a˜o de Wiener para o filtro adaptativo no
domı´nio transformado na˜o e´ mais a transformada Haar parcial da resposta a ser identifi-
cada, o que acontece na soluc¸a˜o de Bershad e Bist, como mostrado em [8]. Ao inve´s disso,
a soluc¸a˜o de Wiener em questa˜o e´ a transformada da resposta a ser identificada definida
pela matriz Sm, composta por uma wavelet que corresponde a` autocorrelac¸a˜o da wavelet
de Haar. A soluc¸a˜o de Wiener para x(n) sendo ru´ıdo branco passa enta˜o de Hmwo para
Smwo. A wavelet que compo˜e a matriz Sm sera´ tratada aqui como wavelet na soluc¸a˜o de
Wiener.
Uma propriedade geral associada a`s wavelets e´ que quanto mais “parecida” a wavelet
na soluc¸a˜o de Wiener for da regia˜o da resposta que ela transforma, mais o coeficiente
correspondente a esta regia˜o sera´ evidenciado na soluc¸a˜o de Wiener do filtro. Com isso,
wavelets que “casem” com a resposta a ser identificada proporcionam um melhor desempe-
nho no processo de adaptac¸a˜o dos coeficientes do filtro [33], [34], [35]. Para determinados
tipos de resposta e´ interessante enta˜o que a wavelet na soluc¸a˜o de Wiener seja uma wa-
velet diferente da wavelet de Haar ou da wavelet dada pela autocorrelac¸a˜o da wavelet de
Haar. O que determina a forma da wavelet na soluc¸a˜o de Wiener e´ exatamente a wavelet
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utilizada na transformac¸a˜o dos dados envolvidos no sistema.
A matriz que representa a transformada wavelet parcial, agora com outra wavelet no
lugar da wavelet de Haar, continua sendo formada por um vetor base adicionado de zeros
e deslocado em 2m colunas a cada linha da matriz, como em (3.14). Uma diferenc¸a em
relac¸a˜o ao caso estudado no Cap´ıtulo 3 esta´ no fato do vetor na˜o nulo hm ter agora mais de
2m coeficientes, o que implica na sobreposic¸a˜o de coeficientes na˜o-zero em determinadas
colunas da matriz. Outra diferenc¸a e´ o fato de o vetor hm, que representa a wavelet
utilizada, ter valores diferentes para cada coeficiente. Um exemplo pode ser visto na
equac¸a˜o (5.1), para a wavelet de Daubechies no3 (DB3) [30]. H1 representa a matriz
de transformac¸a˜o da wavelet DB3, com m = 1, para uma resposta com 12 coeficientes.
Note que, devido a` necessidade da utilizac¸a˜o de todos os coeficientes do vetor base da
wavelet, o nu´mero de linhas da matriz Hm depende da dimensa˜o da wavelet escolhida (o
deslocamento lateral entre as linhas sera´ sempre igual a 2 devido a` operac¸a˜o de dizimac¸a˜o
por 2).
H1 =
2
64
−0, 3327 0, 8069 −0, 4599 −0, 1350 0, 0854 0, 0352 0 0 0 0
0 0 −0, 3327 0, 8069 −0, 4599 −0, 1350 0, 0854 0, 0352 0 0
0 0 0 0 −0, 3327 0, 8069 −0, 4599 −0, 1350 0, 0854 0, 0352
3
75 (5.1)
O vetor na˜o nulo hm dessa transformada wavelet parcial e´ dado por
hm = [−0, 3327 0, 8069 − 0, 4599 − 0, 1350 0, 0854 0, 0352]T (5.2)
A origem e o significado desse conjunto de coeficientes sera˜o discutidos na Sec¸a˜o 5.1.
Na wavelet de Haar os coeficientes do vetor base eram divididos em dois grupos, um
que ia de 0 a 2m−1− 1 e outro de 2m−1 a 2m− 1. Dentro de cada grupo os coeficientes da
wavelet tinham o mesmo valor, 2−
m
2 e −2−m2 respectivamente, como definido em (3.13),
o que permitia o ca´lculo recursivo do vetor de dados transformado na transformada Haar
parcial utilizada em [8].
Com o aumento do nu´mero de coeficientes do vetor hm e o fato de todos serem dife-
rentes, a utilizac¸a˜o de outra wavelet na transformada dos dados de entrada na soluc¸a˜o de
5. A Soluc¸a˜o Proposta Utilizando outras Wavelets 58
Bershad e Bist aumenta muito a complexidade computacional da soluc¸a˜o. Isso porque o
ca´lculo da transformada wavelet dos dados de entrada na˜o pode ser mais realizado recur-
sivamente, o que aumenta consideravelmente a quantidade de operac¸o˜es necessa´rias para
o ca´lculo de cada coeficiente wavelet.
Na soluc¸a˜o proposta, caso outra wavelet seja utilizada na transformada das amostras
dos dados de entrada e do sinal desejado, a complexidade computacional do algoritmo au-
menta irrisoriamente, como sera´ visto na Sec¸a˜o 5.2. Isso se deve ao fato de a transformada
dos dados ser realizada apenas a cada 2m amostras do sinal de entrada, fazendo com que o
vetor de dados transformados mantenha a caracter´ıstica de invariaˆncia ao deslocamento,
o que permite que somente o ca´lculo de seu u´ltimo coeficiente seja necessa´rio a cada
transformac¸a˜o. Dessa forma, existe apenas o aumento da complexidade computacional
referente ao aumento do tamanho do vetor hm.
Na pro´xima sec¸a˜o sera´ analisada a soluc¸a˜o proposta utilizando outras wavelets, re-
presentada pelo algoritmo chamado de PDWT-LMS, do ingleˆs Partial Discrete Wavelet
Transform-LMS, ou transformada wavelet discreta parcial LMS. Sera´ analisada tambe´m
a soluc¸a˜o de Wiener para o filtro adaptativo no domı´nio transformado. Na Sec¸a˜o 5.2, a
complexidade computacional do algoritmo e´ estudada e comparada com a complexidade
computacional da soluc¸a˜o de Bershad e Bist e tambe´m com esta soluc¸a˜o utilizando outras
wavelets no lugar da wavelet de Haar. Na Sec¸a˜o 5.3 o modelo teo´rico desenvolvido para
o algoritmo PHDWT-LMS no Cap´ıtulo 3 e´ adaptado ao algoritmo PDWT-LMS.
5.1 O Algoritmo PDWT-LMS
O algoritmo PDWT-LMS representa a soluc¸a˜o proposta no Cap´ıtulo 3 operando com
outra wavelet que na˜o a de Haar na transformada parcial dos dados de entrada e do sinal
desejado. Essa mudanc¸a pode trazer um melhor desempenho no processo de estimac¸a˜o
da localizac¸a˜o do pico da resposta a ser identificada ja´ que, como visto, a utilizac¸a˜o de
outras wavelets na transformac¸a˜o da soluc¸a˜o de Wiener pode evidenciar de maneira mais
conveniente seu pico.
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A matriz da transformada wavelet discreta parcial Hm, que tem como wavelet base
uma wavelet diferente da wavelet de Haar, pode ser obtida atrave´s da selec¸a˜o de uma
sub-matriz da matriz da transformada wavelet discreta completa H . Esta sub-matriz e´
referente a` escala escolhida para a transformac¸a˜o dos dados e sua escolha deve obedecer
a`s mesmas regras da escolha da matriz parcial no caso da wavelet de Haar, como mos-
trado na Sec¸a˜o 3.1. Assim, e´ utilizado apenas um conjunto de linhas que representam a
mesma banda de frequ¨eˆncias, com a mesma definic¸a˜o temporal e frequ¨encial, e que cobrem
totalmente o vetor de amostras do sinal a ser transformado. Assim, a pre´-multiplicac¸a˜o
do vetor de dados a ser transformado passa a ser realizada pela matriz de transformada
wavelet discreta parcial Hm.
A matriz da transformada wavelet discreta completa pode ser obtida analisando-se a
filtragem no banco de filtros dos coeficientes do vetor a ser transformado, como mostrado
na Figura 3.3. Limitando a dimensa˜o do vetor de entrada a N = T +(T +1)2f−1, sendo T
a dimensa˜o da wavelet-ma˜e e f um inteiro positivo maior que 1, uma maneira de encontrar
a matriz da transformada wavelet discreta completa H e´
H = QfQf−1 . . .Q2Q1 (5.3)
sendo que
Qq =


I 01
02
A
B

 (5.4)
em queA(i, j) = ψ(j−2i+1) eB(i, j) = φ(j−2i+1), com i = 1, 2, . . . , p e j = 1, 2, . . . , t.
ψ(l) sa˜o os coeficientes da wavelet escolhida, φ(l) sa˜o os coeficientes da func¸a˜o escala desta
wavelet, p = 2−qN +(2−q−1)M +2(1−2−q) e t = 2−q+1N +(2−q+1−1)M +2(1−2−q+1).
I tem dimensa˜o u× u, sendo u = (1− 2−q+1)N + (2− 2−q+1 − q)M + 2−q+2 + 2q − 4. 01
tem dimensa˜o u× t e 02 tem dimensa˜o 2p× u.
Definida a matrizH , basta escolher adequadamente a matrizHm parcial para a escala
desejada.
5. A Soluc¸a˜o Proposta Utilizando outras Wavelets 60
Para a matriz Hm, a dimensa˜o da resposta na˜o necessariamente esta´ limitada a N =
T + (T + 1)2f−1. O tamanho da resposta e´ limitado a N = (C − 1)2m +M , sendo M o
tamanho de hm na parcial m e C um inteiro positivo correspondente ao nu´mero de linhas
de Hm e ao nu´mero de coeficientes do filtro no domı´nio transformado.
A troca da wavelet utilizada para transformar os dados do sinal de entrada e do
sinal desejado leva a alterac¸o˜es na soluc¸a˜o de Wiener do filtro adaptativo no domı´nio
transformado. Uma deduc¸a˜o da soluc¸a˜o de Wiener aproximada para este caso pode ser
obtida de forma ideˆntica a` realizada na Sec¸a˜o 3.2 do Cap´ıtulo 3.
E´ importante observar que, quando considera-se o sinal de entrada e o ru´ıdo de ob-
servac¸a˜o como sendo ru´ıdos brancos gaussianos i.i.d. e de me´dia zero, a soluc¸a˜o de Wiener
do filtro no domı´nio transformado e´ dada por
woP = (HmH
T
m)
−1HmLwo.
Utilizando-se a wavelet de Haar o termo HmH
T
m = IC e (HmH
T
m)
−1 = IC , assim,
para esse caso, a soluc¸a˜o de Wiener do filtro no domı´nio transformado e´ dada por woP =
Smwo.
Quando utiliza-se outra wavelet que na˜o de Haar na transformac¸a˜o dos dados,
HmH
T
m 6= IC e (HmHTm)−1 6= IC , portanto a soluc¸a˜o de Wiener do filtro no domı´nio
transformado na˜o e´ mais dada por woP = Smwo, mas sim por woP = (HmH
T
m)
−1Smwo.
Nesse caso, e´ importante observar que a matriz (HmH
T
m)
−1 tem valores absolutos que
diminuem bruscamente conforme aumenta a distaˆncia do elemento da matriz a` sua diago-
nal principal. Esse comportamento deve-se a`s caracter´ısticas das wavelets que teˆm valores
absolutos pro´ximos a zero em suas bordas.
Para matrizes (HmH
T
m)
−1 de grande dimensa˜o (utilizadas na aplicac¸a˜o estudada) os
valores na diagonal principal da matriz sa˜o iguais a` unidade e os valores fora da diagonal
principal sa˜o muito pro´ximos a zero. Isso pode ser verificado nas Figuras 5.1, 5.2 e 5.3
para o caso da utilizac¸a˜o da wavelet de Daubechies no3 e m = 2. A Figura 5.1 mostra os
valores na matriz (HmH
T
m)
−1 em perspectiva, a Figura 5.2 mostra o mesmo gra´fico da
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Figura 5.1 pore´m de uma perspectiva que permite a visa˜o frontal da diagonal principal
da matriz. Observe que ha´ apenas uma linha vertical no centro do gra´fico, indicando que
na diagonal principal os valores sa˜o iguais a um e fora dessa diagonal sa˜o muito pro´ximos
a zero. A Figura 5.3 mostra um gra´fico dos valores da diagonal secunda´ria da matriz
(HmH
T
m)
−1 ilustrando as caracter´ısticas ja´ citadas.
Figura 5.1: Valores da matriz (HmH
T
m)
−1
Figura 5.2: Visa˜o frontal da diagonal principal
Assim, (HmH
T
m)
−1 ≃ IC e a soluc¸a˜o
woP = Smwo,
com Sm =HmL e´ uma soluc¸a˜o de Wiener aproximada para o caso da utilizac¸a˜o de outras
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Figura 5.3: Valores da diagonal secunda´ria de (HmH
T
m)
−1
wavelets, que na˜o a Haar, na transformac¸a˜o dos dados.
Agora Hm e´ a matriz da transformada parcial com a nova wavelet e L e´ formada
com os valores dos coeficientes do vetor hm de Hm, como na equac¸a˜o (3.38) reproduzida
abaixo.
L =


ψm(i− j), j ≤ i ≤ j +M − 1
0, outros,
em que ψm(l) sa˜o os coeficientes da wavelet utilizada, comec¸ando pelo ı´ndice l = 0, e M
e´ a dimensa˜o dessa wavelet na parcial m.
Seguindo o exemplo da utilizac¸a˜o da wavelet DB3, a utilizac¸a˜o da segunda parcial, ou
seja m = 2, leva a` matriz S2 que tem o vetor associado a` wavelet s2 mostrada na Figura
5.4. A Figura 5.5 mostra a versa˜o “cont´ınua” dessa wavelet.
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Figura 5.4: sm para DB3, m = 2
−15 −10 −5 0 5 10 15
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Coeficientes
Figura 5.5: Versa˜o “cont´ınua” de sm
Com essas mudanc¸as, cada coeficiente do filtro adaptativo no domı´nio transformado re-
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presenta uma nova regia˜o, de tamanho maior do que quando a wavelet de Haar e´ utilizada
na mesma parcial. E´ interessante observar que na soluc¸a˜o aqui proposta o centro dessas
regio˜es representam os mesmos coeficientes, independente da wavelet utilizada. Com isso,
a “traduc¸a˜o” para o tempo da estimativa da localizac¸a˜o do pico, que a princ´ıpio esta´ no
domı´nio transformado, na˜o sofre alterac¸o˜es. Um coeficiente c do filtro no domı´nio trans-
formado continua representando uma regia˜o centralizada no coeficiente (c− 1)2m + 1 da
resposta wo no domı´nio temporal.
Para a soluc¸a˜o de Bershad e Bist, a “traduc¸a˜o” da estimativa da localizac¸a˜o do pico
sofre alterac¸o˜es, ja´ que as regio˜es representadas por cada coeficiente do filtro adaptativo
no domı´nio transformado na˜o esta˜o mais centralizadas nos mesmos coeficientes que antes.
Agora, o centro da regia˜o depende do tamanho da wavelet utilizada, ou seja, depende
da wavelet e da parcial utilizada. Para uma wavelet de tamanho M na parcial m, o
coeficiente c do filtro adaptativo no domı´nio transformado representa uma regia˜o que vai
do coeficiente (c − 1)2m + 1 ate´ o coeficiente (c − 1)2m +M da resposta wo no domı´nio
temporal. Com isso, caso o coeficiente c no domı´nio transformado seja estimado como
o coeficiente onde esta´ localizado o pico, o pico no domı´nio temporal e´ estimado como
estando no coeficiente (c− 1)2m + M
2
para M par e (c− 1)2m + (M+1)
2
para M ı´mpar.
5.2 Complexidade Computacional do Algoritmo
PDWT-LMS
Como explicado anteriormente, a complexidade computacional do algoritmo proposto
por Bershad e Bist aumenta de maneira expressiva caso uma wavelet que na˜o a Haar
seja utilizada na transformada dos dados de entrada. As principais razo˜es para isso sa˜o
a impossibilidade do ca´lculo recursivo do vetor transformado e o aumento do nu´meros de
operac¸o˜es necessa´rias ao ca´lculo de cada coeficiente (elemento do vetor z(n)).
No caso da utilizac¸a˜o da wavelet de Haar, de tamanho 2m, o filtro adaptativo no
domı´nio transformado tem 2r−m coeficientes, em que 2r e´ o tamanho da resposta a ser
modelada. Como as outras wavelets que podem ser utilizadas teˆm tamanho superior a 2m,
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o tamanho do filtro no domı´nio transformado sera´ menor que 2r−m, correspondendo ao
nu´mero de linhas de Hm, lembrando que o nu´mero de linhas de Hm depende da wavelet
utilizada.
Sendo M o tamanho da wavelet na parcial utilizada, seriam necessa´rias M multi-
plicac¸o˜es e M − 1 somas para o ca´lculo de cada coeficiente do vetor transformado no caso
da soluc¸a˜o de Bershad e Bist utilizando outras wavelets. Chamando de C o nu´mero de
linhas deHm, sa˜o necessa´rias CM multiplicac¸o˜es e C(M −1) somas para a transformada
completa dos dados de entrada.
No caso da utilizac¸a˜o de outra wavelet na soluc¸a˜o proposta a complexidade computa-
cional aumenta muito pouco, pois o vetor de dados transformados mante´m a propriedade
de invariaˆncia ao deslocamento. Verifica-se apenas um pequeno acre´scimo devido ao au-
mento da quantidade de operac¸o˜es para o ca´lculo do primeiro coeficiente. Sa˜o necessa´rias
apenas M multiplicac¸o˜es e M − 1 somas para o ca´lculo do primeiro coeficiente de z(k), e
a mesma quantidade para o vetor transformado dos dados do sinal desejado db(k).
Tanto na soluc¸a˜o proposta quanto na soluc¸a˜o de Bershad e Bist trabalhando com outras
wavelets, o filtro adaptativo no domı´nio transformado e´ adaptado com o algoritmo LMS e
tem C coeficientes. Portanto, para o processo de adaptac¸a˜o no domı´nio transformado sa˜o
necessa´rias 2C + 1 multiplicac¸o˜es, 2C − 1 somas e 1 subtrac¸a˜o. A Tabela 5.1 compara as
complexidades computacionais da filtragem no domı´nio transformado das duas soluc¸o˜es
quando utilizando outras wavelets, por amostra do sinal de entrada. Como no PDWT-
LMS a adaptac¸a˜o do filtro no domı´nio transformado so´ ocorre a cada 2m amostras do sinal
de entrada, a complexidade computacional me´dia por amostra da entrada e´ utilizada. Na
tabela, [8] OW refere-se a` soluc¸a˜o de Bershad e Bist utilizando outras wavelets.
Operac¸a˜o [8] OW PDWT-LMS
Multiplicac¸o˜es C(M + 2) 0, 5(M + C) + 0.25
Somas C(M + 1)− 2 0, 5(M + C)− 0, 75
Subtrac¸o˜es 1 0, 25
Total C(2M + 3) + 1 M + C − 0, 25
Tabela 5.1: Complexidade computacional me´dia da filtragem no domı´nio transformado.
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Para ilustrar o comportamento das soluc¸o˜es utilizando outras wavelets, a wavelet DB3
com parcial m = 2 foi escolhida. A wavelet DB3 com m = 2 tem tamanho M = 16 e
conduz a um filtro adaptativo com C = 253 coeficientes. A Tabela 5.2 mostra as comple-
xidades computacionais da soluc¸a˜o proposta e da soluc¸a˜o de Bershad e Bist utilizando a
wavelet DB3 com m = 2, ale´m da complexidade computacional da soluc¸a˜o de Bershad e
Bist utilizando a wavelet de Haar, ja´ que nas simulac¸o˜es essa configurac¸a˜o sera´ utilizada
para efeito de comparac¸a˜o. Mostra tambe´m a reduc¸a˜o da complexidade computacional no
algoritmo proposto quando comparado a` soluc¸a˜o de Bershad e Bist utilizando a wavelet
DB3 com m = 2 nessa etapa do processo. [8] refere-se a` soluc¸a˜o de [8] usando a wavelet
de Haar e [8] OW refere-se a` soluc¸a˜o de [8] usando a wavelet DB3.
Operac¸a˜o [8] [8] OW PDWT-LMS Reduc¸a˜o
Multiplicac¸o˜es 769 4554 134, 75 97,04%
Somas 767 4299 133, 75 96,89%
Subtrac¸o˜es 513 1 0, 25 75%
Total 2049 8854 268, 75 96,96%
Tabela 5.2: Complexidade computacional do filtro no domı´nio transformado para DB3
com m = 2.
Quando compara-se em termos de complexidade computacionalo PDWT-LMS, uti-
lizando a wavelet DB3, com a soluc¸a˜o de Bershad e Bist utilizando wavelet de Haar,
percebe-se que ha´ uma reduc¸a˜o de 86, 88% para a segunda parcial das transformadas, no
processo de estimativa da localizac¸a˜o do pico. Quando compara-se PDWT-LMS com a
soluc¸a˜o de Bershad e Bist, ambos utilizando a wavelet DB3 na segunda parcial, a reduc¸a˜o
passa a ser de 96, 96%. Caso wavelets com mais coeficientes fossem utilizadas essa reduc¸a˜o
seria ainda maior.
No processo de filtragem no domı´nio temporal, mante´m-se a estrate´gia proposta para
o algoritmo PHDWT-LMS para identificar a resposta efetiva do sistema. O filtro mo´vel
continua com 128 coeficientes. Com isso, as complexidades computacionais permanecem
as mesmas para ambas as soluc¸o˜es nessa etapa do processo. A Tabela 5.3 mostra a
complexidade computacional total das soluc¸o˜es utilizando a wavelet DB3 e da soluc¸a˜o de
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Bershad e Bist com a wavelet de Haar, incluindo o processo no domı´nio transformado e no
domı´nio temporal. Ale´m disso, mostra tambe´m a reduc¸a˜o da complexidade computacional
total obtida pelo algoritmo proposto quando comparado a` soluc¸a˜o de Bershad e Bist
utilizando a wavelet DB3 com m = 2.
Operac¸a˜o [8] [8] OW PDWT-LMS Reduc¸a˜o
Multiplicac¸o˜es 1026 4811 391, 75 91,86%
Somas 1022 4554 388, 75 91,46%
Subtrac¸o˜es 514 2 1, 25 37,5%
Total 2562 9367 781, 75 91,65%
Tabela 5.3: Complexidade computacional total dos algoritmos para DB3 com m = 2.
Quando compara-se a complexidade computacional total entre o algoritmo PDWT-
LMS com a wavelet DB3 e a soluc¸a˜o de Bershad e Bist utilizando wavelet de Haar, na
segunda parcial das transformadas, percebe-se uma reduc¸a˜o de 69, 51%. Quando compa-
ramos o PDWT-LMS com a soluc¸a˜o de Bershad e Bist, ambos utilizando a wavelet DB3
e m = 2, a reduc¸a˜o em complexidade computacional e´ de 91, 65%.
5.3 Ana´lise do Comportamento do PDWT-LMS
O algoritmo PDWT-LMS e´ essencialmente o algoritmo PHDWT-LMS operando com
uma outra wavelet na transformada dos dados envolvidos no processo. Como visto na
Sec¸a˜o 5.1, a soluc¸a˜o de Wiener para o filtro no domı´nio transformado, obtida na Sec¸a˜o 3.2,
e´ uma versa˜o aproximada para a soluc¸a˜o de Wiener deste filtro quando a transformac¸a˜o
dos dados e´ feita com outras wavelets, que na˜o a wavelet de Haar. O modelo que analisa
o comportamento dos coeficientes do filtro adaptativo no domı´nio transformado para o
algoritmo PHDWT-LMS, desenvolvido no Cap´ıtulo 4, tambe´m e´ uma versa˜o aproximada
para o modelo quando a wavelet na transformac¸a˜o dos dados passa a ser outra, que na˜o a
de Haar. A equac¸a˜o do modelo aproximado para o algoritmo PDWT-LMS e´ reproduzida
abaixo.
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E{vT (k + 1)v(k + 1)} = (1− 2µσ2x + µ2(C + 2)σ4x)E{vT (k)v(k)}+
+ µ2σ2xCσ
2
η + µ
2σ4xCw
T
oGwo − µ2σ4xCwToPwoP
E´ importante notar que a soluc¸a˜o de Wiener woP sera´ diferente conforme a wavelet e
a parcial utilizadas, o que tambe´m acontece com a matriz G e o nu´mero de coeficientes
C do filtro no domı´nio transformado.
Cap´ıtulo 6
Simulac¸o˜es e Resultados
Para ilustrar o desempenho do algoritmo PHDWT-LMS, foram feitas simulac¸o˜es de
Monte Carlo com 50 realizac¸o˜es e utilizando os oito modelos de resposta de eco contidos
em [1]. Esses oito modelos de resposta de eco sa˜o chamados de g1 a g8 e as respostas
ao impulso dos canais, criadas a partir deles, sa˜o chamadas de wo1 a wo8. As respostas
ao impulso wo a serem identificadas foram formadas pela soma de um vetor de 1024
coeficientes zerados com os modelos gi de forma que o pico de gi estivesse localizado
no 244o coeficiente de wo. O valor 244 foi escolhido aleatoriamente. Essas respostas
pretendem simular as respostas ao impulso de canais com durac¸a˜o de 128 ms amostradas
a 8 KHz. O sinal de entrada utilizado foi um ru´ıdo branco gaussiano de variaˆncia unita´ria.
O ru´ıdo de observac¸a˜o e´ um ru´ıdo branco gaussiano aditivo descorrelacionado com o sinal
de entrada e com variaˆncia de -60 dB.
O desempenho do algoritmo PHDWT-LMS e´ comparado com o desempenho da soluc¸a˜o
de Bershad e Bist na Sec¸a˜o 6.1. Na Sec¸a˜o 6.2 sa˜o comparados os desempenhos dentro da
pro´pria soluc¸a˜o proposta para escolhas de diferentes parciais da transformada Haar.
Na Sec¸a˜o 6.3 os desempenhos da soluc¸a˜o proposta e da soluc¸a˜o de Bershad e Bist
sa˜o comparados quando a transformada wavelet utilizada deixa de ser a transformada
Haar. Para isso, uma nova resposta ao impulso foi criada. Chamada de wo9, ela ajudara´
a analisar o desempenho do algoritmo PDWT-LMS e a exemplificar a importaˆncia da
utilizac¸a˜o de diferentes wavelets na transformada dos dados do sistema. Para concluir, na
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Sec¸a˜o 6.4 e´ feita uma ana´lise dos resultados obtidos.
6.1 PHDWT-LMS x Soluc¸a˜o de Bershad e Bist
A motivac¸a˜o inicial que levou a` proposta do algoritmo PHDWT-LMS foi a melhoria
da soluc¸a˜o de Bershad e Bist quanto a` complexidade computacional e ao processo de
adaptac¸a˜o do filtro temporal na identificac¸a˜o da resposta de eco, ale´m da diminuic¸a˜o das
oscilac¸o˜es na estimativa da localizac¸a˜o do pico. Desta forma, e´ fundamental a comparac¸a˜o
entre as duas soluc¸o˜es. Para comparar a soluc¸a˜o proposta com a soluc¸a˜o de Bershad e
Bist foram feitas simulac¸o˜es de Monte Carlo, com 50 realizac¸o˜es e 50000 amostras do sinal
de entrada, utilizando os oito modelos de resposta de eco fornecidas em [1].
A principal alterac¸a˜o para diminuir a complexidade computacional da soluc¸a˜o proposta
esta´ na transformada dos dados de entrada entregues ao filtro adaptativo no domı´nio trans-
formado. O filtro no domı´nio transformado fornece a estimativa da localizac¸a˜o do pico da
resposta do canal e, quanto mais ra´pido uma estimativa correta for fornecida, mais ra´pido
o filtro no domı´nio temporal podera´ identificar a resposta de eco. Assim, as estimativas
de localizac¸a˜o do pico fornecidas pelo filtro no domı´nio transformado, nas duas soluc¸o˜es,
devem ser comparadas. Observe, no entanto, que a soluc¸a˜o proposta comec¸a a adaptar
parte da resposta efetiva do sistema antes que uma estimativa esta´vel da localizac¸a˜o do
pico seja fornecida, adiantando o processo de identificac¸a˜o da resposta efetiva do sistema.
Isso ocorre devido ao novo processo de adaptac¸a˜o do filtro no domı´nio temporal que per-
mite que, mesmo apo´s uma mudanc¸a na estimativa da localizac¸a˜o do pico, valores obtidos
nas iterac¸o˜es anteriores sejam utilizados como condic¸o˜es iniciais para a adaptac¸a˜o do filtro
no domı´nio temporal.
Uma maneira de comparar a velocidade de convergeˆncia das estimativas nas duas
soluc¸o˜es e´ escolher valores de passo para os algoritmos LMS no domı´nio transformado
de forma que os desvios me´dios quadra´ticos nos coeficientes dos filtros sejam ideˆnticos
em regime permanente. O desvio me´dio quadra´tico, ou MSD na abreviac¸a˜o do ingleˆs
Mean Square Deviation, permite a observac¸a˜o de como os coeficientes dos filtros esta˜o
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convergindo para a soluc¸a˜o de Wiener e, consequ¨entemente, fornece informac¸a˜o sobre a
estimativa da localizac¸a˜o do pico, ja´ que e´ atrave´s dos coeficientes que essa estimativa e´
gerada.
Como os processos de identificac¸a˜o no domı´nio transformado sa˜o diferentes para os
dois algoritmos, diferentes passos de adaptac¸a˜o do LMS devem ser empregados em cada
caso para que ambos levem ao mesmo valor de MSD em regime permanente. O valor de
passo da soluc¸a˜o proposta e´ definido como sendo µP e o da soluc¸a˜o de Bershad e Bist
como sendo µB. Em [8], Bershad e Bist utilizaram em suas simulac¸o˜es um valor de µB
dado por
µB =
0.1
(C + 2)σ2x
, (6.1)
em que C e´ a dimensa˜o do filtro a ser adaptado.
Esse valor de passo foi mantido para a soluc¸a˜o de Bershad e Bist. Utilizando-se o
modelo estat´ıstico teo´rico desenvolvido no Cap´ıtulo 4, pode-se, atrave´s da equac¸a˜o (4.22),
encontrar os valores de passo µP para a soluc¸a˜o proposta que levem ao mesmo valor de
MSD em regime permanente. A Tabela 6.1 mostra os valores de µP utilizados para as
va´rias respostas de eco a serem identificadas e para os valores de m usados nas simulac¸o˜es.
m=2 m=3 m=4
wo1 0.00040494 0.0010987 0.00080308
wo2 0.00023689 0.00062515 0.0030797
wo3 0.00034227 0.00033625 0.0026807
wo4 0.00032215 0.0009274 0.0026501
wo5 0.00020596 0.00044837 0.001665
wo6 0.00021813 0.0011742 0.0015797
wo7 0.00024036 0.0011417 0.0018437
wo8 0.00054805 0.0090596 0.0015073
Tabela 6.1: Valores de µP utilizados nas simulac¸o˜es.
Para o valor de passo do algoritmo LMS que adapta o filtro no domı´nio temporal o
mesmo valor foi utilizado para todas as simulac¸o˜es. Este valor e´ dado por [8]
µ =
0.1
130σ2x
. (6.2)
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Ale´m dos valores de µP e µB e das respostas dos canais, os paraˆmetros utilizados foram
σ2x = 1, σ
2
η = 10
−6, e m = 2, 3 e 4.
Na comparac¸a˜o das estimativas de localizac¸a˜o do pico, dois gra´ficos sa˜o apresentados
para cada simulac¸a˜o. Um apresenta os valores das estimativas da localizac¸a˜o do pico
por amostra do sinal de entrada e o outro apresenta estes mesmos valores por operac¸o˜es
necessa´rias para fornecer cada estimativa. Essa ponderac¸a˜o por operac¸o˜es serve para
ilustrar o impacto do custo computacional de cada soluc¸a˜o na busca pelas estimativas
da localizac¸a˜o do pico. A ponderac¸a˜o e´ feita com base nos valores das complexidades
computacionais me´dias do processo de filtragem no domı´nio transformado fornecidas na
Tabela 3.2 da Sec¸a˜o 3.3. A localizac¸a˜o estimada do pico sera´ tratada nas legendas das
figuras pela abreviac¸a˜o LEP, de Localizac¸a˜o Estimada do Pico.
Na comparac¸a˜o do erro me´dio quadra´tico das soluc¸o˜es no processo de identificac¸a˜o
das respostas de eco, dois gra´ficos tambe´m sa˜o apresentados. O erro me´dio quadra´tico
sera´ tratado aqui atrave´s da sigla MSE, do ingleˆs Mean Square Error. Assim como ocorre
para a estimativa do pico, um gra´fico apresenta o MSE por amostra do sinal de entrada
e outro gra´fico apresenta o MSE por operac¸o˜es necessa´rias para chegar a estes valores. A
ponderac¸a˜o por operac¸o˜es e´ feita com base nas complexidades computacionais totais das
soluc¸o˜es, mostradas na Tabela 3.3 da Sec¸a˜o 3.3.
As simulac¸o˜es com as respostas wo2 e wo7 representam os comportamentos t´ıpicos das
soluc¸o˜es. Os resultados dessas simulac¸o˜es sa˜o mostrados a seguir. As simulac¸o˜es com as
demais respostas da recomendac¸a˜o [1] sa˜o apresentadas no Apeˆndice B.
A Figura 6.1 mostra o modelo da resposta de eco g2 dada em [1], isto e´, a regia˜o na˜o
nula de wo2. A Figura 6.2 mostra a resposta ao impulso do canal com 1024 coeficientes
formada com g2. As Figuras 6.3 e 6.4 mostram a resposta ao impulso wo2 transformada
pela matriz Hm e pela matriz Sm, respectivamente, com m = 2 e utilizando a wavelet
de Haar. E´ importante enfatizar que a transformada da resposta ao impulso do canal
e´ diferente da resposta de eco transformada adicionada de zeros. Isto ocorre porque a
resposta de eco foi inserida em uma posic¸a˜o aleato´ria dentro da resposta do canal para as
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simulac¸o˜es. Essa posic¸a˜o influencia na transformada, ja´ que os coeficientes das matrizes
Hm e Sm ira˜o multiplicar diferentes coeficientes da resposta de eco para diferentes posic¸o˜es
em que ela se encontrar. A Figura 6.5 mostra a estimac¸a˜o da localizac¸a˜o do pico por
amostras do sinal de entrada para m = 2, tanto na soluc¸a˜o proposta quanto na soluc¸a˜o de
Bershad e Bist. A Figura 6.6 mostra o mesmo gra´fico da Figura 6.5, pore´m com a abscissa
mostrando o nu´mero de operac¸o˜es necessa´rias na filtragem no domı´nio transformado para
que cada algoritmo encontre as estimativas da localizac¸a˜o do pico da resposta. As Figuras
6.7 e 6.8 mostram o erro me´dio quadra´tico do filtro adaptativo no domı´nio temporal para
m = 2. Na Figura 6.7 o MSE e´ dado pelo nu´mero de amostras do sinal de entrada, e na
Figura 6.8 pelo nu´mero total de operac¸o˜es necessa´rias para cada algoritmo atingir o MSE
correspondente. A Figura 6.9 mostra o desvio me´dio quadra´tico nos coeficientes do filtro
adaptativo no domı´nio transformado para m = 2 na soluc¸a˜o de Bershad e Bist, na soluc¸a˜o
proposta e a previsa˜o teo´rica dada pelo modelo estat´ıstico desenvolvido no Capitulo 4.
As Figuras 6.10 a 6.18 mostram as mesmas informac¸o˜es das figuras citadas acima,
pore´m para m = 3 e as Figuras 6.19 a 6.27 para m = 4. As Figuras 6.28 a 6.54 mostram
essas mesmas informac¸o˜es para as simulac¸o˜es realizadas com wo7.
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Figura 6.1: Modelo g2 de [1]
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Figura 6.2: Resposta wo2 criada com g2
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Figura 6.3: Hmwo2 para m = 2
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Figura 6.4: Smwo2 para m = 2
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Figura 6.5: LEP por amostra da entrada.
0 0.5 1 1.5 2 2.5 3 3.5 4
x 105
200
250
300
350
400
450
500
550
600
Operações
Lo
ca
liz
aç
ão
 e
st
im
ad
a 
do
 p
ico
PHDWT−LMS
[8]
Figura 6.6: LEP por operac¸o˜es.
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Figura 6.7: MSE por amostra da entrada.
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Figura 6.8: MSE por operac¸o˜es.
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Figura 6.9: Desvio me´dio quadra´tico
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Figura 6.10: Modelo g2 de [1]
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Figura 6.11: Resposta wo2 criada com g2
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Figura 6.12: Hmwo2 para m = 3
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Figura 6.13: Smwo2 para m = 3
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Figura 6.14: LEP por amostra da entrada.
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Figura 6.15: LEP por operac¸o˜es.
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Figura 6.16: MSE por amostra da entrada.
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Figura 6.17: MSE por operac¸o˜es.
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Figura 6.18: Desvio me´dio quadra´tico
6. Simulac¸o˜es e Resultados 75
0 20 40 60 80 100 120
−0.2
−0.1
0
0.1
0.2
Coeficientes
g
2
Figura 6.19: Modelo g2 de [1]
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Figura 6.20: Resposta wo2 criada com g2
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Figura 6.21: Hmwo2 para m = 4
10 20 30 40 50 60
−0.2
0
0.2
Coeficientes
S
m
w
o
2
Figura 6.22: Smwo2 para m = 4
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Figura 6.23: LEP por amostra da entrada.
0 0.5 1 1.5 2 2.5 3 3.5 4
x 105
200
250
300
350
400
450
500
550
600
Operações
Lo
ca
liz
aç
ão
 e
st
im
ad
a 
do
 p
ico
PHDWT−LMS
[8]
Figura 6.24: LEP por operac¸o˜es.
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Figura 6.25: MSE por amostra da entrada.
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Figura 6.26: MSE por operac¸o˜es.
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Figura 6.27: Desvio me´dio quadra´tico
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Figura 6.28: Modelo g7 de [1]
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Figura 6.29: Resposta wo7 criada com g7
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Figura 6.30: Hmwo7 para m = 2
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Figura 6.31: Smwo7 para m = 2
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Figura 6.32: LEP por amostra da entrada.
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Figura 6.33: LEP por operac¸o˜es.
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Figura 6.34: MSE por amostra da entrada.
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Figura 6.35: MSE por operac¸o˜es.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 104
−26
−24
−22
−20
−18
−16
−14
−12
Número de amostras da entrada
D
es
vi
o 
m
éd
io
 q
ua
dr
át
ico
 (d
B)
PHDWT−LMS
[8]
Modelo
Figura 6.36: Desvio me´dio quadra´tico
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Figura 6.37: Modelo g7 de [1]
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Figura 6.38: Resposta wo7 criada com g7
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Figura 6.39: Hmwo7 para m = 3
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Figura 6.40: Smwo7 para m = 3
0 200 400 600 800 1000 1200 1400 1600 1800 2000
200
250
300
350
400
450
500
550
600
Número de amostras da entrada
Lo
ca
liz
aç
ão
 e
st
im
ad
a 
do
 p
ico
PHDWT−LMS
[8]
Figura 6.41: LEP por amostra da entrada.
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Figura 6.42: LEP por operac¸o˜es.
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Figura 6.43: MSE por amostra da entrada.
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Figura 6.44: MSE por operac¸o˜es.
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Figura 6.45: Desvio me´dio quadra´tico
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Figura 6.46: Modelo g7 de [1]
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Figura 6.47: Resposta wo7 criada com g7
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Figura 6.48: Hmwo7 para m = 4
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Figura 6.49: Smwo7 para m = 4
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Figura 6.50: LEP por amostra da entrada.
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Figura 6.51: LEP por operac¸o˜es.
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Figura 6.52: MSE por amostra da entrada.
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Figura 6.53: MSE por operac¸o˜es.
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Figura 6.54: Desvio me´dio quadra´tico
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Com o intuito de comparar as exatido˜es das estimativas da localizac¸a˜o do pico (lo-
calizado na amostra 244) na soluc¸a˜o proposta e na soluc¸a˜o de Bershad e Bist, a Tabela
6.2 mostra os valores das estimativas em regime permanente para todas os modelos de
respostas em [1] com m = 2, 3 e 4.
m = 2 m = 3 m = 4
PHDWT-LMS [8] PHDWT-LMS [8] PHDWT-LMS [8]
wo1 245 242 241 283, 2 257 248
wo2 241 242, 64 257 246, 88 257 247, 36
wo3 245 241, 84 265 254, 08 273 262, 4
wo4 253 245, 28 263, 56 275, 04 305 259, 52
wo5 241 240, 96 249 244 241 256, 64
wo6 245 242, 32 241, 16 244, 64 258, 28 315, 2
wo7 257 248, 72 264, 68 244, 64 257 264
wo8 257 253, 68 241 256 332, 28 252, 48
Tabela 6.2: Estimativa da localizac¸a˜o do pico em regime permanente (valor correto: 244).
A Tabela 6.3 mostra o nu´mero necessa´rio de amostras do sinal de entrada para as
soluc¸o˜es apresentarem uma estimativa esta´vel da localizac¸a˜o do pico. Uma estimativa
esta´vel e´ definida aqui como sendo uma estimativa a partir da qual, por 1000 amostras
do sinal de entrada, a diferenc¸a entre a estimativa da localizac¸a˜o do pico e a estimativa
em regime permanente na˜o exceda 2m+1 coeficientes.
m = 2 m = 3 m = 4
PHDWT-LMS [8] PHDWT-LMS [8] PHDWT-LMS [8]
wo1 228 128 400 − 1808 312
wo2 304 117 552 257 592 189
wo3 572 340 656 152 464 2165
wo4 600 250 528 511 624 21739
wo5 1432 118 504 50 512 1418
wo6 928 128 616 512 7392 −
wo7 488 111 1552 272 2256 254
wo8 328 350 1376 133 − 679
Tabela 6.3: Nu´mero de amostras da entrada para uma estimativa esta´vel da localizac¸a˜o
do pico.
A Tabela 6.4 mostra o nu´mero necessa´rio de operac¸o˜es matema´ticas para as soluc¸o˜es
apresentarem uma estimativa esta´vel da localizac¸a˜o do pico.
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m = 2 m = 3 m = 4
PHDWT-LMS [8] PHDWT-LMS [8] PHDWT-LMS [8]
wo1 58881 262272 26450 − 32657 199992
wo2 78508 239733 36501 329217 10693 121149
wo3 147719 696660 43378 194712 8381 1387765
wo4 154950 512250 34914 654591 11271 13934699
wo5 369814 241782 33327 64050 9248 908938
wo6 239656 262272 40733 655872 133518 −
wo7 126026 227439 102626 348432 40749 162814
wo8 84706 717150 90988 170373 − 435239
Tabela 6.4: Nu´mero de operac¸o˜es para uma estimativa esta´vel da localizac¸a˜o do pico.
6.2 PHDWT-LMS para m = 2, 3 e 4
Para comparar o desempenho da soluc¸a˜o proposta para diferentes valores de m, foram
realizadas simulac¸o˜es de Monte Carlo com 50 realizac¸o˜es e 50000 amostras do sinal de
entrada. Os mesmos paraˆmetros utilizados nas simulac¸o˜es da Sec¸a˜o 6.1 foram utiliza-
dos, com excessa˜o dos valores de passo dos algoritmos LMS dos filtros adaptativos no
domı´nio transformado. A fim de comparar a velocidade de convergeˆncia na estimativa
da localizac¸a˜o do pico, valores convenientes de µP devem ser escolhidos para m = 2, 3
e 4. Novamente, valores de µP que levem a um mesmo desvio me´dio quadra´tico em re-
gime permanente dos filtros adaptativos no domı´nio transformado foram utilizados. Para
m = 2 o valor utilizado para µP2 foi
µP2 =
0.1
(C + 2)σ2x
. (6.3)
Usando o desvio me´dio quadra´tico obtido para m = 2 com (6.3), os valores de µP3 e
µP4, para m = 3 e 4, respectivamente, foram obtidos com (4.22). Os valores de µP3 e µP4
para a comparac¸a˜o da soluc¸a˜o proposta entre os valores de m sa˜o mostrados na Tabela
6.5.
Assim como na Sec¸a˜o 6.1, as simulac¸o˜es com as respostaswo2 e wo7 sera˜o apresentadas
para exemplificar os comportamentos t´ıpicos do algoritmo PHDWT-LMS nas parciais 2,
3 e 4 da transformada Haar.
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µP3 µP4
wo1 0.00078292 0.0012396
wo2 0.00048908 0.0031404
wo3 0.00081497 0.0035254
wo4 0.0013164 0.0037144
wo5 0.0006741 0.0010602
wo6 0.0013608 0.0021557
wo7 0.0011042 0.003145
wo8 0.00091571 0.0018233
Tabela 6.5: Valores de µP3 e µP4 para comparac¸a˜o da soluc¸a˜o proposta.
A Figura 6.55 mostra o modelo da resposta de eco g2 dada em [1], isto e´, a regia˜o
na˜o nula de wo2. A Figura 6.56 mostra a resposta ao impulso do canal com 1024 coe-
ficientes formada com g2. As Figuras 6.57, 6.58 e 6.59 mostram a resposta ao impulso
wo2 transformada pela matriz Sm com m = 2, 3 e 4, respectivamente. A Figura 6.60
mostra a localizac¸a˜o estimada do pico por amostras do sinal de entrada para m = 2, 3 e
4. A Figura 6.61 mostra a localizac¸a˜o estimada do pico por operac¸o˜es necessa´rias para
encontrar as respectivas estimativas na soluc¸a˜o proposta com m = 2, 3 e 4. A Figura 6.62
mostra o erro me´dio quadra´tico por amostras do sinal de entrada para m = 2, 3 e 4. A
Figura 6.63 mostra o mesmo gra´fico que a Figura 6.62 so´ que agora o eixo das abscissas
representa o nu´mero de operac¸o˜es necessa´rias para a soluc¸a˜o proposta encontrar os erros
me´dio quadra´ticos com m = 2, 3 e 4. A Figura 6.64 mostra o desvio me´dio quadra´tico
por amostras do sinal de entrada para m = 2, 3 e 4.
As Figuras 6.65 a 6.74 mostram as mesmas informac¸o˜es das figuras citadas, pore´m
para a resposta wo7.
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Figura 6.55: Modelo g2 de [1]
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Figura 6.56: Modelo wo2 de [1]
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Figura 6.57: Smwo2 para m = 2
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Figura 6.58: Smwo2 para m = 3
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Figura 6.59: Smwo2 para m = 4.
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Figura 6.60: LEP por amostras da entrada.
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Figura 6.61: LEP por operac¸o˜es.
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Figura 6.62: MSE por amostras da entrada.
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Figura 6.63: MSE por operac¸o˜es.
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Figura 6.64: MSD por amostra da entrada.
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Figura 6.65: Modelo g7 de [1]
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Figura 6.66: Modelo wo7 de [1]
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Figura 6.67: Smwo7 para m = 2
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Figura 6.68: Smwo7 para m = 3
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Figura 6.69: Smwo7 para m = 4.
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Figura 6.70: LEP por amostras da entrada.
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Figura 6.71: LEP por operac¸o˜es.
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Figura 6.72: MSE por amostras da entrada.
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Figura 6.73: MSE por operac¸o˜es.
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Figura 6.74: MSD por amostra da entrada.
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Com o intuito de comparar a exatida˜o na estimativa da localizac¸a˜o do pico no algoritmo
PHDWT-LMS comm = 2, 3 e 4, a Tabela 6.6 mostra os valores das estimativas em regime
permanente para todas os modelos de respostas em [1].
A Tabela 6.7 mostra o nu´mero necessa´rio de amostras do sinal de entrada para a
soluc¸a˜o proposta apresentar uma estimativa esta´vel da localizac¸a˜o do pico para m = 2, 3
e 4.
A Tabela 6.8 mostra o nu´mero necessa´rio de operac¸o˜es para a soluc¸a˜o proposta apre-
sentar uma estimativa esta´vel da localizac¸a˜o do pico para m = 2, 3 e 4.
m = 2 m = 3 m = 4
wo1 245 241 257
wo2 241 257 257
wo3 245 265 273
wo4 253 263, 72 305
wo5 241 249 241
wo6 245 241 257, 32
wo7 257 264, 2 257, 32
wo8 257 241 342, 44
Tabela 6.6: Estimativa da localizac¸a˜o do pico em regime permanente (valor correto: 244).
m = 2 m = 3 m = 4
wo1 268 456 1440
wo2 308 512 528
wo3 520 680 400
wo4 616 680 960
wo5 1324 488 656
wo6 852 808 6320
wo7 348 1200 3856
wo8 340 1080 19408
Tabela 6.7: Nu´mero de amostras da entrada para uma estimativa esta´vel da localizac¸a˜o
do pico.
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m = 2 m = 3 m = 4
wo1 69211 30153 26010
wo2 79541 33856 9537
wo3 134290 44965 7225
wo4 159082 44965 17340
wo5 341923 32269 11849
wo6 220029 53429 114155
wo7 89871 79350 69649
wo8 87805 71415 350557
Tabela 6.8: Nu´mero de operac¸o˜es para uma estimativa esta´vel da localizac¸a˜o do pico.
6.3 PDWT-LMS x Soluc¸a˜o de Bershad e Bist Utili-
zando outras Wavelets
Como visto no Cap´ıtulo 5, a utilizac¸a˜o de outras wavelets na transformada dos dados
envolvidos no processo de identificac¸a˜o de sistemas pode ser conveniente. Em func¸a˜o disso,
o algoritmo PDWT-LMS foi desenvolvido na Sec¸a˜o 5.1 enquanto que sua complexidade
computacional foi calculada na Sec¸a˜o 5.2. Para exemplificar a necessidade da utilizac¸a˜o
de outras wavelets, uma nova resposta ao impulso foi criada. Essa resposta wo9 mante´m
o mesmo nu´mero de coeficientes das respostas wo1 a wo8 e tem sua porc¸a˜o efetiva com
durac¸a˜o semelhante a` do modelo g8.
Simulac¸o˜es de Monte Carlo com 50 realizac¸o˜es e 50000 amostras do sinal de entrada
foram realizadas utilizando a resposta wo9. Os algoritmos simulados foram os de Bershad
e Bist, com transformada wavelet parcial de Haar e transformada wavelet DB3 parcial, e o
algoritmo PDWT-LMS proposto, tambe´m utilizando a transformada wavelet DB3 parcial.
Para todas as simulac¸o˜es, a segunda parcial da transformada foi escolhida.
Os mesmos paraˆmetros das simulac¸o˜es das Sec¸o˜es 6.1 e 6.2 foram utilizados com ex-
cessa˜o dos valores de passo para os algoritmos LMS que adaptam os filtros no domı´nio
transformado. Os valores de passo na soluc¸a˜o de Bershad e Bist foram escolhidos conforme
a equac¸a˜o (6.1). Para o valor de passo do algoritmo LMS no PDWT-LMS escolheu-se um
valor que levasse o filtro no domı´nio transformado a` mesma MSD em regime permanente
encontrada na simulac¸a˜o com o algoritmo de Bershad e Bist utilizando a wavelet DB3. Os
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motivos para isso sa˜o os ja´ citados na Sec¸a˜o 6.1. Utilizando-se o modelo estat´ıstico teo´rico
da Sec¸a˜o 5.3, dado pela equac¸a˜o (4.22), o valor de passo determinado para o algoritmo
PDWT-LMS foi µPDWT = 0, 00015257.
A Figura 6.75 mostra a resposta wo9 que simula a resposta ao impulso do canal com
1024 coeficientes. As Figuras 6.76, 6.77 e 6.78 mostram a resposta ao impulsowo9 transfor-
mada respectivamente pela transformada Haar parcial, pela transformada wavelet parcial
DB3 e pela matriz Sm formada com a utilizac¸a˜o da wavelet DB3, ambas com m = 2.
A Figura 6.79 mostra a localizac¸a˜o estimada do pico por amostras do sinal de entrada,
obtida com os treˆs algoritmos simulados. A Figura 6.80 mostra o mesmo gra´fico da Figura
6.79, pore´m com a abscissa mostrando o nu´mero de operac¸o˜es necessa´rias, na filtragem
no domı´nio transformado, para cada algoritmo encontrar as estimativas da localizac¸a˜o do
pico da resposta. A complexidade computacional utilizada foi a do processo de estimativa
da localizac¸a˜o do pico, ou seja, aquela mostrada na Tabela 5.2. As Figuras 6.81 e 6.82
mostram os erros me´dios quadra´ticos dos filtros adaptativos no domı´nio temporal. Na
Figura 6.81 o MSE e´ dado pelo nu´mero de amostras do sinal de entrada e na Figura 6.82
pelo nu´mero total de operac¸o˜es necessa´rias para cada algoritmo atingir o MSE corres-
pondente. A complexidade computacional aqui utilizada e´ aquela apresentada na Tabela
5.3, ou seja, a complexidade total dos algoritmos. A Figura 6.83 mostra o desvio me´dio
quadra´tico nos coeficientes dos filtros adaptativos no domı´nio transformado para m = 2
nas soluc¸o˜es de Bershad e Bist e na soluc¸a˜o proposta. A Figura 6.84 mostra novamente
o MSD obtido com o algoritmo PDWT-LMS junto com o resultado dado pelo modelo
estat´ıstico teo´rico desenvolvido na Sec¸a˜o 5.3.
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Figura 6.77: Transformada DB3 de wo9
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Figura 6.78: Smwo9 com wavelet DB3
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Figura 6.79: LEP por amostra da entrada.
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Figura 6.80: LEP por operac¸o˜es.
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Figura 6.81: MSE por amostra da entrada.
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Figura 6.82: MSE por operac¸o˜es.
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Figura 6.83: Desvio me´dio quadra´tico
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A Tabela 6.9 mostra o nu´mero de amostras necessa´rias do sinal de entrada para a
obtenc¸a˜o de uma estimativa esta´vel da localizac¸a˜o do pico. Mostra, tambe´m, a quanti-
dade de operac¸o˜es necessa´rias para a obtenc¸a˜o da estimativa. Observe que a simulac¸a˜o
utilizando a soluc¸a˜o de Bershad e Bist com a transformada Haar na˜o conseguiu convergir
para uma estimativa esta´vel da localizac¸a˜o do pico.
Amostras Operac¸o˜es
PDWT-LMS 384 103200
[8]-DB3 93 823422
[8]-Haar − −
Tabela 6.9: Amostras da entrada e operac¸o˜es para uma estimativa esta´vel.
6.4 Ana´lise dos Resultados
Para facilitar a compreensa˜o, a ana´lise dos resultados obtidos sera´ divida em to´picos
referentes ao assunto tratado. Sera˜o tratados cinco assuntos principais: exatida˜o na
estimativa da localizac¸a˜o do pico, PHDWT-LMS x soluc¸a˜o de Bershad e Bist, PHDWT-
LMS com m = 2, 3 e 4, PDWT-LMS x soluc¸a˜o de Bershad e Bist utilizando outras
wavelets e, finalmente, exatida˜o do modelo estat´ıstico teo´rico.
6.4.1 Exatida˜o na Estimativa da Localizac¸a˜o do Pico
Na soluc¸a˜o proposta a estimativa da localizac¸a˜o do pico em regime permanente esta´
normalmente pro´xima a` localizac¸a˜o exata do pico na resposta do canal (a distaˆncia no
nu´mero de amostras e´ bem menor que 128). Conforme o aumento do valor de m, ou seja,
conforme e´ escolhida uma parcial mais alta da transformada wavelet, ha´ um deslocamento
a` direita na estimativa da localizac¸a˜o do pico. Para m = 3 o deslocamento e´ pequeno
e para m = 4 o deslocamento e´ maior. Isso ocorre devido a dois fatores atuando em
conjunto.
O primeiro fator e´ a diminuic¸a˜o da definic¸a˜o temporal do filtro no domı´nio transfor-
mado com o aumento do valor de m (maior dimensa˜o de hm). Um coeficiente da soluc¸a˜o
6. Simulac¸o˜es e Resultados 89
de Wiener do filtro no domı´nio transformado, ou seja, de Smwo, capta informac¸o˜es de
uma regia˜o com 2M − 1 coeficientes da resposta wo a ser identificada, e quanto maior o
valor de m maior o tamanho desta regia˜o. Caso o coeficiente do filtro transformado que
representa uma regia˜o de 2M − 1 coeficientes seja o de maior valor absoluto, a regia˜o cor-
respondente sera´ estimada como a regia˜o que conte´m o pico, e a localizac¸a˜o do pico sera´
“traduzida” para o domı´nio temporal como se estivesse no centro desta regia˜o. Portanto,
quanto maior o valor de m menor a definic¸a˜o temporal do filtro adaptativo no domı´nio
transformado.
O outro fator e´ a caracter´ıstica das respostas de eco de ra´pida ascensa˜o ao pico e lento
decl´ınio da energia da resposta apo´s o pico. O coeficiente com maior valor absoluto no
filtro no domı´nio transformado devera´ ser aquele que capta informac¸a˜o da regia˜o com
2M − 1 coeficientes com maior energia na resposta do canal. Em Smwo, essas regio˜es
sa˜o sobrepostas mas com deslocamento de 2m coeficientes entre o centro de duas regio˜es
subsequ¨entes. Dessa forma, as regio˜es com maior energia devem estar centralizadas apo´s o
pico, ou seja, sa˜o aquelas regio˜es em que a energia da resposta de eco esta´ alta e ainda no
comec¸o da queda. Como as respostas de eco apresentam ra´pida ascensa˜o ao pico, a regia˜o
centralizada no pico, possivelmente, ainda tera´ informac¸o˜es de uma parte da resposta de
eco com valores baixos de energia, que sa˜o os coeficientes a` esquerda do pico. Com isso,
quanto maior o valor de m, maior a regia˜o representada por um coeficiente do filtro no
domı´nio transformado e maior o deslocamento a` direita da estimativa da localizac¸a˜o do
pico em relac¸a˜o a` sua localizac¸a˜o real.
E´ exatamente em func¸a˜o desse comportamento que o filtro no domı´nio temporal tem
sua colocac¸a˜o feita de maneira varia´vel conforme o valor de m. Lembre-se de que o coefi-
ciente 34+ 2m+2m−1 do filtro no domı´nio temporal e´ fixado na estimativa da localizac¸a˜o
do pico. Perceba que quanto maior o valor de m, maior o deslocamento para a esquerda
do filtro no domı´nio temporal em relac¸a˜o a` localizac¸a˜o estimada do pico.
Para a soluc¸a˜o de Bershad e Bist, esse comportamento de deslocamento a` direita na
estimativa da localizac¸a˜o do pico na˜o e´ expl´ıcito, pois o filtro adaptativo no domı´nio
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transformado trabalha no domı´nio Haar. Com isso, as regio˜es correspondentes a cada
coeficiente na soluc¸a˜o de Wiener teˆm tamanho de apenas M coeficientes, diminuindo
os efeitos da menor definic¸a˜o temporal do filtro no domı´nio transformado. Os efeitos
referentes a` ra´pida ascensa˜o ao pico e ao lento decl´ınio da energia nas respostas de eco
ainda influenciam a estimativa da localizac¸a˜o do pico.
6.4.2 PHDWT-LMS x Soluc¸a˜o de Bershad e Bist
Nas simulac¸o˜es utilizando a transformada Haar parcial com m = 2 e 3, as regio˜es da
soluc¸a˜o de Wiener na soluc¸a˜o proposta sa˜o compostas de 7 e 15 coeficientes, respectiva-
mente. Como sa˜o regio˜es pequenas em relac¸a˜o a` durac¸a˜o da resposta completa, o filtro no
domı´nio transformado apresenta alta definic¸a˜o, o que faz com que o pico tenha sua loca-
lizac¸a˜o estimada de forma bastante exata. Para m = 4, as regio˜es da soluc¸a˜o de Wiener
do filtro transformado sa˜o formadas por 31 coeficientes e fica evidente o deslocamento a`
direita na estimativa da localizac¸a˜o do pico. Como pode ser observado na Tabela 6.6, em
sete das oito respostas utilizadas nas simulac¸o˜es a estimativa com m = 4 e´ a mais des-
locada a` direita do pico real. Os resultados obtidos nas simulac¸o˜es feitas com a resposta
wo3 e apresentados na Tabela 6.2 ilustram bem esse comportamento.
Na soluc¸a˜o de Bershad e Bist para m = 4 a localizac¸a˜o estimada do pico e´ a mais a`
direita em cinco das oito respostas simuladas, quando comparamos com os casos de m = 2
e 3.
Para wo4 e m = 4 (Figuras B.55 a B.81), a localizac¸a˜o estimada do pico em regime
permanente na soluc¸a˜o proposta fica muito a` direita da localizac¸a˜o real do pico (coefi-
ciente 300 aproximadamente). A resposta wo4 e´ uma excec¸a˜o ao bom comportamento
do algoritmo PHDWT-LMS. A resposta de eco g4, que compo˜e a resposta do canal wo4,
e´ uma resposta bem longa, com 128 coeficientes, isto e´, para uma taxa de amostragem
de 8 KHz a sua durac¸a˜o e´ de 16 ms. Dessa forma, como o filtro adaptativo no domı´nio
temporal tambe´m tem 128 coeficientes, apenas uma alocac¸a˜o exata deste filtro sobre a
resposta de eco levaria a` identificac¸a˜o completa da resposta. Como na resposta de eco
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g4 o decl´ınio da energia da resposta e´ bem lento, quando comparado a`s outras respostas
da recomendac¸a˜o ITU-T G.168 [1], o coeficiente com maior valor absoluto do filtro no
domı´nio transformado deve ser aquele que representa uma regia˜o bastante a` direita do
pico, tornando a soluc¸a˜o proposta ineficiente. Uma poss´ıvel modificac¸a˜o para solucionar
esse problema seria aumentar o nu´mero de coeficientes do filtro no domı´nio temporal.
A pro´pria recomendac¸a˜o que fornece o modelo de resposta de eco g4 informa que
em medic¸o˜es feitas nos Estados Unidos e na Europa na˜o foram encontradas respostas
de eco com durac¸o˜es superiores a 12 ms, ou seja, 96 coeficientes. A recomendac¸a˜o in-
forma tambe´m que as respostas de eco t´ıpicas teˆm durac¸o˜es entre 5 e 7 ms, diminuindo a
importaˆncia dessa ocorreˆncia isolada.
Outro aspecto a ser analisado sa˜o as oscilac¸o˜es na estimativa da localizac¸a˜o do pico.
Na soluc¸a˜o de Bershad e Bist essas oscilac¸o˜es sa˜o significativas e ocorrem para a resposta
wo1 com m = 3 e para as respostas wo3, wo4, wo5, wo6 e wo8 com m = 4. A transformada
Haar parcial utilizada com essas respostas “espalha” muito o pico e faz com que a soluc¸a˜o
de Wiener na˜o apresente um pico evidenciado. Isso ocasiona flutuac¸o˜es nos coeficientes
do filtro adaptativo e causa, consequ¨entemente, grandes oscilac¸o˜es na estimativa da lo-
calizac¸a˜o do pico. A sugesta˜o para a soluc¸a˜o desse problema dada em [8]1 na˜o consegue
evitar o efeito das grandes oscilac¸o˜es e ainda pode fazer com que uma estimativa correta
do pico na˜o seja utilizada.
Como explicado no Cap´ıtulo 3, o algoritmo proposto opera com as wavelets que cor-
respondem a` autocorrelac¸a˜o da wavelet de Haar, e as linhas de Sm sa˜o compostas por
coeficientes que representam regio˜es sobrepostas da resposta original. Com isso, existe
uma diminuic¸a˜o na probabilidade de ocorreˆncia desse problema de oscilac¸a˜o na estima-
tiva da localizac¸a˜o do pico. Isso e´ facilmente verificado nas simulac¸o˜es, ja´ que apenas as
simulac¸o˜es com as respostas wo6 e wo8 com m = 4 apresentam grandes oscilac¸o˜es na esti-
mativa da localizac¸a˜o do pico. Oscilac¸o˜es pequenas podem ocorrer, como para a resposta
1 Em [8] se a diferenc¸a entre as estimativas e´ menor que 21 coeficientes a estimativa anterior e´ mantida
para a adaptac¸a˜o do filtro adaptativo no domı´nio temporal e a estimativa atual e´ descartada.
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wo7 com m = 3 e 4, mas a nova proposta de adaptac¸a˜o do filtro no domı´nio temporal
consegue rapidamente minimizar os efeitos destas oscilac¸o˜es.
Para todas as simulac¸o˜es realizadas na Sec¸a˜o 6.1, com excessa˜o daquelas onde ha´
grande oscilac¸a˜o na localizac¸a˜o estimada do pico e da simulac¸a˜o com wo8 e m = 2, o filtro
no domı´nio transformado na soluc¸a˜o de Bershad e Bist necessita de menos amostras do
sinal de entrada do que a soluc¸a˜o proposta para atingir a estabilidade na estimativa da
localizac¸a˜o do pico. Esse fato deve-se a` quantidade de adaptac¸o˜es do filtro no domı´nio
transformado. Na soluc¸a˜o de Bershad e Bist, novas informac¸o˜es sa˜o fornecidas ao algo-
ritmo LMS a cada amostra do sinal de entrada, e o filtro e´, enta˜o, adaptado. Na soluc¸a˜o
proposta, as novas informac¸o˜es e a adaptac¸a˜o do filtro ocorrem apenas a cada 2m amostras
do sinal de entrada, ocasionando uma convergeˆncia mais lenta em nu´mero de amostras de
x(n).
Pore´m, com excessa˜o de wo8 com m = 4, quando na˜o houve convergeˆncia, e de wo5
com m = 2, o nu´mero de operac¸o˜es necessa´rias para a obtenc¸a˜o de uma estimativa esta´vel
da localizac¸a˜o do pico foi menor na soluc¸a˜o proposta do que na soluc¸a˜o de Bershad e
Bist para todas as 22 demais simulac¸o˜es realizadas. Esse nu´mero de operac¸o˜es reflete
o esforc¸o computacional exigido do processador utilizado na implementac¸a˜o da soluc¸a˜o,
e e´ exatamente este custo que a nova soluc¸a˜o proposta visa diminuir. Esse objetivo foi
atingido conforme observa-se na Tabela 6.4 e nos gra´ficos da Sec¸a˜o 6.1 e do Apeˆndice B.
Para todas as simulac¸o˜es em que na˜o ocorrem problemas na estimativa da localizac¸a˜o
do pico, causados pelo fato da estimativa do pico estar muito deslocada a` direita ou
por problemas de grandes oscilac¸o˜es nestas estimativas, o valor do erro me´dio quadra´tico
do filtro no domı´nio temporal e´ menor ou igual na soluc¸a˜o proposta do que na soluc¸a˜o
de Bershad e Bist. Na verdade, das 17 simulac¸o˜es em que na˜o ocorrem problemas na
estimativa da localizac¸a˜o do pico, a soluc¸a˜o proposta apresenta um MSE menor em 14
casos. Apenas para wo1 com m = 2 e wo1 e wo7 com m = 4 o MSE e´ igual nas duas
soluc¸o˜es. Isso se deve a nova forma de alocar o filtro no domı´nio temporal em func¸a˜o
da estimativa da localizac¸a˜o do pico, o qual e´ mais eficiente e leva em considerac¸a˜o as
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caracter´ısticas das respostas de eco, o que na˜o ocorre em [8].
Para a resposta wo1, essa igualdade no MSE em regime permanente ocorre porque
g1 e´ uma resposta de eco bastante curta. Assim, apenas centralizar o filtro no domı´nio
temporal em torno da estimativa da localizac¸a˜o do pico ja´ e´ suficiente para a identificac¸a˜o
de toda a resposta. Para o caso de wo7 com m = 4, a estimativa do pico na soluc¸a˜o
de Bershad e Bist esta´ bem deslocada a` direita devido a um segundo pico existente na
resposta g7, que esta´ localizado praticamente no centro da resposta de eco. Com isso,
a centralizac¸a˜o do filtro no domı´nio temporal em torno da localizac¸a˜o estimada do pico
produz um bom resultado.
Na ana´lise da velocidade de convergeˆncia do filtro temporal, observa-se que a velo-
cidade de convergeˆncia e´ praticamente a mesma na soluc¸a˜o proposta e na de Bershad
e Bist, dado que na˜o ocorrem problemas com a estimativa da localizac¸a˜o do pico. E´
importante observar que, apesar da soluc¸a˜o de Bershad e Bist fornecer uma estimativa
esta´vel da localizac¸a˜o do pico mais rapidamente, a diferenc¸a de tempo entre a estimativa
esta´vel da soluc¸a˜o de Bershad e Bist e a da soluc¸a˜o proposta e´ pequena quando comparada
com o tempo necessa´rio a` identificac¸a˜o da resposta efetiva por parte do filtro temporal.
Ale´m disso, a soluc¸a˜o proposta compensa esse fato, em parte, com a forma de adaptac¸a˜o
do filtro no domı´nio temporal. Na soluc¸a˜o proposta, conforme a localizac¸a˜o estimada
do filtro aproxima-se da localizac¸a˜o correta, o filtro adaptativo no domı´nio temporal ja´
comec¸a a identificar parte da resposta de eco e mante´m esta identificac¸a˜o parcial para as
pro´ximas iterac¸o˜es, quando a estimativa da localizac¸a˜o do pico sera´ ainda mais pro´xima
a` localizac¸a˜o real. Na soluc¸a˜o de Bershad e Bist, o filtro temporal so´ passa a identificar
efetivamente a resposta de eco apo´s a estimativa da localizac¸a˜o do pico se tornar esta´vel.
Isso ocorre porque a alocac¸a˜o dos coeficientes do filtro temporal acompanha as alterac¸o˜es
na estimativa da localizac¸a˜o do pico, e os valores dos coeficientes do filtro se tornam
condic¸o˜es iniciais para a pro´xima adaptac¸a˜o, condic¸o˜es iniciais estas que possivelmente
na˜o teˆm informac¸a˜o alguma sobre a resposta de eco a ser identificada.
Quando a comparac¸a˜o e´ feita em relac¸a˜o ao nu´mero de operac¸o˜es do processador para
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o filtro no domı´nio temporal atingir um erro me´dio quadra´tico em regime permanente
esta´vel, observa-se que em todas as simulac¸o˜es, com excessa˜o de wo4 e wo8 com m = 4,
casos em que na˜o ha´ uma estimativa correta do pico para o algoritmo PHDWT-LMS,
a soluc¸a˜o proposta atinge um erro me´dio quadra´tico menor no domı´nio temporal e com
menos operac¸o˜es do que a soluc¸a˜o de Bershad e Bist. Esse era o objetivo da proposta da
nova soluc¸a˜o.
6.4.3 PHDWT-LMS com m = 2, 3 e 4
Nas simulac¸o˜es feitas com o intuito de comparar o desempenho da soluc¸a˜o proposta
para diferentes valores de m, ou seja, para diferentes parciais da transformada Haar,
observa-se que o algoritmo torna-se mais lento para fornecer uma estimativa esta´vel da
localizac¸a˜o do pico, em nu´mero de amostras do sinal de entrada, conforme cresce o valor
de m. Esse fato ja´ foi explicado e e´ causado pela diminuic¸a˜o da quantidade de adaptac¸o˜es
dos filtros no domı´nio transformado num dado intervalo de amostras do sinal de entrada.
Como a complexidade computacional da soluc¸a˜o proposta diminui com o aumento do
valor de m, a convergeˆncia do algoritmo para uma estimativa esta´vel da localizac¸a˜o do
pico (em nu´mero de operac¸o˜es do processador) e´ mais ra´pida para valores dem mais altos.
As excesso˜es sa˜o as respostas wo6 e wo8 em que ha´ problemas de oscilac¸a˜o na estimativa
quando a soluc¸a˜o proposta e´ simulada com m = 4.
Analisando o desempenho do filtro no domı´nio temporal para respostas em que na˜o ha´
problemas na estimativa da localizac¸a˜o do pico, pode-se observar que os valores de MSE
em regime permanente sa˜o muito pro´ximos, independentemente da parcial escolhida da
transformada Haar. O fato dos MSE em regime permanente serem praticamente iguais
mostra que a escolha da forma varia´vel de inserc¸a˜o do filtro no domı´nio temporal, conforme
o valor de m, foi projetada de maneira eficaz. A excessa˜o continua sendo a resposta wo4
que apresenta um grande deslocamento a` direita na estimativa da localizac¸a˜o do pico em
relac¸a˜o a localizac¸a˜o real. Isso acontece por motivos ja´ anteriormente explicados.
O tempo que o filtro no domı´nio temporal leva para atingir o MSE em regime per-
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manente so´ e´ diferente para cada parcial da transformada Haar em func¸a˜o do tempo que
o algoritmo leva para encontrar uma estimativa esta´vel da localizac¸a˜o do pico. Como
essa diferenc¸a de tempo e´ pequena, quando comparada ao tempo que o filtro no domı´nio
temporal necessita para identificar a resposta de eco, os MSE em regime permanente sa˜o
atingidos praticamente ao mesmo tempo, primeiro pelo algoritmo com m = 2, seguido
pelo algoritmo comm = 3 e, posteriormente, comm = 4. Quando esse tempo e´ ponderado
pela complexidade computacional, a ordem se inverte. O nu´mero de operac¸o˜es necessa´rias
para o algoritmo, trabalhando com a quarta parcial da transformada Haar, atingir o MSE
em regime permanente e´ menor do que o necessa´rio ao algoritmo trabalhando com a ter-
ceira parcial. O algoritmo que normalmente precisa de mais operac¸o˜es para atingir o MSE
em regime permanente e´ o que trabalha com a segunda parcial da transformada Haar.
A excessa˜o e´ a simulac¸a˜o com a resposta wo7, na qual ocorrem pequenas oscilac¸o˜es na
estimativa da localizac¸a˜o do pico quando a quarta parcial da transformada Haar e´ uti-
lizada. Essas oscilac¸o˜es, apesar de pequenas e corrigidas pela nova forma de adaptac¸a˜o
do filtro no domı´nio temporal, fazem com que a convergeˆncia do filtro seja mais lenta,
prejudicando o processo de identificac¸a˜o da resposta efetiva do sistema.
6.4.4 PDWT-LMS x Soluc¸a˜o de Bershad e Bist Utilizando Ou-
tras Wavelets
Nos resultados das simulac¸o˜es realizadas com a resposta ao impulso wo9 pode-se obser-
var que a soluc¸a˜o de Bershad e Bist utilizando a wavelet de Haar na˜o consegue convergir
para a obtenc¸a˜o de uma boa estimativa da localizac¸a˜o do pico da resposta. Quando
utiliza-se a wavelet DB3, tanto a soluc¸a˜o de Bershad e Bist quanto a soluc¸a˜o proposta
convergem em poucas amostras do sinal de entrada. A resposta wo9 foi criada exatamente
com esse propo´sito. Apesar de na˜o ser uma resposta da recomendac¸a˜o ITU-T G.168 [1] e,
portanto, na˜o ser uma resposta t´ıpica em sistemas de telefonia, respostas que causem esse
efeito podem ocorrer na˜o so´ nos sistemas de telefonia, mas tambe´m em outros sistemas
com respostas esparsas ao impulso.
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O desempenho da soluc¸a˜o de Bershad e Bist utilizando a wavelet DB3 na segunda
parcial e´ muito bom. Ele atinge uma estimativa esta´vel e bastante exata da localizac¸a˜o
do pico em apenas 93 amostras do sinal de entrada. O algoritmo PDWT-LMS tambe´m
tem um excelente desempenho, atingindo uma estimativa esta´vel em 384 amostras do
sinal de entrada. Quando a comparac¸a˜o dos desempenhos e´ feita em relac¸a˜o ao nu´mero de
operac¸o˜es necessa´rias para a obtenc¸a˜o da estimativa, verifica-se uma diferenc¸a considera´vel
entre os algoritmos simulados conforme pode ser verficado na Figura 6.80.
Apesar de atingir uma estimativa esta´vel da localizac¸a˜o do pico em apenas 93 amostras
dos dados de entrada, a soluc¸a˜o de Bershad e Bist necessita realizar 823.422 operac¸o˜es
de multiplicac¸a˜o, soma ou subtrac¸a˜o para encontrar a estimativa. O algoritmo proposto,
demora 301 amostras a mais, pore´m, ate´ a estimava esta´vel da localizac¸a˜o do pico sa˜o
realizadas apenas 103.200 operac¸o˜es. Isso significa uma economia de mais de 720.000
operac¸o˜es em aproximadamente 37,62 ms, ate´ a obtenc¸a˜o da estimativa esta´vel. Durante
todo o processo de identificac¸a˜o do sistema, o processamento dos dados no domı´nio trans-
formado na˜o pa´ra, ja´ que a resposta na˜o e´ invariante no tempo. Com isso, a economia em
recursos computacionais e´ significativa.
Na ana´lise da identificac¸a˜o da resposta efetiva do sistema pelo filtro adaptativo no
domı´nio temporal, pode-se observar que, assim como acontece nos casos simulados na
Sec¸a˜o 6.1, o tempo necessa´rio para identificar a resposta e´ praticamente o mesmo na
soluc¸a˜o proposta e na soluc¸a˜o de Bershad e Bist. Isso e´ esperado, ja´ que o tempo para
estimar a correta localizac¸a˜o do pico e´ muito menor do que o tempo gasto para que o
filtro adaptativo no domı´nio temporal identifique a resposta efetiva. Na simulac¸a˜o com
a resposta wo9 sa˜o necessa´rias cerca de 6.000 amostras do sinal de entrada para uma
estabilizac¸a˜o do erro me´dio quadra´tico do filtro em ambas as soluc¸o˜es. As 301 amostras de
diferenc¸a na busca por uma estimativa esta´vel da localizac¸a˜o do pico na˜o sa˜o significativas
quando comparadas a`s 6.000 amostras necessa´rias para a identificac¸a˜o da resposta efetiva.
Ale´m disso, a nova estrate´gia de adaptac¸a˜o do filtro no domı´nio temporal na soluc¸a˜o
proposta faz com que a resposta efetiva ja´ seja parcialmente identificada durante o processo
6. Simulac¸o˜es e Resultados 97
de estimac¸a˜o da localizac¸a˜o do pico, o que na˜o ocorre na soluc¸a˜o de Bershad e Bist. Como
ja´ foi comentado, a cada mudanc¸a da estimativa da localizac¸a˜o do pico na soluc¸a˜o de
Bershad e Bist, os coeficientes do filtro no domı´nio temporal tornam-se condic¸o˜es iniciais
para a pro´xima adaptac¸a˜o, condic¸o˜es iniciais que provavelmente na˜o carregam informac¸a˜o
u´til para a identificac¸a˜o da resposta de eco.
6.4.5 Exatida˜o do Modelo Estat´ıstico Teo´rico
O modelo para o desvio me´dio quadra´tico do filtro no domı´nio transformado, desenvol-
vido no Cap´ıtulo 4, mostrou-se bastante exato em todas as simulac¸o˜es realizadas, tanto
quando a wavelet de Haar e´ utilizada quanto quando a wavelet DB3 a substitui. Isso
vale para qualquer das parciais utilizadas. A exatida˜o do modelo pode ser observada nos
gra´ficos apresentados neste cap´ıtulo e no Apeˆndice B. Esse modelo, por ter sido desen-
volvido de maneira independente da wavelet utilizada, deve contemplar qualquer wavelet
e na˜o apenas as wavelets de Haar e DB3, utilizadas nas simulac¸o˜es, desde que x(n) e η(n)
sejam considerados ru´ıdos brancos gaussianos, i.i.d. e de me´dia zero. Pode ser utilizado
tambe´m na˜o so´ quando a resposta a ser utilizada e´ esparsa, mas em qualquer processo
de filtragem adaptativa no domı´nio wavelet discreto quando os coeficientes sa˜o adaptados
com o algoritmo LMS e a entrada e´ um ru´ıdo branco gaussiano.
Cap´ıtulo 7
Considerac¸o˜es Finais
7.1 Concluso˜es
Nesta dissertac¸a˜o apresentou-se uma nova proposta de soluc¸a˜o para o problema de
identificac¸a˜o de sistemas com resposta esparsa ao impulso. A aplicac¸a˜o que serviu de
exemplo para a soluc¸a˜o proposta foi o cancelamento de eco em redes de telecomunicac¸o˜es
telefoˆnicas. Os sistemas com resposta esparsa ao impulso foram caracterizados no Cap´ıtulo
1, assim como a forma cla´ssica de identificac¸a˜o, que utiliza um u´nico filtro FIR, normal-
mente adaptado pelo algoritmo LMS, para identificar toda a resposta.
Essa maneira cla´ssica apresenta va´rios problemas, ja´ que filtros adaptativos longos
teˆm alta complexidade computacional, baixa taxa de convergeˆncia e alto erro residual nos
coeficientes. Em func¸a˜o dessas caracter´ısticas, diversas soluc¸o˜es que utilizam a esparsidade
da resposta ao impulso foram propostas na literatura a fim de melhorar o desempenho
das soluc¸o˜es na forma cla´ssica de identificac¸a˜o de sistemas. Algumas destas soluc¸o˜es
foram apresentadas ou citadas no Cap´ıtulo 2. Em especial apresentou-se as soluc¸o˜es
que utilizam o Adaptive Delay Filter, o algoritmo Proportionate Normalized Least Mean
Square, o Haar-Basis Algorithm e a soluc¸a˜o de Bershad e Bist. E´ com base nessa u´ltima
que a nova soluc¸a˜o e´ proposta.
A soluc¸a˜o de Bershad e Bist utiliza dois filtros adaptativos operando sequ¨encialmente.
O primeiro, operando atrave´s de uma transformada Haar parcial dos dados de entrada,
fornece uma estimativa da localizac¸a˜o do pico da resposta ao impulo a identificar. Atrave´s
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dessa estimativa pode-se deduzir onde esta˜o os coeficientes na˜o nulos da resposta do
sistema. O segundo filtro, operando no domı´nio do tempo, e´ enta˜o centralizado em torno
da estimativa para identificar apenas a resposta efetiva do sistema.
Apesar de apresentar melhoras em relac¸a˜o a forma cla´ssica de identificac¸a˜o de sistemas
esparsos, a soluc¸a˜o de Bershad e Bist ainda apresenta alguns inconvenientes. O ca´lculo da
transformada Haar parcial dos dados de entrada eleva muito a complexidade computaci-
onal da soluc¸a˜o e leva a oscilac¸o˜es na estimativa da localizac¸a˜o do pico quando a parcial
da transformada Haar escolhida e´ alta. Ale´m disso, centralizar o filtro que identifica a
resposta efetiva do sistema em torno da localizac¸a˜o estimada do pico na˜o produz os me-
lhores resultados. A grande vantagem desse esquema e´ que passa-se a utilizar dois filtros
adaptativos pequenos ao inve´s de um u´nico filtro grande, melhorando consideravelmente
o desempenho em relac¸a˜o a`s soluc¸o˜es anteriormente propostas.
Atrave´s de um estudo da teoria das wavelets e de te´cnicas de filtragem adaptativa por
blocos, a soluc¸a˜o de Bershad e Bist foi alterada com o intuito de minimizar os inconveni-
entes apresentados. A soluc¸a˜o proposta passa a trabalhar em uma filtragem adaptativa
por blocos que representa a aplicac¸a˜o de uma transformada wavelet discreta parcial no
sinal de entrada do sistema e no sinal desejado. Assim, o filtro adaptativo no domı´nio
transformado, que fornece a estimativa da localizac¸a˜o do pico, opera no domı´nio wave-
let parcial, com a wavelet ba´sica sendo dada pela autocorrelac¸a˜o da wavelet utilizada
na transformada dos dados. Isso proporciona uma brusca diminuic¸a˜o na complexidade
computacional da soluc¸a˜o, pois o filtro no domı´nio transformado passa a ser adaptado
apenas uma vez a cada bloco do sinal de entrada de forma a garantir a propriedade de
invariaˆncia ao deslocamento do vetor de dados transformado. Com isso, apenas o ca´lculo
do seu primeiro coeficiente faz-se necessa´rio a cada atualizac¸a˜o.
Um estudo comparativo entre as complexidades computacionais das soluc¸o˜es foi apre-
sentado na Sec¸a˜o 3.3 do Cap´ıtulo 3. Por exemplo, a complexidade total das soluc¸o˜es
em um sistema amostrado a 8 KHz, que e´ o caso das redes telefoˆnicas atuais, passa de
20.496.000 operac¸o˜es por segundo na soluc¸a˜o de Bershad e Bist para 6.170.000 operac¸o˜es
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por segundo na soluc¸a˜o proposta, quando a segunda parcial da wavelet de Haar e´ utilizada
nas transformadas. Isso significa uma economia considera´vel no desempenho necessa´rio
do processador utilizado na implementac¸a˜o do sistema. A diminuic¸a˜o da complexidade
computacional tambe´m permite que uma parcial menor, que proporciona maior definic¸a˜o
nos coeficientes do filtro no domı´nio transformado, seja utilizada na soluc¸a˜o proposta com
uma complexidade computacional ainda menor do que a da soluc¸a˜o de Bershad e Bist.
Enquanto o filtro no domı´nio transformado espera a formac¸a˜o de um novo bloco de
dados, o filtro adaptativo no domı´nio temporal e´ adaptado utilizando a u´ltima estimativa
fornecida da localizac¸a˜o do pico. Para melhorar a identificac¸a˜o da resposta efetiva do
sistema, o filtro no domı´nio temporal e´ alocado em torno da estimativa da localizac¸a˜o do
pico de maneira mais eficaz do que a proposta por Bershad e Bist. Ale´m da estimativa da
localizac¸a˜o do pico, a parcial da wavelet utilizada e caracter´ısticas das respostas t´ıpicas
de eco apresentadas na recomendac¸a˜o ITU-T G.168 sa˜o consideradas na alocac¸a˜o dos
coeficientes do filtro no domı´nio temporal.
Para evitar os problemas referentes a`s oscilac¸o˜es na estimativa da localizac¸a˜o do pico,
o filtro temporal tambe´m e´ adaptado de uma nova maneira. O filtro temporal na˜o acom-
panha mais a estimativa do pico, como acontece na soluc¸a˜o de Bershad e Bist. Na nova
proposta, e´ como se um filtro de 1024 coeficientes existisse e apenas alguns coeficientes
estivessem ativos. Os coeficientes ativos sa˜o determinados pela localizac¸a˜o estimada do
pico, e enquanto esta˜o ativos mante´m seus valores como condic¸o˜es iniciais da pro´xima
adaptac¸a˜o. Quando passam a ser inativos, os coeficientes sa˜o novamente zerados. Isso
evita que sucessivas oscilac¸o˜es na estimativa do pico dificultem de forma fundamental a
identificac¸a˜o da resposta efetiva, ale´m de possibilitar a utilizac¸a˜o da estimativa mais re-
cente da localizac¸a˜o do pico para a adaptac¸a˜o do filtro temporal. Com essas alterac¸o˜es,
o erro me´dio quadra´tico em regime permanente na identificac¸a˜o pode ser reduzido em
relac¸a˜o ao obtido em [8].
Quando comparado a` soluc¸a˜o de Bershad e Bist, a soluc¸a˜o proposta normalmente
necessita de mais amostras do sinal de entrada para apresentar uma estimativa esta´vel da
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localizac¸a˜o do pico. Pore´m, em relac¸a˜o ao nu´mero de operac¸o˜es para o fornecimento da
estima esta´vel, a soluc¸a˜o proposta apresenta um melhor desempenho.
Na comparac¸a˜o dos erros me´dios quadra´ticos gerados pelos filtros adaptativos no
domı´nio temporal, a soluc¸a˜o proposta necessita de menos operac¸o˜es para atingir um
mesmo MSE e leva a um MSE menor em regime permanente. A diferenc¸a em nu´mero de
amostras do sinal de entrada necessa´rias para atingir um MSE esta´vel e´ mı´nima quando
comparada ao nu´mero total de amostras que o filtro no domı´nio temporal leva para atingir
um MSE esta´vel. A diferenc¸a e´ um pouco menor do que o nu´mero adicional de amostras
que a soluc¸a˜o proposta requer para obter uma estimativa esta´vel da localizac¸a˜o do pico
em relac¸a˜o a` soluc¸a˜o de Bershad e Bist. E´ um pouco menor porque a nova forma de
adaptac¸a˜o do filtro no domı´nio temporal, na soluc¸a˜o proposta, permite o in´ıcio da identi-
ficac¸a˜o da resposta efetiva enquanto o filtro no domı´nio transformado ainda na˜o atingiu a
estabilidade na estimativa da localizac¸a˜o do pico. Assim, as duas soluc¸o˜es necessitam pra-
ticamente do mesmo nu´mero de amostras do sinal de entrada para atingir o mesmo MSE,
lembrando que na soluc¸a˜o proposta a identificac¸a˜o continua a ser melhorada ale´m desse
ponto, atingindo um MSE em regime permanente menor. Portanto, a soluc¸a˜o proposta
torna-se vantajosa em relac¸a˜o a` soluc¸a˜o de Bershad e Bist sempre que o tempo adicional
requerido para a estabilizac¸a˜o da estimativa do pico na˜o for determinante para o bom
desempenho da soluc¸a˜o. Nesse caso, o esquema proposto leva a uma melhor identificac¸a˜o
com um menor custo computacional.
A utilizac¸a˜o de outras wavelets na transformada dos dados tambe´m foi estudada. O
Cap´ıtulo 5 apresenta esse estudo. A transformada wavelet utilizada na transformac¸a˜o
dos dados e´ de fundamental importaˆncia, ja´ que determina a soluc¸a˜o de Wiener do filtro
adaptativo no domı´nio transformado. Como a wavelet escolhida determina as regio˜es e a
forma como os coeficientes do filtro ira˜o representar a resposta a ser identificada, ela pode
evidenciar ou ofuscar a localizac¸a˜o do pico.
A soluc¸a˜o de Bershad e Bist tem sua complexidade computacional muito aumentada
quando utiliza outras wavelets na transformada dos dados de entrada. Ja´ na soluc¸a˜o
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proposta, a complexidade computacional aumenta muito pouco. A Sec¸a˜o 5.2 apresenta
um estudo comparativo entre as complexidades computacionais das duas soluc¸o˜es. A
t´ıtulo de exemplo, quando a segunda parcial da wavelet de Daubechies no3 e´ utilizada na
transformac¸a˜o dos dados, a complexidade computacional da soluc¸a˜o de Bershad e Bist
passa a ser de 74.936.000 operac¸o˜es por segundo, em um sistema amostrado a 8 KHz.
Na soluc¸a˜o proposta essa complexidade computacional passa a ser de apenas 6.254.000
operac¸o˜es por segundo. Caso wavelets com mais coeficientes fossem utilizadas, a diferenc¸a
entre as complexidades computacionais seria ainda maior.
O Cap´ıtulo 4 apresenta o desenvolvimento de um modelo estat´ıstico teo´rico para o
desvio me´dio quadra´tico nos coeficientes do filtro adaptativo no domı´nio transformado,
quando o sinal de entrada e o ru´ıdo de observac¸a˜o sa˜o considerados ru´ıdos brancos gaus-
sianos, i.i.d. e de me´dia zero. Esse modelo mostrou-se bastante exato nas simulac¸o˜es
realizadas. Como o desenvolvimento foi realizado sem considerar uma wavelet espec´ıfica
ou a parcial em que a transformada trabalha, o modelo e´ geral para o desvio me´dio
quadra´tico dos filtros que operam com a transformada wavelet discreta parcial dos dados
de entrada e do sinal desejado, na˜o importando sequer se a resposta ao impulso do sistema
a ser identificado e´ esparsa ou na˜o.
Simulac¸o˜es de Monte Carlo realizadas com os modelos de resposta da recomendac¸a˜o
ITU-T G.168 foram apresentadas no Cap´ıtulo 6 e no Apeˆndice B, e corroboram as ob-
servac¸o˜es feitas acima em relac¸a˜o ao desempenho da soluc¸a˜o proposta. E´ interessante
observar que muitas das soluc¸o˜es propostas na literatura na˜o utilizam esse conjunto de
modelos para os testes de seus desempenhos.
7.2 Trabalhos Futuros
Por tratar-se de uma proposta para a identificac¸a˜o de sistemas com resposta esparsa
ao impulso que utiliza como base a teoria das wavelets, uma teoria relativamente nova,
a soluc¸a˜o apresentada nesta dissertac¸a˜o ainda pode ser melhor desenvolvida e testada.
Algumas sugesto˜es para poss´ıveis trabalhos futuros sa˜o aqui fornecidas.
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Atrave´s do estudo da teoria das wavelets, pode-se encontrar uma maneira de escolher
qual a melhor wavelet e qual a melhor escala (parcial) a serem utilizadas na transformac¸a˜o
dos dados. Possivelmente, valores o´timos de passo para o algoritmo que adapta o filtro no
domı´nio transformado tambe´m podem ser encontrados. Um estudo mais profundo nesse
sentido se faz necessa´rio e pode levar a resultados com a soluc¸a˜o proposta que sejam ainda
melhores do que os aqui apresentados.
Os estudos aqui realizados podem ser estendidos para os casos de sinais correlacionados
na entrada do sistema, operac¸a˜o com dados de voz sinte´tica fornecidos na recomendac¸a˜o
ITU-T G.168 e utilizac¸a˜o de outras wavelets na transformac¸a˜o dos dados.
Um outra sugesta˜o e´ a utilizac¸a˜o de uma retro-alimentac¸a˜o do valor da localizac¸a˜o
do pico com base nos coeficientes do filtro temporal, o que proporcionaria uma melhor
alocac¸a˜o deste filtro e, por conseguinte, um melhor desempenho na identificac¸a˜o da res-
posta efetiva do sistema a ser modelado.
Apeˆndice A
Determinac¸a˜o dos Valores Esperados
em (4.20)
1. Termo E{db(k)zT (k)}:
E{db(k)zT (k)} = rTdbz. (A.1)
De (3.44)
E{db(k)zT (k)} = (σ2xwoP )T
= σ2xw
T
oP
.
(A.2)
2. Termo E{vT (k)z(k)zT (k)v(k)}:
E{vT (k)z(k)zT (k)v(k)} = E
{
E{vT (k)z(k)zT (k)v(k)|v(k)}
}
= E
{
vT (k)E{z(k)zT (k)}v(k)
}
= E{vT (k)Rzzv(k)}.
(A.3)
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Utilizando (3.16) e (3.17),
Rzz = E{z(k)zT (k)}
= E{Hmxb(k)xTb (k)HTm}
= E{Hmx[(k + 1)2m − 1]xT [(k + 1)2m − 1]HTm}
=HmE{x[(k + 1)2m − 1]xT [(k + 1)2m − 1]}HTm
=HmRxxH
T
m
=Hmσ
2
xINH
T
m
= σ2xHmINH
T
m
= σ2xIC ,
(A.4)
em que IC e´ a matriz identidade de dimenso˜es C × C. Assim,
E{vT (k)z(k)zT (k)v(k)} = E{vT (k)σ2xICv(k)}
= σ2xE{vT (k)v(k)}.
(A.5)
3. Termo E{z(k)zT (k)}:
De (A.4)
E{z(k)zT (k)} = σ2xIC . (A.6)
4. Termo E{d2b(k)zT (k)z(k)}:
Assumindo que db(k) e z(k) sa˜o sequ¨eˆncias aleato´rias conjuntamente gaussianas e
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utilizando o teorema da fatorac¸a˜o dos momentos [2],
E{d2b(k)zT (k)z(k)} = E{zT (k)z(k)d2b(k)}
= E{zT (k)z(k)}E{d2b(k)}+
+ E{zT (k)db(k)}E{z(k)db(k)}+
+ E{zT (k)db(k)}E{z(k)db(k)}
= E{zT (k)z(k)}E{d2b(k)}+
+ 2E{zT (k)db(k)}E{z(k)db(k)}
= E{zT (k)z(k)}σ2db + 2rTdbzrdbz.
(A.7)
Usando (A.2),
E{d2b(k)zT (k)z(k)} = E{zT (k)z(k)}σ2db + 2σ4xwToPwoP . (A.8)
Utilizando agora (3.16), tem-se que
E{zT (k)z(k)} = E{xTb (k)HTmHmxb(k)}
= E{xT [(k + 1)2m − 1]HTmHmx[(k + 1)2m − 1]}.
(A.9)
Fazendo novamente a troca de varia´veis t = (k + 1)2m − 1,
E{zT (k)z(k)} = E{xT (t)HTmHmx(t)}. (A.10)
Definindo ρ = xT (t)HTmHmx(t)
ρ =
N∑
l=1
N∑
p=1
[xT (t)]1l[H
T
mHm]lp[x(t)]p1. (A.11)
De (3.30)
[xT (t)]1l = x(t− l + 1) (A.12)
e
[x(t)]p1 = x(t− p+ 1). (A.13)
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Usando (A.12) e (A.13) em (A.11) e tomando o valor esperado
E{ρ} =
N∑
l=1
N∑
p=1
E{x(t− l + 1)[HTmHm]lpx(t− p+ 1)}
=
N∑
l=1
N∑
p=1
[HTmHm]lpE{x(t− l + 1)x(t− p+ 1)}
=
N∑
l=1
N∑
p=1
[HTmHm]lprx(p− l)
= σ2x
N∑
l=1
[HTmHm]ll
= σ2xC,
(A.14)
ja´ que rx(p− l) = 0 para p 6= l. Enta˜o,
E{zT (k)z(k)} = σ2xC. (A.15)
E´ necessa´rio calcular o valor de σ2db , dado por
σ2db =E{d2b(k)}
= E{dT (k)hmhTmd(k)}.
(A.16)
d(k) e´ dado em (3.19) e d(n) em (3.24). Assim,
dT (k)hmh
T
md(k) =




xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]


wo + η[(k + 1)2
m − 1]


T
hm
× hTm




xT [(k + 1)2m − 1]
xT [(k + 1)2m − 2]
...
xT [(k + 1)2m −M ]


wo + η[(k + 1)2
m − 1]


. (A.17)
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Novamente, fazendo t = (k + 1)2m − 1 tem-se
dT (k)hmh
T
md(k) =
=




xT (t)
xT (t− 1)
...
xT (t−M + 1)


wo + η(t)


T
hmh
T
m




xT (t)
xT (t− 1)
...
xT (t−M + 1)


wo + η(t)


=
(
ηT (t) +wTo [x(t),x(t− 1), . . . ,x(t− 2m + 1)]
)
hm
× hTm




xT (t)
xT (t− 1)
...
xT (t−M + 1)


wo + η(t)


. (A.18)
Como η e´ independente de x e de me´dia zero
E{dT (k)hmhTmd(k)} = E{ηT (t)hmhTmη(t)}+
+woE


[x(t),x(t− 1), . . . ,x(t−M + 1)]hmhTm


xT (t)
xT (t− 1)
...
xT (t−M + 1)




wo. (A.19)
E´ necessa´rio calcular os dois valores esperados na equac¸a˜o acima.
Definindo ǫ = ηT (t)hmh
T
mη(t), ǫ pode ser escrito como
ǫ =
M∑
l=1
M∑
p=1
[ηT (t)]1l[hmh
T
m]lp[η(t)]p1 (A.20)
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e
E{ǫ} = E
{
M∑
l=1
M∑
p=1
[ηT (t)]1l[hmh
T
m]lp[η(t)]p1
}
=
M∑
l=1
M∑
p=1
E{[ηT (t)]1l[hmhTm]lp[η(t)]p1}
=
M∑
l=1
M∑
p=1
[hmh
T
m]lpE{[ηT (t)]1l[η(t)]p1},
(A.21)
mas
[ηT (t)]1l = η(t− l − 1) (A.22)
e
[η(t)]p1 = η(t− p− 1) (A.23)
portanto
E{ǫ} =
M∑
l=1
M∑
p=1
[hmh
T
m]lpE{η(t− l − 1)η(t− p− 1)}
×
M∑
l=1
M∑
p=1
[hmh
T
m]lpE{rη(l − p)}
= σ2η
M∑
l=1
[hmh
T
m]ll
= σ2η.
(A.24)
Assim,
E{ηT (t)hmhTmη(t)} = σ2η. (A.25)
Para a determinac¸a˜o do segundo termo em (A.19), defini-se
Θ = [x(t),x(t− 1), . . . ,x(t−M + 1)]hmhTm


xT (t)
xT (t− 1)
...
xT (t−M + 1)


. (A.26)
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A matriz Θ pode ser escrita em func¸a˜o de seus elementos θij. Portanto,
θij =
M∑
l=1
M∑
p=1
[x(t),x(t−1), . . . ,x(t−M+1)]il[hmhTm]lp


xT (t)
xT (t− 1)
...
xT (t−M + 1)


pj
. (A.27)
Como
[x(t),x(t− 1), . . . ,x(t−M + 1)]il = x(t− i− l + 2) (A.28)
e 

xT (t)
xT (t− 1)
...
xT (t−M + 1)


pj
= x(t− p− j + 2), (A.29)
tem-se
θij =
M∑
l=1
M∑
p=1
x(t− i− l + 2)[hmhTm]lpx(t− p− j + 2) (A.30)
O valor esperado de θij e´ enta˜o dado por
E{θij} =
M∑
l=1
M∑
p=1
E{x(t− i− l + 2)[hmhTm]lpx(t− p− j + 2)}
=
M∑
l=1
M∑
p=1
[hmh
T
m]lpE{x(t− i− l + 2)x(t− p− j + 2)}
=
M∑
l=1
M∑
p=1
[hmh
T
m]lprx(p+ j − i− l).
(A.31)
Usando (3.13) e (3.15), [hmh
T
m]lp pode ser escrito como
[hmh
T
m]lp = ψm(l − 1)ψm(p− 1). (A.32)
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Assim,
E{θij} =
M∑
l=1
M∑
p=1
ψm(l − 1)ψm(p− 1)rx(p+ j − i− l). (A.33)
Para facilitar a exposic¸a˜o, defini-se o somato´rio interno de (A.33) como uma func¸a˜o
de l.
ζ(l) =
M∑
p=1
ψm(l − 1)ψm(p− 1)rx(p+ j − i− l). (A.34)
Como 1 ≤ p ≤ M , rx(p + j − i − l) = σ2x para j − l + 1 ≤ i ≤ j − l + M com
p = i− j + l e rx(p+ j − i− l) = 0 para outros valores de i. Lembre-se que i ≤ N e
que essa deduc¸a˜o e´ va´lida para um valor fixo de l. Portanto, para um valor fixo de l
ζ(l) =


ψm(l − 1)ψm(i− j + l − 1)σ2x, para j − l + 1 ≤ i ≤ j − l +M
0, para outros valores de i.
(A.35)
Substituindo (A.35) em (A.33) tem-se
E{θij} =


M∑
l=1
ψm(l − 1)ψm(i− j + l − 1)σ2x para j − l + 1 ≤ i ≤ j − l +M
0, para outros valores de i
(A.36)
Como 1 ≤ l ≤M , E{θij} 6= 0 para j −M +1 ≤ i ≤ j − 1+M . Agora, E{Θ} pode
ser calculado a partir do valor esperado de θij, assim
E{Θ} = σ2xG (A.37)
com o elemento gij de G dado por
gij =


M∑
l=1
ψm(l − 1)ψm(i− j + l − 1), j −M + 1 ≤ i ≤ j − 1 +M
0 outros.
(A.38)
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Enta˜o, de (A.19) e (A.16)
E{d2b(k)} = σ2η + σ2xwToGwo. (A.39)
Assim,
E{d2b(k)zT (k)z(k)} = E{zT (k)z(k)}(σ2η + σ2xwToGwo) + 2σ4xwToPwoP
= Cσ2xσ
2
η + Cσ
4
xw
T
oGwo + 2σ
4
xw
T
oPwoP .
(A.40)
5. Termo E{z(k)zT (k)z(k)db(k)}:
E{z(k)zT (k)z(k)db(k)} =HmE{xb(k)xTb (k)HTmHmxb(k)hTmd(k)}
=HmE
{
x[(k + 1)2m − 1]xT [(k + 1)2m − 1]HTm
×Hmx[(k + 1)2m − 1]hTm


d[(k + 1)2m − 1]
d[(k + 1)2m − 2]
...
d[(k + 1)2m −M ]


}
.
(A.41)
Fazendo a troca de varia´veis t = (k + 1)2m − 1,
E{z(k)zT (k)z(k)db(k)} =
=HmE


x(t)xT (t)HTmHmx(t)h
T
m


d(t)
d(t− 1)
...
d(t−M + 1)




=HmE


x(t)xT (t)HTmHmx(t)h
T
m




xT (t)
xT (t− 1)
...
xT (t−M + 1)


wo + η(t)




.
(A.42)
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Como η e´ independente de x e de me´dia zero,
E{z(k)zT (k)z(k)db(k)} =
=HmE


x(t)xT (t)HTmHmx(t)h
T
m


xT (t)
xT (t− 1)
...
xT (t−M + 1)




wo. (A.43)
Definindo Γ como o elemento entre colchetes,
Γ = x(t)xT (t)HTmHmx(t)h
T
m


xT (t)
xT (t− 1)
...
xT (t−M + 1)


(A.44)
e Γ pode ser escrita em func¸a˜o de seus elementos γij, assim
γij =
N∑
l=1
N∑
p=1
[x(t)xT (t)]il[H
T
mHm]lp


x(t)hTm


xT (t)
xT (t− 1)
...
xT (t−M + 1)




pj
, (A.45)
com
[x(t)xT (t)]il = x(t− i+ 1)x(t− l + 1), (A.46)

x(t)hTm


xT (t)
xT (t− 1)
...
xT (t−M + 1)




pj
=
M∑
u=1
[x(t)]p1
[
hTm
]
1u


xT (t)
xT (t− 1)
...
xT (t−M + 1)


uj
. (A.47)
Sendo
[x(t)]p1 = x(t− p+ 1), (A.48)
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[
hTm
]
1u
= ψm(u− 1) (A.49)
e 

xT (t)
xT (t− 1)
...
xT (t−M + 1)


uj
= x(t− u− j + 2). (A.50)
Assim,


x(t)hTm


xT (t)
xT (t− 1)
...
xT (t−M + 1)




pj
=
M∑
u=1
x(t− p+ 1)ψm(u− 1)x(t− u− j + 2) (A.51)
e
γij =
N∑
l=1
N∑
p=1
x(t− i+ 1)x(t− l + 1)[HTmHm]lp
×
M∑
u=1
x(t− p+ 1)ψm(u− 1)x(t− u− j + 2) (A.52)
Tomando o valor esperado
E{γij} =
N∑
l=1
N∑
p=1
[HTmHm]lp
M∑
u=1
ψm(u− 1)
× E{x(t− i+ 1)x(t− l + 1)x(t− p+ 1)x(t− u− j + 2)}. (A.53)
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Utilizando o teorema de fatorac¸a˜o dos momentos, tem-se que
E{x(t− i+ 1)x(t− l + 1)x(t− p+ 1)x(t− u− j + 2)} =
= E{x(t− i+ 1)x(t− l + 1)}E{x(t− p+ 1)x(t− u− j + 2)}+
+ E{x(t− i+ 1)x(t− p+ 1)}E{x(t− l + 1)x(t− u− j + 2)}+
+ E{x(t− i+ 1)x(t− u− j + 2)}E{x(t− l + 1)x(t− p+ 1)}
= rx(l − i)rx(u+ j − p− 1) + rx(p− i)
× rx(u+ j − l − 1) + rx(p− l)rx(u+ j − i− 1), (A.54)
Substituindo (A.54) em (A.53) e separando os termos,
E{γij} =
N∑
l=1
N∑
p=1
[HTmHm]lp
M∑
u=1
ψm(u− 1)rx(l − i)rx(u+ j − p− 1)+
+
N∑
l=1
N∑
p=1
[HTmHm]lp
M∑
u=1
ψm(u− 1)rx(p− i)rx(u+ j − l − 1)+
+
N∑
l=1
N∑
p=1
[HTmHm]lp
M∑
u=1
ψm(u− 1)rx(p− l)rx(u+ j − i− 1)
=
N∑
p=1
[HTmHm]ip
M∑
u=1
ψm(u− 1)σ2xrx(u+ j − p− 1)+
+
N∑
l=1
[HTmHm]li
M∑
u=1
ψm(u− 1)σ2xrx(u+ j − l − 1)+
+
N∑
l=1
[HTmHm]ll
M∑
u=1
ψm(u− 1)σ2xrx(u+ j − i− 1)
(A.55)
em que a u´ltima igualdade foi obtida considerando-se que x(n) e´ um ru´ıdo gaussiano
de me´dia zero.
Note que (HTmHm)
T =HTmHm, assim
N∑
p=1
[HTmHm]ip =
N∑
l=1
[HTmHm]li (A.56)
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e enta˜o (A.55) pode ser simplificada para
E{γij} = 2σ2x
N∑
p=1
[HTmHm]ip
M∑
u=1
ψm(u− 1)rx(u+ j − p− 1)+
+ σ2x
N∑
l=1
[HTmHm]ll
M∑
u=1
ψm(u− 1)rx(u+ j − i− 1).
(A.57)
Como u varia de 1 aM , rx(u+j−p−1) sera´ diferente de zero para j ≤ p ≤ j+M−1,
com u = p− j + 11. Assim,
N∑
p=1
[HTmHm]ip
M∑
u=1
ψm(u−1)rx(u+j−p−1) = σ2x
j+M−1∑
p=j
[HTmHm]ipψm(p−j). (A.58)
No segundo termo de (A.57), rx(u + j − i − 1) sera´ diferente de zero para j ≤ i ≤
j +M − 1, com u = i− j + 1. Assim,
N∑
l=1
[HTmHm]ll
M∑
u=1
ψm(u− 1)rx(u+ j − i− 1) = σ2x
N∑
l=1
[HTmHm]llψm(i− j). (A.59)
Substituindo (A.58) e (A.59) em (A.57) e utilizando (A.14), tem-se
E{γij} = 2σ4x
j+M−1∑
p=j
[HTmHm]ipψm(p− j)+ → com p ≤ N
+ σ4x
N∑
l=1
[HTmHm]llψm(i− j)+ → para j ≤ i ≤ j +M − 1
= 2σ4x
j+M−1∑
p=j
[HTmHm]ipψm(p− j)+ → com p ≤ N
+ σ4xCψm(i− j)+ → para j ≤ i ≤ j +M − 1.
(A.60)
Conhecendo E{γij} e´ poss´ıvel calcular o valor de E{Γ}, por generalizac¸a˜o. Assim,
usando a definic¸a˜o de L em (3.38), verifica-se que
E{Γ} = 2σ4xHTmHmL+ σ4xCL. (A.61)
1 Note que p na˜o excede N .
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Substituindo (A.61) em (A.43) tem-se
E{z(k)zT (k)z(k)db(k)} = 2σ4xHmHTmHmLwo + σ4xCHmLwo
= 2σ4xSmwo + σ
4
xCSmwo
= σ4x(C + 2)Smwo.
(A.62)
Lembrando que Smwo = woP (eq. (3.45)), enta˜o
E{z(k)zT (k)z(k)db(k)} = σ4x(C + 2)woP . (A.63)
6. Termo E{vT (k)z(k)zT (k)z(k)zT (k)v(k)}:
Fazendo inicialmente o condicionamento em v(k) e desprezando a correlac¸a˜o entre
v(k) e z(k), tem-se
E{vT (k)z(k)zT (k)z(k)zT (k)v(k)} =
= E{E{vT (k)z(k)zT (k)z(k)zT (k)v(k)|v(k)}}
= E{vT (k)E{z(k)zT (k)z(k)zT (k)}v(k)} . (A.64)
Calculando o valor esperado interno,
E{z(k)zT (k)z(k)zT (k)} =HmE{xb(k)xTb (k)HTmHmxb(k)xTb (k)}HTm
=HmE{x[(k + 1)2m − 1]xT [(k + 1)2m − 1]HTm
×Hmx[(k + 1)2m − 1]xT [(k + 1)2m − 1]}HTm.
(A.65)
Novamente, fazendo a troca de varia´veis t = (k + 1)2m − 1,
E{z(k)zT (k)z(k)zT (k)} =HmE{x(t)xT (t)HTmHmx(t)xT (t)}HTm. (A.66)
Definindo Υ = x(t)xT (t)HTmHmx(t)x
T
b (t), Υ pode ser escrita em func¸a˜o de seus
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elementos υij.
υij =
N∑
l=1
N∑
p=1
[x(t)xT (t)]il[H
T
mHm]lp[x(t)x
T (t)]pj, (A.67)
com
[x(t)xT (t)]il = x(t− i+ 1)x(t− l + 1) (A.68)
e
[x(t)xT (t)]pj = x(t− p+ 1)x(t− j + 1) (A.69)
O valor esperado de υij e´ enta˜o dado por
E{υij} =
N∑
l=1
N∑
p=1
E{x(t− i+ 1)x(t− l + 1)[HTmHm]lpx(t− p+ 1)x(t− j + 1)}
=
N∑
l=1
N∑
p=1
[HTmHm]lpE{x(t− i+ 1)x(t− l + 1)x(t− p+ 1)x(t− j + 1)}.
(A.70)
Usando o teorema de fatorac¸a˜o dos momentos,
E{x(t− i+ 1)x(t− l + 1)x(t− p+ 1)x(t− j + 1)} =
= E{x(t− i+ 1)x(t− l + 1)}E{x(t− p+ 1)x(t− j + 1)}+
+ E{x(t− i+ 1)x(t− p+ 1)}E{x(t− l + 1)x(t− j + 1)}+
+ E{x(t− i+ 1)x(t− j + 1)}E{x(t− l + 1)x(t− p+ 1)}
= rx(l − i)rx(j − p) + rx(p− i)rx(j − l) + rx(j − i)rx(p− l) (A.71)
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e assim,
E{υij} =
N∑
l=1
N∑
p=1
[HTmHm]lprx(l − i)rx(j − p)+
+ rx(p− i)rx(j − l) + rx(j − i)rx(p− l)
=
N∑
l=1
N∑
p=1
[HTmHm]lprx(l − i)rx(j − p)+
+
N∑
l=1
N∑
p=1
[HTmHm]lprx(p− i)rx(j − l)+
+
N∑
l=1
N∑
p=1
[HTmHm]lprx(j − i)rx(p− l)
= σ4x[H
T
mHm]ij + σ
4
x[H
T
mHm]ji + σ
2
xrx(j − i)
N∑
l=1
[HTmHm]ll
= σ4x[H
T
mHm]ij + σ
4
x[H
T
mHm]ij + σ
2
xrx(j − i)tr[HTmHm]
= 2σ4x[H
T
mHm]ij + σ
2
xrx(j − i)C,
(A.72)
em que usou-se a propriedade de x(n) ser ru´ıdo branco.
E{Υ} pode enta˜o ser calculado de E{υij}:
E{Υ} = Cσ2xRxx + 2σ4xHTmHm
= Cσ4xIN + 2σ
4
xH
T
mHm
(A.73)
e (A.65) fica
E{z(k)zT (k)z(k)zT (k)} = Cσ4xHTmHm + 2σ4xHTmHmHTmHm
= (C + 2)σ4xIC .
(A.74)
Usando (A.74) em (A.64),
E{vT (k)z(k)zT (k)z(k)zT (k)v(k)} = E{vT (k)(C + 2)σ4xICv(k)}
= (C + 2)σ4xE{vT (k)v(k)}.
(A.75)
7. Termo E{z(k)zT (k)z(k)zT (k)}:
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De (A.74)
E{z(k)zT (k)z(k)zT (k)} = (C + 2)σ4xIC . (A.76)
Usando (A.2), (A.5), (A.6), (A.40), (A.63), (A.75), (A.76) e (4.11) em (4.20) tem-se
enta˜o a equac¸a˜o para E{vT (k + 1)v(k + 1)} dado pela expressa˜o (4.22).
Apeˆndice B
Simulac¸o˜es para as Respostas da
Recomendac¸a˜o ITU-T G.168
As simulac¸o˜es referentes aos modelos fornecidos na norma ITU-T G.168 [1] na˜o apre-
sentadas no Cap´ıtulo 6 sa˜o apresentadas neste apeˆndice. As simulac¸o˜es sa˜o dividadas
em duas sec¸o˜es. A Sec¸a˜o B.1 apresenta as simulac¸o˜es referentes a` comparac¸a˜o entre o
comportamento do algoritmo PHDWT-LMS e a soluc¸a˜o de Bershad e Bist. A Sec¸a˜o B.2
compara o comportamento do algoritmo PHDWT-LMS entre as parciais utilizadas da
transformada Haar.
B.1 PHDWT-LMS x Soluc¸a˜o de Bershad e Bist
A Figura B.1 mostra o modelo da resposta de eco g1 dada em [1], isso e´, a regia˜o na˜o
nula de wo1. A Figura B.2 mostra a resposta ao impulso do canal com 1024 coeficientes
formada com g1. As Figuras B.3 e B.4 mostram a resposta ao impulso wo1 transformada
pela matriz Hm e pela matriz Sm, respectivamente, com m = 2 e utilizando a wavelet
de Haar. A Figura B.5 mostra a estimac¸a˜o da localizac¸a˜o do pico por amostras do sinal
de entrada para m = 2, tanto na soluc¸a˜o proposta quanto na soluc¸a˜o de Bershad e Bist.
A Figura B.6 mostra o mesmo gra´fico da Figura B.5, pore´m com a abscissa mostrando
o nu´mero de operac¸o˜es necessa´rias na filtragem no domı´nio transformado para que cada
algoritmo encontre as estimativas da localizac¸a˜o do pico da resposta. As Figuras B.7
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e B.8 mostram o erro me´dio quadra´tico do filtro adaptativo no domı´nio temporal para
m = 2. Na Figura B.7 o MSE e´ dado pelo nu´mero de amostras do sinal de entrada, e na
Figura B.8 pelo nu´mero total de operac¸o˜es necessa´rias para cada algoritmo atingir o MSE
correspondente. A Figura B.9 mostra o desvio me´dio quadra´tico nos coeficientes do filtro
adaptativo no domı´nio transformado para m = 2 na soluc¸a˜o de Bershad e Bist, na soluc¸a˜o
proposta e a previsa˜o teo´rica dada pelo modelo estat´ıstico desenvolvido no Cap´ıtulo 4.
As Figuras B.10 a B.18 mostram as mesmas informac¸o˜es das figuras citadas acima,
pore´m para m = 3, e as Figuras B.19 a B.27 para m = 4.
As Figuras B.28 a B.162 mostram essas mesmas informac¸o˜es, pore´m, fornecidas para
as simulac¸o˜es realizadas com as resposta de canal formadas com os modelos de resposta
de eco apresentados nas primeiras figuras de cada pa´gina e com valor de m indicado nas
legendas.
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Figura B.1: Modelo g1 de [1]
0 100 200 300 400 500 600 700 800 900 1000
−0.4
−0.2
0
0.2
0.4
Coeficientes
w
o
1
Figura B.2: Resposta wo1 criada com g1
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Figura B.3: Hmwo1 para m = 2
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Figura B.4: Smwo1 para m = 2
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Figura B.5: LEP por amostra da entrada.
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Figura B.6: LEP por operac¸o˜es.
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Figura B.7: MSE por amostra da entrada.
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Figura B.8: MSE por operac¸o˜es.
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Figura B.9: Desvio me´dio quadra´tico
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Figura B.10: Modelo g1 de [1]
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Figura B.11: Resposta wo1 criada com g1
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Figura B.12: Hmwo1 para m = 3
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Figura B.13: Smwo1 para m = 3
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Figura B.14: LEP por amostra da entrada.
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Figura B.15: LEP por operac¸o˜es.
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Figura B.16: MSE por amostra da entrada.
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Figura B.17: MSE por operac¸o˜es.
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Figura B.18: Desvio me´dio quadra´tico
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Figura B.19: Modelo g1 de [1]
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Figura B.20: Resposta wo1 criada com g1
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Figura B.21: Hmwo1 para m = 4
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Figura B.22: Smwo1 para m = 4
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Figura B.23: LEP por amostra da entrada.
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Figura B.24: LEP por operac¸o˜es.
0 0.5 1 1.5 2 2.5
x 104
−70
−60
−50
−40
−30
−20
−10
0
Número de amostras da entrada
M
SE
 n
o 
do
m
ín
io
 te
m
po
ra
l (d
B)
PHDWT−LMS
[8]
Figura B.25: MSE por amostra da entrada.
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Figura B.26: MSE por operac¸o˜es.
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Figura B.27: Desvio me´dio quadra´tico
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Figura B.28: Modelo g3 de [1]
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Figura B.29: Resposta wo3 criada com g3
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Figura B.30: Hmwo3 para m = 2
50 100 150 200 250
−0.2
0
0.2
Coeficientes
S
m
w
o
3
Figura B.31: Smwo3 para m = 2
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Figura B.32: LEP por amostra da entrada.
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Figura B.33: LEP por operac¸o˜es.
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Figura B.34: MSE por amostra da entrada.
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Figura B.35: MSE por operac¸o˜es.
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Figura B.36: Desvio me´dio quadra´tico
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Figura B.37: Modelo g3 de [1]
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Figura B.38: Resposta wo3 criada com g3
20 40 60 80 100 120
−0.2
0
0.2
Coeficientes
H
m
w
o
3
Figura B.39: Hmwo3 para m = 3
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Figura B.40: Smwo3 para m = 3
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Figura B.41: LEP por amostra da entrada.
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Figura B.42: LEP por operac¸o˜es.
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Figura B.43: MSE por amostra da entrada.
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Figura B.44: MSE por operac¸o˜es.
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Figura B.45: Desvio me´dio quadra´tico
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Figura B.46: Modelo g3 de [1]
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Figura B.47: Resposta wo3 criada com g3
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Figura B.48: Hmwo3 para m = 4
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Figura B.49: Smwo3 para m = 4
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Figura B.50: LEP por amostra da entrada.
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Figura B.51: LEP por operac¸o˜es.
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Figura B.52: MSE por amostra da entrada.
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Figura B.53: MSE por operac¸o˜es.
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Figura B.54: Desvio me´dio quadra´tico
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Figura B.55: Modelo g4 de [1]
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Figura B.56: Resposta wo4 criada com g4
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Figura B.57: Hmwo4 para m = 2
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Figura B.58: Smwo4 para m = 2
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Figura B.59: LEP por amostra da entrada.
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Figura B.60: LEP por operac¸o˜es.
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Figura B.61: MSE por amostra da entrada.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 107
−70
−60
−50
−40
−30
−20
−10
0
Operações
M
SE
 n
o 
do
m
ín
io
 te
m
po
ra
l (d
B)
PHDWT−LMS
[8]
Figura B.62: MSE por operac¸o˜es.
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Figura B.63: Desvio me´dio quadra´tico
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Figura B.64: Modelo g4 de [1]
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Figura B.65: Resposta wo4 criada com g4
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Figura B.66: Hmwo4 para m = 3
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Figura B.67: Smwo4 para m = 3
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Figura B.68: LEP por amostra da entrada.
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Figura B.69: LEP por operac¸o˜es.
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Figura B.70: MSE por amostra da entrada.
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Figura B.71: MSE por operac¸o˜es.
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Figura B.72: Desvio me´dio quadra´tico
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Figura B.73: Modelo g4 de [1]
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Figura B.74: Resposta wo4 criada com g4
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Figura B.75: Hmwo4 para m = 4
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Figura B.76: Smwo4 para m = 4
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Figura B.77: LEP por amostra da entrada.
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Figura B.78: LEP por operac¸o˜es.
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Figura B.79: MSE por amostra da entrada.
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Figura B.80: MSE por operac¸o˜es.
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Figura B.81: Desvio me´dio quadra´tico
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Figura B.82: Modelo g5 de [1]
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Figura B.83: Resposta wo5 criada com g5
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Figura B.84: Hmwo5 para m = 2
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Figura B.85: Smwo5 para m = 2
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Figura B.86: LEP por amostra da entrada.
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Figura B.87: LEP por operac¸o˜es.
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Figura B.88: MSE por amostra da entrada.
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Figura B.89: MSE por operac¸o˜es.
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Figura B.90: Desvio me´dio quadra´tico
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Figura B.91: Modelo g5 de [1]
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Figura B.92: Resposta wo5 criada com g5
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Figura B.93: Hmwo5 para m = 3
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Figura B.94: Smwo5 para m = 3
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Figura B.95: LEP por amostra da entrada.
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Figura B.96: LEP por operac¸o˜es.
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Figura B.97: MSE por amostra da entrada.
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Figura B.98: MSE por operac¸o˜es.
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Figura B.99: Desvio me´dio quadra´tico
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Figura B.100: Modelo g5 de [1]
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Figura B.101: Resposta wo5 criada com g5
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Figura B.102: Hmwo5 para m = 4
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Figura B.103: Smwo5 para m = 4
0 500 1000 1500 2000 2500
200
250
300
350
400
450
500
550
600
Número de amostras da entrada
Lo
ca
liz
aç
ão
 e
st
im
ad
a 
do
 p
ico
PHDWT−LMS
[8]
Figura B.104: LEP por amostra da entrada.
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Figura B.105: LEP por operac¸o˜es.
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Figura B.106: MSE por amostra da en-
trada.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 107
−70
−60
−50
−40
−30
−20
−10
0
Operações
M
SE
 n
o 
do
m
ín
io
 te
m
po
ra
l (d
B)
PHDWT−LMS
[8]
Figura B.107: MSE por operac¸o˜es.
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Figura B.108: Desvio me´dio quadra´tico
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Figura B.109: Modelo g6 de [1]
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Figura B.110: Resposta wo6 criada com g6
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Figura B.111: Hmwo6 para m = 2
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Figura B.112: Smwo6 para m = 2
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Figura B.113: LEP por amostra da entrada.
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Figura B.114: LEP por operac¸o˜es.
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Figura B.115: MSE por amostra da en-
trada.
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Figura B.116: MSE por operac¸o˜es.
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Figura B.117: Desvio me´dio quadra´tico
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Figura B.118: Modelo g6 de [1]
0 100 200 300 400 500 600 700 800 900 1000
−0.4
−0.2
0
0.2
0.4
Coeficientes
w
o
6
Figura B.119: Resposta wo6 criada com g6
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Figura B.120: Hmwo6 para m = 3
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Figura B.121: Smwo6 para m = 3
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Figura B.122: LEP por amostra da entrada.
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Figura B.123: LEP por operac¸o˜es.
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Figura B.124: MSE por amostra da en-
trada.
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Figura B.125: MSE por operac¸o˜es.
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Figura B.126: Desvio me´dio quadra´tico
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Figura B.127: Modelo g6 de [1]
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Figura B.128: Resposta wo6 criada com g6
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Figura B.129: Hmwo6 para m = 4
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Figura B.130: Smwo6 para m = 4
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Figura B.131: LEP por amostra da entrada.
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Figura B.132: LEP por operac¸o˜es.
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Figura B.133: MSE por amostra da en-
trada.
0 0.5 1 1.5 2 2.5
x 107
−70
−60
−50
−40
−30
−20
−10
0
Operações
M
SE
 n
o 
do
m
ín
io
 te
m
po
ra
l (d
B)
PHDWT−LMS
[8]
Figura B.134: MSE por operac¸o˜es.
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Figura B.136: Modelo g8 de [1]
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Figura B.137: Resposta wo8 criada com g8
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Figura B.138: Hmwo8 para m = 2
50 100 150 200 250
−0.2
−0.1
0
0.1
0.2
Coeficientes
S
m
w
o
8
Figura B.139: Smwo8 para m = 2
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Figura B.140: LEP por amostra da entrada.
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Figura B.141: LEP por operac¸o˜es.
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Figura B.142: MSE por amostra da en-
trada.
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Figura B.143: MSE por operac¸o˜es.
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Figura B.144: Desvio me´dio quadra´tico
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Figura B.145: Modelo g8 de [1]
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Figura B.146: Resposta wo8 criada com g8
20 40 60 80 100 120
−0.2
−0.1
0
0.1
0.2
Coeficientes
H
m
w
o
8
Figura B.147: Hmwo8 para m = 3
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Figura B.148: Smwo8 para m = 3
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Figura B.149: LEP por amostra da entrada.
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Figura B.150: LEP por operac¸o˜es.
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Figura B.151: MSE por amostra da en-
trada.
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Figura B.152: MSE por operac¸o˜es.
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Figura B.153: Desvio me´dio quadra´tico
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Figura B.154: Modelo g8 de [1]
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Figura B.155: Resposta wo8 criada com g8
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Figura B.156: Hmwo8 para m = 4
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Figura B.157: Smwo8 para m = 4
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Figura B.158: LEP por amostra da entrada.
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Figura B.159: LEP por operac¸o˜es.
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Figura B.160: MSE por amostra da en-
trada.
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Figura B.161: MSE por operac¸o˜es.
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Modelo
Figura B.162: Desvio me´dio quadra´tico
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B.2 PHDWT-LMS para m = 2, 3 e 4
A Figura B.163 mostra o modelo da resposta de eco g2 dada em [1], isso e´, a regia˜o na˜o
nula de wo1. A Figura B.164 mostra a resposta ao impulso do canal com 1024 coeficientes
formada com g2. As Figuras B.165, B.166 e B.167 mostram a resposta ao impulso wo1
transformada pela matriz Sm, com m = 2, 3 e 4 respectivamente. A Figura B.168 mostra
a estimac¸a˜o da localizac¸a˜o do pico por amostras do sinal de entrada para m = 2, 3 e 4.
A Figura B.169 mostra a estimac¸a˜o da localizac¸a˜o do pico por operac¸o˜es necessa´rias para
encontrar as respectivas estimativas na soluc¸a˜o proposta com m = 2, 3 e 4. A Figura
B.170 mostra o erro me´dio quadra´tico por amostras do sinal de entrada para m = 2, 3 e
4. A Figura B.171 mostra o mesmo gra´fico que a Figura B.170 so´ que agora o eixo das
abscissas representa o nu´mero de operac¸o˜es necessa´rias para a soluc¸a˜o proposta encontrar
os erros me´dio quadra´ticos com m = 2, 3 e 4. A Figura B.172 mostra o desvio me´dio
quadra´tico por amostras do sinal de entrada para m = 2, 3 e 4.
As Figuras B.173 a B.222 mostram as mesmas informac¸o˜es das figuras citadas, pore´m
para as respostas de canal formadas com os modelos de resposta de eco apresentados nas
figuras iniciais de cada pa´gina.
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Figura B.163: Modelo g1 de [1]
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Figura B.164: Modelo wo1 de [1]
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Figura B.165: Smwo1 para m = 2
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Figura B.166: Smwo1 para m = 3
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Figura B.167: Smwo1 para m = 4.
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Figura B.168: LEP por amostras da en-
trada.
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Figura B.169: LEP por operac¸o˜es.
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Figura B.170: MSE por amostras da en-
trada.
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Figura B.171: MSE por operac¸o˜es.
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Figura B.172: MSD por amostra da en-
trada.
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Figura B.173: Modelo g3 de [1]
0 100 200 300 400 500 600 700 800 900 1000
−0.2
−0.1
0
0.1
0.2
Coeficientes
w
o
3
Figura B.174: Modelo wo3 de [1]
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Figura B.175: Smwo3 para m = 2
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Figura B.176: Smwo3 para m = 3
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Figura B.177: Smwo3 para m = 4.
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Figura B.178: LEP por amostras da en-
trada.
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Figura B.179: LEP por operac¸o˜es.
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Figura B.180: MSE por amostras da en-
trada.
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Figura B.181: MSE por operac¸o˜es.
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Figura B.182: MSD por amostra da en-
trada.
B. Simulac¸o˜es para as Respostas da Recomendac¸a˜o ITU-T G.168 144
0 20 40 60 80 100 120
−0.2
0
0.2
Coeficientes
g
4
Figura B.183: Modelo g4 de [1]
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Figura B.184: Modelo wo4 de [1]
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Figura B.185: Smwo4 para m = 2
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Figura B.186: Smwo4 para m = 3
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Figura B.187: Smwo4 para m = 4.
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Figura B.188: LEP por amostras da en-
trada.
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Figura B.189: LEP por operac¸o˜es.
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Figura B.190: MSE por amostras da en-
trada.
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Figura B.191: MSE por operac¸o˜es.
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Figura B.192: MSD por amostra da en-
trada.
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Figura B.193: Modelo g5 de [1]
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Figura B.194: Modelo wo5 de [1]
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Figura B.195: Smwo5 para m = 2
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Figura B.196: Smwo5 para m = 3
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Figura B.197: Smwo5 para m = 4.
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Figura B.198: LEP por amostras da en-
trada.
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Figura B.199: LEP por operac¸o˜es.
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Figura B.200: MSE por amostras da en-
trada.
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Figura B.201: MSE por operac¸o˜es.
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Figura B.202: MSD por amostra da en-
trada.
B. Simulac¸o˜es para as Respostas da Recomendac¸a˜o ITU-T G.168 146
0 20 40 60 80 100 120
−0.4
−0.2
0
0.2
0.4
Coeficientes
g
6
Figura B.203: Modelo g6 de [1]
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Figura B.204: Modelo wo6 de [1]
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Figura B.205: Smwo6 para m = 2
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Figura B.206: Smwo6 para m = 3
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Figura B.207: Smwo6 para m = 4.
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Figura B.208: LEP por amostras da en-
trada.
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Figura B.209: LEP por operac¸o˜es.
0 0.5 1 1.5 2 2.5
x 104
−70
−60
−50
−40
−30
−20
−10
0
Amostras da entrada
M
SE
 n
o 
do
m
ín
io
 te
m
po
ra
l (d
B)
m=2
m=3
m=4
Figura B.210: MSE por amostras da en-
trada.
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Figura B.211: MSE por operac¸o˜es.
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Figura B.212: MSD por amostra da en-
trada.
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Figura B.213: Modelo g8 de [1]
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Figura B.214: Modelo wo8 de [1]
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Figura B.215: Smwo8 para m = 2
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Figura B.216: Smwo8 para m = 3
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Figura B.217: Smwo8 para m = 4.
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Figura B.218: LEP por amostras da en-
trada.
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Figura B.219: LEP por operac¸o˜es.
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Figura B.220: MSE por amostras da en-
trada.
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Figura B.221: MSE por operac¸o˜es.
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Figura B.222: MSD por amostra da en-
trada.
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