In this paper we propose practical algorithms for solving the nonlinear minimum cost network flow problem which has many fields of application such as production-distribution systems, pipe network systems, and communication systems. Here we assume that the problem is defmed on an open subset of the affine subspace corresponding to the flow conservation equations. This assumption offers great flexibility in choosing a basis to represent feasible solutions, and the conventional capacitated network flow problems can be put into this framework by exploiting an interior penalty function technique. The algorithms proposed in this paper belong to the class of feasible descent methods which successively generate search directions based on the idea of Newton method. We give some practical strategies of determining search directions which approximate solutions of Newton equations.
algorithms.
Problem
In this section, we formally state the problem and make some assumptions which are the same as those in [10] .
Consider a connected directed graph G = (V,E) consisting of a set of nodes V = {1,2, ... , m} and a set of arcs E = {I, 2, ... , n}. For each arc j E E, let t(j) and h(j) denote its "from" node (or tail) and its "to" node (0J' head), respectively. In the following, we consider the nonlinear minimum cost network flow problem We shall make the following assumptions on the cost function h associated with each arc j E E:
(a) The domain of h is an open interval (lj, Uj), and h(Xj) too if Xj llj or Xj i Uj.
(b) h is twice continuously difl'erentiable and fj'( X j) > 0 on its domain.
Step 3: Carry out line search to determine a steplength a > 0 such that f(x + ap) < f(x). Set x := x + ap.
Step 4: If a convergence criterion is satisfied, terminate. Otherwise go to Step 2. Note that the sequence of points {xk} generated by this algorithm is always contained in the feasible region. Since the domain of the cost function f is an open set, there surely exists a steplength a > 0 such that f(3: + ap) < f(x) for any search direction p satisfying the condition in Step 2. Therefore the sequence of the cost function values {f(xk)} decreases monotonically.
Strictly speaking, we cannot guarantee convergence to an optimal solution theoretically under only the conditions in Steps 2 and 3 of the above algorithm. But under assumption (a) on the cost function, problem (2.2) is essentially equivalent to an unconstrained minimization problem in a subs pace of smaller dimension. Thus we may extend a convergence theorem of unconstrained descent methods (Fletcher [9] , Polak [20] ) to the present algorithm for solving problem (2.2).
However we will not pursue this theoretical issue any more, because the chief aim of this paper is to show how the above algorithm spcialized to the network problems performs practically.
In
Step 1 of the algorithm, we have to find an initial feasible solution. To get such a solution,
we may apply a method analogous to the so-called Big M method in linear programming (Bazarra and Jarvis [3] ). This method has been used in Fukushima et al. [lO] and is given in Appendix 1.
(An alternative way of obtaining an initial feasible solution may be to find a basic feasible solution of the system Ax = b, lj + f ~ Xj ~ Uj -f, for sufficiently small f > 0, using a combinatorial strategy [16, pp.244-248].)
There can be a number of ways of obtaining search directions satisfying the conditions of Step 2. Here we adopt a Newton-like method which will be described in detail in the next section. As for the line search in Step 3, we use a practical algorithm of Armijo type (Polak [20] ), which is also described in Appendix 2. (4.9)
Search Directions
Hence the search direction P thus obtained is a descent direction of the cost function f at x. Also it is obvious from (4.4) that P is a feasible direction. Therefore the search direction P satisfies the two conditions in Step 2 of the algorithm described in the previous section.
Note that in (4.4) and (4. 
It is ensured in a similar way to (4.9) that the search direction P obtained from (4.10) together with (4.4) satisfies the two conditions in Step 2 of the basic algorithm.
(ii) Substituting diag H for H: The approximation used in (i) completely loses the HB part of the second order information on the cost function. Here, in order to take into account an effect of H B,
we incorporate the diagonal elements of the second term on the right hand side of (4.6) (Dembo and Klincewicz [7] showing that qj is the vector whose ith element is 1 or -1 if basic arc i is used to represent nonbasic arc j, and zero otherwise (Bazarra and Jarvis [3] ). Using Q, we rewrite (4.6) as from which the diagonal elements Djj of H are given by Thus, we obtain the formula
where S(j) is the set of the basic arcs which constitute the cycle connecting the "from" and "to" nodes of the nonbasic arc j (Dembo and Klincewkz [7)).
(Hi) Solving (4.8) by the conjugate gradient (CG) method: We apply the preconditioned conjugate gradient (PCG) method to solve (4.8) (Dembo [6] , Klincewicz [17) ). When we use the CG method, the rate of convergence depends highly upon the distribution of eigenvalues of the coefficient matrix H. In this respect, it is practically useful to transform (4.8) by utilizing a preconditioning matrix so that the coefficient matrix of the preconditioned equation has as many unit eigenvalues as possible (Gill et al.[12] ). Here we use the diagonal matrix D given in (ii) as a preconditioning matrix.
In the CG method, the matrix H appears only in a matrix-vector product of the form where y is some vector. The first term on the right hand side is computed trivially. The complicated second term can be calculated efficiently without any additional storage by making use ofthe special structure of the basis B.
When the CG method is incorporated in the basic algorithm, it may be useful to terminate the CG iterations by taking into account a discrepancy between the current solution x and the optimal solution of problem (2.2). This idea is based on the observation (Dembo and Steihaug [8] ) that, when far from the solution, it is not justified to solve equation (4.8) exactly with much computational eftort.
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Basis Update
In the previous section, we discussed ways of determining a search direction p by solving the equation (4.8) with H being replaced by a diagonal matrix. The validity of this substitution depends upon whether the second term on the right hand side of (4.6) is sufficiently smaller than the first term. In other words, the strategies (i) and (ii) described in Section 4 are considered reasonable if the elements of HH are much smaller than those of HN.
In network problems, a basis corresponds to a spanning tree of the graph (Bazarra and Jarvis [3] , Kennington and Helgason [16] ). Thus we may determine a "desirable" basis by constructing a minimum spanning tree of graph G in which the weight Wj of arc j is given by fj'(xj).
In the context of solving problem (2.2) iteratively, we have to successively obtain such desirable trees in G where the weights of arcs vary as the iteration proceeds. Therefore, it seems practical to find a minimum spanning tree by partially modifying the tree that was used at the previous iteration. In fact, in the later stage of the iterations, it is expected that the number of basic arcs to be exchanged is relatively small, since the weights of arcs will be close to those at the previous iteration. So it may be advantageous to use such an updating procedure, instead of finding a minimum spanning tree from scratch at each iteration by using minimum spanning tree algorithms available in the literature (lri et a1. [14] , Papadimitriou and Steiglitz [19] ).
Such a procedure of updating a minimum spanning tree may be constructed on the basis of cut sets or circuits of graph G.
Procedure Based on Cutsets
Given a tree T of graph G and arc k E T, we define a cutset C*(E -Tlk) by
where VI and V 2 denote the sets of nodes in the connected components of T with arc k removed (lri et a1. [14] ).
We present a procedure based on the idea that basic arcs with larger weight should have higher priority of leaving the basis. This procedure, which is an improvement of the one given 
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Now we explicitly state the basis updating procedure based on the cutsets.
Procedure CS
Input: A connected directed graph G = (V, E), a spanning tree T of G, and arc weights Wj.
Output: The minimum spanning tree T* of G.
begin 'Ili :=: max {wjlj ET}, !Q.:= min {wjlj E E -T}, The validity of this procedure can be ascertajned as follows: At each iteration, either arc k is judged to remain in T because it has the minimum weight in the cutset C*(E -Tlk), or the arc of minimum weight other than arc k in C*(E -Tlk) enters T in place of arc k. In any case, Proposition 1 guarantees that the arc which is decided to be included in T constitutes an arc of the minimum spanning tree T*.
In the computational experience to be reported in the next section, we try two ways of implementing procedure CS as a subroutine of the basic algorithm. First one is to carry out the procedure completely at every iteration of the basic algorithm. The second is to truncate the procedure after examining a certain number of cutsets, except on some predetermined iterations where the procedure is executed completely. In the second method, we cannot necessarily get a
minimun spanning tree, but this modification may offer significant saving of computational effort.
Procedure Based on Circuits
When a nonbasic arc s is a.dded to a basis tree T of graph G, a cycle is determined uniquely.
We define the circuit C(Tls) as the set of those arcs which are contained in this cycle (Iri et al. [14] ).
The procedure presented here is based on the idea that such nonbasic arcs with smaller weight should have higher priority of entering the basis. This procedure checks a list of nonba.~ic arcs by ascertaining the property stated in the next proposition. Output: The minimum spanning tree T* of G. In the previous section, we mentioned the possibility that the basic algorithm incorporates incomplete implE!mentation of procedure CS, which allows partial examination of the set of cutsets. By analogy, it may appear that such modification is also applicable to procedure CC. The computational experience has revealed, however, that it does not lead to any favorable result. This is because, unlik.~ the truncated versions of procedure CS, truncated versions of procedure CC are very likely to fail to let some arcs with extremely large weight leave the basis tree. In this case, the computed directions will completely differ from the Newton directions and the computational efficiency of the ,algorithm will be seriously affected.
Computational Results
We have conducted numerical experiments with the proposed algorithms for several test. prob- 
Test Problems
For the test. problems, we used lattice networks as shown in Fig. 1 , where the nodes in the left-most column are supply nodes (bi > 0), the nodes in the right-most column are demand nodes where r is the optimal value of the test problem. Since the true value of r is unknown, we substitute for r an estimate of r obtained by the Frank-Wolfe method. More precisely, since the Frank-Wolfe method generates a sequence of lower bounds converging to the optimum value, r is replaced by its lower bound which is obtained by running the Frank-Wolfe method for sufficiently long time, Le., 5 minutes for problems (1) and (2), and 15 minutes for problems (3) and (4).
Results
The basic algorithm has been applied to each test problem using various direction finding strategies and basis updating procedures, that are described in Sections 4 and 5, respectively. The
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In order to help more intuitive understanding, the details of CPU time for problem (4) are also illustrated in Fig. 2 .
In what follows, we first appraise basis updating procedures CS and CC, and then compare direction finding strategies (i), (ii) and (Hi). As far as procedure CS is concerned, as TRUNC becomes large, the number of basis updates decreases and accordingly less CPU time is required for basis updates. Also, in many cases, the time saved in basis updates is almost equal to the reduction in the total running time. In particular, the running time of the algorithm using CS with large TRUNC is often comparable to that of the algorithm using CC. However, it can also happen that large TRUNC causes a considerable increase in the total number of iterations, because the search directions may significantly deviate from Newton directions during a fairly large number of iterations. In fact, Tables l(i), l(ii), 2(i) and 2(ii) show that for problems (1) and (2), the algorithm with CS(TRUNC = 30) could not get through with phase I, namely, could not obtain an initial feasible solution.
Note that the lattice network of Fig. 1 is sparse because the number of arcs is of the same order as the number of nodes. For a sparse network, the set J N of non basic arcs that can be neglected in the search for an entering arc in general consists of a rather large portion of the entire set of nonbasic arcs, compared with dense networks such as the complete graphs. Therefore, the idea of updating the basis tree seems to work more effectively for dense networks. In fact, Fukushima et al.[ll] have recently proposed a modification of procedure CC and have shown by computational experiments that dense graphs are more amenable to updating minimum spanning trees than sparse graphs.
Comparison of Direction Finding Strategies
The algorithm with strategy (i) usually requires a fairly large number of iterations to reach the level of accuracy 0.1% from the level of 1%. In particular, the examples shown in Table 2 
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The algorithm with strategy (ii) generally requires far less iterations to attain the level of accuracy 0.1% from the level of 1%, compared with the algorithm with strategy (i). Moerovl'r, the decrease in total number of iterations well compensates for the increase in CPU time to compute search directions. Also, the number of iterations is not affected by the change of TRUNC, and hence strategy (ii) is regarded as more stable than strategy (i). These advantages of strategy
(ii) seem to result from the fact that it produces search directions which approximate Newton directions satisfactorily. 
Concluding Remarks
We have presented interior methods for nonlinear minimum cost network flow problems. The problem treated here is defined on an open subset relative to the subspace associated with the flow conservation equations. Exploiting this feature, the proposed algorithms have great flexibility in the choice of a basis, and this point distinguishes the proposed algorithms from those which have ever been developed. Based on Newton's method, we have proposed some practical strategies of determining search directions. We have also presented procedures of maintaining a desirable basis, which constructs a minimum spanning tree from an arbitrary tree. Numerical results reported in Section 6 indicate that the proposed algorithms are practically effective.
Although we have assumed the problem to have a separable cost function, it may be possible to modify the proposed algorithms so as to deal with problems with a nonseparable cost function.
In fact, if the cost function has a positive definite Hessian matrix, we may directly apply the algorithms by using only the diagonal part of the Hessian matrix since it is also positive definite.
Appendix 1. Finding an Initial Feasible Solution
Step 1 of the basic algorithm described in Section 3, we must obtain a feasible solution as an initial point. We apply an algorithm similar to the Big M method in linear programming (Bazarra and Jarvis [3] , Fukushima et al.[lO] ).
To begin with, we introduce an artificial node m+ 1 with zero requirement into graph C. In the computational experiments in Section 6, we set M = 10 9 and IJ.j = 10-9 for all j.
With respect to problem (A.I), we can determine an initial basis (an initial spanning tree of G) by selecting the newly introduced artificial arcs. Though 
Appendix 2. Line Search
Step 3 of the basic algorithm, given a search direction p at the current iterate x, we have to find a new iterate x + ap having a smaller function value. Since the domain of the cost function consists of the intervals (lj, Uj), j E E, the maximum steplength 0> 0 is given by 0= sup{allj < Xj + apj < uj,j E E}.
The following procedure determines a steplength using Armijo rule (Polak [19] ).
Step 1: Choose a sufficiently small £ > 0 and a constant -y E (0,1). Calculate the maximum steplength 0, and set 01 := (1 -£)0.
Step 2: If f(x + ap) < f(x), then terminate with steplength 01.
Step 3: Set 01 := -ya, and go to Step 2.
Because p is a descent direction of the cost function f at x as shown in Section 4, we can determine in a finite number of iterations such a positive a that satisfies f(x + ap) < f(x). The above algorithm uses two parameters f and -y. In the computational experiments report.ed in Section 6, we set f = 10-10 and -y = 0.5.
