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Abstract : Deep Autoencoding Gaussian Mixture Model (DAGMM) 7) is a deep-learning-based anomaly
detection method: unlike previous anomaly detection methods, it can be used to model high-dimensional
vectors in low-dimensions. DAGMM is unsupervised: it does not require any supervision for anomalies.
Instead, from the given set of high-dimensional feature vectors, DAGMM method jointly learns how to express
the vectors in low dimensions and how to cluster the vectors in low dimensions. Outliers are automatically
identified as vectors distant from any of the cluster centers. This feature is beneficial for quickly prototyping
demonstration systems because it does not require any supervision. In this study, we show that bachelor students
















































































学習モデルである．再構成したベクトルを ®𝑥 ′ = 𝑔(®𝑧𝑐; 𝜃𝑑)
とし，低次元表現を ®𝑧𝑐 = ℎ(®𝑥; 𝜃𝑒)とする．再構成したベ
クトルと元の入力の近さを測る関数を ®𝑧𝑟 = 𝑓 (®𝑥, ®𝑥 ′)とす
る．ここで，この近さとしては複数の関数が利用できる．
DAGMMの特徴は，低次元表現と再構成の誤差をつなげ




スタ数，𝑁 はデータの数，MLNはMulti Layer Network
の略である．また，クラスタ 𝑘 の混合係数は式 2，平均
と分散共分散行列は式 3となる．



















これは，直感的には，𝑘 番目のクラスタの中心 ?̂?𝑘 から











− 12 (®𝑧 − ?̂?𝑘 )

















































各小説に対して，𝑘 = 2の DAGMMを適用し，2次元
で可視化した結果が図 1である．𝑘 = 2とした理由は，異














































































図8のクラスタは約 𝑦 = 0軸を境界として右側がセリ
フ，左側がそれ以外のクラスタとなる．
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図 9: 八男って、それはないでしょう！

















表 3: 異常度の高い文例．Extensive Reading Central より文例
を引用．
異常度 文例
9.156665 Well, if you are one of these people, try to
get through this thought.
4.7371583 You see, this is a problem that you will go
through one way or the other.
2.2981603 It can happen to teachers.
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