Abstract-Motivated by a number of potential applications for a high data-density barcode that can be easily photographed and decoded by mobile phones, this paper presents the design of a new colour high data-density two-dimensional barcode symbology. The new symbology is designed to exploit the low-pass characteristic of a camera phone channel, and encodes information in the spatial Discrete Cosine Transform domain. A water-filling process and a noise-shaping algorithm enhance performance, while a new fast acquisition method allows for rotational and size invariance. An outer Accumulate-Repeat-Accumulate code is employed, followed by an inner Reed Muller code with a rate varying according to spatial frequency. The final barcode data-density is 3.5 times greater than the leading symbology and has proven robust to various impairments imposed by camera phones.
I. INTRODUCTION
Unlike one-dimensional barcodes such as the Universal Product Code (UPC), which encode a number in a series of bars to link an item to a database entry, two-dimensional (2D) barcodes contain all the information about the subject with encoding done along both spatial axes.
There are several potential applications for a high data density 2D barcode that can be easily photographed and decoded by mobile phones. Given that camera phones have become ubiquitous, barcode applications in marketing, wireless ticketing and product labelling have the potential to reach a global audience and penetrate new markets.
It was hypothesized that a more robust and data-dense symbology could be developed by approaching the barcode design process from a communications perspective as opposed to using a matrix of basic shapes (see Fig. 1 for some existent 2D barcodes). By modeling and analyzing the distortion imposed on a barcode by phone photography, a new 2D (colour) barcode was developed to achieve a high data density, robustness to the channel, and a practical software implementation for mobile phone processors (Fig. 2) . [2] , High-Capacity Color Barcode (HCCB) by Microsoft [3] II. CHANNEL MODELING In order to design a symbology appropriate for the wireless optical camera phone channel, a reasonable channel model is Fig. 3 , the transmitter is either an LCD/CRT display (source light) or a printed surface (reflected light) and the receiver is a camera phone. The LCD display was chosen to be the transmitter of study; it is expected results will apply to printed surfaces and that reflective transmissions will yield higher performance (holding all other factors equal). The sources of distortion and noise in the channel were identified and modelled mathematically as follows:
• Transmitter non-linearities (specific to LCD and CRT display transmissions); • Geometrical warping due to camera angle (a rotation in three dimensions followed by a perspective projection); • Background lighting;
• Lens Distortion including lens point spread function (PSF), defocus blur and motion blur; • CMOS image sensor distortion including sampling, Bayer GRBG colour filtering, dynamic range limits, sources of fixed pattern and temporal noise, and pixel cross-talk; • Camera image processing including gamma correction and automatic white balance (gray-world assumption);
• Additive White Gaussian Noise (AWGN); and • JPEG compression. The final channel model is expressed as:
where • denotes the composition of functions (i.e., (C • D)(·) = C(D(·))) and:
W denotes the geometrical transformation (warp) applied to the barcode image corresponding to camera orientation such that W maps f (x, y) to f w (i, j); v denotes the point spread function (PSF) of the channel ( * represents convolution); D denotes the CMOS sensor function made up of two parts: 1) a sensor PSF and sampling function and 2) a nonlinear response to light with colour cross-talk; C denotes the processing applied by the camera software including gamma correction [4] and automatic white balance; n denotes additive white Gaussian noise (AWGN); and J denotes the automatic JPEG compression.
The overall channel model has a low-pass characteristic due to several components. The PSF (or impulse response) of a lens is effectively a 2D low-pass filter in the spatial domain; blurring effects, such as defocus and motion blur, sensor sampling, and JPEG compression also act as low-pass filters (LPF) in the spatial domain. As a result, the camera phone channel eliminates high spatial frequencies.
Once the mathematical model was established, a corresponding Matlab channel simulator was built, which provided the capability to calculate mutual information and compare various processing and coding techniques. Because the channel model expressed in the spatial domain cannot be easily represented in the frequency domain due to non-linearities such as the perspective projection, mutual information for frequencyencoded symbologies could not be calculated mathematically; therefore, estimation using simulations was performed.
III. SIMULATION AND ITERATIVE DESIGN PROCESS
To validate the simulator and tune the parameters to accurately represent a true mobile phone channel, a 2 megapixel (MP) Motorola MOTOROKR E6/E6e phone was used. Photographs of an LCD monitor were taken with the phone and histogram mapping and colour tuning were used to adjust the simulator accordingly.
Given the inherent low-pass characteristic of the channel, it was hypothesized that a spatially discrete multi-tone modulation (SDMT) encoding approach, with data loaded into low frequency regions, would be suitable. The Granite Code, a symbology developed at the University of Toronto by S. Gupta and F. Kschischang, was designed for robustness to LPF channels using an Orthogonal Frequency Division Modulation (OFDM) approach [5] . While the Granite Code is specified to be photographed by an imaging device at an orthographic angle, which is not practical for mobile phone applications, it was chosen as a good starting point for a new barcode design.
Using channel simulation to perform benchmark testing, the Granite Code was modified to encode data in the Discrete Cosine Transform (DCT) domain and to encode data in all three colour image planes: Red (R), Green (G), and Blue (B). The final design is thus an RGB-DCT symbology and was further developed with various processing and coding techniques.
IV. PROCESSING
To overcome channel distortions, digital image processing is applied at the transmitter and receiver. All processing techniques were developed based on theory and further tested using the simulator using a comparative analysis.
Prior to transmission, an iterative noise-shaping algorithm is applied to reduce clipping noise in low frequency regions. Coloured bulls-eye fiducials are applied to the four corners of the barcode (see Fig. 2 ) to aid in acquisition and, for LCD and CRT transmissions, a gamma curve is applied to compensate for transmitter non-linearities.
At the receiver, a fast coarse acquisition is performed to locate the barcode in the photograph. A matched filter with two thin rings is applied to the image. The rings are thinner than the fiducial rings, allowing for acquisition with one fixedsize filter capable of acquisition regardless of the relative size barcode with respect to the size of the photograph. Once the four corners have been located, a fine acquisition is performed to improve precision.
Using the four corners as reference points, a perspective correction algorithm is applied to the barcode. A nonhomogeneous plane-to-plane homography approach is taken with bilinear interpolation used to construct the corrected barcode. Gamma correction and spatial domain gain adjustments are made prior to the inverse DCT being performed. In the DCT domain, frequency gain adjustments are made according to an unbiased estimator calculated based on radial frequency region (such regions are described further in Section V) [6] .
Other processing techniques tested, such as contrast adjustments and colour correction, provided little benefit and were discarded.
Once the processing techniques were established, capacity was estimated for each RGB colour plane using a 400 × 400 pixel barcode with bits encoded only in the lowest frequency bins. Fig. 4 represents the capacity in graphical form. Horizontal and vertical frequencies are plotted along the two axes from 0 to 210 (there were no bits encoded in the higher frequency bins 211-400). It can be seen that capacity per bin decreases with radial distance from DC (i.e. the zeroth frequency component in the top left-hand corner of the graphical image).
The green channel had an overall higher capacity than the blue and red channels, which was expected due to the Bayer colour filter and the JPEG compression [7] , [8] . Adding all bin capacities in the three colour planes led to a conservative capacity estimate of 51,623 bits (6.5 KB).
V. SPATIAL MODULATION AND CODING
Modulation and coding schemes were developed based on the channel characteristics. The green plane is modulated and coded separately from the red and blue planes. Pulse amplitude modulation (PAM) is used, as it is the natural In order to adjust to the varying capacity per DCT bin throughout the barcode image, bits are loaded according to radial regions, represented by a minimum and a maximum radius. The number of bits per symbol varies from 3 to 1. A water-filling is algorithm is used to allocate more power to higher capacity bins [6] , [9] .
At the receiver, the demodulator assigns a log-likelihood ratio (LLR) to each bit per region and feeds the outputs per region to the inner decoder.
A. Reed-Muller Inner Code
An r th order (r, m) Reed Muller code is the set of all binary vectors of length 2 m associated with the Boolean polynomials p (x 1 , x 2 , ..., x m ) of degree less than or equal to r [10] . First order Reed Muller codes are (2 m , k, 2 m−1 codes, where k = m + 1.
To take advantage of the efficient maximum a-posteriori decoding method of Ashikhmin and Litsyn [11] , a systematic first-order Reed Muller code was used; therefore k information bits are transmitted in addition to 2 m − k parity bits. The codewords are chosen such that they form the columns (or the complements of the columns) of a 2 m × 2 m Hadamard matrix, expressed as
with −1s replaced by 0s. The MAP decoding method calculates the LLRs for each transmitted code bit using a Fast Hadamard Transform (FHT) algorithm [6] , [11] . Because the RM code employed is systematic, the embedded information bit LLRs are then obtained immediately, providing highly efficient decoding.
The inner Reed-Muller rates vary from 1 to 9/256 across the same radial frequency regions used for modulation. (For rate-1 regions, no code is applied.) Soft input soft output (SISO) decoding is performed at the receiver by radial region to achieve one output stream of evenly-distributed LLRs to the outer decoder.
B. ARA Outer Code
A rate 1/2 systematic, irregular, multi-edge-type ARA code by Abbasfar et al. is employed. The general encoder structure for the family of ARA codes is illustrated in Fig. 7 . A portion of the input bits is not passed through the precoding accumulator due to more puncturing of the inner accumulator. This allows for the iterative decoding to start-a technique called doping [12] , [13] . Due to the multi-edge nature of the ARA code, the interleaving is done using six dithered golden interleavers (by Crozier et al. [14] ), one for each edge class between the repetition 3 and the punctured accumulator. The interleaving strategy is a critical factor; managing the edge classes with multiple interleavers crucial to achieving high performance.
SISO maximum a posteriori (MAP) decoding is performed with decoding terminated at 30 iterations or for a valid codeword.
VI. FINAL DESIGN AND CONCLUSIONS
The final 404 × 404 pixel RGB DCT barcode design is displayed in Fig. 2 with fiducials 31 pixels in diameter and a 2-pixel wide gray buffering border. The data density is 0.285 bits/pixel (5.8 KB) when using an LCD transmitter and a 2 MP camera phone receiver. At this density, the barcode was successfully decoded under the worst channels in the range of acceptable parameters. The design can easily be extended to different sized barcodes; the 404 × 404 version is simply an example of what can be achieved.
The total estimated complexity is 2.07 × 10 8 arithmetic computations (plus some overhead), corresponding to ≈ 4.16 seconds on a 400 MHz processor, typical of today's smartphones. The computational breakdown is illustrated in Fig. 8 . The coarse acquisition dominates the number of computations because it considers the full 2 MP. Once acquired, the number of pixels being evaluated is reduced by a factor of 12 (a further reduction is made upon moving into the DCT domain). Larger fiducials reduce complexity at the receiver, but at the cost of capacity. The barcode application should resolve the trade-off.
A. Results and Future Work
Barcode density is highly dependent on the method of transmission, tolerable distortion and relative resolutions. In a comparison with all factors equal, the new DCT-RGB barcode was estimated to have a density 3.5 times greater than the leading barcode for the camera phone channel, the HCCB [3]-see Fig. 1 .
The barcode performed well with high-distortion simulation photographs, decoding in under 30 iterations (with an average of 18 iterations). The barcode was also tested with the MOTOROKR phone and, while the barcode performed well in even lighting, mirroring effects on the LCD transmitter, poor lighting, and shadowing were problematic-particularly for the lowest frequency bins.
Further tests are required to properly model the array of lighting possibilities, and corrective processing steps for the receiver should be sought. If at some point the raw image becomes available to the receiver in the camera phone, processing will become more straightforward and a much higher density will be feasible. Pilot tones were not employed for the DCT RGB barcode, but have the potential to provide a more robust design and could be incorporated into future versions of the barcode.
The barcode was not designed with paper transmission in mind but will likely perform well in such applications. Colour ink may be problematic, depending on the application, thus making a monochrome black and white version appealing. Paper/surface transmissions should be evaluated based on resolution, colour fidelity, lighting, etc.
B. Conclusion
Overall, the symbology design reveals that greater data densities can be achieved for barcodes by encoding data in the frequency domain. Doing so provides robustness against spatial domain low-pass filtering (blurring) caused by camera lenses, image sensors, and JPEG compression. DCT encoding, with code rates varying with spatial frequency, appears to be a very sound approach, and the Reed Muller-ARA code combination works well.
While further work may be required for a commercial application, the current design is a good starting point. Further testing with various camera phones will highlight areas in need of improvement, thus continuing the iterative design process. It is expected that an SDMT approach to barcode symbologies has a lot of potential with camera phone applications, and that the design presented is a good preliminary version.
