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7 Expression asymptotique des valeurs propres d’une matrice de
Toeplitz a` symbole re´el.
Philippe Rambour∗
RE´SUME´
Expression asymptotique des valeurs propres d’une matrice de Toeplitz a`
symbole re´el.
Ce travail donne deux re´sultats que nous obtenons a` partir d’une formule d’inversion des
matrices de Toeplitz a` symbole re´el, qui a e´te´ e´tablie dans un pre´ce´dent article. Le premier
de ces re´sultats donne une expression asymptotique des valeurs propres minimales d’une
matrice de Toeplitz TN (f) ou` f est une fonction pe´riodique, paire et de´rivable sur [0, 2π[.
Ensuite, nous de´montrons qu’une matrice de Toeplitz bande de tailleN×N dont le symbole
n’admet pas de ze´ros complexes de module un est inversible et que son inverse quand N
tend vers l’infini est une matrice bande, a` des termesne´gligeables pre`s. Une conse´quence
de ce dernier re´sultat est une estimation asymptotique des coefficients de l’inverse d’une
matrice de Toeplitz a` symbole re´gulier.
ABSTRACT
Asymptotic expression of the eigenvalues of a Toeplitz matrix with a real
symbol.
This work provides two results obtained as a consequence of an inversion formula for Toe-
plitz matrices with real symbol. First we obtain an asymptotic expression for the minimal
eigenvalues of a Toeplitz matrix with a symbol which is periodic, even and derivable on
[0, 2π[. Next we prove that a Toeplitz band matrix with a symbol without zeros on the
united circle is invertible with an inverse which is essentially a band matrix. As a conse-
quence of this last statement we give an asymptotic esimation for the entries of the inverse
of a Toeplitz matrix with a regular symbol.
Mathematical Subject Classification (2000)
Primaire 47B35 ; Secondaire 47B34.
Mots clef
Matrices de Toeplitz, valeurs propres , formule d’inversion, matrices de Toeplitz
bandes.
1 Introduction
En toute ge´ne´ralite´, on dit qu’une matrice N ×N est une matrice de Toeplitz d’ordre N
s’il existe 2N − 1 nombres complexes a−(N−1), a−(N−2), · · · , a−1, a0, a1, · · · , aN−2, aN−1 tels
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que (TN )i,j = aj−i, pour 1 ≤ i, j ≤ N .
Rappelons que si f est une fonction de L1(T) (avec T = R/2πZ), on appelle matrice de
Toeplitz d’ordre N de symbole f , et on note TN (f), la matrice (N + 1) × (N + 1) telle que
(TN (f))k+1,l+1 = fˆ(k−l) ∀ k, l 0 ≤ k, l ≤ N ou` hˆ(j) de´signe le coefficient de Fourier d’ordre
j d’une fonction h (une bonne re´fe´rence peut eˆtre [2]). Dans la premie`re partie de ce travail,
on s’inte´resse a` l’expression asymptotique lorsque N tend vers l’infini des valeurs propres des
matrices de Toeplitz TN (f) ou` f est une fonction pe´riodique, paire, de´rivable.
Quand qu’on a affaire a` un symbole positif, borne´ et inte´grable, il est connu que ces valeurs
propres sont e´quidistribue´es au sens de Weyl avec les quantite´s f(−π + 2jpiN+1 , 1 ≤ j ≤ N .
Rappelons que deux familles de sous-ensembles de R,
(
µ
(N)
j
)N
j=1
et
(
κ
(N)
j
)N
j=1
sont dites
e´galement distribue´es au sens de Weyl si pour toute fonction h appartenant a` C(R) on a
lim
N→∞
1
N
N∑
j=1
(
f(µ
(N)
j )− f(κ
(N)
j )
)
= 0 (on peut consulter [2] et [6] sur ces questions). Notre
article comple`te des travaux pre´ce´dents ([15]) ou` l’on a conside´re´ des fonctions f ∈ L1(T)
paires, positives et strictement monotones sur [0, π]. Dans ce cas, si on note λ1,N , · · · , λN,N
les valeurs propres classe´es par ordre croissant, nous obtenons des approximations des valeurs
propres de la forme λk,N = f
(
π kN+2 +O
(
1
N
))
, 1 ≤ k ≤ N + 1 pour une fonction croissante
sur [0, π] et λk,N = f
(
π(1− k+1N ) +O
(
1
N
))
pour une fonction de´croissante (voir the´ore`me
5 de [15]). Le the´ore`me 2 est une extension de ce re´sultat a` des fonctions qui sont paires et
de´rivables, mais plus ne´cessairement monotones. Ceci peut eˆtre relie´ a` ce qu’on sait sur les
valeurs propres de TN (P ) lorsque P est un polynoˆme trigonome´trique de degre´ un. Ces valeurs
propres sont alors de la forme P (ξ + jpiN+1 ), 1 ≤ j ≤ N + 1 ([6]). Le the´ore`me 2 est e´galement
conforme a` la conjecture de Whittle ([19],[4]), qui annonce que pour certains des symboles
positifs θ 7→ h(eiθ) ve´rifiant les hypothe`ses du the´ore`me 2 par exemple les densite´s spectrales
des processus ARIMA (voir [1]) les valeurs propres de TN (h) sont en fait de la forme h(e
ikpi/N ).
On sait ([6]) que si f ∈ L1(T) est une fonction positive, alors les valeurs propres de TN (f)
sont comprises entre le minimum et le maximum de f sur le tore. En particulier, la valeur
propre minimale de TN (f) tend vers le minimum de f quand N → +∞. Obtenir dans ce cas
une approximation plus pre´cise de cette valeur propre minimale est un proble`me spe´cifique
qui a fait l’objet de nombreux travaux. On peut voir par exemple [17],[10], [11], [20],[18] pour
une approche directe, et [3], [16], [12] pour une me´thode qui consiste a` calculer la plus grande
valeur propre de la matrice inverse.
Dans ce travail, nos de´monstrations sont base´es sur une formule d’inversion des matrices de
Toeplitz a` symbole re´el, formule qui a e´te´ e´tablie dans [13], qui ge´ne´ralise les me´thodes d’inver-
sion classiques concernant les matrices de Toeplitz a` symbole positif, et qui est mieux adapte´e
a` la situation. Une telle ge´ne´ralisation a e´galement e´te´ utilise´e dans [5]
Dans la seconde partie de l’article, nous utilisons cette formule pour obtenir un re´sultat sur
l’inverse des matrices de Toeplitz bande TN dont le symbole est une fonction θ 7→
n0∑
j=−n0
aje
ijθ
telle que θ 7→
n0∑
j=−n0
aje
i(j+n0)θ ne s’annulant pas en ze´ro (voir le the´ore`me 3). Si le nombre
de racines de module strictement supe´rieur a` 1 est e´gal au nombre de racines de module
strictement infe´rieur a` 1, nous de´montrons que l’inverse d’une telle matrice de Toeplitz est
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asymptotiquement une matrice bande, au sens ou` lorsque |k − l| est suffisamment grand, le
coefficient (TN )
−1
k,l est d’ordre ρ
|k−l| pour une constante ρ comprise strictement entre 0 et 1.
Nous obtenons e´galement une approximation des termes de l’inverse proches de la diagonale.
Rappelons que de nombreux algorithmes de calcul permettent de calculer nume´riquement l’in-
verse des matrices de Toeplitz bande, notamment pour des expose´s re´cents, ([7], [9]). Comme
conse´quence de ce dernier re´sultat nous obtenons, graˆce a` une approximation polynomiale,
une expression asymptotique lorsque k− l tend vers l’infini des coefficients T−1N (ψ) ou` ψ est un
symbole re´gulier, (on appelle fonction re´gulie`re une fonction de L1(T) strictement positive sur
le tore T). Enfin si h est une fonction positive dans L1(T), le polynoˆme pre´dicteur de degre´ M
associe´ a` h est le polynoˆme trigonome´trique PM : θ 7→
M∑
u=0
βu,Me
iuθ ou` βu,M =
(T−1M (h)))(u,1)√
(T−1M (h)))(1,1)
.
On sait que PM ve´rifie la proprie´te´ suivante :
Proprie´te´ 1 pour tout entier s, −M ≤ s ≤M on a
hˆ(s) =
1̂
|PM |2
(s).
Pour les polynoˆmes pre´dicteurs, le lecteur pourra se re´fe´rer a` [8].
Dans le paragraphe suivant, nous allons rappeler les notations utilise´es et expliciter la formule
d’inversion utilise´e ici.
2 Formule d’inversion
2.1 Rappel des notations
Dans toute la suite, nous noterons par χ la fonction de [0, 2π[ dans C de´finie par θ 7→ eiθ
et nous noterons PN l’ensemble des polynoˆmes trigonome´triques de degre´ infe´rieur ou e´gal a`
N et P[−N,N ] le sous-espace vectoriel de L
1(T engendre´ par les fonctions χj − N ≤ j ≤ N .
Nous conside´rerons e´galement les sous-espaces suivants de L2(T) (espaces de Hardy),
1.
H+(T) = {ψ ∈ T|u < 0⇒ ψˆ(u) = 0},
2. (
H+(T)
)⊥
= {ψ ∈ T|u ≥ 0⇒ ψˆ(u) = 0},
3.
H∞(T) = H+(T) ∩ L∞(T).
ou` L∞(T) est l’espace des fonctions mesurables borne´es presque partout pour la mesure
de Lebesgue, muni de la distance d∞ associe´e a` la norme ‖.‖∞ de´finie pour toute
fonction ψ dans L1(T) par ‖ψ‖∞ = supθ∈[0,2pi[ |f(θ)|.
On peut alors de´finir πN , π+, π−, les projections respectives de L
2(T) sur PN , H
+(T) et
(H+(T))
⊥
.
Si maintenant g1 est un e´le´ment de H
+(T) et g2 un e´le´ment tel que g¯2 ∈ H
+(T), on pose
ΦN = χ
N+1 g1
g2
et Φ˜N = χ
−N−1 g2
g1
et on de´finit les ope´rateurs de Haenkel HΦN et HΦ˜N par
HΦN :H
+(T)→
(
H+(T)
)⊥
ψ 7→ π−(ΦNψ)
3
et
HΦ˜N :
(
H+(T)
)⊥
→ H+(T)
ψ 7→ π+(Φ˜Nψ).
2.2 La formule d’inversion proprement dite
Classiquement, on sait calculer explicitement les coefficients de l’inverse d’une matrice de
Toeplitz de symbole positif f qui ve´rifie ln f ∈ L1(T). Ces formules utilisent fortement le fait
qu’une telle fonction f peut s’e´crire f = gg¯ avec g ∈ H+(T) ([14]). Certains proble`mes, no-
tamment la recherche des valeurs propres, ne´cessitent d’inverser des matrices de Toeplitz dont
le symbole n’est pas ne´cessairement positif (voir, par exemple, [17] [15]). Pour ce faire, nous
allons conside´rer des fonctions f qui ne s’annulent pas sur le tore admettant une de´composition
f = g1g2, avec g1, g
−1
1 ∈ H
+(T), g¯2, g¯
−1
2 ∈ H
+(T). Nous pouvons alors e´noncer le the´ore`me :
The´ore`me 1 Si la fonction f est comme ci-dessus, on suppose que les fonctions g1 et g2
ve´rifient
lim
N→+∞
d∞
(
1
|g2|2
,P[−N,N
)
= 0 et d∞
(
1
|g1|2
,P[−N,N ]
)
< +∞
ou
lim
N→+∞
d∞
(
1
|g1|2
,P[−N,N ]
)
= 0 et d∞
(
1
|g2|2
,P[−N,N ]
)
<∞
alors, pour N suffisamment grand,
1. l’ine´galite´ ‖HΦ˜NHΦN‖2 < 1 est ve´rifie´e (ce qui assure bien suˆr l’inversibilite´ de l’ope´rateur
I −HΦ˜NHΦN ),
2. la matrice TN (f) est inversible,
3. pour tout polynoˆme Q dans PN , on a
T−1N (f)(Q) = π+(Qg
−1
2 )g
−1
1 − π+
((
(I −HΦ˜NHΦN )
−1π+
(
π+(Qg
−1
2 )Φ˜N
))
ΦN
)
g−11 .
Ce the´ore`me a e´te´ obtenu dans [13] pour inverser des matrices a` blocs que nous interpre´tons
comme des matrices de Toeplitz tronque´es dont le symbole est une fonction matricielle conte-
nue dans L2Mn(T) = {M : T → Mn(C)
∣∣∣ ∫
T
‖M‖22dσ < +∞}, ou` ‖M‖2 = [Tr(MM
∗]1/2 et
ou` σ est la mesure de Lebesgue su le tore T. Ne´anmoins, il est facile de ve´rifier qu’avec
les hypothe`ses que nous nous sommes donne´es (voir [13], lemme 7.1.5 et corollaire 7.1.6), la
de´monstration se transpose sans difficulte´ au cas des matrices de Toeplitz dont le symbole est
une fonction de T dans C. Nous allons appliquer cette formule pour inverser des matrices de
Toeplitz d’ordre N dont le symbole f ve´rifie f(χ) = Cg1(χ)g2(χ¯) ou` C est une constante et
g1 et g2 deux fractions rationnelles a` coefficients complexes dont les ze´ros et les poˆles sont
de module strictement infe´rieur a` 1. Nous avons alors facilement la proposition suivante, que
nous utiliserons pour e´tablir nos re´sultats.
Proposition 1 Les fonctions g1 et g2 e´tant dans C
∞(T) elles ve´rifient les hypothe`ses du
the´ore`me 1, et donc TN (f) est inversible.
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3 Une application aux valeurs propres des matrices de Toeplitz
The´ore`me 2 Soit f une fonction 2π pe´riodique, paire de´finie et de´rivable sur le [0, 2π[, telle
que l’ensemble Jf = {θ ∈ [0, 2π[|f
′(θ) = 0} soit fini. On suppose qu’il existe un unique re´el θ0
dans [0, 2π[ tel que f(θ0) = minθ∈[0,2pi[ f(θ). Pour N assez grand les valeurs propres de TN (f)
sont de la forme f
(
kpi
N+2 +
θN,kpi
N )
)
avec |θN,k| < 1 . En conse´quence les plus petites valeurs
propres de TN (f) sont de la forme f
(
kpi
N+2 +
θN,kpi
N )
)
avec lim
N→+∞
kπ
N + 2
= θ0 et |θN,k| < 1 .
Preuve : On peut toujours se ramener a` f ≥ 0. Si m et M de´signent respectivement le
minimum et le maximum de f sur le tore T, conside´rons un re´el λ ve´rifiant m ≤ λ ≤ M
tel qu’aucun des ante´ce´dents de λ par f n’appartienne a` Jf ∪ {0, π}. Si f1 est la fonction
de´finie par la relation f(θ) = f1(1 − cos θ), on notera {λ
′
1, · · · , λ
′
r} l’ensemble f
−1
1 {λ}. Pour
tout entier j, 1 ≤ j ≤ r on peut e´crire (1 − cos θ) − λ′j =
1
2
(
|1− χ|2 − 2λ′j
)
. En posant
χλ′
j
= (1−λ′j)+ i
√
1− (λ′j − 1)
2 on peut e´crire cette e´quation sous la forme (1− cos θ)−λ′j =
−12χλ′j (1 − χλ′jχ)(1 − χλ′j χ¯). D’apre`s les hypothe`ses de notre e´nonce´, il existe une fonction
Hλ(θ) 2π-pe´riodique strictement positive sur [0, 2π[, et r complexes distincts tels que
f − λ = ǫ(−
1
2
)r

 r∏
j=1
χλ′j(1− χλ′jχ)(1− χλ′j χ¯)

Hλ
avec ǫ ∈ {−1, 1}. Nous pouvons finalement e´crire que TN (f − λ) = TN (f˜λ) avec
f˜λ = C1(1− χλ′1χ)(1− χλ′1χ¯) · · · (1− χλ′rχ)(1− χλ′r χ¯)
1
|PN+r,λ|2
ou` C1 est une constante et PN+r,λ le polynoˆme pre´dicteur de degre´ N + r assoc´ıe´ a` la fonction
Hλ. Pour R ∈]0, 1[ posons maintenant
fλ,R = C1
r∏
j=1
(1−Rχλ′jχ)(1−Rχλ′j χ¯)
1
|PN+r,λ|2
. (1)
Nous avons la de´composition fλ,R = C1g1,λ,Rg2,λ,R avec g1,λ,R =
r∏
j=1
(1−Rχλ′jχ)
1
PN+r,λ
et
g2,λ,R =
r∏
j=1
(1−Rχλ′j χ¯)
1
P¯N+r,λ
. Le the´ore`me 1 permet d’affirmer que TN (fR) est inversible
en se souvenant que les racines de PN+r,λ sont toutes de module strictement supe´rieur a` 1
(voir [8]).
Nous allons maintenant pre´ciser les coefficients intervenant dans le calcul de T−1N (fR)k+1,l+1.
En utilisant la de´composition en e´le´ments simples des fractions rationnelles nous pouvons e´crire
1
g1,R
=
r∑
j=1
Aj
1− ωj,λ,Rχ
PN+r,λ,
1
g2,R
=
r∑
j=1
Aj
1− ωj,λ,Rχ¯
P¯N+r,λ,
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avec ωj,λ,R = Rχλ′j . Dans la suite, pour alle´ger les notations nous noterons par simplement ωj
la quantite´ ωj,λ,R, et par PN+r le plolynoˆme PN+r,λ.
Posons maintenant π+
(
χk
g2,R
)
=
k∑
s=0
γsχ
s, la quantite´ xk,R = π+
(
π+
(
χk
g2,R
)
Φ˜N
)
s’e´crit xk,R =
k∑
s=0
γsπ+
(
χs−N−1
g1,R
g2,R
)
. En calculant il vient
xk,R =
k∑
s=0
γs
r∑
j=1
π+
(
Ajχ
s−N−1Q(χ¯)
(1− ωjχ)
PN+r(χ)
P¯N+r(χ¯)
)
en posant Q(z) =
r∏
n=1
(1− ωn(z)). On obtient finalement :
xk,R =
r∑
j=1
Aj
(
k∑
s=0
γsω
N+1−s
j
)
Q(ωj)
(1− ωjχ)
PN+r(ω
−1
j )
P¯N+r(ωj)
.
Si xl,R = π+
(
π+
(
χl
g¯1,R
)
Φ¯N
)
, en posant π+
(
χl
g¯1,R
)
=
l∑
s=1
γ′sχ
s un meˆme calcul que pre´ce´demment
permet d’e´crire
xl,R =
r∑
j=1
A¯j
(
l∑
s=0
γ′sω
N+1−s
j
)
Q(ω¯j)
(1− ω¯jχ)
P¯N+r(ωj)
PN+r(ω
−1
j )
.
Notons maintenant, HN,λ,R l’ope´rateur HΦ˜N,λ,RHΦN,λ,R , ou` HΦ˜N,λ,R et HΦN,λ,R sont les
deux ope´rateurs de Haenkel de´finis a` partir de la de´composition (1). Dans la suite on posera
HN,λ la limite quand R tend vers 1 par valeurs infe´rieures de HN,λ,R. Nous avons, en posant
Qm(z) =
r∏
n=1,n 6=m
(1− ωnz), pour tout entier m, 1 ≤ m ≤ r, et z ∈ C,
HΦN
(
1
1− ωjχ
)
= π−
(
g1
g2(1− ωjχ)
χN+1
)
= π−
(
r∑
h=1
Ah
Qj(χ)χ
N+1
(1− ωhχ¯)
P¯N+r(χ¯)
PN+r(χ)
)
=
r∑
h=1
Ah
Qj(ωh)ω
N+1
h
(1− ωhχ¯)
P¯N+r(ω
−1
h )
PN+r(ωh)
et
HΦ˜N
(
1
1− ωhχ¯
)
= π+
(
g2
g1(1− ωhχ¯)
χ−N−1
)
= π+
(
r∑
i=1
Ai
Qh(χ¯)χ
−N−1
(1− ωiχ)
PN+r(χ)
P¯N+r(χ¯)
)
=
r∑
h=1
Ai
Qh(ωi)ω
N+1
i
(1− ωiχ)
PN+r(ω
−1
i )
P¯N+r(ωi)
Si HN,λ,R de´signe la matrice de HN,λ,R dans la base {
1
1−ω1χ
, · · · , 11−ωrχ} les coefficients de
HN,λ,R sont donc
(HN,λ,R)i,j = Ai
r∑
h=1
Ahω
N+2
h ω
N+2
i Bh,j(ωh, ωi), 1 ≤ i, j ≤ r (2)
6
avec
Bh,j(ωh, ωi) = Qj(ωh)Qh(ωi)
P¯N+r(ω
−1
h )PN+r(ω
−1
i )
PN+r(ωh)P¯N+r(ωi)
.
Nous pouvons aussi e´crire : T−1N (fλ,R)TN (fλ) = T
−1
N (fR)TN (fλ,R)+T
−1
N (fλ,R) (TN (fλ)− fλ,R)) .
Il est d’autre part clair que pour N fixe´, nous avons lim
R→1−
TN (fλ − fR) = 0. On en de´duit que
si lim
R→1−
T−1N (fλ,R) existe, alors lim
R→1−
T−1N (fλ,R)TN (fλ)) = 1 et lim
R→1−
TN (fλ)T
−1
N (fλ,R) = 1,
c’est a` dire que si cette limite existe on a lim
R→1−
T−1N (fR) = T
−1
N (fλ). Puisque les limites
lim
R→1−
xk,R et lim
R→1−
xl,R existent et sont finies, si (I−HN,λ) est inversible, alors lim
r→1−
〈(I −HN,λ,R)
−1 xk,R|xl,R〉
sera une somme finie de termes 11−χλ′
j
χλ′
h
, qui sont de´finis puisque les hypothe`ses sur λ im-
pliquent que χλ′jχλ′h 6= 1 (remarquons que le fait que f
−1(λ) 6∈ {0, π} implique que pour tout
i, 1 ≤ i ≤ r χλi 6= −1, 1)
On conclut qu’un re´el λ /∈ f−1(J) sera une valeur propre de TN (f) si et seulement si le
C-uplet (χλ′1 , · · · , χλ′r) est solution de l’e´quation :
det (I −HN,λ) = 0. (3)
En de´veloppant DN,λ = det (I −HN,λ) par rapport a` la premie`re ligne, on obtient une
expression de la forme
DN,λ = 1−
r∑
i=0
(χ¯λ′i)
2N+4Ai,i + d0(χλ′1 , · · · , χλ′r) (4)
ou` d0 est une fonction en χλ′1 , · · · , χλ′r et Aj,j = A
2
jQ
2
j(ωj)
P¯N+r(χλ′j )PN+r(χλ′j )
P¯N+r(χ¯λ′j )PN+r(χ¯λ′j )
, c’est a` dire
que les coefficients Aj,j sont non nuls. L’e´quation (3) se rame`ne donc a`
χ¯2N+4
λ′1
= d(χλ′1 , · · · , χλ′r) (5)
ou` d est une fonction en χλ′1 , · · · , χλ′r et ou` on a suppose´, pour fixer les ide´es, que A1,1 6= 0.
On a donc ne´cessairement :
χλ′1 = e
i(
θN,λ
2N+4
+ 2kpi
2N+4
)
avec 0 ≤ k ≤ 2N + 3 et ou` θN,λ de´signe une de´termination de l’argument de d(χλ′1 , · · · , χλ′r)
(on prend une de´termination de l’argument comprise entre [0, 2π[). De plus l’e´criture
χλ′1 = (1− λ
′
1) + i
√
1− (λ′1 − 1)
2 (6)
implique qu’en fait 0 ≤ k ≤ N + 1. On obtient donc finalement :
λ′1 = 1− cos
(
θN,λ
2N + 4
+
kπ
N + 2
)
, 0 ≤ k ≤ N + 1 (7)
ce qui conduit au re´sultat. ✷
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4 Une application a` l’inversion de certaines matrices de Toe-
plitz bandes
4.1 Enonce´ du the´ore`me
Dans cette partie on e´tudie des matrices de Toeplitz TN telles qu’il existe un entier naturel
n0 ve´rifiant la condition : |k − l| > n0 ⇒ (TN )k,l = 0, et l’on suppose aj = a¯−j. pour tout
entier j. Pour tout entier j compris entre −n0 et n0, on pose : aj = (TN )k,k+j. La matrice TN
admet alors pour symbole la fonction φ de´finie sur le tore par
φ(eiθ) =
n0∑
n=−n0
ane
inθ.
On pose pour tout complexe z : K(z) =
n0∑
n=−n0
amz
(m+n0). Dans la suite, on supposera que
K n’admet que des racines de module diffe´rent de 1 et que K admet n0 racines de module
infe´rieur a` 1 et n0 racines de module supe´rieur a` 1. On notera αi les racines de K qui sont de
module strictement infe´rieur a` 1, compte´es avec leur ordre de multiplicite´ note´ si. Nous avons
bien suˆr K(χ) = C
σ∏
i=1
(χ− αi)
si
σ∏
j=1
(χ− α−1j )
sj avec
σ∑
i=1
si = n0. Dans la suite on supposera
C = 1 et on e´crira φ(χ) = g1g2 avec
g1 = (−1)
j
σ∏
j=1
α−1j
sj∏
h=1
(1− α¯jχ)
mj , g2 =
σ∏
i=1
(1− αiχ¯)
si .
Nous avons :
1
g1
=
σ∑
j=1
( sj∑
h=1
Kh,j
(1− αjχ)h
)
,
et
1
g2
=
s∑
i=1
(
si∑
t=1
Ht,i
(1− αiχ¯)t
)
.
Nous pouvons maintenant donner l’e´nonce´ suivant :
The´ore`me 3 Si TN est une matrice de Toeplitz bande ve´rifiant les hypote`ses pre´ce´dentes,
nous avons alors
i) TN est inversible
ii) Si |k − l| = Nx, 0 < x < 1 alors pour tout re´el a ∈]0, 1[ on a
(
T−1N
)
k+1,l+1
= o(ρa|k−l|)
pour tout re´el ρ tel que 1 > ρ > max{|αi|, 1 ≤ i ≤ s}.
Dans la suite de ce travail, pour tous les entiers ni nous de´signerons par En le sous espace
vectoriel des fonctions de T dans R engendre´ par les fractions rationnelles 1(1−α¯jχ)n pour 1 ≤
n ≤ mj 1 ≤ j ≤ m. Nous pouvons maintenant e´noncer et de´montrer un lemme pre´paratoire.
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4.2 Un lemme pre´paratoire
Lemme 1 Avec les hypothe`ses et les notations de´finies ci-dessus, on de´finit E comme la
somme des Eni, 1 ≤ i ≤ s. Alors E est stable par HΦ˜NHΦN .
Preuve : Nous devons donc calculer HΦ˜NHΦN (ψ) avec ψ =
1
(1−α¯jχ)n
, 1 ≤ n ≤ mj un
e´le´ment de E. On peut se ramener a` ψ = 1
(1−β˜1χ)n
, 1 ≤ n ≤ m1. On a
HΦN (ψ) = π−
(
BχN+1+S
(1− α¯1χ)
s1−n · · · (1α¯mχ)
sσ)
(1− α1χ¯)s1 · · · (1− αsχ¯)sσ)
)
.
Il est clair que, via la de´composition en e´le´ments simples de 1(1−α1χ¯)s1 ···(1−αsχ¯)sσ ) , la quantite´
HΦN (ψ) est combinaison line´aire de termes π−
(
χr
(1−αiχ¯)m
)
avec 1 ≤ m ≤ si, 1 ≤ i ≤ σ,
r = O(N). HΦN (ψ) est combinaison line´aire de termes π−
(
χr
(1−αiχ¯)m
)
.
On peut remarquer que 1(1−χ¯αi)m =
∞∑
u=0
αui χ¯
uτm(u) avec τm(u) = (u + m − 1) · · · (u + 1) si
m > 1 et τm(u) = 1 si m = 1.
On obtient alors facilement que
π−
(
χr
(1− αiχ¯)m
)
=
∑
u>r
αui χ¯
u−rτm(u) =
∞∑
w=1
αw+ri χ¯
wτm(w + r).
On peut montrer qu’il existe m polynoˆmes φk,m, 1 ≤ k ≤ m de degre´ m − k tels que
τm(w + r) =
m∑
k=1
φk,m(r)τk(w). Ceci donne
π−
(
χr
(1− αiχ¯)m
)
= αr+1i χ¯
(
m∑
k=1
φk,m(r)
∞∑
w=0
αwi χ
wτk(w)
)
ou encore, pour tout i, 1 ≤ i ≤ s,
π−
(
χr
(1− αiχ¯)m
)
= αr+1i χ¯
m∑
k=1
φk,m(r)
1
(1 − αiχ¯)k
.
De la meˆme manie`re, on ve´rifie que pour tout m ≤ mj , HΦ˜N
(
1
(1−αiχ¯)m
)
est combinaison
line´aire de termes π+
(
χ¯r1
(1−α¯jχ)n
)
avec 1 ≤ n ≤ mj, 1 ≤ j ≤ m, et r1 = O(N). Un calcul
identique au pre´ce´dent donne alors
π+
(
χ¯r
(1− α¯jχ)n
)
=
m∑
k=1
αriφk,n(r)
1
(1 − α¯jχ)k
ce qui de´montre le lemme.
✷
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4.3 La preuve du the´ore`me.
Preuve : Le point i) du the´ore`me est une application imme´diate du the´ore`me 1.
Pour le point ii) posons
(
T−1N
)
k+1,l+1
= T1,k,l + T2,k,l, les quantite´s T1,k,l et T2,k,l e´tant respe-
civement e´gales a` T1,k,l = 〈π+
(
χk
g2
)
|π+
(
χl
g¯1
)
〉 et, en reprenant les notations du lemme 1
T2,k,l =
〈(
I −HΦNHΦ˜N
)−1 (
π+
(
π+
(
χk
g2
)
Φ˜N
)) ∣∣∣π+ (π+ (χlg¯1
)
ΦN
)〉
.
Les calculs pre´ce´dents, via les de´compositions en e´le´ments simples de 1g1 et
1
g2
, donnent que la
quantite´ T1,k,l vaut
T1,k,l =
∑
1≤i,j≤σ

 ∑
1≤t≤si,1≤h≤sj
Ht,iK¯h,j
〈
π+
(
χk
(1− αiχ¯)t
) ∣∣∣π+
(
χl
(1− αjχ¯)h
)〉 ,
ce qui est aussi, en re´utilisant les calculs effectue´s dans le lemme 1
T1,k,l =
∑
1≤i≤s,1≤j≤m

 ∑
1≤t≤si,1≤h≤mj
Ht,iK¯t,jS1,k,l,i,j(t, h)

 ,
avec
S1,k,l,i,j(t, h) =
〈 k∑
u=0
τt(u)α
u
i χ
k−u
∣∣∣ l∑
v=0
τh(v)αj
vχl−v
〉
.
On obtient, si on suppose l ≥ k,
S1,k,l,i,j(t, h) =
k∑
u=0
τt(u)τh(l − k + u)α
u
i α¯
l−k+u
j .
C’est a` dire que |S1,k,l,i,j(t, h)| = O
(
lm
(
maxj∈{1,··· ,σ} (|αj |)
)|l−k|)
, ce qui donne, pour tout
re´el a ∈]0, 1[ |T1,k,l| = o
(
ρa|l−k|
)
, avec la de´finition de ρ et de a.
Nous pouvons d’autre part e´crire
T2,k,l = 〈S2,k|S2,l〉+
〈((
I −HΦNHΦ˜N
)−1
− I
)
S2,k|S2,l
〉
,
avec
S2,k = π+
(
π+(
χk
g2
)Φ˜N
)
et
S2,l = π+
(
π+
(
χl
g¯1
)
Φ¯N
)
.
Remarquons tout d’abord que, via la de´composition en e´le´ments simples de 1g2 la quantite´
π+(
χk
g2
) est une combinaison line´aire finie de termes π+
(
χk
(1−αiχ¯)s1
)
avec 0 ≤ s1 ≤ max{si|1 ≤
i ≤ s}. Ecrivons
π+
(
χk
(1− αiχ¯)s1
)
=
k∑
u=0
αui χ
k−uτs1(u).
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Nous constatons alors que S2,k est combinaison line´aire finie de termes
k∑
u=0
αui τσ(u)π+
(
χk−u−N−1)
g2
g1
)
.
On ve´rifie que π+
(
χk−u−N−1)g2g1
)
est une combinaison line´aire finie de termes π+
(
χk−u−N−1+M
(1−α¯jχ)µ
)
ou` M est un entier borne´ inde´pendamment de N . En e´crivant
π+
(
χk−u−N−1+M
(1− α¯j)µ
)
=
∑
v≥N+1+u−k
α¯vjχ
vτµ(v)
on obtient que S2,k est une somme finie de termes
α¯N+1−kj
k∑
u=0
αui τσ(u)
∑
v>N+1+u+s−k
α¯v−N−1+kj χ
vτµ(v).
En estimant de meˆme S2,l on obtient qu’il existe un entier H, inde´pendant des entiers k, l,N
tel que que le produit scalaire 〈S2,k|S2,l〉 est une combinaison line´aire finie de termes d’ordres
O(ρ2N−k−l)O(NH), c’est a` dire que ce produit scalaire est d’ordre o(ρ|k−l|) si k et l ve´rifient
les hypothe`ses du the´ore`me.
Enfin, en reprenant la de´monstration du lemme 1 on obtient que ‖HN‖ = O(ρ
2N ) =
o(ρ|l−k|), ce qui ache`ve de prouver le point ii). ✷
4.4 Application aux matrices de Toeplitz dont le symbole est une fonction
re´gulie`re
On dira ici qu’une fonction re´gulie`re continue f ve´rifie l’hypothe`se (H) s’il existe deux
re´els ρ1 < 1 < ρ2 tels que f soit la restriction a` T d’une fonction continue strictement positive
sur {z|ρ1 < |z| < ρ2}.
Corollaire 1 Soit f une fonction re´gulie`re ve´rifiant l’hypothe`se (H). Si |k−l| tend vers l’infini
avec N , alors (TN (f))
−1
k,l = O
((
1
ρ
)|l−k|)
pour tout ρ ∈]1, ρ2[.
Preuve : Appelons m le minimum pour θ ∈ [0, 2π[ de f(eiθ). Donnons-nous un re´el ǫ
strictement positif infe´rieur a` m2 Soit P un polynoˆme a` coefficients complexes tel que
∣∣∣|P (z)|2−
f(z)
∣∣∣ ≤ ǫ pour tout z, ρ1 < z < ρ2. Il est clair que le polynoˆme P n’admet pas de racines sur
le tore. Nous pouvons e´crire TN (f) = TN (|P |
2) + TN (f)− TN (|P |
2) ou encore
TN (f) = TN (|P |
2)
[
1 + T−1N (|P |
2)
(
TN (f)− TN (|P |
2)
)]
,
ce qui implique, graˆce aux hypothe`ses faites sur f et P ,
T−1N (f) =
[
1 + T−1N (|P |
2)
(
TN (f)− TN (|P |
2)
)]−1
T−1N (|P |
2),
ce qui est aussi
T−1N (f) = T
−1
N (|P |
2)+T−1N (|P |
2)
(
TN (f)− TN (|P |
2)
) [
1 + T−1N (|P |
2)
(
TN (f)− TN (|P |
2)
)]−1
T−1N (|P |
2)
ce qui donne le re´sultat avec le the´ore`me 3, en remarquant que l’hypothe`se (H) implique que
T−1N (|P |
2) =
(
1
ρ
)|l−k|
, pour tout ρ ∈]1, ρ2[. ✷
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