Introduction
In recent data assimilation studies, considerable effort has been focused on quantitatively evaluating the effects of observations on numerical weather forecasts. The effects of observations on forecasts have traditionally been assessed using observing system experiments (OSEs). In OSEs, the effects of specific observations are evaluated by comparing the forecast that was integrated from the original analysis made by assimilating the reference set of observations with the forecast integrated from the new analysis made by subtracting (adding) the specific observations from (to) the reference set of observations (e.g. Jung et al., 2010 Jung et al., , 2012 Jung et al., , 2013 . Because of high computational costs, OSEs have been used to estimate the effects of a limited number of observations on specific forecasts. In contrast, the forecast sensitivity to observation (FSO), which is based on the adjoint method, can simultaneously calculate the effects of all of the observations on specific forecasts. Therefore, the FSO is useful for assessing the effect of each observation on forecasts in operational numerical weather prediction (NWP) systems (e.g. Langland and Baker, 2004; Cardinali, 2009; Gelaro and Zhu, 2009; Gelaro et al., 2010; Joo et al., 2013; Jung et al., 2013; Lorenc and Marriott, 2013) . The adjoint-based FSO has been used to produce observation impact statistics (OBIS) in operational centres to monitor the effect of each observation on forecasts using a large number of samples (Jung et al., 2013) ; furthermore, this method has also been used for specific high-impact weather cases in Korea .
Many statistical methods have been used to evaluate the effects of observations on forecasts in FSO studies. For example, time-averaged observation impacts and the fraction of beneficial observations are calculated using samples extracted from the population. Several FSO studies using global models revealed that the effects of AMSU-A observations (Table 1) on the 24-hour forecast were the largest in operational NWP models, followed by SOUND observations (Cardinali, 2009; Gelaro and Zhu, 2009; Gelaro et al., 2010; Lorenc and Marriott, 2013) . In addition, the fraction of beneficial observations that reduced the forecast error among all observations assimilated in several global models was generally 50Á55%. In contrast, the fraction of *Corresponding author. email: khm@yonsei.ac.kr Tellus A 2014 . # 2014 S.-M. Kim and H. M. Kim. This is an Open Access article distributed under the terms of the Creative Commons CC-BY 4.0 License (http://creativecommons.org/licenses/by/4.0/), allowing third parties to copy and redistribute the material in any medium or format and to remix, transform, and build upon the material for any purpose, even commercially, provided the original work is properly cited and states its license.
beneficial observations increased by approximately 60% in the regional Weather Research and Forecasting (WRF) model (Jung et al., 2013) .
The uncertainty in the observation impact is subject to various sources such as errors in the verification state, errors in the approximation measure, the sampling error, etc. Lorenc and Marriott (2013) identified three sources of error in the OBIS: observation errors, errors in the verifying analysis and errors in the assumed background error covariances for growing modes. Because it is relatively difficult to quantify the other sources of errors, the uncertainty in the observation impact has been assessed using the sampling error. Therefore, this study is confined to the uncertainty in the observation impact induced by the sampling error. Generally, the random error is used to calculate the sampling error under the assumption that the samples are randomly selected from the population. In fact, the samples of the OBIS are correlated with each other because the same observations and numerical model are used in the assimilation. Nevertheless, the sampling error that considers correlations between the samples has not been used for the OBIS. Therefore, this study proposes a method for determining the realistic sampling error of the OBIS by considering the correlations between the samples. For this purpose, the sampling error that considers correlations between the samples is compared with the sampling error based on random selections for the OBIS in summer and winter months. The OBIS are obtained using the FSO tool (Lorenc and Marriott, 2013; Joo et al., 2013; of the Korea Meteorological Administration (KMA) unified model (UM). Section 2 introduces the methodology, Section 3 provides the results and Section 4 presents a summary and discussion.
Methodology

Observation impact
The nonlinear forecast error reduction (FER) is defined as follows (Jung et al., 2013; :
where x fa and x fb are the forecasts integrated from the analysis and background respectively, x t is the true state and 
In Lorenc and Marriott (2013) , the right-hand side of eq. (2) is estimated using the full nonlinear model; subsequently, eq. (2) becomes
where
t is a change of the forecast state as a result of the assimilation of observations and dR dw t is the gradient of the FER with respect to dw t . dw t can be approximated by a formula associated with the observation innovation as in Joo et al. (2013) 
where dy, M and K represent the observation innovation, perturbation forecast (PF) model and Kalman gain matrix, respectively. By substituting eq. (4) into eq. (3), the FER in the observation space (i.e. observation impact) can be estimated as
Sampling error
The sample (i.e. observation impact) distribution is assumed to be normal if there are sufficient samples. Under the assumption that the OBIS follow a normal distribution, the OBIS can be represented by the average and standard deviation of the sample. The sampling error is the error resulting from the extraction of the sample from the population. The sampling error is usually considered random error because the sample is assumed to be selected randomly from the population. Because the samples used to estimate the observation impact data are not random but correlated by a time lag, the sampling error should be calculated considering the lag correlation between sample data at different times.
2.2.1. The error assuming independent samples. The random error is defined as the standard deviation divided by the square root of the sample size (Wilks, 2006) as
where N is the size of the sample, S is the standard deviation of the sample, x i is the ith sample value and x is the sample mean. If the sample distribution is a normal distribution, the standard random error for the 95% (99%) confidence interval is calculated by multiplying the result of eq. (6) by 1.96 (2.58).
2.2.2. The error considering lag correlation. The observation impact has a time-lagged correlation because the same observations and numerical model are used during the assimilation. To calculate the sampling error for the sample with serial dependence, the time-lagged correlation coefficient of the observation impact must be included in the equation for calculating the sampling error. The error considering the time-lagged correlation S c is defined as in Wilks (2006) ,
where g 1 is a lag correlation coefficient when the weak nonstationary time series of the observation impact are lagged by 1 day, and its value ranges from (1 to 1. The error considering the lag correlation in eq. (7) is calculated considering the lag correlation coefficient, different from the random error in eq. (6). If the data have positive lag correlations, then the sampling error increases, as shown in Wilks (2010) .
3. Results Figure 1 shows the time series of the nonlinear and approximated FER that correspond to 00 UTC in the Northern Hemisphere (NH) summer months (June, July and August 2011) and winter months (December 2011 and January and February 2012). The nonlinear FER oscillates around the average of (2.658774 J kg (1 for summer and (2.662570 J kg (1 for winter, which implies that the data assimilation effect fluctuates daily, as reported in Jung et al. (2013) and . The approximated FER generally underestimates the nonlinear FER. The difference between the nonlinear FER and approximated FER is the approximation error. The magnitude of the approximation errors oscillates around the average of 0.6903 J kg (1 for summer and 0.5981 J kg (1 for winter.
The random sampling errors oscillate around the average of 0.0861 J kg (1 for summer and 0.0805 J kg (1 for winter, which correspond to 12.4% in summer and 13.4% in winter of the approximation errors. The approximation error is caused by the approximated formulation of FER [e.g. eq. (5)], simplified moist physics in the PF and adjoint models, and dry energy norm used to define the FER (Langland and Baker, 2004; Gelaro et al., 2007; Jung et al., 2013) , and/ or observation errors, errors in the verifying analysis, and errors in the assumed background error covariances for growing modes (Lorenc and Marriott, 2013) . In addition, nothing is known about how the overall error in approximation will be distributed among individual observation impact estimates for various observation types, although this is another source of uncertainty in OBIS. The magnitude of the sampling error may be changed when considering the time-lagged correlation between the FER.
The random error and error considering the lag correlation are calculated and analysed for July 2011 and January 2012 (grey boxes in Fig. 1 Figure 2 shows the time-lagged correlation coefficient (g) of the 5-day moving average of the observation impacts of the NH summer and winter months. Because nonstationary time-series data have a serial dependency (Wilks, 2006) , the sampling error of the non-stationary time-series data deviates from the realistic sampling error calculated from the stationary time-series data without the serial dependency. The lag correlation g is calculated using a 5-day moving average of the observation impact to decrease the serial dependency of the time series. The 5-day moving average is calculated by averaging the observation impact for the five previous days, beginning with the present day. Hereafter, lag-k represents the lag correlation between the moving-average time series with a 0-day lag and the moving-average time series with a k-day lag. Therefore, the value of lag-0 is one because of the perfect self-correlation of the time series data. The lag correlation in the NH summer months starts from one and decreases to zero at a 6-day lag (Fig. 2a) , which implies that the time series at lag-0 is not correlated with the time series at lag-6. Subsequently, the lag correlation oscillates and converges to zero until lag-30. The self-correlation for the NH winter months disappears if both time series are lagged by 4 days (Fig. 2b) . Subsequently, the lag correlation irregularly oscillates, and the time lag for the winter is shorter than that for the summer because of the strong baroclinicity in the NH midlatitude in the winter, as reported by Langland and Baker (2004) . Therefore, due to the correlated time series of the OBIS, the sampling error needs to be calculated considering the lag correlation between samples. This study also examines whether the first-order auto regression (AR-1) model can realistically approximate the lag correlation (g 1 ).
The k-th autocorrelation r k in the AR-1 model is defined as r k 0 (g 1 )
k (Wilks, 2006) . The AR-1 autocorrelation is similar to the lag-1, lag-2 and lag-3 correlations for the NH summer and winter months (Figs. 2a and b) , which implies that the AR-1 autocorrelation can be used rather than the actual lag correlation for 1 to 3 days of time lag and that the AR-1 autocorrelation can be used to calculate the error considering the time-lagged correlation in eq. (7). Figure 3 shows the time-averaged observation impact, random error and sampling error using the AR-1 autocorrelation for July 2011 and January 2012. For both months, the observation impact of SOUND is the greatest, followed by those of AMSU-A, AIRCRAFT, IASI and SYNOP. Because the OBIS are obtained at every 00 UTC during the study period, the observation impact of SOUND is the greatest. In contrast, the observation impact of the satellite data was the greatest in previous studies (e.g. Langland and Baker, 2004; Cardinali, 2009; Gelaro and Zhu, 2009; Gelaro et al., 2010; Joo et al., 2013; Jung et al., 2013; Lorenc and Marriott, 2013) because these previous studies were based on the observation impact data collected at 00, 06, 12 and 18 UTC. The sampling errors that consider the lag correlation in Figs. 3b and d have larger error bars compared to the random sampling error in Figs. 3a and c in both summer and winter. The lag correlation was based on the 1-day lag (i.e. AR-1 autocorrelation) in both July 2011 and January 2012. To examine the reliability of the statistical estimates, the relative standard deviation (coefficient of variation) of the sample assuming independent samples ( S= x j j) and the error considering lag correlation ( S c = x j j) are shown as numbers next to the bars in Fig. 3 . The relative standard error is the absolute value of the ratio between the sample standard deviation and the sample mean. The timeaveraged OBIS with the lower relative standard error have a more precise estimation. For the random error, the relative standard errors of all observation types are smaller than 1, except for TCBOGUS in July 2011 and SSMI/S and DROPSONDE in January 2012. The time-averaged observation impact of TCBOGUS in July 2011 was positive, which indicates that assimilating TCBOGUS produces a greater forecast error than the forecast without its assimilation. The effect of SSMI/S in January 2012 is very small and close to zero. For the error considering lag correlation, the relative standard errors of all observation types increase approximately 3.9 times for summer and 3.7 times for winter, compared with the random error. For the four observation types which show the larger observation impact (i.e. SOUND, AMSU-A, AIRCRAFT and IASI), the relative standard errors are less than 1, which implies that the time-averaged OBIS are relatively precise for these observation types compared with other observation types. As the observation impact decreases, the relative standard errors oscillate showing increasing trend. Figure 4 shows the random error, the error considering the lag correlation (i.e. AR-1) in July 2011 and January 2012. Compared to the random error in July 2011 and January 2012, the error considering the lag correlation increases for all of the observations (Fig. 4) . Because the sampling error considering lag correlation is much larger than the random sampling error, a percentage of the sampling error in the total error (Fig. 1) increases. The sampling errors considering lag correlation oscillate around the average of 0.3381 J kg
(1 for summer and 0.3003 J kg (1 for winter, which correspond to 48.9% in summer and 50.2% in winter of the approximation errors. Therefore, the magnitude of the sampling error considering lag correlation is approximately half of the approximation error, which is a considerable amount of the total uncertainties associated with the observation impact estimation.
Summary and discussion
The sampling errors of the OBIS of July 2011 and January 2012 are calculated using two methods and then compared. The first method uses the random error under the assumption that the samples are independent. The second method uses the error that considers the lag correlation under the assumption that the samples at different times are correlated because the OBIS are calculated using the same numerical model and observations. The lag correlation is calculated using a 5-day moving average of the observation impact at 00 UTC in the NH summer months (June, July and August 2011) and winter months (December 2011 and January and February 2012) . The 5-day moving average decreases the serial dependence of the sample time series. The serial dependence of the moving-averaged time series disappears if the time series is lagged by 6 days for the NH summer months and by 4 days for the NH winter months.
The time lag without the serial dependence for winter is shorter than that for summer because of the strong baroclinicity in the NH midlatitude in the NH winter (Langland and Baker, 2004) . Because the time series of the OBIS are correlated, the realistic sampling error should be calculated considering the lag correlation between samples. In addition, the AR-1 autocorrelation is similar to the lag correlation for 1 to 3 days of lag for both months, which implies that the AR-1 autocorrelation can be used instead of the lag correlation to calculate the sampling error.
The error that considers the lag correlation (i.e. 1-day lag correlation in the NH summer and NH winter; AR-1 autocorrelation) is larger than the random error for all of the observations for both NH summer and winter. As a result, the relative standard errors of the observation impact of all the observation types increase for the sampling error considering lag correlation compared to the random sampling error.
Because the OBIS are estimated under several assumption, the approximation error (i.e. the difference between the nonlinear and approximated FER by the observation impact) could be caused by many factors: the approximated formulation, simplified moist physics in the PF and adjoint models, and dry energy norm (Langland and Baker, 2004; Gelaro et al., 2007; Jung et al., 2013) , observation errors, errors in the verifying analysis, and errors in the assumed background error covariances for growing modes (Lorenc and Marriott, 2013) , and the sampling error. Compared to the random sampling error which corresponds to 12Á13% of the approximation error, the sampling error considering lag correlation corresponds to approximately half of the approximation error, which implies that a considerable portion of the total uncertainties associated with the observation impact estimation may be due to the sampling error. Therefore, it is concluded that the realistic sampling error that considers the lag correlation between the samples of the OBIS is larger than the random error and that the sampling error considering the lag correlation is more appropriate than the random error for representing the uncertainty in the OBIS because the OBIS are correlated. The magnitude of the sampling error when considering lag correlation of the OBIS is approximately a half of the approximation error, which implies that a considerable portion of the uncertainty in the OBIS could be explained by the sampling error when considering lag correlation. The future work would be quantifying other sources of the approximation error in the OBIS. Other sources of the errors [e.g. errors in the verifying analysis, and errors in the assumed background error covariances for growing modes mentioned in Lorenc and Marriott (2013) ] would be spatially correlated.
The error that incorporates spatial correlation of the OBIS would further help understanding characteristics of the uncertainties associated with the OBIS. 
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