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Abstract
Kummer’s evaluation of a ﬁnite hypergeometric seriesF(a, b; c;−1) (c=b−a+1, b=−2m) is extended in two
directions to answer questions related to the positivity of Jost functions arising from one-dimensional Schrödinger
equations with exponentially decaying potentials.
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1. Introduction
In a recent paper [2, Sections 5 and 7], we introduced the polynomial N(x, v) of even degree 2N in
x which is obtained by truncating the Bessel series for J−v(i
√
x), that is,
N(x, v) =
2N∑
n=0
(−1)nxn/{n!(v1 . . . vn)}. (1.1)
Here, x and v are real variables with
x > 0, v > 2N . (1.2)
∗ Corresponding author.
E-mail address: scmbmb@cs.cf.ac.uk (B.M. Brown).
0377-0427/$ - see front matter © 2005 Published by Elsevier B.V.
doi:10.1016/j.cam.2005.06.018
132 B.M. Brown, M.S.P. Eastham / Journal of Computational and Applied Mathematics 194 (2006) 131–140
Also,
vn = v − n (1.3)
and the dots in (1.1) denote the product of the indicated v-factors. When n=0, this product is empty and,
here and later, the empty product has the value unity as usual. Now N(x, v) → ∞ as v → 2N+, and
in [2] the question was raised of identifying a v-interval (2N,V ) in which N(x, v)> 0. In [2, Theorem
7.1], it was shown that
V = 2N + 3 (1.4)
is possible. One result in the present paper gives the complete answer that V = ∞.
This question was raised in [2] in the context of properties of antibound states in the spectral theory of
the one-dimensional Schrödinger equation with exponentially decaying potential, the connection being
that the Bessel function J−v(i
√
x) is related to the Dirichlet Jost function for the potential c exp(−2x).
Here, c (> 0) is a constant, and we refer to [2, Section 2]; [4, Sections 1 and 2] for the details of this
connection with spectral theory.
A second, similarly decaying, potential c sech2(x + ), with  (0) constant, was also considered in
[2,4]. The Dirichlet Jost function now involves a hypergeometric function [2, (4.1) and (4.7)]; [4, Example
2.2] and, corresponding to (1.1), we have the truncated hypergeometric series
N(x, v) =
2N∑
n=0
(−1)n(c1 . . . cn)xn/{n!(v1 . . . vn)}, (1.5)
where
cn = c + (n − 1)n. (1.6)
Indeed, more generally than in [2,4], N is the truncated series of F(a, b; 1 − v; x) with a + b = 1 and
c = ab. Again the question of an interval (2N,V ′) in which N(x, v)> 0 arises. In another recent paper
[3, Proposition 3.3], we showed that V ′ = ∞ when c41 with ﬁnite values of V ′ for larger c. In the
present paper, as for (1.1), we show that V ′ = ∞ for all c.
We also recall at this point the introductory remarks in [2,3] concerning the Hurwitz theorem for Bessel
functions [5,8,9, Section 15.27]. Let (x, v) denote the inﬁnite series obtained by replacing 2N by ∞ in
(1.1). Then one part of the Hurwitz theorem states that (x, v)> 0 for v in any interval 2N <v< 2N +1
[2, Proposition 1.1]; [3, Proposition 1.2]. A corresponding result for (1.5) was given in [2, Section 4(a)];
[3, Proposition 1.2]. If we then write
= N + N, = N +N ,
it is clear that both N and N are series of positive terms when 2N <v< 2N + 1. Thus any result like
(1.4) which produces values of V and V ′ greater than 2N + 1 would be an extension of these Hurwitz
results. As we have already stated, our purpose in this paper is to show that V = ∞ and V ′ = ∞.
Our method in this paper—for both (1.1) and (1.5)—is a development of that used in [2, Theorem 7.1]
for (1.1). We consider the product
N(x, v)N(−x, v) =
2N∑
m=0
umx
2m
. (1.7)
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By (1.1), N(−x, v)> 0 since all its terms are positive, and then we can deduce that N(x, v)> 0
if all um > 0. In [2], the fact that um > 0 (0mN) is a consequence of the Kummer evaluation of
hypergeometric functions with argument −1 [9, Section 5.41(3)]; see also [1, Corollary 3.1.2]; [6, p. 78
(53)]. ForN +1m2N , however, no such evaluation was available and we resorted to cruder reasoning
[2, (7.9)] which required the restriction v < 2N + 3 given in (1.4).
In Section 2, we discuss the Kummer evaluation formula and obtain an extension which provides an
explicit expression for the um (N + 1m2N) and leads in turn to um > 0 without any restriction such
as (1.4). Then, in Section 3, we obtain a substantial further extension in a different direction which allows
us to deal similarly with (1.5).
2. The Bessel case
The Kummer evaluation formula gives a closed-form expression for the hypergeometric function
F(a, b; c; z) when the parameters are related by the equation
c = b − a + 1 (2.1)
and z has the value −1. The expression can be written in several equivalent ways in terms of gamma
functions [1, Corollary 3.1.2]; [7, pp. 42–43]; [9, Section 5.41(3)] and, as in [7, p. 43], the one we quote
here is
2 cos(12b)(1 + b − a)(−b)/{(1 + 12b − a)(−12b)}. (2.2)
Now this expression simpliﬁes considerably when b is a negative even integer, b = −2m, and the basic
property (z + 1) = z(z) is used. At this point, it is convenient to write c = 1 − v. Then, by (2.1),
a = v − 2m and, after the simpliﬁcation in (2.2), Kummer’s formula becomes
F(v − 2m,−2m; 1 − v;−1) = (2m)!/{m!(v1 . . . vm)}, (2.3)
where vn = v − n as in (1.3).
With b = −2m, the left-hand side of (2.3) is a ﬁnite hypergeometric series and, after a little algebra,
(2.3) can be written as
m∑
r=−m
(−1)r/{(m − r)!(v1 . . . vm−r )(m + r)!(v1 . . . vm+r )}
= (−1)m/{m!(v1 . . . v2m)(v1 . . . vm)}. (2.4)
It is this form of the Kummer evaluation formula that we shall extend in Theorem 2.1 below as indicated
at the end of Section 1.
The proof that we shall give of this extension also provides a new derivation of (2.4) itself, and it is
appropriate at this point to say a little about the existing proofs of (2.4). The above derivation of (2.4),
based as it is on (2.2), depends on technicalities of hypergeometric functions, and it is natural to seek a
more elementary proof of the algebraic identity (2.4). There are already two such proofs, neither of them,
however, particularly elegant, which we describe brieﬂy now.
First, the method in the “A=B” book [7, Chapter 7] (see also [1, Section 3.11]) begins by multiplying
(2.4) by the factor which produces unity on the right-hand side. Let f (m, r) denote the resulting term in
134 B.M. Brown, M.S.P. Eastham / Journal of Computational and Applied Mathematics 194 (2006) 131–140
the series on the left. Then the idea in [7, Chapter 7] is to ﬁnd what is called the WZ certiﬁcate R(m, r)
such that
f (m + 1, r) − f (m, r) = R(m, r + 1)f (m, r + 1) − R(m, r)f (m, r).
Summation over r telescopes the right-hand side, leading to the conclusion that
∑m
r=−m f (m, r) is
independent of m and is therefore equal to unity, its value when m = 0. We avoid further details which
are given in [7] save only to mention that R(m, r) has the surprisingly complicated form
(m + r)(m + r − v)S(m, r)/{2(m − r + 2 − v)(m − r + 1 − v)(m − r + 2)(m − r + 1)}
with
S(m, r) = 7 − 6v + v2 − 5r + 2vr + r2 + 12m − 5vm − 4mr + 5m2 (2.5)
[7, p. 126] with our m, m + r , 1 − v, respectively, in place of n, k, c.
The other elementary proof of (2.4) expresses each side in partial fractions in terms of 1/v1 . . . 1/v2m
and identiﬁes the coefﬁcients on each side. It can be seen that, from the left-hand side, a series involving
factorials has to be summed and, again, recourse to the methods in [7] is appropriate. We omit these
details also, and mention only that they are again somewhat onerous.
We move on to the main result of this section which is a generalisation of (2.4) with, in addition, a
much simpler and more elegant proof than those just mentioned.
Theorem 2.1. Let m and n be integers with 0nm, and suppose that v is not an integer in [1,m]. Then
n∑
r=−n
(−1)r/{(m − r)!(v1 . . . vm−r )(m + r)!(v1 . . . vm+r )}
= (−1)nn!{m!(v1 . . . vm)(v1 . . . vm+n)}−1
n+1∑
s=1
a(s, n)(vm−n+s . . . vm), (2.6)
where
a(s, n) =
⎧⎨
⎩
m−s∏
j=m−n
j
⎫⎬
⎭
/
{(n + 1 − s)!(m + n + 1 − s)!}. (2.7)
Comments: Before giving the proof, we make two comments.
(1) It is clear from the nature of the other terms in (2.6) that the sum on the right must be a polynomial in
v of degree n. The point about (2.6) is that an advantageous basis for this polynomial is provided by
(vm−n+s . . . vm) (1sn+1) rather than just the powers of v, the advantage being that the coefﬁcients
appear in an explicit form (2.7). We also note that
a(s, n)> 0 (1sn + 1, 0nm − 1) (2.8)
despite the alternating sign (−1)r on the left in (2.6).
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(2) The right-hand side of (2.7) has the factor m − n when sn, but not when s = n + 1 since the empty
product has the value unity. Thus, when n = m, we have further to (2.8)
a(s,m) = 0 (1sm), =1/m! (s = m + 1). (2.9)
This shows how (2.6) reduces to (2.4) when n = m.
Proof of the theorem. We use induction on n, starting with n = 0, for which the identity (2.6) is clearly
true, each side then consisting of the same single term. Let us denote the left-hand side of (2.6) by (n)
and suppose that the identity is true for n. Then
(n + 1) = (n) + 2(−1)n+1/{(m − n − 1)!(v1 . . . vm−n−1)(m + n + 1)!(v1 . . . vm+n+1)}
= (−1)n+1n!{m!(v1 . . . vm)(v1 . . . vm+n+1)}−1
{
−vm+n+1
n+1∑
s=1
a(s, n)(vm−n+s . . . vm)
+2(m!/n!)(vm−n . . . vm)/{(m − n − 1)!(m + n + 1)!}
}
. (2.10)
Now, by (1.3),
vm+n+1 = vm−n−1+s − (2n + 2 − s) (2.11)
and we substitute this expression into the right-hand side (2.10) for each value of s in the summation.
The coefﬁcient of each term (vm−n−1+s . . . vs) on the right-hand side (2.10) can now be determined. Let
us denote this coefﬁcient by bs (1sn + 2). Then we have to show that
bs = (n + 1)a(s, n + 1). (2.12)
We consider s = 1 ﬁrst. By (2.7), (2.10) and (2.11), we have
b1 = − a(1, n) + 2(m!)/{n!(m − n − 1)!(m + n + 1)!}
= (m − 1)!(m − n − 1)/{n!(m − n − 1)!(m + n + 1)!}
= (n + 1)a(1, n + 1)
as required in (2.12). Next, for 2sn + 1, the two terms on the right of (2.11) both contribute to bs ,
the second when s is replaced by s − 1. Thus
bs = − a(s, n) + (2n + 3 − s)a(s − 1, n)
= (m − s)!{−(n + 2 − s)(m + n + 2 − s) + (2n + 3 − s)(m − s + 1)}/
{(m − n − 1)!(n + 2 − s)!(m + n + 2 − s)!}. (2.13)
Here {. . .} in the numerator simpliﬁes to (n+1)(m−n−1), and so (2.12) holds as required. Since ﬁnally
there is no a(n + 2, n) (2.13) gives simply
bn+2 = (n + 1)a(n + 1, n) = (n + 1)/m! = (n + 1)a(n + 2, n + 1)
to complete the induction proof of (2.6). 
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As a corollary we obtain our main result for N in (1.1).
Corollary 2.2. For all x > 0 and v > 2N ,
N(x, v)> 0.
Proof. Let us now denote the left-hand side of (2.6) by (m, n); and thus the left-hand side of (2.4) is
(m,m). Then, on forming the product in (1.7), we have
um = (−1)m(m,m) (0mN)
and
um = (−1)m(m, n) (N + 1m2N),
where n = 2N − m. Since v > 2N , it follows from (1.3) that for all vr occurring in (2.6) are positive.
Hence, by (2.8) and (2.9), (2.6) gives (−1)m(m, n)> 0 and therefore um > 0 as required in (1.7). 
3. The hypergeometric case
In this section,we establish an identity (3.2) corresponding to (2.6) but containing the positive parameter
c which appears in (1.6). We comment on the relationship between Theorems 2.1 and 3.1 at the end of
this section. It is convenient now to deﬁne
U(m, r) = (c1 . . . cm+r )/{(m + r)!(v1 . . . vm+r )}, (3.1)
where cn is as in (1.6).
Theorem 3.1. Let m and n be integers with 0nm and suppose that v is not an integer in [1,m). Then
n∑
r=−n
(−1)rU(m,−r)U(m, r)
= (−1)nn!U(m, 0)(c1 . . . cm−n)(v1 . . . vm+n)−1
n+1∑
s=1
a(s, n)(vm−n+s . . . vm), (3.2)
where
a(s, n) = (cm−n+1 . . . cm−n+s−1)
n−s+1∑
t=0
(s, t, n)(cm+1 . . . cm+t ) (3.3)
and
(s, t, n) =
⎧⎨
⎩
m−n+t−1∏
j=m−n
j
⎫⎬
⎭ (2m)!(n − t)!/{(2m − n + t + s − 1)!t !(m + t)!(s − 1)!
× (n − t − s + 1)!}. (3.4)
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Proof. We proceed by induction on n as for Theorem 2.1, noting once again that (3.2) is trivially true
when n=0. Let us denote the left-hand side of (3.2) by 	(n). Then, corresponding to (2.10), we now have
	(n + 1) = (−1)n+1n!U(m, 0)(c1 . . . cm−n−1)(v1 . . . vm+n+1)−1
×
{
−cm−nvm+n+1
n+1∑
s=1
a(s, n)(vm−n+s . . . vm) + 2(m!/n!)
×(cm+1 . . . cm+n+1)(vm−n . . . vm)/{(m − n − 1)!(m + n + 1)!}
}
. (3.5)
The initial terms on the right here are as required for the induction proof except for a missing factor n+1.
As before, we use (2.11) and consider the coefﬁcient of each term (vm−n−1+s . . . vm) on the right-hand
side. We can omit some details which are similar to the previous ones and concentrate on the new feature
which is the nature of the cr terms in (3.5).
Corresponding to (2.13) for example, the induction proof requires us to show that
−cm−na(s, n) + cm−n(2n + 3 − s)a(s − 1, n) = (n + 1)a(s, n + 1),
that is, by (3.3),
− cm−n+s−1
n−s+1∑
t=0
(s, t, n)(cm+1 . . . cm+t ) + (2n + 3 − s)
n−s+2∑
t=0
(s − 1, t, n)(cm+1 . . . cm+t )
= (n + 1)
n−s+2∑
t=0
(s, t, n + 1)(cm+1 . . . cm+t ). (3.6)
Now, by (1.6),
cm−n+s−1 = cm+t+1 − (n + t − s + 2)(2m − n + s + t − 1)
and we substitute this expression into the left-hand side of (3.6) for each value of t in the summation.
If we then compare the coefﬁcients of each term (cm+1 . . . cm+t ) (0 tn − s + 2) on the two sides of
(3.6), we ﬁnd that we have to verify that
− (s, t − 1, n) + (n + t − s + 2)(2m − n + s + t − 1)(s, t, n) + (2n + 3 − s)(s − 1, t, n)
= (n + 1)(s, t, n + 1)
for 1 tn − s + 1 and, for the remaining values t = 0 and t = n − s + 2, respectively,
(n − s + 2)(2m − n + s − 1)(s, 0, n) + (2n + 3 − s)(s − 1, 0, n) = (n + 1)(s, 0, n + 1)
and
−(s, n − s + 1, n) + (2n + 3 − s)(s − 1, n − s + 2, n) = (n + 1)(s, n − s + 2, n + 1).
138 B.M. Brown, M.S.P. Eastham / Journal of Computational and Applied Mathematics 194 (2006) 131–140
These two equations can be immediately veriﬁed from Deﬁnition (3.4) of (s, t, n). This completes the
main features of the induction proof of (3.2). 
Let us note the special case of n = m of (3.2). In this case, as for (2.9), (3.4) gives
(s, t, m) = 0 (t1), (3.7)
while
(s, 0,m) = (2m)!/{(m + s − 1)!(s − 1)!(m − s + 1)!}.
Then, in (3.3), a(s,m) reduces to a single term:
a(s,m) = (c1 . . . cs−1)(2m)!/{(m + s − 1)!(s − 1)!(m − s + 1)!}
and by (3.1), (3.2) becomes
m∑
r=−m
(−1)rU(m,−r)U(m, r)
= (−1)m(c1 . . . cm){(v1 . . . v2m)(v1 . . . vm)}−1
m+1∑
s=1
a(s,m)(vs . . . vm). (3.8)
The relationship between the formulae in this and the previous section is that, if we divide through
(3.2) and (3.8) by c2m and then let c → ∞, the only term in (3.3) which makes a contribution is the
one with t = n − s + 1, and then we recover (2.6) and (2.4) in the limit. We also comment that the
proof of Theorem 3.1 gives no clue as to how (3.3) and (3.4) were identiﬁed as the appropriate forms for
a(s, n) and (s, t, n). This was achieved after considerable experimentation, but we hope to develop a
more systematic approach in the future.
Finally in this section, we give our main result for N(x, v) in (1.5).
Corollary 3.2. For all x > 0 and v > 2N ,
N(x, v)> 0.
The proof is similar to that of Corollary 2.2, using the fact that all (s, t, n) are positive except those
in (3.7) which are zero.
4. Concluding remarks
4.1. The conﬂuent hypergeometric case
It was pointed out in [3, Section 4] that the conﬂuent hypergeometric functionF(c; 1−v; x) (=
(x, v)
say) also has the Hurwitz property that 
(x, v)> 0 for x > 0 and 2N <v< 2N + 1. The truncated series
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N(x, v) is deﬁned as in (1.5), but now
cn = c + n − 1. (4.1)
It was shown in [3, Proposition 4.2] that, when 0<c1, we have the extended Hurwitz result that

N(x, v)> 0 for all v > 2N . As in Corollary 3.2 above, the condition c1 can be removed because there
is a corresponding result to Theorem 3.1 when cn is deﬁned by (4.1). We omit the details of the proof,
but the result is that (3.2) and (3.3) continue to hold with (3.4) replaced by
(s, t, n) =
⎧⎨
⎩
m−n+t−1∏
j=m−n
j
⎫⎬
⎭ (n − t)!/{t !(m + t)!(s − 1)!(n − t − s + 1)!}.
4.2. The WZ certiﬁcate R(m, r)
In Section 2 above, we outlined the methods of [7] for proving (2.4) and we quoted the relevant WZ
certiﬁcate R(m, r) in (2.5). For the conﬂuent hypergeometric case, the corresponding sum is the one on
the left of (3.2) with cn deﬁned by (4.1).We have applied Zeilberger’s algorithm [7, Chapter 6 and Section
7.1] to this case. We ﬁnd that J = 1 in [7, (6.1.3)] and that R(m, r) has a more complicated form:
(m + r)(m + r − v)(c + m − r)S1(m, r)/D(m, r),
where D is the same denominator as before, and
S1(m, r) = cS(m, r) + T (m, r), (4.2)
where S(m, r) is as in (2.5) and
T (m, r) = 3m3 + m2(7 − 4r − 2v) − (v − 1)2 + m(3 − 5r + r2 − v + 2rv).
In the hypergeometric case (3.2) with cn deﬁned by (1.6), the formulae from [7] move to a higher level
of complexity. We ﬁnd that J = 2 in [7, (6.1.3)] and the computer print-out for R(m, r) has the form
(m + r)(m + r − v){3 − 4v + (2m − 2r + 1)2}S2(m, r)/D2(m, r),
where
D2(m, r) =
4∏
j=1
{(m − r + j)(m − r − v + j)}
and S2 is a polynomial of degree 10 in m, c, v and r consisting of nearly 400 terms. Of course, such an
expression displays none of the structure which is a feature of our results in Section 3.
References
[1] G.E. Andrews, R. Askey, R. Roy, Special Functions, Cambridge University Press, Cambridge, 1999.
[2] B.M. Brown, M.S.P. Eastham, The Hurwitz theorem for Bessel functions and antibound states in spectral theory, Proc.
Roy. Soc. London A 459 (2003) 2431–2448.
140 B.M. Brown, M.S.P. Eastham / Journal of Computational and Applied Mathematics 194 (2006) 131–140
[3] B.M. Brown, M.S.P. Eastham, Extended Hurwitz results for hypergeometric functions arising in spectral theory, J. Comput.
Appl. Math. 171 (1–2) (2004) 113–121.
[4] M.S.P. Eastham, Antibound states and exponentially decaying Sturm–Liouville potentials, J. London Math. Soc. (2) 65
(3) (2002) 624–638.
[5] A. Hurwitz, Ueber die Nullstellen der Bessel’schen Function, Math. Ann. 33 (1889) 246–266.
[6] E.E. Kummer, Ueber die hypergeometrische Reihe, J. für Math. 15 (1836) 39–83.
[7] M. Petkovšek, H.S.Wilf, D. Zeilberger, A=B,AK Peters Ltd.,Wellesley, MA, 1996 (with a separately available computer
disk).
[8] G.N. Watson, The zeros of Lommel’s polynomials, Proc. London Math. Soc. (2) 19 (1921) 266–272.
[9] G.N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University Press, Cambridge, 1995 (Reprint of
the second (1944) edition).
