Abstract-Belief propagation and graph cuts have emerged as powerful tools for computing efficient approximate solution to stereo disparity field modelled as the Markov random field (MRF). These algorithms have provided the best performance based on results on a standard data set [1]. However, employment of the brightness constancy (BC) assumption severely limits the range of their applications. Previously, augmenting the BC with gradient constancy (GC) assumption has shown to produce a more robust optical flow algorithm [2], [3]. In this paper, these constraints are integrated within the MRF framework to devise an enhanced global method that broadens the application domains for stereo computation. Results of experiments with both semi-synthetic data and more challenging ocean images are presented to illustrate that the proposed method generally outperforms earlier dense optical flow and stereo algorithms.
I. INTRODUCTION
As most early vision problems, stereo matching is ill-posed with inherent ambiguities [4] . In addition to utilizing geometric (and) or radiometric constraint(s) that are satisfied by the data, a widely adopted strategy to arrive at a unique solution is regularization by imposing the smoothness constraint in some form. Accordingly, previous techniques form two general categories depending on whether smoothness is imposed locally, or by some type of global optimization [1] , [5] . In the former case, a match is sought solely by applying the constraints within a local neighborhood where the correct solution may exist. In contrast, global algorithms apply the smoothness assumption in consistency with the data over the entire image domain. Here, the main distinction between various algorithms is the choice of the objective/optimization function, and more importantly the procedure to arrive at the solution; e.g., simulated annealing [6] - [8] , probabilistic (mean-field) diffusion [9] , belief propagation [10] or graph cuts [11] .
The MRF framework has been applied widely in many vision problems by treating the visual reconstruction as an inference problem for finding the "best guess" solution. Like most nonlinear optimization methods, MRFbased methods were generally intractable at reasonable computational speed until the recent emergence of belief propagation and graph cuts [10] , [11] . Algorithms that use either belief propagation or graph cuts have been rated among the best for dense stereo matching, based on results on "standard data sets" [11] - [13] . However, test data in the standard sets cover rather restricted and (or) controlled imaging conditions; e.g., small disparity ranges (say, no more than 2-3 dozen pixels), assumption that brightness constancy (BC) holds for corresponding regions in the left and right views [8] , [14] , etc.
Despite extended use in the motion and stereo techniques, the BC model is often violated in most realistic conditions; for example, for most images in the JISCT collection [15] as elaborated by Cox et al. [16] . The use of robust measures -e.g., truncated quadratics and contaminated Gaussian -has been one approach to limit the influence of mismatches that arise from photometric variations [9] , [17] , [18] . Here, the data cost can be designed rather simplistically:
where ρ() is some robust function, and λ is the relative weight between the data and smoothness terms. Unfortunately, the data cost becomes inappropriate where significant photometric variations exist between the two views. Certain discrepancies due to differences in internal characteristics of the stereo cameras can be readily overcome by a priori photometric calibration; say, global gain and offset adjustments according to the model
However, various complex dynamic scene events often lead to more complex local variations that require special attention. For example, effects from non-uniform illumination and cast shadows can be difficult to model for arbitrary scenes. The so-called generalized dynamic image model (GDIM) [19] is one framework to simultaneous solve for the local brightness variations in the form of gain and offset fields, and disparity in binocular vision [20] , [21] or optical flow in monocular sequences [22] . An alternative approach for improving robustness in the presence of photometric variations is to impose additional constraints on the disparity field: A variety of data costs have been proposed for their insensitivity to differences in camera gain or offset; e.g., gradientbased measures [23] and non-parametric measures such as rank and census transforms [24] . Other matching criteria include phase and filter-bank responses [25] - [28] . Even when the BC model (approximately) holds, complexities arise in establishing the correct match where there exists a large disparity range over the image.
Application of multiple constraints has been shown to improve the accuracy of local methods for the computation of optical flow [29] , including the integration of brightness constancy and gradient constancy (GC) assumptions [2] , [3] . However, assessment of performance under local photometric variations and large disparity ranges in natural scenes is largely unexplored: The solution can be trapped in local minima for images with large disparity ranges, even within a multi-resolution formulation [30] . This problem may be overcome by the MRF-based large-scale global discrete optimization, with a fast approximate solution from belief propagation and graph cuts [11] - [13] . Both often yield comparable results when applied with the same MRF parameters, as stated in [31] .
This paper deals with the integration of BC and GC models into the MRF framework to devise a global stereo matching method based on belief propagation. We show that the proposed formulation can overcome (some of) the shortcomings of earlier local gradient-based and global MRF-based matching methods. A simplified analysis served to demonstrate why the combination of BC and GC assumptions can provide more resiliency to intensity variations, e.g., in the form of multiplicative fields where each individual constraint rests on the assumption that none exists. Significant improved performance is achieved at marginal additional computation cost w.r.t. to a global method utilizing only the BC assumption. We demonstrate the merits of the new method through experiments with stereo images that have relatively large disparity ranges and radiometric variations.
II. DISPARITY COMPUTATION WITH BC AND GC CONSTRAINTS AS MARKOV RANDOM FIELD
The general framework of interest, borrowing notation from [11] , can be defined based on the set of image points P, and set of labels L for the quantities to be estimated at each pixel; e.g., disparities, motion vectors, etc. A labeling f , assigning a label f p ∈ L to each pixel p ∈ P, generally varies smoothly, with the possible exception of abrupt changes at isolated discontinuity boundaries. The quality of a labeling may be assessed by an energy function
Here, the data term D(f p ) is associated with the cost of assigning label f p to pixel p, while the discontinuity cost V (f p , f q ) is the penalty for assigning labels f p and f q to two neighboring pixels. Computing a labeling with minimum energy corresponds to the MAP estimation problem for an appropriately defined MRF.
Stereo disparity computation can become ambiguous. This motivates introducing the smoothness assumption to further constrain the solution. Employing the BC constraint introduces many shortcomings, particulary when the disparities may potentially vary in a relatively large range. Radiometric variations pose a serious problem and tend to produce erroneous result. This can be propagated through enforcing smoothness by local interactions between neighboring pixel sites. Therefore, it is useful to introduce additional assumptions or constraints to bound the solution.
The GC has been shown to provide a suitable constraint for image matching [23] . Ideally, it is valid only for offset effects and zero gain variations. In practice, combining with BC can offer more resiliency to gain variations. One argument for the added robustness from integrating these constraints is that the two are not typically violated "synchronously", as we show for a particular scenario. Thus, a cost function based on the two constraints can still maintain its minimum in the vicinity of the correct disparity. In contrast, the same may not hold true for a cost function based on each individual constraint.
We propose revising the data term in (1) by the addition of a penalty term for deviations from the gradient constancy [32] :
where ∇ = (∂x, ∂y) denotes the spatial gradient. More precisely, the proposed data term is
Here, α is the relative weighting between the two constraints. The robust function ρ() may be defined as
where γ is generally set to 1 or 2, K is the constant that models the outlier process, controlling the data costs of the outliers,and s is the rate of the cost increase [18] .
III. IMPLEMENTATION DETAILS
As claimed in [31] , graph cuts and belief propagation yield comparable results when applied with the same MRF parameters. To avoid redundancy, we use the belief propagation algorithm from Felzenszwalb [33] as an efficient MRF solver, with modification to incorporate the GC constraint. Furthermore, we use the truncated linear model for both the discontinuity and data costs, i.e., we set γ = 1. In the experiments reported here, we have run six message update iterations at each scale, over a total of five scales. The increase in computation is marginal: Evaluating the GC constraint is comparable to that of the BC constraint, and the bulk of computation is consumed by the message propagation. The same holds for an algorithm based on graph cuts.
The MRF parameters, including λ, K bc , K gc , and α are related to the statistics of image noise and variation of scene structures, and can be estimated from a single stereo pair [34] , [35] . Since our primary goal is to better constrain the stereo matching problem by combining BC and GC, it suffices to resort to the determination of best parameters experimentally.
IV. REGULARIZATION BY BC AND GC INTEGRATION;
A SIMPLIFIED ANALYSIS Typically, low-texture surface areas are more sensitive to local shading variations, where the violation of brightness constancy model becomes most significant. We explore next how imposing the gradient constancy constraint may serve to regularize the solution. Though the analysis is based on a simplified representation of the local intensity patterns of a low-textured area, it should adequately serve to demonstrate the role of the two constraints.
For simplicity, we study the 1-D intensity profile in the left and right image along the corresponding epipolar line. In the neighborhood of the matched pixels, the intensity profile can be approximated by a quadratic polynomials:
where g is introduced to model the local gain and is taken as locally constant, while d is the true disparity.
Next, the gradients of the left and right profiles can be derived
na n x n−1 (5) Applying the BC constraint, we can write
where d BC is the disparity that satisfies the BC assumption. Substituting (4) into the above equation and defining
Next, applying the GC constraint gives the equation
After substitution from (5) and defining
We can set the origin of the left-camera coordinate system at x l , meaning that x = 0 is the position of the pixel in the left view. This gives
where k = 1 − 1/g. It is note that for g = 1 (k = 0), we have ∆ BC = ∆ GC = 0 as the (correct) solution from both (10) and (11).
It is evident that the error ∆ BC is a function of parameters a i (i = 0, 1, 2) of the local intensity profile, while ∆ GC depends only on a i (i = 1, 2). To readily visualize how these compare, we can fix a 0 (which is the brightness value of our pixel). Alternatively, we can consider normalization parameters a i = a i /a 0 (i = 1, 2). Finally, we can plot ∆ BC ,∆ GC for a range of these parameters, as well as certain values of gain g, say g = [0.5, 1.5] to illustrate how each constraint affects the variation of these errors.
Depicted in fig. 1 been selected primarily to demonstrate the main point, but are reasonable to represent a low-textured region.) It is also apparent from (10) that the BC model does not yield a real solution for certain combination of the coefficients, while the GC constraint always gives one. We have plotted the smaller of two BC errors from the quadratic equation, when these exist. From these plots, we conclude that more often, the GC constraint gives either 1) a smaller error, or an error in the opposite direction to the BC error; i.e., the two constraints pull the disparity solution away from the true value in opposite directions. Therefore, the GC constraint can serve to regularize the BC-based solution when the two constraints are combined. In only a small percentage of the cases, the GC has a larger error in the same direction as for the BC constraint, that would deteriorate the estimate from the BC alone.
V. EXPERIMENTS

A. Semi-synthetic Data
"Tsukuba" stereo pair, given in figs. 2(a',a"), has been commonly used to assess the performance of stereo matching algorithms [1] . It is utilizes here for the first set of experiments, as it satisfies the BC assumption perfectly. We may therefore employ the disparity map estimated by the method of Felzenszwalb [33] (that employs the BC constraint) as the baseline for our comparisons; see fig. 2(a) . A series of scenarios are tested where the left image is maintained intact, but the right view is corrupted with a certain structured noise field; see (b",c",d"). Each of these cases correspond to some form of variation in the brightness values of corresponding features in the left and right views according to the model I R = (1 + g)I R + b, with a global constant gain g and offset b.
The first case involves a relatively mild and rather smooth noise field, generated with gain g = 0.1 and offset b = 5; see fig. 2(b" ). This may arise from small differences in the two camera aperture settings or spectral responses. While it can be rectified by a prior calibration, it is interesting to explore how the performance of the BC-based method degrades with a relatively The next set of experiments deal with more severe spatially varying photometric variations. Each of the quadruplet sets (a,b,c) in fig. 3 depicts the noise field, "noise-corrupted" right image, and the estimated disparities based on the BC-based and BC&GC-based methods.
Case (a) simulates a slowly varying shading field, where the additive shading field is in the form of a Gaussian distribution as depicted in (a). The scenario in (b) represents a diagonal noise field that varies linearly. Finally, the effect of a discontinuous shadow is tested in (c), where the diagonal linear variation is applied over a small rectangular region. In all of these cases, the reconstruction quality is relatively uniform, and rather consistent with the disparity map computed for the "noisefree" data.
As noted, the GC constraint works perfectly for "offset" photometric variations. We also commented, and as the results show, the BC&GC-based method provides more resiliency when gain variations are present. In another experiment with the same data set, the brightness in the second image is varied according to I R = (1 + g)I R , with g varying in the range [−.1, −.5]. In fig. 4 , we have plotted the average normalized disparity error for both the BC-based and BC&GC-based methods. (The baseline for normalization is set by the disparity map computed for the original data set from Felzenszwalb's algorithm.) This graph clearly verifies the improved robustness of the new method.
To demonstrate why the method based on the integration of BC and GC constraints works better, we examine a sample pixel p L marked by the red (+) in fig. 2(a' ). The red line segment in (a") covers the true match, and the neighboring region in the right view along the and I R y (c). The horizontal blue lines give the intensity and gradient components at p L . The blue and black curves give an intersection for a disparity of -11 pixels, which corresponds to the true match. This is also verified from the minimum point of the black curve in (a') that gives the data cost terms based on the intensity component.
That is, the data cost term of the BC-based method has a minimum at a disparity of about -11 pixels. We next adjust the intensity profiles and thus the corresponding data terms, assuming that the right image differs from the left by a gain of g = 0.4. This gives the new set of curves shown in red. The BC assumption is clearly violated, and the minimum energy based on this model now gives a lower disparity of roughly -9 pixels. Imposing the GC constraint alone does not yield the correct solution either, as the minimum energy point moves to a higher disparity level. It is underlines that the two errors are in opposite directions. Imposing both constraints together produces a solution near the correct disparity of roughly -11 pixels. 
B. Real Data
The next set of experiments deal with images recorded under uncontrolled conditions. In the first case, the target comprises an artificial coral rock resting on top of a smaller rock, placed on a globe map laid on the floor; see fig. 6(a) . One can readily note some strong brightness variations over certain corresponding local regions in the stereo pair. The disparities vary over a relatively large range of approximately 30-95 pixels. The stereo data is rectified to establish horizontal epipolar lines. For this data, the belief propagation algorithm with the BC constraint yields a very noisy disparity field. To overcome this, we have increased the weighting of the discontinuity penalty term, however, this comes at the expense of reconstructing blocky frontal-plane surfaces. Additionally, the estimated disparities over the flat background carpet are quite inaccurate (b,b'). In contrast, the reconstruction accuracy improves significantly by incorporating the GC constraint, as depicted by the disparity and textured 3-D depth maps in (c,c').
Next, we compare with the results in (d,d') that are computed with Brox's optical flow algorithm, modified to estimate only the horizontal flow component (stereo disparity). recall that we use the similar data cost term as in Brox's method, and thus the comparison allows us to assess the role of the belief propagation framework in the integration of the BC and GC models. We note that the disparity field over the flat carpet (background) is pulled towards the camera, mainly because the solution is trapped in local minima within this region.
The last set of tests deal with 5 sample stereo pairs from ocean data sets collected off of Key Biscayne Florida in April 2005; figs. 7(a-e). Discrepancies in the brightness levels over various matching local regions are evident. In most of these pairs, the disparities vary over a relatively large range' e.g., approximately 50-115 pixel for data set A (a). Moreover, the right image is slightly out of focus compared with the left one, due to imperfect camera setting at acquisition time. Having clearly established the disadvantages in the application of the MRF-based formulation based on the BC constraint, comparisons are made solely with the local optical flow algorithm of Brox. While both methods use the same constraints, any performance enhancement can be directly tied to the advantages of the implementation of the MRF-based formulation by belief propagation.
VI. CONCLUSION
Brightness variations due to cast shadows, illumination non-uniformity, and variations other environmental events are inevitable in most images acquired under uncontrolled conditions. Application to such images reveals the poor performance and true shortcomings of most earlie r dense stereo matching methods that employ the BC assumption as data constraint. We have proposed the application of BC and GC constraints within the powerful belief propagation framework to broaden the applicability for dense stereo reconstruction for uncontrolled imaging conditions. These constraints have been previously used in defining the data term of certain optical flow algorithms; e.g., [2] , [3] . However, the improved performance within the belief propagation framework is achieved mainly due to the advantage in computing fast approximate global minima, where the alternative multi-resolution gradient descent schemes of earlier optical flow algorithms may be trapped in local minima. Results from experiments with groundtruth and real data clearly demonstrate that the proposed algorithm is rather robust in the presence of various forms of photometric variations. (c) (c') (c") Figure 7 . Five stereo pairs from Ocean data with significant variations in the brightness of corresponding local regions from cast shadows and sun flicker. Estimated dense stereo disparity maps have been computed by the Brox's method (a'-e') and proposed method (a"-e"). 
