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Abstract
This thesis addresses the dynamical inverse problem of EEG source reconstruction
by using two main approaches: Dynamic Inverse Problem solution considering Time
Varying and Time invariant Constraints, and Weighted Dynamic Inverse Problem
solution. Discussed approach of representation comprises two main contributions:
Firstly, the introduction of a discrete–time nonlinear model grounded on physiological
considerations that explains better the dynamics of the brain neural activity. Secondly,
the inclusion of estimation of time varying parameters that allows the enhancement of
the nonlinear model, making it suitable for electroencephalographic source localization
of such abnormal neuronal activity as epileptic seizures. The estimation that is
performed using proposed nonlinear dynamic models with time varying parameters
provides an improvement in terms of reconstruction error, if comparing with similar
referred linear approximations.
Keywords: Dynamic inverse problem, system identification, state estimation.
Resumen
Esta tesis trata el problema inverso dina´mico para la reconstruccio´n de fuentes
a partir de sen˜ales EEG usando dos me´todos: solucio´n del Problema Inverso
Dina´mico considerando Restricciones Variantes e Invariantes con el Tiempo, y solucio´n
del Problema Inverso Dina´mico Ponderado. Los me´todos discutidos comprenden
principalmente dos contribuciones: En primer lugar, la introduccio´n de un modelo
discreto nolineal basado en consideraciones fisiolo´gicas que describa adecuadamente la
dina´mica de la actividad neuronal. En segundo lugar, la estimacio´n de para´metros
variantes en el tiempo que permitan mejorar el modelo no lineal, hacie´ndolo apropiado
para la localizacio´n de fuentes electroencefalogra´ficas durante actividad normal
y patolo´gica, tal como ataques epile´pticos. La estimacio´n realizada usando los
modelos nolineales propuestos, presenta mejores resultados en te´rminos del error de
reconstruccio´n, comparado con me´todos lineales o invariantes con el tiempo.
Palabras clave: Problema inverso dina´mico, identificacio´n de sistemas, estimacio´n
de estado.
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Introduction
Motivation
Functional neuroimaging aims to noninvasively characterize the dynamics of the
distributed neural networks that mediate brain function in healthy and pathological
states. Usually, determination of the neural current distribution within the brain or
neural activity could be estimated through functional Magnetic Resonance Imaging
(fMRI) or electroencephalographic signals (EEG). Functional MRI allows direct
estimation of neural brain dynamics with high spatial resolution but only low temporal
resolution. EEG source localization is a complementary technique used to obtain a
measurement of the brain neural activity. Typically, the images generated by EEG
inverse solutions have a lower spatial resolution, but possess a much higher temporal
resolution, and are thus important for studying brain dynamics [1].
Neural activity estimation (solution of the inverse problem) is calculated using only
the measurement at one single time point. However, neural activity has an inherent
strong spatial and temporal dynamic, so in the solution of the inverse problem it is
necessary to consider the dynamic variability of the neural activity [6, 32, 45, 34]. This
is possible including, in the solution of the inverse problem, dynamic constraints that
take into account the evolution of the neural activity. Therefore, it is necessary to
consider a dynamic model for neural activity for the solution of the dynamic inverse
problem. According to [12] by choosing appropriate dynamic models for neural activity,
better solutions than those obtained by instantaneous inverse solutions are obtained.
For example, in [45] auto regressive (AR) models are used for modeling neural activity,
assuming that the dynamic model is linear and depends on the previous states of neural
activity. As a result, the inclusion of dynamical constraints improves the performance
of the instantaneous case. On the other hand, there are different problems that must
be considered in the implementation and development of the dynamic inverse solution.
First of all, dynamic estimation of neural activity is a high dimensional problem and
its implementation has a high computational load.
However, the main restriction is the selection of the dynamic model. An improvement
of the previous model is presented in [11] based on the Kalman filter. The
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implementation of the proposed filter includes a decoupling of the dynamic model in
order to calculate the neural dynamic for each source independently, and considering
temporal variability for the source and local neighbor interaction. The evaluation of
the performance over simulated signals presents better results than obtained in [45].
However, when the performance is evaluated over real signals the dynamic model for
neural activity proves too simple for a good performance.
In other approaches [10, 31], dynamic estimation of neural activity based on the
Kalman filter includes generalized auto regressive conditional heteroskedasticity
(GARCH) modeling of covariance, that enhances performance on estimation of neural
activity. However, dynamical modeling of EEG signals is a complex problem and
the selection of GARCH model for covariance is directly related to the dynamic
model for neural activity to obtain optimal results. A physiologically based model
allows a better description of the system dynamics. Physiologically based models of
brain dynamics increase the information provided by the inverse solution, because
estimated parameters are physiologically meaningful. For example, in [2] a simple
dynamic model with resonant behavior is used according to the physiological features
of EEG signals. Neural activity is estimated through Kalman filter calculation using
a decoupled method to handle the problem of high dimensionality and the likelihood
maximization technique is used for parameter estimation of the dynamic model.
When dynamic model performance is evaluated over real EEG signals they result
in problems in spatial coupling as a result of implementation proposed in [11] and
because the spatial term of the dynamic model is inaccurate. It is possible to improve
the performance of the decoupling method proposed in [11] using methods of filter
partition as proposed in [40] or high performance computing [27]. Additionally,
if complex dynamic models based on physiological and anatomical constraints are
selected according to [37, 36, 22] it is possible to improve the performance of the
dynamic model for spatial and temporal behavior.
Moreover, it is possible to improve estimation of neural activity using fMRI and EEG
simultaneously [8, 3]. That methodology permits improvement in spatial resolution
for EEG signals and reduce interference between sources. However, that methodology
presents a high computational load and requires the selection of an appropriate
dynamic model for neural activity that takes into account spatial information. A
further way to improve spatial resolution in estimation of the dynamic model is
using magneto encephalography (MEG) and EEG simultaneously [29], although that
technique also presents a high computational load and correlated noise in acquisition
channels.
Dynamic models for neural activity proposed in [11, 45, 2] are linear systems. However,
it is possible to use nonlinear dynamics models for neural activity as proposed by
[36, 46, 23]. Those nonlinear models are more realistic and make possible a better
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approximation of the real dynamic model of neural activity but at the same time, they
increase the computational load and require more complex techniques for estimation
of parameters. Nevertheless, nonlinear models could perform a better estimation for
real EEG signals improving the analysis of resultant estimated neural activity.
Considered dynamic models for linear and nonlinear cases are time invariant during
estimation of neural activity. Consequently, a modification to the considered dynamic
models is to include time varying parameters (TVAR) during estimation [41, 23]. That
technique allows a better estimation of neural activity even for linear models because
they take into account the dynamic variability of the process. On the other hand,
parameter variability of the dynamic model could not represent a real behavior, and
for this reason it is necessary to define a structure for parameter variability. According
to [41] it is possible to consider a deterministic or stochastic variation structure for
parameters evolution. If time varying dynamic models use structured parameter
variation and the dynamic model is physiologically based it is possible to improve
the estimation of neural activity and solve with better accuracy the dynamic inverse
problem because it presents a temporal smoothness [12, 2]. In consequence, temporal
smoothness as a priori information for dynamic inverse problem solution presents good
approximation and stability in the estimation of neural activity [25, 38, 39, 42]. This
a priori information could be used in dynamic models parameter estimation or as a
penalty term in the solution of the dynamic inverse problem.
On the other hand, the solution of the inverse problem depends on the selection of
dynamic model for neural activity and lead field matrix that links neural activity with
EEG signals, and can be calculated by applying Maxwell’s equations to a particular
head model [13]. As head model it is possible to use simple models, such as spherical
models, or realistic head models, such as approximations using boundary and finite
elements methods or finite differences, including isotropic or anisotropic conductivities
for tissues [34, 5, 19]. However, it is necessary to consider appropriate selection of
conductivities and its time and spatial variability [4]. Additionally, the more we
increase the resolution, the higher dimensionality we get for dynamic model of neural
activity and the higher computational load we have, but the better mapping of neural
activity we achieve. Nevertheless, selection of head model modifies the accuracy of
spatial estimation but not its dynamics. For that reason, considering any head model,
it is possible to evaluate the performance of different methodologies of estimation for
neural activity [34].
From this literature review, there are two main problems that should be considered
in the solution of the dynamic inverse problem: appropriate selection of the dynamic
model for neural activity, and reduction of computational load preserving the spatial
and temporal dynamics of neural activity. For the appropriate selection of dynamic
model the following factors must be considered: linear versus non-linear systems, time
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variant versus invariant, physiologically based models and anatomical constraints.
In this way, estimated parameters for the dynamic model could be physically
interpretable. Additionally, time varying dynamic models must consider a variation
structure according to physiologically based constraints. Furthermore, selection of
linear or non-linear dynamic models must take into account temporal and spatial
constraints and should be robust enough to be applied over simulated or real signals.
Reduction of computational load must consider dimensionality reduction or decoupling
techniques that maintain the spatial and temporal dynamics of neural activity. In
this way, it is possible to reduce computational load without decrease performance of
system process. All these issues are presented in a general way in systems that involve
dynamic inverse problems. In this thesis, all mentioned issues and its interrelations
are considered and applied in estimation of neural activity within the brain from EEG
signals.
Objectives
Main Objective
To develop a methodology for selection and estimation of a dynamic model, considering
appropriate spatial and temporal evolution, which should be robust enough to be
applied to real EEG signals in clinical applications.
Specific Objectives
• Establish a procedure to estimate linear dynamic models considering spatial
coupling, physical constraints and time varying parameters and evaluate its
performance in the solution of the dynamic inverse problem over real EEG signals.
• Obtain a procedure to estimate non-linear dynamic models considering spatial
coupling, physical constraints and time varying parameters and evaluate its
performance in the solution of the dynamic inverse problem over real EEG signals.
• Design a methodology for a dynamic pre-processing analysis, appropriate for
linear and non-linear time varying systems in order to improve the solution of
the dynamic inverse problem and preserve the spatial and temporal dynamics of
neural activity.
xviii Introduction
Methodology
The methods developed in this thesis are organized in two main approaches: Dynamic
Inverse Problem solution considering Time Varying and Time invariant Constraints as
presented in chapter 3, and Weighted Dynamic Inverse Problem solution as presented
in chapter 4. The first approach considers three methods: an Iterative Regularization
Algorithm (IRA), a Kalman Filtering solution (KF), and an Iterative Regularization
Algorithm with Multivariate Auto-Regressive constraints (IRA-MVAR). The second
approach considers three methods: a Weighted Iterative Regularization Algorithm
(WIRA), a Weighted Kalman Filtering solution (WKF), and a Weighted Iterative
Regularization Algorithm with MVAR constraints (WIRA-MVAR). The method
termed IRA is proposed to estimate neural activity that uses an iterative inverse
problem solution under time-varying dynamic constraints by introducing a time variant
model. The iterative scheme allows the estimation of the current density distribution,
i.e., neural activity, for each time sample of the EEG, and at the same time, allowing the
dynamic model to vary across time without significantly increasing the computational
burden. The IRA performance is evaluated for both simulated and real signals. The
IRA solution is compared to the solutions obtained by static and dynamic methods, in
terms of error measurements and under several noise conditions. The IRA method is
applied by using a time varying nonlinear and linear models described in section 3.1.3.
The static inverse problem solution is obtained by LORETA, and the dynamic inverse
solution is obtained by using a Kalman filter with the models described in section 2.2
as a time invariant constraint. In order to simulate the activity, the dynamic model
proposed in section 3.1.1 is used, considering uniform activity. In the real database,
considered EEG segments are taken from a pathological recording with focal epilepsy
that had been collected during routine clinical practice. Two issues are discussed for
the solution framework of the dynamic inverse problem: i) appropriate selection of the
dynamic model of neural activity, ii) reduction of computational load preserving the
spatial and temporal dynamics of the EEG. An analysis of the estimated parameters
of the time varying dynamic model used in IRA is performed in order to identify
the changes in the dynamics of the brain during the transition from a normal to a
pathological state. The evaluation of this method is performed in section 5.2.1.
Assuming Gaussian distributions, the dynamic inverse problem with physiologically
based constraints, can be formulated in the Kalman filtering framework. The Kalman
filtering framework allows the estimation of the current density distributions, for each
time sample of the EEG. Time varying constraints are considered in the solution of the
inverse problem by using using a time varying nonlinear and linear models described in
section 3.1.3. These models are rewritten as first order linear and nonlinear models as
shown in section 2.2. The filter performance is analyzed in terms of the standard error
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for the cases of linear and nonlinear models having time invariant and time varying
parameters. The proposed algorithm is evaluated for both simulated signals and real
signals during normal and pathological states. In order to simulate the activity, the
dynamic model proposed in section 3.1.1 is used, considering uniform activity. In
the real database, considered EEG segments are taken from a pathological recording
with focal epilepsy that had been collected during routine clinical practice. In the
performance evaluation, the appropriate selection of the dynamic model is discussed,
and the estimated parameters are analyzed during variations of the type of activity.
The dynamic inverse solution is compared with the solutions obtained by LORETA
and by using a Kalman filter with linear and nonlinear time invariants models. The
evaluation of this method is achieved in section 5.2.2.
A MVAR model estimated from the data can be used as a dynamic constraint
for the solution of the dynamic inverse problem. Then, the IRA-MVAR method
is proposed to estimate neural activity. The IRA-MVAR algorithm use a specific
structure for the dynamic model of current distribution obtained directly from the
data by fitting MVAR models to EEG time series. Whereas previous approaches
consider an approximation of the internal connectivity of the sources, the proposed
methodology considers a realistic structure of the model estimated from the data, such
that it becomes possible to obtain improved inverse solutions. The performance of the
method is demonstrated by application to simulated EEG data over several signal to
noise ratios where performance of the algorithm is evaluated using the standard error,
and compared with static an dynamic solutions. The static inverse problem solution is
obtained by LORETA, and the dynamic inverse solution is obtained by using a Kalman
filter with the model described in section 3.1.3 as a time invariant constraint. Finally,
it is shown that by estimating MVAR models it becomes possible to obtain inverse
solutions of considerably improved quality, as compared to the usual instantaneous
inverse solutions. The evaluation of this method is achieved in section 5.2.3.
The Weighted Dynamic Inverse Problem method considers a physiologically based
models and estimated models from the data that takes both spatial and temporal
dynamics into account and a weighting stage to modify the assumptions of the model
from observations. The calculated weighting matrix is included in the cost function
used to solve the dynamic inverse problem, and therefore in the Iterative Regularized
Algorithm and Kalman filter formulation. In this way, a weighted dynamic inverse
problem solution is proposed including a preponderance matrix. This method is
analyzed by including the weighting matrices in the KF framework and by the IRA
method. The proposed method, considers time invariant and time varying parameters
for linear and nonlinear models described in section 2.2 for the KF framework, and
linear and nonlinear time varying models described in section 3.1.3. The method
performance in terms of standard error, projection error, adn residual error is analyzed
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for several SNRs by using simulated signals. In order to simulate the activity, the
dynamic model proposed in section 3.1.1 is used, considering uniform activity. The
evaluation of this method is described in section 5.3.
Solution of the inverse problem using distributed sources presents a high computational
load, for that reason, in [27, 5, 28] high performance computing (HPC) techniques
are used for the development of the solution in dynamic inverse problems. Another
approach is to use spatial decoupling in the dynamic model for reducing computational
load [11, 2]. In this thesis, a methodology for dimensionality reduction is applied for
estimation of neural dynamics, in order to obtain an estimation of the neural activity in
a reduced model including relevant temporal and spatial information. In this way, the
dimensionality reduction is performed by applying matrix inversion lemmas, as shown
in section 1.2 or by using spatial projections based on a Singular Value Decomposition,
as described in section 1.4. The methods for reducing the computational load are
applied over all algorithms developed in this thesis.
1. Inverse Problems in
Electroencephalographic Source
Localization
Well-known and widely used functional neuroimaging techniques are functional
magnetic resonance imaging (fMRI) and electroencephalography (EEG) source
reconstruction. EEG source reconstruction is a technique that reconstructs the sources
of electrical currents (i.e. the current distribution) within the brain that give rise to
recordable potential fields at the scalp. fMRI records hemodynamic activity (changes
in blood flow), which is an indirect marker of the brain’s electrical activity. Both
techniques map neuronal activity and are complementary in the sense that fMRI is
known to provide a high spatial resolution but a relatively low temporal resolution,
whereas EEG source reconstruction, which is also known as electroencephalographic
source localization (ESL), allows a high temporal resolution, but a relatively low spatial
resolution. In this chapter, a review of the methods for ESL for distributed source
modeling is presented. By using these methods, the inverse problem solution is a
current density field map. This representation for brain activity is closer to reality than
dipole modeled sources, however, the accuracy of the resultant inverse problem solution
is highly dependent of the method and its constraints. The methods are presented in
the Tikhonov regularization framework. By including several approximations it is
possible to consider in the solution static an dynamic constraints.
1.1 Forward Problem
The static forward problem can be formulated with a discrete time measurement
equation as follows [13]:
yk =Mxk + εk, (1.1)
where vector yk ∈ Rd×1 holds the EEG measurements on the scalp for d electrodes
at time instant k, vector xk ∈ Rn×1 describes the current density inside the brain,
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where n is the number of distributed sources. Besides, the called lead field matrix,
M ∈ Rd×n, which relates the current density inside the brain xk at time instant k with
the EEG measurements yk, can be computed using Maxwell equations for a specific
head model. The vector εk ∈ Rd×1 represents the non–modeled features of the system,
i.e. observation noise, and is assumed to be additive, white and Gaussian with zero
mean and with covariance matrix defined by
E
[
εjε
T
k
]
=
Cε, for j = k0, for j 6= k (1.2)
where E [·] is the expectation operator, and Cε = σ2εId, being σ2ε the variance. This
definition for εk is formulated also as εk ∼ N(0,Cε).
1.2 Inverse Problem
The general solution of an inverse problem [15] associated to the Eq. (1.2) can be
achieved by the application of the Tikhonov Regularization Method as follows
x̂k = argmin
xk
{
‖yk −Mxk‖2Cε + λ2k
∥∥W (xk − x−k )∥∥2} (1.3)
being x−k the prior knowledge of xk, and W ∈ Rn×n a weighted matrix, where λk is
the regularization parameter that expresses the balance between fitting the model and
the prior constraint of minimizing
∥∥W (xk − x−k )∥∥2. The following weighted norm is
considered:
‖a− b‖2C = (a− b)TC−1 (a− b) (1.4)
and also
‖P (a− b)‖2 = ‖a− b‖2
(P TP)
−1 (1.5)
Based on the Eq. (1.4) and Eq. (1.5), it is possible to rewrite the functional of Eq.
(1.3), as follows:
Φ (xk, λk) = (yk −Mxk)TC−1ε (yk −Mxk) + λ2k
(
xk − x−k
)T
W TW
(
xk − x−k
)
,
(1.6)
The minimization of Eq. (1.6) is provided by applying the Jacobian with respect to
xk, and then replacing xk to x̂k, as follows:
∇xkΦ (xk, λk) =MTC−1ε Mx̂k + λ2kW TWx̂k −MTC−1ε yk − λ2kW TWx−k (1.7)
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After equaling Eq. (1.7) to 0, the analytical solution for x̂k is given by
x̂k =
(
MTC−1ε M + λ
2
kW
TW
)−1 (
MTC−1ε yk + λ
2
kW
TWx−k
)
(1.8)
Equation (1.8) can be rewritten in order to reduce the size of the inverse. This can be
done, by applying the following identity [12](
HTR−1H + V −1
)−1
HTR−1 = V HT
(
HVHT +R
)−1
(1.9)
or by applying the matrix inversion lemma, as follows:(
HTR−1H + V −1
)−1
= V − V HT (HVHT +R)−1HV (1.10)
Several approximations can be performed from the Tikhonov inverse solution described
in (1.8), which is also known as Weighted Minimum Norm Estimated (WMNE)[12].
Depending on the selections of W and the prior information, the following solutions
are obtained:
• If the weighted matrix is selected as the identity matrix W = In, a reduced
problem known as Minimum Norm Estimated (MNE) is obtained [1, 6], as
follows:
x̂k =
(
MTC−1ε M + λ
2
kIn
)−1 (
MTC−1ε yk + λ
2
kx
−
k
)
(1.11)
• If the weighted matrix is selected as a Laplacian W = L according to
[L]ij =

1, i = j
−1
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, j is a neighbor of i
0, otherwise
(1.12)
where [L]ij is the ij element of L, the inverse problem known as LOw REsolution
TomogrAphy (LORETA) [6, 32] is obtained, as follows:
x̂k =
(
MTC−1ε M + λ
2
kL
TL
)−1 (
MTC−1ε yk + λ
2
kL
TLx−k
)
(1.13)
• Several possible selections for the weighting matrix can be used in the solution of
the inverse problem that includes geometrical constraints (Local AUtoRegressive
Average, Adjoint Normalized Approximations, column Weighted Minimum
Norm, FOCal Undetermined System Solution, etc.) [6, 12, 32, 14].
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1.3 Dynamic Inverse Problem
A similar approach for the solution of the inverse problem can be obtained if the prior
information of the Tikhonov inverse problem is defined as the output of a dynamical
model as follows
x−k = f (x̂k−1, . . . , x̂k−p) (1.14)
and the weighting matrix is selected as a Laplacian, the inverse problem known as
Dynamic LORETA (DynLORETA) is obtained [45], where the analytical solution can
be defined by
x̂k =
(
MTC−1ε M + λ
2
kL
TL
)−1 (
MTC−1ε yk + λ
2
kL
TLf (x̂k−1, . . . , x̂k−p)
)
, (1.15)
being x̂k−1, . . . , x̂k−p the estimated previous states at times k−1, . . . , k−p respectively.
Equation (1.15) describe a general form for dynamic inverse problems. According to
[45], the dynamic inverse problem can be formulated as the solution of a state space
representation with very general dynamics, as the following set of equations
xk = f (xk−1, . . . ,xk−p) + ηk
yk =Mxk + εk,
(1.16)
where ηk ∼ N(0,Cη), being defined as Cη = σ2η
(
LTL
)−1
, and where the vector
function f may be nonlinear, time-dependent, or linear specified as follows
xk =
p∑
j=1
Ajxk−j + ηk (1.17)
where Aj ∈ Rn×n matrices allow the modeling of various interesting dynamics
displaying features such as spatial heterogeneity, local neighbor interaction, etc. The
resultant dynamic inverse problem can be formulated as
x̂k = argmin
xk
{
‖yk −Mxk‖2Cε + λ2k ‖xk − f (x̂k−1, . . . , x̂k−p)‖
2
Cη
}
(1.18)
which can be solved analytically as
x̂k =
(
MTC−1ε M + λ
2
kC
−1
η
)−1 (
MTC−1ε yk + λ
2
kC
−1
η f (x̂k−1, . . . , x̂k−p)
)
. (1.19)
According to [11], a key component in the solution of the inverse problem is the
selection of an adequate model. For instance, in [2], the dynamical model is
approximated through the telegrapher equation, as follows
xk = A1xk−1 +A1xk−2 + ηk (1.20)
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whereA1 = a1In+b1L, andA2 = a2In being L the Laplacian operator. The precedent
dynamical models consider that the model is uniform over the entire brain. In [9] is
proposed a linear model which consider the activity in each current source location as
xk = diag (a)xk−1 + ηk (1.21)
where a ∈ Rn×1 is the vector parameters of the auto-regressive model, and ηk ∼
N(0, diag (σ)), being σ ∈ Rn×1 the associated variance for each source. Even when the
model is too simple to describe complex brain dynamics is a significant improvement
over the previous state space models. However, the dynamic models analyzed only are
useful to describe time invariant behavior of the brain dynamics.
Even when the analytical solution is obtained in (1.19), in spite of the computational
load, in [45, 2, 9] are proposed several alternative methods to obtain the solution of
the inverse problem where the computational load is diminished.
An additional approach for dynamic inverse problem solutions is described in [38],
where a functional containing multiple constraints is defined, as follows:
x̂k = argmin
xk
{‖yk −Mxk‖2Cε + λ2k ‖xk‖2 + γ2k ‖D (xk − x̂k−1)‖2} (1.22)
being D = 1
tk−tk−1
In, where the term ‖D (xk − x̂k−1)‖2 measures the temporal
smoothness of xk, and λk, γk the regularization parameters. The analytical solution
can be obtained for each k as
x̂k =
(
MTC−1ε M + λ
2
kIn + γ
2
kL
TL
)−1 (
MTC−1ε yk + λ
2
kD
TDx̂k−1
)
(1.23)
However, in [38] the solution of (1.22) is obtained by solving the dynamic inverse
problem for all k simultaneously, with fixed regularization parameters.
1.4 Dimensionality Reduction in ESL
The computational load of the inverse problem solution can be reduced by applying
spatial projection based on the Singular Value Decomposition (SVD) over M , as
follows:
M = USV T (1.24)
where U ∈ Rd×d and V ∈ Rn×d are orthonormal matrices, and S ∈ Rd×d is a diagonal
matrix. The columns of U and V are called the left and right singular vectors,
respectively, and the diagonal elements of S are called the singular values [15]. If
an inverse problem solution is obtained by:
x̂k =
(
MTM + λ2kIn
)−1
MTyk (1.25)
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therefore, by applying (1.24), the following solution is obtained
x̂k = V
(
STS + λ2kId
)−1
STUTyk (1.26)
Equation (1.26) diminish the computational load of (1.25) since the inverse is applied
over diagonal matrices. A more general case can be applied over the Tikhonov solution
of (1.8), by applying the SVD over M¯ = C
− 1
2
ε MW
−1, as follows
M¯ = U¯ S¯V¯ T (1.27)
Then, (1.8) can be arranged as follows
x̂k =W
−1
(
M¯TM¯ + λ2kIn
)−1
M¯TC
− 1
2
ε yk (1.28)
Therefore, by applying (1.27), and by considering the matrix inversion lemma of (1.10),
the following solution is obtained [45]
x̂k =W
−1V¯
(
S¯S¯T + λ2kId
)−1
S¯TU¯TC
− 1
2
ε yk (1.29)
where equation (1.29) can be computed more efficiently than (1.8), since the inverse is
also applied over diagonal matrices.
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1.5 Summary
In this chapter, a review of the methods for ESL for distributed source modeling is
presented. Since the methods are presented in the Tikhonov framework, it is possible
to include static an dynamic constraints in the solution of the inverse problem, with
the corresponding high computational load. In addition, the methods considered in
this chapter are used as a gold standard in several publications in the field of ESL. In
this thesis, the LORETA method of (1.13) is used for comparison analysis in chapter 5.
As presented, spatial projection by using Singular Value Decomposition can be applied
in order to reduce the computational load, which can also be diminished by applying
decoupling or high performance computing techniques, as discussed in [45, 2, 9]. In this
thesis, the spatial projection by using SVD is preferred, since the required modifications
of the algorithms are straightforward.
2. Inverse Problem Solution within
Kalman Filtering Framework
In this chapter, the inverse problem is presented in the Kalman filtering framework by
considering Gaussians assumptions, for static an dynamic constraints.
2.1 Static Inverse Problem
The static forward problem can be formulated with a discrete time measurement
equation as follows:
yk =Mxk + εk, (2.1)
where vector yk ∈ Rd×1 holds the EEG measurements on the scalp for d electrodes
at time instant k, xk ∈ Rn×1, where n is the number of distributed sources inside
the brain. Besides, the called lead field matrix, M ∈ Rd×n, which relates the current
density inside the brain xk at time instant k with the EEG measurements yk, can
be computed using Maxwell equations for a specific head model [45]. The vector
εk ∈ Rd×1 represents the non–modeled features of the system, i.e. observation noise,
and is assumed to be additive, white and Gaussian with zero mean and with covariance
matrix defined by
E
[
εjε
T
k
]
=
Σε, for j = k0, for j 6= k (2.2)
where E [·] is the expectation operator. This definition for εk is formulated also as
εk ∼ N(0,Σε).
Generally, expression (2.1) is considered as an ill–posed inverse problem, where the
estimation of xk is usually achieved using a Bayesian technique consisting in finding,
for a given time sample k, and estimator of x̂k that maximizes the posterior probability
distribution of xk given the measurement yk. This estimator can be written as
x̂k = argmax
xk
{p (xk|yk)} (2.3)
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where p (xk|yk) is the probability of xk given yk. According to Bayes law
p (xk|yk) ∝ p (yk|xk) p (xk) (2.4)
p (xk|yk) = p (yk|xk) p (xk)
p (yk)
(2.5)
The prior p (yk) is functionally independent of xk, therefore p (xk|yk) can be maximized
by maximizing the terms in the numerator alone. Hence, the maximum a posterior
estimate (MAP) is found as
x̂k = argmax
xk
{p (yk|xk) p (xk)} (2.6)
Under the Gaussian assumption the two terms can be written out explicitly as
p (yk|xk) = 1√
(2pi)d detΣε
exp
(
−1
2
(yk −Mxk)T (Σε)−1 (yk −Mxk)
)
(2.7)
p (xk) =
1√
(2pi)n detΣ−k
exp
(
−1
2
(
xk − x−k
)T (
Σ−k
)−1 (
xk − x−k
))
(2.8)
where x−k , E (xk) and Σ
−
k , E
[(
xk − x−k
) (
xk − x−k
)T]
is the prior mean and prior
covariance of the estimation. Taking the negative log of p (yk|xk) p (xk) yields
− log (p (yk|xk) p (xk)) = log
√
(2pi)d detΣε +
1
2
(yk −Mxk)T (Σε)−1 (yk −Mxk)
+ log
√
(2pi)n detΣ−k +
1
2
(
xk − x−k
)T (
Σ−k
)−1 (
xk − x−k
)
(2.9)
Since the log terms are independent of xk they can be dropped, providing a more
specialized cost function as follows
Φ(xk) = (yk −Mxk)T (Σε)−1 (yk −Mxk) +
(
xk − x−k
)T (
Σ−k
)−1 (
xk − x−k
)
(2.10)
Equation (2.10) can be reformulated in a compact form as
Φ(xk) = ‖yk −Mxk‖2Σε +
∥∥xk − x−k ∥∥2Σ−
k
, (2.11)
where
‖yk −Mxk‖2Σε = (yk −Mxk)
T
Σ−1ε (yk −Mxk) (2.12)
Therefore, an estimate of x̂k can be obtained by minimizing the given objective function
(2.11) for each time k independently, as follows:
x̂k = argmin
xk
{
‖yk −Mxk‖2Σε +
∥∥xk − x−k ∥∥2Σ−
k
}
. (2.13)
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It can be seen that (2.11) has similitude with the objective function establish for the
Thikonov regularization solution [15] given by the following objective function,
Φ(xk, λk) = ‖yk −Mxk‖2Σε + λ2k
∥∥L (xk − x−k )∥∥2 , (2.14)
where matrix L ∈ Rn×n is defined as the spatial smoothness constraint; the i-th
row vector of L acts as a discrete differentiating operator (Laplacian operator),
by comprising differences between the six nearest neighbors of the j−th and i−th
sources [45]. The called regularization parameter, λk ∈ R, which expresses the trade
off between fitting the model and the prior constraint of minimizing ‖Lxk‖. If the prior
covariance matrix Σ−k of (2.11) is defined as Σ
−
k =
1
λ2
k
(
LTL
)−1
, with the appropriate
selection of λk then (2.11) is obtained from (2.14).
2.2 Dynamic Inverse Problem based on State Models
If a state space model described by
xk = f (xk−1, . . . ,xk−p) + ηk (2.15)
is used to define the forward problem, the state estimation must include the prior
information of the model. If considering a nonlinear dynamical model such as
f (xk−1,xk−2) = A1xk−1 +A2x
2
k−1 +A3x
3
k−1 +A4xk−2, (2.16)
or a linear model as
f (xk−1,xk−2,wk) = A1xk−1 +A2xk−2, (2.17)
a dynamic inverse problem based in the state model may be defined.
Needed for the state evolution in Eq. (2.15), the obtained nonlinear discrete
representation of Eq. (2.16) can be assumed as the proper physiology based model
of neural activity, which is completed with the measurement Eq. (2.1) to be further
reformulated as a first order dynamic system, as follows:[
xk
xk−1
]
︸ ︷︷ ︸
zk
=
[
f (xk−1,xk−2)
xk−1
]
︸ ︷︷ ︸
f(zk−1)
+
[
I
0
]
︸︷︷︸
B
ηk (2.18)
yk =
[
M 0
]
︸ ︷︷ ︸
C
[
xk
xk−1
]
︸ ︷︷ ︸
zk
+εk (2.19)
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where the following augmented representations are noted as: C ∈ Rd×2n for the output
matrix,B ∈ R2n×1 is noise matrix, and vector zk ∈ R2n×1 includes the current densities
into the brain.
Equation (2.17) can be reformulated in the form of a first order model as follows:[
xk
xk−1
]
︸ ︷︷ ︸
zk
=
[
A1 A2
I 0
]
︸ ︷︷ ︸
A
[
xk−1
xk−2
]
︸ ︷︷ ︸
zk−1
+
[
I
0
]
︸ ︷︷ ︸
B
ηk. (2.20)
Considering that the stochastic processes {zk} and {yk} of (2.18) and (2.19) are
jointly Gaussian, then the optimum estimate ẑk that minimize the mean square error
E
[
(zk − ẑk)T (zk − ẑk)
]
is the conditional mean estimator defined by
ẑk = E [zk|y1, . . . ,yk] (2.21)
which is equivalent to the MAP estimate
ẑk = argmax
zk
{p (zk|y1, . . . ,yk)} (2.22)
when the statistics are Gaussian. MAP estimation seeks the current estimate ẑk that is
most probable given the model and all the measurements y1, . . . ,yk up to and including
the present time k. The solution to the MAP formulation is shown below.
2.3 Linear Dynamic Inverse Problem
Considering the process equation show in (2.20) is linear, the posterior probability
density for the state zk can be expanded as
p (zk|y1, . . . ,yk) = p (yk|y1, . . . ,yk−1, zk) p (zk|y1, . . . ,yk−1) p (y1, . . . ,yk−1)
p (y1, . . . ,yk)
(2.23)
where p (y1, . . . ,yk) and p (y1, . . . ,yk−1) can be dropped because they are functionally
independent of zk, and where p (yk|y1, . . . ,yk−1, zk) = p (yk|zk). Hence, the MAP
estimate is found as
ẑk = argmax
zk
{p (yk|zk) p (zk|y1, . . . ,yk−1)} (2.24)
Under the Gaussian assumption, the two terms can be written out explicitly as
p (yk|zk) = 1√
(2pi)d detΣε
exp
(
−1
2
(yk −Czk)T (Σε)−1 (yk −Czk)
)
(2.25)
p (zk|y1, . . . ,yk−1) = 1√
(2pi)2n detΣ−k
exp
(
−1
2
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
))
(2.26)
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where ẑ−k , E [zk|y1, . . . ,yk−1] and Σ−k ,
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
represent the
prior mean and the covariance of the state. Therefore, taking the negative log of
p (yk|zk) p (zk|y1, . . . ,yk−1) yields
− log p (yk|zk) p (zk|y1, . . . ,yk−1) = ν + 1
2
(yk −Czk)T (Σε)−1 (yk −Czk)
+
1
2
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
) (2.27)
where ν is a constant to account for the normalizing terms in the Gaussian density
functions. Since the ν term is independent of zk it can be dropped, providing a more
specialized cost function as follows
Φ(zk) = (yk −Czk)T (Σε)−1 (yk −Czk) +
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
)
(2.28)
Equation (2.28) can be reformulated in a compact form as
Φ(zk) = ‖yk −Czk‖2Σε +
∥∥zk − ẑ−k ∥∥2Σ−
k
, (2.29)
Hence, ẑk can be found by minimizing the expression in (2.28). This is done by taking
the derivatives with respect to the unknow zk and setting it to zero:
∇zkΦ(zk) =
(
Σ−k
)−1 (
zk − ẑ−k
)−CTΣ−1ε (yk −Czk) = 0 (2.30)
Completing in order to collect the terms
(
zk − ẑ−k
)
0 =
(
Σ−k
)−1 (
zk − ẑ−k
)−CTΣ−1ε (yk −C (zk − ẑ−k )−Cẑ−k ) (2.31)
Collecting
(
zk − ẑ−k
)
term on the left hand side gives((
Σ−k
)−1
+CΣ−1ε C
T
) (
zk − ẑ−k
)
= CTΣ−1ε
(
yk −Cẑ−k
)
(2.32)
and solving for zk yields
zk = ẑ
−
k +
((
Σ−k
)−1
+CΣ−1ε C
T
)−1
CTΣ−1ε
(
yk −Cẑ−k
)
(2.33)
Letting zk take the value of the solution, this can be rewritten in the form
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
(2.34)
where Kk is commonly referred as the Kalman filter gain and is defined as
Kk =
((
Σ−k
)−1
+CΣ−1ε C
T
)−1
CTΣ−1ε (2.35)
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Applying the matrix inversion lemma of (1.9) to (2.35), in order to reduce the size of
the inverse [21], gives:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
(2.36)
Recall that to continue sequential estimation of the state, the posterior error covariance
Σk is also required. This can be found by using the definition
Σk = E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
(2.37)
and substituting the definition of ẑ−k in (2.34) to give
Σk = E
[(
zk − ẑ−k −Kk
(
yk −Cẑ−k
)) (
zk − ẑ−k −Kk
(
yk −Cẑ−k
))T]
(2.38)
Multiplying out the quadratic produces
Σk =E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
− E
[(
zk − ẑ−k
) (
yk −Cẑ−k
)T]
KTk
−KkE
[(
yk −Cẑ−k
) (
zk − ẑ−k
)T]
+KkE
[(
yk −Cẑ−k
) (
yk −Cẑ−k
)T]
Kk
(2.39)
While the first term of the right hand side of (2.39) evaluates immediately to Σ−k ,
evaluation of the second, third and fourth terms in this last expression involves
rewriting
(
yk −Cẑ−k
)
as(
yk −Cẑ−k
)
=
(
Cẑk + εk −Cẑ−k
)
(2.40a)(
yk −Cẑ−k
)
= C
(
zk − ẑ−k
)
+ εk (2.40b)
so that, the second term in (2.39) contains
E
[(
zk − ẑ−k
) (
yk −Cẑ−k
)T]
=E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T
CT
]
+ E
[(
zk − ẑ−k
)
εTk
] (2.41a)
E
[(
zk − ẑ−k
) (
yk −Cẑ−k
)T]
= Σ−k C
T (2.41b)
where the cross term vanish because the measurement noise εk is assumed to be white,
and therefore uncorrelated with
(
zk − ẑ−k
)
. The third term in equation (2.39) is simply
the transpose of the second. The fourth term contains
E
[(
yk −Cẑ−k
) (
yk −Cẑ−k
)T]
=CE
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
CT
+CE
[(
zk − ẑ−k
)
εTk
]
+ E
[
εk
(
zk − ẑ−k
)T]
CT + E
[
εkε
T
k
] (2.42)
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where the cross terms are again dropped to give
E
[(
yk −Cẑ−k
) (
yk −Cẑ−k
)T]
= CΣ−k C
T +Σε (2.43)
Substituting the terms in equation (2.39) yields
Σk = Σ
−
k −Σ−k CTKk −KTkCΣ−k +Kk
(
CΣ−k C
T +Σε
)
KTk (2.44)
which, by using (2.36) gives as a result
Σk = Σ
−
k −Σ−k CKTk −KkCΣ−k +Σ−k CTKTk (2.45a)
Σk = Σ
−
k −KkCΣ−k (2.45b)
Σk = (I −KkC)Σ−k (2.45c)
Now that equations have been obtained for ẑk and Σk it remains to be shown how
ẑ−k+1 and Σ
−
k+1 are generated for the next time step. Using the state space equations
makes this fairly straightforward. The prior estimate is
ẑ−k+1 = E [zk+1|y1, . . . ,yk] (2.46a)
ẑ−k+1 = E [Azk +Bηk|y1, . . . ,yk] (2.46b)
ẑ−k+1 = AE [zk|y1, . . . ,yk] +BE [ηk|y1, . . . ,yk] (2.46c)
ẑ−k+1 = Aẑk (2.46d)
where the conditional expectation of ηn is zero under the assumption that the process
noise is white. The prior covariance is obtained readily is:
Σ−k = E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T |y1, . . . , yk] (2.47a)
Σ−k = E
[
(Azk +Bηk −Ax̂k) (Azk +Bηk −Ax̂k)T |y1, . . . ,yk
]
(2.47b)
Σ−k = E
[(
A
(
zk − ẑ−k
)
+Bηk
) (
A
(
zk − ẑ−k
)
+Bηk
)T |y1, . . . ,yk] (2.47c)
Σ−k = AE
[(
zk − ẑ−k
) |y1, . . . ,yk]AT +BE [ηkηTk ]BT (2.47d)
Σ−k = AΣkA
T +BΣηB
T (2.47e)
This equations for generating the prior mean and covariance from the posteriors are
often referred as the time update equations of the Kalman filter. The equation for
generating posteriors from the priors are referred as the measurement update equations.
Then, the Kalman filter is applied according to the procedure show above, as follows:
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Algorithm 1: Kalman filtering with Linear Constraints
Initialize with ẑ0, Σ0 ;
for k = 1→ T do
Time update equations:
ẑ−k = Aẑk−1
Σ−k = AΣk−1A
T +BΣηB
T
Measurement update equations:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
end
For a linear model and Gaussian noise statistics the Kalman filter produces the optimal
estimates ẑk that minimize the objective function (2.28). Because the mean and
covariance completely specify a Gaussian density function, the Kalman filter effectively
estimate the conditional density p (zk|y1, . . . ,yk) at each time step. These estimates
are optimal in both the Mean Square Error (MSE) and MAP senses. Maximum
likelihood estimated are obtained by letting the initial covariance Σ0 approach to
infinity, thus causing the filter to ignore the value of the initial state ẑ0.
2.4 Nonlinear Dynamic Inverse Problem
Since the process equation show in (2.18) is nonlinear, the the Kalman filter equation
can no longer be applied directly. The non linearity disrupts the Gaussianity of the
statistics, making it impossible to obtain optimal estimates merely by propagation of
the mean and covariances of the posterior density. For general densities, an optimal
MSE and MAP estimate can only be obtained by calculating the entire density function
p (zk|y1, . . . ,yk) at each time step which is a computational intractable task. An
approach to the nonlinear estimation problem is to approximate the conditional density
with a Gaussian, and calculate only the covariance and mean as before.
2.4.1 Extended Kalman Filtering
The extended Kalman filter (EKF) is the most commonly used of the Gaussian
approximation methods. Under the Gaussian assumption, the estimation criterion
is the same as expressed in equation (2.28).
Φ(zk) = (yk −Czk)T (Σε)−1 (yk −Czk) +
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
)
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As before, calculating ẑ−k and Σ
−
k requires ẑk−1 and Σk−1 from the previous step.
Under the Gaussian assumption, estimation of the posterior mean ẑk and covariance
Σk from the prior statistics ẑ
−
k and Σ
−
k is the same as in the linear case. However,
generating prior mean ẑ−k and covariance Σ
−
k through the nonlinear function requires
an approximation.
ẑ−k+1 = E [zk+1|y1, . . . ,yk] (2.48a)
ẑ−k+1 = E [f (zk) +Bηk|y1, . . . ,yk] (2.48b)
ẑ−k+1 = E [f (zk) |y1, . . . ,yk] (2.48c)
where the conditional expectation of ηk is zero under the assumption that the process
noise is white. The EKF approximate the expectation of f (zk) using a Taylor series
expansion about ẑk
f (zk) = f (ẑk) +
∂f (ẑk)
∂z
(zk − ẑk) + 1
2
(zk − ẑk)T ∂
2f (ẑk)
∂z2
(zk − ẑk) + · · · (2.49)
and keeping only the first two terms
f (zk) ≈ f (ẑk) +Ak (zk − ẑk) (2.50)
where Ak is defined as
Ak =
∂f (zk)
∂z
∣∣∣∣
ẑk
(2.51)
and where the conditional expectation of the second term is zero so expectation of the
truncated Taylor series gives
ẑ−k+1 ≈ f (ẑk) (2.52)
Approximate evaluation of Σ−k+1 is defined as
Σ−k+1 = E
[(
zk − ẑ−k
) (
zk − ẑ−k
) |y1, . . . ,yk] (2.53a)
Σ−k+1 = E
[
(f (zk) +Bηk − f (ẑk)) (f (zk) +Bηk − f (ẑk))T |y1, . . . ,yk
]
(2.53b)
Inserting the first order Taylor series approximation gives
Σ−k+1 ≈ E
[
(f (ẑk) +Ak (zk − ẑk) +Bηk − f (ẑk)) (·)T |y1, . . . ,yk
]
(2.54a)
Σ−k+1 ≈ E
[
(Ak (zk − ẑk) +Bηk) (Ak (zk − ẑk) +Bηk)T |y1, . . . ,yk
]
(2.54b)
Σ−k+1 ≈ AkE [(zk − ẑk) (zk − ẑk)]ATk +BE
[
ηkη
T
k
]
BT (2.54c)
Σ−k+1 ≈ AkΣkATk +BΣηBT (2.54d)
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Equations (2.52) and (2.54d) form the time update equations for the EKF.
The measurement update is the same as in the linear case, so the EKF is
obtained merely by replacing the Kalman filter time update equations. Then,
the EKF is applied according to the procedure show above, as follows:
Algorithm 2: Kalman filtering with Non Linear Constraints (EKF)
Initialize with ẑ0, Σ0 ;
for k = 1→ T do
Time update equations:
ẑ−k = f (ẑk−1)
Σ−k = Ak−1Σk−1A
T
k−1 +BΣηB
T
Measurement update equations:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
end
2.4.2 Unscented Kalman Filtering
An alternative method of nonlinear estimation with superior performance than EKF
is known as Unscented Kalman Filter (UKF). The basic difference between EKF
and UKF stems from the manner in which Gaussian Random Variables (GRV) are
represented for propagating through system dynamics. Though the UKF addresses
the approximation issues of the EKF, the state distribution is again represented by a
GRV, but using a minimal set of carefully chosen sample points to capture completely
the true mean and covariance of the GRV, and when propagated through the true
nonlinear system, capture the posterior mean and covariance accurately to the second
order for any non linearity [23]. In order to capture adequately the posterior mean and
covariance for the process, a sigma matrix X of 2n+1 sigma vectors [X]i according to
Xk−1 =
[
x̂k−1 ẑk−1 + δ
√
Σk−1 ẑk−1 − δ
√
Σk−1
]
(2.55)
being ẑk−1 ± δ
√
Σk−1 the sigma vectors around ẑk−1. These sigma vectors are
propagated through the nonlinear system as follows
X
−
k = f (Xk−1) (2.56)
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being X−k is the prior sigma matrix, where the prior mean and covariances are
determined from X−k as follows
ẑ−k ≈
2n∑
i=0
Wmi
[
X
−
k
]
i
(2.57)
Σ−k ≈
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T (2.58)
being Wmi and W
c
i the weights associate to the mean an variance calculation
respectively. It is noticeable that for the UKF the prior mean and variance are
calculated from a sampled distribution, while in the EKF are approximated through a
truncated Taylor Series. This approach improves the approximations of the nonlinear
model that are accurate to the third order for Gaussian inputs for all non-linearities
[21].
The measurement update is the same as in the linear case and in the EKF, so
the UKF is obtained merely by adding the Kalman filter time update equations.
Then, the UKF is applied according to the procedure show above, as follows:
Algorithm 3: Kalman filtering with Non Linear Constraints (UKF)
Initialize with ẑ0, Σ0 ;
for k = 1→ T do
Sigma points:
Xk−1 =
[
ẑk−1 ẑk−1 + δ
√
Σk−1 ẑk−1 − δ
√
Σk−1
]
Time update equations:
X
−
k = f (Xk−1)
ẑ−k =
2n∑
i=0
Wmi
[
X
−
k
]
i
Σ−k =
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T
Measurement update equations:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
end
2.5 Dual Estimation of States and Parameters
Since the time-variant nature of the real dynamical systems concerned in this study,
function f should be further consider as a time varying, i.e., fk, to improve the dynamic
model. Therefore, there is a need for introducing explicitly a time varying vector of
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parameters, wk into the dynamical model given by Eq. (2.16) and (2.17). Thus, the
parameters can be modeled now as the following stationary stochastic process:
wk = wk−1 + ζk (2.59)
where the state transition matrix in (2.59) is given by the identity matrix, being ζk
a zero-mean Gaussian distributed noise vector with covariance E{ζkζ⊤k } = Σζ and
cross-covariance E{ζjζ⊤k } = 0, ∀k 6= j. When Σζ = 0, the process that describes the
dynamic behavior of the parameters is regarded as constant deterministic, otherwise,
it is related as random walk.
Consequently, both the solution of the dynamic inverse problem in case of neural
activity estimation (ẑk) and parameter calculation (ŵk) can be formulated as a dual
estimation problem, that is, by optimizing one variable at a time while the other
variable is fixed, and alternating. This multivariate optimization leads to the following
set of equations
ẑk = arg max
zk,ŵk
{p(zk, ŵk|y1, . . . ,yk)} (2.60)
ŵk = arg max
ẑk,wk
{p(ẑk,wk|y1, . . . ,yk)} (2.61)
2.5.1 State and Parameter Estimation for Linear Models
In order to achieve an improvement of the dynamic model, is useful to consider f as
a time varying function fk. In this way, model parameters w =
[
a1 b1 a2
]T
, for
the linear case given in (2.17), are now time varying parameters. Consequently, the
solution of the dynamic inverse problem in case of neural activity estimation (ẑk),
and parameter estimation (ŵk), could be formulated using two sequential Kalman
filters proposed in [21] for neural activity estimation and parameter estimation.
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Algorithm 4: Dual Kalman filtering with Linear Constraints
Initialize with ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Time update equations for parameter filter:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Time update equations for state filter:
ẑ−k = Akẑk−1
Σ−k = AkΣk−1A
T
k +BΣηB
T
Measurement update equations for the state filter:
Kxk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +K
z
k
(
yk −Cẑ−k
)
Σk = (I −KzkC)Σ−k
Measurement update equations for the parameter filter:
Kwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +K
w
k
(
yk −Cẑ−k
)
Σwk = (I −Kwk Cwk )Σ−wk
end
In the algorithm 4, α ∈ (0, 1] is often referred as the forgetting factor, which provides
an approximate exponentially decaying weighting on past data. ŵk is defined as a
vector that contains the estimated coefficients aˆ1, bˆ1, aˆ2 of equation (2.17), Ak is the
linear function evaluated in the estimated parameters wˆk, ek is the estimation error
at time k defined as ek = yk − Cẑ−k , Cwk = −∂ek/∂ŵk, and Σe is the associated
covariance matrix of e.
2.5.2 State and Parameter Estimation for Nonlinear Models
In order to achieve an improvement of the dynamic model, is useful to consider
f as a time varying function fk. In this way, model parameters w =[
a1 b1 a2 a3 a4
]T
, for the nonlinear case given in (2.16), are now time
varying parameters. Consequently, the solution of the dynamic inverse problem
in case of neural activity estimation (ẑk), and parameter estimation (ŵk) for
the nonlinear model, is formulated using two sequential extended Kalman filters
proposed in [21] for neural activity estimation and parameter estimation.
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Algorithm 5: Dual Kalman filtering with Non linear Constraints (EKF)
Initialize with ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Time update equations for parameter filter:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Time update equations for state filter:
ẑ−k = fk (ẑk−1)
Σ−k = AkΣk−1A
T
k +BΣηB
T
Measurement update equations for the state filter:
Kzk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +K
z
k
(
yk −Cẑ−k
)
Σk = (I −KzkC)Σ−k
Measurement update equations for the parameter filter:
Kwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +K
w
k
(
yk −Cẑ−k
)
Σwk = (I −Kwk Cwk )Σ−wk
end
In the algorithm 5, α ∈ (0, 1] is often referred as the forgetting factor, which provides
an approximate exponentially decaying weighting on past data. ŵk is defined as a
vector that contains the estimated coefficients aˆ1, bˆ1, aˆ2, aˆ3, aˆ4 of equation (2.16), fk is
the nonlinear function evaluated in the estimated parameters wˆk, ek is the estimation
error at time k defined as ek = yk−Cẑ−k , Cwk = −∂ek/∂ŵk, and Σe is the associated
covariance matrix of e.
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Algorithm 6: Dual Kalman filtering with Non linear Constraints (UKF)
Initialize with ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Time update equations for parameter filter:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Sigma points:
Xk−1 =
[
ẑk−1 ẑk−1 + δ
√
Σk−1 ẑk−1 − δ
√
Σk−1
]
Time update equations for the state filter:
X
−
k = fk (Xk−1)
ẑ−k =
2n∑
i=0
Wmi
[
X
−
k
]
i
Σ−k =
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T
Measurement update equations for the state filter:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
Measurement update equations for the parameter filter:
Kwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +K
w
k
(
yk −Cẑ−k
)
Σwk = (I −Kwk Cwk )Σ−wk
end
2.6 Summary
In this chapter, several methods within Kalman filtering framework are presented for
the solution of the inverse problem considering static an dynamic constraints. The
Kalman filtering framework allows the estimation of the current density distributions,
for each time sample of the EEG. The time varying constraints are considered in the
solution of the inverse problem by using the nonlinear model of (3.13) and the linear
model of (3.14). These models are rewritten as first order linear and nonlinear models
as shown in (2.20) and (2.18), respectively. The Kalman filtering for the linear model
with time invariant parameters is described in the algorithm 1. For the nonlinear
model with time invariant parameters, two algorithms are used: the Extended Kalman
filtering and the Unscented Kalman filtering, which are described in the algorithms 2
and 3. The evaluation of this methods under several noise conditions for simulated
and clinical EEG signals is performed in chapter 5.
3. Proposed Dynamic Inverse Problem
Solution
In this chapter the dynamic inverse problem solution by using dynamic constraints
is discussed. In section 3.1 a method for EEG generation by using a physiologically
based dynamical model is presented. As a result, a generalized discrete time nonlinear
model that can describe complex brain dynamics is proposed in order to represent
normal and pathological activity. In sections 3.2 and 3.3 two approaches for dynamic
inverse problem solutions considering dynamic constraints are discussed. The first
approach considers physiological models that take both spatial and temporal dynamics
as a constraints for the solution of the dynamic inverse problem. Therefore, an
Iterative Regularization Algorithm (IRA) is proposed to estimate neural activity that
uses an iterative inverse problem solution under time-varying dynamic constraints by
considering a time variant model. Assuming Gaussian distributions, the proposed
approach can be also formulated in terms of a dual Kalman filtering framework. Both
approaches can be formulated as well for time invariant constraints. The second
approach considers a Multivariate Auto-Regressive Model (MVAR) estimated from the
data, as a dynamic constraint for the solution of the dynamic inverse problem. Then,
an Iterative Regularization Algorithm by MVAR modeling (IRA-MVAR) is proposed
to estimate neural activity.
3.1 Dynamic Forward Problem
Consider the general dynamic state space system described by the following three
equations:
yk =Mxk + εk, (3.1)
xk = f (xk−1, · · · ,xk−m,wk) + ηk, (3.2)
wk = g (wk−1) + ǫk, (3.3)
where vector yk ∈ Rd×1 holds the EEG measurements on the scalp coming from d
electrodes, at a time instant k; vector xk ∈ Rn×1 is the current density in each source
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(the same neural activity), being n the number of distributed sources in the brain;
and the so called lead field matrix, defined as M ∈ Rd×n, which can be computed as
a quasi-static approximation of Maxwell and Poisson’s equations for a specific head
model [13]. Those equations, and therefore the lead field matrix, relate the current
density inside the brain, xk, to the measurements on the scalp yk. In addition, the
vector εk ∈ Rd×1 represents the observation noise, f is a non-linear vector function
of order m that models the dynamics of the current density (i.e., the neural activity),
vector wk ∈ Rp×1 holds the p parameters of the function f , ηk is a random variable
representing the additive process noise, g is a linear vector function of first order that
models the dynamics of wk, and ǫk ∈ Rp×1 is the noise affecting the p time varying
parameters. The noise are defined as εk ∼ N(0,Cε), ηk ∼ N(0,Cη), ǫk ∼ N(0,Cǫ),
being Cε = σ
2
εId, Cη = σ
2
η
(
LTL
)−1
and Cǫ = σ
2
ǫIp the covariance matrices of the
measurement noise equation (3.1), the process noise equation (3.2) and the parameters
noise equation (3.3), respectively, being σ2ε , σ
2
η and σ
2
ǫ the variances.
Generally, Eq. (3.1) is a discrete time measurement equation, Eq. (3.2) describes
the state behavior, and Eq. (3.3) gives the parameter behavior. In the discrete time
measurement equation, the leadfield matrix M is directly related to the structure of
the head model, its conductivities, the position of the electrodes and sources. The
selection of the state behavior must be adequately considered in order to represent the
brain dynamics during normal and pathological states. The parameter behavior must
described the way in which the brain changes from normal to pathological states.
3.1.1 Physiology-Based Dynamic Models
Several models can be used for EEG simulation, such as, random walks, linear first
order models, linear second order models, nonlinear models, etc. However, a key
component for realistic EEG simulation yk is the use of an adequate model of Eq.
(3.2) which represents the system dynamics [2]. In [36], a physiology based model that
is grounded on the following description of neural activity propagation is proposed.
The model equation for neural activity x (t) is thus given by
1
ς2
∂2x (t)
∂t2
+
2
ς
∂x (t)
∂t
= c1x (t) + c2x (t− t0) + n2x2 (t) + n3x3 (t) + η (3.4)
where c1x (t) and c2x (t− t0) represent instantaneous feedback due to nearby neurons
and delayed feedback via an extra-cortical loop, respectively, t0 is a time delay to relay
feedback via the loop, and ς is a characteristic decay rate of the field activity x (t).
However, Eq. (3.4) only describes the activity around one source. In order to describe
the activity in the whole brain, a generalized model is required. This problem is solved
by introducing n second order differential equations described by (3.4) for each source.
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Obtaining the following generalized equation
2∑
i=0
κi
∂i
∂ti
x (r, t)− (κ3 ▽2r x (r, t) + η(r, t)) = s (x; r, t) , (3.5)
where r and t denote space and time, respectively, and ▽2r is the dimensionless
Laplacian operator. The introduced vector function s ∈ Rn×1 that is related to neural
activities (nearby neurons and external stimulus) holds plainly nonlinear behavior
described as follows:
s (x; r, t) =
3∑
i=1
κ(i+3)x
i(r, t) (3.6)
where the set of coefficients {κi ∈ R} is explicitly determined from the cortico-thalamic
model.
3.1.2 Nonlinear Time Varying Model
In this thesis, a discrete state space representation based on the structure of Eq.
(3.5) and Eq. (3.6) are used for describing the activity into the brain. The proposed
model assumes that each source evolves independently from others, and its dynamical
behaviour can be defined as time-varying. These features allow that the proposed
model describes adequately normal and pathological activity, even for localized epilepsy
events. This model can be defined as follows:
f (xk−1,xk−2,xk−τ ,wk) = A1xk−1 +A2x
2
k−1 +A3x
3
k−1 +A4xk−2 +A5xk−τ , (3.7)
being A1 = diag (a1) + diag (b1)L, A2 = diag (a2), A3 = diag (a3), A4 = diag (a4)
and A5 = diag (a5), where Ai ∈ Rn×n are the parameters matrices which described
the dynamics of the model, and L ∈ Rn×n is a spatial Laplacian matrix containing
the spatial interactions between sources. The vector function f is time varying since
wk ∈ Rp×1 can change at each sample k. The set of parameters associated with the
dynamics of (3.7) is wk with p = 6n defined as
wTk =
[
aT1 b
T
1 a
T
2 a
T
3 a
T
4 a
T
5
]
. (3.8)
This model involves high complexity and flexibility which allows to describe any
behavior of the brain. However, it is noticeable that the amount of parameters to be
considered into the model is six times greater than the number of sources, and therefore,
if the model is used as a constraint in the solution of a dynamical inverse problem,
the amount of parameters to be estimated could be up to 7n. In order to reduce
the amount of parameters, two simplifications are proposed. The first approximation
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assumes that the behavior of the dynamic sources is uniform over a cortical area (which
means that the brain area will be reduced to m << p areas, and the sources in each
area will describe homogeneous activity). The resultant model is described by (3.7)
being
aj =
[
a1j . . . a
m
j
]
, j = 1, . . . , 5
b1 =
[
b11 . . . b
m
1
] (3.9)
where aj ∈ Rm×1, b1 ∈ Rm×1, being m the number of regions into the brain. It is
noticeable that in Eq. (3.9), a set of parameters aij, j = 1, . . . , 5 and b
i
1 describes the
dynamics of a certain region of the brain. Therefore, the set of parameters of the
dynamical function can be expressed as wk with p = 6m
wTk =
[
aT1 b
T
1 a
T
2 a
T
3 a
T
4 a
T
5
]
. (3.10)
The second approximation considers that the activity into the whole brain is uniform
and therefore can be described by an unique set of parameters. Such a model can be
written according to Eq. (3.2) as follows:
f (xk−1,xk−2,xk−τ ,wk) = (a1In + b1L)xk−1 + a2x
2
k−1 + a3x
3
k−1 + a4xk−2 + a5xk−τ ,
(3.11)
or, if referring to the Eq. (3.7), being A1 = a1In + b1L, A2 = a2In, A3 = a3In, A4 =
a4In and A5 = a5In with In the identity matrix of dimensions n × n and L ∈ Rn×n
a spatial Laplacian matrix containing the spatial interactions between sources. The
vector function f is time varying since wk can change at each sample k. The set of
parameters associated with the dynamics of (3.11) is wk with p = 6 defined as
wTk =
[
a1 b1 a2 a3 a4 a5
]
. (3.12)
3.1.3 Simplified Models
Several approximations can be made from (3.11) in order to obtain simplified models.
The obtained models can also be made time invariant by fixing wk.
Nonlinear model without delay
If the characteristic decay rate of the field activity represented by xk−τ is ignored
(a5 = 0) the following reduced model is obtained:
f (xk−1,xk−2,wk) = A1xk−1 +A2x
2
k−1 +A3x
3
k−1 +A4xk−2, (3.13)
being wTk =
[
a1 b1 a2 a3 a4
]
.
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Second order linear model
If the nonlinear terms are ignored (a2 = a3 = 0) the following reduced model is
obtained:
f (xk−1,xk−2,wk) = A1xk−1 +A4xk−2, (3.14)
where wTk =
[
a1 b1 a4
]
.
First order linear model
If the second order term is ignored (a4 = 0):
f (xk−1,wk) = A1xk−1 + ηk, (3.15)
where wTk =
[
a1 b1
]
.
Random walk
If the coupling term is ignored (b1 = 0) with a1 = 1:
f (xk−1) = xk−1, (3.16)
3.1.4 Modeling of Pathological EEG Signals
Using appropriate models, it is possible to obtain a simulation of EEG signals during
epilepsy seizures. According to [36] the variation between several states of behavior
for EEG signals depend of external stimulus. Therefore, if an stimulus changes the
current states, a transition between normal an pathological states is achieved, where
pathological EE signals are obtained. This behavior change the equilibrium state of the
model and then if the dynamical model for current densities could be considered as a
time variant linear model, or like a nonlinear model with several points of equilibrium.
By considering the general model described in Eq. (3.11), it is possible to model normal
and pathological activity by selecting adequately the parameters of wk. Therefore, the
vector function that models the dynamics of g can be modeled as follows:
g (wk−1) = wk−1 (3.17)
where the evolution of the parameters is modeled as a random walk.
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3.2 Dynamic Inverse Problem Solution based on Time
Varying Physiological Constraints
The dynamic inverse problem of estimating the neural activity xk and model
parameters wk of a discrete non-linear system can be formulated from Eqs. (3.1),
(3.2), and (3.3), as the following optimization problem:
minimize
xk,wk
‖yk −Mxk‖2Cε (3.18)
subject to ‖xk − f (x̂k−1, · · · , x̂k−m,wk)‖2Cη = 0,
‖wk − g (ŵk−1)‖2Cǫ = 0.
where x̂k−i is the state estimation obtained in the k − i step, ŵk−1 is the parameter
estimated in the k − 1 step. To solve minimization problem under consideration, this
work introduces the regularized functional that is obtained from Eq. (3.18), as follows:
Φ (xk,wk, λk, γk) = ‖yk −Mxk‖2Cε
+ λ2k ‖xk − f (x̂k−1, · · · , x̂k−m,wk)‖2Cη
+ γ2k ‖wk − g (ŵk−1)‖2Cǫ ,
(3.19)
where λk and γk are the regularization parameters ruling the minimization of each
functional term. In general, Eq. (3.18) is a multivariate optimization problem that can
be solved by minimizing Eq. (3.19). Posed task is performed by optimizing iteratively
one variable at a time while the other variables are fixed [43].
Based on the Eq. (1.4), it is possible to rewrite the functional of Eq. (3.19), as follows:
Φ (xk,wk,Λk,Γk) = (yk −Mxk)TΣ−1 (yk −Mxk)
+ (xk − f (x̂k−1, · · · , x̂k−m,wk))TΛ−1k (xk − f (x̂k−1, · · · , x̂k−m,wk))
+ (wk − g (ŵk−1))T Γ−1k (wk − g (ŵk−1)) ,
(3.20)
where Σ ∈ Rd×d, Λk ∈ Rn×n and Γk ∈ Rp×p are associated to the measurement, state,
and parameter noise covariance matrices, respectively, as follows: Σ = Cε, Λk =
1
λ2
k
Cη,
and Γk =
1
γ2
k
Cǫ.
3.2.1 Dual Estimation using an Iterative Regularized Algorithm
The dual estimation of (3.19) is performed by optimizing iteratively one variable at a
time while the other variable is fixed [30]. Thus, estimation of the model parameters
ŵk can be achieved for a known state estimation x̂k, minimizing Eq. (3.20) in terms
of wk, that is:
ŵk = argmin
wk
{Φ (x̂k,wk,Λk,Γk)} (3.21)
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The minimization of Eq. (3.21) is provided by replacing xk to x̂k in Eq, (3.20), and
then applying the Jacobian with respect to wk, as follows:
∇wkΦ (x̂k,wk,Λk,Γk) =2
(
GTkΛ
−1
k Gk + Γ
−1
k
)
wk
− 2GTkΛ−1k x̂k − 2Γ−1k g (ŵk−1)
(3.22)
where Gk = ∂f/∂wk, with Gk ∈ Rn×p.
After equaling Eq. (3.22) to 0, accordingly, ŵk is obtained in the form:
ŵk =
(
GTkΛ
−1
k Gk + Γ
−1
k
)−1 (
GTkΛ
−1
k x̂k + Γ
−1
k g (ŵk−1)
)
(3.23)
Likewise, the estimation of the current density vector x̂k can be obtained for a given
known parameter set, ŵk, but minimizing (3.20) with respect to xk:
x̂k = argmin
xk
{Φ (xk, ŵk,Λk,Γk)} (3.24)
Then, replacing wk by ŵk, and applying the Jacobian with respect to xk, it is obtained
that:
∇xkΦ (xk, ŵk,Λk,Γk) =2
(
MTΣ−1M +Λ−1k
)
xk
− 2MTΛ−1k yk − 2Λ−1k f (x̂k−1, · · · , x̂k−m, ŵk)
(3.25)
Once again, x̂k is calculated after equaling Eq. (3.25) to 0, as follows:
x̂k =
(
MTΣ−1M +Λ−1k
)−1 (
MTΣ−1yk
+Λ−1k f (x̂k−1, · · · , x̂k−m, ŵk)
) (3.26)
Since d << n equation (3.26) can be rewritten in order to obtain an inverse of order d
instead of n. This can be done, by applying the matrix inversion lemma of (1.10). As
result, x̂k can be obtained as,
x̂k =
(
In −ΛkMT
(
MΛkM
T +Σ
)−1
M
) (
ΛkM
TΣ−1yk
+f (x̂k−1, · · · , x̂k−m, ŵk))
(3.27)
For estimation of ŵk and x̂k, as seen from Eqs. (3.23) and (3.27), the dual iterative
method requires only inverse calculations of sizes p × p and d × d, respectively, and
thus making this approach suitable for simpler computational implementation.
3.2.2 Parameter Selection
It is worth noting that an appropriate choice of the regularization parameters λk and γk
is highly related to the quality of the estimation. In this regard, the resulting covariance
matrices Λk and Γk are strictly dependent on the selection of the regularization
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parameters. Several methods such as L-curve, General Cross-Validation (GCV), and
Akaike’s Bayesian Information Criterion can be used for hyper-parameter selection, as
described in [11].
Here, the following GCV function is optimized for parameter selection [12]:
GCV (λk, γk) =
||Mxk(λk, γk)− yx||2
tr(In −MT (λk))2 (3.28)
where notation tr(·) denotes the trace of argument matrix, T (λk) is the inverse operator
of the matrix M that is defined as
T (λk) = ΛkM
⊺(MΛkM
⊺ +Σ)−1
Furthermore, since the estimation of both regularization parameters must be performed
at each time instant k the following function is obtained:
{λk, γk} = argmin
λk,γk
||Mxk(λk, γk)− yx||2
tr(In −MT (λk))2 (3.29)
3.2.3 Iterative Regularization Algorithm
The estimation of the states x̂k and parameters ŵk by applying dual
(sequential) multivariate optimization can be obtained by alternating
the application of (3.23) and (3.27), as shown in the algorithm
7 for k = 1, . . . , T being T the total number of samples.
Algorithm 7: IRA
Initialize with x̂0, ŵ0, λ0 and γ0 ;
for k = 1→ T do
Regularization Parameters:
{λk, γk} = argmin
λk,γk
||Mxk(λk,γk)−yx||
2
tr(In−MT (λk))2
Λk =
1
λ2
k
Cη
Γk =
1
γ2
k
Cǫ
Model Parameters:
Gk =
∂f
∂wk
ŵk =
(
GTkΛ
−1
k Gk + Γ
−1
k
)−1 (
GTkΛ
−1x̂k−1 + Γ
−1
k g (ŵk−1)
)
States
x̂k =(
In −ΛkMT
(
MΛkM
T +Σ
)−1
M
) (
ΛkM
TΣ−1yk + f (x̂k−1, · · · , x̂k−m, ŵk)
)
end
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3.2.4 Solutions within Kalman Filtering Framework considering
Time Varying Constraints
Considering Gaussian assumptions it is possible to formulate the solution of the
dynamic inverse problem in the Kalman filtering framework, as shown in the appendix
2. If a linear second order model is considered as described in (2.20), the solution is
obtained by applying the dual Kalman filtering (algorithm 4). If a nonlinear model
as defined in (2.18) is considered, the dynamic inverse problem solution is obtained
by using dual Extended Kalman filtering (algorithm 5) or by using dual Unscented
Kalman filtering (algorithm 6).
3.3 Dynamic Inverse Problem Solution based on
Estimated Time Invariant Constraints
Since the EEG are associated to multichannel measurements, it is also possible to
represent the time series yk through a multivariate dynamical model defined as:
yk =
p∑
i=1
Aiyk−i + εk, (3.30)
where Ai ∈ Rd×d, i = 1, . . . , p, represents the MVAR parameter matrices. The
parameter matrices associated with the dynamic behavior described in (3.30) are to
be estimated directly from the EEG signals, and therefore, these matrices describe the
dynamic behavior of the time series yk. As a result, the estimated dynamic model can
be used as a constraint in the solution of the dynamic inverse problem.
Equation (3.30) can be rewritten in terms of xk by considering Eq. (3.1) as follows:
Mxk =
p∑
i=1
AiMxk−i + εk, (3.31)
3.3.1 Dynamic MVAR Inverse Solution
Therefore, by using (3.31) and (3.1) the following optimization problem can be
formulated
minimize
xk
‖yk −Mxk‖2Cε (3.32)
subject to ‖xk‖2 = 0,∥∥∥∥∥Mxk −
p∑
i=1
AiMxk−i
∥∥∥∥∥
2
Cε
= 0.
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From (3.32) it is possible to obtain a regularized functional that can be used as a
solution of the dynamic inverse problem based on estimated MVAR constraints, as
follows:
Φ (xk) = ‖yk −Mxk‖2Cε + ζ2k ‖xk‖
2 + ψ2k
∥∥∥∥∥Mxk −
p∑
i=1
AiMx̂k−i
∥∥∥∥∥
2
Cε
(3.33)
where x̂k−i are the estimates obtained in the previous p steps, ζk and ψk are the
regularization parameters at instant k that expresses the balance among fitting the
model and the spatial ‖xk‖2 and dynamic
∥∥∥∥Mxk − p∑
i=1
AiMx̂k−i
∥∥∥∥2 constraints.
By applying Eq. (1.4), the Eq. (3.33) can be reformulated as
Φ (xk) = ‖yk −Mxk‖2Σ + ‖xk‖2Zk +
∥∥∥∥∥Mxk −
p∑
i=1
AiMx̂k−i
∥∥∥∥∥
2
Ψk
(3.34)
where Σ = Cε, Zk =
1
ζ2
k
In and Ψk =
1
ψ2
k
Cε.
Therefore, an estimate of the current density vector x̂k, can be obtained as follows:
x̂k = argmin
xk
{Φ (xk)} (3.35)
The Jacobian matrix obtained from (3.34) is given by
∇xkΦ (xk) =2MTΣ−1Mxk +MTΨ−1k Mxk + 2Z−1k xk
− 2MTΣ−1yk − 2MTΨ−1k
p∑
i=1
AiMx̂k−i
(3.36)
If considering ∇xkΦ (xk) = 0, then, x̂k is obtained from (3.36) directly, given by
x̂k =
(
MT
(
Σ−1 +Ψ−1k
)
M +Z−1k
)−1
MT
(
Σ−1yk +Ψ
−1
k
p∑
i=1
AiMx̂k−i
)
(3.37)
Additionally, the Hessian becomes
H (xk) = 2M
TΣ−1M + 2MTΨ−1k M + 2Z
−1
k (3.38)
whereMTΣ−1M ,MTΨ−1k M and Z
−1
k are positive-definite matrices, so H is convex
and (3.37) is a minimum for (3.33).
Direct computation of expression (3.37) is numerically impracticable since a large
matrix of dimension n × n needs to be inverted. However, by applying (1.10) it is
possible to rewrite Eq. (3.37) as follows:
x̂k =
(
In −ZkMT
(
MZkM
T +Σa
)−1
M
)(
ZkM
TΣ−1yk +ZkΨ
−1
k
p∑
i=1
AiMx̂k−i
)
(3.39)
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where Σa =
(
Σ−1 +Ψ−1k
)−1
. As a result Eq. (3.39) requires only inverse calculation
of size d × d, and thus making this approach suitable for simpler computational
implementation. It is noticeable that in comparison with the method proposed in
section 3.2, the IRA-MVAR method can only be applied for time invariant dynamics,
however, since this dynamic is estimated from data, the restrictions are automatically
generated for this method.
3.3.2 Parameter Selection
Regularization parameters
An appropriate choice of the regularization parameters is highly related with the
quality of the resultant estimate. Therefore, the parameters ζk and ψk must be carefully
selected for each time instant k, in order to obtain a reliable solution of the dynamic
inverse problem. Therefore, by using the GCV method of Eq. (3.29), the following
actualization rule for µk and ςk is obtained
{ζk, ψk} = argmin
ζk,ψk
||Mxk(ζk, ψk)− yx||2
tr(In −MT (ζk))2 (3.40)
Order selection
Regarding the selection of model order p, it has been taken the model order that
minimizes the Bayesian Information Criterion BIC, based on the equation:
BIC(p) = −2 ln |C2e |+ 2p ln(T ). (3.41)
where C2e is the covariance matrix of the estimation error of parameters and T is the
number of total samples.
3.3.3 Iterative Regularization Algorithm with MVAR Constraints
The estimation of the states x̂k can be obtained by the
application of (3.37), as shown in the algorithm 8.
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Algorithm 8: IRA MVAR
Initialize with x̂0, ζ0 and ψ0 ;
Model Parameters:
Estimate Ai from Y = [y1 · · ·yT ];
for k = 1→ T do
Regularization Parameters:
{ζk, ψk} = argmin
ζk,ψk
||Mxk(ζk,ψk)−yx||
2
tr(In−MT (ζk))2
Zk =
1
ζ2
k
In
Ψk =
1
ψ2
k
Cε
States:
x̂k =(
In −ZkMT
(
MZkM
T +Σa
)−1
M
)(
ZkM
TΣ−1yk +ZkΨ
−1
k
p∑
i=1
AiMx̂k−i
)
end
3.3.4 Solutions within Kalman Filtering Framework considering
Time Invariant Constraints
Considering Gaussian assumptions it is possible to formulate the solution of the
dynamic inverse problem with estimated time invariant constraints in the Kalman
filtering framework, as shown in the appendix 2. If a linear second order model is
considered as described in (2.20) as a fixed constraint, the solution is obtained by
applying the Kalman filtering with linear constraints (algorithm 1). If a nonlinear
model as defined in (2.18) is considered, the dynamic inverse problem solution is
obtained by using Extended Kalman filtering (algorithm 2) or by using Unscented
Kalman filtering (algorithm 3).
3.4 Summary
In this chapter the dynamic inverse problem solution by using dynamic constraints
is presented. The main contribution of this chapter is the Dynamic Inverse Problem
solution considering Time Varying and Time invariant Constraints, by two approaches.
The first approach considers physiological models that take both spatial and temporal
dynamics as a constraints for the solution of the dynamic inverse problem. Therefore,
an Iterative Regularization Algorithm (IRA) is proposed to estimate neural activity
that uses an iterative inverse problem solution under time-varying dynamic constraints
by considering a time variant model. The second approach considers a Multivariate
Auto-Regressive Model (MVAR) estimated from the data, as a dynamic constraint
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for the solution of the dynamic inverse problem. Then, an Iterative Regularization
Algorithm by MVAR modeling (IRA-MVAR) is proposed to estimate neural activity.
It is noticeable that a physiologically based dynamical model for describing EEG
behaviour during normal and pathological activity is used as a dynamic constraint.
The evaluation of this methods under several noise conditions for simulated and clinical
EEG signals is performed in chapter 5.
4. Proposed Weighted Dynamic
Inverse Problem Solution
In this chapter, a Weighted Dynamic Inverse Problem solution is proposed, and a
methodology for selection of the weighting matrices for the Weighted Dynamic Inverse
Problems is discussed. These weighted dynamic inverse problem solutions are applied
over the methods considered in sections 3.2 and 3.3. As a result, a general method for
inverse problem solutions is obtained, since the inclusion of inhomogeneous variance
estimated from the data, in fixed an time varying approaches is allowed. Additionally,
under Gaussian assumptions, in section 4.4 the Weighted Dynamic Inverse Problem is
solved in the Kalman filtering framework. Therefore, several Weighted Kalman Filters
are proposed with nonlinear constraints, considering time invariant or time varying
models.
4.1 Weighted Dynamic Inverse Problem
A general Weighted Dynamic Inverse Problem (WDIP) is discussed based on
physiological constraints and MVAR constraints.
4.1.1 WDIP Solution based on Time Varying Physiological
Constraints
A weighted dynamic inverse problem based on a time varying dynamical model can be
formulated as the following optimization problem
minimize
xk,wk
‖Pk (yk −Mxk)‖2 (4.1)
subject to ‖Qk (xk − f (x̂k−1, · · · , x̂k−m,wk))‖2 = 0,
‖Rk (wk − g (ŵk−1))‖2 = 0.
where x̂k−i is the state estimation obtained in the k − i step, ŵk−1 is the parameter
estimated in the k − 1 step, whereas Pk ∈ Rd×d, Qk ∈ Rn×n and Rk ∈ Rp×p represent
4.1 Weighted Dynamic Inverse Problem 37
the weighting matrices regarding the noise covariance matrices of the measurement,
state, and parameter equations, respectively; all of them allowing a non-uniform
minimization of the terms.
To solve minimization problem under consideration, this work introduces the
regularized functional that is obtained from Eq. (4.1), as follows:
Φ (xk,wk, λk, γk) = ‖Pk (yk −Mxk)‖2
+ λ2k ‖Qk (xk − f (x̂k−1, · · · , x̂k−m,wk))‖2
+ γ2k ‖Rk (wk − g (ŵk−1))‖2 ,
(4.2)
where λk and γk are the regularization parameters ruling the minimization of each
functional term. In general, Eq. (4.1) is a multivariate optimization problem that can
be solved by minimizing Eq. (4.2). Posed task is performed by optimizing iteratively
one variable at a time while the other variables are fixed [43].
It is possible to rewrite the functional of Eq. (4.2), as follows:
Φ (xk,wk,Λk,Γk) = (yk −Mxk)TΣ−1k (yk −Mxk)
+ (xk − f (x̂k−1, · · · , x̂k−m,wk))TΛ−1k (xk − f (x̂k−1, · · · , x̂k−m,wk))
+ (wk − g (ŵk−1))T Γ−1k (wk − g (ŵk−1)) ,
(4.3)
where Σk ∈ Rd×d, Λk ∈ Rn×n and Γk ∈ Rp×p are the measurement, state, and
parameter noise covariance matrices, respectively. The respective matrices are related
to the weighting matrices in the following way: Σk =
(
P Tk Pk
)−1
, Λk =
1
λ2
k
(
QTkQk
)−1
,
and Γk =
1
γ2
k
(
RTkRk
)−1
.
The function described in Eq. (4.3) is the same obtained in Eq. (3.20) where the main
difference are the definitions for the covariance matrices Σk, Λk and Γk. As described
in section 3.2, Eq. (4.1) is an ill-posed inverse problem, and can solved by using Eq.
(3.23) and Eq. (3.27) iteratively as follows:
ŵk =
(
GTkΛ
−1
k Gk + Γ
−1
k
)−1 (
GTkΛ
−1
k x̂k + Γ
−1
k g (ŵk−1)
)
and
x̂k =
(
In −ΛkMT
(
MΛkM
T +Σk
)−1
M
) (
ΛkM
TΣ−1k yk
+f (x̂k−1, · · · , x̂k−m, ŵk))
The use of weighting matrices allows more generality for the solution of the inverse
problem described in section 3.2 since the weighting matrices can be estimated from
the data for each time sample k. These matrices can also be made time invariant
weighting matrices where Pk = P , Qk = Q, Rk = R.
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4.1.2 WDIP Solution based on Estimated Time Invariant
Constraints
A weighted dynamic inverse problem based on MVAR constraints can be formulated
as the following optimization problem
minimize
xk
‖Pk (yk −Mxk)‖2 (4.4)
subject to ‖Uk (xk)‖2 = 0,∥∥∥∥∥Vk
(
Mxk −
p∑
i=1
AiMxk−i
)∥∥∥∥∥
2
= 0.
From (4.4) it is possible to obtain a regularized functional that can be used as a solution
of the dynamic inverse problem based on estimated MVAR constraints, as follows:
Φ (xk) = ‖Pk (yk −Mxk)‖2 + ζ2k ‖Uk (xk)‖2 + ψ2k
∥∥∥∥∥Vk
(
Mxk −
p∑
i=1
AiMx̂k−i
)∥∥∥∥∥
2
(4.5)
where x̂k−i are the estimates obtained in the previous p steps, Uk ∈ Rn×n is the
weighting operator associated to the spatial constraints, Vk ∈ Rd×d is the weighting
matrix for the dynamical constraints, ζk and ψk are the regularization parameters at
instant k that expresses the balance among fitting the model and the spatial ‖Ukxk‖2
and dynamic
∥∥∥∥Vk (Mxk − p∑
i=1
AiMx̂k−i
)∥∥∥∥2 constraints.
By applying Eq. (1.5), the Eq. (4.5) can be reformulated as
Φ (xk) = ‖yk −Mxk‖2Σk + ‖xk‖
2
Zk
+
∥∥∥∥∥Mxk −
p∑
i=1
AiMx̂k−i
∥∥∥∥∥
2
Ψk
(4.6)
where Σk =
(
P Tk Pk
)−1
, Zk =
1
ζ2
k
(
UTk Uk
)−1
and Ψk =
1
ψ2
k
(
V Tk Vk
)−1
. The function
described in Eq. (4.6) is the same obtained in Eq. (3.34) where the main difference
are the definitions for the covariance matrices Σk, Zk and Ψk. As described in section
3.3, Eq. (4.5) is an ill-posed inverse problem, and can solved by using Eq. (3.39)as
follows:
x̂k =
(
In −ZkMT
(
MZkM
T +Σa
)−1
M
)(
ZkM
TΣ−1k yk +ZΨ
−1
k
p∑
i=1
AiMx̂k−i
)
The use of weighting matrices allows more generality for the solution of the inverse
problem described in section 3.3 since the weighting matrices can be estimated from
the data for each time sample k. These matrices can also be made time invariant
weighting matrices where Pk = P , Uk = U , Vk = V .
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4.2 Time Varying Weighting Matrix
According to the weighted dynamic inverse problems formulated in (4.1), and (4.4),
the weighting matrices Pk, Qk, Rk, Uk and Vk must be selected at each time k. In
this thesis two approaches are considered: in the first approach, only Pk is estimated
from data, and considered as time varying, while Qk = Q, Rk = R, Uk = U , and
Vk = V are fixed. In the second approach, all the weighting matrices are selected as
fixed matrices, being P estimated from the data.
Typically, since Pk is associated with the correlation matrix of an EEG time series yk
at time k ∈ T , it can be defined as a positive definite weighting matrix Pk ∈ Rd×d that
distinguishes channels, effectively representing the subjacent physiological phenomena,
and according to some evaluation measure[7]. Matrix Pk is also called a multivariate
projection matrix and is defined, in the case of uncorrelated gaussian noise, as follows
Pk = diag pk (4.7)
being pk ∈ Rd×1 a weighting vector, where the diagonal preponderance matrix Pk
improves the model assumptions of (3.1) in the solution of the dynamic inverse
problem. Therefore, the estimated activity resulting from the inverse problem solution
including the weighting matrix are modified correcting the covariance matrix of (3.1).
Since Pk consider the variability of the EEG time series yk, it can be calculated from
a generalized Hankel matrix Υl,pk ∈ Rld×p constructed as follows [26]:
Υ
l,p
k =

(yk)
⊤ (yk−1)
⊤ · · · (yk−l)⊤
(yk+1)
⊤ (yk)
⊤ · · · (yk−l+1)⊤
...
. . .
(yk+p)
⊤ (yk+p−1)
⊤ · · · (yk+p−l)⊤
 (4.8)
where p is the number of analyzed samples, l is the number of lags in the Hankel
matrix, and k is the current time sample.
According to (4.17), matrix Pk could be calculated from the total number of samples
(p = T ), or from a framed approach (1 < p < T ). In the first case, Pk = P is fixed
for all the available data, and in the second case, Pk stands for time varying matrix at
each time instant k.
In general, matrix Pk is estimated according to the following optimization problem:
min
U ,A
{∥∥∥Υl,pk − Υ̂l,pk ∥∥∥2
A
}
=
p∑
j=q+1
λj (4.9)
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where Υ̂l,pk ∈ Rld×p is the reconstruction matrix in a low dimensional space so that
Υ̂
l,p
k ∈ Rld×q = ZUT, matrix Z = Υl,pk U ∈ Rld×q and U ∈ Rp×q is the orthogonal
projection matrix, λj is the j-th eigenvalue of matrix (Υ
l,p
k )
TA(Υl,pk ), and ‖·‖2A
represents the squared m-inner norm regarding a matrix A, where A represents the
distance used in the m-inner norm.
Equation (4.18) can be rewritten as the following cost function to be maximized:
max
U ,A
{
trace(UT(Υl,pk )
TA(Υl,pk )U )
}
=
q∑
j=1
λj (4.10)
As a result, the following measures are proposed to establish the weighting matrix Pk,
as follows:
4.2.1 Time Varying Weighting Matrix Estimation Methods
Weighting ρ method
Recalling (4.11) and using A = I, it is obtained a mean square error-based approach,
so:
max
U ,A
{
trace(UT(Υl,pk )
T(Υl,pk )U )
}
=
q∑
j=1
λj (4.11)
where λj is the j-th eigenvalue of (Υ
l,p
k )
TΥ
l,p
k .
According to [35], from the previous optimization problem can be accomplished the
following weighting vector:
ρ =
q∑
j=1
λjV
2
j (4.12)
Then, corresponding weighting matrix is Pk = diag(
√
ρ)−1.
Weighting α method
From the same framework, weighting matrix can be chosen as Pk = diag
(√
α
)−1
where
vector α is obtained from Q−α method proposed in[44]. The weight vector α ∈ Rd×1
is given by
α = [α1 . . . αj . . . αd]
T . (4.13)
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By replacing A with Aα ∈ RT×T given by:
Aα = Υ
l,p
k
⊤
P Tk PkΥ
l,p
k (4.14)
the following optimization problem is defined
max
α,Q
trace
(
Q⊤A⊤αAαQ
)
(4.15)
subject to
α⊤α = 1, Q⊤Q = I
being Q ∈ RT×T an arbitrary orthonormal matrix. The weighting vector α and the
matrix Q are determined at the maximal point of the optimization problem.
4.2.2 Time Invariant Weighting Matrix Simplification
Typically, since P is associated with the correlation matrix of an EEG time series yk
at time k = 1, 2, · · · , T , it can be defined as a positive definite weighting matrix P ∈
R
d×d that distinguishes channels, effectively representing the subjacent physiological
phenomena, and according to some evaluation measure[7]. Matrix P is also called
a multivariate projection matrix and is defined, in the case of uncorrelated Gaussian
noise, as follows
P = diag(p) (4.16)
being p = [p1 p2 . . . pd], p ∈ Rd×1 a weighting vector, where pi ≥ 0 is the i− th weight.
Therefore, the estimated activity resulting from the inverse problem solution including
the weighting matrix are modified correcting the covariance matrix of (3.1).
Since P consider the variability of the EEG time series yk, it can be calculated from
a matrix Υ ∈ Rd×T constructed as follows:
Υ =
[
yT yT−1 · · · y1
]⊤
(4.17)
where T is the total number of samples.
Weighting ρ method
Matrix P is estimated according to the following optimization problem
min
U
{∥∥∥Υ− Υ̂∥∥∥2} = p∑
j=q+1
λj (4.18)
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where Υ̂ ∈ Rd×T is the reconstruction matrix in a low dimensional space so that
Υ̂ = ZV T, matrix Z = ΥV ∈ Rd×q and V ∈ RT×q is the orthogonal projection
matrix corresponding to the eigenvectors of matrix ΥTΥ, λj is the j-th eigenvalue of
the same matrix, and ‖·‖2 represents the squared inner norm. Therefore, from the
previous optimization problem can be accomplished the following weighting vector:
ρ =
q∑
j=1
λj(vj).
2 (4.19)
where vj is the j-th column of V , and (vj).
2 stands for each element squared. Then,
corresponding weighting matrix is P = diag(
√
ρ)−1.
Weighting α method
Matrix P = diag
(√
α
)−1
of the Q − α method proposed in[44], where the weight
vector α ∈ Rd×1 is given by
α = [α1 . . . αj . . . αd]
T . (4.20)
By establishing a weighted relevance matrix Aα ∈ RT×T as
Aα = Υ
TP TPΥ (4.21)
the following optimization problem is defined
max
α,Q
trace
(
QTATαAαQ
)
(4.22)
subject to
αTα = 1, QTQ = IT
being Q ∈ RT×T an arbitrary orthonormal matrix. The weight vector α and the
matrix Q are determined at the maximal point of the optimization problem. Then,
corresponding weighting matrix is P = diag(
√
α)−1.
4.3 Weighted Iterative Regularization Algorithms
4.3.1 Weighted IRA
The estimation of the states x̂k and parameters ŵk for the weighted IRA approach
can be obtained by the solution of (4.1), as shown in the algorithm 9.
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Algorithm 9: Weighted IRA
Initialize with x̂0, ŵ0, λ0 and γ0 ;
for k = 1→ T do
Regularization Parameters:
Estimate Pk, Qk and Rk;
{λk, γk} = argmin
λk,γk
||Mxk(λk,γk)−yx||
2
tr(In−MT (λk))2
Σk = P
T
k Pk
Λk =
1
λ2
k
QTkQk
Γk =
1
γ2
k
RTkRk
Model Parameters:
Gk =
∂f
∂wk
ŵk =
(
GTkΛ
−1
k Gk + Γ
−1
k
)−1 (
GTkΛ
−1
k x̂k−1 + Γ
−1
k g (ŵk−1)
)
States:
x̂k =(
In −ΛkMT
(
MΛkM
T +Σk
)−1
M
) (
ΛkM
TΣ−1k yk + f (x̂k−1, · · · , x̂k−m, ŵk)
)
end
4.3.2 Weighted IRA MVAR
The estimation of the states x̂k for the weighted IRA MVAR approach can
be obtained by the solution of (4.4), as shown in the algorithm 10.
Algorithm 10: Weighted IRA MVAR
Initialize with x̂0, ζ0 and ψ0 ;
Model Parameters Estimate Ai from Y = [y1 · · ·yK ];
for k = 1→ T do
Regularization Parameters:
Estimate Pk, Uk and Vk;
{ζk, ψk} = argmin
ζk,ψk
||Mxk(ζk,ψk)−yx||
2
tr(In−MT (ζk))2
Σk = P
T
k Pk
Zk =
1
ζ2
k
UTk Uk
Ψk =
1
ψ2
k
V Tk Vk
States:
x̂k =(
In −ZkMT
(
MZkM
T +Σa
)−1
M
)(
ZkM
TΣ−1k yk +ZkΨ
−1
k
p∑
i=1
AiMx̂k−i
)
end
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4.4 Weighted Kalman Filtering
Considering a dynamic inverse problem formulated as
minimize
zk,wk
‖Pk (yk −Czk)‖2Σε (4.23)
subject to ‖zk − f (ẑk−1)‖2Ση = 0, (4.24)
‖wk − g (ŵk−1)‖2Σǫ = 0. (4.25)
where matrix Pk is a weighting matrix that can be estimated from the data,Σε,Ση and
Σǫ are the covariance matrices of the measurement, state, and parameter equations,
respectively. Σε = Id is defined as an identity matrix, which means that the initial
assumption is homogeneous variance, however, by using the weighting matrix Pk the
resulting covariance of the measurement equation is modified as P Tk Σ
−1
ε Pk obtaining
an inhomogeneous variance. The covariance matrices of the state, and parameter
equations are defined as Ση = σ
2
η
(
LTL
)−1
and Σǫ = σ
2
ǫIp, respectively.
4.4.1 Weighted Kalman Filter with Time Invariant Constraints
Equation (4.23) can be solved in the Kalman filter framework as described in
(2). If model parameters w =
[
a1 b1 a2 a3 a4
]T
, for the nonlinear case
given in (2.18) are time invariant parameters. The Weighted Kalman filter can
be solved by using an Extended Kalman filter (EKF) or an Unscented Kalman
filter (UKF). The resulting equations for the weighted Kalman filter are described
in the algorithm 11 for the EKF and in the algorithm 12 for the UKF.
Algorithm 11: Weighted Kalman filtering with Non linear Constraints (EKF)
Initialize with ẑ0, Σ0 ;
for k = 1→ T do
Estimate Pk
Time update equations:
ẑk
− = f (ẑk−1)
Σ−k = AkΣk−1A
T
k +BΣηB
T
Measurement update equations:
Gk = Σ
−
k C
TP Tk
(
PkCΣ
−
k C
TP Tk +Σε
)−1
ẑk = ẑ
−
k +GkPk
(
yk −Cẑ−k
)
Σk = (I −GkPkC)Σ−k
end
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Algorithm 12: Weighted Kalman filtering with Non linear Constraints (UKF)
Initialize with ẑ0, Σ0 ;
for k = 1→ T do
Estimate Pk
Sigma points:
Xk−1 =
[
ẑk−1 ẑk−1 + δ
√
Σk−1 ẑk−1 − δ
√
Σk−1
]
Time update equations:
X
−
k = f (Xk−1)
ẑ−k =
2n∑
i=0
Wmi
[
X
−
k
]
i
Σ−k =
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T
Measurement update equations:
Gk = Σ
−
k C
TP Tk
(
PkCΣ
−
k C
TP Tk +Σε
)−1
ẑk = ẑ
−
k +GkPk
(
yk −Cẑ−k
)
Σk = (I −GkPkC)Σ−k
end
4.4.2 Weighted Kalman Filter with Time Varying Constraints
In order to achieve an improvement of the dynamic model, is useful to consider f as a
time varying function fk. In this way, model parameters w =
[
a1 b1 a2 a3 a4
]T
,
for the nonlinear case given in (2.18), are now time varying parameters. Consequently,
the solution of the dynamic inverse problem in case of neural activity estimation (ẑk),
and parameter estimation (ŵk), is formulated in the Kalman filtering framework
as described in (2). The solution by including the weighting matrix Pk is
obtained by using two sequential EKFs or UKFs, for neural activity estimation and
parameter estimation. The resulting equations for the weighted Kalman filter are
described in the algorithm 13 for the EKF and in the algorithm 14 for the UKF.
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Algorithm 13: Weighted Dual Kalman filtering with Non linear Constraints
(EKF)
Initialize with ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Estimate Pk
Time update equations for parameter filter:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Time update equations for state filter:
ẑ−k = fk (ẑk−1)
Σ−k = AkΣk−1A
T
k +BΣηB
T
Measurement update equations for the state filter:
Gzk = Σ
−
k C
TP Tk
(
PkCΣ
−
k C
TP Tk +Σε
)−1
ẑk = ẑ
−
k +G
z
kPk
(
yk −Cẑ−k
)
Σk = (I −GzkPkC)Σ−k
Measurement update equations for the parameter filter:
Gwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +G
w
k Pk
(
yk −Cẑ−k
)
Σwk = (I −Gwk Cwk )Σ−wk
end
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Algorithm 14: Weighted Dual Kalman filtering with Non linear Constraints
(UKF)
Initialize with ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Estimate Pk
Time update equations for parameter filter:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Sigma points:
Xk−1 =
[
ẑk−1 ẑk−1 + δ
√
Σk−1 ẑk−1 − δ
√
Σk−1
]
Time update equations:
X
−
k = fk (Xk−1)
ẑ−k =
2n∑
i=0
Wmi
[
X
−
k
]
i
Σ−k =
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T
Measurement update equations:
Gk = Σ
−
k C
TP Tk
(
PkCΣ
−
k C
TP Tk +Σε
)−1
ẑk = ẑ
−
k +GkPk
(
yk −Cẑ−k
)
Σk = (I −GkPkC)Σ−k
Measurement update equations for the parameter filter:
Gwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +G
w
k Pk
(
yk −Cẑ−k
)
Σwk = (I −Gwk Cwk )Σ−wk
end
4.5 Summary
In this chapter, a Weighted Dynamic Inverse Problem solution is presented. The
proposed method considers physiologically based models and data-based models that
takes both spatial and temporal dynamics into account and a weighting stage to modify
the assumptions of the model from observations. Since the calculated weighting matrix
is included in the cost function used to solve the dynamic inverse problem, and therefore
in the Iterative Regularized Algorithm and Kalman filter formulation, an improvement
in the solution of the inverse problem is achieved. This method is analyzed by including
the weighting matrices in the KF framework and by the IRA method. The proposed
method, considers time invariant and time varying parameters for linear and nonlinear
models described in (2.20) and (2.18) for the KF framework, and linear and nonlinear
time varying models described in (3.13) and (3.14) respectively. The evaluation of
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this methods under several noise conditions for simulated and clinical EEG signals is
performed in chapter 5.
5. Results and Discussion
In this chapter, the methods proposed in this thesis are evaluated in order to
obtain the solution for a dynamic inverse problem. The methods are organized in
two main approaches: Dynamic Inverse Problem solution considering Time Varying
and Time invariant Constraints, and Weighted Dynamic Inverse Problem solution.
The first approach considers three methods: an Iterative Regularization Algorithm
(IRA), a Kalman Filtering solution (KF), and an Iterative Regularization Algorithm
with Multivariate Auto-Regressive constraints (IRA-MVAR). The second approach
considers three methods: a Weighted Iterative Regularization Algorithm (WIRA), a
Weighted Kalman Filtering solution (WKF), and a Weighted Iterative Regularization
Algorithm with MVAR constraints (WIRA-MVAR).
The method termed IRA is proposed to estimate neural activity that uses an iterative
inverse problem solution under time-varying dynamic constraints by introducing a
time variant model. The iterative scheme allows the estimation of the current density
distribution, i.e., neural activity, for each time sample of the EEG, and at the same
time, allowing the dynamic model to vary across time without significantly increasing
the computational burden. The IRA performance is evaluated for both simulated and
real signals. The IRA solution is compared to the solutions obtained by static and
dynamic methods, in terms of error measurements and under several noise conditions.
The IRA method is applied by using a time varying nonlinear model described in
(3.13) and a time varying linear model described in (3.14). The static inverse problem
solution is obtained by LORETA, and the dynamic inverse solution is obtained by using
a Kalman filter with the model described in (3.14) as a time invariant constraint.
In order to simulate the activity, the dynamical model proposed in (3.7) is used,
considering uniform activity. In the real database, considered EEG segments are taken
from a pathological recording with focal epilepsy that had been collected during routine
clinical practice. Two issues are discussed for the solution framework of the dynamical
inverse problem: i) appropriate selection of the dynamical model of neural activity, ii)
reduction of computational load preserving the spatial and temporal dynamics of the
EEG. An analysis of the estimated parameters of the time varying dynamical model
used in IRA is performed in order to identify the changes in the dynamics of the brain
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during the transition from a normal to a pathological state. The evaluation of this
method is performed in section 5.2.1.
Assuming Gaussian distributions, the dynamic inverse problem with
physiologically-based constraints, can be formulated in the Kalman filtering
framework. The Kalman filtering framework allows the estimation of the current
density distributions, for each time sample of the EEG. Time varying constraints are
considered in the solution of the inverse problem by using the nonlinear model of (3.13)
and the linear model of (3.14). These models are rewritten as first order linear and
nonlinear models as shown in (2.20) and (2.18), respectively. The filter performance
is analyzed in terms of the standard error for the cases of linear and nonlinear models
having time invariant and time varying parameters. The proposed algorithm is
evaluated for both simulated signals and real signals during normal and pathological
states. In order to simulate the activity, the dynamical model proposed in (3.7) is
used, considering uniform activity. In the real database, considered EEG segments are
taken from a pathological recording with focal epilepsy that had been collected during
routine clinical practice. In the performance evaluation, the appropriate selection of
the dynamical model is discussed, and the estimated parameters are analyzed during
variations of the type of activity. The dynamic inverse solution is compared with
the solutions obtained by LORETA and by using a Kalman filter with linear and
nonlinear time invariants models. The evaluation of this method is achieved in section
5.2.2.
A MVAR model estimated from the data can be used as a dynamic constraint
for the solution of the dynamic inverse problem. Then, the IRA-MVAR method
is proposed to estimate neural activity. The IRA-MVAR algorithm use a specific
structure for the dynamical model of current distribution obtained directly from the
data by fitting MVAR models to EEG time series. Whereas previous approaches
consider an approximation of the internal connectivity of the sources, the proposed
methodology considers a realistic structure of the model estimated from the data, such
that it becomes possible to obtain improved inverse solutions. The performance of the
method is demonstrated by application to simulated EEG data over several signal to
noise ratios where performance of the algorithm is evaluated using the standard error,
and compared with static an dynamic solutions. The static inverse problem solution
is obtained by LORETA, and the dynamic inverse solution is obtained by using a
Kalman filter with the model described in (3.14) as a time invariant constraint. Finally,
it is shown that by estimating MVAR models it becomes possible to obtain inverse
solutions of considerably improved quality, as compared to the usual instantaneous
inverse solutions. The evaluation of this method is achieved in section 5.2.3.
The Weighted Dynamic Inverse Problem method considers a physiologically based
models and estimated models from the data that takes both spatial and temporal
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dynamics into account and a weighting stage to modify the assumptions of the
model from observations. The calculated weighting matrix is included in the cost
function used to solve the dynamic inverse problem, and therefore in the Iterative
Regularized Algorithm and Kalman filter formulation. In this way, a weighted dynamic
inverse problem solution is proposed including a preponderance matrix. This method
is analyzed by including the weighting matrices in the KF framework and by the
IRA method. The proposed method, considers time invariant and time varying
parameters for linear and nonlinear models described in (2.20) and (2.18) for the KF
framework, and linear and nonlinear time varying models described in (3.13) and (3.14)
respectively. The method performance in terms of standard error, projection error,
adn residual error is analyzed for several SNRs by using simulated signals. In order
to simulate the activity, the dynamical model proposed in (3.7) is used, considering
uniform activity. The evaluation of this method is described in section 5.3.
5.1 Experimental Set-up
5.1.1 Simulated EEG Recordings
The most common approach to assess the performance of an inverse solution is to
use simulated data taking advantage that the underlying source activity is known and
thus the methods can be objectively validated. With this aim, a time varying EEG
simulation of 1s, using a sample rate of 250Hz, with normal and pathological behavior
is used for the reconstruction analysis. To simulate the activity, the discrete nonlinear
model described in (3.7) by considering uniform activity is used, as follows:
xk = A1xk−1 +A2x
2
k−1 +A3x
3
k−1 +A4xk−2 +A5xk−τ + ηk, (5.1)
where the following parameter values are fixed: τ = 20, a1 = 1.0628, b1 = −0.12,
a2 = 0.000143, a3 = −0.000286, a4 = −0.42857, a5 = 0.008, and |ηk| ≤ 0.05. To
simulate normal and pathological states, the parameter a1 changes ranging from 1.0628
till 1.3 while a4 ranges from −0.428 to −1, at the fixed time sample k = 125 (i.e.,
t = 0.5s).
To obtain an unbiased evaluation of the methods, another type of simulated activity is
used, which is not generated using the Eq. (5.1). Instead, it corresponds to a damped
sinusoidal signal having central frequency f0 at 10 Hz. Then, the simulated current
density is obtained as follows:
xk =
Nf∑
i=1
1
σf
√
2pi
exp
(
−f(i)− f0
2σ2f
)
sin(2pif(i)k(tk − tk−1) + ϕ(i)) (5.2)
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where Nf is the number of frequency components, f(i) is the frequency oscillation
8Hz ≤ f(i) ≤ 12Hz, ϕ(i) is a random phase offset −pi ≤ ϕ(i) ≤ pi and σ2f is the
variance. The resulting xk is obtained by multiplying (5.2) by a spatial coefficient
mask modeled by a 3D Gaussian function, as described in [2].
To obtain the resulting EEG yk given the simulated activity xk, the current density of
the sources is then multiplied by the lead field matrix, that is, yk =Mxk + εk, where
εk is set to achieve the considered values of Signal-to-Noise Ratio (SNRs): 30dB, 20dB,
and 10dB.
The head structure used in the solution of the inverse problem is shown in Figure
5.1, where d = 34 electrodes are assumed as measurements, and n = 5000 sources
are involved in the solution. All sources are perpendicularly located on the tessellated
surface of the cortex. This assumption is made, since the main generators of the EEG
measurements are the pyramidal cortical neurons, whose dendrite trunks are locally
oriented in parallel and pointing perpendicularly to the cortical surface [1]. Moreover,
the lead field matrix M is calculated using a head model that considers the effects of
the skin, skull, and cortex in the propagation of the electric fields. The computation of
this matrix is carried out using the Boundary Element Method approach, as explained
in [13].
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Sources
(a) Sources and electrodes (b) Brain and Scalp
(c) Brain surface and electrodes
Figure 5.1: Positions of the sources and electrodes used in the simulations and
reconstructions.
5.1.2 Clinical EEG Recording Data Base
In the real database, considered EEG segments are taken from a pathological recording
with focal epilepsy that had been collected during routine clinical practice. It is worth
saying that these signals were collected at the Instituto de Epilepsia y Parkinson del
Eje Cafetero from Pereira, Colombia. The data are recorded from a male aged 24 years,
in the awake resting state. Electrodes are placed according to the 10− 20 system and
the data are collected at a sampling rate of 1kHz. The resolution of the Analogue to
Digital conversion is 16 bits. A 1s time series is segmented from the recording around
the beginning of the ictal event to be analyzed; it means that the ictal event starts
at t = 0.5s. Also, note that a preprocessing stage to remove noise or artifacts is not
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considered for the real EEG recordings.
5.1.3 Used Error Measurements
As regards the evaluation of the considered methods, their performance is computed
in terms of the following introduced errors:
RE (Residual Error) =
∣∣∣∣∣∣MX̂ − Y ∣∣∣∣∣∣2
Fro
SE (Standard Error) =
∣∣∣∣∣∣X̂ −X∣∣∣∣∣∣2
Fro
PE (Projected Error) =
∣∣∣∣∣∣
∣∣∣∣∣∣X̂ −
rank(M)∑
i
〈X,vi〉vi
∣∣∣∣∣∣
∣∣∣∣∣∣
2
Fro
where vi are the right singular vectors of M . Also, X and Y are n ×K and d ×K
matrices holding the dipole activity and the sensor measurements for all time instants,
respectively. It must be noted that the projected error describes the inaccuracy relating
to the recoverable solution, i.e., the part of the solution that is in the space rank of
M , which is assumed, mathematically, to be the best reconstruction possible.
And being ||·||2Fro is the Frobenious norm of the argument defined as
||J ||2Fro =
√√√√ m1∑
i=1
m2∑
j=1
[J ]2ij =
√
tr (JTJ) (5.3)
being J ∈ Rm1×m2 matrix, [J ]ij is the ij element of J , and tr
(
JTJ
)
the trace of JTJ .
5.2 Results of Dynamic Inverse Problem Solution with
Time Varying and Time Invariant Constraints
5.2.1 Dynamic Inverse Problem Solution using IRA
This section describes the evaluation of the Iterative Regularization Algorithm (IRA)
which is proposed to estimate neural activity by using an iterative inverse problem
solution under time-varying dynamic constraints by introducing a time variant model.
The iterative scheme allows the estimation of the current density distribution, i.e.,
neural activity, for each time sample of the EEG, and at the same time, allowing the
dynamic model to vary across time without significantly increasing the computational
burden. The IRA performance is evaluated for both simulated and real cases. The
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IRA solution is compared to other static and dynamic methods, in terms of error
measurements and under several noise conditions, as described in section 5.1. The
results show that IRA supplies more accurate and more robust estimation than the
other compared methods. It is also shown that the parameters of the time varying
dynamical model used in IRA identify the changes in the dynamics of the brain during
the transition from a normal to a pathological state.
Under given noise conditions, the IRA performance that is carried out using the
linear model of (3.14) and the non-linear dynamic of (3.13) with time varying
parameters. These approaches are referred as IRA3 and IRA5, according to the
number of parameters that must be estimated. The method is compared to the
baseline approaches: LORETA [33] and Kalman filter [11], for which the linear model
of Eq. (3.14) is used in the state-transition function. The Kalman filtering algorithm
is described in the algorithm 1.
The selection of the covariance matrices is provided by the following standard approach:
For a given observation noise covariance, the noise is assumed to be independent among
sensors i.e., Cε = Id. To select Cη, the noise in each of the sources are assumed to
be related to the noise of their respective neighbors. To supply a proper model, Cη is
selected in terms of a Laplacian matrix containing the spatial relations among sources
Cη = (L
TL)−1 as shown in Eq. (1.12), an extensive discussion of this selection is given
in[11]. Lastly, Cǫ is set to model independence among the parameters of the model,
i.e., Cǫ = Ip.
Figures 5.2, 5.3, and 5.4 display the current dipole set activity located around
the sensori-motor area, the right temporal lobe, and the frontal lobe, respectively.
They also show the corresponding reconstruction of the simulated activity using the
considered methods under assumed noise conditions. In the first two simulations, the
activity is generated using the model shown in Eq. (5.1), while the simulated activity
in the last case corresponds to a damped sinusoid signal of Eq. (5.2).
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Figure 5.2: Comparison of neural activity estimation for several noise conditions. In
this case, realistic activity obtained using the model of equation (5.1) is
simulated on the sensorimotor area.
Figure 5.3: Comparison of neural activity estimation for several noise conditions. In
this case, realistic activity obtained using the model of equation (5.1) is
simulated on the right temporal lobe.
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Figure 5.4: Comparison of neural activity estimation for several noise conditions. In
this case, activity on the frontal lobe is simulated using a damped sinusoidal
signal.
Further, the simulated activity with normal and pathological states is shown in Figure
5.5(a). As seen from accomplished simulations, the change from the normal to the
pathological state occurs at time moment t = 0.5s. In turn, Figures 5.5(b) and 5.5(c)
show the temporal behavior of the parameters for the linear and non linear models
estimated by the IRA. Figure 5.6 shows the same information but, in this case, the
simulated activity corresponds to a damped sine. For the sake of the simplicity, from
this point onwards, the IRA using the linear model is called IRA3, while the one based
on the non linear model is called IRA5.
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(a) Measured activity. (b) Estimated parameters for the linear model.
(c) Estimated parameters for the non linear
model.
Figure 5.5: Activity on the scalp and temporal evolution of the parameters of the
model using the iterative estimation. In this case, the simulated activity
corresponds to realistic activity.
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(a) Measured activity. (b) Estimated parameters for the linear model.
(c) Estimated parameters for the non linear
model.
Figure 5.6: Activity on the scalp and temporal evolution of the parameters of the
model using the iterative estimation. In this case, the simulated activity
corresponds to a damped sinusoidal signal.
In order to compare the model identification stage of IRA, an additional method for
parameter estimation is also considered. This alternative method is called Kaczmarz
projection algorithm [24], which is an iterative approximation of the solution of a linear
system of equations. To estimate the parameters, it is assumed that the dynamics of the
EEG recordings are the same as the dynamics of the neural generators, therefore, the
dynamical model is applied to the channel with the highest variance and then linearized
with respect to the model parameters before applying the Kaczmarz algorithm. The
whole parameter estimation stage is, in this case, decoupled from the estimation of
the neural activity. Figures 5.7 and 5.8 show the estimated model parameters using
the decoupled method described above. The simulated signals are the same as those
shown in Figures 5.5 and 5.6.
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(a) Estimated parameters for the linear model. (b) Estimated parameters for the non linear
model.
Figure 5.7: Temporal evolution of the parameters estimated using the Kaczmarz’s
method on the measurements showed in Figure 5.5(a).
(a) Estimated parameters for the linear model. (b) Estimated parameters for the non linear
model.
Figure 5.8: Temporal evolution of the parameters estimated using the Kaczmarz’s
method on the measurements showed in Figure 5.6(a).
Figures 5.9 and 5.10 show the performed error values for each of the considered
methods. The simulations are carried out using the realistic activity and the damped
sine, respectively. The experiments are run 30 times and then an average value is
accomplished. The logarithm of the error is shown for the sake of clarity during the
comparison.
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(a) Residual Error. (b) Standard Error.
(c) Projected Error.
Figure 5.9: Error for each of the considered methods under several noise conditions.
The activity corresponds to realistic activity generated using model of
Equation (5.1).
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(a) Residual Error. (b) Standard Error.
(c) Projected Error.
Figure 5.10: Error for each of the considered methods under several noise conditions,
using a damped sinusoidal as simulated activity.
Lastly, Figures 5.2.1 and 5.2.1 shows the reconstruction for the two real EEG segments
considered. Figure 5.13 shows the temporal behavior of the parameters of the dynamic
model for each of the real cases considered.
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Figure 5.11: Reconstruction of the brain activity for a real EEG recordings (Segment
1.).
Figure 5.12: Reconstruction of the brain activity for a real EEG recordings (Segment
2.).
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(a) Model parameters for segment 1. Right: Linear model. Left: Non linear model.
(b) Model parameters for segment 2. Right: Linear model. Left: Non linear model.
Figure 5.13: Temporal evolution of the parameters of the model for the real EEG
recordings.
Simulated EEG: In this case, several noise conditions are taken into account to
evaluate the robustness of the IRA. Regarding to the tests using the realistic simulated
activity, several statements are to be considered. In particular, spurious activity
appears around the true source location when the SNR decreases, as seen in Figure 5.2.
Although, observed spurious activity appears after applying all considered estimation
methods, the intensity of such an activity is weaker in the solution provided by IRA3
and IRA5. Furthermore, the behavior of all the considered methods remains almost
the same, regardless of assumed SNR value, as seen in Figure 5.3. Also, LORETA
localizes more accurately the active source for every SNR value, however, performance
in terms of the quality of the reconstruction significantly degrades, since a lot of
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spurious activity appears as the SNR decreases. On the opposite, IRA successfully
reconstructs the simulated activity for all SNR values without introducing important
spurious activity.
Regarding to the simulated activity corresponding to a damped sinusoidal signal, the
performance of the methods is very similar to the analysis made above, as seen in
Figure 5.4. The performance of IRA is still better than the performance of the other
methods, under almost all the considered scenarios, although, it is much closer to the
performance of the Kalman filter. Such a result can be explained by the fact that the
model used to generate the activity does not necessarily corresponds to the model that
is being fitted. This fact suggests that the inclusion of an even more complex model
should not necessarily translate into a better performance. Actually, highly complex
models may lead to an over fitting problem.
Comparison of the estimated parameters shows that the dynamic models IRA3
and IRA5 successfully detect the change in the dynamics of the analysed signals,
i.e., the simulation of an ictal event, as shown in Figure 5.5. Particularly in a
normal non-pathological state, the model parameters converge to smaller values, being
the spatial coupling parameter b1 bigger than the parameter a4. However, in the
pathological segment, the scale of the parameters and the proportions among them
change, that is, the term b1 becomes smaller than the parameter a4. The behavior
described above can be seen in both linear and non linear models. Additionally,
for the non linear case, the cubic parameter does not contribute significantly neither
in the normal state nor in the pathological state. At the same time, the quadratic
term a2 weakly increases in the pathological segment of the simulation. Note that
the proportions between the estimated non linear parameters and the linear ones are
consistent with those present in the model used for simulation, where the non linear
terms are significantly smaller, compared to the linear terms. Nevertheless, it is worth
to point out that, even though the brain states considered can be detected by analyzing
the parameters of the model, such parameters do not converge to the ones used in the
generation of the neural activity. This fact can be explained by the simplistic approach
used in the parameter update model, which is the random walk model.
Parameter estimation when the simulated activity is a damped sinusoid shows that
their behavior remains very similar to the one described above, i.e., the bigger
parameters are the linear and their proportions remain approximately the same.
Nevertheless, in this case, the parameters obtained, provided that the simulated
activity is a damped sine, do not offer a completely meaningful interpretation.
To make more clear the parameter convergence issue, a decoupled method to obtain
an estimation of the parameters is also studied. As a result, detection of the dynamics
change become much clearer and evident, as seen in Figure 5.7. Nevertheless, the
values to which this algorithm converges do not correspond to the parameters used in
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the simulation, although they are much closer. For example, value a1 does converge to
the true value, but the non linear terms and the parameter b1 associated with the spatial
couple behave somewhat irregularly. The main challenge here is that the total number
of parameters to estimate (including the activity in the sources) is extremely large, and
therefore, a simplified approach as the one introduced in this section might not be able
to completely identify the system. Therefore, if the model of the activity generator
has to be identified, a more complex/adequate model to update the parameters is to
be strongly considered.
This work uses several error values to evaluate the performance of the considered
methods. According to Figure 5.9, when the standard and projected error values are
analyzed, it can be seen that IRA performs better than the other considered methods
in almost every situation when the simulated activity is realistic. The only exception
here is the projected error calculated for high SNR, when Kalman filter performs
better than the other methods. However, as the SNR decreases, the performance of
both Kalman filter and LORETA worsens faster than in the IRA case. Consequently, it
can be said that the use of a time variant dynamical model improves the accuracy and
the robustness to noise of the solution. Furthermore, no significant differences between
IRA3 and IRA5 can be seen. This fact suggests that the model is more sensitive to
the terms a1, b1 and a4 than to the non linear terms a2 and a3.
Another aspect to take into consideration is that the residual error does not fully
describe the obtained results and is not consistent with the remaining to error
values. Such outcome can be presumably because this measurement only identifies
the differences of the reconstruction in the sensor space. In the case of negligible
noise, this can be a reliable measurement. Nevertheless, in the presence of noise, the
residual error does not fully reflects the true quality of reconstruction, as opposed to the
remaining error measurements used. This is why, according to this error measurement,
an instantaneous solution as LORETA performs better in the considered scenario.
In terms of the computational burden, Kalman filter and IRA are just compared,
since both approaches achieve the best reconstructions and lower errors. Regarding
this, Kalman filter is more computationally expensive. It takes 1200s on average to
compute the inverse solution, compared to the 34s of the IRA. This is mainly because,
in Kalman filter, the parameters are calculated offline using an optimization stage
(in this case, the Akaike Information Criterion). In contrast, the majority of IRA
parameters is calculated iteratively and are updated at every time instant without
significantly increasing the computational cost.
Clinical EEG: Two clinical recordings are used to validate the results obtained in
the simulations.
For segment 1, all the reconstructions are very similar: the same localization of the true
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source and the same intensity of spurious activity appears in all the reconstructions.
However, the reconstruction obtained by means of IRA is slightly more smoothed and
disperse than the reconstructions of LORETA and the Kalman filter. Additionally, for
segment 2, it can be seen in Figure 5.2.1 that IRA achieves a better focal reconstruction
without any significant spurious activity in the rest of the cortex. This spurious activity
appears in reconstructions obtained by means of the other methods, mainly in the one
obtained using the Kalman Filter.
The behavior of the parameters estimated for the real case, are different as those
estimated in the simulations. In this respect, note that in the real case, all the linear
parameters contributed almost in the same proportion to the model in both linear and
non linear models. Moreover, for the non linear model, the contribution of its non linear
terms a2 and a3 is virtually insignificant. In spite of the above, the evolution of the
parameters of the considered models successfully detects and describes the pathological
segment of the real EEG signals, because they start to change around the same time
instant that is marked as the beginning of the ictal event.
5.2.2 Dynamic Inverse Problem Solution using KF
This section describes the performance evaluation of the dynamic inverse problem
solution in a Kalman filter framework using linear and nonlinear physiology based
dynamic models with time varying parameters. The analysis of the dynamic inverse
problem in the Kalman filtering framework is evaluated for both simulated and real
cases. The obtained solutions are compared to the baseline approaches: LORETA and
Kalman filter for which the linear model of Eq. (3.14) and the nonlinear model of
(3.13) are used in the state-transition function. It is worth saying that the dynamical
models are rewritten as nonlinear and linear models as shown in (2.20) and (2.18). The
Kalman filtering for the linear model with time invariant parameters is described in the
algorithm 1. For the nonlinear model with time invariant parameters, two algorithms
are used: the Extended Kalman filtering and the Unscented Kalman filtering, which are
described in the algorithms 2 and 3. Two types of sources are used: sources randomly
located near the surface of the brain and sources randomly located deep in the brain,
where the activity of the sources is generated using the model shown in Eq. (5.1). The
results are shown in terms of the standard error measurements, under several noise
conditions, as described in section 5.1.
The LORETA method is applied to solve the static inverse problem for the simulated
signals using the two types of sources. For the static inverse problem, the obtained
results are shown in Table 5.1.
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Table 5.1: SE for the inverse problem with LORETA solution
Case Source 10 dB 20 dB 30 dB
Static Surface 3.45 ± 0.46 1.35 ±0.16 1.16 ± 0.07
Static Deep 5.82 ± 0.39 4.31 ±0.28 3.79 ± 0.19
In case of a dynamic model with time invariant parameters, when assuming linear
(2.20) and nonlinear (2.18) models, the obtained results are shown in Table 5.2. It
can be seen that in case of a linear model, the results are consistent with the obtained
results presented in [2] for a spherical head model. When a nonlinear model is used,
the performance of the estimator is improved in case of superficial and deep sources
compared with the linear model. The parameters used for simulation of EEG signals
are used in linear and nonlinear estimation tasks. It is clear that the nonlinear model
achieves a better performance in case of low SNRs than the linear model.
Table 5.2 displays values of Standard Error (SE), accomplished for both cases of
dynamic modeling, linear and nonlinear, with time invariant parameters, where the
following notations stand for compared Kalman filtering methods of estimation: linear
(L KF), Nonlinear Extended (NL EKF), and Nonlinear Unscented (NL UKF). It should
be quoted that attained error values for the baseline linear model are consistent with
the ones assessed when using a spheric head model in [2]. As seen, the nonlinear model
outperforms the linear performance, specially, in case of low SNRs.
Table 5.2: SE for dynamic models with time invariant parameters
Case Source 10 dB 20 dB 30 dB
L KF Surface 4.37 ± 1.98 3.95 ±1.21 3.08 ± 1.07
L KF Deep 5.26 ± 1.71 4.38 ±1.59 3.45 ± 1.33
NL EKF Surface 3.33 ±1.69 2.99 ±1.11 2.03 ± 0.98
NL EKF Deep 3.64 ± 1.48 3.08 ±1.20 2.04 ± 1.06
NL UKF Surface 2.37 ±0.63 1.91 ±0.61 1.15 ± 0.18
NL UKF Deep 2.76 ± 0.76 1.99 ±0.72 1.23 ± 0.26
Table 5.3 resumes the obtained results for dynamic models with time variant
parameters. In comparison with the static method of Table 5.1, the dynamic methods
show better estimation results. Besides, it can be seen clearly that for time variant
parameters, a lower SE in the presence of high noise is achieved, since the estimated
model takes into account the variability of the signal. Moreover, the best performance
is achieved using the nonlinear model with time varying parameters. As a result, any
5.2 Results of Dynamic Inverse Problem Solution with Time Varying and Time
Invariant Constraints 69
variation either in the conductivity of the brain or external stimulus, is considered as
a variation into the whole assumed adaptive model.
Table 5.3: SE for dynamic models with time varying parameters
Case Source 10 dB 20 dB 30 dB
L KF Surface 1.55 ± 0.72 1.43 ±0.63 0.94 ± 0.31
L KF Deep 1.76 ± 0.75 1.67 ±0.79 1.13 ± 0.42
NL EKF Surface 2.01 ± 1.07 1.06 ± 0.51 0.88 ± 0.39
NL EKF Deep 2.14 ± 1.27 1.18 ±0.69 0.95 ± 0.32
NL UKF Surface 1.17 ±0.69 0.99 ±0.31 0.77 ± 0.18
NL UKF Deep 1.23 ± 0.73 0.92 ±0.31 0.87 ± 0.16
Hence, a model describing more accurately time–variant current densities leads to a
lower performed reconstruction error, as inferred from Table 5.3. Yet, attained values
of SE for linear time variant model (See Table 5.3) exhibits similar behavior as the
one reached by the nonlinear time invariant structure (see Table 5.3). However, the
best performance is achieved using the nonlinear model with time varying parameters,
and therefore, the use of those models should be preferable for ESL in case of epileptic
seizures.
Figure 5.14(a) shows the estimated parameters for a linear model in case of a 20 dB.
It is shown that the estimated parameters converge near to the parameters used for
the simulation of the EEG data, and the differences could be ascribed to the fact
that the model use for the simulation of the signals is a nonlinear models, while the
dynamical model used as a dynamic constraint is a linear model. Figure 5.14(b) shows
the estimated parameters for a nonlinear model in case of a 20 dB. It is shown that
the estimated parameters converge near to the parameters used for the simulation of
the EEG data, and the differences could be ascribed to the SNR level.
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(a) Parameter variability during estimation
for a linear model with SNR: 20 dB
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(b) Parameter variability during estimation
for a nonlinear model with SNR= 20 dB.
Figure 5.14: Parameter variability during estimation
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Figures 5.15 and 5.16 depicts the brain mapping for an estimated neural activity at a
time instant k for a superficial source in comparison with the simulated neural activity.
Front View Top View Side View
(a) Simulated
(b) Dual KF Estimated
Figure 5.15: Brain mapping for simulated neural activity and estimated neural activity
using dual linear KF Method (SNR: 20 dB)
Front View Top View Side View
(a) Dual EKF Estimated
(b) Dual UKF Estimated
Figure 5.16: Brain mapping for estimated neural activity by Dual nonlinear KF
Methods (SNR: 20 dB)
As regards testing set of real EEG signals, and since the true source locations are
not available for real EEG data, error estimation can not be performed. Instead,
true error is estimated if providing a set of EEG signals perturbed by an specific
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stimulus, for which there is a prior knowledge about the concrete spatial zone of
neural activation, as discussed in [2]. However, generation of stimulus with sufficiently
known dynamic spatio-temporal behavior in inter-ictal EEG data remains an open
issue. As alternative solution, this work develops an analysis of the parameter
evolution of time varying models, which leads to a better understanding of the EEG
signals for each considered behavior (normal and pathological). Specifically, it can be
seen that estimated parameters for real EEG signals during a seizure of generalized
epilepsy, changes from a stable set of values to another set during the epilepsy seizure.
In other words, any variation of modeling parameters might be related directly to
physiological meaningful quantities. Moreover, the evolution of the model parameters
shows additional information about the dynamic behavior of the model and how the
brain dynamics turns into a chaotic behavior.
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Figure 5.17: Estimated parameters for real EEG signals during 1 s segment of
generalized epilepsy (starting at time t = 0.4 s) using UKF method.
In order to evaluate the performance of the solutions from a computational load point
of view using the high performance computing techniques, an evaluation of the Kalman
filter estimation process time is performed for both the linear and nonlinear dynamic
case with time variant and invariant parameters. This analysis is performed over
a single computer with 8 cores of 2.6 GHz and 8 Gb of RAM. The results of this
evaluation for 25 repetitions of each case are shown in Table 5.4. It is noticeable from
Table 5.4, that there is no significant difference in using the linear or nonlinear models
when it comes to computational load.
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Table 5.4: Comparison of assessed process time among considered Kalman filtering
approaches of estimation
Model NL UKF NL EKF L KF
Time invariant 13.10 ± 0.29 s 12.90 ± 0.30 s 12.72 ± 0.20 s
Time varying 14.91 ± 0.39 s 14.72 ± 0.40 s 14.58 ± 0.35 s
The obtained results demonstrate that the models with time varying parameters
perform better than models with time invariant parameters. This improvement is due
to the fact that the model with time varying parameters takes variation of the brain
dynamics into account. Additionally, the estimated parameters are physiologically
meaningful because a physiological model is used. If only a very simple model is
employed, the resulting inverse solution may not offer much improvement over the
results provided by instantaneous techniques [2]. As expected, when a complex
physiology based dynamic model is applied, the resulting inverse solutions are able
to explain the observed EEG data more adequately. These results are confirmed for
each case analyzed in this section for simulated signals over several SNR values where
the nonlinear model with time varying parameters reached the best performance. In
general, dynamic models with adaptive parameters for neuronal activity estimation
show a better performance over signals with low SNR values in comparison with the
models with fixed parameters.
Discussed approach of representation comprises two main contributions: Firstly,
the introduction of a discrete–time nonlinear model grounded on physiological
considerations that explains better the dynamics of the brain neural activity. Secondly,
the inclusion of estimation of time varying parameters that allows the enhancement of
the nonlinear model, making it suitable for electroencephalographic source localization
of such abnormal neuronal activity as epileptic seizures.
Since the dynamic models used for the description of the neuronal behavior are
physiology–based, the set of estimated model parameters becomes also physiologically
meaningful, which leads to a proper understanding of the EEG signals. Furthermore,
the results attained during real EEG signal analysis with normal and pathological
behavior show that epileptic seizures can be better represented through a model with
time-varying parameters. Besides, the proposed approach for estimating dynamic
neural activity turns out to be very robust for a wide range of SNR values, where the
nonlinear model with time varying parameters reached the best performance. Another
aspect worthy of consideration is the assessed computational load that turns to be not
significantly increased for the enhanced time–variant modeling.
Furthermore, the computational load is not significantly increased for the time variant
cases over the time invariant cases. Thus, it is possible to consider the use of models
74 Results and Discussion
with time varying parameters instead of time invariant models without significantly
increasing computational cost.
5.2.3 Dynamic Inverse Problem using IRA-MVAR
In order to include an MVAR model in the solution of a dynamic inverse problem,
two tasks must be solved: MVAR model estimation and optimal MVAR model order
selection. To perform the first task, the MVAR parameters are estimated from the data
by using a KF as described in [20]. The selection of model order can be performed by
minimizing the Bayesian Information Criterion (BIC), based on the equation:
BIC(p) = −2 ln |C2e |+ 2p ln(N). (5.4)
where C2e is the covariance matrix of the estimation error of parameters and N is the
number of signal samples. The obtained results for order selection are shown in Fig.
5.18.
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Figure 5.18: Model order selection using BIC
Table 5.5: SE for dynamic model with time invariant parameters for several SNR
Case Source 10 dB 20 dB 30 dB
IRA-MVAR surface 2.75± 0.8 1.76± 0.93 1.32± 0.78
deep 2.84± 0.74 2.26± 0.87 1.59± 0.83
LORETA surface 3.25± 0.96 1.84± 0.77 1.84± 0.92
deep 4.96± 0.73 3.86± 0.8 2.76± 0.56
In the Table 5.5 can be seen consistent results with those presented in [12], also that
the performance of the algorithm decreases as the source to be found is deep, this is
because it captures the dynamics of nearby source.
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The Fig. 5.19(b) shows that the dynamic method has less dispersion that obtained
by the static method of the Fig. 5.19(c). To make clear the influence of the discussed
estimation methods of dynamic neural activity based on MVAR models, Fig. 5.19(a),
5.19(b) and 5.19(c) depicts the ESL at a time instant for the original activity, the
estimated activity using the MVAR model and the estimated activity using the static
inverse problem, respectively. The mapping is carried out for a deep source using a
three layer realistic head model, which is computed based on the Boundary Element
Method. It can be seen that the dynamic estimation method of Fig. 5.19(b), lead to an
improved reconstruction of the neural activity, although the static method considerably
increases the amplitude at the neighborhood sources compared with the true activity.
Front View Top View Side View
(a) 3D mapping for original activity
(b) 3D mapping for estimated activity using LORETA
(c) 3D mapping for estimated activity using IRA-MVAR
Figure 5.19: Simulated and Estimated Current densities by LORETA and IRA-MVAR
This thesis addresses the problem in EEG source localization, using a second order
multivariate auto-regressive model with time invariant parameters estimated by the
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Kalman filter. The obtained results by the IRA-MVAR method show a better
performance in terms of the SE in comparison with the LORETA method for several
SNR. In comparison with the dynamic methods proposed in [11, 45, 2] an improvement
in the selection of the model is achieved since it is estimated directly from the data,
since the estimated model represents the relations among sources more adequately
than generalized models. However, the resultant model is time invariant, which reduce
the performance of the method for the estimation of signals which includes normal and
pathological activity.
5.3 Results of Dynamic Inverse Problem Solution using
Weighted Time Series Analysis
This section presents the performance evaluation of a method to estimate neural
activity from electroencephalographic signals by using a weighted time series analysis.
The method considers a physiologically based linear model as described in (2.20) that
takes both spatial and temporal dynamics into account and a weighting stage to modify
the assumptions of the model from observations. The calculated weighting matrix is
included in the cost function used to solve the dynamic inverse problem, and therefore
it can be include, by using Gaussian distributions, in the Kalman filter formulation.
Moreover, it can be include in any Inverse Problem Solution. In this section, a weighted
Kalman filtering (WKF) approach is proposed including the weighting matrices. The
filter’s performance in terms of SE is analyzed for several noise conditions, as described
in section 5.1. The optimal performance is achieved using the linear model with a
weighting matrix computed by an inner product method. The analysis is made up
from simulated EEG signals for different levels of noise.
5.3.1 Weighting Analysis
The following weighting matrices are considered
– P = I, being I ∈ Rd×d the identity matrix,
– P = diag(
√
ρ)−1, and
– P = diag(
√
α)−1.
In order to consider the effect of the noise level in the estimation of the weighting
matrix P , an estimation of the weights for several SNR’s is performed. This analysis
is performed for matrices P = diag(
√
ρ)−1 and P = diag(
√
α)−1 with and without
normalization. In Figure 5.20(a) the preprocessing weights for several noise conditions
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without normalization is shown. It is shown for the case of normalization that the
variance increases when it is not normalized in spite of the noise levels.
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Figure 5.20: Preprocessing weights diag(
√
ρ)
However, as shown in Figure 5.20(b) it is clear than the matrix values are stable for
the several levels of noise in ρ method. Additionally, it can be seen from Figure 5.3.1
that the normalized weight matrix P = diag(
√
α)−1 obtained by the Q − α method
are also stable for several levels of noise.
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Figure 5.21: Preprocessing weights diag(
√
α)
5.3.2 Time Adapted Weighting Analysis
In order to improve the calculation of the weighting matrix in the sense that not all
the samples are required for the estimation of the P , the time framed approach using
Pk is used. The analysis is performed in order to find the minimum number of samples
required for the stability of weight matrix calculation in case of a time varying matrix
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Pk. In Fig. 5.23 is depicted that the weight matrices achieve a stable value around
the 30-th sample for both cases (Variance and Q− α weighting matrices).
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Figure 5.22: Weight estimation of Pk for time framed approach
This method is applied for the time varying linear method with the Q−α method. The
obtained results show that considering a buffer with minimum number of 30 samples
for the calculation of Pk is possible to obtain similar results than the obtained using a
complete observation matrix.
In general, Q − α presents better performance for source localization which can be
attributed to the search that this method employs. The inference algorithm employed
in Q−α do not directly select the relevance variables but instead measure the clustering
quality. However, their spectral properties indicate that a variable subset would be
appropriate or not, and therefore also represents a relevance analysis method [44].
In other words, relevance value is obtained from spectral information and a clustering
quality measure and for that reason can perform well for dynamic relevance analysis.
In addition, its nature and the iterative tuning of their parameters make this method
more sensitive to significant changes of the electrical signal that goes through channels.
Thus, relevance values become 1 after some time which indicates that method can show
the real behavior of electrical propagation. By the other hand, method ρ cannot do it,
because although their values do not change they are not the same. This is because
eigenvectors used to compute vector ρ represent the relevance through its direction
and not through its amplitude value.
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(a) ρ
(b) α
Figure 5.23: Weight estimation of Pk for time framed approach with a frame of 30
samples
5.3.3 Weighted Dynamic Inverse Problem Solution using KF
In Figure 5.28 the simulated and estimated neural activity for several weighting
matrices at t = 0, t = 0.1 and t = 0.2 seconds are depicted.
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t = 0.0 t = 0.1 t = 0.2
(a) True activity
(b) Estimated activity using P = I
(c) Estimated activity using P = diag
(√
ρ
)
−1
(d) Estimated activity using P = diag
(√
α
)
−1
Figure 5.24: Brain mapping for simulated and estimated neural activity for weighting
matrices P = I, P = diag
(√
ρ
)−1
and P = diag
(√
α
)−1
As shown in Figure 5.28, when the WKF is applied, an improvement on the estimation
is achieved for each case in comparison with P = I. The SE in the case of linear and
nonlinear second order models is computed using the selected weighting matrices. In
Figure 5.26 and Figure 5.25 the SE using the KF for state estimation using simulated
signals by using nonlinear and linear dynamic constraints are shown. It is shown
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that the method presents better performance with less SE for both models. For time
invariant models, the Weighted Kalman Filtering with non linear constraints described
in the algorithm 12 is used for state estimation. For time varyin models, the Weighted
dual Kalman Filtering with non linear constraints described in the algorithm 14 is used
for state and parameter estimation.
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(a) Estimation with a linear time invariant model
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(b) Estimation with a linear time varying model
Figure 5.25: SE and dispersion for several weighting matrices for the linear model
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(a) Estimation with a nonlinear time invariant
model
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(b) Estimation with a nonlinear time varying
model
Figure 5.26: SE and dispersion for several weighting matrices for the nonlinear model
Both methods P = diag(
√
ρ)−1 and P = diag(
√
α)−1 represent an alternative to
measure the relevance of each channel considered and then intuitively can be used as
a weighted factor, as explained in [11]. In mathematical terms, the main difference
between these two methods lies in the form of the optimization problem. In general,
the weighting matrix P calculated using the method presents better performance for
brain mapping and source localization, which can be attributed to the search that this
method employs. In addition, its nature and the iterative tuning of their parameters
make the Q − α method more sensitive to significant changes of the electrical signals
that go through the channels.
In this way, it can be seen that it is not necessary to consider a large amount of
samples to compute the preponderance matrix, and therefore, the estimation of the
neural activity can be performed on line. The SE for the nonlinear case using the
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time framed approach are shown in Figure 5.27. In comparison with the time fixed
approach it is noticeable that the estimation error is a little bit higher with the time
framed approach than with the fixed approach. However, this difference only appears
for the first SE, and the obtained results are almost the same.
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Figure 5.27: SE using the time framed approach for the Q− α
In this section, we have addressed the dynamical inverse problem of EEG source
reconstruction, using a new method to improve the model through a weighted
approach. The obtained results demonstrate that the models with including weighting
matrices perform better than the assumed model. This improvement is due to the fact
that the model with weighting matrices corrects the initial assumptions of uniformly
distributed variance, from observations. These results are confirmed in this section for
simulated signals over several SNR values where the weighted model using the Q− α
method had the best performance.
5.3.4 Weighted Dynamic Inverse Problem Solution using IRA
The IRA method is applied by using a time varying nonlinear model (IRA5) described
in (3.13) and a time varying linear model (IRA3) described in (3.14). Obtained results
are compared with static and dynamic solutions. The static inverse problem solution is
obtained by LORETA, and the dynamic inverse solution is obtained by using a Kalman
filter [2] with the model described in (3.14) as a time invariant constraint. The fixed
weighting matrices Q and R are selected as: R = Ip, and Q = L as described in [2].
The lag in the Υlk matrix is defined as l = 30.
In Figures 5.28 and 5.29 the brain mapping for simulated and estimated neural activity
for a weighted dynamic inverse problem at times t = 0.0, t = 0.1 and t = 0.2 is shown.
It is clear that by including the time varying weighting matrix Pk, the dispersion of
the solution is reduced, in comparison with the LORETA and Kalman filter solutions.
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t = 0.0 t = 0.1 t = 0.2
(a) True activity
(b) Estimated activity using LORETA
(c) Estimated activity using linear Kalman Filter
Figure 5.28: Brain mapping for simulated and estimated neural activity for weighted
dynamic inverse problem at time t = 0.0, t = 0.1 and t = 0.2 at SNR:30
dB
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t = 0.0 t = 0.1 t = 0.2
(a) Estimated activity using IRA3
(b) Estimated activity using IRA5
Figure 5.29: Brain mapping for simulated and estimated neural activity for weighted
dynamic inverse problem at time t = 0.0, t = 0.1 and t = 0.2 at SNR:30
dB
Table 5.6 shows obtained results for the residual error (RE), standard error (SE) and
projected error (PE) during the estimation of xk for k = 1, · · · , K, through LORETA,
Kalman filter, IRA3, and IRA5.
From Table 5.6 it is clear that by using the IRA with time varying linear and nonlinear
models lower errors are obtained in terms of the standard error, and the projected error,
in comparison with the obtained results obtained by the application of LORETA and
the Kalman filter. For lower SNRs the LORETA and the Kalman filter methods
describe a better approximation of yk according to the residual error.
In this section, we have addressed a Weighted Dynamic Inverse Problem method
for electroencephalographic current density reconstruction. Estimation is performed
by considering time variant parameters for dynamic modeling, and time varying
calculation of the covariance matrices. This is an improvement over previous works
reported in [11, 2, 9] since the parameters of the models are estimated directly from
data at each time instant k. Attained results demonstrate that the models with time
varying weighting matrices perform better than models with fixed assumptions. This
improvement is due to the fact that the model with time varying weighting matrices
takes the variation of the brain dynamics into account during normal and pathological
events. In general, the IRA with linear and nonlinear constraints for neuronal activity
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Table 5.6: Current densities reconstruction
SNR 10 dB
RS PE SE
LORETA 7.97e-08 1.02e-01 1.35e-01
Kalman filter 8.98e-08 2.17e-02 5.99e-02
IRA3 6.82e-08 8.98e-03 3.80e-02
IRA5 3.97e-08 5.63e-04 6.61e-03
SNR 20 dB
RS PE SE
LORETA 2.59e-08 8.14e-02 1.28e-01
Kalman filter 2.96e-08 1.41e-02 6.95e-02
IRA3 2.12e-08 3.20e-03 3.58e-02
IRA5 1.14e-08 1.84e-04 6.37e-03
SNR 30 dB
RS PE SE
LORETA 8.98e-10 5.66e-02 1.18e-01
Kalman filter 5.50e-10 9.35e-03 5.94e-02
IRA3 3.18e-10 8.42e-04 3.05e-02
IRA5 1.70e-10 2.29e-05 6.28e-03
estimation shows a better performance over signals with low SNR values in comparison
with the solutions obtained by LORETA and the Kalman filter. It is noticeable that
by considering Gaussian assumptions, the weighting matrices can be included in the
Kalman filtering framework.
6. Final Remarks
6.1 Conclusions
This work addresses the dynamical inverse problem of EEG source reconstruction
by using two main approaches: Dynamic Inverse Problem solution considering Time
Varying and Time invariant Constraints, and Weighted Dynamic Inverse Problem
solution. The first approach considers three methods: an Iterative Regularization
Algorithm (IRA), a Kalman Filtering solution (KF), and an Iterative Regularization
Algorithm with Multivariate Auto-Regressive constraints (IRA-MVAR). The second
approach considers three methods: a Weighted Iterative Regularization Algorithm
(WIRA), a Weighted Kalman Filtering solution (WKF), and a Weighted Iterative
Regularization Algorithm with MVAR constraints (WIRA-MVAR).
The estimation that is performed using nonlinear dynamic models with time
varying parameters provides an improvement in terms of reconstruction error, if
comparing with similar referred linear approximations [45, 11]. Discussed approach
of representation comprises two main contributions: Firstly, the introduction of a
discrete–time nonlinear model grounded on physiological considerations that explains
better the dynamics of the brain neural activity. Secondly, the inclusion of estimation of
time varying parameters that allows the enhancement of the nonlinear model, making
it suitable for electroencephalographic source localization of such abnormal neuronal
activity as epileptic seizures. It is noticeable that since the dynamic models used for
the description of the neuronal behavior are physiology–based, the set of estimated
model parameters becomes also physiologically meaningful, which leads to a proper
understanding of the EEG signals. Furthermore, the results attained during real EEG
signal analysis with normal and pathological behavior show that epileptic seizures
can be better represented through a model with time-varying parameters. Besides,
the proposed approach for estimating dynamic neural activity turns out to be very
robust for a wide range of SNR values, where the nonlinear model with time varying
parameters reached the best performance. Another aspect worthy of consideration is
the assessed computational load that turns to be not significantly increased for the
enhanced time–variant modeling.
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With respect to the performance of the proposed IRA approach, the IRA achieves a
better neural activity estimation under assumed SNR values in comparison to the static
solution (LORETA) and the dynamic solution with a time invariant model (Kalman
filter). Regarding to the behavior of the parameters, the method fails to identify
the system that generates the activity. However, this result is highly dependent on
the initial parameters set, which means that the identification can be improved if a
better initialization method is considered. On the other hand, the estimated model
parameters successfully detect the change in the dynamics of the sources in the brain.
Finally, the computational cost of IRA is lower when compared to other methods where
the model parameters are calculated offline (Kalman filter).
The estimation results attained by using a second order multivariate auto-regressive
model with time invariant parameters estimated by the Kalman filter, allow the
inclusion of time invariant constraint estimated directly from data. The obtained
results estimated by the IRA-MVAR method show a better performance in terms of
the SE in comparison with the LORETA method for several SNR. In comparison
with the dynamic methods proposed in [11, 45, 2] an improvement in the selection of
the model is achieved since it is estimated directly from the data, since the estimated
model represents the relations among sources more adequately than generalized models.
However, the resultant model is time invariant, which reduce the performance of the
method for the estimation of signals which includes normal and pathological activity.
In case of the Weighted Dynamic Inverse Problem solution, it is clear that the weighted
method improves the model through the selection weighting matrices. Attained results
by using the WIRA and WKF methods demonstrate that the models with time
varying weighting matrices perform better than models with fixed assumptions. These
results are confirmed in this thesis for simulated signals over several SNR values where
the weighted model reached the best performance. This improvement is due to the
fact that the model with time varying weighting matrices takes the variation of the
brain dynamics into account during normal and pathological events by estimating the
covariance matrices directly from data at each time instant k. This is an improvement
over previous works reported in [11, 2, 9] where the covariance is assumed spatially
inhomogeneous but time invariant. In general, the IRA with linear and nonlinear
constraints for neuronal activity estimation shows a better performance over signals
with low SNR values in comparison with the solutions obtained by LORETA and the
Kalman filter. It is noticeable that by considering Gaussian assumptions, the weighting
matrices can be included in the Kalman filtering framework, which allows a Weighted
Kalman filter approach for the solution of dynamic inverse problems. However it
is noticeable, that by using the WIRA method, a lower dispersion is obtained in
comparison with the results achieved by the WKF.
The computational load is reduced principally by using the SVD and matrix
6.2 Future Work 89
equivalences. Even when the spatial projector is not limited to the SVD
transformation, any orthogonal basis can be used but the SVD is preferred because
it is based on the model itself. However, since all the methods proposed in this
thesis allow the inclusion of several possible structures for matrices that appears in
the inverse solution, in some cases the SVD turns the performance of the algorithms
computationally expensive (slow), and additionally it does not involve information
about the measurements.
6.2 Future Work
As a future work, it is proposed to consider informative priors. That is, the use of
covariance matrices that are based on the data and not on pre-structured approach, as
it is the case of minimum norm estimates or LORETA. Furthermore, a more complex
model to update parameters should be considered, so as to allow the method to properly
identify the system generating the neural activity.
A methodology for the selection of the complete set of weighting matrices used in the
proposed methods it is also considered, which takes into account the spatial variability
of the pathological signal during local and generalized epilepsy events.
Estimation of MVAR models with a reduced number of parameters with time varying
capabilities is required in order to consider time varying constraints that appears in
the analysis of pathological signals.
Other spatial projections as the Krylov subspaces can be considered as described in
[18, 16, 17], which are computationally attractive and also involves information about
both M and yk.
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