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Resumo. O presente trabalho explora uma aplicação de fluidodinâmica com-
putacional para simular um aplicador de herbicida para controle de ervas da-
ninhas em pastagens. O tempo de execução do processamento em arquiteturas
computacionais de memória distribuı́da e hı́brida foram comparados para iden-
tificar a capacidade de exploração do potencial de paralelismo do sistema.
1. Introdução
O aplicador de herbicida Campo Limpo possui como caracterı́stica de trabalho a
distribuição de calda de agroquı́mico por um elemento poroso. O fluxo da calda dentro do
elemento aplicador é conduzido através de tubulações e as dimensões de construção influ-
enciam o escoamento do implemento agrı́cola. As ferramentas de fluidodinâmica compu-
tacional (Computacional Fluid Dynamics - CFD) auxiliam na predição do comportamento
de um fluido e a exigência computacional do sistema pode demandar o uso de técnicas de
paralelismo para viabilizar sua execução [Versteeg and Malalasekera 2007]. O software
Open Source Fields Operating and Manipulating (OpenFOAM) é um pacote de softwa-
res desenvolvido em bibliotecas utilizando C++, que foi escolhido para aplicação nesta
pesquisa, entre outros softwares, em função da capacidade de exploração de recursos de
paralelismo, possuir código fonte aberto e ampla capacidade de adaptação aos sistemas
mais especı́ficos [OpenCFD 2019]. Neste trabalho é apresentada uma abordagem voltada
para avaliação do desempenho de diferentes ambientes computacionais (série e paralelo)
para um estudo de caso aplicado de CFD.
2. Metodologia
A execução da aplicação CFD foi analisada a partir de aspectos voltados ao tempo de
execução das ferramentas com arquiteturas em série e em paralelo com memória dis-
tribuı́da e hı́brida. Os ambientes possuı́am computadores com processador Intel Core
i5-8400 CPU @ 2.80GHz 6 núcleos e 8 Gb de de RAM. Dois ambientes paralelos fo-
ram comparados com uso de diferente número de núcleos internos em cada nó, o pri-
meiro ambiente foi concebido com dezesseis computadores com um deles centralizando a
distribuição das tarefas e executando os processos ao mesmo tempo e um segundo cenário
com dezessete computadores com um deles utilizando 32 Gb de RAM dedicado somente
para gerencias a distribuição das tarefas.
3. Resultados de Estudo de Caso
O tempo do processamento em série do estudo de caso da aplicação CFD foi utilizado para
balizar o referencial temporal para o problema e utilizá-lo no comparativo com os demais
ambientes. O tempo da execução em série está representado na Figura 1 por “Série” e
a nomenclatura “1x1” faz alusão a um computador com um processador disponı́vel por
computador, assim como “16x2” indica o uso de dezesseis computadores e dois pro-
cessadores disponı́veis por computador. Os ambientes de processamento com memória
distribuı́da estão representados como “Distribuı́da” e os com configuração hı́brida como
“Hı́brida”.
O menor tempo de execução foi identificado para o cenário “Hı́brida 17x2” com
uso dezesseis computadores com dois processadores disponı́veis em cada nó e, posterior-
mente, o tempo para o cenário distribuı́do puramente com divisão em 16 computadores
(“Distribuı́da 16x1”). A comparação entre os cenários “Distribuı́da 17x1” e o “Distribuı́da
17x2” indica um ganho da velocidade de execução, por outro lado os cenários “Hı́brida
16x2” e “Hı́brida 16x2” não mantiveram o mesmo comportamento de desempenho. Neste
contexto existem indı́cios que o tempo de comunicação entre os diferentes nós pode li-
mitar a eficiência do sistema, ao passo que um computador dedicado para gerenciar a
execução da aplicação em paralelo pode melhorar o desempenho em arquiteturas hı́bridas
[Council 2010].
Figura 1. Avaliação de desempenho dos diferentes ambientes computacionais
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