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SPECTRAL THEORY
FOR THE WEIL-PETERSSON LAPLACIAN
ON THE RIEMANN MODULI SPACE
LIZHEN JI, RAFE MAZZEO, WERNER MU¨LLER AND ANDRAS VASY
Abstract. We study the spectral geometric properties of the scalar
Laplace-Beltrami operator associated to the Weil-Petersson metric gWP
onMγ , the Riemann moduli space of surfaces of genus γ > 1. This space
has a singular compactification with respect to gWP, and this metric has
crossing cusp-edge singularities along a finite collection of simple normal
crossing divisors. We prove first that the scalar Laplacian is essentially
self-adjoint, which then implies that its spectrum is discrete. The second
theorem is a Weyl asymptotic formula for the counting function for this
spectrum.
1. Introduction
This paper initiates the analytic study of the natural geometric operators
associated to the Weil-Petersson metric gWP on the Riemann moduli space
of surfaces of genus γ > 1, denoted below byMγ . We consider the Deligne-
Mumford compactification of this space, Mγ , which is a stratified space
with many special features. The topological and geometric properties of
this space have been intensively investigated for many years, and Mγ plays
a central role in many parts of mathematics.
This paper stands as the first step in a development of analytic tech-
niques to study the natural elliptic differential operators associated to the
Weil-Petersson metric. More generally, our results here apply to the wider
class of metrics with crossing cusp-edge singularities on certain stratified Rie-
mannian pseudomanifolds. This fits into a much broader study of geometric
analysis on stratified spaces using the techniques of geometric microlocal
analysis. Some of this work is directed toward studying general classes of
such spaces, while other parts are focused on specific problems arising on
particular singular spaces which arise ‘in nature’, such as compactifications
of geometric moduli spaces, etc. These approaches are, of course, closely
intertwined. The perspective of this paper is that (Mγ , gWP) is inherently
interesting, and that the spectral theory of its Laplacian will most likely
find interesting applications; at the same time, it is an interesting challenge
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to develop analytic techniques which can be used to study other singular
spaces with related metric structures.
Our goals here are relatively modest. As stated above, we focus on the
scalar Laplacian ∆, rather than any more complicated operator, associated
to the Weil-Petersson metric onMγ , and provide answers to the most basic
analytic questions about this operator.
Theorem 1. The scalar Laplace operator ∆ on (Mγ , gWP) is essentially
self-adjoint, i.e. there is a unique self-adjoint extension from the core domain
C∞0,orb(M˚γ). The spectrum of this operator is discrete, and if N(λ) denotes
the number of eigenvalues of ∆ which are less than λ, then
N(λ) =
ωn
(2π)n
VolWP(M)λn/2 + o(λn/2).
as λ→∞. Here, as usual, ωn is the volume of the unit ball in Rn.
Remark 1. There is a subtlety in the statement of this theorem which we
point out immediately. The interior of the space Mγ already has singu-
larities, but these are caused not by any properties of the Weil-Petersson
metric, but rather are orbifold points which arise because the mapping class
group does not act freely on Teichmu¨ller space. While an analysis of the self-
adjoint extensions near such points can be carried out, we instead restrict
to an easily defined core domain which fixes the nature of the self-adjoint
extension near these points. This is defined as follows. If p is a singular
point in the interior of Mγ , then there is a neighbourhood Up around p, an
open set U˜p in RN (N = 6γ − 6), and a finite group Γp which acts on U˜p
such that U˜p/Γp = Up. We then define C∞0 (Mγ) to consist of all functions
f such that the restriction of f to Up lifts to a C∞ function f˜ on U˜p. We
refer to [10] for more on this and related other analytic constructions on
orbifolds. Our main result then is that ∆ is essentially self-adjoint on this
core domain. The arguments in this paper are essentially all local (or at
least localizable), which means that for all analytic purposes, it suffices to
assume that the interior is smooth and that the singular set of the compact-
ification is of crossing cusp-edge type, as described below, even though the
actual space is locally a finite quotient of this.
The emphasis on showing that a given operator is essentially self-adjoint is
not so standard in geometric analysis for the simple reason that this property
is automatic for all ‘reasonable’ elliptic operators on any complete manifold,
and when the issue actually arises, e.g. on manifolds with boundary, it is so
customary to impose boundary conditions that one rarely thinks of this as
choosing a self-adjoint extension. On singular spaces, by contrast, the issue
becomes a very real one, and a key preliminary part of the analysis on any
such space is to determine whether the singular set is large enough, in some
sense, to create the need for the imposition of boundary values. For other
classes of singular spaces, e.g. those with cones, edges, etc., this issue is well-
understood. It is known that if the singular set has codimension at least 4,
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then there is no need to impose boundary conditions for the Laplacian on
functions. For the Laplacian on differential forms, however, and for these
same types of ‘iterated edge metrics’, the situation is more complicated, and
was first considered carefully by Cheeger [7], [8], see also [2], [3] for some
recent work on this. However, the Weil-Petersson metric is more singular
than these spaces, which leads to the goals of this paper.
The proof of essential self-adjointness for any operator translates to a
technical problem of showing that any element in the maximal domain Dmax
of this operator is necessarily in the minimal domain Dmin. We review
the definitions of these domains in the beginning of §3. This is simply a
regularity statement: we wish to show that any u ∈ Dmax enjoys enough
regularity and decay near the singular set to allow us to prove that it can
be approximated in graph norm by elements of C∞0 (Mγ). The techniques
used to prove this regularity here are somewhat ad hoc, and in particular do
not use any of the heavy microlocal machinery which has proved to be very
helpful for the study of more detailed analytic questions on stratified spaces.
The advantage, however, is that this approach is much more self-contained.
It is worth recalling the well-known fact that the Laplacian on Rn is
essentially self-adjoint on the core-domain C∞0 (Rn \{0}) if and only if n ≥ 4,
see [9], and that the 4-dimensional case has a borderline nature. The ‘radial
part’ of the Weil-Petersson Laplacian near a divisor is essentially the same
as the radial part of the Laplacian on R4, so in our setting too there are
some borderline effects in the analysis. This motivates our introduction of
a slightly broader class of crossing cusp-edge metrics of any order k ≥ 3,
for any of which we carry out this analysis. This is intended to clarify the
slightly more delicate argument needed when k = 3. We also mention the
related work on metric horns (without iterative structure) by Bru¨ning, Lesch
and Peyerimhoff; see [5, 12].
An immediate consequence of the equivalence Dmax = Dmin for the scalar
Laplacian is the fact that this domain is compactly contained in L2, which
proves immediately that the spectrum is discrete. Our final result, concern-
ing the Weyl asymptotics of the counting function for this spectrum, employs
the classical Dirichlet-Neumann bracketing method, hence does not provide
much information about the error term.
In §2 we provide a brief (and sketchy) review of the key properties of
the geometric structure of the Weil-Petersson metric and of the singular set
of Mγ . The key fact, that the local lifts of gWP have ‘crossing cusp-edge’
singularities of order 3, leads to the introduction of the analogous class of
metrics of any order k ≥ 3. The rest of the paper then considers the scalar
Laplacian for any metric of this more general type. Essential self-adjointness
is studied in §3, and the Weyl estimate is obtained in §4.
L.J., R.M. and A.V. gratefully to acknowledge NSF support through the
grants DMS-1104696, 1105050 and 0801226 & 1068742, respectively.
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2. The geometry of the Weil-Petersson metric
We begin with a description of the singular structure of Mγ and the
structure of gWP near the singular strata. The results about the structure
of the Deligne-Mumford compactification itself are classical at this point,
and we refer to [11], [1] for more detailed descriptions of all of this and
references. The form of the Weil-Petersson metric traces back to a paper of
Masur [14] in the early 1970’s, but a far more detailed picture has emerged
through the work of Yamada [19] and Wolpert [15], [16]. We point to two
important recent survey articles [20] and [17] and the references therein.
The compact space Mγ is a complex space which is singular along the
union of a collection D0, . . . ,D[γ/2] of immersed divisors with simple normal
crossing. Elements ofMγ correspond to conformal structures on the under-
lying compact surface Σ of genus γ, where conformal structures are identified
if they differ by an arbitrary diffeomorphism of Σ. Another realization of
this space is as the space of hyperbolic metrics on Σ identified by the same
space of diffeomorphisms. By contrast, Teichmu¨ller space Tγ consists of the
space of all conformal structures or hyperbolic metrics identified only by the
smaller group of diffeomorphisms of Σ isotopic to the identity. Thus
Mγ = Tγ/Map(Σ),
where the so-called mapping class group Map(Σ) is a discrete group of auto-
morphisms of Tγ defined as the quotient of the group of all diffeomorphisms
by the subgroup of those isotopic to the identity.
Let c1, . . . , cN be a maximal collection of homotopically nontrivial disjoint
simple closed curves on Σ. It is well-known that N = 3γ − 3, and that
Σ \ {c1, . . . , cN} is a union of 2γ − 2 pairs of pants, and moreover, exactly
[γ/2] + 1 of the curves are distinct after identification by Map(Σ).
There is a simple geometric meaning to each of the divisors. Let Dj be
the divisor associated to an equivalence class of curves [c] (i.e. curves in this
equivalence class are identified, up to homotopy, by elements of Map (Σ)).
A sequence of points pi ∈ Mγ converges to Dj if the geodesics freely homo-
topic to cj for the corresponding sequence of hyperbolic metrics have lengths
ℓ(cj)→ 0. A crossing Dj1 ∩ . . .∩Djℓ corresponds to the independent length
degeneration of some collection of equivalence classes of curves cj1 , . . . , cjℓ .
In the following, we shall often denote such an ℓ-fold intersection by DJ
where J = {j1, . . . , jℓ}. Each divisor Dj can be identified with the Riemann
moduli space for the (possibly disconnected) noded surface Σ′ obtained by
pinching the curve cj , or equivalently, by cutting Σ along cj and identifying
each of the boundaries, which are copies of cj , to points.
There are a number of natural and interesting metrics on Teichmu¨ller
space which are invariant with respect to Map(Σ) and which thus descend to
metrics onMγ . One of the most fundamental is the Weil-Petersson metric,
gWP, which is the one studied here. It is incomplete onMγ and induces the
corresponding Weil-Petersson metric on each of the divisors. It is simply the
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canonical L2 inner product on tangent vectors: if h is a hyperbolic metric
on Σ representing a point ofMγ , then the tangent space ThMγ is identified
with the space of transverse-traceless symmetric two-tensors κ on Σ, i.e.
trhκ = 0 and δhκ = 0. If κ1 and κ2 are two such tangent vectors, then
〈κ1, κ2〉gWP =
∫
Σ
〈κ1, κ2〉h dAh =
∫
Σ
(κ1)ij(κ2)kℓh
ikhjℓ dAh.
It is known that Mγ is a complex orbifold and that gWP is a Ka¨hler
metric with many interesting properties. Our main concern is its fine as-
ymptotic structure near the singular divisors, which are due to Yamada [19]
and Wolpert [18], with closely related results by Liu, Sun and Yau [13]. Let
p be a point in some DJ and choose a local holomorphic coordinate chart
(z1, . . . , z3g−3) with DJ = {z1 = . . . = zℓ = 0}. Setting zj = ρjeiθj , j ≤ ℓ,
then
(1) gWP = π
3
ℓ∑
j=1
(4dρ2j + ρ
6
jdθ
2
j )(1 + |ρ|3) + gDJ +O(|ρ|3)
where gDJ is the Weil-Peterson metric on DJ . The expression O(|ρ|3) in-
dicates that all other terms are combinations of dρj , ρ
3
jdθj and dy (where
y is a local coordinate along DJ) with coefficients vanishing at this rate.
This (and in fact a slightly sharper version) is proved in [16], and the same
result with some further information on the first derivatives of the metric
components appears in [13].
We do not belabor the precise form of the remainders in these asymptotics
for the following two reasons. First, gWP is Ka¨hler, and we can invoke the
standard fact in Ka¨hler geometry, see [4, p.252], that if g is any Ka¨hler
metric, then its Laplace operator has the particularly simple form
(2) ∆g =
∑
gi¯
∂2
∂zi∂zj
,
with no first order terms. In particular, the coefficients of this operator do
not depend on derivatives of the metric. The same is true for the Dirich-
let form for this metric, which also involves only the components of the
(co)metric, but not their derivatives. The proof in §3 involves various in-
tegrations by parts, but a close examination of the details shows that one
needs in any case very little about the derivatives of the metric, and for
Ka¨hler metrics one needs no information about these derivatives at all.
The other reason is that current work by the second author and J. Swo-
boda aims at deriving a complete asymptotic expansion for gWP, and this
implies all the results needed here about the remainder terms and their
derivatives. However, since that work has not yet appeared, we emphasize
that enough is known about the asymptotics of the metric in the existing
literature to justify all the calculations below.
In any case, using (1), disregarding the constants π3 and 4 for simplicity,
and using the product polar coordinates, (ρ1, . . . , ρℓ, θ1, . . . , θℓ, y1, . . . , ys) ∈
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U = (0, ρ0)ℓ × (S1)ℓ×V, where V is an open neighbourhood in DJ , we note
that
‖u‖2L2 =
∫
|u|2J · (ρ1 . . . ρℓ)3 dρ dθ dy,
where the Jacobian factor J is uniformly bounded and uniformly positive.
Similarly, the Dirichlet form for ∆WP is given by∫  ℓ∑
j=1
|∂ρju|2 +
k∑
j=1
ρ−6j |∂θju|2 + |∇yu|2

J · (ρ1 . . . ρℓ)3 dρ dθ dy
modulo terms vanishing like |ρ|3.
In order to focus on the key analytic points of the argument, we shall work
with a slightly more general class of (not necessarily Ka¨hler) Riemannian
metrics, the asymptotic structure of which models that of gWP, with singu-
larities of similar crossing cusp-edge type. We thus let M be any manifold
which has a compactification M with the same structural features as the
Deligne-Mumford compactification. Specifically, M is a stratified pseudo-
manifold, with M its dense top-dimensional stratum. All other strata are
of even codimension, and can be locally described as finite intersections
Dj1 ∩ . . .∩Djℓ , where dimDj = dimM− 2 for all j. The main point is that
we can use the same sort of product polar coordinate systems as above, and
we shall do so henceforth without comment. We now consider metrics which
in any such local coordinate system are modelled by the product metric
(3) gℓ,k :=
ℓ∑
i=1
(dρ2i + ρ
2k
i dθ
2
i ) +
n−2ℓ∑
µ=1
dy2µ,
for any k ≥ 3. The corresponding Laplacian is given by
(4) ∆ℓ,k = −
ℓ∑
i=1
(∂2ρi +
k
ρi
∂ρi +
1
ρ2ki
∂2θi) + ∆y = ∆
⊥
ℓ,k +∆y.
The first term on the right is the normal component of this model Laplacian.
Note that we are restricting to k ≥ 3. (We could even choose different orders
kj on the differentDj , but for the sake of simplicity do not do so.) As we shall
see below, the case k = 3 is in some sense a critical value, and the analysis
is slightly easier for larger values of k. One motivation for discussing this
more general setting is to clarify the borderline nature of the Weil-Peterson
metric.
The main point is to clarify exactly what sorts of perturbations are al-
lowed. We phrase this by focusing on the end result, i.e. by delineating the
properties of the operators for which our arguments work, and then ‘back-
filling’ by defining the corresponding class of metrics appropriately. Thus
we first assume that
(5) ∆g = −
ℓ∑
i=1
(∂2ρi + kρ
−1
i ∂ρi + ρ
−2k
i ∂
2
θi) + ∆DJ + E,
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where ∆DJ is the Laplacian for the induced metric on the codimension 2ℓ
stratum, and where E is an error term. The key structural assumptions
are now as follows. First, if f is supported (or indeed just defined since
differential operators are local) in one of these local coordinate systems and
depends only on the ρi, then we shall assume that
(6) ∆gf = −
ℓ∑
i=1
(∂2ρi + (k + ai)ρ
−1
i ∂ρi)f +
∑
aij∂
2
ρiρjf,
where
|aij |, |ai| ≤ C|ρ|η
for some η > 0 with |ρ| = (ρ21 + . . .+ ρ2ℓ)1/2 the Euclidean length; moreover,
if f depends only on ρ and y, but not θ, then
(7)
∆gf = −
ℓ∑
i=1
(∂2ρi + (k + ai)ρ
−1
i ∂ρi)f + (∆DJ +
∑
cij∂
2
yiyj )f
+
∑
aij∂
2
ρiρjf +
∑
bij∂
2
ρiyj +
∑
b˜ijρ
−1
i ∂yj ,
where
|aij |, |ai|, |bij |, |b˜ij |, |cij | ≤ C|ρ|η,
again for some η > 0.
If g is a Ka¨hler metric and the coordinates (ρ, θ, y) are adapted to the
complex structure, then using (2) it is easy to guarantee that (6) and (7)
hold simply by requiring that
(8) |gi¯ − δij |, |giµ¯|, |gµν¯ − (gDJ )µν¯ | ≤ |ρ|η,
for i, j = 1, . . . , ℓ, µ, ν = ℓ + 1, . . . , n. More generally, if g is a real (non-
Hermitian) metric, assume the convention that i, j, . . . are indices for the ρ
and θ variables, and µ, ν, . . . are indices for the y variables. Now write
g =
∑
gρρij dρidρj +
∑
gρθij dρiρ
k
jdθj +
∑
gθθij ρ
k
i dθiρ
k
jdθj
+
∑
gyyµνdyµdyν +
∑
gρyiµ dρidyµ +
∑
gθyiµρ
k
i dθidyµ.
(The superscripts ρ, θ and y have been affixed to the metric components
because of obvious ambiguities in the indices.) We require first that
(9)
|gρρij − δij |, |gρθij |, |gθθij − δij |, |gyyµν − (gDJ )µν |,
|gρyiµ |, |gθyjµ| ≤ C|ρ|η
for all choices of indices and for some η > 0. These conditions are sufficient
to guarantee that all the coefficients of the second order terms in (6) and (7)
have the right form. To control the coefficients of the first order terms, we
must impose some conditions on the first derivatives of certain components
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of the metric. To specify these, recall the standard formula for the Laplacian
in an arbitrary coordinate system (w1, . . . , w2n),
−∆g =
∑
gαβ∂2wαwβ +
∑(1
2
gαβ∂wα log det(gαβ) + ∂wαg
αβ
)
∂wβ .
Write
log det g = 2k
∑
log ρi +A.
Then the coefficient of ∂ρi is∑
j
(
(gρρ)ij(kρ−1j + ∂ρjA+ ∂ρj (g
ρρ)ij
)
+
∑
j
(
ρ−2kj (g
ρθ)ji∂θjA+ ρ
−2k
j ∂θj (g
ρθ)ji
)
+
∑
µ
(
(gρy)µi∂yµA+ ∂yµ(g
ρy)µi
)
,
and the coefficient of ∂yµ is∑
j
(
(gρy)jµ(kρ−1j + ∂ρjA+ ∂ρj (g
ρy)jµ
)
+
∑
j
(
ρ−2kj (g
θy)jµ∂θjA+ ρ
−2k
j ∂θj (g
θy)jµ
)
+
∑
ν
((gyy)νµ∂yνA+ ∂yν (g
yy)νµ) .
Comparing with (9), we see that the new conditions we must impose are
that
|∂ρjA|,|∂θjA|, |∂yµA|, |∂ρj (gρρ)ij |, |ρ−2kj ∂θj (gρθ)ji|, |∂yµ(gρy)µi|,
|∂ρj (gρy)jµ|, |ρ−2kj ∂θj (gθy)jµ|, |∂yν (gyy)νµ| ≤ |ρ|η .
(10)
We have written this out in some detail to indicate that it is possible to
phrase the necessary conditions in terms of metric components. However, it
is clearly far simpler to think of these conditions using (6) and (7).
We conclude this section with the following observation. Since most of
the basic arguments in the remainder of this paper are local, we take this
opportunity to note the existence of a partition of unity {ψα}α∈A on Mγ
with the property that each ψγ is supported either away from all of the
divisors or else on one of the product polar coordinate charts above, and
which satisfy |∇ψγ |, |∆ψγ | ≤ C. Indeed, we need only choose these functions
so that ∂θjψα, ∂ρi , ρ
−k
i ∂θi and ∂yj , for y ∈ DJ , applied to this function
are O(ρ2kj ); one can even arrange that ψα is independent of θj when ρj is
sufficiently small.
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3. Essential self-adjointness of the Weil-Petersson Laplacian
The operator ∆g is symmetric on C∞0 (Mγ), but since this space is incom-
plete, we must consider the possibility that there is not a unique self-adjoint
extension. Because ∆g is semibounded, there is always at least one, namely
the Friedrichs extension. Whether there are others besides this depends on
the following considerations.
Recall the general definition of the minimal and maximal domains of the
Laplacian:
Dmax(∆) = {u ∈ L2(Mγ ; dVWP) : ∆u ∈ L2(Mγ ; dVWP)}
and
Dmin(∆) = {u ∈L2(Mγ ; dVWP) : ∃uj ∈ C∞0 (Mγ) such that
uj → u and ∆uj → f in L2(Mγ ; dVWP)}.
The operator ∆WP is called essentially self-adjoint provided Dmin(∆) =
Dmax(∆), and in this case this is the unique self-adjoint extension of ∆ from
the core domain C∞0 . If these subspaces are not equal, then the self-adjoint
extensions are in bijective correspondence with the Lagrangian subspaces
of Dmax/Dmin with respect to a natural symplectic structure (coming from
the classical Green identities). Choosing such an extension is tantamount
to specifying a boundary condition.
We prove here the
Theorem 2. The scalar Laplace operator ∆WP is essentially self-adjoint on
L2(Mγ , dVWP).
The rest of this section is devoted to the proof. We also obtain the
Corollary 1. This unique self-adjoint extension has discrete spectrum.
The key to proving these statements is to show that if u ∈ Dmax(∆),
then u must decay sufficiently and have enough regularity to lie in Dmin(∆).
We accomplish this here through a sequence of one- and multi-dimensional
Hardy and interpolation estimates.
3.1. Hardy inequalities.
Lemma 1. Fix any measure space (Y, dν) and consider the measure space
(X, dµ) where X = R+ × Y and dµ = ραdρ dν. Suppose that u ∈ L2loc(X)
has support in {ρ < ρ0} and satisfies ρβ∂ρu ∈ L2(X; dµ). If 2β + α > 1,
then ρβ−1u ∈ L2(X, dµ) and
(11) ‖ρβ−1u‖L2(X;dµ) ≤
2
2β + α− 1‖ρ
β∂ρu‖L2(X,dµ).
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If we drop the condition that u is supported in a finite strip in R+, then for
any ρ0, ǫ > 0, there exists some C > 0 such that
‖ρβ−1u‖L2((0,ρ0)×Y ;dµ)
≤ 2
2β + α− 1‖ρ
β∂ρu‖L2((0,ρ0+ǫ)×Y ;dµ) + C‖u‖L2((ρ0,ρ0+ǫ)×Y ;dµ).
Proof. Assume first that u is supported in ρ < ρ0. Choose a function φ ∈
C∞(R) which is nonnegative and monotone nondecreasing, vanishes for ρ ≤
1/2 and with φ(ρ) = 1 for ρ ≥ 3/4. We use φ(ρ/δ) as a cutoff, with δ ց 0.
By hypothesis, u ∈ H1loc, and φ(ρ/δ)u = 0 near ρ = 0, we calculate
(2β + α− 1)‖φ(ρ/δ)ρβ−1u‖2L2(X;dµ)
= (2β + α− 1)
∫
φ(ρ/δ)2ρ2β+α−2uu dρdν
≤
∫ (
(2β + α− 1)φ(ρ/δ)2ρ2β+α−2 + 2δ−1φ(ρ/δ)φ′(ρ/δ)ρ2β+α−1
)
uu dρdz
=
∫
∂ρ(φ(ρ/δ)
2ρ2β+α−1)uu dρdz
=
∫
(∂ρ(φ(ρ/δ)
2ρ2β+α−1u)− φ(ρ/δ)2ρ2β+α−1∂ρu)u dρdz
= −
∫ (
φ(ρ/δ)2ρ2β+α−1u∂ρu+ ∂ρuφ(ρ/δ)
2ρ2β+α−1u
)
dρdz
= −〈φ(ρ/δ)ρβ−1u, φ(ρ/δ)ρβ∂ρu〉L2 − 〈φ(ρ/δ)ρβ∂ρu, φ(ρ/δ)ρβ−1u〉L2 .
Using the Cauchy-Schwartz inequality, this yields
(12) (2β + α− 1)‖φ(ρ/δ)ρβ−1u‖2 ≤ 2‖φ(ρ/δ)ρβ−1u‖‖φ(ρ/δ)ρβ∂ρu‖,
so dividing through by ‖φ(ρ/δ)ρβ−1u‖ gives
(13) (2β + α− 1)‖φ(ρ/δ)ρβ−1u‖ ≤ 2‖φ(ρ/δ)ρβ∂ρu‖L2 ≤ 2‖ρβ∂ρu‖L2 .
This inequality is obvious if ‖φ(ρ/δ)ρβ−1u‖ = 0. Finally, let δ → 0 to get
that ρβ−1u ∈ L2 and that the estimate of the lemma holds.
If u is not compactly supported then replace φ(ρ/δ) by φ(ρ/δ)ψ(ρ) where
ψ ∈ C∞(R) is nonnegative, equals 1 for ρ ≤ ρ0 and is supported in ρ ≤ ρ0+ǫ.
Apply the Hardy inequality above to ψu to get
(14)
2β + α− 1
2
‖ρβ−1ψ(ρ)u‖L2 ≤ ‖ρβψ∂ρu‖L2 + ‖ρβψ′(ρ)u‖L2 ;
in view of the support properties of ψ and ψ′, this proves the lemma. 
Now suppose we are near an intersection of divisors DJ . Choose coordi-
nates as before, and for simplicity, for any multi-indices σ ∈ Rℓ and γ ∈ Nℓ,
write
ρσ = ρσ11 . . . ρ
σℓ
ℓ , and (ρ∂ρ)
γ = (ρ1∂ρ1)
γ1 . . . (ρℓ∂ρℓ)
γℓ .
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If s ∈ R, then we also write ρs = (ρ1 . . . ρℓ)s. We also define
〈ρ〉 =
(∑
ρ−1i
)−1
so 〈ρ〉 = 0 when any of the ρi vanishes. Note that 〈ρ〉 ≤ ρj for any j. Then
the one-dimensional Hardy inequality above immediately gives
Lemma 2. Let X = (R+)ℓ × Y where (Y, dν) is a measure space and set
dµ = ραdρ dν. Fix α, β ∈ Rℓ such that 2βi + αi > 1 for each i. If u ∈
L2loc(X, dµ) is supported in {ρi < ρ0 ∀i} and ρβi ∂ρiu ∈ L2(X; dµ) for each i,
then
‖ρβρ−1i u‖L2(X;dµ) ≤
2
2βi + αi − 1‖ρ
β∂ρiu‖L2(X;dµ).
If we do not assume that u has compact support, then for any ρ0, ǫ > 0,
there exists C > 0 such that
‖ρβρ−1i u‖L2(X∩{ρi<ρ0};dµ)
≤ 2
2βi + αi − 1‖ρ
β∂ρiu‖L2(X∩{ρiρ0+ǫ};dµ) + C‖ρβu‖L2(X∩{ρ0≤ρi≤ρ0+ǫ};dµ).
3.2. Interpolation inequalities. For any σ ∈ Rℓ, define the space
(15) X−σ = {u ∈ L2loc : ‖u‖2X−σ := ‖ρσ〈ρ〉−1u‖2 + ‖ρσ〈ρ〉∆u‖2 <∞}.
We write X−σ(U) for the space of functions with finite X−σ norm in U .
Our first task is to show that the X−σ norm controls the L2 norm of
ρσ∇u. Note that ρσ〈ρ〉−1u ∈ L2 is equivalent to ρσρ−1j u ∈ L2 for all j. This
result is local, so we fix ρ0 > 0 and work in a neighbourhood Uρ0 = {ρj <
ρ0, j = 1, . . . , k}.
Lemma 3. Let σ ∈ Rℓ, ǫ > 0, and suppose that u ∈ X−σ(Uρ0+ǫ). Then
ρσ∇u is in L2(Uρ0) and
‖ρσ∇u‖2L2(Uρ0 ) ≤ C‖ρ
σ〈ρ〉−1u‖L2(Uρ0+ǫ) ||u||X−σ(Uρ0+ǫ)
In particular
ρ〈ρ〉−1u, ρ〈ρ〉∆u ∈ L2 =⇒ ρ∇u ∈ L2.
Remark 2. As a consequence, if u ∈ X−σ, then ρσ∇u ∈ L2. Furthermore,
if σi ≥ 1 for all i then u ∈ L2 implies ρσ〈ρ〉−1u ∈ L2. In particular, if
u,∆u ∈ L2, then u ∈ X−σ for all σ with σi ≥ 1 for all i.
Proof. Let f be real-valued and C∞ and denote by mf the operator of mul-
tiplication by f . We claim that there is an equality of differential operators
(16) ∆ ◦mf +mf ◦∆ = 2∇∗(mf ◦ ∇ ) +m∆f .
Indeed, both sides are symmetric and have the same principal symbol, so
their difference is a symmetric, real, first order scalar operator, hence must
actually have order zero. Applying both sides to the constant function 1
gives the claim.
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Suppose that f ≥ 0 is real valued and has compact support in Mγ .
Applying the operator in (16) to u and taking the inner product with u
gives
(17) 2Re 〈∆u, fu〉 = 2‖f1/2∇u‖2 + 〈(∆f)u, u〉.
This equality extends to all u ∈ H2loc(Mγ).
Choose φ,ψ ∈ C∞(R) with 0 ≤ φ,ψ ≤ 1 and such that
φ(t) = 0 for t ≤ 1/2, φ(t) = 1 for t ≥ 1,
ψ = 1 for t ≤ ρ0, ψ(t) = 0 for t ≥ ρ0 + ǫ
2
.
Furthermore, let χ ∈ C∞c (Rs) be supported in the y-coordinate chart V.
Then define
fi,δ = φ(ρi/δ)
2ψ(ρi)
2ρ2σii , fδ = f1,δ . . . fℓ,δχ(y)
2.
In order to use this in the identity above, we must compute
∆fδ =
(
ℓ∑
i=1
(−∂2ρi − kρ−1i ∂ρi)− E +∆DJ
)
fδ
=
ℓ∑
i=1
ρ−2i
(
− (ρi∂ρi)2 − (k − 1 + ai − (
∑
j
aij))(ρi∂ρi)
)
fδ
−
ℓ∑
i,j=1
ρ−1i ρ
−1
j aij(ρi∂ρi)(ρj∂ρj )fδ +∆DJfδ
−
∑
ρ−1i bij(ρi∂ρi)∂yjfδ −
∑
cij∂yi∂yjfδ −
∑
b˜ijρ
−1
i ∂yjfδ.
Then, since
(ρi∂ρi)
j(φ(ρi/δ)) = ((t∂t)
jφ)(ρi/δ), j = 1, 2,
we see that 〈ρ〉2ρ−2σ∆fδ is uniformly bounded as δ ց 0 (recall that ρi ≥ 〈ρ〉
for all i). Hence, setting f = fδ in (17), then
|〈(∆f)u, u〉| ≤ C‖ρσ〈ρ〉−1u‖2
uniformly in δ. Applying Cauchy-Schwartz to (17) thus shows that
2‖
ℓ∏
i=1
φ(ρi/δ)ψ(ρi))χ(y)ρ
σ∇u‖2 ≤ C (‖ρσ〈ρ〉−1u‖2 + ‖ρσ〈ρ〉−1u‖‖ρσ〈ρ〉∆u‖) ,
and as fδ → f0 = ψ(ρ1)2 . . . ψ(ρℓ)2χ(y)2ρ2σ as δ → 0 we conclude that
ψ(ρ1) . . . ψ(ρℓ)ρ
σ∇u ∈ L2 by letting δ → 0. 
Another useful property of these spaces is that they localize.
Lemma 4. Let {ψα} be the partition of unity described at the end of §2.
Then u ∈ X−σ implies ψαu ∈ X−σ.
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Proof. First note that
∆(ψαu) = ψα∆u− 2(∇ψα,∇u)g + (∆ψα)u.
The expression in the middle is the pointwise inner product with respect to
the metric g. Since ψα, 〈ρ〉∇ψα and 〈ρ〉2∆ψα are all bounded (even without
the factor of 〈ρ〉) we obtain ρσ〈ρ〉∆(ψαu) ∈ L2. However, ρσ〈ρ〉−1ψαu ∈ L2
as well, so ψαu ∈ X−σ. 
Corollary 2. For any σ ∈ Rℓ, C∞0 (Mγ) is dense in X−σ.
Proof. Fix any u ∈ X−σ. By the previous Lemma, we may as well assume
that u is supported in Uρ0 . Lemma 3 implies that ρσ∇u ∈ L2.
Choose the cutoff function φ(t) as in the proof of Lemma 3 and set Φδ(ρ) =
φ(ρ1/δ) . . . φ(ρℓ/δ). The function Φδu is compactly supported in Mγ , and
∆u ∈ L2loc, so Φδu ∈ H20 (Mγ), and hence clearly lies in X−σ.
We claim that Φδu→ u in X−σ, i.e.
ρσ〈ρ〉−1Φδu→ ρσ〈ρ〉−1u, and ρσ〈ρ〉∆(Φδu)→ ρσ〈ρ〉∆u
in L2. The former follows from the dominated convergence theorem. For
the latter, we use that
∆(Φδu) = Φδ∆u− 2(∇Φδ,∇u)g + (∆Φδ)u.
Since ρσ〈ρ〉∆u ∈ L2, dominated convergence gives that ρσ〈ρ〉Φδ∆u →
ρσ〈ρ〉∆u. In addition ρσ∇u ∈ L2 and ρσ〈ρ〉−1u ∈ L2, so the estimate
for the remaining term follows from the fact that 〈ρ〉∇Φδ and 〈ρ〉2∆Φδ are
uniformly bounded and converge to 0 pointwise. These bounds on Φδ follow
from (ρi∂ρi)
kφ(./δ) = ((t∂t)
kφ)(./δ) (cf. the proof of Lemma 3), and the
pointwise convergence is clear. This completes the proof of the convergence
claim, and the corollary follows from the density of C∞0 (Mγ) inH20 (Mγ). 
3.3. Improving the decay rate. The only reasonable general estimate for
the weighted norm of ∇u involves the weighted norms of ∆u and on u, with
closely related powers of the weight function. However, there is a critical
range of weights in which one can estimate ‖ρr∇u‖L2 using ‖ρr〈ρ〉∆u‖L2 but
a much weaker norm of u. We explain this now, and in particular develop
localized versions of these estimates.
Lemma 5. Let ψα be the partition of unity defined at the end of §2. Fix
σ, σ0 ∈ Rℓ such that σ0−ℓ−1 ≤ σ < σ0. Let u ∈ X−σ0 satisfy ρσ〈ρ〉∆u ∈ L2.
Then ρσ〈ρ〉∆(ψαu) ∈ L2.
Note that the conclusion is, up to one order of decay, better than the
assumption u ∈ X−σ0 which implies that ρσ0〈ρ〉∆(ψαu) ∈ L2.
Proof. Expanding
∆(ψαu) = ψα∆u− 2(∇ψα,∇u)g + (∆ψα)u,
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and using that ρσ〈ρ〉∆u ∈ L2 and ∇ψα and ∆ψα are bounded, we see that
it suffices to check that
ρσ−σ0〈ρ〉 ≤ C.
However, this follows since σj − (σ0)j ≥ −1/ℓ for every j and
〈ρ〉 = (ρ1 . . . ρℓ)1/ℓR,
where R ∈ L∞. 
We now prove a stronger version of this, that a relatively weak weighted
bound on u and a stronger weighted bound on ∆u imply We can now prove
that just information on the weighted space ∆u sits in suffices to obtain
information on u and ∇u if at least weak a priori weighted information on
u is available.
Lemma 6. Let −k−24 < σ < σ0 < k−12 , and suppose that ρσ0〈ρ〉−1u ∈ L2
and ρσ〈ρ〉∆u ∈ L2; then u ∈ X−σ.
Proof. It suffices to prove the lemma assuming only that σ ≥ σ0 − 1/ℓ, for
once we have established this, then we may iterate a finite number of times
to obtain the result as stated. Furthermore, we can also replace u by ψαu,
so as to work in a single coordinate chart.
Recall from Lemma 3 that if u ∈ X−σ′0 for any σ′0, then ρσ
′
0∇u ∈ L2.
Now, consider the first and third terms in (17), and rewrite these as follows:
2Re 〈∆u, fu〉 = 2Re 〈ρσ′0〈ρ〉∆u, (ρ−2σ′0f)ρσ′0〈ρ〉−1u〉
and
〈(∆f)u, u〉 = 〈(ρ−2σ′0〈ρ〉2∆f)ρσ′0〈ρ〉−1u, ρσ′0〈ρ〉−1u〉.
From this it follows that if f is smooth but not necessarily compactly sup-
ported, and
(18) ρ−2σ
′
0f, ρ−2σ
′
0〈ρ〉2∆f ∈ L∞,
then these two terms yield continuous bilinear forms on X−σ
′
0 . Hence, since
(17) holds for all u lying in the dense subspace C∞0 (Mγ), it extends by
continuity to all of X−σ
′
0 ; in other words, (17) holds for all elements of this
space.
The next step is a judicious choice of the function f , or rather, a family
of such functions, satisfying these properties. We define
f = fδ = Φδ(ρ)
2ρ2σ, where φj(t) =
(
t
1 + t
)βj
, βj > 0,
where, as before, Φδ is the product of the functions φj(ρj/δ) over j =
1, . . . , ℓ. It is clear that both conditions in (18) hold provided σ + β ≥ σ′0.
We claim now that
(19) ∆fδ +
ℓ∑
i=1
Ciρ
−2
i fδ ≥ 0 for some Ci <
(2σi + k − 1)2
2
.
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This will be established below. For later use, fix b1 > 0 and b2 ∈ (0, 2) such
that
(20) Ci + b1 < b2
(2σi + k − 1)2
4
⇔ −b2 (2σi + k − 1)
2
4
+ b1 < −Ci
for all i = 1, . . . , ℓ.
Since the functions φj defined here satisfy φ
′
j ≥ 0, the proof of the regu-
larized Hardy inequality (13) carries through exactly as before, giving
ℓ∑
i=1
(2σi + k − 1)2
4
‖Φδ(ρ)ρσρ−1i u‖2 ≤
ℓ∑
i=1
‖Φδ(ρ)ρσ∂ρiu‖2 ≤ ‖Φδ(ρ)ρσ∇u‖2.
Rearranging this and using (20), we deduce
(2−b2)‖Φδ(ρ)ρσ∇u‖2 + b1
ℓ∑
i=1
‖Φδ(ρ)ρσρ−1i u‖2
≤ 2‖Φδ(ρ)ρσ∇u‖2 + 〈(∆fδ)u, u〉,
and hence, recognizing this as the right side of (17) with our particular choice
of f and using the Cauchy-Schwartz inequality, we bound this expression by
2‖Φδ(ρ)ρσ〈ρ〉−1u‖‖Φδ(ρ)ρσ〈ρ〉∆u‖
≤ b1
2ℓ
‖Φδ(ρ)ρσ〈ρ〉−1u‖2 + 2ℓ
b1
‖Φδ(ρ)ρσ〈ρ〉∆u‖2.
Now, 〈ρ〉−2 ≤ ℓ∑ℓi=1 ρ−2i , so the first term on the right hand side can be
absorbed in the second term on the left hand side. Bounding this new term
from below by exactly the same inequality, we obtain finally that
(2− b2)‖Φδ(ρ)ρσ∇u‖2 + b1
2ℓ
‖Φδ(ρ)ρσ〈ρ〉−1u‖2 ≤ 2ℓ
b1
‖Φδ(ρ)ρσ〈ρ〉∆u‖2.
To conclude the argument, let δ ց 0; this shows that ρσ∇u and ρσ〈ρ〉−1u
lie in L2, as desired.
It remains to show that (19) holds for some Ci <
(2σi+k−1)
2
2 . First,
∆fδ =
ℓ∑
i=1
ρ−2i
(
− (ρi∂ρi)2 − (k − 1 + ai − (
∑
j
aij))(ρi∂ρi)
)
fδ
−
ℓ∑
i,j=1
ρ−1i ρ
−1
j aij(ρi∂ρi)(ρj∂ρj )fδ
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with |ai|, |aij | ≤ C|ρ|η. A straightforward but somewhat lengthy computa-
tion gives that
∆fδ +
l∑
i=1
Ciρ
−2
i fδ =
− Φδ(ρ)2ρ2σ
( ℓ∑
j=1
ρ−2j gj(ρj/δ) +
ℓ∑
i,j=1
ρ−1i ρ
−1
j h˜ij(ρi/δ, ρj/δ)
)
.
Here
gj(t) = φj(t)
−2
(
(t∂t)
2 + (4σj + k − 1)t∂t + 2σj(2σj + k − 1)− Cj
)
φj(t)
2
=
2βj(2βj + 1)
(1 + t)2
+
(4σj + k − 2)2βj
1 + t
+ 2σj(2σj + k − 1)− Cj
results from the model part of the Laplacian, while h˜ij comes from applying
the remainder terms ai and aij, so that
|ρ|−η|h˜ij(s, t)| ≤ C˜, s, t ≥ 0
for some C˜ > 0.
To do this computation efficiently, say for the gj term, note first that
commuting the factor ρ2σ in f through each differential expression ρi∂ρi
replaces this expression by ρi∂ρi + 2σi. Next,
(ρi∂ρi + 2σi)(φi(ρi/δ)
2) = (t∂t + 2σi)φ
2
i |t=ρi/δ,
so we have reduced to computing the action of a second order regular singular
ordinary differential operator
−(t∂t + 2σi)2 − (k − 1)(t∂t + 2σi).
on the function (t/(1 + t))βi , which is straightforward.
Now, if −gj(t) ≥ δ > 0 for all j and for some Cj < (2σj+k−1)
2
2 , then using
ρ−1i ρ
−1
j ≤ 12 (ρ−2i + ρ−2j ), one can estimate
|
ℓ∑
i,j=1
ρ−1i ρ
−1
j h˜ij(ρi/δ, ρj/δ)| ≤ |ρ|ηC˜ℓ
ℓ∑
i=1
ρ−2i .
Consequently, assuming that |ρ| is sufficiently small, which is possible here
by adjusting the partition of unity, we deduce that (19) holds.
We now wish to show that gj(t) ≤ 0 for t ≥ 0. To this end, note that
gj(0) = 2(βj + σj)(2βj + 2σj + k − 1)− Cj ,
so this must certainly be nonpositive. Furthermore,
g′j(t) = −
4βj(2βj + 1)
(1 + t)3
− 2βj(4σj + k − 2)
(1 + t)2
= − 2βj
(1 + t)3
(
2(2βj + 1) + (4σj + k − 2)(1 + t)
)
,
WEIL-PETERSSON SPECTRAL THEORY 17
so we wish that
4βj + 2 + (4σj + k − 2)(1 + t) ≥ 0.
Since 4σj + k − 2 > 0, this is bounded below by 4(βj + σj) + k.
Setting γj = βj + σj , we have now shown that gj(t) ≤ 0 provided
4γj + k ≥ 0 and 2γj(2γj + k − 1)− Cj ≤ 0.
Calculating the roots of this quadratic equation, we see that
−k
4
≤ γj ≤ −k − 1
4
+
1
2
√
(k − 1)2
4
+ Cj
implies gj(t) ≤ 0 for t ≥ 0. The leftmost term here is always less than
the rightmost provided Cj > 0, so there is always a permissible range for
γj. Indeed, combining the various restrictions above, we see that we must
choose
(21) 2(σj + βj)(2(σj + βj) + k − 1) < Cj < (2σj + k − 1)
2
2
.
Once again, setting βj = 0, the leftmost term is less than the rightmost term
precisely when
−k − 1
2
< σj <
k − 1
2
,
so there is certainly some allowable interval for Cj provided βj is sufficiently
small.
Since we wish to iterate the argument above, it is useful to estimate how
large we can choose βj so that there still exists an admissible Cj. One half
the difference between the left and right hand side of (21) equals
1
2
(
2(σj + βj)(2(σj + βj) + k − 1)− (2σj + k − 1)
2
2
)
=
(
σj − k − 1
2
)(
σj +
k − 1
2
)
+ 4βj
(
σj +
k − 1
4
)
+ 2β2j .
Taking βj = γ(
k−1
2 − σj), which is positive provided γ > 0, gives(
σj − k − 1
2
){(
σj +
k − 1
2
)
− 4γ
(
σj +
k − 1
4
)
+ 2γ2
(
σj − k − 1
2
)}
.
Since σj− 12 (k−1) < 0, we need the other factor to be positive. Let us write
this factor as 2Aγ2 − 4Bγ + C. Thus
A = σj − k − 1
2
< 0, B = σj +
k − 1
4
>
1
4
and C = σj +
k − 1
2
>
k
4
.
These sign conditions and the quadratic formula show that there is one
positive and one negative root of this quadratic equation, and since the
leading coefficient 2A is negative, we see that there is a γ0 > 0 depending
only on k such that if γ ∈ (0, γ0), and with βj chosen as above, then there
is indeed a gap between the left and right sides of (21). In other words, we
have now proved that if −k−24 < σj < k−12 and if ρσ
′
0〈ρ〉−1u, ρσ′0〈ρ〉∆u ∈ L2,
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with σ′0 = σ + β = σ + γ
(
k−1
2 − σ
)
, for any fixed γ ∈ (0, γ0), then ρσ∇u
and ρσ〈ρ〉−1u both lie in L2. This shows that starting with σ0 < k−12 , then
we can iterate the entire argument a finite number of times to conclude that
ρσ∇u, ρσ〈ρ〉−1u ∈ L2 for any σ > −k−24 . 
There is a variant of this result which holds even in the borderline case
σ0 =
k−1
2 . We lose a bit, however, in that we can only estimate some
combination of ∇u and 〈ρ〉−1u, but not these two terms separately.
Lemma 7. Set σ0 =
k−1
2 and suppose that max(0, σ0 − 1/ℓ) ≤ σ < σ0,
and σ 6= 0. Suppose furthermore that the rate of decay η for the error
terms in the metric satisfies η ≥ 1 (note, this is certainly true for gWP). If
ρσ0〈ρ〉−1u ∈ L2 and ρ2σ−σ0〈ρ〉∆u ∈ L2 then ρσ−2σ0∇ρ2σ0u ∈ L2.
Proof. By assumption, u ∈ X−σ0 , and in view of Lemma 5, we may replace
u by some ψαu so as to assume that u has compact support in some chart.
We now claim that acting on C∞c (Mγ), one has
f∆+∆f = 2(ρ−(k−1)∇ρk−1)∗f(ρ−(k−1)∇ρk−1)
+ ∆f − 2(ρ−(k−1)∇ρk−1)∗(fρ−(k−1)(∇ρk−1)),
(22)
where the two occurrences of f on the left as well as the last two terms
on the right are multiplication operators. Indeed, both sides are formally
self-adjoint, real, and have the same principal symbol, so the difference is
an operator of order 0; evaluation on the constant function 1 then gives
the result. The last term on the right in (22) can be rewritten in a more
useful way as follows. First write this term as −2ρk−1∇∗ρ−2(k−1)f∇ρk−1,
then commute to the front the middle factor ρ−2(k−1)f ; omitting the initial
minus sign, this yields
2ρ−(k−1)f∆ρk−1 − 2ρk−1[∇, ρ−2(k−1)f ]∗∇ρk−1
= 2ρ−(k−1)f∆ρk−1 − 2ρ−(k−1)〈∇f,∇ρk−1〉g − 2fρk−1〈∇ρ−2(k−1),∇ρk−1〉g
= −2(k − 1)ρ−1〈∇ρ,∇f〉g + 2ρ−(k−1)f∆ρk−1 + 4(k − 1)fρ−k〈∇ρ,∇ρk−1〉g.
Using (6), we expand and then combine the last two terms on the right;
this produces a cancellation, from which all that remains is f
∑
i,j a
′
ijρ
−2
i ,
for some coefficients a′ij which satisfy |a′ij | ≤ C|ρ|η.
On the other hand, assuming that f is independent of y and θ, we also
combine the first term of this last equation (remember to reinsert the minus
sign!) with the penultimate term ∆f in (22). These together yield
ℓ∑
i=1
(− ∂2ρi + (k − 2 + a′′i )ρ−1i ∂ρi)f +
ℓ∑
i,j=1
a′′ij∂
2
ρiρjf,
where |a′′i |, |a′′ij | ≤ C|ρ|η.
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We shall use, as before, the specific function f = fδ = (
∏ℓ
i=1 φi(ρi/δ)
2)ρ2σ ,
with φi(t) = (1 + t
−1)−βi . Thus
−∂2ρifi +
k − 2
ρi
∂ρifi =fiρ
−2
i
(−2βi(2βi + 1)(1 + t)−2+
2βi(k − 4σi)(1 + t)−1 + 2σi(k − 1− 2σi)
)∣∣
t=ρi/δ
;
the remainder terms a′′i ρ
−1
i ∂ρif , a
′′
ij∂
2
ρiρjf are all bounded by |ρ|η times a
linear combination of the three terms on the right. Taking βi =
k−1
2 − σi,
then for δ > 0,
ρ−2σ0f, ρ−2σ0〈ρ〉∂ρif, and ρ−2σ0〈ρ〉2∆f
are all bounded, though not uniformly in δ. Furthermore,
ℓ∑
i=1
(−∂2ρif +
k − 2
ρi
∂ρif) =
ℓ∑
i=1
2βifρ
−2
i
(−(2βi + 1)(1 + t)−2
+(2βi + 1− 2σi)(1 + t)−1 + 2σi
) |t=ρi/δ
=
ℓ∑
i=1
2βifρ
−2
i
ρi/δ
1 + ρi/δ
(
2βi + 1
1 + ρi/δ
+ 2σi
)
.
The right side of this equation is nonnegative if βi > 0 and σi ≥ 0 for all i,
and bounded from below by
∑
i
4βiσifρ
−2
i
ρi/δ
1 + ρi/δ
.
Finally, using Cauchy-Schwarz,∑
i,j
|∂2ρiρjf |+
∑
i
|ρ−1i ∂ρif |
≤ Cf
∑
i,j
(ρiρj)
−1
(
(1 + t)−2 + (1 + t)−1 + 1
) |t=ρi/δ ≤ Cf∑
i
ρ−2i .
We have now proved that the last two terms of (22) are bounded from
below by −C|ρ|η∑(ρiρj)−1. Since we are assuming that σi > 0 for every i
and η ≥ 1, we can refine this since then |ρ|η ≤ |ρ| ≤ ∑j ρj. Indeed, using
these two conditions, then for any specified ǫ0 > 0,Q∑
j
ρj
(
(1 + t)−2 + (1 + t)−1 + 1
) |t=ρi/δ ≤ 3∑
j
ρj ≤
∑
j
ǫ04βjσj
ρj/δ
1 + ρj/δ
when both δ and |ρ| are sufficiently small. Taking suppu sufficiently small
so that both of these last conditions hold, this shows that the last two terms
of (22) are actually non-negative.
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Now, when δ > 0, (22) gives
〈fδ∆u, u〉+ 〈∆(fδu), u〉
= 2‖f1/2δ (ρ−(k−1)∇ρk−1)u‖2
+
〈(
∆fδ − 2(ρ−(k−1)∇ρk−1)∗(fδρ−(k−1)(∇ρk−1))
)
u, u
〉(23)
if u ∈ C∞c (M˚). Both sides are continuous bilinear forms on X−σ0 , so since
C∞c (M˚) is dense inX−σ0 , the identity holds in this larger space. Since η ≥ 1,
the last term is nonnegative, hence
‖f1/2δ (ρ−(k−1)∇ρk−1)u‖2 ≤ ‖ρσ0〈ρ〉−1u‖ ‖ρ2σ−σ0〈ρ〉∆u‖.
Letting δ → 0 shows ρσ(ρ−(k−1)∇ρk−1)u ∈ L2 and
‖ρσ(ρ−(k−1)∇ρk−1)u‖2 ≤ ‖ρ2σ−σ0〈ρ〉∆u‖‖ρσ0〈ρ〉−1u‖.
This completes the proof. 
Corollary 3. If σ0 =
k−1
2 > 0 and 0 ≤ σ < σ0, η ≥ 1, and if ρσ0〈ρ〉−1u ∈ L2
and ρσ〈ρ〉∆u ∈ L2 then u ∈ Xσ, so ρσ∇u ∈ L2 and ρσ〈ρ〉−1u ∈ L2.
In particular, if ρσ0〈ρ〉−1u ∈ L2 and 〈ρ〉∆u ∈ L2 then ∇u ∈ L2.
Proof. By Lemma 7, if σ′ = max(σ0 − 1/ℓ, σ0 − 12(σ0 − σ)) < k−12 , σ′ > 0,
then in particular 2σ′ − σ0 ≥ σ, and hence ρ2σ′−σ0〈ρ〉∆u ∈ L2, and we also
have ρσ
′
ρ−(k−1)∇ρk−1u ∈ L2. This implies that
(
∏
i 6=j
ρσ
′
i )ρ
σ′
j ρ
−(k−1)
j ∂ρjρ
k−1
j u ∈ L2.
Since ρ1−kj barely fails to lie in L
2, while u ∈ L2, we can use techniques of
regular singular operator theory to get that ρσ
′
∂ρju ∈ L2 for every j, and
hence using the Hardy inequality, ρσ
′〈ρ〉−1u ∈ L2. This means that u ∈
X−σ
′
. Finally, by Lemma 6 with σ0 = σ
′, ρσ∇u ∈ L2 and ρσ〈ρ〉−1u ∈ L2,
and this completes the proof. 
We now show how to use the results above to establish that ∆ is essentially
self-adjoint. It is well-known that essential self-adjointness is equivalent to
the density of RanC∞c (∆± i) in L2. If either of these spaces fail to be dense,
then there exists an element ψ ∈ L2 such that ψ ⊥ RanC∞c (∆ ± i), i.e.〈(∆ ± i)φ,ψ〉 = 0 for all φ ∈ C∞c . This implies, in particular, that ψ is a
distributional solution of (∆ ± i)ψ = 0, and hence ψ ∈ C∞, and in addition
∆ψ ∈ L2.
If we can integrate by parts to justify the identity
0 = 〈(∆ ± i)ψ,ψ〉 = ‖dψ‖2 ± i‖ψ‖2,
we could then conclude that ψ = 0. Thus it remains to prove the
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Lemma 8. Suppose that k ≥ 3, and let g be a metric which satisfies the
conditions (9) and (10), with η ≥ 1 if k = 3. If u ∈ L2 and ∆u ∈ L2, then
∇u ∈ L2 and 〈∆u, u〉 = 〈∇u,∇u〉.
Proof. If k > 3 then, by Lemma 6 with σ0 = 1 and σ = 0, we see that
∇u ∈ L2 and 〈ρ〉−1u ∈ L2. This proves the first claim.
Now suppose that k = 3, which is the most relevant case. Then by
Lemma 3 with σ0 = 1 and σ = 0, we see that ∇u ∈ L2 and 〈ρ〉−1u ∈ L2.
This completes the proof of the first claim in all cases.
Finally, if v ∈ C∞c (M˚), then
〈∆v, v〉 = ‖∇v‖2.
Both sides are continuous bilinear forms onX0, so by the density of C∞c (M˚γ),
this identity remains valid in X0. In part one we proved that the assumption
u ∈ L2 and ∆u ∈ L2 implies that ∇u ∈ L2 and 〈ρ〉−1u ∈ L2. Thus u ∈ X0
and hence, the above equality holds for u. 
In summary, we proved the
Theorem 3. ∆ is essentially self-adjoint.
To conclude this section, we note that the argument of Lemma 8 shows
that the maximal domain Dmax(∆) is contained in 〈ρ〉L2 ∩ H1, which is
certainly compactly contained in L2. This proves Corollary 1.
4. The Weyl estimate for the eigenvalues
In this final section we address the question of estimating the growth rate
of the counting function
N(λ) = #{j : λj ≤ λ}.
The classical formula, valid for the Laplacian on a compact smooth manifold
(M,g), states that
(24) N(λ) =
ωn
(2π)n
Volg(M)λ
n/2 + o(λn/2),
where n = dimM and ωn is the volume of the unit ball in R
n. It is now well-
understood, of course, that a good estimate of the error term, for example
showing that it has the form O(λn/2−ǫ) for some ǫ > 0, depends on the
dynamical properties of the geodesic flow. The same is certainly true here,
but we content ourselves with the most basic result in this direction, which
is the extension of this Weyl counting formula to the present setting. Our
main result is the
Theorem 4. Let (M,g) be a compact stratified space with crossing cusp
singularities of multi-order k, where each ki ≥ 3. Then the spectrum of ∆g
is discrete, and the counting function N(λ) for this spectrum satisfies the
asymptotic formula (24).
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Proof. We follow the most classical method, known as Dirichlet-Neumann
bracketing. We briefly recall the idea, but refer to [6] for details. Consider
a partition of M into the region
W0 = {p : distg(p,∪Dj) ≥ δ}
and a finite number of regions Wα, each of the form
{p = (r1, . . . , rℓ, θ1, . . . , θℓ, y) : 0 ≤ ri ≤ δ, i = 1, . . . , ℓ,
θi ∈ S1 ∀ i, and y ∈ Vα ⊂ R6γ−6−2ℓ}.
Next, define the Rayleigh quotient for ∆g by R(u) = D(u)/L(u), where
L(u) =
∫ |u|2 dVg and D(u) = ∫ |∇u|2 dVg are the L2 norm and the Dirichlet
form. We also consider the restrictions of these forms to various subdomains
W, and will denote these by RW(u), etc.
For each α, including α = 0, restrict R to functions u which lie in H1(Wα)
or to H10 (Wα). The critical values of this restricted functional are the Neu-
mann and Dirichlet eigenvalues for ∆g on Wα, which we list in order, and
with multiplicity, as
µα1,N ≤ µα2,N ≤ . . . and µα1,D ≤ µα2,D ≤ . . . ,
respectively. The union of these lists of eigenvalues over all α, reindexed
into nondecreasing sequences, become
µ1,N ≤ µ2,N ≤ . . . and µ1,D ≤ µ2,D ≤ . . .
Since ⊕
α
H10 (Wα) ⊂ H1(M) ⊂
⊕
α
H1(Wα),
the minimax characterization of eigenvalues shows that the eigenvalues {λj}
of ∆g on M, listed with multiplicity, satisfy
µj,N ≤ λj ≤ µj,D
for all j. This implies, in turn, that if we denote the counting functions for
the sequences {µj,N} and {µj,D} by NN (λ) and ND(λ), respectively, then
for λ≫ 0,
ND(λ) ≤ N(λ) ≤ NN (λ).
Thus to prove the main assertion, it suffices to prove that both NN and ND
satisfy this same asymptotic law.
We take as given that
NW0N/D(λ) =
ωn
(2π)n
Volg(W0)λn/2 + o(λn/2).
This is just the standard Weyl law for the region W0 with either Neumann
or Dirichlet eigenvalues. Since Volg(W0)→ Volg(M) as δ → 0, this is nearly
the entire leading term. On the other hand, since NWαD (λ) ≤ NWαN (λ) for
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α 6= 0, it suffices to prove that for any ǫ > 0 we can choose a sufficiently
small δ so that for all such α,
NWαN (λ) ≤ ǫλn/2 +O(λβ)
for some β < n/2. Thus we concentrate on this last estimate for any fixed
α.
Since the Rayleigh quotient is changed by at most a bounded factor if we
replace g by any quasi-isometric metric, we may replace Wα by the product
(0, δ)ℓ ×Z, Z = (S1)ℓ ×B, where B is a piecewise smooth compact domain
in Rn−2ℓ, endowed with the warped product metric
gℓ =
ℓ∑
i=1
(dρ2i + ρ
2ki
i dθ
2) + dy2,
Using radial and angular variables ρi and θi, i = 1, . . . , ℓ, as before, as well
as the multi-index notation, so that for example ρk =
∏l
i=1 ρ
ki
i , then
LWα(u) =
∫ δ
0
· · ·
∫ δ
0
∫
Z
|u|2ρk dρ dθ dy,
and
DWα(u)
=
∫ δ
0
· · ·
∫ δ
0
∫
Z

 ℓ∑
j=1
|∂ρju|2 +
ℓ∑
j=1
ρ
−2kj
j |∂θju|2 + |∂yu|2

 ρk dρ dθ dy.
Next, suppose that δ = 2−m0 for some m0 which will be fixed later, and
decompose the cube (0, δ)ℓ into a finite union of subregions
(0, 2−m0)ℓ =
⊔
µ
Iµ, where Iµ = Iµ1 × . . . × Iµℓ .
Here µ varies over all multi-indices (µ1, . . . , µℓ) with µi ∈ {m0, . . . ,m + 1}
for some m to be chosen momentarily, and
Ij = (2
−j−1, 2−j) for m0 ≤ j ≤ m, and Im+1 = (0, 2−m−1).
In other words, this is just the dyadic decomposition of (2−m−1, 2−m0) along
with the ‘terminal’ interval (0, 2−m−1).
Now fix λ ≫ 0 and set m ∼ 12 log2 λ. We claim that if the multi-index
µ has µj = m + 1 for some j, then the number of Neumann eigenvalues of
∆gℓ on the region Iµ×Z is bounded by the number of Neumann eigenvalues
on the adjacent domain Iµ′ × Z, where µ′j = m and all other µ′i = µi. As
we show below, it is possible to directly estimate the counting functions
on these non-terminal regions, and since we now show that the counting
functions on the terminal regions are estimated in terms of these, we will
have accounted for every block in this decomposition.
24 LIZHEN JI, RAFE MAZZEO, WERNER MU¨LLER AND ANDRAS VASY
To prove this we integrate in ρj ∈ (0, 2−m) (for the same value of j).
Writing Y =
∏
i 6=j Iµi × Z, then the second part of Lemma 1 with β = 0,
ρ0 = 2
−m−1 and ρ0 + ǫ = 2
−m gives that
22m+2
∫ 2−m−1
0
|u|2 dρj ≤
∫ 2−m
0
|ρ−1j u|2 dρj
≤ C
∫ 2−m
0
|∂ρju|2 dρj + 22m
∫ 2−m
2−m−1
|u|2 dρj .
The constant in front of the last term on the right comes from the square
of the derivative of the cutoff function used to reduce back to a function
which vanishes near ρj = ρ0+ ǫ so as to apply the Hardy inequality for such
functions. Integrating over the other factor Y , we obtain
22m+2
∫
Iµ×Y
|u|2 ≤ C
∫
(Iµ∪Iµ′ )×Y
|∇u|2 + C22m
∫
Iµ′×Y
|u|2.
Now suppose that the restriction of u to Iµ′ × Y is orthogonal to all the
Neumann eigenfunctions with eigenvalues less than C22m on this region. We
can then estimate the second term on the right by the Dirichlet integral of
u on Iµ′ × Y . So altogether, for such u,
22m+2
∫
(Iµ∪Iµ′ )×Y
|u|2 ≤ C
∫
(Iµ∪Iµ′)×Y
|∇u|2,
hence the Rayleigh quotient for all such u satisfies R(u) ≥ C22m+2. This
proves that
N
(Iµ∪Iµ′ )×Y
N (2
2m+2) ≤ N Iµ′×YN (C22m+2),
which proves the claim since λ ∼ 22m.
We have now reduced to estimating N
Iµ×Y
N (λ) for any multi-index µ where
µj 6= m+1 for any j. To accomplish this, we consider the Rayleigh quotient
on this region. Writing µ · k =∑µjkj , then
D(u) =
∫
(
ℓ∑
j=1
(|∂ρju|2 + 22kjµj |∂θju|2) + |∂yu|2)2−µ·k dρ dθ dy,
and L(u) =
∫ |u|22−µ·k dρ dθ dy. Up to a µ-independent constant factor, the
Rayleigh quotient in this region is the same as the one for
ℓ∑
j=1
∂2ρj +
ℓ∑
j=1
22kjµj∂2θj + ∂
2
y .
Up to another constant factor, the eigenvalues of this problem are simply
ℓ∑
j=1
22µj ξ2j +
ℓ∑
j=1
22µjkjζ2j + |η|2, ξ, ζ ∈ Zℓ, η ∈ Zn−2ℓ.
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The number of these which are no larger than λ is estimated from above
by the number of multi-indices ξ, ζ, η such that the individual summands
themselves are less than λ. Thus
#{ξj : 22µj ξ2j ≤ λ} ≤ C
√
λ2−µj ,
#{ζj : 22kjµjζ2j ≤ λ} ≤ C
√
λ2−µjkj ,
and #{ηj : η2j ≤ λ} ≤ C
√
λ.
Thus, summing over all µ (with no µj = m), and recalling that λ is large,
the number of eigenvalues of these model problems on the various regions
Iµ × Z which are less than λ is bounded by
C
(∑
µ
2−(1+kj)µj
)
λn/2.
The coefficient breaks into the product
ℓ∏
j=1

 m∑
µj=m0
2−(1+kj)µj

 ≤ ℓ∏
j=1
2−(1+kj)m0 = 2−(ℓ+|k|)m0 = δℓ+|k|
Altogether, we have proved that the counting function on each Wα, α 6= 0,
is bounded by Cδβλn/2 where β = ℓ+ |k|.
We have now shown that
N(λ) =
ωn
(2π)n
(
Volg(M) +O(δβ)
)
λn/2 + o(λn/2).
If we choose δ = (log2 λ)
−1/β , or equivalently, m0 = (1/β) log2 λ, then since
this m0 is still far less than m =
1
2 log2 λ, we conclude that
N(λ) =
ωn
(2π)n
Volg(M)λ
n/2 + o(λn/2),
which finishes the proof. 
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