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ABSTRACT
We evaluate the complexity of the free scalar field by the operator approach in which the
transformation matrix between the creation operators of reference state and target state is
regarded as the quantum gate. We first examine the system in which the reference state is
two non-interacting oscillators with same frequency ω0 while the target state is two interacting
oscillators with frequency ω˜1 and ω˜2. We calculate the geodesic length on the associated group
manifold of gate matrix and reproduce the known value of ground-state complexity. Next, we
study the complexity in the excited states. Although the gate matrix is very large we can
transform it to a diagonal matrix and obtain the associated complexity. We explicitly calculate
the complexity in several excited states and prove that the square of geodesic length in the
excited state |n,m〉 is D2(n,m) = n
(
ln
√
ω˜1
ω0
)2
+ m
(
ln
√
ω˜2
ω0
)2
. The results are extended to the
N couple harmonic oscillators which correspond to the lattice version of free scalar field.
*E-mail: whhwung@mail.ncku.edu.tw
1
ar
X
iv
:1
90
5.
02
04
1v
4 
 [h
ep
-th
]  
16
 Ju
l 2
01
9
Contents
1 Introduction 2
2 Free Scalar Field and Harmonic Oscillator : Wavefunction Approach 4
3 Complexity in Ground State of 2 Harmonic Oscillators 7
3.1 Basic Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Simple Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Complexity in Excited States of 2 Harmonic Oscillators 10
4.1 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.2 General Formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5 Complexity in N Harmonic Oscillators and Lattice Scalar Field Theory 12
6 Discussions 14
A Geodesic Length in Equivalent Gate Matrix 15
B Summation Formula 16
1 Introduction
Complexity plays an important role in understanding how spacetime emerges from field theory
degrees of freedom within the AdS/CFT correspondence [1, 2, 3, 4], besides the entanglement
entropy [5] . It relates to the tensor network models and involves the dynamics of black hole
interiors [6]. In the context of the eternal AdS-Schwarzchild black hole the wormhole which
connects the two sides grows linearly with time [7], which is conjectured to dual to the growth
of complexity of the dual CFT state [8, 9, 10].
In the context of AdS/CFT two interesting proposals are used to evaluate the holographic
complexity. The first is complexity=volume (CV) conjecture [11] which suggests that complexity
is dual to the volume of an extremal (codimension one) bulk surface anchored to a certain time
slice in the boundary. The second is complexity=action (CA) conjecture [12, 13, 14] which
identifies the complexity with the gravitational action evaluated on a particular bulk region,
known as the Wheeler-DeWitt (WDW) patch.
Complexity is the number of operations {OI} needed to transform a reference state |ψR〉 to
a target state |ψT 〉. The operators are called as quantum gates and the more gates we need the
more complex the target state was. We can define the affine parameter “s” associated to an
unitary operator U(s) and use a set of function Y I(s) to character the quantum circuit. The
unitary operation which connects the reference state and target state is
U(s) = ~P e−
∫ s
0 Y
I(s)OI , |ψR〉 = U(0)|ψR〉, |ψT 〉 = U(1)|ψR〉 (1.1)
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where ~P indicates a time ordering along s. The circuit depth D[U ] which also called as cost
function is defined by
D[U ] =
∫ 1
0
ds
√∑
I
|Y I(s)|2 (1.2)
Use it the complexity C is defined by
C = Min
{YI}
D[U ] (1.3)
For the models which had been studied the quantum gates are the group generators. Thus
the minimum in C means that we are to calculate the geodesic in the Riemann space of group
manifold.
The calculation along this line was initial in papers [15] and [16] which considered the free
scalar field. Later, it was extended to study the free fermions [17, 18], quenched system [19, 20],
coherence state [21], and interacting model [22]. The investigate in [15] had shown that once
the cost function is chosen to be
D[U ] =
∫ 1
0
ds
∑
I
|Y I(s)|2 (1.4)
the field theory calculation could match to gravity method.
The most studies in field theory are considering the Gaussian ground state [15, 17, 18] in
the free field or exponential type wavefunction in interacting model [22], which are reviewed in
next section.
In this paper we will present the operator approach to evaluate the complexity in free scalar
field theory. Note that the operator approach had been used in [16, 18, 19, 20] which study the
fermion theory and quench mode. In these papers the reference operator and target operator
are the creation operators with different mass or frequency. The Bogoliubov transformations
between the operators relate to the quantum gate of the theory. In our study the reference op-
erator is the creation operator of non-interacting harmonic oscillator while the target operator
is that in the interacting harmonic oscillator. We regard the transformation between the create
operators of reference state and target state as the quantum gate and calculate the geodesic
length on the associated group manifold. Since that in the operator approach we need not to
use the explicit form of the wave function we can study the complexity in the excited states.
Note that the excited-state wavefunction of harmonic oscillation is not pure exponential form
and the wavefunction approach is hard to work, as commented in section 2.
The paper is organized as follows. In section 2, we quickly review the method in [15].
After describing the lattice free scalar field as coupled harmonic oscillators we consider first
the 2 coupled oscillators system. We review how the transformation between the ground-state
wavefunction of the reference state (i.e. two non-interacting oscillators) and target state (i.e. two
interacting oscillators) can be used to calculate the complexity of the ground state. In section
3
3, we setup the notation and describe the transformation between the creation operators in the
reference state and target state. We find that the gate matrix can be reduced to diagonal form
after orthogonal transformation. Then, we calculate circuit depth D[U ] and the complexity.
The result reproduces the known value of ground-state complexity in [15].
In section 4 we carefully calculate the complexity in several excited state and prove that the
square of geodesic length in the excited state |n,m〉 is D2(n,m) = n
(
ln
√
ω˜1
ω0
)2
+m
(
ln
√
ω˜2
ω0
)2
. In
section 5 we describe how the calculations in previous sections, which are focused on two coupled
harmonic oscillators, can be extended to N coupled harmonic oscillators which describes lattice
free scalar field theory. Final summary appears in the last section. In appendix A we discuss
the relation of geodesic length between a gate matrix before and after transformed to a diagonal
form. In appendix B we derive the summation formulas which are used to derive the complexity
formula in the excited states.
2 Free Scalar Field and Harmonic Oscillator : Wavefunction
Approach
We consider the Hamiltonian of a free scalar field in d spacetime dimensions
H =
1
2
∫
dd−1x
[
pi(x)2 + ~∇φ(x)2 +m2φ(x)2
]
. (2.1)
Placing the theory on a square lattice with lattice spacing δ the Hamiltonian is described by a
lattice version [15]
H =
1
2
∑
~n
{
p(~n)2
δd−1
+ δd−1
[ 1
δ2
∑
i
(
(φ(~n)− φ(~n− xˆi))2 +m2φ(~n)2
]}
(2.2)
where xˆi are unit vectors pointing along the spatial directions of the lattice. By redefining
X(~n) = δd/2φ(~n), P (~n) = p(~n)/δd/2, M = 1/δ, ω = m and Ω = 1/δ the lattice Hamiltonian
becomes
H =
∑
~n
{
P (~n)2
2M
+
1
2
M
[
ω2X(~n)2 + Ω2
∑
i
(
X(~n)−X(~n− xˆi)
)2]}
(2.3)
where ω = m and Ω = 1/δ. The resulting theory of free scalar field is essentially a quantum
mechanical problem with an infinite family of coupled harmonic oscillators.
Consider first a simple case of two coupled harmonic oscillators:
H =
1
2
[
p21 + p
2
2 + ω
2(x21 + x
2
2) + Ω
2(x1 − x2)2
]
(2.4)
where x1, x2 label their spatial positions, after setting M1 = M2 = 1 for simplicity. The
Hamiltonian expressed in terms of the normal modes is
H =
1
2
(
p˜21 + ω˜
2
1x˜
2
1 + p˜
2
2 + ω˜
2
2x˜
2
2
)
(2.5)
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where
x˜{1,2} ≡
1√
2
(x1 ± x2) , p˜{1,2} ≡
1√
2
(p1 ± p2) , {ω˜21, ω˜22} = {ω2, ω2 + 2Ω2} (2.6)
The normalized ground-state wave function, which chosen as the target state, becomes
ψT = ψ0(x˜1)ψ0(x˜2) =
(
ω˜1ω˜2
)1/4
√
pi
exp
[
−1
2
(
ω˜1x˜
2
1 + ω˜2x˜
2
2
)]
, (2.7)
We can express this wave function in terms of the physical positions of the two masses:
ψT =
(
ω1ω2 − β2
)1/4
√
pi
exp
[
−ω1
2
x21 −
ω2
2
x22 − βx1x2
]
, (2.8)
where
ω1 = ω2 =
1
2
(
ω˜1 + ω˜2
)
, β ≡ 1
2
(
ω˜1 − ω˜2
)
(2.9)
Above Gaussian wave functions is the target state. The reference state, as that in [15], is chosen
to be following factorized Gaussian state in which the two masses are unentangled
ψR =
√
ω0
pi
exp
[
−ω0
2
(
x21 + x
2
2
)]
(2.10)
where ω0 is a free parameter which characterizes our reference state. This means that we will
compute the complexity of the interacting ground states relative to the non-interacting ground
states.
After choosing the reference and target states we have to find a unitary transformation U
which implements ψT = U ψR. In the wavefunction approach the transformation is considered
to relate the the exponential part in target state wavefunction (2.8) and in reference state
wavefunction (2.10), i.e.
ω0
(
x21 + x
2
2
)→ ω1x21 + ω2x22 + 2βx1x2 (2.11)
We can use the basic vector ψTR =
(√
ω0 x1,
√
ω0 x2
)
to express above transformation in a matrix
form
ψTR · ψR →
(
ψTRU
T
) · (UψR) = ψTR · Mw · ψR , Mw = UTU =
(
ω1
ω0
β
ω0
β
ω0
ω2
ω0
)
(2.12)
in which Mw denotes the transformation matrix in the wavefunction approach.
Gate matrix U(s) belongs to group GL(2, R) = R × SL(2, R) which can be expressed as a
[15]
UGL(2,R)(s) = e
y(s)
(
cos τ(s) cosh ρ(s)−sin θ(s) sinh ρ(s) −sin τ(s) cosh ρ(s)+cos θ(s) sinh ρ(s)
sin τ(s) cosh ρ(s)+cos θ(s) sinh ρ(s) cos τ(s) cosh ρ(s)+sin θ(s) sinh ρ(s)
)
(2.13)
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Regard the operator OI in (1.1) as a group generators of matrix M I the equation (1.1) has
solution
Y I(s) =
1
Tr ((MJ)T MJ)
Tr
(
∂sU(s)U(s)
−1(M I)T
)
(2.14)
The line element on the group manifold becomes
ds2 = δIJdY
I(s)dY I(s)
= 2
(
dy2 + dρ2 + cosh(2ρ) cosh2 ρdτ2 + cosh(2ρ) sinh2 ρdθ2 − sinh2(2ρ)dτdθ
)
(2.15)
in which the metric gIJ = δIJ is that chosen in [15]. The geodesics on above Riemann space
had been analyzed and it found that the square of geodesic length becomes
Distance2 =
∫ 1
0
ds δIJ
dY I(s)
ds
dY I(s)
ds
= 2y(1) + 2ρ(1) (2.16)
Note that the geodesic solution is that with initial condition ((y(0), ρ(0), τ(0), θ(0)) = (0, 0, 0, θ0).
While θ0 is undetermined dues to the rotation symmetry in the group manifold we can choose
θ(0) = θ(1) = θ0 = 0 in general. Also, the solution found in [15] shows that τ(s) is constant
along the geodesic trajectory. Thus τ(1) = τ(0) = 1 and it does not contribute to the geodesic
length. The other parts of geodesic trajectory solutions are y(s) = y(1) · s and ρ(s) = ρ(1) · s.
Use (2.12) the solution of UT (1)U(1) = Mw is
y(1) =
1
4
ln
ω˜1ω˜2
ω20
, ρ(1) =
1
4
ln
ω˜2
ω˜1
, (2.17)
thus, the geodesic distance in the manifold of Riemann space of group GL(2, R) is
D2 = 2(y(1))2 + ρ(1)2) =
1
4
(
(ln
ω˜1
ω0
)2 + (ln
ω˜2
ω0
)2
)
= (lnα)2 + (ln γ)2 (2.18)
Above is that described by Jefferson and Myers in [15].
The method relies on the Gaussian type wavefunctions in (2.8) and (2.10) in which the
quantum gate is an GL(2, R) matrix in (2.13) and the basic vectors are
(√
ω0 x1,
√
ω0 x2
)
The
gate matrix is used to transform the exponential part of the wavefunctions from the reference
state to the target state.
The method had been extended to study λΦ4 [22]. In the leading order of small λ the ground
state wavefunctions of target state and reference state can be expressed as the exponential type.
For example the reference state wavefunction is Ψ ∼ exp [−ω2 (x21 + x22 + λ(x41 + x42 + x21x22))].
Now the basic vectors are (x1, x2, x1x2, x
2
1, x
2
2) and quantum gate becomes a GL(5, R) matrix.
While the wavefunction becomes more complex it can be studied along the free scalar field case
since the wavefunction is pure exponential type.
In the cases of the excited harmonic states the wavefunctions are not described by the pure
exponential form. For example the wave function of the first excited state of harmonic state is
6
x e−
1
2
ωx2 which is not a pure exponential form, and then it is hard to work in the wavefunction
approach.
In the following sections we will turn to the operator approach which needs not the explicit
function form of wavefunction and can be used to study the complexity in the excited states.
3 Complexity in Ground State of 2 Harmonic Oscillators
3.1 Basic Scheme
In the second quantization the target state is created by a˜†1a˜
†
2 and the reference state is created
by a†1a
†
2, i.e.
ψT = a˜
†
1a˜
†
2 |0, 0〉 = |1, 1〉target, ψR = a†1a†2 |0, 0〉 = |1, 1〉ref (3.1)
where
a˜†1 =
√
ω˜1
2
x˜1 + i
1√
2ω˜1
p˜1, a˜
†
2 =
√
ω˜2
2
x˜2 + i
1√
2ω˜2
p˜2 (3.2)
a†1 =
√
ω0
2
x1 + i
1√
2ω0
p1, a
†
2 =
√
ω0
2
x2 + i
1√
2ω0
p2 (3.3)
The relations between the operators are:
a˜†1 =
1
2
√
2
(
(α+ α−1)(a†2 + a
†
1) + (α− α−1)(a2 + a1)
)
(3.4)
a˜†2 =
1
2
√
2
(
(γ + γ−1)(−a†2 + a†1) + (γ − γ−1)(−a2 + a1)
)
(3.5)
where
α =
√
ω˜1
ω0
, γ =
√
ω˜2
ω0
(3.6)
We see that both of operators a˜†1 and a˜
†
2 depend on the four kinds operators a
†
1, a1, a
†
2, a2. Thus
to consider the transformation between target state operators and reference state operators we
have to consider 4 by 4 matrix in below
a˜†1
a˜†2
a˜1
a˜2
 = M˜(0)op

a†1
a†2
a1
a2
 (3.7)
where
M˜(0)op =
1
2
√
2

α+ α−1 α+ α−1 α− α−1 α− α−1
γ + γ−1 −(γ + γ−1) γ − γ−1 −(γ − γ−1)
α− α−1 α− α−1 α+ α−1 α+ α−1
γ − γ−1 −(γ − γ−1) γ + γ−1 −(γ + γ−1)
 (3.8)
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is the gate matrix of the ground state in operator approach.
Through a SO(4) transformation by a matrix
ASO(4) =

1√
2
0 1√
2
0
0 1√
2
0 1√
2
1√
2
0 − 1√
2
0
0 1√
2
0 − 1√
2
 (3.9)
the gate matrix M
(0)
op becomes a block form, i.e. M˜
(0)
op → M(0)op ≡ ATSO(4)M˜
(0)
opASO(4) where
M(0)op =
(
M1 0
0 M2
)
, M1 =
1√
2
(
α α
γ −γ
)
, M2 =
1√
2
(
α−1 α−1
γ−1 −γ−1
)
(3.10)
and 
a˜†1 + a˜1
a˜†2 + a˜2
a˜†1 − a˜1
a˜†2 − a˜2
 = M(0)op

a†1 + a1
a†2 + a2
a†1 − a1
a†2 − a2
 (3.11)
Now the gate matrix becomes GL(2, R)×GL(2, R) and we can use the GL(2, R) matrix repre-
sentation in (2.13) to parameter the matrix M1 and M2.
For the matrix M1 we find that
y(1) =
1
4
ln
ω˜1ω˜2
ω20
, ρ(1) =
1
4
ln
ω˜2
ω˜1
(3.12)
It is interesting to see that the values are exact those in (2.17) despite Mw 6= M1. Thus the
geodesic length is just that in wavefunction approach.
For the matrix M2
y(1) = −1
4
ln
ω˜1ω˜2
ω20
, ρ(1) = −1
4
ln
ω˜2
ω˜1
(3.13)
which gives the same geodesic length as that from M1.
At first sight, the total geodesic length from GL(2, R)×GL(2, R) will be double comparing to
that in wavefunction approach. In fact, to consider the transformation in the operator approach,
for completeness, we had used four operators : a˜†1, a˜
†
2, a˜1, and a˜2, not just two operators : a˜
†
1
and a˜†2 which create the target state. Thus, to count the proper number of the quantum gate
we have to reduce the summation by 12 and
D2ground state =
1
2
(
D2M1 +D
2
M2
)
=
1
4
((
ln
ω˜1
ω0
)2
+
(
ln
ω˜2
ω0
)2)
= (lnα)2 + (ln γ)2 (3.14)
In this way the complexity from operator approach fits to that from wavefunction approach in
(2.18). Note that the SO(4) transformation matrix ASO(4) in (3.9) is just the rotation in the
manifold of group GL(2, R)×GL(2, R) and does not change the geodesic length.
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3.2 Simple Scheme
While above algorithm is reasonable we will improve it to a simple scheme which is used to
evaluate the complexity of any excited states |n,m〉 in next section. First we make linear
combination of the equation (3.11) and transform it to
A+1
A−1
A+2
A−2
 = Mop

X
Y
W
Z
 =

α 0 0 0
0 α−1 0 0
0 0 γ 0
0 0 0 γ−1


X
Y
Z
W
 (3.15)
where
A+1 = a˜
†
1 + a˜1, A
−
1 = a˜
†
1 − a˜1, A+2 = a˜†2 + a˜2, A−2 = a˜†2 − a˜2 (3.16)
X =
1√
2
(
(a†1 + a1) + (a
†
2 + a2)
)
, Y =
1√
2
(
(a†1 − a1) + (a†2 − a2)
)
, (3.17)
Z =
1√
2
(
(a†1 + a1)− (a†2 + a2)
)
W =
1√
2
(
(a†1 − a1)− (a†2 − a2)
)
(3.18)
In this representation (A±1 , A
±
2 ) are the four target operators and (X,Y, Z,W ) are four reference
operators. The gate matrix Mop is diagonal with element (α, α
−1, γ, γ−1). We emphasize that
the diagonal property of the gate matrix in this representation plays the crucial role in calculating
the complexity in nth excited state.
Considering first the ground state in which the target state is |1, 1〉target = a˜†1a˜†2|0, 0〉. Al-
though it needs only creation operator to create a state from vacuum we need also the associated
annihilation to form the basic state (operator) in studying the matrix transformation between
referent state and target state, as that mentioned before. This means that in the new representa-
tion we need both of operators A+1 , A
−
1 , which relate to a
†
1, a1, and need both of operators A
+
2 , A
−
2 ,
which relate to a†2, a2. Therefore the basic operator to represent a
†
1a˜
†
2 is (A
+
1 , A
−
1 )
⊗
(A+2 , A
−
2 ).
Now
(A+1 , A
−
1 )
⊗
(A+2 , A
−
2 ) =

A+1 A
+
2
A+1 A
−
2
A−1 A
+
2
A−1 A
−
2
 =

αγ 0 0 0
0 αγ−1 0 0
0 0 α−1γ 0
0 0 0 α−1γ−1


XZ
XW
Y Z
YW
(3.19)
We see that above gate matrix is diagonal and we can follow the formula (A.7) to evaluate the
associated geodesic length. The result is
D2(1,1) =
1
4
·
(
(ln(αγ))2 +
(
ln(αγ−1)
)2
+
(
ln(α−1γ)
)2
+
(
ln(α−1γ−1)
)2)
(3.20)
= (lnα)2 + (ln γ)2 (3.21)
In this way the complexity calculated in operator approach fits to the wavefunction approach in
(2.18).
Before close this section we make two comments about the simple scheme.
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1. Normalization factor : Note that we add a normalization factor 14 in (3.20). This is
because that to find the gate matrix transformation in the operator approach we use two
operators : A+1 , A
−
1 to relate to a˜
†
1 and use A
+
2 , A
−
2 to relate to a˜
†
2. Thus the vector space
(A+1 , A
−
1 )
⊗
(A+2 , A
−
2 ), which has 4 elements, is four times the original space a˜
†
1 a˜
†
2, which has
only one element. The property tells us that in our approach we have to add a normalization
factor
Normalization factor of |n,m〉target = 1
2n2m
(3.22)
to obtain the correct value of complexity in state |n,m〉. In below we always add this normal-
ization factor to calculate the complexity in the excited states.
2. Reference state : Note that in wavefunction approach the target state is the interacting
harmonic oscillators which, in terms of norm mode become the state |1, 1〉target with frequencies
ω˜1 and ω˜2. The reference state is |1, 1〉ref which is two non-interacting harmonic oscillators with
same frequency ω0. Since that |1, 1〉target = a˜†1a˜†2|0, 0〉 while |1, 1〉ref = a†1a†2|0, 0〉 we see that
the target operator is a˜†1, a˜
†
2 while the reference operator is a
†
1, a
†
2 in the operator approach. If
turning off the interaction then α = ω˜1ω˜0 = γ =
ω˜2
ω˜0
= 1 and the relations in (3.4) and (3.5) become
a˜†1
α=γ=1−→ 1√
2
(a†1 + a
†
2) 6≈ a†1 (3.23)
a˜†2
α=γ=1−→ 1√
2
(a†1 − a†2) 6≈ a†2 (3.24)
Using (3.3) we see that (a†1 ± a†2) can be regarded as the creation operators at position x1 ± x2.
This means that the reference state is 2 non-interacting harmonic oscillators states |1, 1〉ref in
which the first and second oscillators are at position x1 + x2 and x1 − x2 respectively. After
turn on the interaction the target state is 2 interacting harmonic oscillators states |1, 1〉target.
Thus, for the target state |n,m〉target(= (a˜†1)n(a˜†2)m|0, 0〉), which will be studied in below, the
corresponding reference state is |n,m〉ref(= (a†1)n(a†2)m|0, 0〉).
4 Complexity in Excited States of 2 Harmonic Oscillators
4.1 Examples
To study the case of excited states let us begin with the case of ground state.
• Ground state |1, 1〉target :
Ground state is defined by a˜†1 a˜
†
2|0, 0〉 = |1, 1〉target. From the argument in previous section,
i.e. the relations a˜†1 ∼ A+1 +A−1 and a˜†2 ∼ A+2 +A−2 , we see that to find the gate matrix we have
to consider the following relation
(A+1 +A
−
1 )(A
+
2 +A
−
2 ) = (αX + α
−1Y )(γZ + γ−1W )
= αγ XZ + αγ−1XW + α−1γ Y Z + α−1γ−1 YW (4.1)
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We see that the coefficients in last relation, i.e. αγ, αγ−1, α−1γ, α−1γ−1, are just those in (3.20)
which are used to calculate the complexity.
• Excited state |2, 1〉target :
For the excited state (a˜†1)
2 a˜†2|0, 0〉 = |2, 1〉target we have to consider
(A+1 +A
−
1 )
2(A+2 +A
−
2 ) = (αX + α
−1Y )2(γZ + γ−1W ) = α2γ X2Z
+α2γ−1X2W + 2γ XY Z + 2γ−1XYW + α−2γ YW + α−2γ−1 Y 2W (4.2)
The coefficients in the last relation are used to calculate the complexity.
• Excited state |3, 1〉target :
For the excited state (a˜†1)
3 a˜†2|0, 0〉 = |3, 1〉target we have to consider
(A+1 +A
−
1 )
3(A+2 +A
−
2 ) = (α+ α
−1)3(γ + γ−1)
= α3 γ + 3αγ + 3α−1 γ + α−3 γ + α3 γ−1 + 3αγ−1 + 3α−1 γ−1 + α−3 γ−1 (4.3)
in which we let X = Y = Z = W = 1 for simplicity. The coefficients in the last relation are
used to calculate the complexity.
• Excited state |2, 2〉target :
For the excited state (a˜†1)
2 (a˜†2)
2|0, 0〉 = |2, 2〉target we have to consider
(A+1 +A
−
1 )
2(A+2 +A
−
2 )
2 = (α+ α−1)2(γ + γ−1)2
= α2 γ2 + α2 γ−2 + α−2 γ2 + α−2 γ−2 + 2α2 + 2γ2 + 2α−2 + 2γ−2 + 4 (4.4)
The coefficients in the last relation are used to calculate the complexity. Note that the constant
term does not depend on α, γ and contribute null to geodesic.
Using above coefficients in each excited state, which are associated to the matrix element of
quantum gate, we can calculate the geodesic length through a simple replacement rule
c · αkγm → c ·
[
k lnα+ m ln γ
]2
(4.5)
for any constant value of c 1. This replacement rule has been used in previous sections and is
checked in (A.7). Then we can quickly find that
D2(1,1) = (lnα)
2 + (ln γ)2 (4.6)
D2(2,1) = 2 (lnα)
2 + (ln γ)2 (4.7)
D2(3,1) = 3 (lnα)
2 + (ln γ)2 (4.8)
D2(2,2) = 2 (lnα)
2 + 2 (ln γ)2 (4.9)
1Constant c represents the multiplicity in which αkγm appears. It is the coefficient Cnijk` in (4.10)
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after imposing the proper normalization factor 12n2m mentioned in (3.22).
We can easily extend the calculations to higher excited states. The results indicate that
the square of length of the quantum circuit in excited state |n,m〉target is D2(n,m) = n (lnα)2 +
m (ln γ)2. We show this formula in below.
4.2 General Formula
Using previous arguments the property of the gate matrix in the excited state |n,m〉target is read
from the coefficients in the following expansion
(α+ α−1)n(γ + γ−1)m =
n,m∑
i,j,k,`≥0
(α)i (α−1)j (γ)k (γ−1)` Cn,mijk`
=
n,m∑
i,j,k,`≥0
αi−j γk−` Cn,mijk` (4.10)
where the summation is constrained by i + j = n, k + ` = m. Cn,mijk` is the coefficients in the
expansion. To calculate the geodesic length from above coefficients we can use the replacement
rule in (4.5). Thus
D2(n,m) =
1
2n2m
n,m∑
i,j,k,`≥0
[(i− j) lnα+ (k − `) ln γ]2 Cn,mijk`
=
1
2n2m
 n,m∑
i,j,k,`≥0
(i− j)2Cn,mijk`
 · ( lnα)2 + 1
2n2m
 n,m∑
i,j,k,`≥0
(k − `)2Cn,mijk`
 · ( ln γ)2
= n (lnα)2 +m (ln γ)2 (4.11)
where we have used the summation formulas in (B.5) and (B.6).
5 Complexity in N Harmonic Oscillators and Lattice Scalar
Field Theory
Above calculations are performed on the two coupled harmonic oscillators and, for self-consistent,
in this section we will describe how these calculations can be extended to scalar field theory.
The lattice version of one-dimensional free scalar field can be described by one dimensional
N harmonic oscillators. The Hamiltonian is that extended two coupled harmonic oscillator in
(2.4) to N harmonic oscillators
H =
1
2
N∑
k=1
p2k + ω
2x2k + Ω
2(xk − xk+1)2 (5.1)
with periodic boundary condition xk+N+1 = xk [15]. In the normal coordinate the Hamiltonian
becomes
H =
1
2
N∑
k=1
p˜2k + ω˜
2
kx˜
2
k (5.2)
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where [15]
x˜k =
1√
N
N∑
j=1
exp
(−2piik
N
j
)
xj (5.3)
p˜k =
1√
N
N∑
j=1
exp
(−2piik
N
j
)
pj (5.4)
ω˜2k = ω
2 + 4Ω2 sin2
pik
N
(5.5)
In the operator approach we need the relations between the creation operators in original coor-
dinates and in normal coordinate. The conventional definitions are
a˜†k =
√
ω˜k
2
xk + i
1√
2ω˜k
pk, a
†
k =
√
ω0
2
xk + i
1√
2ω0
pk (5.6)
in which ω0 is the reference state frequency used in (3.6). The relation between the operators is
a˜†k =
1
2
√
N
(
αk + α
−1
k
)( N∑
j=1
exp
(−2piik
N
j
)
a†j
)
+
1
2
√
N
(
αk − α−1k
)( N∑
j=1
exp
(−2piik
N
j
)
aj
)
(5.7)
where
αk =
√
ω˜k
ω0
, k = 1, · · ·, N (5.8)
Following the investigations in previous sections we can now use the following reference operators
{X+k , X−k } and target operators {A+k , A−k }
A+k ≡ a˜†k + a˜k = αk
 1√
N
N∑
j=1
exp
(−2piik
N
j
)
(a†j + aj)
 ≡ αkX+k (5.9)
A−k ≡ a˜†k − a˜k = α−1k
 1√
N
N∑
j=1
exp
(−2piik
N
j
)
(a†j − aj)
 ≡ α−1k X−k (5.10)
In this representation the gate matrix is diagonal.
Now we can follow the investigation in the previous section to calculate the complexity of
state |n1 · · · nN 〉 in lattice scalar field theory. The extension of (4.10) tells us that we shall
consider the following expansion
N∏
k=1
(αk + α
−1
k )
nk =
{nk}∑
{ik≥0, jk≥0}
N∏
k=1
(αk)
ik (α−1k )
jk C
{nk}
{ik,jk}
=
{nk}∑
{ik≥0, jk≥0}
N∏
k=1
(αk)
ik−jk C{nk}{ik,jk} (5.11)
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where the summation is constrained by ik + jk = nk. C
{nk}
{ik,jk} is the coefficients in expansion. To
calculate the geodesic length from above coefficients we can use the replacement rule in (4.5).
Thus
D2({nk}) =
1
2n1+···+nN
n∑
{ik≥0, jk≥0}
[ N∑
k=1
(ik − jk) ln(αk)
]2
C
{nk}
{ik,jk}
=
1
2n1+···+nN
N∑
k=1
( {nk}∑
{ik≥0, jk≥0}
(ik − jk)2 C{nk}{ik,jk}
)
ln(αk) (5.12)
=
N∑
k=1
nk ln(αk) (5.13)
where we have used the summation formula in (B.11). Above result is the extension of (4.11)
which is that case of N=2.
The extension to d-1 dimensional coupled harmonic oscillation (which describes the d di-
mensional free scalar field theory) is just to replace above k by ~k = (k1, k2, · · ·, kd−1), as that
described in [15]. The result is
D2({nki}) =
d−1∑
i=1
N∑
k=1
nki ln(αki), αki =
√
ω˜ki
ω0
(5.14)
which is the excited-state complexity of the d dimensional free scalar field theory on lattice.
6 Discussions
In this paper we present the operator approach to calculate the complexity of free scalar field.
We first quickly review the method in [15] and describe the lattice free scalar field as coupled
harmonic oscillators. Then, as a first step, we investigate the 2 coupled oscillators and regard
the transformation between the creation operators in the reference state and target state as the
gate matrix. We find that the gate matrix can be reduced to diagonal form after orthogonal
transformation, then we calculate the complexity of the ground state. The result reproduces
the known value of ground-state complexity in [15]. While the excited-state wavefunction of
harmonic oscillation is not pure exponential form and the wavefunction approach is hard to
work the operator approach, which need not to use the explicit form of the wave function, can
be used to study the complexity in the excited state. We explicitly calculate the complexity in
several excited states and present a simple derivation to find the general formula of complexity
in the any excited states. Finally, we describe how the calculations in the two coupled harmonic
oscillators can be extended to N coupled harmonic oscillators which describes the lattice free
scalar field theory.
Some more studies are necessary to clarify the property of using the operator approach to
calculate the complexity:
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1. We have calculated the complexity of excited states from field theory. It is interesting to
find the holographic results to compare our results. Note that, as that discussed in section 3.2,
the reference state of ground state is different from that of excited states and are different ones for
each excited state. This is problematic for the holographic motivation of this work. For example,
should the growing size of a black hole reflect the relative complexity between a time-dependent
microstate and a time-dependent reference? If we allow the reference to be time-dependent, then
we are essentially introducing a time-dependent free parameter into the problem of explaining
one time-dependent quantity (the volume or WdW patch action, or whatever), which means we
have zero predictability and zero falsifiability.
2. We only study the free scalar field in this paper. The extension to interacting theory and
fermion theory is deserved to study.
3. Since that the operator approach needs not know the position-space wavefunction it can
be used to study the complexity in the spin system which appears in many models of condense
matter.
These problems are under studied.
A Geodesic Length in Equivalent Gate Matrix
Consider following two gate matrix
M1 =
(
α α
γ −γ
)
; M2 =
(
α 0
0 γ
)
(A.1)
where parameters α and γ could be any values. Since that
M1 ·
(
Ψa
Ψb
)
= M2 ·
(
Ψa + Ψb
Ψa −Ψb
)
(A.2)
we say that matrix M2 is the matrix M1 after rearrangement (or linear combination).
We can regard both matrix as GL(2,R) and use the function form in (2.13) to calculate the
geodesic lengths. Both give the same geodesic length
D2GL(2,R) = 2(
1
2
(lnα+ ln γ))2 + 2(
1
2
(lnα− ln γ)2 = (lnα)2 + (ln γ)2 (A.3)
On the other hand we can regard the second matrix as R×R and express it in a general matrix
MR×R =
(
ey1 0
0 ey2
)
y1 = lnα, y2 = ln γ (A.4)
The associated metric and geodesic length are
ds2R×R = tr(de
y1 e−y1) tr(dey1 e−y1) + tr(dey2 e−y2) tr(dey2 e−y2) = (dy1)2 + (dy2)2 (A.5)
D2R×R = (lnα)
2 + (ln γ)2 (A.6)
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which is consistent with (A.3).
Therefore for a diagonal gate matrix M the associated geodesic length D2M is
D2M = diagonal
(
ey1 , · · ·, eyk , · · ·, eyn
)
⇒ D2M =
n∑
k=1
(ln yk)
2 (A.7)
The relation is extensively used in this paper.
B Summation Formula
In this appendix we consider two summation formulas :
• Begin with the definition
(a+ b)n(c+ d)m =
n,m∑
i,j,k,`≥0
ai bj ck d` Cn,mijk` (B.1)
where the summation is constrained by i + j = n, k + ` = m. Cn,mijk` is the coefficients in
expansion. Considering three cases of the derivative of above relation : 1. Derivative one time
with respective to a. 2. Derivative two times with respective to a. 3. Derivative with respective
to a then to b. Let a = b = c = d = 1 in above three kinds of derivative we have three relations
n2n−12m =
n,m∑
i,j,k,`≥0
i Cn,mijk` (B.2)
n(n− 1)2n−12m =
n,m∑
i,j,k,`≥0
i(i− 1) Cn,mijk` (B.3)
n(n− 1)2n−12m =
n,m∑
i,j,k,`≥0
ij Cn,mijk` (B.4)
Use above relations we find a summation formula
n∑
i,j,k,`≥0
(i− j)2Cnijk` = n 2n2m (B.5)
In a similar way we can find another formula
n∑
i,j,k,`≥0
(k − `)2Cnijk` = m 2n2m (B.6)
Above two formulas are used to the obtain the general formula (4.11).
• Begin with the definition
(a1 + b1)
n1 · · · (ak + bk)nk · · · (aN + bN )nN =
{ns}∑
{is≥0, js≥0}
ai11 b
j1
1 · · · aikk bjkk · · · aiNN bjNN C{ns}{is,js}
(B.7)
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where the summation is constrained by is + js = ns, s = 1, 2 · ··, N . C{ns}{is,js} is the coefficients
in expansion. Considering three cases of the derivative of above relation : 1. Derivative one
time with respective to ak. 2. Derivative two times with respective to ak. 3. Derivative with
respective to ak then to bk. Let a1 = b1 = · · · = aN = bN = 1 after above three kinds of
derivative we have three relations
nk × 2−1+
∑
s ns =
{ns}∑
{is≥0, js≥0}
ik C
{ns}
{is,js} (B.8)
nk(nk − 1) × 2−2+
∑
s ns =
{ns}∑
{is≥0, js≥0}
ik(ik − 1) C{ns}{is,js} (B.9)
nk(nk − 1) × 2−2+
∑
s ns =
{ns}∑
{is≥0, js≥0}
ik jk C
{ns}
{is,js} (B.10)
Use above relations we find a summation formula
{ns}∑
{is≥0, js≥0}
(ik − jk)2C{ns}{is,js} = 2
∑
s ns × nk (B.11)
which is used to the obtain the general formula (5.13). The case of N = 2 above relation reduces
to (B.5) and (B.6) .
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