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ABSTRACT
Variational auto-encoder (VAE) is an efficient non-linear latent factor model that has been widely
applied in recommender systems (RS). However, a drawback of VAE for RS is their inability of
exploration. A good RS is expected to recommend items that are known to enjoy and items that
are novel to try. In this work, we introduce an exploitation-exploration motivated VAE (XploVAE)
to collaborative filtering. To facilitate personalized recommendations, we construct user-specific
subgraphs, which contain the first-order proximity capturing observed user-item interactions for
exploitation and the higher-order proximity for exploration. We further develop a hierarchical latent
space model to learn the population distribution of the user subgraphs, and learn the personalized
item embedding. Empirical experiments prove the effectiveness of our proposed method on various
real-world data sets.
Keywords Collaborative Filtering · Graphical Models · Hierarchical Models · Latent Variable Models · Deep
Autoencoders · Variational Inference
1 Introduction
Recommender systems (RS) have been widely adopted by many online services, including e-commerce, and social
media sites. For example, in e-commerce RS, one of the overarching goals is to find the best products for each
customer to fit their specific interests and needs. Given the explosive growth of information available on the web,
personalized RS is an essential demand for facilitating a better user experience. Another important need of RS is
the exploitation-exploration, i.e., being able to exploit the observed user-item behavior and explore the unobserved
user-item interactions.
There have been substantial methods proposed in the link prediction of RS. One of the most popular RS approaches is
collaborative filtering (CF) [1] [2] that aims to model the users’ preferences on items based on their previous behaviors
(e.g., ratings, clicks, purchases). Reinforcement learning is another efficient direction in dealing with RS especially
focusing on the tradeoff between exploitation and exploration [3] [4]. Variational auto-encoder (VAE) has been applied
to RS recently. VAE [5] is essentially a generative model incorporated within a deep neural network. It models the
population distribution of the input data through a simple distribution for the latent variables combined with a complex
non-linear mapping function. However, a significant shortcoming of the existing VAE-based approaches for RS is their
inability of exploration, since the target function is to recover each user’s behavior; see Section 2 for details.
In this paper, we propose a novel model-based VAE approach for personalized RS to address the aforementioned gap
in quantifying both exploitation and exploration. We denote our method as XploVAE. For each user, we construct a
subgraph that consists of two parts: one is the observed links as the first-order proximity and one is the unobserved but
transitive links as the higher-order proximity, where the former aims for exploitation, while the latter is designed for
exploring potential unknown interactions. Our XploVAE has two important components: (1) a nonlinear latent factor
model to obtain a low-dimensional embedding of each individual user; (2) a hierarchical latent space model to generate
both the explicit and implicit connections between user and items. Two layers of nonlinear embedding are achieved:
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one on the user’s subgraph to reduce dimensionality in characterizing differences among users; and one on the items in
characterizing the subgraph structure within each user in the style of latent space models.
2 Related Work
Latent factor models are the mainstream among various CF techniques due to their simplicity and effectiveness. They
measure the interactions between users and items by multiplicating their latent features linearly; see [6], [7] and
reference therein. However, it has been shown in [8] that such inner product may not be sufficient to capture the complex
structure of user interactions. In XploVAE, we feed the proposed hierarchical latent space model in deep neural network
to improve its efficiency in dealing with complex data.
Some recent methods use the auto-encoder (AE) or variational auto-encoder to learn the item-based or user-based
embedding separately by using the preference matrix. Hybrid VAE in [9] uses VAE to reproduce the whole users’
preference history. [10] proposes a neural generative model to characterize a user’s history by using a multinomial
likelihood conditional on a latent user representation learned through VAE. As we mentioned in Section 1, the above
methods do not consider exploration.
Incorporating exploration into RS is very important - without it new/unseen items don’t stand a chance against previously
accepted or more familiar items. One exploration-exploitation approach is via the -greedy algorithm, where the loss
function allocates  percents component to explore new items in a random manner; the rest components are reserved for
exploitation; see [11]. Another approach is based on the upper confidence bound (UCB) that constructs confidence
bounds associated with each item to capture how uncertain we are about the items; see [12] [13]. Our approach
considers the exploration of unobserved user-item interactions via constructing the higher-order proximity between
users and items.
3 Problem Scenario
We first introduce some notation and definitions. Let G = (U, V,E) be a bipartite graph, where the set of vertices
U = (u1, · · · , u|U |) denotes users, and V = (v1, · · · , v|V |) denotes the set of items. E is an |U |×|V | incidence matrix,
with entries eij depicting explicit interactions between ui and vj . For example, in e-commercial RS, eij = 0, 1, 2, 3
representing no access, click, add to cart and buy actions, respectively. In rating RS, eij = 0, 1, · · · , 5 means the
possible ratings. In this work, we consider eij = 1 or 0 representing access or no access. We call eij the first-order
proximity that captures the observed user-item links, and can be used for exploitation. For the purpose of exploration,
we further introduce a higher-order proximity for implicit relations, i.e., the unobserved but transitive links, between
users and items.
Definition 3.1 (k-th order proximity) For user u and item v, denote the k-th order proximity between u and v as e(k)uv .
The first-order proximity e(1)uv = euv . For k ≥ 2, e(k)uv is the number of paths of length k connecting u and v. If no such
a path, then e(k)uv = 0.
By the definition, the k-th order proximity between user u and item v can be explicitly calculated as
e(k)uv = EE
> · · ·EE>︸ ︷︷ ︸
2(k−1)+1
.
Figure 1 (a) shows an illustrative example. There exists a 2-step path between user u1 and item v3 through
user 1→ item 1→ user 2→ item 3. The total number of such length-2 paths between user u and item v is the
second-order proximity between the two vertices.
For each user u, we construct a subgraphA(u) ∈ RK×|V | based on the k-th order proximity (k = 1, . . . ,K) as follows.
Definition 3.2 (user subgraph) A user subgraphA(u) ∈ RK×|V |, where K is the total orders of proximity. The kv-th
entry A(u)kv is defined as
A
(u)
kv :=
{
1 if e(k)uv ≥ ck
0 otherwise
,
where c1 = 1, and ck is a constant threshold to be specified.
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Figure 1: (a) Second-order proximity for implicit user-item interactions. (b) XploVAE training schema.
For user u with corresponding subgraphA(u), the edge A(u)kv represents whether user u has access or not to the v-th
item in the k-th order proximity. The first row ofA(u) characterizes the explicit links between the user u and items in
V , while the rows left represent implicit links via the higher-order proximity. In practice, we set K = 2, i.e., we only
consider the first-order and the second-order proximities when constructing the individual subgraphs, since exploring
higher-order proximity beyond the second-order is computationally expensive and puts inference on the user subgraph
at risk.
4 Method
We propose a novel approach by incorporting the hierarchical latent space model into the VAE framework. The goal is
to learn the latent embeddings of individual user subgraphs and the population distribution of the subgraphs for link
prediction. XploVAE relies on VAE which consists of two components. The first component is a generative model that
specifies how the latent variables zu gives rise to the observationsA(u) through a nonlinear mapping parametrized by
neural networks. The second component is an inference model that learns the inverse mapping fromA(u) to zu.
4.1 Generative Model
For user u, denote zu ∈ RP as a low-dimensional latent representation of the user subgraphA(u) ∈ RK×|V |, where
P is the dimension of the latent feature space. For users ui, uj ∈ U , we suppose the user subgraphsA(ui) andA(uj)
are independent conditional on the latent embedding zui , zuj . Furthermore, for each user u, the edges A
(u)
kv are
conditionally independent given the latent representation zu. Therefore, the likelihood of the set of edges inA(u) can
be written as
pθ(A
(u)|zu) =
K∏
k=1
|V |∏
v=1
pθ(A
(u)
kv |zu), (1)
where θ controls the nonlinear mapping from zu to A(u) and can be learned by neural networks. pθ(A(u)|zu) in
Equation 1 is a generative model for the user subgraphA(u). Specifically, we set the prior p(z) as standard Gaussian,
and assume thatA(u)kv are conditionally independent Bernoulli variables with the Bernoulli parameter fθ,kv(zu). That
is, consider the generative process
zu ∼ N(0, IP ), A(u)kv ∼ Bernoulli(fθ,kv(zu)). (2)
There may be a set of aspects for which all users have and a set of aspects that are user-specific. To explicitly capture
this, we consider a hierarchical latent space model for the nonlinear mapping fθ,kv as follows:
fθ,kv(zu) =
eγkv+ψkv(zu)
1 + eγkv+ψkv(zu)
, ψkv(zu) = gk(zu)
> · sv(zu), (3)
where γkv is a baseline parameter representing the shared information across all users, and ψkv(·) is a nonlinear function
of zu, indicating the individual deviation on user u’s k-th order proximity to item v. A positive increment on ψkv(zu)
can lead to the increment on the expectation of the connection strength for the (k, v)-th connection of user u. Intuitively,
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ψkv(zu) measures user u’s k-th order preference to the v-th item. Therefore, we propose a latent factorization of
ψkv(zu) as an inner product between gk(zu) ∈ RD and sv(zu) ∈ RD, where the former is the latent embedding of
the k-th order proximity for user u, and the later that of the v-th item for user u; see Equation 3. Intuitively, if gk(zu)
and sv(zu) have the same sign and neither are close to zero, we have ψkv(zu) > 0 leading to a positive increment on
fθ,kv(zu).
4.1.1 Learning Item and Proximity Embeddings
We aim to learn the nonlinear function sv(·) : RP → RD that controls the mapping from zu to the latent em-
bedding of item v for user u. Define the latent representation matrix of all items in V for user u as S(zu) =
(s1(zu), . . . , s|V |(zu))> ∈ R|V |×D. Each column Sd(zu) ∈ R|V | (d = 1, . . . , D), the d-th dimensional latent repre-
sentation of all items, can be viewed as an “image” with item as the irregular pixels; and we have D such “images” for
each user. Therefore, the item embeddings can be learned leveraging on the geometric structure of the items.
To define the geometric structure among items, we first compute an item similarity matrix, which we denote as
B ∈ R|V |×|V |, where the entry Bvv′ is the similarity between item v and item v′. For each item v, we define its
K-nearest neighbors (K-NN(v)) as the first K items closest to v according toB, and denote item v itself as its 0-NN.
Then Sd(zu) can be learned via a M -layer GCN-like [14] structure as follows:
S
(1)
d (zu) = h1(W
(d,1)zu + b1), S
(m)
d (zu) = hm(W
(d,m)S
(m−1)
d (zu) + bm), (4)
for 1 ≤ m ≤M . hm(·) is an activation function for the m-th layer, andW (d,m) is the weight matrix that characterizes
the convolutional operator at m-th layer. For m = 1, W (d,1) ∈ R|V |×P . For m ≥ 2, W (d,m) is a |V | × |V |
weight matrix, with the v-th row w(d,m)v· satisfying w
(d,m)
vv′ > 0 if v
′ = v or v′ ∈ K-NN(v), otherwise 0. Let
Sd(zu) = S
(M)
d (zu), and we obtain the user-specific latent item embeddings; see Figure 2 for an illustration. We
learn the nonlinear function gk(·) : RP → RD that maps zu to the latent embedding of the k-th order proximity for
user u through fully-connected layers. We denote bm,W (d,m) together with the parameters of the neural networks for
learning gk(·) as the model parameter θ expressed in Equation 1.
Figure 2: Illustrative example of GCN-like architecture with 2-NN neighborhood for learning sv(zu). For example, for
node 1, the 2-NN is node 2 and node 3. s(1)1d (zu) = h1(w
(d,1)
11 zu), s
(2)
1d (zu) = h2(w
(d,2)
11 s
(1)
1d (zu) + w
(d,2)
12 s
(1)
2d (zu) +
w
(d,2)
13 s
(1)
3d (zu)).
4.2 Variational Inference and Stratified Negative Sampling
For the inference model that learns the inverse mapping from A(u) to zu, we define qφ(zu|A(u)) as a probabilistic
encoder with neural networks equipped with parameters φ. Recall the decoder is the generative model defined in
Equation 1. The log-likelihood of pθ(A(u)) is generally intractable but can be lower bounded by
log pθ(A
(u)) ≥ Ezu∼qφ [log pθ(A(u)|zu)]− KL(qφ(zu|A(u))||p(zu)) = −Lu, (5)
based on Jensen’s inequality and a variational approximation. Equation 5 is referred to as the evidence lower bound
(ELBO). Therefore, our training objective is to minimize the negative of the ELBO, i.e., minimizing Lu. We can easily
add a penalizing parameter to the KL-divergence term to control the strength of regularization, which empirically yields
better performance as in [10]. Since our user subgraphs are very sparse, we adopt stratified negative sampling proposed
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by [15] to reduce the number of weights updated while accounting for the "closeness" between the given user and the
items.
We avoid updating all weights by randomly sampling from the negative samples (the 0’s) in the user subgraphA(u),
since the contribution of each 0-connections are not homogeneous. Intuitively thinking, the latent space model assumes
that nodes that are "closer" to each other are more likely to form a connection than those farther apart. We use the
similarity matrixB ∈ R|V |×|V | defined in Section 4.1.1 to represent “closeness” between the items. Similar to stratified
sampling, we divide the 0 entries in A(u) into T strata using a clustering technique such as spectral clustering. We
uniformly sample nu,t 0’s from the t-th stratum Bt which contains Nu,t 0’s. Our assumption that the probability of
selecting items in the same stratum is the same suggests the following approximation to the log likelihood for user u:
ˆ`
u =
K∑
k=1
∑
v:A
(u)
kv =1
{fθ,kv(zu)− log(1 + efθ,kv(zu))}+
K∑
k=1
T∑
t=1
Nu,t
nu,t
∑
v∈Bt
{− log(1 + efθ,kv(zu))}, (6)
where Nu,t is the total number of negative samples, and nu,t is the number of selected samples in the t-th stratum. See
Appendix for the full derivation of ˆ`u. After incorporating ˆ`u, our VAE objective now becomes
Lˆu = −Ezu∼qφ [ ˆ`u] +KL(qφ(zu|A(u))||p(zu)). (7)
Then, given n user subgraphs, we can construct an estimator of the ELBO of the full dataset based on the mini-
batches {A(u)}mu=1, a randomly drawn sample of size m from the full user subgraphs data with sample size n. Viewing
n
m
∑m
u=1 Lˆu as the objective, we implement a stochastic variational Bayesian algorithm to optimize θ andφ respectively.
Figure 1 (b) shows the training schema of XploVAE; Algorithm 1 summarizes the model training procedure.
Algorithm 1 XploVAE Traning
Input: {A(u)}nu=1, {zu}nu=1, similarity matrixB, mini-batch size m
Randomly initialize θ,φ
while not converged do
Sample a batch of {A(u)} with size m
for u = 1, ...,m do
Sample u ∼ N(0, IP ), and compute zu = µφ(A(u)) + u Σφ(A(u))
Compute gk(zu) and sv(zu)
Compute Lˆu using stratified negative sampling
Compute the gradients∇θLˆu and∇φLˆu with zu
end for
Average the gradients across the batch
end while
Update θ,φ using gradients of θ,φ
Return θ,φ
4.3 Trade-off Between Exploitation and Exploration
In practice, we construct individual user subgraphs consisting of first-order and second-order proximity. When
recommending items based on the subgraph, we follow the practices of many studies in [16] to consider the trade-off
between using first-order proximity to exploit the user’s past preferences and second-order proximity to explore novel
items. We formulate such a trade-off mathematically as follows:
au = α ·Au1· + β ·Au2·, α+ β = 1, (8)
where au quantifies user u’s preferences for items, Auk· is the kth-order proximity for k = 1, 2, and α, β are the
trade-off parameters. Since the final list of recommended items are based on au, increasing the value of β gives priority
to recommending novel items, and decreasing α will penalize over-exploitation of past user preferences.
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5 Experiments
5.1 Data Description
To evaluate the effectiveness of XploVAE, we conduct experiments 1 on benchmark datasets including MovieLens-1M
(ML-1M), MovieLens-10M (ML-10M) 2, Alibaba e-Commerce dataset (Alibaba)3, which vary in terms of domain, size,
and sparsity. We summarize the statistics of these datasets after preprocessing in Table 5.1. Note that # of interactions
is the number of non-zero entries in the user-item matrix, and sparsity is the proportion of non-zero entries.
Table 1: Statistics of datasets after preprocessing.
ML-1M ML-10M Alibaba
# of users 6,040 51,717 18,676
# of items 3,706 8,790 37,058
# of interactions 1.0M 5.0M 3.7M
sparsity 4.47 % 0.10 % 0.54 %
5.2 Experimental Settings
We split all users into training, validation and test sets. We train XploVAE using the entire user-item interaction history
of the training users. We use the validation set for model tuning, and then evaluate the effectiveness of our method on the
testing set using the performance metrics introduced below. We select model hyperparameters and network architectures
by evaluating nDCG100 on the validation users. XploVAE achieves the best performance when ck in Definition 3.2,
the constant threshold for determining the existence of higher-order proximity, is 0.9 in user subgraph construction. We
set P the dimension of zu for each user to 200, D the latent dimension of item and proximity embeddings to 3 and K
the neighborhood size for the GCN-like structure to 300. We find that increasing the dimension of item and proximity
embeddings does not further improve the model performance. We use ReLu and sigmoid non-linearity as the activation
functions between layers. The mini-batch size of the stochastic gradient descent is set as 1,024. We train for 100 epochs
on ML-1M, ML-10M and Alibaba datasets. We also introduce a penalty parameter β in 8 as 0.2 to control the strength
of regularization on the KL divergence term of ELBO as in [10]. When predicting the ranked list of items, we choose
α = 0.8, β = 0.2 as in Equation 8 to balance the trade-off between exploitation and exploration. We keep the model
with the best validation nDCG score and report test set metrics with it.
Evaluation metrics The effectiveness of RS methods are conventionally assessed with relevance metrics such as
nDCG or Recall at K. A good RS method should also consider exploitation of the user profile and exploration of
novel products in addition to relevance. Our method uses first-order proximity to exploit the user’s past preferences as
well as second-order proximity to explore the target user’s unknown preferences. We evaluate XploVAE using metrics
proposed in [17] to analyze the relevance, exploitation and exploration aspects of our results. These metrics are defined
below. Note that Ri is the item in position i within the ordered set R, sim(r, U) is the similarity of item r to item u,
d(r, u) is the distance of item r to item u. d(r, u) = 1− sim(r, u). We use cosine similarity to compute the similarity
between pairs of items. Each metric returns a value within the range [0,1], where one is the highest desirable value.
Relevance metric: nDCGK is used to measure the proportion of items that a user has interacted with in top K
recommended items. RELK represents the list of relevant items in the user profile up to position K. rel(Ri) is the
relevance value of item Ri. The definition of nDCGK is as follows:
nDCGK(R) =
DCGK(R)
IDCGK(R)
,
where DCGK(R) =
∑K
i=1
rel(Ri)
log2(i+1)
, IDCGK(R) =
∑|RELK |
i=1
2rel(Ri)−1
log2(i+1)
.
Exploitation metric: The user profile exploitation (UPE) metric measures how similar each item from the user profile
U is to items in the ranked set of predicted items R. That is,
UPE(R,U) =
1
|U |
∑
u∈U
max
r∈R
sim(r, u).
1The code for this project is publicly available at: https://github.com/yizi0511/XploVAE
2Download MovieLens datasets at: https://grouplens.org/datasets/movielens/
3Download Alibaba dataset at: https://tianchi.aliyun.com/dataset/dataDetail?dataId=46
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Exploration metric: NDT measures the proportion of novel items within the set R, where novel items are defined to
have a dissimilarity from items in U larger than the threshold τ . Experimental observations show that τ = 0.3 yields
the best model performance, i.e.,
NDT (R,U, τ) =
1
|R|
∑
r∈R
DT (r, U, τ),
where DT (r, U, τ) =
{
1, UPd(r, U) ≥ τ
0, otherwise
, UPd(r, U) = 1|U |
∑
u∈U d(r, u).
5.3 Results
Comparative study To demonstrate the effectiveness, we compare our proposed XploVAE to the following baseline
methods:
1. Mult-VAE [10]: This method learns the representations of user-item interactions using VAE and predicts the
users’ preferences for items using a generative model with multinomial likelihood. Mult-VAE only exploits
direct user-item behaviors.
2. GC-MC [18]: This model adopts a GCN [19] encoder framework to generate latent embeddings for users
and items based on differentiable message passing on the bipartite interaction graph. GC-MC only considers
first-order proximity.
3. NGCF [20]: This model integrates high-order proximity between users and items to bipartite graph structure
by propagating embeddings with the message-passing mechanism on the user-item interaction graph.
Table 2: Performance comparisons for benchmark RS datasets.
ML-1M ML-10M Alibaba
nDCG100 UPE NDT nDCG100 UPE NDT nDCG100 UPE NDT
Mult-VAE 0.3831 0.8913 0.2109 0.4437 0.8860 0.2276 0.0249 0.3787 0.9839
GC-MC 0.3713 0.8952 0.2443 0.4251 0.7963 0.2514 – – –
NGCF 0.3937 0.7719 0.2653 0.4665 0.8037 0.2952 – – –
XploVAE 0.4235 0.6786 0.2969 0.4844 0.8415 0.3107 0.0651 0.5035 0.9675
The results of the model performance is shown in Table 2. XploVAE outperforms the existing methods that adopt VAE
frameworks, leverage on node features and graph structures, and employ higher-order user-item interactions in terms of
the relevance metric, i.e., nDCG score. Compared to other methods, XploVAE relies less heavily on the exploitation of
known user profiles measured by its lower UPE score, and recommends more novel items to users as reflected by its
higher NDT score. The performances of GCMC and NGCF on the fairly large Alibaba dataset is not included due to
the long pre-training time. The results show that XploVAE performs well on small and medium-sized datasets and can
compete against Mult-VAE on datasets with more items than users such as the Alibaba e-commerce data, which are
harder to model for link prediction.
Parameter sensitivity We adjust α, β defined in Equation 8 to measure the effects of first and higher-order prox-
imity on the relevance metric and the exploitation-exploration trade-off. We define α = 1, 0.8, 0.5, 0.2, 0 and
β = 0, 0.2, 0.5, 0.8, 1 as pure exploitation, exploitation biased, no bias, exploration biased and pure exploration
respectively. The result is shown in Figure 3 (a). The exploitation metric UPE and exploration metric NDT increases
and decreases respectively as expected as the model’s recommendation focus shifts from pure exploitation to pure
exploration. XploVAE achieves the best relevance measured by nDCG on the ML-1M dataset when α = 0.8, β = 0.2
(exploitation biased). Although exploitation of the user profile plays a major role in determining the relevance of the
recommended items, moderate exploration increases nDCG while allowing the model to explore beyond the user’s
known preferences.
We also conducted parameter analysis on the effects of the dimension of zu and ck, the proximity threshold (quantile)
used to construct the user subgraph as defined in Definition 3.2 on the relevance metric nDCG using the ML-1M
dataset. Figure 3 (b) shows that the best ck is 0.9 and the best latent dimension size P is 200. In addition, from Figure 3
(b) we see that the first-order proximity contributes the most to the nDCG scores while the second-order proximity
brings in additional gain in relevance.
7
A PREPRINT - JUNE 8, 2020
Figure 3: (a) Exploitatin-exploration trade-off quantified by the evaluation metrics. (b) Effects of latent dimension size
and proximity threshold on the relevance metrics.
6 Conclusion
In this paper, we propose a variant of VAE denoted as XploVAE that employs the exploitation of user profiles and the
exploration of novel items for personalized recommender systems. We incorporate the hierarchical latent space model
into VAE framework to learn the latent representations of individual user subgraphs constructed with the first-order and
higher-order proximity. XploVAE learns the item embeddings via a GCN-like structure leveraging on node features.
Experimental results show the effectiveness of our approach, which outperforms the existing collaborative filtering
methods with similar designs. Finally, we close with a discussion of the trade-off between exploitation and exploration
and parameter sensitivity. In the future, we plan to investigate on scalable and inductive ways of individualized node
embeddings so that XploVAE can scale up to large graphs and account for unseen items.
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