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L’imagerie hyperspectrale est très largement employée en télédétection pour diverses
applications, dans le domaine civil comme dans le domaine militaire. Une image hy-
perspectrale est le résultat de l’acquisition d’une seule scène observée dans plusieurs
longueurs d’ondes. Par conséquent, chacun des pixels constituant cette image est repré-
senté par un vecteur de mesures (généralement des réflectances) appelé spectre. Une
étape majeure dans l’analyse des données hyperspectrales consiste à identifier les compo-
sants macroscopiques (signatures) présents dans la région observée et leurs proportions
correspondantes (abondances). Les dernières techniques développées pour ces analyses
ne modélisent pas correctement ces images. En effet, habituellement ces techniques sup-
posent l’existence de pixels purs dans l’image, c’est-à-dire des pixels constitué d’un seul
matériau pur. Or, un pixel est rarement constitué d’éléments purs distincts l’un de l’autre.
Ainsi, les estimations basées sur ces modèles peuvent tout à fait s’avérer bien loin de la
réalité. Le but de cette étude est de proposer de nouveaux algorithmes d’estimation à
l’aide d’un modèle plus adapté aux propriétés intrinsèques des images hyperspectrales.
Les paramètres inconnus du modèle sont ainsi déduits dans un cadre Bayésien. L’utilisa-
tion de méthodes de Monte Carlo par Chaînes de Markov (MCMC) permet de surmonter




Hyperspectral imagery has been widely used in remote sensing for various civilian
and military applications. A hyperspectral image is acquired when a same scene is obser-
ved at different wavelengths. Consequently, each pixel of such image is represented as a
vector of measurements (reflectances) called spectrum. One major step in the analysis of
hyperspectral data consists of identifying the macroscopic components (signatures) that
are present in the sensored scene and the corresponding proportions (concentrations).
The latest techniques developed for this analysis do not properly model these images.
Indeed, these techniques usually assume the existence of pure pixels in the image, i.e.
pixels containing a single pure material. However, a pixel is rarely composed of pure
spectrally elements, distinct from each other. Thus, such models could lead to weak es-
timation performance. The aim of this thesis is to propose new estimation algorithms
with the help of a model that is better suited to the intrinsic properties of hyperspectral
images. The unknown model parameters are then infered within a Bayesian framework.
The use of Markov Chain Monte Carlo (MCMC) methods allows one to overcome the





ACI Analyse en Composantes Indépendantes
ACP Analyse en Composantes Principales
DAG graphe acyclique orienté (directed acyclic graph)
EM expectation-maximisation
EQM erreur quadratique moyenne
FCLS Fully Constrained Least Squares
MCMC méthodes de Monte Carlo par chaînes de Markov
MEE Méthodes d’Extraction d’Endmembers
MML Modèle de Mélange Linéaire
MNF Minimum Noise Fraction
MVC-NMF Minimum Volume Constrained - Nonnegative Matrix Factorization
MAP maximum a posteriori
MMSE estimateur qui minimise l’erreur quadratique moyenne (minimum mean square error)
MRF champ de Markov aléatoire (Markov random field)
ix
NCM Normal Compositional Model
NN-ICA Non Negative - Independent Component Analysis
pdf fonction densité de probabilité (probability density function)
PPI Pixel Purity Index
RJ-MCMC méthodes de Monte Carlo par chaînes de Markov à sauts réversibles
(reversible jump MCMC )
SNR rapport signal sur bruit (Signal to Noise Ratio)
VCA Vertex Component Analysis
Notations standard
∝ proportionnel à
 très inférieur à
 très supérieur à
1E (x) fonction indicatrice définie sur l’espace E :
1E (x) =
 1, si x ∈ E ;0, sinon.
Γ (·) fonction Gamma,
R ensemble des réels







|X| déterminant de la matrice X
Xi i-ième colonne de la matrice X
X−i matrice X privée de sa i-ième colonne
Ij matrice identité de taille j × j
0j vecteur nul de Rj
‖x‖2 norme L2 standard ‖x‖2 = xTx
Notations
r indice du composant pur
R nombre de composants purs
l indice de la bande spectrale
L nombre de bandes spectrales
K nombre de classes
k indice de classe
P nombre de pixels dans l’image hyperspectrale
p indice de pixel
Algorithmes d’estimation statistique
x̂ estimation de x
E [x|y] espérance de x conditionnellement à y
var [x|y] variance de x conditionnellement à y
P [A] probabilité de l’événement A
∼ distribué suivant
NMC longueur totale de la chaîne de Markov
xi
Nbi longueur de la période de chauffage de la chaîne de Markov
Nr nombre d’itérations de la chaîne de Markov construite pour réaliser les estimations





Distributions de probabilité usuelles
UE loi uniforme sur l’ensemble E
Be (a, b) loi Beta de paramètres a et b
N (x,Σ) loi normale de vecteur moyenne x et de matrice de covariance Σ
IG (a, b) loi inverse Gamma de paramètres a et b
(voir [RC04, p. 581] pour la définition des paramètres a et b)
G (a, b) loi Gamma de paramètres a et b
(voir [RC04, p. 582] pour la définition des paramètres a et b)
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À l’origine les images de la Terre prises par des capteurs spatiaux ou aéroportés furent
monochromes, notamment dans le domaine militaire. Il est ensuite survenu l’idée qu’en
observant la même scène dans plusieurs bandes spectrales, c’est-à-dire à différentes lon-
gueurs d’onde, l’exploitation des données en serait considérablement améliorée. Ainsi,
un très grand nombre de capteurs multispectraux ont été développés, le premier étant
Landsat au début des années 70. C’est dans les années 80 que Alexander F.H. Goetz
du Jet Propulsion Laboratory (JPL) de la NASA a mis en œuvre le concept d’image-
rie hyperspectrale [GVSR85]. Dans une telle image, la scène est observée dans plusieurs
centaines de bandes spectrales étroites et contiguës (au lieu de trois ou quatre longueurs
d’onde pour les images multispectrales). L’image obtenue n’est plus à deux dimensions
mais à trois dimensions, la dernière étant la longueur d’onde. On parle alors de « cube »
hyperspectral pour décrire l’ensemble des données échantillonnées spatialement et spec-
tralement (voir la figure 1).
Parmi les imageurs hyperspectraux embarqués les plus performants, on peut citer :
– le capteur en 224 bandes AVIRIS du JPL (NASA),
– le capteur en 384 bandes OMEGA embarqué à bord de Mars Express (ESA),




Figure 1 – Exemple de cube hyperspectral (Moffet Field, Californie, Etats-Unis).
De nombreuses applications, civiles ou militaires, font appel à l’imagerie hyperspectrale.
Depuis plusieurs années, ce type d’imagerie fait l’objet d’études avancées aussi bien au
niveau national qu’au niveau international par différents organismes tels que l’ESA ou
la NASA ou par de grands groupes industriels. Ainsi, on peut regrouper entre autre les
applications liées à :
– l’agriculture [CSB+02] : surveillance des cultures, qualité des sols,...
– l’écologie [Jus09, HSY+05] : surveillance des forêts, détection de pollutions,...
– la géologie [Kru98] : cartographie de minéraux, détection de minéraux rares,...
– la défense [Pla06] : détection de cibles à caractères militaires (mines, avions),...
La principale source d’éclairage pour les capteurs hyperspectraux embarqués est le
Soleil. Le spectre électromagnétique de l’énergie émise par notre étoile (que l’on nommera
« spectre solaire ») est modifiée en terme d’intensité et de distribution spectrale par l’at-
mosphère. Cette énergie est ensuite réémise, transmise et/ou absorbée par les matériaux
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éclairés et retraverse l’atmosphère, subissant de nouvelles modifications. L’énergie reçue
par le capteur hyperspectral est caractérisé par un spectre appelé « spectre de luminance
», qui est le spectre de l’énergie émise par le Soleil modifié par deux traversées de l’at-
mosphère et par la réflectance du pixel observé [MMS03]. Ce dernier s’agissant de notre
signal d’intérêt peut dès lors se déduire par correction et inversion du spectre de radiance.
Les imageurs hyperspectraux existants réalisent le meilleur compromis entre haute réso-
lution spatiale et haute résolution spectrale. Par exemple, le capteur AVIRIS possède une
résolution spatiale de 20 mètres (à une altitude de 20 km) pour une résolution spectrale
de l’ordre de 10 nm [Gre98].
Ainsi, chaque pixel d’une image hyperspectrale, représenté par un vecteur de mesure
correspondant au spectre de réflectance, est caractéristique des éléments le composant
(figure 2 issue de [Pla09]).
Figure 2 – Illustration d’un cube hyperspectral dont 3 pixels ont été extraits (avec leurs
spectres de réflectances correspondants), issue de [Pla09].
Dans le cas d’analyses minéralogiques, il est possible par exemple de déterminer très
précisément les zones riches en un minéral particulier. Les raies d’absorption de certains
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minéraux étant très fines, la résolution de l’outil hyperspectral est donc indispensable
pour les séparer. De plus, cet outil peut s’avérer beaucoup moins coûteux qu’une cam-
pagne de prélèvements au sol, comme sur Mars. Ainsi, grâce au capteur OMEGA, la
présence d’eau et de dioxyde de carbone gelé sur la surface de Mars peut être détermi-
née avec exactitude [MHS+08, SMD09]. Dans un tout autre domaine, les militaires se
sont intéressés à la détection de cibles sous-pixelliques, c’est-à-dire de tailles inférieures
à celle du pixel [MSS01]. En imagerie hyperspectrale, un pixel n’est pas composé à 100%
d’éléments spectralement purs ce qui peut poser de nombreux problèmes. Par exemple,
comment classifier un pixel constitué d’un mélange de 2 éléments purs différents ? Ou
comment détecter des cibles dont la taille est inférieure à la résolution spatiale du capteur
(cible sub-pixellique) ?
C’est dans ce contexte que le démélange spectral intervient. Largement utilisé pour
l’analyse d’images hyperspectrales, le démélange spectral est fondé sur l’hypothèse sui-
vante [KM02] : le spectre d’un pixel d’une image hyperspectrale est le résultat du mélange
des spectres de tous les constituants macroscopiques purs, appelés pôles de mélange ou
endmembers, et de leurs quantités relatives, nommées abondances. Même à haute réso-
lution spatiale il est toujours possible d’observer des pixels mélangés. Les phénomènes
physiques à l’origine de ce mélange peuvent être représentés à l’aide de plusieurs modèles.
0.2 Modèle de mélange linéaire
Deux modèles de mélange différents ont principalement été étudiés dans la littéra-
ture. Le premier décrit un pixel de l’image comme la combinaison linéaire des endmem-
bers, pondérés par leurs abondances respectives [SM79]. Ce modèle convient parfaitement
lorsque les constituants purs sont spatialement disjoints, à la manière d’un damier par
exemple. Le second modèle, introduit par Hapke [Hap81], considère ce même mélange
0.2 - Modèle de mélange linéaire 5
comme un mélange intime de constituants purs (à la manière de grains de sable de com-
positions différentes par exemple) supposant ainsi une combinaison non linéaire des pôles
de mélange (voir figure 3 issue de [KM02]).
(a) Modèle linéaire (b) Modèle non-linéaire
Figure 3 – Modèles de mélange (a) linéaire (b) non-linéaire (figures issues de [KM02]).
La question de savoir si l’un ou l’autre de ces deux modèles est plus adapté à un quel-
conque problème est loin d’être résolue. Pour être rigoureux jusqu’à l’extrême, le modèle
linéaire ne devrait jamais être utilisé, le cas où les constituants purs sont distincts dans
un pixel n’ayant jamais été rencontré. Cependant, comme démontré dans [JSTGA83],
le mélange non linéaire peut être linéarisé pour une analyse beaucoup moins complexe.
C’est principalement dû à cette simplification que le modèle linéaire a été le plus utilisé
pour le démélange spectral.
Mathématiquement, le modèle de mélange linéaire (MML) suppose que le L-spectre
y = [y1, . . . , yL]
T d’un pixel mélangé p résulte d’une combinaison linéaire de R spectres




mrar + n, (1)
où
– mr = [mr,1, . . . ,mr,L]T représente le spectre du r-ième matériau (le r-ième end-
member),
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– ar est la proportion du r-ième matériau dans le pixel (ou r-ième abondance),
– R est le nombre de matériaux purs présents dans toute la scène observée,
– L est le nombre de bandes spectrales disponibles pour l’image,
– n = [n1, . . . , nL]T est une séquence de bruits additifs. Une hypothèse classique, que
nous reprenons également dans la suite, consiste à prendre le bruit n comme étant
blanc et Gaussien [CXAP98, MSS01]. Le bruit est alors noté n ∼ NL(0L, s2IL),
dont les composantes nl sont classiquement supposées indépendantes et identique-
ment distribuées suivant une loi normale centrée de variance s2 (IL est la matrice
identité de dimension L × L). Cependant, il est également possible de considérer
ce bruit comme coloré [DTH08].
Comme les coefficients ar (r = 1, . . . , R) représentent des proportions, le vecteur a+ =
[a1, . . . , aR]T est soumis aux contraintes de positivité et d’additivité, soit : ar ≥ 0,∀r = 1, . . . , R,∑R
r=1 ar = 1.
(2)
Le MML peut se généraliser à toute l’image hyperspectrale. Dans ce cas, en considérant
un nombre P de pixels, on obtient :
Y = MA+N , (3)
où Y = [y1, . . . ,yP ] matrice de taille L×P ,M = [m1, . . . ,mR] matrice de taille L×R,
A =
[




matrice de taille R× P , N = [n1, . . . ,nP ] matrice de taille L× P et
a+p est le vecteur d’abondance du pième pixel.
Une propriété intéressante concerne la géométrie du problème, découlant de la forme









ar = 1, ar ≥ 0,∀r = 1, . . . , R
}
définit un simplexe de dimension R − 1. Ainsi, l’ensemble des observations non bruitées
Y −N est contenu dans ce simplexe, comme l’illustre la figure 4. Les R sommets du
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simplexe correspondent aux différents spectres des endmembers m1, . . . ,mR présents
dans l’image. Ainsi dans cette représentation, plus un pixel est proche d’un des sommets,
plus il est pur. Le but du démélange est alors de retrouver les sommets de ce simplexe.
Figure 4 – Représentation en deux bandes des observations non bruitées (points gris)
contenues dans le simplexe (en rouge).
0.3 Etat de l’art des méthodes de démélange linéaire spec-
tral
Les méthodes de démélange linéaire spectral développées jusqu’à présent ont pour
but de retrouver les spectres des endmembers présents dans l’image et leurs abondances
correspondantes. Toutefois, une phase de pré-traitement doit précéder les étapes d’esti-
mation. Cette phase a pour but d’augmenter la rapidité de convergence des algorithmes
proposés, de réduire l’espace de travail (au vu du volume important de données) et de
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filtrer le bruit. Pour ce faire, l’utilisation d’algorithmes de réduction de données est appro-
priée. Citons notamment l’Analyse en Composante Principale (ACP) [Jol86] projetant
les données dans l’espace engendré par les axes de plus grandes variances ou l’algorithme
Maximum Noise Fraction (MNF) [GBSC94] cherchant la projection maximisant le rap-
port signal sur bruit (SNR). Après cette étape de réduction de données, on poursuit
par l’étape de détermination des spectres des endmembers puis celle d’estimation des
abondances, ou étape d’inversion. Les deux étapes se font généralement dans cet ordre,
l’étape d’inversion nécessitant la connaissance préalable des spectres des endmembers. Il
est aussi possible de combiner les deux étapes en une seule, estimant ainsi conjointement
les abondances et les endmembers.
0.3.1 Méthodes d’extraction d’endmembers
Le point clé du démélange spectral linéaire réside dans la recherche de signatures
spectrales pures. Ces dernières peuvent être soit extraites de bibliothèques spectrales
(obtenues par des mesures en laboratoire), soit obtenues à partir de l’image observée. Il
est à noter que, tout en étant conscient du risque de possibles différences avec les données
observées (dues aux conditions d’acquisition), l’utilisation de bibliothèques spectrales
s’avère très avantageuse pour le démélange spectral lorsqu’elles sont à disposition. C’est
ce qui sera abordé dans le deuxième chapitre.
La connaissance du nombre de composants purs présents dans l’image est généra-
lement obligatoire pour extraire les endmembers. Ce nombre peut être estimé en effec-
tuant une ACP sur les vecteurs d’observations de l’image [KM02]. Considérant les valeurs
propres triées λi (i = 1, . . . , L) de la matrice de covariance des observations (on rappelle






où Lp < L peut être utilisée pour rechercher la dimension du sous-espace contenant
l’information pertinente liée aux données. Cette dimension est par exemple déterminée
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en fixant un seuil de qualité choisi tel que η soit suffisamment proche de 1 (η = 90% ou
η = 99%). Comme la dimension du simplexe est par définition égale à R − 1, on déduit
alors facilement le nombre d’endmembers R = Lp+1. Ce nombre des endmembers R peut
également être estimé en utilisant par exemple les méthodes HFC ou NWHFC décrites
dans [CD04] dont le principe général est de comparer les valeurs propres des matrices de
corrélation et de covariances des données en effectuant un test de Neyman-Pearson. À
chaque échec du test, le nombre d’endmembers est augmenté de 1. La méthode décrite
dans [LCDC09] est basée sur ce principe et permet d’estimer le nombre de pôles de
mélanges sans calculer la probabilité de fausse alarme et pour des SNR très faibles.
Le lecteur intéressé pourra consulter [PMPP04] et les références citées pour une liste
exhaustive des méthodes d’extraction d’endmembers (MEE) basées sur le modèle linéaire.
Parmi celles ci, on peut citer les célèbres algorithmes N-FINDR de Winter [Win99] et
Pixel Purity Index (PPI) de Boardman [Boa93]. Ces algorithmes cherchent à retrouver
le simplexe d’intérêt à partir de projections sur des espaces appropriés (PPI) ou bien
en calculant itérativement le simplexe de plus grand volume (N-FINDR). Néanmoins,
le PPI nécessite un nombre élevé d’itérations alors que le N-FINDR dépend fortement
des pixels initiaux sélectionnés pour le calcul du volume du premier simplexe. Un autre
algorithme, appelé Vertex Component Analysis (VCA) [NB05], exploite la projection
dans des sous-espaces orthogonaux afin de retrouver directement les endmembers. Ces
trois algorithmes se basent sur l’hypothèse de l’existence d’au moins un pixel pur dans
l’image. D’autres approches sont possibles comme la méthode Automated Morphologi-
cal Endmember Extraction (AMEE) intégrant des informations spatiales par l’utilisation
d’opérateurs morphologiques [PMPP02], ou bien la méthode Orthogonal Subspace Pro-
jection (OSP) [HC94] qui suit le même principe que la méthode VCA sans toutefois faire
l’hypothèse que les endmembers soient les sommets d’un simplexe.
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0.3.2 Méthodes d’inversion
Cette étape cherche à estimer au sein de chaque pixel les abondances de chaque
endmember retrouvé lors de l’étape précédente. Deux approches peuvent être envisagées
pour estimer ces coefficients.
La première approche pour estimer les abondances consiste à minimiser une fonction
de coût approprié. Le vecteur d’abondances a+p étant toujours soumis aux contraintes de
positivité et d’additivité (2), il s’agit donc d’un problème d’optimisation sous contraintes
d’égalité (additivité) et d’inégalité (positivité). Le recours à des méthodes numériques a
été envisagé pour obtenir des solutions optimales tout en incorporant de telles contraintes.
C’est le cas notamment pour l’algorithme Fully Constrained Least Squares (FCLS)
[HC01]. Cet algorithme itératif cherche à minimiser au sens des moindres carrés le critère
suivant (pour un pixel donné p) :
J(a+p ) = ‖yp −Ma+p ‖2,
sous la contrainte de positivité. La contrainte d’égalité est prise en compte en ajoutant
une observation fictive égale à d =
∑R
i=1 ai + b où b est un bruit additif. Cependant,
l’algorithme FCLS bien que très rapide ne converge pas nécessairement vers un mini-
mum global. L’algorithme Scaled Gradient Method (SGM) récemment développé dans
[TDTL09] propose une alternative à l’algorithme FCLS en se basant sur une méthode de
descente de gradient.
La deuxième approche pour estimer ces coefficients d’abondance fait appel aux mé-
thodes Bayésiennes, comme dans [DTC08]. Le principe de l’analyse Bayésienne est basé





Cette formule permet de calculer la loi a posteriori du paramètre d’intérêt (ici a+p ) en
fonction de la vraisemblance des observations f(yp|a+p ) et de la loi a priori de a+p . Après
calculs, plusieurs estimateurs peuvent être employés pour approcher a+p :
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– Estimateur MMSE : â+MMSE = E[a
+
p |yp]




Comme expliqué plus haut, les endmembers et les abondances peuvent être estimés
conjointement en une seule étape. Formellement, il s’agit de résoudre le problème de
séparation de sources aveugles en estimantM et A à partir des observations bruitées Y ,
sous les contraintes (2) et également de positivité pour chaque coefficient des spectres
de M . Une méthode communément admise pour résoudre les problèmes de séparation
de sources aveugles consiste à faire une Analyse en Composantes Indépendantes (ACI)
des données [CJH91]. Une telle méthode a déjà été appliquée à des problèmes de dé-
mélange spectral dans [BGC97]. Cependant, cette méthode se base sur l’indépendance
des sources, ce qui n’est pas le cas pour des images hyperspectrales puisque les coeffi-
cients d’abondance sont liés par les contraintes (2). Il semble en effet que, comme illustré
dans [DA05] et [NBD05], cette méthode n’est pas adaptée au problème de démélange des
images hyperspectrales. Elle peut cependant donner des résultats assez approximatifs
pour l’estimation des endmembers [ND04],[NB05].
Des approches alternatives basées sur des techniques nommées Nonnegative Matrix
Factorization (NMF) [PT94] ont été récemment proposées dans la littérature. Ces ap-
proches consistent de manière générale à factoriser une matrice en un produit de deux
matrices dont les coefficients sont positifs. L’algorithme proposé dans [PT94] met al-
ternativement à jour les matrices des sources suivant l’hypothèse de non-négativité.
L’algorithme NMF a été appliqué avec succès pour l’identification de constituants chi-
miques dans [SDB+04] ou pour le démélange d’images hyperspectrales dans [VPPP06].
Cependant, cet algorithme ne tient pas compte de la contrainte d’additivité. Plus récem-
ment, une autre méthode itérative d’optimisation, appelé Minimum Volume Constrained
- NMF (MVC-NMF) [MQ07], consiste à rajouter à l’algorithme NMF cette contrainte en
12 Introduction
imposant de retrouver le simplexe de volume le plus petit possible. Toutefois, les perfor-
mances de cet algorithme ont tendance à se dégrader lorsque le niveau de bruit augmente.
Une approche Bayésienne sous contraintes de volume minimal a été également proposée
dans [ASL10]. Un autre algorithme nommé Spatially Smoothness Constraint - NMF
(SSC-NMF) a été décrit dans [AZB07]. Les auteurs proposent de rajouter en plus des
contraintes de positivité et d’additivité une contrainte de similarité entre les abondances
des pixels voisins dans l’algorithme NMF. Dans [BKL+04], un algorithme itératif nommé
ICE (iterated constrained endmembers) se propose de minimiser un critère de pénalité,
compte tenu des deux contraintes. Comme démontré dans [ND07], les résultats de ICE
dépendent fortement des paramètres choisis pour l’algorithme.
Une autre manière de résoudre ce problème d’optimisation consiste à faire appel
aux méthodes Bayésiennes. De telles méthodes ont déjà été utilisées pour résoudre les
problèmes de séparation de sources aveugles (par exemple dans [Row02]). Les contraintes
peuvent être directement incorporées dans le modèle grâce à la formulation Bayésienne.
Ainsi l’approche développée dans [PMS+00] propose de formaliser par cette méthode le
problème d’estimation conjointe des endmembers et des coefficients d’abondance. Elle
repose sur un modèle autorégressif ad hoc du spectre des endmembers. Ce modèle peut
conduire à des spectres estimés négatifs ce qui est clairement un inconvénient majeur
de la méthode. La méthode mise en œuvre dans [DMC+09] impose une contrainte de
positivité pour les spectres en plus des contraintes sur les abondances. Les méthodes
Bayésiennes pour la résolution des problèmes de séparation de sources nécessitent une
étape de prétraitement. C’est ainsi qu’une ACP est utilisée pour l’algorithme proposé
dans [DMC+09] ou bien une ACI pour la méthode décrite dans [MHS+08].
0.4 Contributions
Nous avons mis en évidence dans ce qui précède que le démélange spectral constitue
le pivot de l’analyse d’images hyperspectrales. Nous avons également expliqué l’intérêt
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d’utiliser un modèle linéaire sur lequel est basé la quasi-totalité des algorithmes de dé-
mélange. Un bref état de l’art a résumé les deux étapes de démélange (extraction des
endmembers et inversion) tout en n’oubliant pas de parler des méthodes conjointes de
démélange linéaire spectral.
Cette thèse se focalise sur les problèmes d’inversion pour le démélange linéaire spectral
par une approche Bayésienne. L’originalité de notre travail repose sur l’utilisation d’un
modèle statistique différent du MML en vue de résoudre le problème d’inversion. Ce
modèle, proposé par Eismann et Stein dans [ES07] et appelé Normal Compositional Model
(NCM), considère les spectres du mélange comme des vecteurs aléatoires, contrairement
au MML où ces vecteurs sont déterministes. Nous avons montré que ce modèle est très
bien adapté à des images hyperspectrales contenant peu de pixels associés à des matériaux
purs [EDMT10]. A partir de cette remarque, nous avons développé plusieurs algorithmes
Bayésiens associés à ce modèle NCM :
– Une approche supervisée permet d’estimer les coefficients d’abondance en prenant
en compte les erreurs d’estimation des méthodes d’extraction d’endmembers. Les
endmembers étant supposés aléatoires, on peut considérer que les R vecteurs du
modèle partagent la même variance ou possèdent des variances distinctes. Après
établissement d’un modèle hiérarchique Bayésien et calcul de la loi a posteriori, la
forme complexe de cette loi nous impose d’utiliser un algorithme d’échantillonnage
sophistiqué afin de pouvoir calculer les estimateurs Bayésiens classiques tels que
les estimateurs MAP ou MMSE. C’est pour cette raison que nous faisons appel
aux méthodes de Monte Carlo par Chaînes de Markov (MCMC) [RC04]. L’ algo-
rithme de Gibbs hybride, développé dans cette étude, va générer des échantillons
suivant la loi a posteriori. Ces échantillons vont alors être employés pour donner
une estimation de nos coefficients d’abondance [EDMT10].
– Une approche semi-supervisée donne une estimation du nombre de composants purs
R présents dans un pixel. Cette non-connaissance de ce paramètre implique que la
nature des spectres présents dans l’image est inconnue. Notre modèle suppose alors
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que ces spectres appartiennent à une bibliothèque spectrale connue. Le paramètre
R ajustant la dimension du vecteur d’abondances, il est nécessaire de faire appel
à une méthode d’ajustement de dimension. C’est pourquoi l’algorithme de Gibbs
hybride développé pour la méthode supervisée sera adapté à cette approche et
conjointement utilisé avec une méthode à sauts réversibles [Gre95]. Cet algorithme
original va permettre ainsi d’estimer R, le vecteur d’abondances et de donner la
nature des spectres impliqués dans le mélange [EDT10b].
– Une généralisation de ce modèle permet de prendre en compte l’existence des corré-
lations entre les pixels voisins de l’image. Plus précisément, la méthode développée
va faire appel aux champs de Markov aléatoires. Cet outil, très utilisé dans la com-
munauté du traitement de l’image, nécessite tout d’abord de définir des étiquettes
pour tous les pixels de l’image. Les champs de Markov admettent que la valeur
d’une étiquette d’un pixel dépend de la valeur des pixels d’un voisinage donné. La
valeur de l’étiquette d’un pixel donné est fonction d’une distribution de probabilité
de type Gibbs [Bes74]. Ces étiquettes ont été fixées en fonction des moyennes et
variances des vecteurs d’abondances d’un certain groupe de pixels, cherchant ainsi
à représenter des zones homogènes. Pour intégrer ces champs de Markov aux al-
gorithmes déjà proposés, quelques modifications ont dû être entreprises. La plus
importante concerne la reparamétrisation des coefficients d’abondance (sous les
contraintes de positivité et d’additivité) afin que leurs distributions a priori soient
plus adaptées aux champs de Markov. Comme précédemment, une méthode MCMC
va être employée et appliquée à l’ensemble des pixels. Les abondances des pixels,
par l’intermédiaire de leur reparamétrisation, seront estimées conjointement avec
les étiquettes des pixels [EDT10a].
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1.1 Introduction
Les méthodes d’inversion dont nous avons rappelé le principe dans la partie précédente
sont basées sur le modèle de mélange linéaire (MML). Nous rappelons que ces méthodes
opèrent en général en mode supervisé, c’est-à-dire que les signatures des spectres des
matériaux purs sont considérés comme connus (extraits par une MEE ou appartenant à
une bibliothèque). Deux méthodes peuvent être envisagées pour estimer les coefficients
d’abondances. Dans un premier temps il est possible de procéder par optimisation d’un
critère, au sens des moindres carrés par exemple. Le plus célèbre algorithme exploitant un
tel critère est connu sous le nom de Fully Constrained Least Squares (FCLS) [HC01]. La
deuxième approche consiste à exploiter la formule de Bayes pour déduire une estimation
des coefficients d’abondances. Une telle approche a été spécifiquement employée pour
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ce problème dans [DTC08]. Il faut préciser que des méthodes MCMC ont été utilisées
pour contourner le problème de la complexité de la loi jointe a posteriori des paramètres
d’intérêt.
Le MML bien que très utilisé n’est pas exempt de tout défaut pour l’analyse d’images
hyperspectrales [KM02]. En particulier, le rapport entre la variance intra-classe (intrin-
sèquement aux endmembers) et la variance inter-classe (entre les endmembers) peut
conduire à questionner la validité de l’hypothèse d’un spectre déterministe [ES07]. De
plus, comme mentionné précédemment, les MEE basées sur le MML supposent que
l’image contient au moins un pixel pur. Lorsque cette hypothèse n’est pas satisfaisante,
ces MEE peuvent être inefficaces. Ce problème, soulevé dans [NB05], est illustré sur la
figure 1.1. La figure montre 1) les projections sur deux bandes spectrales (les deux axes
les plus discriminants identifiés par une ACP) des R = 3 endmembers (les étoiles rouges
correspondent aux sommets du triangle rouge), 2) le domaine en deux bandes contenant
toutes les combinaisons linéaires des R = 3 endmembers (le triangle rouge) et 3) le sim-
plexe en deux bandes estimés par l’algorithme N-FINDR utilisant les pixels (représentés
en noirs). Étant donné qu’aucun pixel n’est proche des sommets du triangle rouge, l’al-
gorithme N-FINDR estime un simplexe beaucoup plus petit (en bleu) que le réel (en
rouge).
Un autre modèle statistique connu sous le nom de Normal Compositional Model
(NCM) a récemment été proposé par Eismann et Stein dans [ES07]. L’utilisation du
NCM permet de contourner certains problèmes inhérents au MML (décrits ci-dessus) en
supposant que les pixels de l’image hyperspectrale observée sont une combinaison linéaire
d’endmembers aléatoires (au lieu d’être déterministe comme dans le MML) dont les
moyennes sont connues (résultant d’une MEE comme les algorithmes N-FINDR ou VCA
par exemple). Ce modèle autorise les endmembers à se situer à une certaine distance des
pixels observés, ce qui constitue une intéressante propriété pour le problème illustré sur la
figure 1.1. En d’autres termes, une certaine « marge d’erreur » concernant l’estimation de
ces signatures spectrales pures est modélisée par le caractère aléatoire des endmembers.
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Figure 1.1 – Représentation en deux bandes des endmembers présents dans l’image (en
rouge), des résultats du N-FINDR (en bleu) et des pixels (en noir).
Ainsi, ce modèle permet une plus grande flexibilité par rapport aux endmembers et aux






où les er sont des vecteurs Gaussiens indépendants de moyennes connues. Nous rappelons
également les contraintes de positivité et d’additivité du vecteur d’abondances : ar ≥ 0,∀r = 1, . . . , R,∑R
r=1 ar = 1.
(1.2)
Le bruit additif est absent de l’équation (1.1) puisque la nature aléatoire des endmembers
représente déjà une certaine incertitude liée aux endmembers. Sauf mention contraire,
nous admettons que la matrice de covariance de chaque vecteur er est proportionnelle
à la matrice identité. L’hypothèse simplificatrice d’une même variance dans toutes les
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bandes a déjà été utilisée dans plusieurs études comme par exemple [Set96, MSS01]. Il
faut cependant noter que des modèles plus sophistiquées avec des variances différentes
dans chaque bande spectrale peuvent être étudiés [DTH08].
Ce chapitre décrit un estimateur Bayésien nous permettant d’estimer les abondances
dans le cadre du NCM (1.1) sous les contraintes de positivité et d’additivité (1.2). L’ap-
proche adoptée définit des lois a priori pour les coefficients d’abondance du NCM satis-
faisant aux contraintes mentionnées ci-dessus, de la même manière que dans [DTC08].
Plus précisément, ces coefficients sont munis d’une loi a priori uniforme sur un simplexe
de dimension R. De plus, on définit une loi conjuguée inverse-Gamma pour la variance
des endmembers. Les hyperparamètres du modèle sont fixés soit en utilisant les informa-
tions appropriées à disposition, soit en les estimant conjointement avec les paramètres
inconnus. Une approche classique consiste à prendre des lois vagues a priori pour les hy-
perparamètres, résultant en la construction de plusieurs niveaux d’inférence Bayésienne.
On parle alors de modèle Bayésien hiérarchique [RC04, p. 392]. Les paramètres et hy-
perparamètres d’un modèle Bayésien hiérarchique peuvent être estimés en utilisant leur
loi a posteriori. Dans le contexte du démélange d’images hyperspectrales, la loi jointe
a posteriori est trop complexe pour obtenir une expression analytique des estimateurs
MMSE et MAP des abondances. Pour pallier cette complexité, il est possible d’employer
l’algorithme Expectation-Maximization (EM) [RC04] qui a été justement appliqué au
modèle NCM dans [Ste03, ES07]. Mais cet algorithme présente quelques inconvénients,
notamment de convergence vers des maxima locaux [DI96, p. 259]. Ces lacunes peuvent
être contournées en faisant appel aux méthodes de Monte Carlo par Chaînes de Markov
(MCMC) qui permettent de générer des échantillons distribués suivant la loi a posteriori
d’intérêt (ici la loi jointe a posteriori des abondances et des variances des endmembers).
Ce chapitre généralise au modèle NCM l’algorithme hybride de Gibbs développé dans
[DTC08].
Le chapitre est organisé comme suit. Le paragraphe 1.2 donne la loi a posteriori du
vecteur des paramètres inconnus résultant du modèle Bayésien proposé. Le paragraphe
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1.3 étudie l’échantillonneur de Gibbs hybride qui est employé pour générer des échan-
tillons distribués suivant cette loi a posteriori. Les paragraphes 1.4 et 1.5 étendent le
modèle proposé à un cas où les spectres des endmembers ont des variances différentes.
Des résultats de simulations conduites sur des données synthétiques sont présentés au
paragraphe 1.6. En particulier, des comparaisons entre les modèles Bayésiens proposés
et des algorithmes de démélanges classiques sont présentées. D’autres résultats obtenus
sur des images réelles, font l’objet du paragraphe 1.7.
1.2 Modèle Bayésien hiérarchique
Dans ce paragraphe, la fonction de vraisemblance et les lois a priori choisies pour le
modèle NCM sont définies. Une attention particulière est portée à la définition de la loi
a priori des abondances respectant les contraintes de positivité et d’additivité.
1.2.1 Vraisemblance
Le modèle NCM suppose que les spectres des endmembers er, r = 1, . . . , R sont des
vecteurs Gaussiens indépendant de vecteurs moyenne connus mr, r = 1, . . . , R. Comme
nous l’avons dit en introduction, on suppose dans un premier temps que la matrice de
covariance de chaque endmember s’écrit w2IL, où IL est la matrice identité de taille
L × L et w2 est la variance des endmembers dans chaque bande spectrale. Au final, la
loi de probabilité pour les endmembers s’écrit :
er|mr, w2 ∼ N (mr, w2IL), (1.3)
où N (m,Σ) dénote la loi Gaussienne multivariée de vecteur moyenne m et de matrice
de covariance Σ.
Partant de (1.1) et de l’indépendance a priori entre les différents spectres des end-
members, la vraisemblance du spectre d’un pixel observé y peut s’écrire comme :
f
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où ‖x‖ =
√
















Il faut noter que la moyenne et la variance de cette loi de probabilité dépendent
du vecteur des abondances a+, ce qui n’était pas le cas pour le MML introduit dans
[DTC08].
1.2.2 Lois a priori des paramètres
Abondances
Les contraintes d’additivité inhérentes au modèle de mélange permettent de réécrire
le vecteur d’abondance : a+ =
[
aT , aR
]T où a = [a1, . . . , aR−1]T et aR = 1 −∑R−1r=1 ar.
De plus, afin de satisfaire aux contraintes de positivité, le vecteur a doit appartenir au










Nous proposons de choisir une loi uniforme sur S comme loi a priori pour le vecteur
partiel des abondances a, étant donné que nous n’avons aucune autre information sur
les abondances que la positivité et l’additivité :
f(a) ∝ 1S(a), (1.7)
où ∝ signifie « proportionnel à » et 1S(·) est la fonction indicatrice définie sur l’ensemble
S :
1S(a) =
 1, si a ∈ S ;0, sinon. (1.8)
Remarque : N’importe quel coefficient d’abondance peut être retiré du vecteur a+
et pas nécessairement le dernier aR. Pour des raisons de symétries, l’algorithme proposé
dans le paragraphe suivant supprimera un coefficient d’abondance du vecteur a+ choisi
aléatoirement parmi {1, . . . , R}. Pour simplifier, nous avons supposé que ce coefficient
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est aR. De même, afin d’être le plus concis possible, les notations µ(a) et c(a) seront
utilisées par la suite en lieu et place des quantités µ (a+) et c (a+) définies dans (1.5) où




La loi a priori de w2 est une loi conjuguée inverse-Gamma :
w2|δ ∼ IG(ν, δ), (1.9)
où ν et δ sont deux hyperparamètres ajustables (respectivement appelés paramètres de
forme et d’échelles [RC04, p. 582]). Il est admis dans le reste du chapitre que ν = 1
(hypothèse classique comme en attestent [PADF02] ou [DTD07]).
Hyperparamètre δ
Pour estimer l’hyperparamètre δ, il convient de lui choisir une loi a priori non in-
formative, introduisant ainsi un deuxième niveau d’inférence Bayésienne conformément
aux modèles Bayésiens hiérarchiques. Une approche naïve consisterait à choisir une loi
uniforme pour modéliser cette absence d’information. Le problème est que cette loi n’est
pas invariante par reparamétrisation [Dob07], ce qui nous pousse à nous interroger sur
le réel caractère non informatif de cette loi. Dans [Jef46], Jeffreys propose comme loi
non informative de prendre la racine carrée de l’information de Fisher du modèle [RC04,









Comme f(w2|δ) a été définie au dessus, la loi de probabilité de δ peut être déterminée.




Cette loi reflète le manque de connaissance sur l’hyperparamètre δ.
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1.2.3 Loi a posteriori des paramètres
La vraisemblance et les lois a priori définies ci-dessus permettent de déterminer la
loi a posteriori du vecteur des paramètres inconnus θ = {a, w2} à l’aide de la formule de
Bayes :
f(θ, δ|y) ∝ f(y|θ)f(θ |δ)f(δ) (1.12)
où f(y|θ) et f(δ) ont été définis respectivement dans (1.4) et (1.11). On suppose que les
paramètres inconnus sont a priori indépendants, ce qui mène à f(θ |δ) = f(a)f(w2|δ),
d’où :














Cette loi jointe a posteriori est trop complexe pour pouvoir calculer les estimateurs
Bayésiens classiques MMSE et MAP (notons que le numérateur et le dénominateur du
terme contenu dans l’exponentielle dépendent tous les deux de a). Comme expliqué
précédemment, la solution que nous envisageons pour cette étude réside dans l’utilisation
de techniques d’échantillonnage stochastique de type MCMC. Ces méthodes permettent
de générer des échantillons θ(t) (avec t = 1, . . . , NMC, t étant l’indice de l’échantillon)
asymptotiquement distribués suivant la loi d’intérêt. Les estimateurs MMSE et MAP





θ(t), θˆMAP ≈ arg max
θ(t)
f(θ(t)|y).
Le paragraphe suivant montre qu’une stratégie basée sur un échantillonneur de Gibbs
hybride permet de générer les abondances et les variances suivant la loi jointe a posteriori
(1.13).
1.3 Echantillonneur de Gibbs hybride
Ce paragraphe présente un échantillonneur de Gibbs hybride générant des échantillons
suivant la loi jointe a posteriori f(θ, δ|y). Plus exactement, chaque paramètre sera généré
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suivant sa loi conditionnelle. Lorsque cette génération n’est pas possible directement, une
méthode hybride appelé Metropolis-within-Gibbs est employée : elle combine l’algorithme
de Metropolis-Hastings [GRS96] avec l’échantillonneur de Gibbs. L’algorithme complet
est décrit dans Algo. 1.2.
1.3.1 Loi conditionnelle de a
Le théorème de Bayes donne :
f(a|y, w2) ∝ f(y|θ)f(a) (1.14)
ce qui mène facilement à :









Cette loi conditionnelle est définie sur le simplexe S. Ainsi, le vecteur généré a+ vérifie
les contraintes de positivité et d’additivité. Pour générer suivant (1.15), un algorithme
de Metropolis-within-Gibbs va être employé (voir Algo. 1.1). Plus précisément, la gé-
nération des échantillons est basée sur une marche aléatoire [RC04, p.245] avec une loi
Gaussienne N (0, u2r) comme loi de proposition. La variance u2r de cette loi instrumentale
est fixée de manière à obtenir un taux d’acceptation entre 0.15 et 0.5 comme recommandé
dans [Rob96, p.55]. Une procédure d’acceptation-rejet devant suivre la génération des
candidats permet de s’assurer qu’ils appartiennent bien à S.
1.3.2 Loi conditionnelle de w2
La loi conditionnelle de w2 s’écritf
(
w2|y,a, δ) ∝ f(y |θ)f (w2|δ). C’est à dire, la loi
inverse Gamma telle que :
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Algo. 1.1 Algorithme de Metropolis-within-Gibbs pour la simulation des abondances.
1. Générer a∗ selon loi Gaussienne N (0, u2r)
2. Test d’acceptation/rejet :
(a) si a∗ ∈ S, accepter ce candidat (accepter)
(b) si a∗ /∈ S, retour étape 1 (rejeter)






















4. Test acceptation/rejet :
(a) prendre a(t+1) = a(t) avec proba 1− ρ (rejeter)
(b) prendre a(t+1) = a∗ avec proba ρ (accepter)
5. Poser a+ =
[
aT , 1−∑R−1r=1 ar]
1.3.3 Loi conditionnelle de l’hyperparamètre








où G(a, b) est la loi Gamma de paramètre de forme a et de paramètre d’échelle b [RC04,
p. 581].
Algo. 1.2 Échantillonneur de Gibbs hybride pour le démélange spectral utilisant le
NCM
1. Initialisation :
– Échantillonner δ(0) à partir de la densité de probabilité définie dans Eq. (1.11),
– Échantillonner w2(0) à partir de la loi définie dans Eq. (1.9),
2. Itérations : Pour t = 1, 2, . . ., faire
– Échantillonner a(t) à partir de la loi définie dans Eq. (1.15) employant une étape
de Metropolis-Hastings (voir Algo. 1.1),
– Échantillonner w2(t) à partir de la loi définie dans Eq. (1.16),
– Échantillonner δ(t) à partir de la loi définie dans Eq. (1.17),
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1.4 Extension aux cas d’endmembers de variances différentes
Jusqu’à présent, tous les spectres des endmembers partageaient la même variance w2.
Ce paragraphe explore un cas où les endmembers ont des variances différentes. Ce cas
de figure est intéressant lorsque l’on décide d’accorder divers degrés de confiance aux
moyennes estiméesmr (r = 1, . . . , R) retrouvées par les algorithmes N-FINDR ou VCA.
Ainsi, on introduit un vecteur de variances w =
[
w21, . . . , w
2
R
]T où w2r est la variance du
r-ième endmember. Tenant compte de cette hypothèse, nous avons :









Si les lois a priori choisies pour w2r (r = 1, . . . , R) ne sont pas suffisamment informa-
tives, des problèmes d’identifiabilité peuvent survenir. En effet, pour R composants purs
impliqués dans le mélange, la log-vraisemblance peut s’écrire :











r . Recherchant les valeurs du vecteur
w qui maximise la log-vraisemblance, on égalise ses R dérivées partielles à zéro :
∂ log f(y|w)
∂w21






















Par conséquent, la vraisemblance f (y|w,a) possède une infinité de maxima situés sur





w21, . . . , w
2
R
]T ∣∣∣∣C(a,w) = 2KL
}
. (1.21)
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Ce problème d’identifiabilité peut être contourné lorsque plusieurs pixels avec les mêmes
caractéristiques sont considérés. Prenant l’hypothèse que le vecteur des variances w est



















où ar,p dénote le coefficient d’abondance du r-ième endmember dans le p-ième pixel,
Kp = 12‖yp − µ(ap)‖2, ap = [a1,p, . . . , aR−1,p]T et yp est le spectre mesuré du p-ième












a21,P · · · a2R,P






Ainsi, le vecteur w maximisant la vraisemblance est unique à la condition que le rang de
la matrice Λ soit égal à R.
Exemples
Dans ce paragraphe, la condition d’identifiabilité est illustrée pour différents nombres
de pixels générés avec un mélange de 2 endmembers. Comme base de départ, un pixel a été
généré avec w = [0.006, 0.002]T . La figure 1.2 (en haut) représente la log-vraisemblance
correspondante en fonction de (w21, w22) pour P = 1 pixel. Cette figure montre clairement
que les maxima sont atteints pour une infinité de couples (w21, w22) situés sur un hyperplan
(ici, une droite).
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(a) Tracé 3D (b) Vue de dessus
(c) Tracé 3D (d) Vue de dessus
(e) Tracé 3D (f) Vue de dessus
Figure 1.2 – Vraisemblance pour (de haut en bas) P = 1, 2, 9 pixels en fonction de
(w21, w
2
2). (a) Vue 3D. (b)Vue de dessus.
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La figure 1.2 (au centre) représente le cas où le nombre de pixels P est égal à 2. Un
unique maximum peut être constaté car le rang de Λ est égal à 2 pour cet exemple. Les ré-
sultats de la figure 1.2 (en bas) obtenus pour P = 9 pixels montrent que la vraisemblance
est plus piquée autour des valeurs réelles de w que dans le cas P = 2 pixels.
1.4.2 Modèle Bayésien hiérarchique
Ce paragraphe décrit le modèle Bayésien hiérarchique proposé lorsque les endmembers
ont des variances différentes. Compte tenu des conclusions du précédent paragraphe, P




er,pαr,p, p = 1, . . . , P (1.24)
où er,p|mr, w2r ∼ N (mr, w2rIL), mr = [mr,1, . . . ,mr,L]T représente le vecteur moyenne
(connu) des endmembers er,p, et w =
[
w21, . . . , w
2
R
]T est le vecteur des variances incon-
nues. La notation er,p nous permet d’établir l’hypothèse d’indépendance entre les spectres
des pixels yp (p = 1, . . . , P ). En effet, si les vecteurs moyennes et les variances sont les
mêmes pour chaque pixel, les réalisations des endmembers restent différentes. La vrai-
semblance jointe pour l’ensemble des P pixels peut donc s’écrire comme le produit des
vraisemblances. Cette dernière est décrite ci-dessous en plus des lois a priori associées
aux différents paramètres du modèle.
Vraisemblance
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Comme précisé plus haut, les spectres des pixels yp (p = 1, . . . , P ) sont a priori supposés
indépendants. La vraisemblance jointe pour l’ensemble des P pixels peut donc s’écrire :












avec Y = [y1, . . . ,yP ] et A =
[






Des lois uniformes sur le simplexe défini dans (1.6) ont été choisies comme lois a priori





Les lois a priori pour les variances des endmembers sont des lois conjuguées inverse-
Gamma avec comme hyperparamètre δ (similaire à (1.9)). Une loi de Jeffreys est choisie
pour l’hyperparamètre δ comme au paragraphe 1.3.3.
1.5 Algorithme MCMC
Comme dans le cas précédent, un échantillonneur hybride de Metropolis-within-Gibbs
sera employé pour générer des échantillons asymptotiquement distribués suivant la loi
jointe des vecteurs d’abondances et des variances des endmembers. L’échantillonneur




pour chaque pixel p = 1, . . . , P , w2r suivant
f
(
w2r |w-r,Y ,A, δ
)
pour chaque endmember r = 1, . . . , R (w-r dénote le vecteur des
variances w dont la r-ième composante a été retirée), et δ selon f(δ|w).
1.5.1 Génération des abondances
La loi conditionnelle a posteriori du vecteur d’abondances ap est indépendante des
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La génération de ap suivant cette distribution est réalisée par une étape de Metropolis-
Hastings, dont l’algorithme est similaire à celui présenté dans Algo. 1.1.
1.5.2 Génération des variances
La loi conditionnelle a posteriori de w2r peut se définir selon la relation suivante :






w21, . . . , w
2
r−1, w2r+1, . . . , w2r





i , quelques calculs
élémentaires permettent d’obtenir (voir Annexe A) :
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Échantillonner suivant cette loi peut se faire à l’aide d’une étape de Metropolis-Hastings.
La loi a priori de w2r étant une loi inverse Gamma, nous avons choisi une loi de proposition
inverse Gamma :
w2r ∼ IG (αw, βw) , (1.30)
où αw et βw sont des paramètres réglables. Ces paramètres ont été choisis de manière
à obtenir la moyenne et la variance de (1.16), ce qui améliore le taux d’acceptation de
l’échantillonneur.
1.5.3 Génération de l’hyperparamètre










L’algorithme détaillant les étapes décrites ci-dessus est présenté dans Algo. 1.3.
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Algo. 1.3 Démélange spectrale employant le NCM avec différentes variances
1. Initialisation :
– Échantillonner l’hyperparamètre δ(0) à partir de la loi dans Eq. (1.11),




, . . . , w2R
(0)
]
à partir de la loi dans Eq. (1.9),
– Pour chaque pixel p, échantillonner a(0) suivant une loi uniforme définie sur S,
2. Itérations : Pour t = 1, 2, . . ., faire
– Pour p = 1, . . . , P , échantillonner a(t)p à partir de la loi dans Eq. (1.28) utilisant
une étape de Metropolis-Hastings,
– Pour r = 1, . . . , R, échantillonner w2r
(t) à partir de la loi dans Eq. (1.29) utilisant
une étape de Metropolis-Hastings,
– Échantillonner δ(t) à partir de la loi dans Eq. (1.31),
1.6 Résultats de simulations sur des données synthétiques
Ce paragraphe illustre les performances des deux algorithmes de démélange propo-
sés via des simulations effectuées sur des données synthétiques. Ces simulations ont été
effectuées à l’aide de pixels observés sur L = 276 bandes spectrales de longueur d’ondes
allant de 0.4µm à 2.5µm (du visible au proche infrarouge).
1.6.1 Algorithme NCM avec des endmembers de même variance
Les simulations présentées dans ce paragraphe ont été obtenues à partir de l’algo-
rithme décrit au paragraphe 1.3. Un mélange synthétique avec R = 2 composants purs
est considéré dans cette expérience. Cet exemple trivial a pour avantage d’avoir peu de
paramètres dont les lois conditionnelles peuvent être représentées plus facilement. Les
moyennes des endmembersm1 etm2 ont été extraites des bibliothèques spectrales four-
nies par le logiciel ENVI [RSI03]. Ces spectres correspondent au béton de construction
et à l’herbe verte et sont illustrés sur la figure 1.3.
La variance des endmembers est w2 = 0.01. Le mélange linéaire considéré dans ce
paragraphe est construit avec comme valeur des abondances a+ = [0.3, 0.7]T . La figure
1.4 montre les lois conditionnelles des abondances générées par l’échantillonneur de Gibbs
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Figure 1.3 – Spectres des endmembers : béton de construction (trait continu), herbe
verte (trait pointillés).
proposé avec NMC = 25000 itérations incluant Nbi = 5000 itérations de chauffage (qui
ne seront pas utilisées pour l’estimation des paramètres). Ces lois sont bien en accord
avec les valeurs réelles des abondances. La figure 1.5 montre la loi conditionnelle de w2
estimée par l’algorithme proposé qui est également en accord avec la valeur de la variance
w2 = 0.01.
Figure 1.4 – Loi conditionnelle estimée des abondances [a1, a2]T .
L’algorithme proposé a également été testé pour différentes valeurs du SNR. La figure
1.6 montre les estimations MAP des abondances ar et les écarts-types correspondants en
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Figure 1.5 – Lois conditionnelles estimées de la variance w2.
fonction du SNR. Il est important de signaler que l’algorithme Bayésien proposé permet
d’établir des intervalles de confiance pour les différentes estimations. Ces intervalles sont
calculés à partir des échantillons générés par l’algorithme de Gibbs. Il faut noter que les
SNR des spectromètres actuels comme AVIRIS sont rarement inférieurs à 20dB après
que les bandes d’absorption de vapeur d’eau soient rejetées [Gre98]. Les résultats de la
figure 1.6 indiquent que l’algorithme Bayésien proposé permet d’obtenir des résultats
satisfaisants pour différents SNR. Cette figure montre également que les estimations de
ar convergent (au sens des moindres carrés) vers les valeurs réelles de ar quand le SNR
augmente.
1.6.2 Algorithme NCM avec différentes variances
Les performances de l’algorithme décrit dans le paragraphe 1.5 sont mises en évidences
grâce aux résultats de simulations sur des données synthétiques. Dans ces simulations,
P = 3 pixels ont été générés en mélangeant R = 3 endmembers suivant (1.24). Les valeurs
des paramètres sont :
– Pixel 1 : a+1 = [0.5, 0.3, 0.2]
T ,
– Pixel 2 : a+2 = [0.4, 0.1, 0.5]
T ,
– Pixel 3 : a+3 = [0.1, 0.3, 0.6]
T .
Les variances des R = 3 endmembers sont les mêmes pour chacun des pixels et sont
égales à :
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Figure 1.6 – Estimations MAP (croix) et écarts-types (barres verticales) des compo-
santes de a+ en fonction du SNR.
– w21 = 0.004,
– w22 = 0.002,
– w23 = 0.0035.
La figure 1.7 montre les lois conditionnelles estimées des variances w2r (r = 1, . . . , R) qui
sont clairement centrées autour des valeurs réelles des différentes variances. Les histo-
grammes des abondances générées pour chaque pixel par l’algorithme de Gibbs proposé
sont représentées sur la figure 1.8. Ces résultats sont en accord avec les valeurs réelles
des abondances.
Il est possible de comparer les performances de l’algorithme basé sur des variances
distinctes (dépeint au paragraphe 1.5) avec celles de l’algorithme basées sur une unique
variance pour les endmembers (décrit au paragraphe 1.3). P = 9 pixels synthétiques,
générés selon le modèle proposé avec des variances distinctes, ont été démélangés par ces
deux algorithmes. Les erreurs quadratiques moyennes (EQM) des vecteurs d’abondances
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Figure 1.7 – Lois conditionnelles estimées des variances pour P = 3 pixels.
sont ensuite calculées pour ces algorithmes à l’aide de 100 simulations de Monte Carlo. La
table 1.1 affiche les résultats correspondants et montre qu’en tenant compte de variances
différentes, les performances d’estimations s’en trouvent améliorées au prix d’un coût
calculatoire plus élevé.
Table 1.1 – EQM globale du vecteur d’abondance pour le NCM avec une unique variance
et avec des variances distinctes.
NCM avec une variance NCM avec plusieurs variances
1.72× 10−2 1.54× 10−2
1.6.3 Comparaison avec d’autres algorithmes
Dans cette partie, l’algorithme développé dans le paragraphe 1.5 est comparé avec
d’autres méthodes de démélange précédemment proposé dans la littérature. Plus préci-
sément, nous comparons les stratégies de démélange spectral suivantes :
– l’algorithme présenté au paragraphe 1.2 (nommé « NCM Bayésien »),
– un algorithm Bayésien basé sur le MML (nommé « MML Bayésien ») [DTC08],
– l’algorithm fully constrained least-squares (FCLS) [HC01],
– l’algorithme MVC-NMF [MQ07],
– la méthode NN-ICA [PO04],
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Figure 1.8 – Lois conditionnelles estimées des abondances pour chaque pixel (haut :
pixel 1, centre : pixel 2, bas : pixel 3).
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Les trois premiers algorithmes, à savoir le NCM Bayésien et les deux algorithmes
développés dans [DTC08] et [HC01] sont précédés par l’algorithme VCA comme méthode
d’extraction d’endmember (MEE). Cependant, d’autres MEE auraient également pu être
utilisées à la place du VCA (tels que le N-FINDR ou encore l’algorithme PPI [Boa93]) 1.
P = 625 pixels ont été générés selon le MML avec R = 6 endmembers et un bruit blanc
Gaussien additif conduisant à un SNR de 20dB. Afin d’évaluer la flexibilité du NCM par
rapport à l’absence de pixels purs, nous avons retiré de l’image synthétique les spectres
observés proches des moyennes des endmembers, soit ∀p, r 1L
∥∥yp −mr∥∥2 < ε où le seuil
ε est fixé à 6.0× 10−2. Dès lors, les pixels purs sont bien enlevés de l’image synthétique.






(aˆr,p − ar,p)2 (1.32)
où aˆr,p dénote l’estimateur MMSE de l’abondance ar,p. Le tableau 1.2 montre les EQM
globales pour les cinq différentes méthodes de démélange mentionnées précédemment
(NCM Bayésien, MML Bayésien, FCLS, MVC-NMF et NN-ICA). L’algorithme NCM
Bayésien proposé obtient clairement de meilleurs résultats que les autres algorithmes de
démélange. Cette amélioration des performances d’estimations obtenues avec le NCM est
due à la robustesse du modèle à l’absence de pixels purs dans l’image.
Nous reportons également dans le tableau 1.3 l’erreur de construction globale pour






‖yp −Maˆ+p ‖2. (1.33)
Ces résultats ont été obtenus pour les algorithmes NCM Bayésien, MML Bayésien et
FCLS 2. Les algorithmes MML Bayésien et FCLS nécessitent la connaissance a priori
1. Remarquons également que les méthodes MVC-NMF et NN-ICA ne sont pas de simples méthodes
d’inversion mais des méthodes conjointes. Par conséquent, ces méthodes n’ont pas besoin d’être précédées
par une MEE. Nous avons également voulu comparer les performances de l’algorithme proposé dans ce
travail avec des méthodes conjointes.
2. Les algorithmes MVC-NMF et NN-ICA ont été ignorés pour cette comparaison puisqu’il s’agit de
méthodes conjointes. Du coup, de petites erreurs de reconstructions pour ces algorithmes n’impliquent
pas nécessaire un démélange spectral réussi.
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Table 1.2 – EQM globales de chaque coefficient d’abondance pour différents algorithmes
de démélanges (×10−3).
NCM Bayésien MML Bayésien FCLS MVC-NMF NN-ICA
EQM21 7.8 13 9.1 7.7 18.2
EQM22 9.6 10.4 9.9 24.1 41.4
EQM23 8.5 23.2 10.2 45.4 45.2
EQM24 8.2 15.9 8.8 26.2 45.3
EQM25 10.2 14.8 11.5 12.5 46.8
EQM26 10.8 11.7 11.5 35.6 44.9
des spectres déterministes m1, . . . ,mR contenus dans la matrice M . Par conséquent,
la matrice des endmembers M (en donnée) est également utilisée pour le calcul des
erreurs de reconstructions associé au NCM Bayésien pour une comparaison équitable.
Comme montré dans la table 1.3, le NCM Bayésien fournit les plus petites erreurs de
reconstruction.
Table 1.3 – Erreurs de reconstruction pour les algorithmes NCM Bayésien, MML Bayé-
sien et FCLS.
NCM LMM FCLS
e 1.26 1.32 1.28
Enfin, les performances de ces trois algorithmes ont été comparées dans le cas d’une
image synthétique comprenant des pixels purs. L’intérêt d’une telle expérience réside dans
le cas où l’on doit choisir entre ces trois algorithmes pour analyser une image contenant
des pixels purs, alors que précédemment, nous avons cherché à évaluer la robustesse de
ces algorithmes par rapport à l’absence de ces pixels purs. Ainsi, nous avons gardé le
même nombre de pixels P = 625 avec le même nombre d’endmembers R = 6 et le même
niveau de bruit (20dB). Les EQM ont alors été calculés en utilisant (1.32). Le tableau 1.4
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montre que l’algorithme proposé dans notre étude a les mêmes performances d’estimation
que l’algorithme MML Bayésien et surpasse l’algorithme FCLS.
Table 1.4 – EQM globaux de chaque coefficient d’abondance pour une image synthétique
contenant des pixels purs(×10−3).
NCM Bayésien MML Bayésien FCLS
MSE21 1.2 1.2 1.4
MSE22 1.1 1.1 1.2
MSE23 1.2 1.2 1.4
MSE24 0.34 0.35 0.39
MSE25 1.9 1.9 2.2
MSE26 5.9 5.9 6.4
1.7 Démélange spectral d’une image AVIRIS
Ce paragraphe considère une image hyperspectrale réelle de taille 50×50 représentée
sur la figure 1.9 afin d’évaluer les performances des différents algorithmes. Cette image
a été extraite d’une plus grande image acquise en 1997 par le spectromètre AVIRIS
au dessus de Moffett Field, à la pointe sud de la baie de San Francisco, en Californie.
Il faut noter que la présence de vapeur d’eau dans l’atmosphère cause l’absorption de
certaines radiations à différentes longueurs d’onde. Le rapport signal-à-bruit à ces bandes
d’absorptions étant très bas, toute information sur le spectre de réflectance est perdue.
Par conséquent, le jeu de données a été réduit d’un nombre de bandes de 224 à 189 en
supprimant les bandes d’absorption de la vapeur d’eau. L’imagette comporte un large
point d’eau (une partie d’un lac qui apparaît en foncé en haut de l’image) et une zone
côtière composé de terre et de végétation.
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Figure 1.9 – Données hyperspectrales réelles : image de Moffett field acquise par AVIRIS
en 1997 (à gauche) et la région d’intérêt représenté en couleurs réelles (à droite).
Figure 1.10 – Les spectres des R = 3 endmembers obtenus par l’algorithme N-FINDR.
Les étapes de démélange expliquées dans le chapitre précédent vont être appliquées
pas à pas. Dans un premier temps, une ACP est utilisée en tant que méthode de pré-
traitement afin de déterminer le nombre d’endmembers [KM02]. Puis la méthode N-
FINDR a été appliquée à cette imagette pour estimer les spectres des endmembers. Les
R = 3 endmembers extraits (représentés sur la figure 1.10) correspondent à la végétation,
l’eau et la terre et ont été utilisés pour définir les vecteurs moyennes m1, m2 et m3.
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1.7.1 Algorithme NCM avec une seule variance
Les cartes d’abondances de l’image estimées par l’algorithme proposé au paragraphe
1.2 et 1.3 (pour les R = 3 matériaux purs) sont représentés sur la Figure 1.11 (en bas). Un
pixel blanc (respectivement noir) sur la carte indique une forte (respectivement faible)
valeur des coefficients d’abondance. Ainsi, la zone de lac (représentée par les pixels blancs
sur la carte d’abondance de l’eau et en noir sur les autres cartes) est clairement retrouvée.
Comme décrit sur la figure 1.11, on retrouve des cartes d’abondances similaires pour
chacune des trois méthodes d’inversion. D’autres résultats donnés par les algorithmes
MVC-NMF [MQ07] et NN-ICA [PO04] sont donnés sur la figure 1.12. Les endmembers
estimés par ces méthodes conjointes, représentés sur la figure 1.13, ne correspondent pas
exactement à l’eau, la terre et la végétation, ce qui explique certaines différences avec les
cartes obtenues à l’aide des méthodes précédentes (par exemple avec l’algorithme NCM
Bayésien).
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Figure 1.11 – En haut : cartes d’abondances estimées par le MML Bayésien (tiré de
[DTC08]). Au milieu : cartes d’abondances estimées par l’algorithme FCLS [HC01]. En
bas : cartes d’abondances estimées par l’algorithme proposé (pixel noir (resp. blanc)
signifie absence (resp. présence) du matériau).
Les résultats concernant l’estimation de la variance des endmembers w2 sont égale-
ment présentées. La figure 1.14 montre les lois conditionnelles estimées de w2 pour les
pixels #(35, 43) (à gauche) et #(43, 35) (à droite) de l’image ainsi que leurs estimations
MAP.
L’algorithme Bayésien proposé dans cette étude peut être employé pour estimer la
probabilité de présence d’un matériau pur dans un pixel, défini par P[ai > η|yp] où η
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Figure 1.12 – En haut : cartes d’abondances estimées par l’algorithme MVC-NMF. En
bas : cartes d’abondances estimées par l’algorithme NN-ICA (pixel noir (resp. blanc)
signifie absence (resp. présence) du matériau).
Figure 1.13 – En haut : les spectres des R = 3 endmembers obtenus par l’algorithme
MVC-NMF [MQ07]. En bas : les spectres des R = 3 endmembers obtenus par l’algorithme
NN-ICA [PO04].
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Figure 1.14 – Lois conditionnelles de w2 pour les pixels #(35, 43) (à gauche) et
#(43, 35) (à droite) estimées par l’algorithme proposé.
Figure 1.15 – Régions d’eau, de sol et de végétation analysées pour les probabilités de
présence.
est un seuil donné. Trois zones distinctes de 6× 6 pixels, représentées sur la figure 1.15,
ont été analysées pour estimer ces probabilités. La première région (zone 1) est extraite
de la zone du lac et de ce fait contient une majorité de pixels d’eau. Inversement, les
deux autres régions (zone 2 et 3) sont des zones côtières contenant de la terre et de la
végétation. Le tableau 1.5 montre les résultats obtenus pour différents seuils dans chaque
zone analysée. Ces probabilités reflètent bien la composition de chaque zone, ainsi la
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zone 1 est pratiquement composée à 100% d’eau tandis que les autres zones ont des
compositions plus nuancées (par exemple, il n’y a que 50% de chances de trouver une
abondance de terre de plus de 90% dans la zone 2).
Table 1.5 – Probabilité de présence pour chaque endmember.
Zone 1 Zone 2 Zone 3
η = 0.98 η = 0.9 η = 0.8
P[aeau > η|yp] 0.9922 0 0
P[aterre > η|yp] 0 0.5147 0.0556
P[avégétation > η|yp] 0 0 0.2774
1.7.2 Algorithme NCM avec des variances distinctes
L’image hyperspectrale AVIRIS a également été analysée à l’aide de l’algorithme
détaillé au paragraphe 1.4 afin d’évaluer ses performances d’estimation. Comme l’algo-
rithme requiert plus d’un pixel pour fonctionner correctement, l’image a été découpée en
256 blocs de 3×3 pixels. Dès lors, la région étudiée 3 a été réduite à 48×48 pixels. Les va-
riances estimées pour les endmembers associés au bloc centré autour du pixel #(35, 43)
sont données dans le tableau 1.6.
Table 1.6 – Estimation MMSE de w2r (r = 1, . . . , R).
Terre Végétation Eau
Estimations MMSE 1× 10−4 6.9× 10−3 1× 10−4
3. Seulement les bords à droite et en bas de l’image n’ont pas été inclus, ce qui est une très petite
portion comparé à la taille de l’image entière.
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1.8 Conclusion
Un nouvel algorithme hiérarchique Bayésien de démélange pour les images hyperspec-
trales a été développé dans ce chapitre. Cet algorithme se base sur le Normal Compo-
sitional Model introduit par Eismann et Stein [ES07]. L’algorithme proposé génère des
échantillons distribués selon la loi a posteriori jointe des abondances, des variances des
endmembers et d’un hyperparamètre. Ces échantillons ont ensuite été utilisés pour esti-
mer les paramètres d’intérêts. Cet algorithme présente de nombreux avantages vis à vis
des algorithmes basés sur le MML. Il permet notamment d’étendre le modèle standard
à un cas où les spectres des endmembers ont des variances différentes. Les résultats de
simulations sur des données synthétiques et réelles ont démontré l’efficacité de ce modèle
et de la méthode d’estimation associée.
Chapitre 2
Estimation du nombre de
composants purs dans une image
hyperspectrale
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2.1 Introduction
Dans le chapitre précédent, nous avons abordé une nouvelle manière d’estimer les
abondances des endmembers dans chaque pixel d’une image hyperspectrale. Il nous a
paru pertinent d’utiliser un autre modèle de mélange appelé Normal Compositional Mo-
del (NCM) [ES07] pour effectuer le démélange spectral. En effet, alors que le modèle
linéaire classique présente quelques inconvénients liés à l’absence de pixels purs dans
l’image, le NCM compense ces défauts en supposant que les spectres des endmembers
sont aléatoires. Les résultats de simulations sur des données synthétiques et réelles ont
montré que l’algorithme basé sur ce modèle donnait de meilleurs résultats d’estimation
que les méthodes classiques lors de l’absence de pixels purs dans l’image.
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La méthode précédente a été mise en œuvre dans un cadre supervisé, c’est-à-dire avec
des endmembers connus. Ces endmembers peuvent être obtenus à partir d’une biblio-
thèque spectrale ou bien extraits à l’aide d’algorithmes d’extraction d’endmembers tels
que le N-FINDR développé par Winter [Win99] ou bien l’algorithme Vertex Component
Analysis (VCA) proposé par Nascimento et al. [NB05] (voir Introduction pour plus de
détails). Dans ce chapitre, nous abordons le problème de l’estimation du nombre de ces
endmembers (noté R) présents dans un ou plusieurs pixels de l’image hyperspectrale. Il
s’agit d’un problème de sélection de modèle 1 puisque chaque valeur de R conduit à un
modèle dont le nombre de paramètres dépend de R. Notons qu’une approche similaire
a déjà été appliquée au MML dans [DTC08]. L’objectif de ce chapitre est de généraliser
cette approche au modèle NCM.
Les moyennes des endmembers sont supposés appartenir à une bibliothèque spectrale.
En revanche, contrairement à l’approche précédente, la nature et le nombre des moyennes
des endmembers impliqués dans le NCM ne sont pas connus. Pour insister sur la connais-
sance partielle des endmembers présents dans le mélange, le terme « semi-supervisé »
est employé pour désigner l’algorithme développé dans ce chapitre. La méthode proposée
est basée sur un modèle Bayésien hiérarchique comme dans le chapitre précédent. Les
lois a priori identifiés au chapitre 1 sont choisies pour les paramètres et hyperparamètre
inconnus du modèle. Cependant, nous définissons une nouvelle loi a priori concernant le
nombre de matériaux purs R du modèle NCM. La loi jointe a posteriori de ces paramètres
et hyperparamètres est comme précédemment trop complexe pour en déduire facilement
les expressions d’estimateurs Bayésiens classiques. De plus, la dimension du vecteur des
abondances est dépendante de R. Pour résoudre à la fois ce problème de complexité et de
sélection de modèles, nous proposons d’employer un algorithme à sauts réversibles com-
biné avec des méthodes de Monte Carlo par chaînes de Markov (RJ-MCMC) [Gre95].
Cet algorithme propose des mouvements entre des espaces de paramètres de différentes
1. Une introduction à ces problèmes de sélection de modèle peut être trouvé dans [Che98]
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dimensions, ce qui permet d’estimer le paramètre R. Notons que l’utilisation de sauts-
réversibles a déjà fait ses preuves dans de nombreuses applications du traitement du
signal et des images comme par exemple en segmentation [PADF02, DTD07], analyse de
signaux audio musicaux [DGI06] et en analyse spectrale [AD99].
2.2 Modèle Bayésien hiérarchique étendu
Le modèle Bayésien hiérarchique développé dans le chapitre précédent va être adapté
à l’estimation du nombre d’endmembers présents dans l’image. Les expressions de la
fonction de vraisemblance et des lois a priori des paramètres sont données, avec une
attention toute particulière sur le nombre des endmembers R.
2.2.1 Vraisemblance
On pose MR = [m1, . . . ,mR] comme étant la matrice contenant les moyennes des
vecteurs des endmembers présents dans le mélange dont la taille dépend de la dimen-
sion R. Le modèle étant toujours le même (excepté que R et MR sont inconnus), la
vraisemblance du spectre d’un pixel observé y peut s’écrire comme :
f
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où l’on rappelle que ‖x‖ =
√
















On remarque ainsi qu’à travers les quantités µ (a+) et c (a+), les dimensions de a+ et
MR dépendent du paramètre inconnu R.
2.2.2 Lois a priori des paramètres
Grâce aux contraintes de positivité et d’additivité, le vecteur d’abondances a+ peut
être réécrit de la manière suivante : a+ =
[
aT , aR
]T où aR = 1 −∑R−1r=1 ar. Les lois a
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priori de a, de w2 et δ respectivement détaillées dans (1.7), (1.9) et (1.11) sont conservées
dans ce chapitre. Les lois de R et de MR sont détaillées dans la suite de ce chapitre.
Nombre de matériaux purs
Une loi discrète uniforme sur {1, . . . , Rmax} est choisie comme loi a priori pour le
nombre de matériaux purs du mélange R :
P(R = k) =
1
Rmax
, k = 1, . . . , Rmax (2.3)
où Rmax est le nombre maximum de matériaux purs pouvant être présents dans le pixel
(par exemple, le nombre de composantes présents dans la bibliothèque spectrale). On
peut remarquer que cette loi uniforme ne favorise aucun modèle parmi {1, . . . , Rmax}.
Moyennes des endmembers
Soit une bibliothèque spectrale S. Toutes les combinaisons des R spectres appartenant
à cette bibliothèque sont supposées être équiprobables conditionnellement aux nombres
d’endmembers R, soit :






Γ(R+ 1)Γ(Rmax −R+ 1)
Γ(Rmax + 1)
(2.4)
où i1, . . . , iR est une séquence non-ordonnée de R éléments distincts de {1, . . . , Rmax}.
2.2.3 Loi a posteriori des paramètres




peut être calculée comme suit :
f (θ, δ|y) ∝ f (y|a, w2,MR, R) f (a|R)P (MR|R)P (R) f (w2|δ) f (δ) , (2.5)
ce qui mène à :
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Deux points sont à noter à la suite de cette relation. Tout d’abord, le vecteur des
paramètres inconnus a une dimension inconnue dépendant de R : θ ∈ SR × R+ ×










Ensuite, la loi a posteriori (2.6) est trop complexe pour pouvoir déterminer analytique-
ment les estimateurs MMSE ou MAP de θ. L’utilisation de méthodes MCMC permet de
contourner le problème de la complexité de la loi a posteriori, comme ce fut le cas pour
1.3. Ces méthodes peuvent s’appliquer à des problèmes de sélection de modèle (résultant
de la non-connaissance du paramètre R) en utilisant des sauts réversibles (« reversible
jumps ») dont les bases ont été posées par Green dans [Gre95]. La méthode permet alors
la génération d’échantillons asymptotiquement distribués selon f(θ, δ|y).
2.3 Algorithme MCMC à sauts réversibles
L’algorithme décrit dans ce paragraphe génère des échantillons distribués suivant la
loi a posteriori f(a, w2,MR, R, δ|y). Les vecteurs à échantillonner appartiennent à un
espace dont la dimension dépend de R, ce qui requiert l’utilisation d’une stratégie d’ajus-
tement de dimensions comme décrit dans [RG97, RG98]. Plus précisément, l’algorithme
proposé se décompose en 4 étapes (voir Algo. 2.1) :
1. mise à jour des moyennes des endmembers présents dans la matrice MR,
2. mise à jour du vecteur partiel d’abondances a,
3. mise à jour de la variance w2,
4. mise à jour de l’hyperparamètre δ.
Ces mouvements possibles sont réalisés systématiquement comme dans [RG97] et sont
décrits ci-dessous.
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Algo. 2.1 Échantillonneur de Metropolis-within-Gibbs hybride pour le démélange spec-
tral semi-supervisé selon le NCM
– Initialisation :
– Échantillonner le paramètre R(0),
– Choisir R(0) spectres dans la bibliothèque S pour construire M (0)
R(0)
,
– Échantillonner les paramètres w2(0) et a(0),
– Itérations : Pour t = 1, 2, . . ., faire
– Mise à jour de M (t)
R(t)
:
tirer u1 ∼ U[0,1],
si u1 ≤ bR(t−1) alors
proposer un mouvement de naissance (cf Algo. 2.2),
sinon si bR(t−1) < u1 ≤ bR(t−1) + dR(t−1) alors
proposer un mouvement de mort (cf Algo. 2.3),
sinon si u1 > bR(t−1) + dR(t−1) alors
proposer un mouvement d’échange (cf Algo. 2.4),
fin si
tirer u2 ∼ U[0,1],
si u2 < ρ (cf Eq. (2.13)) alors
poser (a(t), w2(t),M (t)
R(t)
, R(t)) = (a∗, w2∗,M∗R∗ , R∗),
sinon
poser (a(t), w2(t),M (t)
R(t)




– Échantillonner a(t) d’après la loi Eq. (2.15),
– Échantillonner w2(t) d’après la loi Eq. (2.17) ,
– Échantillonner δ(t) d’après la loi Eq. (2.18) ,
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2.3.1 Mise à jour de la matrice des endmembers MR
Trois types de mouvements, appelés mouvement de « Naissance », « Mort » et «
Échange » (comme dans [DTC08]), permettent de mettre à jour les moyennes des spectres
des endmembers impliqués dans le mélange. Les deux premiers mouvements consistent
en l’augmentation ou la diminution du nombre de composants purs R de 1. Ainsi, ces
mouvements nécessitent l’utilisation de méthodes MCMC à sauts réversibles introduites
par Green [Gre95]. Dans le troisième mouvement, la dimension de R demeure inchangée,
ce qui requiert l’utilisation d’une procédure d’acceptation-rejet standard de Metropolis-
Hastings. On suppose qu’à l’itération t, le modèle est défini par (a(t),M (t)
R(t)
, R(t)). Les
mouvements de « Naissance »,« Mort » et « Échange » sont définis comme suit (les
algorithmes détaillés pas à pas sont respectivement décrits dans Algo. 2.2, Algo. 2.3
et Algo. 2.4) :
– naissance : un mouvement de naissance R∗ = R(t) + 1 est proposé avec une proba-
bilité bR(t) . Un nouveau spectre s
∗ est aléatoirement choisi parmi les moyennes des
endmembers disponibles dans la librairie S afin de construire M∗R∗ = [M (t)R(t) , s∗].
Comme le nombre de matériaux purs a augmenté de 1, un nouveau vecteur d’abon-
dances a+∗ est proposé suivant une règle inspirée de [RG97]. Cependant, en cas
d’absence de loi de proposition pour w2, de mauvais rapports d’acceptation-rejet
peuvent survenir lors du choix du modèle. C’est pourquoi une nouvelle variance
w2∗ est proposée suivant une loi inverse Gamma (même loi que la loi a priori de
w2) de paramètres αw et βw, tels que w2∗ ∼ IG(αw, βw). Ces paramètres ont été

















= D × w2(t), (2.8)
où D est un hyperparamètre.
– mort : un mouvement de mort R∗ = R(t) − 1 est proposé avec la probabilité dR(t) .
Un des spectres de M (t)
R(t)
est retiré, ainsi que son abondance correspondante. Les
coefficients d’abondance restants sont re-normalisés pour sommer à 1. On propose
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Algo. 2.2 Mouvement de naissance
1: poser R∗ = R(t) + 1,
2: choisir s∗ parmi S tel que s∗ 6= m(t)r , r = 1, . . . , R(t),










4: tirer ω∗ ∼ Be(1, R(t)),














avec C = 1(1−ω∗) ,
6: tirer w2∗ ∼ IG(αw, βw).
également une nouvelle variance w2∗ suivant une loi inverse Gamma de paramètres
αw et βw (identiques à ceux choisis précédemment),
Algo. 2.3 Mouvement de mort
1: poser R∗ = R(t) − 1,
2: tirer j ∼ U{1,...,R(t)},














4: supprimer a(t)j de a

























5: tirer w2∗ ∼ IG(αw, βw).
– échange : un mouvement d’échange est proposé avec la probabilité uR(t) . Un spectre
aléatoirement choisi dans M (t)
R(t)
est remplacé par un autre spectre choisi aléatoi-
rement dans la bibliothèque S.
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Algo. 2.4 Mouvement d’échange
1: si Rmax −R(t) 6= 0 alors
2: tirer j ∼ U{1,...,R(t)},
3: choisir s∗ dans S tels que s∗ 6= m(t)r , r = 1, . . . , R(t),











1 , . . . ,m
(t)
(j−1), s





4: poser a+∗ = a+(t) et R∗ = R(t).
5: fin si
À chaque itération, un de ces mouvements est aléatoirement choisi avec les probabi-
lités bR(t) ,dR(t) et uR(t) . Ces probabilités doivent respecter trois conditions
2 :
– bR(t) + dR(t) + uR(t) = 1,
– d1 = 0 (un mouvement de mort est interdit pour R = 1),
– bRmax = 0 (un mouvement de naissance est impossible pour R = Rmax),
Ainsi, bR(t) = dR(t) = uR(t) =
1
3 pour R ∈ {2, Rmax− 1} et b1 = dRmax = u1 = uRmax = 12 .
La loi a priori du vecteur d’abondance a est une loi uniforme sur le simplexe SR
défini dans (2.7), ce qui est équivalent à choisir une loi de Dirichlet DR(1, . . . , 1) comme
loi a priori pour le vecteur a+. Ainsi, la probabilité d’acceptation pour le mouvement de


























où ga,b(.) et ha,b(.) représentent respectivement les densités de probabilités des lois Beta
Be(a, b) et inverse Gamma IG(a, b) (voir Annexe B pour le détail des calculs).
Deux cas doivent être abordés pour la probabilité d’acceptation du mouvement de
mort ρ = min{1, Ad}. Si l’ordre du modèle à l’instant t est tel que R(t) 6= 2, la probabilité
2. Le cas où R = 1 a été pris en compte pour l’algorithme semi-supervisé puisqu’un pixel peut être
spectralement pur.



































Quand R(t) = 2, le mouvement de mort donne R∗ = 1, ce qui implique qu’un unique
élément pur est présent dans le modèle proposé, ce qui mène évidemment à a∗ = 1. Ainsi,
a∗ est déterministe et le taux d’acceptation est :
Ad =


















M∗R∗ , w2∗|M (t)R(t) , w2(t)
) . (2.11)
Dans ce cas précis, le Jacobien de la transformation est égal à 1 étant donné que a∗ est



























En ce qui concerne le mouvement d’échange, la probabilité d’acceptation est le rapport















On peut noter que le rapport des lois de proposition lié au mouvement d’échange est
égal à 1, puisque dans chaque direction la probabilité de sélectionner un spectre de la
bibliothèque est de 1/(Rmax − R(t)). Une fois que la matrice des endmembers MR est
obtenue, les abondances, la variance des endmembers et l’hyperparamètre δ sont générés
suivant les lois détaillées dans les paragraphes suivant.
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2.3.2 Loi conditionnelle de a
De la même manière qu’au chapitre précédent, la loi conditionnelle de a et des autres
paramètres s’obtient à partir de l’équation de Bayes, soit :
f(a|y, R,w2,MR) ∝ f(y|θ)f(a) (2.14)
ce qui donne facilement :









La génération d’un vecteur a suivant cette loi sera faite à l’aide d’une étape de Metropolis-
within-Gibbs avec une marche aléatoire, comme précédemment pour (1.15).
2.3.3 Loi conditionnelle de w2




) ∝ f(y |θ)f (w2|δ) . (2.16)
Par conséquent, la loi conditionnelle de la variance est la loi inverse Gamma suivante :










2.3.4 Loi conditionnelle de δ
La loi conditionnelle de δ est la loi Gamma suivante :







où G(a, b) est la loi Gamma avec le paramètre de forme a et d’échelle b [RC04, p. 581].
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2.4 Simulations sur des données synthétiques
La performance de l’algorithme semi-supervisé proposé est mesurée en étudiant le
spectre d’un pixel, ou d’un groupe de pixels, généré de la même manière qu’au para-
graphe 1.6.1. Dans un premier temps, un pixel est généré avec R = 3 endmembers (sui-
vant le NCM) de variances w2 = 0.002 et de vecteur d’abondances a+ = [0.5, 0.3, 0.2]T .
Les moyennes des endmembers correspondent aux spectres de béton de construction,
d’herbe verte et de terre grasse micacée. Les résultats de simulations ont été obtenus
pour NMC = 20000 itérations, dont Nbi = 1500 itérations de chauffage, utilisant l’algo-
rithme résumé dansAlgo. 2.1. La bibliothèque spectrale S utilisée dans cette simulation,
Figure 2.1 – Spectres des endmembers de la bibliothèque.
donnée figure 2.1, et extraite du logiciel ENVI [RSI03] contient six spectres : béton de
construction, herbe verte, terre grasse micacée, peinture verte olive, brique rouge et acier
galvanisé. La première étape de l’analyse consiste en l’estimation de l’ordre du modèle,
c’est-à-dire du nombre de composants purs utilisés pour le mélange R. L’histogramme des
échantillons R(t) générés est représenté sur la figure 2.2 est clairement en accord avec la
valeur réelle de R = 3 puisqu’il atteint son maximum pour cette valeur. La seconde étape
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de l’analyse estime les probabilités a posteriori des combinaisons des spectres condition-
nellement à R = 3. Pour cette simulation, 100% des combinaisons de spectres générés
sont composées des trois premiers spectres de la bibliothèque S qui sont les spectres
réellement employés pour réaliser le mélange. Les lois a posteriori des abondances et va-
Figure 2.2 – Lois conditionnelles estimée du nombre de composants purs R.
riance w2 correspondantes sont finalement estimées et représentées sur la figure 2.3. Ces
distributions sont en accord avec les valeurs réelles de ces paramètres a+ = [0.5 0.3 0.2]T
et w2 = 0.002.
Figure 2.3 – Lois conditionnelles des abondances (à gauche) et de la variance w2 (à
droite) estimées.
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La robustesse de l’algorithme vis à vis de l’estimation du nombre de composants purs
R a été testée pour différents rapports signal sur bruit (SNR) et pour un nombre différent
de pixels. Dans un premier temps, un pixel a été généré suivant le MML classique avec
R = 3 composants purs et des valeurs du SNR variant de 0dB à 20dB. La figure 2.4
montre les estimations MAP du nombre de composants purs estimé, avec les écarts types
correspondants, en fonction des valeurs du SNR. Ces estimations ont été obtenues par
moyennage de 50 simulations de Monte Carlo. La figure montre qu’au delà d’une certaine
valeur du SNR, les estimations sont très précises.
Une autre série de simulations a été faite à SNR fixé et en faisant varier le nombre
de pixels à analyser. En effet, l’algorithme semi-supervisé développé permet également
de donner une estimation du nombre de composants purs pour un bloc de pixels. Dans
cette simulation, R = 3 composants purs ont été mélangés pour des blocs de 1× 1, 3× 3
et 9× 9 pixels, avec un SNR fixé à 15dB. Après 50 simulations de Monte-Carlo de notre
algorithme, un histogramme des cinquantes chaînes de Markov résultantes du paramètre
R a été effectué pour chaque bloc, représenté sur la figure 2.5. Une telle représentation
permet notamment de rendre compte des propriétés de l’algorithme à sauts réversibles.
Ces résultats restent en accord avec la valeur théorique de R compte tenu de la proportion
d’échantillons R = 3 par rapport aux autres valeurs.
Figure 2.4 – Estimations MAP (croix) et écarts-types (barres verticales) de R en fonc-
tion du SNR.
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Figure 2.5 – Histogrammes des chaînes de Markov du paramètre R générées par 50
simulations de l’algorithme proposé avec différentes tailles de blocs.
2.4.1 Comparaison avec d’autres méthodes de sélection de modèle
L’algorithme Bayésien développé dans ce chapitre est comparé avec six autres mé-
thodes de sélection de modèles, ayant déjà été appliquées à des modèles de mélanges.
Dans un premier temps, il est important de noter que toutes les méthodes de sélection
de modèles supposent qu’un nombre conséquent de pixels contiennent les mêmes end-
members, contrairement à l’algorithme proposé. De plus, ces méthodes ne fournissent
aucune information quant à la nature des endmembers présents dans le mélange ob-
servé (ils permettent seulement d’estimer leur nombre R définissant (1.1)). On suppose
ici que plusieurs pixels synthétiques partagent les R mêmes spectres des endmembers.
Le premier algorithme, présenté dans [LWC+07], étudie un estimateur du maximum de
vraisemblance (MLE) de la dimension intrinsèque des données observées. Les cinq autres
méthodes dépendent principalement de la matrice de covariance des données. Plus pré-
cisément, on considère les versions améliorées des critères d’information d’Akaike AIC
(Akaike information criterion) et de Rissanen MDL (minimum distance length) déve-
loppés au départ dans [Aka73, Aka74], [Ris78] et repris dans [WK85] pour la détection
de signaux noyés dans un bruit blanc. Le nouveau critère basé sur AIC construit pour
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la théorie des matrices aléatoires (RMT) dans [NE08] (connu sous le nom de RMT es-
timator) et le F-test de Malinowski défendu dans [Mal88] sont également utilisés pour
la comparaison. Une technique de réduction de dimension basée sur une ACP décrite
dans [LWC+07] et très largement utilisée dans la communauté hyperspectrale [KM02] a
également été évaluée. Enfin, la méthode HySime développée par Bioucas dans [BDN08]
est aussi considérée.
Afin de proposer un estimateur de dimension pertinent pour tous les ensembles de
données, un grand nombre de pixels contenant les mêmes R spectres des endmembers
doit être considéré. Pour les algorithmes décrits ci-dessus, le nombre d’observations (le
nombre de pixels) doit être plus grand que la dimension des observations (le nombre
de bandes). Les paramètres de simulations ont été fixés à L = 207 bandes et P = 225
pixels. Ces pixels ont été simulés suivant le NCM (1.1) avec deux variances différentes
(w2 = 2.10−5 et w2 = 0.01) et des nombres différents d’endmembers (R = 3, R = 4
et R = 5). Pour chaque scénario, les vecteurs d’abondances a+ de chaque pixel ont
été générés suivant une loi Gaussienne tronquée sur le simplexe (1.6) avec les vecteurs
moyennes suivant :
– 3 endmembers : aR=3 = [0.4, 0.25, a3], a3 = 1−
∑R−1
r=1 ar,
– 4 endmembers : aR=4 = [0.3, 0.15, 0.2, a4], a4 = 1−
∑R−1
r=1 ar,
– 5 endmembers : aR=5 = [0.3, 0.15, 0.1, 0.1, a5], a5 = 1−
∑R−1
r=1 ar.
Les valeurs de seuil par défaut recommandées dans [LWC+07] ont été prises pour
la méthode basée sur l’ACP et le test de Malinowski. Le nombre estimé de composants
purs R obtenu par la méthode MCMC à sauts réversibles proposée est comparé avec
les autres méthodes de sélection de modèles dans le tableau 2.1 pour les différents para-
mètres de simulations. Pour un bloc de 225 pixels, la méthode proposée donne clairement
de meilleurs résultats, tout particulièrement pour de grandes valeurs de w2. Ces résultats
peuvent être expliqués par le fait que l’algorithme Bayésien proposé tire pleinement avan-
tage de la structure du modèle NCM, contrairement aux autres techniques de sélection
de modèles.
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2.5 Démélange spectrale de données réelles
2.5.1 Première image : « Moffett field »
Ce paragraphe considère l’image hyperspectrale étudiée au chapitre précédent au
paragraphe 1.7. Nous rappelons qu’il s’agit d’une imagette de taille 50×50 pixels extraite
d’une plus grande prise par l’imageur AVIRIS en 1997 et que les bandes d’absorption de
vapeur d’eau ont été supprimées, donnant ainsi un jeu de données de 189 bandes.
Figure 2.6 – Les R = 6 spectres des endmembers extraits de l’image « Moffett Field »
par l’utilisation de l’algorithme PPI sur les classes trouvées par la procédure K-means.
Comme précisé au paragraphe 2.3, l’algorithme MCMC à saut réversibles requiert
l’utilisation d’une bibliothèque spectrale contenant les spectres des endmembers pouvant
apparaître dans l’image à analyser. Comme aucune vérité terrain n’est disponible pour
cette image AVIRIS, nous avons construit la bibliothèque requise directement à partir
de l’image. Dans un premier temps, une procédure K-means a été employé pour clas-
sifier l’image en 6 régions. Puis les pixels les plus purs de chaque classe, extraits grâce
à l’algorithme PPI (pixel purity index ) [Boa93], ont été choisis comme spectres de la
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bibliothèque. Cette nouvelle bibliothèque spectrale dont les spectres sont représentés sur
la figure 2.6 contient six endmembers. Trois d’entre eux ont été clairement identifiés :
– endmember 1 : eau,
– endmember 3 : végétation,
– endmember 6 : terre,
alors que les endmembers 2, 4 et 5 sont plus difficiles à interpréter. L’image « Moffett
field » est analysée par l’algorithme proposé, en utilisant cette bibliothèque spectrale.
Pour chaque pixel, le vecteur d’abondance est estimé conditionnellement à la matrice des
endmembers (et par extension à l’estimateur MAP de R) comme décrit au paragraphe
2.4. Les cartes d’abondances pour chaque endmember et les cartes de présence (avec un
seuil de 15% pour les abondances) obtenus par l’algorithme proposé sont donnés sur les
figures 2.7 et 2.8, respectivement.
Figure 2.7 – Cartes d’abondances estimées par l’algorithme proposé.
La figure 2.9 montre la carte du nombre estimé de matériaux purs dans la zone
considérée. La zone du lac comporte au moins deux endmembers comme étant « l’eau »
et le spectre non identifié « endmember 2 ». Comme l’énergie du spectre de l’eau est très
faible, l’algorithme doit compenser le spectre mesuré de l’eau en ajoutant au moins une
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autre contribution, ce qui explique la présence de plus d’un endmember dans cette zone.
La zone côtière contient le plus grand nombre de matériaux purs (jusqu’à 6), incluant
les endmembers 4 et 5. La zone terrestre est exclusivement composée de terre et de
végétation, ce qui est clairement en accord avec les résultats obtenus au paragraphe 1.7
et dans [DTC08].
Figure 2.8 – Cartes de présences estimées par l’algorithme proposé.
Figure 2.9 – Nombre d’endmembers es-
timé par l’algorithme proposé (zones obs-
cures (resp. claires) signifiant R = 1 (resp.
R = 6)).
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2.5.2 Deuxième image : « Cuprite »
Une deuxième image a également été étudiée pour l’évaluation des performances
de notre algorithme semi-supervisé. Connue sous le nom de « Cuprite », cette image
représente une zone riche en minerais de natures différentes. Elle a également été prise
par l’imageur AVIRIS en 1997. Les études décrites dans [CSG93, Cla03] ont établi une
carte géologique de la région (représentée figure 2.10).
Figure 2.10 – Données hyperspectrales réelles : image Cuprite acquise par AVIRIS en
1997 (à gauche) et la région d’intérêt représentée en couleurs réelles (à droite).
Comme ci-dessus, une bibliothèque spectrale de 6 endmembers est construite direc-
tement à partir de l’image. Nous avons utilisé la méthode VCA pour extraire les spectres
de cette bibliothèque (représentés sur la figure 2.11) car cette méthode a déjà été utilisée
pour cette région d’intérêt dans [DMC+09].
L’algorithme MCMC à sauts réversibles a été appliqué sur une imagette de taille 28×
16 pixels, extraite de l’image Cuprite. L’imagette à analyser peut être schématiquement
décrite comme un « amas » d’alunite. Le nombre estimé de matériaux purs et les cartes
d’abondances sont données figure 2.12 et 2.13.
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Figure 2.11 – Les R = 6 spectres des endmembers estimés par l’algorithme VCA appli-
qué sur l’image Cuprite.
Figure 2.12 – Nombre de matériaux purs
estimés par l’algorithme proposé (zones obs-
cures (resp. claires) signifiant R = 1 (resp.
R = 6)).
L’« amas » d’alunite a clairement été identifié : jusqu’à cinq endmembers, et surtout
les endmembers 3 et 4, sont présents dans cette partie centrale de l’image. La région
entourant l’« amas » est principalement composé de l’endmember 1. En comparant ces
spectres avec les signatures spectrales extraites de la bibliothèque spectrale de l’United
States Geological Survey (USGS) [Cla03], les endmembers 1, 3 et 4 peuvent être identifiés
comme étant respectivement des minerais de muscovite, alunite et kaolinite. Afin d’illus-
trer cette dernière analyse, les spectres estimés et leurs signatures correspondantes tirées
de la bibliothèque USGS sont donnés sur la figure 2.14. Ces résultats, en accord avec les
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Figure 2.13 – Cartes d’abondances de la région d’intérêt estimées par l’algorithme pro-
posé.
résultats rapportés dans [DMC+09], confirment la performance correcte de l’algorithme
à sauts réversibles.
2.6 Conclusion
Alors que le chapitre précédent a présenté un algorithme Bayésien supervisé de dé-
mélange spectral basé sur le NCM (introduit par Eismann et Stein [ES07]), ce chapitre a
abordé le cas où le nombre de composants purs R de ce modèle est inconnu. La nature des
endmembers impliqués dans le mélange spectral est aussi inconnue. Nous avons supposé
que les spectres de ces endmembers appartiennent à une bibliothèque spectrale donnée
reflétant la connaissance partielle des paramètres pour le démélange.
La complexité de la forme de la loi a posteriori et la dimension variable du vecteur des
paramètres inconnus nous a conduit à utiliser une méthode MCMC à sauts réversibles.
En plus des générations d’échantillons suivant les différentes lois conditionnelles grâce à
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Figure 2.14 – Haut : les 3 spectres des endmembers de la bibliothèque récupérés par l’al-
gorithme VCA depuis l’image Cuprite (en rouge), comparés avec les signatures spectrales
extraites de la bibliothèque de l’USGS (en noir). Milieu : cartes d’abondances estimées
par l’algorithme Bayésien à sauts réversibles. Bas : cartes d’abondances estimées par
l’algorithme Bayésien non supervisé étudié dans [DMC+09].
la méthode de Metropolis-within-Gibbs, l’algorithme permet d’estimer le nombre de com-
posants purs du mélange et leur nature. Cette nouvelle approche présente de nombreux
avantages par rapport aux méthodes standards. En particulier, elle permet de tester quels
composants d’une bibliothèque spectrale interviennent dans le mélange associé à un pixel
de l’image. Les résultats obtenus sur des données synthétiques et réelles ont démontré les
bonnes performances de notre algorithme.
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Les algorithmes développés jusqu’à présent n’ont pas pris en compte l’existence de
corrélations spatiales entres des pixels voisins de l’image. C’est ce que propose d’aborder
le chapitre suivant.





3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Formulation du problème . . . . . . . . . . . . . . . . . . . . . . 75
3.3 Modèle Bayésien hiérarchique . . . . . . . . . . . . . . . . . . . 80
3.4 Échantillonneur de Gibbs hybride . . . . . . . . . . . . . . . . 85
3.5 Résultats de simulations sur données synthétiques . . . . . . 88
3.6 Résultats de simulations sur une image AVIRIS . . . . . . . . 94
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.1 Introduction
Les algorithmes d’inversion développés dans les chapitres précédents ont montré des
estimations des coefficients d’abondances très satisfaisantes. Cependant, ces algorithmes
comme la plupart des méthodes d’inversion, analysent les pixels de l’image indépendam-
ment. Or une image réelle présente dans bien des cas des zones homogènes (zones de lac,
de terres agricoles, etc). L’hypothèse d’indépendance des pixels appartenant à de telles
zones paraît donc très éloignée de la réalité. C’est pourquoi nous pensons que l’introduc-
tion de corrélations entre les pixels voisins d’une image pourrait sérieusement améliorer
les performances d’estimation. Plus précisément l’algorithme développé dans le chapitre
1 va être modifié dans ce sens.
Tout en restant dans un cadre d’estimation Bayésienne, une stratégie de modélisation
de contraintes spatiales très utilisée dans la littérature est basée sur les champs de Markov
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ou Markov Random Field en anglais (MRF). Les champs de Markov ont été introduits et
modélisés formellement par Besag dans [Bes74]. En utilisant le théorème de Hammersley-
Clifford, il a pu établir une forme générale de la pseudo-vraisemblance des champs de
Markov, ouvrant également la possibilité d’estimer leurs paramètres. Les travaux de
Geman [GG84] ont popularisé les champs de Markov par le développement d’algorithmes
de simulation en exploitant la similarité de ces champs avec la distribution de Gibbs.
La communauté du traitement d’image a très largement employé ces modèles pour la
segmentation de textures [KH95] ou bien pour des algorithmes de restoration aveugles
d’images [TBS06]. Les champs de Markov ont également montré leur utilité pour l’analyse
d’images hyperspectrales aussi bien pour des problèmes de segmentation [RK03, MFM04,
NS05, RDFZ04] que pour des problèmes de séparation de sources [BMD08]. Un autre
approche exploitant les corrélations spatiales a été proposé très récemment pour résoudre
pour un problème de démélange linéaire spectral [MH10].
L’image hyperspectrale à analyser est découpée en régions homogènes (ou classes)
dans lesquelles les vecteurs d’abondances partagent les mêmes propriétés statistiques
du premier et deuxième ordre (moyennes et covariances). Cette hypothèse sous-entend
qu’une classification implicite de l’image soit mise en œuvre. On modélise ainsi l’image
par des variables cachées (ou étiquettes) dont les dépendances spatiales (par rapport
aux étiquettes voisines) sont représentées par un champ de Potts-Markov [Wu82] détaillé
plus bas. Conformément à l’approche Bayésienne, une loi a priori appropriée sera choisie
conditionnellement aux étiquettes pour les vecteurs d’abondances avec des moyennes et
des variances inconnues mais dépendants de la classe du pixel. Grâce à une reparamétri-
sation des vecteurs d’abondances, ces lois a priori respectent les contraintes d’additivité
et de positivité (2) déjà mentionnées auparavant. En effet, l’introduction de contraintes
spatiales nous a conduit à choisir une nouvelle reparamétrisation (similaire à [GBJ96])
afin de pouvoir utiliser une loi a priori plus adaptée à un découpage de l’image que la
loi utilisée précédemment (uniforme sur le simplex S, voir (1.7)). Comme toujours dans
un cadre Bayésien, la précision de l’estimation des coefficients d’abondance dépend des
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hyperparamètres associés. Dans ce chapitre, un second niveau de hiérarchie au sens de
l’inférence Bayésienne va être introduit afin de pouvoir estimer tous les hyperparamètres
par lesquels des lois a priori non informatives seront choisies. Une fois encore, les méthodes
MCMC sont employées pour surmonter les problèmes numériques liés à la forme de la
loi a posteriori, pour le modèle NCM sous les contraintes spatiales. Ces dernières vont
nous permettre d’approcher les estimateurs classiques Bayésiens, eux mêmes donnant
une estimation des paramètres (étiquettes et vecteurs d’abondances) et hyperparamètres
(moyenne et variance a priori des vecteurs d’abondances de chaque classe). Il est à noter
que les problèmes de classification et d’estimation sont résolus conjointement.
Le chapitre est organisé comme suit. Le problème de démélange lié au NCM avec les
corrélations spatiales est formulé en 3.2. Le paragraphe 3.3 introduit un modèle Bayésien
hiérarchique approprié à ces deux problèmes de démélange. L’algorithme MCMC requis
pour le calcul des estimateurs liés au modèle Bayésien basé sur le NCM est décrit au
paragraphe 3.4. Les résultats de simulations entreprises sur des données synthétiques et
réelles sont respectivement présentés aux paragraphes 3.5 et 3.6. En fin de compte, les
conclusions de ce chapitre sont présentés au paragraphe 3.7.
3.2 Formulation du problème
3.2.1 Introduction de dépendances spatiales entre les abondances
Étant donné que nous avons choisi d’exploiter les corrélations entre les pixels de
l’image, il est intéressant de considérer que les abondances d’un pixel donné sont simi-
laires à celles des pixels voisins. Formellement, on suppose que l’image hyperspectrale
est découpée en K régions ou classes. Soit Ik ⊂ {1, . . . , P} le sous-ensemble des indices
des pixels appartenant à la kième classe. Un vecteur d’étiquettes de taille P × 1 noté
z = [z1, . . . , zP ]
T avec zp ∈ {1, . . . ,K} est considéré pour permettre d’identifier la classe
à laquelle chaque pixel p appartient (p = 1, . . . , P ). En d’autres termes :
zp = k ⇔ p ∈ Ik. (3.1)
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Dans chaque classe, les vecteurs des abondances à estimer sont supposés aléatoires,
comme pour le modèle NCM étudié au chapitre 1. De plus, nous supposons que ces
vecteurs partagent les mêmes statistiques du premier et second ordre, c’est-à-dire, ∀k ∈
{1, . . . ,K} , ∀(p, p′) ∈ Ik × Ik

















Dès lors, la kième classe de l’image hyperspectrale à analyser est pleinement caractérisée
par la moyenne du vecteur d’abondance µk et la matrice de covariance des abondances
des pixels appartenant à cette classe.
3.2.2 Les champs de Markov
Des explications techniques nécessaires à la compréhension et l’utilisation des champs
de Markov (MRF) vont être décrites dans ce paragraphe.
Dans un premier temps, pour représenter les contraintes spatiales entre les pixels, il est
important de définir convenablement une structure de voisinage. La relation de voisinage
entre deux pixels i et j, doit être symétrique : si i est un voisin de j alors j est un voisin
de i. Cette relation peut s’appliquer aux plus proches voisins d’un pixel considéré, par
exemple les quatre, huit ou bien douze plus proches pixels. La figure 3.1 montre deux
exemples de structures de voisinages. La structure à quatre pixels ou voisinage du premier
ordre est la structure considérée pour le reste du chapitre. L’ensemble des pixels voisins
associés, ou cliques, n’admet alors que des configurations verticales ou horizontales (voir
[Bes74, GG84] pour des détails complémentaires).
Une fois que la structure de voisinage a été clairement établie, les MRF peuvent être
facilement définis. Notons zp une variable aléatoire associée au pième pixel d’une image
de P pixels. Dans notre contexte du démélange hyperspectral, cette variable fait référence
à la classe à laquelle le pixel appartient, et prend des valeurs dans un ensemble fini, par
exemple dans {1, . . . ,K}. L’ensemble des variables aléatoires {z1, . . . , zP } forme alors un
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Figure 3.1 – Structures de voisinages 4-connexes (à gauche) et 8-connexes (à droite). Le
pixel considéré apparaît comme étant un disque noir alors que ses voisins apparaissent
en blanc.
champ aléatoire. Un MRF est ensuite défini lorsque la loi conditionnelle de zi par rapport
aux autres pixels z-i dépend seulement de ses voisins zV(i), soit :





Comme dit auparavant, les MRF constituent un outil efficace pour modéliser les corré-
lations entre des pixels. En effet, en plus de représenter les dépendances spatiales, ils
permettent d’ajuster l’influence qu’un pixel étend sur ses voisins. Ainsi, lorsque les don-
nées étudiées sont organisées de telles sortes que des « régions » apparaissent (comme les
images hyperspectrales), l’état d’un pixel d’une zone sera lié d’une certaine façon à celui
de chacun de ses voisins. De plus, les appareils d’acquisition de ce type d’image peuvent
introduire des phénomènes de superposition entre des pixels voisins, ce qui justifie l’utili-
sation des champs de Markov. Il existe deux types de champs de Markov appropriés pour
l’analyse d’image [MR07] : le modèle d’Ising pour des variables aléatoires binaires et le
modèle de Potts qui est une simple généralisation du modèle d’Ising à plus deux variables
aléatoires [Wu82]. La méthode de démélange que nous développons dans ce chapitre a
fait exclusivement appel au modèle de Potts étant donné qu’il est tout à fait adapté à
la segmentation d’images hyperspectrales [BMD08, RDFZ04]. Pour un champ aléatoire
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où β est le coefficient de granularité, G(β) est la constante de normalisation ou fonction
de partition [KS80] et δ(·) est la fonction de Kronecker
δ(x) =
 1, si x = 0,0, sinon.
Il est possible de générer un vecteur d’étiquettes z = [z1, . . . , zP ] à partir de la loi (3.4)
sans la connaissance de la fonction de partition G(β) en utilisant un échantillonneur
de Gibbs (l’algorithme détaillé est présenté dans Algo. 3.1). Cependant, un problème
majeur de la loi (3.4) provient de G(β) qui n’a aucune expression analytique et dépend du
paramètre inconnu β. Cet hyperparamètre règle le dégré d’homogénéité de chaque région
de l’image. Des simulations ont été entreprises afin de montrer l’influence de ce paramètre
sur l’homogénéité des régions de l’image. Des images synthétiques ont été générées à partir
d’un modèle de Potts-Markov avec K = 3 (correspondant à trois niveaux de gris dans
l’image) et un voisinage du premier ordre. La figure 3.2 indique qu’une petite valeur de
β donne une image « bruitée » avec un très grand nombre de régions, contrairement à
une grande valeur de β menant à peu de régions mais de grandes tailles et homogènes. Il
n’est pas nécessaire d’étudier des cas où β > 2 puisque selon [MR07, p. 237] l’image sera
vraisemblablement constituée d’une seule région. Nous considérons pour cette étude que
le coefficient de granularité β sera fixé a priori. Il faut noter cependant que l’estimation
de ce coefficient a fait l’objet de nombreuses études et peut par conséquent être effectuée
suivant les méthodes décrites dans [ZLQ97], [DMZB99] ou [CFP03].
3.2.3 Reparamétrisation des coefficients d’abondances
Jusqu’à présent dans un cadre Bayésien, les contraintes (1.2) du vecteur d’abondances
a étaient représentées par une loi a priori uniforme distribuée sur un simplexe appro-
prié (satisfaisant les contraintes) comme dans [DTC08, DMC+09] et les chapitres 1 et
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Algo. 3.1 Simulation des MRF
1: pour n = 1 à NMC faire
2: pour p = 1 à P faire
3: pour k = 1 à K faire
4: Calculer ωk ∝ P [zp = k|z-p] selon (3.4)
5: fin pour














8: Générer zp dans {1, . . . ,K} avec les probas. {ω˜1, . . . , ω˜K}.
9: fin pour
10: fin pour
2. Toutefois, cette loi uniforme définie sur le simplexe n’est pas adaptée pour définir
des caractéristiques qui permettent de discriminer les différentes zones de l’image. C’est
pourquoi nous avons considéré une reparamétrisation pour des paramètres positifs et sous
contraintes d’additivité, introduite dans [GBJ96] pour un problème de pharmacocinétique
et appliquée à l’imagerie hyperspectrale dans [TR08]. Elle consiste en une réécriture des
abondances en fonction de variables aléatoires que l’on dénommera coefficients logistiques
dans le reste du chapitre. Un vecteur de coefficients logistiques tp = [t1,p . . . , tR,p]T est





Au départ, les dépendances spatiales résultant du découpage de l’image décrites au pa-
ragraphe 3.2 sont basées sur les statistiques du premier et du second ordre du vecteur
d’abondances ap. Toutefois, les contraintes spatiales définies dans (3.2) peuvent être faci-
lement adaptées en utilisant les coefficients logistiques. En effet, dans chacune des classes,
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Figure 3.2 – Images synthétiques générés à partir d’un modèle de Potts-Markov avec
(de gauche à droite) β = 0.8, 1.4, 2.
les vecteurs des coefficients logistiques inconnus sont supposés partager les mêmes sta-
tistiques du premier et deuxième ordres, soit, au sein d’une région k et pour un pixel
p ∈ Ik :

















Avec cette reparamétrisation, la kième classe est pleinement caractérisée par les hyper-
paramètres inconnus ψk et Σk.
3.3 Modèle Bayésien hiérarchique
Ce paragraphe décrit les vraisemblances et les lois a priori inhérentes au NCM en
généralisant l’algorithme développé au chapitre 1. On rappelle que la forme du modèle
NCM est donné dans l’équation (1.1). Toutefois, il peut être également intéressant de
généraliser l’algorithme basé sur le modèle standard [DTC08] pour des cas tenant compte
des corrélations entre les pixels de l’image. Le modèle ainsi proposé est développé dans
l’annexe C.
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3.3.1 Vecteurs des paramètres inconnus
Dans un premier temps, nous définissons convenablement le vecteur des paramètres
inconnus associé au NCM : Θ = {T , z,w}, où w = [w21, . . . , w2P ]T est le vecteur des
variances du bruit et des endmembers, z est le vecteur des étiquettes et T = [t1, . . . , tP ]
avec tp = [t1,p, . . . , tR,p]T (p = 1, . . . , P ) est la matrice de coefficients logistiques employés
pour la reparamétrisation des abondances.
3.3.2 Fonction de vraisemblance
Conformément au modèle NCM, chaque endmember ep,r (r = 1, . . . , R, p = 1, . . . , P )








de vecteur moyenne mr et de matrice de covariance w2pIL pouvant changer d’un pixel p
à un autre. Dès lors, la vraisemblance d’un pixel observé yp pour le modèle NCM peut

























En supposant l’indépendance a priori entre les spectres des pixels observés, la vrai-
semblance des P pixels de l’image est :








3.3.3 Lois a priori des paramètres
Ce paragraphe présente les lois a priori des paramètres inconnus et leurs hyperpa-
ramètres associés qui seront utilisées pour le modèle NCM. Le graphe orienté (directed
acyclic graph en anglais ou DAG) pour les lois a priori des paramètres et hyperparamètres
pour ce modèle statistique est représenté sur la figure 3.3.
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Figure 3.3 – DAG pour les lois a priori (les paramètres fixés apparaissent dans les cases
en pointillés) pour le NCM.
Loi a priori des étiquettes
La loi a priori du vecteur des étiquettes z = [z1, . . . , zP ]T présentée au paragraphe
3.2.2 est un champ de Potts-Markov avec un voisinage d’ordre 1 et un coefficient de








où V(p) représente le voisinage d’ordre 1 du pixel p donné à la figure 3.1.
Loi a priori des coefficients logistiques
Suivant l’approche décrite au paragraphe 3.2.1, chaque composante de tp est supposée
être distribuée selon une loi Gaussienne. De plus, comme démontré au paragraphe 3.2.3
(voir (3.6)), la moyenne et la variance des coefficients logistique dépendent de la classe à
laquelle le pixel considéré appartient. Donc, la loi a priori de tp est explicitement définie
conditionnellement à l’étiquette du pixel :
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où les hyperparamètres ψr,k et σ2r,k dépendent de la classe k du pixel associé. L’esti-
mation de ces hyperparamètres se fera en construisant un second niveau de hiérarchie
d’inférence Bayésienne. Pour un pixel p donné, en supposant l’indépendance a priori
entre les coefficients t1,p, . . . , tR,p, la loi a priori pour le vecteur t = [t1,p, . . . , tR,p]T est :
f (tp|zp = k,ψk,Σk) ∼ N (ψk,Σk) (3.12)
où ψk = [ψ1,k, . . . , ψR,k]




est la matrice diagonale de taille R × R
dont les éléments diagonaux sont σ2r,k.
En supposant l’indépendance entre les P vecteurs t1, . . . , tP , la loi a priori complète
de la matrice des coefficients logistiques T est alors :





f (tp|zp = k,ψk,Σk) (3.13)
avec Ψ = [ψ1, . . . ,ψK ] et Σ = {Σ1, . . . ,ΣK}.
Lois a priori de la variance des endmembers
Une loi conjuguée inverse Gamma a été choisie pour la variance des endmembers,
soit :
w2p|ν, δ ∼ IG(ν, δ) (3.14)
où ν et δ sont des hyperparamètres ajustables. Comme aux chapitres précédents, on
suppose que ν = 1 et estime δ conjointement avec les autres paramètres et hyperpara-
mètres (par l’utilisation d’un modèle Bayésien hiérarchique).
Prenant comme hypothèse l’indépendance entre les différentes lois a priori des va-
riances et en notant w =
[
w21, . . . , w
2
P
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3.3.4 Lois a priori des hyperparamètres
Pour la définition des lois a priori des hyperparamètres, les hyperparamètres ψr,k et
σ2r,k ont reçu une attention toute particulière étant donné qu’ils décrivent en intégralité
les différentes classes découpant l’image. Les lois a priori pour ψr,k et σ2r,k sont des lois
conjuguées. Plus précisément, une loi vague inverse Gamma a été choisie pour la variance
des coefficients logistiques σ2r,k, soit
σ2r,k|ξ, γ ∼ IG(ξ, γ) (3.16)
où l’on a imposé ξ = 1 et γ = 5 (afin d’obtenir une grande variance pour cette loi). De
plus, une loi Gaussienne centrée de variance inconnue a été prise comme loi a priori pour






où υ2 est un autre hyperparamètre ajustable. Comme précédemment, on suppose que
les différents vecteurs moyennes ψk, (k = 1, . . . ,K) ainsi que les matrices de covariance
Σk, (k = 1, . . . ,K) sont indépendants. Les lois a priori complètes pour ces deux hyper-








































Ces lois reflètent bien le manque de connaissance sur ces deux hyperparamètres. S’agis-
sant des deux derniers niveaux de hiérarchie dans notre inférence Bayésienne, le vecteur
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3.3.5 Loi jointe
La loi jointe a posteriori des paramètres inconnus et des hyperparamètres est définie
suivant : f(Θ,Ω|Y ) = f(Y |Θ)f(Θ|Ω)f(Ω).





















































avec nk = card(Ik). Comme ce fut le cas pour les chapitres précédents, la loi a posteriori
est trop complexe pour obtenir des expressions analytiques des estimateurs MMSE et
MAP du vecteur des paramètres inconnus Θ. Encore une fois nous allons faire appel
aux méthodes MCMC pour pallier le problème de la complexité des lois a posteriori. Le
paragraphe suivant étudie les deux échantillonneurs de Gibbs générant des échantillons
asymptotiquement distribués suivant la loi a posteriori (3.21).
3.4 Échantillonneur de Gibbs hybride
Ce paragraphe décrit l’échantillonneur de Metropolis-within-Gibbs générant des échan-
tillons selon f(Θ,Ω|Y ). L’algorithme est résumé dans Algo. 3.2. Les lois conditionnelles
des différents paramètres et hyperparamètres sont détaillées ci-dessous.
3.4.1 Loi conditionnelle du vecteur des étiquettes z
Pour chaque pixel p (p = 1, . . . , P ), l’étiquette zp est une variable aléatoire discrète
dont la loi conditionnelle est pleinement caractérisée par les probabilités :
P [zp = k, z-p, tp,ψk,Σk] ∝ f(tp|zp = k, z-p,ψk,Σk)P [zp = k,z-p,ψk,Σk] ,
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ce qui donne par la relation de Bayes :
P [zp = k|z-p, tp,ψk,Σk] ∝ f(tp|zp = k,ψk,Σk)P [zp = k|z-p] (3.22)
où k = 1, . . . ,K (K étant le nombre de classes), f (zp|z-p) a été définie dans l’équation
3.10 et z-p dénote le vecteur z dont le pième élément a été supprimé. Ces probabilités a
posteriori peuvent s’exprimer ainsi :

















r,k. La loi a posteriori du vecteur des étiquettes z dans (3.23) définit un
champ de Markov. Par conséquent, on peut échantillonner suivant cette loi conditionnelle
en utilisant l’algorithme détaillé dans Algo. 3.1, c’est-à-dire en générant des valeurs
discrètes suivant les probabilités en (3.23). Un échantillonneur de Gibbs est proposé
pour générer zp.
3.4.2 Loi conditionnelle de la matrice des coefficients logistiques T
Pour chaque pixel p, la loi jointe peut s’écrire 1 :
f(tp, zp = k,ψk,Σk|yp) ∝ f(yp|tp)f(tp, zp = k,ψk,Σk),




) ∝ f (yp|tp) f (tp|ψk,Σk) .
Après calculs, la loi conditionnelle s’écrit :
f
(
tp|zp = k,ψk,Σk,yp, w2p
) ∝ 1[
w2pc(tp)








(tp −ψk)T Σ−1k (tp −ψk)
]
. (3.24)
1. La variance des endmembers a été omise pour des raisons de concisions.
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Malheureusement, il est trop difficile de générer des échantillons suivant (3.24). Une étape
de Metropolis-Hastings va donc être utilisée, basée sur une marche aléatoire, similaire à
celle utilisée au chapitre 1, au paragraphe 1.3.1. La loi de proposition est une Gaussienne
N (0, u2r), centrée de variance u2r qui a été fixée de manière à obtenir un taux d’acceptation
entre 0.15 et 0.5, comme recommandé dans [Rob96].
3.4.3 Lois conditionnelles des variances des endmembers




) ∝ f(yp |tp, s2p)f (s2p|δ) .
Dès lors, on obtient la loi inverse Gamma :










3.4.4 Loi conditionnelle de Ψ et Σ
Pour chaque endmember r (r = 1, . . . , R) et chaque classe k (k = 1, . . . ,K) grâce à
l’équation de Bayes la loi conditionnelle de ψr,k peut s’écrire selon :
f
(
ψr,k|z = k, tr, σ2r,k, υ2




tr,p|zp = k, ψr,k, σ2r,k
)
. (3.26)
De façon similaire, la loi conditionnelle de σ2r,k s’écrit :
f
(
σ2r,k|tr, z = k, ψr,k




tr,p|zp = k, ψr,k, σ2r,k
)
. (3.27)
Après calcul, les résultats suivants sont obtenus :











avec tr,k = 1nk
∑
p∈Ik tr,p et
σ2r,k|z = k, tr, ψr,k ∼ IG
nk
2
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3.4.5 Lois conditionnelles de υ2 et δ


















3.5 Résultats de simulations sur données synthétiques
De nombreuses simulations ont été conduites afin d’illustrer l’efficacité de l’algorithme
proposé. La première expérience considère une image synthétique de 25× 25 pixels avec
K = 3 classes différentes. L’image contient R = 3 composants purs mélangés dont
les spectres (L = 413 bandes spectrales) ont été extraits des bibliothèques spectrales
du logiciel ENVI [RSI03]. Les spectres extraits sont représentés sur la figure 3.4, les
deux premiers étant identiques à ceux pris pour les simulations du chapitre 1 (béton de
construction et herbe verte). Une carte des étiquettes, représentée sur la figure 3.5 (à
gauche) a été générée en utilisant (3.10)avec β = 1.1.
Les moyennes et variances des abondances ont été imposées pour chaque classe comme
résumés dans la Table 3.1. Ces valeurs reflètent bien le fait que le premier endmember est
prépondérant dans la Classe 1 (avec une concentration moyenne de 60%), le deuxième
endmember est plus présent dans la Classe 2 (avec une concentration moyenne de 50%)
et le troisième prépondérant dans la Classe 3 (avec une concentration moyenne de 50%).
Dans cette simulation, la variance des abondances a été fixée à une valeur de 0.005
quelque soient les endmembers, pixels et classes. Les cartes d’abondances générées suivant
le NCM sont données sur la figure 3.6 (haut). Les variances des endmembers ont été
générées suivant leurs lois a priori (3.15) avec δ = 1× 10−3 conduisant à un SNR égal à
SNR = 12dB.
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Algo. 3.2 Échantillonneur de Gibbs hybride pour le démélange spectral avec contraintes
spatiales pour la modèle NCM
– % Initialisation :
1: Échantillonner z(0) à partir de la densité de probabilité (pdf) dans Eq. (3.10),
2: Échantillonner δ(0) et υ2(0) à partir des pdfs dans Eq. (3.20),
3: Échantillonner w(0) à partir de la pdf dans Eq. (3.15),
4: Échantillonner Ψ(0) à partir de la pdf dans Eq. (3.18),
5: Échantillonner Σ(0) à partir de la pdf dans Eq. (3.19),
– % Itérations :
1: pour t = 1, 2, . . . faire
2: pour chaque pixels p = 1, . . . , P faire
3: Échantillonner z(t) à partir de la pdf dans Eq. (3.23),
4: Échantillonner t(t)p à partir de la pdf dans Eq. (3.24) utilisant une étape de
Metropolis-within-Gibbs,
5: Calculer a(t)p à partir de Eq. (3.5),
6: Échantillonner w2(t)p à partir de la pdf dans Eq. (3.25),
7: fin pour
8: pour chaque classe k = 1, . . . ,K faire
9: pour chaque endmember r = 1, . . . , R faire
10: Échantillonner ψ(t)r,k à partir de la pdf dans Eq. (3.28),
11: Échantillonner σ2(t)r,k à partir de la pdf dans Eq. (3.29),
12: fin pour
13: fin pour
14: Échantillonner υ2(t) à partir de la pdf dans in Eq. (3.30)
15: Échantillonner δ(t) à partir de la pdf dans Eq. (3.31),
16: fin pour
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Figure 3.4 – Les R = 3 spectres des endmembers : béton de construction (trait continu),
herbe verte (trait semi-continu), terre micacée (trait pointillés).
Figure 3.5 – A gauche : carte des étiquettes réelle. A droite : carte des étiquettes estimée
par l’échantillonneur de Gibbs hybride proposé.
Les estimateurs MMSE et MAP des paramètres inconnus peuvent être calculés à
partir des échantillons générés par l’échantillonneur de Gibbs présenté au paragraphe 3.4.
Dans un premier temps, l’estimateur MAP marginal du vecteur d’étiquettes zˆMAP est
représenté sur la figure 3.5. Les estimateurs MMSE des abondances conditionnellement
à zˆMAP ont également été représentées sur la figure 3.6 (en bas). Il a fallu un nombre de
NMC = 5000 itérations (avec 500 itérations de chauffage) pour arriver à ces résultats. De
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µ1 = E[ap, p∈I1 ] [0.6, 0.3, 0.1]
T [0.59, 0.29, 0.12]T
Var[ap,r, p∈I1 ] (×10−3) [5, 5, 5]T [4.7, 4.5, 7.3]T
Classe 2
µ2 = E[ap, p∈I2 ] [0.3, 0.5, 0.2]
T [0.31, 0.49, 0.2]T
Var[ap,r, p∈I2 ] (×10−3) [5, 5, 5]T [7, 4.2, 11.7]T
Classe 3
µ3 = E[ap, p∈I3 ] [0.3, 0.2, 0.5]
T [0.31, 0.2, 0.49]T
Var[ap,r, p∈I3 ] (×10−3) [5, 5, 5]T [4.5, 4.3, 5.5]T
Figure 3.6 – En haut : cartes d’abondances des 3 matériaux purs pour le NCM. En
bas : cartes d’abondances des 3 matériaux purs estimés par l’échantillonneur de Gibbs
hybride basé sur le NCM (de gauche à droite : béton de construction, herbe verte, terre
grasse).
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plus, les vecteurs moyennes µk = E [ap] (k = 1, . . . ,K, p ∈ Ik), introduits dans (3.2),
présentent un très grand intérêt dans la mesure où ils caractérisent chaque classe selon
leurs définitions au paragraphe 3.2.1. Dès lors, il peut être judicieux de retrouver les lois
a posteriori de ces vecteurs moyennes à partir des échantillons générés par l’algorithme
de Gibbs hybride proposé. Les lois a posteriori des moyennes des abondances µk (k =
1, . . . , 3) estimés par l’algorithme proposé sont représentés sur la figure 3.7 pour chacune
des classes. Enfin, les résultats des estimations MMSE des moyennes et variances des
abondances pour chaque endmember pour chacune des classes ont été présentés dans
la table 3.1. Les différents paramètres (classes, coefficients d’abondances et vecteurs des
moyennes des abondances) estimés par l’algorithme sont clairement en accord avec les
valeurs réelles.
Cet algorithme est comparé aux algorithmes Bayésiens spatialement indépendants,
respectivement développés dans [DTC08] et au chapitre 1. L’image synthétique montrée
figure 3.5 a été analysée par ces deux derniers algorithmes avec le même nombre d’itéra-
tions NMC en plus de l’algorithme FCLS [HC01]. Comme critère, les EQMs (déjà utilisées
au premier chapitre au paragraphe 1.6.3) des abondances estimées ont été calculées pour







(aˆr,p − ar,p)2 (3.32)
où aˆr,p est l’estimateur MMSE de l’abondance ar,p. Les résultats obtenus en calculant ces
EQMs, reportés dans la table 3.2, montrent que l’algorithme développé dans ce chapitre
(appelé « Bayésien corrélé » dans la table) présente de meilleures performances que les
algorithmes spatialement indépendants (nommés « Bayésien indépendant » et « FCLS
»).
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Figure 3.7 – Histogrammes des moyennes d’abondances µk = [µk,1, µk,2, µk,3]
T estimés
par l’algorithme de Gibbs hybride pour les K = 3 classes (valeurs réelles en pointillés).
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EQM21 0.0027 0.0013 0.0019 0.0016
EQM22 8.9× 10−4 5.9× 10−4 4.3 ×10−4 4.1× 10−4
EQM23 9.5× 10−4 5.5× 10−4 0.0014 0.0013
Figure 3.8 – Données hyperspectrales réelles : l’image de Moffett field acquise par AVI-
RIS en 1997 (à gauche) et la région d’intérêt représenté en couleurs réelles (à droite).
3.6 Résultats de simulations sur une image AVIRIS
Ce paragraphe illustre les performances de l’algorithme exploitant les corrélations
entre pixels voisins à partir d’une image hyperspectrale utilisée pour les simulations des
chapitres 1 (paragraphe 1.7) et 2 (paragraphe 2.5), à savoir, l’image Moffett Field, prise
3.6 - Résultats de simulations sur une image AVIRIS 95
Figure 3.9 – Les spectres des R = 3 endmembers obtenues par l’algorithme N-FINDR.
par l’imageur AVIRIS en 1997. La région d’intérêt concerne toujours l’imagette de 50×50
pixels. Les endmembers utilisés pour les simulations ont été extraits suivant la méthode
décrite au paragraphe 1.7. Á titre de rappel, l’image complète et la région d’intérêt ainsi
que les spectres des endmembers extraits sont respectivement représentés sur la figure
3.8 et 3.9. Ainsi, les algorithmes proposés au paragraphe 3.4 ont été appliqués sur cette
imagette avec K = 4 classes et NMC = 5000 itérations (avec 500 itérations de chauffage).
Les cartes d’abondances estimées représentés sur la figure 3.10. Ces résultats sont
très similaires et en accord avec ceux obtenus sur cette imagette par l’utilisation de
l’algorithme Bayésien basé sur le MML [DTC08] ou avec l’algorithme FCLS [HC01] et
représentés, pour rappel, sur la figure 3.11.
Figure 3.10 – Cartes d’abondances estimées par l’algorithme basé sur le NCM (de gauche
à droite : végétation, eau et terre).
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Les résultats des classifications obtenus par l’échantillonneur de Gibbs hybride basé
sur le NCM sont donnés sur la figure 3.12. Les lois a posteriori des moyennes des abon-
dances µk = E [ap] (k = 1, . . . ,K, p ∈ Ik) ont également été représentées sous formes
d’histogrammes sur la figure 3.13. L’approche spatiale du démélange spectral initié par
notre algorithme permet l’établissement d’une carte de classification à partir de laquelle
il est possible d’examiner la répartition des matériaux purs de l’image. Par exemple, la
zone du lac est aisément identifiable (la zone en blanc) où l’eau est bien évidemment en
très forte quantité (moyenne très proche de 1 sur la figure 3.13 pour la quatrième classe).
Figure 3.11 – En haut : cartes d’abondances estimées par le MML Bayésien (tiré de
[DTC08]). En bas : cartes d’abondances estimées par l’algorithme FCLS [HC01].
3.7 Conclusions
Ce chapitre présente un nouvel algorithme de démélange spectral Bayésien et tenant
compte des corrélations entre les pixels de l’image. Ces corrélations ont été modélisés
à l’aide des champs de Markov. Une variable discrète supplémentaire (étiquette) a été
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Figure 3.12 – Cartes des étiquettes estimées
par l’algorithme basé sur le NCM.
introduite afin d’identifier des régions (ou classes) définies par des abondances homo-
gènes (avec des statistiques du premier et deuxième ordre communes). Les contraintes
de positivité et d’additivité des abondances ont été assurées à l’aide d’une reparamé-
trisation appropriée définie par des vecteurs de coefficients logistiques. La loi jointe a
posteriori des paramètres inconnus et hyperparamètres associés a été calculée pour le
modèle NCM. Ainsi une méthode MCMC a été étudiée afin de générer des échantillons
asymptotiquement distribués suivant les lois conditionnelles associés à ce modèle. Ces
échantillons ont ensuite été utilisés pour estimer les cartes d’abondances ainsi que les
étiquettes de l’image sous-jacentes. Les résultats obtenus sur des données simulées et sur
une image réelle AVIRIS se sont révélés intéressants, ce qui encourage la poursuite des
études sur ce type d’algorithme spatial.
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Figure 3.13 – Histogrammes des moyennes d’abondances µk = [µk,1, µk,2, µk,3]
T (de
gauche à droite : végétation, eau et terre) estimés par l’algorithme de Gibbs hybride
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4.1 Conclusions
Cette thèse avait pour objet d’étudier des méthodes de démélange spectral linéaire
pour les images hyperspectrales. Nous nous sommes focalisés sur le problème d’inver-
sion, étape consistant à estimer les abondances des matériaux purs d’un pixel mélangé.
Nous avons considéré dans un premier temps que les spectres des matériaux purs, ou
endmembers, étaient considérés comme connus, c’est à dire extraits d’une bibliothèque
spectrale ou bien estimés par une méthode d’extraction d’endmembers. Ensuite, nous
avons pu constater que le modèle de mélange linéaire, modèle couramment utilisé pour
le démélange, présente des inconvénients en l’absence de pixel purs. Dès lors nous avons
considéré le modèle NCM présenté dans [ES07] dont la caractéristique principale est de
considérer les spectres des matériaux purs comme étant aléatoires, au lieu de l’hypothèse
déterministe présente dans le modèle MML standard. Nous avons choisi d’évoluer dans
un cadre Bayésien en définissant des lois a priori appropriées pour les paramètres in-
connus et leurs hyperparamètres associés. La complexité des lois a posteriori obtenues a
été dépassée grâce à des méthodes de Monte Carlo par chaînes de Markov, consistant à
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générer des échantillons asymptotiquement distribués suivant la loi d’intérêt. Ces échan-
tillons sont ensuite employés pour approcher les estimateurs Bayésiens classiques (MAP
ou MMSE).
L’utilisation du modèle NCM pour le démélange spectral linéaire a permis d’amélio-
rer grandement les résultats d’estimation des abondances (par rapport au modèle MML)
lorsque l’image analysée ne contient pas un nombre suffisant de pixels purs. Pour une
image contenant un grand nombre de pixels purs en revanche, les résultats restent sensi-
blement identiques à ceux obtenus avec le modèle MML. Le modèle NCM est donc parti-
culièrement recommandé si l’image hyperspectrale considérée est susceptible de contenir
des pixels très hétérogènes. Inversement, il peut être préférable de garder le modèle li-
néaire standard si la présence de pixels purs représentatifs de tous les endmembers est
assurée.
À partir de l’algorithme développé au chapitre précédent, nous avons cherché à esti-
mer le nombre des composants purs présents dans un pixel, ou dans un groupe de pixels.
Pour cela, nous avons supposé que les spectres des endmembers impliqués dans le mé-
lange appartiennent à une bibliothèque spectrale. L’utilisation d’un algorithme à sauts
réversibles s’est révélée tout à fait appropriée pour estimer le nombre d’endmembers
présents dans le pixel (ou groupe de pixels) considéré mais également leur nature.
Les algorithmes d’inversion développés jusqu’à présent analysent les pixels de l’image
indépendamment. Il est cependant possible de prendre en compte les corrélations entre les
pixels d’une image grâce à l’utilisation des champs de Potts-Markov aléatoires. L’image
est alors implicitement découpée en différentes zones ou « classes » dont les caractéris-
tiques sont fonctions des valeurs des coefficients d’abondances des pixels correspondants.
Grâce à une reparamétrisation des abondances, il a été possible d’établir un modèle
Bayésien hiérarchique incluant ces corrélations spatiales. Une fois encore, les résultats
obtenus en termes d’estimation des abondances se sont avérés très prometteurs. De plus,
il a été possible d’extraire une carte de classification de l’image. Dès lors, un algorithme
avec de telles hypothèses pourrait être employé à la fois comme algorithme de démélange
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mais également comme classifieur, notamment si l’on souhaite analyser l’image par une
approche « région ».
4.2 Perspectives
Ces travaux ouvrent la voie à des perspectives de recherches intéressantes pour l’amé-
lioration du démélange spectral.
Le chapitre 1 a montré que le NCM est un modèle intéressant pour le démélange
spectral d’une image ne contenant pas de pixels purs. Ce fut le cas notamment au para-
graphe 1.6.3 où une image synthétique a été générée en supprimant les pixels purs pour
l’analyse. Cependant, nous pensons que d’autres modèles que NCM prenant en compte
l’absence de pixels purs dans l’image pourrait être envisagés. Plus précisément, il s’agirait
d’intégrer directement leur absence dans le modèle statistique. Une piste envisageable se-
rait de modifier les contraintes inhérentes aux coefficients d’abondances. Les coefficients,
au lieu d’être strictement positifs, devraient être strictement supérieur à un réel positif
(inférieur à 1) alors que les contraintes d’additivité seraient conservées. Un autre type
de modèle consisterait à supposer que les données d’une image hyperspectrale ne sont
pas contenues dans un seul ensemble convexe mais dans plusieurs ensembles convexes.
C’est ce qui a été présenté dans [ZG10] où les données ont été regroupés dans plusieurs
ensembles convexes et où les spectres des matériaux purs et abondances correspondantes
ont été estimés.
Un autre algorithme semi-supervisé basé sur le modèle NCM peut également être
envisagé. Ainsi au chapitre 2, le nombre de composants purs a été estimé à l’aide de mé-
thodes de sélection de modèles. Il est possible d’éviter d’estimer directement le nombre
de composants purs en faisant appel aux méthodes parcimonieuses. Ces méthodes sup-
posent que le vecteur d’abondances a un grand nombre de composantes toutes nulles,
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excepté un petit nombre. Cette approche a été présenté dans [TRK10] mais n’a cepen-
dant été appliquée que pour le modèle MML. Il serait alors intéressant de voir si de telles
méthodes pourrait être applicable au modèle NCM.
Enfin, concernant la prise en compte des dépendances spatiales, il serait judicieux
d’approfondir l’algorithme décrit au chapitre 3. En effet, l’algorithme a été développé
pour des endmembers ayant la même variance. Comme ce fut le cas au paragraphe 1.4,
cet algorithme pourrait être adapté au cas où les variances des endmembers ont des
valeurs différentes. De même, nous avons supposé que le coefficient de granularité était
connu pour des raisons de simplification. De futures études pourraient être réalisées sur
l’estimation de ce coefficient comme dans [ZLQ97], [DMZB99] ou encore [CFP03]. Enfin,
les corrélations spatiales ont été modélisée à l’aide de champs de Potts-Markov. Nous
pensons qu’il est possible de modéliser autrement ces dépendances spatiales. Ainsi, nous
pourrions faire appel, par exemple, aux champs aléatoires « discriminatifs » [KH03]. L’uti-
lisation d’opérateurs morphologiques, autres outils d’intégration d’informations spatiales
et utilisés avec succès pour la classification d’images hyperspectrales urbaines [BPS05]
reste également envisageable.
De manière générale, l’utilisation de méthodes MCMC s’est avérée très coûteuse en
temps de calcul. Les méthodes variationnelles [JJ00] s’avèrent être une alternative inté-
ressante, réduisant de façon drastique le temps de calcul. Des résultats concluants ont été
obtenus avec ces méthodes appliquées au modèle MML en négligeant la contrainte d’ad-
ditivité des abondances. Cependant, le problème de la prise en compte de ces contraintes
pour le MML et l’emploi du modèle NCM (avec ou sans les contraintes d’additivité) avec





Calcul de la loi conditionnelle
f (w2r|w-r,Y ,A,M )
En utilisant le théorème de Bayes, la loi conditionnelle f(w2r |w-r,Y ,A,M) s’écrit
comme suit :





ce qui mène à :
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Annexe B
Probabilités d’acceptation pour les
mouvements de « naissance » et «
mort » pour l’algorithme à sauts
réversibles
Les calculs des probabilités d’acceptation pour les mouvements de « naissance » et «
mort » décrites au paragraphe 2.3 sont détaillés dans cette partie annexe.
A l’itération t, on considère le mouvement de naissance de l’état
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avec a∗ = [(1− ω∗)a1, . . . , (1− ω∗)aR(t) ]T , M∗ =[
M (t), s∗
]







q(M (t), w2(t),a(t)|M∗, w2∗,a∗)
q(M∗, w2∗,a∗|M (t), w2(t),a(t)) |J (ω
∗)| (B.1)
où q(·|·) fait référence aux lois de proposition, |J (ω∗)| est le Jacobien de la transformation
et p·→· est la probabilité de transition, c’est-à-dire, pR∗→R(t) = dR∗ et pR(t)→R∗ = bR(t) .
D’après les mouvements précisés au paragraphe 2.3, le rapport des lois de propositions
est :
q(M (t), w2(t),a(t)|M∗, w2∗,a∗)













où ga,b(·) et ha,b(·) sont respectivement les fonctions densités de probabilité d’une loi
Beta Be(a, b) et d’une loi inverse Gamma IG(a, b). En effet, la probabilité de choisir un
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nouvel élément (mouvement de « naissance ») est 1/(Rmax − R(t)) et la probabilité de




. La matrice Jacobienne






























1− ω∗ 0 · · · 0 −a(t)1





0 · · · 0 1− ω∗ −a(t)R−1
−(1− ω∗) −(1− ω∗) · · · −(1− ω∗) −a(t)R

ce qui implique
|J (ω∗)| = (1− ω∗)R(t)−1. (B.3)
Le rapport des lois a posteriori
f(a∗,M∗, R∗|y)
















= R(t) + 1. (B.5)
En choisissant des configurations équiprobables a priori pour M conditionnellement à






Le rapport des lois a priori uniformes liées au nombre de composants purs dans le
mélange R se réduit à 1. Au final, le rapport d’acceptation pour le mouvement de «
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Annexe C
Démélange spectral avec contraintes
spatiales : application au modèle de
mélange MML standard
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C.1 Modèle Bayésien hiérarchique . . . . . . . . . . . . . . . . . . . 111
C.2 Algorithme de Gibbs hybride . . . . . . . . . . . . . . . . . . . 115
C.3 Résultats de simulations sur des données synthétiques . . . . 117
C.4 Résultats de simulations sur une image AVIRIS . . . . . . . . 122
L’algorithme développé dans [DTC08] va être modifié de manière à intégrer les cor-
rélations entre les pixels de l’image.
C.1 Modèle Bayésien hiérarchique
Ce paragraphe décrit la vraisemblance et les lois a priori inhérentes au MML. La




mrar + n. (C.1)
C.1.1 Vecteur des paramètres inconnus
Dans un premier temps, le vecteur des paramètres inconnus est défini ci-dessous
Θ = {T , z, s},
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où s =
[
s21, . . . , s
2
P
]T représente le vecteur des variances du bruit, z est le vecteur des
étiquettes et T = [t1, . . . , tP ] avec tp = [t1,p, . . . , tR,p]T (p = 1, . . . , P ) est la matrice de
coefficients logistiques employés pour la reparamétrisation des abondances.
C.1.2 Fonction de vraisemblance






















En supposant l’indépendance entre les diverses séquences de bruit np (p = 1, . . . , P ), la
vraisemblance des P pixels de l’image est :








C.1.3 Lois a priori des paramètres
Ce paragraphe présente les lois a priori des paramètres inconnus et leur hyperpara-
mètres associés qui seront utilisés pour le modèle MML. Le graphe orienté correspondant
est représenté sur la figure C.1.
1. La dépendance du vecteur d’abondance en fonction du vecteur des coefficients logistiques suivant
(3.5) a été explicitement mentionnés en notant ap = ap(tp).
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Figure C.1 – DAG pour les lois a priori (les paramètres fixés apparaissent dans les cases
en pointillés) pour le MML.
Loi a priori des étiquettes
La loi a priori du vecteur des étiquettes z = [z1, . . . , zP ]T est la même que celle








où V(p) représente le voisinage d’ordre 1 du pixel p donné à la figure 3.1.
Loi a priori des coefficients logistiques
La loi a priori des coefficients logistiques restent la même que celle développée au
paragraphe 3.3.3 :







Ce qui donne pour la matrice des coefficients logistiques T (en supposant l’indépendance
entre les pixels de l’image) :





f (tp|zp = k,ψk,Σk) . (C.6)
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Lois a priori des variances du bruit
Une loi conjuguée inverse Gamma a été choisi pour la variance du bruit, soit :
s2p|ν, δ ∼ IG(ν, δ), (C.7)
où ν = 1 et δ hyperparamètre qui sera estimé conjointement avec les autres para-
mètres et hyperparamètres. Prenant comme hypothèse l’indépendance entre les diffé-
rentes lois a priori des variances et en notant s =
[
s21, . . . , s
2
P










C.1.4 Lois a priori des hyperparamètres
Les lois a priori complètes pour les deux hyperparamètres ψk, (k = 1, . . . ,K) et















































La loi jointe a posteriori des paramètres inconnus et des hyperparamètres est défi-
nie suivant f(Θ,Ω|Y ) = f(Y |Θ)f(Θ|Ω)f(Ω). Après calculs, la loi a posteriori pour le
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avec nk = card(Ik). Cette loi étant trop complexe pour retrouver les expressions ana-
lytiques des estimateurs MMSE et MAP du vecteur des paramètres inconnus Θ, un
algorithme de Gibbs hybride va permettre de générer des échantillons asymptotiquement
distribués suivant (C.12).
C.2 Algorithme de Gibbs hybride
Ce paragraphe décrit l’échantillonneur de Metropolis-within-Gibbs générant des échan-
tillons selon f(Θ,Ω|Y ). L’algorithme est résumé dansAlgo. C.1. Les lois conditionnelles
des différents paramètres et hyperparamètres sont détaillés ci-dessous.
C.2.1 Loi conditionnelle du vecteur des étiquettes z
La loi conditionnelle du vecteur des étiquettes z est identique à celle développée pour
le modèle NCM dans (3.23), soit :

















r,k. L’échantillonnage suivant cette loi peut se faire de la même manière
que la loi (3.23) (génération de valeurs discrètes suivant les probabilités en (C.13)).
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C.2.2 Loi conditionnelle de la matrice des coefficients logistiques T




) ∝ f (yp|tp) f (tp|ψk,Σk) .
Ainsi, pour un pixel donné p, la loi conditionnelle de tp est :
f
(
tp|zp = k,ψk,Σk,yp, s2p















(tp −ψk)T Σ−1k (tp −ψk)
]
. (C.14)
Une étape de Metropolis-Hastings va être employée de la même manière que pour
(3.24) afin de générer des échantillons suivant la loi (C.14).
C.2.3 Lois conditionnelles des variances du bruit




) ∝ f(yp |tp, s2p)f (s2p|δ) .
Dès lors, la loi conditionnelle de s2p est une inverse Gamma :










C.2.4 Lois conditionnelles de Ψ et Σ
Les lois conditionnelles des deux hyperparamètres Ψ et Σ sont les mêmes que celles
obtenues par le modèle NCM :











avec tr,k = 1nk
∑
p∈Ik tr,p et
σ2r,k|z = k, tr, ψr,k ∼ IG
nk
2
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C.2.5 Lois conditionnelles de υ2 et δ


















C.3 Résultats de simulations sur des données synthétiques
Un schéma de simulation identique à celui présenté au paragraphe 3.5 va être utilisée
afin d’évaluer les performances de cet algorithme basé sur le modèle de mélange standard.
Figure C.2 – A gauche : carte des étiquettes réelle. A droite : carte des étiquettes estimée
par l’échantillonneur de Gibbs hybride basé sur le MML.
Là encore, les étiquettes sous-jacentes de l’image ont été générées en utilisant (C.4)
avec β = 1.1 (voir figure C.2). Puis les moyennes et variances des abondances ont été
choisies suivant les valeurs données dans la Table C.1.
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Algo. C.1 Échantillonneur de Gibbs hybride pour le démélange spectral avec
contraintes spatiales pour le modèle MML
– % Initialisation :
1: Échantillonner z(0) à partir de la densité de probabilité (pdf) dans Eq. (C.4),
2: Échantillonner δ(0) et υ2(0) à partir des pdfs dans Eq. (C.11),
3: Échantillonner s(0) à partir de la pdf dans Eq. (C.8),
4: Échantillonner Ψ(0) à partir de la pdf dans Eq. (C.9),
5: Échantillonner Σ(0) à partir de la pdf dans Eq. (C.10),
– % Itérations :
1: pour t = 1, 2, . . . faire
2: pour chaque pixel p = 1, . . . , P faire
3: Échantillonner z(t) à partir de la pdf dans Eq. (C.13),
4: Échantillonner t(t)p à partir de la pdf dans Eq. (C.14) using Metropolis-within-
Gibbs step,
5: Calculer a(t)p d’après Eq. (3.5),
6: Échantillonner s2(t)p à partir de la pdf dans Eq. (C.15),
7: fin pour
8: pour chaque classe k = 1, . . . ,K faire
9: pour chaque endmember r = 1, . . . , R faire
10: Échantillonner ψ(t)r,k à partir de la pdf dans Eq. (C.16),
11: Échantillonner σ2(t)r,k à partir de la pdf dans Eq. (C.17),
12: fin pour
13: fin pour
14: Échantillonner υ2(t) à partir de la pdf dans Eq. (C.18)
15: Échantillonner δ(t) à partir de la pdf dans Eq. (C.19),
16: fin pour
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µ1 = E[ap, p∈I1 ] [0.6, 0.3, 0.1]
T [0.58, 0.29, 0.13]T
Var[ap,r, p∈I1 ] (×10−3) [5, 5, 5]T [4.5, 4.3, 5.5]T
Classe 2
µ2 = E[ap, p∈I2 ] [0.3, 0.5, 0.2]
T [0.29, 0.49, 0.2]T
Var[ap,r, p∈I2 ] (×10−3) [5, 5, 5]T [4.5, 4.7, 5.3]T
Classe 3
µ3 = E[ap, p∈I3 ] [0.3, 0.2, 0.5]
T [0.31, 0.19, 0.49]T
Var[ap,r, p∈I3 ] (×10−3) [5, 5, 5]T [7, 4.2, 11.7]T
Les cartes d’abondances générées suivant le MML sont données sur la figure C.3
(haut). Les variances du bruit ont été générées suivant la loi a priori (C.8) avec δ =
1× 10−3. Ce qui implique que le SNR est de 19dB.
L’estimateur MAP marginal du vecteur d’étiquettes zˆMAP est représentée sur la fi-
gure 3.5 pour l’algorithme de Gibbs hybride basé sur le MML (à droite). Les estimateurs
MMSE des abondances conditionnellement à zˆMAP ont également été représentés sur la
figure C.3 (en bas). Un nombre de NMC = 5000 itérations (avec 500 itérations de chauf-
fage) a été nécessaire pour obtenir ces résultats. Comme précédemment, les histogrammes
des vecteurs moyennes µk = E [ap] (k = 1, . . . ,K, p ∈ Ik) estimés par l’algorithme basé
sur le MML ont été déterminés seulement et représentés sur la figure C.4. La table 3.1
donne les résultats des estimateurs MMSE des moyennes et variances des abondances
pour chaque endmember pour chacune des classes. Les différents paramètres (classes,
coefficients d’abondance et vecteurs des moyennes des abondances) estimés par les deux
algorithmes sont clairement en accord avec les valeurs réelles.
Nous comparons ensuite l’algorithme de Gibbs hybride basé sur le MML au NCM «
Bayésien corrélé », à leurs équivalents spatialement indépendants ainsi qu’à l’algorithme
FCLS. Nous reprenons la table 3.2 (au paragraphe 3.5) à laquelle nous ajoutons une
colonne. Celle-ci contient les résultats de calculs des EQM globales résultant des simula-
tions effectués sur l’image synthétique (montrée figure C.2) à l’aide du MML « Bayésien
120 Annexe C - Démélange spectral avec contraintes spatiales
Figure C.3 – En haut : cartes d’abondances des 3 matériaux purs pour le MML. En
bas : cartes d’abondances des 3 matériaux purs estimés par l’échantillonneur de Gibbs
hybride basé sur le MML (de gauche à droite : béton de construction, herbe verte, terre
grasse).
corrélé ». Ainsi, ces résultats, reportés dans la table C.2, montrent dans un premier temps
que l’algorithme MML « Bayésien corrélé » présente de meilleures performances que les
algorithmes FCLS et « Bayésiens indépendants ». Ensuite et de manière générale, ils dé-
montrent l’intérêt d’exploiter les contraintes spatiales aussi bien pour le modèle standard
de mélange que pour le modèle NCM.
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Figure C.4 – Histogrammes des moyennes d’abondances µk = [µk,1, µk,2, µk,3]
T estimés
par l’algorithme de Gibbs hybride basé sur le MML pour (de haut en bas) les K = 3
classes (valeurs réelles en pointillés).
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EQM21 0.0027 0.0013 0.0019 0.0016 0.001
EQM22 8.9× 10−4 5.9× 10−4 4.3× 10−4 4.1× 10−4 3.1× 10−4
EQM23 9.5× 10−4 5.5× 10−4 0.0014 0.0013 8.6× 10−4
Figure C.5 – Carte des étiquettes estimées
par l’algorithme basé sur le MML.
Figure C.6 – Cartes d’abondances estimées par l’algorithme basé sur le MML (de gauche
à droite : végétation, eau et terre).
C.4 Résultats de simulations sur une image AVIRIS
L’image Moffett field va encore être mise à contribution pour évaluer les performances
sur des données réelles de l’échantillonneur de Gibbs hybride basé sur le MML. Le schéma
de simulation reste identique au paragraphe 3.6.
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Figure C.7 – Histogrammes des moyennes d’abondances µk = [µk,1, µk,2, µk,3]
T (de
gauche à droite : végétation, eau et terre) estimés par l’algorithme de Gibbs hybride
pour les K = 4 classes.
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La carte de classification obtenue par l’estimation des étiquettes est représentée sur
la figure C.5, alors que les cartes d’abondances estimés sont données sur la figure C.6.
Les lois a posteriori des moyennes des abondances µk = E [ap] (k = 1, . . . ,K, p ∈ Ik)
ont également été représentées sous formes d’histogrammes sur la figure C.7.
Ces résultats restent très comparables à ceux obtenus pour l’algorithme basé sur le
NCM. Dès lors, si l’image contient un nombre largement suffisant de pixels purs, il sera
possible d’utiliser l’algorithme développé ci-dessus.
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