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ABSTRACT
This thesis presents the model of predicting student academic performances in Higher
Learning Institution (HLI). The prediction of students’ successful is one of the most
vital issues in HLI. In the previous work, there are many methods proposed
to predict the performance of students such as Scholastic Aptitude Test (SAT) or
American College Test (ACT), Intelligent Test, Fuzzy Set Theory, Neural Network,
Decision Tree and Naïve Bayes. However, the fact remains found in a variety of
debate among educators in higher learning institution, especially those related to
predictor variables that used and the resulting level of prediction accuracy. This shown
that the rule model in predicting student performance is still a gap and it is urgent for
educators to obtain a more accurate prediction results. The objective of this study is to
create a rule model in predicting of students performance based on their psychometric
factors. In this study, psychometric factors used as predictor variables, there are
Interest, Study Behavior, Engaged Time, Believe, and Family Support. The rule model
developed using Kernel K-means Clustering and Smooth Support Vector
Machine Classification. Both of these techniques based on kernel methods and
relatively new algorithms of data mining techniques, recently received increasingly
popularity in machine learning community.  These techniques successfully applied in
processing large amounts of data, especially on high dimensional data that are non-
linearly separable. The data collection from student academic databases and surveyed
the psychometric factors of undergraduate student in semester 3 sessions 2007/2008 at
Universiti Malaysia Pahang. The result of this study indicates a positive correlation
between the proposed predictor variables and the students’ performance. These
predictor variables contribute significantly in increasing or decreasing student
performance that is equal to 52.2% (R2=0.522). The study also found the cluster model
of students based on their performance. Each member of the clusters labeled with their
performance index to describe the current condition of student performance. The
prediction accuracy of predicting model proposed have the lowest accuracy 61% (R2 =
0.61) in predicting “Good” performance index and the highest accuracy 93.67% (R2 =
0.9367) in predicting “Poor” Performance index. This study showed that the kernel
method has a capability as data mining technique on educational data mining. The
results of this study are suitable to be used in monitoring the progression of students’
performance semester by semester and supported the decision making process by
decision maker in HLI.
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ABSTRAK
Tesis ini menghasilkan model peramalan prestasi akademik pelajar bagi Institusi
Pengajian Tinggi (IPT). Meramal kejayaan pelajar telah menjadi satu isu yang amat
penting di IPT. Dalam kajian rintis yang dilakukan, terdapat beberapa kaedah yang
dicadangkan untuk membuat ramalan prestasi pelajar seperti Scholastic Aptitude Test
(SAT) atau American College Test (ACT), Intelligent Test, Fuzzy Set Theory, Neural
Network, Decision Tree dan Naïve Bayes Namun begitu masih terdapat banyak fakta
yang diperdebatkan di kalangan pendidik di IPT khususnya berkaitan pembolehubah
ramalan yang digunakan serta tahap ramalan yang dihasilkan. Ini menunjukkan
bahawa masih terdapat jurang yang menyebabkan keperluan untuk membangunkan
model peraturan dalam meramal prestasi pelajar yang mendesak para pendidik untuk
mendapatkan hasil ramalan yang lebih tepat. Tesis ini bertujuan untuk mencipta model
peraturan dalam meramal prestasi pelajar berdasarkan faktor-faktor psikometri
mereka. Di dalam kajian ini, faktor psikometri yang digunakan sebagai pembolehubah
ramalan adalah Minat, Sikap Pelajar, Penggunaan Masa, Kepercayaan, dan Sokongan
Keluarga. Model peraturan ini dibangunkan dengan menggunakan Kernel K-means
Clustering dan Pengkelasan Smooth Support Vector Machine. Kedua-dua teknik ini
adalah berdasarkan kaedah kernel yang merupakan satu algoritma baru dalam teknik
perlombongan data yang kini semakin banyak digunakan dalam bidang mesin
pembelajaran. Teknik-teknik ini telah berjaya dilaksanakan untuk pemprosesan data
dalam jumlah yang besar, terutama bagi data berdimensi tinggi yang bersifat non-
linear berasingan. Pengumpulan data adalah daripada pangkalan data akademik
mahasiswa manakala kajian ke atas faktor psikometri adalah daripada pelajar sarjana
muda semester 3 sesi 2007/2008 di Universiti Malaysia Pahang. Keputusan daripada
kajian ini menunjukkan bahawa hubungan antara pembolehubah ramalan yang
dicadangkan dengan prestasi pelajar mempunyai korelasi positif. Pembolehubah-
pembolehubah ramalan memberikan sumbangan yang signifikan dalam meningkatkan
atau menurunkan prestasi pelajar iaitu sebanyak 52.2% (R2=0.522). Kajian ini juga
mendapati terdapat model klaster terhadap pelajar berdasarkan prestasi mereka. Setiap
ahli dari klaster telah dilabel dengan indeks prestasi mereka bagi menggambarkan
keadaan semasa bagi prestasi pelajar. Ketepatan ramalan bagi model peramalan yang
dicadangkan mempunyai ketepatan terendah 61% (R2 = 0.6100) dalam membuat
peramalan indeks prestasi "Baik" dan ketepatan tertinggi 93.67% (R2 = 0.9367) dalam
membuat peramalan Indeks Prestasi "Lemah". Kajian ini membuktikan bahawa
kaedah kernel boleh digunakan dan sesuai sebagai teknik perlombongan data dalam
bidang pendidikan. Keputusan kajian ini juga sesuai digunakan untuk memantau
perkembangan prestasi mahasiswa dan juga dapat meningkatkan proses membuat
keputusan oleh yang membuat keputusan di IPT.
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 CHAPTER 1  
 
 
INTRODUCTION 
 
 
1.1 BACKGROUND OF THE PROBLEM 
 
Data mining is to mine the knowledge interested by people from a great deal of 
data, and this knowledge is the useful information but connotative and prior unbeknown 
(Han and Kamber, 2003). The data mining techniques is acquired to satisfy application 
in many fields, and application of data mining techniques in university can accelerate 
the innovation and development of the education system. The data mining technology 
can find useful knowledge from a great deal of data, and this knowledge provides 
important foundation to improve the process of decision making in management system 
of university (Luan, 2002). 
 
Clustering and classification are two of the most common data mining tasks used 
frequently for data categorization and analysis in both industry and academia (Han and 
Kamber, 2006). Clustering is the process of organizing unlabeled objects into groups 
which members are similar in some way (Larose, 2006). Clustering is a kind of 
unsupervised learning algorithm. It does not use category labels when grouping objects. 
Classification is the procedure to assign class labels. A classifier is constructed from the 
labeled training data using certain classification algorithm, and then it will be used to 
predict the class label of the test data. Classification is a kind of supervised learning 
algorithm. 
  
Unsupervised data mining in the educational data used for situation in which 
particular groupings or patterns are unknown. For example, not much is known about 
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which courses are usually taken as a group, or which course types are associated with 
which student types.   
 
Supervised data mining on educational data used to predict the group 
membership of the data instances that given works of a student, one may predicate 
his/her final grade. Classification rules are prediction rules to describe the future 
situation. 
   
Data mining in higher education is a new emerging field, called Educational 
Data Mining (Romero and Ventura, 2007). Educational Data Mining (EDM) is an 
emerging discipline, concerned with developing methods for exploring the unique types 
of data that come from educational settings, and using those methods to better 
understand students, and the settings which they learn in (Baker  and Yacef,  2009). 
 
Data mining, also called Knowledge Discovery in Databases (KDD), is the field 
of discovering novel and potentially useful information from large amounts of data 
(Witten and Frank, 1999). It has been proposed that educational data mining methods 
are often different from standard data mining methods, due to the need to explicitly 
account for (and the opportunities to exploit) the multi-level hierarchy and non-
independence in educational data (Baker, 2008). For this reason, it is increasingly 
common to see the use of models drawn from the psychometrics literature in 
educational data mining publications (Barnes, 2005.; Desmarais and Pu, 2005.; Pavlik et 
al., 2008). Fuzzy set theory applications involving in educational assessment and 
performance regarded as efficient and effective in uncertain situations involving 
performance assessment (Nolan, 1998). Ma et al. (2000) applied a data mining approach 
based in Association Rules in order to select weak tertiary school students of Singapore 
for remedial classes. The input variables included demographic attributes (e.g. sex, 
region) and school performance over the past years and the proposed solution 
outperformed the traditional allocation procedure. Artificial Neural Network (ANN) is 
used to predict persisters and non-persisters, although the best model or typical rule for 
persisters and non-persisters are highly useful in understanding but they do not assist in 
understanding what is in the dataset (Luan, 2002).  In 2003  (Minaei et al., 2003), online 
student grades from the Michigan State University were modeled using three 
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classification approaches (i.e. binary: pass/fail; 3-level: low, middle, high; and 9-level: 
from 1 - lowest grade to 9 - highest score). The database included 227 samples with 
online features (e.g. number of corrected answers or tries for homework) and the best 
results were obtained by a classifier ensemble (e.g. Decision Tree and Neural Network) 
with accuracy rates of 94% (binary), 72% (3-classes) and 62% (9- classes). Waiyamai 
(2003) used data mining to assist in development of new curricula and to help 
engineering students to select an appropriate major. Kotsiantis et al. (2004) applied 
several data mining algorithms to predict the performance of computer science students 
from a university distance-learning program. For each student, several Demographic 
(e.g. sex, age, marital status) and performance attributes (e.g. mark in a given 
assignment) were used as inputs of a binary pass/fail classifier. The best solution was 
obtained by a Naive Bayes method with an accuracy of 74%. Also, it was found that 
past school grades has a much higher impact than demographic variables.  Merceron 
and Yacef (2005) conducted a case study that used data mining to identify behavior of 
failing student to warn students at risk before final exam.  Delavari et al. (2005) used the 
educational data mining methods to enhance educational process in higher educational 
system, which can improve their decision making process. Romero  and Ventura (2007) 
carried out a survey on educational data mining between 1995 to 2005, they concluded 
that educational data mining is promising area of research and it has a specific 
requirements not presented in other domain. Ogor (2007) used data mining techniques 
to build prototype Performance Assessment Monitoring System (PAMS) to evaluate 
student performance. El-Halees (2008) analyzed learning behavior of students by 
mining student’s data.  
 
Baker and Yacef (2009) stated one of the key applications of educational data 
mining methods seeks empirical evidence to refine and extend educational theories and 
well-known educational phenomena, towards gaining deeper understanding of the key 
factors affecting learning, often with a view to design better learning systems. For 
instance, Gong  et al. (2009) investigated the impact of self-discipline on learning and 
found that, whilst it correlated to higher incoming knowledge and fewer mistakes, the 
actual impact on learning was marginal. Perera  et al. (2009) used the Big 5 theory for 
teamwork as a driving theory to search for successful patterns of interaction within 
student teams.  Madhyastha and Tanimoto (2009) investigated the relationship between 
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consistency and student performance with the aim to provide guidelines for scaffolding 
instruction.  
 
The university as a community of scholars surrounded by pupils and auditors is 
no longer in tune with reality, with the need to engage in a process of change, 
adjustment and innovation (Cunha  et al., 2000). The higher education institutions will 
only be able to solve the major challenges that they have been facing long by making 
creative use of information and communication technologies (Bresfelean et.al., 2007). 
Contemporary facts that knowledge is becoming a central economic dynamic might be, 
with the transfer from the concept of “information society” to that of “knowledge 
societies”. In Loing (2005) led to a re-consideration of the impact of the educational 
process, that universities are driven to situations of competition, among one another and 
with the private sector, particularly with the growth of e-learning and trans-national 
systems. Two main objectives can be distinguished in the data mining process 
integrated in the management system: a description objective consisting in establishing 
the eloquent variables and its influences; and a prediction objective (Rusu and 
Bresfelean, 2006).  
 
Data mining technology can helps managers by finding the knowledge from the 
data to set up new hypothesis, in a short period of time, which was unattainable or time-
consuming in the past, in view of large datasets and previous methods (Luan, 2004). 
The comprehension of students’ opinions, satisfactions and discontentment regarding 
the each component of the educational process, the prediction of their preference in 
certain fields of study, and the choice in continuing their education, is a factual and 
imperative preoccupation for every higher education institution manager (Luan, 2004). 
 
The task of exploratory data analysis was studied for application in higher 
education. There is vital issue for the higher educationist to identify and analyze the 
relationships among different entities such as student, subjects, lecturer’s environment 
and organization to ensure the effectiveness of their important process (Ogor, 2007). 
Educational Data Mining (EDM) methods can help bridging this knowledge gaps in 
higher education system. Therefore, the hidden pattern, association, and anomalies, can 
be discovered by some data mining techniques, each of them is potential to be used in 
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improving the effectiveness, efficiency, and the speed of the process decision making in 
higher education. 
 
This study addressed the capabilities of educational data mining in improving 
the quality of decision making process in higher learning institution by proposing the 
model of student performance predictors. The data was analyzed using multiple 
regression and two of kernel methods: Kernel K-Means clustering and Smooth Support 
Vector Machine classification. Both of these techniques are relatively new algorithms in 
a variety of data mining techniques. These techniques currently received increasing 
popularity in machine learning community and were success applied in many field such 
as image processing, computational biology, bioinformatics, communication and 
medicine (Mitra and Acharya, 2003). These techniques have a good capability in 
processing of high dimensional data, and non-linearly separable. Through the 
experiments researcher used the student academic databases, and surveyed the 
psychometric factors (intrinsic motivation and behavioral) of undergraduate students at 
Universiti Malaysia Pahang using closed questionnaire. The questionnaire especially 
designed to investigate the relationships between psychometric factors of students and 
their performance. Demographic and psychometric factors variables (Interest, Study 
Behavior, Engage Time, Believe, and Family Support) of students during their study at 
university used to measure the correlation of performance predictors proposed with 
student performance. 
  
 
1.2 PROBLEM STATEMENT 
 
The amount of data in educational environment maintained in electronic format 
has seen a dramatic increase in recent time. The data can be collected from historical 
and operational data reside in the databases of educational institutes. The task to manage 
the large amount of data and determine the relationships among variables in the data is 
not easy to be done. 
 
The prediction of success in tertiary institutions is one of the most vital issues in 
higher education (Golding and Donaldson, 2006). There is no certainty if there are any 
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predictors that accurately determine whether a student will be an academic genius, a 
drop out, or an average performer. The task to develop effective predictors of academic 
success is a critical issue for educators (Golding and Donaldson, 2006). 
 
The face value assessment of students at the point of entry can only be 
confirmed or dispelled by the dynamic follow-up monitoring of students’ performance 
during the course of study leading to serve as an indicator of the suitability and 
unsuitability of students before admission and during their course of study. Performance 
predicate is dependent upon motivation, attitudes, peer influence, curriculum and by the 
continued real-time monitoring of student’s performance using a simple rapid response 
system and as noted predicts correctly which student may need some attention or 
reinforcements in the course of their education (Ogor,  2007). 
 
The research studies revealed that various factors are responsible for scholastic 
failure of students, such as low socio-economic background, student’s cognitive 
abilities, school related factors, environment of the home, or the support given by the 
parents and other family members (Chohan  and Khan, 2010). 
 
In present day’s educational system, a student’s performance in any universities 
is determined by the combination of internal assessment and external mark. An internal 
assessment is carried out by the teachers upon the student’s performance in various 
evaluation methods such as tests, assignments, and seminar, attendance, and extension 
activities. An external mark is the one that is scored by the student in semester 
examination. Each student has to get the minimum pass mark in internal and as well as 
in external examination.  
 
The current educational system does not involve any prediction about pass or 
fail percentage based on performance. The system does not deal with dropouts. There is 
no efficient method to caution the students about the deficiency in attendance. It does 
not identify the weak student and inform the teachers. 
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  The most likely place where data miners may initiate data mining project in 
higher education area is Institutional Effectiveness. Thus, some of the research 
questions that arise in higher education data analysis can be stated as follows: 
 
(i) What variables or combination of variables collected can be used as 
predictors of students’ performance final grade? 
(ii) How the discovered knowledge from academic data can aid decision makers 
to improve decision making processes? 
(iii) How to apply the kernel methods in constructing the model of student 
performance predictors? 
 
 
1.3 RESEARCH OBJECTIVES 
 
The main objectives in this study are to apply the kernel methods as the data 
mining techniques in educational data; Kernel K-means Clustering and Smooth Support 
Vector Machine Classification techniques. Both of the techniques will be used to 
construct the model of student’s performance predictors based on intrinsic motivation 
and learning behavior of students during their course of study.  The detail of research 
objectives in this study as follows: 
 
(i) To apply two of kernel methods: Kernel K-means clustering and Smooth 
Support Vector Machine classification in application of predicting 
student performance. 
(ii) To create a model of student performance predictors in Higher Learning 
Institution that can be used as decision support system. 
(iii)  To evaluate Kernel K-means and Smooth Support Vector Machine as 
methodology approach in predictive Educational Data Mining modeling. 
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1.4 RESEARCH SCOPE 
 
The scope of this research is to create a students’ performance prediction model 
by using psychometric factors of students as variable predictors and study of two Kernel 
Methods as data mining techniques: Kernel K-means algorithm for clustering and 
Smooth Support Vector Machine for classification. The sample data of this research 
come from student academic databases and the surveyed intrinsic motivation and 
behavioral of undergraduate students in semester 3 session 2007/2008 at Universiti 
Malaysia Pahang. 
 
  
1.5 RESEARCH MOTIVATION 
 
One of the bigger challenges that higher education faces today is predicting the 
academic paths of student. Many higher education systems specially, community 
colleges are unable to guide students in selecting career paths, deciding majors, and 
detecting student population who are likely to drop out because of lack of information 
and guidance from the learning system. To better manage and serve the student 
population, the institutions need better assessment, analysis, and prediction tools to 
analyze and predict student related issues. 
 
There are two major motivations of this study. The first is the critical issues for 
educators on the prediction of success in tertiary institutions. Although, various types of 
studies exist in predicting  student performance, the prediction accuracy was 
considerably low with an overall accuracy around 60% (Zlatko, 2010). This fact 
indicates that there remains a challenging task to devise the most effective in predicting 
student performance (Sahay and Karun, 2010).  
 
The second motivation of this study is related to methodology used in extracting 
the data on educational area and the variables employed to construct the model of 
student performance predictors. The key trend on Educational Data Mining is the 
increase in prominence of modeling frameworks from Item Response Theory, Bayes 
Nets, and Markov Decision Processes. The increase in the commonality of these 
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methods is likely a reflection of the integration of researchers from the psychometrics 
and student modeling communities into the EDM community (Baker and Yacef, 2009). 
Application of kernel methods recently received increasing popularity in machine 
learning community and succeed applied in pattern recognition, bio informatics and 
image processing fields (Byun and Lee, 2003) but poor application in educational area. 
Currently, a majority of the research on online and off-line student persistence has 
focused on finding a causal relationship between one variable and its effect on 
persistence (Sahay and Karun, 2010).  There are few research in the Educational Data 
Mining community that uses the intrinsic motivation and behavioral of students as 
variables in the prediction model of students’ performance. According to Tella (2007) 
gave the statement that the motivation of students has a significant impact on academic 
achievement. The issues of motivation of students in education and the impact on 
academic performance are considered as an important aspect of effective learning. In 
fact, psychologists believe that motivation is a necessary ingredient for learning (Biehler 
and Snowman, 1996). 
  
 Considering the need of university development and actuality of the data 
management, it is necessary to set up the analytical guideline as decision support 
system. Information of students’ final grade prediction and the pictures of student 
groups are important factors to improve their performances. The management needs the 
data of experience and information to enhance their students’ performances.  
  
 
1.6 THESIS CONTRIBUTIONS 
 
This research attempts to understand the relationship among psychometric 
factors of student with their performance. Quantitative research was used to explore and 
examine among all variables. 
 
The first contribution of this study is to evaluate the kernel methods; Kernel K-
means clustering and Smooth Support Vector Machine as methodology approach in 
predictive educational data mining modeling. This has not been empirically tested in 
previous research yet. 
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The second contribution of this study is to create a student performance 
prediction model in higher learning institution by using psychometric factors of students 
as variables predictor. According to Baker and Yacef  (2009) this is one of the key areas 
of application in educational data mining community.    
 
The third contribution of this study is to provide  reference and comparative 
study for the next researcher in application of the kernel methods in educational data 
mining.  
 
 
1.7 THESIS ORGANIZATION  
 
This thesis is organized into five chapters. Chapter one introduces the topic of 
the study, the research objectives, its research questions, and the significance of the 
study. Chapter two provides a review of the literature relevant to the topic as 
introduction to the theoretical framework and Educational Data Mining methods. While 
in Chapter three provides a description of research problem and the methodology used 
in the study, including the description of two data mining tools used; Rapid Miner 
communities and SSVM Ten-fold cross validation. Chapter four reports the experiment 
results and analysis, while Chapter five presents the conclusion of the study and the 
implication for future practice and research.  
 
  
 
 
 
 
 
CHAPTER 2 
 
 
LITERATURE REVIEW 
 
 
2.1 INTRODUCTION 
 
The purpose of this chapter is to provide a review of the past research efforts 
related to prediction of student performance and discussion to the theoretical framework 
in Educational Data Mining methods. A review of Kernel Methods; Kernel K-Means 
and Smooth Support Vector Machine and other relevant research studies are also 
provided. The review organized chronologically to offers insight on how past research 
efforts laid the groundwork for subsequent studies, including the present research 
efforts. The reviews have been done in detail, so that; the present research can be 
properly tailored to add the present body of literature, as well as, the scope and direction 
of the present research effort. 
 
 
2.2 DATA MINING: KNOWLEDGE DISCOVERY DATABASES  
 
 The digital revolution had made digitized information easy to capture, process, 
store, distribute, and transmit. With significant progress in computing and related 
technologies and their ever-expanding usage in different ways of life, huge amount of 
data of diverse characteristics continue to be collected and stored in databases. The rate 
at which such data is stored  growing phenomenally. Discovery of knowledge from this 
huge volume of data is a challenge indeed. Data mining as an attempt to make sense of 
the information explosion embedded in this huge volume of data (Olson  and Delen,  
2008). 
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 The advanced database management technology today enables the system to 
integrate different types of data such as, image, text, video, and other numeric as well as 
non-numeric data, in a provably single database in order to facilitate multimedia 
processing. As a result, traditional ad hoc mixtures of statistical techniques and data 
management tools are no longer adequate for analyzing these vast collections of mixed 
data. Data mining techniques is a possible solution (Chakrabarti et al., 2009). 
 
 One of the concepts for efficient managing codified knowledge is data mining. 
Although the definition of data mining is not consensual, most would agree that it refers 
to extracting knowledge from large amount of data. This thesis adopted the broader 
definition given by Han and Kamber (2001). Data mining is the process of discovering 
interesting knowledge from large amounts of data stored either in databases, data 
warehouses or in other information repositories. For interesting knowledge with mean 
patterns, rules or relationships between data are not easily identifiable using the 
cognition capabilities of a human being; that is, non-trivial, implicit and potentially 
useful information. Data mining intended to provide support in the rich complex data 
but poor of information situations. DM has recently attracted a great deal of attention 
both in industry and academia (Chakrabarti et al., 2009). 
 
 Data mining is an interdisciplinary field of computer science. The type of data 
mining techniques to use depends on  the problem  to be  solved, and on  the type  of  
patterns  and  data  to  be  mined.  Moreover,  depending on the specific problem, 
techniques from various fields can be used,  including machine  learning  (Witten  and 
Frank, 1999),  artificial  intelligence,  statistics, information  retrieval  (Mitra and 
Acharya, 2003),  natural language processing, pattern  recognition and visualization 
(Chakrabarti et al., 2009). Different patterns can be mined using different data mining 
techniques such as concept or class description, association analysis, classification and 
regression, cluster analysis, trend analysis, deviation analysis and similarity analysis 
(Han and Kamber, 2001). 
 
 The general process of knowledge discovery using data mining techniques 
involves an interactive sequence of the following steps: data cleaning, and data 
integration (Preprocessing step), data selection, data transformation, modeling 
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(modeling step), pattern evaluation, and knowledge representation (Han and Kamber, 
2006). During the preprocessing steps, data is analyzed in order to remove noise, 
missing value and inconsistencies. The resulting preprocessed data are stored in a data 
warehouse. During the modeling step, artificial intelligent techniques such as, Neural 
Network, Pattern Recognitions and others are used to extract and then evaluate data 
patterns. The patterns found relevant can be presented to users using visualization and 
representation techniques (Chakrabarti et al., 2009). 
 
Data mining is often used to build predictive/inference models aimed to predict 
future trends or behaviors based on the analysis of structured data (Han and  Kamber, 
2001). In this context, prediction is constructing the model and used to assess the class 
of an unlabeled example, or to assess the value or value ranges of an attribute that a 
given example is likely to have. Classification and regression are the two major types of 
prediction techniques, where classification technique is used to predict discrete or 
nominal values while regression technique is used to predict continuous or ordered 
values (Larose, 2006). The steps of KDD process as seen on figure 2.1. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1: Data mining: A KDD Process 
Source: Fayyad (1996); Han and Kamber (2006) 
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Tasks well suited to data mining include the following: 
(i) Prediction- determining the value of one variable based on patterns found in 
others. 
(ii) Classification- dividing the data into predefined categories based on their 
attributes. 
(iii) Clustering- finding similarities and differences in a data set’s attributes in 
order to identify a set of cluster to describe the data. The cluster may be 
mutually exclusive and exhaustive or consist of overlapping categories. 
(iv) Description- putting a given data pattern or relationship into human 
interpretable form (Fayyad, 1996). 
 
Data mining should work the same way as a human brain. It uses historical 
information (experience) to learn. However, in order for data mining technology to get 
information out of the database, the user must “tell it” what the information looks like 
(i.e. what is the problem that the user would like to solve). It uses the description of that 
information to look for similar example in database, and uses these pieces of 
information from the past to develop a predictive model of what will happen in the 
future. 
 
The essential ingredient in building a successful predictive model is to have 
some information in the database that describes what has happened in the past. Data 
mining tools are designed to “learn” from these past success and failure (theoretically as 
a human being would), and then be able to predict what is going to happen next. 
However, one of the major advantages of a data mining tool over a human mind is that 
data mining tool can automatically go through a very large database quickly, and find 
even the smallest pattern that may help in a better prediction. Clearly, this is something 
humans cannot easily do, and most do not explore a very large database as mentioned 
above. 
 
 
 
 
