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Abstract
A generalization to the BTK theory is developed based on the fact that the quasiparticle lifetime
is finite as a result of the damping caused by the interactions. For this purpose, appropriate
self-energy expressions and wave functions are inserted into the strong coupling version of the
Bogoliubov equations and subsequently, the coherence factors are computed. By applying the
suitable boundary conditions to the case of a normal-superconducting interface, the probability
current densities for the Andreev reflection, the normal reflection, the transmission without branch
crossing and the transmission with branch crossing are determined. Accordingly the electric current
and the differential conductance curves are calculated numerically for Nb, Pb, and Pb0.9Bi0.1 alloy.
The generalization of the BTK theory by including the phenomenological damping parameter
Γ is critically examined. The observed differences between our approach and the phenomenological
approach are investigated by the numerical analysis.
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Chapter 1. Introduction 1
Chapter 1
Introduction
The field of superconductivity has been under development both theoretically and experimentally
since the discovery of the superconducting state in 19111. There was a great deal of effort in
the 1950s to construct a theory that would explain superconductivity, which culminated in the
microscopic theory of superconductivity by John Bardeen, Leon Neil Cooper, and John Robert
Schrieffer (BCS) in 1957 [1]. The BCS theory formed a practical model for interpreting properties
such as the superconducting energy gap, the transition temperature, the thermodynamic properties
such as the heat capacity and the electrodynamic properties such as the Meissner effect2 and the
penetration depth3.
The BCS theory predictions are in good agreement with the experiments performed on the
conventional weak coupling superconductors. For instance the tunneling experiments4 conducted
in the 1960s showed that the measured energy gap follows the BCS ratio
2∆0
kBTc
= 3.52 (where ∆0 is
the energy gap at T = 0K, kB is the Boltzmann constant and Tc is the transition temperature) and
that there is a square-root singularity in the single-particle density of states near the gap edge [2].
However, not all the superconducting metals obeyed the BCS predictions. For example the
tunneling experiments on lead and mercury showed that the ratio
2∆0
kBTc
is as large as 4.3 and 4.6,
respectively [2]. We know that in these superconductors the coupling strength is bigger and the
simple assumption of a nonlocal instantaneous interaction between electrons adopted by the BCS is
not applicable. Instead the true nature of the electron-phonon interaction, which is retarded in time
and local in space, has to be taken into account [3]. Also, the damping of the quasiparticles due to
finite lifetimes is more pronounced in the strong coupling (electron-phonon) superconductors. The
1Heike Kamerlingh Onnes observed a zero resistance in mercury at T = 4.19K. Later he called this phenomenon
“superconductivity”.
2The expulsion of the magnetic field from the superconductor first observed by Walther Meissner and Robert
Ochsenfeld in 1933.
3The depth up to which the magnetic field penetrates a superconductor.
4Tunneling is a quantum mechanical phenomenon where electrons tunnel through a barrier (usually oxide barrier)
between, for example, a normal and a superconducting electrode.
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Eliashberg theory takes into account the true nature of the interactions between the quasiparticles
and predicts the true behavior of the strong coupling superconductors [3]. Using the Eliashberg
formalism Schrieffer et al. [4] derived an expression for the density of states which included an energy
dependent and complex energy gap. The formulated equation showed a very good agreement with
the experimental tunneling results for lead [4].
With the advent of the point-contact spectroscopy in the 1970s, a new method for inspecting the
properties of the superconductors became available [5]. The proposition of the Blonder, Tinkham
and Klapwijk (BTK) theory in 1982 [6] provided a theoretical breakthrough in the field of the point-
contact spectroscopy. Using the outcomes of the BTK theory, the current-voltage characteristics of
the normal-superconducting (N − S) junctions were examined and a very good agreement between
the theory and the experiment was observed. Properties such as the energy gap and the excess
current due to the Andreev reflection5 [8] were predicted accurately. What is important about the
BTK theory is that it treats the N−S interface in a simple way by using the Bogoliubov equations.
BTK adopted the same assumption of the long-lived quasiparticle states as was first introduced by
the BCS theory. Therefore deviations from the experimental differential conductance curves were
present, for instance, in the case of the strong coupling superconductors. The purpose of this thesis
is to generalize the BTK theory to the case of the finite quasiparticle lifetime in the superconducting
side of an N − S interface.
In the following sections we provide a brief account of the BCS theory, the Bogoliubov equations,
the strong coupling superconductivity and an overview of the whole thesis.
1.1 BCS Theory
The BCS theory is based upon the phenomenological Fermi liquid theory for the interacting electrons
in the normal state. In this theory, the low energy excitations near the Fermi level are described by
the quasiparticles. These quasiparticles are assumed to have a very long lifetime and some residual
interactions. In a superconductor the interactions are mainly screened Coulomb repulsion and the
virtual phonon exchange which is attractive. The phonon exchange can cause the quasiparticles
5The incident quasiparticles on a superconducting electrode in a no barrier interface with energies lower than ∆
can not occupy the states under the energy gap. Instead they get reflected into the normal electrode as holes and
consequently a 2e charge is transfered into the Cooper pairs condensate [7].
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to form pairs if their energies, with respect to the Fermi energy, are smaller than the phonon
energy [1]. Bardeen, Cooper and Schrieffer showed that for a net attractive interaction between
the quasiparticles, however weak, the Fermi sea is unstable against the formation of the Cooper
pairs. The BCS described the ground state of a superconductor by a wave function in which the
quasiparticles are paired up in time-reversed states and are correlated by the Pauli principle [7]
|ΨG〉 =
∏
k
(uk + vkaˆ
†
k↑aˆ
†
−k↓)|0〉. (1.1)
Here, k is the wave vector denoting the states, uk and vk are the so-called coherence factors, aˆ
†
k↑
and aˆ†−k↓ are the creation operators and |0〉 is the vacuum state. The probability of occupation of
a pair state is |v2
k
| and the probability of the same state not being occupied is |u2
k
| which requires
|uk|2 + |vk|2 = 1. (1.2)
The BCS theory adopted the following form for the interaction between two quasiparticles [1]
V (k,k
′
) =


−V, |ξk, ξk′ | < ~ωD
0, otherwise.
(1.3)
Here, V > 0 is a constant, ξk and ξk′ are the energies of the quasiparticles with respect to the Fermi
energy and ωD is the Debye frequency.
The BCS Hamiltonian (also known as the reduced Hamiltonian or the pairing Hamiltonian) is
given by [7]
HˆBCS =
∑
kσ
ξkaˆ
†
kσaˆkσ +
∑
k,k
′
V (k,k
′
)aˆ†
k↑aˆ
†
−k↓aˆ−k′↓aˆk′↑. (1.4)
The first part denotes the kinetic energy where we have summed over the spins (σ) as well as the
wave vectors and the second part determines the energy due to the interactions. This Hamiltonian
is diagonalized using a self-consistent mean field method. In the mean field approximation the
operators aˆ†
k↑aˆ
†
−k↓ and aˆ−k↓aˆk↑ are approximated by their average values if the quantum fluctuations
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around the averages are small, which is the case for a large number of coherent Cooper pairs [9]:
aˆ†
k↑aˆ
†
−k↓ = 〈aˆ†k↑aˆ†−k↓〉+ δ(aˆ†k↑aˆ†−k↓), (1.5a)
aˆ−k↓aˆk↑ = 〈aˆ−k↓aˆk↑〉+ δ(aˆ−k↓aˆk↑), (1.5b)
where the angular brackets show the quantum statistical averages and δ(aˆ†
k↑aˆ
†
−k↓) and δ(aˆ−k↓aˆk↑)
are the small quantum mechanical fluctuations of the operators around their average values. These
average values are called “anomalous averages” in the context of the BCS theory since they are
only nonzero in the superconducting state. Using the Eq. (1.5) and the fact that the fluctuations
are negligible, the pairing Hamiltonian can be written in a new form which is called the model
Hamiltonian [7]
HˆM =
∑
kσ
ξkaˆ
†
kσaˆkσ −
∑
k
(
∆kaˆ
†
k↑aˆ
†
−k↓ +∆
∗
k
aˆ−k↓aˆk↑ −∆k〈aˆ†k↑aˆ†−k↓〉
)
, (1.6)
where
∆k = − 1V
∑
k
′
V (k,k
′
)〈aˆ−k′↓aˆk′↑〉, (1.7a)
∆∗
k
= − 1V
∑
k
′
V (k,k
′
)〈aˆ†
k
′
↑
aˆ†
−k
′
↓
〉, (1.7b)
and V is the volume of the system.
The model Hamiltonian is quadratic in the quasiparticle creation and the annihilation operators.
Hence it can be diagonalized by the Bogoliubov transformations [7]
aˆk↑ = u
∗
k
γˆk↑ + vkγˆ
†
−k↓, (1.8a)
aˆ†−k↓ = −v∗kγˆk↑ + ukγˆ†−k↓, (1.8b)
where γˆk↑ and γˆ
†
−k↓ are the fermionic operators and responsible for the creation and the annihilation
of the quasiparticles in a superconductor, which are to be distinguished from quasiparticles of the
Fermi liquid theory (particles and holes). Then uk and vk are chosen such that γˆγˆ and γˆ
†γˆ† terms
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vanish so that the model Hamiltonian becomes diagonal:
2ξkukvk +∆
∗
k
v2
k
−∆ku2k = 0. (1.9)
Multiplying both sides by
∆∗
k
u2
k
and solving the resulting quadratic equation one obtains [7]
∆∗
k
vk
uk
= Ek − ξk, (1.10)
where Ek =
√
ξ2
k
+ |∆k|2. Using Eq. (1.10) and |uk|2 + |vk|2 = 1 one obtains
|uk|2 = 1− |vk|2 = 1
2
[
1 +
ξk
Ek
]
. (1.11)
We can easily see from (1.10) that
∆∗
k
vk
uk
must be real. If we choose uk to be real, the phase of the
vk should be that of the ∆k. Therefore one finds
uk =
1√
2
[
1 +
ξk
Ek
] 1
2
, (1.12a)
vk =
1√
2
[
1− ξk
Ek
] 1
2 ∆k
|∆k| . (1.12b)
The diagonal model Hamiltonian is given by [7]
HˆM =
∑
k
(
ξk −Ek +∆k〈aˆ†k↑aˆ†−k↓〉
)
+
∑
kσ
Ekγˆ
†
kσγˆkσ = EG +
∑
kσ
Ekγˆ
†
kσγˆkσ. (1.13)
The first term is the ground state energy and the second term is associated with the excitations.
The energy of the excitations is equal to Ek and the operators γˆ
† and γˆ create and annihilate excited
quasiparticles in a superconductor.
The self-consistency expressions given by Eq. (1.7) determine the energy gap or the lowest
energy of an excited state. These equations enable one to investigate the temperature dependence
of the gap. Applying the Bogoliubov transformations to the anomalous average appearing in the
self-consistency equation gives
〈aˆ−k↓aˆk↑〉 = u∗kvk〈1− γˆ†k↑γˆk↑ − γˆ†−k↓γˆ−k↓〉. (1.14)
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One can rewrite the above equation, utilizing Eq. (1.12) and the fact that (1.13) is the Hamiltonian
for noninteracting fermions, as follows [7]
u∗
k
vk〈1− γˆ†k↑γˆk↑ − γˆ†−k↓γˆ−k↓〉 =
∆k
2Ek
(1− 2f(Ek)) = ∆k
2Ek
tanh
Ek
2kBT
, (1.15)
where f(Ek) is the Fermi distribution function:
f(Ek) =
(
1 + e
(
E
k
kBT
))−1
. (1.16)
The self-consistency equation is rewritten by replacing the anomalous average with the Eq. (1.15):
∆k = − 1V
∑
k
′
V (k,k
′
)
∆
k
′
2E
k
′
tanh
E
k
′
2kBT
. (1.17)
In the BCS limit the energy gap is nonzero in a small energy area equal to 2~ωD around the
Fermi energy and the interaction term obeys the condition (1.3). The summation in Eq. (1.17)
can be replaced by an integration and the resulting integral expression represents the temperature
dependence of the gap ∆(T ) [7] (see Fig. 1.1)
1
N(0)V
=
∫
~ωD
0
tanh
(√
2 +∆2/2kBT
)
√
2 +∆2
d, (1.18)
where N(0) is the single-spin electron density of states at the Fermi level and E is replaced by
√
2 +∆2.
In the tunneling experiments one measures the current(I)-voltage(V ) characteristics of a super-
conductor and
dI
dV
turns out to be proportional to the density of states (DOS). The DOS, N(E),
gives the number of states with energies in the interval [E +∆E] as N(E)∆E. The DOS per unit
volume in a normal and a superconducting state is given by
Nn(E) =
1
V
∑
k
δ(E − ξk), (1.19a)
Ns(E) =
1
V
∑
k
δ(E −Ek), (1.19b)
respectively where δ denotes the Dirac delta-function. The energies are denoted by ξk in the normal
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Figure 1.1: The temperature dependence of the energy gap [10]. The quantities ∆(0) and Tc are
the energy gap at zero temperature and the transition temperature, respectively.
state and by Ek =
√
ξ2
k
+ |∆k|2 in the superconducting state. In a bulk superconductor the sum is
changed into an integral, therefore one obtains
Ns(E) =
∫
d3k
(2pi)3
δ
(
E −
√
ξ2
k
+ |∆k|2
)
=
∫
d3k
(2pi)3
δ
(
E −
√
ξ2
k
+∆2
)
(1.20)
=
∫ +∞
−∞
[∫
d3k
(2pi)3
δ (− ξk)
]
δ
(
E −
√
2 +∆2
)
d = N(0)
∫ +∞
−∞
δ
(
E −
√
2 +∆2
)
d.
Since one is interested in the energies close to the Fermi level, the normal DOS appearing in the
square brackets in (1.20), can be approximated by N(0). Using the identity
δ [f()] =
∑
i
1
|f ′(i)|δ(− i), (1.21)
one can rewrite (1.20) in a simpler way and obtain an analytical expression for the DOS. The is
are the roots of f() = 0. In this case the roots are ±√E2 −∆2 and ∣∣f ′(±)∣∣ =
√
E2 −∆2
E
. Thus
Ns(E) = N(0)
∫ +∞
−∞
E√
E2 −∆2
[
δ
(
−
√
E2 −∆2
)
+ δ
(
+
√
E2 −∆2
)]
d (1.22)
= 2N(0)
E√
E2 −∆2 .
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The resulting DOS per each branch of excitations (electron-like or hole-like) is [7]
Ns(E)
N(0)
=


E√
E2 −∆2 , E > ∆,
0, E < ∆.
(1.23)
The above condition means there are no available states below the energy gap and that there is
a singularity in DOS at E = ∆ (see Fig. 1.2). It is easy to show that the DOS is related to the
coherence factors in the following way
Ns(E)
N(0)
=
(|uk|2 − |vk|2)−1 = E√
E2 −∆2 . (1.24)
Hence, by measuring the I − V characteristics of the system, one can investigate its microscopic
properties.
 0
 1
 2
 3
 4
 5
 0  0.5  1  1.5  2  2.5  3  3.5  4
N
s(E
)/N
(0)
E/∆
Figure 1.2: The normalized density of states as a function of the energy of the quasiparticles.
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1.2 Bogoliubov Equations
The Bogoliubov equations6 represent an alternative formulation of the self-consistent mean field
method for the superconductors discussed in section 1.1 and is applicable to the case of spatially
non-uniform superconductors. The presence of the impurities, the scattering centers, or the spatially
varying interactions result in a position dependent Hamiltonian. These effects are included in the
Hamiltonian via the spatially varying scalar potential U(r) and the pairing potential ∆(r).
The Hamiltonian is given by [11]
Hˆ = Hˆ0 + Hˆ1, (1.25)
where Hˆ0 denotes the kinetic energy operator and Hˆ1 denotes the interaction energy operator:
Hˆ0 =
∫
dr
∑
σ
Ψˆ†(rσ)
[
1
2m
(
−i~∇− eA
c
)2
+ U0(r)− µ
]
Ψˆ(rσ), (1.26a)
Hˆ1 = −1
2
V
∫
dr
∑
σσ
′
Ψˆ†(rσ)Ψˆ†(rσ
′
)Ψˆ(rσ
′
)Ψˆ(rσ). (1.26b)
Here, m is the mass of the Fermi liquid quasiparticles, A is the vector potential, e is the electric
charge, c is the speed of light, U0(r) is the external potential due to the impurities, the scatterings
from surfaces etc, µ is the chemical potential, σ denotes the spin direction and V is assumed to be
the constant (BCS approximation) net interaction between quasiparticles (pairing interaction and
Coulomb interaction). The Ψs and Ψ†s are the annihilation and the creation field operators obeying
the fermion anticommutation rules and are given by
Ψˆ(rσ) =
∑
k
eik.raˆkσ, (1.27a)
Ψˆ†(rσ) =
∑
k
e−ik.raˆ†
kσ, (1.27b)
where we have assumed that the single particle states are plane waves in unit volume (V = 1). In
the superconducting state the excited states at a point r with spin ↑ or ↓ are a linear combination
6This section is based on the De Gennes treatment of the Bogoliubov equations [11].
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of electrons and holes, thus the field operators transform into [11]
Ψˆ(r ↑) =
∑
n
[
γˆn↑un(r)− γˆ†n↓v∗n(r)
]
, (1.28a)
Ψˆ(r ↓) =
∑
n
[
γˆn↓un(r) + γˆ
†
n↑v
∗
n(r)
]
, (1.28b)
Ψˆ†(r ↑) =
∑
n
[
γˆ†n↑u
∗
n(r)− γˆn↓vn(r)
]
, (1.28c)
Ψˆ†(r ↓) =
∑
n
[
γˆ†n↓u
∗
n(r) + γˆn↑vn(r)
]
, (1.28d)
where γˆ†n↑ creates a quasiparticle in the state n with the spin up while γˆn↓ annihilates a quasiparticle
with the spin down. These expressions are basically the Bogoliubov transformations for the field
operators.
The term V Ψˆ†Ψˆ†ΨˆΨˆ is replaced by a bilinear form according to the mean field method. This
leads to an effective Hamiltonian of the form [11]
Hˆeff =
∫
dr
[∑
σ
Ψˆ†(rσ)Hˆ0Ψˆ(rσ) + U(r)Ψˆ
†(rσ)Ψˆ(rσ) + ∆(r)Ψˆ†(r ↑)Ψˆ†(r ↓) + ∆∗(r)Ψˆ(r ↓)Ψˆ(r ↑)
]
,
(1.29)
where U(r) is the Hartree-Fock averaged Coulomb potentials and ∆(r) and ∆∗(r) are the pairing
potentials. Both Hartree-Fock and pairing potentials should be determined self-consistently.
The effective Hamiltonian is quadratic in the quasiparticle creation and annihilation field opera-
tors. Therefore, one can diagonalize it by the Bogoliubov transformations (1.28). The diagonalized
effective Hamiltonian attains the form [11]
Hˆeff = EG +
∑
nσ
Enγˆ
†
nσγˆnσ. (1.30)
Here, EG is the ground state energy and En is the excitation energy. We can calculate the commu-
tator
[
Ψˆ(rσ), Hˆeff
]
using Eq. (1.29) and the anticommutation rules of the operators Ψˆ†(rσ) and
Ψˆ(rσ) as follows
[
Ψˆ(r ↑), Hˆeff
]
=
[
Hˆ0 + U(r)
]
Ψˆ(r ↑) + ∆(r)Ψˆ†(r ↓), (1.31a)[
Ψˆ(r ↓), Hˆeff
]
=
[
Hˆ0 + U(r)
]
Ψˆ(r ↓)−∆∗(r)Ψˆ†(r ↑). (1.31b)
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Applying the Bogoliubov transformations given by Eq. (1.28) to the above equations and using
Eq. (1.30), a pair of equations are obtained by which one can derive the Bogoliubov equations by
comparing the coefficients of γˆn and γˆ
†
n:


Eu(r) =
[
Hˆ0 + U(r)
]
u(r) + ∆(r)v(r),
Ev(r) = −
[
Hˆ∗0 + U(r)
]
v(r) + ∆∗(r)u(r).
(1.32)
In the matrix form these equations are shown as

 Hˆ0 + U(r) ∆(r)
∆∗(r) −Hˆ∗0 − U(r)



 u(r)
v(r)

 = E

 u(r)
v(r)

 . (1.33)
The self-consistency equations for U(r) and ∆(r) are [11]
U(r) = −V 〈Ψˆ†(r ↓)Ψˆ(r ↓)〉 = −V
∑
n
[|un(r)|2 fn + |vn(r)|2 (1− fn)] , (1.34)
and
∆(r) = V 〈Ψˆ(r ↑)Ψˆ(r ↓)〉 = V
∑
n
v∗n(r)un(r) (1− fn) , (1.35)
where fn is the Fermi-Dirac distribution:
fn =
(
1 + e
(
En
kBT
))−1
. (1.36)
1.3 Strong Coupling Superconductivity
In the opening remarks of this chapter, we discussed the deviations from the BCS theory that have
been observed for superconductors such as Pb and Hg. We mentioned that the BCS theory works
well in the weak coupling limit N(0)V  1 where N(0) is the single-spin density of states and V is
the BCS interaction potential. We also mentioned that the true nature of the virtual exchange of
the phonons is retarded in time whereas in the BCS theory it is assumed to be instantaneous. The
origin of this retarded interaction can be explained qualitatively by the following “hand waving”
argument [12]: assume the first electron is passing through a periodic lattice with ions located on
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the lattice points. This electron causes a tiny displacement of the ions resulting in an oscillation
around the equilibrium position. We can imagine these ions as simple harmonic oscillators which
have a frequency of oscillation equal to ωD. The required time for the ions to reach their maximum
deviation from the equilibrium position is t =
pi
2ωD
. The second electron feels this polarization
caused by the first electron. However, since a finite amount of time has passed for the polarization
to form, the first electron would not be in the same position as it was when its interaction with the
ions took place. We can see from this crude model that the smaller the vibration frequency ωD the
larger the retardation.
Another issue arises from one of the fundamental assumption of the BCS theory. This assumption
states that the electrons inside a superconductor, form an interacting Fermi gas (also known as the
Landau Fermi liquid) where the states very close to the Fermi level are long-lived quasiparticles
with some residual interactions. These interactions are mainly the screened Coulomb interaction
and the virtual phonon exchange. In the case of the strong coupling superconductors the phonon
exchange interaction can cause a great deal of damping so that the long-lived quasiparticle states
do not exist anymore. The damping is proportional to the inverse of the quasiparticle lifetime τk
which means a higher damping rate causes shorter lifetime. As a result, the BCS theory loses its
validity for high damping rate of the quasiparticles of the energy Ek. For more clarification, we can
define the level width of the quasiparticle states as the following [12]
Γk ≡ ~
2τk
. (1.37)
The level width as well as the damping rate increase for a shorter lifetime. The ratio
Γk
Ek
is of the
order of the square of the electron-phonon coupling constant for the energies comparable to the
Debye frequency [12]. This implies that in the case of the strong coupling superconductors the ratio
approaches one since the square of the electron-phonon coupling constant is approximately one.
Thus a wider energy width is expected in the superconductors such as Pb and Hg around energies
comparable to the Debye frequency.
In order to treat the strong coupling superconductors, the Green’s function method is utilized.
The superconducting properties of the system can be derived using the thermodynamic electron
and phonon Green’s functions and the irreducible self-energy expression which includes the relevant
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interactions [3]. The Eliashberg gap equations are derived based on this method which is also known
as the Eliashberg theory. The derivation and application of the Eliashberg equations is far from the
scope of this thesis. Further elaboration on this subject is provided in the literature [3].
1.4 Overview
In the second chapter, we provide a detailed account of the BTK theory and the previous attempts
to generalize it to the case when the lifetime effects could not be ignored. We plot the resulting
current I and the differential conductance
dI
dV
curves for the both BTK an modified BTK theories.
The third chapter is devoted to our development of a generalized BTK theory. We start from the
basic equations of the theory and derive the plane wave amplitudes which enter the four different
processes investigated by the BTK theory.
The fourth chapter presents our numerical results for the electric current and the differential
conductance based on our approach to generalize the BTK theory. We also compare the results
obtained using our approach with the earlier attempts to generalize the BTK theory. The funda-
mental differences between the two approaches are explained and a full discussion on the advantages
of our approach and the shortcomings of the previous phenomenological approach is given at the
end of the chapter.
In the fifth chapter a summary of the work is provided and is accompanied by the concluding
remarks.
The computer codes used in our numerical calculations and the details of some derivations are
given in the appendices.
The point-contact spectroscopy data of Cd2Re2O7 (a pyrochlore superconductor [13, 14, 15])
has been fitted by F. S. Razavi to the both generalized BTK differential conductances based on our
theory and on the phenomenological approach and better quality fits have been obtained using our
theory [16]. The results will be published later.
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Chapter 2
Literature Review
This chapter is devoted to the BTK theory [6] and the previous attempts by several authors [17, 18,
19] to include the quasiparticle lifetime effects in the BTK theory. We describe the BTK method
and the assumptions for modeling a microconstriction and critically review the previous attempts
to include the quasiparticle lifetime effects into the BTK theory.
2.1 BTK Modeling of the Normal-Superconducting
Microconstriction Contacts
Blonder, Tinkham and Klapwijk proposed a theory of the current-voltage (I − V ) characteristics
of the microconstricted N − S contacts in 1982. The advantage of their theory over the tunneling
Hamiltonian approach is its capability of describing contacts that could range from a full metallic
contact to pure tunnel junctions by introducing a barrier potential of an arbitrary strength at the
interface. In order to handle the transmission and the reflection of the quasiparticles at the interface,
they utilized the Bogoliubov equations [11]. Using this approach they were able to describe several
properties of the N − S contacts such as: the excess current due to the Andreev reflection [8], the
charge imbalance generation and a full explanation on how the normal electric current transforms
into the supercurrent at the interface.
The reason for their theory superiority is its applicability to a wide range ofN−S interfaces. One
of the most widely used experimental probes of superconductors is the point-contact spectroscopy
(see, for example, [20] and the references therein). The tunneling studies of the new supercon-
ducting materials are often performed using the point-contact tunneling (close Scanning Tunneling
Microscopes (STM) contacts or pressed wire) because of the difficulties in making the conventional
planar tunneling junctions with these materials. The point contact could range in nature from the
metallic (zero tunneling barrier height) to the standard tunneling junction (high tunneling barrier)
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and the results of numerous experiments [21, 22, 23, 24, 25] have been well described, at least
qualitatively, by the BTK theory.
By fitting the experimental data to the BTK differential conductance
dI
dV
, it is possible to
obtain properties such as the energy gap, the density of states, the coherence length, and the Fermi
velocity of the superconductors. Blonder and Tinkham applied the BTK theory to the point contact
experiments on Nb in order to show its applicability to the experiments [26].
2.1.1 BTK Treatment of the Bogoliubov Equations at the N − S
Interface
The N−S boundary was treated by the Bogoliubov equations where BTK made several assumptions
to simplify the problem. In the BCS theory [1] the quasiparticle state creation operator is given by
the Bogoliubov transformation [7]
γ†
k↑ = u
∗
k
aˆ†
k↑ − v∗kaˆ−k↓, (2.1)
where uk and vk are the BCS coherence factors and aˆ
†
k↑ and aˆ−k↓ are the electron creation and
annihilation operators, respectively. This transformation means that the quasiparticle states are
a combination of electrons and holes where the coherence factors determine whether the state is
electron-like or hole-like. Generally, the coherence factors are complex with an associated phase
factor but in the context of the BTK theory of an N − S interface they could be taken as real.
In the Bogoliubov-equation formalism the above quasiparticle operator is represented by a 2 × 1
column vector
ψ(x, t) =

 u(x, t)
v(x, t)

 , (2.2)
where u(x, t) and v(x, t) satisfy the Bogoliubov equations of the form


[(−~2
2m
)
∇2 − µ(x) + V (x)
]
u(x, t) + ∆(x)v(x, t) = i~
∂u(x, t)
∂t
,
−
[(−~2
2m
)
∇2 − µ(x) + V (x)
]
v(x, t) + ∆(x)u(x, t) = i~
∂v(x, t)
∂t
.
(2.3)
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Here, ~ is the reduced Plank constant, m is the quasiparticle mass, µ is the chemical potential,
V is the Hartree potential and ∆ is the pairing potential or the energy gap which in this case
is assumed to be real. For simplicity, BTK restricted themselves to a one-dimensional geometry
assuming that the system is translationally invariant along y- and z- directions. They also assumed
that the energy gap and the applied electric potential completely rise to a constant value on either
side of the microconstriction in a range shorter than the superconducting coherence length ξ. This
requires the energy gap to be 

∆(x) = ∆, x ∈ S,
∆(x) = 0, x ∈ N,
(2.4)
on the two sides of the contact.
In order to solve the Bogoliubov equations, BTK made some other simplifications such as as-
suming a constant chemical potential and requiring the Hartree potential to be equal to zero in the
bulk of the superconducting side and the normal side. They took the plane waves as their trial
wave functions 

uk(x, t) = uke
ikx−
iEkt
~ ,
vk(x, t) = vke
ikx−
iE
k
t
~ .
(2.5)
Inserting the above expressions into the Bogoliubov equations one ends up with


~
2k2
2m
− µ ∆
∆ −~
2k2
2m
+ µ



 u
v

 = E

 u
v

 . (2.6)
on the superconducting side. The k subscripts are omitted for brevity. To get a nontrivial solution
of Eq. (2.6), E must satisfy
E2 =
(
~
2k2
2m
− µ
)2
+∆2. (2.7)
Solving Eq. (2.6) for u and v along with normalization u2 + v2 = 1, one obtains
u2 =
1
2
[
1± (E
2 −∆2) 12
E
]
= 1− v2. (2.8)
Equation (2.8) implies that for the energies below the energy gap |E| < ∆, u and v are complex
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conjugates given by ±
√√√√1
2
[
1± i(∆
2 − E2) 12
E
]
and ±
√√√√1
2
[
1∓ i(∆
2 − E2) 12
E
]
. For the energies
above the energy gap |E| > ∆, u and v can be taken as real. BTK defined u0 and v0 by
u20 =
1
2
[
1 +
(E2 −∆2) 12
E
]
= 1− v20, (2.9)
in order to simplify the final form of their results.
Equation (2.7) can be solved for k. There are four solutions +k+, +k−, −k+ and −k−, where
k± =
√
2m
~
[
µ± (E2 −∆2) 12 ] 12 . (2.10)
In Fig. 2.1 the energy of the quasiparticles, E, vs. the wave number, k, is schematically shown.
Here, k+ is associated with the electron-like quasiparticles and k− is associated with the hole-like
quasiparticles. The corresponding solutions for the coherence factors u and v are summarized in
Figure 2.1: The schematic plot of the excitation energy, E, vs. the wave number, k, in the su-
perconducting side of the junction. Note that we are looking at the wave numbers very close to
kF .
Table 2.1. The resulting wave functions in the superconducting electrode are
Electron-like quasiparticles : ψ±k
+
S =

 u+
v+

 e±ik+x =

 u0
v0

 e±ik+x, (2.11a)
Hole-like quasiparticles : ψ±k
−
S =

 u−
v−

 e±ik−x =

 v0
u0

 e±ik−x. (2.11b)
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electron-like quasiparticles (k+) u2+
1
2
(
1 +
(E2 −∆2) 12
E
)
u20
v2+
1
2
(
1− (E
2 −∆2) 12
E
)
v20
hole-like quasiparticles (k−) u2−
1
2
(
1− (E
2 −∆2) 12
E
)
v20
v2−
1
2
(
1 +
(E2 −∆2) 12
E
)
u20
Table 2.1: Coherence factors for the two types of quasiparticles evaluated by the BTK theory.
In the normal electrode the energy gap is equal to zero. This leads to the wave functions of the
form
Electrons : ψ±q
+
N =

 1
0

 e±iq+x, (2.12a)
Holes : ψ±q
−
N =

 0
1

 e±iq−x, (2.12b)
where q± is given by
q± =
√
2m
~
√
µ± E. (2.13)
In the BTK theory the interface is modeled by a delta-function barrier following the work of
Demers and Griffin [27, 28]:
V (x) = Hδ(x), (2.14)
where H is an arbitrary constant denoting the strength of the potential barrier. For simplicity BTK
introduced a dimensionless barrier strength z given by
z =
kFH
2F
=
H
~vF
, (2.15)
where kF , vF and F denote the Fermi wave number, the Fermi velocity and the Fermi energy,
respectively. According to BTK, the form (2.14) is suitable to model the oxide layer in a point-
contact or any type of tunnel junction where we need to deal with intermediate or very high values
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of z. From a quantitative point of view, z = 0 denotes a full metallic contact, z ≥ 1 corresponds to
the tunneling regime and for z ≥ 10, one observes a pure tunnel junction.
The above results are put together in the next section to calculate the probability current densi-
ties by imposing the boundary conditions appropriate for the δ-function potential at the interface.
2.1.2 Boundary Conditions and Probability Current Densities
The boundary conditions for the particle transmission from the N side to the S side at x = 0 are:
1. Continuity of ψ: ψS(0) = ψN (0) ≡ ψ(0).
2. The derivative boundary condition for the delta-function potential (2.14):
(
~
2
2m
)
(ψ′S − ψ′N ) =
Hψ(0). This is obtained by integrating the Bogoliubov equations from−ε to ε and then letting
ε −→ 0.
3. The wave vectors of the plane waves appearing in the incident, the reflected and the transmit-
ted waves are chosen so that they give correct group velocities (
1
~
dE
dk
). An electron incident
on the interface from the normal side has a positive group velocity, the reflected wave must
have a negative group velocity and the transmitted one must have a positive group velocity
(see Fig. 2.2).
Figure 2.2: The schematic plot of the excitation energy, E, vs. the wave number, k, at the N − S
Interface (a modified version of Fig. 4 in [6]). The open circles denote holes, the closed ones are
electrons on the N side and the quasiparticles on the S side, and the arrows show the direction of the
group velocity. An electron incident on the interface at (0) may result in four precesses: the Andreev-
reflected hole (6), the normal-reflected electron (5), the transmitted electron-like quasiparticle (4)
and the transmitted hole-like quasiparticle (2).
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The solutions of the Bogoliubov equations corresponding to the incident, the reflected and the
transmitted waves are given by
ψincN =

 1
0

 eiq+x, (2.16a)
ψreflN = a

 0
1

 eiq−x + b

 1
0

 e−iq+x, (2.16b)
ψtransS = c

 u0
v0

 eik+x + d

 v0
u0

 e−ik−x. (2.16c)
Here, a, b, c and d are the probability amplitudes which determine the probability current densities.
Applying the boundary conditions to the above waves (see Appendix A.4 for details) and letting
k+ = k− = q+ = q− = kF (since we are looking at the wave vectors of the order of kF
√
1± ∆
µ
where ∆ is of the order of meV and µ is of the order of eV in metals [29].) one derives
a =
u0v0
γ
, (2.17a)
b = −(u
2
0 − v20) (z2 + iz)
γ
, (2.17b)
c =
u0 (1− iz)
γ
, (2.17c)
d =
iv0z
γ
, (2.17d)
where
γ = u20 +
(
u20 − v20
)
z2. (2.18)
The probability current density of particles and holes is obtained based on the continuity equa-
tion
∂P (x, t)
∂t
+∇ · jP = 0, (2.19)
where P (x, t) is the probability density of finding either a particle or a hole at x at instant t and
jP is the probability current density. The probability density is given by
P (x, t) = |u(x, t)|2 + |v(x, t)|2 . (2.20)
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In order to find the expression for jP , we use Eq. (2.3) and Eq. (2.20) to find an expression for
∂P (x, t)
∂t
and then using Eq. (2.19) it is easy to see that
jP =
~
2im
{[u∗(x)∇u(x)− u(x)∇u∗(x)]− [v∗(x)∇v(x)− v(x)∇v∗(x)]} , (2.21)
which is equivalent to
jP =
~
m
{Im [u∗(x)∇u(x)]− Im [v∗(x)∇v(x)]} . (2.22)
Here “Im” means the imaginary part. Equation (2.22) was originally given by BTK as the proba-
bility current density.
The probability current density can be calculated on the either N or S side of the interface. For
doing so, we insert the appropriate wave function from Eq. (2.16) into Eq. (2.22). The probability
current density on the N side is a combination of
jincN =
~
m
{
Im
[
e−iq
+xiq+eiq
+x
]}
=
~
m
kF , (2.23a)
jreflN =
~
m
{
Im
[
b∗eiq
+x(−iq+)be−iq+x
]
− Im
[
a∗e−iq
−x(iq−)aeiq
−x
]}
= − ~
m
kF (b
∗b+ a∗a) .
(2.23b)
Therefore the total probability current density on the N side is
jN =
~
m
kF (1− a∗a− b∗b) = vF
(
1− |a|2 − |b|2) . (2.24)
The probability current density on the S side comes from the transmitted wave function as
follows
jtransS =
~
m
{
Im
[
c∗u∗0e
−ik+x(ik+)cu0e
ik+x
]
− Im
[
c∗v∗0e
−ik+x(ik+)cv0e
ik+x
]}
+
~
m
{
Im
[
d∗v∗0e
ik−x(−ik−)dv0e−ik−x
]
− Im
[
d∗u∗0e
ik−x(−ik−)du0e−ik−x
]}
,
(2.25)
by which the total probability current density on the S side is given by
jS =
~
m
kF
[
(c∗c+ d∗d)
(|u0|2 − |v0|2)] = vF [(|c|2 + |d|2) (|u0|2 − |v0|2)] . (2.26)
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We can identify the terms in jN and jS with the aid of Fig. 2.2 as follows
1. The term vF×1 in jN is the probability current density of the incident electron on the interface
with a positive group velocity.
2. The term vF ×|a|2 in jN is the probability current density of the reflected hole with a negative
group velocity which is the Andreev reflection probability current density.
3. The term vF × |b|2 in jN is the probability current density of the reflected electron with a
negative group velocity which is the normal reflection probability current density.
4. The term vF × |c|2
(|u0|2 − |v0|2) in jS is the probability current density of the transmitted
electron-like quasiparticle with a positive group velocity which is the transmission without
branch crossing probability current density.
5. The term vF × |d|2
(|u0|2 − |v0|2) in jS is the probability current density of the transmitted
hole-like quasiparticle with a positive group velocity which is the transmission with branch
crossing probability current density.
We expect that all the incident particles convert into the reflected and transmitted particles and
holes. This requires that jN = jS which translates into
(
1− |a|2 − |b|2) = (|c|2 + |d|2) (|u0|2 − |v0|2)
or equivalently
A(E) +B(E) + C(E) +D(E) = 1, (2.27)
where A(E) = |a|2, B(E) = |b|2, C(E) = |c|2 (|u0|2 − |v0|2) and D(E) = |d|2 (|u0|2 − |v0|2). These
are the probability current densities in the units of vF .
For E < ∆, u0 and v0 are complex conjugates for which the probability current densities are
A(E) = |a|2 = ∆
2
E2 + (∆2 − E2) (1 + 2z2)2 , (2.28a)
B(E) = |b|2 =, 4(∆
2 − E2) (z2 + z4)
E2 + (∆2 −E2) (1 + 2z2)2 , (2.28b)
C(E) = |c|2 (|u0|2 − |v0|2) = 0, (2.28c)
D(E) = |d|2 (|u0|2 − |v0|2) = 0, (2.28d)
Chapter 2. Literature Review 23
and for E > ∆, u0 and v0 are real so that
A(E) = |a|2 = u
2
0v
2
0
γ2
, (2.29a)
B(E) = |b|2 = (u
4
0 + v
4
0 − 2u20v20) (z4 + z2)
γ2
, (2.29b)
C(E) = |c|2 (u20 − v20) = (u40 − u20v20) (1 + z2)γ2 , (2.29c)
D(E) = |d|2 (u20 − v20) = (u20v20 − v40) z2γ2 . (2.29d)
We end up with Eq. (2.27), if we add the expressions for the probability current densities given by
Eqs. (2.28) and (2.29).
We have plotted A(E), B(E), C(E) and D(E) for several representative barrier heights in Figs.
2.3 and 2.4 as a function of E. The contribution of the Andreev reflection to the probability current
density, A(E), has a peak at E = ∆ for all z values. For z = 0 the only non-zero quantity below the
gap edge is A(E) which is intuitively correct since there is no potential barrier present to reflect the
particles. As the barrier strength grows towards higher values (tunneling regime), the contribution
of the normal reflection to the probability current density, B(E), reaches its asymptotic value, 1.
The above expressions for the probability current densities enabled BTK to derive the I − V
equation. We discuss their approach in the next section.
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Figure 2.3: The probability current densities are computed numerically according to the BTK
formalism and are shown for several representative values of the barrier height (A(E) and B(E)).
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Figure 2.4: The probability current densities are computed numerically according to the BTK
formalism and are shown for several representative values of the barrier height (C(E) and D(E)).
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2.1.3 Evaluation of the Electric Current at Finite Voltages
The nonequilibrium quasiparticle population that is created due to an applied voltage is described,
in general, by a self-consistent solution to the Boltzmann equation [30]. BTK suggested that the
solution can be made simpler if the effect of the scattering potentials such as impurities is assumed
to be negligible. In other words, when the particles accelerate in the electric field the departure of
the distribution functions from the equilibrium state is negligible. This assumption enabled BTK
to adopt the equilibrium Fermi functions. They assumed that the energies get shifted by eV in the
normal side which results in the Fermi distributions of the form f0(E) in the S side and f0(E− eV )
in the N side.
It is more convenient to evaluate the electric current on the N side, where charge carriers are
either particles or holes and not the Cooper pairs. We denoted the incident, the normally-reflected
and the Andreev-reflected particles and holes by 0, 5 and 6, respectively in Fig. 2.2. In addition to
these particles and holes, the incident quasiparticles with negative group velocities from the S side
contribute to the total electric current on the N side. These are denoted by 1 and 3 in Fig. 2.2 and
have a finite probability current density to transmit to the point 5. BTK argued that the electric
current density of a particle and a hole with energy E on the normal side is given by jQ = ejN
where e is the electric charge and jN is the probability current density. The electric current density
jQ for a finite number of particles and holes in the energy interval [E,E + dE] is
jQ = envF , (2.30)
where n is the charge carrier number density and vF is the Fermi velocity. Generally the group
velocity vg (
1
~
dE
dk
) of the charge carriers enters Eq. (2.30) but since the energies of interest are close
to the Fermi energy, one may replace vg by vF . The product of the charge carrier number density
and the group velocity is in fact the probability current density of the particles and the holes in the
Chapter 2. Literature Review 27
small energy interval, dE. For each process in Fig. 2.2 on the N side one can write
n0 = N(0)Fn(E)dE, (2.31a)
n6 = N(0)A(E) (1− Fn(E)) dE, (2.31b)
n5 = N(0)B(E)Fn(E)dE, (2.31c)
n1 = Ns(E)C
′
(E)Fs(E)dE, (2.31d)
n3 = Ns(E)D
′
(E)Fs(E)dE. (2.31e)
Here, Fn(E) and Fs(E) are the appropriate distribution functions on the normal and superconduct-
ing side, N(0) is the density of states per spin at the Fermi level on the N side and Ns(E) is the
density of states on the S side. The expressions of the charge carrier number densities are directly
proportional to the probability current densities: the incident particles have a unit probability cur-
rent density, the Andreev reflected holes have the probability current density A(E), the normally
reflected particles have the probability current density B(E), the transmitted quasiparticles from
1 to 5 have the probability current density C
′
(E) and the transmitted quasiparticles from 3 to 5
have the probability current density D
′
(E). The product of the distribution functions, the densities
of states and dE determine the number of particles and holes in the interval [E,E + dE]. The
distribution function for holes is given by 1− Fn(E), since holes are the empty particle states.
The incident particles have positive group velocities whereas the other four processes (1, 3, 5
and 6) have negative group velocities. This argument gives the electric current density as
jQ = evF [n0 − n6 − n5 − n1 − n3] (2.32)
= evF [N(0)Fn(E)−N(0)A(E) (1− Fn(E))−N(0)B(E)Fn(E)
−Ns(E)C ′(E)Fs(E)−Ns(E)D′(E)Fs(E)]dE.
The distribution functions Fn(E) and Fs(E) are the equilibrium Fermi distributions f0(E − eV )
and f0(E), respectively. When no voltage is applied to the junction (equilibrium case), the proba-
bility current density vFN(0)C(E)f0(E)dE from N to S is balanced out by the probability current
density vFNs(E)C
′
(E)f0(E)dE from S to N . This results in N(0)C(E) = Ns(E)C
′
(E). The same
argument can be made for the quantities involving D(E) and D
′
(E) resulting in N(0)D(E) =
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Ns(E)D
′
(E). Therefore Eq. (2.32) can be rewritten as
jQ = N(0)evF [f0(E − eV )−A(E) (1− f0(E − eV ))− B(E)f0(E − eV ) (2.33)
−C(E)f0(E)−D(E)f0(E)]dE.
Since we assumed that the system is translationally invariant along y- and z- directions, the electric
current is related to the electric current density jQ by
I = AjQ, (2.34)
where A is the effective-neck cross-sectional area. The total electric current transferred from the N
side to the S side is evaluated by integrating Eq. (2.33) over the whole energy domain. The final
expression is
INS = 2N(0)evFA
∫ +∞
−∞
[f0(E − eV )− f0(E)] [1 + A(E)− B(E)] dE. (2.35)
Here, 2 is the spin degeneracy factor. In order to derive the integral expression (2.35), we have
used the properties such as: 1 − f0(−E) = f0(E), A(E) = A(−E) (following the fact that all four
probability current densities are even functions of E according to (2.28) and (2.29)) and C(E) +
D(E) = 1−A(E)−B(E) (see Appendix A.5 for a step by step derivation).
The differential conductance is defined as the derivative of the electric current with respect to
voltage:
dINS
dV
= 2N(0)evFA
∫ +∞
−∞
[
df0(E − eV )
dV
]
[1 + A(E)−B(E)] dE. (2.36)
The quantity [1 + A(E)− B(E)] is called the transmission coefficient for the electric current. It
is evident that the probability current densities for the Andreev reflection and the normal reflection
are sufficient to calculate the I−V characteristics of theN−S system. The normal reflection deducts
from the current I and correspondingly the differential conductance
dI
dV
, whereas the Andreev
reflection increases these quantities because a hole has a negative group velocity and charge −e.
The current follows the Ohm’s law in the case when both sides of the junction are in the normal
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state:
INN =
2N(0)e2vFA
1 + z2
V ≡ V
RN
, (2.37)
where RN is the normal resistance. In the present work all the numerical calculations of the electric
current and the differential conductance are performed in the units of 2N(0)e2vFA.
Utilizing the given expressions of the current and the differential conductance, the corresponding
curves are evaluated numerically and shown in Figs. 2.5 and 2.6. It must be mentioned that the
curves are calculated for several representative barrier heights at T = 0K. For z ≥ 1 the curves
begin to show the characteristics of the tunneling regime and become indistinguishable from those of
tunnel junctions for z = 5. When z = 0 the normal reflection vanishes below the gap edge. All the
incident particles with energies smaller than the gap are Andreev reflected resulting in a doubling
of the differential conductance. The curves get thermally smeared at finite temperatures. Above
the superconducting transition temperature the differential conductance curves form a straight
horizontal line as a result of Ohm’s law.
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Figure 2.5: The electric current vs. voltage curves at T = 0K plotted for several representative
barrier heights. As z increases, the curves exhibit a transition from a full metallic contact to a
tunnel junction.
In summary, we have reviewed the BTK theory and its assumptions. A full account on BTK
derivation of the I − V equation using the Bogoliubov equations and the boundary conditions
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Figure 2.6: The differential conductance curves are plotted for several representative barrier heights.
To see the effects of thermal smearing of the Fermi functions, curves are plotted at T = 5K in (b).
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was provided and the resultant electric current and the differential conductance curves have been
calculated numerically. In the next section we elaborate on the modified theory which includes the
lifetime of the quasiparticles phenomenologically [17, 18, 19].
2.2 Previous Attempts to Generalize the BTK Theory to
Include the Lifetime Effects
As was mentioned in the beginning of this chapter, several authors [17, 18, 19] tried to generalize the
BTK theory to the case of finite lifetime of the quasiparticles. By inserting a phenomenological term
into the Bogoliubov equations, they were able to acquire better fits to the differential conductance
data.
The work in [17, 18, 19] was based on the proposition by Dynes et al. [31] that in the case
the lifetime of quasiparticles in a superconductor becomes important the BCS formula for the
normalized density of states, Eq. (1.23), should be replaced by
Ns(E,Γ) = Re

 (E − iΓ)[
(E − iΓ)2 −∆2] 12

 , (2.38)
where Γ is the lifetime broadening parameter, E is the excitation energy and ∆ is the energy gap.
The broadening term has the units of energy and is assumed to be energy independent in a region
near the gap edge. It is proportional to inverse of the lifetime of the quasiparticles, τQP
Γ ∝
1
τQP
, (2.39)
and can be interpreted as the quasiparticle decay rate. In the usual BCS DOS, the broadening
term is equal to zero and there are no available states below the energy gap. However for a nonzero
broadening term, Ns(E,Γ) broadens at the gap edge and the states below the energy gap become
available (see Fig. 2.7) to the quasiparticles.
The tunneling conductance measures the superconducting DOS and the point-contact tunneling
experiments often give a broadened DOS even at low temperatures. In [17, 18, 19] the attempts
were made to include the lifetime effects into the Bogoliubov equations in a purely phenomenological
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Figure 2.7: Qualitative plot of the normalized superconducting DOS vs. the energy. The dashed
line depicts the BCS DOS. As Γ grows, the DOS gets smeared at the vicinity of the gap edge and
the peak gets lowered. It is also noticeable that the states below the gap become available to the
quasiparticles. The DOS is directly proportional to the magnitude of Γ at E = 0.
way such that the resulting quasiparticle DOS is given by the so-called Dynes formula, Eq. (2.38).
Then the BTK theory was extended by replacing the ordinary Bogoliubov equations in treatment of
the N − S interface with the modified one. The resulting theory was then applied to experimental
results of both conventional [24, 32, 33, 34, 35, 36, 37] and unconventional [37, 38, 39, 40, 41, 42]
superconductors with the gap ∆, the phenomenological decay rate Γ and the barrier parameter z
as the fit parameters.
2.2.1 Modified BTK Formalism
In [17, 18, 19] the energy, E, in the Bogoliubov equations was replaced phenomenologically by
E − iΓ with Γ representing the damping rate:


u(x, t) = ueikx−
i(E−iΓ)t
~ ,
v(x, t) = veikx−
i(E−iΓ)t
~ .
(2.40)
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Inserting these solutions into (2.3) gives


[
~
2k2
2m
− µ
]
u+∆v = (E − iΓ) u,
−
[
~
2k2
2m
− µ
]
v +∆u = (E − iΓ) v.
(2.41)
The above equations are a pair of coupled Bogoliubov equations. To get a nontrivial solution of
Eq. (2.41) E − iΓ must satisfy
(E − iΓ)2 =
(
~
2k2
2m
− µ
)2
+∆2. (2.42)
Accordingly the appropriate expressions for u and v are
u2 =
1
2

1±
(
(E − iΓ)2 −∆2) 12
(E − iΓ)

 = 1− v2. (2.43)
Again, u0 and v0 are defined as
u20 =
1
2

1 +
(
(E − iΓ)2 −∆2) 12
(E − iΓ)

 = 1− v20. (2.44)
The Dynes formula for the DOS is retrievable from the solutions of u0 and v0 as follows
Ns(E,Γ) = Re
[(
u20 − v20
)−1]
= Re

 (E − iΓ)[
(E − iΓ)2 −∆2] 12

 . (2.45)
The coherence factors u0 and v0 are now complex. We can separate the real and imaginary parts as
u20 = 1− v20 =
1
2
(1 + δ + iη) , (2.46)
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where
δ = Re

((E − iΓ)2 −∆2) 12
(E − iΓ)

 , (2.47a)
η = Im

((E − iΓ)2 −∆2) 12
(E − iΓ)

 . (2.47b)
The above expressions for the real and imaginary parts result in the following equations for u0 and
v0 (see Appendix A.1)
u0 =
(√
2
2
)[
(1 + δ)2 + η2
] 1
4
{
cos
[
1
2
arctan
(
η
1 + δ
)]
+ i sin
[
1
2
arctan
(
η
1 + δ
)]}
, (2.48a)
v0 =
(√
2
2
)[
(1− δ)2 + η2] 14 {cos [1
2
arctan
( −η
1− δ
)]
+ i sin
[
1
2
arctan
( −η
1− δ
)]}
. (2.48b)
Equation (2.42) can be solved for k. There are four solutions +k+, +k−, −k+ and −k−, where
k± =
√
2m
~
[
µ± ((E − iΓ)2 −∆2) 12 ] 12 . (2.49)
Here, again k+ is associated with the electron-like quasiparticles and k− is associated with the
hole-like quasiparticles (see Fig. 2.1). We have summarized the solutions of u0 and v0 for each type
of the quasiparticles in table 2.2.
electron-like quasiparticles (k+) u2+
1
2

1 +
(
(E − iΓ)2 −∆2) 12
(E − iΓ)


u20
v2+
1
2

1−
(
(E − iΓ)2 −∆2) 12
(E − iΓ)


v20
hole-like quasiparticles (k−) u2−
1
2

1−
(
(E − iΓ)2 −∆2) 12
(E − iΓ)


v20
v2−
1
2

1 +
(
(E − iΓ)2 −∆2) 12
(E − iΓ)


u20
Table 2.2: Coherence factors for the two types of quasiparticles evaluated for the phenomenologically
modified BTK theory.
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These coherence factors result in the wave functions of the form
Electron-like quasiparticles : ψ±k
+
S =

 u+
v+

 e±ik+x =

 u0
v0

 e±ik+x, (2.50a)
Hole-like quasiparticles : ψ±k
−
S =

 u−
v−

 e±ik−x =

 v0
u0

 e±ik−x, (2.50b)
in the superconducting electrode. In the normal electrode the energy gap vanishes. This leads to
wave functions of the form
Electrons : ψ±q
+
N =

 1
0

 e±iq+x, (2.51a)
Holes : ψ±q
−
N =

 0
1

 e±iq−x, (2.51b)
where q± is given as before
q± =
√
2m
~
√
µ± E. (2.52)
The same four processes that were illustrated in Fig. 2.2 can be accounted for by the wave
functions of the form
ψincN =

 1
0

 eiq+x, (2.53a)
ψreflN = a

 0
1

 eiq−x + b

 1
0

 e−iq+x, (2.53b)
ψtransS = c

 u0
v0

 eik+x + d

 v0
u0

 e−ik−x, (2.53c)
for the incident, reflected and transmitted waves. The BTK theory boundary conditions are applied
to these wave functions in order to determine the wave amplitudes a, b, c and d. The solutions are
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given by
a =
u0v0
γ
, (2.54a)
b = −(u
2
0 − v20) (z2 + iz)
γ
, (2.54b)
c =
u0 (1− iz)
γ
, (2.54c)
d =
iv0z
γ
, (2.54d)
where
γ = u20 +
(
u20 − v20
)
z2. (2.55)
These expressions enable one to calculate the probability current densities A(E,Γ), B(E,Γ), C(E,Γ)
and D(E,Γ), using Eq. (2.22) in the same way that was described earlier. The resulting expressions
are:
A(E,Γ) = |a|2 = |u0|
2 |v0|2
|γ|2 , (2.56a)
B(E,Γ) = |b|2 =
(|u0|4 + |v0|4 − u20v∗20 − u∗20 v20) (z4 + z2)
|γ|2 , (2.56b)
C(E,Γ) = |c|2 (|u0|2 − |v0|2) =
(|u0|4 − |u0|2 |v0|2) (1 + z2)
|γ|2 , (2.56c)
D(E,Γ) = |d|2 (|u0|2 − |v0|2) =
(|u0|2 |v0|2 − |v0|4) z2
|γ|2 . (2.56d)
One can easily show that A(E,Γ) + B(E,Γ) + C(E,Γ) +D(E,Γ) = 1.
We have calculated the probability current density curves numerically (see Figs. 2.8-2.15). It is
clearly seen how the variation in Γ affects the behavior of these quantities for several representative
values of the barrier height parameter z. Increasing Γ leads to smearing of the curves obtained
with the original BTK theory for z ≤ 1 with a decrease of the probability current densities for the
Andreev (A(E)) and particle (B(E)) reflections and an increase in the probability current densities
for the particle transmissions (C(E) and D(E)) for the energies below the gap. These changes
could be related to the broadening of the BCS quasiparticle DOS as given by the Dynes formula,
Eq. (2.38), which we will discuss in detail for the Andreev reflection probability current density in
section 4.3.
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The I − V characteristics were calculated from (2.56) using the procedure described in section
2.1.3. The differential conductance is plotted in Figs. 2.16 and 2.17 at T = 0K. Once again, the
sharp features of the curves obtained with the original BTK theory are smeared by finite values of
Γ.
The main flaw of the approach described in this section is a phenomenological replacement of
the energy, E, in the Bogoliubov equations with E − iΓ. This leads to the Dynes formula for
the DOS, Eq. (2.38). Mitrovic´ and Rozema [43] have shown that this formula cannot be justified
microscopically, at least in the case of the conventional superconductors. They proved that in the
quasiparticle approximation the quasiparticle decay rate is given by twice the absolute value of the
imaginary part of the complex gap function ∆(E) at the gap edge ∆0 = Re∆(E = ∆0). In the next
chapter we use the Bogoliubov equations generalized by McMillan [44] to include the self-energy
effects in order to generalize the BTK approach to the case where the quasiparticle lifetime effects
cannot be ignored.
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Figure 2.8: The Andreev reflection probability current density calculated for several representative
values of Γ (z=0.0 and z=0.5).
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Figure 2.9: The Andreev reflection probability current density calculated for several representative
values of Γ (z=1.0 and z=5.0).
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Figure 2.10: The normal reflection probability current density calculated for several representative
values of Γ (z=0.0 and z=0.5).
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Figure 2.11: The normal reflection probability current density calculated for several representative
values of Γ (z=1.0 and z=5.0).
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Figure 2.12: The transmission without branch crossing probability current density calculated for
several representative values of Γ (z=0.0 and z=0.5).
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Figure 2.13: The transmission without branch crossing probability current density calculated for
several representative values of Γ (z=1.0 and z=5.0).
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Figure 2.14: The transmission with branch crossing probability current density calculated for several
representative values of Γ (z=0.0 and z=0.5).
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Figure 2.15: The transmission with branch crossing probability current density calculated for several
representative values of Γ (z=1.0 and z=5.0).
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Figure 2.16: The differential conductance at T = 0K for several representative values of Γ (z=0.0
and z=0.5).
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Figure 2.17: The differential conductance at T = 0K for several representative values of Γ (z=1.0
and z=5.0).
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Chapter 3
Generalization of the BTK Theory to the
Case of Finite Quasiparticle Lifetimes
In this chapter the BTK theory is modified by inserting the self-energy of quasiparticles in the
Bogoliubov equations. It is known that the imaginary part of the self-energy is responsible for
the lifetime effects [45]. In the original form of the BTK theory the lifetime effects are absent
and the observed broadening of the differential conductance in the point-contact measurements
[17, 18, 19, 32, 33, 34, 35] was accounted for phenomenologically by adding an imaginary part
(−iΓ) to the energy in the Bogoliubov equations as explained in the previous chapter.
The strong coupling version of the Bogoliubov equations has been investigated by McMillan [44]
(see also [46]). Here we have deployed the strong coupling form of the Bogoliubov equations along
with other conditions of the BTK theory in order to obtain the current-voltage (I−V ) equation for
the cases when the self-energy effects cannot be neglected. For example, in the conventional strong
coupling superconductors, such as Pb and Pb-Bi alloy the retarded nature of the electron-phonon
interaction leads to a complex frequency-dependent electron self-energy [3].
3.1 Strong Coupling Bogoliubov Equations
Inside a superconductor the quasiparticles are a mixture of electrons and holes [1] which according
to BTK can be described by a two-component wave function
ψ¯(r, E) =

 u¯(r, E)
v¯(r, E)

 , (3.1)
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where u¯(r, E) and v¯(r, E) are the electron and hole components, respectively. The strong coupling
form of the Bogoliubov equations is [44]


[(−~2
2m
)
∇2 − µ(r)
]
u¯(r, E) + Σ11(r, E)u¯(r, E) + Σ12(r, E)v¯(r, E) = Eu¯(r, E),
−
[(−~2
2m
)
∇2 − µ(r)
]
v¯(r, E) + Σ22(r, E)v¯(r, E) + Σ21(r, E)u¯(r, E) = Ev¯(r, E).
(3.2)
Here, Σ(r, E) is the 2 × 2 matrix retarded self-energy resulting from the interactions, ∇2 is the
Laplace operator, µ(r) is the chemical potential, m corresponds to the quasiparticle mass, ~ is
the reduced Planck’s constant and E is the excitation energy assumed to have an infinitesimal
positive imaginary part since Σ is the retarded self-energy [44]. Here, the off-diagonal components
of the matrix retarded self-energy couple the above equations together and if they adopt zero value,
separate equations for electrons and holes will result. In a superconducting state it is essential for
these components to be finite so that a mixture of electrons and holes would occur. In the matrix
form the above equations can be written as


(−~2
2m
)
∇2 − µ(r) + Σ11(r, E) Σ12(r, E)
Σ21(r, E)
(
~
2
2m
)
∇2 + µ(r) + Σ22(r, E)



 u¯(r, E)
v¯(r, E)

 = E

 u¯(r, E)
v¯(r, E)

 .
(3.3)
3.2 Solution to the Strong Coupling Bogoliubov
Equations
Similar to what BTK proposed in their paper, we need to have an ansatz for the self-energy and
wave function. By substituting these initial guesses in the Bogoliubov equations the corresponding
energy eigenvalue and the wave function amplitudes are calculated. Combining these solutions and
the BTK boundary conditions one obtains the expression for the current, I, as a function of the
voltage, V .
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3.2.1 Trial Self-Energy and Wave Function
Our approach to the trial self-energy and wave function is that of McMillan and Arnold [44, 46].
In the theory of strong coupling superconductivity the matrix self-energy is of the form
Σ(r, E) = [1− Z(r, E)]Eτ0 + φ(r, E)τ1, (3.4)
where Z(r, E) is called the renormalization function and φ(r, E) is known as the pairing self-energy.
Both Z(r, E) and φ(r, E) are in general complex functions. In (3.4) τ0 is the unit matrix and τ1 ,τ2
and τ3 are the Pauli matrices.
τ0 =

 1 0
0 1

 , τ1 =

 0 1
1 0

 , τ2 =

 0 −i
i 0

 , τ3 =

 1 0
0 −1

 .
(3.5)
In the BCS theory [1] the energy gap defines the lowest amount of energy needed to produce
quasiparticle excitations. In the strong coupling theory it is replaced by the complex energy depen-
dent gap function ∆(r, E) which is defined in terms of the renormalization function and the pairing
self-energy as
∆(r, E) =
φ(r, E)
Z(r, E) . (3.6)
In our case of N − S junction, Z(r, E) and φ(r, E) are taken to be independent of r in the S-side.
In the N -side Z(r, E) is taken to be one and φ(r, E) is taken to be zero [44].


Z(r, E) = Z(E), r ∈ S,
Z(r, E) = 1, r ∈ N,
(3.7a)


φ(r, E) = φ(E), r ∈ S,
φ(r, E) = 0, r ∈ N.
(3.7b)
With these assumptions we seek the solutions to the Bogoliubov equations in the form of plane
waves [6, 44, 46]
ψ¯(r, E) =

 u¯(r, E)
v¯(r, E)

 =

 u¯(E) eik.r
v¯(E) eik.r

 , (3.8)
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where k is the wave vector.
3.2.2 Energy Eigenvalue and Coherence Factors
The next step is to solve the Bogoliubov equations in order to find the energy spectrum and the
coherence factors.
Assuming translational invariance along y- and z-directions and a constant chemical potential
one has [
EZ(E) +
(
~
2
2m
∂2
∂x2
+ µx
)
τ3 − φ(E)τ1
]
ψ¯(x) = 0, (3.9)
on either side of the contact at x = 0, where µx = µ − ~22m
(
k2y + k
2
z
)
. Substituting the trial wave
function in the above homogeneous equation, one obtains a homogeneous matrix equation

 EZ(E)−
~
2k2
2m
+ µx −φ(E)
−φ(E) EZ(E) + ~
2k2
2m
− µx



 u¯(E)
v¯(E)

 = 0. (3.10)
To get a non trivial solution for u¯(E) and v¯(E), the determinant of the 2× 2 matrix in Eq. (3.10)
has to be equal to zero. In this way we find
E2 =
(
~
2k2
2m
− µx
)2
Z(E)2 +∆(E)
2, (3.11)
which can be solved for k. There are four solutions +k+, +k−, −k+ and −k−, where
k± =
√
2m
~
[
µx ± Z(E)
(
E2 −∆(E)2) 12] 12 . (3.12)
The relation for k± can be rewritten as
k± = kfx
(
1± Z(E)Ω(E)
µx
) 1
2
, (3.13)
where kfx is
kfx
2 =
2mµx
~2
, (3.14)
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Figure 3.1: The energy dependence on k is shown schematically in this diagram. Here k+ is
associated with the electron-like quasiparticles and k− is associated with the hole-like quasiparticles.
The slope of the tangential lines is associated with the direction of the group velocities.
and Ω(E) is given by
Ω(E) =
(
E2 −∆(E)2) 12 . (3.15)
The relation (3.13) provides a comparison scale for k± relative to kfx. It is known that in metals
the chemical potential is of the order of eV [29]. This indicates that the real part of k± is not far
from its Fermi level value since the energies of interest (E) are of the order of a few meV which
is comparable with the magnitude of the energy gap. The imaginary part of
k±
kfx
is of the order of
10−3 to 10−4 which is much smaller compared to its real part.
The coherence factors are obtained from Eq. (3.10) and the normalization condition on u¯(E)
and v¯(E). Using Eqs. (3.12)-(3.15), Eq. (3.10) can be written as

 EZ(E)∓ Z(E)Ω(E) −φ(E)
−φ(E) EZ(E)±Z(E)Ω(E)



 u¯±
v¯±

 = 0. (3.16)
For brevity we have suppressed the energy dependence of the coherence factors. A pair of equations
are acquired determining u¯± in terms of v¯±. It can be easily shown that these equations are
equivalent and interchangeable
(
E ∓ Ω(E)
∆(E)
)
u¯± = v¯±, (3.17a)(
∆(E)
E ± Ω(E)
)
u¯± = v¯±. (3.17b)
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The other equation used to find the expressions for u¯± and v¯± comes from the normalization
condition. We utilized two techniques of normalization although both of them resulted in identical
I − V characteristics as expected.
From a quantum mechanical point of view the normalization is performed by requiring
|u¯±|2 + |v¯±|2 = 1. (3.18)
Substituting either of the expressions from Eq. (3.17) into (3.18) one finds (see Appendix A.2)
|u¯±|2 =

 1
1 +
∣∣∣∣E ∓ Ω(E)E ± Ω(E)
∣∣∣∣

 , (3.19a)
|v¯±|2 =

 1
1 +
∣∣∣∣E ± Ω(E)E ∓ Ω(E)
∣∣∣∣

 . (3.19b)
As in BTK [6] it is convenient to define
|u|2 =

 1
1 +
∣∣∣∣E − Ω(E)E + Ω(E)
∣∣∣∣

 , (3.20a)
|v|2 =

 1
1 +
∣∣∣∣E + Ω(E)E − Ω(E)
∣∣∣∣

 , (3.20b)
then |u¯+|2, |v¯+|2, |u¯−|2 and |v¯−|2 can all be expressed in terms of |u|2 and |v|2. The results are
summarized in Table 3.1.
It must be pointed out that the normalization condition (3.18) does not provide explicit expres-
sions for u¯± and v¯±. Instead, |u¯±|2 and |v¯±|2 are given directly. In the final probability formulae
describing the particle transmissions and reflections in the BTK formalism what appears is the
modulus-squared of the coherence factors. Hence, we do not necessarily need the explicit expres-
sions for the coherence factors. A shortcoming of this method is that there is no way to obtain the
expression for the density of states directly from |u¯±|2 and |v¯±|2.
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electron-like quasiparticles (k+) |u¯+|2
1
1 +
∣∣∣E−Ω(E)E+Ω(E)∣∣∣ |u|2
|v¯+|2
1
1 +
∣∣∣E+Ω(E)E−Ω(E)∣∣∣ |v|2
hole-like quasiparticles (k−) |u¯−|2
1
1 +
∣∣∣E+Ω(E)E−Ω(E)∣∣∣ |v|2
|v¯−|2
1
1 +
∣∣∣E−Ω(E)E+Ω(E)∣∣∣ |u|2
Table 3.1: Modulus-squared of coherence factors for the two types of quasiparticles evaluated in the
case |u¯±|2 + |v¯±|2 = 1.
It is possible to use other normalization conditions. In the literature [18, 19] one often finds the
normalization condition of the form
u¯2± + v¯
2
± = 1. (3.21)
The above equation produces a similar form of the coherence factors as in the BTK work [6]
u¯2± =
1
2
[
1± Ω(E)
E
]
= 1− v¯2±, (3.22)
but with a complex u¯± and v¯±. Again, it is convenient to introduce u
2 and v2 by
u2 =
1
2
[
1 +
Ω(E)
E
]
= 1− v2. (3.23)
Then the superconducting density of states (in units of N(0)) can be directly computed from u2
and v2
Ns(E) = Re
(
u2 − v2)−1 = Re [ E
Ω(E)
]
, (3.24)
where Re denotes the “Real part”. The expression inside the square brackets is complex due to
a complex ∆(E). Equation (3.24) is the density of states in the strong coupling limit as was put
forward by Schrieffer, Scalapino and Wilkins [4].
We can rewrite Eq. (3.23) as
u2 = 1− v2 = 1
2
(1 + δ + iη) , (3.25)
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where δ and η are the real and imaginary parts
δ = Re
[
Ω(E)
E
]
, (3.26a)
η = Im
[
Ω(E)
E
]
. (3.26b)
We are now able to write the expressions for u and v in terms of δ and η (see Appendix A.3)
u =
(√
2
2
)[
(1 + δ)2 + η2
] 1
4
{
cos
[
1
2
arctan
(
η
1 + δ
)]
+ i sin
[
1
2
arctan
(
η
1 + δ
)]}
, (3.27a)
v =
(√
2
2
)[
(1− δ)2 + η2] 14 {cos [1
2
arctan
( −η
1− δ
)]
+ i sin
[
1
2
arctan
( −η
1− δ
)]}
. (3.27b)
It is possible to construct another table similar to Table 3.1, but this time for u and v, with
their complex form made explicit.
electron-like quasiparticles (k+) u¯2+
1
2
(
1 +
Ω(E)
E
)
u2
v¯2+
1
2
(
1− Ω(E)
E
)
v2
hole-like quasiparticles (k−) u¯2−
1
2
(
1− Ω(E)
E
)
v2
v¯2−
1
2
(
1 +
Ω(E)
E
)
u2
Table 3.2: Coherence factors for the two types of quasiparticles evaluated in the case, u¯2±+ v¯
2
± = 1.
Once the expressions for the coherence factors are known, the wave functions associated with
two types of the quasiparticles are determined.
According to what has been achieved so far, one has two types of wave functions: electron-like
and hole-like. Inside the superconducting electrode the wave functions take the form
Electron-like quasiparticles : ψ±k
+
S =

 u
v

 e±ik+x, (3.28a)
Hole-like quasiparticles : ψ±k
−
S =

 v
u

 e±ik−x. (3.28b)
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There is no combination of electron and holes within the normal electrode where the energy gap is
taken to be zero. Hence, the excitations are purely either electrons or holes. This leads to the wave
functions of the form
Electrons : ψ±q
+
N =

 1
0

 e±iq+x, (3.29a)
Holes : ψ±q
−
N =

 0
1

 e±iq−x, (3.29b)
where q± is given by
(~q±)2
2m
= µx ± E. (3.30)
In summary, in this section the Bogoliubov equations in the strong-coupling limit were solved
with appropriate assumptions for the wave function and the self-energy. The coherence factors
contain all the information about the system on the superconducting side. What comes next is the
application of the BTK boundary conditions to the N − S interface and the determination of the
probability current densities.
3.3 Boundary Conditions and Probability Current
Densities
As it was mentioned in the section 2.1.1, BTK modeled the interface in the N − S junction with
the delta-function potential
V (x) = Hδ(x). (3.31)
The suitable boundary conditions at x = 0 are:
1. Continuity of ψ: ψS(0) = ψN (0) ≡ ψ(0).
2. The derivative boundary condition for the delta-function potential (3.31):
(
~
2
2m
)
(ψ′S − ψ′N ) =
Hψ(0).
3. The wave vectors of the plane waves appearing in the incident, reflected and transmitted
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waves are chosen so that they give the correct group velocities
(
1
~
dE
dk
)
. An electron incident
on the interface from the normal side has a positive group velocity, the reflected wave must
have a negative group velocity and the transmitted one must have a positive group velocity
(see Fig. 3.1).
We end up with the same structure of the incident, reflected and transmitted waves as was
suggested by BTK
ψincN =

 1
0

 eiq+x, (3.32a)
ψreflN = a

 0
1

 eiq−x + b

 1
0

 e−iq+x, (3.32b)
ψtransS = c

 u
v

 eik+x + d

 v
u

 e−ik−x. (3.32c)
Applying the boundary conditions to the set of wave functions (3.32) produces a set of linear
equations for a, b, c and d which could be solved and expressed in terms of u, v and z. It should
also be mentioned that through solving the system of equations, the approximation k+ = k− =
q+ = q− = kfx has been adopted since we are working with the energies very close to the Fermi
level where the imaginary part of k could be ignored. This can be deduced form equation (3.13):
the argument of the square root is equal to one plus/minus a number whose magnitude is of the
order of
∆
µx
. The solutions of the wave amplitudes are (see Appendix A.4)
a =
uv
γ
, (3.33a)
b = −(u
2 − v2) (z2 + iz)
γ
, (3.33b)
c =
u (1− iz)
γ
, (3.33c)
d =
ivz
γ
, (3.33d)
where γ is
γ = u2 +
(
u2 − v2) z2. (3.34)
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The probability current densities A(E) = a∗a, B(E) = b∗b, C(E) = c∗c(|u|2− |v|2) and D(E) =
d∗d(|u|2− |v|2) are determined by Eq. (2.22) in the same manner that was discussed in the original
BTK theory and are given by
A(E) = |a|2 = |u|
2 |v|2
|γ|2 , (3.35a)
B(E) = |b|2 =
(|u|4 + |v|4 − u2v∗2 − u∗2v2) (z4 + z2)
|γ|2 , (3.35b)
C(E) = |c|2 (|u|2 − |v|2) =
(|u|4 − |u|2 |v|2) (1 + z2)
|γ|2 , (3.35c)
D(E) = |d|2 (|u|2 − |v|2) =
(|u|2 |v|2 − |v|4) z2
|γ|2 . (3.35d)
We can easily see form Eq. (3.35) that A(E) +B(E) + C(E) +D(E) = 1.
The current, I, on the N side of the interface for a given voltage, V , across the junction was
calculated as in section 2.1.3.
In this chapter, we provided a generalization of the BTK theory to the case of finite lifetime of
quasiparticles. The strong coupling version of the Bogoliubov equations was solved by choosing the
appropriate trial wave functions and self-energy. The coherence factors were calculated accordingly
and the BTK theory boundary conditions were applied to the incident, reflected and transmitted
waves in order to compute the resultant probability current densities. The numerical results based
on our approach are given in chapter 4.
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Chapter 4
Results and Discussion
In the last chapter we developed a modification of the BTK theory where the lifetime of the
quasiparticles was included into the theory. The end result is that the equations have the same
form as the BTK equations but with the complex energy gap. In the present chapter we focus on
the consequence of our modification by calculating the electric current passing through the N − S
interface.
In chapter 2 we provided a complete explanation on how BTK came up with the integral expres-
sion for the electric current. The expression cannot be evaluated analytically and has to be dealt
with numerically.
In section 4.1, we compute various components of the probability current densities and the
resulting current, I, and the differential conductance,
dI
dV
, at zero temperature for various values
of the imaginary part of the gap and the barrier height parameter z. In section 4.2, we present
the corresponding results at finite temperatures for three different superconducting materials (Nb,
Pb and Pb0.9Bi0.1) which are conventional strong-coupling superconductors. The strength of the
electron-phonon interaction and the resulting quasiparticle damping at finite temperature increase
from Nb to Pb-Bi alloy and we investigate the effect of the increase in the damping rate on the
differential conductance of a normal metal-superconducting interface. In section 4.3 we compare
the results obtained using our modification of the BTK theory with the results obtained from a
phenomenological modification of the BTK theory [17, 18, 19].
4.1 Numerical Results of the Generalized BTK Theory
Based on Our Approach
The energy gap takes on a complex and energy dependent form in the strong coupling formulation
of superconductivity [4]. It was also mentioned in chapters 2 and 3 that the imaginary part of the
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energy gap is responsible for the lifetime effects observed in the differential conductance graphs [43].
In the last chapter we ended up with a complex energy gap in the formulae for the wave amplitudes
and the probability current densities were calculated accordingly. In our approach the complex
energy gap is assumed to be constant at the energy values comparable to the gap edge (∆0) and to
have a finite imaginary part [43]
∆ (E = ∆0) = ∆0 − i∆2. (4.1)
The imaginary part of the energy gap is temperature dependent and increases with increasing
temperature [43].
Since the temperature dependence also enters the expressions for the probability current densities
via the energy gap, we first calculate the probability current densities by setting T = 0K in order
to see the effect of finite ∆2 only. The probability current densities were calculated for several
representative values of the barrier height z ranging from a full metallic contact (z = 0) to the
tunneling regime (z = 5) and the values of ∆2 were arbitrarily chosen in the range from 0 to less
than 10 percent of ∆0. Our results are shown in Figs. 4.1-4.8. It is clearly seen how the variation
in ∆2 affects the behavior of these quantities for several representative values of the barrier height
parameter z. Increasing ∆2 leads to smearing of the curves obtained with the original BTK theory
for z ≤ 1 with a decrease of the probability current density of the Andreev (A(E)) reflection for
the energies just below the gap, an increase in the particle (B(E)) reflection right at the gap edge
and an increase in the probability current densities of the particle transmissions (C(E) and D(E))
for the energies just below the gap.
We have also calculated and plotted the transmission coefficient for the electric current
(1 + A(E)− B(E)) [6] which equals the differential conductance at T = 0K. (At T = 0K the
derivative of the two Fermi-Dirac distributions present in the integral expression with respect to
the voltage, behaves like a Dirac-delta function which is the reason that the transmission coefficient
for the electric current equals the differential conductance). The broadening of the differential
conductance due to the lifetime effects is evident in Figs. 4.9 and 4.10. The corresponding I − V
curves are shown in Figs. 4.11 and 4.12.
For ∆2 = 0 we end up with the same results as the BTK theory. In that case, the differential
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Figure 4.1: The probability current density of the Andreev reflection as a function of energy based
on the generalized BTK theory. Both E and ∆2 are measured in the units of the gap edge (z=0.0
and z=0.5).
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Figure 4.2: The probability current density of the Andreev reflection as a function of energy based
on the generalized BTK theory. Both E and ∆2 are measured in the units of the gap edge (z=1.0
and z=5.0).
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Figure 4.3: The probability current density of the normal reflection as a function of energy based
on the generalized BTK theory. Both E and ∆2 are measured in the units of the gap edge (z=0.0
and z=0.5).
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Figure 4.4: The probability current density of the normal reflection as a function of energy based
on the generalized BTK theory. Both E and ∆2 are measured in the units of the gap edge (z=1.0
and z=5.0).
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Figure 4.5: The probability current density of the transmission without branch crossing as a function
of energy based on the generalized BTK theory. Both E and ∆2 are measured in the units of the
gap edge (z=0.0 and z=0.5).
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Figure 4.6: The probability current density of the transmission without branch crossing as a function
of energy based on the generalized BTK theory. Both E and ∆2 are measured in the units of the
gap edge (z=1.0 and z=5.0).
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Figure 4.7: The probability current density of the transmission with branch crossing as a function
of energy based on the generalized BTK theory. Both E and ∆2 are measured in the units of the
gap edge (z=0.0 and z=0.5).
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Figure 4.8: The probability current density of the transmission with branch crossing as a function
of energy based on the generalized BTK theory. Both E and ∆2 are measured in the units of the
gap edge (z=1.0 and z=5.0).
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conductance curves have sharp peaks at the gap edge. This sharpness gets smeared as we gradually
turn on the lifetime effects by raising the value of ∆2. This feature qualitatively points to what
can be expected in the measurements on materials with significant lifetime effects such as Pb and
Pb0.9Bi0.1 [31, 34].
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Figure 4.9: Differential conductance at T = 0K (z=0.0 and z=0.5).
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Figure 4.10: Differential conductance at T = 0K (z=1.0 and z=5.0).
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Figure 4.11: Current vs. voltage curves at T = 0K (z=0.0 and z=0.5).
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Figure 4.12: Current vs. voltage curves at T = 0K (z=1.0 and z=5.0).
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4.2 Application of the Generalized BTK Theory Based on
Our Approach to Niobium, Lead and Lead-Bismuth
Alloy
In this section we focus on the application of the generalized BTK theory to two elements (Nb and
Pb) and an alloy (Pb0.9Bi0.1). The superconducting properties of these materials are well described
by the strong coupling (Eliashberg) theory of superconductivity [3, 4]. The strength of the electron-
phonon coupling and the concomitant damping and retardation effects increase from Nb (electron-
phonon coupling parameter λ = 1) to Pb (λ = 1.55) and Pb0.9Bi0.1 (λ = 1.66). We have obtained
the real and imaginary parts of the gap for these superconductors at various temperatures by solving
the real-axis Eliashberg equations for the electron-phonon coupling functions α2(Ω)F (Ω) obtained
from the inversion of the tunneling data on Nb [47], Pb and Pb0.9Bi0.1 [48]. The Coulomb repulsion
parameter µ∗(ωc) for a given cutoff ωc in the Eliashberg equations was fitted to the experimental
transition temperature Tc. The values of the real (∆1) and the imaginary (∆2) parts of the gap edge
∆1 = Re∆(∆1) at various temperatures which we used in calculations are given in tables 4.1-4.3.
Our calculated electric current and differential conductance are in Figs. 4.13-4.16 and Figs.
4.17-4.20, respectively, for four representative values of the barrier height parameter z ranging from
a full metallic contact (z = 0) to the tunneling regime (z ≥ 1). The temperatures range from near
zero to just below the superconducting transition temperature Tc.
The temperature dependence enters via (1) the temperature dependence of the real and imag-
inary parts of the gap at the gap edge and (2) the temperature dependence of the Fermi thermal
factors. For the case of the differential conductance, the derivative of the Fermi distribution is
present in the equation for the electric current. For numerical calculations, one has to be careful
about its temperature dependence since the width of the derivative of the distribution is propor-
tional to kBT where kB is the Boltzmann constant and T is the temperature. This causes the curves
to become smoother at temperatures close to superconducting transition temperature.
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Temperature (K) ∆1(T )(meV ) ∆2(T )(meV )
0.1 1.54 −6.00× 10−18
1.0 1.54 −1.29× 10−6
2.0 1.54 −2.30× 10−5
3.0 1.536 −2.436× 10−4
4.0 1.51 −1.15× 10−3
5.0 1.458 −3.25× 10−3
6.0 1.36 −6.78× 10−3
7.0 1.20 −1.15× 10−2
8.0 0.942 −1.64× 10−2
8.5 0.739 −1.81× 10−2
8.75 0.598 −1.84× 10−2
9.0 0.393 −1.80× 10−2
9.016 0.376 −1.79× 10−2
9.05 0.336 −1.775× 10−2
9.1 0.269 −1.744× 10−2
9.105 0.261 −1.741× 10−2
Table 4.1: Real (∆1) and imaginary (∆2) parts of the energy gap for Nb. λ = 2
∫ Ωmax
0
α2(Ω)F (Ω)
Ω
dΩ =
1.009, Ωmax = 28.29 meV is the maximum phonon frequency, ωc = 282.9 meV, µ
∗(ωc) = 0.198955
and Tc = 9.2K
.
Chapter 4. Results and Discussion 76
Temperature (K) ∆1(T )(meV ) ∆2(T )(meV )
0.1 1.38 −1.17× 10−11
1.0 1.38 −2.83× 10−6
2.0 1.38 −1.31× 10−4
3.0 1.37 −2.13× 10−3
4.0 1.31 −1.00× 10−2
5.0 1.18 −2.51× 10−2
5.5 1.07 −3.38× 10−2
6.0 0.923 −4.01× 10−2
6.5 0.712 −4.1× 10−2
6.75 0.565 −4.1× 10−2
6.875 0.466 −4.04× 10−2
7.0 0.356 −3.926× 10−2
7.025 0.333 −3.89× 10−2
7.05 0.309 −3.86× 10−2
Table 4.2: Real (∆1) and imaginary (∆2) parts of the energy gap for Pb. λ = 2
∫ Ωmax
0
α2(Ω)F (Ω)
Ω
dΩ =
1.548, Ωmax = 11 meV, ωc = 110 meV is the maximum phonon frequency, µ
∗(ωc) = 0.1481036 and
Tc = 7.2K
.
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Temperature (K) ∆1(T )(meV ) ∆2(T )(meV )
0.1 1.54 −4.01× 10−11
1.0 1.54 −9.56× 10−6
2.0 1.54 −2.44× 10−4
3.0 1.53 −3.97× 10−3
4.0 1.49 −2.106× 10−2
5.0 1.38 −5.165× 10−2
6.0 1.158 −7.986× 10−2
6.5 0.989 −8.77× 10−2
6.75 0.884 −8.9596× 10−2
7.0 0.7575 −9.055× 10−2
7.1 0.6985 −9.089× 10−2
7.2 0.626 −9.002× 10−2
7.25 0.5899 −8.974× 10−2
7.3 0.5509 −8.93× 10−2
7.35 0.5089 −8.868× 10−2
7.4 0.463 −8.788× 10−2
7.45 0.413 −8.687× 10−2
7.5 0.357 −8.565× 10−2
Table 4.3: Real (∆1) and imaginary (∆2) parts of the energy gap for Pb0.9Bi0.1. λ =
2
∫ Ωmax
0
α2(Ω)F (Ω)
Ω
dΩ = 1.663, Ωmax = 10 meV is the maximum phonon frequency, ωc = 100 meV,
µ∗(ωc) = 0.10338 and Tc = 7.65K
.
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Figure 4.13: Current vs. voltage curves obtained for five representative temperatures (Nb, Pb and
Pb0.9Bi0.1 for z=0.0).
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Figure 4.14: Current vs. voltage curves obtained for five representative temperatures (Nb, Pb and
Pb0.9Bi0.1 for z=0.5).
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Figure 4.15: Current vs. voltage curves obtained for five representative temperatures (Nb, Pb and
Pb0.9Bi0.1 for z=1.0).
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Figure 4.16: Current vs. voltage curves obtained for five representative temperatures (Nb, Pb and
Pb0.9Bi0.1 for z=5.0).
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Figure 4.17: Differential conductance vs. voltage curves obtained for five representative tempera-
tures (Nb, Pb and Pb0.9Bi0.1 for z=0.0).
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Figure 4.18: Differential conductance vs. voltage curves obtained for five representative tempera-
tures (Nb, Pb and Pb0.9Bi0.1 for z=0.5).
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Figure 4.19: Differential conductance vs. voltage curves obtained for five representative tempera-
tures (Nb, Pb and Pb0.9Bi0.1 for z=1.0).
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Figure 4.20: Differential conductance vs. voltage curves obtained for five representative tempera-
tures (Nb, Pb and Pb0.9Bi0.1 for z=5.0).
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The lifetime effects cause a decrease in the peaks of the differential conductance curves and it
is particularly pronounced for z ≥ 1 when the tunneling is taking place at the interface (see Figs.
4.19 and 4.20). Due to the thermal smearing of the differential conductance at temperatures near
the transition temperature, it is harder to see the lifetime broadening. However in section 4.1 it has
been shown that for a higher value of the imaginary part of the gap the broadening would rise.
A comparison between Nb and Pb0.9Bi0.1 is illustrated in Figs. 4.21-4.22. Again due to the
thermal smearing of the curves it is hard to see the lifetime broadening of the differential conductance
for the higher values of ∆2. However, if we look at the behavior of the curves at 98 percent of the
transition temperature, the broadening of Pb0.9Bi0.1 is a bit bigger than Nb which is a result of its
higher value of ∆2.
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Figure 4.21: Compared differential conductances of Nb and Pb0.9Bi0.1 for three representative tem-
peratures (z=0.0 and z=0.5).
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Figure 4.22: Compared differential conductances of Nb and Pb0.9Bi0.1 for three representative tem-
peratures (z=1.0 and z=5.0).
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4.3 Discussion of the Generalized BTK Theories
As was explained in chapter 2, the BTK theory had been modified before to include the lifetime
effects by introducing the phenomenological decay rate parameter Γ [17, 18, 19]. One of the major
accomplishments is that our approach generalized the original BTK theory by introducing the self-
energy of the quasiparticles in the Bogoliubov equations. When the resulting equations were solved
the resulting theory had the same form as the original BTK theory but with a complex energy gap.
On the other hand the decay rate parameter Γ is directly inserted into the BTK theory equations
as the imaginary part of the energy. In the rest of this section we concentrate on the differences
between the two theories.
One difference shows itself clearly when we calculate the differential conductance obtained from
the two generalized theories. We have plotted the corresponding curves at T = 0K in Figs. 4.23-4.26
with equal values of ∆2 and Γ to provide a comparison between these two approaches.
As we can see the two approaches provide the same qualitative lifetime broadening and smearing
features. However, there are some obvious differences between them. Looking at Fig. 4.23 it is clear
that the two approaches give different values for the differential conductance atE = 0. Our approach
results in a value equal to 2 while the other one yields a value slightly lower than that. As we raise
the values of ∆2 and Γ, this difference becomes more pronounced. For the intermediate values of z
the two methods almost agree with each other but again for higher values of the potential barrier
the discrepancies are evident. This issue can be addressed by looking at the Andreev reflection
probability current density in both cases. We also recall that in our case Eq. (3.24) describes the
superconductivity DOS [4] whereas the phenomenological decay rate parameter is based on Eq.
(2.38) which is the Dynes formula for the DOS [31].
The Andreev reflection probability current densities in both formalisms are given by
A(E,Γ) = a∗a =
|u0|2 |v0|2
|γ|2 , (4.2a)
A(E) = a∗a =
|u|2 |v|2
|γ|2 , (4.2b)
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Figure 4.23: Differential conductance at T = 0K (transmission coefficient). The dashed line repre-
sents the generalized BTK resulting in a complex gap and the solid line represents the modification
due to the phenomenological decay rate parameter (z=0.0).
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Figure 4.24: Differential conductance at T = 0K (transmission coefficient). The dashed line repre-
sents the generalized BTK resulting in a complex gap and the solid line represents the modification
due to the phenomenological decay rate parameter (z=0.5).
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Figure 4.25: Differential conductance at T = 0K (transmission coefficient). The dashed line repre-
sents the generalized BTK resulting in a complex gap and the solid line represents the modification
due to the phenomenological decay rate parameter (z=1.0).
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Figure 4.26: Differential conductance at T = 0K (transmission coefficient). The dashed line repre-
sents the generalized BTK resulting in a complex gap and the solid line represents the modification
due to the phenomenological decay rate parameter (z=5.0).
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separately. For z = 0 the above expressions are
A(E,Γ) = a∗a =
|v0|2
|u0|2
=
[
(1− δ)2 + γ2] 12[
(1 + δ)2 + γ2
] 1
2
, (4.3a)
A(E) = a∗a =
|v|2
|u|2 =
[
(1− δ)2 + γ2] 12[
(1 + δ)2 + γ2
] 1
2
. (4.3b)
Here, we have used Eqs. (2.48) and (3.27).
For the first case we can rewrite δ and γ as follows
δ =
ξ (E cos θ − Γ sin θ)
E2 + Γ2
, (4.4a)
γ =
ξ (E sin θ + Γ cos θ)
E2 + Γ2
, (4.4b)
where ξ is
ξ =
[(
E2 −∆2 − Γ2)2 + 4E2Γ2] 14 , (4.5)
and θ is
θ =
1
2
arctan
( −2EΓ
E2 −∆2 − Γ2
)
. (4.6)
The Dynes formula can be rewritten in the following form
Ns(E,Γ) =
E cos θ − Γ sin θ
ξ
. (4.7)
We also introduce the imaginary part of the expression
(E − iΓ)[
(E − iΓ)2 −∆2] 12 for further calculations
σ =
−E sin θ − Γ cos θ
ξ
. (4.8)
The Andreev reflection probability current density can be written in terms of Ns(E,Γ) and σ
A(E,Γ) =
[(
1− ξ
2Ns(E,Γ)
E2 + Γ2
)2
+
(
ξ2σ
E2 + Γ2
)2] 12
[(
1 +
ξ2Ns(E,Γ)
E2 + Γ2
)2
+
(
ξ2σ
E2 + Γ2
)2] 12 . (4.9)
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If we look at the E = 0 case in the above equations we easily see
A(0,Γ) =
∣∣∣∣∣1− (∆
2 + Γ2)
1
2
Γ
∣∣∣∣∣∣∣∣∣∣1 + (∆
2 + Γ2)
1
2
Γ
∣∣∣∣∣
=
|1−N−1s (0,Γ)|
|1 +N−1s (0,Γ)|
< 1. (4.10)
We know that at E = 0 for the zero barrier height, the normal reflection probability current density
vanishes. This causes the transmission coefficient to equal 1+A(0,Γ). Since the Andreev reflection
magnitude is less than one, the total transmission coefficient is below two which represents the
differential conductance at T = 0K. Hence, the Dynes formula for the DOS has a finite residue
at E = 0 which causes a reduction in the magnitude of the Andreev reflection probability current
density.
In our case the DOS is given by
Ns(E) =
E cos φ
ζ
, (4.11)
where φ is
φ =
1
2
arctan
(
2∆0∆2
E2 −∆20 +∆22
)
, (4.12)
and ζ is
ζ =
[(
E2 −∆20 +∆22
)2
+ 4∆20∆
2
2
] 1
4
. (4.13)
Using the above expression for DOS, we are able to rewrite δ and γ in our case as follows
δ =
ζ cosφ
E
=
cos2 φ
Ns(E)
, (4.14a)
γ =
ζ sinφ
E
=
cosφ sinφ
Ns(E)
. (4.14b)
We can derive an expression for the Andreev reflection probability current density by using Eqs.
(4.3) and (4.14)
A(E) =
[N2s (E) + (1− 2Ns(E)) cos2 φ]
1
2
[N2s (E) + (1 + 2Ns(E)) cos
2 φ]
1
2
. (4.15)
The same argument can be made in our case for the transmission coefficient. However, this time the
DOS is zero at E = 0 which causes A(E) to be equal to one. Hence, the differential conductance
equals two at T = 0K.
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The same behavior is observable for z ≥ 1 (the tunneling regime) when the differential con-
ductance is directly proportional to the DOS. For comparison we have plotted in Fig. 4.27 the
differential conductance in the tunneling regime (with a very large z value) for representative values
of Γ and ∆2.
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Figure 4.27: Differential conductance (T = 0K) in the tunneling regime with equal representative
Γ and ∆2 values. The DOS given by Dynes et al. compared to the one given by the strong coupling
theory has a different behavior at near-zero energies.
Based on the strong coupling theory [4] one would expect a zero DOS at E = 0 and it is obvious
that the Dynes formula does not yield zero at this energy.
Another difference emerges when the differential conductance dependence on the size of the
damping is examined for the intermediate values of z. In Fig. 4.28 we can clearly see that increasing
Γ affects the low energy differential conductance more than increasing ∆2.
In summary this chapter presented numerical results based on the approach developed in chapter
3. The corresponding electric current and the differential conductance curves where obtained for
representative values of the barrier height and the imaginary part of the gap. The developed
approach was also applied to three distinct strong coupling superconductors. In the final section
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Figure 4.28: Differential conductance curves at T = 0K (transmission coefficient). A couple of
curves have been plotted for several representative values of Γ and ∆2. Compared to each other
one easily notices that the increasing Γ affects the low energy differential conductance more than
the increasing ∆2.
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the generalized BTK theories were compared in different ways and a comprehensive explanation
was provided for the observed differences.
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Chapter 5
Conclusions
A detailed explanation on the BTK theory was given and its outcomes were explored. It was pointed
out that this theory contributed to a better interpretation of the point-contact experimental data
because it describes a wide variety of contacts which could range from metallic to tunneling regime.
The practicality of this theory has been demonstrated by many experiments in the field of point-
contact spectroscopy [21, 22, 23, 24, 25].
The first attempts [17, 18, 19] to modify the BTK theory, to include the quasiparticle lifetime
effects, were investigated fully. The phenomenological damping rate (decay rate), which was first
included in the single-spin density of states by Dynes et al. [31] to explain the broadening of their
tunneling differential conductance curves, is the cornerstone of the earlier attempts to modify the
BTK theory. The damping factor Γ is introduced in the Bogoliubov equations as the imaginary part
of the energy and modifies the expressions of the plane wave amplitudes. Through the numerical
analysis of the resulting
dI
dV
equation, it was observed that Γ causes the smearing of the corre-
sponding curves at the gap edge. This theory has been widely used to interpret the experimental
data where the broadening (smearing) of the differential conductance curves should be accounted
for and where the BTK treatment does not provide the best fit. The practicality of this theory has
made it the only method which accounts for the lifetime effects in the point-contact spectroscopy
experiments.
In this thesis we generalized the BTK theory by introducing the self-energy into the Bogoliubov
equations as first reported by McMillan [44]. The plane wave solutions of the Bogoliubov equations
resulted in expressions for the wave amplitudes with a complex energy gap. We showed that the
imaginary part of the gap was responsible for the emergence of the lifetime effects. By applying the
boundary conditions to the appropriate wave functions of the transmitted and reflected particles
and holes, and by the use of the probability current density equation, we were able to calculate
the probability current densities of four different processes: the Andreev reflection, the normal
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reflection, the transmission without branch crossing and the transmission with branch crossing.
The numerical investigation of these processes showed that the imaginary part of the energy gap
causes the smearing of the probability current densities at the gap edge. This behavior showed up
in the resultant differential conductance curves and can be attributed to the finite lifetime of the
quasiparticles due to the damping caused by the quasiparticle interactions.
The theory was applied to three different strong coupling superconductors (two elements (Nb
and Pb) and an alloy (Pb0.9Bi0.1)). It is known that the strength of the electron-phonon coupling
and the concomitant damping and retardation effects increase from Nb (electron-phonon coupling
parameter λ = 1) to Pb (λ = 1.55) and Pb0.9Bi0.1 (λ = 1.66). The imaginary part of the energy gap
in these cases was calculated for finite temperatures by solving the real-axis Eliashberg equations.
However, our calculations showed that the broadening of the tunneling differential conductance
curves is dominated by the thermal smearing rather than the self-energy effects.
We noticed a couple of differences between our approach and the previous attempt to modify
the BTK theory in order to incorporate the quasiparticle lifetime effects. Comparing the differential
conductance curves in the case of the full metallic contact at zero temperature, it is evident that
the two approaches give different results at zero energy. This was ascribed to the variations in
the Andreev probability current density calculated in the two approaches. It was shown that the
Andreev probability current density is exactly equal to 1 in our case whereas in the other case it
was less than 1 and showed a direct dependence on the value of Γ. We showed mathematically
that the probability current density of this process at E = 0 is reduced with increasing Γ. We
also showed that in the tunneling regime (z ≥ 1) the two approaches give different results at low
energies for the zero temperature tunneling differential conductances. In the tunneling regime the
tunneling differential conductance gives the quasiparticle density of states and we explicitly examine
the expressions for the density of states at E = 0 in the two approaches. The Dynes formula of
DOS gives a finite value at E = 0 which is determined by the value of Γ. However, the DOS given
by the strong coupling theory of superconductivity yields a zero value at T = 0.
We also had the opportunity to test our theory on the point-contact spectroscopy data of
Cd2Re2O7 (a pyrochlore superconductor [13, 14, 15]). F. S. Razavi has fitted the data to the
both generalized BTK differential conductances based on our theory and on the phenomenological
approach and better quality fits have been obtained using our theory [16]. The results will be
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published later.
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Appendix A
Calculations
This appendix is devoted to the analytical calculations we did in the second and the third chapter.
A.1 Derivation of Eqs. (2.48a) and (2.48b) in the Polar
Form
We separated the real and imaginary parts of u20 and v
2
0 in this way:
u20 = 1− v20 =
1
2
(1 + δ + iη) , (A.1)
where
δ = Re

((E − iη)2 −∆2) 12
(E − iη)

 , (A.2a)
η = Im

((E − iη)2 −∆2) 12
(E − iη)

 . (A.2b)
Since u0 and v0 are complex, we can present them in the polar form. In order to achieve this we
define
P1 = E
2 −∆2 − η2, (A.3a)
P2 = −2Eη, (A.3b)
θ =
1
2
arctan
( −2Eη
E2 −∆2 − η2
)
. (A.3c)
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The above definitions allow us to rewrite the complex quantity
(
(E − iη)2 −∆2) 12 as
(
(E − iη)2 −∆2) 12 = (P 21 + P 22 ) 14 eiθ = (P 21 + P 22 ) 14 (cos θ + i sin θ) , (A.4)
where (P 21 + P
2
2 )
1
4 is its modulus and θ is the phase. Then δ and η are calculated as
δ =
(P 21 + P
2
2 )
1
4 (E cos θ − η sin θ)
E2 + η2
, (A.5)
and
η =
(P 21 + P
2
2 )
1
4 (η cos θ + E sin θ)
E2 + η2
. (A.6)
From Eq. (A.1), we see that
u0 =
√
2
2
√
1 + δ + iη, (A.7a)
v0 =
√
2
2
√
1− δ − iη. (A.7b)
We can rewrite u0 and v0 in the polar form which results in Eqs. (2.48a) and (2.48b) where δ and
η are explicitly given by Eqs. (A.5) and (A.6).
A.2 Derivation of Eqs. (3.19a) and (3.19b) in the Polar
Form
We derived a pair of equations from Eq. (3.16) with the following form
(
E ∓ Ω(E)
∆(E)
)
u¯± = v¯±, (A.8a)(
∆(E)
E ± Ω(E)
)
u¯± = v¯±. (A.8b)
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Here both u¯± and v¯± are complex. It can be easily shown that these two equations are equivalent.
Equation (A.8a) can be rearranged as follows
u¯±
v¯±
=
∆(E)
E ∓ Ω(E) =
√
E2 − Ω(E)2
E ∓ Ω(E)
=
[
E2 − Ω(E)2
(E ∓ Ω(E))2
] 1
2
=
[
(E − Ω(E)) (E + Ω(E))
(E ∓ Ω(E))2
] 1
2
=
[
E ± Ω(E)
E ∓ Ω(E)
] 1
2
,
(A.9)
where we have used the relation ∆(E)2 = E2 − Ω(E)2. The above expression for the ratio u¯±
v¯±
enables us to substitute |v¯±|2 by |u¯±|2 in the normalization condition |u¯±|2 + |v¯±|2 = 1:
1 = |u¯±|2 + |v¯±|2 = |u¯±|2
(
1 +
∣∣∣∣E ∓ Ω(E)∆(E)
∣∣∣∣
2
)
= |u¯±|2
(
1 +
∣∣∣∣E ∓ Ω(E)E ± Ω(E)
∣∣∣∣
)
, (A.10)
which leads to the expression
|u¯±|2 =

 1
1 +
∣∣∣E∓Ω(E)E±Ω(E)∣∣∣

 , (A.11)
for |u¯±|2. In the same way we are able to find an expression for |v¯±|2:
|v¯±|2 =

 1
1 +
∣∣∣E±Ω(E)E∓Ω(E)∣∣∣

 . (A.12)
The quantities E ∓Ω(E) and E ±Ω(E) are complex and can be written in the polar form. For
this purpose we define
I1 = E
2 −∆21 +∆22, (A.13a)
I2 = 2∆1∆2, (A.13b)
I3 =
(
I21 + I
2
2
) 1
4 , (A.13c)
θ =
1
2
arctan
(
2∆1∆2
E2 −∆21 +∆22
)
, (A.13d)
where ∆1 and ∆2 are the real and the imaginary parts of the energy gap, respectively. The reason for
assuming an energy independent energy gap is provided in chapter 4. Using the above definitions,
Ω(E) becomes
Ω(E) = I3 (cos θ + i sin θ) . (A.14)
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Thus, |E ± Ω(E)| and |E ∓ Ω(E)| can be rewritten as
|E ± Ω(E)| = [(E ± I3 cos θ)2 + (I3 sin θ)2] 12 , (A.15a)
|E ∓ Ω(E)| = [(E ∓ I3 cos θ)2 + (I3 sin θ)2] 12 , (A.15b)
which results in the following expressions for |u¯±|2 and |v¯±|2
|u¯±|2 =

1 +
[
(E ∓ I3 cos θ)2 + (I3 sin θ)2
] 1
2[
(E ± I3 cos θ)2 + (I3 sin θ)2
] 1
2


−1
, (A.16a)
|v¯±|2 =

1 +
[
(E ± I3 cos θ)2 + (I3 sin θ)2
] 1
2[
(E ∓ I3 cos θ)2 + (I3 sin θ)2
] 1
2


−1
. (A.16b)
We defined |u| and |v| as follows
|u|2 =

 1
1 +
∣∣∣E−Ω(E)E+Ω(E)∣∣∣

 , (A.17a)
|v|2 =

 1
1 +
∣∣∣E+Ω(E)E−Ω(E)∣∣∣

 . (A.17b)
We mentioned the fact that these definitions do not determine u and v explicitly. However, in
the context of calculating the probability current densities one encounters quantities such as u∗2v2
and u2v∗2 where the knowledge of explicit expressions for u and v may seem helpful (the asterisk
denotes the complex conjugate). Instead of looking for such expressions one can deploy (A.8) to
find expressions suitable for these types of quantities. The choice of signs in |u|2 and |v|2 reduce
Eq. (A.8a) to the following form
v =
E − Ω(E)
∆(E)
u, (A.18)
where both u and v are complex. Consequently, u∗2v2 can be written as
u∗2v2 = u∗2u2
(
E − Ω(E)
∆(E)
)2
= |u|4
(
E − Ω(E)
∆(E)
)2
, (A.19)
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and u2v∗2 as
u2v∗2 = u2u∗2
(
E − Ω(E)
∆(E)
)∗2
= |u|4
(
E − Ω(E)∗
∆(E)∗
)2
. (A.20)
These equivalent expressions are easily computable because |u|4, Ω(E) and ∆(E) are known explic-
itly.
A.3 Derivation of Eqs. (3.27a) and (3.27b) in the Polar
Form
We wrote u2 and v2 in terms of their real and imaginary parts
u2 = 1− v2 = 1
2
(1 + δ + iη) , (A.21)
where
δ = Re
[
Ω(E)
E
]
, (A.22a)
η = Im
[
Ω(E)
E
]
. (A.22b)
We define
T1 = E
2 −∆21 +∆22, (A.23a)
T2 = 2∆1∆2, (A.23b)
θ =
1
2
arctan
(
2∆1∆2
E2 −∆21 +∆22
)
. (A.23c)
The complex quantity Ω(E) can be written in terms of the above definitions:
Ω(E) =
√
E2 −∆(E)2 = (T 21 + T 22 ) 14 eiθ = (T 21 + T 22 ) 14 (cos θ + i sin θ) , (A.24)
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where (T 21 + T
2
2 )
1
4 and θ are its modulus and phase, respectively. The obtained polar form results
in explicit expressions for δ and η:
δ =
(T 21 + T
2
2 )
1
4 cos θ
E
, (A.25)
and
η =
(T 21 + T
2
2 )
1
4 sin θ
E
. (A.26)
Equation (A.16) is equivalent to
u =
√
2
2
√
1 + δ + iη, (A.27a)
v =
√
2
2
√
1− δ − iη. (A.27b)
Writing u and v in the polar form leads to the expressions given by Eqs. (3.27a) and (2.27b) where
δ and η are given by Eqs. (A.25) and (A.26).
A.4 Evaluation of a, b, c and d
The expressions given by (3.32) describe the incoming, the transmitted and the reflected particle
and hole waves in the normal side and the electron-like and hole-like quasiparticle waves in the
superconducting side. By applying the suitable boundary conditions, we are able to determine the
wave amplitudes a, b, c and d. It should be noted that the same treatment applies to the original
BTK formalism. The only difference is the nature of u and v. In the original BTK theory these
quantities were shown by u0 and v0 which were real. However, in our generalization of the theory
these are complex.
The first boundary condition states that ψS(0) = ψN (0) ≡ ψ(0), which translates into

 1
0

+ a

 0
1

+ b

 1
0

 = c

 u
v

+ d

 v
u

 . (A.28)
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The second boundary condition,
(
~
2
2m
)
(ψ′S − ψ′N ) = Hψ(0), translates into
~
2
2m


c


u
v

 ik+ − d


v
u

 ik− −


1
0

 iq+ − a


0
1

 iq− + b


1
0

 iq+


= H


c


u
v

+ d


v
u




,
(A.29)
where we have chosen ψ(0) to be the wave function in the superconducting side i.e. ψS.
In chapter 3 we argued that k+, k−, q+ and q− can be approximated by kF . This assumption
transforms the calculated expression for the second boundary condition into
c

 u
v

 i− d

 v
u

 i−

 1
0

 i− a

 0
1

 i+ b

 1
0

 i = z

c

 u
v

+ d

 v
u



 , (A.30)
where z is given by
z =
Hm
~2kF
. (A.31)
Equations (A.28) and (A.30) form a system of four linear equations:


1 + b = cu+ dv,
a = cv + du,
cui− dvi− i+ bi = 2z (cu+ dv) ,
cvi− dui− ai = 2z (cv + du) .
(A.32)
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The above system of equations can be easily solved for a, b, c and d. The solutions are
a =
uv
γ
, (A.33a)
b = −(u
2 − v2) (z2 + iz)
γ
, (A.33b)
c =
u (1− iz)
γ
, (A.33c)
d =
ivz
γ
, (A.33d)
where
γ = u2 +
(
u2 − v2) z2. (A.34)
A.5 Derivation of the Integral Expression (2.35)
As the first step, Eq. (2.33) is inserted in Eq. (2.34). Then the integration is performed from −∞
to +∞:
I = 2N(0)evFA
∫ +∞
−∞
[f0(E − eV )−A(E) (1− f0(E − eV )) (A.35)
−B(E)f0(E − eV )− (C(E) +D(E)) f0(E)] dE.
Using C(E) +D(E) = 1− A(E)−B(E), Eq. (A.35) transforms into
I = 2N(0)evFA
∫ +∞
−∞
[f0(E − eV ) + A(E)f0(E − eV )− B(E)f0(E − eV )− A(E) (A.36)
−f0(E) + A(E)f0(E) +B(E)f0(E)] dE.
which can be rewritten as
I = 2N(0)evFA
∫ +∞
−∞
[f0(E − eV ) (1 + A(E)− B(E)) (A.37)
−f0(E)−A(E) (1− f0(E)) +B(E)f0(E)] dE.
The integral expression ∫ +∞
−∞
A(E) (1− f0(E)) dE, (A.38)
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can be written as ∫ +∞
−∞
A(E)f0(E) dE, (A.39)
by changing the variable E to −E and using the properties A(−E) = A(E) and 1−f0(E) = f0(−E).
Expression (A.39) transforms (A.37) into (2.35) after some simple algebra:
INS = 2N(0)evFA
∫ +∞
−∞
[f0(E − eV )− f0(E)] [1 + A(E)− B(E)] dE. (A.40)
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Appendix B
Computer Codes
We used Fortran 95 for our numerical calculations. All the probability current densities, the electric
currents and the differential conductances were obtained by writing the appropriate Fortran codes
and then plotting the numerical outputs. We have provided the source codes along with comments
on each line of the codes.
B.1 Probability Current Density Codes
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! This code is written for our generalization of the BTK theory.
! It computes A(E), B(E), C(E) and D(E) as a function of the energy
! which is shown here by ’e’. These codes can also be used to calculate
! the differential conductance at T=0K.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
program Probability_Current_Density
implicit none
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Parameter declarations
integer, parameter :: ik = 4
integer, parameter :: rk = 8
real(rk), parameter :: pi = 3.1415926535897932384626433832795028841972_rk
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Variable declarations
integer(ik) :: i, ne
real(rk) :: emin, emax, e, de, z, delta, di
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real(rk) :: pa1, pa2, usq, vsq, theta, gammasq, An, Br, Ct, Dt, pxi
complex :: omega, omegac, gap, gapc, m, mc
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! This line loads the number of energy points, ne,
! the minimum energy, emin, the maximum energy, emax, the real part of
! the energy gap, delta, the imaginary part of the energy gap, di, and
! the barrier height, z.
call param2_input(ne, emin, emax, delta, di, z)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! This line opens a file for the output data.
open(unit = 10, file = "graphing.dat", status = "unknown")
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initializing the energy increments
de = (emax - emin)/real(ne - 1, rk)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initializing the value of the energy
e = emin
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initializing a loop over the ’ne’ values of the energy to calculate
! the probability current densities for
! each energy point.
do i = 0, ne - 1
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Set of dummy variables based on the equations that were calculated in
! Appendix A.2.
pa1 = e**2 - delta**2 + di**2
pa2 = 2_rk*delta*di
theta = 0.5_rk*atan2(pa2, pa1)
pxi = (pa1**2 + pa2**2)**0.25
omega = pxi*cmplx(cos(theta), sin(theta))
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omegac = pxi*cmplx(cos(theta), -sin(theta))
gap = cmplx(delta, -di)
gapc = cmplx(delta, di)
m = (abs(e) - omega)/gap
mc = (abs(e) - omegac)/gapc
! The modulus squared of the coherence factor u
usq = 1_rk/(1_rk + (sqrt((abs(e) - pxi*cos(theta))**2 +
(pxi*sin(theta))**2)/sqrt((abs(e) + pxi*cos(theta))**2 + (pxi*sin(theta))**2)))
! The modulus squared of the coherence factor v
vsq = 1_rk/(1_rk + (sqrt((abs(e) + pxi*cos(theta))**2 +
(pxi*sin(theta))**2)/sqrt((abs(e) - pxi*cos(theta))**2 + (pxi*sin(theta))**2)))
! The modulus squared of the term given by Eq. (A.34)
gammasq = (usq**2)*(1_rk + z**2)**2 +
(vsq**2)*(z**4) - (usq**2)*((mc**2) + (m**2))*(z**2 + z**4)
! Andreev Reflection probability current density
An = (usq*vsq)/gammasq
! Normal Reflection probability current density
Br = ((usq**2 + vsq**2 - (usq**2)*((mc**2) +
(m**2)))*(z**2 + z**4))/gammasq
! Transmission without branch crossing probability current density
Ct = ((usq*(1_rk + z**2))/gammasq)*(usq - vsq)
! Transmission with branch crossing probability current density
Dt = ((vsq*(z**2))/gammasq)*(usq - vsq)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! This command prints the current value of the energy and the calculated
! values of the probability densities into a file.
write(10,’(5es23.15)’) e, An, Br, Ct, Dt
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! update the value of energy
e = e + de
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end do
! Close the output file
close(unit = 10)
contains
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Reading the theory parameters from param2.in file
subroutine param2_input(ne, emin, emax, delta, di, z)
implicit none
! Variable declarations
integer(ik) :: ne
real(rk) :: emin, emax
real(rk) :: delta, di, z
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Parameter namelist
namelist / params / ne, emin, emax, delta, di, z
! Open param2.in and read the theory parameters
open(unit = 10, file = ’param2.in’, status = ’old’)
read(10, NML = params)
! Close param2.in file
close(unit = 10)
end subroutine param2_input
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!
end program Probability_Current_Density
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! This code is written for the generalization of the BTK theory by the
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! phenomenological decay parameter, sr. The commands are basically
! identical to those explained above.
! It computes A(E), B(E), C(E) and D(E) as a function of the energy
! which is shown here by ’e’. These codes can also reproduce the
! differential conductance curves at T=0K.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
program Probability_Current_Density
implicit none
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Parameter declarations
integer, parameter :: ik = 4
integer, parameter :: rk = 8
real(rk), parameter :: pi = 3.1415926535897932384626433832795028841972_rk
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Variable declarations
integer(ik) :: i, ne
real(rk) :: emin, emax, e, de, z, delta, sr
real(rk) :: pa1, pa2, alfa, beta, theta, gammasq, An, Br, Ct, Dt
complex :: u, v, uc, vc
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
call param2_input(ne, emin, emax, delta, sr, z)
open(unit = 10, file = "graphing.dat", status = "unknown")
de = (emax - emin)/real(ne - 1, rk)
e = emin
do i = 0, ne - 1
write(10,’(5es23.15)’) e, graph(e, delta, sr, z)
e = e + de
end do
close(unit = 10)
contains
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!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! The function that appears above in the printing command is defined here:
function graph(e, delta, sr, z) result(fresult)
implicit none
! Declaration of variables
real(rk) :: pa1, pa2, alfa, beta, theta, gammasq, An, Br, Ct, Dt, e, delta,
sr, z, fresult
complex :: u, v, uc, vc
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Set of dummy variables calculated by the equations in Appendix A.1 with
! phenomenological decay rate (here it is shown by ’sr’).
pa1 = e**2 - delta**2 - sr**2
pa2 = -2_rk*abs(e)*sr
theta = 0.5_rk*atan2(pa2,pa1)
! The real part of u^2 and v^2
alfa = (((pa1**2 + pa2**2)**0.25)*(abs(e)*cos(theta) - sr*sin(theta)))
/(e**2 + sr**2) !Real Part of
! The imaginary part of u^2 and v^2
beta = (((pa1**2 + pa2**2)**0.25)*(sr*cos(theta)
+ abs(e)*sin(theta)))/(e**2 + sr**2)
! Coherence factors u and v and their complex conjugates
u = (((2_rk)**0.5/2_rk)*(((1_rk + alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(beta,(1_rk + alfa)))
,sin(0.5_rk*atan2(beta,(1_rk + alfa))))
v = (((2_rk)**0.5/2_rk)*(((1_rk - alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(-beta,(1_rk - alfa)))
,sin(0.5_rk*atan2(-beta,(1_rk - alfa))))
uc = (((2_rk)**0.5/2_rk)*(((1_rk + alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(beta,(1_rk + alfa)))
,-sin(0.5_rk*atan2(beta,(1_rk + alfa))))
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vc = (((2_rk)**0.5/2_rk)*(((1_rk - alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(-beta,(1_rk - alfa)))
,-sin(0.5_rk*atan2(-beta,(1_rk - alfa))))
! The modulus squared of the term given by Eq. (A.34)
gammasq = (u**2 + (u**2 - v**2)*(z**2))*(uc**2 + (uc**2 - vc**2)*(z**2))
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Andreev Reflection probability current density
An = (u*v*uc*vc)/gammasq
! Normal Reflection probability current density
Br = ((uc**2 - vc**2)*(u**2 - v**2)*(z**4 + z**2))/gammasq
! Transmission without branch crossing probability current density
Ct = (((u*uc)*(1_rk + z**2))/gammasq)*((u*uc) - (v*vc))
! Transmission with branch crossing probability current density
Dt = (((v*vc)*(z**2))/gammasq)*((u*uc) - (v*vc))
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Update the value of either of the probability current densities into
! the function
fresult = An !or Br !or Ct !or Dt
end function graph
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
subroutine param2_input(ne, emin, emax, delta, sr, z)
implicit none
integer(ik) :: ne
real(rk) :: emin, emax
real(rk) :: delta, sr, z
namelist / params / ne, emin, emax, delta, sr, z
open(unit = 10, file = ’param2.in’, status = ’old’)
read(10, NML = params)
close(unit = 10)
end subroutine param2_input
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!!
end program Probability_Current_Density
B.2 Electric Current Codes
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! We have performed a Riemann sum for calculating the electric current using
! Eq. (2.35). The input data includes the temperatures, real and imaginary
! parts of the energy gap for Nb, Pb and Pb-Bi alloy.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
program Current
implicit none
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Parameter declaration
integer, parameter :: ik = 4
integer, parameter :: rk = 8
integer(ik), parameter :: NVMAX = 10001
integer(ik), parameter :: NMATERIALMAX = 10
integer(ik), parameter :: NTEMPMAX = 10
real(rk), parameter :: pi = 3.1415926535897932384626433832795028841972_rk
real(rk), parameter :: c = 1.602176565E-19_rk ! [J/eV] unit conversion factor
real(rk), parameter :: kb = 1.3806503E-23_rk ! Boltzmann Constant [J/K]
real(rk), parameter :: kc = (1.0E+03_rk)*(kb/c) ! Boltzmann Constant [meV/K]
!--------------------------------------------------------------------------
! Variable declarations
integer(ik) :: i, j, k, l, ne, nv, nmaterials, ntemp
real(rk) :: vmin, vmax, e, de, z, v(NVMAX), dv, emin, emax
real(rk) :: temp(NMATERIALMAX,NTEMPMAX),
delta_real(NMATERIALMAX,NTEMPMAX), delta_imag(NMATERIALMAX,NTEMPMAX)
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real(rk) :: integral(NMATERIALMAX,NTEMPMAX,NVMAX)
character(LEN = 32) :: material_name(NMATERIALMAX), filename
! Get simulation parameters from a file which includes the number of
! the energy points, ne, the minimum energy, emin, the maximum energy, emax,
! the barrier height, z, the number of voltage points, nv,
! the minimum voltage, vmin, and the maximum voltage, vmax.
call param_input(ne, emin, emax, z, nv, vmin, vmax)
! Get material parameters from a file which contains the number of materials,
! nmaterials, the number of temperatures, ntemp, the materials name and
! temperatures.
call material_param_input(nmaterials, ntemp, material_name, temp)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initialize the voltage and energy increments
dv = (vmax - vmin)/real(nv - 1, rk)
de = (emax - emin)/real(ne - 1, rk)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Loop over the ’nmaterials’ values of the materials
do i = 1, nmaterials
! Get the the real and imaginary parts of the energy gap for each temperature.
call get_material_data
(ntemp, material_name(i), temp(i,:), delta_real(i,:), delta_imag(i,:))
! This two lines create an empty file with the file name being the name of
! the material.
write(filename, ’(3a)’) "graphing_", trim(material_name(i)), ".dat"
open(unit = 10, file = trim(filename), status = "unknown")
! Loop over the ’ntemp’ values of the temperature
do j = 1, ntemp
! Loop over the ’nv’ values of the voltage
do k = 1, nv
! Compute the value of the voltage
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v(k) = vmin + real(k - 1, rk)*dv
! Initialize the value of the integral and weightArea, and the
! starting energy
integral(i, j, k) = 0.0_rk
e = emin
! Numerically integrate the integrand function from ’emin’ to ’emax’
do l = 0, ne - 1
! Update the value of the integral
integral(i, j, k) = integral(i, j, k) +
f(e, v(k), temp(i, j), delta_real(i, j), delta_imag(i, j), z)*de
! Update the value of the energy
e = e + de
end do
end do
end do
! Print the calculated data in the file created for each material.
do k = 1, nv
write(10,’(11es23.15)’) v(k),
((integral(i, j, k)*(1.0_rk + (z)**2))/delta_real(i, j), j = 1, ntemp)
end do
close(unit = 10)
end do
contains
!---------------------------------------------------------------------------
function f(e, v, temp, delta_real, delta_imag, z) result(fresult)
!----------------------------------------
! Integrand function
!----------------------------------------
implicit none
! Variable declarations
Appendix B. Computer Codes 121
real(rk) :: e, v, temp, delta_real, delta_imag, z
real(rk) :: fresult
fresult = (fdirac(e - v, temp) - fdirac(e, temp))
*fprob(e, delta_real, delta_imag, z)
end function f
!----------------------------------------------------------
function fprob(e, delta_real, delta_imag, z) result(fresult)
!----------------------------------------------------------
! The transmission coefficient ’1 + A(E) - B(E)’
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
implicit none
! Variable Declarations
real(rk) :: e, delta_real, delta_imag, z, fresult
real(rk) :: pa1, pa2, alfa, beta, theta, gammasq, An, Br
complex :: u, v, uc, vc
! A set of dummy variables containing the real
! and imaginary parts of the energy gap. For derivations
! see Appendix A.3.
pa1 = e**2 - delta_real**2 + delta_imag**2
pa2 = 2_rk*delta_real*delta_imag
theta = 0.5_rk*atan2(pa2,pa1)
!Real Part of u^2 and v^2
alfa = (((pa1**2 + pa2**2)**0.25)*(cos(theta)))/abs(e)
!Imaginary Part of u^2 and v^2
beta = (((pa1**2 + pa2**2)**0.25)*(sin(theta)))/abs(e)
! Coherence factors and their complex conjugates
u = (((2_rk)**0.5/2_rk)*(((1_rk + alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(beta,(1_rk + alfa)))
,sin(0.5_rk*atan2(beta,(1_rk + alfa))))
v = (((2_rk)**0.5/2_rk)*(((1_rk - alfa)**2 + beta**2)**0.25))
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*cmplx(cos(0.5_rk*atan2(-beta,(1_rk - alfa)))
,sin(0.5_rk*atan2(-beta,(1_rk - alfa))))
uc = (((2_rk)**0.5/2_rk)*(((1_rk + alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(beta,(1_rk + alfa)))
,-sin(0.5_rk*atan2(beta,(1_rk + alfa))))
vc = (((2_rk)**0.5/2_rk)*(((1_rk - alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(-beta,(1_rk - alfa)))
,-sin(0.5_rk*atan2(-beta,(1_rk - alfa))))
! The modulus squared of the term given by Eq. (A.34)
gammasq = (u**2 + (u**2 - v**2)*(z**2))
*(uc**2 + (uc**2 - vc**2)*(z**2))
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!Andreev Reflection probability current density
An = (u*v*uc*vc)/gammasq
!Normal Reflection probability current density
Br = ((uc**2 - vc**2)*(u**2 - v**2)*(z**2 + z**4))/gammasq
fresult = 1.0_rk + An - Br
end function fprob
!----------------------------------------------------------------------------
function fdirac(e, temp) result(fresult)
!------------------------------------
! Fermi-Dirac distribution
!------------------------------------
implicit none
! Variable declarations
real(rk) :: e, temp
real(rk) :: fresult
if(abs(e) > 1.0E-03 .or. abs(temp) >= 1.0E-03) then
fresult = 1.0_rk/(exp(e/(kc*temp)) + 1.0_rk)
else
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fresult = 1.0_rk
end if
end function fdirac
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!----------------------------------------------------------
! The input parameters for the energy, voltage and barrier height
subroutine param_input(ne, emin, emax, z, nv, vmin, vmax)
implicit none
integer(ik) :: ne, nv
real(rk) :: vmin, vmax
real(rk) :: z, emin, emax
namelist / params / ne, emin, emax, z, nv, vmin, vmax
open(unit = 10, file = ’param.in’, status = ’old’)
read(10, NML = params)
close(unit = 10)
end subroutine param_input
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!----------------------------------------------------------
! The number of materials, their names, the number of temperatures and
! their values are obtained
subroutine material_param_input(nmaterials, ntemp, material_name, temp)
implicit none
!Variable declarations
integer(ik) :: nmaterials, ntemp
real(rk) :: temp(:,:)
character(LEN = *) :: material_name(:)
integer(ik) :: i, j
open(unit = 10, file = ’materials_param.in’, status = ’old’)
read(10,*) nmaterials, ntemp
do i = 1, nmaterials
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read(10,*) material_name(i), (temp(i, j), j = 1, ntemp)
end do
close(unit = 10)
end subroutine material_param_input
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!----------------------------------------------------------
! This part collects the energy gap data for each material at
! the requested temperatures.
subroutine get_material_data(ntemp, material_name, temp
, delta_real, delta_imag)
implicit none
real(rk), parameter :: epsilon = 1.0e-6_rk
integer(ik) :: ntemp
real(rk) :: temp(:), delta_real(:), delta_imag(:)
character(LEN = *) :: material_name
integer(ik) :: j, ioerr
real(rk) :: temp_tmp, temp_min = 1.0e30_rk, deltar_tmp, deltai_tmp
character(LEN = 32) :: filename
write(filename, ’(2a)’) trim(material_name), ".dat"
open(unit = 20, file = trim(filename), status = "unknown")
j = 1
do
read(20,*,iostat = ioerr) temp_tmp, deltar_tmp, deltai_tmp
if(ioerr > 0) then
write(*,*) ’Check input, something is wrong.’
exit
else if(ioerr < 0) then
write(*,*) ’End of material data file reached.’
exit
else
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if(abs(temp(j) - temp_tmp) < epsilon) then
delta_real(j) = deltar_tmp
delta_imag(j) = deltai_tmp
j = j + 1
end if
if(j > ntemp) then
!write(*,*) temp(:), material_name, delta_real(:), delta_imag(:)
write(*,’(2a)’) ’All temperature values located in file: ’, trim(filename)
exit
end if
end if
end do
close(unit = 20)
end subroutine get_material_data
!!
end program Current
B.3 Differential Conductance Codes
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! The differential conductance codes are written in the same way as the
! electric current codes using Eq. (2.36). One of the important things is
! the temperature dependence of the derivative of the Fermi function. This
! function is bell-shaped and its width is proportional to kT where k is
! the Boltzmann constant and T is the temperature. The input data includes
! the temperatures, real and imaginary
! parts of the energy gap for Nb, Pb and Pb-Bi alloy.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
program Differential_Conductance
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implicit none
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Parameter declaration
integer, parameter :: ik = 4
integer, parameter :: rk = 8
integer(ik), parameter :: NVMAX = 10001
integer(ik), parameter :: NMATERIALMAX = 10
integer(ik), parameter :: NTEMPMAX = 10
real(rk), parameter :: pi = 3.1415926535897932384626433832795028841972_rk
real(rk), parameter :: c = 1.602176565E-19_rk ! [J/eV] unit conversion factor
real(rk), parameter :: kb = 1.3806503E-23_rk ! Boltzmann Constant [J/K]
real(rk), parameter :: kc = (1.0E+03_rk)*(kb/c) ! Boltzmann Constant [meV/K]
!--------------------------------------------------------------------------
! Variable declarations
integer(ik) :: i, j, k, l, ne, nv, nmaterials, ntemp
real(rk) :: vmin, vmax, e, de, z, v(NVMAX), dv, emin, emax
real(rk) :: temp(NMATERIALMAX,NTEMPMAX),
delta_real(NMATERIALMAX,NTEMPMAX), delta_imag(NMATERIALMAX,NTEMPMAX)
real(rk) :: integral(NMATERIALMAX,NTEMPMAX,NVMAX)
character(LEN = 32) :: material_name(NMATERIALMAX), filename
! Get simulation parameters from a file which includes the number of
! the energy points, ne, the minimum energy, emin, the maximum energy, emax,
! the barrier height, z, the number of voltage points, nv,
! the minimum voltage, vmin, and the maximum voltage, vmax.
call param_input(ne, emin, emax, z, nv, vmin, vmax)
! Get material parameters from a file which contains the number of materials,
! nmaterials, the number of temperatures, ntemp, the materials name and
! temperatures.
call material_param_input(nmaterials, ntemp, material_name, temp)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
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! Initialize the voltage and energy increments
dv = (vmax - vmin)/real(nv - 1, rk)
de = (emax - emin)/real(ne - 1, rk)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Loop over the ’nmaterials’ values of the materials
do i = 1, nmaterials
! Get the the real and imaginary parts of the energy gap for each temperature.
call get_material_data
(ntemp, material_name(i), temp(i,:), delta_real(i,:), delta_imag(i,:))
! This two lines create an empty file with the file name being the name of
! the material.
write(filename, ’(3a)’) "graphing_", trim(material_name(i)), ".dat"
open(unit = 10, file = trim(filename), status = "unknown")
! Loop over the ’ntemp’ values of the temperature
do j = 1, ntemp
! Loop over the ’nv’ values of the voltage
do k = 1, nv
! Compute the value of the voltage
v(k) = vmin + real(k - 1, rk)*dv
! Initialize the value of the integral and weightArea, and the
! starting energy
integral(i, j, k) = 0.0_rk
e = v(k) - 10.0_rk*kc*temp(i, j)
if(temp(i, j) >= 1.0E-03_rk) then
de = (20.0_rk*kc*temp(i, j))/real(ne - 1, rk)
! Numerically integrate the integrand function from ’emin’ to ’emax’
do l = 0, ne - 1
! Update the value of the integral
integral(i, j, k) = integral(i, j, k) +
f(e, v(k), temp(i, j), delta_real(i, j), delta_imag(i, j), z)*de
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weightArea(i, j, k) = weightArea(i, j, k) +
fdirac(e, v(k), temp(i, j))*de
! Update the value of the energy
e = e + de
end do
else
integral(i, j, k) = f(e, v(k), temp(i, j), delta_real(i, j),
delta_imag(i, j), z)
weightArea(i, j, k) = 1.0_rk
end if
end do
end do
! Print the calculated data in the file created for each material
do k = 1, nv
write(10,’(11es23.15)’) v(k),
((integral(i, j, k)*(1.0_rk + (z)**2))/delta_real(i, j), j = 1, ntemp)
end do
close(unit = 10)
end do
contains
!---------------------------------------------------------------------------
function f(e, v, temp, delta_real, delta_imag, z) result(fresult)
!----------------------------------------
! Integrand function
!----------------------------------------
implicit none
! Variable declarations
real(rk) :: e, v, temp, delta_real, delta_imag, z
real(rk) :: fresult
fresult = fdirac(e, v, temp)*fprob(e, delta_real, delta_imag, z)
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end function f
!----------------------------------------------------------
function fprob(e, delta_real, delta_imag, z) result(fresult)
!----------------------------------------------------------
! The transmission coefficient ’1 + A(E) - B(E)’
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
implicit none
! Variable Declarations
real(rk) :: e, delta_real, delta_imag, z, fresult
real(rk) :: pa1, pa2, alfa, beta, theta, gammasq, An, Br
complex :: u, v, uc, vc
! A set of dummy variables containing the real
! and imaginary parts of the energy gap. For derivations
! see Appendix A.3.
pa1 = e**2 - delta_real**2 + delta_imag**2
pa2 = 2_rk*delta_real*delta_imag
theta = 0.5_rk*atan2(pa2,pa1)
! Real Part of u^2 and v^2
alfa = (((pa1**2 + pa2**2)**0.25)*(cos(theta)))/abs(e)
! Imaginary Part of u^2 and v^2
beta = (((pa1**2 + pa2**2)**0.25)*(sin(theta)))/abs(e)
! Coherence factors and their complex conjugates
u = (((2_rk)**0.5/2_rk)*(((1_rk + alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(beta,(1_rk + alfa)))
,sin(0.5_rk*atan2(beta,(1_rk + alfa))))
v = (((2_rk)**0.5/2_rk)*(((1_rk - alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(-beta,(1_rk - alfa)))
,sin(0.5_rk*atan2(-beta,(1_rk - alfa))))
uc = (((2_rk)**0.5/2_rk)*(((1_rk + alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(beta,(1_rk + alfa)))
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,-sin(0.5_rk*atan2(beta,(1_rk + alfa))))
vc = (((2_rk)**0.5/2_rk)*(((1_rk - alfa)**2 + beta**2)**0.25))
*cmplx(cos(0.5_rk*atan2(-beta,(1_rk - alfa)))
,-sin(0.5_rk*atan2(-beta,(1_rk - alfa))))
! The modulus squared of the term given by Eq. (A.34)
gammasq = (u**2 + (u**2 - v**2)*(z**2))
*(uc**2 + (uc**2 - vc**2)*(z**2))
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Andreev Reflection probability current density
An = (u*v*uc*vc)/gammasq
! Normal Reflection probability current density
Br = ((uc**2 - vc**2)*(u**2 - v**2)*(z**2 + z**4))/gammasq
fresult = 1.0_rk + An - Br
end function fprob
!----------------------------------------------------------------------------
function fdirac(e, v, temp) result(fresult)
!------------------------------------
! Fermi-Dirac distribution derivative with respect to voltage
!------------------------------------
implicit none
! Variable declarations
real(rk) :: e, v, temp
real(rk) :: fresult
if(temp >= 1.0E-03_rk) then
fresult = (1.0_rk/(kc*temp))*((exp((e - v)
/(kc*temp)))/((exp((e - v)/(kc*temp)) + 1.0_rk)**2))
else
fresult = 1.0_rk
end if
end function fdirac
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!----------------------------------------------------------
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!----------------------------------------------------------
! The input parameters for the energy, voltage and barrier height
subroutine param_input(ne, emin, emax, z, nv, vmin, vmax)
implicit none
integer(ik) :: ne, nv
real(rk) :: vmin, vmax
real(rk) :: z, emin, emax
namelist / params / ne, emin, emax, z, nv, vmin, vmax
open(unit = 10, file = ’param.in’, status = ’old’)
read(10, NML = params)
close(unit = 10)
end subroutine param_input
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!----------------------------------------------------------
! The number of materials, their names, the number of temperatures and their
! values are obtained
subroutine material_param_input(nmaterials, ntemp, material_name, temp)
implicit none
!Variable declarations
integer(ik) :: nmaterials, ntemp
real(rk) :: temp(:,:)
character(LEN = *) :: material_name(:)
integer(ik) :: i, j
open(unit = 10, file = ’materials_param.in’, status = ’old’)
read(10,*) nmaterials, ntemp
do i = 1, nmaterials
read(10,*) material_name(i), (temp(i, j), j = 1, ntemp)
end do
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close(unit = 10)
end subroutine material_param_input
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!----------------------------------------------------------
! This part collects the energy gap data for each material at
! the requested temperatures.
subroutine get_material_data(ntemp, material_name, temp
, delta_real, delta_imag)
implicit none
real(rk), parameter :: epsilon = 1.0e-6_rk
integer(ik) :: ntemp
real(rk) :: temp(:), delta_real(:), delta_imag(:)
character(LEN = *) :: material_name
integer(ik) :: j, ioerr
real(rk) :: temp_tmp, temp_min = 1.0e30_rk, deltar_tmp, deltai_tmp
character(LEN = 32) :: filename
write(filename, ’(2a)’) trim(material_name), ".dat"
open(unit = 20, file = trim(filename), status = "unknown")
j = 1
do
read(20,*,iostat = ioerr) temp_tmp, deltar_tmp, deltai_tmp
if(ioerr > 0) then
write(*,*) ’Check input, something is wrong.’
exit
else if(ioerr < 0) then
write(*,*) ’End of material data file reached.’
exit
else
if(abs(temp(j) - temp_tmp) < epsilon) then
delta_real(j) = deltar_tmp
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delta_imag(j) = deltai_tmp
j = j + 1
end if
if(j > ntemp) then
!write(*,*) temp(:), material_name, delta_real(:), delta_imag(:)
write(*,’(2a)’) ’All temperature values located in file: ’, trim(filename)
exit
end if
end if
end do
close(unit = 20)
end subroutine get_material_data
!!
end program Differential_Conductance
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