We propose a new criteria called normalized eigenvalue variance as the measure of the convergence rate of a large scale network system with consensus. It permits an assessment of the convergence performance of an important class of systems whose graphs are homogeneous. We propose a design method of the feedback gains to minimize the proposed index. Furthermore, numerical examples exhibits its effectiveness.
INTRODUCTION
Recently, control of distributed systems such as formation control of multiple vehicles and control of communication network systems becomes a popular topic in control engineering community. In particular, a consensus problem is regarded as one of the fundamental problems in this research area. See e.g. Jadbabaie et al. (2002) ; Olfati-Saber and Murray (2004) ; Qu (2009) ; Yoshioka and Namerikawa (2008) . Its objective is to let the states of the distributed subsystems, which are often called 'agents', coincide with each other by distributed controllers. The present paper focuses on the convergence rate of large scale distributed network systems with consensus. In particular, we are interested in gain tuning of the distributed controllers by only using the local information.
It is known that the convergence rate of the network system can be measured by the largest nonzero eigenvalue of the system matrix, see e.g. Olfati-Saber and Murray (2004) . Based on this idea, there are many papers investigating how to increase the convergence rate. The paper Xiao and Boyd (2004) considers how to construct a discrete-time consensus network with fast convergence based on LMIs. A lower bound of the convergence rate of a given network is proposed in Cao et al. (2005) . OlfatiSaber (2007) investigates the exact convergence speed for a class of Ramanujan graphs. A method to estimate the convergence rate of a given graph based on topological interconnection is proposed in Angeli and Bliman (2007) . Hara et al. (2009) investigates the convergence rate of hierarchical multi-agent systems. Yu and Xie (2010) shows the relation between the eigenvalues of the network system consisting of two dimensional subsystems and those of the Laplacian matrix describing the interconnection structure of the network. Kogure and Ishii (2010) considers the optimization of the information weights to maximize the convergence speed of a class of consensus systems. The papers Maki and Kojima (2010); Tanaka et al. (2009) treats the effect of the unmodeled dynamics such as time delays on the convergence rate of the corresponding network system.
Thus there are many papers investigating the convergence rate of distributed consensus networks based on the eigenvalue analysis of the system matrix of the whole system. When the network is large, however, it is very difficult to investigate the effect of the design parameters such as feedback gains on the convergence rate since the eigenvalues of a large matrices are difficult to be calculated analytically. The present paper proposes a new index called a normalized eigenvalue variance to measure the convergence rate of a distributed consensus network. This index can be computed more easily than the conventional smallest nonzero eigenvalue for an important class of systems whose graphs are homogeneous. A homogeneous graph consists of subgraphs which have similar topological structures. The special structure of homogeneous graphs allows one to investigate the convergence rate of the whole graph analytically. Furthermore, we propose a method to utilize this index for gain tuning of the distributed feedback gains to maximize the convergence rate and apply it to some numerical examples to demonstrate its effectiveness.
PROBLEM SETTING
Here we treat the simplest consensus problem. Consider a network system whose component (agent) is an integrator described bẏ
where x i ∈ R is the state, and u i ∈ R is the input of the agent i. The communication between the agents is bidirectional and it is described by a (undirected) graph G = (V, E) with the set of the vertices V = {1, 2, . . . , n} and the set of the edges E ⊂ V × V .
The objective of the consensus problem is to let the state x i of each agent coincides with each other. It can be described by the following equation by using the state of the whole system
In order to achieve the consensus, the following linear feedback laws with the feedback gains k i > 0's are adopted.
Here the symbol N i = {j ∈ V |{i, j} ∈ E} denotes the neighbor set consisting of the vertices which have edges with the vertex i, that is, the set of vertices which have connection to the vertex i.
Furthermore, we employ the following assumption which is necessary for consensus. Assumption 1. The graph G is connected.
Equations (1) and (2) reduce to the following state space equation for the resulting feedback system.
n×n is the gain matrix and the matrix L ∈ R n×n is the Laplacian matrix describing the connection structure of the graph G. The (i, j) element l ij of the Laplacian matrix L is given by
where |N i | is the number of the elements in the neighbor set N i and it is called the degree of the agent (vertex) i and denoted
The convergence rate of the feedback system (3) can be measured by the eigenvalues of its system matrix −KL. Its convergence becomes faster as the largest eigenvalue of −KL smaller Olfati-Saber and Murray (2004) . Since the system matrix −KL is linearly dependent on the gain matrix K, however, we can let the convergence speed of the system (3) as fast as we want by just increasing the gain matrix K. Therefore, the largest eigenvalue of −KL is not an appropriate index to measure the convergence rate of the system (3). We use the eigenvalues of the normalized version of the system matrix KL.
Here the matrix F is a normalized version of the matrix KL since the sum of the eigenvalues of F is 1.
Assumption 1 implies that the eigenvalues of the matrix F consist of a single zero and non-negative real numbers Godsil and Royle (2001) . That is, the eigenvalues λ i (F ),
which implies the following equation with respect to the characteristic polynomial.
Using the normalized matrix F , we can define its nonzero smallest eigenvalue µ as the index of the convergence rate.
Definition 1. The nonzero smallest eigenvalue µ defined by µ = λ 1 (F ) is said to be the normalized smallest eigenvalue of the system (3).
A bigger µ corresponds to faster convergence rate of the system (3). Here let us define our objective as maximizing µ by selecting appropriate feedback gains k i 's as a function of the corresponding degrees d i 's since the degree d i is local information available for the agent i. Problem 1. For a given network system with the graph G, the feedback gains are selected as functions of the corresponding degrees in such a way that
. Find a function f : R → R maximizing the normalized smallest eigenvalue µ of the system (3).
Although this question is very simple, it is difficult in general, since the eigenvalues of the matrix F are the solutions to the corresponding characteristic equation (6) of the degree n. The authors have provided the optimal gain function f (d i ) for the path graph in Fujimoto and Hasegawa (2010) but the general solution for an arbitrary graph is not obtained. In the present paper, we consider a slightly different problem from Problem 1 whose solution can be obtained explicitly for an important class of systems.
CONVERGENCE RATE ANALYSIS BASED ON THE NORMALIZED VARIANCE
This section proposes a novel index of the convergence rate the normalized eigenvalue variance of the network system (3). Also the class of systems possessing a special property called homogeneity is introduced, to which the analysis of the convergence rate based on the normalized eigenvalue variance works effectively. Furthermore, a design method of the feedback gains of the network system (3) is proposed based on them.
Normalized eigenvalue variance and homogeneous graphs
Problem 1 is difficult since it is equivalent to the eigenvalue problem in (6) with the degree n. In particular it is laborious when the number of the agents n is big. Therefore we consider a slightly different problem instead of Problem 1. To this end, let us define the normalized eigenvalue variance of the system (3). Definition 2. The variance σ of the nonzero eigenvalues λ 1 (F ), . . . , λ n−1 (F ) of the matrix F is said to be normalized eigenvalue variance of the system (3), that is, it is defined by
whereλ is the average of the nonzero eigenvalues of F , that is, it is defined bỹ
A smaller σ corresponds to faster convergence of the system (3). The normalized smallest eigenvalue µ corresponds to the convergence speed with respect to the slowest direction (the eigenspace with respect to λ 1 ). On the other hand, a smaller normalized eigenvalue variance σ corresponds to the uniform distribution of the eigenvalues and hence the nonzero smallest eigenvalue is expected to become bigger as a consequence. A smaller σ also implies that the biggest eigenvalue becomes smaller. In fact, when the system (1) has unmodeled dynamics such as time delays, then the network system can become unstable if the biggest eigenvalue is too big. In this sense, the normalized eigenvalue variance σ can take care of a kind of robustness against unmodeled dynamics. In particular, there holds the following relationship between the normalized smallest eigenvalue µ and the normalized eigenvalue variance σ. Proposition 1. Let G denotes the set of all connected graphs consisting of n vertices. Then the following equation holds.
arg max
Proof. The normalized smallest eigenvalue µ takes its maximum when
. This implies σ = 0 which is the minimum of σ. Then the proposition follows it since the converse also holds straightforwardly.
2 Proposition 2. Suppose n ≥ 3. The normalized smallest eigenvalue µ and the normalized eigenvalue variance σ satisfy
Proof. Let us use a simpler notation λ i to denote λ i (F ) and a vector v ∈ R n−1 is defined by
Then its 2 norm (Euclidean norm) and ∞ norm are given by
It can be noticed that the indices µ and σ are related to v ∞ and v 2 , respectively. The relation between σ and v 2 is
Another relationship between µ and v ∞ can be written as v ∞ = max{λ − λ 1 , λ n−1 −λ} ≥λ − µ (10) due to the order of the eigenvalues λ i 's. Moreover, the following inequality with respect to the upper bound of v ∞ holds which will be proved later.
Equations (9)- (11) with the following inequality between the norms, we can prove the claim (8).
Therefore, what we have to prove is Equation (11). According to the maximization in Equation (10), we consider the two cases independently.
(i) The case v ∞ =λ − λ 1 : Inequality (11) holds since n ≥ 3.
(ii) The case v ∞ = λ n−1 −λ: Consider the following function ofλ.
q(λ) := λ n−1 −λ λ − λ 1 Let us calculate its upper bound. Sinceλ satisfies (n − 2)λ 1 + λ n−1 n − 1 ≤λ ≤ λ 1 + (n − 2)λ n−1 n − 1 and the derivative of q with respect toλ is positive dq dλ
Hence the q is bounded as
which coincides with (11). This completes the proof. 2
Thus the normalized smallest eigenvalue µ and the normalized eigenvalue variance σ have a close relationship to each other.
In the remainder of this paper, we consider the following problem instead of Problem 1 as follows. Problem 2. For a given network system with the graph G, the feedback gains are selected as functions of the corresponding degrees in such a way that
. Find a function f : R → R maximizing the normalized eigenvalue variance σ of the system (3).
Before investigating the solution to Problem 2, let us introduce homogeneous graphs to which the convergence rate analysis based on the normalized eigenvalue variance works effectively. Definition 3. The set D i of degrees d j 's of the vertices j's belonging to the neighbor set N i of the vertex i is said to be the set of neighboring degrees, that is, the set D i is defined by
Then the graph G is said to be a homogeneous graph of order ρ. The set of all homogeneous graphs of order ρ is denoted by H ρ . Furthermore, the labels r = 1, 2, . . . , ρ are assigned to the ρ distinguishable elements of D i and the set of vertices consisting of the same degree corresponding to the label r is denoted by V r . The set of neighboring degrees of
We are interested in homogeneous graphs whose order ρ is small while the number of all vertices n is big. In particular, the following property of the normalized eigenvalue variance in Equation (7) can be proved with respect to a homogeneous graph whose order ρ is constant as the number of all vertices n grows. Lemma 1. The normalized eigenvalue variance σ defined in Equation (7) satisfies
Proof. The normalized eigenvalue variance σ in Equation (7) can be rewritten by
where we use trF = 1 in Equation (5). Defining H := KL, trF 2 can be described by
Since the (i, j) element h ij of the matrix H is
2 in Equation (15) can be described as
Also trH 2 is calculated as
Hence, Equation (15) reduces to
Finally, Equation (13) follows from Equations (14) and (16). This completes the proof. 2
Lemma 1 directly implies the following theorem on the normalized eigenvalue variance σ of homogeneous graphs. Theorem 1. Suppose that k i = f (d i ) and that the graph G is homogeneous of order ρ, that is, G ∈ H ρ . Then the normalized eigenvalue variance σ of the system (3) is given by
where p r , q r (r = 1, . . . , ρ) are defined by
Proof. Let us describe the right hand side of Equation (13) in Lemma 1. It follows from Definition 4 that the degree d i of the vertex i ∈ V r is given by
which means that the degrees of all vertices belonging to the set V r are the same. The definition of the feedback gain k i = f (d i ) implies that the feedback gain k i for the vertex i ∈ V r is given by
According to Equation (16), let us define polynomials p i and q i with respect to the vertex i as
Then the polynomials p i and q i with respect to all vertices in the set V r are equal, respectively. Hence the polynomials p r and q r belonging to the set V r can be described by Equation (18). This proves Equation (17) which completes the proof.
2
The number of calculations needed to compute the normalized eigenvalue variance σ using Equation (17) does not depend on n whereas that using Equation (13) does. This fact means that the time to compute σ using Equation (17) is constant as the number of vertices n grows. Therefore, we can describe the normalized eigenvalue variance σ as a function of the design parameters such as the feedback gains k i 's and, consequently, one can minimize σ by selecting appropriate feedback gains k i 's (as functions of d i 's) easily, even when n is very big.
Feedback controller design for tree graphs
This subsection gives an example to design the feedback gains k i = f (d i ) for a simple tree graph. Consider a tree graph T n with the number of the vertices n depicted in Fig.1 . In the tree graph T n , the vertices at the edge (denoted by ) have degree 1 while the other vertices (denoted by , G) have degree 3.
Fig. 1. Tree graph T 22
The number of all vertices of the graph G is given by n = 6 · 2 j−1 − 2 (j = 2, 3, . . . )
where j denotes the distance from the vertex at the center to that at the end. In Fig.1 , it can be easily seen that the distinguishable elements are , and G, that is, ρ = 3. Then the neighboring degrees of each set V r (r = 1, 2, 3) are listed in Table 1 . The number of vertices belonging to the set V r (r = 1, 2, 3) can be calculated by
Furthermore, since the tree graph T n has vertices with degree 1 and those with degree 3. In order to find the function f (d i ) to determine the feedback gain k i let us employ simpler notations f 1 := f (1) and f 3 := f (3).
Then the polynomials p r and q r with respect to the set V r are calculated as
Hence we can obtain trF 2 as
Equation (14) suggests that the normalized eigenvalue variance σ (j = 2, 3, . . . ) of the tree graph T n is given by
Therefore, the ratio of the feedback gains f 3 /f 1 minimizing the normalized eigenvalue variance σ in Equation (19) of the tree graph T n has to satisfy ∂σ
Solving this equation with respect to f 3 /f 1 , we obtain
Thus one can investigate the optimal feedback gains (or other design parameters) for homogeneous graphs independently from the size of the graph n.
Feedback controller design for multi-path graphs
This subsection gives another example of feedback gain design for multi-path graphs. Here let us consider Problem 2 again. Multi-path graphs are defined as follows. Consider a multi-path graph Q n,d . Let us denote the feedback gains for the degrees 1 and d by f 1 := f (1) and
, we can prove the following property. Proposition 3. Consider a network system (3) with a multi-path graph Q n,d . Then the optimal ratio of the feedback gains f d /f 1 to minimize the normalized eigenvalue variance σ is given by
Proof. Theorem 1 implies that the normalized eigenvalue variance σ is given by
The optimal feedback gain ratio f d /f 1 minimizing σ should satisfy
Solving this equation, we can obtain the claim (20). 2
Proposition 3 implies that the optimal feedback gain ratio f d /f 1 to minimize σ for n → ∞ can be calculated as
which means that the feedback gain should be selected as
if the network is very large. It should also be noted that this function f coincide with the optimal solution to Problem 1 with respect to the path graph obtained in Fujimoto and Hasegawa (2010) . These examples show how the proposed method works for large scale network systems.
CONCLUSION
This paper proposes a novel index called a normalized eigenvalue variance to measure the convergence rate of distributed consensus networks. This index can be easily calculated compared to the conventional index the smallest nonzero eigenvalue of the system matrix. In particular, we have shown that this index is useful to investigate an important class of networks whose graphs are homogeneous. Furthermore, a gain tuning method to achieve the maximum convergence rate with respect to the proposed index is introduced and it is applied to simple homogeneous graphs to exhibit its effectiveness.
The results reported here can be obtained by focusing on the distribution of the vertex degrees which is popular quantity to describe certain properties of large scale networks in the research area of network systems, see e.g., Masuda and Konno (2005) . It is expected that the proposed index and the notion of homogeneity with use of the information of the distribution of degrees would provide a basis for a new way of analyzing/designing distributed network systems.
