Abstract-Class imbalance problem is commonly faced while developing machine learning models for real-life issues. Due to this problem, the fitted model tends to be biased towards the majority class data, which leads to lower precision, recall, AUC, F1, G-mean score. Several researches have been done to tackle this problem, most of which employed resampling, i.e. oversampling and undersampling techniques to bring the required balance in the data. In this paper, we propose neural network based algorithms for undersampling. Then we resampled several class imbalanced data using our algorithms and also some other popular resampling techniques. Afterwards we classified these undersampled data using some common classifier. We found out that our resampling approaches outperform most other resampling techniques in terms of both AUC, F1 and G-mean score.
I. INTRODUCTION
M ANY real-life problems like diagnosis of diseases [1] , weather prediction [2] , fraud detection [3] etc. can be modelled as classification problems and can be tackled by developing machine learning models. However, in most cases, it is found that the data obtained are not balanced, that is it is not possible to collect the same number of samples for all the classes, thereby making the resulting data set class imbalanced. This problem of imbalance poses serious challenges towards developing machine learning models as follows. The models become biased towards the majority class and hence mostly fail to detect minority classes. Therefore, in such a scenario, despite obtaining a good accuracy, we do not obtain good scores in terms of other metrics of performance like F1 score [4] , AUC score [5] , G-mean score [6] etc. Since this issue of class imbalance is challenging and damaging, significant attention has been given to solve this issue in the literature [7] . The most common methods among these use resampling techniques to bring balance in the dataset. Resampling can be done by reducing the number of majority class samples. This technique is popularly known as undersampling. Some common undersampling techniques include cluster centroids [8] , tomek's links [9] , neighbourhood cleaning rule [10] etc. Resampling can also be done by increasing the number of minority class samples by either duplicating some data or generating new data. This technique is called oversampling. SMOTE [11] and several variants of SMOTE [12] [13] , ADASYN [14] etc. are some frequently used oversampling techniques. In spite of significant works in this area in the literature, there are little scope for much improvement. With this backdrop, we revisit neural network based approaches for under-sampling. Neural networks have been successfully used for tasks like image recognition, natural language processing etc. in recent years. We explored the possibility of using the potentials of neural networks to capture intricate patterns within data to solve the issue of class imbalance.
II. RELATED WORK
Class imbalance, being a challenging problem, has attracted many researcher's attention throughout the past and recent years. To bring balance in the imbalanced data, strategies like oversampling and undersampling of data were employed. These researches were conducted as early as 1972. A popular algorithm for undersampling, Edited Nearest Neighbor (ENN) rule was proposed in the paper [15] . ENN works by removing the data points whose class label does not match the majority of its k nearest neighbors. Another popular algorithm for undersampling, Tomek links removal (TLL) was introduced in [9] . This algorithm works by detecting pair of data points, called Tomek link, that are each other's nearest neighbor but have different class labels. Undersampling can be done by either removing all Tomek links or by removing the majority class data belonging to the Tomek link. The NearMiss (NM) methods perform undersampling by removing data points from majority class based on their distances between each other [16] . In NearMiss-1, the points in majority class whose mean distance to the k-nearest points in minority class is lowest are retained, where k is a tunable hyperparameter. Whereas, NearMiss-2 retains those points from majority class whose mean distance with k farthest points in minority class is lowest. In the final version of NearMiss, NM-3, for every data point in minority class, k nearest data points in minority class are retained. In addition to these undersampling techniques, there is another undersampler called clustered centroids [8] which makes use of k-means clustering to balance an imbalanced dataset by reducing the number of majority samples.
III. METHODS
We use an auto-encoder and a simple artificial neural network for training the minority class. Figure 1 and Figure 2 depict two such models. We fitted the minority data using one of the two models. A threshold value was set to choose the kind of neural network to be used to train the minority samples. We have set the threshold value to 30. If the number of input attributes are more than 30, we have fitted the minority samples using an autoencoder; otherwise, we fitted those with a simple neural networks with 2/3 hidden layers. Notably, solving the issue of over-fitting was not a major concern for our task. The reason behind this is, we have to generate a minority sample with approximately 100% accuracy. If we can not fit the minority samples well, we may loose information on predicting majority samples. If the model is not strong enough, it may propagate error when predicting majority samples.
A. Undersampling Algorithm 1) Algorithm 1: Hard Neural Network Based Undersampling: Suppose, we have n 1 minority samples and n 2 majority samples in the dataset under consideration. In this algorithm, we train a neural network (autoencoder or feedforward, decided based on the value of a predefined threshold as discussed in the previous section) to learn the values of features of the n 1 minority samples and then we use the same neural network to predict the features of the n 2 majority samples. Then we calculate the euclidean distance between the predicted and the real values of the features. In a list, we store the values of these euclidean distances mapped by the indices of the corresponding majority class samples. We then sort the list in descending order based on the values of the euclidean distances calculated. From this sorted list we choose first n 1 data samples. The final dataset obtained is the combination of n 1 minority class data from the original dataset and n 1 majority class data chosen by our approach. So in effect we choose those samples from the majority class that are far in terms of euclidean distance from the predicted values. In other words, our under-sampling approach actually removes the majority class samples which are present in the vicinity of the minority class samples and retains the majority class samples which are located further from the minority class samples. Hence the decision boundary becomes more defined and the resulting balanced dataset becomes more separable. As a consequence, this algorithm outperforms most other undersampling algorithms for most datasets. However, we noted that, this algorithm performs the best when there is no overlap between data points, as will be evident in section 5 when we will generate some artificial data points and observe the performance of the algorithm on those data. For overlapping data, we have proposed another algorithm in the next subsection.
2) Algorithm 2: Soft Neural Network Based Undersampling: As discussed at the end of the previous subsection, our proposed Hard Neural Network Based Undersampling algorithm (NUS-1) does not perform well when there is overlap between data points in the dataset. To resolve this issue, we have proposed a new algorithm in this subsection called the soft neural network based undersampling. The soft neural network based undersampling (NUS-2) differs from hard neural network based undersampling in how the majority samples are selected. We choose exactly the first n samples from majority class from the indices which are far from its predicted values. That is why we called the algorithm Hard Neural Network Based Undersampling. At first we predict the minority samples by the model that was fitted on the samples from the minority class. The maximum euclidean distance is calculated. Besides calculating the maximum distance, we also calculate the average distances of half of the samples which are greater in value than the other half of the samples. After that, we predict the samples of the majority class with the same model. This time we choose 
index ← − x.index 16: distArray ← − distArray ∪ {d, index} 17: end for
Sort the indices of n 2 samples according to descending order of distance 19: 
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the samples of majority class as follows. We feed one sample to the model, generated its clone by the model and calculated euclidean distance between the two. If the distance is higher than the maximum distance or the half-average distance of the samples from the minority class, we include it in the final dataset as a sample of majority class. The soft neural network based undersampling algorithm performs better than all other undersampling algorithms for sampling overlapping data, as will be observed in section 5 when we will see the effect of different undersampling algorithms on artificially generated overlapping data.
IV. RESULTS ANALYSIS

A. Overview of the experiments
We have designed our experiments as follows. We undersample the dataset under consideration using different undersampling algorithms. Subsequently, the under-sampled dataset is fed to a number of classifiers and we evaluate the classification results thereof. In Table I , we list the classifiers and the undersampling algorithms we used.
The result analysis section is organised as follows. First, we gave a little description of the dataset used in this paper. Then, we demonstrated the metrics used in the experiment for comparison. After that, we showed the results generated by various classifiers such as Gradient Boosting Classifier (GradBoost), Stochastic Gradient Descent Classifier (SGD), Knearest neighbour classifier (KNN), Random Forest(RF) and Lo- Edited Nearest Neighbour (ENN) [15] Random forest (RF) [17] All KNN (AKNN) [9] Gradient-boosting (GradBoost) [18] Near Miss (NM-1 NM-2 NM-3) [16] K-nearest neighbour [19] Neighbourhood Cleaning Rule (NCR) [10] Stochastic gradient descent (SGD) [20] Random Undersampling (RUS) Logistic Regresson (LR) [21] Tomek Link (TLL) [9] Table I: Under-sampling Algorithms gistic Regression (LR). We have used scikit-learn, scipy, numpy, pandas packages to implement all these algorithms and for data conversion [22] , [23] , [24] , [8] . We have used keras package to implement the neural network and the auencoder [25] . For graphical representation, we have used matplotlib package [24] . We made the dataset under sampled by different undersampling algorithms such as Edited Nearest Neighbour(ENN) [15] , ALL KNN, Near Miss algorithm (Version-1, 2 & 3) [16] , Tomek link Undersampler (TLL) [9] , Random Undersampler (RUS) and the proposed 2 algorithms Neural Network Based Undersampling 1 & 2 (NUS-1 & NUS-2) also called hard undersampling and soft undersampling algorithms using neural network. Later, these undersampled data with binary class were classified by the classifiers stated above. We showed the metric value produced by each classifier for comparison. 
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B. Evaluation Criteria
For evaluating the performance of our proposed algorithm, we use some ROC (Receiver Operating Characteristics) curve [26] based performance metrics. Let +,-represent positive and negative class labels. Table II called confusion matrix represents performance of classification algorithm. Based on the confusion matrix in Table II the performance metrics as defined in this section are used to evaluate learning of imbalanced data sets by our proposed algorithms. For comparing the performance of different undersampling algorithms on classification, we use the metric Area under the Receiver Operating Characteristics (ROC) curve [26] , the area under ROC curve is popularly known as AUC. AUC value measures the degree of separability between classes. Higher value of AUC indicates that the model is more capable of distinguishing the classes than a model with lower AUC value. The problem with imbalanced dataset is that any machine learning algorithm trained on these data becomes more biased towards the majority class. In addition, overlapping of samples from different classes also poses a problem to the performance of the model because it can not distinguish between classes. This phenomenon is reflected in lower AUC value during evaluation. Under-sampling potentially can solve the problem of imbalance by removing some samples from the majority class and thus by making the dataset more balanced. AUC value becomes higher when trained with these balanced data. In Table V , VIII and XI and XIV, we showed the AUC values of different machine learning models on some originally imbalanced datasets [27] resampled by several under-sampling techniques. The G-mean is defined as the square root of the product of true positives (TP) and false positives (FP). The equation is as follows.
The F1 measure is another popular performance metric to evaluate the performance of classification algorithms which is defined as follows.
The terms precision and recall in this formula refer to the ratio of true positives (TP) and false positives (FP) respectively to the total number of samples, defined as follows:
C. Description of Dataset
We have used four real world datasets to do experiment on the proposed algorithms. All of them are from UCI machine learning repository [28] . The imbalanced ratio is defined as N maj /N min . The description of the data sets are available in Table III . The number of majority samples selected by each under sampling algorithms are described in Table IV . In almost all cases, we found that, our proposed undersamplers, NUS1 and NUS2 outperform all other undersamplers in case of almost all training algorithms. NUS1 and NUS2 resample the data in such a way that they become more separable as noted from Figures 3 and 4 . This leads to higher AUC, G-mean and F1 values and hence better performance. It is to be noted that we have used a number of classifiers to verify that the proposed undersampling algorithms are not classifier dependent. 
V. UNDERSAMPLING ON ARTIFICIAL DATASET
Th datasets on which we experimented so far have lots of features, which makes it difficult to visualize actually how the undersamplers undersample those datasets. Hence we have used two artificial datasets to visualise the effect of different under-samplers using scikit-learn package [22] . The first dataset consists of two features, which makes it easy to plot the dimensions and visualize the data. There are 1000 majority samples and 100 minority samples in the dataset. So, the ratio of majority samples to minority samples is 10: Next, we generated the second dataset where the majority and minority samples are overlapping in nature.For the second dataset, the ratio of majority to minority is 3.33 : 1. In this case, the number of majority samples were same as before but the number of minority samples were 300. We choose the center of the two classes to be [0.0 0.0] and [0.02 0.05] respectively to introduce the overlapping criteria. The standard deviation of the two cluster samples from the center were [1.51.5] respectively. The result of each sampler is shown in Figure 3 and Figure 4 .
VI. COMPARISON BETWEEN THE PROPOSED ALGORITHMS
It is observed from the classification results and the figures that refered to the effect of each under-sampler in the data that NUS1 performs well when there exists less overlapping in data. NUS1 algorithm actually retains those majority data points which are most distant from most of the minority data points. But in case of overlapped data, there could be some minority samples overlapped with the retained majority data. In case of non-overlapped data, this problem is minimal. Hence, NUS1 makes balanced dataset linearly separable. On the other hand, NUS2 finds the perimeter of minority samples by calculating the average distance of minority samples to its generator samples generated by the model. Then it retains those majority samples that are outside of the perimeter. By this way, overlapping is removed. Hence NUS2 performs better in classifying overlapping data. However, the choosing of distance whether maximum or average is a tunable parameter. We can indirectly verify the nature of the data by these two proposed methods. Now we observe a particular case which may arise due to a certain distribution of the data. It may happen that majority class data consists of outliers or data points that are at far distances from the minority data points and also the ratio of majority to minority is very high. In this case, the outliers from the majority data points should be removed first before implementing the proposed hard and soft undersampling algorithms. In Figure 5 we have generated an artificial dataset using scikit-learn [22] package. The ratio of majority to minority is 500 : 50. The two proposed algorithms NUS-1 and NUS-2 always select the 50 points that are located far from minority class at the time of undersampling. In case of outlier, it may happen that the algorithms always choose the outlier data points at the time of undersampling. We have shown the data and effect of undersampling algorithms on data points in Figure 5 .
VII. CONCLUDING REMARKS
In this paper, we proposed two algorithms to solve the class imbalance problem. The main target of this paper is to balance the data i.e. bring down the number of majority samples to the number of minority samples. This approach might result for the later one. We have used make_blob function from scikit-learn [22] to generate the data points. into some drawbacks. If the majority to minority ratio is vary high, there is a high probability of loosing information from majority class. In this scenario, we can use the accuracy of predicting majority samples as a parameter to choose which batch of majority samples should be considered to mitigate the loss. Future works may address this issue.
