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Abstract
Given a real representation of the Clifford algebra corresponding to
Rp+q with metric of signature (p, q), we demonstrate the existence of
two natural bilinear forms on the space of spinors. With the Clifford
action of k-forms on spinors, the bilinear forms allow us to relate two
spinors with elements of the exterior algebra. From manipulations of
a rank four spinorial tensor introduced in [1], we are able to find a
general class of identities which, upon specializing from four spinors
to two spinors and one spinor in signatures (1,3) and (10,1), yield
some well-known Fierz identities. We will see, surprisingly, that the
identities we construct are partly encoded in certain involutory real
matrices that resemble the Krawtchouk matrices [4][5].
1 Introduction
The Fierz identities are relations among elements of the Clifford algebra,
spinors, and the exterior algebra associated with the vector space Rn with
metric g. They have been used in Dirac’s treatment of electron spin in sig-
nature (1,3) [2] as well as in M-theory (which uses signature (10,1)) [3], [6].
Like those in [2], our Fierz identities are relations among spinors as opposed
∗eric.korman@gmail.com
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to spinor one-forms, which are the objects of interest in [3] and [6]. How-
ever, our identities are more general than those in [2]: we have four-spinor
identities instead of just one-spinor identities and our constructions work in
arbitrary dimension and signature. Our approach is an algebraic one, with
the multiplicative group structure of the generators of the Clifford algebra
playing an essential role in the derivations. In the process of deriving the
Fierz identities, we show the existence of a class of involutory real matrices,
of dimension n+1×n+1 or n+1
2
× n+1
2
. We offer two proofs in the appendices
that these matrices square to the identity. One proof uses spinors and the
other is a direct proof that uses contour integration.
Although we restrict attention to real representations, we will see that a
quaternionic structure arises when the Clifford algebra is isomorphic to a
full matrix algebra over H (the quaternions). When Clp,q is isomorphic to a
full matrix algebra over C, we get a complex structure as well as an addi-
tional operator, which anti-commutes with i. In some cases, this additional
structure squares to the identity, in which case we can think of it as complex
conjugation.
In the remainder of this section, we briefly summarize results from the general
theory of Clifford algebras. In the next section we define two natural bilinear
forms on the space of spinors and then examine how we can use these to re-
late spinors to elements of the exterior algebra. Finally, in the third section,
we derive the various identities, considering the three cases where a Clifford
algebra is isomorphic to a full matrix algebra over R,C, or H. We also con-
sider two cases of special interest to physics: the Clifford algebras associated
with signature (1, 3) and (10, 1). We show that our identities reduce to some
familiar Fierz identities upon specialization from four spinors to one spinor.
1.1 Clifford Algebras
The Clifford algebra of a real vector space V with metric g is the free algebra
generated by V , modulo the relation
v2 = g(v, v). (1.1)
Replacing v with v + w in the above and expanding yields the relation
vw + wv = 2g(v, w). (1.2)
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If V = Rp+q and g has signature (p, q) (i.e. (+ + . . .+︸ ︷︷ ︸
p−times
−− . . .−︸ ︷︷ ︸
q−times
)), then we
denote the corresponding Clifford algebra by Clp,q. We denote the image of
the natural inclusion map Rp+q →֒ Clp,q by R
p,q.
If {ei : 1 ≤ i ≤ p + q} is the standard basis for R
p+q then from (1.1) and
(1.2) we have that
e2i =
{
1 if 1 ≤ i ≤ p
−1 if p+ 1 ≤ i ≤ p+ q
and
eiej = −ejei (i 6= j).
Clearly {ei11 e
i2
2 . . . e
ip+q
p+q : ik = 0 or 1} spans Clp,q, so that dimClp,q ≤ 2
p+q.
It can be shown that if p− q 6= 1 (mod 4) then any algebra generated by a
set {e1 . . . ep+q} satisfying the above relations must have dimension 2
p+q. If
p − q = 1 (mod 4) then it is possible for the dimension to be 2p+q−1, with
e1e2 . . . ep+q = ±1 [7]. The element e1e2 . . . ep+q is canonical [8], is denoted by
γ, and called the pseudoscalar. A straightforward computation shows that
γ2 = (−1)
(p+q)2+q−p
2 (1.3)
and
γu =
{
uγ iff p+ q is odd or u is even
−uγ iff p+ q is even and u is odd.
(1.4)
If I = {i1, i2, . . . in}, where each ij ∈ N and ij < ij+1, then we use the nota-
tion eI for
∏n
j=1 eij and define e∅ = 1. We denote the grade involution by α,
where α(ei1ei2 . . . ein) = (−1)
nei1ei2 . . . ein . We also make use of an algebra
anti-involution˜called reversion, with ˜ei1 . . . eik = eik . . . ei1 .
We define the Pin and Spin subgroups of Clp,q by
Pin(p, q) = {v1v2 . . . vn : vi ∈ R
p,q, g(vi, vi) = ±1}
Spin(p, q) = {u ∈ Pin(p, q) : α(u) = u}.
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We give an action of Pin(p, q) on Rp,q by
u(v) = uvα(u−1), u ∈ Pin(p, q), v ∈ Rp,q.
This action gives a 2-to-1 homomorphism from Pin(p, q) to O(p, q), the
group of orthogonal transformations of signature (p, q). When restricted to
Spin(p, q) we get a 2-to-1 homomorphism to SO(p, q), the special orthogonal
group in signature (p, q) [7].
1.2 Representations of Clifford Algebras
We can always represent Clp,q as the set of all n× n matrices with entries in
R,C, or H. We denote the set of all n×n matrices with entries in F by F[n].
The representation space is called the space of spinors. If p − q 6= 1 (mod
4), then the representation is unique. Otherwise, there are two inequivalent
representations; one has γ = 1 and the other has γ = −1, where 1 is the
identity matrix. Furthermore we can always chose our representations such
that e†I = eI if and only if e
2
I = 1 and e
†
I = −eI if and only if e
2
i = −1, where
† is the conjugate transpose. Therefore
e†I = e
−1
I . (1.5)
The full matrix algebra that Clp,q is isomorphic to is determined by the
quantity τ = q − p− 1 mod 8:
Clp,q ≃


R[2[p+q/2]] if τ =5,6, or 7
H[2[p+q/2]−1] if τ =1,2, or 3
C[2p+q−1/2] if τ =0, or 4
, (1.6)
where [r] denotes the integer part of r. We say that Clp,q is of type R,H, or
C accordingly.
1.2.1 Corner and Subordinate Algebras
As mentioned above, if p− q ≡ 1 (mod 4) then there exist two inequivalent
representations for Clp,q on the same full matrix algebra. From (1.6) we see
that this happens if and only if p + q is odd and Clp,q is of type R or H.
We call these Clifford algebras corner algebras since we can find a real repre-
sentation for any Clifford algebra from a representation of its closest corner
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algebra. We therefore use the name subordinate algebra for type R and H
Clifford algebras that are not corner algebras.
Looking at (1.6) we see that type R algebras and type H algebras occur with
the same frequency. They also occur for both even and odd values of p + q
and both give rise to corner algebras. Conversely, type C algebras occur
less frequently and only in odd dimension. Throughout this paper we will
see that type R and H algebras can be treated similarly. For example, in
the next section we show that if we use a real representation for a type H
algebra, quaternionic structure emerges in the form of three operators which
satisfy the quaternionic relations and, when added to the representation of
the Clifford algebra, generate the entire matrix algebra. Furthermore, when
we construct the cross-symmetry matrices we find that those for the type
R and H algebras are identical except for a factor of two. Conversely, real
representations of type C algebras are not as neat, as an extra operator
emerges that does not always have a clear interpretation (sometimes it can
be thought of as conjugation). For these reasons, we will only focus on Fierz
identities for type R and H algebras.
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1.2.2 Real Representations of type H Algebras
Suppose that Clp,q ≃ H
n. We can get a representation on R4n by making the
replacements
i→


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0


j →


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0


k →


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0


1→


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
Since dimRH[n] = 4n
2 and dimRR[4n] = 16n
2, the representation of Clp,q
on R4n is not surjective (note however that the (real) dimension of the rep-
resentation space is the same– 4n). However, we will now show that there
are always three matrices, which we suggestively call I, J , and K, we can
add to get all of R[4n], i.e. Clp,q ∪{I, J,K} generates R[4n]. These matrices
satisfy the quaternionic relations so we can give an action of H on the space
of spinors, S, by
(q0 + q1i+ q2j + q3k)ψ = (q0 + q1I + q2J + q3K)ψ, qi ∈ R, ψ ∈ S.
It turns out that these matrices commute with Clp,q.
Since Clp,q is of type H we have that q − p − 1 ≡ 1, 2, or 3 (mod 8) (1.6).
Assume first that q−p−1 ≡ 1. Then q−(p+2)−1 ≡ 7 so that Clp+2,q is type
R. We then get a real representation of Clp,q by taking {e3, e4, . . . , ep+q+2} as
generators, where {e1, e2, . . . , ep+q+2} are the standard generators for Clp+2,q.
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Let I = e1e2, J = γe2, K = γe1, where γ =
∏p+q+2
i=1 ei is the Clp+2,q pseu-
doscalar. Since p+ q + 2 is even, γ anti-commutes with vectors so that I, J ,
and K anti-commute with each other but commute with everything in Clp,q.
Furthermore, since q − p− 1 ≡ 1 (mod 8), q − (p + 2) ≡ 0 (mod 4) so that
γ2 = 1 by (1.3). Thus I2 = J2 = K2 = −1.
The generators of Clp,q along with the I, J , and K operators now generate
the entire real endomorphism algebra of S since
e1 = ±e3e4 . . . ep+q+2J
e2 = ±e3e4 . . . ep+q+2K
and Clp+2,q ≃ EndR(S).
Consider now the case q−p−1 ≡ 3 (mod 8). Then (q+2)−p−1 ≡ 5 (mod 8)
so that Clp,q+2 is type R. As before, if {e1, e2, . . . , ep+q+2} generates Clp,q+2,
we use {e1, . . . , ep+q} to generate Clp,q and give quaternionic structure with
I = ep+q+1ep+q+2, J = γep+q+2, K = γep+q+1 (note that now (q + 2) − p ≡ 6
(mod 8) so that γ2 = −1). As in the previous case, {e1, . . . , ep+q}∪{I, J,K}
generate EndR(S) and I, J , and K are in the center of Clp,q.
Lastly, if q− p− 1 ≡ 2 (mod 8) then q− p ≡ 3 (mod 4) so that Clp,q has two
irreducible representations, where the psuedoscalar is ±1. Thus we can rep-
resent it with {e1, e2, . . . , ep+q−1, e1e2 . . . ep+q−1} where {e1, . . . , ep+q−1} gen-
erate either Clp,q−1 or Clp−1,q (both of which are type H). We can take I, J ,
and K to be the same matrices as those in Clp,q−1 or Clp−1,q.
1.2.3 Real Representations of type C Algebras
Suppose we have a surjective representation of Clp,q on C
n. We can get a
representation on R2n by replacing i with
(
0 −1
1 0
)
and 1 with
(
1 0
0 1
)
.
By dimensionality considerations, Clp,q is isomorphic to a proper subalgebra
of R[2n] but the spin spaces have the same real dimension in each case.
If Clp,q is of type C then q − p − 1 ≡ 0 or 4 (mod 8). If q − p − 1 ≡ 0
then q − (p + 1) − 1 ≡ 7 so that Clp+1,q is of type R. If q − p − 1 ≡ 4 then
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(q+1)−p−1 ≡ 5 so that Clp,q+1. In either case, we get a real representation
of Clp,q by taking {e1, e2, . . . , ep+q}, where {e1, . . . , ep+q+1} generate Clp+1,q
if q− p− 1 ≡ 0 and Clp,q−1 if q− p− 1 ≡ 4. We will denote the extra gener-
ator, which anti-commutes with Rp,q, by Z. We note that {e1, . . . , ep+q, Z}
generates EndR(S).
Since q−p ≡ 1 (mod 4) and (p+q)2 ≡ 1 (mod 4) (p+q is odd), we have that
γ2 = −1 (1.3). Furthermore, since p + q is odd, γ is in the center of Clp,q
(but anti-commutes with Z). We give S a complex structure by defining
(a+ bi)ψ = (a+ bγ)ψ, ψ ∈ S.
If q − p− 1 ≡ 0 (mod 8) then Z2 = 1 and, since Z anti-commutes with Rp,q
and p + q is odd, Z anti-commutes with i(= γ). Therefore we can think of
Z as conjugation. When q − p − 1 ≡ 4 (mod 8) then Z still anti-commutes
with i but we now have that Z2 = −1. It therefore seems tempting to give
Clp,q a quaternionic structure with i, Z, and iZ. However, we hesitate to do
this since i and Z are not interchangeable; i is in the center of Clp,q while Z
anti-commutes with Rp,q.
1.2.4 Some Remarks
If adding these additional operators for the type H and C algebras makes
you uncomfortable, keep in mind that this is actually implicitly done in the
standard Dirac treatment of Cl1,3 ≃ H[2], which uses a representation on
C4. In the Dirac theory, multiplying a spinor by i is allowed but i cannot be
in the image of the representation of Cl1,3 since the center of Cl1,3 is {±1}.
Indeed, the Dirac matrices and i generate all of C[4]. It is interesting that
there is a quaternionic structure if one uses a representation of Cl1,3 on R
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but there is not if one uses a representation on C4.
1.2.5 Trace-free Property of Real Representations
An important feature of real representations is that all eI which are not ±1
are trace-free. Since tr(AB) = tr(BA), any matrix that is the product of
anti-commuting matrices must be trace-free. We will show that any eI can
be written in such a way. This is immediate if |I| is even since the first
|I| − 1 factors anti-commute with the last factor. For odd |I|, first assume
that eI 6= γ so that we can find ej such that j /∈ I. Then eI is proportional
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to ejeIej and ejeI and ej anti-commute. Now if |I| is odd and eI = γ 6= ±1
then the Clifford algebra must be type C and γ2 = −1. However, this means
that γt = −γ so that tr(γ) = tr(γt) = −tr(γ) = 0.
2 Bilinear Forms on Spinors
Bilinear forms on spinors are discussed in [2] but from a different perspective.
Our approach is to look for real valued bilinear forms on the space of spinors,
S, such that vectors are self-adjoint, up to sign. That is, a bilinear function
(·, ·) : S × S → R such that
(φ, vψ) = ±(vφ, ψ) (2.1)
for all v ∈ Rp,q, φ, ψ ∈ S. If Clp,q is type R then Clp,q ≃ EndR(S) so that the
form can be represented as (φ, ψ) 7→ φtAψ, where A ∈ Clp,q (where we are
identifying an element A ∈ EndR(S) with its image under an isomorphism
EndR(S)→ Clp,q). The condition (2.1) then becomes
Av = ±vtA
for all v ∈ Rp,q. If 1 ≤ i ≤ p then eti = ei and if p + 1 ≤ i ≤ p + q then
eti = −ei. Therefore we must have that
Aei =
{
±eiA if 1 ≤ i ≤ p
∓eiA if p+ 1 ≤ i ≤ p+ q.
Put
A =
∑
I⊆{1,2,...,p+q}
AIeI .
Since ei either commutes or anti-commutes with each eI , if AI 6= 0 then we
must have that
eIei =
{
±eieI if 1 ≤ i ≤ p
∓eieI if p+ 1 ≤ i ≤ p+ q.
It follows that if AI 6= 0 then eI must be either e1e2 . . . ep or ep+1ep+2 . . . ep+q.
Thus A is, up to scale, either e1e2 . . . ep or ep+1ep+2 . . . ep+q. We denote the
former element by γp and the latter by γq. We define two real bilinear forms
(φ, ψ)+ = φ
tγpψ,
(φ, ψ)− = φ
tγqψ.
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When Clp,q is a corner algebra, i.e. γ = ±1, we have that γp = ±γq. Thus
there is only one bilinear form, which we denote by (·, ·).
We see that
γ2p = (e1e2 . . . ep)(e1e2 . . . ep) = (−1)
(p−1)+(p−2)+...+1e21e
2
2 . . . e
2
p
= (−1)p(p−1)/2 (2.2)
and, similarly,
γ2q = (−1)
q(q−1)/2(−1)q = (−1)q(q+1)/2. (2.3)
Thus (·, ·)+ is symmetric if p = 0 or 1 (mod 4) and anti-symmetric if p = 2 or
3 (mod 4) and (·, ·)− is symmetric if q = 0 or 3 (mod 4) and anti-symmetric
if p = 1 or 2 (mod 4).
Given any vector v ∈ Rp,q, we can put v = v++v−, with v+ ∈ span{e1, e2, . . . ep}
and v− ∈ span{ep+1, ep+2, . . . , ep+q}. We then have
(φ, vψ)+ = φ
†γp(v+ + v−)ψ
= φ†((−1)p+1v+ + (−1)
pv−)γpψ
= φ†((−1)p+1v†+ + (−1)
p+1v†−)γpψ
= (−1)p+1(vφ, ψ)+. (2.4)
A similar calculation yields
(φ, vψ)− = (−1)
q(vφ, ψ)−. (2.5)
If Clp,q is of type H then from (1.5), p
t = −p for p ∈ span{I, J,K}. Further,
any pure quaternion commutes with all of Clp,q. We therefore have that
(pφ, ψ)± = φ
tptγp(q)ψ
= −φtγp(q)pψ
= −(φ, pψ)±.
This means that
(qφ, ψ)± = (φ, q¯ψ)± for all q ∈ H. (2.6)
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2.1 Signature of (·, ·)±
We will now show that when (·, ·)± is symmetric, the signature is always
either neutral or definite. The definite case occurs only when p (respectively
q) = 0. Without loss of generality, we will show that (·, ·)+ has neutral sig-
nature when γp is symmetric and γp 6= 1 (so that p is necessarily non-zero).
Since γp is symmetric, we have that γ
2
p = 1. Therefore its eigenvectors span
the spinor space and its eigenvalues are ±1. Let S± be the eigenspaces with
eigenvalue ±1.
First assume that p is even or q 6= 0. Let
e =
{
e1 if p is even
ep+1 if p is odd.
We have that eγp = −γpe so that if ψ ∈ S
+ then eψ ∈ S−. Since e is invert-
ible it follows that S+ and S− have the same dimension so that (·, ·)+ has
neutral signature.
Assume now that p is odd and q = 0. If Clp,q = Clp,0 is of type R or H then
we have that γp = γ = ±1, so that (·, ·)+ is the Euclidean inner product.
On the other hand, if Clp,q is type C then γ
2
p = γ
2 = −1 so that (·, ·)+ is
anti-symmetric.
2.2 Pin and Spin
Recall that the action of the Pin and Spin groups on vectors preserves the
metric. We also see that the action of the Pin and Spin groups on spinors
(which is just left multiplication) preserves (·, ·)± up to sign:
(uφ, uψ)± = ±(φ, ψ)±,
for all u ∈ Pin(p, q), φ, ψ ∈ S. This is evident from (2.4), (2.5), and the fact
that for u ∈ Pin(p, q), uu˜ = ±1. We can define a subgroup Pin+(p, q) of
Pin(p, q) by
Pin+(p, q) = {u ∈ Pin(p, q) : uu˜ = 1}.
Then we see that the action of Pin+(p, q) on spinors preserves (·, ·)+ if p is
odd and preserves (·, ·)− if q is even. Furthermore, Spin+(p, q) = Pin+(p, q)∩
Spin(p, q) always preserves (·, ·)±.
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2.3 Relations Between Spinors and Forms
Denote the exterior algebra on Rp,q by Λ(Rp,q). The metric g on Rp,q induces
a metric on Λ(Rp,q) by
g(ei1ei2 . . . eim , ej1ej2 . . . ejn) =
∏
ik=jl
g(eik , ejl),
where ik < ik+1 and jk < jk+1. If Clp,q is a corner algebra and q is odd, then
there is an ambiguity because of self-duality. Recall that in a corner algebra
e1 . . . ep+q = ±1. Therefore eI = ±eIc (where I
c is the complement of I).
But g(eI , eI) = −g(eIc , eIc) since the number of unit vectors which square to
-1 in eI will have the opposite parity of the amount in eIc . To resolve this
problem, we cut off forms at degree p+q−1
2
. That is, we consider Λ(Rp,q) to
be
⊕(p+q−1)/2
k=0 Λ
k(Rp,q).
We can use the bilinear forms to associate elements ω±k (φ, ψ) of the dual
space of Λk(Rp,q) with spinors φ, ψ by
ω±k (φ, ψ)(u) = (φ, uψ)±, u ∈ Λ
k(Rp,q).
The induced metric on Λk(Rp,q) allows us to consider ω±k (φ, ψ) to be an ele-
ment in Λk(Rp,q).
We then have that
g(ω±k (φ, ψ), ω
±
k (φ, ψ)) =
∑
|I|=k
g(eI , eI)(φ, eIψ)
2
±.
Because of vectors being self-adjoint (up to sign), we see that the function
ω±k : S×S → Λ
k(Rp,q) is either symmetric or anti-symmetric in its two spinor
arguments. More precisely, by (2.2), (2.3), (2.4), and (2.5) we have that
(ψ, ei1 . . . eikφ)+ = (−1)
k(p+1)(eik . . . ei1ψ, φ)+
= (−1)k(p+1)+k(k−1)/2(ei1 . . . eikψ, φ)+
= (−1)k(p+1)+k(k−1)/2+p(p−1)/2(φ, ei1 . . . eikψ)+
= (−1)
1
2
((k+p)2+k−p).
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Thus
ω+k (ψ, φ) = (−1)
1
2
((k+p)2+k−p)ω+k (φ, ψ) (2.7)
= ω+k (φ, ψ)


(−1)k(k−3)/2 if p ≡ 0
(−1)k(k−1)/2 if p ≡ 1
(−1)(k−1)(k−2)/2 if p ≡ 2
(−1)(k−2)(k−3)/2 if p ≡ 3.
A similar calculation gives
ω−k (ψ, φ) = (−1)
1
2
((k+q)2+q−k)ω−k (φ, ψ) (2.8)
= ω−k (φ, ψ)


(−1)k(k−1)/2 if q ≡ 0
(−1)(k−1)(k−2)/2 if q ≡ 1
(−1)(k−2)(k−3)/2 if q ≡ 2
(−1)k(k−3)/2 if q ≡ 3.
These imply that
ω+k (φ, φ) 6= 0 for all φ if and only if (k + p)
2 − p+ k ≡ 0 (mod 4) (2.9)
ω−k (φ, φ) 6= 0 for all φ if and only if (k + q)
2 + q − k ≡ 0 (mod 4). (2.10)
Note that because of (2.6), for any pure quaternion q we have that
ω±k (φ, φ) = 0 for all φ if and only if ω
±
k (φ, qφ) 6= 0 for all φ. (2.11)
3 Derivation of Identities
Motivated by the results obtained in the appendix of [1], the starting point
for finding identities is the consideration of two rank (2,2) spinorial tensors
T± defined by
T±
µν
ρσ =
∑
I⊆{1,...,p+q}
(±1)|I|g(eI , eI)eI
µ
ρeI
ν
σ. (3.1)
A more specialized version of the above tensor is used in [3] as the starting
point for their Fierz identities. Let 〈·, ·〉 = (·, ·)+ or (·, ·)− and Γ = γp or γq
accordingly. The bilinear form allows us to lower indices via ψν = Γµνψ
µ.
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The inverse metric is defined by Γµνφν = φ
µ. Since γ−1p(q) = γ
t
p(q), the matrix
forms of Γµν and Γµν are the same. From (3.1) we have
T±κρθσ =
∑
I⊆{1,...,p+q}
(±1)|I|g(eI , eI)eI
µ
ρeI
ν
σΓκµΓθν
so that
T±κρθσφ
κψραθβσ =
∑
I⊆{1,...,p+q}
(±1)|I|g(eI , eI)〈φ, eIψ〉〈α, eIβ〉
=
p+q∑
k=0
(±1)kωk(φ, ψ) · ωk(α, β), (3.2)
where ωk = ω
+
k or ω
−
k according to whether Γ = γp or γq. An immediate
symmetry relation is
T±κρθσ = T±θσκρ. (3.3)
Further, since ωk(ψ, φ) = ±ωk(φ, ψ), we have that
T±κρθσ = T±ρκσθ. (3.4)
Define
T±(φ, ψ, α, β) = T±κρθσφ
κψραθβσ.
An important fact is that the set {±1,±eI : I ⊆ {1, 2, . . . , p + q}} forms a
multiplicative group G (of order 2p+q+1 if p+q is even and 2p+q if p+q is odd).
Since every term in T± is quadratic in the eI ’s, it is natural to consider the
quotient group E = G/{±1}. Note that E is an abelian group of order 1
2
|G|
and every (non-identity) element has order two. For the rest of this section,
we identify eI with its image under the projection map π : G → E. The
product of two elements of E is then eIeJ = eI∆J where ∆ is the symmetric
difference, i.e. I∆J = (I ∪ J)\(I ∩ J). Indeed, E is isomorphic to the group
one gets when the set is the power set of {1, . . . , p+q} and the operation is ∆.
We can write
T±(φ, ψ, α, β) =
∑
eI∈E
(±1)|I|g(eI , eI)〈φ, eIψ〉〈α, eIβ〉
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so that for eJ ∈ E
T±(φ, eJψ, α, eJβ) =
∑
eI∈E
(±1)|I|g(eI , eI)〈φ, eIeJψ〉〈αeIeJβ〉
=
∑
eI∈E
(±1)|I∆J |g(eIe
−1
J , eIe
−1
J )〈φ, eIψ〉〈α, eIβ〉
=
∑
eI∈E
(±1)|I|+|J |g(eJ , eJ)g(eI , eI)〈φ, eIψ〉〈α, eIβ〉
= (±1)|J |g(eJ , eJ)T (φ, ψ, α, β),
where the second equality follows from E being a group and the third from
|I∆J | = |I ∪J | − |I ∩J | = |I|+ |J | − 2|I ∩J | so that (±1)|I∆J | = (±1)|I|+|J |.
By (3.4) we have
T±(eJφ, ψ, eJα, β) = (±1)
|J |g(eJ , eJ)T±(φ, ψ, α, β).
In particular, we have
T±(φ, eiψ, α, eiβ) = ±e
2
iT±(φ, ψ, α, β) (3.5a)
T±(eiφ, ψ, eiα, β) = ±e
2
iT±(φ, ψ, α, β). (3.5b)
3.1 Type R Subordinate Algebras
We will first assume that Clp,q is a type R subordinate algebra, so that
{eI : I ⊆ {1, . . . , p + q}} is a basis for EndR(S). We then have that
{eI ⊗ eJ : I, J ⊆ {1, . . . , p + q}} is a basis for S ⊗ S ⊗ S ⊗ S where the
action of eI ⊗ eJ on four spinors is (φ, ψ, α, β) 7→ 〈φ, eIα〉〈ψ, eJβ〉. It turns
out that the symmetries given in (3.5) are sufficient to find the expansion of
T± in the basis that groups the first and third arguments, and the second
and fourth. Once we have this, we can re-raise the two lowered indices to
get a factorization of the original (2,2) tensor in (3.1), which groups the two
spinors and the two cospinors.
Thus we want to determine coefficients t±I,J ∈ R so that we can write T± in
this basis,
T±(φ, ψ, α, β) =
∑
I,J⊆{1,...,p+q}
t±I,J〈φ, eIα〉〈ψ, eJβ〉. (3.6)
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For concreteness, we will assume that p is odd and that Γ = γp. We first
consider T+. Since p is odd, we have that (φ, vψ)+ = (vφ, ψ)+ (2.4) for all
v ∈ Rp,q. From (3.5a) and (3.6) we have that∑
I,J
t+I,J(φ, eIα)+(eiψ, eJeiβ)+ = e
2
i
∑
I,J
t+I,J(φ, eIα)+(ψ, eJα)+
⇒
∑
I,J
t+I,J(φ, eIα)+(ψ, eieJeiβ)+ = e
2
i
∑
I,J
t+I,J(φ, eIα)+(ψ, eJα)+.
Because eieJei = ±eJ and (·, eI ·)+(·, eJ ·)+ is a basis for S ⊗ S ⊗ S ⊗ S, we
must have that
eieJei = e
2
i eJ
⇒ eJei = eieJ (3.7)
whenever t+I,J is non-zero for some I. Since p + q is even, the only element
in the center of Clp,q is the identity. Thus eJ = 1. After using the same
argument using the symmetry given in (3.5b), we see that
T+(φ, ψ, α, β) = C(φ, α)+(ψ, β)+
for some C ∈ R. Since the factorization of T− in (3.5) differs from that of
T+ by a negative sign, the commutation relation for T− differs from (3.7) by
a minus sign:
eJei = −eieJ if t
−
I,J 6= 0 for some I.
Since γ is the only element which anti-commutes with every vector, we must
have that
T−(φ, ψ, α, β) = C(φ, γα)+(ψ, γβ)+ = C(φ, α)−(ψ, β)−.
Analogous computations can be done to find the factorization of T± for dif-
ferent parities of p and different choices of Γ. In some cases eJ must be in the
center (so it must be 1) and in others it must anti-commute with all vectors
(so it must be γ). We summarize the results in tables 1 and 2. Note that in
these tables C is not uniform across entries.
To determine the value of C we will need to raise two indices to recover T±
µν
ρσ .
This process is slightly different for the cases where the factorization of T±
uses Γ as the inner product (e.g. when p is even and using T+ and Γ = γp)
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❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even C(φ, α)−(ψ, β)− C(φ, α)−(ψ, β)−
odd C(φ, α)+(ψ, β)+ C(φ, α)+(ψ, β)+
Table 1: Factorization of T+(φ, ψ, α, β).
❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even C(φ, α)+(ψ, β)+ C(φ, α)+(ψ, β)+
odd C(φ, α)−(ψ, β)− C(φ, α)−(ψ, β)−
Table 2: Factorization of T−(φ, ψ, α, β).
and those where the factorization uses γΓ as the inner product (e.g. when p
is even and using T+ and Γ = γq).
In the first case, we have (in indices)
T±κρθσ = CΓκθΓρσ
so that
T±
µν
ρσ = CΓκθΓρσΓ
µκΓνθ
= CΓκθΓ
νθΓρσΓ
µκ
= CδνκΓρσΓ
µκ
= CΓρσΓ
µν , (3.8)
the second to last inequality coming from the fact that ΓtΓ = 1. To determine
C we consider the double trace T±
µν
µν . From (3.1) we have
T±
µν
µν =
∑
I
g(eI , eI)eI
µ
µeI
ν
ν .
But, as discussed in section 1, all eI are trace-free except for e∅ = 1. Thus
T±
µν
µν = tr(1)
2 = 2p+q.
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From (3.8), we see that T±
µν
µν is tr(Cγ
t
pγp) = Ctr(1) = C2
(p+q)/2. Thus
C = 2(p+q)/2.
Consider now the case where the factorization of T± uses the bilinear form
induced by γΓ. The cases Γ = γp and Γ = γq are slightly different but
analogous. Consider the case where Γ = γp so that we have
T±κρθσ = Cγqκθγqρσ.
Raising two indices we have
T±
µν
ρσ = Cγqκθγqρσγp
µκγp
νθ
= Cγqκθγp
νθγp
µκγqρσ
= Cǫ1γ
ν
κγp
µκγqρσ
= Cǫ1ǫ2γq
µνγqρσ, (3.9)
where ǫi are such that
γqγ
t
p = ǫ1γ
γpγ = ǫ2γq.
We have that
γqγ
t
p = ep+1 . . . ep+qe
t
p . . . e
t
1
= ep+1 . . . ep+qep . . . e1
= (−1)p(p−1)/2ep+1 . . . ep+qe1 . . . ep
= (−1)p(p−1)/2+pqγ
and
γpγ = e1 . . . epe1 . . . ep+q
= (−1)p(p−1)/2e21 . . . e
2
pep+1 . . . ep+q
= (−1)p(p−1)/2γq.
Thus
ǫ1ǫ2 = (−1)
pq.
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❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even 2(p+q)/2(φ, α)−(ψ, β)− 2
(p+q)/2(φ, α)−(ψ, β)−
odd 2(p+q)/2(φ, α)+(ψ, β)+ −2
(p+q)/2(φ, α)+(ψ, β)+
Table 3: Factorization of T+(φ, ψ, α, β) for type R subordinate algebras.
❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even 2(p+q)/2(φ, α)+(ψ, β)+ 2
(p+q)/2(φ, α)+(ψ, β)+
odd −2(p+q)/2(φ, α)−(ψ, β)− 2
(p+q)/2(φ, α)−(ψ, β)−
Table 4: Factorization of T−(φ, ψ, α, β) for type R subordinate algebras.
Considering T±
µν
µν , we find that C = (−1)
pq2(p+q)/2. When Γ = γq, a similar
argument shows that C = (−1)((p+q)
2+q(q+2)−p2)/22(p+q)/2. Since in a subordi-
nate algebra p+ q is even, this simplifies to C = (−1)(q(q+2)−p
2)/22(p+q)/2. We
now can update tables 1 and 2 to get tables 3 and 4.
It is somewhat surprising that the factorization of T±
µν
ρσ is either γpρσγp
µν or
γqρσγq
µν , despite the definition of T±
µν
ρσ (3.1) not singling out γp or γq. Since
T± is a fruitful object (its complex version is used in [1] and a more special-
ized version is used for Fierz identities in [3]) this is seen as a hint that the
bilinear forms induced by γp and γq are important structures.
3.1.1 Cross-Symmetry
The factorization of T± alone gives many Fierz identities by specializing, for
example, to ψ = φ and α = β and noticing that many terms vanish because of
(2.9) and (2.10). However, we will here derive more four-spinor symmetries,
which we call cross-symmetry and which are encoded in certain involutory
matrices. These matrices along with tables 3 and 4, contain all of the infor-
mation for the Fierz identities we will derive. We can look at tables 3 and
4 as giving ω±0 (φ, α) · ω
±
0 (ψ, β) in terms of ω
±
k (φ, ψ) · ω
±
k (α, β). The cross-
symmetry relations give us ω±m(α, ψ)·ω
±
m(φ, β) in terms of ω
±
k (φ, ψ)·ω
±
k (α, β),
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for arbitrary m.
From tables 3 and 4, we see that given any subordinate type R algebra and
choice of Γ, exactly one of T+ or T− uses the bilinear form induced by Γ in
its factorization. Which of T± to use for a given partity of p and Γ is shown
in table 5.
❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even T− T+
odd T+ T−
Table 5: Which of T± uses Γ in its factorization.
It turns out that the computations that follow do not depend on the parity
of p and the choice of Γ. However, to show computations explicitly, we first
assume that p (and therefore q) is even and we use T+. From (3.2) and table
3 we have (noting that (φ, α)−(ψ, β)− = ω
−
0 (φ, α) · ω
−
0 (ψ, β))
2(p+q)/2ω−0 (φ, α) · ω
−
0 (ψ, β) =
p+q∑
k=0
ω−k (φ, ψ) · ω
−
k (α, β).
From 2.8, interchanging φ and ψ in the above equation and then rewriting
ω−0 (ψ, α) as (−1)
1
2
(q2+q)ω0(α, ψ) gives
(−1)
1
2
(q2+q)2n/2ω−0 (α, ψ) · ω
−
0 (φ, β) =
p+q∑
k=0
(−1)
1
2
((k+q)2+q−k)ω−k (φ, ψ) · ω
−
k (α, β)
⇒ ω−0 (α, ψ) · ω0(φ, β) =
p+q∑
k=0
ǫkω
−
k (φ, ψ) · ω
−
k (α, β) (3.10)
where
ǫk =
1
2(p+q)/2
(−1)
1
2
k(k−1)+qk
=
1
2(p+q)/2
(−1)
1
2
k(k−1) (since q is even). (3.11)
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It turns out (surprisingly) that ǫk is the same, regardless of the parity of p
and the choice of T± and Γ. From now on, we will therefore work in general
with 〈·, ·〉 representing (·, ·)± depending on whether Γ = γp or γq. Similarly,
we write ω for ω± and T or T±.
Recall that T is invariant (up to sign) under (ψ, β) 7→ (eJψ, eJβ). This is not
the case in (3.10) since ǫk can be different for values of k of the same parity.
Indeed, rewriting the general version of (3.10) as
〈α, ψ〉〈φ, β〉 =
∑
|I|≤p+q
ǫkg(eI , eI)〈φ, eIψ〉〈α, eIβ〉,
replacing (ψ, β) 7→ (eJψ, eJβ) and multiplying by g(eJ , eJ) we have
g(eJ , eJ)〈α, eJψ〉〈φ, eJβ〉 =
∑
|I|≤n
ǫkg(eJ , eJ)g(eI , eI)〈φ, eIeJψ〉〈α, eIeJβ〉
g(eJ , eJ)〈α, eJψ〉〈φ, eJβ〉 =
∑
|I|≤n
ǫ|I∆J |g(eI , eI)〈φ, eIψ〉〈α, eIβ〉. (3.12)
In the last line we appealed to the group structure of {eI : I ⊂ {1, . . . , n}}/{±1}.
It follows from from the definition of ǫk (3.11) that ǫk = −ǫk+2, so that
terms of ωk(φ, ψ) · ωk(α, β) come in with different signs. More explicitly,
since |I∆J | = |I| + |J | − 2|I ∩ J | and ǫk depends only on k mod 4, terms
g(eI , eI)(φ, eIψ)(α, eIβ) and g(eI′, eI′)(φ, eI′ψ)(α, eI′β) of ωk(φ, ψ) · ωk(α, β)
will have the same sign if and only if |I ∩ J | = |I ′ ∩ J |.
If we sum (3.12) over for all J of a fixed size, j, then we must get something
invariant since the left hand side will be equal to ωj(α, ψ) ·ωj(φ, β). Finding
what the right hand side will be equal to is a little less trivial. For a fixed
I ⊂ {1, . . . , p + q}, consider how many times, and in what sign, we can get
g(eI , eI)〈φ, eIψ〉〈α, eIβ〉. Put k = |I|. For fixed m, 0 ≤ m ≤ min{j, k} we
consider how many J there are such |I∩J | = m. To do this we first choose m
elements from I and then j −m elements from the n− k elements which are
in the complement of I. Therefore the coefficient on g(eI , eI)〈φ, eIψ〉〈α, eIβ〉
is ǫk+j−2m
(
k
m
)(
p+q−k
j−m
)
= ǫk+j(−1)
m
(
k
m
)(
p+q−k
j−m
)
. We thus have the following
general formula:
ωj(α, ψ)·ωj(φ, β) =
p+q∑
k=0
ǫk+j
min{j,k}∑
m=0
(−1)m
(
k
m
)(
p+ q − k
j −m
)
ωk(φ, ψ)·ωk(α, β).
(3.13)
21
Define maps Ω and Ω∗ from S × S × S × S into Rp+q+1 by
Ω : (φ, ψ, α, β) 7→

 ω0(φ, ψ) · ω0(α, β)...
ωp+q(φ, ψ) · ωp+q(α, β)

 (3.14)
Ω∗ : (φ, ψ, α, β) 7→

 ω0(α, ψ) · ω0(φ, β)...
ωp+q(α, ψ) · ωp+q(φ, β)

 . (3.15)
These maps are clearly linear in each variable so they induce (unique) linear
maps from S ⊗S ⊗S ⊗S → Rp+q+1. If we let M be the p+ q+1× p+ q+1
matrix whose j + 1, k + 1 component is
ǫk+j
min{j,k}∑
m=0
(−1)m
(
k
m
)(
p+ q − k
j −m
)
(3.16)
then (3) tells us that
Ω∗(φ⊗ ψ ⊗ α⊗ β) = MΩ(φ ⊗ ψ ⊗ α⊗ β).
Furthermore, from the definitions of Ω and Ω∗, we clearly have thatM2Ω(φ⊗
ψ ⊗ α ⊗ β) = Ω(φ ⊗ ψ ⊗ α ⊗ β). Thus if we can show that the map
Ω : S ⊗ S ⊗ S ⊗ S → Rp+q+1 is surjective, then it will follow that M2 = 1.
This is indeed the case. In appendix we give a proof of the corresponding
statement for corner algebras. The proofs for the two statements are similar,
though it is a bit more difficult in the corner case since we cut off forms at
n−1
2
. We are unable to prove directly from the definition that M squares to
the identity. We note that Ω(φ ⊗ ψ ⊗ φ ⊗ ψ) = Ω∗(φ ⊗ ψ ⊗ φ ⊗ β) so that
Ω(φ ⊗ ψ ⊗ φ ⊗ β) is always an eigenvector of M with eigenvalue 1. Some
examples of these matrices, which we call cross symmetry matrices, can be
found in appendix C.
The matrix defined by (3.16) differs from a Krawtchouk matrix by only a
factor of ǫk+j and both types of matrices share the fundamental property
that they square to a multiple of the identity [4][5].
3.2 Type H Subordinate Algebras
Let us now turn to the case of type H subordinate algebras., which is very
similar to the previous case. Recall that the factorization of T± is determined
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by certain commutation relations, e.g. (3.7). The only difference from the
type R case is that now the set of all elements which commute with Clp,q is
spanned by {1, I, J,K} and the set of all elements that anti-commute with
all vectors is spanned by {γ, Iγ, Jγ,Kγ}.
For concreteness we will focus on T+ with Γ = γp and p even. Based on table
1 we have that
T+(φ, ψ, α, β) =
∑
q1,q2∈{1,I,J,K}
Cq1,q2(φ, q1α)−(ψ, q2β)−, (3.17)
where Cq1,q2 ∈ R. From (3.4) we get that Cq1,q2 = Cq2,q1. It follows from (2.6)
and the definition of T+ that
T+(Iφ, Iψ, α, β) = T+(Jφ, Jψ, α, β) = T+(Kφ,Kψ, α, β) = T+(φ, ψ, α, β).
Putting the identity T+(Iφ, Iψ, α, β) = T+(φ, ψ, α, β) into (3.17) and using
the conjugate symmetry of (·, ·)− gives∑
q1,q2∈{1,I,J,K}
Cq1,q2(φ, Iq1α)−(ψ, Iq2β)− =
∑
q1,q2∈{1,I,J,K}
Cq1,q2(φ, q1α)−(ψ, q2β)−.
Equating the coefficients on (φ, Jα)−(ψ,Kβ)− shows that −CJ,K = CK,J .
But since CJ,K = CK,J , this means that CJ,K = 0 = CK,J and, by permuting
I, J, and K, we get that 0 = CI,J = CJ,I = CI,K = CK,I. Equating the
coefficients on (φ, Iα)−(ψ, Jβ)− shows that −C1,K = CI,J = 0. Finally,
equating the coefficients on (φ, α)−(ψ, β)− shows that CI,I = C1,1 and, by
symmetry, CJ,J = C1,1 = CK,K. Thus (3.17) simplifies to
T+(φ, ψ, α, β) = C
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)−.
The same technique used in the previous section determines C give factor-
izations in the following tables.
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❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even 2(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)− 2
(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)−
odd 2(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+ −2
(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+
Table 6: Factorization of T+(φ, ψ, α, β) for type H subordinate algebras.
❍
❍
❍
❍
❍
❍
p
Γ
γp γq
even 2(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+ 2
(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+
odd −2(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)− 2
(p+q−2)/2
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)−
Table 7: Factorization of T−(φ, ψ, α, β) for type H subordinate algebras.
3.2.1 Cross-Symmetry
Using the same procedure used in section (3.1.1), we define maps
Ω : (φ, ψ, α, β) 7→

 ω0(φ, ψ) · ω0(α, β)...
ωp+q(φ, ψ) · ωp+q(α, β)

 (3.18)
Ω∗ : (φ, ψ, α, β) 7→


∑
q∈{1,I,J,K}
ω0(α, qψ) · ω0(φ, qβ)
...∑
q∈{1,I,J,K}
ωp+q(α, qψ) · ωp+q(φ, qβ)

 . (3.19)
We have that
Ω∗(φ, ψ, α, β) = MΩ(φ, ψ, α, β)
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where M is now the matrix whose j + 1, k + 1 component is
2ǫk+j
min{j,k}∑
m=0
(−1)m
(
k
m
)(
p+ q − k
j −m
)
,
where ǫk is the same as before. Note that this has an extra factor of 2 when
compared with (3.16). This is because the factorization of T in a type H
algebra carries a factor of 2(p+q−2)/2 whereas the factor is 2(p+q)/2 in a type R
algebra. Evidently, besides this factor of two, the cross-symmetry matrices
for a type H algebra and a type R algebra of the same dimension are the
same. Therefore, we now have that M2 = 4 · 1.
3.2.2 Example: (1,3)
We will now show how we can use T± to derive specialized Fierz identities.
Because subordinate algebras have two bilinear forms and both T± are non-
zero (when we get to corner algebras we will see that one of T± always
vanishes), there are many identities. We will therefore only derive a few to
give a feel for how the process works. Many of the familiar Fierz identities
for Cl1,3 are derivable solely from the factorizations of T±. From table 6 we
have
4∑
k=0
ω+k (φ, ψ) · ω
+
k (α, β) = 2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+. (3.20)
Specializing to φ = α = β = ψ and noticing that from 2.9 only the 0, 1, and
4 forms do not vanish gives
(ψ, ψ)2+ + ω
+
1 (ψ, ψ)
2 + ω+4 (ψ, ψ)
2 = 2(ψ, ψ)2+.
Note that (ψ, Iψ)+ = (ψ, Jψ)+ = (ψ,Kψ)+ = 0 since Iγp is anti-symmetric
(since (Iγp)
2 = 1). Noticing that ω+4 (ψ, ψ)
2 = g(γ, γ)(ψ, γψ)2+ = −(ψ, ψ)
2
−
gives the familiar Fierz identitiy [2]
ω+1 (ψ, ψ)
2 = (ψ, ψ)2+ + (ψ, ψ)
2
−. (3.21)
If we now let P be a pure unit quaternion and make the replacements φ = ψ,
α = ψ, and β = γPψ in (3.20) then ω+k (α, β) becomes ω
−
k (ψ, Pψ). From
(2.9) and (2.11) the only non-vanishing term on the left side is ω+1 (ψ, ψ) ·
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ω−1 (ψ, Pψ). Similarly, the right side simplifies to (ψ, ψ)+(ψ, Pψ)− = 0. We
therefore get the identitiy
ω+1 (ψ, ψ) · ω
−
1 (ψ, Pψ) = 0. (3.22)
From tables 6 and 7 we see that
4∑
k=0
ω−k (φ, ψ) · ω
−
k (α, β) = −2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+
4∑
k=0
(−1)kω−k (φ, ψ) · ω
−
k (α, β) = 2
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)−.
Subtracting them gives
ω−1 (φ, ψ)·ω
−
1 (α, β)+ω
−
3 (φ, ψ)·ω
−
3 (α, β) = −
∑
q∈{1,I,J,K}
((φ, qα)+(ψ, qβ)+ + (φ, qα)−(ψ, qβ)−) .
Letting P be a pure unit quaternion, as before, and specializing to ψ = Pφ,
α = φ, β = Pφ, we get
ω−1 (φ, Pφ)
2 + ω−3 (φ, Pφ)
2 = −
∑
q∈{1,I,J,K}
((φ, qφ)+(Pφ, qPφ)+ + (φ, qφ)−(Pφ, qPφ)−)
= −
∑
q∈{1,I,J,K}
(
(φ, qφ)2+ + (φ, qφ)
2
−
)
.
By (2.9) and (2.10), the only non-zero term on the left side is ω1(φ, Pφ)
2 and
the only non-zero terms on the right side are (φ, φ)2+ and (φ, φ)
2
−. Substituting
(3.21) gives
ω−1 (φ, Pφ)
2 = −ω+1 (φ, φ)
2. (3.23)
The identities (3.22) and (3.23) are known In the Dirac treatment of Cl1,3
but with P replaced by i.
We will derive one more identity. From tables 6 and 7 we have
4∑
k=0
ω+k (φ, ψ) · ω
+
k (α, β) = 2
∑
q∈{1,I,J,K}
(φ, qα)+(ψ, qβ)+
4∑
k=0
(−1)kω+k (φ, ψ) · ω
+
k (α, β) = −2
∑
q∈{1,I,J,K}
(φ, qα)−(ψ, qβ)−.
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Letting P be a pure unit quaternion, if we make the replacements ψ →
Pφ, β → Pφ, and α → φ, then by (2.9), (2.11), and (2.6) adding these two
equations yields
ω+2 (φ, Pφ)
2 = (φ, φ)2+ − (φ, φ)
2
−.
3.3 Type R Corner Algebras
In a corner algebra γ = ±1, which means that elements in the representation
of Clp,q are self-dual, i.e. eI = ±eIc (where I
c is the complement of I). In
particular, this means that γp = ±γq so that there is really only one bilinear
form, which we denote by (·, ·). We define ωk to be ω
+
k = ω
−
k . If q is even then
g(eI , eI) = g(eIc, eIc). Since |I| and |I
c| have different parities (since p + q
is always odd in corner algebras), this means that T− must vanish. On the
other hand, if q is odd then g(eIeI) = −g(eIc , eIc) so that T+ vanishes. That
one of these tensors must vanish is consistent with our results in the previous
section since in the subordinate algebra case we saw that the factorization of
one of T± always relied on the existence of an element that anti-commutes
with Rp,q. There is no such element in a corner algebra since γ = ±1.
Analogous arguments as those used in the previous section give
T+(φ, ψ, α, β) =
{
2(p+q−1)/2(φ, α)(ψ, β) if q is even
0 if q is odd
T−(φ, ψ, α, β) =
{
0 if q is even
2(p+q−1)/2(φ, α)(ψ, β) if q is odd.
When working in a corner algebra, we will sometimes write T for whichever
of T± is non-zero. We can write T for a general corner algebra as
T (φ, ψ, α, β) =
∑
|I|≤ p+q−1
2
(−1)q|I|g(eI , eI)(φ, eIψ)(α, eIβ)
=
p+q−1
2∑
k=0
(−1)qkωk(φ, ψ) · ωk(α, β). (3.24)
3.3.1 Cross-Symmetry
The calculations from section 3.1.1 carry over to the type R corner algebra
case with the exception that now we cut forms off at p+q−1
2
. We thus define
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maps
Ω : (φ, ψ, α, β) 7→

 ω0(φ, ψ) · ω0(α, β)...
ωp+q(φ, ψ) · ωp+q(α, β)

 (3.25)
Ω∗ : (φ, ψ, α, β) 7→

 ω0(α, ψ) · ω0(φ, β)...
ω p+q−1
2
(α, ψ) · ω p+q−1
2
(φ, β)

 . (3.26)
We have that
Ω∗(φ, ψ, α, β) = MΩ(φ, ψ, α, β)
where M is now the matrix whose j + 1, k + 1 component is
1
2(p+q−1)/2
(−1)
1
2
(k+j)(k+j−1)
min{j,k}∑
m=0
(−1)m
(
k
m
)(
p+ q − k
j −m
)
.
As in the type R subordinate case, M squares to the identity. Since forms
get cut off at p+q−1
2
, the cross-symmetry matrices are less symmetrical than
those for subordinate algebras, as seen in appendix C.
3.3.2 Example: (10, 1)
While the cross-symmetry matrices do not depend much on the signature,
Fierz identities involving fewer than four spinors do. Therefore it is best to
illustrate with an example. We do this with the signature used in M-theory:
(10,1). The cross symmetry relation in (10,1) is
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

ω0(α, ψ) · ω0(φ, β)
ω1(α, ψ) · ω1(φ, β)
ω2(α, ψ) · ω2(φ, β)
ω3(α, ψ) · ω3(φ, β)
ω4(α, ψ) · ω4(φ, β)
ω5(α, ψ) · ω5(φ, β)

 =


1 1 −1 −1 1 1
11 −9 −7 5 3 −1
−55 −35 19 7 1 5
−165 75 21 5 11 −5
330 90 6 22 −6 10
462 −42 42 −14 14 −10




ω0(φ, ψ) · ω0(α, β)
ω1(φ, ψ) · ω1(α, β)
ω2(φ, ψ) · ω2(α, β)
ω3(φ, ψ) · ω3(α, β)
ω4(φ, ψ) · ω4(α, β)
ω5(φ, ψ) · ω5(α, β)


(3.27)
28
Specializing to α = φ makes the two vectors equal. Subtracting the left
vector from both sides then gives us

−31 1 −1 −1 1 1
11 −41 −7 5 3 −1
−55 −35 −13 7 1 5
−165 75 21 −27 11 −5
330 90 6 22 −38 10
462 −42 42 −14 14 −42




ω0(φ, ψ) · ω0(φ, β)
ω1(φ, ψ) · ω1(φ, β)
ω2(φ, ψ) · ω2(φ, β)
ω3(φ, ψ) · ω3(φ, β)
ω4(φ, ψ) · ω4(φ, β)
ω5(φ, ψ) · ω5(φ, β)

 = 0.
The above matrix has rank three. Reducing it gives these three linearly
independent identities

 15 0 0 1 −1 00 30 0 2 −7 5
0 0 6 −6 5 −5




ω0(φ, ψ) · ω0(φ, β)
ω1(φ, ψ) · ω1(φ, β)
ω2(φ, ψ) · ω2(φ, β)
ω3(φ, ψ) · ω3(φ, β)
ω4(φ, ψ) · ω4(φ, β)
ω5(φ, ψ) · ω5(φ, β)

 = 0.
If we specialize even further to φ = ψ and β = ψ then we get
30ω1(ψ, ψ) · ω1(ψ, ψ) + 5ω5(ψ, ψ) · ω5(ψ, ψ) = 0
6ω2(ψ, ψ) · ω1(ψ, ψ)− 5ω5(ψ, ψ) · ω5(ψ, ψ) = 0.
Putting φ = ψ and β = α in (3.27) and noticing from (2.10) that only
ωk(ψ, ψ) 6= 0 for k = 1, 2, 5, we get
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

ω0(α, ψ) · ω0(ψ, α)
ω1(α, ψ) · ω1(ψ, α)
ω2(α, ψ) · ω2(ψ, α)
ω3(α, ψ) · ω3(ψ, α)
ω4(α, ψ) · ω4(ψ, α)
ω5(α, ψ) · ω5(ψ, α)

 =


1 −1 1
−9 −7 −1
−35 19 5
75 21 −5
90 6 10
−42 42 −10



 ω1(ψ, ψ) · ω1(α, α)ω2(ψ, ψ) · ω2(α, α)
ω5(ψ, ψ) · ω5(α, α)

 .
We can use (2.8) to write ωk(α, ψ) in terms of ωk(ψ, α). Putting ωk(ψ, α)
2
for ωk(ψ, α) ·ωk(ψ, α) and absorbing into the matrix any minus sign that may
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result from going from ωk(α, ψ) to ωk(ψ, α) gives
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

ω0(ψ, α)
2
ω1(ψ, α)
2
ω2(ψ, α)
2
ω3(ψ, α)
2
ω4(ψ, α)
2
ω5(ψ, α)
2

 =


−1 1 −1
−9 −7 −1
−35 19 5
−75 −21 5
−90 −6 −10
−42 42 −10



 ω1(ψ, ψ) · ω1(α, α)ω2(ψ, ψ) · ω2(α, α)
ω5(ψ, ψ) · ω5(α, α)

 .
3.4 Type H Corner Algebras
Mimicking what was done in the type R corner algebra case, we see that for
a type H corner algebra, one of T± also vanishes. Letting T be the non-zero
one, we can write
T (φ, ψ, α, β) =
p+q−3
2∑
k=0
(−1)qkωk(φ, ψ) · ωk(α, β).
Its factorization is
T (φ, ψ, α, β) = 2(p+q−3)/2
∑
q∈{1,I,J,K}
(φ, qα)(ψ, qβ).
3.4.1 Cross-Symmetry
As in the subordinate case, the type H corner algebras are similar to the type
R corner algebras. Since we still cut forms off at p+q−1
2
, we define maps
Ω : (φ, ψ, α, β) 7→

 ω0(φ, ψ) · ω0(α, β)...
ωp+q(φ, ψ) · ωp+q(α, β)

 (3.28)
Ω∗ : (φ, ψ, α, β) 7→


∑
q∈{1,I,J,K} ω0(α, qψ) · ω0(φ, qβ)
...∑
q∈{1,I,J,K} ω p+q−1
2
(α, qψ) · ω p+q−1
2
(φ, qβ)

 . (3.29)
We have that
Ω∗(φ, ψ, α, β) = MΩ(φ, ψ, α, β)
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where M is the matrix whose j + 1, k + 1 component is
1
2(p+q−3)/2
(−1)
1
2
k(k−1)
min{j,k}∑
m=0
(−1)m
(
k
m
)(
p+ q − k
j −m
)
.
We see that M is two times the cross-symmetry matrix for a type R corner
algebra of the same dimension. Therefore, like in the type H subordinate
case, M squares to four times the identity.
4 Conclusion
We have showed the existence of a class of Fierz identities for real represen-
tations. Along the way we have proved the existence of an entire class of
involutory real matrices for any dimension. There are still issues that we
would like to explore in future work. These include
• A better way to look at real representations of type C algebras to get
similar identities.
• Looking for a similar construction with complex and/or quaternionic
representations of Clifford algebras.
• Seeing if these involutory matrices have any deep significance and ex-
ploring their relationship to Krawtchouk matrices (which show up in a
variety of places [4]).
• The relationship between the constructions in this paper with the two-
spinor calculus of Penrose, Rindler, and Newman [1], [9].
• If the similarities between R and H in these constructions are manifes-
tation of a deeper duality between R and H.
Addressing the second point, the reason we cannot simply repeat this con-
struction for complex and quaternionic representations is that now the con-
dition (1.5) is not the same as etI = e
−1
I (as it is for real representations).
This, in turn, gives different symmetries in T± so that T± will not necessarily
factor as γp(q) ⊗ γp(q).
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Appendices
A Proof that M is surjective
We will prove this by induction, the inductive step being
Theorem A.1. If the map Ω is surjective for (p, q) and (8, 0) spinors, then
it is surjective for (p+ 8, q) spinors.
Proof. Let {fi} and {ei} be standard generators for Clp,q and Cl8,0, respec-
tively. Then the set {ei ⊗ 1, γ ⊗ fj} generates Clp+8,q, where γ =
∏8
i=1 ei.
Note that this is a generating set since γ2 = 1 and γ anti-commutes with
each ei. Let {φi} and {ψj} be bases for Clp,q and Cl8,0 spinors, respectively,
so that {ψj ⊗ φi} is a basis for Clp+8,q spinors. The γp in Clp+8,q is equal
to γ ⊗ γp (abusing notation so that this γp is the γp of Clp,q) if p is even
and (1 ⊗ γp) is p is odd. We will assume that p is even (the p odd case is
analogous). We will denote the inner product on (p+ 8, q) spinors as 〈·, ·〉:
〈ψ1 ⊗ φ1, ψ2 ⊗ φ2〉 = (ψ
t
1 ⊗ φ
t
1)(γ ⊗ γp)(ψ2 ⊗ φ2)
= (ψ1, ψ2)+(φ1, φ2),
where (ψ1, ψ2)+ = ψ
t
1γψ2.
Consider now ωk(ψ1 ⊗ φ1, ψ2 ⊗ φ2). The coefficient on
(ei1 ⊗ 1) . . . (eim ⊗ 1)(γ ⊗ fj1) . . . (γ ⊗ fjk−m) (A.1)
is
〈ψ1 ⊗ φ1, (ei1 ⊗ 1) . . . (eim ⊗ 1)(γ ⊗ fj1) . . . (γ ⊗ fjk−m)ψ2 ⊗ φ2〉. (A.2)
If k −m is even then all of the γ’s with the fji ’s cancel each other so that
A.1 becomes
(ei1 . . . eim)⊗ (fj1 . . . fjk−m)
and A.2 becomes
〈ψ1 ⊗ φ1, (ei1 . . . eim)⊗ (fj1 . . . fjk−m)ψ2 ⊗ φ2〉
= (ψ1, ei1 . . . eimψ2)+(φ1, fj1 . . . fjk−mφ2).
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On the other hand, if k −m is odd then A.1 becomes
(ei1 . . . eimγ)⊗ (fj1 . . . fjk−m)
and A.2 becomes
(ψ1, ei1 . . . eimγψ2)+(φ1, fj1 . . . fjk−mφ2).
Using the fact that, because of duality,∑
|I|=k
(ψ1, eIγψ2)eIγ =
∑
|I|=8−k
(ψ1, eIψ2)eI
we therefore have that (up to some signs),
ωk(ψ1⊗φ1, ψ2 ⊗ φ2) =∑
|I|=k
(ψ1, eIψ2)+(φ1, φ2)eI ⊗ 1 +
∑
|I|=k−1,|J |=1
(ψ1, eIγψ2)+(φ1, fJφ2)[(eIγ)⊗ fJ ] + . . .
= ωk(ψ1, ψ2)⊗ ω0(φ1, φ2) + ω8−(k−1)(ψ1, ψ2)⊗ ω1(φ1, φ2)
+ ωk−2(ψ1, ψ2)⊗ ω2(φ1, φ2) + ω8−(k−3)(ψ1, ψ2)⊗ ω3(φ1, φ2) + . . .
where it is understood that ωk(ψ1, ψ2) = 0 if k > 8 and ωm(φ1, φ2) = 0
if m > n. Note that if m > n−1
2
, then ωm(φ1, φ2) is really, up to sign,
ωn−m(φ1, φ2) (since in a corner algebra e1 . . . en = ±1 so we cut forms off at
n−1
2
forms). We have
ωk(ψ1 ⊗ φ1, ψ2 ⊗ φ2) · ωk(ψ3 ⊗ φ3, ψ4 ⊗ φ4)
= ωk(ψ1, ψ2) · ωk(ψ3, ψ4)ω0(φ1, φ2) · ω0(φ3, φ4)
+ ω9−k(ψ1, ψ2) · ω9−k(ψ3, ψ4)ω1(φ1, φ2) · ω1(φ3, φ4)
+ ωk−2(ψ1, ψ2) · ωk−2(ψ3, ψ4)ω2(φ1, φ2) · ω2(φ3, φ4)
+ . . .
=
∑
u
ωσk(u)(ψ1, ψ2) · ωσk(u)(ψ3, ψ4)ωu(φ1, φ2) · ωu(φ3, φ4)
where
σk(u) =
{
k − u if u is even
8− (k − u) if u is odd.
We will now show that the map Ω is surjective from the four-fold tensor prod-
uct of (p + 8, q) spinors,
⊗4
i=1 S, onto R
n+9
2 . To do this, we will show that
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for any k between 0 and n+7
2
, we can always find an element of A ∈
⊗4
i=1 S
such that the k-form component of Ω(A) is 1 and all other components are
0.
We will first show that a term of the form ωj(ψ1, ψ2) · ωj(ψ3, ψ4)ωi(φ1, φ2) ·
ωi(φ3, φ4) shows up only once in Ω([ψ1⊗φ1]⊗ [ψ2⊗φ2]⊗ [ψ3⊗φ3]⊗ [ψ4⊗φ4]).
Consider first the case that i is even. Then the term either shows up as part
of a i + j-form or it could have come from Clp,q duality in which case the
ωi part should be thought of as ωn−i. In the latter case, n − i must be odd
since n is odd and i is even. Therefore there were really 8− j e′is (since when
there is an odd amount of fi’s there is an extra γ) so that this is a term of
a n − i + 8 − j form. In the first case we must have that i + j ≤ n+7
2
and
in the second we would have that n − i + 8 − j ≤ n+7
2
. However, these two
inequalities are incompatible since the second one implies that i+ j ≥ n+9
2
.
If i is odd then, by similar reasoning, the two cases are that i+8−j ≤ n+7
2
or
n− i+ j ≤ n+7
2
. However, these are also incompatible since the first implies
that i− j ≤ n−9
2
and the second implies that i− j ≥ n−7
2
.
Now let k be some number between 0 and n+7
2
and let i be such that 0 ≤ i ≤
min{k, n}. By assumption, the Ω maps for (p, q) and (8, 0) spinors are both
surjective. Therefore we can find (p, q) spinors {φvu} and (8, 0) spinors {ψ
s
r}
such that ∑
α
cαωm(φ
α
1 , φ
α
2 ) · ωm(φ
α
3 , φ
α
4 ) =
{
1 if m = i
0 otherwise
and ∑
β
dβωm(ψ
β
1 , φ
β
2 ) · ωm(ψ
β
3 , ψ
β
4 ) =
{
1 if m = σk(i)
0 otherwise,
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where cα, dβ ∈ R. We then have that∑
α,β
cαdβωm(ψ
β
1 ⊗ φ
α
1 , ψ
β
2 ⊗ φ
α
2 ) · ωm(ψ
β
1 ⊗ φ
α
1 , ψ
β
2 ⊗ φ
α
2 )
=
∑
α
cα
∑
β
dβωm(ψ
β
1 ⊗ φ
α
1 , ψ
β
2 ⊗ φ
α
2 ) · ωm(ψ
β
1 ⊗ φ
α
1 , ψ
β
2 ⊗ φ
α
2 )
=
∑
α
cα
∑
β
dβ
∑
u
ωσm(u)(ψ
β
1 , ψ
β
2 ) · ωσm(u)(ψ
β
3 , ψ
β
4 )ωu(φ
α
1 , φ
α
2 ) · ωu(φ
α
3 , φ
α
4 )
=
∑
u
∑
α
cαωu(φ
α
1 , φ
α
2 ) · ωu(φ
α
3 , φ
α
4 )
∑
β
dβωσm(u)(ψ
β
1 , ψ
β
2 ) · ωσm(u)(ψ
β
3 , ψ
β
4 )
=
{
1 if at some point u = i and σm(u) = σk(u)
0 otherwise
=
{
1 if m = k
0 otherwise,
the last inequality coming from the fact that, as shown above, a term of
the form ωσk(i)(ψ1, ψ2) ·ωσk(i)(ψ3, ψ4)ωi(φ1, φ2) ·ωi(φ3, φ4) only appears in the
component of Ω([ψ1⊗φ1]⊗ [ψ2⊗φ2]⊗ [ψ3⊗φ3]⊗ [ψ4⊗φ4]) that is associated
with k-forms (i.e. the k + 1 component).
We have thus reduced showing that Ω is surjective (and therefore that M
is an involutory matrix) for any corner algebra to checking it for signature
(8,0) and the corner signatures in dimensions less than 8: (1,0),(2,1),(3,2),
(4,3), and (0,7). The map Ω is indeed surjective in these cases, as we have
verified computationally in Maple.
B A Direct Proof that M 2 = 1
We will first tackle the case when Clp,q is a subordinate algebra. Letting
N = p + q, what we want to show is that the (N + 1)× (N + 1) matrix M
whose j + 1, k + 1 component is
1
2N/2
(−1)
1
2
(k+j)(k+j−1)
min{j,k}∑
m=0
(−1)m
(
k
m
)(
N − k
j −m
)
(B.1)
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squares to the identity. We have that the j + 1, l + 1 component of M2 is
1
2N
∑
k,m,n
(−1)
1
2
((k+j)(k+j−1)+(k+l)(k+l−1))(−1)m+n
(
k
m
)(
N − k
j −m
)(
l
m
)(
N − l
k − n
)
=
(−1)
1
2
(j(j−1)+l(l−1))
2N
∑
k,m,n
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
m
)(
N − l
k − n
)
.
(B.2)
We can allow k,m and n to run from 0 to∞ since any term that has k,m or
n outside of its defined limit will vanish. We will make use of the following
consequence of the residue theorem:
{coefficient of zn in the expansion of f(z) centered at 0} =
1
2πi
∮
C
f(z)
zn+1
dz,
where C is a closed curve around C and f has no singularities on or inside C.
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Momentarily ignoring the factor outside of the summation in (B.2), we have∑
k,m,n
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
k − n
)
(B.3)
=
(
1
2πi
)2∑
k,m,n
(−1)k(j+l)+m+n
(
k
m
)∮
C1
(1 + z)N−k
zj−m+1
dz
(
l
n
)∮
C2
(1 + w)N−l
wk−n+1
dw
(B.4)
=
(
1
2πi
)2∑
k
(−1)k(j+l)
∮
C1
(1 + z)N−k
zj+1
∑
m
(
k
m
)
(−1)mzmdz
∮
C2
(1 + w)N−l
wk+1
∑
n
(
l
n
)
(−1)nwndw
=
(
1
2πi
)2∑
k
(−1)k(j+l)
∮
C1
(1 + z)N−k(1− z)k
zj+1
dz
∮
C2
(1 + w)N−l(1− w)l
wk+1
dw
=
(
1
2πi
)2∮
C1
∮
C2
(1 + z)N (1 + w)N−l(1− w)l
zj+1w
∞∑
k=0
(
(−1)j+l(1− z)
(1 + z)w
)k
dwdz
(B.5)
=
(
1
2πi
)2 ∮
C1
∮
C2
(1 + z)N (1 + w)N−l(1− w)l
zj+1w
1
1− (−1)
j+l(1−z)
(1+z)w
dwdz (B.6)
=
(
1
2πi
)2 ∮
C1
∮
C2
(1 + z)N+1(1 + w)N−l(1− w)l
zj+1((1 + z)w − (−1)j+l(1− z))
dwdz (B.7)
=
1
2πi
∮
C1
(1 + z)N
zj+1
(
1
2πi
∮
C2
(1 + w)N−l(1− w)l
w − (−1)j+l 1−z
1+z
dw
)
dz (B.8)
=
1
2πi
∮
C1
(1 + z)N
zj+1
(
1 + (−1)j+l
1− z
1 + z
)N−l(
1− (−1)j+l
1− z
1 + z
)l
dz (B.9)
=
1
2πi
∮
C1
(
1 + z + (−1)j+l(1− z)
)N−l (
1 + z − (−1)j+l(1− z)
)l
zj+1
dz (B.10)
=
1
2πi
∮
C1
{
(2z)N−l2l
zj+1
dz if j + l is odd
2N−l(2z)l
zj+1
dz if j + l is even
(B.11)
= 2N
1
2πi
∮
C1
{
1
zj+l+1−N
dz if j + l is odd
1
zj−l+1
dz if j + l is even
. (B.12)
In going from (B.3) to (B.4) we need both C1 and C2 to circle the origin, in
going from (B.5) to (B.6) we need |1−z|
|1+z||w|
< 1, and in going from (B.8) to
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(B.9) we need C2 to circle (−1)
j+l 1−z
1+z
. This can easily be achieved if C1 and
C2 are circles about the origin with the radius of C1 be sufficiently small and
the radius of C2 being sufficiently big (C1 : |z| =
1
4
and C2 : |w| = 2 will
do). Since j + l cannot be both odd and equal to N (since in a subordinate
algebra N is even), we have that (B.12) vanishes if j + l is odd. If j + l is
even then it can only be non-zero if j = l, in which case it is equal to 2N .
Putting this into (B.2) establishes that M2 = 1.
In a corner algebra, we cannot let k go to infinity since we must cut off forms
at degree N−1
2
. This was crucial in (B.5) since it enabled us to only get a
simple pole in the w integral. However, we have that
(N−1)/2∑
k=0
min{j,k}∑
m=0
min{k,l}∑
n=0
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
k − n
)
=
N∑
k=N−1
2
j∑
m=0
l∑
n=0
(−1)(N−k)(j+l)+m+n
(
N − k
m
)(
k
j −m
)(
l
n
)(
N − l
N − k − n
)
= (−1)N(j+l)
N∑
k=N−1
2
j∑
m=0
l∑
n=0
(−1)−k(j+l)+j−m+l−n
(
N − k
j −m
)(
k
m
)(
l
l − n
)(
N − l
N − k − l + n
)
= (−1)N(j+l)+j+l
N∑
k=N−1
2
j∑
m=0
l∑
n=0
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
N − l − (k − n)
)
= (−1)(N+1)(j+l)
N∑
k=N−1
2
j∑
m=0
l∑
n=0
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
k − n
)
=
N∑
k=N−1
2
min{j,k}∑
m=0
min{k,l}∑
n=0
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
k − n
)
(since N is odd).
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This means that
(N−1)/2∑
k=0
min{j,k}∑
m=0
min{k,l}∑
n=0
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
k − n
)
=
1
2
N∑
k=0
min{j,k}∑
m=0
min{k,l}∑
n=0
(−1)k(j+l)+m+n
(
k
m
)(
N − k
j −m
)(
l
n
)(
N − l
k − n
)
=
{
2N−1 if j = l
0 otherwise,
which implies that M2 = 1 in corner algebras (recall that M has the same
definition as in the subordinate case except that 2N/2 is replaced by 2(N−1)/2
in (B.1)).
C Some Cross-Symmetry Matrices
C.1 For type R corner algebras
p+ q = 3 : 1
2
(
1 1
3 −1
)
p+ q = 5 : 1
4


1 1 −1
5 −3 −1
−10 −2 −2


p+ q = 7 : 1
8


1 1 −1 −1
7 −5 −3 1
−21 −9 1 −3
−35 5 −5 3

 p+ q = 9 : 116


1 1 −1 −1 1
9 −7 −5 3 1
−36 −20 8 0 4
−84 28 0 8 4
126 14 14 6 6


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p+ q = 11 : 1
32


1 1 −1 −1 1 1
11 −9 −7 5 3 −1
−55 −35 19 7 1 5
−165 75 21 5 11 −5
330 90 6 22 −6 10
462 −42 42 −14 14 −10


p+ q = 13 : 1
64


1 1 −1 −1 1 1 −1
13 −11 −9 7 5 −3 −1
−78 −54 34 18 −6 2 −6
−286 154 66 −14 10 −14 −6
715 275 −55 25 −29 −5 −15
1287 −297 33 −63 −9 −25 −15
−1716 −132 −132 −36 −36 −20 −20


p+ q = 15 : 1
128


1 1 −1 −1 1 1 −1 −1
15 −13 −11 9 7 −5 −3 1
−105 −77 53 33 −17 −5 −3 −7
−455 273 143 −57 −7 −15 −17 7
1365 637 −221 −21 −43 −35 3 −21
3003 −1001 −143 −99 −77 −1 −39 21
−5005 −1001 −143 −187 11 −65 25 −35
−6435 429 −429 99 −99 45 −45 35


40
p+ q = 17 : 1
256


1 1 −1 −1 1 1 −1 −1 1
17 −15 −13 11 9 −7 −5 3 1
−136 −104 76 52 −32 −16 4 −4 8
−680 440 260 −132 −48 0 −20 20 8
2380 1260 −560 −168 −12 −60 40 0 28
6188 −2548 −728 0 −156 84 −16 56 28
−12376 −3640 364 −364 208 −32 100 28 56
−19448 3432 −572 572 0 176 44 84 56
24310 1430 1430 286 286 110 110 70 70


C.2 For type R subordinate algebras
p+ q = 2 : 1
2


1 1 −1
2 0 2
−1 1 1

 p+ q = 4 : 14


1 1 −1 −1 1
4 −2 0 −2 −4
−6 0 −2 0 −6
−4 −2 0 −2 4
1 −1 −1 1 1


p+ q = 6 : 1
8


1 1 −1 −1 1 1 −1
6 −4 −2 0 −2 4 6
−15 −5 −1 −3 1 −5 15
−20 0 −4 0 −4 0 −20
15 −5 1 −3 −1 −5 −15
6 4 −2 0 −2 −4 6
−1 1 1 −1 −1 1 1


41
p+ q = 8 : 1
16


1 1 −1 −1 1 1 −1 −1 1
8 −6 −4 2 0 2 4 −6 −8
−28 −14 4 −2 4 2 4 14 −28
−56 14 −4 6 0 6 4 14 56
70 0 10 0 6 0 10 0 70
56 14 4 6 0 6 −4 14 −56
−28 14 4 2 4 −2 4 −14 −28
−8 −6 4 2 0 2 −4 −6 8
1 −1 −1 1 1 −1 −1 1 1


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