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Introduction {#sec001}
============

The ongoing COVID-19 epidemic has revealed a major gap in our ability to forecast the evolution of the epidemic. The most common approach to simulate the epidemic dynamics is using compartmental models of susceptible (S), infectious (I) and recovered (R) population, i.e. SIR models \[[@pone.0238090.ref001], [@pone.0238090.ref002]\]. These are described by a system of differential equations given some predefined parameters, such as probability of the disease transmission and the rate of recovery or mortality. Another variation of the SIR model, which is more applicable to some viral diseases, is a SEIR model, which accounts also for the exposed (E) population, representing infected but less infectious subjects or subjects not infectious at all \[[@pone.0238090.ref003]\]. The SEIR model is often combined with activation functions to smoothly model social factors affecting virus spread and the disease progression.

A major setback of the deterministic epidemic models is that they are only suitable for sufficiently large populations with large number of infectious subjects, in which case the assumption of random mixing and homogeneous spread of the virus is valid \[[@pone.0238090.ref004]\]. However, for coronaviruses including SARS-CoV-2, there is evidence that some infectious cases, the so called superspreaders, spread virus more than others \[[@pone.0238090.ref005], [@pone.0238090.ref006]\]. Their role is of the utmost importance when the population of infectious is small, i.e. in the initial uncontrolled phase of an epidemic and in its final controlled phase. In these cases, the deterministic SEIR models are unable to properly describe the intrinsic uncertainty of the epidemics forecast related to heterogeneous connectivity of the social network and to heterogeneous disease progress of the infected population.

In order to account for the superspreading nature of the new coronavirus (SARS-CoV-2) and to properly estimate the forecast uncertainty, we use network-based approach to simulate the virus spread. The simplified social network consists of more than 2 million nodes with a total of up to 20 million undirected connections, representing the population of Slovenia and the contacts of its inhabitants, with realistic distinction between household and outer contacts. Despite being computationally more expensive, the advantage of the network approach is that it allows direct simulation of intervention measures, contact-tracing strategies and other strategies of the the virus containment \[[@pone.0238090.ref007], [@pone.0238090.ref008]\] as well as the lockdown-exit strategies.

The network epidemiology research has heavily advanced in the last three decades \[[@pone.0238090.ref008]\]. A variety of different network types has been developed \[[@pone.0238090.ref009]\], however the breakthrough of social-network approaches has been halted by the insufficient social data and epidemiological data which would allow to verify different assumptions in the generation of social networks \[[@pone.0238090.ref010]\]. An exception to this includes studies, where the social network was generated based on the comprehensive contact survey data \[[@pone.0238090.ref011], [@pone.0238090.ref012]\]. Nevertheless, network models have often been criticised for the large number of parameters they require \[[@pone.0238090.ref013]\].

In this study, we perform an ensemble-of-simulations of the virus spread over the social network. Since the network is randomly generated in each simulation, the evolution of the epidemics will differ between simulations. Different nodes are infected at initial time, while each simulation also uses different virus transmission parameters and disease progress parameters, which are perturbed according to their known distributions. This approach allows to estimate the uncertainty of the epidemic forecasts in the case of controlled epidemic and uncontrolled epidemic. To our knowledge, no study has ever compared the impact of network perturbations, transmission parameters perturbations and other perturbations on the uncertainty of the epidemic forecast.

The article is organised as follows. Methodology section describes the social network model, the virus transmission model and the coupled disease progression model. The probabilistic ensemble forecast of the COVID-19 epidemic for Slovenia and the contribution of different model components to the total forecast uncertainty are described in section Results, followed by the Discussion, conclusions and further outlook.

Methodology {#sec002}
===========

Social network model {#sec003}
--------------------

The social network model of the population of Slovenia distinguishes household connections and connections outside households. A total of *N* = 2045795 nodes is used in the social network. The number of *k*-person households is given in [Table 1](#pone.0238090.t001){ref-type="table"} and is based on the data of Statistical Office of Republic of Slovenia \[[@pone.0238090.ref014]\]. There are approximately 100 elderly care centers in Slovenia with a total of approximately 20000 residents. Each elderly care center is assumed to include 8 distinct groups of 25 people. Average household/care group consists of 2.5 people in Slovenia so the average number of contacts per person within household is 1.5.

10.1371/journal.pone.0238090.t001

###### Households size distribution in Slovenia.

![](pone.0238090.t001){#pone.0238090.t001g}

  *k* persons in household   number of *k*-person households
  -------------------------- ---------------------------------
  1                          269898
  2                          209573
  3                          152959
  4                          122195
  5                          43327
  6                          17398
  7                          6073
  8                          3195

In normal conditions, contact number distribution follows power law with fat tails \[[@pone.0238090.ref015]\], which are associated with superspreader events, e.g. large public gatherings such as sport and cultural events. However, since all public events are canceled in the event of the COVID-19 epidemic, these fat tails are cut off \[[@pone.0238090.ref016]\] and the topology of the social network changes substantially. In conditions without large public gatherings, it is reasonable to assume that certain people still have much larger number of contacts than others. The studies of social mixing, e.g. POLYMOD study of social interactions within 8 European countries, typically report negative binomial distribution of the number of contacts \[[@pone.0238090.ref017], [@pone.0238090.ref018]\]. We assumed mean number of contacts outside households to be 13.5 with standard deviation of 10.5. Instead of negative binomial distribution, we rather use smooth gamma distribution, which resembles the shape of the binomial distribution but has some useful mathematical properties, which will be exploited in the continuation. Thus, we model the connectivity, i.e. the number of outer contacts per person, using the gamma probability distribution, which is essentially an exponential distribution $$\begin{array}{r}
{p\left( x;k,\theta \right) = \frac{1}{\Gamma\left( k \right)\theta^{k}}x^{k - 1}e^{- \frac{x}{\theta}}.} \\
\end{array}$$

In this study, we use Gamma distribution with shape parameter *k* = 1.65 and scale parameter *θ* = 4.08 for the initial setup in order to mimic the above-mentioned negative binomial distribution. This gives an average number of 13.5 outer contacts per person per day ([Fig 1](#pone.0238090.g001){ref-type="fig"}). Together with 1.5 family contacts per person per day, the total number of contacts per person per day is 15. Here, we assume that the average number of contacts is the same for each age group, despite studies showing that elderly have reduced number of contacts \[[@pone.0238090.ref019]\]. The average contact number per person per day varies for different countries, however a total of 15 contacts per day is a reasonable assumption for Slovenia based on the numbers reported for other Central European countries \[[@pone.0238090.ref018]\] and based on other contact surveys \[[@pone.0238090.ref011]\]. We also assume quasi-static social network, i.e. only 20% of contacts are new every day, and the remaining 80% are static. This choice is a first guess, justified by the fact that only around 20% of all daily contacts last less than 15 minutes \[[@pone.0238090.ref018]\]. These can be regarded as random sporadic contacts. Distancing measures to mitigate COVID-19 can be imposed by decreasing parameter *θ*, which also decreases the average number of outer contacts ([Fig 1](#pone.0238090.g001){ref-type="fig"}).

![Distribution by the number of contacts.\
Number distribution *N*(*x*) = *p*(*x*)*N* by the number of contacts in the social network model. The black graph shows the assumed distribution of people with a given number of outer contacts in a normal, non-epidemic phase, while the red graph presents reduced number of outer contacts in the case of a social distancing measures.](pone.0238090.g001){#pone.0238090.g001}

[Fig 2](#pone.0238090.g002){ref-type="fig"} shows an example of the connectivity change of a minimised network with 88 nodes clustered on a circle with the real household distribution taken into account.

![Social network connectivity.\
Connectivity of the social network of *N* = 88 nodes for a) densely connected graph, where each node has on average 15 contacts per day (1.5 family and 13.5 outer contacts, *θ* = 22.5) and b) sparsely connected graph, where each node has on average 2.5 contacts per day (1.5 family and 1 outer contact). Red dots are nodes, blue lines represents household connections and black lines outer connections. The graph represents a minimized version of the social network used in the virus spread simulation.](pone.0238090.g002){#pone.0238090.g002}

Technically, we connect the graph in the following way:

1.  number of outer contacts for each node is randomly drawn from Gamma distribution ([Eq 1](#pone.0238090.e001){ref-type="disp-formula"}). If node *i* has *x*~*i*~ = 0.33 contacts per day, it means that it will have 0 contacts 2/3 of the time and 1 contact 1/3 of the time of the simulation;

2.  for each node *i*, we randomly assign the connections to *x*~*i*~ other nodes, where *x*~*i*~ is the number of contacts of node *i*. However, not every node has the same probability of being picked as a neighbour. Node *j*, which has *x*~*j*~ contacts, is picked as a neighbour with probability *x*~*j*~ *N*(*x*~*j*~)/*T*, where *N*(*x*~*j*~) is the number of nodes with *x*~*j*~ contacts and *T* is the total number of contacts in the network (*T* is twofold the number of connections). Sampling over Gamma distribution ([Eq 1](#pone.0238090.e001){ref-type="disp-formula"}) gives us a distribution of *N*(*x*) = *p*(*x*)*N*. When picking the neighbours, we actually sample the same Gamma distribution times *x*, i.e. $$\begin{array}{r}
    {p_{n}\left( x \right) = p\left( x;k,\theta \right)x = \frac{1}{\Gamma\left( k \right)\theta^{k}}x^{k}e^{- \frac{x}{\theta}} \propto p\left( x;k + 1,\theta \right).} \\
    \end{array}$$

3.  The shape of the social network is changing at every timestep of the simulation (80% of connections static, 20% changing) to account for random sporadic contacts. (a) The number of contacts of node *i* is fixed (randomly jumps between ⌊*x*~*i*~⌋ and ⌈*x*~*i*~⌉ based on the value of *x*~*i*~). For example, if a node has 0.33 contacts per day, 1 contact is picked with probability 1/3 and 0 contacts with probability 2/3. (b) The social network is partially rewired at every time step to account for superspreaders mobility.

An important advantage of our network approach is that the nodes are not connected randomly through "half-links" (directed connections linking egos to their contacts, the alters), such as in the vast majority of modelling studies, where the who-acquires-infection-from-whom matrices were constructed based on the egocentric data \[[@pone.0238090.ref009], [@pone.0238090.ref011]\]. Instead, nodes are fully-linked.

### Compartments {#sec004}

Similarly as in the deterministic SEIR model, we divided the population into following compartments: susceptible, infected (exposed), infectious and recovered. The latter are assumed to be immune at least for the time period of the simulation. In the network model, a susceptible node becomes exposed (infected) with a certain probability (called an attack rate) when it is in contact with an infectious node. After a certain period of time (defined in the continuation), the infected node progresses into infectious state. In the accordance with the chosen compartmental division, the state of each mode is updated at every time step.

Virus transmission model {#sec005}
------------------------

### Reproduction number *R*~0~ {#sec006}

The basic reproduction number *R*~0~ provides information on the average speed of virus transmission in an uncontrolled phase of the epidemic. Different methodologies produced different results, however the majority of reported *R*~0~ for SARS-CoV-2 is within 2 and 4. Here, we use median reported *R*~0~ from a number of studies, as well as its median confidence intervals, i.e. *R*~0~ = 2.68 (95% confidence interval (CI) 2-3.9). This approach is not the optimal one, since we are trading accuracy for precision. The published *R*~0~ values as well as our deduced *R*~0~ distribution is shown in [Fig 3a and 3b](#pone.0238090.g003){ref-type="fig"}. The optimal log-normal distribution should thus match the following conditions: $\text{CDF}\left( R_{0}^{L};\mu,\sigma,\Delta x \right) = 0.025$, $\text{CDF}\left( R_{0}^{U};\mu,\sigma,\Delta x \right) = 0.975$, and median(CDF) = exp(*μ*) = R~0~, where $R_{0}^{L}$ and $R_{0}^{H}$ are lower and upper boundaries of *R*~0~, CDF stands for log-normal cumulative distribution function. Then, we define a quadratic cost function, which includes all the above criteria, and by minimizing it, we obtain the optimal parameters for log-normal distribution: Δ*x* = 0.36 and *σ* = 1.14.

![Basic reproduction number and secondary attack rate.\
a) Basic reproduction number *R*~0~ (median and 95% confidence interval), reported in a number of studies for different locations \[[@pone.0238090.ref020]--[@pone.0238090.ref030]\] and references therein. b) Log-normal probability density function of the basic reproduction number, used for ensemble simulations. c) Probability distribution of secondary attack rates for household contacts and outer contacts.](pone.0238090.g003){#pone.0238090.g003}

### Attack rate {#sec007}

In general, the basic reproduction number *R*~0~ can be decomposed into the secondary attack rate times the number of contacts. The secondary attack rate (*SAR*) is defined as the probability that an infection occurs among susceptible people within a specific group (i.e. household contacts or other contacts outside households). The measure can provide an indication of how social interactions relate to the transmission risk. We can further decompose the *R*~0~ into the household risk of infection and outer risk of infection \[[@pone.0238090.ref031]\] $$\begin{array}{r}
{R_{0} = SAR_{h}N_{h} + SAR_{c}N_{c},} \\
\end{array}$$ where *SAR*~*h*~ and *SAR*~*c*~ are secondary attack rates within household and outside household (outer contacts), respectively. *N*~*h*~ and *N*~*c*~ are the numbers of household contacs and outer contacts. Here, one must notice that the above estimation of *SAR*~*h*~ assumed homogeneous mixing, while the network model is heterogeneous with $$\begin{array}{r}
{R_{0} = SAR_{h}\left( \left\langle N_{h} \right\rangle + \frac{\text{Var}\left( N_{h} \right)}{\left\langle N_{h} \right\rangle} \right) + SAR_{c}\left( \left\langle N_{c} \right\rangle + \frac{\text{Var}\left( N_{c} \right)}{\left\langle N_{h} \right\rangle} \right),} \\
\end{array}$$ where 〈⋅〉 denotes mean and Var(⋅) denotes variance of the distribution of the number of contacts. To be consistent with \[[@pone.0238090.ref031]\], we stick with formulation ([3](#pone.0238090.e007){ref-type="disp-formula"}).

The study of Liu et al. \[[@pone.0238090.ref031]\] suggests *SAR*~*h*~ value of 35% (95% CI 27-44%) for SARS-CoV-2. The distribution of *R*~0~ is given in the previous paragraph. It holds: *SAR*~*c*~ = (*R*~0~ − *SAR*~*h*~ *N*~*h*~)/*N*~*c*~. This gives a transmission efficiency of *SAR*~*c*~ = 16% (95% CI 10.8-25.1%), in line with the recent estimate of the COVID-19 outbreak in an Israeli high school \[[@pone.0238090.ref032]\]. [Fig 3c](#pone.0238090.g003){ref-type="fig"} shows probability distributions of secondary attack rates as used in the ensemble of simulations.

If the social infectious period is *T*~*inf*~≈ 5 days (check Infectious period), we can assume that the daily risk of getting infected from a certain household member is *SAR*~*h*,*daily*~ where $1 - \left( 1 - SAR_{h,daily} \right)^{T_{inf}} = SAR_{h}$ and $$\begin{array}{r}
{SAR_{h,daily} = 1 - \exp\left( \frac{\ln\left( 1 - SAR_{h} \right)}{T_{inf}} \right)} \\
\end{array}$$ being equal 8.3% (95% CI 6.1-10.9%). Similarly, we compute *SAR*~*c*,*daily*~ = 3.4% (95% CI 2.3-5.6%).

Some studies have concentrated only on the symptomatic secondary attack rates and have shown relatively smaller numbers: 0.45% (95% CI 0.12%-1.6%) among all close contacts and 10.5% (95% CI 0.12%-1.6%) among household members \[[@pone.0238090.ref033]\]. However, these numbers cannot reproduce the reported *R*~0~ between 2 and 3.9 with any realistic number of contacts. Another study shows similar attack rates to what we use here \[[@pone.0238090.ref034]\].

The attack rate affects the virus transmission as follows. At each timestep of the simulation (every 1 day), the susceptible contacts of each infectious individual are randomly infected with probability *SAR*~*h*,*daily*~ or *SAR*~*c*,*daily*~, depending whether the contact occurs within household or outside it.

Disease progression model {#sec008}
-------------------------

A simplified sketch of the disease progression model is shown in [Fig 4a](#pone.0238090.g004){ref-type="fig"}. When a certain individual (node) gets infected, incubation period starts and several days will pass until the symptom onset (for symptomatic infection). The majority of the infected people recovers at home/elderly care centers, some cases with fatal outcome are only given palliative care, while certain individuals are admitted to hospital in the following days. Several outcomes are possible: recovery after normal hospitalisation, recovery after intensive care unit hospitalisation, and death. Note that for every node, the illness evolves differently (according to one of the above scenarios) and based on the probability distributions described in the following subsections.

![Assumed COVID-19 illness evolution.\
a) A simplified sketch of illness evolution. b) Infection fatality ratio distribution and infection hospitalisation ratio distribution for ensemble simulations. Computed based on data from \[[@pone.0238090.ref035]\]. c) Incubation period and illness onset to hospitalisation distribution for COVID-19 patients \[[@pone.0238090.ref036]\]. d) Mean distribution of hospital admission to death, hospital admission to hospital leave for severe and for non-severe illness \[[@pone.0238090.ref036], [@pone.0238090.ref037]\].](pone.0238090.g004){#pone.0238090.g004}

### Case fatality ratio {#sec009}

The baseline case fatality ratio (CFR), i.e. the fatality ratio among all positively tested, is assumed 1.38% (CI 1.23-1.53%) \[[@pone.0238090.ref035], [@pone.0238090.ref038]\], similar to the estimate for South Korea \[[@pone.0238090.ref039]\]. Dividing deaths-to-date by cases-to-date leads to a biased estimate of CFR, called naive CFR (nCFR) as the delays from confirmation of a case to death is not accounted for, as well as due to under-reporting of cases and even deaths. The reported numbers agree with recently published study for symptomatic case fatality ratio in China \[[@pone.0238090.ref040]\].

### Infection fatality, intensive care and hospitalisation ratios {#sec010}

Infection fatality ratio (IFR) estimates are based on the study of \[[@pone.0238090.ref035]\], which reported IFR of 0.66% with 95% confidence interval 0.4% to 1.3%. These estimates are consistent with IFR estimate on Princess Diamond Cruise ship, when demographic differences are accounted for \[[@pone.0238090.ref041]\]. In Imperial College report on COVID-19 \[[@pone.0238090.ref042]\], these numbers have been also adjusted for the non-uniform attack rate and UK demography. The authors obtained age-stratified IFR estimates by adjusting their CFR estimates using COVID-19 prevalence data for expatriates evacuated from Wuhan. This approach involves very large uncertainties. Furthermore, \[[@pone.0238090.ref035]\] collected data from patients who were hospitalised in Hubei, mainland China, where median age is 37.4 years while median age in Slovenia is 44.5 years. Study reported a strong age gradient in risk of death. We have applied those age-stratified estimates to the Slovenian population. Performing an age-stratified weighted average, we compute the total IFR of 1.16% (95% CI 0.63-2.22%). Similar total IFR was reported by a comprehensive study for Italy (1.29%, 95% CI 0.89-2.01%) \[[@pone.0238090.ref043]\]. On the other hand somewhat lower IFR (0.95%, 95% CI 0.47-1.70%) has been estimated for Lombardia with the lower bound of 0.65%, consistent with 0.58% lower bound for Bergamo province \[[@pone.0238090.ref044]\]. A bit higher IFR of 1.6% (95% CI 1.1-2.1%) was reported in another study, while a thorough meta-analysis of IFR estimates was done by \[[@pone.0238090.ref045]\].

Analogously as for IFR, we compute the average hospitalisation rate of 6.37% (95% CI 3.8-13%) based on \[[@pone.0238090.ref035]\]. Slightly lower age-dependent hospitalisation rates were estimated for COVID-19 patients in USA \[[@pone.0238090.ref046]\], which adjusted for demography of Slovenia (but not accounting for non-uniform attack rate) gives hospitalisation ratio of 3.97%. The latter result better coincides with the observed number of hospitalisations in Slovenia. No interval estimate is given, thus we use the same relative error as given by \[[@pone.0238090.ref035]\]. The final hospitalisation ratio is thus 3.97% (95% CI 2.37-8.10%). We assume that roughly one fourth to one third of all hospitalised cases are admitted to ICU \[[@pone.0238090.ref047]\], despite some studies showing smaller proportions \[[@pone.0238090.ref048]\]. We assume that one half of cases admitted to intensive care unit (ICU) are fatal \[[@pone.0238090.ref049]\].

Taking into account infection fatality ratio, hospitalisation ratio and ICU admission ratio, it follows that roughly one half of all deaths occur at home/elderly care center/palliative care center, which agrees with the present data for Slovenia \[[@pone.0238090.ref050]\]. Note that for simplicity, we have assumed uniform attack rate across all ages, despite studies showing that working population is most likely to get infected \[[@pone.0238090.ref051], [@pone.0238090.ref052]\]. Using the minimization procedures, we obtain parameters of log-normal distribution which best fits both values and their 95% confidence interval ([Fig 4b](#pone.0238090.g004){ref-type="fig"}).

### Incubation period---Infection to illness onset {#sec011}

Mean incubation period is taken to be 5 days (95% CI 4.2-6.0 days), while the 95th percentile of the distribution was 10.6 days (95% CI 8.5-14.1 days) and 99th percentile 15.4 days (99% CI 11.7-22.5 days) \[[@pone.0238090.ref036]\]. Similar numbers were reported in earlier studies with less patients included \[[@pone.0238090.ref024], [@pone.0238090.ref053]--[@pone.0238090.ref055]\]. Log-normal distribution is used to describe the distribution of incubation period among nodes. However, the parameters of the lognormal distribution also vary for every ensemble member, according to their uncertainty. Incubation period distribution and other outcome parameters are shown in [Fig 4c](#pone.0238090.g004){ref-type="fig"}.

### Infectious period {#sec012}

The infectious period is not yet well defined. A small study from German cohort of only 9 patients with mild clinical courses showed that viral shedding was high during the first week of symptoms and peaking at day 4 \[[@pone.0238090.ref056]\]. Another study from Singapore reported seven clusters in which virus was transmitted from a COVID-19 patient before experiencing symptoms. According to the authors pre-symptomatic transmission occurred 1-3 days before symptoms onset \[[@pone.0238090.ref057]\]. We have therefore estimated latent (non-infectious) period of 2.5 days and infectious period to start 2.5 days before the completion of incubation period (average incubation period is estimated at 5 days). Thus, we assume 2.5 days of pre-symptomatic transmission. Slightly larger numbers (2.55 days for Singapore and 2.89 days for Tianjin, China) were reported by \[[@pone.0238090.ref058]\].

The infectious period likely ends around 5 days from symptoms onset, so the total period of infectiousness lasts *T*~*bioinf*~≈ 7 days. Note however that none of the interval boundaries are known exactly. Determining its final boundary is especially challenging, as it depends on the social factors as well, e.g. whether the infected cases are able to self-isolate from surroundings and how strictly they follow the self-isolation order. Here, we assume strict (100%) self-isolation and use a *social* infectious period of *T*~*socinf*~ = 5 days. It starts 2.5 days (95% CI 1.5-3.5 days) after infection and ends 2.5 days after incubation (95% CI 1.5-3.5 days) as the case ascertainment typically occurs 2 days after symptoms onset \[[@pone.0238090.ref059]\]. The infectious period fall in line with study of \[[@pone.0238090.ref034]\]. It also falls in line with the reported proportion of pre-symptomatic transmission (representing half of infectious period) being 48% for Singapore, 62% for Tianjin, China \[[@pone.0238090.ref060]\] and 44% for 77 infector-infectee pairs in Gaungzhou, China \[[@pone.0238090.ref061]\].

### Illness onset to hospitalisation or home recovery {#sec013}

From the illness onset on, there are two possible recovery pathways: home recovery/death or hospitalisation ([Fig 4c](#pone.0238090.g004){ref-type="fig"}). Home recovery period for mild cases has not been documented officially but is reported to be within one and two weeks. Since it does not affect the hospitalisation statistics, we here assume it to be log-normally distributed with mean period of 10 days.

Based on the clinical study of \[[@pone.0238090.ref036]\], mean illness onset to hospital admission period is 3.9 days (95% CI 2.9-5.3 days), with median of 1.5 days (95% CI 1.2-1.9 days), 5% percentile at 0.2 days (95% CI 0.1-0.3 days) and 95% percentile at 14 days (95% CI 10.3-20.1 days). Only the distribution of data for living patients is accounted for, since we now understand the severity of the illness.

### Hospital admission to recovery or death {#sec014}

Hospital admission to death median (mean) length is assumed 6.7 (8.6) days long ([Fig 4d](#pone.0238090.g004){ref-type="fig"}). Only slightly longer periods were reported by \[[@pone.0238090.ref062]\] with mean length of 10.1 days. Hospital admission to recovery is on average longer than hospital admission to death. The median hospitalisation length is 11 days (95% CI 10-13) for non-severe cases and 13 days for severe (95% CI 11-17) \[[@pone.0238090.ref036]\]. Both are log-normally distributed. For ensemble computations, their medians are further log-normally distributed according to their respective confidence intervals. Similar numbers were reported by \[[@pone.0238090.ref063]\] with 11 day (95% CI 7-14) mean hospital length of stay and 8 day (95% CI 4-12) mean ICU length of stay.

Fatality ratio of severe cases in need of intensive care is reported to be around 50%. We assume fatality ratio of severe cases without intensive care to be normally distributed with mean of 90% (95% CI 85-95%). Fatality ratio of severely ill without oxygen is assumed to be 10% (95% CI 5-15%).

Initial condition {#sec015}
-----------------

The initial condition for the simulation is defined for March 12, 2020. To that day, there were 131 symptomatic cases who tested positive in Slovenia, 8 days after first positive case, which implies an anomalously low doubling time of *τ* = 1.23 days. This number is case specific as there was winter holiday in Slovenia at the end of February and beginning of March. Thus, lots of cases were imported from Northern Italy (including Lombardy). Other studies typically suggest a doubling time of around 5 days (95% CI 4.3---6.2) in the initial uncontrolled stage of the epidemic \[[@pone.0238090.ref064]\]. Smaller values of around 3.5 days in most of Western Europe \[[@pone.0238090.ref065]\]. Thus, our choice is doubling time of *T*~*double*~ = 3.5 days (95% CI 2.5-4.5 days) for the period before March 12.

Different numbers of actually infected people were suggested in the media reports, ranging from 5 to 20 times the number of reported positive cases. Given the average incubation period of 5 days + (2 days for case ascertainment) and doubling period of 3.5 days, factor $2^{\frac{T_{inc} + 2}{T_{double}}} = 4$ applies. Furthermore, the proportion of asymptomatic cases is around 18% based on the data from Diamond Princess Cruise Ship \[[@pone.0238090.ref066]\] (mostly older people) and around 33% based on the more recent study \[[@pone.0238090.ref067]\]. Population screening tests from Iceland reported 41.6% of all who tested positive, did not experience any COVID-19 symptoms \[[@pone.0238090.ref068]\]. Similar asymptomatic ratio of 43.2% (95% CI 32.2-54.7%) was reported also from a screening study conducted for the Italian town Vo \[[@pone.0238090.ref069]\]. Another study on the homeless population in Boston reported even larger proportion of asymptomatic cases \[[@pone.0238090.ref070]\]. The model-driven study of \[[@pone.0238090.ref071]\] found that 74% (95% CI 70-78%) of SARS-CoV-2 infections proceeded asymptomatically, raising also doubts about the assumed IFR. However, in this study, we opt for 40%, normally distributed with standard deviation of 10%. Furthermore, we double the value to account for the initial under-reporting of symptomatic cases, estimated by \[[@pone.0238090.ref022]\]. All together, this results in almost 1800 infected people in Slovenia by March 12.

Based on the exponential growth in the initial stage of the epidemic and known incubation period, we randomly generate the infection length of the patients with exponential distribution with shape factor of *T*~*double*~/log2, so that 131 develop symptoms and are ascertained by March 12. Initial distribution of 1780 infected people by the time-length of their infection is shown in [Fig 5](#pone.0238090.g005){ref-type="fig"}. Note that in reality, due to many imported cases, the actual infection-time distribution may be slightly different.

![Distribution of infected by the time since their infection.\
Distribution of 1780 infected people on March 12, 2020, in Slovenia, by the time passed since their infection.](pone.0238090.g005){#pone.0238090.g005}

Ensemble of simulations {#sec016}
-----------------------

Ensemble of simulations allows to estimate the uncertainty of the epidemic forecasts and to infer confidence in those predictions. There are two levels of perturbations in the ensemble: 1) at the start of each simulation, we perturb parameters, which govern the probability distributions of all model parameters. Thus, each simulation has slightly different probability distributions of its parameters. 2) each node in the network has its own transmission probability based on its number of contacts and each node has its own disease progression drawn from the associated probability distributions.

The uncertainty is associated with the impact of the intervention-measures on the social network connectivity and the uncertainty attributed to the intrinsic (internal, natural) model uncertainty. The latter can be further divided into:

1.  social network uncertainty associated with randomized connections,

2.  initial condition uncertainty as random nodes are infected,

3.  virus transmission dynamics uncertainty which stems from the uncertainty of parameters, described in Virus transmission model,

4.  disease progression model uncertainty due to the uncertainty of parameters, described in Disease progression model.

In Slovenia, the intervention measures were imposed at several time instances between March 13 and March 30 \[[@pone.0238090.ref072]\]. Their impact is assessed as follows. First, we perturb the social network connectivity (by perturbing the scale parameter *θ* in the Gamma distribution of the number of contacts, [Eq 1](#pone.0238090.e001){ref-type="disp-formula"}) at the time instances, when intervention measures took place. Then we measure the discrepancy of each simulated run from the observed evolution of the number of hospitalised patients (*H*), patients in intensive care unit (*ICU*) and fatal cases (*F*), using the cost function $$\begin{array}{r}
{J = \sum\limits_{i = 0}^{N}\left( \middle| \log y_{ICU}\left( t_{i} \right) - \log x_{ICU}\left( t_{i} \right) \middle| + \middle| \log y_{F}\left( t_{i} \right) - \log x_{F}\left( t_{i} \right) \middle| + \middle| \log y_{H}\left( t_{i} \right) - \log x_{H}\left( t_{i} \right) \middle| \right).} \\
\end{array}$$

Logarithms are used to weigh equally the initial and later phase of the pandemic, as the number of infected varies by several orders of magnitude.

The final probabilistic forecast only consists of those ensemble members, for which the cost function *J* is minimal. In practice, an ensemble of 1000 perturbed simulations was computed. Among all simulations, only 10% of simulations with smallest *J* is used to generate the final probabilistic forecast. The described data assimilation approach allow us to estimate both the impact of the intervention measures as well as the changes in the distribution of parameters.

Exclusion experiments {#sec017}
---------------------

We perform exclusion experiments to assess the contribution of the above-mentioned model components uncertainty to the total forecast uncertainty. For example, to estimate the contribution of the randomized social network to the total forecast uncertainty, we run an ensemble of simulations with the same social network, i.e. we exclude the social network perturbation.

The proxy for forecast uncertainty is the relative spread, i.e. the spread of the forecast ensemble, divided by the median value of the forecasts at each time instance. As the spread is approximately symmetric on the logarithmic axis for phenomena with exponential dynamics \[[@pone.0238090.ref073]\], we compute the relative spread as: $$\begin{array}{r}
{RS\left( t \right) = \frac{\log P_{75}\left( \overset{\rightarrow}{x}\left( t \right) \right) - \log P_{25}\left( \overset{\rightarrow}{x}\left( t \right) \right)}{\log\text{median}\left( \overset{\rightarrow}{x}\left( t \right) \right)},} \\
\end{array}$$ where *P*~75~ and *P*~25~ indicate 75th and 25th percentiles of population $\overset{\rightarrow}{x}$ at time *t*.

Results {#sec018}
=======

Prediction for Slovenia issued on May 5, 2020 {#sec019}
---------------------------------------------

Every day, new data is used to correct the COVID-19 forecast. [Fig 6](#pone.0238090.g006){ref-type="fig"} shows an example of the ensemble prediction issued on May 5, 2020, simulated from the initial condition on March 12, 2020. The shown forecast is issued in the already declining stage of the epidemic and assumes ongoing intervention measures. [Fig 6a](#pone.0238090.g006){ref-type="fig"} shows 100 members (out of 1000), whose evolution least deviates from the observed data. [Fig 6b](#pone.0238090.g006){ref-type="fig"} shows the associated probabilistic forecast. The infectious population has the largest uncertainty relative to its value, however the number of infectious is not constrained by any measurements. Thus, its relative uncertainty roughly reflects the uncertainty in the hospitalisation, ICU and IFR ratios. The total number of infected to date approaches 11000 people (90% CI 7000-17000), in line with the estimate of the under-reporting of symptomatic cases (only 17% of cases reported) at the time \[[@pone.0238090.ref041]\] and the estimated asymptomatic ratio of coronavirus infections \[[@pone.0238090.ref069]\].

![Forecast of COVID-19 epidemic in Slovenia.\
Forecast of COVID-19 epidemic in Slovenia issued on May 5, 2020 and comparison with real data. a) 100 ensemble members which best fit the observed data (dots) are shown. b) Probabilistic forecast: median value, interquartile range (50%; 25th-75th percentile) and 90% range are shown.](pone.0238090.g006){#pone.0238090.g006}

In April 2020, a National COVID-19 prevalence survey has been completed, which reported 2 actively infected out of 1367 tested (prevalence 0.15%, 95% CI 0.03--0.47%) \[[@pone.0238090.ref074]\] and 41 positive for coronavirus antibodies out of 1318 tested (3.1% prevalence, 95% CI 2.2-4%) \[[@pone.0238090.ref075]\]. However at the time, the survey added little extra information to better constrain the forecast. First, the number of actively infected is associated with large confidence interval, and second, the antibody tests have significant false-positive rate and varying sensitivity \[[@pone.0238090.ref076]\]. Accounting for the latter, the posterior estimate of the SARS-CoV-2 seroprevalence was later estimated at 0.8% (95% CI 0-2.8%) \[[@pone.0238090.ref077]\].

In the social network model, the current reproduction number *R* can be directly measured. For each infectious node, we count the number of nodes it infects. Then we assign the counts to the time instance corresponding to the end of the infectious period. [Fig 7](#pone.0238090.g007){ref-type="fig"} shows the reproduction number falling below 1 on March 20, 2020, which marks the transition into decaying stage of the epidemic. Current estimate of *R* is at around 0.75, in line with the recent estimate for Slovenia of \[[@pone.0238090.ref072]\]. [Fig 7](#pone.0238090.g007){ref-type="fig"} also shows that the infection is currently much more likely to transmit within households than outside households. If the current intervention measures continue, the reproduction number would start to rapidly decline at the end of May without any extra intervention measures, which indicates effective virus containment when the virus would be transmitted only within some of the household clusters.

![Effective reproduction number.\
Evolution of the estimated effective reproduction number *R*(*t*), decomposed into reproduction number associated with household transmission and transmission outside households. The shaded regions indicate the interquartile ranges.](pone.0238090.g007){#pone.0238090.g007}

The members of the ensemble, which minimize the cost function, can also be used to inverse estimate the posterior distribution of clinical parameters, such as hospitalisation ratio, ICU ratio, ratio of severe infection, and IFR, as well as disease progress parameters such as the probability distribution of the time-span of hospital admission to death. For example, according to [Fig 8a](#pone.0238090.g008){ref-type="fig"}, the true hospitalisation rate is slightly smaller than the first guess, while the infection fatality rate is 0.1% higher in the posterior analysis. As another example, [Fig 8b](#pone.0238090.g008){ref-type="fig"} shows that the posterior estimate of the mean hospital admission to death duration is 7.5 days, half a day longer than the first guess estimate. This inverse technique was also used to estimate the impact of intervention measures on the social network connectivity. However, at the time, virus transmission parameters and some disease progress parameters (e.g. IFR) could not be constrained due to the lack of reliable data on the infectious population and total infected population.

![Prior/posterior distributions of disease outcome ratios.\
a) Prior and posterior distributions of hospitalisation ratio, intensive care unit (ICU) ratio, ratio of severe symptoms (requiring hospitalisation), and infection fatality ratio (IFR). b) The probability distribution of the duration of hospital admission to death.](pone.0238090.g008){#pone.0238090.g008}

Forecast uncertainty decomposition {#sec020}
----------------------------------

Using the exclusion experiments, we evaluated the contribution of different epidemic model components to the total forecast uncertainty of the total number of infected and infectious population. For instance, the ensemble experiment where the social network and the initial condition are fixed (not perturbed) is termed NONET, the experiment without virus transmission dynamics perturbation is called NOTRANS, while the experiment without disease progression model perturbation is named NODIS.

We perform exclusion experiments for two different cases: uncontrolled epidemic and controlled epidemic with intervention measures and low infected population. The results are shown in [Fig 9](#pone.0238090.g009){ref-type="fig"}. We observe, that in the uncontrolled epidemic, the forecast uncertainty is most reduced when the transmission dynamic parameters are not perturbed (experiment NOTRANS in [Fig 9a and 9b](#pone.0238090.g009){ref-type="fig"}). This also reduces the uncertainty in the epidemic peak and later stages of the epidemic. Fixing disease progression parameters (such as ratio of asymptomatic infections and duration of infectiousness) also significantly reduces uncertainty (experiment NODIS). Fixing initial condition and social network structure reduces the uncertainty only in the initial stage of the epidemic (until around day 10), when the number of infected individuals is small (experiment NONET) and homogeneous mixing is an invalid assumption. In the later stage, the uncertainty becomes similar to the basic experiment with all parameters perturbed (experiment ALL). These experiments indicate that the largest contributor to the forecast uncertainty in the uncontrolled epidemic is virus transmission dynamics.

![Relative forecast spread.\
Relative forecast spread, measured by [Eq 7](#pone.0238090.e013){ref-type="disp-formula"}, for uncontrolled epidemic (a,b) and controlled epidemic with low number of infected (c,d), as shown in [Fig 6](#pone.0238090.g006){ref-type="fig"}. The basic experiment with all parameters perturbed is termed ALL. NONET stands for no social network and initial condition perturbation, NOTRANS stands for no transmission dynamics parameters perturbations, while NODIS means no disease progress model parameters perturbations.](pone.0238090.g009){#pone.0238090.g009}

In the controlled epidemic with low number of infected, though, fixing the social network and initial condition (NONET, [Fig 9c](#pone.0238090.g009){ref-type="fig"}) reduces the forecast uncertainty the most (the impact is amplified again in the initial stage), followed by fixing the disease progression parameters, with the impact amplified again in the early part of the simulation. This suggests that the structure of the network and the initial distribution of infected nodes drastically affects the evolution due to heterogeneous mixing and randomized irregular social network. The result suggests that the epidemic forecast can be improved (i.e. its uncertainty decreased) the most by constructing a more realistic model of our social network.

Discussion, conclusions and further outlook {#sec021}
===========================================

In this study, we have developed a virus transmission model on the simplified social network of Slovenia with 2 million nodes organised into home/care center clusters. A detailed disease progression model is coupled with the virus transmission model. The model probabilistic prediction has been regularly updated on Sledilnik webpage \[[@pone.0238090.ref050]\] since the end of March and is occasionally communicated to the Expert Group that provides support to the Government of the Republic of Slovenia for the containment and control of the COVID-19. The model software is available in [S1 File](#pone.0238090.s001){ref-type="supplementary-material"}.

We have developed a simple data assimilation procedure, which minimizes the cost function measuring the deviation from the observed ICU, hospitalisation and fatality values. The procedure constrains the forecast trajectories closer to the observed values, while it also constrains the model parameters. Our approach somewhat mimics the established variational data assimilation (DA) approach in Numerical Weather Prediction (NWP) \[[@pone.0238090.ref078], [@pone.0238090.ref079]\]. Several others have utilised variational DA in epidemiology \[[@pone.0238090.ref080]\], ensemble DA \[[@pone.0238090.ref081]\] with Ensemble Adjustment Kalman Filter \[[@pone.0238090.ref082]\]. Most recently, a comprehensive assessment of the COVID-19 pandemic was performed using iterative ensemble smoother \[[@pone.0238090.ref083]\]---the ensemble smoother with multiple data assimilation \[[@pone.0238090.ref084]\].

An indispensable part of the prediction is its uncertainty. In this study, we evaluated the contribution of the virus transmission uncertainty (e.g. reproduction number and its derivatives), network and initial condition uncertainty and uncertainty of the disease progress model to the total uncertainty of the epidemic forecast. We found that in the uncontrolled epidemic, the intrinsic uncertainty mostly originates from the uncertainty of the virus transmission, while the randomness of the social network has only minor impact of the final size of the epidemic. The latter is in line with a study, where the social network was constructed based on extensive contact survey data, and which reported only minor impact of reshaping the network structure or removing the variance of connection weights on the final size of the epidemic. On the opposite, in the controlled epidemic with low infected population, the randomness of the social network becomes the major source of forecast uncertainty. We also show, that the uncertainty of the forecast and the associated risk is extremely asymmetric (roughly symmetric on a logarithmic axis) with long exponential tails, reaching a similar conclusion to the recent study of \[[@pone.0238090.ref073]\].

There are some limitations of our model which reduce its predictive ability and its usefulness to simulate the impact of intervention measures in advance. Our social network model is too simplified: the connections among nodes outside households are quasi-static in time, but have no realistic topological structure. Thus, the average clustering in our network model is most likely too low, as in the real-world social networks people typically interact within densely connected social groups \[[@pone.0238090.ref011]\]. In the real-world social networks, some connections are more risky than other, while our model does not account for that by e.g. weighting the network connections. Furthermore, regional work/education clustering based on work/education mobility data is not included in the present social network. The nodes do not have attributions such as age, sex or employment status and the social mixing data \[[@pone.0238090.ref018], [@pone.0238090.ref052], [@pone.0238090.ref085], [@pone.0238090.ref086]\] is not accounted for yet. Given the high attack rate within households, the social mixing within households is of special importance, thus it is also vital to include the age-distribution of the residents of different household sizes. A more sophisticated treatment of the secondary attack rate is also needed, for example the infectiousness could be modeled as a function of time \[[@pone.0238090.ref061], [@pone.0238090.ref087]\]. Further work should alleviate some of the mentioned limitations to allow more robust simulation of the intervention measures.

The ongoing COVID-19 epidemic has revealed a major gap in our ability to forecast the evolution of the epidemic. No operational center for infectious disease prediction, similar to those employed for the weather predictions (e.g. European Centre for Medium-Range Forecasts or National Center for Environmental Prediction), exists, despite the gigantic societal, economical and health impact of the ongoing epidemic. While the epidemic dynamics is governed by the human social behaviour and its modeling is arguably messier than weather forecasting \[[@pone.0238090.ref088]\], a coordinated modeling effort which borrows the established methods used for Numerical Weather Prediction (NWP) would likely improve our prediction \[[@pone.0238090.ref081]\]. Accurate models of the real-world social networks are needed to realistically simulate the virus transmission dynamics. Similarly to NWP models \[[@pone.0238090.ref089]\], the real-time clinical patient data, mobility data \[[@pone.0238090.ref090]\] and connectivity data (obtained by e.g. postprocessing the bluetooth-generated anonymous contact data \[[@pone.0238090.ref091]\]), should be rapidly assimilated into the virus spread prognostic model \[[@pone.0238090.ref092]\] to evaluate the changes in contact patterns \[[@pone.0238090.ref093]\]. This would allow 1) to estimate the critical virus spread parameters and their uncertainty, 2) to forecast the evolution of the epidemic more accurately and based on that forecasts, 3) to implement optimal worldwide-concerted measures to minimize the virus spread. We should be ready for the next big pandemic!.

Supporting information {#sec022}
======================

###### Model software.

The core program `korona_final.py` is written in Python 2.7 and requires standard `scipy`, `numpy` and `matplotlib`. The most time-consuming procedures of the software are written in Fortran 90. Python binding are created using F2PY \[[@pone.0238090.ref094]\]: `f2py -c generate_connections.f90 -m generate_connections`.

(ZIP)

###### 

Click here for additional data file.
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Dear Prof. Shaman,

thank you very much for the reviews of our paper.

In response to Reviewers' comments, we have performed a revision of our paper. We have corrected citations (checked whether the cited preprints have been published) and described supporting information (model software). Following Reviewer \#1's request, we performed a review of similar network and data assimilation approaches in epidemiology and emphasised more the reasons for our computational approach. Thanks to Reviewer \#2's detailed review, we corrected errors in the manuscript and also further improved the text for better clarity.

We hope that the revised paper is now better suited for publication in PLOS ONE.

Enclosed please find our point-by-point responses to the Reviewers' comments using the same organisation as in their review. Comments are coloured blue whereas our responses are in black.

Your sincerely,

Žiga Zaplotnik, Aleksandar Gavrić, Luka Medic

Response to the comments of Reviewer \#1

General comments:

This paper discussed the spread of the COVID-19 epidemic due to the contact between household person and out it using the social network model of Slovenia. The paper is well-organized and the other parts the paper is well-presented. Authors formulate the paper in a very traditional way and its very suitable for non-mathematical readers, especially important in this topic. However, there are some major issues with the paper.

First of all, In the fourth line of the introduction, the authors refer to the variable I as an immunity and this is a wrong while it represents the infected as indicated in the paper.

Second, is there any relevant Authors did not mention or provide any related concept or references to illustrate the reason of their approach. So, must for authors write some references and show what is different from this study.

Last, I am advised to accepted to published this paper.

Response:

We thank the Reviewer for her/his review and constructive comments.

We corrected the blunder in line 4. Letter "I" stands for infected population and not immune. Thank you for noticing this error.

We added a short review of previous approaches with network models in epidemiology and emphasised the reasons for network-based approach in our study. The text now reads:

"In order to account for the superspreading nature of the new coronavirus

(SARS-CoV-2) and to properly estimate the forecast uncertainty, we use network-based

approach to simulate the virus spread. The simplified social network consists of more

than 2 million nodes with a total of up to 20 million undirected connections,

representing the population of Slovenia and the contacts of its inhabitants, with realistic

distinction between household and outer contacts. Despite being computationally more

expensive, the advantage of the network approach is that it allows direct simulation of

intervention measures, contact-tracing strategies and other strategies of the the virus

containment \[7, 8\] as well as the lockdown-exit strategies.

The network epidemiology research has heavily advanced in the last three

decades \[8\]. A variety of different network types has been developed \[9\], however the

breakthrough of social-network approaches has been halted by the insufficient social

data and epidemiological data which would allow to verify different assumptions in the

generation of social networks \[10\]. An exception to this includes studies, where the

social network was generated based on the comprehensive contact survey data \[11, 12\].

Nevertheless, network models have often been criticised for the large number of

parameters they require \[13\].

In this study, we perform an ensemble-of-simulations of the virus spread over the

social network. Since the network is randomly generated in each simulation, the

evolution of the epidemics will differ between simulations. Different nodes are infected

at initial time, while each simulation also uses different virus transmission parameters

and disease progress parameters, which are perturbed according to their known

distributions. This approach allows to estimate the uncertainty of the epidemic forecasts

in the case of controlled epidemic and uncontrolled epidemic. To our knowledge, no

study has ever compared the impact of network perturbations, transmission parameters

perturbations and other perturbations on the uncertainty of the epidemic forecast."

Response to the comments of Reviewer \#2

General comments:

I find the " Simulation of the COVID-19 epidemic on the social network of Slovenia" to be a good contribution to the study of possible avenues for spread and possible social controls of COVID-19 at country level! To achieve this, the authors have cited and utilized similar situations in other countries. Countries where such formulations and analyses have not yet been employed, can easily adopt the Slovenia social network model presented and simulated in the manuscript.

Where I have found it necessary for the authors to clarify/justify, I have indicated so as in the following table and/or I have annotated some of my comments in the manuscript.

Response:

We thank Prof.Livingstone Luboobi for his detailed review and annotations. Based on the fast growth of global computational resources, we believe that the future epidemiological models must resolve every individual and incorporate as much data as possible. Slovenia is due to its small population a perfect example for such case study.

Page Line(s) Comment

1-2 14 - 16 The idea of "superspreaders" is very important.

Response: we also believe so. There have been further evidences of superspreading nature of SARS-CoV-2 that we have included in the citations.

31 - 36 Sections 2, 3, 4 are referred to in the paragraph, but other than the change in size of the font of the headings of the sections/subsections, the sections have no numerical labels in the manuscript. This should be rectified.

Response: corrected as suggested. The text now reads:

"Methodology section describes the social network model, the virus transmission model and the coupled disease progression model. The probabilistic ensemble forecast of the COVID-19 epidemic for Slovenia and the contribution of different model components to the total forecast uncertainty are described in section Results, followed by the discussion, conlusions and further outlook on the modelling of SARS-CoV-2 virus spread."

Table 1 Shouldn\'t the caption be at the top of the table; or is it the style of the journal?

Response: according to the formatting sample, it should be at the top. Corrected!

Eqn. (1) It would be good to remind the reader what k and θ stand for!

Response: we have modified the text as follows: "In this study, we use Gamma distribution with shape parameter k = 1.65 and scale parameter θ = 4.08 for the initial setup in order to mimic the above mentioned negative binomial distribution."

100 - 101 Each of "hospitalised with severe illness, hospitalised and critically ill (ICU treatment), hospitalised with fatal outcome" should have been denoted and considered differently!

Response: the text is removed in the "Compartments" subsection for clarity, since this division is part of the disease progression model.

209 labels a) and b) are missing from Fig 4.

Response: corrected!

252 - 253 "fatal cases being admitted to hospital" not clear to the reader!

Response: while the sentence was unclear, it also did not have direct impact on the model, thus it was removed.

440 - 451 These are good recommendations, but definitely more involving!
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