Abstract. The first part of the paper is a survey of some of the results previously obtained by the authors concerning the L p -dissipativity of scalar and matrix partial differential operators. In the second part we give new necessary and, separately, sufficient conditions for the L p -dissipativity of the "complex oblique derivative" operator. In the case of real coefficients we provide a necessary and sufficient condition. We prove also the L p -positivity for a certain class of integral operators.
Introduction
In a series of papers [2, 3, 4, 6] we have studied the problem of characterizing the L p -dissipativity of scalar and matrix partial differential operators. The main result we have obtained is that the algebraic condition (1.1) |p − 2| | I m A ξ, ξ | ≤ 2 p − 1 Re A ξ, ξ for any ξ ∈ R n , is necessary and sufficient for the L p -dissipativity of the Dirichlet problem for the scalar differential operator ∇ t (A ∇), where A is a matrix whose entries are complex measures, not necessarily absolutely continuous, and whose imaginary parts is symmetric. Specifically we have proved that condition (1.1) is necessary and sufficient for the L p -dissipativity of the related sesquilinear form
Such condition characterizes the L p -dissipativity individually, for each p, while in the literature previous results dealt with the L p -dissipativity for any p ∈ [1, +∞). Later on we have considered more general operators. Our results are described in the monograph [5] .
We remark that, if I m A is symmetric, (1.1) is equivalent to the the condition for any ξ, η ∈ R n . If the matrix I m A is not symmetric, condition (1.2) is only sufficient for the L p -dissipativity of the corresponding form. Let us consider the class of partial differential operators of the second order whose principal part is such that the form (1.2) is not merely non-negative, but strictly positive. This class of operators, which could be called p-strongly elliptic, was recently considered by Carbonaro and Dragičević [1] , and Dindoš and Pipher [7] .
In what follows, saying the L p -dissipativity of an operator A, we mean the L p -dissipativity of the corresponding form L , just to simplify the terminology.
In the present paper, after surveying some of our more recent results for systems which are not contained in [5] , we give some new theorems.
The first ones concern the "complex oblique derivative" operator λ · ∇u = ∂u ∂x n + n−1 j=1 a j ∂u ∂x j where λ = (1, a 1 , . . . , a n−1 ) and a j are complex valued functions. We give necessary and, separately, sufficient conditions under which such boundary operator is L pdissipative on R n−1 . If the coefficients a j are real valued, we provide a necessary and sufficient condition.
The last result concerns a class of integral operators which can be written as
where the integral has to be understood as a principal value in the sense of Cauchy and the kernel K(dx, dy) is a Borel positive measure defined on R n × R n satisfying certain conditions. The class of operators we consider includes the fractional powers of Laplacian (−∆) s , with 0 < s < 1. We establish the L p -positivity of operator (1.3), extending in this way a result we obtained in [5, p.230-231] .
The paper is organized as follows. Section 2 presents a review of our main results concerning scalar differential operators of the second order.
Section 3 is dedicated to systems. In particular we describe some necessary and sufficient conditions for the L p -dissipativity of systems of partial differential operators of the first order, recently obtained in [6] .
The topic of Section 4 is elasticity system. After recalling the necessary and sufficient conditions we previously obtained in the planar case, we describe sufficient conditions holding in any dimension and proved in [4] . Finding necessary and sufficient conditions for the L p -dissipativity of elasticity system in the three-dimensional case is still an open problem.
In Sections 5 and 6 we prove the above mentioned results concerning the "complex oblique derivative" operator and the operator (1.3) respectively.
The scalar operators
Let Ω be an open set in R n . Consider the sesquilinear form
Here A is a n × n matrix function with complex valued entries a hk ∈ (C 0 (Ω)) OF CERTAIN DIFFERENTIAL AND INTEGRAL OPERATORS 3 vectors with b j , c j ∈ (C 0 (Ω)) * and a is a complex valued scalar distribution in (C 1 0 (Ω)) * . The symbol ·, · denotes the inner product either in C n or in C. In what follows, if p ∈ (1, ∞), p ′ denotes its conjugate exponent p/(p − 1). The integrals appearing in this definition have to be understood in a proper way. The entries a hk being measures, the meaning of the first term is
Similar meanings have the terms involving b and c. Finally, the last term is the action of the distribution a ∈ (C 1 0 (Ω)) * on the functions u v belonging to
where div denotes the divergence operator. The operator A acts from
* through the relation
The integration is understood in the sense of distributions. As we already remarked, saying the L p -dissipativity of the operator A, we mean theL p -dissipativity of the form L .
The following Lemma provides a necessary and sufficient condition for the L pdissipativity of the form L .
Here and in what follows the integrand is extended by zero on the set where v vanishes.
This result has several consequences. The first one is a necessary condition for the L p -dissipativity.
(in the sense of measures) for any ξ ∈ R n .
Obviously condition (2.4) is not sufficient for the L p -dissipativity of the form L . 
Generally speaking, conditions (2.5) are not necessary, as the following example shows.
Example 2.4. let n = 2 and
where γ is a real constant, b = c = a = 0. In this case polynomial (2.5) is given by
Taking
is not satisfied, while we have the L pdissipativity, because the corresponding operator A is the Laplacian.
Note that in this example the matrix I m A is not symmetric. Later we give another example showing that, even for symmetric matrices I m A , conditions (2.5) are not necessary for L p -dissipativity (see Example 2.11). Nevertheless in the next section we show that the conditions are necessary for the L p -dissipativity, provided the operator A has no lower order terms and the matrix I m A is symmetric (see Theorem 2.5 and Remark 2.6).
In the case of an operator (2.3) without lower order terms:
with the coefficients a hk ∈ (C 0 (Ω)) * , we can give an algebraic necessary and sufficient condition for the L p -dissipativity.
Theorem 2.5 ([2]). Let the matrix
for any ξ ∈ R n , where | · | denotes the total variation.
Remark 2.6. One can prove that condition (2.7) holds if and only if
n . This means that conditions (2.5) are necessary and sufficient for the operators considered in Theorem 2.5.
Remark 2.7. Let us assume that either A has lower order terms or they are absent and I m A is not symmetric. Using the same arguments as in Theorem 2.5, one could prove that (2.7) (or, equivalenty, (2.8)) is still a necessary condition for A to be L p -dissipative. However, in general, it is not sufficient. This is shown by the next example (see also Theorem 2.9 below for the particular case of constant coefficients).
Example 2.8. Let n = 2 and let Ω be a bounded domain. Denote by σ a not identically vanishing real function in C 2 0 (Ω) and let λ ∈ R. Consider operator (2.6) with
,
dissipativity if and only if
Re
, we obtain, in particular,
Since
we can choose λ ∈ R so that (2.9) is impossible for all t ∈ R. Thus A is not L 2 -dissipative, although (2.7) is satisfied. Since A can be written as
the same example shows that (2.7) is not sufficient for the L 2 -dissipativity in the presence of lower order terms, even if I m A is symmetric.
Generally speaking, it is impossible to obtain an algebraic characterization for an operator with lower order terms. Indeed, let us consider, for example, the operator Au = ∆u + a(x)u in a bounded domain Ω ⊂ R n with zero Dirichlet boundary data. Denote by λ 1 the first eigenvalue of the Dirichlet problem for the Laplace equation in Ω. A sufficient condition for the L 2 -dissipativity of A has the form Re a ≤ λ 1 , and we cannot give an algebraic characterization of λ 1 .
Consider, as another example, the operator
where µ is a nonnegative Radon measure on Ω. The operator A is L p -dissipative if and only if (2.10)
for any w ∈ C 0 ∞ (Ω) (cf. Lemma 2.1). Maz'ya [9, 10, 11] proved that the following condition is sufficient for (2.10):
for all compact set F ⊂ Ω and the following condition is necessary:
is the capacity of F with respect to Ω, i.e.,
The condition (2.11) is not necessary and the condition (2.12) is not sufficient. However, it is possible to find necessary and sufficient conditions in the case of constant coefficients. Namely, let A be the differential operator
with constant complex coefficients. Without loss of generality we assume that the matrix A is symmetric. Example 2.11. Let n = 1 and Ω = R 1 . Consider the operator
where p = 2 is fixed. Conditions (2.14) and (2.15) are satisfied and this operator is L p -dissipative, in view of Corollary 2.10.
On the other hand, the polynomial considered in Corollary 2.3 is
which is not nonnegative for any ξ, η ∈ R. This shows that, in general, condition (2.5) is not necessary for the L p -dissipativity, even if the matrix I m A is symmetric.
L p -dissipativity for systems
In this Section we describe criteria we have obtained for some systems of partial differential equations.
Systems of
The form L is related to the system of partial differential operators of the first order:
As in the scalar case, we say that the form L is
m . We have found necessary and sufficient conditions for the L p -dissipativity when
and the entries of the matrices B h , D are locally integrable functions. Moreover we suppose that also ∂ h B h (where the derivatives are in the sense of distributions) is a matrix with locally integrable entries.
is L p − dissipative if, and only if, the following conditions are satisfied:
(1)
for almost any x ∈ Ω and h = 1, . . . , n. Here b h are real locally integrable functions ( 
for any ζ ∈ C m , |ζ| = 1 and for almost any x ∈ Ω.
As far as the more general operator (3.2) is concerned, we have the following result, under the assumption that B h , C h , D, ∂ h B h and ∂ h C h are matrices with complex locally integrable entries. 
for almost any x ∈ Ω and h = 1, . . . , n. Here b h are real locally integrable
3.2. Systems of the second order. In this section we consider the class of systems of partial differential equations of the form
where A h , B h and D are m × m matrices with complex locally integrable entries. If the operator (3.6) has no lower order terms, we have necessary and sufficient conditions:
is L p -dissipative if and only if
for almost every x ∈ Ω and for every λ, ω ∈ C m , |ω| = 1, h = 1, . . . , n.
Combining this result with Theorem 3.1 we find
Theorem 3.4 ([6])
. Let E be the operator (3.6), where A h are m× m matrices with complex locally integrable entries and the matrices B h (x), D(x) satisfy the hypothesis of Theorem 3.1. If (3.7) holds for almost every x ∈ Ω and for every λ, ω ∈ C m , |ω| = 1, h = 1, . . . , n, and if conditions (3.3)-(3.4) and (3.5) are satisfied, the operator E is L p -dissipative.
Consider now the operator (3.6) in the scalar case (i.e. m = 1)
(a h , b h and d being scalar functions). In this case such an operator can be written in the form
where A = {c hk }, c hh = a h , c hk = 0 if h = k and B = {b h }. For such an operator one can show that (3.7) is equivalent to
for almost any x ∈ Ω and for any ξ, η ∈ R n (see [5, Remark 4 .21, p.115]). Condition (3.9) is in turn equivalent to the inequality:
for almost any x ∈ Ω and for any ξ ∈ R n (see [5, Remark 2.8 
, p.42]). We have then
Theorem 3.5 ( [6] ). Let E be the scalar operator (3.8) where A is a diagonal matrix. If inequality (3.10) and conditions (3.3)-(3.4) and (3.5) are satisfied, the operator E is L p -dissipative.
More generally, consider the scalar operator (3.8) with a matrix A = {a hk } not necessarily diagonal. The following result holds true. 
where ν is the Poisson ratio. We assume that either ν > 1 or ν < 1/2. It is well known that E is strongly elliptic if and only if this condition is satisfied. We remark that the elasticity system is not of the form considered in the subsection 3.2.
Let L be the bilinear form associated with operator (4.1), i.e.
The following lemma holds in any dimensions:
More precise results are known in the case of planar elasticity. At first we have an algebraic necessary condition:
for any ξ, λ, ω ∈ R 2 , |ω| = 1 (the constants C p and γ being given by (4.2)).
Hinging on Lemmas 4.1 and 4.2, we proved
Concerning the elasticity system in any dimension, the next Theorem shows that condition (4.3) is necessary, even in the case of a non constant Poisson ratio.
Here Ω is a bounded domain in R n whose boundary is in the class C 2 .
Theorem 4.4 ([4]
). Suppose ν = ν(x) is a continuos function defined in Ω such that inf
We do not know if condition (4.3) is sufficient for the L p -dissipativity of the ndimensional elasticity. The next Theorem provides a more strict sufficient condition.
Theorem 4.5 ([4]).
Let Ω be a domain in R n . If
We have also a kind of weighted L p -negativity of elasticity system defined on rotationally symmetric vector functions.
Let Φ be a point on the (n − 2)−dimensional unit sphere S n−2 with spherical coordinates {ϑ j } j=1,...,n−3 and ϕ, where ϑ j ∈ (0, π) and ϕ ∈ [0, 2π). A point x ∈ R n is represented as a triple (̺, ϑ, Φ), where ̺ > 0 and ϑ ∈ [0, π]. Correspondingly, a vector u can be written as u = (u ̺ , u ϑ , u Φ ) with u Φ = (u ϑn−3 , . . . , u ϑ1 , u ϕ ). We call u ̺ , u ϑ , u Φ the spherical components of the vector u.
Theorem 4.6 ([4]).
Let the spherical components u ϑ and u Φ of the vector u vanish, i.e. u = (u ̺ , 0, 0), and let u ̺ depend only on the variable ̺. Then, if α ≥ n − 2, we have
n satisfying the aforesaid symmetric conditions, if and only if
If α < n − 2 the same result holds replacing (C
5. The L p -dissipativity of the "complex oblique derivative" operator
In this section we consider the L p -dissipativity of the "complex oblique derivative" operator, i.e. of the boundary operator
the coefficients a j being L ∞ complex valued functions defined on R n−1 . We start with a Lemma, in which we use the concept of multiplier (see [12] ). In particular we consider the space -we denote by M -of the multipliers acting form H 1/2 (R n−1 ) into itself. Necessary and sufficient conditions for a function to be a multiplier and equivalent expressions for the relevant norms are given in [12] (see, in particular, Theorem 4.1.1, p.134).
Lemma 5.1. Let a = (a 1 , . . . , a n−1 ) be a vector multiplier belonging to M . We have
for any f, g ∈ H 1 (R n + ), j = 1, . . . , n − 1. Here the derivatives are understood in the sense of distributions.
Proof. Let us denote by Λ the operator √ −∆ and write
We have
The next Theorem provides a sufficient condition for the L p -dissipativity of operator (5.1) under the assumption that
in R n , in the sense of distributions, then the operator
Proof. It is well known that −∂/∂ xn u(x ′ , 0) = Λ(u) where, as in the previous Lemma, Λ = √ −∆. This permits us to introduce the sesquilinear form
We say that the operator λ · ∇ is L p -dissipative if conditions (2.1) and (2.2) are satisfied for any u ∈ C 1 0 (R n−1 ), the form L being given by (5.4). Suppose p ≥ 2. Denote by U the harmonic extension of u, i.e.
ω n being the measure of the unit sphere in R n . Integrating by parts we get
Therefore, for p ≥ 2, the operator λ · ∇ is L p -dissipative if and only if (5.5) Re
and then
With similar computations we find
Lemma 5.1 implies that (5.7)
On the other hand, inequality (5.3) is the necessary and sufficient condition for the validity of the inequality
, v being the restriction of V on R n−1 (see [8, Th. 5.1] ). In particular, we find
for any function V ∈ C ∞ 0 (R n ) which is even with respect to x n . Since | ∇|V | | ≤ |∇V | and 1
This inequality, together with (5.7) and (5.9), show that (5.6) holds and the
for any u ∈ C 1 0 (R n−1 ). Arguing as for (5.5) we find that the operator λ · ∇ is L p -dissipative if and only if
In the case of the real oblique derivative problem we have a necessary and sufficient condition.
Theorem 5.5. Let us suppose that the coefficients a j in (5.1) are real valued (j = 1, . . . , n − 1). The operator λ · ∇ is L p -dissipative if and only if there exists a real vector Γ ∈ L 2 loc (R n ) such that
in the sense of distributions.
Proof. The operator λ · ∇ being real, we consider the conditions (2.1) and (2.2) for real valued functions. We remark that, if V is a real valued function, we have |∇V | = |∇|V || and then
Therefore the L p -dissipativity of λ · ∇ occurs if and only if (5.12)
Arguing as in the proof of Theorem 5.2, we find that (5.12) holds if and only if
for any V ∈ C Here E is a Borel set in R n , K(dx, dy) is a nonnegative Borel measure on R n × R n , locally finite outside the diagonal {(x, y) ∈ R n × R n | x = y} and the function u belongs to C 1 0 (R n ). The integral in (6.1) has to be understood as a principal value in the sense of Cauchy lim ε→0 + E R n \Bε (x) [u(x) − u(y)] K(dx, dy) and we assume that such singular integral does exist for any u ∈ C 1 0 (R n ). In what follows we shall make also the following assumptions on the kernel K(dx, dy):
(i) K(E, F ) = K(F, E) for any Borel sets E, F ⊂ R n ; (ii) for any compact set E ⊂ R n we have E×E |x − y| 2 K(dx, dy) < ∞ ;
(iii) for any R > 0 we have |x|<R |y−x|>2R K(dx, dy) < ∞ .
Then we have Proof. The result follows immediately from (6.3) and (6.5).
We conclude with a remark. In Sections 5 and 6, the space C 1 0 (R n ) was the class of admissible functions. Actually, in these cases, we could extend this class and consider more general functions like, for example, compactly supported Lipschitz functions or even bounded functions in proper Sobolev spaces.
