Using holomorphic projection, we work out a parametrization for all relations of products (resp. Rankin-Cohen brackets) of weight 3 2 mock modular forms with holomorphic shadow and weight 1 2 modular forms in the spirit of the Kronecker-Hurwitz class number relations. In particular we obtain new proofs for several class number relations among which some are classical, others are relatively new. We also obtain similar results for the mock theta functions.
Introduction
Throughout the last 90 years, a great deal of effort of mathematical research has been spent on the mock theta functions, which were introduced by S. Ramanujan in his by now world famous deathbed letter to G. H. Hardy (cf. [4, pp. 220-224] ). It was only some years ago when it was finally revealed in work of S. Zwegers [35] , J. H. Bruinier and J. Funke [11] , K. Bringmann and K. Ono [8, 9] , and many others what the actual nature of these mock theta function or more generally mock modular forms is: they are holomorphic parts of so called harmonic weak Maaß forms (cf. Section 3). Mock modular forms have since then had vast applications in partition theory [7, 9] , theory of Lie superalgebras [5] , and mathematical physics, e.g. in quantum black holes [13] , just to name a few.
A very famous example of a mock modular form of weight and for n ∈ N, H(n) denotes the Hurwitz class number, i.e. the class number of binary integral quadratic forms of discriminant −n, where the class containing a(x 2 + y 2 ) (resp. a(x 2 + xy + y 2 )) is counted with multiplicity 1 2 (resp.
3
). For convenience we set H(n) = 0 for n / ∈ N 0 . This function was historically the first fully understood example of a mock modular form, without the terminology having been introduced at the time [19] . In [27] , the author used the above result as well as the properties of so called Appell-Lerch sums first extensively studied in this context by S. Zwegers in [35, 36] to give a mock modular proof of an infinite family of class number relations for odd numbers n: and σ k (n) is the usual kth power divisor sum. The relation in (1.1) was first found by M. Eichler in [14] , the one in (1.2) and infinitely many more had been conjectured by H. Cohen in [12] . Because of their resemblance to the famous class number relation due to Kronecker [25] and Hurwitz [20, 21] s∈Z H(4n − s 2 ) − 2λ 1 (n) = 2σ 1 (n) and the ones obtained from the Eichler-Selberg trace formula, we refer to these as Eichler-Selberg type relations.
In this article, we establish that the Fourier coefficients of all mock modular forms of weight 3 2 with holomorphic shadow fulfill KroneckerHurwitz type relations (cf. Theorem 5.4). In Theorem 6.3 we prove a similar result for the mock theta functions.
The main ingredients for this are the Theorem of Serre and Stark [30, Theorem A] which states that every modular form of weight 1 2 is a linear combination of theta series, and holomorphic projection (see Section 4) .
The paper is organized as follows: In Section 3 we give a brief account of some important facts about harmonic Maaß forms and mock modular forms and in Section 4 we introduce holomorphic projection and work out its action on Rankin-Cohen brackets of mock modular forms and modular forms of arbitrary (positive) weight in two different ways. The first one follows notes of D. Zagier [34] which the author was kindly allowed to use, the second one is a little bit more subtle but involves less computation. The special results for the cases that we are interested in are worked out in Sections 5 and 6. As applications to our main result, we reprove the class number relations from [12, 27] , from the Eichler-Selberg trace formula, and generalizations of the ones from [6] in Section 7 in a more natural way than the method in [6, 27] .
Some Preliminaries
Several proofs in the present paper consist of calculations involving the Gamma function and hypergeometric series. Let us therefore recall some standard notation and some useful identities.
For the Gamma function we have the following well-known duplication formula due to A. M. Legendre (cf. [16] , Satz 5.4.), which holds for all s ∈ C \ − 1 2
Apart from this, there is also the following formula which is sometimes called the second functional equation of the Gamma function or the reflection formula and goes back to L. Euler (cf. [16] , Satz 5.1., [17] , p. 204). For all s ∈ C \ Z we have that
Formally, we define the generalized hypergeometric series by
denotes the Pochhammer symbol. It is worth pointing out that every (convergent) sum is a rational function in n can be written as a multiple of a hypergeometric series (cf. [2] , pp. 61 f).
A useful device to evaluate special hypergeometric series is the PfaffSaalschütz identity (cf. [2] , Theorem 2.2.6).
Harmonic Maaß Forms and Mock Modular Forms
In this section, we briefly recall some basic facts about harmonic Maaß forms. More detailed information may be found in [13, 29] .
Let H denote the complex upper half-plane and f : H → C be a smooth function, γ = ( a b c d ) ∈ SL 2 (Z), and k ∈ 1 2 Z. We define the following three operators.
(1) The weight k slash operator :
For k / ∈ Z we assume γ ∈ Γ 0 (4) and we set m n to be the extended Legendre symbol in the sense of [31] , √ τ the principal branch of the holomorphic square root (i.e. − π 2
), and
(2) The weight k hyperbolic Laplacian (where from now on τ = x + iy, x ∈ R, y > 0)
The weight k ξ-operator Z, level N ∈ N, and character χ modulo N (with 4 | N if k / ∈ Z) if it fulfills the following properties:
2) f lies in the kernel of the hyperbolic Laplacian, i.e. ∆ k f ≡ 0, (3) f grows at most linearly exponentially approaching the cusps of Γ 0 (N). The vector space of harmonic weak Maaß forms of weight k, level N, and character χ is denoted by H k (N, χ).
We call the function (ξ k f ) the shadow of f (or of the mock modular form f + ) and denote the preimages of M 2−k (N, χ), the space of holomorphic modular forms, (resp. S 2−k (N, χ), the space of cusp forms) by
(N, χ)) we denote the spaces of the respective holomorphic parts.
To conclude this section, we define the object of main interest in this paper.
Definition 3.4. Let f be a mock modular form of weight k and g be a holomorphic modular form of weight ℓ.
(i) The product f · g is called a mixed mock modular form of weight (k, ℓ). (ii) More generally, the νth Rankin-Cohen bracket
This terminology is motivated by the fact that each Rankin-Cohen bracket defines a more or less natural product on modular forms. Recall that for (real-analytic) modular forms f and g of weights k and ℓ, we have that [f, g] 0 = f · g and that [f, g] ν is modular of weight k + ℓ + 2ν (cf. [12] , Theorem 7.1), hence e.g. the completion of a mixed mock modular form of weight (k, ℓ) and degree ν is a real-analytic modular form of weight k + ℓ + 2ν.
Holomorphic Projection
Here, we investigate the properties of the holomorphic projection operator introduced by J. Sturm [32] and further developed in [18] . Using an idea of S. Zwegers, D. Zagier has worked out the action of this operator on mixed mock modular forms, and also higher degree mixed mock modular forms [34] . Recently in [22] ,Ö. Imamoglu, M. Raum, and O. Richter extended this in degree 0, i.e. usual mixed mock modular forms, to the case of vector-valued forms. Special cases of our main results also obtained by holomorphic projection are also contained in [1, 3] Since Zagier's results have not been published so far in full generality but seem to be useful in a broader context, we give an account of them here. For a cusp κ j , j = 1, ..., M and κ 1 := i∞, of Γ 0 (N) fix γ j ∈ SL 2 (Z) with γ j κ j = i∞. Assume that for some δ, ε > 0, and k ∈ Z, (k ≥ 2) we have
Then we define the holomorphic projection of f by
0 and
for n ≥ 1. For ℓ / ∈ N 0 we set as usual ℓ! := Γ(ℓ + 1), where Γ denotes Euler's Gamma function. (
We now collect some handy properties of the operator π hol . For this we recall the following operators (f as in Definition 4.1, N ∈ N, and r ∈ {0, . . . , N − 1}, χ some generalized character)
which all map modular forms to modular forms, in general of different level.
Lemma 4.3. Let f : H → C be a function as in Definition 4.1, N ∈ N, and r ∈ {0, . . . , N − 1}. Then the following holds.
(i) The operator π hol commutes with all the operators U(N), V (N), S N,r , and ⊗χ.
where ·, · denotes the Petersson scalar product, for every cusp form g ∈ S k (Γ).
Proof. Assertion (i) is obvious from the definition and for assertion (ii) we refer to [18] , Proposition 5.1.
For the rest of this section, let f ∈ H k (N) with a Fourier expansion as in Lemma 3.2 and
(we ignore characters for the moment) such that k + ℓ ∈ N, k + ℓ ≥ 2, and [f, g] ν fulfills the conditions in Definition 4.1. This is the case for example if f ∈ S k and f + · g is holomorphic at the cusps (cf. [22] , Theorem 3.5).
Following and slightly extending [34] , we find an explicit formula for the Fourier coefficients of
Lemma 4.4. We have
where κ depends only on k, ℓ, ν. To be precise,
Thus the nth coefficient of [
We also calculate
thus we get the following expression for the nth coefficient of
which is what we claimed.
The third summand in (4.6) requires a little more work. First we compute the derivatives of f − .
Lemma 4.5. It holds that
where Γ * (α; x) := e x Γ(α; x). It is easy to check that
Therefore we have
which is what we have claimed.
With this we can give an expression for the holomorphic projection of Rankin-Cohen brackets. We define the following homogeneous poly-
Theorem 4.6. Assuming that the coefficients c − f (n) and a g (n) grow sufficiently moderately, i.e. the integral defining
is absolutely convergent, the holomorphic projection of f − and g is given by
whereas b(r) is given by
Proof. By Lemma 4.5 we see that
Applying π hol then yields
The interchanging of integration and summation is justified by the assumption on the growth of the Fourier coefficients and applying the Theorem of Fubini-Tonelli. The calculation of the integral
carried out in the following lemma implies the claim.
Lemma 4.7. The following identity holds true.
Proof. Written as double integral, I equals
For the inner integral we substitute 4π(r +nt) = y ′ , hence dy = (4π(r + nt)) −1 dy ′ , and find that
which after yet another substitution t =
Since k + ℓ is an integer by assumption, we note
and thus
By using (4.10) and simplifying the expressions involving Gamma functions using the reflection formula (2.2), the assertion follows after a little computation.
For a more detailed proof of this, we refer the reader to Lemma V.1.7. in [28] .
5. The case of weight In this section, we work out the explicit formula for weight mixed mock modular form of νth type which becomes surprisingly simple. For this we will need two preparatory lemmas.
Lemma 5.1. For b = 1, 2, the polynomial P a,b (X, Y ) from (4.8) fulfills the following identities.
Proof. We first prove the first identity by induction on a.
For a = 2 we have 1 = 1. Assume the claim to be true for one a ≥ 2, then we get for a + 1:
hence the first equation follows. Now we show that
again by induction on a.
The case a = 2 again yields 1 = 1. Suppose the equality to show holds for some a ≥ 2 (Z:=X+Y):
Integration with respect to Y gives (C some constant to be determined later):
Since by assumption we have b = 2, one easily sees that
and therefore the above is equivalent to (replacing b by b + 1)
If we let both sums start at j = 0, then we just add constant terms in Y , thus comparison of the constant terms yields the assertion. Hence we have to prove
which follows from the first identity we showed by plugging in X = 1 and Y = 0.
Lemma 5.2. (i)
The following identity is valid for ν > 0,
(ii) For κ from (4.7) we have for all ν ≥ 0 that
Proof. We first prove (i). Write
By a standard computation it is easy to see that c µ is a multiple of a hypergeometric series,
which by the Pfaff-Saalschütz identity (2.4) equals
Simplifying this a little further yields the assertion. The proof of (ii) works in the very same way, so we omit it here. It is carried out in Lemma V.2.6 in [28] .
We can now prove the following result. −ν P 2ν+2,
Proof. For ν = 0, the identity is immediate, thus assume from now on ν ≥ 1. By applying Legendre's duplication formula (2.1) several times we get
On the one hand we have (m Thus it remains to show the following identity.
Again, we first simplify the product of the binomial coefficients in the inner sum. By (2.1) and (2.2) we find that
Now we have a look at the left-hand side of (5.1).
By Lemma 5.2(i) we see that (5.1) is valid and so is our Proposition.
From the preceding proposition we can now prove our first main result. 
where s, t ∈ N and χ, ψ are even characters of conductors F (χ) and
is a (holomorphic) quasi-modular form of weight 2 if ν = 0 or otherwise a holomorphic modular form of weight 2ν + 2.
Proof. By assumption both (ξf ) and g are holomorphic modular forms of weight 1 2 , hence by the Theorem of Serre-Stark ( [30] , Theorem A) linear combinations of unary theta functions, i.e. functions of the form
where s, χ fulfill the conditions given in our Theorem. Thus we may assume without loss of generality that (ξf ) and g are in fact unary theta series, say (ξf ) = ϑ t,ψ and g = ϑ s,χ . By formally using Proposition 5.3, Lemma 4.4, and Lemma 5.2 (ii) inside (4.9) we immediately get up to a constant factor of
the formula for Λ χ,ψ s,t that we stated in the Theorem. To complete the proof, we have to check that the sum
for the coefficients converges. If s and t are both perfect squares, the sum is actually finite, since then sm 2 − tn 2 factors in the rational integers and thus each summand is a power of a divisor of r of which there are but finitely many. Let us now assume for simplicity that s = 1 and t is square-free, the general case works essentially in the same way. The Pell type equation 
We are interested in solutions (m, n) in N. It is plain that such a solution exists, provided that there is one in Z. Furthermore, we see immediately, that the power of the fundamental unit ε has to be negative to parametrize all possible solutions. In particular this means that
ε −k is a geometric series and the set of possible (m 0 , n 0 ) is finite. This completes the proof.
Obviously, Λ s,t from Theorem 5.4 is an indefinite theta function with some polynomial factor. For simplicity, we assume s and t to be coprime from now on. It is then easy to see (cf. Section 7 and [27] ) that the function Λ χ,ψ s,t is a linear combination of derivatives of Appell-Lerch sums provided s and t are both perfect squares. If at least one of s and t is not a perfect square, one supposedly needs a certain generalization of Appell-Lerch sums of which Λ χ,ψ s,t is a derivative. The author plans to address this question in a forthcoming publication.
To conclude this section, we mention a nice structural corollary of Theorem 5.4. Proof. This is just another way to state Theorem 5.4.
Mock Theta Functions
In this section we obtain analoguous results as in Section 5. So let us assume that f ∈ S1 2 is a mock theta function, i.e. ξf is a (linear combination of) weight 3 2 unary theta series θ χ,s as defined in (6.2) (which are always cusp forms), and g also a (linear combination of) such functions. The calculations in this section are essentially the same ones as in Section 5.
Lemma 6.1. For all ν ∈ N 0 we have that
Proof. As in Lemma 5.2, we write the left hand side as a hypergeometric series. Call the summand c µ , then see that
As before, the result is now easily obtained by simplifying this expression using the duplication formula (2.1) and the reflection formula (2.2).
Proposition 6.2. The following identity holds true for all ν ≥ 0 and r := m − n.
Proof. The assertion is obvious for ν = 0, thus suppose ν ≥ 1. From the proof of Proposition 5.3 we immediately get that
Thus using Lemma 5.1, we get that the left-hand side of (6.1) equals
while the right-hand side is given by
Hence we just have to show that ν µ=0 2ν + 1 2µ
The product of the binomial coefficients in the inner sum can be simplified as in the proof of Lemma 5.2:
such that we have for the left-hand side the following,
thus by Lemma 6.1 the assertion follows.
This implies our second main theorem.
Theorem 6.3. Let f ∈ S1
2 (Γ) be a mock theta function and g ∈ S3
be a theta function of weight 3 2 , where Γ = Γ 1 (4N) for some N ∈ N and let ν be a fixed non-negative integer. Then there is a finite linear combination D f,g ν of functions of the form
where s, t ∈ N and χ, ψ are odd characters of conductors F (χ) and
Proof. Follows immediately from 4.9 using Proposition 6.2 and the fact that both ξf and g are by assumption linear combinations of weight (ii) Note that it is a real restriction to require f to be a completed mock theta function and g to be a weight 3 2 unary theta function in the statement of Theorem 6.3 since there is no analogue of the theorem of Serre-Stark in weight Then we have the following result due to D. Zagier ([19] , Theorem 2 of Chapter 2)
Theorem 7.1 (Zagier, 1976) . Let
Then the function H = H + R is a harmonic Maaß form of weight 
where f (τ ) = ∞ n=0 a(n)q n is a modular form of weight 3 2 . From there we can deduce that also the following is true
Hence the function (N ∈ {1, 4})
where g
ν (s, n) (resp. g
ν ) is the coefficient of X 2ν in the Taylor expansion of
, is a holomorphic modular form of weight 2ν + 2 on Γ 0 (4). Since the constant term in the Fourier expansion vanishes for ν > 0 and the Rankin-Cohen brackets interchange with the slash operator, we see that in this case we are actually dealing with cusp forms. By [26, Lemma 4] , the cuspforms with coefficients (7.1) are in fact on the full modular group SL 2 (Z).
With a little more work we can even specify the cusp form. We refer to [33] for more details: it holds that
), (7.4) where T (k) n (N) denotes the nth Hecke operator acting on the space S k (Γ 0 (N)). Note that (7.4) is only valid for odd n.
The equation (7.3) is well-known indeed as the Eichler-Selberg trace formula. Equation (7.4) is to the author's knowledge first explicitly mentioned (without proof) in [27] .
In order to prove these two trace formulas (7.3) and (7.4) one may use the Rankin-Selberg unfolding trick to see that for any normalized Hecke eigenform f on SL 2 (Z) (resp. Γ 0 (4)) we get for ν ≥ 1 (cf. Lemma 4.3)
(for SL 2 (Z) one has to apply U(4) to obtain a cusp form of level 1). The Hecke trace generating function
is the sum over all normalized Hecke eigenforms, hence we also have T 2ν+2 , f = f, f since Hecke eigenforms are orthogonal (actually, the summation should be restricted to the n coprime to the level). Therefore π hol ([ H , ϑ] ν )) . = T 2ν+2 which proves both trace formulas. if a ≡ ±2 (mod 5) and ℓ ≡ 3, 4 (mod 5).
(7.6)
They also give a similar result for p = 7. Their proof is to consider the generating function of H a,p which is a mixed mock modular form of weight 2 on some subgroup of SL 2 (Z) and to construct an Appell-Lerch sum which has the same non-holomorphic part as the completion of this generating function, and thus to look at identities of Fourier coefficients of holomorphic modular forms. Then it is easy to compare the first few coefficients ( [24] , Theorem 3.13 gives an explicit bound for the number of coefficients to be checked) to obtain the general result.
With Theorem 5.4 we can consider more general types of sums as in (7.5) without too much more work. Let therefore Note that Corollary 7.3 contains the assertions from Corollary 4.3 and Corollary 4.5 of [6] . Furthermore, the remaining cases of the class number relations conjectured in [10] can now be handled easily by essentially comparing Fourier coefficients.
