In that paper, we provide a new characterization of the solutions of specific reflected backward stochastic differential equations (or RBSDEs) whose driver g is convex and has quadratic growth in its second variable: this is done by introducing the extended notion of g-Snell enveloppe. Then, in a second step, we relate this representation to a specific class of dynamic monetary concave functionals already introduced in a discrete time setting. This connection implies that the solution, characterized by means of non linear expectations, has again the time consistency property.
Motivation
In that paper, we consider a specific form of reflected backward stochastic differential equations (RBSDEs in short) which are defined on a finite time horizon T . Some particular RBSDEs are studied, for instance, in [EPK97] in connection with PDE obstacle problems or also in [EQ97] , in connection with the problem of pricing an American contingent claim. We consider here, in a brownian setting, a class of reflected BSDEs (those can be viewed as a kind of generalized BSDEs). In this brownian setting and denoting by F the brownian filtration, a solution of the RBSDE with parameters (g, B, U ) is a triple of F -adapted processes (Y, Z, K). In all that paper, the notation g refers to the driver, B refers to the terminal condition (this is a F T -measurable random variable) and the process U refers to the upper constraint. Compared with usual BSDEs, the difference is the presence of an additional constraint on the solution: this implies the presence of the increasing process K, whose aim is to force the solution to satisfy this constraint.
Our objective is twofolds: we first characterize, by means of non linear expectations, the unique solution of a class of RBSDEs having a driver with quadratic growth. Under this last condition on the driver, existence for minimal and maximal solutions of such RBSDEs has been established in [KLQT02] : in the aforementionned paper, the authors refer to the results and methods employed in [KOB00] : the originality of the present study is not the result in itself but consists rather in proving the existence of a non linear Doob-Meyer's decomposition. As in [KLQT02] , we rely on already established existence, uniqueness and comparison results for solution of quadratic BSDEs and also on fine properties of the driver g. In a second step and using the characterization obtained, we provide a connection with one specific dynamic concave utility functional (also denoted by DMCUF in the sequel) or equivalently, up to a minus sign, with one dynamic convex risk functional: this specific DMCUF is discussed in a discrete time setting in [CD2006] and in a continuous setting in the more recent study [BN07] : in the first aforementionned reference, it is constructed from a given time consistent DMCUF and it is proved, in particular, that the extension is again time consistent. Besides, this construction extends to the non subadditive case the pricing rule introduced in [EQ97] . Some other major references are [KS07] , [BEK06] , [RG06] and [BBHPS03] . In [KS07] , the authors study some properties of these DMCUF, especially the inf-convolution procedure of these functionals and they provide links with utility indifference valuation. The second reference [BEK06] deals with a general review of the links between dynamic risk measures and BSDEs and they look at their respective properties and representations: this is done by studying the connection with hedging problems of interest in finance. The two last papers give further analysis of both conditional dynamic risk measures and solutions of some particular BSDEs, the so-called conditional g-expectations.
The present paper is structured as follows: in a first section, we give preliminary notations and results about quadratic BSDEs and we introduce the specific class of RBSDEs we are interested in. Then, to characterize the solution of these RBSDEs, we prove the existence of an extended decomposition of Doob-Meyer's type for non linear expectations, which is the main ingredient to achieve the representation of the solution. The last section provides both the connection with one specific DMCUF and the link with the forward price for the American claim obtained via utility maximization (analogously to [EKR00] ).
2 Theoretical study of the quadratic RBSDE
Notations and preliminaries
We consider a probability space (Ω, F, P), on which is defined a d-dimensional brownian motion W and we denote by F the natural filtration generated by W and completed by N consisting in all the P-null sets. The form of the quadratic RBSDE we are interested in is given as follows
K is increasing and s.t.
(ii)
A solution of the RBSDE is a triple (Y, Z, K) satisfying (Eq2.1) such that (Y, Z) is a pair of adapted processes in S ∞ × H 2 and K is an increasing adapted process. S ∞ denotes the set of all the continuous processes Y such that esssup ω,s |Y s | < ∞ and H 2 denotes the set of all the progressively measurable
In all that paper, Z · W will denote the stochastic integral of Z with respect to W . The process, denoted by U in (Eq2.1), which stands for the upper barrier of any solution of the RBSDE, is assumed to be in S ∞ . To ensure the well-posedness of the problem, we also need to have: B ≤ U T , P-a.s. In the sequel, B is a bounded F T -measurable random variable and the driver f 0 satisfies the standing assumptions (H 0 ) and (H 1 )
f 0 is convex w.r.t. z, f 0 is independent of y.
This last BMO property 1 stated in (H 1 ) is crucial in the proof of the uniqueness result we provide in Section 2.3. We now introduce the normalized driver g
which is such that: g(s, 0) ≡ 0, and for later use, we introduce the notation E g (B|F t ) for the unique process Y satisfying
which is a BSDE with driver g and terminal condition B. This process corresponds to the conditional non linear expectation (defined in [BBHPS03] ) which has been introduced for a driver g such that g = g(t, z) and g is lipschitz w.r.t the variable z.
Here, using both assumption (H 0 ) on f 0 and the results on quadratic BSDEs obtained in [KOB00] , we can extend this notion of non linear expectation to the case of a quadratic driver g defined such as in (1). Furthermore, we check that it satisfies the same properties as the (conditional) g-expectation introduced in [BBHPS03] • it is translation invariant
• it is monotone
• it is constant preserving
• it has the strong time consistence property
The invariance by translation property results from the y-independence of f 0 , the monotonicity comes from the comparison result for quadratic BSDEs and the constant preserving property results from the fact that g(s, 0) ≡ 0. The last property is a standard one, which is satisfied by any solution of the BSDE given by (2).
Comments
• Some connections between properties of the driver and those of the related conditional g-expectation have been established in [BCHM02] in the case of particular g expectations called dominated g expectations. In particular, the convexity property of the driver entails that the g-expectation is itself convex. This last property is meaningful considering the connection with finance: indeed, a proper conditional g-expectation (i.e. satisfying the four aforementionned properties) is related to a conditional risk measure via: ρ g t (ξ) := E g (−ξ|F t ). The financial interpretation of the convexity property is that diversification in portfolio choice reduces the risk assessed through the risk measure.
• A largely used example of non linear expectation is provided by the choice of the quadratic function g α (s, z) := α 2 |z| 2 . It is well known that the unique solution of the BSDE(g α , B) is
and this is linked to the conditional entropic risk measure via the formula
The main result
Theorem 1 Let (Y, Z, K) be a solution of the RBSDE then it satisfies 
Before justifying Theorem 1, which characterizes the unique solution of (Eq2.1), we provide some preliminary results: a major part of the proofs is standard but, to make the presentation of this paper self contained, we give in next subsection the outline of the proofs adapted to our setting.
Auxiliary results on quadratic BSDEs
In this part and for later use, we provide some major existence, uniqueness and comparison results for BSDEs with a driver satisfying (H 0 ) and (H 1 ). We denote here by BSDE(f 0 , B) the equation given by For later use, we reestablish standard a priori estimates for any solution of a BSDE with driver satisfying (H 0 ). Some of the arguments and methods have already been used in [BH06] . 
Statement of the main results

Lemma 1 Considering a BSDE with parameters (f, B) with its driver f satisfying (H 0 ) and its terminal condition B bounded, there exists estimates depending only on C, T (C is given in (H
then,
(ii) Z satisfies
with C ′ depending only on T , C and |Y | S ∞ .
A one-to-one correspondence result
In this step, we prove the one-to-one correspondence between the solution of the BSDE(f 0 , B) and the solution of the BSDE(g,B), with driver g given by (1) and terminal conditionB = B + T 0 f 0 (s, 0)ds. If we define Y , for all t by
this process solves the BSDE(f 0 , B). Besides and as soon as
Considering now the processỸ defined by (3) in terms of Y (in Lemma 1), both the equality (4) and the definition of the gexpectation imply thatỸ solves the BSDE(g,B) withB := B + T 0 f 0 (s, 0)ds, or equivalently:Ỹ t = E g (B|F t ). Conversely, ifỸ solves the BSDE(g,B), then, thanks to the tranlation by invariance property of the conditional g-expectation, it followsỸ
and hence, equality (3) provides the desired one-to-one correspondence result.
Outline of the proofs
Proof of Lemma 1 We assume here the existence of a solution (Y, Z) in S ∞ × H 2 of the BSDE with parameters (f, B). Relying on the one-to-one correspondence result (3), we get:Ỹ t := E g (B|F t ). Hence, assertion (i) is checked as soon as
Furthermore using that, for all t:
, and relying on the growth condition in (H 0 ), we have
To justify the first inequality in (5), we use both the positiveness of g and the comparison theorem provided by Corollary 1 to claim thatỸ := E g (B|F t ) t is greater than the solution of the BSDE with parameters (0,B), which implies: , between an arbitrary stopping time τ and T .
We then take the conditional expectation w.r.t.
true martingale, its expectation is equal to zero. Hence, relying on the relations:
the result follows.
Remark Without additional difficulty, we can extend these a priori estimates by adding a linear term in z in the expression of the driver: we assume here that the new normalized driver is:g(s, z) := g(s, z) + βz, and that:
is a BMO martingale (this notion of BMO martingale can be found in [KA94] ) and we then introduce an equivalent measure P β by setting: 
which is a new BSDE with parameters (g, B) under P β . Replacing the standard expectation by E P β ,Ỹ satisfies the same kind of estimates as in assertion (i) of Lemma 1. Using now the equivalence between P β and P, this process is bounded P β and P-a.s. Furthermore and thanks to theorem 3.6 in [KA94] , we have that
Proof of theorem 2
Referring to [KOB00] , the existence result in Theorem 2 for solutions of the BSDE(f, B) follows from the growth assumption in (H 0 ). The uniqueness result relies mainly on assumption (H 1 ) and on a standard linearization procedure (as in the case when the generator is lipschitz w.r.t. z). To proceed in the quadratic case and as in [HIM05] and assuming that (Y 1 , Z 1 ) and (Y 2 , Z 2 ) are two solutions of the BSDE(f, B), we apply Itô's formula to
between t and τ ∧ T with an arbitrary stopping time τ (similarly, Z 1,2 stands for
We then introduce λ such that:
Thanks to (H 1 ), 
Decomposition of Doob-Meyer's type
In this paragraph, we establish the existence of a decomposition of Doob-Meyer's type for any g-submartingale (or supermartingale) with a generator g satisfying both (H 0 ) and (H 1 ) and such that g is normalized, i.e.:
This result is an extension of the decomposition obtained in theorem 4.3 in [BBHPS03] in the case of a dominated g-expectation (in the paper [BBHPS03] , the notion of domination corresponds to the case of a driver having at most linear growth in z). In the sequel, Y stands for a given g-submartingale with terminal value Y T = B. The aim of this section is to construct an increasing process A such that Y − A is a g-martingale.
To this end, we first introduce the sequence of penalized BSDEs with parameters (g n , B), with g n such that
Hence, we have
i.e. g n has linear growth w.r.t. y (it is even n-Lipschitz w.r.t y) and quadratic growth w.r.t. z. Existence and uniqueness results for such kind of BSDEs are given in [LSM98] . We denote by (y n , z n ) the unique solution of BSDE(g n , B) which satisfies
Besides, it is also proved in [LSM98] that, for all n, (y n , z n ) is in S ∞ × H 2 . The proof of the existence of the decomposition is divided in three mains steps: those steps consist in following the same scheme than in the proof of Theorem 4.3 in [BBHPS03] or also in [BCHM02] (for dominated g expectations). Many computations are standard and, for sake of completeness, we provide the outline of the proofs.
Step 1: properties of the penalized sequence Lemma 2 Y being a g-submartingale, the sequence of (y n , z n ) of solutions of the BSDEs(g n , B) with g n given by (6) satisfies P-a.s. and for all n, y n ≥ y n+1 ≥ Y.
To justify that: y n ≥ Y , for all n, we also refer to the proof given in Lemma 4.11 in [BBHPS03] , which holds for dominated g-expectations 2 : the key idea of this proof consists in using both the g-submartingale property of Y and the construction of (y n ) to show that for any positive δ and for each n, {y n ≤ Y −δ} is a P-null set. Then, the monotonicity property of (y n ) results from the comparison theorem applied here for the BSDEs given by parameters (g n , Y T ) with quadratic drivers g n := g n (s, y, z) (for these kind of drivers having linear growth w.r.t. y, existence results are provided in [LSM98] ).
Step 2: boundedness of processes For more convenience, we first introduce the increasing process A n by setting:
Our aim is to prove the boundedness of (A n T ) and (z n ) respectively in L p (F T ) and in H p for any p, p > 1. Due to the quadratic growth w.r.t. z of the driver g n , the arguments of this step differ from [BBHPS03] . We rely here on the estimates provided by lemma 1 on the sequences (y n ) and (z n ) and we follow the same scheme as the one given in [HMPY07] . To obtain boundedness of (A n T ) in L p (F T ), we use that:
Relying on the BDG inequality in H p for the last term in (7), there exists a new constant always denoted by C such that
It remains to show that: sup
< ∞, and, to achieve this, we first apply Itô's formula to e To obtain the right-hand side in the previous inequality, we rely both on the assumption (H 1 ) on g n and on the boundedness of Y T and we then argue that the left-hand side is greater than E 
which is the desired result.
Step 3: Convergence results
In this step, we justify the passage to the limit in the penalized BSDEs with parameters (g n , B)
To this end, we prove strong convergence results for both (y n ), (z n ) and (A n ).
• From step 2, we first get:
since (A n T ) is bounded in L 1 (F T ). Thanks to Dini's theorem applied to the decreasing and bounded sequence (y n ) n , both the sequences sup 
where the last constant C depends only on the estimates of (z n ) in H 4 and those of (A n ) in L 2 (F T ) (for these estimates, we refer here to
Step 2). (z n ) being a Cauchy sequence, it converges in H 2 . Then, referring to Lemma 2.5 in [KOB00], we argue the existence ofz such that, at least along a sequence of integers,
• To conclude, it suffices to show that (A n t ) converges in L 1 (F t ) for all t. We first claim that, between 0 and T and for any n, m, y n,m solves
Now and for any n, m such that: n ≤ m, we introduce g n,m as follows Both assumption (H 1 ) and the strong convergence of (z n ) in H 2 yields that λ n,m := (λ s (z n s , z m s )) is dominated uniformly in n and m by C(κ + |z|), which is an integrable variable (thanks to (10)). Using thatz and κ are in BMO(W ), we obtain that λ := sup n,m λ n,m is itself in BMO(W ). Hence, duality between the space of BMO martingales and H 2 entails
Since (z n,m ) is a Cauchy sequence, this implies that (g n,m ) is itself a Cauchy sequence. We now rewrite equation (11) into the left-hand side. Taking then successively the absolute value, the supremum over t and the expectation, we obtain
We next rely on the BDG inequality for the square integrable martingales z n, m · W and on the previous results to conclude that, for all t, the sequence of processes (A n · ) is Cauchy in L 1 [0, T ], F : we denote by K its limit, which is increasing as limit of such processes and we denote by z the limit of (z n ) in H 2 . Passing to the limit in (8) as n goes to ∞, we get
which is the desired decomposition of the g-submartingale Y .
Characterization of the solution of the RBSDE
To justify the expression of the solution given in Theorem 1, we rely both on the results of the previous section and on the characterizations already provided in Proposition 2.3 and Proposition 5.1 in [EPK97] . In this paper, the authors prove that the solution (Y, Z, K) of a RBSDE with driver f := f (s, y, z), lower obstacle S and terminal condition ξ satisfies
where S t,T stands for the set of all stopping times taking values in [t, T ]. Here, contrary to the aforementionned paper, where the generator f := f (s, y, z) of the RBSDE is assumed to be lipschitz both in y and z, we relax this last assumption. Hence, to characterize the solution of the RBSDE by a formula similar to (12), we need the extension of the Doob-Meyer's decomposition for non linear g expectations (this last one has been obtained in Section 2.4): letỸ be equal tõ
with g satisfying both (H 0 ) and (H 1 ) and such that: g(s, 0) ≡ 0. Our aim is to prove that such a process can be characterized as the largest g-submartingale dominated by the upper obstacle U and hence that it solves the equation (Eq2.1). To this end, we proceed by justifying the two following arguments:
• the g-submartingale property ofỸ ,
• the optimality among the class of g submartingales (smaller than U ).
Step 1: Submartingale property We consider an arbitrary pair s, t such that: s ≤ t. We aim at proving that the processỸ given by (13) satisfies: Y s ≤ E g Ỹ t |F s . For this and for an arbitrary stopping time τ , we set H ·,τ as follows
Since: S t,T ⊂ S s,T , the essential infimum taken over the subset S t,T is then strictly greater than the one taken over S s,T : hence,
Then, using the inequality: f 0 ≥ 0, we check that, for any s, t, s ≤ t and any τ in S t,T : H s,τ ≤ H t,τ . This yields
≤ ess inf
The last part of the proof consists in justifying that we can reverse the roles of the essential infimum and of the conditional g expectation E g (·|F s ), which means ess inf
where the right hand-side member coincide with E g Ỹ t |F s . To obtain a first inequality, we rely on the Fatou property for the conditional g-expectation E g (·|F s ) to claim ess inf
For the other inequality, we consider a minimizing sequence (τ n ) of stopping times in S t,T such that
Such a sequence (τ n ) exists, since the family (Z t,τ ) = (E g H t,τ |F t ) τ ∈ St,T is stable by taking the infimum: in fact, one can check
where the stopping time τ * is defined as follows:
Without loss of generality, we assume that the convergence in (15) is decreasing. Hence, using that such conditional quadratic g-expectations satisfy a stability result (for a precise statement of this result, we refer to Proposition 2.4 in [KOB00]), it yields
To conclude, we argue that E g E g H t,τ n |F t |F s := E g H t,τ n |F s : as a consequence, its limit, as n goes to ∞, is greater than the left hand side of the equality (14), which yields the second inequality and ends the proof of this step.
Step 2: Optimality To achieve the proof of the optimality, we just need to show that the solutionỸ given by (13) satisfies the condition
for a well chosen increasing processK. For this, we fix t and we introduce the stopping time
By convention, inf{∅} = ∞. As soon as D t < T , we get:Ỹ Dt = U Dt , and definingȲ by: ∀ t,Ȳ t =Ỹ t + t 0 f 0 (0, s)ds, this implies
SinceỸ is a g-submartingale, there exists a g-martingale M and an increasing processK such that:Ỹ = M +K. It follows that
We introduceK as:K :=K + · 0 f 0 (s, 0)ds, which is an increasing process and we take the conditional g-expectation E g · |F t in both sides of the previous equality using (17): this yields
To justify that: E g Ȳ Dt −Ȳ t |F t = 0, we use the invariance by translation property of E g (·|F t ) (the same equality holds if we replaceȲ by M ). Then, to prove the inequality, we use both the monotonicity of E g (·|F t ) and the increasing property of the processK. All inequalities being equalities, we finally get: K t =K Dt . This means that, on the set {Ỹ < U }, the increasing processK is constant, which yields (16) and ends the proof.
Representation of the solution as a non linear time consistent pricing rule
Our aim is to show that the solution of the RBSDE with driver g and upper bound the american contingent claim H, which is given by
extends the particular dynamic concave monetary functional introduced in a discrete time setting in Section 5.3 of the paper [CD2006] . Here, setting: g α (s, z) := α 2 |z| 2 and as soon as the (normalized) driver g is dominated by g α , the use of the comparison theorem entails that: E g (H|F τ ) ≤ E gα (H|F τ ).
In the aforementionned paper [CD2006] , where the authors work on a discrete time setting, they introduce a functional, referred as the dynamic concave monetary functional defined by worst stopping: this functional maps
where τ runs over all stopping times taking values in [t, T ] and Φ τ,T is an arbi-
Here, this definition makes sense if and only if ξ τ refers to a F τ -measurable random variable: for instance, when ξ denotes an F T -random variable, it can be: E(ξ|F τ ). We now consider the special case of the dynamic entropic risk functional denoted by ρ α and introduced at the end of section 1.1: it is given by
(in the context of dynamic functionals defined on a finite time horizon T , ρ α t stands for ρ α t,T ). Introducing now Φ α by setting
we obtain a dynamic (concave) monetary functional. Referring to the comments given at the end of section 1.1, we deduce E gα (X|F τ ).
Hence, the process given by (18) satisfies
Comments
• The solution of the quadratic RBSDE can be reinterpreted a valuation formula for the American contingent claim: in fact, this valuation formula is analogous to the one given in [EQ97] in which the authors define the price of the American option as being the upper price of European type options. Our characterization generalizes the representation as a Snell envelope by introducing the extented notion of g-Snell envelope (g being a quadratic convex driver).
• A second comment is that there exists an interpretation via convex duality theory: this is already given in [EKR00] , where the authors relate this price with the exponential utility maximization problem and using dual formulations. Dual formulation leads also more generally to the robust representation of the dynamic concave utility functional such as the one denoted by Φ α in this paragraph (such functionals are defined in a more general setting in [KS07] ).
One financial application
As an example, we give the description of the problem in [CYZ07] and explain both the origin and interpretation of the solution of the RBSDE they introduce. In that paper, the authors adress the problem of defining a specific notion of optimal contract and they assume that the contract can be exerced at any random time in the context of a continuous-time double agent problem. The filtration considered is a brownian one and, for any process u such that the exponential of the stochastic integral 0 u s dB s is a true martingale 3 , the notation P u stands for the equivalent measure defined by
and the output controlled process X u is such that
where u stands for the control process and B u is the brownian motion obtained by the usual Girsanov's transform under P u . If we consider a given contract, i.e. a family of F t -measurable random variables C = (C τ ) standing for the random payment and if we assume that the agent has the ability to choose the exercise time, then the formulation of the agent's problem having U for utility function is
where the notation E u stands for the expectation under P u and the integral Referring to the same arguments in [EPK97] , the optimal exercise time τ A is: τ A = inf{t, W A t = U (t, C t )}, and the optimal control u = u A is given in feedback form by: ∀ s, u 
or when the stochastic integral of u w.r.t B is in the class of BMO martingales. 4 The functional I is also introduced in the optimization problem studied in [SCH03] and it is used in the characterization of the optimal strategy in terms of the solution of the dual control problem, which is the density of one martingale measure. 
Comments
• Analogously as in subsection 3.1 and using the expression (22) of the problem, it follows that the solution W of the RBSDE is related to the following DMCUF u t (Y ) = ess inf
with α t,τ (P u ) = Besides, relation (23) coincide with the robust representation of the dynamic utility functional u = (u t ) t (or, up to a sign, to the related dynamic risk functional ρ = −u): in this brownian setting, the set of martingale measures is given by the family {E(u · B) such that (20) holds}.
• One major restriction in this example is that the agent can only act on the drift of the output process X and hence, modulo a penalized term given explicitely in terms of the cost function g, the optimization problem reduces to a control problem over the set of measures P u .
• The more general control problem associated with the utility maximization problem with random time horizon and utility function U is discussed in the complete case in [KAW00] . Even in that case, the characterization of optimal stopping time and optimal strategies in the following problem
where X θ stands for the wealth process obtained by using an admissible strategy θ, is not trivial. It is even proved that optimal strategies may not exist in general.
