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a b s t r a c t 
This article reports a numerical analysis of combustion instabilities coupled by a spinning mode or
a standing mode in an annular combustor. The method combines an iterative algorithm involving a
Helmholtz solver with the Flame Describing Function (FDF) framework. This is applied to azimuthal
acoustic coupling with combustion dynamics and is used to perform a weakly nonlinear stability analysis
yielding the system response trajectory in the frequency-growth rate plane until a limit cycle condition is
reached. Two scenarios for mode type selection are tentatively proposed. The ﬁrst is based on an analysis
of the frequency growth rate trajectories of the system for different initial solutions. The second consid- 
ers the stability of the solutions at limit cycle. It is concluded that a criterion combining the stability
analysis at the limit cycle with the trajectory analysis might best deﬁne the mode type at the limit cy- 
cle. Simulations are compared with experiments carried out on the MICCA test facility equipped with 16
matrix burners. Each burner response is represented by means of a global FDF and it is considered that
the spacing between burners is such that coupling with the mode takes place without mutual interac- 
tions between adjacent burning regions. Depending on the nature of the mode being considered, two
hypotheses are made for the FDFs of the burners. When instabilities are coupled by a spinning mode,
each burner features the same velocity ﬂuctuation level implying that the complex FDF values are the
same for all burners. In case of a standing mode, the sixteen burners feature different velocity ﬂuctua- 
tion amplitudes depending on their relative position with respect to the pressure nodal line. Simulations
retrieve the spinning or standing nature of the self-sustained mode that were identiﬁed in the exper- 
iments both in the plenum and in the combustion chamber. The frequency and amplitude of velocity
ﬂuctuations predicted at limit cycle are used to reconstruct time resolved pressure ﬂuctuations in the
plenum and chamber and heat release rate ﬂuctuations at two locations. For the pressure ﬂuctuations,
the analysis provides a suitable estimate of the limit cycle oscillation and suitably retrieves experimental
data recorded in the MICCA setup and in particular reﬂects the difference in amplitude levels observed
in these two cavities. Differences in measured and predicted amplitudes appear for the heat release rate
ﬂuctuations. Their amplitude is found to be directly linked to the rapid change in the FDF gain as the
velocity ﬂuctuation level reaches large amplitudes corresponding to the limit cycle, underlying the need
of FDF information at high modulation amplitudes.
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 1. Introduction
Many recent studies focus on combustion instabilities coupled
by azimuthal modes in annular systems. There are yet few com-
parisons between predictions and well controlled experiments. The
present investigation aims at ﬁlling this gap by developing a nu-∗ Corresponding author.
E-mail addresses: davide.laera@poliba.it , davidelaera@gmail.com (D. Laera).erical procedure combining the Flame Describing Function (FDF)
ramework with a Helmholtz solver to analyze azimuthal instabili-
ies: 
• Speciﬁc iterative algorithms are developed to simulate the dy-
namics of spinning and standing modes within the FDF frame-
work.
• This is tested ﬁrst on a system represented by an ideal ﬂame
response and results of recent analytical investigations are fully
retrieved validating this methodology.
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t  • Two different operating conditions are considered, one leading
to a spinning limit cycle and another one leading to a standing
limit cycle.
• This framework is then used to calculate the limit cycles of
standing and spinning solutions and to compare the calculated
oscillation with measurements on a laboratory scale test facil-
ity “MICCA” developed at EM2C laboratory. The amplitudes and
phase relationships of pressure in the plenum and chamber and
the heat release rate signals are compared for two different op-
erating conditions.
• Finally, two scenarios are tentatively proposed to explain the
mode type selection. The ﬁrst considers that the frequency
and growth rate trajectories of initially spinning and standing
modes determine the solution at the limit cycle. The second
suggested by a reviewer considers that it is the stability of the
limit cycle which determines the observed oscillation.
At this point, it is worth brieﬂy reviewing some recent inves-
igations of instabilities in annular devices. Combustion instabil-
ties coupled by azimuthal modes are often studied by theoreti-
al or numerical means. On the numerical level one ﬁnds a grow-
ng number of massively parallel large eddy simulations of annular
hambers with multiple burners [1–3] . These calculations retrieve
eatures of azimuthally coupled combustion instabilities observed
n experiments in engine-like conditions [4] . However, the com-
lexity of the situation precludes direct comparison between cal-
ulations and observations. 
One diﬃculty in performing such comparisons lies in the def-
nition of the ﬂame model. The ﬁrst investigations of combustion
nstabilities coupled to azimuthal modes were performed by com-
ining a low-order acoustic model of an annular combustor with
 time delayed n − τ ﬂame response (see for example [5,6] ). This
ind of model is also assumed in the recent analytical studies de-
eloped in [7,8] to analyze the linear stability of annular chambers
ed by an annular plenum with multiple discrete burners. Both
pinning and standing modes are predicted depending on the cir-
umferential symmetry of the system. Circumferential instabilities
f industrial combustors were analyzed in [9,10] by means of a
elmholtz solver approach. In these studies, the ﬂame response
as modeled by a n − τ description with parameters retrieved
rom CFD calculations of the steady combustion process. These pre-
ious studies carried out with linear tools could not account for ﬁ-
ite amplitude effects that determine the oscillation frequency and
evel at the limit cycle. These features were considered for example
n [11,12] by combining different numerical strategies for acoustic
ropagation with a nonlinear ﬂame model in the time domain. Nu-
erical control strategies for annular conﬁgurations featuring spin-
ing limit cycles were developed in [13,14] . Spinning and standing
odes were observed in [11] depending on whether the mean ﬂow
elocity was neglected or considered in the simulations. For a cir-
umferential instability in an axisymmetric geometry, the spinning
aveform was always preferred to the standing mode in the sim-
lations carried out in [5] . However, no comparison with experi-
ents were reported in these works. 
On a theoretical level, criteria for appearance of spinning or
tanding modes have been derived by considering the dynamics of
zimuthal modes coupled by a nonlinear ﬂame model expressed
n terms of pressure perturbations alone. One of the ﬁrst analy-
is was carried out in [15] with a saturation function linking heat
elease and pressure ﬂuctuations. In this framework, the dynam-
cs of azimuthal modes is described by two harmonic oscillators
hich are nonlinearly coupled. The stability of standing and trav-
ling waves at limit cycle can then be assessed. A further simpliﬁ-
ation was later introduced by assuming that the system behaves
ike a Van der Pol oscillator [16–18] . Results indicate that the spin-
ing or standing nature of the unstable mode originates from theonlinearity and non-uniformity of the ﬂame response and can be
nﬂuenced by different factors, like transverse velocity ﬂuctuations
19,20] or turbulence, which can stochastically disturb the limit cy-
le amplitudes. This nonlinear ﬂame model was used for example
n [21] to reproduce the dynamical behavior observed in a real en-
ine. Another comparison is presented in [22] between numerical
nd experimental growth rates calculated by means of a system
dentiﬁcation technique, but the oscillation levels of the different
ressure signals are not shown. 
Recently, Ghirardo et al. [23,24] managed to introduce in their
ime domain model a more reliable FDF, linking heat release and
ressure disturbances by a time-invariant nonlinear operator. Crite-
ia for self-sustained thermo-acoustic instabilities coupled by spin-
ing and standing modes were then derived by examining the sta-
ility of the analytical solutions at limit cycles. This framework
as then tested with experimental data from Bourgouin et al.
25] where a stable spinning mode is observed at limit cycle. Their
nalysis conﬁrmed that for the operating condition explored, there
as a stable spinning solution and that standing solutions, if they
xisted, were unstable. In all of these previous studies there are
o direct comparisons between predictions and measurements for
ressure and heat release rate oscillations and only limited valida-
ions of model predictions for different operating conditions. 
The diﬃculties encountered in these various investigations are
ompounded by the presence of multiple ﬂames which respond
ollectively over a wide frequency range, and by the modal den-
ity in the annular geometry when the size of the system is large
ike in industrial gas turbine combustors. One possible simpliﬁ-
ation consists in considering that the heat release from the dif-
erent burners is uniformly distributed over the circumference of
he annular chamber. Following this approach, Bourgouin et al.
25] developed an analytical one-dimensional framework to rep-
esent the dynamics of the laboratory scale MICCA annular com-
ustor. Assuming a simpliﬁed ﬂame response, the spinning insta-
ility recorded during experiments was reproduced in terms of
requency and amplitude of velocity ﬂuctuations at the limit cy-
le. A theoretical interpretation was also proposed for the angular
hift observed in the experiments between the nodal lines in the
lenum and in the chamber. However, this analysis was carried out
or a ﬁxed frequency and ﬁxed oscillation level corresponding to
he values observed in the experiment at the limit cycle. 
On the experimental level there are relatively few data sets
orresponding to instrumented conditions that can be used to
enchmark models and simulations. Most of the measurements
erformed on real systems consist of unsteady pressure signals
ith no access to the ﬂame dynamics [9,21,26] . Both spinning and
tanding mode patterns were observed in the laboratory scale an-
ular device equipped with low swirl injectors that was developed
n the engineering department of Cambridge University [4,27] . This
etup allows heat release rate measurements and ﬂame dynamics
nalysis through optical windows, but the ﬂame transfer function
as not determined and pressure signals were not recorded in the
ombustion chamber. 
This article is organized as follows. A novel procedure is de-
ived in Section 2 that combines a Helmholtz solver with sixteen
ndependent FDFs. This is used to determine the limit cycle con-
itions by means of a weakly nonlinear stability analysis. Depend-
ng on the nature of the mode being considered, the FDFs are as-
umed to operate at equal or at different velocity ﬂuctuation lev-
ls for the examination of the dynamics of spinning and standing
odes, respectively. This numerical procedure is validated in Ap-
endix A in an idealized geometrical conﬁguration with a simpli-
ed ﬂame model by retrieving the amplitude and stability prop-
rties of the theoretical limit cycles [16] . Section 3 describes the
ICCA combustor experiment with 16 matrix laminar injectors and
he numerical framework used for the stability analysis. The FDF
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 determined for one of the matrix injectors is presented in
Section 4 for the ﬁrst operating condition leading to a spinning
mode limit cycle in the MICCA combustor. The same type of analy-
sis is repeated in Section 5 for the second operating point leading
to a standing mode limit cycle. The frequency and amplitude of ve-
locity ﬂuctuations predicted at limit cycle are used to reconstruct
the pressure oscillations in the plenum and in the chamber and
the heat release rate ﬂuctuation signal. These signals are then com-
pared with microphone records and photomultiplier measurements
at two different ﬂame locations. A mode type selection analysis is
presented in Section 6 . For the two operating points, frequency-
growth rate trajectories are calculated and the stability properties
of the simulated limit cycles are discussed. These analyses are ten-
tatively used to determine the limit cycle structure. 
2. Weakly nonlinear stability numerical analysis
The methodology used to assess the stability of the annular
combustor acoustic modes and determine the limit cycle state of
the system follows that developed for the FDF based weakly non-
linear stability analysis of single burner setups [28–31] . In the time
domain one has to consider a wave equation including a damping
term deﬁned by a ﬁrst order time derivative of the pressure ﬂuc-
tuations p ′ multiplied by a damping rate δ ( s −1 ) [32] and a source
term representing effects of the unsteady heat release rate distur-
bances ˙ q′ : 
∂ 2 p ′
∂t 2 
+ 4 πδ ∂ p 
′
∂t 
− ∇ · (c 2 ∇p ′)= (γ − 1) ∂ ˙ q′
∂t 
, (1)
where it has been assumed that the mean pressure p is essentially
constant so that ρc 2 is also constant. Assuming that all ﬂuctuations
are harmonic x ′ = ˆ x exp (−iωt) , one obtains the following equation
in the frequency domain: 
ω 2 
c 
2 
ˆ p+ i ω4 πδ
c 
2 
ˆ p+ ρ∇ ·
(
1 
ρ
∇ ˆ  p
)
= i γ − 1 
c 
2 
ω ˆ  ˙ q, (2)
where ω denotes the complex angular frequency. The mean den-
sity ρ, speed of sound c and speciﬁc heat ratio γ distributions
are speciﬁed. In this frequency domain, the analysis is carried out
by using the ﬁnite element method (FEM) based on the commer-
cial software COMSOL Multiphysics . This code solves the classical
Helmholtz equation in which heat release rate ﬂuctuations ˆ ˙ q are
treated as pressure sources. 
A nonlinear description of the interaction between combustion
and acoustics is required to capture the limit cycles of a thermo-
acoustic system. If the ﬂame is compact with respect to the wave-
length of the unstable mode, the dynamics of the ﬂame may be
represented in terms of a global FDF F [30] , where the FDF gain
and phase lag are function of the amplitude of the incoming per-
turbation [28,33] . In the frequency domain F links relative heat
release rate ﬂuctuations ˆ ˙ Q/ ˙ Q to relative velocity ﬂuctuations | ˆ  u/ u |
measured at a reference point of the system. The FDF is a complex
function expressed in terms of a gain G and phase ϕ as follows: 
F(ω r , | u ′ / u | ) = 
ˆ ˙ Q (ω r , | u ′ / u | ) / Q˙
| ˆ  u/ u | 
= G (ω r , | u ′ / u | ) exp
[
iϕ(ω r , | u ′ / u | )
]
, (3)
where | u ′ / u | stands for the relative velocity ﬂuctuation level, with
u ′ the root-mean-square of the velocity signals taken at the ref-
erence position in the injector unit j and ω r corresponds to the
real part of the complex frequency ω. A weakly nonlinear approach
is used to couple Eq. (3) with Eq. (2) retrieving the solution of
the nonlinear problem as a perturbation of a linear problem. Thiss achieved by linearizing the FDF by ﬁxing a velocity ﬂuctuation
evel | u ′ / u | . The ﬁnite element discretization of this set of lin-
arized equations along with the boundary conditions results in
he following eigenvalue problem [34,35] : 
 
A ] P + ω [ B (ω) ] P + ω 2 [ C ] P = [ D (ω) ] P , (4)
here P is the pressure eigenmodes vector. The matrices [ A ] and
 C ] contain coeﬃcients originating from the discretization of the
elmholtz equation, [ B ( ω)] is the matrix of the boundary condi-
ions and of the damping and [ D ( ω)] represents the source term
ue to the unsteady heat release. With the introduction of the heat
elease rate the eigenvalue problem deﬁned by Eq. (4) becomes
onlinear and is solved with an iterative algorithm. At the k th iter-
tion Eq. (4) is ﬁrst reduced to a linear eigenvalue problem around
 speciﬁc frequency 
k : 
( [ A ] + 
k [ B (
k ) ] − [ D (
k ) ] ) P + ω 2 k [ C ] P = 0 , (5)
here 
k =ω k −1 is the previous iteration result. The software uses
he ARPACK numerical routine for large-scale eigenvalue problems.
his is based on a variant of the Arnoldi algorithm, called the
mplicit restarted Arnoldi method [36] . This procedure is iterated
ntil the error deﬁned by =| ω k − 
k | becomes lower than a
peciﬁc value, typically 10 −6 . Once convergence is achieved, the
eal part of ω yields the oscillation frequency, f = -  ( ω)/2 π Hz,
hile the imaginary part of ω corresponds to the growth rate
=  (ω) / 2 π s −1 that allows the identiﬁcation of unstable modes:
p ′ ∝ exp ( 2 παt − i 2 π f t ) . If α is positive, the acoustic mode is un-
table and the amplitude of ﬂuctuations grows with time. If α
s negative, the acoustic mode is stable and perturbations decay
ith time. The eigenvalue procedure is repeated by incrementing
he amplitude level until a limit cycle condition is reached when
= 0 . 
Differently from Silva et al. [30] approach for single burner se-
ups, in a multi-burner annular combustor the linearization is per-
ormed for each of the FDFs assumed in the model. In the present
umerical framework, the distribution of velocity ﬂuctuation levels
etween the FDFs is ﬁxed a priori depending on the spinning or
tanding nature of the azimuthal mode under investigation: 
• In a spinning mode, the nodal line rotates at the speed of
sound, however, the oscillation amplitude is uniform all around
the chamber and the velocity ﬂuctuation level | u ′ / u | is the
same for each burner. In this case, the FDFs of the individual
burners have the same complex value [25] . Mathematically this
is formulated as follows:
| u ′ / u | () = C. (6)
In this expression,  is a vector containing the angular coor-
dinates of the reference points where the velocity ﬂuctuation
is speciﬁed allowing the calculation of the FDF. Each reference
point lies on the injector axis 20 mm below the injector outlet.
• In a standing mode, each injector operates with a different am-
plitude of oscillation depending on its relative position with re-
spect to the nodal line [37] . As a consequence, different am-
plitudes of velocity ﬂuctuations | u ′ / u | have to be considered to
represent the response of the ﬂame above each injector. This
leads to consider different FDF gains and phase lags values
for each injector. In the proposed methodology, for each level
of velocity ﬂuctuations | u ′ / u | j , the distribution of | u ′ / u | over
the injectors is determined from the pressure distribution com-
puted by the code by setting:
| u ′ / u | () = ψ() /ψ max | u ′ / u | j , (7)
where ψ ( )/ ψ max is the normalized azimuthal eigenmode
structure. The numerical implementation of this model in the
Fig. 1. (a) Photograph of the MICCA combustor with a close up view of a matrix injector and a waveguide outlet. (b) Schematic representation of the experimental setup.
(c) Top view of the MICCA chamber with microphone and photomultiplier measurement locations indicated.
Fig. 2. Images of the ﬂame region recorded above one matrix injector under stable
operation for the two conditions investigated.
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nHelmholtz solver framework is not trivial because the mode ψ 
is the solution of the eigenvalue analysis. The frequency of this
mode and consequently also the pressure distribution is highly
inﬂuenced by the amount of heat release rate ﬂuctuations con-
sidered in the model as shown in [38] (see the trajectory maps
in Fig. 9 ). This results in an iterative procedure where the so-
lution at the k th iteration is obtained using the ψ distribution
computed at the k th -1 iteration. This procedure is iterated un-
til the maximum error deﬁned by  = | ψ () k − ψ () k −1 | is
lower than a threshold value, typically 10 −3 . It should be no-
ticed that at each k th iteration, the nonlinear eigenvalue prob-
lem deﬁned by Eq. (4) is solved in order to compute the new
mode structure ψ [38] . 
A validation of the proposed numerical procedure is discussed
n Appendix A. The case investigated considers an annular cavity
ith a uniform distribution of heat release and a simpliﬁed model
or the nonlinear ﬂame response to pressure disturbances. Analyti-
al solutions were derived for both spinning and standing limit cy-
les together with conditions for their stability [16] . Confrontations
etween numerical simulations carried out in this work and ana-
ytical expressions perfectly match for both the rotating and stand-
ng modes validating the numerical procedure. 
. Experimental setup and numerical representation
We now brieﬂy describe the MICCA combustor shown in Fig. 1 a.
his system comprises an annular plenum connected by 16 in-
ectors to an annular chamber formed by two cylindrical concen-
ric quartz tubes of 200 mm length. Each injector consists of a
ylinder of d br = 33 mm diameter and l br = 14 mm length exhaust-
ng gases through a l inj = 6 mm thick perforated plate featuring 89
oles of d p = 2 mm diameter located on a 3 mm square mesh. The
ystem fed by a propane/air mixture allows the stabilization of a
et of laminar conical ﬂames above the 16 injectors as shown in
ig. 2 for one injector. Two operating conditions are investigated.
igure 2 a shows ﬂames stabilized above a single matrix injector for
 stoichiometric mixture φ= 1, while ﬂames obtained for a slightly
icher mixture at φ= 1.11 shown in Fig. 2 b have a higher longi-
udinal extension. These images were taken for stable operationn a single matrix injector setup. When the MICCA combustor is
perated at condition A, a thermo-acoustic instability coupled to
 spinning mode with stable limit cycle is observed [25] . When
he MICCA is operated at condition B, a stable limit cycle cou-
led to a standing mode is found [37] . Slanted [39] self-sustained
ombustion oscillations coupled to azimuthal modes were also
dentiﬁed in this setup when the ﬂow operating conditions were
odiﬁed. 
The heat release rate is distributed in the simulations over a
mall volume located at the exit of each burner. It consists of a
ylindrical volume of height l f and diameter d f . A previous study
n the same combustor indicates that the dynamics of perturba-
ions is inﬂuenced by the extension of the ﬂame domain [38] . For
onical ﬂames, the ﬂame volume dimensions are deduced by pro-
essing the images of the ﬂame region under steady conditions
hown in Fig. 2 as described in [38] . The numerical representation
f the system is shown schematically in Fig. 3 a. The plenum con-
ists of an annular cavity linked to the combustion chamber vol-
me by sixteen injection units as in the real conﬁguration. A model
s used to represent the matrix injectors shown in Fig. 3 b. The
ody of each burner has the same dimensions as the real system.
he perforated plate is replaced by a cylindrical volume having
he same l inj = 6 mm thickness as the perforated plate and a base
rea with a diameter of d inj = 18.9 mm corresponding to the total
ow passage area of the injector. The total height of the burner is
 br + l in j = 20 mm. The combustion chamber is modeled as an an-
ular duct open to the atmosphere with an augmented length of
1 mm to account for an end correction resulting in a total length
f l cc = 241 mm. The value of this correction was determined exper-
mentally by submitting the MICCA chamber to harmonic acous-
ic excitations near the unstable resonant mode and by scanning a
icrophone along a longitudinal axis above the combustion cham-
er annulus [38] . All other boundaries are treated as rigid adiabatic
alls. The combustor operates at atmospheric conditions. The tem-
erature of the plenum is set equal to 300 K. 
Following previous studies [29,32] , the damping rate is deduced
rom a resonance response of the system by imposing an exter-
al perturbation with a loudspeaker and measuring the resonance
harpness. These measurements were carried out under cold ﬂow
onditions avoiding any corrections to account for absorption or
eneration of acoustic energy by the ﬂame [29] . This, however, in-
roduces some uncertainty since the value of the damping rate un-
er hot conditions may differ from that estimated at room temper-
ture. Figure 4 shows two acoustic response curves measured in
he plenum ( Fig. 4 a) and in the combustion chamber ( Fig. 4 b) pro-
iding the resonance frequency bandwidth f at half-power. The
amping rate δ appearing in Eq. (2) is deduced from the frequency
andwidth 2 δ =  f ( s −1 ). 
The azimuthal thermo-acoustic instabilities coupled by spinning
nd standing modes are discussed in what follows. Numerical sim-
lations are compared with experiments and the stability of the
umerical predictions is evaluated. 
Fig. 3. (a) Top view schematic representation of the model. (b) Longitudinal A–A cut showing geometrical details of the matrix injector model and of the ﬂame domain. (c)
Three dimensional model of the MICCA chamber with the details of the unstructured mesh comprising approx. 130,0 0 0 tetrahedral elements.
Fig. 4. Acoustic response of the MICCA combustor from 300 Hz to 500 Hz mea- 
sured by microphones located in the (a) plenum and (b) combustion chamber. The
frequency bandwidth f determined at half maximum provides the damping rate
in both volumes.
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Interpolated Flame Describing Function (FDF) obtained for operating point
A: φ= 1.00 and u b = 0.49 m s −1 . Experimental data points are displayed as white dots. 
(a) Gain. (b) Phase ϕ.
 
a  
e  
t  
p  
t  
s  
b  
m  
i  
d  
a  
t  
p
 
t  
e  
e  
d  
f  4. Analysis of operating point A
For operating condition A corresponding to a stoichiometric
propane/air mixture φ= 1 with a bulk ﬂow velocity measured in
the cylindrical body of each injector equal to u b = 0.49 m s −1 , the
system sustains a well-established spinning limit cycle coupled to
the ﬁrst azimuthal mode at a frequency of 487 Hz [25] . 
In the numerical model, effects of steady combustion are taken
into account through a temperature distribution in the gas stream.
The temperature was measured, along a longitudinal axis passing
in the center of one burner location, with a movable thermocouple
and varies from 1470 K near the ﬂame zone to 1130 K at the end
of the combustion chamber. The ﬂame domain consists of a cylin-
drical volume of height l f = 4 mm and diameter d f = 36 mm ( Fig. 3 b).
These dimensions are deduced by processing the image shown in
Fig. 2 a as in [38] . This gives a ﬂame volume V f = 4.18 cm 3 which,
for a global thermal power per burner of ˙ Q = 1.44 kW, yields a heat
release rate per unit volume equal to ˙ q = 3 . 2 × 10 8 W m −3 . For each burner, the interaction between combustion and
coustics is expressed by making use of a global FDF determined
xperimentally in a single burner setup comprising the same injec-
or and equipped with a driver unit, a hot wire and a photomulti-
lier to measure velocity and heat release rate ﬂuctuations respec-
ively [28,40] . The reference point for the velocity ﬂuctuation mea-
urements is located in the injection unit 20 mm below combustor
ackplane. Figure 5 shows the FDF used in this analysis. Measure-
ents of the gain and phase lag were carried out for ﬁve veloc-
ty ﬂuctuation levels ranging from | u ′ / u | = 0.1 to | u ′ / u | = 0.5 (white
isks in Fig. 5 ). One diﬃculty is to gather FDF data at large forcing
mplitudes. Due to limitations of the equipment used to modulate
he ﬂame, it was not possible to cover the full frequency and am-
litude ranges. 
A well-resolved FDF is used in the simulations by interpola-
ion between the experimental points and extrapolation where
xperimental samples are missing. At very high amplitude lev-
ls that are reached in the MICCA experiment, the ﬂames are
isrupted and it is reasonable to represent this behavior by a
ast drop in their response to external perturbation. Data are ex-
Fig. 6. Dynamical trajectories in the frequency ( f ) – growth rate ( α) plane colored
by the velocity ﬂuctuation level | u ′ / u | for two damping rates δ = 0 (rectangular 
marks) and δ= 12.5 s −1 (circular marks). (For interpretation of the references to color 
in this ﬁgure legend, the reader is referred to the web version of this article).
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Fig. 7. (a) Pressure mode magnitude | ˆ p| with pressure contour lines plotted on 
a cylindrical surface equidistantly located from the lateral walls. (b) Top: pres- 
sure structure ˆ p = | ˆ p| cos [arg( ˆ p) ] distribution along the azimuthal direction in the 
plenum (circular marks) and in the combustion chamber (rectangular marks). Bot- 
tom: pressure phase evolution in the azimuthal direction in the plenum (circular
marks) and in the combustion chamber (rectangular marks).
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g  rapolated at these levels with the best ﬁt curve of a smooth
ourth order polynomial function using data gathered at lower
evels. This is carried out for each forcing frequency. There is a
ertain amount of uncertainty introduced by this process, but it
s based on measured data points while most of the theoretical
nvestigations are based on simpliﬁed representations. The non-
inear n − τ models [41–43] , simpliﬁed third order polynomials
f heat release as a function of pressure [16] or time invariant
onlinear representations of heat release rate as a function of pres-
ure [24] do not feature all the complexity of the nonlinear ﬂame
esponse considered in the present study. Heat release rate ﬂuctu-
tions are assumed to be driven in the MICCA annular combustor
y the ﬂuctuating mass ﬂow rates due to axial velocity perturba-
ions through the corresponding injector [3,9] . This assumption is
easonable as the injectors are well separated in the conﬁguration
xplored and there is no visible mutual interaction [27] . The refer-
nce points for the velocity ﬂuctuations in the numerical domain
re taken on the axis of the burner at the same distance from the
ame domain as in the experiments. 
.1. Dynamics of an initially spinning mode 
In a ﬁrst stage, following the experimental observations the
tability analysis is carried for the ﬁrst azimuthal mode (1A)
f the MICCA chamber starting the simulations with a spinning
ode structure and the velocity distribution described by Eq. (6) .
igure 6 compares the system trajectories plotted in a frequency-
rowth rate plane for two different values of the damping rate
= 0 s −1 and δ= 12.5 s −1 in Eq. (2) . Each curve is colored with re-
pect to the velocity ﬂuctuation level that varies from | u ′ / u | = 0.10
o | u ′ / u | = 0.63 by steps of 0.01. Symbols are only plotted every
0 increments and at the trajectory endpoint to ease reading. The
ynamical trajectories of the system are controlled by three free
arameters, the frequency f , the growth rate α and the relative
elocity amplitude level | u ′ / u | . The 1A mode is found to be lin-
arly unstable. For small velocity perturbations, the system fea-
ures the highest growth rate of about 280 s −1 and a frequency
round 400 Hz. A reduction of the growth rate and a substan-
ial increase of the instability frequency is observed when | u ′ / u | is
ugmented. This is due to the reduction of the FDF gain when the
elocity ﬂuctuation level increases, as can be observed in Fig. 5 a.
f no damping is considered, the limit cycle condition is reached at
 velocity ﬂuctuation level that nulliﬁes the gain of the FDF. When
amping is considered the limit cycle is reached for an amplitude
evel | u ′ / u | = 0.61, which corresponds to a FDF gain G = 0.08 at a fre-
uency of f = 473 Hz. This frequency is close to that observed at
imit cycle in the experiments f = 487 Hz. It is worth noting that at
he velocity ﬂuctuation level that nulliﬁes the FDF gain, the sys-em shows a negative growth rate of α= −12.5 s −1 which equals
he damping rate that was determined experimentally. This checks
hat the dissipation rate is well represented in the numerical pro-
edure. 
The structure of the unstable mode is now investigated at the
imit cycle. Since the sixteen burners have the same FDF and are
ssumed to operate at the same amplitude level, the circumferen-
ial symmetry of the system deﬁned by the annular geometry is
onserved. The nonlinear stability analysis leads to degenerate so-
utions featuring two azimuthal modes sharing the same frequency
nd spatial structures shifted by π /2 as in the linear case [44] . It
s thus possible to add these two solutions at each amplitude level
nd obtain a spinning mode. 
The result is shown in Fig. 7 b (bottom) in the form of a pres-
ure phase evolution plotted along the azimuthal direction at a
id-height position in the plenum and in the combustion cham-
er backplane. The phase evolutions feature a shift of  0.14 rad
etween the plenum and the combustion chamber. This angular
hift is also observed in experiments and conﬁrmed theoretically
25,38] . The pressure magnitude | ˆ  p| shown in Fig. 7 a is obtained by
lotting pressure contour lines computed by the Helmholtz solver
n a cylindrical surface passing through the middle of the combus-
ion chamber, the plenum, the burners and the microphone waveg-
ides. The pressure iso-lines are deformed in the vicinity of the
urners due to the near ﬁeld acoustic interactions with the injec-
ors, heat release zone and waveguides. 
However, a spectral analysis of the pressure distribution p ′ =
p ′ (θ ) , not shown here, features small harmonic levels. At the
urners locations, the harmonic content remains within 6% of the
ignal amplitude and falls to 1% one centimeter away from the
hamber backplane as highlighted by the pressure iso-lines plot-
ed in Fig. 7 a. This is conﬁrmed observing the pressure distribu-
ion p ′ (θ ) = | ˆ  p| cos [arg( ˆ  p) ] along the azimuthal direction plotted
n Fig. 7 b (top). Deformations appear in the distribution taken at
he backplane of the combustion chamber, whereas the inﬂuence
anishes in the plenum. 
.2. Stability of the limit cycle 
The stability of the spinning equilibrium point is now inves-
igated following ideas developed in [24] : limit cycles coupled to
pinning modes are stable if the derivative of the FDF with respect
o the amplitude of the spinning mode oscillation ( | u ′ / u | sp ) is neg-
tive. For a constant damping rate, the derivative of the FDF around
he equilibrium point can be approximated by the derivative of the
rowth rate, indicating that the stability criterion can be reformu-
Fig. 8. (a) Four pressure signals recorded by microphones in the plenum (top) and in the combustion chamber (bottom) under spinning limit cycle conditions (dashed
lines) compared with numerical reconstructions (solid lines). (b) Spectral content of the pressure signals in the plenum (top) and in the combustion chamber (bottom). (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article).
Fig. 9. Time resolved heat release rate signals recorded by two photomultipliers
in the combustion chamber (dashed lines) compared with numerical reconstruc- 
tions (solid lines) for | u ′ / u | = 0.61 (rectangular marks) and for | u ′ / u | = 0.58 (circular 
marks). (For interpretation of the references to color in this ﬁgure legend, the reader
is referred to the web version of this article).
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c  lated as follows: 
∂α
∂| ˆ  p| 
∣∣
| u ′ / u | sp 
<0 (8)
The growth rate α plotted in Fig. 21 c as a function of the perturba-
tion level u ′ / | ¯u | features a negative derivative around the spinning
oscillation equilibrium point reached for u ′ / | ¯u | = 0.61. Eq. (8) is thus
satisﬁed and one can conclude that the predicted spinning mode is
stable as observed in the experiments. 
4.3. Comparisons with experiments 
Spinning pressure oscillations at the limit cycle corresponding
to | u ′ / u | = 0.61 are now compared to measurements. In the exper-
iments, these ﬂuctuations are recorded by microphones placed at
four positions equidistantly separated on the external perimeter of
the plenum and at four positions in the backplane of the combus-
tion chamber as shown in Fig. 1 c. Figure 8 (a) (top) displays mi-
crophone measurements in the plenum (dashed lines) compared
with the numerical reconstructions (continuous lines) at the same
locations. The phase shift between two microphones signals corre-
sponds to their relative position conﬁrming the spinning nature of
the mode. Well-established sinusoidal signals with a peak of about
260 Pa at a frequency of 487 Hz, as shown in Fig. 8 (b) (top), are
found in the experiments. The amplitude and the phase shift be-
tween microphones is well captured in the simulation. Increasinghe examination period, a small phase mismatch between exper-
ments and simulations appears due to the 15 Hz difference be-
ween the numerical and experimental frequencies. 
Figure 8 (bottom) shows experimental (dashed lines) and nu-
erical signals (solid lines) in the combustion chamber. The mi-
rophones mounted on waveguides at a distance of 170 mm away
rom the backplane of the combustion chamber measure a delayed
ignal with a time lag τm −b = 0.5 ms. Since this delay is not negligi-
le compared to the oscillation period of the instability (  2 ms),
t is taken into account in the data processing. It is ﬁrst worth not-
ng that the pressure ﬂuctuation level only reaches 60 Pa near the
hamber backplane and experimental signals are not purely sym-
etric relative to the ambient mean pressure, indicating the pres-
nce of harmonics as revealed in the spectral content of the pres-
ure signals shown in Fig. 8 (b) (bottom). One may however note
hat this harmonic content remains weak. The pressure peak at
74 Hz reaches 10 Pa. In the numerical calculation, signals are re-
onstructed by considering only the ﬁrst harmonic found at 473 Hz
n the simulations. Nevertheless, a good match is found in terms of
mplitude and phase for the four sensors indicating that the fun-
amental dominates and proving that the numerical procedure is
ble to predict the difference in amplitude levels between the two
avities of the system. Again, a small phase mismatch can be ob-
erved when the comparison is carried out over a longer duration.
Time resolved heat release rate signals are deduced in the ex-
eriments from two photomultipliers (H1 and H2) equipped with
n OH ∗ ﬁlter and placed at locations shown in Fig. 1 c. The heat re-
ease rate ﬂuctuation ˙ Q ′ can also be deduced from the simulation:
˙ Q ′ 
˙ Q 
= ˆ u
u 
F(ω r , | u ′ / u | ) exp (iω r t) , (9)
here ˆ u/ ¯u is the calculated velocity oscillation level at limit cy-
le, F is the FDF that needs to be evaluated at the same forcing
evel, ˙ Q is the mean heat release rate, ω r is the angular frequency
t limit cycle and t denotes the time. Figure 9 shows the recorded
eat release rate signals (dashed lines) and the numerical recon-
tructions (solid lines). The two photomultipliers records feature
early the same amplitudes and a phase shift of 1.63 rad being
lose to the theoretical value of π /2. However, the amplitude is
ot constant with time indicating the presence of harmonics. As
or the pressure signals, the simulated heat release rate signals
nly consider the oscillation at the fundamental frequency. The re-
onstructed numerical signals with | u ′ / u | = 0.61 correspond to the
Fig. 10. Long time exposure photographs of the ﬂames at a limit cycle coupled to a stable standing azimuthal mode. The velocity nodal line is shown as a dashed red
line. (a) V type mode structure with a nodal line observed between burners I –II and IX –X . (b) H type mode structure with with a nodal line between burners VIII –IX and 
XIV –XV [37] . (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article).
Table 1
Sensitivity of the limit cycle oscillation frequency f , the pressure amplitude recorded
by microphone MC1 in the chamber, the FDF gain and phase lag and the relative
level of heat release rate measured by photomultiplier H1 with respect to the ve- 
locity ﬂuctuation level | u ′ / ¯u | reached at limit cycle. 
| u ′ / u | f (Hz) MC1 (Pa) Gain ϕ ( × π ) | ˙ Q ′ / ˙ Q | 
0.61 473 57.2 0.08 −1.42 0.07
0.60 473 56.3 0.15 −1.42 0.14
0.58 471 54.4 0.22 −1.41 0.26
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Fig. 11. Interpolated Flame Describing Function (FDF) obtained for operating point
B: φ= 1.11 and u b = 0.66 m s −1 . Experimental data points are displayed as white dots. 
(a) Gain. (b) Phase ϕ.ontinuous lines with rectangular marks in Fig. 9 . They feature the
ame phase shift as that recorded by the photomultipliers. In terms
f amplitude, the two reconstructions share the same amplitude,
ut the value is about four times lower than the one recorded in
he experiments. 
The reason for this sizable difference is now investigated with
he help of Eq. (9) . Given the relatively low damping of the sys-
em ( δ = 12 . 5 s −1 ), the limit cycle is reached for a large veloc-
ty oscillation level | u ′ / u | = 0.61 higher than 0.5, in a range where
he FDF gain is slightly extrapolated and features a steep slope
s can be seen in Fig. 5 a. A small change of the velocity ﬂuctu-
tion level | u ′ / u | weakly alters the corresponding pressure oscil-
ation level in the plenum and the chamber because these quan-
ities scale linearly with | u ′ / u | as shown in Table 1 . This is not
he case for the corresponding heat release rate oscillation ˙ Q ′ / ˙ Q 
ue to the rapid drop of the FDF at large perturbation amplitudes.
ata in Table 1 indicate that a reduction of 5% of the level of ve-
ocity ﬂuctuation at the limit cycle results in a variation of 170%
f the FDF gain G and, correspondingly, in the resulting heat re-
ease rate oscillation amplitude. The phase of the FDF and the fre-
uency of the resonant mode remain as a ﬁrst approximation unaf-
ected by these changes. The amplitude differences between mea-
urements and numerical predictions reduce when the heat release
ate signals are reconstructed for an oscillation level | u ′ / u | = 0.58 as
hown by the continuous lines with circular marks in Fig. 9 . A per-
ect match in amplitude between the experimental and numerical
ignals is still not achieved, but differences are notably reduced.
hese tests conﬁrm the strong sensitivity of the predicted level of
eat release rate reached at limit cycle due to small uncertainties
n the velocity oscillation level in the injector. This feature reﬂects
hat small uncertainties on the data gathered for FDF at high forc-
ng levels may lead to large deviations of the predicted heat re-
ease rate ﬂuctuations due to the rapid drop of the FDF gain with
he forcing amplitude when the ﬂame is disrupted. 
. Analysis of operating point B
For an equivalence ratio φ= 1.11 and a bulk ﬂow velocity equal
o u b = 0.66 m s −1 , the system features a well-established self-
ustained combustion oscillation associated to standing mode at frequency of 498 Hz that was fully characterized in [37] . Two
tanding mode patterns have been observed in the system for
he same operating conditions depending on the run recorded.
igure 10 shows long time exposure photographs of these two
odes with the position of the nodal line indicated by the red
ashed line. The mode structure shown in Fig. 10 a features a nodal
ine between burners I –II and between burners IX –X . In this work,
his mode structure will be designated as “V type”. Figure 10 b
hows the mode structure with the nodal line between burners V –
I and burners XIV –XV that will be referred as “H type”. 
The FDF corresponding to this new operating condition is
hown in Fig. 11 . The same diﬃculties to get data for the FDF at
igh amplitudes, typically | u ′ / ¯u | > 0 . 5 , persist for this new operat-
ng condition. As for operating condition A, the heat release rate
s uniformly distributed over each burner by post-processing the
ame image shown in Fig. 2 b [38] recorded for operating regime
 in the single burner setup in a thermo-acoustically stable state.
his procedure results in a ﬂame volume V f = 6.11 cm 3 that is dis-
ributed over a cylinder of height l f = 6 mm, 2 mm longer than that
sed for operating regime A, and a diameter of d f = 36 mm which,
or a global thermal power per burner of ˙ Q = 2.08 kW, yields a heat
elease rate per unit volume equal to ˙ q= 3.31 W m −3 . The mean
emperature in the combustion chamber varies from 1521 K near
he ﬂame zone to 1200 K at the end of the combustion chamber.
he temperature of the plenum is set equal to 300 K. 
Fig. 12. (a) Pressure modulus | p ′ | of the f = 472 Hz degenerate modes computed un- 
der passive ﬂame conditions and plotted in a plane located at the burner inlet sec- 
tion. (b) Pressure distribution ψ used to initialize the computation of the standing
mode. Symbols indicate the angular position of the sixteen burners.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. Dynamical trajectories colored by the maximum velocity oscillation level
| u ′ / ¯u | in absence of damping δ= 0 s −1 . Square marks indicate results obtained for 
the H type standing mode structure. Circular marks indicate results obtained for 
the V type mode structure. (For interpretation of the references to color in this 
ﬁgure legend, the reader is referred to the web version of this article).
Fig. 14. Dynamical trajectories in the frequency ( f ) – growth rate ( α) plane col- 
ored by the velocity ﬂuctuation level | u ′ / u | without damping δ= 0 (circular marks) 
and with damping δ= 12.5 s −1 (square marks) distributed uniformly in the numer- 
ical domain. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article).
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t  5.1. Dynamics of an initially standing mode 
The numerical procedure described in Section 2 is used for the
analysis of the 1A standing mode dynamics when the system op-
erates at regime B. Without unsteady heat release, the circumfer-
ential symmetry of the system deﬁned by the annular geometry
is conserved and the eigenvalue analysis yields degenerate solu-
tions. Figure 12 a shows the pressure modulus | p ′ | of the degen-
erates modes, ψ (0) 
1 
and ψ (0) 
2 
, computed under passive ﬂame con-
ditions ( ˙ q′ = 0) and plotted over a plane located at the burner in-
let section. The two modes share the same frequency 472 Hz, but
their structures are shifted by π /2. The corresponding distribution
used to initialize the simulation is shown in Fig. 12 b where sym-
bols indicate the burners’ angular locations. When a distribution of
FDFs is introduced ( ˙ q′  = 0), the rotational symmetry of the system
is broken [16] and the eigenvalue analysis results no more in de-
generate azimuthal modes but yield two distinct waves character-
ized by different modal structures. The frequency and the growth
rate of these modes depend on the level of asymmetry considered
in the system. 
At the onset of instability, Fig. 11 (b) indicates that the velocity
ﬂuctuation level weakly inﬂuences the ﬂame response. The eigen-
value analysis of this weakly asymmetric system yields two waves
with different yet close frequencies and growth rates (see Ap-
pendix B). Increasing the velocity ﬂuctuation level, the differences
increase between the gain and phase values taken by the FDFs
from the different burners. This leads to stronger asymmetric con-
ﬁgurations in which the two modes resulting from the eigenvalue
analysis are characterized by an important shift in growth rate and
also frequency. The frequency shift depends on the amount of heat
release rate ﬂuctuation considered in the system [30] . In the vali-
dation calculations discussed in the Appendix B with a simpliﬁed
heat release response, the two waves manifest only a growth rate
shift, while they share the same frequency. Here the two solutions
feature both a frequency and growth rate shifts. As discussed in
Section 2 , for each velocity level | u ′ / u | j , the mode structure ψ k
computed at the k th iteration is used in Eq. (7) to modulate the
FDFs. However, in order to be consistent, only the mode structure
closer to the one chosen at the ﬁrst iteration (the ψ 0 
1 
or ψ 0 
2 
shown
in Fig. 12 ) is followed until the convergence criterion described in
Section 2 is satisﬁed. 
The dynamical trajectories of the system are ﬁrst tracked with-
out considering any damping by setting δ= 0 s −1 in Eq. (2) to ana-
lyze the inﬂuence of the chosen initial distribution. These trajecto-
ries are plotted in Fig. 13 in a frequency-growth rate plane and col-
ored with respect to the maximum amplitude level | u ′ / u | j , which
is varied from | u ′ / u | = 0.1 to | u ′ / u | = 0.9. The subscript j will be
omitted in what follows. Unless indicated otherwise, | u ′ / u | always
refers to the maximum velocity ﬂuctuation level considered in the
simulation for the standing mode analysis. In order to emphasizehe different levels, symbols are only plotted every 10 increments
nd at the trajectory endpoint. Rectangular marks in Fig. 13 in-
icate results obtained by considering the initial mode structure
 
(0) 
1 
shown in Fig. 12 a and designated as H type. Circular marks
n Fig. 13 indicate results obtained by considering the initial mode
tructure ψ (0) 
2 
in Fig. 12 a and designated as V type. Regardless of
he eigenmode used to initialize the simulations the frequencies
nd growth rates are the same. It is worth noting that, in contrast
o spinning mode calculations, a limit cycle condition cannot be
eached without accounting for a ﬁnite damping level regardless
f the velocity oscillation level considered in the system. At each
oint of the trajectory, ﬂames close to the nodal line always ex-
erience a small velocity ﬂuctuation | u ′ / u | . This small oscillation
eads to a ﬁnite heat release rate ﬂuctuation and this causes the
ode to become unstable. 
With the introduction of a damping term, a limit cycle is ob-
ained as shown in Fig. 14 where the dynamical trajectories with-
ut damping, δ= 0 s −1 (circular marks), and with a damping rate
f δ= 12.5 s −1 (rectangular marks) are compared. Each curve is
olored in this ﬁgure by the velocity ﬂuctuation level that varies
rom | u ′ / u | = 0.1 to | u ′ / u | = 0.9 with steps of 0.01. The limit cycle
ondition α= 0 is reached in the simulation for a ﬂuctuation level
 u ′ / u | = 0.86 at a frequency f = 478 Hz. This value is close to that
ecorded at the limit cycle in the experiments f = 498 Hz. As dis-
ussed in [16] , the amplitude of a standing limit cycle is greater
han the amplitude of a spinning limit cycle that would settle
or the same operating conditions and the same ﬂame response
odel. Even though the operating conditions differ, it is found here
hat the oscillation level | u ′ / u | = 0 . 86 of the limit cycle of operat-
Fig. 15. (a) Pressure modal distribution | ˆ p| / | ˆ p| max featuring a H type (a) or V type 
(b) mode structure calculated by the Helmholtz solver with pressure contour lines
plotted on a cylindrical surface passing through the middle of the combustion
chamber, the plenum, the burners and the microphone waveguides.
Fig. 16. Velocity distribution at the burners’ positions for the standing mode at
limit cycle with the V type (black dotted line) and H type (red dotted line) mode 
structure. Circular symbols indicate the burners’ positions oriented as shown in
Fig. 17 . (For interpretation of the references to color in this ﬁgure legend, the reader
is referred to the web version of this article).
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Fig. 17. Indication of the predicted angular position of the numerical pressure nodal
line (red dashed line) together with the angular region (highlighted in grey) in
which the experimental nodal line is recorded for both observed standing mode
structures (a) V type (b) H type. (For interpretation of the references to color in 
this ﬁgure legend, the reader is referred to the web version of this article).
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t  ng condition B associated to standing mode is larger than the one
 u ′ / u | = 0 . 61 found for the operating condition A featuring a limit
ycle with a spinning pattern. 
In agreement with experiments shown in Fig. 10 , two differ-
nt modal structures with a nodal line shifted by π /2 are pre-
icted at the limit cycle depending on the chosen initial condition.
igure 15 a shows the H type limit cycle pressure distribution cal-
ulated by the Helmholtz solver. This solution is obtained from the
odal pressure distribution ψ (0) 
1 
shown in Fig. 12 as initial condi-
ion. Figure 15 b shows the V type limit cycle pressure distribution
btained assuming the initial distribution ψ (0) 
2 
. The distribution of
he velocity ﬂuctuation level | u ′ / u | reached at limit cycle for both
odal structures is shown in Fig. 16 . It differs from a pure sinusoid
ue to the local deformations of the pressure ﬁeld near the injec-
or outlets as already discussed for operating condition A. These
eformations are taken into account in the ψ function used to ﬁx
he velocity oscillation level in the different burners. Symbols in
ig. 16 indicate the levels reached at the sixteen burner positions.
ne may note that for the largest velocity ﬂuctuations, ﬂow rever-
al conditions can be reached during part of the oscillation cycle
n the injectors located close to the pressure anti-nodal lines. 
It is next interesting to compare the location of the pressure
odal line. There is no precise experimental determination of its
ngular position. Examining the long time records shown in Fig. 10 ,
ne ﬁnds that in both conﬁgurations the nodal line is always lo-
ated between two burners in a region indicated in grey in Fig. 17 .
he same ﬁgure also shows the predicted nodal line plotted as a
ed dashed line for the two structures. For the standing limit cycleeaturing a V type structure, the nodal line is predicted between
wo burners in Fig. 17 a. A shift of π /2 is observed for the H type
tructure in Fig. 17 b. 
.2. Stability of the limit cycle 
The stability of the standing limit cycle is now investigated. Ac-
ording to Ghirardo et al. [24] , a standing limit cycle is stable if
hree necessary and suﬃcient conditions are satisﬁed. In essence,
he ﬁrst condition requires that at the limit cycle, the growth rate
ecreases when the velocity level is increased. The growth rate
rajectory obtained by varying the maximum amplitude of the ve-
ocity oscillation level | u ′ / u | plotted in Fig. 23 c (continuous curve
ith rectangular marks) indicates that the derivative of the growth
ate around the standing equilibrium point is negative. This test
onﬁrms that the ﬁrst stability condition is satisﬁed. The second
riterion deﬁnes a condition on the orientation of the nodal line.
hirardo et al. [24] have demonstrated that this condition is al-
ays fulﬁlled in conﬁgurations with a large number of burners. Al-
hough the MICCA combustor features a ﬁnite number of burners,
his second criterion may be regarded as satisﬁed considering that
eat release rate ﬂuctuations take place in a ﬂame domain, which
early covers the entire surface area of the combustion chamber.
he third condition discusses the stability of the standing wave
attern. Stable standing modes need to comply with the following
nequality: 
 2 n = 
∫ 2 π
0
 
[
F(ω r , | u ′ / u | i ψ(θ )) /Z(θ ) 
]
sin (2 nθ ) dθ > 0 . (10)
n this expression, n is the azimuthal mode order, which is here
qual to n = 1 and the mode ψ is chosen such that there is a pres-
ure anti-node at θ = π/ 4 . The H type mode has the closest struc-
ure fulﬁlling this condition and is used for the calculation. The
DF values F in Eq. (10) are calculated at the limit cycle oscillation
requency f = 480 Hz with the corresponding velocity distribution.
he quantity Z ( θ ) designates the impedance, i.e., the ratio of pres-
ure in the ﬂame zone to the velocity at the reference point. 
Results for  
[
F(| u ′ / u | i ψ(θ )) /Z(θ ) 
]
are plotted in red in Fig. 18 .
t consists of a piecewise function taking constant values over the
ngular extensions of the ﬂame zones and zero values in the angu-
ar extensions between two ﬂames. In the same graph the function
in (2 n θ ) is represented in black. The consequence is that the com-
onent in red in Fig. 18 changes sign with amplitude resulting in
 positive overall integral for N 2 n . The predicted standing limit cy-
le is thus found to be stable as observed in experiments. This is
ue to the fact that the FDF of the matrix burners investigated in
he present study features a phase lag which is sensitive to | u ′ / u |
Fig. 18. The piecewise function  
[
F(ω r , | u ′ / u | i ψ(θ )) /Z(θ ) 
]
for the combustor un- 
der analysis (red line) together with a sin (2 n θ ) (black line). (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web ver- 
sion of this article).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
p  
r  
p  
T  
n  
s  
p  
w
 
s  
M  
t  
m  
a  
g  
m  
m
 
p  
c  
c  
t  
a  
a  
b  
s  
[  
g
s  
o  
p  
c  
0  
b  
o  
t  
o  
T  
4  
F  
o  
g  
f  
ras shown in Fig. 11 b. The situation slightly differs from that inves-
tigated in Appendix A with a simpliﬁed ﬂame response character-
ized by a monotonically decreasing gain but a constant phase lag
independent of the input amplitude level. In this case, limit cycles
coupled to standing waves are found to be unstable. 
5.3. Comparisons with experiments 
Calculations for the standing limit cycle are now compared to
measurements. The frequency and amplitude of velocity ﬂuctua-
tions predicted at limit cycle at one reference point of the sys-
tem are used to reconstruct time resolved pressure ﬂuctuations
in the plenum and in the chamber and heat release rate ﬂuctua-
tions. The analysis is only carried out for results corresponding to
the V structure type. Figure 19 (a-top) displays pressure measure-
ments in the plenum (dashed lines) compared with the numerical
reconstructions (continuous lines) at the same locations in the nu-
merical domain. Microphones MP3 and MP7, located at θMP 3 = 78.8 °
and θMP 7 = 258.7 °, respectively, detect pressure oscillations close to
the nodal line and they consequently feature low ﬂuctuation lev-
els in the experiments. Microphones MP1 and MP5 located near
the anti-nodal line record a well-established sinusoidal signal with
a peak amplitude of 350 Pa at a frequency of 498 Hz as shown in
Fig. 19 (b-top). Given the standing nature of the recorded mode, theFig. 19. (a) Four pressure signals recorded by microphones in the plenum (a) and in th
econstructions (solid lines). (b) Spectral content of the pressure signals in the plenum (t
to color in this ﬁgure legend, the reader is referred to the web version of this article).hase shift between two microphone signals corresponds to their
elative position with respect to the nodal line. Records of micro-
hones located at opposite sides of the nodal line are shifted by π .
he amplitude and the phase shift between microphones located
ear the anti-nodal line, i.e., MP1 and MP5, is well captured by the
imulations. Calculations also retrieve the amplitudes of the micro-
hones located near the nodal line, i.e., MP3 and MP7, however,
ith a small phase mismatch. This is due to the shift of θ ∼ 3 °
between the angular position of the sensors and of the nodal line
hown in Fig. 17 a. In the numerical reconstruction, microphones
P3 and MP7 are located on the two sides of the nodal line and
heir signals are consequently in phase opposition. In the experi-
ents, these records are nearly in phase as shown by the green
nd blue dashed lines in Fig. 19 (a) (top). Increasing the interro-
ation period one ﬁnds a small phase mismatch between experi-
ents and simulations due to the 20 Hz difference between the
easured and predicted limit cycle oscillation frequencies. 
Figure 19 (a-bottom) shows the same type of comparison for
ressure signals in the combustion chamber. Again, numerical re-
onstructions and measurements are, respectively, identiﬁed by
ontinuous and dashed lines. In the experiments, the signals fea-
ure a some harmonic content and signiﬁcantly differ from one to
nother depending on the azimuthal position of the sensors. The
nalysis of the spectrum content of the signals shown in Fig. 19 (b-
ottom) reveals the second harmonic peak at 992 Hz. A previous
tudy on the same combustor featuring standing mode oscillations
37] has shown that this frequency is associated with the ﬁrst lon-
itudinal mode of the combustion chamber (1L). For the pressure
ignals located close to the nodal line, the amplitude of the sec-
nd harmonic peak is comparable to the amplitude of the 1A mode
utting in evidence a competition between the 0L-1A plenum os-
illation at 495 Hz and a longitudinal mode associated to the 1L-
A mode of the chamber. This yields the distorted signals recorded
y microphones MC3 and MC7 shown in Fig. 19 (a-bottom). The
ther microphones located closer to the pressure anti-nodes fea-
ure a second harmonic at 992 Hz with an amplitude of about
ne order of magnitude lower than that of the ﬁrst harmonic [37] .
his yields the roughly sinusoidal signals with a peak amplitude at
95 Hz of 60 Pa recorded by microphones MC1 and MC5 shown in
ig. 19 (a-bottom). In the FDF framework, the numerical signals can
nly be reconstructed for the ﬁrst harmonic oscillation. Overall, a
ood match is found in terms of both amplitude and phase for the
our sensors indicating that the numerical procedure is able to pre-e combustion chamber (b) at limit cycle (dashed lines) compared with numerical
op) and in the combustion chamber (bottom). (For interpretation of the references
Fig. 20. Time resolved heat release rate signals for the standing mode recorded by
H1 and H2 photomultipliers in the combustion chamber (dashed lines) compared
with numerical reconstructions (solid lines).
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lict the difference in amplitude levels between the two cavities of
he system. Again, a small phase mismatch is observed when the
omparison is carried out over a longer duration period. 
The numerical heat release rate signals (continuous lines) re-
onstructed with Eq. (9) are compared in Fig. 20 with the two OH ∗
ight intensity signals (dashed lines) recorded by the photomulti-
liers (see Fig. 1 (c)). The two photomultipliers signals feature dif-
erent amplitudes. The injector close to the nodal line features the
argest heat release rate oscillations reaching ˙ Q ′ / ˙ Q = 0 . 5 measured
y H1. A drop of about 50% of the peak amplitude is observed for
he injector close to the anti-nodal line (H2 signal in Fig. 20 ). It is
lso worth noting that the signal is in this case not a pure sinu-
oidal wave indicating the presence of harmonics. The two signals
easured by the photomultipliers are nearly in phase due to the
osition of the sensors with respect to the nodal line. The small
hase shift is due to the presence of harmonics. As for the pres-
ure signals, the simulated heat release rate signals only consider
he ﬁrst harmonic. The reconstructed numerical signals have the
ame phase shift as those recorded by the photomultipliers. This
ndicates that the phase of the FDF is well captured. The numerical
rocedure also retrieves the amplitude drop between the two sig-
als, however, the predicted amplitude peak and the one recorded
n the experiments differ. For the H1 signal, differences between
imulations and experiments are mainly due to the mismatch onig. 21. (a) Trajectories f − α − | u ′ / u | of solutions of Eq. (2) for operating regime A initia
nd a spinning mode structure (red continuous line with circular marks). Projection of th
esults for an initially spinning mode structure, square markers indicate results for a sta
egend, the reader is referred to the web version of this article).he position of the nodal line shown in Fig. 17 . As already dis-
ussed for operating condition A, the heat release rate oscillation
evel strongly depends on the predicted value of | u ′ / u | and on the
ain of the FDF in Eq. (9) . For high velocity ﬂuctuation levels, the
DF gain rapidly drops as shown in Fig. 11 a. As a consequence, the
umerical prediction of the H2 signal is quite sensitive to small
ncertainties on the velocity oscillation level at the limit cycle.
hese uncertainties lead to important variations of the FDF gain
 and consequently in the predicted heat release rate oscillation
t limit cycle. The origin of the differences observed at limit cy-
les between measurements and simulations is thus the same as
or the spinning mode calculations studied in the previous section.
. Mode type selection
Following the suggestion of a reviewer, an investigation of the
ossible scenarios leading to the spinning and standing limit cycles
nalyzed in the previous sections is now proposed. 
.1. Analysis for the operating point A 
The stability analysis is repeated for operating condition A,
ut instead of assuming an initially spinning mode as done in
ection 4.1 , simulations are initiated with a standing mode struc-
ure and the velocity distribution described by Eq. (7) . The corre-
ponding trajectory (black continuous line with rectangular marks)
lotted in a frequency-growth rate-velocity ﬂuctuation level space
s compared in Fig. 21 a with the spinning mode trajectory calcu-
ated in Section 4.1 (red continuous line with circular marks). At
he starting point, i.e. for | u ′ / u | = 0.1, the two trajectories perfectly
atch. This is due to the fact that in the linear regime, i.e. for
alues of | u ′ / u | ≤0.1, the FDF is simply a transfer function and its
ain and phase do not depend on the input amplitude level. This
lso means that in simulations started with a standing mode struc-
ure, each burner of the chamber operates with the same veloc-
ty ﬂuctuation. Projecting these trajectories on a frequency-growth
ate ( f − α) plane, as shown in Fig. 21 b, one may note that when
 u ′ / u | is progressively increased the two trajectories remain close
nd a limit cycle condition is reached for both spinning and stand-
ng modes for a frequency value of about 473 Hz. In this graph
ach line is colored with respect to the value assumed by | u ′ / u | .
ifferences in trajectories are, however, made visible in Fig. 21 cted with a standing mode structure (black continuous line with rectangular marks) 
e trajectories on f − α plane (b) and α − | u ′ / u | plane (c). Circle markers indicate 
nding mode structure. (For interpretation of the references to color in this ﬁgure
Fig. 22. The piecewise function  
[
F(ω r , | u ′ / u | i ψ(θ )) /Z(θ ) 
]
for the standing equi- 
librium point at | u ′ / u | st  0 . 86 and f = 473 Hz (red line) together with a sin (2 n θ ) 
(black line). (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
s  
s  
p  
l  
l
 
s  
s  
r  
i  
a  
i  
s  
e  
p  
a  
s  
t  
w  
e
6
 
r  
t  
t  
t  
a  
r  
f  
d  
A  
g  
W  
c  
j
g  
w  
t  
s  
m
 
s  
s  
e  
n  
b  
v  
t  
i  
d  
s  
f  
a
 
a  
m
7
 
w  
b  
d  which corresponds to a projection in the α − | u ′ / u | plane. The col-
ors now correspond to the frequency. 
At the equilibrium point one ﬁnds that the two solutions share
the same frequency, but differ in the level of velocity ﬂuctuations:
the standing mode limit cycle is obtained at higher values of | u ′ / u |
with respect to the spinning mode. One may then ﬁrst discuss the
stability of the two equilibrium points. The spinning limit cycle has
been already proved to be stable in Section 4.2 . To prove the stabil-
ity of the standing mode solution, the three criteria summarized in
Section 5.2 are applied to this new standing equilibrium point. This
analysis with the same experimental FDF shown in Fig. 5 has been
recently carried out by Ghirardo et al. [24] . According to this study,
a standing limit cycle assumed to occur for a value of | u ′ / u | st = 0.5
and for a frequency of f = 487 Hz has been shown to be unsta-
ble and this was accepted as the main reason why the spinning
mode prevails in this case. One may note, however, that the ampli-
tude level adopted in [24] differs from the value obtained from the
present numerical results where | u ′ / u | st  0 . 86 and the frequency
is slightly at variance with that deduced from the present calcula-
tions. The stability analysis of the limit cycle at | u ′ / u | st  0 . 86 and
f = 473 Hz is thus repeated here. The standing mode remains un-
stable as observed from Fig. 22 where the inequality of Eq. (10) is
graphically veriﬁed as described in Section 5.2 . 
In addition to the stability analysis of the equilibrium solutions,
a second possible mode type selection scenario may be consid-
ered by analyzing the two trajectories shown in Fig. 21 c. One may
observe that the growth rate of the standing mode trajectory is
always greater than the one of the spinning mode, with the ex-
ception of the range with | u ′ / u | → 0.1 where the spinning mode
trajectory has a greater growth rate. This region is highlighted in
the zoomed box in Fig. 21 c. Noting that the two dynamical tra-
jectories do not cross ( Fig. 21 a), one may conclude that the na-
ture of the limit cycle is determined in the region where the FDF
begins to depend on the input amplitude. According to this sce-
nario, the spinning mode of oscillation is selected in this case be-
cause its growth rate slightly exceeds that of the standing mode.
Once on that trajectory the velocity ﬂuctuation level remains uni-
formly the same for all injectors and this leads to a spinning mode
limit cycle. Increasing the value of | u ′ / u | on the spinning mode
path all the ﬂames respond to the same velocity ﬂuctuation level.
A jump to the standing mode solution might be possible in princi-
ple but this would require a strong perturbation that would change
the velocity distribution and provide the nonuniformity in ampli-
tude pertaining to the standing mode oscillation. The difference in
growth rates of the standing and spinning solutions is relatively
small and one cannot be totally sure that this explains why the
spinning mode is experimentally observed in this case. One canay at least that the range where the bifurcation takes place corre-
ponds to the region where the FDF map shown in Fig. 5 is inter-
olated between experimental data. The errors in that region are
ower than those made when the amplitude of oscillation becomes
arge near the limit cycle of the standing mode. 
One may conclude from this analysis that the selection between
pinning and standing modes may be explained by examining the
tability of the ﬁnal limit cycles in agreement with criteria de-
ived by Ghirardo et al. [24] . However, the mode type selection
s perhaps not only a matter of limit cycle stability. Simulations
lso reveal that the spinning mode features a growth rate exceed-
ng that of the standing mode in a narrow region where the FDF
tarts to change with the input amplitude level. While the differ-
nce is minute, an alternative scenario has been developed to ex-
lain the spinning mode selection. A jump between the spinning
nd standing limit cycles seems to be possible but would require a
uﬃciently strong perturbation modifying the azimuthal distribu-
ion in velocity ﬂuctuation. This mechanism would then be some-
hat similar to the mode switching process documented in Noiray
t al. [28] . 
.2. Analysis for operating point B 
As for the previous conﬁguration, the stability analysis is now
epeated for operating point B with an initial spinning mode struc-
ure and the velocity distribution in Eq. (6) . The predicted trajec-
ory (red continuous line with circular marks) is compared with
he trajectory calculated in Section 5.1 in the three-dimensional
f − α − | u ′ / u | space in Fig. 23 a. As already observed during the
nalysis of the trajectories of the system dynamics operating in
egime A, the two trajectories obtained in regime B perfectly match
or low velocity ﬂuctuation levels when | u ′ / u | = 0.1. The paths then
iverge leading to different limit cycles. In distinction with regime
 studied in Fig. 21 b, the two trajectories plotted in the frequency-
rowth rate plane in Fig. 23 b overlap only in the linear range.
hen | u ′ / u | > 0 . 1 , the two trajectories diverge leading to limit cy-
les with different frequencies and amplitudes. Analyzing the tra-
ectories in the α − | u ′ / u | plane in Fig. 23 c, one ﬁnds that the
rowth rate deduced from the standing mode distribution is al-
ays greater than the growth rate of the spinning mode distribu-
ion. According to this criterion, the standing mode prevails in this
ituation leading to a limit cycle with a standing pattern in agree-
ent with experiments. 
The stability of the two possible equilibrium points is now as-
essed. The standing equilibrium point was already proved to be
table in Section 5.2 . However according to Eq. (8) , the spinning
quilibrium point is also found to be stable. This state is however
ot observed in the experiment. As a conclusion, the observed sta-
le limit cycle state is in agreement with the stability criteria de-
eloped in Ghirardo et al. [24] , but these criteria are insuﬃcient for
his operating condition to fully determine which state is observed
n the experiment. This case indicates without ambiguity that the
ynamical trajectories need to be considered to fully determine the
tate of oscillation observed in the experiments. The main ﬁndings
or the stability and trajectory analyses of the two operating points
re summarized in Table 2 . 
It is concluded that a criterion combining the stability analysis
t the limit cycle with the trajectory analysis (line 7 in Table 2 )
ight best deﬁne the mode type at the limit cycle. 
. Conclusion
A procedure combining a Helmholtz solver and the FDF frame-
ork is proposed to analyze the dynamics of an annular com-
ustor. The FDF is determined experimentally, together with the
amping rate. This method is ﬁrst validated by making use of
Fig. 23. (a) Trajectories f − α − | u ′ / u | of solutions of Eq. (2) for operating regime B initiated with a standing mode structure (black continuous line with rectangular marks) 
and a spinning mode structure (red continuous line with circular marks). Projection of the trajectories on f − α plane (b) and α − | u ′ / u | plane (c). Circle markers indicate 
results for an initially spinning mode structure, square markers indicate results for a standing mode structure. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article).
Table 2
Synthesis of the stability and trajectory analyses.
Operating point A Operating point B
Stability of spinning mode based
on Eq. (8)
Stable when criterion is applied at | u ′ / u | = 0.61 and 
f = 473 Hz 
Stable when criterion is applied at | u ′ / u | = 0.59 and 
f = 466 Hz 
Stability of standing mode based
on Eq. (10)
Unstable when criterion is applied at | u ′ / u | = 0.86 and 
f = 473 Hz 
Stable when criterion is applied at | u ′ / u | = 0.86 and 
f = 478 Hz 
Prediction of stability analysis Spinning mode Spinning or standing mode
Trajectory analysis Spinning mode features a growth rate that is slightly
greater than that of the standing mode over a limited
range of amplitudes
Standing mode growth rate is larger than that of the
spinning mode for all oscillation amplitudes
Prediction of trajectory analysis Spinning mode at f = 473 Hz with peak pressure of 260 Pa 
in the plenum and 57 Pa in the chamber
Standing mode at f = 478 Hz with a peak pressure of 345 
Pa in the plenum and 48 Pa in the chamber
Criterion combining stability at
limit cycle and trajectory analysis
Spinning mode Standing mode
Experimental limit cycle oscillation Spinning mode at f = 487 Hz with a peak pressure of 
260 Pa in the plenum and 60 Pa in the chamber
Standing mode at f = 498 Hz with a peak pressure of 350 Pa 
in the plenum and 60 Pa in the chamber
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 n idealized annular combustor model characterized by a simpli-
ed nonlinear ﬂame response. Subsequently, the dynamics of spin-
ing and standing combustion instabilities observed in a laboratory
caled annular combustor are then investigated numerically. 
Spinning and standing initial solutions are considered ﬁrst
ithout effects of unsteady heat release. For the spinning mode
ynamics, effects of unsteady heat release is treated by assuming
hat the velocity oscillation level | u ′ / u | is the same in each burner
nd that the ﬂame response described by the FDF operates at this
evel in the 16 injectors. 
For the standing mode dynamics, all injectors operate at differ-
nt velocity oscillation levels | u ′ / u | (θ ) depending on their relative
osition θ with respect to the nodal line of the analyzed mode.
he distribution of | u ′ / u | over the injectors is deduced from the
ressure distribution computed by the code using an iterative pro-
edure. Calculations of the dynamical trajectories of spinning and
tanding modes are carried out for increasing velocity oscillation
evels until a limit cycle is reached when the calculated growth
ate equals the damping rate. 
This numerical procedure is used to tentatively determine the
odal structure at the limit cycle. Results indicate that the sys-
em trajectories and the stability of the limit cycle need both to be
onsidered to fully determine the ﬁnal state observed in the exper-
ments for the two operating conditions explored. The problem of
ode type selection however deserves further investigation, sincehe present results correspond to special cases with no proof of
enerality. 
Results at limit cycle for pressure, velocity and heat release rate
ignals are for the ﬁrst time compared to detailed experimental
ata. 
The main ﬁndings of this study are: 
• The predicted instability frequencies match those measured in
the experiments for the two different operating conditions in-
vestigated.
• The proposed numerical strategy allows to capture the correct
pressure signals recorded in the plenum and in the chamber
with a good match in terms of phase shift and amplitude for
both operating conditions featuring a stable spinning limit cycle
and a stable standing limit cycle.
• For the standing limit cycle, the pressure signals close to the
nodal line are less well reproduced than those at the anti-nodal
line, but the two possible positions of the nodal lines observed
in the experiments between two burners are well captured.
• The stability of the predicted spinning and standing limit cycles
has been proven numerically by making use of recent theoreti-
cal elements and match the states observed in the experiments.
• Heat release rate signals at spinning and standing limit cycles
are well reproduced in terms of phase shift and of heat re-
lease distribution between the different burners, but the pre-
dicted amplitudes differ from those measured. This is mainly
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 24. Computational domain used for the validation of the numerical procedure.
The ﬂame domain is highlighted in blue. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article).
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α  attributed to the fact that the limit cycle is reached for oscilla-
tion states where the gain of the FDF rapidly drops and nonlin-
early with the velocity ﬂuctuation level | u ′ / u | . This means that
even small uncertainties on | u ′ / u | lead to large variations of the
FDF gain and, consequently, to large uncertainties on the ampli-
tude of the predicted heat release rate ﬂuctuations. 
• Two scenarios are investigated to deduce the preferred modal
type that will settle at limit cycle. The ﬁrst scenario based
on a stability analysis of the predicted limit cycle oscillation
distinguishes the ﬁnal outcome in one case but fails to do
so in another case. A new scenario relying on a calculations
of frequency-growth rate trajectories of initially spinning and
standing modes appears to identify the solution type. In one
case the difference in growth rate is relatively small and may
not be completely meaningful. The combination of these two
scenarios might perhaps give the answer but this admittedly
needs to be conﬁrmed by further investigations.
This study shows that the numerical procedure developed
herein adequately reproduces the dynamics of combustion insta-
bilities coupled to azimuthal modes provided that the FDF can be
determined accurately at suﬃciently large perturbation levels. The
lack of such data is a source of uncertainty. 
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Appendix A. Validation of the numerical procedure 
Theoretical results from Noiray et al. [16] are used to validate
the proposed numerical procedure. The main elements of this an-
alytical model are reproduced here. The geometry considered is an
idealized annular combustion chamber of radius R where pressure
ﬂuctuations are assumed to be only function of time and azimuthal
coordinate θ . After proper normalization of the ﬂow variables, the
normalized pressure disturbances p obey to: 
∂ 2 p 
∂t 2 
+ ζ ∂ p 
∂t 
− ∂ 
2 p 
∂θ2 
= ∂Q
∂t 
, (11)
where Q represents the normalized volumetric heat release rate
disturbance and ζ accounts for damping. It is further assumed that
the pressure of any azimuthal mode of order n can be expressed
as: 
p(θ, t) = A (t ) sin (nt ) cos (nθ ) + B(t ) cos (nt ) sin (nθ ) , (12)
where A and B are slowly varying functions with time. For a non-
linear ﬂame response linked to the pressure by: 
Q =βp − κ p 3 , (13)
Noiray et al. [16] found that the dynamics of this system was deter-
mined by a set of two-nonlinear coupled differential equations: 
dA 
dt 
= (β − ζ ) A − κ
32 
(
9 A 2 + 3 B 2 
)
A , (14)
dB 
dt 
= (β − ζ ) B − κ
32 
(
9 B 2 + 3 A 2 
)
B. (15)
The spinning and standing limit cycles correspond to the ﬁxed
points of this system. Spinning modes are found for A = B =
2 
 
(β − ζ ) / 3 κ . Standing modes correspond to solutions with onemplitude of the two modes equal to zero. Depending on which
ode is nulliﬁed, one obtains two standing modes reaching the
ame oscillation level A = 4 / 3 
 
(β − ζ ) /κ and B = 0 or A = 0 and
 = 4 / 3 
 
(β − ζ ) /κ with nodal lines at π /2 to each other. 
Figure 24 shows the computational domain used for the
elmholtz solver simulations. It consists of an annular duct with a
ength of 0.2 m. The radial extension of the annulus is set to 1 mm
o avoid any low frequency radial components. Furthermore, a ve-
ocity node is assumed at each boundary to exclude the rising of
ongitudinal components. Under passive ﬂame conditions ( Q = 0 ),
he eigenmode analysis leads to degenerate solutions due to the
ircumferential symmetry of the system. In this case, the two ﬁrst
zimuthal modes ψ 1 and ψ 2 share the same frequency and are
hifted by π /2. These two modes are orthogonal and form a basis
sed to describe the pressure ﬁeld in the system. The heat release
ate is assumed to be distributed in a ﬂame sheet volume extend-
ng 4 mm in the longitudinal direction and covering the entire inlet
ection indicated in blue in Fig. 24 . The Helmholtz solver requires
he transposition of the nonlinear ﬂame model in the frequency
omain. Taking the Fourier transform of Eq. (13) yields: 
ˆ 
 
(
ω r , | ˆ  p| 
)
= ˆ  p( ω ) 
(
3 
4 
κ| ˆ  p| 2 − β
)
, (16)
here ˆ Q and ˆ p are the dimensionless Fourier transforms of heat
elease rate and pressure disturbances taken at the inlet. 
The weakly nonlinear stability analysis around the ﬁrst az-
muthal mode of the system (1A) is repeated for different pres-
ure amplitude levels starting from | ˆ  p| = 0 and incrementing this
alue until a limit cycle condition is reached. Considering that the
eat release rate is continuously distributed in the ﬂame domain,
nd designating the angular coordinate by θ , one gets the follow-
ng pressure distributions: 
• Spinning mode: | ˆ  p| ( θ ) =C, where C is a real positive constant,
• Standing mode: | ˆ  p| ( θ ) =| ˆ  p| j ψ ( θ ) .
For the spinning mode calculation, the same forcing level is im-
osed at each injector. The circumferential symmetry of the sys-
em deﬁned by the annular geometry is thus conserved. Conse-
uently, regardless of the pressure ﬂuctuation level | ˆ  p| considered
n the model, the weakly nonlinear stability analysis always yield
egenerate solutions. This indicates that the two degenerate modes
 1 and ψ 2 have the same amplitude, a result in line with [16] .
igure 25 a shows results for the growth rate α as a function of
he pressure ﬂuctuation level | ˆ  p| , which is varied from 0 to 1.
or | ˆ  p| → 0 the FDF corresponds to a linear ﬂame transfer function
FTF). The value of the growth rate α = 1 / 2(β − ζ ) derived from
he linear stability analysis from [16] is retrieved by the simula-
ion when | ˆ  p| → 0 . Increasing the pressure ﬂuctuation amplitude,
he growth rate α drops until a limit cycle condition is reached
= 0 for a pressure amplitude | ˆ  p| = 2  (β − ζ ) / (3 κ) , which is
Fig. 25. (a) Spinning mode calculations. Growth rate α of the two degenerate
modes ψ 1 and ψ 2 as a function of the pressure oscillation level | ˆ p| . The limit 
cycle (black rectangular symbol) is reached for | ˆ p| = A¯ = B¯ = 2  (β − ζ ) / 3 κ . (b) 
Standing mode calculations. Growth rate α of mode ψ 1 plotted as a function of the
maximum pressure oscillation level | ˆ p| . The limit cycle (black rectangular symbol) 
is reached for | ˆ p| = A = 4 / 3 √(β − ζ ) /κ . Due to symmetry, results corresponding 
to the distribution ψ 2 are the same. β= 0.15, ζ= 0.05 and κ= 0.2 for both spinning 
and standing calculations.
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Fig. 26. Numerical evaluation of the Jacobian matrix coeﬃcients for the standing
mode. Calculations make use of results for the growth rate α of the mode ψ 1 (black
continuous line), for the growth rate αψ 2 of the ψ 2 mode when the pressure ﬂuc- 
tuation level | ˆ p| is distributed following the ψ 1 distribution (red continuous line) 
and ˙ A (black dashed line) as a function of | ˆ p| max . β= 0.15, ζ= 0.05 and κ= 0.2. (For 
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article).
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Rlso equal to that found analytically [16] . If the pressure ﬂuctu-
tion level is increased further, damping of acoustic energy be-
omes greater than the energy gained and the oscillation ampli-
ude ceases to grow. For | ˆ  p| = 1 the FDF saturates at 3 / 4 κ − β, the
rowth rate is negative (damping rate) and is equal to α = −ζ / 2 . 
For the standing mode calculation, the value of the FDF gain
epends on the angular position and is ﬁxed by the distribution
 ˆ  p| ( θ ) . As a consequence, modes ψ 1 and ψ 2 are not degenerate.
n the calculation, for each pressure level | ˆ  p| j , the eigenmode ψ 1
s used to distribute | ˆ  p| over θ ( B= 0 and A  = 0). Due to symmetry,
esults with the distribution ψ 2 are the same. Figure 25 b shows
esults of the simulation for the growth rate α as a function of the
aximum pressure oscillation level | ˆ  p| max , which is varied from
 to 1. Analytical results for the growth rate α = 1 / 2(β − ζ ) at
anishing perturbation amplitudes are again captured by the sim-
lation when | ˆ  p| max → 0. The growth rate then decays until a limit
ycle is reached α= 0 when the maximum pressure oscillation level
eaches | ˆ  p| max = 4 / 3 
 
(β − ζ ) /κ, a value again in agreement with
nalytical predictions [16] . 
The stability of the predicted limit cycles is now investigated.
y inspection, one observes that the stability condition of Eq. (8) is
atisﬁed for the growth rate behavior shown in Fig. 25 a, indicat-
ng that the simulated spinning limit cycle is found to be stable in
greement with analytical results [16] . The stability of the standing
ode is analyzed by determining the Jacobian matrix. Since B= 0
hen A  = 0 and vice versa, the only non-zero components of the
acobian matrix are the coeﬃcients: 
 11 = λ1 = ∂ 
˙ A 
∂A 
∣
A= A , B=0 and J 22 =λ2 = 
∂ ˙ B 
∂B 
∣
A= A , B=0 . (17)
n these expressions, the dot operator indicates the time deriva-
ive. The evaluation of the Jacobian coeﬃcient J 11 starts from the
alculation of the time derivative of the mode amplitude A . This
an easily be done by recalling the deﬁnition of the growth rate
˙ 
 = αA . This product is calculated for each amplitude using nu-
erical values of the growth rate α and amplitude A determined
y the code. Computations of ˙ A (black dashed line) are plotted inig. 26 together with the growth rate α (black continuous line) as
 function of the maximum pressure ﬂuctuation level | ˆ  p| max .
Following its deﬁnition, J 11 corresponds to the slope of the black
ashed curve taken at the equilibrium point | ˆ  p| max = A . The com-
uted value λ1 = ζ − β coincides with the one predicted analyti-
ally [16] . For A → 0, it is also worth noting that the slope of the
lack dashed curve is equal to the growth rate α = (β − ζ ) / 2 pre-
icted by a linear stability analysis. The red continuous curve in
ig. 26 corresponds to the growth rate αψ 2 trajectory of the ψ 2 
ode when the pressure ﬂuctuation level | ˆ  p| is distributed fol-
owing the ψ 1 distribution. When | ˆ  p| max → 0, the black and red
rajectories converge to the same value αψ 2 = α = (β − ζ ) / 2 and
he two modes are again found to be degenerate. Increasing the
scillation level | ˆ  p| max , the black and red continuous trajectories
iverge. For each point of the red trajectory B= 0, indicating that
his mode has no inﬂuence on the standing equilibrium point of
his system [16] . For a given oscillation level | ˆ  p| max , the growth
ate αψ 2 value on the red curve corresponds to the Jacobian co-
ﬃcient J 22 . At the equilibrium point J 22 is found to be equal to
2 = ( β − ζ ) / 3 in agreement with the analytical value [16] . The
igenvalues λ1 and λ2 of the computed Jacobian matrix have op-
osite signs indicating that the standing mode is a saddle point
nd corresponds thus to an unstable limit cycle in agreement with
heoretical predictions. 
These simulations show that the proposed numerical proce-
ure suitably retrieves the amplitude and the stability properties
f both standing and spinning limit cycle in an idealized conﬁgu-
ation where analytical results are available. 
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