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Abstract
In this paper we present and analyze new methods to integrate multidimensional parabolic problems with
nonlinear reaction terms. We consider a 3rst standard spatial semidiscretization stage obtaining a family of
Sti4 nonlinear Initial Value Problems. The totally discrete schemes are obtained by numerical integration in
time of such problems, using new Additive Runge–Kutta schemes. We show that the resulting algorithms,
which are only linearly implicit, reach unconditional convergence, if the Additive methods used have suitable
properties of linear absolute stability. Besides, they have a computational cost per time step with the same
order as the explicit methods. Finally, three numerical experiences are shown in order to illustrate the behavior
of our methods.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
There are many real situations which can be modeled by nonlinear parabolic equations, and we
found them in the study of di4usion phenomena with state dependent di4usivity, the study of poly-
mers, in models of ?uids in porous media, models for cartilages, : : : It is well known that obtaining
reasonable approaches for these problems requires a large computational e4ort if standard numerical
methods are used (see [12,14,20]). This drawback, which is present even in the linear case, if sev-
eral directions in space are considered in the mathematical model, has motivated the development of
 This research is partially supported by the projects: BFM 2000-0803 of Ministerio de Ciencia y TecnologEFa and a
Project of Gobierno de Navarra.
∗ Corresponding author.
E-mail addresses: blanca.bujanda@unavarra.es (B. Bujanda), jcjorge@unavarra.es (J.C. Jorge).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.11.008
160 B. Bujanda, J.C. Jorge / Journal of Computational and Applied Mathematics 164–165 (2004) 159–174
other types of methods such as the alternating direction implicit (ADI) methods (see [17]) among
others. This idea has been widely developed from the 3fties, when the canonical parabolic problems
were initially considered, to the present time (see [15,16]) when deeper analysis techniques have
permitted not only the extension of the uniform convergence analysis to more complicated problems
but also the design of new methods of higher orders of accuracy.
More recently, there have been some advances in the numerical integration of nonlinear parabolic
problems with numerical methods which are computationally less expensive. In [6], Calvo et al. pro-
pose the use of classical additive methods for the integration in time of nonlinear convection–di4usion
problems. Using this technique the resulting numerical algorithms, which are only linearly implicit,
have essentially the same computational cost of classical implicit methods for linear parabolic prob-
lems of this type.
The algorithms that we propose in this paper combine the advantages, in terms of computational
cost reduction, which the use of ADI methods provide, and the linearization e4ect which is typical
of the Additive Runge–Kutta (RK) methods developed in [10,11].
This paper is structured in six sections. In the following section we describe the parabolic problem
and we compare the resulting schemes of applying the initial idea of Cooper and Sayfy and the new
Additive RK schemes, that we introduce in this paper. In Section 3, we give some notations that
we use in the remainder of this paper and we also show the stability of the totally discrete scheme.
In Section 4, we focus our attention on the study of the consistency and we get the necessary
and su%cient conditions for a method of this type reaching order p for p = 1; : : : ; 4 and also the
unconditional convergence result for the totally discrete scheme. In Section 5, we show a simple
example of obtaining a new second-order method of this type. Finally in Section 6, we show some
numerical tests where we use the numerical method designed in Section 5, in combination with
some Finite Di4erence methods to discretize the spatial variables, in the numerical integration of
three two-dimensional evolutionary convection–di4usion reaction problems with nonlinear reaction
terms.
2. The method
Let u(x; t) be the solution of the following nonlinear parabolic problem:
@u
@t
(x; t)− d(x; t)xu+ 〈˜v(x; t); ∇˜xu〉+ r(x; t; u) = f(x; t); in  × [t0; T ];
u(x; t0) = u0(x); in ;
Bu(x; t) = g@(x; t); in @ × [t0; T ]; (1)
where x = (x1; : : : ; xn) are the spatial variables which run over a multidimensional domain  ⊂
Rn, d(x; t)x ≡
∑n
i=1 di(x; t)@
2=@x2i is the di4usion term which satis3es di(x; t)¿ Nd¿ 0 for all
i=1; : : : ; n, 〈˜v(x; t)∇˜x〉 ≡
∑n
i=1 vi(x; t)@=@xi is the convective term, r(x; t; u) is the nonlinear reaction
term, f(x; t) is the source term, u0(x) is the initial condition, B denotes the type of the boundary
condition considered (usually Dirichlet, Newman or mixed) and g@(x; t) is the boundary data. We will
also assume enough smoothness and compatibility conditions on the data (di(x; t), vi(x; t), r(x; t; u),
f(x; t), u0(x) and g@(x; t)) in such way that the solution u(x; t) of (1) is su%ciently regular.
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To obtain a numerical solution of problem (1) it is usual to consider a 3rst discretization stage
and afterwards a second process of numerical integration in time. It is well known that, in this
framework (see [13,18]), the original problem is reduced to a family of nonlinear Sti4 Initial Value
Problems of the type:
dUh(t)
dt
=
n∑
i=1
[Aih(t)Uh(t) + fih(t)]− rh(t; Uh(t)); in Vh × [t0; T ];
Uh(t0) = U0h; in Vh; (2)
where usually h denotes the size of the mesh (h) used to discretize the spatial domain . Aih(t) are
discretizations of the linear one-dimensional elliptic di4erential operators di(x; t)@2=@x2i −vi(x; t)@=@xi
and rh(t; Uh(t)) is a discretization of the reaction term r(x; t; u), which we will assume to be su%-
ciently regular. We will consider a decomposition of the discretized source term fh(t) in n terms
in the form
∑n
i=1 fih(t). In (2) Uh(t) will be semidiscrete approximations of u(x; t) (t-continuous)
de3ned in a 3nite dimensional space Vh for all t ∈ [t0; T ].
Throughout, we will denote by C any constant independent of the size of the spatial discretization
parameter h and also of the time step . We suppose that the spatial semidiscretization process is
uniformly convergent of order q, i.e.,
‖hu(x; t)− Uh(t)‖h6Chq ∀t ∈ [t0; T ]: (3)
Here, the operator h denotes the restriction to the mesh nodes and the semidiscrete solutions Uh(t)
are approximations to u(x; t) in the mesh nodes of h if Finite Di4erences are used. If we use
standard Finite Elements Uh(t) are, for each value of t, piecewise polynomial functions and h are
suitable projections in the space Vh of this kind of functions (see [13,18]). The norms ‖ · ‖h must
be chosen compatible with a suitable norm ‖ · ‖ in the space of functions de3ned in , where
problem (1) is well posed in the following sense (see [19]): ‖hu(x; t)‖h → ‖u(x; t)‖ as h → 0
for su%ciently smooth functions u(x; t). In the case of Finite Element methods to semidiscretize in
space it is common to consider ‖ · ‖h ≡ ‖ · ‖ ∀h.
To obtain the numerical solution of problem (1), we must realize a time integration of problem
(2). It is well known that classical numerical integrators provide expensive algorithms when problems
of type (2) are faced. For example, if we use an explicit RK method, we obtain a scheme which is
convergent only if we impose strong limitations on the time step  with respect to the size of the
mesh used in the spatial discretization. On the other hand if we use a classical implicit method, we
can obtain an unconditional convergent scheme, but in this case the computational cost is very large
because in every stage we must solve one or several nonlinear systems of high dimensions; this
drawback is specially hard in the case of considering discretizations of multidimensional parabolic
problems.
In [10,11], Cooper and Sayfy propose the use of Additive RK methods to avoid these problems
in some nonlinear Sti4 systems. Concretely, they show the advantages of the application of these
methods to sti4 initial value problems expressed in the form{
Y ′(t) = J (t)Y (t) + g(t; Y (t)) with g(t; Y ) = o(‖Y‖);
Y (t0) = Y0:
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When an Additive RK method is applied to these problems, the following linearly implicit scheme
is obtained:
Y 0 = Y (t0);
Y m+1 = Ym + 
s∑
i=1
b1i J (tm; i)Y
m; i + 
s∑
i=1
b2i g(tm; i; Y
m; i);
with
Ym; i = Ym + 
i∑
j=1
a1ijJ (tm; j)Y
m;j + 
i−1∑
j=1
a2ijg(tm; j; Y
m;j) ∀i = 1; : : : ; s
with tm; i = (m + ci) being usually ci ∈ [0; 1]. In such schemes, two overlapped RK methods are
involved. The 3rst of them
c A1
(b1)T
with c =


c1
c2
...
cs

 ; A
1 =


a111 0 : : : 0
a121 a
1
22
. . . 0
...
...
. . .
...
a1s1 a
1
s2 : : : a
1
ss


and b1 =


b11
b12
...
b1s


is semiexplicit and A-stable and de3nes the contribution of the linear term J (t)Y (t) in the numerical
solution and the second one
c A2
(b2)T
with A2 =


0 0 : : : 0 0
a221 0 : : : 0 0
...
...
. . .
...
...
a2s1 a
2
s2 : : : a
2
s; s−1 0

 and b
2 =


b21
b22
...
b2s


is explicit and de3nes the contribution of the nonlinear perturbation g(t; Y (t)). By using the idea
introduced by Cooper and Sayfy, we could apply an Additive RK method to problem (2) obtaining
the scheme
U 0h = Uh0;
Um+1h = U
m
h + 
s∑
i=1
b1i &h(tm; i; U
m; i
h ) + 
s∑
i=1
b2i gh(tm; i; U
m; i
h );
with
Um;ih = U
m
h + 
i∑
j=1
a1ij&h(tm; j; U
m;j
h ) + 
i−1∑
j=1
a2ijgh(tm; j; U
m;j
h ) ∀i = 1; : : : ; s; (4)
where the stages Um;ih can be considered as numerical approximations to the exact solution u(t) in the
intermediate times tm; i and Umh are numerical approximations to the solution at the time tm=m. In this
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case, the linear (and nonhomogeneous) term is &h(t; Uh(t))=
∑n
i=1 [Aih(t)Uh(t)+fih(t)]−Kh(t)Uh(t)
where typically
Kh(tm; i) =
drh(t; Uh(t))
dt
∣∣∣∣( t=tm
Uh(t)=Umh
)
and the nonlinear perturbation is gh(t; Uh(t)) = rh(t; Uh(t)) − Kh(t)Uh(t). In (4) each stage Um;ih is
computed by resolving only a linear system of the form
(Ih − a1ii(Aih(tm; i)− Kih(tm; i)))Um;ih = Fm;ih ;
where Fm;ih is explicitly computed from the data and the results of the previous stages. These linearly
implicit methods are quite less expensive than the classical nonlinear implicit methods. Nevertheless,
when (2) comes from the semidiscretization of a problem in several space variables, the computa-
tional cost per time step of the linearly implicit method (4) is still rather larger than the cost of
using an explicit method. For example, if we consider Central Di4erences on a rectangular mesh to
discretize in space, we must solve a linear system with a block tridiagonal matrix to calculate each
stage Um;ih . Then, if direct methods were used to solve it, we would have to face a 3ll-in problem in
the matrix of the system or, if we chose classical iterative methods instead, then the number of the
iterations would increase substantially when the size of the parameter h used to discretize to spatial
mesh is small.
In order to reduce the computational cost when problem (2) comes from a spatial semidiscretization
of a multidimensional evolution problem and preserve similar stability properties of scheme (4), we
propose the use of a RK method of the type Alternating Directions to de3ne the contribution of the
linear part, instead of using a semiimplicit RK method; in this way we obtain the following totally
discrete scheme:
U 0h = Uh0;
Um+1h = U
m
h + 
s∑
i=1
bkii (Lkih(tm; i)U
m;i
h + fkih(tm; i)) + 
s∑
i=1
bn+1i gh(tm; i; U
m; i
h )
with (k1; k2; : : : ; ks)∈{1; 2; : : : ; n}s and
Um;ih = U
m
h + 
i∑
j=1
akjij (Lkjh(tm; j)U
m;j
h + fkjh(tm; j)) + 
i−1∑
j=1
an+1ij gh(tm; j; U
m;j
h ) ∀i = 1; : : : ; s; (5)
where Lih(t) ≡ Aih(t)−Kih(t) and
∑n
i=1 Kih(t)=Kh(t). In this scheme, to obtain the numerical solution
Um+1h , some intermediate approximations between U
m
h and U
m+1
h , that we have called stages, denoted
by Um;ih are also considered. Each one of these stages is computed by resolving a “simpler” linear
system of the form
(Ih − akiii Lkih(tm; i))Um;ih = Fm;ih ;
where only one of the operators Lih(t) appears in the matrix of the system. For example, if Aih(t) ≡
dih(t),2xi − vih(t),xi − kih(t) (where ,2xi denotes the classical second-order Central Di4erence which
approaches @2u=@x2i and where ,xi can be the 3rst-order Backward or Forward Di4erence or the
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second-order Central Finite Di4erence which approaches @u=@xi) then obtaining every stage U
m;i
h of
(5) requires only the resolution of a tridiagonal system, which can be realized with a computational
cost of order O(N ), N being the number of the mesh nodes. Such a characteristic ensures that
this implicit method behaves like an explicit method if we look at the computational cost of each
time step and, besides, it preserves some absolute stability properties typical of the implicit methods
which make the totally discrete scheme (5) unconditionally convergent and, consequently, optimal
in terms of the order of computational complexity, i.e., there is no need to impose restrictions in ,
with respect to h, to obtain convergence for the total discretizations.
These Additive RK methods are composed by “n” semiexplicit RK methods of the form
c Ak
(bk)T
with Ak = (akij)∈Rs×s and bk = (bkj )∈Rs 3lled with zeros for k =1; : : : ; n (i.e. akij =0 and bkj =0 if
k = kj) which de3ne the contribution of the linear nonhomogeneous terms Lkh(t)Uh + fkh(t) in the
numerical solution, and one explicit RK
c An+1
(bn+1)T
with An+1 =


0 0 : : : 0 0
an+121 0 : : : 0 0
...
...
. . .
...
...
an+1s1 a
2
s2 : : : a
n+1
s; s−1 0

 and b
n+1 =


bn+11
bn+12
...
bn+1s


which de3nes the contribution of the nonlinear term gh(t; Uh). In these methods it is satis3ed that if
the jth column in the extended matrix(
Ak
(bk)T
)
has a nonzero coe%cient, then the jth columns of the extended matrices(
Al
(bl)T
)
are zero for l= 1; : : : ; n and l = k.
3. Stability
In this section, we study the stability of the totally discrete scheme (5). The following notations
are introduced to keep a handier expression in this study:
given M ≡ (mij)∈Rs×s and v ≡ (vi)∈Rs; we denote
NM ≡


m11IVh : : : m1sIVh
...
. . .
...
ms1IVh : : : mssIVh

∈V s×sh and Nv ≡


v1IVh
...
vsIVh

∈V sh : (6)
B. Bujanda, J.C. Jorge / Journal of Computational and Applied Mathematics 164–165 (2004) 159–174 165
We group the contribution of the stages and the evaluations of the source term as follows:
U˜mh = (U
m;1
h ; : : : ; U
m;s
h )
T ∈V sh ; Fmih = (fih(tm;1); : : : ; fih(tm;s))T ∈V sh ;
the contributions of the nonlinear term in the form
Gˆmh (U˜
m
h ) = (gh(tm;1; U
m;1
h ); : : : ; gh(tm;s; U
m;s
h ))
T ∈V sh
and 3nally the evaluations of the linear operators Lih(t) in
Lˆmih =


Lih(tm;1) 0 : : : 0
0 Lih(tm;2) : : : 0
...
...
. . .
...
0 0 : : : Lih(tm;s)

∈L(Vh; Vh)
s×s:
By using these notations, we rewrite scheme (5) in the compact form(
NI − 
n∑
i=1
AiLˆmih
)
U˜mh = NeU
m
h + 
n∑
i=1
AiFmih + An+1Gˆ
m
h (U˜
m
h );
Um+1h = U
m
h + 
n∑
i=1
(bi)T(LˆmihU˜
m
h + F
m
ih) + (bn+1)
TGˆmh (U˜
m
h )
with eT = (1; : : : ; 1)∈Rs.
To study the stability, and later the convergence, of the totally discrete scheme (5) we will
decompose the numerical solution in three terms which contain the contributions to the numerical
solution of the linear part, the source terms and the remaining nonlinear term respectively:
Um+1h = R˜(Lˆ
m
1h; : : : ; Lˆ
m
nh)U
m
h + S˜(Lˆ
m
1h; : : : ; Lˆ
m
nh; F
m
1h; : : : ; F
m
nh)
+ T˜ (Lˆm1h; : : : ; Lˆ
m
nh; Gˆ
m
h (U˜
m
h )): (7)
Here, the 3rst term will de3ne completely the numerical solution if we consider linear homogeneous
problems. In that case, we will need only to apply the following linear transition operator:
R˜(Lˆm1h; : : : ; Lˆ
m
nh) = NI +
n∑
i=1
(bi)TLˆmih

 NI − n∑
j=1
AjLˆmjh


−1
Ne; (8)
to the numerical solution in the previous time step to obtain the corresponding approach in the
current time level. The contribution of the source terms fih(t) is collected in the term
S˜(Lˆm1h; : : : ; Lˆ
m
nh; F
m
1h; : : : ; F
m
nh)
= 
n∑
i=1
(bi)T

Fmih + Lˆmih

 NI −  n∑
j=1
AjLˆmjh


−1(

n∑
k=1
AkFmkh
) ; (9)
166 B. Bujanda, J.C. Jorge / Journal of Computational and Applied Mathematics 164–165 (2004) 159–174
and 3nally in
T˜ (Lˆm1h; : : : ; Lˆ
m
nh; Gˆ
m
h (U˜
m
h ))
= 
n∑
i=1
(bi)TLˆmih

 NI − n∑
j=1
AjLˆmjh


−1
An+1 Gˆmh (U˜
m
h ) + (bn+1)
TGˆmh (U˜
m
h ); (10)
the contribution of the nonlinear term gh(t; Uh(t)) is de3ned.
Note that expression (7)–(10) is obtained if the operator ( NI −∑nj=1 AjLˆmjh) is invertible. In [3]
it is proved, for a more general case, that this operator is invertible and that its inverse operator is
bounded independent of h and .
Now we study separately the in?uence of the linear and the nonlinear part of scheme (5) and
its stability properties. In [3], a theorem, that we can rewrite for our particular case as follows, is
proven:
Theorem 3.1. Let there be an A-stable FSRK method such that all their stages are implicit (i.e.∑n
k=1 a
k
ii = 0, for i=1; : : : ; s) or it has only an explicit rst stage (i.e.
∑n
k=1 a
k
ii = 0, for i=2; : : : ; s
and aki11 = 0 for all i = 1; : : : ; s) and it also satises (0; : : : ; 0; 1)
TAi = (bi)T and ak1ss = 0, and let
{Lih(t)}ni=1 be a linear maximal coercive system of operators such that:
(a) for each t ∈ [0; T ] the system of operators {Lih(t)}ni=1 is commutative,
(b) there exist n constants Mi such that
‖Lih(t′)U − Lih(t)U‖h6 |t − t′|C‖Lih(t)U‖h ∀t; t′ ∈ [t0; T ];
then there exists a constant 4, independent of , such that
‖R˜(Lˆm1h; : : : ; Lˆmnh)‖h6 e4 (11)
is veried.
In the same paper, it is also proven that under the same conditions of the last theorem, the
following bound is obtained:
‖S˜(Lˆm1h; : : : ; Lˆmnh; Fm1h; : : : ; Fmnh)‖h6C
n∑
i=1
‖Fmih‖h: (12)
To 3nish the study of the stability we must analyze the in?uence of the third term (10) in the
numerical solution; in [4] the following result is proven.
Theorem 3.2. Let (5) be a linearly implicit method holding the same conditions of Theorem 3.1. If
we use such method to integrate in time the nonlinear parabolic problem (2) where the nonlinear
part gh(t; Uh) satises
‖gh(t; Uh)− gh(t; Vh)‖h6L‖Uh − Vh‖h ∀t ∈ [t0; T ]; (13)
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then it holds that:
‖T˜ (Lˆm1h; : : : ; Lˆmnh; Gˆmh (U˜mh ))‖h6C
(
‖Umh ‖h + 
n∑
i=1
‖Fmih‖h
)
(14)
and
‖T˜ (Lˆm1h; : : : ; Lˆmnh; Gˆmh (U˜mh ))− T˜ (Lˆm1h; : : : ; Lˆmnh; Gˆmh (V˜ mh ))‖h6C‖Umh − Vmh ‖h: (15)
Remark 3.1. Bound (14) is used to ensure that the numerical solution can be bounded depending
only on data, not on the discretization parameters  and h, while bound (15) is used, joint to the
stability properties (11) and (12) to prove that scheme (5) is unconditionally stable.
4. Consistency and convergence
We say that scheme (5) is uniformly consistent of order p if
‖Uh(tm)− Uˆmh ‖h6Cp+1 ∀m¿ 0; (16)
where Uˆmh is obtained with one step of (5) taking as starting value U
m−1
h =Uh(tm−1). The di4erence
Uh(tm)− Uˆmh can be called local error for the time integration process as usual.
We have obtained the order conditions by developing a generalization of Butcher’s theory for
standard RK methods. In order to obtain that scheme (5) gives the same solution when it is applied
to a nonautonomous problem or to its corresponding equivalent autonomous problem we must impose
that
c =
n+1∑
k=1
5kAke; for some (51; : : : ; 5n+1)∈Rn+1 such that
n+1∑
k=1
5k = 1 (17)
and
(bk)Te = 1; k = 1; : : : ; n+ 1: (18)
This ensures the same numerical results for a nonautonomous Initial Value Problem
Y ′(t) = f1(t; Y (t)) + · · ·+ fn+1(t; Y (t));
Y (t0) = Y0;
and its equivalent autonomous version(
t′
Y ′
)
=
(
51
f1(t; Y (t))
)
+ · · ·+
(
5n+1
fn+1(t; Y (t))
)
;
(
t(t0)
Y (t0)
)
=
(
t0
Y0
)
:
Note that conditions (17) and (18) are not very restrictive. To obtain (17) is su%cient with the
e4ect that c =Ake for any k = 1; : : : ; n and, as we will expose afterwards, restrictions (18) are the
necessary and su%cient conditions to obtain order one.
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In [15], Jorge develops a recursive way to calculate the necessary and su%cient conditions for
a method of this kind reaching order p, where p can be any positive integer. Now, we show the
necessary and su%cient conditions that these methods must satisfy to obtain orders 1–4.
Order conditions





{
(bk1)Te = 1; k1 = 1; : : : ; n+ 1;
order 1;
(bk1)TAk2 e = 12 ; k1; k2 = 1; : : : ; n+ 1;
order 2;
(bk1)T(Ak2e):(Ak3e) = 13 ;
(bk1)TAk2Ak3e = 16 ; k1; k2; k3 = 1; : : : ; n+ 1;
order 3;
(bk1)T(Ak2 e):(Ak3 e):(Ak4e) = 14 ;
(bk1)T(Ak2Ak3e):(Ak4 e) = 18 ;
(bk1)TAk2(Ak3e):(Ak4e) = 112 ;
(bk1)TAk2Ak3Ak4 e = 124 ; k1; k2; k3; k4 = 1; : : : ; n+ 1;
order 4:
To realize the study of the convergence of the totally discrete scheme (5), we start by introducing
in common form the concept of unconditional convergence for them; thus we say that scheme (5)
is uniformly convergent of order p in time and of order q in space, if the global error at t = tm
de3ned by Emh = hu(tm)− Umh satis3es
‖Emh ‖h6C(hq + p): (19)
To get this convergence property we will need to combine a spatial discretization which is convergent
of order q (i.e. it satis3es (3)) and that the time integration is stable (i.e. the bounds (11), (12)
and (15) are satis3ed) and consistent of order p (i.e. it satis3es (16)). By using these results it is
easy to prove that scheme (5) satis3es (19); to obtain this bound we decompose the global error as
follows:
Emh = (hu(tm)− Uh(tm)) + (Uh(tm)− Uˆmh ) + (Uˆmh − Umh );
where we have used the intermediate approximations Uh(tm) and Uˆmh in order to split, somehow,
the contributions to the global error of the space and time discretization processes. The 3rst and the
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second term can be bounded by using (3) and (16); thus we have
‖Emh ‖h6Chq + Cp+1 + ‖Uˆmh − Umh ‖h:
Before bounding the third term we decompose it by using the developments (7)–(10) as follows:
‖Uˆmh − Umh ‖h = ‖R˜(Lˆm1h; : : : ; Lˆmnh)(hu(tm−1)− Uh(tm−1))
+ T˜ (Lˆm1h; : : : ; Lˆ
m
nh; Gˆ
m
h (hu(tm−1)))− T˜ (Lˆm1h; : : : ; Lˆmnh; Gˆmh (Um−1h ))‖h:
Taking into account (11) and (14), now we deduce the following recurrence for the norms of the
global error
‖Emh ‖h6Chq + Cp+1 + (e4 + C)‖Em−1h ‖h:
From this recurrence it is immediate to conclude (19).
5. A new numerical method of second order
In order to design in a simple way a new method of this type we have departed from the classical
alternating direction method of Peaceman and Rachford of three stages which is A-stable and reaches
second order (see [17]) and we overlap to it a third explicit method(
A3
(b3)T
)
to de3ne the contribution of the nonlinear part gh(t; Uh(t)), this overlapped method has to satisfy
the “inner” order conditions
(b3)Te = 1; (b3)TA3 e = 12 ; (20)
and the “crossed” order conditions
(b1)TA3e = (b2)TA3e = (b3)TA1e = (b3)TA2e = 12 : (21)
By imposing order conditions (20) and (21), we obtain a two parametric family of methods. In
order to reduce the computational cost of the method when it is implemented we impose 1 that
(0; 0; 1)TA3 = (b3)T. In this way we have obtained the following method:
0 0 0 0
1
2 0
1
2
1
2 0
1
2 0
1 0 1 0 12 0
1
2 0 1 0
1 0 1 0 12 0
1
2 0 1 0
(22)
The same idea that we have used to design this method can be considered to obtain higher-order
schemes of this type by overlapping a suitable explicit RK method to a high-order Fractional Step
RK method (see [1,2]).
1 With this additional restriction it is veri3ed that Um;3h = U
m+1
h and obviously the computation of the last stage gives
directly Um+1h .
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6. Numerical tests
In this section we show some numerical experiments that we have realized by combining some
spatial discretizations of the type Finite Di4erences with time integrator (22). Concretely we have
used in the 3rst two examples a simple upwind scheme on a uniform rectangular mesh with N ×N
points (h=1=N ) to discretize in space and for the third example we have used the Central Di4erence
scheme on piecewise uniform meshes.
6.1. A nonlinear convection–di=usion reaction problem with exact solution
@u
@t
− @
2u
@x2
− @
2u
@y2
+ v1
@u
@x
+ v2
@u
@y
+ ku+
u3
1 + u2
= f(x; y; t) ∀(x; y; t)∈ × [0; 5];
u(x; 0; t) = u(x; 1; t) = 0 ∀x∈ [0; 1] and ∀t ∈ [0; 5];
u(0; y; t) = u(1; y; t) = 0 ∀y∈ [0; 1] and ∀t ∈ [0; 5];
u(x; y; 0) = x(1− x)y(1− y) ∀(x; y)∈;
with = [0; 1]× [0; 1], v1(x; y; t)= 2− x, v2(x; y; t)= (1+ y)(1+ e−t), k(x; y; t)= 1+ e−txy and the
source term f(x; y; t) is chosen adequately to obtain as exact solution u(x; y; t)=e−tx(1−x)y(1−y).
The results that we show in Tables 1 and 2 for this numerical test, in Tables 3 and 4 for the
second one, have been obtained by taking the relations 
√
N =C, with C=0:4, in order to preserve
contributions of the same order in space and time parts of the discretization process. As we know
the exact solution of this problem, we have computed the numerical errors as follows:
EN; = max
(xi ;yj)∈1=N
tm=m;m=1;2;:::;
5

|UN;(xi; yj; tm)− u(xi; yj; tm)|;
where u(xi; yj; tm) is the exact solution evaluated in the time tm =m for all m¿ 0 and in the mesh
point (xi; yj) = (i=N; j=N ) for all i; j= 0; : : : ; N and UN;(xi; yj; tm) is the numerical solution obtained
for the same spatial mesh point and also for the same instant of time.
In Table 2, we show the numerical orders of convergence that we have computed as
p= log2
EN;
E2N;
:
6.2. A nonlinear convection–di=usion reaction problem without exact solution
@u
@t
− @
2u
@x2
− @
2u
@y2
+ v1
@u
@x
+ v2
@u
@y
+ ku+ ue−u
2
= f(x; y; t) ∀(x; y; t)∈ × [0; 5];
u(x; 0; t) = u(x; 1; t) = 0 ∀x∈ [0; 1] and ∀t ∈ [0; 5];
u(0; y; t) = u(1; y; t) = 0 ∀y∈ [0; 1] and ∀t ∈ [0; 5];
u(x; y; 0) = x2(1− x)2y2(1− y)2 ∀(x; y)∈;
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Table 1
Numerical errors (EN;)
N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
6:04011E− 3 3:1770E− 3 1:6343E− 3 8:2835E− 4 4:1680E− 4 2:0906E− 4 1:0467E− 4 5:2346E− 5
Table 2
Numerical orders of convergence
N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
0.9269 0.9589 0.9803 0.9908 0.9954 0.9979 0.9998
Table 3
Numerical errors (EN;)
N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
4:6680E− 2 2:8272E− 2 1:5556E− 2 8:1806E− 3 4:2072E− 3 2:1387E− 3 1:0795E− 3
Table 4
Numerical orders of convergence
N 8 16 32 64 128 256
p 0.7234 0.8619 0.9272 0.9593 0.9762 0.9846
here  = [0; 1] × [0; 1], v1(x; y; t) = 1 + xy, v2(x; y; t) = 1 + x, k(x; y; t) = 1 + (x + y)2e−t and the
source term f(x; y; t) = 104t2e−th(x)h(y) with h(8) = e−8 + e8−1 − (1 + e−1).
In this case we do not know the exact solution of the problem, thus we have estimated the
numerical errors by using the double mesh principle, i.e.,
EN; = max
(xi ;yj)∈1=N
tm=m;m=1;2;:::;
5

|UN;(xi; yj; tm)− U 2N;=2(xi; yj; tm)|; (23)
where U 2N;=2(xi; yj; tm) is the numerical solution obtained with a mesh with 2N×2N points, evaluated
at the time tm, and at the points (xi; yj) which belong to the coarse and the 3ne meshes.
6.3. A singularly perturbed nonlinear di=usion–reaction problem
In this case we have considered a family of Initial Boundary Value problems of the form:
@u
@t
− 9 @
2u
@x2
− 9 @
2u
@y2
+ k(x; y; t)u+ u3 = f(x; y; t) ∀(x; y; t)∈ × [0; 5];
u(x; 0; t) = u(x; 1; t) = 0 ∀x∈ [0; 1] and ∀t ∈ [0; 5];
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u(0; y; t) = u(1; y; t) = 0 ∀y∈ [0; 1] and ∀t ∈ [0; 5];
u(x; y; 0) = g(x; y) ∀x; y∈; (24)
being 9¿ 0, k(x; y; t)=k1(x; y; t)+k2(x; y; t) with k1=k2=(1+(x+y)2+e−t)=2, the initial condition
g(x; y) = x2(1− x)2y2(1− y)2 and the source term f(x; y; t) = e−tx(1− x)y(1− y). These problems
have not known exact solutions.
In many interesting models of this kind, the di4usion parameter 9 is much smaller that the min-
imum size of the reaction term (91 for this case). This condition causes the solution of (24) to
present a multiscale character, a narrow region appearing close to the boundary @ × [0; 5] (usu-
ally called boundary layer) where the solution u(x; y; t) has rapid variations in the space directions.
Such behavior provokes that very inaccurate solutions are obtained with standard space discretization
schemes, unless 3ne (9-dependent in size) meshes are used. To avoid this drawback it is necessary to
consider some adapting mesh techniques which concentrate in a suitable way, on mesh points in the
boundary layer region. One of the simplest ways to do this is proposed in [7] and [9] and it is based
in the special mesh approach proposed by Shishkin for linear one-dimensional di4usion–reaction el-
liptic problems. Similar ideas are used in [5] for singularly perturbed nonlinear convection–di4usion
parabolic problems (see also [8]).
Table 5
Errors (E9;N;)
9 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
1 4:2531E− 5 1:0328E− 5 2:5650E− 6 6:4021E− 7 1:5998E− 7 3:9993E− 8 9:9980E− 9
10−2 5:4359E− 1 1:1234E− 1 3:2292E− 2 7:6762E− 3 2:0691E− 3 5:1374E− 4 1:2822E− 4
10−4 5:6955E− 1 2:5262E− 1 1:2482E− 1 6:1803E− 2 2:8959E− 2 1:4411E− 2 7:2259E− 3
10−6 5:6965E− 1 2:5256E− 1 1:2292E− 1 5:9273E− 2 2:9096E− 2 1:4921E− 2 7:6379E− 3
10−8 5:6965E− 1 2:5256E− 1 1:2292E− 1 5:9683E− 2 2:9459E− 2 1:4595E− 2 7:2986E− 3
10−10 5:6965E− 1 2:5256E− 1 1:2293E− 1 5:9726E− 2 2:9498E− 2 1:4633E− 2 7:3063E− 3
10−12 5:6965E− 1 2:5256E− 1 1:2293E− 1 5:9730E− 2 2:9501E− 2 1:4637E− 2 7:3071E− 3
EmaxN; 5:6965E− 1 2:5262E− 1 1:2482E− 1 6:1803E− 2 2:9501E− 2 1:4921E− 2 7:6379E− 3
Table 6
Numerical orders of convergence log2 E9;N;=E9;2N;
9 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
1 2.041 2.001 2.023 2.001 2.002 2.000
10−2 2.274 1.798 2.072 1.891 2.010 2.002
10−4 1.172 1.017 1.014 1.093 1.007 0.996
10−6 1.173 1.038 1.052 1.026 0.964 0.966
10−8 1.173 1.038 1.042 1.019 1.013 1.000
10−10 1.173 1.038 1.041 1.018 1.011 1.002
10−12 1.173 1.038 1.041 1.018 1.011 1.002
Minimum 1.172 1.017 1.014 1.018 0.964 0.966
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To realize the space discretization we have used the same idea, taking a special mesh 9;1=N that
we obtain as tensorial product of unidimensional Shishkin meshes, i.e., 9;1=N = Ix; 9;1=N × Iy; 9;1=N .
These meshes are constructed as follows: for Ix; 9;1=N (and analogously for Iy; 9;1=N ), when N = 4k
with k ∈N. In the mesh Ix; 9;1=N we distribute the N + 1 nodes in such a way that N=4 + 1 of them
are uniformly distributed in the interval [0; :], N=2 + 1 in [:; 1 − :] and N=4 + 1 in [1 − :; 1]
where : = min
{
1
4 ;
√
9 logN
}
, i.e., we take Ix; 9;h ≡ {x0; x1; : : : ; xN=4 = :; : : : ; x3N=4 = 1 − :; : : : ; xN}
where xi = i4:=N for i = 0; : : : ; N=4, xi = : + (i − N=4)2(1 − 2:)=N for i = N=4 + 1; : : : ; 3N=4 and
xi = 1− : + (i − 3N=4)4:=N for i = 3N=4 + 1; : : : ; N .
Note that this election of : shows that if we take large values of N compared with 1=
√
9, then
the mesh is uniform, however for small values of 9 the size of the intervals in [0; :] and [1− :; 1]
can be very much smaller than 14 , and in this case there is N=4 nodes in or near the boundary layers.
In Tables 5 and 6 we have displayed the maximum global errors and their corresponding numerical
orders of convergence for this scheme, where we have taken the relations N = C, with C = 0:4,
for 9 = 1; 0:01 and 
√
N = C, with C = 0:1
√
2, for 9¡ 0:01. The estimated numerical errors have
been computed as E9;N; = EN; for each 9 with EN; given in (23), excepting that it is necessary to
use bilinear interpolation to evaluate U 2N;=2(xi; yj; tm) because in this case the points (xi; yj)∈9;1=N
cannot belong to the 3ne meshes 9;1=2N .
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