Abstract. The Realization Problem for (von Neumann) regular rings asks what are the conical refinement monoids which can be obtained as the monoids of isomorphism classes of finitely generated projective modules over a regular ring. The analogous realization question for the larger class of exchange rings is also of interest. A refinement monoid is said to be wild if cannot be expressed as a direct limit of finitely generated refinement monoids. In this paper, we consider the problem of realizing some concrete wild refinement monoids by regular rings and by exchange rings. The most interesting monoid we consider is the monoid M obtained by successive refinements of the identity x 0 +y 0 = x 0 +z 0 . This monoid is known to be realizable by the algebra A = K[F ] of the monogenic free inverse monoid F , for any choice of field K, but A is not an exchange ring. We show that, for any uncountable field K, M is not realizable by a regular K-algebra, but that a suitable universal localization Σ −1 A of A provides an exchange, non-regular, K-algebra realizing M. For any countable field F , we show that a skew version of the above construction gives a regular F -algebra realizing M. Finally, we develop some connections with the Atiyah Problem for the lamplighter group. We prove that the algebra A can be naturally seen as a * -subalgebra of the group algebra kG over the lamplighter group G = Z 2 ≀ Z, for any subfield k of C closed under conjugation, and we determine the structure of the * -regular closure of A in UG. Using this, we show that the subgroup of R generated by the von Neumann dimensions of matrices over kG contains Q.
1. Introduction 1.1. The Realization Problem. An important invariant in non-stable K-theory is the commutative monoid V (R) associated to any ring R, consisting of the isomorphism classes of finitely generated projective (left, say) R-modules, with the operation induced from direct sum. If R is a (von Neumann) regular ring or a C*-algebra with real rank zero, then V (R) is a conical refinement monoid. This is also the case for all exchange rings, a class which provides a common generalization of the above-mentioned rings and algebras (e.g., [9, Corollary 1.3, Theorem 7.3]). The Realization Problem asks which conical refinement monoids appear as a V (R) for R in one of those classes. This problem encompasses all questions as to which kinds of direct sum decomposition behavior can occur for finitely generated projective modules over regular rings or exchange rings, or for projection matrices over C*-algebras
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with real rank zero. For instance, the fundamental separativity problem asks whether the finitely generated projective modules over any regular ring R satisfy separative cancellation: (A ⊕ A ∼ = A ⊕ B ∼ = B ⊕ B =⇒ A ∼ = B); equivalently, does (a + a = a + b = b + b =⇒ a = b) hold in V (R)? It is known that non-separative conical refinement monoids exist, so the problem is whether any of them are realizable over regular rings. This is open, and it is also open over exchange rings and over C*-algebras with real rank zero.
Wehrung [46, Corollary 2.12 ff.] constructed a conical refinement monoid of cardinality ℵ 2 which is not isomorphic to V (R) for any regular ring R, but it is an open problem to determine whether every countable conical refinement monoid can be realized as V (R) for some regular R. The countable case is the most important one, since problems such as the separativity problem can be reduced to realizability questions for appropriate countable conical refinement monoids. Another example of Wehrung's, [47, Theorem 13.6] , shows that the realization problems differ for the above-mentioned classes of rings and algebras: There exist conical refinement monoids (which can be chosen of cardinality ℵ 3 ) which are realizable over exchange rings, but not realizable over any regular ring or over any C*-algebra of real rank zero.
We refer the reader to [3] for a survey on the Realization Problem, and to [23] for a survey on direct sum decomposition problems over regular rings.
A class of conical refinement monoids is provided by the construction of the monoid M(E) associated to any directed graph E, see [10] for the row-finite case, and [7] for the general case. In the row-finite case, these monoids can be realized by regular rings thanks to the work in [5] . If E is a finite directed graph and K is any field, then the regular algebra of E is Q K (E) = Σ −1 L K (E), where L K (E) is the Leavitt path algebra of E and Σ −1 L K (E) is a suitable universal localization of L K (E). The algebra Q K (E) is regular and V (Q K (E)) ∼ = V (L K (E)) ∼ = M(E). Direct limit arguments then give the realization of every row-finite graph monoid M(E) by a regular K-algebra Q K (E). In [4] , the first-named author obtained a realization result for the class of monoids M(P) associated to finite posets P. Here M(P) is the monoid generated by {a p : p ∈ P} subject to the relations a p = a p + a q for q < p in P.
1.2.
Tame and wild refinement monoids. The largest known classes of realizable refinement monoids consist of inductive limits of simple ingredients, such as finite direct sums of copies of Z + or {0, ∞}. In the case of graph monoids, these can be expressed as direct limits of graph monoids associated to finite graphs (see the second proof of [8, Theorem 3.1] ). In all cases, the corresponding refinement monoid is a direct limit of finitely generated refinement monoids. These monoids are more universally realizable in the sense that they can be realized as V (R) for regular algebras R over any prescribed field. By contrast, examples are known of countable conical refinement monoids which are realizable only for regular algebras over some countable field (see [3, Section 4] ).
These considerations led us in [8] to separate the class of refinement monoids into subclasses of tame and wild refinement monoids, where the tame ones are the inductive limits of finitely generated refinement monoids and the rest are wild. The reader is referred to [8] for the basic theory of tame monoids. Let us just mention that tame refinement monoids satisfy a number of desirable properties, such as separative cancellation and lack of perforation.
There are not many known explicit examples of wild monoids, though there is evidence suggesting that they are really abundant. Two explicit examples were studied in detail in [8] . These examples can be considered the easiest and best behaved examples of wild refinement monoids. These monoids will be denoted in this paper by M and M, as in [8] . (Their definitions will be recalled later.) The monoid M is a quotient of M by an order-ideal, and can be understood as an auxiliary object in our investigation.
1.3. Realizability of M. In this paper, we study the particular wild monoid M in terms of the Realization Problem for exchange rings and regular rings. Although this conical refinement monoid is quite well-behaved-it is separative, unperforated, and archimedean-the subtleties of the problem arise already for it. Indeed, M admits a faithful state and it is not cancellative, so it cannot be realized by any regular algebra over an uncountable field, by [3, Proposition 4.1] . In contrast, our main results provide two realizability theorems: (I) Over an arbitrary field K, there is an exchange K-algebra which realizes M; (II) Over an arbitrary countable field F , there is a regular F -algebra which realizes M. The algebras appearing in both (I) and (II) are explicitly constructed.
To give a bit more detail: The main construction in [6] , applied to M and some additional data, gives rise to a well-behaved algebra A over an arbitrary field K, which is in some sense the analogue of the Leavitt path algebra of a directed graph closely related to M. Mimicking the construction of the regular algebra of a graph, we can form the universal localization Σ −1 A with respect to a suitable set Σ of elements of A, but the result of this construction is only an exchange algebra. We show in Theorem 4.10 that V (Σ −1 A) ∼ = M. This is apparently the first example of a countable conical refinement monoid which can be realized by an exchange K-algebra, but not by a regular K-algebra, for any choice of uncountable field K. It is interesting also to notice that the algebra A has already appeared in the literature. It is precisely the semigroup algebra of the free monogenic inverse monoid, that is, of the free inverse monoid in one generator. Free inverse semigroups and their associated algebras have been extensively studied in the literature, see e.g. [43, 40, 30] . In particular, Crabb and Munn computed the center of the algebra of a free inverse monoid in [17] .
Our second main result is the realization of the monoid M by a regular F -algebra, where F is an arbitrary countable field (Theorem 5.5). The algebra Σ −1 A is not regular for any choice of base field K, so we cannot use this construction. Rather, we build a "skew" version of the above algebra, working inside the algebra ∞ n=1 M n (F ). The idea is to build a new algebra R over which the relations characterizing Σ −1 A hold only in a "relaxed" way, making it possible for the new algebra to satisfy V (R) ∼ = M.
1.4.
Connections with the Atiyah Problem. We analyse in the final section of the paper the relationship of our constructions with some questions closely connected with the Atiyah Problem for the lamplighter group. Given any discrete group Γ, we may consider the * -regular ring U(Γ), which is the classical ring of quotients of the von Neumann algebra N (Γ), see [38] for details. Atiyah's original question asked whether certain analytic L 2 -Betti numbers of manifolds are rational. It has evolved into conjectures about the von Neumann dimensions of matrices over the complex group algebras of general discrete groups Γ (e.g., see the introduction to [29] ). Namely:
Strong Atiyah Conjecture: If T is an m × n matrix over CΓ, then dim N (Γ) (ker T ) ∈ 1 |H| Z H is a finite subgroup of Γ , where ker T denotes the kernel of the operator l 2 (Γ) m → l 2 (Γ) n given by right mutiplication by T (see [38, page 369] ). While the conjecture has been disproved (see [28] and [29] ), and even examples have been found where dim N (Γ) (T ) is irrational (see [11] , [33] , [42] , [27] ), thus giving a negative answer to the question originally posed by Atiyah, many questions about the values of von Neumann dimensions over group algebras remain. Such questions are closely linked to the structure of projections in N (Γ) and the structure of certain * -regular subalgebras of U(Γ).
To allow for general coefficients, let k be a subfield of C closed under conjugation. The * -regular closure R(kΓ, U(Γ)) of the group algebra kΓ in U(Γ) is defined as the smallest * -regular subring of U(Γ) containing kΓ ( [37] ). The Strong Atiyah Conjecture can be reformulated in terms of the ranks of the matrices over kΓ, seen as matrices over the * -regular rank ring R(kΓ, U(Γ)) (see Section 6 for the definitions). In many instances, R(kΓ, U(Γ)) is an Ore localization of kΓ, see for instance [34] or [38] . However, this is not the case for the lamplighter group G := Z 2 ≀ Z (see [36] ), and it is an interesting open problem to determine exactly the structure of R := R(kG, U(G)), especially for k = Q. Observe that all the spectral projections of elements in kG are contained in R, and therefore a detailed knowledge of the structure of the lattice of projections of this * -regular algebra will greatly help in the problem of completely determining the set of values taken by the von Neumann dimensions of the elements in kG.
We solve these problems for a certain subalgebra A of kG, thus uncovering a portion of the structure of the more elusive algebra R. Denote by t the generator corresponding to Z and by a i the generator corresponding to the i-th copy of Z 2 in the wreath product
(1 + a 0 ) be the averaging idempotent corresponding to a 0 . We consider the * -subalgebra A of kG generated by s := e 0 t. Notice that A contains the element T := s + s * (twice the Markov operator on G), which is the element first considered in [28] and [18] in order to give a negative answer to the Strong Atiyah Conjecture. We prove that this subalgebra is * -isomorphic to the algebra k[F ] of the monogenic free inverse monoid, thus establishing a link with the theory developed in the previous sections of the paper. Using this fundamental observation, we are able to completely determine the structure of the * -regular closure E := R(A, U(G)), see Theorem 6.13. In particular, we obtain that E is also the division closure of A. Note that E ⊆ R, so we uncover part of the structure of the * -regular algebra R. In particular, this sheds some light on Linnell's question ( [35, Problem 4.4] ) whether the rational closure of kG is a regular ring, showing that at least this is the case for the * -subalgebra A of kG.
For a subring S of U(G), denote by C(S) the subset of R + consisting of all the von Neumann dimensions of matrices over S, and by G(S) the additive subgroup of R generated by C(S). Then, using our structural results, we show that C(E) = Q + and that G(A) = Q, so that in particular we see that Q ⊆ G(kG) (Corollary 6.14).
Background and preliminaries
We collect here background definitions, concepts, and results needed below.
2.1. Commutative monoids. Let M be a commutative monoid, written additively. We say that M is conical if (x + y = 0 =⇒ x = y = 0) for any x, y ∈ M, and that M is stably finite if (x + y = x =⇒ y = 0) for any x, y ∈ M. It is separative provided (x + x = x + y = y + y =⇒ x = y) for any x, y ∈ M. In case M is conical, an element x ∈ M is called irreducible provided x = 0 and (a + b = x =⇒ a = 0 or b = 0) for any a, b ∈ M. The pedestal of M is the submonoid ped(M) generated by the irreducible elements of M.
The algebraic ordering on M is the translation-invariant pre-order ≤ given by existence of subtraction: (x ≤ y ⇐⇒ y = x + a for some a ∈ M). An order-unit in M is any element u such that every element of M is bounded above by some nonnegative multiple of u. A pair of elements x, y ∈ M need not have a greatest lower bound in M, but when a greatest lower bound exists, it will be denoted by x ∧ y. The monoid M is unperforated if (nx ≤ ny =⇒ x ≤ y) for any x, y ∈ M and n ∈ N.
To say that M is a refinement monoid means that M satisfies the Riesz refinement property: given any x 1 , x 2 , y 1 , y 2 ∈ M with x 1 + x 2 = y 1 + y 2 , there exist z ij ∈ M such that z i1 + z i2 = x i for i = 1, 2 and z 1j + z 2j = y j for j = 1, 2.
An o-ideal in M is any submonoid I which is hereditary with respect to the algebraic ordering, i.e., (x + y ∈ I =⇒ x, y ∈ I) for all x, y ∈ M. Given an o-ideal I, we define a congruence ≡ I on M by (x ≡ I y ⇐⇒ x + a = y + b for some a, b ∈ I), and we denote the quotient monoid M/≡ I by M/I. Such quotients are always conical. If M is a refinement monoid, so is M/I [19, p. 476] .
In a conical refinement monoid, irreducible elements x always cancel from sums: . (Recall that idempotent matrices e and f are equivalent, written e ∼ f , if there exist rectangular matrices u and v such that uv = e and vu = f .)
In the non-unital case, V (R) can be defined either via the idempotent picture (exactly as in the unital case), or via the following projective picture: choose a unital ring R that contains R as a two-sided ideal, and define V (R) to be the monoid of isomorphism classes of those finitely generated projective left R-modules P for which RP = P , with addition induced from direct sum. (See [24, §5.1] for details.) For any ideal I in a ring R, the monoid V (I) is naturally isomorphic to a submonoid of V (R), and we identify V (I) with its image in V (R).
A unital ring R is an exchange ring provided that for each a ∈ R, there is an idempotent e ∈ aR such that 1 − e ∈ (1 − a)R. (This is equivalent to Warfield's original definition [45] by [26, p. 167] or [41, Theorem 2.1], and it is left-right symmetric by [45, Corollary 2] .) In the non-unital case, R is an exchange ring if for each a ∈ R, there exist an idempotent e ∈ R and elements r, s ∈ R such that e = ra = a + s − sa If R is a semiprime exchange ring, then V (soc(R)) = ped(V (R)), where soc R denotes the socle of R.
Universal localization.
We will use the theory of universal localization, although only for elements of a ring. If Σ is a subset of a ring R, we denote by Σ −1 R the ring obtained by universally adjoining to R inverses for the elements of Σ. This can be formalized by using a construction with generators and relations. See [16] and [44] for the general case, where square matrices and homomorphisms between finitely generated projective modules are considered, respectively. There is a canonical ring homomorphism ι Σ : R → Σ −1 R, and Σ −1 R is generated as a ring by ι Σ (R) and the elements ι Σ (x) −1 for x ∈ Σ. The universal localization is characterized by its universal property: given any ring homomorphism ψ : R → S such that ψ(x) is invertible for every x ∈ Σ, there exists a unique homomorphism ψ :
If I is an ideal of R, we will denote by Σ −1 I the ideal of Σ −1 R generated by ι Σ (I). By [20, Proposition 4.3] , we have Σ −1 R/(Σ −1 I) ∼ = Σ −1 (R/I), where Σ denotes the image of Σ under the canonical projection R → R/I. We will use this fact in the sequel without explicit reference. If R is an algebra over a field K, then the universal localization Σ −1 R is also a K-algebra, and it satisfies the corresponding universal property in the category of K-algebras.
Separated graphs.
A separated graph, as defined in [7, Definition 2.1], is a pair (E, C) where E is a directed graph, C = v∈E 0 C v , and C v is a partition of s −1 (v) (into pairwise disjoint nonempty subsets) for every vertex v. (In case v is a sink, we take C v to be the empty family of subsets of s −1 (v).) The pair (E, C) is called finitely separated provided all the members of C are finite sets, and it is non-separated if C v = {s −1 (v)} for all non-sinks v ∈ E 0 . The Leavitt path algebra of the separated graph (E, C) with coefficients in the field K is the K-algebra L K (E, C) with generators {v, e, e * | v ∈ E 0 , e ∈ E 1 }, subject to the following relations:
E1) s(e)e = er(e) = e for all e ∈ E 1 , (E2) r(e)e * = e * s(e) = e * for all e ∈ E 1 , (SCK1) e * e ′ = δ e,e ′ r(e) for all e, e ′ ∈ X, X ∈ C, and (SCK2) v = e∈X ee * for every finite set X ∈ C v , v ∈ E 0 .
Note that, for any given involution on K, there is a canonical involution * on L K (E) making it a * -algebra. This involution fixes the vertices and sends e to e * , for e ∈ E 1 . We only give the definition of the graph monoid M(E, C) associated to a finitely separated graph (E, C). This is the commutative monoid presented by the set of generators E 0 and the relations v = e∈X r(e) for all v ∈ E 0 and X ∈ C v .
Lemma 4.2 of [7] shows that M(E, C) is conical, and that it is nonzero as long as E 0 is nonempty. Otherwise, M(E, C) has no special properties, in contrast to the fact that, in the non-separated case, for a suitable finitely separated graph (E, C).
2.5.
The monoids M and M. The monoids of the three separated graphs introduced in [8, Section 4] are labeled here in the same way:
The first of these has the monoid presentation
We can present M by the generators
and the relations (2.1)
By [7, Proposition 5.9 or Theorem 8.9], M is a refinement monoid. A direct proof of this is given in [8, Proposition 4.4] . The canonical order-unit in M 0 and M is u := x 0 + y 0 .
The monoid M can be presented by the generators x 0 , y 0 , z 0 , x 1 , y 1 , z 1 , x 2 , y 2 , z 2 , . . . and the relations (2.2)
The generators y n and z n for n > 0 are redundant, and we write the remaining generators with overbars to avoid confusion between M and M. Thus, putting y = y n and z = z n for all n ≥ 0, we have that M is presented by the generators x 0 , y, z, x 1 , x 2 , . . . and the relations (2.3) The basic structure of a unital regular ring B which realizes M is easily described, as follows. Assume that we have an isomorphism
meaning a monoid isomorphism V (B) → M that maps [1] to u. Since y and z are distinct irreducible elements in M ([8, Lemma 4.14(a)]), there are inequivalent primitive idempotents e 1 , e 2 ∈ B such that φ([e 1 ]) = y and φ([e 2 ]) = z. Moreover, since u = x + y = x + z, we can also assume that φ([1 − e 1 ]) = φ([1 − e 2 ]) = x, so that 1 − e 1 ∼ 1 − e 2 . Further, y and z generate the pedestal of M ([8, Lemma 4.14(e)]), and ny, nz ≤ u for all n ∈ N. It follows that soc(B) = Be 1 B ⊕ Be 2 B and each (Be i B) B is an infinite direct sum of copies of e i B. Hence, (Be i B) B is not finitely generated. Finally, since M/ ped M ∼ = Z + with the class of u mapping to 1 ([8, Lemma 4.14(c)]), we conclude that B/ soc(B) must be a division ring.
We next look at regular rings whose V -monoids have the kind of structure just described.
Lemma 3.1. Let S be a unital regular ring such that J := soc(S) = 0, no homogeneous component of J is finitely generated (as a right or left ideal of S), and S/J is a division ring. Let {e i | i ∈ I} be a complete, irredundant set of representatives for the equivalence classes of primitive idempotents in S.
Proof. Since J S is not finitely generated, it cannot be a direct summand of S S . This, together with the hypothesis that J is a maximal right ideal of S, forces J S be essential in S S . (a) Primitivity implies the [e i ] are irreducible. Irredundancy implies that e i ≁ e j for all i = j, so the [e i ] are distinct.
(b) Any irreducible element in V (S) equals [e] for some primitive idempotent e ∈ S. Then e ∼ e i for some i, due to the essentiality of J S in S S . This shows that the family ([e i ]) i∈I consists of all the irreducible elements of V (S), so part (b) follows from [8, Proposition 1.2] .
(c) By assumption, each homogeneous component Se i S of J is infinitely generated as a right (say) ideal, so ℵ 0 (e i S) S S . Thus, given f ∈ (Z + ) (I) , there exist right ideals A i ≤ S S such that A i ∼ = f (i)(e i S) for all i. These A i are independent (because the simple modules e i S are pairwise nonisomorphic), so A := i∈I A i ≤ S S is a direct sum and A ∼ = i∈I f (i)(e i S). Since the support of f is finite, A is finitely generated, and there is an idempotent p ∈ S such that pS = A. Consequently, [p] = σ(f ), and c(f ) :
. Uniqueness follows because irreducible elements cancel from sums ([8,
Lemma 3.2. Continue with the hypotheses of Lemma 3.1. Assume that S is stably finite, I = {1, 2}, and 1 − e 1 ∼ 1 − e 2 in S. Then there is an isomorphism ψ : M → V (S) such that
Proof. Note that ped V (S) is generated by the irreducible elements a 
, from which we see that [1] , we can write µ = rx n + sy and µ ′ = r ′ x n ′ + s ′ y for some r, r ′ ∈ N and n, n ′ , s, s ′ ∈ Z + . Under the composition of ψ with the canonical map V (S) → V (S/J), all the x n map to [1] . Since S/J is a division ring, it follows that r = r ′ . If n < n ′ , then since x n = x n+i + iy for all i ≥ 0, we can rewrite µ as rx n ′ + (s + n ′ − n)y, and similarly if n > n ′ . Thus, we may assume that n = n ′ . If p n is an idempotent in S with [p n ] = x n , then we have r.p n ⊕ s.e 1 ∼ r.p n ⊕ s ′ .e 1 . This relation contradicts stable finiteness of S if either s < s ′ or s > s ′ . Hence, s = s ′ , and so µ = µ ′ . This completes the proof that ψ is injective.
We now present an explicit example of a unital regular K-algebra representing M, for an arbitrary field K. This will be used in the next two sections. The construction, via a universal localization and a pullback, will provide a universal property needed later. 
Let Q be the pullback:
where π of Q is regular, and Q/(I 1 ⊕ I opp 1 ) ∼ = K(x), so Q is regular. We will view Q as the subalgebra of
The K-algebra Q of Construction 3.3 is regular, and there is a monoid isomorphism ψ : M −→ V (Q) sending
where e 1 := (0, 1 − x • y) and e 2 := (1 − yx, 0), and • denotes multiplication in Q opp 1 . Proof. We have observed before that Q is regular. The socle of Q is I 1 ⊕ I opp 1 , which has two infinitely generated homogeneous components, and the quotient Q/ soc(Q) is the field K(x). The method of [39, Lemma 13] can be applied to obtain that Q is stably finite. We are thus in the hypotheses of Lemma 3.2, and so we obtain a monoid isomorphism ψ : M → V (Q) sending x 0 , y, and z to [ For n > 0, the relations in M imply that x 0 = x n + nz, whence
Since the irreducible element [e 2 ] cancels from sums [8 For i ∈ Z + , we have
, and (3.1) follows.;
We now describe a method to prove that certain rings have associated monoid M. This will be used in the proofs of our main realization results (Theorems 4.10 and 5.5).
Proposition 3.5. Let R be a unital exchange algebra over a field K with soc(
, and such that soc(R) is essential in R. Assume also that there is a monoid homomorphism τ : M → V (R), with τ (u) = [1 R ], such that τ restricts to an isomorphism from ped(M) onto V (soc(R)), and such that the induced map
is also an isomorphism. Then the map τ is an isomorphism.
Proof. Observe that our hypotheses imply that soc(R) = ∞ i=1 Re i R, where e 1 , e 2 , . . . are pairwise inequivalent primitive idempotents with (Re i R) R ∼ = i(e i R).
Recall that the monoid V (R) is a refinement monoid, because R is an exchange ring ([9,
Essential properties of M and V (R) that we shall need are the following, which hold in any conical refinement monoid:
(1) Elements in the pedestal can be canceled: a + s = b + s implies a = b if s is in the pedestal of the respective monoid ([8, Lemma 1.1]). (2) If a + s = b + t with s and t in the pedestal, and if s ∧ t = 0, then a = c + t and b = c + s for some c in the monoid. We shall also need the following specific property of M:
By [8, Lemma 4.8(e)], we have, for each n ≥ 1, that na n ≤ u but (n + 1)a n u. Therefore τ (a n ) is an irreducible element in V (R) (since τ | M is an isomorphism onto V (soc(R))), and
[1 R ], we get that i = 1. Now assume that τ (a j ) = [e j ] for j = 1, . . . , n, for some n ≥ 1. Then [e n+1 ] = τ (a i ) for some i ≥ 1 and, since (n + 2)[e n+1 ]
[1 R ], we see that i ≤ n + 1. Since we already know that τ (a j ) = [e j ] for j = 1, . . . , n, we necessarily have i = n + 1.
Now we are going to show that [e n ] ∧ τ (x m + y m+1 + z m+1 ) = 0 for all n ≥ 1 and m ≥ n − 1. To show this, it is enough to prove that [
This implies that [e n ] ≤ τ (y n−1 ), and so
, and we have
For the same reason, we see that
We have a commutative diagram with isomorphisms as shown:
In showing that τ is an isomorphism, we need the following:
It is enough to prove (4) for irreducible elements, by induction on the number of irreducible elements summing to d. Hence, we may assume that d = a n for some n.
Now write b as a Z + -linear combination of the x m , y m , z m , a m . We can replace any x m by x m+1 + y m+1 , and we can replace any y m or z m by y m+1 + a m+1 or z m+1 + a m+1 . Consequently, we can assume that any x m , y m , or z m appearing in the expression for b has index m ≥ n.
with m ≥ n and τ (a i ) with i ≥ 1. The irreducible element [e n ] is ≤ this combination. Invoking Riesz decomposition, we find that [e n ] must be ≤ either some τ (x m ), τ (y m ), τ (z m ) with m ≥ n or some τ (a i ). But we have shown above that for m ≥ n, we have [e n ] τ (x m ), [e n ] τ (y m ), and [e n ] τ (z m ). Thus, the only possibility is that [e n ] ≤ τ (a i ) = [e i ] for some i. This forces n = i, meaning that a n is one of the terms in the Z + -linear decomposition of b. Hence, d = a n ≤ b, and (4) is established.
We next show surjectivity. Let a ∈ V (R). Then there are b ∈ M and s, t ∈ ped V (R) such that a + s = τ (b) + t. After cancelling s ∧ t, we may assume that s ∧ t = 0. In particular, it follows that s ≤ τ (b). Since s = τ (d) for some d ∈ ped(M), (4) implies that b = d+e for some e ∈ M. Applying (2) to the equation a + s = τ (b) + t, we obtain a = c + t and τ (b) = c + s, for some c ∈ V (R). At this point, c + s = τ (b) = τ (d + e) = s + τ (e), so c = τ (e) because s cancels. Since also t ∈ ped V (R) = τ (ped(M)), we conclude that a = c + t ∈ τ (M), showing surjectivity.
Finally, we show injectivity. Let a, b ∈ M such that τ (a) = τ (b). Then, using that τ is an isomorphism, we get a + s = b + t for some s, t ∈ ped(M). We can cancel s ∧ t and assume therefore that s ∧ t = 0. It follows from (2) Since
. Then t ≤ c by (4), whence t = 0. Similarly, s = 0, and therefore a = c = b, proving injectivity of τ .
An exchange ring realizing M
Let (E 0 , C 0 ) be the separated graph described in Figure 1 , with
v is easily seen to be isomorphic to the universal unital K-algebra generated by a partial isometry. Indeed the partial isometry corresponds to the element α 1 β * 1 (see [6, Example 9.6] ). Since in this paper we are using the reverse conventions to those in [6] , we draw Figure 1 with arrows reversed from those in [6, Example 9.6, Figure 4 ].
The separated graph of a partial isometry
is the complete multiresolution of (E 0 , C 0 ). As we observed in [8, §4.1], the complete multiresolution of (E 0 , C 0 ) is precisely the separated graph (E, C) considered in Subsection 2.5 and in [8, Section 4], so we obtain
Recall that an inverse semigroup is a (not necessarily commutative) semigroup S such that for each a in S there is a unique a * in S such that aa * a = a and a * aa * = a * . This is equivalent to saying that S is von Neumann regular and that the idempotents of S form a commutative family of elements of S ([32, Theorem 3]). Moreover, the map a → a * is an involution on S. The reader is refered to [32] for the general theory of inverse semigroups. The free inverse semigroup has been studied in several places, see for example [40] . The structure of the C*-algebra of the monogenic free inverse semigroup (i.e., the free inverse semigroup on one element) has been studied in e.g. [30] .
Here we are interested in the semigroup algebra of the monogenic free inverse monoid F , which is just the unitization of the monogenic free inverse semigroup. The canonical generators of F will be denoted by s, s * .
Lemma 4.1. The monoid F can be presented by the generators s and s * together with the relations
Proof. Let X be the monoid presented by two generators x and x * with two relations xx * x = x and x * xx * = x * . The natural involution on the free monoid generated by x, x * induces an involution * on X. We first prove that F ∼ = X/∼, where ∼ is the congruence on X generated by the commutation relations (uu
The involution on X induces an involution on X/∼, and there is a unique * -homomorphism f : X/∼ → F sending x to s. To see that f is an isomorphism, we only need to show that X/∼ is an inverse semigroup, since then the universal property of F provides a unique * -homomorphism g : F → X/∼ sending s to x, and g will be an inverse for f .
Write elements of X/∼ in the form u = u 1 u 2 · · · u n with all u i ∈ {x, x * }. An induction on n implies that uu * u = u. Indeed, this is trivial or given if n = 0, 1, and if it holds for an element v := u 1 u 2 · · · u n−1 , then
It remains to show that all idempotents in X/∼ commute. Since by construction elements of the form uu * commute with each other, it is enough to show that idempotents have this form. If e = e 2 in X/∼, then e = ee * e = (ee * )(e * e) = (e * e)(ee * ) = e * ee * = e * .
Therefore e = ee * , and idempotents in X/∼ commute with each other. By [32, Theorem 3], we get that X/∼ is an inverse semigroup, and thus that X/∼ ∼ = F . Now let Y := X/≈, where ≈ is the congruence on X generated by the relations
and write y for the congruence class of x in Y . The involution on X induces an involution on Y , and we shall show that (uu * )(vv * ) = (vv * )(uu * ) for all u, v ∈ Y .This will imply that ≈ equals ∼, completing the proof of the lemma.
Observe that y i (y * ) i y i = y i for all i ≥ 0, which is trivial or given in the cases i = 0, 1. If it holds for some i, then
establishing an induction. Applying the involution, we obtain as well (y
We claim that any element in Y can be written in the form y i (y * ) j y k with j ≥ i ≥ 0 and j ≥ k ≥ 0. It suffices to show that the set of elements of this form is closed under left multiplication by y and y * . Given such an element u := y i (y * ) j y k , if we multiply it on the left by y, there are two cases to consider.
If we multiply u on the left by y * , we can assume that i > 0, in which case we get
Therefore, by definition of Y , its elements of the form uu * commute with each other, as required.
Theorem 4.2. Let K be any field with involution, and endow the semigroup algebra K[F ] with its natural involution. Then there is a * -algebra isomorphism
Proof. As we mentioned above, vL K (E 0 , C 0 )v is just the universal unital K-algebra generated by a partial isometry. This is the same as the semigroup algebra of the monoid given by two generators x, x * and defining relations x = xx * x, x * = x * xx * . Using this, it is straightforward to show that
, and thus, using (4.1), we get
We now proceed to summarize the algebraic structure of the semigroup algebra K[F ]. To simplify notation, set A :
} is a commuting set of projections in A. (That these elements are projections stems from the fact that
n whenever n ≥ m. A similar relation holds for the projections (s * ) n s n . Thus,
The commutativity of the projections in S also yields (s i−1 (s
. Multiplying the first equation on the left by s and the second by s * , and also applying the involution, we obtain
Observe that the elements q −i,j are projections in A, such that
In the following, we denote by (e ij ) N i,j=1 the standard matrix units in any matrix algebra M N (K), and we extend the involution on K to the * -transpose involution on M N (K).
Lemma 4.3. The projections q −i,j are mutually orthogonal minimal projections in A. For n ∈ Z + , the projections
. Proof. In view of (4.2), each of the sequences
consists of mutually orthogonal projections. Since all these projections commute, it follows that the q −i,j are mutually orthogonal. Now consider the following representations of A on M n+1 (K), for n ∈ Z + . First, for n = 0, we send s and s * to 0. Then q 0,0 is sent to 1 so
For n ≥ 1, set t n := n j=1 e j+1,j ∈ M n+1 (K) and observe that all the matrices t i n (t * n ) i and (t * n ) j t j n , for i, j ≥ 0, are diagonal and so commute with each other. Moreover, t n t * n t n = t n and t * n t n t * n = t * n . Hence, by Lemma 4.1, there exists a * -homomorphism from F to the multiplicative monoid of M n+1 (K) such that s → t n . This map extends to a * -algebra homomorphism A → M n+1 (K). The projections q −i,j , with i, j ∈ Z + and i + j = n, are sent to the minimal projections e i+1,i+1 in M n+1 (K). Therefore q −i,j = 0 for all i, j.
Observe that s * q 0,n = 0 = q 0,n s and, using (4.3), that q −i,j s = sq −i+1,j+1 if i ≥ 1. Similarly, sq −n,0 = 0 = q −n,0 s * and sq −i,j = q −i−1,j−1 s if j ≥ 1. It follows that, for each n ≥ 1, the projections q 0,n , q −1,n−1 , . . . , q −n,0 are pairwise equivalent.
Now observe that
Hence, h n s = sh n . Applying the involution, we get h n s * = s * h n and so h n is central. Clearly
We are going to check that q −i,j Aq −i,j = q −i,j K. In order to prove that, note first that every element in F can be written in the form s k (s * ) l s m , where l ≥ k ≥ 0 and l ≥ m ≥ 0 (see e.g. [43] ). Now if we have a product of the form
Now each h n is the sum of n + 1 orthogonal equivalent projections q 0,n , q −1,n−1 , . . . , q −n,0 with q −i,j Aq −i,j = q −i,j K. It follows that there is an isomorphism h n A ∼ = M n+1 (K). To pin down a particular isomorphism, observe that the elements
form a set of (n + 1) × (n + 1) matrix units in h n A, with ε 11 + · · · + ε n+1,n+1 = h n . Hence, we may choose the isomorphism h n A → M n+1 (K) to send ε ij → e ij for all i, j. Consequently,
and similarly
. This concludes the proof. 
is a set of matrix units forming a K-basis for I, and similarly the family {(s
Proof. Recall that every element in F can be written in the form
It is clear that the product is 0 when k > 0, so assume that k = 0. If m > 0, we have in A
So, by induction, it suffices to check that (1 − ss
Analogously, since each element of F can be also expressed in the form (s 
is a set of matrix units, and that (1 − ss * )B(1 − s * s) = 0. The latter gives that IJ = 0, and applying the involution, one gets JI = 0. Since I is spanned by the matrix units s i (1 − ss * )(s * ) j , any nonzero ideal contained in I must contain 1 −ss * and so cannot be nilpotent. As (I ∩J) 2 = 0, we thus have I ∩ J = 0.
An analogous proof works for J. Now observe that (1 − ss * )B(1 − ss * ) = (1 − ss * )K, and so 1 − ss * is a minimal projection of B. Hence, I ⊆ soc(B) and similarly
In particular, soc(B/(I ⊕ J)) = 0, from which it follows that I ⊕ J = soc(B).
It remains to prove that I ⊕ J is an essential left or right ideal of B. Because of the involution, it is enough to show the statement on the right. Since B/(I ⊕ J ) ∼ = K[x, x −1 ] to show this it is enough to show that for any element x in B of the form a 0 +a 1 s+· · ·+a n s n +α+β, with a i ∈ K, a 0 = 0, α ∈ I and β ∈ J, there exists r ∈ B such that xr = 0 and xr ∈ I ⊕ J. Observe that since I is spanned by the matrix units s i (1 − ss * )(s * ) j , we can choose N ≥ 0 so that αs N (1 − ss * ) = 0. Since βs N (1 − ss * ) ∈ JI = 0, we obtain
Moreover,
so that y = 0. This concludes the proof.
We are now ready to show that S 1 = soc(A).
Proposition 4.5. The ideal S 1 = ∞ n=0 h n A is essential in A (as a right or left ideal ). Consequently, S 1 = soc(A). Moreover, there is an embedding of * -algebras A ֒→
j=1 e j+1,j for all i ∈ N. The image of soc(A) under this embedding equals the ideal
with λ i,j , µ k,l ∈ K not all 0, and γ ∈ S 1 , there exists r ∈ A such that xr is a nonzero element of S 1 . We will suppose that λ N,M = 0. The case where all λ ij are 0, and some µ kl in nonzero is handled in a similar fashion. Now there exists a positive integer L such that β(s
We may also assume that L ≥ N. So multiplying x on the right by (s * ) L and changing notation, we can assume that
This shows that S 1 is an essential ideal of A.
is essentially the regular representation of A on soc(A). Namely, we define τ : A → ∞ n=0 h n A by τ (x) = (xh n ). This is clearly a * -algebra homomorphism, and the kernel of τ is Ann(soc(A)), the annihilator of soc(A) = S 1 . If Ann(soc(A)) = 0, then T := soc(A) ∩ Ann(soc(A)) = 0, because we have shown before that the socle of A is essential. But then T is a nonzero ideal of soc(A) with T 2 = 0. Since soc(A) is regular, this is impossible. So τ is injective, and clearly ∞ n=0 h n A ⊆ τ (A). Now by Lemma 4.3, h n A ∼ = M n+1 (K) under a * -algebra isomorphism sending sh n to the partial isometry x n+1 = n j=1 e j+1,j of M n+1 (K). Summarizing, the socle of A is S 1 , and the second socle S 2 of A is the ideal of A generated by 1 − ss * and 1 − s * s. Note that S 2 is a regular ideal of A and that
So the ring A does not seem to be far from being a regular ring. Nevertheless, we have the following negative result:
Proposition 4.6. The monoid M cannot be realized by a regular algebra over any uncountable field.
Proof. As observed in the proof of [8, Lemma 4.5] , there is a homomorphism s :
Returning to our main example, let Σ be the set of elements of A of the form f (s), where
is a polynomial such that f (0) = 1.
Lemma 4.7. With the above notation, the following properties hold:
(1) The embedding
, and the image of ρ contains
A is injective, and ι Σ induces an isomorphism from soc(A) onto Σ −1 soc(A). (3) Let S 2 be the ideal of A generated by 1 − ss * and 1 − s * s. Then every element of Σ −1 S 2 can be written as a linear combination of terms of the following forms (where we suppress the map ι Σ from the notation): Proof. (1) For n ∈ Z + , consider the projection A → h n A given by x → h n x. With the identification h n A ∼ = M n+1 (K) obtained in Lemma 4.3, we see that, for f ∈ Σ, h n f corresponds to a unipotent matrix in M n+1 (K), and thus to an invertible matrix. Hence, ρ 0 maps the elements of Σ to invertible elements of (2) Since ρ 0 is injective, so is ι Σ . Observe that the ι Σ (h n ) are also central projections in Σ −1 A. Take f ∈ Σ. Then there are elements y n ∈ h n A such that (f h n )y n = y n (h n f ) = h n . Hence,
It follows that Σ −1 soc(A) = ι Σ (soc(A)), and so ι Σ induces an isomorphism from soc(A) onto Σ −1 soc(A).
From now on, we will identify soc(A) with Σ −1 soc(A). (3) It is clear that the set of linear combinations of elements of the forms (A), (B), (C) and (D) contains ι Σ (S 2 ). So, to show that this set equals Σ −1 S 2 it is enough to prove that it is invariant under right and left multiplication by the elements s, s * , f −1 , where f ∈ Σ. We will only check the corresponding property for right multiplication. The proof for the left multiplications is similar.
To deal with a term of the form (A), it is enough to consider the particular case where the term is of the form (1−ss * )(s * ) j for some j ≥ 0. Then clearly (1−ss
is again of the form (A). Also, we have seen in the proof of Lemma 4.4 that (1 − ss * )(s * ) j s is congruent modulo soc(A) to (1 − ss * )(s * ) j−1 , so it is a linear combination of terms of the form (A) and (D). Now take f in Σ. We will show the result for the term (1 − ss * )(s
by induction on j. If j = 0, we have (1 − ss * )f = (1 − ss * ) and so (1 − ss * )f −1 = (1 − ss * ). Assume that j > 0 and that the result is true for terms of the form (1 − ss * )(s
where ≡ denotes congruence modulo soc(A), we get
for some λ k ∈ K. Therefore we get
and the result follows by induction. Note that only terms of the forms (A) and (D) appear in this case. Now we consider a term of the form (B). We can assume it is of the form
for some j ≥ 0 and f ∈ Σ. The products (1 − s * s)s j f −1 s and (1 − s * s)s j f −1 g −1 , for g ∈ Σ, are clearly of the form (B). So we need to deal with the product (1 − s * s)s j f −1 s * . Assume first that j = 0. Write f = 1 + a 1 s + · · · + a n s n . Then we have
and we reduce to the study of the case where j > 0. So assume that j > 0. Observe from (4.3) that s j (s * ) j s j−1 = s j s * . Using this we obtain
The first term (1 − s * s)f −1 s j−1 is of the form (B), so we only have to deal with the second term, namely (1 − s
which is a sum of terms of the form (C). Therefore terms of the form (B) and (C) appear in this case. Now consider a term [(s
is of the form (A), and so when multiplied on the right by s, s * or g −1 , with g ∈ Σ, it becomes a linear combination of terms of the forms (A) and (D). Therefore the product [(s 
the prime ideal (x). Denote this subalgebra by K[s] (s) .
We can now describe more precisely the structure of Σ −1 A.
Lemma 4.8. Let L be a subset of the family S described above such that the cosets of the elements of
. Let I and J be the ideals of A generated by 1 − ss * and 1 − s * s respectively.
, and the following is a K-basis for (Σ −1 J)(Σ −1 I)/ soc(A):
Proof. Since the ideal soc(A) is generated by the projections
follows from Lemma 4.7 and the fact that (1 − ss
The elements in (Σ −1 J)(Σ −1 I)/ soc(A) must be linear combinations of terms of the form (C), and so they can be certainly expressed as linear combinations of the elements in B. It remains to show that the latter are linearly independent. We make use of the homomorphism ρ of Lemma 4.7(1). It will be enough to show that the elements 
where the α ikm ∈ K and f 0 , . . . , f t are distinct elements of L. Write f m = s jm f m (s) −1 with j m ∈ Z + and f m ∈ Σ, and let f m (x)
. For fixed i, k, we see from the previous paragraph that t m=0 α ikm β m,n−jm = 0 for n ≫ 0. Thus,
. Since the f m are linearly independent modulo K[s], it follows that α ikm = 0 for all m. Therefore the b i,k,f are indeed linearly independent modulo ∞ n=0 M n+1 (K), as desired. Proposition 4.9. With the above notation, we have that soc(A) is an essential ideal of Σ −1 A, and soc(Σ −1 A) = soc(A). Moreover, the K-algebra homomorphism ρ :
Observe that the proof of Lemma 4.8 gives that ρ induces an injective homomorphism
, where I and J are the ideals of A generated by 1 − ss * and 1 − s * s respectively. Using this, it follows that ρ is injective on (Σ −1 J)(Σ −1 I). Next, consider an element x ∈ Σ −1 I \ (Σ −1 J)(Σ −1 I). By Lemma 4.7, x = f −1 y + z for some f ∈ Σ, y ∈ I \ soc(A), and z ∈ (Σ −1 J)(Σ −1 I). Since the ideal I + J of A is regular, y = yay for some a ∈ A. Then yaf z ∈ I(Σ −1 J) ⊆ soc(A) by Lemma 4.8, and so yaf x ∈ I \ soc(A). In view of Lemma 4.4, there are elements b, c ∈ I such that b(yaf x)c ≡ 1 − ss * modulo soc(A). We then see from Lemma 4.8 that for any choice of f ∈ L, we have
Since ρ is injective on (Σ −1 J)(Σ −1 I), it follows that ρ(x) = 0. This shows that ρ is injective on Σ −1 I. A similar argument now shows that ρ is injective on Σ −1 I + Σ −1 J. Finally, consider the ideal
, and observe that ρ maps 1 − ss
This, together with the injectivity of ρ on Σ −1 I + Σ −1 J, implies that ρ is injective. The statements about the socle of Σ −1 A follow.
We can now obtain one of our main results.
Theorem 4.10. Let K be a field with involution (where the identity involution is allowed ), let A = K[F ] be the semigroup algebra of the monogenic free inverse monoid with its natural involution, and define Σ ⊂ A as before. Then the universal localization Σ −1 A is an exchange (but not regular ) K-algebra and
Proof. Set R := Σ −1 A. We first show that R is an exchange ring. We will use [1, Theorem 2.2], which says that, whenever J is an ideal of a ring T , the ring T is an exchange ring if and only if both J and T /J are exchange rings and idempotents from T /J can be lifted to idempotents in T . Indeed, in our applications of this result we will be under the hypothesis of [ . Now we have that soc(R) = soc(A) is a regular (non-unital) ring, and we have shown that S = R/ soc(R) is an exchange ring. So it follows from [1, Corollary 2.4] that R is an exchange ring. Since S is not regular, we see that R is not regular either.
Finally, there is a monoid homomorphism τ : M → V (R) such that
for all n ∈ Z * . To see this, observe that the indicated elements of V (R) satisfy the relations (2.1). Note also that τ sends the order-unit u = x 0 + y 0 to [1 R ]. Now by [8, Lemma 4.8] , the map (m n )
is an isomorphism. In view of Proposition 4.5, we also have an isomorphism (Z
Hence, τ restricts to an isomorphism from ped(M) onto V (soc(R)). Moreover, soc(R) is an essential ideal of R (by Proposition 4.9) such that soc(R) ∼ = ∞ i=1 M i (K), and the map induced by τ from M = M/ ped(M) to V (R/ soc(R)) = V (S) is easily seen to agree with the map ψ described before, which is a monoid isomorphism. Therefore we conclude from Proposition 3.5 that τ is an isomorphism from M onto V (R). The proof is complete.
Remark 4.11. The involution of A cannot be extended to R = Σ −1 A. Indeed, suppose there is an involution * on R extending the involution on A. Since soc(A) is * -invariant, the involution on B = A/ soc(A) would extend to an involution on S = R/ soc(A). Now the ideals I = Σ −1 I and J = Σ −1 J would be self-adjoint ideals of S, and 0 = ( J I) * = I J = 0, a contradiction.
Realizing M by a von Neumann regular ring
In this section, we realize the monoid M as the V -monoid of a regular F -algebra for any countable field F . The key idea is to use a "skew" version of the construction performed in the previous section, so that the fundamental relations are satisfied only in a "relaxed way". More precisely, the regular algebra will be built as a subalgebra of T := ∞ n=1 M n (F ) so that each of the relations holds modulo soc(T ) = ∞ n=1 M n (F ). To make this construction we need the countability of the field F .
Let F be a countable field, and let f 0 = 1, f 1 , f 2 , . . . be an enumeration of the set
Also, set F i = f 0 f 1 · · · f i for all i. We do not assume any involution on F or its matrix rings; the symbols w * n below just denote elements paired with elements w n in our construction. We will define certain elements w n , w * n in M n (F ) for all n. We start with w 1 = w * 1 := 0 ∈ F . Now for all n > 1, we put
For each k ∈ Z + , let (1, a k,1 , . . . , a k,N (k) ) be the row of coefficients of the polynomial F k , so that the degree of F k is N(k). Choose positive integers M(1) < M(2) < · · · such that
for n = 2, . . . , M(1) − 1. In this range, we have 1 − w n w * n = e 11 and 1 − w * n w n = e nn . For k ∈ N and M(k) ≤ n < M(k + 1), define
a k,j (e j1 + e n,n−j+1 ) ∈ M n (F ).
Then we have, for M(k) ≤ n < M(k + 1),
a kj e j+1,1 and
a kj e n,n−j .
Lemma 5.1. (a) w n w * n w n = w n and w * n w n w * n = w * n for all n. (b) 1 − w n w * n and 1 − w * n w n are rank one idempotents for each n, and they are orthogonal for n ≥ 2.
(c) Let
It is helpful to note that w n e nj = 0 for all j and that e i1 w n = 0 for all i.
(b) It is immediate from (a) that 1 − w n w * n and 1 − w * n w n are idempotents, and they clearly have rank one. Orthogonality is clear from (5.1) when n ≥ M(1), and from the relations 1 − w n w * n = e 11 and 1 − w * n w n = e nn when 2 ≤ n < M(1). (c) The relation obviously holds when l = 0. Assume i ≥ l > 0. Choose k 0 such that M(k 0 ) > 2i, and take
All nonzero entries of 1 − w n w * n lie in the first column, in rows 1 through N(k) + 1. Since i < n/2 < n − N(k), we see that forming w i n (1 − w n w * n ) just amounts to shifting the first column of 1 − w n w * n down i positions without cutting off any nonzero entry. Nonzero entries of w * n lie in the superdiagonal, or in the first column, or in the last row beyond column n − N(k). Since i is positive, e j1 w i n (1 − w n w * (e) Assume j ≥ l > 0. Choose k 0 such that M(k 0 ) > 2j, and take n ≥ M(k 0 ). Then M(k) ≤ n < M(k + 1) for some k ≥ k 0 . Now j < n/2 and N(k) ≤ n/4.
First, observe that for 0 ≤ m ≤ j, all nonzero entries of (1 − w n w * n )(w * n ) m lie in the upper left (N(k) + 1) × (m + 1) corner. This is clear for m = 0, so assume it holds for some m < j. Since m + 1 < n, we have (1 − w n w * n )(w * n ) m e nt = 0 for all t, so (1 − w n w *
consists of new entries in the left column down to row N(k) + 1, together with the upper left (N(k) + 1) × (m + 1) block of (1 − w n w * n )(w * n ) m shifted one column to the right. Therefore (1 − w n w * n )(w * n ) m+1 has the claimed form. In particular, (1 − w n w * n )(w * n ) j−1 e nt = 0 for all t. Since e s1 w n = 0 for all s, it follows that
This equals (1 − w n w * n )(w * n ) j−1 , because the latter has no nonzero entries in its last column.
follows. (f) This follows from (e).
Corollary 5.2. Let i, j > 0. Then
for m < i and n ≫ 0. Summing these equations gives
The second part of the corollary follows from Lemma 5.1(c) in the same way.
Set T := ∞ n=1 M n (F ), and write w := (w n ) ∈ T and w * := (w * n ) ∈ T . Observe that every element of the set Σ(w) := {f (w) | f ∈ Σ} is invertible in T . Let R be the unital subalgebra of T generated by soc(T ), w, w * and all the inverses of the elements of Σ(w). Observe that soc(R R ) = soc( R R) = soc(T ).
To simplify computations in R, write ≡ for congruence modulo soc(T ). From parts (c)-(f) of Lemma 5.1, we obtain
Proposition 5.3. Let M 1 be the ideal of R generated by 1 − ww * and soc(T ), and let M 2 be the ideal of R generated by 1 − w * w and soc(T ).
Proof. We aim to prove that (1) For any element z ∈ M 1 , the matrix z n for n ≫ 0 has all its nonzero entries in an upper left corner of size less than (n/2) × (n/2). A similar argument gives that (2) For any element z ∈ M 2 , the matrix z n for n ≫ 0 has all its nonzero entries in a lower right corner of size less than (n/2) × (n/2). These properties clearly imply the proposition. Before proving them, we establish simplified forms for the elements of M 1 .
Set
To prove this, it suffices to show that A + soc(T ) is a right ideal of R. Obviously A + soc(T ) is closed under right multiplication by w * , and it follows from (5.3) that A + soc(T ) is closed under right multiplication by w. It remains to show that
for j ≥ 0 and f ∈ Σ(w). Assume that deg f > 0. First, observe that if f = 1 + a 1 w + · · · + a t w t we have
. This covers the case j = 0. For j > 0, we have
which is in A + soc(T ) by induction on j.
We have now established (5.4). In particular, it follows that M 1 = RA + soc(T ). Now set B := l,i≥0 g∈Σ(w) (w * ) l w i g −1 A. We claim that (5.5)
To prove this, it suffices to show that B + soc(T ) is an ideal of R. It is clearly a right ideal, since A + soc(T ) is a right ideal of R. Hence, we need only show that B + soc(T ) is closed under left multiplication by w, w * , and f −1 for f ∈ Σ(w). Closure under left multiplication by w * is built in. As for closure under left multiplication by w, we need w(w * ) l w i g −1 A ⊆ B + soc(T ) for l, i ≥ 0 and g ∈ Σ(w). This is clear if l = 0, so assume that l > 0. In that case,
In fact, we shall need a bit more than this, namely
for i, j, l ≥ 0, and g ∈ Σ(w), as we see from the above by induction on j.
It remains to show that
because f g ∈ Σ(w). Now suppose that l > 0, and write f = 1 + a 1 w + · · · + a t w t . Then
and consequently
for all j, by (5.4) and the definition of B. Finally,
by (5.6) and induction on l. In view of (5.7) and the above inclusions, we obtain
which concludes the final induction on l.
We have now verified (5.5) . Taking this together with (5.4), we see that
Property (1) is trivially satisfied for elements z ∈ soc(T ), since then z n = 0 for n ≫ 0. In view of (5.8), it only remains to verify (1) for any z = (w * ) l w i g −1 (1 − ww * )(w * ) j where l, i, j ≥ 0 and g ∈ Σ(w).
Choose k 0 ≥ 6 such that M(k 0 ) > 14 max{i, j} and g = f t for some t ≤ k 0 . Then for all
In particular, deg
, so that all nonzero entries of g(w n ) −1 (1 − w n w * n ) lie in the left column and the first N(k) + 1 rows.
Note
Since left multiplication by w n just moves matrix entries down one row, all nonzero entries of w i n g(w n ) −1 (1 − w n w * n ) lie in the left column and the first N(k) + i + 1 rows, and hence in the upper left (⌊n/2⌋ − 1) × 1 corner. Left multiplication of w * n on any matrix concentrated in this corner does not place nonzero entries outside that corner, because N(k) < n/2 and n/2 < n − N(k). Thus, all nonzero entries of (w * n ) l w i n g(w n ) −1 (1 − w n w * n ) lie in the upper left (⌊n/2⌋ − 1) × 1 corner. Finally, for any matrix whose nonzero entries are in the upper left (⌊n/2⌋ − 1) × s corner for some s < n, right multiplication by w * n does not place nonzero entries outside the upper left (⌊n/2⌋ − 1) × (s + 1) corner. Since j < n/14 and so j + 2 < n/2, we conclude that all nonzero entries of z n lie in the upper left (⌊n/2⌋−1) ×(⌊n/2⌋−1) corner. This establishes property (1) .
Property (2) is proved similarly.
Lemma 5.4. Let R be a unital ring, let n ≥ 2, and let a, a * ∈ R such that a = aa * a and a * = a * aa * . Assume that for all 1 ≤ i ≤ n we have
Then the following properties hold:
i and (a * ) j a j are commuting idempotents for all 1 ≤ i, j ≤ n, and (a) f 0 , f 1 , . . . , f n−1 , g 0 , g 1 , . . . , g n−1 are pairwise orthogonal idempotents.
It then follows that a 2 (a * ) 2 and (a * ) 2 a 2 are commuting idempotents. For instance,
and thus a 2 (a * ) 2 is an idempotent. We clearly have a 2 (a * ) 2 ≤ aa * , so that 1−aa 
for i = 1, 2, and so
We can continue in this way to prove the results. We also obtain
Using this, we get that
for 0 ≤ j, k ≤ n − 1. Part (a) follows. Since each f j is orthogonal to g 0 = 1 − a * a and each g j is orthogonal to f 0 = 1 − aa * , we obtain a * f j+1 a = a * af j a * a = f j and ag j+1 a * = aa * g j aa * = g j for 0 ≤ j ≤ n − 2, verifying (c). Now for 1 ≤ j ≤ n − 1, we have a * (f j a) = f j−1 and (f j a)a * = f j , whence f j−1 ∼ f j . Similarly, a(g j a * ) = g j−1 and (g j a * )a = g j , so g j−1 ∼ g j . This establishes (d).
Theorem 5.5. The algebra R constructed above is regular, and V (R) ∼ = M.
Proof. We begin by applying Construction 3.3 with K = F . Let Q 1 be the universal localization Σ −1 F x, y | xy = 1 , where Σ (as above) is the set {f ∈ F [x] | f (0) = 1}. Then Q 1 is regular, and it has a unique proper nonzero ideal I 1 , such that Q 1 /I 1 ∼ = F (x). Moreover, I 1 = soc(Q 1 ), this ideal is homogeneous (as a right or left semisimple Q 1 -module), and Q 1 ∼ = Q 1 ⊕ Q 1 e for any idempotent e ∈ I 1 .
Let Q be the algebra in the pullback
of Construction 3.3. By Proposition 3.4, Q is regular, and M ∼ = V (Q) through a specified isomorphism ψ. We claim that R/ soc(R) ∼ = Q. We first note that ww * = 1 but w * w = 1 in R/M 1 . Moreover, all elements f (w), with f ∈ Σ, are invertible in R/M 1 . It follows that there is a unique homomorphism γ 1 : Q 1 → R/M 1 sending x to w and y to w * . Note that this map is surjective, because R/M 1 is generated by 1, w, w * , and f −1 for f ∈ Σ(w). Since 1 = w * w in R/M 1 , the map is also injective. Similarly, there is an isomorphism γ 2 : Q opp 1 → R/M 2 sending x to w and y to w * . Note that the compositions of the γ
with the quotient maps R → R/M i induce a homomorphism γ : R → Q by the pullback property of Q. The kernel of γ is precisely soc(R) by Proposition 5.3. Since M 1 + M 2 is a maximal ideal of R, we see that ker π ′ 1 π 1 γ = M 1 + M 2 , from which it follows easily that the map γ is surjective. Thus, γ is an isomorphism from R/ soc(R) onto Q. This shows that R is regular, since soc(R) = soc(T ) is regular.
Finally we show that M ∼ = V (R). For n ∈ N, let h n : T → M n (F ) be the canonical projection, and set H n := h 1 + · · · + h n and G n := 1 − H n . Because of Corollary 5.2, there exist integers 2
for 1 ≤ i ≤ n + 1. It then follows from Lemma 5.4 that
are lists of orthogonal, equivalent idempotents. In particular,
We shall define a map τ : M → V (R), starting by assigning values to the generators a n , x n , y n , z n of M. First, set τ (a n ) = [p n ] where p n := e 11 ∈ M n (F ), while
For n > 0, set
where g n is an idempotent in soc(T ) such that (g n ) t ⊥ p t for all t and
and set
The next step is to show that the elements τ (a n ),
For n > 1, we have
and so
We also have
and
for n > 1. Similarly, τ (z n ) + τ (a n ) = τ (z n−1 ) for all n > 0.
Therefore the defining relations (2.1) of M are satisfied by τ (a n ), τ (x n ), τ (y n ), τ (z n ), and consequently these assignments extend to a well-defined homomorphism τ : M → V (R). Recall from [8, Lemma 4.8] that ped(M) = ∞ n=1 Z + a n . Clearly, the restriction of τ to ped(M) induces an isomorphism from ped(M) onto V (soc(R)), and the induced map M = M/ ped(M) → V (R/ soc(R)) ∼ = V (Q) is the isomorphism ψ described in Proposition 3.4. Moreover τ (u) = [1 R ]. We can therefore apply Proposition 3.5 to conclude that τ is an isomorphism.
Relationship with Atiyah's Problem
Let Γ be a discrete countable group, and denote by N (Γ) the von Neumann algebra of Γ and by U(Γ) the regular ring of Γ, which is the classical ring of quotients of N (Γ). We refer the reader to [38] for information about these algebras and background on the Atiyah Conjecture.
We recall the definition of a rank ring. Although the main interest is in regular rank rings, it is convenient here to define the notion for arbitrary (unital) rings. A regular rank ring is a pair (R, N), where R is a regular ring and N is a rank function on R. We will occasionally omit the reference to N.
We refer the reader to [22, Chapter 16] for further information about regular rank rings. If (R, N) is a regular rank ring, then N extends to an unnormalized rank function on M n (R) for all n ≥ 1, also denoted by N, such that N(I n ) = n, where I n is the identity of M n (R).
A * -regular ring is a regular ring endowed with a proper involution, i.e. x * x = 0 implies x = 0 for x ∈ R. The * -transpose involution on M n (R) is proper if and only if * is n-positive definite, i.e., n i=1 x * i x i = 0 implies x i = 0 for all i = 1, . . . , n. The regular ring U(Γ) is a * -regular ring, with a positive definite involution, see [38, Chapter 8] . If R is a * -regular ring, then for each element a in R there is a unique b ∈ eRf , termed the relative inverse of a, such that ab = f and ba = e, where f := LP (a) and e := RP (a) are the left and right projections of a, that is, the unique projections in R such that aR = LP (a)R and Ra = R · RP (a), see [13, Proposition 51.4(i) ]. All projections of U(Γ) are contained in N (Γ).
Moreover, U(Γ) is a regular rank ring, with a canonical rank function rk defined by rk(a) := tr(LP(a)) = tr(RP(a)), where tr is the canonical trace on N (Γ).
We now show the existence of the * -regular closure of a subset of a * -regular ring, see [21] , [37] . Our proof is slightly different from that of [37, Proposition 3.1] . In particular, we observe that there is no need of any additional hypothesis on the * -regular ring to define this closure. Moreover, the * -regular closure has a description which is similar to that of the division closure of a subring of a ring. Proposition 6.2. Let R be a * -regular ring and let S be a * -subring of R. Then there is a smallest * -regular subring R(S, R) of R containing S. Moreover, there is an increasing sequence S = R 0 (S, R) ⊆ R 1 (S, R) ⊆ R 2 (S, R) ⊆ · · · of * -subrings of R such that R i+1 (S, R) is generated by R i (S, R) and the relative inverses in R of the elements of R i (S, R), and R(S, R) = ∞ i=0 R i (S, R). Proof. We first show that any intersection T := i∈I R i of * -regular subrings R i of R is a * -regular subring. If a ∈ T then there is a unique b ∈ eRf such that ab = f and ba = e, where e = RP (a) and f = LP (a). By uniqueness we have b ∈ R i for all i ∈ I so b ∈ i∈I R i = T . Thus aba = a and bab = b, showing that T is regular. Since T is a * -subring of R, R is * -regular.
Clearly, there is a smallest * -regular subring of R containing S, the intersection of all the * -regular subrings of R containing S.
For the second part, set R 0 (S, R) = S and define R i+1 (S, R) inductively, by letting R i+1 (S, R) be the * -subring of R generated by R i (S, R) and the relative inverses of the elements of R i (S, R) in R. It is clear that
If X is a subset of a * -regular ring R, then the * -regular closure R(X, R) of X in R is defined as the smallest * -regular ring of R containing the * -subring of R generated by X. Note that the * -regular closure of a * -subring S of R always contains the division closure, which is the smallest subring T of R containing S which is closed under inversion. (Of course, this is due to the fact that the relative inverse of an invertible element is the inverse of the element.) Also observe that the * -regular closure of a countable ring is also countable. This applies to the * -regular rings R(kΓ, U(Γ)), where k is a countable subfield of C and Γ is (as usual) a countable group.
G. Elek has shown in [21] that the * -regular closure R(Γ) of CΓ in U(Γ) coincides with the * -regular closure of CΓ taken in some other * -regular overrings of CΓ, whenever Γ is a finitely generated amenable group.
The question of how big is the * -regular closure R(kΓ, U(Γ)) for a subfield k of C closed under complex conjugation is closely related to the Atiyah Problem for Γ and k.
We note the following important property of regular rank rings. For a proof see [25] .
Theorem 6.3. Let (R, N) be a regular rank algebra over an uncountable field. Then R is unit-regular. In particular, R(kΓ, U(Γ)) is unit-regular for every uncountable subfield k of C.
Note that the main example in Section 5 shows that the above result is not true for algebras over countable fields, see also [15] .
It is an old open problem, attributed to Handelman, whether every * -regular ring is unitregular, see [22, Open Problem 48] . In view of the above, the following question seems quite pertinent.
Question 6.4. Let k be a countable subfield of C, closed under complex conjugation, and let G be a countable group. Is then the * -regular closure of kΓ in U(Γ) a unit-regular ring?
A negative answer would solve Handelman's question in the negative. A positive answer would be interesting in itself.
We now consider the lamplighter group, which is the wreath product G := Z 2 ≀ Z = i∈Z Z 2 ⋊ Z, see e.g. [18] . We denote by t the generator corresponding to Z and by a i the generator corresponding to the i-th copy of Z 2 . We have t −1 a i t = a i+1 , and a i a j = a j a i for all i, j. Let e i :=
and f i := 1 − e i , and set s = e 0 t. It was shown by Grigorchuk and Zuk [28] that the trace of the spectral projection of s + s * corresponding to 0 is 1/3. This gave the first counterexample to Atiyah's Conjecture [29] . This was generalized by Dicks and Schick [18] to the groups Z p ≀ Z. These authors computed the traces of the spectral projections working directly on ℓ 2 (Z p ≀ Z). We will use some of the computations in [18] . From now on, k will denote a subfield of C closed under conjugation, endowed with the involution given by complex conjugation.
Recall from Section 4 the definition of the monogenic free inverse monoid F . The next result identifies the * -subalgebra of kG generated by s = e 0 t with the semigroup algebra k[F ].
Proposition 6.5. Let F be the monogenic free inverse monoid. Then there exists a * -algebra embedding of k[F ] into kG which sends the canonical generator s of F to e 0 t.
. Denote momentarily by s the element e 0 t. Then note that s s * = e 0 and s * s = t −1 e 0 t = e 1 , so s is a partial isometry. Observe that
for all i, j ∈ Z + . In particular, all the projections s i ( s * ) i , ( s * ) j s j , i, j ≥ 0, commute with each other, and so by Lemma 4.1 there is a * -algebra map ϕ : A → kG, with ϕ(s) = s, whose image is the * -subalgebra generated by s.
Since soc(A) =
is essential in A (Lemma 4.3 and Proposition 4.5), to show that ϕ is injective, it suffices to prove that ϕ(h n ) = 0 for all n ≥ 0. For this, it is enough to show that ϕ(q −i,j ) = 0 for all i, j ≥ 0, where q −i,j is as in (4.4). We have ϕ(q −i,j ) = f −i (e −i+1 · · · e −1 e 0 e 1 · · · e j )f j+1 , and rk(f −i (e −i+1 · · · e −1 e 0 e 1 · · · e j )f j+1 ) = 2 −(i+j+2) , so ϕ(q −i,j ) = 0. This completes the proof.
From now on, we will denote by A the * -subalgebra of kG generated by s = e 0 t, and we will identify this subalgebra with k[F ]. As in Section 4, set h n := n i=0 q −i,n−i for n ≥ 0. The h n are pairwise orthogonal central projections in A and rk(h n ) = (n + 1)2 −(n+2) . It follows that ∞ n=0 rk(h n ) = 1, cf. the computation in [18, Lemma 3.6] , and so ∞ n=0 h n = 1 in the strong topology of N (G). We obtain: Proposition 6.6. With the above notation, we have that
Proof. Since ∞ n=0 h n = 1, it follows that the annihilator in U(G) of the family {h n : n ≥ 0} is 0. Since U(G) is a self-injective ring, it follows that ∞ i=0 h n A embeds unitally in U(G). The final statement follows because the image of ∞ n=0 h n A is a * -regular subring of U(G). Observe that R(A, U(G)) ⊆ R(kG, U(G)). Using Proposition 6.6, we are going to identify some of the subalgebras of R(A, U(G)). We denote by Z[ 1 2 ] the subring of Q generated by 1 2 . Proposition 6.7. Let A be the algebra defined before and set
A is isomorphic to a subalgebra B of U(G) containing A, and rk(e) ∈ Z[
] for all idempotents e in M k (B), k ≥ 1.
Proof. By Proposition 4.9, Σ −1 A is naturally embedded in ∞ n=0 h n A, and so, by Proposition 6.6, Σ −1 A is naturally isomorphic to a subalgebra B of U(G). Observe that B is contained in the division closure of A in U(G). Note that the rank function rk induces a state σ on V (B) by σ([e]) = rk(e) for any idempotent matrix over B. It suffices to show that the image of σ is contained in Z[ 1 2 ]. Identify Σ −1 A with B, and let τ : M → V (B) be the isomorphism constructed in the proof of Theorem 4.10. We apply στ to the generators of M and compute that
for all n ≥ 0. In view of (2.1), it follows that στ (z n ) = στ (y n ) = 2 −(n+1) for all n ≥ 0 and στ (a n ) = στ (y n−1 ) − στ (y n ) = 2 −(n+1) for all n > 0. Therefore the image of στ , which equals the image of σ, is contained in Z[ 1 2 ].
Since B is contained in R 1 (A, ∞ n=0 h n A), so is the algebra generated by B and B * . We are now going to describe this algebra.
We will need to consider the algebra of rational series in one variable over k, endowed with the Hadamard product ⊙. We will denote this algebra by R o . See [14] for details. The elements of R o are the formal power series in k[ [x] ] which arise as the expansions of rational functions of the form P (x)/Q(x), where P (x) and Q(x) are polynomials with coefficients in k, and
We shall consider the vector space embedding of
. We will also consider the map
a n x n ) = (h n a n ).
The map ψ is clearly an * -isomorphism from the algebra of power series with the Hadamard product onto the center of ∞ n=0 h n A. Proposition 6.8. Let D be the * -subalgebra of ∞ n=0 h n A generated by B + B * . Then the ideal of D generated by 1 − ss * coincides with the ideal of D generated by 1 − s * s. Moreover, we have D/ 1 − ss * ∼ = k(x), with s + 1 − ss * and s * + 1 − ss * mapping to x and x −1 , respectively.
Proof. Let I be the ideal of D generated by 1 − ss * . By looking at the components in
which proves that I = 1 − ss * = 1 − s * s . We now prove that D/I ∼ = k(x). Note that, if a ∈ I, then rank(h n a) < K for all n ≥ 0, for some constant K, where rank is the usual rank of matrices in h n A ∼ = M n+1 (K). It follows that I is a proper ideal of D. There is a surjective algebra homomorphism γ : (Σ∪Σ * ) −1 A → k(x), whose kernel is the ideal T of (Σ ∪ Σ * ) −1 A generated by 1 − ss * and 1 − s * s. On the other hand, there is a natural surjective homomorphism τ : (Σ ∪ Σ * ) −1 A → D sending T onto I. Therefore we obtain a surjective k-algebra homomorphism
sending x and x −1 to the classes of s and s * in D/I respectively. Since k(x) is a field, τ must be an isomorphism.
b n x n be two formal power series, and write A(x) = ∞ n=0 a n x n . Then we have
Using these formulas, we will find later normal forms for the elements in I = 1 − ss * . Recall from [14 o . As a preparation for the next result, and for latter use, we recall the following theorem, a proof of which can be found in [14, IV.4] . Here a quasi-periodic subset of Z + is any subset of the form
where F is finite, N is a non-negative integer (the period) and k 1 , . . . , k r ∈ {0, 1, . . . , N − 1}. These sets are precisely the supports of the expansion in base 2 of rational numbers q with 0 ≤ q ≤ 1.
Theorem 6.9 (Skolem-Mahler-Lech). Let K be a field of characteristic 0, and let S = a n x n be a rational series with coefficients in K. Then the set
is a quasi-periodic set.
Lemma 6.10. Let Q be the classical ring of quotients of R o . Then Q is a commutative * -regular ring, isomorphic to the * -regular closure of
Proof. Recall that the classical ring of quotients is the ring of quotients obtained by invert-
o is * -regular (and we are dealing with a commutative localization) we have that there is a natural injective
o . We will identify Q with its image in
o . Given a purely periodic set A = r i=1 {k i +nN | n ∈ Z + }, with k 1 , . . . , k r ∈ {0, 1, . . . , N −1}, we may consider the element
Observe that e is idempotent in R o and that its support is exactly A. If A is just quasiperiodic, we can also obtain A as the support of an element of R o by adding a polynomial to the above element e. By the Skolem-Mahler-Lech Theorem (Theorem 6.9), this implies that the annihilator in
o of any element of R o is generated by a projection in R o . In order to avoid confusion, we will denote the quasi-inverse of an element a in k † ∈ Q. This shows that Q is * -regular. Therefore Q must be the * -regular
Let E be the subalgebra of ∞ n=0 h n A generated by D and ψ(Q)(1 − ss * ). We can also say that E is generated by
Note that E is a * -subalgebra. Our aim is to show that E is the * -regular closure of A. To show this, we need some preparations. Since A ⊆ B ⊆ D ⊆ E and soc(A) = ∞ n=0 h n A (Proposition 4.5), we see that soc(A) is a semisimple essential right and left ideal of E. It follows that soc(A) = soc(E).
First, we obtain a formula to compute elements of the form (f (s) * ) −1 , for f ∈ Σ. Recall that we use ≡ to denote that two elements in ∞ n=0 h n A are congruent modulo the socle ∞ n=0 h n A. Lemma 6.11. Let f (x) = 1 + a 1 x + · · · + a n x n ∈ Σ, and set f 1 (x) = a n + a n−1 x + · · · + a 1 x n−1 + x n . Then there are polynomials P i (x), i = 0, . . . , n − 1 of degree ≤ n − 1 such that
Proof. We use the polynomials
To prove the lemma, it suffices to show that
be the * -algebra embedding of Proposition 4.5, and for m ≥ 0 let π m :
be the canonical projection. To establish (6.5), we need to show that
for all but finitely many m. Fix m ≥ n for the remainder of the proof. For j = 0, . . . , n − 1, we have
e j+l,l .
e j+l,l = n−1 i=0 i j=0 a n−j e i+1,i+1−j .
On the other hand,
e i+l,l e 11
Combining (6.7) and (6.8), we obtain (6.6), as desired.
In the next lemma, we obtain a normal form for elements in the ideal of E generated by 1 − ss * .
Lemma 6.12. Every element in the ideal I of E generated by 1 − ss * is a sum of terms of the following forms:
Proof. It is clear that terms of the forms (A), (C), (D) lie in I, and terms of the form (B) lie in I because of Proposition 6.8. For each n ≥ 0, the ideal h n A is a minimal nonzero ideal of E, and since h n (1 − ss * ) = 0, it follows that h n A ⊆ I. Thus, soc(A) ⊆ I, covering terms of the form (E).
Observe that terms of the form (D) are obtained by applying the involution to terms of the form (C), while the involution sends terms of the forms (A), (B), (E) to terms of the same type. Thus, to show the result, it is enough to prove that the set of sums of terms of the forms (A)-(E) is stable under right multiplication. We will show this only for terms of the forms (B) and (D). The other cases follow by symmetric arguments. Observe that it is enough to work modulo soc(A).
Consider first terms a of the form (B). We show that ab is a sum of terms of the forms (B) and (C), for any b ∈ {s, s * , h(s) −1 , (h(s) * ) −1 }, where h ∈ Σ. This is trivial for b = s and for b = h(s) −1 , and it follows from the proof of Lemma 4.7 for b = s * . So it suffices to consider the case where b = (h(s) where we have followed the notation used in that lemma. This is a sum of terms of the forms (B) and (C). Now for a term a of the form (D), as before the only nontrivial case is that of a product ab, where b = (f (s) * ) −1 for some f ∈ Σ. To deal with such a product, it suffices to consider the case a = (1 − ss * )(h(s) and x i+l (g(x)f 1 (x)) −1 respectively, so that the corresponding summands in the above formula are sums of terms of the form (A).
This concludes the proof.
We are ready to obtain the description of the * -regular closure of A in U(G)).
Theorem 6.13. Let E be the subalgebra of ∞ n=0 h n A generated by D and ψ(Q)(1 − ss * ). Then E = R(A, U(G)), and we have (1 − ss * )E(1 − ss * ) ∼ = Q and E/ 1 − ss * ∼ = k(x).
Moreover, E is a unit-regular ring, and it coincides with the division closure of A in U(G).
Proof. Let I be the ideal of E generated by 1 − ss * . It follows from Proposition 6.8 that I is also the ideal generated by 1 − s * s. Since I ∩ D is a proper ideal of D containing 1 − ss * , we see that I ∩ D equals the ideal of D generated by 1 − ss * , and so D/(I ∩ D) ∼ = k(x). On the other hand, D + I = E, and thus E/I ∼ = D/(I ∩ D) ∼ = k(x).
Let ψ : Q → (1 − ss * )E(1 − ss * ) = (1 − ss * )I(1 − ss * ) be the map defined by ψ(q) = (1 − ss * )ψ(q) for q ∈ Q. Then ψ is an injective * -homomorphism. Using Lemma 6.12 and (6.3), we obtain that ψ is surjective. Therefore (1 − ss * )E(1 − ss * ) ∼ = Q is a commutative * -regular ring by Lemma 6.10, isomorphic to the classical ring of quotients of R o . The next step consists in showing that I := I/ soc(E) is regular. Since 1 − ss * is a full idempotent of I and (1 − ss * )I(1 − ss * ) is regular, it suffices to check that I is left and right s-unital, that is, for each a ∈ I there are elements c and d in I such that ca = a = ad (see [2, Theorem 2.3] ). By using the involution, it is enough to check the right s-unital condition. Using Lemma 6.12 and taking common denominators, it is enough to show that given f, g ∈ Σ and N ≥ 1 there is an element c ∈ I such that ( 
We will find an element c
We now show that E is unit-regular. Notice that I is unit-regular, that is, all corner rings eIe, for e = e 2 ∈ I, are unit-regular. This follows from the fact that (1 − ss * )I(1 − ss * ) is unit-regular (because it is a commutative regular ring), and so V (I) = V (I(1 − ss * )I) ∼ = V ((1 − ss * )I(1 − ss * )) is cancellative. Since E/I ∼ = k(x) is also unit-regular, it suffices to check that units from E/I lift to units in E (see [12, Lemma 3.5] ). Units from Σ obviously lift to units in E, so it remains to show that x lifts to a unit in E. Consider the elements u := s + (1 − ss and consequently uv = vu = 1. Therefore E is unit-regular. It remains to prove that E is the division closure of A in U(G). Denote by C this division closure. Then clearly D ⊆ C. Moreover E is the ring generated by D and the inverses in U(G) of elements of the form ψ(r)(1 − ss * ) + ss * , where r is a non-zero-divisor in R o . So E ⊆ C. Since E, being regular, is closed under inversion, we get that E = C.
For a subring S of U(G), denote by C(S) the set rk( ∞ i=1 M i (S)) of all ranks of matrices over S. Note that S ⊆ R + . Denote also by G(S) the subgroup of R generated by C(S).
Corollary 6.14. With the above notation, we have C(E) = Q + and G(E) = Q. In particular, we obtain that Q ⊆ G(A) ⊆ G(kG).
Proof. Note that, E being a * -regular ring with positive definite involution, the set C(E) is the set of numbers of the form rk(p), where p ranges over the projections in matrices over E. Moreover every projection in M n (E) is equivalent to a diagonal projection (by Riesz refinement).
Since (1 − ss * )E(1 − ss * ) = ψ(Q)(1 − ss * ), we get from Lemma 6.10 and Theorem 6.9 that the set of ranks of elements in (1 − ss * )E(1 − ss * ) is exactly Q ∩ [0, 1/2]. (Recall that rk(h n (1 − ss * )) = 2 −(n+2) for all n ≥ 0.) It follows that C(I) = Q + . If p is a projection in E, then, since E/I is a field, either p ∈ I or 1 − p ∈ I. It follows that rk(p) ∈ Q + . Therefore C(E) = Q + . Let now X ∈ M n (E), for some n ≥ 1. Since E is the division closure of A and it is regular, it is also the rational closure of A. Hence, it follows from Cramer's rule ([16, Proposition 7.1.3]) that there exist a non-negative integer m, invertible matrices P, Q ∈ M n+m (E) and a matrix Y ∈ M n+m (A) such that P (X ⊕ I m )Q = Y. It follows that rk(Y ) = rk(X) + m, whence rk(X) ∈ G(A). Since C(E) = Q + , we conclude that Q ⊆ G(A).
We conclude by computing, using our tools, the rank of the element s + s * (cf. [18] ).
Example 6.15. Let g 1 = ψ((1 − x 2 ) −1 ). Observe that g 1 is the central projection in 
is the isomorphism stemming from Lemma 4.3 and π m : 2 )w for some w ∈ E. Since g 2 α = 0 and (1−s * s)s * = 0 we obtain that z = 0. This shows (6.10). Since α 2 = 0, we have that 1 + α is invertible, and so, we get from (6.10) rk(s + s * ) = rk((1 + α)s * (1 + s 2 )) + rk(g 2 (1 − s * s)s) = rk(s * s) + rk(g 2 (1 − s * s)ss * ).
In N (G), we have s * s = e 1 and g 2 (1 − s * s)ss * = ∞ n=1, n odd f −n e −n+1 e −n+2 · · · e 0 f 1 , whence rk(s * s) = . Therefore rk(s + s * ) = 2 3 .
