This article considers the Sequential Monte Carlo (SMC) approximation of ratios of normalizing constants associated to posterior distributions which in principle rely on continuum models. Therefore, the Monte Carlo estimation error and the discrete approximation error must be balanced. A multilevel strategy is utilized to substantially reduce the cost to obtain a given error level in the approximation as compared to standard estimators. Two estimators are considered and relative variance bounds are given. The theoretical results are numerically illustrated for two Bayesian inverse problems arising from elliptic Partial Differential Equations (PDEs). The examples involve the inversion of observations of the solution of (i) a one-dimensional Poisson equation to infer the diffusion coefficient, and (ii) a two-dimensional Poisson equation to infer the external forcing.
level of error, the cost is less than a Monte Carlo estimate that uses i.i.d. sampling from η 0 , to estimate Z L /Z 0 ; we assume that the former is possible.
The article is structured as follows. In Section 2, the setup will be given, along with a description of the multilevel algorithm and the new novel estimator for the normalizing constant. Section 3 contains the theoretical results, including the main theorems of the article which allow the multilevel theory to carry through. Finally, Section 4 presents the results of numerical experiments on an example Bayesian inverse problem. The proofs are housed in the Appendices.
ESTIMATION

Notations
Let (E, E) be a measurable space. The notation B b (E) denotes the class of bounded and measurable real-valued functions. The supremum norm is written as f ∞ = sup u ∈E | f (u)| and P (E) is the set of probability measures on (E, E). We will consider nonnegative operators K : E × E → R + such that for each u ∈ E the mapping A → K (u, A) is a finite nonnegative measure on E and for each A ∈ E the function u → K (u, A) is measurable; the kernel K is Markovian if K (u, dv) is a probability measure for every u ∈ E. For a finite measure μ on (E, E), and a real-valued, measurable f : E → R, we define the operations:
We also write μ ( f ) = f (u)μ (du). Throughout, capital letters are used for random variables and small letters for the realization of the sample.
Algorithm
The presentation to follow in this section is a review of the previous work [3] , which is necessary such that the material in the present work be self-contained. As described in the Introduction, the context of interest is when a sequence of densities {η l } l ≥0 , as in Equation (1), are associated to an "accuracy" parameter h l , with h l → 0 as l → ∞, such that ∞ > h 0 > h 1 · · · > h ∞ = 0. In practice, one cannot treat h ∞ = 0 and so must consider these distributions with h l > 0. The laws with large h l are easy to sample from with low computational cost, but are very different from η ∞ , whereas those distributions with small h l are hard to sample with relatively high computational cost, but are closer to η ∞ . Thus, we choose a maximum level L ≥ 1 and we will estimate
By the standard telescoping identity used in MLMC, one has
Suppose now that one applies an SMC sampler [10] to obtain a collection of samples (particles) that sequentially approximate η 0 , η 1 , . . . , η L . We consider the case when one initializes the population of particles by sampling i.i.d. from η 0 , then at every step one targets η l by importance sampling and selects particles according to the weights. An MCMC kernel which keeps η l invariant is then applied in between to mutate the particles. To be more explicit, denote by (U 1:N 0 0 , . . . ,U 1:N L−1 L−1 ), 
3.
Set l = l + 1. If l = L stop, otherwise return to the start of Step 1.
with +∞ > N 0 ≥ N 1 ≥ · · · N L−1 ≥ 1, the samples after mutation, where the notation is introduced,
for indices l ∈ {0, . . . , L − 1}, yielding corrected samples from η l +1 . We will denote by {M l } 1≤l ≤L−1 the sequence of MCMC kernels used at stages 1, . . . , L − 1, such that η l M l = η l ; these are discussed in the following. In particular, after selection by resampling according to w 1:N l l , one then mutates the particles by the MCMC kernel M l +1 , so that
For φ : E → R, l ∈ {1, . . . , L}, we have the following estimator of E η l −1 [φ(U )] :
The algorithm is summarized in Table 1 . If one considers one more step in the preceding procedure, it would deliver samples
A standard SMC sampler estimate of the quantity of interest in Equation (2) is η N L L (д); the earlier samples would then be discarded. There are two crucial differences between the algorithm we implement and the standard SMC sampler. First, all the samples along the path will be kept and used. Second, in the standard SMC sampler context, one would typically use N l = N for all l, for some fixed sample size N . In the present context, we will choose the N l very carefully such that N l > N l +1 so that the cost is minimized (see Equation (16)). A consistent SMC estimate of Equation (3) is
The derivation of the estimator from Equation (3) follows from recalling the definition of G l −1 = κ l /κ l −1 from Equation (4), and observing that therefore η l −1 (G l −1 ) = Z l /Z l −1 . The amount of work required to obtain a given level of error with this estimator is reduced relative to i.i.d. sampling from η L [3] . Thus, the idea of using the approach is clear. It is well known in the literature (e.g., [10] ) that SMC samplers can also estimate ratios of normalizing constants as a by-product of the algorithm, using the full trajectory of samples. We now consider this in the multilevel context, and analyze the amount of work to obtain a given level of error.
On the MCMC Kernels.
We now briefly discuss the MCMC kernels used in SMC samplers. Technically, M l need only be η l -invariant, but of course it is well known in the literature (e.g., [9, 10] ) that if they have fast mixing properties, such as uniform ergodicity, then this leads to improvements in SMC methods. For instance, a reduction in the asymptotic variance in the Central Limit Theorem (CLT).
Constructing η l -invariant kernels is in general not difficult in the context of this article. We have used random walk Metropolis-Hastings (M-H) kernels, with (when required) reparameterizations onto the real line and Gaussian noises for the proposal. If the target is defined in infinite dimensions, then it is often better to define a M-H kernel on this space and discretize (see, for instance, [8] ).
Normalizing Constant
Define, for l ≥ 0
In our context, it is well known that (e.g., [9] )
This suggests the estimator:
which is known to be unbiased ( [9] ; see the Martingale representation [9, Chapter 9]). We consider the relative variance of this estimator in Section 3. On appearance, Equation (6) may not seem to take advantage of the nature of the multi-level (ML) method: there is no telescopic identity used, and even if the numbers of samples are chosen as prescribed by [3] (or the result in Equation (16) later on), it is not at all obvious that the level of error can be preserved while the N l decay. However, next we will show that in fact this estimator does provide improved performance, with N 0:L−1 := {N l } L−1 l =0 appropriately chosen. In addition, we show that one can use the estimator in Section 2.5 to remove the discretization bias if that is of interest.
In what follows, we derive a new alternative estimator, which makes clear use of the multilevel framework. Note that one has for any φ
In particular, γ 0 = η 0 . Now, for any p ≥ 2
Note that this is due to the specific form of G p , as defined in Equation (4), but is not generally true for a given Feynman-Kac formula with arbitrary G p . Recall that γ 1 (1) = η 0 (G 0 ) and
It is the second line that we will approximate with our MLSMC sampler. The proposed approximation isγ
where for any
Note that for l ≥ 2, one has, almost surely,
. Using [9] it clearly follows that
where E is the expectation with respect to the law of the SMC algorithm; the estimator is unbiased. To our knowledge, this is the first time this new unbiased estimator has been defined, at least in the context considered here. It is noted that this estimator can take negative values.
Biased Estimator
It is important to emphasize why it is not sensible to simply "plug-in" to the naive estimator (5), to derive the following estimator for γ l (1):
One can easily prove that this estimate is consistent, but biased, in the sense that
However, the main reason why one may not want to consider its use is due to the cost of computing this estimate. If l −1 p=0 N p C p is the ordinary cost of computing Equation (6), where C p is the cost per sample, then the cost of this estimator is l −1 p=0 N p l −1 q=p C q . Such a procedure is undesirable in general and this is not investigated further.
Estimator with No Discretization Bias
We remark that one may consider an estimator which eliminates also discretization bias altogether. However, the utility is potentially limited. Let M ∈ {1, 2, . . . } be a random variable that is independent of the MLSMC algorithm with P M (M ≥ m) > 0 ∀m > 0. Suppose further that one can prove
then one can use the estimator from [22] to obtain an unbiased estimator for γ ∞ (1):
Note that, even if one can prove Equations (8)-(10), one must be prepared to spend an arbitrary amount of computational cost, which is not reasonable in the current context. Hence, we do not consider this further here. We further remark that when estimating E η ∞ [д(U )] (as in Equation (3)) there is no unbiased property of the estimators, in the sense of expectations. Hence, this approach is unlikely to work in that context.
THEORY 3.1 Relative Variance Bounds
Throughout, E is compact. We make the following assumptions:
These assumptions are almost identical to those in [3] . (A1) is different but equivalent to (A1) in [3] . The proofs of the following theorems are in Appendices B and C, respectively. It is remarked that there are other results in the spirit of the following Theorem 3.1 (see [6, 23] ) but the bounds are not sharp enough for the purposes of this work. The assumptions are quite strong, and indeed similar results are expected for weaker assumptions, however, the considerable technical difficulty is beyond the scope of the present work (see [11] for a weakening of the conditions for the estimate (5)). 
Cost Analysis
In order to investigate the cost for a given level of error, we introduce the following assumption.
where C(G p−1 ) denotes the cost to evaluate G p−1 .
(ii) There exist a β > 0 and a C > 0 such that for all p > 0
(iii) There exist a β > 0 and a C > 0 such that for all p > 0
for the following cost:
Corollary 3.4. Assume (A1,2,3(i)(iii)) and 2α ≥ max{β, ζ }. Then for any ε > 0, there exist
We give the proof for Corollary 3.4 only. The proof of Corollary 3.3 is almost identical. The only difference is treating the additional term
which is bounded by Cε 2 , under our assumptions.
Proof of Corollary 3.4. The Mean-Square Error (MSE) can be bounded by
Following from (A3(i)), the second term requires that h α L ε, and assuming h L = M −L for some M ≥ 2, this translates to L log ε. Notice that it also follows that
2 provides the following bound for the first term:
To see this observe that
Optimizing the cost, given that the variance is O(ε 2 ), dictates that
The constraint that N l ≥ L then requires that
where
By assumption max{β, ζ } ≤ 2α, so (β + ζ )/2α ≤ 2 and the requirement for all the N l in Theorem 3.2 is guaranteed (as long as the proportionality constant is greater than 1). Therefore, the MSE is controlled by O(ε 2 ) with a cost given by
and the result follows. 
NUMERICAL EXAMPLE
In this section, the performance of the proposed estimators will be demonstrated by two Bayesian inverse problem examples, arising from elliptic PDE. In Section 4.1, an example in which the PDE is defined on an interval in one spatial dimension is considered. In Section 4.2, an example in which the PDE is defined over a box in two spatial dimensions is considered.
Poisson Equation in One Dimension
The example given in this section is the same one from [3] , which introduced the MLSMC algorithm. We reproduce some of the content of that article, to ensure that this one is self-contained. The estimation of normalizing constants is particularly useful in this context when one wants to perform model selection or estimate hyperparameters. In this case, the evaluation of the likelihood for a given value of the model or hyperparameter requires estimating the normalizing constant. The latter is only considered, as this is the main emphasis of the article.
We define the nested Hilbert spaces
whereû
Define
∼ U[−1, 1] (the uniform distribution on [−1,1]). Assume thatū, ϕ k ∈ C ∞ for all k and ϕ k = 1 (the norm on L 2 ). In particular, {σ k } K k=1 decays with k. In addition, the following property holds:
so that the operator on the left-hand side of Equation (17) is uniformly elliptic. Let p(·; u) denote the weak solution of Equation (17) for parameter u. Define the following vector-valued function:
where д m are elements of the dual space V * for m = 1, . . . , M. It is assumed that the data take the form
where N (0, Ξ) denotes the Normal distribution with zero mean and covariance Ξ. The likelihood at a given l is therefore given by
The selection function is therefore given by
The specific settings of the simulations are as follows. Let D = [0, 1] and f (x ) = 100x. Set K = 50, u (x ) = 0.15 = const., σ k = (2/5)4 −k , ϕ k (x ) = sin(kπx ) if k is odd and ϕ k (x ) = cos(kπx ) if k is even. The forward problem at resolution level l is solved using a finite element method with piecewise linear shape functions on a uniform mesh of h l = 2 −(l +k ) , for some starting k ≥ 1 (so that there are at least two grid-blocks in the coarsest, l = 0, case). Thus, on level l the finite element basis functions are
The function of interest д is taken as the solution of the forward problem at the midpoint of the domain, that is, д(u) = p(0.5; u). The observation operator is G(u) = [p(0.25; u), p(0.75; u)] T , and the observational noise covariance is taken to be Ξ = 0.25 2 I . Detailed error rates analysis of this example can be found in [3] . In particular, when the purpose of the study was to estimate η L (д), the variance rate was β = 4 empirically. Later we will show that for estimating the normalizing constant, the variance rate is very similar. [3] . For (A3(ii)) this follows directly from proving (A3(iii)). The cost at level p is a power of the number degrees of freedom, which is in turn related to h −1 p , verifying (A3(i)) (for C(G p−1 )). This is because the stiffness matrix of the finite element method is tridiagonal and thus the system can be solved with cost O(2 l +k ), corresponding to a computational cost rate of ζ = 1. Assumption (A2) is verified for the Gibbs sampler in Section 4.2 of [3] . As mentioned previously, a M-H kernel is used which includes an accept/reject step, not present in a Gibbs sampler. This means that (A2) does not hold (see, e.g., [11] , and the discussion therein) in our numerical examples. However, these numerical examples provide a test of the mathematical theory, in that we believe our results can be extended to the case of M-H kernels and there is only a technical barrier to proving so.
Verification of Assumptions. Assumptions (A1) and (A3
(i)(iii)) (for | γ p (1) γ ∞ (1) − 1|), with β = 2α = 2, follow from Proposition 4.1 of
Experiments.
We begin by using the theoretical rates β = 2α = 2 to estimate the MSE and hence the cost ratio. Three cases are considered: (1), as given in Equation (7), with N 0:L−1 chosen as in Equation (16).
In the following, the MSE includes the bias. L is kept fixed with L ∈ {0, . . . , 9} and N l is chosen accordingly. The bias is of the same order of the variance. The cost versus MSE is plotted in Figure 1 ; the theoretical cost of the model is plotted instead of the actual wall clock time. The cost rates are −2.542, −1.934, and −2.076 for the SMC, MLSMC with the standard estimator, and MLSMC with the new estimator, respectively. It is clear that the MLSMC algorithm with both estimators provides superior performance when compared to the standard SMC algorithm. It is interesting that for the given MLSMC ensemble, the performance of the new estimator is comparable to that of the standard estimator, as proven in Corollaries 3.3 and 3.4. It should be noted that in practice, given the same samples (U 1:N 0 0 , . . . ,U 1:N L−1 L−1 ), the new estimator is capable of estimating γ L+1 (1) while the standard one can only estimate the γ L (1), which has a higher bias. The N 0:L−1 are chosen according to the prescription in Equation (16) . The variance rate β can also be estimated empirically by considering the variance of η N l l (G l ). The experiment is therefore repeated 100 times to compute the variance of the estimator. This quantity, multiplied by the sample size, is a proxy of V l and is plotted in Figure 2 . The estimated empirical rate isβ = 4.148. This is consistent with the rate estimates in [3] , and it is explained there that actually under suitable assumptions an L 2 bound can be used in the verification of (A3) to obtain the stronger rate. Since α = β/2 and ζ = 1, this leads to an MSE cost growth rate of −2 − ζ /α = −2.5 for SMC, and a cost growth rate of −2 (up to log factor) for MLSMC, as verified in Figure 1 . Indeed, it is found that in practice the cost growth rate is roughly the same when using either value of β = 2 or 4, in Equation (16) . For MLSMC this is expected as the theoretical rate does not change. For SMC we believe this has to do with artificially good performance on the low levels, while asymptotically for β = 2 the cost rate would approach −3, due to wasted effort from drawing too many samples after already realizing a variance at the same level as the squared bias.
Poisson Equation in Two Dimensions
The performance of the proposed algorithms will be demonstrated further with a two-dimensional Poisson equation example, in which the parameters of the forcing on the right-hand side are inferred. Let D = [0, 1] × [0, 1], and consider the following PDE:
p(x, y) = 0 o n ∂D, where f (x, y) = ((u 2 1 + u 2 2 )π 2 + 1) sin(u 1 πx ) cos(u 2 πy). The analytical solution is p(x, y) = sin(u 1 πx ) cos(u 2 πy) + 1. The parameters are u = (u 1 , u 2 ), with uniform prior. The data is measured at four points, {0.25, 0.75} × {0.25, 0.75} with additive Normal error with standard deviation 0.1. The PDE is numerically solved with finite difference method. The interval at level l along the x-axis, and y-axis, is h l = 2 −(l +k ) , k ≥ 1. In this example, we choose k = 3. The system can be solved with a cost of O(4 l +k ), that is, ζ = 2.
Verification of Assumptions.
One can show that the Lax-Milgram lemma [7] holds uniformly for Equation (22) , providing the uniform bound of the likelihood. The remaining assumptions are verified in the same manner as Section 4.1.1 and are hence omitted. We remark that the variance rate β is the same, but now the cost rate is such that ζ = 2, due to the higher dimension.
Experiments.
The variance and bias rates are estimated empirically. The former is shown in Figure 3 . The estimated rate isβ = 3.982. This rate is used for the calculation of the sample sizes N l according to Equation (16) . In Figure 4 , we show the theoretical cost versus MSE plot. The estimated cost rates are −3.01, −2.06, and −1.986 for the SMC, MLSMC with the standard estimator, and MLSMC with the new estimator, respectively. It is clear that the MLSMC algorithm with both estimators provides superior performance when compared to the standard SMC algorithm. The difference is more profound than the simpler one-dimensional example, as expected with theoretical cost growth rate of −3 for SMC, while still −2 for each of the MLSMC estimators (up to log factor). This is verified in Figure 4 . 
APPENDIXES A NOTATIONS
We give a collection of definitions which are used in the Appendices. Let n ≥ 0, F ∈ B b (E × E) and define
where for a finite (possibly signed) measure on E, μ, μ ⊗2 (d (u 1 , u 2 )) = μ (du 1 )μ (du 2 ). We recall the semigroup for p ≤ n (for p = n it is the identity operator):
where for n ≥ 1, Q n (x, dy) = G n−1 (x )M n (x, dy). We also define the coalescent operator for
.
The conventions, for s = 0, Γ ∅ n (F ) = γ ⊗2 n (F ), and Γ ∅ n (F ) = η ⊗2 n (F ) are adopted. Recall the selectionmutation operator for any μ ∈ P(E), n ≥ 1 Φ n (μ)(dx ) = μ (G n−1 M n (·, dx )) μ (G n−1 ) . F N 0:n n denotes the natural filtration generated by the particle system up to time n. For f 1 , f 2 ∈ B b (E) we write the tensor product of functions for every (x, y) ∈ E × E:
Unless otherwise stated, the results proved in this appendix are new.
B PROOFS FOR THEOREM 3.1
In order to prove Theorem 3.1, we first give a technical lemma, followed by a proposition of individual interest. The proof of Theorem 3.1 is then given. Lemma B.1. Assume (A1-2). Then there exist a C < +∞ such that for any 0 ≤ p ≤ n, x ∈ E:
Proof. We fix n, p and note that the case p = n is trivial, so we suppose p < n. We prove the result by induction. We consider p = n − 1 and thus
so the initialization is proved. Suppose the result holds at rank p and consider the case p − 1. Adding and subtracting the factor:
where C does not depend upon p, n. Thus, by applying the induction hypothesis and the preceding result it follows that Q p−1,n (1)(x )
and hence the proof is completed.
The following result follows one in [6] .
Proposition B.2. Assume (A1-2). Then there exists a C < +∞ such that for any n ≥ 0, F ∈ B b (E × E), and N 0 ≥ · · · ≥ N n > c (n + 1)
Proof. The case with F constant essentially follows from the proofs of [6] . The only difference is the fact that we have a decreasing number of samples; this does not change the calculations of that article, so the case of F constant is in [6] . If F is a nonconstant function, one has, from the equation preceding Proposition 3.4 (page 638) of [6] : Following the proof of Theorem 5.1 of [6] and noting that one can allow the function in that article to be negative, it follows that
Thus, one has
and for N 0 > C (n + 1), . . . , N n > C (n + 1)
(see, for instance, the proofs of Theorem 5.1 and Corollary 5.2 of [6] ). It follows that
with C = ρ C C ; the proof is concluded.
Proof of Theorem 3.1. Throughout the proof, C < +∞ is a constant whose value may change from line to line. It will not depend on the level index. By [23, Proposition 2.3]
and we use the shorthand for 0 ≤ p ≤ n, x ∈ E:
. Now, one has almost surely that
C PROOFS FOR THEOREM 3.2
In order to prove Theorem 3.2, we prove two technical lemmas. The proof of Theorem 3.2 is then given. Some of the proofs in this section will use Proposition B.2 in Appendix B.
Lemma C.1. Let n ≥ 1 and f 1 ,
where the unbiased property of the normalizing constant has been used to go to the last line. Then it follows that
Proof. From [9, Proposition 7.4.1] we have
where we have used the shorthand
Now for any n ≥ 1, f 1 , f 2 ∈ B b (E), one can show, using almost the same calculations as previously, that the following holds: Using this equality with n = q − 2, and the fact that Q s,p−2 = Q s,q−2 Q q−2,p−2 , finally E γ
= E γ N 0:n q−2 − γ q−2 (Q q−2,p−2 (G p )) γ N 0:n q−2 − γ q−2 (G q ) . Then, by Lemma C.1:
. Then, one can apply Proposition B.2 to obtain that
Proof of Theorem 3.2. Throughout the proof, C < +∞ is a constant whose value may change from line to line. It will not depend on the level index. We have
As γ L (1) = Z L /Z 0 ≥ C/C, it follows by standard results for i.i.d. random variables that one has Multilevel Sequential Monte Carlo Samplers for Normalizing Constants
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As γ p−2 (1) ≤ C/C, γ L (1) ≥ C/C one has
We have
Then as γ q−2 (1) ≤ C/C, γ L (1) ≥ C/C, Z p−1 ≤ C, Z L ≥ C and by [6, Lemma 4.1]
From here one can easily conclude.
