Abstract. Given a matrix A, let O(A) denote the orbit of A under a certain group action such as
Introduction
Let M m,n (F) (respectively, M n (F)) be the set of m×n (respectively, n×n) matrices over F, where F is the complex field C or the real field R. Let U (n) denote the unitary group in M n (C), and let O(n) and SO(n) denote the orthogonal and special orthogonal group in M n (R). For notational convenience, we sometimes use U n (F) to denote the unitary or real orthogonal group depending on F = C or R.
Given a matrix A, let O(A) denote the orbit of A under a certain group action such as (1) U (m) ⊗ U (n) acting on M m,n (C) by (U, V ) * A = UAV t , (2) O(m) ⊗ O(n) or SO(m) ⊗ SO(n) acting on M m,n (R) by (U, V ) * A = UAV t , (3) U (n) acting on n × n complex symmetric or skew-symmetric matrices A by U * A = UAU t , (4) O(n) or SO(n) acting on n × n real symmetric or skew-symmetric matrices A by U * A = UAU t .
We divide our discussion into several subsections. First, some background is presented in Section 2.1. In Sections 2.2 and 2.3, we give a complete description of the set D r (A 1 , . . . , A k ) in terms of inequalities involving the singular values of A 1 , . . . , A k . Furthermore, the extremal matrices for which the inequalities become equalities are characterized. A variation of the problem is considered in Section 2.4. Then we study some convexity properties of the set D r (A 1 , . . . , A k ) in Section 2.5.
Background
In [18] (see also [12] ), Thompson This result was later extended to the product of matrices as follows, see [8] , [7] , [15] . It is interesting that the same conditions (2.2) and (2.3) are necessary and sufficient in the extended result with a simple (natural) modification of the definition for s 1 , . . . , s n . In particular, we have the following consequence. It is natural to ask the corresponding question for the joint orbit O(A 1 , . . . , A k ) defined as in (2.1). In fact, the problem was raised explicitly in [7] . 
Problem 2.4 Let
We shall give a complete answer of Problem 2.4 in the next subsection. The following observation is useful in our discussion.
Lemma 2.6 Let
for any permutation (i 1 , . . . , i r ) of (1, . . . , r) and µ i ∈ T for all i = 1, . . . , r.
By the above lemma, we can always focus on those ( In this subsection, we characterize the set D n (A 1 , . . . , A k ) for A 1 , . . . , A k ∈ M n (F), giving the solution for Problem 2.4. As mentioned before, the most challenging part is to find a suitable replacement for condition (2.3). It turns out that the required condition can be understood from the 1 × 1 case with an appropriate formulation. We shall not distinguish 1 × 1 matrices and scalars in our discussion. Thus for n = 1 and
Characterization of
it is an annulus centered at the origin in C. It is not hard to see that the outer radius of the annulus is
, then the inner radius of the annulus is ρ 0 = s 1 (A j ) − i = j s 1 (A i ). Otherwise, ρ 0 = 0. Thus,
The result of the 1 × 1 case can be stated in terms of inequalities so that it can be extended to higher dimensions, namely, d ∈ D 1 (A 1 , . . . , A k ) if and only if
For higher dimensions, we have the following result. 
If F = C, (2.6) can be replaced by the inequality 
and there exists a diagonal matrix D
nn | and DA i is hermitian with eigenvalues
nn | and DA i is hermitian with eigenvalues 
Note that one may replace (2.6) by (2.8)
For F = R, there are more numbers of the form |d n − ρ| than the numbers of the form Proof of Theorem 2.7 Let us first prove the fact that the conditions (2.5) and (2.6) are equivalent to (2.5) and (2.7) when F = C. Let
Suppose (2.5) and (2.6) hold. We have
Conversely, suppose (2.5) and (2.7) hold. If |d n | ≤ ρ 0 , then c = ρ 0 − |d n |; so (2.7) gives
j=1 s j . If ρ 0 ≤ |d n | ≤ s n , then c = 0 and (2.6) reduces to (2.5) with r = n−1. If |d n | > s n , then c = |d n | − s n and (2.6) follows from (2.5) for r = n.
For the sufficiency part of Theorem 2.7, let d = (d 1 , . . . , d n ), with |d 1 | ≥ · · · ≥ |d n | satisfying (2.5) and (2.6). We are going to show that d ∈ D n (A 1 , . . . , A k ).
Suppose
where
Hence,
We finish the proof of Theorem 2.7 by proving the necessity of (2.5)-(2.7) and the equality cases in (a) and (b). To achieve that, we need the following lemma adapted from Theorems 3.1 and 3.4 in [5] (see also the proof of Lemma 5 in [18] ). 
Lemma 2.8 Let
To prove the necessity of (2.
This proves (2.5). Suppose 1 ≤ r ≤ n and the equality holds in (2.5). Then the sum of the first r diagonal entries of U i A i V i must equal r j=1 s j (A i ). By Lemma 2.8 (a), we see that
is positive semi-definite and has eigenvalues s 1 (A i ), . . . , s r (A i ). Conversely, if U i A i V i has the above structure, then clearly (2.5) is an equality. Thus (a) is valid.
Next, we turn to (2.6). For the convenience of notation, let
Furthermore, the equality holds in (2.6) if and only if all the above inequalities become equalities. Thus, a
j j is nonnegative for all i = 1, . . . , k, and j = 1, . . . , n − 1, and
. Then, by Lemma 2.8,
hence DÃ i is hermitian with eigenvalues
Finally, if inequalities (2.6) becomes an equality and there exists i 0 such that s n (A i0 ) > |a (i0) nn | = 0, then the equalities hold in (2.9) for any choice of ξ i0 ∈ T. It follows that s n (A i ) = |a . . . , A k ) and then applying Proposition 2.1. However, the condition in [10] involves a large set of inequalities, which are difficult to write down especially for the real case. It does not seem to be possible to deduce our result using this method. D r (A 1 , . . . , A r ) and Extremal Matrices: The Remaining Cases Next, we turn to D r (A 1 , . . . , A k ) with A 1 , . . . , A k ∈ M m,n (F) when m = n or r < m = n, i.e., all other cases not covered by Theorem 2.7. 
Characterization of

Theorem 2.10
Proof The implication 1, 1) , . . . , (n, n) entries equal to |d 1 |, . . . , |d n |.
If n = 1, then A = |d 1 |E 11 + s 2 1 − |d 1 | 2 E 21 is a required matrix. Suppose the result holds for matrices with fewer than n columns. Let k be the largest integer such that 
This implies that s j (Y i
) = s j (A i ) for j = 1, . . . , r, and tr Y i = r j=1 s j (Y i ). Append rows or columns to the matrix DA i to get a square matrix if necessary. By Lemma 2.8, the resulting matrix is a direct sum of Y i and another matrix. The result follows.
A Variation Arising from Lie Theory
In this subsection, we consider the set
which arises naturally if one uses the Lie theory approach to matrix inequalities (see [16] ). By the results in the last two subsections, one easily deduce the following statement using the approach in [16, Theorem 6] . Thus the implication (a) ⇒ (c) is proved.
Suppose (c) holds. Then (see [6] ) there exists a nonnegative vector (c 1 (c 1 , . . . , c r ) ≺ (s 1 , . . . , s r ) . By the result in The proof of the last assertion is similar to that of Theorem 2.10.
Convexity Properties
A subset S of F n is said to be star-shaped with star-center c ∈ S if ts + (1 − t)c ∈ S for all s ∈ S and 0 ≤ t ≤ 1. It follows from Proposition 2. D 1 s n (A 1 ) , . . . , s n (A k ) = {0}, and (2.6) reduces to (2.5) when r = n. Therefore, D n (A 1 , . . . , A k ) is convex.
(e) follows from Theorem 2.7, Corollary 5 of [18] and [17] .
(f) It suffices to prove the case when m = n = r. 
Therefore, (2.6) is satisfied.
Let p, q be positive integers satisfying p ≤ m, q ≤ n and r = min{p, q}. Define
By an argument similar to the one in (e) in the last theorem, we can prove the following extension of Theorem 10 in [18] . 
Real Matrices under the Action of SO(m) ⊗ SO(n)
In this section, we consider A ∈ M m,n (R) under the action of SO(m) ⊗ SO(n). Let
The joint orbit of 
Background
In [18, Theorems 2 and 7] Thompson gave a complete description of D n (A) for a given A ∈ M n (R) by proving the following result. 
In particular, D n (A) is the convex hull of all vectors (±s π (1) , . . . , ±s π(n) ) with an even number of negative signs and with π any permutation. Once again, the product version of Proposition 3.1 is relatively easy to prove, and the summation version is not so simple. It is worth mentioning that the sets SO(A 1 , . . . , A k ) and D r (A 1 , . . . , A k ) arise naturally in the Lie group setting as pointed out in [16] .
In [15, Theorem 2], the author showed that if
In the next subsection, we give a complete description of the set D r (A 1 , . . . , A k ). One easily checks (see also [16, Section 4] 
which is studied in the previous section. So, we only need to consider the case r = m = n. D r (A 1 , . .
Characterization of
. , A k ) and Extremal Matrices
The following results of Thompson [18, Lemma 5 and the proof of Theorem 2] play a crucial role in our discussion. (d 1 , . . . , d n ) ∈ D n (A). Then (d 1 , . . . , d n )P ∈ D n (A) for any permutation matrix P or diagonal matrix P ∈ SO(n).
The next result treats the special case when all A i have nonnegative determinants. It turns out that the same set of conditions (3.1) and (3.2) are necessary and sufficient if one defines s 1 , . . . , s n , appropriately. 
Suppose there is an even number of negative terms among d 1 , . . . , d n . By Lemma 3.3, we may assume that all d j are nonnegative and (3.2) follows from (3.3). If there is an odd number of negative terms, we may assume that d j ≥ 0 for j = 1, . . . , n − 1 and d n ≤ 0. Again, (3.2) follows from (3.3).
By a similar arguments, one may treat the case when A 1 , . . . , A k ∈ M n (R) have negative determinants. For the general case, we have the following result. 
(1) For 1 ≤ r < n, the equality holds in (3.4 
) if and only if there exists a diagonal matrix D ∈ U n (R) such that
The equality holds in (3.5) 
if and only if there exists a diagonal matrix D ∈ SO(n)
such that DX has diagonal entries |d 1 |, . . . , |d n−1 |, (−1) q |d n |, DX i is symmetric with eigenvalues s 1 (A i ), . . . , s n (A i ) for i = 1, . . . , k, and DX j is symmetric with eigenvalues s 1 
The equality holds in (3.6) 
if and only if there exists a diagonal matrix D
∈ U n (R) with det(D) = −1 such that DX has diagonal entries |d 1 |, . . . , |d n−1 |, (−1) q+1 |d n |, DX i is symmetric with eigenvalues s 1 (A i ), . . . , s n−1 (A i ), −s n (A i ) for i = 1, . . .
, k, and DX j is symmetric with eigenvalues s
Suppose (c) holds. We consider two cases: 
Next, suppose condition (a) holds. By Proposition 3.4, we may assume that
by (3.1).
Hence (3.4) follows. To prove (3.5) and (3.6), first consider the case where an even number of the entries in d are negative. By Lemma 3.3, we may choose a suitable diagonal matrix D in SO(n) so that dD have nonnegative entries. For simplicity, we assume that D is the identity matrix; otherwise, replace d by dD. Applying Lemma 3.2 to d (1) and
From (3.1) we have
s j (B 1 ) + s n (B 1 ) and
Therefore, we have 
It follows that tr(DX
The result follows from Lemma 3.2. The proof for the equality in (3.6) is similar. 
Convexity Properties
Skew-Symmetric Matrices under the Action of U n (F)
Let A ∈ M n (F) be a skew-symmetric matrix such that n = 2m or 2m + 1. There has been considerable interest (see [13] , [14] , [16] ) in studying the setD r (A) of r-tuples (µ 1 , . . . , µ r ), where for j = 1, . . . , r, the number µ j is the ( j, m + j) entry of a matrix of the form UAU t with U ∈ U n (F). In this section, we study the structure of the set D r (A 1 , . . . , A k ) of r-tuples (µ 1 , . . . , µ r ), where for j = 1, . . . , r, the number µ j is the ( j, m + j) entry of a matrix of the form X 0 = X 1 + · · · + X k , where X i = U i A i U t i with U i ∈ U n (F) for all i. We begin with the following lemma. 
Hence, (4.2) becomes an equality if and only if (4.6) holds for each i = 1, . . . , k.
Note that the convexity result onD r (A 1 , . . . , A k ) in the last assertion of the theorem can also be used to study the singular values of submatrices in the off-diagonal blocks of a skew-symmetric matrix of the form k i=1 U i A i U t i , U i ∈ U n (F) for i = 1, . . . , k. One can easily apply a block permutation to move the p × q submatrix in the off-diagonal position to the off-diagonal position of the leading (p + q) × (p + q) principal submatrix. It is more convenient to state the result is this way, and we have the following result in terms of the principal submatrices of skew-symmetric matrices (cf. [16, Theorem 19] ). (1) or (2) holds, and q is the number of negative terms in µ 1 , . . . , µ r .
Using the above lemma one can obtain results onD r (A 1 , . . . , A k ). In particular, one sees that except when r = n/2,D r (A 1 , . . . , A k ) =D r (A 1 , . . . , A k ). We omit the details.
Related Results and Problems
There are results and questions on other joint orbits of matrices under different types of group actions. First, we consider complex Hermitian or real symmetric matrices under the action of unitary and orthogonal similarity, respectively. It is not difficult to prove the following. Also, it is easy to describe the convex hull of the q × q principal submatrices of matrices of the form 
