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The evolution of slow–roll inflation in a five–dimensional brane world model with two boundary
branes and bulk scalar field is studied. Assuming that the inflationary scale is below the brane
tension, we can employ the moduli space approximation to study the dynamics of the system.
Detuning the brane tension results in a potential for the moduli fields which we show will not
support a period of slow–roll inflation. We then study an inflaton field, confined to the positive
tension brane, to which the moduli fields are non–minimally coupled. We discuss in detail the two
cases of V (χ) = 1
2
m2χ2 and V (χ) = λχ4 and demonstrate that increasing the coupling results
in spectra which are further away from scale–invariance and in an increase in the tensor mode
production, while entropy perturbations are subdominant. Finally, we point out that the five–
dimensional spacetime is unstable during inflation because the negative tension brane collapses.
DAMTP-2003-111
I. INTRODUCTION
The discovery of branes in string theory has introduced a new class of model for the universe: the brane world. In this
setup the universe is a three–dimensional object, embedded in a higher–dimensional spacetime. This has stimulated
research along various avenues, in particular particle phenomenology and cosmology. (For reviews see [1,2,3]). In
cosmology, there are different observational consequences which one can investigate. In particular, cosmological
perturbations and varying constants have to be studied in detail.
Current observations of the cosmic microwave background radiation (CMB) and large scale structures are remark-
ably consistent with the inflationary paradigm, according to which the universe underwent nearly exponential growth
very early on. It is important to investigate how brane world scenarios modify the predictions of inflationary scenarios.
A considerable amount of work has already been done in models of inflation with branes, in particular the high energy
regime, where the expansion rate is directly proportional to the energy density, was subject to exhaustive investiga-
tions as well as models in which a bulk scalar field drives inflation (see, for example [4]–[13] and references therein).
In this paper we will show that there are also new effects in the low–energy regime due to the presence of moduli
fields which couple to matter on the branes. If the inflaton field lives on one of these branes, it is non–minimally
coupled to the moduli. Without any stabilization mechanism for the moduli, the inflaton acquires a non–canonical
kinetic term and, consequently, its mass varies with time. Therefore, for a given potential the presence of the moduli
can alter two predictions of inflation from standard General Relativity. Firstly, the duration of the inflationary period
may change because the slope of the potential changes. Secondly, the evolution of perturbations will change because
of the presence of other fields. Potentially, entropy perturbations will be generated and the slope of the power spectra
will also be affected. In this paper we will investigate two popular cases from which we can learn about the influence
of brane world moduli on the dynamics of inflation and the resulting perturbations. The first case is the quadratic
potential, V (χ) = 12m
2χ2, and the second is the quartic potential, V (χ) = λχ4. Considering inflation with these
potentials in the context of General Relativity one generates the following results, [14, 15]:
• For the quadratic potential one expects the spectral index of the curvature perturbation to be nR ≈ 0.96 and
the spectral index of the tensor perturbations nT ≈ −0.02.
• In contrast, the quartic potential generates a curvature perturbation with nR ≈ 0.94 and and gravitational
waves with nT ≈ −0.04.
As we will show in this paper, these predictions can change significantly if moduli fields with large enough couplings
are present during the inflationary stage.
We will also discuss another, more problematic feature of the kind of brane world theories we consider: the second
brane collapses during inflation driven by a scalar field on the positive tension brane. Such a behavior was found in
[16] during matter domination, but as we will see, such behavior will be found during inflation as well. It suggests
that the five–dimensional spacetime is not stable during inflation (and the matter dominated epoch).
2The paper is organized as follows: in the next Section we will discuss the moduli space approximation and state the
conditions for this approximation to be valid. In Section 3 we will discuss the case in which the moduli fields acquire
a potential due to detuning of the brane tension. We show that in this case the potential is too steep to support a
period of slow–roll inflation. In Section 4 we will study the case of an inflaton field on the positive tension brane and
study in detail the cases of the quadratic and the quartic potential. Finally, we present our conclusions in Section 5.
II. THE FOUR–DIMENSIONAL EFFECTIVE ACTION
We consider a five–dimensional brane world setup with two boundary branes and a bulk scalar field ψ. The bulk
scalar field induces a tension |UB| = 4keαψ with opposite signs on each branes. In addition, there is a bulk potential
energy U(ψ) for the bulk scalar which is related to UB(ψ) by
U(ψ) =
(
∂UB(ψ)
∂ψ
)2
− UB(ψ)2. (1)
The higher–dimensional theory contains the following parameters: the five–dimensional gravitational coupling con-
stant κ5, the energy scale k of UB and α. One can show [16] that α determines how warped the extra dimension
is: large values of α corresponds to slightly warped bulk geometries, whereas small α corresponds to highly warped
geometries. In fact, the case α = 0 is equivalent to the Randall–Sundrum two–brane scenario, in which the spacetime
between the branes is a slice of an five–dimensional Anti–de Sitter spacetime. In this paper, we are interested in the
limit in which a four–dimensional description is valid. The four–dimensional effective action can be constructed via
the moduli space approximation, described in [16]. The reader is referred to [16] for details of the calculations; here
we will only summarize the main results and the condition for the moduli space approximation to hold.
In the Einstein frame, the gravitational sector of the effective four–dimensional action is given by
SEF = 1
16πG
∫
d4x
√−g
[
R− 12α
2
1 + 2α2
(∂Φ)2 − 6
1 + 2α2
(∂R)2
]
, (2)
where the gravitational constant G is related to κ5, α and k by
16πG = 2κ25(1 + 2α
2)k. (3)
Therefore, given the four–dimensional gravitational constant G, there are only two free parameters in the theory.
Because the bulk potential energy is directly related to the brane tensions, equation (1), there is no contribution
from the bulk scalar field to the cosmological constant. However, it is possible to introduce matter as well as potentials
on the each of the branes. Let us consider first two potentials, V (Φ, R) and W (Φ, R) which are to be seen as small,
on the positive and negative tension brane respectively. Then, after transforming into the Einstein frame one finds
[16]:
Veff = A
4(Φ, R)V (Φ, R), (4)
Weff = B
4(Φ, R)W (Φ, R), (5)
with
A2(Φ, R) = e
− 4α
2
1+2α2
Φ
(coshR)
2
1+2α2 , (6)
B2(Φ, R) = e
−
4α2
1+2α2
Φ
(sinhR)
2
1+2α2 . (7)
The action for matter confined on each branes is
S(1)m (Ψ1, gB1µν ) + S(2)m (Ψ2, gB2µν ). (8)
We denote the matter fields on each brane by Ψ1,2 and the induced metrics on each branes by g
B1,B2
µν respectively.
Transforming the matter action to the Einstein frame results in the following full action:
SEF = 1
16πG
∫
d4x
√−g
[
R− 12α
2
1 + 2α2
(∂Φ)2 − 6
2α2 + 1
(∂R)2
]
−
∫
d4x
√−g [Veff(Φ, R) +Weff(Φ, R)]
+S(1)m (Ψ1, A2(Φ, R)gµν) + S(2)m (Ψ2, B2(Φ, R)gµν). (9)
3The origin of the potentials Veff(Φ, R) andWeff(Φ, R) might be a supersymmetry breaking processes [16] (i.e. detuning
the brane tensions) or they could be generated by quantum processes [17]. The functions A(Φ, R) and B(Φ, R)
determine the coupling of matter to the moduli fields and are different functions. Indeed, in the Einstein frame, the
energy conservation equation takes the following form
DµT
µν
i = α
i
Φ(∂
νΦ)Ti + α
i
R(∂
νR)Ti, (10)
with
α
(1)
Φ =
∂ lnA
∂Φ , α
(2)
Φ =
∂ lnB
∂Φ ,
α
(1)
R =
∂ lnA
∂R
, α
(2)
R =
∂ lnB
∂R
.
(11)
The functions A and B are different because the higher dimensional spacetime is generally warped. In the extreme
case α = 0, in which the bulk is a slice of an Anti–de Sitter spacetime, A = coshR and B = sinhR, whereas in
the other extreme case for very large α one obtains A = B ∼ exp(−Φ). The latter case corresponds to only slightly
warped bulk geometries so that the induced metrics on each branes coincide.
The effective four–dimensional action (9) is a bi–scalar tensor theory and therefore subject to constraints. If the
fields Φ and R are strictly massless, observations constrain the coupling functions to be small, which implies that (see
[16] and [18]):
α . 10−2, R . 0.2. (12)
The value of R must hold today but R could be larger in the early universe. However, if R is initially large, the
predictions for the CMB are affected [19].
When is the four–dimensional action (9) a good description for the dynamics of the system? In deriving the action
(9), it was assumed that the fields Φ and R evolve slowly so that higher derivatives can be neglected. Furthermore,
any additional matter on the branes with energy density ρ should contribute only slightly to the total energy density
of the branes ρtot = UB + ρ, so that ρ ≪ UB. In practical terms, we consider scales below the brane tension and
therefore a regime in which quadratic corrections to Einstein’s equation are negligible. Any heavy Kaluza–Klein
modes are assumed to be negligible and are integrated out. If inflation takes place in the high–energy regime, massive
modes are likely to be excited. Furthermore, we have to keep in mind that length scales which are of cosmological
interest today might have their origin in scales which are much shorter than the higher–dimensional Planck scale or
the bulk curvature scale. It is not clear a priori that the use of the action (9) is fully justified. Because of this, the
transplanckian problem of inflationary cosmology [20] is even more acute in brane cosmology. The aim of this paper,
however, is to show that even if one neglects transplanckian physics, there are new effects in brane cosmology due to
the existence of two branes and a bulk scalar field.
In the case of brane cosmology (and, in fact, in scalar–tensor theories in general), there is an additional reason
to study a phase of inflation, apart from the usual problems of the standard cosmology. Namely, we find that an
attractor mechanism operates during inflation, in which the coupling of the moduli fields to matter is driven towards
small values and thereby makes the theory more viable when compared to observations (similar to the ones discussed
in [21] –[23). However, we will see that this attractor in our theory implies that the higher dimensional spacetime is
unstable during inflation.
III. INFLATION DRIVEN BY THE MODULI AND EXPONENTIAL POTENTIALS
Before we discuss our primary objective, inflation driven by a scalar field confined on the positive tension brane, in
this section we entertain the possibility that inflation might be driven by the moduli fields themselves. The potential
energy for the fields is obtained by detuning the positive brane tension away from its critical value so that a four–
dimensional potential energy appears. Again, we shall consider inflation on the positive tension brane only, as this is
the one we must live on if the moduli fields are not stabilized. The resulting potential is then given by [25]
V = (T − 1)4keαψ, (13)
where T 6= 1 is the supersymmetry breaking parameter. Now writing this in terms of Φ and R and setting 4(T −1)k =
V0 one generates [16],
Veff(Φ, R) = V0 exp
[
− 12α
2
1 + 2α2
Φ
]
(coshR)
4−4α2
1+2α2 . (14)
4The equations of motion resulting from the effective action (9) are then given by
H2 =
8πG
3
Veff +
2α2
1 + 2α2
Φ˙2 +
1
1 + 2α2
R˙2, (15)
H˙ = − 6α
2
1 + 2α2
Φ˙2 − 3
1 + 2α2
R˙2, (16)
R¨+ 3HR˙ = −8πG1 + 2α
2
6
∂Veff
∂R
, (17)
Φ¨ + 3HΦ˙ = −8πG1 + 2α
2
12α2
∂Veff
∂Φ
. (18)
We notice that the potential we get has many similar features to those studied in [26]. The reader is reminded that
α≪ 1, see (12), to give compliance with tests on the equivalence principle. A quick glance suggests that R may fast
roll whereas Φ may be a candidate for slow–roll inflation. If this were to happen with minimal evolution of Φ, then
R would quickly settle in the minimum and Φ alone would support a period of power law inflation. This would look
like a single field, therefore, it would be interesting if both fields were important dynamically for inflation. Here we
are able to study this by assuming nothing about slow–roll. Let us approximate the potential by
Veff(Φ, R) ≈ V0
2
exp
[
− 12α
2
1 + 2α2
Φ
]
exp
[
4− 4α2
1 + 2α2
R
]
, (19)
and see what happens for large positive R. Having written the potential like this, we immediately see
∂Veff
∂R
=
4− 4α2
1 + 2α2
Veff , (20)
∂Veff
∂Φ
= − 12α
2
1 + 2α2
Veff . (21)
This allows us to analyze the dynamical system and study the critical points in the three–dimensional phase space.
Let us transform to the dimensionless parameters
x =
(
2α2
1 + 2α2
) 1
2 Φ˙
H
, (22)
y =
(
1
1 + 2α2
) 1
2 R˙
H
, (23)
z =
(
3
8πG
) 1
2
√
Veff
H
. (24)
Substituting this into our equations of motion we find that
x′ = 3(x2 + y2)x + 3z2
(
2α2
1 + 2α2
) 1
2
− 3x, (25)
y′ = 3(x2 + y2)y − z2 2− 2α
2
(1 + 2α2)
1
2
− 3y, (26)
z′ = 3(x2 + y2)z + z
[
2− 2α2
(1 + 2α2)
1
2
y − 3
(
2α2
1 + 2α2
) 1
2
x
]
, (27)
1 = x2 + y2 + z2, (28)
where ′ ≡ d/d ln a, a(t) the usual scalefactor. Writing
λ = 3
(
2α2
1 + 2α2
) 1
2
, (29)
µ =
2− 2α2
(1 + 2α2)
1
2
, (30)
5TABLE I: The properties of the critical points for the coupled potential of the moduli fields
X Y Z Stability
1 0 0 Unstable Node for λ < 3
Saddle point for λ > 3
-1 0 0 Unstable Node for λ > −3
Saddle point for λ < −3
0 1 0 Unstable Node forµ < 3
Saddle point for µ > 3
0 -1 0 Unstable Node for µ > −3
Saddle point for µ < −3
γ (1− γ2)1/2 0 0 ≤ γ ≤ 1 Saddle
λ
3
−
µ
3
(
1− λ
2
9
−
µ2
9
)1/2
Stable point with Hubble constraint
it is easy to find the critical points of the dynamical system and to study their stability. The results are summarized
in Table I where we write the point as (X,Y, Z). We see that the system has one stable critical point only. The
question is whether this gives us an epoch of slow–roll inflation. We can test this simply by calculating
ǫ = − H˙
H2
, (31)
= 3(X2 + Y 2). (32)
It is easy to show that this gives us the condition for inflation
λ2 + µ2 ≪ 3. (33)
This then generates the constraint on α,
(2α2 + 1)2 ≪ 0. (34)
This, of course, is impossible to satisfy for any real α and so it appears that the two moduli fields are unable to
support a period of slow–roll inflation where both are important dynamically. Of course, the approximation made in
the potential will break down as R becomes small and we generate inflation through Φ as mentioned earlier.
To summarize, if R is initially large and the brane tensions are detuned away from their critical value, the resulting
potential is too steep to support a period of slow–roll inflation. When R is small it does not contribute to the dynamics
of inflation, and the resulting inflationary period is of power–law type driven by Φ. Of course, one might consider
other potentials for the fields R and Φ, in which case the conclusions drawn above will not hold. However, the origin
of such potentials for the moduli fields are not yet clear. Furthermore, even if the moduli obtain a potential, for
example due to quantum effects [17], it is not clear that the resulting potential will have the properties to drive a
period of inflation, in which the resulting perturbation spectra are compatible with observations.
IV. BOUNDARY INFLATION DRIVEN BY MATTER ON THE BRANES
We now study the case of inflation driven by an inflaton on the positive tension brane, dubbed boundary inflation
[27, 28]. In general, there will be new effects when inflation is driven by a scalar field confined to one of the branes. In
particular, if the energy scale of the inflaton field is larger than the brane tension the five–dimensional theory has to be
used. Potentially, Kaluza–Klein modes might be excited and affect the predictions for scalar and tensor perturbations.
However, we do not include those modes here. Instead, we concentrate on the zero mode of the graviton and on energy
scales less than the brane tension so that the effective action presented in Section 2 should be a good description of
the dynamics of the system. We point out that our setup is different from the one discussed in [29]. It is clear from
the discussion in Section 2 that the moduli fields R and Φ couple non–minimally to the inflation field. This will result
in new effects for both the background and perturbations.
6A. Background evolution
Let us denote the inflaton on the positive tension brane by χ. From (9), we see that, for V (χ) = V0χ
n, we generate
a matter action
SMatter =
∫ √−gd4x [−1
2
A2(Φ, R)(∂χ)2 −A4(Φ, R)V0χn
]
, (35)
with A(Φ, R) given by (6). Since we assume there is no potential for the moduli fields, the resulting Einstein frame
action is equivalent to one with three dynamical fields all coupled through a single potential. Let us write this single
potential as
V˜ (Φ, R, χ) = A4(Φ, R)V0χ
n, (36)
= V0 exp
[
− 8α
2
1 + 2α2
Φ
]
(coshR)
4
1+2α2 χn. (37)
Then we find that the equations of motion are given by
H2 =
2α2
1 + 2α2
Φ˙2 +
1
1 + 2α2
R˙2
+
4πG
3
[
A2(Φ, R)χ˙2 + 2V˜ (Φ, R, χ)
]
, (38)
Φ¨ + 3HΦ˙ = 8πG
1 + 2α2
12α2
[
A(Φ, R)
∂A
∂Φ
χ˙2 − ∂V˜
∂Φ
]
, (39)
R¨+ 3HR˙ = 8πG
1 + 2α2
6
[
A(Φ, R)
∂A
∂R
χ˙2 − ∂V˜
∂R
]
, (40)
χ¨+ 3Hχ˙ = − 2
A(Φ, R)
χ˙
[
Φ˙
∂A
∂Φ
+ R˙
∂A
∂R
]
− 1
A2(Φ, R)
∂V˜
∂χ
. (41)
Let us now make the further assumptions that R fast–rolls down to its minimum R = 0 and Φ and χ slow–roll. This
seems a reasonable approximation to make at this stage because α ≪ 1. Let us also assume that R rolls sufficiently
quickly for the other fields not to evolve. If R is initially very large, it dominates the potential energy and rolls
quickly towards zero. If it is small initially, its coupling to the inflaton is small and it does not contribute to the total
energy density. In this case, perturbations in R can be neglected. Of course it could play an important role after
inflation which we do not discuss in this paper. However, the fact that R quickly approaches zero has very important
implications for model building. We will return to this point later.
With these assumptions, the system simplifies significantly and we are left with the equations of motion
H2 =
8πG
3
V˜ (Φ, 0, χ), (42)
3HΦ˙ = −8πG1 + 2α
2
12α2
∂V˜
∂Φ
(Φ, 0, χ), (43)
3Hχ˙ = − 1
A2(Φ, 0)
∂V˜
∂χ
(Φ, 0, χ). (44)
It is straightforward to derive the relationship between the two fields,
Φ =
1 + 2α2
4α2
ln
[
4α2
1 + 2α2
(
k1 − 8πGχ
2
3n
)]
, (45)
where k1 is an integration constant determined by the initial conditions. Note that this relation (and the following
solutions) holds strictly for α 6= 0 only, because Φ decouples for α = 0 and equation (43) becomes redundant.
7It is not too difficult to find a solution for the two fields
χ(t) =
(
k2 − (4− n)n
2
(
8πGV0
3
) 1
2
t
) 2
4−n
, (46)
Φ(t) =
1 + 2α2
4α2
ln
[
4α2
1 + 2α2
×

k1 − 8πG
3n
(
k2 − (4− n)n
2
(
8πGV0
3
) 1
2
t
) 4
4−n



 , (47)
for the case n 6= 4. We shall cover this special example in a moment. We can evaluate the integration constant k2
from the initial condition for χ. We then find that the Hubble parameter behaves as
H(t) =
(
8πGV0
3
) 1
2 1 + 2α2
4α2
[
k2 − (4 − n)n
2
(
8πGV0
3
) 1
2
t
] n
4−n
× 1(
k1 − 8piG3n
(
k2 − (4−n)n2
(
8piGV0
3
) 1
2 t
) 4
4−n
) . (48)
This then gives
a(t) ∝

k1 − 8πG
3n
(
k2 − (4− n)n
2
(
8πGV0
3
) 1
2
t
) 4
4−n


3(1+2α2)
8α2
. (49)
It should be added that when n > 0 we require the inflaton to roll down the potential to its minimum. Before
it reaches this point it ceases to slow–roll and the solutions are no longer valid. This prevents us from generating
negative quantities.
Now let us turn our attention to the case of n = 4. As we have said already this turns out to be soluble. The
results are stated below.
χ(t) = χ0 exp
[
−4
(
8πGV0
3
) 1
2
t
]
, (50)
Φ(t) =
1 + 2α2
4α2
ln
[
4α2
1 + 2α2
(
k1 − 8πGχ
2
0
12
exp
[
−8
(
8πGV0
3
) 1
2
t
])]
. (51)
H(t) =
(
8πGV0
3
) 1
2
χ20
1 + 2α2
4α2
exp
[
−8 (8piGV03 ) 12 t](
k1 − 8πGχ
2
0
12 exp
[
−8 (8piGV03 ) 12 t]) , (52)
a(t) ∝
(
k1 − 8πGχ
2
0
12
exp
[
−8
(
8πGV0
3
) 1
2
t
]) 3(1+2α2)
8α2
. (53)
We should point out that for large enough time it appears as though a(t) → constant in (53). This is an artifact
of the slow–roll approximation and we would expect inflation to end well before this would occur. After this other
dynamical considerations would proliferate.
Numerical simulations verify these solutions. The problem of initial conditions still remains however. Furthermore,
we are able to obtain an approximate solution for the R field. As predicted, this rapidly rolls down to the minimum
of its potential. In addition, it undergoes no oscillations as one may expect for a generic symmetric potential with a
minimum of this type. Such oscillations about zero would correspond to the brane oscillating about the singularity
which would become apparent to an observer on the brane. This would not be a desirable feature.
Since the form of the potential looks approximately like an exponential V (R) ∼ exp[4R], we see that the slow–roll
parameters are of O(1). Thus we would expect the slow–roll solution to be a reasonable approximation. Furthermore
8we neglect α2 because we must have α < 0.1. With this in mind, one is able to show that
tanhR = κ exp
[
−4
(
I0
3
) 1
2
t
]
, (54)
where κ is an integration constant and I0 = V0χ
n
0 exp
[
−8α2
1+2α2Φ0
]
. We have used the initial values of χ,Φ in the
potential and we assume that we do not deviate from these during the evolution of R. Now since κ depends upon
tanhR0, one sees that it is weakly related to the initial condition. We shall take κ = 1 as the generic case. Then it is
easy to show that the solution is given by
R =
1
2
ln

1 + exp
[
−4 ( I03 ) 12 t]
1− exp
[
−4 ( I03 ) 12 t]

 . (55)
It is also clear from this that R decays quickly but approaches the singularity exponentially. The behavior of the
analytic solution against the numerical one is shown in Figure 1.
We would like to point out that the point R is special and problematic: if R = 0, the negative tension brane sits at a
singularity in the fifth dimension [16]. Thus, while R approaches zero, the negative tension brane collapses. Although
during inflation the negative tension brane never reaches the singularity, the collapse of the second brane means that
the spacetime is unstable. A similar behavior was found in the matter dominated era in [16]. To avoid the collapse of
the second brane, one can either consider a potential which stabilizes R at a finite value R > 0 or keeps the second
brane away from the singularity. Alternatively, and more speculatively, one can consider matter forms on the second
brane which violate the strong energy condition. We do not consider these alternatives in this paper. Instead, we will
assume that R is small and does not contribute to the dynamics for both background and perturbations.
0
2
4
6
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10
0 2 4 6 8 10 12 14 16 18 20
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ln( t / t_pl )
FIG. 1: The evolution of R is plotted for the analytic solution, equation (55), with dashed line (green) and the numerical one
with a solid line (red).
This concludes the discussion on the background evolution. There is the possibility of extending the considerations
by studying other potentials. Some qualitative aspects of these are covered in part in [26].
B. Perturbation evolution during inflation
We turn now our attention to the consequences for cosmological perturbations generated during inflation. We will
use the formalism discussed in [30], which is an extension of the formalism presented in [31]. We remind the reader
9again that we assume that R does not play a role at least in the last 60 e–folds of inflation.
1. Perturbation equations
The equations of motion for the fields Φ and χ are given by
Φ =
1 + 2α2
12α2
[
A
∂A
∂Φ
gµν∂µχ∂νχ+
∂V˜
∂Φ
]
. (56)
∇µ
[
A2gµν∂νχ
]
=
∂V˜
∂χ
. (57)
We now perturb the two fields
Φ → Φ(t) + δΦ(x, t), (58)
χ → χ(t) + δχ(x, t). (59)
Furthermore, we choose to work in the longitudinal gauge so that the perturbed metric looks like
ds2 = −(1 + 2Ψ)dt2 + a2(1− 2Ψ)dx2. (60)
This generates the following equations of motion:
δΦ¨ + 3HδΦ˙ +
k2
a2
δΦ =
1 + 2α2
12α2
[((
∂A
∂Φ
)2
χ˙2 +A
∂2A
∂Φ2
χ˙2
)
δΦ
+2A
∂A
∂Φ
χ˙δχ˙− ∂
2V˜
∂Φ2
δΦ− ∂
2V˜
∂Φ∂χ
δχ
]
−1 + 2α
2
6α2
∂V˜
∂Φ
Ψ+ 4Φ˙Ψ˙. (61)
A2
[
δχ¨+ 3Hδχ˙+
k2
a2
δχ
]
=
[
2
A
∂A
∂Φ
∂V˜
∂χ
+ 2
(
∂A
∂Φ
)2
χ˙Φ˙− 2A∂
2A
∂Φ2
χ˙Φ˙
]
δΦ
−∂
2V˜
∂χ2
δχ− ∂
2V˜
∂χ∂Φ
δΦ
−2A∂A
∂Φ
[
χ˙δΦ˙ + Φ˙δχ˙
]
+4A2χ˙Ψ˙− 2∂V˜
∂χ
Ψ. (62)
This set up is equivalent to Di Marco et al [30] provided we make the field re–definition
(
12α2
1 + 2α2
) 1
2
Φ = Σ. (63)
so that, dropping the tilde,
V (Σ, χ) = V0χ
n e4βΣ, (64)
β =
−α√
3(1 + 2α2)
1
2
(65)
Once again note that α→ 0 causes the modulus to decouple. We now define two new fields, the adiabatic and entropy
perturbations, by
δσ = cos θδΣ +A sin θδχ, (66)
δs = − sin θδΣ +A cos θδχ. (67)
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where
cos θ =
Σ˙√
Σ˙2 +A2χ˙2
, (68)
sin θ =
Aχ˙√
Σ˙2 +A2χ˙2
. (69)
Furthermore, the gauge invariant curvature and entropy perturbations R (denoted as ζ in [30]) and S are defined as
R = Ψ+H
(
Σ˙δΣ+A2χ˙δχ
Σ˙2 +A2χ˙2
)
= Ψ+H
δσ
σ˙
, (70)
S = H
(
AΣ˙δχ−Aχ˙δΣ
Σ˙2 +A2χ˙2
)
= H
δs
σ˙
, (71)
where σ˙ =
√
Σ˙2 +A2χ˙2. This demonstrates from where δσ and δs derive their names. In addition, the equation of
motion for σ is given by,
σ¨ + 3Hσ˙ = −Vσ, (72)
Vσ = cos θVΣ +
1
A
sin θVχ. (73)
We are now able to write the perturbation equations in terms of the gauge–invariant variables. They are given by
[30]:
R¨ +
(
3H − 2 H˙
H
+
H¨
H˙
)
R˙+ k
2
a2
R (74)
=
H
σ˙
[
2(θ˙δs). − 2
(
Vσ
σ˙
+
H˙
H
)
θ˙δs+ 2βh(t)
]
.
δ¨s+ 3Hδ˙s+
[
k2
a2
Vss + 3θ˙
2 + β2g(t) + βf(t)− 4V
2
s
σ˙2
]
δs = 2
Vs
H
R˙. (75)
where
h(t) = σ˙(sin θδs). − sin θ
[
H˙
H
σ˙ + 2Vσ − 3Hσ˙
]
δs, (76)
g(t) = −σ˙2(1 + 3 sin2 θ), (77)
f(t) = VΣ(1 + sin
2 θ)− 4Vs sin θ. (78)
In addition we also define
Vs = − sin θVΣ + 1
A
cos θVχ, (79)
Vσσ = cos
2 θVΣΣ +
2
A
cos θ sin θVΣχ +
1
A2
sin2 θVχχ, (80)
Vσs =
(
1
A2
Vχχ − VΣΣ
)
sin θ cos θ +
1
A
VΣχ
(
cos2 θ − sin2 θ) , (81)
Vss = sin
2 θVΣΣ − 2
A
cos θ sin θVΣχ +
1
A2
cos2 θVχχ. (82)
One is then able to see the coupling between the entropy and curvature perturbations. Note that whilst Vσ =
∂V
∂σ
and Vs =
∂V
∂s
, it is not true that Vσσ =
∂2V
∂σ2
due to the dependence of the non–canonical kinetic term on Σ. The same
holds for Vσs and Vss. Normally, without the non–canonical kinetic term, one would find that there is no coupling
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if θ˙ = 0. We now see that, even if this holds, the coupling is maintained. Further, we see the manner in which the
perturbations source one and other. In addition
θ˙ = σ˙
[
−Vs
σ˙2
− β sin θ
]
, (83)
and so we see that the non–canonical kinetic term also introduces a source for θ. This should be compared with
the scenario in Randall–Sundrum where the entropy perturbations are generically suppressed due to the presence of
the ρ2 term in the Friedmann equation, [7]. Also, note that the parameter β which describes the source from the
non–canonical kinetic term, is constant in this setup. The next step is to examine the system numerically.
2. Numerical Study of the Perturbation Spectra
The method for the evolution of the perturbations is as follows: we evolve the background staring with the initial
conditions
Σinit = 0, (84)
χinit = 1000, (85)
for n ≥ 0. This means that at the beginning of inflation the inflaton mass will be equal to its physical one. When
−H˙/H2 = 1, we stop the evolution as this is where the scale factor ceases to accelerate. We then backtrack 67 e–folds
and switch on the perturbations where each mode starts inside the horizon with k = 1000aH at different times. With
this prescription, the largest modes undergo 60 e–folds of inflation after horizon exit. We follow this evolution until
the end of inflation.
To set the initial conditions one treats the modes, δσ and δs, as independent stochastic variables deep inside the
horizon. With this prescription, it can be shown that
aδσ =
1√
2k
e−ıkτ , (86)
deep inside the horizon where the universe looks like Minkowski space. To calculate the spectra numerically, we
use the method described in [32]. One makes two runs: the first run begins in the Bunch–Davis vacuum for δσ,
δs = δs˙ = 0, and the second in the Bunch–Davis vacuum for δs. The power spectra are then given by
PR = k
3
2π2
(|R1|2 + |R2|2) , (87)
PS = k
3
2π2
(|S1|2 + |S2|2) , (88)
PC = k
3
2π2
|R1S1 +R2S2|, (89)
where the subscripts 1, 2 are the results for the two different runs. Furthermore, for the tensor modes, one finds
PT = 8
(
H∗
2π
)2
, (90)
we also define
rC =
PC√
PRPS
, rT =
PT
16PR
(91)
Note that the definition for rT is 16 times smaller than that used by the WMAP team, [33].
If one examines the behavior of R and S, we see that it is markedly different from the behavior observed in [26]
where we have a run–away potential for χ. Note that the mass required for the inflaton field is mχ ∼ 10−5 which is a
few orders of magnitude heavier that one would normally use in the single field chaotic inflation model. This should
not be surprising as the conformal factor decays during inflation and so reduces the effective mass of the inflaton. Note
that the tensor production is small but that there is a relatively large correlation between adiabatic and isocurvature
modes. Furthermore we see some running of the indices but their overall values are consistent with the observations
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FIG. 2: The evolution of the scalar perturbations for a given mode k for the case n = 2. We tune V0 = 10
−10 to give the
correct normalization for R. This shows the 60 e–folds after horizon exit. Note that we plot (PR)
1
2 and (PS)
1
2 .
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FIG. 3: On the left we plot the spectra for the case n = 2, α = 0.01 with mχ ∼ 10
−5 ( V0 = 10
−10 ). We see some running in
the indices. In contrast, on the right we plot the same case with α = 0 with the amplitude of PR scaled to coincide with the
lefthand plot at Nk = 40. This gives mχ ∼ 10
−6. Note that there is no entropy production since we are effectively left with
one field and, hence, there is also no correlation in this instance. We see that for this value of α there is very little difference
between the plots for the curvature and tensor spectra.
from WMAP. Note that the indices for entropy and tensor modes are coincident and similarly with the curvature and
correlation. Finally, we find that the ratio PS/PR is small, usually of order O(0.01).
Although observations demand that α . 10−2, it is possible to entertain larger values provided we stabilize the
modulus Φ with some potential after the end of inflation. However, the smallness of the slow–roll parameter ǫΦ ensures
we must have
α≪ 1√
2
. (92)
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FIG. 4: On the left we plot the evolution of the ratios for n = 2, α = 0.01 and V0 = 10
−10. Note that whilst the tensor
production is small, the perturbations are quite well correlated. On the right we show the spectral indices. Here we see that
the indices for entropy and tensor modes are coincident and similarly for the curvature and correlation.
to generate slow–roll inflation. One may then wonder what the effect of changing α has on the indices. For n = 2,
one can see that there is little effect for α ≤ 10−2 but as it increases there is significant deviation from the single field
case. In fact the largest possible value which generates enough inflation is α = 0.25 which produces nR − 1 ≈ −0.25.
This is not compatible with WMAP, [33], which constrains α . 0.2. The reader is reminded that in the α → 0 limit
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FIG. 5: For the potential V = 1
2
m2χχ
2, as we increase α we are drawn away from scale–invariance. Furthermore we see that
this also leads to increased tensor production, scaled to agree with the normalization of WMAP. In addition it is possible to
generate strong correlation between the perturbations.
the modulus Σ decouples and we are left with a situation equivalent to the usual chaotic inflation [34].
Recent data from WMAP suggest that the quartic potential is under strong pressure. This very much depends on
the number of e–folds we take as being observable and on the combination of data sets one uses [35]. Taking N = 60,
it is still permitted by the data. As this model is attractive from a particle physics point of view, we may wish to see
if the coupling to the moduli helps to rule in or out this potential. One can immediately see from Figure 6 that the
coupling to the moduli does us no favors. Increasing α produces more tensor modes– the main problem associated
with χ4– and draws us further away from scale–invariance. A quick look at Figure 7 reveals that we are only just in
the allowed region for α = 0. As in the case for the quadratic potential, the ratio PS/PR is small.
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FIG. 6: In left plot we see the effect of α on nR for a potential of the form V0χ
4. One can immediately see that the results are
similar for the chaotic inflation potential. Moreover, the increase in α also leads to an increase in the tensor modes, scaled to
agree with the normalization of WMAP. The main difference is that these perturbations are effectively uncorrelated, rC ∼ 10
−4.
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FIG. 7: We see that the increase of α takes both models away from scale–invariance and leads to greater tensor production.
This figure was generated with V0 = 10
−10 for both sets of data but is independent of V0.
V. CONCLUSIONS
Boundary inflation in a brane world model with two boundary branes and a bulk scalar field was investigated. To
study the system, we employed the low–energy effective action derived in [16]. Inflation, which must have happened
at energies much lower than the brane tension if the four–dimensional theory is a good description, has some desirable
features. In particular, the coupling to matter of one of the moduli fields (denoted R in this paper) is driven towards
small values. Therefore, if the inflationary epoch is long enough, the coupling of this field is very small after inflation
and compatible with observations.
We found the background solutions for the fields and then studied the perturbation spectra numerically following
the methods of [30]. We have seen that the effect of the coupling produces spectra which have indices smaller
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FIG. 8: We examine the effect of α on the amplitude of the curvature perturbation. We see that for n = 2 there is a significant
effect. We have set V0 = 10
−10 at α = 0.01 which gives mχ ≈ 10
−5. Then we see that we get a range of 10−6 ≤ mχ ≤ 10
−4
for 0 ≤ α ≤ 0.1. For n = 4, α has little effect of the amplitude of R where we set V0 = 10
−15. We also see that reducing α
increases the number of e–folds as one would expect since the potential becomes less steep.
than one. Furthermore, the amplitude of tensor perturbations is enhanced compared to the predictions based on
General Relativity. Our results imply that the mass of the inflaton for the quadratic potential can be larger than
that normally required by the single field equivalent. In addition, the adiabatic and isocurvature perturbations
can be highly correlated. In contrast, the quartic potential produces highly uncorrelated perturbations with the
coupling having little effect on the required scale of the potential. Although this model is almost ruled out by current
observations, one may have hoped that the coupling to the moduli may have helped its cause. We find this not to be
the case and, in fact, the opposite is true. A large coupling would rule out this potential immediately.
Another feature discussed in this paper is that the negative tension brane collapses during inflation driven by a
scalar field on the positive tension brane. Such behavior has already been observed in the matter–dominated era in
[16]. This suggests that the five–dimensional spacetime is not stable during inflation (and matter domination) which is
a fundamental problem of brane cosmologies based on models with bulk scalars. In the case of the Randall–Sundrum
brane world with two branes, [24], the negative tension brane is driven towards the AdS horizon, whereas the positive
tension brane would continue to inflate (and finally enter a radiation dominated phase). We would like to remind the
reader that models based on string or M–theory motivate the existence of matter in the bulk (in particular scalar
fields). Of course, the results presented in this paper will change dramatically once a potential for the fields Φ and R
is added. Such a potential could lead to the stabilization of the fields Φ and R thereby avoiding the problem of the
singularity. However, to derive a potential with cosmologically desirable properties is very difficult. In string theory,
it is believed that such a potential can be derived once the non–perturbative sector of the theory is understood.
Alternatively, string theory may naturally resolve the problem of the singularity. In our model, the underlying field
theory has its limitations and the four–dimensional effective theory breaks down when R approaches zero. In any
case, it is clear that work has to be done to understand the behavior at R = 0 better. For example, in [16] it was
suggested that dark energy is related to this singularity problem. It would also be desirable to perform a calculation
of the inflationary dynamics and the generation of perturbations in the full five–dimensional theory. However, the
equations governing the perturbations are very difficult to solve.
Given the fact that models with non–canonical kinetic terms such as the one discussed in this paper arise in string
theory, our results have an important impact on inflationary model building. At least for the potentials studied here,
large couplings (i.e. of O(1)) are not desirable.
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