Many molecular motors move unidirectionally along a DNA strand powered by nucleotide hydrolysis. These motors are multimeric ATPases with more than one hydrolysis site. We present here a model for how these motors generate the requisite force to process along their DNA track. This novel mechanism for force generation is based on a fluctuating electrostatic field driven by nucleotide hydrolysis. We apply the principle to explain the motion of certain DNA helicases and the portal protein, the motor which bacteriophage use to pump the genome into their capsids. The motor can reverse its direction without reversing the polarity of its electrostatic field; that is, without major structural modifications of the protein. We also show that the motor can be driven by an ion gradient; thus the mechanism may apply as well to the bacterial flagellar motor and to ATP synthase.
Introduction
A variety of protein motors have the property that they process unidirectionally along a polymer track, driven by nucleotide hydrolysis. Actin and tubulin provide the tracks for the most well-studied examples, myosin, kinesin and dynein. DNA is also traversed by a medley of protein motors that replicate, repair and package the genome. These protein machines differ from myosin and kinesin in several ways that suggest their mechanical mechanism is different. First, certain DNA motors appear to be rotary, rather than reciprocating; i.e. they process not by 'walking' along their track, but by rotating about it, so that their procession is helical rather than linear. Moreover, they are multimeric and may hydrolyze nucleotide at several catalytic sites (Patel, 
et al., 1994a; Patel, et al., 1994b). While it is clear that these
Biophysical Journal 69 (6) motors are driven by nucleotide hydrolysis, the precise mechanism by which phosphate bond energy is transduced into a directed force remains mysterious. Here we propose a novel mechanism for rotary molecular motors which we apply to a model for the portal protein and certain DNA helicases.
For many bacteriophage, the culmination of assembly involves the insertion of several hundred kb of genomic DNA into the capsid head. This is an astounding packaging job, for the length of the DNA is ~ 3500 times as long as the capsid, yet the entire process is completed within 15-90 seconds, which suggests a velocity of more than 1 Âm/s. While the packaging mechanism remains largely mysterious, several known features provide some clues. First, 1 ATP is hydrolyzed in the packaging of 2 base pairs, or 9≈10£ ATPs to package the 1.8≈10¢ base pairs in the phage Ï29 (Guo, et al., 1987 ). This suggests that DNA is driven into the capsid by some sort of ATPase motor. Second, DNA is inserted through a protein complex at the capsid base, the portal protein, or 'connector' (Black, 1988 Figure 1 shows the geometry of a portal protein from T3 bacteriophage and the helicase from T7 bacteriophage.
Here we shall present a model for the mechanochemistry of these two DNA motors which we propose to operate by similar mechanisms. For simplicity, we shall focus on the T7 helicase. 
The flashing field model
The model is based on the following central assumption (see Figure 1 ):
∫ Binding of ATP to a hydrolysis site induces a conformational change that exposes a pair of negative and positive charge regions near the inner surface of the channel.
The charged regions are not of equal size, and they are oriented at an angle to the circumferential meridian. We will assume that there is one charge-pair region per nucleotide hydrolysis site, and that the axes of the charge-pair regions are tilted with respect to the axis of the hole. The helicase binds 3 nucleotides at time, and so we infer it has 3 hydrolysis sites (Patel, et al., 1995; Patel, et al., 1994b); however, the portal protein has perhaps 12 or 13 hydrolysis sites, located in two tiers (Casjens, et al., 1992; Dube, et al., 1993). As we will see, the pattern of hydrolysis affects the performance of the motor (analogous to the firing sequence of a car engine). Therefore, if each hydrolysis site controls the expression of a single charge pair then, for more than a few hydrolysis sites, the number of firing sequences becomes too large to compute. Qualitatively, the model works like this. The negatively charged phosphates spaced along the backbone of the DNA strand interact sequentially with the field of the charge-pair regions as they 'flash' on and off with the binding and hydrolysis of ATP. Each charge-pair field gives the closest phosphate(s) an 'electrostatic push' in the direction of the charge-pair axis. The net effect of the charge-pairs flashing on and off creates a sustained torsional and axial thrust. It turns out that the order in which the fields flash is not too important; even random flashing will drive the rotation. Note that the motor is an electrostatic machine that transduces strain fluctuations generated by nucleotide hydrolysis into a fluctuating electric field. Biased diffusion plays no role in torque generation; brownian motion serves only as a 'lubricant' to ensure the rotor does not hang up in local energy minima. Figure 2 illustrates the model geometry and the operating principle. 
Approximations and parameter values
In deriving the model equations we make several simplifying approximations. None of these are essential to the mechanism, but they are necessary to formulate a tractable mathematical model.
1.
The DNA is stiff. This is a good approximation since the persistence length of DNA is about 50 nm, while the length of the DNA motors is ≤ 12 nm.
2. The DNA strand fits snugly into the hole in the motor. The diameter of a B-DNA strand is ~ 1.8 nm, while the diameter of the hole is 2.5 nm (helicase)-3.7 nm (portal protein); thus there may be considerable wobble accompanying the motion. This greatly increases the complexity of the computations without adding much to the principle of operation. Therefore, we have simplified the model by neglecting the wobble, e.g. the DNA threads through the hole snugly. In fact, the effective diameter of B-DNA, including hydration and charge, may be larger than that measured diameter, and so the DNA strand may indeed fit snugly into the central passage.
3. The sizes of the positive and negative charge regions in the charge pairs are unknown, and so for simplicity, we have assumed a simple asymmetrical field consisting of a dipole plus a monopole. 1 Since the angle of the field is unknown, we have assumed it is 45∂. Until the detailed structures are known, and the above quantities are available, we can only demonstrate the principle of operation; however, the model points to definite measurable properties.
Model equations
The equations describing the motion of the motor can be written in two equivalent ways: as stochastic ordinary differential (i. The equations describing the motor are as follows. Let θ be the cyclical coordinate of the position of a dipole on the inner surface of the helicase. We put our coordinate system on the DNA, so that it remains stationary while the helicase spins and translates. The circumferential (OE) and translational (z) components of the helicase motion are given by the pair of Langevin equations:
Torque due to potentials 1 2 4 3 4
Axial thrust due to potentials 1 2 4 3 4
Here the subscripts OE and z refer to rotational and longitudinal quantities, respectively. 2 in this situation, and must be simulated numerically. Therefore, it is tedious to deduce average behaviors. However, solving the diffusion equations enables one to compute the moments of the solution (e. g. mean velocity and variance) as a function of the parameters, at the cost of obliterating the stochastic details. Figure 3a shows a stochastic simulation of the trajectory, (OE(t), z(t)), for the helicase (3-dipole) situation showing the helical progression. The stochastic simulation method is described in Appendix A, and the diffusion equation method in Appendix B.
ξ OE,z (t) are gaussian white noise processes satisfying î˛(t)ô = 0, î˛(t) ˛(ts)ô = Î(t -s). The motor is driven by
The mechanical performance of the rotary motor is encapsulated in its load-velocity curve (Svoboda, et al., 1994a), which is best computed from the Fokker-Planck representation of the dynamics. However, this computation is difficult if the axial and rotational motions are independent, and so we shall hereafter assume that the helicase processes such that the rotational and translational motions are coupled; that is, the protein winds along the DNA like a nut on a screw. This reduces the degrees of freedom to one, so that we can compute the rotary motion independently, then obtain the translational motion by trigonometry. The stochastic simulation in Figure 3a shows that the motor works without this simplification.
For this calculation we shall use the potential due to an "off-axis screened dipole potential" (i.e., the difference between two equal but oppositely charged exponentially screened Coulomb potentials located at (˛ = 0, R = r + b, Ï = ∏/4) is (see Figure A1 ):
where x = rOE is the coordinate along the DNA charges (the diagonal in Figure 2c ), κ is the inverse screening length, and b is the distance off axis (details of the electrostatic calculations are given in the Appendices). Note that in this approximation the force acting in the translational direction is zero. The shape of V dip is shown in Figure 2a , where the period is the radius along the inner surface. The potential due to each dipole interacting with the array of M charges on the DNA is
The time dependent potential V(x, t) acting in equation (1) is, at each instant of time, that due to one or another of the N phase-shifted dipoles on the inner surface of the helicase. The configuration of dipoles switches in time between the N phase-shifted configurations so that the full potential in the n th configuration can be written in terms of V array (θ) according to
The conformations realized by V(θ,t) switch among the V n 's either sequentially or randomly, as will be discussed below. Figure 4 are retarded by interacting with the local field near q, which alters q's effective charge magnitude. As q decreases, the coulombic force between q and Q decreases until the moveable charge, Q, is pulled away by the elastic force. As protons dissociate from the fixed charge region the Coulombic attraction between the fixed and moveable charges regains its strength and the moveable charge, Q, once again is pulled closer to the fixed charge. To demonstrate that this qualitative picture indeed produces an oscillatory field, we describe the system mathematically as follows.
The equations describing this interaction can be formulated in terms of the ion concentration at height z, C(z,t) and the coordinate of the moveable charge region, y(t). Since there are about 5-6 helical turns in traversing a bilayer, we approximate the diffusion of the protons through the channel by a set of discrete compartments, in one of which the interaction with the fixed charges takes place. 
Here ˇ is the time constant for proton relaxation, k is the elastic constant of the moveable charge, Q, r is a 'hard-core' distance limiting the motion of Q, (k⁄‚, k⁄, k¤‚, k¤) are rate constants governing the binding and dissociation of the protons to the fixed charge region. In this approximation we have neglected the interaction between the protons. Increasing the dimensionality of the proton diffusion channel to many compartments, or to a continuum diffusion channel does not change the basic dynamics: the proton flux sets the moveable charge Q into reciprocating oscillations which pump the local electrostatic field; in turn, this drives the motion of the DNA as analyzed above. 
Reversing the motor's direction
While helicases are generally unidirectional (either 5'→3' or 3'→5'), the portal protein may reverse its direction when injecting the phage DNA into the host. 4 The bacterial flagellar rotor spontaneously reverses its direction of rotation stochastically every few seconds. This produces the 'runs' and 'tumbles' characteristic of bacterial swimming (Berg, et al., 1985) . A surprising feature of the model is that it can reverse its direction of rotation without changing the symmetry of the charge-pairs. Simply altering the shape of the potentials, for example by changing the spacing between the charged regions, can reverse the direction of rotation. This effect is quite counter-intuitive; it arises because of (a) the asymmetry of the charge pairs (i.e. the size of the negative and positive charge regions is not identical), and (b) the mismatch between the number of stator charge pairs and the number of charges with which they interact (the 'vernier' effect). From equation (2b) we can compute the average field experienced by the rotor from all of the charge pairs by integrating around the stator circumference. The asymmetry of the individual fields and the vernier effect conspire to create a net field seen by the assembly whose 4 Another possibility is that the free energy accumulated in packaging the DNA into the capsid is sufficient to drive injection into the host simply by entropic expansion. symmetry can switch without switching the individual charge-pair symmetries. This is illustrated in Figure 5 
Discussion
We have proposed a model for the mechanochemical operation of the rotary protein motors, DNA helicase and the portal protein. We have taken our inspiration from the recent elucidations of the structures of several rotary protein motors. In our view, the common structural features are: (i) the existence of multiple nucleotide hydrolysis sites located circumferentially and equally spaced in apposition to a hydrophobic channel; (ii) pairs of charged regions abutting the central channel. In at least one of these structures-the F1 ATPase-the requisite structures have been identified (Abrahams, et al., 1994) . The model assumes that binding of nucleotide to a circumferential site induces a mechanical strain in the protein lattice that is transmitted to the charge regions. Changing the configuration of the charges with respect to one another changes the local electrostatic field set up by the charge regions. Therefore, the negative phosphate charges that constitute the DNA backbone see a pattern of fluctuating electrostatic fields. These 'flashing fields' produce a sustained electrostatic torque on the DNA. This torque does not require that the fields flash sequentially; it arises because each flashing field is asymmetrical. To our knowledge, this mechanism for torque generation is novel. Figure 6 summarizes the effects producing the rotational torque. 
Appendices

A. The motion of a helical array of charges driven by a flashing dipole
We consider a cylinder with radius R on which an array of dipoles centered at z = 0 are positioned with angle φ with respect to the tangent to the cylinder (see Figure  A1) . Thus, φ = 0 are dipoles along radius of the cylinder with no z component. Let d be the half-distance between the two charges, then simple trigonometry shows that the position of the charges is
where the superscripts ± refer to the plus and minus charges. The helical array of negative charges on the DNA can be parametrized as
where r is the diameter of the DNA helix (r < R), Å is the pitch, and the variable OE denotes the rotational component of the helix. Let the position of the charges along the helix be given by ¸ = z+jz‚ where z is between 0 and z‚ and j is an integer. Thus, the precise position of the helix at any given time is specified by (OE, z). Since z = 0 is identified with z = z‚, the coordinates of the helix are described by a pair of values on the torus, hence the potential felt by the charges on the DNA is a doubly periodic function. To compute this function we note that the potential felt due to a single dipole at position x i is given by:
where
and
The motion of the charges can now be computed by solving the following equations:
where m j = 1 if the j th dipole is "on", otherwise it is zero. Here ˛j(t) are independent white noise variables. To simplify things, we assume m j is zero except for exactly one value of j, and that the rate of transition from one state to the next is determined by r. In the simulation shown in Figure 3 
B Approximations to the flashing field equations
We shall model the system as a periodic sequence of charges (DNA backbone phosphates) moving through a periodic array of "off-axis-screened-dipole" potentials, each governed by equation (2) . The phase of the underlying potential is allowed to change due to ATP-generated conformational changes moving or "turning on and off" the dipoles. The potential due to each dipole interacting with the array of M charges on the DNA is
At each instant of time the time dependent potential, V(x, t) is due to one or another of the N phase-shifted dipoles on the inner surface of the helicase. The configuration of dipoles switches in time between the N phase-shifted configurations so that the full potential in the n th configuration is
Since the number of combinations of charges and potentials is large, for simplicity in the following we consider M = 2 charges interacting with N = 3 possible dipole configurations.
Let X(t) be a realization of the random process indicating the position of a phosphate along the inner radius of the helicase. The dynamics are defined by the stochastic differential equation:
where ζ is the friction coefficient, V(x, t) is the time dependent potential which at any instant is either V 1 (x), V 2 (x) or V 3 (x), with switching rules to be specified below, and ξ(t) is a Gaussian white noise process satisfying
For notational simplicity we divide the stochastic differential equation through by ζ, identify the diffusion coefficient D = k B T/ζ, and rescale the potentials by ζ, so the equation becomes
The switching dynamics are modeled as random, Markovian transitions between the different configurations. This means that the waiting time in each configuration is a Poisson distributed random variable, independent of all the other dynamics. The time scale of the switches is the inverse of the switching rate, which will be denoted α; i.e. α is the rate of jumping between subsequent configurations and α -1 is the average time between switches. These stochastic dynamics are then fully described by a set of coupled Fokker-Planck equations for the evolution of the joint probabilities P n (x, t) of finding the potential in configuration n and the charge array at position x. For the case of random switching between the three configurations the equations have the form, 6) where Å is the rate of switching and the differential operator F n is
(In this notation, an open derivative operator like ∂/∂x operates on everything to its right.) For the case of sequential flashing in order 1→2→3→1 the coupled equations are
while for the reverse sequence 1→3→2→1 they are
For either random or sequential flashing the x-space current J is defined by the continuity equation for the marginal density P(x, t) = P 1 + P 2 + P 3 of the position variable:
Hence the current is
To determine J, the full set of equations must be solved with periodic boundary conditions for x∈[0, 2πr] for each P n and with the overall normalization condition
The initial distributions at t = 0 must be nonnegative functions satisfying the normalization condition. The average velocity of the particle is expressed in terms of the current as The transition rates in these matrices are defined by where K+1 is to be interpreted as 1, and 0 is to be interpreted as K. In the absence of switching, this discretization supports a true equilibrium stationary state with vanishing currents and Boltzmann probability distributions.
The numerical solutions to these equations were carried out using MatLab™ on a Sun Sparcstation 20™. The code is available via Internet ftp upon request. 
