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Abstract
We provide a unified approach to prove existence results for the Dirichlet problem for Hamilton–Jacobi
equations and for the minimum problem for nonquasiconvex functionals of the Calculus of Variations with
affine boundary data. The idea relies on the definition of integro-extremal solutions introduced in the study
of nonconvex scalar variational problem.
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1. Introduction
We consider the Dirichlet problem for Hamilton–Jacobi equations (1) and the minimum prob-
lem for a class of vectorial functionals of the Calculus of Variations (2) formulated as follows{
F(x,u(x),Du(x)) = 0 a.e. on Ω,
u(x) = ϕ(x) on ∂Ω, (1)
where Ω is an open bounded subset of Rn, F is a continuous real valued function defined on
Ω × Rm × Mm×n, u is a vector valued map defined on Ω with range in Rm, Du denotes the
derivative of u, which takes values in the space of real (m × n) matrices Mm×n and ϕ is a given
boundary datum.
E-mail address: zagatti@sissa.it.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
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∫
Ω
f
(
Du(x)
)
dx, u ∈ u0 + W 1,∞0
(
Ω,Rm
)
, (2)
where Ω is as above, f : Mm×n → R is lower semicontinuous and u0 : Ω → Rm is a given
boundary datum.
The interest in these problems arise in a deeply studied field of the Calculus of Variations in
which the involved functionals are not lower semicontinuous with respect to the weak topology
of Sobolev spaces. In such cases the existence of minimizers is not guaranteed and they are ap-
proached by studying associated first order Hamilton–Jacobi (systems of) equations of type (1)
or certain differential inclusions; otherwise only special functionals can be considered. We men-
tion the problem of Prescribed Singular Values (see for example [20], [16, Section III-7]), the
one of Potential Wells (see [3,24,29,33]), [16, Section III-8], the one of Jacobian equation (see
[18,27,30,31]) and refer to the monograph [16] for an exhaustive exposition of the Hamilton–
Jacobi approach corresponding to problem (1). For general results concerning problem (2) we
mention [2] and the monograph [12].
Actually, dealing with the first problem, the most relevant applications require the solution of
systems of equations of kind (1), corresponding to a vector valued function F , which present dif-
ficulties considerably higher than the single equation studied here. However even the scalar case
of the single equation (1), corresponding to m = 1, has been widely studied and we mention the
results contained in [4–8,11], [16, Sections I-2, I-4], [21] and [26]. The basic hypothesis in order
to guarantee the existence of solutions is the convexity of F with respect to the last variable and
in Section I-2 of [16] it is given a general result under this assumption. If convexity is dropped
only special cases can be treated and this induces to think that some kind of convexity has to be
required, in the general vectorial case, to deal with the problem. Actually it is required the closed-
ness of certain function sets with respect to weak convergence in Sobolev spaces by the use of
classical semicontinuity arguments and, in general, convexity turns out to be too strong and not
necessary. The appropriate condition, which is necessary and sufficient to have weak lower semi-
continuity of vectorial functionals is quasiconvexity, a notion weaker than convexity introduced
by Morrey (see Definition 1 in Section 2). Unfortunately it is difficult, in general, to verify if a
function is quasiconvex and for this reason other related algebraic conditions—polyconvexity and
rank one convexity—have been introduced. We mention, for example, the theorems contained in
[13–15], [16, Section II-6] and [35].
In this paper we propose an approach to prove existence of a solution of (1) using the idea
of integro-extremal solution already introduced in [36] and [37] to solve nonconvex scalar varia-
tional problem. We require that F is directionally convex and coercive—i.e. convex and coercive
with respect to the gradient of a single component of the vector u—and impose a compatibility
condition on the boundary data ϕ so that we may work uniquely with the gradient of a single
component of the vector u. This reduces the problem to a known one that can be treated by stan-
dard arguments based on Baire’s category theorem and, from a technical point of view, our result
is very close to the ones available in the literature (see for example Theorem 2.3 in [16]). How-
ever, we present our proof (Theorem 1) for two reasons. First of all we show that in certain cases
a vectorial problem can be reduced to a scalar one, a fact which is strictly connected with the
argument used in Section 4 on variational problems. In addition our procedure, based on the ex-
tremization of the integral, is new for this class of problems, it overcomes the machinery required
by the application of Baire’s category theorem and does not yet appear in the literature even in
the scalar case (m = 1) which clearly subsumed. We mention also the content of [38] where it is
shown that in the scalar case our procedure provides solutions enjoying viscosity properties.
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which stronger hypotheses are needed (see for example Theorems 1.9 and 1.10 and Chapter 6
in [16]); a more detailed discussion of the relation with existing results for systems is contained
at the beginning of Section 3.
In the study of the minimum problem (2) we find the same kind of arguments. The scalar case
(m = 1) is trivially solved assuming the convexity of the integrand f and the nonconvex case has
been recently studied with considerable advances based on the results contained in [34]. See for
example [9,23,37] and references quoted there. In the vectorial case the minimum problem (2) is
solved if f is quasiconvex while for the nonquasiconvex case we mention the results contained
in papers [1,10,17,25] and [19]. In Section 4 we apply the method used to solve (1) to treat (2),
under the assumption that the boundary datum u0 is affine, within the following classical scheme.
Introduce the quasiconvex envelope Qf of f , that is to say the greatest quasiconvex function
pointwise less or equal to f , and the set
X
.= {ξ ∈Mm×n: Qf (ξ) < f (ξ)}.
A minimizer of the relaxed functional
I(u) =
∫
Ω
Qf
(
Du(x)
)
dx, u ∈ ϕ +W 1,∞0
(
Ω,Rm
)
,
whose gradient takes value in the complement of X almost everywhere in Ω is a solution of (2).
In the most recent and advanced paper on this subject [19] the existence of a minimizer is
proved in the following case. Given the affine boundary datum u0(x)
.= uξ0(x) .= 〈ξ0, x〉 with
ξ0 ∈ X (if ξ0 lies in the complement of X the problem is trivial), assume that there exists a set
X0 ⊆ X containing ξ0 such that
(a) X0 is bounded and has the relaxation property with respect to X0 ∩ ∂X;
(b) Qf is quasiaffine on X0.
The relaxation property of point (a) means that there exists a sequence (uk) of piecewise affine
functions defined on Ω and coinciding at the boundary with uξ0 , such that
• Duk belongs to X0 ∪ ∂X a.e. in Ω ;
• uk ∗⇀ uξ0 in W 1,∞(Ω,Rm) as k → ∞;
• ∫
Ω
dist(Duk(x),X0 ∩ ∂X)dx → 0 as k → ∞.
The quasiaffinity condition of point (b) means that also the function −Qf is quasiconvex on X0
and this implies that the map Rn  ξ → Qf (ξ) coincides with an affine map of all the minors of
the matrix ξ so that, in particular, it is separately affine.
In Section 4 we prove the existence of solutions of (2) removing condition (a) and weakening
condition (b) by replacing it by local directional affinity of the function ξ → Qf (ξ), that is to
say local affinity with respect to one single row vector of the matrix ξ .
2. Preliminaries and notations
In this paper Rn is the Euclidean n-dimensional space and we denote respectively by 〈·,·〉 and
by | · | the inner product and the Euclidean norm in Rn. For x ∈Rn and r > 0, B(x, r) is the open
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boundary, Ec is the complement and coE is the convex hull of E.
By Mm×n we denote the space of m×n real matrices (with m rows and n columns) and, from
a topological point of view, we identify Mm×n with Rmn.
A vector q ∈Rm is written as
q =
⎛
⎝
q1
...
qm
⎞
⎠
and we denote by
q˜i =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
q1
...
qi−1
qi+1
...
qm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(3)
the vector in Rm−1 obtained suppressing the ith component of q .
A matrix ξ ∈Mm×n is written as
ξ = (ξ ij )( i=1,...,m
j=1,...,n
) =
⎛
⎜⎜⎝
ξ1
ξ2
...
ξm
⎞
⎟⎟⎠=
⎛
⎜⎜⎜⎝
ξ11 ξ
1
2 . . . ξ
1
n
ξ21 ξ
2
2 . . . ξ
2
n
...
...
. . .
...
ξm1 ξ
m
2 . . . ξ
m
n
⎞
⎟⎟⎟⎠ .
Analogously to (3) we denote by
ξ˜ i =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ξ1
...
ξ i−1
ξ i+1
...
ξm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(4)
the matrix in M(m−1)×n obtained suppressing the sth row of ξ .
Throughout the paper Ω is an open bounded subset of Rn; we consider vector valued maps
u : Ω →Rm written as column vectors:
Ω  x → u(x) =
⎛
⎝
u1(x)
...
um(x)
⎞
⎠
and our interest is devoted to the vectorial case, corresponding to m,n  2. We write Dj =
∂/∂xj , for j = 1, . . . , n, and use the letter D to denote both the gradient of a scalar function and
the Jacobian matrix of a vector valued map:
Du =
⎛
⎜⎜⎝
Du1
Du2
...
m
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
D1u1 D2u1 . . . Dnu1
D1u2 D2u2 . . . Dnu2
...
...
. . .
...
m m m
⎞
⎟⎟⎠ .Du D1u D2u . . . Dnu
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1,p
0 (Ω,R
m),
for 1  p ∞, with their usual (strong and weak) topologies. Dealing with Sobolev functions
we assume to use the precise representative as defined, for example, in [22].
In Section 4 we shall use the notion of quasiconvex function and quasiconvex envelope (see
for example [12] for a general discussion).
Definition 1. Let f :Mm×n →R be Borel measurable. We say that f is quasiconvex if
f (ξ) 1
μ(Z)
∫
Z
f
(
ξ +Dφ(x))dx,
for every ξ ∈Mm×n and for every φ ∈ C10(Z,Rm), where Z is a cube in Rn.
We recall that a quasiconvex function is separately convex and continuous.
Definition 2. Let f :Mm×n →R be Borel measurable. We set
Qf (ξ) = sup{g(ξ), g :Mm×n →R quasiconvex, g  f }. (5)
The function Qf is called quasiconvex envelope of f and, if f is continuous, we have
Qf (ξ) = inf
{
1
μ(Z)
∫
Z
f
(
ξ +Dφ(x))dx; φ ∈ C10(Z,Rm)
}
,
where Z is a cube in Rn.
We recall also the
Definition 3. Let f :Mm×n →R be Borel measurable. We say that f is quasiaffine if both f and
−f are quasiconvex.
Remark 1. It is well known (see [12]) that a quasiaffine function g of ξ ∈ Mm×n is an affine
function of all minors of the matrix ξ and then is separately affine. In particular this means that
the map
R
n  ξ i → g(ξ)
is affine for every ξ˜ i ∈M(m−1)×n and for every i ∈ {1, . . . ,m}.
In the proof of our results we shall need the following well-known argument (see [21,26]
and [36]).
Lemma 1. Let U be an open subset of Rn, p ∈ [1,∞], v ∈ W 1,p(U,R)∩C(U,R), r > 0, t > 0.
Assume that there exists a point x0 ∈ U such that v is (classically) differentiable at x0 (with
differential denoted by Dv(x0)). Then there exists ρ > 0 and v+ ∈ W 1,p(U,R) ∩ C(U,R) with
the following properties:
B(x0, ρ) ⊆ U ; (6)
v+ − v ∈ W 1,p0 (Ω,R); (7)
v(x) v+(x) v(x)+ t for every x ∈ B(x0, ρ); (8)
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.= {x ∈ U : v+(x) > v(x)} is nonempty and A ⊆ B(x0, ρ); (9){ |Dv+(x)− Dv(x0)| = r for a.e. x ∈ A,
Dv+(x) = Dv(x) for a.e. x ∈ U \A; (10)∫
Ω
v+(x) dx >
∫
Ω
v(x)dx; (11)
∫
A
〈
γ,Dv+(x)
〉
dx =
∫
A
〈
γ,Dv(x)
〉
dx ∀γ ∈Rn. (12)
Proof. By the uniform continuity of v on compact subsets of U , we can choose a positive ρ such
that (6) is satisfied,
ρ  t
3(r + |Dv(x0)|) (13)
and
∣∣v(x)− v(x0)∣∣ t3 ∀x ∈ B(x0, ρ). (14)
Since v is differentiable at x0 there exists s ∈ ]0, t[ such that
s
r
 ρ (15)
and ∣∣∣∣v(x)− v(x0)− 〈Dv(x0), x − x0〉x − x0
∣∣∣∣ r2 ∀x ∈ B
(
x0,
s
r
)
. (16)
Inserting (15) in (16) we have, in particular,
v(x)− v(x0)−
〈
Dv(x0), x − x0
〉
− s
2
∀x ∈ B
(
x0,
s
r
)
. (17)
Define a continuous map w on B(x0, sr ) by setting
w(x)
.= max
{
v(x), v(x0) +
〈
Dv(x0), x − x0
〉+ s
4
− r|x − x0|
}
(18)
and introduce the open set
A
.=
{
x ∈ B
(
x0,
s
r
)
: w(x) > v(x)
}
. (19)
The continuity of w and of v on B(x0, sr ) and the fact that w(x0) = v(x0)+ s4 > v(x0) imply that
A is open and nonempty. The map x → v(x0) + 〈Dv(x0), x − x0〉 + s4 − r|x − x0| is Lipschitz
continuous and then it belongs to W 1,∞(B(x0, sr ),R) ⊆ W 1,p(B(x0, sr ),R); hence, by Stampac-
chia’s Theorem, w belongs to the space W 1,p(B(x0, sr ),R) and we have:{
Dw(x) = Dv(x0)− rD|x − x0| for a.e. x ∈ A,
Dw(x) = Dv(x) for a.e. x ∈ B(x0, sr ) \A. (20)
We observe that, for any x ∈ B(x0, s ) such that |x − x0| > 3 s , we have, by (17),r 4 r
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〈
Dv(x0), x − x0
〉+ s
4
− r|x − x0| < v(x0)+
〈
Dv(x0), x − x0
〉+ s
4
− 3
4
s
= v(x0)+
〈
Du(x0), x − x0
〉− s
2
 u(x).
Hence
A ⊆ B
(
x0,
s
r
)
(21)
and the map w coincides with v on B(x0, sr ) \ B(x0, 34 sr )). By definition (18) this implies that
(w − v)|B(x0, sr ) ∈ W
1,p
0
(
B
(
x0,
s
r
)
,R
)
. (22)
We stress that, having remarked that A is open and nonempty, (15) and (21) prove (9).
Now we set
v+(x) .=
{
w(x) for x ∈ B(x0, sr ),
v(x) for x ∈ U \B(x0, sr ).
(23)
From (18), (21) (and the following remark), (22), (23) and by the continuity of v and of w,
it follows that v+ lies in W 1,p(U,R) ∩ C(U,R). We see now that conditions (7)–(11) hold.
Property (7) is a trivial consequence of (18), (22) and (23). To prove property (8) we remark that,
by definition, v+ is greater or equal than u and equals either w or v itself. Then we insert (13)
and (14) in (18) and obtain, recalling (15) and the choice 0 < s < t ,
∣∣w(x)− v(x)∣∣ ∣∣v(x)− v(x0)∣∣+ (∣∣Dv(x0)∣∣+ r)ρ + s4  t.
Condition (9) has been already proved and, in order to show (10), we observe that, by (20) and
by (23), we have that |Dv+(x) − Dv(x0)| = rD|x − x0| = r for almost every x ∈ A and that
Dv+(x) = Dv(x) for almost every x ∈ U \ A. Finally, (11) is a consequence of (8) and of that
the fact that the open set A, being nonempty, has positive measure. To prove (12) we observe
that, being v+ − v ∈ W 1,p0 (B(x0, ρ),R), we have∫
B(x0,ρ)
〈
γ,Dv+(x)− Dv(x)〉dx = 0.
Since Dv+ and Dv coincide a.e. on B(x0, ρ) \ A, we have the thesis. Hence the proof is fin-
ished. 
Remark 2. We shall use Lemma 1 only in the case p = ∞ so that the continuity of v is automat-
ically guaranteed.
3. Vectorial Hamilton–Jacobi equations
In the study of vectorial nonquasiconvex problems a particular importance is played by the
Dirichlet problem for systems of Hamilton–Jacobi equations:{
Fi(x,u(x),Du(x)) = 0, a.e. x ∈ Ω, i = 1, . . . , I,
u(x) = ϕ(x), x ∈ Ω,
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the solution of this kind of systems we refer, for example, to Theorem 1.10 in [16], where three
conditions are essentially required:
(i) the function Fi is convex with respect to the last variable for every i = 1, . . . , I ;
(ii) for every (x, s) ∈ Ω ×Rm, the rank one convex envelope of the set{
ξ ∈Mm×n: Fi(x, s, ξ) = 0, i = 1, . . . , I
}
is bounded and coincides with the set{
ξ ∈Mm×n: Fi(x, s, ξ) 0, i = 1, . . . , I
};
(iii) the boundary datum ϕ is piecewise C1 and
Fi
(
x,ϕ(x),Dϕ(x)
)
 0 a.e. x ∈ Ω, i = 1, . . . , I.
For a single scalar equation, which corresponds to the case m = I = 1, the problem becomes
a special case of (1) and is considerably simpler. As it is shown in Theorem 2.3 of [16], which
should be compared with Theorem 1 below, the convexity and the partial coercivity of F with
respect to the last variable are sufficient to imply the existence of a solution.
In this section we consider Hamilton–Jacobi equation (1) corresponding to I = 1. Maintaining
the compatibility condition (iii) on the boundary datum ϕ, we see that the problem reduces to
a scalar single equation which can be treated by usual results for the scalar Hamilton–Jacobi
equation (see for example Theorem 2.3 in [16]), working with a single component of the vector u.
However, even if our result (Theorem 1) is very close to the ones available in the literature, we
suggest a method for its solution based on the extremization of the integral of a single component
of the vector u since it is new, it has the advantage of avoiding the machinery usually adopted
in order to apply Baire’s category theorem and, in addition, it anticipates and illustrates the
argument used in Section 4, providing a bridge in the approach to the two problems mentioned
in the introduction. We stress that our procedure applies also in the scalar case (m = I = 1) and a
more detailed discussion is given in [38] where viscosity properties of solutions so obtained are
proved.
Consider a continuous function F : Ω ×Rm ×Mm×n →R with the following properties.
(H1) There exists an index 
 ∈ {1, . . . ,m} and a number M > 0 such that
F(x, q, ξ) 0 implies
∣∣ξ
∣∣M ∀(x, q, ξ) ∈ Ω ×Rm ×Mm×n.
(H2) For the same index 
 the map
R
n  ξ
 → F(x,p, ξ) = F
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x, q,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ξ1
...
ξ (
−1)
ξ 

ξ (
+1)
...
ξm
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(24)
is convex for every x ∈ Ω , for every q ∈Rm and for every
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 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ξ1
...
ξ (
−1)
ξ (
+1)
...
ξm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
∈M(m−1)×n.
We have then the following theorem, which is a refinement of similar results appearing in the
literature quoted in the introduction.
Theorem 1. Let F : Ω × Rm × Mm×n → R be a continuous function satisfying (H1) and (H2)
and let ϕ be a map in C1(Ω,Rm) such that
F
(
x,ϕ(x),Dϕ(x)
)
 0 for every x ∈ Ω.
Then there exists a map u ∈ ϕ +W 1,∞0 (Ω,Rm) such that
F
(
x,u(x),Du(x)
)= 0 for almost every x ∈ Ω.
Remark 3. The assumption on the boundary datum ϕ can be weakened by assuming that it is
in W 1,∞(Ω,Rm) and partially C1, that is to say that there exists a closed null set N contained
in Ω such that the restriction of ϕ to Ω \N is of class C1. In this case the following proof needs
a minor and trivial modification which is left to the reader.
Proof of Theorem 1. In order to simplify the exposition, and without loss of generality, we
assume that the index 
 of hypotheses (H1) and (H2) is equal to 1.
Step 1. Define the nonempty set
S
.= {u ∈ ϕ +W 1,∞0 (Ω,Rm): F (x,u(x),Du(x)) 0 for a.e. x ∈ Ω}.
According to (4) we introduce the C1 map
ϕ˜
.=
⎛
⎝
ϕ2
...
ϕm
⎞
⎠ : Ω →Rm−1,
omitting, for simplicity, the index 1.
Then define the set
S1 =
{
v ∈ ϕ1 +W 1,∞0 (Ω,R):
(
v
ϕ˜
)
∈ S
}
(25)
which is nonempty since contains ϕ1.
Claim. S1 is sequentially compact with respect to the weak* convergence in W 1,∞(Ω,R).
Let (vk) be a sequence in S1. By boundedness condition (H1) there exists a subsequence (still
denoted by (vk)) such that vk ∗⇀w in W 1,∞(Ω,R). Clearly w ∈ ϕ1 +W 1,∞0 (Ω,R) and we have
to prove that
F
(
x,
(
w(x)
ϕ˜(x)
)
,
(
Dw(x)
Dϕ˜(x)
))
 0 for a.e. x ∈ Ω. (26)
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S1  v →F(v) .=
∫
Ω
θ(x)F
(
x,
(
v(x)
ϕ˜(x)
)
,
(
Dv(x)
Dϕ˜(x)
))
dx.
By the convexity of F with respect to Dv, F turns out to be lower semicontinuous with respect
to weak* convergence in W 1,∞(Ω,R) (see for example Section I-2 in [16]) and then we have
F(v˜) =
∫
Ω
θ(x)F
(
x,
(
w(x)
ϕ˜(x)
)
,
(
Dw(x)
Dϕ˜(x)
))
dx
 lim inf
k→∞
∫
Ω
θ(x)F
(
x,
(
vk(x)
ϕ˜(x)
)
,
(
Dvk(x)
Dϕ˜(x)
))
dx  0.
By the arbitrariness of θ we get (26).
Step 2. Consider the functional
S1  v → I (v) .=
∫
Ω
v(x)dx.
Sobolev–Rellich embedding theorem implies that I is continuous with respect to the weak* con-
vergence in W 1,∞(Ω,R); by Step 1 and by Weierstrass Theorem we conclude that I is bounded
on S1 and that there exists v ∈ S1 such that∫
Ω
v(x)dx 
∫
Ω
v(x)dx ∀v ∈ S1. (27)
Claim. The map
u
.=
(
v
ϕ˜
)
∈ ϕ + W 1,∞0
(
Ω,Rm
)
is the required solution that is
F
(
x,
(
v(x)
ϕ˜(x)
)
,
(
Dv(x)
Dϕ˜(x)
))
= 0 for a.e. x ∈ Ω. (28)
More precisely we shall prove that (28) holds for every x ∈ Ω at which v is (classically)
differentiable. By Rademacher theorem this concludes the proof.
Assume, by contradiction, that there exists x0 ∈ Ω such that v is differentiable at x0 and such
that
F
(
x0,
(
v(x0)
ϕ˜(x0)
)
,
(
Dv(x0)
Dϕ˜(x0)
))
< 0. (29)
By the continuity of F , v, ϕ˜ and Dϕ˜, we infer from (29) the existence of R > 0, r > 0 and t > 0
such that B(x0,R) ⊆ Ω and
F
(
x,
(
v(x) + s
ϕ˜(x)
)
,
(
y
Dϕ˜(x)
))
 0 (30)
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Lemma 1 there exist a ρ ∈ ]0,R[, a map
vˆ ∈ v +W 1,∞0 (Ω,R) = ϕ1 +W 1,∞0 (Ω,R) (31)
and a nonempty open set
A ⊆ B(x0, ρ) ⊆ B(x0,R) (32)
with the following properties:
vˆ(x) = v(x) for a.e. x ∈ Ω \A, (33)
v(x) vˆ(x) v(x)+ t for a.e. x ∈ A, (34)
Dvˆ(x) = Dv(x) for a.e. x ∈ Ω \A, (35)∣∣Dvˆ(x)−Dv(x)∣∣= r for a.e. x ∈ A, (36)∫
Ω
vˆ(x) dx >
∫
Ω
v(x)dx. (37)
Conditions (32)–(36), together with (30), ensure that
F
(
x,
(
vˆ(x)
ϕ˜(x)
)
,
(
Dvˆ(x)
Dϕ˜(x)
))
 0 for a.e. x ∈ Ω. (38)
Recalling (31) and the definition (25), inequality (38) implies that vˆ is an element of S1. Hence
inequality (37) contradicts (27) and then (28) is proved. This ends the proof. 
Remark 4. The solution u defined in Theorem 3 is, in some sense, a kind of “viscosity superso-
lution” of problem (1). Indeed it may easily be proved that for every x ∈ Ω such that D−v(x) is
nonempty and for every z ∈ D−v(x) we have
F
(
x,
(
v(x)
ϕ˜(x)
)
,
(
z
Dϕ˜(x)
))
= 0.
The proof of Theorem 1 may be as well obtained by constructing, in place of the function v,
a function v such that, instead (27), it holds that∫
Ω
v(x)dx 
∫
Ω
v(x)dx ∀v ∈ S1.
The contradictory argument which gives the result requires a version of Lemma 1 in which the
map v+ is replaced by a map v− with the same properties except that v−  v a.e. and∫
U
v−(x) dx <
∫
U
v(x)dx.
The corresponding solution
u
.=
(
v
ϕ˜
)
of (1) turns out to be a sort of “viscosity subsolution” in the sense that for every x ∈ Ω such that
D+v(x) is nonempty and for every z ∈ D+v(x) we have
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(
x,
(
v(x)
ϕ˜(x)
)
,
(
z
Dϕ˜(x)
))
= 0.
We refer to Chapter I of [4] for the definition of the basic notions used in this remark.
4. Minimum problem for nonquasiconvex functionals
In this section we use the arguments developed in Section 3 to prove the existence of mini-
mizers for nonquasiconvex functionals defined on Sobolev spaces with affine boundary datum.
More precisely consider a lower semicontinuous function
f :Mm×n →R,
an element ξ0 ∈Mm×n and the affine function uξ0 :Ω →Mm×n defined by
Ω  x → uξ0(x) .= 〈ξ0, x〉, (39)
where the above scalar product has to be intended row by row.
We consider the functional
I(u) =
∫
Ω
f
(
Du(x)
)
dx, u ∈ uξ0 +W 1,∞0
(
Ω,Rm
)
. (40)
Recalling from Section 2, Definition 2 of quasiconvex envelope Qf of f , we define the re-
laxed functional
I(u) =
∫
Ω
Qf
(
Du(x)
)
dx, u ∈ uξ0 +W 1,∞0
(
Ω,Rm
)
. (41)
By well-known results (see for example [12]), I is (sequentially) lower semicontinuous with
respect to weak* convergence in W 1,∞; in addition it attains its minimum at the point uξ0 .
Introduce the set
X
.= {ξ ∈Mm×n: Qf (ξ) < f (ξ)} (42)
and, given an element ξ ∈ X and an index i ∈ {1, . . . ,m}, the set
Xξ˜i
.= {ξ i ∈Rn: ξ ∈ X}. (43)
In Theorem 2 below we shall impose the following conditions.
(H3) There exists an index 
 ∈ {1, . . . ,m} such that, for every ξ ∈ X, the set Xξ˜
 is bounded.
(H4) For the index 
 of (H3) and for every η ∈ X there exist r = r(η˜
) > 0, γ = γ (η˜
) ∈Rn and
β = β(η˜
) ∈R such that
Qf
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
η1
...
η(
−1)
ξ 

η(
+1)
...
m
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 〈γ, ξ
〉+ β ∀ξ
 ∈ B(η
, r), (44)η
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
η1
...
η(
−1)
ξ 

η(
+1)
...
ηm
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

〈
γ, ξ

〉+ β ∀ξ ∈ coXη˜i . (45)
We have the following
Theorem 2. Let f : Mm×n → R be lower semicontinuous and let ξ0 ∈ Mm×n. Assume that hy-
potheses (H3) and (H4) hold. Then the problem
Minimize I(u), u ∈ uξ0 + W 1,∞0
(
Ω,Rm
)
, (46)
admits at least one solution.
Proof. First of all we remark that if ξ0 lies in Xc there is nothing to prove since, in such case, the
boundary datum uξ0 is a solution. Indeed, by the well-known properties of quasiconvex functions
and by Definition 2, we have, for every u ∈ uξ0 +W 1,∞0 (Ω,Rm),
I(u) I(u) =
∫
Ω
Qf
(
Du(x)
)
dx  μ(Ω)Qf (ξ0)
= min{I(u),u ∈ uξ0 +W 1,∞0 (Ω,Rm)} .= λ. (47)
Hence, being Qf (ξ0) = f (ξ0), we obtain the result.
Suppose then ξ0 ∈ X. It is not restrictive to assume 
 = 1 and we write any ξ ∈Mm×n as
ξ =
(
ξ1
ξ˜
)
with ξ1 ∈ Rn and ξ˜ ∈ M(m−1)×n; for simplicity we omit the index 1 in the matrix ξ˜ and remark
that, by hypothesis (H3), the set Xξ˜0 is nonempty and bounded. Analogously the boundary datum
is written as
uξ0(x) =
(
u1ξ0(x)
u˜ξ0(x)
)
=
( 〈ξ10 , x〉
〈ξ˜0, x〉
)
.
Consider the set
S1
.=
{
v ∈ u1ξ0 +W 1,∞0 (Ω,R): Dv(x) ∈ coXξ˜0 a.e. in Ω and I
(
v
u˜ξ0
)
= λ
}
. (48)
The set S1 is nonempty, since it contains u1ξ0 , and, by the boundedness of Xξ˜0 , there exists M > 0
such that
∣∣Dv(x)∣∣M a.e. in Ω for every v ∈ S1. (49)
Claim. S1 is sequentially compact with respect to weak* convergence in W 1,∞(Ω,R).
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denoted (vk), weakly* converging to w. Clearly w lies in the set uξ0 + W 1,∞0 (Ω,R) and, by
Mazur lemma, Dw(x) belongs to coXξ˜0 for a.e. x ∈ Ω . The weak* lower semicontinuity of I
implies that
I
(
w
u˜ξ0
)
=
∫
Ω
Qf
(
Dw(x)
ξ˜0
)
dx  lim inf
k→∞
∫
Ω
Qf
(
Dvk(x)
ξ˜0
)
dx = λ.
Recalling (47) this ends the proof of the claim.
Reasoning as in previous section, we may find a map v in S1 such that∫
Ω
v(x)dx 
∫
Ω
v(x)dx ∀v ∈ S1, (50)
and define the corresponding function
u
.=
(
v
u˜ξ0
)
∈ uξ0 + W 1,∞0
(
Ω,Rm
)
. (51)
Claim. We have
Qf
(
Du(x)
)= f (Du(x)) for a.e. x ∈ Ω. (52)
Precisely we shall prove that (52) holds for every point x ∈ Ω at which v is differentiable.
Assume, by contradiction, that there exists x0 ∈ Ω at which v is differentiable and such that
Du(x0) =
(
Dv(x0)
ξ˜0
)
∈ X,
so that
Dv(x0) ∈ Xξ˜0 . (53)
Since X is open, and recalling hypothesis (H4), we may find r > 0, γ ∈Rn and β ∈R (depending
on ξ˜0) such that
B
(
Dv(x0), r
)⊂ Xξ˜0 ⊆ coXξ˜0, (54)
Qf
(
y
ξ˜0
)
= 〈γ, y〉 + β ∀y ∈ B(Dv(x0), r) (55)
and
Qf
(
y
ξ˜0
)
 〈γ, y〉 + β ∀y ∈ coXξ˜0 . (56)
Applying Lemma 1 with v in place of u, we construct a map vˆ ∈ v + W 1,∞0 (Ω,Rm) =
u1ξ0 + W 1,∞0 (Ω,R) satisfying properties (6)–(12). By (11) we have that∫
vˆ(x) dx >
∫
v(x) dx (57)Ω Ω
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which proves the claim.
First of all we observe that, by (53), (54) and (10),
Dvˆ(x) ∈ coXξ˜0 for a.e. x ∈ Ω. (58)
In addition we have∫
Ω
Qf
(
Dvˆ(x)
ξ˜0
)
dx =
∫
Ω\A
Qf
(
Dvˆ(x)
ξ˜0
)
dx +
∫
A
Qf
(
Dvˆ(x)
ξ˜0
)
dx
=
∫
Ω\A
Qf
(
Dv(x)
ξ˜0
)
dx +
∫
A
Qf
(
Dvˆ(x)
ξ˜0
)
dx (59)
where A ⊂ Ω is the set defined in (9) on which Dvˆ = Dv. Recalling (44), (45), (54), (55), (56)
and (9), we have
Qf
(
Dvˆ(x)
ξ˜0
)
= 〈γ,Dvˆ(x)〉+ q for a.e. x ∈ A, (60)
Qf
(
Dv(x)
ξ˜0
)

〈
γ,Dvˆ(x)
〉+ q for a.e. x ∈ A. (61)
Hence, recalling (12), formulas (60) and (61) imply that
∫
A
Qf
(
Dvˆ(x)
ξ˜0
)
dx −
∫
A
Qf
(
Dv(x)
ξ˜0
)
dx 
∫
A
〈
γ,Dvˆ(x)−Dv(x)〉dx = 0. (62)
Inserting (62) in (59), we have
I
(
vˆ
u˜ξ0
)
=
∫
Ω
Qf
(
Dvˆ(x)
ξ˜0
)
dx 
∫
Ω
Qf
(
Dv(x)
ξ˜0
)
dx = Qf (ξ0)μ(Ω) = λ. (63)
Recalling (47) and (48), the inequality (63) and the inclusion (58) imply that vˆ lies in S1. Hence
(57) contradicts the definition (50) of v and then Eq. (52) of the claim is proved. This ends the
proof. 
Remark 5. The local affinity condition (H4) holds in particular if the map Qf is assumed to
be quasiaffine on X. Indeed, as recalled in Remark 1, a quasiaffine function is separately affine.
Since a quasiconvex function is separately convex, applying the well-known theorems on sup-
porting hyperplanes of the epigraph of a convex function, we obtain automatically the satisfaction
of hypothesis (H4). More precisely, keeping the notations of Theorem 2, fix ξ0 ∈ X, set
R
n  ξ1 → g(ξ1) .= Qf
(
ξ1
ξ˜0
)
and observe that g is a convex function. Assume that ξ → Qf (ξ) is quasiaffine on the set X;
this implies that there exists a neighborhood U of ξ10 on which g is affine. On the other hand, by
the classical separating theorems of convex analysis (see for example [32]) there exists an affine
map Rn  ξ1 → Γ (ξ1) = 〈γ, ξ1〉 + β such that
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(
ξ1
)= Γ (ξ1) ∀ξ1 ∈ U,
g
(
ξ1
)
 Γ
(
ξ1
) ∀ξ1 ∈Rn.
Hence (H4) is fulfilled.
Remark 6. Passing from the study of Hamilton–Jacobi equations to the minimum problem we
have strengthened the assumption on the boundary datum which, in Theorem 2, is assumed to
be affine and not a general C1 function. The reason is that we need a representation of the
infimum of the functional by means of a map whose Jacobian matrix has continuous rows in
the m − 1 components different to the one with respect to which Qf is locally affine. Indeed
only in this case the contradictory argument used in the proof of Theorems 1 and 2 works. Such
representation is ensured only when the boundary datum is affine since the infimum is given by
the simple formula
inf
{I(u),u ∈ uξ0 +W 1,∞0 (Ω,Rm)}= μ(Ω)Qf (ξ0).
Remark 7. As it happens for Theorem 1 (see Remark 4), also in Theorem 2 we can obtain the
result by defining, in place of the map v, a map v, such that, instead of (50), we have∫
Ω
v(x)dx 
∫
Ω
v(x)dx ∀v ∈ S1.
The corresponding function
u
.=
(
v
u˜ξ0
)
is still a minimizer of I . Also in this case we can say that u and u are sorts of “viscosity super
and subsolutions” (respectively) of the equation
f (Du) −Qf (Du) = 0
in the sense of Remark 4.
Example. The simplest nontrivial example of an integrand satisfying the requirements of this
section is given, in the case m = n, by
f (ξ) = g(Φ(ξ)),
where Φ :Mn×n → R is a quasiaffine function and g :R → R is continuous. The corresponding
variational problem arise in the theory of equilibrium of gases where Φ = det and has been
widely studied. See for example [10,12,19,27,28] and [35]. In this case we have
Qf (ξ) = Cg(Φ(ξ)),
where Cg denotes the lower convex envelope of g. Hence it is easy to verify that the hypotheses
of Theorem 2 are satisfied.
In view of Remark 5, in all cases in which the quasiconvex envelope Qf is quasiaffine on the
set X, Theorem 2 applies. We refer again to [19] for a discussion of concrete cases in which such
property may be verified.
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