We give the first polynomial time prediction strategy for any PAC-learnable class C that probabilistically predicts the target with mistake probability
Introduction
In the Probabilistic Prediction model [HLW94] a teacher chooses a boolean function f : X → {0, 1} from some class of functions C and a distribution D on X. At trial t the learner receives from the teacher a point x t chosen from X according to the distribution D and is asked to predict f (x t ). The learner uses some strategy S (algorithm), predicts S(x t ) and sends it to the teacher. The teacher then answers "correct" if the prediction is correct, i.e. if S(x t ) = f (x t ) and answers "mistake" otherwise. The goal of the learner is to run in polynomial time at each trial (polynomial in log t and some measures of the class and the target) minimize the worst case (over all f ∈ C and D) probability of mistake in predicting f (x t ). Haussler et. al. in [HLW94] gave a double exponential time prediction strategy (exponential in the number of trials t) that achieves mistake probability V C /t = O(1/t) where V C is the VC-dimension of the class C. They also show a lower bound of Ω(V C /t) for the mistake probability. They then gave an exponential time algorithm (polynomial in t) that achieves mistakes probability (V C /t) log(t/V C ) = O(log t/t) assuming that C is PAC-learnable in polynomial time. Since learning in the probabilistic model implies learning in the PAC model, the requirement that C is efficiently PAC-learnable is necessary for efficient probabilistic prediction. The results from [BG02] gives a randomized strategy that achieves mistake probability exponentially small with the number of mistakes for prediction all f (x i ). It is not clear what is the error of this algorithm as a function of number of trials t.
In this paper we give a deterministic prediction strategy. we show that if C is PAC-learnable then there is deterministic prediction strategy that runs in polynomial time and achieve mistake probability at most poly(log t) t =Õ 1 t .
The first part of the paper gives a deterministic PAExact-learning algorithm for any PAClearnable class that achieves exponentially small error in the number of equivalence queries.
In the second part we show how to turn this algorithm to a deterministic prediction strategy that achieves the required mistake probability. While a randomized version of the first part was known in [BG02] , it wasn't clear how to achieve the second part. The contribution of the paper is in building a deterministic PAExact-learning algorithm and in turning this algorithm to almost optimal strategy.
In section 2 and 3 we build a new deterministic booster for the PAExact-model and then in section 4 we show how to change the PAExact-learning algorithm to a prediction strategy that achieves the above bound.
Learning Models and Definitions
Let C be a class of functions f : X → {0, 1}. The domain X can be finite, countable infinite, or R n for some n ≥ 1. In learning, a teacher has a target function f ∈ C and a probability distribution D on X. The learner knows C but does not know the probability distribution D nor the function f .
The problem size I f that we will use in this paper depends on X, C and f and it can be different in different settings. The term "polynomial" means polynomial in the problem size I f . For example, for Boolean functions with X = {0, 1} n , C is a set of formulas (e.g. DNF, Decision tree, etc.). The problem size is I f = n+size C (f ) where size C (f ) is the minimal size of a formula in C that is equivalent to f . Then "polynomial" means poly(I f ) = poly(n, size C (f )). For infinite domains X the parameter n is usually replaced by the VC-dimension of the class V C and I f = V C + size C (f ). Then "polynomial" in this case is poly(V C , size C (f )).
The learner can ask the teacher queries about the target. The teacher can be regarded as an adversary with unlimited computational power that must answer honestly but also wants to fail the learner from learning quickly. The queries we consider in this paper are:
Example Query according to D (Ex D ) [V84] For the example query the teacher chooses x ∈ X according to the probability distribution D and returns (x, f (x)) to the learner.
We say that the hypothesis h r ε-approximates f with respect to distribution D if
where here and elsewhere Pr D denotes Pr x∈ D X .
The learning models we will consider in this paper are PAC (Probably Approximately Correct) [V84] In the PAC learning model we say that an algorithm A of the learner PAC-learns the class C if for any f ∈ C, any probability distribution D and any ε, δ > 0 the algorithm A(ε, δ) asks example queries according to D, Ex D , and with probability at least 1 − δ, outputs a polynomial size circuit h that ε-approximates f with respect to D. That is Pr D [X f ∆h ] ≤ ε. We say that C is PAC-learnable if there is an algorithm that PAC-learns C in time poly(1/ε, log(1/δ), I f ).
In the online learning model [L88] the teacher at each trial sends a point x ∈ X to the learner and the learner has to predict f (x). The learner returns to the teacher the prediction y. If f (x) = y then the teacher returns "mistake" to the learner. The goal of the learner is to minimize the number of prediction mistakes.
Online [L88] In the online model we say that algorithm A of the learner Online-learns the class C if for any f ∈ C and for any δ, algorithm A(δ) with probability at least 1 − δ makes bounded number of mistakes. We say that C is Online-learnable if the number of mistakes and the running time of the learner for each prediction is poly(log(1/δ), I f ).
Probabilistic Prediction (PP) [HLW94] In the Probabilistic Prediction model the points sent to the learner are chosen from X according to some distribution D. We say an algorithm A of the learner η-PP-learns the class C if for any f ∈ C and for any δ the algorithm A(δ) with probability at least 1 − δ after bounded number of mistakes can predict the answer with probability greater than 1 − η. We say that C is η-PP-learnable if the number of mistakes and the running time of the learner at each trial is poly(log(1/δ), I f ).
The New Algorithm
In this section we give our new booster and prove its correctness. In Subsection 3.1 we show how to start from a hypothesis that approximates the target function f and refine it to get a better one. In Subsection 3.2 we give the main algorithm and prove its correctness.
Refining The Hypothesis
We will first give a booster that takes a hypothesis that η-approximates the target and builds a new hypothesis that η/2-approximates the target.
Let A be a PAC-learning algorithm that learns the class C in polynomial time from m A (ε, δ, I f ) examples. Let h 0 be a hypothesis such that
Our booster learns a sequence of hypotheses H = h 1 , h 2 , h 3 , . . . , h k and then uses this sequence to build the refined hypothesis.
We start with the following notation. Let
.
Now we show how the booster learns h j from h 1 , h 2 , . . . , h j−1 . The booster runs the procedure Learnh(j, ε, δ). See Figure 1 . This procedure either returns a refined hypothesis h (see steps 10 and 11 in Learnh) or returns the next hypothesis h j in the sequence H (see step 14 in Learnh). In the former case h j =NULL indicating that h j−1 is the last function in the sequence H and then H = h 1 , h 2 , . . . , h k for k = j − 1. In the latter case a new function h j is generated in H. We will show that for some ε = 1/poly(log(1/η)) and k = poly(log(1/η)), either h 0 or H k or H k+1 (this depends where the algorithm returns in the last call for Learnh. In step 10, 11 or 14, respectively) is an η/2-approximation of f .
Before we give a formal proof, we give some intuition. The hypotheses that the booster generates are used to build a branching program B H . This branching program is described in Figure 2 .
The branching program B H has internal nodes labeled with the hypothesis h i and unlabeled leaves. The labels z i,j and z i,j are names assigned to the internal nodes and leaves, respectively. Each x ∈ X corresponds to a computation path in B H . The computation path start from the root z 0 and for each node z that it arrives to that is labeled with h, it follows the edge that is labeled with 0 if h(x) = 0 and follows the edge that is labeled with 1 otherwise. Each computation path ends in some leaf. For each node z we define X z the set of points in X that arrive to z. That is, its computational path contains the node z. Define
It is easy to see that P1. If we label the leaves of B H in the following way we get H j+1 : For i = 2, . . . , j + 1, assign the label 0 to z i,0 and z j+1,1 and 1 to z i,1 and z j+1,0 .
P2. If we label the leaves of B H in the following way we get h 0 : For i = 2, . . . , j + 1, assign the label 0 to z i,0 and z j+1,0 and 1 to z i,1 and z j+1,1 .
P3. We have G j+1 (x) = 1 if and only if the computation path of x ends at z j+1,0 or z j+1,1 . 
P4. For points that satisfy
To get to the intuition we promised, we added another figure.
In Figure 3 for each node z we assigned two values (p
z ). Our goal will be to show that with high probability,
Notice now that when we label a leaf z in B H with constant ξ ∈ {0, 1} it will contribute error
z to the final hypothesis. Therefore, assuming (3) is true, if we label z i,0 with 0, z i,1 with 1, z j+1,0 with 1 and z j+1,1 with 0, we get error at most 2(jεη + ε j ). By property (P1) this labeling gives H j+1 . Therefore 2 , if (3) is true, then
Now, for appropriate 1/ε and j that are polynomial in log(1/η) this error is less than η/2.
The question remains: How to guarantee such pair of values (p
z )? After learning h 1 , . . . , h j−1 , the algorithm tries to learn the target function over the domain of all points that
Figure 2: The branching program B H that Learnh builds arrives at nodes z j,0 and z j,1 with the same distribution D projected on those points and that is normalized to give equal weight (weight 1/2) to the set of such points x with h 0 (x) = 1 and the set of such points with h 0 (x) = 0. As we mentioned in property (P3), points that arrives at nodes z j,0 and z j,1 are exactly the points that satisfies G j (x) = 1. Therefore Learnh accepts only counterexamples that satisfy G j (x) = 1 (see steps 6 and 9). To achieve equal probability distribution weight for points with h 0 (x) = 0 and h 0 (x) = 1 the algorithm with probability 1/2 asks EQ D (H j ), which is by property (P4) equivalent to EQ(h 0 ) for points x that satisfy G j (x) = 1, and with probability 1/2, asks EQ D (h 0 ). If the algorithm succeeds to learn h j , then this hypothesis (as we will show in the proof) will refine the bounds (p
z j,0 ) in the children nodes. One final question remains to be answered: What happen if the booster cannot receive enough points that ends in z j,0 and z j,1 , i.e., points that satisfy G j (x) = 1? This happens when all the counterexamples comes from the other leaves. In this case we know that the weight of the points that arrive at leaves z j,0 and z j,1 is less than the weight of the counterexamples in the other leaves which is at most 2jεη. Then the total error of this hypothesis, whether it is H j in step 8 or h 0 in step 5, is at most 4jεη which is again less than η/2 for j, 1/ε = poly(1/η).
So either we learn h j+1 and then H j+1 achieves error at most 2(jεη + ε j ) or no more examples can be achieved and then H j or h 0 (depends in which step the algorithm cannot get more examples) achieves error at most 4jεη. For 1/ε, j = poly(1/η) the error in both cases is less than η/2.
We now formalize all the above with a slight modification. For the analysis of the algorithm
Figure 3: For every node z we have a pair (p
z ) is the weight of the set of positive (respectively, negative) points that arrives at node z.
we define three values: For j ≤ k
We start by proving the following Property 1 We have
This follows 2. Finally we have: By (2)
and this follows 3.2
We now prove the following Claims Claim 3.1 For every j, with probability at least 1 − δ we have w j ≤ εη and u j ≤ εu j−1 .
Claim 3.2 With probability at least 1 − jδ we have: For all
εη then the probability that Learnh(j, ε, δ) returns h ≡ H j is less than jδ.
The first and the second Claim give bounds for w i , u i and v i and show that with high probability the error of the hypothesis H j+1 is less than jεη + ε j . The other two claims show that if the algorithm stops in steps 10 or 11 then with high probability the hypothesis h 0 or H j , respectively, achieves error at most 2(j − 1)εη. In the next subsection we will choose j and ε such that those errors are less than η/2.
We now prove the claims
Proof of Claim 3.1. When Learnh learns h j it asks with probability 1/2, EQ D (h 0 ) and with probability 1/2, EQ D (H j ) and takes only points x i that satisfies G j (x i ) = 1 (see steps 5-6 and 8-9 in Learnh). Let D j be the probability distribution of x i . Since the events f = h 0 , G j = 1 and f = H j , G j = 1 are disjoint (take two cases f = 0 and f = 1 and use (2) or see property P4) and since the algorithm takes m A (ε/2, δ, I f ) examples to learn h j , with probability at least 1 − δ we have
By (1) (2) and (4) we have
Therefore w j ≤ εη.
By (4) and (2) we have
Now the proof of Claim 3.2 follows from Property 1 and Claim 3.1.
Proof of Claim 3.3. We have
By Claim 3.2, with probability at least 1
Suppose Learnh calls the equivalence query EQ D (h 0 ), 4m times. Let X r be a random variable that is equal to 1 if the rth call of EQ D (h 0 ) returns a counterexample x such that G j (x ) = 0 and X r = 0 otherwise. Then
If Learnh(j, ε, δ) outputs h 0 then since the algorithm makes at most m coin flips (see steps 2-3 in Learnh) we have
Now given that {X r } r are independent random variables and E[X r ] ≤ 1/2 and using Chernoff bound we have
The later inequality follows because m ≥ 4 ln(1/δ). Therefore, the probability that Learnh(j, ε, δ) outputs h 0 is at most jδ.2
Proof of Claim 3.4: We have
Then the proof is exactly the same as the proof of Claim 3.3.2
We now can build the procedure that refines the function h 0 . In Figure 4 the procedure Refine runs Learnh at most k times. It stops running Learnh and output a refined hypothesis if one of the following happen:
1. The function h j is equal to NULL and then it outputs either h 0 or H j (depends what is h).
2. We get j = k and then it outputs H k+1 . We now prove
Then with probability at least 1 − δ we have Pr
. . , h t , t ≤ k be the sequence of hypotheses generated by Learnh. Let δ = δ/(3k 2 ). We want to measure the probability that the algorithm fails to output a hypothesis h that η -approximates f where η = max(kεη + ε k , 2kεη). This happen if and only if one of the following events happen:
Now since for j = 1, . . . , k we have
by Claim 3.3
In the same way one can prove
Figure 5: An PAExact-learning algorithm that learns the class C with error η and confidence δ.
Therefore, the probability that the algorithm fails to output a hypothesis that η approximates f is less than δ.2
The Algorithm and its Analysis
We are now ready to give the PAExact-learning algorithm. We will first give the algorithm and prove its correctness. Then we give the analysis of the algorithm's complexity.
Let A be a PAC-learning algorithm that learns C in polynomial time and m A (ε, δ, I f ) examples. In Figure 5 , the algorithm PAExact-Learn(η, δ) defines ε = log log 
The algorithm first runs A to get some hypothesis h 0 . Then it runs Refine log(1/η) times. We will prove the following Theorem 1 (Correctness) Algorithm PAExact-Learn(η, δ) learns with probability at least 1 − δ a hypothesis that η-approximates f .
0 , t = log(1/η) be the functions learned in line 4 of the algorithm. Here h (0) 0 = h 0 is the hypothesis that is learned in line 2 of the algorithm. We have with probability at least 1 − δ Pr[f = h
0 ] ≤ ε and by Lemma 1 with probability at least 1 − δ we have
where
we have
Therefore, with probability at least 1 − δ we have
This completes the proof of the Theorem.2
For the analysis of the algorithm we first give a very general Theorem and then apply it to different settings. Proof. We will use the notations in (5). Algorithm PAExact Learn(η, δ) calls the procedure Refine(h 0 , k, ε, δ ), log(1/η) times. The procedure Refine (h 0 , k, ε, δ ) calls the procedure Learnh (j, ε, δ /3k 2 ), k times and the procedure Learnh(j, ε, δ /3k 2 ) calls the example oracle at most 8m A (ε/2, δ /(3k 2 ), I f ) times. This follows the result.2 It follows from Theorem 2
Send x t to PAExact-Learn (δ) and 8)
Receive a new hypothesis h d+1 9)
Add S ← (S, (h d+1 , 0)). 10) Else 11) 
A Prediction Strategy and its Analysis
In this section we use the algorithm PAExact-Learn (η, δ) to give a deterministic prediction strategy. Then give an analysis of its mistake probability.
First we may assume that t is known. This is because we may run our prediction strategy assuming t = t 0 and get a prediction strategy with mistake probability (t 0 ). If t > t 0 then at trials t 0 + 1, t 0 + 2, . . . , 3t 0 we use the prediction strategy used in trial t 0 and at the same time learn a new prediction strategy (from the last 2t 0 examples) that has mistake probability (2t 0 ). It is to see that this doubling technique will solve the problem when t is not known.
Second we may assume that t is large enough. When t is polynomial in the other parameters then we can use the PAC-learning algorithm to learn a hypothesis and use this hypothesis for the prediction. This hypothesis will achieve error log t/t.
We also need a bound on the VC-dimension of the class of all possible output hypotheses of PAExact-Learn (η, δ). Obviously this cannot be more than the number of examples we use in PAExact algorithm. We denote this by V .
The strategy prediction algorithm is described in Figure 6 . The procedure saves the hypotheses h 1 , h 2 , . . . generated from PAExact-Learn(δ) and for each hypothesis h i it saves d i the number of examples x j in which h i predicted correctly. Notice that the algorithm in line 4 does not necessarily chooses the last hypothesis h d for the prediction. In some cases, (depends on η 1 and η 2 ) it chooses the hypothesis that is consistent with the longest sequence of consecutive examples (see line 2-4 in the algorithm). This choice of hypothesis, which is probably not the best one, will help us to find a simple proof for our main result.
The idea of the proof is very simple. If the number of mistakes d is "large" then the probability of the mistake of the final hypothesis is small. Otherwise, (if d is small) then there is a hypothesis that is consistent with t/d consecutive examples and then this hypothesis will have a small prediction error.
We prove the following Theorem Theorem 5 The probability of the prediction error of the strategy Predict is smaller than poly(log(t)) t .
Proof Sketch. If η 0 < η 1 then d = 2d(η 0 , η 0 ) and by Theorem ?? the hypothesis h d is with probability 1 − η 0 has error η 0 . Therefore h d will predict x t+1 with mistake probability at most 2η 0 .
If η 1 ≤ η 0 then since h is consistent on at least
consecutive examples, then by OCCAM, with probability at least 1 − η 1 the hypothesis h has error η 1 . Therefore it will predict f (x t+1 ) with probability mistake at most 2η 1 . This implies that the probability of the prediction mistake at trial t is at most η = 2 min(η 1 , η 2 ).
Since t is fixed we can consider η 0 and η 1 as functions of d. The error η 0 is monotonically decreasing as a function of d and η 1 is monotonically increasing as a function of d. Therefore, η ≤ 2η where η = η 1 = η 2 . Replacing η 1 and η 2 by η we get 
