Recently, we have often heard the terms "Wearable computing" and "Ubiquitous computing". Our expectation for the future of such new computing environments is growing. One of the characteristics of these computing environments is that they embed computers in our lives. In such environments, digitization of personal experiences will be made possible by continuous recordings using a wearable video camera [6, 7] . This could lead to the "automatic life-log application". However, it is evident that the resulting amount of video content will be enormous. Accordingly, to retrieve and browse desired scenes, a vast quantity of video data must be organized using structural information.
INTRODUCTION
The custom of writing a diary is common all over the world. This fact shows that many people like to log their everyday lives. However, to write a complete diary, a person must recollect and note what was experienced without missing anything. For an ordinary person, this is impossible.
It would be nice to have a secretary who observed your everyday life and wrote your diary for you. In the future, a wearable computer may become such a secretary-agent. In this paper, we aim at the development of a "life-log agent" (that operates on a wearable computer). The life-log agent logs our everyday life on storage devices instead of paper, using multimedia such as a small camera instead of a pencil [5, 6] . There have been a few attempts to log a person's life in the area of wearable computing [6] , video retrieval [1, 7] , and databases [4] . A person's experiences or activities can be captured from different points of view. In [4] , a person's activities such as web browsing are completely recorded. We focus on capturing our experiences by wearable sensors including a camera. In our previous work [1] , we used brain waves of a person that were simultaneously recorded with video images to retrieve scenes of interest to him or her. Our capture system was described in our paper [7] . In this paper, we describe our latest work, which uses more sensors and is able to retrieve using more contexts. The interface of the retrieval system will be described in detail.
LIFE-LOG VIDEO
A life-log video can be captured using a small wearable camera with a field of view equivalent to the user's field of view. By continuously capturing the life-log video, personal experiences of everyday life can be recorded by video, which is a most popular medium. Instead of writing a diary everyday, a person can simply order the life-log agent to start capturing a life-log video at the beginning of every day. Listed below are the potential advantages of life-log videos.
* Advantages -we can catch the best moments that we want to keep forever. -we can vividly reproduce and recollect our experiences via video. -we can remember things we would otherwise forget.
-we can see what we did not see.
-we can prove what we did and what we did not do.
However, in realizing the life-log agent, we face problems with the hardware and also with browsing videos.
Hardware Problems
First, regarding the camera for capturing the life-log video, small CCD/CMOS cameras are already available, and even cellular phones with such a camera are on the market. Such small cameras could lead to an environment where photographs or videos could be captured always and anywhere.
Next, regarding the computer for processing the captured life-log video, we can easily obtain a very small and highly efficient computer. In the near future, we can expect a pocketsized PC that can digitize and process video signals in real time while capturing the video.
Next, regarding the storage capacity of the storage device in which we store our life-log videos, how huge would be the amount of video data that we could capture for our entire life? Assuming we capture video for 16 hours per day for 70 years, amounts of video data are listed in Table 1 . Suppose its quality is almost equivalent to the quality of a TV phone, we would require 11 Tbytes to record 70 years. Even today, we can buy a lunch box-sized 100 GB Hard Disk Drive (HDD) for less than $US150. Thus, if we have 100 of them, their capacity is almost enough for 70 years! The progress of capacity improvement of HDD is very fast. It should be feasible to contain videos for 70 years in a single lunch box-sized HDD in the near future. (The captured video would be first stored in a wearable device and then occasionally moved to a huge storage.)
Problems in Browsing Life-Log Videos
The hardware problems are likely to be solvable. On the other hand, the problems that may arise when a person browses life-log videos are serious.
For a conventional written diary, a person can look back on a year at its end by reading the diary, and will soon finish reading the diary and will easily review events in the year.
However, watching life-log videos is a critical problem. It would take another year to watch the entire life-log video for one year.
Then, although it is surely necessary to digest or edit lifelog videos, this takes even more time. Therefore, it is most important to be able to process a vast quantity of video data automatically. The life-log agent must be able to help so that we can easily retrieve and browse the desired scenes in the videos.
Conventional Video Editing Systems
Recently, because their prices have fallen, the use of digital camcorders has spread widely. The number of people sometimes record the lives of their families using digital camcorders is increasing. These are (partial) life-log videos. Unlike videos in television broadcasting or movies, the videos that a user records personally contain many redundant portions. Accordingly, the videos must be digested or edited. However, video editing is not easy for a general user, although a variety of systems for editing videos are on the market.
Such systems can index videos semiautomatically. Almost all of them digest or edit videos by processing the various features grasped from the image or audio signals. For example, they may utilize color histograms extracted from the image signals. However, even if they utilize such information, computers cannot understand the contents of the videos, and they can seldom help their users to retrieve and browse the desired scenes in life-log videos easily. Therefore, the video retrieval system cannot respond to queries of various forms from the user. In addition, such image signal processing has a very high calculation cost, so the processing takes a long time unless a very expensive computer is used.
Although there have been various studies of life-log video retrieval systems, almost all of them use the visual featurebased techniques described above, for example, [2, 3] .
Our Proposed Solution to this Problem
Regarding videos such as television broadcasting and movies, a user only receives and sees them. But life-log videos are captured by a user. Therefore, as the life-log video is captured, various data other than video and audio can be recorded simultaneously. Using this information, computers may be able to understand more fully the contents of videos, in an approach completely different from conventional video retrieval technologies. A similar approach has been taken in wearable computing research, for example, skin conductivity is captured in [5] .
We attempt to use contexts captured by sensors. We aim at development of a life-log agent with a retrieval system (for life-log videos) that can respond to queries in more natural form from its user, for example, "I want to watch the video that was captured when I was running at Ueno Zoological Gardens." or "I want to watch the video that was captured when I was watching that interesting movie two weeks ago."
CAPTURING SYSTEM
Our life-log agent is a system that can capture data from a wearable camera, a microphone, a brain-wave analyzer, a GPS receiver, an acceleration sensor and a gyro sensor synchronously. The main component of the system is a notebook PC. All sensors are attached to the PC through USBs, serial ports, and PCMCIA slots, as shown in Figure 2 . All data from the sensors are recorded directly by the PC. A software block diagram is shown in Figure 3 . In particular, video signals are encoded into MPEG1, and audio signals into MP3 using Direct Show. To simplify recording, we modified the sensors to receive their power from the PC, and customized their device drivers for the life-log agent system. The user can start capturing the life-log video by simply clicking a button. 
RETRIEVAL OF LIFE-LOG VIDEO
A user wants to find desired scenes efficiently from a vast quantity of life-log videos. The agent provides a convenient interface for browsing and retrieving the life-log videos efficiently. Of course, the agent has the general functions of standard media player software, for example, "play, stop, pause, fast-forward, and fast-rewind". The appearance of the user interface is shown in Figure 12 at the end of this paper. Recording of the life-log video introduced in the previous section is also performed using this interface.
In the following, we consider some ideas for making the life-log video retrieval efficient. Simultaneously, we introduce our implementation.
Human Memory Recollection
We save many experiences as a vast quantity of memories over many years of life while arranging and selecting them, and we can quickly retrieve and utilize the requisite information from our memory. Considering these processes, when we want to recollect past experiences, information about contexts plays an important role. Some psychology research says that we use contexts as keys for recollection, and it can be assumed that we manage our memories based on contexts at the time. When we want to remember something, we can often use such contexts as keys, and recall the memories by associating them with these keys. For example, to recollect the scenes of a conversation, the typical keys used in the memory recollection process are such context information as "where, with whom, when." A user may put the following query to the life-log agent. "I talked with Kenji while walking at a shopping center in Shinjuku on a cloudy day in mid-May. The conversation was very interesting! I want to see the video of our outing to remember the contents of the conversation." (In this paper, we will refer to this query as "Query A" later.) Contexts are classified into two categories, subjective and objective. A subjective context expresses the user's feeling, for example, "I'm interested." or "I'm excited." On the other hand, an objective context expresses information, for example, about where the user is, what the user is doing, the time or the weather.
As we said above, in conventional video retrieval the lowlevel features of image and audio signals of the videos are used as keys for retrieval. Probably, they will not be suitable for queries compatible with the way we query memories as in Query A. In addition, to process audiovisual signals, extensive calculations are required.
Data from the brain-wave analyzer, the GPS receiver, the acceleration sensor, and the gyro sensor correlate highly with the user's contexts. Our life-log agent estimates its user's contexts from various sensor data, and uses them as keys for video retrieval. Thus, the agent retrieves life-log videos by imitating the way a person recollects experiences. It is conceivable that by using such context information in addition to audiovisual data, the agent can produce more accurate retrieval results than by using only audiovisual data. Moreover, each input from these sensors is a one-dimensional signal, and the computational cost for processing them is low.
Keys Obtained from Motion Data
Our life-log agent acquires its user's x-directional acceleration ax and y-directional acceleration ay from the acceleration sensor, and α, β, and γ, respectively the angles around the z, y, and x axes, from the gyro sensor. The agent calculates angular velocities by differentiating three outputs from the gyro sensor, and creates five-dimensional feature vectors in conjunction with two outputs from the acceleration sensor at the rate of 30 samples per second.
The 60-sample feature vectors (equivalent to the number of samples for two seconds) are quantized by the K-Means method and are changed into a symbol sequence. The agent gives the observed symbol sequence to HMM, which beforehand has learned various motions of its user, and estimates the motion, for example, "walking, running or stopping" by identifying the model that outputs the observed symbol sequence with the highest probability. Please read our previous paper [7] for details.
Such information about motion conditions of the user can be a useful key for video retrieval. In Query A, the conversation that the user wants to remember was held while walking. This kind of retrieval key is helpful in finding the conversation scene from life-log videos.
The agent enumerates the time when the motion of its user changed, as shown in Figure 5 . However, it is very hard for the user to understand only by enumerating motion and the time. The agent shows scaled-down frame images so that the user can recollect the contents of the video at the time. Such information is of course related to information about the position in the video stream where the user's motion changed. If the user double-clicks a frame image, the agent will start playing the video from that scene. In addition, HMM-based estimation has been studied by many researchers [3] . According to the results of their experiments, the HMM-based method shows a high correlation between actual conditions and estimated conditions. However, because these studies used only image and audio features of videos as observation sequences for HMMs, they are not very robust against environmental changes. For example, for videos captured in darkness, the estimation accuracy will fall extremely. In contrast to their work, we use motion sensors. Hence, we expect to achieve high robustness against environmental changes.
Keys Obtained from Face Detection
Our life-log agent detects a person's face in life-log videos by processing the color histogram of the video image. Although we do not introduce the details in this paper, we show an example of the results of such processing in Figure  6 . To reduce calculation cost, the method only uses very easy processing of the color histogram. Accordingly, even if there is no person in the image, when skin color domains are included predominantly, the agent detects wrongly.
The agent shows its user the frame images and the time of the scene in which the face was detected, as shown in Figure  5 . If it is a wrong detection, the user can ignore it and can also delete it. If the image is detected correctly, the user can look at it and judge who it is. Therefore, identification of a face is unnecessary and simple detection is enough here. The images displayed are of course related to information about the position in the video stream where the face was detected. If a frame image is double-clicked, the agent will start playing the scene from the video. Thus, the user can easily access the video which was captured when he was with someone he wants. Although face detection is video signal processing, because it is simplified, it does not require much calculation. Such information about face detection can be used as a key for video retrieval. In Query A, the conversation that the user wants to remember was held with Kenji. This kind of retrieval key is helpful in finding the conversation scene from life-log videos.
Keys Obtained from Time Data
Our life-log agent records the time when capturing its user's life-log video by asking the operating system of the wearable computer on which the agent runs for the present time. The contents of videos and the time at which they were captured are automatically associated. The user can know the time when each video was recorded and the time of each key of each video, as shown in Figure 5 . Moreover, as shown in the Figure 7 , the user can know the present time in the video under playback, and by moving the slider in the figure he can traverse the time rapidly or rewind the time. Thus, the user can access the video, for example, that was captured at 3:30 pm on May 2 easily and immediately.
Such information about time can be used as a key for video retrieval. In Query A, the conversation that the user wants to remember was held in mid-May. This kind of retrieval key is helpful in finding the conversation scene from life-log videos.
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Keys Obtained from Weather Information
By referring to data on the Internet, our life-log agent records the present weather in its user's location automatically when capturing a life-log video. The agent can connect to the Internet using the PHS network of NTT-DoCoMo almost anywhere in Japan. During retrieval, the agent informs the user of the weather at the time of recording each video, as shown in Figure 5 . Thus, the user can choose a video that was captured on a fine, cloudy, rainy or tempestuous day easily and immediately.
Such information about weather can be used as a key for video retrieval. In Query A, the conversation that the user wants to remember was held on a cloudy day. This kind of retrieval key is helpful in finding the conversation scene from life-log videos.
Keys Obtained from GPS Data
From the GPS signal, our life-log agent acquires information about the position of its user as longitude and latitude when capturing the life-log video. The contents of videos and the location information are automatically associated.
Longitude and latitude information are one-dimensional numerical data that identify positions on the Earth's surface relative to a datum position. Therefore, they are not intuitively readable for users. However, the agent can convert longitude and latitude into addresses with hierarchical structure using a special database, for example, "7-3-1, Hongo, Bunkyo-ku, Tokyo, Japan". The result is information familiar to us, and we can use it as a key for video retrieval as shown in Figure 7 .
They also become information that we can intuitively understand by plotting latitude and longitude information on a map as the footprints of the user, and thus become keys for video retrieval. "What did I do when capturing the lifelog video?" A user may be able to recollect it by seeing his or her footprints.
The agent draws the user's footprint in the video under playback using a thick light-blue line, and draws other footprints using thin blue lines on the map, as shown in Figure  8 . By simply "dragging the mouse" on the map, the user can change the area displayed on the map. The user can also order the map to display the other area by clicking arbitrary addresses of all the places where a footprint was recorded, as shown in the tree in Figure 8 . The user can watch the desired scenes by choosing an arbitrary point of footprints. Thus, it becomes easy to immediately access a scene that was captured in an arbitrary place. For example, the user can access the video that was captured in Shinjukuku, Tokyo. Moreover, the agent has a town directory database. The database has a vast amount of information about one million or more public institutions, stores, companies, restaurants, and so on in Japan. Except for individual dwellings, the database covers almost all places in Japan including small shops or small companies that individuals manage 1 . In the database, each site has information about its name, its address, its telephone number, and its category. Examples of the contents of the database are listed in Table 2 . As explained previously, the contents of videos and information about the user's position are associated. Furthermore, the agent can associate mutually the information about its user's position and this database. The user can enter the name of a store or an institution, or can input the category as shown in the Figure 9 . The user can also enter the both. For example, we assume that the user wants to review the scene in which he or she visited the supermarket called "Shop A", and enters the category-keyword "supermarket". To filter retrieval results, the user can also enter the rough location of Shop A, for example, "Shinjuku-ku, Tokyo". Because the locations of all the supermarkets visited must be indicated in the town directory database, the agent accesses the town directory, and finds one or more supermarkets near footprints including Shop A. The agent then shows the user the formal names of all the supermarkets visited and the times of visits as retrieval results. Probably he chooses Shop A from the results. Finally, the agent knows the time of the visit to Shop A, and displays the desired scene.
Scale of map
Category of shop, institution, etc. Address of retrieval scope Name of shop, institution, etc. Residence time Thus, the agent can respond to the following queries correctly. "I want to see the video that was captured when I had an ache at a dentist's rooms.", "I want to see the video that was captured when I was seeing a movie in Shinjuku.", and "I want to see the video that was captured when I was eating hamburgers at a McDonald's one week ago." The scenes that correctly correspond to the queries shown above are displayed.
However, the agent may make mistakes, for example, to the third query shown above. Even if the user has not actually gone into a McDonald's but has passed in front of it, the agent will enumerate that event as one of the retrieval results. To cope with this problem, the agent investigates whether the GPS signal was received for a time following the event. If the GPS became unreceivable, it is likely that the user went into McDonald's. The agent investigates the length of the period when the GPS was unreceivable, and equates that to the time spent in McDonald's. If the GPS did not become unreceivable at all, the user most likely did not go into McDonald's.
Such information about the user's position is very convenient as a key for video retrieval. In Query A, the conversation that the user wants to remember was held at a shopping center in Shinjuku. This kind of retrieval key is helpful in finding the conversation scene from life-log videos.
However, a place that the user often visits may not be registered in the town directory database, for example, a company that did not exist when the database was created 2 .
To cope with this problem, the agent enables its user to extend this database by a simple operation. A place visited can be manually registered in the database when watching the video by clicking the button shown in Figure 7 .
We examined the validity of this retrieval technique. The appearance of the experiment is shown in Figure 10 . First, we went to Ueno Zoological Gardens, the supermarket "Summit", and the pharmacy "Matsumoto-Kiyoshi". We found that this technique was very effective! For example, when we referred to a name-keyword "Summit", we found the scene that was captured when the user was just about to enter "Summit" as the result. When we referred to the categorykeyword "pharmacy", we found the scene that was captured when the user was just about to enter "Matsumoto-Kiyoshi" as the result, and similarly for Ueno Zoological Gardens. These retrievals were completed very quickly; retrieval from a three-hour video took less than one second. When recording a video, the agent can also navigate for its user by using the town directory and the map. For example, the user can ask the agent whether there is a convenience store nearby and can ask the agent where it is. The agent then draws the store's location on the map. Of course, the user can ask about not only a convenience store but all the shops, institutions, and companies that appear in the town directory.
Keys Added by the User
To label a special event, the user can order the life-log agent to add a retrieval key with a name while the agent is capturing the life-log video, thus identifying a scene that the user wants to remember throughout his or her life by a simple operation. This allows easy access to the video that was captured during a precious experience.
Furthermore, similarly to looking back on a day and writing a diary, the user can also order the agent to add a retrieval key with a label while watching the video, by clicking the button in Figure 7 , and deleting any existing key. The user can also enter a title for each video, by an easy operation on the interface shown in Figure 5 . Thus, the agent also supports the work of indexing life-log videos.
These additional keys can be displayed on the map and it becomes quite clear where they happened, as shown in Figure 11 . The agent associates the key and its position automatically. By double-clicking the key displayed on the map, the scene is displayed. 
Keys Obtained from Brain-Wave Data
In our previous work [1] , we used brain waves to retrieve scenes of personal interest. A sub-band [8-12 Hz] of brain waves is named the alpha wave and it clearly shows the person's arousal status. When the alpha wave is small [alphablocking], the person is in arousal, or in other words, is interested in something or pays attention to something. We clearly demonstrated that we can very effectively retrieve a scene of interest to a person using brain waves in [1] .
In Query A, the conversation that the user wants to remember was very interesting. This kind of retrieval key is helpful in finding the conversation scene from life-log videos.
In the current system, we can use brain-wave-based retrieval, although it was not always used in our recent experiments. The agent displays the alpha wave extracted from the brain waves of the user, as shown in Figure 7 .
Retrieval Using a Combination of Keys
The agent creates a huge number of MPEG files containing the user's life-log videos over a long period of time, and manages all of them collectively. The user can also manage them by giving the agent various commands. For example, in Figure 5 , five videos are managed. The first video is chosen, and the agent shows its keys. By double-clicking a video identified by a gray frame in Figure 5 , the user can choose another video. The agent shows the keys of the chosen video immediately.
Naturally, as more life-log videos are recorded, more candidates of video retrieval results are likely to be found.
Consider Query A again. The user may have met Kenji many times during some period of time. The user may have gone to a shopping center many times during the period. The user may have walked many times during the period. The user may have had many interesting experiences during the period. It may have been "May" many times during the period. It may have been cloudy many times during the period.
Accordingly, if the life-log agent uses only one key among the various keys that we have described when retrieving lifelog videos, too many wrong results will appear. However, by using as many different keys as possible, only the desired result may be obtained, or at least most of the wrong results can be eliminated, so it is easier for the user to identify the desired result.
CONCLUSIONS
While developing the life-log agent, we considered various functions that the agent could use, implemented them, and added them to the agent. Finally, by using the data acquired from various sensors while capturing videos and combining these data with data from some databases, the agent can estimate its user's various contexts with a high accuracy that does not seem achievable with conventional methods. Moreover, the estimation is quite fast. These are the reasons the agent can respond to video retrieval queries using more natural forms correctly and flexibly.
Sensors, such as a GPS receiver, could be implemented in next-generation digital camcorders. When such a time comes, a context-based video retrieval system similar to what we have described will become popular. 
