, that are weaker than one-sided Lipschitz continuity or monotonicity and that guarantee a restricted property of uniqueness of solutions of the associated initial value problem x(t) = f(t,x(t))
x(0) = x°.
We call the functions studied here "weakly Lipschitzian"; each such function f has associated with it a number of auxiliary functions G.:I.->R, j€{m+l,...,n} with LcR and me{l,...,n}.
j J J
We show here that when f is weakly Lipschitzian, both classical and Filippov solutions of the initial value problem (1), (2) are unique, provided such solutions are compatible with the domains of the auxilliary functions in a sense to be made precise in section 2.
We arrived at the notion of a weakly Lipschitzian mapping through an earlier study of uniqueness of motions of certain elastic-plastic oscillators [1] in which a physically natural measure of energy separation of solutions was shown to decay in a weaker sense than would be the case were the right-hand side f monotone. For such oscillators, one of the components of the solution necessarily is non-decreasing and there is a concave, increasing response function for the oscillator that controls the evolution of the energy separation. These features of the oscillator led to the observation that the energy separation never exceeds its initial value, even though that separation may increase on some intervals of time, and this yielded uniqueness of solutions. In this article, we show that this observation can be employed through the notion of a weakly Lipschitzian mapping to obtain uniqueness theorems for a broader class of ordinary differential equations than the ones studied in the paper [1] .
In Section 2, we define the notion of a weakly Lipschitzian mapping, and we establish in Theorem 2.1 the uniqueness of classical solutions of (1), (2), i.e., absolutely continuous functions that satisfy the equation (1) In Section 3, we give some examples from mechanics of differential equations in which Theorem 2.1 can be applied to obtain unrestricted uniqueness of solutions. In each of the examples, the form of the right-hand side f of (1) permits us to partition the set of initial data and the domain D of f into finitely many subsets. Each corresponding restriction of f satisfies the hypotheses in Theorem 2.1, and one obtains in this manner local uniqueness of solutions for each restricted problem. Unrestricted uniqueness of solutions of the original problem then follows readily in each example. We note that the example we give of a single damped non-linear oscillator also can be treated using transversality arguments [2] , and the example of the elastic-plastic oscillator also can be treated by the methods employed by
Groger, Necas, and Travnicek [3] in their study of partial differential equations from the theory of plasticity. However, we do not know of a method other than ours that covers both of these examples. Moreover, we know of no other method that yields uniqueness of solutions for the coupled, damped non-linear oscillators that we describe in Section 3.
In Section 4, we describe Filippov's notion of solution [4] of an ordinary differential equation, and we show in Theorem 4.1 that, when f is weakly Lipschitzian and satisfies Filippov's condition B, the initial-value problem (1), (2) has at most one Filippov solution that is compatible with the domains of the auxiliary functions.
If one wishes also to establish local existence of classical solutions of (1), (2), then one must supplement the assumption that f is weakly Lipschitzian by an additional property. In order to prove Theorem 2.1, we need three lemmas.
LEMMA 2.1: Let an interval IcR, numbers r, r'el with T<T', and G:I-*R a non-decreasing, concave function be given. There then holds This lemma can be proved using the arguments given on pages 109-113 in the article [1].
There, the counterpart of G was assumed to be positive, to have positive derivative, and non-positive second derivative, but only the implied monotonicity and concavity were used.
Wang has proved (Ph.D. Thesis, Carnegie Mellon University, 1991) that when G is C , the monotonicity and concavity of G are necessary in order that (6) holds for all functions u and x as above. 
then for all t€[0,T],
PROOF: Put
and note by (14) that G(x(t)) = G(x(t)) for almost every teE. Because G is increasing, it
follows that x(t) = x(t) for all teE and, therefore, x(t) = x"(t) for almost every teE. By Integrating the first and last members of (17) from 0 to t and using Lemma 2.2, we obtain for each te[0,T]:
and (18) and <r(t)v(t)>0, otherwise, 
