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1 INTRODUCCIÓN Y OBJETIVOS 
Es bien sabido que los datos obtenidos a través de Radares de Apertura Sintética, 
también llamados SAR (Synthetic Aperture Radar) polarimétricos, proporcionan una 
valiosa información para el estudio y caracterización de la zona observada. Como se ha 
ido demostrando en los últimos años por diferentes autores, los datos SAR son 
sensibles al tipo de terreno observado, y por ello permiten un amplio abanico de 
posibilidades en el estudio del terreno a través del análisis de las muestras temporales. 
El uso de sistemas SAR totalmente polarimétricos, posibilitan mejorar este estudio y 
aumentar la precisión de la caracterización de los campos, ya que la polarimetría 
aumenta la sensibilidad de los datos en referencia a las contribuciones volumétricas de 
la dispersión electromagnética. Esto es posible gracias a la polarización de la onda 
electromagnética, ya que la polarización es una propiedad de carácter vectorial de las 
ondas electromagnéticas. 
 
Pero para ello definamos antes lo que es la Polarimetría. La Polarimetría es la técnica 
que utiliza las mediciones de la matriz de reflexión para revelar las propiedades físicas 
de las superficies analizadas y así poder estudiarlas. Esta técnica envía ondas 
electromagnéticas polarizadas y mide las reflexiones que produce la interacción de 
dichas ondas con la superficie de los campos analizados, obteniendo una matriz de 
dispersión (o matriz de scattering) que representa una caracterización específica de 
dichos campos.  
 
El presente trabajo emplea los datos SAR para llevar a cabo un estudio cualitativo de 
análisis y caracterización de zonas agrícolas. La tecnología SAR nació a principios del 
1950, cuando se demostró que la resolución espacial en acimut de los sistemas radar 
podía verse incrementada drásticamente mediante un registro coherente y posterior 
procesado de los ecos o reflexiones del radar. El éxito de los sistemas SAR se debe a 
que son capaces de proporcionar una amplia cobertura con una elevada resolución 
espacial independientemente de las condiciones atmosféricas y del ciclo noche-día, ya 
que son instalados en plataformas orbitales o satélites. Los primeros SAR eran poco 
flexibles al operar con una única frecuencia y un único estado de polarización. Sin 
embargo, con el descubrimiento de la adquisición multidimensional, la tecnología SAR 
sufrió un gran avance. La adquisición multidimensional se basa en la idea de 
diversidad, es decir, en adquirir diferentes imágenes SAR entre las que varían uno o 
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varios parámetros de las ondas transmitidas o reflejadas. En el presente trabajo se 
aprovecha la diversidad de polarización para analizar con mayor exactitud lo que nos 
ofrece la polarimetría. 
 
Juntando las dos ideas presentadas anteriormente, SAR y polarimetría, se definió un 
sistema de adquisición basado en la polarización de onda de los SAR multidimensional, 
lo que se conoce como polarimetría SAR o PolSAR. Este tipo de sistemas de adquisición 
incrementan el número de canales de información combinando la polarización de la 
onda incidente con la polarización de antena con que se recibe el eco del radar. Existen 
dos polarizaciones base que son ortogonales entre sí, horizontal H y vertical V. Es decir, 
el sistema puede emitir en horizontal o vertical y recibir en cualquiera de las dos 
polarizaciones, por ejemplo HH significa que emite y recibe en horizontal. La 
polarización múltiple HH&HV&VV&VH, o también denominada de aquí en adelante 
Full-Pol, ayuda a identificar la estructura física de las superficies reflectoras con mayor 
precisión que los sistemas de polarización compacta HH&HV o VV&VH, también 
denominada Dual-Pol. 
 
En los últimos años se han desarrollado muchas técnicas de adquisición SAR 
multidimensional mediante el uso de tecnologías que permiten incrementar el número 
de canales de información. Entre las más destacables se pueden encontrar técnicas 
como InSAR, PolSAR o incluso PolInSAR, que combina la polarimetría e interferometría 
SAR de forma robusta, ya que permite monitorizar la evolución temporal de un blanco 
o u proceso que tenga lugar sobre la superficie terrestre.  
 
En SAR, la celda de resolución es de mayor dimensión que la longitud de onda a la que 
opera el sistema. En tales casos, el eco retornante es el resultado del eco del blanco 
distribuido, es decir de la suma coherente de los ecos de los blancos elementales 
situados en el interior de la celda que componen el blanco distribuido total. Puesto 
que la suma coherente puede ser tanto constructiva como destructiva, la imagen SAR 
resultante puede presentar un aspecto ruidoso conocido como speckle (o moteado). 
Aunque, como se puede deducir, el speckle es una medida electromagnética real, 
desde el punto de vista del sistema de adquisición se considera ruido, ya que no es 
posible predecir el valor de la reflectividad de una celda de resolución particular. El 
speckle es por tanto un factor contaminante de carácter aleatorio de la señal que se 
pretende adquirir.  
 
Existen numerosas técnicas que tienen por objeto eliminar la influencia del speckle en 
las imágenes adquiridas mediante sistemas SAR. La más básica de todas ellas se 
conoce como multi-look, que consiste en el promediado de la imagen mediante una 
ventana, a menudo rectangular, y que se corresponde con el estimador de máxima 
verosimilitud. Sin embargo, el factor de reducción de speckle es proporcional al 
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número de muestras promediadas e inversamente proporcionales a la resolución, por 
lo que se observa que existe un compromiso entre ambos. No es, por tanto, la mejor 
manera de afrontar el problema, puesto que reducir el speckle a costa de la resolución 
no tiene demasiado sentido en el caso de los sistemas SAR, cuya principal ventaja 
consiste precisamente en la elevada resolución que son capaces de proporcionar. 
 
Más concretamente, este estudio y los análisis efectuados en las zonas de cultivo se 
realizan bajo el marco del proyecto AGRISAR 2009 de la ESA (European Space Agency o 
Agencia Espacial Europea). Los datos totalmente polarimétricos del RADARSAT-2 
fueron recogidos para diferentes zonas test-sites: Flevoland (Holanda), Indian Head 
(Canadá) y Barrax (España). Cada test-site está situado en áreas distintas con 
características distintas en el terreno, en el cual cada una contiene una considerable 
información. Por eso, este proyecto sólo estará basado en el conjunto de datos 
obtenidos de Flevoland (Holanda). Además, se realizaron mediciones de campo con 
datos reales del terreno, tales como fotos, para poder comprarlo con el análisis que 
nosotros propondremos. A esto lo denominaremos ground truth, y nos ayudará a 
corroborar y contrastar los resultados obtenidos. 
 
Para una mayor claridad en el análisis cualitativo y la caracterización de las zonas 
agrícolas, el presente estudio se puede separar en dos objetivos fundamentales. Por 
un lado nos centraremos en la dependencia de la información totalmente 
polarimétrica respecto el tiempo natural de la evolución de las zonas agrícolas y, por 
otro lado, se llevará a cabo otro estudio respecto al ángulo de incidencia con el que 
fueron adquiridos los datos. Para ello, estudiaremos la evolución de diferentes 
descriptores de la información polarimétrica, tales como la H/A/α  (Entropía, 
Anisotropía y ángulo Alpha respectivamente), de los campos de cultivos. En el caso del 
estudio respecto al ángulo de incidencia, el interés se centra en determinar el ángulo 
óptimo de observación, si lo hubiese, para poder obtener información más precisa del 
análisis de los campos agrícolas. Otro de los objetivos será determinar el tiempo de 
muestreo óptimo para así poder obtener información precisa sobre la etapa de 
crecimiento de los diferentes cultivos analizados. Como se ha indicado anteriormente, 
la información PolSAR refleja la sensibilidad a las diferentes contribuciones del 
scattering electromagnético, es decir, se tiene sensibilidad al terreno respecto al tipo 
de planta que la contiene.  
 
En una segunda etapa, una vez hecho el estudio de la información totalmente 
polarimétrica, el análisis se extenderá a diferentes configuraciones de polarización dual 
con el objetivo de poder compararlo con el análisis totalmente polarimétrico. Este 
estudio es importante ya que sistemas como el SAR GMES Sentinel-1 consisten en un 
sistema PolSAR dual, el cual solo puede adaptar combinaciones Dual-Pol. En tal caso 
intentaremos ver si hay pérdida de información entre un análisis en Full-Pol y Dual-Pol, 
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y si la hay intentar determinarla. También se tratará de encontrar qué combinación 
polarimétrica en Dual-Pol consigue una pérdida mínima de información en referencia 
de los sistemas SAR completamente polarizados estudiados y en definitiva refleja 
mejor un análisis en Full-Pol. Es decir, el análisis sobre el tiempo y el ángulo de 
incidencia deberá ser aplicado en la información de polarización dual. 
 
Todo este estudio está reflejado en esta memoria, donde por último se pasa a 
comentar brevemente la descripción de cada capítulo de la misma, donde el primer 
capítulo es esta misma introducción. En el segundo capítulo, se explicarán las 
características y los conceptos básicos de los sistemas SAR, donde se comentarán las 
distribuciones estadísticas de los datos y el ruido speckle que va asociado a los datos 
así como la polarización de las ondas electromagnéticas. Se incluirán las definiciones 
de las matrices de scattering, coherencia y covarianza así como también las 
descripciones de los descriptores polarimétricos utilizados en el estudio. En el tercer 
capítulo se incluye la información sobre los sistemas y áreas en las que se basa éste 
estudio, ya sea RADARSAT-2 con sus características así como también la descripción de 
los campos de cultivo analizados o las correcciones iniciales necesarias. En el cuarto 
capítulo se incluye la discusión de los resultados obtenidos en el estudio así como la 
caracterización y el análisis de los campos y de los objetivos propuestos inicialmente. 
En el quinto capítulo, se incluyen las conclusiones principales de todo el estudio, así 
como otras conclusiones extraídas durante el desarrollo de éste proyecto. También se 
incluyen propuestas para futuras líneas de investigación que se han considerado 
interesantes. Por último, en los apéndices se incluyen las representaciones y gráficas 
asociadas al estudio de los datos PolSAR, junto con otros datos que hayan sido de 
interés pero no tan relevantes como para incluirlos en la memoria principal. También 
se incluye en los apéndices el abstract y la aceptación de éste proyecto en el Workshop 
de PolinSAR en Enero de 2011 que se efectuará en Italia, el cual será presentado en 
una exposición oral, anexo A1. 
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2 SAR Y POLARIMETRÍA SAR (POLSAR) 
El presente capítulo consta de dos partes. En primer lugar, se presenta los conceptos 
fundamentales que constituyen los sistemas SAR, Synthetic Aperture Radar o Radar de 
Apertura Sintética. Se incluye la definición y la descripción del modelo de adquisición 
de imágenes asociado a dichos sistemas, así como la del modelo estadístico que los 
rige. Y por último se introduce el concepto de ruido speckle. 
 
En segundo lugar, se introducen las bases de la polarimetría asociadas a las ondas 
electromagnéticas para, a continuación, describir los fundamentos de los sistemas SAR 
polarimétricos, PolSAR. Se plantea la problemática correspondiente a los sistemas 
multicanal y se presenta el modelo estadístico asociado en el caso de los sistemas 
polarimétricos, introduciéndose los conceptos de matriz de covarianza y de 
coherencia, eje central de cualquier método de procesado de datos PolSAR y, por 
tanto, del presente trabajo. Se finaliza con la descripción del modelo de ruido speckle 
para sistemas multidimensionales y se describen los parámetros de Entropía, 
Anisotropía y ángulo Alpha, los cuales derivan del teorema de descomposición basado 
en la descomposición de valores y vectores propios de las matrices de covarianza y de 
coherencia, y que por lo tanto, ayudarán en el objetivo de este estudio. 
 
 
2.1 Radar de Apertura Sintética 
 
2.1.1 Conceptos básicos de SAR 
 
SAR, Synthetic Aperture Radar o Radar de Apertura Sintética, es una técnica coherente 
de generación de imágenes a frecuencias de microondas para producir una 
representación de alta resolución espacial de la reflectividad compleja de la superficie 
de la Tierra. Un sistema SAR obtiene información incluida en la región de microondas 
del espectro, de ahí que sea capaz de obtener información que sólo se manifiesta en 
dicha región del espectro radioeléctrico. Además, al tratarse de sistemas activos, los 
cuales proporcionan su propia fuente de iluminación, no dependen de procesos 
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naturales como pueden ser las nubes, la lluvia, el día o la noche, lo que es una gran 
ventaja ya que no requiere tener en cuenta esta limitación como otro tipo de sistemas 
de satélites ópticos al ser estos procesos naturales transparentes a la longitud de onda 
en la cual se trabaja. 
 
Un sistema SAR es capaz de obtener información de reflectividad de la escena bajo 
observación, la cual está caracterizada por una resolución espacial muy elevada. Por lo 
tanto, esta ventaja o característica debe mantenerse independientemente del 
procesado aplicado a los datos con el fin de ofrecérsela al usuario final. 
 
En un sistema radar simple, un transmisor de pulsos de microondas genera un pulso 
radar de alta potencia que es conducido a la antena a través de un circulador. La 
antena envía el pulso al objeto de interés, el cual devuelve parte de la energía a la 
antena. Esta energía se redirige al receptor mediante el circulador para ser procesada 
o almacenada. 
 
Generalmente el radar está montado sobre una plataforma móvil, normalmente un 
avión o un satélite. A medida que el radar se mueve a lo largo de su dirección de vuelo, 
llamada azimut, genera una huella, swath, a lo largo de la superficie del suelo. El haz 
de la antena está orientado con cierta inclinación respecto al suelo, perpendicular a la 
dirección de vuelo, definiendo así el range. 
 
La resolución en range del radar se define como la mínima separación entre dos 
puntos en el range que el radar es capaz de separar y distinguir. Por lo tanto, la 
resolución en range δr depende de la duración del pulso radar τp o, de forma inversa, 
del ancho de banda B de la señal, 
  
 
B
ccp
r ⋅
=
⋅
=
22
τ
δ . (2.1) 
 
Donde la velocidad c es la velocidad de propagación de las ondas electromagnéticas y 
el factor 2 proviene del número de caminos que recorre la onda, ida y vuelta. 
 
Para obtener una relación señal a ruido, o SNR, suficiente con tiempos τp cortos deben 
generarse pulsos de alta energía. En la práctica se emplean técnicas de compresión de 
pulsos ya que no se puede alcanzar una elevada potencia de pico con los transmisores 
reales. Estas técnicas se basan en pulsos modulados de larga duración con el doble 
objetivo de lograr una gran radiación de energía y, simultáneamente, conseguir la 
resolución en range de los pulsos cortos. Esto se logra modulando en frecuencia o en 
fase para ensanchar el ancho de banda B de la señal. El pulso recibido se procesa en un 
filtro adaptado [1,2], comprimiendo el pulso largo a una duración 1/B.  
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Todos los sistemas radar distinguen los blancos en range del mismo modo. La manera 
en que se distinguen los blancos en la dimensión azimut es lo que diferencia a los 
sistemas SAR del resto de tipos de radar. 
 
 
Fig. 2.1 Principio de apertura sintética (SAR). 
 
En el caso de un radar convencional, el haz de la antena tiene una anchura angular θa 
en azimut proporcional a 
 
 
a
a D
λ
θ ∝ . (2.2) 
 
Donde λ es la longitud de onda y Da representa la longitud de la antena en acimut. Por 
lo tanto, la resolución en la dimensión azimut δa será 
 
 
a
a D
r λδ ·0= . (2.3) 
 
Donde r0 representa la distancia range entre la antena y el blanco. En aplicaciones de 
satélite, únicamente se puede conseguir altas resoluciones espaciales, de alrededor de 
unas decenas de metros, mediante antenas demasiado largas para ser prácticas. 
 
La resolución en azimut puede mejorarse mediante el concepto de apertura sintética 
[3,4,5]. El principio de SAR se basa en aprovechar el movimiento de la plataforma en 
azimut para construir una antena de longitud efectiva mucho mayor. Esto se lleva a 
cabo transportando la antena real hasta posiciones en que pueda actuar como 
elemento individual de una agrupación lineal larga, ofreciendo mejores resoluciones 
en acimut tal como se muestra en la Fig. 2.1. 
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De forma similar, a un radar de apertura real, el ancho de haz θsa correspondiente a 
una antena sintética de longitud Le en azimut, a una distancia range r0 particular es 
 
 
e
sa L·2
λ
θ = . (2.4) 
 
Donde el factor 2 se debe al desfase causado por el viaje de ida y vuelta entre la 
antena y el blanco, como en la ecuación (2.1). La resolución δa en azimut que se puede 
alcanzar con la apertura sintética es 
 
 
e
a L
r
2
·0
λ
δ = . (2.5) 
 
La longitud máxima Le de la apertura sintética, para un blanco a una distancia range r0, 
está limitada por la cantidad de tiempo que el haz de radar está iluminando dicho 
blanco. Esta longitud se puede acotar de la siguiente forma 
 
 
a
e D
r
L 0
·λ
≤ . (2.6) 
 
Por lo tanto, la máxima resolución en azimut, δa, que se puede alcanzar con una 
apertura sintética pasa a ser 
 
 
2
a
a
D
≥δ . (2.7) 
 
Nótese que para un sistema SAR, la resolución en acimut no depende ni de la posición 
range 0r  del blanco ni de la longitud de onda λ. Únicamente depende de la dimensión 
de la antena en azimut Da, de tal manera que, cuanto menor es la dimensión de la 
antena, mejor es la resolución. La explicación de este resultado radica en el hecho de 
que la longitud de la antena efectiva es mayor para blancos lejanos que para los 
cercanos. 
 
2.1.2 Modelo de adquisición de los datos 
 
Antes de ver el modelo de adquisición de los datos SAR, cabe mencionar que el efecto 
de la respuesta impulsional SAR provoca una convolución de la reflectividad de la 
escena analizada con un filtro paso-bajo, ya que sigue la siguiente forma: 
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











∝
rx
rsíncxsíncrxh
δ
π
δ
π ···),( . (2.8) 
 
Donde x y r indican el azimut y el range, respectivamente.  
 
 
 
Fig. 2.2 Celda de resolución SAR. 
 
La complejidad involucrada en el proceso de reflexión o scattering hace evidente que 
sólo puede caracterizarse estadísticamente [6,7,8]. Dichos objetos, tal como se aprecia 
en la  Fig. 2.2, están caracterizados por tener un comportamiento aleatorio, los cuales 
se llaman blancos distribuidos o parciales, en oposición a los blancos puntuales, en los 
cuales el comportamiento de reflexión es completamente determinista. Esto es debido 
a que teniendo una celda de resolución de dimensiones de metros, como se opera con 
una longitud de onda λ mucho menor que la dimensión de dicha celda, se tiene 
resolución a los detalles y blancos internos, y eso provoca que el proceso de scattering 
sea complejo [6,9].  
 
El conjunto de blancos puntuales que definen el blanco distribuido dentro de la celda 
de resolución puede describirse en un espacio tridimensional mediante la función de 
reflectividad compleja ),,(~ zyxu  [7,10,11]. Como se ha mencionado, la función de 
reflectividad tiene una naturaleza aleatoria. El desarrollo del modelo de sistema SAR 
sólo precisa de ),,(~ zyxu  como función que describe la reflectividad de cada objeto 
puntual.  
 
Con el fin de llegar a un modelo sencillo que caracterice al sistema SAR, es necesario 
asumir linealidad en el campo reflejado. Existen varias aproximaciones en la teoría 
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clásica de reflectividad, scattering, que permiten conocer el campo reflejado por un 
objeto complejo. Según la aproximación de Kirchhoff, por ejemplo, el campo reflejado 
se sustituye por su aproximación de óptica geométrica [12]. El desarrollo del modelo 
de sistema SAR se basará, por otro lado, en la aproximación de Born, o aproximación 
de reflectividad simple o simple scattering [12,13]. En este caso, el campo reflejado 
total se asumirá como la superposición del campo reflejado por cada objeto simple o 
blanco puntual, obviando de esta manera interacciones de mayor orden, tales como 
las dobles reflexiones. 
 
 
Fig. 2.3 Geometría de adquisición de objetos distribuidos. 
 
Un sistema SAR recoge datos de la reflectividad en el espacio range-acimut. El primer 
paso que realiza un sistema SAR es realizar la transformación de la función de 
reflectividad tridimensional ),,(~ zyxu  al espacio bidimensional del sistema SAR ),( rx , 
como se presenta en la Fig. 2.3. Este paso puede verse como una función de 
proyección 
 
 
0 0( , ) ( , sin , co s )u x r u x y r z r rdθ θ θ= + −∫  . (2.9) 
 
Donde θ  denota el ángulo entre la línea sensor-blanco y el eje z. Según la 
aproximación de campo reflejado de Born, la operación lineal que caracteriza el 
proceso de adquisición de imagen SAR es una proyección geométrica de la función de 
reflectividad ),,(~ zyxu  dada por la ecuación anterior seguida de una convolución con 
la respuesta puntual SAR de la ecuación (2.8) 
 
 ( )0 0( , ) ( , sin , co s ) ( , )S x r u x y r z r rd h x rθ θ θ∞−∞= + − ∗∗∫  . (2.10) 
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El proceso de proyección que acabamos de ver no afecta a la dimensión acimut x. No 
obstante, introduce algunas distorsiones en la dimensión range r. Los sistemas SAR 
recogen información a lo largo de la dimensión r, también conocida como slant range y 
no en la dimensión y, sobre la superficie de la Tierra, conocida como ground range. Por 
lo tanto, la integración sobre el ángulo θ , para una coordenada range particular, 
provoca que todos los objetos situados en esa posición range particular sean 
integrados juntos y mapeados en la misma posición de la imagen SAR.  
 
Para terrenos en pendiente inclinados hacia el sistema SAR, la proyección hace que 
aparezcan contraídos en la imagen, lo cual se conoce como Foreshortening, mientras 
que las pendientes inclinadas en dirección contraria al sistema SAR aparecen estiradas. 
Cuando la pendiente es igual o incluso excede el ángulo θ , la proyección se vuelve 
ambigua. Por ejemplo, un pico montañoso puede ser mapeado en el mismo píxel que 
un punto de un valle. Este efecto se conoce como Layover. Para ángulos menores que 
2
π
θ −  se observa la sombra del radar, conocido como Shadowing. Todos estos efectos 
están reflejados en la figura Fig. 2.4. 
 
 
Fig. 2.4 a) Foreshortening b) Layover c) Shadowing. 
 
La imagen SAR compleja, según la aproximación de Born, puede escribirse como: 
 
 ∫ ∫
∞
∞−
∞
∞−
− −−= '')','()','(~),( '2 drdxrrxxherxurxS krj  (2.11) 
 
En esta ecuación, las variables ),( rx  se refieren a las dimensiones de la imagen, 
mientras que las coordenadas primas )','( rx  indican la posición de un objeto 
particular dentro de la celda de resolución, como muestra la Fig. 2.3. Al mismo tiempo, 
la ecuación anterior puede reescribirse como una integral de volumen: 
 
 ∫ −−= −'
)','('2 '))','(','()',','(~),(
V
zykrj dVzyrrxxhezyxurxS  (2.12) 
 
Con el fin de obtener una expresión simple para la ecuación anterior y obtener así una 
interpretación fácil del efecto de la respuesta impulsional SAR, resulta de ayuda 
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desarrollar una aproximación de onda plana para las ondas reflejadas [12,9]. La onda 
esférica expresada mediante el término de fase '2krje−  puede aproximarse por una 
onda plana considerando únicamente un entorno suficientemente pequeño alrededor 
de un punto de expansión. El range 'r  que hace referencia a cualquier objeto del 
interior de la celda de resolución puede aproximarse por 
 
 srr '·' rk+≈ . (2.13) 
 
Donde r representa el centro de la celda de resolución y [ ]Tk θθ cossin0· −=k  y 
s'r  es el vector de posición de un objeto particular respecto al centro de la celda de 
resolución. La variable k es el número de onda igual 
λ
π2
 y T  denota transposición. 
Finalmente, sustituyendo la onda esférica por su aproximación planar, la imagen SAR 
compleja será 
 
 ∫ −−= −− '
'·22 '))','(','()',','(~),(
V
jkrj dVzyrrxxhezyxuerxS srk  
{ } ),(**)cos,sin,(~ 002 rxhrdrzryxue krj ∫ −+= − θθθ . 
(2.14) 
 
2.1.3 Estadística de los datos SAR 
 
La mayoría de los blancos distribuidos presentan una estructura muy compleja. 
Consecuentemente, el conocimiento del campo reflejado sólo sería posible si estuviera 
disponible una descripción completa de la escena, lo cual es imposible en la práctica. 
Por tanto, este tipo de blancos únicamente puede ser descrito estadísticamente. 
Existen dos tipos principales de procesos de reflexión de onda, wave scattering, para 
objetos parciales o distribuidos: scattering de superficie y de volumen [15]. El primero 
tiene lugar cuando una onda electromagnética alcanza la superficie que limita dos 
medios y la reflexión tiene lugar únicamente en el límite de la superficie. En este caso, 
la superficie se describe mediante la desviación estándar de la altura de la superficie y 
la longitud de la correlación de la superficie. Por otro lado, el scattering de volumen 
ocurre cuando la onda electromagnética penetra en el medio inferior. La reflexión 
dentro de un volumen se debe principalmente a discontinuidades dieléctricas 
repartidas aleatoriamente por el volumen. Este tipo de objetos se describe mediante 
parámetros estadísticos como la constante dieléctrica media o la densidad del objeto. 
Además de los factores mencionados, el proceso de reflexión depende también de 
otros parámetros del objeto como la composición, el material, su contenido de agua, 
etc. 
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Los sistemas SAR se emplean principalmente para la observación de escenas de la 
naturaleza. Debido a la complejidad de dichos objetivos, la onda EM reflejada presenta 
también un comportamiento complejo [9,16,17]. Por tanto, el proceso de scattering 
también se analiza estadísticamente. La mayoría de las técnicas enfocadas a solventar 
el problema de la onda reflejada tratan de hallar el campo reflejado medio como 
función de la onda incidente y las propiedades estadísticas del objeto de interés. 
 
Las dimensiones de la celda de resolución son muy grandes comparadas con la 
longitud de onda de la onda electromagnética incidente. Por tanto, tal como se vio en 
la sección 2.1.2, el campo reflejado para un píxel particular de la imagen puede verse 
como si hubiera sido originado por la contribución de muchas ondas elementales 
reflejadas, Fig. 2.5. La naturaleza monocromática coherente de los sistemas SAR hace 
que todas estas ondas elementales interfieran entre ellas tanto constructiva como 
destructivamente, provocando que la imagen SAR presente un aspecto ruidoso y 
granulado. Este fenómeno se define como speckle [3,18,19,20], Fig. 2.6. A pesar de 
tratarse de una medida electromagnética, el speckle puede tratarse como un proceso 
semejante al ruido, como se mostrará en el capítulo siguiente. El speckle es un efecto 
común que aparece en todas aquellas disciplinas científicas que se basan en sistemas 
de adquisición de imagen con iluminación coherente, tales como la óptica láser [21-
22], la adquisición de imágenes por ultrasonidos [23] o por rayos X. 
 
 
Fig. 2.5 Formación Speckle. 
 
 
Fig. 2.6 Izquierda) Imagen original, con speckle. Derecha) Imagen filtrada. 
 
En resumen, debido a la falta de conocimiento de la estructura detallada del objeto de 
interés que se pretende registrar en el sistema SAR, es necesario trabajar con las 
propiedades del campo reflejado de manera estadística. La estadística que afecta al 
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problema en cuestión se define sobre un conjunto de objetos, todos con las mismas 
propiedades macroscópicas, pero que difieren en la estructura interna. Para un 
sistema SAR dado que trata de adquirir un objeto particular, por ejemplo una 
superficie rugosa, el valor exacto de cada píxel no puede predecirse, sólo los 
parámetros de la distribución que describe los valores de los píxeles. Por lo tanto, para 
una imagen SAR, la cantidad de información real por píxel es muy baja puesto que los 
píxeles individuales son simplemente muestras aleatorias de distribuciones 
caracterizadas por un conjunto de parámetros. 
 
Una imagen SAR, ),( rxS , podría ser modelada como un filtro paso bajo bidimensional 
dado por la ecuación (2.8), que aplicada a la reflectividad compleja del escenario 
),( rxsσ  tendría la siguiente forma 
 
 
 '')','()','(),( drdxrrxxhrxrxS s −−= ∫ ∫
∞
∞−
∞
∞−
σ . (2.15) 
 
Puesto que las dimensiones espaciales de dicho filtro son diferentes de cero, el 
concepto de celda de resolución se puede definir como el área dada por la respuesta 
impulsional SAR, es decir ra δδ × . 
 
En una situación real, el eco recibido no se debe a un único objeto, sino a la 
combinación de los ecos de un número arbitrario de objetos puntuales dentro de dicha 
celda de resolución. Todos estos pequeños objetos se hallan situados en posiciones 
aleatorias dentro de la celda de resolución. 
 
Las dimensiones de resolución de la celda, δa y δr, son mucho mayores que la longitud 
de onda electromagnética λ. Como consecuencia, y como se ha comentado en el 
párrafo anterior, la onda recibida es la suma de las múltiples reflexiones de la onda 
sobre los objetos aleatorios dentro de la celda de resolución. Con el objetivo de poder 
tratar matemáticamente el modelo de la imagen SAR ),( rxS  de la ecuación (2.15), se 
usa la simplificación de Born mencionada en la sección anterior. Dicha aproximación 
asume que la onda recibida se genera a partir de fuentes discretas. Lo cual, aplicado a 
la ecuación de la imagen SAR queda considerada de la siguiente forma 
 
 
 ∑=
−−=
N
k
kkkks rrxxhrxrxS
1
),(),(),( σ . (2.16) 
 
Donde el subíndice k se refiere a cada elemento de dispersión distribuido en la celda, y 
N es el número total de esas dispersiones adheridas a la respuesta impulsional del 
sistema SAR descrita en la ecuación (2.8).  
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La ecuación anterior puede reescribirse usando 
 
 skj
kkks erx
'·),( θσσ =  (2.17) 
 kj
kkk ehrrxxh
ϕ·),( =−−  (2.18) 
 'sk sk kθ θ ϕ= + . (2.19) 
 
Y la descripción compleja, donde r denota amplitud y θ  es la fase 
 
 { } { } θθ jerSjSrS ·),( =ℑ+ℜ= , (2.20) 
 
tal que 
 
 
∑
=
=
N
k
j
kk
j skeher
1
·· θθ σ  (2.21) 
 
{ } ( )
1
cos
N
k k sk
k
S h σ θ
=
ℜ = ∑
.
 (2.22) 
 
{ } ( )
1
sin
N
k k sk
k
S h σ θ
=
ℑ = ∑  (2.23) 
 
El efecto del sistema SAR, mediante la amplitud hk, es únicamente el de cambiar la 
distribución de las amplitudes de las contribuciones individuales a la suma compleja de 
la ecuación (2.21) [7]. Por lo tanto, dicha suma compleja puede analizarse como 
 
 
∑
=
=
N
k
j
k
j skeAer
1
·· θθ  (2.24) 
 
{ } ( )
1
cos
N
k sk
k
S A θ
=
ℜ = ∑  (2.25) 
 
{ } ( )
1
sin
N
k sk
k
S A θ
=
ℑ = ∑
,
 (2.26) 
 
donde kkk hA σ= .  
 
La suma compleja dada por la ecuación (2.24), también conocida como camino 
aleatorio, random walk [24,25], modela el eco recibido de un objeto distribuido, es 
decir, la suma de las contribuciones de cada elemento dentro de la celda de 
resolución. El random walk puede visualizarse en la Fig. 2.7. 
 
Capítulo 2   SAR y Polarimetría SAR (PolSAR) 
 
16 
 
 
Fig. 2.7 Camino aleatorio bidimensional que modela el eco recibido de un objeto distribuido. 
 
La obtención de la estadística de la imagen SAR compleja ( , )S x r  se basa en ciertas 
suposiciones que tienen que ver con el comportamiento de las ondas reflejadas 
complejas elementales skjk eA
θ· . Dichas suposiciones son cruciales pues toda la 
estadística referente a las imágenes SAR se basa en ellas [26,14]: 
 
• La amplitud kA y la fase skθ  del fasor elemental k-ésimo (esto es, la onda 
elemental reflejada) son estadísticamente independientes entre sí y de las 
amplitudes y fases del resto de fasores elementales. Este hecho implica que los 
centros de scattering elementales se hallan incorrelados y que la intensidad de 
un componente reflejado dado no presenta relación alguna con su fase. 
• La fase de cada contribución elemental se hallará uniformemente distribuida 
dentro del intervalo[ ),π π− . 
 
Ambas suposiciones están justificadas en el caso de una imagen SAR siempre y cuando 
las dimensiones de la celda de resolución sean mayores que la longitud de onda. La 
primera suposición se cumple puesto que el retardo de propagación de fase es 
independiente de la intensidad de la onda reflejada. El segundo punto es razonable 
puesto que las dimensiones de la celda de resolución son mayores que la longitud de 
onda, introduciendo un margen muy amplio de desplazamiento total de fase para 
objetos puntuales, haciendo que la fase se halle uniformemente distribuida cuando 
esté confinada en el intervalo[ ),π π− . Para la segunda suposición, puede establecerse 
que la fase debida a la respuesta impulsional SAR determinista kϕ  no tiene efecto 
alguno sobre la distribución de fase final a causa del componente aleatorio introducido 
por la distribución uniforme de la fase de los objetos puntuales 'skθ . 
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2.1.3.1. Distribución Gaussiana unidimensional 
 
Cuando el número de objetos N dentro de la celda de resolución es grande, dado que 
( )cosk skA θ  y ( )sink skA θ  satisfacen el Teorema Central del Límite [27], las cantidades 
{ }Sℜ  y { }Sℑ  siguen una distribución normal [9,21,26,27], es decir, presentan una 
función de densidad de probabilidad, o probability density function o pdf, gaussiana de 
media nula. Los parámetros de la pdf gaussiana pueden obtenerse basándose en el 
modelo de los blancos individuales. Los valores medios de { }Sℜ  y { }Sℑ se obtienen 
como 
 
 
{ }{ } ( ){ } { } ( ){ }
1 1
cos cos 0
N N
k sk k sk
k k
E S E A E A Eθ θ
= =
ℜ = = =∑ ∑  (2.27) 
 
{ }{ } ( ){ } { } ( ){ }
1 1
sin sin 0
N N
k sk k sk
k k
E S E A E A Eθ θ
= =
ℑ = = =∑ ∑
.
 (2.28) 
 
Donde {}E ⋅  expresa el operador esperanza. Usando los mismos argumentos, los 
valores de la varianza se obtienen 
 
 
{ }{ } { } ( ){ } { }2 2 2 2
1
cos
2
N
k sk k
k
NE S E A E E Aθ
=
ℜ = =∑  (2.29) 
 
{ }{ } { } ( ){ } { }2 2 2 2
1
sin
2
N
k sk k
k
NE S E A E E Aθ
=
ℑ = =∑
.
 (2.30) 
 
Además, la correlación entre { }Sℜ  y { }Sℑ  es 
 
 
{ } { }{ } { } ( ) ( ){ }
1 1
cos sin 0
N N
k l sk sl
k l
E S S E A A E θ θ
= =
ℜ ℑ = =∑∑
.
 (2.31) 
 
Este resultado se obtiene a partir de la simetría de la pdf de la fase de los blancos 
elementales [9]. Si a { }Sℜ  le llamamos x y a { }Sℑ  le llamamos y, sus pdfs son 
respectivamente 
 
 
( )
2
2
1 expx
xp x
σπσ
  = −     
      ( ),x ∈ −∞ ∞  (2.32) 
 
( )
2
2
1 expy
yp y
σπσ
  = −     
       ( ),y ∈ −∞ ∞ , (2.33) 
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donde { }2
2
·
22 k
AEN=σ .  
 
Las pdfs ( )xp x  y ( )yp y  corresponden a distribuciones gaussianas de media nula, 
cuya expresión es )
2
,0(
2σN . Consecuentemente, una imagen SAR S x jy= +  está 
descrita mediante una pdf gaussiana compleja de media nula con las propiedades 
definidas de la ecuación (2.27) a la (2.31), y expresada a partir de ahora por )
2
,0(
2σN .  
 
De las ecuaciones (2.32) y (2.33), es directo obtener la pdf de la amplitud ( )rp r , 
donde 2 2r x y= + , y la pdf de la fase, )(θθp , donde ( )arctan /y xθ =  
 
 




 −
= 2
2
2, ·2
2),( σθ πσ
θ
r
r e
rrp  (2.34) 
 




 −
= 2
2
2 ·
2)( σ
σ
r
r e
rrp      [ )0,r ∈ ∞  (2.35) 
 ( ) 1
2
pθ θ π
=      [ ),θ π π∈ − . (2.36) 
 
Como puede verse, las distribuciones de amplitud y fase son separables. ( )rp r  se 
conoce como distribución de Rayleigh, mientras que la fase está distribuida 
uniformemente. Este hecho es muy importante puesto que indica que la fase de la 
imagen SAR es independiente del blanco de interés, esto es, que no contiene 
información acerca del objeto. El valor medio de una distribución Rayleigh vale 
2
)(
2πσ
=rE , y la varianza 22 )·
4
1( σπσ −=r . Otro parámetro estadístico empleado 
habitualmente es el Coeficiente de Variación, CV, definido como la desviación estándar 
dividida por la media [18]. Por tanto, para la amplitud r, el CV tiene un valor de 
14 −
π
. Normalmente el interés se centra en la intensidad, es decir 2rI = .  
 
Introduciendo este cambio de variable en la ecuación (2.34), la distribución de la 
intensidad será 
 
 




 −
= 22 ·
1)( σ
σ
I
I eIp      [ )0,I ∈ ∞ . (2.37) 
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La cual es una distribución exponencial. Su valor medio vale { } 2E I σ= , y la desviación 
estándar es 2 2Iσ σ= . Por lo tanto, la intensidad presenta un CV igual a 1. La Fig. 2.8 
presenta algunos ejemplos de distribuciones de la amplitud r, la intensidad I  y la fase 
θ  para imágenes SAR complejas para varios valores deσ . 
 
 
Fig. 2.8 Distribuciones de una imagen SAR compleja para varios valores de σ.  
a) Amplitud b) Intensidad c) Fase 
 
La validez de la distribución estadística para las imágenes SAR está sujeta a las 
suposiciones aceptadas para llegar al modelo gaussiano de media nula para las partes 
real e imaginaria de la imagen SAR, ecuaciones (2.32) y (2.33), que llamaremos 
suposición de scattering gaussiano de aquí en adelante [6,9]. Nótese que en el proceso 
de llegar a este modelo no se ha supuesto nada respecto a las pdfs de las cantidades 
kA  y skθ . El punto crucial para el desarrollo del Modelo de scattering gaussiano ha sido 
asumir que el número de objetos era lo suficientemente grande como para aplicar el 
Teorema Central del Límite [91]. 
 
Cuando el número de objetos N es suficientemente grande, como se ha mostrado con 
anterioridad, la amplitud se describe mediante una pdf de Rayleigh y la fase está 
uniformemente distribuida. A esta situación se la conoce como speckle 
completamente desarrollado [6,28]. En este caso, el ruido speckle se entiende como la 
variación aleatoria con distribución Rayleigh alrededor del valor medio
2
}{
2πσ
=rE . 
Determinar el valor de N que hace que se cumpla el Teorema Central del Límite es 
imposible puesto que no hay disponible ninguna información acerca de la distribución 
de kA  y skθ . Además, el valor de N no es constante. Para un valor general de N, el 
cuadrado del CV de la intensidad tiene el valor 
 
 
{ }
{ }
{ } { }
{ }
{ }
22
2 2 22
var2 var 11 1iI
i
AN
E NE I E N E A
σ   = + + −
 
  .
 (2.38) 
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Si los objetos individuales siguen una distribución Rayleigh o si { }E N es grande, la 
ecuación anterior será 
 
 
{ }
{ }
{ }
2
2 2
2 var
1I
N
E I E N
σ
= + . (2.39) 
 
En muchas ocasiones, se asume que el valor de N sigue una distribución de Poisson 
[18]. En este caso será 
 
 
{ } { }
2
2
21I
E NE I
σ
= + . (2.40) 
 
Así, asumiendo que { }E N → ∞ , la imagen SAR puede modelarse por )
2
,0(
2σ
cN . En 
todos estos casos, cualquier variación de 1 significará que el Modelo Gaussiano de 
Scattering no será válido. 
 
Para imágenes SAR de alta resolución espacial el Modelo Gaussiano de Scattering no se 
cumple cuando hay presentes unos pocos objetos dominantes dentro de la celda de 
resolución, por ejemplo en áreas urbanas. Este caso se conoce como speckle 
parcialmente desarrollado [21]. En el caso extremo de tener un blanco puntual aislado, 
el valor de dicho píxel estará dominado por la respuesta impulsional determinista del 
sistema SAR. 
 
2.1.4 Ruido speckle 
 
En la sección previa, la escena de reflectividad se ha modelado mediante un gran 
número de objetos puntuales, que son independientes y están situados de manera 
aleatoria en el espacio. Así, se puede modelar un coeficiente de backscattering por 
área ),(~ yxu  
 
 
∑
=
−−=
N
k
kk
j
k rrxxeyxu sk
1
),(),(~ δσ θ . (2.41) 
 
Donde ( ),x rδ  es la función delta de Dirac bidimensional y N representa el número de 
objetos en un área particular de la escena.  
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Como se ha mencionado, debido a la complejidad involucrada en el proceso de 
reflexión, es imposible predecir el valor exacto del campo reflejado. Sólo puede 
predecirse la potencia media reflejada. Con el fin de describirla, se define el coeficiente 
de scattering diferencial o coeficiente de scattering promedio por unidad de área 
 
 0 E
A
σσ  =  
∆  .
 (2.42) 
 
Donde A∆  denota un área espacial. Aquí se asume que la esperanza {}E ⋅  se calcula 
en el dominio espacial. El concepto de coeficiente de scattering promedio se define 
para scattering de superficie. Cuando el mecanismo dominante de scattering es 
scattering de volumen se define un coeficiente similar llamado coeficiente de 
scattering de volumen expresado por ( ),v x rσ  [29]. 
 
Para llegar al modelo de escena de reflectividad dado por la ecuación (2.41) se ha 
asumido que hay un gran número de objetos por área y que dichos objetos son 
independientes con fase uniformemente distribuida. Bajo estas suposiciones el 
proceso ),(~ rxu  puede describirse mediante una pdf gaussiana compleja de media 
nula. El proceso ),(~ rxu  no puede ser observado como tal, pero se ha establecido que 
dicho proceso observado a través de un sistema SAR, que tiene una respuesta 
impulsional lineal, puede modelarse como un proceso gaussiano complejo de media 
nula. Por lo tanto, puede considerarse que ),(~ rxu  es también un proceso gaussiano 
complejo de media nula [7]. El proceso ),(~ rxu  se describe mediante la función de 
autocorrelación 
 
 { } ( )01 1 2 2 1 1 2 2 2 2 1 2 1 2( , ) ( , ) ( , , , ) ( , ) ,uE u x r u x r R x r x r x r x x r rσ δ∗ = = − −  . (2.43) 
 
Para una escena homogénea, la autocorrelación será 
 
 ( )01 1 2 2 1 2 1 2( , , , ) ,uR x r x r x x r rσ δ= − − , (2.44) 
 
con la función de densidad espectral correspondiente: 
 
 ∫
∞
∞−
+− == 0)(~~ ),(),( σπ dxdrerxRffG rx rfxfjurxu . (2.45) 
 
Las funciones de autocorrelación y densidad espectral recién presentadas cierran el 
modelo para la escena de reflectividad. Como se ha resaltado, la escena de 
reflectividad puede modelarse mediante una colección de objetos puntuales 
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incorrelados, situados aleatoriamente y descritos por una pdf gaussiana, compleja de 
media nula y por la función de autocorrelación recién presentada.  
 
El efecto del sistema SAR ya se ha mostrado en las secciones previas. Su efecto 
principal es el de convolucionar la reflectividad de la escena con un filtro paso-bajo 
bidimensional. Ahora, el modelo de la escena de reflectividad que se acaba de 
presentar se empleará para caracterizar la función de autocorrelación de la imagen 
SAR compleja. La sección anterior mostraba que la respuesta impulsional del sistema 
SAR no tiene efecto alguno sobre las estadísticas de primer orden de la imagen SAR, la 
cual puede modelarse por )
2
,0(
2σ
cN . Por otro lado, las estadísticas de segundo orden 
de la imagen SAR están completamente determinadas por la respuesta impulsional del 
sistema SAR. A partir de la teoría de procesado de señal, se puede expresar las 
funciones de autocorrelación y densidad espectral de la señal de salida ),( rxS  de un 
sistema lineal caracterizado por la respuesta impulsional ),( rxh , excitado por la señal  
),(~ rxu [27] 
 
 ( , ) ( ', ') ( ', ') ' 'S uR x r R x x r r h x r dx dr
∞ ∞
−∞ −∞
= − −∫ ∫   (2.46) 
 ( ) ( ) 2( , ) , ,S x r u x r x rG f f G f f H f f=  . (2.47) 
 
Donde ),( rx ffH  denota la transformada de Fourier de la respuesta impulsional 
),( rxh . Usando la función de autocorrelación dada por la ecuación (2.43), las 
funciones de autocorrelación y de densidad espectral de la imagen SAR, ),( rxS , serán:  
 
 0( , ) ( , )S hR x r R x rσ=  (2.48) 
 ( ) 20( , ) ,S x r x rG f f H f fσ= . (2.49) 
 
Donde 
 
 ( , ) ( , ) ( , )hR x r h s t h s x t r dsdt
∞ ∞ ∗
−∞ −∞
= − −∫ ∫ . (2.50) 
 
El backscattering promedio en un píxel dado puede obtenerse introduciendo la 
expresión de la respuesta impulsional SAR dada por la ecuación (2.8) en la ecuación 
(2.49) e integrando para el espacio completo 
 
 ( ) 2 0 0,x r x r x rH f f df dfσ σ σ δ δ
∞ ∞
−∞ −∞
= =∫ ∫ . (2.51) 
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Por lo tanto, el valor de cualquier píxel de la imagen SAR tiene dos contribuciones. 
Primero, el píxel contiene un valor de tipo determinista proporcional al coeficiente de 
backscattering promedio, ponderado por las dimensiones de la celda de resolución 
(2.51). Segundo, el valor del píxel contiene una contribución aleatoria, el speckle, 
gobernado por )
2
,0(
2σ
cN  y caracterizado por la función de autocorrelación dada por 
la ecuación (2.48). 
 
2.1.4.1. Modelo multi-look del ruido speckle 
Es importante dejar claro que el ruido speckle no es un proceso aleatorio, sino una 
medida electromagnética real. A pesar de su naturaleza determinista, el valor de 
speckle para un píxel particular no puede predecirse debido a su complejidad, hecho 
que a su vez permite interpretar al speckle como un proceso de tipo ruidoso que 
degrada la componente determinista σ. Asumir que el speckle es un proceso de ruido 
permite definir un modelo de ruido para el speckle y la componente de señal 
determinista. Dada la pdf exponencial de la imagen de intensidad, ecuación (2.37), e 
introduciendo el cambio de variable zI 2σ= , se obtiene la siguiente distribución 
 
 ( )zz ezp
−=)(      [ )0,z ∈ ∞ . (2.52) 
La ecuación previa muestra que el valor de la intensidad del píxel puede considerarse 
como un valor determinista que contiene información acerca de la potencia reflejada 
incoherente, multiplicada por ruido speckle exponencialmente distribuido de media la 
unidad. Esta es la razón por la cual muchas veces se habla del speckle como de 
componente de ruido multiplicativo respecto a la intensidad [3,19,21,30]. La fase de 
una imagen SAR, como se ha visto en la sección 2.1.3, está distribuida uniformemente. 
Por lo tanto, no tiene sentido introducir un término de fase determinista en la 
formulación de la reflectividad compleja, puesto que resultaría completamente 
aleatorizada por la función de densidad de probabilidad uniforme de la componente 
de fase. Como consecuencia la imagen SAR ( , )S x r  puede ser descrita, para un área 
homogénea, mediante el siguiente modelo de ruido 
 
 θσ jenrxS ··),( 0= . (2.53) 
 
Donde n denota la componente multiplicativa de speckle en amplitud, caracterizada 
por { } 1=nE , y { } 1var =n  y θ  es la componente aditiva del speckle en fase 
uniformemente distribuida. La componente que contiene la información útil σ  es 
independiente del término de ruido θjen· . El modelo de ruido multiplicativo de speckle 
sólo es válido cuando se considera la amplitud o la intensidad de la imagen SAR. 
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Debido a la uniformidad del ruido de fase de speckle, este modelo no puede ser 
empleado en el caso de imágenes SAR multidimensionales. 
 
2.2 Polarimetría SAR (PolSAR) 
 
La Polarimetría SAR, PolSAR, representa un incremento de la información mediante la 
adquisición de más de una imagen SAR de la misma zona observada por el sistema 
SAR. La característica principal de una onda electromagnética transversal es la 
naturaleza vectorial del campo electromagnético, lo que se conoce como polarización. 
Los sistemas PolSAR se basan en la diversidad en polarización. Por tanto, combinando 
la polarización de la onda incidente con la polarización de antena en que la onda 
recibida se almacena, es posible incrementar el número de canales de información. 
 
La principal ventaja de la diversidad en polarización, conocida como síntesis de 
polarización [31], es la posibilidad de obtener la respuesta del blanco a cualquier 
estado de polarización a partir de la respuesta a un par de estados de polarización 
ortogonales, ofreciendo la posibilidad de optimizar, por ejemplo, el estado de 
polarización en que se recibiría la máxima potencia. 
 
2.2.1 Polarización de la onda 
2.2.1.1. Ecuaciones de Maxwell 
En 1864 J.C. Maxwell estableció y sintetizó resultados previamente obtenidos por M. 
Faraday, A. Ampère y K.F. Gauss acerca de la interacción entre el campo eléctrico, el 
campo magnético y las corrientes, generalizándolos a regímenes variables en el 
tiempo. Las ecuaciones de Maxwell representan el punto de partida a la hora de 
resolver problemas de electromagnetismo pues gobiernan la generación y propagación 
de ondas electromagnéticas, así como la interacción de dichas ondas con la materia. 
Para fuentes electromagnéticas en medios dieléctricos, isotrópicos y sin pérdidas, las 
ecuaciones de Maxwell se pueden escribir: 
 
 
r
tt
εε
ρ
0
),(),(· rrE =∇  (2.54) 
 0),(· =∇ trB  (2.55) 
 ),(·),(·),( 000 tt
tt rr rJ
rErB µµµεε =
∂
∂
−×∇  (2.56) 
 
t
t
∂
∂−
=×∇
BrE ),( . (2.57) 
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Donde 
 
 E  es el vector de intensidad de campo eléctrico 
 B  es el vector de inducción de campo magnético 
 ρ  es la densidad de carga eléctrica 
 J   es el vector de densidad de corriente 
 0ε  es la permitividad eléctrica en el vacío 
 rε  es la permitividad eléctrica relativa del medio 
 0µ  es la permeabilidad magnética en el vacío 
 rµ  es la permeabilidad magnética relativa del medio. 
 
Tal como muestran las ecuaciones de Maxwell, todos los términos que se refieren a 
campos, E  y B , así como los términos asociados a las fuentes, ρ y J , se definen para 
todo tiempo t y para cualquier punto del espacio r, el cual depende del sistema de 
coordenadas empleado. Un tratamiento más profundo de las ecuaciones de Maxwell 
puede encontrarse en [32,33]. 
 
2.2.1.2. Ecuación de onda 
Un aspecto fundamental de las ecuaciones de Maxwell para el campo 
electromagnético es la existencia de soluciones que consisten en ondas progresivas y 
regresivas, las cuales representan el transporte de energía de un punto a otro [32,33]. 
En ausencia de fuentes, los campos que son solución de las ecuaciones de Maxwell 
también satisfacen la ecuación de onda 
 
 
01 2
2
2
2 =
∂
∂
−∇
tv
Ψ
Ψ . (2.58) 
 
Donde Ψ  representa los campos ),( trE o ),( trB . La velocidad v, que es una constante 
característica del medio, se define como 
 
 
0 0
1
r r r r
cv
ε ε µ µ ε µ
= =
.
 (2.59) 
 
Tal como se vio en la sección anterior, los campos electromagnéticos son dependientes 
del tiempo. Para una dependencia sinodal, se dice que el campo eléctrico es armónico 
con el tiempo o monocromático 
 
 ))()·cos((),( 0 rφrErE += tt ω . (2.60) 
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Donde 2 fω π=  es la frecuencia angular en rad/s. )(0 rE  es la amplitud del campo 
eléctrico real, mientras que )(rφ  representa un término de fase. Los campos 
armónicos o monocromáticos son importantes pues permiten introducir una notación 
compleja cuya consecuencia principal es la posibilidad de eliminar la dependencia 
temporal de las ecuaciones de Maxwell. La representación compleja para el campo 
eléctrico ),( trE  puede introducirse como sigue 
 
 })·({)·({))()·cos((),( ))((00
tjtj eett ωωω rErErφrErE rφ ℜ=ℜ=+= + . (2.61) 
 
Donde }{ℜ ⋅  denota la parte real de un número complejo. El vector )(rE  representa la 
amplitud compleja del campo eléctrico independiente del tiempo o simplemente 
amplitud compleja. 
 
Para una onda monocromática propagándose en la dirección indicada por el vector k, 
expresado en un sistema de coordenadas espacial dado, cualquier función de la forma 
 
 )·()·(),( rkrkr +Ψ+−Ψ=Ψ −+ ttt ωω . (2.62) 
 
Satisface la ecuación de onda (2.58), donde kk ˆ·k=  y kˆ  representa el vector unidad 
en la dirección de propagación y k es el número de onda, cuya expresión es 
 
 2k
c
π ω
λ
= =
.
 (2.63) 
 
Las soluciones que proporciona la ecuación (2.62) se llaman ondas electromagnéticas 
en el plano transversal o simplemente ondas TEM. Según la convención del IEEE [34], 
el término )·( rk−tω  indica una onda propagándose en el sentido positivo de la 
dirección dada por k , mientras que el término )·( rk+tω  se propaga en el sentido 
negativo. Para el caso de una onda propagándose en el sentido positivo del vector k, la 
amplitud compleja del campo eléctrico presenta la forma 
 
 rkrErE ·0 )·()(
je−= . (2.64) 
 
Para este tipo de onda, los campos eléctrico y magnético residen en el plano 
perpendicular a k . Además, los campos eléctrico y magnético son mutuamente 
ortogonales dentro de dicho plano, lo que también se conoce como plano equifase ya 
que todos sus puntos tienen la misma fase. 
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2.2.1.3. Polarización de onda 
Las ondas TEM tienen un carácter vectorial transversal, lo que se conoce también 
como polarización. La polarimetría caracteriza la variación espacio-temporal de los 
vectores de campo eléctrico ),( trE  y magnético ),( trB . Como se puede observar 
físicamente, la polarimetría es independiente del sistema de coordenadas espacial 
empleado para describirla. 
 
A menudo, el sistema de coordenadas cartesiano ˆ ˆ ˆ[ , , ]x y z  se emplea para simplificar la 
descripción de la onda. En este caso, el vector de propagación k  se escoge colineal a 
zˆ , por lo tanto, los campos eléctrico y magnético se hallan confinados en el plano 
ortogonal a zˆ  definido por los vectores ortogonales xˆ  e yˆ . Para una onda TEM 
monocromática, los componentes cartesianos del campo eléctrico son 
  
yxyzxzzE ˆ)cos(ˆ)cos(ˆ),(ˆ),(),( 00 yyxxyx kztEkztEtEtEt δωδω −−+−−=+=
 
    (2.65) 
   
Donde xδ  y yδ  representan dos términos de fase constantes. La ecuación     (2.65) 
también puede expresarse en forma vectorial 
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kztE
E
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δω
δω
zE . (2.66) 
 
Los dos componentes xE  y yE  verifican 
 
 22
2
0 0 0 0
2 sin ( )y x yx
x y x y
E E EE
E E E E
δ
  
+ − =        ,
 (2.67) 
 
donde x yδ δ δ= − . La ecuación anterior proporciona el lugar geométrico de los puntos 
descritos por el extremo del vector campo eléctrico ),( tzE  a lo largo del tiempo para 
todo valor de z . El extremo del campo eléctrico describe en el caso más general una 
elipse llamada elipse de polarización, cuya forma no depende ni del tiempo ni del 
espacio. La Fig. 2.9 presenta la elipse de polarización para un estado de polarización 
concreto. Todo estado de polarización elíptico se define por el siguiente conjunto de 
parámetros: 
 
 Orientación en el espacio del plano de la elipse de polarización. Dicha 
orientación la proporciona el vector normal al plano de la elipse de 
polarización. Por simplicidad se asume que es zˆ . 
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 Ángulo de orientación φ . Éste es el ángulo entre el eje mayor de la elipse y la 
dirección definida por la xˆ  positiva. Su valor se halla en el rango ]
2
,
2
[ ππ− . 
 Ángulo de elipticidad τ . Éste ángulo representa la apertura de la elipse. Su 
valor se halla en el rango ]
4
,
4
[ ππ− . 
 El sentido de polarización. Determina el sentido en que se describe la elipse de 
polarización. Dicho parámetro viene indicado por el signo del ángulo de 
elipticidad τ . Según la convención del IEEE [34], la elipse de polarización está a 
derechas si la punta del vector campo eléctrico rota en el sentido de las agujas 
del reloj para una onda observada en la dirección de propagación, dada por k .  
En caso contrario, se dice que está a izquierdas. Por lo tanto, para τ  < 0 el 
sentido de polarización es a derechas mientras que para τ  > 0 es a izquierdas. 
 
 
Fig. 2.9 Elipse de polarización. 
 
• La amplitud de la elipse de polarización A . Siendo a  y b  las amplitudes de los 
ejes  mayor y menor respectivamente según la ecuación 22 baA += . 
• La fase absoluta α  que representa la fase inicial con respecto al origen de fase 
para 0=t . Se halla dentro del rango ),[ ππ− . 
 
La Tabla 2.1 muestra los valores de los diferentes parámetros de la elipse de 
polarización para un conjunto de estados de polarización. 
 
En sentido amplio, el estado de polarización está completamente caracterizado por 
tres parámetros independientes: el ángulo de orientación, el ángulo de elasticidad 
(cuyo signo indica el sentido de polarización) y la amplitud de la elipse. 
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 Lineal Horizontal Lineal Vertical Circular a derechas Circular a izquierdas 
φ  0 
2
π
 ]
2
,
2
[ ππ−  ]
2
,
2
[ ππ−  
τ  0 0 
4
π
−  
4
π
 
Tabla 2.1 Estados de polarización. 
 
Como se ha visto con anterioridad, el estado de polarización se describe mediante dos 
parámetros independientes basados en medidas de ángulos y su amplitud. El estado 
de polarización también puede ser descrito por dos conjuntos de parámetros 
diferentes. 
 
Tal como se mostró, los componentes del vector de onda dados por la ecuación (2.66) 
también pueden expresarse mediante formulación compleja vectorial 
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
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= ωδ
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rE . (2.68) 
 
El campo eléctrico real puede recuperarse de la siguiente manera 
 
 )}({),( zEzE ℜ=t . (2.69) 
 
Puede obtenerse una descripción simple de la onda obviando el término de 
propagación en la (2.68) evaluándola en 0=z  y eliminando la dependencia temporal. 
En el plano 0=z , el campo eléctrico )0( =zE  puede representarse por 
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El vector (0)E  se conoce como el vector de Jones de una onda [37-38]. Este vector es 
la descripción compleja concisa de una onda TEM monocromática, plana y uniforme 
con un estado de polarización dado. El vector de Jones únicamente contiene 
información concerniente al estado de polarización ya que la información de 
propagación ha sido eliminada. Merece la pena mencionar que el vector de Jones es 
un vector complejo bidimensional y no un vector bidimensional en el espacio real. 
 
El vector de Jones describe completamente la forma de la elipse de polarización, pero 
no el sentido de rotación del vector campo eléctrico. Esto es debido a que el vector de 
Jones no contiene la información de propagación. Este problema se soluciona 
introduciendo el concepto de vector de Jones direccional [39-41]. En este caso, la 
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información de dirección de propagación se introduce mediante los símbolos “ + ” y 
“ − ”, de manera que +E  indica el vector de Jones  para una onda que se propaga en el 
sentido positivo de k, mientras que −E  corresponde al vector de Jones de una onda 
propagándose en el sentido negativo de k.  Tanto el lugar geométrico de los puntos de 
la elipse de polarización como el sentido de rotación son independientes de la 
dirección de propagación. Para el vector de Jones de una onda propagándose en el 
sentido positivo de k, +E , el vector −E  con el mismo vector de Jones pero para la 
dirección de propagación opuesta, tiene el mismo lugar geométrico de los puntos de la 
elipse de polarización con el mismo ángulo de orientación y el mismo sentido de 
rotación pero con elipticidad opuesta τ τ− += - . El vector de Jones de una onda que se 
propaga en la dirección -k con la misma polarización se obtiene a partir de +E  
tomando el complejo conjugado: 
 
 Polarización { −E } = Polarización { +E }  si y sólo si 
*
− +=E E . (2.71) 
 
Esto es cierto para toda base de polarización lineal ortonormal. La conjugación 
compleja cambia el signo de la diferencia de fase δ  y, por tanto, el sentido de rotación 
pero deja invariante la elipticidad a causa de la dirección opuesta de propagación. 
 
Stokes introdujo una descripción del estado de polarización basada en cuatro 
cantidades reales medibles en el campo de la polarización óptica [42]. Estas cuatro 
cantidades reales medibles 0g , 1g , 2g  y 3g  se conocen como los parámetros de 
Stokes, que son función de los componentes del vector de Jones. Estos cuatro 
parámetros pueden disponerse en forma vectorial, dando lugar así al vector de Stokes 
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g . (2.72) 
 
Tal como sucede en el caso del vector de Jones, el vector de Stokes es un vector de 
estado de polarización y no un vector de polarización, ya que no contiene información 
de la propagación de la onda. Al contrario que el vector de Jones, el vector de Stokes 
es una representación real del estado de polarización, y sólo tres componentes son 
independientes para ondas totalmente polarizadas 
 
 
0 1 2 3
2 2 2 2g g g g= + + . (2.73) 
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Los parámetros de Stokes  1g , 2g  y 3g  pueden interpretarse como las coordenadas 
cartesianas de un punto en una esfera de radio g0. Por lo tanto, es posible mapear 
cualquier estado de polarización en un punto de una esfera tridimensional conocida 
como esfera de Poincaré [43]. 
 
2.2.1.4. Ondas totalmente y parcialmente polarizadas 
Previamente, el interés se ha centrado en describir las ondas monocromáticas, cuyo 
estado de polarización no cambia en el tiempo. Dichas ondas también se definen como 
ondas totalmente polarizadas. Por otro lado, puede suceder que los parámetros que 
definen el estado de polarización presenten una dependencia con el tiempo, es decir: 
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En general, los parámetros 0 ( )xE t , 0 ( )yE t , ( )x tδ  y ( )y tδ  presentarán una variación 
temporal aleatoria y, por tanto, la elipse de polarización dejará de ser estable en el 
tiempo. Al contrario, la elipse de polarización presenta una variación aleatoria en su 
forma. Aquellas ondas en que el extremo del campo eléctrico describe una trayectoria 
media alrededor de una elipse se llaman ondas parcialmente polarizadas, mientras que 
aquellas ondas en que se describe una trayectoria completamente aleatoria se definen 
como no-polarizadas [38,44]. En este último caso, no es posible identificar una elipse 
de polarización media. 
 
Como el estado de polarización varía aleatoriamente con el tiempo es necesario 
obtener el estado de polarización medio de la onda. Así, el estado de polarización 
como fuente de información toma sentido únicamente desde un punto de vista 
estadístico. La primera consecuencia de este hecho es que sólo aquellos descriptores 
que permitan la introducción de información estadística serán adecuados para 
describir la polarización de la onda [38,44]. 
 
El estado de polarización para ondas totalmente polarizadas está completamente 
caracterizado por el vector de Jones. Dicho vector ya no resulta válido para describir 
ondas parcialmente polarizadas puesto que varía con el tiempo [38,44]. Al contrario, es 
posible describir el estado de polarización medio de una onda parcialmente polarizada 
mediante la matriz de coherencia de onda J, definida como [38] 
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donde {}E ⋅  representa el operador esperanza. Tal como se ha definido, la matriz de 
coherencia de onda es una matriz 2x2 compleja hermítica que contiene todos los 
momentos de segundo orden del vector de Jones. 
 
Las ondas parcialmente polarizadas también pueden describirse mediante el vector de 
Stokes. En este caso, puesto que todos los elementos del vector de Stokes son 
momentos de segundo orden, es posible obtener el valor medio de dichos términos 
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g . (2.76) 
 
En el caso de las ondas parcialmente polarizadas, los cuatro parámetros de Stokes ya 
no son dependientes, 
 
 2 2 2 2
0 1 2 3g g g g≥ + + . (2.77) 
 
El grado de polarización pD  mide la relación entre la energía totalmente polarizada y 
la energía total de la onda [38]. Este parámetro puede expresarse como función de los 
elementos de la matriz de covarianza de onda o como función de los parámetros del 
vector de Stokes 
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2
3
2
2
2
1
2|)(|
||41
g
ggg
tr
Dp
++
=−=
J
J , (2.78) 
 
donde ( )tr ⋅  denota la traza de la matriz. El grado de polarización varía de 0 a 1. Para 
1=pD , significa que la onda está totalmente polarizada, mientras que si 0=pD  la 
onda está no-polarizada. Para cualquier valor entre 0 y 1, el estado de polarización 
instantáneo posee un estado medio. 
 
En el caso de una onda reflejada por la superficie de la Tierra y registrada por un 
sistema SAR, es importante clarificar el concepto de polarización de onda en dicho 
escenario. Tal como se ha mostrado, la superficie de la Tierra se ha modelado como un 
conjunto de objetos de interés puntuales situados aleatoriamente.  Para cada celda de 
resolución, la onda registrada es la suma coherente de las ondas reflejadas por cada 
uno de los objetos puntuales. Puesto que la disposición de los objetos puntuales varía 
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entre las diferentes celdas de resolución, el estado de polarización de la onda recibida 
también será aleatorio y diferente para cada celda.  
 
A causa de este hecho, las ondas recibidas pueden ser consideradas como 
parcialmente polarizadas en el espacio. De esta manera, si el objetivo es caracterizar 
dicho objeto, debe realizarse estadísticamente, puesto que este tipo de análisis 
permitirá obtener el comportamiento promedio del objeto. 
 
2.2.2 Mecanismo de scattering 
 
En la Sección 2.1 se ha descrito un sistema SAR de un único canal. Dicho sistema se 
basa en enviar una onda EM para posteriormente registrar la versión reflejada por la 
superficie de la Tierra. Mediante este proceso es posible obtener información acerca 
del comportamiento de reflexión de la superficie. 
 
La complejidad se incrementa en el caso de sistemas PolSAR, ya que hay más canales 
de información disponibles. Para el caso de objetos puntuales, el problema 
polarimétrico no presenta demasiadas dificultades, Fig. 2.10. El problema viene 
cuando se emplea la polarimetría con el fin de obtener información de objetos 
distribuidos. En este caso, la aleatoriedad que tiene lugar en el proceso de reflexión 
hace que la información polarimétrica resulte útil tan sólo desde un punto de vista 
estadístico en este tipo de blancos. Además, dicha aleatoriedad hará que los datos 
PolSAR estén contaminados por ruido speckle. En este caso, el problema del ruido 
speckle resulta más complicado, puesto que los canales de información presentan 
cierto grado de correlación, lo cual es a la vez una fuente de información importante 
del blanco de interés. En el presente trabajo, el interés se centrará en los datos PolSAR 
para el estudio de zonas de cultivo. 
 
El concepto de reflexión, o scattering, de onda polarimétrica puede analizarse desde 
dos perspectivas diferentes. En ambos casos el punto de partida es el mismo, una onda 
incidente con ciertas propiedades polarimétricas.  
 
En la mayoría de los casos, dicha onda está totalmente polarizada. El primer caso 
consiste en hallar las expresiones de los campos reflejados para un objeto dado. En 
segundo lugar, para una onda reflejada dada, el problema consiste en obtener 
información acerca de las propiedades polarimétricas del objeto. El presente trabajo se 
centra en este segundo caso. 
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Fig. 2.10 Interacción de la onda incidente y el blanco sencillo. 
 
2.2.3 Matriz de scattering 
Antes de definir formalmente la matriz de scattering, es importante describir de forma 
matemática el escenario global en que un sistema SAR obtiene imágenes de un blanco 
particular. En primer lugar se define un sistema de coordenadas cartesianas global 
ˆ ˆ ˆ[ , , ]x y z  con su origen localizado en el blanco de interés. Todos los componentes 
transversales de los diferentes campos estarán referidos a dicho sistema de 
coordenadas. Sin pérdida de generalidad, es posible asumir que el sistema SAR está 
compuesto de dos antenas, esto es, una transmisora y otra receptora, localizadas en 
cualquier punto del espacio. Cuando las antenas transmisora y receptora se hallan 
situadas en posiciones diferentes, el proceso de reflexión, scattering, es referido como 
forward scattering o configuración biestática, mientras que si ambas antenas se hallan 
en el mismo punto se conoce como backscattering o configuración monoestática. El 
vector de campo eléctrico transversal puede ser descrito mediante dos estados de 
polarización ortogonales [45], (2.66). Se asumirá que dichos estados son la polarización 
lineal horizontal, hˆ , y la polarización lineal vertical vˆ , las cuales definen la base lineal 
de polarización { }ˆ ˆ,h v . Por lo tanto, el campo incidente está compuesto de las 
componentes ihE  y 
i
vE . Las componentes transversales del campo incidente se refieren 
al sistema de coordenadas local centrado en la antena transmisora [ iii kvh ˆ,ˆ,ˆ ].  
 
En este punto, existen dos convenciones diferentes acerca de la definición del sistema 
de coordenadas del campo reflejado, scattered, [ iii kvh ˆ,ˆ,ˆ ]. La primera convención, 
llamada Forward Scattering Alignment o FSA se define relativa a la onda propagada, 
por lo tanto también es conocida como sistema de coordenadas orientado a la onda, 
wave oriented. La segunda convención, Backward Scattering Alignment o BSA, se 
define con respecto a las antenas de radar de acuerdo con el estándar IEEE [34], el cual 
define el estado de polarización de una antena como la polarización de la onda radiada 
por la antena, incluso cuando se usa como antena receptora. La Fig. 2.11 representa 
ambas situaciones.  
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Fig. 2.11 Sistema de referencia. a) Convención FSA  b) Convención BSA. 
 
Como consecuencia de lo anteriormente descrito, las equivalencias entre los sistemas 
de coordenadas de los campos incidente y transmisor son, para la dirección de 
backscattering 
 
Convención FSA Convención BSA 
ˆ ˆ= −s ih h  ˆ ˆ=s ih h  
ˆ ˆ=s iv v  ˆ ˆ=s iv v  
is kk ˆˆ −=  is kk ˆˆ =  
 
Bajo la convención BSA, las componentes de los campos eléctricos incidente y 
reflejado se expresan mediante el mismo sistema de coordenadas. Con el fin de 
relacionar ambos campos eléctricos bajo la convención FSA, debe tenerse en cuenta 
que is hh ˆˆ −= . Para la convención BSA, asumiendo los campos incidente y reflejado 
siguientes, 
 
 ˆ ˆi i ih i v iE E E= +h v  (2.79) 
 ˆ ˆs s sh s v sE E E= +h v , (2.80) 
 
es posible relacionar las diferentes componentes, bajo la asunción de campo lejano, 
mediante una matriz 2x2 adimensional compleja del objeto de interés, S , como 
[17,35,36,40] 
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Y así 
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O de forma equivalente 
 
 i
jkr
s
r
e ESE ·
−
= , (2.83) 
 
donde r indica la distancia entre el objeto de interés y la antena receptora, y k es el 
número de onda de la onda incidente, de valor igual a 
λ
π2 . El superíndice s hace 
referencia al campo reflejado, scattered. La matriz de scattering S  relaciona el vector 
de Jones del campo incidente, una onda propagándose en el sentido positivo de ki, con 
el vector de Jones del campo reflejado, una onda propagándose en el sentido negativo 
de ki. Mediante el empleo del concepto de vectores de Jones direccionales y 
eliminando la constante de propagación, la ecuación (2.83) puede escribirse como 
 
 is
−+ = ESE ·  (2.84) 
 *· is ++ = ESE  (2.85) 
 is
−− = ESE ·
*  (2.86) 
 
La ecuación (2.83), conocida como ecuación de campo, representa la primera piedra 
angular de la teoría de polarimetría radar. La matriz de scattering también puede 
definirse bajo la convención FSA. Considerando is hh ˆˆ −= , 
 
 
BSAFSA SS ·10
01






−
= . (2.87) 
 
El factor de propagación 
r
e jkr−
 será eliminado en lo sucesivo puesto que no afecta a la 
información de polarización. A partir de ahora, se asumirá que S  se expresa bajo la 
convención BSA. Generalmente, la matriz S  se refiere a la matriz de scattering 
coherente para un sistema biestático bajo la convención BSA. Para el caso 
monoestático bajo la misma convención, S  se conoce como matriz de Sinclair, 
mientras que bajo la convención FSA, S  se conoce como matriz de Jones. 
 
 
Fig. 2.12 Izquierda) Caso monoestático  Derecha) Caso de backscattering. 
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Los elementos de la matriz de scattering pqS  se llaman amplitudes de scattering 
complejas, ya que son números complejos (de hecho pqS  son las imágenes SAR). Estas 
componentes se entienden como coeficientes que relacionan la componente de 
campo incidente con polarización qˆ  con el campo reflejado con polarización pˆ . Estas 
componentes contienen básicamente la misma información pero introduciendo 
dependencia con la polarización e información de fase. De hecho, estos coeficientes (y 
la matriz S  por extensión) son función de la frecuencia, la geometría de la adquisición 
de la imagen, la polarización y las propiedades físicas del scattering [6,46]. 
 
Mediante el teorema de reciprocidad [47,48], es posible obtener las siguientes 
equivalencias. Para la convención BSA 
 
 vh hvS S= . (2.88) 
 
Y para la convención FSA 
 
 vh hvS S= − . (2.89) 
 
En general, la matriz de scattering biestática puede contener hasta siete parámetros 
reales independientes, cuatro amplitudes y tres fases relativas. A causa de las 
relaciones presentadas en la ecuación (2.88) y (2.89), la matriz de scattering de 
backscattering contiene sólo hasta cinco cantidades reales independientes, tres 
amplitudes y dos fases relativas. 
 
2.2.3.1. El vector de scattering 
Tal como se ha presentado en las ecuaciones (2.81) y (2.82), la matriz de scattering 
describe las propiedades polarimétricas de scattering mediante una matriz compleja 
2x2. Esta información puede disponerse en forma vectorial, lo que se conoce como 
vector de scattering. Mediante un operador de vectorización )(SV [49,50] 
 
 TkkkktrV ],,,[)·(·
2
1)( 32104 === HSSk , (2.90) 
 
donde T  indica transposición y (·)tr  indica la traza de la matriz. En este caso, H  es una 
base matricial compleja 2x2 que se construye como un conjunto ortogonal bajo el 
producto escalar hermítico. La introducción del concepto de vector objetivo, target 
vector, permitirá extraer información polarimétrica de S  para objetos distribuidos 
[51]. 
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El primer conjunto ortogonal de matrices H  empleado para obtener el vector objetivo 
es la base lexicográfica. En este caso, la base se obtiene mediante la ordenación 
lexicográfica directa de los elementos de S , 
 
 2 0 0 2 0 0 0 0
, , ,
0 0 0 0 2 0 0 2L
H
        
=         
        
. (2.91) 
 
Usando LH  como base para la descomposición, el vector de scattering obtenido es 
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El vector 4Lk  es el vector de scattering convencional. Su ventaja principal es que sus 
elementos se corresponden directamente con las entradas de la matriz de scattering. 
La segunda base para la descomposición es la conocida como base de Pauli: 
 
 1 0 1 0 0 1 0
2 , 2 , 2 , 2
0 1 0 1 1 0 0P
j
H
j
 −        
=         −        
. (2.93) 
 
En este caso, el vector de scattering que se obtiene presenta la expresión 
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La principal ventaja del vector 4Pk  es que sus componentes pueden relacionarse 
directamente con mecanismos físicos de reflectividad (scattering) elementales. 
 
Un parámetro importante de los vectores de scattering es la norma del vector k , que 
en este caso recibe el nombre de Span. El Span es la potencia total reflejada, por lo 
tanto tiene que ser independiente de la base matricial H . Por este motivo, un factor 
de 2 y un factor de 2  se han incluido en la ecuación (2.91) y (2.93) respectivamente. 
El Span se define como 
 
 2222*
44
2
4)( vvvhhvhh
T
LLL SSSSSpan +++=== kkkS . (2.95) 
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Los vectores de scattering, ecuaciones (2.92) y (2.94), pueden simplificarse en el caso 
de backscattering mediante 
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En el caso del vector 3Lk  se introduce un coeficiente 2  para mantener el Span. 
 
2.2.3.2. Matriz de scattering para objetos distribuidos 
Hasta este punto, el interés se ha centrado en definir la matriz de scattering para 
objetos puntuales. Estos objetos son estables en el tiempo y/o el espacio. Por tanto, 
las propiedades polarimétricas de la onda reflejada no cambian en el tiempo o el 
espacio. Puesto que tanto la onda incidente como la reflejada están totalmente 
polarizadas, la matriz de scattering es capaz de describir las propiedades 
polarimétricas del blanco. Esta situación cambia radicalmente para blancos 
distribuidos. En el caso de tener un conjunto de blancos situados aleatoriamente, se ha 
mostrado anteriormente que el vector de Jones no es capaz de describir las 
propiedades polarimétricas de la onda reflejada, puesto que presenta una variación 
aleatoria en el tiempo y/o el espacio. De esta manera, puesto que la matriz de 
scattering S  relaciona los vectores de Jones de las ondas incidente y reflejada, dicha 
matriz ya no resulta válida para describir las propiedades polarimétricas de un objeto 
distribuido, ya que sus componentes son también procesos aleatorios. 
 
 
Fig. 2.13 Interacción de la onda incidente y un blanco distribuido. 
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Un sistema SAR polarimétrico evalúa los cuatro elementos de la matriz de scattering 
para cada celda de resolución como cuatro imágenes SAR complejas. En la sección 
2.1.3 se mostró que la imagen SAR compleja puede modelarse por )
2
,0(
2σ
cN . Por 
tanto, los cuatro canales complejos de la matriz de scattering pueden modelarse 
también como distribuciones gaussianas complejas de media nula )
2
,0(
2σ
cN . Lo más 
importante en el caso de datos PolSAR, es la presencia de correlación entre los 
elementos de la matriz de scattering. 
 
Asumiendo que 3L=k k  o 4L=k k , el vector k  está definido por una pdf 
multidimensional gaussiana compleja de media nula y con la matriz de covarianza C  
adecuadamente definida en cada caso [52,53,54] 
 
 kCk
C
k
1*
·1)(
−−=
T
ep Qk π
, (2.98) 
 
donde 3Q =  para una configuración monoestática, 3Lk , mientras que 4Q =  para una 
configuración SAR biestática, 4Lk . La pdf multidimensional gaussiana compleja de 
media nula y varias variables presentadas en la ecuación (2.98) y simbolizada por 
),( C0N , está completamente determinada por la matriz de covarianza compleja, 
hermítica y semidefinida positiva para la configuración monoestática [27] 
 
 { }TLLE *33 kkC = . (2.99) 
 
Y para la configuración biestática 
 
 { }TLLE *44 kkC = . (2.100) 
 
Un teorema general para pdfs gaussianas complejas de varias variables de media nula 
postula que el momento de orden n del producto central es cero si n es impar, y es 
función del momento de segundo orden para n par mayor que 2 [27,55,56]. Como 
resultado, la matriz de covarianza C  caracteriza completamente las estadísticas de la 
matriz de scattering S . La matriz C  contiene, de hecho, información acerca de la 
potencia de los elementos de la matriz de scattering e información acerca de la 
estructura de correlación de dichos elementos. 
 
Nótese que { } 0E =k  y, por tanto, no puede extraerse información de S  de manera 
directa. Para poder extraer información y caracterizar el comportamiento aleatorio de 
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la matriz de scattering es necesario hacerlo sobre momentos de mayor orden, esto es, 
sobre la matriz de covarianza C . 
 
2.2.4 Las matrices de covarianza C  y coherencia T  
 
La mayoría de los objetivos naturales, a causa de su estructura compleja, no pueden 
ser considerados como objetos perfectos que producen ondas totalmente polarizadas. 
Como resultado, este tipo de objetos no pueden ser completamente caracterizados 
por la matriz de scattering S . El paso lógico para caracterizar objetos distribuidos es 
obtener la información de interés de los momentos de mayor orden. Dicho paso ya se 
dio a la hora de describir ondas parcialmente polarizadas, sección 2.2.1, 
describiéndolas mediante el vector de Stokes o la matriz de covarianza de onda. Por lo 
tanto, los objetos distribuidos se describirán mediante momentos de segundo orden. 
 
La primera manera de describir ondas parcialmente polarizadas ha sido el empleo del 
vector de Stokes real. Si las propiedades de polarización tanto de la onda incidente 
como de la reflejada se describen mediante vectores de Stokes, entonces dichos 
vectores pueden relacionarse mediante la matriz de Müller M  [57]. Esta matriz recibe 
el nombre de matriz de Kennaugh para una configuración SAR monoestática. Tal como 
se hizo para las ondas electromagnéticas, las matrices de Müller o Kennaugh son 
capaces de describir objetos distribuidos en el espacio real. 
 
La segunda formulación empleada para describir las propiedades polarimétricas de 
ondas electromagnéticas parcialmente polarizadas es la matriz de covarianza de onda 
compleja. Es posible establecer una formulación paralela para el caso de los objetos 
distribuidos, describiéndolos mediante la matriz de covarianza compleja del blanco. 
Empleando el vector de scattering con respecto a la base matricial lexicográfica, 
ecuaciones (2.92) y (2.96), la matriz de covarianza hermítica y semidefinida positiva del 
blanco se define para una configuración biestática como 
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En cambio, la matriz de covarianza se define para una configuración monoestática de 
forma ligeramente distinta al no tener una cuarta componente en la matriz: 
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Las matrices 4C  y 3C , caracterizan completamente la aleatoriedad de la matriz de 
scattering. La ventaja de la matriz de covarianza es que contiene, de una manera 
directa, los productos hermíticos entre los elementos de la matriz de scattering.  De 
manera similar, es posible definir una matriz de coherencia T  mediante el empleo del 
vector de scattering obtenido a partir de la base matricial de Pauli. Para una 
configuración biestática dicha matriz se define como 
 
 { }TPPE *444 kkT = . (2.103) 
 
Mientras que para una configuración monoestática es 
 
 { }TPPE *333 kkT = . (2.104) 
 
La ventaja de la matriz de coherencia es que sus elementos pueden relacionarse más 
fácilmente con mecanismos físicos simples de reflexión (scattering). 
 
Tanto el vector de scattering convencional como el vector de scattering obtenido a 
partir de la base de Pauli se obtienen de la matriz de scattering y, por tanto, contienen 
la misma información. Del mismo modo, las matrices de covarianza y coherencia 
contienen la misma información puesto que únicamente difieren en la manera en que 
la información está dispuesta. Las equivalencias entre las matrices de covarianza y 
coherencia son [51] 
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Las matrices de coherencia y de covarianza pueden ser matrices de rango completo 
para el caso de objetos distribuidos. Pueden ser matrices de rango 4 para una 
formulación general y rango 3 para el caso de backscattering. Tras el proceso de 
promediado o estimación, la relación simétrica entre la matriz de scattering y las 
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matrices de coherencia y covarianza se pierde en el caso de objetos distribuidos y solo 
se mantiene en el caso de objetos puntuales [51].  
 
Una matriz de coherencia o covarianza general 4x4 contiene hasta dieciséis 
parámetros reales independientes. Del mismo modo, para el caso de backscattering, 
dichas matrices contienen hasta nueve parámetros reales independientes. Por otro 
lado, la matriz de scattering puede contener tan solo siete parámetros independientes 
en el caso más general, mientras que únicamente cinco en el caso monoestático. Estas 
diferencias en el número de parámetros independientes contenidos en las matrices 
evidencian la incapacidad de la matriz de scattering para describir procesos de 
reflexión (scattering) en el caso de objetos parciales o distribuidos. Tal como se ha 
presentado previamente, dicha incapacidad está causada por la imposibilidad de la 
matriz de scattering de describir las propiedades de correlación de sus elementos. 
 
2.2.4.1 Estadística de la matriz de covarianza 
 
Para objetos distribuidos, la identificación y clasificación de la estructura del objeto de 
interés sólo puede hacerse mediante los momentos de segundo orden. La sección 
anterior mostró que los vectores de scattering convencionales, L3k  o L4k , están 
distribuidos según ),( 3C0N  y ),( 4C0N , respectivamente. El enlace directo entre la 
matriz de scattering S  y la matriz de covarianza C  hace posible obtener la estadística 
de esta matriz. En este texto se presentará únicamente el modelo estadístico de C , 
puesto que las matrices C , T  y M  son descriptores equivalentes para objetos 
distribuidos. De esta manera, se analizará únicamente uno de ellos, extendiendo los 
resultados al resto. 
 
La matriz de covarianza se define a partir del operador esperanza E{·} para procesos 
estacionarios en sentido amplio. Por lo tanto, la matriz de covarianza tiene que 
estimarse, es decir, debe estimarse el promedio conjunto de cada uno de los 
elementos de la matriz de covarianza. Asumiendo que los procesos pqS , rsS  y 
*
rspq SS  
son: 
 
• Estacionarios en sentido amplio, que significa que el promedio espacial de cada 
proceso converge a un límite finito. 
 
• Ergódicos en media, que significa que los diferentes promedios espaciales de 
cada proceso convergen al mismo límite: el promedio conjunto. 
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El operador esperanza se puede estimar, bajo las anteriores hipótesis, mediante un 
promediado espacial [58] 
 
 * *
1
1
k k
N
pq rs pq rs
k
S S S S
N =
= ∑
,
 (2.107) 
 
donde N indica el número de píxeles promediados. La condición previa se refiere al 
cálculo de la matriz de covarianza para procesos estacionarios en sentido amplio. La 
primera condición no se cumple para imágenes SAR reales puesto que son procesos no 
estacionarios. Por tanto, la condición de estacionariedad debe relajarse de manera que 
la imagen SAR sea considerada como un proceso localmente estacionario. Ello implica 
que la estadística debe considerarse fija para el área local en que se calcula el 
promedio espacial, esto es, los N píxeles pertenecen a la misma clase estadística. Si el 
proceso no es localmente estacionario, el valor que se obtiene del promediado 
espacial carece de significado. Como resultado, la estadística debe calcularse mediante 
un promediado local. 
 
La estimación de los elementos de la matriz de covarianza mediante el promediado de 
las matrices de covarianza de N píxeles se llama proceso de multilook, que es el 
estimador de máxima verosimilitud de las matrices de covarianza, ecuación (2.101) y 
(2.102). El promedio multilook presenta dos inconvenientes importantes. Primero, los 
valores estimados dependen claramente del número de píxeles promediados, de 
manera que, cuanto mayor sea dicho número, mejor será la estimación de la matriz de 
covarianza [58], es decir, mayor será la reducción de varianza y por lo tanto mayor la 
reducción de ruido speckle. Por otro lado, este promediado espacial introduce una 
reducción de la resolución espacial con una clara pérdida de detalle en la imagen, de 
manera que, cuanto mayor sea el número de píxeles promediados, mayor será la 
pérdida de resolución espacial.  
 
La matriz de covarianza estimada Z  para una configuración SAR monoestática en la 
base de polarización lineal { }vh ˆ,ˆ , se define como [18,52,53,59] 
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donde TLLk kk
*
33 kkC =  es la matriz de covarianza calculada para el píxel k-ésimo de la 
imagen SAR. A la matriz Z  se la conoce a menudo como datos PolSAR N-look. Basada 
en la distribución gaussiana compleja de media nula y varias variables para el vector 
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objetivo k, la matriz de covarianza estimada Z  se describe estadísticamente mediante 
una distribución Wishart compleja ),( NW C [59] 
  
 
N
NtrQNQN
QNK
eN
p
C
Z
Z
ZC
z
),(
)(
)( 1−−−
= , (2.109) 
 
donde ( , )K N Q  es la función 
 
 (1/ 2) ( 1)( , ) ( )... ( 1)Q QK N Q N N Qπ −= Γ Γ − + . (2.110) 
 
En la cual Q  representa la dimensión del vector k y Γ es la función gamma y N ≥ Q. Por 
lo tanto, para un caso general 4=Q , mientras que para el caso de backscattering 
3=Q . 
 
Un caso particular importante de la distribución dada por la ecuación (2.109) es la 
distribución para imágenes 1-look, esto es 1=N . En este caso, la matriz de covarianza 
se obtiene simplemente como el producto hermítico del vector de scattering para cada 
píxel de la imagen. Puesto que no se aplica ningún proceso de estimación debido a la 
aleatoriedad de los datos, puede afirmarse que la información útil, es decir la 
información promedio, está contaminada por dicha aleatoriedad. En lo que respecta a 
imágenes SAR unidimensionales, la componente aleatoria mencionada es una medida 
electromagnética verdadera conocida como speckle, pero únicamente puede ser 
analizada por medios estadísticos debido a su complejidad. 
 
Todos los elementos de la matriz de covarianza son el producto hermítico de dos 
elementos de la matriz de scattering, 
 
 )(** rspqj
rspqrspq eSSSS
θθ −= , (2.111) 
 
donde los índices p, q, r y s pertenecen a la base de polarización lineal ortogonal 
{ }ˆ ˆ,h v .  
 
De hecho, podrían pertenecer a cualquier base de polarización ortogonal. Además, las 
propiedades estadísticas de los productos *pq rsS S  son independientes del número de 
canales Q. Como resultado, todos los elementos de la matriz de covarianza comparten 
las mismas propiedades estadísticas, permitiendo así analizar uno de ellos y extender 
los resultados al resto [52,53].  
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Finalmente se define el factor de correlación como 
 
 
}{}·{
}{
22
*
rspq
rspq
SESE
SSE
=ρ . (2.112) 
 
2.2.5 Ruido speckle multi-look en datos SAR polarimétricos 
 
De la sección 2.2.3, se deduce que los datos PolSAR pueden ser interpretados como la 
contribución de dos componentes diferentes. Por un lado, hay una componente de 
señal útil que contiene información acerca del proceso de reflexión (scattering). Dicha 
información se halla contenida básicamente en el valor medio de los datos. Por otra 
parte, estos datos están contaminados por una contribución aleatoria, que en este 
caso también se conoce como ruido speckle. De nuevo, es importante mencionar que 
el speckle es una medida electromagnética verdadera, pero debe analizarse como una 
señal de ruido debido a la complejidad que envuelve al proceso de adquisición de la 
imagen. 
 
La manera más obvia de hallar un modelo de ruido para la matriz de covarianza es 
extender el ruido speckle multiplicativo que se presentó para imágenes SAR 
unidimensionales. Para dicho caso, se asume que cada uno de los elementos de la 
matriz de scattering sigue 
 
 pqj
pqpqpq enS
θσ= . (2.113) 
 
Donde n es el ruido speckle, pqσ  es la RCS local proporcional al coeficiente de 
backscattering dado en ecuación (2.41) y pqθ  representa la medida de fase verdadera. 
Entonces 
 
 *)(*
rspq
j
rspqrspq nneSS rspq
θθσσ −= . (2.114) 
 
Con el fin de recuperar la información verdadera de la ecuación (2.114) es necesario 
que la componente de ruido speckle se elimine al promediar, imponiendo  * 1pq rsn n =  
para pq rs=  y cero en cualquier otro caso. Una variable gaussiana compleja con esta 
estructura de covarianza es degenerada en el sentido que la matriz es una matriz 
diagonal. Ello produciría que el ruido speckle fuera el mismo en todas las imágenes 
SAR, lo cual no es cierto [18]. Además, la naturaleza gaussiana conjunta deja de ser 
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válida. Esta extensión no es válida porque se asume que la fase del canal SAR está 
uniformemente distribuida, lo que significa que usos posteriores de la fase no son 
posibles. 
 
El estudio del ruido speckle tiene que ver con procesos gaussianos complejos de media 
nula. Cuando se considera dichos procesos por separado, solo es posible obtener 
información útil a partir de la intensidad. Por el contrario, para procesos correlados, se 
demuestra que la combinación coherente de los datos es una fuente importante de 
información acerca del blanco. Si se observa el teorema de los momentos para 
procesos gaussianos complejos puede comprobarse que los momentos de segundo 
orden constituyen la piedra angular desde el punto de vista del contenido en 
información [55,56,60]. Por lo tanto, el producto hermítico complejo de un par de 
imágenes SAR es la fuente de información clave. Y es por esto que la matriz C pasa a 
ser qS , ecuaciones (2.101) y (2.102). 
 
En [61] se propone un modelo de ruido speckle para imágenes SAR multicanal basado 
en el estudio de dicho par de imágenes SAR. Así, dado el par de imágenes 1S  y 2S , la 
matriz de covarianza single-look Z se define 
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Cada elemento de la misma puede expresarse como 
 
 ( )k lj j
k l k lS S S S e ze
θ θ φ−∗ ∗= = . (2.116) 
 
Y su amplitud z y fase φ  están distribuidas según 
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y según 
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 (2.118) 
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Donde ρ  es el coeficiente de correlación complejo entre el par de imágenes (2.112), 
ϕ  es una medida de la potencia media en ambos canales y su valor es 1 2ϕ σ σ= , 1σ  
y 2σ  son los coeficientes de backscattering de las imágenes 1S  y 2S  respectivamente, 
β  vale ( )cos xβ ρ φ φ= −  donde xφ  contiene la diferencia de fase efectiva entre el par 
de imágenes SAR, 0I  es la función de Bessel modificada de primera clase y 0K  es la 
función de Bessel modificada de tercera clase. 
Introduciendo el modelo de ruido del fasor de diferencia de fase [62,63] se observa 
que las partes real e imaginaria del producto hermítico de un par de imágenes SAR se 
dividen en tres términos aditivos, de la siguiente manera 
 
 xj
c
j ejzvzvzNze φφ )]([ '2
'
1 ++= . (2.119) 
 
Analizando cada uno de los términos por separado y su contribución al ruido global se 
llega al siguiente modelo de ruido speckle para el producto hermítico de un par de 
imágenes SAR 
 
 ( ) ( )x xj jk l c n m c n ar aiS S N z n e N z e n jnφ φϕ ϕ ρ ϕ∗ = + − + + . (2.120) 
 
Donde mn  es una componente de ruido multiplicativo asociada al primer término, arn  
y ain  son componentes de ruido aditivo asociadas respectivamente a las partes real e 
imaginaria del producto hermítico, nz  es la esperanza de la amplitud normalizada del 
producto hermítico, obtenida para el caso 1ϕ = ,  y cN  contiene aproximadamente la 
misma información que la coherencia ρ . Nótese que el modelo de ruido speckle del 
producto hermítico se halla determinado básicamente por el comportamiento 
estadístico de la diferencia de fase promedio. Se puede hacer una clasificación de los 
términos que componen la expresión anterior: 
 
 ( ) ( )x xj jk l c n m c n ar ai
TERMINO TERMINO
MULTIPLICATIVO ADITIVO
S S N z n e N z e n jnφ φϕ ϕ ρ ϕ∗ = + − + + 
 
(2.121) 
 
Así, al primer término aditivo de la ecuación (2.121) se le llamará término 
multiplicativo puesto que, en este caso, la señal útil está contaminada por la 
componente multiplicativa de ruido speckle mn . Por otro lado, al segundo y tercer 
términos se les llama término aditivo del modelo pues el segundo término aditivo, el 
cual contiene señal útil, se halla contaminado por las componentes aditivas de ruido 
speckle de media nula arn  y ain  del tercer término aditivo.  
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La ecuación (2.120) puede considerarse como una generalización de los modelos de 
ruido speckle ya descritos. Por construcción, la expresión anterior es consistente con el 
modelo de ruido speckle aditivo para la diferencia de fase, como se ha visto. También 
será consistente con el modelo multiplicativo de ruido speckle asociado a la intensidad 
de imágenes SAR, ya que, en este caso, k l=  y por tanto 1ρ =  y 0xφ =  rad. Entonces 
se obtiene 
 
 2
k k k mS S S nϕ
∗ = = , (2.122) 
 
donde en este caso, { }2kE Sϕ = . 
 
2.2.6 Descomposición polarimétrica e interpretación de H/A/α Full-Pol. 
 
Existen numerosas descomposiciones polarimétricas cuyo objetivo es la extracción de 
información útil a partir de los datos SAR, tales como: Huynen [65], Krogager [66], 
Cameron [67], Freeman-Durden [68] o TSVM [69]. Cloude y Pottier propusieron un 
método para extraer información sobre el mecanismo de scattering basado en 
estadísticas de segundo orden para imágenes polarimétricas SAR [64], Fig. 2.14. El 
análisis de la matriz de coherencia 3T , obteniendo sus autovectores y autovalores, 
aporta la información necesaria para las descomposiciones polarimétricas 
incoherentes que buscamos.  
 
Éste método, basado concretamente en el análisis de los autovalores de la matriz 3T  
utiliza un modelo estadístico de Bernouilli de tercer nivel para generar las estimaciones 
de los parámetros de dispersión de los objetivos analizados.  
 
 
Fig. 2.14 Imagen Pauli SAR de RADARSAT-2 en Fine Quad-Pol (FQ4).  
Descomposición Pauli: Azul |S11+S22| Verde |S12+S21| Rojo | S11-S22|. 
 
Los autovalores y autovectores de la matriz de coherencia 3T  3x3 pueden ser 
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calculados de tal forma que la matriz de coherencia 3T  puede ser escrita de la 
siguiente manera 
 
 1
333 ··
−= UΣUT . (2.123) 
  
Donde Σ  es una matriz diagonal 3x3 con autovalores reales no negativos, y 
[ ]3213 uuuU =  es una matriz 3x3 en la que los vectores 1u , 2u  y 3u  son los 
autovectores ortogonales y unitarios. Obteniendo este conjunto de autovectores de la 
matriz de coherencia, 3T  se puede reescribir como la suma de tres blancos 
independientes, cada uno representado como una matriz de scattering individual 
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i
T
iiiiiT uuT λλ , (2.124) 
 
donde los números reales λi  son autovalores de 3T  y representan los pesos 
estadísticos de las tres componentes i3T . Si uno solo de los autovalores no es nulo, 
entonces la matriz 3T  puede ser una matriz de scattering individual. Por otro lado, si 
todos los autovalores son iguales significa que la matriz 3T  puede ser expresada como 
una composición de tres mecanismos de dispersión ortogonales con la misma 
amplitud, lo cual significa que el blanco o el objetivo es aleatorio, sin ninguna 
estructura correlada polarimétricamente hablando. En cualquier caso, los dos casos 
anteriores son casos extremos. 
 
Por lo tanto, como se ha comentado anteriormente, la condición para que la matriz de 
coherencia 3T  tenga una matriz equivalente de scattering S  es tener solo un 
autovalor no nulo λ1. En este caso, la matriz de coherencia es de rango r=1, y puede 
expresarse como el producto exterior de un vector k1 como 
 
 *
11
*
1113 ··
TT kkuuT == λ . (2.125) 
 
Donde el vector 1k  puede expresarse de la siguiente forma 
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La fase [ ]ππφ ,−∈  es físicamente equivalente a la fase absoluta del blanco. 
Capítulo 2   SAR y Polarimetría SAR (PolSAR) 
 
             51 
  
Sin usar datos polarimétricos experimentales reales, esta parametrización 
polarimétrica del vector objetivo k1 abarca la combinación de tres simples mecanismos 
de dispersión. Simplemente teniendo en cuenta la variabilidad de los parámetros 
podemos darnos cuenta de los siguientes mecanismos: 
 
• Surface scattering (o dispersión de superficie): A0 >> B0 + B, B0 - B 
• Dihedral scattering (o dispersión diédrica): B0 + B >> A0, B0 - B 
• Volume scattering ( o dispersión volumétrica): B0 – B >> A0, B0 + B 
 
En [83] se propone la siguiente parametrización de los autovectores de la matriz de 
coherencia 3T  
 
 [ ]Tjjj eee )()( ··sinsin··cossin·cos φγφδφ βαβαα ++=u . (2.127) 
 
Con lo cual, las matrices U  de la ecuación (2.123) se correspondería de la siguiente 
forma 
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(2.128) 
 
La parametrización de la matriz 3U  en términos de vectores columna con diferentes 
parámetros α1, β1, etc., está pensado especialmente para poder tener una 
interpretación física del proceso de scattering. En general, las columnas no son solo 
unitarias, sino que además son ortogonales. Esto significa que los parámetros 
(α1,α2,α3), (β1,β2,β3), (δ1,δ2,δ3) y (γ1,γ2,γ3) no son independientes. En cambio, las tres 
fases (φ1,φ2,φ3) son físicamente equivalentes a las fases absolutas del blanco y se 
pueden considerar parámetros independientes [83].  
 
En este caso el blanco se modela como la suma de tres matrices S  representada por 
las columnas unitarias de 3U , que ocurren con pseudo-probabilidades iP , definidas 
como 
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De este modo, cualquier parámetro del blanco que siguiese una secuencia aleatoria, 
tendría la mejor estimación del parámetro anterior como la media de la secuencia 
 
 ∑
=
=
3
1k
kk xPx . (2.131) 
 
De tal manera, que la media de los parámetros de el mecanismo dominante de 
scattering podrían incluirse en la definición de la media del vector unitario 0u  
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Donde φ  sigue siendo físicamente equivalente a la fase absoluta del blanco y el resto 
de parámetros quedan definidos como 
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kkP ββ        ∑
=
=
3
1k
kkP δδ        ∑
=
=
3
1k
kkP γγ  (2.133) 
 
Con lo cual, si hacemos de manera análoga la ecuación (2.126) aplicando el concepto 
expresado por la ecuación (2.132) nos queda el vector 0k  
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Donde el parámetro λ  corresponde a la potencia media del blanco, o Span, y es 
definido como 
 
 
∑
=
=
3
1k
kkP λλ . (2.135) 
 
2.2.6.1.  Parámetro Entropía (H) 
 
Como se ha indicado en la sección anterior, si solo un autovalor es no nulo 
),0,0( 321 ==≠ λλλ  se obtiene una matriz puntual de scattering de Sinclair S . En el 
caso extremo contrario, si todos los autovalores son no nulos )0( 321 ≠== λλλ , la 
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matriz de coherencia 3T  presenta un mecanismo de scattering aleatorio decorrelado y 
no polarizado. 
 
Con el objetivo de definir un grado de desorden estadístico de cada tipo de scattering, 
es decir para medir la contribución aleatoria que contienen los píxels en media de los 
datos polarimétricos, Cloude define un nuevo parámetro polarimétrico: la Entropía 
polarimétrica H . Dicho parámetro ha sido demostrado que es eficiente a la hora de 
resaltar características polarimétricas de las áreas estudiadas para las que fue definido 
[70]. 
 
La Entropía se define de la siguiente manera: 
 
 ∑
=
−=
N
k
kNk PPH
1
)(·log . (2.136) 
 
Donde kP  corresponde a las pseudo-probabilidades definidas en la ecuación (2.129) y 
N es la base logarítmica que debe proporcionar la dimensión polarimétrica (N = 3 en 
casos monoestáticos y N = 4 en casos biestáticos). Con lo cual tenemos un parámetro 
que nos índica el carácter aleatorio de los datos polarimétricos que tenemos y que 
como se observa toma valores entre 0 y 1. 
 
Si la Entropía acoge valores pequeños se puede considerar que el blanco está 
débilmente depolarizado. En cambio, si toma valores altos, el blanco se puede 
considerar depolarizado. En el caso extremo de H = 1, la información polarimétrica es 
poco útil o nula. 
 
• H  0:  λ1=SPAN  ;  λ2=0  ;  λ3=0 
Consecuentemente, la matriz de scattering presenta rango 1, lo que 
corresponde a un blanco puro. 
 
• H  1:  λ1=SPAN/3  ;  λ2=SPAN/3  ;  λ3=SPAN/3 
En esta situación la matriz de scattering presenta rango 3, lo cual es debido a la 
contribución de tres blancos puros, lo que significa que representa un blanco 
distribuido. 
 
• 0<H<1: 
En este caso, el mecanismo es la combinación de tres blancos puros 
promediados por el correspondiente autovalor. 
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En la Fig. 2.15 se puede observar en una representación cómo los autovalores varían la 
Entropía, ya que ésta depende de ellos como se ha indicado en la ecuación (2.136). 
 
 
Fig. 2.15 Efecto de los autovalores en la Entropía polarimétrica. 
 
Como se ha leído en los párrafos anteriores, el parámetro polarimétrico Entropía 
puede aportar una información muy útil y clara sobre las áreas monitorizadas por un 
sistema SAR. 
 
 
 
Fig. 2.16 Entropía para el ángulo de incidencia  FQ4. 
 
2.2.6.2.  Parámetro Anisotropía (A) 
La Entropía polarimétrica H es un parámetro que describe con eficacia el grado de 
aleatoriedad, sin embargo no es el único parámetro que se puede utilizar para estos 
propósitos. La Anisotropía polarimétrica, A, es otro parámetro basado en autovalores 
que también aporta información sobre los datos polarimétricos, la cual se define como 
 
 
32
32
λλ
λλ
+
−
=A . (2.137) 
 
Como los autovalores son invariantes por rotación, la Anisotropía también lo es. En 
muchos estudios se tiene este parámetro como un parámetro complementario de la 
Entropía H [70,83]. 
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Como se observa en la ecuación (2.137) la Anisotropía mide la relación de la 
importancia del segundo y tercer autovalor de la descomposición. Desde un punto de 
vista práctico, en los estudios anteriormente realizados se propone que la Anisotropía 
solamente aporta información para valores de la Entropía H > 0.7 , ya que para 
entropías bajas, el segundo y tercer autovalor están altamente afectados por ruido. En 
cualquier caso, la Anisotropía es un parámetro importante para altos valores de 
Entropía, ya que ayuda a distinguir el mecanismo de scattering con mayor precisión. La 
figura Fig. 2.17 muestra algunos valores de A en función de la variación de la Entropía. 
 
 
Fig. 2.17 Variación de la Entropía H y valores de A a través del segundo y tercer autovalor normalizados. 
 
 
 
Fig. 2.18 Anisotropía para el ángulo de incidencia  FQ4. 
 
2.2.6.3.  Parámetro Alpha (α) 
Entre los parámetros (α, β, δ, y γ) del mecanismo de scattering, el cual procede de la 
matriz de coherencia 3T , el parámetro medio para identificar el mecanismo de 
scattering dominante con mejor precisión es el parámetro α, al ser un parámetro 
invariante por rotación. El resto de parámetros se usan para definir el ángulo de 
orientación de polarización del blanco [83]. 
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El estudio del mecanismo dado por la ecuación (2.134) se lleva a cabo principalmente a 
través de la interpretación del parámetro α. Considerando la matriz S  de scattering 
como una suma de partículas anisotrópicas idénticas, la matriz S  podría seguir la 
forma 
 
 






=
b
a
0
0
S . (2.138) 
 
Donde a y b son coeficientes de dispersión complejos. En este caso, el efecto de 
rotación sobre la línea de visión de la matriz de coherencia 3T  podría generarse como 
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Donde la matriz 3R  es una matriz de rotación definida como 
 
 










−
=
θθ
θθθ
2cos2sin0
2sin2cos0
001
)(3R , (2.140) 
 
y los parámetros ε, ν, y µ quedan definidos como 
 
 2·
2
1 ba +=ε          2·
2
1 ba −=ν          *))·(·(
2
1 baba −+=µ . (2.141) 
 
Si ahora promediamos la matriz 3T  en función del ángulo θ asumiendo una 
distribución uniforme quedaría de la siguiente manera, 
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Con lo cual, una vez realizado el estudio podríamos predefinir el ángulo α con los 
parámetros anteriores como 
 
 
νε
νπ
α
+
=
2·
2
. (2.143) 
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Así y como norma general, el parámetro α queda definido de la siguiente forma: 
 
 
∑
=
=
3
1
·
i
iip αα  (2.144) 
 
Con lo cual podemos definir tres casos de especial interés: 
 
• a = b 
En este caso, el autovalor ν = 0, y la probabilidad de 11 =p . Así, tenemos un 
mecanismo dominante el cual puede representar una nube aleatoria de objetos 
esféricos que pueden corresponder a la dispersión de una superficie. 
 
• a = -b 
En este caso, el autovalor ε = 0, y el parámetro 
2
πα = . Este caso podría 
corresponder a un scattering dihédrico. 
 
• a >> b 
En este caso, se asume que las partículas son muy anisotrópicas, por ejemplo con 
dipolos de dispersión cuando b = 0. En este caso el parámetro 
4
πα = . 
 
Pero quizás sea de mayor interés una clasificación de valores de α que representen los 
mecanismos de scattering, ya que así podremos clasificar los mecanismos que nos 
aporte dicho parámetro por el valor propio de α. Los valores intermedios de α serán la 
transición entre los diferentes mecanismos reflejados.  
 
Dicha clasificación se puede resumir de la siguiente manera [70,83]: 
 
 
• α  0: El scattering corresponde a una reflexión única producida por una 
superficie rugosa. 
 
 
Fig. 2.19 Reflexión única. 
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• α  
4
π
: El mecanismo de scattering corresponde a un scattering volumétrico o 
de volumen. 
 
Fig. 2.20 Scattering volumétrico. 
 
• α  
2
π
: El mecanismo de scattering corresponde a una reflexión múltiple. 
 
Fig. 2.21 Reflexión múltiple. 
 
En la Fig. 2.22 se observa una imagen ejemplo del parámetro Alpha de una imagen 
SAR. 
 
 
 
Fig. 2.22 Ángulo α para el ángulo de incidencia  FQ4. 
 
2.2.6.4.  Clasificación del espacio H / A / α 
Cloude y Pottier propusieron una clasificación de los mecanismos de scattering usando 
un plano entre H y α. La idea principal era que la Entropía y el ángulo α  podrían 
identificar los mecanismos de scattering fundamentales. Como se puede observar en la 
Fig. 2.23, el plano queda dividido en ocho zonas que definen los mecanismos de 
scattering, ya que la zona 3 no aporta información de clasificación y no se tiene en 
cuenta [64,70].  
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Fig. 2.23 Plano bidimensional H/α. 
 
Donde cada zona queda descrita de la siguiente manera: 
 
• Zona 1: Dispersión de doble rebote en un entorno de alta entropía. 
• Zona 2: Múltiple dispersión en un entorno de alta entropía (ej. copas de 
árboles). 
• Zona 3: Dispersión de superficie en un entorno de alta entropía. (Región no 
factible) 
• Zona 4: Múltiple dispersión en entropía media. 
• Zona 5: Dispersión por dipolos en entropía media (ej. vegetación). 
• Zona 6: Dispersión de superficie en entropía media. 
• Zona 7: Múltiple dispersión en baja entropía (dispersión doble e incluso de 
doble rebote). 
• Zona 8: Dispersión por dipolos en baja entropía (mecanismos fuertemente 
correlados con gran diferencia entre las amplitudes de HH y VV). 
• Zona 9: Dispersión de superficie en baja entropía (ej. superficies rugosas). 
 
2.2.7 Descomposición polarimétrica e interpretación de H/A/α Dual-Pol. 
 
Cloude define los parámetros de Entropía y ángulo Alpha para datos parcialmente 
polarimétricos en [77]. En un escenario de polarización dual el radar transmite solo 
una polarización y recibe, coherentemente en nuestro caso, dos componentes 
ortogonales de la onda reflejada. Además, el uso de éste tipo de polarizaciones no es 
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solo beneficioso en temas de costes de diseño, sino que también aumenta la eficacia 
de obtención de los datos. 
 
Los radares en Dual-Pol no son capaces de reconstruir la matriz de scattering por 
completo, pero sin embargo, sí son capaces de reconstruir una columna de la matriz 
S . Es por esto que podemos construir la matriz de coherencia J  2x2 para estimar la 
polarización recibida. Estos radares pueden estimar dicha matriz de coherencia J  de la 
siguiente manera, 
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J . (2.145) 
 
Usando de manera análoga al caso Full-Pol de los autovalores de la matriz y de sus 
probabilidades iP ,  junto con el hecho de que en los problemas de 2x2 el segundo 
autovector puede derivar del primero usando la ortogonalidad, se puede obtener una 
parametrización de la Entropía y del ángulo Alpha de las matrices definidas en (2.145). 
 
Esto es posible porque la matriz J  se puede descomponer en autovectores y 
autovalores propios como 
 
 H
22 ·· UDUJ = . (2.146) 
 
Donde 2U  y D  están definidas de la siguiente manera, 
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Y por lo tanto, la parametrización de la Entropía y ángulo Alpha queda definida de la 
siguiente forma: 
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Se ha de tener en cuenta de que para la Anisotropía, en el caso de Dual-Pol, la 
definición varia al no tener ya tercer autovalor. Con lo cual la nueva Anisotropía en 
Dual-Pol queda representada por la ecuación 
 
 
21
21
2 λλ
λλ
+
−
=A . (2.149) 
 
Cabe señalar que esta nueva Anisotropía, al depender ahora solo del primer y del 
segundo autovalor, reflejará la misma información que la Entropía. Un desarrollo 
mucho más profundo sobre la Entropía y parámetro α se puede encontrar en [77].  
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3 ANÁLISIS DE CAMPOS DE CULTIVO MEDIANTE DATOS POLSAR 
En el presente capítulo se explicará el test-site en el que se desarrolla el proyecto, 
Flevoland (Holanda). Se explicará la zona que la compone, qué campos se han 
seleccionado para analizar y el por qué, su ubicación, etc. Se explicará el 
funcionamiento del satélite RADARSAT-2 ya que los datos han sido tomados con este 
sistema y se explicará en cada caso la configuración del sistema y los ángulos de 
incidencia que utilizan para la obtención de los datos polarimétricos sobre los cuales se 
ha trabajado en este proyecto. También se comentará la misión y el sistema Sentinel-
1. Se comentarán las herramientas utilizadas, tales como PolSARPro, y se explicarán 
correcciones preliminares que se tuvieron en cuenta para la mejora del estudio en la 
obtención de la información polarimétrica. 
 
3.1 Test-site de Flevoland 
 
Flevoland es una de las doce provincias de los Países Bajos (Holanda). Los campos de 
cultivos de esta provincia fueron propuestos para la obtención de datos con el sistema 
RADARSAT-2 al ser una zona de cultivos bien definidos y separados y ser un área 
generalmente plana, lo cual le hacía ser de especial interés para un estudio 
polarimétrico el que se utiliza en este proyecto [80,81,82]. 
 
 
Fig. 3.1 Área de campos de cultivo. 
 
En la Fig. 3.1 podemos observar la región de Flevoland que incluyen los campos que 
vamos a analizar. En el año 2009 se hizo un estudio por inspección visual entre los 
meses de Abril y Agosto, durante los cuales se recopiló información y fotografías sobre 
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cada uno de los campos del área gracias a la colaboración del Ministerio de Agricultura 
holandés. Toda esta información se denomina el ground truth [82]. Como se observa 
en la Fig. 3.2, se catalogaron las zonas de cultivos por cada clase de cultivo. 
 
 
Fig. 3.2 Mapa de los cultivos en el mapa fotográfico. 
 
Como se observa en la Fig. 3.3, el área que cubren las capturas de RADARSAT-2, donde 
los diferentes ángulos de incidencia están representados en rojo y que cada uno 
captura diferentes regiones del terreno. Por esto mismo era necesario un 
corregistrado de los datos para poder hacer un estudio exacto y sin errores, ya que así 
se estaría asegurando que la misma región a estudiar es equivalente para los datos del 
mismo ángulo de incidencia, ya que si no fuese así no podríamos asegurar que 
estuviésemos analizando las mismas regiones a través de las distintas muestras. 
 
 
Fig. 3.3 Area de interés de Flevoland. 
 
Capítulo 3  Análisis de campos de cultivo mediante datos PolSAR
 
             65 
  
3.1.1 Campos de cultivos 
A continuación se comentarán las zonas de campos de cultivo en los cuales ha sido 
realizado este estudio cualitativo de análisis y caracterización. De entre todos los 
campos donde RADARSAT-2 trabajó, han sido seleccionados varios campos que se 
detallarán a continuación con diferentes connotaciones para cada uno en particular.  
 
Dos de estos campos son los que de aquí en adelante denominaremos Site1 y Site2, 
Fig. 3.5. Estos dos campos son de especial interés debido a que en ambos se instalaron 
dos dispositivos o sondas, Fig. 3.4, para poder medir la humedad y la precipitación de 
estos campos. Más adelante, estas mediciones nos ayudarán a razonar una explicación 
de los resultados obtenidos en este estudio, pudiendo así comprobar si los datos 
polarimétricos han sido influenciados o no por la humedad y a la precipitación [83]. 
 
a)  b)  
Fig. 3.4 a) Pluviómetro b) Sonda de humedad. 
 
Cabe mencionar que los datos sobre humedad y precipitación no existen para todos 
los días de los meses analizados por problemas externos, lo cual no es un problema 
significante a la hora de comprobar la evolución sobre los datos polarimétricos. 
 
 
Fig. 3.5 Localización de las dos estaciones de medida, Site1 y Site2. 
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En la Fig. 3.6 podemos observar con más detalle la clasificación y lo que hay cultivado 
en cada sector de dichos campos, para así poder clasificar según el tipo de planta el 
comportamiento polarimétrico de los datos, y en la Fig. 3.7 se pueden observar 
algunas imágenes del ground truth para algunos campos. 
 
 
Fig. 3.6 Disposición de las plantas en los campos Site1 y Site2. 
 
a)  b)  c)  d)  
Fig. 3.7 a) Site2 WinterWheat b) Site2 Potato c) Site1 Onion d) Site1 SugarBeet. 
 
Aparte de estos dos campos, por el especial interés de poder compararlos con los 
datos de humedad y precipitación, se escogieron tres áreas más para el análisis 
propuesto en este proyecto. Debido a que, como comentaremos más adelante, en los 
campos Site1 y Site2 no se incluyeron en la zona de interés común al capturar el 
terreno en todos los ángulos, era obligatorio seleccionar tres campos de los que sí 
poseyésemos información respecto a todos los ángulos de incidencia para así poder 
ver su evolución respecto a la totalidad de dichos ángulos de incidencia del RADARSAT-
2.  En la Fig. 3.8 podemos observar los tres campos seleccionados, ubicados en el 
centro de la captura del satélite, 50POT (Patatas), 53ONI (Cebollas) y 54MAI (Maíz) 
[83]. 
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Fig. 3.8 Localización de los campos 50POT, 53ONI y 54MAI. 
 
Como se ha comentado anteriormente, se tuvo en cuenta la selección de unos campos 
que tuviesen plantas similares a las de los campos comentados anteriormente Site1 y 
Site2, para así poder más adelante corroborar una relación al ser el mismo tipo de 
cultivo. En la siguiente figura se pueden observar la imagen de dichos campos. 
 
 
Fig. 3.9 50POT (Patatas), 53ONI (Cebollas) y 54MAI (Maíz). 
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Y aquí se muestran imágenes del ground truth para estos tres campos. 
 
a)   b)  
c)  
Fig. 3.10 Ground Truth a) Campo 50POT (Patatas) b) Campo 53ONI (Cebollas) c) Campo 54MAI (Maíz). 
 
3.2 RADARSAT-2 
 
 
Fig. 3.11 RADARSAT-2. 
 
RADARSAT-2 es un satélite de observación terrestre que incluye un sistema SAR, el 
cual fue lanzado el 14 de Diciembre de 2007 por la Agencia Espacial Canadiense 
(Canadian Space Agency), Fig. 3.11. RADARSAT-2 fue creado para continuar el trabajo 
de su antecesor, RADARSAT-1, el cual fue diseñado con un alto grado de flexibilidad 
para poder atender tanto requerimientos científicos como comerciales [70]. Este 
sistema SAR opera en banda C, con una frecuencia nominal de 5.405 GHz y con unos 
ángulos de incidencia de 10o a 40o en los modos polarimétricos, aunque es posible 
alcanzar los 60o pero sin posibilidades polarimétricas. En la Tabla 3.1 podemos 
observar los parámetros más significativos del sistema. 
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Parámetro Banda C (5.405 GHz) 
Altitud Orbital 798 km 
Longitud de onda 0.055 m 
Ancho de banda 11.6, 17.3, 30, 50, 100 MHz 
Resolución espacial 11 m gr r x 9.0 m az hasta 26 m gr rg x 29 m az 
Amplitud de franja 25 km 
Ángulos de incidencia 20 a 41 grados 
Ratio de Datos 105 Mb/s 
Polarización HH, HV, VH, VV 
Cross-polarization isolation -35 dB 
Ruido del sistema -28 (Fine) a -31 (Standard) dB 
Repetición 24 días 
Tabla 3.1 Parámetros del sistema RADARSAT-2 en modo polarimétrico. 
 
En RADARSAT-2 medimos los canales HH, HV, VH y VV a la vez, es decir, la combinación 
polarimétrica HH+HV+VH+VV. Dicho sistema puede operar con dos resoluciones 
distintas en este modo polarimétrico: 
 
• Standard Quad-Pol: Las imágenes SAR tienen una resolución espacial de 25 m 
de range por 25 metros de azimut con una cobertura de 25 km de range por 25 
km de azimut. 
 
• Fine Quad-Pol: Las imágenes SAR tienen una resolución espacial de 11 m de 
range por 9 metros de azimut con una cobertura de 25 km de range por 25 km 
de azmiut. 
 
En ambos modos, los ángulos de incidencia pueden ir entre las especificaciones del 
sistema en modo polarimétrico y adapta la combinación polarimétrica HH+VV+VH+HV, 
es decir, puede obtener datos Full-Pol [70]. En las Fig. 3.12 y Fig. 3.13 se puede 
observar la comparación entre una imagen tomada por RADARSAT-2 para un ángulo en 
concreto y una imagen de Google Earth para la misma región. 
 
 
Fig. 3.12 Imagen Pauli SAR de RADARSAT-2 en Fine Quad-Pol (FQ4) 
Descomposición Pauli: Azul |S11+S22| Verde |S12+S21| Rojo | S11-S22|. 
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Fig. 3.13 Imagen de Google Earth de la misma región. 
 
3.2.1 Ángulos de incidencia 
Como hemos observado con anterioridad, RADARSAT-2 opera en modo polarimétrico 
dentro de un rango de ángulos de incidencia. Diferentes ángulos de incidencia 
significan diferentes respuestas del blanco. No es lo mismo observar, por ejemplo un 
árbol con la onda del radar incidiendo casi horizontalmente que hacerlo verticalmente, 
ya que como se puede intuir, el resultado será bien distinto. Por lo tanto, tendremos 
en cuenta los ángulos en los cuales opera RADARSAT-2, y además, que varios ángulos 
en concreto han sido tomados en modo ascendente o en modo descendente, lo que 
fuerza a distinguirlos entre sí. 
 
La diferenciación entre ascendente y descendente proviene de que el satélite tiene su 
órbita cruzando por el polo norte y el polo sur en la mayoría de los casos, lo que 
significa que normalmente el satélite viaja hacia el norte en un lado de la Tierra y hacia 
el sur en otro lado. Si juntamos este hecho con la normativa que refiere que los 
satélites siempre tienen una orientación a izquierdas según su pasada nos fuerza a 
distinguir las dos áreas registradas por el radar, ya que son completamente distintas 
[89,90]. 
 
 
Fig. 3.14 Pasada ascendente y descendente. 
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En la tabla Tabla 3.2 podemos observar, en la modalidad Fine Quad (FQ) comentada 
anteriormente, la correspondiente clasificación de los ángulos de incidencia. Los 
ángulos en negrita son los utilizados para obtener nuestros datos polarimétricos y por 
lo tanto, en los que basaremos nuestro estudio, indicando si el paso del satélite era 
ascendente o descendente. Los pasos ascendentes estaban programados para las 6 
pm, es decir por la tarde. En cambio los pasos descendentes se tomaban por la 
mañana, a las 6 am [82]. 
 
 
Fine Quad Beam 
Ángulo de incidencia 
Near Range Far Range 
FQ02 19.8 o 21.8 o 
FQ03 21.0 o 23.0 o 
FQ04 D 22.2 o 24.1 o 
FQ05 A 23.4 o 25.3 o 
FQ06 24.6 o 26.4 o 
FQ07 25.8 o 27.6 o 
FQ08 D 26.9 o 28.7 o 
FQ09 A 28.0 o 29.8 o 
FQ10 29.2 o 30.9 o 
FQ11 30.3 o 32.0 o 
FQ12 D 31.4 o 33.0 o 
FQ13 A 32.4 o 34.1 o 
FQ14 33.4 o 35.0 o 
FQ15 34.5 o 36.1 o 
FQ16 35.5 o 37.0 o 
FQ17 A y D 36.5 o 38.0 o 
FQ18 37.5 o 38.8 o 
FQ19 38.4 o 39.8 o 
FQ20 39.3 o 40.7 o 
FQ21 A y D 40.2 o 41.6 o 
Tabla 3.2 Ángulos de incidencia. A Ascendente, D Descendente. 
 
 
Fig. 3.15 Ángulo más perpendicular y  menos perpendicular al suelo. 
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3.2.2 Misión Sentinel-1 
Sentinel-1 es una futura misión SAR que opera en banda C, la cual continuará las 
misiones de sus sistemas antecesores como el ERS-1 y 2 o ENVISAT. El sistema ha sido 
diseñado para varias aplicaciones con distinta resolución, lo cual requiere un diseño 
del sistema versátil. Esto incluye un modo principal de operación que tiene una 
resolución media de 20m x 5 m, azimuth x range. Este sistema está todavía en 
desarrollo con la ayuda de Thales Alenia Space Tialia como contratista principal y a 
EADS Astrium GmbH como responsable del instrumento C-SAR [73].  
 
 
Fig. 3.16 Ilustración del sistema Sentinel-1. 
 
El sistema Sentinel-1 trabaja autónomamente con un coste eficiente de recursos, lo 
que le permite programar operaciones y llevarlas a cabo en un periodo de 4 días. 
Además, permite peticiones de emergencia, las cuales pueden configurar el sistema en 
un periodo de unas 3 horas. En la Tabla 3.3 se pueden observar las características de 
los modos de funcionamiento del sistema SAR. 
 
Mode Grados de ángulo 
íncidencia 
Range x Azimut Swath Width Polarisation 
Interfereometric 
Wide Swath 
>25 5 x 20 m >250 km HH+HV o VV+VH 
Wave Mode 23 y 36.5 5 x 5 m >20 x 20 km HH (23o) 
VV (36.5o) 
Strip Map 20 a 45 5 x 5 m >80 km HH+HV o VV+VH 
Extra Wide Swath >20 20 x 40 m >400 km HH+HV o VV+VH 
Tabla 3.3 Caracterísiticas de los Modos de trabajo de Sentinel-1. 
 
De entre la gran variedad de aplicaciones que llevará a cabo el sistema Sentinel-1, una 
de las más importantes es la observación del suelo terrestre. Para poder llevar a cabo 
estas aplicaciones se necesita que el sistema se configure y se adecúe para cada una de 
ellas. Por ello el sistema se puede configurar con diferentes características para poder 
aprovechar o maximizar la obtención de información. 
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Los cuatro modelos de medición que puede implementar el sistema son los siguientes: 
 
• Interfereometric Wideswath Mode 
• Wave Mode 
• Stripmap Mode 
• Extra-Wideswath Mode 
 
Excepto para el Wave Mode, el cual utiliza un modo simple de polarización (HH o VV), 
el sistema SAR tiene que poder permitir operar en doble polarización (HH&HV, 
VV&VH), que requiere la implementación de un sistema de transmisión que pueda 
seleccionar H o V, y dos sistemas de recepción simultáneos para las polarizaciones en 
H y V.  
 
3.2.3 Full-Pol vs Dual-Pol 
Como se ha visto en el apartado anterior, la elección de qué tipo de combinación 
polarimétrica (HH&HV o VV&VH) es más adecuado, o dicho de otra manera, responde 
más adecuadamente a la forma que nos ofrece el estudio de Full-Pol será de gran 
importancia a la hora de obtener unos datos más precisos en misiones como la 
Sentinel-1 o similares que trabajen en Dual-Pol. Parte de nuestro trabajo se puede 
aprovechar para la elección de la polarización adecuada para este tipo de misión. Lo 
cual será uno de nuestros objetivos comentados anteriormente. De esta manera, en la 
misión Sentinel-1 se podrá operar con mayor eficacia gracias a los resultados 
obtenidos y al demostrar que polarización se asemeja mejor al modo completamente 
polarimétrico. 
 
 Polarización 
Dual Polarimetry HH+HV ; VV+VH 
Full Polarimetry HH+HV+VH+VV 
Tabla 3.4 Dual Polarimetry y Full Polarimetry. 
 
Es decir, los datos de RADARSAT-2 son Full-Pol, en cambio se puede hacer un análisis 
en Full-Pol y Dual-Pol de los datos, ya que esto solo influye a la hora de escoger la 
matriz de scattering o una de sus columnas respectivamente. Por lo tanto una de las 
preguntas que surje al plantear ésta elección es si se pierde información en un análisis 
en Dual-Pol respecto a un análisis en Full-Pol en zonas agrícolas. Si es verdad que se 
pierde información habría que analizar qué tipo de información se pierde y por qué. En 
este estudio, como se ha comentado anteriormente, se resolverán estas dudas en un 
análisis cualitativo de los resultados. Se ha de indicar en este punto que en nuestro 
estudio no se usa la combinación polarimétrica HH&VV ya que se necesita un modo 
cross-polar HV/VH para tener sensibilidad al volumen, el cual no se tiene. 
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3.3 Pre-procesado de datos PolSAR 
 
Para el estudio de este proyecto, se han llevado a cabo distintos métodos de análisis 
para los datos polarimétricos. Desde diferentes aplicaciones a algoritmos 
implementados para la obtención de los resultados, tanto como consideraciones de 
correcciones previas de los datos al diseño de un nuevo parámetro de análisis 
polarimétrico. 
 
Cabe mencionar que con anterioridad, los datos obtenidos de RADARSAT-2 han sido 
corregistrados para poder compararlos con total seguridad de no equivocarnos a la 
hora de analizar la misma área o el mismo campo de cultivo entre distintos ángulos o 
días. Con este objetivo se procedió a hacer un corregistrado previo al análisis de los 
datos [92]. 
 
Una vez corregistradas las imágenes correctamente se aplicó un filtro para el ruido 
speckle Boxcar de 7x7 píxeles [61], y una vez concluidos estos pasos se pudo comenzar 
el análisis de los datos polarimétricos. Dicho filtro se comentará en la sección 3.3.2 de 
la herramienta donde se aplica. 
 
3.3.1 Influencia del ruido térmico 
 
En un primer análisis de los datos polarimétricos, al trabajar con los datos 
polarimétricos y su matriz 3T , las componentes polarimétricas HV y VH se asumían 
idénticas por el teorema de reciprocidad [71,84], HV=VH. Pero si se trabaja con 4T  se 
observa que no lo son debido a la componente del ruido térmico que deshace la 
igualdad, con lo cual se propuso hacer una corrección inicial de los datos 
polarimétricos para subsanar dicho problema y comprobar si la ganancia de esta 
corrección era notable respecto a los datos polarimétricos sin corregir.  
 
La corrección se basa en que, como se ha introducido en secciones anteriores, el 
vector k se podía definir como 
 
 












=
vv
vh
hv
hh
S
S
S
S
k . (3.1) 
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Sabemos que debería ser que Shv = Svh [83], y que si se define la matriz 4T  respecto a 
k  como 
 
 += ii kkT ·4 , (3.2) 
 
para cada píxel, e implica que el rango( 4T ) = 1, ya que ik  es el vector para cada píxel. 
En cambio, una vez filtrados los datos se puede comprobar que +≠ ii kkT ·4 , ya que 
la información de la matriz 4T  no se puede equiparar a la información contenida en 
una matriz de scattering S , pero que se podría expresar de la siguiente forma 
 
 ++++ +++= 4443332221114 kkkkkkkkT λλλλ . (3.3) 
 
Donde ahora, 1 ≤ rango( 4T ) ≤ 4. 
 
Una vez filtrada con el filtro Boxcar 7x7, se puede diagonalizar la matriz 4T  como se 
ha comentado en la sección 2.2.4, de la siguiente manera: 
 
 
TUUT ·
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=
λ
λ
λ
λ
 (3.4) 
 
Donde λ1 ≥ λ2 ≥ λ3 ≥ λ4 = 0. 
 
Por lo tanto, el cuarto autovalor, debería ser 0 si Shv=Svh. En nuestros datos 
polarimétricos esta propiedad no se cumple, por lo tanto, sabemos que en realidad 
este cuarto autovalor corresponde a la potencia de ruido gaussiano medio blanco σN. 
 
Lo cual nos lleva a plantearnos la siguiente corrección. Si eliminamos la cuarta fila y 
columna de la matriz 4T , nos quedaría una matriz 3T , la cual se le tendría que restar 
en cada componente su parte correspondiente al ruido que le afectaba con 
anterioridad en la matriz 4T . Por lo tanto, la fórmula de la corrección quedaría de la 
siguiente manera [83] 
 
 
333 ·ITT NF σ−= . (3.5) 
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Donde F3T  corresponde a la matriz 3T  corregida, e 3I  la matriz unitaria 3x3. De tal 
manera que en realidad F3T  tendría la siguiente forma en relación a las componentes 
iniciales de la matriz 4T  
 
 










−
−
−
=
4334324314
2344224214
1341244114
3
λ
λ
λ
TTT
TTT
TTT
FT . (3.6) 
 
Se comprobó la corrección haciendo una medición en los tres parámetros que se 
estudian en este proyecto: Entropía (H), Anisotropía (A), y ángulo Alpha (α). En todos 
los casos se comparó la corrección con los datos reales. Para ello se representó 
respecto a la relación señal a ruido, o SNR, el tanto por ciento de corrección que 
introducía nuestro algoritmo. Los datos a partir de 10dB son los que nos interesan, 
puesto que los campos de cultivos tienen una SNR igual o superior a este nivel. Dicho 
valor se puede comprobar en la Fig. 3.17, donde se observa que los campos adquieren 
un nivel de 10dB de SNR o superior, campos de color verde y amarillos en general. 
 
 
 
Fig. 3.17 SNR en dB del ángulo de incidencia  Arriba) FQ21  Abajo) FQ8. 
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En la Fig. 3.18 se muestra cuantitativamente el valor que la corrección aportaba a 
nuestros datos para diferentes ángulos de incidencia. Para ello se obtuvieron las 
gráficas representativas de los valores de los parámetros polarimétricos Entropía, 
Anisotropía y ángulo Alpha corregidos, restándoles el original de éstos mismos. Con 
esto se obtuvo un resultado interesante, ya que para zonas menores de 10dB nuestro 
algoritmo corrige valores de hasta un 5% en la Entropía o un 10% en la Anisotropía. 
Pero estas zonas donde la señal a ruido es menor de la cifra mencionada 
anteriormente no nos interesan ya que representan zonas de agua como el océano o 
pequeños lagos. Con lo cual se llego a la conclusión de que no era necesaria dicha 
corrección ya que no mejoraba significativamente el estudio de los datos. 
 
Se ha optado por representar en una gráfica conjunta los distintos ángulos de 
incidencia, para así apreciar también como  se reduce la diferencia con un ángulo de 
incidencia más perpendicular al suelo. Se ha de tener en cuenta de que las originales, 
según la ecuación (3.5), provienen de la matriz 3T y las corregidas de F3T . 
 
 
       a)                                b) 
 
c) 
Fig. 3.18 Diferencia de corrección. A) Hcorregida-Horiginal B) Acorregida -Aoriginal C) Ángulo αcorregida-αoriginal. 
 
Como se puede comprobar, con valores superiores a los 10dB, la corrección no supera 
valores de 0.05 en casos como la Entropía y Anisotropía, o valores de 2 o 3 o en α.  
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3.3.2 Polarimetric SAR data PROcessing and Educational Tool 
En nuestro estudio ha sido de gran ayuda la aplicación, desarrollada por la Agencia 
Espacial Europea The Polarimetric SAR Data Processing and Educational Tool o 
PolSARPro [79]. Dicha aplicación permite la accesibilidad y la exploración de conjuntos 
de datos SAR, tanto para misiones de RADARSAT-2 como TerraSAR-X o ALOS PASAR. 
PolSARPro nos ha ayudado tanto en la generación de las Entropías, Anisotropías y 
ángulo α, como también en el filtrado utilizado en las imágenes SAR. 
 
 
Fig. 3.19 Presentación inicial de la herramienta PolSARPro. 
 
El filtrado ha sido en concreto el BOXCAR Filter con una ventana de 7 por 7 píxeles, el 
cual se ha comentado en la sección anterior, en el que el orden 7 de enventanado 
afecta mínimamente al análisis de los datos polarimétricos [61]. Además con 
PolSARPro se han generado los autovalores de las imágenes SAR, tanto para hacer la 
corrección inicial anteriormente como para generar las propias entropías, anisotropías 
y ángulo α de los distintos datos de distintos ángulos de incidencia. 
 
 
Fig. 3.20 Izquierda) Sin filtrado  Derecha) Filtrado BOXCAR 7x7. 
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El fácil uso de esta aplicación, todavía en desarrollo, nos ha permitido movernos entre 
los datos polarimétricos, tanto para generar las matrices de covarianza y coherencia 
como para permitir los filtrados y la obtención de los parámetros comunes más 
deseados para el estudio. Cabe destacar que dicha aplicación ha ahorrado 
sensiblemente el tiempo en el análisis de los datos. Como dato adicional, en un 
algoritmo interno se detectaron errores que fueron comunicados a los desarrolladores 
de la aplicación a la espera de ser subsanados en las futuras versiones de PolSARPro. 
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4 RESULTADOS Y DISCUSIÓN 
En este capítulo se mostrarán los resultados de los análisis comentados y se discutirán 
las diferentes soluciones adaptadas y la interpretación de los datos obtenidos. Se 
presentarán los resultados diferenciando en primer término los datos completamente 
polarizados (Full-Pol) a los datos parcialmente polarizados (Dual-Pol), cuyas diferencias 
ya se han apuntado en los capítulos anteriores. 
 
4.1 Evolución de los datos polarimétricos Full-Pol 
En este apartado analizaremos las evoluciones temporales de los parámetros extraídos 
de la matriz de coherencia 3T . Donde se tratará de dar sentido e interpretación a la 
evolución de los parámetros. 
 
4.1.1 Evolución temporal de los datos 
Se estudiaron los parámetros H / A / α clasificándolos en primer término por su 
evolución a través de los días de observación. Cada campo de cultivo se analizó 
individualmente para después poder hacer una comparativa entre ellos con una mejor 
precisión y comodidad. 
 
En las siguientes gráficas se puede entrever que hay gran información para analizar, ya 
que se observa la evolución de la planta: su plantación, su crecimiento, y su recogida. 
Este proceso se puede apreciar teniendo en cuenta los siguientes puntos: 
 
• Cuando la planta es sembrada, no tiene apenas volumen, por lo tanto es lógico 
pensar que los valores de Entropía y α sean bajos, ya que no tiene volumen 
como para tener esa aleatoriedad en la respuesta y el mecanismo que refleja 
sigue siendo poco volumétrico, o en definitiva, de superficie. 
• Cuando la planta va creciendo se observa el crecimiento de la Entropía y de α. 
Esta evolución es bastante representativa, ya que define con bastante eficacia 
la vida de la planta. Y es además lógico, ya que al tener más volumen, el 
parámetro α refleja un mecanismo más volumétrico. 
• Cuando la planta se muere o se marchita, si no es recogida con anterioridad, 
Capítulo 4  Resultados y Discusión
 
82 
 
ésta decae y por eso es reflejado en la mayoría de los parámetros analizados 
con un decaimiento de la Entropía y ángulo α. 
 
Podemos observar que la Anisotropía no aporta demasiada información al respecto en 
comparación con la Entropía o el ángulo α. Por lo tanto será un parámetro que en 
principio hemos de tener menos en consideración en contraposición con el resto de 
parámetros. Se puede observar dicha evolución en las Fig. 4.1, Fig. 4.2 y Fig. 4.3, donde 
se muestra la evolución de la Entropía, Anisotropía y ángulo α para el ángulo de 
incidencia FQ9 Ascendente. Cabe mencionar, como se observa en las figuras, que solo 
existen datos polarimétricos de los tres campos que se observa en la leyenda, 50POT, 
53MAI y 54ONI, por lo comentado en la sección 3.1.1. 
 
 
Fig. 4.1 Evolución Entropía para el ángulo de incidencia FQ9 
 
 
Fig. 4.2 Evolución ángulo  α  para el ángulod e incidencia FQ9 
 
 
 
Fig. 4.3 Evolución Anisotropía para el ángulo de incidencia FQ9 
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Seguidamente se puede comprobar con la evolución física de la planta tomada con 
fotografías del mismo campo, donde como se observa, efectivamente refleja la 
evolución de la planta. Estas imágenes en concreto son las del campo 54MAI.  
 
Se aprecia correctamente en la figura Fig. 4.4, para los casos de la Entropía y el 
parámetro α, cómo realmente la vida de la planta se refleja en el análisis que nos dan 
estos parámetros polarimétricos. Cabe destacar que se opta por poner el campo 
54MAI que es maíz, el cual al crecer adquiere una forma más vertical y estrecha de la 
planta, siendo así más sensible a la detección de mecanismos para el parámetro α. Y 
por ello es ideal para poder apreciarlo en comparación con campos de patatas o 
cebollas, en los cuales hay una diferencia visual o un cambio significativo del 
mecanismo de la planta. 
 
 
 
 
Fig. 4.4 Comprobación de los datos con el ground truth del campo 54MAI (Maíz) en FQ9. 
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A continuación podremos observar el mismo análisis sobre el ángulo de incidencia 
FQ21 Ascending en las Fig. 4.5, Fig. 4.6 y Fig. 4.7, donde en este ángulo de incidencia se 
tiene información de más campos de cultivo.  
 
 
Fig. 4.5 Evolución Entropía para FQ21 Ascending. 
 
 
Fig. 4.6 Evolución Anisotropía para FQ21 Ascending. 
 
 
Fig. 4.7 Evolución ángulo α  para FQ21 Ascending. 
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Y de manera análoga se puede comprobar el correcto funcionamiento de los 
parámetros si comparamos los datos con el ground truth de las plantas. Para este 
ángulo nos fijaremos en el campo Site1-WinterWheat, donde tiene como 
particularidad que ha sido plantado en invierno, lo cual se ve reflejado con unos 
valores mayores en la Entropía y parámetro α ya que la planta ya tiene un volumen al 
estar crecida sobre los primeros meses de captación de datos. 
 
 
 
                     
 
 
Fig. 4.8 Comprobación de los datos con el ground truth del campo Site1 WinterWheat (Trigo invernal). 
 
Se pueden encontrar más gráficas de los parámetros polarimétricos en Full-Pol en el 
anexo A2, y más graficas de comprobaciones de evolución de los parámetros en el 
anexo A4. 
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4.1.1.1 Parámetro Ι 
 
Los resultados obtenidos con los parámetros de Entropía y ángulo α, muestran una 
dependencia de la evolución de los datos muy interesante. Sin embargo, la Anisotropía 
no proporciona tanta información como se pretendía en un principio, ya que como se 
comprobará en los siguientes apartados, en Full-Pol la Anisotropía no aporta 
información, en cambio para Dual-Pol se aprecia un mayor aporte de información 
polarimétrica como se verá en la Sección 4.2. Debido a este hecho, se planteó el diseño 
de un nuevo parámetro que pudiese reflejar mejor la variabilidad y dependencia de la 
información polarimétrica en relación a los casos estudiados. Si en la Anisotropía se 
reflejaba la diferencia entre el segundo y el tercer autovalor en Full-Pol y entre el 
primer y el segundo autovalor en Dual-Pol, sería interesante la relación que pudiese 
existir entre el primer autovalor y los dos menores. 
 
Debido a lo comentado anteriormente, se propone el siguiente diseño, buscando la 
diferencia entre la aportación del primer autovalor en referencia a la suma del resto de 
autovalores. Como cabe esperar el numerador siempre será mayor que cero, ya que la 
contribución de los dos autovalores más pequeños no supera nunca al primer 
autovalor: 
 
 
321
321 )(
λλλ
λλλ
++
+−
=I . (4.7) 
 
También se puede escribir de la siguiente manera, sabiendo que la suma de todos los 
autovalores es en concreto el SPAN: 
 
 SPAN=++ 321 λλλ  (4.8) 
   
 
SPAN
I
)( 321 λλλ +−= . (4.9) 
 
4.1.2 Evolución por ángulo de incidencia 
En este caso, los datos polarimétricos y las entropías, anisotropías y parámetros alpha 
obtenidos fueron clasificados dependiendo del ángulo de incidencia, para poder ver en 
este caso si algún ángulo de incidencia conseguía sacar una ventaja respecto al resto 
de ángulos de incidencia, tanto en precisión de valores como en la evolución correcta 
de la planta contrastando siempre los resultados obtenidos con el ground truth, es 
decir, las fotos reales de la planta. 
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Se optó por clasificar en la misma gráfica los distintos ángulos y ver si existía una 
diferencia sensible entre la evolución de los mismos respecto al mismo campo. En las 
siguientes figuras, Fig. 4.9, Fig. 4.10, Fig. 4.11, se puede observar la diferencia de los 
parámetros entre ángulos de incidencia del campo 50POT (POT de Potatos, Patatas). 
Como se puede observar, comparando entre el ángulo más transversal y el menos 
transversal, no existe una diferencia significativa o sensible en la evolución de los 
parámetros ya que para días cercanos los valores son también cercanos, por lo que es 
difícil elegir un ángulo preferente. Esto puede ser perfectamente comprensible, ya que 
en realidad estamos oscilando entre unos ángulos de entre 20o y 40o. 
 
 
 
Fig. 4.9 Evolución de la Entropía por ángulo de incidencia. 
 
 
 
Fig. 4.10 Evolución del ángulo α por ángulo de incidencia. 
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Fig. 4.11 Evolución de la Anisotropía por ángulo de incidencia. 
 
Si se desease un ángulo preferente, se podría elegir el FQ13 al ser el ángulo de 
incidencia que refleja tener un mayor margen dinámico en α, ya que en el resto de 
parámetros todos los ángulos tienen resultados similares. 
 
Llegados a este punto, se obtiene un resultado interesante. Hemos podido comprobar 
cómo la Entropía y el ángulo α dependen de la fuente pero que la Anisotropía no 
parece tener una clara dependencia con el tipo de planta. Es más, podemos observar 
como los valores de la Anisotropía tienden a tener unos valores donde su medía 
parece rondar el 0.3. Para salir de dudas comprobamos con distintos campos, y como 
se observa en las Fig. 4.12, las Anisotropías reflejan un valor cercano a 0.3 como en el 
caso anterior. 
 
 
 
Fig. 4.12 Anisotropías para los campos Arriba) 54MAI Abajo) 53ONI 
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Como se puede comprobar la media de la Anisotropía tiende a un valor medio de 0.3, 
lo cual es sorprendente y del cual se puede extraer el siguiente razonamiento: Si la 
Anisotropía se define como (2.137), sabemos que, en media, 
 
 
3.0
32
32 =
+
−
λλ
λλ
 
3232 3.03.0 λλλλ +=−  
23 5.0 λλ ≈ . 
(4.1) 
 
Es decir, existe una relación entre el segundo y el tercer autovalor. Una relación que lo 
que viene a reflejar es que no necesitamos tres mecanismos, sino que dos parecen ser 
suficientes para describir el comportamiento electromagnético del estado de la planta.  
 
Llegados a este punto se puede apuntar la conclusión que estos dos mecanismos, los 
cuales parecen ser los únicos necesarios para el estudio, podrían apuntar al volumen y 
a la reflexión de superficie, en este caso del terreno. Esto es lógico ya que una planta o 
un arbusto se compone del terreno y de su propio volumen. 
 
En conclusión, la Anisotropía aporta poca información en Full-Pol, pero no se puede 
decir lo mismo del ángulo α, ya que este parámetro no solo depende de los 
autovalores como la Anisotropía o la Entropía, sino que además depende de la relación 
de sus autovectores. Por eso mismo se aplaza este estudio para los datos Dual-Pol en 
el apartado 4.2. Como la Anisotropía no aporta información, nos ayudaremos de un 
nuevo parámetro, parámetro Ι, diseñado en la sección 4.1.1.1, el cual se espera que 
refleje una mayor variabilidad.  
 
Como se observa en la Fig. 4.13, y en la Fig. 4.14, donde se han comparado las 
Anisotropías y el parámetro Ι de los campos Site2WinterWheat y Site1Potato, el 
parámetro Ι tiene una mayor variabilidad, es decir, un mayor margen dinámico, lo que 
nos aporta mayor información. 
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Fig. 4.13 Comparación Anisotropía vs Parametro Ι  en Site2WinterWheat. 
 
 
 
Fig. 4.14 Comparación Anisotropía vs Parametro Ι  en Site1Potato. 
 
Se pueden ver más graficas del parámetro Ι para más campos distintos en el anexo A5. 
 
4.1.3 Otros resultados 
 
4.1.3.1.  Comprobación de los parámetros polarimétricos 
 
Se puede comprobar en un análisis más exhaustivo de las gráficas que las entropías y 
parámetros alpha reflejan fielmente la evolución de la planta y la diferencia entre los 
distintos tipos de cultivos que existen y que se han analizado. En cualquier otro caso, 
un indicio de que el análisis refleja la realidad de la planta ya ha sido observado si nos 
fijamos en las Fig. 4.4 y Fig. 4.8, donde se está contrastando con el ground truth. En la 
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Fig. 4.15 se puede comprobar cómo los valores de α del maíz son más altos que los de 
las cebollas y éstos mismos que los de las patatas. Y esto es correcto ya que unos 
valores más grandes de α representan mecanismos más volumétricos, y el maíz 
adquiere mayor volumen al crecer como planta, por eso se dan resultados de α más 
elevados. Sucede lo mismo de manera análoga con los otros tipos de planta. 
 
 
Fig. 4.15 Diferencia de valores Alpha entre campos. 
 
Lo mismo ocurre con la Entropía, ya que valores más elevados representan un 
resultado para blancos mucho más distribuidos, más aleatorios. Esto es lógico ya que al 
tener mayor volumen existen mayores reflexiones de la onda, que por consiguiente 
reflejan valores más altos de este parámetro polarimétrico. En la Fig. 4.16 se puede 
comprobar igual que en el caso anterior como también se refleja una una diferencia 
entre los valores de la Entropía que reflejan fielmente el comportamiento de cada tipo 
de planta. 
 
 
Fig. 4.16 Diferencia de valores de Entropía entre campos. 
 
Se puede comprobar además que para diferentes campos del mismo tipo de cultivo, 
los valores reflejados por los parámetros polarimétricos dan respuestas similares como 
es de esperar ya que son el mismo tipo de planta aunque estén situados en distintos 
campos. En la Fig. 4.17 se puede comprobar lo explicado anteriormente, donde se han 
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querido resaltar los valores al lado de la línea que destaca la cercanía de los mismos. 
 
 
Fig. 4.17 Mismos campos con valores cercanos 
 
4.1.3.2.  Campos sembrados en invierno y verano 
 
Se puede llegar a obtener una clara diferenciación de los parámetros en los campos 
plantados en verano o en invierno. La principal diferenciación entre ambos tipos de 
campos es que la plantación invernal, llegados a la fecha de los primeros datos 
obtenidos, ya adquiere un volumen considerable ya que la planta ha crecido y 
adquiere un volumen específico para cada tipo de planta. En cambio, las plantaciones 
de verano, como es natural, tardan en germinar y adquieren un volumen de la planta 
considerable en meses más avanzados como Junio, Julio o Agosto. Por lo tanto es 
natural que al principio, en los meses de Abril, las plantaciones en invierno den unos 
valores superiores en los parámetros de Entropía y Anisotropía al tener un mayor 
volumen como se ha postulado con anterioridad. 
 
Para comprobar la hipótesis anterior, se muestran unas gráficas de entre los campos 
plantados en invierno para distintos ángulos de incidencia, así como para el mismo 
tipo de planta pero plantada en verano.  
 
Como se puede observar en la Fig. 4.18, quedan reflejados unos mayores valores al 
inicio del estudio en las plantas de invierno al tener ya un mayor volumen en esas 
fechas para el ángulo de incidencia FQ13. Y en la Fig. 4.19 también se observa el 
mismo comportamiento para el ángulo de incidencia FQ21 Ascending. Se dan estos 
ángulos de incidencia a modo de ejemplo, ya que ocurre de manera similar en el resto 
de ángulos de incidencia. 
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Fig. 4.18 Campos de Invierno vs Campos de Verano para FQ13. 
 
 
 
Fig. 4.19 Campos de Invierno vs Campos de Verano para  FQ21 ASC. 
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4.1.3.3.  Diferencia entre días cercanos 
 
Como trabajo adicional se intentó estudiar si para un mismo campo con días 
relativamente cercanos, para obtener la menor variabilidad posible entre los datos, 
existía alguna diferencia entre los ángulos de incidencia que afectaban a la detección 
de los mecanismos. Según los datos proporcionados solo se pudieron obtener dicho 
análisis entre  los días finales de Julio y principios de Agosto, y en el mes de Mayo, al 
haber entre las muestras solo 4 días de diferencia entre los ángulos más distantes, FQ4 
y FQ21. 
 
Como se pueden observar en las siguientes figuras de la Entropía, no se aprecia ningún 
cambio significativo ni ángulo preferente como se apuntaba en la sección anterior, ya 
que vemos que la evolución a través de los ángulos es bastante similar con pequeñas 
variaciones entre valores, elevándose un poco al tener ángulos de incidencia más 
perpendiculares, FQ21. 
 
 
 
 
Fig. 4.20 Arriba) Entropía Mayo Abajo) Entropía Julio-Agosto. 
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Y de manera similar ocurre con el parámetro α y la Anisotropía: 
 
 
 
Fig. 4.21 Arriba) Alpha Mayo Abajo) Alpha Julio-Agosto. 
 
 
 
Fig. 4.22 Arriba) Anisotropía Mayo Abajo) Anisotropía Julio-Agosto. 
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4.2 Evolución de los datos polarimétricos Dual-Pol 
 
Para el estudio de la dependencia en Dual-Pol, se analizaron los datos polarimétricos 
con dos combinaciones polarimétricas distintas. Una fue la combinación HH&HV y la 
otra VV&VH. Esto es de especial interés, ya que como se ha mencionado en el 
apartádo del Sentinel-1, este sistema opera en Dual-Pol con una de estas dos 
combinaciones polarimétricas, HH-HV o VV-VH. Se ha visto en el apartado anterior que 
2 mecanísmos parecen ser suficientes para ver el estado evolutivo de la planta en la 
Entropía, pero en α no se puede decir lo mismo, por eso este apartado nos ayudará a 
esclarecer qué combinación polarimétrica refleja un mejor resultado en α, además de 
una mejoría en el resto de parámetros polarimétricos. 
 
Primero de todo, se ha de tener en cuenta de que la Entropía, Anisotropía y ángulo α, 
han sido definidos anteriormente para datos completamente polarimétricos, y en este 
apartado los datos serán parcialmente polarimétricos. Lo cual nos lleva a una 
redefinición de los parámetros polarimétricos de H / A / α. En [77], Cloude desarrolla 
una versión del método de obtención de la Entropía y el ángulo α para Dual-Pol a 
partir de una reconstrucción de los vectores de la matriz de la matriz S , con la cual se 
desarrolla una nueva matriz de coherencia J . Dicho desarrollo se puede encontrar en 
el anexo A6. 
 
Cabe destacar que para poder analizar estos datos con estas combinacines 
polarimétricas se partió de la matriz de coherencia C , que a la práctica es la nueva 
matriz definida en el párrafo anterior, ya que no es posible para datos completamente 
polarimétricos con la matriz de covarianzas. Igualmente se filtraron con el mismo filtro 
BOXCAR 7x7, para que hubiese la máxima verosimilitud entre procedimientos. 
 
 
4.2.1 Evolución temporal de los datos 
 
De manera análoga al estudio en Full-Pol, se obtuvieron las gráficas en dependencia 
temporal, pero como se ha comentado anteriormente, ahora tenemos dos casos para 
analizar, HH&HV y VV&VH. Lo que queremos realmente es comprobar cuál de los dos 
tipos de combinación polarimétrica refleja con mayor similitud el comportamiento, o 
mejor dicho la respuesta, de un análisis en Full-Pol. 
 
Como se puede observar en las gráficas, no hay una diferencia significativa a grandes 
rasgos, pero se pueden atisbar pequeñas sutilezas que pueden ser de gran ayuda a la 
hora de comparar las diferentes polarizaciones y que reflejan una mayor similitud en 
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VV-VH, como comentaremos a continuación: 
 
• Se puede observar cómo en las dos primeras muestras, los valores del maíz 
(54MAI) y de las patatas (53ONI) son mucho más cercanos en VV-VH y Full-Pol 
que en HH-HV, donde se refleja un crecimiento mayor que en los otros dos 
casos. 
 
• En las últimas muestras se observa un decaimiento de la Entropía mucho más 
pronunciado en HH-HV que en VV-VH y Full-Pol, los cuales tienen un 
decaimiento más progresivo, sobre todo los campos 50POT y 53ONI. 
 
• En la parte central, días 02/07 y 26/07, los valores del campo 50POT están por 
encima de los valores de 53ONI en HH-HV, en cambio en Full-Pol no es así, y en 
VV-VH tampoco. 
 
• Para el ángulo α sirven las mismas explicaciones de manera análoga que para la 
Entropía, comprobando que la diferencia entre combinaciones polarimétricas 
siguen un patrón bastante similar. 
 
  
 
Fig. 4.23 Evolución de la Entropía en Dual-Pol. Izquierda) HH-HV Derecha) VV-VH Abajo) Full-Pol. 
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Fig. 4.24 Evolución del ángulo α en Dual-Pol. Izquierda) HH-HV Derecha) VV-VH Abajo) Full-Pol. 
 
  
 
Fig. 4.25 Evolución de la Anisotropía en Dual-Pol. Izquierda) HH-HV Derecha) VV-VH. 
 
Esta diferencia entre combinaciones polarimétricas puede ser debido a que al emitir 
en vertical, como el objeto que provoca el reflejo en la onda emitida también tiene 
tendencia a ser vertical (son plantas de tallos elevados en general), tendría una mejor 
respuesta a este tipo de polarización en concreto. Se puede ejemplificar con una 
representación visual lo comentado en este párrafo en la Fig. 4.26. 
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Fig. 4.26 Representación de la incidencia de la polarización. 
 
4.2.2 Evolución por ángulo de incidencia 
Como se ha podido comprobar en el apartado anterior, comprobamos que la 
polarización VV-VH reflejaba mejor la evolución del análisis de los datos 
completamente polarimétricos que la polarización HH-HV, con lo que para la 
clasificación por ángulo de incidencia solo analizamos los datos en el modo 
polarimétrico VV-VH para comprobar que la evolución refleja una forma más cercana a 
los datos completamente polarimétricos como se ha reflejado en el apartado anterior. 
 
Como se puede comprobar en las Fig. 4.27, Fig. 4.28 y Fig. 4.29, efectivamente siguen 
un patrón parecido a las gráficas de Full-Pol. Se observa además que para el campo 
representado en este apartado, 50POT, como para el resto de campos como se puede 
apreciar en las gráficas del anexo A3, los valores de α son mucho menores que los Full-
Pol, y la Anisotropía es mucho más elevada que en Full-Pol. Y aunque lo que nos 
interesaba en principio era la evolución, como se ha podido comprobar, se tienen 
varias hipótesis este tipo de variaciones cuantitativas en estos análisis. 
 
 
 
Fig. 4.27 Evolución de la Entropía. Arriba) VV-VH Abajo) Full-Pol. 
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Fig. 4.28 Evolución del ángulo α. Arriba) VV-VH Abajo) Full-Pol. 
 
 
 
 
Fig. 4.29 Evolución de la Anisotropía.  Arriba) VV-VH Abajo) Full-Pol. 
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4.3 Humedad en relación con los resultados 
Como se ha comentado en la sección 3.1.1, los datos de humedad y precipitación solo 
fueron posibles para los campos Site1 y Site2. Por lo tanto solo se podrá comprobar 
cierta relación entre la humedad y dichos campos. 
 
En este apartado, se intentaba sonsacar una relación entre la evolución de la humedad 
del terreno con la evolución de los datos polarimétricos obtenidos, para poder 
comprobar si una variabilidad de la humedad afectaba sensiblemente a el análisis de 
dichos datos, lo cual es muy importante, ya que al mínimo síntoma de variabilidad 
todo el estudio podría haber sido comprometido. 
 
En la figura Fig. 4.30 se puede observar la evolución de la humedad en la sucesión de 
las muestras tomadas totales, es decir, una representación temporal de la humedad de 
los dos campos. La primera muestra, muestra 0, es del 26/05, y la última muestra, 
muestra 3194 del 06/10. 
 
 
 
Fig. 4.30 Datos de humedad y precipitación. Arriba) Site1  Abajo) Site2. 
 
Ahora bien, una vez obtenidas las gráficas, debemos compararlas con las de las 
entropías, anisotropías y parámetros alpha analizadas de los datos obtenidos. Para ello 
se intenta buscar una correlación entre los datos de humedad y los datos de los 
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parámetros polarimétricos. Con tal objetivo primero se busca la relación entre las 
muestras de la humedad y los días de los datos polarimétricos como se aprecia en la 
Tabla 4.1, en la que para esta comprobación nos hemos ayudado de los datos del 
ángulo de incidencia FQ17 Descending. 
 
Muestras Días de muestra respectivamente 
Muestras 1, 315, 900 16/05, 08/06, 02/07 
Muestras 1455, 2035, 2610 26/07, 19/08, 12/09 
Tabla 4.1 Tabla Muestras/Días. 
 
Las gráficas se muestran con los parámetros y seguido de la humedad para coincidir el 
inicio y el final de las muestras con los días como se ha indicado en la tabla anterior. 
 
 
                     
Fig. 4.31 Comparación entre Site1 Humedad y Entropía de FQ17 Descending. 
 
Si nos fijamos en las gráficas, y más concretamente en el campo WinterWheat, en rosa 
en la Entropía y en rojo en la gráfica de la humedad, podremos observar cómo al 
principio, cuando la humedad decrece la Entropía crece, pero en mitad de la gráfica, 
cuando la humedad crece, la Entropía sigue manteniéndose en un valor elevado para 
después decrecer. Dicho comportamiento revela que la humedad no afecta, para estos 
valores, a la evolución de los parámetros polarimétricos, ya que como ya se ha 
demostrado en apartados anteriores, estas variaciones en los valores son por la 
evolución propia de la planta principalmente como era de esperar. 
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En la siguiente figura, Fig. 4.32, se analiza de manera análoga en el campo de cultivo 
Site2. Y de manera similar, se observa cómo cuando decrece la humedad a mitad de la 
gráfica, la Entropía parece responder decreciendo ligeramente y replicando la forma, 
pero al final de la gráfica la humedad aumenta y la Entropía decrece, lo que como se 
ha apuntado en el párrafo anterior, se demuestra que para estos valores la humedad 
no afecta significativamente al estudio del mismo. 
 
 
                    
Fig. 4.32 Comparacion entre Site2 Humedad y Entropía FQ17 Descending. 
 
4.4 Muestreo temporal 
 
Uno de los objetivos de este proyecto era poder determinar qué espaciado temporal 
era mínimamente necesario para el uso del sistema SAR en el ámbito agrícola, es decir, 
cada cuánto tiempo tiene el satélite que tomar una muestra del terreno para el 
estudio polarimétrico del mismo. Esto puede ser determinante ya que un muestreo 
muy espaciado puede contribuir a una pérdida de alguna variación característica en la 
evolución del terreno. También hay que tener en cuenta que un sobremuestreo es 
innecesario,  ya que hacer un paso con más frecuencia del satélite conlleva unos gastos 
económicos más elevados. Con este objetivo se han analizado las gráficas de las 
evoluciones para los distintos ángulos de incidencia, viendo la variabilidad y progresión 
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de los datos y que espaciado temporal era el idóneo para el correcto funcionamiento 
de un estudio polarimétrico. 
 
Como se observa en la Fig. 4.33, con una distancia de 2 meses es insuficiente para 
observar una evolución del cultivo, ya que se pierde mucha información en el proceso 
evolutivo de la planta, cuya información puede ser necesaria en estos casos la 
estaríamos perdiendo. 
 
 
Fig. 4.33 Entropía FQ4. 
 
En cambio, para un muestreo mayor de 24 días entre muestras aproximadamente 
como el que representa la Fig. 4.34, se observa que se detallan los procesos evolutivos 
de los cultivos en los picos de las gráficas. Es por esto que se llega a la conclusión de 
que un muestreo de 24 días es un tiempo más que suficiente para el análisis óptimo de 
la polarimetría. Es correcto decir que cuanto menos tiempo de muestreo mejor se 
apreciarán las variaciones en los parámetros polarimétricos, pero como se indica en el 
párrafo anterior, el valor que ha resultado de este estudio ya es necesario para el uso 
polarimétrico. 
 
 
Fig. 4.34 Entropía FQ12 Descending. 
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5 CONCLUSIONES 
En el presente trabajo se pretendía caracterizar e interpretar la evolución de los 
valores de los parámetros polarimétricos Entropía (H), Anisotropía (A) y ángulo α con 
el objetivo de obtener ángulos de incidencia óptimos, un tiempo de muestreo 
adecuado para obtener la información polarimétrica y como último paso obtener qué 
conjunto de polarizaciones Dual-Pol emulaban o reflejaban más fielmente el 
comportamiento del análisis de los datos en Full-Pol para poder utilizarlos en futuras 
misiones de sistemas SAR en polarización dual. 
 
Durante el desarrollo de este proyecto, se han realizado diversos estudios en 
profundidad para esclarecer los resultados y asegurar un error mínimo en los mismos. 
El problema más grave fue el poder clasificar e interpretar los resultados para obtener 
una conclusión fiable, puesto que podían existir diversos factores tales como por 
ejemplo la humedad que podían condicionar la medida del estudio. Pero como se ha 
observado, aunque hay relación entre la humedad y los datos extraídos, no supone un 
factor tan determinante en la variabilidad de la matriz de scattering. 
 
5.1 Análisis de los parámetros Entropía, Anisotropía y ángulo α 
Una vez vistos los resultados obtenidos en los capítulos anteriores, podemos obtener 
varias conclusiones, las cuales, ya se han apuntado en la discusión de los resultados. 
 
Una de estas primeras conclusiones es que no existe un ángulo de incidencia que 
refleje con mayor exactitud o precisión que los demás la evolución de los parámetros 
polarimétricos en las zonas agrícolas. Se pueden apreciar cambios sutiles en la 
evolución como se ha comentado anteriormente, pero no se destaca ningún ángulo en 
particular con un mejor comportamiento o respuesta respecto a lo comentado 
anteriormente. Como se ha visto en el estudio, el rango de ángulos de incidencia van 
desde los 20o (FQ4) hasta los 40o (FQ21), pero si se tuviese que seleccionar un ángulo 
de incidencia se propondría el FQ13 (33o), ya que como se ha comprobado con 
anterioridad parece tener un mayor margen dinámico en el parámetro α en sus 
resultados, pero sin llegar a destacar por tener una mayor variabilidad en relación al 
resto de parámetros. De manera análoga, se extrae la misma información de una 
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pasada ascendente o descendente del sistema SAR del satélite, con lo que no hay 
distinción en este aspecto en particular. 
 
En referencia al parámetro Ι, que ha sido definido en la sección 4.1.1.1 y ha sido 
evaluado como se ha podido observar en la sección 4.1.2, se llega a la conclusión de 
que es un parámetro que aporta más información en un análisis en Full-Pol que la 
propia Anisotropía al tener mayor variabilidad y por lo tanto un mayor margen 
dinámico, ya que la Anisotropía no aporta información en Full-Pol. Es por ésto que en 
casos donde la Anisotropía no aporte suficiente información, como ha sido el caso en 
los apartados Full-Pol de éste proyecto, se recomienda el uso del parámetro Ι. 
 
De los resultados anteriores, se desprendería la conclusión de que el análisis del 
fenómeno de dispersión radar en el caso de zonas agrícolas puede realizarse 
asumiendo únicamente dos mecanismos de difusión. Cabe destacar, que en el caso de 
datos Full-Pol, éstos permiten considerar hasta tres mecanismos de difusión 
ortogonales. Se cree que los dos mecanismos necesarios para el análisis polarimétrico 
de zonas agrícolas, como se ha apuntado en las Secciones 4.1 y 4.2, son en concreto el 
volumen y la reflexión de la superficie donde está ubicada la planta. Es decir, los 
cultivos se componen básicamente por el volumen de la planta y el terreno 
generalmente plano a su alrededor, y por esto es suficente con solo dos mecanismos, 
ya que uno reflejaría el volumen y el otro la reflexión de la superficie. 
 
5.2 Análisis Full-Pol vs Dual-Pol 
De lo concluido en el apartado anterior, se desprende que la caracterización de zonas 
agrícolas puede realizarse mediante datos Dual-Pol ya que permiten considerar dos 
mecanismos de difusión ortogonales. Y en concreto se ha podido comprobar, en la 
Sección 4.2, que la combinación polarimétrica VV&VH reflejaba con mayor exactitud el 
comportamiento del análisis completamente polarimétrico en vez de HH&HV. Esto es 
así porque como se ha apuntado en dicha sección, los campos de cultivo y las plantas 
que contienen tienen unas propiedades físicas que se reflejan en la Entropía y el 
parámetro α principalmente, ya que responden mejor al tener una orientación 
vertical. De esta manera, al transmitir una onda vertical quedan mejor reflejados el 
conjunto de objetos, en este caso plantas, que contengan dicha orientación como es el 
caso de plantas y arbustos. 
 
Por lo tanto se llega a la conclusión de que el modo polarimétrico VV&VH en Dual-Pol 
será el recomendado para futuros proyectos que abarquen este tipo de combinaciones 
polarimétricas duales, tales como Sentinel-1. 
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5.3 Conclusiones Adicionales 
En este proyecto se han obtenido otras conclusiones secundarias durante el transcurso 
del estudio de la obtención de los principales objetivos, las cuales también han de ser 
tenidas en consideración. 
 
Una de estas conclusiones es que la variación de humedad no incide de manera 
significativa en la obtención de los resultados, ya que afecta muy ligeramente los datos 
y el estudio de la información polarimétrica para el análisis de zonas de cultivo, como 
se ha explicado en la Sección 4.3. Por lo tanto, unos valores de humedad como los 
obtenidos en este estudio, de entre el 20% y el 45%, no son preocupantes a la hora de 
obtener información polarimétrica y hacer uso de ella. 
 
También se extrae una conclusión sobre el tiempo de muestreo ideal para la obtención 
de información polarimétrica. Dado que los datos facilitados para este estudio tuvieron 
una distancia temporal entre muestras irregular para cada ángulo de incidencia, se ha 
llegado a la conclusión, mediante la observación de las gráficas y lo comentado en la 
Sección 4.4, que el tiempo recomendable para un estudio polarimétrico de zonas 
agrícolas es de una imagen del satélite al menos cada 24 días, para así no perder 
evoluciones de la información polarimétrica o cambios significativos en los parámetros 
polarimétricos. 
 
Como conclusión menos significativa en este estudio se extrae que la precipitación no 
ha afectado en ningún aspecto a la información polarimétrica, al menos en la medida 
cuantitativa que incluían estos datos. 
 
5.4 Recomendaciones Futuras 
Por último, se comentan varios puntos que serían interesantes a tener en cuenta en 
futuros proyectos que abarquen el ámbito tratado en este estudio. 
 
Uno de ellos es que este estudio se ha basado sobre los datos obtenidos en Flevoland, 
pero sería interesante hacer el mismo estudio sobre los set de datos que existen de 
Barrax o Indian Head, para con éllo, con la obtención de unos resultados similares, se 
podrían llegar a extraer unas conclusiones generales e independientes del terreno 
sobre los estudios de datos completamente polarimétricos. 
 
Otro punto interesante sería observar si con unos datos con una humedad superior al 
60% se ven afectados de tal manera que el estudio polarimétrico se viese 
comprometido, llegando así a la obtención de un valor de humedad del cual a partir de 
dicho valor un estudio polarimétrico fuese inviable o, al menos, muy comprometido. 
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También sería interesante un estudio más detallado de los autovectores, en el caso 
Full-Pol, que acompañan a los dos autovalores de menor potencia de la matriz de 
coherencia, 2k  y 3k , ya que a pesar de ser ortogonales, se comprueba que sus 
autovalores llegan a ser en algunos casos proporcionales ya que como se ha 
demostrado en éste estudio dos mecanismos parecen ser suficientes. Es por esto que 
sería interesante profundizar un estudio en el que se llegue a una conclusión sobre si, a 
pesar de ser ortogonales, se puede extraer alguna información conjunta entre los 
autovectores 2k  y 3k . 
 
Por último, se comenta que el análisis efectuado en este estudio, aparte de ser 
cualitativo, es un análisis colectivo de mecanismos de scattering electromagnético. Es 
por esto que sería recomendable un análisis individual para cada mecanismo con el 
objetivo de determinar si concretamente estos dos mecanismos que se ha apuntado 
en las conclusiones, 1k  y 2k , corresponden concretamente al volumen y a la reflexión 
de la superficie. Es por esto que se recomienda el análisis con técnicas de 
descomposición electromagnética basadas en un modelo electromagnético de 
dispersión enfocadas a los mecanismos 1k  y 2k . 
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A1. Artículo PolInsar 2010 
En el siguiente apartado se puede leer el abstract y la aceptación de la presentación de 
este proyecto como una presentación oral en el Polinsar 2011 Workshop que se 
efectuará en Frascati, Italia, del 24 al 28 de Enero. 
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Y aquí la respuesta de aceptación como presentación oral del mismo: 
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A2. Gráficas de los resultados Full-Pol. 
En este anexo se presentan las gráficas de los datos completamente polarimétricos en 
su evolución temporal, donde se incluyen todos los ángulos de incidencia estudiados 
en éste proyecto. 
 
• Evolución temporal 
 
o FQ4 Descending 
 
Aquí se pueden observar los parámetros polarimétricos para el ángulo de incidencia 
FQ4, en el cual solo se proporcionaba con dos capturas del radar. 
 
 
 
 
Fig. A.1 FQ4 evolución temporal. 
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o FQ5 Ascending 
 
Aquí se puede observar el ángulo de incidencia FQ5 Ascending, en el cual solo se 
tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
Fig. A.2 FQ5 evolución temporal. 
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o FQ8 Descending 
 
Aquí se puede observar el ángulo de incidencia FQ8 Descending, en el cual solo se 
tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
 
Fig. A.3 FQ8 evolución temporal. 
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o FQ9 Ascending 
 
Aquí se puede observar el ángulo de incidencia FQ9 Ascending, en el cual solo se 
tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
 
Fig. A.4 FQ9 evolución temporal. 
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o FQ12 Descending 
 
Aquí se puede observar el ángulo de incidencia FQ12 Descending, en el cual solo se 
tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
 
Fig. A.5 FQ12 evolución temporal. 
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o FQ13 Ascending 
 
Aquí se puede observar el ángulo de incidencia FQ13 Ascending, en el cual se tienen 
datos de todos los campos ya que las capturas de éste angulo cubren toda la zona de 
interés. 
 
 
 
 
 
 
 
Fig. A.6 FQ13 evolución temporal. 
 
 
 
 
Anexo A2  ANEXOS
 
 
             119 
  
 
o FQ17 Ascending 
 
Aquí se puede observar el ángulo de incidencia FQ17 Ascending, en el cual se tienen 
datos de todos los campos ya que las capturas de este angulo cubren toda la zona de 
interés. 
 
 
 
 
 
 
 
 
Fig. A.7 FQ17 Ascending evolución temporal. 
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o FQ17 Descending 
 
Aquí se puede observar el ángulo de incidencia FQ17 Descending, en el cual se tienen 
datos de todos los campos ya que las capturas de este angulo cubren toda la zona de 
interés. 
 
 
 
 
 
 
 
Fig. A.8 FQ17 Descending evolución temporal. 
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o FQ21 Ascending 
 
Aquí se puede observar el ángulo de incidencia FQ21 Ascending, en el cual se tienen 
datos de todos los campos ya que las capturas de este angulo cubren toda la zona de 
interés. 
 
 
 
 
 
 
 
 
Fig. A.9  FQ21 Ascending evolución temporal. 
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o FQ21 Descending 
 
Aquí se puede observar el ángulo de incidencia FQ21 Descending, en el cual se tienen 
datos de todos los campos ya que las capturas de este angulo cubren toda la zona de 
interés. 
 
 
 
 
 
 
 
 
Fig. A.10 FQ21 Descending evolución temporal. 
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• Evolución por ángulo de incidencia 
 
En este anexo se presentan las gráficas de los datos completamente polarimétricos por 
ángulo de incidencia, donde para el mismo campo se puede ver la evolución a través 
de los diferentes ángulos de incidencia. 
 
o 50POT (Patatas) 
 
Aquí se puede observar el campo 50POT (Patatas), en el cual se tienen datos de todos 
ángulos de incidencia ya que las capturas de éste campo recogen todos los ángulos. 
 
 
 
 
 
 
Fig. A.11 50POT. 
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o 53ONI (Cebollas) 
 
Aquí se puede observar el campo 53ONI (Cebollas), en el cual se tienen datos de todos 
ángulos de incidencia ya que las capturas de éste campo recogen todos los ángulos. 
 
 
 
 
 
 
 
 
Fig. A.12  53ONI. 
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o 54MAI (Maíz) 
 
Aquí se puede observar el campo 54MAI (Maíz), en el cual se tienen datos de todos 
ángulos de incidencia ya que las capturas de éste campo recogen todos los ángulos. 
 
 
 
 
 
 
 
 
Fig. A.13  54MAI. 
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o Site1 Potato (Patatas) 
 
Aquí se puede observar el campo Site1 Potato (Patatas), en el cual no se tienen datos 
de todos ángulos de incidencia ya que varios ángulos no recogían este campo de 
cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
 Fig. A.14  Site1 Potato. 
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o Site1 SummerWheat (Trigo de verano) 
 
Aquí se puede observar el campo Site1 SummerWheat (Trigo de verano), en el cual no 
se tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.15  Site1 SummerWheat. 
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o Site1 WinterWheat (Trigo de invierno) 
 
Aquí se puede observar el campo Site1 WinterWheat (Trigo de invierno), en el cual no 
se tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.16  Site1 WinterWheat. 
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o Site2 Maize (Maíz) 
 
Aquí se puede observar el campo Site2 Maize (Maíz), en el cual no se tienen datos de 
todos ángulos de incidencia ya que varios ángulos no recogían este campo de cultivo 
como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.17  Site2 Maize. 
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o Site2 SugarBeet (Remolacha Dulce) 
 
Aquí se puede observar el campo Site2 SugarBeet (Remolacha dulce), en el cual no se 
tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
 
Fig. A.18  Site2 SugarBeet. 
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o Site2 WinterWheat (Trigo de invierno) 
 
Aquí se puede observar el campo Site2 WinterWheat (Trigo de invierno), en el cual no 
se tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
 
Fig. A.19  Site2 WinterWheat. 
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A3. Gráficas de los resultados Dual-Pol. 
En este anexo se presentan las gráficas de los datos parcialmente polarimétricos por 
ángulo de incidencia comparando las dos combinaciones de Dual-Pol, HH-HV y VV-VH. 
 
• Evolución temporal 
 
o FQ4 Descending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ4 Descending, en 
el cual solo se tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
Fig. A.20  FQ4 evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ5 Ascending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ5 Ascending, en 
el cual solo se tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
Fig. A.21  FQ5 evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ8 Descending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ8 Descending, en 
el cual solo se tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
Fig. A.22  FQ8 evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
 
 
 
 
ANEXOS  Anexo A3
 
136 
 
 
o FQ9 Ascending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ9 Ascending, en 
el cual solo se tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
Fig. A.23  FQ9 evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ12 Descending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ12 Descending, 
en el cual solo se tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
Fig. A.24  FQ12 evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ13 Ascending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ13 Ascending, en 
el cual solo se tienen datos de los tres campos, 50POT, 53ONI y 54 MAI. 
 
 
 
 
 
 
 
Fig. A.25  FQ13 evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ17 Ascending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ17 Ascending, en 
el cual se tienen datos de todos los campos. 
 
 
 
 
 
 
 
Fig. A.26  FQ17 Ascending evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ17 Descending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ17 Descending, 
en el cual se tienen datos de todos los campos. 
 
 
 
 
 
 
 
Fig. A.27  FQ17 Descending evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
 
 
 
 
 
 
Anexo A3  ANEXOS
 
 
             141 
  
 
o FQ21 Ascending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ21 Ascending, en 
el cual se tienen datos de todos los campos. 
 
 
 
 
 
 
 
Fig. A.28  FQ21 Ascending evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
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o FQ21 Descending 
 
Aquí se puede observar la comparación en el ángulo de incidencia FQ21 Descending, 
en el cual se tienen datos de todos los campos. 
 
 
 
 
 
 
 
 
Fig. A.29  FQ21 Descending evolución temporal. Izquierda) HH-HV  Derecha) VV-VH 
 
 
 
 
Anexo A3  ANEXOS
 
 
             143 
  
• Evolución por ángulo de incidencia VV-VH 
 
En este apartado se presentan las gráficas de los datos parcialmente polarimétricos de 
la combinación polarimétrica VV-VH por ángulo de incidencia, ya que como se ha 
demostrado en la sección 4.2 esta combinación polarimétrica es la más interesante. 
 
o 50POT (Patatas) 
 
Aquí se puede observar el campo 50POT (Patatas), en el cual se tienen datos de todos 
ángulos de incidencia ya que las capturas de este campo recogen todos los ángulos. 
 
 
 
 
 
 
 
Fig. A.30  50POT VV-VH 
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o 53ONI (Cebollas) 
 
Aquí se puede observar el campo 53ONI (Cebollas), en el cual se tienen datos de todos 
ángulos de incidencia ya que las capturas de este campo recogen todos los ángulos. 
 
 
 
 
 
 
 
 
Fig. A.31  53ONI VV-VH 
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o 54MAI (Maíz) 
 
Aquí se puede observar el campo 54MAI (Maíz), en el cual se tienen datos de todos 
ángulos de incidencia ya que las capturas de este campo recogen todos los ángulos. 
 
 
 
 
 
 
 
 
Fig. A.32  54MAI VV-VH 
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o Site1 Potato (Patatas) 
 
Aquí se puede observar el campo Site1 Potato (Patatas), en el cual no se tienen datos 
de todos ángulos de incidencia ya que varios ángulos no recogían este campo de 
cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.33  Site1 Potatos VV-VH 
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o Site1 SummerWheat (Trigo de verano) 
 
Aquí se puede observar el campo Site1 SummerWheat (Trigo de verano), en el cual no 
se tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.34  Site1 SummerWheat VV-VH 
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o Site1 WinterWheat (Trigo de invierno) 
 
Aquí se puede observar el campo Site1 WinterWheat (Trigo de invierno), en el cual no 
se tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.35  Site1 WinterWheat VV-VH 
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o Site2 Maize (Maíz) 
 
Aquí se puede observar el campo Site2 Maize (Maíz), en el cual no se tienen datos de 
todos ángulos de incidencia ya que varios ángulos no recogían este campo de cultivo 
como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.36  Site2 Maize VV-VH 
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o Site2 SugarBeet (Remolacha dulce) 
 
Aquí se puede observar el campo Site2 SugarBeet (Remolacha dulce), en el cual no se 
tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
 
Fig. A.37  Site2 Sugarbeet VV-VH 
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o Site2 WinterWheat (Trigo de invierno) 
 
Aquí se puede observar el campo Site2 WinterWheat (Trigo de invierno), en el cual no 
se tienen datos de todos ángulos de incidencia ya que varios ángulos no recogían este 
campo de cultivo como se ha comentado en la sección 3.1.1. 
 
 
 
 
 
 
 
Fig. A.38  Site2 Winterwheat VV-VH 
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A4. Comprobación de parámetros polarimétricos con el Ground Truth. 
 
A continuación se muestran más ejemplos de cómo los parámetros polarimétricos 
reflejan el estado evolutivo de la planta con gran eficacia. 
 
o FQ5 Ascending 
 
De manera análoga a la memoria principal, se exponen dos ejemplos más de cómo los 
parámetros polarimétricos de Entropía y ángulo α reflejan fielmente el estado 
evolutivo de la planta. En este caso se puede comprobar en el ángulo de incidencia 
FQ5 con el campo de cultivo 54MAI (Maíz). 
 
 
 
 
 
 
Fig. A.39  Comprobación de los datos con el ground truth del campo 54MAI (Maíz) en FQ5. 
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o FQ17 Ascending 
 
En este caso se puede comprobar en el ángulo de incidencia FQ17 Ascending con el 
campo de cultivo Site1 WinterWheat (Trigo de invierno), donde en este caso en 
concreto que tienen datos de todos los campos, pero que se puede distinguir 
perfectamente como de la misma manera refleja el estado evolutivo de la planta, 
donde en la gráfica es la línea de color rosa, en la cual se ha obviado colocar la leyenda 
para mayor claridad de la misma. 
 
 
 
                     
 
 
 
Fig. A.40  Comprobación de los datos con el ground truth del campo Site1WinterWheat (Trigo invernal) 
FQ21 ASC. 
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A5. Gráficas del parámetro Ι. 
 
En este anexo se incluirán el resto de gráficas del parámetro polarimétrico Ι que no se 
han podido incluir en la memoria principal del proyecto pero que de la misma manera 
son interesantes ya que pueden servir de referencia en futuros estudios. 
 
Se puede apreciar que se obtiene una mayor variabilidad en este parámetro como se 
ha comentado en la memoria principal, ya que se adquiere un margen dinámico de 
unos 0.7, cuando en la Anisotropía se ha visto que se tienen márgenes dinámicos 
menores. 
 
 
Fig. A.41  Parametro I Site1 SummerWheat 
 
 
Fig. A.42  Parametro I Site1 WinterWheat 
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Fig. A.43  Parametro I Site2 Maize 
 
 
Fig. A.44  Parametro I Site2 SugarBeet 
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