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Abstract
Freidlin and Wentzell characterized the logarithmic asymptotics of the exit time from
a basin of attraction for a finite dimensional diffusion with small noise. After that, sev-
eral authors studied the same properties for exit problems associated to specific infinite
dimensional systems. In this paper, we present a general method, based a control theo-
retic approach, to establish exit time and exit place results for a large class of stochastic
equations in Banach spaces.
1 Introduction
In [12], Freidlin and Wentzell characterize the exit time and exit place asymptotics from a
basin of attraction for stochastic differential equations of the form

dXǫx(t) = f(X
ǫ
x(t))dt+
√
ǫσ(Xǫx(t))dW (t),
Xǫx(0) = x ∈ Rd.
(1.1)
They investigate the asymptotics of the exit time,
τ ǫx = inf{t > 0 : Xǫx(t) 6∈ G},
where G ⊂ Rd is an open set such that the unperturbed system, X0x, is uniformly attracted
to one asymptotically stable equilibrium point a ∈ G, without leaving G. Because the unper-
turbed system never leaves G, τ ǫx will diverge as ǫ → 0. More specifically, using the theory of
large deviations, it can be shown that this divergence is of exponential type and that for any
x ∈ G,
lim
ǫ→0
ǫ logEτ ǫx = inf
y∈∂G
V (y), (1.2)
where V (y) is a non-negative function called the quasipotential. Additionally, if there is a
unique y0 ∈ ∂G such that V (y0) = infy∈∂G V (y), then
lim
ǫ→0
Xǫx(τ
ǫ
x) = y0 in probability.
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In other words, Xǫx exits G near y0 with overwhelming probability.
In this paper, we deal with the following class of stochastic equations in a Banach space E,

dXǫx(t) = (AX
ǫ
x(t) + F (X
ǫ
x(t)))dt +
√
ǫB(Xǫx(t))dw(t),
Xǫx(0) = x ∈ E.
(1.3)
and we establish analogous exit time and exit place results. In the above equation, A is the
generator of a C0 semigroup, and F : E → E is a dissipative nonlinear mapping. Typically E
would be a function space, for example, an Lp space, the space of continuous functions, or a
space of Ho¨lder-continuous functions, and A would be the realization of some linear differential
operator.
The exit time asymptotics have previously been characterized for a variety of infinite di-
mensional equations including stochastic reaction diffusion equations [4, 3, 7, 11], stochastic
damped Schro¨dinger equations [13], stochastic semilinear wave equations [6], and stochastic
Navier-Stokes equations [1]. In each of these papers a proof of the exit time has been given,
taking into account the specific structure of the underlying equation. Our aim in the current
paper is to introduce a unified approach to study the exit problem for solutions of abstract
stochastic evolution equations in Banach spaces that can apply to a wide variety of problems.
For a bounded open set G ⊂ E that contains 0, we study the exit times
τ ǫx = inf{t > 0 : Xǫx(t) 6∈ G}.
We show that {Xǫx}{ǫ>0} satisfies a large deviations principle on the space C([0, T ];E) with
respect to the rate function I0,T given by
I0,T (ϕ) =
1
2
inf
{
|ψ|2L2([0,T ];H) : ϕ = Xψx
}
(1.4)
where Xψx is the unique mild solution to the deterministic control problem

d
dt
Xψx (t) = AX
ψ
x (t) + F (X
ψ
x (t)) +B(X
ψ
x (t))ψ(t),
Xψx (0) = x,
and H is some Hilbert space on which the noise w(t) is defined. Importantly, we prove that
this large deviation principle is uniform for initial conditions |x|E ≤ R, for each R > 0. We
recall the definition of a uniform large deviations principle.
Definition 1.1. The family {Xǫx}ǫ>0 in C([0, T ];E) satisfies a large deviations principle with
speed ǫ and rate function I0,T uniform with respect to initial conditions |x|E ≤ R, if for all
R > 0,
i. For any ψ ∈ L2([0, T ];H), δ > 0,
lim inf
ǫ→0
ǫ log
(
inf
|x|E≤R
P
∣∣∣Xǫx −Xψx ∣∣∣ < δ
)
≥ −1
2
|ψ|2L2([0,T ];H). (1.5)
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ii. For any r > 0 and δ > 0,
lim sup
ǫ→0
ǫ log
(
sup
|x|E≤R
P
(
distC([0,T ];E)(X
ǫ
x,K
x
0,T (r)) > δ
)) ≤ −r (1.6)
where
Kx0,T (r) =
{
Xψx ∈ C([0, T ];E) :
1
2
|ψ|2L2([0,T ];H) ≤ r
}
.
Because E is infinite dimensional, uniformity on bounded sets of initial conditions is a
stronger requirement than uniformity for x ∈ K where K is a compact subset of E (see for
example [2, 10]). The set {x ∈ E : |x|E ≤ R} is not compact if E is infinite dimensional, but
we still are able to prove a uniform large deviation principle.
Da Prato and Zabczyk [9, 14] characterized the exit problem for Hilbert space valued
stochastic equations with dissipative nonlinearities and additive noise. They prove that
lim sup
ǫ→0
ǫ logEτ ǫx ≤ e¯(G¯c) (1.7)
and
lim inf
ǫ→0
ǫ logEτ ǫx ≥ e(∂G), (1.8)
where
e¯(G¯c) = inf{I0,T (ϕ) : ϕ(0) = 0, ϕ(T ) ∈ G¯c, T > 0},
er(∂G) = inf{I0,T (ϕ) : |ϕ(0)|E = r, ϕ(T ) ∈ ∂G, T > 0},
e(∂G) = lim
r→0
er(∂G).
It is immediate from these definitions that e(∂G) ≤ e¯(G¯c). In the finite dimensional case (such
as [12]) one can show that e(∂G) = e¯(G¯c). In fact, Freidlin and Wentzell demonstrate that in
this case, the function
e(x, y) = inf{I0,T (ϕ) : ϕ(0) = x, ϕ(T ) = y, T > 0}
is actually continuous in x and y. In the infinite dimensional case, however, one cannot expect
such continuity because e(x, y) = +∞ on a dense subset of E × E. Despite this difficulty, in
the current paper we show that e(∂G) = e¯(G¯c) for a large class of general Banach space valued
problems. Such an equality guarantees that no gap exists between (1.8) and (1.7).
To prove this equality, we define I−∞,0 as an extension of the rate functions I0,T to the
space C((−∞, 0);E). This extension is possible because (1.3) is time homogeneous. We then
define the quasipotential for any N ⊂ E as
V (N) = inf{I−∞,0(ϕ) : lim
t→−∞ |ϕ(t)|E = 0, ϕ(0) = N}.
The quasipotential satisfies
e(∂G) ≤ V (∂G) ≤ e¯(G¯c).
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We will show that the above quantities are actually equal if the level sets of I−∞,0 are compact
in the topology of uniform converge on bounded intervals, the map x ∈ E 7→ Xψx (t) ∈ E is
continuous uniformly in time, and the set G satisfies the regularity assumption
V (∂G) = V (G¯c).
We show that these assumptions are satisfied in unexpected generality. First, in section 3 we
study the case where (1.3) is linear and has additive noise. That is, F (x) ≡ 0 and B(x) ≡ Q
a linear operator. Using functional analytic arguments, we show that the compactness of the
level sets of I−∞,0 is actually a consequence of the existence of E-valued mild solutions to
(1.3). In section 4, we show that if the noise is additive and the the nonlinearity F satisfies a
certain dissipativity assumption, then the level sets of I−∞,0 are still compact. The situation
is significantly more complicated in the multiplicative noise case, but in section 5, we provide
some sufficient conditions that guarantee that the level sets of I−∞,0 are still compact.
Once we establish the compactness of the level sets of I−∞,0, we show that τ ǫx diverges
exponentially as ǫ→ 0. Specifically, we prove that
lim
ǫ→0
ǫ logEτ ǫx = V (∂G), (1.9)
and
lim
ǫ→0
ǫ log τ ǫx = V (∂G) in probability. (1.10)
We also prove that Xǫx is likely to exit G near the points that minimize V on the boundary of
G. This means that if N ⊂ ∂G is closed and
V (N) > V (∂G),
then
lim
ǫ→0
P (Xǫx(τ
ǫ
x) ∈ N) = 0.
In particular, if there exists a unique y∗ ∈ ∂G such that
V (y∗) = inf
x∈∂G
V (x),
then by setting N = {y ∈ ∂G : |y − y∗|E > δ}, for any δ, we can show that
lim
ǫ→0
Xǫx(τ
ǫ
x) = y
∗ in probability.
Our proofs of the exit time and exit place results are largely based on the proofs of [10,
Chapter 5], but important and nontrivial modifications have to be introduced to allow us
to deal with the infinite dimensionality of the problem. Notice that because G is open and
infinite dimensional, it is never compact. The famous proofs of the exit time results for finite
dimensional systems ([10, 12]) took advantage of the fact that bounded sets of Rd are compact.
In the current paper, we show that the compactness of G is unnecessary because the level sets
of I−∞,0 are compact. Because of this, our results extend the results of Chenal and Millet [7],
where they studied the exit time of the stochastic heat equation from bounded subsets of the
Ho¨lder space E = Cα([0, 1]) for α > 0. The results of this paper allow us characterize the exit
time and exit place from bounded subsets of the space of continuous functions E = C([0, 1]).
In Section 2, we introduce our notations and we identify our hypotheses. In sections 3, 4,
and 5, we prove that the level sets of I−∞,0 are compact. Finally, in section 6 we prove the
exit time and exit place results.
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2 Assumptions and Preliminaries
Let (E, | · |E) be a Banach space. We denote by E⋆ the dual space of E and use the notation
〈x, x⋆〉E,E⋆ to represent the duality. For any T > 0 we denote by C([0, T ];E) the Banach space
of continuous functions from [0, T ] to E endowed with the norm
|ϕ|C([0,T ];E) = sup
t∈[0,T ]
|ϕ(t)|E .
We denote by C((−∞, 0];E) the metric space of continuous functions from (−∞, 0] to E
endowed with the topology of uniform convergence on compact subsets of (−∞, 0]. Recall that
this is a metric space under the metric
ρ(ϕ,ψ) =
∞∑
n=1
2−n
(
sup
t∈[−n,−n+1]
|ϕ(t) − ψ(t)|E
)
.
For any set G ⊂ E, the complement of G is denoted as Gc = E \ G and the closure of G is
denoted as G¯.
Let H be a Hilbert space of square integrable functions endowed with the inner product
〈·, ·〉H and norm | · |H . For any −∞ ≤ t1 < t2 ≤ +∞ we denote by L2((t1, t2);H) the Hilbert
space endowed with the inner product
〈ψ, φ〉L2((t1,t2);H) =
∫ t2
t1
〈ψ(s), φ(s)〉H ds.
We study the following equation

dXǫx(t) = (AX
ǫ
x(t) + F (X
ǫ
x(t)))dt +
√
ǫB(Xǫx(t))dw(t),
Xǫx(0) = x,
(2.1)
where A : D(A) ⊆ E → E is the generator of a C0 semigroup S(t), F : E → E is a nonlinear
mapping and B maps E into a space of linear mappings that are not necessarily bounded, but
have the property that for any t > 0 and x ∈ E, S(t)B(x) ∈ L(H,E). In the above equation,
w(t) is a cylindrical Wiener process on some Hilbert space H. This means that formally
w(t) =
∞∑
k=1
βk(t)ek, (2.2)
where {βk} is a family of independent one-dimensional Brownian motions on some stochastic
basis (Ω,F ,Ft,P), and {ek} is a complete orthonormal system of H.
Definition 2.1 (Mild solution). An adapted process Xǫx ∈ C([0, T ];E) is called a mild solution
for (2.1) if for t ∈ [0, T ],
Xǫx(t) = S(t)x+
∫ t
0
S(t− s)F (Xǫx(s))ds +
√
ǫ
∫ t
0
S(t− s)B(Xǫx(s))dw(s). (2.3)
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We also introduce the deterministic control problem

d
dt
Xψx (t) = AX
ψ
x (t) + F (X
ψ
x (t)) +B(X
ψ
x (t))psi(t),
Xψx (0) = x,
(2.4)
and its mild solution
Xψx (t) = S(t)x+
∫ t
0
S(t− s)F (Xψx (s))ds +
∫ t
0
S(t− s)B(Xψx (s))ψ(s)ds. (2.5)
3 Linear equation with additive noise
We now consider the case of a linear stochastic equation with additive noise

dXǫx(t) = AX
ǫ
x(t)dt+
√
ǫQdw(t),
Xǫx(0) = x ∈ E.
(3.1)
Hypothesis 1. The operator A : D(A) ⊂ E → E is the generator of a C0 semigroup S(t) of
negative type. That is, there exist M ≥ 1 and ω > 0 such that ‖S(t)‖L(E) ≤Me−ωt.
Hypothesis 1 guarantees that the unperturbed equation X0x has a globally asymptotic stable
equilibrium at 0. The mild solution to (3.1) is given by
Xǫx(t) = S(t)x+
√
ǫ
∫ t
0
S(t− s)Qdw(s) =: S(t)x+√ǫZ(t). (3.2)
We call Z(t) the stochastic convolution.
Hypothesis 2. Q is a linear operator with domain H. For any t > 0, S(t)Q ∈ L(H,E).
Furthermore, for any t > 0, the stochastic convolution Z(t) is an E-valued Gaussian random
variable.
Proposition 3.1. If E is a Hilbert space and for any T > 0, and any complete orthonormal
system {ek} of H, ∞∑
k=1
∫ T
0
|S(t)Qek|2E dt < +∞, (3.3)
then Hypothesis 2 is satisfied.
Proof. We will show that under this assumption E|Z(t)|2E < +∞. We assumed that E was a
Hilbert space, let {fj} be a complete orthonormal basis of E. Then for any j,
〈Z(t), fj〉E =
∞∑
k=1
∫ t
0
〈S(t− s)Qek, fj〉E dβk(s)
which is a real-valued Gaussian random variable with variance
E 〈Z(t), fj〉2E =
∞∑
k=1
∫ t
0
〈S(t− s)Qek, fj〉2 ds.
It follows that
E|Z(t)|2E = E
∞∑
j=1
〈Z(t), fj〉2E =
∞∑
k=1
∫ t
0
|S(t− s)Qek|2Eds < +∞
and we conclude that Z(t) is E-valued.
If E is not a Hilbert space, sufficient conditions for satisfying Hypothesis 2 are not so
obvious. In the next example we show that Hypothesis 2 is satisfied for a linear stochastic heat
equation in one spatial dimension.
Example 3.2 (Stochastic heat equation in one spatial dimension). Consider the following
linear stochastic heat equation for ξ ∈ [0, π] and t ∈ [0,+∞],

∂u
∂t
(ξ, t) =
∂2u
∂ξ2
(ξ, t) +
∂w
∂t
(t, ξ)
u(t, 0) = u(t, π) = 0, u(0, ξ) = u0(ξ).
(3.4)
Let E = C0([0, π]), the space of continuous real-valued functions from [0, π] with boundary
condtions f(0) = f(π) = 0 for all f ∈ E, and let H = L2([0, π]), the space of square integrable
functions. The operator ∂
2
∂ξ2 generates a C0 semigroup S(t) called the heat semigroup on E.
The spectrum of the operator ∂
2
∂ξ2
is the set {−k2 : k ∈ N} and there exists a sequence of
eigenfunctions
ek(ξ) :=
2
π
sin(kξ),
∂2ek
∂ξ2
(ξ) = −k2ek(ξ).
It follows that for any t ≥ 0, k ∈ N,
S(t)ek = e
−k2tek
These eigenfunctions form a complete orthonormal system in H. The space-time white noise
∂w/∂t can be represented as the formal sum
∂w(ξ, t) =
∞∑
k=1
ek(ξ)dβk(t).
The solution to (3.4) is
u(ξ, t) = S(t)u0(ξ) +
∫ t
0
S(t− s)dw(s)(ξ).
We can show that u(ξ, t) ∈ E with probability 1 by following the arguments in [9][Section 5.5].
Remark 3.3. We notice that in the previous example, Q = I and that the identity is not a
continuous bounded operator from H to E. However, because of the regularizing properties of
the heat equation semigroup, S(t) ∈ L(H,E) for all t > 0.
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In what follows, we will show that whenever Hypothesis 2 is satisfied, the operator Lψ =∫∞
0 S(s)Qψ(s)ds is a compact operator.
Because the stochastic convolution Z is Gaussian, it is known (see [9, Theorems 12.4,12.5])
that {√ǫZ}ǫ>0 satisfies a large deviation principle with respect to the rate function
I˜0,T (ϕ) =
1
2
inf{|ψ|2L2([0,T ];H) : ϕ(t) = Zψ(t)}
where
Zψ(t) =
∫ t
0
S(t− s)Qψ(s)ds.
We use the standard convention that inf ∅ = +∞. Then the following results holds.
Proposition 3.4. Under Hypotheses 1 and 2,
i. For any ψ ∈ L2([0, T ];H), and δ > 0,
lim inf
ǫ→0
ǫ log
(
P
∣∣∣√ǫZ − Zψ∣∣∣
C([0,T ];E)
< δ
)
≥ −1
2
|ψ|2L2([0,T ];H). (3.5)
ii. For any r > 0 and δ > 0,
lim sup
ǫ→0
ǫ log
(
P
(
distC([0,T ];E)(
√
ǫZ, K˜0,T (r)) > δ
))
≤ −r (3.6)
where
K˜0,T (r) = {Zψ ∈ C([0, T ];E) : 1
2
|ψ|2L2([0,T ];H) ≤ r}.
From this LDP for the stochastic convolution we can immediately derive a uniform LDP
for (3.1). Let Xψx solve the deterministic control problem

d
dt
Xψx (t) = AX
ψ
x (t) +Qψ(t)
Xψx (0) = x.
(3.7)
That is
Xψx (t) = S(t)x+ Z
ψ(t).
Let I0,T : C([0, T ];E)→ [0,+∞] be given by
I0,T (ϕ) = inf
{
1
2
|ψ|2L2((0,T );H) : ϕ = Xψx
}
.
Proposition 3.5. Under Hypothesis 1 and 2, the family {Xǫx}ǫ>0 satisfies a uniform LDP
with respect to I0,T . That is,
i. For any ψ ∈ L2([0, T ];H), δ > 0,
lim inf
ǫ→0
ǫ log
(
inf
x∈E
P
∣∣∣Xǫx −Xψx ∣∣∣
C([0,T ];E)
< δ
)
≥ −1
2
|ψ|2L2([0,T ];H). (3.8)
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ii. For any r > 0 and δ > 0,
lim sup
ǫ→0
ǫ log
(
sup
x∈E
P
(
distC([0,T ];E)(X
ǫ
x,K
x
0,T (r)) > δ
)) ≤ −r (3.9)
where
Kx0,T (r) = {Xψx ∈ C([0, T ];E) :
1
2
|ψ|2L2([0,T ];H) ≤ r}.
Proof. This is a consequence of the fact that Xǫx(t) = S(t)x +
√
ǫZ(t) and Xψx (t) = S(t)x +
Zψ(t). Therefore, for any x ∈ E,
|Xǫx −Xψx |C([0,T ];E) = |
√
ǫZ − Zψ|C([0,T ];E).
Now, we extend I0,T to the negative half line by translation, defining for any ϕ ∈ C([−T, 0];E)
I−T,0(ϕ) = I0,T (ϕ(T + ·)),
I−∞,0(ϕ) = sup
T>0
I−T,0(ϕ).
If I−∞,0(ϕ) < +∞, then there exists ψ ∈ L2((−∞, 0);H) such that for −T ≤ t ≤ 0
ϕ(t) = S(t+ T )ϕ(−T ) +
∫ t
−T
S(t− s)Qψ(s)ds.
If supt≤0 |ϕ(t)| < +∞, then by taking −T → −∞,
ϕ(t) =
∫ t
−∞
S(t− s)Qψ(s)ds.
Definition 3.6. We define the quasipotential for N ⊂ E as
V (N) := inf
{
I−∞,0(ϕ) : lim
t→−∞ |ϕ(t)|E = 0, ϕ(0) ∈ N
}
= inf
{
1
2
|ψ|2L2((−∞,0);H) :
∫ 0
−∞
S(−s)Qψ(s)ds ∈ N
}
.
(3.10)
We now prove that for any r > 0, the level set of I−∞,0,
K(r) =
{
ϕ ∈ C((−∞, 0);E) : lim
t→−∞ |ϕ(t)|E = 0, I−∞,0(ϕ) ≤ r
}
, (3.11)
is compact in the topology of uniform convergence on bounded intervals of (−∞, 0].
Definition 3.7. Define for any t ≥ 0, Lt : L2([0, t];H)→ E
Ltψ =
∫ t
0
S(s)Qψ(s)ds. (3.12)
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Theorem 3.8. For any fixed t ≥ 0, the operator Lt : L2([0, t];H) → E is a compact operator.
Proof. By Hypothesis 2, Z(t) is an E-valued Gaussian random variable. Therefore,
〈Z(t), x⋆〉E,E⋆ =
∞∑
k=1
∫ t
0
〈S(t− s)Qek, x⋆〉E,E⋆ dβk(s)
is a real-valued Gaussian random variable. Its variance is
E 〈Z(t), x⋆〉2E,E⋆ =
∞∑
k=1
∫ t
0
〈S(t− s)Qek, x⋆〉2E,E⋆ ds
=
∞∑
k=1
∫ t
0
〈ek, (S(t− s)Q)⋆x⋆〉2H ds =
∫ t
0
|(S(t− s)Q)⋆x⋆|2Hds = |L⋆tx⋆|2L2([0,t];H).
We calculate the characteristic function of Z(t). For any x⋆ ∈ E⋆ let
µˆ(x⋆) := E
(
ei〈Z(t),x
⋆〉E,E⋆
)
= e
− 1
2
|L⋆t x⋆|2L2([0,t];H). (3.13)
We now prove that L⋆t is a compact operator. Let |x⋆n|E⋆ ≤ 1 be a sequence in the dual space.
By the Banach-Alaoglu theorem, the unit ball in E⋆ is weak-⋆ compact and therefore there
exists a subsequence x⋆nk with the weak-⋆ limit x
⋆. Because Z(t) is assumed to be E-valued
with probability 1, by the dominated convergence theorem,
lim
k→+∞
µˆ(x⋆nk − x⋆) = limk→+∞E
(
e
i
〈
Z(t),x⋆nk
−x⋆
〉
E,E⋆
)
= 1.
It follows from (3.13) that
lim
k→+∞
|L⋆t (x⋆nk − x⋆)|2L2([0,t];H) = 0
and therefore L⋆t is a compact operator. By Schauder’s Theorem (see, for example, [8, Theorem
VI.3.4]) Lt : L
2([0, t];H) → E is also a compact operator.
We now recall a convenient fact about compact operators
Lemma 3.9. If X and Y are Banach spaces and Λ : X → Y is a compact operator, then for
any sequence {xn} ⊂ E which converges weakly to x in X , we have |Λ(xn − x)|Y → 0.
Proof. It is clear that Λxn → Λx weakly. This is because for any x⋆ ∈ X ⋆,
〈Λxn, x⋆〉X ,X ⋆ = 〈xn,Λ⋆x⋆〉Y ,Y⋆ → 〈Λx, x⋆〉X ,X ⋆ .
But the compactness of Λ implies that every subsequence of Λxn has a further subsequence
that converges in Y norm. This limit must coincide with the weak limit Λx.
Corollary 3.10. For any t > 0, the operator Lt : L
2([0, t];H)→ E is bounded and
lim
t→0
‖Lt‖L(L2([0,t];H),E) = 0. (3.14)
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Proof. First, we notice that for 0 < t < 1,
Ltψ =
∫ t
0
S(r)Qψ(r) =
∫ 1
0
S(r)Qψ(r)1r<tdr = L1(ψ(·)1·<t).
Let ψt ∈ L2([0, t];H) be such that |ψt|L2([0,t];H) = 1 and
|Ltψt|E > ‖Lt‖L(L2([0,t];H),E) − t. (3.15)
For any function φ ∈ L2([0, 1];H),∣∣∣∣
∫ t
0
〈
ψt(s), φ(s)
〉
H
ds
∣∣∣∣ ≤ |ψt|L2([0,t];H)|φ|L2([0,t];H) t→0→ 0.
Therefore ψt(·)1{·≤t} converges to 0 weakly in L2([0, 1];H). By Theorem 3.8 and Lemma 3.9.
‖Lt‖L(L2([0,t];H),E) ≤ t+ |Ltψt|E = t+ |L1ψt(1{·<t})| → 0
Therefore, the conclusion follows.
Remark 3.11. At first glance, Corollary 3.10 may seem obvious. In actuality, it is a conse-
quence of compactness. There are certain noncompact operators Lt for which ‖Lt‖L(L2([0,t];H),E)
does not converge to 0. As an example, consider the operator Q : H → H, Qek = kek and the
semigroup S(t) : H → H, S(t)ek = e−k2tek. Then the operator
Ltψ =
∫ t
0
S(s)Qψ(s)ds
is a bounded operator, and for any fixed ψ,
lim
t→0
|Ltψ|H = 0.
However, ‖Lt‖L(L2([0,t]H),H) = 1√2 for all t > 0. Of course, such an Lt cannot be the quadratic
variation of a Gaussian random variable because it is not compact.
Theorem 3.12. The operator L : L2((0,+∞, 0);H) → E defined by
Lψ =
∫ ∞
0
S(t)Qψ(t)dt (3.16)
is compact.
Proof. This is a consequence of Theorem 3.8 and the fact that S(t) is of negative type. Notice
that
Lψ =
∞∑
j=0
S(j)
∫ j+1
j
S(s− j)Qψ(s)ds =
∞∑
n=0
S(j)L1ψ(j + ·).
For any sequence |ψn|L2((0,+∞);H) ≤ 1, there exists, by Alaoglu’s theorem, a subsequence
(which we relabel ψn) such that ψn → ψ weakly in L2((0,+∞);H). Any translate ψn(j + ·)
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also converges weakly to ψ(j+ ·). To see this, take any function φ ∈ L2((0,+∞);H) and notice
that ∫ ∞
0
〈ψn(j + s)− ψ(j + s), φ(s)〉H ds =
∫ ∞
0
〈
ψn(s)− ψ(s), φ(s − j)χ{s≥j}
〉
H
ds→ 0.
Therefore, by Lemma 3.9, for any j
L1ψn(j + ·)→ L1ψ(j + ·).
Our conclusion follows because
|L(ψn − ψ)|E ≤M
∞∑
j=0
e−ωj |L1(ψn(j + ·)− ψ(j + ·))|E .
Theorem 3.13. Under Hypothesis 1 and 2, for any r > 0, the set K(r) defined in (3.11) is
compact in the topology of uniform convergence on compact sets of (−∞, 0].
Proof. Given any sequence
Ψn(t) =
∫ t
−∞
S(t− s)Qψn(s)ds
with 12 |ψn|2L2((−∞,0)) ≤ r, we will show that there exists a subsequence which is convergent in
C((−∞, 0);E). By a time change, we can write
Ψn(t) =
∫ ∞
0
S(s)Qψn(t− s)ds = Lψn(t− ·),
where L is defined in (3.16). By Alaoglu’s theorem, there exists a subsequence, which we
relabel ψn, and ψ ∈ L2((−∞, 0];H) such that
ψn → ψ weakly in L2((−∞, 0);H).
Now, integrating against any function φ ∈ L2((0,+∞);H) we see that for any t < 0,
∫ ∞
0
〈ψn(t− s), φ(s)〉H ds =
∫ 0
−∞
〈ψn(s), φ(t − s)1s<t〉H ds
→
∫ 0
−∞
〈ψ(s), φ(t − s)1s<t〉H ds =
∫ ∞
0
〈ψ(t− s), φ(s)〉H ds
and therefore,
ψn(t− ·)→ ψ(t− ·) weakly in L2((0,+∞);H).
We define
Ψ(t) = Lψ(t− ·).
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By Lemma 3.9, for any fixed t ≤ 0, Ψn(t) → Ψ(t). Then, to finish the proof, we must show
that (possibly for a further subsequence) this convergence is uniform on bounded intervals
of t. By a generalization of the Arzela-Ascoli theorem, it remains to prove that {Ψn} is a
equicontinuous set.
{Ψn} is equicontinuous if and only if for any sequences −∞ < sn < tn ≤ 0 such that
tn − sn → 0,
lim
n→+∞ |Ψn(tn)−Ψn(sn)|E = 0.
Fix sequences −∞ < sn ≤ tn ≤ 0. Then
Ψn(tn)−Ψn(sn) = Lψn(tn − ·)− Lψn(sn − ·)
=
∫ ∞
0
S(r)Qψn(tn − r)dr −
∫ ∞
0
S(r)Qψn(sn − r)dr
=
∫ tn−sn
0
S(r)Qψn(tn − r)dr + (S(tn − sn)− I)
∫ ∞
0
S(r)Qψn(sn − r)dr
= L(ψn(tn − ·)1[0,tn−sn](·)) + (S(tn − sn)− I)Lψn(sn − ·).
Because L is a compact operator, every subsequence of {Lψn(sn − ·)} has a convergent
subsequence, and therefore
lim
n→+∞ |(S(tn − sn)− I)Lψn(sn − ·)|E = 0.
Next, we observe that as |tn − sn| → 0
ψn(tn − ·)1[0,tn−sn] → 0 weakly in L2((0,+∞);H).
To see this, take any test function φ ∈ L2((0,+∞);H). By the Cauchy-Schwarz inequality∣∣∣∣
∫ tn−sn
0
〈ψn(tn − r), φ(r)〉H
∣∣∣∣ ≤ |ψn|L2((0,+∞);H)|φ|L2((0,tn−sn);H) → 0.
Therefore, because L is a continuous operator from the weak topology on L2((0,+∞);H) to
E, it follows that
lim
n→+∞ |L(ψn(tn − ·)1[0,tn−sn])|E = 0.
Therefore, the family {Ψn} is equicontinuous, and for each t < 0 Ψn(t) → Ψ(t). By the
Arzela-Ascoli theorem, it follows that there exists a subsequence, also relabeled as Ψn, such
that for any T > 0
lim
n→+∞ |Ψn −Ψ|C([−T,0];E) = 0.
4 Semilinear equation, additive noise
In this section we extend the results from the previous section to the semilinear equation{
dXǫx(t) = (AX
ǫ
x(t) + F (X
ǫ
x(t)))dt +
√
ǫQdw(s)
Xǫx(0) = x
(4.1)
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in its mild formulation
Xǫx(t) = S(t)x+
∫ t
0
S(t− s)F (Xǫx(s))ds +
√
ǫ
∫ t
0
S(t− s)Qdw(s). (4.2)
In what follows, we will assume that the following conditions are satisfied.
Hypothesis 3. i. A + F is strongly dissipative. That is, there exists λ > 0 such that for
any x, y ∈ D(A), there exists x⋆ ∈ ∂|x− y|E such that
〈A(x− y) + F (x)− F (y), x⋆〉E,E⋆ ≤ −λ|x− y|E, (4.3)
where the subdifferential ∂|x− y|E is defined as
∂|x− y|E = {x⋆ ∈ E⋆ : |x⋆|E⋆ = 1, 〈x− y, x⋆〉E,E⋆ = |x− y|E} (4.4)
ii. F is uniformly continuous on bounded subsets of E.
iii. F (0) = 0.
Dissipativity guarantees that the unperturbed system X0x has a unique global solution (see
for example [9, Appendix D]) and the fact that F (0) = 0 implies that
lim
t→+∞ |X
0
x(t)|E = 0.
By the contraction principle, we can extend the LDP for the stochastic convolution to
an LDP for Xǫx. The rate function for X
ǫ
x will be based on the deterministic control system
associated with this equation. Namely for ψ ∈ L2([0, T ];H) we consider the problem

dXψx
dt
(t) = AXψx (t) + F (X
ψ
x (t)) +Qψ(t),
Xψx (0) = x,
(4.5)
which can be rewritten in mild form as
Xψx (t) = S(t)x+
∫ t
0
S(t− s)F (Xψx (s))ds +
∫ t
0
S(t− s)Qψ(s)ds. (4.6)
For any T > 0, we define the rate functions
I0,T (ϕ) = inf
{
1
2
|ψ|2L2([0,T ];H) : ϕ = Xψx
}
(4.7)
with the standard convention that inf ∅ = +∞. We also define the corresponding level sets,
Kx0,T (r), by
Kx0,T (r) = {ϕ ∈ C([0, T ];E) : ϕ(0) = x, I0,T (ϕ) ≤ r}. (4.8)
We now prove that Xǫx satisfies a large deviation principe which is uniform with respect to
the initial condition on bounded subsets of E.
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Theorem 4.1 (Uniform Large deviations principle). For any ψ ∈ L2([0, T ];H), R > 0 and
δ > 0,
lim inf
ǫ→0
ǫ log
(
inf
|x|E≤R
P
(∣∣∣Xǫx −Xψx ∣∣∣
C([0,T ];E)
< δ
))
≥ −1
2
|ψ|2L2([0,T ];H), (4.9)
and for any r > 0, R > 0, and δ > 0,
lim sup
ǫ→0
ǫ log
(
sup
|x|E≤R
P
(
distC([0,T ];E)(X
ǫ
x,K
x
0,T (r)) > δ
)) ≤ −r. (4.10)
Before proving the above theorem, we define the mapping α : C([0, T ];E) → C([0, T ];E)
where α(Φ)(t) is the unique solution to
α(Φ)(t) =
∫ t
0
S(t− s)F (α(Φ)(s))ds +Φ(t). (4.11)
In this way, α(S(·)x +√ǫZ(·)) = Xǫx and α(S(·)x + Zψ(·)) = Xψx .
We can show that α is well defined by proving that the mapping K : C([0, T ];E) →
C([0, T ];E) given by
K(u)(t) =
∫ t
0
S(t− s)F (u(s))ds +Φ(t)
is a contraction for small T and then using a bootstrap argument. To do this we need the
following a priori bound.
Lemma 4.2. There exists a continuous increasing function κ(r) such that for any T > 0,
|α(Φ)|C([0,T ];E) ≤ κ(|Φ|C([0,T ];E)). (4.12)
Proof. Let ϕ = α(Φ). Then
ϕ(t) − Φ(t) =
∫ t
0
S(t− s)F (ϕ(s))ds.
This is weakly differentiable and
d
dt
[ϕ(t)− Φ(t)] = A[ϕ(t)− Φ(t)] + F (ϕ(t)) = A[ϕ(t) − Φ(t)] + F (ϕ(t)) − F (Φ(t)) + F (Φ(t)).
By Hypothesis 3, there exists x⋆(t) ∈ ∂|ϕ(t) − Φ(t)|E such that
d−
dt
|ϕ(t) − Φ(t)|E =
〈
d
dt
[ϕ(t) − Φ(t)], x⋆(t)
〉
E,E⋆
≤ −λ|ϕ(t) −Φ(t)|E + |F (Φ(t))|E .
Therefore,
|ϕ(t) − Φ(t)|E ≤ |ϕ(0) − Φ(0)|e−λt +
∫ t
0
e−λ(t−s)|F (Φ(s))|Eds ≤ |Φ(0)| + 1
λ
sup
s≤t
|F (Φ(s))|E .
(4.13)
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Then we can conclude that
|ϕ|C([0,T ];E) ≤ |ϕ− Φ|C([0,T ];E) + |Φ|C([0,T ];E) ≤ 2|Φ|C([0,T ];E) +
1
λ
sup
t≤T
|F (Φ(t))|E .
We can set
κ(r) = 2r +
1
λ
sup
|y|E≤r
|F (y)|E .
Next we show that Φ 7→ α(Φ) is uniformly continuous on bounded subsets of Φ.
Lemma 4.3. For any δ > 0 and any ρ > 0, there exists δρ > 0 such that if |Φ0|C([0,T ];E) ≤ ρ
and |Φ0 − Φ|C([0,T ];E) < δρ, then
|α(Φ)− α(Φ0)|C([0,T ];E) < δ.
Proof. Let ϕ = α(Φ), and ϕ0 = α(Φ0). By subtracting these we see that
ϕ0(t)− ϕ(t)− Φ0(t) + Φ(t) =
∫ t
0
S(t− s)[F (ϕ0(s))− F (ϕ(s))]ds.
This is differentiable in a weak sense and
d
dt
[ϕ0(t)− ϕ(t) −Φ0(t) + Φ(t)] = A[ϕ0(t)− ϕ(t)− Φ0(t) + Φ(t)] + F (ϕ0(t))− F (ϕ(t)).
We rewrite this as
d
dt
[ϕ0(t)− ϕ(t)− Φ0(t) + Φ(t)] =
A[ϕ0(t)− ϕ(t)− Φ0(t) + Φ(t)] + [F (ϕ0(t)− Φ0(t) + Φ(t))− F (ϕ(t))]
+[F (ϕ0(t))− F (ϕ0(t)− Φ0(t) + Φ(t))].
By the same arguments that we used in the proof of the previous lemma,
|ϕ0(t)− ϕ(t)− Φ0(t) + Φ(t)|E
≤ |Φ(0)− Φ0(0)|E +
∫ t
0
e−λ(t−s)|F (ϕ0(s))− F (ϕ0(s)− Φ0(s) + Φ(s))|Eds
≤ |Φ(0)− Φ0(0)|E + 1
λ
sup
s≤t
|F (ϕ0(t))− F (ϕ0(t)− Φ0(t) + Φ(t))|E .
(4.14)
By Hypothesis 3, F is uniformly continuous on bounded subsets of E and by (4.12),
|ϕ0|C([0,T ];E) is bounded uniformly for |Φ0|C([0,T ];E) ≤ ρ. Therefore we can find δρ > 0 so
that
|Φ0 − Φ|C([0,T ];E) < δρ =⇒ |ϕ0 − ϕ− Φ0 +Φ|C([0,T ];E) <
δ
2
.
We conclude the proof with the observation that
|ϕ− ϕ0|C([0,T ];E) ≤ |ϕ− ϕ0 − Φ+ Φ0|C([0,T ];E) + |Φ0 −Φ|C([0,T ];E)
so our result follows by possibly decreasing δρ.
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Remark 4.4. The uniqueness of the mild solution of equation (2.3) follows from the previous
lemma.
Proof of Theorem 4.1 (Uniform large deviations principle). First, by Theorem 3.12, the oper-
ator L : L2((0,+∞];H) → E is compact and therefore bounded. This means that there exists
c > 0 such that ∣∣∣∣
∫ ∞
0
S(t)Qψ(s)ds
∣∣∣∣
E
≤ c|ψ|L2([0,+∞);H).
By a time change, it follows that
∣∣∣Zψ(t)∣∣∣
E
=
∣∣∣∣
∫ t
0
S(t− s)Qψ(s)ds
∣∣∣∣
E
≤ c|ψ|L2([0,t];H).
Let R > 0, r > 0 and set ρ = R + c
√
2r. For any δ > 0 let δρ > 0 be from Lemma 4.3. Then
for any 12 |ψ|2L2((0,T );H) ≤ r,
inf
|x|E≤R
P
(
|Xǫx −Xψx |C([0,T ];E) < δ
)
≥ P
(∣∣∣Zψ −√ǫZ∣∣∣
C([0,T ];E)
< δρ
)
.
Consequently, (4.9) follows from (3.5). By almost the same argument,
sup
|x|E≤R
P
(
distC([0,T ];E)(X
ǫ
x,K
x
0,T (r)) > δ
) ≤ P(distC([0,T ];E)(√ǫZ, K˜0,T (r)) > δρ)
and (4.10) follows from (3.6).
Remark 4.5. In the case where F is globally Lipschitz continuous, the large deviation principle
is uniform with respect to all x ∈ E. This can be proven with a straightforward application of
Gro¨nwall’s inequality.
We now establish that the solution Xψx depends continuously on the initial condition x.
Theorem 4.6. For any x1, x2 ∈ E, and ψ ∈ L2([0, T ];H),
|Xψx1 −Xψx2 |C([0,T ];E) ≤ |x1 − x2|E . (4.15)
Proof. We proceed as in Lemma 4.2. Let
ϕ(t) := Xψx1(t)−Xψx2(t) = S(t)(x1 − x2) +
∫ t
0
S(t− s)(F (Xψx1(s))− F (Xψx2(s)))ds.
The weak derivative of the above expression is
d
dt
ϕ(t) = Aϕ(t) + F (Xψx1(t))− F (Xψx2(t)).
Therefore, by Hypothesis 3 there exists x⋆(t) ∈ ∂|ϕ(t)|E such that
d−
dt
|ϕ(t)|E ≤
〈
Aϕ(t) + F (Xψx1(t))− F (Xψx2(t)), x⋆(t)
〉
E,E⋆
≤ 0.
The result follows because |ϕ(0)|E = |x− y|E.
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Now, we want to extend the domain of the rate functions to include trajectories on the
negative half-line. Because (2.1) is time homogeneous, we use translation to define, for any
t < T ∈ R,
It,T (ϕ) = I0,T−t(ϕ(·+ t)). (4.16)
We then define
I−∞,T (ϕ) = sup
t<T
It,T (ϕ). (4.17)
Now, as mentioned in the introduction, we define the quasipotential to be, for any N ⊂ E
V (N) = inf
{
I−∞,0(ϕ) : lim
t→−∞ |ϕ(t)|E = 0, ϕ(0) = N
}
(4.18)
where, once again, we use the standard convention that inf ∅ = +∞. One can think of this
as the minimal amount of energy required to reach the set N starting from the point 0 in an
infinite amount of time.
If ϕ ∈ C((−∞, 0);E) and I−∞,0(ϕ) < +∞, then by (4.16) and (4.17) ϕ is the weak solution
to a control problem for some ψ ∈ L2((−∞, 0);H). That is, for any −T < t < 0,
ϕ(t) = S(t+ T )ϕ(−T ) +
∫ t
−T
S(t− s)F (ϕ(s))ds +
∫ t
−T
S(t− s)Qψ(s)ds.
Theorem 4.7 (Compact level sets). Under Hypotheses 1, 2, and 3, for any r ∈ R, the set
K−∞(r) = {ϕ ∈ C((−∞, 0);E) : lim
t→−∞ |ϕ(t)|E = 0, I−∞,0(ϕ) ≤ r} (4.19)
is compact in the topology of uniform convergence on bounded intervals.
Proof. Consider a sequence {ϕn} ⊂ K−∞ (r). We will show that there exists a subsequence that
converges in C((−∞, 0];E). First, we observe that there must exist {ψn} ⊂ L2((0,+∞);H)
with 12 |ψn|L2((−∞,0);H) ≤ r + 1n such that for any −∞ < −T < t < 0,
ϕn(t) = S(t+ T )ϕ(−T ) +
∫ t
−T
S(t− s)F (ϕn(s))ds +
∫ t
−T
S(t− s)Qψn(s)ds.
By Lemma 4.2, for any −T ≤ t ≤ 0,
|ϕn(t)|E ≤ κ
(
|ϕn(−T )|E +
∣∣ΨTn ∣∣C([−T,t];E)
)
(4.20)
where
ΨTn (t) =
∫ t
−T
S(t− s)Qψn(s)ds.
We also set
Ψn(t) =
∫ t
−∞
S(t− s)Qψn(s)ds.
Note that by Theorem 3.12, there exists c > 0 such that∣∣ΨTn (t)∣∣E = ∣∣Lψn(t− ·)1{·>−T}∣∣E ≤ c|ψn|L2((−∞,0);H).
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If we let T → +∞ in (4.20), then because limT→+∞ ϕn(−T ) = 0, we see that
sup
n∈N
sup
t≤0
|ϕn(t)|E < +∞. (4.21)
Now we show that there exists a subsequence of {ϕn} that is a Cauchy sequence in
C([t, 0];E) for any t < 0. By Lemma 3.13, there exists a subsequence of {Ψn}, which we
relabel as Ψn which converges uniformly on C([t, 0];E) for any t < 0. By the arguments of
Lemma 4.3 and especially (4.14), we see that for any T > 0, −T < t < 0,
|ϕn(t)− ϕm(t)|E ≤ |ΨTn (t)−ΨTm(t)|E + |ϕn(−T )− ϕm(−T )−ΨTn (−T ) + Ψm(−T )|E
+
∫ t
−T
e−λ(t−s)|F (ϕn(s)−ΨTn (s) + ΨTm(s))− F (ϕn(s))|Eds.
Notice that by definition, ΨTn (−T ) = ΨTm(−T ) = 0. By letting T → +∞, we see that
|ϕn(t)−ϕm(t)|E ≤ |Ψn(t)−Ψm(t)|C([0,t];E)+e−λt
∫ t
−∞
eλs|F (ϕn(s)−Ψn(s)+Ψm(s))−F (ϕn(s))|Eds.
Because {Ψn} is a Cauchy sequence on compact subsets, the dominated convergence on the
integral term implies that {ϕn} is Cauchy on C([t, 0];E) for any t < 0. Therefore, by com-
pleteness, there is a limit ϕ such that ϕn → ϕ uniformly on compact sets. We can use the
dominated convergence because the Ψn, and ϕn are uniformly bounded and F is continuous
on bounded subsets.
It remains to show that ϕ ∈ K−∞(r). By Alaoglu’s theorem, we can take a subsequence
of the {ψn} that converges weakly to a limit ψ with 12 |ψ|L2((−∞,0);H) ≤ r. For any T > 0,
−T < t ≤ 0
ϕn(t) = S(t+ T )ϕn(−T ) +
∫ t
−T
S(t− s)F (ϕn(s))ds +
∫ t
−T
S(t− s)Qψn(s)ds.
By Lemma 3.9 and Theorem 3.13,
lim
n→+∞
∫ t
−T
S(t− s)Qψn(s)ds =
∫ t
−T
S(t− s)ψ(s)ds
and therefore, by Lemma 4.3, because ϕn(−T )→ ϕ(−T ), it follows that ϕ solves
ϕ(t) = S(t+ T )ϕ(−T ) +
∫ t
−T
S(t− s)F (ϕ(s))ds +
∫ t
−T
S(t− s)Qψ(s)ds.
The last thing to check is that limt→−∞ |ϕ(t)|E = 0. By (4.13) and (4.21), we see that for
any −T < t ≤ 0
|ϕ(t)|E ≤ ce−λ(t+T ) + 1
λ
sup
−T≤s≤t
|F (ΨT (s))|E ,
where
ΨT (s) =
∫ s
−T
S(t− s)Qψ(s)ds.
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By letting T → +∞, we see that
|ϕ(t)|E ≤ 1
λ
sup
s≤t
|F (Ψ(s))|E .
Then we observe that
|Ψ(t)|E = |Lψ(t− ·)|E ≤ ‖L‖L(L2((−∞,0);H),E)|ψ|L2((−∞,t);H).
As t→∞, F (Ψ(t)) goes to 0 because F is continuous with F (0) = 0. We conclude that
lim
t→−∞ |ϕ(t)|E = 0.
There are some interesting immediate corollaries of Theorem 4.7.
Corollary 4.8. If I−∞,0(ϕ) < +∞, then there exists ψ ∈ L2((−∞, 0);H) such that for any
−T < t < +∞,
ϕ(t) = S(T + t)ϕ(−T ) +
∫ t
−T
S(t− s)F (ϕ(s))ds +
∫ t
−T
S(t− s)Qψ(s)ds
and
1
2
|ψ|2L2((−∞,0);H) = I−∞,0(ϕ).
Corollary 4.9. If V (N) < +∞, then there exists ϕ ∈ C((−∞, 0];E) such that ϕ(0) ∈ N ,
limt→−∞ ϕ(t) = 0 and
V (N) = I−∞,0(ϕ).
5 Multiplicative noise
In this section we consider a special case of multiplicative noise and we show that Theorem
4.7 still holds.
We consider the following stochastic equation

dXǫx(t) = (AX
ǫ
x(t) + F (X
ǫ
x(t)))dt +
√
ǫQB(Xǫx(t))dw(t),
Xǫx(0) = x.
(5.1)
and its associated mild formulation
Xǫx(t) = S(t)x+
∫ t
0
S(t− s)F (Xǫx(s))ds +
√
ǫ
∫ t
0
S(t− s)QB(Xǫx(s))dw(s). (5.2)
We also study the associated deterministic control problem

d
dt
Xψx (t) = AX
ψ
x (t) + F (X
ψ
x (t)) +QB(X
ψ
x (t))ψ(t),
Xǫx(0) = x,
(5.3)
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and its mild formulation
Xψx (t) = S(t)x+
∫ t
0
S(t− s)F (Xψx (s))ds +
∫ t
0
S(t− s)QB(Xψx (s))ψ(s)ds. (5.4)
For the operator Q, we still assume that Hypothesis 2 holds. Moreover we assume the following
condition on B.
Hypothesis 4. B : E → L(H) and there exists κ > 0 such that for x, y ∈ E, h ∈ H,
|(B(x)−B(y))h|H ≤ κ|x− y|E |h|H
|B(x)h|H ≤ κ(1 + |x|E)|h|H .
(5.5)
Example 5.1. Let D ⊂ Rd and let H = L2(D). Then if {ek} is a complete orthonormal basis
of H and {βk} is a sequence of independent one-dimensional Brownian motions, the formal
sum
dw(t, ξ) =
∞∑
k=1
ek(ξ)dβk(t)
is a space-time white noise. Let E = C(D) be the space of continuous functions on D.
Let b : R→ R be a Lipschitz continuous function. In particular we assume that there exists
κ > 0 such that for r, s ∈ R
|b(r)− b(s)| ≤ κ|r − s|, |b(r)| ≤ κ(1 + |r|). (5.6)
and define B : E → L(H) to be the multiplication operator for x ∈ E and h ∈ H
(B(x)h)(ξ) = b(x(ξ))h(ξ).
By (5.6), for x, y ∈ E, h ∈ H,
|B(x)h|2H =
∫
D
|b(x(ξ))h(ξ)|2dξ ≤ κ2(1 + |x|E)2|h|2H ,
|(B(x)−B(y))h|2H =
∫
D
|(b(x(ξ)) − b(y(ξ)))h(ξ)|2dξ ≤ κ2|x− y|2E |h|2H .
Recall that in Hypothesis 3 we assumed that F is uniformly continuous on bounded regions
of F and that A+ F is strongly dissipative. If B : E → L(H) were bounded, then Hypothesis
3 would be appropriate for this section. Unfortunately, because we assumed that B has linear
growth we need to strengthen Hypothesis 3 to guarantee that the mild solutions (2.5) are well
defined. We need to assume that the growth rate of F is compensated by its dissipativty.
Hypothesis 5. The function F has polynomial growth and polynomial dissipativity. There
exists κ > 0, λ > 0 and m ∈ N such that
i. For any x ∈ E, |F (x)|E ≤ κ(1 + |x|mE ).
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ii. For any x, h ∈ D(A), there exists h⋆ ∈ ∂|h|E such that
〈F (x+ h)− F (x), h⋆〉E,E⋆ ≤ −λ|h|m + κ(1 + |x|mE ). (5.7)
Example 5.2. Let E = C(D) and let F be the Nemytskii operator
F (x)(ξ) = −(x(ξ))3.
Such an F satisfies Hypothesis 5. The polynomial growth is clear. To see the dissipativity of
this operator, observe that for any x, h ∈ E, ξ ∈ D,
F (x+ h)(ξ) − F (x)(ξ) = −(x(ξ) + h(ξ))3 + (x(ξ))3 = −h3(ξ) + 3x2(ξ)h(ξ) + 3h2(ξ)x(ξ)
≤ −1
2
h3(ξ) + κ(1 + |x(ξ)|3)
where the last line follows from Young’s inequality. Next, we recall that all h⋆ ∈ ∂|h|E , are
signed measures with total variation ‖h⋆‖TV = 1, which are positive on the set
{ξ ∈ D : h(ξ) = |h|E},
negative on the set
{ξ ∈ D : h(ξ) = −|h|E}
and 0 everywhere else. Therefore,
〈
h3, h⋆
〉
E,E⋆
= |h|3E .
We conclude that for any h⋆ ∈ ∂|h|E ,
〈F (x+ h)− F (x), h⋆〉 ≤ −1
2
|h|3E + κ(1 + |x|3E).
Lemma 5.3 (A priori bounds). For any R > 0,
sup
{
|Xψx (t)|E : t ≥ 0, |x|E ≤ R, |ψ|L2((0,+∞);H) ≤ R
}
< +∞. (5.8)
Proof. Let
Zψx (t) =
∫ t
0
S(t− s)QB(Xψx (s))ψ(s)ds. (5.9)
Then
Xψx (t)− Zψx (t) = S(t)x+
∫ t
0
S(t− s)F (Xψx (s))ds. (5.10)
This expression is weakly differentiable and
d
dt
(
Xψx (t)− Zψx (t)
)
= A(Xψx (t)− Zψx (t)) + F (Xψx (t)).
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It follows that there exists x⋆(t) ∈ ∂|Xψx (t)− Zψx (t)|E such that
d−
dt
|Xψx (t)− Zψx (t)|E ≤
〈
A(Xψx (t)− Zψx (t)) + F (Xψx (t))− F (Zψx (t)), x⋆(t)
〉
E,E⋆
+|F (Zψx (t))|E .
(5.11)
By Hypothesis 5,
d−
dt
|Xψx (t)− Zψx (t)| ≤ −λ|Xψx (t)− Zψx (t)|mE + κ(1 + |Zψx (t)|mE ). (5.12)
If any nonnegative real-valued function has the property that
du
dt
(t) ≤ −λum(t) + ϕm(t) (5.13)
it follows that
u(t) ≤ u(0) + 2λ− 1mϕ(t).
The above fact is true becuase if u(t) were ever greater than 2λ−
1
mϕ(t), then according to
(5.13), u′(t) would be negative. Therefore, the only way this can happen is if the initial
condition is large. Therefore,
|Xψx (t)− Zψx (t)|E ≤ |x|E + c(1 + |Zψx (t)|E) (5.14)
and
|Xψx (t)|E ≤ |x|E + c(1 + |Zψx (t)|E). (5.15)
Meanwhile, by Hypothesis 4,
|Zψx (t)|E =
∣∣∣∣
∫ t
0
S(t− s)QB(Xψx (s))ds
∣∣∣∣
E
≤ ‖L‖L(L2((0,t);H);E)
∣∣∣B(Xψx (·))ψ∣∣∣
L2((0,t);H)
≤ c
√∫ t
0
(1 + |Xψx (s)|2E)|ψ(s)|2H .
(5.16)
Therefore,
|Xψx (t)|2E ≤ c
(
|x|2E + 1 + |ψ|2L2((0,t);H) +
∫ t
0
|Xψx (s)|2E |ψ(s)|2Hds
)
(5.17)
and by Gro¨nwall’s inequality we can conclude that
|Xψx (t)|2E ≤ c
(
|x|2E + 1 + |ψ|2L2((0,t);H)
)
e
c|ψ|2
L2((0,t);H). (5.18)
The previous lemma allows us to extend the compactness results from the additive noise
case to the results for the multiplicative noise case.
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Definition 5.4. For any T > 0 define the rate functions
I0,T (ϕ) = inf{1
2
|ψ|2L2([0,T ];H) : ϕ(t) = Xψx (t)}. (5.19)
We claim that Theorem 4.1 holds in the multiplicative noise case also. Unlike in the additive
noise case, one can not apply a contraction principle. One must use variational methods (see
for example [5, Section 6]).
Theorem 5.5. Under Hypotheses 1, 2, 4, and 5, for any r > 0, the set of trajectories
K(r) :=
{
ϕ ∈ C((−∞, 0];E) : lim
t→−∞ |ϕ(t)|E = 0, I−∞(ϕ) ≤ r
}
(5.20)
is compact in the topology of uniform convergence on bounded intervals.
Proof. Let {ϕn} ⊂ K(r) be a sequence. Then there exists |ψn|L2((−∞,0);H) ≤
√
2(r + 1n) so
that for any −T < t < 0,
ϕn(t) = S(t+ T )ϕn(−T ) +
∫ t
−T
S(t− s)F (ϕn(s))ds +
∫ t
−T
S(t− s)QB(ϕn(s))ψn(s)ds.
By (5.18),
sup
−T≤t≤0
|ϕn(t)|E ≤ c
(
|ϕn(−T )|E + 1 + |ψ|2L2((−T,0);H)
)
e
c|ψ|2
L2((−T,0);H) .
If we let −T → −∞, we see that for any n ∈ N,
sup
t≤0
|ϕn(t)|E ≤ c(1 + 2(r + 1))e1+2(r+1)
where we used the fact that |ψn|L2((−∞,0);H) ≤
√
2(r + 1). Let vn(t) = B(ϕn(t))ψn(t). Then,
by Hypothesis 4,
sup
n
|vn|L2((−∞,0);H) ≤ sup
n
κ(1 + sup
t≤0
|ϕn(t)|E)|ψn|L2((−∞,0);H) < +∞.
Therefore, by Alaoglu’s theorem there is a subsequence which we relabel vn such that vn
converges weakly in L2((−∞, 0);H) to a limit v. Then, by Theorem 4.7 about compactness in
the additive noise case, we see that ϕn converges uniformly on bounded intervals to ϕ solving
ϕ(t) = S(t+ T )ϕ(−T ) +
∫ t
−T
S(t− s)F (ϕ(s))ds +
∫ t
−T
S(t− s)Qv(s).
It remains to argue that v(s) = B(ϕ(s))ψ(s) for some ψ(s). In fact, again by Alaoglu’s theorem,
there is a subsequence of ψn which converges weakly in L
2((−∞, 0);H) to ψ. Then, because
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ϕn → ϕ uniformly on compact intervals, for any test function φ ∈ L2((−∞, 0);H) with finite
support,
∣∣∣∣
∫ 0
−∞
〈B(ϕn(s))ψn(s)−B(ϕ(s))ψ(s), φ(s)〉H ds
∣∣∣∣
≤
∣∣∣∣
∫ 0
−∞
〈B(ϕ(s))(ψn(s)− ψ(s)), φ(s)〉H ds
∣∣∣∣+
∣∣∣∣
∫ 0
−∞
〈(B(ϕn(s))−B(ϕ(s)))ψn(s), φ(s)〉H ds
∣∣∣∣
≤
∣∣∣∣
∫ 0
−∞
〈ψn(s)− ψ(s), B⋆(ϕ(s))φ(s)〉H
∣∣∣∣+
∣∣∣∣
∫ 0
−∞
〈B(ϕn(s))−B(ϕ(s))ψn(s), φ(s)〉H
∣∣∣∣
:= In1 + I
n
2
In1 converges to zero because ψn converge weakly to ψ in L
2((0,+∞);H). In2 converges to zero
because ϕn converges to ϕ uniformly on compact intervals and φ has finite support. Therefore
B(ϕn(s))ψn(s) → B(ϕ(s))ψ(s) weakly in L2((−∞, 0);H). Therefore v(s) = B(ϕ(s))ψ(s) and
the limit ϕ ∈ K(r).
6 Exit time and exit place
Let G ⊂ E be an open, connected, and bounded set, and let 0 ∈ G. The goal of the next
section is to characterize the exit time and exit place of the process Xǫx from the domain G.
Lemma 6.1 (Attraction to stable equilibrium). The unperturbed equation X0x converges to 0
uniformly for x ∈ G. That is
lim
t→+∞ supx∈G
|X0x|E = 0. (6.1)
Also, for any t > 0, |X0x(t)|E ≤ |x|E.
Proof. This is a straightforward consequence of dissipativity. t 7→ X0x(t) is weakly differentiable
and
d
dt
X0x(t) = AX
0
x(t) + F (X
0
x(t)).
Therefore,
d−
dt
|X0x(t)|E ≤ −λ|X0x(t)|E
and it follows that
|X0x(t)|E ≤ e−λt|x|E .
Our results follow because G is bounded.
Hypothesis 6 (Boundary Regularity). The boundary of G is regular enough so that
V (∂G) = V (G¯c) < +∞.
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Remark 6.2. First, we observe that it is always the case that
V (∂G) ≤ V (G¯c).
If y˜ ∈ G¯c and V (y˜) < +∞, then by Corollary 4.9 there exists a trajectory ϕ ∈ C((−∞, 0);E)
such that
lim
t→−∞ϕ(t) = 0 and ϕ(0) = y˜
with
I−∞,0(ϕ) = V (y˜) < +∞.
Because this trajectory is continuous and we assumed that 0 ∈ G, and y˜ ∈ G¯c, there must be
some t < 0 for which ϕ(t) ∈ ∂G. But then, by the definition of V ,
V (∂G) ≤ V (ϕ(t)) ≤ I−∞,t(ϕ) ≤ I−∞,0(ϕ) = V (G¯c).
To see why such a boundary regularity assumption is important, consider a punctured ball.
Let a ∈ E, be such that 0 < |a|E < 1 and V (a) < inf |x|E=1 V (x). Let G = {x ∈ E : |x| <
1, x 6= a}. We should not expect exit place results to be based on the values of V on ∂G, because
a ∈ ∂G but a is far from G¯c.
Now we introduce the stopping times
τ ǫx = inf{t > 0 : Xǫx(t) 6∈ G}. (6.2)
Theorem 6.3. Under Hypotheses 1, 2, 6 and either Hypothesis 3 if the equation has additive
noise or Hypotheses 4 and 5 if the equation has multiplicative noise, for any x ∈ G,
i.
lim
ǫ→0
ǫ logEτ ǫx = V (∂G). (6.3)
ii. For any η > 0,
lim
ǫ→0
P
(
e
1
ǫ
(V (∂G)−η) ≤ τ ǫx ≤ e
1
ǫ
(V (∂G)+η)
)
= 1. (6.4)
iii. For any closed N ⊂ ∂G with V (N) > V (∂G),
lim
ǫ→0
P (Xǫx(τ
ǫ
x) ∈ N) = 0. (6.5)
6.1 Some preliminary lemmas
Lemma 6.4. For any η > 0, there exist ρ > 0, T1 > 0, δ > 0, and ψ ∈ L2([0, T1];H) such that
1
2
|ψ|2L2([0,T1];H) ≤ V (∂G) + η.
and for all |x|E ≤ ρ,
distE(X
ψ
x (T1), G) > δ.
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Proof. First, by Hypothesis 6, there exists y ∈ G¯c such that V (y) < V (∂G) + η. Then, by
Corollary 4.9, there must exist ϕ ∈ C((−∞, 0);E) with
lim
t→−∞ |ϕ(t)|E = 0, ϕ(0) = y, and I−∞,0(ϕ) < V (∂G) + η.
Because y ∈ G¯c, the distance, d := distE(y,G), is strictly positive. Because
limt→−∞ ϕ(t) = 0, we can choose T1 > 0 to be large enough so that |ϕ(−T1)|E < d3 . Set
x1 = ϕ(−T1). By (4.16), it is clear that ϕ(t− T1) = Xψx1(t) for some ψ with
1
2
|ψ|2L2([0,T1];H) < V (∂G) +
2η
3
.
Then, by (4.15), if |x|E < d3 ,∣∣∣y −Xψx (T1)∣∣∣
E
=
∣∣∣Xψx1(T1)−Xψx (T1)∣∣∣E ≤ |x1 − x|E ≤ 2d3 .
In particular, this means that for all |x|E < d3 ,
distE(X
ψ
x (T1), G) ≥ distE(y,G)− |y −Xψx (T1)|E >
d
3
.
Our result follows with ρ = d3 and δ =
d
3 .
Lemma 6.5. For any η > 0, we can find T > 0 such that
lim inf
ǫ→0
ǫ log
(
inf
x∈G
P(τ ǫx < T )
)
> −(V (∂G) + η). (6.6)
Proof. Let ψ, ρ, δ, and T1 satisfy Lemma 6.4. Then, because distE(X
ψ
x (T1), G) > δ, for
|x|E < ρ, we have the inclusion
{τ ǫx ≤ T1} ⊃ {|Xǫx −Xψx |C([0,T1];E) < δ}.
By (4.9), this implies thatd
lim
ǫ→0
ǫ log
(
inf
|x|E≤ρ
P (τ ǫx ≤ T1)
)
≥ lim
ǫ→0
ǫ log
(
inf
|x|E≤ρ
P
(
|Xǫx −Xψx |C([0,T1];E) < δ
))
≥ −(V (∂G) + η).
(6.7)
By (6.1), there exists T2 such that supx∈G |X0x(T2)|E < ρ2 .
By the Markov property,
inf
x∈G
P (τ ǫx ≤ T1 + T2) ≥ inf
x∈G
P
(
|Xǫx(T2)| < ρ and τ ǫXǫx(T2) ≤ T1
)
≥ inf
x∈G
P
(
|Xǫx −X0x|C([0,T2]) <
ρ
2
)
inf
|x|E<ρ
P (τ ǫx ≤ T1)
which means that, by (6.7),
lim inf
ǫ→0
ǫ log
(
inf
x∈G
P(τ ǫx ≤ T1 + T2)
)
≥ −(V (∂G) + η).
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Lemma 6.6. Let N ⊆ ∂G be closed and let 0 < ν < V (N). Then there exists ρ > 0, such that
for any ϕ ∈ C([0, T ];E), with |ϕ(0)| < ρ and I0,T (ϕ) ≤ ν, it holds that
inf
t∈[0,T ]
distE(ϕ(t), N) > |ϕ(0)|E .
Proof. Suppose by contradiction there exist sequences {Tn} ⊂ R, {xn} ⊂ E,
{ψn} ⊂ L2([0, Tn];H), such that
lim
n→0
|xn|E = 0, distE(Xψnxn (Tn), N) ≤ |xn|E, and I0,Tn(Xψnxn ) ≤
1
2
|ψn|2L2([0,Tn];H) ≤ ν.
Then we define
ϕn(t) =
{
0 if t ≤ −Tn
Xψn0 (t+ Tn) if − Tn < t ≤ 0
Notice that
I−∞,0(ϕn) = I0,Tn(X
ψn
0 ) ≤ ν.
By Theorem 4.7, I−∞,0 has compact level sets. Therefore, because I−∞,0(ϕn) ≤ ν for all n,
there exists a subsequence of {ϕn} (which we relabel as {ϕn}) that converges to a limit ϕ, with
I−∞,0(ϕ) ≤ ν.
We also notice that by (4.15),
distE(ϕn(0), N) ≤ |Xψnxn (Tn)−Xψn0 (Tn)|E + distE(Xψnxn (Tn), N) ≤ 2|xn|E
Therefore, because N is closed and |xn|E → 0, it follows that limn→∞ ϕn(0) = ϕ(0) ∈ N . This
is a contradiction because V (N) ≤ I−∞,0(ϕ) ≤ ν < V (N).
Let
Γρ = {x ∈ E : |x|E = 2ρ},
γρ = {x ∈ E : |x|E ≤ ρ},
and τ ǫ1,x = inf{t > 0 : Xǫx(t) ∈ γρ ∪ ∂G}.
(6.8)
Lemma 6.7. For any ρ > 0, such that γρ ⊂ G,
lim sup
t→+∞
lim sup
ǫ→0
ǫ log
(
sup
x∈G
P
(
τ ǫ1,x ≥ t
))
= −∞. (6.9)
Proof. By Theorem 6.1, there exists T > 0 such that for any x ∈ G, |X0x(T )|E ∈ γρ/4. This
means that if Xψx is a controlled trajectory with the property that X
ψ
x (t) ∈ G \ γρ/2 for all
t ∈ [0, T ], then,
ρ
4
≤
∣∣∣Xψx −X0x∣∣∣
C([0,T ];E)
.
By Lemma 4.3, and the fact that L is a bounded operator, there must exist some c :=
c
(
supx∈G |x|E , ρ4
)
> 0 such that
ρ
4
≤
∣∣∣Xψx −X0x∣∣∣
C([0,T ];E)
=⇒ c ≤ sup
t∈[0,T ]
∣∣∣∣
∫ t
0
S(t− s)Qψ(s)ds
∣∣∣∣
E
≤ ‖L‖L(L2((0,+∞);H):E)|ψ|L2([0,T ];E).
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From these observations, it follows that if Xψx (t) ∈ G \ γρ/2 for all t ∈ [0, T ], then
I0,T (X
ψ
x ) =
1
2
|ψ|2L2([0,T ];H) ≥
c2
2‖L‖L(L2((0,+∞);H):E)
:= a > 0.
Another way to say this is
Kx0,T (a) ⊆ {ϕ ∈ C([0, T ];E) : ϕ(t) 6∈ G \ γρ/2 for some t ∈ [0, T ]}
where Kx0,T is the level set defined by (4.8). Then, if ϕ is a trajectory such that ϕ(t) ∈ G \ γρ
for all t ∈ [0, T ],
distC([0,T ];E) (ϕ,K0,T (a)) >
ρ
2
.
Because the event
{τ ǫ1,x ≥ T} ⊆ {Xǫx(t) ∈ G \ γρ, for all t ∈ [0, T ]} ⊆
{
distC([0,T ];E)
(
Xǫx,K
x
0,T (a)
)
>
ρ
2
}
,
by the large deviations principle (4.10),
lim sup
ǫ→0
ǫ log
(
sup
x∈G
P
(
τ ǫ1,x ≥ T
))
≤ lim sup
ǫ→0
ǫ log
(
sup
x∈G
P
(
distC([0,T ];E) (X
ǫ
x,K0,T (a)) >
ρ
2
))
≤ −a.
By the Markov property, for any k ∈ N,
sup
x∈G
P
(
τ ǫ1,x ≥ kT
) ≤ (sup
x∈G
P
(
τ ǫ1,x ≥ T
))k
and therefore,
lim sup
ǫ→0
ǫ log
(
sup
x∈G
P
(
τ ǫ1,x ≥ Tk
)) ≤ −ka.
Our result follows because we can choose k to be arbitrarily large.
Lemma 6.8. Let N ⊆ ∂G be closed. Then,
lim sup
ρ→0
lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
Xǫx(τ
ǫ
1,x) ∈ N
)) ≤ −V (N). (6.10)
Proof. Let ν0 < V (N). Let ρ0 be the radius from Lemma 6.6 corresponding to ν0, and choose
ρ < ρ02 . Then, if ϕ ∈ C([0, T ];E) with ϕ(0) ∈ Γρ and I0,T (ϕ) ≤ ν0, it follows from Lemma 6.6
that
inf
t∈[0,T ]
distE(ϕ(t), N) > |ϕ(0)|E = 2ρ.
Therefore, for any T > 0, we have{
Xǫx(τ
ǫ
1,x) ∈ N, τ ǫ1,x ≤ T
} ⊂ {Xǫx(t) ∈ N for some t ≤ T}
⊂ {distC([0,T ];E)(Xǫx,Kx0,T (ν0)) > 2ρ} .
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By the large deviations principle (4.10), for any T > 0, this implies that
lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
Xǫx(τ
ǫ
1,x) ∈ N, τ ǫ1,x ≤ T
))
≤ lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
distC([0,T ];E)
(
Xǫx,K
x
0,T (ν0)
)
> 2ρ
))
≤ −ν0.
Furthermore, by Lemma 6.7, we can find T large enough so that
lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
τ ǫ1,x ≥ T
)) ≤ −ν0.
Then we observe that
P
(
Xǫx(τ
ǫ
1,x) ∈ N
) ≤ P (Xǫx(τ ǫ1,x) ∈ N, τ ǫ1,x ≤ T )+ P (τ ǫ1,x ≥ T )
and therefore,
lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
Xǫx(τ
ǫ
1,x) ∈ N
)) ≤ −ν0.
The result follows because ν0 < V (N) was arbitrary.
Lemma 6.9. For any ρ > 0 such that γρ ⊂ G, and any x ∈ G,
lim
ǫ→0
P
(
Xǫx(τ
ǫ
1,x) ∈ γρ
)
= 1. (6.11)
Proof. Fix x ∈ G. Let ρ0 < min{ρ2 , inft>0 distE(X0x(t), G¯c)}, where X0x be the unperturbed
trajectory starting at x ∈ G. Because X0x → 0, we can find T > 0 such that |X0x(T )|E < ρ2 .
Then,
P
(
Xǫx(τ
ǫ
1,x) ∈ γρ
) ≥ P(∣∣Xǫx −X0x∣∣C([0,T ];E) < ρ0
)
→ 1.
Lemma 6.10. For fixed ρ > 0,
lim
T→0
lim sup
ǫ→0
ǫ log
(
sup
x∈γρ
P (There exists t ∈ [0, T ],Xǫx(t) ∈ Γρ)
)
= −∞.
Proof. Since |X0x(t)|E ≤ |x|E for all t ≥ 0, we have
sup
t≥0
sup
x∈γρ
|X0x(t)|E ≤ ρ.
We define
ΦT :=
{
ϕ ∈ C([0, T ];E) : ϕ(0) ∈ γρ, and there exists t ∈ [0, T ] such that |ϕ(t)|E = 3ρ
2
}
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and
a(T ) := inf
ϕ∈ΦT
I0,T (ϕ).
Then, because Γρ = {x ∈ E : |x|E = 2ρ}, it follows from (4.10) that
lim sup
ǫ→0
ǫ log
(
sup
x∈γρ
P ( there exists t ∈ [0, T ] such that Xǫx(t) ∈ Γρ)
)
≤ lim sup
ǫ→0
ǫ log
(
sup
x∈γρ
P
(
distC([0,T ];E)(X
ǫ
x,K
x
0,T (a(T ))) >
ρ
2
))
≤ −a(T ).
Therefore, it remains to show that
lim
T→0
a(T ) = +∞. (6.12)
Let {Tn} be a sequence such that Tn → 0 and for any n ∈ N let xn ∈ γρ and ψn ∈ L2([0, Tn];H)
such that Xψnxn ∈ ΦTn and 12 |ψn|2L2([0,Tn];H) ≤ a(Tn)+ 1n . If we show that |ψn|L2([0,Tn];H) → +∞,
then (6.12) follows.
Because Xψnxn ∈ ΦTn ,
3ρ
2
≤ |Xψnxn |C([0,Tn];E) ≤ |Xψnxn −X0xn |C([0,Tn];E) + |X0xn |C([0,T ];E) ≤ |Xψnxn −X0xn |C([0,Tn];E) + ρ.
Therefore,
ρ
2
≤ |Xψnxn −X0xn |C([0,Tn];E).
By Lemma 4.3, there must exist some c > 0 independent of n such that
ρ
2
≤ |Xψnxn −X0xn |C([0,Tn];E) =⇒ c ≤ sup
t≤Tn
∣∣∣∣
∫ t
0
S(t− s)Qψn(s)ds
∣∣∣∣
E
≤ ‖Lt‖L(L2([0,t];H),E)|ψn|L2([0,t];H).
But by Corollary 3.10, ‖Lt‖L(L2([0,t];H),E) → 0. Therefore we conclude that
lim
n→+∞ |ψn|L2([0,Tn];H) = +∞
and (6.12) follows.
6.2 Proof of Theorem 6.3
Proof. The following proofs are based on the arguments used in [10]. For completeness, they
are included below.
Upper Bound
By the Markov property, for fixed ǫ > 0 and T > 0,
sup
x∈G
P (τ ǫx ≥ kT ) ≤
(
sup
x∈G
P (τ ǫx ≥ T )
)k
.
31
It follows that
E(τ ǫx) ≤ T
∞∑
k=0
P (τ ǫx ≥ kT ) ≤ T
∞∑
k=0
(
sup
x∈G
P (τ ǫx ≥ T )
)k
≤ T
1− (supx∈G P (τ ǫx ≥ T ))
≤ T
infx∈G P (τ ǫx < T )
.
Fix η > 0. By Lemma 6.5, we can find a T > 0 such that
lim inf
ǫ→0
ǫ log
(
inf
x∈G
P (τ ǫx < T )
)
> −
(
V (∂G) +
η
2
)
.
Therefore,
lim sup
ǫ→0
ǫ logEτ ǫx ≤ lim sup
ǫ→0
ǫ log
(
T
infx∈G P (τ ǫx < T )
)
≤ (V (∂G) + η)
and because η > 0 was arbitrary, the upper bound of (6.3) follows. The upper bound of (6.4)
follows by a straightforward application of the Chebyshev inequality.
Lower Bound
Let γρ = {x ∈ E : |x|E ≤ ρ} and Γρ = {x ∈ E : |x|E = 2ρ}. Define the stopping times
τ ǫ1,x = inf{t > 0 : Xǫx(t) ∈ γρ ∪ ∂G}
σǫn+1,x = inf{t > τ ǫn,x : Xǫx(t) ∈ Γρ}
τ ǫn+1,x = inf{t > σǫn+1,x : Xǫx(t) ∈ γρ ∪ ∂G}.
(6.13)
Let η > 0. Using Lemma 6.8, find ρ > 0 small enough so that
lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
Xǫx(τ
ǫ
1,x) ∈ ∂G
))
< −V (∂G) + η
2
.
Notice that for m ≥ 2, by the Markov property,
sup
x∈G
P
(
τ ǫx = τ
ǫ
m,x
) ≤ (sup
x∈G
P
(
τ ǫ 6= τ ǫk,x, 1 ≤ k ≤ m− 1
))(
sup
x∈Γρ
P
(
τ ǫ1,x ∈ ∂G
))
≤ sup
x∈Γρ
P
(
τ ǫ1,x ∈ ∂G
)
.
Next, using Lemma 6.10, we find T0 > 0 small enough so that
lim sup
ǫ→0
ǫ log
(
sup
x∈γρ
P (There exists t ∈ [0, T0],Xǫx(t) ∈ Γρ)
)
≤ −V (∂G).
A consequence of this is that for any n ∈ N
lim sup
ǫ→0
ǫ log sup
x∈G
P
(
σǫn+1,x − τ ǫn,x ≤ T0
) ≤ −V (∂G).
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In [10], they observe that the event {τ ǫx ≤ kT0} implies either that {τ ǫx = τ ǫm,x} for some
m ≤ k + 1 or that at least one of the excursion times, τ ǫm+1,x − τ ǫm,x ≤ T0. Therefore, for any
k ∈ N, x ∈ G, and small enough ǫ,
P (τ ǫx ≤ kT0) ≤
k+1∑
m=1
(
P
(
τ ǫx = τ
ǫ
m,x
)
+ P
(
σǫn+1,x − τ ǫn,x ≤ T0
)) ≤ P (τ ǫx = τ ǫ1,x)+ 2ke− 1ǫ (V (∂G)− η2 )
If we set k =
[
e
1
ǫ (V (∂G)−η)
T0
]
+ 1 then we see that for small enough ǫ > 0,
P
(
τ ǫx ≤ e
1
ǫ
(V (∂G)−η)
)
≤ P (τ ǫ1,x ∈ ∂G)+ 4T0 e−
η
2ǫ .
We apply Lemma 6.9 to see that the above quantity converges to 0 as ǫ→ 0. We have proven
the lower bound for (6.4). The lower bound for (6.3) follows by a straightforward application
of the Chebyshev inequality.
Exit Place
The proof of the exit place is very similar to the proof of the lower bound of the exit
time. Let N ⊂ ∂G be closed and have the property that V (N) > V (∂G). Let 0 < η <
1
3 (V (N)− V (∂G)). Using Lemma 6.8, we find ρ small enough so that
lim sup
ǫ→0
ǫ log
(
sup
x∈Γρ
P
(
Xǫx(τ
ǫ
1,x) ∈ N
)) ≤ −(V (N)− η
2
)
.
Next, using Lemma 6.10, we choose T0 small enough so that
lim sup
ǫ→0
ǫ log
(
sup
x∈γρ
P (There exists t ∈ [0, T0],Xǫx(t) ∈ Γρ)
)
≤ −
(
V (N)− η
2
)
.
Using the same stopping times defined in (6.13), we observe that for x ∈ G, for k to be chosen
later, and for small enough ǫ,
P (Xǫx(τ
ǫ
x) ∈ N) ≤ P
(
τ ǫx > τ
ǫ
k,x
)
+
k∑
m=1
P
(
τ ǫx ≥ τ ǫx,m
)
P
(
Xǫx(τ
ǫ
m,x) ∈ N |τ ǫx ≥ τ ǫm,x
)
≤ P (τ ǫx > (k − 1)T0) + P
(
τ ǫk,x ≤ (k − 1)T0
)
+ P
(
Xǫx(τ
ǫ
1,x) ∈ N
)
+
k∑
m=2
sup
y∈Γρ
P
(
Xǫy(τ
ǫ
1,y) ∈ N
)
≤ P (τ ǫx > (k − 1)T0) + 2P
(
Xǫx(τ
ǫ
1,x) ∈ N
)
+ 2ke−
1
ǫ
(V (N)−η).
In the last line, we used the fact that
P
(
τ ǫk,x ≤ (k − 1)T0
) ≤ k∑
m=2
sup
x∈γρ
P (There exists t ∈ [0, T0],Xǫx(t) ∈ Γρ) .
This is because if τ ǫk,x ≤ kT0, then at least one of τ ǫm,x− τ ǫm−1,x, m = 2..k must be less than T0
By (6.3) and Chebyshev inequality, for small enough ǫ,
P (τ ǫx > (k − 1)T0) ≤
e
1
ǫ
(V (∂G)+η)
(k − 1)T0 .
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Then, we choose k = [e
1
ǫ
(V (∂G)+2η)]. Because V (N)− V (∂G) > 3η,
2ke−
1
ǫ
(V (N)−η) ≤ 2e 1ǫ (V (∂G)−V (N)+3η) → 0
and we are left with
lim sup
ǫ→0
P (Xǫx(τ
ǫ
x) ∈ N) ≤ 2 lim sup
ǫ→0
P
(
Xǫx(τ
ǫ
1,x) ∈ N
)
.
Finally, by Lemma 6.9,
lim
ǫ→0
P
(
Xǫx(τ
ǫ
1,x) ∈ N
)
= 0
and our result follows.
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