Abstract-One disadvantage of all fluorescence imaging modalities is a poor axial resolution. To overcome this issue, we propose a novel approach to reconstruct fluorescence volumes with isotropic high resolution, from images of particle replicates observed at multiple orientations. We design a joint deconvolution-and-multiview reconstruction approach dedicated to three-dimensional fluorescence imaging. We address the computational challenge associated to big data by designing a fast augmented-Lagrangian optimizer. The computational cost of the iterative part of the algorithm does not depend on the number of input particles. We experimentally demonstrate the resolution improvement yielded by our framework and its ability to handle practical constraints like large PSF sizes and large number of particles. The validation is performed on realistic simulated data, which establishes a proof of concept for our framework and defines it as the basis for future extensions.
I. INTRODUCTION

F
LUORESCENCE microscopy is an essential tool for the observation of subcellular structures and the understanding of their interactions. A large variety of optical devices and reconstruction procedures have been proposed to enhance the resolution of fluorescence images. This research has particularly focused on the lateral plane, where confocal microscopes are finally able to reach the diffraction limit (around 200 nm). This barrier is even surpassed by superresolution techniques like structured illumination microscopy (SIM, [1] ), stimulated emission depletion (STED, [2] ), or photo-activated localization microscopy (PALM) and stochastic optical reconstruction microscopy (STORM) [3] . However, no decisive advance has been realized to improve the axial resolution. As a consequence, the analysis of fluorescence is mainly restricted to 2D observations, which is likely to loose important information about complex 3D structures. To overcome this issue, we propose a novel framework that takes advantage of multiple poses to reconstruct fluorescence images with 3D isotropic high resolution. Our approach is to perform volumetric acquisitions of randomly oriented replicates of a rigid particle. This allows us to take advantage of the high lateral resolution of the microscope to gain access to details within each view. Our reconstruction then combines these details acquired at random poses. This procedure is inspired by the single-particle reconstruction framework used in cryo electron microscopy (cryo-EM) [4] , where a particle is reconstructed from tomographic projections instead of volumetric acquisitions. To the best of our knowledge, the only similar existing work for fluorescence is the 3D averaging approach described in [5] for STORM imaging.
Given an input volume, the overall framework is made of three steps: 1) detection and segmentation of individual particles in the original image; 2) estimation of pose parameters; 3) 3D reconstruction. Each of these steps comes with its own challenges that have to be addressed specifically. In this work, we demonstrate the feasibility and the potential of our approach by focusing on the reconstruction problem. Two main challenges have to be overcome: Firstly, the fluorescence imaging model must be adequately integrated in the multiview reconstruction. In particular, the resolution of fluorescence microscopy is usually limited by large point-spread functions (PSF). Secondly, the main difficulty comes from the abundance of input 3D volumes that have to be processed to obtain accurate reconstructions. Such big data require an adapted and efficient algorithm to ensure the computational tractability of the method.
We propose a generic reconstruction framework to overcome the challenges mentioned above. We take the imaging modality into account by designing a joint approach that combines deconvolution and multiview reconstruction in a single model. To cope with the computational issue associated with the high number of views, we adopt a proximal splitting optimization strategy that we adapt to the specific structure of our data. The computational cost of each iteration is independent of the number of input orientations, which is the key point to be able to process large data. Altogether, this allows us to obtain accurate reconstructions with high axial resolution. We demonstrate the efficiency of our method by applying it to a confocal microscopy model. Our work is a proof of concept and a first step toward the realization of a complete and practical framework that would include Steps 1) and 2). Our contributions can be summarized as follows:
• A novel integrative multiview framework for improving the resolution of fluorescence microscopy, and the design of a corresponding reconstruction algorithm based on global optimization.
• The capacity to handle a high number of input 3D images at low computational cost, with a proximal splitting optimization strategy which does not depend on the number of views at each iteration.
• A proof of concept establishing the feasibility of our approach in real conditions, based on extensive performance validation on realistic simulated data. The remainder of the paper is organized as follows: In Section II, we review related works. In Section III, we describe our reconstruction method. In Section IV, we provide an experimental evaluation of the performance of the method. In Section V, we conclude on the main results and discuss the perspectives opened by this work.
II. RELATED WORK
A. Averaging in Fluorescence Microscopy
Recently, the averaging of identical particles in 2D fluorescence imaging has received some particular attention [6] , [7] . It has been shown to improve the accuracy of localization in STORM imaging. However, the averaging approach induces a blurring that obliterates the small details of the structures. To partly compensate for this effect, a very large number of particles has to be processed. Moreover, the restriction to 2D prevents one from capturing the whole complexity of 3D shapes, and a strong uncertainty remains on the localization of the proteins under study. In [5] , the averaging approach is extended to 3D for STORM data. The resulting resolution is isotropic in 3D but suffers from the blurring effect of the averaging.
B. Reconstruction in Cryo-EM
Cryo-EM measures the electron transmission through particle structures. The images acquired in cryo-EM are thus 2D projections of the 3D object, modeled by the Radon transform. The tomographic reconstruction in cryo-EM from observation of instances of a particle at different poses is called single-particle reconstruction (SPR) [8] . It has been a very active research topic over the past thirty years and is today supported by several well established softwares based on a common efficient algorithmic framework (Xmipp [4] , Spider [9] , Bsoft [10] , EMAn [11] ).
The similarity of SPR with our framework lies in the idea of reconstructing a particle from several rotated views. However, the image-acquisition model is fundamentally different in our case since we deal with 3D images obtained by convolution with a PSF. Therefore, the reconstruction techniques developed for cryo-EM are not adapted to fluorescence data and dedicated methods have to be designed.
Nevertheless, it is possible to interpret the Radon transform in terms of PSF. Indeed, the Radon transform can be likened to the effect of a PSF that would be made of a line in the axial direction of the microscope, with a width equal to the size of a pixel. Thus, in practice, the Radon transform can be approximated by a very elongated PSF. We shall investigate experimentally the validity of this approximation in Section IV.
C. Selective-Plane Illumination Microscopy (SPIM)
The SPIM technique exploits light-sheet illumination to acquire images of a single sample from multiple views [12] . Information at all orientations can be combined in a reconstruction procedure to enhance the resolution [13] - [15] . The concept fundamentally differs from ours since the views are obtained by multiple rotations of a single sample. Thus, the number of views is limited by the photobleaching effect which increases at each new observation. The range of angles that can be covered is also limited by practical constraints on the rotation device. Therefore, existing reconstruction methods [13] - [15] are designed to cope only with a small number of views (five to ten typically). By contrast, we routinely handle several hundreds of views, which creates specific computational issues.
III. RECONSTRUCTION FROM MULTIPLE POSES
This section is devoted to the detailed description of our framework and reconstruction method. We first introduce the general framework. Then, we formulate the reconstruction problem. Finally we detail our fast optimization strategy.
A. General Framework
The underlying assumption of our method is that we are able to acquire a 3D micrograph containing a series of particles replicates that are randomly oriented. The goal is to reconstruct data model of a particle with high isotropic resolution. To this end, three steps have to be performed. The first stage is the identification of individual particles , where is a vector of pose parameters composed by rotation parameters and translation parameters . The second stage is the estimation of the pose parameters . The third stage is the reconstruction of the model of the particle.
Let us assume that the identification step has been performed, providing a set of particles . We consider the case of confocal imaging, for which the image-acquisition process can be modeled as the convolution of the underlying signal with a PSF denoted by . Owing to the small field of view covered by each particle, we assume one spatially invariant PSF per particle. This choice is motivated by the spatial smoothness of the PSF in fluorescence microscopy, which has been experimentally observed in previous works [16] , [17] . Each particle can then be modeled as the observation of a rotated and translated version of obtained at pixel by (1) where is the rotation matrix with angular parameters . The estimation of the pose allows us to register the observations by applying inverse rotation and translation. It is then possible, after changes of variables, to rewrite the forward model (1) as (2) In a discrete setting, assuming that all images have identical sizes and contain pixels, we denote the observation vector corresponding to the discretization of , the convolution matrix representing , and the unknown image in vector form. The discretization of (2), with the addition of the measurement noise , leads to the linear forward model (3) The pose estimation and reconstruction problems are closely intertwined since the degradation model of is defined by . We formulate the reconstruction problem as a joint maximum a posteriori (MAP) estimation, which can be turned into the optimization problem (4) where and with the number of particles, the data-fitting term penalizes deviations from the forward model (3), the regularization term imposes regularity on the solution, and is a tradeoff parameter that balances the two terms. Problem (4) is blind in the sense that the orientations of the PSFs are not known and would need to be estimated jointly with .
In this proof-of-concept work, we focus on non-blind reconstruction and demonstrate the benefits of our reconstruction method when the pose parameters are known. Thus, we drop the dependency of on in the sequel. We focus now on the description of the energy of (4) and its minimization over .
B. Reconstruction Problem
The choice of reflects the assumption made on the noise. The image formation in fluorescence microscopy is affected by a combination of two sources of noise. The photo-counting performed by the detector involves a signal-dependent Poisson noise, while thermal and electronic effects produce Gaussian additive noise. For the sake of simplicity and to focus on our proof of concept goal, we neglect the influence of Poisson noise in our model and consider i.i.d. Gaussian noise, which leads to a quadratic data-fitting term of the form (5) We discuss the adaptation of our method to Poisson noise in Section IV-E.
The matrix is often ill-conditioned. To stabilize the solution, we assume a uniform distribution of the fluorophores in the samples. Then, it is reasonable to favor piecewise constancy of the result. It can be achieved with the total-variation (TV) regularization defined as (6) where is a discrete differential operator concatenating first-order forward finite-difference matrices in the three spatial directions.
C. Minimization
The main difficulty in the optimization stage stems from the potentially large size of the input data. High accuracy comes at the cost of a large number of orientation angles, as we show in Section IV. Our practical constraint then is to be able to handle this large amount of 3D observations at a reasonable computational cost.
The key element making reconstruction computationally feasible for a very large number of views is our proximal splitting approach, decomposing the original problem into efficiently solvable sub-problems. {We adopt the alternating-direction method of multipliers (ADMM) [18] - [22] , which is adapted to the convex and non-smooth form of (4). Some other related variants based on similar problem splitting could lead to comparable computational savings [23] - [25] . We first reformulate (4) as a constrained optimization problem, by introducing the splitting variables and , which leads to (7) where the non-negativity constraint is handled by the indicator function defined as
and where the auxiliary variables and decouple the regularization term and the non-negativity constraint from the data term. We rewrite (7) in the more compact form (9) where , with the identity matrix, and . The augmented-Lagrangian formulation of the problem (9) is then (10) where is the Lagrange multiplier with , , and is the parameter associated to the quadratic penalty. Problem (4) is then solved by the following alternated updates of the variables:
The two components of are independent in (12), so that the minimization w.r.t. the two variables can be performed separately. The update of amounts to the computation of the proximal operator of the norm, which has a unique solution that can easily be computed by soft-thresholding operations [26] like (14) with . The update of is the projection onto the set (15) with .
For fixed, (11) is a pixelwise quadratic problem solvable in closed form as (16) Most of the computational cost of our method is devoted to the filtering operations involving in (16) . The bulk of this cost comes from the summation over the number of particles, which can be large. The crucial advantage of the ADMM approach is to decouple the filterings by from the iterative updates. The sums can then be computed offline, which makes the cost of each iteration independent of the number of orientations.
Another computational issue comes from the fact that the matrix is too large to be inverted. However, due to the block-circulant form of the matrices and , they can be diagonalized by the discrete Fourier transform under periodic boundary conditions. After diagonalization, the update (16) can be evaluated much faster in the Fourier domain as
The terms and are constant and are thus computed offline. The computational time of each iteration is then mostly devoted to two FFTs, and the total number of FFT computations to reconstruct a particle is , where is the number of iterations of the ADMM optimization. The time complexity of the algorithm is thus . Finally, the choice of the parameter does not influence much the final result, but has a significant influence on the speed of convergence. A large value of accelerates convergence but favors local optima. Based on empirical observations, we follow the continuation strategy of [18] by updating the value of at each iteration as described in Algorithm 1. The constants and have been determined experimentally to optimize the speed of convergence. This approach yields faster convergence and similar results than a fixed value of . The steps of the overall algorithm are recalled and summarized in Algorithm 1.
IV. RESULTS
A. Experimental Protocol
We exploit the public database EMDataBank 1 , which is the reference portal for deposit, retrieval, and evaluation of 3D density maps in cryo-EM. The reconstructed volumes in cryo-EM can attain subnanometric resolution, while typical resolutions in fluorescence imaging are comprised between 200 nm in confocal and 30 nm in PALM/STORM imaging. Therefore, we considered cryo-EM reconstructions as the ground truth to evaluate the performance of our reconstruction for fluorescence imaging. To circumvent the absence of existing work realizing Steps 1 and 2 of the SPR framework for fluorescence (defined in Section I as particle detection and orientation estimation), we generate input data from the reconstructions of the EMDataBank. Our working assumption is that the structure of the particles can be imaged by fluorescent tagging, with a uniform distribution of fluorophores. Hence, our approach to generated realistic 3D fluorescence images is to rotate the cryo-EM reconstructions, threshold the density map, apply PSF convolution, and add Gaussian noise. The orientation angles are assigned by random sampling on the unit sphere. The resulting fluorescence images of rotated particles are used as input data for the reconstruction method. Examples can be visualized in Fig. 3(c)-(e) .
Algorithm 1 Joint reconstruction and deconvolution
Input
In the EMDataBank database, we selected the nuclear pore reconstruction described in [28] , the flagellar basal body of [29] , and the centriole basal body presented in [27] . These particles are characterized by their large size, enabling imaging by confocal microscopy. The three reconstructions are rendered in Fig. 1 . Protein mapping in the centriole structure has recently received particular attention and motivated several works in superresolution [30] - [32] .
B. Comparison of Methods
The only existing competing method for reconstruction from multiple poses in fluorescence is described in [5] . It is an averaging of the registered particles. We refer to this approach as Average in the sequel. For a fair evaluation of our approach, we also implemented two other reconstruction methods. We first consider applying to fluorescence the standard multiview reconstruction from projections modeled by the Radon transform. We use the tomographic reconstruction method described in [33] , which embeds the Radon transform in a TV regularization and ADMM optimization strategy that is similar to ours. We refer to this method as Tomo in the sequel.
We also implemented an extension of [5] as follows: 1) We first independently deconvolved each volume of rotated particle, 2) the particles were then registered (the registration was exact since we know the poses), 3) the registered particles were averaged. Compared to [5] , the deconvolution step is crucial because it depends on the PSF. For the sake of fairness, we implemented a deconvolution method in the same framework as ours, with TV regularization and ADMM optimization. We call this deconvolution/averaging method as Deconv/Average in the sequel, and we name our joint deconvolution and reconstruction Joint.
C. Implementation Details
The algorithms were implemented in Matlab and the experiments have been carried out on a PC with 2.60 GHz CPU and 128 GB RAM. The regularization parameters yielding the best PSNR have been selected for the methods Tomo, Deconv/Average, and Joint in all experiments, after extensive tests for a large range of values. The stopping criterion of the optimization process for these methods was fixed to to guarantee convergence. All input images are nonnegative and scaled to have their maximum at 255. The PSF are generated according to the Born&Wolf model with the available PSF Generator software 2 described in [34] .
D. Results
The quality of the reconstruction is measured by the peak signal-to-noise ratio (PSNR) defined by , where is the maximum intensity of the image and is the mean-square error defined by , with the ground truth. We also evaluate our results with the Fouriershell correlation (FSC), which is the standard tool for measuring the resolution of reconstructed volumes. It correlates the Fourier transforms of two estimations and obtained with different input data at different frequency ranges and is defined as (17) The resolution is defined as the frequency at which . Influence of Noise and PSF Size: We report in Table I the PSNR of the reconstructions obtained with Joint, Deconv/Average, Average, and Tomo, obtained for 100 angles. The experiments were realized with several levels of noise, and with PSF sizes defined in pixels as follows: for , for , and for . The input volume sizes vary from to . Note that the most realistic PSF is , which is the largest one.
It can be first noticed that the results of Tomo and Average in Table I are clearly far from being competitive with the other two methods. Because of these poor results, we focus the remainder of the experimental analysis on Joint and Deconv/Average.
The results obtained with Joint are superior to those of Deconv/Average in almost all cases of Table I. In particular, Joint outperforms Deconv/Average for all levels of noise. We notice that the gain in performance of Joint over Deconv/Average increases with the size of the PSF. This is an important observation since the most realistic PSF is the largest one.
Resolution Improvement: In Fig. 2 , we plot the of Joint and Deconv/Average for the case of the centriole. The curve of Joint is clearly above the one of Deconv/Average, meaning that its similarity with the ground truth is higher at all frequencies. As a result, we achieve a significantly finer resolution of 101 nm, whereas the resolution of Deconv/Average is 333 nm.
Visual Results: Reconstructions obtained with Joint and Deconv/Average can be visualized in Fig. 3 for the case of the centriole. 3D surface renderings are obtained with the same threshold value in Figs. 3(a), (b), (d), (f) . The 2D images of the central x-y and y-z slices are also displayed in each case. The amount of blur and noise of the input volumes can be appreciated in Figs. 3(c) -(e) for two different rotation angles. The details of the structure are better preserved by Joint, especially at the thin spokes of the structure, which are often discarded by Deconv/Average. The superimposition of the results of Joint and Deconv/Average in Fig. 3(f) makes also appear the deformation of the structure. In particular, the central tube and the pinheads at the borders of the centriole are oversmoothed and appear larger in the Deconv/Average reconstruction.
Influence of the Number of Poses:
The influence of the number of poses on the PSNR of the reconstructions of Joint and Deconv/Average is reported in Fig. 4 . Several levels of noise are considered. Increasing the number of poses improves the accuracy of both methods. However, the PSNR of Joint grows significantly faster than the one of Deconv/Average, for all levels of noise. . We consider the same numbers of poses as in Fig. 4 , to be able to compare the evolutions of the computational time and the PSNR. We observe that the computational time of Joint stays almost constant as the number of poses increases, whereas it grows much faster in the case of Deconv/Average. For 100 poses, Joint takes 30 s and Deconv/Average takes 29 min.
E. Discussion
We point out in the sequel the main conclusions that can be deduced from the experimental results described above, demonstrating the feasibility of our approach.
The poor results of Tomo invalidate the approximation of the PSF as a line made by the Radon transform. The tomographic approach, which is the standard model for most multiview reconstruction problems is thus insufficient in our case. This result demonstrates the necessity of a model dedicated to fluorescence imaging. The low accuracy of Average, and the gap separating it from Deconv/Average (which differs from Average only by a deconvolution step), emphasizes the importance of taking into account the PSF in the reconstruction procedure. However, the independent deconvolutions performed by Deconv/Average are not the proper way to integrate the PSF in the reconstruction. Indeed, as can be seen in Fig. 3(c)-(e) , the poor axial resolution induces a particularly large blur in the axial direction of the PSF, discarding almost all information along that axis. As a consequence, the independent deconvolutions performed by Deconv/Average are inefficient and the averaging is affected by these errors. Our approach is less sensitive to this effect since the joint model for deconvolution and reconstruction avoids the drawback of separate deconvolution and averaging. This explains the superiority of Joint over Deconv/Average in Table I .
In addition to these quantitative improvements, our method is particularly well adapted to practical constraints that can be encountered in real conditions. Firstly, the robustness of the joint reconstruction to large PSF sizes is crucial since low resolution is the main limitation of confocal imaging. Secondly, the fast increase of the PSNR with the number of poses reported in Fig. 4 is very important in practice because it allows us to reduce the required number of particles and can facilitate the preparation of samples for the biologists.
The low computational cost of our reconstruction algorithm is a very desirable feature that makes the integration of a large number of particles feasible. Indeed, dealing with a large number of 3D input images leads to a prohibitive computational cost in the case of Deconv/Average, a drawback which our proposed approach overcomes. Moreover, it is also important to keep in mind that in practice the reconstruction process needs to be performed several times, alternatively with angles estimation, increasing even more the computational cost. The iterative part of our method, which contains most of the computational cost, does not depend on the number of poses. More precisely, the computational cost of Joint is mainly devoted to the computation of FFT. In comparison, Deconv/Average repeats the deconvolution process for each angle and thus requires FFT computations. Consequently, the computational complexity of Joint is , while Deconv/Average is in . The ability to process many different orientations is crucial for the accuracy of the result, as emphasized in Fig. 4 , and made possible by our approach.
A natural extension of our method would be to take into account the Poisson noise usually involved in fluorescence microscopy. It would require to redefine the data term (5) with the Kullback-Leibler divergence [35] - [37] . In this case, our minimization framework described in Section III-C could be easily adapted, similarly to previous works [35] - [37] . More precisely, an additional splitting variable should be introduced in the constrained formulation (7) to split the data term. The proximity operator of the Kullback-Leibler divergence would then have to be computed, which can be done in analytical form. The other steps of Algorithm 1 would remain similar, and the independence of the computational cost from the number of views would be retained.
Another problem that remains to be addressed is the estimation of the pose of each particle. While it constitutes a research project on its own right, it can benefit from some previous work in other fields. In particular, two strategies can be envisaged. A first option is to register all the particles on a common reference. This approach can take advantage of the high quality of rigid-body registration achieved in medical imaging [38] . Alternatively, one may take inspiration from the methodology for pose estimation from projections which has been perfected over years in cryo-EM tomography [39] and which may be adapted to the present forward model. Therefore, despite the difficulty of the problem, the good results and mature development of these two fields suggest the feasibility of pose estimation in our case.
V. CONCLUSION
We have proposed a novel approach for reconstructing fluorescence volumes with isotropic high resolution. We exploit multiple poses of particle replicates to combine multiview reconstruction and deconvolution in the same model. The computational cost of the iterative part of our optimization approach does not depend on the number of input volumes. This allows us to tackle the challenge of processing a large amount of 3D data in low computational time. Experimental results demonstrate the feasibility of our scheme by achieving accurate reconstructions, as well as proving robustness to practical constraints as large PSF sizes and large number of poses. Our method also outperforms similar approaches based on averaging in all situations. 
