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We study correlation functions of magnetic vortices V and Polyakov loop P operators in the 2+1
dimensional Georgi-Glashow model in the vicinity of the deconfining phase transition. In this regime
the (dimensionally reduced) model is mapped onto a free theory of two massive Majorana fermions.
We utilize this fermionic representation to explicitly calculate the expectation values of V and P
as well as their correlators. In particular we show that the V V correlator is large, and thus the
anomalous breaking of the magnetic U(1) symmetry is order one effect in the near critical region.
We also calculate the contribution of magnetic vortices to the entropy and the free energy of the
system.
I. INTRODUCTION
Understanding of the deconfining phase transition in confining gauge theories is one of the outstanding problems
of modern field theory. In a certain sense it is even more interesting to try and understand not the transition itself,
but the near critical region. While there exist universality arguments that pertain to critical behavior itself [1], they
do not strictly speaking apply at temperatures away from Tc. On the other hand we know from lattice studies that
nonperturbative strongly interacting physics is relevant at temperatures significantly higher than Tc.
In QCD for example it has been known for a long time that the free energy and entropy significantly deviate from
their expected high T behavior up to relatively high temperatures [2]. It has been conjectured that this discrepancy
in large measure is due to abundance in the thermal ensemble of topological excitations (magnetic vortices or mag-
netic monopoles) which are believed to be responsible for confinement at T = 0. These topological objects affect
thermodynamic properties as well as correlation functions, and their effect dies away only at T  Tc.
Needless to say that solving a near critical QCD is a very hard problem. It is thus worthwhile to turn to simpler
theories that share some salient features with QCD to try and get some understanding, or at least an inspiration. One
such “fall back” model is the Polyakov’s confining Georgi-Glashow model in 2+1 dimensions [3]. It is confining at zero
temperature with string tension and mass gap calculable in weak coupling regime. Moreover, it undergoes a deconfining
phase transition at finite temperature. A number of years ago it has been understood how to quantitatively study
this transition [4]. The deconfining phase transition in this model is understood simply as the symmetry breaking
transition of the magnetic Z2 symmetry. The magnetic vortex operator, or ’t Hooft loop is the local order parameter
for this symmetry [5]. It was shown directly in [4] that the critical theory is a two dimensional Ising model consistent
with the universality arguments.
The critical Ising model is equivalent to the theory of a single Majorana fermion. In the framework of the Georgi-
Glashow model the Majorana theory was derived directly from the original partition function in [4]. Moreover, even
away from criticality the dimensionally reduced partition function is exactly transformed into a two dimensional
fermionic model. Close to the critical temperature in the interesting near critical region, the fermionic model is
noninteracting. It thus becomes possible in this confining theory to perform controlled calculations close to critical
temperature.
Although the fact that the near critical Georgi Glashow model is equivalent to a noninteracting theory has been
recognized in [4], this equivalence has not been utilized for quantitative study. The aim of the present paper is to
demonstrate how certain correlation functions and thermodynamic quantities in the Georgi-Glashow model can be
calculated using the aforementioned fermionic representation. In particular we calculate the expectation value of the
Polyakov loop and magnetic vortex operator (’t Hooft loop) as well as their correlation functions in the near critical
regime. We also calculate the free energy and the entropy in the same regime.
The plan of this paper is the following. In Sec.2 we recap the relation of the near critical Georgi-Glashow model
with two dimensional theory of noninteracting fermions. In Sec. 3 we use the fermionic representation to calculate the
expectation value of the two order parameters of the GG model - the magnetic vortex operator (’t Hooft loop) and
Polyakov loop. We show that the former has vanishing expectation value above Tc due to appearance of a normalizable
zero mode of the fermionic Dirac operator. The latter suffers similar fate at T < Tc. This result is of course not
new. Rather the purpose of this exercise is to demonstrate how the known results are obtained using fermionized
formulation. In Sec. 4 we calculate the vortex-antivortex correlation function above the critical temperature. In Sec.
5 we consider the vortex-vortex correlator. We demonstrate that close to the phase transition this correlation function
is large, so that the anomalous breaking of the magnetic U(1) symmetry is an order one effect. We also show that
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2within our approximation there is a degeneracy between the scalar and pseudoscalar correlation length, even though
the numerical value the pseudoscalar correlator is much smaller. In Sec. 6 we calculate the free energy end entropy of
the system. We pay particular attention to the question how the entropy and free energy are modified if one neglects
the effect of vortices, or more accurately of the anomalous magnetic U(1) symmetry breaking in the thermal ensemble.
Finally we conclude with a short discussion in Sec.7.
II. THE THEORY CLOSE TO THE DECONFINING PHASE TRANSITION.
A. The model and the relevant degrees of freedom.
The 2+1 dimensional Georgi-Glashow model is the SU(2) gauge theory of an adjoint Higgs field:
L = −1
4
F aµνF
aµν +
1
2
(DH)2 − λ(H2 − v2)2 (1)
The Higgs expectation value is assumed to be much larger than the gauge coupling constant (implicit in the covariant
derivative) v2  g2.
Perturbatively the spectrum of the theory contains a massless “photon” as well as massive charged gauge bosons
W± with masses of order M2W = g
2v2  g4. Additionally there is a neutral massive Higgs boson. This last particle
will play no role in our discussion albeit we will assume that it is light enough (see later).
It is well known that the nonperturbative effects lead to nonperturbative mass generation of the photon and
confinement of the charged W bosons with an exponentially small string tension. The effective low energy description
is given by the Polyakov effective action which involves one scalar “dual photon” field χ [3]
L =
g2
8pi2
(∂µχ)
2 + ζ˜ cos 2χ (2)
with the “monopole fugacity” ζ˜ ∝ e−4piMW /g2 . The mass of the dual photon is obviously m2ph = 4pi
2ζ˜
g2 . The string
tension can be calculated classically and is parametrically σ ∼ g2mph.
This Lagrangian eq. (2) is in fact the direct analog of effective chiral Lagrangian of QCD, as it can be written in
terms of the local order parameter field, the magnetic vortex field [5]
V (x) =
(
g2
8pi2
)1/2
e−iχ (3)
L = |∂µV |2 +m2ph(V 2 + V ∗2) (4)
The nonvanishing expectation value of V signifies spontaneous breaking of the magnetic Z2 symmetry V → −V .
In the absence of the vortex mass term the magnetic symmetry is enhanced to the full U(1) rotation group. The
monopole induced mass term is small and is in many respects analogous to the instanton induced anomaly of the
UA(1) axial symmetry in QCD [5].
As with any theory with spontaneous breaking of a global symmetry, one expects symmetry restoration when the
temperature is high enough. Indeed as shown in [4] at Tc =
g2
4pi2 the Georgi-Glashow model undergoes a Z2 restoring
phase transition[17]. This phase transition is the Georgi-Glashow incarnation of the deconfining phase transition, as
it is accompanied with the appearance of a nonvanishing expectation value of the Polyakov loop [4].
Since the value of the critical temperature is much greater than the mass scale at T = 0, dimensional reduction
is valid in this model starting at temperatures much lower than Tc. As was shown in [4] the proper (Euclidean)
dimensionally reduced theory close to criticality is given by the Lagrangian
L = g
2
8pi2T
(∂µχ)
2 + ζ cos 2χ+ µ cos χ˜, (5)
Here ζ = ζ˜/T while µ is proportional to the fugacity of the heavy charged vector bosons µ ∝ T 2e−MWT . The
dimensionally reduced theory is valid on distance scales greater than the inverse temperature, and is therefore defined
with the UV cutoff Λ ≈ T .
The dual field χ˜ is defined as:
3i∂µχ˜ =
g2
2piT
µν∂
νχ; iχ˜(x) =
g2
2piT
∫ x
C
dxµµν∂νχ. (6)
where the contour of the integration C starts at an arbitrary point at infinity and ends at the point x.
The dual field χ˜ is related to the (fundamental) Polyakov loop operator of the Georgi-Glashow model:
tr P = cos χ˜
2
(7)
In the following with a slight abuse of notation we will use the abelianized Polyakov loop operator, which is more
appropriate to the weak coupling regime
P = e−i
χ˜
2 (8)
The relation eq.(6) strictly speaking is valid to leading order in µ and ζ, since the curl of the left hand side and the
divergence of the right hand side vanish. The more general duality relation valid for finite µ and ζ is
iP ∗∂µP = −4pi
2T
g2
µνV
∗∂νV (9)
The presence of the factor i on the left had side of eqs.(6) and (9) is consistent with the fact that in Euclidean space
the zeroth component of vector potential is imaginary.
In the following we will fermionize this theory, which is most straightforwardly done in Minkowski space. There
the analogous relation looks more natural and reads
P ∗∂µP =
4pi2T
g2
µνV
∗∂νV (10)
B. Fermionization.
The dimensionally reduced theory can be conveniently rewritten in fermionic form. To do this we use the standard
bosonization techniques of Coleman and Mandelstam [7, 8]. Let us define for convenience a scaled field
χ = φ
√
4pi2T
g2
≡ φβ
2
. (11)
iχ˜ =
4pi
β
∫
dxµµν∂νφ. (12)
To perform fermionization a la Mandelstam we make the rotation to Minkowski space
x→ it. (13)
For eq. (12) in Minkowski space, we have:
iχ˜ =
4pii
β
∫ y
dλφ˙(λ). (14)
We define the spinors in the standard way [8]:
ψ1(y) = A exp
(−2pii
β
∫ y
−∞
dλφ˙(λ)− 1
2
iβφ(y)
)
= Ae−i(
1
2 χ˜+
β
2 φ),
ψ2(y) = −iA exp
(−2pii
β
∫ y
−∞
dλφ˙(λ) +
1
2
iβφ(y)
)
= −iAe−i( 12 χ˜− β2 φ).
(15)
where A is a normalization constant. With our choice of phases in eq.(15) the representation of Dirac matrices in the
fermionized theory is
γ0 = σ1, γ1 = iσ2, γ
5 = γ0γ1 = −σ3. (16)
4The currents in the two representations are related as [8][18] :
jµ = − β
2pi
µν∂νφ =
(
δµ0 +
β2
4pi
δµ1
)
ψ¯γµψ, (17)
Note that in terms of the vortex and Polyakov operators
ψ1 ∝ PV, (18)
ψ2 ∝ −iPV †. (19)
It is convenient to express V and P directly in terms of the fermionic degrees of freedom. Using eq.(17) we obtain
V (x) =
√
8pi
g2
e−i
β
2 φ(x) =
√
8pi
g2
exp
(
−iβ
2
∫ x
−∞
dλφ′(λ)
)
=
√
8pi
g2
exp
(
ipi
∫ x
−∞
ψ¯γ0ψ
)
, (20)
.
P (x) = e−i
1
2 χ˜(x) = exp
(
−i2pi
β
∫ x
−∞
dλφ˙(λ)
)
= exp
(
−ipi
∫ x
−∞
ψ¯γ1ψ
)
. (21)
We have the explicit forms of the vortex and Polyakov loop operators in terms of the spinors as (we rescale the
vortex operator for convenience):
V (x) = eipi
∫ x
−∞ dx(ψ
†
1ψ1+ψ
†
2ψ2), (22)
P (x) = eipi
∫ x
−∞ dx(ψ
†
1ψ1−ψ†2ψ2). (23)
The usual bosonization rules for the fermonic bilinears then give the following fermionized form of the dimensionally
reduced model:
L = ψ¯iγµ∂µψ + 1
2
λjµjµ +m1ψ¯ψ +m2
(
ψ2ψ1 + ψ
†
1ψ
†
2
)
. (24)
where
λ
pi
=
4pi
β2
− 1; m1 ∝ ζ/T ; m2 ∝ µ/T (25)
Note that at criticality (β2 = 4pi) the coupling λ vanishes, and the theory describes two free Majorana fermions.
Additionally at critical temperature m1 = m2 so that one of the fermions is massless, while the other one is massive.
Close to criticality the most important relevant perturbation is m1 −m2. This means that when calculating various
correlation functions close to critical temperature we can still treat the two fermions as noninteracting. In fact, since
the perturbation theory in λ is infrared finite, we can neglect the effects of the fermionic coupling in the whole region
|T − Tc|/T  1, and consider the fermions to be free. In the rest of this paper we will set the four fermi coupling to
zero λ = 0.
C. Back to Euclidean space.
The last step in the fermionization transformation is to transform the path integral back into Euclidean space,
where it was originally formulated. To do this we use the Wick rotation
t→ −ix. (26)
This rotation affects the spinors in the following way:
5ψE1 (y) = A exp
(
2pi
β
∫ y
−∞
dλφ′(λ)− 1
2
iβφ(y)
)
≡ ξ1,
(ψ†1(y))
E = A exp
(−2pi
β
∫ y
−∞
dλφ′(λ) +
1
2
iβφ(y)
)
≡ ξ†2,
ψE2 (y) = −iA exp
(
2pi
β
∫ y
−∞
dλφ′(λ) +
1
2
iβφ(y)
)
= −iξ†1,
(ψ†2(y))
E = iA exp
(−2pi
β
∫ y
−∞
dλφ′(λ)− 1
2
iβφ(y)
)
= iξ2,
(27)
The Lagrangian in Euclidean space becomes:
LE = −
(
ξ†2 (∂x − i∂y) ξ1 + ξ†1 (∂x + i∂y) ξ2
)
− im1
(
ξ†2ξ
†
1 − ξ2ξ1
)
− im2
(
ξ†1ξ1 − ξ†2ξ2
)
, (28)
while the Euclidean fermionized form of the vortex and Polyakov operators is
V (y) = exp
(
ipi
∫ y
(ξ†2ξ1 − ξ†1ξ2)
)
, (29)
P (y) = exp
(
ipi
∫ y
(ξ†2ξ1 + ξ
†
1ξ2)
)
. (30)
The line integral in the definition of the operators can be written in the following suggestive form :∫ y
−∞
dλf(λ) =
∫
d2zδ(z1)Θ(y − z2)f(z) (31)
Defining the polar angle as:
θ = arctan
z1
−z2 (32)
we have:
FIG. 1: The angle θ defined.
∂µθ =
νµzν
z2
− 2pinµδ(z1)Θ(y − z2) ≡ Aµ − 2pinµδ(z1)Θ(y − z2) (33)
In our convention, the angle jumps by 2pi across the negative y axis. We summarize some useful formulae consistent
with our definition of θ in the appendix. The integral in eq.(31) as well as in eqs.(29) and (30) runs along the cut of
the polar angle function. The position of this cut is arbitrary and should not affect any physical observable. Indeed
as proved in [4], the correlators of V and P do not depend on its position. This independence on the position of the
cut will serve as a consistency check on our results.
6D. On 〈P 〉 and 〈V 〉.
Our next order of business will be to calculate the expectation values of V and P as a function of temperature near
criticality. Here we have to deal with the following problem. The fermionized Euclidean Lagrangian is real L∗ = L,
and so is the Polyakov operator. In fact the expectation value of P is given by a Gaussian fermionic path integral
< P (x) >=
∫
DξDξ¯e−
∫ LP . (34)
with
LP = −
(
ξ†2 [∂x − i∂y − ipiδ(x)Θ(−y)] ξ1 + ξ†1 [∂x + i∂y − ipi δ(x)Θ(−y)] ξ2
)
− im1
(
ξ†2ξ
†
1 − ξ2ξ1
)
− im2
(
ξ†1ξ1 − ξ†2ξ2
)
.
(35)
Since LP is real, the expectation value of P is thus simply given by the determinant of the modified Dirac operator.
The situation is somewhat different with the vortex operator. The operator eq.(29) is unitary. Thus even though
formally its expectation value is also given by a Gaussian path integral, the corresponding “action” is complex. Thus
one cannot calculate 〈V 〉 by simply finding the eigenvalues of the Dirac operator. This is analogous to the famous
sign problem in theories with finite chemical potential.
In our case we can provide a simple remedy to this problem. The Minkowski theory admits two distinct Wick
rotations. Starting with our Minkowski formulation let us instead of eq.(26) perform the following transformation:
t→ ix; φ→ iφ (36)
The Fermi fields transform as:
ψE1 (y) = A exp
(
−2pii
β
∫ y
−∞
dλφ′(λ) +
1
2
βφ(y)
)
≡ ξ1
(ψ†1(y))
E = A exp
(
2pii
β
∫ y
−∞
dλφ′(λ)− 1
2
βφ(y)
)
≡ ξ†2
ψE2 (y) = −iA exp
(
−2pii
β
∫ y
−∞
dλφ′(λ)− 1
2
βφ(y)
)
≡ −iξ2
(ψ†2(y))
E = iA exp
(
2pii
β
∫ y
−∞
dλφ′(λ) +
1
2
βφ(y)
)
≡ iξ†1
(37)
which leads to the Euclidean Lagrangian:
L¯ = ξ†2 (∂x + i∂y) ξ1 + ξ†1 (∂x − i∂y) ξ2 + im1
(
ξ†1ξ1 − ξ†2ξ2
)
+ im2
(
ξ†2ξ
†
1 − ξ2ξ1
)
(38)
and the following representation of the vortex operator
V (x) = exp
(
−ipi
∫ x
(ξ†1ξ2 + ξ
†
2ξ1)
)
(39)
In this new representation the vortex field is real, and so is the Euclidean Lagrangian. Thus the vortex correlation
functions can be calculated by calculating the eigenvalues of the Dirac operator modified by the appropriate source
terms. Obviously, the Polyakov operator now is complex, but this is not an issue since we already have a convenient
real Euclidean representation for P .
In fact there is an interesting duality between the two representations. A simple transformation ξ1 → iξ2, ξ2 → −iξ1,
results in L¯(m1,m2) → L(m2,m1) as well as V → P . Thus we learn that we can calculate the vortex operator
correlations functions and then by a simple transformation m1 ↔ m2 read off the correlation functions of the Polyakov
loop. Our choice will be to deal directly with V and the Euclidean Lagrangian eq.(38) transformed by ξ1 → iξ2,
ξ2 → −iξ1 , and infer the results for the Polyakov loop from this calculation.
Note that it is not possible to find a representation in which P and V are simultaneously real. Thus were we
interested in joint correlation functions we would have to deal with complex sources. Such mixed objects are not par-
ticularly natural objects, since the vortex field is an operator in the Hilbert space of the original theory, while Polyakov
loop does not correspond to such an operator, but rather to an auxiliary field which imposes gauge invariance[9]. Nev-
ertheless a representation including both objects, like the one we are employing here is frequently useful in analyzing
properties of finite temperature gauge theories[10]. In this paper we are not going to be interested in such mixed
correlators.
7III. EXPECTATION VALUES OF P AND V ACROSS THE PHASE TRANSITION.
Using the results of the previous section, we can represent the calculation of the expectation value of the magnetic
vortex operator as the following path integral:
< V >=
∫
DξDξ¯e−
∫ LV . (40)
where
LV = −
(
ξ†2 [∂x − i∂y − ipiδ(x)Θ(−y)] ξ1 + ξ†1 [∂x + i∂y − ipi δ(x)Θ(−y)] ξ2
)
− im2
(
ξ†2ξ
†
1 − ξ2ξ1
)
− im1
(
ξ†1ξ1 − ξ†2ξ2
)
.
(41)
We know from the analysis of [4] that the phase transition occurs when m1 = m2. In the low temperature phase,
where m1 > m2 the magnetic symmetry is broken and thus 〈V 〉 6= 0, while in the high temperature phase the symmetry
is restored and the expectation value of the vortex operator should vanish. In the current fermionic formulation the
only mechanism that can make the VEV of V vanish is an appearance of a normalizable zero mode in the Dirac
operator. Thus our first goal is to see whether in fact the Dirac operator defined in eq.(41) has zero modes for
m1 < m2, but none for m1 > m2.
A. Fermionic zero modes.
The operator in eq.(41) looks singular due to appearance of the cut. This singularity however can be “gauged away”
by a unitary transformation. Let us therefore perform the unitary transformation - change of variables in the path
integral:
ξ1 → e−i θ2 ξ1, ξ2 → e−i θ2 ξ2. (42)
Here the polar angle θ is defined to have exactly the same cut as before. We treat the transformation in eq.(42) as
single valued but discontinuous across the cut of θ. The effect of this transformation is that the derivative of θ across
the cut cancels the singular term in eq.(41). On the other hand the continuous part of ∂µθ turns the derivatives in
eq.(41) into covariant derivatives in the background of a vector potential of a pointlike magnetic vortex in a regular
gauge:
Dµ = ∂µ − i
2
Aµ; Aµ = µν
xν
x2
. (43)
The Lagrangian LV becomes:
LV = −ξ†2 (Dx − iDy) ξ1 − ξ†1 (Dx + iDy) ξ2 − im2
(
eiθξ†2ξ
†
1 − e−iθξ2ξ1
)
− im1
(
ξ†1ξ1 − ξ†2ξ2
)
(44)
To find possible zero modes we have to solve the equations of motion:
δLV
δξ†2
= − (Dx − iDy) ξ1 − im2eiθξ†1 + im1ξ2 = 0,
δLV
δξ†1
= − (Dx + iDy) ξ2 + im2eiθξ†2 − im1ξ1 = 0.
(45)
or in polar coordinates:
e−iθ
(
i∂r +
1
r
∂θ − i
2r
)
ξ1 + im2e
iθξ†1 − im1ξ2 = 0,
eiθ
(
−i∂r + 1
r
∂θ − i
2r
)
ξ2 − im2eiθξ†2 + im1ξ1 = 0.
(46)
In a particular case m1 = 0 the zero modes where found in [11]. In the general case the solution can be sought in a
separable form
ξi = Ri(r)e
i(αi+niθ). (47)
8for constant αi, real Ri(r) and integers ni. It is easy to see that the angular dependence is solved for n1 = 1, n2 = 0.
The radial equations are also readily solved with the following result. We find three independent solutions (we assume
m1 > 0, m2 > 0 throughout):
ξasy,11 =
c1
2
√
r
e−(m2−m1)r,
ξasy,12 =
c1
2
√
r
e−(m2−m1)r,
(48)
ξasy,21 = i
c2
2
√
r
e−(m1−m2)reiθ,
ξasy,22 = −i
c2
2
√
r
e−(m1−m2)r,
(49)
ξasy,31 =
c3
2
√
r
e−(m2+m1)reiθ,
ξasy,32 = −
c3
2
√
r
e−(m2+m1)r
(50)
with real constant ci. All of these solutions are normalizable in the ultraviolet. In the infrared ξ
asy,1 is normalizable
for m2 > m1, while ξ
asy,2 is normalizable for m1 > m2 .
This result is somewhat surprising, since it suggests that there exists a normalizable zero mode for any sign of
m1 −m2. Translated into the language of 〈V 〉 that means that 〈V 〉 = 0 at any temperature, while we expect it to
vanish only above the phase transition.
The resolution of this apparent puzzle is the following. It is perfectly possible for an operator to have a vanishing
VEV, even if it transforms nontrivially under a spontaneously broken symmetry. One natural reason could be a singular
UV behavior. Indeed, recall that V is defined as an exponential of a scalar field φ, which in the UV is essentially free.
The propagator of φ diverges logarithmically a short distances, and thus we indeed expect 〈V 〉 ∝ Λ−kβ2 → 0 in the
continuum limit at any temperature. The existence of a normalizable zero mode in eq.(46) at any temperature is the
manifestation of this feature.
Analogous situation is encountered in calculation of the Polyakov loop in 3+1 gauge theories [12]. One way of
dealing with it is to define a renormalized operator, since the UV divergence can indeed be canceled by a multiplicative
renormalization [12]. We choose a different approach which is simper to implement in our framework. In order to see
whether the vanishing of 〈V 〉 is related to restoration of magnetic symmetry we can modify the vortex operator by
softening its UV behavior. The VEV of such modified operator then will genuinely reflect the realization of magnetic
symmetry in the thermal ensemble.
B. UV regularized magnetic vortex.
To regularize the vortex operator in the UV we could go back to our original definition eq.(3) and smear the field
χ in the exponent with some smooth test function over a finite distance scale a. It is simpler however to regularize
directly the fermionized expression eq.(41). Eq. (41) is just a Lagrangian of charged fermions coupled to a pointlike
“magnetic vortex” described by the vector potential Aµ. Clearly, to regulate this expression in the UV we should
smear the magnetic flux over some small area while keeping the total magnetic flux of the vortex fixed. Technically
we find it the simplest to smear the flux over a ring of radius a while setting the “magnetic field” at r < a to zero.
This amounts to setting Aµ(r) = 0 for r < a, and leaving the vector potential at r > a unmodified.
The advantage of this procedure is that we can use the solutions eqs.(48,49) unmodified for r > a and match them
at r = a onto solution of the equations without “magnetic field”:
e−iθ
(
i∂r +
1
r
∂θ
)
ξ1 + im2e
iθξ†1 − im1ξ2 = 0,
eiθ
(
−i∂r + 1
r
∂θ
)
ξ2 − im2eiθξ†2 + im1ξ1 = 0.
(51)
To solve eq.(51), we again look for solutions of the form eq.(47). By inspection, we see that the only allowed angular
dependence is:
ξ1 = R1(r)e
iα1eiθ,
ξ2 = R2(r)e
iα2 .
(52)
9The general solution is a superposition of the following independent solutions with real coefficients, where I and Y
are modified Bessel functions:
ξint,11 = e
−m2r (d1I1(m1r) + id2Y1(−im1r)) eiθ,
ξint,12 = e
−m2r (d1I0(m1r) + d2Y0(−im1r)) ,
(53)
ξint,21 = e
m2r (id3I1(m1r)− d4Y1(−im1r)) eiθ,
ξint,22 = e
m2r (id3I0(m1r) + id4Y0(−im1r)) ,
(54)
with real constants di. Since Y1(r)→ 1/r at r → 0, normalizability at r → 0 requires d2 = d4 = 0. Thus the most
general solution for r < a is:
ξint1 =
(
αe−m2r + iβem2r
)
I1(m1r)e
iθ,
ξint2 =
(
αe−m2r + iβem2r
)
I0(m1r).
(55)
This should match a linear combination of eqs.(48),( 49) and (50) at r = a.
The solution eq.(48) is normalizable for m2 > m1, while eq.(49) is normalizable for m1 > m2. Consider first the
low temperature phase m1 > m2. In this case the most general solution for r > a is:
ξasy1 =
1
2
√
r
e−m1r
(
Ae−m2r + iBem2r
)
eiθ,
ξasy2 =
1
2
√
r
e−m1r
(−Ae−m2r − iBem2r) . (56)
Continuity of eqs.(55) and (56) at r = a requires:
A
α
=
B
β
= I1(m1a)e
m1a2
√
a,
A
α
=
B
β
= −I0(m1a)em1a2
√
a,
(57)
These two conditions cannot be satisfied simultaneously since the modified Bessel functions are always positive for
all a > 0. It thus follows that for m1 > m2 there are no normalizable zero modes. This means that the UV nonsingular
vortex operator has a nonvanishing expectation value in the low temperature phase, consistent with our expectation.
In the high temperature phase, for m2 > m1 the exterior solution is:
ξasy1 =
1
2
√
r
(
c1e
−(m2−m1)r + c2e−(m2+m1)r
)
eiθ,
ξasy2 =
1
2
√
r
(
c1e
−(m2−m1)r − c2e−(m2+m1)r
)
.
(58)
This time the matching across r = a requires
αI1(m1a) =
1
2
√
a
(
c1e
m1a + c2e
−m1a) ,
αI0(m1a) =
1
2
√
a
(
c1e
m1a − c2e−m1a
)
,
(59)
or since m1a 1:
0 =
1
2
√
a
(c1 + c2) ,
α =
1
2
√
a
(c1 − c2) ,
(60)
These conditions can obviously be satisfied:
c1 = −c2 = αa1/2 (61)
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The only acceptable solution for T > Tc is (for r > a)
ξasy1 =
A
2
√
r
(
e−(m2−m1)r − e−(m2+m1)r
)
eiθ,
ξasy2 =
A
2
√
r
(
e−(m2−m1)r + e−(m2+m1)r
)
.
(62)
Thus in the high temperature phase we find that the normalizable zero mode survives, and therefore 〈V 〉 = 0.
So far we have studied the zero modes in the calculation of the vortex operator. As explained in the previous
section, this is sufficient to obtain equivalent information about the Polyakov loop. We have seen that the path
integral for calculation of 〈P 〉 is identical to that for calculation of 〈V 〉 with the sole substitution m1 ↔ m2. Thus
the normalizable zero mode exist in this case for m1 > m2, and we confirm that 〈P 〉 = 0 below Tc and 〈P 〉 6= 0 for
T > Tc.
Although the results of this section are not surprising, this is the first calculation that we are aware of which
directly reproduces the behavior of the deconfinement order parameter(s) in the vicinity of the phase transition using
the fermionized version of the partition function. In the next section we will use the same representation to calculate
the correlation function of the vortex and Polyakov operators.
IV. CORRELATORS OF THE VORTEX OPERATOR
Our next goal is to calculate the correlation function of the vortex operators. There are two distinct correlation
functions of interest: 〈V (x)V ∗(y)〉 and 〈V (x)V (y)〉. In this section we will calculate the large distance behavior of
these correlators.
A. The Roadmap to the Calculation
Th correlation function of a vortex located at the origin and an antivortex at a point ~l is given by the path integral
〈V (0)V ∗(l)〉 =
∫
DξDξ¯e
∫ LV V ∗ , (63)
with
LV V ∗ = −
(
ξ†2 [∂x − i∂y] ξ1 + ξ†1 [∂x + i∂y] ξ2
)
+ ipi [δ(x)Θ(−y)− δ(x− l1)Θ(l2 − y)]
(
ξ†2ξ1 + ξ
†
1ξ2
)
− im2
(
ξ†2ξ
†
1 − ξ2ξ1
)
− im1
(
ξ†1ξ1 − ξ†2ξ2
)
. (64)
The cut discontinuity again can be removed by a rotation of the spinors similar to that in eq.(42):
ξ1 → e−i
θ−θ′
2 ξ1, ξ2 → e−i
θ−θ′
2 ξ2. (65)
Here the angle θ is defined in eq.(32) , and θ′ is the angle between the vector ~x−~l and the direction of the cut (the
negative y axis). (From this point on, we will use primed characters for objects defined with respect to the antivortex
location ~l) The resulting expression is
LV V ∗ = −ξ†2 (Dx − iDy) ξ1 − ξ†1 (Dx + iDy) ξ2 − im2
(
ei(θ−θ
′)ξ†2ξ
†
1 − e−i(θ−θ
′)ξ2ξ1
)
− im1
(
ξ†1ξ1 − ξ†2ξ2
)
, (66)
Dµ = ∂µ − i
2
(Aµ −A′µ). (67)
Our aim is to calculate the correlator for the case where the separation between the vortex and the antivortex is
larger than the intrinsic length scales in this theory (l  m−11 ,m−12 ). Thus we follow the standard logic employed in
such cases, see e.g. [13]. One expect that most of the eigenvalues of the operator in eq.(66) are of the order of the mass
scale in the theory (∼ m1,m2), and therefore do not depend on l in the interesting regime. The exception are the two
eigenvalues that correspond to zero eigenvalues in the limit l → ∞. The leading l dependence is therefore given by
the subdeterminant on the space of functions spanned by these quasi zero modes. We will therefore concentrate on
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the subspace of functions spanned by the vortex and antivortex zero modes, and will calculate the subdeterminant
on this subspace. The leading l dependence is given by this factor in the full determinant, whereas the rest of the
determinant only contributes to the overall normalization of the correlator.
Since our operator eq.(66) has a term which mixes ξ† with ξ† we must be a little careful with our calculation. The
proper way of proceeding is to represent the path integral in the form∫
DθDσe
∫
vTLV V ∗v (68)
where vT =
(
θ1 θ2 σ1 σ2
)
, θ and σ are the real and imaginary parts of the spinor ξ, and LV V ∗ is explicitly
antisymmetric. We can then formally complexify θ, σ and perform the path integral:∫
DθDσe
∫
vTLV V ∗v = (detLV V ∗)
1/2 (69)
with the operator LV V ∗
LV V ∗ =

0 −∂x + ∆Ay2 +m2 sin ∆θ −m1 ∂y + ∆Ax2 −m2 cos ∆θ
−∂x − ∆Ay2 −m2 sin ∆θ 0 −∂y + ∆Ax2 +m2 cos ∆θ m1
m1 −∂y − ∆Ax2 −m2 cos ∆θ 0 −∂x + ∆Ay2 −m2 sin ∆θ
∂y − ∆Ax2 +m2 cos ∆θ −m1 −∂x − ∆Ay2 +m2 sin ∆θ 0
 .
(70)
where ∆θ ≡ θ − θ′
To calculate the eigenfunctions we first have to choose a good basis for the reduced Hilbert space. Naively we would
just take the space spanned by the zero mode of the vortex and the zero mode of the antivortex. However the presence
of an antivortex changes the equation of motion for the vortex zero mode since the extra phase factor multiplying m2
is not small even if the antivortex is far away. In the quasi zero mode we have to account for this phase change. We
choose as our basis vectors the solutions of the following equations[19]
(∂ − i
2
A)ψ − im2ei(θ−θ′0)ψ† + im1ψ = 0, (71)
(∂ +
i
2
A′)η − im2ei(θ0−θ′)η† + im1η = 0, (72)
where θ′0 is the value of θ
′ at the location of the antivortex. The logic here is that the solution ψ as we know decays
exponentially away from the center of the vortex. Thus the extra angular factor eiθ
′
that multiplies m2 equals to e
iθ′0
in the part of plane where the function ψ is significantly different from zero. The same argument holds for the angular
factor in eq.(72).
Given the solutions of eqs.(71,72) we have to calculate the reduced matrix
〈η|LV V ∗ |η〉 , 〈ψ|LV V ∗ |ψ〉 , 〈η|LV V ∗ |ψ〉 , 〈ψ|LV V ∗ |η〉 . (73)
This calculation is simplified by the fact that the basis vectors ψ and η correspond to real functions θ and σ. Since
LV V ∗ is a real antisymmetric operator, its diagonal matrix elements vanish. Thus the only matrix element that has
to be calculated is
〈ψ|LV V ∗ |η〉 ≡ λ1
Thus the relevant sub matrix is
LV V ∗ |η,ψ =
(
0 λ1
−λ1 0
)
. (74)
From which we deduce, following eq.(69)
〈V V ∗〉 ≈ λ1. (75)
Our aim in the next subsection is to calculate the matrix element λ1.
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B. The quasi zero modes.
The quasi zero mode for the vortex (in the presence of the antivortex) is given by the solution of
eiθ
[
i∂r − 1
r
∂θ +
i
2r
]
ψ2 + im2e
i(θ−θ′0)ψ∗2 − im1ψ1 = 0,
e−iθ
[
−i∂r − 1
r
∂θ +
i
2r
]
ψ1 − im2eiθ−θ′0)ψ∗1 + im1ψ2 = 0.
(76)
Comparing with eq.(46) we see that the only difference is the extra phase multiplying m2. It can be accounted for
easily by an additional global phase rotation. The solution therefore is:
ψ1 =
A√
r
[
e−(m2−m1)r − e−(m1+m2)r
]
ei(θ−
θ′0
2 ),
ψ2 =
A√
r
[
e−(m2−m1)r + e−(m1+m2)r
]
e−i
θ′0
2 ,
(77)
The antivortex quasi zero mode satisfies:
eiθ
′′
[
i∂r′ − 1
r′
∂θ′ − i
2r′
]
η2 + im2e
−i(θ′−θ0)η∗2 − im1η1 = 0,
e−iθ
′
[
−i∂r′ − 1
r′
∂θ′ − i
2r′
]
η1 − im2e−i(θ′−θ0)θ′′0 η∗1 + im1η2 = 0,
(78)
where r′ is the distance from the location of the antivortex . Eq.(78) is related to eq.( 76) by a simple transformation:
ψ1,2(r, θ)→ η∗2,1(r′, θ′). (79)
FIG. 2: VV* Configuration.
So, the antivortex quasi zero mode is:
η1 =
A√
r′
[
e−(m2−m1)r
′
+ e−(m1+m2)r
′]
ei
θ0
2 ,
η2 =
A√
r′
[
e−(m2−m1)r
′ − e−(m1+m2)r′
]
e−i(θ
′− θ02 ). (80)
In the following we are interested in the leading large distance behavior and will therefore disregard the subleading
exponents in eqs.(77,80).
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C. The correlator.
Using our chosen basis for the quasi zero modes we find for the off diagonal matrix element of LV V ∗ the following
expression:
< η(r′)|LV V ∗ |ψ(r) >
=
∫
d2x
e−m(r+r
′)
√
rr′
[
m2
(
1− cos(θ − θ′)− cos(θ − θ0)− cos(θ′ − θ′0)
)
+
1
2r′
[cos(θ′ − θ′0)− cos(θ − θ0)]
]
.
(81)
where
m ≡ m2 −m1 (82)
An important feature of this expression is that it depends only on differences of the angles. This means that it is
insensitive to the direction of the cut in the function θ. This is an important consistency check on our calculation.
This integral can be calculated expanding in the inverse powers of ml. To do this we note that the main contribution
to the integral in the second term in eq.(81) comes from the vicinity of the point r = l, θ − θ0. To leading order we
set r = l and θ = θ0, and obtain for the integral in eq.(81)
< η(r′)|LV V ∗ |ψ(r) >0
=
∫
d2x
e−m(l+r
′)
√
lr′
[
1
2r′
[cos(θ′ − θ′0)− 1]
]
= −mle−ml
( pi
ml
)3/2 (83)
The leading contribution to the first term in eq.(81) comes from two regions
(r ≈ l; θ = θ0); and (r′ ≈ l; θ′ = θ′0) (84)
The putative leading order term (simply setting r = l, θ = θ0, etc.) vanishes. To find the first nonvanishing
contribution we expand θ(θ′) around θ0(θ′0) using the relation
l
sin(θ − θ′) =
r
sin(θ′ − θ′0)
=
r′
sin(θ0 − θ) . (85)
Define  ≡ θ0 − θ. Expanding for small :
 ≈ r
′
l
sin(θ0 − θ′) = r
′
l
sin(θ′ − θ′0). (86)
Using this, and θ′0 = θ0 + pi we get(
1− cos(θ − θ′)− cos(θ − θ0)− cos(θ′ − θ′0)
) ≈ −r′
l
sin2(θ′ − θ′0). (87)
Using cos 2θ = 1− 2 sin2 θ and integrating, we get for the m2 term
2
∫
d2x
e−m(r+r
′)
√
lr′
m2r
′
2l
=
3m2
m
( pi
ml
)3/2
e−ml. (88)
where the factor 2 takes into account the contribution of the region r′ ≈ l. Although this term has one factor of l less
than eq.(83), we keep it since the ratio m2/m diverges at the phase transition.
In all we obtain
< η(r′)|LV V ∗ |ψ(r) >= −
[
3
m2
m
+ml
]
e−ml
( pi
ml
)3/2
(89)
To determine the vortex-antivortex correlator we have to determine the sign of the square root of the determinant.
We do not have an unambiguous way of doing it within our current procedure. However we can compare our result
with the high temperature calculation for the same correlator in [14]. By continuity we believe that the sign for large
l should be the same as in [14]. This determines the correlator as
〈V (0)V ∗(l)〉 =
[
ml + 3
m2
m
]
e−ml
( pi
ml
)3/2
(90)
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V. SCALAR VS PSEUDOSCALAR CORRELATIONS.
It is interesting to compare the correlations in the scalar and pseudoscalar channels. We define the scalar and
pseudoscalar fields
S(x) ≡ 1√
2
[V (x) + V ∗(x)] ; P (x) ≡ i√
2
[V (x)− V ∗(x)] (91)
The question here is somewhat analogous to the question about approximate restoration of the UA(1) axial symmetry
in QCD. Naively one expects that at high temperature instanton effects become unimportant. Since the splitting
between the scalar and pseudoscalar correlation lengths is due to instantons, one may expect that the anomalous
UA(1) symmetry is restored at high T and the two channels become degenerate.
Similarly, in the present model the magnetic symmetry of the Georgi-Glashow model is anomalously broken from
U(1) to Z2 by monopole effects. If the magnetic symmetry was U(1), above the transition the vortex-vortex correlator
would vanish, and the scalar and pseudoscalar correlators would be identical.
In [14] these correlation functions were calculated at high temperatures. Although the V V correlator does not
vanish at high temperature, it is strongly supressed relative to the V V ∗ correlator. The scalar and pseudoscalar
correlation lengths are split, but the splitting is very small at high temperatures. Similar behavior is observed in
QCD in the “instanton chain” approximation [15].
In the present paper we are in a position to calculate the correlators in question close to critical temperature. We
expect that the breaking of the magnetic U(1) symmetry close to critical temperature is an order one effect.
A. The < V V > correlator.
The calculation of this correlator proceeds in a very similar fashion to that of 〈V V ∗〉. The only difference is that
the two elements of the basis are both quasi zero modes of a vortex, ψ(r) and ψ(r′). As a result for the off diagonal
matrix element we have
< ψ(r′)|LV V |ψ(r) >=
∫
d2x
e−m(r+r
′)
√
rr′
[
m2
(
1− cos(θ−θ′)− cos(θ−θ0)− cos(θ′−θ′0)
)− 1
2r′
[1 + cos(θ − θ′)]
]
. (92)
This can be written as
< ψ(r′)|LV V |ψ(r) >=< η(r′)|LV V ∗ |ψ(r) > +L− (93)
with
L− = −
∫
d2x
e−m(r+r
′)
√
rr′
1
2r′
[
1 + cos(θ − θ′) + cos(θ′ − θ′0)− cos(θ − θ0)
]
(94)
Using the same approximation as in the previous section we find to leading order in 1/ml
L− = −5
4
e−ml
( pi
ml
)3/2
(95)
Then
〈V (0)V (l)〉 = 〈V (0)V ∗(l)〉 − L− =
[
ml + 3
m2
m
+
5
4
]
e−ml
( pi
ml
)3/2
(96)
B. Scalar vs Pseudoscalar.
Given the vortex and antivortex correlators, we find
〈S(0)S(l)〉 = 2
[
ml + 3
m2
m
]
e−ml
( pi
ml
)3/2
(97)
〈P (0)P (l)〉 = −5
4
e−ml
( pi
ml
)3/2
(98)
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It is instructive to compare these results with the high temperature expressions calculated in [14]. At high temperature
〈V (0)V (l)〉  〈V (0)V ∗(l)〉, (99)
and consequently
〈S(0)S(l)〉 ∝ e−lσ˜+ ; 〈P (0)P (l)〉 ∝ e−lσ˜− (100)
where
σ− − σ+
σ− + σ+
= e
−κ pi
g2 (101)
with κ - a number of order one.
Our present results show that close to criticality
〈V (0)V (l)〉 ≈ 〈V (0)V ∗(l)〉. (102)
Thus indeed the breaking of the U(1) magnetic symmetry is an order one effect and is not at all suppressed close to
criticality. When expressed in terms of the scalar and pseudoscalar correlators, it means,
〈S(0)S(l)〉  〈P (0)P (l)〉. (103)
This is indeed what we see in our results. Usually the inequality eq.(103) is interpreted to mean that the scalar
correlation length is larger than the pseudoscalar one. Interestingly this is not the case in our calculation. We do not
see splitting between the scalar and pseudoscalar correlation lengths at all. Instead, the smallness of the pseudoscalar
correlator is due to a faster decay of a power prefactor rather than a smaller correlation length.
It is possible that splitting between the scalar and pseudoscalar correlation lengths is a higher order effect in the
four fermi coupling which we have neglected in this calculation.
VI. THERMODYNAMIC QUANTITIES.
The last question we address in this paper is calculation of entropy and free energy close to criticality. Our interest
in these quantities stems from the properties of analogous quantities in QCD. It has long been known [2] that in QCD
both the free energy and the entropy are lower than their values for free massless gluon gas well above the critical
temperature. In particular at temperatures of several Tc the discrepancy is of order of 20%. One possible source of
the discrepancy is the existence of the topological defects - monopoles or vortices in the thermal ensemble. It is thus
interesting to see what is the effect of such objects in the Georgi-Glashow model, where we have analytic calculational
control over proceedings.
We first ask what limit is analogous to the perturbative limit of free massless gluon gas. Thermal perturbation
theory in the Georgi-Glashow model would not include the contributions of monopoles, which lead to appearance of
non vanishing m1. On the other hand it would contain the contribution to the Debye mass of the photon due to
heavy charged bosons. This Debye mass is obviously proportional to m2. We will therefore compare the entropy
and free energy of the model for non vanishing and vanishing values of m1, i.e. ∆F (m1) ≡ F (m1)− F (m1 = 0) and
∆S(m1) ≡ S(m1)− S(m1 = 0).
In particular it is interesting to see if the presence of massive vortices increases or decreases the entropy relative
to the perturbative value. There are two competing effects associated with the vortices. On the one hand there
is a positive entropy configurational entropy associated with their distribution in real space, while on the other the
magnetic field associated with them may carry an ordered structure, so that one might expect some entropy reduction.
To calculate the free energy of our system we consider the partition function of the fermionized model:
Z =
∫
DθDσe
∫
vTAv = (det(A))1/2 (104)
where {θ, σ} are real Grassmanians such that ψ = θ + iσ, and the phase of the exponent is −S = ∫ d2xL:
L = (θ1 θ2 σ1 σ2)
 0 −∂x m1 ∂y +m2−∂x 0 −∂y −m2 −m1−m1 −∂y +m2 0 −∂x
∂y −m2 m1 −∂x 0

θ1θ2σ1
σ2
 (105)
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A. The vortex contribution to entropy.
Naively one is tempted to associated the free energy of the model with the partition function Z of eq.(104) via the
standard relation
F¯ = − 1
β
lnZ (106)
where β = 1/T . This is however not quite right. We know that local observables in the thermal ensemble of the
original model are related by bosonization relations to local observables in the fermionic theory. The bosonization
relations however do not extend to the value of partition function itself in the naive form of eq.(106). It is nevertheless
possible to calculate ∆F using fermionic formulation. To do that we note that
∂
∂m1
F (m1) ∝ 〈V 2 + V ∗2〉 (107)
were the partial derivative is defined at fixed m2 and T . Since V
2 is a local operator, its expectation value falls under
the jurisdiction of bosonization rules. Thus
∆F (m1) =
∫ m1
0
∂
∂m1
F¯ (m1) (108)
Using (104), and (105) we get
F¯ = −TV 1
2
∫
d2p
(2pi)2
{
ln(p2 +m2+) + ln(p
2 +m2−)
}
(109)
where m∓ = m1 ∓m2, and V is the spatial volume of the system.
The derivative of free energy with respect to vortex coupling is straightforward
∂F¯
∂m1
= −TV
2
1
(2pi)2
(2pi)
∫ Λ
0
dp2
2
{ 2(m1 +m2)
p2 + (m1 +m2)2
+
2(m1 −m2)
p2 + (m1 −m2)2
}
= TV
1
2pi
{
(m1 −m2) ln |m1 −m2|+ (m1 +m2) ln |m1 +m2| − 2m1 lnT
} (110)
where we used the fact that the dimensionally reduced theory is defined with a UV cutoff Λ ∼ T and m±/T << 1
in all the interesting range of temperatures. Integrating over m1 we find
∆F (m1) =
TV
4pi
{
(m1 −m2)2 ln |m1 −m2|+ (m1 +m2)2 ln |m1 +m2| − 2m22 ln(m2)− 2m21 ln(T )−m21
}
=
TV
4pi
{
m21 ln
|m21 −m22|
T 2
+m22 ln
|m21 −m22|
m22
+ 2m1m2 ln
m1 +m2
|m1 −m2| −m
2
1
}
(111)
This expression is logarithmically dominated by the first term, which is negative in the whole region of parameters
where our calculation is valid. Interestingly, this is the same trend as in 3+1 dimensional Yang-Mills theory [2].
The vortex contribution to entropy is given by
∆S(m1) = − d
dT
∆F (m1) (112)
where we have to take into account that the mass parameters depend on temperature via
m1 ∝ e
−4piMW /g2
T
m2 ∝ e
−MW /T
T
(113)
Discarding the small terms (of relative order T/MW ) we find:
∆S(m1) =
VMWm
2
1
2piT
k
{
(k − 1) ln
∣∣∣1− 1
k
∣∣∣+ (k + 1) ln(1 + 1
k
)}
(114)
where k = m2/m1. The plot of ∆S(m1) as a function of T/Tc is shown in Fig.1
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FIG. 3: ∆S(m1)/VMW e
−8piMW /g2 as a function of T/Tc
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The graph displays some interesting features. First, the derivative of ∆S is infinite at T = Tc. This is expected
and simply reflects the second order deconfinement transition. Recall, that neglecting the vortex effects, i.e. setting
m1 = 0, shifts the transition temperature to half the value [4]. Thus it is the nontrivial m1 dependence that drives
the transition at Tc.
The second interesting observation is that ∆S is positive. Thus the presence of vortices adds disorder to the system.
Perhaps this is not entirely surprising. Our terminology so far has been slightly misleading. We have been referring
to the m1 = 0 limit as absence of vortices, whereas in fact the vortices are always present in the theory. In the limit
m1 → 0 the vortices do not disappear from the ensemble but rather the monopole-instantons are disallowed. This
means that in this limit the magnetic symmetry is enhanced from Z2 to U(1). In general more symmetry does indeed
mean more order, or less entropy. Thus at m1 6= 0 the entropy is increased. Finally, at high temperature, as expected
∆S → 0. This decrease is however rather slow
∆S(m1))→T→∞ VMWm
2
1
2piT
∼ 1/T 3 (115)
Recall that in the Yang-Mills theory ∆S < 0, see [2]. Thus in this respect the 2+1 Georgi-Glashow model is
different from 3+1 QCD.
B. Free energy and Entropy due to charged particles
In the previous subsection we have calculated the free energy and entropy excess due to effects of magnetic
monopoles. In the imaginary time formalism, the charged particles appear in the thermal ensemble in a quite similar
way. It is therefore amusing to see what is their contribution to F and S. Excluding charged particles from the
ensemble obviously is equivalent to setting m2 = 0.
This calculation is very similar to the one performed in the previous subsection. Starting from free energy, we
obtain the analogue of eq.(110)
∂F
∂m2
= −TV
2
1
(2pi)2
(2pi)
∫ Λ
0
dp2
2
{ 2(m1 +m2)
p2 + (m1 +m2)2
+
2(m1 −m2)
p2 + (m1 −m2)2
}
= TV
1
2pi
{
− (m1 −m2) ln |m1 −m2|+ (m1 +m2) ln |m1 +m2| − 2m2 lnT
} (116)
This gives the additional free energy due to the presence of charged particles
∆F (m2) =
TV
4pi
{
(m1 −m2)2 ln |m1 −m2|+ (m1 +m2)2 ln |m1 +m2| − 2m21 ln(m1)− 2m22 lnT −m22
}
(117)
And an additional entropy (up to leading order in T/MW ):
∆S(m2) =
V m22
2piT
{
(k + 1) ln(1 + k) + (1− k) ln |1− k|+ ln m
2
1
T 2
}
(118)
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This is shown in Fig.2. This is quite different from the vortex contribution. In particular the entropy is dominated
by the last term. It is negative and much larger than the rest of the terms in eq.(118). In particular the fact that
the derivative of S diverges at T = Tc is difficult to see on the scale of Fig.2. The negativity of the entropy may
be surprising at first sight, since we are adding massive particles to the ensemble, which should increase entropy.
However these particles have an effect of producing more order in the distribution of vortices, since heavy charged
bosons are in fact nonlocal solitons of the vortex field. This ordering effect must be what reduces the entropy once
the heavy charged bosons are taken into account.
FIG. 4: ∆S(m2)/VMW e
−8piMW /g2 as a function of T/Tc at MW /Tc = 10.
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C. The Free Energy
Finally, using the previous expressions we can calculate the free energy of the theory. We use:
∆F (m1) = F (m1,m2)− F (0,m2)
∆F (m2) = F (m1,m2)− F (m1, 0) (119)
to find
∆F (m1)−∆F (m2) = F (m1, 0)− F (0,m2)
=
TV
4pi
{
2m21 lnm1 − 2m22 lnm2 + 2(m22 −m21) lnT + (m22 −m21)
} (120)
And we obtain
F (m1,m2) =
TV
4pi
{
(m1 −m2)2 ln |m1 −m2|+ (m1 +m2)2 ln |m1 +m2| − 2(m21 +m22) lnT − (m21 +m22)
}
+ F (0, 0)
(121)
The “constant” F (0, 0) is nothing but the free energy of a free massless field, since this is the sole content of our
model at vanishing m1 and m2. Finally we find
F (m1,m2) =
TV
4pi
{
(m1 −m2)2ln
∣∣∣ (m1 −m2)
Λ
∣∣∣+ (m1 +m2)2ln∣∣∣ (m1 +m2)
Λ
∣∣∣+ (cT 2 −m21 −m22)} (122)
where c=3ζ(3)/2pi.
VII. CONCLUSIONS.
In this paper we have studied the 2+1 dimensional Georgi-Glashow model close to critical temperature. We used the
fact that the generating functional of the model close enough to criticality is equivalent to a theory of noninteracting
massive fermions.
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We have shown by explicit calculation in the fermionized framework that the expectation value of the vortex operator
(’t Hooft loop) vanishes above critical temperature, but is non vanishing below Tc. Conversely, the Polyakov loop
vanishes below Tc and is nonzero above Tc. We have also calculated the infrared asymptotic behavior of the correlators
〈V ∗(x)V (y)〉 and 〈V (x)V (y)〉. We found that the two correlators are very close and if fact their leading behavior is
the same 〈V ∗(x)V (y)〉 ≈ 〈V (x)V (y)〉. This means that in the near transition region the anomalous breaking of the
magnetic U(1) symmetry is an order one effect. This is very different form the situation at high temperatures, where
the ratio of the two correlators is a large number and the anomalous breaking is small.
Finally we have calculated the free energy and entropy of the model. We have shown that the main non perturbative
effect, namely non vanishing mass term for the vortex field leads to decrease of free energy, but increase of entropy.
In this respect this model is different from 3+1 dimensional Yang-Mills theory, where lattice data shows that non
perturbative effects decrease both the free energy and entropy.
This suggests that important physical mechanisms at play in the two theories are different. Indeed confinement in
the Georgi-Glashow model is “abelian”, in the sense that the low energy theory is effectively abelian and confining
strings are classical and thick (the string width is much larger than the inverse of the square root of the string tension).
The confining strings in QCD are quantitatively quite different. The width of the confining string is presumably given
by the inverse mass of the lightest glueball, which is much smaller than the inverse square of the string tension[20].
In 2+1 GG model, the objects “dual” to the thick confining strings are monopoles which are practically pointlike
on the scale determined by critical temperature. Thus their configurational entropy is large. One can speculate that
in QCD the situation is reversed. The relevant topological objects (whatever they are), being dual to thin strings may
themselves be fluffy and large. Configurational entropy of such objects is then relatively small, and their ordering
effect on random field fluctuations may be large, leading to the overall decrease of entropy.
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VIII. APPENDIX.
1. Cartesian to Polar Coordinates:
x = r sin θ, y = −r cos θ. (123)
2. Partial Derivatives:
∂r = sin θ∂x − cos θ∂y, ∂θ = r cos θ∂x + r sin θ∂y,
∂x = sin θ∂r +
1
r
cos θ∂θ, ∂y = − cos θ∂r + 1
r
sin θ∂θ,
and
∂x ± i∂y = e±iθ
(
∓i∂r + 1
r
∂θ
)
.
(124)
3. Vector Potential:
Ax ± iAy = 1
r
e±iθ. (125)
4. Covariant Derivative:
Dx ± iDy = e±iθ
(
∓i∂r + 1
r
∂θ − i
2r
)
. (126)
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