Story Ending Prediction by Transferable BERT by Li, Zhongyang et al.
Story Ending Prediction by Transferable BERT
Zhongyang Li , Xiao Ding and Ting Liu∗
Research Center for Social Computing and Information Retrieval, Harbin Institute of Technology
{zyli, xding, tliu}@ir.hit.edu.cn
Abstract
Recent advances, such as GPT and BERT, have
shown success in incorporating a pre-trained trans-
former language model and fine-tuning operation to
improve downstream NLP systems. However, this
framework still has some fundamental problems
in effectively incorporating supervised knowledge
from other related tasks. In this study, we inves-
tigate a transferable BERT (TransBERT) training
framework, which can transfer not only general lan-
guage knowledge from large-scale unlabeled data
but also specific kinds of knowledge from vari-
ous semantically related supervised tasks, for a tar-
get task. Particularly, we propose utilizing three
kinds of transfer tasks, including natural language
inference, sentiment classification, and next action
prediction, to further train BERT based on a pre-
trained model. This enables the model to get a
better initialization for the target task. We take
story ending prediction as the target task to con-
duct experiments. The final result, an accuracy of
91.8%, dramatically outperforms previous state-of-
the-art baseline methods. Several comparative ex-
periments give some helpful suggestions on how to
select transfer tasks. Error analysis shows what are
the strength and weakness of BERT-based models
for story ending prediction.
1 Introduction
Story ending prediction, also known as the Story Cloze Test
(SCT) [Mostafazadeh et al., 2016], is an open task for eval-
uating story comprehension. This task requires a model to
select the right ending from two candidate endings (one is
wrong and the other is right) given a story context. The goal
behind SCT is to require systems to perform deep language
understanding and commonsense reasoning for successful
narrative understanding, which is essential for Artificial Intel-
ligence. There have been a variety of models trying to solve
SCT so far [Schwartz et al., 2017; Chaturvedi et al., 2017;
Zhou et al., 2019; Li et al., 2018b]. However, these stud-
ies did not achieve very salient progress compared with
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It was  my final performance in 
marching band. I was playing 
the snare drum in the band. We 
played Thriller and Radar Love. 
The performance was flawless.
Wrong ending: I was very 
ashamed of myperformance.
Right ending: I was very 
proud of my performance. entail
conflict
Figure 1: This figure shows a typical example from the develop-
ment set of Story Cloze Test. There is an obvious entailment relation
between the story context and the right ending, and a contradiction
relation between the context and the wrong ending.
the human performance, demonstrating the hardness of this
task. Until very recently, GPT [Radford et al., 2018] and
BERT [Devlin et al., 2018] have shown that a two-stage
framework — pre-training a language model on large-scale
unsupervised corpora and fine-tuning on target tasks — can
bring promising improvements to various natural language
understanding tasks, such as reading comprehension [Rad-
ford et al., 2018] and natural language inference (NLI) [De-
vlin et al., 2018]. Benefiting from these advances, the SCT
performance has been pushed to a new level [Radford et al.,
2018], though there is still a gap with the human performance.
However, we argue that the general knowledge obtained
from unsupervised language model pre-training is not suffi-
cient for learning a set of perfect initial parameters for every
target task. Inspired by transfer learning techniques [Pan and
Yang, 2009], we consider incorporating supervised knowl-
edge into this conventional pre-training framework to find a
better initialization for the target task. Nevertheless, there still
remain two fundamental problems that should be addressed:
• How can the pre-training framework better utilize super-
vised knowledge?
• What basic rules need to follow to find appropriate super-
vised knowledge for a target task?
Recently, [Phang et al., 2018] gave a possible solution for
the first question. With a lot of crossing experiments over
four intermediate tasks and nine GLUE tasks [Wang et al.,
2018], they demonstrate that further pre-training on super-
vised datasets can improve the performance of GPT on down-
stream tasks. The MT-DNN model [Liu et al., 2019] also
tries to answer the first question by incorporating the multi-
task learning framework into BERT. However, we still have
no idea for answering the second challenging question from
their experiments.
In this study, we take SCT as an example and try to answer
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the above two challenging questions through extensive ex-
periments. We follow the idea from [Phang et al., 2018] and
present a three-stage transferable BERT (TransBERT) frame-
work to transfer knowledge from semantically related tasks
for SCT. As shown in Figure 1, the reader can easily find that
the story context entails the right story ending. In contrast, the
story context conflicts with the wrong ending. This suggests
that the SCT task has a strong correlation with NLI. In addi-
tion, we also notice that a lot of candidate story endings in
SCT are about describing human mental states and the next
action following the story context. Hence, we propose uti-
lizing three semantically related supervised tasks, including
NLI, sentiment classification, and next action prediction to
further pre-train the BERT model. Then the model is fine-
tuned with minimal task-specific parameters to solve SCT.
This paper makes the following three contributions:
• This study presents a TransBERT framework which en-
ables the BERT model to transfer knowledge from both
unsupervised corpora and existing supervised tasks.
• We achieve new state-of-the-art results on the widely used
SCT v1.0 dataset and recently revised SCT v1.5 blind test
dataset, which are much closer to the human performance.
• Based on extensive comparative experiments, we give
some helpful suggestions on how to select transfer tasks to
improve BERT. Error analysis shows what are the strength
and weakness of BERT-based models for SCT.
2 Background
Language model pre-training has shown to be very effective
for learning universal language representations by leveraging
large amounts of unlabeled data. Some of the most promi-
nent models are ELMo [Peters et al., 2018], GPT [Radford
et al., 2018], and BERT [Devlin et al., 2018]. Among these,
ELMo uses a bidirectional LSTM architecture, GPT exploits
a left-to-right transformer architecture, while BERT uses the
bidirectional transformer architecture. There are two existing
strategies for applying pre-trained language models to down-
stream tasks: feature-based and fine-tuning. The feature-
based approach, such as ELMo, uses task-specific architec-
tures that include the pre-trained representations as input fea-
tures. The fine-tuning approaches, such as GPT and BERT,
introduce minimal task-specific parameters and train on the
downstream tasks by jointly fine-tuning the pre-trained pa-
rameters and task-specific parameters. This two-stage frame-
work has been demonstrated to be very effective in various
natural language processing tasks, such as reading compre-
hension [Radford et al., 2018] and NLI [Devlin et al., 2018].
In this paper, our TransBERT training framework is based
on the BERT encoder [Devlin et al., 2018], which exploits
transformer block [Vaswani et al., 2017] as the basic compu-
tational unit. Here, we describe the main components of the
BERT encoder shown in Figure 2.
The input X , which is a word sequence (either a sentence
or two sentences concatenated together) is first represented
as a sequence of input embeddings, one for each word, in L1.
Then the BERT encoder captures the contextual information
for each word via self-attention and generates a sequence of
output contextual embeddings in L2.
                          Bidirectional Transformer Encoder
Trm Trm Trm
Trm Trm Trm
Trm Trm Trm
L3 : task-specific linear layer
…
…
L2 : output contextual embeddings for each token
Lexicon Encoder layer (word, position, segment)
L1: input embeddings for each token
Input X:  one sentence or two [SEP] concatenated sentences
softmax output layer
Figure 2: The BERT model has a lexicon encoder (L1), a bidirec-
tional transformer encoder (L2), and a task specific linear layer (L3).
Lexicon Encoder (L1): The input X = {x1, ..., xn} is a
sequence of tokens of length n. The first token x1 is always
a special [CLS] token. If X is concatenated by two sentences
X1 and X2, they will be separated by a special token [SEP].
The lexicon encoder maps X into a sequence of input em-
beddings, one for each token, constructed by summing the
corresponding word, segment, and position embeddings.
Bidirectional Transformer Encoder (L2): BERT uses a
multilayer bidirectional transformer encoder [Vaswani et al.,
2017] to map the input embeddings from L1 into a sequence
of contextual embeddings V ∈ Rd·n (d is the word embed-
ding size). The BERT model [Devlin et al., 2018] learns
the lexicon encoder and transformer encoder parameters by
language model pre-training, and applies it to each down-
stream task by fine-tuning with minimal task-specific param-
eters (L3).
Suppose v1 is the output contextual embedding of the first
token [CLS], which can be seen as the semantic representa-
tion of the whole input X . Take the NLI task as an example,
the probability that X is labeled as class c (i.e., the entail-
ment) is computed by a logistic regression with softmax:
P (c|X) = softmax(W>NLI · v1)
where WNLI is the task-specific parameter matrix in L3.
For the task of SCT, just take the whole story context and a
candidate ending as an input sentence pair, and get the output
score S via the BERT model. The right ending can be selected
by comparing the two output scores Sr and Sw, and choosing
the ending with a higher score as the answer.
3 The TransBERT Training Framework
Figure 3 shows the three-stage TransBERT training frame-
work. The bottom task is unsupervised pre-training with lan-
guage modeling and other related tasks, such as the next sen-
tence prediction. In the middle of the architecture are various
semantically target-related supervised tasks, which are used
to further pre-train the pre-trained BERT encoder. We call
such a supervised task as a Transfer Task. On the top is the
target task, specifically, SCT in this paper. The three cor-
responding stages can be summarized as unsupervised pre-
training, supervised pre-training, and supervised fine-tuning.
Supervised Task 1:
MNLI
Supervised Task 2:
MC_MNLI
Supervised Task N:
SWAG
Supervised Target Task: Story Ending Prediction
…
Large-scale Unsupervised Pre-training Tasks:
Language Modeling and Next Sentence Prediction
BERT 
Figure 3: The three-stage TransBERT training framework. In this
framework, we only care about the performance of the target task.
The BERT model walk through a single path from bottom to the top,
such as the red path shown in the figure. Hence, the model utilizes
one kind of supervised knowledge each time.
3.1 Transfer Tasks for SCT
We believe that only when the source and the target tasks
are semantically associated with each other, then the source
task can be used as a transfer task. In other words, they need
to share common knowledge, and this knowledge can be ex-
ploited to solve both of them.
Here, we give more intuitions why we choose NLI, senti-
ment classification, and next action prediction as the transfer
tasks for SCT. Elementary analysis of randomly selected ex-
amples suggests that there are three typical story evolvement
styles: 1. The preceding part of the context entails the wrong
ending while conflicts the right ending, the succeeding part
is just the opposite; 2. The preceding part of the story con-
text has a neutral relation to both the right and wrong ending,
while the succeeding part entails the right and conflicts with
the wrong ending; 3. The whole story context consistently
entails the right and conflicts with the wrong ending. Natu-
rally, our intuition is that a model that can well solve the NLI
task tends to have a good performance on SCT. In addition,
a lot of stories especially the story endings describe human
mental states or the next action following the story context.
Hence, we suppose that a model that can handle the senti-
ment or predict the next action well, tends to have a good
performance on SCT. Figure 4 shows three typical examples
from the development set of SCT v1.0, which are annotated
with entailment, mental states, and actions information.
Natural Language Inference
Given a premise-hypothesis pair, the goal of NLI is to predict
whether the hypothesis has an entailment, a contradiction or
a neutral relation with the premise.
• SNLI (Stanford Natural Language Inference) dataset con-
tains 570k human annotated sentence pairs, in which the
premises are drawn from captions of Flickr30 corpus and
hypotheses are manually annotated [Bowman et al., 2015].
• MNLI (Multi-Genre Natural Language Inference) is a
410k crowd-sourced multi-genre entailment classification
dataset [Williams et al., 2018].
• MC NLI stands for Multiple-Choice Natural Language In-
ference. This dataset is a recast version of the MNLI
dataset. Given a premise, we construct three kinds of hy-
pothesis pairs: {entailment, neutral}, {entailment, contra-
diction}, and {neutral, contradiction}. The problem is to
Rick grew up in a troubled household. He never 
found good support in family, and turned to gangs. 
It wasn't long before Rick got shot in a robbery.
The incident caused him to turn over a new leaf.
Wrong: He joined a gang.
Right: He is happy now.
entail
conflict
entail
conflict
entail
conflict
Positive: Mental State
Negative: Next Action
It was  my final performance in marching 
band. I was playing the snare drum in the 
band. We played Thriller and Radar Love. 
The performance was flawless. Wrong: I was very ashamed of my performance.
Right: I was very proud of my performance. 
Positive: Mental State
Negative: Mental State
entail
conflict
Amber had a lot of things to do this Sunday. She 
made a list of all the places she needed to go.
She hurried to get ready. She was worried that she 
would not have enough time.
Wrong: Amber enjoyed a relaxing 
two hour brunch.
Right:  Amber was so hurried 
she left the list at home.
entail
conflict
entail
neutral
conflict
Positive: Next Action
Negative: Next Action
neutral
Figure 4: Three typical examples from the development set, which
are annotated with entailment, mental states and actions information.
choose the entailment, entailment, and neutral hypothesis
as the ‘right’ hypothesis from the three kinds of hypothe-
sis pairs, respectively. This dataset is used to investigate
whether the transfer task having the same problem defini-
tion with the target task can provide additional benefits.
Sentiment Classification
• IMDB [Maas et al., 2011] contains 25K polar movie re-
views for a binary sentiment classification.
• Twitter is a sentiment classification dataset1 containing
1.6M tweets, which are labeled with positive and negative
sentiment polarity labels.
Next Action Prediction
SWAG (Situations With Adversarial Generations) contains
113k sentence-pair completion examples that evaluate com-
monsense inference [Zellers et al., 2018]. Given a sentence
from a video captioning dataset, the task is to decide among
four choices the most plausible continuation.
3.2 Training Process
The training procedure of TransBERT consists of three
stages: unsupervised pre-training, supervised pre-training,
and supervised fine-tuning.
The first stage follows the procedure of the BERT
model [Devlin et al., 2018]. The parameters of the lexicon en-
coder and transformer encoder are learned using two unsuper-
vised prediction tasks: masked language modeling and next
sentence prediction. This stage allows the model to capture
general knowledge and representations about the language.
In this study, we use the publicly released pre-trained BERT
models [Devlin et al., 2018].
In the second stage, we apply the pre-trained BERT model
from the first stage on various supervised tasks proposed
above. For each task, minimal task-specific parameters will
be introduced. These parameters will be updated jointly with
the parameters of the lexicon encoder and Transformer en-
coder. When the model achieves the best performance on the
corresponding development dataset, we save the parameters
of the lexicon encoder and Transformer encoder. This stage
enables the model to transfer different task-specific knowl-
edge from various supervised tasks, and get a better model
1http://help.sentiment140.com/
Dataset Training Development Test
SCT v1.0 1,771 100 1,871
SCT v1.5 1,871 1,571 1,571
Table 1: Statistics of the datasets used in our experiments.
initialization for the target task. Finally, the model is fine-
tuned to solve SCT with new task-specific parameters, similar
to the second stage.
We train each transfer task and the SCT with 3 epochs
monitoring on the development set, using a cross-entropy ob-
jective2. Other hyper parameters follow [Devlin et al., 2018].
4 Evaluation
We evaluate the effectiveness of our model by comparing
with several state-of-the-art baseline methods. Accuracy (%)
of choosing the right ending is used as the evaluation metric.
4.1 Baselines
We compare our model with the following baseline methods.
To the best of our knowledge, most of the recent advances on
Story Cloze Test are listed here.
• DSSM [Huang et al., 2013] measures the cosine similarity
between the vector representations of the story context and
the candidate endings.
• CGAN [Wang et al., 2017] encodes the story context and
each ending by GRUs and computes an entail score.
• HBiLSTM [Cai et al., 2017] uses LSTM to encode both
the word sequence and the sentence sequence, and get the
modified context vector via attention.
• Msap [Schwartz et al., 2017] trains a logistic regression
model which uses language model and stylistic features,
including length, word n-grams, and character n-grams.
• HCM [Chaturvedi et al., 2017] trains a logistic regres-
sion model which combines features from event sequence,
sentiment-trajectory, and topic consistency of the story.
• HintNet [Zhou et al., 2019] exploits the hints which can
be obtained by comparing two candidate endings to help
select the correct story ending.
• SeqMANN [Li et al., 2018a] uses a multi-attention neu-
ral network and introduces semantic sequence information
extracted from SemLM as external knowledge.
• ISCK [Chen et al., 2019] is a neural model that integrates
narrative sequence, sentiment evolution, and commonsense
knowledge.
• GPT [Radford et al., 2018] and BERT [Devlin et al.,
2018] both can solve the SCT by pre-training a language
model using a multilayer transformer on open domain un-
labeled corpora, followed by discriminative fine-tuning.
4.2 Dataset
To evaluate the effectiveness of our method, we experiment
on two-version SCT datasets. SCT v1.0 [Mostafazadeh et
2All of our experiments are based on
https://github.com/huggingface/pytorch-pretrained-BERT.
Methods Accuracy (%)
BERTBASE (multilingual, uncased) 75.9
BERTBASE (multilingual, cased) 80.2
BERTBASE (monolingual, cased) 87.4
BERTBASE (monolingual, uncased) 88.1
BERTLARGE (monolingual, uncased) 89.2
BERTLARGE (monolingual, cased) 90.0
Table 2: Experimental results with all the publicly released pre-
trained BERT models on SCT v1.0 test dataset. ‘Uncased’ means
all words in the training corpus will be transformed into lower case
form. ‘Cased’ means keeping all the words in their original form.
al., 2016] is the widely used version. It contains 98,162
five-sentence coherent stories in the training dataset (a large
unlabeled stories dataset), 1,871 four-sentence story contexts
along with a right ending and a wrong ending in the devel-
opment and test datasets, respectively. Here we only use
the development and test datasets, and split development set
into 1,771 instances for training and 100 instances for de-
velopment purposes. SCT v1.5 [Sharma et al., 2018] is a
recently released revised version in order to overcome the
human-authorship biases [Schwartz et al., 2017] discovered
in SCT v1.0. It contains 1,571 four-sentence story contexts
along with a right ending and a wrong ending in the devel-
opment and the blind test datasets, respectively. Here we use
the 1,871 SCT v1.0 test dataset for training purpose.
Actually, with the released SCT v1.5 dataset, this paper
treats the SCT v1.0 as a development dataset, while treats the
whole SCT v1.5 as the real test dataset. The detailed dataset
statistics are shown in Table 1.
5 Results and Analysis
There are several pre-trained BERT models available to the
community [Devlin et al., 2018]. They differ in how many
layers and parameters are used in the model (the basic ver-
sion has 12-layer transformer blocks, 768 hidden-size, and 12
self-attention heads, totally 110M parameters; the large ver-
sion has 24-layer transformer blocks, 1024 hidden-size, and
16 self-attention heads, totally 340M parameters), and what
kind of datasets are used to pre-train the model (multilingual
or monolingual). We first conduct several comparative exper-
iments on SCT v1.0 dataset to study the effectiveness of dif-
ferent BERT versions. Results are shown in Table 2. We find
that the two multilingual models perform much worse than
the monolingual models. An uncased BERTBASE performs
better than the cased BERTBASE, but a cased BERTLARGE is
better than the uncased BERTLARGE. The reasons are that the
multilingual BERT model doesn’t improve the performance
on the monolingual SCT english dataset; the BERTLARGE
model can handle a larger cased vocabulary with much more
parameters but the BERTBASE model cannot.
In the following experiments, BERTBASE refers to the
uncased monolingual version of BERTBASE model, and
BERTLARGE refers to the cased monolingual version of
BERTLARGE model.
5.1 Overall Results
Table 3 shows the overall experimental results on SCT v1.0
test dataset. The best previously reported result is from
Method Accuracy (%)
DSSM [Huang et al., 2013] 58.5
CGAN [Wang et al., 2017] 60.9
HBiLSTM [Cai et al., 2017] 74.7
Msap [Schwartz et al., 2017] 75.2
HCM [Chaturvedi et al., 2017] 77.6
HintNet [Zhou et al., 2019] 79.2
SeqMANN [Li et al., 2018a] 84.7
GPT [Radford et al., 2018] 86.5
ISCK [Chen et al., 2019] 87.6
BERTBASE (Our Implementation) 88.1
BERTLARGE (Our Implementation) 90.0
BERTBASE + SNLI (Ours) 85.9
BERTBASE + IMDB (Ours) 87.6
BERTBASE + SWAG (Ours) 88.6
BERTBASE + Twitter (Ours) 88.7
BERTBASE + MC MNLI (Ours) 89.5
BERTBASE + MNLI (Ours) 90.6
BERTLARGE + MNLI (Ours) 91.8
Human [Mostafazadeh et al., 2016] 100.0
Table 3: Experimental results of story ending prediction on
SCT v1.0 test dataset. Differences between our best method and all
baseline methods are significant (p < 0.01) using t-test. BERTLARGE
+ MNLI also gets the SOTA performance of 90.3% on the newly re-
leased SCT v1.5 blind test dataset, which is not shown in this table.
ISCK [Chen et al., 2019], which is an accuracy of 87.6%.
We implemented the same BERT model as [Devlin et al.,
2018] and got the best baseline results on SCT, which are
88.1% and 90.0% from BERTBASE and BERTLARGE models,
respectively. This is because the BERT model can obtain gen-
eral language knowledge from pre-training. From Table 3 we
can also find that most of our transfer tasks can further im-
prove BERT, except SNLI and IMDB. The MNLI-enhanced
BERT models achieved the best accuracies of 90.5% and
91.8%, which are the new state-of-the-art performances on
SCT v1.0. This is because our method can learn task-specific
knowledge from transfer tasks, which is helpful for SCT, and
MNLI is the most informative task.
Table 3 also shows some interesting results. Comparing
the SNLI and MNLI-enhanced BERT models, we find that
though NLI can help SCT intuitively, the data source still
plays an important role. MNLI is a multi-genre dataset, while
SNLI data is from the specific image caption domain. Hence,
the MNLI tends to help the open domain SCT but SNLI does
not. Comparing the IMDB and Twitter-enhanced BERT mod-
els, we can get similar conclusions that the open domain Twit-
ter can improve the performance of BERT on SCT, while the
specific domain IMDB hurts the model’s performance. Com-
paring the MC MNLI and MNLI-enhanced BERT models,
we find that MNLI helps more for SCT (multiple choice task).
Hence, we can get the conclusion that the transfer task doesn’t
need to have the same problem definition as the target task.
This is mainly because the model can get a better knowledge
about entailment when NLI is formulated as a classification
task (MNLI), other than a multiple choice task (MC MNLI).
5.2 Comparative Experiments
Several comparative experiments are conducted to investigate
some fine-grained aspects.
Method Accuracy (%)
BERTBASE (ending only) 77.9
BERTBASE (4) 86.4
BERTBASE (3,4) 87.4
BERTBASE (2,3,4) 87.7
BERTBASE (1,2,3,4) 88.1
BERTBASE + MNLI (ending only) 78.3
BERTBASE + MNLI (4) 88.5
BERTBASE + MNLI (3,4) 88.7
BERTBASE + MNLI (2,3,4) 88.6
BERTBASE + MNLI (1,2,3,4) 90.6
Table 4: Experimental results with different sentences combination
as the story context. (3,4) means only the third and the fourth sen-
tences are used as the story context, and other settings are similar.
Method Accuracy (%)
BERTBASE 88.1
BERTBASE + MNLI (EN only) 86.2
BERTBASE + MNLI (NC only) 88.8
BERTBASE + MNLI (EC only) 89.2
BERTBASE + MNLI 90.6
Table 5: Experimental results with different natural language in-
ference categories on SCT v1.0 test dataset. (EN only) means this
setting only considers the Entailment and Neutral realtions, with the
Contradiction relation filtered out.
Whether All Four Sentences in the Story Context Are
Useful for BERT to Choose the Right Ending?
Different from NLI and SWAG, in which there are only two
sentences in an instance, the SCT has a longer four-sentence
context. We experiment to investigate whether the BERT-
based models can make full use of the long story context.
Experimental results are shown in Table 4. We find that all
the sentences in the story context are useful and the BERT-
based models can make full use of them to infer the correct
ending. This is mainly because the BERT-based models have
the ability to handle long distance dependency with the self-
attention mechanism [Vaswani et al., 2017].
Explore the Effectiveness of Different MNLI Categories
Our experiments suggest that we can achieve the best perfor-
mance when using MNLI as the transfer task. But we also
want to know which category among the Entailment, Neutral
and Contradiction is the most informative for SCT. The re-
sults are shown in Table 5. We find that the contradiction re-
lation is the most informative one, then entailment, and neu-
tral the least. It’s interesting that the performance even drops
a lot without the contradiction. The reason is that the abil-
ity to recognize conflict endings enables the model to pick up
the right ending more easily. Finally, the best performance is
achieved by using all three relations together, demonstrating
that each relation can help SCT from different aspects.
5.3 Discussion and Analysis
The MNLI-enhanced BERT models push the performance to
91.8% and 90.3% accuracies on SCT v1.0 and SCT v1.5 test
datasets, respectively, which are much closer to the human
performance (100%). Though very effective in natural lan-
guage understanding, there are still about 9% of the test in-
stances that the BERT-based models cannot handle.
First, we are curious about why MNLI can improve SCT
with such a large margin. Hence, we trained a model on
the MNLI dataset and directly applied it to solve the SCT
task. Surprisingly, this simple method got a relatively high
accuracy of 63.4% on SCT v1.0 test set, even better than
the DSSM and CGAN models which were trained on the
SCT dataset. This demonstrates the high correlation between
MNLI and SCT. We argue that the SCT task can be seen as
a more complicated NLI task, where the premise is a more
complex four-sentence evolving context. The goal is to find
the right ending that can be entailed with a higher probability
than the wrong ending, with respect to the story context.
Error analysis of the unsolved instances shows that BERT-
based models make a lot of mistakes when one of the two
candidate endings is about mental state while the other one
describes the next action. This is mainly because BERT-
based models are good at distinguishing from two homoge-
neous endings (e.g. both describe human mental states). But
they cannot handle two heterogeneous endings well. Better
models will be needed to handle this properly.
Here we try to answer the above two challenging questions:
• How can the pre-training framework better utilize su-
pervised knowledge: One way is to add a second pre-
training stage to integrate knowledge from existing super-
vised tasks, like what the STILTs [Phang et al., 2018] and
TransBERT do. But this method can only exploit one sin-
gle supervised task each time. Another way is to pre-train
the transfer tasks in a multi-task learning manner [Liu et
al., 2019] (e.g. train MNLI, Twitter, and SWAG simultane-
ously). But it’s unknown whether this multi-task learning
manner can bring more improvement to SCT, even if each
of the three tasks is helpful. We leave this as future work.
• What basic rules need to follow to find appropriate super-
vised knowledge for a target task: First, the transfer task
and the target task need to be semantically associated with
each other and share common knowledge between them.
This knowledge can be exploited to solve both of them.
Second, this paper explores transferring knowledge from
different supervised tasks to SCT, showing that a specific
domain dataset (SNLI) is not sufficient for improving an
open domain target task (SCT), even though they are se-
mantically associated with each other. Third, the transfer
task doesn’t need to have the same problem definition as
the target task. A classification transfer task (MNLI) can
help a multiple choice target task (SCT).
6 Related Work
The Story Cloze Test Story Cloze Test [Mostafazadeh et
al., 2016] is a task for evaluating story understanding. Pre-
vious methods on this task can be roughly categorized into
two lines: feature-based methods [Schwartz et al., 2017;
Chaturvedi et al., 2017] and neural models [Cai et al., 2017].
Feature-based methods for SCT [Schwartz et al., 2017]
adopted shallow semantic features, such as n-grams and POS
tags, and trained a linear regression model to determine
whether a candidate ending is plausible. HCM [Chaturvedi
et al., 2017] further integrated event, sentiment and topic into
feature-based methods.
Neural models [Cai et al., 2017; Zhou et al., 2019] for SCT
learn embeddings for the story context and candidate endings,
and select the right ending by computing the embeddings’
similarity. SeqMANN [Li et al., 2018a] integrated external
knowledge into a multi-attention network. GPT [Radford et
al., 2018] pre-trained a transformer language model and fine-
tuned the model to solve SCT. ISCK [Chen et al., 2019] used
a neural model that integrated narrative sequence, sentiment
evolution, and commonsense knowledge. Instead of choosing
the right ending, several previous studies aimed to directly
generate a reasonable ending [Li et al., 2018c].
Different from the previous commonsense models, we try
to incorporate knowledge from other supervised tasks into the
most advanced BERT representation model.
Learning Universal Language Representations Language
model pre-training has shown to be very effective for learn-
ing universal language representations. Among these mod-
els, ELMo [Peters et al., 2018] and ULMFiT [Howard and
Ruder, 2018] used a BiLSTM architecture, while GPT [Rad-
ford et al., 2018] and BERT [Devlin et al., 2018] utilized the
transformer architecture [Vaswani et al., 2017]. Unlike most
earlier approaches, such as ELMo, where the weights of the
encoder were frozen after pre-training, ULMFiT, GPT and
BERT jointly fine-tuned the encoder and task-specific param-
eters on the downstream tasks.
STILTs [Phang et al., 2018] fine-tuned a GPT model on
some intermediate tasks to get better performance on the
GLUE [Wang et al., 2018] benchmark. However, they gave
little analysis of this transfer mechanism. Take SCT as an ex-
ample, we give some helpful suggestions and our insights on
how to select transfer tasks.
Transfer Learning and Multi-task Learning Transfer
learning [Pan and Yang, 2009] is widely adopted in the NLP
community, such as dialogue system [Mo et al., 2018] and
text style transfer [Fu et al., 2018]. This work is also re-
lated to multi-task learning [Liu et al., 2015], where multiple
tasks were jointly trained to get an overall performance im-
provement. MT-DNN [Liu et al., 2019] extended multi-task
learning by incorporating a pre-trained BERT model, which
is very close to the work of this paper.
7 Conclusion
In this paper, we present a three-stage training framework
TransBERT, which can transfer not only general language
knowledge from large-scale unlabeled data but also specific
kinds of knowledge from various semantically associated su-
pervised tasks for a target task, such as SCT. This training
framework can enable a better and task-specific initializa-
tion for different target tasks, which is superior to the widely
used two-stage pre-training and fine-tuning framework. The
MNLI-enhanced BERT model pushes the SCT v1.0 task to
91.8% accuracy, which is much closer to human performance.
It also gets the SOTA performance of 90.3% on SCT v1.5.
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