An injective word over a finite alphabet V is a sequence w = v 1 v 2 · · · v t of distinct elements of V . The set Inj(V ) of injective words on V is partially ordered by inclusion. A complex of injective words is the order complex ∆(W ) of a subposet W ⊂ Inj(V ). Complexes of injective words arose recently in applications of algebraic topology to neuroscience, and are of independent interest in topology and combinatorics. In this article we mainly study Permutation Complexes, i.e. complexes of injective words ∆(W ), where W is the downward closed subposet of Inj(V ) generated by a set of permutations of V . In particular, we determine the homotopy type of ∆(W ) when W is generated by two permutations, and prove that any stable homotopy type is realizable by a permutation complex. We describe a homotopy decomposition for the complex of injective words Γ(K) associated with a simplicial complex K, and point out a connection to a result of Randal-Williams and Wahl. Finally, we discuss some probabilistic aspects of random permutation complexes.
Introduction
Numerous ideas from combinatorial topology recently found applications in science and technology. A particular example occurred in studying the Blue Brain Project reconstruction of the so called neocortical column of a 14 days old rat [10] . In this model, as well as in a biological brain, one frequently finds neurons that are reciprocally connected. In [12] the authors consider the directed graphs that emerge from the structure and function of the model, and to each such graph they associate the so called "directed flag complex". This is a topological object made out of the directed cliques in the graph. The topological properties of the resulting spaces turn out to reveal interesting information about the reconstruction. This paper arose from considering the possible homotopy types of these directed flag complexes.
We proceed with some formal definitions. Let V be a finite set. An injective word w on V of length |w| = k is an ordered k-tuple v 1 · · · v k such that v i ∈ V and v i = v j for 1 ≤ i = j ≤ k. Let Inj(V ) denote the set of nonempty injective words on V , partially ordered by inclusion, i.e.
The order complex of a poset (P, ≤), denoted by ∆(P ), is the simplicial complex on the vertex set P , whose k-simplices are the chains x 0 < · · · < x k of P . For P = [n] = {1, . . . , n} with its usual ordering, ∆([n]) = ∆ n−1 is the standard (n − 1)-simplex.
Definition 1.1. A complex of injective words is an order complex ∆(W ) associated with a set of injective words W ⊂ Inj(V ).
Complexes of injective words play a role in a number of areas, ranging from topological combinatorics (see e.g. [3] ) to homological stability of groups (see e.g. [11] ). Recently low dimensional examples of these complexes were discovered while studying a digital reconstruction of brain tissue of a rat [12] . Let S n denote the symmetric group on [n]. For n ≥ 1 let D(n) = n j=0 (−1) j n! j! be the number of derangements (i.e. fixed point free permutations) in S n . Farmer [6] proved that if |V | = n, then ∆(Inj(V )) has the homology of a wedge of D(n) copies of the (n−1)-sphere S n−1 . The following homotopical strengthening of Farmer's theorem was obtained by Björner and Wachs [3] .
In this paper we study several aspects of complexes of injective words. For
The complex of injective words generated by w 1 , . . . , w m is
For p ≥ 0 let A p (w 1 , . . . , w m ) denote the free abelian group generated by all words w ∈ W (w 1 , . . . , w m ) of length p + 1. Let
Farmer [6] proved the following Theorem 1.3 ( [6] ). The homology of X(w 1 , . . . , w m ) is isomorphic to the homology of the chain complex p≥0 A p (w 1 , . . . , w m ).
A permutation σ ∈ S n will be identified with the injective word σ(1) · · · σ(n) ∈ Inj([n]).
Any simplicial complex Y on the vertex set [n] is homeomorphic to a subcomplex of ∆(Inj([n])). Indeed, let (P (Y ), ≺) denote the poset of nonempty simplices of Y ordered by inclusion. The barycentric subdivision sd Y of Y , is the order complex ∆(P (Y )). Associate with each nonempty simplex σ ∈ Y , the word w σ that lists the vertices of σ in the natural order on [n] . Then the map σ → w σ is a simplicial isomorphism between sd Y and ∆({w σ : σ ∈ Y }).
On the other hand, homeomorphism types of permutation complexes are considerably more restricted. For example, the claw graph G with edges 12, 13, 14 is not homeomorphic to any permutation complex. Our first result shows however that the stable homotopy type of any finite simplicial complex is realizable by a permutation complex. Let ΣY = S 0 * Y denote the (unreduced) suspension of a space Y . Note that Σ∅ = S 0 . 
The complex X(σ) on a single permutation σ ∈ S n is clearly isomorphic to the barycentric subdivision of the (n − 1)-simplex ∆ n−1 , and hence contractible. Our second result is a characterization of the homotopy type of complexes generated by two permutations. Theorem 1.6.
(a) For any σ 1 , σ 2 ∈ S n , the permutation complex X(σ 1 , σ 2 ) is either contractible or is homotopy equivalent to a wedge of spheres of dimensions at least 1.
Our third result concerns the homotopy type of the complex of injective words associated to an arbitrary simplicial complex. Definition 1.7. Let K be a simplicial complex with vertex set V . The set of injective words associated to K is
The complex of injective words on K is Γ(K) = ∆(M (K)).
Let lk(K, σ) = {τ ∈ K : τ ∩ σ = ∅, and τ ∪ σ ∈ K} denote the link of a simplex σ ∈ K.
Theorem 1.8. Let K be a finite connected simplicial complex. Then there is a homotopy equivalence
Finally, we discuss some simple probabilistic aspects of permutation complexes. 
The paper is organized as follows. In Section 2 we prove Theorem 1.5 on the realizability of stable homotopy types by permutation complexes. In Section 3 we establish Theorem 1.6 on the homotopy type of complexes generated by two permutations. Section 4 is concerned with complexes of injective words and includes a proof of Theorem 1.8 and a simple application to a result of Randal-Williams and Wahl [11] . In Section 5 we prove Proposition 1.10 and discuss some additional probabilistic questions concerning permutation complexes. We conclude in Section 6 with a number of remarks and open problems.
Realizability of Stable Homotopy Types
In this section we show that the stable homotopy type of a simplicial complex can be realized by a permutation complex. We need some preliminary notions. 
We first note the following The concatenation of two permutations τ ∈ S n , η ∈ S ℓ , is the permutation τ ⊙ η ∈ S n+ℓ given by
Let τ 1 , . . . , τ k ∈ S n and η 1 , . . . , η k ∈ S ℓ . Let A * B denote the simplicial join of complexes A and B. Clearly
We will also need the following
Proof. We argue by induction on d. The induction basis d = 2 is straightforward, see e.g. Corollary 7.4.3 in [2] . Assume now that d > 2. Applying the induction hypothesis to the family
Next note that the intersection i∈I X i is contractible for any subset
i=1 X i is contractible by the nerve lemma. Applying the induction basis to the pair
i=1 X i and X d , and using (8) we obtain
Definition 2.4. The order dimension dim(P ) of a finite partially ordered set (P, ≺) is the minimal number k of linear orders ≺ 1 , . . . , ≺ k on the elements of P , such that for any x, y ∈ P , it holds that x ≺ y if and only if x ≺ i y for all 1 ≤ i ≤ k.
Dushnik and Miller [5] observed that dim(P ) ≤ |P |. Their bound was improved by Hiraguchi [7] to dim(P ) ≤ ⌊|P |/2⌋ for posets of size |P | ≥ 4. The main result of this section is the following detailed version of Theorem 1.5. 
For 1 ≤ k ≤ d let η k ∈ S 2d denote the transposition that switches 2k − 1 and 2k, and let
, then any element in the poset Q (η i : i ∈ I) is comparable to the element 2j − 1 (and also to 2j). Hence
On the other hand
Using (5), (6), (11), (12) and (13), it follows that for any
Applying Lemma 2.3 to the family {X(
, we thus obtain 
Complexes Generated by Two Permutations
In this section we study the homotopy types of permutation complexes X(σ 1 , σ 2 ), for σ 1 , σ 2 ∈ S n . As X(σ 1 ), X(σ 1 ) are both contractible, it follows by Lemma 2.3 that
Hence it suffices to analyse the intersections X(σ 1 ) ∩ X(σ 2 ). It will be useful to consider the following, essentially equivalent, setup. For example, if (R, ≺) is the set [n] with its natural order and σ ∈ S n is a permutation, viewed as an injective function from [n] to R, then Y ([n], φ) = X(id n ) ∩ X(σ), where id n denotes the identity permutation in S n . We now determine the possible homotopy types of Y (R, φ).
Lemma 3.2. Let (R, ≺, φ) be an intersection triple, as in Definition 3.1, and fix some r ∈ R. Let R ′ = R − {r} and let φ ′ denote the restriction of φ to R ′ . Let R ′′ = {t ∈ R ′ : t ≺ r and φ(t) < φ(r)} ∪ {t ∈ R ′ : t ≻ r and φ(t) > φ(r)} and let φ ′′ denote the restriction of φ to R ′′ . Then
Furthermore, there is an exact sequence
Proof. The decomposition (16) is straightforward. The exact sequence (17) follows from (16) and the Mayer-Vietoris theorem, since {r} * Y (R ′′ , φ ′′ ) is a cone. 
Proof. Parts (a) and (c) will be proved simultaneously by induction on |R|. The case |R| = 1 is clear. Assume that |R| ≥ 2 and let r 1 , r 2 ∈ R be the elements with the smallest, respectively second smallest, value of φ, i.e. φ(r 1 ) = min{φ(t) : t ∈ R} and φ(r 2 ) = min{φ(t) | r 1 = t ∈ R}.
Using the notation of Lemma 3.2, we consider two cases:
Clearly, Y (R ′′ , φ ′′ ) is a cone on r 1 and is therefore contractible. By the decomposition (16) above, there is a homotopy equivalence
Thus (a) follows directly from the induction hypothesis, while for (c) we also use the monotonicity α(R, φ) ≥ α(R ′ , φ ′ ).
(ii) r 2 ≺ r 1 : Set r = r 1 . Then
Again, by (16) there is a homotopy equivalence
and (a) follows by induction. To show (c), observe that if
Combining (20) with the induction hypothesis and with (19), we obtain
We next prove part (b), showing that every finite wedge of spheres S k 1 ∨· · ·∨S km is homotopy equivalent to a space of type Y (R, φ). We argue by induction on m. For m = 1, k 1 = k ≥ 0, let R = [2k + 2] and let φ denote the permutation given by φ(2i
is the octahedral k-sphere. Suppose now that m ≥ 2. We may assume that k 1 , . . . , k m−1 ≥ k m . By induction there exists a linearly ordered set (R 1 , ≺ 1 ) and an injective function φ 1 :
We consider two cases:
(1) k m = 0. Let t be a new element t ∈ R 1 and let R = R 1 ∪ {t}. Let ≺ be the linear order on R given by
(2) k m ≥ 1. By the induction basis m = 1 there exists an (R 2 , ≺ 2 ), and an injective function φ 2 : R 2 → R, such that Y (R 2 , φ 2 ) ≃ S km−1 . We may assume that R 1 ∩ R 2 = ∅ and φ 1 (r 1 ) < φ 2 (r 2 ) for all (r 1 , r 2 ) ∈ R 1 × R 2 . Let t be a new element and let R = R 1 ∪ {t} ∪ R 2 .
Define a linear order ≺ on R by r 1 ≺ t ≺ r 2 for all (r 1 , r 2 ) ∈ R 1 × R 2 , and r i ≺ r ′ i if and only if r i ≺ i r ′ i for (r i , r ′ i ) ∈ R i × R i and i ∈ {1, 2}. Define φ : R → R by φ(r i ) = φ i (r i ) for r i ∈ R i and φ(t) < min r 1 ∈R 1 φ 1 (r 1 ). Writing R ′ = R 1 ∪ R 2 and letting φ ′ be the restriction of
(21)
The first and third equivalences are case (i), while the second is case (ii) in the proof of Theorem 3.4.

The Homotopy Type of Γ(K)
In this section we prove Theorem 1.8 on the homotopy type of the complex of injective words Γ(K) associated with a connected simplicial complex K. Our main tool is a powerful homotopy decomposition theorem due to Björner, Wachs and Welker [4] . We first recall some definitions. Let (P, < P ), (Q, < Q ) be two posets. A map f : P → Q is a poset map if x ≤ P y implies f (x) ≤ Q f (y). For an element q ∈ Q let Q <q = {x ∈ Q : x < Q q}. The subsets Q ≤q and Q >q are defined similarly. The length ℓ(Q) of Q is the number of elements in a maximal chain of Q minus 1, i.e., ℓ(Q) = dim ∆(Q).
Theorem 4.1 ([4]). Let f : P → Q be a poset map such that ∆(Q) is connected and for all
Proof of Theorem 1.8. Recall that K is a finite simplicial complex and (P (K), ≺) is the poset of nonempty faces of K ordered by inclusion. The map g :
given by g(τ ) = τ \ σ is a poset isomorphism. It follows that
Next consider the poset map f :
Therefore ∆ f −1 (P (K)) ≺σ is (|σ| − 2)-connected. As ℓ f −1 P (K) ≺σ = |σ| − 2, it follows that the poset map f satisfies the conditions of Theorem 4.1. Using (23) and (25) we obtain
As an immediate corollary we obtain the homological version of Theorem 1.8. 
Let p F (K, t) = i≥0β i−1 (K; F)t i denote the reduced Poincaré polynomial of K over a field F. Corollary 4.2 implies the following
We conclude this section with a simple application of Theorem 1.8.
Theorem 1.8 provides a very simple proof of the following result of Randal-Williams and Wahl (Proposition 2.14 in [11] ).
Proof. Let σ ∈ K. By assumption lk(K, σ) is (n − |σ| − 1)-connected, and hence Σ |σ| lk(K, σ) is (n − 1)-connected. As this holds for all σ ∈ K, it follows from (2) that Γ(K) is (n − 1)-connected.
Random Permutation Complexes
Proof of Proposition 1.10. (a) Let w = i 1 · · · i k be a fixed injective word of length k on [n]. The probability that w is a subword of a random permutation σ ∈ S n is clearly 1/k!. Hence
Let a k−1 (σ 1 , . . . , σ m ) = rank A k−1 (σ 1 , . . . , σ m ) denote the number of words of length k in W (σ 1 , . . . , σ m ). Theorem 1.3 implies that
Using (30) and (29) we obtain
By the asymptotic formula for Laguerre polynomials (see e.g. Theorem 7.6.4 in [13] ) we obtain 
It follows that lim
This of course agrees with (3) as indeed
2. For σ ∈ S n let λ n (σ) denote the maximal length of an increasing subsequence in σ. The random variable λ n has been studied in depth for the last 50 years, see Aldous and Diaconis [1] for a detailed survey. In particular, the asymptotics of E[λ n ] is given by the following celebrated result of Logan and Shepp [9] and Kerov and Vershik [14] .
A somewhat better upper bound is given in the following
Proof. Let α n be the random variable on the symmetric group S n given by α n (σ) = α([n], σ), i.e. the maximal k such that σ contains a k-alternating sequence. Fix c > e/2 and let k = c √ n. Let γ n,k (σ) denote the number of k-alternating sequences in σ. Then by Stirling's formula
We end this section with recursive formulas that can be used for numerical computation of the expectation of the betti numbers of X 2,n .
Definition 5.3. Let b n,k be the random variable on the probability space S n given by
Clearly u(n, k) = 1 n n r=1 v(n, r, k). The proof of Theorem 3.4 implies the following recursion for v(n, r, k). 
For part (c) fix j = r < n and consider two cases.
(i): j > r. If π ∈ S n satisfies π −1 (1) = r, π −1 (2) = j, then by (18):
and hence E[b n,k |π −1 (2) = j ∧ π −1 (1) = r] = v(n − 1, r, k).
(ii): j < r. If π ∈ S n satisfies π −1 (1) = r, π −1 (2) = j, then by (19): 
Averaging E[b n,k |π −1 (2) = j ∧ π −1 (1) = r] over all j = r, using (35) and (36), we obtain (33).
Concluding Remarks
In this paper we studied some combinatorial and topological aspects of complexes of injective words. Our main results concern the realizability of stable homotopy types by permutation complexes and the existence of explicit homotopy decompositions of the complex of injective words associated with a simplicial complex. Our work suggests some questions regarding complexes of injective words.
• In Theorem 1.5 we showed that every stable homotopy type can be realized by a permutation complex. It is natural to ask whether iterated suspensions are essential for such realization. For example, is the real projective plane homotopy equivalent to some X(σ 1 , . . . , σ m )?
