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Abstract
Themain goal of the research presented in thiswork is to providesome important insights
about computational modelingof open-shell species. Suchprojectsare: theinvestigationof
the size extensivity error in Equation-of-Motion Coupled Cluster methods, the analysis of
the Long-Range corrected scheme in predicting UV-Vis spectra of Cu(II) complexeswith
the 4-imidazole acetate and its ethylated derivative, and the exploration of the importance
of choosing aproper basis set for thedescription of systemssuch as the lithiummonoxide
anion. The most significant findings of this research are: (i) The contribution of the left
operator to thesizeextensivity error of theCR-EOMCC(2,3) approach, (ii) Thecauseof d-
d shiftswhen varying therange-separation parameter and theamount of theexact exchange
arising from the imbalanced treatment of localized vs. delocalized orbitals via the ” tuned”
CAM-B3LYP* functional, (iii) Theproper acidity trend of the first-row hydridesand their
lithiated analogs that may be reversed if thebasissetsarenot correctly selected.
xix
Chapter 1
Introduction
Theaim of the research presented in this dissertation is to provide somevaluable insights
into theoretical/computational modeling of open-shell species, i.e., molecules with un-
paired electron(s). The process of bond breaking, occurring during chemical reactions,
often involves radicalsor even biradicals. Usually thesespeciesareshort lived, and highly
reactive intermediates or transition states. Hence, it is difficult to determine their proper-
ties experimentally; thismakes electronic structure theory a valuable if not necessary tool
of investigation. Without the ability to accurately and reliably describe open-shell species
many chemical reactionmechanismswould not becompletely understood. This is the rea-
son why studies such as the one presented in this work are essential in many disciplines
such as: atmospheric chemistry, material science, biochemistry, synthesisof metal-organic
complexes, and photo-chemistry. Additionally, open-shell systemsare interesting to study
from a theoretical point of view. For example, the lone electron may lead to changes in
chemical behavior of a species (Chapter 5), the characterization of their excited states is
more demanding (Chapter 3), and the description of spectroscopic properties is even far
moredifficult (and Chapter 4).
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In this work a few problems emerging from the use of computational methodologies in
describing properties of open-shell systems are addressed. These include some major
challenges encountered by electronic structure theory in modeling the UV-Vis spectra of
metal-organic complexes. This is because highly accurate ab initio methods based on the
wave-function approach are too costly in terms of computational effort. Even with rela-
tively small system, where highly accurate ab initio methods such asCoupled Cluster can
be employed the so-called size extensivity error, when truncated approximations of such
methods are applied to exited states, can occur. An additional problem is the finite basis
set approximation that may lead not only to large errors in values for the properties but
also to qualitatively wrong predictions. Therefore, themain goal of thiswork is to provide
more insights into thesethreeproblemsapplyingmodern theoretical methodsto open-shell
systems.
Chapter 2 (”Theory”) provides basic concepts, equations and formalism necessary to un-
derstand themodern computational methodsemployed in thiswork. Among theseCoupled
Cluster and Density Functional Theory play amajor role in studies presented herein; es-
sential approximations of these models will be described in detail focusing on recently
developed approaches.
Chapter 3 (”The Size Expressivity Problem in Excited State EOMCC”) address vertical
excitation and excited state energies of various systems through Coupled Cluster calcu-
lations. The size extensivity properties of the Completely-Renormalized approach based
on Biorthogonal Methods of Moments of Coupled-Cluster equations (the so-called CR-
EOMCC(2,3)) method are examined. Themain reason behind this study was to find pos-
sible source of the size-extensivity error arising from this scheme. Furthermore, research
presented in this chapter was inspired by the fact that theground-stateCR-CC(2,3) is free
of the size-extensivity error. Size extensivity is an important requirement for theoretical
methods, because theproper description of some important processes such asbond break-
2
ing isassured for such approaches.
Chapter 4 (”UV-Vis Spectra of Copper(II) Complexes with Imidazole Derivatives from
Long-Range Corrected Density Functionals” ) is dedicated to the spectroscopic proper-
ties of open-shell metal-organic complexes. This part employs theoretical methodologies
based on the electron density (Density Functional Theory), which constitutes an alterna-
tive way of obtaining electronic structures and properties of systems of interest. In par-
ticular, Time Dependant Density Functional Theory using several Long-Range Corrected
exchange-correlation functionalswasexamined to determine theperformanceof this rela-
tively recent development in predicting the absorption spectra of copper(II) complex with
4-imidazole acetate and 1-ethyl-1H-imidazol-4-ylacetate. Themain motivation was two-
fold:
† Investigatetheability of theLong-RangeCorrected schemefor exchange-correlation
functionals to describebothmetal- and ligand- based electronic transitionswith sim-
ilar accuracy for thechallenging systemsconsidered herein,
† Explore thepossible reasons for shiftsoccurring in thed-d transitionspositions. Our
results suggest that these are affected by both the range separation parameter (γ)
and fraction of Hartree-Fock exchange (α ). The latter investigation wasmainly pre-
formed using CAM-B3LYP* functional and can be helpful in understanding the ef-
fect of theseparameterson electronic transitions involving d-electron energy levels.
To the best of our knowledge such studieswere not presented in the literature, hence they
provideagreat novelty.
Chapter 5 (” Influenceof BasisSet for Predicting Aciditiesof First-row Hydridesand their
LithiatedAnalogs” ) discussesthe importanceof thechoiceof thebasisset. Thekey ideaof
such investigation was to show that the so-called ”black-box” typemethods (for example,
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CCSD(T)) may beutilized to obtain chemical propertiessuch asacidity/basicity of species
with unusual multiplicity for theground statespecies, i.e., different than singlet, if only the
basis set is properly chosen. Our results prove that theaugmented basis sets are necessary
for theappropriatepredictionsof aciditiesof first-row hydridesand, moreimportantly their
lithiated analogs, which due to the involvement of Li atom exert somepeculiar properties.
Our calculations show that the correct acidity order is achieved by augmenting relatively
small cc-pVXZ (X=D,T) basis sets. A similar effect is observed for the family of Pople’s
basissets.
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Chapter 2
Theory
2.1 Br ief Overview of Computational Methods
The use of computers in chemistry can be dated at the beginning of 50’s where the first
softwares became available, however few publications predate that date in the history
of computational chemistry. The fist papers on quantum mechanics by Heisenberg1 and
Shro¨dinger2 as well as Hu¨ckel’s work on π electrons theory3 were published in the late
20’s. With the progressing development of theoretical methods, and the improvement of
computer codes the interest in employing computational models for solving variouschem-
ical problemsincreased. Numeroustext booksand review articlesreporting theprogressof
theoretical and/or computational chemistry areavailable, thereforeonly abrief overview of
themost commonly utilizedmethodswill bepresented herein. Note that since theCoupled
Cluster and Density Functional Theory havebeen applied in studies presented later in this
text theapproximationsinherent in thesemodelswill bedescribed ingreater detail focusing
on recently developed approaches. Also, this section can be considered as a historical in-
troduction since it providesthefoundationsnecessary to understandmodern computational
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methods.
2.1.1 Self Consistent Field Har tree-Fock
The Schro¨dinger equation cannot be solved for many-body systems, therefore employing
approximatedmethodssuch as theSelf-Consistent Field Hartree-Fock (SCF-HF) isneces-
sary in order to obtain solutionswhich are close to the ” true” solution. In thismethod the
variational principle isappliedwith asingleSlater determinant, in theso-calledmean field,
to obtain approximated ground-state wave functions and their eigenvalues (i.e., energies),
iteratively.
In caseof theelectronic Schro¨diger equation, themean field arises from all theother elec-
trons in the system with respect to a single electron, considered to be independent. It is
well known that this and other approximations, made to simplify the many-electron sys-
tem problem (for which an exact solution isnot known), causesubstantial shortcomings in
the description of real systems. Themost significant error in SCF-HF method arose from
neglecting of electron correlation. Further errors are considered to beconsequencesof the
clamped nuclei Born-Oppenheimer (B.O.) approximation, neglecting of relativistic effects,
the use of finiteGaussian basis set, and the description of wave functions by singleSlater
determinant.
The single-determinant approximation is the biggest limitation, as it represents a non-
physical description for the many-electron system. This approximation is especially in-
sufficient for systemswhere two or moreorbitalsarenearly or completely degenerate. The
energy corresponding to this effect is called ”non-dynamical correlation” energy.4 Efforts
in including both dynamical and non-dynamical electron correlation energies led to the
development of so-called post-Hartree-Fock methods, such asMo¨ller-Plesset Perturbation
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Theory, Configuration Interaction and Coupled Cluster, described later in thiswork.
TheHartree-Fock differential equationshavea form5
F(1)φi (1) = εiφi (1) (2.1)
where, φi is a ith spin-orbital, εi its corresponding orbital energy. TheFock operator (F) is
defined as follows
F(1) ≡ − 1
2
∇21− ∑α
Zα
r1α
+ ∑
j= i
[Jj (1) − Kj(1)] (2.2)
where, Jj is the Coulomb operator (electron-electron repulsion) and Kj is the exchange
operator that has no classical equivalent. The spatial part of the Hartree-Fock orbitals
(φ = χc, whereχ is thebasis function and c is itscoefficient) can berepresented asalinear
combination of known functions; for example, Gaussian atomic-orbital functions (called
basis functions) can be used. The complete set of coefficients specifying the normalized
contributionsof thebasis functions to themolecular orbitals is found iteratively during the
SCF procedure. TheHFwave function can be found via theRoothaan equation5
FC = SCε (2.3)
where, S= Sij = 〈χi |χ j〉 is the overlap matrix, C is the vector containing the coefficients,
and ε is thediagonal squarematrix, whoseelements εi are theorbital energies.
Asmentioned before, theSCF-HFmethod utilized Slater determinant definebelow
ΨSD = 1√ N!

φ1(1) φ2(1) . . . φN(1)
φ1(2) φ2(2) . . . φN(2)
...
... . . .
...
φ1(N) φ2(N) . . . φN(N)

(2.4)
In general, the time-independent Schro¨dinger equation isgiven as
HΨ = EΨ (2.5)
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where the Hamiltonian operator H is given by the sum of kinetic and potential energy
operators6
H = Tn+ Te+ Vne+ Vee+ Vnn (2.6)
InEq. (2.6) thefirst two termsarethenuclei andelectronic kineticenergy operators, and the
remaining three terms represent nucleus-electron, electron-electron and nucleus-nucleus
potential energy operators, respectively.
Due to B.O. approximation, the Hamiltonian operator can be reduced to the electronic
Hamiltonian (He), which defined in atomic unitshas the form
He = −
N∑
i= 1
1
2
∇2(ri) −
N∑
i
∑
α
Zα
riα
+
N∑
i
N∑
j> i
1
ri j
+ ∑
α
∑
β> α
1
rαβ
(2.7)
where, ri definestheposition of the i-th electron, rα is theposition of theα -th nucleus, and
Zα is theatomic number of nucleusα . The last term of in Eq. (2.7) is thenuclear potential
repulsion energy, and it is aconstant.
It is necessary to mention that SCF-HF method can be applied to both closed-shell (i.e.,
singlet type system with paired electrons on all the orbitals) and open-shell systems. The
Restricted Hartree-Fock (RHF) method is used for closed-shell systems; all previous and
further discussion refersto thismodel, unlessstated differently. In caseof systemswith un-
paired electrons, calculationscanbehandledwith either RestrictedOpen-shell HF (ROHF)
or Unrestricted HF (UHF); the former doesnot allow for different spatial orbital functions
of electronswhich arepaired with each other, additionally ROHF functionsareeigenfunc-
tionsof theS2 operator, which representsthesquared total electron spin. TheUHFdoesnot
restrict paired electrons, i.e., their spatial orbital functions are different and therefore can
correctly describe dissociation. On the other hand, its wave function is not an eigenvalue
of S2; this may cause errors called spin contamination (i.e., unreal mixing of states with
different multiplicity; singlets with odd-higher lying states and doublets with even-higher
lying states).7
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2.1.2 Post Har tree-Fock Methods
For most atomic, molecular and solid state calculations the HF method is applied as the
starting point. For this reason it is important to introduce basic concepts behind the post-
Hartree-Fock methods. First, ab initio methods for ground state calculations based on the
single determinant such as Mo¨ller-Plesset perturbation theory, Configuration Interaction,
and Coupled Cluster will beshortly discussed. Next, their extensions to excited stateswill
beaddressed.
2.1.2.1 Mo¨ller-Plesset Per turbation Theory
Mo¨ller-Plesset (MP) perturbation theory8 also known asMany Body Perturbation Theory
(MBPT) isoneof themajor ab initio post-HFmethods: it attempts to retrieve theelectron-
correlation energy. This method is based on Rayleigh-Schro¨dinger Perturbation Theory
(RSPT),5 which expands the referencewave function (i.e., theunperturbed HFwave func-
tion) and its corresponding energies as a Taylor’s series of the perturbation parameter λ ,
(0 < n < 1). The RSPT that takes into account all the allowed excitations truncated ac-
cording to the given order is indicated asMBPT, and it is size-extensive. This property is
essential for chemical applications, because it allows to obtain meaningful properties such
as heat of reaction, activation energy, an accurate relative energies along thePotential En-
ergy Surface (PES), aswell asbetween different electronic states.
MPn, where n is the order of corrections included in the power series, consider the un-
perturbed Hamiltonian (H0) asequal to thesum of theone-electron Fock operators
H0 =
N∑
i= 1
Fi (2.8)
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where, the superscript describe the correction-order, N is the number of electrons in the
system, and Fi isdefined in Eq. (2.2). TheMPn equationsmay bewritten as
(H0+ λH)|Ψ0〉= a|Ψ0〉 (2.9)
where, thesubscript 0 denotes theground stateand theperturbation Hcan bewritten as
H= H − H0 = ∑
i
∑
i> j
1
ri j
−
N∑
i= 1
N∑
j= 1
[Ji j − Ki j ] (2.10)
Theperturbation changes continuously, thereforewecan writeEq. (2.9) as aTaylor series
expansion of λ (i.e., unitlessparameter that when varied from 0 to 1mapsH(0) to H)
(H0+ λH)|Ψ0+ λΨ1+ λ 2Ψ2+ . . .〉=
(a0+ λ a1+ λ a2+ . . .)|Ψ0+ λΨ1+ λ 2Ψ2+ . . .〉 (2.11)
whereΨ1 = ∂Ψ0∂λ ,Ψ2 = ∂Ψ
0
∂λ 2 , etc.
Theoperator H(Eq. (2.10)) isapplied to incorporateperturbation theory in order to correct
HF referencewavefunction. Thefirst order MPdoesnot improveenergy beyondHF level,
becauseE1 = 〈Ψ0|H|Ψ0〉, and sinceΨ0 = ΦHF, wehave that E0+ E1 = 〈Φ|H0+ H|Φ〉,
which yields to HF energy. Hence, to improve theHF energy the lowest possible level of
MPmethod has to begreater than one, i.e., MP2, MP3, etc.
The most commonly up level used is the second order (MP2). Higher orders rarely ex-
ceed MP4, which is next most common. The reason behind this is that interaction effects
between paired electronsdominate in theHamiltonian, despite other interactionsmight be
important as well (see discussion in sections 2.1.2.2 and 2.1.2.3). MP2 is a very effi-
cient method, as its computational cost is N5, where the scaling behavior is described as
a function of the number of basis functionsN. Additionally, thismethod offers analytical
gradientsandHessians, which allow exploringPESs. Yet, becauseMPn isnot avariational
method, the correlation energy may be wrongly estimated, and the total energy can be
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lower than the ”exact energy” of the system (see section 2.1.2.2). Another issue is theun-
predictableconvergencebehavior of higher orders, i.e., slow, erratic, oscillatory, depending
on the problem and/or basis set (see, for example, Leininger et al.9). Also, MPn methods
are not applicable to excited states, which may appear as a disadvantage in comparison to
the other post-HF methods. Nevertheless, MP2 with its desirable cost to accuracy ratio
is the most economical post-HF method, and it continues to be developed. For example,
MP2-R1210 andMP2-F1211 areMP2 ”flavours” developedwith theaim tominimizeerrors
arising in calculating finitebasissets (Levine,12 section 16.2). Finally, there isno reason to
not utilizeUHF andROHFwave functions for open-shell system calculations, with UMPn
and ROHFMPnmethods, respectively. Note that unlike for UHF, theprojectionmethod13
aimed to eliminatethespin contamination isquiteefficient for UMPn. Unfortunately, since
PUMP involves twice asmany molecular orbital coefficients and given the cost of projec-
tion itself, its computational cost is twice that of MP.
2.1.2.2 Configuration Interaction
Full Configuration Interaction (FCI) method gives thebest possiblesolution (or exact solu-
tion) to the time-independent Schro¨dinger equation within agiven basis set, where typical
assumptions are kept (i.e, non-relativistic, B.O. approximated). This method considers
the contribution of every possible Configuration State Function (CSF), where each CSF
is a linear combination of Slater determinants∑i ciΦi , and ci are coefficients defining the
weight of agivenconfiguration. TheCSFsareclassifiedaccording to thenumber of excited
electronsassingly, doubly, triply, ..., n-tuply excited states (configurations), with one, two,
three, ..., n-electronsexcited from occupied to virtual orbitals, respectively.
TheFCI wave function can bewritten as follows
Ψ = c0ΨHF +
occ.∑
i
vir.∑
a
cai Ψai +
occ.∑
i< j
vir.∑
ab
cabi j Ψabi j + . . . (2.12)
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It isnot hard to realize that with growing number of electronsand sizeof basisset calcula-
tionsbecomemoreandmorecomplex and demanding due to thehugeamount of configu-
rations; in fact, the number of determinants grows factorially. This limits the applicability
of FCI method to all but small systems, i.e, small molecules (few light atoms) with rela-
tively small basis set. Therefore, a truncation of the configuration interaction expansion is
needed to lower the cost of the calculations. However this aspect goes together with loos
in accuracy. For example, CI approach including singly and doubly excited configurations
(CISD) recoversbetween 82-90%of thecorrelation energy for moleculesbuilt from atoms
of thefirst row, but it decreasesdrastically with increasing number of electrons; for a100-
electrons problem recovery of the correlation energy drops to only 55-67%.12 In order to
obtain moreaccurate resultswith truncated CI triply and quadruply excited configurations
(CISDTQ) needs to be included, but again the cost of such calculations is nearly as pro-
hibitive as that of FCI. Another problem arises from the fact that truncated CI is neither
size extensivenor size consistent, where the former term refers to energy scaling properly
(i.e., linearly) with thesizeof thesystemand it appliesto all geometries, and theletter term
applies only to infinitely separated parts whose sums must be equal to the energy of the
systemasaunity (EAB = EA+ EB). Size-consistency isextremely important. In fact, meth-
ods lacking of this property cannot describeproperly dissociation. This implies that every
method based on RHF is not size-consistent, while being size-extensive.4 The Langhoff-
Davidson14 method (often abbreviated asQCISD) is oneof morepopular methods to deal
with thesize-consistency problem. TheQCISD formula isgiven below
∆EQ ≈ (1− a20)(ECISD − ESCF) (2.13)
wherea0 is thecoefficient of theHFwavefunction in thenormalizedCISD expansion, and
ECISD and ESCF are theCISD and HF energies, respectively. Eq. (2.13) takes into account
the so-called unlinked quadruples, i.e., quadruply excited configurations built from simul-
taneously excited doubles. Note that a more recent version of the CISD method is able
to account for size-consistency and it is variational; this is theSpin-Flip CISD (SF-CISD)
developed by Krylov,15 which is more robust than other non-spin-flip approaches and it
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dealsbetter with homolytic bond breaking energy and biradical singlet-triplet separation.16
Why determinants higher than doubly-excited are important? Doubles (or doubly excited
determinants) give the largest contribution in terms of energy; this can be proven by cal-
culating their weight (i.e., the sum of the c2i coefficients) at a given level of CI method.
Thenext most important determinantswould besinglesbecause they make thewave func-
tion more flexible by allowing orbitals to ” relax” . After singles, there are quadruples and
triples, which also arequite significant; the former can beseen asaproduct of two doubly
excited determinants counting for electron pairs interactions, the latter contribute to the
multi-referencewave function built in theCI method. Thismeans that since triply excited
determinants can be treated as doubly excited with respect to singles, the system is now
approximately multi-referenced. Since both Triplets and Quadruplets can be expressed in
terms of Doublets, which are themost important, by not including them relatively signifi-
cant amount of correlation energy may bemissing leading to someundesirableeffectssuch
as lack of size-extensivity (for details see discussion in section 2.1.2.3). Contributions
from determinantswith higher then four excited electronsareusually very small.6
2.1.2.3 Coupled Cluster
The foundationsof Coupled Cluster (CC) theory17–24 havebeen established from attempts
of solving the nuclear many-body problem in themid-fifties. This elegant method would
probably be forgotten by nuclear physicists if it was not for the chemist Jiri Cˇı´zˇek. In
his works published in 1966, Cˇı´zˇek19 presented the explicit coupled-cluster equations for
electrons in the language of quantum chemistry. Later (1972), Paldus21 applied the CC
equations to solvechemical problems. More than adecadeafter Cˇı´zˇek’sfirst work thefirst
multipurpose program capable of applying CC method became available.22 The coupled
cluster singles and doubles, called CCSD,25 developed and utilized by Purvis and Bartlett
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in 1982, became one of the most common CC approaches. While CCSD reproduces the
correct curvature of the potential energy with respect to the bond length (the so-called
Morse’s potential curve), the energy of the system in its geometrical equilibrium is too
high comparing to results from FCI. In order to lower the energy and obtain the correct
potential energy curve, higher than doubly excited determinants have to be considered.
Unfortunately increasing the level of CC theory substantially increases the computational
cost of the calculations. For CCSD this cost scales asN6 or n4occn2vir (noccnvir are thenum-
ber of occupied/unoccupied or virtual orbitals, and N is a general measure of the system
size); for CCSDT26,27 (i.e., CCSD with iteratively included full triples) it becomes N8
(n3occn5vir ); CCSDTQ scalesasN10 (n4occn6vir ), and its cost is prohibitively high for most but
the smallest systems. Therefore, the development of less expensive CC approaches able
to give results with an accuracy close to that of FCI, is still to be achieved. Note that
sice CC includes all the possible excitations, its energy is ” exact” within a given basis
set, as it is for the FCI method. Since 1989 the CC approach with singles, doubles and
non-iteratively added perturbative triples, called CCSD(T)28 (labelled as the ” gold stan-
dard of quantum chemistry” ), has been the most popular choice among chemists, due to
its desirable accuracy-to-cost ratio. However, it is well known that thismethod cannot be
used for systems involving degenerate states such asmolecules far from their geometrical
equilibrium, and for systems involving large contribution of the ” non-dynamical” corre-
lation energy (see section 2.1.1). Note that the computational cost of non-iterative triples
in CCSD(T) approach is N7 (n3occn4vir ), which is not only cheaper than full CCSDT, but
it is also better balanced than its precursor from 1985 CCSD[T], proposed by Urban et
al.29 More details about these two and other ” standard” single-reference approximated
CCmethod can be found, for example, in the review by Bartlett andMusiał.30
Thisoverview would not becompletewithout mentioning that CC theory can beeasily im-
plemented to obtain excited statesviatheEquation-of-MotionCoupled-Cluster (EOM-CC)
method. Thismethodwasfirst introduced by Emrich31,32 in 1981 and applied tomolecular
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systems using its singles and doubles extension (EOM-CCSD) by Comeau and Bartlett33
in 1993. WhileEOM-CCmethodsallow to someextent to deal with many multireference
states, they may require to employ multi-determinant reference in CC theory. This can be
achieved by applying Multireference Coupled Cluster (MRCC) methods, which became
popular within thecomputational-chemistry community thanks to most recent advances.34
In CC theory the cluster operator T, acts on the reference wave function Φ0 to create
n-tuple cluster functions, where n is the number of correlated electrons. This can be done
by representing the exponential cluster operator eT as an expansion of cluster operator T
representing thecluster expansion wave function
eT ≡ 1+ T + T
2
2!
+
T3
3!
+ ··· =
∞∑
k= 0
Tk
k!
(2.14)
Thecluster operator T in theEq. (2.14) isdefined as
T ≡ T1+ T2+ . . . + Tn (2.15)
where, T1Φ0 ≡ ∑∞a= n+ 1∑ni= 1tai Φai , T2Φ0 ≡ ∑∞b= a+ 1∑∞a= n+ 1∑ni= 1∑n− 1j= i+ 1tabi j Φabi j , etc.
Thus, the fundamental CC equation is
Ψ = eTΦ0 (2.16)
and it is solved for the coefficients tai , tabji , ... (amplitudes), for all the i, j, . . . occupied or-
bitalsand for all thea,b, . . . virtual orbitals. If thecluster operator includesall possibleTn,
theobtained wave function would beexact as in thecaseof FCI.
What novelty does CC theory bring to electronic structure theory? The answer lays in
approximated CC approaches, where the cluster operator is truncated. The simplest way
to demonstrate the superiority of truncated CC methods comes from examining of CID
(Eq. (2.17)) and CCD (Eq. (2.18)) wave functions. The latter containshigher than second-
order excitations, which themost important contribution is the term 12T
2
2 ; this term approx-
imates quadruple excitations, and gives more significant contribution to the correlation
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energy than the energy arising from simultaneously excited four electrons, i.e., T4. This
approach same cannot be applied to truncated CI until this method reaches the CISDQ
approximation, because it treatseach excited determinant independently:
ΨCID = 1+ C0Φ0+ C2Φabi j (2.17)
ΨCCD = eT2Φ0 = (1+ T2+ 12T
2
2 )Φ0 (2.18)
The additional term in CCD created by the product of T2, is the reason behind its size-
extensivity: in general the exponential form of the T operator ensures size-extensivity of
truncated CC approaches. It has to beemphasized that this property is essential for chem-
ical application of computational methods in prediction of meaningful properties such as
heat of formation, activation energies, relative energies along PESaswell as between dif-
ferent electronic states.
In fact, CCD is the lowest CC level beyond HF. However, this method is not commonly
used because CCSD is a more complete approach and the computational cost of adding
singles is negligible (i.e, both CCD and CCSD scalewith the system size (N) asN6). The
next level adds triples, but CC with full triples (CCSDT), is already too demanding for
all but small systems, as its cost scales as N8. In summary, there are several methods
able to approximate the effect of T3, being CCSD(T) the most wildly used. In CCSD(T)
where the perturbative triples are included noniteratively, due to their relatively low cost
(CCSD N6 + (T) N7) high accuracy for nondegenerated ground state molecular systems
can be obtained in an easy to use fashion (so-called ”black-box” typemethod). However,
chemists are often not only interested in obtaining accurate results for molecules in their
geometrical equilibrium but also when the bond breaking can occur (i.e., chemical reac-
tion), where the perturbative correction leads to a failure of the CCSD(T) method. This
is due to fact that the energy difference between two Slater determinants translates into
a difference in molecular orbitals energies. Such difference decreases when the bond is
stretched until it is degenerated causing the energy of theSD(T) correction to drop to mi-
nus infinity. The iterative inclusion of approximated effects of triples is also available via
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CCSDT-1 and CCSDT-3;35 the difference between these two methods is that the latter in-
cludesall thepossiblecontributionscoming fromT2 and T1 into T3, whereadditional terms
with respect to theCCSDmodel arethesimilarity-transformedHamiltonian (H¯ = e− THeT)
intermediates. Both methodsavoid storageof tabci jk amplitudesand saveoneorder (∼ N) in
scaling behavior when compared to full CCSDT.30 Non-iterative treatment of truncated T3
in CCSDT-1, leads to themethod called CCSD[T], which after somemodification ismore
rigoristic in termsof size-extensivity CCSD(T) approach. Quadruplesand higher order ex-
citationscan besimilarly approximated (iteratively and non-iteratively), avoiding thescal-
ing behavior of the full method; for example, the most complete approximated approach
of the full CCSDTQ (N10) is CCSDT(Q)(N9).36 Therefore, further improvements of CC
methodsneedmodificationsable tominimize theerror arising from thesingle-determinant
reference rather than the inclusion of higher order excited states. CC methods which in-
clude these improvementsarecalledModernCoupledCluster methods, andwill be further
discussed (Section 2.2).
A final aspect needs to be addressed: the choice of the single determinant reference and
associated orbitals, which in caseof CC theory is completely arbitrary. This choicecan be
madebetween determinants such asRHF, ROHF, UHF, Kohn-Sham,37 Natural,38 Brueck-
ner.39 The first one is the most popular choice, and among the non-HF determinants the
last is commonly used.40 When Brueckner orbitals are used in Slater determinant, the
contribution from singles is zero due to the orthogonality of singly excited state with ex-
act wave function (〈Φai |Ψ〉 for 0 ≤ i ≤ M ≤ a, whereM is a number of particles) and the
Brueckner wave function (ΦB) corresponding to the exact wave function (Ψ) is such that
||Ψ− ΦB|| = min for ||Ψ|| = ||ΦB|| = 1, i.e., theBrueckner determinant has themaximum
overlapwith exact wavefunctionCCmethodsbased on this ideaareabbreviatedBCC.30,40
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2.1.3 Density Functional Theory
Density Functional Theory (DFT) is an electronic-structure method utilized for the pre-
diction of crystalline, molecular, and atomic properties, where the goal is to extract all
the information from the density (vs. thewave function) of a nondegenerate ground state
system. Today DFT isoneof themost commonly used toolsemployed in theoretical chem-
istry dueto its lower computational cost than, for example, CoupledCluster (CC) methods,
for systemswith hundreds or more atoms. This was not always the case; before themid-
eightiesDFT wasmainly applicable to solid states, where simpleapproachesbased on the
uniform electron gasmodel usually worked quite well. Chemical problems needed more
sophisticated approximations.41
It is well-known that the explicit mathematical expression for the density functional en-
ergy which would define the relationship between thedensity of thesystem and its ground
state energy remains elusive.42,43 Although, the Hohenberg-Kohn theorem44 proved that
such functional existsand it can befoundby minimizing density functional.4 Nevertheless,
the biggest challenge of DFT, to the day, is to determine the approximation of the ”un-
known” energy density functional. Furthermore, the performance of DFT methods highly
depends on the choice of functional within a given chemical problem; this makes it even
more important for auser of computational chemistry packages to beawareof advantages
and pitfalls of chosen functionals. Consequently, it is no surprise that many studies have
been devoted to theclassification of theperformanceof DFT functionals, for example, see
work of Sousaet al.45
TheKohn-Sham (KS) DFT approach37 is themost popular among others, (e.g., Legendre
transformation from the chemical potential to the electron density of N number of parti-
cles46). Within this framework thearduousmany-body problem of electrons interacting in
afixedexternal potential issimplified toamanageableproblemof non-interactingelectrons
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moving in an effectivepotential which includes theexchangeand correlation Coulomb in-
teractions between the electrons and the interaction with an external potential. Unlike the
Hartree-Fock (HF) wave function based theory, the KS DFT methodology is exact con-
ceptually. However the form of one term of the exchange-correlation functional, (Exc), is
unknown. This is aparamount problem as theExc functional is a key ingredient necessary
to solve KSDFT equations. Therefore, finding the analytical form which would approxi-
mate this functional is the holy grail of DFT. The number of new functionals increases at
an accelerating paceasa result of searching for better and better Exc approximation.43
The theoretical background on density functionals will be briefly presented herein to fa-
miliarizethereader with commonly used termsand givenecessary fundamentalsabout this
method.
DFT uses the ground state electron density instead of thewave function in order to find a
ground state energy of a system, by minimizing the energy functional (E[ρ]). Hohnberg
and Kohn first proved that the so-called external potential can be uniquely determined by
the ground state electron density give the Hamiltonian operator, which then is employed
to solveSchro¨dinger equation (this is known as the first Hohnberg-Kohn theorem37,44). A
second theorem states that any guessed density of the system will provide an energy that
is greater or equal to the exact energy; this step is achieved via the variational principle.
Although these theoremsassure that the ground state energy corresponds to theminimum
of E[ρ], they do not providean indication on how to obtain theenergy functional itself.47
The general form of E[ρ] contains the kinetic energy (T[ρ]), the external nuclear-electron
potential (Vne[ρ]), the electron-electron interaction potential (Vee[ρ]), and the nucleus-nu-
cleus repulsion potential (Vnn), and it can bewritten as
E[ρ] = T[ρ] + Vne[ρ] + Vee[ρ] + Vnn (2.19)
whereρ is theground stateelectron density.
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The exact expressions of T[ρ] and Vee[ρ] are unknown. The sum of these two (taken as
an average of the electronic Hamiltonian) gives the definition of the exchange-correlation
energy functional12
Exc ≡ ∆T¯[ρ] + ∆V¯ee[ρ] (2.20)
where∆T¯ is the difference in the average electronic kinetic energy between themolecule
in itsground stateand the referencesystem (seebelow). The∆V¯ee term isdefined as
∆V¯ee ≡ V¯ee− 12
  ρ(r 1)ρ(r 2)
r12
dr1dr2 (2.21)
In Eq. (2.21)V¯ee is theaveragenon-classical electron-electron repulsion, r12 is thedistance
between theelectronic coordinatesof electrons1 and 2, and thedouble integral represents
the classical electrostatic interelectronic repulsion energy (in atomic units) for electrons
spread out onto acontinuum of chargewith ρ.
TheKohn-Sham (KS) DFT approach allowsto approximatethem, using theknowndensity
of non-interacting electrons as a reference system, for which the density coincides to that
of the real system.12 In KSDFT E[ρ] is then given as
E[ρ] = Ts[ρ] + Vne+ J[ρ] + Exc[ρ] + Vnn (2.22)
where Ts[ρ] denotes the kinetic energy of the reference system. Note that Ts[ρ] = T[ρ],
because T[ρ] is the kinetic energy functional of the real system. J[ρ] and Exc[ρ] are the
Coulomb (electron-electron repulsion) energy and introduced earlier exchange-correlation
functional, respectively.
Theset of KSequationshas to besolved in order to obtain theground statedensity as
ρ(r) =
n∑
i= 1
|Φi (r )|2 (2.23)
where r = (x,y,z) andΦi are theKSone-electron orbitals.
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This isdoneby minimizing E[ρ] and solving theKSequations
f KSΦi = εiΦi (2.24)
where εi areorbital energiesand the f KS operator isdefined as
f KS(r) ≡ − 1
2
∇2+ νne(r ) + j(r ) + νxc(r ) (2.25)
The first three terms represent kinetic energy, nuclear-electron interaction, and Coulomb
operators, respectively. The f KS is thepureelectronic single referenceHamiltonian. Equa-
tions (2.24) and (2.25) can rewritten as
hiΦi (r 1) = εiΦi (r 1) (2.26)
and
hi ≡ − 12∇
2
1−
N∑
A= 1
ZA
rAi
+
 ρ(r2)
r 12
dr2+ νxc(r1) (2.27)
where theexchange-correlation potential νxc has to be found, and isdefined as
νxc[ρ] ≡ δExc[ρ(r )]δρ(r ) (2.28)
Theexpression for theelectronic ground stateenergy for an-electronsandN-nuclei system
can bewritten as follows
E[ρ]= − 1
2
n∑
i= 1

Φ∗i (r 1)∇2i Φi (r 1)dr1
−
N∑
A= 1
 ZA
rAi
ρ(r 1)
+
1
2
  ρ(r 1)ρ(r 2)
r12
dr1dr2
+ Exc[ρ] (2.29)
where, thefirst term accounts for thekinetic energy of noninteracting electrons, thesecond
describes the nuclei-electron interactions, the third represents the Coulomb repulsions of
electronsat positions r1 and r2, and the last is theexchange-correlation energy functional.
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Thus, onceExc is known the density of the system (Eq. (2.23)) and the corresponding en-
ergy (Eq. (2.29)) can be found.
The more general treatment of density functionals is provided when electron spin is in-
cluded; this approach is called spin-DFT48 and in the absence of amagnetic field leads to
an Exc functional of the typeExc[ρα (r ),ρβ (r )], whereρα (r ) and ρβ (r ) are thespin α (up)
and β (down) electron densities.
Despite theExc appears in theformulation of theKStheory, itsunique formula isunknown
and thereforetheνxc hasto beapproximatedby finding theexchange-correlation functional
ablegive thebest match to theexact form of theexact operator.
Three levelsof Exc functionalshavebeen developed: Local Density Approximation (LDA)
and its spin-dependant equivalent Local-Spin-Density Approximation (LSDA), General-
ized Gradient Approximation (GGA) andmeta-GGA (mGGA).
TheExc functional iscomposed by two parts, exchange(x) and correlation (c); when added
together they give theexchange-correlation functional (Exc[ρ] = Ex[ρ]+ Ec[ρ]). Both parts
of Exc can be treated at thesame level of approximation or at different levels.
LDA or LSDA is the least accurate level. Its approximation is based on the uniform elec-
tron gaswherenon-interacting electronsmovein thespaceof hypothetical electrically neu-
tral system, filled by apositive charge that is continuously and uniformly distributed. This
meansthat Exc isafunctiononly of ρα (r ) andρβ (r ) varyingwith position r . It is important
to note that in spin-polarized DFT both electron and spin densities are fundamental quan-
tities with the net spin density being the difference between density of α and β electrons
(ρσ (r ) = ρα (r ) − ρβ (r )) and the total density isasum of the two.

− 1
2
∇21−
N∑
A= 1
ZA
rAi
+
 ρ(r2)
r 12
dr2+ νxc(r1)

Φi,σ (r1) = εi,σΦi,σ (r1) (2.30)
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whereσ = α ,β .
Furthermore the exchange-correlation functional is usually different for the α and the β
case, this leading to two sets of spin-polarized Kohn-Sham equations producing α and β
spin orbitals (Eq. (2.30)).49
A typical expression used to represent Exc in LDA is
ELDAxc [ρ] =

ρ(r )εxc(ρ)d(r ) (2.31)
were εxc(ρ) = εx(ρ) + εc(ρ) and for which the exchangeenergy per electron (εx) is given
by
εx(ρ) = − 34

3
π
1/ 3
(ρ(r ))1/ 3 (2.32)
and the correlation energy per electron (εc) is obtained from some known function.12 For
example, εc(ρ) = εVWNc (ρ) , where εVWNc (ρ(r ) is calculated via VWN correlation func-
tional.50
GGA corrects LDA by adding the dependency from the density gradient (i.e., the den-
sity change typically indicated as∇ρ) to thedependency from thedensity at agiven point.
Thegeneral formula for GGA Exc can bewritten as
EGGAxc [ρ] =

f (ρ(r )∇ρ(r )) d(r ) (2.33)
or including spin densities (ρα (r ), ρβ (r ))
EGGAxc [ρ] =

f (ρσ (r ),∇ρσ (r )) d(r ); σ = α ,β (2.34)
For instanceapopular GGA functionalsisBPW91which involvesacombinationof Becke’s
exchange51 functional (usually denoted as B or B88), and Perdew and Wang correlation
functional.52
ThemGGA goesbeyondGGA by including thesecond derivativeof thedensity (∇2ρα ,β ).
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An alternative form of themGGA functional may depend only on theKohn-Sham kinetic-
energy density12 (τσ ):
τσ ≡ 12
occupied∑
i= 1
|∇Φiσ |2 ; σ = α ,β (2.35)
Therefore thegeneral formula for Exc within mGGA is12
EmGGAxc [ρ] =

f
ρσ (r ),∇ρσ (r ),∇2ρσ (r ),τσd(r ); σ = α ,β (2.36)
An exampleof mGGA functional which givesgood results for many properties isTPSS.53
Besides the mentioned ”pure” DFT functionals, another type is widely used. These are
theso-called hybrid functionals, built by hybridizing (or mixing) theEHFx , which isdefined
by HF-exchange formula, with Ex and Ec GGA or mGGA terms. Asan exampleof hybrid
GGA the B3LYP functional will be described in more detail. The version of B3LYP im-
plemented in Gaussian is the Becke’s three-parameter functional,54 where the correlation
functional PW9152,55 isreplacedwith thecorrelation functional by Lee-Yang-Parr (LYP).56
Consequently, the formulaof theunmodified B3LYP isgiven by the following expression
EB3LYPxc = a0EHFx + (1− a0)ELSDAx + ax∆EB88x
+ ELSDA(PW92)c + ac∆ELYPc (2.37)
where
a0 = 0.20,ax = 0.72,ac = 0.81
Thevaluesof theseempirical parameters (a0,ax,ac) wereoptimized by fitting seriesof at-
omization energies, ionization potentials, proton affinities and atomic energies of systems
built from elements of first two rows of the periodic table for B3PW91.54 TheEHFx is the
Hartree-Fock exchangeenergy, ELSDAx istheSlater’sLSDA method (see, Levine12 for more
details), ∆EB88x is the GGA B88 exchange,51 ELSDA(PW92)c is Perdew-Wang parameteriza-
tions57 of LSDA correlation, and ∆ELYPc isGGA LYPcorrelation.
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Theexpression in Eq. (2.37) has to bemodified, as theLYPcannot beseparated into local
and nonlocal correlation expressions,58 therefore instead of ELSDA(PW92)c the (1− ac)EVWNc
term isused, giving the formulaof B3LYPas
EB3LYPxc = 0.2EHFx + 0.8ELSDAx + 0.72∆EB88x
+ 0.19EVWNc + 0.81∆ELYPc (2.38)
The above equation defines the original expression of B3LYP, although as it can be found
in work by Scuseria and Staroverov41 that is not the default B3LYP implemented within
the Gaussian software package. In their work those explained the differences in details,
and so here we only note that the VWN50 term is a key ingredient that alters between
B3LYPvariants. Moreprecisely, in caseof Gaussian thedefault B3LYPfunctional has the
expression
EB3LYPxc = 0.2EHFx + 0.8ELSDAx + 0.72∆EB88x +
0.19EVWN1−RPAc + 0.81∆ELYPc (2.39)
whereRPA is the Random-Phase Approximation to the density functional correlation en-
ergy that improvesupon nonlocal treatment of electron-electron correlation.
An example of hybrid mGGA functional is TPSSh53 which is based on the earlier men-
tioned TPSS functional.
In summary, many ”flavors” of DFT approximations are currently available; according
to Grimme59 exchange-correlations can be ranked with respect to their accuracy in the
following way:
† LDA whereexchange-correlation functional depend only on theelectron density,
† GGA whereboth ρ and∇ρ are involved,
† mGGA which in addition to ρ and∇ρ contain∇2ρ or τ ,
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† Hybrid functionalswhichmix exact (HF) exchange,
† Doublehybrid functionalswhich add thedependenceon thevirtual KSorbitals.
2.1.3.1 Time-Dependent DFT
Time-Dependent (TD) DFT canbeapplied to excited statesof atomic or molecular systems
because electronic excitations as the processes of describing photon-electron interactions
are timedependent.
TheRunge-Gross(RG) theorem isatime-dependent equivalent of thefirst Hohnberg-Kohn
theorem; it guarantees the existence of a uniquely defined external potential for the initial
non-degeneratestate
Ψ0and thetimeevolution of electron density theρ(r ,t). TheRG
theoremdefinestheso-called action integral (A), described by Eq. (2.40), that is interpreted
asa functional of thedensity:
A[ρ] =
 t1
t0

Ψ[ρ](r , t)
i
∂
∂ t − H(r,t)
Ψ[ρ](r ,t)

dt (2.40)
This isnecessary becausethetotal energy of time-dependent systemsisnot maintained and
the variational principle cannot be directly applied to find the energy. Nevertheless, the
variation of A[ρ] with respect to ρ(r ,t) can befound, and theexact density of thesystem is
obtained by solving the time-dependent KSequations
i
∂
∂ tΦi (r ,t) =

− 1
2
∇2+ νKS(r ,t)

Φi (r , t) (2.41)
whereνKS isgiven by
νKS(r ,t) = νext(r ,t) + j(r ,t) + δAxc[ρ]δρ(r ,t) (2.42)
whereνext containsνne and the time-dependent perturbation.
26
In TDDFT the action functional A[ρ] (also called xc kernel) has to be approximated be-
cause its form is not known. This is done through the Adiabatic Local Density Approxi-
mation (ALDA) where instead of theexact xc kernel the time-independent local xc poten-
tials are utilized, which allow to work with ground-state xc potentials in a time-dependent
manner. Another approximation so-called Casida equations is introduced as a convenient
way of applying TD KS approach to calculate the transition energies and momenta of a
given system by using time-independent singly excited KS configurations.60 In order to
introduceCasida’sapproximation, it is convenient to represent TD KSequations in matrix
form, where thedensity is expanded into the set of one-electron time-independent orbitals
{ χi (r )} :
ρ(r ,t) = ∑
p,q
cp(t)c∗qχp(r)χ∗p(r) = ∑
p,q
Pqpχp(r )χ∗p(r ) (2.43)
In Eq. (2.43) Pqp is time-dependent density matrix for which thematrix element of theKS
operator will bedenoted asFqp. Using such representation theKSequationsbecome
∑
q

FqpPqr − PqrFqr= i ∂∂ t Ppr (2.44)
Introduction of the linear-response theory requiresoscillatory time-dependent perturbation
with frequency ω. From Perturbation Theory the expansions of the P and F matrices can
beobtained.
Ppq = P
(0)
pq + P
(1)
pq (2.45)
and
Fpq = F
(0)
pq + F
(1)
pq (2.46)
where the idempotency condition applies
∑
q
P(0)qp P
(0)
qr = P
(0)
pr (2.47)
TheP(0) and F(0) terms in equations (2.45) and (2.46) represent the time independent un-
perturbed theKSHamiltonian and density matrix of theground sate, respectively. Substi-
tution of Eq. (2.45) andEq. (2.46) into Eq. (2.44), and considering only elementsno higher
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than first order, leads to thecoupledmatrix equations (a.k.a., Casidaequations)60

A B
B∗ A∗



 XI
YI

 = ω

1 0
0 − 1



 XI
YI

 (2.48)
where ω denotes the vertical excitation energies and the matrices A, B can be written
in terms of the KS orbital energy differences and two-electron integrals (using Mulliken
notation):
Aia, jb = δi jδab(εa− εi ) + (ia| jb) + (ia| fxc| jb) (2.49)
Bia, jb = (ia|bj) + (ia| fxc|bj) (2.50)
with the usual notation for i, j, and a, b orbitals, i.e., occupied and virtual, respectively. εi
and εa are their respectiveorbital energies. X, and Y arevector arrayswhose I-th elements
represents theexcitation and deexcitation amplitudes, respectively.
The non-Hermitian eigenvalues of theCasida equations (Eq. (2.48)) remain the same, but
their elementscan be transformed into aHermitian eigenvalueproblem
ΩFI = ω2I FI (2.51)
whereΩ and FI aresubjectsof the following transformations
Ω = (A − B)1/ 2(A + B)(A − B)1/ 2 (2.52)
and
FI = (A − B)1/ 2(XI + YI ) (2.53)
The fact that thematrix difference is positive definite allows TDDFT to evaluate the tran-
sition energies and transition moments using time-independent quantities, i.e., the singly
excited KSconfigurations.
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2.2 Modern Coupled Cluster Methodsand Density Func-
tionals
The goal of modern CC methods is to provide a good description of bond breaking, bi-
radicals, and other systems involving large contribution of the non-dynamical correlation
energy, with the simplicity of classical Single-Reference CC (SRCC) methods. This has
resulted in thedevelopment of many CCmethodsbased on non-iterativeapproaches; a few
examples are provided by Gwaltney et. al.,61 and further modified by Hirata and cowork-
ers.62 Theseapproachesare called CCSD(2) and CCSD(2)T, where the last is particularly
important for further discussion in this text (section 2.2.1 and Chapter3). Another encour-
aging idea isbased onMethodsof Momentsof CoupledCluster equations(MMCC), intro-
ducedanddeveloped first by Kowalski andPiecuch.63–66 Thisnewmethodology gives” the
explicit formula for the noniterative correction that needs to be added to energy obtained
in thestandard approximated SRCC calculations, such asCCSD or CCSDT, to recover the
FCI result.” 63,64
Theconventional truncatedCCapproximatesoperator T by substituting it withT(A), which
includeschosen excitation level (mA), and it is given as
T ≈ T(A) =
mA∑
i= 1
Ti (2.54)
wheremA < n, n is the number of correlated electrons in a given system, Tn obeys to the
formalism of second quantization, and has form of
Tn = ∑
i1< ...< ina1< ...< an
ti1...ina1...ana
a1 . . .aanain . . .ai1 (2.55)
In Eq. (2.55), ti1...ina1...an are the relevant cluster amplitudes, ap with p = a1,a2, . . . is the cre-
ation operator acting on unoccupied p spin-orbitals, ar with r = i1, i2, . . . is theannihilation
operator related to occupied r spin-orbitals.
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The classical CC equations (independent from the energy) for this T(A) operator can be
written as
〈Φa1...ani1...in |H¯(A) |Φ〉= 0 (2.56)
The H¯(A) is thesimilarity-transformed Hamiltonian defined as
H¯(A) ≡ e− T(A)HeT(A) = (HeT(A) )C (2.57)
where thesuperscript A indicates the level of CC theory (2 for CCSD, 3CCSDT, etc.) , the
subscript C designates theconnected part of thecorresponding operator.
Theenergy correction of method A is
∆E(A) ≡ E(A) − EHF (2.58)
The construction of the correction δ(A) in MMCC is designed to recover FCI results from
theenergy obtained with SRCCmethods, and it isdefined as
δ(A) ≡ E− E(A) (2.59)
where E is the exact energy of the system (FCI energy), and E(A) is energy of the chosen
SRCCmethod.
Eq. (2.59) is the fundamental equation of MMCC, and it can be expressed in terms of
generalized momentsM i1...ina1...an(mA). Oneway to guide δ(A)0 to reach the ground state (E0)
is to utilize theasymmetric energy expression67 given below
E0 =
〈Ψ0|HeT(A) |Φ〉
〈Ψ0|eT(A) |Φ〉 (2.60)
By applying eT(A)e− T(A) = 1 to Eq. (2.60); Eq. (2.61) isobtained
E0 =
〈Ψ0|eT(A)e− T(A)HeT(A) |Φ〉
〈Ψ0|eT(A) |Φ〉 (2.61)
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Thisgives theasymmetric energy expression in termsof thesimilarity-transformedHamil-
tonian
E0 =
〈Ψ0|eT(A) H¯(A) |Φ〉
〈Ψ0|eT(A) |Φ〉
(2.62)
By using appropriately the resolution of identity in theN-electron Hilbert space
E0 =
〈Ψ0|eT(A)

|Φ〉〈Φ| + ∑Nn= 1∑ i1< ...< ina1< ...< an |Φ
a1...an
i1...in 〉〈Φa1...ani1...in |

H¯(A)|Φ〉
〈Ψ0|eT(A) |Φ〉 (2.63)
which can be rearranged as
E0 =
〈Ψ0|eT(A) |Φ〉〈Φ|H¯(A)|Φ〉+ ∑Nn= 1∑ i1< ...< ina1< ...< an〈Ψ0|e
T(A) |Φa1...ani1...in 〉〈Φa1...ani1...in |H¯(A)|Φ〉
〈Ψ0|eT(A) |Φ〉
(2.64)
Thenormalizationcondition (Eq. (2.65)), must bepostulated inorder toensuretherecovery
of theexact wave function (Ψ0) on the left hand sideof theexpression for theasymmetric
energy.67
〈Ψ0|Ψ(A)0 〉≡ 〈Ψ0|eT
(A)
|Φ〉= 1 (2.65)
Due to the normalization condition the denominator and the first term in the numerator of
Eq. (2.64) vanish, giving theexpression
E0 = 〈Φ|H¯(A)|Φ〉+
N∑
n= 1
∑
i1< ...< ina1< ...< an
〈Ψ0|eT(A) |Φa1...ani1...in 〉〈Φa1...ani1...in |H¯(A) |Φ〉 (2.66)
where, thefirst term is theground stateenergy of the ”classical” SRCC (E(A)0 ) and the
〈Φa1...ani1...in |H¯(A) |Φ〉are thegeneralizedmoments (M i1...ina1...an(mA)), which areprojectionsof the
CCequationson theexciteddeterminants. Keeping inmind that for n≤ mA,M i1...ina1...an(mA) =
0 theexpression
E0 = E
(A)
0 +
N∑
n=mA+ 1
∑
i1< ...< ina1< ...< an
〈Ψ0|eT(A) |Φa1...ani1...in 〉× M i1...ina1...an(mA) (2.67)
can bewritten. This is very similar to theoriginal expression introduced first by Kowalski
and Piecuch63 via the energy functional. Furthermore, since the exact MMCC correction
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δ(A) isdefined asthedifferencebetween theexact energy and theenergy obtained from the
SRCCapproximatedmethod (Eq. (2.59)), now it can bewritten in termsof thegeneralized
moments. For theground statecase theexact MMCC correction
δ(A)0 =
N∑
n=mA+ 1
∑
i1< ...< ina1< ...< an
〈Ψ0|eT(A) |Φa1...ani1...in 〉× M i1...ina1...an(mA) (2.68)
Although theexact MMCCcorrection given inEq. (2.68) isstill very similar to theoriginal
formulation,63 here the denominator vanished due to the normalization condition intro-
duced first in work by Piecuch andWloch.67 The two-body interactionscontained into the
Hamiltonian condition strip the upper summation limit of Eq. (2.68) to NA. At the same
time the n-body moments M i1...ina1...an with n > NA will vanish. Therefore, δ(A)0 is in fact,
independent from thenumber of electrons, and can bewritten as
δ(A)0 =
NA∑
n=mA+ 1
∑
i1< ...< ina1< ...< an
〈Ψ|eT(A) |Φa1...ani1...in 〉× M i1...ina1...an(mA) (2.69)
In other words, the ”classical” SRCC methods are obtained when the moments for n =
1, . . . ,mA are imposed to vanish, and NA ≥ n > mA arenot taken into account. For MMCC
equationsthat isnot thecase. After determiningT(A), by zeroingmomentsfor n= 1, . . . ,mA,
the remaining moments (for n > mA) can be calculated for determining δ(A), which when
added to the ground state energy of the ”classical” SRCC will retrieve the exact ground
state energy. The upper summation limit in Eq. (2.69) gives themaximum value of non-
zero n-body moments. For example, for mA = 2, themaximum valueof non-zeromoments
NA issix, and only n = 3,4,5,6momentsare left.
In order to develop computationally efficient MMCC methods the n-body expansions for
δ(A) needsto betruncated at somelow excitation level, labelled asmB (wherethecondition
mA < mB ≤ NA has to be satisfied); this leads to approximated MMCC approaches called
MMCC(mA,mB). The Renormalized (R) and Completely-Renormalized (CR) CC meth-
odsare themost noteworthy membersof theMMCC(mA,mB) family; specifically theseare
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R-CCSD(T), CR-CCSD(T), R-CCSD(TQ) and CR-CCSD(TQ). Details about thesemeth-
ods can be found in work by Piecuch et al.66 and references therein and are beyond the
aim of thiswork. Therefore, only thenewest and more reliableapproximationsof MMCC
reformulated through the left eigenstatesof similarity-transformedHamiltonianwill bede-
scribed (see next section). As a conclusive note it is worthwhile to stress that R-CC is a
simplified version of CR-CC methods where the projections of the SRCC equations onto
the excited configurations (i.e., moments) contain only the lowest-order terms of the two-
body part of theHamiltonian.63
2.2.1 Essentialsof theBior thogonal MMCC Theory
The reason behind developing another way to correct CC methods based on single refer-
ence is that despite the efforts in developing the truncated CC approaches discussed be-
fore, even sophisticated methods as CR-CCSD(T) based on MMCC do not satisfy some
of the desirable features for methods in quantum chemistry, i.e., to provide high accu-
racy for ground and excited states (including nearly-degenerated states and biradicals), to
have manageable computational cost, and size-extensivity. CR-CCSD(T) and other sim-
ilar methods are very good for describing single-bond breaking and biradical’s reaction
pathways,68,69 but they are less accurate than ”classical” CCSD(T) in minimizing the en-
ergy. Besides they also minimally (∼0.5% of the total correlation energy70) break the
size-extensivity of CC theory. To address these issues a new class of MMCC approaches
involving single-reference, characterized by size-extensiveCCwith higher-thandoubly ex-
cited noniterative corrections, has been proposed by Piecuch’s group.67,71 This new class
of MMCC approaches (MMCCL) arises from the biorthogonal MMCC formalism, which
allows to treat the left (bra) and the right (ket) side of CC equations (or in case of excited
states, EOMCC) separately. TheMMCCL approach with non-iterative triples, called CR-
CC(2,3) is so far themost significant method in this approach. CR-CC(2,3) is at least as
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accurateasCCSD(T) for non-degenerated ground-statemolecules, it ismoreaccurate than
CCSD(2)T, CR-CCSD(T), and other similar methods in the biradical/bond stretching re-
gions. Furthermore, it does not violate the size-extensivity, and its the cost is similar to
CCSD(T), CCSD(2)T or CR-CCSD(T).67
The derivation of CR-CCL can be started from the asymmetric energy functional E[Ψ]
defined first by Kowalski and Piecuch in 2000 (with thesymbol Λ there).63
E[Ψ] = 〈Ψ|H|Ψ
CC〉
〈Ψ|ΨCC〉 , E[Ψ0] = E0 (2.70)
whereΨCC = eT(A) |Φ〉gives theexact ground stateenergy by solving theequation
E0 =
〈Ψ0|HeT(A) |Φ〉
〈Ψ0|eT(A) |Φ〉 (2.71)
Asdonebefore for MMCC, equation (2.71) can bemodified into
E0 =
〈Ψ0|eT(A) H¯(A) |Φ〉
〈Ψ0|eT(A) |Φ〉 (2.72)
Substituting the ”bra” (left) sidewith 〈Φ|L0e− T(A)
E0 =
〈Φ|L0e− T(A)eT(A) H¯(A)|Φ〉
〈Φ|L0e− T(A)eT(A) |Φ〉
(2.73)
and sinceeT(A)e− T(A) = 1 theequation
E0 =
〈Φ|L0H¯(A)|Φ〉
〈Φ|L0|Φ〉 (2.74)
isobtained.
Note that onceagain thenormalization condition (Eq. 2.65) is imposed to assure the
MMCCL correction to properly restore thedifferencebetween FCI and CC(A) energies.
Applying the resolution of identity in theN-electron Hilbert space
(|Φ〉〈Φ| + ∑Nn= 1∑ i1< ...< ina1< ...< an |Φ
a1...an
i1...in 〉〈Φa1...ani1...in | = 1) to H¯(A) in Eq. (2.74) and sorting it out
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gives
E0 = 〈Φ|L0|Φ〉〈Φ|H¯(A)|Φ〉+
N∑
n= 1
∑
i1< ...< ina1< ...< an
〈Φ|L0|Φa1...ani1...in 〉〈Φa1...ani1...in |H¯(A)|Φ〉 (2.75)
wherethefirst termequalsone(from thenormalization condition), thesecond istheground
stateenergy of method A, and the last is thenon-iterativecorrection δ(A)0 given by
δ(A)0 =
NA∑
n=mA+ 1
∑
i1< ...< ina1< ...< an
〈Φ|L0|Φa1...ani1...in 〉  
a1...ani1...in
〈Φa1...ani1...in |H¯(A) |Φ〉  
M i1...ina1...an
(2.76)
In Eq. (2.76) the upper and lower summation limits have been stripped. The upper and
lower limits both vanish; the former due to the truncation level (mA < N), and the latter
because of those elements with n ≥ mA. Therefore the final mathematical expression for
theexact ground-stateenergy for theCR-CCL approach is
ECR−CCL0 = ECC0 +
NA∑
n=mA+ 1
∑
i1< ...< ina1< ...< an
a1...ani1...in M
i1...in
a1...an(mA) (2.77)
Asan example let usconsider theCR-CC(2,3) method (known also asCR-CCSD(T)L ), for
which theexplicit equation for theground-stateenergy is
E[CR−CC(2,3)]0 = E
(CCSD)
0 + ∑
i< j< k
a< b< c
abci jk M
i jk
abc(2) (2.78)
whereM i jkabc(2) corresponds to theprojectionsof theCC equationson theexcited determi-
nantsnot included in theCCSD method, and it is given below as
M i1...ina1...an(2) = 〈Φa1...ani1...in |H¯CCSD|Φ〉
= 〈Φabci jk |(HeT1+ T2)C|Φ〉, n = 3 (2.79)
Itsgeneral form is
M i1...ina1...an(mA) = 〈Φa1...ani1...in |H¯(A)|Φ〉
= 〈Φa1...ani1...in |(HeT
(A)
)C|Φ〉 (2.80)
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Theamplitudesa1...ani1...in defining theexact deexcitation operator L, and theFCI ”bra” satis-
fies theequation
〈Φ|LH¯(A) = E0〈Φ|L (2.81)
where
L = L(A) + δL(A) = ∑mAn= 0Ln+ ∑Nn=mA+ 1Ln,
and
Ln = ∑
i1< ...< ina1< ...< an
a1...ani1...in a
i1...inaa1...an (2.82)
By decomposing theexact deexcitation operator L into L(A) and δL(A) thefirst part can be
solved quiteeasily for method A, by employing thedeexcitation operator L(A)
L (A)  L(A) = 1+ Λ1+ Λ2+ . . . + ΛmA (2.83)
where, theoperator Λ(A) is so-called ” lambda” operator,72 and L(A) = L(A) whenmA = N.
δL(A) may also be truncated at some low level, notedmB, asshown below
δL(A) ≈
mB∑
n=mA+ 1
L n (2.84)
This leads to theapproximated form of L
L ≈ 1+ Λ1+ . . . + ΛmA +
mB∑
n=mA+ 1
L n (2.85)
where
L n = ∑
i1< ...< ina1< ...< an
a1...ani1...in a
i1...inaa1...an, n = mA+ 1, . . . ,mB (2.86)
Thereforethedesiredcorrectionδ0(mA,mB)L canbeobtainedviathegeneralizedmoments
M i1...ina1...an(mA) defined as follows
δ0(mA,mB)L ≡
mB∑
n=mA+ 1
∑
i1< ...< ina1< ...< an
a1...ani1...in M
i1...in
a1...an(mA) (2.87)
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For theCR-CC(2,3) ground state
〈Φ|L0H¯CCSD|Φabci jk 〉= ECCSD0 ˜abci jk (2.88)
whereL0 ≈ L(CCSD) + L 3, which leads to theexpression
〈Φ|L(CCSD)H¯(CCSD)|Φabci jk 〉+ ∑
l< m< n
d< e< f
〈Φdeflmn|H¯CCSD|Φi jkabc〉deflmn = ECCSD0 abci jk (2.89)
solving Eq. (2.89) for theamplitudesi jkabc gives
i jkabc =
〈Φ|(1+ ΛCCSDH¯CCSD|Φabci jk 〉
Di jkabc
Di jkabc = E
CCSD
0 − 〈Φabci jk |H¯CCSD|Φabci jk 〉 (2.90)
TheCR-CC(2,3) methodcanalsobeapplied toopen-shell systemsby employing theROHF
referencewave function. A benchmark study showing the applicability of this method to
such systems can be found, for example, in the paper by Wloch.et al.73 While the dis-
cussion above has focused on the electronic ground-state, in some cases the excited states
may beof interest in agiven chemical problem. Excited states of different symmetry than
the ground state can be handled as easily as the ground state by using standard post-HF
methods. However, if these systemsare open-shell amultireferencewave function for the
correct zeroth-order description might be necessary.6 Another problem can occur: using
augmented basis sets may be unnecessary to describe the ground state. On the contrary
electronically excited statesaremuchmorediffused than theground state, and assuch they
requirebigger and thereforemoreexpensivebasis set (onewhich included- and other dif-
fuse functions). Additionally, for excited states with low energy and the same symmetry
of the ground-state the situation is harder because HF and other variational methods will
simply find the lowest possible solution of the Shro¨dinger equation, i.e., the ground state
instead of desired excited state.
Thecomputational methodwhich isbased on single-referencewavefunctionsand presents
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very convenient approach to excited states is the Equation-of-Motion Coupled Cluster
method (EOMCC).74–78 The main idea behind EOMCC is to calculate the vertical exci-
tation energy (ωµ) that allows to determine the excited-statewave functionΨµ . ωµ is the
differencebetween excited and ground stateenergies, denoted in theequation below asEµ
and E0, respectively
ωµ ≡ Eµ − E0 (2.91)
A vertical excitation energy for a given system is typically found by solving the truncated
EOMCCequationsat some lower level (A)
〈Φa1...ani1...in |(H¯(A)openR(A)µ,open)C|Φ〉= ω(A)µ ra1...anµ,i1...in (2.92)
where ra1...anµ,i1...in are excitation amplitudes, and R
(A)
µ,open and H¯(A) correspond to the ”open”
diagramsof H¯ and Rµ, i.e. diagramswith theexternal Fermion lines70
TheR(A)µ term is the linear excitation operator that generates theexcited state function
|Ψµ〉= RµeT|Φ〉 (2.93)
where
Rµ = Rµ,0+
N∑
n= 1
Rµ,n ≡ rµ,01+
N∑
n= 1
∑
i1< ...< ina1< ...< an
ra1...anµ,i1...ina
i1...inaa1...an (2.94)
In Eq. (2.94) theoperator 1 is theunit operator, and by definingRµ= 0 = 1 theexcitedwave
function (Eq. 2.93) can be applied the both ground state µ = 0 and excited states µ > 0.
By solving thesystem of EOMCCequations (2.92) Rµ,open andωµ arecalculated, and rµ,0
for the referencedeterminant |Φ〉 is obtained by solving following equation
rµ,0 =
〈Φ|(H¯openRµ,open)C|Φ〉
ωµ (2.95)
Finally, theoperator Rµ isknown and |Ψµ〉can bedetermined.
Standard truncated EOMCC methods such as EOMCCSD or EOMCCSD(T) encounter
problemswith two-electron (or in general many-electron) transitions arising from the fact
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that their ground-statesareequivalent. In caseof EOMCCSD this isdueto a lack of higher
cluster operators(i.e., mainly T3 andT4), that arecrucial to correctly describeexcited states
having adominating doubly excited character and/or bond breaking coordinates along the
PES. Although EOMCCSD(T) approximates effects of T3 cluster, this method also fails
because theMBPT arguments areused to account for triples.66 TheMethodsof Moments
theory significantly improves ground-state truncated SRCC methods such as CCSD(T),
therefore it represents thechoice to improve truncated EOMCCmethods.
MMCC theory can beapplied to excited-states66,79–81 by following thesameprocedureas
for theground-stateCCmethods, theonly differencebeing that now theexact excited-state
energy (Eµ) is recovered. This is done by adding the excited-state noniterative correction
δ(A)µ (containing the generalized moments of the EOMCC equations) to the excited-state
energy obtained from some low level EOMCC method, denoted by mA (A is as usual the
level of the truncation). Themoregeneral biorthogonal MMCC formalism (MMCCL) dis-
cussed before has an advantage over the original MMCC in the finite δ(A)0 expansion (see
Eq. (2.76)) and thesame is truewhenMMCCL isapplied to the formuladefining δ(A)µ 82
δ(A)µ ≡ Eµ − E(A)µ = ∑
NA,µ
n=mA+ 1∑i1< ...< ina1< ...< an〈Ψµ |eT
(A) |Φa1...ani1...in 〉× M i1...inµ,a1...an(mA)
〈Ψµ |R(A)µ eT(A) |Φ〉
(2.96)
Thenumber of generalizedmoments (Mi1...inµ,a1...an(mA)) in Eq. (2.96) is independent from the
number of electrons in the system (which is emphasized by the upper summation limit
NA), but it has to be lowered in order to reduce the cost of calculations. This reduc-
tion is determined by the choice of the mB level and it leads to approximated nonitera-
tive corrections δµ(mA,mB), which aremore competitive for practical applications of the
excited-stateMMCCL methods. TheCR-EOMCC(2,3) approach82,83 (also abbreviated as
CR-EOMCCSD(T)L ) is an excellent example where the number of generalized moments
in δ(2,3) is reduced from 8 to 3. This method can be seen as a reformulated version of
CR-EOMCCSD(T) first introduced by Piecuch et al.81 The CR-EOMCC(T) eliminates
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failuresof ”classical” EOMCCSD(T), which (asmentioned before) ultimately results from
theperturbative form of triple excitations, that are ineffective for describing excited states
dominated by electron-pair excitations and larger area of excited-state potential energy
surfaces.84 Despite this success, the CR-EOMCCSD(T) method suffers from small size
extensivity errors, which affect theamount of recovered total correlation energy.
The explicit CR-EOMCCSD(T) energy formula (Eq. (2.97)) redefined utilizing MMCCL
theory leadstomoreaccuratedescription of theexcited states, especially for theopen-shell
systemsdominated by doubleexcitations:
Eµ(2,3) = E
(EOMCCSD)
µ + ∑
i< j< k
a< b< c
〈Ψµ |M i jkµ,abc(2)|Φabci jk 〉
〈Ψµ|R(A)µ eT1+ T2|Φ〉
(2.97)
where themomentsM i jkµ,abc(2) can bewritten as
M i jkµ,abc(2) = 〈Φabci jk |(H¯(CCSD)R(CCSD)µ )|Φ〉 (2.98)
Thereformulatedexpression for Eµ(2,3), which isthekey ideabehind theCR-EOMCC(2,3)
scheme82,83 is shown in Eq. (2.99), as an example of MMCC(mA,mB)L methodology for
excited states:
Eµ(2,3) = Eµ + δµ(2,3) (2.99)
whereδµ(2,3) = ∑ i< j< k
a< b< c
abcµ,i jkM
i jk
µ,abc(2).
The triply excitedmomentsM i jkµ,abc(2) aredetermined using theexpression
M i jkµ,abc(2) = 〈Φabci jk |H¯(CCSD)(Rµ,0+ Rµ,1+ Rµ,2)|Φ〉 (2.100)
Note that the δ(A)µ given in Eq. (2.96) is more general for the noniterative corrections be-
cause it can be reduced to theground state. Its formula in theMMCC(mA,mB)L is
δµ(mA,mB)L = ∑
i1< ...< ina1< ...< an
a1...a2µ,i1...inM
i1...in
µ,a1...an(mA) (2.101)
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where the normalization condition (Eq. (2.102)) has to bemaintained in order to recover
theFCI energy Eµ:
〈Φ|L (A)µ R(A)µ |Φ〉= 1 (2.102)
Eq. (2.102) givesexpression in Eq. (2.65) when µ = 0 and R(A)µ = 1.
Furthermore, Eq. (2.102) is similar to theoriginal biorthogonal condition
〈Φ|L(A)µ R(A)ν |Φ〉= δµ,ν (2.103)
which describes the excited left states, obtained utilizing the deexcitation operators L(A)µ ,
definedby their amplitudesa1...anµ,i1...in. Moredetailsabout different CR-EOMCC(2,3) variants
can be found in recent work by Wloch et al.83
The importanceof EOMCC theory isnot limited to itscapability of calculating thevertical
excitation energiesωµ , but it also can be applied to obtain Ionization Potentials (IP) and
Electron Affinities (EA). Therefore, when one wishes to explore the EOMCC formalism,
the following abbreviationsareusually used: EE-EOMCC, IP-EOMCC, andEA-EOMCC.
Thesereflect theability of themethod toobtain: excitationenergy, ionization-potential, and
electron affinities calculations, respectively (numerical examples are reported by Piecuch
et al.82). The EOMCC methodology can be seen as reformulation of the CC Linear Re-
sponse Theory (CC-LRT),85–87 and both are theoretically identical to earlier developed
Spin-AdaptedCluster Configuration Interaction (SAC-CI).88 This last method hasbeen ex-
tended toSAC-CI general-Rmethod89,90 for processesinvolvingmulti-electron excitations
asoften found in open-shell of excited state systems.88 Finally, other promising CCmeth-
odsfor excited statesworthmentioning havebeen developed by Krylov et al. Thesearethe
Spin-Flip Coupled Cluster,16,91,92 and the spin-conserving EOMCC,93 although the latter
reprises ideascontained in earlier developed CR-EOMCC(2,3).82
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2.2.2 Beyond Standard Exchange-Correlation Functionals
Relevant recent development in DFT are based on a few key ideas which can be used to
categorized functionals into: parameterized, adiabatic connection, local hybrid, doublehy-
brid and long-rangecorrected.42 Thefirst group isacontinuation of avery well established
ideaof constructing the xc functional using somenumber of empirical parameters that are
fitted tomatch databases, for example, experimentally found heatsof formation for organic
compounds. Theadvancebeyond popular fitting done in the past, such as for B3LYP54,56
(three parameters adjusted to reproduce experimental data set G1), is the use of a much
larger library containing chemical speciesof importance. Thisapproach led to thedevelop-
ment of somevery successful functionals, as theTruhlar’sgroupM06 functional family.94
Despite how well behaving parameterized functionals may be the outcome of the fitting
proceduredoesnot addressan important issue, i.e., thenumber of parametersnecessary to
find themathematical formulawhich gives that of the ”exact” functional.
Theso-called adiabatic connection95 isamethodwhich allows to continuously transform a
model system intoaphysical system. Inother wordsastandardxc functional canbeviewed
asavery basic link or an adiabatic connection between themodel system consisting of the
noninteracting particles. Such model is enforced to produce properties of a real system
such asground-stateenergy and density.96 Hence, either themodel system or amethod of
building a functional can bemodified so that abetter adiabatic connection can beensured,
and thedescription of thereal system can improve. Thesecond approach, i.e., constructing
a functional by employing amodel for theadiabatic connection integrant (Exc =
1
0 Wλ dλ
whereWλ = 〈Ψλ |Vee|Ψλ 〉− J[ρ]), blossomed over the last few years.42 Yet, a somewhat
similar problem occursas for theparameterized functionals thenumber of ways to exploit
the link might beendless. Nevertheless, this development is very promising and in the fu-
ture it may provideanswers for someof themain challengesof DFT such as limitations in
dealing with strongly correlated systems (for moredetails seework by Cohen et al.42 and
42
references therein).
Functionals involving unoccupied orbitals and eigenvalues are called double hybrids be-
cause they are based on the key idea of mixing the standard GGA xc functional with a
fraction of HF exchange and a perturbative second-order correlation generated from these
KS orbitals and eigenvalues. These orbitals and eigenvalues are different from those pro-
duced by MP2 (Chapter 2, Section 2.1.2), because they arise from a local potential instead
from HF. Therefore, one-electron excitations introduce a small contribution. An example
of double-hybrid functional isB2PLYP97
EB2PLYPxc = (1− axEGGAx + axEHFx + (1− ac)EGAAc + acEMP2c (2.104)
with
EPT2c =
1
4∑ia∑jb t
i j
abK
i j
ab (2.105)
whereKi jab are theantisymmetrized two electron exchange integralsand t
i j
ab are thedoubles
excitation amplitudes.
A new idea is based on using the fluctuation dissipation theorem98 where the correlation
energy of theground-stateisnow expressedasan integral runningover thefrequency which
dependsonmany-body aswell assingle-particleexcitations. Thisdependenceisexpressed
by the random phaseapproximation (RPA)42
ERPAc = ∑
ia
ωia− Aia,ia. (2.106)
2.2.2.1 Long-RangeCorrected DFT
The last recent development is given by the Long-RangeCorrected (LRC) xc functionals.
Since electron interactions in the long-range are not treated properly by standard xc func-
tionals an improper treatment of Rydberg states as well as large errors for CT transitions
can occur.60,99,100 In fact in the standard xc functionals the asymptotic decay of the xc
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potential (νxc) is too rapid, i.e., limr→∞νxc(r) = − 1r . Oneof themost promising remedies
to such issue is to increasingly substitute the long-rangepart of the density exchangewith
HF exchange. This originates101,102 from the idea of separating the range of the electron-
electron interactions into two parts: short- and long-range. The range separation depends
on theerror function given by theequation
1
r12
=
er f c(γr12)
r12
+
er f (γr12)
r12
(2.107)
which represents a partitioning of the total exchange energy into short- (first term) and
long-range (second term) contributions where the er f term is the error function, γ is the
rangeseparation parameter and ri j is thedistancebetween electron i and electron j.
The long-rangeHF exchange (ELR−HFx ) isdefined as42
Ex ≡ − 12∑i jσ
  Φ∗iσ (r1)Φ jσ (r1)er f (γr12)Φ∗jσ (r2)Φiσ (r2)
|r1− r2| dr1dr2 (2.108)
and the long-rangeDensity Functional Approximation (DFA) exchange (ELR−DFAx ) is cal-
culated using itsexplicit formula.
Equation (2.107) was later generalized by Yanai et al.103 who introduced two extra pa-
rameters which allow to manipulate the amount of contribution from the HF exchange in
theshort- and long-rangeregionsand to study theimportanceof EHFx over thewholerange.
Thisgeneralized form of theCoulomb potential (1/ r12) isgiven by
1
r12
=
1− [α + β ·er f (γr12)]
r12
+
α + β ·er f (γr12)
r12
(2.109)
with 0 ≤ α + β ≤ 1, 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1 where α and α + β define the fraction of
HF exchangeat r12 = 0 and r12 = ∞, respectively.
Hence theLRC-DFA can bedescribed by theexpression104
ELRC−DFAxc = EDFAc + CHFESR−DFAx + (1− CHF)ESR−DFAx (γ) + ELR−HFx (γ) (2.110)
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wherefirst term isthecorrelation (c), usually providedby GGA, thesecond istheexchange
(x) functional with afraction of HFexchange(definedby theCHF coefficient). Thelast two
terms represent theshort- (SR) and long-range (LR) componentsof theCoulomb potential
given in Eq. (2.109).
WhilediscussingLRcorrected schemeit is important to alsomention thederivativediscon-
tinuity,105 which isrelated to another worthmentioning term, theso-calledSelf-Interaction
Error (SIE).106 These will be briefly discussed next starting with the latter. Traditionally
the”one-electronSIE”107 isdefined asthe” inexactnessof theone-electron systems” .106 In
other words ”one-electron SIE” is thespuriouselectron self-repulsion caused by theuseof
standard xc functional approximations.108 Apart from the ”one-electron SIE” , which can
beeliminated, the so-called ”many-electron SIE” is also present (see for examplework of
Ko¨rzdo¨rfer, et al.112). The consequences of the latter can be readily seen when one con-
siders the trend representing the change of the total ground state energy (∆E) versus the
integer electron number (N). Basically, in the exact DFT theory109 this trend for an open
system (system that is allowed to exchange electrons with the environment) is a straight
line. Furthermore, the linear dependence must be segmented by the derivative disconti-
nuities at each integer. This is necessary because going from the neutral (∆N = 0) to the
cation (the electron deficient portion of the plot with ∆N < 0) or from the neutral to the
anion (theelectron rich regionwith ∆N > 0) theelectron number variesby asmall fraction
(η ) and theenergy jump occurs. In other words thederivativediscontinuity defined for the
Exc[ρ] as110
∆xc = limη→0+
δExc[ρ]
δρ(r ) |N+ η −
δExc[ρ]
δρ(r ) |N+ η

(2.111)
should benonzero.
At an intuitive level this requirement is understandable since input of energy is neces-
sary to remove or attach an electron. However, due to the ”many-electron SIE” the trend
∆E vs. N (or more specifically ∆N) does not represent a straight line, instead for standard
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xc functionals it curves either up or down depending on the delocalization error, i.e., the
positive curvature occurswhen too little delocalization is present and the negative in case
of toomuch delocalization.111 The”many-electron SIE” can beminimized for exampleby
utilizing ”first-principles” tuning for the long-range corrected hybrid functionals.112 Note
that thismethod will beshortly discussed later (Chapter 4, Sections4.2.1.1 and 4.2.2).
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Chapter 3
TheSizeExtensivity Problem in
Excited-StateEOMCC Methods1
3.1 Br ief Introduction
Thesizeextensivity error (i.e., an error due to theenergy not scaling linearly with increas-
ing number of electrons) has been eliminated from theground-stateMethods of Moments
of Coupled Cluster equations (MMCC) methods, such as CR-CCSD(T),67 by employing
the biorthogonal MMCC (viz. MMCCL) formalism.71,83 The success of the CR-CC(2,3)
schemewasoneof themain reasons to extend theMMCCL method to electronic excited-
states, i.e., CR-EOMCC(mA,mB) methods (for moredetails see section 2.2.1). Sizeexten-
sivity is required for a proper description of some important processes. For instance, the
size extensivity error exceeding the chemical accuracy (1 kcal/mol) can seriously affect
accuracy of computed singlet-triplet energy gapsor dissociation energies.114
1Thematerial contained in thisChapter wasprepared in collaboration with N. Bauman.113
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The size extensivity problem of the CR-EOMCCSD(T) method, which is an analog of
CR-CCSD(T) for the excited-states and the precursor of the CR-EOMCC(2,3) approach,
hasbeen examined by Wloch et al.,70 where it hasbeen shown that calculated excited-state
energies obtained with themost accurate CR-EOMCCSD(T),ID approach introduce rela-
tively small sizeextensivity errors(at least for systemsup to about 50 correlated electrons).
Furthermore a significant improvement is seen compared to other tested methods involv-
ing approximated triples corrections, i.e., EOMCCSDT-1 and CC3, especially for states
dominated by two electron excitations. Note that such states cannot beproperly described
by EOMCCSD, even though this method is size intensive. In case of vertical excitation
energies the size-extensive quantity was also numerically tested for the noninteracting C2
+ nNe (n = 1,2,3) systems, which if correctly described should not depend on n. Vertical
excitation energies of the lowest excited states calculated for these systems with the CR-
EOMCCSD(T),ID approacharesuperior in comparison to valuesobtainedviaEOMCCSD,
CC3andEOMCCSDT-1afor thedoubly exited states. Moreover, in spiteof lack of thesize
intensivity of this approach, the accuracy of predicted vertical excitation energies for ex-
cited states dominated by double excitations is either exceeding or similar to the accuracy
of computed vertical excitation energiesof thesingly excited states.70
3.2 Motivation and Methodology
Hirataand coworkersdeveloped theEOM-CCSD(2)T115 method, which is capableof pro-
viding size-intensive excitation energies. Nevertheless the authors themselves admit that
enforcing cancelation between the zero-body components of the second-order triples cor-
rection to the excited-state (E(T0)µ ) and the ground-state (E
(T0)
0 ), is an ad hoc solution
as it is ”neither rigorous nor accurate” .115 An thorough analysis presented in a later
study by Piecuch’s group82 provides some insights into size extensivity problem of CR-
EOMCC(2,3), but dilemma on how to remove the error associated with this problem re-
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mains unsolved. Moreover, that work shows that Hirata’s recipe to restore strict size in-
tensivity in theapproximated EOMCCapproaches involving triplescorrections to the total
correlation energy isnot what wecould call a logical and analytical way to improveon this
complex issue. It becomeclear that the reason for not retaining thesize intensivity of exci-
tation energiesobtainedwithCR-EOMCC(2,3) and other closely related approaches isdue
to ” thepresenceof thesize-extensive (rµ,0 = 0) or approximately size-extensive (non-zero
rµ,0) contribution”82 indicated asβµ(2,3):
βµ(2,3) ≡ ∑
i< j< k
a< b< c
(rµ,0abcµ,i jk− abc0,i jk)M i jk0,abc(2) (3.1)
where rµ,0 is the amplitude describing the zero-body component (Rµ,0) of the operator
RCCSDµ , whosegeneral expression isgiven inEq. (2.94). abcµ,i jk and
abc
0,i jk arethede-excitation
amplitudes that enter the triplescorrectionsδµ(2,3) of theexcited-stateand δ0(2,3) of the
ground-state, respectively. TheM i jk0,abc(2) are triply excited moments of the ground-state
CCSD equations.
The vertical excitation energy
ωCR−EOMCC(2,3)µ is the energy difference between the en-
ergy of agiven excited stateand theground-state,
ωCR−EOMCC(2,3)µ ≡ ECR−EOMCC(2,3)µ − ECR−CC(2,3)0 (3.2)
and it can bewritten as
ωCR−EOMCC(2,3)µ = ωCCSDµ + αµ(2,3) + βµ(2,3) (3.3)
whereωCCSDµ isthevertical excitationenergy of EOMCCSD, βµ(2,3) in theequation (3.1),
and αµ(2,3) term isgiven by
αµ(2,3) = ∑
i< j< k
a< b< c
abcµ,i jkM˜
i jk
µ,abc(2) (3.4)
with M˜ i jkµ,abc(2) = 〈Φabci jk |H¯CCSD(Rµ,1+ Rµ,2)|Φ〉.
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Note that both ωCCSDµ and αµ(2,3) are size intensive, but βµ(2,3) is not. Additionally,
the later cannot be eliminated fromωCR−EOMCC(2,3)µ unless its contribution to theδµ(2,3)
of ECR−EOMCC(2,3)µ isenforced to cancel out with thecontribution to theδ0(2,3) of
ECR−EOMCC(2,3)0 . In other words by eliminating the βµ(2,3). In fact in doing so we can
obtain amodified CR-EOMCC(2,3)A approach called here H-CR-EOMCC(2,3)A, which
produces exactly the same results as the EOM-CCSD(2)T method. Hence, removing of
the ground-state contributions from the excited-state corrections δµ(2,3) is an incorrect
approach to avoid violation of thesizeextensivity of theCR-EOMCC(2,3) approachesand
other analogous methods. The question proposed by our group was: how the computer
codemay beedited so that one removes thesizeextensiveerrors but in amore logical and
analytical approach?
Thiscode isavailable in so-called CC PACKAGE, and can bemodified to remove thesize
extensivity errors. The analysis of changes caused by modifying CC PACKAGE code is
done for previously studied nonineracting C2 + nNe (n = 1,2,3) systems, where the C-C
bond distance was set up to be 2.348 bohrs and the modified aug-cc-pVDZ116 basis set
was utilized. Furthermore, the performance of EOM-CCSD(2)T approach was tested by
recalculating vertical excitation energies of CH+ , C2 and H2CO molecules by our H-CR-
EOMCC(2,3),A andH-CR-EOMCC(2,3),D. Note that theD variant differ from theA vari-
ant only in the form of the perturbative denominator, which in caseof the former is of the
Epstein-Nesbet typeand for A it istheMo¨ller-Plesset type. Also theCR-EOMCCSD(T),ID
was modified in order to verify how the CR-EOMCCSD(T),ID approach would perform
if corrected using Hirata’s idea.115 These results were compared with CR-EOMCC(2,3)
variants (A and D), CR-EOMCCSD(T),ID/IA, EOM-CCSD and FCI values. In addition
the relationship between Reduced Excitation Level (REL) and difference between CR-
EOMCC(2,3),A, CR-EOMCC(2,3),D and EOM-CCSD were examined as well as the ac-
curacy of thesemethodscompare to FCI for C2, N2 and H2Omolecules.
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3.3 Resultsand Discussion
Theaccuracy of thepredictedvertical excitationenergieswithmethodsmentionedearlier is
given as theerror relative to FCI values, reported for C2 moleculeby Christiansen et al.116
(see Table 3.1). In the case of neon atom(s) the aug-cc-pVDZ117 basis set was employed,
the distance between C2 molecule and Ne atom(s), in the C2 + nNe systems, was im-
posed to be1000 A˚ to ensureno interactionsbetween thesesystems. All calculationswere
preformed using theGAMESS118,119 software package, unless stated differently. Results
presented in the Table 3.1 show that despite the size intensivity of H-CR-EOMCC(2,3),A
andH-CR-EOMCC(2,3),D thedifferencesbetween resultsobtainedwith theseapproaches
and FCI valuesare significant. For example, for 1Πu stateof C2 + nNesystemscomputed
with theH-CR-EOMCC(2,3),A approach theexcitation energiesdiffer by -17.3 eV. While
even A variant of the size extensive CR-EOMCC(2,3), which is generally less accurate
than D variant,82 gives results that vary only 7.1 eV from FCI for the C2 + Ne (smallest)
and 9.7 eV for theC2 + 3Ne (biggest) system. Moreover, theH-CR-EOMCC(2,3),D does
not improveon valuesof excitation energies, as thedifference is -26.7 eV compare to FCI.
WithCR-EOMCC(2,3),D valuesof excitation energiesof all statesareimproved, in caseof
1Πu state thesedifferencesarereduced to 3.9 eV for thesmallest and 9.7 eV for thebiggest
of C2+nNesystems.
Next, we compared the size extensivity errors introduced by themethods considered here
(seeTable3.2); theseare theexcitation energy differences (∆ωXµ ), defined as follows:
∆ωXµ ≡ ωXµ (C2+ nNe) − ωXµ (C2) (3.5)
where n is the corresponding number of Ne atoms added (one at the time) to the C2
molecule and X is a given method employed to compute vertical excitation energies, e.g.
X=CR-EOMCC(2,3),D.
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Table3.1: Determination of accuracy of theCR-EOMCC, H-CR-EOMCC and EOMCCSD
approacheswith respect to FCI (in eV).
Error relative to FCI
Method Stateof C2 C2 + Ne C2 + 2Ne C2 + 3Ne
FCI 0.000 0.000 0.000
EOMCCSD 3.282 3.282 3.282
CR-EOMCC(2,3),A 7.068 9.861 12.654
CR-EOMCC(2,3),D 3.907 7.031 9.677
aH-CR-EOMCC(2,3),A 1 1Πu -17.297 -17.297 -17.297
H-CR-EOMCC(2,3),D -26.668 -26.668 -26.668
CR-EOMCCSD(T),ID/IA -3.222 -1.348 0.379
H-CR-EOMCCSD(T),ID -19.355 -18.694 -18.069
FCI 0.000 0.000 0.000
EOMCCSD 108.863 108.863 108.863
CR-EOMCC(2,3),A 67.373 70.129 72.922
CR-EOMCC(2,3),D 50.689 53.776 56.459
aH-CR-EOMCC(2,3),A 1 1∆g 43.008 43.008 43.008
H-CR-EOMCC(2,3),D 20.077 20.077 20.077
CR-EOMCCSD(T),ID/IA 41.061 42.384 43.633
H-CR-EOMCCSD(T),ID 24.928 25.075 25.185
FCI 0.000 0.000 0.000
EOMCCSD 162.223 162.223 162.223
CR-EOMCC(2,3),A 163.399 166.192 168.985
CR-EOMCC(2,3),D 159.541 162.664 165.310
aH-CR-EOMCC(2,3),A 1 1Σ+u 139.034 139.034 139.034
H-CR-EOMCC(2,3),D 128.965 128.965 128.965
CR-EOMCCSD(T),ID/IA 153.587 155.498 157.299
H-CR-EOMCCSD(T),ID 137.454 138.189 138.851
FCI 0.000 0.000 0.000
EOMCCSD 177.033 177.033 177.033
CR-EOMCC(2,3),A 139.806 142.599 145.355
CR-EOMCC(2,3),D 123.195 126.319 129.002
aH-CR-EOMCC(2,3),A 1 1Πg 115.441 115.441 115.441
H-CR-EOMCC(2,3),D 92.620 92.620 92.620
CR-EOMCCSD(T),ID/IA 112.538 113.861 115.147
H-CR-EOMCCSD(T),ID 96.405 96.552 96.699
a Calculated resultsequivalent to Hirata’smethod115
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Table3.2: Sizeextesivity errors (in eV) for thevertical excitation energiesobtained with
theCR-EOMCC, H-CR-EOMCC, and EOMCCSD approaches.
∆ωXbµ
Method Stateof C2 C2 + Ne C2 + 2Ne C2 + 3Ne
FCI 0.0 0.0 0.0
EOMCCSD 0.0 0.0 0.0
CR-EOMCC(2,3),A 2.793 5.586 8.379
CR-EOMCC(2,3),D 3.087 6.211 8.857
aH-CR-EOMCC(2,3),A 1 1Πu 0.0 0.0 0.0
H-CR-EOMCC(2,3),D 0.0 0.0 0.0
CR-EOMCCSD(T),ID/IA 1.948 3.822 5.549
H-CR-EOMCCSD(T),ID 0.698 1.360 1.984
FCI 0.0 0.0 0.0
EOMCCSD 0.0 0.0 0.0
CR-EOMCC(2,3),A 2.793 5.549 8.342
CR-EOMCC(2,3),D 3.124 6.211 8.893
aH-CR-EOMCC(2,3),A 1 1∆g 0.0 0.0 0.0
H-CR-EOMCC(2,3),D 0.0 0.0 0.0
CR-EOMCCSD(T),ID/IA 1.360 2.683 3.932
H-CR-EOMCCSD(T),ID 0.110 0.257 0.367
FCI 0.0 0.0 0.0
EOMCCSD 0.0 0.0 0.0
CR-EOMCC(2,3),A 2.793 5.586 8.379
CR-EOMCC(2,3),D 3.124 6.247 8.893
aH-CR-EOMCC(2,3),A 1 1Σ+u 0.0 0.0 0.0
H-CR-EOMCC(2,3),D 0.0 0.0 0.0
CR-EOMCCSD(T),ID/IA 2.021 3.932 5.733
CR-EOMCCSD(T),ID/IB 2.021 3.932 5.733
H-CR-EOMCCSD(T),ID 0.772 1.507 2.168
FCI 0.0 0.0 0.0
EOMCCSD 0.0 0.0 0.0
CR-EOMCC(2,3),A 2.793 5.586 8.342
CR-EOMCC(2,3),D 3.087 6.211 8.893
aH-CR-EOMCC(2,3),A 1 1Πg 0.0 0.0 0.0
H-CR-EOMCC(2,3),D 0.0 0.0 0.0
CR-EOMCCSD(T),ID/IA 1.396 2.719 4.006
CR-EOMCCSD(T),ID/IB 1.396 2.719 3.969
H-CR-EOMCCSD(T),ID 0.147 0.294 0.441
a Calculated resultsequivalent to Hirata’smethod115
b Given by Eq. (3.5)
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Table 3.2 shows that the H-CR-EOMCC(2,3),A approach do not introduce the size ex-
tensivity errors. This approach produce result equivalent to Hirata’s method.115 Both A
and D variants of H-CR-EOMCC(2,3) aremodifications of theCR-EOMCC(2,3) method
obtained by removing the ground state corrections from δµ(2,3). However, small size-
extensivity errorsare introducedwithH-CR-EOMCCSD(T),ID approach. Furthermore, H-
CR-EOMCCSD(T),ID vertical excitation energies values are also less accurate than those
obtained via theCR-EOMCCSD(T) method (seeTable3.1).
Before discussing the role of the deexcitation operator Lµ,3, defined by amplitudesabcµ,i jk,
with respect to thesizeextensivity error of excitationvaluesobtainedwithCR-EOMCC(2,3)
method, resultsfor excited stateenergiesof C2, N2 andH2O (Table3.3) and vertical excita-
tion energiesof CH+ , H2CO, C2, N2 and H2O (Table3.4 and Table3.5) will bediscussed.
Structural parameters for thesemolecular systemsare:
† for CH+ thebond length (r) is1.131 A˚;
† for H2CO: rCO=1.208 A˚, rCH=1.116 A˚ and H-C-H bond angle is116.5◦ at 298 K
† for N2: r=2.068 Bohr
† for C2: r=2.348 Bohr
In thecaseof H2Oweused C2v symmetry and cartesian coordinates: O(0, 0, 0) and
H(0, ± 1.429937284, -1.107175113), in atomic units. The following basis sets were em-
ployed for CH+ , formaldehyde, N2, and C2 respectively: aug-cc-pVDZ (ACCD) and aug-
cc-pVTZ (ACCT), ACCT and modified aug-cc-pVDZ116 (mACCD), cc-pVDZ (CCDZ),
and mACCD. FCI serves again as our benchmark. For CH+ , H2CO, and C2 values ob-
tained with thismethod, are taken from theHirata’swork;115 for N2 and H2O results refer
to Christiansen et al.116
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Results for the excited-state energies presented in Table 3.3 show that all values produced
with variant D of the CR-EOMCC(2,3) approach are more accurate than those obtained
with variant A, except for the 1Σ+u state of C2 molecule. For example, the error (i.e., dif-
ference between a given excited state energy obtained with FCI and corresponding value
predicted with an approximated method) in the Πu state of C2 molecule is reduced by
9.4 mHa (millihartrees). This error for both CR-EOMCC(2,3) variants is much smaller
than the one obtained with the EOMCCSD method (∼33 mHa). A similar improvement
is also seen for other states and molecules; for instance, in the 1Σ−u state of N2 molecule
the error at EOMCCSD level is reduced from 18.5 mHa to 6.6 and 1.4 mHa in the CR-
EOMCC(2,3),A and theCR-EOMCC(2,3),D, respectively.
Table3.4 and Table3.5 also includeRelativeExcitation Levels (REL), whichwill allow us
to compare the performanceof a given method with respect to exited-states dominated by
one or two electron excitations. Results for the vertical excitation energies show that for
excited-statesdominated by two electron excitations (1∆g, 1Πg of C2 and 1∆, 1Σ+ of CH+ )
theCR-EOMCC(2,3),D approachperformedbetter thanCR-EOMCC(2,3),A, i.e., obtained
values are lower, yet above FCI. In the case of singly excited states CR-EOMCC(2,3),D
performs either better or equivalently well as variant A of this approach. For all states
of molecules examined here, except of 1A2 in H2CO and 1Πg in N2, both variants of
theCR-EOMCC(2,3) approach predicted vertical excitation energy valuesmoreaccurately
than EOMCCSD. Hirata’s EOM-CCSD(2)T115 method, reproduced here with the H-CR-
EOMCC(2,3),A approach, performs better than EOMCCSD; however for most of the ex-
cited statespredictedwith both variantsof thismethod vertical excitation energy valuesare
below FCI, which isunacceptable.
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Themost severeexamplesareresultsfor C2 obtainedwithD variant of H-CR-EOMCC(2,3)
(i.e., a modified version of the best CR-EOMCC(2,3) model using Hirata’s idea); in fact
for all the states the vertical excitation energies are less than the corresponding FCI val-
ues. Furthermore differences are about -0.7 eV for the excited-states when REL is about
2 and between -0.4 eV to -0.6 eV for those excited-states with REL close to 1. This
clearly shows that although EOM-CCSD(2)T does not introduce size extensivity error,
which only slightly worsens vertical excitation energies, when values calculated with CR-
EOMCC(2,3),A and CR-EOMCC(2,3),D are compared with H-CR-EOMCC(2,3),A and
H-CR-EOMCC(2,3),D, respectively the modified methods produce worse results. Other
sources of errors70 have more significant effect on results as they might be not only in-
accurate but also artificial. Also, it is worth to mention that for doubly excited states the
H-CR-EOMCC(2,3),A approach doesnot reduceerrors in valuesof vertical excitation en-
ergies obtained with EOMCCSD as effectively as the CR-EOMCC(2,3),D approach. For
instance, the EOMCCSD error with respect to FCI for 1∆ state in CH+ (ACCD) calcula-
tions is0.92 eV which decreases to 0.08 eV with CR-EOMCC(2,3),D and to 0.31 eV with
H-CR-EOMCC(2,3),A.
3.4 Insights into theRole of µ in theSizeExtensivity Er-
ror
As indicated earlier the problem of size extensivity of the approximated CR-EOMCC ap-
proachesand related methodswasanalyzed before by Piecuch et al.70,82 and similar con-
clusionswere drawn. However these studies focused only on the role of rµ,0 in C2 + nNe
systems, whereasour group analyzed also properties of µ in theattempt of finding away
to restore size intensivity of ωCR−EOMCC(2,3)µ . This aspect represents the novelty of our
work.
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Triples corrections δµ(2,3) to the excitation energy ωCR−EOMCC(2,3)µ defined in Eq. (3.2)
can bewritten as follows:
δµ(2,3) ≡ 〈Φ|L µ,3Mµ,3(2)|Φ〉= ∑
i< j< k
a< b< c
abcµ,i jkM
i jk
µ,abc(2). (3.6)
BeingωCR−EOMCC(2,3)µ theenergy difference, δµ(2,3) can bewritten as
δµ(2,3) = ∑
i< j< k
a< b< c
(M i jkµ,abc− abc0,i jkM i jk0,abc). (3.7)
Eq. (3.7) can befurther rearranged in termsof linear excitation operators (Rµ,0, Rµ,1, Rµ,2)
giving rise to the following set of equations:
δµ(2,3) = ∑
i< j< k
a< b< c
abcµ,i jk[M
i jk
µ,abc(Rµ,0) + M
i jk
µ,abc(Rµ,1+ Rµ,2)]− ∑
i< j< k
a< b< c
abc0,i jkM
i jk
0,abc, (3.8)
δµ(2,3) = ∑
i< j< k
a< b< c
abcµ,i jk[rµ,0M
i jk
µ,abc+ M
i jk
µ,abc(R1+ R2)]− ∑
i< j< k
a< b< c
abc0,i jkM
i jk
0,abc, (3.9)
δµ(2,3) = ∑
i< j< k
a< b< c
[(rµ,0abcµ,i jk− abc0,i jk)M i jk0,abc+ M i jkµ,abc(R1+ R2)]. (3.10)
This last equation needs to be rewritten in order to obtain working equations leading to
efficient fully vectorized computer code (for more details see work by Wloch et al.70).
Nevertheless it shows already that not only the rµ,0 term but also µ can be the source of
thesizeextensiveerror of ωCR−EOMCC(2,3)µ .
To test the influenceof rµ,0 on propertiesof µ apart of thecode (viz. ”Loop for µ”) was
implemented to calculate triples corrections δµ(2,3) of CR-EOMCC(2,3) method (avail-
able in the CC PACKAGE). Interestingly, if rµ,0 was initially zero, whether or not this
part of the codewas commented in or out, it did not change resultswhen the valueof rµ,0
was explicitly changed. However if rµ,0 was not initially zero then the excitation results
would change accordingly with this part of the code commented in (i.e., excluded). The
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set of µ wasnot zero, but it was thesame for all thestates in which rµ,0 was initially null.
Nevertheless it did changewhen rµ,0 wasnot initially zero.
Asafinal point it is important tomention that in thecaseof CR-CC(2,3) rµ= 0,0 = 1 (where
1 is the unit operator), rµ,0 ≈ 0, and lµ= 0,0 but does not equal to lµ,0. Moreover in the
situation when reference value of lµ is zero (i.e., different symmetry of the excited-state
µ than the ground-state) the contributions from the excitation operator Rµ,0 vanish from
δµ(2,3). This leads to less corrected excited state energies (red dotted curve in Fig. 3.1)
in comparison to corresponding correction for theground-stateenergies (bluedotted curve
in Fig. 3.1), and greater ωCR−EOMCC(2,3)µ value. One of the explicit values for rµ,0 was 1
(rµ,0 = 1) and the expectation was this will enforce the recovery of the ”missing” part of
δµ(2,3) correction (green dashed curve in Fig. 3.1).
Figure3.1: Hypothetical Morsecurves for theground- and excited-state.
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3.5 Conclusions
Hiratas EOM-CCSD(2)T seems to improve the results for doubly excited states but at the
same time the excitation energy values for singly excited states aremuch lower than FCI
values. Hiratasimply removescompletely theground statecorrection; thismay producean
error much larger than that arising from thesizeextensivity error. HiratasEOM-CCSD(2)T
is indeed size extensive but it loses in rigor and accuracy. At the same time the earlier
developed H-CR-EOMCCSD(T),ID approach cannot be expected to become size exten-
sive by removing the ground state correction because this method is not such even for
the ground-state. Therefore CR-CCSD(T) should be replaced by the newer and more ro-
bust CR-CC(2,3) method which does not introduce size extensivity error. From tests on
C2+ nNe systems it was shown that the size-extensivity is indeed due to a vanishing cor-
rection for the ground state.82 In other words the value of this correction did not change
when excited states for C2, C2 + Ne or C2 + 2Ne were calculated. This is because in the
ground state R0,0 = 1 whereas in the excited state Rµ,0 is usually close to 0. Hence by
forcing a priori the right operator to be equal to 1 (i.e., for ground and/or excited states)
seemed to be a better procedure to remove the size extensivity error. This would be the
case if not for the fact that in the formulation of CC-EOMCC(2,3) the left deexcitation
operator (Lµ,3) ismultiplied by R0 where the former is contributing to this error. Further-
more theamplitudesabcµ,i jk areextremely small for excited states for whichRµ,0 was forced
to be 1. Therefore it seems that the remedy for removing the size extensivity error from
CC-EOMCC(2,3) lays in including thesameleft vector to theground stateastheonein the
excited state (as right now L(A)0 = L
A
µ which isdue to useof Eq. (2.83)).
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Chapter 4
UV-VisSpectra of Copper(I I )
Complexeswith ImidazoleDer ivatives
from Long-RangeCorrected Density
Functionals1
Metal complexes with ligands containing imidazole ring play an important role in bio-
logical systems; for example, the imidazole-4-acetate (denoted as IA) is one of the re-
ceptors for GABA inhibitory neurotransmitter found in mammalian brains.122 Previous
studies by Droz˙dz˙ewski and coworkers123–125 were mainly focused on the experimental
determination of the structural and spectroscopic properties of this complex aswell as its
hydrated analog. To the best of my knowledge the only theoretical study was preformed
by Droz˙dz˙ewski and Pawlak125 utilizing B3LYP functional and LanL2DZ basis set on Cu
atom and d-polarization on N and O atoms. They computed structural parameters and the
1Part of thematerial contained in thisChapter hasbeen adapted from accepted for publication article.120
Another part will beused for publication in collaboration with Prof. Bryant (seePreface).121
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IR spectrum of the [Cu(IA)2] complex. A derivative of this complex was prepared by the
Chavez group,120 where the H atom of the 1H-imidazole-4-acetate is substituted with an
ethyl group forming the1-ethyl-1H-imidazol-4ylacetate. Thebis(2-(1-ethyl-1H-imidazol-
4-yl)acetate)copper(II) complex (denoted later in this text as [Cu(IAC)2]) issoluble in var-
iousorganic solvents.
Apart from the importance in the central nerve system these complexes represent inter-
esting case studies from a theoretical point of view due to their open-shell character. It is
known (see, for example, work of Romaniello et al.126) that for open-shell ground-state
systems doubly and higher excited states are important to properly describe their proper-
ties. This task is particularity challenging since TDDFT fails in providing reliable infor-
mation for excited states dominated by multiple electron excitations. Furthermore, such
limitationscan also beencountered by other theoretical methods. For instance, despite the
CR-EOMCC(2,3) method isable to produceaccurateexcited-stateenergies, especially for
the excited-states dominated by two-electron excitations, it does not necessarily improve
on the accuracy of excitation energies. This is due to lack of size extensivity of this prop-
erty (Chapter 3). Moreover, most of themetal-organic complexesaresimply too largeto be
studied computationally on a typical computer cluster at such high level of theory. Hence,
despite its limitations, TDDFT is the chosen method given its timely and computationally
inexpensivecapability of modeling optical spectra. Obviously thechoiceof theexchange-
correlation (xc) functional approximation is a crucial step in obtaining meaningful results.
In fact no ”black box” DFT method exists able to perform properly, and adequately solve
chemical problemsof adifferent nature. To illustratehow difficult thisstepmight be, afew
related studiesaredescribed in thissection.
In a theoretical study Peng and coworkers127 obtained aUV-Vis spectrum of the
[Cu(mal)(PIM)2H2O] complex using thestandardhybrid functional (B3LYP), and reported
reasonable agreement with experimental data, i.e., with an error of 0.3 eV. On the other
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handan earlier work of Sinnecker andNesse128 showed that TD-B3LYPcalculationsfailed
to reproduceabsorbtion spectrum of a ”blue” protein called plastocyanin, which also con-
tains Cu(II) cation. Interestingly, even for ground-state properties, such as structure and
IR/Raman spectra, the theoretical calculations for copper(II) complexes seem to be diffi-
cult. Atanasov et al.129 suggested that no general density functional is currently able to
accurately describe different types of ligands. Contrary to this statement, a later study of
theCu(II)-L bondingof isatin-shiff baseand related complexesshowed that theBP86 func-
tional with theTZVPbasis set performed quitewell.130 Moreover, both B3LYPand BP86
functionals are commonly used to obtain properties of other organometallic systems. For
example, theBP86 functional wasemployed in TDDFT calculationsto study theexcitation
energies of some transition metals involving the d1 valence configuration of MLX4 sys-
tems.131 The conclusion of that work was that doublet-doublet transitions computed with
BP86/ALDA were fairly accurate (i.e., within an error of about 0.3-0.5 eV). In contrast
Wu et al.,132 who also employed such functionals to predict UV photofragmentation of
the [Mn(pyridine)4]2+ complex, concluded that electron excitations obtained via adiabatic
TDDFT should not beused to quantitatively describeexperimental data.
These few examples illustrate only the problem of choosing a density functional approx-
imation but more challenges can be found in the literature.42 Despite some recent devel-
opments (such as range-separation,96,133 high level parametrization, e.g., Truhlar’s group
M06 family of functionals,94 double hybridization134) choosing a functional that would
significantly improveupon hybridGGA isstill abig question. For instance, in recent study
on singlet-triplet transition properties for 6-phenyl-2,2’ -bypyridine tridentate iridium(III)
complex,135 a closed-shell ground-state system, it was demonstrated that the PBE0 func-
tional with LanL2DZ (on metal), and 6-31G(d) (on ligand) outperformed the long-range
corrected (LRC) density functionals. Although, it is thought that employing LRC-TDDFT
has an advantageover standard TDDFT in describing the long-range charge transfer (CT)
transition of ligand-to-metal type that are present in the electronic spectrum of transition
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metal complexes. Nevertheless, it would be interesting to explore if standard hybrid func-
tionalscan perform better also in predicting transitionsof open-shell transitionmetal com-
plexes, such as those considered herein ([Cu(IA)2] and [Cu(IAC)2]). Finally, noteworthy
issue is the effect of the range separation parameter (γ) on the metal-centered d-d tran-
sitions. To the best of my knowledge this work represents the first attempt to study the
influenceof γ on thiskind of transitions.
The structural parameters of [Cu(IA)2] were optimized with BP86 (pure GGA), B3LYP
(hybridGGA) andM06L (metaGGA) functionals. Thesedensity functionalswereutilized
with three popular small effective core pseudopotentials (ECPs) and their corresponding
basis sets for Cu and 6-31G(d) basis set for H, N, C and O (ligand atoms). The fol-
lowing ECPswereemployed: LanL2DZ/[3s3p2d], Stuttgart RSC/[6s5p3d] and cc-pVDZ-
PP/[5s4p3d1f]. Next, after the best combination functional and ECP/basis set for Cu was
determined, the 6-31G(d) basis set originally used on ligand atoms was sequentially in-
creased to determine their effect on structural parameters. In other words, calculated
cartesian coordinates from the best combination were reoptimized employing: 6-31G**,
6-31+G*, 6-31+G** and 6-31++G** basis sets on the ligand atoms. The obtained bond
lengthsand angleswerecompared to experimental values. Thisstep allowed us to evaluate
the best functional with the best EPC and basis sets on the atoms. This level of theory
was then utilized to compute structural parameters of [Cu(IAC)2]. This complex, asmen-
tioned earlier, is solvable in acetonitrile (to someextent), DMF, methanol, chloroform and
dichloromethane. Therefore, it was important to determine the effect of solvation on the
structural parametersof [Cu(IAC)2]. Thiswasarchived viaIntegral EquationFormalismof
ThePolarizableContinuumModel (IEF-PCM).136,137 Methanol anddichloromethanewere
chosen becausethey represent organic solventsof two different types. In fact, the former is
characterized by ahigh dielectric constant (ε = 32.613) which can beexpected to interact
with thecomplex; the latter on theoppositehasa low dielectric constant (ε = 8.93) that is
unlikely going to interact with the complex. After every geometry optimization frequency
66
analysis was performed to ensure that computed structures represent theminimum of the
potential energy surface. This translates into nonegativefrequenciesfor thenormal modes.
In summary in order to obtain optimized geometries, the following sets of calculations
wereperformed for obtaining geometries:
† First set. BP86, B3LYP, andM06L employed. For Cu the following ECPswith the
corresponding basis sets: LanL2DZ/[3s3p2d], Stuttgart RSC/[6s5p3d], and
cc-pVDZ-PP/[5s4p3d1f]. For ligand atoms6-31G* basis setswasutilized.
† Second set. Using thecoordinates in best agreement with experiments, thestructural
parametersof [Cu(IA)2] are reoptimized with several different basis sets for ligand
atoms: 6-31G*, 6-31G** , 6-31+G*, 6-31+G** and 6-31++G**.
† Third set. Using thebest combination thestructural parametersof [Cu(IAC)2] are
computed in vacuum, methanol and dichloromethane.
Thereason to perform thefirst set of calculations is two-fold: in fact, it allowsfinding both
the best ECP and basis set for Cu, and it shows the effects of various density functionals
on thebondsand angles. Asmentioned before thesecond set is performed to establish the
influence of the chosen basis set to describe ligand atoms. The third and last step, shows
changes into the structures due to their interactionswith surrounding environment such as
different solvents.
Vertical excitation energies and oscillator strengths were computed employing TDDFT
and LRC-TDDDF to describeabsorption spectraof bis(imidazole-4-acetato)copper(II) and
bis(2-(1-H-imidazole-4-yl)acetate)copper(II) complexes. Several long-rangecorrected
exchange-correlation functionals (ωB97X, LC-ωPBE, original CAM-B3LYP and CAM-
B3LYP*) were investigated against commonly utilized standard xc functionals likeBP86,
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B3LYPand M06L. Results are compared with experimental absorption bands to establish
the reliability of these functionals. In addition, calculations with various values of the
range-separation parameter (γ) and using CAM-B3LYP* functional where performed to
exploredifferent γ valuesas recommended into the literature (seediscussion below).
In the original CAM-B3LYP103 the range separation is defined for γ = 0.33, α = 0.19
and β = 0.46. However the exact − 1r asymptotic behaviour of the exchange potential
cannot be properly restored unless α + β = 1. This issue is taken care of by changing
β = 0.46 to β = 0.81; this variant of the functional is denoted as CAM-B3LYP*. Simi-
larly, theparameterizedωB97X138 employsacomparable fractionsof HF exchangewhere
α ≈ 0.16,β ≈ 0.84, whereas LC-ωPBE139,140 does not include any short-range HF ex-
change contribution, i.e., α = 0 and β = 1. In addition, LC-ωPBE has the highest value
of the range separation parameter (γ = 0.40) when optimized for ground-state properties.
Note that for excited-statesa lower γ for this functional is recommended,141 i.e., γ = 0.20.
For ωB97X γ = 0.30, while for LC-ωPBEh γ = 0.20 is optimized for both ground- and
excited-states.
A brief overview of DFT and TD-DFT is given in Chapter 2, sections 2.1.3 and 2.1.3.1,
and theLRC scheme isdiscussed in subsection 2.2.2.1.
Calculations were performed using either Gaussian03142 or Gaussian09,143 depending on
Density Functional Approximation (DFA) employed. The 03 version was employed for
all the standard xc functionals (except of M06L), while the 09 version was employed for
all the LRC functionals. Based on the band assignments for the reflectance spectra of
[Cu(IA)2] complex123 the expected typesof electronic transitions are: ligand-to-metal CT
(LMCT), ligand-to-ligand (LL) and d-d on Cu(II) center a.k.a ligand-field (LF). This sce-
nario implies themain challenge to describemetal- and ligand-based transitionswith sim-
ilar accuracy. Other possible computational challenges are represented by appearance of
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excited states carrying nonphysically high spin contamination, and mixed character of ex-
cited states. Consequently, a highly accurate quantitative agreement between experiment
and theory cannot beexpected. Instead, thiswork is focused on achieving two goals. First:
to find the LRC functional that improve on the accuracy of excitation energies predicted
with respect to standard xc functionals. Second: to provide new insights into the under-
standing of theeffect of the range-separation parameter and the fraction of exact exchange
on electronic transitions. The analysis will be mainly done for d-d transitions, based on
results for [Cu(IA)2] obtained with CAM-B3LYP* using various values of γ and fraction
of exact exchange. Thisset of calculationsshould provide thebest amount of theexact ex-
change (a.k.a. HF exchangeand denoted asα ). Although, sinceγ is system dependent,111
calculationswith variousvaluesof the range-separation parameter will have to berepeated
for [Cu(IAC)2] in order to check theapplicability of our approach to this complex aswell.
4.1 DFT and TDDFT Results
4.1.1 Structural Parameters
Before discussing the UV-Vis spectra of [Cu(IA)2] and [Cu(IAC)2] obtained with BP86
(pureGGA), B3LYP (hybrid GGA), and M06L (metaGGA), the process of choosing the
best ECPand basis sets utilized to calculate geometries will be presented. Themolecular
arrangement of thesecomplexes is shown in Fig. 4.1 and Fig. 4.2.
The comparison between selected structural parameters obtained with various standard xc
functionals using LanL2DZ/[3s3p2d] (LL2DZ), Stuttgart RSC/[6s5p3d] (SRSC) and cc-
pVDZ-PP/[5s4p3d1f] (CCDPP) for Cu and 6-31G* for ligand atoms isshown in Table4.1,
Table4.2 and Table4.3, respectively.
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Figure 4.1: Molecular structure of the [Cu(IA)2] complex. The following colors salmon, gray, red, and
white, represent Cu, C, O, N, and H atoms, respectively.
Figure 4.2: Molecular structure of the [Cu(IAC)2] complex. The following colors salmon, gray, red, and
white, represent Cu, C, O, N, and H atoms, respectively.
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Table4.1: DFT calculated structural parametersof the [Cu(IA)2] complex andmaximum absolute
errorsa (MAE) for bond lengths (in A˚) and bond angles (in ◦ ). Calculationsaredonewith LanL2DZ
LL2DZ) employed onCu and 6-31G* basisset on ligand atoms.
LL2DZ/6-31G* BP86 B3LYP M06L
Atomsb Bond lengths MAE Bond lengths MAE Bond lengths MAE
Cu-N1 1.981 0.03 1.992 0.04 1.977 0.03
Cu-O1 1.981 0.00 1.939 0.04 1.951 0.03
O1-C5 1.312 0.04 1.306 0.03 1.299 0.02
O2-C5 1.237 0.01 1.223 0.03 1.224 0.02
N1-C1 1.335 0.01 1.324 0.00 1.322 0.01
N1-C3 1.391 0.00 1.384 0.00 1.379 0.01
N2-C1 1.360 0.13 1.350 0.12 1.347 0.12
N2-C2 1.391 0.01 1.386 0.01 1.381 0.00
C2-C3 1.384 0.02 1.372 0.00 1.371 0.00
C3-C4 1.498 0.01 1.496 0.01 1.485 0.01
C4-C5 1.555 0.03 1.549 0.03 1.539 0.02
Atomsb Bond angles MAE Bond angles MAE Bond angels MAE
N1-Cu-O1 91.6 0.5 91.6 0.5 91.6 0.5
N1’-Cu-O1 88.4 0.5 88.4 0.5 88.4 0.5
C3-N1-Cu 126.3 3.8 126.0 3.5 126.0 3.5
O1-C5-O2 123.1 0.0 123.9 0.8 123.5 0.4
O2-C5-C4 118.6 0.6 118.3 0.8 118.3 0.8
C2-N1-C3 108.2 1.4 108.2 1.4 108.1 1.3
C2-C3-N1 107.9 0.6 107.9 0.6 108.0 0.5
C3-C2-N2 106.1 0.1 106.1 0.1 106.1 0.1
C1-N2-C2 108.5 0.2 108.4 0.0 108.4 0.1
N1-C1-N2 109.3 1.0 109.4 0.9 109.4 0.9
a MAE valuesarecalculated using X-ray data fromRef. 123
b Parameters related by inversion center areomitted.
All calculated bond distances (for whichmaximum absoluteerror doesnot exceed 0.15 A˚)
and angles (with maximum absolute error of 4◦ ) agrees very well with corresponding val-
ues fromX-ray data.123 Although optimized structural parametersof [Cu(IA)2] areclearly
relatedby theinversioncenter, within thedefault setup for thegeometry optimizationGaus-
sian does not identify Ci. Instead, the lowest point group symmetry is assigned, i.e., C1,
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and all the calculations are performed without taking into account any symmetry. In the
case of calculations with BP86 functional a larger basis set for Cu actually leads to less
accurate results.
Table4.2: DFT calculated structural parametersof the [Cu(IA)2] complex andmaximum absolute
errorsa (MAE) for bond lengths (in A˚) and bond angles (in ◦ ). Calculationsaredonewith Stuttgart
RSC (SRSC) employed on Cu and 6-31G* basisset on ligand atoms.
SRSC/6-31G* BP86 B3LYP M06L
Atomsb Bond lengths MAE Bond lengths MAE Bond lengths MAE
Cu-N1 1.973 0.02 1.989 0.04 1.974 0.02
Cu-O1 1.969 0.01 1.933 0.05 1.945 0.03
O1-C5 1.316 0.04 1.308 0.03 1.302 0.03
O2-C5 1.235 0.01 1.222 0.03 1.223 0.03
N1-C1 1.335 0.01 1.324 0.00 1.323 0.01
N1-C3 1.391 0.00 1.384 0.00 1.379 0.01
N2-C1 1.359 0.13 1.350 0.12 1.347 0.12
N2-C2 1.391 0.01 1.386 0.01 1.381 0.00
C2-C3 1.383 0.02 1.372 0.00 1.370 0.00
C3-C4 1.497 0.01 1.496 0.01 1.485 0.01
C4-C5 1.555 0.03 1.548 0.03 1.539 0.02
Atomsb Bond angles MAE Bond angles MAE Bond angels MAE
N1-Cu-O1 92.0 0.9 91.9 0.7 91.9 0.8
N1’-Cu-O1 88.0 0.9 88.1 0.8 88.1 0.8
C3-N1-Cu 126.0 3.5 125.7 3.2 125.8 3.3
O1-C5-O2 123.2 0.0 123.8 0.7 123.6 0.5
O2-C5-C4 118.7 0.5 118.4 0.7 118.4 0.8
C2-N1-C3 108.1 1.3 108.1 1.3 108.0 1.2
C2-C3-N1 108.0 0.6 108.0 0.6 108.0 0.5
C3-C2-N2 106.1 0.1 106.1 0.1 106.1 0.1
C1-N2-C2 108.5 0.2 108.4 0.0 108.4 0.1
N1-C1-N2 109.3 1.0 109.5 0.8 109.4 0.9
a MAE valuesarecalculated using X-ray data fromRef. 123
b Parameters related by inversion center areomitted.
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This trend is particularly evident for bond angles. For instance, the N1-Cu-O1 angle in-
creases from 91.6◦ to 92.0◦ for calculationswith [6s5p3d] basis set (involving an extra3s,
2p and 1d basis functions) and to 92.2◦ within the largest [5s4p3d1f] basis set. As this an-
glewidens, the first coordination shell of Cu(II) differsmore from the ideal square planar
symmetry and distorting thestructureof thecomplex.
Table4.3: DFT calculated structural parametersof the [Cu(IA)2] complex andmaximum absolute
errorsa (MAE) for bond lengths (in A˚) and bond angles (in ◦ ). Calculationsaredonewith
cc-pVDZ-PP(CCDPP) employed on Cu and 6-31G* basisset on ligand atoms.
CCDPP/6-31G* BP86 B3LYP M06L
Atomsb Bond lengths MAE Bond lengths MAE Bond lengths MAE
Cu-N1 1.965 0.01 1.924 0.03 1.972 0.02
Cu-O1 1.954 0.02 1.983 0.00 1.938 0.04
O1-C5 1.315 0.04 1.306 0.03 1.301 0.02
O2-C5 1.235 0.01 1.222 0.03 1.223 0.03
N1-C1 1.336 0.01 1.325 0.00 1.323 0.01
N1-C3 1.391 0.00 1.384 0.00 1.379 0.01
N2-C1 1.359 0.13 1.350 0.12 1.347 0.12
N2-C2 1.391 0.01 1.386 0.01 1.381 0.00
C2-C3 1.383 0.02 1.372 0.00 1.370 0.00
C3-C4 1.497 0.01 1.496 0.01 1.485 0.01
C4-C5 1.556 0.04 1.549 0.03 1.540 0.02
Atomsb Bond angles MAE Bond angles MAE Bond angels MAE
N1-Cu-O1 92.2 1.1 92.0 0.8 92.0 0.9
N1’-Cu-O1 87.8 1.1 88.1 0.8 88.0 0.9
C3-N1-Cu 126.1 3.6 125.7 3.2 125.7 3.2
O1-C5-O2 123.3 0.2 123.9 0.8 123.7 0.6
O2-C5-C4 118.5 0.6 118.2 0.9 118.2 0.9
C2-N1-C3 108.1 1.3 108.1 1.3 108.0 1.2
C2-C3-N1 108.0 0.6 108.0 0.6 108.0 0.5
C3-C2-N2 106.1 0.1 106.1 0.1 106.1 0.1
C1-N2-C2 108.6 0.2 108.4 0.0 108.4 0.1
N1-C1-N2 109.3 1.0 109.5 0.8 109.4 0.9
a MAE valuesarecalculated using X-ray data fromRef. 123
b Parameters related by inversion center areomitted.
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In general thebigger thebasis set the shorter theCu-O1 distance is. This trend can beob-
served for theCu-N1 distance, even though thisbond is lessaffected; this implies that Cu-
N1 bond ismoreshorten thenCu-O1 is. TheCu-O1 distance isalso predicted to beshorter
usingbothLL2DZ andSRSCviaB3LYPandM06L calculations. Thisresult is in disagree-
ment with the experimental datawhereCu-N1 is 1.950(1) A˚ and Cu-O1 is 1.978(1) A˚.123
In fact, only B3LYP results using CCDPP predicted properly these distances as well as
providing themost accurate results in termsof MAEs.
For this reason theB3LYPfunctional in combination with cc-pVDZ-PPECPand the
[5s4p3d1f] basisset for Cuwaschosen to reevaluatethecartesian coordinateswhilechang-
ing basis sets for the ligand atoms. Results from this set of calculations are shown in Ta-
ble 4.4 and Table 4.5. It turns out that increasing the size of basis sets on H, C, N and O
atomsdoesnot necessarily improve theaccuracy of thestructural parameters; for example,
Cu-O1 isshorter thanCu-N1bond length for all basissets larger than6-31G*. Bondangles
areslightly better when this basis set is augmented, i.e., with diffuse functions (6-31+G*),
but theCu-O1 distance isshorter (1.935 A˚) than Cu-N1 (1.981 A˚).
Additional polarized basis functions worsen the accuracy of computed bond lengths and
angles. For instance, the error for the Cu-O1 distance obtained within 6-31G* basis set
for ligand atoms (see Tables 4.4) increased by 0.05 A˚ at 6-31G** level while going from
6-31+G* to 6-31+G** sets off the O2-C5-C4 angle by 2.2◦ . The 6-31++G** basis set
does not change bond distances and angles obtained with 6-31+G** , except of the O2-
C5-C4 angle. This structural parameter increases from 116◦ at 6-31+G** level to 118◦
at 6-31++G** level (note that values 118◦ were also found with other tested herein basis
sets employed on ligand atoms). Based on these observations one can conclude that no
advantage isnoticed in increasing thesizeof thebasisset for ligand atomsbeyond 6-31G*.
Nevertheless, using 6-31+G* can beuseful for achieving better accuracy for theabsorption
spectra.
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Table4.4: Structural parametersof the [Cu(IA)2] complex obtained with B3LYP/CCDPPwith respect
to different basissets for ligand atoms. Maximum absoluteerrorsa (MAE) in A˚isalso reported.
6-31G** 6-31+G* 6-31+G** 6-31++G**
Atomsb Value (A˚) MAE Value (A˚) MAE Value in (A˚) MAE Value (A˚) MAE
Cu-N1 1.982 0.03 1.982 0.03 1.981 0.03 1.981 0.03
Cu-O1 1.925 0.05 1.935 0.04 1.936 0.04 1.936 0.04
O1-C5 1.306 0.03 1.305 0.03 1.305 0.03 1.305 0.03
O2-C5 1.222 0.03 1.227 0.02 1.227 0.02 1.227 0.02
N1-C1 1.325 0.00 1.326 0.00 1.326 0.00 1.326 0.00
N1-C3 1.384 0.00 1.385 0.00 1.385 0.00 1.385 0.00
N2-C1 1.349 0.12 1.351 0.12 1.351 0.12 1.351 0.12
N2-C2 1.386 0.01 1.387 0.01 1.387 0.01 1.387 0.01
C2-C3 1.372 0.00 1.373 0.01 1.373 0.01 1.373 0.01
C3-C4 1.496 0.01 1.497 0.01 1.497 0.01 1.497 0.01
C4-C5 1.549 0.03 1.547 0.03 1.546 0.03 1.546 0.03
Atomsb Value (◦ ) MAE Value (◦ ) MAE Value (◦ ) MAE Value (◦ ) MAE
N1-Cu-O1 92.0 0.8 91.8 0.7 91.8 0.7 91.8 0.7
N1’-Cu-O1 88.0 0.9 88.2 0.7 88.2 0.7 88.2 0.7
C3-N1-Cu 125.8 3.3 125.7 3.1 125.7 3.2 125.7 3.2
O1-C5-O2 123.9 0.8 123.8 0.6 123.7 0.6 123.7 0.6
O2-C5-C4 118.1 1.0 118.4 0.8 116.1 3.0 118.3 0.8
C2-N1-C3 108.1 1.3 108.0 1.2 108.1 1.2 108.1 1.2
C2-C3-N1 108.0 0.6 108.0 0.5 108.0 0.5 108.0 0.5
C3-C2-N2 106.1 0.1 106.1 0.1 106.1 0.1 106.1 0.1
C1-N2-C2 108.4 0.1 108.4 0.1 108.4 0.1 108.4 0.1
N1-C1-N2 109.5 0.9 109.5 0.8 109.4 0.9 109.4 0.9
a MAE valuesarecalculated using X-ray data from ref.123
b Parameters related by inversion center areomitted
The importance in the choice the basis set for ground-state properties is discussed later
(Chapter 5). The augmentation was necessary due to the negative charge of the lithium
monoxide ion. In fact, the high energy molecular orbitals of anions are likely to bemore
diffuse. This tendency is also observed for highly excited-states;144 therefore in order to
find compromise between accuracy of predicted geometry (a ground-state property) and
excitation energies, the6-31+G* basisset will beutilized for ligand atoms.
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The [Cu(IAC)2] complex was optimized in vacuum, methanol (CH3OH) and dichloro-
methane (CH2Cl2) using the B3LYP functional with CCDPP for Cu and 6-31+G* for
ligand atoms; we will indicate this approach as B3LYP/CCDPP/6-31+G*. Results from
this set of calculations and comparison with the X-ray data120 are presented in Table 4.5.
Experimental cartesian coordinateswereused as thestarting point geometry. Theaccuracy
of structural parameters optimized in vacuum isexcellent considering that theactual crys-
tal structure of the complex isCu(IAC)2·2CH3OH. In the crystal two methanol molecules
areweakly bonded with themetal center in the axial position, but such bonding is not in-
cluded in thetheoretical calculationsperformedherein. Yet, theMaximumAbsoluteErrors
(MAEs) donot exceed0.04A˚ for bond lengthsand4◦ for bondangles; thisseemstosuggest
that axial interactions arenot important to properly describe the structure of this complex.
Nevertheless, similarly to what observed for theCu(II) complex with 4-imidazole acetate,
theCu-O1 distance isshorter than that of Cu-N1. This is in disagreement with X-ray mea-
surements, where the cooper-oxygen bond length is 1.976 A˚ and the copper-nitrogen is
1.951 A˚.120 The IEF-PCM used here to mimic methanol and dichloromethane is limited,
because it takes into account only the dielectric constant and the refractive index of the
solvent, nonetheless a noticeable improvement in the atomic arrangement of [Cu(IAC)2]
complex (calculated with B3LYP/CCDPP/6-31+G*) is observed in comparison with the
results obtained in vacuum. This aspect can be treated as an additional confirmation that
taking into account axial interactions is not essential. When in methanol theCu-O1 bond
elongates by about 0.04A˚ and becomes slightly longer than the Cu-N1 bond, showing a
good match with experimental value. Such result eliminates almost completely theMAE
(i.e., < 0.001A˚). It is interesting to note that these distances change themost during opti-
mization in CH3OH and CH2Cl2. When in methanol, calculated accuracy for most of the
bond angles also improves, e.g., C1-O1-Cu angle is 133.1◦ obtained with an MAE=3.3◦ ,
which reduces to less than 1◦ . Asan exception, theO2-C1-C2 angle calculated in vacuum
(118.3± 1.5◦ ) was in better agreement with experiment than in methanol (119.2± 2.4◦ ).
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Table4.5: Structural parametersof the [Cu(IAC)2] complex calculated in vacuum, CH3OH,
and CH2Cl2. Maximum absoluteerrors(MAE) for bond lengths (in A˚) and bond angles (in ◦ )
arealso reported.
Experimenta Vacuum CH3OH CH2Cl2
Bond Bond Bond Bond
Atomsb lengths lengths MAE lengths MAE lengths MAE
Cu-N1 1.951 1.978 0.03 1.972 0.02 1.975 0.02
Cu-O1 1.976 1.939 0.04 1.976 0.00 1.972 0.00
O1-C1 1.270 1.304 0.03 1.294 0.02 1.296 0.03
O2-C1 1.248 1.228 0.02 1.244 0.00 1.241 0.01
N1-C3 1.379 1.382 0.00 1.384 0.00 1.384 0.00
N1-C4 1.328 1.328 0.00 1.332 0.00 1.332 0.00
N2-C4 1.344 1.350 0.01 1.348 0.00 1.349 0.00
N2-C5 1.381 1.388 0.01 1.385 0.00 1.386 0.00
N2-C6 1.466 1.466 0.00 1.471 0.01 1.470 0.00
C1-C2 1.526 1.547 0.02 1.536 0.01 1.537 0.01
C2-C3 1.493 1.497 0.00 1.497 0.00 1.496 0.00
C3-C5 1.364 1.374 0.01 1.372 0.01 1.372 0.01
C6-C7 1.515 1.530 0.02 1.530 0.02 1.529 0.01
Bond Bond Bond Bond
Atomsb angles angles MAE angles MAE angels MAE
N1-Cu-O1 90.4 91.7 1.3 90.7 0.3 91.0 0.6
N1’-Cu-O1 89.6 88.3 1.3 89.3 0.3 89.0 0.6
C1-O1-Cu 129.8 133.1 3.3 130.3 0.5 130.6 0.8
C3-N1-Cu 124.4 125.8 1.4 124.0 0.4 124.3 0.1
C4-N1-Cu 128.1 125.8 2.3 128.4 0.3 128.0 0.1
O2-C1-O1 123.3 123.8 0.5 122.9 0.4 123.1 0.2
O2-C1-C2 116.8 118.3 1.5 119.2 2.4 119.2 2.4
O1-C1-C2 119.9 117.8 2.1 117.9 2.0 117.7 2.2
C1-C2-C3 115.3 117.1 1.8 114.2 1.1 114.2 1.1
C5-C3-C2 129.1 129.6 0.5 129.9 0.8 129.9 0.8
N1-C3-C2 122.2 122.5 0.3 121.8 0.4 121.8 0.4
N2-C6-C7 112.4 112.8 0.4 112.5 0.1 112.6 0.2
C3-C5-N2 106.4 106.8 0.4 106.6 0.2 106.6 0.2
C4-N2-C5 107.7 107.4 0.3 107.3 0.4 107.6 0.1
C5-N2-C6 126.9 126.5 0.4 126.3 0.6 126.3 0.6
N1-C4-N2 110.4 110.4 0.0 110.4 0.0 110.4 0.0
a X-ray data fromRef. 120
b Parameters related by inversion center areomitted
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The N1-Cu-O1 angle, which together with Cu-O1 and Cu-N1 bonds can be used to de-
termine first coordination shell of Cu(II) as square planar symmetry, is closer to 90◦ in
methanol than in vacuum. For calculations with dichloromethane the Cu-O1 distance is
slightly shorter than in methanol but longer than in vacuum. This can be attributed to the
smaller dielectric constant of CH2Cl2. Namely, sice as r ∝ 1/ ε, the bond length (r) will
ideally change by the factor of ∼ 1/ 33 for methanol and ∼ 1/ 9 for dichloromethanewith
respect to the value obtained in vacuum (r ∝ 1). The total effect on the bond length can
be accounted for as ∆r = |r0− rε− 1|r0 ·100%, where r0 is the bond length computed in vac-
uum and r is corresponding bond length obtained in a given solvent. Not all the bonds
elongate when solvation effects are included; for example, the Cu-N1 distance is shorter
in CH3OH both than in vacuum and in CH2Cl2. This result agrees with the assumption
that overall solvation effects are smaller in dichloromethane than in methanol. Somewhat
ambiguous results for some of the computed bond distances seems to occur with respect
to different solvent; for instance, theN1-C4 bond iselongated by 0.004A˚ in both solvents.
For bond angles no uniform trend can be found when solvents are involved. Some bond
angles increasewhereasothersdecrease in comparison to resultsobtained in vacuum. Fur-
thermore, the comparison between methanol and dichloromethane shows that few angles
arenot affected at all by thechange from the less tomorepolar solvation environment.
4.1.2 UV-VisSpectra
Geometries optimized at B3LYP/CCDPP/6-31+G* level of theory were used to calculate
excitation energies and oscillator strengths via the standard xc functionals BP86, B3LYP
andM06L. Themost important electronic transitionsselected from fifty computed excited
statesareshown in theTables4.6-4.10. Note that qualitativeassignmentsof thecomputed
transitions for [Cu(IA)2] and [Cu(IAC)2] complex isdonebased on thepopulation analysis
of molecular orbitals.
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Table 4.6: Selected electronic transitions and oscillator strengths (f) for the [Cu(IA)2] complex from
TDDFT calculations in vacuum. Assignmenta to the corresponding experimental absorption bands with
determined errorsb (∆) for excitation energies (in eV) isalso reported. λ is thewavelength andEE stands for
theexcitation energy, cx-carboxylate, im-imidazole.
Experimentc BP86
Assignment λ (nm) EE (eV) λ (nm) EE (eV) ∆ f
n(O-cx)→ dCu2+ — — 718 1.73 — 0.0266
d→ d 666 (694) 1.86 (1.79) 472 2.63 0.77 (0.84) 0.0000
d→ d 666 (625) 1.86 (1.98) 460 2.70 0.84 (0.72) 0.0000
π(im)→ dCu2+ 357 (358) 3.47 (3.46) — — — —π(im)→ dCu2+ 270 (290) 4.59 (4.28) 422 2.88 1.71 (1.40) 0.0497σ(O-cx)→ dCu2+ — (254) — (4.88) 459 (2.70) — (2.18) 0.0536
n(im)→ dCu2+ 227 (228) 5.46 (5.44) — — — —π→π∗(imidazole) — — — — — —
Experimentc B3LYP
d→ d 666 (694) 1.86 (1.79) 518 2.39 0.53 (0.60) 0.0000
d→ d 666 (625) 1.86 (1.98) 498 2.49 0.63 (0.51) 0.0000
n(O-cx)→ dCu2+ — — 382 3.24 — 0.0215π(im)→ dCu2+ 357 (358) 3.47 (3.46) — — — —π(im)→ dCu2+ 270 (290) 4.59 (4.28) — — — —σ(O-cx)→ dCu2+ — (254) — (4.88) 328 3.78 — (1.10) 0.0752
n(im)→ dCu2+ 227 (228) 5.46 (5.44) — — — —π→π∗(imidazole) — — — — — —
Experimentc M06L
d→ d 666 (694) 1.86 (1.79) 462 2.68 0.82 (0.89) 0.0000
d→ d 666 (625) 1.86 (1.98) 431 2.88 1.02 (0.90) 0.0000
d→ d — — 414 3.00 — 0.0000
π(im)→ dCu2+ 357 (358) 3.47 (3.46) — — — —π(im)→ dCu2+ 270 (290) 4.59 (4.28) 380 3.26 1.33 (1.02) 0.0356σ(O-cx)→ dCu2+ — (254) — (4.88) 399 3.11 — (1.77) 0.0592
n(im)→ dCu2+ 227 (228) 5.46 (5.44) — — — —π→π∗(imidazole) — — — — — —
a Based on β-spin population analysisof molecular orbitals.
b ∆ = |EEEXP− EETDDFT| arecalculated using ”original spectrum” and (”filtered spectrum”) using EEs
obtained from theexperimental data (seeRef. below).
c Wavelength valuesand references for assignmentscan be found in Droz˙dz˙weski et al.123
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Hence in order to be able to define a given transition the following conditions should be
met: (a) the Molecular Orbital (MO) pair defining a one-electron transition should con-
tributeat least 50% to agiven excited state; (b) thespin contamination cannot exceed 30%
of the S2 value, which for thepuredoublet-to-doublet transitions is0.75.
As it can be seen in the Table 4.6 both quantitative and qualitative agreement between
TDDFT results and experimental data is not favorable. In fact, the excitation energy of
electronic transition assigned as d-d is overestimated by about 0.5 eV from calculations
performedwithB3LYPand for the ligand-to-metal chargetransfer (LMCT) transitionsthis
functional performs even worst, i.e., only one of LMCT transitions from the reflectance
spectrum123 wasfoundwith anabsoluteerror of 1.1 eV. BP86andM06L performsimilarly
despite the latter being a higher theory level: both the excitation energies of d-d transi-
tions are overestimated by about 0.7-0.9 eV, while LMCT transitions are underestimated
by about 1-2 eV. Given such large errors it is fair to admit that the standard xc function-
als employed in this work failed to quantitatively describe both metal- and ligand-based
transitions. For instance, the ligand-based n(imidazole)→ dCu2+ (LMCT) transition which
in the experiment overlaps with theπ→ π∗(imidazole) is not found. One can argue that
these resultsarenot reliablesince these transitionswerecomputed at TDDFT level of the-
ory within 50 excited states. Furthermore other issuesmight occur that influence the poor
agrement; severe mixed character (i.e., different MO pairs can comparably contribute to
a given transition) of the higher excited states, very low or no intensity at all (f< 0.001 or
f=0), high spin contamination. All these aspects can make the identification not reliable.
Yet somequalitative agreement can be found: for example, d-d transitions are experimen-
tally assigned to the absorption peak at about 2 eV for the [Cu(IA)2] complex. TDDFT
calculationsalso predicts these transitions to be in this region. However, in experiment d-d
transitionshavemedium intensity, whereas for calculations in thevacuum (gasphase) they
are optically inactive. This is because LF transitions of complexes with a square planar
geometry areLaporte forbidden, henceasexpected weobtained zero oscillator strengths.
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Inaddition, asmentionedbefore, someexcitedstatesaremissingand/or other spuriousones
appear; such behavior of the standard xc functionals in applications of adiabatic TDDFT
is also found in the study by Wu et al.132 Figure 4.3 shows the UV-Vis spectra of Cu(II)
complex with 4-imidazoleacetatecomputed with TDDFT.
Figure 4.3: TDDFT UV-Vis spectra calculated for the [Cu(IA)2] complex in the vacuum.
Spectral line-shape is created by broadening lines with 0.05 eV Half-Width Lorentzian.
Intensity isgiven in termsof theoscillator strength, and isdimensionless.
It isevident noticed that thespectrumobtainedwithB3LYPdifferssignificantly from those
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obtained with other functionals. Thespectrum predicted with BP86 resembles theonecal-
culated with M06L functional, although the same transitions found in the latter are red
shifted with respect to BP86 values, e.g., theσ(O-carboxylate)→ dCu2 (LMCT) transition
is computed at 444 nm and it shifts to 399 nm when M06L is employed. In general the
worst results were obtained with the BP86 functional which in addition od giving a poor
agreement with experiment produced spuriousCT transition at 718 nm (n(O-carboxylate)
→ dCu2+ ). Such transition was determined by M06L and B3LYP at much shorter wave-
length, 597 nmand382 nm, respectively. Furthermore, this transitionwasnot found exper-
imentally. We suspect that this peak may be covered by the broad and intense absorption
observed in 240-450 nm theregion. Moreover, for both thepureGGA functionals the third
lowest excited state, described by a dominating β-spin MO pair (HOMO− 2 and LUMO)
cannot be properly assigned becauseHOMO− 2 has an even mixture of atomic orbitals of
Cu-d and O-p. Interestingly enough, this transition is found as the first excited state with
B3LYP functional and can be classified asmixed transition: d-d (HOMO− 11→ LUMO)
and LMCT (HOMO− 2→ LUMO).
TheUV-Visspectraof theCu(II) complex with 1-ethyl-1H-imidazol-4-ylacetateweremea-
sured in solution;120 results from calculations in vacuumwill bepresented to verify theef-
fectivenessof IEF-PCM used tomimic solvation effectsof methanol and dichloromethane
(Tables4.7− 4.10). Note that experimental UV-Vis spectrum of [Cu(IAC)2] complex mea-
sured inmethanol showstwodistinct peakswithmaximumabsorption at 260 nm (4.77 eV)
and 645 nm (1.92 eV). These two bands shift upon a change of solvent, i.e., for measure-
ments in dichloromethane the first peak red shifts to 276 nm (4.49 eV) and the second
blue shifts to 575 nm (2.16 eV). Such shifts were not reproduced by TDDFT calculation
with solvation model employed in this study. Theonly d-d transitions for which predicted
wavelengthchangedare: HOMO− 7→ LUMO(calculatedwithBP86), andHOMO− 10→
LUMO (calculated with B3LYP). However, the former red shifts by about 46 nm, in dis-
agreement with experimental observations.120
82
Ta
bl
e
4.
7:
TD
D
FT
pr
ed
ic
te
d
d-
d
tra
ns
iti
on
sf
or
th
e
[C
u(
IA
C
) 2
]c
om
pl
ex
in
va
cu
um
,m
et
ha
no
la
nd
di
ch
lo
ro
m
et
ha
ne
.T
he
os
ci
lla
to
r
st
re
ng
th
ha
sb
ee
n
om
itt
ed
.a
λi
st
he
w
av
el
en
gt
h,
E
E
st
an
ds
fo
rt
he
ex
ci
ta
tio
n
en
er
gy
,H
in
di
ca
te
sH
O
M
O
an
d
L
th
e
LU
M
O
VA
C
U
U
M
B
P8
6
B
3L
Y
P
M
06
L
Ty
pe
b
λ(
nm
)
EE
(e
V
)
Ty
pe
b
λ(
nm
)
EE
(e
V
)
Ty
pe
b
λ(
nm
)
EE
(e
V
)
H
−6
→
L
47
1
2.
63
H
−1
4
→
L
51
5
2.
41
H
−4
→
L
45
7
2.
71
H
−4
→
L
46
6
2.
66
H
−1
0
→
L
49
6
2.
50
H
−8
→
L
42
9
2.
89
H
−9
→
L
43
0
2.
88
H
−1
2
→
L
47
5
2.
61
H
−9
→
L
41
3
3.
00
H
−8
→
L
42
3
2.
93
—
—
—
—
—
—
C
H
3O
H
H
−5
→
L
48
5
2.
56
H
−1
1
→
L
55
2
2.
25
H
−5
→
L
47
7
2.
60
H
−9
→
L
43
2
2.
87
H
−1
0
→
L
53
8
2.
30
H
−7
→
L
40
2
3.
08
H
−7
→
Lc
41
0
3.
03
H
−1
2
→
L
49
2
2.
52
H
−1
2
→
L
29
9
4.
14
H
−1
2
→
L
32
9
3.
77
—
—
—
—
—
—
C
H
2C
l 2
H
−5
→
L
48
3
2.
57
H
−1
1
→
L
55
2
2.
25
H
−5
→
L
47
5
2.
61
H
−7
→
L
45
6
2.
72
H
−1
0
→
L
52
3
2.
37
H
−8
→
L
40
4
3.
07
H
−9
→
L
43
4
2.
86
H
−1
2
→
L
49
0
2.
53
H
−1
2
→
L
29
9
4.
15
H
−1
2
→
L
32
6
3.
81
—
—
—
—
—
—
a
A
ll
d
→
d
ar
e
La
po
rte
fo
rb
id
de
n
tra
ns
iti
on
s,
du
e
to
th
e
sq
ua
re
pl
an
ar
sy
m
m
et
ry
of
th
e
fir
st
co
or
di
na
tio
n
sh
el
lo
ft
he
C
u(
II
)c
en
te
r.
b
D
om
in
at
in
g
M
O
pa
ir
in
vo
lv
ed
in
th
e
tra
ns
iti
on
as
si
gn
ed
as
d-
d
ba
se
d
on
β-
sp
in
po
pu
la
tio
n
an
al
ys
is
of
M
O
s.
c
Th
e
on
ly
d-
d
tra
ns
iti
on
fo
un
d
w
ith
no
nz
er
o
os
ci
lla
to
rs
tre
ng
th
(f
=0
.1
06
6)
.
83
B3LYP correctly predicts the blue shift, despite being too small, i.e., only about 15 nm
instead of 75mn.
The shape of HOMO-10 is similar and it resembles the dz2 orbital of the Cu(II) center.
This orbital will interact with methanol molecules in the solution. Yet, because IEF-PCM
does not include any other information about the solvent apart its dielectric constant, it is
not surprising that this model is insufficient to mimic all solvation effects. Nevertheless,
in comparison with results obtained in vacuum a significant improvement is achieved in
terms of accuracy of the predicted d-d transitions for the [Cu(IAC)2] complex. This is a
clear indication of the fact that computed UV-VIS spectra of solvated metal-organic com-
plexesshould takeinto account solvation effectsbecauseeven thesimplest model improves
the results.
The most important LMCT transitions predicted with TDDFT is the σ(O-carboxylate)
→ dCu2+ , which according to solvent may beassigned to theexperimental absorption band
at 260 nm or 276 nm. Fig. 4.4 shows the best UV-Vis spectra predicted with standard xc
functionals in vacuum, methanol and dichloromethane. Tables (4.7− 4.10) lists the most
intense ligand-based transitions.
The accuracy for LMCT transitions is much worse than for d-d transition. Moreover, for
many of the highest excited states it is impossible to identify the electron donor and/or
acceptor as the atomic coefficients describing the character of the dominating molecular
orbital pair involved in a given transition; these turns out to be very similar. For exam-
ple, σ(O-carboxylate)/π(imidazole)→ dCu2+ transition predicted by B3LYP in vacuum at
325 nm (Table4.9) involvesdonor with contributions fromC-p (20-22%) of imidazoleand
O-p (20-22%) of carbonyl moiety of carboxylate. Similarly for calculationswith BP86 in
methanol where thisLMCT transition was found at 505 nm (Table4.8), and withM06L in
dichloromethaneat 439 nm (Table4.10).
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Figure 4.4: TD-B3LYP UV-Vis spectra calculated for the [Cu(IAC)2] complex in vacuum, CH3OH and
CH2Cl2. Spectral line-shape iscreated by broadening lineswith 0.05 eV Half-Width Lorentzian. Intensity is
given in termsof theoscillator strength, and isdimensionless.
It is possible to find either LMCT transition (based on experimental assignments for the
[Cu(IA)2] complex123) in the spectrum rangebetween 250-360 nm the theoretical absorp-
tion peak at 325nmcanbeinterpret asoneof thesetwopossibletransitions. With such sce-
nario the quantitative comparison with experimental data becomes unreliable. In addition
to theproblem of highly mixed character of thepredicted by TDDFT electronic transitions
in few cases, a significant spin contamination occurred. This conclusion is based on the
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analysis of the expectation value for S2 (where S=

S(S+ 1)). For instance, for a very
intenseCu-p/n(im)→ dCu2+ transition employingM06L functional S2 = 1.417 inmethanol,
and 0.933 in dichloromethane. Unfortunately valuesof S2 arenot available for B3LYP re-
sults(theolder versionof theGaussianprogramcouldnot provideinformationonspin), but
it can beexpected that mixing HF exchangewill causeeven higher spin contamination.4
Table4.8: BP86 predicted LMCT transitionswith corresponding
oscillator strength (f) for the [Cu(IAC)2] complex in vacuum, methanol
and dichloromethane. λ is thewavelength, EE is theexcitation energy,
cx stands for carboxylate, im for imidazoleand et for ethyl group.
VACUUM
Typea λ (nm) EE (eV) f× 10− 2
n(O-cx)→ dCu2+ 704 1.76 2.55
n/σ(O-cx)→ dCu2+ 448 2.77 2.65
π(im)→ dCu2+ 422 2.94 7.00
CH3OH
σ(O-cx)/π(im)→ dCu2+ 505 2.46 2.43
n(im)→ dCu2+ 261 4.75 8.27
σ(C-et)→ dCu2+ 261 5.06 2.54
CH2Cl2
n(O-cx)→ dbCu2+ 676 1.84 1.26
σ(O-cx)→ dCu2+ 414 2.99 10.2
a Based on β-spin population analysisof thedominatingMO pair
involved in agiven transition.
b From adifferent occupiedmolecular orbital.
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Table4.9: B3LYPpredicted LMCT transitionswith corresponding
oscillator strength (f) for the [Cu(IAC)2] complex in vacuum, methanol
and dichloromethane. λ is thewavelength, EE is theexcitation energy
, cx stands for carboxylate, im for imidazoleand et for ethyl group.
VACUUM
Typea λ (nm) EE (eV) f× 10− 2
n(O-cx)→ dCu2+ 377 3.28 2.01
σ(O-cx)/π(im)→ dCu2+ 325 3.81 8.08
CH3OH
n(O-cx)→ dCu2+ 377 3.28 2.01
n/σ(O-cx)→ dCu2+ 303 4.09 5.21
Cu-p/n(im)→ dCu2+ 210 5.91 16.3
CH2Cl2
n(O-cx)→ dbCu2+ 321 3.86 12.4
n/σ(O-cx)→ dCu2+ 307 4.04 4.38
Cu-p/n(im)→ dCu2+ 208 5.96 14.2
a Based on β-spin population analysisof thedominatingMO pair
involved in agiven transition.
b From adifferent occupiedmolecular orbital.
Furthermore, the only possible state with S2  2 would be a triplet state but it is highly
unlikely that such excited state could appear from a doublet ground state as it would re-
quire three or more electrons to be simultaneously excited. The most common type of
excited statesfromadoublet ground state is theonedominated by two electron excitations.
According to Casidaand co-workers145 thespin contamination problem arises frommulti-
ple coupling of states with a different spin. This creates fictitious quartets or two doublet
excited states which mix. Note that S2 for excited state with multiplicity equal to four
(quartet) is 3.75 and such high valueswerenot found.
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Table4.10: M06L predicted LMCT transitionswith corresponding
oscillator strength (f) for the [Cu(IAC)2]complex in vacuum, methanol
and dichloromethane. λ is thewavelength, EE is theexcitation energy,
cx stands for carboxylate, im for imidazoleand et for ethyl group.
VACUUM
Typea λ (nm) EE (eV) f× 10− 2
n(O-cx)→ dCu2+ 587 2.11 2.28
σ(O-cx)→ dCu2+ 429 3.07 2.93
n/σ(O-cx)→ dCu2+ 413 3.11 2.30
CH3OH
n(O-cx)→ dCu2+ 587 2.11 2.28
n(O-cx)→ dbCu2+ 439 2.82 3.57
σ(O-cx)→ dCu2+ 375 3.31 12.0
Cu-p/n(im)→ dCu2+ 238 5.21 6.64
CH2Cl2
n(O-cx)→ dbCu2+ 570 2.18 1.96
n(O-cx)/π(im)→ dCu2+ 439 2.83 3.78
σ(O-cx)→ dCu2+ 379 3.28 11.8
Cu-p/n(im)→ dCu2+ 5.29 234 16.3
a Based on β-spin population analysisof thedominatingMO pair
involved in agiven transition.
b From adifferent occupiedmolecular orbital.
Also for adiabatic TDDFT (a single-electron calculations) the spin-flip configurations are
impossible, because such event requires two electrons to beexcited.132 Therefore, excited
statesandassociated transitionswith S2 1arepossibly artificial or haveannonphysically
high spin contamination.
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4.2 LRC-TDDFT Resultsand Discussion
Theset of calculations for both theCu(II) complexesconsidered herewasperformed using
CAM-B3LYP* with following values for γ: 0.20, 0.25, 0.33, and 0.40; theaimwasdoneto
study theeffect of γ on thed-d transitions. In addition, theeffect of thefraction of theexact
exchange(defined by α in theshort-range, and α + β in the long-range) wasmonitored by
changing α from thestandard 19% to 10%, 15%, and 25%and using thesamevalueof the
range-separation parameter. Furthermore, other LRC functionals were employed: where
ωB97X containsabout 16% of theexact exchange in short-range (also noted asE(SR−HF)x ,
seeChapter 2 section 2.2.2.1) and LC-ωPBE with its 0% of exact exchange. Results cal-
culatedwith these functionalswill allow to compare theperformanceof two different LRC
hybrid functionalswithapureLRC functional aswell aswith standardxc functionals. Note
that in our notationω = γ, whereω waskept to avoid changing theoriginal convention on
thenames for these functionals.
In Fig. 4.5 theUV-Visspectraof the [Cu(IA)2] complex arecompared to show thecontrast
between uncorrected B3LYP, the long-range corrected CAM-B3LYP and asymptotically
corrected CAM-B3LYP*. TheCAM-B3LYP, provides already some improvements to the
computed spectrum; mainly the first d-d transition is found at 548 nm (2.26 eV) whereas
with B3LYP the first d-d transition is at 518 nm (2.39 eV). Furthermore the LMCT tran-
sition assigned as σ(O-cx) → dCu2+ is blue shifted from 328 nm (3.78 eV) to 280 nm
(4.43 eV) with about 35% increase in intensity. This transition was found in the filtered
spectrumat 254 nm (4.88 eV) and it isoneof themost intenseLMCT transitions(theother
two areπ(im) → dCu2+ at 290 nm (4.28 eV) and n(im)→ dCu2+ at 228 nm (5.44 eV)).123
CAM-B3LYP* seems to further improve the theoretical spectrum, predicting the first d-d
at 554 nm (2.24 eV) with an error of 0.38 eV with respect to theoriginal data (i.e., 666 nm
or 1.86 eV).123
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Figure4.5: UV-Visspectraof the[Cu(IA)2] complex in vacuumcalculatedwithB3LYP, CAM-B3LYPand
CAM-B3LYP*. Intensity isgiven in termsof theoscillator strength, and isdimensionless.
The σ(O-cx) → dCu2+ found at 250 nm (4.97 eV) is even more blue shifted and an addi-
tional absorbtion band appeared at 189 nm (6.57 eV) whichmay beinterpreted asπ(im)→
dCu2+ . Unfortunately this peak is both spin contaminated and mixed in character, hence
the quantitative comparison with experiment is fairly poor. Although in this range of the
spectrum someRydberg states may occur, it is not expected for these high-laying excita-
tionsto involvemixedRydberg-valancetransitionsasit hasbeenshown that theasymptotic
correction approach evades thisproblem.146
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A few lowest vertical excitations from the ground-state energy level (arbitrarily assigned
as0 eV) areschematically illustrated in Fig. 4.6 and Fig. 4.7 to demonstratechangesupon
LRC and asymptotic correction for d-d transitions. Thenotation Xd(b)n used in both thefig-
ures is applied to distinguish between excited states computed with a given functional. In
our notation, n is theorder of theexcited state, d standsfor dark (optically inactive) state, b
for bright (optically active) state, A, B andC for B3LYP, CAM-B3LYPandCAM-B3LYP*,
respectively.
Figure4.6: Lowest excited statesof the [Cu(IA)2] complex. Influenceof theLRand asymptotic correction
on β-spin d-d transition from HOMO-14 to LUMO in vacuum obtained with B3LYP, CAM-B3LYP, and
CAM-B3LYP*.
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Figure4.7: Lowest excited statesof the [Cu(IA)2] complex. Influenceof theLRand asymptotic correction
on β-spin d-d transition from HOMO-10 to LUMO in vacuum obtained with B3LYP, CAM-B3LYP, and
CAM-B3LYP*.
The thick arrows represent the so-called optical gaps (i.e., the energy difference between
the ground-state and the first optically active excited-state) whereas the thin arrows corre-
spond to the excitation energies (defined as ∆E = Ees− Egs, where Ees is the energy of a
given excited-state and Egs is the energy of the ground-state) of one of the predicted d-d
transitions. Thefirst excited statecomputedwith B3LYP(Ad1) isadark state that can bede-
scribedasamixed transition composedof excitationsO-p(carboxylate)→ dCu2+ andd→ d.
TheAd2 state involvessingleβ-spin electron excitation fromHOMO-14 to LUMO; thiscan
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be assigned as the first ”pure” d-d transition. When LR correction is added the energy
is upward shifted by about 0.1 eV, bringing the Bd3 state at about 2.5 eV. The asymptotic
correction (AC) shifts up theBd3 stateby asmall amount of energy (0.05 eV), henceat AC
CAM-B3LYP(CAM-B3LYP*) level of theory thisstatebecomesthe forth (Cd4) in termsof
theenergy level ranking. Although theHOMO-14/LUMO gap doesnot correspond to any
computed excitation energies, an intuitive prediction that excitation from a deeper occu-
pied energy level should cost a greater input of energy is confirmed by the fully corrected
CAM-B3LYP* functional. Inother words, theoptical gapproducedby B3LYPistoosmall,
which causes theexcitation energies to be lower than thoseobtained within the long-range
asymptotically corrected scheme. Fig. 4.7 shows that when the optical gap opens up new
excited states can be found, for instance the Bd1 and C
d
1. The population analysis allows
assigning dominating transition as d-d. Note that for both these excited states the most
significant transition is from HOMO-11β to LUMOβ ; however in case of CAM-B3LYP*
both electron donor and acceptor are contaminated by ligand-based orbitals. The range-
separation parameter (γ = 0.33) utilized by CAM-B3LYPwas determined empirically,147
and the fraction of exact exchange in the short-range was kept the same as for B3LYP
(α = 0.19), which suggested that for this functional the best choice for β is 0.45.103 De-
spite the LR correction to B3LYPprovided by CAM, the correct asymptotic behaviour of
thexc potential in the long-rangewasnot exactly restored dueto the fact that astandard xc
functional is fully correctedwhen α + β = 1.111 For this reasonCAM-B3LYP* isutilized,
but sine thebest results for γ = 0.33wereobtainedwith α + β = 0.65 theareno evidences
that this value of γ will work aswell with α + β = 1. For example, for LC-ωPBE0 func-
tional thebest value for γ was found to be0.20 (at least for ground-sateproperties).111
Thenext sectionswill bededicated to shead some light onto how theelectronic transitions
will beaffectedby thechangeof γ andα . Of particular interest for thisproject arepositions
and characters of the lowest excited states because it is expected that d-d transitions will
occur between theground-stateand theexcited states laying at about 2 eV above.
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4.2.1 TheEffect of theRange-Separation Parameter and theFraction
of Exact Exchangeon Electronic Transitions
The important finding emerging from computations at CAM-B3LYP* level of theory is
that for someof thepredicted d-d transitions theexcitation energy changed using different
values of γ whereas for other d-d transitions such change did not occur (see Table 4.11).
Therefore, somecomputed wavelengthsare red shifted with respect to valuesobtained for
CAM-B3LYP* using a smaller γ. Why do we observe these differences in transition for
Cu(II) d-manifold orbitals? In order to to answer thisquestion thepopulation analysiswas
analyzed to address the effect of γ on the character and the energy of molecular orbitals
involved in a given electronic transition assigned as d-d. Also the performance of CAM-
B3LYP* with the”best” valueof therange-separation parameter will bere-examinedwhile
including a varying amount of the exact exchange in the short range (for more details see
section 4.2.2).
Among all the LRC functionals explored in this work the best agreement with absorp-
tion bands assigned as d-d transition at 666 nm123 is obtained with CAM-B3LYP* (using
γ = 0.20, γ = 0.25 and γ = 0.40) and ωB97X, for which the excitation energy was over-
estimated by about 0.3-0.4 eV. Somewhat surprising is such a good agreement of CAM-
B3LYP* functional with γ = 0.40 dueto the fact that thefirst excited statecan bedescribed
asmixed d-d. Moreover CAM-B3LYP*(γ = 0.40) introduced greater error to LMCT tran-
sitions than with other values of γ as well as with ωB97X and LC-ωPBE functionals.
Considering both types of transitions (metal-based and ligand-based) the best description
for the [Cu(IA)2] complex spectrumwasachieved with CAM-B3LYP* (γ = 0.25).
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4.2.1.1 TheRange-Separation Parameter
Table4.11 showscalculated excitation energiesand wavelengthsof d-d transitions for
the [Cu(IA)2] complex in vacuum. The oscillator strengths have been omitted due to the
fact that all gas-phased-d transitions for thesquare-planar geometry aresymmetry forbid-
den. For the LRC functionals employed herein the first four excited states involve domi-
nating molecular orbital pair with varying percentageof Cu-d character. For example, the
first excited state computed with CAM-B3LYP* using γ = 0.20 is dominated by β-spin
HOMO-11 and LUMO pair, where the former contains about 55% of Cu-d and the latter
66%. This allowsus to assign this transition asd-d. All active transitions (mainly LMCT)
of the [Cu(IA)2] complex predicted with LRC-TDDFT are shown in Fig. 4.8 The spectral
line-shapes are reported as indicated before (i.e., lines are broadened with 0.05 eV Half-
Width Lorentzian). Note that these absorption bands are found within the spectral range
2-7.5 eV and for thisreason theUV-Visspectrawere”zoomed-in” to illustratemoreclearly
thepeaksof interest.
CAM-B3LYP, CAM-B3LYP* with γ = 0.20 and γ = 0.25 aswell asωB97X areproducing
two excited stateswhich can be described by the samedominating MO pair involved in a
given electronic transition. However, oneof theseexcited stateshasaslightly smaller con-
tribution from ”shared” MO pair and at least one another significant donor-acceptor com-
bination (see footnotes in theTable4.11). For CAM-B3LYPand CAM-B3LYP*(γ = 0.25)
this second most important contribution to the third excited state also involvesMOswith
Cu-d character, where the electron donor is one of the energetically deeper occupied d-
orbitals. For CAM-B3LYP*(γ = 0.20) thesecondexcited state includessimilarly contribut-
ingMOpairs, but in thiscase thesecond onecan beassigned asamixed transition. In fact,
the HOMO-7 is composed of Cu-d(15%) and O-p(26%) from each of the carbonyl of the
two carboxyl groups. ForωB97X thefirst and thesecondexcited statesareboth dominated
by Cu-d character.
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Figure 4.8: Comparison of the LRC-TDDFT absorption spectra of the [Cu(IA)2] complex in vacuum
calculated with CAM-B3LYP, CAM-B3LYP*, ωB97X and LC-ωPBE. Intensity is given in terms of the
oscillator strength, and isdimensionless.
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The energy shift for these excited states, i.e., from the third to second and to first, can
be associated by using different parameters affecting occupied/unoccupied energy levels
and therefore the spectra. Perhaps themost surprising is the change betweenωB97X and
CAM-B3LYP*, despite being very similarly parameterized. The percentage of Cu-d and
theβ-spin orbital energiesaregiven in Table4.12. CAM-B3LYPisomitted dueto the lack
of aproper asymptotic behaviour for its xc potential, i.e., α + β = 0.65.
Molecular orbitals involved in the samed-d transitionswhich have been found for almost
all the LRC functionals are discussed in the following. Observations for CAM-B3LYP*
with variousvaluesof γ are:
† For increasing values of γ the percentage of Cu-d for occupied orbitals decreases,
e.g., HOMO-11 with γ = 0.20 has 59%, which decreases to 53% with γ = 0.25, to
42% for γ = 0.33, and to 33% for γ = 0.40.Furthermore, contamination from ligand-
based orbitals increases.
† As the value of γ increases the orbital energy of occupied orbitals becomes more
negative: from -11.7 eV to -13.5 eV.
† For increasing value of γ the percentage of Cu-d for unoccupied orbitals decreases.
Note for the γ = 0.40 LUMOβ contains only 13% of Cu-d, henceLUMO+2β (55%
Cu-d) is theactual acceptor of theelectron from theother d-orbital of Cu(II).
† For increasing vale of γ the energy of unoccupied orbitals becomes more positive:
from -0.4 eV to 1.1 eV.
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The following commentscorrelate theposition of thed-d transition from β-spin
HOMO-11→ LUMO/LUMO+2 in theUV-Vis spectrum:
† Noshift isobservedwhenγ increaseby 0.05bohr− 1 (going fromγ= 0.20 toγ= 0.25).
The difference between percentage of Cu-d in HOMO-11 and of Cu-d in LUMO is
12% (thischangewill be indicated as∆ Cu-d%). In other words, these twoMOhave
similar character. For γ = 0.20 ∆Cu-d% iseven smaller: 7%.
† TheHOMO-11energy lowersby 0.60eV whereasLUMOenergy increasesby 0.35eV
with respect to valuescalculatedwith γ = 0.20. HencetheHOMO-11/LUMOenergy
gap (∆ELH11) is increased by almost 1 eV; this changewill be denoted as∆∆25 and it
is calculated from ∆∆25 = ∆ELH11(γ0.25) − ∆ELH11(γ0.20)).
† A very small red shift occurs if γ value is increased by additional 0.08 bohr− 1 (from
0.25 to 0.33). Thewavelength of thisd-d transition changes from550 nm to 554 nm.
Again the character of the involved MOs is similar (∆Cu-d% is 10%). From an
energetic stand point theHOMO-11 lowersby 0.70 eV and theLUMO increasesby
0.48 eV with respect to valuesobtained with γ = 0.25. ∆∆33 = 1.2 eV with respect to
the∆ELH11 obtained with γ = 0.25. These values for ∆∆25 and ∆∆33 reflect an overall
small change from smaller to bigger valuesof γ (0.2 eV).
† When γ is increased to 0.40 dramatic changes in the LUMO arise, and the d-d tran-
sition are then described by HOMO-11 and LUMO+2. The wavelength red shifts
from 554 nm to 562 nm. The character of this MO pair in terms of percentage of
Cu-d differs now by 22%. The energy of HOMO-11 decreases by 0.5 eV while the
energy difference between LUMOγ= 0.33 and LUMO+2γ= 0.40 is 0.6 eV. This would
indicate a smaller change of ∆ELH11 from that calculated with γ = 0.33. However,
in this situation, ∆ELH11 becomes ∆EL+ 2H11 and the effect of increasing γ value is not
as explicit as before. Comparisons can be done between a hypothetical ∆EL(γ= 0.40)H11
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and the value obtained with γ = 0.33 (which is, according to previous convention,
denoted as ∆∆40), and the actual ∆EL+ 2H11 with respect to the same value (denoted as
∆∆40). Following thisscheme∆∆40 = 0.7 eV and ∆∆40 = 1 eV (∆∆0.40 = ∆EL+ 2H11 (γ =
0.40) − ∆ELH11(γ = 0.33)) therefore indirectly, the overall change is slightly bigger
(0.3 eV) than thechangeassociated with γ increasing from 0.25 to 0.33.
Note that for a simple complex such as [CuCl4]2− it has been shown that with a larger
amount of metal ( 60%) on thehighest occupiedmolecular orbitals, thed-manifold ismore
destabilizedcausingLF (d-d) transitionsto shift to lower energies, andLMCT transitionsto
higher energies.148 Also, tuned long-rangecorrectedhybrid functionalsstretch theHOMO-
LUMO (HL) gap by including the so-called derivative discontinuity.105 Asaconsequence
the fundamental gap equals theHL gap (see for examplework of Cohen et al.42).
Resultsfor theinvestigationof the[Cu(IA)2] complex showed that ∆EH11 isindeedwidened
by applying theLRCschemebut theeigenvaluesof orbitalsused tocomputethisenergy gap
do not reproduce the excitation energy for the dyz→ dx2− y2 transition. Furthermore, it ap-
pearsthat asomewhat oppositeeffect than that reported for [CuCl4]2− isobserved. Mainly,
the d-d transition with the lowest excitation energy, for calculations with CAMB3LYP*
(γ = 0.40), involvesMOswith the smallest percentageof Cu-d. Perhaps this disagreement
is caused by the involvement of electron excitation from molecular orbitals laying much
below the HOMO energy level or by the fact that neither of the CAM-B3LYP* variants
tested herein is actually properly tuned. Furthermore, even though the following trend can
beobserved
∆Cu-d% (γ = 0.20) ≈ ∆Cu-d% (γ = 0.25) ≈ ∆ Cu-d% (γ = 0.33) < ∆ Cu-d% (γ = 0.40)
and λ20 ≈ λ25 ≈ λ33 < λ40
theβ-spinHOMO-9/HOMO-10→ LUMO/LUMO+2 (dz2→ dx2− y2) transition, whichalso
was predicted by all the LRC-TDDFT functionals considered herein, behaves differently
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than dyz→ dx2− y2. Thed-d transition from dz2 ismoreaffected by change in γ than thed-d
transition fromdyz. In thiscasethereisno simplecorrelationbetweenchangeinprocentage
of Cu and thewavelength shift:
∆Cu-d% (γ = 0.20)= ∆Cu-d% (γ=0.25)  ∆ Cu-d% (γ = 0.33) > γ Cu-d% (γ=0.40)
and λ20 < < λ25 < λ33 ≈ λ40.
This implies that an explanation for theobserved shifts in theposition of thed-d transitions
is still eluding; in fact, the lack of such shifts associated with asmall ∆Cu-d% (i.e, similar
character of both theorbitals involved in transition), which would not depend upon γ can-
not be justified yet.
Is γ the only aspect that needs to be considered? To answer this question results from
LC-ωPBE andωB97X calculationswill befirst analyzed.
For LC-ωPBE (LRC ”pure” GGA functional, i.e., no SR HF exchange considered) the
wavelength of the d-d transition: HOMO-11β → LUMOβ is 531 nm, and red shifts with
respect to theCAM-B3LYP* with γ = 0.40 (562 nm). Nevertheless the character of MOs
in terms of % of Cu-d obtained in LC-ωPBE is almost the same (∆Cu-d=2%). Moreover,
again with metallic character on HOMO-11β calculated with this functional theLF transi-
tion isenergetically pushed to higher energy; thisbehaviour opposite towhat wasobserved
for the [CuCl4]2− complex.148 Thus with respect to the experimental data123 (666 nm)
this transition ismoreblue shifted than when computed with CAM-B3LYP*(γ = 0.40). In
the case of the HOMO-9β → LUMOβ transition obtained with LC-ωPBE (505 nm) the
∆Cu-d% is18%whereas thesame transition (in termsof character) computed with CAM-
B3LYP*(γ = 0.40) is found at 528 nm where ∆Cu-d%=28. In spite of using a different
LRC functionals theseobservationsdemonstrateoncemoreadifferent treatment of dz2 vs.
dyz. Note that for LC-ωPBE theβ-spin MOs involved in the two predicted d-d transitions
described abovehavethefollowing characters: dyz (HOMO-11), dz2 (HOMO-9) and dx2− y2
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(LUMO). With γ having the same value, the reason for such shifts can be due to either
a change in the LRC xc functional itself or in including fraction of HF exchange in the
short-range.
Results from ωB97X, helps to establish that the choice of γ is not the only factor; more
likely both the fraction of SR HF exchange (noted asα ) and γ areequally influential. Un-
fortunately theonly commond-d transition foundwithωB97X isHOMO-10β → LUMOβ
(dz2 → dx2− y2, which was predicted at 547 nm with ∆Cu-d=15%. This shift with respect
to results obtained with CAM-B3LYP* (λdz2/ dx2− y2 = 528nm) is somewhat surprising as
ωB97X functional is very similarly parameterized, i.e., γ = 0.30, α = 0.16. ∆Cu-d% for
this MO pair in CAM-B3LYP* is 13% higher than in ωB97X. Consequently, this can be
an argument in favour of thehypothesis: that LF transitionsaredescribedmoreaccurately
with a small ∆Cu-d%. However, taking into account that in this investigation main three
factorsareinvolves(functional, thevalueof therange-separationparameter, and thevarious
amounts of theSR HF exchange) and they all influence the final position of the predicted
d-d transitions, theevidencespresented so far do not allow to confirm any uniqueanswer.
In addition it appears that calculated spectra of the [Cu(IA)2] with the variants of CAM-
B3LYP* testedhereinmight suffer from theso-calleddelocalizationerror.111 Thereforethe
following questionmay arise: will theminimization of thiserror help in treating differently
σ-typeandπ-typedonors?
Some insights necessary to address this issue follow. As mentioned before for the con-
sidered complexes electron donating MOs involved in d-d transitions are energetically
deeper than HOMO, and the d-manifold of a metal center in the square planar field can
be separated into σ-type (dz2, dx2− y2) and π-type (dxz, dyz and dxy).149 Both characteris-
tics of Cu-d orbitals will become critical in consideration of possible reasons behind the
occurring changes in resulting spectra. The technique called Ionization Potential (IP)
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tuning150 is often used to find the best γ and it is based on the Janak’s theorem that
IP(N) = − εHOMO(N).151 Mainly, for a given standard xc functional and a given system
theappropriate range-separation parameter should minimizeJ2(γ) defined as
J2(γ) ≡ [εHOMO(N;γ) + IP(N;γ)]2 (4.1)
where εHOMO is the energy of the highest occupied molecular orbital. IP is calculated as
theenergy differencebetween theground stateof thecation and theneutral species:
IP(N) = E(N− 1) − E(N) (4.2)
Note that amore rigorous version of J2(γ) includes also orbital energy of the lowest un-
occupied molecular orbital and electron affinity.152,153 The results of the investigation
for those values of the range-separation parameter that minimize J2(γ) are shown in Ta-
ble4.13.
The vertical IP is obtained as ∆SCF, i.e., by subtracting the Self-Consistent Field (SCF)
DFT energy of negatively chargedandneural complex of Cu(II). Notethat while thegeom-
etry of the [Cu(IA)2]− species isnot reoptimized for themultiplicity changes from doublet
to singlet, thus the orbital energy of HOMOα of the neutral complex is used to compute
J2(γ).
Table4.13: Calculated vertical IP(N) of theneutral [Cu(IA)2], SCF-DFT energiesof neutral
complex and its cation, orbital energiesof HOMO(N) and J2(γ) values.
CAM-B3LYP*
γ εHOMO (eV) E(N)(eV) E(N-1)(eV) IP(eV) J2 (eV)2
0.20 -8.39 -30030.72 -30022.25 8.47 0.007
0.25 -8.81 -30027.34 -30018.63 8.71 0.009
0.33 -9.34 -30023.46 -30014.38 9.08 0.065
0.40 -9.67 -30020.89 -30011.50 9.39 0.081
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Based on these J2 values calculated for the [Cu(IA)2] complex with CAM-B3LYP* func-
tional thebest IPtuned range-separation parameter isγ = 0.20. This isbecausewith J2 ≈ 0
for agiven set of α ,β and γ (withα + β = 1) thedelocalization error should beminimized,
i.e., theenergy of theneutral speciesasa function of the fractional electron number isvery
close to linear, thisprovides themost accurateelectron density in termsof theelectric field
gradients.111
Assuming that the delocalization error is avoided with CAM-B3LYP*(γ = 0.20) a new
question arises: does this variant predict with the same accuracy all the possible types
of electronic transitions for theCu(II) complex with imidazole-4-acetate?
Theminimization of J2 for γ = 0.20 is in particular interesting because it shows thesmall-
est ∆Cu% for thepredicted dyz→ dx2− y2 transition, confirming to someextent, that in order
to obtain reliable LF transition with LRC scheme the involved MOs should have similar
character. Also, CAM-B3LYP*(γ = 0.20) predicts three out of four d-d transitions; this
result is better than the experimental one where in the original spectrum only one wide
absorption band ispresent with peak in 666 nmwhich after digital filtration splitsonly into
two peaks at 694 nm and 625 nm. Unfortunately, asmentioned before, wecannot address
uniquely the true nature of such signals. Nevertheless the comparison with the original
666 nm is good, i.e., the excitation energy is overestimated by 0.4 eV; this value iswithin
theexpected computational accuracy at TDDFT level for open-shell metal complexes(0.3-
0.5 eV131). In addition theCAM-B3LYP*(γ = 0.25) produces only slightly higher J2 and
predicts thedyz→ dx2− y2 transition with the sameerror magnitude. However the∆Cu% is
5% larger than ∆Cu%obtained with γ = 0.20.
Does the IP tuned CAM-B3LYP* (either with γ = 0.20 or γ = 0.25, as for both J2 
0.01 eV2) show thesameaccuracy for other typesof transitions?
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To find the answer to this question the analysis of the effect of γ and α on orbitals of
different character wasperformed. The resultswill be presented and described in thenext
section. First the accuracy of CAM-B3LYP* with γ = 0.20 and γ = 0.25 with respect to
LMCT transitions will be discussed. Selected (with f > 0.001) active LCMT transitions
of the [Cu(IA)2] complex arepresented in Table4.14. In general abetter qualitativeagree-
ment with experiment was achieved with γ = 0.25. Assignment of predicted LMCT tran-
sitions is not trivial becausemany of these transitionsarespin contaminated and/or havea
highly mixed character. Moreover ligand-to-ligand transitions such asπ→ π∗(imidazole)
may present a CT character and are very difficult to be identified due to the highly de-
localized character of the electron acceptor. Note that for most of the LLCT transitions
electron donor atomsareoxygensof thecarboxylate. Themajority of the50 computed ex-
cited states can be described by transitions from β-spin molecular orbitals despite α -spin
MOs are also involved. Comparison of spectra produced with all the values of the range-
separation parameter for CAM-B3LYP* functional used in thiswork areshown in Fig. 4.9
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Figure4.9: Comparisonof theabsorptionspectraof the[Cu(IA)2] complex calculatedat theCAM-B3LYP*
level, employing γ = 0.20, 0.25, 0.33 and 0.40. Intensity is given in terms of the oscillator strength, and is
dimensionless.
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Table4.14: CAM-B3LYP* predicted LMCT transitionswith corresponding oscillator strength (f),
and S2 for the [Cu(IA)2] complex in vacuum. λ is thewavelength, EE is theexcitation energy, cx
stands for carboxylateand im for imidazole.
γ = 0.20
Typea λ (nm) EE (eV) f S2 errorb (eV)
σ(O-cx)→ dCu2+ 298 4.17 0.0997 0.778 0.71
n(O-cx)→ dCu2+ 283 4.38 0.0155 0.813 —
σ /n(O-cx)→ dCu2+ 275 4.52 0.0138 0.786 —
n(O-cx)→ pCu2+ / C(im/ cx)c 225 5.51 0.0097 0.890 —
σ /n(O-cx)→ pCu2+ / C(im/ cx) 192 6.45 0.0975 0.975 —
pCu2+ /n(im)→ dCu2+ 187 6.64 0.0476 1.535 1.18
γ = 0.25
Typea λ (nm) EE (eV) f S2 errorb (eV)
σ(O-cx)→ dCu2+ 279 4.44 0.1015 0.778 0.44
σ /n(O-cx)→ dCu2+ 255 4.85 0.0067 0.821 —
n(O-cx)→ dCu2+ 252 4.92 0.0186 1.112 —
π(C-im)→ dCu2+ 218 5.69 0.0020 0.963 2.22
n(O-cx)→π∗(im)c 198 6.27 0.2487 0.762 —
n(O-cx)→ pCu2+ / C(im/ cx) 191 6.50 0.0088 —
n(O-cx)→ pCu2+ / C(im/ cx)d 6.68 186 0.0866 —
n(N-im)→ dCu2+ 182 6.82 0.0222 1.429 2.23
pCu2+ /n(im)→ dCu2+ 180 6.88 0.1719 0.977 1.42
a Based on β-spin population analysisof thedominatingMO pair
involved in agiven transition unlessstated differently.
b In comparison to original spectrum123 except for σ(O-cx)→ dCu2+
c Based on α -spin population analysisof thedominatingMO pair.
d From adifferent occupiedmolecular orbital.
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4.2.2 More Insights About the Per formance of the ” Tuned” CAM-
B3LYP*: Descr iption Beyond theHOMO/LUMOEnergy Levels
Due to the fact that the best values of the range-separation parameter were chosen in re-
lation to 19% of the short-rangeHF exchange it was important to check the consequence
of changing the value of α . For this purpose a set of calculations was performed where
γ was set to 0.20/0.25 and α was varied: 0.10 (10%), 0.15 (15%) and 0.25 (25%). Ac-
cording to values of the J2(γ), which did not change significantly (see Table 4.15) for
0.10< α < 0.19 theamount of theexact exchangeshould not affect thespectrum. Yet min-
imization of J2(γ) appliesonly to thehighest occupied and unoccupiedmolecular orbitals,
when amore general form of J2 is considered, that is when the energy of HOMO(N+1)
and EA are included. Therefore, transitions from deeper energy levels may suffer from
imbalanced treatment of orbitals (for details see for exampleT. Ko¨rzdo¨rfer et al.112).
Table4.15: Calculated vertical IP(N) of theneutral [Cu(IA)2] complex, SCF-DFT energiesof
neutral complex and its cation, orbital energiesof HOMO(N) and J2(γ) values.
CAM-B3LYP* (γ = 0.20)
α εHOMO (eV) E(N)(eV) E(N-1)(eV) IP(eV) J2 (eV)2
0.10 -8.03 -30028.96 -30020.84 8.12 0.008
0.15 -8.24 -30029.92 -30021.61 8.71 0.006
0.19 -8.39 -30030.72 -30022.25 9.08 0.007
0.25 -8.62 -30031.97 -30023.25 9.39 0.010
CAM-B3LYP* (γ = 0.25)
α εHOMO (eV) E(N)(eV) E(N+1)(eV) IP(eV) J2 (eV)2
0.10 -8.51 -30025.16 -30016.78 8.39 0.014
0.15 -8.68 -30026.36 -30017.79 8.56 0.013
0.19 -8.81 -30027.34 -30018.63 8.71 0.009
0.25 -8.99 -30028.86 -30019.92 8.94 0.003
109
Indeed an analysis of orbital energies and character changes of HOMOα (noted as 75MO
in Fig. 4.10), LUMOα (76MO), HOMO-11α (64MO), HOMO-10α (65MO) andHOMO-
9α (66MO, not shown in Fig. 4.10) orbitals upon variation of α and γ shows that HOMO
and LUMO are treated differently than deeper orbitals. Figure 4.10 helps to visualize the
effects of both parameters on these selected α -spin molecular orbitals. The color coded
lines represent theenergetic changes; for example, thepurple line represents theenergetic
changefor theHOMO-11α . This linecontainspurpleand turquoisesquares, wherethelast
indicate the different character of this orbital for γ = 0.33 and γ = 0.40. Accordingly, the
yellow diamondsfor HOMO-11α havethesamemeaning, although for thisMOthechange
is lessprofound. This isdue to the fact that their character maintainsoneof thed-manifold
of theCu(II) center (with somecontributions form the ligand-based atomic orbitals).
The y-axis reports the orbital energy in electronvolts while the x-axis reports either vari-
ousvaluesof therange-separationparameter (γ) or different fractionsof theexact exchange
(α ), Figures4.10and 4.11. In comparison todeeper occupiedorbitals, theHOMOα donot
changesignificantly, andaprogressiveincreasing localization of theelectrondensity on the
imidazoleringscanbeobserved. Such increaseisassociatedwith slight decreasein energy.
Note that this orbital may be treated asσ-type or n-type due to resonance of the carboxy-
late group. For theHOMO-10α , aπ-type donor, the situation is different, and the change
in orbital energy causes a shift between orbitals of different character. Such behavior is
found when γ is increased from 0.25 to 0.33. Also, the HOMO-11α which is the σ-type
dz2 orbital of Cu changesfor increasing valuesof therangeparameter. Thischaracteristic is
highly visible going from 0.25 to 0.33 where thisMO seems to swipewith another orbital
composed of contributions from the Cu d-manifold and the ligand-based atomic orbitals.
In general it is quite noticeable that α -spin MOs are more affected by the change of the
range-separation parameter than by varying theamount of theexact exchange.
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Figure 4.10: Trend for selected α -spin Molecular Orbitals of the [Cu(IA)2] complex, obtained by em-
ploying: (a) CAM-B3LYP*(α = 0.19) with γ = 0.20, 0.25, 0.33 and 0.40, (b) CAM-B3LYP*(γ = 0.20) with
α = 0.10, 0.15, 0.19 and 0.25.
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Figure 4.11: Trend for selected β-spin Molecular Orbitals of the [Cu(IA)2] complex, obtained by em-
ploying: (a) CAM-B3LYP*(α = 0.19) with γ = 0.20, 0.25, 0.33 and 0.40, (b) CAM-B3LYP*(γ = 0.20) with
α = 0.10, 0.15, 0.19 and 0.25
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Also, asthelowest unoccupiedα -spinMO(76MO inFig. 4.10) doesnot haveCu-d charac-
ter all thecalculated d-d transitions involveβ-spinMOs. β-spinmolecular orbitalsbehave
very similarly to α -spin MOs. In fact their population analysis shows that all the α -spin
orbitals overlap with β-spin orbitals (with 90% or greater correspondence) except for the
SOMOα (a.k.a HOMOα ) orbital that is singly occupied by the unpaired d-electron of
Cu(II).
Figure4.11helpstovisualizetheeffectsof bothparameterson theseselectedβ-spinmolec-
ular orbitals. Looking at β-spin orbitals themost significant changesoccur again at deeper
occupied orbital levels: HOMO-10 (π(N-imidazole) character; 64MO in Fig 4.11) and
HOMO-9 (Cu-dz2, 65MO in Fig 4.11) turned out to be energetically flipped going from
γ = 0.20 to γ = 0.25 as well as from α = 0.19 to α = 0.25. However one can also observe
a significant difference in the character of the lowest unoccupied β-spin molecular orbital
(75MO) for γ = 0.40. In fact, LUMOβ is not involved in d-d transitionspredicted with the
CAM-B3LYP* functional when this valueof range-separation parameter and α = 0.19 are
used.
4.2.3 [Cu(IAC)2]: Resultsand Discussion
4.2.3.1 Calculations in Vacuum
LRC-TDDFT calculations were performed for the [Cu(IAC)2] complex in vacuum to es-
tablish theeffect of therange-separation parameter on theposition of d-d transitionsinUV-
Visspectraand on thecharacter of involvedmolecular orbitals (Table4.16 andTable4.17).
Once again the investigation is focused on calculations employing various variants of the
asymptotically correctedCAM-B3LYP(a.k.aCAM-B3LYP*). Notethat thefraction of SR
HF exchange employed for the CAM-B3LYP* with γ = 0.20, 0.25, 0.33 and 0.40 is 19%
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(α=0.19), becauseit hasbeen shown that using different amountsof α doesnot necessarily
improve theperformanceof CAM-B3LYP* (based on results for the [Cu(IA)2] complex).
For d-d transitionspredictedwith LRC-TDDFT in vacuumabetter qualitativeagreement is
achieved with experimental datameasured in dichlorometane (575 nm or 2.16 eV) than in
methanol (645.1 nm or 1.92 eV).120 This aspect, asmentioned before (Section 4.1.2), can
beexplained by the fact theCH3OH interactswith dz2 orbital of theCu(II) center, which of
coursearenot modeled by calculations in thegas-phase.
In comparison to resultsobtainedwith standard xc functionals there isan evident improve-
ment; for instance, thebest estimation for d-d transitionwasobtainedwithB3LYP(515nm
or 2.1 eV) with an average absolute error of 0.4 eV (i.e., themean error obtained with re-
spect to experimental datameasured in CH3OH and CH2Cl2), which value is reduced by
0.2 eV using ωB97X. Although, it is important to notice that the d-d transition predicted
with B3LYP is dominated by excitation from β-spin HOMO-14 (dxy) to LUMO (dx2− y2),
whereas d-d transition predicted with ωB97X involves HOMO-11 (dyz). Nevertheless, it
seemsthat result from this functional ismore reliableas in thesquare-planar symmetry the
d-manifold energy levels are splitted as: dxy, dxz,yz, dz2, and dx2− y2, where these values are
ordered with respect to increasing energy. Hence the transition dxz,yz→ dx2− y2 require less
energy than dxy→ dx2− y2. In fact, the first d-d transition predicted via ωB97X actually
involves dz2 → dx2− y2, but with a lower percentage of contribution to the excited state. In
other words thebest agreement with experimental valueof thed-d absorption band iswith
theenergetically lowest excited statedominated by MOsof d-character. However, as in the
casepresented above, a dominating MO pair might changedue to various factors (i.e., the
choiceof density functional itself aswell asα , γ parameters).
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Therefore a comparison of this sort is not trivial. Moreover, although it is a common
practice to examinetheperformanceof agiven theoretical methodology with respect to ex-
perimental data, such comparisonmay bebiased if not confirmed by higher level of theory.
Unfortunately, with such large systems it would be highly demanding in terms of compu-
tational effort. On the other hand even though certain assumptionsmade herein are based
on chemical intuition and experimental data (e.g., d-splitting persists and LF transitions
do not appear in the same region as LMCT transitions) others are strictly theoretical (e.g.,
they consider only excited statesdominated by one-electron excitations, employ both long-
range and asymptotic corrections, etc.). This seems to be sufficient to justify that overall
LRC functionalsperformsbetter thanstandard xc functionals, and thegoodagreement with
experimental dataappearsnot to beaccidental. For example, B3LYPpredicts dz2 →dx2− y2
transition at 496 nm (2.50 eV), while CAM-B3LYP* red shifts it by about 30 nm (i.e., to
526 nm/2.36 eV); this result is in favour of theCAM-B3LYP* functional.
Asshown before for the [Cu(IA2)] complex thedz2 → dx2− y2 transition isquitesensitive to
the change of range-separation parameter. Therefore, before discussing the LMCT transi-
tions, weshall analyzetheeffect of γ on thecharacter and energy level of thed-manifold in
itsethylatedderivative. Table4.17 summarizestheresultsof thepopulation analysis for the
[Cu(IAC2)] complex while in vacuum employing variantsof CAM-B3LYP* (with γ=0.20,
0.25, 0.33 and 0.40),ωB97X, and LC-ωPBE.
Focusing on β-spin dz2 orbital (or HOMO-10) we see that for increasing value of γ the
% contribution of Cu-d orbital decreases and the orbital energy (OE) lowers. This be-
haviour is similar to that observed for [Cu(IA)2]. On the contrary, the LUMO (dx2− y2
orbital) gains theamount of Cu-d in theethylated derivative of this complex, except when
γ=0.40. Energetically, the effect of range-separation on the LUMO of [Cu(IAC)2] is sim-
ilar to that in [Cu(IA)2] complex, i.e., theenergy isshifted to higher valuesfor increasing γ.
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Theposition of thedz2 → dx2− y2 transition in thespectraobtained with theCAM-B3LYP*
variants red shifts: 493 nm (2.52 eV), 514 nm (2.41 eV), 526 nm (2.36 eV) and 540 nm
(2.30 eV) with γ=0.20, 0.25, 0.33 and0.40, respectively. The∆Cu-d%decreasesfrom16%
to 5% (∆Cu-d=16% (γ = 0.20) > ∆Cu-d=14% (γ = 0.25) > ∆Cu-d=9% (γ = 0.33) > ∆Cu-
d=5% (γ = 0.40)).
Again, unlike for the [Cu(IA)2] complex where therewasno correlation between theposi-
tion of thedz2→ dx2− y2 transition and∆Cu-d%, heretheMOpair withmoresimilar Cu% is
lessblueshifted with respect to experimental data.120 Thisproves that indeed theγ param-
eter ishighly system dependent111 and it affectspredicted propertiessuch asUV-Visspec-
trum. Unfortunately, it is not clear if ∆Cu-d% can beused asan indicator of theoccurring
shifts for thed-d transitions. This isbecause this valueappears to beunreliable, especially
if the imbalanced treatment of σ-type (localized) vs. π-type (delocalized) orbitals arise
(which is thecase for tuned LRC hybrid functionalsasshown for the [Cu(IA)2] complex).
Furthermore, results from calculations preformed for Cu(II) with ethylated imidazole-4-
acetate complex ([Cu(IAC)2]) employing other LRC functionals are not encouraging, par-
ticulary when they arecompared to results for [Cu(IA)2]. Mainly, theposition of thedz2 →
dx2− y2 transition for both [Cu(IA)2] and [Cu(IAC)2] complexes predicted with ωB97X is
less blue shifted than the one obtained with CAM-B3LYP* (with respect to the experi-
mental values120,123). However, for the [Cu(IA)2] complex ∆Cu-d% obtained with this
functional is13% higher than the∆Cu-d% calculated for ωB97X (15%). This trend isop-
posite to what it was found for the [Cu(IAC)2] complex, i.e., ∆Cu-d=9% and ∆Cu-d=13%
for CAM-B3LYP* and ωB97X, respectively. Furthermore, LC-ωPBE results show the
position of the dz2 → dx2− y2 transition (504 nm/2.46 eV) in the predicted spectra for the
ethylated complex more blue shifted than with CAM-B3LYP*(γ=0.40) (540 nm/2.30 eV)
with∆Cu-d=5%and∆Cu-d=17% for LC-ωPBE functional. On theother hand, theposition
of thisd-d transition in the[Cu(IA)2] UV-VisspectraobtainedwithCAM-B3LYP*(γ=0.40)
and LC-ωPBE is542 nm (2.29 eV) with ∆Cu-d=20% and 505 nm (2.46 eV) with
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∆Cu-d=18%, respectively. Hence, the following conclusion can bedrawn: ∆Cu-d% is not
theproperty able to reliably indicate if theposition of agiven d-d transitionwill shift or not
upon thechangeof γ and/or α parameter utilizing theLRC functionals.
Theexcitation energieswith corresponding wavelengths, assignmentsand oscillator
strengths(f) of ligand-based transitionscomputedwithCAM-B3LYP* variantsarereported
in Table 4.18. Note that only LMCT transitions with spin contamination less than 10%,
significant f value (i.e., above 0.01) and definite character (i.e., dominating MO pair con-
tributes at least 50% and both donor and acceptor can be identified) are listed. Fig. 4.12
visualizes all predicated optically active excited states. Finally, results from all the other
LRC functionalsare reported for theLMCT transitions in Table4.19 and Fig. 4.13.
The experimentally determined absorbance band at 260 nm (4.77 eV) in methanol and
276 nm (4.49 eV) may beassigned to aLMCT transition from σ(O-carboxylate) to dx2− y2
orbital of Cu(II) center.120 The best agreement with values computed in vacuum with
CAM-B3LYP* is for γ = 0.25, where the transition is found at about 278 nmwith an error
of 0.02-0.3 eV. Both experimental UV-Vis spectra are measured in the presence of sol-
vent and show only two distinct, relatively broad absorption peaks: one consistent with
thevaluecorresponding tometal-based transitions (about 2 eV), theother for ligand-based
transitions (3.5-5.5 eV) for this type of Cu(II) complexes;123,125,154 therefore results ob-
tained with CAM-B3LYP*(γ = 0.25) in vacuum agree reasonably well (the error for d-d
transition is in the range0.1-0.4 eV). On theother hand, for all CAM-B3LYP* variants the
majority of thepredicted LMCT and LLCT transitionsaresignificantly spin contaminated
and/or have highly mixed character. This transitionsmight be dominated by double elec-
tronexcitationshencecannot becorrectly handledby theTDDFT which isasingleelectron
basedmethod (asdiscussed earlier).
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Figure4.12: Comparison of theabsorption spectraof the [Cu(IAC)2] complex, calculated with theCAM-
B3LYP* employing γ = 0.20, 0.25, 0.33 and 0.40
120
Table4.18: CAM-B3LYP* LMCT transitionswith corresponding oscillator strength (f)
and S2 for the [Cu(IAC)2] complex in vacuum. λ is thewavelength, EE is theexcitation
energy, cx stands for carboxylate.
γ = 0.20
Typea λ (nm) EE (eV) f S2 errorb (eV)
σ(O-cx)→ dCu2+ 296 4.19 0.0960 0.790 0.58/0.30
n(O-cx)→ dCu2+ 281 4.38 0.0176 0.813 —
σ /n(O-cx)→ dCu2+ 273 4.55 0.0130 0.787 —
γ = 0.25
σ(O-cx)→ dCu2+ 278 4.47 0.0997 0.777 0.30/0.02
γ = 0.33
σ(O-cx)→ dCu2+ 248 5.00 0.1013 0.810 0.23/0.51
γ = 0.40
— — — — — —
a Based on β-spin population analysisof thedominatingMO pair
involved in agiven transition unlessstated differently.
b In comparison to experimental spectrummeasured inmethanol/dichlorometane120
Among the standard xc functionals employed in his work, B3LYP produced themost ac-
curate resultswith respect to experimental data for the [Cu(IAC)2] complex.120 However,
in vacuum, the excitation energy of the first predicted d-d transition (energetically lowest)
is overestimated by about 0.3-0.5 eV (where thesmallest error isestimated by comparison
with measurements in dichloromethane and the largest in methanol unless stated differ-
ently). The LMCT transition assigned as σO-carboxylate→ Cu(II) is underestimated by
about 0.7-1 eV. These errors are reduced by including the LRC in this functional, i.e., for
CAM-B3LYP theerror for the first d-d transition is 0.1-0.4 eV, whereas theLMCT transi-
tion is foundwith anerror of 0.0-0.3 eV. Thelast result representssignificant improvement,
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and shows that LRC is necessary to obtain a reasonable accuracy for LMCT transitions.
Thisconclusion wasnot unexpected.
Table4.19: LRC-TDDFT predicted LMCT transitionswith corresponding
oscillator strength (f) and S2 for the [Cu(IAC)2] complex in vacuum. λ is the
wavelength, EE is theexcitation energy, cx stands for carboxylate
CAM-B3LYP
Typea λ (nm) EE (eV) f S2 errorb (eV)
σ(O-cx)→ dCu2+ 278 4.46 0.0991 0.776 0.31/0.03
σ /n(O-cx)→ dCu2+ 259 4.79 0.0134 0.820 —
ωB97X
σ(O-cx)→ dCu2+ 282 4.55 0.1041 0.777 0.22/0.06
LC-ωPBE
σ(O-cx)→ dCu2+ 279 4.40 0.1115 0.773 0.37/0.09
a Based on β-spin population analysisof thedominatingMO pair
involved in agiven transition unlessstated differently.
b In comparison to original spectrummeasured inmethanol/dichlorometane.120
The asymptotically corrected CAM-B3LYP (CAM-B3LYP*) provides a slight improve-
ment, with respect to theoriginal version of thisLRC hybrid functional, in theaccuracy of
themetal-based transition but it actually worsen thedescription of the ligand-based transi-
tion. Mainly, the excitation energy for the energetically lowest d-d transition predicted
by CAM-B3LYP* is obtained with an error of 0.1-0.3 eV while for the LMCT (σ(O-
carboxylate)→Cu-d) transition theerror is0.2-0.5eV (thefirst error isnow for comparison
with CH3OH and the second with CH2Cl). This loss of accuracy can be explained on the
basis that the range-separation (γ=0.33) aswell asα=0.19 and β=0.46 parameters (which
allow to mix B8851 exchange and HF exchange, with γ dictating conversion from one to
theother over thewhole range) wereoptimized to improveexcitation energies for CT tran-
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Figure 4.13: Comparison of the LRC-TDDFT absorption spectra of the [Cu(IAC)2] complex in vacuum
calculated with CAM-B3LYP, CAM-B3LYP*, ωB97X, and LC-ωPBE. Intensity is given in terms of the
oscillator strength, and isdimensionless.
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sitionswhile keeping the accuracy of B3LYP for other energetic quantities.103 Hence, by
setting α + β = 1 (which assures the appropriate asymptotic behaviour for the xc poten-
tial111) without optimizing γ may lead to someundesirable effects, such as contamination
of the short-rangepart of this potential by theextraHF exchangeused to correct the long-
rangepart.155
Considering results calculated in vacuum with variants of CAM-B3LYP*, the best agree-
ment with experimental spectra for the [Cu(IAC)2] complex120 is achieved with γ=0.25.
Theexcitation energy of both metal-based ligand-based transition (i.e., the first d-d transi-
tion and the σ(O-carboxylate) → Cu-d transition) was found with an error of 0.1-0.3 eV.
Therefore, for calculationsin vacuum thisvalueof therange-separation parameter (γ=0.25)
for CAM-B3LYP* functional is recommended. The other two LRC functionals also im-
proved the accuracy of predicted excitation energies of these two peaks with respect to
standard xc functional. In particular, a reasonably good performance for UV-Vis calcula-
tions was given by theωB97X with an error of 0.1-0.3 eV for both d-d and LMCT tran-
sitions. LC-ωPBE performsworse for both typesof transitions, increasing theerror range
by 0.1 eV (i.e., 0.2-0.4 eV). However, even this LRC functional outperforms standard xc
functional, especially for predicting position of σ(O-carboxylate)→ Cu(II) transition.
4.2.3.2 Calculations in Solvent
Addition of the solvation effect of methanol and dichloromethane is expected to further
improve the theoretical modeling of the UV-Vis spectra of the [Cu(IAC)2] complex in
LRC-TDDFT calculations. Note that we will only discuss results obtained with CAM-
B3LYP*(γ=0.25), CAM-B3LYP*, ωB97X and LC-ωPBE functionals. This is because
CAM-B3LYP*(γ=0.25) proved to provide the most accurate description of [Cu(IAC)2]
spectrum in vacuum and the other LRC functionals can be used to monitor effects of the
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range-separation parameter and the fraction of SRHF exchange.
Furthermore, a detailed analysis of changes in the character and the orbital energy lev-
els of MOs upon varying α and γ in calculations with both solvents will be limited to
the most important electronic transition. In particular we will refer to the d-d transition
experimentally found around 645 nm (in CH3OH) and 576 nm (in CH2Cl2)120 which we
assigned asdz2 → dx2− y2 based on both visual and population analysis (thefirst β-spinMO
is labelled HOMO-10 and thesecond LUMO). Thisanalysis indicate that thenatureof the
MOs involved in this d-d transition is not affected by the solvation environment. β-spin
MOs involved in the dz2 → dx2− y2 transition in Table 4.20, which shows percentage of
Cu-d and orbital energies obtained with a given LRC functional in vacuum, methanol and
dichloromethane. In addition to thenumerical values, Fig. 4.14 illustrates theeffect of the
solvated environment on dz2 and dx2− y2 orbitals or rather in this case the lack of such. Re-
sultsobtained with CAM-B3LYP*(γ = 0.25) in vacuum, CH2Cl2, and CH3OH areshowed
asexamples.
The HOMO-10 (dz2 orbital) is not at all affected by the solvation effect for calculations
performedwith all LRC functionals. Theonly exception isCAM-B3LYP*(γ=0.33), where
the percentage of Cu-d slightly decreases from 79% in vacuum to 73% in methanol. This
value is only 1% higher for dichloromethane. TheLUMO (dx2− y2) is even less affected as
for all LRC functionals the% of Cu-d oscillates between 68-70%. This can be expected
as only very small differences were found between structures obtained with the solvation
environment of methanol and dichloromethane, and corresponding parameters in vacuum.
On theother hand, significant shifts in theposition of this transition upon changefromvac-
uum to either solvent are observed (Table 4.21). For example, for calculations in vacuum
using CAM-B3LYP*(γ=0.25) thedz2 → dx2− y2 transition is found at 514 nm (2.41 eV), in
CH2Cl2 it red shifts to 547 nm (2.27 eV), but changing from dichloromethane tomethanol
doesnot causeany significant shifts (i.e., in CH3OH it is found at 548 nm/2.26 eV).
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Table4.20: Procentageof Cu-d and β-spin orbital energies (OE) obtained from population
analysiswith given LRC functional for the [Cu(IAC)2] complex in vacuum, CH3OH andCH2Cl2.
H stands for HOMOand L for LUMO
VACUUM
CAM-B3LYP* (γ = 0.25) CAM-B3LYP* (γ = 0.33)
Label OE (eV) Cu-d% Label OE (eV) Cu-d%
H-10 -11.0 83 H-10 -12.4 79
L 0.224 69 L 0.756 70
ωB97X LC-ωPBE
H-10 -11.8 83 H-10 -11.9 85
L 0.482 70 L 0.364 68
CH3OH
CAM-B3LYP* (γ = 0.25) CAM-B3LYP* (γ = 0.33)
Label OE (eV) Cu-d% Label OE (eV) Cu-d%
H-10 -11.9 80 H-10 -12.7 73
L -0.230 69 L 0.307 70
ωB97X LC-ωPBE
H-10 -12.1 80 H-10 -12.2 82
L 0.026 70 L -0.113 69
CH2Cl2
CAM-B3LYP* γ = 0.25 CAM-B3LYP* (γ = 0.33)
Label OE (eV) Cu-d% Label OE (eV) Cu-d%
H-10 -11.9 80 H-10 -12.7 74
L -0.202 69 L 0.756 70
ωB97X LC-ωPBE
H-10 -12.1 80 H-10 -12.2 83
L 0.051 70 L -0.0846 69
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Onepossibleexplanation for thisbehaviour is that theexperimentally observed absorption
band is formed by a doubly excited state. The rationalization behind this statement the
following: two excited states involving the same dominating MO pair were found. One
of them showed a weight factor slightly smaller than that of the other one. For instance,
from calculations with CAM-B3LYP*(γ=0.25) including the solvation effect of methanol
wefound that thefirst excited state(2.26 eV) havefirst dominatingHOMO-10/LUMOpair
(weight factor of 0.61 or 61%) while the second most important HOMO-13/LUMO pair
accounts for 41%. The second excited state was predicted at 2.31 eV, for which HOMO-
10/LUMOpair contributes57% andHOMO-13/LUMO 49%. Interestingly, theLC-ωPBE
results are different. In fact, LC-ωPBE is the only LRC functional which does not pro-
duce the ” twin” excited states in either environment. This aspect and the fact that the
valueof S2 for each of theseexcited states is about 0.75, suggest that these states are pure
doublet-doublet transitions. Therefore, the above reasonings is unlikely to be the correct
explanation for the actual causeof shifts occurring in the dz2 → dx2− y2 transition. A more
possible interpretation of the discrepancy between the lack of effect due to the solvation
environment on the HOMO-10/LUMO pair and the predicted significant shifts lies again
in the imbalanced treatment of orbitals of a different nature. Mainly, each of the ” twin”
excited stateshasa largecontribution from theHOMO-10/LUMO pair, both localized (σ-
type) MOsand theHOMO-13/LUMO pair, whereHOMO-13 is either one of dxz,yz or dxy
which are delocalized (π-type) MOs. Thus, the excitation energies of the excited states
where dominating MO pairs composed of these two types of orbitals aremixed, might be
affected by theunbalanced LR correction of σ- vs. π-type. On theother hand similar shifts
in the position of the d-d transitions from vacuum to either solvent is observed also for
calculations with standard xc functionals. Hence at this point we claim that this effect is
due to the change of environment even though its effect is not explicitly observable from
theorbitals.
Table4.21presentsthed-d transitionsfor the[Cu(IAC)2] complex inmethanol anddichloro
methane; theLMCT transitionsare reported in Table4.22.
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Table4.21: LRC-TDDFT predicted d-d transitions for the [Cu(IAC)2] complex inmethanol
and dichlorometane. Theoscillator strength hasbeen omitted.a λ is thewavelength, EE
is theexcitation energy, H stands for HOMO, and L for LUMO.
CH3OH Exp=645 nm (1.92 eV)120
CAM-B3LYP* (γ=0.25) CAM-B3LYP* (γ=0.33)
Typeb λ (nm) EE (eV) Typeb λ (nm) EE (eV)
H-10→ L 548 2.26 H-10→ L 562 2.21
H-10→ L f 536 2.31 H-14→ L 547 2.27
H-15→ L 522 2.37 H-15→ L 533 2.33
H-17→ L 492 2.52 H-15→ Lc 503 2.47
ωB97X LC-ωPBE
H-10→ L 585 2.12 H-10→ L 538 2.30
H-13→ L 537 2.31 H-12→ L 519 2.39
H-15→ Ld 525 2.36 H-16→ L 500 2.48
H-15→ L 495 2.50 H-13→ L 472 2.63
CH2Cl2 Exp=575 nm (2.16 eV)120
CAM-B3LYP* (γ=0.25) CAM-B3LYP* (γ=0.33)
Typeb λ (nm) EE (eV) Typeb λ (nm) EE (eV)
H-10→ L 547 2.27 H-10→ L 559 2.22
H-10→ Le 535 2.32 H-13→ L 546 2.27
H-14→ L 520 2.38 H-15→ Lc 551 2.34
H-17→ L 490 2.53 H-15→ L 501 2.47
ωB97X LC-ωPBE
H-10→ L 581 2.13 H-10→ L 535 2.32
H-12→ L 537 2.31 H-11→ L 518 2.39
H-17→ L 523 2.37 H-14→ L 498 2.49
H-13→ L 493 2.51 H-13→ L 470 2.64
a Due to thesquare-planar symmetry of thefirst coordination shell around Cu(II) all d→ d
transition aresymmetry forbidden.
b Based on population analysisof β-spin orbitals.
c Secondmost important contribution fromHOMO-18→ LUMO
d Secondmost important contribution formHOMO-17→ LUMO
e Secondmost important contribution formHOMO-14→ LUMO
f Secondmost important contribution formHOMO-13→ LUMO
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As discussed earlier for both standard and LRC xc functionalswe observed a lowering of
the excitation energy for d-d transitions upon involving either solvent in the calculations.
However, when changing environment from methanol to dichloromethane there is either
too small solvatochromic shift compare to experimental data120 or there is no effect at all.
For example, with CAM-B3LYP*(γ=0.33) the predicted position of the d-d transition is
red shifted from 526 nm (2.36 eV) in vacuum to 559 nm (2.22 eV) in dichloromethaneand
562 nm (2.21 eV) in methanol. Unfortunately, once again (i.e., as it was for calculations
using standard xc functionals) the expected blue shift for results including the solvation
effect of CH2Cl2 with respect to CH3OH is correct but far too small. In fact, experimen-
tally measured position of the absorption band assigned as d-d transition in methanol is
found at 645 nm (1.92 eV) and 575 nm (2.16 eV) in dichloromethane, giving a blue shift
of about 70 nm (0.2 eV).120 Since it wasnot clear if theγ parameter or for that matter also
α influenced the accuracy of the predicted solvatochromic shifts, further analysis of this
solvation effect wascarried out with other LRC functionals. First, it should bepointed out
that CAM-B3LYP*(γ=0.25) givessimilar resultsas its variant with γ=0.33, except that the
dz2 → dx2− y2 transition is blue shifted by about 12 nm in vacuum, 12 nm in CH2Cl2, and
14 nm inCH3OH with respect to valuesobtained using larger γ. Furthermore,ωB97X and
LC-ωPBEperformsimilarly toCAM-B3LYP*(γ=0.25), whichgivesonly slightly worst re-
sults than CAM-B3LYP*. This suggests that if γ has any influence on the solvatochromic
shifts itseffect isvery small and can beneglected. Such conclusion seemsto bereasonable
but it doesnot fully address thecomplexity of theproblem. For instance, theconsequences
of using variousamountsof theexact exchange (α ) werenot discussed yet. Another issue
that may be the cause of poor performance of the LRC functionals in terms of predict-
ing solvatochromic shifts going from methanol to dichloromethane (or vice versa) is the
choice of the IEF-PCM approach itself that may not be appropriate to mimic this effect.
In fact this conclusion was already stated for standard xc functionals and the results with
LRC functionalsseemsto confirm it. Hencethismodel for the [Cu(IAC)2] complex should
be applied with some caution, as it cannot properly account for the solvatochromic shifts
131
observed experimentally. Yet, it is important to stress again that in comparison to results
in vacuum the involvement of solvent via the IEF-PCM approach allows to improve the
agreement between theory and experiment.
Fig 4.15 shows predicted transitions by CAM-B3LYP*(γ=0.25), ωB97X, and LC-ωPBE
functionals in both solvents. CAM-B3LYP* is not reported because the comparison be-
tween UV-Vis spectra predicted by this variant and CAM-B3LYP*(γ=0.25) will be shown
separately in Fig 4.16 together with the spectrum in vacuum. This choice is adopted to
clearly illustrate thesolvation effect with respect to thechangeof the range-separation pa-
rameter.
Oliveiraand coworkers156 studied thesolvatochromic shift of thepyridinium-N-phenoxide
betaine dye using the long-range corrected functionals. These authors reports that CAM-
B3LYP gives smaller blue solvation shift than LC-ωPBE for theπ− π∗ transition. Since
LRC functional has larger γ value than CAM-B3LYP (γ=0.40 vs. γ=0.33), it can be ar-
gued that a lager value of the range-separation may cause larger shift. Although, results
for our systems show almost the same shift for the dz2 → dx2− y2 transition calculated via
CAM-B3LYP*(γ=0.25) and CAM-B3LYP* with thechangeof theenvironment from vac-
uum to methanol, i.e., from 514 nm/2.41 eV to 548 nm/2.26 eV for γ=0.25, and from
526 nm/2.36 eV to 562 nm/2.21 eV for CAM-B3LYP*. Note that LC-ωPBE and CAM-
B3LYP besides representing two different LRC functionals also have a different amounts
of SR HF exchange, whereasboth theemployed variants of CAM-B3LYP* have thesame
amount of SRHF.
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Perhaps then solvatochromic shiftsaresensitive to thisparameter. In fact, bothπ− π∗ and
n− π∗ transitions discussed by Oliviera et al.156 shift much lesswith B3LYP (19% of HF
exchange) than with BHandHLYP (50% of HF exchange) functional. Hence it is possible
that what weareclaiming, i.e., γ doesnot affect solvatochromic shifts, is correct. If that is
the casewe think that difference in themagnitudeof solvatochromic shift between CAM-
B3LYPand LC-ωPBEobserved by thoseauthors156 may bedueto different fraction of the
SRHFexchange. Although, at thesametimethisassumption can bewrong aspyridinium-
N-phenoxidebetainedye isvery different from [Cu(IAC)2], and wealready shown that ef-
fect of γ parameter on UV-Vis spectrum ishighly system dependent. Unfortunately, to the
best of our knowledge studies on solvatochromic shifts using LRC functionals for Cu(II)
complexes ligandssimilar to oursarenot available in the literature. Further studieswill be
necessary to reach definite conclusions. Calculations with LRC-TDDFT indicate that the
[Cu(IAC)2] complex spectrum is rich in LMCT transitions, however because of high spin
contamination and highly mixed character of most of these transitions it was impossible to
deduce their character. Only oneof theLMCT transitions (i.e., σ(O-carboxylate)→ dx2− y2
Cu(II)) was found to be consistently pure doublet-to-doublet one electron transition; its
nature was determined via TDDFT calculations. The σ(O-carboxylate)→ dx2− y2 Cu(II)
transition is assigned to the experimentally determined peak with maximum absorption at
260 nm for measurements in methanol and 276 nm (4.77 eV) in dichloromethane.120
Asmentioned before both experimental spectra show only two absorption bands; the first
assigned as d-d and second as LMCT transition. Therefore, based on our theoretical re-
sults as well as on the assignments for other similar Cu(II) complexes,123,124 the most
important LMCT single electron excitation transition for the [Cu(IAC)2] complex seems
ti beσ(O-carboxylate)→ dx2− y2 Cu(II). Consequently the error analysis will be discussed
only for this LMCT transition. The absolute error for this transition obtained in methanol
with CAM-B3LYP*(γ=0.25) is reduced by 0.15 eV in comparison to theoretical data ob-
tained in vacuum (0.30 eV). Similarly, the accuracy of the predicted LMCT transition in
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methanol improves when both ωB97X and LC-ωPBE functionals are utilized. In fact,
results produced by ωB97X in CH3OH are promising because both d-d and LMCT ab-
sorbtion peaks found experimentally are predicted with astonishing accuracy, i.e., with an
error of 0.2 eV and virtually 0eV, respectively. However, in the case of dichloromethane
the performance of this functional is not as good. Mainly, although the error for the d-d
transition is reduced in comparison to results obtained in vacuum, the inaccuracy of the
predicted LMCT transition increased. For both CAM-B3LYP* (γ=0.25) and LC-ωPBE
functionals calculations that included solvation effect of CH2Cl2 improves the accuracy
with respect to results obtained in vacuum. For example, theerror for predicted excitation
energies of both d-d and LMCT transitions (σ(O-carboxylate)→ dx2− y2 Cu(II)) with the
CAM-B3LYP*(γ=0.25) functional is about 0.1 eV; this shows the chemical accuracy of
± 0.1 eV for excitation energies157 can be achieved using LRC functionals and including
solvation effects. Furthermore, it is known that theoretical approachesperform better with
lesspolar solvents.158
Somewhat surprisingly, using CAM-B3LYP* in methanol reduces the accuracy of pre-
dicted excitation energy of the σ(O-carboxylate)→ dx2− y2 Cu(II) transition computed in
vacuum. Previously this LMCT transition was found at 248 nm (5.0 eV), and in methanol
at 239 nm (5.2 eV) increasing the error by 0.2 eV. Furthermore, since once the solvation
effect is included the spin contamination is smaller the argument about a possiblemixing
of two spin states can be ruled out. Also, in dichloromethane (which is the less polar sol-
vent among thetwoconsideredherein) CAM-B3LYP* performsworsethan itsvariant with
γ = 0.25. Specifically, in predicting the LMCT (σ(O-carboxylate)→ dx2− y2 Cu(II)) transi-
tion of the [Cu(IAC)2] complex. The loss in accuracy is not fully understood, although
few educated guessescan bemade. First of all, thevalueof therange-separation parameter
in CAM-B3LYP* (i.e., γ = 0.33) may be too large in the first place; in fact, with larger
γ the LRC is ”switched on” earlier, hence introducing too much HF exchange. Another
important aspect is that in real situations themetal center of thecomplex interactswith the
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O atom of methanol molecules trapped in the crystal. Such explicit interactions are not
included in our model. Lastly, despite all the challenges that electronic structure theory
still presents and that this work focused on, CAM-B3LYP* does reproduce experimental
excited state properties of open-shell systems involving both transition metal and ligands
with delocalized electrons120,123 quitewell.
4.3 Conclusions
Asymptotically correctedCAM-B3LYP(noted asCAM-B3LYP*) functional hasbeen em-
ployed to provide a consistent description of both metal- and ligand-based transitions for
the Cu(II) complex with imidazole-4-acetate. The electronic spectrum of this open-shell
complex is particularly challenging to study with amethod based on a single-electron ex-
citations. In fact it has been shown that the adiabatic time-dependent density functional
theory (TDDFT) fails to describeexcited stateswith significant contributions fromdouble-
or higher electron excitations.132 Hence we focused on β-spin one-electron excitations
from a doubly occupied to a singly occupied molecular orbital (so-called type 2), which
can be well described with the linear response provided by TDDFT.145,159 In particular,
weaddressed issuesregarding theappropriatechoiceof therange-separation parameter (γ)
and fractionsof exact exchange(α ) by comparing performanceof CAM-B3LYP* utilizing
variousvaluesof γ andα . Weexamined thelowest unoccupied and thehighest occupied as
well as few deeper molecular orbitals of different character in order to determine reasons
behind occurring changes in resulting electronic spectra. Our findings suggest that: i) im-
balanced treatment of orbitalsof different naturetakesplace, ii) amoreaccurateagreement
with experimental data123 for d-d transitions with SOMO orbital with higher percentage
of Cu-d can be expected, iii) ∆Cu-d% is not reliable enough to indicate if a position of a
given d-d transition will shift or not upon thechangeof γ and/or α parameter utilizing the
LRC hybrid functionals, iv) amore advanced method is necessary to achieve an accurate
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qualitativeand quantitativedescription of theentirespectrum of [Cu(IA)2], specifically for
thepeaks that possibly arose from doubly excited states, v) it is possible to achievechem-
ical accuracy in predicting excitation energies (0.1 eV) of both metal- and ligand- based
single-electron transitions for the UV-Vis spectrum of the [Cu(IAC)2] complex.120 using
CAM-B3LYP*(γ=0.25) while including theenvironment of thenon-polar solvent.
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Chapter 5
Influenceof BasisSet for Predicting
Aciditiesof First-Row Hydr idesand
their L ithiated Analogs1
5.1 Introduction
One of the challenges in computational chemistry is the choice of basis set, that is a set
of mathematical functions used to describe the wave-like behavior of electrons in atomic
and molecular systems. Each basis function is usually constructed asa linear combination
(contraction) of Gaussian functions, called primitives, that form Slater-like functions, HF
atomic orbitals or other set of functions.5 Note that the least costly SCF HF method re-
quires calculations which scale as N4, where N is the number of basis functions. Thus,
from apractical point of view onemay want to employ post-HFmethodswithin aminimal
basisset (STO-3G), that isbasisset which includesonly functionspresent at agivenatomic
1Thematerial contained in thisChapter will besubmitted to Int. J. QuantumChem. (2013)165
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shell and/or are necessary to describe theoccupied atomic orbitals of theelement. For ex-
ample, Li hasthreeelectronswhich occupy 1sand2sorbitalsbut STO-3G for thisatomhas
5 basis functions1s, 2sand 2p, although thep orbitalsarenot occupied. On theother hand
to achieve meaningful results one has to often use much greater basis set than STO-3G,
this can be done by increasing the number of functions. For instance, if one doubles their
number thiswill allow to construct adoublezeta(ζ ) basisset. Other commonbasissetsare
so-called split valence, where only functions that belong to the valance shell are doubled.
Thenext step to improveabasisset would be to go beyond double ζ , so by building triple,
quadruple, etc. basis set. However, it is important to maintain thebalanceof thebasis set,
i.e., in addition to increasing the number of s and p basis functions onemust include also
basis functionswith ahigher angular momentum (e.g., d functions). Otherwise the luck of
such basis functionsmay causean artificial results.
The most accurate results can be achieved within the so-called HF limit, i.e., a basis set
containing an infinitenumber of basis functions, but obviously such basisset is impossible
to construct. Nonetheless, in somecases it is possible to extrapolate results from the finite
basisset to theHF limit.4,5
Modern basis sets such as these developed by Pople (e.g., 6-31G, 6-31G*, 6-31G** , 6-
311G*, etc.)160,161 or by Dunning (cc-pVXZ and aug-cc-pVXZ)160,161 make a popular
choice. Nevertheless even with limiting the choice of the basis sets to these two fami-
lies it is crucial to select a basis set that would be themost efficient and provide themost
accurate result for a considered chemical problem. In this study the dependency of the
most popular computational methods on the choice of the basis set will be shown for the
acidity (∆H◦acid) trend of the first-row hydrides, specifically, for lithium hydroxide (LiOH)
and methane (CH4). Themain goal of this study was to prove that augmented basis sets
arenecessary to obtain the correct order of acidities, i.e., ∆H298Kacid (CH4) < ∆H298Kacid (LiOH)
independently from the theory. Therefore, different types of methods were employed; a
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wave-function approach, i.e., CCSD(T) as an example of the coupled-cluster methodol-
ogy and two approaches based on the electron density. The latter belong to the family of
GGA functionals; the BLYP is a pure DFT functional and the B3LYP is taken as an ex-
ample of a hybrid functional. Tested basis sets were Dunning’s:162 cc-pVDZ, cc-pVTZ,
aug-cc-pVDZ and aug-cc-pVTZ; and Pople’s:163,164 6-31G** , 6-31+G** , 6-311G** and
6-311+G** (also known as6-31G(d,p), 6-31+G(d,p), etc.)
This ideahasbeen inspired by thework of Tian et al.166 who first presented astudy on the
acidity of lithiummonoxideanion, where they wereable to generate thegasphase lithium
monoxide anion (LiO− ) which was found to be the strongest base. In fact, it was proved
by both the high level ab initio calculations and high quality experimental measurements
that LiO− is more basic than methyl anion (CH−3 ), known as the most basic specie for
about thirty yearsbefore thisdiscovery. Although, Tian’sgroup achieved very good agree-
ment between their best theoretical result (∆H298Kacid (LiOH) = 426.2± 2 kcal/mol) and the
experimental value(425.7± 6.1kcal/mol) theroleof aug-cc-pVQZ162 basisset wasnot dis-
cussed. Furthermore, both computational methodsused in thestudy, viz. BD(T)167,168 and
theCompleteActiveSpaceAveragedQuadratic Coupled Cluster169,170 (CAS-AQCC), are
not a common a choice in computational chemistry. The first due to less popular Brueck-
ner referencedeterminant, thesecond becauseof itshigh computational cost and expertise
needed from theuser to correctly conduct calculationswith thismethod. For this reason in
this study CCSD(T) approach hasbeen employed asan exampleof highly accurate ”black
box” method, that can beapplied to predict theacidities (∆H298Kacid ) of first-row hydridesby
non-experts.
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5.2 Method
The calculations were performed using the Gaussian 03142 program, where geometries
were optimized within the given method and basis set, unless stated differently. In case
of open-shell systems a default set-up in this software employs the UHF reference wave
function for CCSD(T) method and the unrestricted spin-density for DFT functionals(i.e.,
UBLYP,UB3LYP).Notethat theunrestrictedapproachestend tocontaminatespinstates.171
Therefore, in order to ensure that the correct acidity trend was not obtained artificially,
additional calculations were done using the restricted open-shell approach (i.e., ROHF)
for CCSD(T) method with cc-pVDZ and aug-cc-pVDZ basis sets using the NWChem
6.0172,173 program. No significant difference between using the UHF and ROHF refer-
encewasnoticed, for example, theCCSD(T)/cc-pVDZ calculations the
∆Hacid(XROHF) − ∆Hacid(XUHF) isonly 0.3 kcal/mol.
The gas-phase Proton Affinity (PA) is often used as ameasure of basicity for the neutral
molecule or an anion and for the schematic reaction of protonation/deprotonation such as
A− + H+ → HA thePA can bedetermined as thenegativeof theheat of reaction at 298K:
PA= − ∆Hrxn = − ∆Erxn+ RT (5.1)
where theR is ideal-gasconstant and T is temperate.
The total energy of thepolyatomic moleculemay beapproximated as follows:
Et ≡ Eel + ZPE+ Erot + Etrans+ Etherm− vib (5.2)
Thefirst two termsaretheelectronicenergy and thezero-point vibrational energy of agiven
specie, respectively. TheErot is therotational energy andEtrans is translation energy, which
from thestatistical mechanicsare known to beequal to 3/2RT. Thenext term Etherm− vib is
expressed asshown below.
Etherm− vib = NA
3N− 6∑
k= 1
hνk
[e( hνkkbT ) − 1]
non− l inear (5.3)
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Note that for a linear molecule the theErot and Ethermal− vib aredefined differently, i.e., the
contribution of the former isequal to RT and
Etherm− vib = NA
3N− 5∑
k= 1
hνk
[e( hνkkbT ) − 1]
l inear (5.4)
where h is Plank’s constant, kb is theBoltzmann’s constant, T is temperature and νk indi-
cates frequency of kth normal mode inmolecule.
The energetic contributions from Etherm− vib are usually negligible compare to ZPE, the
Erot and Etrans contributions either maintain constant (if geometry of themolecule would
changeby removing/adding proton from linear to non-linear and vice-versa) or cancel out,
becauseweneed the relativeenergy for obtaining valuesof proton affinity. Hence in order
to predict the gas-phase PA at 298 K theoretically one has to calculate the electronic en-
ergies of the neutral and anionic forms of the considered molecule, include the difference
between their ZPEs and the translational energy of the proton, which is 3/2RT (note that
proton does not have rotational kinetic energy and Eele contribution is zero). So the final
equation used to obtain thePA at 298 K isgiven as follows:
PA298K = ∆Eele+ ∆ZPE+ 5/ 2RT (5.5)
where
∆Eele = Eele(A− ) − Eele(HA) (5.6)
and
∆ZPE = ZPE(A− ) − ZPE(HA) (5.7)
Note that higher value of PA indicates a weaker acid (or a stronger base) and from now
on thePA298K = ∆H298Kacid and its valueat 0K is equivalent to ∆Eele, which will benoted as
∆Hacid. The reason why weareallowed to useEq. (5.5) is that for all moleculesexcept of
LiNH2/LiNH− thegeometrical arrangement of atoms is thesame, i.e., either non-linear or
linear (seeFig. 5.2 and Fig. 5.3). Therefore theenergetic contributions fromErot andEtrans
of thesespeciescancelsout. ThePA298 changesslightly for LiNH2/LiNH− , becauseLiNH
is non-linear whereas LiNH is, so instead of 5/2RT we need to use 2RT due to difference
between 5/ 2RT + [(Erot(LiNH− )) − (Erot(LiNH2))].
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5.3 Resultsand Discussion
The resultspresented in thiswork areorganized as follows:
† Set 1: BLYP, B3LYPandCCSD(T) calculationsemploying Dunning’sbasissets
(Table5.1 and Table5.2);
† Set 2: BLYP, B3LYPcalculationsemploying Pople’sbasissets (Table5.3 and
Table5.4);
† Test 1: Aciditiesof first-row hydridesat
CCSD(T)/aug-cc-pVDZ//MP2/aug-cc-pVTZ level versus theoretical predictionsof
Tian’sgroup (Fig 5.1);
† Test 2: TheCCSD method using Dunning’sbasisset iscompared to resultsobtained
viaCCSD(T) (Table5.5);
† Test 3: Thestructuresand energiesof the lowest singlet stateand the lowest triplet
statesof neutral and anionic molecular systemsof thefirst-row hydrideswere
computed (Fig 5.2 and Fig 5.3).
For all methods values of electronic energies, presented in Table (5.1), decrease with the
increase of the size of basis set, so ECCDZel > E
ACCD
el > E
CCTZ
el > E
ACCT
el , where CCDZ,
ACCD,CCTZ andACCT standsfor cc-pVDZ, aug-cc-pVDZ, cc-pVTZ, andaug-cc-pVTZ,
respectively. This isnot surprising, in fact it showsaproper behavior of BLYP, B3LYPand
CCSD(T) methodswith Dunning’s basis sets, but does the lowering of electronic energies
necessarily mean obtaining the proper ordering of acidities? Furthermore, how does this
affect anionic and neutral molecules? Is it possible to identify any trend?
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Since the last question is the easiest to be answered, we shell start from it. The follow-
ing trend can be identified ∆H(CCDZ)acid > ∆H(ACCD)acid and ∆H(CCTZ)acid > ∆H(ACCT)acid , where the
acidity decreaseswith the improving of the basis set. Themost noticeable change can be
observed for aciditiesof methane, when switching fromcc-pVDZ [H:2s1p, non-H:3s2p1d]
to aug-cc-pVDZ [H:3s2p, non-H:3s3p2d] basis set. In fact, the decrease of ∆Hacid val-
ues is in the range of 24-34 kcal/mol. This change is not as significant between cc-pVTZ
[H:3s2p1d, non-H:4s3p2d1f ] and aug-cc-pVTZ [H:4s3p2d, non-H:5s4p3d2f ] basis sets,
i.e., about 12-21 kcal/mol. This can beexplained asdue to additional diffuse functions on
hydrogenandon first-row elementsthat havemuchgreater effect than theaddition of polar-
ization functionson theseatoms. ∆Hacid for theLiOH obtained at different levelsaremuch
less influenced, which seemsto berelated to both previousexplanations. Consequently, the
decrease in ∆Hacid(LiOH) is in the rangeof 3-5 kcal/mol for both cc-pVDZ/aug-cc-pVDZ
and cc-pVTZ/aug-cc-pVTZ.
The first question is directly connected to the second one. To answer both the energy
change(∆E) with respect to the” transition” between cc-pVXZ and thecorresponding aug-
mented basis set, the typeof molecule and the computational method were analyzed. The
energy changesfor all basissetsat all methodsaresignificantly bigger for ionsthan for neu-
tral molecules, thiscan beattributed to the fact that theelectron added to inducenegatively
charged species is noncovalenlty bound and as such requires diffused functions (which
thanks to their long tails can have electrons in farther distance form nuclei) for its proper
description.174 For example, theenergy differencefor CH−3 obtainedwith BLYP/cc-pVDZ
andBLYP/aug-cc-pVDZ equals38kcal/mol whilefor CH4 (neutral) only about 4 kcal/mol.
A similar pattern can be noticed for other methods as well as the cc-pVTZ/aug-cc-pVTZ
pair, even though the∆Es of LiO− and LiOH are less influenced than those for CH−3 and
CH4. This gives us an indication about the relationship between ∆E and ∆Hacid that is
mostly ruled by thechoiceof thebasisset.
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Asonecan see in Table5.1 for calculationsat 0K usingBLYPandCCSD(T) methodswith
Dunnig’s basis set the augmentation of cc-pVDZ basis set was enough to recover proper
acidity trend. However, in caseof B3LYPweneed to augment abigger basisset (cc-pVTZ)
in order to archive thesamegoal. If we look moreclosely, theacidity of methanehasbeen
lowered by about 31 kcal/mol and theacidity of lithium hydroxideabout 3 kcal/mol. This
resultsaresomewhat imbalanced compared to theeffects reported for other methods.
Table5.1: Calculated Energiesand Acidities (∆Hacid) in kcal/mol using
Dunning’sbasissetsat 0K.
BLYP cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
LiO− -51882.4 -51896.9 -51902.6 -51909.8
LiOH -52310.5 -52320.9 -52333.8 -52336.4
∆Hacid 428.1 424.0 431.2 426.6
CH−3 -24943.9 -24981.8 -24971.9 -24992.8
CH4 -25399.0 -25402.7 -25414.6 -25414.8
∆Hacid 455.1 420.9 442.7 421.9
B3LYP cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
LiO− -51896.6 -51910.0 -51915.9 -51922.1
LiOH -52324.5 -52334.5 -52346.6 -52349.0
∆Hacid 427.9 424.6 430.7 426.9
CH−3 -24968.1 -25001.8 -24993.5 -25011.8
CH4 -25424.4 -25427.1 -25438.1 -25438.2
∆Hacid 456.3 425.3 444.7 426.5
CCSD(T) cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
LiO− -51742.9 -51766.6 -51795.4 -51805.0
LiOH -52170.3 -52190.6 -52227.8 -52234.2
∆Hacid 427.4 423.9 432.4 429.1
CH−3 -24895.7 -24925.4 -24936.8 -24951.6
CH4 -25343.6 -25348.7 -25374.9 -25377.0
∆Hacid 447.9 423.3 438.1 425.4
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For BLYP the difference between ∆Hacid(LiOH)s is bigger and so the ∆Hacid(CH4)s, in
case of CCSD(T) a smaller difference for LiOH match less reduced acidities of CH4.
B3LYP lowers ∆Hacid(LiOH) less than ∆Hacid(CH4). Thus since the ∆Hacid values are
obtained from the energy difference between LiO− and LiOH (see Eq. (5.6)), the cancel-
lation of errors is not effectiveenough at theB3LYP/aug-cc-pVDZ level of theory. This is
due to the luck of sufficient amount of corrected energy for LiO− /LiOH pair with aug-cc-
pVDZ basisset for thismethod, resulting into theimproper acidity order. Resultspresented
inTable5.2 includetheZPEand thermal correctionsby additionof ∆ZPE+ 5/ 2RT or 2RT
(see section 5.2)to previously calculated acidities (i.e., at 0K). The vibrational zero point
energies areobviously also affected by the choiceof a basis set but somewhat less consis-
tently than it is for energiesor ∆Hacids.
First one can notice that ZPECCDZ > ZPEACCD and ZPECCTZ > ZPEACCT for LiO− and
LiOH for all methodsbut B3LYP, whereZPECCDZ < ZPEACCD. For themethanemolecule
ZPECCDZ > ZPEACCD and ZPECCTZ > ZPEACCT for all methodsexcept CCSD(T), where
ZPECCDZ < ZPEACCD and ZPECCTZ ∼= ZPEACCT. In thecaseof themethaneanion
ZPECCDZ < ZPEACCD and ZPECCTZ < ZPEACCT for all methods, but within TZ basissets
the last trend is reversed for CCSD(T). Although these differences in trends may at first
seem not to play a role in the acidity pattern, now calculations at B3LYP/aug-cc-pVDZ
theory level give the correct acidity order (∆H298Kacid (LiOH) > ∆H298Kacid (CH4)). The influ-
enceof ∆∆ZPEX, whereX = DZ or TZ (i.e., ∆∆ZPEDZ = ∆ZPEACCD − ∆ZPECCDZ or
∆∆ZPETZ = ∆ZPEACCT − ∆ZPECCT), on changes of ∆H298Kacid (LiOH) values employing
BLYPand CCSD(T) methods are indeed very small, yet for B3LYP∆∆ZPEDZ is greater.
Hence, by including∆ZPE onecan changethequalitativepictureof resultsobtained in 0K.
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Table5.2: Calculated Zero Point Energies (ZPE) and Acidities (∆H298Kacid )
in kcal/mol using Dunning’sbasissets.
BLYP cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
ZPE(LiO− ) 1.047 0.937 0.978 0.962
ZPE(LiOH) 6.949 6.607 6.813 6.615
∆ZPE -5.902 -5.670 -5.836 -5.653
∆H298Kacid 423.7 419.8 426.8 422.4
ZPE(CH−3 ) 16.607 17.071 16.883 17.172
ZPE(CH4) 27.131 27.086 27.338 27.301
∆ZPE -10.524 -10.015 -10.456 -10.129
∆H298Kacid 446.0 412.3 433.7 413.3
B3LYP cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
ZPE(LiO− ) 1.053 0.975 1.010 0.997
ZPE(LiOH) 7.228 7.964 7.036 6.835
∆ZPE -6.175 -6.990 -6.026 -5.838
∆H298Kacid 423.3 419.1 426.1 422.6
ZPE(CH−3 ) 17.066 17.492 17.293 17.571
ZPE(CH4) 27.822 27.753 27.983 27.956
∆ZPE -10.756 -10.260 -10.690 -10.385
∆H298Kacid 447.0 416.5 435.4 417.6
CCSD(T) cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
ZPE(LiO− ) 1.043 0.950 1.002 0.985
ZPE(LiOH) 8.093 7.881 8.045 7.794
∆ZPE -7.050 -6.931 -7.043 -6.809
∆H298Kacid 421.8 418.5 426.8 423.8
ZPE(CH−3 ) 17.417 17.659 17.654 17.390
ZPE(CH4) 28.114 27.845 28.115 28.117
∆ZPE -10.698 -10.186 -10.461 -10.728
∆H298Kacid 438.7 414.6 429.2 416.2
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Dunning’s correlation consistent basis sets and their augmented analogs are sets of Gaus-
sian functions which were optimized to work best for methods that explicitly deal with
correlation effects(e.g., thecoupled cluster methods). ThereforecalculationsusingPople’s
basis sets for both DFT functionalswereperformed and the results are shown in Table5.3
at 0K and in Table5.4 at 298K.
Table5.3: Calculated Energiesand Acidities (∆Hacid) in kcal/mol
using Pople’sbasissetsat 0K. No thermal or ZPE correctionshave
been applied.
BLYP 6-31G** 6-31+G** 6-311G** 6-311+G**
LiO− -51873.4 -51890.2 -51895.6 -51906.2
LiOH -52304.0 -52313.6 -52325.4 -52332.5
∆Hacid 430.7 423.4 429.9 426.3
CH−3 -24948.7 -24984.8 -24971.5 -24990.7
CH4 -25404.5 -25406.5 -25411.8 -25411.9
∆Hacid 455.9 421.6 440.3 421.2
B3LYP 6-31G** 6-31+G** 6-311G** 6-311+G**
LiO− -51887.6 -51903.1 -51908.9 -51918.5
LiOH -52318.0 -52327.1 -52338.4 -52345.1
∆Hacid 430.4 424.1 429.6 426.7
CH−3 -24972.4 -25004.6 -24992.9 -25010.1
CH4 -25429.2 -25430.5 -25435.3 -25435.4
∆Hacid 456.8 425.9 442.4 425.3
Valuesof gasphaseaciditiesat 0K decrease for augmentedPople’sbasissets, for example,
in case of LiOH ∆H(6− 31G∗∗)acid > ∆H(6− 31+G
∗∗)
acid , which agrees with findings for Dunning’s
basis sets. Furthermore the energies lower with the increase of the size of basis set, i.e.,
E6− 31G∗∗el > E6− 31+G
∗∗
el > E
6− 311G∗∗
el > E
6− 311+G∗∗
el , the ionic species being more affected
than neutral molecules, ∆H6− 31G∗∗acid > ∆H6− 31+G
∗∗
acid , ∆H6− 311G
∗∗
acid > ∆H6− 311+G
∗∗
acid . In addi-
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tion, calculationsat B3LYP/6-31+G** theory level show improper acidity order.
TheZPEand thermally correctedB3LYP/6-31+G** calculationsallow to retrievetheproper
acidity trend as it was in the case of B3LYP/aug-cc-pVDZ. This and other evidences dis-
cussed earlier in the text show that B3LYP functional is less reliable than BLYP and a
bigger basis set has to be employed (i.e., at least triple ζ type basis set) to assure correct
resultsusing B3LYP.
Table5.4: Calculated Zero Point Energies (ZPE) and Acidities (∆H298Kacid )
in kcal/mol using Pople’sbasissets.
BLYP 6-31G** 6-31+G** 6-311G** 6-311+G**
ZPE(LiO− ) 1.017 0.943 0.993 0.953
ZPE(LiOH) 7.231 7.688 7.935 7.969
∆ZPE -6.214 -6.746 -6.942 -7.017
∆H298Kacid 425.9 418.1 424.4 420.8
ZPE(CH−3 ) 16.854 17.547 16.850 17.450
ZPE(CH4) 27.596 27.428 27.341 27.301
∆ZPE -10.742 -9.881 -10.491 -9.851
∆H298Kacid 446.6 413.2 431.3 412.8
B3LYP 6-31G** 6-31+G** 6-311G** 6-311+G**
ZPE(LiO− ) 1.049 0.981 1.029 0.988
ZPE(LiOH) 7.511 7.980 8.181 8.224
∆ZPE -6.461 -6.999 -7.152 -7.236
∆H298Kacid 425.4 418.6 423.9 420.9
ZPE(CH−3 ) 17.465 17.999 17.363 17.883
ZPE(CH4) 28.256 28.106 27.979 27.948
∆ZPE -10.791 -10.107 -10.616 -10.065
∆H298Kacid 447.5 417.3 433.2 416.8
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Once the importance of augmentation of Dunning’s and Pople’s basis set in achieving the
correct order of acidities for LiOH and CH4 was established (see discussion above and
results in Tables 5.1 through 5.4), the next set of calculations was performed utilizing
MP2/aug-cc-pVTZ for geometry optimization and CCSD(T)/aug-cc-pVDZ for the single
point energies, which will be indicated in the text below asCCSD(T)/ACCD//MP2/ACCT.
Note that this scheme was used for all the molecules except LiCH−2 in singlet state, and
LiNH− in triplet statefor whichgeometriesat theminimumwerefoundwithMP2using the
ACCD basisset. Thiswasdoneboth to compareour methodology to resultsobtained with
BD(T)/aug-cc-pVQZ by Tian et al.166 and to confirm that ∆H298Kacid (CH4) < ∆H298Kacid (LiOH)
indicates that acidities of first-row hydrides can be also correctly assigned. This test
was based on a well known dependence: that more electronegative substituents (HnR,
n=1,2,3,4) stabilize the anionic species leading to greater acidity of the neutral molecule.
However, exceptions are reported when one of the hydrogen atoms is exchanged with an
electropositive alkali metal such as Li or Na.166 For example, LiCH3 ismore acidic than
CH4, but this isnot truefor LiOH which is lessacidic thanH2Omolecule, althoughoxygen
ismoreelectronegative than thecarbon atom (seeplot presented in Fig. 5.1).
Overall, lithiated first-row hydrides (LiHn− 1R) show oppositebehavior in termsof acidity-
electronegativity trend when compared to HnR species, viz. the more electronegative R
the lessacidic (or morebasic) LiHn− 1R. TheCCSD(T)/ACCD//MP2/ACCT gavevirtually
the same results for hydrides as BD(T)/aug-cc-pVQZ, whereas for their lithiated analogs
values differ by 5-13 kcal/mol. This is a relatively small loss in the accuracy (1-4%), and
more importantly, theacidity trendsarepredicted correctly.
The next aspect to test was the level of CC theory necessary to find a proper acidity trend
for thefirst-row hydrides. Thiswasdoneby carrying out calculationsat CCSD level using
thesameDunning’sbasissetsas for theCCSD(T) method. Resultsareshown at Table5.5.
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Figure5.1: Acidity of first-row hydrides (HnR) and their lithiated analogs (LiHn− 1R) vs. electronegativity
of R at 298K. Theblue rhombus rectangles represent acidity valuesobtained by Tian et al.166 and thegreen
circles are values calculated in this work. Note that for calculations with CCSD(T)/ACCD geometry was
optimized usingMP2/ACCT.
The ∆Hacid(LiOH)s are lowered by 3.3 or 3.4 kcal/mol with augmentation of cc-pVDZ
or cc-pVTZ basis sets for both CCmethods, whereas the decreaseof the∆Hacid(CH4) for
cc-pVDZ/aug-cc-pVDZ at CCSD level is about 1.6 kcal/mol smaller than for the same
basisset pair at CCSD(T) level. This indicates that singly and doubly excited contributions
(also-called singles and doubles) are insufficient to provide the proper trend for acidities
for these systems within aug-cc-pVDZ basis set. However, when cc-pVTZ basis set is
augmented the∆Hacid(CH4) is lowered by almost 12 kcal/mol, which is enough to revers
incorrect order ∆Hacid(CH4) > ∆Hacid(LiOH). Moreover, it isencouraging that CCSD/aug-
cc-pVTZ, which is a lessdemanding in termsof computational cost, can give very similar
results to thoseproduceswith CCSD(T)/aug-cc-pVDZ. In summary, in order to obtain the
proper acidity trend for CC methods either triples are necessary when employing aug-cc-
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Table5.5: Comparison between CCSD andCCSD(T) results in predicting
acidities (∆Hacid) using Dunning’sbasissets. Units kcal/mol at 0K.
CCSD cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
LiO− -51741.2 -51763.6 -51791.2 -51800.1
LiOH -52167.8 -52186.8 -52222.2 -52227.9
∆Hacid 426.6 423.2 431.0 427.7
CH−3 -24893.0 -24920.8 -24931.8 -24945.6
CH4 -25341.2 -25345.9 -25371.3 -25372.9
∆Hacid 448.2 425.0 439.5 427.3
CCSD(T) cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ
LiO− -51742.9 -51766.6 -51795.4 -51805.0
LiOH -52170.3 -52190.6 -52227.8 -52234.2
∆Hacid 427.4 423.9 432.4 429.1
CH−3 -24895.7 -24925.4 -24936.8 -24951.6
CH4 -25343.6 -25348.7 -25374.9 -25377.0
∆Hacid 447.9 423.3 438.1 425.4
pVDZ or abigger basisset isneeded at singlesand doubles level.
5.4 Tr iplet Ground Stateof L iO−
Considering this work and the study by Tian and coworkers166 the LiOH has been found
to bemorebasic than CH4. A possibleexplanation for theuniqueproperties shown by the
former compound is themultiplicity (defined asM = 2S+ 1, where S is the total spin of
molecule) of lithium monoxide anion (LiO− ) produced by deportation. Mainly the most
stable state (i.e., ground state) of LiO− specie is with M=3 (for which S=1), a.k.a. triplet
ground-state. Thegeometrical parameters for LiO− in its lowest energy state are different
than when computed asasinglet state (seeFig. 5.2). Thismight imply that themultiplicity
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hasasignificant effect on thestructureand thereforeon thepropertiesof thesespecies.
Figure5.2: Optimized structuresof LiHn− 2R− moleculesviaMP2/ACCT and SinglePoint Energiescom-
puted with CCSD(T)/ACCD. Purple, pale pink, grey, blue, red and white spheres represent: Li, B, C, N, O
andH atoms, respectively.
Notethat calculationsonLiCH3 withM=3donot reach theglobal minimaat theMP/ACCT
level probably due to thehighly mutireferencecharacter of thismolecule.
Specifically, we showed herein that the Li-O bond of the negative ion in its singlet state
(1Σ+ , with active MO configuration σ22 ,π4,σ∗2) is about 0.08A˚ shorter than in its triplet
state (3Π with activeMO configuration σ22 ,π3,σ∗12 ). Similarly, the shortening of thebond
length has been found for the negative ions of the alkali monoxides in the study of Mintz
and coworkers175 and it may becausedby alack of weak bondingbetweenafully occupied
σ2 orbital and an empty σ∗2 orbital, which in triplet state is singly occupied.
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Thedifferencesbetween geometrical structuresof singleand triplet statesof neutral mole-
cules are presented in Fig 5.3). The elongation of Li-O bond also takes place; however
unlike in thecaseof theanion, the 3Π state liesabove the1Σ+ state.
Figure 5.3: Optimized structures of LiHn− 1R molecules viaMP2/ACCT and Single Point Energies com-
puted with CCSD(T)/ACCD. Purple, pink, grey, blue, red and white spheres represent: Li, B, C, N, O and H
atoms, respectively.
At this point of thediscussion it is important to stress that thesinglet stateof LiO− should
be energetically above the triplet state.175 Hence in all calculations described so far the
multiplicity of thisspeciewasset toM=3. Nevertheless, onemay ask how well considered
here methods would perform if that information was not available. Thus we performed
additional test to find if triplet statewas indeed predicted as theground state for LiO− . To
our surprise BLYP functional, which performed better than B3LYP (at 0K) in finding the
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proper acidity order located the lowest singlet state below the lowest triplet state. This is
incorrect andpinpointsthefact that theHFexchangehybridization in theB3LYPfunctional
playsacrucial role. In other wordswithout contribution for HF exchange theenergy of 3Π
state would be above that of the 1Σ+ state. Indeed, calculations utilizing HF method for
the open-shell systems (UHF or ROHF) within aug-cc-pVDZ basis set confirmed that the
triplet state is energetically lower than the singlet state. Furthermore, the CCSD(T) also
predicted thisordering.
5.5 Conclusions
From results presented in this study it can be concluded that the choice of the basis set
is crucial for the correct prediction of the acid-base behavior of themolecules considered
herein. Moreover, calculations using chosen ”black box” method like CCSD(T), proved
themselves to be equally accurate. Finally, the performance of the popular B3LYPwithin
the augmented double ζ type basis set (aug-cc-pVDZ or 6-31G**) is inconsistent, i.e., at
0 K acidities are reported in the incorrect order: ∆Hacid(CH4) > ∆Hacid(LiOH), whereas
at 298 K the situation is reversed. Although ZPE has rather small contribution to the to-
tal energy its contribution may change the qualitative picture of theoretical results. This
wasshown at B3LYPcalculation level. In termsthecorrectnessof predicting thegasphase
acidity trendwith out ZPEand thermal correctionsBLYPisabetter choicebetween thetwo
DFT functionals. Yet, one has to keep in mind that for compounds with unknown multi-
plicity of theground stateBLYPmight not bethebest choiceafter all. Sincethis functional
wasunable to predict correctly theorder of states for LiO− . Summarizing, for virtually all
the species considered in this work there was no need to employ sophisticated and costly
methods as CAS-AQCC/aug-cc-pVQZ, because the excellent agreement between theory
and experiment as obtained in the study by Tian et al.166 was determined by the choice
of the augmented basis set rather than by the computational method itself. Nonetheless,
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in caseof moleculeswith highly multireferencecharacter such asLiCH3 in its triplet state
increasing the size of the basis set and/or the level of theory might be necessary. For both
the DFT functionals tested herein no evident advantage in employing either one over the
CCSD(T) method wasnoticed. Advantagescoming from theuseof DFT aremoreevident
whenbigger molecular systemsareinvestigated (for instance, in study presented inChapter
4).
157
Chapter 6
Concluding Remarks
In thepresented work it hasbeen shown that open-shell molecular speciesarechallenging
systems tomodel even with thestate-of-the-art computational methods.
In particular the difficulty of predicting the UV-Vis spectra of Cu(II) complexes with the
4-imidazoleacetateand its ethylated derivativewasstressed. Long-RangeCorrected func-
tionals were employed for the demanding task of accurate describing both metal- and
ligand-based transitions. This scheme is useful in improving the performance of standard
hybrid functionalsbut it has itsown limitations; for instance, the range-separation parame-
ter (γ) issystemdependent. Henceto truly takeadvantageof Long-RangeCorrectedhybrid
functionals, the γ parameter should be optimized for each given system in order to mini-
mize the delocalization error, which is related to the incomplete removing of the ”many
electronSIE” . Unfortunately currently therange-separation parameter isoptimized in such
away that only the frontier orbitals are involved in theprocedure called ” tuning from first
principles” . This leads to the issueof imbalanced treatment of localized vs. delocalized or-
bitals, whichaffectspredictedUV-Visspectra. Mainly, it seemsthat for orbitalsof different
nature than HOMO and/or LUMO the procedure allowing to minimize the delocalization
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error doesnot work properly. Theevidencebecomesespecially convincingwhenelectronic
transitions from deeper laying occupied molecular orbitals are considered. Therefore re-
sults reported in this work may be helpful in answering questions on how to change the
” tuning” procedure in theattempt of avoiding such issues.
Another important aspect in predicting molecular properties of open-shell systems is the
proper choice of the basis set. This was illustrated by obtaining the incorrect acidity or-
der for LiOH vs. CH4 with Dunning’s and Pople’s basis sets that were not augmented.
Although it may seem obvious for a bigger basis set to be a better choice performed cal-
culations can become far too demanding. Hence choosing abasis set that allows to obtain
accurate qualitative and quantitative description of a given system with a reasonable re-
quest of computational resources may not be as trivial. In case of first-row hydrides and
their lithiatedanalogs, reported in thiswork, relatively small but augmentedbasissets(aug-
cc-pVDZ andaug-cc-pVTZ) werenecessary to achievetheright balancebetween accuracy
of the results and computational cost. Furthermore, as long as an aug-cc-pVXZ basis set
wasutilized thelevel of theory did not play acrucial role in obtaining theproper qualitative
description. However, such generalization should betakenwith caution becauseopen-shell
systemsmay show a strong multireference character (e.g. LiCH3 with M=3) which pos-
sibly requires higher level of theory than ”black box” CCSD(T)/aug-cc-pVTZ. This is an
excellent example showing that computational modeling of such species is less intuitive
than in caseof closed-shell systems.
The educated application of electronic structure theory is a driving force to develop new
computational methods. Again this task is more demanding when it refers to open-shell
systems. For instance theCR-EOMCC(2,3) approach hasbeen developed to obtain highly
accurate excited states and excitation energies. In the presented work, as well as else-
where, it hasbeen shown that thismethod isespecially applicable to describeexited states
dominated by double electron excitations. This makes the CR-EOMCC(2,3) very useful
for modeling open-shells since doubly excited states need to be considered for an ade-
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quate characterization of the properties. Even though CR-EOMCC(2,3) is a high-level ab
initio method, robust enough to deal with the multireference character of excited states
often characterizing many open-shell systems, the accuracy of calculated properties suf-
fer from the lack of size-extensivity. Therefore an investigation of the possible sources of
thesize-extensivity error of this and related Equation-of-Motion Coupled Cluster methods
wasperformed. Elimination of thiserror is crucial for theapplication of CR-EOMCC(2,3)
approach in larger systems, where itsvaluewill increasewith thesize. Based on study dis-
cussed in this work it has been concluded that the left (deexcitation) operator constructed
for the excited states is the source of the size-extensivity error. This provides new insight
that may help to find abetter way of designing thedeexcitation operator.
The work, as it is, poses the basis for further investigations. In regard to the project ad-
dressing theUV-Vis spectra of Cu(II) complexeswith imidazole derivatives the following
aspectsmay be interesting to examine: i) calculations with wave function based methods
such as SAC-CISD, EOM-EE-CCSD, EOM-IP-CCSD and EOM-EA-CCSD to validate
UV-Vis spectra calculated with CAM-B3LYP* variants independently from experimental
data. This would help to confirm the ability of this level of theory in accurately and re-
liably predicting d-d and LMCT transitions in open-shell metal-organic complexes such
as those considered herein, ii) calculationswith other density based methods (for instance
Spin-Flip TDDFT) to addressdoubleexcitations that are likely to be responsible for some
of the predicted absorption peaks, iii) modeling of solvent environment to predict solva-
tochromic effects in the UV-Vis spectra of the [Cu(IAC)2] with focus on the role of the
range-separation parameter and theamount of exact exchange.
In regard to the project inquiring the possible sources of the size-extensive error in CR-
EOMCCmethods thenext step could beconstructing thedeexcitation operator for excited
state to be equivalent to the ground state. This may be the remedy for developing an ac-
curateand size-extensivemethod for studying excited statesof both closed- and open-shell
species.
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Lastly it could be useful to see if basis set larger than aug-cc-pVTZ employed without
increasing the level of theory will be able to properly describe LiCH3 in its triplet state or
if, on the contrary, the single referencemethods such asCCSD(T) are not appropriate for
this task.
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