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Abstract—This paper develops a new method for voltage
instability prediction using a recurrent neural network with
long short-term memory. The method is aimed to be used as a
supplementary warning system for system operators, capable of
assessing whether the current state will cause voltage instability
issues several minutes into the future. The proposed method
use a long sequence-based network, where both real-time and
historic data are used to enhance the classification accuracy. The
network is trained and tested on the Nordic32 test system, where
combinations of different operating conditions and contingency
scenarios are generated using time-domain simulations. The
method shows that almost all N-1 contingency test cases were
predicted correctly, and N-1-1 contingency test cases were pre-
dicted with over 93 % accuracy only seconds after a disturbance.
Further, the impact of sequence length is examined, showing that
the proposed long sequenced-based method provides significantly
better classification accuracy than both a feedforward neural
network and a network using a shorter sequence.
Index Terms—Dynamic security assessment, long short-term
memory, recurrent neural network, voltage instability prediction,
voltage security assessment.
I. INTRODUCTION
VOLTAGE instability is one of the main limitations forsecure operation of a modern power system [1]. A volt-
age instability event can often be deceiving, where the system
may seem stable for several minutes after a disturbance, only
ending up in an unstable state within a short time period [2].
When instability finally is detected, the system may already
have become severely degraded and the risks of an extended
blackout may have increased significantly.
To ensure a secure operation, system operators often use
an approach called dynamic security assessment (DSA). DSA
includes time-domain analysis to test the power system’s
dynamic response after a set of contingencies [3]. Assessment
of the dynamic stability is a complex task, and even with recent
progress in high performance computing, it is generally not
feasible to assess the dynamic stability in real-time [3].
To overcome this issue, various machine learning (ML)
methods have been proposed in the literature. The main
advantage of using ML is that high-cost computations can
be performed off-line. Once the ML algorithm is trained, it
can almost instantaneously provide estimations and warnings
to operators that otherwise would require time-consuming
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computations. Examples of DSA methods based on ML are
found in [3]–[8], where mainly various decision tree (DT) or
neural network (NN) methods are utilized.
Voltage security assessment (VSA) is a branch in DSA
that specifically examines the impact of voltage instability
events. This paper deals with the emergency applications
of VSA, where the current system state is assessed. Here,
the stability of the system is not tested with respect to a
set of contingencies; rather, the system may already have
suffered a disturbance. The aim of these methods is to perform
voltage instability prediction (VIP), allowing system operators
to trigger fast remedial actions. The emergency applications of
VSA using ML have been less examined in the literature, but
examples include DT [4], [9], [10] and NN [11] methods.
Previously developed methods for VIP have all in common
that only instantaneous measurements are used as inputs to
the VIP algorithms. These inputs represent the "state signal"
that the ML algorithm use to predict the future state. Ideally,
the state signal should summarize all relevant information
required to determine the future state of the system. A state
signal achieving this is said to have Markov property [12].
However, the dynamic response of a power system cannot
be modeled as a first order Markov process using only the
static states provided by available measurements in the power
system. Rather, the future state of the system also depends on
a range of unknown state variables such as the rotor speed of
generators, tap positions, or rotor slips of induction motors.
In response to these limitations, we propose a new method
based on a recurrent neural network (RNN) with long short-
term memory (LSTM). LSTM networks excel at capturing
long-term dependencies [13], which is an inherent aspect in
long-term voltage stability [2]. The method is, to the authors’
knowledge, the first of its kind to use current and past data
with the aim to enhance the available state signal and implicitly
take into account unknown state variables.
The main contributions of this paper are the following:
• A methodology for VIP using an LSTM network is
developed. The LSTM network can utilize previous mea-
surements, such as the trend of bus voltage magnitudes,
tap changes, or fault locations, to improve the accuracy
for VIP. The performance using the sequence-based ap-
proach is compared with an LSTM network using shorter
sequence and a conventional NN.
• A new training approach is developed to provide opera-
tors with an online assessment tool for potential voltage
instability. As time progresses after a voltage instability
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2event, the network is capable of incorporating new ob-
servations and continuously updating the assessment.
• A methodology for including consecutive contingencies
(N -1-1) into the training data is presented. The paper also
examines the ability of the LSTM network to generalize
for VIP under N -1-1 contingencies. Such ability is espe-
cially valuable in overcoming the combinatorial increase
of complexity in training.
The rest of the paper is organized as follows. In Section II,
the theory regarding RNNs and LSTM is presented. In Section
III, the proposed method is presented along with the steps for
developing the training data and the training of the LSTM net-
work. In Section IV, the results and discussion are presented.
Concluding remarks are presented in Section V.
II. LONG SHORT-TERM MEMORY NETWORKS
Neural networks is a class of machine learning algorithms,
highly capable of accurately approximating nonlinear func-
tions, mapping a set of inputs to a corresponding set of target
values. RNNs represent a specific type of NNs adapted for
processing sequential input data [14]. However, the standard
implementation of RNN has difficulties in capturing long-term
dependencies of events that are significantly separated in time.
In an LSTM network, such information can be propagated
through time within an internal state memory cell, making the
network capable of memorizing features of significance [15].
A typical LSTM-block is illustrated in Fig 1. The state
memory cell, illustrated by the light grey area, is controlled
by nonlinear gating units that regulate the flow in and out of
the cell [13]. Following [15] and [13], the forward operation
of an LSTM block is summarized below. It should be noted
that each block consists of a number of hidden LSTM cells.
Vector notation is used, meaning that, for instance, the hidden
state vector ht is not the output of a single LSTM-cell at time
t, but the output of a vector of N LSTM-cells. The operation
of an LSTM block at a time t may then be summarized by:
f t = σ
(
W fx
t +Ufh
t−1 + bf
)
(1)
it = σ
(
W ix
t +U ih
t−1 + bi
)
(2)
c˜t = tanh
(
W cx
t +U ch
t−1 + bc
)
(3)
ct = f t  ct−1 + it  c˜t (4)
ot = σ
(
W ox
t +Uoh
t−1 + bo
)
(5)
ht = ot  tanh(ct), (6)
where element-wise multiplication is denoted by , σ is
the logistic sigmoid function, tanh is the hyperbolic tangent
function, and with the following variables:
• xt ∈ RM : input vector to an LSTM block
• ht,ht−1 ∈ RN : output vector at time t respectively t-1
• f t ∈ RN : activation vector of the forget gate
• it ∈ RN : activation vector of the input gate
• c˜t ∈ RN : vector of the the candidate gate
• ct ∈ RN : cell state memory vector
• it ∈ RN : activation vector of the output gate
forget gate input gate candidate gate output gate
tanh
ct-1
ht-1
cell state
ht
f t it ot
ct
ct~
xt
ht
ct
Fig. 1. Detailed schematics of an LSTM block
where W , U , and b represents the weight matrices and bias
vectors for each gate. The superscripts M and N refer to the
number of inputs and hidden LSTM cells in each LSTM block,
respectively.
By the operation of (1), the forget gate controls what
information should be stored from the previous memory cell
state, and what can be discarded as irrelevant. The input gate
and candidate gate control and update the memory cell state
with new information by (2) – (4). Equations (5) – (6) shows
how the hidden state is updated by the operation of the output
gate, modulated by the updated cell state memory vector.
An LSTM network may then be constructed by creating a
sequences of several LSTM blocks. A partition of an LSTM
sequence is illustrated in Fig. 2, where each block has a
directed connection to the following block in the sequence. If
the block is the first one in the sequence, the past system state
is initialized with a preset value. For a deep LSTM network,
with several stacked layers, the inputs to the deeper layers
consists of the hidden states of LSTM blocks of previous
layers. The cell state memory is only passed along the time
sequence between LSTM blocks of the same layer. Typically,
for classification purposes, an output vector y is generated by
applying a nonlinear function of the hidden state implemented
by a separate feedforward NN. Depending on the application
of the network, output vectors may be computed for a single,
or for several, LSTM block’s hidden states.
xt-1
LSTM
ht-1
ct-1 LSTM
xt
ht
ht-1
ct
ht
xt+1
LSTM
ht+1
ct+1
ht+1
Fig. 2. An LSTM sequence with a directed connection between the blocks
The LSTM network can then be trained using a supervised
approach, where a set of training sequences and an optimiza-
tion algorithm are used to update and learn suitable values for
the weights matrices and bias vector parameters.
III. METHODOLOGY
The proposed method for real-time VIP is based on off-line
training of an LSTM network on a large data set consisting of
time-domain simulation responses following a set of credible
contingencies. The method is aimed to be used as a supple-
mentary warning system that can assess the current state of
the system in real time. The LSTM network takes real-time
and historic measurements and attempts to assess whether the
current state will cause voltage stability issues several minutes
into the future. As time progresses and if new events occur in
the system, the network updates the assessment continuously.
The network is also adapted to be able to indicate where in the
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Fig. 3. One-line diagram of Nordic32 system with subareas
system instability emerges, following the approach developed
in [11], allowing more cost-effective countermeasures.
The first step of the method is the off-line generation of
credible operating conditions (OCs) and contingency scenarios
using time-domain simulations. The method is tested on the
Nordic32 test system with all data and models as presented in
[16]. After a representative training set is generated, training of
the LSTM network is performed. Each step in the methodology
is described in the following subsections.
A. Generation of training data
The generation of a training set is a critical step, and a
range of different initial OCs and contingencies were included
to generate a representative training set. Dynamic simulations
were performed using PSS®E 34.2.0 with its built-in models
[17]. The steps of generating the training data are illustrated
as a flowchart in Fig. 4 and can be summarized as follows:
1) Initial OCs: For the Nordic32 system, the initial OCs
were randomly generated around the stable operation point
denoted as "operating point B" in [16]. A large number of
possible OCs were simulated by randomly initiating the loads
from a uniform distribution around the base case load levels
(80 % of original load as lower limit and 120 % as upper
limit), while the power factor of the loads was kept constant.
The total load change was distributed among the generators
based on a weighted random distribution, where a higher rated
capacity of a generator results in a higher probability to cover a
larger share of the total load change. All generation that could
not be supplied by the regular generators were distributed to
the slack bus generator g20, see Fig. 3.
In real applications, more delicate methods for efficient
database generation and more careful generation of relevant
OCs should be used [3], [18], where for instance the impact of
unit commitment and topology changes are taken into account.
2) Solve and check for feasibility: The generated OCs were
solved with a power flow simulator, which served as a starting
point for the dynamical simulation. If the system load flow did
not converge, the initial OC was re-initialized.
3) Start dynamic simulation and introduce contingencies:
Two separate dynamic simulations were then initiated for
Randomly initialize OC
Solve load flow
Feasible?
Run dynamic simulation
until convergence or collapse
Yes
No
Start dynamic simulation and
run for a period to sample N-0 data
At every time step (t),
sample input data (xt)
from measurements
(V,δV,P,Q)
N-1
Wait for certain
randomized time period
Classify each event and generate target value
vectors for whole simulation sequence
N-1-1
Apply a second random
contingency
Reiterate
Apply a random contingencyApply a random contingency
Fig. 4. Flowchart for generating input data and target values
the N -1 and the N -1-1 cases. The process is illustrated in
Fig. 5. For each of the two cases, the system runs without any
contingencies for 65 seconds to generate sufficient amount of
N -0 data for the network to train on. At t = 66 seconds,
the same first contingency was applied to both of the cases.
After an additional uniformly distributed random time periods
in [10 − 30] seconds after the first contingency, a secondary
consecutive contingency was applied for the N -1-1 cases.
Events resulting in several (near-)simultaneous contingencies
were not taken into account (N -k events).
The considered contingencies in the simulations were either
(i) tripping of a generator, or (ii) a three-phased fault during
0.1 seconds, followed by tripping the faulted line, which was
then kept tripped during the remaining time of the simulation.
The first contingency was chosen to be a major fault, meaning
a fault on any transmission line connecting the different main
areas in the system (excluding the "Eq." area, see Fig. 3), or
any larger thermal generator in the "Central" area. The second
contingency, for the N -1-1 cases, included tripping of any
transmission line in the whole system, excluding lines in the
"Eq." area. No variations of load and generation were taken
into account during the dynamic simulations as these, in the
relatively short time period of the simulation, are presumed to
have a small impact on the system stability.
4) Sample inputs and run until stopping criteria: For each
of the two cases, an input vector xt consisting of measure-
ments of all bus voltage magnitudes and angles, active and
reactive power flows, were sampled every second and saved
in a data file. No information regarding the type and location
of applied the contingencies was sampled, as this information
implicitly can be learned by the LSTM network. For instance,
the LSTM network should be able to correlate a zero power
flow in a transmission line with that line being out of service.
Each dynamic simulation ran for a total of 560 seconds,
but was, in the case of a major voltage collapse, stopped in
advance. The simulation interval of 560 seconds was chosen to
allow time for all dynamic events to occur and for the system
to either stabilize or collapse.
5) Classification: For each case, a sequence of true target
value vectors y1, ...,y560 was generated for every time step
in the time-domain simulation. Each yt in these sequences
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Fig. 5. Example of classification of an N -1 and an N -1-1 case
represents the classification of the system if the system is
allowed to run from time t up until 560 seconds without
any changes to the current system. As time progresses and
new events occur, the class of yt may change. The sequences
consists of multidimensional vectors where the actual class is
encoded using one-hot (binary) encoding.
The classification was performed according both to the
severity and the location of the system degradation at the end
of the time-domain simulation. The system was defined as
stable if all transmission bus voltage magnitudes were above
or equal to 1 pu, in an alert state if any transmission bus
voltage magnitude ranged between 0.9 < V < 1.0 pu, and in
an emergency state if any transmission bus voltage magnitude
was below 0.9 pu. Overvoltages were not taken into account.
The target values for the alert cases were also classified
according to where the lowest bus voltage magnitudes were
found at the end of each dynamic simulation. The Nordic32
test system was therefore divided into different regions, as
illustrated in Fig. 3. The regions "North", "South", and "Eq."
were found to be stable regions, and no alert events were
found in these regions for any of the simulated cases. Thus,
for the classification of the alert cases, only the other three
regions (indicated by C1, C2, C3 in Fig. 3) were used. The
classification for each time step of each simulation belonged
then to one of 5 different possibilities. Either, the whole
system was predicted stable; it ended up in an emergency
state; or an alert state was predicted in one of the three defined
regions where the lowest occurring transmission bus voltage
was found.
The classification process is illustrated in Fig. 5. The target
values are always classified as stable up until the first contin-
gency. From different combinations of OCs and contingencies,
the system may then end up being in a stable state, an alert
state in area C1, C2, or C3, or in an emergency state. For
the N -1 case, the sequence of true target value vectors from
the time of the contingency to the end of the simulation are
classified depending on which of these five states the systems
ends up in. For the example of the N -1 case in Fig. 5, the
system ends up in an alert state in the C1 area. For the N -1-1
case, the target values are classified as stable up until the first
contingency. The target values are then gathered from the N -1
xt-59
yt/ŷt 
xt
LSTM LSTM LSTM LSTM
LSTM LSTM LSTM LSTM
LSTM LSTM LSTM LSTM
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Input vectors
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Fig. 6. The proposed LSTM network architecture
case, using the end state of that simulation for classifying the
state between the first and the consecutive contingency. After
the second consecutive contingency, the system runs until it
either collapses or until 560 seconds. Depending on this final
state, the sequence of true target value vectors from the second
contingency until the end of the simulation are classified. In
the example in Fig. 5, an emergency state is reached. Note
that the scales in the Fig. 5 are different from those in the
simulations for easier interpretation. In real-life applications,
more intricate stability limits could be used to allow a more
detailed classification.
6) Reiteration: The described steps are reiterated until a
sufficiently large training set is generated.
B. Architecture of the LSTM network
The proposed LSTM network architecture, shown in Fig. 6,
is generally referred to as a "many-to-one" architecture, where
previous measurements in the time sequence are used for the
classification in the final block. The network consists of three
stacked LSTM layers which are used to capture different levels
of features from the inputs. Each LSTM block consists of
32 individual LSTM cells. The first layer of LSTM-blocks
takes a generated sequence of input vectors as inputs; then by
mathematical operation as presented in Section II, the output
of each block is forwarded both to the following block in the
sequence, as well as to the upper layer of LSTM-blocks. The
third layer of LSTM-blocks only passes the output forward
along the time sequence. The output layer at time t is a fully
connected network with softmax activation for classification.
In training, the network use the true target vector yt at time t,
while during the test or prediction phase, the network estimates
a prediction vector yˆt at time t. The interpretation of the
prediction problem is further explained in section III-D.
C. Training the LSTM network
Different data sets were used for training, validation, and
testing of the method on a mix of N -1 and N -1-1 cases. The
training data set has the dimension (135, 000× 364× 560),
where the dimension represents the number of training cases,
the number of inputs, and the total interval in seconds for each
simulation, respectively.
Before training, a process generally referred to as sequence
preprocessing was performed to prepare batches of sequences
with suitable length. The network is designed to take a
sequence of 60 time steps of measurements as inputs and
subsequences with a length of 60 time steps
(
xt−59, ...,xt
)
5TABLE I
DESIGN AND HYPERPARAMETERS USED IN TRAINING
Parameter Values and size
D
at
a
Simulation interval 560
Feature dimension 364
Target classes 5
Training cases (N -1+N -1-1) 45,000 + 90,000
Validation cases (N -1/N -1-1) 5,000 / 10,000
Test cases (N -1/N -1-1) 10,000 / 10,000
A
rc
hi
te
ct
ur
e LSTM layers 3
LSTM sequence length 60
FC activation function Softmax
LSTM hidden cells 32
LSTM Activation function Tanh
Tr
ai
ni
ng
Max Epochs 400
Learning rate (α) 0.0001
Dropout & recurrent dropout 50 % / 50 %
Optimizer Adam [19]
Loss metric Categorical cross-entropy
were thus extracted from the 560 seconds long simulation
intervals, for different values of t. For each subsequence
of input vectors, a corresponding target value (yt) at time
t was gathered. The sequence preprocessing was performed
120 times for each training and validation case by varying
t between values of t = [60, 180]. The lower bound of t is
required to always allow historic data to be included into the
sequence. The LSTM network could have been trained on the
whole simulation interval by increasing upper bound of t from
180 to 560. However, since the method is proposed to be used
in fast VIP applications, there is less usefulness of predicting
instability long after the contingencies have occurred.
The generated subsequences were then used to train the
LSTM network. Due to memory limitations, a method called
mini-batch gradient descent was utilized where mini-batches
of 1000 subsequences were used separately to train the net-
work. The training was performed for a maximum of 400
epochs. An epoch is finished when all generated batches have
been used to update the network parameters. Adam [19], an
adaptable algorithm suitable for gradient-based optimization of
stochastic objective functions was used in training the network.
The algorithm used default parameters according to [19],
except for the learning rate which was tuned. The loss function
which the optimizer is applied on is the categorical cross-
entropy function, which is suitable for multi-classification
problems. To avoid overfitting the data, two regularization
techniques were used during the training. First, early stop-
ping was implemented, and the training of the network was
stopped in case the performance on the validation set did not
improve after six epochs. Second, a technique called dropout
was applied, where a certain percentage of the connections
between inputs and the LSTM cells were randomly masked
(or "dropped") with the aim of reducing overfitting on the
data. Both conventional dropout and recurrent dropout between
consecutive blocks were applied during the training phase.
All other parameters related to the training of the network
are presented in Table I. The architecture and parameters used
to train the network have been iteratively tuned to increase the
classification accuracy. However, the tuning could be extended
even further to allow an even better classification accuracy.
D. Interpretation and intuition of the VIP problem
By the proposed training and architecture of the LSTM
network, a classification problem is solved where the current
system state space is separated into different regions. Every
state on a trajectory to a stable, alert (in C1, C2, or C3), or
emergency state is labelled accordingly. The LSTM network
is then trained on this data to implicitly learn these asymptotic
properties of solutions and the trajectories of the system state.
Once trained, the network can correlate the inputs, current
and historic measurements, with a certain state space region
and trajectory, allowing instant warnings of voltage instability
only moments after a contingency have occurred in a system.
The classification is performed under the assumption that
the current system is unchanged, meaning that no additional
contingencies or changes in generation and load configuration
will occur. However, as time progresses, new observations are
used as inputs to the LSTM network to continuously update
and incorporate such changes in the system.
This VIP problem should be interpreted as a fixed horizon
prediction problem, where the prediction horizon always is
the final state given by the trajectories of the (dynamical)
system. This interpretation assumes that the simulation horizon
of the generated time-domain simulations are sufficiently long
so that extending the simulation horizon even further, for this
particular system beyond 560 seconds, would not change the
partitioning of the state space.
IV. RESULTS AND DISCUSSION
A. Test results
The developed VIP methodology was tested on two separate
test sets, one containing only N -1 cases, the other containing
N -1-1 cases. Each test set was composed of 10, 000 cases of
dynamic simulations. The test results of the predictions are
presented using categorical accuracy, where the indices of the
true target values are compared to the argument maxima of the
predictions. The accuracy at each time step is then calculated
over time for each of the two test sets.
The data were fed into the network in the form of a
rolling window, with subsequences generated in the exact same
manner as described in Section III-C. As time t progresses,
new measurements entered the network from the rightmost
block in the input layer and were shifted to the left in each time
increment. Since the LSTM network require a sequence of 60
time steps of data, no predictions were made before t = 60.
To facilitate the presentation in the following figures, a new
time index T is introduced here. The relationship between the
two time indices is T = t− 60. The classification accuracy is
only plotted for 120 seconds to better visualize the changes in
accuracy after the contingencies.
The classification accuracy over time is presented in Fig. 7.
The classification accuracy for the N -1 test set dropped
significantly at T = 6 seconds, which is the same instant that
the first contingency is applied. The large drop in classification
accuracy can be attributed to low bus voltages instantaneously
following the first contingency, which the LSTM network
has learned to correlate to a voltage instability event. After
6TABLE II
CONFUSION TABLE SHOWING PREDICTION RESULTS AND ACCURACY OF THE LSTM NETWORK EVALUATED AT T = 50 SECONDS
Predicted states (N -1 / N -1-1)
Stable state Alert state Emergency state Accuracy
Classification All areas C1 C2 C3 All areas
A
ct
ua
l
st
at
es
Stable state All areas 2766 / 1171 0 / 20 0 / 19 0 / 0 0 / 0 100 / 96.8 %
Alert state
C1 0 / 0 856 / 565 0 / 5 0 / 0 0 / 0 100 / 99.1 %
C2 0 / 5 0 / 8 1874 / 1237 0 / 1 0 / 90 100 / 92.2 %
C3 0 / 0 0 / 0 0 / 42 0 / 178 0 / 0 - / 89.9 %
Emergency state All areas 0 / 0 0 / 0 0 / 34 0 / 0 4504 / 6625 100 / 99.5 %
Accuracy 100 / 99.6 % 100 / 95.3 % 100 / 92.5 % - / 99.4 % 100 / 98.7 % 100 / 97.7 %
Fig. 7. Classification accuracy over time for the proposed LSTM network
the first contingency, the classification accuracy increased and
remained constant at 100 % for the rest of the simulations.
The classification accuracy for the N -1-1 test set was
identical up until the consecutive contingencies were randomly
applied. During this time span, illustrated by the arrows in
Fig. 7, the classification accuracy decreased slightly. Since
these contingencies do not occur at the same time instant in
each test case, the same large drop in accuracy as for the N -1
cases was not seen. The accuracy then gradually increased and
stabilized at around 96-98 %.
The results show that the LSTM network can classify and
predict future stability almost perfectly for the N-1 contin-
gency cases and with good accuracy for the N-1-1 cases.
To examine which cases were misclassified, the prediction
accuracy for the two test sets, evaluated at T = 50 seconds,
are presented in Table II in the form of a confusion table.
Each number in the column in the table represents instances
of the predicted classes and each number in the row represents
the instances of the actual classes. The (empirical) conditional
probabilities of correctly classifying a certain state is presented
in the column furthest to the right. Similarly, the conditional
probability of a state actually belonging to the predicted
state is presented in the bottom row of the table. The total
accuracy is presented in the lower right corner of the table. The
accuracy for all N -1 cases is 100 % and no cases are falsely
classified. For the N -1-1 test set, the lowest classification
accuracy occurred for the alert states. After inspection of the
falsely classified cases, it was found that several of these were
borderline cases where the transmission bus voltage magnitude
used in the classification were very close to what was used in
the other classes. The highest classification accuracy occurred
for the emergency cases with 99.5 %.
It should be noted that the test and training sets were
weighted with more cases ending up in certain classes than
others. It is thus probable that the results are slightly biased
with higher accuracy for these classes, and that the classifica-
tion accuracy of the other classes may be lower as an effect.
B. Impact of sequence length
In this section, the performance of the sequence-based
approach is tested and compared against a conventional feed-
forward NN, which only uses a single snapshot of mea-
surements as inputs. Further, to test the impact of a shorter
time sequence, the results of an LSTM network using a time
sequence of 30 time steps, instead of 60, are presented.
To allow a fair comparison between the two approaches,
the feedforward NN used in this comparison was designed to
be as similar as possible to the LSTM network. Essentially,
the design of the NN in the comparison is identical to the
final time step in the LSTM network presented in Fig. 6, with
the difference that each layer consists of a hidden layer of
neurons. The designed NN thus has three hidden unit layers,
each layer with 32 hidden nodes. The same FC layer with
a softmax activation function was used. The training for the
NN was performed identically as for the LSTM network, with
the exception that instead of a sequence of input values, a
single snapshot was used. The LSTM network using a shorter
time sequence was trained identically to that of the longer
LSTM network with the exception that a shorter sequence of
30 instead of 60 time steps was used.
In Fig. 8, the classification accuracy on the N -1-1 test set
is presented for the two LSTM networks with the different
time sequence length and for the conventional NN. The
classification accuracy for the conventional NN was around
93 % after all the consecutive contingencies were been applied,
while that of the proposed LSTM network is around 96-98 %.
The results clearly indicate that the performance of the LSTM
network using 60 time steps in the sequence significantly
exceeded that of the conventional NN, generally providing
better classification accuracy over the whole time frame of
the simulation cases.
The classification accuracy of the LSTM network using
a shorter sequence was similar to the one using a longer
sequence, with the difference of a large drop in classification
accuracy at around T = 46 seconds, see Fig. 8. The same de-
cline in classification accuracy, though less significant, can be
noted for the LSTM network using the longer time sequence.
For the LSTM network with the 60 time steps long sequence,
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the accuracy drop started at T = 76 seconds, declined for 20
seconds, and was then restored to around 97 % accuracy. For
the LSTM network using the 30 time steps long sequence, the
decline started 30 time steps earlier, at T = 46 seconds. Once
again, the classification accuracy decreased for 20 seconds,
and was then restored.
One explanation of these results is that the LSTM net-
works utilize information concerning the contingency and pre-
contingency state to enhance the classification accuracy. It
should be noted that the decline in classification accuracy
started exactly 60 respectively 30 seconds after the consecutive
contingencies are introduced (at T = 16) and that the duration
for the decline in classification accuracy corresponded to the
exact time frame that the consecutive contingencies were
introduced. Thus, when the networks lose the information
about the pre-contingency state, the chance of a misclassifica-
tion increases. These results strengthen the hypothesis a long
sequence LSTM network could be used to enhance the state
signal to provide better classification accuracy. Theoretically,
an even longer sequence could be used to increase the accuracy
even further. However, this would increase the computational
cost of training, and a balance between classification accuracy
and computational cost should be sought.
C. Generalization capability and training set requirement
The generalization capability of a ML method refers to the
capability to generalize the learning from the actual training set
to other, yet unseen cases. Such capability is especially valu-
able in overcoming the combinatorial increase of complexity
in the training when N -1-1 cases are also considered [20].
In Fig. 9, the classification accuracy is presented on the N -
1-1 test set when the LSTM network have been trained on
three different training sets. The results are presented when
the network were trained on i) the full training set with all
N -1 and N -1-1 cases included, ii) a smaller training set with
all N -1 cases but where only a small batch (5, 000) of N -1-
1 cases have been included, and iii) a training set where the
network is only trained on N -1. The same training approach
as previously described were used. According to Fig. 9, the
classification accuracy was significantly reduced when no N -
1-1 cases are included in the test set. When including the
small batch (5, 000) of N -1-1 cases, the classification accuracy
increased significantly. However, the accuracy is still lower
than when the full training set is used. Thus, the importance
of obtaining a representative training set is still imperative if
a high classification accuracy is to be achieved.
Fig. 9. Classification accuracy over time when varying the number of N -1-1
cases included in the training data
D. Practical applications and requirements
The method is proposed to be used as an online tool for
system operators to monitor the current state of a power
system. It should be stressed that the method is not proposed to
replace conventional voltage instability detection methods, but
rather function as a supplementary tool to provide early warn-
ings. The instantaneous prediction capability of the proposed
method has to be weighed against the possibility of misclassi-
fication of the system’s future stability. When comparing the
proposed method to other conventional indicators for voltage
instability detection (see [2]), it is important to remember that
these might be more accurate once instability detected, but
generally take significantly longer time to indicate instability,
thus reducing the time frame that system operators have to
steer the system back into stable operation.
For the proposed method to be effective, measurement
updates should be available within a few seconds. In this
paper, a measurement update rate each second is assumed
to be available. To assure that errors and missing values are
filtered out, measurements should always be preceded by a
state estimator. However, state estimates from a non-linear
state estimator based on remote terminal units may be too
slow to be effective. Thus, time-synchronized measurements
from wide-area phasor measurements filtered through a linear
state estimator would be preferred.
The softmax classifier of the LSTM network outputs a prob-
ability vector, where each class is given a certain probability. It
should be noted that this probability vector does not provide a
true representation of the model confidence. However, it can
still be useful as a proxy by system operators to track the
network’s confidence in each prediction. Thus, the operator
can use the probability vector directly in an online interface
to track the network’s belief in each prediction. Alternatively,
argument maxima or other functions could be used to present
the most probable prediction of the network, or, for instance,
to avoid predictions of falsely labelled stable states.
The practical classification accuracy of the proposed
method will be affected by many aspects and will generally
be lower than on a simulated test set. One of the more
important aspects are modeling errors, including erroneous
system parameters or inaccurate modeling of parameter values
for dynamic models. Such aspects will introduce a difference
between the simulated and the actual dynamic response after a
contingency. However, it should be noted that such limitations
are not limited only to ML based approaches for VIP. All
8methods for DSA require that the dynamic models used in
assessing the system response are accurately modeled.
V. CONCLUSIONS
This paper presents a new approach for online voltage insta-
bility prediction using an LSTM network capable of utilizing a
sequence of measurements to improve classification accuracy.
Once trained, the LSTM network can allow system operators
to continuously assess and predict whether the present system
state is stable, or will evolve into an alert or an emergency state
in the near future. The network is also adapted to be able to
indicate where instability emerges, allowing system operators
to perform more cost-effective control measures.
The LSTM network was proposed with the aim of improv-
ing the available state signal by implicitly learning the long-
term dependencies of voltage instability events. The results
presented in the paper are highly encouraging and the proposed
method is shown to have high accuracy in predicting voltage
instability. The impact of sequence length of the LSTM
network was tested and showed that a longer sequence pro-
vided a significantly better classification capability than both
a feedforward NN and a network using a shorter sequence.
The paper also examined the generalization capability of the
proposed LSTM network, where the classification accuracy on
N -1-1 cases was assessed when the system was only trained
on N -1 cases. It was found that this reduced the classification
accuracy significantly, whereas including a smaller subset of
N -1-1 cases into the training set resulted in significantly better
performance.
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