Let n and q be given integers and X a finite set with n elements. The following theorem is proved for n > n 0 (q). The family of all q-element subsets of X can be partitioned into disjoint pairs (except possibly one if n q is odd), so that |A 1 ∩ A 2 | + |B 1 ∩ B 2 | ≤ q, |A 1 ∩ B 2 | + |B 1 ∩ A 2 | ≤ q holds for any two such pairs {A 1 , B 1 } and {A 2 , B 2 }. This is a sharpening of a theorem in [2] . It is also shown that this is a coding type problem, and several problems of similar nature are posed.
Introduction
The following theorem was proved in [2] . The main aim of the present paper is to give a sharpening of this theorem. Define the closeness of the pairs {A 1 
The proof of Theorem 1.1 was based on a Hamiltonian type theorem. Here we will need another theorem of the same type. Two edge-disjoint (non-directed) simple graphs G 0 = (V, E 0 ) and G 1 = (V, E 1 ) will be given on the same vertex set where |V | = N, E 0 ∩E 1 = ∅. Let r denote the minimum degree in G 0 . The edges of the second graph are labelled by positive integers. The label of e ∈ E 1 is denoted by l(e). Denote the number of edges of label i starting from the vertex v by
Let s be the maximum degree in G 1 , that is,
Another parameter t is defined by v) ) ≥ q + 1. After these definitions we are able to formulate our theorem. 
Theorem 1.3 Suppose, that
2 r − 4 t − s − 1 > N. (1.4)
Proof of Lemma 2.2
We call a vertex x ∈ V a-bad (b-bad) if there exists an edge (y, z) of the Hamiltonian path such that (a, x, y, z) ((b, x, y, z), respectively) is a heavy C 4 . Let t a be the number of a-bad vertices and t b be that of the b-bad vertices. Now, t a is bounded from above by the number of four-tuples (a, z, y, x) such that (y, z) is an edge of the path, (a, z), (y,
The vertex y can be chosen in two different ways along the path, finally the number of choices for (y, x) with label j is d(y, j). Therefore the number of these paths can be upperbounded by
The number of pairs {c, d} (a = c, d = b) which are neighbours along the path, c is between a and d is N − 3. At least r − 2 of these pairs satisfy (a, d) ∈ E 0 and at least r − 2 of them satisfy (c, b) ∈ E 0 . (The number of edges in E 0 starting from a (b) is at least r, three of these edges do not count here: the two edges along the path and eventually {a, b}.) Consequently, there are at least 2r − N − 1 pairs having both of the edges in E 0 .
The pair {c, d} satisfies the conditions of the lemma if it is chosen from the above
.) The number of pairs {c, d} for which at least one of these conditions does not hold is at most t a + t b + s. Therefore if 2r − N − 1 > t a + t b + s holds then the existence of the pair in the lemma is proved. By (2.1) this is reduced to (1.4).
Proof of Theorem 1.3
Let us suppose indirectly, that 2 r − 4 t − s − 1 > N, but the required Hamiltonian cycle does not exist. We say that K contains a heavy C 4 if there exists a heavy C 4 whose E 0 edges are edges of K, where K stands for a path or a cycle in G 0 . If E 1 = ∅, then t and s are zero, the condition of Dirac's theorem holds for G 0 , thus it contains a Hamiltonian cycle. Furthermore no heavy C 4 could exist. So, we may assume that E 1 is non-empty. Let us drop edges one-by-one from E 1 until a required Hamiltonian cycle appears. Consider the last dropped edge (u, v) 
By (1.2) and (2.2) we have
On the other hand (1.3) and (2.2) imply
It is easy to check that 2 r
, provided n > n 0 (q). According to Theorem 1.3, there is a Hamiltonian cycle H in G 0 that does not contain two disjoint edges that span a heavy C 4 . Now the required partition of the q-element subsets into disjoint pairs can be obtained by going around H, every other edge will form a good pair. The condition γ({A 1 , B 1 }, {A 2 , B 2 }) ≤ q can be deduced from (1.1) and from the fact that H contains no heavy C 4 . 3 Generalized coding problems
This is a "distance" in the "space" of all disjoint pairs of q-element subsets of X. Theorem 1.2 answers a coding type question, how many elements can be chosen from this space with large pairwise distances.
In general, let Y be a finite set and δ(x, y) ≥ 0 a real-valued symmetric (δ(x, y) = δ(y, x)) function defined on the pairs x, y ∈ Y . Let 0 < d be a fixed integer. A subset
The following (probably too general) question can be asked. δ(x, y) is called a distance if δ(x, y) = 0 iff x = y and the triangle inequality holds:
for any 3 elements of Y . Problem 3.1 can be asked for δ(x, y) not possessing these conditions, but it is really more natural for distances.
The best known finite set with a distance is when Y is the set of all sequences of length n, the elements taken from a finite set, the distance is the Hamming distance. Problem 3.1 leads to traditional coding theory. There are many known results of this type in geometry, but there Y is infinite.
Our case when Y = Y 1 is the set of all disjoint pairs of q-element subsets of X can also be considered as a set of sequences, however the "distance" is not a Hamming distance. Still, it is a distance.
Proposition 3.2 Let Y 1 be the set of all disjoint pairs {A, B} of q-element subsets of an
is a distance.
Proof of Proposition 3.2
It is easy to see that
So we really have to prove only the triangle inequality. By (3.1) and (1.1) this is reduced to
Two cases will be distinguished. (3.2) .
By symmetry it can be supposed that the first values are the larger ones. Then the left hand side of (3.2) is
Observe that (3.2) .
By symmetry we can suppose that the left hand side of (3.2) is
All these intersections are subsets of A 3 ∪ B 3 . Using the fact that A i ∩ B i = ∅, only the first and the fourth, the second and the third, resp., intersections can be non-disjoint, the other pairs are disjoint. Therefore no element is in more than two of the intersections in (3.4) and these elements are all either in
. This gives an upper bound on (3.4): Finally, let Y be the set of all simple graphs G = (V, E) on the same vertex set V, |V | = n. The distance δ(G 1 , G 2 ) between the graphs G 1 = (V, E 1 ), G 2 = (V, E 2 ) is the size of the largest complete graph in (V, E 1 • E 2 ) where • is the symmetric difference. Some results on this problem will be published in a forthcoming paper [1] .
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