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Ruelle predicted that the maximal amplification of perturbations in homogeneous isotropic tur-
bulence is exponential eσ
√
Ret (where σ
√
Re is the maximal Liapunov exponent). In our earlier
works, we predicted that the maximal amplification of perturbations in fully developed turbulence
is faster than exponential eσ
√
Re
√
t+σ1t. That is, we predicted superfast initial amplification of
perturbations. Built upon our earlier numerical verification of our prediction, here we conduct a
large numerical verification with resolution up to 20483 and Reynolds number up to 6210. Our
direct numerical simulation here confirms our analytical prediction. Our numerical simulation also
demonstrates that such superfast amplification of perturbations leads to superfast nonlinear satu-
ration. We conclude that such superfast amplification and superfast nonlinear saturation of ever
existing perturbations serve as the mechanism for the generation, development and persistence of
fully developed turbulence.
PACS numbers: 47.27.Gs, 05.45.-a, 47.27.ek
Turbulence is ubiquitous in nature, and most of air and
water flows are turbulent. Unfortunately such a com-
mon problem is the most important unsolved problem
of classical physics according to Richard Feyman. From
weather forecasting in meterology to airplane flight, tur-
bulence poses the major scientific challenge. Turbulence
as an open problem has two aspects: turbulence engi-
neering and turbulence physics [1]. Turbulence engineer-
ing deals with how to describe turbulence in engineering,
and turbulence physics deals with the physical mecha-
nism of turbulence. In pursuit of the understanding of
turbulence physics, the classical hydrodynamic instabil-
ity theory was developed [2]. The scope of hydrodynamic
instability thery is very limited, and the limited result is
far from satisfactory in answering the basic question of
transition from laminar flow to turbulence. With the
development of chaos theory, the idea of chaos was in-
troduced for undertanding turbulence [3]. On the other
hand, there are fundamental differences between chaos
and turbulence according to experimental experts on tur-
bulence.
Ever since Ruelle and Takens introduced the idea of
chaos for understanding the mechanism of turbulence [3],
there has been constant effort in validating the idea [4].
At moderate Reynolds number, some features of chaos
are indeed embedded in transient turbulence [5]-[11]. A
key measure of chaos is the Liapunov exponent. Ruelle
predicted that the maximal Liapunov exponent in homo-
geneous isotropic turbulence is proportional to the square
root of the Reynolds number σ
√
Re [12]-[18]. Exten-
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sive numerical studies on Ruelle’s prediction have been
conducted over the years [13]-[18]. Ruelle’s prediction
is based on the assumption that the maximal Liapunov
exponent is the inverse of the Kolmogorov time scale
which makes numerical resolution a challenging problem.
On the other hand, experimental experts on turbulence
do not believe that fully developed turbulence behaves
as low-dimensional chaos. Fully developed turbulence is
more violent than chaos. Chaos is often in the form of
a strange attractor which is characterized by exponen-
tial amplifications of perturbations within the attractor,
with the coefficient of the exponent being the so-called
Liapunov exponent. We predicted that the maximal am-
plification of perturbations in fully developed turbulence
is faster than exponential [19]-[2],
eσ
√
Re
√
t+σ1t, (1)
where σ and σ1 are two positive constants, σ1 =
√
e
2σ.
When the time t is small,
√
t is much bigger than t.
Thus we predicted that initial stage maximal amplifi-
cation of perturbations is superfast (much faster than
exponential). Together with the large Reynolds number
in the fully developed turbulence regime, such superfast
amplification of perturbations will quickly reach nonlin-
ear saturation during which time the second exponent
term σ1t (corresponding to a exponential factor) is much
smaller than the first term σ
√
Re
√
t. Ruelle’s predic-
tion is based on dimension analysis of the Kolmogorov
time scale [12]. Our prediction is based on rigorous anal-
ysis on the Navier-Stokes equations [19]-[22]. We have
conducted an extensive low resolution numerical verifi-
cation on our prediction [23]. Our low resolution nu-
merical simulations were not able to get into fully devel-
oped turbulence regime. On the other hand, the numer-
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2ical investigation showed that our analytical prediction
applies to a wide regime beyond fully developed turbu-
lence. Built upon our earlier numerical verification [23],
here we conduct a large numerical verification with reso-
lution up to 20483 and Reynolds number up to 6210. We
carry out direct numerical simulations on the three di-
mensional Navier-Stokes equations in the homogeneous
isotropic turbulence regime. It is in such a fully de-
veloped homogeneous isotropic turbulence regime that
our analytical prediction is most likely to be accurate.
Our numerical results here indeed confirm our analytical
prediction. Our numerical simulation also demonstrates
that such superfast amplification of perturbations leads
to superfast nonlinear saturation. We conclude that such
superfast amplification and superfast nonlinear satura-
tion of ever existing perturbations serve as the mecha-
nism for the generation, development and persistence of
fully developed turbulence.
Unlike the Lagrangian approach which tracks the tra-
jectories of individual fluid particles, here we use the Eu-
lerian approach which tracks the evolution of the entire
fluid field starting from an initial condition of the fluid
field. We will add a perturbation to the initial condition
and track the evolution of the perturbation either non-
linearly or linearly. By subtracting the two fluid fields,
we are tracking the evolution of the perturbation nonlin-
early. By subtracting the Navier-Stokes equations along
the two fluid fields, we get the governing equations of
the nonlinear evolution of the perturbation. By drop-
ping the nonlinear terms of the perturbation, we get the
governing equations of the linear evolution of the pertur-
bation, and by solving which we track the evolution of
the perturbation linearly.
We conduct direct numerical simulations on the
three dimensional Navier-Stokes equations under peri-
odic boundary condition of period (2pi)3 with a de-aliased
pseudo-spectral code [24]
∂tu + u · ∇u = −∇p+ ν∆u + f , ∇ · u = 0, (2)
where u is the velocity field, p is the pressure, ν is the
viscosity, and f is the external forcing. The external forc-
ing will only force low wave numbers (large scales), and
the Fourier transform f˜ of f is given by [25]
f˜(k, t) =
{ f
2Ef
u˜(k, t), if 0 < |k| < kf ,
0, otherwise,
(3)
where u˜(k, t) is the Fourier transform of the velocity field
u, Ef is the kinetic energy restricted to the forcing band,
Ef =
1
2
∑
0<|k|<kf |u˜(k, t)|2, and one can view the exter-
nal forcing as an energy pumping through the low wave
numbers with the energy pumping rate f , from the fol-
lowing energy equation
d
dt
∑
k
|u˜|2 = −ν
∑
k
|ku˜|2 + f , (4)
here the first term on the right hand side is the tur-
bulence energy dissipation rate. Through such energy
pumping that balances the energy dissipation, one can
drive the turbulence into a statistically steady state of
homogeneous isotropic turbulence. The external forcing
here has been well tested by other researchers [26] [27].
For our numerical simulations here, we choose kf = 2.5
and f = 0.1. The Reynolds number is specifically de-
fined by Re = V Lν , where V is the rms velocity, and
L is the integral length scale L = 3pi8E
∑
k
|u˜(k)|2
|k| , where
E is the kinetic energy. The large eddy turnover time
is given by T0 = L/V . In our simulations, the large
eddy turnover time is around 2. All our direct numer-
ical simulations are well resolved to scales smaller than
the Kolmogorov scale. We also test resolution to scales
much smaller than the Kolmogorov scale to make sure
our resolution is statistically sufficient.
After we run our direct numerical simulation to a sta-
tistically steady state of homogeneous isotropic turbu-
lence, we introduce a perturbation by first making a copy
of the velocity field at a time step and then not calling the
external forcing at that time step for one copy of the ve-
locity field. Thus the perturbation will be in the band of
wave numbers of the external forcing (3), 0 < |k| < kf .
After that time step, both fields will call the external
forcing normally. We can then track the nonlinear or
linear evolution of the perturbation as described before.
We denote the nonlinear evolution of the perturbation
by ∆u(x, t), the linear evolution of the perturbation by
δu(x, t), and their energy norms by ∆(t) = ∆u(t) and
δu(t):
∆(t) = ∆u(t) =
(∑
k
|∆˜u(k, t)|2
)1/2
, (5)
δu(t) =
(∑
k
|δ˜u(k, t)|2
)1/2
. (6)
We notice that the nonlinear amplification ∆u(t) is
bounded in time (see the Supplementary Material of
[18]), while the linear amplification δu(t) is unbounded
in time. Our prediction (1) is for the linear amplification
δu(t). During the early stage (small time) amplification,
the linear amplification δu(t) is a good approximation of
the nonlinear amplification ∆u(t), and our prediction (1)
also applies to the nonlinear amplification ∆u(t). Then
the linear amplification and the nonlinear amplification
are going to diverge, that is the transition to nonlinear
saturation, and the linear amplification is not a good
approximation of the nonlinear amplification any more.
We want to emphasize that the nonlinear amplification
is what is happening in reality. We are therefore most
interested in the initial stage amplification, before the
nonlinear saturation. Of course, the nonlinear saturation
depends on the initial energy norm of the perturbation
∆u(0), but it also depends on the Reynolds number. In
Figure 1, we show the nonlinear saturation for an initial
perturbation with the energy norm ∆u(0) = δu(0) = 0.01
3and the Reynolds number Re = 130. Divergence of
the linear and nonlinear amplifications happens around
t = 20 which is about 10 large eddy turnover time 10T0.
Increasing the Reynolds number will drastically reduce
the saturation time. Increasing the energy norm of the
initial perturbation of course will also reduce the satu-
ration time. From now on, we will mainly focus on the
time before nonlinear saturation to verify our prediction
(1).
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FIG. 1: The divergence of the linear amplification and the
nonlinear amplification of a perturbation with initial energy
norm ∆u(0) = δu(0) = 0.01 (5)-(6) and the Reynolds number
Re = 130. δ(t) represents either ∆u(t)
∆u(0)
or δu(t)
δu(0)
. Divergence
and nonlinear saturation happens around t = 20 which is
about 10 large eddy turnover time 10T0.
In Figure 2, we show the nonlinear amplifications
of perturbations for the Reynolds numbers Re =
130, 805, 1450, 2520. Except in t → 0+ limit, we clearly
observed the amplifications of ec
√
t in t as we predicted
in (1). We use c to represents a generic constant in this
paper. In the t → 0+ limit, numerical resolution can
never be sufficient and generates false results as shown
by an explicit example in [23]. Our extensive numerical
simulations here and earlier show that the amplifications
of ec
√
t in t are generically observed [23].
In Figure 3, we show the dependence of the nonlinear
amplifications of perturbations up to the time t = 0.3T0
on the Reynolds number, where T0 is the large eddy
turnover time which is around 2. The data fit well with
ec
√
Re as we predicted in (1). Thus both the
√
t and the√
Re features in the exponent of our prediction (1) are
verified here in the fully developed homogeneous isotropic
turbulence regime.
In conclusion, built upon our earlier low resolution nu-
merical verifications of our prediction (1) on the maximal
amplification of perturbations in fully developed turbu-
lence [23], here we conduct large direct numerical simu-
lations with sufficient resolutions on fully developed ho-
mogeneous isotropic turbulence, and we have verified our
prediction (1). In particular, our numerical simulations
show that the amplification of perturbations behaves as
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FIG. 2: The nonlinear amplifications of perturbations for dif-
ferent Reynolds numbers Re = 130, 805, 1450, 2520. ∆(t) is
the energy norm defined in (5). The horizontal portions of the
curves represent amplifications of ec
√
t in t as we predicted in
(1).
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FIG. 3: The Reynolds number dependence of the nonlinear
amplifications of perturbations for different Reynolds up to
the time t = 0.3T0, where T0 is the large eddy turnover time
which is around 2. The dashed curve is a fit to ∼ √Re, and
the red (grey) curve is a fit to ∼ Re0.38.
ec
√
t in t and ec
√
Re in Re as we predicted in (1). Thus
amplifications of perturbations in fully developed turbu-
lence are much faster than exponential in contrast to
the exponential amplifications of perturbations in chaos.
Turbulence should appear more violent than chaos. Such
superfast amplifications of perturbations naturally lead
to superfast nonlinear saturations, and we have demon-
strated such nonlinear saturations. We conclude that
fully developed turbulence is generated, developed and
maintained by such constant superfast amplifications of
ever existing perturbations. We believe that this theory
better explains what is observed in fully developed tur-
bulence than the chaos theory.
We believe that our discovery here will better guide
turbulence engineering, design and prediction such as the
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