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Résumé
Les signaux électro-encéphalographiques observés à partir de capteurs de surface
et de profondeur sont, en épilepsie, les éléments fondamentaux de toute analyse
spatio-temporelle des processus paroxystiques . Ceux-ci se caractérisent dans
les périodes inter-critiques par des décharges rapides qu'il est important de
détecter. Ces décharges correspondent à des signaux transitoires non prédictibles
qui se superposent à une activité de fond pouvant elle même être un mélange
très complexe. Cet article propose un détecteur, basé sur une Transformée en
Ondelettes, dont l'objectif est de mettre en évidence ces transitoires
. Il comporte
deux niveaux : le premier cherche à détecter tous les transitoires (artefacts inclus)
;
le second a pour rôle de séparer au mieux les événements utiles des impulsions
transitoires parasites
. Une large place est laissée à la description du réglage
adaptatif des seuils de décision associés à chacun des étages du détecteur. Les
performances sont évaluées et comparées, sur signaux synthétiques et réels, à un
détecteur proposé récemment dans la littérature.
Mots clés :
Détection, Structure de décision, Transformée en ondelettes, Proba-
bilité de fausse alarme, EEG .
1 . Introduction
Les signaux électro-encéphalographiques observés à partir de
capteurs de surface (ou EEG) et de profondeur (ou SEEG) sont,
pour l'étude de l'épilepsie, les éléments fondamentaux de toute
analyse spatio-temporelle de processus dits paroxystiques . Ceux-
ci se caractérisent dans les périodes critiques (i .e . les crises)
par un envahissement massif des structures cérébrales, et entre
les crises (ou périodes inter-critiques) par des décharges rapi-
des. Ces dernières, encore appelées « Événements Paroxystiques
Inter-Critiques » (EPIC) [1], se traduisent au niveau des capteurs
par des signaux transitoires non prédictibles qui se superposent
à une activité de fond pouvant elle même être un mélange très
complexe incluant une composante impulsionnelle parasite . Ces
transitoires, par leur caractère localisé dans l'espace, dans le
temps et en fréquence, peuvent être riches d'enseignement sur
application
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les structures anatomiques du cerveau mises en jeu et les modes
de propagation . La compréhension des mécanismes sous-jacents
dépendra donc en premier lieu d'une bonne identification des seg-
ments temporels porteurs de ces informations . La difficulté est de
repérer le plus possible de transitoires utiles sans les confondre
avec les impulsions parasites dont la majorité correspond à ce
que l'on appelle des artefacts . Ce problème a fait l'objet de nom-
breuses études mais ne peut pas être considéré comme bien résolu
à l'heure actuelle. Certains travaux exploitent les morphologies
spécifiques aux événements inter-critiques et débouchent sur des
méthodes heuristiques, inspirées de l'analyse visuelle des clini-
ciens. Plusieurs paramètres décisionnels caractérisant les formes
des transitoires sont calculés et comparés à des seuils fixes ou
adaptatifs [2] [3] [4] . Pour améliorer les performances de ces
détecteurs, la nature contextuelle du signal à moyen terme a été
intégrée (l'état de vigilance du patient par exemple) dans [5] et
[6] . Dans [6], le caractère vectoriel du signal (apparition simul-
2. Position du problème
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tanée sur plusieurs capteurs) a été de plus pris en compte . Pa-
rallèlement à ces approches heuristiques, d'autres méthodes ont
été développées, qui s'appuient sur une modélisation paramétrique
du signal EEG (modèle AR et ARMA) [7] [8] ou relevant de l'in-
telligence artificielle [9], [10] . Compte tenu des caractéristiques
recherchées dans les enregistrements des signaux, la Transformée
en Ondelettes (TO), dont l'intérêt a par ailleurs été souligné en
analyse de la parole [11] et de signaux électrocardiographiques
[12] [13], permet de construire des statistiques bien adaptées à
leur détection. En dehors de toute application biomédicale, cer-
tains auteurs [14] [15] [16] ont étudié la possibilité de détecter
des signaux transitoires de formes incertaines en construisant des
statistiques avant seuil ne dépendant des échantillons de l'obser-
vation que par l'intermédiaire d'une transformée en ondelettes
ou d'une transformée temps-fréquence . Ayant d'autre part pra-
tiqué, sur une quantité relativement importante de signaux EEG,
des décompositions temps-échelle pour différentes familles d'on-
delettes, [17], nous avions constaté expérimentalement que dans
l'espace transformé, les ondes transitoires utiles et les artefacts
influaient sur certain niveau de la décomposition de manière si-
gnificative . Nous avons ainsi été amenés à construire le détecteur
que nous présentons dans cet article . Il est basé sur une trans-
formée en ondelettes complexes et son objectif est de mettre en
évidence les transitoires tels que les pointes, les pointes ondes et
les ondes aiguës noyées dans l'activité de fond .
Notre présentation est organisée comme suit : le second para-
graphe formule le problème posé du point de vue du traitement
du signal en introduisant une modélisation des différentes com-
posantes des observations EEG et SEEG. Le troisième para-
graphe décrit la structure de décision proposée . Elle comporte
deux étages, le premier a pour objectif la détection des transitoires
présents dans le signal (artefacts inclus) et le second leur classifi-
cation en deux groupes afin de rejeter ceux qui sont physiologique-
ment non significatifs . Cette structure utilise une transformée en
ondelettes de l'observation pour construire des statistiques as-
sociées à chacun des étages de décision. Quelques propriétés de
la transformée en ondelettes et le choix de la fonction analysante
utilisée sont également commentés dans cette section . Le qua-
trième paragraphe analyse la relation entre les caractéristiques
de détection de chacun des étages et celles de l'ensemble, puis
décrit la méthode utilisée pour déterminer les seuils de décision .
Enfin, le paragraphe 5 est consacrée à la description des résultats
expérimentaux obtenus en traitant des signaux synthétiques et des
signaux réels .
Les signaux observés sur un intervalle temporel peuvent être
décrits, après échantillonnage de pas 9 e constant, par un processus
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aléatoire X(k) de la forme
n
X(k) = F(k) + Pi(k - epz ) + A (k - eaa ) + B(k)
i=1 j=1
k E {0,1, . . . , T} (1)
Cette relation modélise l'ensemble des activités significatives (on-
des élémentaires, tracé de fond, bruits, artefacts . . .) qui constituent
le signal (Figure 1) . F(k) peut être considéré comme un signal
stationnaire par morceau présent soit par intermittence, soit pen-
dant toute la durée de l'observation ; pour tout i, Pi correspond
à un potentiel de durée brève, qui survient à l'instant Op,, et qui
est lié à une décharge neuronale anormale ; les termes Aj peu-
vent être assimilés à des artefacts apparaissant aux instants OA, ;
enfin, les bruits de mesure liés à l'instrumentation, stationnaires
sur l'intervalle d'observation, sont regroupés dans le terme B (k) ;
les quantités np et na représentent respectivement les nombres
(aléatoires) d'occurrences temporelles, sur l'intervalle d'obser-
vation, des événements brefs utiles et des signaux transitoires
parasites .
L'activité cérébrale de fond, représentée ici par F(k), englobe les
rythmes de base (Alpha, Bêta . . .) ainsi que certaines périodes cri-
tiques stationnaires (phase de recrutement d'une crise d'épilepsie
par exemple). La distinction entre les Aj et les Pi dépend des
objectifs de l'étude : dans notre cas, les événements épileptiques
à détecter sont décrits par les Pi ; en revanche, des ondes de nature
transitoire associées au sommeil ou d'autres comme les complexes
K (réponse à une stimulation sensorielle durant le sommeil spon-
tané, le coma ou la narcose) et les pointes-vertex (réponse à l'état
de veille, à une stimulation auditive), font partie de la classe des
artefacts . Dans tous les cas, et ceci indépendamment de l'applica-
tion, il y a aussi présence de transitoires (représentés également
par des termes Aj) générés par les mouvements oculaires.
Les hypothèses faites ici sur les composantes de (1) sont les sui-
vantes
• B est un bruit stationnaire, large bande, de puissance inconnue,
que l'on peut considérer comme étant de loi approximativement
gaussienne .
• F est un processus aléatoire, dont la covariance
CF, inconnue,
est stationnaire sur des tranches temporelles d'une durée varia-
ble et peut présenter des transitions lentes ou brutales sur les
bords de ces tranches . F peut être considéré comme un proces-
sus gaussien (cette hypothèse n'étant qu'une approximation) .
• Les signaux transitoires parasites Aj sont d'une durée (longueur
du support) courte devant le temps de corrélation de F. Ils
sont de forme inconnue, variable avec j, mais ne présentent
généralement qu'un faible nombre d'extrema (souvent moins
de trois) . Leurs dates d'occurrence sont imprédictibles et leur
distribution temporelle peut être assimilée à un processus de
poisson d'intensité
\a telle que 1/ir a est très grand devant la













Figure 1 . - Quatre exemples de tracéEEG (10 secondes chacun) a) deux types
d'artefacts, b) et c) transitoires mélangés à des activités de fonds variables,
d) activité de fond seul (rythme alpha) .
• Les signaux utiles Pi présentent des caractéristiques semblables
à celles des Aj avec une durée (longueur du support) sensible-
ment plus longue . Leurs instants d'apparition sont également
imprédictibles, avec une fréquence moyenne d'apparition très
petite devant l'inverse de leur durée moyenne .
• B, F, les A j et les Pi sont considérés statistiquement indépen-
dants .
• En notant SP et SA S les supports des P2 et Agi, on suppose que
les transitoires dans l'observation ne se superposent jamais
V
(i, j)
: Spin SA, _ 0
i :,,~ j =~> Sp , n s, _ 0 ; SA, n SA, _ o
2.2 . PROBLÈME POSÉ
Le but que l'on se fixe ici est de construire un système effectuant
un travail semblable à celui d'un expert qui analyse l'information
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(2)
X pour localiser les signaux Pi . Ce dernier repère dans X des
« paquets d'échantillons » correspondant pour lui à des groupes
d'instants d'échantillonnage approximant les supports des Pi .
Ceci peut se formaliser en considérant qu'il prend un ensemble
de décisions sous la forme d'une suite d'intervalles D,,,, n = 1 . . .
dont les longueurs ne doivent pas être a priori supérieures à celles
du plus long des signaux P2 envisageables .
A chacun de ces Dm, correspond
- une bonne détection dans le cas où : il i : Sp n D,,, 7~ 0
- une fausse alarme dans le cas contraire .
On peut alors définir le problème posé comme étant celui de la
recherche d'un algorithme de construction des Dn qui
1) limite la quantité de fausses alarmes à une valeur prédéterminée,
2) présente une probabilité de bonne détection plus élevée que
celle obtenue par des systèmes existants pour un même niveau
de fausse alarme,
Dans cet objectif, deux constatations peuvent être exploitées
i) la loi de probabilité du terme F + B dans (1), est inconnue mais
susceptible d'être apprise à partir de X (k) avec une précision
correcte car les termes Aj et P1 ne sont présents a priori que
sur une petite partie du support de l'observation,
ii) bien que les signaux utiles Pi et les artefacts Aj puissent
être en principe modélisés comme des signaux aléatoires, on
ne peut envisager d'apprendre leurs lois à partir de la seule
observation X(k) qui n'en recèle par hypothèse qu'un petit
nombre, superposés au bruit et en des endroits non connus .
Une telle procédure d'estimation devrait en fait passer par une
étape de détection relativement fiable d'un nombre suffisant
de signaux transitoires « forts » (en situation de rapport signal
à bruit favorable) en utilisant peu d'information à leur sujet .
Ceci supposerait que le problème de départ serait déjà en partie
résolu .
La construction de notre système de détection a donc été guidée
par deux idées
1) procéder, si nécessaire, à l'estimation de certains paramètres
liés à la loi de F + B à partir de l'observation X (k),
2) n'utiliser sur les transitoires que des informations non dépen-
dantes de l'observation particulière X(k) traitée .
Deux types d'algorithmes peuvent être envisagés a priori : « en
ligne » ou « hors ligne » . On s'autorise ici l'approche hors ligne
qui consiste en un traitement global de X(k), sans contrainte
de séquentialité, et qui permet de suivre au mieux l'idée 1)
ci-dessus. Quant à l'idée 2) nous avons choisi de l'exploiter
(comme indiqué dans l'introduction) d'une manière rappelant
certaines approches de la littérature traitant de la détection d'un
signal transitoire d'instant d'arrivée éventuellement non connu
dans un bruit blanc gaussien [14] [15] [16]. Ce problème a été
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abordé dans ces références dans le cas où le signal à détecter,
après une transformation linéaire bien adaptée a son caractère
transitoire, peut-être correctement approximé dans le domaine
transformé par un vecteur ne comportant qu'un nombre restreint
de composantes . Ces travaux illustrent en particulier l'usage d'une
transformation de Gabor et de transformations temps-fréquence et
en ondelettes pour détecter des signaux admettant une définition
analytique impliquant une meilleure localisation dans l'espace
temps-échelle et/ou temps-fréquence que dans l'espace initial
des signaux temporels . D'autre part, pour de nombreux signaux
EEG réels correspondant à des activités de fond différentes et
comportant des transitoires utiles, l'examen de la décomposition,
au moyen de différents types d'ondelettes, a fait apparaître que
la représentation temps-échelle méritait d'être envisagée dans le
cadre du problème posé [171 . Nous nous sommes donc intéressés
à la construction d'une structure de décision passant par une
représentation en ondelettes de l'observation X(k) . Les résultats
obtenus dans [14] [15] n'étaient évidemment pas directement
transposables ici puisque le bruit n'est pas blanc, qu'il comporte
une composante impulsionnelle et que le nombre de transitoires
présents dans l'observation est inconnu .
En résumé, pour extraire les Pi de l'observation (1) on se donne
pour objectif de générer hors ligne des intervalles temporels D7z
qui les localisent, d'utiliser des statistiques de décision ne dépen-
dant que d'une transformation en ondelettes de l'observation et
de s'adapter par apprentissage à la loi de probabilité de B + F
pour les paramètres de la structure qui l'exigent .
3. Présentation de la structure de détection
3.1 . IDÉE GÉNÉRALE DE LA MÉTHODE
DE DÉTECTION ADOPTÉE
Le problème est de détecter un nombre inconnu de signaux tran-
sitoires de formes mal définies dans un bruit comportant, en plus
d'une composante localement stationnaire et approximativement
gaussienne, une composante de nature impulsionnelle . On pro-
pose classiquement [18] une solution sous optimale à ce problème
en le ramenant à une suite de problèmes de détection plus élémen-
taires, chacun visant à détecter un seul transitoire sur une fenêtre
d'observation courte recouvrant son support . On procède dans
ce cas à une suite de tests du même type effectués sur une suite
d'intervalles d'observation, de longueur constante, et dont l'union
recouvre l'intervalle d'observation global .
On suppose pour cela que la durée maximale
Lmax
des signaux
transitoires à détecter est connue, on se fixe une dimension de
vecteur d'observation L supérieure ou égale à
Lmax
et on introduit
la suite des vecteurs d'observation
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A chacun de ces vecteurs on peut associer des tests identiques
Tk pour décider de la présence ou de l'absence d'un transitoire
utile dans X(k) . Pour formaliser cela, considérons les deux
composantes du signal d'observation correspondant d'une part
aux transitoires utiles et d'autre part aux transitoires parasites
Les vecteurs X(k) s'écrivent en conséquence
X(k) =F(k) +Tr1 (k) +Tr2(k) +B(k) .
En tenant compte de la relation (2), pour chaque k, une et une
seule des trois hypothèses suivantes doit être réalisée
1) hypothèse Hi ,k : Tr1(k) ~ 0 où 0 désigne le vecteur nul de
RL, (présence d'un Pi )
2) hypothèse Ho',
k




: Tr2 (k) :7~ 0 (présence d'un artefact) .
On peut regrouper les deux hypothèses incompatibles
H0' k et
Hl' k en une seule hypothèse
Ho,k = (Hô k ou
HO k)*
On remarque que si on suppose que la loi de probabilité de
B(k) + F(k) est connue, l'hypothèse Hô k est une hypothèse
simple mais les hypothèses
Hi,k
et H.", sont composites en raison
de l'incertitude de forme et de position pour tous les Pi et Aj .
Pour chaque k, Tk sera alors un test devant décider entre les
hypothèses Hl,k et Ho , k Pour aboutir au résultat recherché
qui est de construire la suite des Dn , une possibilité est de
considérer l'ensemble des instants k de {L - 1, . . . , T} ayant
mené à l'acceptation de Hl
,k
et d'en extraire des intervalles
disjoints de longueur maximale imposée . La construction de Tk
suivant la technique traditionnelle de Rapport de Vraisemblance
Généralisé (RVG), bien qu'ici envisageable, est rendue difficile
par le caractère composite du bruit (F(k) + Tr2 (k) + B (k» . La
solution que nous proposons pour éviter une construction directe
de Tk s'appuie sur l'idée que pour décider entre Hl, k et HO, k on








Tri (k) = ~_' Aj (k - Baj )
j=1
et les suites de vecteurs extraits correspondantes
Tri (k) = [Tri(k - L+ 1), . . . . Tri (k)]'
(5)
Tr2 (k) = [Tri (k - L + 1), . . . . Tr2(k)] t
de manière analogue, on introduit
F(k) = [F(k - L + 1), . . . , F(k)]t ;
(6)
B(k) = [B(k - L + 1), . . . . B(k)]t
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• décider, par un premier test Tl,k et pour chaque k = L -
1, . . . . T, entre les hypothèses Hl,k et Hô k , Tl ,k étant construit
en ignorant la possibilité
Hö k
• considérer les Hl,k acceptées dans la première étape et utiliser
un deuxième test noté T2 , pour les valider en les comparant aux
hypothèses
Hö k .
Intuitivement, il est clair que le fait d'ignorer H.",,, dans la
première étape a l'inconvénient d'augmenter le taux de fausse
alarme de TI . En effet, si un transitoire Aj se trouve présent en
tout ou en partie dans Xk, il risque d'être assimilé à un Pi puisque
Tl « ignore » la possibilité H«, k . La deuxième étape doit donc être
introduite pour réduire ce type d'erreur . La construction de Ti,k
étant plus simple que celle de Tk, cette manière de faire est inté-
ressante si on peut construire facilement un test 12 tel que la paire
(T1 ,k, T2) offre des performances satisfaisantes, Nous proposons
plus loin pour T2 un type de test qui a donné de bon résultat .
3.2. DESCRIPTION DE LA STRUCTURE ADOPTÉE
Pour générer la suite des D,,, on s'est donc imposé la structure
décrite par la Figure 2 . L'information est présentée sur son entrée
sous la forme de la suite des vecteurs d'observation X(k) . On
distingue deux niveaux NI et N2 dont on peut résumer les rôles
respectifs comme suit
• NI a pour fonction, en utilisant un sous ensemble de coefficients
issus d'une décomposition en ondelettes de l'observation X(k),
de générer une suite de vecteurs Y(k) auxquels on applique
un même test d'hypothèse, d'en déduire une suite d'intervalles
A q qui s'interprètent comme susceptibles de correspondre à
des situations du type X(k) = F(k) + Tri (k) + B (k) ou bien
X(k) = F(k) + Tr2 (k) + B(k) (alors que lesDn s'interprètent
comme ne correspondant qu'au premier type de situation). Les
O q sont, en quelque sorte, candidats pour être des D,
• N2 reprend sur son entrée, pour chaque q, les vecteurs Yl pour les
seuls indices l dans O q . Son but est d'éliminer les O q construits
par NI du fait de la présence d'un artefact et de ne retenir que
ceux liés à la présence d'un signal transitoire utile . Nous allons
maintenant décrire plus précisément NI et N2 .
3 .2 .1 . Description de Ni
Pour construire la suite (O q ), le niveau NI met en ceuvre une
suite (Tl , k) de tests identiques appliqués aux vecteurs X(k) . A
chaque instant k et suivant l'idée exposée plus haut, Tl,k choisit
entre les hypothèses Hl ,k et Hô k sans prendre en considération la
possibilitéH )' k . Il est construit au moyen d'une statistique Si, k =
SI (X(k)), (où SI est une fonction scalaire de l'observation),
que l'on compare à un seuil AI . Ce dernier est déterminé de
manière adaptative an moyen d'un algorithme Al (décrit dans
le paragraphe 4) à partir de la suite Sl,k . Une fois tous les tests
Ti , k, k = L
- 1, L, . . . . T, effectués, on dispose de l'ensemble
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d'indices {m e {L - 1, . . . , T} : SI ,,, > ~l qui peut être
partitionné en intervalles a q = [Sq , Sq + 1, . . . . bq + Nq - 1],
q = 1, 2, . . ., correspond chacun à Nq dépassements successifs
des SI,,,,, au-dessus de Al et donc formellement définis par
Si =
min{m
; Si,, > AI}
bq = min{m ; m > Sg _l + Nq_i, Si,, > Al }
pour q > 2
6q + Nq - 1 = min{m ; m > bq , Si,m
>
X1, Si , ,n,+l < Ai
}
pour q > 1
(7)
3.2 .1 .1. Construction de Ti,k
a) Structure de Tl,k
La forme que nous avons retenue pour Tl , k est basée sur une
discrimination énergétique entre les deux hypothèses concernées .
Elle s'appuie sur un filtrage, une élévation au carré, une somma-
tion et une comparaison du résultat à un seuil A 1 . Le filtrage est
réalisé sous la forme Y(k) = .FX(k) où ,F = [Fl, Fz, . . . , FtM ] t
est une matrice comportant M lignes et L colonnes. Chaque
ligne correspond à un filtre discret Fi comportant L coordonnées .
L'élévation au carré et la sommation se traduisent par le calcul
d'une norme euclidienne et on a







où Y(k, i) est la ième coordonnée de Y(k). Le test est alors
- H,',, acceptée si S 1 .k < al où Sl , k = ~~ Y(k) ~~ 2
(9)
- H1 , k acceptée sinon .
La détermination de .F correspondrait, dans le cas général, à celle
de M • L paramètres . Ce choix est simplifié ici car on s'est imposé,
dans l'esprit de ce qui a été dit plus haut, de faire correspondre
les Fi aux versions échantillonnées de M fonctions prélevées
dans une famille d'ondelettes à support borné pour M valeurs
distinctes du facteur d'échelle . La détermination de ces paramètres
ne dépend pas de la réalisation particulière X observée et est
donc non adaptative . Dans le paragraphe suivant nous discutons
du choix d'une ondelette adaptée à notre utilisation .
b) Choix d'une transformée en ondelettes et détermination de .F .
La transformation par ondelettes d'un signal X (t) correspond
à sa décomposition linéaire suivant une famille de fonctions
obtenues par dilatations et translations d'une ondelette analysante
notée , qui vérifie des conditions dites d'admissibilité [19] . Les
coefficients déduits de cette décomposition sont (* désignant le
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complexe conjugué)
D a ,b s'écrit
N1 : mise en oeuvre des T
l,k
-pour n = L-1 jusqu'a T calculer S, ,,,
	 ~ 1-A1(Si
1




















L'ensemble des (Da ,b), a non nul, a et b réels, constitue la









D a, b =
1
X (t) ~a (b - t) dt
-00
et correspond alors à la sortie observée à l'instant b, d'un filtre
de réponse impulsionnelle
ia
(t) et d'entrée X(t) . L'application
de ces formules à un signal discret est possible en remplaçant les
intégrales par leurs approximations de Riemann . Le paramètre
d'échelle a permet d'ajuster simultanément la fréquence centrale
et la largeur de la bande passante . Cette transformation agit
sur le signal comme une batterie de filtres de caractéristiques
fréquentielles liées à W et au facteur de dilatation a . Dans le
cadre du problème posé et à partir de connaissances a priori et
de données d'apprentissage, nous avons cherché une fonction W
et un sous-ensemble de paramètres d'échelle tel que la collection
correspondante des Da ,b permette de construire une statistique
adaptée à la mise en évidence des signaux utiles .
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' O q accepté
1
,q rejeté
• Construire la suite (S
2 q
) associée à (A )
• k2=Az(S2,t''" S
2 q ) (22 : régie d'apprentissage)
• Construire la suite des intervalles Dn (suite des A g acceptés)
Dans un premier temps, notre démarche a été de sélectionner, à
partir d'une analyse descriptive, une ondelette analysante con-
venant au problème posé [20] . Nous avons pour cela cherché à
faire le lien entre les événements P. à détecter (identifiés comme
tels par un spécialiste) et leurs projections sur les niveaux de
décomposition . En s'appuyant sur la décomposition expérimen-
tale de nombreuses portions d'EEG, trois familles d'ondelettes
ont été confrontées : la première conduit à une base orthonormée
à support compact [21], la seconde est une famille d'ondelettes
spline cubique non-orthogonales, génératrice de L2(R) [22], la
dernière, qui ne permet pas de construire de base d'ondelettes
pour L2 (R), s'écrit






, ko entier {-1, 0, 1}
où ko fixe le nombre d'oscillations de la partie complexe (les
conditions d'admissibilité sont vérifiées pour ko autre que -1,
0 et 1), fo est la fréquence normalisée et C, une constante de
normalisation (liWYll = 1) .
L'approche basée sur l'ondelette complexe (eq . 11) a été retenue.
Elle offre la possibilité de choisir librement les facteurs d'échelle
ai en fonction des objectifs recherchés (contrairement aux ap-
proches dyadiques qui imposent une dichotomie) . La redondance
de ces niveaux et leurs relations mutuelles, telles que l'évolution
des maxima d'une résolution à une autre en fonction du contenu
du signal, le comportement des maxima aux échelles d'analyse
les plus fines (donc hautes fréquences) et leur capacité à rendre
compte de la régularité locale du signal analysé sont de plus des
atouts de la décomposition complexe [20] .
Les lignes Fi de la matrice F et les vecteurs Y(k), introduits










est la partie entière de L/2, s vaut 1 ou 0 selon la parité de
L et Y(k) = [Y(l, k), Y(2, k), . . . . Y(M, k)]' où les Y(1, k),
1 < 1 < M sont les approximations de Riemann des coefficients
Dal,kae .
3 .2 .2. Description de N2
N2 met en oeuvre, pour chaque O q retenu au niveau N1 , un test
T2,q pour ne retenir qu'une des deux hypothèses suivantes
Autrement dit T2, q intervient pour décider si l'intervalle A q , cons-
truit par N1 , est dû à la présence d'un artefact ou à celle d'un
signal utile (implicitement, à ce deuxième niveau de décision, les
hypothèses Ho , ,m sont ignorées pour m pris dans O q ) . Dans ce
dernier cas, l'intervalle O q est ajouté à la liste des D,v .
3 .2 .2 .1 . Construction de T2, q
Le test T2,q retenu pour chaque k est de la forme
• H1,,\, acceptée si S 2 , q = S2({Ym : m e Oq })
< A2 OÙ S2, q
est un réel et où la fonction S2 ne dépend pas de la réalisation
observée
• H1,A rejetée sinon .
Le seuil
A2 est déterminé en fonction de la suite des S2, q (et dépend
donc, par l'intermédiaire de ces quantités, de la réalisation X de
l'observation) suivant une méthode explicitée en 5 .2 .2 .
L'application S2 est définie par les relations
*HO,oq : -~ m E Oq /Hö ,n vraie

















où g,,, correspond au barycentre des 1/ai (i = 1 . ..M) retenus,
pondérés par les énergies JY(i,m)1 2 =
JDa,n212
des com-
posantes de Y(m) . S2, q s'interprète en conséquence comme un
paramètre décisionnel prenant une valeur d'autant plus élevée que
les énergies des X(m) (m dans Oq ), sont dans leur ensemble con-
centrées (dans le domaine des échelles) en des valeurs a i plus
petites . La justification de cette procédure est liée à
• la constatation expérimentale qualitative suivante : à énergie
équivalente, en moyenne, les Pi se distinguent des Aj par une
Détection temps-échelle d'événements paroxystiques intercritiques
occupation énergétique plus importante des niveaux correspon-
dant aux valeurs ai les plus élevées (c'est à dire correspondant
à des fréquences plus basses),
• l'absence d'information précise sur les Aj et les Pi (statistique,
modèles paramétriques, . . .) .
4. Caractérisation des performances
et construction des seuils
Pour un choix donné de la matrice F, il suffit pour compléter la
structure de décision proposée, de définir les algorithmes Al et
,A2 d'évaluation des deux seuils ~1 et A2 . L'approche classique
est de rechercher à maximaliser une probabilité de détection pour
un taux de fausse alarme réglé par l'utilisateur. Ici le taux de
fausse alarme est noté NFA et est défini par le nombre moyen,
par unité de temps, d'intervalles D,a tels que b' i Sp n Di,, = 0.
La probabilité de détection, notée PD, est la probabilité pour
qu'à un Pi présent dans l'observation soit associé la création d'un
intervalle D,,, tel que Sp n D,n, 7-L 0. La structure de décision
étant composée de deux sous structures, la deuxième s'appuyant
sur les décisions de la première, il est clair que les performances
en termes de taux de fausses alarmes et de probabilité de détection
sont fonction de paramètres du même type définis localement pour
N1 et N2 et qui dépendent de Ai et A 2 . Nous allons donner les
expressions NFA et PD, en fonction de ces deux seuils, dans 4 .3
en définissant auparavant en 4.1 et 4 .2 les quantités intermédiaires .
4.1 . PARAMÈTRES CARACTÉRISANT
LE COMPORTEMENT DE N1
On introduit les quantités suivantes
- taux de fausse alarme pour N1, noté rl et défini par le nombre
moyen d'intervalles Oq créés par unité de temps en absence de
tout transitoire,
-probabilité de détection d'un artefact, notée PDA1 et correspon-
dant à la probabilité pour qu'à un Aj corresponde la création
d'un
Ok
tel que SAS n Aq * 0 . Ce type de décision correspond
en fait, pour N1 , à une fausse alarme due à un artefact .
- probabilité de détection d'une onde utile notée PDP1, définie
par la probabilité pour qu'a un signal utile Pi soit associé un
Oq tel que Sp n Oq 7~
0.
Pour une loi de probabilité donnée de la composante B + F de
l'observation on remarque que r1 ne dépend que de A 1 , PDA1
et PDP1 dépendent non seulement de
\1
mais également de la
forme des transitoires dans la mesure où ces derniers ne sont pas
probabilisés . PDA1 et PDP1 sont évidemment des fonctions
décroissantes de A1 .
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4.2 . PARAMÈTRES CARACTÉRISANT
LE COMPORTEMENT DE N2
On considère les deux probabilités de fausse alarme
- PFA2B : probabilité pour que S2, q <
A2
conditionnellement
à ce que l'intervalle Oq soit tel que
Vi,jSPz nAq =B et SA7 nA q =B
(fausse alarme due au fond seul),
- PFA2A : probabilité pour que S2, q < A2 conditionnellement
à ce que l'intervalle O q soit tel que
biSpj nAq =0et3jSA,nA q :~
0
(fausse alarme due à un artefact),
et la probabilité de détection correcte
- PD2 : probabilité pour que S2, q < A2
conditionnellement à ce
que : SP1 nA q 5,~ 0
pplication
4.3 . EXPRESSION DU TAUXDEFAUSSE ALARME
GLOBAL ET DE LA PROBABILITÉ DE
DÉTECTION
On comptabilise une fausse alarme pour chaque O q créé par N1 en
l'absence de tout Pi dans son voisinage et accepté par N2 comme
un D,,, . Ceci pouvant se produire en l'absence de tout artefact ou
du fait de la présence de l'un d'entre eux dans le voisinage de
Aq , le taux de fausse alarme global NFA peut être approché par









où AA est le nombre moyen d'artefacts par unité de temps . D'autre
part, on a une bonne détection d'une onde Pi si et seulement si,
dans son voisinage, un intervalle O q est créé parN1 et que celui-ci
est accepté par N2 comme un Dn, . On aboutit donc à
PD(A1 , A2 ) = PDPl(Al)PD2(A 1 , A2 ) (15)
4.4 . DÉTERMINATION DES SEUILS A 1 et A2
Même en supposant AA et la loi de
F + B connus, l'utilisation
rationnelle des relations (14) et (15) pour choisir A1
et
A2
adaptativement en cherchant à optimiser le comportement global
de la structure de décision comporte des difficult és sérieuses : i)
la paire (A1, A2) assurant une valeur donnée pour NFA n'est pas
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unique et dépend d'informations non disponibles sur les Agi, ii) la
densité de population AA
des Aj , est inconnue, iii) Tl est difficile
à évaluer en fonction de A1 , que ce soit par le calcul ou par la
mesure .
On propose ici une solution sous-optimale simple consistant à
choisir ~1 de manière classique en imposant la probabilité de
fausse alarme dans les tests T1,k puis à choisir
A2
pour assurer




sont construits l'un après l'autre au moyen de deux algorithmes
A1 et 42 tels que
• Al calcule A1
pour avoir Pr{Sl,k > A1/HO,k} = PFA1(A1) < PFA1 o
• 42 calcule
A2
pour avoir PD2(A1, A2) > PD20 à A1 fixé .
(16)
où PFA10 et PD20 sont des valeurs imposées par l'utilisateur .
Cette manière de faire peut se justifier comme suit : PFA1(A1 )
peut être calculée à partir de la connaissance de la seule distribu-
tion de probabilité de S 1 ,k ce qui n'est pas le cas de FI (AI) -, en
évaluant PFA1(A1 ) par la formule rrl (~ 1)C(~ 1 )Be où C(A 1 ) est
le cardinal moyen des intervalles Oq et où Be la période d'échan-
tillonnage, exprimée en secondes, utilisé pour construire la suite
X (k), on peut donc toujours utiliser, puisque tout O q contient au
moins un élément, la majoration -ri (A1 ) < PF	
a(A1)
4.4 .1 . Détermination adaptative de A 1
Al doit fournir, à partir des réalisations S1,k, k = L-1, L, . . . , T,
une valeur de A1 telle que, sous Ho,
+oc
Ps, (x) dx =- PFAl o .
al
Pour cela, une méthode est de déterminer A1 tel que
en s'appuyant sur une estimation Ps, de la densité Ps, sous Hô .
On a choisi une approche paramétrique : sous Ho', la statistique
Sl,k étant une forme quadratique de 2M variables aléatoires
gaussiennes, on identifie la densité de probabilité Ps, à une loi
du type chi-deux à N degrés de liberté en posant S1,k = a2x2,N
(où X2,N
désigne une variable aléatoire dont la loi est du type
chi-deux à N degrés de liberté) [23] . Des estimations de N et Q
des paramètres or et N peuvent être obtenues par la méthode des
moments en calculant la moyenne et la variance empiriques, j et
+Co
Ps, (x) dx = PFA1o ,
al





où Ar[x] désigne l'entier le plus proche de x .
La difficulté pour cette méthode est de disposer d'un sous en-
semble Ia, de {L - 1,1, . . . . T} tel que les S1 , k , k pris dans Ia,,
puissent être considérés conditionnellement à l'hypothèse Ho . En
prenant Ia, = {L - 1, L, . . . , T I, on introduit donc un biais sur N
et & qui sera cependant peu important si le nombre de transitoires
présents dans l'observation est relativement faible, ce qui est sup-
posé ici . On propose en 5 .2 une modification de Al développée
pour atténuer le biais ainsi introduit sur A1 .
4 .4 .2 . Détermination adaptative de
) 2
Pour construire l'algorithme 42, la densité Ps2 des variables
aléatoires S2,q est cette fois considérée ; en supposant qu'elle suit
une loi de mélange intégrant essentiellement deux composantes,
Ps2 /A
correspond à la présence d'un artefact et l'autre, Ps 2
I
P , à
la présence d'un transitoire utile on a
Ps 2 (x) aPs
21




Ps21P(x) dx le réglage de )'2 pour
contrôler PD2 nécessite donc en principe la connaissance de
Ps2
lp





postulant la nature gaussienne de Ps 2 /P, par identification des
paramètres m et a de cette loi. L'hypothèse gaussienne, bien
qu'évidemment quelque peu arbitraire si on considère la définition
de S2, q (eq. 13), a cependant été retenue pour la simplicité des
calculs qu'elle autorise . Sous l'hypothèse que Ps2 1 P et
Ps 2
1A
présentent des modes suffisamment séparés, on a retenu pour 42
l'algorithme suivant
1) Log (Ps 2 (x)) est modélisé, pour x pris dans [0, x,,], par
Log(a) - Log(v'27ra) - r(x - m)2 où x a est une valeur
telle que Fs 2 (x a ) = 0, 5 et F désigne la fonction de répartition
empirique (on élimine ainsi les valeurs de x pour lesquelles Ps
2
peut être notablement distincte de aPs2l
p) ,
2) cette expression correspond à un trinôme axe + bx + c pour
x dans [0, x a ], que l'on ajuste à Log(Ps
2 ) par une méthode
standard en utilisant une estimation Ps 2 évaluée sur les O q
sélectionnés par )1,
3) À2 est calculé en fonction de Q
= 1
âa
1 et m =
2a
pour
obtenir la valeur PD2 désirée, l'influence de a étant ainsi
écartée .
5. Expérimentation
La validation d'une méthode de détection comme celle qui vient
d'être décrite est très difficile pour plusieurs raisons qu'il convient
tout d'abord d'expliciter afin de comprendre la démarche retenue .
L'expérimentation suppose en particulier
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1) de disposer d'ensembles d'observations représentatifs des
situations rencontrées en pratique : il faut savoir que les en-
registrements sont effectués sur plusieurs jours à partir d'un
nombre de capteurs pouvant dépasser la centaine dès lors que
SEEG et EEG sont combinés et que les signaux sont dépen-
dants de la position des capteurs relativement aux structures
cérébrales . Par ailleurs, les expressions des processus épilep-
tiques d'un patient à l'autre, voire d'un même patient à des
périodes différentes sont extrêmement variables . Ces condi-
tions limitent sévèrement tout effort de complétude dans la
construction d'une base de données de référence .
2) d'étiqueter les mélanges constituant les signaux : il s'agit
de repérer les transitoires présents dans l'observation et de
les faire valider par plusieurs spécialistes . Soulignons d'autre
part que cette « référence - observateurs » reste elle-même
subjective et qu'elle peut ignorer des transitoires qui auraient
pu être retenus en d'autres circonstances et/ou par d'autres
spécialistes,
3) d'explorer les degrés de liberté implicitement présents dans
l'architecture du détecteur proposé (influence de l'apprentis-
sage, validité des modèles statistiques, choix des paramètres
etc . . . ) . Une telle étude, indispensable à long terme, dépasse
le cadre de cet article et notre souci a été dans un premier
temps de (i) guider certains choix par une large expérimen-
tation sur données réelles (ainsi un compromis raisonnable
pour l'ondelette analysante a été établi avec M = 4, k0 = 2,
fo = 0, 0064 et ai = 1/i pour i = 5, 6, 7 et 8) ; (ii) évaluer
le comportement du détecteur sur signaux simulés de manière
réaliste ; (iii) quantifier les performances du détecteur sur sig-
naux réels étiquetés par un spécialiste en les comparant à un
algorithme existant [4] .
Deux types de résultats expérimentaux sont présentés : sur
données simulées d'abord et sur données réelles ensuite . L'expéri-
mentation sur données simulées a eu pour objet d'étudier
- le comportement de Al pour une observation ne comportant
pas de transitoire (5 .1),
- l'effet, sur le fonctionnement de Al, de la présence de transi-
toires dans l'observation,
- le comportement d'une version de Al modifiée (5 .2 .1)
- d'évaluer PFA2A et PD2 pour l'algorithme 42 retenu (5.2 .2) .
L'expérimentation sur données réelles présente les performances
obtenues globalement sur un volume important d'enregistrements
correspondant à des statistiques très variées pour F + B . Un
sous ensemble de ces données a ensuite été utilisé pour illustrer
l'efficacité de notre système par rapport à celle d'un détecteur
proposé dans la littérature, du point de vue de l'élimination des
artefacts .
La technique de simulation a été la suivante
- les signaux de fond ont été générés à partir de modèles
autorégressifs gaussiens identifiés sur des tranches quasi-
stationnaires de signaux réels . Au total 24 modèles distincts
Traitement du Signal 1995 - Volume 12 - n ° 4
	
365
{Mi, i = 1, . . . . 24} ont été estimés présentant des ordres,
évalués par des critères classiques [24], variant de 3 à 7 .
les transitoires ont été sélectionnés manuellement sur des tracés
de sujets épileptiques et en des endroits présentant une faible
activité de fond . Il s'agissait de signaux impulsionnels étiquetés
de manière sûre : pointes, pointe-ondes, ondes aiguës et arte-
facts . Ces transitoires ont ensuite été superposés aléatoirement
aux signaux de fond simulés (Figure 3 à titre d'exemple) .
5.1 . EXPÉRIMENTATION SUR DONNÉES
SIMULÉES SANS TRANSITOIRES
5.1 .1 . Étude de la statistique
Si,k
On a pour chacun des modèles Mi simulés, identifié la variable
aléatoire S1,k à une variable aléatoire
a2X2,N,
en utilisant les
relations données en 4 .4.1 pour les estimateurs de ai et Ni . La
valeur de N1 obtenue s'est avérée varier de 1, 7 à 2, 6 avec une
moyenne très proche de 2 . L'application du test de conformité
de Kolmogorov [25] à l'ensemble des cas étudiés a permis de
conclure à un ajustement très correct pour les cas où Ni était
proche de 2 et à un ajustement moins satisfaisant pour les cas où
la valeur de Ni s'en éloignait .
5 .1 .2. Réglage de ,\1
On a retenu la valeur N = 2 pour l'ensemble des signaux de
fond simulés de tous les modèles Mi et calculé à partir de là
et pour chaque cas, la quantité a2 . En déterminant par le calcul
la valeur t a, i telle que Pr{a2X2,2 >
ta,i}
= a, pour chaque
i et pour différentes valeurs de a, on a ensuite, en utilisant ces
valeurs de seuil sur 24 fichiers de 2048 points (chacun associé à
un modèle Mi distinct), obtenu les probabilités expérimentales de
dépassement reportées dans le tableau I .
Tableau 2. - Estimation du taux de fausse alarme pour des valeurs de a1
théoriques prédéfinies (transitoires présents) .
5.2 . EXPÉRIMENTATION SUR DONNÉES
SIMULÉES CONTENANT DES TRANSITOIRES 5.2.2 . Réglage de A2 et mesure de PD2
5.2 .1 . Réglage modifié de ,\1
En notant H,', la présence d'un transitoire dans X(k) et lorsqu'on
étudie expérimentalement la distribution statistique de S1,k pour
les k correspondant à la réalisation de Ho k , l'identification à une
loi du type X2,N mène à une valeur estimée N inférieure à un et le
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test de Kolmogorov conduit alors à un mauvais ajustement entre
la distribution expérimentale et la distribution théorique estimée .
On-constate que la réalisation de H,) , décale la valeur qu'aurait
S1,k en l'absence de transitoire, vers une valeur notablement
plus élevée (puisque les S l , k rehaussent les transitoires) . Cette
dernière remarque nous a menés à construire A1, dans le cas où
les signaux transitoires sont présents dans l'observation, de la
manière suivante : on considère la loi de mélange pour Si,k
Pr{S1,k < x} =
pi
Pr{Sl,k < x/Hô,k}
+(1 - pi) Pr{Si,k < x/Hô k}
où p i représente la probabilité d'apparition d'un transitoire . En
faisant l'hypothèse que Pr{S1,k < A/Hô k } ~ 0 pour une
certaine valeur A et que p1 est petite devant 1 (étant donné le
caractère a priori rare des transitoires) on a
Pr{Sl,k < x} ~ Pr{Sl,k < x/Hô k}
pour tout x < A. On constate expérimentalement que cette
condition est remplie en prenant pour A la valeur de l'ab-
scisse pour laquelle la fonction de répartition empirique des
Sl,k observés franchit la valeur 1/3. Étant dans l'hypothèse où




et en définissant ta par
Pr{x2,2 > ta} = a, la version modifiée de Al détermine ~ 1
pour que Pr{a2




obtenir PFAl(A1 ) = a, on fait donc A1 = a2 ta, A étant déter-













Le tableau II permet de comparer les probabilités expérimen-
tales de fausse alarme et les probabilités théoriques a désirées . Il
montre que (pour un nombre moyen de transitoires par unité de
temps faible) la probabilité de fausse alarme peut être sensible-
ment ajustée à une valeur prédéfinie .
En calculant & et m à partir des relations du paragraphe 4 .4 .2
et des S2, q obtenues avec des données simulées comportant
des transitoires et en prenant
A2 = m + 5Q, on a obtenu
expérimentalement un rejet de 98% des artefacts ayant mené à
la création d'un O q (ce qui revient à un résultat expérimental de
2% seulement pour PFA2A) . La valeur de PD2 (acceptation des
ondes utiles) est de pratiquement 100% (tous modèles confondus) .
Fausse alarme désirée PFAI0
90% 0% 5% 25% 1% 05% 01%
Fausse alarme experimentale obtenue
PFAI
92% 1%
6% 3% 12% 05% 01 %
Fausse alarme désirée PFAI0
5% % 0,5% 01%
Tableau 1 .
- Estimation du taux de fausse alarme pour des valeurs de A1
Fausse alarme experimentale obtenue PFA1
4,4% 09% 043% 007%




Gain +6d6 , C.de T . absenta , Filtre absent
(Montage tst )
Séquence M° 1 : VF a
VO 14 MeV 90 14:34:23
6 1
1 5 f1
Figure 3 . - Exemple de signaux EEG
simulés à partir d'un apprentissage sur un signal réel . Les transitoires sont soulignés .
5.3 . EXPÉRIMENTATION SUR SIGNAUX RÉELS
Les données utilisées ont été prélevées, en surface, chez un sujet
épileptique à l'aide d'un montage standard (le standard 10/20)
sur 18 voies synchrones échantillonnées à 200 Hz (la durée de la
séquence traitée est de 10 mn) . L'examen par le clinicien montre
que des épisodes intercritiques incluant des pointes et des pointe-
ondes (isolées ou sous forme de bouffées) apparaissent sur la
région temporale droite et se propagent à la région frontale .
Le comportement de S1,k sur des segments d'allure stationnaire
et celui de S2, q ont été examinés pour les portions comportant
les transitoires repérés à l'issue d'une lecture visuelle effectuée
par un clinicien. Cette lecture a abouti à l'étiquetage de 982
ondes utiles et de 206 transitoires parasites . Les caractéristiques,
précédemment constatées en simulation, de la loi de S1,k (et du
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, 1DOaV ,
nombre de degré de liberté associé) et de celle de S2,q ont été
globalement confirmées sur les données réelles (cf . Figure 4a
(resp . 4b) pour la distribution de probabilité empirique de
Sl,k
(resp . S2, q )) . Les seuils ~1 et A2 ont été ajustés adaptativement au
moyen des relations décrites dans les paragraphes 4 .4.1 et 5 .4 .2
avec PFA10 = 5 .10-4 et PD20 = 0, 9999 . Un exemple de
détection est illustré Figure 5 . Une pointe (repérée P) et un artefact
(noté A) y sont tous deux détectés au premier niveau du détecteur,
mais seule la pointe est conservée après comparaison au second
seuil .
L'analyse des performances du détecteur proposé a fait apparaître
les résultats suivants (présentés dans le tableau III)
• Un nombre important d'ondes utiles a été localisé par le premier
niveau : 862 sur les 982 reconnues par le clinicien ce qui
correspond à PDP1 à peu près égale à 88% .
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Figure 4a . - Exemple d'histogramme de Sl , k en l'absence de transitoires .
Figure 4b. - Exemple d'histogramme de la quantité décisionnelle S2, k .
• De nombreux artefacts ainsi que 46 événements transitoires
paroxystiques, considérés comme non significatifs car ils ne
participent pas au diagnostic, ont été mis en évidence par le
premier niveau . Aucune fausse alarme due au fond seul n'a été
relevée, ce qui est en accord avec la valeur de PFA1o imposée .
• Le second niveau a permis de rejeter un nombre important des
transitoires parasites (147 sur 206 i .e . 68% ce qui correspond à
PFA2A à peu près égale à 32%) et seules quelques ondes utiles
(22 sur 982 i .e . 2,5%) ont été classées comme artefacts, ce qui
correspond à PD2 d'environ 97,5% . Il est à noter qu'étaient
inclues dans les fichiers utilisés pour ces résultats, des tranches
d'observation présentant un fond F de type Alpha qui a la
particularité de produire, chez un sujet épileptique, des ondes
« pointues » semblables aux Pi recherchés .
• La structure de détection proposée permet de mettt2 en évidence
des événements épileptiques de faible amplitude . Ce résultat est
important car ces événements présentent une grande valeur dia-
gnostique : concernant une plus faible population de neurones,
ils permettent de mieux localiser spatialement leurs décharges
tandis que les pointes de plus fortes amplitudes représentent
souvent la sommation de plusieurs foyers d'activité .
• Pour toutes les ondes oubliées (120 sur 982 i .e . 12%), une détec-
tion a toujours été constatée sur au moins une voie adjacente ;
d'autre part, ces non détections sont situées sur des portions
de l'observation où surgissent des décharges rapides de pointes
dont une bonne partie est correctement mis en évidence . Les
transitoires non détectés n'affectent alors pas globalement la
localisation des voies les plus actives. On pourrait penser que la
368 Traitement du Signal 1995 - Volume 12 - n ° 4
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nature spatiale du signal devrait être prise en compte . En effet,
les événements utiles peuvent apparaître très souvent de manière
simultanée ou avec de légers décalages sur plusieurs capteurs .
Cependant, une détection vectorielle, prenant en compte des
relations (spatio-temporelles) possibles entre voies, devrait im-
plicitement les identifier à partir de données d'apprentissage a
priori non disponibles .
a Lorsque beaucoup de transitoires sont présents dans la partie
de l'observation utilisée pour calculer adaptativement \1, ce
dernier se trouve biaisé vers des valeurs plus élevées (l'appro-
ximation sur p l n'étant plus valable (Cf . 5 .2 .1)) . On peut alors
envisager de modifier la règle de calcul de À 1 sur chaque inter-
valle d'apprentissage, conditionnellement au taux de détection
qui y aura été obtenu, en réajustant à la baisse la valeur d'abord
calculée lorsque ce taux est élevé . Cette démarche, appliquée a
posteriori au signal étudié, a permis de réduire le taux de non-
détection de 14% à 3%, sur la voie la plus active, sans modi-
fication notable du taux de fausse alarme observé en pratique
(voisin de 2%) . Il reste cependant à l'automatiser.
Tableau 3. - Performance du détecteur proposé sur signaux réels (x : non
calculé, le nombre total d'artefacts présents est difficile à évaluer .
La structure de détection proposée a été comparée, sur les trois
voies les plus actives (qui ne comportaient pas d'ondes Alpha)
des données étudiées, au détecteur décrit dans [4]. Son principe
est basé sur un filtrage passe-bande, tendant à ne conserver que
le signal utile, suivi d'une transformation non linéaire (multipli-
cation de l'échantillon à l'instant k par l'échantillon à l'instant
k - 2), destinée à rehausser les transitoires utiles, et d'une com-
paraison à un seuil, ajusté adaptativement de façon à contrôler la
fausse alarme, pour la prise de décision . Sous l'hypothèse fond
seul, les auteurs ont calculé le seuil de décision en postulant que
la statistique construite suit une loi du type x2, 3 . Le critère de
conformité de Kolmogorov [25] que nous avons appliqué sur nos
données, a montré qu'un nombre de degrés de liberté égal à 3
est peu vraisemblable et que N = 1 est plus adapté. En adop-
tant cette modification et en imposant une même valeur de fausse
alarme théorique à Nl et à ce deuxième détecteur, la comparaison
des deux systèmes, appliqués à un fichier comportant beaucoup
de transitoires, fait apparaître la supériorité de la structure pro-
posée (tableau IV). En effet, une meilleure probabilité de détec-
tion (84,9% contre 74,5%) et un plus faible nombre de fausses
alarmes (10 contre 87) sont observés pour notre détecteur .
D'autres algorithmes (non paramétriques) de détection ont été
également décrits dans la littérature, mais leur mise en oeuvre
fausse alarme bonne détection
premier étage N I
PFA1 = x PDP1 = 88%
deuxieme étage N2
PFA2A = 31,8 %
PD2 = 97,7%
global NI+N2 x PD = 86%
Figure 5. - Exemple de comportement de la statistique Sl,k avant seuil et de résultat de détection de transitoires (A : artefact, P : pointe). Barre positive
ou négative :
détection d'un transitoire, barre positive : validation du transitoire détecté.
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Tableau 4 . - Comparaison sur données réelles entre le détecteur (a) proposé
et le détecteur (b) décrit en [4] .
nécessite le réglage de plusieurs paramètres, dont des seuils de
décision [3] [5], en s'appuyant sur des connaissances a priori et
non pas sur des critères statistiques (tel que le contrôle de la fausse
alarme sous l'hypothèse fond seul) . Une comparaison objective
avec ces approches n'a donc pas été envisagée pour l'instant . Il
existe également des méthodes paramétriques qui consistent à
identifier un modèle linéaire (souvent AR) et à construire, sur
la base de l'innovation, une statistique de décision . Le principal
inconvénient de ces approches, révélé par de nombreux auteurs
[4] [26] et que nous avons vérifié sur les données exploitées ici,
est leur sensibilité aux bruits transitoires et aux artefacts présents
dans le signal .
6. Conclusion
Une structure multi-niveaux -basée sur la représentation temps-
échelle et élaborée pour détecter des transitoires rapides dans un
signal électroencéphalographique - a été décrite . Les difficultés
résidaient dans la morphologie variable des signaux utiles, dans
la méconnaissance de la loi d'apparition des événements et dans
le caractère non stationnaire et impulsionnel du bruit superposé
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barre positive ou négative : dépassement du premier
seuil (détection d'un transitoire)
barre positive : dépassement du deuxième seuil
(validation du transitoire détecté)
au signal. L' approche ondelette retenue utilise une décomposition
non orthogonale, plus souple au niveau des choix des échelles de
détails, et une structure décisionnelle comportant deux étages . Le
premier cherche à séparer les transitoires de l'activité de fond
en tenant compte de la répartition de l'énergie du signal donnée
par l'analyse en ondelettes . La décision pour ce premier étage
s'effectue par comparaison à un seuil ajusté adaptativement de
façon à contrôler la probabilité de fausse alarme sous l'hypothèse
d'absence de transitoire . Le second niveau permet de rejeter
des artefacts voisins du signal utile en fréquence . Un paramètre
décisionnel, calculé sur les coefficients de décomposition au
moyen d'une fonction non linéaire et après comparaison à un seuil,
permet de confirmer ou d'infirmer la décision prise par le premier
niveau. Le seuil est ajusté, là encore de manière adaptative, de
façon à garantir un taux minimal de bonne détection
.
Les tests entrepris sur les signaux simulés, reproduisant des si-
tuations cliniques réelles, ont montré la validité de la démarche
que nous avons adoptée pour le réglage des seuils de décision .
Les résultats obtenus sur signaux réels ont permis également
de conforter les hypothèses faites et ont montré qu'à partir de
la transformée en ondelettes on peut construire une structure
de décision avec contrôle adaptatif des seuils conduisant à des
performances satisfaisantes du point de vue des utilisateurs .
Outre la nécessité d'aller vers une validation à plus grande échelle,
dont les difficultés ont été soulignées, cette étude peut être l'objet
de nombreux prolongements : l'examen des variantes de Sl,k
(choix optimal des a i et de leur nombre M, utilisation d'une norme
ponderée, utilisation d'un test du maximum vraisemblance, . . .)
et de leurs distributions par généralisation des lois X2,N (N non
entier), l'extension du schéma de détection aux représentations par
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paquet d' ondelettes [21] en mettant à profit les algorithmes rapides
de décomposition qui leur sont associés, un contrôle plus précis du
taux de fausses alarmes . Il paraîtrait aussi intéressant d'intégrer
dans la structure du détecteur des relations spatio-temporelles
(entre les signaux issus des différents capteurs) susceptibles d'être
formulées par des spécialistes et pour un patient donné .
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