Speech comprehension requires the ability to temporally segment the acoustic input for higherlevel linguistic analysis. Oscillation-based approaches suggest that low-frequency auditory cortex oscillations track syllable-sized acoustic information and therefore emphazise the relevance of syllabic-level processing for speech segmentation. Most linguistic approaches, however, focus on mapping from acoustic-phonemic representations to the lexical level. How syllabic processing interacts with higher levels of speech processing, beyond segmentation, including the anatomical and neurophysiological characteristics of the networks involved, is debated. Here we investigate the effects of lexical processing and the interactions with syllable processing by examining MEG data recorded in a frequency-tagging paradigm. Participants listened to disyllabic words presented at a rate of 4 syllables/sec. Two hypotheses were evaluated: (i) lexical processing of words activates a 2 Hz network that interacts with syllable processing at 4 Hz; and (ii) syllable transitions contribute to word-level processing. We show that lexical content activated a left-lateralized frontal and superior and middle temporal network and increased the interaction between left middle temporal areas and auditory cortex at 2 Hz (phase-phase coupling). Mere syllable-transition information, in contrast, activated a bilateral superior-, middle temporal and inferior frontal network and increased the interaction between those areas at 2 Hz. Lexical and syllable processing interacted in superior, middle temporal, and inferior frontal areas (cross-frequency coupling), whereas syllable tracking decreased when lexical information was present. The data provide a new perspective on speech comprehension by demonstrating a contribution of an acoustic-syllabic to lexical processing route.
Introduction
Speech comprehension requires segmenting acoustic information at multiple time scales and matching extracted chunks to approximately corresponding linguistic units (e.g. phonemes, syllables, words etc.). Recent oscillation-based approaches posit that the transformation into perceptually relevant acoustic chunks is achieved by temporally segmenting the continuous input signal (1) (2) (3) (4) (5) (6) . At the neuronal level, temporal segmentation is argued to be realized through phasealignment of low-frequency (< 8 Hz; delta-theta) neuronal oscillations in auditory cortex to the slow (quasi-rhythmic) fluctuations of the speech signal at the syllabic scale ('speech tracking') (7) (8) (9) (10) (11) (12) . This speech tracking possibly indicates the alignment of oscillatory excitability cycles of neuronal ensembles, which can result in perceptual constraints (13) such that speech perception is optimal at syllabic rates that fall within the range of intrinsic auditory cortex oscillations in the delta-theta range (2, 14, 15 see also 16) .
Several experiments have exploited oscillation-based approaches by testing hierarchical processing at multiple linguistic processing levels, such as word, phrase, and sentence comprehension (17) (18) (19) , for review (20, 21) . Emerging evidence from neurophysiological studies points to interactions of higher level speech processing and syllable processing. For example, predictions arising from multiple processing levels such as phonological or syntactic/semantic processing (22) (23) (24) (25) (26) might inform lower levels. The top-down modulation of the phase-alignment of low-frequency auditory cortical oscillations to speech acoustics is suggested by increased speech-tracking for intelligible versus unintelligible speech (27, 28, 12, 29) , which was accompanied by increased connectivity between auditory cortex and higher-level processing areas, such as frontal and motor cortex (29, 30) . However, at what linguistic level, e.g. syllable, word, phrase (31) etc., the processes interactas well as whether this is due to lexical-semantic (32, 33) or phonological processing (34, 35) -is not fully understood. A range of puzzles remain both at the implementational (neural) and the computational (linguistic and psycholinguistic) levels. Regarding the latter, there are effects (e.g.
there are interactions between lexical and phonemic representations) and debates (e.g. are there interactions with syllables, contentious units of representation?). Regarding the former, many of the spectral characteristics of the network dynamics are unknown. Low-frequency delta-theta neuronal oscillations are supposedly crucial for tracking syllable-sized acoustic chunks; however, whether the brain areas implicated in syllable processing interact with higher-level processes through phase-synchronization at these frequencies (29, 36) or through cross-frequency coupling (31) , and whether networks involved in higher-level processing synchronize in a similar spectral range, is unknown. Understanding spectral characteristics of networks provides important insights into the coupling mechanisms, i.e. which brain areas communicate how through synchronized activity (37) (38) (39) (40) , and possibly the type of connection, such as feedback or feedforward (10, 41, 42) .
Based on imaging research, distinct networks have been identified for phonological and lexicalsemantic processing of speech. There is evidence for widely distributed semantic representations (43) . That being said, the posterior MTG (perhaps left lateralized (44) ) has been suggested to provide a sound-to-meaning interface for the mapping of phonological representations in STS to lexical representations (45, 46, 44, 47, 48) . Lexical-semantic compositional processing as well as sentence level processing additionally has been shown to activate the anterior temporal lobe (ATL) (49) (50) (51) . Sublexical contingencies, such as syllable transitions, contribute to word processing, and have been shown to activate parts of the STS (52, 53) and a dorsal-path network (54) . Additionally, parts of the IFG have been shown to contribute to word-level processing, in sublexical processing tasks, supposedly reflecting sensory-motor integration as part of a dorsal articulatory network (45, 54) or in tasks that elicit competition between lexical competitors (48, 55, 56) . Here we show how these networks may form the basis for the interaction between syllable-level and lexical-level neural processing.
We used a frequency-tagging paradigm (57, 17) to investigate the functional networks involved in processing lexical (Exp. 1) and syllable transition (Exp. 2) cues of words as well as the network interaction underpinning syllable and word processing. In two MEG experiments, native German speakers listened to isochronously presented syllables of a native (German) and a foreign (Turkish) language, presented at a rate of 4 Hz (4 syllables/sec), resulting in a rate of 2 Hz for 'disyllabic units', i.e. words or pseudowords, while performing a simple target discrimination task (Fig. 1, A) .
In Exp. 1 (n = 18; Fig. 1 B, C) , the lexical processing of words in the native versus the foreign language was compared. In Exp. 2 (n = 19; Fig. 1 B, D) , the effects of lexical plus syllable transition information on the grouping of syllables into words was investigated by comparing (i) the processing of native words that contained syllable transition information and lexical content with (ii) foreign pseudo-words ('Non-Turkish') with neither content. Additionally, a cross-experiment comparison of foreign words with syllable transition content and foreign pseudowords allowed us to investigate syllable transition processing (Turkish versus Non-Turkish). We hypothezised that the lexical processing of words results in neuronal power increases at the word presentation rate (2 Hz), within a network that additionally to the STG includes, particularly, the left MTG. Interactions of word-and syllable-level processing were expected to result in coupling between the 2 Hz putatively word-related and the 4 Hz syllable-related activity. Additionally, syllable transition information was expected to affect the grouping of syllables into words, resulting in increased power at the word rate, and involving a bilateral fronto-temporal network including IFG. Illustrates the structure of a trial: participants indicated after listening to syllable sequences whether a target (bold) was present; In both experiments syllables were presented at a rate of 4 Hz (250 ms; purple bar); (B) In Exp. 1 in the German condition syllables can be grouped into disyllabic words (black: first syllable, gray: second syllable) at a rate of 2 Hz (500 ms; blue bar); (C) In Exp. 1, in the Turkish condition the syllables presented at 4 Hz cannot not be grouped into words based on semantic knowledge; In Exp. 2, the German condition corresponded to that of Exp. 1; (D) In Exp. 2, in the Non-Turkish condition syllables, presented at 4 Hz, cannot be grouped into words based on semantic knowledge or syllable transition information; (E) The speech acoustics show a strong peak at the frequency-tagging (syllable) rate (4 Hz) in Exp. 1 (left column) and Exp. 2 (right column); (F) Overall, the performance (accuracy) did not differ across experiments, however, overall was higher for the German compared to the Turkish/Non-Turkish conditions (error bars: +-1 SEM).
Results
Behavioral Measures. A repeated-measures ANOVA tests the effect of lexical and syllable transition cues on target discrimination accuracy ( Fig. 1 F) in Exp. 1 and 2 (between-subject factor: experiment; within-subject factor: condition). Accuracy was higher in the German compared to the Fig. 2 A) . In source space, the comparison revealed differences at 2 Hz at a left fronto- 0096; alphaTrend = .0167) (Fig. 3 A) .
The cross-experiment comparison shows sensor-space syllable transition processing effects (Turkish vs. Non-Turkish) within a broad left hemispheric cluster (p = 0.0040) and a broad right hemispheric cluster (p = .0080; Fig. 2 B) . In source space, syllable transition processing resulted in increased power in the Turkish compared to the Non-Turkish condition at a bilateral frontal, central and temporal cluster (p = .0020; including the STG, MTG, Heschl's gyrus, precentral gyrus, supramarginal gyrus; Fig. 3 B) . Non-parametric comparisons performed at 2 Hz revealed condition differences at the left pSTG, aMTG, MTG, SMG, IFG (ps < .0007; Bonferroni corrected alpha = .0042). In the right hemisphere condition differences were significant at the MTG, SMG, PMC (ps < .0030; alpha = .0042) and there was a trend at the pSTG, aMTG, IFG (p = .0045; p = .0121; p = .0122; alphaTrend = .0167). 
Discussion
In two MEG experiments, we show that the frequency-tagging paradigm can be used to tease apart aspects of lexical-level and syllable-transition information processing by differentiating neuronal networks activated at 2 Hz (Fig. 5) . Speech comprehension models have focused on mapping of acoustic-phonemic to lexical processing, e.g. (58) , supported by important cognitive neuroscience evidence for the processing and encoding of phonemic level information (53, 35 fronto-centro-temporal brain areas in both hemispheres (Fig 2B, 3B ). Previously, a functional subdivision of the temporal cortex has been proposed, with bilateral STS activations during lower level acoustic speech processing and a left-lateralized activation of the more ventral temporalparietal cortex during lexical-semantic processing (61, 44) . In line with this subdivision, our findings further suggest that, beyond acoustic processing, sublexical syllable-transition processing (27, 12, 29) , a previous artificial word learning study revealed reduced power elicited by syllable processing when words were intelligible (57, 68) , suggesting that the effects of the interaction can vary depending on the paradigm, performed process etc. This, too, will need to be assessed in further experiments.
Processing of Syllable Transition Cues.
Behavioral research suggests that sequencing of phonemes -because the distribution of phonemes varies across syllables -can be used to detect syllable transitions and word boundaries (69), as well as the position of syllables within words (60, 70) . We showed the neuronal networks involved in using syllable transition information to process disyllabic words (Fig. 2 B, 3 B ) and their interaction with syllable-level processing (Fig. S1 ).
Interestingly, our findings suggest that even the syllable transition information present in a foreign language (Table 1) , that is, cues such as the onset of a syllable or the consonant-vowel pattern, can be extracted and used to group syllables into words. In the present study, the stimuli were recorded and preprocessed so that acoustical cues at the word level were minimized, resulting in a prominent power peak only at the syllable rate (Fig. 1 E) . Thus, the increased power peak at 2 Hz (in the Turkish compared to the Non-Turkish) condition reflects the processing of syllable-transition features rather than the processing of acoustic cues. Statistical learning of the contingencies throughout the experiment might have additionally contributed to our findings, as the power peak at 2 Hz showed a tendency to vary across consecutive blocks of the experiment (SI Appendix; Fig.   S2 ). The rapid statistical learning of such cues would be in line with previous studies (71-74). Our findings raise new questions. In the current study, we carefully matched the German and Turkish stimulus material with regard to sublexical cues that can be used to group syllables into words.
Possibly this enhanced the ability of participants to quickly extract (and possibly learn) the sublexical contingencies of a foreign language. If the ability to extract sublexical contingencies at the word level depends on the similarity of these features between languages, the frequency-tagging paradigm could be used as a neurophysiological tool to investigate the phonological similarity between languages, without requiring explicit feedback from participants. Several participants were excluded: because of outlier behavioral performance (accuracy < mean -2 *SD; Exp. 1: n = 2; Exp. 2: n = 1) and because of technical issues (no triggers, audio problems;
Conclusions. Our study provides novel
Exp. 1: n=2; Exp. 2: n = 1). Individual T1-weighted MRI scans were conducted for all participants, except for some participants who either did not match the MRI criteria or did not show up to the MRI scan session (Exp. 1: n = 5; Exp. 2: n = 3). The study was approved by the local ethics committee of the University Hospital Frankfurt. All participants gave written informed consent for participating in the study and received monetary compensation.
Paradigm and Stimuli
Paradigm. Participants were asked to listen to sequences of disyllabic words, that contained either German, Turkish, or pseudo-words. In Exp. 1, sequences of German words (Fig. 1 B) and Turkish words ( Fig. 1 C) were used. In Exp. 2, sequence of German words (Fig. 1 B) and Turkish pseudowords ( Fig. 1 D) were used. Each sequence contained 38 syllables that formed 19 'disyllabic units'
(word or pseudo-words). By presenting isochronous syllables, the presentation rate for syllables was fixed at 4 Hz, resulting in an occurrence of disyllabic units at 2 Hz. In order to maintain participants' attention on the auditory stimuli, a target stimulus, which consisted of a disyllabic unit that was made of a repetition of the same syllable, was inserted in 28.57% of the trials. Each block contained 29% trials with a target stimulus (equally distributed across conditions).
Participants were asked to indicate with a button press whether a target stimulus was present after each trial (Fig. 1 A; index finger left and right hand; the response hand was counterbalanced across participants). Each trial was followed by a jittered intertrial interval (2 -3.5 sec).
Stimulus Selection. German disyllabic words were selected from the CELEX lexical database (75) . In order to maximize the speed of lexical access of the word as well as the predictability of the second syllable within a word, we selected words with a high frequency (CELEX spoken word frequency: MannSMln ≥ 10; Celex zeros replaced by Leiziger Wortschatz Corpus; LWC ≥ 4000) and with a high transition probability between the two syllables (STP ≥ 0.3 %). The STP was calculated for all disyllabic lemmas in the corpus, by dividing the wordform frequency of each lemma by the sum of the wordform frequencies of each wordform that contained the first syllable of the token (76) . Laplace transformation of zero frequencies was used (77) . Turkish disyllabic words were selected from the TELL database (http://linguistics.berkeley .edu/TELL/; e.g. (78)) and manually checked by a Turkish native speaker (for wordness). In total, 134 German words and 134
Turkish words were selected (noun, verb, adjectives). German and Turkish syllables were maximally matched (Table 1 ) with respect to the overall distribution of the manner of articulation for the onset phoneme of each syllable and the percentage of syllabic consonant-vowel CV structure.
Stimulus Processing. Syllable stimuli produced by a female German/Turkish bilingual speaker were recorded using an external audio card (Brand) (44100 Hz sampling rate). We recorded individual syllables in isolation (randomly presented to the speaker). The mean duration for German syllables was 358 ms (sd: 72 ms), for Turkish 334 ms (sd: 58 ms). Using this method, we eliminated any co-articulation and prosodic modulation between the two syllables within each word, such that a first syllable contains no acoustic cues that would allow the prediction of the second syllable (Fig. 1 E) . Consequently, the prediction of the second syllable relies on higher level linguistic processing (e.g. lexical access of the word and syllable transition information). 
MRI and MEG Data Acquisition
The MRI scanning was acquired on a 3 Tesla scanner (Siemens Magnetom Trio, Siemens, Erlangen, Germany). Vitamin-E capsules were used to mark anatomical landmarks (nasion, left and right pre-auricular points). For the MEG recordings, a 269-channel whole-head system (Omega 2000, CTF Systems Inc.) situated in a magnetically shielded room was used. Data recording was performed with a sampling rate of 1200 Hz, an online low pass filtered (cut-off: 300 Hz) and online denoising (higher-order gradiometer balancing). The head position relative to the MEG sensors was continuously tracked and head displacement was corrected in the breaks using the fieldtrip toolbox (http://fieldtrip.fcdonders.nl) (80) .
Analysis
Acoustic Analysis. The speech envelope was computed separately for each sentence. The acoustic waveforms were filtered in 8 frequency bands that are equidistant on the cochlear map (between 100 and 8,000 Hz; third-order Butterworth filter; forward and reverse) (81) . The speech envelop was computed by averaging the magnitude of the Hilbert transformed signal of the 8 frequency bands separately for each sentence. The envelope was resampled to 500 Hz to match the MEG data sampling rate. Next the data was averaged across all trials of a sequence, separately per condition.
The mean spectral power across all sequences of an experiment, as well as the standard error across sequences, is plotted separately for the conditions.
MRI and MEG Data Analysis
For MRI and MEG data analyses, we used the FieldTrip toolbox (http://fieldtrip.fcdonders.nl) (82) .
MRI Data Analysis. From the individual MRIs of all participants probabilistic tissue maps
(including cerebrospinal fluid white and gray matter) were retrieved. In case an individual MRI was missing, the standard Montreal Neurological Institute (MNI) template brain was used. In a next step, the physical relation between sensors and sources was obtained using a single shell volume conduction model (83) . The linear warp transformation was computed between the individual T1 MRI and the MNI template T1. The inverse of that transformation was computed, that is, a template 8 mm grid defined on the MNI template T1 was inversely transformed so that it was warped on the individual head space, based on the individual MRI and the location of the coils during the MEG recording. A leadfield (forward model) was calculated based on the warped MNI grid and the probabilistic tissue map, and used for source reconstruction. This allowed computing statistics across subjects in the MNI space with the grids of all subjects being aligned to each other.
MEG Data Analysis -Preprocessing.
For preprocessing, the data were band-pass filtered offline (1-160 Hz, Butterworth filter; filter order 4) and line-noise was removed using bandstop filters Eye-blink, eye-movement and heartbeat-related artifacts were removed, using independent component analysis (infomax algorithm; (84) Note that for this analysis the localizer data was interpolated prior to the M100 sensor selection) and all other sensors was estimated. Fischer z-transformation was applied to normalize the data prior to further analyzis (for displaying purposes the hyperbolic tangent was applied). The dwPLI values were averaged across all individual M100 sensors. The connectivity of the ROI with itself was set to zero. Differences in sensor space connectivity at 2 Hz and 4 Hz at the M100 ROI were were tested using cluster-based permutation tests (1000 iterations ; see above).
For a more specific analysis of our hypothesis, based on the AAL ROIs in the STG ('Temporal_Sup_L/H'), MTG ('Temporal_Mid_L/H') and IFG ('Frontal_Inf_Tri_L/H') were selected (Fig. 4 E) . The connectivity between pairs of ROIs was computed by averaging across the voxels of a ROI and the corresponding ROI pair. Wilcoxon signed-rank and Mann-WhitneyWilcoxon tests were used to test connectivity differences between conditions separately at each ROI pair. Bonferroni correction was applied to correct for inflated p-values due to multiplecomparisons.
Cross-Frequency Coupling. In order to analyze interactions between the 2 Hz word-level and 4
Hz syllable level network, phase-amplitude coupling between the 2 Hz phase and 4 Hz power was computed. After trials were split into 2 seconds long time windows (to increase the amount of data points), the Fourier Transform was used to compute the complex spectral coefficients at 2 Hz and at 4 Hz (0.5 Hz resolution) separately for each trial, condition and participant. A common filter (DICS; lamda = 100%; 0.8 cm grid; 0.5 Hz resolution) was computed at 2 Hz and at 4 Hz and used to project each trial in source space. According to its phase at 2 Hz, the power value at 4 Hz of each trial was sorted into four phase-bins (-pi to pi) separately for each ROI (STG, MTG, IFG), condition and participant. Power was averaged, first across trials, second across the voxels of each ROI, separately for the phase-bins, conditions and subjects. Prior to the statistics each phase-bin was normalized by contrasting it with the average of the remaining phase bins. Nonparametric
Wilcoxon Signed-Rank and Mann-Whitney-Wilcoxon tests were used to test differences in power distribution across phase-bins separately for each condition (the data from the German conditions of the two experiments were merged) and for the condition difference in each experiment.
Bonferroni correction was applied to test for multiple comparisons of phase-bins and ROIs.
Cerebro-Acoustic Coherence: After the spectral complex coefficients at 4 Hz was computed for the speech envelope of each trial (cf. Acoustic Analysis) and the neuronal data (0.1111 Hz resolution), coherence between all sensors and the speech envelope was computed. A common filter (DICS; lamda = 100%; 0.8 cm grid) was multiplied with the coherence, and Fischer ztransformation was applied. The cerebro-acoustic coherence was averaged across voxels of the STG ROI (using the AAL atlas). Wilcoxon signed-rank tests were used to test condition differences.
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