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Resumen: Este art´ıculo ofrece una revisio´n de me´todos para la construccio´n de
WordNets siguiendo la estrategia de expansio´n, es decir, mediante la traduccio´n de
las variants inglesas del Princeton WordNet. En el proceso de construccio´n se han
utilizado recursos libres disponibles en Internet. El art´ıculo presenta tambie´n los
resultados de la evaluacio´n de las te´cnicas en la construccio´n de los WordNets 3.0
para el castellano y catala´n. Estas te´cnicas se pueden utilizar para la construccio´n
de WordNets para otras lenguas.
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Abstract: This paper presents a review of methods for building WordNets follo-
wing the expand model, that is, by translating the English variants of the Princeton
WordNet. Only free resources available online have been used. The paper also pre-
sents the evaluation of the techniques applied in the construction of Spanish and
Catalan WordNets 3.0. These techniques can be also used for other languages.
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1. Introduccio´n
WordNet (Fellbaum, 1998) es una base
de datos le´xica del ingle´s donde las pala-
bras pertenecientes a categor´ıas abiertas
(substantivos, verbos, adjetivos y adver-
bios) se organizan en conjuntos de sino´ni-
mos denominados synsets. El WordNet
original se construyo´ para el ingle´s en la
Universidad de Princeton (en el resto del
art´ıculo lo denominaremos PWN - Prin-
ceton WordNet). Siguiendo el modelo de
PWN se han construido WordNets para
muchas otras lenguas. Vossen (1998) dis-
tingue dos estrategias generales para la
construccio´n de WordNets: (1) estrategia
de combinacio´n (merge model), en la que
se genera una ontolog´ıa propia para la len-
gua de llegada y posteriormente se gene-
ran las relaciones con PWN; y (2) estrate-
gia de expansio´n (expand model) en la que
∗ Este trabajo se ha llevado a cabo dentro del
proyecto Know2 Language understanding techno-
logies for multilingual domain-oriented informa-
tion access (MICINN, TINN2009-14715-C04-04)
se traducen las variants en ingle´s utilizan-
do diversas estrategias. En esta segunda
estrategia no es necesario establecer rela-
ciones interlingu¨´ısticas.
La principal dificultad para la cons-
truccio´n de WordNets mediante la estrate-
gia de expansio´n es la polisemia. Si todas
las variants fuesen monose´micas (es decir,
que estuviesen asignadas a un u´nico syn-
set) el problema ser´ıa simple, ya que u´ni-
camente tendr´ıamos que encontrar una o
ma´s traducciones para la variant inglesa.
Al tener la palabra inglesa un u´nico sen-
tido la traduccio´n de e´sta seria la variant
correcta en la lengua de llegada.
En la tabla 1 podemos observar el
nu´mero de variants que tienen asignadas
un nu´mero determinado de synsets. Las
variants que tienen asignado un u´nico syn-
set, son palabras monose´micas en ingle´s
(al menos, segu´n PWN). As´ı, el 82.32%
de las variants del PWN son monose´mi-
cas.
Otro aspecto interesante es obser-
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Nu´m. synsets variants %
1 123.228 82.32
2 15.577 10.41
3 5.027 3.36
4 2.199 1.47
5+ 3.659 2.44
Tabla 1: Nu´mero de variants que tienen
asignados un nu´mero determinado de syn-
sets
var cua´ntas de estas variants monose´mi-
cas esta´n escritas con alguna letra en
mayu´sculas (y correspondera´n probable-
mente a nombres propios) y cua´ntas esta´n
en minu´scula. En la tabla 2 podemos ob-
servar estos valores
variants %
minu´scula 84.714 68.75
mayu´scula 38.514 31.25
Tabla 2: Nu´mero de variants monose´micas
del PWN segu´n se encuentren en minu´cu-
las o con alguna letra en mayu´sculas
Nuestro proyecto se enmarca en la crea-
cio´n de los WordNets 3.0 del espan˜ol y
catala´n. Las versiones anteriores de los
WordNets en castellano y catala´n difer´ıan
en su licencia: mientras que el catala´n dis-
pon´ıa de una licencia libre, el castellano
se distribu´ıa con una licencia propietaria.
Los WordNets 3.0, tanto para el castellano
como para el catala´n, se distribuira´n bajo
una licencia libre.
2. La construccio´n de los
WordNets del espan˜ol y el
catala´n
Tanto el WordNet castellano (Atserias
et al., 1997) como el catala´n (Ben´ıtez et
al., 1998) se construyeron utilizando la es-
trategia de expansio´n y de una manera
pra´cticamente ide´ntica. En primer lugar
se desarrollaron manualmente una serie de
conceptos considerados base. Estos con-
ceptos son los considerados ma´s importan-
tes y que adema´s son comunes en todas las
lenguas involucradas en el proyecto Euro-
WordNet (Vossen, 1999).
Para desarrollar la parte correspon-
diente a los substativos de las primeras
versiones de estos WordNets se utilizo´ una
metodolog´ıa basada en la consulta a dic-
cionarios bilingu¨es. Para llevar a cabo la
evaluacio´n de este me´todo se consideraron
dos tipos de relaciones: la relacio´n palabra
inglesa - synset, dada por el PWN; y la
relacio´n palabra castellana1 - palabra in-
glesa, dada por los diccionarios bilingu¨es
utilizados.
Atendiendo a la relacio´n palabra ingle-
sa - synset se consideraron dos grupos:
Las palabras inglesas monose´micas,
es decir, las asignadas a un u´nico syn-
set.
Las palabras inglesas polise´micas, es
decir, las asignadas a ma´s de un syn-
set
Por otro lado, atendiendo a la relacio´n
palabra castellana - palabra inglesa, se dis-
tinguieron cuatro grupos:
Grupo 1: palabras castellanas que tie-
nen una u´nica traduccio´n a una pala-
bra inglesa, y que a su vez esta pala-
bra inglesa so´lo tiene una traduccio´n
a la misma palabra castellana.
Grupo 2: palabras castellanas que tie-
nen ma´s de una traduccio´n a diver-
sas palabras inglesas, pero todas es-
tas palabras inglesas se traducen u´ni-
camente por dicha palabra castellana.
Grupo 3: palabras castellanas que se
traducen por una u´nica palabra ingle-
sa, pero esta palabra inglesa se tradu-
ce a ma´s de una palabra castellana.
Grupo 4: palabras castellanas que se
traducen por ma´s de una palabra in-
glesa, y a su vez, cada una de estas
palabras inglesas se traducen a ma´s
de una palabra castellana.
Como resultado, se obtuvieron 8 gru-
pos de conjuntos de tres elementos (pala-
bra castellana - palabra inglesa -synset).
La asignacio´n de palabra castellana a syn-
set se realizo´ directamente en todos los
grupos, pero la divisio´n permitio´ realizar
1o catalana
Antoni Oliver, Salvador Climent, Marta Contreras
120
una evaluacio´n para cada grupo y asignar
las precisiones obtenidas como scores a las
variants castellanas.
La parte verbal se desarrollo´ siguiendo
una metodolog´ıa totalmente manual dada
la gran polisemia verbal y el nu´mero rela-
tivamente pequen˜o de conceptos verbales.
Los adjetivos y adverbios no se desarrolla-
ron en las primeras versiones de los Word-
Nets del espan˜ol y del catala´n.
3. Babelnet
El objetivo de Babelnet (Navigli y Pon-
zetto, 2010) es crear un red sema´ntica de
grandes dimensiones combinando el cono-
cimiento lexicogra´fico de WordNet con el
conocimiento enciclope´dico de la Wikipe-
dia. As´ı pues BabelNet ofrece una relacio´n
entre las entradas de la Wikipedia y los
synsets de WordNet. A continuacio´n po-
demos observar un fragmento del archivo
que se distribuye con el proyecto Babel-
Net:
Adobe_brick adobe_brick%1:06:00::
02681392n
Fuselage fuselage%1:06:00:: 03408054n
Hearse hearse%1:06:00:: 03506880n
Merida_(Yucatan) merida%1:15:00::
08740367n
Para poder relacionar las dos fuentes
toman de WordNet todos los posibles sen-
tidos de una determinada palabra y todas
las relaciones sema´nticas de los synsets.
De la Wikipedia toman todas las entra-
das y las relaciones dadas por los enlaces
de hipertexto de las pa´ginas. Estas rela-
ciones pueden ser de diferentes tipos y no
esta´n especificadas desde el punto de vis-
ta sema´ntico. Para establecer un mapping
entre los dos recursos utilizan lo que los
autores denominan contextos de desambi-
guacio´n. Estos contextos, para los art´ıcu-
los de la Wikipedia esta´n formados por
las etiquetas de sentido que tienen algunas
de las entradas, los enlaces de hipertexto
y las categor´ıas. En el caso de WordNet
estos contextos esta´n formados por todos
los sino´nimos, hipero´nimos e hipo´nimos,
los lemas de las categor´ıas abiertas de la
glosa y las variants asociadas a los syn-
sets hermanos, es decir, los que tienen un
hipero´nimo directo en comu´n. Para esta-
blecer los mappings aplican los siguientes
criterios:
Para todas las pa´ginas de la Wikipe-
dia que tengan un t´ıtulo monose´mico
tanto en la Wikipedia como en Word-
Net, se enlaza directamente la pa´gina
con el synset.
Para el resto de pa´gina se calcula
la interseccio´n de los contextos de
desambiguacio´n para todos los senti-
dos de la Wikipedia y de WordNet.
Dado que las pa´ginas de la Wikipedia
disponen de enlaces interlingu¨´ısticos, es-
ta relacio´n se puede establecer para todas
las lenguas que dispongan de la entrada
correspondiente.
4. Uso de corpus paralelos
Se han publicado diversos trabajos so-
bre el uso de corpus paralelos en tareas re-
lacionadas con la creacio´n de WordNets y
de otras ontolog´ıas similares. En (Kazakov
y Shahid, 2009) se describe una metodo-
log´ıa para la adquisicio´n de variants aso-
ciadas a synsets a partir de un corpus pa-
ralelo multilingu¨e. Las variants se obtie-
nen comparando las palabras alineadas en
diversas lenguas. Si una determinada pala-
bra en una determinada lengua se traduce
por ma´s de una palabra en varias lenguas
distintas, probablemente quiere decir que
la palabra dada tiene ma´s de un signifi-
cado. Esta suposicio´n funciona tambie´n al
reve´s. Si dos palabras de una determinada
lengua se traducen por una u´nica palabra
en algunas otras lenguas, probablemente
quiere decir que las dos palabras compar-
ten un significado comu´n. En Ide, Erjavec,
y Tufis (2002) se presenta una idea similar
junto a una implementacio´n pra´ctica.
En Fiˇser (2007) se presenta la cons-
truccio´n del WordNet esloveno utilizando
un corpus paralelo multilingu¨e, un algo-
ritmo de alineacio´n de palabras y Word-
Nets existentes para otras lenguas. Se ob-
tiene un diccionario multilingu¨e mediante
el algoritmo de alineacio´n de palabras y
se asignan todos los synsets de los Word-
Nets disponibles. Algunas de las palabras
en alguna de las lenguas son polise´micas
de manera que tienen asignadas ma´s de un
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synset. En algunos casos, una palabra es
monose´mica en al menos una de las len-
guas y por lo tanto tiene un u´nico syn-
set asignado. Este synset se utiliza para
desambiguar y asignar un u´nico synset al
resto de lenguas, inclu´ıdo el Esloveno. En
Sagot y Fiˇser (2008) se utiliza un me´to-
do muy parecido para el france´s, junto a
me´todos basados en diccionarios.
En algunos trabajos anteriores presen-
tamos una metodolog´ıa de construccio´n de
WordNets basadas en el uso de corpus bi-
lingu¨es paralelos. Estos corpus necesita-
ban estar anotados sema´nticamente en la
parte inglesa. Como este tipo de corpus no
esta´ fa´cilmente disponible exploramos dos
estrategias distintas para poder construir
automa´ticamente los corpus necesarios:
Mediante traduccio´n automa´tica de
corpus anotados sema´nticamente
(Oliver y Climent, 2011), (Oliver y
Climent, 2012a)
Mediante anotacio´n sema´ntica au-
toma´tica de corpus bilingu¨es parale-
los (Oliver y Climent, 2012b)
5. Estrategias evaluadas
En nuestos experimentos, hemos utili-
zado y evaluado tres estrategias distintas:
Uso de diccionarios bilingu¨es
• Diccionarios bilingu¨es generales
• Diccionarios enciclope´dicos
• Diccionarios terminolo´gicos
Uso de Babelnet
Uso de corpus paralelos
La primera estrategia, la basada en dic-
cionarios bilingu¨es la dividimos en tres
grupos, dependiendo del tipo de diccio-
nario utilizado. En esta primera estrate-
gia obtenemos variants u´nicamente para
synsets cuyas variants en ingle´s son mo-
nose´micas. Es decir, traducimos mediante
diferentes tipos de diccionarios (generales,
enciclope´dicos o terminolo´gicos) palabras
inglesas monose´micas (asignadas a un u´ni-
co synset) y asignamos este synset a la
correspondiente palabra o palabras caste-
llanas o catalanas dadas por el dicciona-
rio. Es decir, tratamos los cuatro grupos
monose´micos comentados en la seccio´n 2
simulta´neamente. Las dos u´ltimas estra-
tegias tratan tanto los casos monose´micos
como polise´micos.
En todos los casos utilizamos una eva-
luacio´n automa´tica, comparando los resul-
tados obtenidos con las versiones prelimi-
nares de los WordNets 3.0 para el caste-
llano y catala´n. De esta manera, no to-
dos los resultados obtenidos pueden ser
evaluados, ya que algunos synsets no tie-
nen variants asignadas en estas versiones
preliminares. Las variants obtenidas para
un determinado synset que coincidan con
las variants registradas en la versio´n pre-
liminar para el mismo synset sera´n consi-
deradas correctas. Si la variant obtenida
no coincide con ninguna de las registra-
das en la versio´n preliminar, sera´ conside-
rada incorrecta. Si no tenemos registrada
ninguna variant para el synset en cues-
tio´n, no se contabilizara´ para el ca´lculo
de la precisio´n. Hay que tener en cuen-
ta que los resultados considerados errores
por la evaluacio´n automa´tica pueden ser
correctos en realidad y que simplemente
se trate de una variant no registrada en la
versio´n preliminar. La evaluacio´n de cada
experimento nos produce tres listas: los re-
sultados correctos, que en principio no re-
quieren verificacio´n posterior; los resulta-
dos incorrectos, que pueden no serlo y que
en algunos casos se han verificado manual-
mente; los resultados que no se han podido
evaluar y que no intervienen en el ca´lculo
de la precisio´n calculada automa´ticamen-
te. En algunos experimentos tambie´n se ha
revisado manualmente estos u´ltimos resul-
tados.
En los pro´ximos apartados presenta-
mos las tres estrategias utilizadas y sus
evaluaciones.
6. Uso de diccionarios
bilingu¨es
6.1. Uso de diccionarios
bilingu¨es generales
6.1.1. Metodolog´ıa
En este experimento hemos utiliza-
do un diccionario bilingu¨e para traducir
las variants inglesas monose´micas escritas
minu´sculas en el PWN 3.0. Como pode-
mos observar en la tabla 2 e´stas son el
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68.75% de las variants inglesas monose´mi-
cas. De e´stas, la mayor´ıa corresponden a
substantivos (74.26%), seguidas de adjeti-
vos (16.48%). En mucho menor porcenta-
je se encuentran verbos (5.35%) y adver-
bios (3.91%).
6.1.2. Recusos utilizados
El u´nico recurso necesario es un dic-
cionario bilingu¨e que tenga una buena co-
bertura. En nuestros experimentos hemos
obtenidos diccionarios bilingu¨es ingle´s-
castellano e ingle´s-catala´n a partir de
los diccionarios de transferencia de Aper-
tium (Forcada, Tyers, y Ramı´rez-Sa´nchez,
2009) y a partir del Wiktionary2. En la
tabla 3 podemos observar el nu´mero de
entradas de cada uno de los diccionarios,
as´ı como el nu´mero de entradas una vez
combinados ambos diccionarios para cada
par de lenguas.
Diccionario eng-spa eng-cat
Apertium 20.366 29.154
Wiktionary 23.196 7.393
Total 34.600 32.921
Tabla 3: Nu´mero de entradas de los dic-
cionarios bilingu¨es.
6.1.3. Evaluacio´n
Para el castellano podemos obtener un
total de 12.676 variants de las cuales 7.401
son correctas, 2.997 incorrectas (segu´n la
evaluacio´n automa´tica) y no podemos eva-
luar 2.278. La precisio´n para el caste-
llano, segu´n la evaluacio´n automa´tica, es
del 71.2%. Se han revisado manualmente
todos los resultados considerados incorrec-
tos por la evaluacio´n automa´tica. Esto nos
ha permitido calcular una nueva precisio´n,
que ahora asciende al 93.95%.
Para el catala´n obtenemos un total de
8.335 variants, de las cuales 4.223 son co-
rrectas, 1.083 incorrectas (segu´n la evalua-
cio´n automa´tica) y no podemos evaluar
3.029. La precisio´n para el catala´n, segu´n
la evaluacio´n automa´tica, es del 79.6%.
Del mismo modo que para el castellano,
hemos revisado los resultados incorrectos
y hemos podido calcular una nueva preci-
sio´n que asciende al 96.36%.
2http://www.wiktionary.org
6.2. Uso de diccionarios
enciclope´dicos
6.2.1. Metodolog´ıa
En este experimento se ha utilizado
un diccionario enciclope´dico para traducir
las variants inglesas monose´micas escritas
con la primera letra en mayu´scula. E´stas
constituyen el 31.25% de las variants mo-
nose´micas, como se puede ver en la tabla
2. De estos la inmensa mayor´ıa (99.17%)
son substantivos.
6.2.2. Recusos utilizados
Se ha creado un diccionario bilingu¨e
ingle´s-castellano y uno ingle´s-catala´n a
partir de la Wikipedia inglesa, utilizando
los enlaces interlingu¨´ısticos. De esta mane-
ra se han obtenido 59.659 entradas para el
ingle´s-castellano y 22.205 entradas para el
ingle´s-catala´n.
6.2.3. Evaluacio´n
Para el castellano podemos obtener un
total de 10.356 variants de las cuales 4.722
son correctas, 1.916 incorrectas (segu´n la
evaluacio´n automa´tica) y no podemos eva-
luar 3.718. La precisio´n para el caste-
llano, segu´n la evaluacio´n automa´tica, es
del 71.1%. Si revisamos los casos dados
por incorrectos y recalculamos la preci-
sio´n, e´sta sube hasta el 89.74%. Algunos
casos incorrectos lo son por pequen˜os de-
talles tipogra´ficos fa´cilmente subsanables
manualmente. Si consideramos este u´ltimo
grupo tambie´n como correcto, la precisio´n
asciende hasta el 90.37%.
Para el catala´n obtenemos un total de
7.083 variants, de las cuales 2.642 son co-
rrectas, 1.278 incorrectas (segu´n la evalua-
cio´n automa´tica) y no podemos evaluar
3.163. La precisio´n para el catala´n, segu´n
la evaluacio´n automa´tica, es del 67.4%.
Despue´s de la revisio´n manual de los clasi-
ficados como incorrectos, la precisio´n au-
menta hasta el 90.94%, y considerando los
que requieren poca modificacio´n manual
e´sta asciende hasta el 98.34%.
6.3. Uso de diccionarios
terminolo´gicos
6.3.1. Metodolog´ıa
En este experimento hemos utilizado
un conjunto de diccionarios terminolo´gi-
cos multilingu¨es para traducir las variants
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inglesas monose´micas, tanto las que esta´n
en minu´sculas como las que esta´n en
mayu´sculas, ya que los diccionarios termi-
nolo´gicos incluyen a ambas.
6.3.2. Recusos utilizados
El u´nico recurso necesario es un dic-
cionario terminolo´gico que contenga las
lenguas que nos interesan y que tenga
una buena cobertura. En nuestros expe-
rimentos hemos obtenido diccionarios ter-
minolo´gicos bilingu¨es ingle´s-castellano e
ingle´s-catala´n a partir de todos los dic-
cionarios terminolo´gicos que ofrece Term-
cat en su apartado Terminologia Oberta3.
De esta manera se ha confeccionado un
diccionario terminolo´gico ingle´s-castellano
de 46.761 entradas y uno ingle´s-catala´n de
46.653 entradas.
6.3.3. Evaluacio´n
Para el castellano obtenemos un total
de 10.456 variants, de las cuales 4.180 son
correctas, 3.346 incorrectas (segu´n la eva-
luacio´n automa´tica) y no podemos eva-
luar 2.930. La precisio´n para el castellano,
segu´n la evaluacio´n automa´tica, es del
55.5%. Este resultado es muy bajo, por lo
que decidimos revisar manualmente tanto
las evaluadas automa´ticamente como inco-
rrectas, como las no evaluadas. Muchas de
las evaluadas automa´ticamente como in-
correctas eran en realidad correctas y mu-
chas de las no evaluadas tambie´n lo eran.
Con estos nuevos datos, hemos calculado
la precisio´n que es ahora del 98.57%.
Para el catala´n podemos obtener un to-
tal de 9.890 variants de las cuales 3.007
son correctas, 2.614 incorrectas (segu´n la
evaluacio´n automa´tica) y no podemos eva-
luar 4.269. La precisio´n para el catala´n
calculada automa´ticamente es del 53.5%.
Procedemos de igual manera que para el
castellano y obtenemos una nueva preci-
sio´n del 98.36%.
7. Uso de Babelnet
7.1. Metodolog´ıa
Para obtener los WordNets espan˜ol y
catala´n a partir de BabelNet utilizare-
mos el fichero babel-to-wordnet-3.0.txt cu-
yo contenido hemos mostrado en la sec-
cio´n 3. Este fichero relaciona los synsets de
3http://www.termcat.cat/productes/toberta.htm
WordNet con sus correspondientes entra-
das de la Wikipedia. Los t´ıtulos de las en-
tradas sera´n las variants inglesas. A par-
tir de los enlaces interlingu¨´ısticos de la
Wikipedia podemos relacionar los t´ıtulos
de las entradas inglesas con los de la es-
pan˜ola y catalana, obteniendo de este mo-
do las correspondientes variants espan˜olas
y catalanas. De hecho, en este experimen-
to utilizamos tambie´n los diccionarios en-
ciclope´dicos descritos en 6.2, ya que e´stos
se han obtenido a partir de los enlaces in-
terlingu¨´ısticos de la Wikipedia.
7.2. Recusos utilizados
Como ya hemos comentado, utilizamos
el fichero babel-to-wordnet-3.0.txt del pro-
yecto BabelNet y los diccionarios enci-
clope´dicos descritos en 6.2.
7.3. Evaluacio´n
Para el castellano obtenemos un total
de 26.209 variants, de las cuales 14.614
son correctas, 5.065 incorrectas (segu´n la
evaluacio´n automa´tica) y no podemos eva-
luar 6.530. La precisio´n para el caste-
llano, segu´n la evaluacio´n automa´tica, es
del 74.3%. Revisamos manualmente tanto
las evaluadas automa´ticamente como in-
correctas, como las no evaluadas. Una vez
realizada la revisio´n manual podemos cal-
cular un nuevo valor de precisio´n que es de
81.02%. Si observamos la revisio´n manual,
nos damos cuenta que una cantidad con-
siderable de errores lo son por pequen˜os
detalles ortotipogra´ficos o por faltar o so-
brar algu´n cara´cter. Si consideramos estos
casos como correctos, la precisio´n aumen-
ta hasta el 89.24%.
Para el catala´n podemos obtener un to-
tal de 18.366 variants de las cuales 9.044
son correctas, 3.548 incorrectas (segu´n la
evaluacio´n automa´tica) y no podemos eva-
luar 5.774. La precisio´n para el catala´n,
segu´n la evaluacio´n automa´tica, es del
61%. Hemos procedido de la misma ma-
nera que para el castellano y hemos calcu-
lado una nueva precisio´n del 80.91%, que
sube hasta el 97.43% si consideramos co-
rrectas las que han sufrido pequen˜as mo-
dificaciones.
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8. Uso de corpus paralelos
8.1. Metodolog´ıa
La metodolog´ıa que presentamos se ba-
sa en la alineacio´n a nivel de palabras de
un corpus paralelo formado por el original
en ingle´s etiquetado sema´nticamente y la
traduccio´n al castellano o catala´n. En es-
te art´ıculo presentaremos u´nicamente los
resultados obtenidos para el castellano. El
corpus en ingle´s esta´ etiquetado sema´nti-
camente utilizando los synsets de Word-
Net como etiquetas. En realidad la ali-
neacio´n que nos interesa es la alineacio´n
synset - palabra castellana, que es direc-
tamente deducible del corpus. A continua-
cio´n podemos observar un ejemplo:
English:
Then he noticed that the dry wood of the wheels
had swollen.
Sense Tagged English:
00117620r he 02154508v that the 02551380a
15098161n of the 04574999n had 00256507v .
Spanish Translation:
Entonces se dio cuenta de que la madera seca
de las ruedas se habı´a hinchado.
De este fragmento del corpus podremos
obtener las siguientes relaciones mediante
el algoritmo de alineacio´n de palabras:
00117620r - entonces
02154508v - darse cuenta
02551380a - seco
15098161n - madera
8.2. Recusos utilizados
Como hemos comentado, exploramos
dos estrategias para obtener el corpus ne-
cesario. Una se basa en la traduccio´n au-
toma´tica de corpus etiquetados sema´nti-
camente. En este caso utilizamos el corpus
Semcor4 (Miller et al., 1993) y el Prince-
ton WorNet Gloss Corpus (PWGC)5 y el
traductor automa´tico Google Translate6.
La segunda estrategia se basa en el eti-
quetado sema´ntico automa´tico de corpus
paralelos. En este caso utilizamos en cor-
pus European Parliament Proceedings Pa-
rallel Corpus (Europarl)7 (Koehn, 2005) y
4http://www.cse.unt.edu/∽rada/downloads.html
5http://wordnet.princeton.edu/glosstag.shtml
6http://translate.google.com
7http://www.statmt.org/europarl/
Freeling (Padro´ et al., 2010) como etique-
tador. En todos los casos se ha utilizado el
Berkeley Aligner (Liang, Taskar, y Klein,
2006) como algoritmo para la alineacio´n
de palabras.
8.3. Evaluacio´n
La evaluacio´n en este caso se ha lle-
vado a cabo de manera automa´tica y de
una manera acumulativa empezando por
el synset ma´s frecuente en el corpus y si-
guiendo un orden descendiente en frecuen-
cia. Los resultados se presentan de manera
gra´fica donde los valores del eje y represen-
tan la precisio´n acumulada y los valores
del eje x el nu´mero de synsets extra´ıdos
(es decir, el nu´mero de variants asociadas
a synsets).
Figura 1: Comparacio´n de los me´todos ba-
sados en corpus paralelos.
En la figura 1 podemos observar los va-
lores correspondientes al uso del corpus
obtenido por traduccio´n automa´tica (Cor-
pus TA) y los correspondientes a un frag-
mento de 1 millo´n de oraciones del corpus
Europarl. Para ambos corpus ofrecemos
dos gra´ficos, uno tomando todas las po-
sibles alineaciones (p ≥ 0) y otro toman-
do u´nicamente las alineaciones que tie-
nen una probabilidad de 0.9 o superior
(p ≥ 0,9). Los mejores resultados se ob-
tienen para el corpus obtenido mediante
traduccio´n automa´tica y para p ≥ 0,9, ya
que podemos obtener unas 5.000 variants
con una precisio´n del 85% o superior.
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9. Conclusiones
En este art´ıculo hemos presentado una
revisio´n de me´todos de construccio´n de
WordNets mediante la estrategia de ex-
pansio´n. Hemos presentado valores de eva-
luacio´n de estos me´todos para el castellano
y catala´n. Los valores obtenidos son simi-
lares a los obtenidos por Atserias et al.
(1997) y Ben´ıtez et al. (1998). Los valo-
res de precisio´n de nuestros me´todos ba-
sados en diccionarios son similares a los
valores obtenidos por los cuatro criterios
monose´micos (que son de entre el 85% y
el 92% para el castellano y entre el 93.3%
al 97.6% para el catala´n). La estrategia
basada en BabelNet y en corpus parale-
los no son fa´cilmente comparables con los
resultados de Atserias y Ben´ıtez ya que
no hemos realizado una separacio´n de los
resultados segu´n el grado de monosemia-
polisemia.
Un aspecto importante que se deduce
del art´ıculo es que la evaluacio´n automa´ti-
ca no es suficientemente fiable. En algu-
nos casos hemos pasado de precisiones del
53.5% al 98.36% una vez revisados ma-
nualmente todas las variants obtenidas.
As´ı pues, los me´todos presentados se
pueden considerar de gran utilidad para
la creacio´n de WordNets. La validacio´n fi-
nal de los resultados es importante, pero
esta validacio´n es mucho ma´s ra´pida que la
creacio´n de WordNets manualmente desde
cero.
Como trabajo futuro pretendemos me-
jorar los resultados obtenidos mediante el
uso de corpus paralelos. Por un lado, si
utilizamos corpus etiquetados sema´ntica-
mente y traduccio´n automa´tica, tenemos
un problema de precisio´n dado por la ca-
lidad de la traduccio´n automa´tica (espe-
cialmente en la tarea de seleccio´n le´xica)
y un problema de cobertura ya que en
el extremo podremos obtener u´nicamen-
te las variants correspondientes a los syn-
sets presentes en el corpus. Por este moti-
vo, y dada la relativa facilidad de obtener
corpus paralelos multilingu¨es de gran ta-
man˜o, preferimos trabajar con esta segun-
da estrategia. En este caso, la precisio´n
de la tarea de etiquetado sema´ntico au-
toma´tico no es suficiente. Por este motivo
queremos aprovechar la informacio´n pre-
sente en los corpus paralelos multilingu¨es
para llevar a cabo una desambiguacio´n a
trave´s del etiquetado de diversas lenguas
que dispongan de WordNets, tal y como
se explica en (Ide, Erjavec, y Tufis, 2002).
Por otro lado, en los experimentos lle-
vados a cabo hasta el momento con cor-
pus paralelos hemos extra´ıdo los Word-
Nets partiendo de cero. Como que ya dis-
ponemos de versiones de los WordNets pa-
ra el castellano y catala´n, podemos utili-
zar toda esta informacio´n para simplificar
la tarea de extraccio´n de nuevas variants.
Los WordNets 3.0 para el castellano
y catala´n desarrollados en este proyec-
to se pueden descargar libremente de
http://adimen.si.ehu.es/web/MCR . Los
WordNets del castellano y catala´n tienen
una licencia Creative Commons, concre-
tamente la Attribution 3.0 Unported (CC
BY 3.0) license8.
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