Introduction
Let M be a C ∞ Riemannian manifold, dim M = n. A distribution on M is a smooth linear subbundle of the tangent bundle T M. We denote by q the fiber of at q ∈ M; q ⊂ T q M. The number k = dim q is the rank of the distribution. We assume that 1 < k < n. The restriction of the Riemannian structure to is a sub-Riemannian structure.
Lipschitz integral curves of the distribution are called admissible paths; these are Lipschitz curves t → q(t), t ∈ [0, 1], such thatq(t) ∈ q(t) for almost all t.
We fix a point q 0 ∈ M and study only admissible paths starting from this point, i.e. meeting the initial condition q(0) = q 0 . Sections of the linear bundle are smooth vector fields; we set¯ = {X ∈ Vec M: X(q) ∈ q , q ∈ M}, the space of sections of . Iterated Lie brackets of the fields in¯ define a flag = T q 0 M for some m > 0. If is bracket generating, then according to the classical Rashevski-Chow theorem (see [11, 18] ) there exist admissible paths connecting q 0 with any point of an open neighborhood of q 0 . Moreover, applying a general existence theorem for optimal controls [12] one E-mail addresses: agrachev@sissa.it (A. Agrachev), gauthier@u-bourgogne.fr (J.-P. Gauthier).
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A. AGRACHEV, J.-P. GAUTHIER / Ann. I. H. Poincaré - AN 18 (2001) obtains that for any q 1 in a small enough neighborhood of q 0 there exists a shortest admissible path connecting q 0 to q 1 . The Riemannian length of this shortest path is the sub-Riemannian distance or Carnot-Caratheodory distance between q 0 and q 1 . In the remainder of the paper we assume that is bracket generating at the given initial point q 0 . We denote by ρ(q) the sub-Riemannian distance between q 0 and q. It follows from the Rashevsky-Chow theorem that ρ is a continuous function defined on a neighborhood of q 0 . Moreover, ρ is Hölder-continuous with the Hölder exponent 1/m, where
We study mainly the case of real-analytic M and . The germ at q 0 of a Riemannian distance is the square root of an analytic germ. This is not true for a sub-Riemannian distance function ρ. Moreover, ρ is never smooth in a punctured neighborhood of q 0 (i.e. in a neighborhood without the pole q 0 ). It may happen that ρ is not even subanalytic. The main results of the paper concern subanalyticity properties of ρ in the case of a generic real-analytic .
We prove that, generically, the germ of ρ at q 0 is subanalytic if:
and is not subanalytic if:
The balls ρ −1 ([0, r] ) of small enough radius are subanalytic if n > k 3 (Theorem 9). This statement about the balls is valid not only generically, but up to a set of distributions of codimension ∞.
In particular, if k 3, n (k −1)(
+1), then (generically!) the balls ρ −1 ([0, r] ) are subanalytic but ρ is not! This paper is a new step in a rather long research line, see [1, 5, 6, 9, 10, 15, 17, 20] . The main tools are the nilpotent approximation, Morse-type indices of geodesics, both in the normal and abnormal cases, and transversality techniques.
We finish the introduction with some conjectures on still open questions.
(1) Small balls ρ −1 ([0, r]) for k = 2, n 4. A natural conjecture is that they are, generically, not subanalytic.
(2) The germ of ρ at q 0 for (k
+ 1). The bound n (k − 1)k + 1 for "generically subanalytic dimensions" is, perhaps, exact, while the bound n (k − 1)(
+ 1) for "generically nonsubanalytic dimensions" may, probably, be improved. For a wide range of dimensions, the subanalyticity and nonsubanalyticity of the germ of ρ should be both typical (i.e. valid for open sets of real-analytic distributions).
Nilpotentization
Nilpotentization or nilpotent approximation is a fundamental operation in the geometric control theory and sub-Riemannian geometry; this is a real nonholonomic analog of the usual linearization (see [2, 3, 7, 8, 19] 
Any vector x ∈ R n takes the form
The differential operators on R n with smooth coefficients have the form
where a α ∈ C ∞ (R n ) and α is a multi-index:
The space of all differential operators with smooth coefficients forms an associative algebra with composition of operators as multiplication. The differential operators with polynomial coefficients form a subalgebra of this algebra with generators 1, x ij ,
We introduce a Z-grading into this subalgebra by giving the weights ν to the generators: ν(1) = 0, ν(x ij ) = i, and ν(
where α and β are multi-indices. A differential operator with polynomial coefficients is said to be ν-homogeneous of weight m if all the monomials occurring in it have weight m. It is easy to see that
The most important for us are differential operators of order 0 (functions) and of order 1 (vector fields). We have
for any ν-homogeneous function a and vector fields X, X 1 , X 2 . A differential operator of order N has weight at least −Nl; in particular, the weight of nonzero vector fields is at least −l. Vector fields of nonnegative weights vanish at 0 while the values at 0 of the fields of weight −i belong to the subspace R k i , the ith summand in the presentation
We introduce a dilation δ t : R n → R n , t ∈ R, by the formula:
ν-homogeneity means homogeneity with respect to this dilation. In particular, we have 
It is easy to see that:
It happens that this class of filtrations is in a sense universal. We will need the following theorem which is a special case of general results proved in [2, 8] . Set (−1) ) is called the nilpotentization of X (relative to the adapted coordinate mapping χ ). 
Proof. -We have:
since any monomial of positive weight vanishes at 0. Hence:
The endpoint mapping
We are working in a small neighborhood O q 0 of q 0 ∈ M, where we fix an orthonormal frame X 1 , . . . , X k ∈ Vec O q 0 of the sub-Riemannian structure under consideration. Admissible paths are thus solutions of the Cauchy problem:
where
We also set q(·) = u , where q(·) = q(·; u) is the solution of (2). Let: (2) are defined for all t ∈ [0, 1], if u belongs to a sphere of radius r, small enough. In this paper we implicitely take u only in such spheres. The length l(q(·))
1/2 dt is well-defined and satisfies the inequality:
The length does not depend on the parametrization of the curve while the norm u depends. We say that u and q(·) are normalized if
does not depend on t. For normalized u, and only for them, the inequality (3) becomes an equality.
We consider the endpoint mapping f : u → q (1) . It is a well-defined smooth mapping of a neighborhood of the origin of L k
, f (u) = q} and the minimum is attained at a normalized control. A normalized u is called minimal for the system (2) 
Remark. -The notations q(·) and l(q(·)) reflect the fact that these quantities do not depend on the choice of the orthonormal frame X 1 , . . . , X k and are characteristics of the trajectory q(·) rather than the control u. The L 2 -topology in the space of controls is the H 1 -topology in the space of trajectories.
Let χ : O q 0 → R n , be an adapted coordinate map and X i be the nilpotentization of X i , i = 1, . . . , k. The system:
is the nilpotentization of the system (2) expressed in the adapted coordinates.
We define the mappingf :
is the solution of (2). The following proposition is an easy corollary of the fact that χ * X i are ν-homogeneous of weight (−1) (see [2] for details). 
l. Then the following identities hold for any
u(·) ∈ L k 2 [0, 1], ε ∈ R: f u(·) = 1 0 k i=1 u i (t) X i χ 1 (q 0 ) dt, . . . , · · · 0 t 1 ··· t l 1 k i  =1 u i 1 (t 1 ) · · · u i l (t l ) X i 1 • · · · • X i l χ l (q 0 ) dt 1 · · · dt l ; f (εu(·)) = δ εf (u(·)), where δ ε is the dilation (1). We set f ε (u) = δ 1 ε χ(f (εu)). Then f ε is a smooth mapping from a neighborhood of 0 in L k 2 [0, 1] to R n . Moreover, any bounded subset of L k 2 [0, 1] is contained in the domain of f ε for ε small enough. THEOREM 2. -f ε →f as ε → 0 in the C ∞ topology
of the uniform convergence of the mappings and all their derivatives on the balls in
Now, Proposition 1 implies:
It remains to apply Proposition 2 and to note that the mappings v → q(t; v) are uniformly bounded with all their derivatives on a small enough ball in L k
. Thusρ is the sub-Riemannian distance for the nilpotentization of the original system.
Proof. -The function ρ(q) is the sub-Riemannian distance between q 0 and q for the sub-Riemannian structure with the orthonormal frame X 1 , . . . , X k . Hence ρ ε (x) is the sub-Riemannian distance between 0 and x for the structure with the orthonormal frame:
Let d ε (x, y) be the distance between x and y for this sub-Riemannian structure so that
We are going to prove that:
First we introduce an auxiliary operation on families of control functions. Suppose
where we take a branch of |s| 1/2 such that s|s|
0. For any control u(·) and a system: we define a diffeomorphism 
is a family of vector fields smooth with respect to ε (see Section 2). Hence
The bracket generating assumption implies that a basis of R n can be formed by vectors:
where 1 m 1 · · · m n l. It follows from Proposition 1 that the vectors:
form a basis of R n . Indeed, the difference:
. We apply the diffeomorphism χ and obtain that the vectors:
form a basis of R n for any x from a neighborhood of 0. Moreover, the vectors (6) form a basis of R n for any x ∈ R n thanks to the ν-homogeneity of χ * X i . Take a compact K ⊂ R n . There exists ε K > 0 such that the vectors:
Finally, we define a family of controls ws,s = (s 1 , . . . , s n ), s j ∈ R, j = 1, . . . , n, by the rule: Proof. -Thanks to the equicontinuity of the family of functions ρ ε | K (Lemma 1) it is enough to prove the pointwise convergence ρ ε →ρ as ε → 0.
Take
û =ρ(x). Hence:
According to Theorem 2, x ε → x as ε → 0. Now Lemma 1 implies the inequality lim sup ε→0 ρ ε (x) ρ(x). For any ε small enough, there exists u ε ∈ U ρ ε (x) such that f ε (u ε ) = x. The equicontinuity of ρ ε and the identity ρ ε (0) = 0 imply that u ε = ρ ε (x) are uniformly bounded. Letx ε =f (u ε ). We haveρ(x ε ) ρ ε (x). Hence:
It follows from Theorem 2 thatx ε → x as ε → 0. The continuity ofρ implies the inequalityρ(x) lim inf ε→0 ρ ε (x).
Finally, lim ε→0 ρ ε (x) =ρ(x). ✷
The following proposition is a modification of a result by Jacquet [17] . Proof. -First of all, the mappings f andf are weakly continuous; this is a standard fact, see [1] for a few lines proof. Let v n ∈ M r , n = 1, 2, . . . , be a weakly convergent sequence in L k 2 [0, 1], such that α n v n are minimal. Let v be the weak limit of v n , v r. We may assume without lack of generality that ∃ lim n→∞ α n = α. There are two possibilities.
(1) α > 0. We have αr = lim n→∞ α n r = lim n→∞ ρ(f (α n v n )) = ρ(f (αv)). Hence the length of the trajectory associated to the control αv is αr. In particular, αv αr. We already know that v r. Thus v = r, v is normalized and belongs to M r . Moreover, the sequence v n is strongly convergent since the weak and strong topologies coincide on the Hilbert sphere.
(2) α = 0. We haveρ(f (v)) = lim n→∞ρ (f (v n )). Theorems 2, 3, and Lemma 1 make it possible to replaceρ by ρ α n andf by f α n in the right-hand side of the last equality. We obtainρ
Now the same arguments as in the case (1) show that v is normalized and v = 1. ✷
Subanalyticity and nilpotentization
In this section we assume that the Riemannian manifold M and the distribution are real analytic. Then we can assume (and we do so) that the vector fields X 1 , . . . , X k and the adapted coordinate mapping are real analytic. Proof. -Let S n−1 be the unit sphere in R n and let ε > 0 be such that ρ(χ
) is a subanalytic function on the product (−ε, ε) × S n−1 . Moreover,
Henceρ is a subanalytic function on the compact algebraic manifold S n−1 (see [13, 16] ). Now the quasi-homogeneity ofρ,ρ(δ t x) = |t|ρ(x), implies the subanalyticity ofρ on the whole R n . ✷ So the subanalyticity of ρ implies the same property forρ. It is hard to expect that the inverse implication is always true. We are going however to show that it is true very often. Namely, ρ is subanalytic if the nilpotentization (2) of the original system satisfies general sufficient conditions for subanalyticity of sub-Riemannian balls developed in [1] . We point out that, in general, the subanalyticity of all balls ρ −1 ([0, r]) (i.e. the Lebesgue sets of ρ) does not imply at all the subanalyticity of ρ (i.e. the graph of ρ); see the next section to appreciate a sharp difference between these two kinds of subanalyticity. At the same time, the subanalyticity of the ballsρ −1 ([0, ε] ) is equivalent to the subanalyticity ofρ itself, by the quasi-homogeneity ofρ.
Let us recall the background on sub-Riemannian geodesics we need to formulate the abovementioned subanalyticity conditions. First we set f r = f | U r , the restriction of the endpoint mapping to the Hilbert sphere. The critical points of the mapping f r : U r → M are called extremal controls and the corresponding solutions of Eq. (2) are called extremal trajectories or sub-Riemannian geodesics. It is easy to check that all minimal controls are extremal ones. The geodesics associated to minimal controls are also called minimal.
An extremal control u and the corresponding geodesic q(·) are regular if u is a regular point of f ; otherwise they are singular or abnormal.
M be the differential of f at u. Extremal controls (and only them) satisfy the equation:
with some "Lagrange multipliers" λ ∈ T * f (u) M \ 0, ν ∈ R. Here λD u f is the composition of the linear mapping D u f and the linear form λ :
. We have ν = 0 for regular extremal controls, while for abnormal controls ν can be taken 0. In principle, abnormal controls may admit Lagrange multipliers with both zero and nonzero ν. If it is not the case, then the control and the geodesic are called strictly abnormal.
Pontryagin's maximum principle gives an efficient way to solve Eq. (7), i.e. to find extremal controls and Lagrange multipliers. A coordinate free formulation of the maximum principle uses the canonical symplectic structure on the cotangent bundle T * M. The symplectic structure associates a Hamiltonian vector field a ∈ Vec T * M to any smooth function a : T * M → R. We define the functions h i , i = 1, . . . , k, and h on T * M by the formulas
Pontryagin's maximum principle implies the following:
PROPOSITION 4. -A triple (u, λ, ν) satisfies Eq. (7) if and only if there exists a solution ψ(t), 0 t 1, to the system of differential and pointwise equations:
with boundary conditions
Here (ψ(t), ν) are Lagrange multipliers for the extremal control u t : τ → tu(tτ ); in other words, ψ(t)D u t f = νu t .
Note that abnormal geodesics are still geodesics after an arbitrary reparametrization, while regular geodesics are automatically normalized. We say that a geodesic is quasiregular if it is normalized and is not strictly abnormal. Setting ν = 1 we obtain a simple description of all quasi-regular geodesics. 
The composition of the given parametrization with the endpoint mapping f is the exponential mapping E : → M. Thus E(ψ(0)) = π(ψ (1)), where π : T * M → M is the canonical projection. Throughout the paper the "hat" over a symbol means that we replace the original system (2) by its nilpotentization (2) in the construction of the object denoted by the symbol. In particular,ĥ is the Hamiltonian andÊ is the exponential mapping for the system (2) . Besides that, we denote by h ε and E ε the Hamiltonian and the exponential mapping for the system:ẋ
where 
)) for any small enough nonnegative r. Then the germ of ρ at q 0 is subanalytic.
for any q in a neighborhood of q 0 . One can enlarge the compact K, if necessary, to make it semi-analytic. The subanalyticity of ρ follows now from [23, Proposition 1.3.7] , thanks to the analyticity of E r (ψ) and h r (ψ) with respect to (r, ψ). ✷ Let u ∈ U r be an extremal control, i.e. a critical point of f r . The Hessian of f r at u is a quadratic mapping
This is a coordinate free part of the second derivative of f r at u. Let (λ, ν) be Lagrange multipliers associated with u so that Eq. (7) is satisfied. Then the covector λ : T f (u) M → R annihilates im D u f r and the composition:
is well-defined.
The quadratic form (9) is the second variation of the sub-Riemannian problem at (u, λ, ν). We have:
Let q(·) be the geodesic associated with the control u. We set:
where ind + (λ Hes u f r ) is the positive inertia index of the quadratic form λ Hes u f r . Decoding some of the symbols we can rewrite:
The value of ind(f ; u, λ, ν) may be an integer or +∞.
Remark. -The index (10) does not depend on the choice of the orthonormal frame X 1 , . . . , X k and is actually a characteristic of the geodesic q(·) and the Lagrange multipliers (λ, ν). Indeed, a change of the frame leads to a smooth transformation of the Hilbert manifold U r and to a linear transformation of variables in the quadratic form λ Hes u f r and the linear mapping D u f r . Both terms in the right-hand side of (10) remain unchanged.
The next theorem presents the most important properties of index (10); see [1, 5] and references there for proofs and details. According to Proposition 3, we may assume that there exists a (strong) lim m→∞ v m = v. Of course, we may also assume that there exists lim m→∞ µ m = µ = 0. Theorem 2 implies that µD vf = 0, i.e. v is an abnormal control for the nilpotent system (2). On the other hand, the lower semicontinuity of ind implies that ind(f ; v, µ, 0) < 0 and we come to a contradiction. Therefore, any short enough minimal geodesic is quasi-regular. Hence:
Now it remains only to show that, in relation (12), T * 0 R n can be replaced by a compact subset K ⊂ T * 0 R n and to apply Proposition 5. Denote by u r ψ(0) the extremal control associated with ψ(0) ∈ (h r )
) (see Proposition 4 and its corollary). In particular, u r ψ(0) depends continuously on ψ(0). We set:
It follows from Theorem 5 that one can replace
. We have shown above that the system
has no solutions for ε small enough, and we assume ε to be so small. We are going to prove that K ε is compact. In the first case we come to the equationμDūfr = 0, whereμ is a limiting point of the sequence (1) , |μ| = 1. The lower semicontinuity of ind implies the inequality ind(fr;ū,μ, 0) < 0. We come to a contradiction with our assumption on ε sincer ε.
In the second case let ψ m l (1) , l = 1, 2, . . . , be a convergent subsequence. Then ψ m l (0), l = 1, 2, . . . , is also convergent, ∃ lim l→∞ ψ m l (0) =ψ(0). Thenū = u¯rψ (0) and ind(fr;ū,ψ(1), 1) < 0 because of the lower semicontinuity of ind. Henceψ(0) ∈ Kr ⊂ K ε and we are done. ✷
To apply the last theorem we need a way to evaluate our index. There is a well developed theory about that, see [1] for some references. In the next proposition we formulate just the most simple and easy to check necessary conditions for the finiteness of the ind. A detailed proof can be found in [ 
for almost all t ∈ [0, 1], where {a, b} = ab is the Poisson bracket of the Hamiltonians a, b.
Remark. -Identity (13) is called the Goh condition while inequality (14) is the generalized Legendre condition. It is easy to see that both conditions are actually intrinsic: Identity (13) does not depend on the choice of the orthonormal frame X 1 , . . . , X k since h i (ψ(t)), i = 1, . . . , k, vanish anyway. Inequality (14) does not depend on the choice of the orthonormal frame provided that (13) is satisfied.
We say that u(·) is a Goh control if (13) is satisfied for an appropriate ψ(·); it is a Goh-Legendre control if both (13) and (14) The system (2) is said to be medium fat if:
for any X ∈¯ , X(q 0 ) = 0 (see [5] ). Medium fat systems do not admit nontrivial Goh controls. It follows directly from the definitions that a system is medium fat if and only if its nilpotentization is. We come to the following: COROLLARY 3. -If the system (2) is medium fat, then the germ of ρ at q 0 is subanalytic.
It is proved in [5] that generic germs of distributions are medium fat for n (k − 1)k + 1. This gives the following general result. 
is everywhere dense in p N * H k T M, ∀N . We will also use a real-analytic version of the definition, just given. The only difference with the smooth case is that the manifolds and the sections are assumed to be real-analytic, while the topology remains the same Whitney topology. Proof. -We start with a weaker result related to smooth Goh controls. Namely, we are going to prove that the distributions that admit nonzero C ∞ Goh controls form a subset of codimension ∞ in the space of rank k 3 distributions. Thom transversality theorem allows to reduce the proof to calculations in the jet spaces. Let J m (n, k) be the space of m-jets at 0 of k-tuples of vector fields in R n and J 
Working in the jet space we try to solve Eqs. (16) not precisely but up to a certain order. We say that the m-jet of (X 1 , . . . , X k ) is Goh-compatible if there exists a nontrivial smooth solution (u, ψ(·)) of (15) Any reparametrization of a Goh trajectory is still Goh. In particular, we may normalize one of the coordinates of the nontrivial smooth Goh control assuming that u i 0 ≡ 1 for some i 0 . Without lack of generality, we may compute everything only in the case i 0 = 1. Moreover, any nonvanishing vector field is locally rectifiable and gauge transformations
Hence we may assume that:
where a ij (x) are polynomials of degree m. In particular, We'll show that the codimension of this larger subset tends to infinity as m → ∞.
We have x 1 (t) = t in virtue of (15) . We set η = (ξ 2 
The derivative of the function t → η(t), Y (y(t)) , by (18) , has the form: Successive differentiations and evaluation of the derivatives at t = 0, show that (18) , (19) are equivalent to a system of equations of the form: Any smooth manifold admits a real-analytic structure and any smooth family of distributions can be approximated in the Whitney topology by a real-analytic one. What remains to be proved is that a real-analytic distribution admits a nontrivial smooth Goh control as soon as it admits a nontrivial bounded measurable Goh control. We derive this fact from the following lemma. LEMMA 3. -Letż = g(z, u), z ∈ W, u ∈ U be a real-analytic control system and φ : W × U → R m be an analytic mapping; here W is a real-analytic manifold and U is a compact subanalytic set. Assume that there exists a bounded measurable control
