Abstract. Image registration is the process of establishing a common geometric reference frame between two or more data sets from the same or different imaging modalities possibly taken at different times. In the context of medical imaging and in particular image guided therapy, the registration problem consists of finding automated methods that align multiple data sets with each other and with the patient. In this paper we propose a method of mass preserving elastic registration based on the Monge-Kantorovich problem of optimal mass transport.
Introduction
In this paper, we propose a method for image warping and elastic registration based on the classical problem of optimal mass transport. The mass transport problem was first formulated by Gaspar Monge in 1781, and concerned finding the optimal way, in the sense of minimal transportation cost, of moving a pile of soil from one site to another. This problem was given a modern formulation in the work of Kantorovich [15] , and so is now known as the Monge-Kantorovich problem. This type of problem has appeared in econometrics, fluid dynamics, automatic control, transportation, statistical physics, shape optimization, expert systems, and meteorology [20] .
The registration problem, ı.e. the problem of of establishing a common geometric reference frame between two or more data sets, is one of the great challenges in medical imaging. Registration has a substantial recent literature devoted to it, with numerous approaches effective in varying situations. These range from optical flow to computational fluid dynamics [5] to various types of warping methodologies. See [17] for a review of the methods as well as an extensive set of references. See also [21] for a number of recent papers on the subject in the area of brain registration, and [14] , [7] and [16] for representative examples of optical flow and elastic deformation model approaches.
The method we introduce in this paper is designed for elastic registration, and is based on an optimization problem built around the L 2 Monge-Kantorovich distance taken as a similarity measure. The constraint that we put on the transformations considered is that they obey a mass preservation property. We will assume that a rigid (non-elastic) registration process has already been applied before applying our scheme. For another application of such mass preserving mappings, see [11] .
Our method has a number of distinguishing characteristics. It is parameter free. It utilizes all of the grayscale data in both images, and places the two images on equal footing. It is thus symmetrical, the optimal mapping from image A to image B being the inverse of the optimal mapping from B to A. It does not require that landmarks be specified. The minimizer of the distance functional involved is unique; there are no other local minimizers. Finally, it is specifically designed to take into account changes in density that result from changes in area or volume.
We believe that this type of elastic warping methodology is quite natural in the medical context where density can be a key measure of similarity, e.g., when registering the proton density based imagery provided by MR. It also occurs in functional imaging, where one may want to compare the degree of activity in various features deforming over time, and obtain a corresponding elastic registration map. A special case of this problem occurs in any application where volume or area preserving mappings are considered.
Formulation of the Problem
We now give a modern formulation of the Monge-Kantorovich problem. We assume we are given, a priori, two subdomains Ω 0 and Ω 1 of R d , with smooth boundaries, and a pair of positive density functions, µ 0 and µ 1 , defined on Ω 0 and Ω 1 respectively. We assume Ω0 µ 0 = Ω1 µ 1 so that the same total mass is associated with Ω 0 and Ω 1 . We consider diffeomorphismsũ from Ω 0 to Ω 1 which map one density to the other in the sense that
which we will call the mass preservation (MP) property, and writeũ ∈ M P. Equation (1) is called the Jacobian equation. Here |Dũ| denotes the determinant of the Jacobian map Dũ, and • denotes composition of functions. In particular, Equation (1) implies that if a small region in Ω 0 is mapped to a larger region in Ω 1 , then there must be a corresponding decrease in density in order for the mass to be preserved. There may be many such mappings, and we want to pick out an optimal one in some sense. Accordingly, we define the squared L 2 Monge-Kantorovich distance as follows:
An optimal MP map is a map which minimizes this integral while satisfying the constraint (1). The Monge-Kantorovich functional (2) is seen to place a penalty on the distance the mapũ moves each bit of material, weighted by the material's mass. A fundamental theoretical result [4, 10] , is that there is a unique optimalũ ∈ M P transporting µ 0 to µ 1 , and that thisũ is characterized as the gradient of a convex function w, i.e.,ũ = ∇w. This theory translates into a practical advantage, since it means that there are no non-global minima to stall our solution process.
Computing the Transport Map
There have been a number of algorithms considered for computing an optimal transport map. For example, methods have been proposed based on linear programming [20] , and on Lagrangian mechanics closely related to ideas from the study of fluid dynamics [3] . An interesting geometric method has been formulated by Cullen and Purser [6] .
Let u : Ω 0 → Ω 1 be an initial mapping with the mass preserving (MP) property. Inspired by [4, 9] , we consider the family of MP mappings of the form u = u • s −1 as s varies over MP mappings from Ω 0 to itself, and try find an s which yields aũ without any curl, that is, such thatũ = ∇w. Once such an s is found, we will have the Monge-Kantorovich mappingũ. We will also have u =ũ • s = (∇w) • s, known as the polar factorization of u with respect to µ 0 [4] .
Removing the Curl
Our method assumes that we have found and initial MP mapping u. This can be done for general domains using a method of Moser [18, 8] , or for simpler domains using a type of histogram specification; see [13] . Once an initial MP u is found, we need to apply the process which will remove its curl. It is easy to show that the composition of two mass preserving (MP) mappings is an MP mapping, and the inverse of an MP mapping is an MP mapping. Thus, since u is an MP mapping, we have thatũ = u • s −1 is an MP mapping if
In particular, when µ 0 is constant, this equation requires that s be area or volume preserving.
Next, we will assume that s is a function of time, and determine what s t should be to decrease the L 2 Monge-Kantorovich functional. This will give us an evolution equation for s and in turn an equation forũ t as well, the latter being the most important for implementation. By differentiatingũ • s = u with respect to time, we findũ
while differentiating (3) with respect to time yields div(µ 0 s t • s −1 ) = 0, from which we see that s t andũ t should have the following forms:
for 
Taking the derivative with respect to time, and using the Helmholtz decompositionũ = ∇w + χ with div(χ) = 0, we find from (5) that
Thus, in order to decrease M , we can take ζ = χ with corresponding formulas (5) for s t andũ t , provided that we have div(χ) = 0 and χ, n = 0 on ∂Ω 0 . Thus it remains to show that we can decomposeũ asũ = ∇w + χ for such a χ.
Gradient Descent: R d
We let w be a solution of the Neumann-type boundary problem
and set χ =ũ − ∇w. It is then easily seen that χ satisfies the necessary requirements. Thus, by (5), we have the following evolution equation forũ:
This is a first order non-local scheme forũ t if we count ∆ −1 as minus 2 derivatives. Note that this flow is consistent with respect to the Monge-Kantorovich theory in the following sense. Ifũ is optimal, then it is given asũ = ∇w, in which caseũ − ∇∆ −1 div(ũ) = ∇w − ∇∆ −1 div(∇w) = 0 so that by (9),ũ t = 0.
Gradient Descent: R
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The situation is somewhat simpler in the R 2 case, due to the fact that a divergence free vector field χ can in general be written as χ = ∇ ⊥ h for some scalar function h, where ⊥ represents rotation by 90 deg, so that ∇ ⊥ h = (−h y , h x ). In this case, we solve Laplace's equation with a Dirichlet boundary condition, and derive the evolution equatioñ
Defining the Warping Map
Typically in elastic registration, one wants to see an explicit warping which smoothly deforms one image into the other. This can easily be done using the solution of the Monge-Kantorovich problem. Thus, we assume now that we have applied our gradient descent process as described above and that it has converged to the Monge-Kantorovich optimal mappingũ * . It is shown in [3] that the flow X(x, t) defined by
is the solution to a closely related minimization problem in fluid mechanics and provides appropriate justification for using (11) to define our continuous warping map X between the densities µ 0 and µ 1 .
Implementation and Examples
We note that even though our non-local method requires that the Laplacian be inverted during each iteration, the problem has been set up specifically to allow for the use of standard fast numerical solvers which use FFT-type methods and operate on rectangular grids [19] . In practice, we found that the standard upwinding scheme was helpful for stability. For a local method in the 2D case, see [13] . We illustrate our methods with a pair of examples. In Figures 1 and 2 we show a brain deformation sequence. Two three dimensional MR data sets, acquired at the Brigham and Women's hospital, were used. The first data set was preoperative, the second was acquired during surgery, after craniotomy and opening of the dura. Both were sub-sampled to 128x128x64 voxels and pre-processed to remove the skull. The Monge-Kantorvich mapping was found using the evolution equation (9) with intensity values as densities. This process took four hours on a single processor Sun Ultra 10. The warp function (11) together with (1) for the intensities were used to find the continuous deformation through time. The first image shows a planar axial slice, while subsequent images show 2D orthogonal projections of the 3D surfaces which constitute the path of the original slice.
The second example shows an application of our method to surface warping. We have used a colon surface here, but the method can be applied to any surface, such as that of the brain. Figure 3 shows a tubular portion of the colon surface obtained from a CT scan. We cut this tubular surface end to end and flattened it into the plane using a conformal mapping technique [12] , as shown in Figure 4 . It is well known that a surface of non-zero Gaussian curvature can not be flattened by any means without some distortion. The conformal mapping is an attempt to preserve the appearance of the surface through the preservation of angles. However, in some applications it is desirable to be able to preserve areas instead of angles, so that the sizes of surface structures are accurately represented in the plane. The Monge-Kantorovich approach allows us to find such an areacorrect flattening. Specifically, once we have conformally flattened the surface, we define a density µ 0 to be the Jacobian of the inverse of the flattening map, Figure 3 . Note that the polyp appears in its true size in the area corrected mapping. and set µ 1 to a constant. The Monge-Kantorovich optimal mapping is then area-correcting by (1) . The resulting map took just a few minutes to calculate and is shown in Figure 4 . Although corrected for area, surface structures are still clearly discernible. The curl-free nature of the Monge-Kantorovich mapping avoids distortion effects often associated with area preserving maps. There is a circular phantom polyp visible in the upper left corner of the images in Figure 4 . Note that it is substantially larger in the area-corrected mapping, reflecting its true size.
Conclusions
In this paper, we presented a natural method for image registration based on the classical problem of optimal mass transportation. Although applied here to the Monge-Kantorovich problem, the method used to enforce the mass preservation constraint is general and has other applications. For example, any weighted linear combination of the Monge-Kantorovich functional and a standard L 2 energy functional can be used. Gradient descent methods for computing an optimal map in such cases can be derived in a manner very similar to that described above for the pure Monge-Kantorovich functional [1] . Applications of these techniques include brain surface flattening and virtual colonoscopy as described in [2, 12] .
