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диагностика  относится  к  числу ключевых системных задач, так как именно с ее помощью формирует-
ся точная, достоверная  и  своевременная 
информация  о  состоянии  управляемого 
объекта, прогнозируется дальнейший ход 
развития событий, в том числе и относи-
тельно уровня системных ресурсов, при-
нимаются  решения и на их  основе  осу-
ществляются меры, соответствующие це-
лям управления.
Особую ценность представляют диаг-
ностические задачи для автоматизирован-
ных систем, которые обеспечивают управ-
ление движущимся составом в реальном 
масштабе времени, а также используются 
в стационарных условиях в ходе техниче-
ского обслуживания, замены оборудования 
и компонентов, планирования и проведе-
ния ремонтных работ.
Как показывает накопленный в стране 
и за рубежом опыт, современные инфор-
мационные и интеллектуальные техноло-
гии позволяют совместить задачи диагно‑
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стики, прогнозирования и управления в рам-
ках единой системы поддержки принятия 
решений  (СППР)  (класс  систем DSS – 
Decision Sprout Systems). При такой поддер-
жке,  если она обоснована методологиче-
ски, можно обеспечить более эффективное 
использование информационного потен-
циала и знаний для анализа и оценки объ-
екта ситуации.
ФакТОРЫ И ОжИдаЕмЫй эФФЕкТ
Следует отметить, что проблема диаг-
ностики на железнодорожном транспорте 
относится  к  числу  малоисследуемых 
в стране, однако в сложившихся условиях 
она  весьма  актуальна  для  обеспечения 
надежного и безопасного функционирова-
ния как высокоскоростных, так и обычных 
транспортных средств. Известно, что тех-
ническое состояние локомотива и его ба-
зовые характеристики в процессе эксплу-
атации изменяются под действием различ-
ных факторов – внешних и внутренних. 
Вследствие чего происходит естественный 
износ деталей и механизмов, нарушаются 
их регулировки,  возникают разнородные 
неисправности,  а  в  электрических цепях 
и  аппаратуре  ухудшаются электрические 
и механические свойства изоляции.
Понятно, что системный ресурс надёж-
ности и безопасности, заложенный в кон-
струкции локомотива при проектировании 
и  постройке,  постепенно  расходуется, 
и с определённого момента могут начаться 
отказы техники, различных ее компонен-
тов на линии, а это в свою очередь станет 
причиной аварий, нарушений  графиков 
движения, перерасхода топлива или элек-
троэнергии и т. д. [1]. Важнейшими задача-
ми системы технической диагностики по-
этому всегда были предупреждение пере-
численных явлений, способность обнару-
жить и идентифицировать  разного  рода 
отклонения и дефекты.
В ходе совершенствования и развития 
сложных технических систем и объектов 
учеными и  специалистами разрабатыва-
лись принципы, методы и структуры тех-
нического обслуживания и ремонта, спо-
собы оценки остаточного ресурса отдель-
ных  компонентов  объекта  управления. 
Использование различных типов блочных 
моделей  и  программ  в математическом 
обеспечении автоматизированных систем 
позволяет  достичь приемлемого  уровня 
диагностики и  сохранения  условий  для 
надежного и  бесперебойного  движения 
транспорта.
На железных дорогах страны успешно 
функционируют автоматизированные си-
стемы управления поездами – например, 
система  автоведения пассажирских пое-
здов  (САВП). Программно-аппаратные 
средства этой системы производят в реаль-
ном масштабе времени сбор и обработку 
данных,  формируют  информацию  для 
анализа технического обслуживания в ста-
ционарных условиях. Постоянный конт-
роль осуществляется на основе сведений 
о  состоянии  всех  органов  управления, 
показателях давления на магистралях, то-
ков в цепях электропитания и т. д. Неотъ-
емлемую часть САВП составляет подсисте-
ма  диагностирования,  обрабатывающая 
большое  количество  сигналов из  цепей 
управления локомотива. Более продвину-
тыми, на наш взгляд, являются при этом 
программные средства и системы диагно-
стики, которые предусмотрены для высо-
коскоростных транспортных средств.
Как  уже  отмечалось,  эффективное 
выполнение функций диагностики невоз-
можно без применения современных ин-
формационных и интеллектуальных тех-
нологий, в частности экспертных систем, 
основанных на знаниях. Подобные техно-
логии предполагают проведение широко-
го  анализа и  учета  таких характеристик, 
возникающих при наличии неструктури-
рованных и плохо формализуемых задач, 
как [2]:
• невозможность  получения полной 
и объективной информации для принятия 
адекватных решений и обусловленная этим 
обстоятельством необходимость привлече-
ния неформальной  (субъективной, эври-
стической) информации;
• наличие неопределенности в исход-
ных данных, а также присутствие неодноз-
начности в ходе поиска решения;
• необходимость обоснования искомых 
решений проблемы  в  условиях жестких 
временных ограничений, которые опреде-
ляются ходом контролируемых и управля-
емых процессов;
• потребность в корректировке и вве-
дении дополнительной информации в про-
цесс  поиска  решений,  интерактивный 
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(диалоговый, человек-машинный) харак-
тер логического вывода решений.
Присутствие этих факторов заставляет 
отказаться от традиционных методов об-
работки данных с целью извлечения ин-
формации и  знаний для построения си-
стем  диагностики,  прогнозирования, 
принятия решений и управления. Много-
обещающими здесь являются байесовские 
процедуры и правила, а также математи-
ческие формализмы и модели,  которые 
позволяют  учитывать  внутренние  связи 
между обрабатываемыми данными и объ-
ектами. Весьма эффективным средством 
служат и их модификации, использующие 
вероятности [4].
Дальнейшее развитие этих направлений 
связано с предположением о том, что ве-
роятностный аппарат способствует обра-
ботке гипотез о влияниях в условиях нео-
пределенности, и следовательно, ее методы 
и  вычисления могут  быть  реализованы 
в формализации,  получившей название 
аналитических сетей [5,  6]. Ожидаемый 
выигрыш обусловлен тем, что при неболь-
шом количестве наблюдаемых признаков 
число  экспериментов, необходимых для 
получения  адекватных  статистических 
данных, может оказаться слишком боль-
шим, поэтому в диагностику включаются 
обобщенные модели, которые включают 
как статистические данные, так и экспер-
тные суждения. Самостоятельный интерес 
представляет также возможность примене-
ния байесовского подхода и концепции 
аналитических  сетей для корректировки 
исходных априорных сведений и предпо-
ложений (гипотез) на последующих этапах 
управления.
БайЕСОВСкОЕ ПРаВИлО 
дИагнОСТИкИ
По-видимому,  байесовские  правила 
и процедуры диагностики относятся к чи-
слу наиболее ранних аналитических схем 
по созданию интеллектуальных систем [4]. 
При  наличии  априорной  информации 
о  состояниях  наблюдаемого  объекта 
и условных вероятностей признаков, кото-
рые соответствуют этим состояниям, мож-
но путем обработки результатов наблюде-
ний (измерений, экспериментов) устано-
вить апостериорные вероятности состоя-
ний и по ним строить заключения о реаль-
ном  объекте,  тенденциях  его  развития, 
уровне ресурсов, мерах целесообразного 
воздействия на него. Важная особенность 
байесовских правил решения заключается 
также в том, что они обеспечивают пара-
дигму обновления диагностической ин-
формации, представленной в вероятност-
ной форме. Строя адаптивную процедуру 
последовательного (целесообразного) об-
новления информации, можно  достичь 
приемлемого уровня точности и достовер-
ности оценок о состоянии объекта и тем 
самым повысить эффективность управле-
ния.
Рассматривая задачу диагностики с точ-
ки  зрения выбора одного из  возможных 
объяснений на основе имеющихся данных, 
естественно предположить, что существует 
некое множество состояний, причем вза-
имно исключающих классов. Каждое на-
блюдение за объектом диагностики можно 
интерпретировать как некоторый экспери-
мент,  дающий  реальную  информацию 
о текущем его состоянии.
Наша цель – получить оценку апосте‑
риорной вероятности того, что наблюдение 
свидетельствует в пользу состояния.
Заметим,  что  байесовское  правило 
оценки  апостериорных  вероятностей 
с помощью априорных и условных веро-
ятностей применяется как в последова-
тельных, так и параллельных процедурах 
диагностики. Параллельная  процедура 
удобна  тем,  что позволяет прогнозиро-
вать  состояние  объекта  уже  на  основе 
определенного  набора  данных,  причем 
это можно делать посредством решающе-
го правила, основанного на оптимизации 
вероятностей.
Для подобной цели примем, что конт-
ролируемый объект исчерпывающе харак-
теризуется набором параметров, составля-
ющих  вектор  описания.  Совокупность 
всевозможных значений вектора образует 
пространство описания объекта. Логично 
думать, что каждому состоянию соответ-
ствует допустимая область  значений,  где 
находится параметр. Если области, а сле-
довательно,  и  состояния  установлены, 
то задача диагностики сводится к приня-
тию решения в пользу определенного со-
стояния всякий раз, когда описание пара-
метров попадает в заданную область зна-
чений.
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Предполагаем, что пространство опи-
сания объекта  диагностики разбивается 
именно на такие подобласти, и это означа-
ет, что состояние объекта диагностируется 
в соответствии с той областью, в которую 
попадает описание x.
на ОСнОВЕ ФункцИИ ПОТЕРь
Описанное выше правило диагностики 
есть  возможность  существенно  ее  улуч-
шить, используя более гибкую процедуру, 
учитывающую ожидаемые риски или по-
тери, которые возникают в связи с ошибоч-
ной классификацией. Для этой цели введем 
в рассмотрение функцию C ( S Si j/ ), опи-
сывающую  цену  ошибочного  решения 
в пользу состояния S i , когда наблюдения 
говорят в пользу состояния S j , i, j = 1, …, 
m. Тогда функцию средних потерь, связан-
ных с отнесением описания x к классу S i  
(области R i ), можно определить в виде
l x R P x S P S C S Si j j i j
j
j i
m
( ) ( / ) ( ) ( / )∈ =
=
≠
∑
1
.   (1)
Разумно  теперь  принять  решение 
в пользу состояния S i0  (или области R i0 ), 
исходя из правила минимизации функции 
риска.
Границу между двумя соседними обла-
стями (R i  и R j ) можно задать. Дальнейшее 
совершенствование правил (6) и (8) связа-
но  с  предположением,  что D  является 
подмножеством евклидова пространства 
En, а R i  – суть подмножества D. Пусть ре-
зультаты измерений  (наблюдений) носят 
вероятностный  характер. Введем  также 
обозначения: а)  f Ej ( ) ,  j = 1, …, m, – функ-
ции плотности распределения вероятно-
стей,  соответствующие  состояниям S i  
в пространстве D; б)  q j ,  j = 1, …, m, – ве-
роятность  того,  что  случайный  вектор 
описания x принадлежит подмножеству R j  
пространства D. Тогда для каждого состо-
яния S j  можно определить вероятность 
того, что его описания принадлежат про-
странству R
j
, то есть  x Rj∈ .
Поскольку R j – это та часть простран-
ства описания D, которую процедура диаг-
ностирования связывает с состоянием S j , 
то можно оценить ожидаемую относитель-
ную частоту ошибочных решений, возни-
кающих в связи с определением этой обла-
сти.
Решающее правило, реализующее оп-
тимальную диагностику для этого случая, 
записывается в виде
q f x q f xj j
j
j j0 0
( ) max { ( )}.≥    (2)
Согласно правилу, описание x должно 
относиться к подмножеству Rj 0  с наиболь-
шей вероятностью, что эквивалентно ре-
шению в пользу состояния  S j0 . Если, как 
и раньше, определять через C (R Rj i/ ) ве-
личину штрафа за ошибочную диагностику, 
то функция  средних потерь может быть 
представлена в виде
l x R q f x C R Rj i i j i
i
i j
m
( ) ( ) ( / ).∈ =
=
≠
∑
1
   (3)
Соответствующее решающее правило 
будет уже в евклидовом пространстве опи-
саний.
мЕТОд аналИТИчЕСкИх СЕТЕй
Как концепция и инструментарий для 
общей теории измерения влияния в иерар-
хических структурах метод аналитических 
сетей (МАС) [5, 6] применяется при выво-
де шкал отношений,  которые  строятся 
с помощью абсолютных и относительных 
парных  сравнений  элементов иерархии 
путем декомпозиции, измерения предпоч-
тений и синтеза приоритетов. Эти подходы, 
как и в общей теории измерения, хорошо 
известны в когнитивной психологии.
Структура задачи диагностики на осно-
ве идеи метода аналитических сетей изо-
бражена на рис. 1.
Корневой элемент иерархической сети: 
G характеризует  цель,  заключающуюся 
в нахождении причины  (неисправности, 
аварии, сбоя и т. д.) с наибольшим приори-
тетом; компонент второго уровня D – это 
множество причин, которые могут быть 
взаимосвязаны между собой, а компонент 
нижнего уровня C – множество симптомов, 
соответствующих причинам из D. Восхо-
дящие и нисходящие связи компонентов D 
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и C характеризуют наличие прямых и обрат-
ных связей между ними, а стрелки внутри 
уровней  изображают  возможные  связи 
внутри элементов компонентов.
Целью анализа этой сетевой структуры 
является оценка приоритетов ее элементов 
с учетом межуровневых и внутриуровневых 
связей и влияний. Согласно общей теории 
МАС, такой анализ сводится к построению 
и обработке суперматрицы W
1 
(с элемента-
ми обычных матриц), имеющей вид
                  G           D             C
W1  = 
G
D
C
0 0 0
0
21 1 22 1 23
2 32 2 33
W W W
W W
α β
α β
.   (4)
Блоки W
ij
 суперматрицы W1  интерпре-
тируются  следующим образом:  каждый 
столбец матрицы W
ij
 представляет собой 
главный собственный вектор влияния эле-
ментов i‑го компонента сети на элементы 
j‑го  компонента массива. В  частности, 
матрица W
21
 есть вектор приоритетов эле-
ментов компонента D по отношению к це-
ли G;  матрица W
22
  отражает  взаимное 
влияние элементов компонента D; матри-
цы W
23 
и W
32
  моделируют взаимное влияние 
элементов компонентов D и С, соответст-
вующее нисходящей и  восходящей  (т. е. 
обратной) связей, а матрица W
33
 содержит 
взаимодействие элементов компонента С.
Коэффициенты a
i
 и b
i
, i = 1, 2, a
1
 + a
2 
= 1, b
1
 + b
2 
= 1 также содержат информа-
цию межкомпонентного и/или межуров-
невого взаимодействия: величина a
1 
ха-
рактеризует вес (важность) компонента 
D  относительно  блока  взаимодействия 
W
32
, a
2
 – взаимную важность элементов 
D; аналогично  этому b
1
  демонстрирует 
важность  блока W
23 
относительно  ком-
понента С,  а  b
2 
– взаимная  важность 
элементов С.
Благодаря  этим  оценкам  столбцы 
массива W1   становятся  стохастически-
ми, т. е. сумма элементов каждого стол-
бца  равна  единице  (матрица  с  таким 
свойством,  как  известно,  называется 
стохастической). Таким образом, супер-
матрица W1  учитывает явные воздейст-
вия между компонентами и их элемен-
тами, составляющими сетевую структу-
ру. Под  воздействием  обычно подразу-
мевается мера, в какой элементы ниже-
лежащих  уровней  удовлетворяют неяв-
ным требованиям элементов близлежа-
щего верхнего уровня.
Порождаемый  суперматрицей W1  
механизм  выявления  синергетического 
взаимодействия  элементов  сетевой 
структуры базируется на универсальной 
теории  измерения,  которая  позволяет 
обрабатывать и объединять статистиче-
ские данные и экспертные суждения [6]. 
Эффект синергетического взаимодейст-
вия  в  виде  предельных  приоритетов 
выявляется путем вычисления предель-
ной суперматрицы
W W
k∞ = ( )lim 1 .  (5)
k→∞
Известно,  что  для  стохастической 
по  столбцам  матрицы W1   предел W 
всегда  существует.  Различные  частные 
случаи иерархической сети, изображен-
ной  на  рис.  1,  и  ее  суперматрицы W1  
можно  получить,  предположив,  что 
определенные виды связей между ком-
понентами D и C и их элементами отсут-
ствуют или что ими можно пренебречь.
Например,  в  предположении,  что 
обратная связь между компонентами D 
Рис. 1. Сетевая структура модели диагностики, 
учитывающей внутриуровневые и межуровневые 
связи: G – цель, D – множество причин,  
C – множество симптомов.
G
D
C
11
•мИР ТРанСПОРТа 01’13
и С отсутствует,  в  структуре W1   блок 
W
23 
будет  отсутствовать,  и  тогда b
2 
= 1. 
Если пренебречь внутренним влиянием 
элементов  компонентов  сети D и  С, 
в структуре W1  будут отсутствовать бло-
ки W
22
 и W
33
, и надо положить a
2 
= b
1
 = 
1. Другими  словами,  модели  анализа 
влияний,  основанные  на  механизмах 
сетевых структур и суперматриц, обла-
дают достаточной гибкостью и позволя-
ют  использовать  как  доступные и  кор-
ректные  статистические  данные,  так 
и  знания  экспертов,  необходимые  для 
формирования матриц взаимодействий 
W
ij
.   Их  содержание  устанавливается 
на основе экспертных знаний и сужде-
ний,  которые  учитывают парные  срав-
нения  элементов  соответствующих 
компонентов причин и симптомов.
Так, элементы матрицы W
21
 вычисля-
ются путем сравнения каждого элемента 
D  со  всеми  остальными  элементами, 
и в результате каждой паре (i, j) присва-
ивается численное значение a
ij
, которое, 
по мнению экспертов, отражает вес или 
важность  i‑го  элемента  относительно 
j‑го  элемента  в  достижении цели. При 
этом  обычно  задается  вопрос,  какой 
из  элементов  пары  вносит  больший 
вклад  в  достижении  цели  и  насколько 
больший? Значения a
ij
 устанавливаются 
на  основе  фундаментальной  шкалы, 
содержащей  уровни  1,2,..,9.  Значение 
a
ij
=1 интерпретируется  как  одинаковая 
предпочтительность;  a
ij
 = 3 – наличие 
средней степени предпочтения; a
ij
 = 5 – 
умеренной степени предпочтения; a
ij
=7 – 
очень сильного (или очевидного) предпоч-
тения;  a
ij
 =9 – наличие  абсолютного 
предпочтения. Оценки a
ij
=2,4,6,8 присва-
иваются  в  компромиссных  ситуациях. 
Для числовых оценок экспертных сужде-
ний a
ij
 соблюдаются свои правила: а) a
ij
 
= 1/a
ji
, a
ij
 = 1 для всех i, j (условие обра-
тимости);  б)  a
ij
 = a
ik
 a
kj
 для  всех  i, j, k 
(условие согласованности).
Корректная математическая модель 
обработки   этих   данных   основана 
на предположении a
ij 
=w wi j/  
для всех i, 
j, где  ω ωi j, −   искомые  оценки  относи-
тельной важности элементов совокупно-
сти,  и  сводится  к  решению  задачи 
Aω λ ω= max ,   где A – кососимметричная 
матрица с элементами a
ij
 и ω −
 
нормиро-
ванный на единицу вектор с координа-
тами ωi i n, ,..., .=1  
Значимость вектора  w, 
wTe = 1 определяется путем вычисления 
так называемого индекса согласованности 
(consent index) матрицы парных сравне-
ний А в виде CI = (l
max
 – n)/(n – 1).
ЗаключЕнИЕ
Выдвинуто предположение, что тео-
рия  вероятностей  является  способом 
обработки гипотез о влияниях в услови-
ях неопределенности, и следовательно, 
в дальнейшем ее методы и вычисления 
могут быть реализованы в методе авто-
матизированных сетей.
Интерес  представляет  применение 
этих методов и алгоритмов на железно-
дорожном транспорте как естественное 
развитие  действующих  систем  диагно-
стирования.  Рассмотрение  частной  за-
дачи диагностики, которая имеет отно-
шение к прогнозированию, и есть стрем-
ление оценить не только реальное состо-
яние системы в целом, но и ее ресурс.
Сбор статистических результатов на-
блюдения позволит создать модельный 
прототип, который поможет методоло-
гически точно производить диагностику 
объектов, учитывая всевозможные связи 
между  событиями,  выявлять  существу-
ющие риски и ресурсы.
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