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Fig. 1 – Communication scheme
IN this thesis, we play the role of a passive adversary who wants to have access to theinformation exchanged between two legal users, Alice and Bob. In order to protect
themselves against such an eavesdropper, they use cryptography to insure communication
security (COMSEC) but also error correcting codes and steganography to insure trans-
mission security (TRANSEC) as illustrated in figure 1. In this context, the adversary has
no knowledge about the communication scheme used by Alice and Bob. He has then to
“guess” all the parameters of the intercepted communication in order to demodulate the
intercepted signal, to decode the binary stream, to detect and extract the hidden message
and finally to decrypt it. Such a context of attack, which considers a very constrained
adversary, is called a non cooperative context. On the contrary, the context is said to be
cooperative when users share known parameters, that is the classical way for communica-
tion. By analogy with digital communication, steganography can be considered as particu-
lar way of digital communication. In this perspective, the cover medium is the channel, the
embedding algorithm is the coding and emission step, and the extraction algorithm is the
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reception and decoding step. In that scenario, the adversary does not control neither the
intercepted media nor the parameters used for the embedding process. Then, the medium
can be considered as a non cooperative channel. The adversary has to blindly extract the
hidden message before cryptanalysis it. We now make the hypothesis that the adversary
has already recovered the demodulation parameters and has access to the encoded binary
stream. In this thesis, we focus on two main steps of his attack which are error correcting
code reconstruction and steganalysis. First, we design algorithms to retrieve the parameters
of linear block codes, convolutional and turbo codes from the intercepted binary stream
with only the knowledge of the type of the code. Such data processing is called blind algo-
rithms. Then, we elaborate classifiers to distinguish between innocuous media, also called
the cover media and media which hold hidden information, also called the stego media. If
we consider cover media as transmission channels in which we “emit” hidden messages,
steganalysis is also a blind algorithm. This steps are crucial before cryptanalysis, as it can-
not be done before the message is extracted and decoded and the redundancy is withdrawn.
In the context of error correcting code reconstruction, the eavesdropper has access
the noisy coded binary stream. From his point of view, the modulation, the emission, the
physical channel, the reception and the demodulation can be modelled by a binary sym-
metric channel (BSC). In the case of the observer trying to retrieve the parameters of error
correcting codes which are implemented inside and equipment, the BSC is noiseless and
the equipment is evaluated as a black box. In the case of interception, the observation is
noisy. The noise introduced in the intercepted sequence depends on the channel but also of
the modulation. It implies that we need to model accurately the transmission channel to
evaluate error correcting code reconstruction algorithms. Nevertheless, we experimentally
notice that the most restricting channel for such algorithms is the BSC. We analyse our
algorithms under this hypothesis. Because of very specific applications, error correcting
code reconstruction techniques applied to a communication scheme in a non cooperative
context is not widespread in the literature. G. Planquette is perhaps the first one who
dealt with binary stream analysis [154]. He explains how to detect block codes, convolu-
tional codes and linear scrambler using two types of approaches. The first one, consists
in estimating correlations found in outputs signals using statistical tests and hypothesis
testing. The second one is algebraic and consists in looking for a variation of the rank
of a matrix build with the intercepted bits. This approach is made complete with a low
Hamming weight search using Leon algorithm [129] or the Canteaut-Chabaud one [42].
G. Planquette has then set up the basis of the binary stream analysis. In the same direc-
tion, A. Valemebois [195, 196] formalized the problems of detection and reconstruction of
the block codes following the same approaches. His results have recently been improved
by M. Cluzeau [50, 51] by using an iterative decoding algorithm to correct some errors
from beginning to end of the reconstruction process. In the same time, G. Burel and R.
Gautier [37], for a noiseless channel, but also G. Sicot and S. Houcke [173, 174, 175], for
the general case have obtained similar results by taking advantage of the resistance of
the Gauss elimination algorithm when equations are noisy. Moreover, B. Rice [162] and
E´. Filiol [69, 70, 71] got interested more particularly in the reconstruction of convolutional
codes.
In this thesis, we first improve E´. Filiol’s results and then generalized them to turbo
codes. In a second time, we express the algorithms of convolutional and block codes re-
construction with the same formalism. This formalism is based on linear algebra which
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allows us to consider block codes as particular cases of convolutional codes [143]. We re-
call first the basis of this formalism for convolutional codes in chapter 1. Then, we define
the linear block codes reconstruction problem using the same formalism and analyse the
Sicot-Houcke algorithm in the chapter 2. We chose to adopt G. Sicot and S. Houcke’s
strategy rather than A. Valembois’ one for two main reasons : Firstly, G. Planquette and
A. Valembois’ approach has recently been revisited by M. Cluzeau and secondly, the ana-
lysis of Sicot-Houcke algorithm has never been done through the scope of linear algebra
before. Nevertheless, the comparison between both approaches remains and is the cen-
tral point of current researches. The algorithms that we designed allows us to retrieve
a basis of parity checks of the code, i.e. the dual code. Unfortunately, without any else
hypothesis, finding a decoder is equivalent to a random code decoding problem which is
known to be NP-complete [29]. The complexity of such algorithms is exponential on the
Hamming weight of the parity check of highest Hamming weight but also on the length of
the code and on the bit error rate (BER). The size of interleavers is then a crucial limiting
factor. The results that we obtain go in the same direction as the intuitive hypothesis
made in section 2.1.2 and so justify the choice of a BSC. The theoretical and experimental
results illustrate that increasing the number of iterations of the Sicot-Houcke algorithm
or the number of intercepted bits, increases the probability of detection. The results of
this analysis has been published at the Conference on Cryptography, Coding and Informa-
tion Security (CCIS’06), [19]. Moreover, an extended version will be submitted to IEEE
Transactions on Computers and a synthesis has been submitted to the journal of Signal
Processing.
The formalism introduced in chapter 1 leads us to discover new equations for the recons-
truction of convolutional codes and then to significantly improve the theoretical complexity
of E´. Filiol’s algorithm for both noisy and noiseless channels, but also to greatly decrease
the number of intercepted bits needed for the reconstruction. Moreover, the analysis of the
Sicot-Houcke algorithm made us understand why his experimental results were better than
those announced by his theoretical analysis. Indeed, we start with this algorithm and take
advantage of the strong algebraic structure of convolutional codes to obtain new equations
to retrieve the parity checks. We noticed that these parity checks can be written as minors
of given matrices that we pointed out. From that central remark, we complete E´. Filiol’s
reconstruction technique into a completely automatic process. For a noiseless channel, we
also improve B. Rice’s technique to reconstruct (n, 1)-convolutional codes by using the
Berlekamp-Massey algorithm [28, 140]. These improvements are described in chapter 3.
We give a detailed analysis of the proposed algorithms in section 3.3 and give a proof of
E´. Filiol’s conjecture [71, p. 170] : the output of the proposed algorithm is canonical ma-
trices. As for block codes reconstruction, the algorithms only allow to recover the code but
not the decoder. The remaining indetermination is due to the intrinsic nature of convolu-
tional codes. Nevertheless, in the particular case of systematic codes, the systematic bits
give us an access to a decoder. In section 3.5, we explain how to reconstruct recursive
or punctured convolutional codes. We consider the case of a convolutional code followed
by an interleaver as a block code reconstruction problem because the interleaver “breaks”
the Hankel structure of the interception matrix. We show that convolutional codes re-
construction algorithms can be considered as particular cases of algorithms to reconstruct
linear block codes as opposed to linear block codes which are particular cases of convolu-
tional codes. We published these new algorithms in SPIE Security and Defense conference
in 2005 [9] and a synthesis is planned to be submitted to IEEE Transactions on Computers.
8 Analyse de canaux de communication dans un contexte non coope´ratif
In the last chapter dedicated to error correcting code reconstruction, we generalize the
former techniques to reconstruct the turbo codes. To achieve this, we design algorithms to
reconstruct a block interleaver knowing its inputs and outputs. For noiseless channels, the
proposed algorithm is proved to be optimal and for noisy channels, the algorithm is adap-
ted to a BER higher than those usually considered for most transmission channels. We
analyse these algorithms in section 4.3 and detail in section 4.4 the experimental results
that we obtained. They have been published in MAJECSTIC’03 [14]. Then, using convo-
lutional code reconstruction algorithms, we are able to find a decoder for the systematic
convolutional code. Practically, the second convolutional coder is most of time equal to
the first one. If it is not the case, we need to solve a linear system to find the appropriate
decoder. After that, we decode the outputs of the convolutional encoders to obtain some
noisy pairs of inputs and outputs for recovering the interleaver. The reconstruction of the
interleaver is all the more efficient as some errors are corrected when decoding the out-
puts of the convolutional coders. Contrary to the reconstruction of block or convolutional
codes, we are able to exhibit a decoder. The entire technique has been presented at SPIE
Security and Defense conference in 2005 [9] and an extended version is prepared to be
submitted to IEEE Transactions on Computers. In the context of this survey, we take the
most restricting point of view for an observer, i.e. the non cooperative context. It appears
that it is not always possible to find an equivalent decoder without any a priori knowledge.
Now, the indetermination is often very easy to clear up with a small amount of informa-
tion. So, it is quite natural to adapt reconstruction techniques to the cooperative context.
For instance, one application consists in not sending the new coding scheme parameters
when both the sender and the receiver auto adapt themselves to the channel. These new
parameters are then retrieved using reconstruction algorithms. Such algorithms are then
a compromise between the bandwidth and payload. Moreover, when latency is not crucial
one can imagine to encode additional information within the choice of given parameters
of the coding scheme, such as the interleaver in a turbo code. In that cases, reconstruction
algorithms can be considered as decoding algorithms and can also be integrated inside an
error correcting code scheme. These adaptations are detailed in the patents that we have
taken out [12, 13].
According to the figure 1, the next step that the adversary has to overcome is to detect
if the decoded message holds hidden information or not. Indeed, steganography is more
and more widespread in addition to cryptology. The plaintext is first ciphered and then
hidden into a cover medium with is send through the communication channel. In a se-
cond part of this thesis, we present techniques to detect digital images which hold hidden
information. First, we present in chapter 5 non compressed and JPEG formats and give
a description of the steganographic algorithms for which we propose an attack. Then, in
chapter 6, we are interested in classical models of security in steganography. We formalize
the real-life adversary and propose two new models of security. This new models of security
are connected to the classical ones but also to the performances of practical steganalysis.
All the attacks presented in this thesis are evaluated in these new models. Then, we detail
an efficient steganalysis against the steganographic scheme Multi Bit Plane Image Stega-
nography (MBPIS), designed by B.C. Nguyen et al. at IWDW’06 (International Workshop
on Digital Watermarking) [147]. The authors claim that their algorithm is robust against
RS steganalysis [76, 77] by excluding the areas for which the RS analysis is the most sen-
sitive. A straightforward adaptation of the RS analysis leads us to efficiently detect stego
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media generated by MBPIS. As JPEG is perhaps one of the most widespread format to
exchange photos, we got interested in steganographic schemes which are dedicated to this
format. Finally, we describe in chapter 8 a novel approach which consists in looking for a
deviation of the binary entropy into the compressed frequency domain (DFC). This ap-
proach leads us to point out a novel class of functions which makes possible the design of
detectors the performances of which are quasi-independent of the payload. This technique
is illustrated by two steganalysis schemes. The first one is an universal one and is able
to detect some unknown steganographic algorithms. The second one is a specific one and
is dedicated to the detection of Outguess, F5 and JPHide and JPSeek, three standard
steganographic algorithms.
There are two aims in the chapter 6. The first one is to rigorously model the real-life
steganographic adversary which is commonly used. The second one is to point out a lower
bound on the insecurity of the attacked schemes directly from practical steganalysis per-
formances. The traditional approach in security proofs is to take the designer’s point of
view and prove with a strong adversary, the security of a designed scheme, in a given mo-
del and using reductions to hard problems. Our approach is a little bit different. We deal
with a steganalysis of a given steganography scheme and we want to study the insecurity
of the scheme in a model that fits the best the real-life attacker. As the real-life adversary
is very weak, it is never taken into account in the design of security models. This implies
that effective steganalysis and more precisely those presented in chapters 7 and 8 point
out some bounds on the insecurity if the analysed scheme in the proposed models but also
in stronger ones. First, using models proposed by C. Cachin [39], S. Katzenbeisser and
F. Petitcolas [115] and N. Hopper [99], we formalize the concepts of discrimination attacks,
classifier and discriminant steganalysis ; then we summarize the last one as a statistical dis-
crimination problem. The discrimination attacks formalize the features extraction. Then,
we recall the classical indistinguishability-based security models and weaken them to be
closer to the real-life adversary. We propose two new models of security, IND-SSA and
IND-USA and link them to the hierarchy of classical ones. The IND-SSA stands for an
Specific Steganalysis Adversary model and the IND-USA for the Universal Steganalysis
Adversary model. Finally, we lower bound the insecurity using the probabilities of false
positive and false negative rates of effective steganalysis and show how this bound also
holds for classical models. In conclusion, we discuss about the need to have a commun
methodology to evaluate the security of a given steganography algorithm or to compare
the performances of steganalysis alltogether. Finally, we connect our models to classical
ones and deduce that a steganographic scheme which is not secure in our models are also
not secure in the classical ones. A recent work of A.D. Ker [119] go in the same direction.
He proposes a common methodology to reduce the gap between theoretical and practical
models. We also detail in section 6.3 the Fisher analysis for classification which is the base
of the linear classifiers that we conceive for our attacks. The results of this chapter will be
presented at the 10th international workshop on Information Hiding (IH’08) [11].
The last chapters of this thesis are dedicated to practical steganalysis. We first present
an attack againstMulti Bit Plane Image Steganography (MBPIS) proposed by B.C. Nguyen
et al. at IWDW’06 (International Workshop on Digital Watermarking) [147]. Two effects
are expected by using MBPIS ; first to avoid the human visual analysis and then the non-
random changes of pixels values. One of its most important properties consists in locating
the non-noisy areas of bit planes also called flat areas. In smooth regions of the cover image,
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pixels have similar values. The embedding process may add noise to non-noisy areas and
therefore some steganalysis may succeed. Hence the flat areas are isolated and are not
modified during the embedding process. Another feature of the designed algorithm is to
embed data into the Canonical Gray Coding (CGC). The authors claim that their data
hiding method is secure against classical steganalysis like RS analysis [77], χ2 attacks [204]
and Pairs Analysis [59, 134]. But the immunity of MPBIS against some other steganalysis
techniques [137, 118] has not been tested so far. A similar approach has been developed
by Agaian, Rodriguez and Perez [3]. The main common characteristics to such techniques
are to embed information in multi bit planes, to change the initial coding domain and
to take advantage of non-informative areas of the image. This algorithm is detailed in
section 5.1.2. The discrimination function of the RS analysis is more sensitive to embed-
ding in smooth areas, since changing the value of a pixel in such an area increases the
discontinuity of values inside a group of pixels. That is why non-flat areas have very small
impact on RS analysis compared to the flat ones. Since MBPIS does not embed data into
flat areas, the distortions introduced can not be detected with RS analysis if we consider
all the areas. So, we adapt the RS analysis by also excluding flat areas and define a RS
window which fits the sliding window used by MBPIS and the discriminating function
associated with. In this way, we have take advantage of the counter-measures introduced
by the authors to protect MBPIS against RS analysis. Unfortunately, we are not able to
estimate the embedding rate as in the classical RS analysis. Actually, the capacity of an
uncompressed image according to MBPIS is message dependent as some of the flat areas of
a given the bit plane become flat after embedding in higher bit planes. So, it is impossible
to compute the coefficients needed for the quadratic interpolation and then, the length
estimation. Nevertheless, we also design a classifier based on the classical RS analysis and
show that is much less accurate than the classifier based on the adapted RS analysis. One
main conclusion we can draw regarding the presented analysis is the following one. We
suggest that making steganographic algorithm robust against a steganalysis by avoiding
to embed into parts of the image which are significant for the considered analysis is abso-
lutely not secure. In the same way, one strategy which can be performed by the analyser
is to focus only on areas effectively used by the steganographic algorithm and then adapt
classical analysis without taking into account the avoided parts. The results of that work
will be presented at the International Workshop on Digital Watermarking (IWDW’07) [18].
We also get interested in steganography dedicated to JPEG format. We propose in the
last chapter a novel approach in steganalysis for such a format. We first notice that it is
difficult to maintain in the same time the statistics in the spatial domain, in the frequency
domain and in the compressed frequency domain (DFC). Then, we propose to point out
statistical deviations in the DFC since the designers only try to keep the statistics in
the spatial domain or the frequency domain unchanged. This approach seems counter-
intuitive as the DFC is composed of DCT and AC coefficients coded by a Run Lenght
Encoding (RLE) and compressed by Huffman. In a first approximation this binary stream
is close to random. Nevertheless, standard JPEG implementation has two factors where
a bias may be introduced. First, the JPEG norm proposes to use pre-calculated Huffman
tables. These tables are efficient in average and allow to gain the complexity related to
their computation and some space in the header. The use of such tables makes Huffman
compression under-optimal in that context. Moreover, the coefficient V of the RLE is not
compressed and his Hamming weight is not random at all as we explain it in this thesis.
So, the binary stream has a binary entropy deviation that we exploit. In the same time, we
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show that the avalanche criteria [68] of lossless compression step is close to 0.5, i.e. only
few changes on the input bits of such functions imply a flip of half the bits of the outputs.
Using the deviation and this property, we design an universal and a specific steganalysis
schemes against Outguess, F5 and JPHide and JPSeek. For the universal scheme, we cut
the binary stream into blocks and we evaluate the distribution of their Hamming weight
within the stream. We also introduce as feature the Kulbak-Liebler distance between this
distribution and a reference one. For the specific steganalysis, we randomly embed several
times the image to be analysed and measure the variation of average number of 0 in the
stream. Exploring the compressed frequency domain completes the traditional detection
schemes and reveals a new class of good functions for steganalysis. These functions are
required to be bijective and have an avalanche criterion close to 0.5. So, whatever the
number of changes on the inputs may be, the number of changes on the outputs is always
the same. Under this hypothesis, designing steganography classifiers which the accuracies
do not depend in practice on the payload may be possible. If the function is well cho-
sen, it could reveal and even magnify statistical deviations which are not visible in its
input domain. Looking for such functions appears to be promising. Such functions are not
only a theoretical view ; one of them, defined by the RLE and Huffman compression, has
been evaluated. The avalanche criterion of the JPEG lossless compression step makes this
deviation quasi-independent of the embedding rate and so, makes possible the design of
steganographic detectors which the efficiencies do not depend on the payload. We design
such classifiers with very high and constant detection rates. The experimental results show
that our steganalysis schemes are able to efficiently detect the use of new algorithms which
are not used during the training step, even if the embedding rate is very low (≈ 10−6).
The result of that work has been published at Conference on Cryptography, Coding and
Information Security (CCIS’06) [15], at International Workshop on Digital Watermarking
(IWDW’06) and in the Journal of Multimedia [17].
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Introduction
« Internet est le produit d’une combinaison
unique de strate´gie militaire, de coope´ration
scientifique et d’innovation contestataire. »
Manuel Castells (La socie´te´ en re´seau)
L ’AVE`NEMENT de l’e`re du « tout nume´rique » a radicalement transforme´ nos modesde communication et a ainsi re´duit l’espace-temps de la diffusion d’information a`
sa plus simple expression. Par le passe´, la diffusion d’information e´tait majoritairement
unidirectionnelle et sa dure´e de vie e´tait de l’ordre du mois, voire de l’anne´e ; aujourd’hui,
elle se diffuse largement et instantane´ment. Hier, restreintes a` une e´lite, les Technologies
de l’Information de la Communication (TIC), sont maintenant accessibles au plus grand
nombre et communiquer avec n’importe qui, n’importe ou`, et de manie`re instantane´e fait
partie inte´grante du mode de vie de l’homme moderne, ce, de fac¸on quasi-inde´pendante du
contexte culturel. Un des grands challenges de ces technologies est alors de concevoir des
mesures de protection de l’information adapte´es a` ce nouvel environnement. Des protec-
tions tout d’abord pour compenser l’erreur introduite par les canaux de plus en plus varie´s
mais aussi des protections contre l’indiscre´tion d’un tiers. Pour ce faire, elles inte`grent no-
tamment dans la chaˆıne de communication des me´canismes assurant la confidentialite´ des
donne´es transmises, tels la cryptographie, mais aussi des me´canismes de correction des
erreurs, tels le codage de canal. Un des de´fis majeurs qu’il reste encore aujourd’hui a` rele-
ver est la garantie du respect de la vie prive´e des utilisateurs finaux, face a` des personnes
indiscre`tes dont les motivations peuvent eˆtre nombreuses : commerciales, professionnelles,
personnelles ou meˆmes ille´gales. Afin de juger la se´curite´ mise en place dans les syste`mes
de communication, deux strate´gies peuvent eˆtre adopte´es. La premie`re consiste a` prendre
la place de l’attaquant et de confronter ces syste`mes a` l’e´tat de l’art des attaques aussi bien
pratiques que the´oriques ; la seconde, a` prouver formellement la se´curite´ dans des mode`les
donne´s. La cryptographie offre bien suˆr un cadre d’e´tude ide´al d’e´valuation de la se´curite´,
et les attaquants conside´re´s sont en ge´ne´ral tre`s forts. On peut alors s’interroger sur la
puissance re´elle de l’attaquant effectif. En effet, les me´canismes de protection s’inte`grent
au sein d’un syste`me qu’il faut attaquer e´tape par e´tape. Par exemple, l’obtention de
messages chiffre´s ne´cessite un certain nombre de traitements pre´liminaires plus ou moins
complexes, qui ne sont pas pris en compte dans les mode`les d’attaquants classiques. Dans
le cadre d’une interception sans connaissance a priori, l’adversaire doit notamment eˆtre
capable d’enlever toute redondance introduite par le codage correcteur d’erreurs.
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Fig. 2 – Sche´ma synthe´tique d’un syste`me de communication
L’objectif de cette the`se est de faire le lien entre l’adversaire the´orique traditionnelle-
ment utilise´ en cryptographie, e´voluant dans un monde ide´al et l’adversaire re´el. Celui-ci
essaie d’avoir acce`s de manie`re ille´gitime a` l’information e´change´e entre un e´metteur et un
re´cepteur via un syste`me de communication repre´sente´ sche´matiquement par la figure 2.
Pour ce faire, dans le contexte le plus de´favorable, sa connaissance du syste`me qu’il veut
e´couter est minimale. En faisant l’hypothe`se que cet attaquant est passif et posse`de des
capacite´s d’interception et de traitement du signal qui lui permettent de remonter aux
trames binaires code´es, cette the`se pre´sente des techniques dont l’objet est de retrouver, a`
partir de ces trames, le code correcteur d’erreurs, voire le codeur dans certains cas, initiale-
ment utilise´. Ces techniques sont une e´tape incontournable avant l’obtention d’un message
cryptanalysable. En effet, aucune cryptanalyse ne semble envisageable en pre´sence des bits
de redondances introduits par le codeur correcteur d’erreurs. La recherche des parame`tres
du codeur s’effectue avec la seule connaissance de la nature du code employe´ ; ces trai-
tements sont alors qualifie´s d’aveugles et le canal est appele´ canal non coope´ratif. Par
opposition, le canal est dit coope´ratif si les parame`tres du codeur sont connus ; c’est le cas
nominal d’une communication classique dans laquelle, a` la fois l’e´metteur et le re´cepteur
connaissent les parame`tres du codeur.
Paralle`lement a` l’emploi de la cryptographie pour prote´ger les communications, on voit
apparaˆıtre un usage grandissant de la ste´ganographie. Le message chiffre´ est alors dissi-
mule´ dans un support nume´rique anodin et c’est ce support qui est envoye´ sur le canal de
transmission. Alors que l’utilisation de moyens cryptographiques est encore controˆle´e, voire
interdite dans beaucoup de pays et les re´seaux parfois surveille´s, la ste´ganographie s’impose
comme un comple´ment pour communiquer plus librement mais surtout de manie`re fur-
tive. L’attaquant qui veut avoir acce`s a` l’information e´change´e de manie`re ille´gitime doit en
plus des traitements e´nonce´s pre´ce´demment, de´tecter quels sont les supports nume´riques
qui contiennent de l’information cache´e et en extraire ensuite le message chiffre´. Dans
cet esprit, le support nume´rique peut eˆtre conside´re´ comme un canal de transmission.
Par analogie, la dissimulation correspond a` la partie codage et e´mission de la chaˆıne de
communication classique et l’extraction correspond a` la re´ception et au de´codage. Dans
ce contexte, l’adversaire ne maˆıtrise ni les supports nume´riques qu’il intercepte, ni meˆme
les parame`tres utilise´s pendant la dissimulation ; le support nume´rique peut alors eˆtre vu
comme un canal non coope´ratif. L’attaquant doit alors eˆtre capable, en aveugle, d’ex-
traire le message chiffre´ avant meˆme de pouvoir envisager sa cryptanalyse. Bien que les
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me´canismes de ste´ganographie et de codage correcteur d’erreurs soient intrinse`quement
diffe´rents, du point de vue de l’attaquant, retrouver leurs parame`tres est une e´tape incon-
tournable pre´ce´dant la cryptanalyse. Dans cette the`se l’e´tude des canaux non coope´ratifs
est aborde´e sous ces deux angles ; celui de la reconstruction des codes correcteurs d’erreurs
et celui de la ste´ganalyse, ou analyse ste´ganographique.
Nous pre´sentons dans une premie`re partie, des techniques d’analyse du train binaire,
consistant a` retrouver en aveugle des parame`tres des codes correcteurs utilise´s. Les codes
e´tudie´s posse`dent une structure alge´brique forte qui s’exprime simplement dans le forma-
lisme alge´brique propose´ par G.D. Forney [87] et repris par R.J. McEliece [143]. Tout au
long de cette partie, nous nous sommes attache´s a` mettre en œuvre ce formalisme afin
de mettre en e´vidence une hie´rarchie sur les algorithmes de reconstruction propose´s. Plus
pre´cise´ment, nous nous inte´ressons tout d’abord a` la reconstruction des codes en blocs
line´aires et pre´sentons une analyse tre`s fine de l’algorithme de Sicot et Houcke [175]. Cet
algorithme prend en entre´e une trame de bits bruite´e par le canal et renvoie une estimation
du code dual associe´ au codeur utilise´. Il constitue alors la brique de base de nos tech-
niques de reconstruction. Nous traitons ensuite le cas de codes convolutifs dans la ligne´e
des travaux d’E´. Filiol [69, 70, 71] et mettons en e´vidence de nouvelles e´quations. Enfin,
en concevant un algorithme qui reconstruit un entrelaceur a` partir de ses entre´es et sorties
bruite´es, nous ge´ne´ralisons les techniques de reconstruction des chapitres pre´ce´dents a` la
reconstruction des turbo-codes. Dans ce cas favorable, nous montrons comment retrouver
un de´codeur e´quivalent.
Dans une seconde partie, nous pre´sentons des techniques pour de´tecter des images
fixes contenant de l’information cache´e. Nous nous appliquons tout d’abord, a` de´finir
pre´cise´ment l’attaquant re´el et proposons deux nouveaux mode`les de se´curite´ qui en
de´coulent. Nous de´taillons ensuite une ste´ganalyse efficace de l’algorithme de ste´ganographie
adapte´ aux images fixes non compresse´es, Multi Bit Plane Image Steganography, spe´cifie´
par B.C. Nguyen et al. a` IWDW’06 (International Workshop on Digital Watermarking)
[147]. Enfin, le JPEG e´tant l’un des formats d’e´change d’images les plus re´pandus, nous
nous sommes suis inte´resse´s a` la ste´ganographie de´die´e a` ce format. Nous avons de´veloppe´
une approche nouvelle qui consiste a` e´valuer une de´viation de l’entropie binaire dans le
domaine fre´quentiel compresse´. Cette approche a ensuite e´te´ de´cline´e en deux sche´mas de
ste´ganalyses. Le premier, qualifie´ d’universel, permet de de´tecter l’utilisation d’algorithmes
de ste´ganographie qui sont potentiellement inconnus. Le second, qualifie´ de spe´cifique, est
de´die´ a` la de´tection d’un algorithme donne´. Nous avons particularise´ ce dernier pour
de´tecter Outguess, F5 et JPHide and JPSeek, trois algorithmes de re´fe´rence.
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Introduction
« Soignez le commencement, pensez a` la fin,
la fin viendra sans fatigue. Si vous oubliez le
but, vous succomberez avant la fin. »
Chou King (Philosophe chinois)
CETTE partie est consacre´e a` l’e´tude des techniques de reconstruction d’algorithmesapplique´es aux codes correcteurs d’erreurs et plus particulie`rement aux codes en
blocs, codes convolutifs et turbo-codes. Une technique de reconstruction d’algorithme R
consiste a` retrouver un algorithme inconnu A, ou un algorithme A′ e´quivalent a` A, a`
partir de la connaissance e´ventuellement partielle de ses entre´e et/ou sorties. Dans le cas
d’algorithmes non randomise´s, A′ est e´quivalent a` A si et seulement si A et A′ renvoient
des sorties identiques pour des entre´es identiques. Cela revient a` conside´rer l’algorithme
A comme une boˆıte noire et a` observer certaines de ses entre´es et/ou sorties afin d’obtenir
de l’information sur A ou sur n’importe quel algorithme e´quivalent.
Canal
EmetteurSource Analogique / Numérique
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DémodulationDécodage de CanalDécodage de SourceNumérique / Analogique
Convertisseur
Bruit
Codage de Source Codage de Canal Modulation
RécepteurDestinataire
Fig. 3 – Chaˆıne de communication simplifie´e
Dans le cadre de cette e´tude, nous nous inte´ressons a` une chaˆıne de communication
classique comme de´crite par la figure 3, et plus particulie`rement a` la partie codage de
canal. A est donc un algorithme de codage correcteur d’erreurs qui prend en entre´e des
trains binaires ge´ne´re´s par une source ale´atoire sans me´moire selon un processus de Markov
d’ordre 0 et renvoie un ensemble T de trains de bits dont certains ve´rifient une e´quation
donne´e. En ge´ne´ral, le message est compresse´ et e´ventuellement chiffre´ avant le codage de
canal, ce qui justifie pleinement la mode´lisation du message par un processus de Markov
d’ordre 0. Chaque e´le´ment ti de T est module´, e´mis sur le canal et de´module´ pour donner
t˜i a` l’entre´e du de´codeur de canal. t˜i correspond au train binaire auquel l’e´metteur, le canal
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et le re´cepteur ont ajoute´ du bruit, i.e. t˜i = ti + ei ou` ei est un vecteur d’erreur ajoute´
par la chaˆıne de communication. Seuls, dans cette e´tude, sont e´tudie´s les canaux addi-
tifs, c’est-a`-dire pour lesquels le bruit est ajoute´ ; les canaux a` effacement, pour lesquels
certains bits disparaissent lors de la traverse´e du canal, sont hors contexte. Nous nous
plac¸ons du point de vue d’un observateur qui e´coute le canal et qui est capable de simuler
la re´ception, la de´modulation et e´ventuellement tous les traitements en amont du de´codeur
de canal. Cet observateur a donc acce`s a` T˜ = {t˜i} et son objectif est de retrouver A (ou
un algorithme e´quivalent), qu’il ne connaˆıt pas, afin de construire un de´codeur de canal
e´quivalent a` celui de la chaˆıne de communication. Malheureusement, dans certains cas, des
limitations the´oriques ne permettent que de retrouver le code et ses parame`tres et redent
la de´termination du codeur e´quivalente au proble`me de de´codage d’un code ale´atoire, dont
on sait que c’est un proble`me NP-complet [29]. Il nous faut maintenant de´finir pre´cise´ment
les deux contextes distincts dans lesquels l’observateur peut s’inscrire.
Le contexte coope´ratif, est le contexte le plus favorable. L’observateur connaˆıt toute la
chaˆıne de communication excepte´s la source, le codeur et le de´codeur de canal. Suivant les
sche´mas e´tudie´s, l’observateur peut aussi avoir acce`s a` quelques parame`tres du codeur et
e´ventuellement a` certaines de ses entre´es. Les applications des techniques de reconstruction
dans ce contexte sont nombreuses et sont utilise´es le plus souvent dans le cadre de canaux
qui varient beaucoup au cours du temps et ou` la bande passante est faible. L’e´metteur et
le re´cepteur doivent alors faire e´voluer dynamiquement les parame`tres du codeur de canal
afin qu’il soit a` chaque instant le plus adapte´ au canal de transmission. L’e´metteur change
les parame`tres du codeur et laisse le soin au re´cepteur de les « deviner » graˆce a` une
technique de reconstruction [12, 13].
Le contexte non-coope´ratif est beaucoup plus contraignant. L’observateur ne connaˆıt
rien de la chaˆıne de transmission ; il doit d’abord intercepter la transmission sur le canal
et reconstruire tous les algorithmes de traitement en aval du codeur de canal. Dans ce
contexte, l’observateur mode´lise ge´ne´ralement un attaquant qui essaie d’avoir acce`s a` de
l’information e´change´e sur un canal de communication pour lequel il n’est pas un utilisa-
teur le´gitime.
Dans le cadre de cette e´tude nous prennons la place de l’observateur qui essaie de « re-
monter » la chaˆıne de communication en aveugle, i.e. dans un canal non coope´ratif. Nous
supposons que notre observateur dispose des mate´riels d’interception et de traitement de
signal qui lui permettent de de´moduler le signal intercepte´. Il a alors acce`s au train de
bits e´ventuellement bruite´. Sous ces hypothe`ses, les parties modulation, e´metteur, canal,
re´cepteur et de´modulation de la figure 3 page pre´ce´dente peuvent eˆtre conside´re´es, de son
point de vue, comme un canal binaire. Dans le cas ou` l’observateur essaie de retrouver
les parame`tres des codeurs implante´s dans un e´quipement qu’il posse`de, la canal sera
conside´re´ sans erreur et l’e´quipement stimule´ en boˆıte noire. Dans le cas d’une intercep-
tion, l’observation se fait sur un canal bruite´. Le bruit introduit de´pend du canal et de la
modulation utilise´e ; il convient donc, avant toute e´tude de mode´liser ce canal et surtout
le bruit introduit dans les se´quences binaires observe´es. Dans les deux cas, la chaˆıne de
communication, du point de vue de notre observateur et sous les hypothe`ses pre´ce´dentes,
peut se re´sumer a` la figure 4 page suivante. Diffe´rents types de canaux doivent eˆtre en-
visage´s pour mode´liser l’ensemble des canaux physiques de transmission. Pour e´valuer
les algorithmes que nous avons de´veloppe´s, nous nous sommes inte´resse´s aux canaux les
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Fig. 4 – Chaˆıne de communication du point de vue de l’observateur
plus classiques, c’est-a`-dire au canal binaire syme´trique (CBS), au canal additif gaussien,
au canal a` e´vanouissement et enfin au canal de type burst afin de couvrir le plus grand
e´ventail de canaux re´els. Le bruit ajoute´ par le canal de transmission est repre´sente´ dans
le cas d’un canal binaire par un vecteur binaire d’erreur e = (ei). Si nous notons (yi) les
bits en sortie du codeur de canal (cf. Fig. 4), (y˜i) les bits (yi) en sortie du canal binaire et
intercepte´s par l’observateur, nous avons alors la relation
y˜i = yi ⊕ ei ∀i,
ou` ⊕ est le ou-exclusif. Le cas le plus simple est celui du canal binaire syme´trique. Les ei
sont des variables ale´atoires inde´pendantes qui suivent chacunes, une distribution uniforme
de parame`tre p, i.e.
Pr(ei = 1) = p et Pr(ei = 0) = q = 1− p.
Le taux d’erreur binaire (TEB) ε est donc constant et e´gal a` p. Le canal additif gaussien,
quant a` lui, ajoute au signal e´mis un signal d’amplitude B, variable ale´atoire suivant une
distribution gaussienne de parame`tres 0 et N02 ou`N0 est la densite´ spectrale monolate´rale de
puissance du bruit , donne´e physique du canal. Graˆce a` des calculs classiques en traitement
du signal [8], le canal binaire de la figure 4 se rame`ne a` un canal binaire syme´trique
dont le taux d’erreur binaire ε de´pend du canal et du type de modulation utilise´e. De
meˆme, le canal a` e´vanouissement ajoute au signal e´mis un signal d’amplitude B, variable
ale´atoire suivant une distribution de Rayleigh-Rice de parame`tres 0 et N02 et se rame`ne a`
un canal binaire syme´trique dont le taux d’erreur binaire ε de´pend du canal et du type de
modulation utilise´e. Les canaux e´tudie´s jusqu’ici pre´sentaient un TEB constant au cours
du temps. Pour certains canaux (canal satellite par exemple), cette hypothe`se ne tient pas
et l’on est oblige´ de conside´rer un mode`le un peu plus fin pour repre´senter des erreurs qui
arrivent par paquets, ou salves. La variation au cours du temps de ε peut eˆtre approxime´e
par un processus de Markov d’ordre 1. Ces canaux appele´s « de type burst » , peuvent eˆtre
repre´sente´s par un automate fini a` deux e´tats comme illustre´ sur la figure 5 page suivante.
Ce mode`le est appele´ mode`le de Gilbert-Elliot [91].
L’automate de Gilbert-Elliot (G-E) est un automate fini a` deux e´tats, l’e´tat « Good » cor-
respond a` des plages sans erreur et l’e´tat « Bad » correspond a` des plages avec erreurs. Les
probabilite´s de transitions Pr(B|G) et Pr(G|B) sont respectivement b et g. Dans l’e´tat B
la probabilite´ d’erreur est Pb et dans l’e´tat G, Pg. Le TEB moyen est donne´ par la formule
ε =
1
g + b
[bPb + gPg] .
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Fig. 5 – Diagramme d’e´tat-transition du mode`le de Gilbert-Elliot
De plus, le processus peut-eˆtre rendu stationnaire en prenant comme probabilite´s initiales
Pr(G) = g
b+ g
, Pr(B) = b
b+ g
.
Il est aussi utile d’introduire le coefficient µ de´fini par µ = 1− g − b. µ prend des valeurs
comprises entre -1 et 1 et sert a` mesurer l’intensite´ de la me´moire du canal. Si µ est proche
de 1, le canal tend a` ge´ne´rer de longues salves d’erreurs. La valeur -1, un peu moins re´aliste,
correspond a` une alternance rapide entre les e´tats. En ge´ne´ral, plus g (resp. b) est faible,
plus les salves d’erreurs (resp. plages sans erreur) sont longues. Traditionnellement, Pg est
choisi beaucoup plus petit que Pb. D’autre part, en fixant les bons parame`tres de G-E,
on obtient une tre`s bonne approximation du canal de Rayleigh. Les parame`tres de G-E a`
choisir pour simuler plusieurs types de canaux de Rayleigh sont indique´s dans [182]. Le ta-
bleau 1 donne des valeurs possibles des parame`tres a` choisir pour un TEB fixe´. De plus, en
TEB moyen parame`tres
(g, b, Pg, Pb)
0.1 (0.017,0.003,0.03,0.5)
0.2 (0.014,0.06,0.071,0.5)
0.3 (0.014,0.06,0.214,0.5)
0.4 (0.014,0.06,0.357,0.5)
0.42 (0.014,0.06,0.386,0.5)
0.44 (0.014,0.06,0.414,0.5)
0.46 (0.014,0.06,0.443,0.5)
0.49 (0.014,0.06,0.486,0.5)
Tab. 1 – Parame`tres G-E pour un TEB donne´
choisissant g = b = Pg = 0, Pb = ε, on retrouve la de´finition du canal binaire syme´trique
de TEB ε. Le mode`le de Gilbert-Elliot posse`de un pouvoir de description puissant et c’est
naturellement celui que nous avons adopte´ pour approximer les canaux binaires.
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De par leurs applications tre`s spe´cifiques, les techniques de reconstruction applique´es
a` une chaˆıne de communication dans un contexte non-coope´ratif, ne font pas l’objet d’une
litte´rature tre`s fournie. Ne´anmoins, G. Planquette est l’un des pre´curseurs de l’analyse du
train binaire [154]. Celui-ci montre comment de´tecter l’utilisation de codes en blocs, de
codes convolutifs et des brasseurs auto-synchronisants en utilisant deux types d’approches
distinctes. La premie`re consiste a` estimer des corre´lations sur des signaux de sortie, en
utilisant des tests statistiques et d’hypothe`ses. La seconde approche est plutoˆt de type
alge´brique et consiste a` de´tecter une variation de rang dans une matrice compose´e des
bits intercepte´s. Celle-ci est comple´te´e par une recherche de relations de parite´ de poids
faible a` l’aide des algorithmes de Leon [129] et Canteaut-Chabaud [42]. G. Planquette a
alors pose´ les bases de ces deux approches dont sont issus tous les re´sultats du domaine
de l’analyse du train binaire. Dans le meˆme esprit, A. Valembois [195, 196] a formalise´ les
proble`mes de de´tection et reconnaissance des codes line´aires en suivant les deux approches
pre´ce´demment de´finies. Ses re´sultats ont e´te´ re´cemment ame´liore´s par M. Cluzeau [50, 51]
en utilisant un algorithme de de´codage ite´ratif pour corriger des erreurs avant meˆme la
fin du processus de reconstruction. Paralle`lement, G. Burel et R. Gautier [37], pour un
canal sans bruit, ainsi que G. Sicot et S. Houcke [173, 174, 175], dans le cas ge´ne´ral, ont
obtenus des re´sultats similaires en tirant au maximum parti de la re´sistance au bruit de
l’algorithme de Gauss pour reconnaˆıtre des codes en blocs. D’autre part, B. Rice [162] et
E´. Filiol [69, 70, 71] se sont inte´resse´s plus particulie`rement a` la reconstruction des codes
convolutifs.
Dans cette e´tude, nous nous sommes tout d’abord attache´s a` ame´liorer les re´sultats
d’E´. Filiol puis a` les ge´ne´raliser aux turbo-codes. Dans un deuxie`me temps, nous avons re-
groupe´ sous un formalisme ge´ne´ral les algorithmes de reconstruction des codes convolutifs
et des codes en blocs. Ce formalisme s’appuie sur l’approche alge´brique qui permet no-
tamment de voir les codes en blocs comme des cas particuliers des codes convolutifs [143].
Nous rappellons tout d’abord les fondements de l’approche alge´brique des codes convo-
lutifs au chapitre 1. Nous formalisons ensuite le proble`me de reconstruction des codes en
blocs line´aires et analysons sous cet angle l’algorithme propose´ par G. Sicot et S. Houcke
dans le chapitre 2. Le formalisme ainsi introduit nous a permis d’aller plus loin dans l’au-
tomatisation du processus de reconstruction propose´ par E´. Filiol et ainsi d’en ame´liorer
significativement la complexite´. De plus, l’analyse de l’algorithme de G. Sicot et S. Houcke
a permis d’expliquer pourquoi les re´sultats expe´rimentaux observe´s par E´. Filiol e´taient
meilleurs que ceux attendus en the´orie. Cette ame´lioration est de´crite dans le chapitre
3. Enfin, au chapitre 4 nous ge´ne´ralisons ces algorithmes en une technique efficace pour
reconstruire les turbo-codes.
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Chapitre 1
Repre´sentation alge´brique des codes
convolutifs et line´aires
« N’admettez rien a priori si vous pouvez le
ve´rifier. »
Rudyard Kipling (Souvenir)
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LA the´orie des codes convolutifs a e´te´ introduite par P. Elias [64] en 1955. Sans algo-rithme effectif de de´codage, celle-ci est reste´e longtemps sans application pratique.
En 1959, les codes convolutifs sont remis au bout du jour par D.W. Hagelbarger [96] sous
le nom de codes re´currents. L’inte´reˆt naissant de la communaute´ pour ces codes a permis,
de`s 1961, aux premiers algorithmes de de´codage de voir le jour. Les performances de ce
nouveau type de code correcteur d’erreurs de´passent de loin celles des codes classiques,
notamment celles de codes en blocs. Les algorithmes de de´codage se´quentiel [207, 66, 108],
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de de´codage a` seuil [139] mais surtout l’algorithme de Viterbi [197, 151, 89] ont rendu
les codes convolutifs populaires et re´pandus. Ceux-ci sont particulie`rement adapte´s aux
communications spatiales ; ils occupent alors une place privile´gie´e dans la grande histoire
de l’aventure spatiale. En effet, la NASA adopte comme standard le code de´couvert par
J.P. Odenwalder [148] en 1970. Ce meˆme code est utilise´ par la navette Voyager pour
coder les photos de Jupiter, Saturne, Uranus et Neptune, au de´but des anne´es 80.
Ce chapitre, essentiellement issu de l’article de R.J. McEliece [143], pre´sente en de´tails
la the´orie de code convolutifs en utilisant l’approche alge´brique, ne´cessaire a` la compre´hen-
sion des algorithmes de reconstruction.
1.1 L’approche alge´brique
A` l’oppose´ des codes en blocs dont la the´orie est parfaitement comprise, les codes
convolutifs sont plus difficilement appre´hendables car la the´orie sous-jacente est beaucoup
plus complexe. La the´orie de G.D. Forney [87, 88, 90] fournie ne´anmoins des e´le´ments
de comparaison entre les codes convolutifs et les codes en blocs. L’approche adopte´e par
G. D. Forney est alge´brique et permet d’utiliser un formalisme commun entre ces deux
familles de codes correcteurs et de conside´rer ainsi les codes en blocs line´aires comme
des codes convolutifs particuliers. Si n est la dimension de l’espace des mots du code, k
la dimension de l’espace des mots d’information et m le degre´ du code alors l’e´tude des
(n, k)-codes en blocs line´aires aura tendance a` conside´rer n, k grands et m = 0 tandis que
l’e´tude des (n, k,m)-codes convolutifs conside´ra n, k fixe´s, petits et m grand.
1.1.1 Codeurs et codes convolutifs
Notons F le corps des symboles, utilise´ pour coder l’information ; nous prendrons
F = GF (2). Nous appellerons mot d’information, un vecteur de F k et mot de code, un
vecteur de Fn. Un (n, k,m)-codeur convolutif peut alors eˆtre vu comme une application φ
de (F k)∗ dans (Fn)∗, avec n > k, telle que φ associe a` une se´quence de mots d’information,
(x(i))i≥0 une se´quence de mots de code (y(i))i≥0, i.e.
φ : x(1), x(2), . . . ,−→ y(1), y(2), . . . ,
telle que le mot de code y(i) de´pende de x(i− 1), . . . , x(i−M), ou` M est appele´ me´moire
du codeur. Sous cet angle, un code en bloc peut eˆtre conside´re´ comme un code convolutif
de me´moire nulle. Le codeur convolutionnel posse`de alors une me´moire interne, qui peut
eˆtre repre´sente´e par un vecteur d’e´tat, s(i), de m coordonne´es a` valeurs dans F k. Le ie`me
mot de code y(i) est une fonction line´aire de x(i) et de s(i). Le codeur convolutif est alors
entie`rement de´fini par la donne´e des matrices1 a` coefficients dans GF (2),
A : m×m,
B : k ×m,
C : m× n,
D : k × n,
ve´rifiant la relation s(0) = 0 et ∀i ≥ 0,{
s(i+ 1) = s(i)A + x(i)B,
y(i) = s(i)C + x(i)D. (1.1)
1Nous utiliserons tout au long de ce chapitre la convention d’e´criture matricielle anglo-saxonne.
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L’entier m est appele´ degre´ du codeur convolutif. C’est aussi le nombre de registres utiles
pour garder en me´moire les mots d’information ne´cessaires au calcul du mot de code
courant. Nous retrouvons ainsi la de´finition d’un code en bloc lorsque m est e´gal a` 0 ; i.e.
un codeur convolutif de degre´ 0, ou sans me´moire2, est alors un codeur en blocs line´aire
de´fini par l’e´quation
y(i) = x(i)D.
De´finition 1.1 On appelle code convolutif associe´ au codeur convolutif (A,B, C,D), l’en-
semble de toutes les se´quences possibles produites par le codeur.
Exemple suivi 1.1
Nous prendrons pour la suite, en exemple guide, le (2, 3, 5)-codeur convolutif, C1,

y1(i) = x1(i) + x1(i− 1) + x2(i− 2) + x2(i− 3),
y2(i) = x1(i− 1) + x1(i− 2) + x2(i),
y3(i) = x1(i) + x1(i− 1) + x1(i− 2) + x2(i),
+ x2(i− 1) + x2(i− 2) + x2(i− 3).
(1.2)
Le codeur C1 transforme la se´quence de mots d’information ((x1(i), x2(i)))i≥0 en la
se´quence de mots de code ((y1(i), y2(i), y3(i)))i≥0, et son e´tat interne est une se´quence
de vecteurs d’e´tat
s(i) = (s1(i), s2(i), s3(i), s4(i), s5(i))i≥0
permettant de garder en me´moire les valeurs respectives de
x1(i− 1), x1(i− 2), x2(i− 1), x2(i− 2), x2(i− 3).
La de´finition de l’e´tat interne implique

s1(i+ 1) = x1(i),
s2(i+ 1) = x1(i− 1) = s1(i),
s3(i+ 1) = x2(i),
s4(i+ 1) = x2(i− 1) = s3(i),
s5(i+ 1) = x2(i− 2) = s4(i).
(1.3)
Les e´quations (1.2) et (1.3) peuvent eˆtre re´e´crites sous la forme d’un syste`me matriciel


s(i+ 1) = s(i)


0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

 + x(i)
[
1 0 0 0 0
0 0 1 0 0
]
,
y(i+ 1) = s(i)


1 1 1
0 1 1
0 0 1
1 0 1
1 0 1

 + x(i)
[
1 0 1
0 1 1
]
.
(1.4)
2Degre´ et me´moire sont des notions distinctes (cf. §1.2.1).
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1.1.2 Fonctions ge´ne´ratrices
Ce paragraphe introduit la notion de transformation en z a` partir de fonctions ge´ne´ra-
trices. Cette transformation permet d’associer a` une suite d’e´le´ments, une se´rie formelle ;
elle est le cœur de l’approche alge´brique des codes convolutifs.
De´finition 1.2 On appelle fonction ge´ne´ratrice, ou transformation en z, une application
qui, a` une suite (a(i))i≥0 d’e´le´ments de F , associe la se´rie formelle
A(Z) =
∑
i≥0
a(i)Zi.
L’ensemble des se´ries formelles a` coefficients sur F constitue un anneau commutatif, note´
F [[Z]].
Remarque 1.1 :
L’inde´termine´e en Z permet de repre´senter un de´calage d’indice entre les termes de la
suite (a(i))i≥0. Dans le cadre de notre e´tude, les e´le´ments de la suite sont e´mis « au cours
du temps » ; l’inde´termine´e sera alors note´e par convention D, pour « delay ». L’anneau
F [[D]] peut eˆtre prolonge´ en un corps F ((D)), corps des se´ries formelles de Laurent, de la
forme
A(D) =
∑
i≥−m
a(i)Di,
ou` m est un entier positif.
De´finition 1.3 On appelle valuation d’une se´rie de Laurent A(D), l’entier v(A(D)),
de´fini par
v(A(D)) = min{i|a(i) 6= 0}.
De´finition 1.4 On appelle poids d’une se´rie de Laurent A(D) le nombre de ses coefficients
non nuls, note´ w(A(D)).
Nous faisons re´fe´rence, par la suite, a` cinq cate´gories de se´ries particulie`res.
• Les se´ries de Laurent de la forme A(D) = a(0) + · · · + a(L)DL sont appele´es po-
lynoˆmes. L’ensemble des polynoˆmes est note´ F [D].
• Les se´ries de Laurent de la forme de la de´finition 1.2 sont dites causales. L’ensemble
des se´ries causales est note´ F [[D]].
• Chaque fonction rationnelle P (D)/Q(D), avec P (D), Q(D) polynoˆmes et Q(D) 6= 0,
posse`de un unique de´veloppement en se´rie de Laurent qui est appele´ se´rie de Laurent
rationnelle. L’ensemble des se´ries de Laurent rationnelles est note´ F (D).
• Une se´rie de Laurent causale et rationnelle est dite re´alisable.
• Les se´ries de Laurent de poids fini. Elles sont de la forme P (D)/DL, avec P (D)
polynoˆme et L entier positif.
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Remarque 1.2 :
Une se´rie de Laurent causale et de poids fini est un polynoˆme et toute se´rie de poids fini est
rationnelle. F (D) est appele´ le sous-corps rationnel de F ((D)). On peut montrer que c’est
le plus petit corps contenant F et D. Une se´rie de Laurent est re´alisable si et seulement
si elle est de la forme P (D)/Q(D), avec P (D), Q(D) polynoˆmes et Q(0) 6= 0.
La transformation en z se ge´ne´ralise, de fac¸on naturelle, aux matrices a` coefficients
dans F et aux F -espaces vectoriels de dimension finie en appliquant la transformation
pre´ce´demment de´finie aux coefficients des matrices et, respectivement, aux composantes
des vecteurs. Ainsi, la transforme´e en z de la se´quence x = (x(i))i≥0, ou` x(i) ∈ F k, sera
X(D) =
∑
i≥0
x(i)Di =

∑
i≥0
x1(i)D
i, . . . ,
∑
i≥0
xk(i)D
i

 .
En conside´rant que ∀i < 0, x(i), y(i), s(i) valent 0, nous pouvons multiplier chaque membre
de la relation (1.1) page 26, par Di et sommer sur i. Nous obtenons alors la transforme´e
en z du syste`me (1.1), {
S(D)D−1 = S(D)A + X(D)B,
Y (D) = S(D)C + X(D)D. (1.5)
Nous pouvons ainsi obtenir une expression simple de S(D) et Y (D) en fonction de X(D)
en re´solvant le syste`me (1.5) : {
S(D) = X(D)E(D),
Y (D) = X(D)G(D),
(1.6)
ou` les matrices E(D), de taille k×m et G(D), de taille k×n, sont donne´es par la formule
E(D) = B(D−1Im −A)−1, (1.7)
G(D) = D + E(D)C. (1.8)
ou` Im est la matrice identite´ m×m.
De´finition 1.5 Dans les conditions pre´ce´dentes, la matrice G est appele´e matrice ge´ne´ra-
trice du (n, k,m)-codeur convolutif.
Nous ferons l’hypothe`se, sans perte de ge´ne´ralite´, que la matrice G(D) est de rang k.
1.1.3 De´finition d’un code convolutif
L’ensemble des se´quences d’information possibles, F [[D]]k, peut eˆtre e´largi a` F ((D))k
si l’on conside`re que le codeur peut commencer a` coder a` partir de n’importe quel mo-
ment non restreint a` i = 0. Dans le meˆme esprit que celui de la de´finition 1.1 page 27,
un code convolutif peut eˆtre vu comme e´tant l’ensemble des fonctions ge´ne´ratrices, Y (D),
produites par le codeur, lorsque X(D) parcourt F ((D))k.
Par de´finition, les coefficients de G, sont rationnels, donc, d’apre`s la relation 1.8, un
(n, k)-code convolutif est un sous-espace de dimension k de F ((D))n, inclus dans F (D)n.
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Re´ciproquement, toute matriceG(D) de dimension k×n a` coefficients dans F (D) est F (D)-
e´quivalent a` une matrice G
′
(D) causale. De plus, on peut montrer qu’il existe (A,B, C,D)
(cf. [194]) qui re´alise G
′
(D). On peut donc en conclure que l’ensemble des (n, k)-codes
convolutifs et l’ensemble des sous-espaces de dimension k de F ((D))n et inclus dans F (D)n
sont e´gaux. Ceci permet de de´finir un code convolutif sous l’angle alge´brique par
De´finition 1.6 Un (n, k)-code convolutif est un sous-espace de dimension k de F ((D))n,
inclus dans F (D)n.
Remarque 1.3 :
Un code convolutif est entie`rement de´fini par la donne´e d’un espace vectoriel ; en revanche
plusieurs matrices ge´ne´ratrices permettent de ge´ne´rer le meˆme espace vectoriel et donc le
meˆme code. Le choix d’une matrice ge´ne´ratrice de´termine un codeur convolutif particulier.
En pratique, les mots de code sont de poids finis et les seules matrices qui correspondent
aux codeurs re´alisables sont celles dont les entre´es sont causales et rationnelles. Sans perte
de ge´ne´ralite´, nous pouvons adopter la de´finition suivante pour les codes convolutifs.
De´finition 1.7 Un (n, k)-code convolutif est un sous-espace de dimension k de F (D)n.
Exemple suivi 1.2
Reprenons l’exemple pre´ce´dent du (2, 3, 5)-codeur convolutif C1. Ce codeur est de´fini
de fac¸on unique par le quadruplet
(A,B, C,D) = (


0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

 ,
[
1 0 0 0 0
0 0 1 0 0
]
,


1 1 1
0 1 1
0 0 1
1 0 1
1 0 1

 ,
[
1 0 1
0 1 1
]
),
mis en e´vidence par le syste`me (1.4) page 27. Les relations (1.7) page pre´ce´dente et
(1.8) page pre´ce´dente, permettent d’obtenir les expressions de E(D) et G(D).
E(D) = B(D−1Im −A)−1 =
[
D D2 0 0 0
0 0 D D2 D3
]
,
G(D) = D + E(D)C =
[
1 +D D +D2 1 +D +D2
D2 +D3 1 1 +D +D2 +D3
]
.
La matrice G(D) de´finit de fac¸on unique le codeur C1 ; c’est une des matrices
ge´ne´ratrices qui engendrent le code convolutif, que nous noterons C. Le code C est en-
gendre´ par toutes les matrices ge´ne´ratrices F (D)-e´quivalentes a` G(D). Par exemple,
la matrice
G
′
(D) = G(D)/(1 +D) =
[
1 D 1+D+D
2
1+D
D2 11+D 1 +D
2
]
,
de´finit un codeur C2 qui engendre C. Le codeur C2 est de degre´ 5 mais de me´moire
infinie.
1.1 L’approche alge´brique 31
1.1.4 Codeurs convolutifs re´cursifs
Les codeurs convolutifs re´cursifs sont les codeurs qui posse`dent des registres avec
re´troaction. Ces registres avec re´troaction correspondent a` des coefficients rationnels dans
la matrice ge´ne´ratrice du codeur. Nous repre´sentons un registre par une case associe´e a`
l’ope´rateur delay D. Dans le cas ou` F = GF (2), le registre avec re´troaction simple de la
figure 1.1 permet d’e´crire les e´quations suivantes :
y(i) = s(i− 1),
s(i) = x(i) + y(i) = x(i) + s(i− 1).
Nous pouvons en de´duire facilement
Dx(i)
s(i)
y(i)
Fig. 1.1 – Registre avec re´troaction
y(i) = x(i− 1) + x(i− 2) + . . . ,
et en appliquant la transforme´e en z,
Y (D) = DX(D) +D2X(D) +D3X(D) + · · · = D
1 +D
X(D).
En choisissant un polynoˆme de re´troaction primitif, les codes re´cursifs ainsi obtenus
posse`dent de bonnes performances [21]. De plus, le taux d’erreur re´siduelle apre`s de´codage
pour un codeur re´cursif est plus petit que celui du codeur convolutif non re´cursif corres-
pondant pour un canal faiblement bruite´ [27, 31]. De par leur nature, les codeurs re´cursifs
ont une me´moire infinie et leur matrice ge´ne´ratrice posse`de au moins un coefficient non
polynomial.
Exemple suivi 1.3
Le codeur associe´ a` la matrice ge´ne´ratrice G
′
(D) = G(D)/(1 + D) =[
1 D 1+D+D
2
1+D
D2 11+D 1 +D
2
]
est re´cursif et se repre´sente physiquement par le circuit
de la figure 1.2 page suivante ou` • repre´sente le ou exclusif. Pour s’en convaincre,
nume´rotons les fils de 1 a` 6 de haut en bas et de a a` c de gauche a` droite. La corres-
pondance est la suivante :
1. X1(D) 4. X2(D)
2. DX1(D) 5. D
2X2(D)
3. D1+DX1(D) 6.
D
1+DX2(D)
Pour chaque fil de a a` c, on ne compte que les fils horizontaux marque´s par •.
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Nous obtenons
a. X1(D) +D
2X2(D),
b. DX1(D) +X2(D) +
D
1+DX2(D)
= DX1(D) +
1
1+DX2(d),
c. X1(D) +DX1(D) +
D
1+DX1(D) +X2(D) +D
2X2(D)
= 1+D+D
2
1+D X1(D) + (1 +D
2)X2(D).
Nous retrouvons bien notre matrice G
′
(D).
y1(2)
y1(1)
y1(0)
y2(1)
y2(2)
y2(0)
y3(2)
y3(1)
y3(0)
x1(2)x1(1)x1(0)
x2(2)x2(1)x2(0)
Fig. 1.2 – Repre´sentation physique du codeur re´cursif de matrice ge´ne´ratrice G
′
1.2 Proprie´te´s de codeurs convolutifs
L’approche alge´brique fournit une the´orie puissante, base´e sur l’alge`bre des matrices
a` coefficients dans F (D). Elle va nous permettre, a` partir d’observations simples sur des
matrices ge´ne´ratrices de de´duire des proprie´te´s sur les codeurs convolutifs mais aussi sur
les codes qu’ils engendrent.
1.2.1 La notion de degre´
Nous avons de´fini pre´ce´demment la notion de degre´ pour un codeur convolutif comme
e´tant le nombre de coordonne´es a` valeur dans F k du vecteur d’e´tat interne, s. Dans le
cadre de l’e´tude alge´brique, nous nous inte´resserons aux codeurs posse´dant une Matrice
Ge´ne´ratrice Polynomiale (MGP), i.e. dont les coefficients sont des polynoˆmes.
Chaque code convolutif posse`de une MGP ; en effet, n’importe quelle matrice ge´ne´ratrice
du code dont on multiplie chaque ligne par le plus petit commun multiple (PPCM) des
de´nominateurs de ses coefficients, est une MGP.
De´finition 1.8 Soit X(D), un vecteur de F [D]L, L entier positif. On appelle degre´ de
X(D), l’entier degX(D) de´fini par
degX(D) = max
i=1...L
{degXi(D)}.
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De meˆme, nous noterons Gi(D) la i
e`me ligne de G(D). La de´finition pre´ce´dente se ge´ne´ralise
aux MGP de k lignes de fac¸on naturelle en prenant
degG(D) = max
i=1...k
{degGi(D)}.
Le degre´ d’une MGP est aussi appele´ me´moire du codeur.
De´finition 1.9 Soit une matrice de dimension k× n. On appelle mineurs d’ordre i, avec
i ≤ min(k, n), les de´terminants de ses sous-matrices carre´es de taille i× i.
De´finition 1.10 Soit G(D) une MGP et ∆ = (∆i)i=1...n−k ou` les ∆i sont les
(
n
k
)
mineurs
d’ordre k de G(D). On appelle degre´ interne, l’entier positif note´ intdeg G(D), de´fini par
intdeg G(D) = max
i=1...n−k
{deg∆i}.
De´finition 1.11 Soit G(D) une MGP, on appelle degre´ externe, l’entier positif note´
extdeg G(D), de´fini par
extdeg G(D) =
k∑
i=1
deg Gi(D).
Des conside´rations sur les degre´s interne et externe d’une MGP mettent en e´vidence des
proprie´te´s inte´ressantes pour les codeurs. Nous pouvons finalement de´finir le degre´ d’un
code convolutif.
De´finition 1.12 On appelle degre´ du code convolutif C, note´ deg C, le degre´ externe
minimal obtenu sur l’ensemble des MGP qui l’engendrent. Le degre´ de C est aussi appele´
longueur de contrainte de C.
1.2.2 Matrices ge´ne´ratrices
Nous mettons en e´vidence dans ce paragraphe diffe´rentes cate´gories de MGP qui
posse`dent des proprie´te´s tre`s fortes. Ces proprie´te´s expliquent la pre´fe´rence accorde´e pour
l’imple´mentation de certains codeurs.
De´finition 1.13 Une MGP, G(D), est dite syste´matique si et seulement si elle est de la
forme
G(D) =
[
Ik|G′(D)
]
,
ou` h est la matrice identite´ d’ordre k et G
′
(D) une MGP de dimension k × (n − k). Le
codeur associe´ est appele´ codeur syste´matique.
De´finition 1.14 Une MGP, G(D), de taille k×n est dite basique si et seulement si pour
toute MGP de la forme T (D)G(D) ou` T (D) est non singulie`re de dimension k × k et a`
coefficients dans F (D), la relation suivante est ve´rifie´e.
intdegG(D) ≤ intdeg T (D)G(D).
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Remarque 1.4 :
Nous rapellons qu’une matrice unimodulaire est une matrice carre´e a` coefficients dans
F (D) et de de´terminant appartenant a` F ∗.
De´finition 1.15 Une MGP, G(D), de taille k×n est dite re´duite si et seulement si pour
toute MGP de la forme T (D)G(D) ou` T (D) est unimodulaire, la relation suivante est
ve´rifie´e.
extdegG(D) ≤ extdeg T (D)G(D).
De´finition 1.16 Dans l’ensemble des MGP qui engendrent un meˆme code C, celles qui
sont de degre´ externe minimal sont appele´es matrices ge´ne´ratrices canoniques de C. Une
matrice canonique G(D) ve´rifie donc
extdegG(D) = deg C,
d’apre`s la de´finition 1.12.
Remarque 1.5 :
Une matrice canonique d’un code convolutif n’est pas unique. Pour s’en convaincre, conside´-
rons une matrice canonique G0(D) d’un code convolutif C. Alors toute matrice G(D), ob-
tenue par permutation des lignes de G0(D), engendre C et extdegG(D) = extdegG0(D) est
donc minimal. Pour un (n, k)-code convolutif C, il existe au moins (k!) matrices ge´ne´ratrices
canoniques engendrant C.
De´finition 1.17 Soit G(D), une MGP. On appelle indices de Forney, l’ensemble, note´
{e1, . . . , ek} des degre´s des lignes de G(D).
{e1, . . . , ek} = {deg G1(D), . . . ,deg Gk(D)}.
On peut montrer assez facilement que les indices de Forney sont invariants pour l’ensemble
des MGP canoniques engendrant le meˆme code convolutif [143]. Il en est de meˆme pour∑k
i=1 ei = m, le degre´ externe de G(D) et maxi{ei} = degG(D), la me´moire du codeur.
De plus, nous avons la proprie´te´ suivante.
Proposition 1.1 Soit G(D) une MGP canonique de degre´ m engendrant un (n, k)-code
convolutif C alors
deg C = m.
Remarque 1.6 :
A` partir de maintenant, nous notons m le degre´ du code et nous parlons de (n, k,m)-code
convolutif. La notation classique dans la litte´rature engendre souvent une confusion avec
m le degre´ d’un codeur convolutif qui de´signe en fait le nombre de registres pour garder
en me´moire l’information ne´cessaire au calcul des mots de code.
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Exemple suivi 1.4
Le codeur C1 de notre exemple guide est repre´sente´ par une MGP, G(D) =[
1+D D+D2 1+D+D2
D2+D3 1 1+D+D2+D3
]
.
Nous en de´duisons aise´ment
deg G(D) = 3,
intdeg G(D) = max{deg (1 +D2 +D5), deg (1 +D2 +D4 +D5)
deg (1 +D +D3 +D5)},
= 5,
extdeg G(D) = 2 + 3 = 5,
Indices de Forney = (2, 3),
deg C = 2 + 3 = 5.
Nous avons deg C = m, mais a` ce stade, la proposition 1.1 page ci-contre ne nous
permet pas de conclure que G(D) est canonique. Cette condition est en effet ne´cessaire
mais pas suffisante.
De´finition 1.18 [178] Soient G(D) une MGP de taille k × n avec k < n et Λi le PGCD
des mineurs d’ordre i de G(D). Par convention, on posera Λ0 = 1. Soit γi =
(
Λi
Λi−1
)
. Les
γi pour i de 1 a` k sont appele´s facteurs invariants des G(D).
Nous pre´sentons maintenant des the´ore`mes qui permettent de reconnaˆıtre et de caracte´riser
des MGP basiques, re´duites et canoniques. Des de´monstrations claires peuvent eˆtre trouve´es
dans [143]. Pour faciliter la compre´hension, nous rappelons tout d’abord que toute ma-
trice H(D) de taille n×k, a` coefficients dans F (D), ve´rifiant G(D)H(D) = Ik, est appele´e
inverse a` droite de G(D).
The´ore`me 1.1 Une MGP, G(D), de taille k × n est basique si et seulement si une des
conditions suivantes est ve´rifie´e.
1. Les facteurs invariants de G(D) valent 1.
2. Le PGCD des mineurs d’ordre k de G(D) vaut 1.
3. G(a) est de rang k pour tout a dans la cloˆture alge´brique de F .
4. G(D) posse`de un inverse a` droite a` coefficients dans F [D].
5. Si y(D) = x(D)G(D) avec y(D) ∈ F [D]n, alors x(D) ∈ F [D]k (« une sortie poly-
nomiale implique une entre´e polynomiale » ).
6. G(D) est une sous-matrice d’une matrice unimodulaire.
The´ore`me 1.2 Une MGP, G(D), de taille k × n est re´duite si et seulement si une des
conditions suivantes est ve´rifie´e.
1. Si l’on de´finit la matrice indicatrice de plus haut degre´ de chaque ligne, G, par Gij
comme e´tant le coefficient de Dei de Gij(D) ou` ei = degGi(D). Alors G est de rang
k.
2. extdegG(D) = intdegG(D).
3. ∀X(D) ∈ F [D]k
deg X(D)G(D) = max
1≤i≤k
(deg Xi(D) + deg Gi(D)).
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The´ore`me 1.3 Une MGP, G(D), est canonique si et seulement si elle est a` la fois basique
et re´duite.
Remarque 1.7 :
Une fac¸on efficace de calculer le PGCD des mineurs d’ordre k d’une MGP, G(D), est de
calculer les facteurs invariants de G(D) par l’algorithme de Smith [143, annexe B], [178,
§12.2].
Exemple suivi 1.5
Reprenons la matrice G(D) de notre exemple guide. G(D) =[
1+D D+D2 1+D+D2
D2+D3 1 1+D+D2+D3
]
. Ses mineurs d’ordre k = 2 sont {1 + D2 + D5, 1 +
D2 + D4 + D5, 1 + D + D3 + D5} et leur PGCD vaut 1. D’autre part,
intdeg G(D) = extdeg G(D) = 5. Nous pouvons en conclure que G(D) posse`de
les proprie´te´s suivantes.
• G(D) est basique.
• G(D) est re´duite.
• G(D) est donc canonique.
• Ceci justifie deg C = extdegG(D) = 5.
1.2.3 Matrices catastrophiques
Parmi l’ensemble des MGP, seul un certain nombre permet de corriger des erreurs ;
d’autres, les MGP catastrophiques propagent l’erreur a` l’infini au moment du de´codage.
Ces matrices sont donc a` proscrire pour des re´alisations physiques de codeurs convolutifs.
Soient C un (n, k,m)-code convolutif engendre´ par une MGP G(D), X(D) un mot
d’information et Y (D) = X(D)G(D) le mot de code associe´. Ce mot de code va eˆtre module´
et transmis sur un canal bruite´, puis de´module´. Dans un deuxie`me temps, l’algorithme de
de´codage va estimer le mot de code le plus pre`s du signal de´module´, Y˜ (D). Enfin, dans un
troisie`me temps, on va de´coder le mot de code estime´ et retrouver un mot d’information
estime´ X˜(D). L’objectif e´tant, lors du de´codage, de retrouver un mot d’information estime´
le plus proche du mot d’information initial. Le de´codage s’effectue par la relation
X˜(D) = Y˜ (D)K(D), (1.9)
ou` K(D) est l’inverse a` droite de G(D)3. Notons Ec(D) l’erreur sur le mot de code et
Ei(D) l’erreur sur le mot d’information. Par de´finition
Ec(D) = Y˜ (D)− Y (D),
Ei(D) = X˜(D)−X(D).
D’apre`s la relation (1.9), nous obtenons
Ei(D) = Ec(D)K(D). (1.10)
3La matrice K(D) existe et est de´finie de manie`re unique car nous avons fait l’hypothe`se au paragraphe
1.1.2 que G(D) est de rang k.
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Un de´codage est dit catastrophique si pour une erreur de poids fini sur le mot de code,
on obtient une erreur de poids infini sur le mot d’information. La relation (1.10) page ci-
contre peut s’e´crire Ec(D) = Ei(D)G(D). Un de´codage est donc catastrophique s’il existe
un mot d’information de poids infini code´ en un mot de poids de poids fini. Ceci nous
ame`ne naturellement a` la de´finition d’une matrice catastrophique.
De´finition 1.19 Une matrice ge´ne´ratrice G(D), de taille k × n, est dite catastrophique
s’il existe un vecteur X(D) de F (D)k, de poids infini, tel que
Y (D) = X(D)G(D)
soit de poids fini.
En 1968, J.L. Massey et M.K. Sain [141] de´montrent le the´ore`me suivant qui permet de
tester si une matrice ge´ne´ratrice est catastrophique ou non.
The´ore`me 1.4 Soit G(D), une MGP d’un (n, k,m)-code convolutif. G(D) est non catas-
trophique si l’une des conditions suivantes est ve´rifie´e.
1. Aucune entre´e X(D) de poids fini ne peut produire une sortie Y (D) de poids infini.
2. Le PGCD des mineurs d’ordre k de G(D) est une puissance de D.
3. G(D) posse`de un inverse a` droite dont les coefficients sont de poids fini.
Bien que ce the´ore`me ne s’applique qu’aux MGP, [143] cite un the´ore`me un peu plus
ge´ne´ral et adapte´ aux matrices ge´ne´ratrices dont les coefficients sont rationnels. Graˆce
a` ce the´ore`me et aux proprie´te´s des matrices ge´ne´ratrices e´nonce´es pre´ce´demment, on
montre assez facilement que
• les matrices ge´ne´ratrices basiques,
• les matrices ge´ne´ratrices syste´matiques,
ne sont pas catastrophiques.
Exemple suivi 1.6
La matrice G(D) =
»
1 +D D +D2 1 +D +D2
D
2 +D3 1 1 +D +D2 +D3
–
est basique
donc non catastrophique. En revanche, la matrice G
′
(D) = (1 +
D)G(D) =
»
1 +D2 D +D3 1 +D3
D
2 +D4 1 +D 1 +D4
–
engendre le meˆme code convolutif C
mais est catastrophique. En effet, le PGCD de ses mineurs d’ordre k = 2 vaut 1+D2.
1.2.4 Les codes optimaux
Nous avons vu dans les paragraphes pre´ce´dents comment choisir de « bonnes » ma-
trices ge´ne´ratrices pour engendrer un code convolutif donne´. Nous nous inte´ressons main-
tenant aux crite`res de choix d’un code convolutif. Le premier parame`tre a` prendre en
compte est le rendement du code, donne´ par le rapport R = k/n. Il correspond au rapport
du nombre de bits d’information sur le nombre de bits transmis. Pour des raisons de gain
de bande passante, l’objectif est de choisir R le plus proche de 1, en revanche, plus le
canal est bruite´ et plus R diminuera pour obtenir des performances acceptables en termes
de correction. D’autre part, la complexite´ de l’algorithme de de´codage, l’algorithme de
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Viterbi [197], impose un choix de k et n petits.
L’approche alge´brique permet d’unifier les codes convolutifs et les codes en blocs afin
de pouvoir les comparer avec les meˆmes outils. Pour un rendement donne´, k/n, les codes le
plus performants sont ceux qui posse`dent la distance minimale, i.e. la plus petite distance
entre deux mots du code, la plus grande. Dans le cas des codes convolutifs, nous devons
introduire la notion de distance libre.
De´finition 1.20 On appelle distance libre d’un (n, k)-code convolutif C, l’entier, dlibre(C)
de´fini par
dlibre(C) = min
X(D)∈C
{
n∑
i=1
w(Xi(D))
}
.
L’approche alge´brique ge´ne´ralise ainsi la notion de distance minimale pour les codes
convolutifs. De plus, le codage be´ne´ficie de la line´arite´ de la matrice ge´ne´ratrice ; la capacite´
de correction du code est d’autant plus grande que la distance entre deux mots de code est
grande. Comme pour les codes en blocs, on conside`re la re`gle suivante : « plus grande est la
distance libre, meilleures sont les performances du code ». On peut noter par ailleurs que si
l’on conside`re les codes en blocs comme des codes convolutifs particuliers, la de´finition de
la distance libre applique´e aux codes en blocs est identique a` celle de distance minimale.
Malheureusement, il n’y a pas de formule explicite donnant la distance libre d’un code
convolutif, elle doit eˆtre de´termine´e de fac¸on expe´rimentale. Ne´anmoins, il existe des bornes
the´oriques sur la distance libre. Une approche a` base de se´rie de Hilbert permet, de mettre
en e´vidence une borne sur la distance libre d’un (n, k,m)-code convolutif C [143].
dlibre(C) ≤ min
L≥0
∆q (n(L+ 1), k(L+ 1)−m) ,
ou` ∆q(n, k) est la plus grande distance minimale d’un (n, k)-code en bloc line´aire sur
GF (q).
De´finition 1.21 Un (n, k,m)-code convolutif C dont la distance libre atteint la plus grande
distance libre pour un (n, k,m)-code convolutif est dit optimal.
D’autre part nous noterons ∆(n, k,m) la plus grande distance libre possible pour un
(n, k,m)-codeur convolutif, i.e.
∆(n, k,m) = max
C
{dlibre(C | C (n, k,m)-code convolutif }.
Nous rappelons maintenant quelques codes convolutifs optimaux qui nous ont servi
pour tester les algorithmes de reconstruction. Les polynoˆmes des matrices ge´ne´ratrices
seront exprime´s en notation octale, i.e. le polynoˆme D6 +D5 +D3 +D+ 1 sera note´ 153
en octal. Cette liste, non exhaustive, peut eˆtre comple´te´e par [109, 123, 126, 152].
Remarque 1.8 :
Le code convolutif (133 171) mis en e´vidence par J.P. Odenwalder [148] en 1970 est le code
correcteur utilise´ par la navette Voyager dans les anne´es 80 pour coder ses transmissions
vers la Terre.
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m ∆(2, 1,m) G(D)
0 2 (1 1)
1 3 (1 3)
2 5 (5 7)
3 6 (13 17)
4 7 (23 35)
5 8 (53 75)
6 10 (133 171)
8 12 (561 753)
10 14 (2355 3661)
m ∆(3, 1,m) G(D)
0 3 (1 1 1)
1 5 (1 3 3)
2 8 (5 7 7)
3 10 (13 15 17)
4 12 (25 33 37)
5 13 (47 53 75)
6 15 (133 145 175)
7 16 (225 331 367)
8 18 (557 663 711)
9 20 (1117 1365 1633)
10 22 (2353 2671 3175)
Tab. 1.1 – (2, 1,m) et (3, 1,m)-codes et convolutifs optimaux
Exemple suivi 1.7
Le (3, 2, 5)-codeur convolutif C1 a pour matrice ge´ne´ratrice code´e en octal(
3 6 7
14 1 17
)
; le code convolutif engendre´ C est optimal et posse`de une distance
libre de 6.
1.3 Les codes convolutifs poinc¸onne´s
Nous allons maintenant introduire les codes convolutifs poinc¸onne´s. Ces codes ont e´te´
introduits par J.B Cain, G.C. Clark et J.M. Geist [41] en 1979. Ils sont tre`s faciles a`
construire a` partir de codes, appele´s codes parents et offrent des distances libres plus
grande a` rendement e´gal. De plus, de par leur structure particulie`re, ils sont plus faciles a`
imple´menter et moins couˆteux a` de´coder par l’algorithme de Viterbi [197] ou par de´codage
se´quentiel [23, 24, 208]. Les codes poinc¸onne´s sont donc tre`s re´pandus et sont plus attractifs
que les codes « non poinc¸onne´s ».
1.3.1 De´finition des codes poinc¸onne´s
Jusqu’a` maintenant, nous avions conside´re´ les codeurs convolutifs comme une appli-
cation qui transforme globalement une se´quence de mots d’information en une se´quence
de mots de code. Localement, on peut voir un codeur convolutif comme une machine ca-
dence´e, qui prend a` chaque « top » d’horloge, un mot d’information de k bits en entre´e et
qui sort un mot de code de n bits. Si l’on ralentit d’un facteurM la cadence de la machine,
elle prend alors en entre´eM mots d’information de k bits et sortM mots de code de n bits.
Le (n, k,m)-code convolutif C engendre´ par le codeur est appele´ code parent. Le codeur
« ralenti », engendre un code convolutif de parame`tres (nM, kM,m), de meˆme rendement
et de meˆme distance libre que le code parent. Nous avons alors effectue´ un regroupement
de profondeur M.
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m ∆(4, 1,m) G(D)
0 4 (1 1 1 1)
1 7 (1 3 3 3)
2 10 (5 7 7 7)
3 13 (13 15 15 17)
4 16 (25 27 33 37)
5 18 (53 67 71 75)
6 20 (135 135 147 163)
7 22 (235 275 313 357)
8 24 (463 535 733 745)
9 27 (1117 1365 1633 1653)
10 29 (2387 2353 2671 3175)
m ∆(3, 2,m) G(D)
0 2
(
1 1 1
0 1 1
)
2 3
(
3 2 3
2 1 1
)
3 4
(
1 2 3
4 1 7
)
4 5
(
7 4 1
2 5 7
)
5 6
(
3 6 7
14 1 17
)
6 7
(
13 6 13
6 13 17
)
7 8
(
3 6 15
34 31 17
)
9 9
(
25 30 17
50 7 65
)
10 10
(
63 54 31
26 53 43
)
m ∆(4, 3,m) G(D)
0 2

 1 0 0 10 1 0 1
0 0 1 1


2 3

 1 1 1 13 1 0 0
0 3 1 0


3 4

 1 1 1 10 3 2 1
0 2 5 5


5 5

 3 2 2 34 3 0 7
0 2 5 5


6 6

 3 4 0 76 1 4 3
2 6 7 1


8 7

 7 6 2 114 5 0 15
10 4 17 1


9 8

 1 14 16 310 13 2 7
16 0 3 13


Tab. 1.2 – (4, 1,m), (3, 2,m) et (4, 3,m)-codes convolutifs optimaux
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Exemple suivi 1.8
En divisant la fre´quence du codeur C1 par 2, i.e. en effectuant un regroupement de
profondeur 2, nous appliquons la transformation suivante


x1(0) x1(2) x1(4) . . .
x2(0) x2(2) x2(4) . . .
x1(1) x1(3) x1(5) . . .
x2(1) x2(3) x2(5) . . .

 =⇒


y1(0) y1(2) y1(4) . . .
y2(0) y2(2) y2(4) . . .
y3(0) y3(2) y3(4) . . .
y1(1) y1(3) y1(5) . . .
y2(1) y2(3) y2(5) . . .
y3(1) y3(3) y3(5) . . .


.
Le poinc¸onnage consiste a` ne pas pas envoyer tous les bits consistuant les mots de codes,
faisant ainsi augmenter artificiellement le rendement du code initial. Un poinc¸onnage est
de´fini de manie`re unique par le choix d’un motif de poinc¸onnage, c’est-a`-dire une matrice
P de taille n ×M a` coefficients dans GF (2). Nous noterons N le nombre de coefficients
de P a` 1 ; N est aussi appele´ densite´ de la matrice de poinc¸onnage. Les coefficients a` 1
de´notent les bits qui seront envoye´s et ceux a` 0 de´notent les bits qui ne seront pas envoye´s.
Par exemple, en prenant M = 2 et le codeur C1, la matrice de poinc¸onnage
P =

 1 01 1
1 1

 ,
effectue la transformation
 y1(0) y1(1) y1(2) y1(3) . . .y2(0) y2(1) y2(2) y2(3) . . .
y3(0) y3(1) y3(2) y3(3) . . .

 =⇒

 y1(0) y1(2) . . .y2(0) y2(1) y2(2) y2(3) . . .
y3(0) y3(1) y3(2) y3(3) . . .

 .
En re´sumant le regroupement et le poinc¸onnage de´fini par la matrice P , nous obtenons
la transformation


x1(0) x1(2) x1(4) . . .
x2(0) x2(2) x2(4) . . .
x1(1) x1(3) x1(5) . . .
x2(1) x2(3) x2(5) . . .

 =⇒


y1(0) y1(2) y1(4) . . .
y2(0) y2(2) y2(4) . . .
y3(0) y3(2) y3(4) . . .
. . .
y2(1) y2(3) y2(5) . . .
y3(1) y3(3) y3(5) . . .


.
Cette transformation correspond a` un (4, 5, 5)-code convolutif.
Le poinc¸onnage peut se re´sumer a` deux e´tapes. La premie`re est un regroupement de
profondeur M a` partir d’un code (n, k,m)-code parent. A` l’issue, nous obtenons un
(nM, kM,m)-code convolutif de meˆme distance libre que le code parent. La deuxie`me
e´tape est un poinc¸onnage a` partir d’un motif de poinc¸onnage P , matrice de dimensions
n×M et de densite´ N . En pratique, nous observons que la sortie du poinc¸onnage est un
(N, kM,m)-code convolutif de distance libre souvent tre`s proche ou e´gale a` ∆(N, kM,m)
et en moyenne 2M−1 fois moins couˆteux pour le de´codage avec l’algorithme de Viterbi
[197] qu’un (N, kM,m)-code convolutif. Nous voyons maintenant voir comment obtenir la
matrice ge´ne´ratrice d’un code poinc¸onne´ a` partir de la matrice ge´ne´ratrice du code parent.
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1.3.2 Construction par regroupement
Dans ce paragraphe, nous expliquons comment construire la matrice ge´ne´ratrice d’un
code poinc¸onne´ a` partir celle du code initial a` l’aide de notre exemple suivi. Pour ce faire,
nous proce´dons en deux e´tapes : nous construisons tout d’abord une matrice infinie, puis
nous en prenons ensuite une sous-matrice de taille de´sire´e.
Pour construire la matrice apre`s regroupement, revenons a` la de´finition d’un mot de
code (cf. relation 1.5 page 29),
Y (D) = X(D)G(D) = X(0)G(D) +X(1)DG(D) +X(2)D2G(D) + . . .
Une de´finition d’un code convolutif (cf. de´finition 1.1 page 27) est l’ensemble des mots de
code possibles ge´ne´re´s par l’ensemble des mots d’information ; c’est aussi l’ensemble de
toutes les combinaisons possibles des lignes de la matrice de´finie par
G(D) =


G(D)
DG(D)
D2G(D)
D3G(D)
...

 . (1.11)
Re´crivons la matrice ge´ne´ratrice du codeur C1 sous la forme appele´e de´composition poly-
nomiale,
G(D) = ( 1 0 10 1 1 ) + (
1 1 1
0 0 1 )D + (
0 1 1
1 0 1 )D
2 + ( 0 0 01 0 1 )D
3. (1.12)
En combinant les relations (1.11) et (1.12), nous obtenons pour la matrice ge´ne´ratrice du
codeur C1,
G(D) =


( 1 0 10 1 1 ) (
1 1 1
0 0 1 )D (
0 1 1
1 0 1 )D
2 ( 0 0 01 0 1 )D
3
( 1 0 10 1 1 )D (
1 1 1
0 0 1 )D
2 ( 0 1 11 0 1 )D
3 ( 0 0 01 0 1 )D
4
( 1 0 10 1 1 )D
2 ( 1 1 10 0 1 )D
3 ( 0 1 11 0 1 )D
4 ( 0 0 01 0 1 )D
5
...
. . .

 .
La ie`me colonne de G(D) correspond au processus de codage au ie`me top d’horloge, c’est-a`-
dire a` l’entre´e du codeur. De meˆme, la ie`me ligne de G(D) correspond a` la sortie du codeur
au ie`me top d’horloge. Si l’on divise la cadence de l’horloge par M , les colonnes j et les
lignes Gj(D) de G(D) pour j ∈ [(i− 1)M . . . iM [, repre´sentent respectivement l’entre´e et
la sortie du codeur au ie`me top d’horloge. Nous noterons G[M ](D) la matrice polynomiale
de taille nM×kM forme´e par les lignes de G(D) repre´sentant le top d’horloge « 1 ». Dans
le cas M = 2, nous avons
G[2](D) =
(
( 1 0 10 1 1 ) (
1 1 1
0 0 1 ) (
0 1 1
1 0 1 )D (
0 0 0
1 0 1 )D
( 1 0 10 1 1 ) (
1 1 1
0 0 1 )D (
0 1 1
1 0 1 )D (
0 0 0
1 0 1 )D
2
)
.
G[2](D) peut s’exprimer en fonction de sa de´composition polynomiale par
G[2](D) =
(
1 0 1 1 1 1
0 1 1 0 0 1
0 0 0 1 0 1
0 0 0 0 1 1
)
+
(
0 1 1 0 0 0
1 0 1 1 0 1
1 1 1 0 1 1
0 0 1 1 0 1
)
D +
(
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 1 0 0 0
)
D2,
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ou encore par
G[2](D) =


1 D 1 +D 1 1 1
D 1 1 +D D 0 1 +D
D D D 1 D 1 +D
D2 0 D +D2 D 1 1 +D

 . (1.13)
Cette me´thode nous permet d’e´valuer n’importe quelle matrice regroupe´e d’ordreM , G[M ],
quel que soit M .
1.3.3 Approche alge´brique du regroupement
Nous pre´sentons maintenant une technique plus directe pour construire les matrices
G[M ] en utilisant la M ie`me de´composition polyphase des se´ries formelles.
De´finition 1.22 [143, p. 1118] Soit
f(D) = a(0) + a(1)D + a(2)D2 + . . . ,
une se´rie causale d’inde´termine´e D. On appelle M ie`me de´composition polyphase de f(D),
la liste (f0,M (D), f1,M (D), . . . , fM−1,M (D)) de longueur M de´finie par
∑
k≥0
a(kM)Dk,
∑
k≥0
a(kM + 1)Dk, . . . ,
∑
k≥0
a(kM + (M − 1))Dk

 .
fj,M (D) est appele´ (j,M)
ie`me composante polyphase de f(D).
La (j,M)ie`me composante polyphase de f(D) est une se´rie dont les coefficients sont obtenus
en commenc¸ant au jie`me coefficient de f(D) et en comptant de M en M .
Exemple 1.9
Soit la se´rie formelle
f(D) = 3 +D + 4D2 +D3 + 5D4 + 9D5 + 2D6 + 6D7,
alors la troisie`me de´compostion polyphase de f(D) est
(3 +D + 2D2, 1 + 5D + 6D2, 4 + 9D).
Quand le contexte est clair nous abre´geons fj,n(D) en f(j).
De´finition 1.23 Soit f(D) = a(0)+a(1)D+a(2)D2+. . . , une se´rie causale d’inde´termine´e
D et (f(0), f(1), . . . , f(M − 1)) la M ie`me de´composition polyphase de f(D). La matrice
polynomiale de taille M ×M , f [M ](D), de´finie par
f [M ](D) =


f(0) f(1) . . . f(M − 1)
Df(M − 1) f(0) . . . f(M − 2)
Df(M − 2) Df(M − 1) . . . f(M − 3)
...
...
. . .
...
Df(1) Df(2) . . . f(0)

 ,
est appele´e M ie`me matrice polycyclique pseudocirculante (PCPC) associe´e a` f(D).
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Soit C un (n, k)-code convolutif, C[M ], le (nM, kM)-code convolutif construit par regrou-
pement de profondeur M a` partir de C. Le the´ore`me suivant permet de construire une
matrice ge´ne´ratrice G[M ](D) pour C[M ] a` partir d’une matrice ge´ne´ratrice G(D) de C.
Nous devons maintenant de´finir la notion d’entrelaceur. Un entrelacement de profon-
deur M est une permutation sur les colonnes dont les indices sont pris en comptant de M
en M . Par exemple, l’entrelacement de profondeur 3 de 6 colonnes est
(1, 2, 3, 4, 5, 6) =⇒ (1, 4, 2, 5, 3, 6).
The´ore`me 1.5 [143, p. 1120] Dans les conditions pre´ce´dentes, si G(D) = (Gij(D)) alors
une matrice ge´ne´ratrice pour C[M ], G[M ](D), peut eˆtre obtenue en remplac¸ant les Gij(D)
par leur M ie`me PCPC et en entrelac¸ant les lignes et les colonnes a` la profondeur M .
Exemple suivi 1.10
En appliquant le the´ore`me 1.5 a` notre exemple guide, nous obtenons
Gij(D) 2
ie`me de´composition polyphase PCPC
G11 = 1 +D (1, 1)
(
1 1
D 1
)
G12 = D +D
2 (D, 1)
(
D 1
D D
)
G13 = 1 +D +D
2 (1 +D, 1)
(
1+D 1
D 1+D
)
G21 = D
2 +D3 (D,D)
(
D D
D2 D
)
G22 = 1 (1, 0) ( 1 00 1 )
G23 = 1 +D +D
2 +D3 (1 +D, 1 +D)
(
1+D 1+D
D+D2 1+D
)
Avant entrelacement nous avons
G
′
=


1 1 D 1 1 +D 1
D 1 D D D 1 +D
D D 1 0 1 +D 1 +D
D2 D 0 1 D +D2 1 +D

 .
Entrelacement de profondeur 2 sur les lignes : (1, 2, 3, 4) =⇒ (1, 3, 2, 4).
Entrelacement de profondeur 2 sur les colonnes : (1, 2, 3, 4, 5, 6) =⇒
(1, 3, 5, 2, 4, 6).
Apre`s entrelacement
G[2](D) =


1 D 1 +D 1 1 1
D 1 1 +D D 0 1 +D
D D D 1 D 1 +D
D2 0 D +D2 D 1 1 +D

 . (1.14)
Nous retrouvons bien la matrice (1.13) page pre´ce´dente obtenue avec la me´thode de
regroupement.
Nous pouvons montrer le the´ore`me suivant [194].
The´ore`me 1.6 Si G(D) est une matrice ge´ne´ratrice canonique pour C, alors G[M ](D) est
une matrice ge´ne´ratrice canonique pour C[M ]1 . C[M ] et G[M ](D) ont donc meˆme degre´.
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Pareillement, quelle que soit la valeur deM , les codes regroupe´s ont tous le meˆme ensemble
de mots de code que le code parent et donc la meˆme distance libre.
1.3.4 Poinc¸onnage
Tandis que que les codes regroupe´s permettent de conserver de « bonnes » proprie´te´s
des codes parents, le transfert de ces meˆmes proprie´te´s n’est pas imme´diat pour les codes
poinc¸onne´s. Chaque code poinc¸onne´ doit faire l’objet d’une e´tude particulie`re. Ne´anmoins,
l’e´tude des codeurs poinc¸onne´s catastrophique a e´te´ envisage´e [149].
Soient G(D) la matrice ge´ne´ratrice d’un (n, k)-code convolutif C, P une matrice de
poinc¸onnement de taille n×M et G[M ](D) une matrice de code regroupe´ a` la profondeur
M ayant C comme code parent. G[M ](D) est de taille kM × nM ; il existe donc une
correspondance naturelle entre les coefficients de P et les colonnes de G[M ](D). Soit σ la
bijection de´finie par
(i, j) −→ σ(i, j) = i+ n(j − 1).
On peut alors associer a` chaque coefficient Pij la colonne σ(i, j) de G
[M ](D). Cette cor-
respondance de´finit une matrice ge´ne´ratrice Gp(D) du code poinc¸onne´ associe´ au motif P
ayant C comme code parent.
De´finition 1.24 Dans les conditions pre´ce´dentes, Gp(D) est construite a` partir de G
[M ](D)
en effac¸ant ses colonnes σ(i, j) lorsque les coefficients Pij = 0. Gp(D) est appele´e version
P -poinc¸onne´e de C.
Exemple suivi 1.11
Pour obtenir la matrice ge´ne´ratrice du code P -poinc¸onne´ du code parent C, on efface
la colonne σ(1, 2) = 4 de la matrice (1.14) page pre´ce´dente.
G
[2]
P (D) =


1 D 1 +D 1 1
D 1 1 +D 0 1 +D
D D D D 1 +D
D2 0 D +D2 1 1 +D

 .
1.3.5 Les « bons » codes poinc¸onne´s
La recherche exhaustive des codes poinc¸onne´s a e´te´ initie´e par J.B. Cain et al. [41]
et de´veloppe´e par Y. Yasuda et al. [208] et J. Hagenbauer [97] pour des codes de faible
me´moire. Ces re´sultats ont e´te´ e´tendus par G. Be´gin et D. Haccoun [23, 24] pour des codes
de me´moire plus grande. Les codes poinc¸onne´s e´tant de´termine´s par recherche exhaustive,
nous regroupons ici quelques « bons » codes poinc¸onne´s. Nous reprenons la notation
octale comme explique´e au paragraphe 1.2.4. Les codes donne´s ici sont ceux recense´s par
E´. Filiol dans sa the`se [71, annexe C], issus des travaux de G. Be´gin et D. Haccoun [23, 24].
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Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
m G(D) P dlibre m G(D) P dlibre
2 (5 7) ( 1 01 1 ) 3 14 (55367 63121) (
1 1
1 0 ) 10
3 (15 17) ( 1 11 0 ) 4 15 (111653 145665) (
1 1
1 0 ) 10
4 (23 35) ( 1 11 0 ) 4 16 (347241 246277) (
1 1
1 0 ) 12
5 (53 75) ( 1 01 1 ) 6 17 (506477 673711) (
1 0
1 1 ) 12
6 (133 171) ( 1 11 0 ) 6 18 (1352755 1771563) (
1 1
1 0 ) 12
7 (247 371) ( 1 01 1 ) 7 19 (2451321 3546713) (
1 1
1 0 ) 12
8 (561 753) ( 1 11 0 ) 7 19 (2142513 3276177) (
1 1
1 0 ) 13
9 (1167 1545) ( 1 11 0 ) 7 20 (6567413 5322305) (
1 1
1 0 ) 12
10 (2335 3661) ( 1 01 1 ) 8 21 (15724153 12076311) (
1 1
1 0 ) 13
11 (4335 5723) ( 1 11 0 ) 9 22 (33455341 24247063) (
1 1
1 0 ) 14
12 (10533 17661) ( 1 11 0 ) 9 23 (55076157 75501351) (
1 1
1 0 ) 15
13 (21675 27123) ( 1 11 0 ) 10
Tab. 1.3 – Codes poinc¸onne´es de taux 23
Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
m G(D) P dlibre m G(D) P dlibre
2 (5 7) ( 1 0 11 1 0 ) 3 14 (5536763121) (
1 0 1
1 1 0 ) 8
3 (15 17) ( 1 1 01 0 1 ) 4 15 (111653 145665) (
1 0 0
1 1 1 ) 8
4 (23 35) ( 1 0 11 1 0 ) 3 16 (347241 246277) (
1 1 0
1 0 1 ) 8
5 (53 75) ( 1 0 01 1 1 ) 4 17 (506477 673711) (
1 0 0
1 1 1 ) 9
6 (133 171) ( 1 1 01 0 1 ) 5 18 (1352755 1771563) (
1 1 1
1 0 0 ) 10
7 (247 371) ( 1 1 01 0 1 ) 6 19 (2451321 3546713) (
1 1 0
1 0 1 ) 10
8 (561 753) ( 1 1 11 0 0 ) 6 19 (2142513 3276177) (
1 1 0
1 0 1 ) 10
9 (1167 1545) ( 1 0 01 1 1 ) 6 20 (6567413 5322305) (
1 1 1
1 0 0 ) 10
10 (2335 3661) ( 1 0 11 1 0 ) 6 21 (15724153 12076311) (
1 1 1
1 0 0 ) 11
11 (4335 5723) ( 1 0 01 1 1 ) 7 22 (33455341 24247063) (
1 0 0
1 1 1 ) 12
12 (10533 17661) ( 1 1 01 0 1 ) 7 23 (55076157 75501351) (
1 0 0
1 1 1 ) 13
13 (21675 27123) ( 1 1 01 0 1 ) 7
Tab. 1.4 – Codes poinc¸onne´s de taux 34
Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
m G(D) P dlibre m G(D) P dlibre
2 (5 7) ( 1 0 1 11 1 0 0 ) 2 12 (10533 17661) (
1 0 1 1
1 1 0 0 ) 6
3 (15 17) ( 1 0 1 11 1 0 0 ) 3 13 (21675 27123) (
1 0 1 1
1 1 0 0 ) 7
4 (2335) ( 1 0 1 01 1 0 1 ) 3 14 (5536763121) (
1 1 1 0
1 0 0 1 ) 7
5 (53 75) ( 1 0 0 01 1 1 1 ) 4 15 (111653 145665) (
1 0 1 0
1 1 0 1 ) 8
6 (133 171) ( 1 1 1 11 0 0 0 ) 4 16 (347241 246277) (
1 0 0 0
1 1 1 1 ) 8
7 (247 371) ( 1 0 1 01 1 0 1 ) 5 17 (506477 673711) (
1 1 0 1
1 0 1 0 ) 8
8 (561 753) ( 1 1 0 11 0 1 0 ) 5 18 (1352755 1771563) (
1 0 1 1
1 1 0 0 ) 8
9 (1167 1545) ( 1 1 1 11 0 0 0 ) 4 19 (2451321 3546713) (
1 1 1 0
1 0 0 1 ) 9
10 (2335 3661) ( 1 0 0 11 1 1 0 ) 5 19 (2142513 3276177) (
1 0 1 1
1 1 0 0 ) 9
11 (4335 5723) ( 1 0 1 11 1 0 0 ) 6
Tab. 1.5 – Codes poinc¸onne´s de taux 45
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Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
m G(D) P dlibre m G(D) P dlibre
2 (5 7) ( 1 0 1 1 11 1 0 0 0 ) 2 12 (10533 17661) (
1 0 0 1 1
1 1 1 0 0 ) 6
3 (15 17) ( 1 0 1 0 01 1 0 1 1 ) 3 13 (21675 27123) (
1 1 0 1 0
1 0 1 0 1 ) 6
4 (23 35) ( 1 0 1 1 11 1 0 0 0 ) 3 14 (55367 63121) (
1 1 1 1 1
1 0 0 0 0 ) 6
5 (53 75) ( 1 0 0 0 01 1 1 1 1 ) 4 15 (111653 145665) (
1 0 1 0 1
1 1 0 1 0 ) 7
6 (133 171) ( 1 1 0 1 01 0 1 0 1 ) 4 16 (347241 246277) (
1 1 0 0 0
1 0 1 1 1 ) 7
7 (247 371) ( 1 1 1 0 01 0 0 1 1 ) 4 17 (506477 673711) (
1 0 0 0 0
1 1 1 1 1 ) 7
8 (561 753) ( 1 0 1 1 01 1 0 0 1 ) 5 18 (1352755 1771563) (
1 1 1 1 1
1 0 0 0 0 ) 8
9 (1167 1545) ( 1 0 1 1 11 1 0 0 0 ) 5 19 (2451321 3546713) (
1 1 0 1 0
1 0 1 0 1 ) 8
10 (2335 3661) ( 1 1 0 0 01 0 1 1 1 ) 5 19 (2142513 3276177) (
1 1 1 1 0
1 0 0 0 1 ) 8
11 (4335 5723) ( 1 1 0 0 01 0 1 1 1 ) 5
Tab. 1.6 – Codes poinc¸onne´s de taux 56
Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
m G(D) P dlibre m G(D) P dlibre
2 (5 7) ( 1 0 1 1 1 11 1 0 0 0 0 ) 2 12 (10533 17661) (
1 1 1 0 1 1
1 0 0 1 0 0 ) 6
3 (15 17) ( 1 0 0 0 1 11 1 1 1 0 0 ) 2 13 (21675 27123) (
1 1 0 0 0 0
1 0 1 1 1 1 ) 6
4 (23 35) ( 1 0 1 0 1 01 1 0 1 0 1 ) 3 14 (55367 63121) (
1 1 1 1 0 1
1 0 0 0 1 0 ) 6
5 (53 75) ( 1 1 0 1 1 01 0 1 0 0 1 ) 3 15 (111653 145665) (
1 0 1 0 0 0
1 1 0 1 1 1 ) 6
6 (133 171) ( 1 1 1 0 1 01 0 0 1 0 1 ) 3 16 (347241 246277) (
1 1 1 1 0 1
1 0 0 0 1 0 ) 7
7 (247 371) ( 1 0 1 0 0 11 1 0 1 1 0 ) 4 17 (506477 673711) (
1 0 1 1 0 1
1 1 0 0 1 0 ) 7
8 (561 753) ( 1 1 0 1 1 01 0 1 0 0 1 ) 4 18 (1352755 1771563) (
1 1 1 1 1 1
1 0 0 0 0 0 ) 7
9 (1167 1545) ( 1 1 1 1 0 01 0 0 0 1 1 ) 5 19 (2451321 3546713) (
1 0 1 1 1 0
1 1 0 0 0 1 ) 7
10 (2335 3661) ( 1 1 1 1 0 01 0 0 0 1 1 ) 5 19 (2142513 3276177) (
1 0 1 1 1 0
1 1 0 0 0 1 ) 7
11 (4335 5723) ( 1 1 0 1 0 11 0 1 0 1 0 ) 5
Tab. 1.7 – Codes poinc¸onne´s de taux 67
Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
m G(D) P dlibre m G(D) P dlibre
2 (5 7) ( 1 0 1 1 1 1 11 1 0 0 0 0 0 ) 2 12 (10533 17661) (
1 1 0 1 0 0 1
1 0 1 0 1 1 0 ) 5
3 (15 17) ( 1 0 0 0 0 0 01 1 1 1 1 1 1 ) 2 13 (21675 27123) (
1 0 1 1 0 0 1
1 1 0 0 1 1 0 ) 5
4 (23 35) ( 1 0 1 0 0 1 11 1 0 1 1 0 0 ) 3 14 (55367 63121) (
1 0 0 0 0 0 0
1 1 1 1 1 1 1 ) 6
5 (53 75) ( 1 0 1 1 1 0 11 1 0 0 0 1 0 ) 3 15 (111653 145665) (
1 0 0 0 0 1 1
1 1 1 1 1 0 0 ) 6
6 (133 171) ( 1 1 1 1 0 1 01 0 0 0 1 0 1 ) 3 16 (347241 246277) (
1 1 0 1 0 0 1
1 0 1 0 1 1 0 ) 6
7 (247 371) ( 1 0 1 0 1 0 01 1 0 1 0 1 1 ) 4 17 (506477 673711) (
1 0 1 0 1 0 0
1 1 0 1 0 1 1 ) 6
8 (561 753) ( 1 1 0 1 0 1 11 0 1 0 1 0 0 ) 4 18 (1352755 1771563) (
1 1 0 1 1 0 1
1 0 1 0 0 1 0 ) 7
9 (1167 1545) ( 1 0 1 0 0 1 11 1 0 1 1 0 0 ) 4 19 (2451321 3546713) (
1 1 0 0 0 1 0
1 0 1 1 1 0 1 ) 7
10 (2335 3661) ( 1 0 1 0 1 1 11 1 0 1 0 0 0 ) 4 19 (2142513 3276177) (
1 1 0 1 1 0 0
1 0 1 0 0 1 1 ) 7
11 (4335 5723) ( 1 0 0 1 1 0 11 1 1 0 0 1 0 ) 5
Tab. 1.8 – Codes poinc¸onne´es de taux 78
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Chapitre 2
Reconstruction des codes line´aires
« Toute connaissance de´ge´ne`re en probabi-
lite´. »
David Hume (Traite´ de la nature humaine)
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DANS ce chapitre, nous nous inte´ressons a` la reconstruction des codes en blocs. Ceux-ci ont e´te´ pre´sente´s comme des cas particuliers de codes convolutifs au regard du
formalisme introduit au chapitre 1. Sous cet angle, ils apparaissent comme plus simples a`
reconstruire que les codes convolutifs ; en fait, les techniques de reconstruction des codes
en blocs line´aires nous servent de briques de base pour reconstruire les codes convolutifs
et les turbo-codes. Notons F = GF (2), C un code en bloc line´aire de dimension k dans Fn
de rendement kn et de matrice ge´ne´ratrice
1 G de dimension n × k a` coefficients dans F .
Soient (yi)i=1...N les mots de codes transmis sur le canal binaire, (ei)i=1...N l’erreur binaire
1Nous utiliserons a` partir de maintenant la convention d’e´criture matricielle franc¸aise.
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introduite par ce canal et (y˜i)i=0...N les mots de code bruite´s intercepte´s par l’observateur.
Nous avons la relation
y˜i(j) = yi(j)⊕ ei(j) ∀i = 1 . . . N, ∀j = 1 . . . n,
en accord avec le mode`le de canal binaire de´fini en introduction. Un choix de canal
repre´sentatif pour les algorithmes de reconstruction de codes en blocs est le canal binaire
syme´trique. Ce choix est justifie´ au paragraphe 2.5. L’e´tude the´orique est donc mene´e en
se plac¸ant dans le cas d’un canal binaire syme´trique en ayant toujours a` l’esprit que les
re´sultats obtenus produisent une borne minimale pour les performances attendues sur l’en-
semble des canaux. Dans ce cadre, les ei(j) sont des variables ale´atoires inde´pendantes a`
valeurs dans F et suivent une loi uniforme de parame`tre ε, le taux d’erreur binaire (TEB)
du canal, i.e.
Pr(ei(j) = 1) = ε et Pr(ei(j) = 0) = 1− ε.
Nous notons par ailleurs H, le code dual de C, c’est-a`-dire le sous-espace de Fn de di-
mension (n − k) et orthogonal a` C, i.e. C⊥ = H. Par de´finition, ∀c ∈ C et ∀h ∈ H,
< h, c >=< c, h >= 0 ou` < ., . > de´signe le produit scalaire usuel. Les vecteurs de H
sont appele´s relations de parite´. Il re´sulte de la de´finition de H que reconstruire le code C
est e´quivalent a` reconstruire son dual, c’est-a`-dire a` retrouver une base de H soit (n− k)
relations de parite´ inde´pendantes. Nous abordons le proble`me de la reconstruction de C
dans ce sens.
Dans la majorite´ des sche´mas de codage de canal, les codes correcteurs d’erreurs sont
ge´ne´ralement suivis d’un entrelaceur. Il existe diffe´rentes classes d’entrelaceurs, mais nous
nous restreindrons aux plus usite´s, c’est-a`-dire aux entrelaceurs blocs. De tels objets ont
pour vocation a` me´langer les bits entre eux afin notamment de lisser la puissance e´mise
sur le canal mais surtout de re´partir l’erreur entre diffe´rents mots de code quand elle
apparaˆıt par paquets. Ceci nous donne un argument de plus pour choisir un mode`le de
canal binaire syme´trique. En effet, l’erreur induite par les paquets devient uniforme, a` une
approximation pre`s, apre`s de´sentrelacement.
De´finition 2.1 Un entrelaceur E, de taille p est une application bijective line´aire de F p
dans F p qui conserve le poids de Hamming ,
w(x) = w(E(x)) ∀x ∈ F p.
Un entrelaceur E est de´fini de manie`re univoque par la donne´e d’une permutation σ de
[1, p] telle que
(E(x))(i) = x(σ−1(i)) ∀x ∈ F p,
i.e. le ie`me bit de x est envoye´ sur le σ(i)ie`me bit de E(x). La valeur p est aussi appele´
profondeur de l’entrelaceur E.
Nous faisons l’hypothe`se que la profondeur de l’entrelaceur en aval du codeur de ca-
nal est un multiple de la taille d’un mot de code, i.e. ∃α ∈ N∗ tel que p = αn. Dans
le cas contraire, nous pouvons nous ramener a` la configuration pre´ce´dente en recons-
truisant le code CPPCM(n,p), code produit de C, suivi d’un entrelaceur E ′ de profondeur
PPCM(n, p) compose´ de PPCM(n, p)/p entrelaceurs identiques E . Nous posons alors
α = PPCM(n, p)/n.
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En re´sume´, si il n’y a pas d’entrelaceur, nous devons reconstruire le code en bloc line´aire
C de matrice ge´ne´ratrice G, sinon la profondeur de l’entrelaceur est un multiple de la taille
de C et nous devons reconstruire le code engendre´ par la matrice ge´ne´ratrice G′ de taille
αn× αk telle que
G
′
= P ×


G 0 0
0
. . . 0
0 0 G

 ,
ou` P est la matrice de l’entrelaceur.
Deux types d’approches, introduites par G. Planquette [154] sont possibles pour re´pon-
dre au proble`me de la reconstruction des codes en blocs line´aires. La premie`re consiste a`
faire des hypothe`ses sur les relations de parite´ et a` les valider a` partir de tests statistiques.
La deuxie`me consiste a` de´tecter une variation de rang pour une matrice bien choisie. La
dernie`re me´thode fait l’objet de deux approches diffe´rentes : la premie`re consiste a` re-
chercher des mots de poids faible dans un code particulier, dans l’esprit des travaux de
A. Valembois [195, 196] et M. Cluzeau [50, 51] et la seconde plus directe, a` adapter l’al-
gorithme de Gauss, comme l’ont sugge´re´ G. Burel et R. Gautier [37] ainsi que G. Sicot
et S. Houcke [173, 174, 175]. Nous avons fait le choix d’adopter l’approche de G. Sicot et
S. Houcke pour deux raisons : tout d’abord, celle initie´e par G. Planquette et A. Valem-
bois a e´te´ revisite´e tre`s re´cemment, notamment par M. Cluzeau et d’autre part, l’analyse
de l’algorithme de Sicot-Houcke sous l’angle alge´brique n’avait pas encore e´te´ e´tudie´e.
Ne´anmoins, la comparaison des deux approches reste a` faire et fait l’objet de travaux en
cours. De ce fait, nous ne parlons pas de l’approche de A. Valembois dans ce chapitre.
Nous reformulons alors l’algorithme de Sicot-Houcke dans le formalisme du chapitre 1 et
proposons une analyse fine des me´canismes sous-jacents permettant de mettre en e´vidence
des bornes de complexite´. Pour ne pas faire perdre le fil au lecteur, nous avons pris le
parti d’e´valuer certaines probabilite´s a posteriori dans le paragraphe « analyse des algo-
rithmes ». Les re´sultats de ces travaux ont fait l’objet de la publication [19].
2.1 E´tude alge´brique
2.1.1 Formalisation du proble`me de reconstruction
Soit C un code en bloc line´aire de longueur n et de dimension k, de matrice ge´ne´ratrice
G et de code dual H. Soit (B˜i)i=1...(N+1)n la concate´nation binaire de (N + 1) mots de
codes (y˜i)i=1...N+1, bruite´s par le canal, aussi appele´ train binaire. L’adversaire inter-
cepte le train binaire a` partir d’un certain indice et obtient ainsi (B˜
′
i)i=1...(N+1)n−d =
(B˜i+d)i=1...(N+1)n−d, ou` d ∈ {0, n− 1} est appele´ facteur de de´synchronisation.
Reconstruire le code en bloc line´aire C consiste a` prendre en entre´e (B˜i+d)i=1...(N+1)n−d,
le train binaire intercepte´, et a` renvoyer les parame`tres n et k ainsi que (n − k) vecteurs
d’une base de H, i.e. (n− k) relations de parite´ inde´pendantes.
Pour ce faire, l’observateur e´met une hypothe`se (ne, de) sur (n, d) et construit une
matrice C˜(ne, de) de taille N × n en espe´rant qu’a` chaque ligne corresponde un mot de
code bruite´. Nous expliquons maintenant comment construire la matrice C˜(ne, de). Notre
objectif est donc de retrouver le dual H du code C avec la seule connaissance des mots de
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code bruite´s (y˜i)i=1...N . Pour cela, nous disposons de la relation qui de´finit le dual de C,
< h, yi >=< yi, h >= 0 ∀h ∈ H, (2.1)
qu’il nous faut exprimer sous forme matricielle. Nous nous sommes place´s dans le cas tre`s
ge´ne´ral d’un observateur qui ne posse`de aucune information a priori relative a` la trans-
mission qu’il observe. Il n’y a donc aucune raison a priori pour qu’il connaisse pre´cise´ment
le de´but des mots de code dans le train binaire qu’il intercepte. Il nous faut donc prendre
en compte le facteur de de´synchronisation. Supposons tout d’abord que l’observateur
connaisse la valeur de n, i.e. ne = n. Il doit alors faire une hypothe`se de sur d. Pour
que chaque ligne corresponde a` un mot de code, il « jette » les (n − de) premiers bits de
(B˜
′
i) et commence a` remplir la matrice C˜(de) a` partir de B˜
′
(n−de+1)
, en changeant de ligne
tous les n bits. En gardant a` l’esprit que B˜
′
(n−d) = y˜1(n), nous raisonnons par rapport a` d.
• Si de > d alors le premier bit de la matrice est
B˜
′
(n−de+1)
= B˜
′
(n−d)−(de−d)+1
= y˜1(n+ 1− (de − d)),
• si de ≤ d alors le premier bit de la matrice est
B˜
′
(n−de+1)
= B˜
′
(n−d)+(d−de)+1
= y˜2(1 + (d− de)).
Exemple 2.1
Pour bien visualiser cette construction, conside´rons un train binaire compose´ de
la concate´nation de mots d’un code en bloc line´aire de longueur 7 connue de
l’observateur,
(B˜i) |y˜1(1)y˜1(2) . . . y˜1(7)||y˜2(1) . . . y˜2(7)||y˜3(1) . . . .
Supposons que celui-ci commence l’interception a` partir du 3e`me bit, i.e. d=2, il
obtient alors
(B˜
′
i) |y˜1(3)y˜1(4) . . . y˜1(7)y˜2(1)y˜2(2)||y˜2(3) . . . y˜2(7)y˜3(1)y˜3(2)|| . . . .
Il tente alors une premie`re hypothe`se, de = 4. Il jette alors les (n− de) = 3 premiers
bits de (B˜
′
i). La premie`re ligne de C˜(de) est donc[
y˜1(6) y˜1(7) y˜2(1) y˜2(2) y˜2(3) y˜2(4) y˜2(5)
]
.
Il tente ensuite une seconde hypothe`se, de = 1. Il jette alors les (n− de) = 6 premiers
bits de (B˜
′
i). La premie`re ligne de C˜(de) est donc[
y˜2(2) y˜2(3) y˜2(4) y˜2(5) y˜2(6) y˜2(7) y˜3(1)
]
.
La premie`re ligne de C˜(de) est un mot de code bruite´ si et seulement si de = d. Elle
correspond dans ce cas, a` y˜2.
Nous pouvons alors en de´duire l’expression de C˜(de). Dans le cas ou` de > d,[
C˜(de)
]
ij
= y˜i(j + n− (de − d)), ∀i = 1 . . . N, j = 1 . . . (de − d),[
C˜(de)
]
ij
= y˜i+1(j − (de − d)), ∀i = 1 . . . N, j = (de − d) + 1 . . . n,
2.1 E´tude alge´brique 53
sinon[
C˜(de)
]
ij
= y˜i+1(j + (d− de)), ∀i = 1 . . . N, j = 1 . . . n− (d− de),[
C˜(de)
]
ij
= y˜i+2(j − n+ (d− de)), ∀i = 1 . . . N, j = n− (d− de) + 1 . . . n.
De meˆme, sans connaissance a priori, l’observateur doit aussi deviner la longueur n des
mots de code. Il doit alors faire une hypothe`se ne pour l’estimer. Il « jette » les (ne − de)
premiers bits de (B˜
′
i) et commence a` remplir la matrice C˜(ne, de) a` partir de B˜
′
(ne−de+1)
,
en changeant de ligne tous les ne bits.
Remarque 2.1 :
Les lignes de la matrice C˜(ne, de) sont des mots de codes bruite´s par le canal si et seule-
ment si (ne, de) = (n, d), α ∈ N.
Soient les matrices C˜ = C˜(n, d) et C = C(n, d) de taille N × n dont les N lignes sont
les mots de code bruite´s et intercepte´s, respectivement les mots de code e´mis sur le canal
binaire, i.e. [C˜]ij = y˜i(j) et [C]ij = yi(j). De plus, si nous de´finissons la matrice d’erreur
E par [E]ij = ei(j) alors C˜ = C ⊕ E. De meˆme, a` la matrice C˜(ne, de) correspondent
C(ne, de) et E(ne, de) telles que C˜(ne, de) = C(ne, de)⊕ E(ne, de).
Une fois C˜(ne, de) construite, l’observateur la de´coupe en deux sous-matrices C˜1(ne, de)
et C˜2(ne, de) de tailles respectives ne × ne et (N − ne)× ne ve´rifiant
C˜1(ne, de) = C1(ne, de)⊕ E1(ne, de),
C˜2(ne, de) = C2(ne, de)⊕ E2(ne, de), (2.2)
ou` C˜1(ne, de) est la matrice carre´e supe´rieure de C˜(ne, de). La proposition 2.1 nous permet
alors d’exprimer le proble`me de reconstruction des codes en blocs line´aires a` partir d’un
crite`re alge´brique tre`s simple.
Proposition 2.1 Dans les conditions pre´ce´dentes, en supposant que parmi les n mots de
code, (n− k) forment une famille libre,
H = Ker (C1(n, d)).
Preuve : imme´diate d’apre`s la de´finition et l’e´quation (2.1) page pre´ce´dente. 
L’hypothe`se d’inde´pendance de (n−k) mots de code yi est raisonnable dans la mesure
ou` les mots d’information envoye´s sont en ge´ne´ral issus d’une compression, d’un chiffre-
ment puis de la sortie d’un brasseur. Le proble`me de reconstruction des codes en blocs
line´aires est alors e´quivalent a` de´terminer Ker C(n, d) en observant C˜(ne, de) avec ne et
de choisis par l’observateur.
Pour re´pondre a` ce proble`me, nous avons besoin tout d’abord d’e´largir la notion de
rang pour des matrices un peu particulie`res, appele´es matrices bruite´es.
De´finition 2.2 Une matrice M˜ a` coefficients dans GF (2) de dimensions p× q, telles que
p≫ q est dite bruite´e si et seulement si elle peut s’e´crire sous la forme
M˜ =M ⊕ E,
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avec rg (M˜) ≥ rg (M) et E matrice binaire, dont les coefficients sont tire´s ale´atoirement
suivant une distribution uniforme de parame`tre ε, le TEB du canal. M est appele´e matrice
non bruite´e associe´e a` M˜ et E matrice d’erreur associe´e a` M˜ .
Remarque 2.2 :
Nous rappelons que la densite´ d(v) d’un vecteur binaire v de longueur l est donne´e par
d(v) =
w(v)
l
,
ou` w(.) est le poids de Hamming. Cette de´finition s’e´tend de fac¸on naturelle a` la densite´
d’une matrice M de taille p× q, en posant
d(M) =
1
pq
q∑
i=1
w(Mi),
ou` Mi est le i
e`me vecteur colonne. En d’autres termes, la densite´ d’une matrice est la
moyenne de la densite´ de ses vecteurs colonnes.
Par construction, les matrices C˜(ne, de), C˜1(ne, de) et C˜2(ne, de) sont des matrices
bruite´es. Dans le cadre de la reconstruction des codes en blocs line´aires nous cherchons a`
obtenir une relation entre le rang de C˜(ne, de) et celui de C(ne, de) permettant d’estimer
le second a` partir du premier. Le the´ore`me du rang nous donne une premie`re relation :
rg (C(ne, de)) = n − dim (Ker (C(ne, de))). Prenons un vecteur h de H = Ker (C(n, d)),
alors
C˜(ne, de)h = C(ne, de)h⊕ Eh = Eh.
Si l’erreur est faible, la matrice E est peu dense et posse`de des lignes constitue´es exclu-
sivement de 0. Dans ce cas favorable, on peut donc espe´rer que Eh soit de poids faible.
Notre strate´gie est, assez naturellement, de rechercher des vecteurs h, tels que Eh soit
de poids faible. En pratique, pour un TEB faible, les vecteurs du noyau de C(n, d) sont
envoye´s dans une boule centre´e en 0 et de faible rayon, BdH (0, γN), γ ∈]0, 1/2[, par C˜(n, d)
(dH e´tant la distance de Hamming). Le parame`tre γ est e´value´ au paragraphe 2.3.2. Le
proble`me de reconstruction se re´duit alors a` un proble`me de recherche de mots de poids
faible dans un code, ici le (N,n)-code en bloc line´aire C′ engendre´ par les vecteurs colonnes
de C˜(n, d). En effet, soit v un mot de C′ de poids faible, il existe une combinaison line´aire
(αi)i=1...n, αi ∈ GF (2), des vecteurs colonnes
(
C˜(i)(n, d)
)
telle que
v =
n∑
i=1
αiC˜
(i)(n, d) = C˜(n, d)h,
ou` h est le vecteur de longueur n de´fini par h = (α1, . . . , αn). Or, le (N,n)-code en bloc
line´aire C′ posse`de une distribution du poids des mots de code un peu particulie`re. En
effet, lorsque le canal est sans erreur, on de´nombre 2(n−k) mots de poids 0 (ces mots
de code ont exactement pour ante´ce´dents les vecteurs de H) ainsi qu’un petit nombre
de vecteurs de poids faible. Ceci s’explique par la distribution des poids des vecteurs du
dual du code qui est lie´e a` la distribution des poids des mots du code par la relation de
MacWilliams [138]. La re´partition des poids des vecteurs du dual est d’ailleurs a` la base
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des tests statistiques de´veloppe´s par M. Cluzeau pour discriminer les vecteurs du dual
des autres. Les illustrations de sa the`se [51, ch. 2.4], mettent clairement en e´vidence les
diffe´rentes re´partitions des poids des vecteurs suivant qu’ils appartiennent au dual ou non.
Lorsque l’erreur du canal augmente, mais reste faible, ces vecteurs ne sont plus de poids
0 mais de poids faible, comme l’illustre la figure 2.1 page 58. Les vecteurs de poids faible
sont majoritairement issus du codage des vecteurs de H. Pour s’en convaincre, de´montrons
tout d’abord le the´ore`me suivant.
The´ore`me 2.1 Soit W la variable ale´atoire discre`te a` valeurs dans [0, N ] et de´finie sur
l’ensemble des vecteurs binaires v de longueur n, par W (v) = w(C˜(n, d)v). Alors W
ne suit pas la meˆme distribution de probabilite´ sur H et son comple´mentaire. Notons
Pp(v) =
1+(1−2ε)w(v)
2 .

Pr(W (v) = x | v ∈ H) = (Nx)(1− Pp(v))xP (N−x)p (v),
Pr(W (v) = x | v 6∈ H) = 2−N(Nx).
Preuve :
supposons v 6∈ Ker (C(n, d)). Le vecteur v n’est donc pas une relation de parite´, ce qui
implique ∀i = 1 . . . N , < yi, v >= 1 avec probabilite´ 12 . On en de´duit < y˜i, v >=< yi, v >
⊕ < ei, v >= 1 avec probabilite´ 12 . Le re´sultat des e´quations < y˜i, v > est une variable
ale´atoire discre`te binaire, de´finie sur l’ensemble des vecteurs binaires de longueur n, suivant
une loi de probabilite´ uniforme de parame`tre 12 . De plus, si on suppose que les (yi) sont
ge´ne´re´s de fac¸on inde´pendante, les (y˜i) le sont aussi ainsi que le re´sultat des < y˜i, v >.
D’autre part, chacune de ces e´quations est une coordonne´e du vecteur C˜(n, d)v. On peut
alors en conclure que les coordonne´es du vecteur C˜(n, d)v sont N variables ale´atoires
binaires inde´pendantes suivant une loi uniforme de parame`tre 12 . Enfin, il en re´sulte que
W (v) suit une distribution binomiale de parame`tres (N, 12) d’ou`
Pr(W (v) = x | v 6∈ H) = 2−N
(
N
x
)
.
Supposons maintenant que v ∈ Ker (C(n, d)) ; alors < y˜i, v >=< yi, v > ⊕ < ei, v >=<
ei, v >. E´valuons alors la probabilite´ que < ei, v >= 0. Pour cela de´montrons la proposition
suivante.
Proposition 2.2 Soit v ∈ Ker (C(n, d)), alors
Pr(< ei, v >= 0) = 1 + (1− 2ε)
w(v)
2
.
Preuve :
< ei, v >= 0 chaque fois que la somme des ei(j) prise sur les j pour lesquels v(j) = 1 est
paire, c’est-a`-dire
< ei, v >= 0 si et seulement si
∑
j|v(j)=1
ei(j) ≡ 0 mod 2. (2.3)
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Or, par de´finition du canal, les (ei(j)) sont des variables inde´pendantes qui suivent une loi
uniforme de parame`tre ε, on en de´duit
Pr(< ei, v >= 0) =
⌊w(v)/2⌋∑
j=0
(
w(v)
2j
)
ε2j(1− ε)w(v)−2j .
Il suffit ensuite d’e´crire
(1− 2ε)w(v) = ((1− ε)− ε)w(h) =
w(v)∑
i=0
(
w(v)
i
)
(−1)iεi(1− ε)w(v)−i,
1 = ((1− ε) + ε)w(v) =
w(v)∑
i=0
(
w(v)
i
)
εi(1− ε)w(v)−i,
1 + (1− 2ε)w(v)
2
=
⌊w(v)/2⌋∑
i=0
(
w(v)
2i
)
ε2i(1− ε)w(v)−2i,
pour terminer la preuve de la proposition 2.2 page pre´ce´dente. 
Cette proposition nous permet de clore la de´monstration de la proposition 2.1 page
pre´ce´dente. Notons Pp(v) =
1+(1−2ε)w(v)
2 . Comme pre´ce´demment, les < y˜i, v >=< ei, v >
sont des variables ale´atoires binaires inde´pendantes qui suivent une loi uniforme de pa-
rame`tre Pp(v), il en est de meˆme pour les coordonne´es de C˜(n, d)v. Enfin, il en re´sulte que
W (v) suit une distribution binomiale de parame`tres (N,Pp(v)), d’ou`
Pr(W (v) = x | v ∈ H) =
(
N
x
)
(1− Pp(v))xP (N−x)p (v). 
En remarquant que Pp(v) ∈]1/2, 1[ lorsque ε ∈]0, 1/2[ nous pouvons alors de´montrer la
proposition suivante.
Proposition 2.3 Soient T un entier fixe´ et γ ∈]0, 1/2[, alors
lim
N→∞
Pr(v ∈ H |W (v) ≤ γT ) = 1.
Preuve :
Pour de´montrer cette proposition, nous allons chercher la limite de Pr (v 6∈ H |W (v) ≤ γT ) .
Pr (v 6∈ H |W (v) ≤ γT ) = Pr (v 6∈ H) Pr (W (v) ≤ γT | v 6∈ H)Pr (W (v) ≤ γT ) ,
= Pr (v 6∈ H) 1
1 + Pr(W (v)≤γT | v∈H)Pr(W (v)≤γT | v 6∈H)
,
=
Pr (v 6∈ H)
1 +Q(N)
,
ou`
Q(N) =
Pp(v)
N
∑⌊γT ⌋
x=0
(
N
x
) (
1
Pp(v)
− 1
)x
2−N
∑⌊γT ⌋
x=0
(
N
x
) ≥ (2Pp(v))N
(
1
Pp(v)
− 1
)⌊γT ⌋
,
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d’apre`s le the´ore`me 2.1 page 55. En remarquant que αPp(v) > 1, il en re´sulte que
limN→∞Q(N) = +∞ et donc
lim
N→∞
Pr(v 6∈ H |W (v) ≤ γT ) = 0.
Ceci nous permet de conclure
lim
N→∞
Pr(v ∈ H |W (v) ≤ γT ) = 1.
En faisant l’hypothe`se raisonnable que N est de l’ordre de n2, on en de´duit que si C˜(n, d)h
est de poids faible, alors, avec forte probabilite´, h ∈ Ker (C(n, d)) = H. Lorsque ne 6= n,
en faisant l’hypothe`se que N est suffisamment grand (de l’ordre de n2) et γ, suffisamment
petit, d’apre`s la re´partition des vecteurs de poids faible que nous venons de mettre en
e´vidence, la probabilite´ de trouver un vecteur de poids faible est proche de 0, en conside´rant
C′ comme un code ale´atoire.
2.1.2 Algorithme de Gauss randomise´
Pour re´pondre au proble`me de reconstruction des codes en blocs line´aires, trois approches
sont possibles :
• la recherche exhaustive,
• les algorithmes de recherche de mots de poids faible dans un code line´aire : algorith-
mes de Leon [129], de Stern [181], de Lee-Brickell [128] et enfin de Canteaut-Chabaud
[43, 42],
• l’algorithme de Sicot-Houcke [173].
La premie`re technique est de complexite´ exponentielle en O(2n) et n’est pas re´alisable
en pratique pour les longueurs de codes usuels. Les algorithmes de recherche de mots de
poids faible ont de´ja` e´te´ e´tudie´s a` maintes reprises et adapte´s a` des fin de reconstruction
de codes correcteurs d’erreurs, notamment dans les the`ses de A. Valembois [195] et de
M. Cluzeau [51]. Les analyses des algorithmes classiques de recherche de mots de poids
faible ont e´te´ re´alise´es sous l’angle de la recherche de mots de poids faible dans des codes
en blocs line´aires ale´atoires. Or, les codes engendre´s par les matrices d’interception sont un
peu particuliers : leur dimension et la re´partition de leurs mots de poids faible e´voluent en
fonction de l’erreur et sont tre`s diffe´rents des codes classiques. La figure 2.1 page suivante,
illustre l’e´volution de la re´partition des poids en fonction de l’erreur pour une matrice
d’interception initialement non bruite´e de dimension 100× 20, de rang 14. Cette matrice
est forme´e par des mots d’un code de longueur 20 et de dimension 14. Nous avons donc
choisi d’adopter et d’analyser finement l’algorithme de Sicot-Houcke qui consiste en une
randomisation de l’algorithme de Gauss pour les matrices bruite´es. L’objectif est alors
d’avoir des tirages inde´pendants pour nos matrices a` e´tudier afin de de´couvrir plus vite
des relations de poids faible ; en contre-partie nous payons la complexite´ d’un pivot de
Gauss a` chaque ite´ration. Cette approche diffe`re des pre´ce´dentes, en ce sens qu’elle tire
parti de la re´sistance aux erreurs intrinse`que a` l’algorithme de Gauss. En effet, le proces-
sus de Gauss n’est pas perturbe´ lorsque le nombre d’erreurs affectant des bits d’un mot
de code implique´s dans une relation de parite´ est paire. D’autre part, quand celui-ci est
impair, sous certaines conditions mises en e´vidence au paragraphe 2.3.2, les mots de poids
faible apparaissent dans une base de (C′)⊥.
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Fig. 2.1 – Re´partition des mots de code dans un code de longueur 100
Le principe de l’algorithme de Gauss randomise´ pour des matrices bruite´es est le sui-
vant. Celui-ci se de´compose en deux e´tapes :
• une e´tape alge´brique, consistant en l’application de l’algorithme de Gauss afin de
trouver un ensemble de vecteurs candidats,
• une e´tape statistique de test d’hypothe`ses, afin de se´lectionner parmi les vecteurs
candidats ceux qui appartiennent a` H.
Nous disons que la premie`re e´tape permet de de´tecter une relation de parite´ et la se-
conde de la valider. Comme son nom l’indique, cet algorithme est randomise´. Pour cela,
nous ge´ne´rons l matrices C˜(i)(ne, de), par un processus de Monte Carlo, en effectuant une
permutation ale´atoire des N lignes de la matrice C˜(ne, de). l est un parame`tre de l’algo-
rithme de Gauss randomise´. Cette e´tape ne change clairement pas les vecteurs du noyau
de C(ne, de). Chacune de ces matrices peut eˆtre e´crite sous la forme de l’e´quation (2.2)
page 53,
C˜
(i)
1 (ne, de) = C
(i)
1 (ne, de)⊕ E(i)1 (ne, de),
C˜
(i)
2 (ne, de) = C
(i)
2 (ne, de)⊕ E(i)2 (ne, de).
(2.4)
La premie`re e´tape re´side en l’application de l’algorithme de Gauss classique aux ma-
trices C˜
(i)
1 (ne, de). Chacune des C˜
(i)
1 (ne, de) peut alors s’e´crire sous la forme
A(i).C˜
(i)
1 (ne, de).B
(i) = T (i),
ou` T (i) est une matrice triangulaire infe´rieure, A(i) matrice inversible maintenant les
e´changes de lignes et B(i) maintenant les combinaisons line´aires des colonnes. L’appli-
cation associe´e a` A(i) conservant le poids de Hamming, nous obtenons l ensembles de
vecteurs candidats Bi = {B(i)j , j = 1 . . . n}, i = 1 . . . l. Si C˜(i)1 n’est pas de rang plein, Bi
contient les vecteurs du noyau de C˜
(i)
1 (ne, de).
Enfin, la seconde e´tape permet de se´lectionner des vecteurs appartenant potentielle-
ment au noyau de C(ne, de). Pour chaque vecteur v des Bi, il nous faut discriminer entre
deux hypothe`ses, H1, « v ∈ Ker (C(ne, de))» et H2, « v 6∈ Ker (C(ne, de)) ». Pour ce
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Algorithme de Gauss randomise´
Entre´es : une matrice M de taille p× q avec p > q,
γ ∈ [0, 1],
l ∈ N∗.
Sortie : (l, γ)-RKer (M).
1 K ←− {0}
2 Pour i de 1 a` l
3 Ge´ne´rer M (i) en effectuant une permutation ale´atoire des lignes de M
4 Appliquer l’algorithme de Gauss a` M
(i)
1 et e´valuer Bi
5 Pour tout v de Bi
6 Si d(Mv) ≤ γ alors K ←− K ∪ {v}
7 Fin Si
8 Fin Pour
9 Fin Pour
10 Renvoyer V ect(K)
Fig. 2.2 – Algorithme de Gauss randomise´ pour les matrices bruite´es
faire, nous notons D la variable ale´atoire discre`te a` valeurs dans [0,1] et de´finie sur l’en-
semble des vecteurs binaires v de longueur n par D(v) = d(C˜(ne, de)v). La distribution
un peu particulie`re du (N,n)-code en blocs line´aire C′ , mise en e´vidence au paragraphe
pre´ce´dent et le the´ore`me 2.1, impliquent que D ne suit pas la meˆme distribution de pro-
babilite´ sur H et son comple´mentaire. La re`gle de de´cision associe´e au test d’hypothe`ses
est la suivante. Observant v, nous de´cidons H1 si D(v) ≤ γ et H2 sinon. γ est le second
parame`tre de l’algorithme de Gauss randomise´. Le pseudo-code de l’algorithme est donne´
par la figure 2.2. Nous appelons noyau randomise´ de parame`tres l et γ, de C˜(ne, de), la
sortie de l’algorithme de Gauss randomise´ applique´ a` C˜(ne, de). Celui-ci est note´
(l, γ)-RKer (C˜(ne, de)).
La notion de noyau randomise´ e´tend la notion de noyau aux matrices bruite´es. En effet,
soit M une matrice non bruite´e de taille p× q, avec p≫ q et h ∈ Ker (M), alors h ∈ Bi,
∀ i = 1 . . . l, ensembles de vecteurs candidats ; h est donc de´tecte´ par l’algorithme de
Gauss randomise´. De plus d(h) = 0 ≤ γ ; h est donc valide´ par l’algorithme et appartient
a` V ect(K). On en de´duit
Ker (M) ⊂ (l, γ)-RKer (M) .
Soit v ∈ (l, γ)-RKer (M), alors D(v) ≤ γ. En utilisant la proposition 2.3 page 56, on
montre aise´ment que
lim
p→∞
Pr(v ∈ Ker (M) |D(v) ≤ γ) = 1. (2.5)
En prenant p suffisamment grand, de l’ordre de q2, v ∈ Ker (M) avec forte probabilite´.
Avec cette meˆme probabilite´,
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Ker (M) = (l, γ)-RKer (M) . (2.6)
Dans le meˆme esprit, nous pouvons introduire le rang randomise´. Nous appelons rang
randomise´ de parame`tres l et γ, de la matrice bruite´e M˜ de taille p × q, l’entier note´
(l, γ)-rrg (M˜) de´fini par
(l, γ)-rrg (M˜) = p− dim
(
(l, γ)-RKer (M˜)
)
.
La notion de rang randomise´ e´tend la notion de rang aux matrices bruite´es. Soit M
matrice non bruite´e de taille p× q, avec p≫ q, d’apre`s la relation (2.6),
(l, γ)-rrg (M˜) = p− dim
(
(l, γ)-RKer (M˜)
)
= p− dim (Ker (M)) = rg (M),
avec forte probabilite´.
Il nous faut maintenant noter quelques difficulte´s intuitives qu’il convient de prendre
en compte lors du choix des parame`tres.
Soit C˜(ne, de) = C(ne, de)⊕E(ne, de) la matrice bruite´e construite avec les bits intercepte´s,
alors
• la probabilite´ que les vecteurs de Ker (C(ne, de)) apparaissent dans Bi est d’autant
plus faible que E(ne, de) est dense,
• la probabilite´ qu’un vecteur de Ker (C(ne, de)) soit de´tecte´ mais non valide´ est d’au-
tant plus forte que E(ne, de) est dense,
• il existe avec faible probabilite´ (cf. relation (2.5) page pre´ce´dente) des vecteurs ap-
partenant a` (l, γ)-RKer (C˜(ne, de)) mais pas a` Ker (C(ne, de)).
Ces difficulte´s sont explicite´es et quantifie´es en termes de probabilite´ au paragraphe 2.3.2
page 69. D’autre part, nous pouvons noter les cas favorables :
• la probabilite´ de de´tecter un vecteur de Ker (C(ne, de)) est d’autant plus forte que
le nombre d’ite´rations l est grand,
• la validation est d’autant plus fiable que N est grand.
Pour re´soudre le proble`me de reconstruction des codes en blocs line´aires, il nous faut
donc e´valuer le noyau randomise´ de C˜(n, d). Pour ce faire, nous avons besoin de deviner
les parame`tres ne = n et de = d. Nous pre´sentons maintenant les algorithmes de re-
construction pour retrouver ces parame`tres a` partir de l’algorithme de Gauss randomise´.
Rappelons que la densite´ de la matrice d’erreur associe´e au canal binaire est exactement le
TEB du canal. D’apre`s les remarques pre´ce´dentes, on s’attend a` ce que la reconstruction
soit « plus facile » quand on intercepte beaucoup de bits (N grand) et quand l’erreur du
canal est faible (matrice d’erreur peu dense).
2.2 Algorithmes de reconstruction
2.2.1 Canal sans erreur
E´tudions tout d’abord le cas le plus simple d’un canal sans erreur. Cette hypothe`se
correspond a` la situation dans laquelle l’observateur veut retrouver les parame`tres d’un
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code en bloc line´aire qui sont stocke´s dans un e´quipement qu’il posse`de. L’e´quipement
peut alors eˆtre vu comme une boˆıte noire qui peut eˆtre stimule´e et qui va en sortie e´mettre
un flux de bits code´ et sans erreur.
Dans ce cas tre`s pre´cis, nous avons C˜(ne, de) = C(ne, de) et la matrice intercepte´e est
non bruite´e. L’algorithme de Gauss randomise´ renvoie dans ce cas le noyau d’une ma-
trice non bruite´e avec une probabilite´ proche de 1 (cf. relation (2.6) page pre´ce´dente).
Pour cela, il effectue l pivots de Gauss sur une matrice de taille n ; nous utilisons donc
pre´fe´rentiellement le noyau et le rang classiques de C(ne, de) a` son noyau et rang ran-
domise´s. De plus, d’apre`s la proposition 2.1 page 53, l’e´valuation de Ker (C1(n, d)) nous
renvoie directement H. Nous utilisons donc l’algorithme de Gauss classique plutoˆt que
celui de Gauss randomise´. Afin de de´tecter les bons parame`tres n et d, il est utile de re-
marquer que chercher une relation de parite´ est e´quivalent a` rechercher des colonnes lie´es
dans la matrice C(n, d). En effet, si h est une relation de parite´, alors
< Ci(n, d), h >=
n∑
j=1
h(j).yi(j) =
∑
j|h(j)=1
yi(j) = 0 ∀i = 1 . . . N,
ou` Ci(n, d) est la i
e`me ligne de C(n, d). En d’autres termes, si h est une relation de parite´,
la somme des colonnes d’indice j pour lequel le bit h(j) est a` 1 vaut 0 ; ces colonnes sont
lie´es.
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Fig. 2.3 – Repre´sentation de C(n, d) et C(n, de) avec deux relations de parite´
Dans l’hypothe`se ou` nous avons devine´ la bonne valeur de ne et estime´ le facteur de
de´synchronisation d, l’e´valuation du noyau de C(n, d) se fait sans proble`me a` l’aide de
l’algorithme de Gauss. Le rang rg (C(n, d)) est donc e´gal a` n − (n − k) = k d’apre`s le
the´ore`me du rang. Supposons maintenant que ne = n, de 6= d et h relation de parite´.
L’introduction d’une de´synchronisation δ = | d− de | peut avoir deux effets distincts sur h
comme l’illustre la figure 2.3 :
• le dernier bit a` 1 de h est d’indice supe´rieur a` (n−δ) et dans ce cas, les colonnes corres-
pondantes a` h d’indice augmente´ de δ ne sont plus lie´es ; (h≫ δ)2 6∈ Ker (C(n, de)),
2
h≫ δ signifie que h est de´cale´ de δ bits vers la droite.
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• le dernier bit a` 1 de h est d’indice infe´rieur ou e´gal a` (n − δ) ce qui implique que
les colonnes correspondantes a` h d’indice augmente´ de δ sont lie´es ; (h ≫ δ) ∈
Ker (C(n, de)).
On en de´duit qu’avec une probabilite´ proche de 1,
rg (C(n, d)) ≤ rg (C(n, d′)) ∀d′ . (2.7)
Nous ne´gligeons ainsi la probabilite´ que le rang diminue lors du de´calage, c’est-a`-dire la
probabilite´ qu’au moins deux vecteurs inde´pendants du noyau n’appartennant pas a` H
apparaissent « spontane´ment ». Cette approximation se ve´rifie en pratique. La relation de
parite´ hachure´e est conserve´e par l’introduction d’une de´synchronisation d tandis que la
pleine est « casse´e » . En effet, la somme des bits hachure´s d’une meˆme ligne vaut 0 pour
chaque ligne ce qui n’est plus le cas pour les pleins car un bit plein par ligne se retrouve
sur la suivante.
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Fig. 2.4 – Repre´sentation de C(ne, de) avec deux relations de parite´
Dans l’hypothe`se ou` nous avons choisi ne 6= βn, β ∈ N∗, aucune relation de parite´
n’est conserve´e et nous conside´rons que C(ne, de) se comporte comme une matrice binaire
ale´atoire, comme l’illustre la figure 2.4. Cette hypothe`se forte se ve´rifie dans la pratique.
Soit R une variable ale´atoire discre`te a` valeurs dans N+, de´finie sur l’ensemble des ma-
trices binaires par R(M) = rg (M). Un re´sultat classique d’alge`bre [132, p. 455], donne la
probabilite´ qu’une matrice binaire ale´atoire de dimensions p× q soit de rang plein
q−1∏
i=0
(1− 2i−p). (2.8)
Enfin, la majoration donne´e en annexe A, nous permet de conclure que
Pr (R(C(ne, de)) < ne) ≤ 2−N (2ne − 1) ≤ 2−N+ne . (2.9)
On en de´duit qu’avec forte probabilite´,R(C(ne, de)) = ne. Pour pouvoir comparer C(ne, de)
et C(n, d) deux matrices qui ont des tailles diffe´rentes, il nous faut introduire le rang nor-
malise´.
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De´finition 2.3 Soit M une matrice de dimension p× q, on appelle rang normalise´ de M
le re´el de [0, 1] de´fini par
rg (M)
min(p, q)
.
Le rang normalise´ est une variable ale´atoire discre`te, a` valeurs dans [0,1] et de´finie sur
l’ensemble des matrices binaires. De plus,
Pr
(
rg (C(ne, de))
ne
= 1
)
= Pr (R(C(ne, de)) = ne) ≥ 1− 2−N+ne .
La relation (2.7) page pre´ce´dente nous permet d’en de´duire qu’avec forte probabilite´,
rg (C(n, d))
n
≤ rg (C(n, de))
n
≤ rg (C(ne, de))
ne
= 1 ∀de.
Cette relation nous donne un premier crite`re pour deviner les bons parame`tres pour ne et
de. Ce crite`re est appele´ crite`re du rang et s’exprime par
(n, d) = Argmin
ne,de
(
rg (C(ne, de))
ne
)
.
Il en re´sulte alors un algorithme de reconstruction des codes en blocs line´aires dans le cas
d’un canal sans erreur. La premie`re e´tape consiste a` faire des hypothe`ses croissantes sur
ne puis tester toutes les hypothe`ses sur d pour de variant de 0 a` (ne − 1). On remplit la
matrice C(ne, de) en conse´quence. Dans un deuxie`me temps, on e´value le rang normalise´
de C(ne, de) a` l’aide de l’algorithme de Gauss classique. Si celui-ci diminue alors ne et de
sont conside´re´s comme plus « proches » de n et d. Enfin l’algorithme renvoie le parame`tre
ne et le rendement r pour lesquels le rang normalise´ de C(ne, de) est minimal ainsi que le
noyau de C(ne, de) comme estimation du code dual. Le pseudo-code de l’algorithme est
donne´ par la figure 2.5 page suivante.
2.2.2 Canal avec erreur
Les raisonnements qui ont e´te´ faits dans le paragraphe pre´ce´dent peuvent se transposer
aise´ment en remplac¸ant les notions traditionnelles de rang, noyau et algorithme de Gauss
par leur version randomise´e.
Dans l’hypothe`se ou` nous avons devine´ la bonne valeur de ne et estime´ le facteur de
de´synchronisation d, l’algorithme de Gauss randomise´ applique´ a` C˜(ne, de), nous ren-
voie avec une certaine probabilite´ de succe`s le noyau de C(n, d). Le rang randomise´
(l, γ)-rrg (C˜(n, d)) est donc e´gal a` n− (n− k) = k avec cette meˆme probabilite´ de succe`s.
Cette probabilite´ de succe`s est e´value´e lors de l’analyse de l’algorithme au paragraphe 2.3.2.
Supposons maintenant que ne = n, de 6= d et soit h une relation de parite´. L’introduction
d’une de´synchronisation δ = | d− de | peut avoir deux effets distincts sur h :
• le dernier bit a` 1 de h est d’indice supe´rieur a` (n−δ) et dans ce cas, les colonnes cor-
respondantes a` h d’indice augmente´ de δ ne sont plus lie´es ; (h≫ δ) 6∈ Ker (C(n, de))
et C˜(n, de)(h≫ δ) = C(n, de)(h≫ δ)+E(h≫ δ) n’est plus ne´cessairement de poids
faible,
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Algorithme de reconstruction des codes en blocs line´aires
pour un canal sans erreur
Entre´es : (yi) les bits intercepte´s,
nmax ≥ 2 parame`tre d’arreˆt.
Sorties : H le code dual de C qui a ge´ne´re´ les (yi) ou ∅,
r le rendement du code ou 0,
n la dimension du code ou 0.
1 H ←− ∅
2 n←− 0
3 r ←− 1
4 Pour ne de 2 a` nmax
5 Pour de de 0 a` (ne − 1)
6 construire C(ne, de) a` partir des (yi)
7 Si rg (C(ne, de))/ne < r alors
8 r ←− rg (C(ne, de))/ne
9 n←− ne
10 H ←− Ker (C(ne, de))
11 Fin Si
12 Fin Pour
13 Fin Pour
14 Si n = 0 alors renvoyer (∅, 0, 0)
15 Sinon renvoyer (H, r, n)
Fig. 2.5 – Algorithme de reconstruction des codes en blocs line´aires dans un canal sans
erreur
• le dernier bit a` 1 de h est d’indice infe´rieur ou e´gal a` (n− δ) ce qui implique que la
somme des colonnes de C(n, de) correspondantes a` h d’indice augmente´ de δ vaut 0 ;
C˜(n, de)(h≫ δ) est donc de poids faible avec forte probabilite´ (cf. the´ore`me 2.1).
On en de´duit qu’avec forte probabilite´,
(l, γ)-rrg (C(n, d)) ≤ (l, γ)-rrg (C(n, de)) ∀de. (2.10)
Nous ne´gligeons ainsi la probabilite´ que le rang randomise´ de C(ne, de) diminue lors du
de´calage que de nouveaux vecteurs inde´pendants de poids faible apparaissent dans le code
engendre´ par les colonnes de C˜(ne, de). Comme pour le cas d’un canal sans erreur, cette
approximation se ve´rifie en pratique.
Dans l’hypothe`se ou` nous avons choisi ne 6= βn, β ∈ N∗, aucune relation de parite´
n’est conserve´e et nous conside´rons que C(ne, de) se comporte comme une matrice binaire
ale´atoire, ainsi que C˜(ne, de), par de´finition. En faisant l’hypothe`se queN est suffisamment
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grand (de l’ordre de n2) et γ suffisamment petit, d’apre`s la re´partition des vecteurs de poids
faible mise en e´vidence au paragraphe 2.1.1, la probabilite´ de trouver un vecteur de poids
faible est proche de 0, en conside´rant le code engendre´ par les colonnes de C˜(ne, de) comme
un code ale´atoire. Ceci implique que lors de l’e´tape statistique de Gauss randomise´, seul le
vecteur nul sera valide´ et l’algorithme retournera {0} avec forte probabilite´. Par de´finition,
(l, γ)-rrg (C˜(ne, de)) sera e´gal a` ne avec cette meˆme probabilite´. Pour pouvoir comparer
C˜(ne, d
′
) et C˜(n, d) deux matrices qui ont des tailles diffe´rentes, il nous faut introduire la
version randomise´e du rang normalise´. Soit M˜ une matrice bruite´e de dimension p× q, on
appelle rang randomise´ normalise´ de parame`tres (l, γ), de M˜ , le re´el de [0, 1] de´fini par
(l, γ)-rrg(M)
min(p, q)
.
La relation (2.10) page pre´ce´dente nous permet d’en de´duire qu’avec forte probabilite´,
(l, γ)-rrg (C˜(n, d))
n
≤ (l, γ)-rrg (C˜(n, de))
n
≤ (l, γ)-rrg (C˜(ne, de))
ne
= 1 ∀de.
Comme pour le cas du canal sans erreur, nous obtenons un crite`re du rang dans sa version
randomise´e.
(n, d) = Argmin
ne,de
(
(l, γ)-rrg (C(ne, de))
ne
)
.
Il en re´sulte alors un algorithme de reconstruction des codes en blocs line´aires dans le cas
d’un canal avec erreurs, qui n’est ni plus ni moins que la version randomise´e de l’algo-
rithme de reconstruction dans un canal sans erreur. La premie`re e´tape consiste a` faire des
hypothe`ses croissantes sur ne puis tester toutes les hypothe`ses sur d pour de variant de
0 a` (ne − 1). On remplit la matrice C˜(ne, de) en conse´quence. Dans un deuxie`me temps,
on e´value le rang randomise´ normalise´ de C˜(ne, de). Si celui diminue alors ne et de sont
conside´re´s comme plus « proches » de n et d. Enfin l’algorithme renvoie le parame`tre ne
et le rendement r pour lesquels le rang randomise´ normalise´ de C˜(ne, de) est minimal, ainsi
que le noyau randomise´ de C˜(ne, de) comme estimation du code dual. Le pseudo-code de
l’algorithme est donne´ en figure 2.6 page suivante.
2.3 Analyse des algorithmes
Dans ce paragraphe, nous pre´sentons une analyse des algorithmes de´taille´s dans les pa-
ragraphes pre´ce´dents. Nous nous inte´ressons dans un premier temps, au canal sans erreur,
puis dans un deuxie`me temps nous abordons le cas d’un canal bruite´. Pour chacune de ces
analyses, deux cas distincts sont traite´s. Le premier cas conside`re ne 6= βn et correspond a`
la pe´riode pendant laquelle l’algorithme va « deviner » la bonne valeur de ne. Le second
conside`re ne = n et correspond a` la pe´riode durant laquelle l’algorithme va tout d’abord se
synchroniser, puis estimer le noyau de C(n, d). De plus, les analyses effectue´es s’appuient
sur une hypothe`se forte selon laquelle C(ne, de) et C˜(ne, de) (cf. paragraphe 2.2.2) se com-
portent comme des matrices binaires ale´atoires. Cette hypothe`se est ne´anmoins ve´rifie´e en
pratique.
Avant toute analyse, il convient de rappeler les parame`tres qui sont pris en compte et
la manie`re dont ils varient.
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Algorithme de reconstruction des codes en blocs line´aire
pour un canal avec erreur
Entre´es : (y˜i) les bits intercepte´s,
nmax parame`tre d’arreˆt,
γ ∈ [0, 1] et l ∈ N∗ parame`tres de Gauss randomise´.
Sorties : H le code dual de C qui a ge´ne´re´ les (yi) ou ∅,
r le rendement du code ou 0,
n la dimension du code ou 0.
1 H ←− ∅
2 n←− 0
3 r ←− 1
4 Pour ne de 2 a` nmax
5 Pour de de 0 a` (ne − 1)
6 construire C˜(ne, de) a` partir des (y˜i)
7 Si (l, γ)-rrg (C˜(ne, de))/ne < r alors
8 r ←− (l, γ)-rrg (C˜(ne, de))/ne
9 n←− ne
10 H ←− (l, γ)-RKer (C˜(ne, de))
11 Fin Si
12 Fin Pour
13 Fin Pour
14 Si n = 0 alors renvoyer (∅, 0, 0)
15 Sinon renvoyer (H, r, n)
Fig. 2.6 – Algorithme de reconstruction des codes en blocs line´aires dans un canal avec
erreur
• Nous reconstruisons un code en bloc line´aire de longueur n et de dimension k. Ces
parame`tres sont fixe´s par le syste`me de communication que nous tentons de remonter.
La longueur n du code est le parame`tre d’e´valuation de la complexite´.
• L’observateur intercepte un signal dans un canal binaire syme´trique de parame`tre
ε. Nous e´valuons la probabilite´ de succe`s des algorithmes en fonction de celui-ci. En
pratique, ε varie de 0 a` 10−2.
• Lors de l’observation, l’adversaire introduit un de´calage d qu’il ne maˆıtrise pas.
Ce parame`tre est fixe´ de`s le de´but de l’interception et ne varie pas. L’observateur
doit alors faire une hypothe`se (ne, de) sur la valeur de (n, d), avec 0 ≤ ne ≤ n et
0 ≤ de ≤ ne − 1.
• Pour chaque hypothe`se (ne, de), il construit alors des matrices d’interception de
taille N ×n, ou` N est de l’ordre de n2. Il doit donc intercepter O(n3) bits. Pour une
meilleure lisibilite´, nous faisons l’hypothe`se, que toutes les matrices d’interception
posse`dent N lignes, quelle que soit la valeur de ne.
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• Enfin, l’algorithme de Gauss randomise´ prend en entre´e le couple de parame`tres
(l, γ). Le parame`tre l ∈ N∗ est le nombre de tirages de Monte Carlo effectue´s par
l’algorithme et γ ∈]0, 1/2[ est le seuil de de´tection de l’e´tape statistique de test d’hy-
pothe`ses (cf. paragraphe 2.1.2 page 59).
Dans le cadre de l’analyse de l’algorithme dans le cas sans erreur, nous e´tudions tout
d’abord la probabilite´ que l’algorithme renvoie un vecteur h de H, c’est-a`-dire la proba-
bilite´ que l’algorithme de´tecte et valide h. Nous e´valuons aussi la probabilite´ de fausse
alarme, c’est-a`-dire la probabilite´ que l’algorithme de´tecte et valide un vecteur v 6∈ H. Le
raisonnement est effectue´ sur une unique ite´ration de l’algorithme, i.e. l = 1. Le calcul
de ces probabilite´s de´termine ensuite le choix de l pour des conditions ope´rationnelles de
reconstruction.
Dans ce contexte, nous abordons la correction de l’algorithme sous l’angle probabiliste.
En effet, bien que l’algorithme de reconstruction soit de´terministe, sa sortie est correcte
avec une certaine probabilite´. Nous e´tudions alors la probabilite´ Psucc que la sortie de
l’algorithme de reconstruction dans le cas sans erreur soit correcte.
L’algorithme de reconstruction dans le cas de canaux bruite´s est quant a` lui pro-
babiliste. Pour chacun des cas ne 6= βn et ne = βn, nous e´valuons les probabilite´s de
fausse alarme et de de´tection en raisonnant sur une unique ite´ration de l’algorithme de
Gauss randomise´. Pour e´tudier la probabilite´ de fausse alarme dans le cas ne 6= βn, l’ana-
lyse est partitionne´e en deux configurations distinctes. Dans la premie`re configuration,
C˜(ne, de) n’est pas de rang plein et dans la seconde, C˜(ne, de) est de rang plein mais un
vecteur candidat est valide´. De meˆme, pour e´tudier la probabilite´ de de´tection dans le cas
ne = βn, nous traitons deux configurations distinctes. Dans la premie`re configuration, la
relation de parite´ de´tecte´e appartient a` Ker (C˜(ne, de)), dans la seconde, elle n’appartient
a` Ker (C˜(ne, de)) mais est candidate et valide´e par l’algorithme. Finalement, la probabilite´
de de´tection nous permet d’e´valuer le nombre d’ite´rations ne´cessaires a` la reconstruction
et donc la complexite´ de l’algorithme.
2.3.1 Canal sans erreur
Nous montrons dans ce paragraphe que l’algorithme de´terministe de reconstruction
des codes en blocs line´aires pour des canaux sans bruit retourne le dual de C avec une
probabilite´ de succe`s Psucc telle que
Psucc ≥ 1− n22−N+n.
De plus, sa complexite´ est en
O (n5) .
Cas ne 6= βn
Conside´rons tout d’abord le cas ou` ne 6= βn, β ∈ N∗. Nous e´valuons tout d’abord la
probabilite´ de fausse alarme P(0)fa (N,ne) de l’algorithme de reconstruction, c’est-a`-dire la
probabilite´ que celui-ci renvoie un vecteur v 6∈ H. Celle-ci ve´rifie la proposition suivante.
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Proposition 2.4 Soit ne 6= βn,
P(0)fa (N,ne) ≤ 2−N+ne .
Preuve :
L’algorithme de reconstruction renvoie un vecteur v 6∈ H lorsque
rg (C(ne, de))
ne
≤ rg (C(n, d))
n
= 1− k
n
.
La probabilite´ de fausse alarme est par de´finition
P(0)fa (N,ne) = Pr
(
R(C(ne, de)) ≤ ne
(
1− k
n
))
.
On en de´duit
P(0)fa (N,ne) ≤ Pr (R(C(ne, de)) < ne)) ≤ 2−N+ne ,
d’apre`s la relation (2.8) page 62. 
Pour conclure le cas ne 6= βn, nous ne´gligeons la probabilite´ de de´tecter et valider un
vecteur de Ker (C(n, d)), les relations de parite´ n’e´tant pas conserve´es comme l’illustre la
figure 2.4 page 62.
P(0)det(N,ne) est ne´gligeable.
Cas ne = βn
Dans le cas de 6= d, nous pouvons tenir exactement le meˆme raisonnement que pour la
proposition 2.4 en conside´rant la sous-matrice constitue´e de C(βn, de) prive´e des colonnes
associe´es aux relations de parite´ valides (cf. figure 2.4 page 62) ; la borne reste donc valable.
Dans le cas de = d, la probabilite´ de fausse alarme vaut 0 et la probabilite´ de de´tection
vaut 1.
Analyse de complexite´
Avec une faible probabilite´ Pechec, l’algorithme ne retourne pas les bonnes relations de
parite´. Nous pouvons ne´anmoins borner cette probabilite´.
Proposition 2.5 La probabilite´ d’e´chec Pechec de l’algorithme de reconstruction dans le
cas d’un canal binaire sans erreur est borne´e par
Pechec ≤ n22−N+n.
Preuve :
l’algorithme de reconstruction e´choue lorsque en parcourant les ne et de,
rg (C(ne, de))
ne
≤ rg (C(n, d))
n
= 1− k
n
.
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La probabilite´ d’un tel e´ve´nement a e´te´ e´value´e dans la proposition 2.4 page ci-contre. On
en de´duit la probabilite´ de succe`s de l’algorithme Psucc,
Psucc =
n∏
ne=2
(
1− P(0)fa
)ne
.
En utilisant la borne de la proposition 2.4 page pre´ce´dente,
Psucc ≥
n∏
ne=2
(
1− P(0)fa
)n
,
≥
(
1− P(0)fa
)n2
,
≥ 1− n2P(0)fa .
Finalement, on en de´duit,
Psucc ≥ 1− n22−N+n. 
La proposition 2.5 page ci-contre, met en e´vidence l’importance du nombre de mots inter-
cepte´s. En effet, la probabilite´ de succe`s tend exponentiellement vers 1 quand N augmente.
lim
N→∞
Psucc = 1.
Le parame`tre n est estime´ en aveugle, il faut donc tester tous les cas de 2 a` n. Pour chaque
estimation de ne de n, toutes les valeurs de de´synchronisation de sont teste´es. Enfin, pour
chaque test, il faut calculer rg (C(ne, de)) = rg (C1(ne, de)) avec forte probabilite´ (d’apre`s
la proposition 2.1 page 53) a` l’aide de l’algorithme de Gauss en O(n3e). Il en re´sulte que
la complexite´ en temps de l’algorithme de reconstruction des codes en blocs line´aires est
donne´e par
O
(
n∑
ne=2
n3e
)
= O (n5) .
2.3.2 Canal avec erreur
Dans ce paragraphe, nous calculons les probabilite´s de de´tection Pdet et de fausse
alarme Pfa pour l’algorithme probabiliste de reconstruction des codes en blocs line´aires
dans des canaux bruite´s. La probabilite´ de fausse alarme est majore´e par
Pfa ≤ 2−N + n
2
2
e−
N
2 ,
la probabilite´ de de´tection est minore´e par
Pdet ≥ Pp(h)βn
⌊γN⌋∑
i=0
(
N
i
)
(1− Pp(h))iPp(h)(N−i),
et la complexite´ de l’algorithme est en
O
(
n5
Pdet
)
.
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Cas ne 6= βn
Conside´rons tout d’abord le cas ou` ne 6= βn, β ∈ N∗. Nous e´valuons maintenant la
probabilite´ de fausse alarme de l’algorithme de reconstruction, c’est-a`-dire la probabilite´
de de´tecter et valider une relation de parite´ qui n’appartient pas a` Ker (C(n, d)). Nous
rappelons que notre raisonnement est fonde´ sur une unique ite´ration de l’algorithme de
Gauss randomise´. Les probabilite´s calcule´es nous permettent ainsi de de´terminer le nombre
ne´cessaire d’ite´rations a` la reconstruction. Pour un ne donne´, l’algorithme de Gauss rando-
mise´ renvoie un noyau randomise´ non restreint a` 0 dans les deux configurations suivantes :
1. C˜(ne, de) n’est pas de rang plein,
2. C˜(ne, de) est de rang plein et au moins un des vecteurs candidats a e´te´ valide´.
On cherche ainsi a` e´valuer
Pr
(
(l, γ)-RKer (C˜(ne, de)) 6= ∅
)
=
Pr
(
rg (C˜(ne, de) < ne
)
Pr
(
l, γ)-RKer (C˜(ne, de)) 6= ∅ | rg (C˜(ne, de)) < ne
)
+
Pr
(
rg (C˜(ne, de) = ne
)
Pr
(
(l, γ)-RKer (C˜(ne, de)) 6= ∅ | rg (C˜(ne, de) = ne
)
,
sous la forme P(1)fa (N,ne) + P(2)fa (N,ne).
Proposition 2.6 Soit ne 6= βn,
P(1)fa (N,ne) = 1−
ne−1∏
i=0
(1− 2i−N ).
Preuve :
Dans la premie`re configuration, si C˜(ne, d) n’est pas de rang plein, au moins un des vec-
teurs de B1 appartient au noyau de C˜(ne, d). Ce vecteur sera donc valide´ par l’e´tape sta-
tistique avec probabilite´ e´gale a` 1. On en de´duit P(1)fa (N,ne) = Pr
(
rg (C˜(ne, de) < ne
)
=
Pr
(
R(C˜(ne, de)) < ne
)
. La relation (2.9) page 62 nous permet de conclure. 
Dans la seconde configuration, la probabilite´ pour C˜(ne, de) d’eˆtre de rang plein est
donne´e par
Pr(rg (C˜(ne, de)) = ne) =
ne−1∏
i=0
(1− 2i−N ),
d’apre`s la relation (2.8) page 62. C˜(ne, de) est donc non seulement de rang plein mais
l’algorithme de Gauss randomise´ valide au moins un vecteur qui n’est pas une relation de
parite´. Il ne nous reste plus qu’a` e´valuer la probabilite´ d’un tel e´ve´nement.
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La proposition 2.1 page 55 permet d’expliciter la probabilite´ qu’au moins un vecteur v de
B1 soit valide´ sachant v 6∈ Ker (C˜(ne, de)) dans la configuration 2.
Pr
(
(l, γ)-RKer (C˜(ne, de)) 6= ∅ | rg (C˜(ne, de) = ne
)
= Pr
(
∃ v ∈ (l, γ)-RKer (C˜(ne, de)) | v 6∈ Ker C˜(ne, de)
)
= Pr
(
∃ v ∈ B1, D(v) ≤ γ | v 6∈ Ker C˜(ne, de)
)
= 1− Pr
(
∀ v ∈ B1, W (v) > γN | v 6∈ Ker C˜(ne, de)
)
= 1−
(
Pr
(
W (v) > γN | v 6∈ Ker C˜(ne, de)
))ne
,
en supposant les ne variables ale´atoires (W (vi))vi∈B1 inde´pendantes. D’apre`s le the´ore`me
2.1 page 55, on en de´duit la probabilite´ de fausse alarme dans la configuration 2
P(2)fa (N,ne) =
(
ne−1∏
i=0
(1− 2i−N )
)1−

2−N N∑
x=⌊γN⌋+1
(
N
x
)
ne .
Finalement, la probabilite´ P(3)fa que l’algorithme de Gauss randomise´ renvoie au moins
un vecteur qui n’appartient pas a` Ker (C(n, d)), dans le cas ne 6= βn est donne´e par
P(1)fa + P(2)fa ,
P(3)fa (N,ne) = 1−
(
2−neN
) ne−1∏
i=0
(1− 2i−N )

 N∑
x=⌊γN⌋+1
(
N
x
)
ne
.
En pratique, cette probabilite´ est difficile a` e´valuer, ne´anmoins nous pouvons en donner
une majoration assez fine.
Proposition 2.7
P(3)fa (N,ne) ≤ 2−N + ne(1− 2−N+ne)e−2N(
1
2
−γ)2 .
Preuve :
la minoration calcule´e en annexe A page 249 nous donne
ne−1∏
i=0
(1− 2i−N ) ≥ 1− 2N (2ne − 1) ≥ 1− 2−N+ne , (2.11)
et d’autre part, la somme des coefficients binomiaux peut eˆtre elle aussi minore´e en utilisant
l’ine´galite´ suivante [144],
∀λ ∈ [0, 1
2
]
λp∑
i=0
(
p
i
)
≤ 2pe−2p( 12−λ)2 . (2.12)
Nous obtenons donc,
2−N N∑
⌊γN⌋+1
(
N
x
)
ne
=

1− 2−N x=⌊γN⌋∑
x=0
(
N
x
)
ne
,
≥
(
1− e−2N( 12−γ)2
)ne
, (2.13)
≥ 1− nee−2N( 12−γ)2 .
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Les e´quations (2.11) page pre´ce´dente et (2.13) page pre´ce´dente nous permettent d’e´crire
P(3)fa (N,ne) ≤ 1− (1− 2−N+ne)(1− nee−2N(
1
2
−γ)2),
≤ 2−N + ne(1− 2−N+ne)e−2N( 12−γ)2 . 
Comme nous le supposions, la probabilite´ de fausse alarme tend exponentiellement vers 0
quand N augmente.
lim
N→∞
P(3)fa (N,ne) = 0.
Pour conclure le cas ne 6= βn, nous ne´gligeons la probabilite´ de de´tecter un vecteur de
Ker (C(n, d)), les relations de parite´ n’e´tant pas conserve´es comme l’illustre la figure 2.4
page 62.
P(1)det(N,ne) ne´gligeable.
Cas ne = βn
Dans un premier temps nous e´tudions la probabilite´ de fausse alarme P(4)fa (N, βn),
c’est-a`-dire la probabilite´ de de´tecter au moins un vecteur qui n’est pas une relation de
parite´. Comme pre´ce´demment, nous raisonnons avec une unique ite´ration de l’algorithme
de Gauss randomise´.
Proposition 2.8
P(4)fa (N, βn) ≤
(βn)2
2
e−2N(
1
2
−γ)2 .
Preuve :
notons B′1 l’ensemble des vecteurs de B1 n’appartenant pas a` Ker (C(βn, de)). P(4)fa (N, βn)
peut s’exprimer en fonction du cardinal de B′1.
P(4)fa (N, βn) = Pr
(
∃v ∈ B′1, D(v) ≤ γ | v 6∈ H
)
,
=
βn∑
i=0
Pr
(
∃v ∈ B′1,W (v) ≤ γN | v 6∈ H, ♯B
′
1 = i
)
Pr(♯B′1 = i),
≤
βn∑
i=0
Pr
(
∃v ∈ B′1,W (v) ≤ γN | v 6∈ H, ♯B
′
1 = i
)
,
≤
βn∑
i=0
(
1− Pr
(
∀v ∈ B′1,W (v) > γN | v 6∈ H, ♯B
′
1 = i
))
,
≤
βn∑
i=0
1−

2−N N∑
x=⌊γN⌋+1
(
N
x
)
i
,
d’apre`s le the´ore`me 2.1 page 55 et en supposant les (W (vi))vi∈B
′
1
inde´pendants. En injec-
tant l’e´quation (2.13) page pre´ce´dente,
P(4)fa (N, βn) ≤
βn∑
i=0
ie−2N(
1
2
−γ)2 =
(βn)((βn)− 1)
2
e−2N(
1
2
−γ)2 . 
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La` encore, la probabilite´ de fausse alarme tend exponentiellement vers 0 quand N aug-
mente.
lim
N→∞
P(4)fa (N,ne) = 0.
Pour e´valuer la probabilite´ que l’algorithme de Gauss randomise´ renvoie une relation de
parite´, i.e.
Pr
(
h ∈ (l, γ)-RKer (C˜(βn, d) | h ∈ H)
)
,
nous e´tudions deux configurations distinctes :
1. h appartient a` Ker (C˜1(βn, de)),
2. h appartient a` B1 mais pas a` Ker (C˜1(βn, de)).
Pour ce faire, nous introduisons Wi, i ∈ {1, 2}, les variables ale´atoires discre`tes a` valeurs
dans [0, βn], respectivement [0, N − βn], de´finies sur les vecteurs binaires v de longueur
βn par Wi(v) = w(C˜i(βn, d)v). Nous e´crivons alors la probabilite´ recherche´e sous la forme
Pr
(
h ∈ (l, γ)-RKer (C˜(βn, d) | h ∈ H)
)
= Pr ((h ∈ B1) ∩ (W (h) ≤ γN) | h ∈ H) ,
= Pr ((h ∈ B1) ∩ (W1(h) = 0) ∩ (W (h) ≤ γN) | h ∈ H)
+ Pr ((h ∈ B1) ∩ (W1(h) > 0) ∩ (W (h) ≤ γN) | h ∈ H) ,
= Pr (W1(h) = 0 | h ∈ H)Pr (W (h) ≤ γN | h ∈ H, W1(h) = 0)
+ Pr ((h ∈ B1) ∩ (W1(h) > 0) | h ∈ H)
Pr (W (h) ≤ γN | h ∈ H, (h ∈ B1) ∩ (W1(h) > 0)) ,
= P(2)det + P(3)det,
en remarquant que ∀ h ∈ Ker (C˜1(βn, d)), h ∈ B1.
Nous calculons tout d’abord la probabilite´ que h appartienne a` Ker (C˜1(βn, de)). Pour
ce faire nous utilisons la proposition suivante.
Proposition 2.9 Soit h une relation de parite´, i.e. h ∈ Ker (C(βn, d)) alors
h ∈ Ker (C˜1(βn, d)) si et seulement si
∑
j|h(j)=1
[E1(βn, d)]ij ≡ 0 mod 2 ∀j = 1 . . . βn.
Preuve : de´coule de l’e´quation (2.3) page 55. 
On en de´duit la proposition suivante.
Proposition 2.10 Soit h ∈ Ker (C(βn, de)), de poids de Hamming w(h), alors la proba-
bilite´ que h appartienne a` Ker (C˜1(βn, d)) est donne´e par
Pr (W1(h) = 0 | h ∈ H)) =
(
1 + (1− 2ε)w(h)
2
)βn
.
Preuve : application directe de la proposition 2.2 page 55 et de la proposition 2.10. 
Pour calculer la probabilite´ que h soit a` la fois dans la configuration 1 et soit de´tecte´,
il reste maintenant a` e´valuer la probabilite´ Pr (W (h) ≤ γN | h ∈ H, W1(h) = 0) que le
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vecteur h soit valide´ par l’algorithme de Gauss randomise´. En s’inspirant du the´ore`me 2.1
page 55 ,
Pr (W (h) ≤ γN | h ∈ H, W1(h) = 0) = Pr (W2(h) ≤ γN | h ∈ H) ,
=
⌊γN⌋∑
i=0
(
N − βn
i
)
(1− Pp(h))iPp(h)(N−βn−i).
Proposition 2.11 La probabilite´ P(2)det(N, βn, h, γ) qu’une relation de parite´ h ∈ H soit
dans la configuration 1 et valide´e par l’algorithme de Gauss randomise´ est minore´e par
P(2)det(N, βn, h, γ) ≥ Pp(h)βn
(
1− (1− Pp(h))
γ2
(
Pp(h)
N
− (1− Pp(h))
))
.
Preuve :
par de´finition de P(2)det,
P(2)det(N, βn, h, γ) = Pp(h)βnPr (W2(h) ≤ γN | h ∈ H)
= Pp(h)
βn (1− Pr (W2(h) > γN | h ∈ H)) .
La variable ale´atoire W2(h) suit une loi binomiale de parame`tres (N − βn, (1−Pp(h)) sur
H. L’ine´galite´ Markov [33, p. 80], nous permet d’e´crire
Pr(W2|H(h) > γN) ≤
E(W 22|H(h))
γ2N2
=
V (W2|H(h)) + E(W2|H(h))
2
γ2N2
.
Nous en de´duisons
P(2)det(N, βn, h, γ) ≥ Pp(h)βn
(
1− (N − βn)Pp(h)(1− Pp(h)) + (N − βn)
2(1− Pp(h))2
γ2N2
)
,
≥ Pp(h)βn
(
1− Pp(h)(1− Pp(h)) +N(1− Pp(h))
2
γ2N
)
.

D’autre part, nous avons une majoration e´vidente
Pp(h)
βn ≥ P(2)det(N, βn, h, γ).
Ceci nous permet d’en de´duire un encadrement quand N tend vers l’infini,
Pp(h)
βn ≥ lim
N→+∞
P(2)det(N, βn, h, γ) ≥ Pp(h)βn
(
1−
(
1− Pp(h)
γ
)2)
.
Augmenter le nombre de mots de code intercepte´s ou` le seuil permet d’ame´liorer sensi-
blement la probabilite´ de de´tection, ne´anmoins, celle-ci reste borne´e. Cette borne montre
clairement que les facteurs limitants sont, comme l’on pouvait s’y attendre, la taille des
mots de codes, n, l’erreur du canal, ε et le poids de la relation de parite´, w(h). En effet,
lorsque ε ou w(h) augmente, Pp(h) diminue.
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Par ailleurs, pour e´tudier le comportement de la probabilite´ de de´tection quand l’erreur
du canal tend vers 0, il faut noter que P (h) tend vers 1.
lim
ε→0
P(2)det(N, βn, h, γ) = lim
P (h)→1
P(2)det(N, βn, h, γ) = 1.
En conclusion, la probabilite´ de de´tection tend d’autant plus vite vers 1 que l’erreur du
canal est faible et que N est grand.
Enfin, la configuration 2 apparaˆıt notamment quand il existe une ligne de la matrice
C˜1(βn, de) pour laquelle le nombre d’erreurs pris sur les colonnes associe´es a` une relation
de parite´ est impair et que celles-ci restent strictement sous la diagonale tout au long de
l’algorithme de Gauss (sauf pour la dernie`re colonne traite´e par Gauss pour laquelle on
autorise que l’erreur soit sur la diagonale). Pour bien visualiser le phe´nome`ne, conside´rons
l’exemple suivant.
Exemple 2.2
C˜1(n, d) =


1 0 1 1 0
0 1 0 0 0
1 1 0 0 1
1 0 1 1 1
1 1 1 1 1

 =


1 0 1 1 0
0 1 0 0 0
1 1 0 0 1
1 0 0 1 1
0 1 1 1 1

+


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
1 0 0 0 0


= C1(n, d) + E1(n, d).
La somme des colonnes 1, 3 et 5 de C1(n, d) vaut 0, ce qui correspond a` la relation
de parite´ h = (1, 0, 1, 0, 1). Nous remarquons aussi que 1 seule erreur apparaˆıt a` la
ligne 4 et 5 pour les colonnes 1, 3 et 5, comme de´crit pre´ce´demment. En effectuant
un pivot de Gauss sur les colonnes de C˜1(n, d), nous obtenons h ∈ B1 mais pas a`
Ker (C˜1(n, d)), ce qui correspond bien a` la configuration 2.
Malheureusement, comme certaines lignes sont e´ventuellement e´change´es lors du pro-
cessus de Gauss, il se peut que des erreurs en nombre impair au dessus de la diagonale
se retrouvent dessous et re´ciproquement. Dans ce cas, nous ne pouvons pas estimer la
probabilite´ associe´e a` la configuration 2. La probabilite´ de de´tection est alors minore´e par
la probabilite´ de de´tection dans la configuration 1 et a e´te´ e´value´e expe´rimentalement.
Analyse de complexite´
Pour analyser la complexite´ en temps de l’algorithme de reconstruction, nous devons
d’abord e´valuer le parame`tre l ne´cessaire a` l’algorithme de Gauss randomise´. Nous avons
exprime´ la probabilite´ de de´tection d’une relation de parite´ h en fonction notamment de
son poids de Hamming. Il en re´sulte que plus une relation de parite´ posse`de un poids
e´leve´, plus elle est difficile a` de´tecter. Il nous faut donc se focaliser sur celle qui est le plus
difficile a` de´tecter, c’est-a`-dire celle de poids maximum. Notons Pdet(N,n) la probabilite´
de de´tecter cette relation de parite´. Nous avons par de´finition,
Pdet = min
h∈Ker (n,d)
{P(2)det(N,n, h)}.
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En choisissant, l > 1Pdet , avec forte probabilite´, cette relation sera de´tecte´e, ainsi que les
autres relations de parite´ inde´pendantes.
De meˆme, si nous posons Pfa = 2−N + n22 e−
N
2 , alors P(3)fa (N,ne) ≤ Pfa, ∀ne, de ainsi que
P(4)fa (N,ne) d’apre`s les propositions 2.7 page 71 et 2.8 page 72 . Il nous faut donc choisir
1
Pdet < l≪
1
Pfa .
Nous en de´duisons ainsi le nombre minimum Nmin de mots de code a` intercepter pour
pouvoir effectuer les l tirages de Monte Carlo.
l ≤
√(
Nmin
n
)
.
Le nombre minimum de bits a` intercepter est donc nNmin.
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Fig. 2.7 – Lois suivies par W
D’autre part, le choix de γ est primordial pour maˆıtriser les fausses alarmes et les
non-de´tections. En effet, γN est le seuil de de´cision se´parant deux lois de probabilite´s
de´crites dans le the´ore`me 2.1 page 55 ; il permet de discriminer ainsi les deux hypothe`ses,
« v appartient a` Ker (C(ne, de)) ou non » . La probabilite´ de fausse alarme, correspond
a` l’aire pleine a` gauche du seuil et la probabilite´ de non-de´tection, a` l’aire pleine a` droite
du seuil sur la figure 2.7.
Une des strate´gies consiste a` choisir un γopt qui minimise l’erreur lors de l’e´tape statistique,
c’est-a`-dire la somme des aires pleines.
γopt(v) = Argmin
γ

1 + ⌊γN⌋∑
x=0
(
N
i
)(
2−N − (1− Pp(v))iPp(v)N−i
) .
En pratique, nous avons plutoˆt tendance a` minimiser la probabilite´ de fausse alarme. En
effet, une fausse alarme est beaucoup plus couˆteuse en traitements ulte´rieurs qu’une non-
de´tection. Enfin, comme dans le cas du canal binaire sans erreur, les parame`tres n et d
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doivent eˆtre estime´s en aveugle. La complexite´ en temps de l’algorithme de reconstruction
est donc
O
(
n5
Pdet
)
.
2.4 Re´sultats expe´rimentaux
Dans ce paragraphe, nous proce´dons en deux temps. Nous validons tout d’abord les
re´sultats the´oriques sur des exemples simples dont les courbes permettent de bien visua-
liser le comportement des diffe´rentes probabilite´s en fonction des parame`tres de taille, de
poids des relations de parite´ et d’erreur. Puis, nous testons les algorithmes sur des pa-
rame`tres de codes en blocs line´aires utilise´s dans diffe´rentes normes cite´es en annexe B.
Dans un premier temps, nous ge´ne´rons ale´atoirement des matrices d’interception de
taille N × n et de dimension (n− 1). L’unique relation de parite´ est de poids w. Nous si-
mulons ensuite l’action du canal de transmission en introduisant ale´atoirement des erreurs
suivant une loi uniforme de parame`tre ε. Pour chacune des valeurs de ces parame`tres, 1000
tirages sont effectue´s, les courbes trace´es sont ensuite moyenne´es sur l’ensemble de ces ti-
rages. De plus, pour l’algorithme de Gauss randomise´, nous fixons γ e´gal a` 1 et e´valuons
a posteriori les courbes en fonction du parame`tre de seuil. Le nombre d’ite´rations pour ce
meˆme algorithme a e´te´ fixe´ a` l = 1000.
2.4.1 Impact du poids d’une relation de parite´
Pour mesurer l’impact du poids d’une relation de parite´, nous fixons ε = 10−2, n = 10,
N = 100 et nous faisons varier w de 2 a` 10. Les performances sont repre´sente´es sous forme
de courbe ROC (Receiver Operating Characteristic). Traditionnellement, les courbes ROC
sont repre´sentatives des performances des de´tecteurs statistiques et permettent ainsi de les
comparer entre eux. Elles repre´sentent la probabilite´ de vrais positifs, i.e. la probabilite´ de
de´tecter et valider une relation de parite´, en fonction de la probabilite´ de fausse alarme et
mettent ainsi en e´vidence le compromis a` faire lors du choix du seuil. En re`gle ge´ne´rale, on
se fixe une probabilite´ maximum de fausse alarme, puis on choisit le seuil en conse´quence.
Dans le cadre de notre e´tude, les courbes ROC sont quasi-constantes et correspondent
a` la probabilite´ maximale de de´tection. La figure 2.8 page suivante repre´sente les courbes
ROC pour les diffe´rentes valeurs du poids de la relation de parite´. Elle illustre ainsi l’impact
exponentiel du poids de la relation de parite´. La forme un peu particulie`re de ces courbes
s’explique par le fait que les deux distributions de probabilite´ sont tre`s e´loigne´es. Comme
on recherche des vecteurs de poids faible, un seuil petit permet de de´tecter rapidement
toutes les relations de parite´ sans fausse alarme. De`s que le seuil augmente, toutes les
relations de parite´ sont de´tecte´es mais on voit alors apparaˆıtre des fausses alarmes. Il est
alors assez naturel de s’inte´resser a` l’e´volution des probabilite´s de de´tection et de fausse
alarme en fonction du seuil.
L’expe´rimentation re´ve`le tout d’abord une probabilite´ de de´tection de de´croissance
exponentielle avec l’augmentation du poids de la relation de parite´, comme l’illustre la fi-
gure 2.9 page suivante. De plus, l’e´cart avec les courbes the´oriques de minorations met en
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Fig. 2.9 – Probabilite´ de de´tection en fonction du seuil, parame`tre w
e´vidence que la configuration 2 du calcul de la probabilite´ de de´tection est non ne´gligeable.
Enfin, la figure 2.10 page suivante confirme que le poids des relations de parite´ n’a
pas d’impact sur la probabilite´ de fausse alarme de l’algorithme. De, plus la majoration
the´orique annonce´e est ve´rifie´e.
2.4.2 Impact du nombre de mots de code intercepte´s
Pour mesurer l’impact du nombre de mots de code intercepte´s, nous fixons ε = 10−2,
n = 10, w = 5 et nous faisons varier N de 100 a` 1500. Les courbes ROC e´tant la` encore
quasi-constantes, nous nous inte´ressons principalement aux courbes des probabilite´s de
de´tection et de fausse alarme en fonction du seuil.
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Fig. 2.10 – Probabilite´ de fausse alarme en fonction du seuil, parame`tre w
La figure 2.11 met en e´vidence que l’augmentation du nombre d’observations favorise
le´ge`rement la de´tection, meˆme si celle-ci est borne´e. En fait, augmenter le nombre d’obser-
vations fait diminuer notablement le nombre de fausses alarmes (fig. 2.12 page suivante).
Dans des conditions ope´rationnelles, N est plutoˆt « grand » par rapport a` n. Dans notre
exemple, n = 10 et N = 1000 mots de code correspondent a` seulement 9, 6 Ko.
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Fig. 2.11 – Probabilite´ de de´tection en fonction du seuil, parame`tre N
2.4.3 Impact de l’erreur
Pour mesurer l’impact de l’erreur introduite par le canal, nous fixons n = 10, w = 5,
N = 100 et nous faisons varier ε de 10−5 a` 5.10−2. Les courbes ROC e´tant la` encore
quasi-constantes, nous nous inte´ressons principalement aux courbes des probabilite´s de
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Fig. 2.12 – Probabilite´ de fausse alarme en fonction du seuil, parame`tre N
de´tection et de fausse alarme en fonction du seuil.
La figure 2.13 illustre l’importance du facteur d’erreur sur la probabilite´ de de´tection de
la relation de parite´. La moindre correction d’erreur pendant le processus de reconstruction
permet ainsi un gain notable de la probabilite´ de de´tection. La figure 2.14 page suivante
confirme que la probabilite´ de fausse alarme est inde´pendante du bruit introduit par le
canal.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  10  20  30  40  50
pr
ob
ab
ilit
e 
de
 d
et
ec
tio
n
seuil
10E-5
10E-4
10E-3
10E-2
2.10E-2
5.10E-2
Fig. 2.13 – Probabilite´ de de´tection en fonction du seuil, parame`tre ε
2.4.4 Des codes bien re´els
Dans ce paragraphe, nous pre´sentons les re´sultats expe´rimentaux de la reconstruction
des codes en blocs line´aires extraits des normes pre´sente´es dans l’annexe B. De plus, tout
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Fig. 2.14 – Probabilite´ de fausse alarme en fonction du seuil, parame`tre ε
comme M. Cluzeau [51], nous nous sommes inte´resse´s a` la reconstruction de codes Low
Density Parity Check (LDPC) et d’un code line´aire ale´atoire. Ces codes LDPC posse`dent
la bonne proprie´te´ d’avoir des relations de parite´ de poids faible, ce qui favorise le pro-
cessus de reconstruction comme l’illustrent les re´sultats 2.2 page 84 et 2.16 page suivante.
L’objectif de ces simulations est de mettre en e´vidence de « bonnes » valeurs pour les pa-
rame`tres γ (seuil de de´tection) et l (nombre d’ite´rations) de l’algorithme de Sicot-Houcke.
Pour ce faire, nous avons tout d’abord fait varier le TEB de 10−5 a` 2.10−1. Enfin, nous
nous sommes suis place´s dans la cas ou` n et d ont e´te´ correctement estime´s. Le nombre
d’ite´rations et le temps ne´cessaires pour reconstruire le code sont alors mesure´s. Lorsque
tout le code est reconstruit, le nombre d’ite´rations nous donne une ide´e sur la probabilite´
de de´tection de la relation de parite´ de poids le plus fort et donc la plus difficile a` de´tecter.
Les algorithmes ont e´te´ imple´mente´s en Magma et les simulations ont e´te´ effectue´es sur des
processeurs AMD Thurion 2000+ MP, cadence´s a` 1,6 Ghz ; le nombre de mots intercepte´s
a e´te´ fixe´ a` 2000, ce qui correspond a` une quantite´ variant de 7,6 Ko a` 245 Ko suivant les
codes.
Comme nous l’avons montre´ dans la partie the´orique, un des facteurs limitants est la
taille du code. Les codes en blocs line´aires les plus longs n’ont pas pu eˆtre reconstruits
en un temps raisonnable. De plus, comme l’illustrent les re´sultats, le nombre d’ite´rations
augmente avec la longueur du code de fac¸on exponentielle. De la meˆme manie`re, le nombre
d’ite´rations augmente de fac¸on exponentielle avec l’erreur du canal. En pratique, pour un
meˆme TEB et des longueurs de code comparables, les LDPC apparaissent comme plus
faciles a` reconstruire que les codes cycliques. Les codes ale´atoires pre´sentent quant a` eux
une difficulte´ interme´diaire. Cela s’explique aise´ment par le fait que les LDPC posse`dent
des relations de parite´ de poids faible. Il est a` noter ne´anmoins que la reconstruction des
codes cycliques n’est pas optimale dans le sens ou` la structure meˆme de ce type de code
n’a pas e´te´ exploite´e ; on peut espe´rer faire mieux en prenant en compte les proprie´te´s
alge´briques de tels codes. Pour les LDPC, les algorithmes de´crochent aux alentours d’une
erreur de 5.10−3 tandis que pour les codes cycliques la limite semble plutoˆt eˆtre proche
de 10−3 et pour les codes ale´atoires proche de 10−2. D’autre part, il faut noter qu’aucune
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fausse alarme n’a e´te´ de´tecte´e sur l’ensemble des simulations. Nous nous sommes limite´s a`
une journe´e sans de´tecter de nouvelle relation de parite´ pour conclure a` la non de´tection
du code (ND).
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Fig. 2.15 – Reconstruction des codes cycliques
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Fig. 2.16 – Reconstruction de codes LDPC
2.5 Conclusion et perspectives
Les algorithmes de reconstruction pre´sente´s pre´ce´demment nous permettent de retrou-
ver les relations de parite´, c’est-a`-dire le code dual H du code C a` reconstruire et enfin C.
Malheureusement, sans aucune autre hypothe`se, trouver le codeur utilise´ et donc de´coder
est e´quivalent au proble`me de de´codage d’un code ale´atoire dont on sait que c’est un
proble`me NP-complet [29].
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La complexite´ de tels algorithmes, pour des canaux binaires avec de l’erreur, est ex-
ponentielle en le poids de Hamming de la relation de parite´ de plus fort poids, mais aussi
en la taille du code et l’erreur du canal. La taille des entrelaceurs est donc un facteur
limitant capital. De plus, l’exposant de l’erreur est le produit de cette taille par le poids
maximum pris sur l’ensemble des relations de parite´. La seule fac¸on de gagner un peu
sur ces facteurs est de re´ussir a` faire baisser artificiellement l’erreur du canal. Un des
axes qui semble prometteur est celui propose´ par M. Cluzeau [51] ; il consiste a` essayer de
corriger l’erreur en cours de reconstruction en utilisant des techniques de de´codage ite´ratif.
Les re´sultats obtenus vont dans le sens des hypothe`ses intuitives e´nonce´es au para-
graphe 2.1.2 et confortent aussi le choix du canal binaire syme´trique. Notamment, plus la
matrice d’erreur est dense, plus il est difficile de de´tecter une relation de parite´. Augmenter
le nombre d’ite´rations de l’algorithme de Gauss randomise´ ou le nombre de bits intercepte´s
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augmente la probabilite´ de de´tection. L’algorithme de Gauss randomise´ permet meˆme de
retrouver des relations de parite´ qui n’apparaissent pas dans le noyau de C˜1. Aux vues
de l’impact de la re´partition de l’erreur dans le matrice d’interception C˜, le canal binaire
syme´trique est le plus contraignant pour l’attaquant. En effet, l’erreur e´tant uniforme´ment
re´partie sur toutes les lignes de la matrice C˜, aucune n’est a` privile´gier. En revanche, pour
des erreurs en paquets, les lignes avec tre`s peu d’erreur permettent de retrouver quasiment
toutes les relations de parite´ en tre`s peu d’ite´rations.
Plusieurs ame´liorations sont possibles et a` prendre en compte lors de l’imple´mentation
des algorithmes. La premie`re permet d’e´liminer des fausses alarmes en comptant la fre´-
quence d’apparition des relations valide´es par l’algorithme de Gauss randomise´ et en la
comparant a` celle attendue the´oriquement quand on connaˆıt l’erreur du canal. Dans le cas
contraire, les fre´quences d’apparition nous donnent une estimation de l’erreur introduite
par le canal. Dans le cas de canaux sans erreur, une randomisation de l’algorithme, meˆme
avec tre`s peu d’ite´rations permet de faire chuter drastiquement la probabilite´ de fausse
alarme. D’autre part, on peut pre´voir une adaptation automatique de l’algorithme en aug-
mentant le nombre d’ite´rations l de l’algorithme de Gauss randomise´ lorsque l’on a estime´
n puis d, afin de concentrer nos efforts.
Enfin, l’e´tude des relations de parite´ doit nous permettre d’obtenir un peu d’informa-
tion sur la nature de l’entrelaceur, notamment des couples d’ensembles d’ante´ce´dents et
d’images par la permutation associe´e. Les algorithmes de reconstruction de codes en blocs
line´aires ont e´te´ pre´sente´s dans le cadre de codes binaires. Les techniques mises en œuvre
ne sont pas restreintes a` GF (2) et peuvent se ge´ne´raliser naturellement a` GF (q). Dans ce
cas, il reste ne´anmoins a` e´tudier la mode´lisation et le comportement de l’erreur. En effet,
dans GF (2), celle-ci se compense sous certaines hypothe`ses que nous avons de´veloppe´es
(parite´ et positionnement), il faut encore trouver l’e´quivalent dans GF (q). Ne´anmoins,
les algorithmes de reconstruction pre´sente´s restent valables dans GF (q) mais avec une
probabilite´ de succe`s restant a` e´valuer.
Chapitre 3
Reconstruction des codes convolutifs
« De´couvrir c’est bien souvent de´voiler
quelque chose qui a toujours e´te´ la`, mais que
l’habitude cachait a` nos regards. »
Arthur Koestler (Le cri d’Archime`de)
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LES codes convolutifs ont e´te´ largement e´tudie´s dans le chapitre 1 ainsi que leurrepre´sentation alge´brique. Dans ce chapitre, nous pre´sentons des algorithmes de re-
construction d’un code convolutif dans le meˆme esprit que ceux pre´sente´s dans le chapitre
2. En effet, nous utilisons l’algorithme de Gauss randomise´ (cf. paragraphe 2.1.2 page 57)
et tirons avantageusement parti de la structure alge´brique forte des codes convolutifs
pour obtenir plus d’e´quations afin de retrouver les relations de parite´. D’autre part, la
repre´sentation alge´brique des codes convolutifs introduite dans le chapitre 1, nous per-
met tout d’abord d’exprimer de fac¸on simple des relations entre les bits des mots de
code, puis de be´ne´ficier ensuite de la puissance des outils alge´briques. Dans un premier
temps, nous exprimons le proble`me de reconstruction sous forme alge´brique. Soit a` recons-
truire un (n, k,m)-code convolutif C. A` chaque « top » d’horloge t, k bits d’information
x1(t) . . . xk(t) entrent dans les mc registres du codeur et n bits code´s y1(t) . . . yn(t) sont
renvoye´s par les n fonctions line´aires f1 . . . fn comme l’illustre la figure 3.1.
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f1
fn
y1(t)
x1(t)
message de k bits
xk(t)
mc registres
yn(t)
s1 smc
n bits de sortie
n fonctions boole´ennes
Fig. 3.1 – (n, k,mc)-codeur convolutif
En utilisant le formalisme introduit au chapitre 1, nous pouvons e´crire une e´quation liant
les bits de sortie aux bits en entre´e et aux fonctions boole´ennes,
Y (D) = G(D)X(D), (3.1)
de la meˆme forme que l’e´quation (1.6) page 29 (la seule diffe´rence re´side dans l’utilisation
de la notation matricielle franc¸aise). Nous nous plac¸ons dans le canal binaire syme´trique.
Nous notons Y˜ (D), la sortie du codeur bruite´e par le canal,
Y˜ (D) = Y (D)⊕ E(D),
ou` les Ei(D) =
∑
j≥0 ei(j)D
j , pour i = 1 . . . n, sont des se´ries formelles a` coefficients
dans F = GF (2). Dans le cas d’un canal binaire syme´trique les ei(j) sont des variables
ale´atoires inde´pendantes a` valeurs dans F et suivent une loi uniforme de parame`tre ε, le
taux d’erreur binaire (TEB) du canal, i.e.
Pr(ei(j) = 1) = ε et Pr(ei(j) = 0) = 1− ε.
Nous faisons l’hypothe`se raisonnable que la matrice du codeur utilise´ n’est pas catastro-
phique ; un code correcteur d’erreurs ayant plutoˆt vocation a` corriger les erreurs qu’a` les
propager. D’autre part, nous supposons que le codeur est non re´cursif et non poinc¸onne´ ;
c’est-a`-dire que sa matrice ge´ne´ratrice G(D) est polynomiale. De plus, nous conside´rons
ici un sche´ma de codage seul, sans entrelaceur. Nous expliquons comment traiter ces cas
particuliers au paragraphe 3.5.
Le proble`me de la reconstruction des codes convolutifs a e´te´ pose´ et partiellement
re´solu par B. Rice [162] en 1995. Celui-ci s’est essentiellement inte´resse´ a` la reconstruc-
tion des codes convolutifs de rendement 1n pour un canal non bruite´. Un peu plus tard,
E´. Filiol a mis en e´vidence une technique permettant de reconstruire des codes convolutifs
quelconques pour un canal bruite´. Nous avons affine´ la me´thode d’E´. Filiol et ame´liore´ no-
tablement la complexite´ et ainsi que le nombre de bits intercepte´s ne´cessaires au processus
de reconstruction. Dans le cas d’un canal sans erreur, paragraphe 3.2.1, nous ame´liorons
tout d’abord les re´sultats de B. Rice pour les codes convolutifs de rendement 1n en utilisant
l’algorithme de Berlekamp-Massey [28, 140] puis, nous ame´liorons l’algorithme d’E´. Filiol
en mettant en e´vidence une structure particulie`re dans ses e´quations. Dans le cas d’un
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canal avec erreur, paragraphe 3.2.2, nous utilisons l’algorithme de Gauss randomise´ (cf.
paragraphe 2.1.2 page 57) afin de relaxer les contraintes impose´es par la me´thode d’E´. Fi-
liol et s’autoriser sous certaines hypothe`ses de l’erreur dans la matrice intercepte´e. De ce
fait, nous expliquons pourquoi les re´sultats expe´rimentaux d’E´. Filiol sont meilleurs que
ceux qu’il annonce en the´orie. De plus, la simplification des e´quations dans le cas sans
erreur se ge´ne´ralise dans le cas d’un canal bruite´. Nous effectuons ensuite l’analyse des
algorithmes ainsi de´taille´s au paragraphe 3.3 et de´montrons la conjecture d’E´. Filiol [71,
p. 170]. Nous pre´sentons ensuite au paragraphe 3.4 les re´sultats expe´rimentaux que nous
avons obtenus. Enfin, au paragraphe 3.5, nous expliquons comment traiter le cas des codes
convolutifs re´cursifs, poinc¸onne´s et des sche´mas de codage suivis d’un entrelaceur et propo-
sons de nouveaux angles d’attaque pour ame´liorer encore plus la complexite´ du processus
de reconstruction des codes convolutifs. Le re´sultat de ces travaux ont e´te´ publie´s dans
[9, 19].
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Dans ce paragraphe, nous cherchons des relations liant les bits de sortie d’un codeur
convolutif et les polynoˆmes constituant sa matrice ge´ne´ratrice G(D). Pour ce faire, nous
proce´dons en deux e´tapes successives. Nous construisons tout d’abord au paragraphe 3.1.1,
a` partir de la de´finition d’un codeur convolutif, (n− k) syste`mes d’e´quations qui lient les
bits de sortie, les polynoˆmes de G(D) et les mots d’information. Pour chaque syste`me,
nous e´liminons les mots d’information et mettons ensuite en e´vidence une relation matri-
cielle entre les bits de sortie (Yi(D)) et un certain nombre de mineurs ∆j(D) d’ordre k de
sous-matrices de G(D). L’e´quation (3.5) page 92 montre que ces mineurs appartiennent
au noyau d’une matrice de´finie a` l’aide des (Yi(D)). De plus, les syste`mes d’e´quations
sont construits de fac¸on a` posse´der un mineur en commun afin de retrouver les bonnes
solutions dans les noyaux. Par de´finition, ces mineurs sont des sommes de produits de
k polynoˆmes de G(D) ; la seconde e´tape consiste donc a` trouver des relations entre ces
mineurs d’ordre k et les polynoˆmes de la matrice ge´ne´ratrice. Ces relations sont mises en
e´vidence au paragraphe 3.1.2. Cette e´tape utilise exactement les meˆmes techniques que
la premie`re mais avec des entre´es diffe´rentes ; des se´ries constitue´es par les bits de sortie
(Yi(D)), pour la premie`re et des polynoˆmes (∆j(D)), pour la seconde. L’e´quation (3.7)
page 94 montre que les polynoˆmes de G(D) appartiennent au noyau d’une matrice de´finie
a` l’aide des (∆j(D)). Chaque syste`me permet au final de retrouver k + 1 lignes de G(D)
dont les k premie`res lignes. La mise en commun de ces k lignes permet de retrouver les
bonnes solutions dans les noyaux.
Seule la premie`re e´tape fait intervenir les bits intercepte´s. Comme pour la reconstruc-
tion des codes en blocs line´aires, nous e´valuons les noyaux de matrices construites a` partir
des bits intercepte´s. Dans le cas des codes convolutifs, les (∆j(D)) jouent le roˆle des rela-
tions de parite´. La premie`re e´tape est donc e´quivalente a` reconstruction de (n− k) codes
en blocs line´aires dont la la matrice d’interception est de´finie par la relation (3.4) page 92
et dont les relations de parite´ sont les (∆j(D)). Dans le cas bruite´, cette premie`re e´tape
est re´solue en mettant en œuvre l’algorithme de reconstruction des codes en blocs line´aires
dans le cas avec erreurs. La deuxie`me e´tape est, au contraire, une re´solution de syste`mes
ou` l’erreur n’intervient plus et ou` tous les parame`tres de taille sont fixe´s.
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3.1.1 Retrouver les mineurs d’ordre k
L’objectif de ce paragraphe est de mettre en e´vidence une relation liant les (Yi(D)) et
les polynoˆmes de la matrice ge´ne´ratrice du codeur. Pour cela, il faut revenir a` la de´finition
des codeurs convolutifs. L’e´quation (3.1) page 88 peut s’e´crire sous forme de´veloppe´e

X1(D)G1,1(D) + . . . + Xk(D)G1,k(D) = Y1(D), (E1)
...
...
...
X1(D)Gn,1(D) + . . . + Xk(D)Gn,k(D) = Yn(D). (En)
(3.2)
Nous pouvons alors construire (n − k) syste`mes (Si)i=1...(n−k) a` (k + 1) e´quations. Le
syste`me (Si) est compose´ des e´quations (Ej) pour j = 1 . . . k et de l’e´quation (Ek+i). A`
chaque syste`me (Si), correspond un (k + 1, k)-sous-codeur. Nous e´tudions (S1) ; l’e´tude
des autres syste`mes e´tant strictement identique. (S1) s’e´crit alors

X1(D)G1,1(D) + . . . + Xk(D)G1,k(D) = Y1(D), (E1)
...
...
...
X1(D)Gk+1,1(D) + . . . + Xk(D)Gk+1,k(D) = Yk+1(D). (Ek+1)
De´finissons M1(D) la matrice carre´e de taille (k + 1) a` coefficients dans F ((D)) par
M1(D) =


G1,1(D) . . . G1,k(D) Y1(D)
...
...
...
Gk+1,1(D) . . . Gk+1,k(D) Yk+1(D)

 ,
et prouvons ensuite la proposition suivante.
Proposition 3.1 Soit ∆
(1)
i (D) le mineur d’ordre k de M1(D) associe´ a` Yi(D) (c’est-a`-
dire le de´terminant de M1(D) prive´e de la i
e`me ligne et dernie`re colonne), alors
k+1∑
i=1
Yi(D)∆
(1)
i (D) = 0.
Preuve :
Notons M
(i)
1 (D) la i
e`me colonne de M1(D). D’apre`s la de´finition de (S1), nous avons
k∑
i=1
Xi(D)M
(i)
1 (D) +M
(k+1)
1 (D) = 0.
Nous en de´duisons que det M1(D) = 0. Nous de´veloppons ce de´terminant suivant la k
ie`me
colonne de M1(D) et obtenons la formule de la proposition 3.1. 
Remarque 3.1 :
Les inconnus du syste`me sont les ∆
(1)
i (D) et ses coefficients sont les Yi(D).
Corollaire 3.1 L’ensemble D des vecteurs (P1(D), . . . , Pk+1(D)) qui ve´rifient la relation
de la proposition 3.1 posse`de une structure de F [D]-module.
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Preuve :
Cette proposition se montre aise´ment en revenant aux de´finitions et en utilisant l’e´quation
de la proposition 3.1 page ci-contre. 
Remarque 3.2 :
Cette structure de module e´te´ initialement mise en e´vidence par E´. Filiol [71, chap. 8.2.3,
p. 163] pour le cas de (n, 1)-code convolutifs. Nous e´tendons son re´sultat au cas ge´ne´ral
d’un (n, k)-code convolutif.
D’autre part, les matrices ge´ne´ratrices polynomiales (MGP) engendrant le meˆme code
convolutif C sont F [D]-e´quivalentes. Soit G0(D) une matrice canonique de C et G(D) une
MGP engendrant le meˆme code. Soit δ
(1)
i le mineur d’ordre k de M1(D), construite avec
G0(D), associe´ a` Yi(D). Il existe donc P (D) ∈ F [D] tel que G(D) = P (D)G0(D). Ceci
implique
k+1∑
i=1
Yi(D)(P
k(D)δ
(1)
i (D)) = 0.
On en de´duit alors que les mineurs d’ordre k de toutes les MGP d’un meˆme code convolutif
appartiennent au meˆme sous-module de longueur 1 du module des solutions de l’e´quation
de la proposition 3.1 page pre´ce´dente. De plus, il est aise´ de montrer que ce sous-module
de longueur 1 est engendre´ par le vecteur des (k+1) mineurs d’ordre k, δ
(1)
i (D) de G0(D).
Ce ge´ne´rateur est facilement calculable a` partir de n’importe quel e´le´ment du sous-module.
Nous notons G l’application de (F [D])K+1 dans (F [D])K+1 qui, a` un vecteur P (D), associe
le ge´ne´rateur du F (D)-module de longueur 1 a` qui il appartient.
G : (F [D])k+1 −→ (F [D])k+1
P (D) −→ 1
PGCD (P1(D), . . . , Pk+1(D))
P (D).
Notons, d
(1)
0 le degre´ interne du sous (k + 1, k)-codeur de G0(D) associe´ a` (S1) (d
(1)
0 =
maxi=1...k+1{deg δ(1)i (D)}) et d ≥ d(1)0 . Notons N le nombre de mots de code de longueur
n intercepte´s. Sans perte de ge´ne´ralite´, N est suppose´ constant. Nous faisons l’hypothe`se
raisonnable que N > (k+1)d. En de´veloppant l’e´quation de la proposition 3.1, nous avons
k+1∑
i=0



 N∑
j=0
yi(j)D
j

( d∑
l=0
∆i(l)D
l
) = 0,
k+1∑
i=0

 N∑
j=0
(
j∑
l=0
yi(j)∆i(j − l)
)
Dj

 = 0,
N∑
j=0
(
k+1∑
i=0
j∑
l=0
yi(j)∆i(j − l)
)
Dj = 0.
Ceci implique que pour ∀j ≥ d, le coefficient de Dj vaut 0. En effectuant une translation
d’indices et en conside´rant que ∀l > d, ∆i(l) = 0,
∀j ≥ 0,
k+1∑
i=1
d∑
l=0
yi(l + j)∆i(d− l) = 0. (3.3)
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Si nous de´finissons le vecteur ∆(1) par (∆
(1)
1 (0), . . . ,∆
(1)
1 (d), . . . ,∆
(1)
k+1(0), . . . ,∆
(1)
k+1(d))
T
et C(1)(k, d) la matrice de taille (N − d+ 1)× (k + 1)(d+ 1) par
C(1)(k, d) =


y1(d) . . . y1(0) . . . yk+1(d) . . . yk+1(0)
y1(d+ 1) . . . y1(1) . . . yk+1(d+ 1) . . . yk+1(1)
...
...
...
...
y1(N) . . . y1(N − d) . . . yk+1(N) . . . yk+1(N − d)

 ,
(3.4)
l’e´quation (3.3) page pre´ce´dente, peut s’e´crire sous forme matricielle,
C(1)(k, d)∆(1) = 0. (3.5)
Remarque 3.3 :
Nous attirons le lecteur sur le fait que nous utilisons un isomorphisme implicite de F (k+1)(d+1)
dans
(
F (d)[D]
)(k+1)
, ou` F (d)[D] de´signe l’ensemble des polynoˆmes de degre´ infe´rieur ou
e´gal a` d et a` coefficients dans F . Celui-ci associe au vecteur
∆(1) =
(
∆
(1)
1 (0), . . . ,∆
(1)
1 (d), . . . ,∆
(1)
k+1(0), . . . ,∆
(1)
k+1(d)
)T
de F (k+1)(d+1), le vecteur
∆(1)(D) =

∆(1)1 (D) =
d∑
j=0
∆
(1)
1 (j)D
j , . . . ,∆
(1)
k+1(D) =
d∑
j=0
∆
(1)
k+1(j)D
j


T
de
(
F (d)[D]
)(k+1)
. Dans le reste du chapitre, nous utilisons l’une ou l’autre des notations
en fonction du contexte.
A` ce stade, l’e´quation (3.5) est de la meˆme forme que celle obtenue pour la recons-
truction des codes en blocs line´aires. La matrice d’interception est un peut diffe´rente,
mais le proble`me a` re´soudre est identique ; il consiste a` e´valuer le noyau de la matrice
d’interception. Dans le cas des codes convolutifs, ∆(1) fait office de relation de parite´.
D’autre part, pour lever toute ambigu¨ıte´, il convient de noter que le parame`tre d prend
ici une signification diffe´rente. Pour les codes en blocs line´aires, il repre´sente le facteur de
de´synchronisation, pour les codes convolutifs, il de´signe le degre´ d’un sous-codeur. Nous
adoptons donc la meˆme me´thodologie que pour les codes en blocs.
Sans connaissance a priori, l’observateur doit deviner la longueur n des mots de code.
Il doit alors faire une hypothe`se ne pour l’estimer. De meˆme, il doit faire une hypothe`se
ke et de sur k et d. D’autre part, nous ne conside´rons pas de de´synchronisation pour la
reconstruction des codes convolutifs. En effet, la relation de la proposition 3.1 page 90,
reste ve´rifie´e lorsque l’on multiplie les Yi(D) par D
−α ; ce qui correspond a` un facteur
de de´synchronisation de α. L’observateur va alors construire la matrice C˜(1)(ne, ke, de)
a` partir des bits intercepte´s sur le canal. Une fois remplie, l’observateur va de´couper
C˜(1)(ne, ke, de) en deux sous-matrices C˜
(1)
2 (ne, ke, de) et C˜
(1)
1 (ne, ke, de) de tailles respec-
tives ((ke + 1)(de + 1))× ((ke + 1)(de + 1)) et (N − (ke + 1)(de + 1))× ((ke + 1)(de + 1))
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ve´rifiant
C˜
(1)
1 (ne, ke, de) = C
(1)
1 (ne, ke, de)⊕ E(1)1 (ne, ke, de),
C˜
(1)
2 (ne, ke, de) = C
(1)
2 (ne, ke, de)⊕ E(1)2 (ne, ke, de),
ou` la matrice C˜
(1)
1 (ne, ke, de) e´tant la matrice carre´e supe´rieure de C˜
(1)(ne, ke, de). Nous
pouvons alors exprimer le proble`me de reconstruction des codes convolutifs a` partir d’un
crite`re alge´brique simple.
Proposition 3.2 Soient le vecteur δ(1)(D) = (δ
(1)
1 (D), . . . , δ
(1)
k+1(D)), d ≥ d(1)0 et l =
(d−d(1)0 ). Sous l’hypothe`se que (k+1)(d+1)− (l+1) lignes de (C(1)1 (n, k, d)) soient libres,
Ker (C
(1)
1 (n, k, d)) = {δ(1)(D)P (D) | P (D) ∈ F (l)[D]},
ou` F (l)[D] est l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` l et a` coefficients
dans F . Ker (C
(1)
1 (n, k, d)) est un F
(l)[D]-module de longueur 1 engendre´ par δ(1)(D).
Preuve :
Application directe du corollaire 3.1 page 90. L’hypothe`se que (k+1)(d+1)−(l+1) lignes
de (C
(1)
1 (n, k, d)) soient libres est raisonnable dans la mesure ou` les mots d’information
envoye´s sont en ge´ne´ral issus d’une compression, d’un chiffrement puis de la sortie d’un
brasseur. 
Le proble`me de reconstruction des codes convolutifs est donc e´quivalent a` retrouver les
Ker (C
(j)
1 (n, k, d)) en observant C˜
(j)(ne, ke, de), pour j = 1 . . . (n − k). Il est a` noter que
les vecteurs ∆(j)(D), solutions des syste`mes (Sj) ont leur dernie`re coordonne´e identique,
soit
∀ j = 1 . . . (n− k) , ∆(j)k+1(D) = det


G1,1(D) . . . G1,k(D)
...
...
Gk,1(D) . . . Gk,k(D)

 .
Cette coordonne´e commune a` toutes les solutions des Sj permet de distinguer dans l’e´valua-
tion des diffe´rents noyaux, les solutions valides des autres.
3.1.2 De´terminer une matrice ge´ne´ratrice
Nous avons trouve´ au paragraphe pre´ce´dent une relation entre les (Yi(d)) et les ∆
(j).
En appliquant exactement la meˆme approche, nous mettons maintenant en e´vidence une
relation entre les ∆(j) et les polynoˆmes de G(D). Pour remonter aux polynoˆmes de la
matrice ge´ne´ratrice, nous de´finissons les k matrices L
(j)
1 (D) suivantes
∀j = 1 . . . k, L(j)1 (D) =


G1,1(D) . . . G1,k(D) Gj,1(D)
...
...
...
Gk+1,1(D) . . . Gk+1,k(D) Gj,k+1(D)

 .
La dernie`re colonne de L
(j)
1 (D) e´tant identique a` sa j
ie`me, detL
(j)
1 (D) = 0. En le de´veloppant
suivant la dernie`re colonne nous obtenons
∀j = 1 . . . k ,
k+1∑
i=0
∆
(1)
i (D)Gi,j(D) = 0. (3.6)
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Remarque 3.4 :
Les inconnus du syste`me sont les Gi,j(D) et les coefficients du syste`me sont les ∆
(1)
i (D).
Soit l = deg G(D) la me´moire du codeur (cf. de´finition 1.8 page 32), le vecteur Γ
(1)
j de´fini
par (G1,j(0), . . . , G1,j(l), . . . , Gk+1,j(0), . . . Gk+1,j(l)) et la matrice carre´e F
(1)(k, l) de taille
(k + 1)(l + 1) de´finie par

∆
(1)
1 (l) . . . ∆
(1)
1 (0) . . . ∆
(1)
k+1(l) . . . ∆
(1)
k+1(0)
...
...
...
...
∆
(1)
1 ((k + 2)(l + 1)− 2) . . . ∆(1)1 (0) . . . ∆(1)k+1((k + 2)(l + 1)− 2) . . . ∆(1)k+1(0)

 ,
avec ∀ i = 1 . . . (k+1), et ∀ j > d, ∆(1)i (j) = 0. La relation (3.6) page pre´ce´dente s’exprime
sous forme matricielle par
∀ j = 1 . . . k, F (1)(k, l)Γ(1)j = 0. (3.7)
Il en re´sulte que {Γ(1)j | j = 1 . . . k} ⊂ Ker F (1)(k, l). De plus, pour un j fixe´, les vecteurs
Γ
(i)
j (D) ont leurs k premie`res coordonne´es identiques, c’est-a`-dire
(G1,j(D), . . . , Gk,j(D))
T ,
ce qui permet de retrouver entie`rement la matrice ge´ne´ratrice G(D). En effet, chaque Sp
pour p = 1 . . . (n− k), permet d’obtenir les coordonne´es partielles de chaque colonne de la
matrice ge´ne´ratrice. La re´solution de Sp nous donne
(G1,j(D), . . . , Gk,j(D), Gk+p,j(D))
T pour j = 1 . . . k.
Les k colonnes de G(D) sont donc entie`rement retrouve´es en re´solvant tous les syste`mes
Sp. De plus, les k coordonne´es en commun permet de se´lectionner les candidats valides
lors de l’e´valuation des noyaux des F (p)(k, l).
3.2 Algorithmes de reconstruction
Il de´coule de l’e´tude pre´ce´dente, des algorithmes naturels de reconstruction des codes
convolutifs. Nous abordons tous d’abord le cas du canal sans erreur et proposons dans
ce contexte une approche diffe´rente des algorithmes existants en utilisant l’algorithme de
Berleykamp-Massey pour le cas particulier des (n, 1)-codes convolutifs. Dans le cas ge´ne´ral,
nous proce´dons en trois e´tapes. La premie`re consiste a` de´tecter les bons parame`tres n et k
du code en e´valuant le noyau de C(1)(k, d) de´finie par la relation (3.4) page 92 a` l’aide des
bits intercepte´s. Dans un deuxie`me temps, nous re´solvons les (n − k) sous-syste`mes (Sj)
en maintenant la dernie`re coordonne´e identique pour chaque solution. A` l’issue de cette
e´tape, nous obtenons les ∆(j). Enfin, lors de la troisie`me et dernie`re e´tape, nous retrouvons
les polynoˆmes de G(D) a` partir des ∆(j) en re´solvant l’e´quation (3.6) page pre´ce´dente. Les
candidats valides e´tant de´tecte´s graˆce aux k premie`res coordonne´es en commun.
Nous traitons ensuite le cas d’un canal bruite´. Seule la premie`re e´tape fait intervenir
les bits intercepte´s. De plus, nous avons montre´ que la premie`re e´tape est e´quivalente a` la
reconstruction d’un code en bloc line´aire. Nous effectuons dans le cas d’un canal bruite´ la
premie`re e´tape en remplac¸ant l’e´valuation du noyau de C˜(1)(k, d) par celle de son noyau
randomise´ ; les deux autres e´tant identiques.
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3.2.1 Canal sans erreur
Nous nous inte´ressons tout d’abord au cas le simple, le cas d’un canal sans erreur.
L’e´tude d’un tel canal se justifie par l’e´tude en boˆıte noire d’un e´quipement de´tenu par l’ob-
servateur. Nous pre´sentons deux types d’algorithmes de reconstruction des codes convo-
lutifs. Le premier est restreint aux cas particulier des (n, 1)-codes convolutifs, le second
fonctionnant dans le cas ge´ne´ral.
Cas des (n, 1)-codes convolutifs
Pour des (n, 1)-codes convolutifs, le syste`me (3.2) page 90 s’e´crit


X(D)G1,1(D) = Y1(D), (E1)
...
...
...
X(D)Gn,1(D) = Yn(D). (En)
Pour tout j = 1 . . . (n− 1), les (Sj) peuvent s’e´crire
(Sj) Yj(D)G
′
1,1(D) = Y1(D)G
′
j,1(D),
ou`
G
′
j,1(D) =
1
PGCD (G1,1(D), Gj,1(D))
.
De´finissons tout d’abord Zj(D) pour j = 1 . . . n− 1 par
Zj(D) =
{
Y1(D)
Yj(D)
si v(Y1(D)) ≥ v(Yj(D)),
Yj(D)
Y1(D)
sinon.
ou` v(Yj(D)) repre´sente la valuation de Yi(D). Re´solvons ensuite (S1) ; la re´solutions des
(Sj) s’effectue de manie`re similaire. Supposons maintenant que v(Y1(D)) ≥ v(Y2(D)) (un
raisonnement syme´trique pourra eˆtre mene´ dans le cas contraire). (S1) peut se mettre sous
la forme
G
′
1,1(D) = G
′
2,1(D)Z1(D).
G
′
2,1(D) e´tant de degre´ minimal, l’algorithme de Berleykamp-Massey [28, 140] applique´ a`
Z1(D) permet de le retrouver. Connaissant G
′
2,1(D), il ne reste plus qu’a` e´valuer G
′
1,1(D).
Puis de proche en proche, en re´solvant les (Sj), les G
′
j,1(D), pour j = 3 . . . n, sont
de´termine´s en calculant
G
′
j,1(D) = G
′
1,1(D)
Yj(D)
Y1(D)
.
Notons d0 = maxj{deg G′j,1(D)}. Sans connaissance a priori de n et d0, nous devons
donc faire des hypothe`ses ne, dmax sur n et un majorant de d0. Nous appliquons ensuite
l’algorithme de Berlekamp-Massey (BM) pour tous les (Sj) et ve´rifions pour chacun d’eux
que le polynoˆme G
′
1,1(D) est identique afin de valider ou d’invalider ces hypothe`ses. En
pratique, nous fixons une borne nmax pour ne. Les Zj(D) seront donc tronque´s a` l’ordre
2dmax. Il en re´sulte un algorithme naturel de reconstruction des (n, 1)-codes convolutifs
dans le cas sans erreur, re´sume´ dans la figure 3.2.
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Algorithme de reconstruction des (1, n)-codes convolutifs
dans le cas d’un canal sans erreur
Entre´es : (yi) les bits intercepte´s,
nmax le parame`tre d’arreˆt,
dmax borne sur le degre´ de la matrice ge´ne´ratrice.
Sortie : un matrice ge´ne´ratrice de C qui a ge´ne´re´ les (yi) ou ∅.
1 Pour n de 2 a` nmax
2 G(D) = (G1(D), . . . , Gn(D))←− 0
3 Calculer Z2(D) a` l’ordre 2dmax
4 (G1(D), G2(D))←− BM(Z2(D))
5 Pour tout i de 3 a` n
6 Calculer Zi(D) a` l’ordre 2dmax
7 (P1(D), P2(D))←− BM(Zi(D))
8 Si P1(D) 6= G1(D) retour a` l’e´tape 1
9 Sinon Gi(D)←− P2(D)
10 Fin Si
11 Fin Pour
12 Renvoyer G(D)
13 Fin Pour
14 Renvoyer ∅
Fig. 3.2 – Algorithme de reconstruction des (n, 1)-code convolutifs dans un canal sans
erreur
Cas ge´ne´ral
Dans le cas ge´ne´ral d’un (n, k,m)-code convolutif, nous utilisons les relations mises
en e´vidence au chapitre 3.1 et proce´dons en trois e´tapes. La premie`re e´tape consiste a`
de´tecter les bonnes valeurs des parame`tres n, k et m, la deuxie`me a` retrouver les mineurs
d’une matrice ge´ne´ratrice canonique du code en re´solvant tous les sous-syste`mes et enfin la
troisie`me a` retrouver une matrice ge´ne´ratrice a` partir des mineurs. Trois parame`tres sont a`
de´terminer en aveugle, n, k et d, ou` d est le degre´ d’une matrice ge´ne´ratrice du (n, k)-code
convolutif. Nous faisons les hypothe`ses ne, ke et de sur chacun de ces parame`tres. Nous
testons des valeurs croissantes de ne de 1 a` nmax ; puis pour chaque ne, les valeurs de k de
1 a` (ne− 1). Enfin, pour chaque couple (ne, ke) nous essayons tous les degre´s de 1 a` dmax,
du plus petit au plus grand, pour retrouver pre´fe´rentiellement une matrice ge´ne´ratrice du
plus bas degre´ possible, donc de degre´ externe le plus petit possible. L’objectif e´tant de
retrouver une matrice canonique du code.
Pour valider ou invalider ces hypothe`ses, nous observons des comportements diffe´rents
des matrices C(j)(ne, ke, de). En effet, d’apre`s la relation (3.5) page 92, les ∆
(i) pour
i = 1 . . . (n − k) peuvent eˆtre vues comme des relations de parite´ c’est-a`-dire des rela-
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tions entre les colonnes des matrices C(j)(n, k, d). Si ne 6= n ou ke 6= k, les C(j)(ne, ke, de)
peuvent alors eˆtre conside´re´es comme des matrices binaires ale´atoires, comme l’illustre
la figure 2.4. Avec forte probabilite´, elles sont de rang maximum. Soit d0 la me´moire du
codeur d’une matrice ge´ne´ratrice canonique. Si de < d0 alors il existe au moins un des
syste`mes (Sj) pour lequel la matrice C
(j)(ne, ke, de) se comportera comme une matrice
ale´atoire. En revanche, lorsque d0 ≤ de, nous sommes dans les conditions de la proposi-
tion 3.2 page 93.
Il en de´coule un algorithme naturel de reconstruction des (n, k)-codes convolutifs. Pour
chaque triplet (ne, ke, de), nous re´solvons (S1) et cherchons des solutions particulie`res :
celles qui constituent une base du F [D]-module des solutions de la relation de la proposi-
tion 3.5 page 92. Pour ce faire, il faut e´valuer le noyau de C(1)(ne, ke, de) et, pour chacun
de ses e´le´ments, calculer le ge´ne´rateur du module de longueur 1 auquel il appartient. Pour
calculer ce ge´ne´rateur, nous appliquons la fonction G de´finie au paragraphe 3.1.1 page 91.
Dans un deuxie`me temps, nous e´valuons de la meˆme manie`re les noyaux des matrices
C(j)(ne, ke, de) et cherchons une base des solutions de la relation de la proposition 3.5.
Enfin, pour construire une solution a` notre syste`me initial, nous regroupons ensemble les
(n− k) bases de solutions des sous-syste`mes (Sj). Il nous faut ensuite trouver un e´le´ment
dans chaque module de solutions des (Sj) de (k + 1)
ie`me composante identique. Nous
e´largissons pour cela la notion de consistance introduite par E´. Filiol [71, chap. 8.2.4,
p.167] en ge´ne´ralisant la co¨ıncidence sur les polynoˆmes commun a` leur appartenance a` un
meˆme module. Cette notion permet de construire un ge´ne´rateur du module de longueur
1 des mineurs d’ordre k des matrices ge´ne´ratrices engendrant le meˆme code convolutif, a`
partir des ge´ne´rateurs des modules de (F [D])(k+1) de solutions des syste`mes (Sj).
Exemple 3.1
Pour bien comprendre ce qu’il se passe, conside´rons la re´solution d’un (3, 1)-codeur
pour laquelle les bons parame`tres ont e´te´ devine´s. Supposons que (S1) renvoie
(∆1(D),∆2(D)) avec PGCD(∆1(D),∆2(D)) = 1.
Deux cas peuvent se pre´senter : soit (S2) renvoie
(∆1(D),∆3(D)) avec PGCD(∆1(D),∆3(D)) = 1,
et dans ce cas
(∆1(D),∆2(D),∆3(D)) avec PGCD(∆1(D),∆2(D),∆3(D)) = 1
est solution. Soit (S2) renvoie
(Q(D)∆1(D),∆3(D)) avec PGCD(Q(D)∆1(D),∆3(D)) = 1,
et dans ce cas
(Q(D)∆1(D), Q(D)∆2(D),∆3(D)) avec PGCD(Q(D)∆1(D), Q(D)∆2(D),∆3(D)) = 1
est solution.
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Nous pouvons faire exactement le meˆme raisonnement si (S1) renvoie
(Q(D)∆1(D),∆2(D)) avec PGCD(Q(D)∆1(D),∆2(D)) = 1.
De´finition 3.1 Soient U(D) ∈ (F [D])p et V (D) ∈ (F [D])q deux vecteurs a` coefficients
dans F [D]. Soit E un ensemble d’e´le´ments de [1,min(p, q)]. U(D) et V (D) sont consistants
en les e´le´ments de E si et seulement si il existe P (D) ∈ F [D] tel que
∀ i ∈ E , Ui(D) = P (D)Vi(D),
ou
∀ i ∈ E , Vi(D) = P (D)Ui(D).
P (D) est alors appele´ facteur de consistance.
La notion de consistance permet de ge´rer les deux cas de l’exemple pre´ce´dent et de
construire un ge´ne´rateur de l’ensemble de solutions a` partir des ge´ne´rateurs de solutions
des syste`mes (Sj).
Nous cherchons tout d’abord les couples solutions de (S1) et (S2) consistants en leur
(k + 1)ie`me coordonne´e, puis parmi ceux-la`, ceux qui le sont avec les solutions de (S3) et
ainsi de suite. Parmi les couples d’e´le´ments consistants trouve´s, nous multiplions celui dont
la (k+1)ie`me composante est de plus bas degre´ par le facteur de consistance. Les e´le´ments
du nouveau couple posse`dent alors leur (k + 1)ie`me coordonne´e identique. L’algorithme
de la figure 3.3 page suivante, garantit la consistance des solutions de notre syste`mes
d’e´quations et construit de proche en proche une liste de (n − k) vecteurs ∆(j)(D) de
(F [D])k+1 tels que ∀ i, j ∈ [0 , n], ∆(i)k+1(D) = ∆(j)k+1(D) et ∆(i)(D) solution de (Si). Il
est clair que l’ensemble listes de vecteurs ve´rifiant cette proprie´te´ est un F [D]-module.
L’algorithme de la figure 3.4 nous retourne une base de ce module (nous montrons au
paragraphe 3.3.1 que l’algorithme renvoie bien une base).
Enfin, la troisie`me e´tape de l’algorithme de reconstruction consiste a` retrouver des
matrices ge´ne´ratrices pouvant ge´ne´rer les (yi), a` partir des vecteurs ∆
(j)(D) calcule´s
lors de l’e´tape pre´ce´dente. La relation (3.6) page 93, est de la meˆme forme que celle
de la proposition 3.5, en remplac¸ant les Yi(D) par les ∆
(j)
i (D). De meˆme, les matrices
F (j)(k, l) sont de forme identique aux C(j)(ne, ke, de). Les colonnes de G(D), d’une ma-
trice ge´ne´ratrice de C ne sont pas F [D]-e´quivalentes, il faut donc cette fois-ci conside´rer
tous les e´le´ments du noyau et pas seulement les ge´ne´rateurs des modules de longueur 1
auxquels ils appartiennent. Chaque (Sj), pour j = 1 . . . (n − k), fournit un vecteur de
(F [D])k+1, ∆(j)(D) = (∆
(j)
1 (D), . . . ,∆
(j)
k+1(D)). En re´solvant les syste`mes 3.7 construits
a` partir de chacun de ces vecteurs ∆(j)(D), nous obtenons des colonnes partielles can-
didates, (G1,l(D), . . . , Gk,l(D), Gk+j,l(D))
T , l ∈ [1 , k]. De plus, les colonnes partielles
candidates issues de ∆(1)(D) et celles issues de ∆(j)(D) ont leur k premie`res coordonne´es
identiques. Nous choisissons les couples de colonnes partielles candidates issues de ∆(1)(D)
et de ∆(j)(D), consistants sur leur k premie`res composantes. Pour chaque couple, nous
multiplions par le facteur de consistance la colonne partielle dont les k premie`res com-
posantes sont de plus bas degre´ et construisons ainsi, de proche en proche, une colonne
candidate comple`te. L’algorithme de la figure 3.4 page 100, avec F = Id, nous renvoie un
ensemble de listes de (n−k) vecteurs de (F [d])k+1 correspondants aux colonnes partielles.
La donne´e d’une liste permet de reconstituer une colonne comple`te en prenant le premier
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Proce´dure de ve´rification de la consistance des solutions
Entre´es : un ensemble L de listes de (n− k) vecteurs de (F [D])k+1,
un ensemble P de vecteurs de (F [D])k+1,
un ensemble E d’e´le´ments de [1 , k + 1],
j ∈ N∗ tel que 0 < j ≤ (n− k).
Sortie : un ensemble de listes de (n− k) vecteurs de (F [D])k+1.
1 Out←− ∅
2 Pour i de 1 a` Card(P )
3 Pour l de 1 a` Card(L)
4 Si P (i)(D) et L(l)(D) sont consistants en E de facteur Q(D)
5 Marquer L(l)(D)
6 Si deg L
(l)
E(1)(D) ≥ degP
(i)
E(1)(D)
7 L
(l)
j (D)←− Q(D)P (i)(D)
8 Sinon
9 Pour m de 1 a` j − 1
10 L
(l)
m (D)←− Q(D)L(l)m (D)
11 Fin Pour
12 L
(l)
j (D)←− P (i)(D)
13 Fin Si
14 Fin Si
15 Fin Pour
16 Fin Pour
17 Out←− {L(i)(D) | L(i)(D) marque´ }
18 Renvoyer Out
Fig. 3.3 – Proce´dure de ve´rification de la consistance des solutions
vecteur de la liste pour les (k + 1) premie`res coordonne´es de la colonne et la dernie`re
composante de chaque vecteur restant de la liste pour les coordonne´es suivantes. Enfin,
pour chaque ensemble de k colonnes candidates comple`tes, nous construisons une matrice
n× k et ve´rifions que celle-ci est basique ; si c’est le cas elle peut avoir ge´ne´re´ les (yi). Une
optimisation e´vidente est de faire rentrer la deuxie`me et troisie`me e´tape dans la recherche
des bons parame`tres. En effet, cela implique dans ce cas, que pour que les parame`tres n et
k soient valide´s, il faut que la sortie des e´tapes deux et trois soient non vides. Il en re´sulte
alors une chute drastique du nombre de fausses alarmes sur le choix de n et k. L’algorithme
complet de reconstruction des (n, k)-codes convolutifs est re´sume´ en figure 3.5 page 101.
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Recherche de solutions particulie`res
du syste`me
(∑k
i=1 Yi(D)Pi(D) + Yk+j(D)Pk+j(D) = 0
)
j=1...n−k
- Cas sans erreur -
Entre´es : Y (D) ∈ (F [D])n,
un ensemble E d’e´le´ments de [1 , k + 1],
F , fonction de (F [D])k+1 de (F [D])k+1,
k, dmin et dmax.
Sortie : module de solutions du syste`me.
1 Pour d de dmin a` dmax
2 B ←− ∅ ensemble de listes de (n− k) vecteurs de (F [D])(k+1)
3 P ←− { P (i)(D)|P (i)(D) ∈ F (Ker (C(1)(n, k, d)) }
4 B ←− {
[(
P
(i)
1 (D), . . . , P
(i)
k+1(D)
)
, 0, . . . , 0
]
| P (i)(D) ∈ P }
5 Si B = ∅ retour a` l’e´tape 1
6 Fin Si
7 Pour j de 2 a` n− k
8 P ←− { P (i)(D)|P (i)(D) ∈ F (Ker (C(j)(n, k, d)) }
9 B ←− Consistance (B,P, E , j)
10 Si B = ∅ retour a` l’e´tape 1
11 Fin Si
12 Fin Pour
13 Renvoyer B
14 Fin Pour
15 Renvoyer ∅
Fig. 3.4 – Algorithme de re´solution du syste`me (Sj)j=1...(n−k) dans le cas sans erreur
Exemple 3.2
Soit a` reconstruire le code convolutif engendre´ par la matrice ge´ne´ratrice
G(D) =

 D6 +D4 +D3 +D + 1D6 +D5 +D2 + 1
D6 +D5 +D4 +D3 +D2 + 1

 .
Bien que l’algorithme BM soit plus efficace pour reconstruire des (n, 1)-codes convo-
lutifs, nous avons choisi un (3, 1, 6)-codeur convolutif pour les besoins pe´dagogiques.
Nous avons intercepte´ le message sans erreur de taille 400 bits, soit 50 octets, engendre´
par le codeur
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Algorithme de reconstruction des (n, k)-codes convolutifs
- Cas sans erreur -
Entre´es : (yi) ensemble des bits intercepte´s,
nmax, dmax.
Sortie : ensemble de matrices ge´ne´ratrices canoniques de degre´ infe´rieur a` dmax
qui peuvent avoir ge´ne´re´ les (yi).
1 Pour n de 2 a` nmax
2 Pour k de 1 a` n− 1
3 S ←− ∅
4 ∆←− Re´soudre(Y (D), k, 1, kdmax, {k + 1},G)
5 Si ∆ = ∅ retour a` l’e´tape 2
6 Fin Si
7 Pour i de 1 a` Card(∆)
8 P ←− Re´soudre(∆(i)(D), k, ⌊deg ∆(i)(D)k ⌋,deg ∆(i)(D), {1, . . . , k}, Id)
9 Si P = ∅ retour a` l’e´tape 7
10 Fin Si
11 Pour tout ensemble E(j) de k colonnes comple`tes de P
12 Construire G(D) une matrice avec les k colonnes comple`tes
dont les mineurs sont les ∆(i)(D)
13 S ←− S⋃{G(D)}
14 Fin Pour
15 Fin Pour
16 Si S 6= ∅
17 Renvoyer S
18 Fin si
19 Fin Pour
20 Fin Pour
21 Renvoyer ∅
Fig. 3.5 – Algorithme de reconstruction des (n, k)-codes convolutifs dans le cas sans erreur
Y =


1111001001100101010000101111011100110100001000001110010010000000110101
0010101101111000010010101011110010101011101100111000100101101000010011
1011101000001101001011000110101100001101011010101001001110000101110100
1101001010010101000111000011100010010110100001000001111101010110101011
1010110101001101001001000101100000100111110011110000101101110000111000
1001100001000001000011001001101101010011101001101111100101010000000001
1000101010011100101001001110010111100011110110111110110101001010111000
1001111001111011010001111000010010110101100001111111011101011110111010
0001111101011001111010000001101110000111000101010010110111100111011101
0001101100011101111100010101101011010101001101101000110010110111001101
0111011110011101101001100100011001101110000111000111000001010101100001
1111001011110001000111000010110110111110001010110010001001110000010010
0001110101001111011011100101100101100101100100011101011111001011011001
0000001010011101011000101110110000011001000001000000101001010000110101
1010010101010011101110110111110001101010110000000100001011011100001001
0100011101011111000100011111101101101010000000011000101011100100010011
1011111011000111000010100100010111001101011111111100111001111110101010
1010011010010101101111110100111


,
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ou` les bits se lisent du plus re´cent au plus ancien en partant du haut a` gauche vers le
bas a` droite. En faisant l’hypothe`se que n = 3, nous de´coupons le train de bits en 3
pistes en prenant a` chaque fois 1 bit sur trois.
Y1 =


1111010011100010100000011001011011101001000001101001000111010010010111
1110010101000001011100111100000000001111000101001000000011001011110000
1010101110010100100110100101110101110001110111101100100011010100111101
0110111001110111100001111111000001001010100100010010010011110010001000
0101111101010100111111110011010011010000000101000100111110101001000100
001111001111100010110001111010100110011101011010000111111

 ,
Y2 =


1001100110111000100001100111000110011101001100110000010100001100010010
1000101001001100011011010011111010001010011001000000010000110001001000
0100110010110111111001011111101100001011111101001010110001010011110110
0110111011001011010110101101111001110010101010110110010111110111001011
0110100111111110101000000101110100011010011000111011011110011000011000
101010101111000001011001111010000011111101110101111001101

 ,
Y3 =


1000010011010000111001001110001010101110111000111011110010111011100100
0011001010111000010110101101000110111010111010110101011111011111010001
0011000011101111110011001010001000111011010110011111100110010100010111
0001010100110000011110010101101100110101000110111101010000101000110000
0100111000000001011011000001001110000000100011100101100101100000111011
010110011000100100100110100100110101011110111010100111001

 .
Nous reconstruisons tout d’abord le premier sous-codeur dont les mineurs sont (D6+
D5+D2+1, D6+D4+D3+D+1). Supposons maintenant que nous avons fait la bonne
hypothe`se sur k mais pas sur d. Pour illustrer l’impact de la recherche d’une base des
modules solutions, nous prenons de = d+ 2 afin de ne pas avoir un noyau restreint a`
un unique vecteur. A` l’aide des pistes Y1 et Y2, nous remplissons C
(1)(k, d+2) d’apre`s
la relation (3.4) page 92.
C(1)(k, d+ 2) =


100101111 110011001
110010111 011001100
111001011 101100110
011100101 110110011
001110010 111011001
000111001 011101100
100011100 001110110
010001110 000111011
101000111 100011101
010100011 010001110
001010001 001000111
000101000 000100011
000010100 000010001
000001010 100001000
000000101 110000100
100000010 011000010
110000001 001100001
011000000 100110000
...
...


.
En e´valuant le noyaux de C(1)(k, d+2) nous obtenons les solutions suivantes, exprime´es
sous leur forme binaire et polynomiale en utilisant l’isomorphisme explicite´ dans la
remarque du paragraphe 3.1.1 page 92.
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(000000000000000000) → (0 , 0),
(100011111111011001) → (D8 +D7 +D6 +D5 +D4 + 1 , D8 +D5 +D4 +D2 +D + 1),
(110111001100000011) → (D8 +D5 +D4 +D3 +D + 1 , D8 +D7 + 1),
(010100110011011010) → (D7 +D6 +D3 +D , D7 +D5 +D4 +D2 +D),
(011110101010110111) → (D8 +D6 +D4 +D3 +D2 +D , D8 +D7 +D6 +D4 +D3 +D),
(111101010101101110) → (D7 +D5 +D3 +D2 +D + 1 , D7 +D6 +D5 +D3 +D2 + 1),
(101001100110110100) → (D6 +D5 +D2 + 1 , D6 +D4 +D3 +D + 1),
(001010011001101101) → (D8 +D7 +D4 +D2 , D8 +D6 +D5 +D3 +D2).
Pour chaque vecteur P (D) non nul et solution, nous ne conservons comme candidat
que le vecteur P
′
(D) = P (D)PGCD(P1(D),P2(D)) . Il ne reste plus que le vecteur
∆(1)(D) = (D6 +D5 +D2 + 1 , D6 +D4 +D3 +D + 1).
De la meˆme manie`re nous remplissons C(2)(k, d+ 2) a` l’aide de Y1 et de Y3.
C(2)(k, d+ 2) =


100101111 100100001
110010111 110010000
111001011 011001000
011100101 101100100
001110010 010110010
000111001 001011001
100011100 000101100
010001110 000010110
101000111 100001011
010100011 110000101
001010001 111000010
000101000 011100001
000010100 001110000
000001010 100111000
000000101 010011100
100000010 001001110
110000001 100100111
011000000 110010011
...
...


.
En e´valuant le noyaux de C(1)(k, d+2) nous obtenons les solutions suivantes, exprime´es
sous leur forme binaire et polynomiale.
(000000000000000000) → (0 , 0),
(100100011111011001) → (D8 +D7 +D3 + 1 , D8 +D5 +D4 +D2 +D + 1),
(110011101100000011) → (D8 +D6 +D5 +D4 +D + 1 , D8 +D7 + 1),
(010111110011011010) → (D7 +D6 +D5 +D4 +D3 +D , D7 +D5 +D4 +D2 +D),
(011100001010110111) → (D8 +D3 +D2 +D , D8 +D7 +D6 +D4 +D3 +D),
(111000010101101110) → (D7 +D2 +D + 1 , D7 +D6 +D5 +D3 +D2 + 1),
(101111100110110100) → (D6 +D5 +D4 +D3 +D2 + 1 , D6 +D4 +D3 +D + 1),
(001011111001101101) → (D8 +D7 +D6 +D5 +D4 +D2 , D8 +D6 +D5 +D3 +D2).
De la meˆme manie`re, nous e´valuons pour chaque candidat P
′
(D) non nul le vecteur
P
′
(D) = P (D)PGCD(P1(D),P2(D)) . Il ne reste plus que le vecteur
∆(2)(D) = (D6 +D5 +D4 +D3 +D2 + 1 , D6 +D4 +D3 +D + 1).
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Enfin, nous ve´rifions que ce vecteur est bien consistant en sa dernie`re coordonne´e avec
l’unique solution du sous-codeur 1. Nous avons bien retrouve´ les mineurs correspon-
dants aux sous-codeurs (1) et (2) ; nous retrouvons maintenant les polynoˆmes de la
matrice ge´ne´ratrice en re´solvant les syste`mes (3.7) page 94. Pour cela, nous devons
exprimer les mineurs ∆(1)(D) et ∆
(2)
2 (D) sous leur forme binaire respective,
∆
(1)
1 (D) = D
6 +D5 +D2 + 1 → ∆(1)1 = (1100101),
∆
(1)
2 (D) = D
6 +D4 +D3 +D + 1 → ∆(1)2 = (1011011),
∆
(2)
1 (D) = D
6 +D5 +D4 +D4 +D2 + 1 → ∆(2)1 = (1111101),
∆
(2)
2 (D) = D
6 +D4 +D3 +D + 1 → ∆(2)2 = (1011011).
Les syste`mes s’e´crivent alors
F (1)(k,m) =


1100101 1011011
0110010 0101101
0011001 0010110
0001100 0001011
0000110 0000101
0000011 0000010
0000001 0000001


, F (2)(k,m) =


1111101 1011011
0111110 0101101
0011111 0010110
0001111 0001011
0000111 0000101
0000011 0000010
0000001 0000001


.
La re´solution de ces syste`mes renvoie deux noyaux de dimension 14. On ve´rifie
aise´ment que les vecteurs (11011011010011) et (11011011011111) appartiennent aux
noyaux respectifs de F (1)(k,m) et F (2)(k,m). Ces solutions correspondent aux solu-
tions polynomiales (D6+D4+D3+D+1 , D6+D5+D2+1) et (D6+D4+D3+D+
1 , D6 +D5 +D4 +D3 +D2 + 1) . De plus, apre`s restriction des solutions non nulles
aux ge´ne´rateurs des modules de dimension 1, il ne reste plus que ces deux vecteurs
qui sont consistants sur la premie`re coordonne´e. On en de´duit que l’unique colonne
de notre matrice ge´ne´ratrice est bien
 D6 +D4 +D3 +D + 1D6 +D5 +D2 + 1
D6 +D5 +D4 +D3 +D2 + 1

 .
Remarque 3.5 :
Pour les (n, 1)-codes convolutifs, la re´solution de ces syste`mes n’est pas ne´cessaire. En
effet, dans ce cas tre`s pre´cis, les mineurs e´tant exactement les polynoˆmes de la matrice
ge´ne´ratrice, la premie`re e´tape seule permet de conclure. Nous avons conserve´ la deuxie`me
e´tape a` des fins d’illustration.
3.2.2 Canal avec erreur
Tout comme pour la reconstruction des codes en blocs line´aires, les raisonnements
pre´ce´dents peuvent se transposer aise´ment en utilisant les notions de rang randomise´
et de noyau randomise´ introduits au paragraphe 2.1.2 page 57. Seule la premie`re e´tape
des algorithmes de reconstruction des (n, k)-codes convolutifs dans le cas sans erreur
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prend en entre´e des donne´es bruite´es ; la seconde e´tape ne fonctionne qu’avec des donne´es
exactes renvoye´es par la premie`re e´tape. Nous avons vu que cette premie`re e´tape est
e´quivalente a` rechercher des relations de parite´ (relations entre les colonnes) dans les ma-
trices C(j)(ne, ke, de). Or, l’algorithme de Gauss randomise´ (cf. figure 2.2 page 59) permet
de retrouver ces relations directement sur la matrice bruite´e C˜(j)(ne, ke, de). Nous adap-
tons donc la premie`re e´tape de l’algorithme de reconstruction des (n, k)-codes convolutifs
dans la cas sans erreur, au contexte d’un canal bruite´.
Comme pre´ce´demment, pour valider ou invalider les hypothe`ses faites sur ne, ke et de,
nous observons le comportement diffe´rent des matrices C˜(j)(ne, ke, de). En effet, si ne 6= n
ou ke 6= k, les C(j)(ne, ke, de) et donc les C˜(j)(ne, ke, de) peuvent eˆtre conside´re´es comme
des matrices binaires ale´atoires. Avec une forte probabilite´, elles sont de rang maximum.
Soit d0 la me´moire du codeur de matrice ge´ne´ratrice canonique. Si de < d0 alors il existe au
moins un des syste`mes (Sj) pour lequel la matrice C
(j)(ne, ke, de) et donc C˜
(j)(ne, ke, de)
se comportera comme une matrice ale´atoire. En revanche, lorsque d0 ≤ de, nous sommes
dans les conditions de la proposition 3.2 page 93. Nous en de´duisons donc qu’avec une
probabilite´ de´pendante de l’erreur, (l, γ)− rrg (C˜(n, k, de)) < (k + 1)(de + 1).
L’algorithme de reconstruction des (n, k)-codes convolutifs pour un canal bruite´ se
de´duit alors de celui de´die´ au cas sans erreur. Il suffit de remplacer l’e´valuation du noyau
des C(j)(ne, ke, de) par l’e´valuation du noyau randomise´ de C˜
(j)(ne, ke, de).
3.3 Analyse des algorithmes
L’e´tude asymptotique de la complexite´ de la reconstruction des codes convolutifs est
un peu diffe´rent de celle des codes en blocs line´aires comme explique´ au paragraphe 1.1.
Pour les codes en blocs, on conside`re k et n asymptotiquement grands, tandis que pour
les codes convolutifs, k et n sont petits et borne´s et m est asymptotiquement grand.
3.3.1 Canal sans erreur
Cas des (n, 1)-codes convolutifs
Montrons tout d’abord que l’algorithme de reconstruction des (n, 1)-codes convolutifs
renvoie une matrice canonique. En effet, l’algorithme de Berlekamp-Massey renvoie des
polynoˆmes ge´ne´rateurs minimaux. On en de´duit que la matrice ge´ne´ratrice G(D) renvoye´e
est de degre´ externe minimale, elle est donc canonique. Soit a` reconstruire le (n, k,m)-code
convolutif C, nous avons donc
deg C = m = extdeg G(D) = intdeg G(D),
or intdeg G(D) est le degre´ maximum pris sur ses mineurs d’ordre k. Le degre´ maximum
des polynoˆmes minimaux a` retrouver est donc m. En effet, dans le cas particulier des
(n, 1,m)-codes convolutifs, les polynoˆmes de la matrice ge´ne´ratrice sont aussi les mineurs
d’ordre 1.
Proposition 3.3 Le nombre minimum Lmin de bits ne´cessaires a` la reconstruction des
(n, 1,m)-codes convolutifs dans le cas sans erreur est
Lmin = 2nm.
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Preuve :
L’algorithme effectue (n − 1) Berlekamp-Massey pour retrouver des polynoˆmes de degre´
au plus m. Pour chacun, il a besoin d’e´valuer Zi(D), pour i = 1 . . . n − 1, a` l’ordre 2m.
Cette e´valuation ne´cessite d’avoir au minimum 2m bits pour chaque Yi(D). Soit au total,
2mn bits. 
La me´thode initiale propose´e par E´. Filiol [71] ne´cessite au minimum n(3m + 1) bits ; le
gain obtenu est donc d’un facteur 3/2 .
Proposition 3.4 La complexite´ de l’algorithme de reconstruction des (n, 1,m)-codes convo-
lutifs dans le cas sans erreur est
O (nm3) .
Preuve :
La complexite´ d’une exe´cution de l’algorithme de Berlekamp-Massey (BM) est O(N2) ou`
N = 2m. Le calcul des Zi(D) e´tant line´aire en leur taille (2nm), il sera ne´glige´ devant
le couˆt d’une exe´cution de BM. De plus, l’algorithme recherche en aveugle la valeur des
parame`tres n et m. De plus, pour chaque valeur de ne < n, il effectue deux exe´cutions
de BM, la consistance de G1,1(D) n’e´tant pas ve´rifie´e. Pour ne = n, il doit en effectuer
(n− 1). La complexite´ de l’algorithme de reconstruction est donc
O

 n−1∑
ne=2
2
m∑
de=1
(2de)
2 + (n− 1)
m∑
de=1
(2de)
2

 = O

12(n− 1) m∑
de=1
(de)
2

 = O (nm3) . 
Pour le cas d’un canal sans erreur E´. Filiol utilise l’algorithme de Gauss sur une matrice
carre´e de taille 2(de+1). Le calcul de la complexite´ est identique en remplac¸ant (2de)
2 par
(2(de + 1))
3, nous obtenons O (nm4), avec un gain en complexite´ d’un facteur (4/3)m.
Cas ge´ne´ral
The´ore`me 3.1 L’algorithme de reconstruction des (n, k)-codes convolutifs retourne un
ensemble de matrices ge´ne´ratrices canoniques.
Montrons dans un premier temps que les mineurs d’ordre k calcule´s a` l’e´tape 1 de l’al-
gorithme de reconstruction sont ceux d’une matrice basique. Apre`s la re´solution de (S1),
nous avons
PGCD (∆
(1)
1 (D), . . . ,∆
(1)
k+1(D)) = 1,
par construction. Supposons maintenant que parmi les l < (n − k) premiers vecteurs de
la liste, il existe j tel que PGCDi=1...k+1 (∆
(j)(D)) = 1. Soit ∆(l+1)(D) le (l + 1)ie`me
vecteur de la liste, consistant avec les l premiers en sa composante (k + 1), de facteur
de consistance Q(D). Si deg
(
∆
(1)
k+1(D)
)
≥ deg
(
∆
(l+1)
k+1 (D)
)
, alors ∆(l+1)(D) est multiplie´
par Q(D) et ∆(j)(D) est inchange´. Sinon ce sont les l premiers vecteurs de la liste qui sont
multiplie´s par Q(D), dont ∆(j)(D) et ∆(l+1)(D) est ajoute´ a` la liste. Or, par construction,
PGCDi=1...k+1 (∆
(l+1)
i (D)) = 1. Dans chaque liste, il existe donc un vecteur dont les
coordonne´es, sont premie`res entre elles. La deuxie`me e´tape renvoie donc des matrices
ge´ne´ratrices G(D) basiques. Supposons maintenant qu’elles ne sont pas re´duites, i.e. il
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existe une matrice canonique G0(D) et P (D) ∈ F [D] tels que G(D) = P (D)G0(D). Si
∆i(D) repre´sente les mineurs d’ordre k de G(D) et δi(D) ceux de G0(D) alors
∆j(D) = P
k(D)δi(D),
ce qui est contradictoire avec le fait que les mineurs d’ordre k n’ont pas de facteur commun.
L’algorithme renvoie bien des matrices basiques et re´duites, c’est-a`-dire canoniques. 
Ceci de´montre la conjecture d’E´. Filiol [71, p. 170]. On en de´duit que le degre´ maximum
des polynoˆmes a` retrouver lors de la premie`re e´tape est infe´rieur ou e´gal a` m.
Proposition 3.5 Le nombre minimum Lmin de bits ne´cessaires a` la reconstruction des
(n, k,m)-codes convolutifs dans le cas sans erreur est
Lmin = n ((k + 2)(m+ 1)− 1) .
Preuve :
L’algorithme requiert (k+1)(m+1)+(m+1)− 1 bits pour chaque Yi(D) pour construire
les matrices C(j)(n, k,m) soit un total de n ((k + 2)(m+ 1)− 1) bits. 
Bien que l’algorithme de E´. Filiol soit identique dans l’esprit, certaines e´quations ont
pu eˆtre grandement simplifie´es et permettre ainsi des calculs encore plus fins sur la com-
plexite´ et le nombre de bits ne´cessaires. Il propose de retrouver des polynoˆmes de degre´
((2k − 1) deg G(D) + 1), qui s’ave`rent eˆtre multiples des mineurs d’ordre k. En pratique,
l’algorithme qu’il conc¸oit trouve d’abord un ge´ne´rateur du module des solutions. Dans un
deuxie`me temps, il re´sout formellement le syste`me (3.6) page 93 par identification terme a`
terme. L’e´tude alge´brique nous a permis de mettre en e´vidence la structure et la nature des
solutions du syste`me de la proposition 3.1 page 90 et surtout d’automatiser comple`tement
le processus de reconstruction. Le calcul du nombre minimum de bits ne´cessaires pour la
technique d’E´. Filiol donne (k + 1)((2k − 1) deg G(D) + 1) avec deg G(D) de l’ordre de
m/k. Le facteur gain obtenu est donc de l’ordre de (2k/k).
Proposition 3.6 La complexite´ de l’algorithme de reconstruction des (n, k,m)-codes convo-
lutifs dans le cas sans erreur est
O (n5m4) .
Preuve :
La recherche par pivot de Gauss des noyaux des matrices C(j)(ne, ke, de) e´tant l’e´tape la
plus couˆteuse, l’e´valuation de la consistance des solutions et la recherche du ge´ne´rateur
des modules de longueur 1 sont conside´re´es comme ne´gligeables. Dans les cas ne 6= n, en
moyenne un seul pivot de Gauss est effectue´. On en de´duit que retrouver le parame`tre n
en aveugle est de complexite´
O

 n∑
ne=2
ne−1∑
ke=1
m∑
de=1
((k + 1)(de + 1))
3

 = O (n5m4) .
Quand ne = n, l’algorithme effectue la re´solution des (n − k) sous-codeurs (Sj) a` partir
de ke = k et de ≥ d0. Nous pouvons donc borner la complexite´ de cette e´tape par
O

 n−1∑
ke=1
m∑
de=1
(n− k) ((ke + 1)(de + 1))3

 = O (n5m4) . 
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Le degre´ estime´ des polynoˆmes reconstruits par l’algorithme d’E´. Filiol est de l’ordre de
2km/k. La complexite´ est donc ame´liore´e par un facteur de l’ordre de
(
2k
k
)4
.
3.3.2 Canal avec erreur
Dans le cadre d’un canal binaire bruite´, l’e´valuation des noyaux des matrices C˜(ne, ke, de)
se fait en utilisant l’algorithme de Gauss randomise´. Les (n − k) vecteurs ∆(j) peuvent
eˆtre conside´re´s comme des relations de parite´ d’un code en blocs line´aire au regard de la
relation (3.5) page 92. L’algorithme de reconstruction des codes en blocs line´aires pour un
canal bruite´ (cf. paragraphe 2.2.2), peut alors s’appliquer. La probabilite´ de de´tection de
cet algorithme, calcule´e au paragraphe 2.3.2, est une fonction de la relation de parite´ de
poids de Hamming maximum ; dans notre cas
∆ = Argmax
i=1...n−k
w(∆(i)).
Dans le cadre du calcul de la probabilite´ de de´tection, E´. Filiol s’est place´ dans les hy-
pothe`ses les plus de´favorables. En pratique, ses re´sultats expe´rimentaux se sont ave´re´s eˆtre
bien meilleurs que ceux attendus par l’e´tude the´orique. Ce de´calage s’explique par le fait
que l’algorithme de Gauss, renvoie les bonnes relations de parite´ non seulement lorsque la
matrice ne contient pas d’erreur mais aussi lorsque les erreurs se compensent (nombre pair
d’erreurs sur les bits correspondants aux relations de parite´) ou encore lorsque celles-ci se
situent toujours en dessous de la diagonale pendant tout le processus de Gauss.
D’autre part, la probabilite´ de fausse alarme peut eˆtre conside´re´e comme ne´gligeable.
En effet, pour qu’un mauvais code soit de´tecte´, il faut tout d’abord qu’au moins une des
(n − k) re´solutions de syste`mes (Sj) de´tecte une relation de parite´ qui n’est pas valide.
De plus, cette relation doit eˆtre consistante pour eˆtre accepte´e. Enfin, il faut aussi que les
relations de parite´s de´tecte´es a` l’e´tape 1 permettent a` l’e´tape 2 de retrouver une matrice
canonique d’un codeur valide.
Le calcul de Pdet en fonction de ∆ permet de choisir un nombre d’ite´rations l pour l’al-
gorithme de Gauss randomise´. Celui-ci doit ve´rifier 1/Pdet ≤ l. Ceci permet d’en de´duire
le nombre minimum de bits Nmin pour chaque Yi(D) ne´cessaire a` la reconstruction. La
matrice d’interception est une matrice de Hankel par blocs de taille (m + 1), ce qui im-
plique que chaque bit intercepte´ intervient dans (m+ 1) e´quations. Nous devons observer
suffisamment de bits pour pouvoir effectuer les l tirages de Monte Carlo de l’algorithme
de Gauss randomise´, c’est-a`-dire (
(m+ 1)Nmin
(m+ 1)(k + 1)
)
≫ l.
Enfin, la complexite´ de l’algorithme de reconstruction des (n, k,m)-codes convolutifs dans
un canal bruite´ est donne´e par
O
(
n5m4
Pdet
)
.
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3.4 Re´sultats expe´rimentaux
Dans ce paragraphe, nous pre´sentons les re´sultats expe´rimentaux de la reconstruction
des codes convolutifs optimaux, e´tudie´s au paragraphe 1.2.4, ainsi que ceux extraits des
normes de l’annexe B. Comme pour les simulations de la reconstruction des codes en blocs
line´aires, l’objectif est de mettre en e´vidence de « bonnes » valeurs pour les parame`tres γ
(seuil de de´tection) et l (nombre d’ite´rations) de l’algorithme de Sicot-Houcke. Nous nous
sommes alors focalise´s uniquement sur la premie`re e´tape, la seconde e´tant de´terministe.
Pour ce faire, nous avons tout d’abord fait varier le TEB de 5.10−4 a` 2.10−1. Pour chaque
valeur de l’erreur, une valeur du seuil γmax pour laquelle la densite´ d de chaque vecteur de
mineurs relatifs aux sous-codeurs est telle que d ≤ γmax a e´te´ de´termine´e. De plus, γmax
a e´te´ choisi au minimum e´gal a` 0.15. Enfin, nous nous sommes place´s dans la cas ou` n
et m ont e´te´ correctement estime´s. Le nombre d’ite´rations et le temps ne´cessaires pour
reconstruire le code sont alors mesure´s. Lorsque tout le code est reconstruit, le nombre
d’ite´rations nous donne une ide´e sur la probabilite´ de de´tection de la relation de parite´
de poids le plus fort et donc la plus difficile a` de´tecter. Pour chaque valeur de l’erreur et
chaque codeur, nous avons effecte´ une moyenne sur 100 reconstruction et obtenu ainsi le
seuil maximum moyen, le temps moyen de la premie`re e´tape ainsi que le nombre moyen
d’ite´rations ne´cessaires. Les algorithmes ont e´te´ imple´mente´s en Magma et les simulations
ont e´te´ effectue´es sur des processeurs AMD Thurion 2000+ MP, cadence´s a` 1,6 Ghz ; le
nombre de bits intercepte´s a e´te´ fixe´ a` 400, ce qui correspond a` 50 octets. D’autre part,
nous nous sommes limite´s a` une heure avant de conclure a` la non de´tection. Nous avons
ainsi e´value´ la probabilite´ PND de ne pas de´tecter un codeur valide en moins de une heure.
La re´solution du syste`me (3.7) page 94 pour le sous-codeur (1) permet de de´terminer
les colonnes partielles (G1,j(D), . . . , Gk,j(D), Gk+1,j(D))
T pour j = 1 . . . k. D’autre part,
la re´solution du meˆme syste`me pour le sous-codeur (p) nous permet d’obtenir le vecteur
(G1,j(D), . . . , Gk,j(D), Gk+p,j(D))
T . Nous pouvons alors adapter l’e´tape de re´solution du
syste`me (3.7) page 94 en garantissant la consistance graˆce a` la relation
Gk+p,j(D) =
∑k
i=1∆
(p)
i (D)Gi,j(D)
∆
(p)
k+1(D)
,
issue de l’e´quation (3.6) page 93. C’est ce choix que nous avons privile´gie´ pour notre
imple´mentation.
Les re´sultats, regroupe´s dans le tableau 2.1 page 83, illustrent l’efficacite´ de la me´thode
pour des codeurs convolutifs utilise´s en pratique, notamment en comparaison avec ceux
obtenus pour les codes en blocs line´aires. Tout d’abord, pour une meˆme quantite´ de bits
intercepte´s l, le nombre d’e´quations pour un code convolutif, environ l, est beaucoup plus
important que pour un code en bloc line´aire, environ l/n. Ceci permet de faire chuter
drastiquement la probabilite´ de fausse alarme. Il est a` noter qu’aucune fausse alarme n’a
e´te´ de´tecte´e sur l’ensemble des simulations. De plus pour chaque sous-codeur, une seule
relation de parite´ de longueur (k + 1)(m + 1) est a` retrouver. En outre, cette longueur
est en pratique est plutoˆt petite, pour des raisons d’imple´mentation. En effet, le nombre
ne´cessaire de registres me´moire est de l’ordre de k fois le degre´ d’un codeur canonique.
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3.5 Conclusion et perspectives
Comme pour la reconstruction des codes en blocs line´aires, les algorithmes pre´sente´s
ne permettent pas de de´coder. Les algorithmes de reconstruction des codes convolutifs
renvoient des matrices canoniques potentielles. Sans aucune autre hypothe`se, il subsistent
deux inde´termine´es intrinse`ques a` la nature des codeurs convolutifs. Tout d’abord, parmi
tous les codeurs F (D)-e´quivalents, une infinite´ peuvent engendrer la meˆme sortie. Par
exemple, si G(D) est le codeur effectif qui a ge´ne´re´ la sortie Y (D) appartenant a` un code
C, a` partir du message X(D), alors quel que soit P (D) ∈ F [D], il existe un message
X1(D) = 1/P (D).X(D) et une matrice ge´ne´ratrice polynomiale G1(D) = P (D).G(D) tels
que
Y (D) = G1(D)X1(D),
et il existe un message X2(D) = P (D).X(D) et une matrice ge´ne´ratrice de C, G2(D) =
G(D)/P (D) tels que
Y (D) = G2(D)X2(D).
De meˆme, quel que soit P la matrice d’un entrelaceur bloc line´aire, il existe un message
X3(D) = P
−1X(D) et une matrice ge´ne´ratrice de C, G3(D) = G(D)P tels que
Y (D) = G3(D)X3(D).
Il existe donc une infinite´ de couples (G
′
(D), X
′
(D)) tels que Y (D) = G
′
(D)X
′
(D). Sans
aucune hypothe`se supple´mentaire, le proble`me de de´codage est inde´cidable.
Pour les codes convolutifs poinc¸onne´s, E´. Filiol a montre´, [71, ch. 9], que la recons-
truction ne diffe`re en rien d’un code convolutif non poinc¸onne´. Dans ce cas, on retrouve
une matrice canonique du code convolutif apre`s poinc¸onnage et non celle du code parent.
De meˆme, si le codeur utilise´ est re´cursif et engendre le code C, les algorithmes de recons-
truction renverront une matrice ge´ne´ratrice canonique engendrant C. De plus, si le codeur
est syste´matique, les bits d’information permettent de lever les inde´termine´es mises en
e´vidence. Enfin, si le sche´ma de codage se compose d’un code convolutif suivi d’un entre-
laceur bloc line´aire de profondeur pn, p ∈ N∗, il faudra reconstruire le code de dimension pn
engendre´ par la matrice de dimension pn× pk dont la diagonale est la matrice ge´ne´ratrice
G(D). Malheureusement, l’entrelaceur « casse » la structure de module des solutions de
l’e´tape 1. La seule diffe´rence avec la reconstruction classique des codes convolutifs, re´side
dans la forme des matrices C˜(ne, ke, de) qui perdent leur structure particulie`re de matrice
de Hankel par blocs. Il faut donc dans ce cas, utiliser les algorithmes de reconstruction
pour les codes en blocs line´aires.
La technique de reconstruction propose´e est propre aux codes convolutifs, notamment
par la forme particulie`re de la matrice d’interception (cf. relation (3.4) page 92). D’autre
part, nous avons vu au chapitre 1 que les codes line´aires peuvent eˆtre conside´re´s comme
des codes convolutifs particuliers. Du point de vue des algorithmes de reconstruction, nous
pouvons montrer le contraire. En effet, le syste`me (3.4) page 92 est e´quivalent au syste`me
de taille (⌊N−1d ⌋ − 1)× (k + 1)(d+ 1) de´fini par

y1(d) . . . y1(0) . . . yk+1(d) . . . yk+1(0)
y1(2d+ 1) . . . y1(d+ 1) . . . yk+1(2d+ 1) . . . yk+1(d+ 1)
...
...
...
...
y1(N) . . . y1(N − d) . . . yk+1(N) . . . yk+1(N − d)

 .
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La matrice d’interception du sous-codeur n’est plus de Hankel par blocs. Re´soudre ce
syste`me est alors e´quivalent a` reconstruire un code en blocs line´aire de longueur (k+1)(d+
1), dont les relations de parite´ sont les mineurs du sous-codeur. De meˆme, en concate´nant
tous les sous-syste`mes, nous obtenons un syste`me de taille (⌊N−1m ⌋ − 1)× n(m+ 1) de´fini
par 

y1(m) . . . y1(0) . . . yk+1(m) . . . yn(0)
y1(2m+ 1) . . . y1(m+ 1) . . . yn(2m+ 1) . . . yn(m+ 1)
...
...
...
...
y1(N) . . . y1(N −m) . . . yn(N) . . . yn(N −m)

 .
Re´soudre ce syste`me est e´quivalent a` reconstruire un code en blocs line´aire de longueur
n(m + 1) dont les relations de parite´ sont les mineurs de tous les (k, k + 1,m)-sous-
codeurs. Il apparaˆıt enfin que la reconstruction des codes convolutifs peut eˆtre conside´re´e
comme une technique de reconstruction de codes en blocs line´aires dont les relations de
parite´ sont les mineurs des (k, k + 1,m)-sous-codeurs convolutifs. La plus-value d’utili-
ser pre´fe´rentiellement la technique particulie`re est double. Tout d’abord, 2(m + 1) bits
conse´cutifs d’une meˆme piste permettent d’e´crire (m+2) e´quations contre 2 si l’on utilise
l’algorithme de reconstruction des codes en blocs line´aires. Nous rappelons que les fausses
alarmes de´croissent rapidement avec l’augmentation du nombre d’e´quations. De plus, la
taille des sous-syste`mes est n/(k+ 1) fois plus petite que celle du syste`me e´quivalent. Or,
la probabilite´ de de´tection est exponentiellement de´croissante avec l’augmentation de la
longueur du code a` reconstruire. La` encore, le facteur de gain est notable. De plus, la
reconstruction des codes convolutifs ne ne´cessite pas de synchronisation, ce qui permet le
gain d’un facteur de complexite´ ; O(m4) contre O(m5) pour la reconstruction des codes
en blocs line´aires.
Les matrices d’interception de codes convolutifs posse`dent une structure de matrice de
Hankel par blocs, c’est-a`-dire qu’elles sont compose´es de la concate´nation de matrices de
Toeplitz inverse´es. Cette structure forte nous laisse pre´sager d’une ame´lioration de la com-
plexite´ de la re´solution des syste`mes line´aires (qui est l’e´tape la plus couˆteuse) en adaptant
les algorithmes de re´solution de syste`mes de Toeplitz aux syste`mes de Toeplitz par blocs.
En effet, les algorithmes de Shur [172] et de Levinson [131] permettent d’atteindre des
complexite´s en O(n2). L’utilisation de FFT (Transforme´e de Fourier Rapide) [93] permet
meˆme d’atteindre O(n log n).
Enfin, l’algorithme de Berlekamp-Massey (BM) a permis d’ame´liorer notablement la
complexite´ de l’algorithme de reconstruction des (n, 1)-codes convolutifs et de diminuer le
nombre minimum de bits ne´cessaires. Moyennant la re´e´criture du syste`me initial 3.2, nous
pre´voyons un gain similaire si l’on arrive a` appliquer des algorithmes de type Berlekamp-
Massey sous sa forme matricielle, dans l’esprit de [55, 54, 145, 192, 205]. Une adaptation
de l’algorithme BM dans le cas d’une suite faiblement bruite´e [163, 179, 125] semble envi-
sageable avec pour objectif une adaptation en un algorithme BM matriciel avec une suite
bruite´e. D’autre part, toute ame´lioration de l’algorithme de reconstruction des codes en
blocs line´aires se traduit par une ame´lioration de l’e´tape 1 de l’algorithme de reconstruc-
tion des codes convolutifs. Une fac¸on un peu artificielle de gagner un peu sur la complexite´
de l’algorithme, est de ne pas chercher en aveugle le degre´ du code mais de fixer une seule
hypothe`se de sur d0, suffisamment grande pour espe´rer avoir de > d0. En cas d’e´chec,
plutoˆt que d’incre´menter de de 1 on peut prendre un pas un peu plus grand.
114 Reconstruction des codes convolutifs
Chapitre 4
Reconstruction des turbo-codes
« Dans une discussion, je suis toujours coˆte´
de l’adversaire. »
Andre´ Gide
Sommaire
4.1 Tries dynamiques . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.2 Algorithmes de reconstruction . . . . . . . . . . . . . . . . . . . 120
4.2.1 Canal sans erreur . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.2.2 Canal avec erreur . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.3 Analyse des algorithmes . . . . . . . . . . . . . . . . . . . . . . . 126
4.3.1 Canal sans erreur . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.3.2 Canal avec erreur . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.4 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . . . 128
4.5 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . 130
EN 1993, C. Berrou, A. Glavieux et P. Thitimajshima de l’ENST de Bretagne fontsensation avec [31] en reprenant l’ide´e de concate´nation de codes introduite par For-
ney [86] et en montrant qu’il est possible, pour un taux d’erreur de 10−5 et un rendement
de 0.5, d’atteindre la limite de Shannon a` 0.5 dB pre`s. Les auteurs concate`nent deux codes
convolutifs en paralle`le en se´parant leurs entre´es par un entrelaceur. Chaque code le com-
posant codant donc une version permute´e diffe´rente de la meˆme se´quence d’information
comme l’illustre la figure 4.1.
Majoritairement les codes convolutifs utilise´s sont syste´matiques et re´cursifs mais en
re`gle ge´ne´rale, les bits syste´matiques issus du codeur C2 ne sont pas transmis (sauf dans le
cas des canaux de type Rayleigh a` e´vanouissement). En pratique, nous observons tre`s sou-
vent C1 = C2. Dans le cas ge´ne´ral, le rendement R du turbo-codeur s’exprime simplement
en fonction de R1 et R2, les rendements respectifs de C1 et , C2,
R =
R1R2
R1 +R2 −R1R2 =
R1
2−R1 si C1 = C2,
Le de´codage applique´ ensuite est ite´ratif, chaque de´codeur fournissant au suivant une in-
formation souple, ou valeur de confiance, lui permettant d’affiner ses propres de´cisions.
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Fig. 4.1 – Sche´ma d’un turbo-codeur paralle`le
L’algorithme de de´codage est en fait un algorithme de Viterbi ame´liore´ et adapte´. C’est
a` ce caracte`re ite´ratif qu’est duˆ le nom de « turbo » qui rappelle le fonctionnement du
moteur turbo. Le lecteur inte´resse´ par les aspects the´oriques relatifs aux turbo-codes trou-
vera plus de de´tails dans [27, 26, 30, 31, 32, 92, 199].
Dans le cadre de la reconstruction de turbo-codes, nous nous sommes place´s dans la
continuite´ du chapitre 3. En effet, les algorithmes que nous avons pre´sente´s dans ce chapitre
nous permettent de retrouver les codes convolutif C1 et C2. L’observateur intercepte x˜1,
y˜1 et y˜2, correspondant respectivement a` x1, y1 et y2 bruite´s par le canal. Aux vues des
ame´liorations pre´sente´es au paragraphe 3.5, la structure meˆme des turbo-codeurs paralle`les
nous place dans une situation favorable. Le codeur convolutif C1 e´tant syste´matique, nous
sommes capables de retrouver de fac¸on univoque ses parame`tres et donc de pouvoir de´coder
et ainsi corriger quelques erreurs de x˜1 et obtenir x˜
′
1. De meˆme, pour reconstruire le code
convolutif C2, nous avons acce`s a` la sortie de C2 mais aussi a` une version permute´e et
bruite´e de son entre´e. Dans le cadre de notre e´tude, nous nous plac¸ons dans le cas le
plus fre´quemment rencontre´ (cf. annexe B), c’est-a`-dire dans le cas C1 = C2. Le cas
C1 6= C2 est un peu plus complexe et ne´cessite une e´tape pre´liminaire. Les algorithmes de
reconstruction nous renvoient une matrice G
′
2(D) ge´ne´ratrice de C2 telle que
G2(D) = G
′
2(D)P (D),
ou` P (D) est une matrice inversible ; G2(D) et G
′
2(D) e´tant F (D)-e´quivalentes. Apre`s
de´codage et correction de quelques erreurs, nous obtenons un message x˜
′
2 qui correspond
a` l’image de x2 par P (D), bruite´e. En utilisant le formalisme alge´brique introduit au
chapitre 1, nous devons re´soudre le syste`me suivant
X1(D) +
(
Π−1(D)P (D)
)
X
′
2(D) = 0,
ou` Π(D) est la matrice de Π, a` coefficients dans F2. Pour ce faire, nous avons a` notre
disposition des instances bruite´es de X1(D) et X
′
2(D), ce qui revient a` retrouver des re-
lations de parite´ d’un code line´aire particulier en observant des mots de code bruite´s. Il
nous suffit alors d’utiliser l’algorithme de Sicot et Houcke, pre´sente´ au chapitre 2.
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Nous proposons donc dans ce dernier chapitre consacre´ a` la reconstruction des codes cor-
recteurs d’erreurs, d’e´tudier un algorithme de reconstruction d’un entrelaceur bloc dans un
canal quelconque, connaissant un certain nombre de couples d’entre´e et de sortie. L’objec-
tif est de retrouver l’entralceur Π afin d’obtenir non seulement le turbo-code mais aussi un
de´codeur e´quivalent. Pour cela, nous pre´sentons succinctement au paragraphe 4.1 la no-
tion de trie dynamique qui est au cœur des algorithmes de reconstruction d’entrelaceurs.
Puis, au paragraphe 4.2, nous pre´sentons deux algorithmes de reconstruction, adapte´s
respectivement aux canaux sans et avec erreur. Nous effectuons ensuite l’analyse de ces
algorithmes au paragraphe 4.3 et de´taillons au paragraphe 4.4 les re´sultats expe´rimentaux
que nous avons obtenus. Enfin, au paragraphe 4.5, nous discutons des limites de telles
techniques et des ame´liorations possibles. Le re´sultat des ces travaux ont e´te´ publie´s dans
[9, 14].
4.1 Tries dynamiques
Comme pre´ce´demment, nous nous plac¸ons dans le cas d’un canal binaire syme´trique.
L’e´tude est mene´e en prenant comme hypothe`se que x1 est issue d’une source infinie sans
me´moire avec Pr(x1(j) = 1) = Pr(x1(j) = 0) = 0.5, ∀j. Cette hypothe`se est raisonnable
dans la mesure ou` x1 correspond au message initial compresse´, e´ventuellement chiffre´ et
passe´ dans un brasseur. Le lecteur inte´resse´ trouvera dans [8] l’e´tude ge´ne´ralise´e pour
une source sur un alphabet quelconque et avec une probabilite´ d’occurrence des symboles
diffe´rente de 0.5. Le chapitre 3 nous fourni les algorithmes ne´cessaires pour retrouver
la matrice ge´ne´ratrice de C1 et celle de C2. La reconstruction des turbo-codes se re´duit
alors a` un algorithme permettant de retrouver un entrelaceur bloc line´aire a` partir de ses
entre´es et sorties e´ventuellement bruite´es. Nous rappelons qu’un entrelaceur bloc line´aire
Π de profondeur n conserve le poids de Hamming et est de´fini de fac¸on univoque par
la donne´e d’une permutation σ de [1, n] (cf. de´finition 2.1 page 50). Soit a` retrouver
l’entrelaceur de´fini par σ a` partir d’une suite de couples d’entre´e et de sortie de n bits
chacune, x = (xi)i>0, y = (y
i)i>0, tels que
∀ i > 0 , j = 1 . . . n , yi(j) = xi(σ−1(j)). (4.1)
Pour une meilleure lisibilite´, x repre´sente les valeurs prises par n bits conse´cutifs de x1 au
cours du temps, a` l’entre´e de Π et y repre´sente les valeurs prises par n bits conse´cutifs de
x2 au cours du temps, a` la sortie de Π.
Soient n1, n2 deux indices de [1, n] dont on cherche a` distinguer les images par σ en
observant les (yi)i>0 et (x
i)i>0. Supposons tout d’abord que
∀ i > 0 , xi(n1) = xi(n2),
alors d’apre`s l’e´quation (4.1), ∃{m1,m2} ∈ {σ(n1), σ(n2)} tels que
∀ i > 0 , yi(m1) = yi(m2).
L’observation des (xi)i>0 et (y
i)i>0 ne nous donne aucune information sur la valeur de m1
et m2. En revanche, si ∃i tel que
xi(n1) 6= xi(n2),
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alors yi(m1) 6= yi(m2) et xi(n1) = yi(ml), l ∈ {1, 2} implique σ(n1) = ml et σ(n2) = ml¯.
On en de´duit que pour retrouver σ a` partir des (xi)i>0 et (y
i)i>0, il faut et il suffit que
pour chaque couple (na, nb), a, b = 1 . . . n et a 6= b, il existe au moins un indice iab tel que
xiab(na) 6= xiab(nb).
Le nombre minimal de couples a` observer pour qu’une telle condition soit ve´rifie´e est
max{iab}. Dans le cas binaire, pour chaque i, un maximum de n2 bits de xi peuvent
prendre des valeurs diffe´rentes. Dans le meilleur des cas, il faudra observer log2 n couples
d’entre´e et de sortie. Nous en de´duisons la proposition suivante.
The´ore`me 4.1 Un algorithme optimal de reconstruction d’entrelaceurs en blocs line´aires
de profondeur n requiert O (log2 n) couples d’entre´e et sortie de n bits chacune.
Nous avons conside´re´ jusqu’a` maintenant les (xi)i>0 et (y
i)i>0 comme deux suites infinies
de mots de n bits issues d’une source binaire sans me´moire. Les variables ale´atoires Xj et
Yj pour j = 1 . . . n, a` valeur dans {0, 1} dont les valeurs successives sont respectivement
les xi(j) et les yi(j), sont donc inde´pendantes. Les suites (xi)i>0 = (x
i(1), . . . , xi(n))i>0
et (yi)i>0 = (y
i(1), . . . , yi(n))i>0 peuvent alors eˆtre vues comme n suites infinies x(j) =
(xi(j))i>0 et y(j) = (y
i(j))i>0, j = 1 . . . n, produites par n sources binaires sans me´moire
et inde´pendantes deux a` deux. Ces suites sont appele´es mots de longueur infinie. En pra-
tique, l’observateur n’a bien e´videmment qu’une vision limite´e et donc finie de ces suites.
Au ie`me top d’horloge, celui-ci observe xi et yi et comple`te chacun des n mots en lui ad-
joignant sa ie`me lettre (symbole binaire). D’apre`s ce qui pre´ce`de, pour retrouver σ a` partir
des (xi)i>0 et (y
i)i>0, il faut et il suffit que pour chaque couple de mots (x(na), x(nb)),
a, b = 1 . . . n et a 6= b, il existe au moins une lettre a` partir de laquelle les mots x(na) et
x(nb) diffe`rent.
Le proble`me de reconstruction des entrelaceurs blocs line´aires est alors e´quivalent a` la
classification de mots e´volutifs. Pour re´pondre a` ce proble`me nous introduisions la notion
de trie, qui est une structure dynamique adapte´e a` la classification d’un ensemble de mots
e´volutifs. Pour une pre´sentation plus de´taille´e de ce proble`me, le lecteur pourra se re´fe´rer
a` [53, 52, 170]. Soit un alphabet M inclus dans N, fini ou de´nombrable et de cardinal
r ∈ N∗ ∪ {+∞}. L’ensemble des mots infinis MN est de´fini par :
MN = {m = m1m2...|∀j ≥ 1,mj ∈M}
De´finition 4.1 Soient w et v de MN deux mots infinis, u ∈Ml un mot fini tels que
w = u.v,
alors u est appele´ pre´fixe de w et v suffixe de w.
On introduit par ailleurs, les applications teˆte et queue note´es respectivement T et Q
de´finies par
T : MN → M
m = m1m2... −→ T (m) = m1
Q : MN → MN
m = m1m2... −→ Q(m) = m2m3...
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De la meˆme fac¸on, on introduit la notation Q
[α]
avec α ∈ M pour de´signer la restriction
de l’application Q aux mots commenc¸ant par le symbole α.
Q
[α]
: α.MN −→ MN
m = αm2... −→ Q[α](m) = m2m3...
La structure se construit re´cursivement en regroupant dans un meˆme sous-arbre les mots
qui posse`dent le meˆme pre´fixe. Elle se´pare donc les mots selon leur pre´fixe et devient
constante lorsque tous les mots sont distingue´s.
De´finition 4.2 Soit X un ensemble de mots infinis. On construit re´cursivement le trie
associe´ a` X, note´ trie(X) de la fac¸on suivante :
- si |X| = 0 alors trie(X) = ∅,
- si |X| = 1 X = {x} alors trie(X) est le nœud externe e´tiquete´ par x,
- si |X| ≥ 2 alors :
trie(X) = 〈•, {trie(Q
[m]
(X))}m∈M〉
Ou` • de´signe le nœud interne.
Le trie de la figure 4.1 permet de distinguer 8 vecteurs binaires a a` h, de longueur 5.
Les bits utiles a` la se´paration des vecteurs apparaissent en gras. L’arbre se´pare les vecteurs
selon que leur premier bit vaut 0 (a` gauche) ou 1 (a` droite), puis d’apre`s le second bit etc.
Nous de´finissons maintenant les parame`tres relatifs aux tries qui nous sont indispensables
a b c d e f g h
0 1 1 0 1 1 0 0
0 1 1 0 0 1 1 1
0 1 0 1 1 0 1 1
1 1 0 1 0 1 0 0
1 0 0 1 1 0 1 0
0 1
0
0
0
0
1 1
11
1
10 0
01
000... 001... 111...
10...
1101...1100...
01100... 01101...
ad gh
ghd
gh
b
adgh bcef
cfa
abcdefgh
e bcf
fcgh
Fig. 4.2 – Exemple de trie fini
pour l’e´tude de complexite´ des algorithmes de reconstruction.
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- La hauteur H du trie est la longueur maximale d’une branche du trie. Elle correspond
au nombre minimum de comparaisons qu’il faut effectuer pour distinguer deux mots.
C’est la longueur du plus long pre´fixe commun a` deux mots.
- la taille N du trie est le nombre de nœuds internes du trie.
- la longueur de cheminement externe L est la somme des profondeurs des nœuds ex-
ternes. Elle correspond au nombre de comparaisons ne´cessaires pour distinguer tous
les mots.
Notons X = {x(j) | j = 1 . . . n} et Y = {y(j) | j = 1 . . . n} les ensembles de n mots
infinis. D’apre`s ce qui pre´ce`de, pour retrouver σ a` partir des (xi)i>0 et (y
i)i>0, il faut et
il suffit que les feuilles du trie associe´ a` X soient e´tiquete´es par un unique mot. A` chaque
top d’horloge l’observateur rec¸oit une nouvelle lettre pour chacun des n mots. Il remet
ensuite a` jour le trie associe´ a` X et lorsque toutes les feuilles du trie sont e´tiquete´es par
un unique mot alors la σ peut eˆtre reconstruite de manie`re univoque.
4.2 Algorithmes de reconstruction
Dans ce chapitre, nous pre´sentons les algorithmes de reconstruction d’un entrelaceur
bloc connaissant des couples d’entre´e et sortie. Nous nous inte´ressons dans un premier
temps au cas ou` les entre´es et sorties sont sans erreur. L’algorithme propose´ consiste a`
construire les tries dynamiques pour les entre´es et sorties. Ces deux tries sont isomorphes
puisque les mots obtenus en sortie correspondent a` une permutation des mots en entre´e.
Lorsque toutes les feuilles des tries sont finalement e´tiquette´es par un unique mot, σ est
retrouve´ de fac¸on univoque. En effet, σ est par de´finition l’isomorphisme qui permet de
de´duire le trie des sorties en fonction de celui des entre´es. Dans un deuxie`me temps, nous
traitons le cas ou` les entre´es et sorties posse`dent un certain nombre de bits errone´s. Pour
cela, nous remarquons que le bit j de xi est e´gal au bit σ(j) de yi sauf dans le cas ou` l’un des
deux est errone´. Si l’erreur n’est pas trop importante, ce cas apparaˆıt peu fre´quemment. A`
partir de cette remarque, nous proposons un algorithme d’e´lections qui attribue a` chaque
couple d’indices (p, q) un vote +1 lorsque xi(p) = yi(q) et -1 sinon. Nous de´finissons alors
σ par les couples (p, q = σ(p)) vainqueurs des e´lections.
4.2.1 Canal sans erreur
Le principe au cœur des algorithmes de reconstruction des entrelaceurs est la conserva-
tion du poids de Hamming. Soit a` de´terminer la valeur de σ(i) pour un i donne´ et (xl, yl)
un couple d’observations. D’apre`s la relation (4.1) page 117,
σ(i) ∈ {j | yl(j) = xl(i)}.
Apre`s k observations,
σ(i) ∈
k⋂
l=1
{j | yl(j) = xl(i)}.
Le fait que les observations soient issues de sources inde´pendantes nous assure que
⋂k
l=1{j | yl(j) = xl(i)} −−−−→
k→∞
{σ(i)}.
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Le principe est alors d’attendre le minimum d’observations pour que les limites des inter-
sections correspondantes a` chacun des indices i = 1 . . . n soient atteintes. Cela e´quivaut
donc a` construire ite´rativement pour chaque indice i l’ensemble des indices des mots y(j)
de meˆme pre´fixe que x(i). Ceci revient alors a` construire un trie trie(X), respectivement
trie(Y ), a` partir des mots infinis, x(j), resp. y(j) pour j = 1 . . . n, issus des observations.
Enfin, puisque les mots y(j) correspondent a` une permutation des mots x(j), les tries sont
identiques. A` une feuille dans trie(X) e´tiquete´e par i correspond donc la meˆme feuille
dans trie(Y ) e´tiquete´e par σ(j).
Exemple 4.1
Soit a` reconstruire un entrelaceur de´fini sur F42 par la donne´e de σ : (1, 2, 3, 4) −→
(3, 4, 2, 1). Les observations e´tant les suivantes : (x1, y1) = (0110, 0101), (x2, y2) =
(0011, 1100), (x3, y3) = (1010, 0110), . . . . Nous repre´sentons ces observations dans un
tableau, ou` t repre´sente les tops d’horloge, afin de mettre en e´vidence dans les colonnes
les diffe´rents mots infinis x(j) et y(j) pour j = 1 . . . 4.
t x(1) x(2) x(3) x(4) y(1) y(2) y(3) y(4)
1 0 1 1 0 0 1 0 1
2 0 0 1 1 1 1 0 0
3 1 0 1 0 0 1 1 0
...
...
...
...
...
...
...
...
...
.
Les tries trie(X) et trie(Y ) correspondants sont repre´sente´s sur la figure 4.3.
0 1
00 1 1
0 1
00 1 1
x(1) x(4) x(2) x(3) y(3) y(1) y(4) y(2)
x(1)x(2)x(3)x(4) y(1)y(2)y(3)y(4)
y(1)y(3)x(1)x(4) x(2)x(3) y(2)y(4)
Fig. 4.3 – trie(X) et trie(Y )
A` la feuille de trie(X) e´tiquete´e par x(1) correspond la feuille de trie(Y ) e´tiquete´e
par y(3) ; nous en de´duisons σ(1) = 3. De la meˆme fac¸on, nous concluons σ(4) = 1,
σ(2) = 4 et σ(3) = 2. L’entrelaceur est donc reconstruit.
Dans la structure de trie, seules nous inte´ressent les feuilles et leur position relative ;
il n’est donc pas ne´cessaire de garder trace de l’ensemble du trie. D’autre part, nous pou-
vons remarquer qu’a` chaque e´tape de la construction des tries, c’est-a`-dire pour chacune
des profondeurs du trie, les vecteurs sont classe´s dans l’ordre lexicographique (ou ordre
inverse selon la convention). L’algorithme peut donc maintenir seulement l’e´tat des feuilles
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du trie a` un instant donne´ ; celui-ci s’arreˆtant lorsque a` une e´tape toutes les feuilles sont
e´tiquete´es par un seul mot.
L’algorithme de reconstruction est le suivant.
• Nous regroupons tout d’abord dans ensembles identiques tous les indices i de 1 a` n.
• A` chaque nouvelle observation, nous formons une liste Lx trie´e d’ensembles d’indices
i tels que les mots x(i) posse`dent le meˆme pre´fixe.
• Nous construisons de meˆme une liste trie´e Ly d’ensembles d’indices i tels que les
mots y(i) posse`dent le meˆme pre´fixe.
• L’algorithme s’arreˆte alors lorsque tous les ensembles de Lx sont des singletons. Il
suffit ensuite de de´finir σ par
∀i = 1 . . . n, σ(Lx(i)) = Ly(i).
La relation d’ordre pour trier les listes d’ensembles est la suivante.
De´finition 4.3 Soient un ensemble de mots finis W = {wi | i = 1 . . . n} et E1, E2 deux
ensembles d’entiers infe´rieurs a` n tels que pour tout entier i d’un meˆme ensemble Ej,
wi = Wj, j ∈ {1, 2}, ou` Wj est un mot fini. Nous de´finissons une relation d’ordre, E
portant sur les ensembles E1 et E2 par
E1 E E2 si et seulement si W1 W2,
ou`  est la relation d’ordre lexicographique.
Exemple 4.2
En reprenant l’exemple pre´ce´dent et en triant les mots infinis par ordre lexicogra-
phique nous obtenons le tableau suivant
t x(1) x(4) x(2) x(3) y(3) y(1) y(4) y(2)
1 0 0 1 1 0 0 1 1
2 0 1 0 1 0 1 0 1
3 1 0 0 1 1 0 0 1
...
...
...
...
...
...
...
...
...
En de´roulant l’algorithme nous calculons Lx et Ly.
t Lx Ly
0 Lx = ({1, 2, 3, 4}) Ly = ({1, 2, 3, 4})
1 Lx = ({1, 4}, {2, 3}) Ly = ({1, 3}, {2, 4})
2 Lx = ({1}, {4}, {2}, {3}) Ly = ({3}, {1}, {4}, {2})
Nous concluons σ(1) = 3, σ(4) = 1, σ(2) = 4 et σ(3) = 2. L’entrelaceur est donc
reconstruit.
Pour imple´menter cet algorithme, nous avons seulement besoin de maintenir a` jour trois
listes de n e´le´ments. La premie`re contient les indices i de 1 a` n dans l’ordre impose´ par
l’algorithme, la deuxie`me contient les images par σ de ces indices et enfin la dernie`re
maintient les limites entres les ensembles. L’algorithme de reconstruction est re´sume´ dans
la figure 4.5 page 124 et la proce´dure de maintient des listes d’indices dans la figure 4.4
page ci-contre.
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Proce´dure QuickCut
Entre´es : une liste L de n entiers,
m un mot binaire de n bits,
min, max deux entiers infe´rieurs a` n.
Sortie : L
′
liste de n entiers.
cut un entier, min ≤ cut ≤ max
1 E0 ←− ∅
2 E1 ←− ∅
3 Pour i de min a` max
4 Si m(L(i)) = 1
5 E1 ←− E1
⋃{L(i)}
6 Sinon
E0 ←− E0
⋃{L(i)}
7 Fin Si
8 Fin Pour
9 n0 ←− Card E0
10 Si n0 = 0 ou n0 = n
11 Renvoyer L,0
12 Fin Si
13 Pour i de 0 a` n0 − 1
14 L(min+ i)←− E0(i+ 1)
15 Fin Pour
16 Pour i de 0 a` Card E1 − 1
17 L(min+ n0 + i)←− E1(i+ 1)
18 Fin Pour
19 Renvoyer L, n0
Fig. 4.4 – Proce´dure de mise a` jour de la liste des indices i de 1 a` n
4.2.2 Canal avec erreur
Dans le cas d’un canal avec erreur, la conservation du poids entre xi et yi n’est plus
assure´e. En effet, si le canal introduit une erreur sur le j e`me bit de xi ou sur le σ(j)ie`me
bit de yi alors la relation (4.1) page 117 n’est plus ve´rifie´e et nous avons
yi(j) 6= xi(σ−1(j)).
Il est facile de voir que lorsque le canal introduit une erreur sur xi(σ−1(j)) et en meˆme
temps sur yi(j) alors les erreurs se compensent et la relation (4.1) page 117 reste ve´rifie´e
pour l’indice j. Dans cette e´tude, nous e´tudions le comportement de l’algorithme de re-
construction en conside´rant l’erreur effective, c’est-a`-dire l’erreur re´siduelle apre`s com-
pensation. Dans ce contexte, cela est e´quivalent a` conside´rer les (xi)i>0 non bruite´s et les
(yi)i>0 bruite´s par un canal binaire syme´trique de TEB ε. Sous ces hypothe`ses, nous avons
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Algorithme de reconstruction des
entrelaceur blocs line´aires
- cas sans erreur -
Entre´es : (xi, yi) couples d’entre´e et sortie de l’entrelaceur n de bits.
Sortie : liste des images respectives des indices 1, . . . , n.
1 Lx(j), Ly(j)←− j, j = 1 . . . n
2 Cut(1)←− 1
3 Cut(2)←− n
4 i←− 0
5 nc ←− 2
6 Tant que nc 6= n+ 1
7 i←− i+ 1
8 obtenir (xi, yi)
9 Pour j de 1 a` nc − 1
10 Lx, c←− QuickCut(Lx, xi, Cut(j), Cut(j + 1)− 1)
11 Si c = 0
12 Retour a` l’e´tape 9
13 Fin Si
14 Ly, c←− QuickCut(Ly, yi, Cut(j), Cut(j + 1)− 1)
15 Inse´rer c dans Cut
16 nc ←− nc + 1
17 Fin Pour
18 Fin Tantque
19 Pour j de 1 a` n
20 σ(Lx(j))←− Ly(j)
21 Fin Pour
22 Renvoyer σ
Fig. 4.5 – Algorithme de reconstruction des entrelaceurs dans le cas sans erreur
Pr (yi(j) = xi(σ−1(j))) = 1− ε et Pr (yi(j) 6= xi(σ−1(j))) = ε. (4.2)
En d’autres termes, la relation (4.1) page 117 reste presque toujours ve´rifie´e sauf un petit
nombre de fois qui correspond a` l’introduction d’erreur re´siduelle sur yi(j). Pour chaque
couple d’indices i et j, i, j = 1 . . . n, nous allons faire une hypothe`se Hi(j) de´finie par
« j = σ(i) » . E´videmment, seules les hypothe`ses Hi(σ(i)) sont vraies. Pour distinguer
les hypothe`ses vraies des autres, nous utilisons la relation (4.2). En effet, a` chaque nou-
velle observation (xl, yl), nous attribuons un vote pour chaque hypothe`ses de la manie`re
suivante. Pour chaque couple d’indices i, j = 1 . . . n, nous attribuons un vote +1 a` l’hy-
pothe`se Hi(j) si et seulement si xl(i) = yl(j). Dans le cas contraire, le vote attribue´ est
-1. Notons maintenant V
(k)
ij la variable ale´atoire repre´sentant le nombre de votes obtenus
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par l’hypothe`se Hi(j) apre`s k observations. L’e´tude de ces n2 variables ale´atoires a` valeurs
dans [−k, k] permet de discriminer les bonnes hypothe`ses des autres.
En effet, les lois de probabilite´s suivies par les V
(k)
ij ne sont pas identiques suivant que
j = σ(i) ou non. Les x(i), i = 1 . . . n, sont des mots infinis ge´ne´re´s par n sources binaires
sans me´moire et inde´pendantes deux a` deux. On en de´duit que
Pr(xl(i) = xl(j)) = 1
2
∀ l et i 6= j.
La variable ale´atoire repre´sentant le nombre de fois qu’un tel e´ve´nement survient en k
observations suit une distribution binomiale de parame`tres k et 12 . De meˆme
Pr(xl(i) = yl(j)) = 1
2
∀ l et j 6= σ(i).
La variable ale´atoire repre´sentant le nombre de fois qu’un tel e´ve´nement subvient en k
observations, suit une loi binomiale de parame`tre k et 12 . On en conclut que quel que soit
i et quel que soit j 6= σ(i) la variable ale´atoire V (k)ij suit une distribution binomiale de
parame`tre 12 centre´e en 0.
Dans le cas j = σ(i), V
(k)
iσ(i) suit une loi binomiale de parame`tre (1− 2ε) d’apre`s la relation
(4.1) page 117. Lorsque le nombre d’observations augmente, un pic de votes apparaˆıt pour
les bonnes hypothe`ses ; pour les autres, le cumul des votes avoisine 0.
Le principe de l’algorithme de reconstruction des entrelaceurs blocs line´aire de profon-
deur n est le suivant. Pour chaque nouvelle observation (xl, yl) nous attribuons les votes
pour chaque hypothe`se conforme´ment aux re`gles pre´de´finies. Les votes sont maintenus
dans la matrice cumulative des votes, V , pour laquelle le coefficient [V ]ij correspond au
nombre de votes cumule´s pour l’hypothe`se Hi(j). Puis nous recherchons dans la matrice
des votes la pre´sence de grand maxima, dont la de´finition est la suivante.
De´finition 4.4 Soit V la matrice cumulative des votes. Les coefficient [V ]ij = M est
appele´ grand maxima des V si et seulement si
• ∀ l = 1 . . . n, [V ]lj ≤M,
• ∀ l = 1 . . . n, [V ]il ≤M,
• M −maxl 6=j [V ]il ≥ L,
• M −maxl 6=i [V ]lj ≥ L,
ou` L est un parame`tre de l’algorithme appele´ facteur de pre´cision.
Remarque 4.1 :
La proprie´te´ de grand maxima est un prolongement naturel de la notion de seuil pour dis-
criminer un processus ale´atoire suivant une certaine loi de probabilite´, ici normale centre´e
en (1− 2ε)k et 2(n− 1) autres suivant la meˆme loi, ici normale centre´e en 0.
Si un tel grand maxima [V ]ij est trouve´ dans la matrice des votes alors l’algorithme
de´cide que l’hypothe`se Hi(j) est vraie et que pour tout l 6= i, Hl(j) est fausse ainsi que
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Hi(l) pour tout l 6= j. L’algorithme s’arreˆte lorsque toutes les hypothe`ses ont e´te´ de´cide´es.
L’algorithme de reconstruction des entrelaceurs blocs line´aires dans le cas avec erreurs est
re´sume´ dans la figure 4.6 page ci-contre.
Quand un coefficient [V ]ij de la matrice de vote est un grand maxima cela signifie que
l’indice j a rec¸u le plus de voix pour l’e´lection de l’image de i par σ et que l’e´cart de voix
avec son premier concurrent de´passe le seuil L. De meˆme, cela signifie que l’indice i a rec¸u
le plus de voix dans l’e´lection de l’ante´ce´dent de j par σ et que l’e´cart de voix avec son
premier concurrent de´passe le seuil L.
4.3 Analyse des algorithmes
4.3.1 Canal sans erreur
L’algorithme de reconstruction des entrelaceurs blocs line´aires dans le cas sans erreur
s’arreˆte lorsque qu’il comptabilise (n + 1) coupures entre les indices, ce qui correspond a`
n singletons. Ces singletons sont obtenus lorsque les mots infinis x(j), pour j = 1 . . . n
sont distincts deux a` deux. Le nombre moyen d’observations ne´cessaire pour distinguer
de manie`re univoque ces n mots est donc e´gal au nombre moyen de lettres ne´cessaire a`
distinguer tous les mots deux a` deux, c’est-a`-dire a` la hauteur moyenne du trie associe´.
Ce nombre moyen d’observations est donne´ par le the´ore`me suivant.
The´ore`me 4.2 Soient n sources dynamiques Si, i = 1 . . . n, binaires sans me´moire et
inde´pendantes deux a` deux, ge´ne´rant respectivement les n mots infinis x(i). Si, quel que
soit i = 1 . . . n, la probabilite´ que Si e´mette un « 1 » est
1
2 , alors le trie associe´ aux x
(i)
est de hauteur moyenne
O (log2 n) .
Preuve :
La preuve de ce the´ore`me est donne´e en annexe C page 261, en prenant p = 12 . 
La de´monstration du the´ore`me 4.2 explicite une approximation de la probabilite´ d’arreˆt
de l’algorithme avant l’e´tape k, P(k)a ,
lim
k→+∞
sup
k≥0
|P(k)a − exp(−
n2
2k+1
)| = 0.
Cette probabilite´ d’arreˆt est illustre´e par la figure 4.7 page 128.
D’autre part, la mise a` jour des diffe´rentes listes s’effectue en O(n) ope´rations e´le´mentaires.
La complexite´ de l’algorithme de reconstruction d’un entrelaceur bloc line´aire de profon-
deur n, dans le cas d’un canal sans erreur est
O(n log2 n).
4.3 Analyse des algorithmes 127
Algorithme de reconstruction des
entrelaceur blocs line´aires
- cas avec erreur -
Entre´es : (xl, yl) couples d’entre´e et sortie de l’entrelaceur n de bits,
L le facteur de pre´cision.
Sortie : ensemble des couples (i, σ(i)) pour i = 1, . . . , n.
1 Ant←− {1, . . . , n}
2 Im←− {1, . . . , n}
3 σ ←− ∅
4 V ←− 0
5 l←− 0
6 Tant que Card (σ) 6= n
7 l←− l + 1
8 obtenir (xl, yl)
9 Pour tout i de Ant
10 Pour tout j de Im
11 Si xl(i) = yl(j)
12 [V ]ij ←− [V ]ij + 1
13 Sinon
14 [V ]ij ←− [V ]ij − 1
15 Fin Si
16 Fin Pour
17 Fin Pour
18 Pour tout grand maxima [V ]ij de V
19 σ ←− σ⋃{(i, j)}
20 Ant←− Ant \ {i}
21 Im←− Im \ {j}
22 V ←− V prive´ de sa ie`me ligne et jie`me colonne
23 Fin Pour
24 Fin Tantque
25 Renvoyer σ
Fig. 4.6 – Algorithme de reconstruction des entrelaceurs dans le cas avec erreur
4.3.2 Canal avec erreur
L’analyse de l’algorithme de reconstruction dans le cas d’un canal sans erreur ne nous a
malheureusement pas permis de mettre en e´vidence une expression exacte de la probabilite´
de succe`s et du nombre moyen d’observations ne´cessaire. Le proble`me est pour l’instant en-
core ouvert. Ne´anmoins, nous avons une bonne approximation du nombre moyen de couples
ne´cessaires en fonction du TEB. Cette approximation a e´te´ valide´e expe´rimentalement (cf.
paragraphe 4.4). Le nombre moyen de couples d’entre´e et de sortie d’un entrelaceur bloc
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Fig. 4.7 – Probabilite´ d’arreˆt de l’algorithme de reconstruction dans le cas sans erreur
line´aire dans le cas d’un canal bruite´ de TEB ε est environ de
O
(
log n
(12 − ε)2
)
,
La mise a` jour des votes a` chaque observation ainsi que la recherche d’un grand maxima
dans la matrice des votes ne´cessitent O(n2) ope´rations e´le´mentaires. La complexite´ de
l’algorithme est
O
(
n2 log n
(12 − ε)2
)
.
4.4 Re´sultats expe´rimentaux
Les simulations pre´sente´es dans ce paragraphe ont e´te´ effectue´es en simulant des sources
dynamiques inde´pendantes e´mettant des 0 et des 1 avec meˆme probabilite´ dans un canal
binaire syme´trique (CBS) de parame`tre ε. Le re´sultat de ces simulations sont comple´te´es
pour d’autres types de sources et de canaux dans [8]. Les tests ont e´te´ effectue´s sur un
PIII 533 Mhz avec 100 essais pour chaque configuration. Dans les cas avec erreurs, afin de
de´tecter les e´checs, une borne par de´faut de 600 couples a e´te´ fixe´e avant de conclure a` un
e´chec.
% d’erreur pre´cision nb moyen de couples tps moyen nb d’e´checs
0 - 18 0.0003s 0
10 15 69 6.88s 0
20 30 154 12.08s 0
30 40 346 23.15s 0
Tab. 4.1 – Simulations dans un CBS n = 512 bits
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% d’erreur pre´cision nb moyen de couples tps moyen nb d’e´checs
0 - 20 0.01s 0
10 15 74 42.5s 0
20 30 164 67.05s 0
30 40 367 116.5s 0
Tab. 4.2 – Simulations dans un CBS n = 1024 bits
% d’erreur pre´cision nb moyen de couples tps moyen nb d’e´checs
0 - 22 0.0243s 0
10 15 79 263.04s 0
20 30 175 365.45s 0
30 40 396 588.51s 0
Tab. 4.3 – Simulations dans un CBS n = 2048 bits
Remarque 4.2 :
Les valeurs observe´es lors des simulations sont peu disperse´es ; l’e´cart type tre`s proche de
0. D’autre part, si on prend un taux d’erreur e´gal a` 0 et une pre´cision de 10, on retrouve
un nombre d’observations proche de celui de l’algorithme sans erreur.
Les re´sultats montrent que moyennant le choix d’un bon parame`tre de pre´cision, l’algo-
rithme retrouve avec forte probabilite´ la permutation, quel que soit le contexte d’erreur, en
peu de temps et avec peu d’observations. Les simulations pre´sente´es dans le tableau 4.4 ex-
hibent de « bonnes » valeurs du facteur de pre´cision dans un voisinage de la limite d’erreur
de 0.5. Elles ont e´te´ effectue´es sur PIII 500 Mhz avec 100 essais pour chaque configuration.
% d’erreur pre´cision nb moyen de couples tps moyen nb d’e´checs
40 50 1 114 12.78s 0
44 70 2 552 28.54s 0
46 130 6 341 64,38s 0
48 410 31 729 380s 0
Tab. 4.4 – Simulations dans un CBS n = 256 bits
La courbe 4.8 illustre le peu d’observations ne´cessaires par rapport aux 2n valeurs
que peut produire la source, meˆme dans des environnements extreˆmement bruite´s. Nous
validons expe´rimentalement le comportement asymptotique du nombre moyen de couples
d’entre´e et de sortie ne´cessaires annonce´ au paragraphe 4.3.2 page ci-contre. La figure 4.8
illustre la concordance entre l’expe´rimentation et la courbe the´orique pour n = 256 bits.
L’e´quation intuite´e est
10
(12 − ε)2
.
130 Reconstruction des turbo-codes
 10
 100
 1000
 10000
 100000
 1e+06
 0  0.1  0.2  0.3  0.4  0.5
N
o
m
b
r
e
 
d
’
o
b
s
e
r
v
a
t
i
o
n
s
Erreur residuelle
theorie
simulation
Fig. 4.8 – E´volution du nombre d’observations en fonction de l’erreur pour n = 256
4.5 Conclusion et perspectives
Nous avons pre´sente´ dans ce chapitre des techniques permettant de retrouver des en-
trelaceurs de taille quelconque graˆce a` des algorithmes de reconstruction de permutation
sur Fn2 . Ces algorithmes se ge´ne´ralisent de fac¸on naturelle a` n’importe quel alphabet M
diffe´rent de F2. L’efficacite´ de tels algorithmes croˆıt avec Card M. En effet, le cas favo-
rable pour diffe´rencier n mots de longueur infinie se pre´sente lorsqu’a` chaque nouvelle
lettre observe´e, les groupes de l mots ayant le meˆme pre´fixe sont divise´s en sous-groupe
de meˆme taille, l/Card M. Dans le cas optimal, le nombre de couples d’entre´e et de sortie
ne´cessaires est en O (log(n)/ log (Card M(n))). Les re´sultats mis en avant dans ce chapitre
constituent donc une borne infe´rieure pour ceux espe´re´s dans le cas de sources non binaires.
Ces algorithmes de reconstruction permettent ainsi de reconstruire des entrelaceurs
dans un contexte d’erreurs largement supe´rieur a` celui des canaux de transmissions ha-
bituels et dans un intervalle de temps acceptable pour de nombreuses applications. La
faible quantite´ d’observations ne´cessaire a` la reconstruction ainsi que la robustesse aux
erreurs rendent ces deux derniers efficaces. Ils sont d’autant plus efficaces dans le cadre de
la reconstruction des turbo-codes car l’erreur prise en compte n’est plus celle introduite
par le canal mais l’erreur moyenne re´siduelle apre`s de´codage de l’entre´e et de la sortie
par des de´codeurs convolutifs. Nous nous trouvons donc dans contexte favorable pour la
reconstruction de l’entrelaceur, l’entre´e et la sortie e´tant faiblement bruite´es.
Enfin, contrairement a` la reconstruction des codes en blocs line´aires et des codes convo-
lutifs, nous sommes dans la possibilite´ de reconstruire non seulement les parame`tres des
turbo-codes mais aussi de construire des de´codeurs e´quivalents. La partie syste´matique
du premier codeur convolutif permet de lever les deux inde´termine´s intrinse`ques a` la re-
construction des codes convolutifs et de retrouver les parame`tres exactes de ce codeur. La
connaissance de l’entre´e du sche´ma entrelaceur-codeur convolutif nous permet de retrouver
une matrice du codeur a` une permutation pre`s de ses colonnes. Enfin, la reconstruction de
la permutation permet de trouver un sche´mas entrelaceur-codeur convolutif e´quivalent.
Conclusion et perspectives
« Ne parlez pas dans la rue, il y a des oreilles
sous les pave´s. »
Proverbe chinois
DANS cette partie, nous avons aborde´ l’e´tude des canaux de communication dansun contexte non coope´ratifs sous l’angle des codes correcteurs d’erreurs. Dans ce
domaine, notre contribution a e´te´ varie´e. Nous avons tout d’abord pre´sente´ une analyse
tre`s fine de l’algorithme de Sicot-Houcke [173] en utilisant une approche diffe´rente [19].
Cet algorithme est la brique de base qui s’est impose´e comme socle pour concevoir les
algorithmes de reconstruction des codes convolutifs. Dans ce contexte, nous avons propose´
[9] un nouvel algorithme de reconstruction des codes convolutifs dans le cas d’un canal sans
erreur, de meilleure complexite´ que ceux existants [71, 162]. Nous avons aussi ame´liore´ no-
tablement la complexite´ the´orique des techniques de reconstruction propose´es par E´. Filiol
[71] et nous avons pu expliquer pourquoi les re´sultats expe´rimentaux qu’il obtenait e´taient
meilleurs que ceux annonce´s en the´orie. De plus, nous avons pu ame´liore´ ses techniques en
proposant un processus totalement automatise´. Cette ame´lioration est essentiellement due
a` l’approche alge´brique qui nous a permis de simplifier sensiblement les e´quations exis-
tantes et d’en mettre en e´vidence de nouvelles [9]. Par ailleurs, nous avons pu de´montre´ la
conjecture d’E´. Filiol sur le caracte`re canonique des matrices ge´ne´ratrices renvoye´es par
les algorithmes de reconstruction des codes convolutifs. Pour la reconstruction des codes
en blocs line´aires et les codes convolutifs, nous nous sommes attache´s a` mettre en œuvre
un formalisme unificateur, c’est-a`-dire l’approche alge´brique [19], en syme´trie avec le for-
malisme alge´brique unificateur propose´ par G.D. Forney [87] et repris par R.J. McEliece
[143]. Enfin, nous avons propose´ une technique effective de reconstruction des turbo-codes
et des entrelaceurs blocs [8, 14, 9]. Contrairement aux algorithmes de reconstruction des
codes en blocs line´aires et des codes convolutifs, nous sommes en mesure, non seulement
de reconstruire le code mais aussi de trouver un de´codeur e´quivalent.
Les algorithmes de reconstruction tirent parti de la structure induite lors du codage.
Cette meˆme structure, ne´cessaire a` la correction d’erreur signe fortement le type de sche´ma
de codage utilise´ et favorise les techniques de reconstruction. Nous avons apporte´ une
re´ponse au proble`me de reconstruction des codes linaires, des codes convolutifs et des
turbo-codes. D’autres codes fortement structure´s, BCH ou Reed-Solomon par exemple,
semblent eˆtre aussi inte´ressants a` e´tudier dans un contexte de reconstruction d’algorithme,
notamment parce qu’ils sont largement de´ploye´s. Malheureusement, la complexite´ des algo-
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rithmes de reconstruction est exponentielle en la taille des codes a` reconstruire mais aussi
en l’erreur du canal. Aux vues des simulations, les algorithmes pre´sente´s sont ne´anmoins
efficaces jusqu’a` des niveaux de bruit de l’ordre de 10−3. Il en re´sulte que sur des ca-
naux dont le TEB est supe´rieur a` ce seuil, la reconstruction est impossible en pratique
tandis que les utilisateurs le´gitimes peuvent encore de´coder. Le facteur limitant est bien
le TEB du canal. L’approche de M. Cluzeau [51] consistant a` corriger des erreurs lors
du processus de reconstruction semble eˆtre prometteuse. Dans une autre direction, l’uti-
lisation d’information souple dans les algorithmes de reconstruction devrait permettre de
diminuer artificiellement le taux d’erreur binaire. En effet, s’il semble au premier abord
difficile d’adapter l’algorithme de Gauss pour re´soudre un syste`me dont les coefficients
sont souples, nous pouvons plus facilement imaginer se´lectionner pre´fe´rentiellement les
e´quations les plus favorables afin d’obtenir un taux d’erreur dans le syste`me infe´rieur a`
celui du canal. Dans un contexte non coope´ratif, l’observateur tire avantage du fait que les
parame`tres des codes correcteurs d’erreurs implante´s dans un syste`me de communication
le sont pour plusieurs anne´es. Meˆme sur un canal un peu bruite´, celui-ci peut attendre
assez de temps pour obtenir suffisamment d’information. De plus, meˆme si le processus
de reconstruction prend plusieurs mois dans le cas le plus de´favorable, il reste ne´gligeable
devant la dure´e de vie d’un syste`me de communication. La reconstruction s’effectue une
fois pour toute et reste valable durant toute la vie du syste`me. Ne´anmoins, il reste un im-
portant travail de comparaison et de synthe`se des techniques existantes afin tout d’abord
de choisir la plus efficace en pratique mais aussi e´ventuellement afin de coupler le meilleur
de chacune des approches.
Dans le cadre de cette e´tude, nous nous sommes place´s dans le contexte le plus
de´favorable pour un observateur, c’est-a`-dire le contexte non coope´ratif. Il en de´coule que
sans information a priori, il n’est pas toujours possible de trouver un de´codeur e´quivalent.
Or, les inde´termine´es se le`vent facilement avec tre`s peu d’information supple´mentaire. Il est
alors assez naturel de se poser la question de l’inte´reˆt d’adapter les techniques de recons-
truction de codeurs correcteurs d’erreurs au contexte coope´ratif. En effet, celui-ci propose
un contexte favorable aux algorithmes de reconstruction et permet d’inte´grer sans surcouˆt
l’information ne´cessaire a` lever les inde´termine´es e´ventuelles. Une premie`re application
peut consister a` e´conomiser l’envoi de nouveaux parame`tres dans des syste`mes changeant
fre´quemment de parame`tres de syste`me de codage [12]. Ces nouveaux parame`tres sont
alors retrouve´s avec des algorithmes de reconstruction. Ces algorithmes peuvent eˆtre uti-
lise´s comme compromis entre l’e´conomie de la bande passante et la charge de calcul au
niveau e´metteur et re´cepteur. Dans des syste`mes ou` la latence n’est pas primordiale, on
peut meˆme imaginer coder de l’information supple´mentaire dans le choix des parame`tres
de codage [12], par exemple dans le choix de l’entrelaceur d’un turbo-codeur paralle`le.
Les algorithmes de reconstruction lorsqu’ils nous permettent de retrouver exactement les
parame`tres initiaux peuvent aussi eˆtre vus comme des algorithmes de de´codage. Dans un
contexte coope´ratif, de tels algorithmes peuvent ainsi eˆtre inte´gre´s comme part entie`re
dans un sche´ma de codage de canal [13].
Deuxie`me partie
E´tude de techniques de ste´ganalyse
Introduction
« J’aurais voulu eˆtre un espion, mais il fallait
avaler des micro films et mon me´decin me l’a
interdit. »
Woody Allen
S ’IL est une discipline connue du grand public e´mulant l’imagination et la curiosite´,c’est bien la cryptographie. Du code de Ce´sar au « Da Vinci code » , la cryptogra-
phie fascine ; tantoˆt elle est l’apanage des militaires et espions au secours de l’histoire ou
d’amours impossibles, tantoˆt elle pre´occupe les mathe´maticiens par les e´nigmes qu’elle
offre et tantoˆt elle alimente les romans grand public [35, 36, 180]. Peut-eˆtre plus ancienne
et souvent amalgame´e a` la cryptographie, la ste´ganographie vit dans l’ombre des « codes
secrets » , dissimule´e derrie`re un objectif et un formalisme a` la fois proches et diffe´rents
de ceux de la cryptographie. Son e´tymologie grecque « stego », le secret et « graphia »,
l’e´criture, l’enracine dans l’antiquite´. La ste´ganographie est donc l’art de l’e´criture secre`te.
Tout au long de l’histoire, elle tient au meˆme titre que la cryptographie, une place impor-
tante dans des e´ve´nements marquants. Ainsi, He´rodote relate, dans son œuvre l’Enqueˆte,
comment en 480 av. J.-C., De´marate re´ussit a` pre´venir les Grecs d’une invasion immi-
nente du roi de Perse Xerxe`s 1er en envoyant un message grave´ dans le bois d’une tablette
d’e´criture recouverte de cire, d’apparence vierge. En 300 av. J.-C., E´ne´e le tacticien dans
ses Me´moires sur la strate´gie, de´crit le premier syste`me ste´ganographique qui consiste a`
marquer d’un trou les lettres d’un texte constitutives d’un message. En Chine, la coutume
veut que le signal de la re´volte des chinois contre la dynastie mongole Yuan lors de la feˆte
de la lune, a e´te´ donne´ par des messages cache´s dans des gaˆteaux de lune. Plus technique,
l’invention de l’encre sympathique est attribue´e au naturaliste Pline l’Ancien, romain du
1er sie`cle av. J.-C. et est encore utilise´e de nos jours. Les techniques de ste´ganographie
devenant de plus en plus savantes, tre`s toˆt les premiers ouvrages traitant du sujet voient le
jour a` partir du XVIe sie`cle. En 1499, l’abbe´ Jean Trithe`me (1462-1516) publie le premier
traite´ de ste´ganographie, intitule´ Steganographia et compose´ de trois livres qui ne livre`rent
tous leurs secrets que re´cemment. Le troisie`me livre n’a e´te´ finalement « de´code´ » par
Thomas Ernst qu’en 1996 et inde´pendamment par Jim Reeds [160] en 1998.
Un scientifique allemand, Gaspart Schott (1608-1666) explique dans son livre Schola
Steganographica comment dissimuler des messages en utilisant des notes de musique. Sou-
vent taxe´s d’e´sote´risme, certains de ces ouvrages, a` l’exemple de Steganographia ont e´te´
interdits en leur temps. Ne´anmoins, l’inte´reˆt vif du public pour les sciences du secret a
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Fig. 4.9 – Jean Trithe`me et Steganographia
rendu possible la diffusion de ces livres, sous le manteau. La litte´rature en tant que vec-
teur de diffusion d’information est elle-meˆme support servant a` dissimuler des messages.
Qu’elle soit me´die´vale ou moderne, elle foisonne de figures de styles telles l’acrostiche 1
mais aussi d’exemples plus croustillants les uns que les autres. Les plus ce´le`bres d’entre
eux sont notamment le poe`me de Boccacio (1313-1375), Amorosa visione, long d’environ
1500 vers et la correspondance prive´e entre George Sand et Alfred de Musset en 1883.
Les techniques se sont complexifie´es avec le temps et l’invention du micro-film en 1857
par Sir Brewster, puis du micro-point, ont redonne´ un nouveau souﬄe a` la ste´ganographie.
Elles permettent ainsi de re´duire des photos a` la taille d’un point sur un i et de les dissi-
muler dans un texte. Ces techniques ont e´te´ largement employe´es par les militaires pen-
dant les diffe´rentes guerres franco-allemandes mais aussi les services de renseignement. La
ste´ganographie a aussi marque´ de son empreinte l’histoire contemporaine, notamment celle
de la France. Le message de Verlaine, diffuse´ en deux parties sur les ondes de la BBC le 5
juin 1944 a` 21h15, « Les sanglots longs des violons de l’automne » et « Blessent mon cœur
d’une langueur monotone », annonce le de´barquement imminent des allie´s. Plus tard, dans
les anne´es 80, Margaret Tatcher re´ussit a` identifier la source de nombreuses fuites de docu-
ments en trac¸ant ceux-ci a` l’aide de techniques de dissimulation d’information. Enfin, plus
re´cemment, de nombreux spe´cialistes relaye´s par les me´dia [22, 116, 117, 176] avancent
l’hypothe`se selon laquelle Bin Laden aurait coordonne´ les attentats du 11 septembre 2001
en utilisant des messages cache´s dans des images de sites a` caracte`re pornographique. Le
lecteur fe´ru d’e´piste´mologie trouvera son bonheur dans [111, 112, 113, 122, 159].
Paradoxalement, la ste´ganographie dite moderne, c’est-a`-dire adapte´e aux donne´es
nume´riques, est relativement jeune. En pleine expansion, elle suit depuis le milieu des
anne´es 90 un essor corre´le´ a` celui d’Internet ; le nombre de confe´rences scientifiques pro-
posant des sessions de´die´es a` la dissimulation d’information augmentant chaque anne´e. Si
on se reconnaˆıt dans une communaute´ par les points communs que l’on partage avec ses
membres, parler le meˆme langage est un point de passage oblige´. De ce fait, on peut situer
avec bonne approximation la naissance de la communaute´ des ste´ganographes en 1996, lors
de la premie`re e´dition d’Information Hiding et l’adoption d’un corpus relatif a` la dissi-
1L’acrostiche est un poe`me dont les premiers mots, lettres ou syllabes de chaque vers forment un
message.
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George Sand a` Alfred de Musset
Je suis tre`s e´mue de vous dire que j’ai
bien compris l’autre soir que vous aviez
toujours une envie folle de me faire
danser. Je garde le souvenir de votre
baiser et je voudrais bien que ce soit
la` une preuve que je puisse eˆtre aime´e
par vous. Je suis preˆte a` vous montrer mon
affection toute de´sinte´resse´e et sans cal-
cul, et si vous voulez me voir aussi
vous de´voiler sans artifice mon aˆme
toute nue, venez me faire une visite.
Nous causerons en amis, franchement.
Je vous prouverai que je suis la femme
since`re, capable de vous offrir l’affection
la plus profonde comme la plus e´troite
en amitie´, en un mot la meilleure preuve
dont vous puissiez reˆver, puisque votre
aˆme est libre. Pensez que la solitude ou` j’ha-
bite est bien longue, bien dure et souvent
difficile. Ainsi en y songeant j’ai l’aˆme
grosse. Accourrez donc vite et venez me la
faire oublier par l’amour ou` je veux me
mettre.
La re´ponse d’Alfred de Musset
Quand je mets a` vos pieds un e´ternel hommage
Voulez-vous qu’un instant je change de visage ?
Vous avez capture´ les sentiments d’un cour
Que pour vous adorer forma le Cre´ateur.
Je vous che´ris, amour, et ma plume en de´lire
Couche sur le papier ce que je n’ose dire.
Avec soin, de mes vers lisez les premiers mots
Vous saurez quel reme`de apporter a` mes maux.
Bien a` vous, E´ric Jarrigeon
La re´ponse de George Sand
Cette insigne faveur que votre cour re´clame
Nuit a` ma renomme´e et re´pugne mon aˆme.
Fig. 4.10 – Correspondance entre George Sand et Alfred de Musset
mulation d’information [153]. C’est d’ailleurs en 1997 qu’est soutenue l’une des premie`res
the`ses [48] dans le domaine. A` la lumie`re de l’histoire de cette discipline, on s’aperc¸oit que
tre`s longtemps, la ste´ganographie est reste´e l’exclusivite´ de gens cultive´s voir instruits. De
nos jours, cela ne semble plus eˆtre le cas. En effet, Internet a fait tomber les barrie`res et
offre a` qui le veut des outils tre`s performants et « preˆts a` l’emploi » en quelques clics. Entre
2004 et 2006, nous avons re´pertorie´ environ 120 outils de ste´ganographie facilement dispo-
nibles (cf. annexe D). Inde´pendamment de l’inte´reˆt scientifique, l’e´tude de techniques de
ste´ganalyse, c’est-a`-dire des techniques visant a` de´tecter la pre´sence d’information cache´e,
a un impact certain dans le domaine de recherche de preuves informatiques [121], dans la
lutte contre la pornographie infantile [4, 5, 161] et le terrorisme [1, 2]. Nous nous proposons
dans cette e´tude, d’aborder la ste´ganographie sous l’angle du ste´ganalyste et pre´sentons
plusieurs algorithmes permettant de de´tecter avec une forte probabilite´ la pre´sence d’in-
formation cache´e dans des images fixes.
La premie`re e´tape est bien e´videmment de de´finir pre´cise´ment l’objet que l’on va
e´tudier. Le lecteur pourra se re´fe´rer a` d’excellents ouvrages [110, 114, 201] traitants de
dissimulation d’information. Bien que la communaute´ des ste´ganographes se soit constitue´e
dans les anne´es 90, G.J. Simmons pose en 1983 le socle de la ste´ganographie moderne en
de´finissant la notion de canal subliminal. Pour illustrer son propos, il reprend le proble`me
du prisonnier. Le contexte ge´ne´ral est le suivant. Soient Alice et Bob, deux protagonistes
partageant un secret commun et de´sirant communiquer ensemble de fac¸on « se´curise´e » ;
Wendy une amie indiscre`te qui voudrait bien avoir acce`s au contenu de leur correspon-
dance. Un premier moyen pour Alice et Bob de prote´ger leurs communications est d’utiliser
138 E´tude de techniques de ste´ganalyse
la cryptographie afin d’assurer notamment la confidentialite´, l’inte´grite´, l’authenticite´ des
messages qu’ils s’e´changent. En employant la cryptographie, ils mettent ainsi en œuvre
la se´curite´ de communication (COMSEC). Dans de nombreux cas de figure, cette seule
protection est suffisante. Prenons maintenant l’exemple d’un agent infiltre´ dans une or-
ganisation mafieuse qui doit rester en contact avec un agent de liaison de la police. Dans
ce cas tre`s pre´cis, les deux agents doivent e´videmment prote´ger leurs communications
afin qu’un tiers interceptant le message ne puisse apprendre aucune information. De plus,
l’existence meˆme de leurs communications, inde´pendamment de leur contenu, peut com-
promettre la couverture de l’agent infiltre´. En effet, la pre´sence du nume´ro de la police
sur le portable d’un membre de la pe`gre le de´signerait rapidement comme suspect. Ils
doivent alors rendre furtif leur canal de transmission, en mettant en œuvre de la se´curite´
de transmission (TRANSEC). Dans le contexte du proble`me du prisonier, Alice et Bob
sont deux de´tenus qui communiquent par l’interme´diaire de Wendy, le gardien. Si Wendy
soupc¸onne qu’ils e´laborent un plan pour s’e´chapper, celle-ci s’autorise a` mettre fin a` la
communication entre les deux de´tenus. De plus, Wendy peut aussi modifier les messages
si elle le de´sire. L’utilisation de messages chiffre´s e´veillerait les soupc¸ons ; ils seraient de
plus, contraints par les autorite´s a` divulguer leur cle´ de chiffrement. La seule alternative
d’Alice et Bob est donc de s’envoyer des messages innocents et de dissimuler l’informa-
tion compromettante dans ceux-ci. De fait, ils mettent en place un canal de transmission
(par l’interme´diaire des messages eux-meˆmes) qui n’est pas visible pour Wendy ; ce canal
est appele´ canal subliminal. La ste´ganographie permet alors de ge´ne´raliser les techniques
classiques de TRANSEC, telles l’e´talement de spectre ou l’e´vasion de fre´quence, a` tout
type de donne´es. Re´ciproquement, l’e´talement et spectre et l’e´vasion de fre´quence peuvent
eˆtre vus comme des techniques de ste´ganographie, dissimulant un signal dans de la bande
passante ou le spectre des fre´quences. Ces techniques visent par ailleurs a` rendre furtives
les transmissions mais aussi a` se prote´ger contre un attaquant actif qui brouillerait le canal.
Nous supposons tout d’abord qu’Alice et Bob se sont e´change´s au pre´alable une cle´
secre`te cryptographique (ou ont acce`s a` un serveur de cle´s publiques cryptographiques)
ainsi qu’une cle´ secre`te ste´ganographique (ou ont acce`s a` un serveur de cle´s publiques
ste´ganographiques). Nous appelons dans la suite me´dium support ou support de couverture
le me´dium qui va contenir le message cache´ et ste´go me´dium tout me´dium contenant de
l’information cache´e. Par abus de langage, nous utilisons aussi le terme de support et nous
disons qu’un me´dium est ste´go si c’est un ste´go me´dium et non ste´go dans le cas contraire.
La mise en œuvre d’un sche´ma de ste´ganographie s’effectue alors en deux e´tapes distinctes.
Pour envoyer un message a` Bob, Alice effectue les ope´rations suivantes :
1. elle compresse son message et le chiffre avec la cle´ cryptographique,
2. elle ge´ne`re un support de couverture,
3. l’algorithme de ste´ganographie se´lectionne les sous-parties du support favorables a`
la dissimulation,
4. il dissimule ensuite ale´atoirement, a` l’aide de la cle´ ste´ganographique, le message
chiffre´ dans les parties favorables,
5. Alice envoie le ste´go me´dium par un canal classique.
Cette e´tape, appele´e aussi dissimulation, est illustre´e par la figure 4.11 page suivante.
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Fig. 4.11 – E´tape de dissimulation pour une image fixe
Pour lire le message d’Alice, Bob effectue les ope´rations suivantes :
1. Bob rec¸oit le ste´go me´dium par le canal classique,
2. l’algorithme de ste´ganographie se´lectionne les sous-parties du support favorables a`
la dissimulation,
3. il retrouve la position du message chiffre´ dans les parties favorables, a` l’aide de la
cle´ ste´ganographique,
4. Bob de´chiffre le message a` l’aide de la cle´ cryptographique et le de´compresse.
Cette e´tape, appele´e aussi extraction, est illustre´e par la figure 4.12 page suivante. Comme
la cryptographie, la ste´ganographie peut eˆtre aborde´e sous l’angle de la the´orie de l’infor-
mation. Dans cet esprit, des de´finitions de sche´mas de ste´ganographie ont e´te´ propose´es
par C. Cachin [38, 39, 40], J. Zo¨llner et al. [209] et R. Chandramouli [44, 45, 46].
Quelques re`gles de base doivent eˆtre respecte´es pour e´viter de mettre en de´faut le sche´ma
par des attaques triviales. Tout d’abord, c’est l’e´metteur qui ge´ne`re le support. Celui-ci
doit n’eˆtre utilise´ qu’une seule fois et de´truit apre`s utilisation, afin d’e´viter les attaques
par diffe´rence. En effet, tout attaquant posse´dant le support original est capable avec une
probabilite´ e´gale a` 1 de de´tecter tout ste´go me´dium issu du support. De meˆme, pour e´viter
les attaques visuelles, l’algorithme de ste´ganographie ne doit pas de´te´riorer visuellement
le support. En ge´ne´ral, les valeurs du support que l’algorithme de ste´ganographie modifie
pour dissimuler l’information posse`dent une distribution uniforme (par exemple les bits de
poids faible (LSB)). Chiffrer permet d’une part d’assurer le COMSEC et d’autre part d’uni-
formiser la distribution des bits du message effectivement dissimule´. Le but e´tant d’obtenir
une distribution des valeurs du ste´go me´dium identique a` celle des valeurs du support. De
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Fig. 4.12 – E´tape d’extraction pour une image fixe
plus, afin de se pre´munir contre des attaques classiques sur les moments d’ordre supe´rieur,
comme un test du χ2 par exemple, on demande aux algorithmes de ste´ganographie de
pre´server les statistiques des valeurs qu’il modifie, a` l’ordre 1 et au-dela`. Enfin, la quan-
tite´ d’information a` dissimuler doit eˆtre petite. Le support peut eˆtre en effet conside´re´
comme un canal au sens de Shannon [44], avec une capacite´ limite´e. Intuitivement, plus
on dissimule d’information dans un support, plus celui-ci subit de changements et plus le
ste´go me´dium risque d’eˆtre de´tecte´. Dans le domaine de la dissimulation d’information, il
faut composer avec un compromis entre la capacite´, c’est-a`-dire la quantite´ d’information
dissimule´e, l’inde´tectabilite´, c’est-a`-dire la probabilite´ que le ste´go me´dium soit de´clare´ non
ste´go par un attaquant et la robustesse, c’est-a`-dire la quantite´ d’information dissimule´e
re´siduelle apre`s un certain nombre de transformations sur le ste´go me´dium. Ce compromis
est traditionnellement repre´sente´ par un triangle comme illustre´ sur la figure 4.13 page
suivante. En ste´ganographie, le compromis qui nous inte´resse est celui entre la capacite´ et
l’inde´tectabilite´. En effet, on conside`re que si le message est alte´re´, il sera re´-e´mis. L’objec-
tif du ste´ganographe est bien d’envoyer le maximum d’information sans qu’un attaquant
puisse le de´tecter. La notion de robustesse est plutoˆt importante pour le tatouage ou le
marquage ; ceux-ci ne rentrant pas dans le cadre de notre e´tude. Le lecteur inte´resse´ par le
marquage d’image pourra trouver une bonne introduction dans les ouvrages [73, 110, 114].
Nous prenons maintenant la place de l’analyste. Comme nous venons de le voir, les
sche´mas modernes de ste´ganographie inte`grent deux niveaux de se´curite´ inde´pendants et
re´pondant a` deux besoins de se´curite´ diffe´rents. Le Saint Graal du ste´ganalyste est bien
e´videmment d’avoir acce`s a` l’information en clair e´change´e par Alice et Bob. Pour ce
faire, il doit tout d’abord distinguer les stego me´dia des autres, puis extraire l’informa-
tion dissimule´e et enfin cryptanalyser le message chiffre´. Dans un contexte re´aliste, selon
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Fig. 4.13 – Compromis entre la capacite´, l’inde´tectabilite´ et la robustesse
les principes e´nonce´s par A. Kerckhoffs [120], l’analyste ne dispose que des spe´cifications
des sche´mas de ste´ganographie utilise´s par Alice et Bob. Cryptanalyser le message chiffre´
est alors e´quivalent a` une attaque a` chiffre´ seul. Extraire l’information est e´quivalent a`
reproduire la suite de pseudo-ale´a ge´ne´re´e a` l’aide de la cle´ ste´ganographique sans au-
cune connaissance ni de cette cle´, ni meˆme de la suite. Seule une attaque par recherche
exhaustive sur la cle´ semble convenir. Enfin, distinguer les ste´go me´dia des autres est
e´quivalent a` trouver au moins une mesure statistique sur les me´dia dont la distribution
est diffe´rente suivant que le me´dium est ste´go ou non. Aux vues des e´tapes que doit fran-
chir le ste´ganalyste, il semble que l’avantage soit de´finitivement acquis au ste´ganographe.
Supposons de plus, que celui-ci dissimule dans un meˆme support de couverture C deux
messages m1 et m2 avec les cle´s ste´ganographiques respectives k1 et k2 pour obtenir le
stego me´dium S. Supposons aussi qu’il existe un distingueur ste´ganographique ide´al ; c’est-
a`-dire capable de de´tecter les ste´go me´dia avec une probabilite´ e´gale a` 1. Une analyse de
S avec ce distingueur indiquera qu’il contient de l’information dissimule´e. Confondu, le
ste´ganographe sera contraint de re´ve´ler une cle´ ki et donc un message mi, i ∈ {1, 2}. Or,
l’extraction de mi consiste en une lecture de S ; S e´tant inchange´ apre`s l’extraction, le
distingueur classifiera toujours S comme ste´go me´dium, qu’il contienne plus d’information
dissimule´e ou non. En d’autres termes, quel que soit le distingueur ste´ganographique, celui-
ci ne peut pas distinguer un ste´go me´dium contenant exactement un message cache´, d’un
autre posse´dant plus d’un message dissimule´. Nous avons traduit cette proprie´te´, plausible
deniability en anglais, par indistingabilite´ inde´niable. Aussi surprennant que cela puisse
paraˆıtre, peu d’imple´mentations ste´ganographiques offrent cette fonctionnalite´. Parmi les
trois sche´mas de ste´ganographie que nous e´tudions, Outguess [155], F5 [203] et JPHide
and JPSeek [124], seul Outguess propose de dissimuler deux messages en meˆme temps,
dans le meˆme support et avec deux cle´s ste´ganographiques diffe´rentes. A` la vue de cet
exemple, il apparaˆıt naturellement une re`gle d’or du bon usage de la ste´ganographie : il
faut dissimuler un message sans importance en plus du message a` envoyer, ce avec une cle´
ste´ganographique diffe´rente.
Dans ce contexte extreˆmement de´favorable au ste´ganalyste, nous avons choisi de nous
focaliser sur la premie`re e´tape de l’analyse, c’est-a`-dire la conception de distingueurs
ste´ganographiques. Nous nous sommes attache´s principalement a` e´tudier des techniques
de ste´ganographie de´die´es aux images fixes et plus particulie`rement aux formats non com-
presse´s et au format JPEG. Bien que tout vecteur d’information soit potentiellement
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support d’une technique ste´ganographique, les images sont le vecteur le plus usite´ par les
algorithmes de ste´ganographie, comme le montre le recensement effectue´ en annexe D.
De plus, le nombre d’images nume´riques disponibles sur Internet favorise l’effet de masse
et rend la recherche de ste´go me´dia encore plus difficile comme l’illustre la tentative in-
fructueuse de N. Provos. En 2001, celui-ci analyse quelques trois millions d’images issues
d’eBay et de Usenet [157] avec son logiciel stegdetect, imple´mentant toutes les ste´ganalyses
a` l’e´tat de l’art, sans y trouver la moindre image ste´ganographie´e. Nous de´crivons dans un
premier temps, au chapitre 5, les formats non compresse´ et JPEG et de´taillons pre´cise´ment
les algorithmes de ste´ganographie pour lesquels nous avons spe´cificie´ des distingueurs
ste´ganographiques. Au chapitre 6, nous nous inte´ressons aux mode`les classiques de se´curite´
en ste´ganographie et proposons deux nouveaux mode`les d’attaquant tre`s faible afin de
mode´liser l’attaquant passif re´el. Nous les relions aux mode`les classiques, d’une part, et
aux performances des ste´ganalyses pratiques e´value´es expe´rimentalement, d’autre part. Ce
sont ces mode`les d’attaquant que nous mettons en œuvre par la suite. Nous introduisons
ensuite succinctement la the´orie de la discrimination sous l’angle de l’analyse discriminante
de Fisher. Ces deux chapitres introductifs sont essentiels car ils pre´sentent les objets que
nous analysons, le mode`le dans lequel s’inscrit cette analyse, les re`gles pour e´valuer les
performances des distingueurs dans ce mode`le et enfin les notions de statistiques au centre
de l’e´laboration de nos distingueurs ste´ganographiques. Au chapitre 7, nous montrons qu’il
est illusoire de croire qu’il suffit de ne pas utiliser des parties d’une image, favorables a`
une technique de ste´ganalyse pour s’en prote´ger. Nous illustrons notre point de vue en
proposant une technique efficace de ste´ganalyse de l’algorithme Multi Bit Plane Image
Steganography (MBPIS), propose´ par B.C. Nguyen et al. [147] a` IWDW en 2006. Les
auteurs annoncent que leur technique est robuste a` la ste´ganalyse RS [76, 77] en excluant
de la dissimulation des zones de l’image qui sont plutoˆt favorables a` cette ste´ganalyse.
Une simple adaptation de celle-ci, restreinte aux zones se´lectionne´es par MBPIS, nous
permet de de´tecter efficacement des ste´go me´dia ge´ne´re´s avec cet algorithme. Enfin, au
chapitre 8, nous pre´sentons une approche nouvelle pour la ste´ganalyse JPEG. Nous pro-
posons d’e´tudier des statistiques des coefficients DCT quantifie´s apre`s codage entropique,
dans ce que nous appellons le domaine fre´quentiel compresse´ (DFC). Cette approche met
en e´vidence une nouvelle classe de fonctions qui permettent d’obtenir, en pratique, des
taux de de´tection quasi-inde´pendants de la quantite´ d’information dissimule´e. Nous illus-
trons cette technique par la conception de distingueurs ste´ganographiques universels, d’une
part, et spe´cifiques, d’autre part, pour les algorithmes Outguess [156], F5 [203] et JPHide
and JPSeek [124]. Enfin, nous validons expe´rimentalement l’inde´pendance des taux de
de´tection et de la quantite´ d’information dissimule´e.
Chapitre 5
Ste´ganographie adapte´e aux images non
compresse´es et au JPEG
« Si tu re´ve`les ton secret au vent, tu ne dois
pas lui reprocher de le re´ve´ler a` l’arbre. »
Khalil Gibran (Le sable et l’e´cume)
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DANS ce chapitre, nous nous inte´ressons a` la ste´ganographie de´die´e aux images fixes.Ce support est l’un des vecteurs d’information les plus usite´s et les plus pre´sents
sur Internet. Le ste´ganographe souhaitant dissimuler l’existence meˆme de l’information
qu’il veut transmettre va naturellement se tourner vers les supports les plus repre´sente´s
afin de « noyer » son message cache´ dans la masse. Les images fixes sont donc les me´dia
de couverture les plus prise´s par les logiciels de ste´ganographie. De nombreux formats
d’image sont disponibles sur Internet, mais la` encore, deux d’entre eux semblent eˆtre ma-
joritaires. En premier lieu, les formats non compresse´s permettent d’e´changer des images
sans de´gradation. Les fichiers associe´s sont ne´anmoins de taille beaucoup plus importante
mais de nombreuses applications ne´cessitent des images de qualite´ supe´rieure (images
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me´dicales, photographie de qualite´, photos satellites . . .). Parmi les formats d’images com-
presse´es, le JPEG [200] est bien suˆr le plus re´pandu et s’est impose´ comme standard de
facto. Le format JPEG est en effet un bon compromis entre la qualite´ et la taille du fi-
chier. Il est de plus supporte´ par la majorite´ des applications et laisse facilement le choix
a` l’utilisateur de la qualite´ qu’il souhaite obtenir.
La plupart des algorithmes de ste´ganographie sont adapte´s pour les formats non com-
presse´s et le format JPEG. Dans un premier temps, nous de´crivons le domaine spatial,
i.e. l’image non compresse´e ainsi que l’algorithme de ste´ganographie pour lequel nous
pre´sentons une ste´ganalyse au chapitre 7. Nous de´taillons ensuite finement le format de
compression JPEG afin de comprendre les me´canismes sous-jacents et les contraintes im-
pose´es pour utiliser les fichiers JPEG comme me´dia de couverture. Enfin, nous rappellons
les algorithmes de ste´ganographie adapte´s au format JPEG que nous ste´ganalysons au
chapitre 8. Les descriptions du format JPEG et des algorithmes sont centrales dans notre
e´tude car elles permettent non seulement de se familiariser avec les algorithmes attaque´s
mais aussi d’appre´hender la me´thodologie que nous avons adopte´e pour notre ste´ganalyse ;
celle-ci e´tant au premier abord contre-intuitive.
5.1 Ste´ganographie dans le domaine spatial
5.1.1 Les images non compresse´es
Les images fixes non compresse´es apparaissent dans de nombreux formats, notamment
BMP, Raw, X Pixmap . . .. Chaque format correspond a` une structure particulie`re de
repre´sentation et de stockage des informations relatives a` l’image (donne´es, taille, nombre
de bits par donne´e . . .). L’image non compresse´e est compose´e d’une succession de points
appele´s pixels. Elle est alors en noir et blanc, en niveaux de gris ou en couleurs selon le
nombre de bits ne´cessaires a` coder chaque pixel.
Pour une image en noir et blanc, chaque pixel est code´ sur 1 bit valant 0 pour un pixel
noir et 1 pour un pixel blanc. Pour une image en niveau de gris un octet permet de coder les
256 niveaux de gris que peut prendre le pixel. Les pixels des images couleurs sont code´s sur
au moins 24 bits sous forme de coordonne´es dans un espace de couleurs. Il existe plusieurs
fac¸ons de coder la couleur et donc plusieurs espaces de couleurs. Le choix d’un espace
de couleurs de´pend essentiellement des applications mises en œuvre, comme par exemple
la photographie, la te´le´vision, l’impression, etc. Le lecteur inte´re´sse´ par une description
exhautive des diffe´rents mode`les de repre´sentation de la couleur pourra se re´fe´rer a` [34, ch.
6]. Un des espaces de couleur le plus usite´ pour les images fixes est l’espace RVB. Dans cet
espace, chaque couleur posse`de trois composantes qui correspondent respectivement a` une
intensite´ de rouge (R), de vert (V) et de bleu (B). Chaque composante est additionne´e
pour donner la couleur finale. L’espace RVB est un espace en 3 dimensions et peut se
repre´senter par un cube RVB, comme l’illustre la figure 5.2 page ci-contre.
Il est ne´anmoins possible de stocker des images couleurs avec des pixels code´s sur moins
de 24 bits. Par exemple, pour stocker des images couleur sur 16 bits nous devons constituer
un dictionnaire de 216 entre´es, appele´ palette. A` chaque pixel de 16 bits est associe´ un entier
de 16 bits qui fait re´fe´rence a` une entre´e de la palette et a` chaque entre´e est associe´ un
triplet (r, v, b) de 24 bits. La palette doit e´videmment eˆtre code´e et stocke´e dans le format
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Fig. 5.1 – Meˆme image en noir et blanc, niveaux de gris et et couleurs
Fig. 5.2 – Cube RVB
de l’image. Les fichiers GIF, par exemple, utilisent une palette de 256 entre´es. L’image de
la figure 5.3 posse`de une palette de 16 couleurs.
5.1.2 Ste´ganographie dans des plans de bits multiples
La ste´ganographie LSB (Least Significant Bit) consiste a` dissimuler l’information dans
des bits de poids faibles d’un support. Cette technique est un cas particulier de ste´ganogra-
phie +/-k, qui incre´mente ou de´cre´mente les valeurs du support de +/-k. Historiquement,
peut-eˆtre par facilite´ d’imple´mentation, la ste´ganographie LSB adapte´e aux images fixes
non compresse´es est l’une des premie`res techniques ste´ganographiques et peut-eˆtre meˆme
l’une des plus employe´es encore aujourd’hui.
Malheureusement, la ste´ganographie LSB est sujette a` de nombreuses attaques, tout
comme la ste´ganographie +/-k. Parmi les inombrables ste´ganalyses, nous pouvons notam-
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Fig. 5.3 – Image couleur avec une palette de 16 couleurs
Dans le cas d’une image non compresse´e code´e sur 24 bits, chaque pixel est de´crit
par trois octets.
(00100111 11101001 11001000)
(00100111 11001000 11101001)
(11001000 00100111 11101001)
...
Pour dissimuler la chaˆıne de bits 10000011, on utilise le bit de poids faible de cha-
que octet.
(00100111 11101000 11001000)
(00100110 11001000 11101000)
(11001000 00100111 11101001)
...
Fig. 5.4 – Ste´ganographie LSB pour une image non compresse´e
ment citer la ste´ganalyse RS due a` J. Fridrich [77], qui permet non seulement de de´tecter
l’usage de ste´ganographie LSB mais aussi d’estimer la longueur du message, les attaques
du type χ2 dues a` A. Westfeld et A. Pfitzmann [204], l’analyse par paires de S. Dumitrescu
et al. [59] et ame´liore´e par P. Lu et al. [134] ou d’autres toutes aussi efficaces propose´es
par S. Lyu et H. Farid [137] ou A.D. Ker [118]. La ste´ganalyse RS est notamment de´taille´e
au chapitre 7.
Pour contourner ces attaques, B.C. Nguyen et al. ont propose´ a` IWDW’06 (Internatio-
nal Workshop on Digital Watermarking) [147] de ne pas se limiter aux bits de poids faible
mais d’utiliser des plans de bits d’ordre supe´rieur (les auteurs pre´conisent 4 au maximum),
mais en restreignant la dissimulation a` des zones non homoge`nes afin de ne pas de´te´riorer
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le support de fac¸on visible. Une caracte´ristique particulie`re de cette technique est de dis-
simuler l’information non pas dans les plans de bits usuels mais dans des plans de bits
apre`s un Codage de Gray Canonique (CGC). L’algorithme propose´ est ainsi robuste a` la
ste´ganalyse RS et par analyse de paires. Ce paragraphe de´crit la me´thode de B.C. Nguyen
afin de comprendre les me´canismes sous-jacents ainsi que la ste´ganalyse de´crite au chapitre
7.
Avant de de´crire plus en de´tails, nous rappelons la de´finition du Codage de Gray
Canonique (CGC). Soit a` coder un pixel bNbN−1 . . . b1 de N bits dans les plans de bits
usuels, en CGC par une valeur gNgN−1 . . . g1 de N bits de´finie par{
gN = bN ,
gi = bi ⊕ bi+1, 1 ≤ i ≤ N − 1. (5.1)
Le re´sultat de la transformation d’une image dans le CGC est re´pre´sente´ par la figure 5.5.
Plan de bits 8 Plan de bits 7
Plan de bits 6 Plan de bits 5
Plan de bits 4 Plan de bits 3
Plan de bits 2 Plan de bits 1
Fig. 5.5 – De´composition en plans de bits d’une image code´e en CGC
La transformation inverse est alors de´finie par{
bN = gN ,
bi = gi ⊕ bi+1, 1 ≤ i ≤ N − 1. (5.2)
Il en re´sulte que tout changement de la valeur d’un bit gi d’un pixel dans le CGC im-
plique une variation de la valeur du pixel comprise dans [1, 2i−1]. L’image est tout d’abord
de´compose´e en N plans de bits BNBN−1 . . . B1 dans le CGC. Afin d’e´viter les attaques
visuelles, le nombre maximum imax de plans de bits utilise´s lors de la dissimulation est
limite´ a` 4. Les messages sont alors inse´re´s dans le support du plan de bits le plus e´leve´
vers le plan de bits le plus faible, i.e. de Bimax a` B1.
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Plan de bits 8 Plan de bits 7
Plan de bits 6 Plan de bits 5
Plan de bits 4 Plan de bits 3
Plan de bits 2 Plan de bits 1
Fig. 5.6 – De´composition en plans de bits d’une image code´e en plans de bits usuels
Les zones homoge`nes pour un certain plan de bits Bi, sont obtenues en combinant des
zones homoge`nes plus petites entre elles. Chaque plan de bits est divise´ en feneˆtres W non
recouvrantes et de taille n×n. Posons par exemple n = 2 et conside´rons une telle feneˆtre.
W =
[
p1 p2
p3 p4
]
, (5.3)
ou` pi repre´sente la valeur d’un pixel. Nous calculons alors[ |p1 − p1| |p1 − p2|
|p1 − p3| |p1 − p4|
]
=
[
p
′
1 p
′
2
p
′
3 p
′
4
]
. (5.4)
Finalement, si ∀j, ⌊p′j/2i⌋ ≤ t, ou` t est le seuil, alors W is dite homoge`ne et non homoge`ne
dans le cas contraire. Cette de´finition peut eˆtre e´tendue a` des feneˆtres de taille quelconque
m×n. Le message est alors inse´re´ dans les zones non homoge`nes du plan de bits Bi a` l’aide
d’une se´quence pseudo-ale´atoire produite par un Ge´ne´rateur Pseudo-Ale´atoire (GPA), par
insertion, en fixant la valeur des bits de Bi a` celles des bits du message. Les algorithmes
d’insertion et d’extraction sont re´sume´s dans les figures 5.7 page ci-contre et 5.8 page 150
respectivement.
La notion de capacite´ d’un algorithme ste´ganographique est tre`s proche de celle donne´e
par Shannon [171]. En effet, si l’on conside`re le support comme un canal de transmission,
la quantite´ d’information que l’on peut dissimuler est donc borne´e. Dans cet esprit, un
algorithme de ste´ganographie peut eˆtre vu comme un algorithme de codage et la capacite´
du support est donc soumis a` la borne de Shannon. Une approche de la ste´ganographie sous
l’angle de la the´orie de Shannon a e´te´ propose´e par C. Cachin [38, 39, 40] et dans ce mode`le,
R. Chandramouli et N.D. Nemon [44, 47] ont de´fini la notion de capacite´. En pratique,
un meˆme support posse`de une capacite´ diffe´rente selon l’algorithme de ste´ganographie
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Algorithme d’insertion MBPIS
Entre´es : un message secret M de l bits,
I une image non compresse´e,
Ke,Ks les cle´s cryptographique et ste´ganographique.
Sortie : une image ste´ganographie´e ou e´chec.
Parame`tres : imax le plan de bits maximum,
t, le seuil,
m× n, la taille de la feneˆtre.
1 Coder I en I
′
dans le CGC selon (5.1)
2 De´composer I
′
en N plans de bits
3 Compresser et Chiffrer M en M
′
avec Ke
4 Initialiser le GPA a` l’aide de Ks
5 Pour i de imax a` 1
6 De´terminer les zones non homoge`nes de Bi taille m× n
avec le seuil t selon (5.4)
7 Inse´rer les bits de M
′
dans les bits du plan Bi des zones
non homoge`nes a` l’aide du GPA
8 Fin Pour
9 Si il reste des bits de M
′
non inse´re´s alors
10 Renvoyer e´chec
11 Fin Si
12 Coder I
′
dans le plan de bits usuel selon (5.2)
13 Renvoyer I
′
Fig. 5.7 – Algorithme d’insertion MBPIS
utilise´. Afin de pouvoir comparer la quantite´ d’information que peuvent dissimuler les
algorithmes de ste´ganographie, nous utilisons le taux ste´ganographique, c’est-a`-dire rapport
entre la taille du message a` dissimuler et la taille du support. Ce taux peut s’exprimer
en pourcentage ou en nombre de bits de message dissimule´s par pixel (bpp). Par la suite,
nous avons fait le choix de l’exprimer en pourcentage. La figure 5.9 page suivante met en
e´vidence les pixels affecte´s par l’insertion d’un message par MBPIS. Les images supports
(ligne du haut) sont compare´es avec les ste´go images (ligne du milieu) pour diffe´rents taux
ste´ganographiques. Les images de la dernie`re ligne, correspondent a` la diffe´rence entre le
support et le ste´go me´dium. Les pixels blancs repre´sentent les pixels inchange´s, ceux de
couleur apparaissent pour des pixels change´s par MBPIS selon la composante de meˆme
couleur.
150 Ste´ganographie adapte´e aux images non compresse´es et au JPEG
Algorithme d’extraction MBPIS
Entre´es : une ste´go image I
′
,
Ke,Ks les cle´s cryptographique et ste´ganographique.
Sortie : le message M dissimule´.
Parame`tres : imax le plan de bits maximum,
t, le seuil,
m× n, la taille de la feneˆtre.
1 Coder I
′
dans le CGC selon (5.1)
2 De´composer I
′
en N plans de bits
3 Initialiser le GPA a` l’aide de Ks
4 Pour i de imax a` 1
5 De´terminer les zones non homoge`nes de Bi taille m× n
avec le seuil t selon (5.4)
6 Lire les bits de M
′
dans les bits du plan Bi des zones
non homoge`nes a` l’aide du GPA
7 Fin Pour
8 De´chiffrer M
′
avec ke puis le de´compresser en M
9 Renvoyer M
Fig. 5.8 – Algorithme d’extraction MBPIS
5 % 10 % 15 % 20 %
Fig. 5.9 – Images ste´ganographie´es par MBPIS pour diffe´rents taux
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5.2 Le format JPEG
JPEG est l’acronyme de « Joint Picture Experts Group ». Ce groupe d’experts s’est
forme´ en 1986 sous l’impulsion de l’ISO (International Standards Organisation) et de l’ITU
(International Telcommunication Union) afin de travailler a` l’e´laboration d’un standard
de compression pour les images fixes en nuances de gris ou en couleurs. Ses travaux ont
de´bouche´ sur deux standards de compression : la norme T.81 pour l’ITU et la norme
10918-1 pour l’ISO. Par abus de langage, JPEG de´signe aujourd’hui ces standards inter-
nationaux de compression.
Ce chapitre pre´sente succinctement les grandes lignes des e´tapes qui composent la com-
pression JPEG. Il a surtout vocation a` eˆtre pe´dagogique et son objectif est de permettre
la compre´hension des techniques de ste´ganographie et de ste´ganalyse adapte´es au for-
mat JPEG. Dans cet esprit, certaines approximations ont e´te´ effectue´es et certains de´tails
techniques ont e´te´ omis pour ne pas noyer le lecteur. Les puristes nous en excuseront et
pourront retrouver l’ensemble des informations et pre´cisions concernant le format JPEG,
notamment dans les normes sus-cite´es mais aussi dans [200, 34]. Le lecteur pourra aussi
se re´fe´rer a` une description tre`s comple`te et en franc¸ais du format JPEG [142]. Ce pa-
ragraphe s’organise suivant les cinq grandes e´tapes de la compression JPEG qui sont :
le changement de l’espace des couleurs, la transformation en cosinus discre`te (DCT), la
quantification, le codage Run Length Encoding (RLE) et la compression de Huffman.
Quantification Codage RLEChangement d’espacede couleurs
Image non
compressée
Fichier
JPEG
Changement d’espace
de couleurs IDCT
Image non
compressée Décodage RLEDéquantification Décodage entropique
Codage entropiqueDCT
Fig. 5.10 – Sche´ma de compression/de´compression JPEG
5.2.1 Changement de l’espace des couleurs
Soit une image I que l’on veut compresser au format JPEG. Chaque pixel pi, est
repre´sente´ par un triplet (Ri, Vi, Bi) dans l’espace RVB. La premie`re e´tape de la compres-
sion JPEG consiste en un changement de l’espace des couleurs de RVB vers l’espace de
couleurs YCbCr.
Un pixel sera donc code´ par un triplet (Yi, Cbi, Cri), ou` Yi de´signe la luminance, c’est-
a`-dire l’intensite´ lumineuse, Cbi la chrominance bleue, c’est-a`-dire l’intensite´ de la couleur
bleue et Cri la chrominance rouge, c’est-a`-dire l’intensite´ de la couleur rouge. Le change-
ment d’espace s’effectuent en appliquant les e´quations suivantes.
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Fig. 5.11 – De´composition suivant les composantes RVB et YCbCr
Les e´quations de changement de RVB vers YCbCr :
 YCb
Cr

 =

 0, 299 0, 587 0, 114−0.1687 −0, 3313 0, 5
0, 5 −0, 4187 −0, 0813

×

 RV
B

+

 0128
128

 .
Les e´quations de changement de YCbCr vers RVB :
R = Y + 1, 402(Cr − 128),
V = Y − 0, 34414(Cb− 128)− 0, 71414(Cr − 128),
B = Y + 1, 772(Cb− 128).
Le changement d’espace de couleurs se justifie par le fait que l’espace YCbCr est tre`s
proche du fonctionnement de l’œil humain. De plus, ce dernier est tre`s sensible aux va-
riations de luminance et tre`s peu sensible aux variations de chrominance. De ce fait, on
pourra effectuer des modifications sur les composantes Cb et Cr afin de compresser l’infor-
mation visuelle et cela, sans que l’œil ne de´tecte la diffe´rence. Pour ce faire, les pixels sont
regroupe´s en blocs de 4×4 pixels. Les quatre valeurs de chrominance bleue sont remplace´es
par leur moyenne ; la meˆme transformation est effectue´e sur les quatre valeurs de chromi-
nance rouge. L’œil ne perc¸oit pas les changements effectue´s. Le gain de stockage est de 50%
et la transformation applique´e est non re´versible, la compression est dite avec perte. Cette
transformation est appele´e sous-e´chantillonage et illustre´e par la figure 5.12 page suivante.
Chacune des valeurs Y , Cb, Cr est un nombre code´ sur P bits, compris entre 0 et 2P−1,
ou` P est appele´ pre´cision. Les valeurs Y , Cb et Cr sont alors ramene´es sur l’intervalle[−2P−1 + 1; 2P−1 − 1], par une translation de (−2P−1).
5.2.2 Transformation DCT (Discrete Cosinus Transform)
De meˆme, l’œil est sensible aux basses fre´quences et peu sensible aux hautes fre´quences.
Le JPEG tire avantage de cette sensibilite´ en passant tout d’abord dans le domaine
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Fig. 5.12 – E´tape de sous-e´chantillonage
fre´quentiel en appliquant une transforme´e de Fourrier discre`te. Des approximations sont
effectue´es sur les hautes fre´quences ; elles ne sont donc pas perc¸ues par l’œil humain. Pour
ce faire, chaque composante Y, Cb et Cr est de´coupe´e en blocs de 8 × 8 valeurs indexe´e
de 0 a` 7 de haut en bas et de gauche a` droite comme illustre´ par la figure 5.13.
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Fig. 5.13 – De´coupage en blocs de 8× 8 valeurs
Chacun de ces blocs appartenant au domaine spatial est ensuite transforme´ en un bloc de
8× 8 valeurs dans le domaine fre´quentiel par la transformation DCT. Un coefficient DCT
Suv de coordonne´es (u, v) dans le domaine fre´quentiel s’exprime en fonction des 64 valeurs
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du bloc dans le domaine spatial sxy de coordonne´es (x, y) a` partir de la formule
Suv =
1
4
C(u)C(v)
7∑
x=0
7∑
y=0
sxy cos
(2x+ 1)uπ
16
cos
(2y + 1)vπ
16
,
avec
C(0) =
1√
2
et C(u) = 1 si u 6= 0.
Cette transformation est en fait la partie re´elle de la transforme´e de Fourrier discre`te. La
transforme´e en cosinus discre`te inverse, (IDCT) permet de retrouver, lors de la de´compression,
les blocs dans le domaine spatial a` partir des coefficients DCT, a` l’aide de la formule
sxy =
1
4
7∑
u=0
7∑
v=0
C(u)C(v)Suv cos
(2x+ 1)uπ
16
cos
(2y + 1)vπ
16
.
Parmi les coefficients DCT, on distingue le coefficient S0,0, aussi appele´ coefficient DC,
des autres que l’on nomme coefficients AC. Le coefficient DC est le coefficient des basses
fre´quences, c’est donc lui qui est porteur de la majorite´ de l’information. Ce coefficient
e´tant ge´ne´ralement le plus grand ; on ne stocke que sa diffe´rence avec le coefficient DC du
bloc pre´ce´dent. La figure 5.14 illustre un bloc de coefficients DCT.
235,6 -1 -12,1 -5,2 2,1 -1,7 -2,7 1,3
-22,6 -17,5 -6,2 -3,2 -2,9 -0,1 0,4 -1,2
-10,9 -9,3 -1,6 1,5 0,2 -0,9 -0,6 -0,1
-7,1 -1,9 0,2 1,5 0,9 -0,1 0,6 1,3
0,6 -0,8 1,5 1,6 -0,1 -0,7 0,6 1,3
1,8 -0,2 1,6 -0,3 -0,8 1,5 1 1
-1,3 -0,4 -0,3 -1,5 -0,5 1,7 1,1 -0,8
-2,6 1,6 -3,8 -1,8 1,9 1,2 -0,6 -0,4
Fig. 5.14 – Exemple d’un bloc de coefficients DCT de la luminance
Le coin en haut a` gauche des blocs DCT contient les valeurs de basses fre´quences,
tandis que les hautes fre´quences se situent dans le coin bas a` droite. Dans un bloc de
coefficients DCT, les droites d’e´quation u + v = cte regroupent les coefficients pour une
fre´quence donne´e.
5.2.3 Quantification
La quantification est une e´tape importante de la compression JPEG. C’est lors de
cette e´tape que l’information est la plus de´grade´e. Chaque bloc de coefficients DCT est
divise´ par une table de quantification. Cette division s’effectue coefficient a` coefficient et
le re´sultat est arrondi par de´faut. Les tables de quantification sont construites a` partir
d’un facteur de qualite´ Q et de tables de re´fe´rence repre´sente´es dans le tableau 5.1 page
suivante.
Les tables de quantification tab quant sont calcule´es a` partir des tables de re´fe´rence tab ref
(une pour la luminance et une pour les chrominances) a` partir de la formule
tab quant(i, j) = ⌈(tab ref(i, j)× c(Q) + 50)/100⌉ ∀ i, j = 0 . . . 7,
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16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99
17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
Tab. 5.1 – Tables de re´fe´rence pour la luminance (a` gauche) et la chrominance (a` droite)
ou` c(Q) se de´duit a` partir du facteur de qualite´ de la manie`re suivante.
c(Q) =
{
5000
Q si Q < 50,
200− 2Q sinon. (5.5)
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Fig. 5.15 – c(Q) en fonction du facteur de qualite´
Le facteur de qualite´ prend des valeurs comprises entre 1 et 100, la valeur 1 correspon-
dant a` une faible qualite´, c’est-a`-dire de de´gradation maximale et la valeur 100 a` la qualite´
la plus forte, c’est-a`-dire sans de´gradation. En effet, si Q = 100, alors les coefficients des
tables de quantification sont tous e´gaux a` 1 d’apre`s l’e´quation (5.5) ; les coefficients DCT
sont juste arrondis lors de l’e´tape de quantification.
La quantification a pour effet de favoriser les basses fre´quences, c’est-a`-dire celles qui
contiennent le plus d’information. En effet, les coefficients les plus faibles se trouvent en
haut a` gauche des tables et les coefficients les plus grands en bas a` droite. De la meˆme
manie`re, les coefficients DCT de la luminance sont favorise´s par rapport a` ceux des com-
posantes de chrominance.
En conclusion, la quantification introduit majoritairement des coefficients DCT quan-
tifie´s a` 0 dans les hautes fre´quences et les composantes de chrominance. La figure 5.2 nous
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donne un aperc¸u de la proportion de coefficients DCT quantifie´s a` 0.
15 0 -1 0 0 0 0 0
-2 -1 0 0 0 0 0 0
-1 -1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
Tab. 5.2 – Exemple d’un bloc de coefficients DCT quantifie´s pour la luminance
5.2.4 Codage RLE
L’e´tape de quantification introduit beaucoup de ze´ros dans les hautes fre´quences. Un
codage particulier, le Run Length Encoding (RLE) permet de compresser sans perte,
des donne´es qui comportent majoritairement des longues plages de symboles identiques.
Pour pre´parer au codage RLE et regrouper au maximum les 0, le format JPEG pre´voit
le regroupement des coefficients AC quantifie´s suivant une se´quence dite Zig-Zag. Cette
se´quence de parcours des blocs DCT quantifie´s est repre´sente´e sur la figure 5.16. Elle
consiste a` regrouper tout d’abord les coefficients AC quantifie´s d’une meˆme fre´quence puis
de les ordonner selon les fre´quences croissantes. Dans l’exemple du tableau 5.2, la se´quence
Fig. 5.16 – Se´quence Zig-Zag
zig-zag correspondante est alors
0,−2,−1,−1,−1, 0, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 . . .
Le codage RLE, repre´sente chaque coefficient AC quantifie´ par un triplet (RL,S,V), ou` :
1. RL de 0 a` 16, code´ sur 4 bits, compte le nombre de 0 pre´ce´dant le coefficient a` coder,
2. S de 1 a` 10, code´ sur 4 bits, est le nombre de bits ne´cessaires pour coder le coefficient,
3. V est la valeur du coefficient code´e sur S bits.
La valeur V est code´e en prenant le comple´ment a` 2 binaire et en ne gardant que les S
bits de poids faible comme l’illustre la table 5.2.4. Enfin, a` la sortie du codage RLE, nous
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Valeur Conversion Comple´ment a` 2 Bits conserve´s
-7 (-7-1)=-8 1111000 000
-6 (-6-1)=-7 1111001 001
-5 (-5-1)=-6 1111010 010
-4 (-4-1)=-5 1111011 011
4 0000100 100
5 0000101 101
6 0000110 110
7 0000111 111
Tab. 5.3 – Exemple de valeurs code´es sur 3 bits
Valeurs 14 0 4 -8
Codage de´cimal 0 :4 :14 - 1 :3 :4 0 :4 :7
Codage binaire 0000 :0100 :1110 - 0001 :0011 :100 0000 :0100 :0111
Tab. 5.4 – Exemple de codage de 4 coefficients DCT quantifie´s
obtenons une suite binaire de longueur variable comme repre´sente´e dans le tableau 5.4.
L’e´tude des distributions des triplets (RL,S,V) montre que les valeurs V semblent dis-
tribue´es ale´atoirement, tandis que certaines paires RL et S apparaissent plus fre´quemment
que d’autres. Le format JPEG pre´voit alors un codage entropique pour compresser sans
perte les paires RL et S. Suivant les modes du format JPEG, ce codage entropique peut
eˆtre un codage de Huffman ou un codage arithme´tique. Le codage de Huffman e´tant ma-
joritairement utilise´, nous ne de´taillerons que celui-ci. Le lecteur inte´resse´ par le codage
arithme´tique pourra se re´fe´rer a` [105].
Les coefficients DC sont les termes de plus basse fe´quence ; ge´ne´ralement non nuls,
ils sont code´s diffe´remment des coefficients AC. De grande amplitude, seule la diffe´rence
entre deux coefficients DC successifs est code´e. Cette diffe´rence est ensuite code´e par une
paire (S,V) avec S de 0 a` 11, code´ sur 4 bits repre´sentant le nombre de bits pour coder V
et V la valeur de la diffe´rence code´e sur S bits. Seule la valeur S sera ensuite code´e par
l’algorithme de Huffman.
5.2.5 Codage de Huffman
Le codage de Huffman [102] est un codage a` longueur variable (VLC), c’est-a`-dire dont
les mots du code sont de longueur variable. De tels codes sont aussi appele´s codage entro-
pique. De plus, celui-ci est dit pre´fixe´, c’est-a`-dire que chacun des mots du code ne peut
eˆtre le de´but d’un autre mot du meˆme code. Dans ce paragraphe, nous de´crivons l’algo-
rithme de construction du code de Huffman dans la figure 5.17 page suivante illustre´ par
un exemple adapte´ de [105]. Pour plus de de´tails, le lecteur pourra se re´fe´rer a` [105].
La figure 5.18 page suivante montre le de´roulement de l’algorithme de Huffman pour
la se´quence « abracadabra » sur l’alphabet A = { a, b, c, d, r }. Le code de Huffman pour
la se´quence S est repre´sente´ dans le tableau 5.2.5 page 159.
Le de´codage de l’algorithme se fait en lisant les lettres du code jusqu’a` trouver un mot de
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Algorithme de Huffman
Entre´es : un se´quence S de N symboles.
Sortie : code de Huffman.
1 Ordonner les N symboles par ordre croissant de leur nombre d’occurences dans S,
chaque couple (symbole,occurence) e´tiquettant un arbre re´duit a` sa racine.
2 Tant qu’il reste plus d’un arbre binaire
3 Retirer de la liste les deux arbres binaires de poids minimum
4 Fusionner ces arbres en un troisie`me de poids la somme des poids de ces fils
5 Affecter a` l’arc vers le fils de droite la valeur 1 et vers celui de gauche la valeur 0
6 Inse´rer ce nouvel arbre dans la liste
7 Fin Tant que
8 Affecter a` chaque feuille la concate´nation de la valeur des arcs depuis la racine
9 Renvoyer pour chaque feuille, le couple (symbole, valeur binaire)
Fig. 5.17 – Algorithme de construction du code de Huffman
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Fig. 5.18 – Algorithme de Huffman pour S=« abracadabra »
code pre´sent dans le dictionnaire. Le code e´tant pre´fixe´, aucune ambigu¨ıte´ sur le mot de
code n’est possible et le de´codage est univoque. Le dictionnaire e´tant construit en fonction
des donne´es a` coder, il doit eˆtre fourni au de´codeur.
La dernie`re e´tape du format JPEG est un codage entropique de Huffman de la valeur
S de la diffe´rence des coefficients DC et des paires (RL,S) pour les coefficients AC. Deux
cas sont alors possibles. Soit les dictionnaires sont transmis dans l’enteˆte du fichier JPEG
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symbole code
a 1
b 01
r 000
c 0010
d 0011
Tab. 5.5 – Code de Huffman pour S=« abracadabra »
pour le de´codage, soit ce sont les nume´ros de dictionnaires pre´de´finis par la norme. Ces
dictionnaires pre´de´finis ont e´te´ de´termine´s expe´rimentalement par le groupe d’experts
JPEG et sont en moyenne tre`s performants. La plupart des applications manipulant le
format JPEG utilisent les dictionnaires pre´de´finis.
5.3 Ste´ganographie adapte´e au format JPEG
Les e´tapes pre´sente´es au paragraphe pre´ce´dent peuvent se regrouper en deux e´tapes. La
premie`re e´tape prend en entre´e une image non compresse´e, appartenant au domaine spatial
et transforme celle-ci en coefficients DCT quantifie´s, appartenant au domaine fre´quentiel.
Cette premie`re transformation n’est pas bijective, elle correspond a` une e´tape de compres-
sion avec perte d’information. La seconde e´tape prend en entre´e des coefficients DCT du
domaine fre´quentiel et les transforme en une suite de donne´es binaires dans le domaine
fre´quentiel compresse´. Cette transformation est bijective et correspond a` une compression
sans perte d’information. Le format JPEG ne laisse donc pas le choix quant aux donne´es
qui peuvent recevoir l’information a` dissimuler. En effet, la premie`re e´tape e´tant avec
perte, nous ne pouvons pas inse´rer de l’information au cours de celle-ci sans risque de ne
pouvoir l’extraire. D’autre part, modifier ne serait ce que quelques bits dans les donne´es
binaires du fichier JPEG implique ne´cessairement un de´codage de Huffman suffisamment
erronne´ pour que l’image ste´ganographie´e ne ressemble en rien a` une image naturelle. La
seule possibilite´ est alors de dissimuler le message a` l’aide des coefficients DCT.
Lorsque les premiers algorithmes de ste´ganographie tels Jsteg [193] ou Outguess [156]
dans sa version premie`re, ont e´te´ spe´cifie´s, une attaque propose´e par A. Westfeld et
A. Pfitzmann [204] a mis en e´vidence des de´viations statistiques triviales sur l’histo-
gramme des coefficients DCT quantifie´s. Par exemple, comme l’illustre les figures 5.19
page suivante et 5.20 page suivante, Jsteg a tendance a` e´galiser des paires de coefficients
DCT quantifie´s. A` partir d’un simple test du χ2, ils ont alors mis au point des de´tecteurs
ste´ganographiques permettant de discriminer les ste´go me´dia des supports de couverture.
Des rustines ou de nouveaux algorithmes ont alors e´te´ propose´s, tenant compte des nou-
velles contraintes impose´es par cette attaque. Nous pre´sentons dans ce paragraphe, trois
algorithmes de ste´ganographie de´die´s au format JPEG conc¸us pour pre´server les statis-
tiques du premier ordre des coefficients DCT quantifie´s. Ces algorithmes nous servent au
chapitre 8 a` illustrer nos techniques de ste´ganalyse.
5.3.1 Outguess
Outguess [155] est l’un des tout premiers algorithmes de ste´ganographie de´die´ aux
images et issu de la communaute´ scientifique. Sa version premie`re, (0.13), de 1998, est
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Fig. 5.19 – Image chinois.jpg
Histogramme de chinois.jpg stéganographié par JstegHistogramme de chinois.jpg
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Fig. 5.20 – Modifications de l’histogramme de chinois.jpg par Jsteg
malheureusement sensible a` l’attaque de A. Westfeld et A. Pfitzmann [204]. Son auteur,
N. Provos propose alors l’ajout d’une deuxie`me passe visant a` corriger les distortions
introduites lors de l’insertion [156]. Outguess dissimule l’information dans les LSB des
coefficients DCT quantifie´s du format JPEG. Il utilise RC4 pour chiffrer le message et
se´lectionner ale´atoirement les coefficients DCT et propose d’utiliser un codage de parite´.
Dans un premier temps, le message M de longueur l a` dissimuler est chiffre´ avec l’al-
gorithme de chiffrement flot, RC4 [169], en un message M
′
. Outguess propose en option
l’utilisation d’un code de parite´ apre`s le chiffrement. Dans un deuxie`me temps, l’algo-
rithme simule l’insertion de M
′
avec plusieurs Vecteurs d’Initialisation (IV), IVi. L’IV qui
minimise le nombre de changements dans les LSB des coefficients DCT est alors retenu.
Outguess inse`re tout d’abord un premier registre de 32 bits constistue´ de la concate´nation
de l’IV et de la longueur du message, chacun code´ sur 16 bits. Le GPA est ensuite re´-
initialise´ avec l’IV. L’insertion s’effectue en forc¸ant les LSB des coefficients DCT choisis
a` la valeur des bits a` inse´rer. L’ordre des coefficients est fixe´ par la suite des indexes des
coefficients DCT (posi) de´finie par
pos0 = 0,
posi = posi−1 +R(x(i)),
(5.6)
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ou` R(x(i)) est une valeur tire´e ale´atoirement dans [1, x(i)] et
x(i) =
{
x(i− 1) si i mod 8 6= 0,
2× nombre de coefficients DCT non utilise´snombre de bits restant a` inse´rer sinon.
A` la fin de l’e´tape d’insertion du message chiffre´, Outguess corrige dans une seconde e´tape
les distortions introduites sur l’histogramme des coefficients DCT. Pour ce faire, chaque
modification est compense´e par une modification inverse. Une modification par insertion
LSB change un coefficient DCT 2i en 2i + 1 et inversement. Si chaque inversion est cor-
rige´e alors l’histogramme est globalement inchange´. L’objectif des corrections apporte´es
par Outguess est de maintenir identiques les e´carts f2i+1 − f2i entre deux valeurs adja-
centes 2i et 2i + 1 de l’histogramme, avant et apre`s l’insertion tout en restant proche de
f2i+1 et f2i. Pour chaque valeur fi de l’histogramme un nombre maximum de changements
Ti est tole´re´ au cours du processus de correction. Si ce seuil est de´passe´ alors l’algorithme
essaie de compenser la modification courante. A` la fin, Outguess essaie de corriger les
modifications re´siduelles. L’algorithme corriger(pos, val) consiste a` trouver un coefficient
DCT d’index infe´rieur a` pos de valeur adjacente a` val, non de´ja` utilise´ pour l’insertion ou
la correction et a` inverser son LSB.
D’autre part, N. Provos associe a` chaque coefficient DCT une valeur de de´tectabilite´,
D qui n’est pas de´finie dans [156] mais qui apparaˆıt clairement lorsque l’on regarde de
plus pre`s les sources de Outguess [155]. D est donne´e par la relation
D(DCT ) =


1 si DCT ≤ 16,
0 si 16 < DCT < 240,
−1 si DCT ≥ 240.
La de´tectabilite´ de l’insertion est la somme des de´tectabilite´s des coefficients DCT mo-
difie´s par la dissimulation du message moins la somme des de´tectabilite´s des coefficients
DCT modifie´s par la correction statistique. La distortion introduite par Ougtuess est
alors de´finie comme la somme du nombre de coefficients modifie´s et de la de´tectabilite´
de l’insertion. Une autre optimisation qui apparaˆıt aussi dans les sources consiste a` utili-
ser prioritairement les coefficients les moins de´tectables pour la correction statistique. Le
processus de correction est re´sume´ dans la figure 5.21 page suivante. Les algorithmes d’in-
sertion et d’extraction sont re´sume´s aux figures 5.22 page 163 et 5.23 page 164. Le lecteur
doit ne´anmoins avoir a` l’esprit que l’IV est un parame`tre public et peut donc eˆtre choisi
comme e´tant celui qui entraˆıne la distortion la plus faible. D’autre part, les algorithmes
Enc(.) et Dec(.) correspondent aux applications de codage et de de´codage par un code
correcteur d’erreurs. Ces applications sont soit l’identite´ (absence de codage correcteur)
soit un code parite´.
La figure 5.25 page 165 repre´sente l’e´volution de l’histogramme de la figure 5.24
page 164 tandis que la figure 5.26 page 165 illustre la diffe´rence des histogrammes avant
et apre`s l’insertion par Outguess. D’apre`s la figure 5.27 page 165, les pixels modifie´s
se re´partissent sur l’ensemble de l’image et pre´fe´rentiellement autour des zones non ho-
moge`nes, sur les contours.
5.3.2 F5
F5 est un algorithme de ste´ganographie +/-1 sur les coefficients DCT quantifie´s, conc¸u
par A. Westfeld [203, 202] en 1999. F5 conjugue diffe´rentes techniques pour conserver l’his-
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Algorithme de correction statistique d’Outguess
Entre´es : f l’histogramme des coefficients DCT,
(DCTi)i=1...n les coefficients DCT.
Sortie : (DCT
′
i )i=1...n les coefficients DCT corrige´s.
1 Ti ←− (150/n)fi
2 Mod[i]←− 0
3 Pour i de 1 a` n
4 Si DCTi non modifie´ alors continuer en 3
5 Adj ←− DCTi ⊕ 1
6 Si Mod[Adj] 6= 0 alors
7 Mod[Adj]←−Mod[Adj]− 1
8 continuer en 3
9 Fin Si
10 Si Mod[DCTi] < TDCTi alors
11 Mod[DCTi]←−Mod[DCTi] + 1
12 continuer en 3
13 Fin Si
14 Si corriger(i,DCTi) e´choue alors
15 Mod[DCTi]←−Mod[DCTi] + 1
16 continuer en 3
17 Fin Si
18 Fin Pour
19 Pour chaque Mod[i] 6= 0
20 Tant que Mod[i] 6= 0
21 Mod[i]←−Mod[i]− 1
22 corriger(n,DCTi)
23 Fin Tant que
24 Fin Pour
25 Renvoyer (DCT
′
i ) = (DCTi)
Fig. 5.21 – Algorithme de correction statistique d’Outguess
togramme des coefficients DCT quantifie´s proche de celui d’une image naturelle, d’une part
et minimiser le nombre de changements a` effectuer sur les coefficients DCT, d’autre part.
Afin de pre´server l’histogramme des coefficients DCT quantifie´s, l’information est
inse´re´e en fixant le LSB du coefficient DCT porteur a` la valeur du bit du message a`
inse´rer. Si le LSB du coefficient et le bit du message sont identiques, le coefficient est
laisse´ inchange´. Dans le cas contraire, la valeur absolue du coefficient est de´cre´mente´e
de 1. De plus, les histogrammes des images naturelles pre´sentent plus de coefficients non
nuls impairs que pairs. Pour conserver cette proprie´te´, les coefficients DCT positifs et im-
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Algorithme d’insertion d’Outguess
Entre´es : I une image non compresse´e,
M un message,
Ks une cle´ ste´ganographique,
IV un IV.
Sortie : I
′
une ste´go image,
d distortion.
1 Compresser I jusqu’a` la quantification
2 (DCT
′
i )←− (DCTi)
3 M
′ ←− Enc(RC4(Ks,M))
4 l
′ ←− longueur(M ′)
5 Initialiser le GPA a` l’aide de Ks
6 Ge´ne´rer (posi) selon (5.6)
7 M1 ←− IV ||l′
8 Pour i de 1 a` 32
9 LSB(DCT
′
posi)←−M1(i)
10 Fin Pour
11 Initialiser le GPA a` l’aide de IV
12 Ge´ne´rer (posi) selon (5.6)
13 Pour i de 1 a` l
′
14 LSB(DCT
′
posi)←−M
′
(i)
15 Fin Pour
16 E1 ←− {DCT ′i 6= DCTi}
17 f ←−histogramme des (DCT ′i )
18 DCT
′ ←− Correction(f, (DCT ′i ))
19 Terminer la compression JPEG
20 E2 ←− {DCT ′i 6= DCTi} \ E1
21 d←− Card (E1
⋃
E2) +
∑
c∈E1
D(c)−∑c∈E2 D(c)
22 Renvoyer I
′
et d
Fig. 5.22 – Algorithme d’insertion d’Outguess
pairs ainsi que les coefficients ne´gatifs et pairs codent un bit de message de valeur 1, les
autres codant un bit de message a` 0, comme l’illustre la figure 5.28 page 166. De meˆme, la
syme´trie devant eˆtre conserve´e, les coefficients DCT e´gaux a` 0 sont donc ignore´s. D’autre
part, les coefficients 0 e´tant ignore´s, le re´cepteur ne peut faire la diffe´rence entre un 0 de
l’image et un 0 produit par le changement d’un -1 ou 1. Si un tel changement survient
lors de l’insertion, le bit du message est re´-inse´re´ de nouveau dans le prochain coefficient
DCT. On parle alors d’effondrement.
D’autre part, pour minimiser les changements introduits, une randomisation et un co-
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Algorithme d’extraction d’Outguess
Entre´es : I
′
une ste´go image JPEG,
Ks une cle´ ste´ganographique.
Sortie : M un message.
1 De´compresser I
′
jusqu’a` la quantification
5 Initialiser le GPA a` l’aide de Ks
6 Ge´ne´rer (posi) selon (5.6)
8 Pour i de 1 a` 32
9 M1(i)←− LSB(DCT ′posi)
10 Fin Pour
7 M1 −→ IV ||l
11 Initialiser le GPA a` l’aide de IV
12 Ge´ne´rer (posi) selon (5.6)
13 Pour i de 1 a` l
14 M(i)←− LSB(DCT ′posi)
15 Fin Pour
3 M ←− Dec(RC4−1(Ks,M))
22 Renvoyer M
Fig. 5.23 – Algorithme d’extraction d’Outguess
Fig. 5.24 – Image tahiti.jpg
dage par syndrome sont mis en œuvre. En utilisant un GPA, les coefficients DCT sont
me´lange´s avant l’insertion. Cela a pour effet d’uniformiser la re´partition des changements
sur l’ensemble des coefficients DCT. Sans cette e´tape de randomisation, les changements
sont localement concentre´s sur les premiers coefficients. L’emploi du codage par syndrome
en ste´ganographie a initialement e´te´ propose´ par R. Crandall [56] en 1999. Depuis, l’utili-
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Histogramme de Thaiti Histogramme de Thaiti stéganographié par Outguess
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Fig. 5.25 – Modifications de l’hitogramme de tahiti.jpg par Outguess
Différence des histogrammes
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Fig. 5.26 – Diffe´rence des histogrammes avant et apre`s insertion
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Fig. 5.27 – Images ste´ganographie´es par Outguess pour diffe´rents taux ste´ganographiques
sation de codes parfaits et de codes MDS (Maximum Distance Separable) a e´te´ largement
e´tudie´e. Nous en donnons ici les grands principes. Pour plus de de´tails, notamment pour
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Fig. 5.28 – Codage des bits du message par les coefficients DCT
le choix de « bons » codes, le lecteur pourra se re´fe´rer a` [74, 80, 81, 82, 84, 85, 167, 168].
Notons Fq = GF (q), le corps de Galois a` q e´le´ments (en ge´ne´ral, q = 2). Soit C un
code line´aire de longueur n, de dimension k et de matrice de parite´ H. Nous rappelons que
par de´finition, C = {c | cHt = 0} est un sous-espace vectoriel de Fnq de dimension k. Nous
appelons syndrome du vecteur y ∈ Fnq le vecteur S(y) = yHt de longueur r = (n − k).
Dans un sche´ma classique de communication, l’e´metteur code le message x en y = C(x),
ou` C est l’application de codage de´finie de Fkq sur F
n
q . Le mot de code y est alors envoye´
sur le canal. Le re´cepteur rec¸oit y
′
= y + e, ou` e est le vecteur de bruit introduit par le
canal. Pour retrouver le message x, le re´cepteur doit tout d’abord e´valuer l’erreur e et la
soustraire de y
′
puis de´coder (y
′ − e) et retrouver enfin x. Par ailleurs, nous avons une
relation liant les syndromes de e et de y
′
.
S(y
′
) = S(y + e) = (y + e)Ht = yHt + eHt = eHt = S(e) ∈ F(n−k)q .
Tout le proble`me est donc de retrouver e a` partir de son syndrome. En re`gle ge´ne´rale,
mettre en e´vidence une telle application est un proble`me difficile. Le lecteur inte´resse´ par
la the´orie des codes pourra se re´fe´rer a` [103] pour plus de pre´cisions concernant les choix
de codes et l’existence ou non d’algorithmes de de´codage pour des codes donne´s.
Le principe du codage de syndrome est d’associer a` un message a` dissimuler m, de
longueur r = (n− k) symboles de Fq, en utilisant un vecteur v de n symboles du support
de couverture. Pour ce faire, v est transforme´ par l’algorithme d’insertion en v
′
vecteur
de n symboles, tel que S(v
′
) = m. En d’autres termes, on cherche v
′
dont le syndrome
est exactement le message que l’on souhaite dissimuler. D’autre part, nous voulons que le
nombre de modifications pour passer de v a` v
′
soit minimum, i.e. (v
′ − v) de poids faible.
Les algorithmes d’insertion et d’extraction, Emb et Ext, du sche´ma de ste´ganographie
ve´rifient alors
Emb(v,m) = v +∆(m, v) = v′ avec w (∆(v,m)) ≤ ρ,
Ext(v′) = S(v′) = m,
ou` ρ est le nombre maximum de modifications autorise´es pour n symboles du support. No-
tons D l’application qui, a` un syndrome s, associe un vecteur de poids borne´ de syndrome
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s,
D : F(n−k)q −→ Fnq
y −→ D(y),
telle que S(D(y)) = y et w (D(y)) ≤ ρ. De plus, nous appelons rayon de couverture d’un
code C, note´ ρ(d), l’entier de´fini par
ρ(C) = min{ρ tel que {S(y) | w(y) ≤ ρ} = F(n−k)q }.
Tout comme D, le rayon de couverture est en ge´ne´ral difficile a` e´valuer. Afin de minimi-
ser les distortions introduites lors de l’insertion, nous aurons plutoˆt tendance, lorsque les
contraintes le permettent, a` utiliser des codes pour lesquels le rayon de couverture est mi-
nimum. De tels codes sont appele´s codes parfaits. C. Fontaine et F. Galand [74] pre´conisent
pre´fe´rentiellement des codes MDS lorsque certains symboles doivent impe´rativement de-
meurer inchange´s au cours du processus d’insertion et qu’il est impossible de les de´terminer
a` l’avance. Les codes MDS sont des codes pour lesquels la distance minimale est maximale.
Pour re´pondre a` nos contraintes, nous prenons
∆(v,m) = D(m− S(v)) avec dH(v,D(m− S(v))) ≤ ρ, (5.7)
ou` dH est la distance de Hamming. Le proble`me du codage de syndrome est alors e´quivalent
au proble`me de de´codage du syndrome de poids borne´, qui est en ge´ne´ral un proble`me
difficile.
L’algorithme F5 utilise des codes parfaits, les codes de Hamming. Ces codes sont
parame´tre´s par s, leur longueur vaut n = 2s − 1 et leur dimension k = n − s. De plus,
l’algorithme de de´codage est connu ainsi que son rayon de couverture qui vaut 1. Le taux
ste´ganographique est infe´rieur a` s/(2s − 1) et pour dissimuler un message de s bits, au
plus un seul bit parmi n est modifie´. En fonction de la taille du message et du support,
F5 choisit le parame`tre s adapte´. Le code est de´fini par sa fonction syndrome,
S : Fn2 −→ Fs2
y −→ S(y) =
n⊕
i=1
yi.i, (5.8)
ou` i est sous sa forme binaire, code´ sur s bits. Soit a` inse´rer le message m de s bits dans
le vecteur support v de n bits, nous e´valuons alors
m− S(v) = m⊕ S(v), (5.9)
et j = D(m−S(v)) est de´fini comme e´tant l’entier correspondant a`m−S(v). Si j = 0 alors
m = f(v) et aucune modification n’est ne´cessaire, dans le cas contraire le bit vj doit eˆtre
inverse´. Pour ce faire, la valeur absolue du coefficient DCT de LSB vj est de´cre´mente´e. Si un
effondrement apparaˆıt, vj est remplace´ par vj+1, vj+1 par vj+2, etc ... et le LSB du prochain
coefficient DCT non nul est inse´re´ en vn. Les algorithmes d’insertion et d’extraction sont
re´sume´s dans les figures 5.29 page suivante et 5.30 page 169.
La figure 5.32 page 170 repre´sente l’e´volution de l’histogramme de la figure 5.31
page 169 tandis que la figure 5.33 page 170 illustre la diffe´rence des histogrammes avant et
apre`s l’insertion par F5. D’apre`s la figure 5.34 page 171, les pixels modifie´s se re´partissent
sur l’ensemble de l’image et pre´fe´rentiellement autour des zones non homoge`nes, sur les
contours.
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Algorithme d’insertion de F5
Entre´es : un message secret M = m1m2 . . . de l bits,
I une image non compresse´e,
Ks la cle´ ste´ganographique.
Sortie : une image ste´ganographie´e.
1 Compresser I au format JPEG, jusqu’a` la quantification
2 Initialiser le GPA a` l’aide de Ks
3 Me´langer ale´atoirement les coefficients DCT a` l’aide du GPA
4 De´terminer le parame`tre s a` partir de l et I
5 Pour chaque bloc de message mi de longueur s
6 Remplir un buffer v avec les n LSB des coefficients DCT non nuls suivants
7 Calculer j = mi ⊕ S(v) selon (5.9)
8 Si j 6= 0 alors de´cre´menter la valeur absolue du coefficient DCT de LSB vj
9 Fin Si
10 Si un effondrement apparaˆıt alors
11 vk ← vk+1 pour k = j . . . (n− 1)
12 vn ← LSB du prochain DCT non nul
13 Retour a` l’e´tape 7
14 Fin Si
15 Fin Pour
16 Finir la compression JPEG en I
′
17 Renvoyer I
′
Fig. 5.29 – Algorithme d’insertion de F5
5.3.3 JPHide and JPSeek
JPHide and JPSeek est un algorithme de ste´ganographie imple´mente´ par A. Latham
[124] en 1999 selon deux versions, 0.3 et 0.5. La version 0.5 inte`gre en plus un algorithme
de compression du message a` dissimuler. Malheureusement, les spe´cifications de cet algo-
rithme n’ont jamais e´te´ publie´es. Nous en donnons ici une description, bien moins de´taille´e
que celles d’Outguess et de F5, a` partir de notre compre´hension des codes sources et de
[157].
Le message a` dissimuler est tout d’abord chiffre´ avec l’algorithme Blowfish [166]. La
cle´ cryptographique est un mot de passe tronque´ a` 120 caracte`res. Dans un premier temps,
les 8 premiers coefficients DCT sont re´duits modulo 256 et concate´ne´s en un bloc de 64
bits. Le me´canisme de de´rivation de cle´ est initialise´ avec le mot de passe et le premier
bloc est chiffre´. Dans un deuxie`me temps, la taille du message a` inse´rer est code´e sur les
24 bits premiers bits du bloc chiffre´ ; les 40 restants consituant un vecteur d’initialisation
(IV). Ce bloc de 64 bits est ensuite concate´ne´ au message chiffre´ avant l’insertion.
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Algorithme d’extraction de F5
Entre´es : I
′
une image JPEG,
Ks la cle´ ste´ganographique,
s le parame`tre du code,
l la longueur du message.
Sortie : le message M = m1m2 . . . .
1 De´compresser I
′
jusqu’a` la quantification
2 Initialiser le GPA a` l’aide de Ks
3 Me´langer ale´atoirement les coefficients DCT a` l’aide du GPA
5 Pour les l blocs de message mi de longueur s
6 Remplir un buffer v
′
avec les n LSB des coefficients DCT non nuls suivants
7 Calculer mi = S(v
′
) selon (5.8)
8 Fin Pour
9 Renvoyer M = m1m2 . . .
Fig. 5.30 – Algorithme d’extraction de F5
Fig. 5.31 – Image soldat.jpg
JPHide dissimule le message dans les bits de poids faible des coefficients DCT mais
il s’autorise aussi a` modifier ponctuellement certains bits du plan 1. D’autre part, les co-
efficients -1, 0 et 1 be´ne´ficient d’un traitement particulier. Enfin, l’ordre de parcours des
coefficients DCT est fixe´ par une table statique et n’est pas randomise´. En revanche, avec
une certaine probabilite´ de´pendant de la longueur du message a` dissimuler et de la taille de
l’image, le coefficient DCT courant est ignore´. Ces coefficients sont choisis a` l’aide du GPA.
La figure 5.36 repre´sente l’e´volution de l’histogramme de la figure 5.35 tandis que la
figure 5.37 page 172 illustre la diffe´rence des histogrammes avant et apre`s l’insertion par
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Histogramme de soldat Histogramme de soldat stéganographié par F5
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Fig. 5.32 – Modifications de l’histogramme de l’image soldat.jpg par F5
Différence des histogrammes
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Fig. 5.33 – Diffe´rence de l’histogramme de l’image soldat.jpg apre`s et avant insertion
JPHide. D’apre`s la figure 5.34 page suivante, les pixels modifie´s se re´partissent sur l’en-
semble de l’image et pre´fe´rentiellement autour des zones non homoge`nes, sur les contours.
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Fig. 5.34 – Images ste´ganographie´es par F5 pour diffe´rents taux
Fig. 5.35 – Image ecrire.jpg
Histogramme de ecrire.jpg Histogramme de ecrire.jpg stéganographié par JPHide
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Fig. 5.36 – Modifications de l’histogramme de l’image ecrire.jpg par JPHide
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Fig. 5.37 – Diffe´rence de l’histogramme de l’image ecrire.jpg apre`s et avant insertion
5 % 10 % 15 % 20 %
Fig. 5.38 – Images ste´ganographie´es par JPHide pour diffe´rents taux
Chapitre 6
Introduction a` la ste´ganalyse
« Connais l’adversaire et surtout connais toi
toi-meˆme et tu seras invincible. »
Sun Tzu
Sommaire
6.1 Un proble`me de discrimination . . . . . . . . . . . . . . . . . . . 175
6.2 Mode`les d’attaquants . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.2.1 Mode`le d’indistingabilite´ . . . . . . . . . . . . . . . . . . . . . . . 178
6.2.2 Attaquant spe´cifique . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.2.3 Attaquant universel . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.2.4 E´valuation de la se´curite´ contre une attaque . . . . . . . . . . . . 187
6.3 Distingueur de Fisher . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.3.1 L’analyse discriminante . . . . . . . . . . . . . . . . . . . . . . . 189
6.3.2 Discrimination particulie`re restreinte a` deux classes . . . . . . . 192
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
NOUS avons pre´sente´ au chapitre pre´ce´dent une introduction aux techniques deste´ganographie, notamment de´die´es a` l’image fixe, compresse´e ou non. Par ailleurs,
dans l’introduction, nous avons explique´ que la ste´ganographie apporte un service de
se´curite´ supple´mentaire aux donne´es nume´riques. La se´curite´ de transmission (TRAN-
SEC), jusque la` re´serve´e aux communications sur des canaux physiques, trouve ainsi son
expression dans le domaine nume´rique. Tout naturellement, nous e´tudions dans ce chapitre
comment e´valuer la se´curite´ TRANSEC des algorithmes de´crits au chapitre 5. Pour bien
appre´hender ce nouveau service de se´curite´, nous pouvons conside´rer que dissimuler de l’in-
formation dans un support est un processus similaire a` l’e´mission d’un signal nume´rique
dans un canal physique. Cette analogie fait correspondre le message cache´ au signal e´mis
dans le canal, le support nume´rique au canal lui-meˆme, l’algorithme d’insertion a` la partie
codage de canal (codage et modulation du signal) et enfin l’algorithme d’extraction a` la
partie re´ception et de´codage de canal (de´modulation et de´codage du signal). Par ailleurs,
la borne de Shannon nous indique que la capacite´ d’un canal est limite´e et que cette limite
de´pend du mode`le de canal conside´re´ et de la fac¸on de coder l’information transmise. De
la meˆme manie`re, la capacite´ d’un support nume´rique est borne´e et cette limite de´pend
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support et de l’algorithme d’insertion. Cette analogie forte entre la ste´ganographie et le
monde des communications laisse supposer une adaptation aise´e des concepts de la the´orie
de l’information pour mode´liser les me´canismes ste´ganographiques. C. Cachin [38, 39, 40]
relaye´ par R. Chandramouli [45, 46, 47] ont aborde´ la se´curite´ et la capacite´ des algo-
rithmes de ste´ganographie1 sous cet angle. C. Cachin est le premier a` de´finir la notion de
se´curite´ d’un algorithme de ste´ganographie. Soit C, l’ensemble des supports de couverture
de distribution PC , S, l’ensemble des ste´go me´dia de distribution PS , alors la se´curite´ d’un
syste`me ste´ganographique est donne´e par l’entropie relative D(PC ||PS) entre PC et PS .
Un syste`me ste´ganographique est alors qualifie´ de ε-suˆr contre un attaquant passif si et
seulement si
D(PC ||PS) =
∑
c∈C
PC(c) log
PC(c)
PS(c)
≤ ε.
De plus si ε = 0 alors le syste`me est qualifie´ de parfaitement suˆr. Cette pseudo-distance
est aussi appele´e distance de Kullbak-Liebler. En d’autres termes, la se´curite´ d’un sche´ma
de ste´ganographie de´pend de l’incapacite´ de l’adversaire a` distinguer deux distributions
de probabilite´, PC et PS . Depuis, de nombreux mode`les de se´curite´ en ste´ganographie ont
e´te´ propose´s. Diffe´rents types de sche´ma ont e´te´ e´tudie´s, a` cle´ secre`te [39, 58, 101, 115]
ou a` cle´ publique [198, 40, 130] et diffe´rents types d’attaquant ont e´te´ envisage´s, passif
[39, 101, 130, 198] ou actif [40, 100]. La the`se de N. Hopper [99] est la premie`re qui traite
de la se´curite´ des sche´mas de ste´ganographie. Les diffe´rents mode`les et leur diffe´rentes
notations y sont rigoureusement de´finis en analogie avec la se´curite´ des sche´mas de cryp-
tographie.
Dans le cadre de l’analyse des canaux dans un contexte non coope´ratif, notre attaquant
passif se transpose dans le monde de la ste´ganographie en un attaquant passif dont l’objec-
tif est d’avoir acce`s a` l’information e´change´e sur le canal. Pour ce faire, notre ste´ganalyste
intercepte un flux d’images qui transitent sur un re´seau de communication. Il doit tout
d’abord de´tecter la pre´sence, ou non, d’information dissimule´e dans les images. Dans un
deuxie`me temps, celui-ci doit extraire (ou de´coder) l’information inse´re´e dans le support.
Enfin, il doit cryptanalyser le message chiffre´ extrait. Dans le cadre de notre e´tude, nous
nous inte´ressons exclusivement a` la partie de´tection et e´valuons la se´curite´ des algorithmes
de ste´ganographie sous l’angle de la se´curite´ base´e sur l’indistingabilite´.
L’objectif de ce chapitre est tout d’abord de de´finir clairement et proprement le mode`le
d’attaquant que nous utilisons dans le cadre des ste´ganalyses pre´sente´es aux chapitres 7
et 8. Nous nous sommes fixe´s deux contraintes. Tout d’abord, le mode`le de´fini doit eˆtre le
plus fide`le possible a` l’attaquant re´el, c’est-a`-dire celui invoque´ implicitement dans tous les
papiers de ste´ganalyse effective. Deuxie`mement, ce mode`le doit s’inte´grer dans les mode`les
classiques de se´curite´. Tandis que l’approche traditionnelle consiste a` se placer du coˆte´ du
concepteur et a` e´valuer la se´curite´ du sche´ma spe´cifie´ dans un mode`le donne´, nous nous
plac¸ons du coˆte´ de l’attaquant re´el et de´finissons ensuite le mode`le de se´curite´ qui le ca-
racte´rise le mieux. Cette de´marche inverse s’explique par le fait que l’attaquant re´el est
extreˆmement contraint et donc le mode`le de se´curite´ associe´ est tre`s faible. Cela implique
que les ste´ganalyses effectives, notamment celles des chapitres 7 et 8 mettent en e´vidence
des bornes sur l’inse´curite´ pour le mode`le conside´re´ mais aussi pour tous les mode`les plus
1Par abus de langage nous parlons indiffe´remment de sche´ma ou syste`me de ste´ganographie et d’algo-
rithme de ste´ganographie.
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forts. Enfin, en reliant notre mode`le d’attaquant aux mode`les classiques, nous montrons
que les algorithmes que nous avons ste´ganalyse´s ne sont suˆrs dans aucun des mode`les
classiques. Les re´cents travaux d’A.D. Ker [119] s’incrivent dans une de´marche similaire.
Celui-ci propose en effet une me´thodologie commune pour comparer les ste´ganalyses ef-
fectives entre elles et vise ainsi a` re´duire l’e´cart entre les mode`les pratiques et the´oriques.
En s’appuyant sur les mode`les propose´s par C. Cachin [39], S. Katzenbeisser et F. Petit-
colas [115] et N. Hopper [99], nous formalisons les concepts d’attaque par discrimination, de
distingueur et de ste´ganalyse par discrimination ; puis nous e´nonc¸ons ce dernier comme un
proble`me de discrimination statistique. Dans un deuxie`me temps, nous de´crivons le mode`le
d’indistingabilite´ en cryptographie duquel nous nous inspirons pour de´finir le jeu de l’ad-
versaire en ste´ganographie. Nous de´gradons ensuite ce mode`le pour eˆtre le plus proche
de l’attaquant re´el et de´finissons ainsi, au paragraphe 6.2, deux mode`les d’attaquant re´el,
l’attaquant spe´cifique et l’attaquant universel. Chacun de ces attaquants peut eˆtre vu
comme un attaquant tre`s faible dans les mode`les classiques. L’efficacite´ des ste´ganalyses
effectives est finalement relie´e a` l’inse´curite´ des algorithmes de ste´ganographie analyse´s
dans les mode`les propose´s, mais aussi dans les mode`les classiques. Enfin, nous de´taillons
au paragraphe 6.3, l’analyse discriminante de Fisher a` la base de la conception des dis-
tingueurs mis en œuvre dans nos ste´ganalyses. Les re´sultats de ce chapitre feront l’objet
d’une pre´sentation lors de la confe´rence internationale Information Hiding 08 [11].
6.1 Un proble`me de discrimination
Nous prenons maintenant la place du ste´ganalyste et interceptons en aveugle des me´dia
nume´riques e´change´s entre Alice et Bob. Nous savons par ailleurs que ceux-ci utilisent des
algorithmes de ste´ganographie pour se´curiser leurs communications. Avant de pre´ciser
notre attaquant, il nous faut de´finir formellement ce qu’est un sche´ma de ste´ganographie
a` cle´ secre`te.
De´finition 6.1 [115] Un syste`me de ste´ganographie a` cle´ secre`te Σ est la donne´e d’un
ensemble C de supports de couverture et de trois algorithmes polynomiaux, dont
• un algorithme probabiliste K de ge´ne´ration des cle´s. Il prend en entre´e un parame`tre
de se´curite´ 1k et renvoie une cle´ secre`te Ks.
• un algorithme probabiliste Emb d’insertion. Il prend en entre´e la cle´ Ks, un message
clair m ∈ M ⊂ {0, 1}∗, un support de couverture I ∈ C et renvoie un ste´go me´dium
I
′
de S, l’ensemble des ste´go me´dia.
• un algorithme de´terministe Ext d’extraction. Il prend en entre´e la cle´ prive´e Ks,
un me´dium I
′
et renvoie le message clair m si I
′
appartient a` S ou ⊥, un message
d’erreur sinon.
Remarque 6.1 :
Tout comme en cryptographie, cette de´finition s’adapte aise´ment a` un sche´ma de ste´gano-
graphie a` cle´ publique. Dans le cadre de notre e´tude, nous nous inte´ressons exclusivement
a` des sche´mas de ste´ganographie a` cle´ secre`te. Ne´anmoins, tout ce qui suit reste vrai
ou se transpose sans difficulte´ pour des sche´mas a` cle´s publiques. Dans un contexte plus
ge´ne´ral, cette transposition n’est en ge´ne´rale pas aussi directe et s’effectue souvent au prix
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de quelques adaptations et beaucoup de pre´cautions. Cette de´finition formelle s’accorde
notamment parfaitement avec la de´finition pratique d’un syste`me de ste´ganographie que
nous avons e´nonce´e dans notre introduction.
Dans ce contexte, nous jouons le roˆle d’un attaquant passif qui ne modifie pas les
informations e´change´es entre Alice et Bob. Notre objectif est, dans un premier temps, de
diffe´rencier, parmi les me´dia e´change´s, les supports de couverture des ste´go me´dia. Plus
simplement, e´tant donne´ un me´dium I, nous devons re´pondre a` la question « I est-il
un ste´go me´dium? ». Ce proble`me est e´quivalent a` distinguer un support de couverture
c ∈ C, connaissant PC d’un ste´go me´dium s ∈ S connaissant PS . La se´curite´ d’un sche´ma de
ste´ganographie peut eˆtre de´finie a` l’aide de n’importe quelle distance de´finie sur l’ensemble
des distributions de probabilite´ de´finies sur un meˆme support, comme par exemple la
distance de Kullbak-Liebler propose´e par C. Cachin. Pour notre mode`le, nous utilisons la
distance statistique D(., .) introduite par N. Hopper [99], de´finie par
D(PC , PS) =
1
2
∑
c∈C∪S
|PC(c)− PS(c)|.
Nous qualifions alors un sche´ma de ste´ganographie d’ε-suˆr si et seulement si
D(PC , PS) ≤ ε,
et de parfaitement suˆr si et seulement si ε = 0. Malheureusement, en pratique, nous ne
pouvons pas e´valuer PC , PS et donc mesurer la se´curite´ du syste`me ste´ganographique
e´tudie´. Ne´anmoins, nous pouvons confronter la robustesse de notre syste`me aux attaques
connues. Dans un premier temps, nous introduisons la notion d’attaque par discrimination.
De´finition 6.2 Soit Σ un sche´ma de ste´ganographie. Nous appelons attaque par discri-
mination contre Σ, la donne´e d’une fonction
V : I = C ∪ S −→ V1 × · · · × Vn
I −→ V (I) = (V1(I), . . . , Vn(I)),
ou` Vi est une variable ale´atoire de´finie sur I a` valeurs dans Vi et calculable en temps
polynomial.
Selon la de´finition 6.2, une attaque par discrimination contre un syste`me de ste´ganographie
est e´quivalente a` la donne´e de n mesures, coordonne´es d’un vecteur statistique. Une at-
taque est efficace si elle permet de distinguer C de S ou de fac¸on e´quivalente V (C) de
V (S). L’objectif d’un attaquant passif est de mettre en e´vidence une attaque V par discri-
mination efficace contre Σ afin de re´pondre a` la question « I est-il un ste´go me´dium? ».
Clairement une attaque est efficace si et seulement si elle ve´rifie au moins l’un des deux
crite`res suivants. Il existe i ∈ [1, n] tel que PVi(C) 6= PVi(S) ou il existe i ∈ [1, n] tel que
PVi|{Vk, k 6=i}(C) 6= PVi|{Vk, k 6=i}(S). Le premier cirte`re implique que I −→ Vi(I) est aussi une
attaque par discrimination efficace, ce qui n’est pas le cas pour le second. Si Vi(I) n’est pas
une attaque efficace, cela signifie que nous devons aussi observer les autres coordonne´es
de V pour obtenir de l’information sur I a` partir de Vi. Une attaque efficace permet
alors d’obtenir des distributions que l’on peut distinguer, encore faut-il construire un dis-
tingueur qui exploite une diffe´rence de distributions marginales, PVi , ou conditionnelles,
PVi|{Vk, k 6=i}, e´value´es sur les ensembles C et S. En adaptant la de´finition de C. Cachin [39],
nous proposons la suivante.
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De´finition 6.3 Soit Σ un sche´ma de ste´ganographie et V une attaque par discrimination
contre Σ. Nous appelons distingueur compatible avec V , la donne´e d’une fonction de´finie
par
DV : V1 × · · · × Vn −→ {0, 1},
calculable en temps polynomial. Par convention 0 est associe´ a` non ste´go et 1 a` ste´go.
Celle-ci nous permet alors d’e´nnoncer la de´finition de la ste´ganalyse par discrimination,
qui semble eˆtre implicitement la plus usite´e dans la communaute´.
De´finition 6.4 Soit Σ un sche´ma de ste´ganographie. Nous appelons ste´ganalyse par dis-
crimination contre Σ tout couple (V,DV ), ou` V est une attaque contre Σ et DV un dis-
tingueur compatible avec V .
La de´finition formelle de ste´ganalyse par discrimination que nous proposons refle`te par-
faitement le comportement de l’adversaire re´el. En effet, un attaquant effectif proce`de en
deux e´tapes distinctes. Il doit tout d’abord mettre en e´vidence un ensemble de mesures
dont au moins l’une des distributions marginales ou conditionnelles diffe`re sur les me´dia
de couverture et sur les ste´go me´dia, comme par exemple les coefficients RS [77]. Dans un
second temps, il doit mettre au point un distingueur qui va de´cider si un me´dium est ste´go
ou non en fonction des mesures effectue´es. Il existe diffe´rents proce´de´s pour construire
des distingueurs, notamment les machines a` support de vecteurs, une analyse en com-
posante principale ou bien une analyse discriminante de Fisher. Le choix des mesures
rele`ve de l’expe´rience du ste´ganalyste tandis que la conception d’un distingueur rele`ve de
techniques statistiques de´die´es aux tests d’hypothe`ses. De meˆme, il convient de de´finir la
se´curite´ d’un sche´ma contre une ste´ganalyse par discrimination.
De´finition 6.5 Soient Σ un sche´ma de ste´ganographie et (V,DV ) une ste´ganalyse par
discrimination contre Σ. On dit que Σ est ε-suˆr contre (V,DV ) si et seulement si
D(P(DV ◦V )(C), P(DV ◦V )(S)) ≤ ε.
De plus si ε = 0 alors le syste`me est qualifie´ de parfaitement suˆr contre (V,DV ).
La proposition suivante relie la se´curite´ contre une ste´ganalyse par discrimination donne´e
et la se´curite´ inconditionnelle classique.
Proposition 6.1 Soit Σ un sche´ma de ste´ganographie. Alors
Σ est ε-suˆr =⇒ Σ est ε-suˆr contre (V,DV ), ∀ (V,DV ) ste´ganalyse par discrimination.
Preuve :
D’apre`s [99, p. 12], pour toute f fonction de´finie sur I alors
D
(
Pf(C), Pf(S)
) ≤ D(PC , PS). 
La se´curite´ inconditionnelle d’un algorithme de ste´ganographie est une donc une borne
de se´curite´ sur l’ensemble des ste´ganalyses par discrimination. De plus, si un sche´ma
de ste´ganographie Σ est parfaitement suˆr alors cela signifie que Σ est parfaitement suˆr
contre toute ste´ganalyse par discrimination. Dans ce cas, cela implique qu’il n’existe pas
de ste´ganalyse par discrimination efficace contre Σ.
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6.2 Mode`les d’attaquants
Dans ce paragraphe, nous pre´sentons tout d’abord, le mode`le de se´curite´ d’indistinga-
bilite´ issu du monde de la se´curite´ des primitives cryptographiques. Ce mode`le s’adapte
aise´ment a` l’e´valuation des sche´mas de ste´ganographie et mode´lise de fac¸on re´aliste l’atta-
quant passif re´el. Nous de´clinons ensuite ce mode`le en deux mode`les d’attaquant ste´ganogra-
phique, l’attaquant spe´cifique et l’attaquant universel selon que l’algorithme attaque´ est
connu ou non. Du point de vue du concepteur, un sche´ma de ste´ganographie est e´value´ sous
l’angle de sa se´curite´. Pour montrer qu’un sche´ma est ε-suˆr dans un mode`le d’attaquant
donne´, celui-ci doit montrer que ∀ (V,DV ), ste´ganalyse par discrimination, le sche´ma est
ε-suˆr contre (V,DV ). En revanche, en nous plac¸ant du coˆte´ de l’attaquant, nous cherchons
a` quantifier pre´fe´rentiellement l’inse´curite´ du sche´ma e´tudie´. Dans ce cadre, il faut mettre
en e´vidence une borne minimum sur l’inse´curite´, c’est-a`-dire, trouver une attaque efficace
contre le sche´ma et un distingueur adapte´. Nous expliquons au paragraphe 6.2.4, comment
a` partir d’une attaque V et d’un distingueur DV adapte´, calculer une borne minimum sur
l’inse´curite´ du sche´ma. Bien e´videmment, plus cette borne est grande, plus l’inse´curite´
l’est aussi et plus la se´curite´ du sche´ma est faible.
6.2.1 Mode`le d’indistingabilite´
Le mode`le pre´sente´ vise a` prouver la se´curite´ d’un sche´ma de cryptographie sous l’angle
de l’indistingabilite´. Pour ce faire, il met en jeu des attaquants adaptatifs ou non. Pour
un algorithme de chiffrement, l’objectif de cet attaquant est de pouvoir distinguer des
messages chiffre´s connaissant les messages clairs. Au paragraphe pre´ce´dent, nous avons
montre´ que la ste´ganalyse par discrimination se re´duit a` un proble`me de discrimination
statistique, le mode`le d’indistingabilite´ est parmi les mode`les de se´curite´ cryptographique,
celui qui est le plus a` meˆme de fournir les briques ne´cessaires a` la mode´lisation de notre
attaquant re´el. Tout d’abord, de´finissons formellement notre syste`me cryptographique a`
cle´ secre`te.
De´finition 6.6 [95] Un syste`me cryptographique a` cle´ secre`te Γ est la donne´e de trois
algorithmes polynomiaux, dont
• un algorithme probabiliste K de ge´ne´ration des cle´s. Il prend en entre´e un parame`tre
de se´curite´ 1k et renvoie Ks une la cle´ secre`te.
• un algorithme probabiliste E de chiffrement. Il prend en entre´e la cle´ Ks, un message
clair m ∈M ⊂ {0, 1}∗ et renvoie un message chiffre´ m′ ∈ {0, 1}∗.
• un algorithme de´terministe D de de´chiffrement. Il prend en entre´e la cle´ Ks, un
e´le´ment m
′
de {0, 1}∗ et renvoie le message clair m si m′ est un chiffre´ valide ou ⊥,
un message d’erreur sinon.
Dans le mode`le d’indistingabilite´, l’attaquant A est repre´sente´ par un couple (A1, A2)
d’algorithmes probabilistes et polynomiaux. Chaque algorithme Ai peut faire appel a` un
oracle Oi qui lui est propre. Pour e´valuer la se´curite´ en indistingabilite´, nous simulons
une expe´rience entre un challenger et l’attaquant. Au de´but de l’expe´rience, le challenger
ge´ne`re a` l’aide de K une cle´ secre`te Ks. Lors d’une premie`re phase, appele´e phase d’ap-
prentissage, il effectue autant de requeˆtes qu’il le souhaite a` l’oracle O1. A` la fin de cette
e´tape, il sauvegarde son e´tat dans une variable s et ge´ne`re deux messages m0, m1 de meˆme
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longueur mais distincts. Dans la deuxie`me phase, le challenger choisit ale´atoirement un bit
b et donne a` l’attaquant le message mb chiffre´ par la cle´ secre`te Ks. Durant cette e´tape,
l’attaquant peut effectuer autant de requeˆtes a` l’oracle O2 qu’il le souhaite hormis une
requeˆte de de´chiffrement avec le challenge c. Enfin, a` partir de l’e´tat interne, des messages
mi, du message chiffre´, celui-ci doit essayer de deviner lequel des messages mi a e´te´ chiffre´.
Il fait alors un pari sur b et renvoie b
′
.
Les oracles utilise´s lors de l’expe´rience sont des oracles de chiffrement et/ou de´chiffre-
ment. Les oracles de chiffrement, parame´tre´s par Ks, prennent en entre´e un message clair
et renvoient soit le texte chiffre´ soit rien suivant la puissance de l’attaquant. Les oracles
de de´chiffrement, parame´tre´s par Ks, prennent en entre´e un message chiffre´ et renvoient
soit le texte en clair ou un message d’erreur, soit rien suivant la puissance de l’attaquant.
Nous distinguons trois types d’attaquant de puissance croissante :
– L’attaquant CPA (Choosen Plaintext Attack). O1 est un oracle de chiffrement et O2
ne renvoie rien. L’attaquant peut faire chiffrer a` l’oracle des messages qu’il choisit.
– L’attaquant CCA1 (Choosen Chipher Attack). O1 est un oracle de chiffrement et de
de´chiffrement et O2 est un oracle de chiffrement. L’attaquant peut faire de´chiffrer a`
l’oracle des messages chiffre´s qu’il choisit.
– L’attaquant CCA2 (Choosen Chipher Adaptative Attack). Les oracles O1 et O2 sont
tous les deux des oracles de chiffrement et de de´chiffrement. L’attaquant peut faire
a` l’oracle de´chiffrer des messages chiffre´s qu’il choisit. De plus, il peut orienter ses
requeˆtes de de´chiffrement en fonction du challenge.
Ces de´finitions, ainsi que celles qui suivent, ont d’abord e´te´ introduites pour des
sche´mas a` cle´s publiques par S. Goldwasser et S. Micali [95], puis adapte´es par M. Bellare
et al. [25] pour des sche´mas a` cle´ secre`te. Bien e´videmment, plus un attaquant posse`de
de moyens (d’oracles lui donnant de l’information), plus celui-ci est puissant et moins son
attaque affectera la se´curite´ du sche´ma attaque´. Soit ATK ∈ {CPA,CCA1, CCA2}, alors
l’expe´rience en indistingabilite´, de´crite pre´ce´demment, avec un attaquant A de type ATK
contre Γ et un parame`tre de se´curite´ 1k, est note´e ExpIND-ATK
Γ
(A,k) et est re´sume´e par
la figure 6.1.
Remarque 6.2 :
Il est important de noter que Γ est public selon les principes de Kerckhoffs [120], ce qui
implique que l’attaquant a aussi acce`s a` Γ et peut donc lui-meˆme ge´ne´rer des cle´s, des
messages et des messages chiffre´s. Ne´anmoins, il n’a pas acce`s a` la cle´ secre`te ge´ne´re´e
par le challenger. D’autre part, puisque c’est l’attaquant qui ge´ne`re le couple (m0,m1),
il est ne´cessaire que le chiffrement soit randomise´, sinon il lui suffit de demander a` O1
(E(Ks,m0), E(Ks,m1)) avant de donner (m0,m1) et de comparer avec le challenge c dans
la phase 2.
De´finition 6.7 L’efficacite´ d’un attaquant A de type IND-ATK contre Γ est de´fini par
son avantage AdvIND-ATKΓ (A, k), tel que
AdvIND-ATKΓ (A, k) = 2|Pr
(
ExpIND-ATKΓ (A, k) = 1
)− 1
2
|.
L’avantage quantifie la puissance de l’attaque, i.e. la proportion de fois ou` l’attaquant
re´pond bien relativement a` un tirage a` pile ou face. Du point de vue de l’attaquant, on
180 Introduction a` la ste´ganalyse
ExpIND-ATK
Γ
(A,k)
Attaquant Challenger
Phase 1
Ks ← K(1k)
AO11 (Γ)→ (m0,m1, s)
Phase 2
b←u {0, 1}
c← E(Ks,mb)
AO22 (Γ,m0,m1, s, c)→ b
′
Si b
′
= b alors renvoyer 1.
Sinon renvoyer 0.
Fig. 6.1 – Expe´rience en indistingabilite´ avec un attaquant A de type ATK contre Γ
de´finit classiquement l’inse´curite´ d’un sche´ma.
De´finition 6.8 Nous appelons inse´curite´ d’un sche´ma cryptographique Γ, la quantite´
InSecIND-ATKΓ (k) = max
A∈A
{AdvIND-ATKΓ (A, k)},
ou` A est l’ensemble des attaquants polynomiaux.
Le mode`le ainsi pre´sente´ se transpose aise´ment dans le monde ste´ganographique. Dans
ce nouveau contexte, nous voulons distinguer les supports de couverture des ste´go me´dia.
Dans ce cadre plus contraint, l’attaquant fournit non plus deux messages mais un message
au challenger. En effet, il ne peut pas fournir au challenger le support de couverture dans
lequel va eˆtre inse´re´ ou non le message car une simple comparaison avec le challenge lui
indique si le support a e´te´ modifie´ ou non.
Nous de´crivons maintenant le mode`le de se´curite´ adapte´ au monde ste´ganographique.
L’attaquant A est repre´sente´ par un couple (A1, A2) d’algorithmes probabilistes et poly-
nomiaux. Chaque algorithme Ai peut faire appel a` un oracle Oi qui lui est propre. Au
de´but de l’expe´rience, le challenger ge´ne`re a` l’aide de K une cle´ secre`te Ks. Lors d’une
premie`re phase, appele´e phase d’apprentissage, il effectue autant de requeˆtes qu’il le sou-
haite a` l’oracle O1. A` la fin de cette e´tape, il sauvegarde son e´tat interne dans une variable
s et ge´ne`re un message m. Dans la deuxie`me phase, le challenger choisit ale´atoirement un
bit b, tire ale´atoirement un support de couverture C ∈ C. Il donne ensuite a` l’attaquant
C, ste´ganographie´ avec m et la cle´ secre`te Ks si b = 1, ou C sinon. Durant cette e´tape,
l’attaquant peut effectuer autant de requeˆtes a` l’oracle O2 qu’il le souhaite. Enfin, a` par-
tir de l’e´tat interne s, du message m, du challenge, celui-ci doit essayer de deviner si le
challenge appartient a` C ou S. Il fait alors un pari sur b et renvoie b′ .
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L’oracle O1 est un oracle d’insertion et/ou d’extraction. O2 est exclusivement un oracle
d’insertion. Les oracles d’insertion, parame´tre´s par Ks, prennent en entre´e un message et
un support de couverture et renvoient un ste´go me´dium ou rien suivant la puissance de
l’attaquant. Les oracles d’extraction, parame´tre´s par Ks, prennent en entre´e un ste´go
me´dium et renvoient le message cache´ ou un message d’erreur, ou rien suivant la puissance
de l’attaquant. Nous distinguons trois types d’attaquant de puissance croissante :
– L’attaquant PA (Passive Attack). Les oracles O1 et O2 ne lui renvoient rien. L’atta-
quant est passif.
– L’attaquant CMA (Choosen Message Attack). O1 est un oracle d’insertion et O2
ne renvoie rien. L’attaquant peut faire ste´ganographier a` l’oracle des messages qu’il
choisit
– L’attaquant CHA (Choosen Hidden text Attack). O1 est un oracle d’insertion et
d’extraction et O2 est un oracle exclusivement d’insertion. L’attaquant peut faire
extraire a` l’oracle des messages de ste´go me´dia qu’il choisit.
Soit ATK ∈ {PA,CMA,CHA}, alors l’expe´rience en indistingabilite´, de´crite pre´ce´-
demment, avec un attaquant de type ATK contre Σ et un parame`tre de se´curite´ 1k, est
note´e ExpIND-ATK
Σ
(A,k) et est re´sume´e par la figure 6.2.
ExpIND-ATK
Σ
(A,k)
Attaquant Challenger
Phase 1
Ks ← K(1k)
AO11 (Σ)→ (m, s)
Phase 2
b←u {0, 1}
C ←u C
Si b = 1 alors
c← Emb(Ks,m,C)
Sinon c← C
AO22 (Σ,m, s, c)→ b
′
Si b
′
= b alors renvoyer 1.
Sinon renvoyer 0.
Fig. 6.2 – Expe´rience en indistingabilite´ avec un attaquant A de type ATK contre Σ
De´finition 6.9 [99] L’efficacite´ d’un attaquant A de type IND-ATK contre Σ est de´fini
par son avantage AdvIND-ATKΣ (A, k) tel que
AdvIND-ATKΣ (A, k) = 2|Pr
(
ExpIND-ATKΣ (A, k) = 1
)− 1
2
|.
De la meˆme fac¸on, nous pouvons de´finir l’inse´curite´ d’un sche´ma de ste´ganographie.
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De´finition 6.10 [99] Nous appelons inse´curite´ d’un sche´ma ste´ganographique Σ, la quan-
tite´
InSecIND-ATKΣ (k) = max
A∈A
{AdvIND-ATKΣ (A, k)},
ou` A est l’ensemble des attaquants polynomiaux.
L’adaptation au monde de la ste´ganographie s’est faite en affaiblissant un peu les
mode`les classiques en cryptographie. En effet, l’attaquant IND-CCA2 ne posse`de pas
d’e´quivalent ste´ganographique du fait d’une certaine malle´abilite´ intrinse`que aux sche´mas
de ste´ganographie. On peut montrer assez facilement qu’un adversaire ayant acce`s a` un
oracle d’extraction a un avantage proche de 1. Lorsqu’il rec¸oit son challenge c, l’adversaire
change ale´atoirement un bit bi de c et obtient c
′
qu’il soumet a` l’oracle. Il recommence
l’ope´ration q fois. Soit c n’est pas un ste´go me´dium, l’oracle renvoit alors toujours un mes-
sage d’erreur, soit c est un ste´go me´dium. Dans ce cas, soit bi n’a pas e´te´ utilise´ par Emb
et l’oracle lui retourne m, soit bi a e´te´ modifie´ lors de l’insertion. Deux cas sont alors a`
e´tudier : bi est un bit critique pour l’extraction et l’oracle renvoie un message d’erreur, ou`
bi n’est pas critique et l’oracle renvoie un message e´ventuellement diffe´rent de m. Dans la
majorite´ des sche´mas de ste´ganographie, la proportion p des bits critiques est tre`s faible.
Finalement, l’attaquant A renvoie b
′
= 0 si O2 lui retourne q messages d’erreur et b′ = 1
sinon. Dans ce contexte, il e´choue uniquement lorsque le challenge est un ste´go me´dium
et que O2 lui renvoie q messages d’erreur, i.e. lorsque ’il a inverse´ q fois un bit critique.
La probabilite´ d’un tel e´ve`nement est donc
Pr(A e´choue ) = pq,
et son avantage est donc
AdvIND-CHAΓ (q) = 1− pq.
Ce mode`le n’est donc pas re´aliste. En revanche, l’introduction d’un adversaire passif cor-
respond bien a` l’adversaire re´el qui ne maˆıtrise ni la cle´, ni le me´dium. Pour mode´liser un
attaquant re´el, nous utilisons l’attaquant IND-PA sous certaines hypothe`ses et gardons a`
l’esprit la hie´rarchie des mode`les de se´curite´.
Proposition 6.2
IND-CHA =⇒ IND-CMA =⇒ IND-PA.
Preuve :
Trivial, par construction. 
Remarque 6.3 :
La notation « IND-CHA =⇒ IND-CMA » signifie Σ est suˆr contre un attaquant IND-CHA
implique Σ est suˆr contre un attaquant IND-CMA et que la re´duction est efficace.
6.2.2 Attaquant spe´cifique
L’attaquant classique utilise´ implicitement dans toutes les ste´ganalyses effectives de
la litte´rature est un attaquant IND-PA contraint, car il ne choisit plus m. En effet, lors
d’une phase d’apprentissage, l’attaquant ge´ne`re lui-meˆme sa cle´ secre`te, ses messages, ses
supports de couverture et essaie d’obtenir de l’information sur les distributions PC et PS .
Il construit enfin un distingueur pour ces deux distributions. Dans la phase de challenge,
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il intercepte les me´dia e´change´s entre Alice et Bob et doit deviner pour chaque me´dium
intercepte´ s’il est ste´go ou non ste´go. Dans ce contexte tre`s pre´cis, l’attaquant n’a acce`s a`
aucun oracle d’insertion ou d’extraction avec la cle´ Ks partage´e par Alice et Bob. Pour un
attaquant re´el, O1 et O2 ne renvoient rien. De plus, lors du challenge, puisqu’il intercepte
en aveugle les me´dia, il ne peut imposer le message cache´ ; celui-ci est donc choisi par la
challenger. Nous de´finissons ainsi un attaquant classique qualifie´ de spe´ficique car il cible
un sche´ma de ste´ganographie particulier, dans le respect des principes de Kerckhoffs [120].
Cet adversaire est un attaquant IND-SSA (Specific Steganalysis Attack). Le jeu qui lui
est associe´ est re´sume´ dans la figure 6.3.
ExpIND-SSA
Σ
(A,k)
Attaquant Challenger
Phase 1
Ks ← K(1k)
A1(Σ)→ (s)
Phase 2
b←u {0, 1}
C ←u C
m←u M
Si b = 1 alors
c← Emb(Ks,m,C)
Sinon c← C
A2(Σ, s, c)→ b′
Si b
′
= b alors renvoyer 1.
Sinon renvoyer 0.
Fig. 6.3 – Expe´rience en indistingabilite´ avec un attaquant A de type IND-SSA contre Σ
Dans ce jeu, l’adversaire n’est pas restreint a` une ste´ganalyse pre´cise, il peut utiliser
n’importe laquelle d’entre elles. En pratique, nous cherchons a` e´valuer l’efficacite´ d’une
ste´ganalyse par discrimination donne´e et a` relier celle-ci a` l’inse´curite´ du sche´ma attaque´.
Pour ce faire, nous introduisons l’attaquant IND-SSA(V,DV ) qui ne peut utiliser que la
ste´ganalyse par discrimination (V,DV ) pour apprendre de l’information lors de la phase
1 et pour re´pondre au challenge. Cette attaquant est note´ (A1(V,DV ), A
2
(V,DV )
). Le jeu lui
correspondant est re´sume´ dans la figure 6.4 page suivante. Par de´finition du jeu, nous en
de´duisons la proposition suivante.
Proposition 6.3 Soient Σ un sche´ma de ste´ganographie et (V,DV ) une ste´ganalyse par
discrimination contre Σ. Alors Σ est ε-suˆr contre un attaquant A de type IND-SSA(V,DV )
si et seulement si
Adv
IND-SSA(V,DV )
Σ (A, k) ≤ ε.
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Exp
IND-SSA(V,DV)
Σ
(A,k)
Attaquant Challenger
Phase 1
Ks ← K(1k)
A1(V,DV )(Σ)→ (s)
Phase 2
b←u {0, 1}
C ←u C
m←u M
Si b = 1 alors
c← Emb(Ks,m,C)
Sinon c← C
A2(V,DV )(Σ, s, c)→ b
′
= DV (V (c))
Si b
′
= b alors renvoyer 1.
Sinon renvoyer 0.
Fig. 6.4 – Expe´rience en indistingabilite´ avec un attaquant A de type IND-SSA(V,DV )
contre Σ
Preuve :
Cela revient a` montrer que l’avantage de l’attaquant dans le jeu pe´ce´dent est exactement
D
(
P(DV ◦V )(C), P(DV ◦V )(S)
)
.
Adv
IND-SSA(V,DV )
Σ (A, k) = 2|Pr
(
Exp
IND-SSA(V,DV )
Σ (A, k) = 1
)
− 1
2
|,
= 2 | Pr(b′ = 1|b = 1)Pr(b = 1) + Pr(b′ = 0|b = 0)Pr(b = 0)− 1
2
|,
= | Pr(b′ = 1|b = 1) + Pr(b′ = 0|b = 0)− 1 |,
= | P(DV ◦V )(S)(1)− P(DV ◦V )(C)(1) | .
De meˆme,
|Pr
(
Exp
IND-SSA(V,DV )
Σ (A, k) = 1
)
− 1
2
| =| P(DV ◦V )(S)(0)− P(DV ◦V )(C)(0) | .
D’ou`
Adv
IND-SSA(V,DV )
Σ (A, k) =
1
2
(| P(DV ◦V )(S)(1)− P(DV ◦V )(C)(1) |
+ | P(DV ◦V )(S)(0)− P(DV ◦V )(C)(0) |
)
. 
De plus, par construction nous avons
Proposition 6.4
IND-CHA =⇒ IND-CMA =⇒ IND-PA =⇒ IND-SSA =⇒ IND-SSA(V,DV ), ∀ (V,DV ).
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6.2.3 Attaquant universel
En ste´ganographie, on conside`re souvent un attaquant encore plus faible et ne respec-
tant pas les principes de Kerckhoffs [120]. Bien e´videmment, cet attaquant n’est jamais
pris en compte lors de la phase de conception car beaucoup trop faible. Ne´anmoins, cet ad-
versaire simule des attaques par discrimination qui ne de´pendent pas de l’algorithme et qui
mettent en e´vidence des faiblesses intrinse`ques a` une classe de sche´mas ste´ganographiques.
L’objectif est de mesurer le caracte`re ge´ne´rique d’une attaque. Pour ce faire, l’attaquant
dispose de tous les sche´mas de ste´ganographie Σi, sauf un, Σj . Durant la phase d’appren-
tissage, il essaie d’obtenir de l’information sur les distributions PC et PSi6=j , en espe´rant
que PSi ne soit pas trop diffe´rente d’au moins un PSj . Le challenge est alors re´alise´ avec Σj .
L’attaque par discrimination que nous pre´sentons au paragraphe 8.2 posse`de ce caracte`re
ge´ne´rique. Cela signifie en d’autres termes, qu’en entraˆınant un distingueur sur des sche´mas
de ste´ganographie connus, nous sommes potentiellement capables de de´tecter des sche´mas
inconnus. Cet attaquant IND-USA (Universal Steganalysis Attack) est qualifie´ d’universel.
Le jeu lui correspondant est re´sume´ dans la figure 6.5. Dans ce jeu, l’adversaire n’est pas
ExpIND-USA
Σj
(A,k)
Attaquant Challenger
Phase 1
Ks ← Kj(1k)
A1(Σi6=j)→ (s)
Phase 2
b←u {0, 1}
C ←u Cj
m←u M
Si b = 1 alors
c← Embj(Ks,m,C)
Sinon c← C
A2(Σi6=j , s, c)→ b′
Si b
′
= b alors renvoyer 1.
Sinon renvoyer 0.
Fig. 6.5 – Expe´rience en indistingabilite´ avec un attaquant A de type IND-USA contre
Σj
restreint a` une ste´ganalyse pre´cise, il peut utiliser n’importe laquelle d’entre elles. En pra-
tique, nous cherchons a` e´valuer l’efficacite´ d’une ste´ganalyse par discrimination donne´e et a`
relier celle-ci a` l’inse´curite´ du sche´ma attaque´. Pour ce faire, nous introduisons l’attaquant
IND-USA(V,DV ) qui ne peut utiliser que la ste´ganalyse par discrimination (V, VD) pour
apprendre de l’information lors de la phase 1 et pour re´pondre au challenge. Cet attaquant
est note´ (A1(V,DV ), A
2
(V,DV )
). Le jeu lui correspondant est re´sume´ dans la figure 6.6 page
suivante. Par de´finition du jeu, nous en de´duisons la proposition suivante.
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Exp
IND-USA(V,DV)
Σj
(A,k)
Attaquant Challenger
Phase 1
Ks ← Kj(1k)
A1(V,DV )(Σi6=j)→ (s)
Phase 2
b←u {0, 1}
C ←u Cj
m←u M
Si b = 1 alors
c← Embj(Ks,m,C)
Sinon c← C
A2(V,DV )(Σi6=j , s, c)→ b
′
= DV (V (c))
Si b
′
= b alors renvoyer 1.
Sinon renvoyer 0.
Fig. 6.6 – Expe´rience en indistingabilite´ avec un attaquant A de type IND-USA(V,DV )
contre Σj
Proposition 6.5 Soient Σ un sche´ma de ste´ganographie et (V,DV ) une ste´ganalyse par
discrimination contre Σ. Alors Σ est ε-suˆr contre un attaquant A de type IND-USA(V,DV )
si et seulement si
Adv
IND-USA(V,DV )
Σ (A, k) ≤ ε.
Preuve :
Le calcul est identique a` la preuve de la proposition 6.3 page 183.
De´finition 6.11 Dans les conditions pre´ce´dentes, si
Adv
IND-USA(V,DV )
Σ (A, k) > 0,
alors (V,DV ) est une ste´ganalyse par discrimination universelle.
De plus, par construction nous avons
Proposition 6.6
IND-PA =⇒ IND-SSA =⇒ IND-USA =⇒ IND-USA(V,DV ), ∀ (V,DV ).
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6.2.4 E´valuation de la se´curite´ contre une attaque
Au paragraphe pre´ce´dent, nous avons mode´lise´ les attaquants re´els, c’est-a`-dire ceux
utilise´s en pratique dans les articles de ste´ganalyse et formalise´ les mode`les de se´curite´
de´finis implicitement. Pour ce faire, nous sommes partis des mode`les classiques de se´curite´
de´finis par C. Cachin [39], S. Katzenbeisser [115] et N. Hopper [99] et nous avons successi-
vement affaibli notre attaquant jusqu’a` obtenir les mode`les les plus proches des attaquants
conside´re´s dans les ste´ganalyses de la litte´rature. Cela nous a permis de positionner nos
mode`les dans la hie´rarchie usuelle et de montrer que toute ste´ganalyse efficace dans nos
mode`les implique que le sche´ma de ste´ganographie n’est pas suˆr dans tous les mode`les
usuels. Dans ce paragraphe, nous relions la se´curite´, par syme´trie l’inse´curite´, d’un sche´ma
de ste´ganographie aux mesures usuelles de performance des ste´ganalyses effectives.
Nous avons montre´ au paragraphe pre´ce´dent qu’un sche´ma de ste´ganalyse par discrimi-
nation Σ est ε-suˆr contre un attaquant A de type IND-ATK(V,DV ), ATK ∈ {SSA,USA}
si et seulement si
Adv
IND-ATK(V,DV )
Σ (A, k) ≤ ε.
D’autre part, par de´finition,
InSecIND-ATKΣ (k) = max
A∈A
{AdvIND-ATKΣ (A, k)},
ou` A est l’ensemble des attaquants polynomiaux. Nous exprimons ensuite l’avantage
AdvIND-ATKΣ (A, k) en fonction des crite`res de performance pour une ste´ganalyse effective.
L’adversaire A rec¸oit le challenge c et doit faire une hypothe`se sur c parmi H1, « c est
un ste´go me´dium » et H2, « c est un support de couverture ». Nous rappelons que C est
l’ensemble des supports de couverture et S l’ensemble des ste´go me´dia. Nous sommes dans
un cas classique de test a` deux hypothe`ses. Le lecteur inte´resse´ par ce pan du domaine
des statistiques peut se re´fe´rer a` [164]. Les de´finitions classiques suivantes en sont issues.
Pour e´valuer la « re´ussite » de l’attaquant, nous diffe´rentions deux configurations :
1. c est un support de couverture,
2. c est un ste´go me´dium.
Dans la configuration 1, nous calculons tout d’abord Pr(A re´pond H1 | c ∈ C) = Pfp,
la probabilite´ de faux positifs, aussi appele´e probabilite´ de fausse alarme ou encore erreur
de 1e`re espe`ce. Nous en de´duisons alors Pr(A re´pond H2 | c ∈ C) = Pvn, la probabilite´ de
vrais ne´gatifs, aussi appele´e spe´cificite´. Bien e´videmment, nous avons
Pfp + Pvn = 1.
Dans la configuration 2, nous calculons tout d’abord Pr(A re´pond H2 | c ∈ S) = Pfn,
la probabilite´ de faux ne´gatifs, aussi appele´e probabilite´ de non de´tection ou encore erreur
de 2e`me espe`ce. Nous en de´duisons alors Pr(A re´pond H1 | c ∈ S) = Pvp, la probabilite´ de
vrais positifs, aussi appele´e sensibilite´. Bien e´videmment, nous avons
Pfn + Pvp = 1.
En re`gle ge´ne´rale, ces probabilite´s sont repre´sente´es dans une matrice de confusion (cf.
tableau 6.1 page suivante).
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Me´dium
c ∈ S c ∈ C
De´tecteur
ste´go Pvp Pfp
non ste´go Pfn Pvn
Tab. 6.1 – Matrice de confusion d’un de´tecteur ste´ganographique
De plus, si le de´tecteur rec¸oit ns challenges c, me´dia ste´ganographie´s et nc challenges c,
supports de couverture, alors la probabilite´ de succe`s, Psuc , du de´tecteur est donne´e par
Psuc = 1
nc + ns
(nsPvp + ncPvn) .
Traditionnellement, le de´tecteur est e´value´ avec autant de challenges de C que de S, i.e.
nc = ns. Dans ce cas particulier, la probabilite´ de succe`s est donc la moyenne de la sen-
sibilite´ et de la spe´cificite´. Dans le cadre de nos ste´ganalyses, nous nous plac¸ons dans ce
cas particulier.
Les performances des de´tecteurs de´pendent d’un seuil qui impacte les probabilite´s de
de´tection, de faux positifs et de faux ne´gatifs. Traditionnellement, on trace les courbes
ROC (Receiver Operating Characteristic) repre´sentant la probabilite´ de vrais positifs en
fonction de la probabilite´ de faux positifs. Elles mettent ainsi en e´vidence le compromis a`
faire lors du choix du seuil. Ge´ne´rallement, on se fixe une probabilite´ maximum de faux
positifs, puis on choisit le seuil en conse´quence. Intuitivement, plus la courbe ROC est
proche du coin supe´rieur gauche et meilleur est le de´tecteur. En ste´ganographie, on limite
au maximum les faux positifs car ils sont plus couˆteux que les faux ne´gatifs. En effet,
une fois qu’un ste´go me´dium est de´tecte´, on essaie d’extraire l’information cache´e. D’autre
part, le compromis illustre´ par la figure 4.13 page 141, montre que les performances des
de´tecteurs ste´ganographiques de´pendent de la quantite´ d’information dissimule´e. Pour
prendre en compte ce parame`tre, les ste´ganalystes fixent le taux ste´ganographique et
e´valuent la courbe ROC pour ce taux. Pour un de´tecteur donne´, nous obtenons ainsi une
famille de courbes ROC, comme l’illustre la figure 6.7 page ci-contre. Cette de´marche est
e´quivalente a` attaquer avec la meˆme ste´ganalyse les sche´mas de ste´ganographie Σr, cor-
respondant au sche´ma Σ dissimulant au taux ste´ganographique constant r.
Soit une ste´ganalyse par discrimination (V,DV ), dont le de´tecteur posse`de une proba-
bilite´ de faux positifs α et de faux ne´gatifs β dans le mode`le IND-ATK(V,DV ). P(DV ◦V )(C)
et P(DV ◦V )(S) sont des distributions uniformes de parame`tres respectifs (1− β) et (1−α).
D’apre`s la preuve de la proposition 6.3 page 183,
AdvIND-ATKΣ (A, k) = |1− (α+ β)|.
On en de´duit alors la proposition suivante.
Proposition 6.7 Soient Σ un sche´ma de ste´ganographie et une ste´ganalyse par discri-
mination (V,DV ), dont le de´tecteur posse`de une probabilite´ de faux positifs α et de faux
ne´gatifs β dans le mode`le IND-ATK(V,DV ) ∈ {SSA,USA}. Alors
|1− (α+ β)| ≤ InSecIND-ATKΣ (k).
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Fig. 6.7 – Famille de courbes ROC d’un de´tecteur
D’apre`s les propositions 6.4 page 184 et 6.6 page 186, l’e´tude de de´tecteurs effectifs nous
permet de mettre en e´vidence une borne sur l’inse´curite´ d’un sche´ma de ste´ganographie
dans les mode`les classiques. Nous avons donc relie´ les mode`les classiques de se´curite´ avec
la se´curite´ pratique e´value´e dans le cadre de ste´ganalyses effectives. De plus, les perfor-
mances des ste´ganalyses effectives nous donnent une borne sur la se´curite´ des sche´mas de
ste´ganographie. Toute ste´ganalyse par discrimination (V,DV ) effective contre un sche´ma
dans le mode`le IND-ATK(V,DV ), implique que ce sche´ma n’est pas suˆr dans les mode`les
classiques.
6.3 Distingueur de Fisher
Dans cette partie, nous de´taillons la conception d’un distingueur a` partir d’une attaque
par discrimination V donne´e. Nous nous sommes focalise´s sur des distingueurs line´aires
issus de l’analyse discriminante a` 2 cate´gories construits a` partir de la fonction de Fisher et
de la re`gle de de´cision de Mahalanobis-Fisher. Ces distingueurs sont extreˆmement simples
a` mettre en œuvre et se comprennent facilement par des me´thodes ge´ome´triques. De plus,
les distingueurs que nous avons conc¸us pour nos ste´ganalyses, pre´sente´es aux chapitres 7 et
8, offrent des performances excellentes. Ce paragraphe est essentiellement tire´ du chapitre
18 analyse discriminante de Probabilite´, Analyse des Donne´es et Statistiques [164].
6.3.1 L’analyse discriminante
E´tant donne´es k cate´gories distinctes d’observations, l’objectif de l’analyse discrimi-
nante est d’affecter a` une nouvelle observation l’une des cate´gories. Dans le cadre de
la ste´ganographie, k = 2 et les cate´gories sont la cate´gorie des me´dia de couverture et
la cate´gorie des ste´go me´dia. Une observation est la donne´e d’un me´dium. L’analyse se
de´compose en deux e´tapes. La premie`re consiste a` re´partir n observations dont on connaˆıt
les cate´gories. La seconde, consiste a` affecter une nouvelle observation a` une cate´gorie.
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L’affectation est alors e´quivalente a` une hypothe`se sur l’appartenance de l’observation
a` une cate´gorie. Plus pre´cise´ment, a` chaque observation sont associe´es p variables expli-
catives Vi, qui permettent de de´crire une observation. Ces variables sont des variables
ale´atoires et correspondent a` une attaque par discrimination de p coordonne´es de´finie au
paragraphe 6.2 page 176 pour la ste´ganographie. Les deux e´tapes peuvent se re´sumer de
la manie`re suivante :
– l’e´tape de description : l’objectif est de trouver la combinaison line´aire des variables
explicatives qui se´pare le mieux les cate´gories,
– l’e´tape de de´cision : l’objectif est d’affecter a` une nouvelle observation dont on
connaˆıt la valeur des variables, l’une des cate´gories.
Chaque cate´gorie est repre´sente´e par un nuage Ei de R
p, compose´ ni individus (e
j
i )j=1...ni
de coordonne´es (V1(e
j
i ), . . . , Vp(e
j
i )), ou` Vk(e
j
i ) est la valeur de la variable explicative Vk
pour l’observation eji . Nous conside´rons sans perte de ge´ne´ralite´ que chaque ei est unique.
Chaque nuage Ei posse`de un centre de gravite´ note´ gi.
E 2
E1
g 1
g 2
Fig. 6.8 – Repre´sentation des nuages pour p = 3 et k = 2
Par de´finition,
gi =
1
ni
ni∑
j=1
eji pour e
j
i ∈ Ei.
Nous notons g le barycentre de tous les individus,
g =
1
n
k∑
j=1
njgj ,
Vm la matrice de variance de tous les individu et V
i
m la matrice de variance de Ei,
V im =
1
ni
∑
eji∈Ei
(eji − gi)(eji − gi)t.
D’autre part, nous appelons matrice de variance interclasse, la matrice B de´finie par
B =
1
n
k∑
j=1
nj(gj − g)(gj − g)t.
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Cette matrice repre´sente la variance des k centres de gravite´ gj affecte´s des poids nj . De
meˆme nous de´finissons la matrice de variance intraclasse W comme la matrice moyenne
des V jm,
W =
1
n
k∑
j=1
njV
j
m.
Les matrices de variance ve´rifient Vm = W + B, ce qui ge´ne´ralise la relation classique
de´finissant la variance totale comme la somme de la moyenne des variances et de la va-
riance des moyennes.
Nous nous inte´ressons tout d’abord a` la premie`re e´tape de l’analyse discriminante,
l’analyse factorielle discriminante (AFD). Elle consiste a` rechercher de nouvelles variables,
ou variables discriminantes, qui se´parent le mieux en projection les k cate´gories. Chaque
axe correspond a` une direction dans Rp. La figure 6.9 illustre clairement que le choix de
l’axe de projection est de´terminant dans la se´paration de la projection des cate´gories. En
effet, l’axe 1 est plus discriminant que l’axe 2.
Axe 2
Axe 1
Axe 1
Axe 2
Fig. 6.9 – Pouvoir discriminant des axes de projection
Soit a l’axe discriminant que nous recherchons et u = Ma le facteur discriminant as-
socie´, ou`M est une me´trique de´finie sur Rp. En projetant les nuages sur a, les k centres de
gravite´ doivent eˆtre aussi e´loigne´s que possible et les autres individus aussi proches de la
projection de leur centre de gravite´ que possible. Ces crite`res sont e´quivalents a` maximiser
l’inertie des gj projete´s sur a. La matrice d’inertie des gi est donne´e par MBM et l’inertie
des gi projete´s sur a est a
t(MBM)a en conside´rant que a est M -norme´ a` 1.
D’autre part, pour que la projection d’une cate´gorie reste bien groupe´e autour de son
centre, il faut que la variance des cate´gories projete´es soit faible, c’est-a`-dire at(MV jmM)a
soit faible pour j = 1 . . . k. Cela revient a` minimiser la moyenne
k∑
j=1
(
n
nj
)
at(MV jmM)a = a
t(MWM)a.
Or, Vm = B +W implique
at(MVmM)a = a
t(MBM)a+ at(MWM)a,
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soit
1− a
t(MWM)a
at(MVmM)a
=
at(MBM)a
at(MVmM)a
.
Pour re´pondre aux deux crite`res nous prenons
a = Argmax
a
(
at(MBM)a
at(MVmM)a
)
.
A` l’aide du quotient de Rayleigh, nous pouvons montrer, [164, p. 406], que ce maximum
est atteint pour a vecteur propre de (MVmM)
−1MBM associe´ a` sa plus grande valeur
propre λ,
M−1V −1m BMa = λa.
Le facteur discriminant u =Ma ve´rifie donc
V −1m Bu = λu.
A` chaque valeur propre non nulle, il existe un axe discriminant, le nombre d’axes discri-
minants est donc au plus k−1, pour des variables explicatives non line´airement lie´es [164,
p. 407].
6.3.2 Discrimination particulie`re restreinte a` deux classes
Dans le cas d’une analyse a` deux classes, il n’y a qu’une seule variable discriminante
(k− 1 = 1). On en de´duit que le seul axe discriminant est l’axe passant par les centres de
gravite´,
a = (g1 − g2).
Deux choix sont possibles pour la me´trique M . Traditionnellement, on choisit V −1m ou
W−1. Si M =W−1, la me´trique est appele´e me´trique de Mahalanobis et
u =W−1(g1 − g2).
W−1(g1−g2) est alors appele´ fonction de Fisher. Avec deux cate´gories, le calcul de l’unique
vecteur propre se simplifie. Il suffit de remarquer que B peut s’e´crire sous la forme
B =
n1n2
n2
(g1 − g2)(g1 − g2)t,
et que
u =M−1(g1 − g2) (6.1)
est vecteur propre de M−1B. L’axe de facteur discriminant u ainsi obtenu, est l’axe qui
se´pare le mieux par projection les deux cate´gories. Nous nous inte´ressons maintenant au
classement d’un nouvel individu e dont on connaˆıt les Vi(e) mais pas la cate´gorie a` laquelle
il appartient. Nous allons donc e´mettre une hypothe`se sur son appartenance a` l’une des
deux classes. Pour cela, nous projetons e sur a et regardons s’il est plus pre`s de g1 ou g2.
Si M =W−1 ou V −1m la re`gle de Mahalanobis-Fisher consiste a` affecter a` e la cate´gorie 1
si
etM−1(g1 − g2) > 1
2
(g1 + g2)
tM−1(g1 − g2), (6.2)
et la cate´gorie 2 sinon. Dans le cas de variables centre´es (g est pris pour origine du repe`re)
telles que n1 = n2 alors g1 + g2 = 0.
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En conclusion, a` partir d’un ensemble d’apprentissage dont on connaˆıt les valeurs des
Vj ainsi que la cate´gorie pour chaque individu, nous sommes en mesure de calculer g
ainsi que le facteur discriminant u. Le facteur discriminant nous donne la direction d’un
axe orthogonal a` un hyperplan qui se´pare le mieux les deux cate´gories. Ensuite nous
comparons e.u a` une valeur de seuil T de´fini par la relation (6.2) page ci-contre, ce qui
revient a` positionner e par rapport a` l’hyperplan d’e´quation xt.u = T . S’il est « au-dessus »,
c’est-a`-dire si
(e− g)t.u > T, (6.3)
alors e est de´cide´ de cate´gorie 1 sinon il est affecte´ a` la cate´gorie 2.
Remarque 6.4 :
Dans le reste de l’e´tude nous manipulons des variables centre´es, le seuil T est alors calcule´
en fonction de l’e´quation de l’hyperplan affine dans le repe`re centre´e en g. Si les variables
ne sont pas centre´es, le seuil T
′
a` conside´rer est tel que T
′
= T + gt.u.
Lors des e´tapes 1 des jeux associe´s aux attaquants IND-SSA et IND-USA, l’adversaire
g
1
g
2
(e−g)T.u
Ug
e
x .u=TT
Fig. 6.10 – E´tape de de´cision pour un nouvel individu
construit son ensemble d’apprentissage a` partir de son attaque par discrimination (les
valeurs Vj). A` la fin des e´tapes 1, il stocke dans son e´tat interne le facteur discriminant u,
le barycentre g et le seuil T de´termine´ a` partir des variables centre´es et des probabilite´s
d’erreur de de´tection fixe´es. Lors des e´tapes 2, il applique la re`gle de de´cision 6.3 en posant
e = c. Il renvoie b
′
en fonction de la cate´gorie suppose´e.
6.4 Conclusion
Dans ce chapitre, nous nous sommes inspire´s des de´finitions et des mode`les de se´curite´
classiques propose´s par C. Cachin [39], S. Katzenbeisser et F. Petitcolas [115] et N. Hopper
[99], afin de de´finir formellement les notions d’attaque par discrimination et de ste´ganalyse
par discrimination. Cette formalisation a pour objectif de repre´senter le plus fide`lement
possible le comportement de l’attaquant re´el qui proce`de en deux e´tapes distinctes. Dans
un premier temps, il doit mettre en e´vidence des mesures qui permettent de discriminer
les ste´go me´dia des supports de couverture ; c’est-a`-dire concevoir une attaque par dis-
crimination. Dans un second temps, a` partir de ces mesures, il doit e´laborer une re`gle
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de de´cision qui associe a` tout me´dium la classe « ste´go » ou la classe « non ste´go » ,
c’est-a`-dire un distingueur. Dans ce contexte, nous de´finissons la ste´ganalyse par discrimi-
nation comme la donne´e d’une attaque par discrimination et d’un distingueur compatible.
Pour une attaque donne´e, nous nous autorisons alors a` utiliser diffe´rents distingueurs pour
ame´liorer les performances d’une ste´ganalyse. Dans la pratique, une ste´ganalyse donne´e
peut, par exemple, eˆtre de´finie avec une discrimination line´aire puis ame´liore´e en utilisant
des Machines a` Support de Vecteurs (SVM), [135]. Nous proposons ensuite deux nouveaux
mode`les de se´curite´ et les jeux associe´s afin de mode´liser l’attaquant re´el spe´cifique, d’une
part, et l’attaquant re´el universel, d’autre part, tels qu’ils sont implicitement de´finis dans
la litte´rature. Ces mode`les sont ensuite relie´s aux mode`les classiques et, par construction,
tout sche´ma de ste´ganographie qui n’est par suˆr dans les mode`les propose´s, ne le sont
pas dans non plus dans les mode`les classiques. Enfin, nous exprimons l’inse´curite´ d’un
sche´ma de ste´ganographie dans ces nouveaux mode`les, en fonction des performances des
ste´ganalyses effectives de´crites dans la litte´rature. Les attaquants ainsi mode´lise´s sont ceux
que nous conside´rons par la suite. Pour terminer ce chapitre, nous de´crivons brie`vement
l’analyse discriminante de Fisher, a` la base des distingueurs que nous avons calibre´s pour
nos ste´ganalyses.
Chapitre 7
Ste´ganalyse dans le domaine spatial
« Celui qui est habile en strate´gie ne gagne
ni reconnaissance pour sa ruse ni re´compense
pour son courage. »
Sagesse militaire chinoise
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CE chapitre est consacre´ a` la ste´ganalyse de l’algorithme de ste´ganographie Multi BitPlane Image Steganography (MBPIS) propose´ par B.C. Nguyen et al. a` IWDW’06
(International Workshop on Digital Watermarking) [147]. Cet algorithme, de´taille´ au pa-
ragraphe 5.1.2, dissimule le message dans des plans de bits de Codage de Gray Canonique
(CGC) d’une image non compresse´e en excluant ses zones homoge`nes. Les auteurs espe`rent
ainsi se pre´munir d’une ste´ganalyse classique propose´e par J. Fridrich et al., la ste´ganalyse
RS [77]. Dans ce chapitre, nous montrons clairement que la strate´gie de conception adopte´e
n’est pas efficace. En effet, nous de´finissons un de´tecteur dont les performances rendent
caduque l’utilisation d’un tel algorithme de ste´ganographie. Par ailleurs, nous concevons
aussi une attaque par discrimination a` partir des coefficients de la ste´ganalyse RS et re-
mettons ainsi en cause l’immunite´ avance´e par les concepteurs de MBPIS. Nous proposons
alors d’adapter la ste´ganalyse RS afin de tirer parti au maximum des contre-mesures intro-
duites par B.C. Nguyen et al.. Plus spe´cifique, notre de´tecteur est alors bien plus efficace
que le de´tecteur naturel issu de la ste´ganalyse RS.
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Dans le paragraphe 7.1, nous de´taillons la ste´ganalyse RS afin de bien comprendre
la strate´gie adopte´e par les auteurs de MBPIS. Nous expliquons ensuite, au paragraphe
7.2, pourquoi l’immunite´ annonce´e contre la ste´ganalyse RS semble peu probante. Nous
de´veloppons au paragraphe 7.3 une adaptation de cette ste´ganalyse afin de prendre en
compte les contre-mesures introduites par les auteurs de MBPIS. Enfin, au paragraphe
7.4, nous e´valuons dans un premier temps les performances de notre technique, puis nous
montrons expe´rimentalement que MBPIS n’est pas immune a` la ste´ganalyse RS en ca-
librant un de´tecteur efficace de´fini a` partir des coefficients de la ste´ganalyse RS. Enfin,
nous illustrons le gain obtenu par notre adaptation a` l’aide d’un tableau comparatif des
performances des deux de´tecteurs. Le re´sultat de ces travaux sera pre´sente´ a` IWDW’07
[18].
7.1 Ste´ganalyse RS
La ste´ganalyse RS a e´te´ introduite par J. Fridrich, M. Goljan et R. Du [77] pour de´tecter
l’utilisation de la ste´ganographie LSB. Cette technique est de´die´e au domaine spatial mais
peut s’e´tendre, d’apre`s les auteurs, a` tous types de ste´ganographie LSB. De plus, cette ana-
lyse permet d’effectuer une estimation assez pre´cise de la longueur du message dissimule´.
Dans ce paragraphe, nous de´taillons cette technique afin de bien comprendre pourquoi
l’algorithme de B.C. Nguyen et al., pre´sente´ au paragraphe 5.1.2 semble a` premie`re vue
immune a` cette analyse. Nous de´taillons la ste´ganalyse RS pour des images en niveaux
de gris, mais celle-ci se ge´ne´ralise tout naturellement, composante par composante, aux
images en couleurs.
L’image en niveaux de gris non compresse´e est tout d’abord divise´e en groupes non
recouvrants de n pixels conse´cutifs. En pratique, n = 4. Conside´rons maintenant un tel
groupe G = (x1, . . . , xn). Nous e´valuons l’homoge´ne´ite´ de G en appliquant la fonction de
discrimination f de´finie par
f(x1, . . . , xn) =
n−1∑
i=1
|xi+1 − xi|. (7.1)
Plus le groupe est homoge`ne, plus les valeurs des pixels voisins sont proches et donc plus
f(x1, . . . , xn) est faible.
Nous avons aussi besoin d’introduire une fonction inversible F , appele´e fonction d’inver-
sion et de´finie sur [0, 255]n. F est de´finie a` partir de
F1 : 0↔ 1, 2↔ 3, . . . , 254↔ 255, (7.2)
F−1 : −1↔ 0, 1↔ 2, . . . , 255↔ 256, (7.3)
et F0 l’identite´ de [0, 255]. Enfin, F parame´tre´e parM est de´termine´e de la fac¸on suivante.
FM : [0, 255]
n −→ [−1, 256]n
x = (x1, . . . , xn) −→ FM (x) = (FM(1)(x1), . . . , FM(n)(xn)),
ou` M est appele´ masque. Ce masque, est un vecteur de n coordonne´es a` valeurs dans -1,
0 et 1. Par de´finition,
F−1(x) = F1(x+ 1)− 1, ∀ x. (7.4)
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Pour chaque groupe G, nous e´valuons F (G) et le classons parmi trois cate´gories de pixels,
R,S et U tels que
G ∈ R ⇔ f(F (G)) > f(G),
G ∈ S ⇔ f(F (G)) < f(G),
G ∈ U ⇔ f(F (G)) = f(G).
Nous calculons ensuite la proportion RM de groupes G dans R pour le masque M , la
proportion SM de groupes G dans S pour M . De la meˆme manie`re, nous calculons R−M
et S−M , ou` −M est le masque ne´gatif tel que [−M ](i) = −M(i) pour tout i dans [1, n].
L’hypothe`se centrale de la ste´ganalyse RS est la suivante.
RM ∼= R−M et SM ∼= S−M , (7.5)
pour une image naturelle. Cette hypothe`se se ve´rifie en pratique. Le lecteur pourra se
re´fe´rer a` l’article originel de J. Fridrich [77]. Les auteurs ont mis en e´vidence que les coef-
ficients RM et SM sont une fonction quadratique de la longueur p du message dissimule´,
tandis que les coefficients R−M et S−M peuvent approxime´s par une fonction line´aire de
p. La ste´ganalyse RS consiste alors a` obtenir trois points pour les courbes quadratiques et
deux pour les line´aires, afin d’effectuer une interpolation et d’en de´duire une estimation
de p.
Tout d’abord, notons que la valeur des LSB peut eˆtre vue comme une variable ale´atoire
suivant une loi uniforme de parame`tre 0.5. L’insertion de type LSB force la valeur du LSB
d’un pixel a` celle du message. Nous conside´rons le message comme e´tant chiffre´, la valeur
prise par chacun de ses bits est aussi une variable ale´atoire suivant une loi uniforme de
parame`tre 0.5. L’insertion LSB d’un message chiffre´ de longueur l change donc l/2 LSB
en moyenne. Nous raisonnons maintenant sur la longueur relative du message, ou taux
ste´ganographique, p = l/n, ou` n est le nombre de LSB disponibles.
D’autre part, les courbes RM et R−M , ainsi que les courbes SM et S−M s’intersectent a`
l’origine, d’apre`s la relation (7.5). L’origine correspond a` p = 0, c’est-a`-dire a` une image
non ste´ganographie´e. Cette observation de´coulant de la relation (7.5) peut se justifier de
fac¸on heuristique en utilisant la relation (7.4) page ci-contre. Soit un groupe G de pixels,
M un masque, alors
f(FM (G)) =
n−1∑
i=1
|FM(i+1)(xi+1)− FM(i)(xi)|
f(F−M (G)) =
n−1∑
i=1
|F−M(i+1)(xi+1)− F−M(i)(xi)|,
avec
f(F−M (G)) =
n−1∑
i=1
|FM(i+1)(xi+1 + 1)− FM(i)(xi + 1)|. (7.6)
Il en re´sulte qu’appliquer f a` F−M (.) est e´quivalent a` appliquer f a` FM (.) pour un me´dia
dont les valeurs des pixels sont augmente´es de 1. La mesure des coefficients RS du me´dia
permet alors de tracer les quatre courbes en p/2.
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De plus, si nous changeons la valeur de tous les LSB, alors un ratio de (1−p/2) bits du
support de couverture seront inverse´s. En mesurant les coefficients RS apre`s avoir inverse´
tous les LSB, nous e´valuons les courbes en (1 − p/2). De meˆme, en changeant la valeurs
des LSB par des bits ale´atoires, 1 LSB sur 2 en moyenne sera inverse´. En mesurant les
coefficients RS apre`s avoir remplace´ tous les LSB par une valeur ale´atoire, nous obtenons
les points des courbes en 1/2. Enfin, a` partir des mesures en p/2, 1/2 et (1 − p/2), nous
pouvons interpoler les courbes des coefficients RM , R−M , SM et S−M . En pratique, ces
courbes sont a` peu pre`s similaires d’une image a` l’autre. En particulier, les courbes RM et
SM se coupent en 0.5. La figure 7.1 est une repre´sentation de ces courbes, aussi appele´e
diagramme RS.
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Fig. 7.1 – Diagramme RS de image acarien.bmp de taux ste´ganographique p avec M =
[0110]
Au de´la` de la mise en e´vidence de mesures qui diffe`rent selon que l’image est ste´ganogra-
phie´e ou non, la connaissance des lois d’e´volution de celles-ci permet une estimation de p.
Pour cela, nous effectuons tout d’abord un changement de repe`re en prenant le p/2 comme
origine et (1 − p/2) pour 1. Dans ce nouveau repe`re, le point d’intersection entre RM et
SM a pour abscisse x ve´rifiant l’e´quation quadratique
2(d1 + d0)x
2 + (d−0 − d−1 − d1 − 3d0)x+ d0 − d−0 = 0,
ou`
d0 = RM (p/2)− SM (p/2),
d−0 = R−M (p/2)− S−M (p/2),
d1 = RM (1− p/2)− SM (1− p/2),
d−1 = R−M (1− p/2)− S−M (1− p/2).
Si x est la plus petite racine positive alors p est donne´ par
p =
x
x− 12
.
7.2 Relative immunite´ de MBPIS
La ste´ganalyse RS repose essentiellement sur la variation de la mesure d’homoge´ne´ite´
de´finie par la relation (7.1) page 196. Une zone est dite homoge`ne si tous les pixels de
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la zone ont tous une valeur tre`s proche. Pour une telle zone, les sous-feneˆtres G qui la
composent auront donc une mesure d’homoge´ne´ite´ f(G) proche de 0. De la meˆme fac¸on,
f(FM (G)) et f(F−M (G)) sont proches de 0 pour des masques M bien choisis, d’apre`s la
relation (7.6) page 197. La dissimulation d’information dans ces zones « casse » l’ho-
moge´ne´ite´ et nous n’avons plus f(G) proche de 0. Puisque f(.) est positive, ces valeurs
ne peuvent qu’augmenter. D’autre part, les actions de FM (.) et F−M (.) ont tendance a`
amplifier l’e´cart entre f(FM (G)), f(F−M (G)) et f(G) car ils cassent un peu plus l’ho-
moge´ne´ite´ de G. Au contraire, dans des zones non homoge`nes, f(FM (G)), f(F−M (G))
et f(G) sont en ge´ne´ral tre`s diffe´rents et la dissimulation d’information dans ces zones
a beaucoup moins d’impact sur la variation de ces valeurs. En effet, l’introduction d’un
changement sur le LSB d’un pixel xi dans une feneˆtre G peut soit faire augmenter ou
baisser |xi+1 − xi| avec probabilite´s respectives 0.5. Dans des zones non homoge`nes les
LSB peuvent eˆtre conside´re´s comme des variables ale´atoires binaires qui suivent une loi
uniforme de parame`tre 0.5. Cet argument reste valable lorsque l’on applique les masques
M et −M . La strate´gie adopte´e par les auteurs de MBPIS, spe´cifie´ au paragraphe 5.1.2, est
donc de dissimuler l’information dans des zones non homoge`nes. De plus, ceux-ci utilisent
le Codage de Gray Canonique (CGC) afin de maˆıtriser les variations des zones homoge`nes
au cours du processus d’insertion. En effet, l’insertion dans un plan de bits i n’affecte que
les zones homoge`nes de plan de bits i et infe´rieur. De plus, comme l’insertion s’effectue
dans l’ordre de´croissant des plans de bits, les zones homoge`nes sont recalcule´es a` chaque
changement de plan. Les auteurs espe`rent ainsi n’avoir qu’un impact limite´ sur la variation
des coefficients RS.
Le calcul des zones homoge`nes au cours du processus d’insertion rend la capacite´ et la
de´termination de ces zones inconnues a priori. Expe´rimentalement, la capacite´ de MBPIS
de´passe rarement les 40 %, ce qui ne permet pas de tracer un diagramme RS complet en
utilisant MBPIS au lieu de l’insertion LSB pour ste´ganographier. Nous parlons de dia-
gramme Algo-RS lorsque l’algorithme de ste´ganographie Algo est utilise´ pour tracer le
diagramme RS. De plus, meˆme si il l’on effectue un changement d’e´chelle pour ramener la
capacite´ sur [0, 1], les diagrammes MBPIS-RS ne ressemblent plus au diagramme LSB-RS
comme l’illustre la figure 7.2. Dans ces conditions, MBPIS semble de prime abord immune
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Fig. 7.2 – Diagramme MBPIS-RS de l’image acarien.bmp
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contre une application classique de la ste´ganalyse RS. En effet, le diagramme RS e´tant
incomplet, il est impossible d’effectuer une estimation de la longueur du message par cette
me´thode. Ne´anmoins, la figure 7.2 page pre´ce´dente met clairement en e´vidence que les
coefficients MBPIS-RS varient de manie`re au moins line´aire en fonction de la quantite´
d’information inse´re´e. La spe´cification d’un de´tecteur performant est alors envisageable.
D’autre part, la variation des coefficients MBPIS-RS permet de douter fortement de
l’immunite´ annonce´e par les auteurs de MBPIS. Nous avons donc trace´ les diagrammes
LSB-RS pour l’image acarien.bmp ste´ganographie´e respectivement a` 5, 10, 15 et 20 %. Les
diagrammes LSB-RS, repre´sente´s sur la figure 7.3, permettent de conclure que l’applica-
tion directe de la ste´ganalyse RS en utilisant l’insertion LSB au lieu de MBPIS permet non
seulement de de´tecter MBPIS, mais aussi d’en estimer classiquement la longueur du mes-
sage. Les e´carts a` l’origine entre les courbes, RM et R−M d’une part, SM et S−M d’autre
part, augmentent en fonction de la quantite´ d’information dissimule´e et correspondent aux
mesures effectue´es en p/2.
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Diagramme LSB−RS de Acarien stéganographié à 5 % avec MPBIS
S−M
RM
R−M
SM
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0  0.2  0.4  0.6  0.8  1
Taux stéganographique
Diagramme LSB−RS de Acarien stéganographié à 10 % avec MPBIS
V
al
eu
rs
S−M
R−M
RM
SM
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0  0.2  0.4  0.6  0.8  1
V
al
eu
rs
Taux stéganographique
Diagramme LSB−RS de Acarien stéganographié à 20 % avec MPBIS
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Fig. 7.3 – Diagrammes LSB-RS pour l’image acarien.bmp ste´ganographie´e a` 5, 10, 15 et
20 %
L’immunite´ annonce´e par les auteurs de MBPIS n’e´tant pas ave´re´e, nous nous sommes
attache´s a` e´laborer un de´tecteur efficace. L’estimation de la longueur du message par la
ste´ganalyse RS permet d’en de´duire un de´tecteur trivial. En revanche, la contre-mesure
utilise´e par MBPIS rend l’estimation moins fiable que pour l’insertion LSB classique. Nous
proposons de tirer parti de ces contre-mesures pour concevoir un de´tecteur plus efficace.
La perte de fiabilite´ dans l’estimation de la longueur est due au fait que les changements
s’effectuent dans les zones non homoge`nes de l’image, celles qui sont le moins impactantes
pour la ste´ganalyse RS classique. Beaucoup de pixels ne sont pas alte´re´s et les changements
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les moins impactants sont ainsi « noye´s dans la masse ». Pour illustrer notre propos,
raisonnons en termes de probabilite´s. La ste´ganalyse RS classique calcule la proportion
de feneˆtres G telles que G ∈ R ainsi que la proportion des feneˆtres G ∈ S, c’est a` dire
Pr(G ∈ R) et Pr(G ∈ S). Regardons maintenant comment e´voluent ces probabilite´s
lorsque nous les e´valuons sur une image ste´ganographie´e avec MBPIS. Conside´rons H,
l’ensemble des zones homoge`nes et notons E l’algorithme d’insertion de MBPIS. Nous
calculons alors les variations relatives, ∆RM , ∆SM , ∆UM , des coefficients RS lorsque E
est applique´.
∆Rm =
Pr(E(G)∈R)−Pr(G∈R)
Pr(G∈R) =
Pr(E(G)∈R)
Pr(G∈R) − 1 . (7.7)
∆SM et ∆UM sont de´finis de la meˆme fac¸on. De plus, nous avons
Pr(E(G)∈R)
Pr(G∈R)
=
Pr (G ∈ H)Pr (E(G) ∈ R |G ∈ H) + Pr (G 6∈ H)Pr (E(G) ∈ R |G 6∈ H)
Pr (G ∈ R) ,
=
Pr (G ∈ H)Pr (G ∈ R |G ∈ H) + Pr (G 6∈ H)Pr (E(G) ∈ R |G 6∈ H)
Pr (G ∈ H)Pr (G ∈ R |G ∈ H) + Pr (G 6∈ H)Pr (G ∈ R |G 6∈ H) ,
car MBPIS laissent les zones homoge`nes invariantes, i.e. ∀G ∈ H, E(G) = G.
Pr (E(G) ∈ R)
Pr (G ∈ R) =
1 + Pr(G6∈H)Pr(G∈H)
Pr(E(G)∈R |G6∈H)
Pr(G∈R |G∈H)
1 + Pr(G6∈H)Pr(G∈H)
Pr(G∈R |G6∈H)
Pr(G∈R |G∈H)
=
1 + ε
1 + ε′
,
avec ε et ε
′
ne´gligeables sous l’hypothe`se Pr (G ∈ H) ≫ Pr (G 6∈ H). L’hypothe`se est
ne´amoins valable pour la majorite´ des images naturelles dans la mesure ou` les zones non
homoge`nes correspondent aux contours et sont donc beaucoup moins nombreuses que les
zones homoge`nes. De plus, Pr (G ∈ R |G ∈ H) et Pr (G 6∈ R |G ∈ H) restent constantes
lors de l’insertion et ne de´pendent donc pas de E . Nous concluons que ∆RM est proche de
ze´ro. La raisonnement identique peut eˆtre effectue´ pour ∆SM et ∆UM . Les contre-mesures
introduites par MBPIS rendent les coefficients RS quasi-constants lors de la ste´ganalyse
RS classique. Nous proposons alors de se focaliser uniquement sur les zones non homoge`nes
utilise´es par MBPIS, en adaptant la ste´ganalyse RS en une ste´ganalyse RS locale, ce qui
est e´quivalent a` mesurer les variations relatives ∆
′
RM et ∆
′
SM de´finies par
∆
′
RM =
Pr (E(G) ∈ R |G 6∈ H)
Pr (G ∈ R |G 6∈ H) , (7.8)
∆
′
SM =
Pr (E(G) ∈ S |G 6∈ H)
Pr (G ∈ S |G 6∈ H) , (7.9)
qui ne sont plus ne´gligeables et donc plus faciles a` de´tecter que les variations des coefficients
RS classiques.
7.3 Ste´ganalyse RS locale
L’application directe de la ste´ganalyse RS semble difficile dans la mesure ou les zones
homoge`nes ne sont pas utilise´es par MBPIS. De plus, elles e´voluent au cours du processus
et de´pendent explicitement du message inse´re´. De plus, l’insertion s’effectue dans l’ordre
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de´croissant des plans de bits ; les coefficients LSB ne sont donc pas toujours alte´re´s. Dans ce
paragraphe, nous pre´sentons une adaptation de la ste´ganalyse MBPIS-RS qui se focalise
uniquement sur les zones utiles a` MBPIS. Les diagrammes MBPIS-RS locaux ne per-
mettent pas d’estimer la longueur du message mais ne´anmoins de concevoir un de´tecteur
totalement adapte´ aux crite`res de conception de MBPIS. Nous de´crivons notre ste´ganalyse
sur des images en niveaux de gris code´s sur 8 bits et de´taillons ensuite la ge´ne´ralisation
naturelle aux images en couleurs.
Tout d’abord, conforme´ment a` l’e´tape 2 de l’algorithme d’extraction de MBPIS, para-
graphe 5.8 page 150, nous calculons toutes les zones non homoge`nes de taille m× n. Ces
zones sont repre´sente´es par des groupes m×n pixels. Notons Gˆ =


x11 . . . x1n
...
...
xm1 . . . xmn

 un
tel groupe. Nous mesurons l’homoge´ne´ite´ de Gˆ en appliquant la fonction de discrimination
fˆ de´finie par
fˆ
(
Gˆ
)
= fˆ




x11 . . . x1n
...
...
xm1 . . . xmn




=
m∑
i=1
n−1∑
j=1
|xi,j+1 − xi,j |+
n∑
j=1
m−1∑
i=1
|xi+1,j − xi,j |.
Nous de´finissons aussi Fˆ , la fonction d’inversion par
Fˆ :Mm×n ([0, 255]) −→ Mm×n ([−1, 256])
Gˆ =


x11 . . . x1n
...
...
xm1 . . . xmn

 −→ Fˆ (Gˆ) ,
ou`
Fˆ
(
Gˆ
)
=


FM(1,1)(x11) . . . FM(1,n)(x1n)
...
...
FM(m,1)(xm1) . . . FM(m,n)(xmn)

 ,
avec M est une matrice de taille m × n a` valeurs dans {−1, 0, 1} et Fi de´finie par les
relations (7.2) page 196 et (7.3) page 196. Pour chaque groupe Gˆ, nous calculons Fˆ (Gˆ) et
le classons parmi trois cate´gories de groupes de pixels, R,S et U tels que
Gˆ ∈ R ⇔ fˆ(Fˆ (Gˆ)) > fˆ(Gˆ),
Gˆ ∈ S ⇔ fˆ(Fˆ (Gˆ)) < fˆ(Gˆ),
Gˆ ∈ U ⇔ fˆ(Fˆ (Gˆ)) = fˆ(Gˆ).
Nous e´valuons ensuite RM , la proportion de groupes R pour le masque M , SM et la
proportion de groupes S pour M . De la meˆme manie`re, nous calculons R−M et S−M , ou`
−M est le masque ne´gatif, tel que [−M ](i, j) = −M(i, j) pour tout i, j dans [1,m]× [1, n].
Nous utilisons le masque M de´fini par M(i, j) = 1 si et seulement si (i + j) est pair et
M(i, j) = 0 sinon. Comme nous ne sommes pas capables de construire le diagramme RS
complet, mais seulement une petite partie, nous ne pouvons pas interpoler les courbes
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RS et donc estimer le taux ste´ganographique de cette fac¸on. Nous avons seulement une
vision partielle du diagramme RS. La technique mise au point dans [77] implique que les
diffe´rences entre RM et R−M d’une part, SM et S−M d’autre part, augmentent localement
avec le taux ste´ganographique, comme l’illustre la figure 7.1 page 198. Pour tirer profit de
cette observation, nous introduisons les diffe´rences relatives
QR = RM −R−M
RM
= 1− R−M
RM
,
QS = SM − S−M
SM
= 1− S−M
SM
.
Finalement, a` l’image I nous associons un vecteur statistique V (I) de six coordonne´es, tel
que
I −→ V (I) = (RM , SM , R−M , S−M ,QR,QS). (7.10)
Ce vecteur statistique est le point central de notre ste´ganalyse. Comme nous ne prenons
pas en compte les zones homoge`nes, ces mesures ne sont plus ne´gligeables et peuvent alors
eˆtre exploite´es pour spe´cifier un de´tecteur hautement discriminant. Pour les images non
ste´ganographie´es nous avons
RM ∼= R−M , SM ∼= S−M and QR ∼= QS ∼= 0.
Au contraire, R−M ,SM , |QR|, |QS | augmentent et RM , S−M diminuent avec le taux
ste´ganographique. Nous mesurons cette de´viation statistique en utilisant un discriminant
de Fisher, de´taille´ au paragraphe 6.3. De plus, comme le plan de bits imax est le plus alte´re´
par MBPIS, nous n’e´valuons le vecteur V (I) que sur les zones non homoge`nes de ce plan
de bits. D’autre part, nous pouvons ge´ne´raliser cette technique aux images en couleurs en
prenant la moyenne des coefficients RS sur les trois composantes RVB.
7.4 Re´sultats expe´rimentaux
Dans ce paragraphe, nous pre´sentons les performances de notre de´tecteur. Pour ce faire,
nous avons choisi les meˆmes parame`tres que ceux propose´s par les auteurs de MBPIS. Nous
avons teste´ notre ste´ganalyse en prenant des zones non homoge`nes de dimensions 2×2, un
plan de bit maximal d’ordre imax = 4 et un seuil t = 0. Pour illustrer le choix de notre vec-
teur statistique, nous avons trace´ le diagramme MBPIS-RS local de l’image acarien.bmp
en la ste´ganographiant avec des messages ale´atoires pour un taux ste´ganographique de 0 a`
20 %. La figure 7.4 page suivante repre´sente ce diagramme. Comme nous l’avons de´taille´ au
chapitre 6, la conception d’un de´tecteur ste´ganographique s’effectue en deux temps. Lors
d’une premie`re e´tape, nous entrainons le de´tecteur sur un ensemble maˆıtrise´ constitue´ de
supports de couverture et de ste´go me´dia. Lors de cette e´tape, nous avons choisi d’en-
trainer un discriminant de Fisher, de´taille´ au paragraphe 6.3. Enfin, nous e´valuons les
performances du de´tecteur en lui soumettant des challenges qui consistent a` discriminer
des supports de couverture et des images ste´ganographie´es avec MBPIS. Son efficacite´
est alors repre´sente´e par des courbes Receiver Operating Characteristic (ROC). A` titre
de comparaison, nous avons calibre´ un de´tecteur en utilisant la ste´ganalyse RS classique,
c’est-a`-dire en effectuant la mesure des coefficients RS sur l’ensemble des zones homoge`nes
et non homoge`nes. Nous nous sommes place´s dans les meˆmes conditions en utilisant exac-
tement les meˆmes ensembles d’images.
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Fig. 7.4 – Diagramme MBPIS-RS local de acarien.bmp
7.4.1 Phase d’apprentissage, ste´ganalyse MBPIS-RS locale
Pour entrainer notre de´tecteur, nous avons constitue´ un ensemble ale´atoire C de me´dia
de couverture et un ensemble ale´atoire S d’images ste´ganographie´es avec MBPIS. Pour
des raisons de simplification des calculs, et sans perte de ge´ne´ralite´, ces deux ensembles
posse`dent le meˆme cardinal.
Nous calculons tout d’abord Vc = {V (I)|I ∈ C} comme de´fini par la relation (7.10)
page pre´ce´dente et Vs = {V (I)|I ∈ S} qui sont des sous-ensembles de R6. Nous notons gc,
respectivement gs, le barycentre de Vc, respectivement Vs, et g celui de gc, gs. Le point
g est pris comme origine du repe`re. Nous calculons Vc, Vs, les matrices intraclasse W ,
interclasse B et des variances Vm, comme de´finies au paragraphe 6.3.
L’axe discriminant (gc, gs), est de´fini par le vecteur discriminant
u =W−1(gc − gs).
Le vecteur u est orthogonal a` l’hyperplan qui discrimine le mieux C et S. Enfin, le seuil
T positionne ce plan dans l’espace affine. Une image I, repre´sente´e par un point p est
conside´re´e comme appartenant a` C, si d2(p, gc) > d2(p, gs), ou` d est la distance base´e sur
la me´trique W−1, ou de fac¸on e´quivalente
p.u = pW−1(gc − gs) > T,
Durant la phase d’apprentissage, nous avons choisi 500 images au format BMP dans la
base www.worldprint.com et 500 autres dans la meˆme base, que nous avons ste´ganographie´es
avec MBPIS et un taux ste´ganographique variant de 3 a` 25 %. La figure 7.5 repre´sente la
projection spatiale de l’ensemble d’apprentissage dans le repe`re (RM , R−M , QR).
Enfin, nous avons calibre´ notre discriminant de Fisher afin d’obtenir les meilleurs taux de
de´tection sur notre ensemble d’apprentissage. Nous obtenons ainsi le vecteur discriminant
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Fig. 7.5 – Projection spatiale de C et S sur (RM , R−M , QR)
et le barycentre associe´
u =


−8.327397E + 01
−6.080035E + 02
+1.224144E + 02
+4.573029E + 02
−5.263161E + 01
+2.452215E + 01


g =


+2.910226E-01
+2.525373E-01
+2.976101E-01
+2.450667E-01
-2.384120E-02
+1.886609E-02


.
7.4.2 Phase de challenge, ste´ganalyse MBPIS-RS locale
Nous avons choisi ale´atoirement 500 images au format BMP et 500 autres ste´ganogra-
phie´es avec MBPIS pour un taux ste´ganographique variant de 3 a` 25 %. Nous les avons
ensuite soumis a` notre classificateur. Les performances du de´tecteur sont repre´sente´es par
les courbes ROC de la figure 7.6. Il apparaˆıt que notre de´tecteur est capable de de´tecter
l’usage de MBPIS avec une probabilite´ de de´tection supe´rieure a` 0.62 et une probabilite´
de fausse alarme infe´rieure a` 0.1 dans le pire cas, i.e. avec un taux ste´ganographique de
0.03. Les taux de de´tection sont re´sume´s dans le tableau 7.1.
taux ste´go. Pfp Pfn Psuc Seuil
0.03 0.1 0.622 0.639 -1.01333
0.03 0.15 0.356 0.747 -0.02872
0.05 0.048 0.232 0.86 -2.41151
0.05 0.1 0.066 0.917 -1.01040
0.08 0.01 0.27856 0.85586 -5.48520
0.08 0.05 0.00802 0.97097 -2.40874
0.1 0.01 0.14629 0.92192 -5.48557
0.1 0.02 0.03808 0.97097 -4.30133
Tab. 7.1 – Taux de de´tection de MBPIS, ste´ganalyse MBPIS-RS locale, variables centre´es
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Fig. 7.6 – Courbes ROC du de´tecteur MBPIS, ste´ganalyse RS locale
7.4.3 Phase d’apprentissage, ste´ganalyse LSB-RS classique
Afin d’e´valuer l’impact des contre-mesures introduites par les auteurs de MBPIS, nous
avons calibre´ un de´tecteur a` partir des coefficients RS classiques, mesure´s directement sur
l’images I a` analyser. Dans le cas de la ste´ganalyse RS classique, cela revient a` calculer
RM (p/2), R−M (p/2), SM (p/2), S−M (p/2). Notre de´tecteur est de´fini en associant a` chaque
image I le vecteur statistique a` 4 coordonne´es
I −→ V (I) = (RM , SM , R−M , S−M ).
Remarque 7.1 :
Afin d’e´viter toute confusion, il est important d’avoir a` l’esprit que les coefficients RM ,
R−M , SM , S−M sont calcule´s sur toute l’image a` l’aide d’une feneˆtre de 4 pixels, tandis que
les coefficients RM , R−M , SM , S−M de´finis par la relation (7.10) page 203 sont calcule´s
uniquement sur les zones non homoge`nes a` l’aide d’une feneˆtre 2 × 2 dans le cadre de la
ste´ganalyse MBPIS-RS locale.
Durant la phase d’apprentissage, nous avons repris les meˆmes ensembles C et S utilise´s
pour calibrer notre de´tecteur dans le contexte de la ste´ganalyse MBPIS-RS locale. La
figure 7.7 repre´sente la projection spatiale de l’ensemble d’apprentissage dans le repe`re
(SM , S−M , RM ).
Une projection dans le plan (SM , S−M ), figure 7.8 page ci-contre, met plus clairement en
e´vidence la se´paration des deux populations sur l’ensemble d’apprentissage.
Enfin, nous avons calibre´ notre discriminant de Fisher afin d’obtenir les meilleurs taux de
de´tection sur notre ensemble d’apprentissage. Nous obtenons ainsi le facteur discriminant
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et le barycentre associe´
u =


−1.359554E + 02
−3.060732E + 02
+1.410827E + 02
+3.137939E + 02

 g =


+3.687970E − 01
+2.972389E − 01
+4.053200E − 01
+2.728809E − 01

 .
7.4.4 Phase de challenge, ste´ganalyse LSB-RS classique
Nous avons soumis au de´tecteur ainsi calibre´ les meˆmes images que celles qui nous
ont servi a` e´valuer les performances de notre de´tecteur dans le cadre de la ste´ganalyse
MBPIS-RS locale. Les performances du de´tecteur sont repre´sente´es par les courbes ROC
de la figure 7.9. Aux vues des re´sultats, il apparaˆıt tre`s clairement que la ste´ganalyse
LSB-RS classique fournit des mesures (les coefficients RS) qui permettent de distinguer
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Fig. 7.9 – Courbes ROC du de´tecteur MBPIS, ste´ganalyse RS classique
efficacement les images ste´ganographie´es avec MBPIS des autres. L’immunite´ annonce´e
par les auteurs ne semble pas ave´re´e.
taux ste´go. Pfp Pfn Psuc Seuil
0.03 0.1 0.224 0.838 +0.63615
0.03 0.15 0.098 0.876 +1.1204
0.05 0.05 0.236 0.857 -0.36829
0.05 0.1 0.068 0.916 +0.63412
0.08 0.01 0.954 0.518 -4.24993
0.08 0.05 0.076 0.937 -0.37045
0.1 0.01 0.83968 0.57558 -4.24606
0.1 0.02 0.22846 0.87588 -2.16538
Tab. 7.2 – Taux de de´tection de MBPIS, ste´ganalyse LSB-RS classique, variables centre´es
7.4.5 Comparaison des de´tecteurs
Nous avons calibre´ d’une part, un de´tecteur a` partir des coefficients MBPIS-RS locaux,
mesure´s en ne prenant en compte que les zones non homoge`nes avec une feneˆtre carre´e
et d’autre part, un de´tecteur a` partir des coefficients LSB-RS classiques. Les simulations
montrent clairement que se focaliser sur les zones non homoge`nes du support et adapter
ainsi la ste´ganalyse RS classique donne de bien meilleurs re´sultats que l’application di-
recte de celle-ci. Ne´anmoins lorsque le taux ste´ganographique est tre`s faible (< 3%), la
ste´ganalyse LSB-RS classique fournit un de´tecteur sensiblement meilleur. Pour les taux
supe´rieurs a` 3%, le de´tecteur MBPIS-RS local est non seulement meilleur mais converge
aussi beaucoup plus vite vers 1 comme l’illustre la figure 7.10 page suivante.
Comme dans beaucoup de situations de discrimination, le couˆt le plus important est
emporte´ par les faux positifs ; la de´tection initiant souvent des traitements a posteriori.
Dans le cas de la ste´ganographie, on va chercher a` extraire l’information dissimule´e. Quand
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Fig. 7.10 – Comparaison des courbes ROC pour des taux de 3%, 5%, 10% et 15%
les algorithmes sont bien conc¸us, cette ope´ration est e´quivalente a` une recherche exhaustive
sur la cle´. On comprend maintenant beaucoup mieux pourquoi il est important de calibrer
les de´tecteurs de manie`re a` obtenir le minimum de faux positifs. Le tableau 7.3 page
suivante permet de comparer les de´tecteurs pour des taux de faux positifs petits. Celui-ci
met clairement en e´vidence l’avantage certain de la ste´ganalyse MBPIS-RS locale lorsque
les taux de faux positifs sont faibles.
7.5 Conclusion
Nous avons pre´sente´ une technique pour de´tecter efficacement l’utilisation de l’algo-
rithme de ste´ganographie Multi Bit Plane Image Steganography. Les auteurs affirment
que leur algorithme est robuste a` la ste´ganalyse RS de J. Fridrich et al. [77]. Les crite`res
de conception de cet algorithme ne permettent pas, en effet, d’appliquer directement la
ste´ganalyse RS avec MBPIS, notamment parce que la capacite´ et les zones de l’image ex-
clues lors de l’insertion ne sont pas connues a` l’avance. Ne´anmoins, une application directe
de la ste´ganalyse RS avec l’insertion par LSB sur des images ste´ganographie´es par MBPIS
permet d’estimer le taux ste´ganographique. En revanche, cette estimation est moins fiable
e´tant donne´ que les auteurs ont introduit des contre-mesures qui diminuent l’efficacite´ de
la ste´ganalyse RS classique. Nous avons propose´ une adaptation de cette ste´ganalyse en se
focalisant exclusivement sur les zones utilise´es par MBPIS. En conside´rant uniquement les
zones potentiellement alte´re´es par MBPIS, nous ame´liorons notablement les statistiques,
auparavant biaise´es par celles des zones exclues. Une premie`re lec¸on peut alors eˆtre tire´e
de cette expe´rience. Il semble assez e´vident qu’exclure d’un sche´ma de ste´ganographie
de´tecte´ par une ste´ganalyse donne´e, des zones favorables a` cette ste´ganalyse, ne permet
pas d’obtenir la furtivite´ attendue. En effet, a` l’instar de MBPIS, cela revient a` concentrer
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MBPIS-RS locale LSB-RS classique
Taux Ste´go. Pfp Pfn Psuc Pfn Psuc
0.03 0.01 0.928 0.531 0.99 0.5
0.03 0.05 0.8 0.575 0.75 0.6
0.03 0.1 0.622 0.639 0.224 0.838
0.05 0.01 0.772 0.609 0.98 0.505
0.05 0.05 0.232 0.86 0.236 0.857
0.05 0.1 0.066 0.917 0.068 0.916
0.08 0.01 0.27856 0.85586 0.954 0.518
0.08 0.05 0.00802 0.97097 0.076 0.937
0.08 0.1 0.002 0.94895 0.032 0.934
0.1 0.01 0.14629 0.92192 0.83968 0.57558
0.1 0.02 0.03808 0.97097 0.22846 0.87588
0.1 0.05 0.002 0.97397 0.04609 0.95195
0.15 0.01 0.13627 0.92693 0.49899 0.74624
0.15 0.02 0.02605 0.97698 0.14085 0.91976
0.15 0.05 0.002 0.97397 0.02414 0.96289
0.2 0.01 0.18437 0.9029 0.38431 0.80341
0.2 0.02 0.03407 0.97297 0.12072 0.92979
0.2 0.05 0.00401 0.97297 0.02213 0.96389
Tab. 7.3 – Comparaison ste´ganalyse MBPIS-RS locale et LSB-RS classique
des de´viations statistiques observe´es sur un support, en des sous-parties de ce support.
La bonne question qu’il faut plutoˆt se poser lors de la conception d’un algorithme de
ste´ganographie est « comment gommer ces de´viations ? ». Meˆme s’il est assez naturel de
dissimuler de l’information pre´fe´rentiellement dans des zones non homoge`nes, il est sur-
tout ne´cessaire de concentrer ses efforts sur la manie`re de rendre furtive l’information
inse´re´e. Aux vues de nombreuses ste´ganalyses de la litte´rature, la ste´ganographie dans le
domaine spatial semble peu robuste. La ste´ganographie de´die´e au format JPEG paraˆıt
alors plus adapte´e, notamment parce qu’elle se´pare intrinse`quement les zones homoge`nes
des autres. En effet, pour des zones homoge`nes, les coefficients des hautes fre´quences sont
majoritairement a` 0.
Chapitre 8
Ste´ganalyse dans le domaine fre´quentiel
compresse´
« Un proble`me sans solution est un proble`me
mal pose´. »
Albert Einstein
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CE chapitre pre´sente une approche nouvelle en matie`re de ste´ganalyse adapte´e auformat JPEG. Partant du constat qu’il est difficile de pre´server a` la fois les sta-
tistiques dans le domaine fre´quentiel, dans le domaine spatial et a` la fois dans le Do-
maine Fre´quentiel Compresse´ (DFC), nous proposons d’e´tudier ce dernier pour mettre en
e´vidence des de´viations statistiques permettant de discriminer efficacement les supports
de couverture des ste´go me´dia. Jusqu’ici, les concepteurs et les ste´ganalystes ne se sont
inte´resse´s qu’aux domaines fre´quentiel et spatial. Les uns pour maintenir une cohe´rence des
statistiques dans ces deux domaines simultane´ment, les autres pour y de´couvrir des distri-
butions de probabilite´ transforme´es apre`s dissimulation. L’approche peut paraˆıtre quelque
peu contre-intuitive au premier abord. En effet, le DFC est constitue´ d’une suite de bits
repre´sentant les coefficients DCT quantifie´s apre`s codage RLE et Huffman. En premie`re
approximation, nous pouvons penser que cette suite de bits pre´sente des proprie´te´s proches
de l’ale´a et est donc totalement inutile au ste´ganalyste. Ne´anmoins, l’imple´mentation du
standard JPEG pre´sente deux facteurs d’introduction d’un biais statistique dans le DFC.
Tout d’abord, la norme JPEG propose d’utiliser des tables de Huffman pre´-calcule´es et
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performantes en moyenne pour gagner du temps mais aussi faire l’e´conomie de l’envoi du
dictionnaire dans l’enteˆte du fichier JPEG. L’emploi de telles tables rend donc la compres-
sion de Huffman sous-optimale dans ce contexte pre´cis. De plus, parmi les coefficients RLE,
le coefficient V n’est pas compresse´ et son poids de Hamming n’est pas ale´atoire comme
nous l’expliquons par la suite. Il en re´sulte alors une de´viation de l’entropie binaire de la
suite de bits conside´re´e. D’autre part, nous avons pu montrer que le crite`re d’avalanche
de l’e´tape de compression sans perte du format JPEG est proche de 0.5. Forts de cette
de´viation et de cette proprie´te´, nous avons conc¸u deux sche´mas de ste´ganalyse de´die´s a` la
ste´ganographie JPEG : une ste´ganalyse universelle et un sche´ma de ste´ganalyse spe´cifique.
Ces ste´ganalyses ont e´te´ valide´es expe´rimentalement a` l’aide des algorithmes de re´fe´rence,
Outguess, F5 et JPHide and JPSeek. Cette approche se distingue des ste´ganalyses clas-
siques car nos sche´mas offrent tout d’abord des performances tre`s e´leve´es, mais celles-ci
sont surtout quasi-inde´pendantes du taux ste´ganographique. De plus, nos sche´mas de
ste´ganalyse de´tectent l’usage de ste´ganographie JPEG avec des taux d’erreur acceptables,
pour des taux ste´ganographiques de 10−6 a` 10−2, a` taux de de´tection constants, alors
que les ste´ganalyses classiques peinent a` de´tecter pour des taux supe´rieurs a` 10−2. En
e´tant capable de de´tecter une image JPEG contenant un octet d’information dissimule´,
nous avons repousse´ aux extreˆmes les limites du compromis entre l’inde´tectabilite´ et la
capacite´. Les re´sultats de ces travaux ont fait l’objet de publications dans des confe´rences
internationales [16, 15] mais aussi dans une revue [17].
En guise d’introduction, nous pre´sentons tout d’abord en de´tails le domaine fre´quentiel
compresse´ et mettons en lumie`re la de´viation de l’entropie binaire que nous avons observe´e.
Nous e´valuons le crite`re d’avalanche de l’e´tape de compression sans perte du format JPEG
et expliquons comment tirer profit a` la fois de cette de´viation et du crite`re d’avalanche
pour concevoir des de´tecteurs ste´ganalytiques posse´dant des taux de de´tection quasi-
inde´pendants du taux ste´ganographique, d’une part et pouvant de´tecter de`s qu’un seul oc-
tet est dissimule´, d’autre part. Les distingueurs e´labore´s, sont tous line´aires et issus d’une
analyse discriminante de Fisher pre´sente´e au paragraphe 6.3. Au paragraphe 8.2, nous
concevons un sche´ma de ste´ganalyse universelle adapte´ au domaine fre´quentiel compresse´.
Les coordonne´es du vecteur statistique propose´ sont mesure´es de fac¸on inde´pendante des
algorithmes de ste´ganographie analyse´s. Nous expliquons et illustrons ensuite les limites
intrinse`ques d’un sche´ma de ste´ganalyse universelle, notamment sa sensibilite´ au change-
ment de base d’images. De plus, nous montrons expe´rimentalement la proprie´te´ d’univer-
salite´ de notre sche´ma, c’est-a`-dire sa capacite´ a` de´tecter efficacement l’utilisation d’algo-
rithmes de ste´ganographie inconnus. Au paragraphe 8.3, nous de´finissons la Me´thode de
Ste´ganographie Multiple (MSM) et proposons une attaque par discrimination restreinte a`
trois coordonne´es. Couple´ a` des distingueurs line´aires, cette attaque est redoutablement
efficace et peu couˆteuse comme l’illustre les re´sultats expe´rimentaux du paragraphe 8.3.2.
Les simulations ont e´te´ effectue´es a` l’aide des algorithmes Outguess, F5 et JPHide and
JPSeek pour les deux sche´mas. En conclusion, nous positionnons nos travaux par rapport
a` l’e´tat de l’art du domaine de la ste´ganalyse et mettons en lumie`re l’importance des
re´sultats obtenus.
8.1 Le domaine fre´quentiel compresse´
La plupart des techniques de ste´ganalyse reposent sur l’observation de de´viations sta-
tistiques dans le domaine spatial ou le domaine fre´quentiel. Nous abordons le proble`me
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d’un point de vue nouveau, en e´tudiant des statistiques dans le DFC. Cette de´marche, bien
que contre-intuitive de prime abord, pre´sente deux avantages inde´niables. Tout d’abord,
l’e´valuation des statistiques dans ce domaine est tre`s simple puisqu’elle s’effectue direc-
tement sur le fichier binaire prive´ de ses enteˆtes. De plus, comme nous le mettons en
e´vidence aux paragraphes 8.2.2 et 8.3.2, le DFC offre des possibilite´s de discrimination
jusque la` jamais atteintes. Dans ce paragraphe, nous e´tudions les proprie´te´s du DFC et
mettons en e´vidence les crite`res favorables a` la discrimination qui justifient notre approche.
Nous avons de´taille´ au paragraphe 5.2 le format JPEG et pouvons le repre´senter de
fac¸on synthe´tique en deux e´tapes : une e´tape avec perte (changement d’espace, e´chantil-
lonage, transformation DCT, quantitification) et une e´tape de codage et compression sans
perte. Ces transformations travaillent dans trois domaines distincts, le domaine spatial, le
domaine fre´quentiel et le domaine fre´quentiel compresse´. Ces deux e´tapes et leurs domaines
respectifs sont repre´sente´s sur la figure 8.1. Ce de´coupage du format JPEG implique une
Image non compressée Image JPEG
CompressionCompression
avec perte
Coefficients DCT quantifiés
sans perte
Domaine Fréquentiel
Compressé
Domaine FréquentielDomaine Spatial
Entête
0110000100100
1110101100110
1110010010001
0010001000101
0011011101011
0110011100101
0110010001101
Fig. 8.1 – E´tapes du JPEG et domaines associe´s
forte structure dans chacun des domaines mais surtout entre domaines. Par exemple, les
transitions d’un pixel vers son voisin ne sont pas ale´atoires et sont notamment fortement
corre´le´es dans les zones homoge`nes. D’autre part, chaque coefficient DCT de´pend de 64
pixels d’un meˆme bloc. De plus, la pre´sence d’une e´tape de compression avec perte rend
extreˆmement difficile la pre´diction de l’impact dans un domaine donne´, d’une modification
effecte´e dans un autre domaine. Nous pouvons e´mettre trois hypothe`ses heuristiques mais
intuitives :
• inse´rer de l’information dans les coefficients DCT implique des modifications a` la
fois dans le domaine spatial et dans le DFC,
• il est tre`s difficile de pre´server a` la fois les statistiques dans le domaine spatial, le
domaine fre´quentiel et le DFC,
• introduire de l’information supple´mentaire dans un me´dium est susceptible de faire
varier son entropie.
Soit I une image JPEG a` analyser et (bj) la suite de bits uniquement compose´e des
coefficients DCT, compresse´s par RLE et Huffman (sans les enteˆtes du fichier JPEG).
Nous avons remarque´ une variation de l’entropie binaire des (bj) lorsque le me´dium est
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ste´ganographie´. L’entropie binaire H(I) est de´finie par
H(I) = −P (I) logP (I)− (1− P (I)) log(1− P (I)),
ou` P (I) = Pr(bj = 0). H(I) est alors une approximation de l’entropie au sens de Shannon.
Observer une de´viation sur H(I) est e´quivalent a` observer une de´viation de P . Lorsque les
images sont naturelles (non ste´ganographie´es), P est une variable ale´atoire qui suit une
loi Gamma tandis que P suit une loi normale lorsque les images sont des ste´go me´dia.
Plus surprenant, la loi normale suivie par P lorque les images sont des ste´go me´dia est
inde´pendante du taux ste´ganographique. Comme l’illustre la figure 8.2, cette loi est une
loi normale de parame`tres (0.5, σ). Cette diffe´rence de lois de probabilite´ s’explique par le
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Fig. 8.2 – Lois de probabilite´ de P pour des supports et des ste´go images ge´ne´re´es par
JPHide
crite`re d’avalanche de l’e´tape de compression sans perte. Le crite`re d’avalanche est intro-
duit par Feistel [68] en 1973 comme outil cryptographique. Ce crite`re mesure la proportion
de bits inverse´s pour un message chiffre´ lorsqu’un seul bit a e´te´ modifie´ sur dans le message
clair. Les bons algorithmes de chiffrement et les bonnes fonctions de hachage posse`dent un
crite`re d’avalanche proche de 0.5. Ce crite`re met en e´vidence la proprie´te´ de diffusion d’un
algorithme cryptographique. Notons Q le crite`re d’avalanche de l’e´tape de compression
sans perte du format JPEG, P (I) la probabilite´ que bj vaille 0 avant insertion et P
′
(I) la
meˆme probabilite´ apre`s insertion. Alors P
′
(I) s’exprime par
P
′
(I) = P (I)(1−Q) + (1− P (I))Q. (8.1)
Si Q est proche de 0.5 alors P
′
(I) ≈ 0.5. Comme l’illustre la figure 8.3 page suivante,
lorsque seulement quelques octets de LSB de coefficients DCT ont e´te´ modifie´s, presque
la moitie´ des bits, apre`s RLE et Huffman, ont e´te´ inverse´s. Il en re´sulte que P
′
(I) se
rapproche de 0.5. Ce phe´nome`ne est amplifie´ par les algorithmes de ste´ganographie eux-
meˆmes. En effet, afin de pre´server les statistiques des coefficients DCT, de l’information
supple´mentaire est inse´re´e pour corriger les distortions introduites lors de la dissimulation
du message.
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Fig. 8.3 – Crite`re d’avalanche de l’e´tape de compression sans perte du JPEG
Il apparaˆıt alors clairement que quelle que soit la quantite´ d’information que l’on inse`re
dans les LSB des coefficients DCT d’un me´dium de couverture, P
′
(I) ≈ 0.5. Cette re-
marque est fondamentale car elle rend possible l’existence de de´tecteurs ste´ganographiques
dont les performances sont quasi-inde´pendantes du taux ste´ganographique. Deux caracte´ris-
tiques essentielles de l’e´tape de compression sans perte du format JPEG rendent les
ste´ganalyses pre´sente´es aux paragraphes 8.2.2 et 8.3.2 efficaces. Tout d’abord, cette e´tape
est bijective, ce qui implique qu’a` toute de´viation statistique observe´e dans le DFC cor-
respond une de´viation dans le domaine fre´quentiel. Ne´anmoins, e´tudier ces de´viations
dans le DFC semble beaucoup plus aise´ et suˆrement plus discriminant. De telles fonctions
peuvent eˆtre vues comme des loupes qui re´ve`lent et amplifient des de´viations statistiques
non apparentes. Deuxie`ment, un crite`re d’avalanche proche de 0.5 implique que quel que
soit le changement effectue´ en entre´e, la proportion de changements en sortie est toujours
la meˆme. La bijectivite´ et un crite`re d’avalanche proche de 0.5 sont deux crite`res qui
de´finissent une nouvelle classe de fonctions qui doivent rendre possible la mise au point de
de´tecteurs ste´ganographiques quasi-inde´pendants du taux ste´ganographique. L’e´tape de
codage RLE et de compression d’Huffman est l’une d’entre elles.
8.2 Ste´ganalyse universelle dans le DFC
Nous avons mis en e´vidence au paragraphe pre´ce´dent une de´viation statistique qui
semble apparaˆıtre de`s lors que des algorithmes de ste´ganographie changent la valeur des
coefficients DCT. D’autre part, cette de´viation se mesure sans appel a` un oracle d’ex-
traction ni meˆme d’insertion. A` partir de cette de´viation, nous avons conc¸u un sche´ma
de ste´ganalyse universelle dont l’objectif est de tirer au maximum parti de la variation
d’entropie binaire constate´e.
8.2.1 Sche´ma de ste´ganalyse universelle
Soient I une image JPEG a` analyser, (bj) la suite binaire des coefficients DCT quan-
tifie´s, code´s par RLE et compresse´s par Huffman, ainsi que P (I) la probabilite´ que bj vaille
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0. P est donc une variable ale´atoire de´finie sur l’ensemble des images JPEG qui ne suit
pas la meˆme loi de probabilite´ sur l’ensemble des supports de couverture et sur l’ensemble
des ste´go me´dia. Cette mesure rend compte de la variation de l’entropie binaire, qui n’est
autre que l’entropie des motifs de longueur 1.
Or, une telle variation, laisse pre´sager une variation sur l’entropie des motifs de lon-
gueur fixe´e. Soit s la taille des motifs a` conside´rer. Nous de´coupons la suite (bj) en blocs
Bj de longueur s octets, tels que
Bj = bj×8s+1 . . . b(j+1)×8s ∈ Fs2.
Nous e´valuons ensuite le poids de Hamming w(Bj) =
∑8s
i=1 bj×8s+i de chaque bloc. Le poids
de Hamming W est alors une variable ale´atoire a` valeurs dans [0, 8s] de´finie sur l’ensemble
des blocs de longueur s octets, F8s2 . Pour une image I, nous observons autant de mesures
de W que celle-ci contient de blocs Bj . Nous avons donc une estimation expe´rimentale de
loi de probabilite´ suivie par W . D’autre part, nous avons constate´, comme nous nous y
attendions, que cette loi est diffe´rente selon que les mesures s’effectuent sur un support
de couverture ou sur un ste´go me´dium. Pour discriminer un ste´go me´dium d’un support
de couverture, nous mesurons une loi de probabilite´ et devons de´terminer si celle-ci est
plus proche d’une loi observe´e sur les supports de couverture ou d’une loi observe´e sur
les ste´go me´dia. Pour ce faire, nous utilisons une pseudo-distance, appele´e distance de
Kullbak-Liebler ou encore entropie relative (cf. paragraphe 6 page 174). Nous avons pre´-
calcule´ expe´rimentalement une loi moyenne de re´fe´rence, pˆ(x), sur un ensemble de 1 000
images de couverture et mesurons l’e´cart a` cette distribution par
D(pˆ, p) =
∑
x∈Ω
pˆ(x) log
pˆ(x)
p(x)
.
Comme cette pseudo-distance n’est pas syme´trique, nous calculons se´pare´ment D1(I) =
D(pˆ, p) etD2(I) = D(p, pˆ). La figure 8.4 illustre bien que la distribution mesure´e sur l’image
non ste´ganographie´e est plus « proche » de la distribution de re´fe´rence que celle mesure´e
sur l’image apre`s ste´ganographie. D1(.) et D2(.) sont donc deux nouvelles applications
coordonne´es de notre attaque par discrimination.
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Finalement, puisque nous comparons des lois de probabilite´, nous calculons aussi les
moments statistiques jusqu’a` l’ordre k fixe´. Soit Mi(I) = E((W (I) − E(W (I)))i) le mo-
ment d’ordre i de la loi de probabilite´ suivie par W sur I. Nous de´finissons alors notre
attaque par discrimination par
I −→ V (I) = (M1(I), . . . ,Mk(I),D1(I),D2(I))),
parame´tre´e par (s, k). En pratique nous prenons s = 8, 16 ou 32 et k = 3. Chaque compo-
sante du vecteur statistique est une variable ale´atoire de´finie sur les images JPEG qui ne
suit pas la meˆme loi de probabilite´ sur les supports et les ste´go me´dia comme l’illustre le
tableau 8.2.1.
Remarque 8.1 :
P (I) apparaˆıt dans le moment d’ordre 1. En effet, pour tout n ∈ N, E(W (I)) = P (I)×8s.
Celui-ci posse`de exactement le meˆme pouvoir discriminant que W et n’apporte donc au-
cune information supple´mentaire.
Satistiques Support Outguess F5 JPHide
Moment d’ordre 1 +124.23 +117.51 +125.35 +125.66
Moment d’ordre 2 +66.92 +83.34 +65.98 +100.90
Moment d’ordre 3 -60.94 +56.79 -12.18 +2.58
Moment d’ordre 4 +13899.60 +20658.80 +13224.48 +29870.12
D1 +0.297 +0.96 +0.223 +0.169
D2 +0.387 +0.972 +0.250 +0.150
P +0.515 +0.541 +0.510 +0.509
Tab. 8.1 – E´volution de V en dissimulant 1 octet dans l’image monde.jpg, s = 32
Nous avons mis en e´vidence des statistiques qui pre´sentent une de´viation lorsque les
images sont ste´ganographie´es par des algorithmes tels Outguess, F5 ou JPHide and JP-
Seek. Ces de´viations sont illustre´es par les figures 8.5 page 222, 8.6 page 223 et 8.7 page 224.
Ces statistiques sont inde´pendantes de l’algorithme employe´ mais pour montrer l’universa-
lite´ de notre attaque, nous devons encore calibrer un distingueur qui de´tecte efficacement
l’utilisation d’algorithmes de ste´ganographie n’appartenant pas a` l’ensemble d’apprentis-
sage.
8.2.2 Re´sultats expe´rimentaux
Phase d’apprentissage
Afin de mettre en e´vidence la proprie´te´ d’universalite´ de notre ste´ganalyse, nous avons
calibre´ 18 distingueurs diffe´rents. Soient A = {Outguess, F5, JPHide}, l’ensemble des
algorithmes de ste´ganographie dont nous disposons ainsi que les 6 sous-ensemblesAi de´finis
par
A1 = {Outguess}, A2 = {F5}, A3 = {JPHide},
A4 = {Outguess, F5}, A5 = {Outguess, JPHide}, A6 = {F5, JPHide}.
Pour chaque sous-ensemble Ai, nous avons compose´ ale´atoirement un ensemble d’appren-
tissage E(i)1 de 4 000 images, dont 2 000 supports de couverture et 2 000 ste´go images, si
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Card(Ai)=2 et de 3 000 images, dont 1 500 supports de couverture et 1 500 ste´go images
sinon. Les ste´go images se re´partissent e´quitablement entre des images ste´ganographie´es
avec chacun des algorithmes de Ai, pour des taux ste´ganographiques de 10−6, 10−5, 10−4,
10−3 et 10−2. Les sous-ensembles d’images ste´ganographie´es sont donc de taille 200 images
si Card(Ai)=2 et 300 sinon.
Chaque sous-ensemble Ei a permis de calibrer 3 de´tecteurs D3(i−1)+j pour j = 1 . . . 3
avec trois valeurs distinctes de s, 8, 16 et 32. Les distingueurs (D3(i−1)+j)i=1...6,j=1...3 sont
issus d’une analyse discriminante de Fisher, pre´sente´e au paragraphe 6.3. Chacun d’entre
eux est alors e´quivalent a` la donne´e d’un facteur discriminant u, vecteur de longueur 7,
d’un barycentre associe´ g si les variables sont centre´es et d’un seuil T . Ce seuil est a` fixer
en fonction du nombre de fausses alarmes maximum souhaite´ lors de la phase de challenge.
Il ne se de´termine qu’a posteriori. Dans la phase de challenge, nous avons soumis a` chacun
de nos de´tecteurs D3(i−1)+j , des supports de couverture et des images ste´ganographie´es
avec des algorithmes appartenant a` A¯i. Pour chaque ensemble d’apprentissage, nous avons
retenu celui des trois de´tecteurs dont le parame`tre s donne les meilleurs re´sultats lors de
la phase de challenge. Les distingueurs D
′
retenus pour chaque Ai sont repre´sente´s dans
le tableau 8.2 page ci-contre.
Les images sont issues d’une base de donne´es constitue´e d’environ 85 000 images JPEG,
te´le´charge´es ale´atoirement sur Internet et de la base www.worldprint.com. Les parame`tres
JPEG de ces images sont tre`s varie´s (taille, facteur de qualite´, couleur ou noir et blanc,
type d’appareil photo ...) et nous paraissent repre´sentatifs des images JPEG que l’on peut
trouver sur Internet. De plus, le parame`tre k a e´te´ fixe´ a` 5.
Phase de challenge
Pour chaque distingueur D
′
i, nous avons compose´ ale´atoirement des challenges de
2 000 images, dont 1 000 supports de couverture et 1 000 ste´go images. Pour chaque
challenge, les 1 000 ste´go images sont ge´ne´re´es avec un algorithme de A¯i, pour des
taux ste´ganographiques de 10−6, 10−5, 10−4, 10−3 et 10−2. Les sous-ensembles d’images
ste´ganographie´es sont donc de taille 200 images. Nous avons donc soumis a` chaque de´tecteur
D
′
i, associe´ a` Ai, des supports des couverture et des images ste´ganographie´es avec des algo-
rithmes de A¯i, c’est-a`-dire inconnus lors de la phase d’apprentissage. Les courbes ROC sont
repre´sente´es sur la figure 8.8 page 225 et les performances re´sume´es dans les tableaux 8.3
page 220, 8.4 page 221 et 8.5 page 230 .
Limites
Nous avons e´value´ notre sche´ma de ste´ganalyse universel a` l’aide d’un e´chantillon
d’images repre´sentatif d’Internet. Cela soule`ve deux questions importantes. Tout d’abord,
on peut se demander dans quelles mesures les images de notre base de donne´es sont
re´ellement repre´sentatives des images d’Internet. En effet, meˆme si 85 000 images JPEG
semble eˆtre un nombre raisonnable pour des simulations sur quelques milliers d’images,
elles ne repre´sentent qu’une infime proportion des images disponibles sur le net. D’autre
part, si les images pornographiques nous apparaissaient majoritaires il y a encore un ou
deux ans de cela, le de´veloppement conjoint des appareils nume´riques et d’Internet ont fait
naˆıtre un engouement massif pour les sites de partage de photos nume´riques, notamment
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D
′
i s u g
D
′
1 32


−6.075087E − 02
−3.839914E − 04
+4.421784E − 04
+2.525400E − 06
−5.790950E − 08
−3.763350E + 00
−4.005215E + 00




+9.455674E + 01
+7.323546E + 02
−3.414047E + 03
+1.918682E + 06
−1.540449E + 07
+3.411930E − 01
+1.557549E + 00


D
′
2 32


−5.663508E − 02
−4.412542E − 03
+7.172690E − 05
+3.175758E − 06
+1.933487E − 09
−2.852016E + 00
−3.205219E + 00




+8.959408E + 01
+7.375370E + 02
−1.361984E + 03
+1.958334E + 06
−1.036354E + 07
+3.878695E − 01
+1.743684E + 00


D
′
3 32


−8.686621E − 02
−3.292457E − 03
−4.498862E − 05
+7.074311E − 07
+5.928603E − 09
+2.678978E + 00
−2.955305E + 00




+9.245320E + 01
+1.087318E + 03
−5.983621E + 02
+3.125936E + 06
−8.598214E + 06
+5.268383E − 01
+9.335069E − 01


D
′
4 16


+1.780489E − 01
−1.466127E − 02
−3.864907E − 04
+2.750258E − 05
+5.373460E − 07
+1.996971E + 00
−7.300707E − 01




+5.498874E + 01
+3.027994E + 02
−4.102567E + 03
+2.758759E + 05
−7.027489E + 06
+3.112732E − 01
+4.151011E − 01


D
′
5 16


−1.497300E − 01
−5.416273E − 02
−2.140569E − 03
+7.660233E − 05
+1.459027E − 06
−3.392191E + 00
−3.123299E + 00




+5.044011E + 01
+2.351162E + 02
−2.454589E + 03
+1.955665E + 05
−4.233435E + 06
+4.030748E − 01
+1.128800E + 00


D
′
6 16


+8.246617E − 02
−2.786796E − 02
−7.513114E − 04
+4.230118E − 05
+7.628112E − 07
−1.217546E + 00
+6.209087E − 02




+5.254587E + 01
+2.690194E + 02
−3.217135E + 03
+2.373062E + 05
−5.626573E + 06
+3.492606E − 01
+7.899292E − 01


Tab. 8.2 – Distingueurs pour la ste´ganalyse universelle dans le DFC
au format JPEG. Tous ces sites sont pour la plupart prote´ge´s contre le te´le´chargement au-
tomatise´ d’images. Il en re´sulte qu’il est maintenant impossible de te´le´charger des images
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F5 avec D1, s = 32 Outguess avec D2, s = 32
Taux Ste´go. Pfp Pfn Psuc Pfn Psuc
10−6 0.005 0.332 0.83125 0.28614 0.85422
0.01 0.32203 0.83425 0.2343 0.87768
0.05 0.24227 0.85422 0.14257 0.90714
0.1 0.18744 0.86021 0.10269 0.89416
10−5 0.005 0.44068 0.77683 0.2652 0.8652
0.01 0.36391 0.81378 0.22632 0.88168
0.05 0.25224 0.84823 0.12762 0.90914
0.1 0.19242 0.85022 0.07976 0.90265
10−4 0.005 0.36527 0.81469 0.29212 0.85122
0.01 0.3523 0.81868 0.22732 0.88168
0.05 0.22455 0.86414 0.12064 0.91363
0.1 0.16667 0.86713 0.07876 0.90315
10−3 0.005 0.335 0.82976 0.22832 0.88318
0.01 0.32901 0.83175 0.21535 0.88717
0.05 0.24726 0.85172 0.12164 0.91712
0.1 0.18943 0.85721 0.07976 0.90564
10−2 0.005 0.33433 0.83067 0.99411 0.50206
0.01 0.31138 0.83966 0.20259 0.8944
0.05 0.23553 0.85714 0.11425 0.91622
0.1 0.18064 0.86164 0.07656 0.90442
Tab. 8.3 – Performances de D1 et D2
JPEG de fac¸on re´ellement ale´atoire a` partir d’Internet.
D’autre part, les coordonne´es du vecteur statistique, de´finissant une attaque par dis-
crimination d’une ste´ganalyse universelle, sont mesure´es inde´pendamment des algorithmes
de ste´ganographie. En revanche, elles ne sont pas toutes impacte´es de la meˆme manie`re
par chaque algorithme. Les lois de probabilite´ qu’elles suivent sur un ensemble de ste´go
me´dia de´pendent de l’algorithme qui a ge´ne´re´ ces ste´go me´dia. Ces deux remarques im-
pliquent que les performances d’un de´tecteur de ste´ganalyse universelle sont tre`s sensibles
au choix de la base de d’images. A contrario, les proprie´te´s essentielles, dont l’universalite´,
doivent eˆtre conserve´es par changement de base d’images. Pour illustrer notre propos, nous
avons calibre´ de nouveaux de´tecteurs a` partir d’images choisies de fac¸on ale´atoire, dans
un e´chantillon d’environ 35 000 images JPEG, exclusivement de la base www.pbase.com.
Les images de cette base sont issues de contributions personnelles de milliers de gens de
par le monde. Bien e´videmment, les ensembles d’apprentissage contiennent des images de
parame`tres de taille, de facteur de qualite´ et de couleur divers. Leur taille est de 2 000
images re´parties de fac¸on identique au paragraphe 8.2.2. Les figures 8.9 page 226, 8.10
page 227 et 8.11 page 228 mettent en e´vidence les lois de probabilite´ suivies par les coor-
donne´es de V lorsques les images sont issues de www.pbase.com.
Les de´tecteurs ainsi calibre´s sont nettement moins performants que ceux construits
avec la base de 85 000 images, ne´anmoins ils permettent de mettre en e´vidence l’uni-
versalite´ du sche´ma propose´ ainsi que des taux de de´tection quasi-inde´pendants du taux
8.3 Ste´ganalyse spe´cifique dans le DFC 221
F5 avec D3, s = 32 JPHide avec D4, s = 16
Taux Ste´go. Pfp Pfn Psuc Pfn Psuc
10−6 0.005 0.30209 0.84823 0.95115 0.52172
0.01 0.3001 0.84673 0.91924 0.5357
0.05 0.19541 0.88517 0.84347 0.55167
0.1 0.15753 0.88467 0.77866 0.55916
10−5 0.005 0.29013 0.85172 0.91924 0.53570
0.01 0.28714 0.85022 0.93121 0.52921
0.05 0.17846 0.88867 0.83649 0.55267
0.1 0.13958 0.88767 0.78265 0.55017
10−4 0.005 0.30409 0.84473 0.93619 0.52871
0.01 0.30409 0.84473 0.91326 0.53819
0.05 0.21336 0.87519 0.82154 0.55966
0.1 0.17946 0.87419 0.80160 0.55217
10−3 0.005 0.32104 0.83724 0.97308 0.51023
0.01 0.31605 0.83724 0.93719 0.52571
0.05 0.26321 0.84923 0.84646 0.55517
0.1 0.20439 0.86570 0.80060 0.55467
10−2 0.005 0.34397 0.82676 0.96411 0.51473
0.01 0.33799 0.82576 0.94616 0.52172
0.05 0.25424 0.85172 0.87139 0.53620
0.1 0.19741 0.87019 0.84845 0.53620
Tab. 8.4 – Performances de D3 et D4
ste´ganographique qui sont les deux proprie´te´s essentielles de notre sche´ma de ste´ganalyse.
8.3 Ste´ganalyse spe´cifique dans le DFC
Nous avons mis en e´vidence au paragraphe pre´ce´dent des statistiques qui permettent de
calibrer des de´tecteurs dont les performances sont quasi-inde´pendantes du taux ste´ganogra-
phique. Nous avons montre´ par ailleurs, que notre sche´ma de ste´ganalyse est universelle
au sens de la de´finition 6.11 page 186. Ne´anmoins, les performances de ces de´tecteurs
sont sensibles au choix de la base d’images. Pour pallier cette sensibilite´ intrinse`que, nous
proposons un sche´ma de ste´ganalyse spe´cifique qui tire profit des variations statistiques
observe´es dans le DFC.
8.3.1 Sche´ma de ste´ganalyse spe´cifique
Le point central de la ste´ganalyse dans le DFC est la variation de l’entropie binaire
lors de l’insertion d’information a` l’aide d’algorithmes de ste´ganographie. D’apre`s la re-
lation (8.1) page 214, P
′
(I) ≈ 0.5 apre`s application d’un algorithme de ste´ganographie.
De meˆme, si nous dissimulons a` nouveau de l’information alors P
′′
(I) apre`s cette se-
conde insertion ve´rifie aussi P
′′
(I) ≈ 0.5. On en de´duit que la variation de P (I) apre`s la
premie`re insertion est plus importante qu’apre`s les suivantes. Le principe de la Me´thode
de Ste´ganographie Multiple (MSM ou MEM pour Multiple Embedding Method en anglais)
de´coule de cette remarque. Elle consiste a` ste´ganographier plusieurs fois l’image a` analyser
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Fig. 8.5 – Distribution des coordonne´es de V pour Outguess, s = 32
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Fig. 8.7 – Distribution des coordonne´es de V pour JPHide, s = 32
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Fig. 8.8 – Meilleures courbes ROC pour D1, D2, D3, D4, D5 et D6
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Fig. 8.9 – Distribution des coordonne´es de V pour Outguess, s = 32
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Fig. 8.10 – Distribution des coordonne´es de V pour F5, s = 32
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Fig. 8.11 – Distribution des coordonne´es de V pour JPHide, s = 32
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Fig. 8.12 – Meilleures courbes ROC pour D1, D2, D3, D4, D5 et D6
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F5 avec D5, s = 16 Outguess avec D6, s = 16
Taux Ste´go. Pfp Pfn Psuc Pfn Psuc
10−6 0.005 0.51249 0.82508 0.39382 0.8003
0.01 0.41159 0.85585 0.39382 0.8003
0.05 0.15984 0.91405 0.20937 0.86920
0.1 0.10390 0.89565 0.12363 0.88967
10−5 0.005 0.6341 0.78476 0.42871 0.78283
0.01 0.46162 0.8389 0.42074 0.78632
0.05 0.17846 0.90642 0.24925 0.85172
0.1 0.11665 0.88971 0.16152 0.87369
10−4 0.005 0.46407 0.84312 0.39182 0.8013
0.01 0.43513 0.85113 0.37288 0.80929
0.05 0.17465 0.90587 0.20638 0.86920
0.1 0.12475 0.88652 0.08674 0.90315
10−3 0.005 0.44666 0.84746 0.42074 0.78682
0.01 0.44666 0.84746 0.40877 0.79231
0.05 0.17049 0.90854 0.24427 0.85172
0.1 0.11067 0.88952 0.12463 0.89166
10−2 0.005 0.43956 0.85017 0.31152 0.85699
0.01 0.40659 0.86054 0.31152 0.85699
0.05 0.18282 0.90502 0.15394 0.90630
0.1 0.14585 0.88462 0.07394 0.92110
Tab. 8.5 – Performances de D5 et D6
a` l’aide de messages et de cle´s ale´atoires et a` mesurer les variations de P (I). Si la premie`re
variation est « plus importante » que les suivantes, alors l’image est conside´re´e comme
non ste´ganographie´e.
Soient Σ un sche´ma de ste´ganographie, d’algorithme d’insertion Emb(.), (Ki)i=1...n une
suite de cle´s ste´ganographiques, (Mi)i=1...n une suite de messages ale´atoires de longueur
fixe´e l et I l’image JPEG a` analyser. Nous de´finissons tout d’abord la suite I = (Ii)i=0...n
par 

I0 = I,
Ii = Emb(Ki,Mi, Ii−1), ∀i = 1 . . . n.
Pour mesurer les variations de P (I), nous calculons la suite ∆ = (∆i)i=0...n de´finie par

∆0 = 0,
∆i = |P (Ii)− P (Ii−1)|, ∀i = 1 . . . n.
Si I n’a pas e´te´ ste´ganographie´e par Emb alors


∆1 ≫ ∆i, ∀i > 1,
∆i et ∆j sont du meˆme ordre de grandeur, ∀i, j > 1;
(8.2)
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En revanche, si I est ste´ganographie´e alors ∆i et ∆j sont du meˆme ordre de grandeur
∀i, j. Par ailleurs, nous prenons en compte la variation relative en calculant la suite Q =
(Qi)i=0...n, par 

Qi = 0, ∀i = 0 . . . 1,
Qi =
∆i−1
∆i
si ∆i 6= 0,∞ sinon, ∀i = 2 . . . n.
L’e´quation (8.2) page ci-contre implique
Q2 ≫ 1 (8.3)
si I est un support de couverture et Q2 ≈ 1, sinon.
Nous pouvons alors de´finir formellement l’attaque par discrimination base´e sur la MSM
contre un sche´ma de ste´ganographie Σ. Nous associons a` une image JPEG I, le vecteur
statistique
I −→ V (I) = (P (I),∆(I), Q(I)),
ou` ∆(I) = ∆1 et Q(I) = Q2. Cette attaque est parame´tre´e par l ; en pratique, nous pre-
nons l de l’ordre de quelques dizaines d’octets. Chaque coordonne´e de V (I) ne suit pas la
meˆme loi de probabilite´ sur les supports de couverture et les ste´go me´dia ge´ne´re´s par Σ,
comme l’illustre les figures 8.14 page 236 et 8.15 page 237.
Remarque 8.2 :
le choix du parame`tre l est peu impactant dans la mesure ou` la variation de P (I) est
quasi-inde´pendant du taux ste´ganographique.
Fig. 8.13 – Image coccinelle.jpg
Le tableau 8.3.1 page suivante reprend les statistiques du support de couverture cocci-
nelle.jpg (figure 8.13) dans laquelle un octet a e´te´ dissimule´ avec Outguess, F5 et JPHide
(parame`tre l = 1). L’image coccinelle.jpg fait environ 107 Ko, un octet dissimule´ dans
coccinelle.jpg correspond donc a` un taux ste´ganographique ρ = 9.17 10−6. Les relations
(8.2) page pre´ce´dente et (8.3) sont alors ve´rifie´es. Pour lire les statistiques de l’image
ste´ganographie´e une fois, il faut de´caler les mesures d’une ligne vers le haut et annuler
∆1, Q0 et Q1. Dans ce cas, on remarque que les relations (8.2) page pre´ce´dente et (8.3)
ne sont plus ve´rifie´es.
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Outguess F5
i Pi ∆i Qi Pi ∆i Qi
0 0.5037 0 0 0.5037 0 0
1 0.5470 0.04334 0 0.5322 0.02851 0
2 0.5470 7.147 10−5 606.5 0.5319 3.730 10−4 76.45
3 0.5470 2.297 10−5 3.112 0.5318 1.110 10−4 3.36
4 0.5470 3.914 10−5 0.586 0.5315 1.897 10−4 0.585
JPHide
Pi ∆i Qi
0 0.5037 0 0
1 0.5039 1.797 10−4 0
2 0.5039 4.659 10−5 3.856
3 0.5041 1.277 10−4 0.3646
4 0.5040 1.154 10−4 1.1066
Tab. 8.6 – Statistiques pour coccinelle.jpg, un octet dissimule´ par Outguess, F5 et JPHide
8.3.2 Re´sultats expe´rimentaux
Phase d’apprentissage
Afin d’illustrer notre sche´ma de ste´ganalyse, nous avons calibre´ 21 de´tecteurs diffe´rents.
Pour chacun des algorithmes Outguess, F5 et JPHide, nous avons entraine´ 7 distingueurs
de parame`tres respectifs l = 10, 50, 100, 200, 400, 600 et 800 octets. Pour chacun de
ces distingueurs, nous avons compose´ ale´atoirement un ensemble d’apprentissage de 2 000
supports de couvertures. Lors de l’application de la MSM, chaque support de couverture
a engendre´ une image ste´ganographie´e avec l octets. Chaque de´tecteur a donc e´te´ entraine´
avec 2 000 supports de couverture et 2 000 ste´go images. Les distingueurs sont issus d’une
analyse discriminante de Fisher, pre´sente´e au paragraphe 6.3. Chacun d’entre eux est alors
e´quivalent a` la donne´e d’un facteur discriminant u, vecteur de longueur 3, d’un barycentre
associe´ g si les variables sont centre´es et d’un seuil T . Ce seuil est a` fixer en fonction
du nombre de fausses alarmes maximum souhaite´ lors de la phase de challenge. Il ne se
de´termine qu’a posteriori. Les distingueurs retenus sont repre´sente´s dans le tableau 8.7.
Outguess F5 JPHide
l 50 octets 10 octets 10 octets
u

 −3.897063E + 01+2.299124E + 02
+2.046336E − 04



 −1.779760E + 01+1.365236E + 02
+3.349051E − 05



 −1.143656E + 01+1.472741E + 02
−7.731891E − 06


g

 +4.875425E − 01+9.624832E − 03
+1.292244E + 02



 +4.849074E − 01+7.688310E − 03
+1.279877E + 02



 +5.069493E − 01+8.883871E − 03
+7.207079E + 02


Tab. 8.7 – Distingueurs pour la ste´ganalyse spe´cifique dans le DFC
Les images sont issues d’une base de donne´es constitue´e d’environ 85 000 images JPEG,
te´le´charge´es ale´atoirement sur Internet et de la base www.worldprint.com. Les parame`tres
JPEG de ces images sont tre`s varie´s (taille, facteur de qualite´, couleur ou noir et blanc,
type d’appareil photo ...) et nous paraissent repre´sentatifs des images JPEG que l’on peut
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trouver sur Internet.
Phase de challenge
Pour chaque distingueur, nous avons compose´ ale´atoirement des challenges de 2 000
images, dont 1 000 supports de couverture et 1 000 ste´go images. Pour chaque challenge, les
1 000 ste´go images sont ge´ne´re´es avec l’un des algorithmes Outguess, F5 ou JPhide, pour
des taux ste´ganographiques de 10−6, 10−5, 10−4, 10−3 et 10−2. Les sous-ensembles d’images
ste´ganographie´es sont donc de taille 200 images. Les courbes ROC sont repre´sente´es sur
la figure 8.16 page 237 et les performances re´sume´es dans les tableaux 8.8 et 8.9 page
suivante.
Outguess avec l = 50 JPHide, l = 10
Taux Ste´go. Pfp max. Pfn Psuc Pfn Psuc
10−6 0.005 0.86667 0.56142 0.99301 0.50250
0.01 0.79697 0.59188 0.48403 0.75125
0.05 0.22929 0.85431 0.00299 0.96603
0.1 0.06364 0.91777 0.00299 0.95055
10−5 0.005 0.92908 0.53154 0.92223 0.53746
0.01 0.92908 0.53154 0.92223 0.53746
0.05 0.46707 0.74517 0.00299 0.97203
0.1 0.02634 0.92879 0.00299 0.95504
10−4 0.005 0.94995 0.52347 0.84447 0.57414
0.01 0.86619 0.56173 0.84447 0.57414
0.05 0.10827 0.91684 0.01097 0.97753
0.1 0.03575 0.93878 0.01097 0.97753
10−3 0.005 0.90918 0.54634 0.78963 0.60160
0.01 0.83591 0.58116 0.78963 0.60160
0.05 0.22807 0.85970 0.00299 0.96555
0.1 0.05882 0.92985 0.00299 0.94658
10−2 0.005 0.91147 0.62090 0.99202 0.50275
0.01 0.87518 0.63403 0.99202 0.50275
0.05 0.14949 0.90209 0.00299 0.97254
0.1 0.04790 0.92299 0.00299 0.95956
Tab. 8.8 – De´tection de Outguess et F5
Analyse
Nous avons explique´ au paragraphe pre´ce´dent que le sche´ma de ste´ganalyse univer-
selle pre´sente´ e´tait sensible au changements de base d’images. En revanche, le sche´ma
de ste´ganalyse spe´cifique que nous venons de de´tailler, utilise des variations de mesures
effectue´es sur des images. Ces variations sont intimement lie´es a` l’algorithme de ste´ganogra-
phie employe´. Pour une meˆme image, une meˆme cle´ et un meˆme message, chaque algo-
rithme induit une variation de ces mesures qui lui est propre. De ce fait, le sche´ma propose´
est peu sensible aux changements de base d’images. Pour s’en assurer, nous avons calibre´
de nouveaux de´tecteurs spe´cifiques a` partir d’images choisies de fac¸on ale´atoire, dans un
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F5 avec l = 10
Taux Ste´go. Pfp max. Pfn Psuc
10−6 0.005 0.98195 0.50604
0.01 0.91073 0.53773
0.05 0.51755 0.71730
0.1 0.51755 0.71730
10−5 0.005 0.92965 0.53104
0.01 0.92965 0.53104
0.05 0.69548 0.63806
0.1 0.69548 0.63806
10−4 0.005 0.98991 0.50479
0.01 0.94450 0.52446
0.05 0.82543 0.5789
0.1 0.18063 0.85830
10−3 0.005 0.90313 0.54610
0.01 0.90313 0.54610
0.05 0.90313 0.54610
0.1 0.90313 0.54610
10−2 0.005 0.93964 0.52648
0.01 0.93964 0.52648
0.05 0.84004 0.56329
0.1 0.31187 0.77862
Tab. 8.9 – De´tection de JPHide
e´chantillon d’environ 35 000 images JPEG, exclusivement de la base www.pbase.com. Les
images de cette base sont issues de contributions personnelles de milliers de gens de par
le monde. Bien e´videmment, les ensembles d’apprentissage contiennent des images de pa-
rame`tres de taille, de facteur de qualite´ et de couleur divers. Chaque ensemble d’apprentis-
sage est compose´ de 1 000 supports de couverture et 1 000 ste´go images ste´ganographie´es a`
l’aide d’Outguess, F5 ou JPHide a` des taux ste´ganographiques de 10−6, 10−5, 10−4, 10−3
et 10−2. De plus, nous avons compose´ ale´atoirement des ensembles de 2 000 challenges,
dont 1 000 supports de couverture et 1 000 ste´go images.
D’autre part, afin de comparer le pouvoir discriminant des statistiques spe´cifiques et
universelles, nous avons pris comme nouvelle attaque par discrimination
I −→ V (I) = (M1(I), . . . ,M4(I),D1(I),D2(I)),∆(I), Q(I)).
Les figures 8.17 page 238 et 8.18 page 239 mettent en e´vidence les lois de probabilite´
suivies par ∆ et Q lorsques les images sont issues de www.pbase.com. Nous pouvons alors
remarquer qu’elles sont similaires a` celles des images de la base initiale de 85 000 images.
Aux vues des courbes ROC de la figure 8.19 page 239, il apparaˆıt que le sche´ma de
ste´ganalyse spe´cifique issue de la Me´thode de Ste´ganographie Multiple, n’est pas sensible
aux changements de base d’images, comme l’on pouvait s’y attendre. De plus, l’ajout de co-
ordonne´es supple´mentaires a permis d’ame´liorer un peu les performances mais de manie`re
non significative. D’autre part, les taux de de´tection sont, comme pour la ste´ganalyse
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universelle, quasi-inde´pendants du taux ste´ganographique. Ce qui apparaˆıt pour le moins
contre-intuitif est la loi suivie par P (I) lorsque I parcours les images JPEG naturelles. En
effet, tandis que Huffman (cf. paragraphe 5.2.5) est un algorithme de compression optimal,
on s’attend a` obtenir une distribution Gaussienne centre´e en 0.5. Deux arguments peuvent
expliquer cela. Tout d’abord, il faut rappeler que le codage de Huffman est optimal si et
seulement si le dictionnaire est calcule´ en fonction du message. Or, pour e´conomiser de
la place, la majorite´ des logiciels ge´rant le format JPEG emploient les tables normalise´es
et ne stockent dans l’enteˆte du fichier que le nume´ro de la table et non le dictionnaire
en entier. Bien que ces tables aient e´te´ calcule´es pour eˆtre les meilleures en moyenne,
elles ne sont pas optimales. D’autre part, seules les valeurs RL et S du codage RLE (cf.
paragraphe 5.2.4) des coefficients AC et la valeur S du codage RLE des coefficients DC
sont compresse´s par Huffman ; les valeurs V de ces coefficients e´tant conside´re´es comme
ale´atoires. Ces valeurs V ne le sont clairement pas, les faibles valeurs e´tant majoritaires
apre`s la quantification. Le poids de ces valeurs n’est donc pas ale´atoire ce qui permet ainsi
d’expliquer la loi suivie par P .
8.4 Conclusion et perspectives
Au cours de ce chapitre, nous avons pre´sente´ une approche novatrice bien que contre-
intuitive. En effet, la dernie`re e´tape du format JPEG e´tant une compression sans perte
de Huffman, nous nous attendons a` obtenir des donne´es binaires qui ont des proprie´te´s
proches de l’ale´a. Bien qu’Huffman soit un algorithme de compression de´montre´ optimal,
nous observons une de´viation statistique de la re´partition des bits a` 0 sur l’ensemble des
images JPEG naturelles. Cette de´viation semble s’expliquer aise´ment si l’on conside`re que
la plupart des logiciels manipulant les images JPEG pre´fe`rent utiliser les tables de Huffman
normalise´es plutoˆt que de devoir recalculer le dictionnaire et le joindre en enteˆte. Dans
ce contexte, la compression applique´e a` l’image n’est certe pas optimale mais du moins
performante. D’autre part, si l’on regarde de plus pre`s le format JPEG, on s’aperc¸oit
que tous les coefficients RLE ne sont pas compresse´s. De plus, il est assez e´vident que la
re´partition des poids de Hamming pour ces valeurs non compresse´es n’est pas ale´atoire.
Cette de´viation statistique de l’entropie binaire semblerait anodine sans une proprie´te´
forte de l’e´tape de compression sans perte. En effet, celle-ci posse`de un crite`re d’ava-
lanche proche de 0.5. Ceci implique que lorsque quelques modifications seulement sont
effectue´es sur les donne´es d’entre´e (les coefficients DCT quantifie´s), environ un bit sur
deux est inverse´ en sortie. Or, des algorithmes de ste´ganographie de´die´s au format JPEG
n’ont pas d’autre choix que de dissimuler l’information dans les coefficients DCT quan-
tifie´s. Cela signifie, en d’autre termes, qu’il existe des de´tecteurs dont les performances
sont quasi-inde´pendantes du taux ste´ganographique. Nous avons mis en e´vidence de tels
de´tecteurs et avons repousse´ a` l’extreˆme le compromis entre l’inde´tectabilite´ et la capacite´.
Nous avons de´cline´ l’approche qui consiste a` e´valuer la de´viation observe´e en deux
sche´mas de ste´ganalyse extreˆmement efficaces. Nous nous sommes tout d’abord place´s
dans le cas le plus de´favorable et avons de´fini un sche´ma de ste´ganalyse universelle ca-
pable de de´tecter des algorithmes inconnus avec des taux de de´tection tre`s e´leve´s (> 90%
pour Pfa < 0.1) mais surtout constants en fonction du taux ste´ganographique, a` Pfa
fixe´e. Le sche´ma propose´ est ne´anmoins, comme tout autre sche´ma de ste´ganalyse univer-
selle, sensible aux changements de base d’images. Nous avons ensuite conc¸u un sche´ma
de ste´ganalyse spe´cifique, la Me´thode de Ste´ganographie Multiple, adapte´ au domaine
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Fig. 8.14 – Distribution des coordonne´es de V pour Outguess et F5
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Fig. 8.16 – Meilleures courbes ROC pour Outguess, F5 et JPHide
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fre´quentiel compresse´. Cette technique offre de bonnes performances pour un couˆt calcu-
latoire de´risoire. En effet, tandis que les ste´ganalyses spe´cifiques a` l’e´tat de l’art proposent
des vecteurs statistiques de quelques dizaines de coordonne´es [137, 83], nous e´valuons un
vecteur statistique de trois coordonne´es. De plus, les complexite´s en temps et en me´moire
de chacune de nos coordonne´es sont line´aires en la taille de l’image ; elles se re´duisent a`
un comptage du nombre de ze´ros dans les donne´es binaires du fichier JPEG. Outre des
taux de de´tection e´leve´s, nos ste´ganalyses posse`dent deux proprie´te´s qui leur sont propres.
Tout d’abord, quelle que soit la quantite´ d’information dissimule´e, les taux de de´tection
sont constants a` Pfa fixe´e. De ce fait, nous sommes capables, de de´tecter des ste´go me´dia
ste´ganographie´s a` des taux compris entre 10−6 et 10−2, alors que les ste´ganalyses classiques
commencent seulement a` de´tecter difficilement des taux ste´ganographiques de l’ordre de
10−2. Pour des taux ste´ganographiques avoisinants les 10−6, la quantite´ d’information
inse´re´e est de l’ordre de un octet. Nos sche´mas sont pour le moment, les seuls a` pouvoir
de´tecter des taux ste´ganographiques de cet ordre et a` posse´der des taux de de´tection quasi-
inde´pendants du taux ste´ganographique, tant pour des sche´mas spe´cifiques qu’universels.
De ce fait, c’est ce qui caracte´rise l’originalite´ de notre approche, nous n’avons pas pu
effectuer des simulations comparatives.
Les sche´mas propose´s ont e´te´ valide´s avec des algorithmes de re´fe´rence, Outguess, F5
et JPHide and JPSeek, socle commun de comparaisons des ste´ganalyses classiques. Au-
dela` de ces trois algorithmes, nous conjecturons que la plupart des algorithmes de´die´s au
format JPEG introduisent la meˆme de´viation que celle que nous avons observe´e. C’est un
travail long et fastidueux qui reste ne´anmoins a` faire pour montrer que le format JPEG
n’est intrinse`quement pas adapte´ pour faire de la ste´ganographie. Cette e´tude aura
permis de mettre en lumie`re une nouvelle classe de fonctions qui semble eˆtre promet-
teuse dans l’e´laboration de futurs sche´mas de ste´ganalyse. Les fonctions de cette classe,
dont l’e´tape de compression sans perte du format JPEG fait partie, sont tout d’abord bi-
jectives mais posse`dent aussi un crite`re d’avalanche proche de 0.5. Ces deux proprie´te´s
nous ont permis de concevoir des de´tecteurs de performances quasi-inde´pendantes du
taux ste´ganographique et capable de de´tecter la dissimulation d’un seul octet. Mettre
en e´vidence de telles fonctions paraˆıt eˆtre un axe de recherche fe´cond pour la ste´ganalyse ;
cette e´tude en est la parfaite illustration. Une autre approche peut consister a` essayer
d’adapter la fonction RLE+Huffman ou Huffman a` d’autres domaines pour be´ne´ficier des
meˆmes proprie´te´s, a` l’image de S. Lyu et H. Farid [136] qui proposent de de´tecter la
ste´ganographie dans le domaine spatial, en e´valuant des de´viations statistiques dans le
domaine fre´quentiel des transforme´es en ondelettes. Le principe est de se servir de cette
fonction comme une « loupe » afin de grossir des de´viations statistiques autrement invi-
sibles.
Conclusion et perspectives
« Il faut toujours se re´server le droit de rire
le lendemain de ses ide´es de la veille. »
Napole´on Bonaparte
DANS cette partie, nous avons aborde´ l’e´tude des canaux de communication dansun contexte non coope´ratif sous l’angle de la ste´ganalyse. La ste´ganographie peut
en effet eˆtre assimile´e a` une action de codage de canal adapte´ pour des canaux non phy-
siques. De plus, la furtivite´ recherche´e en fait naturellement un canal non coope´ratif.
Tout comme les canaux de communication classiques, l’attaquant passif doit tout d’abord
de´sencapsuler l’information de sa redondance avant de pouvoir effectuer une cryptana-
lyse de l’information chiffre´e e´change´e. Dans le cadre de la ste´ganographie, cela revient
a` extraire l’information dissimule´e. Cet objectif est le Saint Graal du ste´ganalyste. De
manie`re plus pragmatique, nous devons d’abord eˆtre en mesure de distinguer les supports
de couverture des ste´go me´dia dans la masse des me´dia avant meˆme imaginer une pos-
sible extraction. Les ste´ganalyses de la litte´rature se placent dans ce contexte ; c’est donc
ce point de vue que nous avons naturellement adopte´. Dans ce domaine, notre contribu-
tion a e´te´ multiple. Nous avons tout d’abord revisite´ les sche´mas classiques de se´curite´ en
ste´ganographie afin de mode´liser l’attaquant passif re´el et proposons ainsi deux sche´mas de
se´curite´ correspondants aux ste´ganalyses spe´cifique et universelle usuelles. Nous de´finissons
alors formellement les notions d’attaque par discrimination, de distingueur, de ste´ganalyse
et pre´cisons la proprie´te´ d’universalite´ d’un sche´ma de ste´ganalyse. Nous relions ensuite
les mode`les ainsi construits aux mode`les classiques et montrons que des algorithmes qui ne
sont pas suˆrs dans les mode`les que nous proposons, ne sont pas suˆrs dans les mode`les clas-
siques. Finalement, nous exprimons l’inse´curite´ des sche´mas de ste´ganographie en fonction
des performances des distingueurs effectifs mis en e´vidence lors de ste´ganalyses pratiques.
Ce sont ces mode`les d’attaquant que nous mettons en œuvre pour e´valuer les performances
de nos ste´ganalyses. La centaine d’algorithmes de ste´ganographie (cf. annexe D) que nous
avons recense´e sur Internet est majoritairement de´die´e aux images non compresse´es et
JPEG ; c’est ce qui a motive´ notre inte´reˆt pour la ste´ganalyse de´die´e aux images fixes.
Nous avons dans un premier temps adapte´ une technique classique d’analyse de´veloppe´e
par J. Fridrich et al. [76, 77], la ste´ganalyse RS, afin de de´tecter l’algorithme Multi Bit
Plane Image Steganography (MBPIS), propose´ par B.C. Nguyen et al. [147] a` IWDW en
2006. Nous avons calibre´ un distingueur [18] qui de´tecte efficacement des images non com-
presse´es ste´ganographie´es a` l’aide de MBPIS pour des taux ste´ganographiques supe´rieurs
a` 3%. De plus, nous avons montre´ que les coefficients de la ste´ganalyse RS permettent de
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concevoir un de´tecteur efficace contre MBPIS, ce qui affecte l’immunite´ de ce sche´ma contre
la ste´ganalyse RS, annonce´e par les auteurs. Dans un second temps, nous nous sommes
inte´resse´s a` la ste´ganalyse de´die´e au format JPEG. Nous avons de´veloppe´ une nouvelle
approche [15, 16, 17] qui consiste a` e´valuer une de´viation de l’entropie binaire dans le
domaine fre´quentiel compresse´. A` partir de cette approche, un sche´ma de ste´ganalyse uni-
versel [16, 17] a e´te´ conc¸u. Ce sche´ma permet de de´tecter des algorithmes inconnus avec des
taux de de´tection e´leve´s. D’autre part, nous avons aussi mis au point un sche´ma spe´cifique
[15] contre les algorithmes Outguess, F5 et JPHide and JPSeek dont les performances sont,
la` encore, tre`s e´leve´es. Ce qui diffe´rencie nos travaux des ste´ganalyses a` l’e´tat de l’art, ce
sont tout d’abord des taux de de´tection quasi-inde´pendants du taux ste´ganographique
mais aussi la possibilite´ de de´tecter a` des taux ou` les autres ste´ganalyses e´chouent. Nos
de´tecteurs sont capables de de´tecter un unique octet inse´re´ dans une image fixe repoussant
ainsi aux limites, le compromis ance´stral entre l’ inde´tectabilite´ et la capacite´.
Une des premie`res lec¸ons que nous enseigne cette e´tude, est qu’il est illusoire de
croire qu’il suffit de ne pas utiliser des parties d’une image favorables a` une technique de
ste´ganalyse donne´e pour s’en prote´ger. En effet, en excluant de telles zones, les statistiques
les plus discriminantes sont ainsi « noye´es » parmi les zones non utilise´es. Ne´anmoins ce
proce´de´ ne gomme absolument pas les de´viations observe´es mais tend plutoˆt a` diminuer
leur poids relatif en laissant invariant de nombreuses zones de l’image. Une simple exclu-
sion de ces zones permet d’observer a` nouveau ces de´viations, comme l’illustre l’adaptation
du chapitre 7. D’autre part, aux vues des techniques pre´sente´es au chapitre 8, le JPEG
ne semble pas eˆtre un format de support adapte´ a` la ste´ganographie. En effet, celui-ci
pre´sente trois domaines, spatial, fre´quentiel et fre´quentiel compresse´ qui sont fortement
structure´s mais aussi fortement corre´le´s. De ce point de vue, il paraˆıt alors tre`s difficile
de pre´server les statistiques dans les trois domaines simultane´ment, lors de l’insertion.
De plus, les proprie´te´s mises en e´vidence laissent pre´sager que la plupart des algorithmes
de ste´ganographie adapte´s au format JPEG soient sensibles aux sche´mas de ste´ganalyse
pre´sente´s. Ces proprie´te´s, bijectivite´ et crite`re d’avalanche proche de 0.5, de´finissent une
classe de fonctions prometteuse du point de vue du ste´ganalyste. A` l’instar de l’e´tape de
compression sans perte du format JPEG, elles doivent permettre d’e´laborer des de´tecteurs
dont les performances sont quasi-inde´pendantes du taux ste´ganographique et efficaces pour
des taux extreˆmement faibles. Rechercher de telles fonctions est alors une voie possible
pour de futures ste´ganalyses. En prenant la solution dans l’autre sens, essayer d’adapter la
fonction RLE+Huffman a` d’autres types de donne´es devrait re´ve´ler, de la meˆme manie`re,
des de´viations statistiques jusqu’alors invisibles et obtenir ainsi des proprie´te´s similaires
pour de de´tecteurs travaillant avec d’autres supports que les coefficients DCT. La difficulte´
majeure que doit surmonter un algorithme de ste´ganographie est la pre´servation de toutes
les statistiques possibles, c’est-a`-dire avoir une distribution Pc de me´dia de couverture
identique a` la distribution PS des ste´go me´dia engendre´s par l’algorithme. Or, les mes-
sages a` dissimuler sont en ge´ne´ral chiffre´s et sont donc conside´re´s comme ale´atoires. Pour
obtenir Pc = PS , il faut donc trouver des donne´es re´ellement ale´atoires dans le format
du support. Dans le cas des images fixes, les hypothe`ses faites sur le caracte`re ale´atoire
des LSB des pixels ou des coefficients DCT ne sont clairement pas ave´re´es. En effet, les
pixels de l’images, ou meˆmes les coefficients DCT, sont fortement corre´le´s par la nature
meˆme de l’image. Introduire un message ale´atoire dans leur LSB va tendre a` les rendre
plus ale´atoires qu’ils ne le sont initialement. Pour concevoir des sche´mas de ste´ganographie
pratiques et suˆrs, deux approches s’offrent a` nous. La plus naturelle, est de rechercher des
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supports qui contiennent effectivement de l’ale´a, ce qui est loin d’eˆtre e´vident, ou bien de
partir de sche´mas prouve´s suˆrs et de de´grader leur se´curite´, tout en la maˆıtrisant, afin de
les rendre utilisables en pratique.
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Conclusion
« Curiosite´ n’est que vanite´. Le plus souvent,
on veut savoir que pour en parler. »
Blaise Pascal (Pense´es sur la religion)
NOUS avons analyse´ dans cette the`se des canaux de communication dans un contextenon coope´ratif sous deux angles distincts ; sous l’angle des codes correcteurs d’er-
reurs, d’une part, et sous l’angle de la ste´ganographie d’autre part. L’objectif commun est
de proposer des techniques permettant a` un adversaire d’avoir acce`s au message chiffre´
transmis par un syste`me de communication, en vue d’une cryptanalyse et d’e´valuer ainsi
les conditions re´elles d’un attaquant cryptographique. Dans le cadre des canaux de com-
munication classiques, l’e´tape pre´ce´dant la cryptanalyse consiste a` enlever les bits de
redondance ajoute´s au message chiffre´ et a` corriger d’e´ventuelles erreurs introduites par
le canal de transmission. Dans un contexte un peu diffe´rent, une e´tape de ste´ganographie,
consistant a` dissimuler le message chiffre´ dans un support et a` transmettre ce dernier,
vient s’intercaler entre le chiffrement et le codage de canal. Si l’on conside`re le support
comme un canal de transmission a` part entie`re, nous nous ramenons donc a` l’analyse d’un
canal non coope´ratif, dans le meˆme esprit que celle effectue´e pour la reconstruction des
codes correcteurs d’erreurs. Ne´anmoins, le travail de l’attaquant est quelque peu diffe´rent.
En effet, dans ce contexte, celui-ci doit d’abord de´tecter les me´dia qui contiennent de l’in-
formation cache´e puis, dans un deuxie`me temps, extraire cette information.
De le cadre de nos travaux sur la reconstruction des codes correcteurs d’erreurs, nous
nous sommes inspire´s du formalisme propose´ par G.D. Forney [87] et repris par R.J. McE-
liece [143], afin d’unifier sous une meˆme approche, l’ensemble des algorithmes de recons-
truction e´tudie´s. Nous nous sommes notamment inte´resse´s a` la reconstruction des codes
en blocs line´aires [19] en effectuant l’analyse de l’algorithme de Sicot-Houcke [175] dans le
formalisme adopte´. Cet algorithme constitue la brique de base pour reconstruire les codes
convolutifs. Dans l’esprit des travaux d’E´. Filiol [69, 70, 71], nous avons mis en e´vidence de
nouvelles relations qui nous ont permis d’obtenir un algorithme de meilleure complexite´
the´orique [9], d’automatiser comple`tement le processus de reconstruction mais aussi de
de´montrer la conjecture d’E´. Filiol, [71, p. 170], sur la nature des codeurs renvoye´s par
son algorithme. Enfin, en concevant un algorithme de reconstruction d’entrelaceur [14],
nous avons pu ainsi ge´ne´raliser ces techniques a` la reconstruction des turbo-codes [9].
Nous montrons, dans ce cas pre´cis, qu’au-dela` de la reconstruction du code, il est possible
de trouver un turbo-codeur e´quivalent. Les aspects the´oriques ont e´te´ corrobore´s par des
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simulations dont les parame`tres des codeurs ont e´te´ extraits de normes des syste`mes de
communication actuels.
Notre premie`re contribution en ste´ganalyse a e´te´ de de´finir de nouveaux mode`les de
se´curite´, afin de formaliser les notions de ste´ganalyse par discrimination spe´cifique et uni-
verselle, ainsi que les adversaires re´els mettant en œuvre de tels sche´mas. Nous nous
sommes ensuite focalise´s sur l’analyse ste´ganographique d’images fixes, au format non
compresse´ et JPEG ; les images fixes de ces formats e´tant les me´dia les plus re´pandus sur
Internet. Nous avons propose´ une adaptation de la ste´ganalyse RS de J. Fridrich et al.
[77], en une ste´ganalyse RS locale, afin de de´tecter l’algorithme Multi Bit Plane Image
Steganopgraphy [147], spe´cifie´ par B.C. Nguyen et al. a` IWDW’06. Nous avons ainsi ca-
libre´ des de´tecteurs a` partir des coefficients de la ste´ganalyse RS locale, d’une part, et
RS classique, d’autre part. Les simulations montrent clairement [18] que les de´tecteurs
issus de la ste´ganalyse RS locale sont plus performants et de´tectent, avec une probabilite´
proche de 1, l’algorithme MBPIS pour des taux ste´ganographiques supe´rieurs a` 5%. Par
ailleurs, nous avons e´labore´ une nouvelle approche pour la ste´ganalyse de´die´e au format
JPEG. Celle-ci consiste a` e´tudier une de´viation statistique de l’entropie binaire des co-
efficients DCT quantifie´s et code´s par RLE puis Huffman, dans le domaine fre´quentiel
compresse´. A` partir de cette de´viation, nous avons spe´cifie´ deux sche´mas de ste´ganalyse.
Le premier est un sche´ma de ste´ganalyse universelle [16, 17] qui est capable de de´tecter
des algorithmes de ste´ganographie potentiellement inconnus. Le second, est un sche´ma
de ste´ganalyse spe´cifique [15], teste´ avec Outguess, F5 et JPHide and JPSeek. Ces deux
sche´mas posse`dent des performances qui sont quasi-inde´pendantes de la quantite´ d’infor-
mation dissimule´e. De ce fait, ils sont capables de de´tecter une image ste´ganographie´e
de`s lors qu’un seul octet lui a e´te´ inse´re´, cela, avec des taux de de´tection proches de 1.
Cette proprie´te´ e´tonnante et quelque peu contre-intuitive, a e´te´ explique´e the´oriquement
et valide´e expe´rimentalement. Les simulations ont aussi mis en e´vidence l’invariance de
cette caracte´ristique par changement de la base d’images de tests. De plus, celles-ci ont
e´te´ effectue´es pour des taux ste´ganographiques variants de 10−6 a` 10−2, dans un intervalle
ou` les sche´mas de ste´ganalyse a` l’e´tat de l’art ne fonctionnent pas.
Aux vues des re´sultats que nous avons obtenus, il apparaˆıt alors que les conditions de
l’attaquant re´el ne sont pas optimales et semblent meˆme assez e´loigne´es des hypothe`ses
traditionnelles faites sur l’adversaire cryptographique. Tout d’abord, les algorithmes de
reconstruction pre´sentent des limites intrinse`ques. En effet, les techniques de´taille´es aux
chapitres 2 et 3 ne reconstruisent que les codes et non les de´codeurs. Dans ces condi-
tions de´coder et retrouver le message chiffre´ est un proble`me NP-complet [29]. Pour lever
ces inde´termine´es the´oriques, il est ne´cessaire de faire des hypothe`ses supple´mentaires, le
plus souvent « aux vues du terrain ». Les futurs algorithmes de reconstruction devront
alors prendre en compte ces hypothe`ses par l’ajout de nouveaux parame`tres. D’autre part,
des limites pratiques ont e´te´ mises en e´vidences. Les performances des algorithmes de re-
construction chutent exponentiellement avec l’erreur du canal et la longueur du code. Un
sche´ma de codage de canal compose´ d’un code correcteur d’erreurs suivi d’un entrelaceur
nous apparaˆıt alors bien plus difficile a` reconstruire, en pratique, qu’un code correcteur
seul. En effet, la pre´sence d’un entrelaceur favorise l’uniformisation de la re´partition de
l’erreur sur le train binaire. Une telle re´partition de l’erreur simule l’action d’un canal
binaire syme´trique, qui est un canal de´favorable pour la reconstruction. De plus, recons-
truire un tel sche´ma est e´quivalent a` reconstruire un code de longueur la profondeur de
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l’entrelaceur, qui est en pratique tre`s grande. A contrario, les travaux de M. Cluzeau [51]
ouvrent une voie prometteuse. En effet, corriger l’erreur au fur et a` mesure du processus
de reconstruction permet de tole´rer des niveaux de bruit beaucoup plus importants. Une
autre voie, encore inexploite´e a` ce jour, pour faire diminuer artificiellement le taux d’er-
reur binaire, est de prendre en compte l’information souple en sortie de la de´modulation.
Moyennant une me´trique adapte´e, il peut eˆtre possible de se´lectionner les lignes de la
matrice d’interception les moins bruite´es pour la recherche des mots de poids faible.
Dans l’hypothe`se ou` un sche´ma de ste´ganographie est couple´ au chiffrement du mes-
sage, l’adversaire semble de´muni. En effet, meˆme si nous avons conc¸u des de´tecteurs tre`s
performants, l’extraction en aveugle de l’information dissimule´e est e´quivalente a` la re-
cherche exhaustive sur la cle´ ste´ganographique qui a servi a` choisir ale´atoirement les po-
sitions contenant le message. L’adversaire ne dispose que du support, il doit donc retrou-
ver la cle´ sans meˆme connaˆıtre la sortie du ge´ne´rateur pseudo-ale´atoire. Ne´anmoins, la
se´curite´ d’un sche´ma de ste´ganographie s’e´value en fonction de sa de´tectabilite´. Les pro-
prie´te´s que nous avons mises en e´vidence laissent penser que la majorite´ des algorithmes
de ste´ganographie de´die´s au format JPEG sont sensibles a` la variation d’entropie binaire
que nous avons observe´e. Le format JPEG ne paraˆıt pas eˆtre un format adapte´ pour la
ste´ganographie, notamment parce qu’il posse`de une structure tre`s forte et agit dans trois
domaines corre´le´s entre eux. Les taux de de´tection e´leve´s et inde´pendants, en pratique,
du taux ste´ganographique, nous poussent a` essayer d’adapter l’e´tape de compression sans
perte du format JPEG afin de concevoir des de´tecteurs adapte´s a` d’autres types de me´dia.
De meˆme, il semble judicieux de coupler nos de´tecteurs avec ceux issus des ste´ganalyses
classiques en espe`rant une certaine orthogonalisation de leur pouvoir de discrimination.
D’autre part, une certaine contradiction nous a marque´s lors de cette e´tude. La the´orie
nous indique clairement qu’un sche´ma de ste´ganographie est inde´tectable si et seulement si
la distribution PS des ste´go me´dia engendre´s par le sche´ma est identique a` la distribution
PC des supports de couverture (cf. chapitre 6). Or, tous les algorithmes de ste´ganographie
que nous avons rencontre´s dissimulent un message dont les proprie´te´s statistiques sont
proches de celles de l’ale´a, dans des donne´es qui ne sont visiblement pas ale´atoires (LSB
des pixels ou des coefficients DCT). Le ve´ritable challenge du concepteur est peut-eˆtre de
trouver des donne´es ale´atoires dans des supports « naturels » et donc fortement structure´s.
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Annexe A
Encadrement de
∏
n−1
i=0 (1− 2i−M )
Pour prouver la proposition 2.7 page 71, nous allons de´montrer la proposition suivante.
Proposition A.1 Quels que soient M ≥ n ≥ 1,
P (n) : 1−
n−1∑
i=0
2i−M ≤
n−1∏
i=0
(1− 2i−M ) ≤ 1−
n−1∑
i=0

2i−M − n−1∑
j=i+1
2i−M2j−M

 .
Preuve : la de´monstration se fera par re´currence. Notons
un =
n−1∏
i=0
(1− 2i−M ),
vn = 1−
n−1∑
i=0
2i−M ,
wn = 1−
n−1∑
i=0

2i−M − n−1∑
j=0
2i−M2j−M

 ,
= 1−
n−1∑
i=0
2i−M

1− n−1∑
j=i+1
2j−M

 .
Nous avons v1 = u1 = w1 = 1− 2−M , (P1) est ve´rifie´e.
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Supposons (Pn) vraie. Tout d’abord, e´valuons
wn+1 − wn = 1−
n∑
i=0
2i−M

1− n∑
j=i+1
2j−M

− wn,
= −
n−1∑
i=0
2i−M

1− n−1∑
j=i+1
2j−M − 2n−M

+ 1− 2n−M − wn,
= 2n−M
n−1∑
i=0
2i−M − 2n−M + 1−
n−1∑
i=0
2i−M

1− n−1∑
j=i+1
2j−M

− wn,
= 2n−M
(
n−1∑
i=0
2i−M − 1
)
. 
Nous pouvons maintenant majorer un+1,
un+1 = (1− 2n−M )un ≤ (1− 2n−M )wn
≤ wn − 2n−M

1− n−1∑
i=0
2i−M

1− n−1∑
j=i+1
2j−M



 ,
≤ wn − 2n−M + 2n−M
n−1∑
i=0
2i−M

1− n−1∑
j=i+1
2j−M

 ,
≤ wn + 2n−M
(
n−1∑
i=0
2i−M − 1
)
− 2n−M
n−1∑
i=0
2i−M
n−1∑
j=i+1
2j−M ,
≤ wn+1 − 2n−M
n−1∑
i=0
2i−M
n−1∑
j=i+1
2j−M ,
≤ wn+1. 
Une minoration de un+1 est obtenue de la meˆme fac¸on,
un+1 = (1− 2n−M )un ≥ (1− 2n−M )vn
≥ (1− 2n−M )
(
1−
n−1∑
i=0
2i−M
)
,
≥ 1−
(
n−1∑
i=0
2i−M + 2n−M
)
+ 2n−M
n−1∑
i=0
2i−M ,
≥ vn+1 + 2n−M
n−1∑
i=0
2i−M ,
≥ vn+1. 
Finalement, (Pn+1) est vraie, ce qui implique que (Pn) le soit pour tout n ≥ 1. 
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Nous allons maintenant en de´duire un encadrement de 1−∏n−1i=0 (1− 2i−M ).
1− un ≤
n−1∑
i=0
2i−M = 2−M (2n − 1) et
1− un ≥
n−1∑
i=0

2i−M − n−1∑
j=i+1
2i−M2j−M

 ,
≥ 2−M
n−1∑
i=0
2i − 2−2M
n−1∑
i=0
2i
n−1∑
j=i+1
2j ,
≥ 2−M (2n − 1)− 2−2M
n−1∑
i=0
2i
n−1∑
j=0
2j ,
≥ 2−M (2n − 1)− (2−M (2n − 1))2 .
Nous obtenons donc
2−M (2n − 1)(1− 2−M (2n − 1)) ≤ 1−∏n−1i=0 (1− 2i−M ) ≤ 2−M (2n − 1).
En posant M = m et n = ne nous en de´duisons aise´ment une minoration ne´cessaire a` la
preuve de la proposition 2.7 page 71. 
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Annexe B
Quelques standards et normes
Dans cette annexe, nous passons succinctement en revue les diffe´rents codes correcteurs
et longueurs d’entrelaceurs utilise´s dans les normes et standards de te´le´communication les
plus re´pendus. Ceux-ci nous ont permis de valider expe´rimentalement nos algorithmes de
reconstruction avec des codes correcteurs d’erreurs utilise´s dans des syste`mes de commu-
nication existants. Nous les avons regroupe´s selon quatre grandes familles,
• te´le´phonie mobile terrestre,
• transmissions satellites,
• re´seaux sans fils,
• Te´le´vision Nume´rique Terrestre.
Dans le contexte de notre e´tude, nous nous limitons a` la description des codeurs line´aires
en blocs, de codeurs convolutifs, des turbo-codeurs paralle`les ainsi qu’aux entrelaceurs
en blocs. Les codeurs convolutifs sont donne´s sous forme polynomiale et octale. D’autre
part, les codes en blocs qui apparaissent dans ces normes sont majoritairement des codes
cycliques. Nous en rappellons ici la de´finition et quelques proprie´te´s.
De´finition B.1 Un code line´aire C ⊂ Fn2 est dit cyclique quand il est stable par l’auto-
morphisme de de´calage cyclique
T : Fn2 −→ Fn2
(x(1), . . . , x(n)) −→ (x(2), . . . , x(n), x(1)).
i.e. ∀x ∈ C, T (x) ∈ C.
Traditionnellement, les codes cycliques sont repre´sente´s dans l’alge`bre F2[D]/(D
n−1) par
l’application
F
n
2 −→ F2[D]/(Dn − 1)
(x(1), . . . , x(n)) −→ x(n)Dn−1 + · · ·+ x(2)D + x(1).
L’endomorphisme de de´calage cyclique est alors associe´ a` la multiplication par D dans
F2[D]/(D
n−1). Un code cyclique est alors entie`rement de´fini par la donne´e d’un polynoˆme
g, diviseur unitaire de Dn − 1. g est appele´ polynoˆme ge´ne´rateur de C et C est engendre´
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par g,Dg, . . . ,Dn−1−deg gg. Si g = g0 + g1D+ · · ·+ grDr, C est de dimension k = n− r et
G =


g0 g1 . . . gr 0 . . . 0
0 g0 . . . gr−1 gr . . . 0
...
...
. . .
. . .
. . .
. . .
...
0 . . . g0 g1 . . . gr−1 gr

 ,
est une de ses matrices ge´ne´ratrices. Dans la suite, les codes cycliques seront donne´s par
leur polynoˆme ge´ne´rateur.
B.1 Te´le´phonie mobile terrestre
Dans le cadre de la te´le´phonie mobile terrestre, nous nous sommes concentre´s sur les
standards europe´ens 2G et 3G (GSM et UMTS) ainsi que sur leurs homologues ame´ricains
(IS95 et CDMA 2000).
B.1.1 Le GSM
Pour plus de de´tails, le lecteur pourra se re´fe´rer a` [191]. Les diffe´rentes combinaisons
propose´es sont les suivantes :
• Code cyclique + code convolutif + entrelaceur,
• code convolutif + entrelaceur,
• code de Reed-Solomon + entrelaceurs.
Les codeurs cycliques sont sous forme syste´matique et sont ge´ne´re´s a` partir des polynoˆmes
suivants :
gc0 = 1 +D +D
3,
gc1 = 1 +D
2 +D3 +D5 +D6,
gc2 = 1 +D
2 +D3 +D4 +D8,
gc3 = 1 +D
2 +D3 +D5 +D13 +D14,
g
F ireCode = (1 +D
23)(1 +D3 +D17).
Les codeurs convolutifs sont construits a` partir des huits polynoˆmes ge´ne´rateurs suivants :
g0conv = 1 +D
3 +D4 = (23),
g1conv = 1 +D +D
3 +D4 = (33),
g2conv = 1 +D
2 +D4 = (25),
g3conv = 1 +D +D
2 +D3 +D4 = (37),
g4conv = 1 +D
2 +D3 +D5 +D6 = (133),
g5conv = 1 +D +D
4 +D6 = (145),
g6conv = 1 +D +D
2 +D3 +D4 +D6 = (175),
g7conv = 1 +D +D
2 +D3 +D6 = (171).
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Six codeurs convolutifs non syste´matiques, non re´cursifs sont spe´cifie´s.
G0conv =
[
g0conv
g1conv
]
, G1conv =
[
g4conv
g7conv
]
, G2conv =

 g1convg2conv
g3conv

 , G3conv =

 g4convg5conv
g6conv

 ,
G4conv =

 g4convg7conv
g5conv

 , G5conv =


g1conv
g2conv
g3conv
g1conv
g2conv
g3conv


.
De meˆme, sept codeurs re´cursifs syste´matiques sont donne´s.
G6conv =
[
1
g1conv
g0conv
]
, G7conv =


g1conv
g3convg2conv
g3conv
1

 , G8conv =


1
g5conv
g4convg6conv
g4conv

 , G9conv =


g1conv
g3convg2conv
g3conv
1
1

 ,
G10conv =


g4conv
g6convg5conv
g6conv
1
1

 , G11conv =


g1conv
g3convg1conv
g3convg2conv
g3conv
1
1

 , G12conv =


g4conv
g6convg4conv
g6convg5conv
g6conv
1
1

 .
Les entrelaceurs blocs sont de longueur le ∈ {228, 456, 1368, 1 392}.
B.1.2 L’UMTS
Les parame`tres des codeurs sont issus des normes [183, 184, 185, 186]. Les diffe´rentes
combinaisons propose´es sont les suivantes :
• Code cyclique + code convolutif + 2 entrelaceurs,
• code cyclique + turbo-code + 2 entrelaceurs.
Les codeurs cycliques sont sous forme syste´matique et engendre´s a` partir des polynoˆmes
suivants :
gc0 = 1 +D +D
3 +D4 +D7 +D8,
gc1 = 1 +D +D
2 +D3 +D11 +D12,
gc2 = 1 +D
5 +D12 +D16,
gc3 = 1 +D +D
5 +D6 +D23 +D24.
Deux codeurs convolutifs non re´cursifs, non syste´matiques sont spe´cifie´s.
G0conv =
[
1 +D2 +D3 +D4 +D8
1 +D +D2 +D3 +D4 +D7 +D8
]
=
[
561
753
]
,
G1conv =

 1 +D2 +D3 +D5 +D6 +D7 +D81 +D +D3 +D4 +D7 +D8
1 +D +D2 +D5 +D8

 =

 557663
711

 .
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Le turbo-code est paralle`le et ses codeurs convolutifs internes sont identiques et donne´s
par
G2conv =
[
1
g1conv
g0conv
]
,
avec
g0conv = 1 +D +D
3 = 13,
g1conv = 1 +D
2 +D3 = 15.
La partie syste´matique du deuxie`me codeur est supprime´e. Son entrelaceur interne est un
entrelaceur par blocs dont la taille li est variable et telle que 40 ≤ li ≤ 5 114.
Les entrelaceurs sont des entrelaceurs par blocs dont la taille le est variable et peut aller
jusqu’a` 153 600 pour le premier et 19 200 pour le second.
B.1.3 IS95
Les parame`tres sont issus de [127, 187]. Le sche´ma est constitue´ d’une paire de codeurs
convolutifs et entrelaceurs. Les codeurs convolutifs sont identiques a` ceux de l’UMTS.
G0conv =
[
1 +D2 +D3 +D4 +D8
1 +D +D3 +D4 +D7 +D8
]
=
[
561
753
]
,
G1conv =

 1 +D2 +D3 +D5 +D6 +D7 +D81 +D +D3 +D4 +D7 +D8
1 +D +D2 +D5 +D8

 =

 557663
711

 .
La longueur des entrelaceurs le est prise dans {128, 384, 576}.
B.1.4 CDMA 2000
Les parame`tres des codeurs et entrelaceurs sont issus des spe´cifications [188, 189, 190].
Deux types d’association sont possibles.
• Code cyclique + code convolutif + entrelaceur,
• code cyclique + turbo-code + entrelaceur.
Les codeurs cycliques sont sous forme syste´matique et ge´ne´re´s avec les polynoˆmes suivants :
gc0 = 1 +D +D
2 +D6,
gc1 = 1 +D +D
2 +D5 +D6,
gc2 = 1 +D +D
3 +D4 +D7 +D8,
gc3 = 1 +D +D
3 +D4 +D6 +D7 +D8 +D9 +D10,
gc4 = 1 +D +D
4 +D8 +D9 +D10 +D11 +D12,
gc5 = 1 +D +D
2 +D5 +D6 +D11 +D14 +D15 +D16.
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Les codeurs convolutifs sont non re´cursifs et non syste´matiques.
G0conv =
[
1 +D2 +D3 +D4 +D8
1 +D +D2 +D3 +D4 +D7 +D8
]
=
[
561
753
]
,
G1conv =

 1 +D2 +D3 +D5 +D6 +D7 +D81 +D +D3 +D4 +D7 +D8
1 +D +D2 +D5 +D8

 =

 557663
711

 ,
G2conv =


1 +D +D2 +D3 +D4 +D6 +D8
1 +D +D3 +D4 +D5 +D8
1 +D2 +D5 +D7 +D8
1 +D3 +D4 +D5 +D7 +D8

 =


765
671
513
473

 .
Le turbo-code est paralle`le et ses codeurs convolutifs internes sont identiques et donne´s
par
G3conv =


1
g1conv
g0convg2conv
g0conv

 ,
avec
g0conv = 1 +D +D
3 = 13,
g1conv = 1 +D
2 +D3 = 15,
g2conv = 1 +D +D
2 +D3 = 17.
La partie syste´matique du deuxie`me codeur est supprime´e. Son entrelaceur interne est un
entrelaceur par blocs dont la taille li est variable et telle que 378 ≤ li ≤ 20 730.
La taille le de l’entrelaceur est variable ; 384 ≤ le ≤ 36 864.
B.2 Transmissions satellites
B.2.1 INMARSAT
Les parame`tres des standards INMARSAT (INMARSAT-A, INMARSAT-B, INMARSAT-
C, INMARSAT-M, INMARSAT-aero) ont e´te´ repris de [150]. Le she´ma de codage propose´
est compose´ d’un code cyclique, d’un code convolutif et d’un entrelaceur (pour les versions
C, M et aero).
Gconv =
[
1 +D +D2 +D3 +D6
1 +D2 +D3 +D5 +D6
]
=
[
171
133
]
.
L’entrelaceur posse`de une taille le =10 368.
B.2.2 INTELSAT
Les parame`tres du sche´ma de codage sont issus des standards publie´s par l’Intelsat
Earth Station Standards [106, 107]. Les deux principaux sche´mas sont les suivants :
• Codeur convolutif + entrelaceur,
• Reed-Salomon + entrelaceur en he´lice + codeur convolutif.
Le codeur convolutif est de´fini par
Gconv =
[
1 +D +D2 +D3 +D6
1 +D2 +D3 +D5 +D6
]
=
[
171
133
]
.
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B.2.3 GLOBALSTAR
GLOBALSTAR est une constellation de satellite qui s’appuie essentiellement sur les
standards IS95 [187, 165]. Le sche´ma de codage est uniquement constitue´ d’un code convo-
lutif et d’un entrelaceur bloc.
G0conv =
[
1 +D2 +D3 +D4 +D8
1 +D +D2 +D3 +D4 +D7 +D8
]
=
[
561
753
]
,
L’entrelaceur posse`de une taille le ∈ {96, 192, 384}.
B.2.4 DVB-S
Les she´mas de codage propose´s dans le standards sont les meˆmes que pour le DVB-T
et sont re´pertorie´s dans [63, 61]. Cinq sche´mas de codage sont propose´s.
• Code Reed-Solomon + entrelaceur convolutif + code convolutif,
• turbo-code + entrelaceur,
• code convolutif + entrelaceur,
• turbo-code + entrelaceur + code convolutif,
• code Reed-Solomon + entrelaceur convolutif + code convolutif + entrelaceur.
Le seul codeur convolutif utilise´ est non syste´matique et non re´cursif.
Gconv =
[
1 +D +D2 +D3 +D6
1 +D2 +D3 +D5 +D6
]
=
[
171
133
]
.
Les entrelaceurs blocs posse`dent une taille variable et sont ge´ne´re´s a` partir de se´quences
de longueur 1023.
Le turbo-code est paralle`le de rendement r = 13 . Il est compose´ de deux codes convolutifs
de rendement r = 12 , de longueur de contrainte K = 4 et dont la partie syste´matique du
deuxie`me codeur a e´te´ supprime´e. Son entrelaceur interne est un entrelaceur blocs de taille
li variable telle que 96 ≤ li ≤ 1504.
B.3 Re´seaux sans fils
B.3.1 La norme 802.11a et HYPERLAN-2
Ces deux standards sont tre`s similaires. Ils proposent un seul sche´ma de codage com-
pose´ d’un code convolutif et d’un entrelaceur bloc. Ces parame`tres sont de´taille´s dans
[65, 104, 146].
Gconv =
[
1 +D +D2 +D3 +D6
1 +D2 +D3 +D5 +D6
]
=
[
171
133
]
.
Les entrelaceurs blocs posse`dent une taille le ∈ {48, 96, 192, 288}.
B.4 Te´le´vision Nume´rique Terrestre
La TNT est base´e sur le standard DVB-T [60, 62]. Cinq sche´mas de codage sont
propose´s.
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• Code Reed-Solomon + entrelaceur convolutif + code convolutif,
• turbo-code + entrelaceur,
• code convolutif + entrelaceur,
• turbo-code + entrelaceur + code convolutif,
• code Reed-Solomon + entrelaceur convolutif + code convolutif + entrelaceur.
Le seul codeur convolutif utilise´ est non syste´matique et non re´cursif.
Gconv =
[
1 +D +D2 +D3 +D6
1 +D2 +D3 +D5 +D6
]
=
[
171
133
]
.
Les entrelaceurs blocs posse`dent une taille variable et sont ge´ne´re´s a` partir de se´quences
de longueur 1023.
Le turbo-code est paralle`le de rendement r = 14 . Il est compose´ de deux codes convolutifs
de rendement r = 23 , de longueur de contrainte K = 4 et dont la partie syste´matique du
deuxie`me codeur a e´te´ supprime´e. Son entrelaceur interne est un entrelaceur blocs de taille
li variable telle que 144 ≤ li ≤ 648.
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Annexe C
Hauteur moyenne d’un trie dynamique
Dans cette annexe, nous de´montrons le the´ore`me 4.2 page 126 qui donne l’expression de
la hauteur moyenne d’un trie. Pour ce faire, nous avons besoin d’introduire la transforme´e
de Mellin. Cette bre`ve introduction est extraite de [52]. Cette de´monstration s’articule en
trois parties. Tout d’abord, nous conside´rons le nombre N des mots infinis du trie comme
une variable ale´atroire discre`te a` valeurs dans N, en utilisant une transforme´e de Poisson.
Nous exprimons ensuite la probabilite´ pk,n qu’un trie soit de hauteur donne´e. Dans un
deuxie`me temps, nous conside´rons a` nouveau N fixe´ et e´valuons la hauteur moyenne d’un
trie a` partir de pk,n. Nous l’approximons ensuite par une se´rie double exponentielle. Enfin,
la dernie`re e´tape nous donne un e´quivalent asymptotique de cette hauteur en appliquant
la transforme´e de Mellin.
C.1 Transforme´e de Mellin
Notation : dans la suite, la notation 〈α, β〉 de´signe la bande ouverte du plan complexe
{s ∈ C | ℜ(s) ∈]α, β[}.
De´finition C.1 Soit f : ]0,+∞[→ R une fonction localement sommable sur ]0,+∞[
(c’est-a`-dire sur tout compact de ]0,+∞[), la transforme´e de Mellin de f , note´e f∗(s), est
de´finie par
f∗(s) =
∫ ∞
0
f(x)xs−1dx.
On appelle bande fondamentale la plus grande bande complexe 〈α, β〉 sur laquelle l’inte´grale
converge.
Il existe une correspondance entre les de´veloppements asymptotiques d’une fonction f en
0 (resp. +∞) et les poˆles de sa transforme´e de Mellin f∗ dans un demi-plan gauche (resp.
droit) par rapport a` la bande fondamentale. A` chaque terme du de´veloppement asympto-
tique de f de la forme xc(log x)k correspond un poˆle d’ordre k + 1 de sa transforme´e f∗
en s = −c.
Nous rappellons qu’une fonction holomorphe est une fonction a` valeurs dans C, de´finie
et de´rivable en tout point d’un sous-ensemble ouvert de C. De meˆme, une fonction me´ro-
morphe est une fonction holomorphe sur C sauf en un certain nombre de points singuliers
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appele´s poˆles. Soit Φ une fonction me´romorphe en s = s0. Cette fonction se de´veloppe en
se´rie de Laurent au voisinage de s0 par
Φ(s) =
+∞∑
k=−∞
ck(s− s0)k.
La fonction Φ(s) posse`de un poˆle d’ordre r si r > 0 et c−r 6= 0 et est holomorphe en s0 si
ck = 0 pour tout k < 0. On de´finit la partie singulie`re de Φ en s = s0 par
−1∑
k=−∞
ck(s− s0)k.
De´finition C.2 Soit Φ fonction me´romorphe sur Ω et S ⊆ Ω l’ensemble des poˆles de Φ
dans Ω. La partie singulie`re de Φ sur Ω est la somme formelle des parties singulie`res de Φ
sur chacun des points de S. De plus, si E est la partie singulie`re de Φ sur Ω, nous notons
Φ(s) ≍ E (s ∈ Ω).
Le the´ore`me suivant permet d’expliciter la correspondance entre le de´veloppement asymp-
totique en +∞ de f et sa transorme´e de Mellin.
The´ore`me C.1 Soit f continue sur ]0,+∞[ de transforme´e de Mellin f∗(s) de´finie sur
une bande non vide, 〈α, β〉. On suppose que
1. f admet un prolongement me´romorphe sur une bande 〈γ, β〉 avec γ > β et est ana-
lytique sur ℜ(s) = γ,
2. il existe un entier r > 1, un nombre re´el η ∈]α, β[ et une suite strictement croissante
de re´els (Tj)j∈N tendant vers l’infini, tels que
f∗(s) = O
(|s|−r) ,
sur la re´union des segments {s ∈ C | ℜ(S) ∈ [η, γ], Im(s) = Tj}, quand j → +∞.
Si f∗(s) admet comme partie singulie`re
f∗(s) ≍
∑
(ξ,k)∈A
dξ,k
1
(s− ξ)k ,
Alors le de´veloppement de f(x) en +∞
f(x) =
∑
(ξ,k)∈A
dξ,k
(
(−1)k
(k − 1)!x
−ξ(log x)k
)
+O(x−γ).
Le lecteur pourra trouver l’essentiel des re´sultats concernant la transforme´e de Mellin dans
[72].
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C.2 Poissonnisation
Le calcul s’inspire de [52, 53]. Pour calculer la hauteur moyenne des tries, on utilise une
transforme´e de Poisson : le nombre N de mots infinis devient une variable ale´atoire, avec
la distribution
Pr(N = n) = e−z z
n
n!
.
Dans le mode`le de Bernoulli, soitNu la variable ale´atoire de´signant le nombre d’apparitions
du mot u ∈ F k2 et soit pu sa probabilite´ d’apparition (pu = piqk−i ou` i est le poids de u et
q = 1− p).
Si
∑
u nu = n, on a
Pr(∀u,Nu = nu) = n!∏
nu!
∏
u
pnuu .
Dans le cas de la distribution de Poisson
Pr(∀u,Nu = nu) = e
−zzn
n!
n!∏
nu!
∏
u
pnuu = e
−z
∏
u
(zpu)
nu
nu!
.
La se´rie ge´ne´ratrice correspondante vaut
(xu) → e−z
∑
(nu)∈N2
k
[∏
u
(zpuxu)
nu
nu!
]
,
= e−z
∏
u
[∑
n∈N
(zpuxu)
n
n!
]
,
= e−z
∏
u
ezpuxu .
Or la probabilite´ pˆk qu’on ait un arbre de hauteur infe´rieure ou e´gale a` k est celle d’avoir
k mots distincts, soit ∀u, nu = 0 ou 1, dans le cas de Poisson
pˆk = e
−z
∏
u
(1 + zpu).
Ce qui donne pour la meˆme probabilite´ dans le cas de Bernoulli, ou` n est fixe´
pk,n = [z
n]ezn!pˆk = n![z
n]
∏
u
(1 + zpu).
C.3 De´poissonisation
Nous rappelons tout d’abord la formule de Cauchy pour un chemin ge´ne´ral. Soit U un
ouvert connexe, C un chemin ferme´ inclus dans U et F holomorphe sur U , alors ∀ a 6∈ C
F (a) =
1
2iπ
∮
C
F (Z)
z − adz.
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Pour estimer pk,n, nous appliquons la formule de Cauchy, en prenant une boule centre´e
en 0,
pk,n =
n!
2iπ
∮ ∏
u(1 + zpu)
zn+1
dz. (C.1)
L’espe´rance de la hauteur des tries vaut donc
∞∑
k=0
[
1− n!
2iπ
∮ ∏
u(1 + zpu)
zn+1
dz
]
.
Nous remarquons d’abord que
∏
u
(1 + zpu) = exp
(∑
u
log(1 + zpu)
)
= exp
(∑
u
∞∑
l=1
(−1)l+1zlplu
l
)
= exp
(
∞∑
l=1
(−1)l+1zl
l
(pl + ql)k
)
(C.2)
= eze−
z2
2
(p2+q2)keR(z),
avec
R(z) =
∞∑
l=3
(−1)l+1zl
l
(pl + ql)k.
Comme la formule de Cauchy, applique´e a` la seule fonction ez, vaut 1, cela nous conduit a`
approximer notre formule par une se´rie double exponentielle de terme ge´ne´ral 1− e−n
2
2
λk ,
avec λ = p2 + q2 < 1. Le comportement asymptotique de celle-ci nous sera donne´ graˆce a`
la transforme´e de Mellin.
Plus pre´cise´ment , il s’agit de montrer que
∞∑
k=0
[
n!
2iπ
∮ ∏
u(1 + zpu)
zn+1
dz − e−n
2
2
λk
]
−→
n→∞
0,
ou encore, en calculant l’inte´grale sur Γn = {neiθ, θ ∈ [−π, π]} et en regroupant les termes
∞∑
k=0

 n!
2iπ
∫
Γn
∏
u(1 + zpu)− e−z
n2
2
λk
zn+1
dz

 −→
n→∞
0. (C.3)
• De´finition de k(n)
Soient ε > 0, a2 =
| log(p2+q2)|
2−ε et a3 =
| log(p3+q3)|
3−ε . On de´finit k(n) par
k(n) = ⌊ log n
a2
⌋,
de sorte que nε ≤ λk(n)n2 ≤ λ−1nε.
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Nous utilisons l’ine´galite´ de Ho¨lder :
n∑
k=1
|xkyk| ≤
(
n∑
k=1
|xk|p
) 1
p
(
n∑
k=1
|yk|p
) 1
p
.
Celle-ci nous assure que pour ε assez petit, a3 > a2. De plus, k(n)→∞, il existe donc n0
tel que pour tout n > n0 ,
k(n) >
a2
a3 − a2 ,
et
k(n)a3 > a2(k(n) + 1) > log(n).
Ce qui implique
n3(p3 + q3)k(n) ≤ n−ε,
le terme cubique du de´veloppement (C.2) est donc ne´gligeable. Montrons maintenant qu’il
en est de meˆme des suivants.
• E´tude de R(z) quand z →∞
D’apre`s l’ine´galite´ de Ho¨lder,
∀ l ≥ 3, nl(pl + ql)k ≤ [n(p3 + q3)k/3]l.
Comme n3(p3+ q3)k(n) → 0, il existe donc n0 tel que pour tout n > n0, n(p3+ q3)k(n)/3 ≤
1/2 et ∀k ≥ k(n),
|R(neiθ)| ≤
∞∑
l=3
nl(pl + ql)k ≤
∞∑
l=3
[n(p3 + q3)k/3]l ≤ 2n3(p3 + q3)k.
On en conclut que
∀ k ≥ k(n), |R(n)| ≤ 2n3(p3 + q3)k ≤ 2n−ε. (C.4)
• k ≤ k(n)
Par de´finition, nous avons pk,n ≤ pk(n),n. On se contente donc d’e´tudier k = k(n) ; ainsi,
l’e´tude qui pre´ce`de reste valable. On majore simplement |∏u(1 + zpu)| par ∏u(1 + npu).
De plus, la formule de Stirling nous donne un e´quivalent de n!,
n! ∼
√
2πn
(n
e
)n
.
L’inte´grale (C.1) est ainsi majore´e en module par le produit d’un terme en n!e
n
nn , e´quivalent
d’apre`s la formule de Stirling a`
√
2πn et exp(−n22 λk + R(n)). D’apre`s (C.4), R(n) tend
vers 0 et exp(−n22 λk) ≤ exp(−nε). Ainsi,∑
k≤k(n)
pk,n = O(log(n)
√
ne−n
ε
).
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La partie correspondante de la se´rie double exponentielle est elle aussi ne´gligeable
∑
k≤k(n)
e−
n2
2
λk ≤ k(n)e−nε/2,
ce qui nous permet de conclure
∑
k≤k(n)
pk,n − e−
n2
2
λk −→
n→∞
0. (C.5)
• k > k(n)
On utilise ici la me´thode du col [57, 206] : l’inte´grale de (C.3) est divise´e en deux parties,
l’une, I2,k autour de n, sur γn = {neiθ, θ ∈ [−θn, θn]}, l’autre, I1,k sur Γn \ γn.
· sur Γn \ γn
Ici encore, on majore inde´pendamment la somme des produits et celle des doubles exponen-
tielles pour montrer qu’elles sont toutes les deux ne´gligeables. On effectue la de´composition
dans (C.3),
|
∏
u
(1 + zpu)− e−n
2
2
λk | ≤ |ez −
∏
u
(1 + zpu)|+ |ez − e−z n
2
2
λk |.
D’une part, sur R+, |1− e−x| ≤ x, ce qui implique
n!
2π
∫
Γn\γn
∣∣∣∣ ezzn+1 (1− e−n
2
2
λk)dz
∣∣∣∣ ≤ n!nn en cos(θn)n2λk,
d’autre part, sur C, |1 − ez| ≤ |z|e|z|, combine´ avec l’e´quation (C.4) et |z2λk| ≤ nε, nous
obtenons
n!
2π
∫
Γn\γn
∣∣∣∣ ezzn+1 (1− e− z
2
2
λk+R(z))dz
∣∣∣∣
≤ n!
2π
∫
Γn\γn
∣∣∣∣−z22 λk +R(z)
∣∣∣∣ e| z22 λk|+|R(z)|
∣∣∣∣ ezzn+1 dz
∣∣∣∣
≤
(
n2λk + 2n3(p3 + q3)k
) n!
nn
en cos(θn)e2n
−ε+nε .
D’apre`s la formule de Stirling,
n!
nn
en cos(θn) =
n!en
nn
en(cos(θn)−1) = O(√ne−nθ2n).
De plus, k > k(n), ce qui nous assure que
∑
k>k(n) λ
k = O(λk(n)) = O(nε) et∑k>k(n)(p3+
q3)k = O(n−ε).
En sommant sur k, ∑
k>k(n)
|I1,k| = O(nε
√
ne−nθ
2
n+n
ε
). (C.6)
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En choisissant par exemple θn = n
− 1
3 et ε < 13 cette partie de la somme tend vers 0.
· sur γn
I2,k =
n!
2iπ
∫
γn
fn(z)
ez
zn+1
dz,
avec
fn(z) = e
− z
2
2
λk+R(z) − e−n
2
2
λk .
D’ou`
|fn(z)| ≤ sup
t∈[0,1]
∣∣∣∣(R(z)− (z2 − n2)2 λk) exp(− t(z
2 − n2) + n2
2
λk + tR(z))
∣∣∣∣
≤
(
|R(z)|+ λkn|z − n|
)
en
−ε
e−n
2 cos(2θn)λk .
On a par ailleurs, |R(z)| ≤ 2n3(p3 + q3)k et |z − n| ≤ n sin(θn) ≤ nθn, d’ou`
|I2,k| ≤
[
n2θnλ
k + 2n3(p3 + q3)k
] n!
2πnn
∫ θn
−θn
en cos(θ)dθ.
On voit facilement que le second terme est borne´. En effet, la majoration cos(θ) ≤ 1− θ22 + θ
4
24
implique ∫ θn
−θn
en cos(θ)dθ ≤ 2enenθ4n
∫ θn
0
e−nθ
2/2dθ.
Par ailleurs,
∫ θn
0 e
−nθ2/2dθ ≤
√
2
n
∫∞
0 e
−t2dt, et nθ4n = n
− 1
3 −→
n→+∞
0, ce qui nous donne
n!
2πnn
∫ θn
−θn
en cos(θ)dθ = O( n!e
n
nn
√
n
) = O(1).
En sommant sur k,∑
k>k(n)
|I2,k| = O(n2λk(n)θn + n3(p3 + q3)k(n)) = O(nεθn). (C.7)
Le choix θn = n
− 1
3 et ε < 13 assure que cette somme tend vers 0.
Les trois sommes (C.5), (C.6) et (C.7) tendent vers 0 quand n tend vers l’infini ; la conver-
gence (C.3) est ainsi de´montre´e.
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La transforme´e de Mellin de la somme
S(z) =
∞∑
0
(
1− exp(−z
2
2
λk)
)
vaut
S∗(s) = −2s/4−1 Γ(s/2)
1− λ−s/2 .
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La bande fondamentale est 〈−2, 0〉 et le de´veloppement en s = 0 vaut
S∗(s) ≍ − 2
log λ
1
s2
+
(
γ + log(2)
log(λ)
− 1
2
)
1
s
.
La ligne ℜ(s) = 0 contient d’autres poˆles qui donnent une fluctuation pe´riodique. D’apre`s
le the´ore`me C.1,
S(z) ∼
+∞
2
log(λ)
log(n) +QF (log(n))−
(
γ + log(2)
log(λ)
− 1
2
)
+ o(1),
ou` QF est une fonction pe´rdiodique de tre`s petite amplitude. La relation (C.3) permet de
conclure que la hauteur moyenne dans le mode`le de Bernoulli posse`de le meˆme comporte-
ment asymptotique.
Annexe D
Logiciels de ste´ganographie 2004-2006
Nom du Logiciel Taille du fichier Version Plateformes Licence
Anahtar - 4 400 $
ce programme permet de ge´ne´rer une cle´ de protection anti-copie pour n’importe quel
exe´cutable. Cette cle´ est cache´e sur une disquette et empeˆche l’exe´cutable de de´marrer si
le mot de passe associe´ n’est pas correcte.
Auteur : Murat AYDIN
Homepage : -
BackYard 1 M 1.3 35 $
BackYard est un syste`me de fichiers ste´ganographique qui peut cacher des lecteurs, des
re´pertoires et des fichiers de la vue de Windows.
Auteur : Talyasoft
Remarque : NON DISPONIBLE
Blindside
123 K - 222 K
47 K
0.9b
SRC
Free
Blinside permet de cacher un fichier ou un ensemble de fichiers dans une image BMP. Il
effectue un petit changement de couleur imperceptible pour l’œil. Une image peut contenir
environ 50 kb de donne´es.
Auteur : John Collomosse
Homepage : http ://www.cs.bath.ac.uk/∼jpc/blindside/index.htm
BMP Secret 2 M - Free
programme pour cacher n’importe quel type de fichier dans une image BMP.
Auteur : Parallel Worlds
Homepage : http ://www.pworlds.com/products/secrets.html
bProtected 2000 - - 19.95 $
bProtected est un syste`me de fichiers ste´ganographique. Il ope`re suivant 4 niveaux graduels
de protection.
Auteur : Clasys
Homepage : http ://www.clasys.com
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BuryBury 1.27 M 1.7 15 $
BuryBury est un syste`me de fichiers ste´ganographique qui utilise une interface Windows
Explorer avec protection par mot de passe. Utilise l’algorithme de chiffrement TwoFish.
Auteur : Paul Gerhart
Homepage : http ://mysite.verizon.net/pgerhart
CameraShy 1.3 M - 33 K 0.2.23.1
SRC
Free
application ste´ganographique base´e sur un navigateur web. Utilise AES 256 bits et cache
l’information sur les bits de poids faible d’image GIF.
Auteur : Hacktivismo
Homepage : http ://www.hacktivismo.com
Camouflage 2.6 M 1.21 Free
application qui permet de cacher n’importe quel fichier en le de´coupant et l’attachant aux
fichiers de son choix. Permet l’utilisation d’un mot de passe pour le fichier.
Auteur : Unfiction
Homepage : http ://camouflage.unfiction.com
Camouflage Pass-
word Finder
4.4 K 2.0
SRC
Free
application qui permet de retrouver le mot passe utilise´ pour ste´ganographier avec Ca-
mouflage.
Auteur : Guillermito
Homepage : http ://www.guillermito2.net
Cloak 2.3 M 7 34.95 $
Cloak permet de cacher tous type de fichier dans une image. Ge`re 7 formats de fichiers
graphiques. Utilise les algorithmes Cloak-128, Blowfish, Mercury sur 256 bits. Guillermito
nous indique comment retrouver les donne´es cache´es.
Auteur : Insight-Concepts
Homepage : http ://www.insight-concepts.com
Contraband 9i 240 K 9i Free
programme pour cacher n’importe quel type de fichier dans une image bitmap de 24 bits.
Auteurs : Julius Thyssen, Hens Zimmerman
Homepage : http ://www.jthz.com/puter
Contraband hell 1,7 M Hell
SRC
Free
programme pour cacher n’importe quel type de fichier dans une image bitmap de 24 bits.
Evolution de contraband qui utilise l’algorithme IDEA pour chiffrer le fichier a` dissimuler.
Auteurs : Julius Thyssen, Hens Zimmerman
Homepage : http ://www.jthz.com/puter
Courier 188 K 1.0a Free
cache du texte dans des images bitmap couleur.
Auteurs : Kelce et Robyn Wilson
Homepage : -
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Covert TCP 18 K -
SRC
Free
utilise des paquets TCP pour faire passer de l’information au travers d’un canal cache´.
Auteurs : Craig H. Rowland
Homepage : http ://www.firstmonday.dk/issues/issue2 5/rowland
CryptArkan 349 K - 29,99 $
cache un fichier ou un re´pertoire dans des fichiers image ou audio.
Homepage : http ://cryptarkan.fromru.com/index.html
Crypto 123 350 K 1.04 10 $
cache un fichier dans un autre. Chiffre les fichiers a` dissimuler et les prote`ge par mot de
passe.
Auteur : kellysoftware
Homepage : http ://www.kellysoftware.com
Dark Files 859 K 2.4.1.1 20 $
syste`me ste´ganographique de gestion de fichiers windows. Ge`re aussi les fichiers re´seau et
les supports amovibles. Posse`de trois niveaux de se´curite´.
Auteur : SSS Lab.
Homepage : http ://www.1securitycenter.com/df
Data Stash - 1.1b 19.95 $
permet de cacher des fichiers dans un ensemble de fichiers supports. Fourni une protection
par mot de passe et utilise BlowFish comme algorithme de chiffrement. Guillermito nous
indique comment retrouver l’information cache´e.
Auteur : Skyjuice Software
Homepage : http ://www.skyjuicesoftware.com
Digital Picture
Enveloppe
1,2 M 0.2 Free
cache l’information dans des fichiers GIF en utilisant la me´thode BPCS. Cette me´thode
permet de cacher une importante quantite´ d’informations.
Auteur : KIT Digital Picture Enveloping Research Group
Homepage : -
Dound 2 M 1.6 Free
permet aux utilisateurs de coder et de´coder des messages avec un mot de passe. Le codage
se fait dans des images.
Auteur : DGU Enterprises
Homepage : http ://evidence-eliminators.co.uk/dound.htm
DPT 32 1 M - Free
chiffre les donne´es et les dissimule dans une image BMP 24 bits.
Auteur : Bernard
Homepage : http ://www.xs4all.nl/∼bernard/home f.html
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DriveCrypt - 4.1 59.95 $
effectue du chiffrement de partition et de fichier en temps-re´el sur 1344 bits avec les
algorithmes AES, Blowfish, Tea 16, Tea 32, Des, Triple Des, Misty 1 and Square. Cache de
l’information dans des fichiers Wav. Il est e´galement pourvu de nombreuses fonctionnalite´s
de se´curite´.
Auteur : SecurStar
Homepage : http ://www.securstar.com/products drivecrypt.php
Drive Hider 217 K - Free
permet de cacher aux utilisateurs certaines lettre de disque.
Auteur : Reed Suckow
Homepage : http ://www.papertrailsoftware.com/hidedrives/index.htm
Easy File & Folder
Protector
933 K 3.6 34 $
prote`ge et cache les fichiers et re´pertoires en agissant au niveau du noyau de windows.
Auteur : Softstack
Homepage : http ://www.softstack.com
EasyMemo 4.5 M 1.4 22.52 Eur
permet de regrouper et ge´rer tous les mots de passe a` partir d’un seul. Les mots de passe
sont chiffre´s et cache´ dans d’autres fichiers.
Auteur : JRSoftware
Homepage : http ://www.jrsoft.de
Embed256 39 K 1.1 Amiga Free
cache les donne´es dans des images de 256 couleurs.
EmbedIFF24 39 K - Amiga Free
cache les donne´es dans des images couleur IFF24.
EmptyPic 6.8 K - Free
cache des images GIF dans des pages web en les transformant en image unie-couleur.
Auteur : Robert Wallington
Homepage : http ://www.crtelco.com/∼robertw
EncryptPic 471 K 1.3 Shareware
cache l’information dans des images bitmap de 24 bits. Utilise une protection par mot de
passe et l’algorithme Cast pour chiffrer les donne´es.
Auteur : Frederic Collin
Homepage : http ://www.softlookup.com/preview/dis24355.html
EzStego 6.8 K - Java Free
chiffre et cache l’information dans des images GIF.
Auteur : Romana Machado
Homepage : http ://www.stego.com
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F5 239 K 12b Java Free
utilise l’algorithme ste´ganographique F5 pour dissimuler l’information dans des images en
vraies couleurs BMP, GIF ou JPEG.
Auteur : Andreas Westfeld
Homepage : http ://wwwrn.inf.tu-dresden.de/∼westfeld/f5.html
FatMacPGP 1.3 M 2.6.3 Macintosh Free
utilitaire ste´ganographique pour PGP.
Auteur : Zbigniew Fiedorowicz
Homepage : http ://www.math.ohio-state.edu/∼fiedorow/PGP
FFencode 12 K - DOS Free
cache dans des fichiers texte en utilisant un ”code Morse” de caracte`res NULL.
Auteur :
Homepage : http ://www.burks.de/stegano/ffencode.html
File Protector 451 K 5.1219 218 $
prote`ge les re´pertoires et les fichiers de diffe´rentes manie`res, notamment en les dissimulant.
Auteur : Mikkotech
Homepage : http ://www.mikkotech.com
Folder Guard 0.8 M 6.0 39.95 $
prote`ge les re´pertoires et les fichiers en les dissimulant.
Auteur : winability
Homepage : http ://www.winability.com
FortKnox - 3.56.3 25 pounds
chiffre et cache n’importe quel type de fichier dans n’importe quel autre ! ! !
Auteur : ClickOK Ltd
Homepage : http ://www.clickok.co.uk
FortKnox Hidden
Text Finder
3.4 K -
SRC
Free
outil qui permet de retrouver l’information cache´e avec FortKnox.
Auteur : Guillermito
Homepage : http ://www.guillermito2.net
GhostHost 289 K 1.0a Free
attache le fichier a` dissimuler a` la fin du fichier hoˆte.
Auteurs : Kelce et Robyn Wilson
Homepage : -
Gif It Up 1.4 M 1.0 Free
programme de ste´ganographie pour W95 qui cache l’information dans des images GIF en
changeant des couleurs en d’autres tre`s proches.
Auteurs : Lee Nelson
Homepage :
274 Logiciels de ste´ganographie 2004-2006
Nom du Logiciel Taille du fichier Version Plateformes Licence
Gifshuﬄe
26 K - 14 K
26 K
2.0
SRC
Free
programme en ligne de commandes qui cache des messages dans des images GIF en
me´langeant la palette des couleurs. Les donne´es sont compresse´es et chiffre´es.
Auteur : Matthew Kwan
Homepage : http ://www.darkside.com.au/gifshuﬄe/index.html
GZSteg 267 K 1.2.4 DOS
OS/2 Amiga Atari
SRC
Free
dissimule les donne´es dans un fichier zip.
Auteur : Preston Wilson
Homepage :
Hermetic Stego - - 29 $
cache l’information dans des fichiers BMP.
Auteur : Hermetic System
Homepage : http ://www.hermetic.ch
Hide4PGP
26 K 20 K 41 K
53 K 31 K
2.0 DOS
OS/2 SRC
Free
outil ste´ganographique dissimulant l’information dans des fichiers BMP, Wav ou Voc.
Utilise Stealth PGP pour chiffrer les donne´es.
Auteur : Heinz Repp
Homepage : http ://www.heinz-repp.onlinehome.de/Hide4PGP.htm
Hide Drive 289 K 1.5.1 Free
permet de cacher a` windows l’existence d’un me´dia amovible.
Auteur : Innovative Software Creations
Homepage : http ://www.geocities.com/iscwebsite/index.html
Hide Drives 36 K - Free
permet de cacher a` windows l’existence d’un me´dia amovible.
Auteur :
Homepage :
Hide Folders XP -
Hide Folders
885 K - 720 K 1.5 - 2.4 24.95 $
verrouille a` l’aide d’un mot de passe jusqu’a` 64 re´pertoires et les dissimule sur le disque.
Auteur : FS Pro Labs.
Homepage : http ://www.fspro.net
Hide In Picture 742 K - 288 K 2.1
DOS SRC
Free
programme e´crit en langage Euphoria. Chiffre, prote`ge par mot de passe et cache n’importe
quelle donne´e dans un fichier BMP. Supporte le format GIF.
Auteur : Davi Tassinari de Figueiredo
Homepage : http ://www16.brinkster.com/davitf/hip/
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Hide In Picture
255 K - 367 K
367 K - 255 K
2.0
DOS SRC
Free
programme e´crit en langage Euphoria. Chiffre, prote`ge par mot de passe et cache n’importe
quelle donne´e dans un fichier BMP.
Auteur : Davi Tassinari de Figueiredo
Homepage : http ://www16.brinkster.com/davitf/hip/
Hide and Seek 209 K 5 Free
chiffre l’information a` dissimuler avec l’algorithme IDEA et la cache dans des images GIF.
Auteur : Colin Maroney
Hydan 176 K 0.13
SRC
Free
cache l’information dans des fichiers binaires en utilisant la redondance du jeu d’instruc-
tions d’Intel x86. Le fichier support ne change pas de taille.
Auteur : Rakan El-Khalil
Homepage : http ://www.crazyboy.com/hydan
Hydan 50 K 0.10
SRC
Free
cache l’information dans des fichiers binaires en utilisant la redondance du jeu d’instruc-
tions d’Intel x86. Le fichier support ne change pas de taille.
Auteur : Rakan El-Khalil
Homepage : http ://www.crazyboy.com/hydan
ImageHide 1.1 M - Free
logiciel de ste´ganographie ge´rant plusieurs formats d’images.
Auteur : Dancemammal
Homepage : http ://prem-01.portlandpremium.co.uk/p1-28/imagehide.htm
ImageHide Hid-
den Text Finder
5 K -
SRC
Free
outil qui permet de de´tecter et retrouver l’information cache´e avec ImageHide.
Auteur : Guillermito
Homepage : http ://www.guillermito2.net
Info Stego 900 K 3 19.95 $
chiffre les donne´es a` cacher et les dissimule dans des images ou des flux audios.
Auteur : Antiy Labs.
Homepage : http ://antiy.net
In The Picture 1894 K - 25 $
chiffre les donne´es a` cacher et les dissimule dans des images BMP.
Auteur : Intar
Homepage : http ://www.intar.com
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InThePicture
Password Finder
4.3 K -
SRC
Free
application qui permet de retrouver le mot passe utilise´ pour ste´ganographier avec InThe-
Picture.
Auteur : Guillermito
Homepage : http ://www.guillermito2.net
Invisible Files
2000 Pro
670 K - 59.95 $
rend invisible des fichiers aux yeux de Windows et de Dos.
Auteur : Raytown Corp.
Homepage : http ://www.softsecurity.com
Invisible Secrets 2.65 M 4 39.95 $
permet de dissimuler des donne´es dans des fichiers JPEG, PNG, BMP, HTML et WAV.
Chiffre les donne´es avec AES-Rijdael, Blowfish, Twofish, RC4, Cast128, GOST, Diamond
2, Sapphire 2. Gestion a` base de mots de passe et plein d’autres fonctionnalite´s de se´curite´.
Auteur : NeoBytes
Homepage : http ://www.neobytesolutions.com
JP Hide and Seek 15 K - 181 K 0.3 - 0.5 SRC
DOS
Free
programme de ste´ganographie de´signe´ pour dissimuler peu d’information, moins de 5 %,
dans des images JPEG.
Auteur : Allan Latham
Homepage : http ://linux01.gwdg.de/∼alatham/stego.html
JR-Stegano 4.6 M 1.0 39 Eur
cache l’information dans des fichiers BMP ou PNG de 24 millions de couleurs.
Auteur :JR-Software
Homepage : http ://www.jrsoft.de
JR-SteganoAX - 1.1
ActiveX
16.57 $
cache l’information dans des fichiers BMP ou PNG de 24 millions de couleurs.
Auteur :JR-Software
Homepage : http ://www.jrsoft.de
Jsteg Shell 2,1 M 1.0 Free
cache les donne´es dans des images JPEG. Utilise un chiffrement RC4 sur 40 bits.
Auteur : Korejwa
JSteg Data Ex-
tractor
8.2 K -
SRC
Free
application qui permet de retrouver l’information ste´ganographie´e avec Jsteg.
Auteur : Guillermito
Homepage : http ://www.guillermito2.net
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KPK File Pro - 8.0 39 $
chiffre les donne´es sensibles et les cache dans des documents ouverts. Ge`re l’acce`s par mot
de passe.
Auteur : John ROSSI
Homepage : http ://www.kpkfile.com/index.html
KPK File 1.7 M 7.1 Free
chiffre les donne´es sensibles et les cache dans des documents ouverts. Ge`re l’acce`s par mot
de passe.
Auteur : John ROSSI
Homepage : http ://www.kpkfile.com/index.html
Magic Folders /
Encryped Magic
Folder
- - 10 $ - 30 $
rend invisible et chiffre des dossiers. L’acce`s se fait a` l’aide d’un mot de passe.
Auteur : RSE Software Inc.
Homepage : http ://www.pc-magic.com
Mandelsteg GI-
FExtract
19 K 1.0
SRC
Free
cre´e une image fractale de Mandelbrot en format GIF et y cache l’iinformation.
Auteur : Henry Hastur
Masker 2.5 M 7.0 19.95 $
rend invisible et chiffre des dossiers. L’acce`s se fait a` l’aide d’un mot de passe. 7 algorithmes
de chiffrement disponibles dont BLOWFISH, RIJNDAEL, TripleDES.
Auteur : Softpuls
Homepage : http ://www.softpuls.com
Merge Streams 32 K 1.0 Free
fusionne un flux MS Word et un flux MS Excel, l’un dissimulant l’autre.
Auteur : ntkerne
Homepage : http ://www.ntkernel.com/utilities/merge.shtml
Mimic Functions 185 K - Macintosh Free
outil ste´ganographique base´ sur les grammaires contextuelles. Il ge´ne`re du texte a` partir
du fichier a` cacher.
Auteur : Peter Wayner
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MP3 Stego / MP3
Stego (GUI W32)
1.4 M - 339 K 1.1.17 DOS
OS/2 Amiga SRC
Free
compresse, chiffre les donne´es et les dissimule dans un flux MP3.
Auteur : Fabien Petitcolas
Homepage : http ://www.petitcolas.net/fabien/steganography/mp3stego/index.html
MP3 Stego / MP3
Stego (GUI W32)
1.4 M - 339 K 1.1.16 DOS
OS/2 Amiga SRC
Free
compresse, chiffre les donne´es et les dissimule dans un flux MP3.
Auteur : Fabien Petitcolas
Homepage : http ://www.petitcolas.net/fabien/steganography/mp3stego/index.html
NICETEXT 13 M 0.9
SRC
Free
ge´ne`re un texte qui ressemble a` un texte dans un langage naturel a` partir de donne´es
chiffre´es. Utilise des grammaires non contextuelles.
Auteur : Mark Chapman
Homepage : http ://www.ctgi.net/nicetext/index.html
OutGuess 460 K 0.2
SRC
Free
outil ste´ganographique pour les images JPEG qui pre´serve les statistiques sur les
fre´quences.
Auteur : Niels Provos
Homepage : http ://www.outguess.org
Parnoid 87 K - Macintosh Free
outil qui chiffre avec IDEA et Triple DES et cache les donne´es dans un fichier audio.
Auteur : Nathan Mariels
PC FileSafe 1.5 M - 9.95 $
verrouille et rend invisible des fichiers et dossiers. L’acce`s se fait a` l’aide d’un mot de passe.
Auteur : ShelbyComputer
Homepage : http ://www.shelbycomputer.com
PGM.stealth 4,3 K -
SRC
Free
cache l’information dans des fichiers PGM.
Auteurs : Timo Rinne et Cirion Oy
Piilo 5.9 K -
SRC
Free
cache l’information dans des fichiers PGM en niveau de gris.
Auteurs :Tuomas Aura
Homepage : http ://research.microsoft.com/users/tuomaura
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Point Lock PRO 3.26 M 2 34.92 Eur
verrouille et rend invisible des fichiers et dossiers. L’acce`s se fait a` l’aide d’un mot de passe.
Auteur : Ahranta
Homepage : http ://www.ahranta.com
Pretty Good En-
velope
25 K 1.0 DOS Free
cache un fichier binaire en le concate´nant a` un autre.
Auteur : Roche’Crypt
Homepage :
PrivateInfo 674 K 2.2 39.95 $
rend invisible des fichiers et dossiers.
Auteur : Raysion Software Co.
Homepage : http ://www.raysion.com
RightClickHide 867 K 1.2 25 $
rend invisible des fichiers et dossiers ainsi que des lecteurs.
Auteur : Talyasoft
Remarque : NON DISPONIBLE
Safe and Quick
Hide Files
2.2 M - 19,6 $
chiffre et cache des fichiers et re´pertoires. Guillermito explique une technique pour retrou-
ver le mot de passe utilise´.
Auteur : Microidea Software Studio.
Remarque : NON DISPONIBLE
Sam’s Big Play
Maker
182 K - 12 K -
SRC
Free
converti du texte arbitrairement en un sce´nario amusant.
Auteur : SecurStar
Homepage : http ://www.scramdisk.clara.net/play/playmaker.html
SandMark - 3.3
SRC
Free
permet de faire du watermarking sur des programmes Java.
Auteur : Christian Collberg
Homepage : http ://www.cs.arizona.edu/sandmark
Secret Spaces 21 K 1.0 Free
cache des messages courts dans des textes clairs en codant l’information sur les espaces.
Auteur : Andrew Gray
Homepage : http ://www.andrewgray.com
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SecureEngine
Professional
2.6 M 1.0 Free
permet de dissimuler des donne´es dans des fichiers BMP, des WAV, des fichiers TEXT
sans modifier leur taille ainsi que dans des fichiers JPEG. Chiffre les donne´es avec 3-Way,
Blowfish, Cast, GOST, Mars, Vernam a` base de mots de passe et posse`de plein d’autres
fonctionnalite´s de se´curite´.
Auteur : Adrien Pinet
Homepage : http ://securengine.isecurelabs.com
SecureEngine 2.6 M 4 Free
permet de dissimuler des donne´es dans des fichiers BMP, des WAV, des fichiers TEXT
sans modifier leur taille ainsi que dans des fichiers JPEG. Chiffre les donne´es avec 3-Way,
Blowfish, Cast, GOST, Mars, Vernam a` base de mots de passe et posse`de plein d’autres
fonctionnalite´s de se´curite´.
Auteur : Adrien Pinet
Homepage : http ://securengine.isecurelabs.com
Snow
14 K - 31 K
14 K - 11 K
24 K - 35 K
- SRC
java+ classe applet
Free
Cache un message en le codant avec les espaces d’un texte ASCII.
Auteur : Matthew Kwan
Homepage : http ://www.cs.mu.oz.au/∼mkwan
Snowdisk 8.5 K 1.0
SRC
Free
chiffre l’information avec PGP et la stocke sur un me´dia suivi d’ale´a. Le me´dia semble
n’eˆtre rempli que d’ale´a.
Auteur : Scott G. Miller
Snowdrop 32 K 0.02b
SRC
Free
programme de watermarking de´die´ aux documents texte et aux codes sources en C.
Auteur : Michal Zalewski
Homepage : http ://lcamtuf.coredump.cx
Spam Mimic - - HTML Free
Cache un petit message dans des spams.
Homepage : http ://www.spammimic.com
Stealth 55 K 2.01
SRC
Free
utilitaire ste´ganographique pour PGP 2.x.
Auteur : Adam Back
Homepage : http ://www.cypherspace.org/adam/stealth
StealthDisk 1 M 3.6 29.95 $
rend invisible des fichiers sur le disque dur.
Auteur : Invisicom, Inc.
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Stegano GifPalet-
teOrder
138 K 0.2 Java Free
cache l’information dans les fichiers GIF.
Auteurs : David GLAUDE et Didier BARZIN
Homepage : http ://users.skynet.be/glu/sgpo.htm
Steganografia 9,1 K -
SRC
Free
programme en Perl permettant de cacher de l’information dans des fichiers BMP sans en
changer la taille.
Auteur : Cers
Homepage : http ://www.cers.tk
Steganography 1.02 M 1.6.1 24.95 $
chiffre et cache l’information dans des fichiers audio et image. Guillermito nous montre
comment retrouver les donne´es ste´ganographie´es.
Auteur : Pipisoft
Homepage : http ://www.pipisoft.com
Steganos - 3 39.95 $
chiffre les donne´es avec des cle´s d’au moins 2048 bits et les dissimule dans des fichiers
BMP, DIB, HTML, TXT, VOC et WAV.
Auteur : Centurionsoft
Remarque : NON DISPONIBLE
Steganosaurus 12 K -
SRC
Free
remplace les bits d’un message clair par des mots d’un dictionnaire.
Auteur : John Walker
Homepage : http ://www.fourmilab.ch
Stegdetect 1,3 M 0.5
SRC
Free
outil de de´tection d’images JPEG ste´ganographie´es avec jsteg, jphide et outguess.
Auteur : Niels Provos
Homepage : http ://www.outguess.org
StegFs 185 K 1.1.4
SRC
Free
syste`me de fichiers ste´ganographique pour Linux.
Auteur : Andrew D. McDonald
Homepage : http ://www.mcdonald.org.uk
StegHide
663 K - 1.8 M -
663 K
0.5.1
SRC
Free
programme de ste´ganographie qui dissimule l’information dans de nombreux types de
fichiers image et audio. Re´sistant aux attaques statistiques du premier ordre.
Auteur : Stefan Hetzl
Homepage : http ://steghide.sourceforge.net/index.php
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Stego 193 K 1.0a2 Macintosh Free
cache l’information sur les bits les moins significatifs dans des images PICT.
Auteur : Romana Machado
Stegodos 22 K - DOS Free
cache l’information sur les bits les moins significatifs dans des images GIF ou PCX.
Auteur : Black Wolf
StegoLame 3.6 M
MP3 at-
tackers SRC
Free
outils de de´tection ste´ganographique sur des flux (MP3,Ogg, MPEG ...).
Auteur : noch
StegoTif 68 K -
SRC
Free
cache l’information sur les bits les moins significatifs dans des images TIFF.
Auteur : Giovambattista Pulcini
Homepage : http ://www.geocities.com/SiliconValley/9210
StegoWav 68 K -
SRC
Free
cache l’information sur les bits les moins significatifs dans des fichiers audio Wav.
Auteur : Giovambattista Pulcini
Homepage : http ://www.geocities.com/SiliconValley/9210
StegParty 104 K -
SRC
Free
cache les donne´es dans un texte clair en utilisant la ponctuation et la prononciation.
Auteur : Steven Hugg
Stegtunnel 164 K 0.4
SRC
Free
cache l’information dans des paquets TCP.
Auteur : Todd MacDermid
Homepage : http ://www.synacklabs.net
Stella 18 M - Java Free
cache l’information dans des fichiers JPG, GIF et BMP.
Auteur : R. Rosenbaum et H. Schumann
Homepage : http ://www.stella-steganography.de
S-Tools 273 K 4 Free
cache l’information dans des fichiers image ou audio ou meˆme sur le disque dur. Uti-
lise les algorithmes IDEA et DESS pour chiffrer les donne´es a` dissimuler. Imple´mente
un ge´ne´rateur de pseudo-ale´a pour choisir les bits supports. C’est un des outils les plus
complet.
Auteur : Andy Brown
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TextHide - - 39 $
reformule automatiquement le texte a` cacher. Utilise une gestion asyme´trique des cle´s avec
RSA.
Homepage : http ://www.texthide.com
Texto 59 K -
SRC
Free
ge´ne`re du texte anglais a` partir de texte non encode´ ou d’ASCII PGP.
Auteur : Kevin Maher
The Third Eye 492 K 1.0 Free
ste´ganographie les informations a` cacher sur les bits de poids faibles d’une image RGB a`
l’aide d’un ge´ne´rateur pseudo-ale´atoire initialise´ par un mot de passe.
Auteur : Satya Kiran
Homepage : -
Voices 133 K -
SRC
Free
cache l’information dans des fichiers MP3.
Auteur : Conundrum
Homepage : http ://www.soldierx.com
Visual Cryptogra-
phy
20 K 1.0
SRC
Free
re´parti une image en deux images ; l’image originelle se retrouve en superposant les deux
images.
Auteur : Jouko Holopainen
Homepage : http ://iki.fi/jhol
WbStego4open
535 K - 442 K -
535 K
4.3
SRC
Free
cache n’importe quel type de donne´es dans des fichiers BITMAP, texte, HTML et PDF.
Utilise les algorihtmes Blowfish, Twofish, CAST et AES pour le chiffrement des donne´es.
Sources en Delphi5+ et Kylix 1+.
Auteur : WbStego
Homepage : http ://wbstego.wbailer.com
WeavWave 174 K - Free
cache l’information dans des fichiers Wav.
Auteur : Jagen
White Noise
Storm
83 K 2.10
SRC
Free
cache l’information dans des fichiers image ou audio de type PCX, TIFF, VOX ou AIFF.
Grande capacite´ de dissimulation.
Auteur : Ray (Arsen) Arachelian
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Glossaire
AFD : Analyse Factorielle Discriminante.
CCA1 : Choosen Cipher Attack.
CCA2 : Choosen Cipher Adaptative Attack.
CHA : Choosen Hidden text Attack.
CMA : Choosen Message Attack.
CPA : Choosen Plaintext Attack.
BMP : BitMaP format.
bpp : bit per pixel ou bit par pixel.
CBS : Canal Binaire Syme´trique.
CDMA : Code Division Multiple Access.
CGC : Codage de Gray Canonique.
COMSEC : COMmunication SECurity.
DCT : Discret Cosinus Transform.
Densite´ d’une matrice : La densite´ d’une matrice est la proportion de coefficients non
nuls de la matrice.
DFC : Domaine Fre´quentiel Compresse´.
DGA : De´le´gation Ge´ne´rale pour l’Armement.
Distance de Hamming : La distance de Hamming dH(x, y) de deux vecteurs de sym-
boles x et y est donne´e par le nombre de symboles qui diffe`rent entre x et y. Si x et
y sont binaires, elle correspond au poids de Hamming du ou-exclusif de x et y.
dH(x, y) = w(x⊕ y) .
DVB-T : Digital Video Broadcasting-Terrestrial.
DVB-S : Digital Video Broadcasting-Satellite.
ESAT : E´cole Supe´rieure et d’Application des Transmissions.
FFT : Fast Fourier Transform.
GIF : Graphics Interchange FormatTM.
GPA : Ge´ne´rateur Pseudo-Ale´atoire.
300 Glossaire
GSM : Global System for Mobile Communication.
IDCT : Inverse Discret Cosinus Transform.
INMARSAT : INternational MARitime SATellite organisation system.
INTELSAT : INternational TELecommunicaitons SATellite organization.
ISO : International Standards Organisation.
ITU : International Telecommunication Union.
IV : Init Vector.
IWDW : International Workshop on Digital Watermarking.
JPEG : Joint Picture Experts Group.
LDPC : Low Density Parity Check.
LSB : Least Significant Bit.
Matrice creuse : Une matrice binaire est dite creuse si sa densite´ est faible.
Matrice unimodulaire : Matrice carre´e a` coefficients dans F (D) de de´terminant ap-
partenant a` F ∗.
MDS : Maximum Separable Distance.
MBPIS : Multi Bit Plane Image Steganography.
MEM : Multiple Embedding Method.
MGP : Matrice Ge´ne´ratrice Polynomiale.
MSM : Me´thode de Ste´ganographie Multiple.
PA : Passive Attack.
PCPC : Matrice PolyCyclique PseudoCirculante.
PGCD : Plus Grand Commun Diviseur.
Poids de Hamming : Le poids de Hamming d’un vecteur binaire b = (bi)i=1...l de lon-
geur l, note´ w(b), est e´gal au nombre de bits bi, pour i = 1 . . . l, e´gaux a` 1.
w(b) =
l∑
i=1
bi .
PPCM : Plus Petit Commun Multiple.
RLE : Run Length Encoding.
ROC : Receiver Operating Characteristic.
RVB : Rouge, Vert, Bleu.
SSA : Specific Steganalysis Attack.
SVM : Support Vector Machines.
TEB : Taux d’Erreur par Bit.
TIC : Tehcnologies de l’Information et de la Communication.
TNT : Te´le´vision Nume´rique Terrestre.
TRANSEC : TRANsmission SECurity.
UMTS : Universal Mobile Telecomunication System.
USA : Universal Steganalysis Attack.
VLC : Variable Length Coding.
YCbCr : Luminance, Chrominance bleue, Chrominance rouge.
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Re´sume´
Dans cette the`se, nous e´tudions les canaux de communication dans un contexte non
coope´ratif sous l’angle des codes correcteurs d’erreurs, d’une part, et de la ste´ganographie,
d’autre part. Nous prenons la place d’un observateur non le´gitime qui veut avoir acce`s a`
l’information e´change´e entre deux protagonistes. Nos travaux sur les algorithmes de recons-
truction de codes correcteurs, nous ont amene´s a` proposer un formalisme commun pour
l’e´tude des codes line´aires, des codes convolutifs et des turbo-codes. Nous analysons tout
d’abord finement l’algorithme de Sicot-Houcke, puis l’employons ensuite comme brique
de base pour concevoir une technique de reconstruction des codes convolutifs totalement
automatique et de complexite´ meilleure que les techniques existantes. Enfin, nous utilisons
ces re´sultats pour retrouver les parame`tres des turbo-codeurs. Dans le cadre de l’analyse
ste´ganographique, nous proposons tout d’abord deux nouveaux mode`les de se´curite´ qui
mettent en œuvre des jeux avec des attaquants re´els. Nous adaptons ensuite l’analyse
RS en un sche´ma de de´tection pour l’algorithme Multi Bit Plane Image Steganography
pour le domaine spatial, propose´ par Nguyen et al. a` IWDW’06. Enfin, nous de´veloppons
une approche nouvelle pour analyser les images JPEG. En e´tudiant les statistiques des
coefficients DCT compresse´s, nous mettons en e´vidence des de´tecteurs posse´dant des per-
formances e´leve´es et inde´pendantes en pratique de la quantite´ d’information dissimule´e.
Nous illustrons ces re´sultats par un sche´ma de ste´ganalyse universelle d’une part, et un
sche´ma de ste´ganalyse spe´cifique pour Outguess, F5 et JPHide and JPSeek, d’autre part.
Mots-clefs : reconstruction d’algorithme, code correcteur d’erreurs, ste´ganalyse, do-
maine fre´quentiel compresse´.
Abstract
In this thesis, we study communication channels in a non cooperative context and more
particularly, error correcting codes reconstruction on one hand, and steganalysis on the
other hand. We play an unauthorized observer who wants to have access to the informa-
tion exchanged between two legal users. Our researches on algorithms to reconstruct error
correcting codes lead us to propose a generic approach for linear block codes, convolutional
and turbo codes. We analyze the Sicot-Houcke algorithm and use it as a base to design an
entirely automatic technique to reconstruct convolutional codes. Moreover, this technique
has a better complexity than existing ones. Finally, we adapt theses results to retrieve
the parameters of turbo code encoders. In the context of steganographic analysis, we first
propose two new models of security which play with a real-life adversary. Then, we adapt
the RS analysis into a detection scheme for the Multi Bit Plane Image Steganography for
the spatial domain. This algorithm was proposed by Nguyen et al. at IWDW’06. Finally,
we develop a new approach to analyze JPEG files. We study statistics of compressed DCT
coefficients and point out new detectors with high performances which are independent, in
practice, of the amount of hidden information. We illustrate these results with an universal
steganalysis scheme and a specific one to detect Outguess, F5 and JPHide and JPSeek.
Keywords : algorithm reconstruction, error-correcting code, steganalysis, compressed
frequency domain.
