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Abstract—This paper considers node localization in static
sensor networks using range-only measurements. Similar to state-
of-the-art algorithms, such as ECHO and DILOC, we rely on
barycentric coordinates of the nodes to transform the non-convex
node localization problem into a linear system of equations. The
main contribution of this paper is a simple closed-form expression
for generalized barycentric coordinates, which extends existing
algorithms from two to n dimensions and allows arbitrary
anchor-node configurations. The result relies on a connection
between the Cayley-Menger bi-determinants of subsets of n+1
neighbor nodes and the signed volume of the simplices defined
by these neighbor nodes. Hence, for noise-free measurements,
the proposed method computes the optimal sensor network
embedding as the solution of a linear system with coefficients
obtained from the generalized barycentric node coordinates.
Using simulations, we provide comparisons with DILOC and
Matlab’s MDS implementation. We also show that it is possible to
improve our algorithm run time using fewer subsets of neighbor
nodes.
Index Terms—Sensor Networks, Localization, Cayley-Menger
bi-determinant.
I. INTRODUCTION
LOCALIZATION problems are fundamental to a multitudeof applications and everyday scenarios, including deploy-
ment of robots and drones, autonomous vehicular systems and
static sensor networks. In the later case, the location of each
sensor is usually necessary to correctly analyze, interpret and
correlate all measurements being made.
In general, localization problems in static sensor networks
have a single objective: based on available measurements
and known information about the surrounding space, provide
locations of one or more sensor nodes. Multiple methodologies
have been proposed. Some utilize range and bearing measure-
ments between sensors [1]; while others utilize only bearings
[2], or only ranges [3], [4] and [5].
These methods can also be classified depending on how the
underlining algorithm computes the location of each sensor
in the network. If all sensor nodes in the network send
their information to one node, responsible for computing their
locations, the method is called centralized. If each sensor node
is responsible for computing its own location by exchanging
information within its local neighbors, it is called distributed.
In [6] and [5], localization methods are also classified
as either sequential or concurrent. Sequential methods start
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from sensor nodes with known locations, called anchors, and
compute location of other nodes individually or in groups.
We call these latter nodes unknown throughout this paper.
Concurrent methods start with an initial estimate of all node
locations and finish when location estimates converge. At
each iteration, nodes update their locations by exchanging
information and using inter-node distance measurements with
its neighbors. Trilateration methods, [3], are usual examples
of sequential methods, while optimization like approaches
such as MDS - Multi Dimensional Scalling, [7] and [8], are
examples of concurrent methods.
Trilateration is one of the most straight forward approaches
to solve the range-only localization problem. Its approach in-
volves solving sets of non-linear equations, in which measured
distances between unknown nodes and anchor nodes must be
equal to the Euclidean norm of their Cartesian coordinates.
In the two-dimensional case, a generic example involves three
anchor nodes {i, j, k} and one unknown node {l}, such that
the Trilateration equations become d(xl,xi) = ||xl − xi||2d(xl,xj) = ||xl − xj ||2
d(xl,xk) = ||xl − xk||2
(1)
In [3], Thomas et al. propose a modification of the Trilater-
ation method using barycentric coordinates to localize a robot
in two-dimensional space knowing the location of three points
and the distances from those points to the robot. Although they
propose the utilization of Cayley-Menger bi-determinants and
determinants, also defined in [9], to compute all necessary
coordinates, they emphasize a greater geometrical view of
the problem. Relationships between barycentric coordinates,
Cayley-Menger bi-determinants and geometrical notions such
as angles, dot and cross products of vectors in two and three
dimensional spaces are demonstrated.
In [4], Khan et al. proposed the Distributed Iterative LOCal-
ization (DILOC) algorithm that can be classified as a range-
only distributed concurrent method. This algorithm is defined
in the n-dimensional Euclidean space, Rn, and requires the
following main assumptions: 1) there are n+1 anchor nodes;
2) all unknown nodes are placed inside the convex-hull of the
anchor nodes; 3) for each unknown node, there is at least one
subset of n + 1 of its neighbors such that the former lies in
the convex-hull of the latter.
If the sensor network satisfies the previous assumptions,
DILOC can be initialized at each unknown node by computing
its barycentric coordinate in relation to one of its subsets of
neighbors given by assumption 3). Later, an iterative process
starts using location estimates for each unknown node and
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2true locations for anchor nodes. At each subsequent step,
neighboring nodes exchange their location estimates; unknown
nodes update their location estimates based on the convex-
combination of their neighbors’ estimates and its barycentric
coordinates, while anchor nodes maintain their assigned loca-
tions.
This iterative process is proven to converge to the true
solution for all nodes in [4] by reorganizing all barycentric
coordinates in matrix form, one row for each network node.
The resulting matrix is right stochastic, which allows one to
see the entire iterative process as an Absorbing Markov Chain
which converges to the desired result.
In [5], Diao et al. propose modifications to DILOC’s al-
gorithm relaxing its second and third previously specified
assumptions, which they call Extended Computation scHeme
of cOordiate (ECHO). Thus, ECHO enables arbitrary locations
for anchor nodes in the network and allows the utilization of
subsets of neighbors in which a node does not strictly lie inside
the convex-hull of its neighbors.
When the latter condition occurs; though the barycentric
coordinates of a node can never be all simultaneously negative,
some will be negative or zero. In order to compute such
coordinates, Diao et al. present a series of algorithms based on
geometrical properties of the two dimensional case. They also
propose the concept of generalized barycentric coordinates, as
the average of all possible barycentric coordinates of a node.
Similarly to DILOC, these coordinates can be arranged
in matrix form, as a linear system in terms of anchor and
unknown node locations. Conversely, ECHO’s matrix may
not be right stochastic, so one can not relate it to Markov
Chain theory. Moreover, this linear system may have unstable
eigenvalues which can cause problems with iterative and
distributed solution methods. In spite of that, Diao et al. show
in [5] a feasible distributed algorithm, as well as, proof that,
in the two dimensional case, “an entire sensor network is
localizable if and only if every sensor node has at least three
disjoint paths to the anchor nodes in the graph associated with
the barycentric coordinate representation.”
Unfortunately, ECHO is only defined for two dimensional
Euclidean spaces, restricting its applicability from scenarios
involving 3D ad hoc networks, such as the deployment of
robots and drones. We propose a generalization of ECHO over
n-dimensional Euclidean spaces, as well as, a more concise
way to compute barycentric coordinates on any number of
dimensions and node arrangements. Our algorithm was influ-
enced by ideas presented in [3], but like ECHO, an increase
of connectivity on the network will incur in an increase
computational expense in order to compute the generalized
barycentric coordinates from all possible combinations of n+1
neighbor subsets of each node.
Our main contributions to the static sensor network node
localization problem using barycentric coordinates are:
1) Arbitrary anchor node placement among unknown
nodes;
2) Arbitrary n-dimensional Euclidean spaces allowed;
3) Extension of generalized barycentric coordinates using
Cayley-Menger bi-determinants.
The solution we provide is centralized, but a method similar
to the one proposed in [5] can also be applied to compute all
sensor node locations in a distributed form.
In the upcoming sections, we formally state the localization
problem in sensor networks while providing the necessary
concepts of graph theory. We define Cayley-Menger bi-
determinants and determinants, and show how to use them
in order to compute barycentric coordinates of nodes in n-
dimensional Euclidean space, as well as their generalization
similarly to [5]. Finally, we show how to use these gener-
alized barycentric coordinates to compute all unknown node
coordinates.
II. PROBLEM FORMULATION
A static sensor network can be modeled as a graph G =
{V, E}, with vertex set V and edge set E . The vertex set
contains unique labels for each sensor node in the network.
Without loss of generality, we assume that labels are ordered
and taken from the set of non-zero natural numbers, V ⊂ N6=0.
Let the location of node i ∈ V be specified by Cartesian
coordinates xi ∈ Rn. If the number of nodes in the network
is m = |V|, then the set of node locations is given by X =
{x1,x2, . . . ,xm}.
In general, edges exist whenever two nodes are able to
communicate with one another. However, in this work, an edge
exists whenever two nodes are able to communicate and mea-
sure their relative distance. Considering that each node i ∈ V
has inter-node measuring and communication range given by
r i ∈ R>0, an edge between node pair (i, j) ∈ V × V will
exist, if and only if, its edge weight, d(xi,xj) = ||xi−xj ||2,
satisfies d(xi,xj) = d(xj ,xi) and d(xi,xj) ≤ min(ri, rj).
Therefore, the generated graph is undirected.
An example of such a network in 3D is shown in Fig. 1.
In this example, all 64 nodes are arranged in a cubic lattice
with a lattice constant of 1 unit. Inter-node measuring and
communication ranges are 2 units, ri = 2, 1 ≤ i ≤ m. Fig.
1 also shows the node degree1 of each vertex in this network
1In graph theory, node degree refers to the number of edges a node has to
other nodes in the network, which are its direct neighbors.
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Fig. 1. Wireless node network example.
3example. Node degree will influence the localizability of the
network, as will be shown later.
One can infer that a subset of nodes with known coordinates
is required to compute all other node coordinates, that is,
one needs location references. The subset of anchor node
coordinates is specified as Xa ⊂ X while the subset of
unknown node coordinates is Xu ⊂ X so that Xa
⋃Xu = X
and Xa
⋂Xu = ∅.
Then, the range-only node localization in static sensor
networks problem consists of estimating each unknown node
coordinate using only range measurements between nodes.
Problem. Given Xa ⊂ X and d(xi,xj) for all (i, j) ∈ E ,
estimate Xu ⊂ X .
Next, while making required extensions to the n-
dimensional Euclidean space, we present the necessary con-
cepts related to Cayley-Menger bi-determinants, barycentric
coordinates and its generalization, as well as, the methodology
to compute unknown node locations using these concepts from
true anchor node locations and range measurements.
III. THE BARYCENTRIC COORDINATES APPROACH
A. Cayley-Menger bi-determinants
Cayley-Menger determinants provide a relation between
Euclidean distances between points in space and the signed
volume of the simplex formed by such points. [4] and [5] use
the absolute value of these signed volumes in order to compute
the barycentric coordinates of nodes in sensor networks from
their noiseless range measures.
Similarly to [3], we introduce the concept of Cayley-Menger
bi-determinants. While, Cayley-Menger determinants operate
on one set of points, bi-determinants operate on two sets of
points; providing a relation between the product of volumes
of each set and the Euclidean distances between points of
different sets.
We define both types of Cayley-Menger determinants fol-
lowing Blumenthal’s work in [9].
Let two sets of n + 1 points, X = {x0, . . . ,xn} and Y =
{y0, . . . ,yn}, be defined by their Cartesian coordinates, such
that xi = [x1i, . . . , xni]T ∈ Rn×1 and yi = [y1i, . . . , yni]T ∈
Rn×1 for 0 ≤ i ≤ n. Then, the Cayley-Menger bi-determinant
of X and Y is defined as follows:
D(x0, . . . ,xn;y0, . . . ,yn) =
2
(− 12)n+1
∣∣∣∣∣∣∣∣
0 1 1 ... 1
1 d(x0,y0)
2 d(x0,y1)
2 ... d(x0,yn)
2
1 d(x1,y0)
2 d(x1,y1)
2 ... d(x1,yn)
2
...
...
...
. . .
...
1 d(xn,y0)
2 d(xn,y1)
2 ... d(xn,yn)
2
∣∣∣∣∣∣∣∣ .
(2)
Where, d(xi,yj)2 = ||xi − yj ||2 = (xi − yj)T (xi − yj),
for all 0 ≤ i, j ≤ n.
The Cayley-Menger determinant of X can be defined from
the bi-determinant as follows:
D(x0, . . . ,xn) = D(x0, . . . ,xn;x0, . . . ,xn). (3)
As one can infer from equation (3), the Cayley-Menger de-
terminant is a specific case of the more general bi-determinant.
Next, we formally specify the relationship between the signed
volumes of sets of points in n-dimensional Euclidean space
and their Cayley-Menger bi-determinant.
Proposition 1. The Cayley-Menger bi-determinant of two sets
of n+1 points, X = {x0, . . . ,xn} and Y = {y0, . . . ,yn}, in
Rn is related to the products of the signed volumes of each
independent set, by
D(x0, . . . ,xn;y0, . . . ,yn) = (n!)
2Vol(X ) Vol(Y). (4)
Proof. See Appendix A.
It is very important to notice that determinants in general
are alternating forms, so the order in which its elements are
arranged is essential to its correct computation.
The following sections will show how we leverage Propo-
sition 1 in order to compute barycentric coordinates of points
inside and outside the convex-hull of its n+1 neighbors, which
allow us to obtain similar, but more concise results than [5].
B. Computing Barycentric Coordinates
Barycentric coordinates are usually defined using concepts
of points, affine spaces and affine frames. An affine space X is
defined by a collection of points, a vector space and a function.
An affine frame is a set of points in an affine space with origin
x0, {xi}i=0,1,...,n, such that vectors {−−→x0x1,−−→x0x2, · · · ,−−−→x0xn}
are linearly independent, i.e. they form a base for the embed-
ded vector space
−→
X. By taking a field K such as R, one can
define barycentric coordinates as follows:
Proposition 2 ([10, Prop.3.6.2]). Let {xi}i=0,1,...,n be a frame
for an affine space X. For any (point) x ∈ X there exist
λi ∈ K, 0 ≤ i ≤ n, such that
∑
i λi = 1 and x =
∑
i λixi.
The scalars λi are uniquely defined by this property and are
called barycentric coordinates of x in the frame {xi}i=0,1,...,n.
From proposition 2, one can infer that in order to localize
the unknown nodes in the network, one needs to know the
locations of n+1 nodes in an n-dimensional space. Moreover,
the n + 1 anchor nodes must form an affine frame for the
inherent affine space.
Suppose that our set of n + 1 anchor node loca-
tions, represented by their Cartesian coordinates Xa =
{xa0 ,xa1 , · · · ,xan}, form a frame for an affine space X. We
can compute the barycentric coordinates λ for any unknown
node x ∈ X by solving the following linear system, where
X = [xa0xa1 · · ·xan ],
x =
∑
i λixai ,
∑
i λi = 1 ⇔
[
X
1T
]
λ =
[
x
1
]
. (5)
Because our set of anchor nodes form a frame in an affine
space, the solution is unique by Proposition 2. Then, VX =[
X
1T
]
has non-zero determinant. Using Cramer’s Rule, we can
compute each barycentric coordinate, λi, as follows
λi =
∣∣∣∣Xi1T
∣∣∣∣∣∣∣∣X1T
∣∣∣∣ (6)
4where, Xi is the matrix obtained from X by replacing its ith
column with x.
The volume of the sets of points Xa and Xai , where the ith
point is replaced by x, are given by
Vol(Xa) = 1n!
∣∣∣∣X1T
∣∣∣∣ , Vol(Xai) = 1n! ∣∣∣∣Xi1T
∣∣∣∣ . (7)
Therefore, each barycentric coordinates, λi, can be com-
puted in terms of these volumes by
λi =
∣∣∣∣Xi1T
∣∣∣∣∣∣∣∣X1T
∣∣∣∣ =
(n!)Vol(Xai)
(n!)Vol(Xa) . (8)
Multiplying the right side by (n!)Vol(Xa)(n!)Vol(Xa) does not change
its value, but permits us to conclude that the barycentric
coordinates, λi for all 0 ≤ i ≤ n, can be computed using
Cayley-Menger bi-determinants and determinants.
λi =
D(x0, . . . ,xn;x0, . . . ,xi−1,x,xi+1, . . . ,xn)
D(x0, . . . ,xn)
(9)
We emphasize that equation (9) provides a method to
compute barycentric coordinates of any point in an affine
space based on any set of points that form an affine frame for
that space. Moreover, if one maintains the ordering of points
throughout all determinants, the signs of each barycentric
coordinate will be correctly computed.
Notice that each point’s barycentric coordinate sign is
associated to the overall position of this point in relation to
the ones forming the affine frame used in its computation.
Any point strictly inside the convex-hull of the affine frame,
will have strictly positive coordinates. Otherwise, it will have
at least one zero or negative coordinate. It is impossible to
have all non-zero barycentric coordinates with a negative sign.
Moreover, the order in which the different signs are given
depends on the partial ordering of the n + 1 hyper-planes
generated on the n-dimensional space.
It is important to notice that if we consider each node as a
point in an affine space, then allowing nodes to be outside of
the convex-hull of its neighbors, is equivalent of having zero
or negative barycentric coordinates. This constitutes the main
difference between DILOC’s and ECHO’s algorithm, [4] and
[5] respectively.
Fig. 2 shows an example in three-dimensional space of the
2n+1 − 1 possible regions where the barycentric coordinate
signs are strictly positive or negative. The convex-hull of the
set of n + 1 points forming the affine frame is depicted by
having all its edges blacked in the figure.
C. Generalizing Barycentric Coordinates
We developed equation (9) by using the anchor nodes as
an affine frame, but any set of n + 1 nodes that form an
affine frame for the same space can be used in order to
compute different barycentric coordinates of the same node of
interest, provided that one has all required range measurements
between nodes. This concept was utilized in [5] in order
Fig. 2. Regions of different Barycentric Coordinate signs.
to create the Generalized Barycentric Coordinates, which we
extend next for the n-dimensional case.
Let Nl be the index set of neighbors of node l, defined as
follows
Nl = {j ∈ {1, 2, . . . ,m} \ {l}| ||xl − xj ||2 ≤ min (rl, rj)} . (10)
Let Il be a family of sets of n + 1 indexes given by the
combination without repetition of members of Nl, which are
also neighbors from one another.
Il = {VJ ∈ N×n+1l |J = {VJ , EJ}, EJ ⊂ E and J ∈ Kn+1}
(11)
Where, J is a subgraph of our network graph G and Kn+1 is
the set of complete graphs with n+ 1 vertices.
Therefore, the cardinality of Il is |Il| ≤
( |Nl|
n+ 1
)
.
For each node l, we define sets of n+1 points in Rn, Xli ,
1 ≤ i ≤ |Il|, such that
Xli = {xIli1 ,xIli2 , · · · ,xIlin+1 },
and sets of n+1 points in the same space, Ylij , 1 ≤ j ≤ n+1,
such that
Ylij = {xIli1 ,xIli2 , · · · ,xIlij−1 ,xl,xIlij+1 , · · · ,xIlin+1}.
Using the previously defined sets with the correct indexes
applied to equation (9), one can compute all possible barycen-
tric coordinates for each node l.
Proposition 3. For each node l and each set Ili , if D(Xli) 6=
0, then the barycentric coordinates of node l, λl, with respect
to its neighbors identified by the set Ili are
[λlij ]k =

D(Xli ;Ylij )
D(Xli)
, if k = Ilij
0, otherwise
. (12)
5Proof. Follows from equation (9), by taking the appropriate
nodes and their indexes.
If one arranges all computed barycentric coordinates for
each node l as previously specified in matrix form, with one
row per combination, then the resulting matrix has |Il| rows
and m columns.
One possible way to utilize the previous result in Propo-
sition 3 is to concatenate all these matrices generating an
overdetermined linear system. Another way is to compute
the Generalized Barycentric Coordinates proposed by Diao
et. al. in [5]. These generalized coordinates are computed by
averaging all possible barycentric coordinates for each node l
as stated in Proposition 4.
Proposition 4 ([5]). For each node l, its generalized barycen-
tric coordinate, λl ∈ Rm×1, can be computed as follows
[λl]j =
1
|Il|
|Il|∑
i=1
λlij , 1 ≤ j ≤ m. (13)
One may wonder about the possibility of using a smaller
subset of barycentric coordinates to compute a modified set of
generalized coordinates. Is there a trade-off between accuracy
and efficiency related to the number of used subsets? We seek
to provide some insights via numerical simulations in section
IV.
As the generalized barycentric coordinates in equation (13)
are computed through averaging, the property of summing to
one is preserved. Moreover, one can use all m generalized
barycentric coordinates in order to compute the unknown
nodes coordinates by simply solving a linear system as shown
in the next section.
D. Localizing the unknown nodes
Finally, if one leverages the theory presented in the previous
sections in a n-dimensional noiseless range-only static sensor
network, one can utilize existing range measurements to
compute generalized barycentric coordinates for each network
node using Cayley-Menger bi-determinants as stated in Propo-
sitions 3 and 4.
Theorem 1. The unknown node locations, Xu, of the problem
stated in section II can be computed by solving the following
linear system, whenever (I −D)−1 exists:
(Iq×q −Dq×q) ·Xuq×n = Cq×p ·Xap×n . (14)
Where, matrices C ∈ Rq×p and D ∈ Rq×q are given
in equations (15) and (16) and Xa is the given location
coordinates of the anchor nodes.
Proof. We known from Proposition 2 that any unknown node
can be localized in relation to neighboring nodes that form
a frame in an affine space utilizing barycentric coordinates.
Propositions 3 and 4 show us how to compute these barycentric
coordinates. Thus, one can compute coordinates of each node
as the linear combination of this node’s generalized barycentric
coordinates with the coordinates of all other nodes.
Arranging these linear combinations in matrix form such
that G ∈ Rm×m, GT = [λ1,λ2, . . . ,λm], and all node
Cartesian coordinates as X ∈ Rm×n, XT = [x1,x2, . . . ,xm].
Then it is true that
G ·X = X. (15)
Next, one can permute rows of X in order to isolate anchor
and unknown nodes, so that X = [Xa;Xu]. Applying the
same permutation to the rows and columns of G we can write[
Ap×p Bp×q
Cq×p Dq×q
] [
Xap×n
Xuq×n
]
=
[
Xap×n
Xuq×n
]
, (16)
where p is the number of anchors, n + 1 ≤ p < m, and q is
the number of unknowns, q = m− p.
As we know the anchor node coordinates, then Xa is defined
and one can use equation (14) to find the unknown node
coordinates Xu exactly, if and only if the inverse of I − D
matrix exists.
The linear system in Theorem 1 has a unique solution,
if and only if (Iq×q − Dq×q)−1 exists. In [5], Diao et al.
provide necessary and sufficient conditions for its existence
based on the number of disjoint paths from unknown nodes
to anchor nodes in the two-dimensional case. As we provide
a generalization of their problem to the n-dimensional case in
Theorem 1, we can state their result in Corollary 1 with the
necessary reference changes.
Corollary 1 (Adapted from [5], Theorem 1). A sensor network
in R2 with generic configuration [XTa XTu ] is localizable using
the barycentric coordinate representation by solving (14), i.e.
the matrix I −D is nonsingular, if and only if every node to
be localized has at least three disjoint paths from the set of
anchor nodes in GGˆ.
Corollary 1 makes reference to the undirected graph GGˆ =
(VGˆ, EGˆ). This undirected graph GGˆ is constructed from our
initial network representation graph G. They both share the
same set of vertices, VGˆ = V , but possibly different edge sets.
One may create an adjacency matrix from matrix G defined
in equation (15) assuming that elements of the latter are edge
weights of some directed graph associated with the former.
As it is assumed that edges in our network exists if and only
if each node in a pair is able to communicate and measure
their inter-node distances and there are no edges from one
node to itself, then this adjacency matrix is symmetric. Lastly,
Diao et al., in [5], further simplify this graph by modifying
our original matrix G to Gˆ given in equation (17). Therefore,
an edge (i, j) exists in the edge set EGˆ of GGˆ, if and only if
[Gˆ]ij 6= 0.
Notice, that Gˆ is constructed using block matrices from
matrix G in (16) for the 2D case specifically.
Gˆ =
[
I3×3 03×q
Cq×3 Dq×q
]
(17)
We hypothesize, without proof, that a similar result from
Corollary 1 exists for the n-dimensional case. In which case,
I −D would be nonsingular if and only if every node to be
localized has at least n+1 disjoint paths from the set of anchor
nodes in the respective undirected graph GGˆ.
6E. Distributed algorithm
It is important to notice that similarly to what happens in
[5], the linear system matrices associated with Theorem 1 may
have eigenvalues with modulus greater than one, which can
cause convergence problems if one tries to solve these systems
in an iterative or distributed form. Because of that, Diao et
al. provided a distributed method based on the Richardson
iteration [11]. This method can also be applied to the generic
n-dimensional case presented here.
In the following section, based on numerical simulations of
our work, we provide comparisons with the standard DILOC
algorithm [4] and Matlab’s MDS implementation, as well as,
our algorithm complexity analysis and experimental run times.
IV. EVALUATION
A. Comparison with other algorithms
In Fig. 4, we provide simulations of our proposed algorithm,
the standard DILOC algorithm, [4], and Matlab’s MDS imple-
mentation, mdscale(.). The static sensor network from these
examples was formed from a 6 × 6 × 6 unit-spaced regular
lattice in which independent Gaussian noise with zero mean
and unit variance was added to each node coordinate. The
maximum range threshold for each node i was set up to ri = 3
units. As the resulting number of edges is high, they were
not draw in Fig. 4. Instead, we provide a histogram of node
degrees for this network in Fig. 3. Lastly, anchor nodes were
chosen such that there were some nodes inside and outside
their convex-hull.
From the 216 nodes in our example, 215 were correctly
localized by the proposed method, as shown in Fig. 4a, in
which black circles and squares represent their true node
coordinates, while red dots represent computed coordinates.
The unlocalized node has its true coordinates represented by
the sole black star.
As one can expect, DILOC’s standard algorithm is able to
localize all nodes inside the convex-hull of the anchor nodes
as shown in Fig. 4b. Though, in order to accomplish that, 6
of the 15 unknown nodes inside the convex-hull had to use
Fig. 3. Node degree histogram for the 215 localized nodes in the static sensor
network with maximum range radius of 3 units for each node.
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(a) Our computed node coordinates.
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(b) DILOC’s computed node coordinates.
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(c) MDS’s computed node coordinates with the least stress.
Fig. 4. Static sensor network localization example with 216 nodes. Given
the high number of edges in this network, they are not draw. Instead, we
provide a histogram of its node degrees in Fig. 3. In these plots, the black
frame represent edges of the anchor’s convex-hull; black circles and squares
are true node coordinates outside and inside the convex-hull respectively. Red
dots are computed coordinates in each method, with the exception of one
node which was not correctly localized by any algorithm. The latter has true
coordinates marked by a black star, while red stars marks its MDS’ computed
values in which the stress criterion was inferior to 0.01.
7Fig. 5. MDS stress value histogram for 1000 simulations with one replication
each.
measurements greater than our proposed maximum range of
3 units. If one limits DILOC’s range to 3 units, some nodes
would not be localized, as these nodes would not have the
necessary number of neighbors to compute their barycentric
coordinates.
Matlab’s MDS implementation, mdscale(.), allows one to
set a range of parameters. In order to utilize the same set of
range measurements as the one used by our proposed algo-
rithm for this network example, we set the starting condition
to random and maximum iterations to 1000. We also choose
the stress criterion to be squared and normalized with the sum
of 4th powers of the dissimilarities.
It is also possible to choose the number of replications used
by the algorithm, i.e. the number of random re-initializations
used to compute results, where the one which provides the
least stress is chosen as the final answer. In order to compare
algorithms, we simulated the MDS algorithm 1000 times with
one replication each time. A histogram of MDS stress values
is shown in Fig. 5. This histogram was generated using the
square root binning method.
Fig. 4c shows all MDS computed coordinates which have
a stress value inside the lowest valued bin interval from the
histogram shown in Fig. 5. In this case, except for one node
with computed coordinates marked by red stars, all others were
correctly localized. Notice that, each red star represent one
possible solution in which the MDS stress criterion was less
than 0.01, which shows that MDS solutions are not necessarily
unique. Moreover, according to the stress value histogram,
this best case scenario happened in less than 10% of all
simulations. Lastly, the computed node coordinates for the
most frequent stress value interval are shown in Fig. 6.
In order to provide a visual representation of the best and
worst computed node coordinates throughout all 1000 simu-
lations of Matlab’s MDS, Fig. 7, we use [12] to obtain error
ellipsoids which are centered at the average node coordinates.
These ellipsoids have axes and orientation proportional to
the covariance matrix eigenvalues magnitude and eigenvectors
orientation. Their volumes are computed so that 90% of all
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Fig. 6. Static sensor network localization example with 216 nodes using all
MDS computed node coordinates which have stress value in the most frequent
interval from Fig. 5. Given the high number of edges in this network, they are
not draw. Instead, we provide a histogram of its node degrees in Fig. 3. The
black frame are edges of the anchor’s convex-hull. Black circles and squares
are true node coordinates outside and inside the convex-hull respectively. Red
dots are computed coordinates with the exception of one node which was not
localized in any method. This unlocalized node has true coordinates marked
by a black star and computed ones marked by red stars.
Fig. 7. Error ellipsoids for the nodes with computed coordinate covariance
matrices that have the smallest and largest maximum eigenvalue. These
ellipsoids were obtained so that they encompass 90% of all 1000 MDS
computed coordinates for these nodes, which are also shown as dots in
different colors.
computed node coordinates are inside them. These results
demonstrate that the MDS algorithm may provide less than
desirable results most of the time.
It is interesting to notice that one node, represented by a
black star in Fig. 4, was not localized by any method. Besides
being outside the anchor’s convex-hull, it has less than n+ 1
neighbors given the defined maximum measurement range.
B. Algorithm complexity and execution times
An implementation of our algorithm will have worst case
scenario for its computational complexity whenever its net-
8work graph G is complete, i.e. all nodes are inter-connected.
In which case, the computation of all family sets, Il from
equation (11), has complexity of O(mn+2), where m is
the number of nodes and n is the dimension of each node
coordinate.
Moreover, there will be m choose n + 1 sets of n + 1
neighbors for each node. Therefore, in order to compute
matrix G from equation (15), one needs to perform an order
of O(mn+3n3) operations, considering that determinants of
square matrix of dimension k have computational complex-
ity of O(k3). If one uses Gaussian Elimination or LU-
factorization in order to solve the linear system given by
equation (14), one needs to perform O((m − (n + 1))3). It
is usually the case that m >> n, so the complexity becomes
O(m3).
We emphasize that the worst case scenario in which we have
a complete graph is not common. Thus, one may define our
algorithm’s computational complexity considering the maxi-
mum node degree, N = max ({|Nl|}l=1,··· ,m), where Nl is
specified in equation (10). Then, the construction of matrix
G has complexity of O(m2n3Nn+1) and the construction of
all families of neighbor sets has O(mNn+1). Therefore, the
complexity is reduced for m >> N .
As previously defined, our algorithm has computational
cost highly dependent on the number of inter-node range
measurements, which are given by each node degree. Fig. 3
shows a histogram of node degrees for the sensor network
in Fig. 4. In which case, the maximum degree is 86 and the
minimum is 5, thus much smaller than the worst case scenario.
Notice that the initial process of finding all possible neigh-
bor node combinations for each node can be done only once
in the first initialization. If nodes remain static or move
inside the range of their neighbors, no future modification are
necessary; if not, one may update each node as needed. A
similar argument was given in [4].
In order to provide an idea of our algorithm’s run time and
compare it to Matlab’s MDS implementation, we executed 100
simulations of the former and 1000 for the later. Each MDS
simulation was done with one replication only. The average
run time for the first part of our algorithm which constructs
all possible families of neighbor sets is 140.13 seconds with
a standard deviation of 2.71 seconds. The second part which
constructs and solves the linear system takes in average 49.15
seconds with a standard deviation of 1.32 seconds. The average
execution time for one run of Matlab’s MDS implementation
with only one replication was 2.80 seconds with standard
deviation of 0.71 seconds.
Although our run times are 68 times larger than MDS’
single replication rounds, one will usually need to compute
a few rounds of MDS in order to obtain sufficiently small
stresses, as can be inferred from Fig. 5. In which, similar or
better solutions than the one presented in Fig. 6 happened ap-
proximately in 25% of all MDS simulations made. Therefore,
our run times should be around 17 times larger than MDS’.
Despite the lack of optimization of our Matlab imple-
mentation, it is obvious that the problem of finding better
neighboring node subsets, in which the localization problem
can be solved as fast as needed while preserving the same
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Fig. 8. Simulations of our modified algorithm using 3D networks with 50 to
500 nodes in 50 nodes increments. For each network size, we create 100 sets
of random node coordinates with Gaussian distribution N(0, 5I3). For each
instance, we select 5 sets of anchor nodes randomly. Distance threshold of 5
units. {Red continuous, Blue dashed, Black dot dashed} lines are obtained
utilizing the minimum between {1, 50, 200} subset of neighbor nodes per
pair of neighboring nodes or all possible subsets respectively.
flexibility provided to the placement of anchor nodes, is an
interesting one. In this direction, we experiment with our
9algorithm by choosing smaller number of neighboring subsets
for each node.
Our original method to form all neighbor subsets is a Depth
First Search algorithm. We modified it so that it will stop
after finding a specified number of subsets, or after finding all
possible subsets, whichever occurs first. In the former case,
we could have utilized the depth first methodology without
modification; but as we previously hypothesized, the existence
a minimum of distinct paths from each unknown node to the
anchors seems necessary towards the correctly solution of our
localization problem. Therefore, we start our search with only
one round of Breadth First Search; later, for each previously
computed branch, we use Depth First Search to find a specified
number of subsets. This approach guarantees that we have at
least one feasible subset involving each neighbor node.
In order to test this algorithm modification, we simulate
3D networks with 50 to 500 nodes in 50 nodes increments.
For each network size, we generate 100 sets of random node
coordinates using Gaussian distribution N(0, 5I3). For each
instance, we randomly choose 5 different sets of anchor nodes
in order to compute the unknown node coordinates. Lastly, the
distance threshold chosen for all instances was equal to 5 units,
as this value was approximately equal to the average inter-node
distance between all random network nodes generated.
After each random network is created with its designated
number of nodes, we check for nodes with less than n + 1
neighbors and nodes in which there are no usable neighbor
subsets, i.e. neighbors do not form a complete subgraph of
n + 1 nodes or their nodes form a region with zero volume.
All nodes that satisfy these conditions are exclude from the
initial network which is re-checked until no further nodes are
excluded. We emphasize that this simple procedure does not
guarantee that all unknown nodes have n+1 disjoint paths to
anchors.
One can infer from Fig. 8a, that our algorithm was able
to correctly find the unknown node coordinates in more than
75% of all random networks tested, utilizing the simple check
of nodes connectivity explained above. Moreover, increasing
the number of neighbor subsets per node had a positive effect
on the smaller networks. We believe that this effect is reduced
in the larger simulated networks due to their increased node
density per volume.
Fig. 8b coupled with Fig. 8a shows that our experiment
achieved a satisfactory result as the total execution times
decreased from around 200 seconds to around 10 seconds
for networks with less than 250 nodes. Furthermore, even
for networks with 500 nodes, our algorithm execution time
became less than 40 seconds in average with a success rate
between 77% and 80%.
Lastly, we show the average reciprocal condition number of
each network I −D matrix as given in Theorem 1 in Fig. 8c.
This shows that increasing the number of neighbor subsets per
node as well as the node density provides a worse conditioned
system in general, making it more susceptible to perturbations.
C. Towards real world deployment
Real world measurements are subject to many types of
interference, be it random like noises or failures resulting in
data loss, among others. While we do not provide a method
to deal with such interferences, we believe that methodologies
similar to the one employed in [13] may provide a solution.
The linear system matrix G utilized in Theorem 1 is con-
structed utilizing the available range measurements. Moreover,
this matrix construction contains all non-linearities inherent
on this localization problem. Therefore, measurement noises
will affect the value of each element of this matrix in a non-
linear form, making the explicit computation of each element’s
probability density function complex.
In order to subvert these complications, which also happen
to their DILOC algorithm in [4], Khan et al. propose a new
methodology in [13]. Their approach utilize an averaging
process of all received measurements in time. Thus, if all
measurement noises have zero mean, their average will con-
verge to the noiseless value after sufficient time has passed. So,
each new batch of measurements is averaged with all previous
ones before being used to compute the necessary barycentric
coordinates. A similar process is also applied to each barycen-
tric coordinate. At each step, the newly computed barycentric
coordinate is averaged with its previous existing value through
the utilization of converging weights. In [13], it is proved
that this process converges to the true barycentric coordinates
given sufficient number of iterations in their algorithm based
on DILOC.
Besides the dissimilarities existing between our proposed
algorithm and DILOC’s, we experimented, using simulations,
the application of these averaging process to our algorithm.
Some simulations would converge to correct solutions, while
others wouldn’t. We believe that instabilities associated to
eigenvalues of the averaged G matrix, the one containing the
barycentric coordinates, as previously mentioned in relation
to iterative linear methods are responsible for the low relia-
bility of this simple experiment. A better investigation of the
underlining process is certainly needed.
V. CONCLUSION
This work’s main contribution is a more concise algorithm
for network node localization based on barycentric coordinates
in n-dimensional Euclidean spaces using noiseless range mea-
surements, when unknown nodes are not necessarily confined
to the convex-hull of anchor nodes and their neighbors.
Future work will be centered on extending this result in
order to solve network node localization with noisy range mea-
surements, as well as, improve its computational efficiency.
APPENDIX A
CAYLEY-MENGER BI-DETERMINANT PROOF
Following the approach given by [9], we begin by defin-
ing matrices X = [x0,x1, · · · ,xn] ∈ Rn×n+1 and Y =
[y0,y1, · · ·yn] ∈ Rn×n+1, as
VX =
[
X
1T
]
, and VY =
[
Y
1T
]
,
where 1 is the column vector of all ones with the appropriate
dimension.
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The signed volume of the sets of points X and Y , specified
by their coordinates given by the columns of matrices X
and Y , can be found through the determinant of VX and VY
respectively: ∣∣VX ∣∣ = (n!)Vol(X ) (18)∣∣VY ∣∣ = (n!)Vol(Y) (19)
Next, we can apply a sequence of operations without
modifying the value of the determinants of VX and VY .
∣∣VX ∣∣ = ∣∣∣∣X1T
∣∣∣∣ =
∣∣∣∣∣∣
X 0
1T 0
0T 1
∣∣∣∣∣∣
∣∣VY ∣∣ = ∣∣∣∣ Y1T
∣∣∣∣ =
∣∣∣∣∣∣
Y 0
1T 0
0T 1
∣∣∣∣∣∣
(20)
For the determinant of VX , we take its transpose and
interchange its last two columns and last two rows, obtaining:
∣∣V TX ∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣∣
x10 x21 . . . xn0 0 1
x11 x21 . . . xn1 0 1
...
...
. . .
...
...
...
x1n−1 x2n−1 . . . xnn−1 0 1
0 0 . . . 0 1 0
x1n x2n . . . xnn 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
(21)
Multiplying the previous to the determinant of VY gives
∣∣V TX VY ∣∣ =
∣∣∣∣∣∣∣∣∣∣
xT0 y0 x
T
0 y1 ... x
T
0 yn 1
xT1 y0 x
T
1 y1 ... x
T
1 yn 1
...
...
. . .
...
...
xTn−1y0 x
T
n−1y1 ... x
T
n−1yn 1
1 1 ... 1 0
xTny0 x
T
ny1 ... x
T
nyn 1
∣∣∣∣∣∣∣∣∣∣
(22)
Interchanging the last two rows returns:
∣∣V TX VY ∣∣ = −
∣∣∣∣∣∣∣∣∣∣∣
xT0 y0 x
T
0 y1 . . . x
T
0 yn 1
xT1 y0 x
T
1 y1 . . . x
T
1 yn 1
...
...
. . .
...
...
xTny0 x
T
ny1 . . . x
T
nyn 1
1 1 . . . 1 0
∣∣∣∣∣∣∣∣∣∣∣
= −
∣∣∣∣XTY 11T 0
∣∣∣∣
= − ∣∣M ∣∣
(23)
Let C be the matrix inside the Cayley-Menger bi-
determinant. Using the fact that d(xi,yj)2 = ||xi − yj ||2 =
(xi − yj)T (xi − yj), we write
∣∣C∣∣ =
∣∣∣∣∣∣∣∣∣∣
0 1 ... 1
1 xT0 x0+y
T
0 y0−2xT0 y0 ... xT0 x0+yTnyn−2xT0 yn
1 xT1 x1+y
T
0 y0−2xT1 y0 ... xT1 x1+yTnyn−2xT1 yn
...
...
. . .
...
1 xTnxn+y
T
0 y0−2xTny0 ... xTnxn+yTnyn−2xTnyn
∣∣∣∣∣∣∣∣∣∣
(24)
Applying row and column operations
Rowi ← Rowi − xi−2Txi−2Row1
Colj ← Colj − yj−2Txj−2Col1
for 2 ≤ i, j ≤ n+ 2, result in:
∣∣C∣∣ = − 12
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 −2 . . . −2
1 −2xT0 y0 . . . −2xT0 yn
1 −2xT1 y0 . . . −2xT1 yn
...
...
. . .
...
1 −2xTny0 . . . −2xTnyn
∣∣∣∣∣∣∣∣∣∣∣∣∣
(25)
Extracting the repeated scalars and noticing that an even
number of permutations is required, one can use equation (23),
so that ∣∣C∣∣ = − (−2)n+12 ∣∣M ∣∣
= (−1)n+12n ∣∣V TX VY ∣∣ (26)
Or, as we defined before,∣∣V TX VY ∣∣ = 2 (− 12)n+1 ∣∣C∣∣
= D(x0, . . . ,xn;y0, . . . ,yn)
(27)
Now, using (18) and (19), we can see that
D(x0, . . . ,xn;y0, . . . ,yn) = (n!)
2Vol(X ) Vol(Y). (28)
By taking the sets Y = X one finds that
D(x0, . . . ,xn) = D(x0, . . . ,xn;x0, . . . ,xn)
= (n!)2Vol(X )2. (29)
Therefore, the Cayley-Menger Bi-determinant is propor-
tional to the product of the signed volumes of the sets of
points as previously defined.
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