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On Notions of Output Finite-Time Stability
Konstantin Zimenko†, Denis Efimov‡,†, Andrey Polyakov‡,†, and Artem Kremlev†
Abstract— Lyapunov characterizations of output finite-time
stability are presented for the system ẋ = f(x), y = h(x)
which is locally Lipschitz continuous out of the set Y = {x ∈
Rn : h(x) = 0} and continuous on Rn. The definitions are
given in the form of K and KL functions. Necessary and
sufficient conditions for output finite-time stability are given
using Lyapunov functions. The theoretical results are supported
by numerical examples.
I. INTRODUCTION
The output stability analysis is continuing to be the subject
of numerous studies in recent years (see, for example, [1]–
[6], etc.). This attention is motivated by a number of technical
systems, where one is only concerned with stability and
stabilizability of the output variables instead of the full set of
state variables. In addition, partial stability (see, for example,
[7]–[10], [17], etc.) is a particular case of output stability,
where the output is a subset of the state. The output stability
analysis is required in a number of applications including
both regulation (for instance, the use of adaptive control
techniques, spacecraft stabilization [9], drift of the gyroscope
axis [9], etc.) and observer design problems (for instance,
observer designs where the output variables represent the
observation error).
For locally Lipschitz continuous systems
ẋ = f(x, u), y = h(x), x(0) = x0
the papers [11]–[16] develop a theoretical framework of
Input-to-Output Stability (IOS), that have risen in Input-to-
State Stability. The notion of Input-to-Output Stability is
devoted to robust output stability with respect to disturbances
(inputs) u. In addition, the papers [13], [14] provide the
results on uniform output stability (UOS) with respect to
inputs from an admissible set (or output uniform global
asymptotic stability (oUGAS) in some references), i.e. the
system output y tends to 0 as t → ∞. Note, that this
framework is given in terms of necessary and sufficient
Lyapunov characterizations.
The present paper is devoted to Output Finite-Time Stabil-
ity (OFTS) for the systems in the case of absence of inputs
(disturbances). This notion implies completion of output
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transients in a finite time, i.e. the output y(t, x0) = 0 for
all t ≥ T0 and some 0 ≤ T0 < +∞. Such system behaviour
is needed in many control applications. Considering the
observation problems, a convergence of observed states to
the real ones in finite time is always preferable.
Note, that despite the names similarity of OFTS (or IOS)
and Input-Output Finite-Time Stability (IO-FTS) (as, for
example, presented in [19]), these notions are independent
concepts, since the latter one implies that the output do not
exceed an assigned threshold during a specified time interval.
The results presented in this paper are related to the class
of systems that are locally Lipschitz out of the set Y =
{x ∈ Rn : h(x) = 0} and continuous everywhere. Since
this class is wider than considered in [13], [14], firstly, we
extended the results on necessary and sufficient Lyapunov
characterizations of OS for the system under consideration.
Afterwards, the paper provides the necessary and a number
of sufficient conditions to ensure OFTS. It is noteworthy that
in some cases an OFTS-Lyapunov function can be chosen in
less restrictive form in comparison with Lyapunov functions
presented in [13], [14].
The paper is organized in the following way. Notation used
in the paper is given in Section II. Section III presents the
system under consideration and recalls basics on OS and
OFTS. Section IV presents the main result on necessary
and sufficient conditions for OFTS with examples. Finally,
concluding remarks are given in Section V.
II. NOTATION
Through the paper the following notation will be used:
• Rn denotes the n dimensional Euclidean space with
vector norm | · |;
• R>0 = {x ∈ R : x > 0}, R≥0 = {x ∈ R : x ≥ 0}
where R is the field of real numbers;
• A continuous function σ : R≥0 → R≥0 belongs to class
K if it is strictly increasing and σ (0) = 0. It belongs
to class K∞ if it is also radially unbounded;
• A continuous function β : R≥0 × R≥0 → R≥0 belongs
to class KL if β(·, r) ∈ K and β(r, ·) is decreasing to
zero for any fixed r ∈ R≥0;
• For any real number α ∈ R≥0 and for all real x we set
bxeα = sign(x)|x|α.
III. PRELIMINARIES
A. System under Consideration
Consider the system of the type
ẋ = f(x), y = h(x) (1)
with states x ∈ Rn and outputs y ∈ Rp.
Assumption 1 The vector field f : Rn → Rn ensures
forward existence and uniqueness of the system solutions at
least locally in time, f(0) = 0.
Assumption 2 The function h : Rn → Rp is a continu-
ously differentiable, h(0) = 0 and there exists γ ∈ K such
that |h(x)| ≤ γ(|x|) for all x ∈ Rn.
Assumption 3 Let the vector field f ∈ C(Rn) is locally
Lipschitz continuous on Rn \ Y , where Y = {x ∈ Rn :
h(x) = 0}.
For the initial conditions x0 ∈ Rn, let Φ(t, x0) be a unique
solution of the system (1) defined over a finite interval [0, Ts)
with some Ts > 0, y(t, x0) = h(Φ(t, x0)).
B. Output Stability
The preliminaries in this subsection are based on theoret-
ical framework of IOS and UOS presented in [11]–[16].
Deffinition 1 [13], [12] A system is forward complete if
each x0 ∈ Rn produces a solution Φ(t, x0) which is defined
on [0,∞).
Deffinition 2 [11] The system (1) has the unboundedness
observability (UO) property if
lim sup
t→Ts
|y(t, x0)| = +∞
necessarily follows for each x0 ∈ Rn such that Ts < +∞.
In other words, any unboundedness of the state vector
can be observed using the output y. Hence, if the output
is known to be bounded (which is the case under the output
stability properties described below) then the UO property
is equivalent to forward completeness [13]. Note, that any
system has the property of UO in output h(x) = x.
Definition 3 [14], [15] A system (1) is output stable if
• it is forward complete, and
• there exists a KL-function β such that
|y(t, x0)| ≤ β(|x0|, t) ∀t ≥ 0 (2)
holds for all x0 ∈ Rn.
If, in addition, there exists σ ∈ K such that
|y(t, x0)| ≤ σ(|h(x0)|) ∀t ≥ 0 (3)
holds for all trajectories of the system, then the system
is output-Lagrange output stable (OLOS). Finally, if one
strengthens (2) to
|y(t, x0)| ≤ β(|h(x0)|, t), ∀t ≥ 0 (4)
holding for all trajectories of the system, then the system is
state-independent output stable (SIOS).
Lemma 1 [16] For system (1) having the UO property,
the following relations are valid:
SIOS ⇒ OLOS ⇒ IOS.
In the general case, all inverse relations are not satisfied.
Let us present definitions for corresponded Lyapunov
functions.
Definition 4 [12], [13] For the system (1), a smooth func-
tion V and a function λ : Rn → R≥0 are called respectively
an OS-Lyapunov function and an auxiliary modulus if there
exist α1, α2 ∈ K∞ so that
α1(|h(x)|) ≤ V (x) ≤ α2(|x|) ∀x ∈ Rn (5)
holds and there exists α3 ∈ KL such that
V̇ (x) ≤ −α3(V (x), λ(x)) (6)
for all x ∈ X , where X = {x ∈ Rn : V (x) > 0}, and either
(a) λ satisfies the following conditions:
– 0 ≤ λ(x) ≤ |x| for all x ∈ Rn;
– λ is locally Lipschitz on the set X and satisfies
Dλ(x)f(x) ≤ 0 (7)
for almost all x ∈ X ,
or
(b) there exists some θ ∈ K such that
λ(Φ(t, x0)) ≤ θ(|x0|) (8)
for all t ≥ 0 and x ∈ X .
The function V is called an OLOS-Lyapunov function if it
is an 0S-Lyapunov function, and in addition, inequality (5)
can be strengthened to
α1(|h(x)|) ≤ V (x) ≤ α2(|h(x)|), ∀x ∈ Rn. (9)
The function V is called the SIOS-Lyapunov function if the
inequality (9) is satisfied and there exists α3 ∈ K such that
for all x ∈ X :
V̇ (x) ≤ −α3(V (x)). (10)
An auxiliary modulus λ satisfying property (a) is called a
strong auxiliary modulus, and one satisfying property (b) is
a weak auxiliary modulus [13].
Note that in the case of OLOS- or SIOS-Lyapunov func-
tion we have X = Rn \ Y .
Remark 1 [13] Observe that if a system is Lyapunov
stable (i.e. |Φ(t, x0)| ≤ α(|x0|) for all t ≥ 0 and some
α ∈ K), then the function λ(x) = |x| is a weak auxiliary
modulus.
Note that given above definitions and an analogue of
Theorem 2 given below are presented in [11]–[16] for the
dynamical system ẋ = f(x, u), y = h(x) with locally
Lipschitz continuous f , h in the sense of uniform stability
with respect to inputs u. Despite this, all given definitions
remain valid for the class of systems under consideration,
and the proof of the Lemma 1 is a direct consequence of
Definition 3.
C. Output Finite-Time Stability
Now let us present the definitions on output finite-time
stability.
Definition 5 The system (1) is said to be OFTS if it is OS
and for any x0 ∈ Rn there exists 0 ≤ T0 < +∞ such that
y(t, x0) = 0 for all t > T0. The function T (x0) = inf{T0 ≥
0 : y(t, x0) = 0 ∀t ≥ T0} is called the settling-time function.
The paper [17] deals with partial finite-time stability that
is a particular case of OFTS, where h is a projection on a
subspace of the state space Rn.
Theorem 1 [17] Consider the system
ẋ1 = f1(x1, x2), x1(0) = x10,
ẋ2 = f2(x1, x2), x2(0) = x20,
(11)
where x1 ∈ N ⊆ Rn1 , x2 ∈ Rn2 are the states, f1 :
N × Rn2 → Rn1 and f2 : N × Rn2 → Rn2 are such that,
for every (x1, x2) ∈ N × Rn2 , f1(0, x2) = 0 and f1(·, ·),
f2(·, ·) are jointly continuous in x1 and x2. If there exist a
continuously differentiable function V : N × Rn2 → R, a
class K function α(·), a continuous function k : [0,+∞)→
R>0, a real number µ ∈ (0, 1) and an open neighbourhood
M⊆ N of x1 = 0 such that for (x1, x2) ∈M× Rn2
V (0, x2) = 0, (12)
α(|x1|) ≤ V (x1, x2), (13)
V̇ (x1, x2) ≤ −k(|x2|)(V (x1, x2))µ (14)
then (11) is finite-time stable with respect to x1 (OFTS
with y = x1). Moreover, there exist a neighbourhood N0 of
x1 = 0 and a settling-time function T : N0 ×Rn2 → [0,∞)
such that





, (x10, x20) ∈ N0 × Rn2 ,
where q : [0,∞) → R is continuously differentiable and
satisfies
q̇(t) = k(|x2(t)|), q(0) = 0, t ≥ 0,
and T (·, ·) is jointly continuous on N0 × Rn2 .
Comparing with Lyapunov characterizations of output
stability given in Definition 4, the condition (14) is rather
restrictive.
IV. MAIN RESULT
In this section we will assume that assumptions 1-3 are
satified, then the system under consideration (1) is of wider
class then in [13] and [14] (the Lipschitz continuity may
be violated on Y). The following theorem extends results of
these papers and gives the necessary and sufficient Lyapunov
characterizations of output stability for the system (1).
Theorem 2 Suppose the system (1) is UO.
(1) The following claims are equivalent for the system:
(a) it is OLOS;
(b) it admits an OLOS-Lyapunov function with a weak
auxiliary modulus;
(c) it admits an OLOS-Lyapunov function with a strong
auxiliary modulus.
(2) The following claims are equivalent for the system:
(a) it is SIOS;
(b) it admits an SIOS-Lyapunov function.
Based on given characterizations we may obtain the fol-
lowing results on OFTS.
Theorem 3 Consider the UO system (1). The following
properties are equivalent:
1) the system is OFTS satisfying the condition (3);
2) there exists a smooth OLOS-Lyapunov function V :





where θx is the inverse of t 7→ V (Φ(t, x)).





for all s, t ∈ R≥0. Hence, for OLOS-Lyapunov function we
have
V̇ (x) ≤ − κ1(V (x))
1 + κ2(λ(x))
(16)
and the following corollary to Theorem 3 on sufficient
condition of OFTS can be given.
Corollary 1 Consider the OLOS system (1). Let V is an





with κ1 ∈ K as in (16). Then the system (1) is OFTS.
Finding an OLOS-Lyapunov function with a weak or
strong auxiliary modulus is a difficult task in some cases.
Let us give the definition for a local auxiliary modulus.
Definition 6 An auxiliary modulus λ in (6) is called local
auxiliary modulus if there exists some (jointly) continuous
function % : R≥0 × R≥0 → R≥0 such that %(·, t) is
nondecreasing, %(s, ·) ∈ K and for any T ∈ R≥0
λ(Φ(t, x0)) ≤ %(|x0|, T ) (18)
for all t ∈ [0, T ] and x ∈ X .
Using Definition 6 the following result can be given.
Lemma 2 Consider the UO system (1). Let there exists a
smooth Lyapunov function V : Rn → R≥0 for the system (1)
satisfying the conditions (6) and (9) with a local auxiliary





≤ Tε < +∞, (19)
then the system (1) is OFTS. Moreover,
T (x0) ≤ Tε
for {x0 ∈ Rn : |x0| ≤ ε}.
Remark 2 Note that local auxiliary modulus is less
restrictive than weak auxiliary modulus (8), that makes the
search for the OFTS-Lyapunov function (9), (6), (18) even
simpler in comparison with the OLOS-Lyapunov function
presented in Definition 4, i.e. the strong or weak auxiliary
modulus has to be bounded on the system trajectories, while
a local auxiliary modulus can be just a sufficiently slowly
growing function of time.
Using the inequality (16) the following corollary on
Lemma 2 can be given.
Corollary 2 Consider the system (1) having UO. Let there
exists a smooth Lyapunov function V : Rn → R≥0 as in
Lemma 2. The system (1) is OFTS if for any ε ∈ R≥0 there





1 + κ2(%(ε, Tε))
< +∞, (20)
where κ1, κ2 ∈ K as in (16). Moreover,
T (x0) ≤ Tε
for {x0 ∈ Rn : |x0| ≤ ε}.
Remark 3 If the presented conditions are satisfied for the
set {x0 ∈ Rn : V (x0) ≤ c}, c ∈ R>0 then the system (1) is
locally OFTS.





ẋ2 = x2 (22)
with y = x1.
I. Let g(x2) = ln(1 + ln(1 + |x2|)). Choose the function V
as V = |x1|1.5. The function V satisfies (9) and (6) with
λ(x) = ln(1 + ln(1 + |x2|)) since






and (9) is satisfied for α3(s, r) = 1.5 s
2/3
1+r . Since |x2(t)| =
|x2(0)|et we have λ(x) ≤ ln(1 + ln(1 + |x2(0)|eT )) =




ε(1 + ln(1 + ln(1 + |x2(0)|eTε))) ≤ Tε,
that always has a solution for any x0 ∈ Rn. Thus, the system
is globally OFTS.
II. Let g(x2) = |x2|. Then for V = |x1|1.5 we have




1+λ(x) = −α3(V (x), λ(x))
with λ(x) = |x2|. Since |x2(t)| = |x2(0)|et we have
λ(x) ≤ |x2(0)|eT = %(|x2(0)|, T ) for t ∈ [0, T ]. Then,
considering (19) we obtain the inequality
2
√
ε(1 + |x2(0)|eTε) ≤ Tε.
It is obvious that this inequality has a solution for sufficiently
small |x0|, i.e. the system is locally OFTS. For example,
the solution is Tε ∈ [2.18, 5.01] with x0 = (1, 0.01)T , and
T (x0) ≤ 2.18 (see Fig. 1).
Remark 4 Note that the presented results can be used
for some systems with OS-Lyapunov function. For example,
Fig. 1. System states versus time
considering the system (21), (22) with y = sinx1 the func-
tion V = |x1|1.5 is not OLOS-Lyapunov function since (9) is
not satisfied. However, due to the output y = x1 is FTS (see
Example 1) it is obvious that the system with y = sinx1 is
also OFTS.
It is worth to highlight that in the presented results the
settling-time function might be discontinuous. In [18] it is
shown that for the case of state finite-time convergence the
settling-time function T (x) is continuous if and only if it
is continuous at 0. It is not satisfied for output stability in
general case.
Example 2 Consider the system












II. Let y = x1x2. Since x2(t) = 0 only if







for x2(0) 6= 0 and
T (x0) = 0 for x2(0) = 0, i.e. the settling-time function
is discontinuous at (x1, 0), x1 ∈ R \ {0}.
In the paper [17] it is shown that in the case of par-
tial stability for the system (11) the settling-time function
T (x10, x20) is (jointly) continuous if and only if it is con-
tinuous at (0, x2).
The next results are presented for SIOS class of systems.
Corollary 3 Consider the SIOS system (1). Let a SIOS-
Lyapunov function satisfies the inequality
V̇ (x) ≤ −cV (x)µ (23)
for all x ∈ X . Then the system (1) is OFTS. Moreover, the
settling-time function satisfies
T (x) ≤ 1
c(1− µ)
V (x)1−µ.
Example 3 Consider the system
ẋ1 = −(2 + sin(x2))bx1e0.5, (24)
ẋ2 = x2 (25)
with y = x1. Let V = |x1|1.5. The function V is SIOS-
Lyapunov function due to V̇ (x) = −1.5|x1|(2 + sin(x2)) ≤




In the paper necessary and sufficient Lyapunov character-
izations of output finite-time stability are presented for the
class of OLOS and SIOS systems (1). The presented stability
analysis of OFTS opens a lot of topics for future research.
For example, an extension to the class of OS systems, control
and observer design.
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