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ENHANCED EXISTENCE TIME OF SOLUTIONS TO
EVOLUTION EQUATIONS OF WHITHAM TYPE
MATS EHRNSTRO¨M AND YUEXUN WANG
Abstract. We show that Whitham type equations ut+uux−Lux = 0,
where L is a general Fourier multiplier operator of order α ∈ [−1, 1],
α 6= 0, allow for small solutions to be extended beyond their expected
existence time. The result is valid for a range of quadratic dispersive
equations with inhomogeneous symbols in the dispersive range given by
α, and should be extendable to other equations of the same relative
dispersive strength.
1. Introduction
In a series of papers, the enhanced existence time of small solutions to
weakly dispersive water wave equations has been investigated. This arguably
was initiated by the paper [10], in which the authors considered the Burgers–
Hilbert equation, extending small solutions from the expected quadratic to
a cubic estimate life span (meaning existence times of order |u0|−2 in an
appropriate norm). The same result has since been obtained in the two-
dimensional water wave context, including both the gravitational [11] and
surface tension [14] Euler equations. In the recent paper [8] we showed that
the main results from [10] and the methodologically different [12] for the
Burgers–Hilbert equation extend to set α ∈ [−1, 1] \ {0} in the scale of
fractional Korteweg–de Vries (fKdV) equations ∂tu + u∂xu− |D|α∂xu = 0.
In this scale, the Burgers–Hilbert equation is the case α = −1, the inviscid
(and non-dispersive) Burgers equation is the case α = 0, and the gravity
and capillary water wave problems on infinite depth correspond to fractional
values α = ±12 in terms of the resulting operators.
The symbol |ξ| in the fKdV equation relates to the case of infinite depth
h in the linear water wave dispersion ξ tanh(hξ) (for an overview of these
operators and the water wave problem, see [16]). Since the same equations
in the setting of finite depth with dispersion(
(1 + βξ2) tanh(ξ)
ξ
)1
2
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are the Whitham (β = 0) and capillary-gravity Whitham (β > 0) equations,
respectively, it was natural to expect that the results from [8] would be
extendable to an inhomogeneous class of fKdV equations. As in [5,9], these
are often called Whitham-type equations. In the spirit of the paper [5] we
therefore attack the problem by considering the family of Whitham-type
equations
∂tu+ u∂xu− L∂xu = 0, (1.2)
where the operator L is a Fourier multiplier with symbol p,
F(Lf)(ξ) = p(ξ)fˆ(ξ).
Here, Ff(ξ) = ∫ f(x)e−ixξ dx, so that ∂x ∼ iξ. We shall use D = −i∂x ∼ ξ
and |D| ∼ |ξ|, and solutions u : [0, T ] × R 7→ R will be considered to be
classically regular. What we need are the following assumptions:
(A1) The symbol p : R→ R is C2, even and strictly monotone on [0,+∞);
(A2) at the far field,
|p(i)(ξ)| h |ξ|α−i, |ξ| ≫ 1, i = 0, 1, 2, (1.3)
where α ∈ [−1, 1] \ {0};
(A3) and one has a local expansion
p(ξ) = p(0) + ξ2j∗ p˜2j∗(ξ), |ξ| ≪ 1, (1.4)
where j∗ ∈ N1 and p˜2j∗ is locally Lipschitz with p˜2j∗(0) 6= 0.
In difference to [5], we here allow also for positive-order operators (meaning
growth in (1.3)). The above assumptions to some extent describe the results
in terms of the behaviour of the dispersive symbol at infinity in (A2) and
the order of its local extremum at the origin in (A3). This is in line with
an ongoing program to describe the properties of solutions to nonlocal dis-
persive equations in terms of a quantifiable properties of their nonlocalities
and nonlinearities, see for example [6, 7, 18] for investigations based on the
same idea.
As mentioned above, a famous instance of a symbol p satisfying our as-
sumptions is the linear dispersion for uni-directional water waves (1.1), with
β = 1 and β = 0 corresponding to α = 1/2 and α = −1/2, respectively,
with j∗ = 1 near the origin. A Bessel-type expression like (1 + ξ
4)−1/8 also
has α = −1/2, but instead j∗ = 2. One can build any even, inhomogeneous,
one-sided monotone function with a local extremum at the origin and sub-
linear decay or growth at infinity to fit the assumptions. Here, the order
j∗ ≥ 1 of the local extremum at the origin is related to regularity of solu-
tions. Although the role of α has been made uniform in our main theorem,
an inspection of the proofs shows that values of |α| close to 0 actually yield
1We use N = {1, 2, 3, . . .}.
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worse estimates than |α| close to 1 for both positive and negative values of
α, even though α = −1 is the threshold to which the method so far reaches.
Our main theorem is the following:
Theorem 1.1. Let α ∈ [−1, 1]\{0} and N ≥ max{3, 2j∗−1}. Assume that
‖u0‖HN (R) ≤ ε,
for some sufficiently small constant ε > 0 (depending only on α and N).
Then there exist a positive number T & ε−2 and a unique solution u in
C([−T, T ];HN (R)) ∩ C1([−T, T ];HN−2(R)) of (1.2) with u(0, x) = u0(x)
such that
‖u‖L∞([−T,T ];HN(R)) . ε.
The method of proof is a generalisation and partly simplification of the
proof devised in [8]. That proof in turn is built upon a normal form formu-
lation, and the modified energy approach from [12], in which one uses the
normal form to define a new energy norm for small solutions. While a nor-
mal form transformation seems necessary for the improved existence time,
the modified energy itself is not always so (at least not when the equation is
mainly semi-linear in the small-amplitude regime), but provides an efficient
formulation of the gain from the normal form in the original variables.
As in [8], we follow the method of proof from [12] up to the point of
Lemma 2.2 in the paper at hand. The multipliers in our case are more gen-
eral than these coming from the Burgers–Hilbert, the fKdV, and the water
wave problem (although the water wave problem of course has a much more
intricate coupled nonlocal and nonlinear form). This makes the analysis of
the multiplier in Lemma 3.1 and Corollary 3.2 a fundamental part of the
paper. The cancellation appearing in the Burgers–Hilbert equation is only
partial in our general case (see the terms F0 and G0 in (5.3)), and it therefore
requires quite a deal of technical reductions to treat both the singularities
at ‘low’ frequencies, and the surplus growth in ‘high’ frequencies. This is
explained in detail in [8], but we emphasise here the role of the commu-
tator that appears in (5.8) and is handled in the Proposition 5.7. While
integration by parts and splitting of the frequency domain help reduce the
energy estimates required in this last step, the final commutator is built on
a global transformation of variables in Fourier space, which finally serves for
a reduction of not one, but two, orders of differentiation.
The final proof has been reduced from [8], and many of the estimates have
been simplified with the help of a consistent Fourier formulation and uniform
bounds. We expect that the methods could be used also on other quadratic
equations with a similar form of multipliers (one such investigation, on the
fractional BBM equation, was carried out in [20]). One could perform it
for higher-order nonlinearities as well, obtaining a higher order lifespan, and
corresponding quintic or higher estimates.
We should also mention that our results are in line with what is known for
equations in this range [15,17,19]. Local well-posedness follows by classical
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methods [1], whereas it is known to exist both (i) small and medium-sized
travelling waves that are either smooth [2, 4, 23] or non-smooth [3, 7] and
existing for all times, and (ii) time-dependent solutions that are not small,
but break down in finite time [13, 22] (and perhaps on a time scale related
to the one found in this investigation).
The outline is as follows. In Section 2 we introduce the pseudoproduct
which yields the normal form for the modified energy. In Section 3 we analyse
the multiplier which constitutes the main problem after the transformation,
and in Section 4 use this to prove the equivalence of norms. Section 5, finally,
is the heart of the paper. It is almost entirely carried out in Fourier space,
and contains the quartic energy estimates necessary to close the argument
via a continuity argument.
2. The modified energy
Standard theory [21] can be used to show that there exists a positive number
T & ε−1 and a unique solution u ∈ C([0, T ];HN (R)) of (1.2). Therefore,
to prove Theorem 1.1, we need only to prove an a priori HN (R)-bound for
the classical solution u ∈ C([0, T ];HN (R)). For this we define the modified
energy by
E(k)(t) = ‖∂kxu‖2L2 + 2
(
∂kxu, ∂
k
xB(u, u)
)
2
, (2.1)
where the bilinear form B defined as a pseudo-product
F(B(f1, f2))(ξ) =
∫
R
m(ξ − η, η)fˆ1(ξ − η)fˆ2(η) dη, (2.2)
and the multiplier m is given by
m(ξ − η, η) = ξ
2
[
p(ξ − η)(ξ − η) + p(η)η − p(ξ)ξ] . (2.3)
Thus, the meaning of m for two general variables (a, b) is
m(a, b) =
a+ b
2
[
p(a)a+ p(b)b− p(a+ b)(a+ b)] .
The modified energy (2.1) removes all the cubic terms from the equation
and itself satisfies a quartic equation.
Lemma 2.1. We have
1
2
d
dt
E(k)(t) =
(
∂kx(−u∂xu), ∂kxB(u, u)
)
2
+ 2
(
∂kxu, ∂
k
xB(−u∂xu, u)
)
2
.
(2.4)
Proof. We first claim that
−u∂xu− L∂xB(u, u) +B(L∂xu, u) +B(u,L∂xu) = 0. (2.5)
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Indeed, taking Fourier transform on (2.5) yields
F{− u∂xu− L∂xB(u, u) +B(L∂xu, u) +B(u,L∂xu)}(ξ)
= i
∫
R
(
− ξ
2
+m(ξ − η, η) [−p(ξ)ξ + p(ξ − η)(ξ − η) + p(η)η]
)
uˆ(ξ − η)uˆ(η) dη
= 0,
where we have used the definition (2.3) of m. From the definition of the
modified energy (2.1) and equation (1.2), one calculates that
1
2
d
dt
E(k)(t)
=
(
∂kx∂tu, ∂
k
xu)2 + (∂
k
x∂tu, ∂
k
xB(u, u)
)
2
+
(
∂kxu, ∂
k
x∂tB(u, u)
)
2
=
(
∂kx(L∂xu− u∂xu), ∂kxu
)
2
+
(
∂kx(L∂xu− u∂xu), ∂kxB(u, u)
)
2
+ 2
(
∂kxu, ∂
k
xB(L∂xu− u∂xu, u)
)
2
= −(∂kxu, ∂kx(u∂xu))2 − (∂kxu, ∂kx(L∂xB(u, u)))2
+
(
∂kx(−u∂xu), ∂kxB(u, u)
)
2
+ 2
(
∂kxu, ∂
k
xB(L∂xu− u∂xu, u)
)
2
,
(2.6)
Since the multiplier m is symmetric in ξ − η and η, so is the bilinear form
B(f1, f2) on f1 and f2. Thus B(L∂xu, u) = B(u,L∂xu). Finally inserting
(2.5) into (2.6) gives the quartic equation for the evolution of the modified
energy.

Our main two tasks are, on the one hand, to show that the modified energy
E(k)(t) is almost equivalent to the Sobolev energy provided the solution is
small inHN (R), on the other hand, to obtain a quartic-type a priori estimate
on E(k)(t). More precisely, we will prove the following two lemmas:
Lemma 2.2. Let α ∈ [−1, 1] \ {0}. For any N ≥ max{2, 2j∗ − 1}, one has
N∑
k=2j∗−1
E(k)(t) + ‖u‖2L2 =
(
1 +O(‖u‖H2)
)‖u‖2HN .
Lemma 2.3. Let α ∈ [−1, 1] \ {0}. Then
d
dt
E(k)(t) .
(‖u‖H2‖u‖H3 + ‖u‖2Hk) ‖u‖2Hk , k ≥ 2j∗ − 1.
We will first show how to prove Theorem 1.1 by using Lemma 2.2 and
Lemma 2.3 and postpone their proofs to Section 4 and Section 5 respectively.
Proof of Theorem 1.1. In view of Lemma 2.2, summing over k from 2j∗ − 1
to N , one has
N∑
k=2j∗−1
E(k)(t) .
N∑
k=2j∗−1
E(k)(0) +
∫ t
0
‖u(s, ·)‖4HN ds,
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which in turn yields
N∑
k=2j∗−1
E(k)(t) + ‖u‖2L2 .
N∑
k=2j∗−1
E(k)(0) + ‖u0‖2L2 +
∫ t
0
‖u(s, ·)‖4HN ds.
(2.7)
Here, we have used the L2-conservation of solutions to (1.2). According to
Lemma 2.3, we on the other hand have
N∑
k=2j∗−1
E(k)(t) + ‖u‖2L2 h
1
2
‖u‖2HN (2.8)
for all t ≥ 0 and all ‖u‖HN < ε sufficiently small. We conclude from (2.7)
and (2.8) that
‖u‖2HN . ‖u0‖2HN +
∫ t
0
‖u(s, ·)‖4HN ds,
which finishes the proof by applying Gro¨nwall’s inequality or an analogous
continuity argument. 
3. The bound of the multiplier m
In this section we study the singularities and growth of the multiplier m at
‘low’ and ‘high’ frequencies, respectively.
Lemma 3.1. Let ϕ(a, b) = p(a)a+ p(b)b− p(a+ b)(a+ b). Then
ϕ(a, b) = ϕ(b, a), ϕ(−a,−b) = −ϕ(a, b), ϕ(a, b) = ϕ(−(a+ b), b),
and
|ϕ(a, b)| h |ab(a+ b)|
r2
min(r2j∗ , 1 + rα),
where r =
√
a2 + b2. In particular, a = 0, b = 0 and a = −b are the only
zeros of ϕ.
Note that |ab(a + b)|r−2 is proportional to the smallest of |a|, |b| and
|a+ b|, which is always present in ϕ. Apart from this factor, it is r2j∗ that
determines ϕ locally, and 1 + rα in the far field.
Proof of Lemma 3.1. As p is even, it is immediate to verify that a = 0, b = 0
and a = −b are zeros of ϕ. Similarly, the symmetries (a, b) ↔ (b, a) and
(−a, b) ↔ (a − b, b), as well as the anti-symmetry (−a,−b) ↔ (a, b), follow
directly from the definition.
To see that there are no other zeros, note first that, by the three above
symmetries, it is enough to investigate the region
a = λb, −1
2
< λ < 1, λ 6= 0,
in the upper half-plane where b > 0, see Figure 1. There, we have
ϕ(a, b) = b [p(λb)λ+ p(b)− p((1 + λ)b)(1 + λ)]︸ ︷︷ ︸
(∗)
ENHANCED EXISTENCE TIME IN FKDV 7
!"#$%&'()*+,-./0123456789:;<=>?@ABCDEFGHIJKLMNOPQRSTUVWXYZ[\]^_`abcdefghijklmnopqrstuvwxyz{|}~
a
b
a
↔
−
(a
+
b)
(a
, b
)↔
(b
, a
)
(a, b)
↔
−
(a, b)
Figure 1. The symmetries of the function ϕ.
Recall that p is even and strictly monotone on the half-line. In case it is
increasing, we have
(∗) ≶ (1 + λ) [p(b)− p((1 + λ)b)] ≶ 0,
where the inequalities vary with the sign of λ ∈ (−12 , 0) ∪ (0, 1). Again, if
p is instead decreasing, the signs reverse. Hence, p has no additional zeros,
and if we take a dda -derivative for any fixed b > 0 at the zero a = 0, we get
d
da
ϕ(a, b)|a=0 = −p′(b)b− [p(b)− p(0)] 6= 0,
because of the strict monotonicity of p. Hence, by the three symmetries, all
zeros of ϕ outside the origin are simple, and ϕ may be expressed as
ϕ(a, b) = ab(a+ b)ϕ˜(a, b), (3.1)
where ϕ˜ is continuous and non-vanishing for (a, b) 6= (0, 0).
We now consider three cases. Let r =
√
a2 + b2, and consider separately
the cases
(i) 0 < r ≪ 1,
(ii) |a| . 1 with r ≫ 1,
(iii) |r| ≫ 1 with |a|, |b|, |a + b| ≫ 1.
Note that the intermediate cases are already covered by (3.1), and that
(ii) covers the case when either b or a+ b is substituted for a in view of the
symmetries of ϕ. Exactly one, or all, of a, b and a + b can be small at the
same time.
In the case of (i) all terms are small. We assume by symmetry that a
is the smallest in the triad a, b, a + b, and perform the calculation for the
variables a and r, noting that r is the biggest of them. From the local
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Lipschitz continuity of the Taylor coefficient p2j∗ we have an expansion
ϕ(a, b) = p(a)a+ p(b)b− p(a+ b)(a+ b)
= a[p(0) + a2j∗p2j∗(a)] + b[p(0) + b
2j∗p2j∗(b)]
− (a+ b)[p(0) + (a+ b)2j∗p2j∗(a+ b)]
= a2j∗+1 (p2j∗(0) + or(1)) + b
2j∗+1p2j∗(b)
−
2j∗+1∑
j=0
(
2j∗ + 1
j
)
ajb2j∗+1−j(p2j∗(b) + a or(1))
= p2j∗(0)
(
−
2j∗∑
j=1
(
2j∗ + 1
j
)
aj−1b2j∗+1−j + o(r2j∗)
)
a
h −p2j∗(0)ar2j∗ .
It is possible to explicitly extract also b and a + b in the above expression,
but it is not necessary, as we know that the orders of of a, b and a + b are
identical. Thus, we have
|ϕ(a, b)| h |ab(a+ b)|r2j∗−2, r ≪ 1,
for small frequencies.
In the case of (ii), we instead expand p(·+ a) in a, yielding
ϕ(a, b) = p(a)a+ p(b)b− p(a+ b)(a+ b)
= p(a)a+ p(b)b−
[
p(b) + a
∫ 1
0
p′(sa+ b) ds
]
(a+ b)
= a
[
p(a)− p(b)− (a+ b)
∫ 1
0
p′(sa+ b) ds
]
.
(3.2)
As p is monotone and a is assumed bounded and b large, the terms p(a)−p(b)
and −(a+ b) ∫ 10 p′(sa+ b) ds are of the same sign. By monotonicity and the
far-field assumption (1.3), the distance between p at the origin and at infinity
is bounded and nonzero for α < 0, and infinite for α > 0. More precisely,
|p(a)− p(b)| h 1 + rα,
while ∣∣∣∣− (a+ b)
∫ 1
0
p′(sa+ b) ds
∣∣∣∣ h rα.
Therefore,
|ϕ(a, b)| h |a|(1 + rα),
when |b| h r ≫ 1 and |a| . 1.
If, as in the case of (iii), none of the variables a, b and a+ b are bounded,
the difference p(a)− p(b) need not be bounded away from zero. One can see
from (3.2) that the expression |a|(1 + rα) becomes
|ϕ(a, b)| h min(|a|, |b|, |a + b|)max(|a|α, |b|α, |a+ b|α),
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where we note that the max is determined by different variables depending
on the sign of α. By combining (ii) and (iii) we thus get the global behaviour
|ϕ(a, b)| h |ab(a+ b)|
r2
((1 + |a|)α + (1 + |b|)α) , r & 1,
for ‘large’ frequencies (either a, b or a+ b could still be small). 
The following corollary is immediate from Lemma 3.1. It describes the
low-frequency singularities and high-frequency derivatives of the symbol m.
Corollary 3.2. The symbol m satisfies
|m(ξ − η, η)| h 1|η(ξ − η)|
[
1
r2j∗−2
+
r2
(1 + |η|)α + (1 + |ξ − η|)α
]
,
where r2 could be replaced by any two-term sum of ξ2, η2 and (ξ − η)2. In
particular,
|m(ξ − η, η)| . 1|η(ξ − η)ξ2j∗−2|︸ ︷︷ ︸
m1(ξ−η,η)
+1 + |ξ|
(
1 +
1
|η| +
1
|ξ − η|
)
︸ ︷︷ ︸
m2(ξ−η,η)
.
Note that although Corollary 3.2 gives a precise equivalence for m, the
estimate that follows from it is in fact enough to treat all the cases α ∈
(−1, 0)∪(0, 1) in a uniform way. The singularities in the symbol still provide
some difficulties, and Sections 4 and 5 are mainly devoted to treat these in
the energy estimates.
4. The proof of Lemma 2.2
This section is devoted to the proof of the equivalent energy norm defined
in Lemma 2.2. Let k ≥ 2j∗ − 1. We will be done if we can show that(
∂kxu, ∂
k
xB(u, u)
)
2
. ‖u‖H2‖u‖2Hk . (4.1)
Using the symmetry of B one may write(
∂kxu, ∂
k
xB(u, u)
)
2
= 2
∫
R2
m(ξ − η, η)uˆ(ξ − η)(iη)k uˆ(η)(iξ)k uˆ(ξ) dη dξ
+
k−1∑
j=j∗
ck,j
∫
R2
m(ξ − η, η)(i(ξ − η))j uˆ(ξ − η)(iη)k−j uˆ(η)(iξ)k uˆ(ξ) dη dξ
=: 2A0 +
k−1∑
j=j∗
ck,jAj ,
where ck,j are binomial coefficients. The term A0 possesses a singularity at
low frequencies and an extra derivative at high frequencies, and we handle
it first. We will use integration by parts to eliminate the worst part of
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A0 and thus reduce it. Note that on the Fourier side, integration by parts
corresponds to formula −iξ = −(i(ξ − η) + iη), hence
A0 = −
∫
R2
m(ξ − η, η)i(ξ − η)uˆ(ξ − η)(iη)k uˆ(η)(iξ)k−1uˆ(ξ) dη dξ︸ ︷︷ ︸
A10 : good part
−
∫
R2
m(ξ − η, η)uˆ(ξ − η)(iη)k+1uˆ(η)(iξ)k−1uˆ(ξ) dη dξ︸ ︷︷ ︸
A20 : bad part
,
(4.2)
in which we have utilised the fact uˆ(ξ) = uˆ(−ξ) since u is real and m is
invariant under the map (ξ, η) 7→ −(ξ, η). We next perform the change of
variables ξ ↔ η on A20 and note that the solution u is real, to find that
A20 = −
∫
R2
m(η − ξ, ξ)uˆ(ξ − η)(iη)k−1uˆ(η)(iξ)k+1uˆ(ξ) dη dξ.
Therefore
A0 +A
2
0 =
∫
R2
η−1
[
m(ξ − η, η)η +m(η − ξ, ξ)ξ]
× uˆ(ξ − η)(iη)kuˆ(η)(iξ)k uˆ(ξ) dη dξ = 0,
(4.3)
where we have applied the equality
m(ξ − η, η)η +m(η − ξ, ξ)ξ = 0.
Inserting (4.3) to (4.2), we finally may express
A0 =
1
2
A10. (4.4)
Hence, it is sufficient to estimate the terms A10 and Aj, j = 1, · · · , k − 1.
In view of Corollary 3.2 the multiplier m is controlled by m1 + m2. On
the one hand, the factor (ξ − η)ηkξk−1 appearing in A10 and Aj eliminates
the low-frequency singularities of m1(ξ − η, η) because of k ≥ 2j∗ − 1; on
the other hand, the multiplier m1 does not contain any derivatives (high-
frequency). We let A10(m1) denote the part controlled by m1 of the integral,
and similarly for other integrals to come. Consequently we may estimate
A10(m1) .
∥∥|D|−1∂xu∥∥L2∥∥|D|−1∂kxu∥∥H1∥∥|D|−(2j∗−2)∂k−1x u∥∥L2
. ‖u‖L2‖u‖Hk‖u‖Hk−2j∗+1 ≤ ‖u‖L2‖u‖2Hk ,
(4.5)
and
Aj(m1) .
∥∥|D|−1∂jxu∥∥L2∥∥|D|−1∂k−jx u∥∥H1∥∥|D|−(2j∗−2)∂kxu∥∥L2
. ‖u‖Hj−1‖u‖Hk−j‖u‖Hk−2j∗+2 ≤ ‖u‖3Hk .
(4.6)
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For the parts A10(m2) and Aj(m2), there is also no singularity at low
frequencies in the total symbol, thus we need only to focus on the high-
frequency derivatives. The estimate on A10(m2) is straightforward:
A10(m2) .
∥∥∂xu∥∥H1∥∥∂kxu∥∥L2∥∥∂k−1x u∥∥L2
+
∥∥|D|−1∂xu∥∥H1∥∥∂kxu∥∥L2∥∥|D|∂k−1x u∥∥L2
+
∥∥∂xu∥∥L2∥∥|D|−1∂kxu∥∥H1∥∥|D|∂k−1x u∥∥L2
. ‖u‖H2‖u‖2Hk .
(4.7)
To handle Aj(m2), we shall distribute the derivative in the total symbol to
its correct position. Before going ahead, we make a general rehearsal for
convenience hereafter.
Lemma 4.1.
T (fˆ , gˆ)(a) : =
∫
R
m2(a− b, b)fˆ(a− b)gˆ(b) db.
Then
‖T (fˆ , gˆ)‖L2 . ‖(1 + |D|)f‖L2‖(1 + |D|−1)g‖H1
+ ‖(1 + |D|−1)f‖H1‖(1 + |D|)g‖L2 .
Proof. The desired result follows from
m2(a− b, b) = 1 + |a− b||b| +
|b|
|a− b|
. (1 + |a− b|)(1 + 1|b|) + (1 + |b|)(1 +
1
|a− b|),
and∥∥∥∥
∫ ∣∣fˆ(a− b)ĝ(b)∣∣ db∥∥∥∥
L2a
≤
∫ (∫ ∣∣fˆ(a− b)∣∣2 da)1/2 ∣∣ĝ(b)∣∣ db . ‖f‖L2‖g‖H1 .

From Lemma 4.1, it follows that
Aj(m2) .
∥∥∂kxu∥∥L2
(∥∥(1 + |D|)∂jxu∥∥L2∥∥(1 + |D|−1)∂k−jx u∥∥H1
+
∥∥(1 + |D|−1)∂jxu∥∥H1∥∥(1 + |D|)∂k−jx u∥∥L2
)
. ‖u‖3Hk .
(4.8)
We conclude (4.1) from (4.5)-(4.8), which proves Lemma 2.2.
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5. The proof of Lemma 2.3
We will first perform some basic algebraic manipulations to reduce the evolu-
tion (2.4) of the modified energy E(k)(t) to certain higher-order terms which
posses extra derivatives at high frequencies. Pointwise monomial estimates
like the ones in Section 4 however cannot be used directly to deal with the
higher-order terms left (in fact, they are untrue in that formulation if one
wants a bound in Hk(R)). To tackle the problem, we therefore perform
global transformations which include integration by parts and a series of
change of variables in spectral space, which finally reduce the most difficult
part of the higher-order terms to a commutator that has two orders of gain
in the required Fourier variables via its difference structure. The main diffi-
culty is that, to find the correct commutator, we need to divide the Fourier
space R3 into different parts and then make several changes of variables in
some symmetric domains far away from the low frequencies to avoid the
singularities.
5.1. Reduction of ddtE
(k)(t), k ≥ 2j∗ − 1. Note that there are two more
derivatives on the right-hand side of (2.4) compared to the Sobolev norm in
Lemma 2.2. We first introduce a new bilinear form to find a cancellation,
which reduces the terms to those contain at most one extra derivative. Let
Q = ∂−1x B and denote by n the symbol of Q so that
n(ξ − η, η) = −i
2
[
p(ξ − η)(ξ − η) + p(η)η − p(ξ)ξ] , (5.1)
and
|n(ξ − η, η)| . 1|ξ|2j∗−1|ξ − η||η| + (1 +
1
|ξ| )(1 +
1
|ξ − η| +
1
|η| ). (5.2)
We decompose (2.4) into its highest-order and remainder terms, as(
∂kxB(u, u), ∂
k
x(−u∂xu)
)
2
=
(
∂k+1x Q(u, u), ∂
k
x(−u∂xu)
)
2
= 2
(
∂kxQ(u, ∂xu), ∂
k
x(−u∂xu)
)
2
= 2
(
Q(u, ∂k+1x u), ∂
k
x(−u∂xu)
)
2︸ ︷︷ ︸
F0 : highest-order term
+2
k∑
j=1
ck,j
(
Q(∂jxu, ∂
k+1−j
x u), ∂
k
x(−u∂xu)
)
2︸ ︷︷ ︸
Fj : remainder terms
,
and, using integration by parts,
2
(
∂kxB(u,−u∂xu), ∂kxu
)
2
= 2
(
∂kxQ(u, u∂xu), ∂
k+1
x u
)
2
= 2
(
Q(u, ∂kx(u∂xu)), ∂
k+1
x u
)
2︸ ︷︷ ︸
G0 : highest-order term
+2
k∑
j=1
ck,j
(
Q(∂jxu, ∂
k−j
x (u∂xu)), ∂
k+1
x u
)
2︸ ︷︷ ︸
Gj : remainder term
.
Although the two highest-order terms F0 and G0 posses the extra deriva-
tives and singularities, the summation of them completely cancel each other
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out. Indeed, an easy calculation shows
F0 = −
∫
R2
n(η − ξ, ξ)uˆ(ξ − η)F(∂kx(u∂xu))(η)F(∂k+1x u)(ξ) dη dξ,
and then
F0 +G0 =
∫
R2
[
n(ξ − η, η)− n(η − ξ, ξ)]uˆ(ξ − η)
×F(∂kx(u∂xu))(η)F(∂k+1x u)(ξ) dη dξ = 0,
(5.3)
where we have used the equality n(ξ − η, η) = n(η − ξ, ξ) in view of (5.1).
In the reminder terms, Fj , Gj for j = 2, . . . , k− 1 are easy terms. In fact,
using integration by parts, one rewrites
Fj =
1
2
(
B(∂jxu, ∂
k+1−j
x u), ∂
k
xu
2
)
2
, Gj = −1
2
(
B(∂jxu, ∂
k+1−j
x u
2), ∂kxu
)
2
,
and then apply Lemma 4.1 together with the Gagliardo–Nirenberg inequality
(for details, see the calculation in [8]) to obtain
|
k−1∑
j=2
Fj |+ |
k−1∑
j=2
Gj | . ‖u‖4Hk . (5.4)
By the symmetry of Q and integration by parts, one calculates
Gk =
1
2
(Q(∂xu
2, ∂kxu), ∂
k+1
x u)2
=
1
2
∫
R2
n(ξ − η, η)(ξ − η)ηkξk+1û2(ξ − η)uˆ(η)uˆ(ξ) dη dξ
=
1
2
∫
n(ξ − η, η)(ξ − η)2ηkξkû2(ξ − η)uˆ(η)uˆ(ξ) dη dξ
+
1
2
∫
R2
n(ξ − η, η)(ξ − η)ηk+1ξkû2(ξ − η)uˆ(η)uˆ(ξ) dη dξ
=
1
2
∫
R2
n(ξ − η, η)(ξ − η)2ηkξkû2(ξ − η)uˆ(η)uˆ(ξ) dη dξ
− 1
2
(Q(∂xu
2, ∂kxu), ∂
k+1
x u)2,
where in the last equaility we have taken advantage of the anti-symmetry of
n in (ξ − η, η), and the fact that u is real whereas n is imaginary. Thus
Gk =
1
2
∫
R2
n(ξ − η, η)(ξ − η)2ηkξkû2(ξ − η)uˆ(η)uˆ(ξ) dη dξ.
Therefore via (5.2) we get
|Gk| . ‖u‖H2‖u‖H3‖u‖2Hk . (5.5)
The following lemma summarises (5.3)–(5.5).
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Lemma 5.1. We have
1
2
d
dt
E(k)(t) h F1 +G1 +O(‖u‖H2‖u‖H3 + ‖u‖2Hk )‖u‖2Hk , k ≥ 2j∗ − 1.
Note here that the earlier Fk = F1 by the symmetry of B and Q, so we
need only to focus on F1 and G1. However, there is still one extra derivative
in both F1 and G1, with which we shall perform commutator estimates to
treat in the next subsection.
5.2. Higher-order estimates: F1 and G1. Just as in [8] we shall divide
frequency space into several symmetric regions. The first of these are
A1 = {(ξ, η, σ) ∈ R3 : min{|ξ|, |η|, |σ|} < 1},
and it complement Ac1, in which |ξ|, |η|, |σ| ≥ 1. Also, for convenience and
to standardise the calculations, we shall use the measure notation
dM(uˆ) = uˆ(ξ − η)uˆ(η − σ)uˆ(σ)uˆ(ξ) dξ dη dσ,
for the quartic factor that will appear in many estimates. An estimate that
will be used frequently for both A1 and some later sets is
|ξ|+ |η|+ |σ| . 1 + |ξ − η|+ |η − σ|. (5.6)
To employ commutator estimates to handle the terms F1 and G1, we
first split F1 and G1 into a low-frequencies part (to eliminate the singulari-
ties) and a high-frequencies part (to distribute the derivatives) respectively,
and then extract the lower-order parts from the high-frequencies part. By
integration by parts, we decompose F1 as
F1 = −
∫
R3
n(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)(iξ)k uˆ(ξ − σ)∂̂xu(σ) dξ dη dσ
=
∫
R3
m(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)(iξ)k−1uˆ(ξ − σ)∂̂xu(σ) dξ dη dσ
=
∫
A1
m(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)(iξ)k−1uˆ(ξ − σ)∂̂xu(σ) dξ dη dσ︸ ︷︷ ︸
A1F1
+
∫
Ac1
m(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)(iξ)k−1uˆ(ξ − σ)∂̂xu(σ) dξ dη dσ︸ ︷︷ ︸
Ac1F1
,
where we keep the derivative ξk−1 for eliminating the possible low-frequency
singularity at ξ in m(ξ − η, η) of A1F1, and then write the last term by
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Leibniz’s law as
Ac1F1 =
∫
Ac1
m(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)uˆ(ξ − σ)∂̂kxu(σ) dξ dη dσ︸ ︷︷ ︸
F1,0
+
k−1∑
l=1
ck−1,l
∫
Ac1
m(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)∂̂lxu(ξ − σ)̂∂k−lx u(σ) dξ dη dσ︸ ︷︷ ︸
F1,l : lower-order term
,
where we have used ξk−1 = [(ξ − σ) + σ]k−1 =∑k−1l=1 ck−1,l(ξ − σ)lσk−l.
For G1, if k = 1 (which means j∗ = 1), to eliminate the low-frequency
singularity, we write
G1 =
1
2
(Q(∂xu, ∂xu
2), ∂2xu)2,
and then obtain
|G1| . ‖u‖2H1‖u‖2H2 .
If k ≥ 2 (which means j∗ ≥ 2), we instead decompose G1 in the following
manner:
G1 =
∫
R3
n(ξ − η, η)(ξ − η)σηk−1ξk+1 dM(uˆ)
= −i
∫
R3
m(ξ − η, η)(ξ − η)σηk−1ξk dM(uˆ)
= −i
∫
A1
m(ξ − η, η)(ξ − η)σηk−1ξk dM(uˆ)︸ ︷︷ ︸
A1G1
−i
∫
Ac1
m(ξ − η, η)(ξ − η)σηk−1ξk dM(uˆ)︸ ︷︷ ︸
Ac1G1
,
and then express the last term further by Leibniz’s law as
Ac1G1 = −i
∫
Ac1
m(ξ − η, η)(ξ − η)ησk−1ξk dM(uˆ)︸ ︷︷ ︸
G1,0
− i
k−2∑
l=1
ck−1,l
∫
Ac1
m(ξ − η, η)(ξ − η)η(η − σ)lσk−l−1ξk dM(uˆ)︸ ︷︷ ︸
G1,l : lower-order term
,
where we have used ηk−2 = [(η − σ) + σ]k−2 =∑k−2l=1 ck−2,l(η − σ)lσk−l−2.
Since the terms F1,l (l = 1, 2, · · · , k−1) and G1,l (l = 1, 2, · · · , k−2) have
no extra derivative at high frequencies and no singularity at low frequencies,
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it is straightforward to verify that
|
k−1∑
l=1
F1,l|+ |
k−2∑
l=1
G1,l| . ‖u‖H2‖u‖3Hk .
We are now left with four terms: A1F1,A1G1 and F1,0, G1,0. The former
two terms involve low frequencies, the latter two terms only contain high
frequencies. We first handle the terms involving low frequencies.
Lemma 5.2. We have
|A1F1|+ |A1G1| . ‖u‖H1‖u‖H2‖u‖2Hk .
Proof. We recall that
A1F1 =
∫
A1
m(ξ − η, η)∂̂xu(ξ − η)∂̂kxu(η)(iξ)k−1uˆ(ξ − σ)∂̂xu(σ) dξ dη dσ.
The part A1F1(m1) is straightforward since the factor (ξ − η)ηkξk−1 elim-
inates the low-frequency singularities. Considering instead A1F1(m2), the
worst case is that all the derivatives ξk−1 = σk−1+
∑k−1
l=1 ck−1,l(ξ−σ)lσk−1−l
fall on ∂̂xu(σ), which yields a full ∂̂kxu(σ). But in A1, the triangle inequality
(5.6) allows us to move the one extra derivative ξ in m2 to ξ − η or ξ − σ to
get the desired bound.
As for
A1G1 = −i
∫
A1
m(ξ − η, η)(ξ − η)σηk−1ξk dM(uˆ).
the difficult part is A1G1(m2), with the worst situation when all the deriva-
tives ηk−1σ fall on û(σ). This again gives a maximal ∂̂kxu(σ). Noting the
definition of dM(uˆ), just as above we invoke (5.6) to move the one extra
derivative ξ in m2 to ξ − η or η − σ to obtain the bound of Lemma 5.2. 
We next make the following very useful observation.
Lemma 5.3. One has
F1,0 = G1,0 +O(‖u‖H2‖u‖H3‖u‖2Hk).
Proof. Note that the set Ac1 is invariant under changes of variables among
the variables ξ, η and σ. We now apply the changes of variables ξ ↔ σ ↔ η
to get
F1,0 = i
∫
Ac1
m(ξ − η, η)(ξ − η)ηkσkuˆ(ξ − η)uˆ(η)uˆ(ξ − σ)uˆ(σ) dξ dη dσ
= i
∫
Ac1
m(η − σ, σ)(η − σ)σkξk dM(uˆ),
and η ↔ ξ ↔ σ ↔ η to yield
G1,0 = −i
∫
Ac1
m(ξ − η, η)η(ξ − η)σk−1ξk dM(uˆ)
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= −i
∫
Ac1
m(σ − η, η)η(σ − η)ξk−1σkuˆ(σ − η)uˆ(η − ξ)uˆ(ξ)uˆ(σ) dξ dη dσ
= i
∫
Ac1
m(η − σ, σ)σ(η − σ)ξk−1σkuˆ(η − σ)uˆ(ξ − η)uˆ(σ)uˆ(ξ) dξ dη dσ.
In the last equality we have utilized that the fact that G1,0 and u are real
and the equality
m(σ − η, η)η(σ − η) = m(η − σ, σ)σ(η − σ).
We see that
F1,0 −G1,0 = i
∫
Ac1
m(η − σ, σ)(η − σ)(ξ − σ)ξk−1σk dM(uˆ).
The factor (ξ − σ) has a difference structure and may be controlled by
|ξ − η| + |η − σ|. In Ac1, the one extra derivative ξ in m2 is then added to
ξk−1 to yield the H2 ×H3 ×Hk ×Hk-estimate. 
From now on we will use the expressions
F1,0 = i
∫
Ac1
m(η − σ, σ)(η − σ)σkξk dM(uˆ),
and
G1,0 = −i
∫
Ac1
m(ξ − η, η)(ξ − η)ησk−1ξk dM(uˆ).
Lemma 5.3 means that we may write
F1,0 =
1
2
(F1,0 +G1,0) +O(‖u‖H2‖u‖H3‖u‖2Hk).
The terms F1,0 +G1,0 and F1,0 are thus formally equivalent, but we will for
convenience use F1,0 +G1,0 below to obtain a good commutator. We again
split the remaining frequency space into two parts,
A2 = {(ξ, η, σ) ∈ Ac1 : 110 |z2| < |z1 − z2|+ |z2 − z3|,
for some choice of zj = ξ, η, σ},
and its complement Ac2, in which 110 |z2| ≥ |z1 − z2|+ |z2 − z3| for all choices
of zj = ξ, η, σ. As above, we let A2F1,0 denote the restriction of the integral
F1,0 to the set A2, and similarly for other integrals and sets to come, so that
F1,0 +G1,0 = A2(F1,0 +G1,0) +Ac2(F1,0 +G1,0).
Just as in A1, the triangle inequality (5.6) holds in A2, allowing us to move
derivatives from ξ, η and σ to ξ − η and η − σ, so the term A2(F1,0 +G1,0)
may be handled separately, with the following resulting estimate.
Lemma 5.4. We have
|A2F1,0|+ |A2G1,0| . ‖u‖H2‖u‖H3‖u‖2Hk .
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We shall use symmetry to reduce the integrals further. To that aim, let
Ac2,+ = {(ξ, η, σ) ∈ Ac2 : ξ, η, σ ≥ 1} ,
be the ‘positive’ part of Ac2,+. Then, in Ac2,+, we in place of the earlier
triangle inequality (5.6) obtain the equivalence
ξ h σ h η h ξ − η + σ & 1, (5.7)
which again will help us to exchange derivatives. What remains is Ac2(G1,0+
F1,0). Since both the multiplier m and the solution u are real, by the shift
of variables (ξ, η, σ)→ −(ξ, η, σ), one observes that
Ac2F1,0 = 2Ac2,+F1,0, Ac2G1,0 = 2Ac2,+G1,0.
We then decompose Ac2F1,0 as
Ac2,+F1,0 = i
∫
Ac2,+
m(η − σ, σ)(η − σ)σkξk dM(uˆ)
= i
∫
Ac2,+
m(η − σ, σ)
η
(η − ξ)(η − σ)σkξk dM(uˆ)
︸ ︷︷ ︸
Ac2,+F
(η−ξ)
1,0
+ i
∫
Ac2,+
m(η − σ, σ)
η
(η − σ)σkξk+1 dM(uˆ)
︸ ︷︷ ︸
Ac2,+F˜1,0
,
and Ac2G1,0 as
Ac2,+G1,0 = −i
∫
Ac2,+
m(ξ − η, η)η(ξ − η)σk−1ξkdM(uˆ)
= −i
∫
Ac2,+
m(ξ − η, η)(η − σ)(ξ − η)σk−1ξkdM(uˆ)
︸ ︷︷ ︸
Ac2,+G
(η−σ)
1,0
−i
∫
Ac2,+
m(ξ − η, η)(ξ − η)σkξkdM(uˆ)
︸ ︷︷ ︸
Ac2,+G˜1,0
.
Note that the symbol m(η−σ,σ)η is bounded when considering Ac2,+F
(η−ξ)
1,0 .
The one extra derivate ξ in Ac2,+G(η−σ)1,0 may also be transmitted to |ξ−η|+
|η − σ|+ σ, so as to give us the following reduction.
Lemma 5.5.
Ac2(F1,0 +G1,0) = Ac2(F˜1,0 + G˜1,0) +O(‖u‖2H2‖u‖2Hk),
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with Ac2(F˜1,0 + G˜1,0) given by the integral
i
∫
Ac2,+
[
m(η − σ, σ)
η
(η − σ)− m(ξ − η, η)
ξ
(ξ − η)
]
σkξk+1 dM(uˆ). (5.8)
The commutator in (5.8) contains the cancellation we need, but in order
to disclose it, we need to use a Fourier symmetry that is not present in the
set Ac2,+. We therefore as a final division of R3 introduce the sets
B1 = {(ξ, η, σ) ∈ R3 : ξ, ξ − η + σ, σ ≥ 1},
and
B2 =
{
(ξ, η, σ) ∈ R3 : |σ − η|+ |ξ − σ| ≤ 110ξ,
|ξ − η|+ |σ − ξ| ≤ 110σ,
|η − σ|+ |ξ − η| ≤ 110(ξ − η + σ)
}
,
and their intersection B = B1 ∩ B2. While the triangle inequality (5.6) does
not in general hold in Ac2,+, the set B has the advantage that in both Ac2,+\B
and B \ Ac2,+, it holds, enabling us to exchange derivatives. Performing the
change of variables η 7→ ξ − η + σ on the first term in (5.8), we may write
Ac2(F˜1,0 + G˜1,0)
= i
∫
Ac2,+∩B
[
m(ξ − η, σ)
ξ − η + σ −
m(ξ − η, η)
ξ
]
(ξ − η)σkξk+1 dM(uˆ)
︸ ︷︷ ︸
[Ac2,+∩B](F˜1,0+G˜1,0) : the main commutator
−i
∫
Ac2,+\B
m(ξ − η, η)(ξ − η)σkξk dM(uˆ)
︸ ︷︷ ︸
[Ac2,+\B](F˜1,0+G˜1,0)
+ i
∫
B\Ac2,+
m(ξ − η, σ)
ξ − η + σ (ξ − η)σ
kξk+1dM(uˆ)
︸ ︷︷ ︸
[B\Ac2,+](F˜1,0+G˜1,0)
.
(5.9)
By using (5.6) exactly in the same way as before, we then arrive at our final
expression. The reason for keeping Ac2,+∩B is both that it contains the most
difficult term in the analysis, but also that Ac2,+ ∩ B contains a symmetry
in which two orders the terms in the commutator cancel. This will all be
made clear in the proof of Prop. 5.7. For now, we have:
Proposition 5.6.
Ac2,+(F˜1,0 + G˜1,0) = [Ac2,+ ∩ B](F˜1,0 + G˜1,0) +O(‖u‖H2‖u‖H3‖u‖2Hk).
(5.10)
The main commutator. We are now at the position to estimate the last
term [Ac2,+ ∩ B](F˜1,0 + G˜1,0) to complete the proof of Lemma 2.3. As men-
tioned above, this is a good commutator that will improve our estimates by
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two orders of cancellations, allowing us to move derivatives in an advanta-
geous way, and finally kill the additional derivative.
Proposition 5.7.
|[Ac2,+ ∩ B](F˜1,0 + G˜1,0)| . ‖u‖H1‖u‖H2‖u‖2Hk .
Proof. Let
N(ξ, η, σ) =
m(ξ − η, η)
ξ
− m(ξ − η, σ)
ξ − η + σ .
In view of (2.3) one then calculates that
N(ξ, η, σ) =
1
2
[
p(ξ − η)(ξ − η) + p(η)η − p(ξ)ξ]
− 1
2
[
p(ξ − η)(ξ − η) + p(σ)σ − p(ξ − η + σ)(ξ − η + σ)]
=
p(σ)σ − p(ξ − η + σ)(ξ − η + σ)− [p(η)η − p(ξ)ξ]
2
[
p(ξ − η)(ξ − η) + p(η)η − p(ξ)ξ]
× 1[
p(ξ − η)(ξ − η) + p(σ)σ − p(ξ − η + σ)(ξ − η + σ)] .
If we let
U(ξ, η, σ) =
[
p(σ)σ − p(ξ − η + σ)(ξ − η + σ)]− [p(η)η − p(ξ)ξ]
be the numerator above, it follows from the definition of m that
|N(ξ, η, σ)| . |m(ξ − η, η)m(ξ − η, σ)|
ξ(ξ − η + σ) |U(ξ, η, σ)|. (5.11)
We first handle U(ξ, η, σ). As we are in Ac2,+, we may write
ξ = (1 + µ)η and σ = (1 + ν)η,
where |µ|, |ν| ≤ 110 are uniformly small. A Taylor expansion of the p-terms
in U then reads
U(ξ, η, σ) = η
[
p((1 + ν)η)(1 + ν)− p((1 + µ+ ν)η)(1 + µ+ ν)
− [p(η)− p((1 + µ)η)(1 + µ)]
]
= −η
∫ 1
0
∫ 1
0
d
ds
d
dr
[
p((1 + sν + rµ)η)(1 + sν + rµ)
]
dr ds
= −η
∫ 1
0
∫ 1
0
[
p′′((1 + sν + rµ)η)µνη2(1 + sν + rµ)
+ 2p′((1 + sν + rµ)η)µνη
]
dr ds,
which according to the asymptotic assumptions on p may be estimated by
|U(ξ, η, σ)| . η3|µν|ηα−2 + η2|µν|ηα−1
= |ξ − η||σ − η|ηα−1, (5.12)
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where we recall that η & 1 in Ac2,+. In effect, two derivatives have been
moved from ξ h σ to ξ − η and η − σ.
We next treat the quotient with m in the right-hand side of (5.11). Using
the equivalence and positive size of ξ, σ, η and ξ − η + σ, the estimate for
m in Lemma 2.2 directly yields
|m(ξ − η, η)m(ξ − η, σ)|
ξ(ξ − η + σ) h
∣∣∣∣m(ξ − η, η)ξ
∣∣∣∣2
h
(
1
ξ2|ξ − η|
[
ξ2
(1 + |ξ|)α + (1 + |ξ − η|)α
])2
h
1
|ξ − η|2
[
1
1 + |ξ|2α + |ξ − η|2α
]
.
By multiplying with (5.12), and using ξ h η, we get the combined estimate
|N(ξ, η, σ)| . |σ − η||ξ − η| min
{
ξ−1±α
} ≤ 1
ξ
|σ − η|
|ξ − η| ,
which is to be multiplied with (ξ − η)σkξk+1 in (5.9). The combined upper
bound |σ− η|σkξk on the multiplier in [Ac2,+ ∩B](F˜1,0 + G˜1,0) then gives an
H1×H2× (Hk)2-estimate, and completes the proof of Proposition 5.7. 
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