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ABSTRACT
We study multiphase, multicomponent flow of incompressible fluids through porous
media. Such flows are of vital interest in various applied science and engineering disci-
plines like geomechanics, groundwater flow and soil-remediation, construction engineer-
ing, hydrogeology, biology and biophysics, manufacturing of polymer composites, reser-
voir engineering, etc. In particular, we study chemical Enhanced Oil Recovery (EOR)
techniques like polymer and surfactant-polymer (SP) flooding in two space dimensions.
We develop a mathematical model for incompressible, immiscible, multicomponent, two-
phase porous media flow by introducing a new global pressure function in the context of
SP flooding. This model consists of a system of flow equations that incorporates the effect
of capillary pressure and also the effect of polymer and surfactant on viscosity, interfacial
tension and relative permeabilities of the two phases.
We propose a hybrid method to solve the coupled system of equations for global pres-
sure, water saturation, polymer concentration and surfactant concentration in which the
elliptic global pressure equation is solved using a discontinuous finite element method
and the transport equations for water saturation and concentrations of the components are
solved by a Modified Method Of Characteristics (MMOC) in the multicomponent setting.
We also prove convergence of the hybrid method by assuming an optimal O(h) order
estimate for the gradient of the pressure obtained using the discontinuous finite element
method and using this estimate to analyze the convergence of the MMOC method for the
transport system. The novelty in this proof is the convergence analysis of the MMOC
procedure for a nonlinear system of transport equations as opposed to previous results
which have only considered a single transport equation. For this purpose, we consider
an analogous single-component system of transport equations and discuss the possibility
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of extending the analysis to multicomponent systems. We obtain error estimates for the
transport variables and these estimates are validated numerically in two ways. Firstly, we
compare them with numerical error estimates obtained using an exact solution. Secondly,
we also compare these estimates with results obtained from realistic numerical simulations
of flows arising in enhanced oil recovery processes.
This mathematical model and hybrid numerical procedure have been successfully ap-
plied to solve a variety of configurations representing different chemical flooding pro-
cesses arising in EOR. We perform numerical simulations to validate the method and to
demonstrate its robustness and efficiency in capturing the details of the various underlying
physical and numerical phenomena. We introduce a new technique to test for the influence
of grid alignment on the numerical results and apply this technique on the hybrid method
to show that the grid orientation effect is negligible. We perform simulations using differ-
ent types of heterogeneous permeability field data which include piecewise discontinuous
fields, channel-like fractures, real world SPE10 models and multiscale fields generated
using a stationary, isotropic, fractal Gaussian distribution. Finally, we also use the method
to compare the relative performance of flooding schemes with different injection profiles
both in a quarter five-spot as well as a rectangular reservoir geometry.
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NOMENCLATURE
v Total velocity
va Aqueous phase velocity
vo Oleic phase velocity
p Global pressure
pa Aqueous phase pressure
po Oleic phase pressure
pc Capillary pressure
pb Entry pressure
s Aqueous phase saturation
c Polymer concentration in the aqeuous phase
Γ Surfactant concentration in the aqueous phase
K Absolute permeability tensor
φ Porosity
µw Viscosity of pure water
µa Viscosity of the aqueous phase
µo Viscosity of the oleic phase
kra Relative permeability of the aqueous phase
kro Relative permeability of the oleic phase
λa Mobility of the aqueous phase
λo Mobility of the oleic phase
λ Total Mobility
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fa Fractional flow function of the aqueous phase
fo Fractional flow function of the oleic phase
qa Volumetric injection/production rate of the aqueous
phase
qo Volumetric injection/production rate of the oleic phase
sra Residual saturation of the aqueous phase
sro Residual saturation of the oleic phase
σ Interfacial tension (IFT) between the aqueous and the
oleic phases
sσ0ra Residual saturation of the aqueous phase at IFT value of
σ0
sσ0ro Residual saturation of the oleic phase at IFT value of σ0
sσ00 Connate water saturation at IFT value of σ0
Nc Capillary number of the displacement process
Nco Capillary number of the oleic phase at IFT value of σ0
Nca Capillary number of the aqueous phase at IFT value of
σ0
Mµ Viscosity ratio
Mλ Endpoint mobility ratio
Ms Shock front mobility ratio
EOR Enhanced Oil Recovery
TAMU Texas A&M University
L2 Space of square-Lebesgue-integrable functions, i.e.,
‖f‖2 =
(∫ |f |2)1/2 <∞
L∞ Space of essentially bounded Lebesgue-measurable
functions, i.e., ‖f‖∞ = sup |f | <∞
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1. INTRODUCTION
1.1 Motivation
Porous substances are ubiquitous. Natural objects such as rocks, zeolites, soil, bio-
logical tissues such as bones, skin, membranes and wood, and man made materials such
as cements and ceramics are some instances of porous materials. The study of fluid flow
through porous media is a subject of common interest in many areas of applied science and
engineering such as filtration, geomechanics, bio-remediation, construction engineering,
hydrogeology, biology and biophysics, material science, etc. Naturally, this has emerged
as a separate field of study and it requires an understanding of the interaction between the
medium and the fluid that flows through it.
Porous materials are often heterogeneous which means that the properties may vary
from one place to another. A fractured rock is an extreme example which consists of a
collection of blocks (regions offering high resistance to flow) separated by a network of
fractures (regions offering very little resistance to flow). This heterogeneous nature of a
porous medium is usually characterized by its porosity and permeability.
Porosity or void fraction is a measure of the void spaces in a porous material and is
defined as the fraction of the void volume over the total volume. It takes a value between
0 and 1. It determines the total volume of fluid that can be contained in a porous medium.
Permeability of a porous material is a measure of its resistance to the flow of fluid.
This property depends on various quantities such as the type of the porous medium, the
porosity, the shapes of the pores in the medium, the extent of connectivity between the
pores and the tortuosity. Here, tortuosity is a measure of how curved (or tortuous) the
flow paths are in a porous medium and may be defined as the ratio of the length of a finite
curved flow path to the distance between its two ends. Permeability values for different
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types of materials can vary over a wide range. For example, permeability values for sand-
stones lie between 10−14m2 and 10−11m2 while those for granite range from 10−19m2 to
10−18m2. In anisotropic three dimensional media, permeability is modeled using a second
order tensor. The term absolute permeability is used to signify the intrinsic property that is
exclusively a function of the material structure of the porous medium and not of the fluid.
In single-phase flow the absolute permeability is the effective permeability of the porous
medium. The range of values stated before are absolute permeability values of sandstone
and granite. When multiple fluid phases occupy the pore space, the flow of each phase is
inhibited by the presence of the other phases. Hence in multphase flow the relative perme-
ability of a phase is used as a multiplicative factor to the absolute permeability resulting in
what is known as effective permeability of the medium to that specific phase. The relative
permeability of a phase is a dimensionless number that takes a value between 0 and 1.
The study of multiphase flow in porous media is significantly more complicated than
the study of single-phase flow due to a number of other physical effects that influence the
properties of both the medium as well as the flow. Some of these effects will be discussed
in detail in section 1.3. However, such flows are of vital interest to a vast array of physi-
cal, environmental and industrial problems at various spatial and temporal scales. These
include groundwater flow and soil remediation, reactions in fluidized and fixed beds, fil-
tration, flow in packed beds of catalysts, manufacturing of polymer composites, reservoir
engineering to name a few. The understanding and accurate prediction of these flow pro-
cesses can play an important role in a number of subsurface and technical applications. For
example, the flow processes in the unsaturated zone of the subsurface need to be quantified
in order to calculate groundwater recharge. Also, the prediction of the flux distribution of
water and air helps in the modeling of contaminant transport, such as the displacement
of pesticides and heavy metals. This work has been primarily motivated by chemical en-
hanced oil recovery processes like polymer and surfactant-polymer (SP) flooding. A brief
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overview of the relevant oil recovery processes will be presented in the next section.
1.2 Enhanced Oil Recovery (EOR)
Oil recovery is categorized into three phases: primary, secondary and tertiary. At the
early stage of development the entire porous medium is effectively filled with a single fluid
phase like oil. Upon construction of a set of wells, the resident oil starts to spontaneously
flow out due to the internal pressure of the porous medium and this stage rapidly comes
to an end when the pressures in the porous medium and the atmosphere reach an equilib-
rium. This first stage is called primary recovery and typically only 5 − 15% of the oil in
the reservoir is recovered in this stage [3]. In order to recover part of the remaining oil,
the available set of wells is categorized into injection wells and production wells. In this
secondary recovery stage, the injection wells are used to inject an inexpensive external
fluid, such as water or gas, in order to sweep out additional oil towards the production
wells. These recovery processes involve the immiscible displacement of a more viscous
fluid (oil) by a fluid of lesser viscosity (water or brine) which leads to the formation of un-
desirable nonlinear viscous fingers of the displacing fluid, thereby reducing the efficiency
of the recovery process. Typically, after primary and secondary recovery about 65− 70%
of the oil in the reservoir is still left [3]. In the past, often production used to halt at this
stage as economics dictated that finding and producing oil from a new field was cheaper.
Today, however, fossil fuels account for more than 80% of the world’s energy and oil
is the dominant primary energy source with the consumption forecast to grow rapidly in
the next decade. The growing global energy demand, slow rise in renewable energy sec-
tor and deep offshore locations of new oil wells are the primary factors that have led to a
resurgence in seeking novel ways to either sustain or increase the production of oil from
existing wells. This third phase of recovery, termed as tertiary recovery or enhanced oil
recovery (EOR), is characterized by injection of a series of complex fluids, such as chem-
3
Figure 1.1: Pictorial representation of the schematic of a chemical enhanced oil recovery
process using polymer and surfactant.
(Source: http://www.indospec.com/expertise/indospec-chemical-enhanced-oil-recovery/
last accessed 5/15/2017 2:30 PM)
icals, miscible gases, and/or the use of thermal energy. Figure 1.1 shows a schematic of
such a tertiary recovery process where approrpiate amounts of chemicals like polymer and
surfactant are being used to improve the recovery of oil. This particular type of chemical
enhanced oil recovery process will be the focus of much of our study in this dissertation.
One of the effective methods of tertiary oil recovery is Surfactant-Polymer (SP) flood-
ing which involves injection of polymer and surfactant laden aqueous phase in oil reser-
voirs. Polymer in the displacing fluid improves oil recovery by inhibiting the growth rate
of the fingering instability and by increasing the water saturation level behind the displac-
ing front. See Daripa et al. [4] for a study of these phenomena during polymer flooding
which in general is a less effective method of tertiary oil recovery than SP flooding, one
of the processes studied in this dissertation. In SP flooding, the use of surfactant further
improves oil recovery by reducing the capillary pressure between the aqueous and the oil
phases and by reducing the residual saturation limits of the rock matrix. ASP flooding
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in which Alkali is also used in the SP-laden aqueous phase, is sometimes more effective
since the alkali reacts with the napthenic acids present in the oil to produce anionic sur-
factants thereby replenishing the surfactant lost due to adsorption by the porous matrix
during the transport of these chemical components through the porous medium. In recent
years, surfactant-polymer flooding has been shown to be preferable to even ASP flood-
ing in highly heterogeneous reservoirs as the elimination of alkali removes undesirable
inorganic scale formation, incompatibility with some polymers and demulsification diffi-
culties [5, 6]. Therefore, SP flooding is of significant current interest and is drawing a lot
of attention [7, 8, 9, 10, 11].
1.3 Modeling Efforts
In theory, the principle of conservation of momentum could be used to describe the
motion of a single fluid phase through the porous medium if the spatial distribution of the
pores is known. This system of equations would yield the velocity field after enforcing
appropriate boundary conditions at the fluid-pore interface. However, the random nature
of the pore distribution makes it nearly impossible to obtain a precise description of the
pore geometry and of the pore-scale phenomena. Also, in all domains of practical envi-
ronmental interest, the characteristic size of the pore structure is much smaller than the
extent of the total volume of interest. Thus, even if the spatial distribution were known,
the computational power needed to accurately resolve the intricate details and multiscale
variations in the microstructure makes this problem intractable. Therefore, traditionally
the pore-scale description is reduced to a more manageable macro-scale form by averag-
ing inside a representative elementary volume (REV). This transforms the discrete micro-
scopic description to a continuous representation which yields macroscopic field variables
that describe the observed phenomena [12]. One of the main challenges of this approach
is to accurately capture the fine-scale features of the porous medium inside the macro-
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scale averaged quantities like the absolute permeability (K) and the porosity (φ). In this
dissertation, we have adopted this averaged macro-scale model approach.
The basic law governing single-phase flow of fluids through saturated porous media is
Darcy’s law [12] given by
v = −K
µ
∇p, (1.1)
where v is the volume-averaged fluid velocity also called the Darcy velocity, K is the
absolute permeability tensor, µ is the fluid viscosity and p is the fluid pressure. This law
was originally formulated by Henry Darcy in 1856 on the basis of experimental data on
vertical water filtration through sand beds and was subsequently derived theoretically [13].
The model problems in this study are SP flooding and polymer flooding which are
examples of immiscible, multicomponent, two-phase flow through porous media. Here
the oil and the aqueous solution (containing polymer and/or surfactant) are the two fluid
phases while polymer and surfactant are the two dissolved components. For the purpose
of modeling such flows we have made the following simplifying assumptions.
1. Mass transfers between the fluids are neglected.
2. The flow is isothermal.
3. The solid structure of the porous medium is rigid and does not react with the pore
fluids.
4. All the fluids phases are incompressible.
Under the above assumptions, an empirical extension of the single-phase Darcy equation
is used to model two-phase flows. The void space is assumed to be filled with the two
immiscible fluid phases such that the porous medium is saturated. At the macroscopic
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scale, the motion of these fluid phases is captured using the volume fraction occupied by
each phase called the saturation (s) of that phase. The aqeuous phase contains one or
more components and the concentration (volume fraction) of a component i is denoted by
ci. Details of the extension of Darcy’s law and the equations governing the evolution of
the fluid phases and the dissolved components will be presented in the next chapter. Here
we introduce one more fundamental rock-fluid characteristic associated with multiphase
flows in porous media known as the capillary pressure.
At the pore-scale, immiscible fluids are separated by a well defined interface. This in-
terface is characterized by some surface energy which arises because the cohesive molecu-
lar forces between the fluid molecules is different on the two sides of the interface. More-
over, when two fluids occupy the pore space, one of them is preferentially attracted by the
surface of the solid matrix due to the different levels of molecular interaction between the
solid and the two fluid phases. This preferentially attracted phase is termed as the wetting
phase and the other fluid phase is termed as non-wetting. A combination of the effects of
this surface energy and the wettability characteristics determines the shape of the interface.
The shape of the interface, in turn, determines the contact angle which is used to define
capillary pressure pc at the pore-scale. Intuitively, capillary pressure can be understood
as the excess pressure that the non-wetting phase should have to keep the interface steady
between two static fluids [14]. This notion allows us to define capillary pressure in terms
of the macroscopic field variables by using a static force balance across the interface in the
following way
pc = pnw − pw, (1.2)
where pnw and pw are the pressures in the non-wetting and the wetting fluid phases re-
spectively. In our study, we have considered only hydrophilic porous media which shows
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greater affinity to the aqeuous phase than the oleic phase and is also found more commonly
in nature.
Based on the above modeling assumptions, multiphase flow in porous media is studied
mainly using two different approaches. The first approach is based on mass conserva-
tion laws for each of the fluids [15]. In the second approach, known as the fractional
flow approach, these conservation laws are combined to obtain a new set of equations
with the introduction of the total velocity, the global pressure and other ancillary func-
tions. The fractional flow approach which is computationally more efficient than the two-
pressure approach, has been successfully adopted for numerical simulations in hydrology
and petroleum reservoir problems and has also been adopted in this dissertation.
The global pressure was introduced by Chavent and Jaffré [16] for immiscible, in-
compressible two-phase flow without any components and was later revisited by several
others (see for instance [17]). Recently the concept of global pressure has been extended
to immiscible, compressible two-phase flows under the assumption of no mass transfer
between the phases and taking into account the effects of gravity, capillary pressure and
heterogeneity [18, 19]. Some existence results for this new formulation have been pre-
sented [20] and its effectiveness in numerical simulations has been demonstrated [21].
This has been further extended to a global pressure formulation for the case of compo-
sitional, compressible two-phase flows with mass exchange between the phases [22]. A
fully equivalent global pressure formulation for three-phase compressible flows has been
established [23] and numerically validated [24]. In this dissertation, a global pressure for-
mulation has been formally derived for immiscible, incompressible two-phase flows in the
presence of dissolved components (polymer and surfactant) [25]. Unlike the two-phase
flow models discussed above, the fractional flow formulation for multicomponent two-
phase flow has a system of transport equations for the wetting phase saturation and the
component concentrations which are coupled to the global pressure equation.
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1.4 Survey of Numerical Methods
The flow and transport equations describing multicomponent, immiscible, two-phase
porous media flow form a system of coupled, highly nonlinear partial differential equa-
tions. There has been a significant amount of research directed towards the development of
numerical methods capable of efficiently and accurately capturing both the overall trends
in the reservoir flow pattern as well as the intricate details. Classical finite difference and
finite element methods often give rise to nonphysical oscillations in the numerical solution
while classical upwind methods tend to generate excessive numerical diffusion that smears
out the fronts. To avoid these issues, various high-order accurate finite difference methods
[4, 26, 27, 28, 29] and locally mass conservative finite volume methods [30, 31] have been
developed for constructing numerical solutions of these multiphase multicomponent flows
through heterogeneous porous media. Different types of finite element methods(FE) such
as control volume FE (CVFE -[32, 33]), discontinuous Galerkin (DG -[34, 35, 36, 37])
and mixed FE [38, 39] methods have also become methods of choice for the reservoir
simulation because these methods do not suffer from much grid orientation effects, allow
local grid refinement and have high order of accuracy. These methods are also versa-
tile and have been applied to other problems such as simulation of faults and fractures
[40, 41, 42]. In the recent past, several multiscale FE and FV methods have also been
proposed to better account for the variation in the reservoir properties over a large range
of computational scales [43, 44, 45]. In problems where advection dominates diffusion,
finite element methods have been found to exhibit excessive nonphysical oscillations for
non-smooth solutions [46]. When standard upstream weighting approaches are applied to
these FE methods to eliminate the nonphysical oscillations, they tend to smear out sharp
fronts and suffer from grid orientation problems. While extremely fine mesh refinement
can alleviate some of these problems, it has prohibitively high computational expense.
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An alternative approach to solve time dependent advection-diffusion problems is given
by the class of Eulerian-Lagrangian methods. For instance, the particle-in-cell methods
[47, 48, 49, 50, 51] have been succesfully applied to the numerical study of plasma physics,
dense particle flows and other problems in computational fluid dynamics and fall in this
class of methods. When methods in this class are applied in the context of advection-
diffusion problems, the advection part is treated in Lagrangian coordinates by propagating
the solution along the characteristics for the advection part, while a Eulerian fixed mesh
is used for the diffusion part. As the solutions of the advection diffusion PDEs are much
smoother along the characteristics than they are in the time direction, these methods usu-
ally allow larger time steps to be used in a numerical simulation while still maintaining its
stability and accuracy. Also, these methods significantly reduce numerical diffusion and
grid-orientation effects observed in upwind schemes, and are very competitive in terms of
accuracy and efficiency [52, 53, 54].
The Modified Method Of Characteristics (MMOC) is one of the earliest methods (see
[55]) in the class of Eulerian-Lagrangian methods to be widely accepted for numerical sim-
ulation of miscible and immiscible displacement problems [56]. Some of the significant
subsequent improvements on this method include the modified method of characteristics
with adjusted advection (MMOCAA, [52, 57]), the Eulerian-Lagrangian localized adjoint
method (ELLAM, [58]), the characteristic mixed finite element method (CMFEM, [59]),
the locally conservative Eulerian-Lagrangian method (LCELM, [60]), the characteristic
finite volume element method (CFVEM, [61]) and the Eulerian-Lagrangian discontinuous
Galerkin method (ELDG, [62]). The MMOCAA is a mass-conserving time discretization
procedure which inherits the competitiveness of the MMOC. The conservative modified
method of characteristics (CMMOC, [63]) is a variant of the MMOCAA which adjusts the
convection implicitly and minimizes the error of the mass balance problem. The ELLAM
and CMFEM are some of the other variants of the characteristics based method which also
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conserve mass.
Previously, the MMOC and its variants had only been studied in the context of mis-
cible and immiscible, purely two-phase flow problems that lead to a system of coupled
equations for solving one of the phase saturations and one of the phase pressures. In this
dissertation, the MMOC approach has been applied to solve the system of transport equa-
tions arising in the context of multicomponent two-phase flows with one phase saturation
and two component concentrations as the primary transport variables [25]. Towards this
end, it is worth mentioning here that the front tracking method has been applied to solve
a similar system as ours but of less complexity when the surfactant is not present and the
effect of capillary pressure is neglected. We direct the readers to Daripa et al. [27] and the
papers cited therein.
Error estimates and convergence analysis have been carried out previously for the
MMOC [55], the MMOCAA [60], the CMFEM [59], the ELLAM [64] and the ELDG [62]
methods in the context of miscible flows and immiscible purely two-phase flows without
components. In most of these estimates the generic constants are inversely dependent on
the vanishing parameter ϵ (coefficient of the diffusion term) and cause difficulties when ϵ
approaches 0. The uniformly optimal-order convergence rates that are observed numeri-
cally for Eulerian-Lagrangian methods are often not reflected in these estimates. Some, ϵ-
uniform estimates for the advection diffusion equations with diffusion of the form ϵD(x, t)
and with periodic and flux boundary conditions were obtained for the MMOC, the MMO-
CAA, the ELLAM and the ELDG schemes (see [62] and references therein). Although
all of these estimates are ϵ-independent, they depend strongly on the lower and the upper
bounds of the diffusion coefficient D(x, t).
We have also performed a convergence analysis of the hybrid numerical method [65].
For the complete analysis of the flow and transport system, we have assumed an optimal
order estimate for the L∞ norm of the pressure gradient obtained by solving the global
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pressure equation using the discontinuous finite element method. This estimate has been
used to study the convergence behavior of the MMOC method for the system of transport
equations. For the analysis of the transport system, we have considered a reduced system
of equations in one spatial dimension involving only one component (polymer). This re-
duced system models chemical EOR by polymer flooding in one-dimension as opposed
to polymer flooding in two-dimensions [66, 67]. Previous works [55, 68] on the con-
vergence analysis of the MMOC-based methods have been without components and the
present work builds on that work by adding a component which complicates the analysis
in a significant way. This is due to the coupling of the coefficients involved in the transport
equations, as will be abundantly clear from the analysis to be presented in this disserta-
tion. As will be discussed, the convergence analysis presented here can be extended to the
original problem involving two components and in two-dimensions.
The analysis involves estimation of errors introduced by the finite difference discretiza-
tion of the derivatives, by the linear interpolation to compute solutions at points where the
characteristic curves intersect the computational grid and by the linearization of the co-
efficients. These coefficient functions in the two transport equations depend on both the
wetting phase saturation and the component concentration. This coupling creates an ad-
ditional challenge for the analysis of the multicomponent system. The finite difference
discretization errors have been estimated using multivariable Taylor Series. The errors
due to the linear interpolation have been estimated using the Peano kernel theorem [55]
and the errors due to quasi-linear approximation of the nonlinear coefficients have been
estimated using various inequalities including the Cauchy-Schwarz and generalized arith-
metic mean-geometric mean (AM-GM) inequalities. The transport equations have been
tested against the error variables and some of the resulting inner products were replaced
by the estimates mentioned above. The transport equations have then been rewritten in
forms that allow us to estimate the discrete L2 errors in the aqueous phase saturation and
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the component concentration. Taking into account the time discretization, finally a discrete
Gronwall type inequality has been used to obtain the desired estimates. For the purpose
of validating the error estimates obtained from the analysis, we have carried out numerical
simulations of polymer flooding (single component two-phase flow) and have computed
L2 and L∞ error norms for the numerical solutions.
In summary, we have proposed a model that describes the displacement processes dur-
ing the SP flooding process in the form of a new global pressure formulation. The model
has been numerically solved using a hybrid methodology that uses a non-traditional dis-
continuous finite element method for the global pressure, in combination with the modified
method of characteristics (MMOC) and time implicit methods to solve the system of the
advection-diffusion equations for the phase saturations and the concentrations of various
chemical components. A convergence analysis of the MMOC procedure for the system of
transport equations has been performed to obtain error estimates for the numerical solu-
tion. These error estimates have been numerically validated using an exact solution. To
further validate and demonstrate the accuracy and performance of the method, we have
used numerical simulations of two-phase flow, both with and without a component, in
different heterogeneous permeability fields and flow geometries. Then, results from nu-
merical simulation studies comparing various flooding schemes for multicomponent flows
like SP flooding in heterogeneous permeability fields have been presented.
This dissertation is laid out as follows. In chapter 2, the global pressure formulation of
the governing equations for polymer flooding and SP flooding are derived and presented
along with the various constitutive relations. These include relevant models of capillary
pressure and relative permeability and their dependence on the water saturation and the
concentrations of the polymer and the surfactant. In chapter 3, we present the numerical
method by giving a detailed description of the computational grids, the non-traditional
discontinuous finite element method for the pressure equation and the MMOC for the
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transport equations of SP flooding. A concise computational algorithm is also presented
along with a pseudocode and a flowchart. Moreover, details of the convergence analysis
of the hybrid method is also presented in chapter 3. We present and discuss the numeri-
cal results in chapter 4. These include quantitative validation using an exact solution and
various qualitative validation studies by comparing with results from existing literature.
Details on the construction of multiscale heterogeneity fields suitable for testing the ro-
bustness of the method are also provided. Moreover, a brief sketch of a novel technique to
test the severity of grid orientation effects is provided.
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2. MATHEMATICAL MODEL∗
2.1 Polymer Flood
Polymer flooding is one of the popular methods of Enhanced Oil Recovery (EOR)
that has been in use for decades and has also been fairly successful, especially in China
[69]. Such a tertiary recovery process consists of injecting an aqueous phase containing
a water-soluble polymer into the porous medium (possibly after the reservoir has been
preflooded with pure water during the secondary recovery process). This process is de-
picted in Fig. 2.1. The polymer-thickened aqueous phase is more viscous than pure water.
Figure 2.1: Schematic of polymer-flooding process (Source: http://tupeg.ir/polymer-
waterflooding/, last accessed 04/11/2017 5:00 PM)
∗Part of this chapter is reprinted from Journal of Computational Physics, 335, Prabir Daripa and Sourav 
Dutta, “Modeling and simulation of surfactant-polymer flooding using a new hybrid method”, 249-282, doi: 
10.1016/j.jcp.2017.01.038, Copyright (2017) with permission from Elsevier.
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Additionally, some polymers decrease the aqueous phase relative permeability. The com-
bination of these two effects result in a reduction of the mobility (permeability/viscosity)
of the aqueous phase. This leads to a reduction in the mobility ratio between the injected
aqueous phase and the resident oil phase, which in turn increases the efficiency of the
flooding process due to two different mechanisms. Firstly, it stabilizes the oil-water inter-
face and partially inhibits the growth of unwanted finger patterns, thus achieving a greater
volumetric sweep efficiency. Secondly, it leads to a lower swept-zone oil saturation or in
other words an increase of the saturation level behind the polymer treated aqueous bank.
In our study, we have assumed that polymer is solely used to control the viscosity of
the injected aqueous phase. The permeability reduction effect is usually less important
than the increase in viscosity [14] and hence has been neglected in our model. Below, we
will build our model from the fundamental principles of physics and as a natural extension
of the problem studied by Daripa et al. [70].
Let Ω ⊂ R2 represent a porous medium with boundary ∂Ω. The incompressible and
immiscible flow of the wetting phase (water or an aqueous solution of polymer and/or sur-
factant) and the non-wetting phase (oil) is described by a combination of the multiphase
extension of Darcy’s law (see [71]) for each phase and transport equations for each com-
ponent. Let sj denote the saturation (volume fraction), vj denote the velocity, pj denote
the phase pressure and qj denote the volumetric injection/production rate of phase j where
j = o and j = a denote the non-wetting and the wetting phases respectively. The con-
servation of mass of each fluid phase gives rise to the following transport equations [25]
φ
∂sa
∂t
+∇ · va = qa, (x, t) ∈ Ω× (0, T ], (2.1a)
φ
∂so
∂t
+∇ · vo = qo, (x, t) ∈ Ω× (0, T ]. (2.1b)
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The equation for conservation of mass of the polymer dissolved in the aqueous phase is
given by
φ
∂(csa)
∂t
+∇ · (cva) = ciqaδ(x− xi) + cqaδ(x− xp), (x, t) ∈ Ω× (0, T ], (2.2)
where c is the concentration (volume fraction in the aqueous phase) of the dissolved poly-
mer while ci is the concentration of polymer in the injected fluid. It is assumed that the
polymer is getting only passively advected with negligible diffusion and no adsorption
losses. Also, xi is the location of the injection well and xp is the location of the production
well, both of which are treated as point source/sink terms and δ is the Dirac-delta function.
The conservation of momentum is given by the Darcy-Muskat law for each phase
va = −K(x)λa∇pa, x ∈ Ω, (2.3a)
vo = −K(x)λo∇po, x ∈ Ω. (2.3b)
Here φ is the porosity (taken to be constant in the numerical experiments in this study),
K(x) is the absolute permeability tensor of the porous medium, λ = λa(sa, c) + λo(sa, c)
is the total mobility and λj = krj/µj is the phase mobility where krj is the relative perme-
ability and µj is the viscosity of phase j. In addition to the above, the capillary pressure
(pc) is defined by
pc = po − pa. (2.4)
Since the porous medium is initially saturated with the two phases, we have
∑
j=o,a
sj = 1. (2.5)
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Henceforth we will use the notation s for sa. In [70], Daripa et al. studied the polymer
flooding problem using a model that combines the conservation laws described above in
eqs. (2.1a), (2.1b), (2.2), (2.3a) and (2.3b) and assumes the capillary pressure given in
eq. (2.4) to be zero. The resulting system of equations is recalled below.
∂s
∂t
+∇ · (vfa(s, c)) = source terms, (2.6a)
∂(sc)
∂t
+∇ · (vcfa(s, c)) = source terms, (2.6b)
∇ · v ≡∇ · (−λ(s, c)∇p) = source terms, (2.6c)
Here v = va + vo denotes the total velocity, p = pa = po denotes the pressure and fa
denotes the fractional flow function of the aqueous phase which relates the aqueous phase
velocity va to the total velocity v. Also, in the above system of equations (2.6a) - (2.6c)
the reservoir is assumed to be homogeneous (K = I) with a constant porosity, but some
of the reported numerical simulations were carried out in a heterogeneous reservoir. The
phase mobilities were defined as follows
λa(s, c) =
kra(s)
µa(c)
=
s2
µa(c)
, λo(s) =
kro(s)
µo
=
(1− s)2
µo
. (2.7)
The effect of polymer was incorporated into the system by assuming that the aqueous
phase viscosity depends linearly on the polymer concentration as given below.
µa = µw(1 + βc), (2.8)
where µw denotes the pure water viscosity and β is a parameter that characterizes the
particular polymer used.
The nonlinear system of equations given by (2.6a) - (2.6c) is coupled because the
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solution of the elliptic pressure equation (2.6c) depends on s and c through the coefficient
λ(s, c)while the transport equations given by (2.6a) and (2.6b) depend on the total velocity
v that is obtained by solving the pressure equation. However, with β = 0 the polymer
particles are simply advected passively with the background water flow without affecting
the overall flow. The transport equations given by eqs. (2.6a) and (2.6b) form a hyperbolic
system of conservation laws that can develop discontinuities in finite time from smooth
initial data (see [70]). The accurate prediction of the formation and evolution of such
types of discontinuous solutions requires a study of the wave structure of the system of
hyperbolic equations. In [70], this coupled system of equations was numerically solved
using a front tracking algorithm [72, 66, 73] that requires the solution of the Riemann
Problem for the hyperbolic system given by eqs. (2.6a) and (2.6b) in order to advance
the tracked discontinuities in the solution. The front tracking algorithm allows for a high
resolution in the computation of discontinuous solutions of the hyperbolic system with
little or no numerical dispersion even on relatively coarse grids. However, this process
requires an elaborate and delicate computation to track the propagation of the discontinuity
in the solution which becomes progressively more expensive as the system of transport
equations becomes more complex.
In our study, we included the capillary effects in the model. The combination of
eqs. (2.1a), (2.1b), (2.2), (2.3a), (2.3b), (2.4) and (2.5) produces a new system of strongly
coupled nonlinear equations and we will briefly present the derivation here.
Consider the following identity
va =
λo
λ
va − λa
λ
vo +
λa
λ
v. (2.9)
Substituting eq. (2.9) in both eq. (2.1a) and eq. (2.2) and then using eq. (2.3a) and eq. (2.3b),
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we obtain
φ
∂s
∂t
−∇ ·
{
K(x)
λo
λ
λa∇pa −K(x)λa
λ
λo∇po
}
+∇ ·
{
λa
λ
v
}
= qa,
φ
∂(sc)
∂t
−∇ ·
{
cK(x)
λo
λ
λa∇pa − cK(x)λa
λ
λo∇po
}
+∇ ·
{
c
λa
λ
v
}
= ciqaδ(x− xi) + cqaδ(x− xp).
Applying eq. (2.4), the above equations are rewritten as,
φ
∂s
∂t
+∇ · {K(x)fa(s, c)λo∇pc(s)}+∇ · (fa(s, c)v) = qa, (2.10a)
φ
∂(sc)
∂t
+∇ · {cK(x)fa(s, c)λo∇pc(s)}+∇ · (cfa(s, c)v)
= ciqaδ(x− xi) + cqaδ(x− xp). (2.10b)
Equations (2.10a) and (2.10b) are the aqueous phase and the polymer transport equations,
respectively, written in the conservative form. Adding eqs. (2.1a) and (2.1b) we obtain,
∇ · (va + vo) = qa + qo.
Substituting eqs. (2.3a) and (2.3b) in the above equation and then using eq. (2.4), we obtain
the equation governing the evolution of the aqueous phase pressure as
−∇ · (K(x)λ∇pa)−∇ · (K(x)λo∇pc) = qa + qo. (2.11)
Combining eqs. (2.10a), (2.10b) and (2.11) we obtain the following system of flow and
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transport equations for polymer flooding in phase pressure formulation.
φ
∂s
∂t
+∇ · (fav) +∇ · (Dp∇s) = qa, (2.12a)
φ
∂(cs)
∂t
+∇ · (c fav) +∇ · (cDp∇s) = ciqaδ(x− xi) + cqaδ(x− xp), (2.12b)
−∇ · (K(x)λ∇pa)−∇ · (K(x)λo∇pc) = qa + qo. (2.12c)
Here Dp(s, c) = K(x)λo(s)fa(s, c)dpcds . In the above system, due to the inclusion of the
capillary pressure, the elliptic pressure equation given by eq. (2.12c) loses the canonical
form of the model without capillary pressure as seen in eq. (2.6c). Moreover, if the aque-
ous phase pressure pa (or po) is chosen as one of the primary simulation variables, then the
system becomes potentially degenerate at all the spatial points in the domain where the
aqueous (or respectively oil) phase is absent. In order to avoid these difficulties, we refor-
mulated the problem by using a fictitious pressure p, to be called the global pressure below,
for incompressible, immiscible two-phase flows with a single component (see [25]).
The global pressure function p is defined as
p =
1
2
(po + pa) +
1
2
∫ s
sc
(fo(ζ, c)− fa(ζ, c)) dpc
dζ
(ζ)dζ
− 1
2
∫ (∫ s
sc
∂
∂c
(fo(ζ, c)− fa(ζ, c)) dpc
dζ
(ζ) dζ
)
dc+ C, (2.13)
where fj = λj/λ for j = a and j = o are the aqueous and the oil phase fractional flow
functions, respectively. Also, C is an appropriate reference pressure that serves as an
integration constant and sc is the value of the aqueous phase saturation for which pc(sc) =
0. Usually pc = 0 when the wetting phase is at its maximum saturation or equivalently
when the non-wetting phase is at its minimum possible saturation (i.e. residual saturation).
Hence, in case of water (or an aqueous solution) displacing oil, sc = 1 − sro where sro
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(resp. sra) is the residual saturation of the oil phase (resp. aqueous phase). Thus, the
global pressure is well defined for s ∈ [sra, 1− sro].
Taking gradients on both sides of eq. (2.13) and simplifying we obtain
∇p = 1
2
∇(po + pa) + 1
2
(fo − fa) (s, c)∇pc(s). (2.14)
In the absence of the polymer, eq. (2.13) reduces to the global pressure function for in-
compressible, immiscible two-phase flows (see [16]). Multiplying both sides of eq. (2.14)
withK(x)λ and after further manipulation using eqs. (2.3a) and (2.3b) we get
−K(x)λ∇p = v. (2.15)
Due to the assumption of incompressibility eqs. (2.1a) and (2.1b) can be combined to
obtain,
∇ · v = qa + qo. (2.16)
Using eq. (2.15) in eq. (2.16) we finally get,
−∇ · (K(x)λ(s, c)∇p) = qa + qo. (2.17)
Equation (2.17) is the global pressure equation for the polymer flood problem. Solving
this equation (see below) yields the global pressure p from which the phase pressures pa
and po are easily recovered using the definition (2.4) for the capillary pressure and the
definition (2.13) for the global pressure. In this formal derivation of the global pressure
variable, we have only assumed the following physically realistic functional dependencies,
fa = fa(s, c), fo = fo(s, c) and pc = pc(s) and not specific functional forms. However,
a similar procedure can be adopted to derive a more general form of global pressure for
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any multicomponent two-phase flow system. A specific example of a global pressure
function for the two-component two-phase flow system representing SP flooding has been
introduced in [25] and will be discussed in Section 2.2.
Using eqs. (2.10a), (2.10b) and (2.17) an equivalent formulation of the polymer flood-
ing problem is obtained in terms of the primary variables (p, s, c) which is written in the
non-conservative form as
φ
∂s
∂t
+
∂f
∂s
v ·∇s+∇ · (Dp∇s) = Gs − ∂f
∂c
v ·∇c, x ∈ Ω, t ∈ (0, T ], (2.18a)
φ
∂c
∂t
+
(
f
s
v+
Dp
s
∇s
)
·∇c = Gc, x ∈ Ω, t ∈ (0, T ], (2.18b)
−∇ · (K(x)λ∇p) = qa + qo, x ∈ Ω, t ∈ (0, T ], (2.18c)
whereDp(s, c) = K(x)λo(s)f(s, c)
dpc(s)
ds
and qa+ qo is an appropriate source term for the
pressure equation which is modeled by a finite number of point sources and sinks located
at isolated points xi and xp respectively so that qa + qo = Σk={i,p}qkδ(x − xk). Also,
Gs = (1 − f)Qδ(x − xi) and Gc = (ci − c)Qs δ(x − xi) are the source terms for the
transport equations where Q is the total volumetric flux at the injection/production points.
The transport equations given by eqs. (2.18a) and (2.18b), written in the non-conservative
form, are equivalent to the transport eqs. (2.12a) and (2.12b) which are in the conservative
form. The principal advantage of this new formulation is that even with the introduction
of the capillary pressure in the model, the global pressure equation given by eq. (2.18c)
retains the canonical form of the pressure eq. (2.6c), where the model ignores capillary
pressure. As opposed to the pressure eq. (2.12c) in the phase pressure formulation, the
simplified canonical form in eq. (2.18c) is more amenable to mathematical and numerical
analysis and makes the development of computational algorithms easier.
We also make following practical and physical assumptions to define the source terms
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in eqs. (2.1a) and (2.1b),
(qa, qo) =

(Q, 0)(
−λa
λ
Q,−λo
λ
Q
)
;
(0, 0)
at x =

xi (Source)
xp (Sink)
x ∈ Ω \ {xi ∪ xp} (Elsewhere)
,
(2.19)
which mean that oil is never injected and the fluid mixture obtained at the production
well is proportional to the resident fluid at the point. The following initial and boundary
conditions are prescribed.
∀x ∈ Ω : s(x, 0) = s0(x) & c(x, 0) = c0(x), (2.20a)
∀(x, t) ∈ ∂Ω× (0, T ] : ∇s · nˆ = 0, ∇c · nˆ = 0 & vj · nˆ = 0 (j = a, o),
(2.20b)
where nˆ denotes the outward unit normal to ∂Ω. The polymer flooding model given by
eqs. (2.18a)–(2.18c) is completed by constitutive relations for aqueous phase viscosity, rel-
ative permeabilities and capillary pressure. The viscosity model of [70] given by eq. (2.8)
is also adopted in our study. Several models of relative permeability, krj and capillary
pressure are available in the literature (see [74, 75]). For the numerical simulations of
polymer flooding presented in this study, we use the following modified van Genuchten
model proposed by Parker et al. ([76]),
kra(s) = s
1/2
e
(
1− (1− s1/me )m
)2
, (2.21a)
kro(s) = (1− se)1/2
(
1− s1/me
)2m
, (2.21b)
pc(s) =
1
α0
(
s−1/me − 1
)1−m
, (2.21c)
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where se = (s− sra)/(1− sra) is the effective saturation. The values of the parametersm
and α0 in the above model are known to depend on the interfacial tension, σ0 between the
non-wetting and the wetting phases. In our study below we takem = 2/3 and α0 = 0.125
(see [77]). Alternatively Corey-type imbibition relations can also be used (see [78, 74]).
kra =
(
s− sσ0ra
1− sσ0ro − sσ0ra
) 2+3θ
θ
, (2.22a)
kro =
(
1− s− s
σ0
ra
1− sσ0ra − sσ0ro
)2 [
1−
(
s− sσ0ra
1− sσ0ra − sσ0ro
) 2+θ
θ
]
, (2.22b)
pc = pd
(
s− sσ0ra
1− sσ0ro − sσ0ra
)−0.25
, (2.22c)
where θ = 2 has been used in our study. Also, sσ0ra and s
σ0
ro are the residual saturations of
the aqueous phase and the oleic phase respectively when the interfacial tension between
the two phases is given by σ0, which is constant in polymer flooding. Also, pd is the
displacement pressure or entry pressure, defined as ω2 σ0(φ/K)1/2 where ω2 is a propor-
tionality constant and K is the geometric mean of the horizontal permeabilities in the x
and y directions. As discussed later in the context of SP flooding (see eq. (2.29)), the in-
terfacial tension σ which depends on the surfactant concentration may vary and the entry
pressure is used to capture the relationship between the capillary pressure and the interfa-
cial tension. The exponents used in eqs. (2.22a)–(2.22c) are usually determined by fitting
curves to equilibrium experimental data. Numerical simulations of polymer flooding were
also performed using the Corey-type constitutive relations and the results were found to
be qualitatively similar to the results obtained with the van Genuchten model.
2.2 Surfactant-Polymer Flood
SP flooding is the process where the reservoir is flooded with the SP laden aqueous so-
lution to displace the resident oil. This can achieve a higher level of oil recovery than the
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(a) Surfactant molecules arranged on
an interface
adsorbed surfactant monolayer adsorbed polymer
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monomer
polymer micelle 
aggregate
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(b) Dynamics of a surfactant polymer solu-
tion
Figure 2.2: Pictorial representation of the rheology and behavior of surfactant molecules
(a) near an interface and (b) in a solution containing dissolved polymer. (Source of (a):
https://commons.wikimedia.org/wiki/File:Surfactant.jpg, last accessed 07/20/2017 6:00
PM)
polymer flood and become more economical if an appropriate combination of surfactant
and polymer is used. Surfactants have at least one hydrophobic group (non-polar tail) and
one hydrophilic group (polar head) in the same molecule, as shown in Figure 2.2(a). This
dual character allows them to sufficiently lower the interfacial tension and also remark-
ably alter the wetting properties. These factors contribute towards lowering the capillary
pressure barrier and increasing the relative permeability of the rock, thereby improving
oil recovery. However, the dual character of the surfactant molecule also causes the spon-
taneous formation of clusters known as micelles. These micelles may interact with the
polymer chains to form more complicated aggregates. Depending on the pH level of the
system, the polymer can sometimes be lost due to adsorption on the rock surface. More-
over, the thin capillary structure of the rock pores causes the polymer chains to stretch
or coil, thus changing the nature of the SP laden aqueous phase. Some of these effects
are illustrated in Figure 2.2(b). For the purpose of the current work, some simplifying as-
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sumptions have been made that enable us to study the impact of the components (polymer
and surfactant) on the aqueous phase viscosity, relative permeability, interfacial tension
and capillary pressure.
SP flooding is modeled here as an incompressible, immiscible, multicomponent two-
phase flow through porous media. The equation for the conservation of mass of the sur-
factant dissolved in the aqueous phase is given by
φ
∂(Γsa)
∂t
+∇ · (Γva) = Γiqaδ(x− xi) + Γqaδ(x− xp), (x, t) ∈ Ω× (0, T ], (2.23)
where Γ is the concentration of the surfactant in the aqueous phase and Γi is the concen-
tration of the surfactant in the injected fluid.
The following initial and boundary conditions are prescribed.
s(x) = s0(x), c(x) = c0(x), Γ(x) = Γ0(x); x ∈ Ω, t = 0, (2.24a)
∇s · nˆ = 0, ∇c · nˆ = 0, ∇Γ · nˆ = 0 & vj · nˆ = 0; x ∈ ∂Ω, t > 0, (j = a, o),
(2.24b)
where nˆ is a unit vector normal to ∂Ω.
The combination of eqs. (2.1a), (2.1b), (2.2), (2.3a), (2.3b), (2.4) and (2.23) can be
used to describe the SP flooding problem in the phase pressure formulation similar to
eqs. (2.12a)–(2.12c), which is a system of strongly coupled non-linear equations. This
system is also degenerate because only eq. (2.3b) (eq. (2.3a)) will survive at s = 0(1)
where the phase pressure pa(po) has no meaning. For these and many other reasons, math-
ematical and numerical studies of this problem including numerical simulations are very
challenging. In order to avoid this difficulty, we propose a new global pressure formula-
tion for incompressible, immiscible two-phase flows with two dissolved components. For
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purposes below, we define
ηc(s, c,Γ) =
∫ s
sc
∂
∂c
(fo − fa) (ζ, c,Γ)dpc
dζ
(ζ,Γ)dζ
+
∫ Γ
Γc
∂
∂c
(fo − fa) (s, c, ξ)dpc
dξ
(s, ξ)dξ, (2.25a)
ηs(s, c,Γ) =
∫ Γ
Γc
∂
∂s
(fo − fa) (s, c, ξ)dpc
dξ
(s, ξ)dξ, (2.25b)
ηΓ(s, c,Γ) =
∫ s
sc
∂
∂Γ
(fo − fa) (ζ, c,Γ)dpc
dζ
(ζ,Γ)dζ, (2.25c)
where sc is the value of the aqueous phase saturation at which pc(sc,Γ) = 0 and Γc is
the surfactant concentration value defined similarly by pc(s,Γc) = 0. Using the above
relations, we define a function p, called the global pressure, as follows.
p =
(po + pa)
2
+
1
2
∫ s
sc
(fo − fa)(ζ, c,Γ)dpc
dζ
(ζ,Γ)dζ +
1
2
∫ Γ
Γc
(fo − fa)(s, c, ξ)dpc
dξ
(s, ξ)dξ
− 1
2
∫
ηs(s, c,Γ) ds− 1
2
∫
ηc(s, c,Γ) dc− 1
2
∫
ηΓ(s, c,Γ) dΓ + C,
(2.26)
where C is a reference pressure which takes the place of an integration constant in the
calculations. Using the new definition of eq. (2.26) a new global pressure formulation is
obtained for the SP flooding problem in terms of the primary variables (p, s, c,Γ). This
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new system of equations in non-conservative form is given by
−∇ · (K(x)λ(s, c,Γ)∇p) = qa + qo, (2.27a)
φ
∂s
∂t
+
∂fa
∂s
v ·∇s+∇ ·
(
D
∂pc
∂s
∇s
)
= gs − v ·
(
∂fa
∂c
∇c+ ∂fa
∂Γ
∇Γ
)
−∇ ·
(
D
∂pc
∂Γ
∇Γ
)
, (2.27b)
φ
∂c
∂t
+
(
fa
s
v +
D
s
∂pc
∂s
∇s+ D
s
∂pc
∂Γ
∇Γ
)
·∇c = gc, (2.27c)
φ
∂Γ
∂t
+
(
fa
s
v +
D
s
∂pc
∂s
∇s+ D
s
∂pc
∂Γ
∇Γ
)
·∇Γ = gΓ, (2.27d)
whereD(s, c,Γ) = K(x)λo(s,Γ)fa(s, c,Γ) and
(gs, gc, gΓ) =

(
(1− fa)Q, (c
i − c)Q
s
,
(Γi − Γ)Q
s
)
(0, 0, 0)
at x =

xi (Source)
Ω \ {xi} (Elsewhere)
.
In order to solve the system of eqs. (2.27a)–(2.27d), we need the viscosity relations, and
the constitutive relations for the capillary pressure and the relative permeabilities. These
relations are given below.
The aqueous phase viscosity is modeled by a linear function of polymer concentration.
µa = µw(1 + γc). (2.28)
Here µw is the viscosity of pure water and the coefficient γ characterizes the particular
polymer. In the numerical simulations, we study the effect of polymer by varying the
viscosity ratio Mµ, defined as Mµ = µo/µw for waterflooding and Mµ = µo/µa for
polymer flooding, between the values of 1.25 and 10.
Capillary pressure is strongly dependent on the surfactant concentration. It reduces
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steadily with increasing surfactant concentration up to the CMC (Critical Micelle Con-
centration) due to the reduction in interfacial tension (IFT). The relationship of IFT with
surfactant concentration has been extensively studied experimentally and is known to be
inversely proportional (Fig. 2.3). In order to model this complex dependence of capillary
pressure on s as well as on Γ, we adopt the approach (see [79]) that is often followed in
SEAR (Surfactant Enhanced Aquifer Remediation) processes. It is given by the following
empirical relation. (
pb
pc
)ω1
=
(
1− s− s
σ
ra
1− sσra − sσro
)
. (2.29)
In the above, sσra and s
σ
ro are the residual saturations for the aqueous and oleic phases re-
spectively at interfacial tension σ, ω1 is a curve fitting parameter called the pore-size index
and pb is called the entry pressure. The entry pressure changes with the interfacial tension
of the system. This effect is captured using a Leverett function scaling procedure in which
pb = σω2(φ/K)
1/2 where ω2 is a proportionality constant and K is the geometric mean
of the horizontal permeabilities in the x and y directions. Thus pb implicitly captures the
relationship between capillary pressure pc and surfactant concentration Γ via the interfa-
cial tension σ = σ(Γ). Hence the capillary pressure is modeled as a function of porosity,
permeability, the aqueous phase saturation and the surfactant concentration.
From surface chemistry we know that surfactants improve the mobilization of trapped
oil by reducing the interfacial tension forces which in turn leads to the reduction of the
capillary pressure between oil and water. But this also leads to a reduction of the residual
saturations and hence an increase in the relative permeabilities of the two phases. In fact,
for IFT values below 0.1 mN/m (milliNewton per meter) the relative permeabilities of both
the phases increase substantially due to a decrease of the residual saturations of the two
phases with an increase in IFT (captured through the capillary number,Nc). This effect on
the relative permeabilities and the residual saturations can be captured through the relative
30
0 100 200 300 400 500 600 700 800 900 1000
Surfactant concentration
10-2
10-1
100
101
IF
T
Figure 2.3: Oil-water interfacial tension σ as a function of surfactant concentration Γ.
permeability curves. The relative permeability curves are modeled following the approach
of Amaefule and Handy [80] as
kσra =
(
s− sσra
1− sσra
){
2.5sσra
[(
s− sσra
1− sσra
)2
− 1
]
+ 1
}
,
kσro =
(
1− s− s
σ
ra
1− sσra − sσro
){
5sσro
[(
1− s− s
σ
ra
1− sσra − sσro
)
− 1
]
+ 1
}
.
(2.30)
Here kσra and k
σ
ro are the respective relative permeabilities of the aqueous and the oleic
phases at an interfacial tension of σ.
To use the above models for the capillary pressure, eq. (2.29), and the relative permeability,
eq. (2.30), we need to be able to determine the variation in the residual saturations of the
phases with changes in the interfacial tension. For this purpose, we use the empirical
expressions that relate the IFT and the residual saturations using the capillary number (see
31
[80]) given as follows
sσro =

sσ0ro Nc < Nco
sσ0ro
(
Nco
Nc
)0.5213
Nc ≥ Nco
,
sσra =

sσ0ra Nc < Nca
sσ0ra
(
Nca
Nc
)0.1534
Nc ≥ Nca
.
(2.31)
Here the exponents are obtained through curve fitting on experimental data. Nc =
µ|v|
σ
is the capillary number calculated from the displacing fluid viscosity µ, Darcy velocity v
and interfacial tension, σ. The oleic and the aqueous phase capillary numbers at interfacial
tension, σ0, are Nco and Nca respectively. Also, sσ0ra and s
σ0
ro are the residual saturations
of the aqueous and oleic phases respectively at interfacial tension σ0. Finally, to complete
the model we use the following empirical relationship between the surfactant concentra-
tion and the interfacial tension that closely resembles the behavior observed in laboratory
experiments (see [81]),
σ =
10.001
Γ + 1
− 0.001. (2.32)
The flow and transport equations given by eqs. (2.27a)–(2.27d) combined with the consti-
tutive relations given by eqs. (2.28)–(2.32) form a complete mathematical model for the
SP flooding.
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3. NUMERICAL METHODS AND CONVERGENCE ANALYSIS∗
In this chapter we introduce the hybrid numerical method and analyze the conver-
gence behavior. In section 3.1 we present the hybrid numerical method by considering the
system of equations describing the two-component two-phase flow (SP flooding) prob-
lem given by eqs. (2.27a)–(2.27d) as the model problem. The model is composed of an
elliptic pressure equation and a system of three transport equations. The numerical pro-
cedure for solving the elliptic pressure equation of the two-component flow (SP flooding)
problem (see eq. (2.27a)) is identical to that of the one-component two-phase flow (poly-
mer flooding) problem (see eq. (2.12c)). However, the system of transport equations vary
for these two flow problems. At the end of section 3.1, we also present the analogous
discretized formulation for the system of transport equations of the one-component flow
(polymer flooding) problem, given by eqs. (2.12a) and (2.12b). In section 3.3 we discuss
the convergence behavior of the method and present error estimates. For the analysis, we
consider a reduced system of equations representing the one-component two-phase flow
problem (polymer flooding) in a single spatial dimension. Possible extensions of the anal-
ysis both to a two-dimensional flow system and also to a two-component two-phase flow
(SP floooding) system are also discussed.
3.1 Numerical Method
The governing eqs. (2.27a)–(2.27d) form a coupled system of nonlinear partial differ-
ential equations. The total mobility λ(s, c,Γ) appearing in the pressure eq. (2.27a) depends
on the solution of the transport equations. Also, the transport eqs. (2.27b)–(2.27d) depend
on the total velocity v, thus introducing a coupling with the elliptic pressure equation. Ad-
∗Part of this chapter is reprinted from Journal of Computational Physics, 335, Prabir Daripa and Sourav 
Dutta, “Modeling and simulation of surfactant-polymer flooding using a new hybrid method”, 249-282, doi: 
10.1016/j.jcp.2017.01.038, Copyright (2017) with permission from Elsevier.
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ditionally, since the phase mobilities λa and λo (and so the fractional flow functions fa and
fo) are nonlinear functions of the water saturation s and the species concentrations c and Γ,
the equations are nonlinear. For each time step, this coupled system of equations is solved
using the following sequential procedure. First, the initial values of s, c and Γ are used as
input for solving the elliptic eq. (2.27a) for the global pressure p and the total velocity v
using a discontinuous finite element formulation which is described in section 3.1.2. Next,
v is used as an input in the transport eqs. (2.27b)–(2.27d) to advance the current values of
triplet (s, c,Γ) to the next time level by solving these equations using a combination of the
MMOC and an implicit-time finite difference scheme. This sequential time-stepping pro-
cess repeats until a suitable stopping criterion is reached. The numerical treatment of the
nonlinearity has been discussed in section 3.1.3 on the finite difference numerical scheme.
Below, section 3.1.1 describes two different computational grids that are used for solv-
ing the system of equations. The transport equations are solved on a uniform Cartesian
grid that is referred to as the FD (finite difference) grid. The pressure equation is solved us-
ing a non-traditional discontinuous finite element formulation on a fixed mesh, composed
of triangular elements, that is referred to as the FE (finite element) grid. Section 3.1.2 de-
scribes the finite element formulation in detail. The MMOC based finite difference method
used for the transport equations is presented in section 3.1.3. Finally, the algorithm, the
pseudocode, and the flowchart of the method are presented in section 3.2.
3.1.1 Computational grid
The numerical simulations have been performed in two types of domains: quarter five-
spot and rectilinear. The quarter five-spot domain Ω = [0, 1]2 has an injection well at
(0, 0), a production well at (1, 1) and no flow conditions on the rest of the boundary, as
shown in Figure 3.1(a). The rectilinear flow domain Ω = [0, 1]2 has a line source at x = 0
and a line sink at x = 1. No flow conditions are specified on the remaining top and bottom
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horizontal boundaries, as shown in Figure 3.1(b).
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Figure 3.1: Schematic of two different types of simulation domains where Q is the injec-
tion/production rate
The FD grid used to solve the system of coupled transport eqs. (2.27b)–(2.27d) is con-
structed by partitioning the domain Ω into uniform rectangular cells. For positive integers
I, J ∈ Z +, set ∆x = (xmax − xmin)/I = 1/I and ∆y = (ymax − ymin)/J = 1/J . A
uniform Cartesian grid (xi, yj) = (i∆x, j∆y) is defined for i = 0, . . . , I and j = 0, . . . , J
where x = (xi, yj) is called a grid point. For any point with i = 0, I or j = 0, J , it is
called a boundary point, otherwise it is called an interior point. The grid size is defined as
h = max(∆x,∆y) > 0, see Figure 3.2(a). In our numerical simulations we have assumed
∆x = ∆y = h.
The FE grid used to solve the elliptic flow eq. (2.27a) for the global pressure, is con-
structed by introducing triangulations within the FD grid. This means every rectangular
region [xi, xi+1]× [yj, yj+1] is divided into two right triangular regions: one is bounded by
x = xi, y = yj and y =
yj+1−yj
xi−xi+1 (x−xi+1)+yj , the other is bounded by x = xi+1, y = yj+1
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(a) Uniform FD grid for the transport equa-
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Figure 3.2: Discretization of the computational domain for (a) the Transport Equations
and (b) the Pressure Equation.
and y = yj+1−yj
xi−xi+1 (x−xi+1)+yj . Union of all those triangular regions gives a uniform trian-
gulation, Lh = {κ|κ is a triangular element}, see Figure 3.2(b). Alternatively, by choos-
ing the hypotenuse to be y = yj+1−yj
xi+1−xi (x− xi) + yj we get a different but computationally
equivalent uniform triangulation from the same Cartesian grid.
3.1.2 Pressure equation
The elliptic problem for the global pressure is given by
−∇ · (K(x)λ(s, c,Γ)∇p) = q˜, x ∈ Ω\Σ, (3.1a)
(K(x)λ(s, c,Γ)∇p) · nˆ = 0, x ∈ ∂Ω, (3.1b)
where q˜ = qa + qo and Σ denotes the union of the interfaces that separate Ω into several
subdomains. These interfaces are a macroscopic averaged picture. Also, at any arbitrary
time during the flooding process, there might be many such interfaces in the domain gen-
erated dynamically due to the flow and hence there can be several subdomains created
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inside Ω. However, for simplicity of exposition, we have taken only two subdomains, Ω+
and Ω− separated by an interface Ω which also happens to be the initial configuration of
the domain for most of our injection policies in this paper as we will see later.
The above problem is solved using a discontinuous finite element formulation (see
[82]) with a uniform triangulated non-body-fitted grid, which is second order accurate in
the L∞ norm for matrix coefficient elliptic equations with discontinuities across interfaces.
We prescribe the following kinematic condition at the interface Σ
[K(x)λ(s, c,Γ)∇p · nˆ]Σ = 0, (3.2)
where nˆ is the outward unit normal which points from Ω− to Ω+. We assume the boundary
∂Ω and the interface Σ to be Lipschitz continuous. Hence a unit normal vector, nˆ can be
defined a.e. on Σ. We generalize the weak formulation for the elliptic equation in the usual
Sobolev space H1(Ω) with ψ ∈ H1(Ω) as
∫
Ω+
Kλ∇p∇ψ +
∫
Ω−
Kλ∇p∇ψ −
∫
∂Ω
Kλψ∇p.nˆ =
∫
Ω
q˜ψ. (3.3)
The coefficient of the capillary dissipation term in the water saturation equation, given
by Kλofa ∂pc∂s , vanishes at extreme values of the water saturation s = sra and s = 1 − sro
because fa(s = sra) = 0 and λo(s = 1 − sro) = 0. This makes it a degenerate diffusion
term and the corresponding transport equation becomes nonlinear hyperbolic in nature.
This nonlinear hyperbolic equation can develop shocks in finite time in the solution. Also,
the initial saturation profile s(x, 0) = s0(x) has a discontinuity. For these reasons, the
coefficient Kλ(s, c,Γ) of the elliptic global pressure equation may become discontinu-
ous across the discontinuity in the initial saturation profile and also across the shocks that
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may develop. The discontinuous finite element formulation has been adopted as it can effi-
ciently resolve such discontinuities in the elliptic coefficient by incorporating it in the basis
functions and redefining the weak formulation. In the region where the coefficient has no
discontinuity or when the dissipation introduced by the capillary pressure term smoothens
out the the initial discontinuity in the water saturation, the basis functions automatically
reduce to the linear basis functions of a traditional finite element formulation. Additionally
due to the nonlinearity of the system and the heterogeneous permeability, if discontinuities
were to arise in the solution over time then the non-traditional finite element formulation is
capable of treating them efficiently. Moreover, this formulation uses a fixed finite element
mesh, thus avoiding the expensive computation of generating a mesh every time step as
would be necessary for a traditional finite element method that uses a body-fitted grid. The
method ensures that the resulting linear system is positive definite and it achieves second
order accuracy in the L∞ norm.
In the numerical results presented in this paper, the degeneracy in the capillary dissipa-
tion term has been avoided because of the restriction 0 < sra < s < 1− sro < 1. This is a
realistic physical assumption which means that the initial water saturation in the reservoir
(connate water saturation) is not as low as the residual water saturation and during the
displacement process the oil saturation does not get reduced to the residual oil saturation
in finite time.
The finite element method will be explained in detail below. The elements, κ of tri-
angulation, Lh, introduced in section 3.1.1 are classified into regular cells and interface
cells. We call κ a regular cell if its vertices are in the same subdomain and an interface
cell when its vertices belong to different subdomains. For an interface cell, κ = κ+ ∪ κ−
where κ+ and κ− are separated by a line segment Σhk , obtained by joining the two points
where the interface Σ intersects the sides or the vertices of that interface cell. A set of grid
functions, H1,h = {ωh |ωh = ωi,j ; 0 ≤ i ≤ I, 0 ≤ j ≤ J} are defined on the grid points
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of the mesh Lh. An extension operator Uh : H1,h → H1(κ) is constructed as follows. For
any φh ∈ H1,h, Uh(φh) is a piecewise linear function and matches φh on the grid points.
In a regular cell, it is a linear function that interpolates the values of φh at the grid points.
In an interface cell, it consists of two pieces of linear functions, one each defined on κ+
and κ−. The location of the discontinuity of the extended function Uh(φh) in an interface
cell is on the line segment Σhk . Hence an interface jump condition on the pressure, p, if
there is one, can be imposed on the two end points of this line segment at {∂κ} ∩ {Σhk}
while the interface jump condition, eq. (3.2), is imposed at the middle point of Σhk . The
construction of such extension operators and proof of their uniqueness can be found in the
literature [82, 83, 84].
p1
(xi, yj)
p2
(xi +∆x, yj)
p3
(xi, yj +∆y)
Figure 3.3: Regular cell
For every φh ∈ H1,h, we can define a unique extension Uh(φh) from knowing the position
of the interface Σ. For a regular cell, as in Figure 3.3 we construct Uh(φh) as
Uh(φh) = φ(p1) +
φ(p2)− φ(p1)
∆x
(x− xi) + φ(p3)− φ(p1)
∆y
(y − yj). (3.4)
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(a) Formulation for κ+
pG1
(xi, yj)
p2
(xi +∆x, yj)
p3
(xi, yj +∆y)
p4
(xi + dx, yj)
p5 (xi, yj + dy)
dx
dy
κ
+
κ
−p6
(b) Ghost point formulation for κ−
Figure 3.4: Case 1 - the interface cutting through two legs
For an interface cell, κ there are two cases. Case 1 is when the interface cuts through
two legs of κ (as in Figure 3.4), and Case 2 is when the interface cuts through one leg and
the hypotenuse of κ (as in Figure 3.5). As an example, we construct the extension function
for Case 1 and the construction for Case 2 follows similarly. Then for Case 1,
Uh(φh) =

φ(p1) + φ
+
x (x− xi) + φ+y (y − yj) for (x, y) ∈ κ+,
φ(p2) + φ
−
x (x− xi −∆x) + φ−y (y − yj) for (x, y) ∈ κ−,
(3.5)
where for (x, y) ∈ κ+ (as in Figure 3.4(a)),
φ+x =
φ(p4)− φ(p1)
dx
& φ+y =
φ(p5)− φ(p1)
dy
, (3.6)
and for (x, y) ∈ κ− (as in Figure 3.4(b)),
φ−x =
φ(p2)− φ(p4)
∆x− dx & φ
−
y =
φ(p3)− φ(p5)
∆y − dy . (3.7)
For κ− (as in Figure 3.4(b)) above, it is assumed that the extensions of p3p5 and p2p4
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intersect at a ghost point, pG1 and hence
φ(pG1 )− φ(p4)
dx
=
φ(p4)− φ(p2)
∆x− dx &
φ(pG1 )− φ(p5)
dy
=
φ(pG1 )− φ(p3)
∆y
. (3.8)
p1 p2
p3
(xi, yj) (xi +∆x, yj)
(xi, yj +∆y)
p4
(xi +∆x− dx, yj)
p5 (xi +∆x−
∆x
∆y
dy, yj + dy)
dx
dy
κ
−
κ
+
p6
Figure 3.5: Case 2 - the interface cutting through one leg and the hypotenuse
We note that φ+x and φ
−
x are linear functions of φ(p1), φ(p2), φ(p3) and φ(p4) from eq. (3.6)
and eq. (3.7). We rewrite eq. (3.8) as
φ(p5) = φ(p
G
1 )−
dy
∆y
(
φ(pG1 )− φ(p3)
)
, (3.9)
φ(pG1 ) = φ(p4) +
dx
∆x− dx (φ(p4)− φ(p2)) . (3.10)
Using eq. (3.9) and eq. (3.10) in eq. (3.6) and eq. (3.7), φ+y and φ
−
y respectively can be
obtained as linear functions of φ(p1), φ(p2), φ(p3) and φ(p4). The kinematic condition,
eq. (3.2), is imposed as given below,
0 = K+λ+∇φ+ · nˆ−K−λ−∇φ− · nˆ. (3.11)
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Given nˆ = (n1, n2) =
(
−dy√
dx2+dy2
, −dx√
dx2+dy2
)
and the permeability K =
(
k 0
0 k
)
for an
isotropic porous medium, eq. (3.11) reduces to
k+λ+φ+x n1 + k
+λ+φ+y n2 = k
−λ−φ−x n1 + k
−λ−φ−y n2. (3.12)
Using eq. (3.12), φ(p4) is eliminated so that, φ+x , φ
+
y , φ
−
x and φ
−
y are obtained uniquely as
linear combinations of φ(p1), φ(p2) and φ(p3) in such a way that the coefficients are finite
and independent of φh. Thus the extension operator Uh, given by eq. (3.5), for Case 1 of
an interface cell becomes well defined as in the case of a regular cell given by eq. (3.4).
Similarly, Uh(φh) can be defined for Case 2 of an interface cell (Figure 3.5) with finite and
well defined coefficients in the following way,
Uh(φh) =

φ(p2) + φ
+
x (x− xi −∆x) + φ+y (y − yj) for (x, y) ∈ κ+,
φ(p1) + φ
−
x (x− xi) + φ(p3)−φ(p1)∆y (y − yj) for (x, y) ∈ κ−,
(3.13)
where
φ+x =
φ(p2)− φ(p4)
dx
& φ+y =
φ(p5)− φ(p2)
dy
+
φ(p2)− φ(p4)
dx
∆x
∆y
, (3.14)
φ−x =
φ(p4)− φ(p1)
∆x− dx . (3.15)
Using the extension functions as defined above, the weak formulation eq. (3.3) reduces
to finding a discrete function φh ∈ H1,h such that it satisfies eq. (3.1b) on the boundary
points and so that for all ψh ∈ H1,h,
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∑
K∈Lh
 ∫
K+
Kλ∇Uh(φh)∇Uh(ψh) +
∫
K−
Kλ∇Uh(φh)∇Uh(ψh)
−
∫
∂K
Kλ Uh(ψh)∇Uh(φh) · nˆ
 = ∑
K∈Lh
 ∫
K+
q˜ Uh(ψh) +
∫
K−
q˜ Uh(ψh)
 .
(3.16)
It can be shown that ifK(x) is positive definite, then the matrix obtained for the linear
system of the discretized weak form, eq. (3.16), is also positive definite and is therefore
invertible.
3.1.3 Transport equations
As mentioned earlier, the transport eqs. (2.27b)–(2.27d), are solved using the MMOC.
In convection dominated diffusion problems like these, for any reasonable fluid injection
rate and capillary dissipation strength, the flow is essentially along the characteristics.
The principal gain from using the MMOC procedure to solve these problems is in the
time truncation, as the solution changes much less rapidly in the characteristic τ direction
than in the t direction. Larger time steps can be used in these methods, thus improving
the efficiency without adversely affecting the accuracy. Additionally there is no stability
limitation on the size of ∆t if an implicit time marching scheme is adopted as implicit
matrix solvers are usually much less sensitive to numerical instability. Next, we present
the procedure of MMOC.
The transport term, φst + ∂fa∂s v ·∇s in eq. (2.27b) is replaced by a derivative along its
characteristic direction in the following way
∂
∂τs
=
1
ψs
(
φ
∂
∂t
+
∂fa
∂s
v ·∇
)
, (3.17)
where τs is used to parametrize the characteristics. Here ψs is a suitable normalization that
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simplifies the numerical discretization of the characteristic derivative and is defined by
ψs =
[
φ2 +
(
∂fa
∂s
)2
|v|2
]1/2
. (3.18)
Then eq. (2.27b) is equivalently written in the form
ψs
∂s
∂τs
+∇ · (D∂pc
∂s
∇s) = g˜s − ∂fa
∂c
v ·∇c− ∂fa
∂Γ
v ·∇Γ−∇ ·
(
D
∂pc
∂Γ
∇Γ
)
,
(3.19)
where g˜s = (1− fa)Qδ(x− xi) is the point source term.
t
x
x¯ij xij
tn+1
tn
Figure 3.6: Discrete approximation of the characteristic curve from x¯ij to xij in 1D
For numerical computation, we use the spatial grid described in section 3.1.1 and the
time interval [0, T ] is uniformly divided into N subintervals of length ∆t, such that tn =
n∆t and T = N∆t. Then we denote the grid values of the variables by wnij = w(xij, t
n)
where xij = x(ih, jh). Consider that the solution is known at some time tn and the
solution at a subsequent time tn+1 needs to be computed. Then starting from any point
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(xij, t
n+1) we trace backward along the characteristics to a point (x¯ij, tn) where the solu-
tion is already known.
Let the characteristics which originate from the point x¯ij at time tn reach the point xij
at time tn+1 (see Figure 3.6). From the equation of the characteristic curves given by
dx
dτs
=
1
φ
∂fa
∂s
v,
we can use numerical discretization to obtain an approximate value of x¯ij in the following
way
x¯ij = xij − ∂fa
∂s
(snij, c
n
ij,Γ
n
ij)v
n
ij∆t/φ. (3.20)
Using eq. (3.20), the derivative in the characteristic direction, defined by eq. (3.17), is
approximated by
ψs
∂s
∂τs
≈ ψs s(xij, t
n+1)− s(x¯ij, tn)[|xij − x¯ij|2 + (∆t)2]1/2 = φ
sn+1ij − s¯nij
∆t
, (3.21)
where s(x¯, tn) is evaluated via bilinear interpolation of the approximate solution values at
the nearby grid points, at time level tn = n∆t. Note that in eq. (3.20), ∂fa
∂s
(s, c,Γ)v is
evaluated approximately as
(
∂fa
∂s
v
)n
which is essentially a linearization step that freezes
the nonlinear coefficient at the previous time step. In order to find a more accurate approx-
imation of the characteristic curve passing through (xij, tn+1), the following predictor-
corrector formulation can also be adopted.
x¯ij = xij − ∂fa
∂s
(
s
(
xij − ∂fa
∂s
(snij, c
n
ij,Γ
n
ij)v˜
n
ij∆t/φ
)
, cnij,Γ
n
ij
)
v˜nij∆t/φ,
v˜nij = 2v
n
ij − vn−1ij .
(3.22)
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It has been shown that no essential improvement in accuracy can be expected over this
alternative evaluation of s(x¯, tn) even if the position x¯ij and the function s(x¯ij, tn) are
iterated to convergence (see [68]). In our simulations, both the formulations given by
eq. (3.20) and eq. (3.22) have been used interchangeably depending on whether accuracy
or speed of computation is desirable. Equation (3.21) leads to the following implicit-time
finite difference formulation for the water transport equation given by eq. (3.19)
φ
sn+1ij − s¯nij
∆t
+∇h(D¯∇hs)n+1ij = (g˜s)nij −
(
∂fa
∂c
)n
ij
(
vnij ·∇hcnij
)
−
(
∂fa
∂Γ
)n
ij
(
vnij ·∇hΓnij
)−∇h(D¯nij∇hΓnij), (3.23)
where
s¯nij = s(x¯ij, t
n) & D¯nij =D(s¯
n
ij, c
n
ij), (3.24)
∇h(D¯∇hs)n+1ij = D¯i+1/2,j
sn+1i+1,j − sn+1i,j
∆x2
− D¯i−1/2,j
sn+1i,j − sn+1i−1,j
∆x2
+ D¯i,j+1/2
sn+1i,j+1 − sn+1i,j
∆y2
− D¯i,j−1/2
sn+1i,j − sn+1i,j−1
∆y2
, (3.25)
D¯i±1/2,j =
D(s¯ni±1,j, c
n
i±1,j) +D(s¯
n
i,j, c
n
i,j)
2
(3.26)
D¯i,j±1/2 =
D(s¯ni,j±1, c
n
i,j±1) +D(s¯
n
i,j, c
n
i,j)
2
. (3.27)
In eqs. (3.24) and (3.25), the nonlinearity in the coefficient of the capillary term is ap-
proximated in a quasilinear manner by evaluating the coefficient at the previous time step.
This is a standard approximation procedure that is usually adopted in many Eulerian-
Lagrangian methods (see [85]).
A similar procedure is followed for discretizing the transport equations for polymer
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and surfactant, given by eqs. (2.27c) and (2.27d). Let us define the following
b =
f
s
v +
D
s
∂pc
∂s
∇s+ D
s
∂pc
∂Γ
∇Γ, ψ = (φ2 + |b|2)1/2 . (3.28)
Also let the characteristic parameters, τc and τΓ respectively, be associated with the advec-
tion terms φct + b ·∇c and φΓt + b ·∇Γ. Even though we use different notations, the
characteristic derivatives for both the parameters are defined by,
∂
∂τc
=
∂
∂τΓ
=
φ
ψ
∂
∂t
+
1
ψ
b ·∇. (3.29)
Then using eqs. (3.28) and (3.29), the polymer and surfactant transport eqs. (2.27c) and (2.27d)
are rewritten as
ψ
∂c
∂τc
+ cg˜ = g˜c, ψ
∂Γ
∂τΓ
+ Γg˜ = g˜Γ, (3.30)
where g˜c = c
iQ
s
δ(x − xi), g˜Γ = ΓiQs δ(x − xi) and g˜ = Qs δ(x − xi) are the source terms.
All of these lead to the following system of implicit-time finite difference formulations for
the SP flooding transport eqs. (2.27b)–(2.27d)
φ
sn+1ij − s¯nij
∆t
+∇h(D¯nij∇hsn+1ij ) = (g˜s)nij −
(
∂fa
∂c
)n
ij
(
vnij ·∇hcnij
)
−
(
∂fa
∂Γ
)n
ij
(
vnij ·∇hΓnij
)−∇h(D¯nij∇hΓnij), (3.31a)
φ
cn+1ij − c¯nij
∆t
+ (g˜)nij c
n+1
ij = (g˜c)
n
ij, (3.31b)
φ
Γn+1ij − Γ¯nij
∆t
+ (g˜)nij Γ
n+1
ij = (g˜Γ)
n
ij. (3.31c)
Equations (3.31a)–(3.31c) give the MMOC based finite difference approximation of the
transport system for the two-component two-phase flow problem given by eqs. (2.27b)–
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(2.27d).
The MMOC procedure for solving the system of transport equations for the polymer
flooding problem given by eqs. (2.18a) and (2.18b) is essentially the same. The advec-
tion terms in both the transport equations are replaced by the respective derivatives in the
characteristic directions in the following way,
ψs
∂
∂τs
= φ
∂
∂t
+
∂f
∂s
v ·∇, (3.32a)
ψc
∂
∂τs
= φ
∂
∂t
+
f
s
v ·∇+ Dp
s
∇s ·∇, (3.32b)
whereDp = K(x)λo(s)f(s, c)dpcd s and
ψs =
[
φ2 +
(
∂f
∂s
)2
|v|2
]2
, (3.33a)
ψc =
[
φ2 +
(
f
s
)2
|v|2 +
(
Dp
s
)2
|∇s|2
]1/2
. (3.33b)
The above definitions are used to rewrite the transport eqs. (2.18a) and (2.18b) as
ψs
∂s
∂τs
+∇ · (Dp∇s) = G˜s − ∂f
∂c
v ·∇c, (3.34a)
ψc
∂c
∂τc
+ cG˜ = G˜c. (3.34b)
Here G˜s = (1 − fa)Qδ(x − xi), G˜ = Qs δ(x − xi) and G˜c = c
iQ
s
δ(x − xi). As shown
before, by replacing the characteristic derivatives in eqs. (3.34a) and (3.34b) with their fi-
nite difference approximations and discretizing the remaining terms we obtain the follow-
ing implicit-time finite difference formulation for polymer flooding transport eqs. (3.34a)
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and (3.34b)
φ
sn+1ij − s¯nij
∆t
+∇h(D¯p∇hs)n+1ij = (G˜s)ij −
(
∂f
∂c
)n
ij
(
vnij ·∇hcnij
)
, (3.35a)
φ
cn+1ij − c¯nij
∆t
+ (G˜)nijc
n+1
ij = (G˜c)
n
ij. (3.35b)
Here, s¯nij = c(x¯
s
ij, t
n) and c¯nij = c(x¯
c
ij, t
n) are computed using approximate values of x¯sij
and x¯cij respectively, given by
x¯sij = x
s
ij −
∂f
∂s
(snij, c
n
ij)v
n
ij ∆t/φ,
x¯cij = x
c
ij −
((
f
s
)
(snij, c
n
ij)v +
(
Dp
s
)
(s¯nij, c
n
ij)∇s
)
∆t/φ,
where, the superscripts ‘s’ and ‘c’ are used to denote the characteristic curves associated
with the water transport eq. (3.34a) and the polymer transport eq. (3.34b) respectively.
Also, as before, (x¯sij, t
n) and (xsij, t
n+1) lie on the same characteristic curve of the water
transport equation while (x¯cij, t
n) and (xcij, t
n+1) lie on the same characteristic curve of the
polymer transport equation. Also,
D¯p
n
(ij) =Dp(s¯
n
ij, c
n
ij),
∇h(D¯p∇hs)n+1ij = D¯p(i+1/2,j)
sn+1i+1,j − sn+1i,j
∆x2
− D¯p(i−1/2,j)
sn+1i,j − sn+1i−1,j
∆x2
+ D¯p(i,j+1/2)
sn+1i,j+1 − sn+1i,j
∆y2
− D¯p(i,j−1/2)
sn+1i,j − sn+1i,j−1
∆y2
,
D¯p(i±1/2,j) =
Dp(s¯
n
i±1,j, c
n
i±1,j) +Dp(s¯
n
i,j, c
n
i,j)
2
,
D¯p(i,j±1/2) =
Dp(s¯
n
i,j±1, c
n
i,j±1) +Dp(s¯
n
i,j, c
n
i,j)
2
.
Hence eqs. (3.35a) and (3.35b) give the MMOC based finite difference approximation
of the transport system for the one-component two-phase flow (polymer flooding) problem
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given by eqs. (2.18a) and (2.18b).
3.2 Algorithm
Here we outline the algorithm for the SP flood simulation. The algorithm for the
polymer flood is essentially a special case of the same. The step-by-step algorithm is
given as follows:
1. Define the Cartesian grid in the domain using equal, uniform grid sizes in both the
axes. Generate the finite element mesh.
2. Generate a heterogeneity field on this grid.
3. Choose an initial interface separating the injected fluid from the resident fluid.
4. Set the model parameters: µo, µw, sσ0ro , s
σ0
ra .
5. Initialize the state variables s, c and Γ as
(s, c,Γ)(x, 0) =

(1− sσ0ro , c0,Γ0) x ∈ Ω+
(sσ00 , 0, 0) x ∈ Ω−
, .
6. Calculate σ(sn,Γn), µa(cn), sra(sn,Γn), sro(sn,Γn), λa(sn, cn,Γn), λo(sn,Γn), λ(sn, cn,Γn)
using sn, cn, Γn which are values of s, c and Γ respectively at the nth time level.
7. Solve the global pressure equation to get pn and subsequently compute vn.
8. Use vn, sn, cn, Γn and the quantities calculated in Step 6, to solve for sn+1, cn+1
and Γn+1, thus completing a full time step.
9. If breakthrough is achieved: then stop; else update n = n+ 1 and repeat from Step
6.
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In order to speed up computation, sometimes a few iterations of Steps 6 and 8 are done
before updating the pressure in Step 7. The pseudocode (see Algorithm 1) and flow-chart
(see Figure 3.7) for the procedure are given below.
Algorithm 1: SP flooding simulation
/* Set up Cartesian grid, FE Mesh, permeability field and
model parameters */
1 Set i, j = 0, . . . ,M ; xij =
(
i
M
,
j
M
)
; /* (M ×M is the grid size) */
2 Set Σ = Initial interface; /* Σ = ∂Ω+ ∩ ∂Ω− */
3 SetK(x) = chosen permeability field data;
4 Set µo, µw, sσ0ro , s
σ0
ra , s
σ0
0 , q˜ = values from Table 4.6;
/* Initialization */
5 Set t = 0; ∆t =
1
N
; Tstop = 100N∆t; /* N chosen for accuracy */
6 for i = 0, . . . , M do
7 for j = 0, . . . , M do
8 Set (s, c, Γ)(xij, 0) =
{
(1− sσ0ro , c0,Γ0) xij ∈ Ω+
(sσ00 , 0, 0) xij ∈ Ω−
;
9 end
10 end
/* Computation loop */
11 while (s(xM,M , t) ≤ 1− sσ00 and t < Tstop) do
12 Compute {σ, µa, sra, sro, λa, λo, λ, pc} using (sn, cn,Γn,vn−1);
13 Solve global pressure equation for pn,vn;
14 Recompute {sra, sro, λa, λo, λ} using (sn, cn,Γn,vn);
15 Solve transport equations for sn+1, cn+1 and Γn+1;
16 Set t = t+∆t;
17 end
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Figure 3.7: Flow-chart for SP flooding simulation
3.3 Convergence Study and Error Analysis
In this section, we present a convergence analysis of the hybrid numerical method
introduced in section 3.1 for solving the flow and transport equations governing multi-
component, two-phase porous media flows. The hybrid method consists of a discontinuos
finite element method and a time implicit finite difference method based on the MMOC.
We study the convergence behavior of the MMOC procedure to solve the system of trans-
port equations. For the complete analysis of the flow and transport system, we assume
an optimal order estimate for the L∞ norm of the pressure gradient obtained from the
discontinuous finite element method and obtain L2 error estimates for the individual vari-
ables of the multicomponent transport system. The basic analysis has been performed on
a one-component two-phase flow model that represents polymer flooding in one spatial
dimension. We present the details below.
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Let sni = s(xi, t
n) be the grid values of the actual solution of the saturation equation
(2.18a) and wni = w(xi, t
n) be the grid values of the numerical solution obtained from
eq. (3.35a) where xi = ih and tn = n∆t. Similarly, let pni and r
n
i be the grid values of the
actual and the numerical solutions respectively obtained from eq. (2.18c) and eq. (3.16).
Also, let cni andm
n
i be the grid values of the actual and the numerical solutions respectively
of eq. (2.18b) and eq. (3.35b). Finally, let vni and z
n
i be the grid values of the actual and the
numerical solutions respectively of the total velocity given by v = −Kλ∇p. The errors
in the numerical approximation are defined as follows.
ζni = s
n
i − wni , pini = pni − rni , & θni = cni −mni .
We define the following discrete norms for any u ∈ W l,p(Ω), v ∈ L2(Ω) and w ∈ L∞(Ω)
where Ω = [0, 1]2.
‖u‖l,p =
(
l∑
k=0
(∑
i
h
∣∣∣∣dkuidxk
∣∣∣∣p)
)1/p
, |u|l,p =
(∑
i
h
∣∣∣∣dluidxl
∣∣∣∣p
)1/p
‖v‖ =
(∑
i
h|vi|2
)1/2
, ‖w‖∞ = maxi |wi|
In particular, ‖.‖ and 〈.〉 denote the discrete L2 norm and the associated inner product
respectively. With slight abuse of notation we use D instead of Dp and recall the one-
component two-phase flow model below
φ
∂s
∂t
+
∂f
∂s
v ·∇s+∇ · (D∇s) = G˜s − ∂f
∂c
v ·∇c, (3.36a)
φ
∂c
∂t
+
(
f
s
v+
D
s
∇s
)
·∇c+ cG˜ = G˜c, (3.36b)
whereD(s, c) = K(x)λo(s)f(s, c)
dpc(s)
ds
, G˜s = (1− f)Qδ(x− xi), G˜ = Qs δ(x− xi) and
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G˜c =
ciQ
s
δ(x − xi). For the analysis, we consider the corresponding system of equations
(see eqs. (3.36a) and (3.36b) above) in one spatial dimension as given by
φ
∂s
∂t
+ b
∂s
∂x
+
∂
∂x
(
D
∂s
∂x
)
= F, s(x, 0) = s0(x); x ∈ Ω \ ∂Ω (3.37a)
φ
∂c
∂t
+ a
∂c
∂x
+Gc = H, c(x, 0) = c0(x); x ∈ Ω \ ∂Ω (3.37b)
where b(s, c) = ∂f
∂s
v, a(s, c) = (f
s
v+ D
s
∂s
∂x
), F = G˜s− v ∂f∂c ∂c∂x , G = G˜ andH = G˜c. Then
the characteristic finite difference approximation of Eq. (3.37a) and Eq. (3.37b) are given
by
φi
wni − w¯n−1i
∆t
+ δx(D¯δxw
n)i = F
n
i w
0
i = s0(xi), (3.38)
φi
mni − m¯n−1i
∆t
+Gnim
n
i = H
n
i m
0
i = c0(xi), (3.39)
where w¯n−1i = w(x˜
s
i , t
n−1), x˜si = xi − b(wn−1i ,mn−1i )∆t/φi, (3.40)
and m¯n−1i = m(x˜
c
i , t
n−1), x˜ci = xi − a(wni ,mn−1i )∆t/φi. (3.41)
From Eq. (3.37a) and Eq. (3.38) we have the following
ψs
∂s
∂τ
+
∂
∂x
(
D
∂s
∂x
)
= F (sn, cn), s(x, 0) = s0(x), (3.42a)
φi
wni − w¯n−1i
∆t
+ δx(D¯δxw
n)i = F (w
n
i ,m
n
i ) w
0
i = s0(xi). (3.42b)
In the following analysisM , M˜ , Mˆ ,Mk(k ∈ Z+) andC are generic constants independent
of the time step and space discretizations ∆t and h respectively. We will also assume the
following bounds on the porosity, φ∗ ≤ φ(x) ≤ φ∗. For the rest of the analysis of the water
saturation equation (3.42b), with slight abuse of notation, we will write x˜ni and x¯
n
i to mean
x˜s,ni and x¯
s,n
i respectively. In the next two lemmas we estimate the errors introduced by
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approximating the derivative in the characteristic direction and the second order derivative
term in eq. (3.42a) with their finite difference discretizations given in eq. (3.42b).
Lemma 3.3.1 The error in approximating the characteristic derivative in eq. (3.42a) is
given by
ψs,i
(
∂s
∂τ
)n
i
− φi s
n
i − s¯n−1i
∆t
= O
(∣∣∣∣∂2s∗∂τ 2
∣∣∣∣∆τ) ,
where s¯n−1i = s(x¯i, t
n−1) with x¯i = xi − b(sni , cni )∆t/φi.
Proof. Let p1 = (x, tn) be a point on the grid (see Figure 3.6) and the characteristic
that passes through this point intersects the previous time level at p2 = (x¯, tn−1) where
x¯ = x − b(s, c)/φ(x)∆t and let ∆τ = [(x− x¯)2 + (tn − tn−1)2]1/2. Hence ∆τ = ψs
φ
∆t.
Using the Taylor series expansion along the characteristic direction, we write
s(p1 −∆τ) = s(p1)−∆τ ∂s
∂τ
+
∆τ 2
2
∂2s∗
∂τ 2
,
where ∂
2s∗
∂τ2
is some evaluation of the second derivative along the characteristic segment
between p2 and p1. In the convection dominated case, this second derivative is relatively
much smaller than ∂
2s
∂x2
or ∂
2s
∂t2
[55]. This is rewritten as
∆τ
∂sn
∂τ
= sn − s¯n−1 + ∆τ
2
2
∂2s∗
∂τ 2
.
Using
ψs
∆τ
=
φ
∆t
we obtain
ψs
∂sn
∂τ
− φs
n − s¯n−1
∆t
=
φ
∆t
∆τ 2
2
1
2
∂2s∗
∂τ 2
=
ψs
∆τ
∆τ 2
2
∂2s∗
∂τ 2
=
ψs
2
∆τ
∂2s∗
∂τ 2
.
This leads to the final result:
ψs,i
(
∂s
∂τ
)n
i
− φi s
n
i − s¯n−1i
∆t
= O
(∣∣∣∣∂2s∗∂τ 2
∣∣∣∣∆τ) .
Using Lemma 3.3.1 in Eq. (3.42a), we estimate the error introduced by numerical dis-
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cretization of the characteristic derivative as
φi
sni − s¯n−1i
∆t
+
∂
∂x
(
D
∂sn
∂x
)
i
= F (sni , c
n
i ) +O
(∣∣∣∣∂2s∗∂τ 2
∣∣∣∣∆τ) . (3.43)
Now we estimate the approximation error for the second order derivative term in the
left hand side of Eq. (3.42a). By definition,
δx(D¯δxw
n)i =
1
h
(
D¯i+1/2(δxw
n)i+1/2 − D¯i−1/2(δxwn)i−1/2
)
=
1
h2
(
D¯i+1/2(w
n
i+1 − wni )− D¯i−1/2(wni − wni−1)
)
, (3.44)
where
D¯i+1/2 =
1
2
[
D(xi, w¯
n−1
i ) +D(xi+1, w¯
n−1
i+1 )
]
& D¯i−1/2 =
1
2
[
D(xi, w¯
n−1
i ) +D(xi−1, w¯
n−1
i−1 )
]
.
The numerical approximation of the second order derivative in Eq. (3.37a) is given by
δx(Dδxs
n)i =
1
h2
[
Di+1/2(s
n
i+1 − sni )−Di−1/2(sni − sni−1)
]
,
where
Di+1/2 =
1
2
[
D(xi, s
n
i ) +D(xi+1, s
n
i+1)
]
& Di−1/2 =
1
2
[
D(xi, s
n
i ) +D(xi−1, s
n
i−1)
]
.
Lemma 3.3.2 The finite difference approximation error of the second derivative term in
eq. (3.42a) is given by
d
dx
(
D
d
dx
sn
)
i
− δx(Dδxsn)i = O(h‖sn‖3,∞).
Proof. From the Taylor series expansion, we know that
(
du
dx
)
− u(x+ h/2)− u(x− h/2)
h
= O
(
h2‖u‖3,∞
)
.
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This can be rewritten as(
du
dx
)
i
− δx(ui) = O(h2‖u‖3,∞).
Using this estimate for the second derivative term, we obtain
d
dx
(
D
d
dx
sn
)
i
− δx(Dδxsn)i = O
(
h2
∥∥∥∥D ddxsn
∥∥∥∥
3,∞
)
.
Using the defintion (3.44), we obtain
d
dx
(
D
d
dx
sn
)
i
− 1
h
((
D
dsn
dx
)
i+1/2
−
(
D
dsn
dx
)
i−1/2
)
= O
(
h2
∥∥∥∥D ddxsn
∥∥∥∥
3,∞
)
.
Using
(
D
dsn
dx
)
i+1/2
= Di+1/2
(
dsn
dx
)
i+1/2
= Di+1/2
(
sni+1 − sni
h
)
+ O
(
h2‖sn‖3,∞
)
,
we continue as
d
dx
(
D
d
dx
sn
)
i
− 1
h
[
Di+1/2
sni+1 − sni
h
O(h2‖sn‖3,∞)
]
+
1
h
[
Di−1/2
sni − sni−1
h
+O(h2‖sn‖3,∞)
]
= O
(
h2‖D‖∞
∥∥∥∥dsndx
∥∥∥∥
3,∞
)
.
This leads to the final estimate
d
dx
(
D
d
dx
sn
)
i
− 1
h
[
Di+1/2
sni+1 − sni
h
−Di−1/2 s
n
i − sni−1
h
]
= O(h‖sn‖3,∞) +O(h2‖sn‖4,∞) = O(h‖sn‖3,∞).
Using the result of Lemma 3.3.2, we rewrite Eq. (3.43) as
φi
sni − s¯n−1i
∆t
+ δx(Dδxs
n)i = F (s
n
i , c
n
i ) +O
(∣∣∣∣∂2s∗∂τ 2
∣∣∣∣∆τ)+O(h‖sn‖3,∞). (3.45)
Subtracting Eq. (3.42b) from Eq. (3.45), we obtain
φi
sni − s¯n−1i
∆t
− φiw
n
i − w¯n−1i
∆t
+ δx(Dδxs
n)i − δx(D¯δxwn)i
= F (sni , c
n
i )− F (wni ,mni ) +O
(∣∣∣∣∂2s∗∂τ 2
∣∣∣∣∆τ, h‖sn‖3,∞) .
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Recall that we define the numerical error in saturation as ζni = s
n
i − wni . Using the
definition of ζni and rearranging terms, we rewrite the above as
φi
ζni − (s¯n−1i − w¯n−1i )
∆t
− δx(D¯δxζn)i = F (sni , cni )− F (wni ,mni )
+O
(∣∣∣∣∂2s∗∂τ 2
∣∣∣∣∆τ, h‖sn‖3,∞)− δx((D¯ −D)δxsn)i . (3.46)
In the above, the capillary dissipation coefficientsD and D¯ have been replaced withD and
D¯ respectively and the signs associated with the terms have been reversed. This is because
the definition of capillary pressure, given in Eq. (2.4), ensures that d pc
d s
≤ 0 which implies
that D, D¯ ≤ 0. Hence, in Eq. (3.46) and in the rest of the analysis of the water transport
equation (3.42b), we will use D and D¯ to denote the absolute values of the capillary
dissipation coefficients D and D¯ respectively. We assume that these will be bounded by
D∗ ≤ D , D¯ ≤ D∗.
Consider the first term on the left hand side of Eq. (3.46). Let ζn = I ζni be the piece-
wise linear interpolant of ζni such that ζ¯
n−1
i = I ζ
n−1(x˜i) = I sn−1(x˜i) − wn−1(x˜i) =
I sn−1(x˜i)− w¯n−1i . Then,
ζni − (s¯n−1i − w¯n−1i ) = (ζni − ζ¯n−1i ) +I sn−1(x˜i)− w¯n−1i − s¯n−1i + w¯n−1i
= (ζni − ζ¯n−1i )− (sn−1(x¯i)− sn−1(x˜i))︸ ︷︷ ︸
A
− ((1−I )sn−1(x˜i))︸ ︷︷ ︸
B
.
(3.47)
Below, we find estimates for the last two terms, A and B, of the right hand side of
Eq. (3.47), followed by the estimate of the source term (F (sni , c
n
i ) − F (wni ,mni )) on the
right hand side of Eq. (3.46). Once we have these estimates, we can substitute Eq. (3.47)
in Eq. (3.46), take inner products with ζni and use the estimates to rewrite the equation.
A. Estimate of the term A on the right hand side of Eq. (3.47): This is carried out in
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several steps below.
sn−1(x¯1)− sn−1(x˜i)
≤ Mˆ‖sn−1‖1,∞ |x¯i − x˜i| (Mˆ is a constant )
= Mˆ‖sn−1‖1,∞
∣∣∣∣∂f∂s (wn−1i ,mn−1i )zn−1i − ∂f∂s (sni , cni )vni
∣∣∣∣∆tφi
≤ Mˆ‖sn−1‖1,∞
∣∣∣∣∂f∂s (wn−1i ,mn−1i )
∣∣∣∣ |zn−1i − vni |︸ ︷︷ ︸
A-1
+|vni |
∣∣∣∣∂f∂s (wn−1i ,mn−1i )− ∂f∂s (sni , cni )
∣∣∣∣︸ ︷︷ ︸
A-2
 ∆tφi . (3.48)
Next we estimate the terms A-1 and A-2 of the right hand side of (3.48).
A-1. Estimate of the term A-1 on the right hand side of Eq. (3.48):
We rewrite the term A-1 as
|zn−1i − vni | ≤ |zn−1i − vn−1i |︸ ︷︷ ︸
A-1-1
+ |vni − vn−1i |︸ ︷︷ ︸
A-1-2
(3.49)
Recall that zni = −Kλ(wni ,mni )∂r
n
i
∂x
and vni = −Kλ(sni , cni )∂p
n
i
∂x
. Then the first term A-1-1
on the right hand side of the above inequality (3.49) is written as
|zn−1i − vn−1i |
=
∣∣∣∣Kλ(wn−1i ,mn−1i ) ∂∂x(pn−1i − rn−1i ) +K (λ(sn−1i , cn−1i )− λ(wn−1i ,mn−1i )) ∂pn−1i∂x
∣∣∣∣
≤‖K‖∞ ‖λ‖∞
∥∥∥∥ ∂∂x(pin−1i )
∥∥∥∥
∞
+ ‖K‖∞
∣∣λ(sn−1i , cn−1i )− λ(wn−1i ,mn−1i )∣∣ ∥∥∥∥ ∂∂x(pn−1i )
∥∥∥∥
∞
.
(3.50)
The non-traditional discontinuous finite element method adopted here for solving the pres-
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sure equation gives us the following estimates [82],
∥∥∥∥∂pin∂x
∥∥∥∥
∞
= O(h). (3.51)
The numerical scheme will still converge if a different finite element formulation is used
as long as it preserves or improves upon the above error estimate. Using Taylor series we
write,
∣∣λ(sn−1i , cn−1i )− λ(wn−1i ,mn−1i )∣∣ (3.52)
≤ ∣∣sn−1i − wn−1i ∣∣ ∥∥∥∥∂λ∂s
∥∥∥∥
∞
+
∣∣cn−1i −mn−1i ∣∣ ∥∥∥∥∂λ∂c
∥∥∥∥
∞
≤ M¯(∣∣ζn−1i ∣∣+ ∣∣θn−1i ∣∣). (3.53)
Using Eq. (3.51) and Eq. (3.53) in Eq. (3.50), we obtain following estimate for the first
term A-1-1 of the righthand side of (3.49).
|zn−1i − vn−1i | ≤M(h+ |ζn−1i |+ |θn−1i |). (3.54)
To estimate the term A-1-2 of the inequality (3.49) we observe
|vni − vn−1i | ≤ ∆t
∥∥∥∥∂v∂t
∥∥∥∥
∞
. (3.55)
Using Eq. (3.54) and Eq. (3.55) in (3.49), we obtain the following estimate for A-1 (see
Eq. (3.48)).
|zn−1i − vni | ≤M(h+∆t+ |ζn−1i |+ |θn−1i |). (3.56)
This concludes the estimate for the term A-1 in Eq. (3.48).
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A-2. Estimate of the term A-2 on the right hand side of Eq. (3.48):
∣∣∣∣∂f∂s (wn−1i ,mn−1i )− ∂f∂s (sni , cni )
∣∣∣∣
≤ ∣∣(wn−1i − sn−1i )∣∣∥∥∥∥∂2f∂s2
∥∥∥∥
∞
+
∣∣mn−1i − cn−1i ∣∣∥∥∥∥ ∂2f∂c ∂s
∥∥∥∥
∞
+
∣∣sn−1i − sni ∣∣∥∥∥∥∂2f∂s2
∥∥∥∥
∞
∥∥∥∥∂s∂t
∥∥∥∥
∞
+
∣∣cn−1i − cni ∣∣∥∥∥∥ ∂2f∂c ∂s
∥∥∥∥
∞
∥∥∥∥∂c∂t
∥∥∥∥
∞
≤M(|ζn−1i |+ |θn−1i |+∆t). (3.57)
Using the estimates for A-1 and A-2, as given by Eq. (3.56) and Eq. (3.57) respectively, in
Eq. (3.48) we finally obtain the estimate for the term A of Eq. (3.47) as
|sn−1(x¯i)− sn−1(x˜i)| ≤M∆t(|ζn−1i |+ |θn−1i |+ h+∆t). (3.58)
B. Estimate of the term B on the right hand side of Eq. (3.47):
Using the Peano kernel Theorem in the spirit of the paper by Douglas and Russel [55],
we obtain the following,
(1−I )sn−1(x˜i) = O
(
h2
∥∥sn−1∥∥
2,∞
)
. (3.59)
C. Estimate of the source term (F (sni , cni )− F (wni ,mni )) in Eq. (3.46):
F (sni , c
n
i )− F (wni ,mni ) ≤ |sni − wni |
∥∥∥∥∂F∂s
∥∥∥∥
∞
+ |cni −mni |
∥∥∥∥∂F∂c
∥∥∥∥
∞
≤M(|ζni |+ |θni |). (3.60)
Equation (3.47) is substituted into Eq. (3.46) and the resulting equation is tested against
ζni . Using the estimates (3.58), (3.59) and (3.60) to replace some of the inner products, we
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rewrite Eq. (3.46) as
〈φi ζ
n
i − ζ¯n−1i
∆t
, ζni 〉︸ ︷︷ ︸
D-1
−〈δx(D¯δxζn)i, ζni 〉︸ ︷︷ ︸
D-2
≤ 〈M (h+∆t+ h2/∆t) , ζni 〉
+ 〈M (|ζn−1i |+ |θn−1i |+ |ζni |+ |θni |) , ζni 〉+ 〈ϵni , ζni 〉︸ ︷︷ ︸
D-3
−〈δx((D¯ −D)δxsn)i, ζni 〉︸ ︷︷ ︸
D-4
(3.61)
where ϵni = O(‖ ∂
2s
∂τ2
‖∞∆τ, ‖sn‖3,∞h). Below, we obtain the estimates for the terms D-1,
D-2, D-3 and D-4 in order to rewrite Eq. (3.61) in terms of only the errors ζ and θ.
D-1. Estimate of the term D-1: The inner product is rewritten as
〈φi ζ
n
i − ζ¯n−1i
∆t
, ζni 〉 = 〈φi
ζni − ζn−1i
∆t
, ζni 〉︸ ︷︷ ︸
D-1-1
−〈φi ζ¯
n−1
i − ζn−1i
∆t
, ζni 〉
Using the inequality |a− b||a| ≥ |a|
2 − |b|2
2
we estimate the term D-1-1 as
〈φi ζ
n
i − ζn−1i
∆t
, ζni 〉 ≥
M
∆t
(‖ζn‖2 − ‖ζn−1‖2)
D-2. Estimate of the term D-2 in Eq. (3.61):
Using summation by parts, we write
〈δx(D¯δxζn)i, ζni 〉 = −〈(D¯δxζn)i, (δxζn)i〉
and similarly for D-4, we have
〈δx((D¯ −D)δxsn)i, ζni 〉 = −〈((D¯ −D)δxsn)i, (δxζn)i〉.
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D-3. Estimate of the term D-3 in Eq. (3.61): Finally testing the term D-3 against ζni , we
get
〈ϵni , ζni 〉 ≤M(h+∆t)
∑
i
h|ζni | ≤M(h2 +∆t2 + ‖ζn‖2)
Substituting the estimates for the term D-1-1 and replacing the terms D-2, D-3 and D-4 as
shown before, we rewrite Eq. (3.61) as
M
∆t
(‖ζn‖2 − ‖ζn−1‖2) + 〈(D¯δxζn)i, (δxζn)i〉︸ ︷︷ ︸
E-1
≤ Mˆ
(
‖ζn‖2 + 〈θni , ζni 〉︸ ︷︷ ︸
E-2
+h2 +∆t2 +
h4
∆t2
+ ‖ζn−1‖2 + ‖θn−1‖2
)
+ 〈((D¯ −D)δxsn)i , (δxζn)i〉︸ ︷︷ ︸
E-3
+ 〈φi ζ¯
n−1
i − ζn−1i
∆t
, ζni 〉︸ ︷︷ ︸
E4
(3.62)
We now estimate the remaining inner product terms E-1, E-2, E-3 and E-4 in Eq. (3.62).
E-1 : 〈(D¯δxζn)i, (δxζn)i〉 ≥ D∗|ζn|21,2,
E-2 : 〈θni , ζni 〉 ≤M(‖θn‖2 + ‖ζn‖2) (using Cauchy-Schwarz) ,
E-3 : 〈((D¯ −D)δxsn)i, (δxζn)i〉 =
∑
i
h|(D¯ −D)δxsn|i|δxζn|i
≤
∥∥∥∥∂sni∂x
∥∥∥∥
∞
∑
i
h
∣∣D(w¯n−1i ,mn−1i )−D(sni , cni )∣∣ ∣∣∣∣∂ζni∂x
∣∣∣∣.
Using Taylor series we write
∣∣D(w¯n−1i ,mn−1i )−D(sni , cni )∣∣ ≤ |sni − w¯n−1i |∥∥∥∥∂D∂s
∥∥∥∥
∞
+ |cni −mn−1i |
∥∥∥∥∂D∂c
∥∥∥∥
∞
≤M(∆t+ h∆t+ h2 + ∣∣ζ¯n−1i ∣∣+ |θn−1i |),
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where we use the estimate |cni −mn−1i | ≤M(|θn−1i |+∆t). Also,
|sni − w¯n−1i | ≤ |sni − sn−1i |+ |sn−1i − w¯n−1i | ≤ |sni − sn−1i |+
∣∣I sn−1(x˜i)− sn−1i − ζ¯n−1i ∣∣
≤M
(
∆t+ |x˜i − xi|‖sn−1‖1,∞ +
∣∣(1−I )sn−1(x˜i)∣∣+ ∣∣ζ¯n−1i ∣∣)
≤M
(
∆t+
∥∥∥∥∂f∂s
∥∥∥∥
∞
‖zn−1‖∞
∆t
φ∗
+ Ch2 +
∣∣ζ¯n−1i ∣∣)
≤M (∆t+ h∆t+ h2 + ∣∣ζ¯n−1i ∣∣)
Above, we have used Eq. (3.59) and that ‖zn−1‖∞ is bounded which has been proved after
Eq. (3.72) below. Hence we have an estimate for E-3 as
〈((D¯ −D)δxsn)i , (δxζn)i〉 ≤M1‖sn‖1,∞∑
i
h|ζ¯n−1i |
∣∣∣∣∂ζni∂x
∣∣∣∣+M2‖sn‖1,∞∑
i
h|θn−1i |
∣∣∣∣∂ζni∂x
∣∣∣∣
+M3‖sn‖1,∞
∑
i
h(∆t+ h∆t+ h2)
∣∣∣∣∂ζni∂x
∣∣∣∣
≤M(‖ζ¯n−1‖2 + ‖θn−1‖2 + |ζn|21,2 +∆t2 + h2∆t2 + h4).
E-4. Estimate of the term E-4 in Eq. (3.62): Using the fundamental theorem of calcu-
lus,
ζ¯n−1i − ζn−1i =
∫ x˜i
xi
∂ζn−1
∂x
x˜i − xi
|x˜i − xi| dσ
Hence |ζ¯n−1i − ζn−1i | ≤
∫ x˜i
xi
∣∣∣∣∂ζn−1∂x
∣∣∣∣ dσ ≤ (∫ x˜i
xi
dσ
)1/2(∫ x˜i
xi
∣∣∣∣∂ζn−1∂x
∣∣∣∣2 dσ
)1/2
.
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Therefore,
〈φi ζ¯
n−1
i − ζn−1i
∆t
, ζni 〉 ≤
φ∗
∆t
(∑
i
h|ζni |2
)1/2(∑
i
h|ζ¯n−1i − ζn−1i |2
)1/2
≤M |ζn−1|1,2 |ζn|∞‖zn−1‖∞
≤M |ζn−1|1,2 |ζn|1,2 (1 + h) (log 1/h)1/2 [ Using a result from [86]]
≤M (log 1/h)1/2 (1 + h)
(
|ζn−1|21,2 + |ζn|21,2
)
.
Above we have again used that ‖zn−1‖∞ is bounded. Using all of the above estimates for
E-1, E-2, E-3, E-4 in Eq. (3.62) we get,
M(‖ζn‖2 − ‖ζn−1‖2) +D∗∆t|ζn|21,2
≤M∆t(h2 +∆t2 + h
4
∆t2
+ h2∆t2 + h4)
+M∆t
(‖ζn‖2 + ‖θn‖2 + ‖ζn−1‖2 + ‖θn−1‖2) (3.63)
+M∆t(1 + (1 + h) (log 1/h)1/2)
(
|ζn−1|21,2 + |ζn|21,2
)
.
Summing over 1 ≤ n ≤ L (with L∆t = T ) we get,
M(‖ζL‖2 − ‖ζ0‖2) +D∗∆t
L∑
n=1
|ζn|21,2
≤MT (h2 +∆t2 + h
4
∆t2
+ h2∆t2 + h4) +M∆t
L∑
n=1
(‖ζn‖2 + ‖θn‖2 + ‖ζn−1‖2 + ‖θn−1‖2)
+M∆t
(
1 + (1 + h) (log 1/h)1/2
) L∑
n=1
|ζn|21,2.
Using discrete Gronwall’s inequality and noting that ζ0i = 0 and θ
0
i = 0 this can be
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rewritten as
M‖ζL‖2 + (D∗∆t− ρ1)
L∑
n=1
|ζn|21,2 ≤M∆t
L∑
n=1
(‖θn‖2)+M max(h2 +∆t2, h4/∆t2)
(3.64)
where ρ1 = M∆t(1 + (1 + h) (log 1/h)
1/2) → 0 faster than D∗∆t as (h,∆t) → 0. This
concludes the analysis of the water transport equation (Eq. (3.37a)).
Next we consider the polymer transport equation (Eq. (3.37b)). Replacing the advec-
tive terms with a derivative along the characteristic direction, Eq. (3.37b) becomes
ψc
∂c
∂τ
+Gc = H, (3.65)
whose finite difference approximation is given by
φi
mni − m¯n−1i
∆t
+Gnim
n
i = H
n
i . (3.66)
Recall that θni = c
n
i − mni . Using an analogue of Lemma 3.3.1 for the characteristic
derivative of the polymer transport equation in Eq. (3.65) and subtracting Eq. (3.66) from
the result we obtain
φi
θni − (c¯n−1i − m¯n−1i )
∆t
+Gni θ
n
i = H(s
n
i )−H(wni ) +O
(∥∥∥∥ ∂2c∂τ 2
∥∥∥∥
∞
∆τ
)
≤ |H(sni )−H(wni )|+M∆t (3.67)
As before the source terms are estimated as
|H(sni )−H(wni )| ≤ |sni − wni |
∥∥∥∥∂H∂s
∥∥∥∥
∞
≤M |ζni | (3.68)
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In the following, with slight abuse of notation, we suppress the superscript “c” from x˜c,ni
and x¯c,ni to denote the points on the characteristic curves of the polymer transport equation.
Continuing with the analysis, we rewrite the numerator of the first term on the left side of
Eq. (3.67) as
θni − (c¯n−1i − m¯n−1i ) = (θni − θ¯n−1i )− (cn−1(x¯i)− cn−1(x˜i))︸ ︷︷ ︸
F
− (1−I )cn−1(x˜i)︸ ︷︷ ︸
G
(3.69)
The term G is estimated by the Peano kernel theorem, as was done in Eq. (3.59).
F. Estimate of the term F: This estimate is carried out in a series of steps.
|cn−1(x¯i)− cn−1(x˜i)| ≤ ‖cn−1‖1,∞|x˜i − x¯i|
≤M∆t
φ∗
∣∣∣∣fs (w¯ni ,mn−1i )zn−1i − fs (sni , cni )vni
∣∣∣∣︸ ︷︷ ︸
F-1
+M
∆t
φ∗
∣∣∣∣Ds (w¯ni ,mn−1i )∂wni∂x − Ds (sni , cni )∂sni∂x
∣∣∣∣︸ ︷︷ ︸
F-2
(3.70)
F-1. Estimate of the term F-1:
∣∣∣∣fs (w¯ni ,mn−1i )zn−1i − fs (sni , cni )vni
∣∣∣∣ ≤ ∣∣∣∣fs w¯ni ,mn−1i )
∣∣∣∣ ∣∣zn−1i − vni ∣∣︸ ︷︷ ︸
F-1-1
+
∣∣∣∣fs (w¯ni ,mn−1i )− fs (sni , cni )
∣∣∣∣︸ ︷︷ ︸
F-1-2
|vni | (3.71)
Out of the two pieces F-1-1 and F-1-2 required to obtain an estimate of F-1, we have
already estimated the term F-1-1 in Eq. (3.56) which we recall here:
∣∣zn−1i − vni ∣∣ ≤M(h+
∆t+ |ζn−1i |+ |θn−1i |). We next estimate the term F-1-2 in Eq. (3.56).
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F-1-2. Estimate of the term F-1-2 in Eq. (3.71):
∣∣∣∣fs (w¯ni ,mn−1i )− fs (sni , cni )
∣∣∣∣
≤ |w¯ni − sni |
∥∥∥∥ ∂∂s
(
f
s
)∥∥∥∥
∞
+
∣∣θn−1i ∣∣ ∥∥∥∥ ∂∂c
(
f
s
)∥∥∥∥
∞
+∆t
∥∥∥∥∂cni∂t
∥∥∥∥
∞
∥∥∥∥ ∂∂c
(
f
s
)∥∥∥∥
∞
≤M
|w¯ni − sni |︸ ︷︷ ︸
F-1-2-a
+|θn−1i |+∆t

F-1-2-a. Estimate of the term F-1-2-a:
w¯ni − sni = I sn(x˜i)− sn(xi)− ζ¯ni = (x˜i − xi)
∂sn∗
∂x
− (1−I )sn(x˜i)− ζ¯ni
Therefore
|w¯ni − sni | ≤ |x˜i − xi| ‖sn‖1,∞ + Ch2 + |ζ¯ni | (Using the Peano-kernel theorem)
≤M∆t
{∥∥∥∥fs
∥∥∥∥
∞
‖zn−1‖∞ +
∥∥∥∥Ds
∥∥∥∥
∞
(∣∣∣∣∂sni∂x
∣∣∣∣
∞
+
∣∣∣∣∂ζni∂x
∣∣∣∣)}+ Ch2 + |ζ¯ni |
≤M∆t
{
h+ C +
∣∣∣∣∂ζni∂x
∣∣∣∣}+Mh2 + |ζ¯ni | (3.72)
The last step of the above estimate in Eq. (3.72) requires a bound on ‖zn−1‖∞ which was
also used while estimating the term E-4. Before further analysis, we prove this statement
here. Note that, even though we prove the result for ‖zn‖∞, it is true for any other time tn
with n ∈ (0, T ).
zni = −Kλ(wni ,mni )
∂rni
∂x
= Kλ(wni ,m
n
i )
[
∂pini
∂x
− ∂p
n
i
∂x
]
.
‖zn‖∞ ≤ ‖K‖∞‖λ‖∞
(
1 +
∥∥∥∥∂pini∂x
∥∥∥∥
∞
)
≤M(1 + βh); (β is a constant)
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Using Eq. (3.72) we obtain an estimate for F-1-2 as
∣∣∣∣fs (w¯ni ,mn−1i )− fs (sni , cni )
∣∣∣∣ ≤M (h2 +∆t+ h∆t+ ∣∣θn−1i ∣∣+ ∣∣ζ¯ni ∣∣+∆t∣∣∣∣∂ζn∂x
∣∣∣∣)
(3.73)
Using these estimates of F-1-1 and F-1-2 in Eq. (3.71) we obtain an estimate of F-1 as
∣∣∣∣fs (w¯ni ,mn−1i )zn−1i − fs (sni , cni )vni
∣∣∣∣ ≤M (h+∆t+ h2 + h∆t)
+M
(
|ζn−1i |+ |θn−1i |+ |ζ¯ni |+∆t
∣∣∣∣∂ζn∂x
∣∣∣∣)
(3.74)
F-2. Estimate of the term F-2 of Eq. (3.70):
∣∣∣∣Ds (w¯ni ,mn−1i )∂wni∂x − Ds (sni , cni )∂sni∂x
∣∣∣∣
≤
∣∣∣∣Ds (w¯ni ,mn−1i )− Ds (sni , cni )
∣∣∣∣ ∣∣∣∣∂sni∂x
∣∣∣∣+ ∣∣∣∣Ds (w¯ni ,mn−1i )
∣∣∣∣ ∣∣∣∣∂(wni − sni )∂x
∣∣∣∣
≤
|w¯ni − sni |︸ ︷︷ ︸
F-1-2-a
∥∥∥∥ ∂∂s
(
D
s
)∥∥∥∥
∞
+ |mn−1i − cni |
∥∥∥∥ ∂∂c
(
D
s
)∥∥∥∥
∞
∣∣∣∣∂sni∂x
∣∣∣∣
+
∥∥∥∥Ds (w¯ni ,mn−1i )
∥∥∥∥
∞
∣∣∣∣∂ζni∂x
∣∣∣∣ (3.75)
Using the estimate for F-1-2-a given in Eq. (3.72) in Eq. (3.75), we obtain
∣∣∣∣Ds (w¯ni ,mn−1i )∂wni∂x − Ds (sni , cni )∂sni∂x
∣∣∣∣ ≤M (|w¯ni − sni |+ |θn−1i |+∆t+ ∣∣∣∣∂ζni∂x
∣∣∣∣)
≤M
(
∆t
(
C + h+
∣∣∣∣∂ζni∂x
∣∣∣∣)+ h2 + |ζ¯ni |+ |θn−1i |+∆t+ ∣∣∣∣∂ζni∂x
∣∣∣∣)
≤M
(
∆t+ h2 + h∆t+ |ζ¯ni |+ |θn−1i |+ (1 + ∆t)
∣∣∣∣∂ζni∂x
∣∣∣∣) . (3.76)
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Using Eq. (3.74) and Eq. (3.76) in Eq. (3.70) we obtain the following estimate for the term
F in Eq. (3.69).
|cn−1(x¯i)− cn−1(x˜i)|
≤M∆t
(
h+∆t+ h2 + h∆t+ |ζn−1i |+ |θn−1i |+ |ζ¯ni |+∆t
∣∣∣∣∂ζn∂x
∣∣∣∣)
+M∆t
(
∆t+ h2 + h∆t+ |ζ¯ni |+ |θn−1i |+ (1 + ∆t)
∣∣∣∣∂ζni∂x
∣∣∣∣)
≤M∆t
(
h+∆t+ h2 + h∆t+ |ζn−1i |+ |θn−1i |+ |ζ¯ni |+ (1 + ∆t)
∣∣∣∣∂ζni∂x
∣∣∣∣) .
(3.77)
We test Eq. (3.67) against θni and using Eq. (3.68) and Eq. (3.77), we get
〈φ∗ θ
n
i − θ¯n−1i
∆t
, θni 〉+ 〈Mˆθni , θni 〉
≤ 〈M
(
h+ h2 +∆t+ h∆t+ |ζn−1i |+ |θn−1i |+ |ζ¯ni |+ (1 + ∆t)
∣∣∣∣∂ζni∂x
∣∣∣∣) , θni 〉
+ 〈M
(
h2
∆t
+∆t+ |ζni |
)
, θni 〉.
After some simplification, we get
φ∗
(‖θn‖2 − ‖θn−1‖2)
≤ φ∗‖θn‖2 + (φ∗ − φ∗)
∥∥θn−1∥∥2 + M¯∆t(h4 +∆t2 + h2 + h2∆t2 + h4
∆t2
)
+M∆t
(
‖θn−1‖2 + ‖ζn−1‖2 + ‖θn‖2 + ‖ζn‖2 + (1 + ∆t)
(
|ζn|21,2 + ‖θn‖2
))
.
(3.78)
Adding Eq. (3.63) and Eq. (3.78), summing over 1 ≤ n ≤ L and after some further
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simplification, we get
M(
∥∥ζL∥∥2 + ∥∥θL∥∥2) + M¯∆t L∑
n=1
|ζn|21,2
≤M(1 + ∆t+∆t2)
L∑
n=0
‖θn‖2 +M∆t
L∑
n=0
‖ζn‖2
+MT
(
h2 +∆t2 + h2∆t2 + h4 +
h4
∆t2
)
+M∆t
(
(1 + ∆t) + (1 + h)(log 1/h)1/2
) L∑
n=0
|ζn|21,2 (3.79)
where T = L∆t. Let ρ =
(
(1 + ∆t) + (1 + h)(log 1/h)1/2
)
such that ρ→ 0. Then using
the discrete Gronwall’s inequality in Eq. (3.79), we get
∥∥ζL∥∥2 + ∥∥θL∥∥2 +∆t L∑
n=0
|ζn|21,2 ≤M(h2 +∆t2), (3.80)
whereM = M
(
‖s‖L∞(W 3,∞), ‖s‖W 1,∞(L∞),
∥∥∥∥∂2s∂τ 2
∥∥∥∥
L∞(L∞)
, ‖c‖L∞(W 3,∞),
‖c‖W 1,∞(L∞),
∥∥∥∥ ∂2c∂τ 2
∥∥∥∥
L∞(L∞)
, ‖p‖L∞(W 1,∞), ‖p‖W 1,∞(W 1,∞)
)
.
It is also assumed that the auxiliary functions f(s, c), λ(s, c), D(s, c) have sufficient regu-
larity in the discrete Sobolev norms. We anticipate an L2 error of the order O(h) and con-
sequently, we assume that∆t = O(h) as h→ 0 which impliesmax(h2+∆t2, h4/∆t2) =
h2 +∆t2. In particular, it follows that
∥∥ζL∥∥
L2
≤Mh, ∥∥θL∥∥
L2
≤Mh. (3.81)
Note that∆t = O(h) hypothesis is very reasonable since in the case of a one-dimensional
parabolic equation the basic method can only be expected to have an O(h+∆t) estimate.
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Also, with a less stringent restriction like ∆t = O(hγ) for some γ < 2, we will have an
L2 error estimate of the order O(h1−γ/2). The final error estimate is summarized in the
following theorem.
Theorem 3.3.3 Let s and c be the solutions of Eq. (3.37a) and Eq. (3.37b) respectively.
Let w and m be the solutions of Eq. (3.42b) and Eq. (3.39) respectively where w¯n−1i is
given by Eq. (3.40) and m¯n−1i is given by Eq. (3.41). Then, the errors ζ = s − w and
θ = c−m satisfy the inequalities given in Eq. (3.81) and the convergence result given in
Eq. (3.80).
3.3.1 Extension to two dimensions in space
Here we discuss how to extend the analysis of Eq. (3.39) and Eq. (3.42b) to two spa-
tial dimensions. The error estimates for the discretization of the characteristic derivatives
and the capillary dissipation terms, obtained in Lemma 3.3.1 and Lemma 3.3.2 respec-
tively, can be easily extended to two spatial dimensions without changing the order of
the estimates. The various inequalities and tools used at various stages of the analysis
like the Cauchy-Schwarz inequality, discrete Gronwall’s inequality and the Taylor series
have multidimensional analogues. The Peano kernel theorem can also be used in a similar
manner for estimating the error introduced due to the bilinear interpolation required in the
two-dimensional analysis. The
∥∥∂pi
∂x
∥∥
∞ estimate obtained from the finite element solution
of the elliptic pressure equation is also available in two or higher spatial dimensions [82].
The L∞ estimate of a mesh function [86], that has been used to estimate the term E4,
is also applicable for a two-dimensional domain. In the analysis of the one dimensional
system, the spatial grid has been taken to be uniform with a fixed spatial grid size h. In
the two dimensional system, the grid can be taken to be uniform in each spatial dimension
with constant hx = ∆x and hy = ∆y. The quasilinear treatment of the nonlinearity in the
functions f,D, λ will allow us to obtain analogous estimates of the two-dimensional inner
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products involving these terms without affecting the convergence results. Hence, a similar
analytical calculation can be made to obtain an O(hx+hy+∆t) error estimate for the two
dimensional problem.
3.3.2 Extension to two component systems
Here we discuss the possibility of extending this analysis to the case of two-component
two-phase flows like SP flooding. We recall the system of equations below.
−∇ · (K(x)λ(s, c,Γ)∇p) = qa + qo, (3.82a)
φ
∂s
∂t
+
∂fa
∂s
v ·∇s+∇ ·
(
D
∂pc
∂s
∇s
)
= gs − ∂fa
∂c
v ·∇c− ∂fa
∂Γ
v ·∇Γ
−∇ ·
(
D
∂pc
∂Γ
∇Γ
)
, (3.82b)
φ
∂c
∂t
+
(
fa
s
v +
D
s
∂pc
∂s
∇s+ D
s
∂pc
∂Γ
∇Γ
)
·∇c = gc, (3.82c)
φ
∂Γ
∂t
+
(
fa
s
v +
D
s
∂pc
∂s
∇s+ D
s
∂pc
∂Γ
∇Γ
)
·∇Γ = gΓ, (3.82d)
where D(s, c,Γ) = K(x)λo(s,Γ)fa(s, c,Γ), Γ is the surfactant concentration and the
source terms qa, qo, gs, gc, gΓ are defined similar to the one-component flow model. As
seen from the above model, the transport equations for polymer and surfactant have a sim-
ilar structure. Hence the surfactant transport equation can be analyzed in a similar fashion
to obtain error estimates for this two-component two-phase flow system. However, such
an exercise also poses certain challenges. The functions pc and D, f, λ, λa, λo are not
always dependent on all three components s, c,Γ. For instance, the capillary pressure
pc = pc(s,Γ) is only affected by changes in water saturation s and surfactant concen-
tration Γ, whereas the fractional flow functions fa = fa(s, c,Γ) and fo = fo(s, c,Γ),
depend on all three. Similarly, λa = λa(s, c,Γ) but λo = λo(s,Γ). This means that the
estimates are not always symmetric with respect to the two transport variables c and Γ.
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Hence, an analogous error estimate for the two-component system is difficult to obtain as
a direct extension of the one-component system and it needs further non-trivial analysis.
However, due to the similarity in the structure of the transport equations for c and Γ and
because the numerical method for the two-component system is a direct extension of the
one-component system, we anticipate an equivalent L2 estimate of the order O(h + ∆t)
even for the error in surfactant concentration.
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4. NUMERICAL RESULTS AND DISCUSSION∗
In this chapter we present various numerical simulation results that are aimed towards
not only validating the method but also studying the effects of the chemical species in
improving overall recovery. In section 4.1 we present the numerical errors and orders of
accuracy of the method obtained with an exact solution as well as with a realistic polymer
flood simulation. In section 4.2 we investigate whether the method suffers from significant
grid orientation effects. In section 4.3, waterflooding simulation results are presented to
qualitatively validate the method against some known results in the literature and also with
physically expected flow behavior. For all these waterflooding simulations the viscosity
ratio, Mµ = µo/µw is kept fixed at Mµ = 10. In section 4.4 and section 4.5, we present
simulation studies of polymer flood and surfactant-polymer flood respectively. These sim-
ulations are designed to explore and identify the favorable aspects of various complex
chemical enhanced flooding strategies and have been carried out by varying either the vis-
cosity ratio,Mµ or the endpoint mobility ratio,Mλ = λa(1−sσro, c0,Γ0)/λo(sσ00 ,Γ0) of the
flooding schemes. In the endpoint mobility ratio calculations, the numerator is evaluated
at the saturation level (s = 1 − sσro) far behind the front of the displacing phase while the
denominator is evaluated at the connate water saturation s = sσ00 which is the saturation
level in the region not yet reached by the displacing phase. Besides Mλ, the shock front
mobility ratio Ms is also commonly used to study two-phase displacement problems and
∗Part of this chapter is reprinted from Journal of Computational Physics, 335, Prabir Daripa and Sourav 
Dutta, “Modeling and simulation of surfactant-polymer flooding using a new hybrid method”, 249-282, doi: 
10.1016/j.jcp.2017.01.038, Copyright (2017) with permission from Elsevier.
75
is defined as
Ms =
kro(s
∗,Γ0)
µo
+
kra(s
∗,Γ0)
µa(c0)
kro(s
σ0
0 ,Γ = 0)
µo
+
kra(s
σ0
0 ,Γ = 0)
µa(c = 0)
, (4.1)
where the relative permeabilities in the numerator are evaluated at the shock front water
saturation, s∗. In an ideal situation, the purely two-phase flow of water displacing oil, also
termed as Buckley-Leverett flow, is a piston-like displacement process with a sharp inter-
face between the fluids. Ahead of this sharp interface, oil flows in the presence of connate
water (s = sσ00 ) while behind the interface water alone flows in the presence of residual oil
with the maximum possible water saturation of s = 1− sσro. In such an ideal situation the
endpoint mobility ratioMλ is equal to the shock front mobility ratioMs and the displace-
ment process is stable and favorable ifMλ < 1. Unfortunately, the non-ideal displacement
is more common in nature and it occurs when Mλ > 1. In this case, the discontinuity in
the water saturation at the waterfront or shock front is usually followed by a gradual tran-
sition between the shock front saturation s∗ and the maximum water saturation 1 − sσro.
Since the shock front mobility ratio Ms is calculated using the shock front saturation s∗
it usually captures the local instability at the water front better than the endpoint mobility
ratio Mλ. Hagoort [87] has shown, using a theoretical argument backed by experiment,
that Buckley-Leverett displacement can be regarded as stable for the condition Ms < 1
which is usually less restrictive than the conditionMλ < 1. Therefore,Ms is also a signif-
icant parameter for characterizing the stability of such Buckley-Leverett type two-phase
displacements. In all of the two-phase flow models studied in this dissertation, we have
assumed a non-zero capillary pressure which effectively diffuses the shock front that nor-
mally appears in a purely Buckley-Leverett flow. Hence, we have calculated approximate
shock front mobility ratios by taking s∗ to be the saturation value at which the saturation
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gradient is the highest. In the rest of this dissertation mobility ratio will be used to refer to
endpoint mobility ratios unless explicitly specified as shock front mobility ratios.
We have used the viscosity ratio as well as both the mobility ratios to study the effi-
ciency of different chemical floods in this study. This is because, while the polymer in
the aqueous phase exclusively affects the viscosity of the displacing phase, the surfactant
in SP flood also affects the relative permeabilities. Hence in the presence of surfactant, it
makes sense to compare the effective change in the mobilities of the phases, while polymer
floods can be studied by simply comparing the change in viscosities.
The simulations in sections 4.3–4.5 have been performed on a variety of homogeneous
and heterogeneous spatial permeability field data that have been either generated numer-
ically or are based on the dataset provided by the SPE10 benchmark problem [106]. All
other input parameters are listed in Table 4.6. We use two different sets of values for
injection rates Q and time step sizes ∆t while running simulations in a quarter five-spot
geometry and in a rectilinear geometry. As reported in Table 4.6,Q = 200 and∆t = 1/50
for a quarter five-spot geometry andQ = 1/50 and∆t = 1/100 for a rectilinear geometry.
The simulations have been carried out in MATLAB 2015b on a desktop computer
with an Intel(R) Core(TM)2 Quad (Q9650) CPU with a clock speed of 3.00GHz, 4 GB of
RAM, a GeForce GT 430/PCIe/SSE2 graphics card and running Linux Mint 13 Maya. A
typical quarter five-spot flooding simulation on a 30×30 heterogeneous permeability field
(SPE10) has a runtime of about 48 minutes until water breakthrough.
77
4.1 Error Analysis
4.1.1 Errors with an exact solution
We consider the waterflooding problem in Ω = [0, 1]2 and we impose the following
analytical solutions
p(x, y, t) =
(
C +
x3 + y3
3
− x
2 + y2
2
)
epit/2, (4.2a)
s(x, y, t) = 0.3 + 0.7 sin2
(
pit
2
)(
sin2 (2pix) + cos2 (2piy)
2
)
, (4.2b)
with K(x) = I , φ(x) = 1, µw = µo = 1 and C is an arbitrary constant. We take
pc(s) =
1
s−0.2 , krw = s
2
e, and kro = se(1 − se) where se is the normalized saturation
defined by se = s−0.21−0.4 . Using the solutions for pressure and saturation given by eq. (4.2),
the source terms and the initial data are calculated for the system which in turn are used to
compute the numerical solution. The numerical errors are defined as follows
es,max = max
ij
|s(xij)− wij| ≈ ‖s− w‖L∞ , (4.3a)
es,2 =
√∑
ij
|s(xij)− wij|2∆x∆y ≈ ‖s− w‖L2 . (4.3b)
Here, wij is the numerical solution w evaluated at the grid point (xi, yj) = xij whereas
s(xij) is the exact solution for saturation. The errors for the pressure and the velocity
are computed in a similar fashion. The order of accuracy is computed using the formula
log2 (eα(h)/eα(h/2)), (α = 2,∞).
The exact solution, given above, has been carefully chosen to ensure that the coefficient
matrices of the resulting linear algebraic systems are well conditioned. The simulations
have been carried out with different values of the constant C but the results presented
below are for C = 0. The errors between the exact and the numerical solutions for the
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saturation, pressure and velocity in the L2 norm and the L∞ norm and the respective
orders of accuracy are presented in Table 4.1. These have been computed at the final
time T = 0.5 with a time-step of 0.005. We observe the following approximate order of
accuracy in space.
‖p− r‖L2 = O(h2) & ‖v − z‖L2 = O(h2).
Table 4.1 shows that for a given fixed time-step, the errors decrease with refinement of
the spatial mesh. However, for larger time steps (larger than 0.05) we find (data not shown
here) that the time discretization errors dominate the spatial discretization errors. This
leads to an increase in the L2 and L∞ error norms and a reduction in the order of accuracy.
For example, the poor order of accuracy in the L2 norm of the error in velocity seen in
the last row of Table 4.1 has been found to improve significantly when a smaller time step
is used for the entire simulation. The order of accuracy in the L∞ norm of the error in
saturation, presented in the upper part of the last column of Table 4.1, can also be seen
to reduce significantly with reduction in spatial grid size. This is because the numerical
solution attains a high accuracy, to the order of 10−5, even at the largest spatial grid size
used (h = 1/8). The error between the actual solution and the numerical solution does not
improve much further and causes the loss in the order of accuracy.
The L2 error in saturation has been shown to be of the order O(h). This is consistent
with the estimate obtained from our one-dimensional analysis presented in chapter 3 and,
as discussed in section 3.3.1, is expected to be true in two-dimensional case. Moreover,
the O(h) error in the L∞ norm of the gradient of pressure can also be observed Table 4.1.
The non-symmetric algebraic system obtained by assembling the stiffness matrix of
the finite element weak formulation, given by eq. (3.16), and the symmetric but sparse
algebraic system obtained by discretizing the transport equation, given by eq. (3.31a),
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Table 4.1: Error and order for saturation, pressure and velocity using the analytic solution
at the final time T = 0.5 with ∆t = 0.005.
h ‖s− w‖L2 Order ‖s− w‖L∞ Order
1/8 3.69e−5 − 4.97e−5 −
Sa
tu
ra
tio
n 1/16 1.36e−5 1.442 5.38e−5 0.891
1/32 6.27e−6 1.116 4.33e−5 0.313
1/64 3.07e−6 1.027 4.08e−5 0.087
1/128 1.53e−6 1.006 4.02e−5 0.021
h ‖p− r‖L2 Order ‖p− r‖L∞ Order
1/8 3.35e−3 − 1.20e−2 −
Pr
es
su
re 1/16 1.04e−3 1.688 3.92e−3 1.611
1/32 3.16e−4 1.720 1.23e−3 1.668
1/64 9.36e−5 1.754 3.73e−4 1.725
1/128 2.72e−5 1.784 1.10e−4 1.768
h ‖v − z‖L2 Order ‖v − z‖L∞ Order
1/8 1.59e−3 − 3.27e−3 −
V
el
oc
ity
1/16 4.13e−4 1.943 1.51e−3 1.118
1/32 1.07e−4 1.950 7.17e−4 1.069
1/64 2.82e−5 1.923 3.50e−4 1.036
1/128 9.21e−6 1.614 1.75e−4 1.018
have been solved by a BICGstab iterative method with tolerance values in the range 10−6−
10−9 and without any preconditioners. Apart from achieving high accuracy, there is one
more important significance of choosing such ultra-low values of tolerance, specifically for
solving the transport equations. It has been observed that the BICGstab solver converges
to a solution with a relative residual of about 10−6 within the first two iterations for even
moderately fine spatial resolution of h = 1/32. Hence, it becomes necessary to choose
much lower levels of tolerance in order to compute the order of accuracy with respect
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Figure 4.1: Comparison between the saturation profiles of the exact solution and the nu-
merical solutions at various spatial resolutions. The profiles are plotted along the horizon-
tal center line (y = 0.5) of the domain, Ω = [0, 1]2 at t = 0.1.
to spatial discretization for the water saturation. However, it is worth pointing out that
there is a delicate balance involved in such a choice. If the tolerance is reduced even
further from 10−9, then the BICGstab iteration process may stagnate and fail to achieve
the desired relative residuals. Although these observations were made in the context of
the exact solution of waterflooding, these are also valid in the context of the transport
equations for the polymer and the surfactant, given by eqs. (3.31b) and (3.31c).
In Figure 4.1 we plot the water saturation profiles along the center line, y = 0.5 at
an intermediate time t = 0.1. The true solution is plotted with the solid black line while
the numerical solution obtained on a sequence of successively refined grid sizes, h =
1/10, 1/20, 1/40, 1/80, 1/100 are plotted in different colors and line markers. This figure
shows that the numerical solution monotonically improves with reduction in spatial grid
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Table 4.2: Error and rates for saturation with time step refinement, computed at T = 1
using the analytical solution.
h ∆t ‖s− w‖L2 Rate ‖s− w‖L∞ Rate
1/20 1.57e−4 − 1.00e−3 −
1/40 3.58e−5 1.670 3.36e−4 1.588
1
16
1/80 8.49e−6 1.625 1.10e−4 1.610
1/160 2.15e−6 1.509 3.88e−5 1.505
1/320 5.51e−7 1.464 1.41e−5 1.462
1/20 6.82e−5 − 4.20e−4 −
1/40 1.99e−5 1.297 1.76e−4 1.253
1
32
1/80 5.75e−6 1.319 7.14e−5 1.302
1/160 1.69e−6 1.260 2.99e−5 1.253
1/320 4.73e−7 1.299 1.22e−5 1.296
1/20 4.91e−5 − 3.12e−4 −
1/40 1.62e−5 1.077 1.37e−4 1.184
1
64
1/80 5.08e−6 1.168 6.22e−5 1.144
1/160 1.56e−6 1.165 2.78e−5 1.162
1/320 4.50e−7 1.247 1.17e−5 1.244
size and converges toward the exact solution.
Table 4.2 shows the numerical errors and the order of accuracy for the saturation
equation with respect to time for three choices of fixed spatial grid sizes, namely h =
1/16, 1/32 and 1/64. The errors are computed at the final time T = 1. The results confirm
that at least a first-order convergence rate in time can be obtained using this method. This
compares favorably with results obtained by others (see [88]) on similar types of problems.
Additionally, we expect that with higher order time-stepping methods, the method will be
able to preserve the accuracy and the expected second or third order convergence rates. It
82
is also important to note that with a fixed time step, the accuracy of the method increases
with decreasing spatial grid size which can also serve as a quick validation of the results
presented in Table 4.1. Moreover, Table 4.2 shows a higher than expected convergence
rate with respect to time. This is because the reduction in the error norm associated with a
time step size refinement increases as the spatial grid size increases.
From Table 4.1 and Table 4.2 we can also infer that the method suffers from very
minimal numerical diffusion. The L2 error in the water saturation values lies in the range
of 10−5 − 10−7 when spatial grid sizes lie in the range of 10−2 − 10−3. This indicates that
the amount of numerical diffusion is negligible and does not dominate over the capillary
pressure induced physical diffusion.
4.1.2 Errors with two-dimensional polymer flood simulations
In this section, we present numerical results obtained from solving the two-phase sin-
gle component system of equations (polymer flooding), given by eqs. (2.18a)–(2.18c),
subject to realistic initial and boundary data. In section 4.3, the input data is given in
table 4.3. The numerical errors are measured in the discrete norms.
es,max = max
ij
|s(xij)− wij| ≡ ‖s− w‖L∞ , (4.4a)
es,2 =
√∑
ij
|s(xij)− wij|2∆x∆y ≡ ‖s− w‖L2 . (4.4b)
Here, wij is the numerical solution w evaluated at the grid point (xi, yj) = xij whereas
s(xij) is the finest grid numerical solution. The errors for the pressure and the velocity
are computed in a similar fashion. The order of accuracy is computed using the formula
log2 (eα(h)/eα(h/2)) (α = 2,∞).
We perform simulation of polymer flooding on a quarter five-spot homogeneous ge-
ometry Ω = [0, 1]2 with absolute permeability, K = 1 and input parameters listed in
83
Table 4.3. The transport source terms in eqs. (2.18a) and (2.18b) for a quarter-five spot
flow geometry are taken as
gs =

(1− fa)Q
0
gc =

(ci − c)Q/s
0
at x =

xi ≡ (0, 0) (source)
Ω \ {xi} (elsewhere)
.
The source terms for the pressure eq. (2.18c) are taken as
qa =

Q
−(λa/λ)Q ;
0
qo =

0
−(λo/λ)Q
0
at

xi = (0, 0) (Source)
xp = (1, 1) (Sink)
x ∈ Ω \ {(0, 0) ∪ (1, 1)} (Elsewhere)
.
We compute the L∞ and L2 error norms of the numerical solutions for the saturation on a
Table 4.3: Simulation input data
Model parameter Symbol Value
Spatial grid size h× k variable
Porosity φ 1
Initial resident water saturation sσ00 0.21
Oil viscosity µo 12.6
Pure water viscosity µw 1.26
Residual aqueous phase saturation sra 0.1
Residual oleic phase saturation sro 0.2
Parameters of capillary pressure relation [eq. (2.21c)] α0,m 0.125, 2/3
Concentration of polymer in injected fluid c0 0.1
Injection rate Q 200
Time step size ∆t 1/50
sequence of uniformly refined meshes h = 1/8, 1/16, 1/32, 1/64 using eq. (4.3), but with
s(xij) representing the solution on the finest grid size h = 1/128. A similar procedure
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is applied to estimate the error norms and the order of accuracy for the pressure and the
velocity. The numerical errors and the order of accuracy are presented in Table 4.4. In
Table 4.5 we present the numerical errors and convergence rates with respect to time step
size refinement∆t = 1/20, . . . , 1/160 by keeping the spatial grid size fixed at three differ-
ent levels h = 1/16, 1/32 and 1/64 for the quarter five-spot flooding problem. The error
calculations for both the tables have been performed at the time of water breakthrough
which is given by the time at which the water saturation at xp reaches a chosen threshold
value. We observe (see Table 4.4) the following approximate orders of accuracy in space.
‖s− w‖L2 = O(h), ‖p− r‖L2 = O(h2) & ‖v − z‖L2 = O(h2)
The O(h) error in the L2 norm for saturation s directly matches with the estimate obtained
from our one-dimensional analysis in eq. (3.81). The O(h) error in the gradient of the
pressure p (as seen in eq. (3.51)) is also observed in the L∞ norm ‖v − z‖L∞ for the ve-
locity in Table 4.4. Moreover, the orders of accuracy in Table 4.4 for the L2 and L∞ errors
of all the three variables s, p and v are consistent with the orders of accuracy obtained
using an exact solution (see Table 4.1).
The order of accuracy in the L∞ norm of the error in saturation, as presented in the up-
per part of the last column of Table 4.4 can be seen to reduce significantly with reduction
in spatial grid size. This is the because the saturation and its L∞ norm are both highly sen-
sitive to minor changes in the flow and domain parameters, especially the ones whose L∞
bounds enter the generic coefficientM used in Eq. (3.80) and in various other intermediate
estimates obtained in Section 3.3. Hence the L∞ error norms of saturation in Table 4.4 are
at least an order higher than the corresponding norms for pressure and velocity, both of
which are less sensitive to minor changes in the parameter space. To overcome this, much
finer spatial grid size and time step size (data not shown here) need to be adopted for the
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numerical solution of the transport equations.
Table 4.5 shows the L2 error in saturation and the rate of convergence with respect to
time. The results confirm that approximately a first order convergence rate in time can be
obtained using this method. This compares favorably with results obtained using an exact
solution (see Table 4.2) and also with the convergence rate expected from a first order
time discretization scheme. We believe that with higher order time-stepping methods,
the method will be able to preserve the accuracy and the expected second or third order
convergence rates.
Table 4.4: Error and order for saturation, pressure and velocity at water breakthrough of a
quarter five-spot polymer flooding simulation
h ‖s− w‖L2 Order ‖s− w‖L∞ Order
Sa
tu
ra
tio
n 1/8 4.39e−3 − 3.64e−2 −
1/16 1.85e−3 1.247 1.76e−2 1.048
1/32 7.84e−4 1.239 1.08e−2 0.704
1/64 3.22e−4 1.284 6.86e−3 0.656
h ‖p− r‖L2 Order ‖p− r‖L∞ Order
Pr
es
su
re
1/8 4.12e−3 − 1.61e−3 −
1/16 9.30e−4 2.147 4.75e−4 1.761
1/32 2.10e−4 2.147 1.35e−4 1.815
1/64 3.85e−5 2.448 3.10e−5 2.123
h ‖v − z‖L2 Order ‖v − z‖L∞ Order
V
el
oc
ity
1/8 1.18e−3 − 6.94e−3 −
1/16 2.94e−4 2.005 2.98e−3 1.220
1/32 7.46e−5 1.979 1.39e−3 1.110
1/64 1.96e−5 1.928 6.89e−4 1.002
86
Table 4.5: Error and rates for saturation with time step refinement at water breakthrough
of a quarter five-spot polymer flooding simulation.
∆t
h = 1/16 h = 1/32 h = 1/64
‖s− w‖L2 Rate ‖s− w‖L2 Rate ‖s− w‖L2 Rate
1/20 9.34e−3 − 8.93e−3 − 6.50e−3 −
1/40 4.36e−3 1.100 4.69e−3 0.923 3.48e−3 0.901
1/80 2.27e−3 0.941 2.51e−3 0.899 1.94e−3 0.846
1/160 1.25e−3 0.867 1.48e−3 0.762 1.17e−3 0.722
4.2 Study of Grid Orientation Effects†
4.2.1 Background
Many of these waterflooding simulations involve adverse viscosity ratio (Mµ = µo/µw)
displacement as the displacing aqueous phase usually flows more easily through the porous
medium than the displaced oil phase. Such adverse mobility ratio displacements also oc-
cur during miscible injection of gas or steam into a reservoir. The adverse mobility ratio
makes the displacement process hydrodynamically unstable. Any minor perturbation of
the fluid fronts caused either by input data or by numerical errors triggers the formation
of fingers of the more mobile displacing fluid and the physical instability causes these fin-
gers to grow. Numerical errors are usually dependent on the orientation of the underlying
computational grid and hence the solutions to these unstable displacement processes are
found to be extremely sensitive to the alignment of the grid. This phenomenon is known
as the grid orientation effect (GOE).
†Part of this section is reprinted with permission from “Robust multi-D transport schemes with reduced 
grid orientation effects” by Jeremy Kozdon et al. 2009. Transport in Porous Media, 78, 1, 47-75, doi: 
10.1007/s11242-008-9281-1. Copyright by Springer Science + Business Media B.V. 2008.
87
Table 4.6: Simulation input data
Model parameter Symbol Value
Spatial grid size h× k variable
Porosity φ 1
Permeability K variable
Initial resident water saturation sσ00 0.21
Polymer injection concentration c0 variable
Surfactant injection concentration Γ0 variable
Oil viscosity µo 12.6
Pure water viscosity µw 1.26
Residual aqueous phase saturation sσ0ra 0.1
Residual oleic phase saturation sσ0ro 0.2
Critical capillary number of aqueous phase Nca 10−5
Critical capillary number of oleic phase Nco 10−5
Parameters of capillary pressure relation [eq. (2.29)] ω1, ω2 0.1, 0.4
Injection rate Q 200, 50
Time step size ∆t 1/50, 1/100
This was first reported by Todd et al. [89]. They observed that quarter five spot simu-
lations have two different principal axes of symmetry and accordingly the simulation grid
can be aligned in two different ways. At an adverse mobility ratio, the simulations were
found to converge to different solutions on these two different grid alignments. In Fig-
ure 4.2(a) the two possible grid alignments of a quarter five-spot domain with 50 × 50
and 71×71 grids respectively are shown inside a periodically repeating five-spot reservoir
geometry. Figure 4.2(b) shows the solution level sets during a miscible displacement with
an adverse mobility ratio ofM = 30 in a quarter five-spot geometry with the two different
grid alignments. The solution fronts in Figure 4.2(b) have been reprinted with permission
from [90]. In order to reduce the effects seen in Figure 4.2(b), a lot of efforts have been
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made to devise effective strategies. Some of these will be briefly discussed below.
Injector
Producer
Diagonal
grid
Parallel grid
(a) Periodically repeating five spot pattern
with two quarter-five spot domains
(b) Displacement fronts on diag-
onal and parallel grids
Figure 4.2: Flow domains with diagonal and parallel grid alignments and miscible dis-
placement fronts in each of those grids. The subfigure (b) is reprinted with permission
from [90]. Here, the effect of grid orientation on the displacement fronts is shown by sim-
ulating an adverse mobility ratio, M = 30, miscible displacement in a quarter five-spot
geometry using a 50 × 50 diagonal and 71 × 71 parallel grid. An injector is located at
the lower left corner while a producer is located at the upper right corner in both the flow
domains shown in (b).
Many numerical schemes introduce some amount of numerical diffusion which can
stabilize the equations of these unstable displacement processes. However, numerical dif-
fusion is dependent on the alignment of the computational grid and hence the numerical
solutions also depend on the orientation of the grid. Many of these flows also involve
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molecular diffusion and physically dispersive effects induced by capillary pressure and
mechanical dispersion. These physical processes have stabilizing effects and tend to re-
duce GOE. Unfortunately, the numerical diffusion introduced by the discretization of the
convective terms using first order finite difference methods may dominate the physically
dispersive terms and the stabilizing effects of these terms are not accurately modeled.
There is a competition between the growth of viscous fingers due to instability and the
diffusive effects (physical and numerical) that tend to smear out the sharp fronts. For
the standard first order five-point finite difference methods used in reservoir simulation,
discretization of the convective terms at any reasonable spatial resolution creates enough
numerical diffusion to damp out viscous fingers and instead allows the growth of non-
physical “numerical fingers”. This effect persists even with grid refinement as long as
numerical diffusion dominates over physical dispersion and diffusion. Hence it is crucial
to accurately model these physical and numerical diffusive terms and develop methods
that can reduce numerical diffusion in order to remove GOE.
A second order TVD (total variation diminishing) scheme and a third order ENO (es-
sentially non-oscillatory) scheme were shown to reduce numerical diffusion and either
minimize or eliminate GOE [91]. Several other higher order methods with a stabiliz-
ing diffusion term were proposed [92]. Another general approach to minimize the GOE
required the use of numerical stencils explicitly chosen to remove the directional depen-
dence of the scheme (see for example [93, 94]). In a different approach, the problem was
solved on unstructured or flow aligned grids to remove apparent preferred flow directions
[95, 96]. A number of nine-point difference schemes [97, 98] were developed to yield a
numerical diffusion tensor that does not depend on the orientation of the computational
grid (rotationally invariant) and these were found to be effective in reducing GOE. How-
ever, most of these nine-point methods do not necessarily reduce numerical diffusion and
hence do not accurately resolve the stabilization caused by physically dispersive effects
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with reasonable levels of spatial resolution.
In an effort to reduce GOE through accurate modeling of physically stabilizing effects,
several advanced techniques like the front tracking approach [70], the finite element based
schemes [85] and the modified method of characteristics approach [60, 54] were intro-
duced. However, many of these methods are more involved and are not readily available
in commercial reservoir simulation codes. In [99], linear stability analysis was used to
show that the magnitude of the miscible diffusion coefficient controls the strength of the
instability or the growth rate. In [100], it was deduced that transverse dispersion stabi-
lizes perturbations and longitudinal dispersion has a critical impact on the finger growth
but does not trigger actual finger formation. Some of these results were used to propose
extended injection well models which reduce GOE by removing near-well perturbations
that trigger unstable modes in the solution [101]. In a later work [90], some robust pos-
itive multi-D transport schemes that use conservative finite difference and finite volume
methods were introduced to reduce GOE.
As explained above, the severity of GOE is an important factor to be considered in the
development of any numerical method for miscible and immiscible displacement problems
with adverse mobility ratio flows. Modern reservoir simulators are expected to accurately
capture the effect of physical parameters such as multiscale rock permeability and poros-
ity; effectively model the dependence of the flow on capillary pressure, relative permeabil-
ity and residual saturation data; and also model the effect of dissolved chemical agents like
polymer and surfactant while reducing numerical diffusion, preventing nonphysical oscil-
lations and maintaining the speed and accuracy of computations at an acceptable level.
Under the circumstances, it is often undesirable to carry out elaborate computations in
order to demonstrate how a new method reduces GOE. Most of the existing techniques
that test GOE, as discussed in section 4.2.2, usually involve the solution of the problem
on a symmetry element of a five-spot problem by using two different orientations of a
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square Cartesian grid. This can be computationally intensive for numerical methods using
special grid design techniques like unstructured grids or adaptive refinement. Even with
methods using regular Cartesian grids, there are often critical considerations based on ef-
ficiency, accuracy and stability of the method that direct the choice and construction of
computational grids. Hence changing the orientation of the grid might adversely impact
the performance of the method. Keeping these in mind, we propose a novel technique to
investigate GOE for numerical methods. In this approach, GOE is studied using a fixed
Cartesian grid in a five-spot reservoir by rotating the network of injector-producers wells
by 45◦ and generating two equivalent simulation domains with parallel and diagonal grids.
4.2.2 Past approaches
Injector
Producer
(a) Diagonal grid
Injector
Producer
(b) Parallel grid
Figure 4.3: Simulation domain designs for study of grid orientation effects using existing
approaches. An injector is located at the lower left corner and a producer at the upper right
corner creating a quarter five-spot flood geometry. The computational grid is diagonal to
the line joining the injector-producer pair in (a) and parallel to it in (b).
Most of the past studies [94, 102, 103, 91, 92, 101, 90] involving GOE have used a
particular computational domain design to numerically study this phenomenon. These two
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configurations have been shown in Figure 4.3(a) and Figure 4.3(b). Both the configurations
comprise of a square domain that has an injection well (source) at the lower left vertex and
a production well (sink) at the upper right vertex which resembles the quarter five-spot
geometry as shown in Figure 3.1(a). In the first setup, depicted in Figure 4.3(a), the grid is
aligned diagonal to the line joining the injector-producer pair and in the second setup, de-
picted in Figure 4.3(b), the grid is aligned parallely to the line joining the injector-producer
pair. The construction of these two different grids requires an extra computational step to
construct the mesh in addition to the numerical procedure being used, especially if a finite
element method is involved. In the case of finite difference or finite volume based numer-
ical techniques, the computational nodes are different for the two configurations. Hence
the discretized equations need to be correctly formulated for each setup. This introduces
an additional non-trivial calculation if non-uniform grids or unstructured meshes are em-
ployed by the numerical method being tested. It also complicates the design of grids based
on stability consideration or desired accuracy of the method and might adversely affect any
adaptive refinement algorithm that is being used by the numerical method.
4.2.3 New approach
In Figure 4.4, we introduce the two new configurations of five-spot flow geometries
that are used in our method. We consider a square domain with an injection well or source
at the center and four production wells or sinks placed in two different but symmetrically
equivalent configurations. In Figure 4.4(a) and Figure 4.4(b) the dotted lines depict the
largest circle that can be inscribed in the square domain and that has a diameter equal to
the length of the sides of the square domain. In Figure 4.4(a) the four producers are located
at the intersection of the inscribed circle and the four lines that connect the injector with
the four vertices of the square domain. In Figure 4.4(b) the four producers are located on
the four points where the inscribed circle intersects the sides of the square domain. Such a
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Injector
(a) Diagonal grid
Injector
(b) Parallel grid
Figure 4.4: Proposed simulation domain designs for study of grid orientation effects using
new approach. The flow direction is parallel to the computational grid in part (a) and
diagonal to the computational grid in part (b).
design ensures that the distance between each injector-producer pair is the same and equal
to half the length of the side of the square. Also, it implies that in Figure 4.4(a) the line
joining the injector with any one of the producers is diagonal to the computational grid,
while in Figure 4.4(b) the producers are placed in such a way that the line joining any
injector-producer pair is parallel to the computational grid. In order to make these two
configurations equivalent, we choose the boundary of a square as the initial position of the
interface separating the displacing phase from the displaced phase. In both the configu-
rations, each vertex of this square is located on the line connecting the injector with one
of the producers. The producers are also placed in such a way that they are at the same
distance from the source in both the cases. Alternatively, a circular profile can be chosen
as the initial position of the separating interface. However, the discretized version of the
circular profile gives rise to many irregular features on the circular boundary unless an
extremely high resolution grid is used. These features may act as asymmetrical perturba-
tions for the diagonal and parallel grid simulations causing spurious fingers which make
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their comparison difficult. The square initial interface allows us to avoid this numerical
difficulty and effectively, generates two equivalent configurations for a five-spot flow. The
only difference is in the alignment of the computational grid.
4.2.4 GOE simulation results
In the next set of simulations we investigate if our method suffers from significant
grid orientation effects. In Figure 4.5 we compare the diagonal grid solutions obtained
using the geometry in Figure 4.4(a) with the parallel grid solutions obtained using the
geometry in Figure 4.4(b). A homogeneous permeability field is considered. The source
strength is kept fixed at Q = 10 with a spatial resolution of 40× 40 and a time step size of
∆t = 1/80. The simulations were done at a mobility ratio ofMµ = 20 in order to trigger
any grid alignment effects induced by the adverse mobility ratio. The water saturation
contours at two different times during the simulation on both the grids are presented in
Figure 4.5. The parallel flood contours are rotated counterclockwise by an angle of 45◦ to
facilitate the comparison with the diagonal flood contours. It can be clearly seen that there
are very minor differences in the features of the contours and they are qualitatively very
similar. Some of the minor differences can be attributed to a graphical issue that comes up
while rotating the image counterclockwise by 45◦ using the Image Processing toolbox of
MATLAB. Rotating the matrix of water saturation values in Ω by npi/2 where n is a non-
integral value produces a new matrix of water saturation values. In this process, some data
points are lost while some new data points are introduced which need to be evaluated by a
linear or spline interpolation process. This adjustment causes some of the minor changes
observed in the parallel flood figures. For instance, four fine black lines lying diagonally
across the four corners of the domain are introduced in the contour map. Also, the rotated
data matrix is plotted using 4 contour lines as opposed to the 5 contour lines used in the
diagonal flood figures (which are not rotated). In spite of these graphical changes, the
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development of the saturation contours can be seen to follow a very similar trend in both
the grid configurations. This leads us to conclude that our method suffers from negligible
grid orientation effects and hence can be used reliably as a predictive numerical model.
(a) t = 200, parallel flood (b) t = 200, diagonal flood
(c) t = 400, parallel flood (d) t = 400, diagonal flood
Figure 4.5: Comparison of water saturation contours for parallel and diagonal flow sim-
ulations in a five-spot geometry with a spatial resolution of 40 × 40 to study the grid
orientation effects. The left column corresponds to the parallel flow and the right column
corresponds to the diagonal flow simulations at two different time levels, t = 200 and
t = 400. Some of the minor differences are explained in the discussion in section 4.2.
96
4.3 Waterflood Simulations
4.3.1 Waterflooding in a quarter five-spot geometry with one block inclusion in per-
meability
Here we consider a special case of a porous medium that has a square block inclusion
with lower permeability. We set the permeability of the shaded block (Figure 4.6(a)) to be
1000 times smaller than in the rest of the domain. We simulate the displacement of the res-
ident oil with a waterflood using a 30×30 grid on a quarter five-spot domain, Ω. The water
saturation contours inside the domain are compared at four different time levels during the
displacement process (Figure 4.7). We observe that the numerical method captures the re-
gion of discontinuity of the permeability very well and the results are in excellent qualita-
tive agreement with similar simulation studies found in the literature (see [88]). It has been
shown [104, 105] that the equations for immiscible two phase displacement and the equa-
tions for miscible displacement are mathematically equivalent under certain conditions.
Chavent [104] showed that the global pressure formulation for immiscible displacement
is identical in form to the miscible displacement equations. Yortsos [105] used a differ-
ent non-physical pressure variable to show the equivalence between two-phase immiscible
displacement and single-phase miscible displacement in the presence of equilibrium ad-
sorption. This analogy allows us to compare the evolution of saturation contours in our
simulation to the evolution of concentration contours in an equivalent miscible flooding
simulation [88].
4.3.2 Waterflooding in a quarter five-spot geometry with two block inclusions in
permeability
Next, we consider a permeability field with two rectangular block inclusions inside
the domain. As before, the permeability of the shaded blocks (Figure 4.6(b)) is set to
be 1000 times smaller than in the rest of the domain. A waterflood is simulated on a
97
10
1
0.38 0.38
0.38
0.38
(a) Piecewise continuous permeability
field with one block inclusion
10
1
0.23 0.57
0.23
0.57
0.67 .17
0.58
0.26
(b) Piecewise continuous permeability
field with two block inclusions
Figure 4.6: Piecewise continuous permeability fields generated for qualitative validation
studies
t = 200 t = 400 t = 700 t = 1000
Figure 4.7: Saturation contours during a waterflood in a quarter five-spot reservoir with a
spatial resolution of 30× 30. The permeability field is piecewise continuous with a block
inclusion at the center, as shown in Figure 4.6(a). The contours are plotted at four different
time levels, t = 200, 400, 700, 1000.
30×30 grid and the water saturation contours inside the domain at different points of time
during the flooding process are compared (Figure 4.8). We observe that the numerical
method is successful in qualitatively capturing the discontinuity in the permeability data
very well and the saturation contours appear to be in good qualitative agreement with what
is expected based on physics.
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t = 200 t = 400 t = 800 t = 1200
Figure 4.8: Saturation contours during a waterflood in a quarter five-spot reservoir with
a spatial resolution of 30 × 30. The permeability field is piecewise continuous with two
block inclusions, as shown in Figure 4.6(b). The contours are plotted at four different time
levels, t = 200, 400, 800, 1200.
4.3.3 Waterflooding in a rectilinear geometry with a heterogeneous permeability
field
In this simulation we consider the rectilinear flow reservoir design, as shown in Fig-
ure 3.1(b), in which the left boundary is treated as an injection well (line source) and the
right boundary is treated as a production well (line sink). We consider a heterogeneous
porous medium and choose the permeability function K(x) as given in [1]. The perme-
ability function is given by
K(x) = 50
[
0.5(1− 10−7)(sin (6pi cosx) cos (4pi sin (3y))− 1) + 1] , (4.5)
and it is shown in the leftmost plot of Figure 4.9 on a 60 × 60 spatial grid. As shown
in Figure 4.9, the more mobile fluid (water) moves along the pathways formed by inter-
connected zones of higher permeability. These heterogeneity driven finger formations are
in agreement with the results obtained in [1] and provide further validation of our method.
It is clear from the saturation contours that the regions of higher water saturation (shown
in red) are trailing behind the rapidly advancing fingers. This causes premature water
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breakthrough (production well starts to produce water), much before a significant amount
of the residual oil has been pushed out. One of the important uses of adding polymer to the
displacing phase is to inhibit the formation and growth of these fingers at an early stage
by stabilizing the initial oil-water interface. This effect has been studied in more detail in
one of the following simulation studies (see Figure 4.22).
Permeability t = 60 t = 100 t = 160
Figure 4.9: Saturation contours during a waterflood in a rectilinear geometry with 60× 60
spatial resolution at three different time levels, t = 60, 100, 160. The heterogeneous per-
meability field from [1] (plotted in the leftmost figure) has been used. In the permeability
plot, the red regions represent higher permeability while the blue regions represent lower
permeability.
4.3.4 Waterflooding in a rectilinear geometry with a channelized permeability field
We again use a rectilinear flow domain for this study. We consider a heterogeneous
porous medium and choose K(x) as in [2] in the shape of a region of high permeability
that meanders from the left to the right. The permeability function is given by
K(x) = max
[
exp
(
−
(
y − 0.5− 0.1 sin (10x)
0.1
)2)
, 0.01
]
,
and it is shown in the leftmost plot of Figure 4.10 on a 60 × 60 spatial grid. The water
saturation contours plotted at three different time levels are in good agreement with those
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in [2] and provide additional validation of the method. Moreover, this simulation study
demonstrates the ability of the model and the method to accurately capture flow behavior
in highly channelized reservoirs or in rocks with natural faults and cracks.
Permeability t = 80 t = 130 t = 160
Figure 4.10: Saturation contours during a waterflood in a rectilinear geometry with 60×60
spatial resolution at three different time levels, t = 80, 130, 160. The permeability field
from [2] (plotted in the leftmost figure), which represents a single crack porous medium,
has been used. In the permeability plot, the red regions represent higher permeability while
the blue regions represent lower permeability.
4.3.5 Waterflooding in a quarter five-spot geometry with the Upper-Ness (SPE10)
permeability field
In this simulation we use a 30 × 30 block of permeability field data from the Upper-
Ness region of the SPE10 benchmark problem dataset (see [106]). The original dataset is
described on a regular Cartesian grid with 60 × 220 × 85 (1, 122, 000) cells. The model
consists of two types of formations: a shallow-marine Tarbert formation in the top 35
layers which represents a prograding near-shore environment with relatively smooth per-
meability, and a fluvial Upper-Ness permeability in the bottom 50 layers. Both formations
(Figure 4.11) are characterized by large permeability variations (8 to 12 orders of magni-
tude), but are different qualitatively. The Upper-Ness formation has more rapid variability
while the Tarbert formation has a higher contrast in the permeability values. In this work,
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we present results obtained using both types of permeability field data. A 30× 30 Upper-
Ness type permeability field (shown in Figure 4.11(a) and Figure 4.11(c)) is extracted
from layer 60 of the dataset and a 30 × 30 Tarbert type permeability field (shown in Fig-
ure 4.11(b) and Figure 4.11(d)) is extracted from layer 5 of the dataset.
(a) Upper-Ness type permeabil-
ity
(b) Tarbert type permeability
(c) Logarithmic permeability
plot
(d) Logarithmic permeability
plot
Figure 4.11: Permeability plots from the SPE10 benchmark dataset on a 30× 30 grid.
The simulation results are shown in Figure 4.12. As expected, the highly heteroge-
neous rock matrix leads to development of undesirable finger formations while the high
viscosity ratio (Mµ = µo/µw = 10) between the displaced and displacing phase leads
to the growth of these viscous fingers. We observe that the displacing phase progresses
towards the production well (located at (x, y) = (1, 1)) by sweeping through the regions
of higher permeability values. The method captures the expected features of fluid flow
102
t = 1000 t = 4000 t = 8000 t = 12000
Figure 4.12: Saturation contours during a waterflood in a quarter five-spot reservoir with
30 × 30 spatial resolution. The permeability field is of Upper-Ness formation type (see
Figure 4.11(a) and Figure 4.11(c)). The contours are plotted at four different time levels,
t = 1000, 4000, 8000, 12000.
through the regions of high and low permeability very well and the fronts are well re-
solved. This provides qualitative validation of the model and the numerical method as it is
able to capture the expected physical phenomenon like viscous finger formations in fully
developed flows.
4.4 Polymer Flood Simulations
The displacement processes involved in tertiary oil recovery methods like polymer
flooding and SP flooding are usually unstable to begin with. Hence one of the fundamental
fluid dynamical mechanisms that is employed to improve oil recovery is to delay and slow
down the development of these instabilities that lead to development of these nonlinear
fingers since there is always a finite reservoir area that needs to be swept. The growth of
these initial disturbances can be controlled by various means including the use of optimal
values of the viscosity ratio [107, 108, 109]. The following set of simulations has been
performed to compare the flow characteristics of a waterflood with that of a polymer flood.
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4.4.1 Polymer flooding in a quarter five-spot domain with the Tarbert permeability
field
In this simulation, we use the Tarbert permeability field data, shown in Figure 4.11(b)
and Figure 4.11(d) on a 30 × 30 grid. We compare the flow patterns of two different
waterflood scenarios with that of two different polymer floods. As shown in Figure 4.13,
the change in viscosity ratio from Mµ = µo/µw = 10 and Mµ = 5 in the waterfloods
to Mµ = µo/µa = 1.82 and Mµ = 1.25 in the two polymer floods causes a marked
change in the sweeping pattern of the process. We see that in the case of waterfloods, the
water phase advances through the heterogeneous formation much faster compared to the
polymer floods. This is due to the fact that pure water being less viscous is more mobile.
On the other hand, the polymer floods are able to achieve a much more efficient sweep of
the domain. Figure 4.13 shows that the higher water saturation contours (plotted in yellow
and red colors) have advanced further in the polymer floods than in the waterfloods, at
the same time point. Although this makes polymer flooding a slower recovery process
compared to waterflooding, the net oil recovery can be substantially more in polymer
flood. This claim is supported by the last row of plots in Figure 4.13 where the saturation
contours have been plotted at the time of water breakthrough in each flooding process. The
polymer flood results clearly show that a larger area has been swept and also the higher
water saturation levels (yellow contour) have penetrated deeper into the domain compared
to the waterflood results. Between the first two columns, both showing waterfloods, the
difference in mobility ratios has a significant effect in controlling the growth of the most
advanced saturation contour. This is evident in the fact that the waterflood with a mobility
ratio of Mµ = 5 takes longer time (t = 2418) for water breakthrough than the time taken
(t = 1673) by the waterflood with a higher mobility ratio of Mµ = 10. However, there
is little difference in the water saturation contours between the two polymer floods (see
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Columns 3 and 4 in Figure 4.13) because the mobility ratios (Mµ = 1.82 andMµ = 1.25)
are very close.
Waterflood Waterflood Polymer flood Polymer flood
(Mµ = 10) (Mµ = 5) (Mµ = 1.82) (Mµ = 1.25)
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Figure 4.13: Saturation contours comparing waterfloods with polymer floods in a quarter
five-spot reservoir with spatial resolution of 30× 30. The simulations were carried out on
the Tarbert formation type permeability field (see Figure 4.11(b)). The first two columns
correspond to waterfloods with viscosity ratios of Mµ = 10 and Mµ = 5 while the third
and the fourth columns correspond to polymer floods with viscosity ratios given byMµ =
1.82 and Mµ = 1.25 respectively. The contours are plotted at three different time levels,
t = 400, 1400 and water breakthrough. The t values below the last row of plots indicate
the time levels at which water breakthrough occurs in each flood.
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4.4.2 Grid refinement study with polymer flooding
In the next simulation of polymer flooding in a quarter five-spot geometry, we refine
the grid over three steps - 15× 15, 30× 30 and 60× 60. The domain has two rectangular
inclusions in the permeability field such that the permeability of the shaded blocks (see
Figure 4.6(b)) is 1000 times smaller than that in the rest of the domain. The viscosity ratio
is kept fixed at Mµ = 1.67. The water saturation contours for the polymer flooding pro-
cess with three different grid sizes are given in Figure 4.14. We observe that even over the
wide range of grid sizes the evolution of the fronts near the region of discontinuous per-
meability is captured accurately. The details in the high gradient region of the saturation
contours become more prominent with the reduction in mesh size due to the additional
computational points added to the domain. The qualitative agreement between the satura-
tion contours at the same time levels but with different grid sizes provide further validation
of the numerical convergence of the method.
4.5 Surfactant-Polymer Flood Simulations
In the following simulations we investigate the effect of using surfactant as a chemical
flooding agent. This is done by comparing the effectiveness of surfactant and SP floods as
compared to polymer flood and waterflood on the basis of the change in mobility ratio,Mλ
values. The goals of these simulations are: (a) to demonstrate the robustness of the method
in performing simulations of various different types of chemical flooding processes and (b)
to compare the effect of these different flooding schemes on the oil recovery, the sweeping
efficiency, and on controlling the growth of fingers.
4.5.1 Multiscale heterogeneity
Numerical simulations have been performed so far using several types of permeability
fields to study the effect of heterogeneity and also to test the capability of the numeri-
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Figure 4.14: Water saturation contours during a polymer flood (viscosity ratio,Mµ = 1.67)
in a quarter five-spot geometry with a piecewise continuous permeability field containing
two block inclusions (see Figure 4.6(b)). The contours have been plotted at three different
time levels, t = 350, 550, 800. The simulations were performed on three different spatial
resolutions : Row 1 - 15× 15, Row 2 - 30× 30 and Row 3 - 60× 60.
cal method to produce accurate solutions. These include homogeneous fields, piecewise
discontinuous fields and also sections of the well known SPE10 permeability field data
which model the Upper Ness type and the Tarbert type rock formations. In this section,
we have also used a scalar log-normal absolute permeability field, K(x) as a model for
multiscale rock heterogeneity. First we generate a Gaussian random field, ξ(x) which we
assume to be stationary (translational invariance of covariance function), isotropic (rota-
tional invariance of covariance function) and fractal (self-similar). Hence, the distribution
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is characterized by a zero mean and a covariance function of the form
cov(ξ(x1), ξ(x2)) = χ |x1 − x2|−β, 0 < β <∞, (4.6)
where χ is an appropriate proportionality constant and the scaling exponent β, called the
Hurst coefficient, controls the nature of heterogeneity. With an increase in β the covari-
ance function decays faster and hence heterogeneities in the shorter length scales become
pronounced. The LABTRAN-GEO methods, [110] are computationally efficient methods
to generate Gaussian fields with a covariance function given by the power law, eq. (4.6).
From this multiscale Gaussian field, we construct an absolute permeability field and a
porosity field as
K(x) = k0 exp (ϖξ(x)), (4.7)
φ(x) = φ0 + ϕ¯ξ(x), ϕ¯ > 0, (4.8)
where k0 is a chosen threshold, 0 < ϖ ≤ 1 is a chosen scaling exponent, φ0 is the cutoff
value and ϕ¯ is a normalizing factor that is chosen to ensure that the porosity lies in the
following range, 0.05 ≤ φ(x) ≤ 0.35. The mean 〈K〉 and variance σ2k of the log-normal
field K are set by the coefficients k0 and ϖ. With change in ϖ we get different values
for the Coefficient of Variation CV for permeability, (CVk), and porosity, (CVφ). For the
permeability field K, this is defined by CVk = σk/〈K〉. This dimensionless number CVk
can be thought of as a measure of the heterogeneity of the field. Similar formulations have
been adopted in [111, 112, 113].
In Figure 4.15(a) we present an example of such a stationary, isotropic and multiscale
Gaussian field calculated with zero mean, β = 0.5 and χ = 1/(1−2−β). In Figure 4.15(b)
we present a lognormal permeability field generated from this Gaussian field with k0 =
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3.4253 and ϖ = 1. In our studies here, uniform porosity has been used.
(a) Gaussian field (b) Log-normal permeability
Figure 4.15: Stationary, isotropic, fractal Gaussian field, ξ(x) [shown in (a)] used for
generating a log-normal permeability,K(x) [shown in (b)] using eq. (4.7). Both fields are
of size 64× 64. Higher values are plotted in red and lower values in blue.
4.5.2 Surfactant-polymer flooding in a quarter five-spot geometry
The first two sets of simulations for surfactant-polymer flooding are performed in a
quarter five-spot reservoir fitted with a 32 × 32 grid. A multiscale, stationary, isotropic
Gaussian permeability field (Figure 4.16(a)) generated using the method outlined in Sec-
tion 4.5.1 has been used to construct a scalar, log-normal permeability field (Figure 4.16(b))
with k0 = 3.44253, ϖ = 1.0 (CVk = 0.5).
The first set of simulations, presented in Figure 4.17, provides a comparison of water
saturation surface plots between four different types of flooding schemes at three different
time levels. The first column represents waterflooding (Mλ = 2.89), the second represents
surfactant flooding (Mλ = 3.12), the third and fourth columns represent two different
schemes of SP flooding (Mλ = 3.06 and Mλ = 1.96) which differ only in the amount
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(a) Gaussian field (b) Logarithmic plot of the permeability
field
Figure 4.16: Multi-scale, stationary, isotropic Gaussian distribution [shown in (a)] which is
used to generate a scalar log-normal permeability field [shown in (b)] of spatial resolution
32× 32.
of polymer present in the displacing phase. In Figure 4.18, we compare the surfactant
concentration surface plots and the polymer concentration surface plots for these floods.
Specifically, the first and the second columns show the surfactant concentration plots dur-
ing the surfactant flood and the second SP flood (Mλ = 1.96) while the third and fourth
columns present the polymer concentration surface plots between the two different SP
floods.
The difference in the surface plots between the waterflood and the surfactant flood
simulations is explained by the combined effect of the surfactant on the interfacial tension
and the relative permeability of the aqueous phase. This allows more resident oil to be
swept out as seen in the first two columns. We see that the regions with higher water
saturation values (i.e. regions where most of the oil has been pushed out), indicated in
the darker shades of red, have advanced further into the domain for the surfactant flood
than for the waterflood at comparable times. There is not much difference between the
saturation surface plots of the surfactant flood (2nd column) and the first SP flood (3rd
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Figure 4.17: Comparison of water saturation surface plots in a quarter five-spot reservoir
with spatial resolution of 32×32 during four different floods - waterflood, surfactant flood
and two SP floods. The mobility ratios are Mλ = 2.89, 3.12, 3.06 and 1.96, respectively
for the four floods. Γ0 = 0 for the waterflood and Γ0 = 0.05 for the other three floods.
The permeability field used is given in Figure 4.16. The surface plots are shown at three
different time levels, t = 1600, 3000, 5000.
column), in spite of the fact that polymer is added to the system in the SP flooding. This is
because, the addition of polymer does not cause an appreciable change in the mobility ratio
(Mλ = 3.12 and Mλ = 3.06 respectively) between these two flooding schemes. Hence
these two flooding schemes produce very similar results and this serves as an additional
validation of the robustness of the model. The difference in the saturation surface plots
between the two SP floods is primarily observable in the features near the advancing fronts
(i.e. near the edges of the surface plots). The higher water saturation values can be seen to
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Figure 4.18: Comparison of surfactant (Columns 1 & 2) and polymer (Columns 3 & 4)
concentration surface plots in a quarter five-spot reservoir with spatial resolution of 32×32
during three different floods. The mobility ratioMλ = 3.12, 1.96 for the first two columns
while Mλ = 3.06, 1.96 for the third and fourth columns, respectively. Γ0 = 0.05 is fixed
for all the simulations. The permeability field given in Figure 4.16 has been used. The
surface plots are shown at three different time levels, t = 1600, 3000, 5000.
have spread wider in the second SP flood (fourth column) than in any of the other floods.
This means that the gradient of the water saturation is the largest in the second SP flood
as the frontal region is spread over the thinnest area among all the four floods. Even
in Figure 4.18, the surfactant and polymer concentration surface plots of the second SP
flood, as seen in the second and fourth columns respectively, have a higher gradient near
the frontal region as compared to the surfactant flood or the first SP flood. This is expected
as the combination of polymer and surfactant used in this particular flood gives rise to the
lowest mobility ratio (Mλ = 1.96). As a result, the progress of the finger formations is
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arrested to a higher extent and also a higher percentage of the resident oil is mobilized.
Some of the effects, discussed above, seem to be marginally observable in the surface
plots, but the differences in the oil recovery efficiency and the change in the water cut at
the production well with time, as presented in Figure 4.19, strongly support these claims.
The oil recovery efficiency, ER (in %) is defined as the fraction of resident oil that is
recovered in a flooding process. Figure 4.19(a) shows the recovery efficiency of four
types of chemical flooding schemes with different endpoint mobility ratiosMλ and shock
front mobility ratios Ms : (a) waterflood (Mλ = 14.43, Ms = 3.78), (b) surfactant flood
(Mλ = 14.77, Ms = 3.90), (c) SP flood (Mλ = 2.35, Ms = 0.72) and (d) SP flood
(Mλ = 2.98, Ms = 0.93). The large drop in mobility ratios between the first two (Mλ =
14.43 and 14.77) and the last two (Mλ = 2.35 and 2.98) floods is used in order to enhance
the difference in their efficiencies. As expected, in Figure 4.19(a) we see that the oil
recovery efficiency increases with the decrease in the mobility ratio of the scheme. The
curves coincide initially and start to diverge as soon as water breakthrough is achieved
in each flood. The respective breakthrough times are directly influenced by the mobility
ratio of each flood, thus causing the flooding scheme with a higher Mλ to breakthrough
earlier. Additionally, the distinct bimodal trend in the efficiency curves can be easily
explained by studying the shock front mobility ratiosMs. TheMs values of the waterflood
(Ms = 3.78) and the surfactant flood (Ms = 3.90) can be used to categorize them as
dynamically unstable (Ms > 1) displacement processes which explains the abrupt drop
in their respective recovery efficiency curves. On the other hand, the Ms values of the
two SP floods (Ms = 0.72, 0.93 respectively) clearly classify them as dynamically stable
(Ms < 1) displacement processes which explains their superior recovery efficiencies.
Figure 4.19(b) shows the time dependence of the water cut or the aqueous phase sat-
uration (sa) at the production well for the same four chemical floods. In Figure 4.19(b),
the water cut curves follow the same trend. The water cut is constant and the same for
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each flood until breakthrough happens. The surfactant flood, with the highest mobility
ratio, achieves breakthrough earlier than all the other floods, and also produces the highest
fraction of water for almost the entire time. This can be attributed to the dual effect of
the surfactant. It increases the relative permeabilities and reduces the capillary pressure
barrier, thus facilitating the fluid flow. It can also be seen that the SP flood with the lower
mobility ratio (Mλ = 2.35) always has a lower water cut in comparison to the SP flood
with a higher mobility ratio (Mλ = 2.98), which supports the trend in their relative oil
recovery efficiencies as well.
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Figure 4.19: Effect of the different flooding schemes on oil recovery efficiency and wa-
ter cut in a quarter five-spot geometry with a heterogeneous permeability field given by
Figure 4.16.
In Figure 4.20, the second set of simulations is presented which compares water sat-
uration surface plots between four different types of flooding schemes at three different
time levels. The first column represents waterflooding (Mλ = 2.89,Γ0 = 0), the sec-
ond column represents surfactant flooding (Mλ = 3.04,Γ0 = 0.1), the third and fourth
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columns represent two different configurations of SP flooding (Mλ = 1.91,Γ0 = 0.01 and
Mλ = 1.92,Γ0 = 0.1). In Figure 4.17 we study the effect of polymer by changing the
mobility ratios while keeping Γ0 fixed. Here, we study the effect of surfactant by varying
Γ0 between the two SP floods. In Figure 4.21 we compare the surfactant concentration
surface plots for three floods. Specifically, the first column represents a surfactant flood
(Mλ = 3.04,Γ0 = 0.01) while the second and the third columns show the surfactant
concentration plots during the two SP floods.
As observed in Figure 4.20, the surfactant flood and both the SP floods perform better
than the waterflood in recovering oil from the reservoir. This is reflected in the saturation
surface plots of all the three floods where the region of higher saturation values (shown
in the darker shade of red) have advanced further than that in the waterflood at compa-
rable time levels. Even at water breakthrough, this is clearly visible. The other striking
observation is that the surfactant flood and the two SP floods take somewhat comparable
times while the waterflood takes significantly longer for water breakthrough. The surfac-
tant flood is expected to achieve a quicker breakthrough as it has a higher mobility ratio
than the waterflood, but the two SP floods achieve breakthrough earlier in spite of having
lower mobility ratios than waterflood. This is because the surfactant mobilizes a larger
percentage of the resident oil (by lowering capillary pressure and increasing relative per-
meabilities) and hence in Figure 4.20, the interaction of the heterogeneity field used and
the flood configuration allows the water saturation surfaces with higher values (sa ≥ 0.5)
to breakthrough earlier than in the waterflood. This kind of flow behavior is possible partly
because the difference in mobility ratios between the floods in Figure 4.20 is not very high.
The addition of polymer arrests the progress of the displacing phase along the het-
erogeneity induced “fingers” and this is visible near the advancing fronts (i.e. along the
edges of the surface plots) if we compare the surfactant flood figures with any of the two
SP flood figures. It is also confirmed by comparing the surfactant concentration surface
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plots, given in Figure 4.21, especially at t = 6000 and at water breakthrough. On the
other hand, addition of surfactant while keeping the amount of polymer fixed does not
have a significant impact, as seen in the last two columns of Figure 4.20. The saturation
surface plots are almost indistinguishable and these two floods also take very similar times
to reach water breakthrough. Similarly, the second and the third columns of Figure 4.21
show that the surfactant concentration surface plots for these two SP floods are almost the
same indicating that they depend weakly on the concentration of the surfactant for this par-
ticular simulation. Overall, in the last two sets of simulations we observe that, even in the
presence of both polymer and surfactant, the method is able to produce qualitatively ac-
curate water saturation, polymer concentration and surfactant concentration plots through
the heterogeneous permeability field while capturing the intricate details of the advancing
fronts.
4.5.3 Surfactant-polymer flooding in a rectilinear geometry
In the final simulation, we compare four different types of floods in a rectilinear ge-
ometry with a spatial resolution of 60 × 60. These are waterflood (Mλ = 14.43,Ms =
3.78,Γ0 = 0), polymer flood (Mλ = 2.60,Ms = 0.90,Γ0 = 0), surfactant flood (Mλ =
15.27,Ms = 4.03,Γ0 = 0.05) and SP flood (Mλ = 3.06,Ms = 0.92,Γ0 = 0.05). The
heterogeneous permeability field given by eq. (4.5) has been used. Figure 4.22 shows the
water saturation contours at three different time levels. Figure 4.23(a) shows the oil recov-
ery efficiency with time for all the four floods and Figure 4.23(b) shows the water recovery
efficiency versus time.
The first important point to notice is the difference in time required to achieve water
breakthrough for each of these floods. These time levels are provided below each of the
water breakthrough contours in Figure 4.22. The addition of polymer increases the viscos-
ity of the displacing aqueous phase making it slower. For the purpose of demonstration,
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Figure 4.20: Comparison of water saturation surface plots in a quarter five-spot reservoir
with spatial resolution of 32×32 during four different floods - waterflood, surfactant flood
and two SP floods. The mobility ratio for the four floods wereMλ = 2.89, 3.04, 1.91, 1.92.
Γ0 = 0.1 for the surfactant flood (second column) and the second SP flood (fourth column)
and Γ0 = 0.01 for the first SP flood (third column). The permeability field used is given in
Figure 4.16. The surface plots are shown at three different time levels including the plots
at water breakthrough for each flood in the last row. The respective times at which water
breakthrough happens for each flood is given below the last row of plots.
a very large drop in the mobility ratio from Mλ = 14.43, 15.27 (waterflood and the sur-
factant flood) to Mλ = 2.60, 3.06 (polymer and the SP flood) has been used to capture
this effect. Hence the polymer flood takes the longest time to achieve water breakthrough
as the polymer laden displacing phase becomes highly viscous. The addition of surfactant
has the twin effect of lowering the capillary pressure barrier and increasing the relative per-
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Figure 4.21: Comparison of surfactant concentration surface plots in a quarter five-spot
reservoir with spatial resolution of 32 × 32 during three different floods. The mobility
ratio wasMλ = 3.04 for the surfactant flood (Column 1) andMλ = 1.91, 1.92 for the two
SP floods (Columns 2 and 3). Γ0 = 0.01 for the first two columns and Γ0 = 0.1 for the
third column. The permeability field given in Figure 4.16 has been used. The surface plots
are shown at three different time levels including the plots at water breakthrough for each
flood in the last row. The respective times at which water breakthrough happens for each
flood is given below the last row of plots.
meability for the displacing phase and hence this makes it easier for the displacing phase
to penetrate into the reservoir. In the SP flood, the dual effect of polymer and surfactant
compete with each other and hence this flood achieves water breakthrough earlier than the
polymer flood. However, for the particular setup chosen in this experiment, the surfactant
in the system cannot completely overcome the slowdown caused by the polymer and hence
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pure waterflooding achieves water breakthrough earlier than both the polymer and the SP
flooding. As expected intuitively, the surfactant flooding is the fastest. This is because the
aqueous solution of surfactant is more mobile compared to pure water.
The effect of polymer in stabilizing the oil-water interface and thus reducing the growth
of fingers can be seen as well in Figure 4.22. From the first two rows in Figure 4.22, it is
evident that the growth of fingers slows down the most in the polymer flood, followed by
the SP flood, the waterflood and the surfactant flood, at the same time level. This in turn
ensures that by the time water breaks through a polymer flood achieves an improved sweep
compared to the waterflood. As seen in the first two columns of the last row of Figure 4.22,
at water breakthrough the contours with higher levels of water saturation (shown in yellow
and red) are trailing in the case of the waterflood to those of the polymer flood. In Fig-
ure 4.23(a), the oil recovery curves for the waterflood and the polymer flood also support
this observation. The oil recovery efficiency of the polymer flood is more than that of the
waterflood and hence the water recovery efficiency of the polymer flood is lower as well
(in Figure 4.23). The water breakthrough times of all the floods can be clearly identified
from the points in Figure 4.23 where the curves abruptly depart from their steady coinci-
dental trajectory. These times are also in agreement with the data obtained from the water
saturation contour plots given in Figure 4.22.
The effect of surfactant can be observed in the surfactant flood and the SP flood simula-
tions shown in the last two columns of Figure 4.22. The surfactant flood seems to enhance
the finger formation, as can be seen by comparing the first and the third columns of Fig-
ure 4.22 where the fingers advance faster in surfactant flood. The surfactant flood also has
a lower oil recovery efficiency than the waterflood (see Figure 4.23(a)). This result is not
surprising if we compare the mobility ratios for each of the two floods. The surfactant
flood has a higher mobility ratio than the waterflood and hence has a lower oil recovery
efficiency. This is also supported by the water recovery curves of the waterflood and the
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surfactant flood in Figure 4.23(b). The SP flood on the other hand combines the twin effect
of the polymer and the surfactant and hence not only are the growth of fingers arrested,
but also an improved sweep of the reservoir is achieved in comparison to the waterflood
and the surfactant flood. Also, in Figure 4.23(a), it can be seen that oil recovery curve for
the SP flood steadily surpasses that of the surfactant flood, but trails that of the polymer
flood. While this might look counterintuitive, a comparison of the mobility ratios of the
polymer flood (Mλ = 2.60) and the SP flood (Mλ = 3.06) explains this phenomenon.
From the standpoint of physics, this can be explained as well. The polymer flood has a
lower mobility ratio and hence is able to achieve a better areal sweep of the reservoir. This
means that the finger formations slowly become thicker and the resident oil in a larger
area is swept through. Also, with the passage of time after water breakthrough, the re-
gion where the finger tips intersect with the line sink becomes larger compared to the SP
flood, allowing for more discharge of oil. On the other hand, the surfactant in the SP flood
tries to facilitate the movement of the more mobile displacing phase through the pathways
formed by the finger formations. Hence, even though a larger percentage of oil is made
available for recovery (in the SP flood), this is recovered only at the narrow tips where the
fingers intersect with the line sink (see Figure 4.22). The oil in the regions not yet swept
by the displacing phase is not recovered. The better oil recovery efficiency of the polymer
flood over the SP flood can be attributed to a combination of all these effects. The higher
water recovery efficiency of the SP flood given in Figure 4.23(b), compared to the poly-
mer flood, supports these observations. Moreover, the bimodal trend in the oil recovery
efficiency curves separating the polymer flood (Ms = 0.90) and the SP flood (Ms = 0.92)
from the waterflood (Ms = 3.78) and the surfactant flood (Ms = 4.03) is reflected in their
respective shock front mobility ratio Ms values which can be used to categorize them as
dynamically stable (Ms < 1) and dynamically unstable (Ms > 1) processes.
Overall, it appears from our simulations that a careful study of the mobility ratios and
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the reservoir properties are critical for designing an efficient flooding scheme that can
maximize recovery.
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Figure 4.22: Comparison of saturation contours during four different types of chemical
floods in a rectilinear geometry with 60×60 spatial resolution at three different time levels.
The heterogeneous permeability field from [1] (plotted leftmost in Figure 4.9) has been
used. The saturations contours have been presented at t = 80 (first row), t = 120 (second
row) and at water breakthrough in each of the different floods, with the corresponding time
levels mentioned below each figure.
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Figure 4.23: Effect of the different flooding systems on oil recovery and water recovery in
a rectilinear geometry with a heterogeneous permeability field from [1] (plotted leftmost
in Figure 4.9).
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5. CONCLUSIONS AND FUTURE DIRECTIONS
5.1 Conclusions
In this dissertation, we have studied immiscible two-phase, multi-component, incom-
pressible flows in porous media that arise in the context of chemical EOR processes, in
particular polymer flooding and surfactant-polymer flooding. In chapter 2 we proposed a
mathematical model for such flows in the form of a coupled nonlinear system comprising
of an elliptic equation for pressure and transport equations for water saturation, polymer
concentration and surfactant concentration. This model takes into account the capillary
pressure. A new global pressure formulation has been developed which renders the form
of the elliptic equation with a discontinuous coefficient to be the same as the one without
the capillary pressure included in the model, except for the fact that now we solve the
elliptic equation for the global pressure. In this global pressure formulation, the system of
flow and transport equations bears some resemblance with that of a miscible displacement
process.
A new hybrid numerical method for solving the system of flow and transport equa-
tions was introduced in chapter 3. This method is based on a discontinuous finite element
method for the elliptic global pressure equation and a modified method of characteristics
(MMOC) in combination with a time-implicit finite difference method for the transport
equations. The discontinuous finite element method incorporates any discontinuity in the
elliptic coefficient inside the finite element basis functions and facilitates efficient com-
putation of the solution using a fixed computational mesh. The transport equations are
primarily advection dominated with some diffusive regularization induced by the capil-
lary pressure. The MMOC leverages this behavior to replace the advection operator by
a suitable derivative along its characteristic curve and treats the capillary diffusion term
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separately using an Eulerian grid. As a result, this method allows for larger time steps to
be used in the numerical computation without sacrificing the accuracy or the stability.
In chapter 3, we also performed numerical analysis of the method to prove conver-
gence by considering a reduced system, namely two-phase one component porous media
flow in one-dimension. In the analysis presented, the convergence behavior of the MMOC
based finite difference part of this hybrid numerical method was studied. An optimal or-
der O(h) error for the pressure gradient obtained by the finite element part was assumed,
which has been numerically validated in [82]. Using this result, L2 error estimates of
the wetting phase saturation s and the component concentration c have been computed.
The novelty in this proof is the consideration of the transport equation for a component
which significantly complicates the analysis previously performed by others [55, 68] with-
out any component. Basic ideas of the proof can be extended to two-dimensions and to
two-components which were discussed but needless to say, the extension will be even
more involved technically as one can see from the proof for the case presented in this
dissertation.
In chapter 4 numerical results from simulations of several water, polymer and SP floods
through heterogeneous porous media were reported. These demonstrate the convergence
and robustness of the numerical method both qualitatively and quantitatively. In particu-
lar, the numerical method has been validated with an exact two dimensional solution for
waterflooding. The corresponding error norms and order of accuracy calculations are in
agreement with the L2 estimates of the transport variables obtained from the convergence
study and quantitatively demonstrate the accuracy of the method. Several other numer-
ical simulations have been carried out on both a quarter five-spot geometry as well as
on a rectilinear geometry with four different types of heterogeneous permeability fields -
piecewise discontinuous with rectangular inclusions, the Upper-Ness formation type and
the Tarbert formation type from the SPE10 dataset and a scalar, log-normal permeability
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field generated using a stationary, isotropic, fractal Gaussian distribution. Two types of
piecewise discontinuous permeability fields with one or more square inclusions have been
used in the simulations. The method has been validated qualitatively by comparing these
numerical results with those available in the literature. Simulations of a five-spot flood
have been performed on a parallel and a diagonal grid to demonstrate that the method does
not suffer from any serious grid orientation effects. The method is able to produce results
which show that under similar reservoir conditions with heterogeneous Upper-Ness type
permeability field data from the SPE10 benchmark problem, polymer flood improves the
sweeping efficiency and inhibits growth of fingering instability in comparison to secondary
recovery (waterflood). Numerical convergence of the method under grid refinement has
been shown by performing polymer flood simulations in heterogeneous porous media us-
ing three different mesh sizes. The robustness of the method has been further demon-
strated by simulating surfactant-polymer floods with various different compositions of the
surfactant-polymer solution. The method is able to capture, fairly well, all the intricate
details of the flow including the heterogeneity and viscosity driven finger formations. Us-
ing the saturation plots, the oil recovery curves and the water cut curves we are able to
compare the relative effectiveness of different types of chemical flooding schemes in both
types of flow geometry.
5.2 Future Directions
There is a broad range of problems in this area that are still open and can be the topic
of future studies. Particularly, there are several questions that arise from the above work
that are worthy of a more in-depth investigation.
For instance, a problem worthy of exploration would be a study on the effect of
anisotropic mechanical dispersion of the dissolved components in two-phase, multicom-
ponent flows. This will improve the SP flooding model by including an essential physical
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phenomena that contributes to the effective flux of components and possibly helps in the
partial suppression of the fingering instability. In [114] a study involving linear stabiliza-
tion of three-layer porous media flow models of EOR for two different types of interfaces
has revealed some promising results on the stabilizing capacity of molecular diffusion
and mechanical dispersion. Various experimental [115], semianalytic [116] and numerical
[117] studies have shown the significant impact of the dispersive flux in the transport of
components in multiphase flow. Hence, it would be interesting to study the importance of
this effect on the overall efficiency of the chemical enhanced oil recovery process. As dis-
cussed earlier, reducing grid orientation effect (GOE) is a crucial step in the development
of any efficient reservoir simulator and it requires minimization of numerical diffusion. It
would be an interesting challenge to accurately model the stabilizing effect of the physi-
cal anisotropic dispersion [100] while simultaneously minimizing numerical diffusion to
control GOE.
There are also several computational and modeling challenges involved in develop-
ing our mathematical framework in order to make it more easily available for practical
use. First and foremost, this would require extending the framework to simulate three
dimensional problems by incorporating gravitational effects and carefully implementing
the MMOC method on a 3D grid. Any such extension would also require optimization
and possible parallelization of the code to increase the speed and efficiency of the massive
computation. Another important question that we are already studying is the development
of a generalized global pressure formulation for two-phase n-component flows in three
dimensions. This would also require an in-depth investigation of the existence and unique-
ness properties of the global pressure formulation. For a start, we would need to consider
the global pressure formulation for two-component, two-phase flows, as proposed in this
dissertation, and study its existence and uniqueness properties along the lines of similar
analysis done for existing global pressure formulations [16, 20].
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One of the major future research direction would be the study of non-Newtonian flows
in porous media, especially viscoelastic flows. The SP laden aqueous phase in EOR, bio-
fluids like blood and most other complex fluids that occur in multicomponent flows pos-
sess intricate rheological properties that directly influence the flow. The current practice
in EOR is to model polymer solutions as power-law shear thinning fluids by ignoring the
elastic effects and the existing literature is severely limited (see [118]). We have started ex-
ploring the models for various classes of non-Newtonian fluids like viscoelastic (Maxwell
[119], Oldroyd-B [120], FENE-P), time-independent (Ellis [121], Herschel-Bulkley [122])
and time-dependent (Godfrey [123]) and ultimately, the aim is to develop a physically
correct macroscale mathematical model for multiphase, multicomponent, non-Newtonian
flow in porous media. We are also looking into modifying and extending the Newtonian
flow framework to develop an efficient and accurate non-Newtonian flow framework that
can also capture multiscale variations in permeability. This will help us study the non-
Newtonian effects on the overall dynamics of the flow and also quantify the impact on the
recovery efficiency and the displacement efficiency of the chemical flooding process.
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