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Abstract—Drinking water distribution networks (WDN) are
large-scale, dynamic systems spanning large geographic areas.
Water networks include various components such as junctions,
reservoirs, tanks, pipes, pumps, and valves. Hydraulic models
for these components depicting mass and energy balance form
nonlinear algebraic differential equations (NDAE). While control
theoretic studies have been thoroughly explored for other com-
plex infrastructure such as power and transportation systems,
little is understood or even investigated for feedback control
and state estimation problems for the NDAE models of WDN.
The objective of this paper is to showcase a complete NDAE
model of WDN followed by computing Lipschitz constants of
the vector-valued nonlinearity in that model. The computation
of Lipschitz constants of hydraulic models is crucial as it paves
the way to apply a plethora of control-theoretic studies for water
system applications. In particular, the computation of Lipschitz
constant is explored through closed-form, analytical expressions
as well as via numerical methods. Case studies reveal how such
computations fare against each other for various water networks.
Index Terms—Hydraulic Models, Water Distribution Net-
works, Nonlinear dynamic systems, Lipschitz Continuity, One-
Sided Lipschitz, Nonlinearity Parameterization.
I. INTRODUCTION AND PAPER CONTRIBUTIONS
IN the past few decades, virtually thousands of control-theoretic methods have been proposed to perform either
real-time feedback control or dynamic state estimation in
dynamic networked systems. While a significant number of
these methods and studies are tailored for linear—or even
linearized models around operating points—dynamic system
models, many other studies investigated methods for the more
general and realistic nonlinear models. The three-decade old
textbook [1] provides a listing of such literature with a focus on
semidefinite programming-based formulations for mostly linear
dynamic models.
As for feedback control and state estimation for nonlinear
systems, the majority of studies assume that the involved
nonlinear functions in the dynamic models are: Lipschitz contin-
uous [2]–[6], or even a less restrictive assumption such as one-
sided Lipschtiz continuity [7]–[9], or more restrictive such as the
bounded Jacobian assumption [10]–[12]; the actual definitions
of some of these assumptions are given in the ensuing sections
and in the references therein. A key ingredient to such studies is
the computation of Lipschitz constants of the involved nonlinear
models. Specifically, the design of controller or estimator is
reliant on computing Lipschitz constants of the encompassed
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vector-valued nonlinearity. Although a wide range of nonlinear,
control-theoretic algorithms have been investigated for elec-
tric power network and transportation systems with focus on
feedback control or state estimation applications, not much
is understood or investigated in terms of understanding the
nonlinear, dynamic functions modeling hydraulics in drinking
water distribution networks (WDN).
Paper Objective and Contributions The objective of this
paper is to investigate analytical and computational methods to
compute and bound Lipschitz and one-sided Lipschitz constants
for a generalized, realistic model of the hydraulics in WDN
comprised of reservoirs, pumps, valves, and tanks. In this paper,
we compare the derived analytical results with the numerical
ones for different WDN. We show that the vector-valued
nonlinearity in the WDN dynamics has a special structure
that allows closed-form analytical expressions of the Lipschitz
constants. Applying such Lipschitz constant computation to
feedback control and state estimation problem formulations [2]–
[9] is beyond the scope of this paper, but is an important future
research direction of the authors.
In particular, this paper considers arbitrary WDN topologies,
different types of valves, and assumptions that are satisfied
in realistic WDN hydraulic simulations. The computation of
such constants provides three important contributions to the
literature: (i) bounds on how the nonlinearities encompassed
in hydraulic models grows and evolves; (ii) the utilization
of such constants to design state feedback controllers and
state estimators; (iii) a thorough investigation of analytical and
computational values of Lipschitz constants for various water
networks. The paper organization is given as follows.
Paper Organization Section II presents the general differen-
tial algebraic equation model of WDN hydraulics. The model
essentially presents mass and energy balance in all components
and is given in both continuous- and discrete-time. Section
III presents the problem formulation while Sections IV and V
present the theoretical contribution of the paper through com-
puting Lipschitz and one-sided Lipschitz constants. Section VI
presents a brief discussion on computing such constants using
global optimization and numerical algorithms. Section VII
concludes the paper with numerical tests on various water distri-
bution network topologies and parameters. The paper’s broader
impact is to encourage advanced control-theoretic algorithms
for nonlinear models in WDN.
Paper Notation The symbols Rn and Rp×q denote column
vectors withn elements and real-valued matrices with size p-by-
q. Italicized, boldface upper and lower case characters represent
matrices and column vectors—a is a scalar, a is a vector, andA
is a matrix. Matrix In is a n× n identity square matrix, while
0 and O represent zero vectors and matrices of appropriate
dimensions.
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Tab. I
SET AND VARIABLE NOTATION.
Notation Set/Variable Notation Description
W A set of nodes including junctions, tanks and reservoirs
E A set of links including pipes, pumps and valves
J , T ,R A set of nj junctions, nt tanks, and nr reservoirs
P , M , V A set of np pipes, nm pumps, and nv valves
Ni A set of neighbors node of the ith node, i ∈ W
di, hi Demand and head at node i
hTKi , h
R
i Head at tank i and reservoir i
hPij , h
M
ij , h
V
ij Head loss for the pipe, pump, and valve from i to j
qij Flow through a pipe, valve or pump from node i to node j
II. WATER DISTRIBUTION NETWORKS (WDN) DYNAMICS
We model WDN by a directed graph (W, E). SetW defines
the nodes and is partitioned asW = J ⋃ T ⋃R where J , T ,
andR stand for the collection of junctions, tanks, and reservoirs.
Let E ⊆ W ×W be the set of links, and define the partition
E = P⋃M⋃V , where P ,M, and V stand for the collection
of pipes, pumps, and valves. For the ith node, set Ni collects
its neighboring nodes and is partitioned as Ni = N ini
⋃N outi ,
where N ini and N outi stand for the collection of inflow and
outflow nodes. Tab. I summarizes the set and variables notation
used in this paper. According to these basic laws, the equations
that model mass and energy conservation for all components
in WDN can be written in explicit and compact matrix-vector
forms in Tab. II.
A. Models of Components
1) Tanks and Reservoirs: The water volume dynamics in
the ith tank at time k can be expressed by a discrete-time
difference equation (1a), while the head created by the tank
can be described as (1b)
V TKi (k + 1) = V
TK
i (k) + ∆t
∑
j∈N ini
qji(k)−
∑
j∈Nouti
qij(k)
 (1a)
hTKi (k) =
Vi(k)
ATKi
+ E TKi , i ∈ T , (1b)
where V TKi and ∆t are the volume and sampling time;
qji(k), i ∈ J , j ∈ N ini stands for the inflow of the jth
neighbor, while qij(k), i ∈ J , j ∈ N outi stands for the
outflow of the jth neighbor; hTKi , A
TK
i , and E
TK
i respectively
stand for the head, cross-sectional area, and elevation of the ith
tank. Combining (1a) and (1b), the head changes from time k
to k + 1 of the ith tank can be written as (2) in Tab. II. We
assume that reservoirs have infinite water supply and the head
of the ith reservoir is fixed [13, Chapter 3.1], [14, Chapter 3]
and presented as (3) in Tab. II.
2) Junctions and Pipes: Junctions are the points where wa-
ter flow merges or splits. The expression of mass conservation
of the ith junction at time k can be written as (4) in Tab. II, and
di stands for the demand that is extracted from node i.
The major head loss of a pipe from node i to j is due to
friction and is determined by (5) from Tab. II, where R is the
resistance coefficient and µ is the constant flow exponent in the
Hazen-Williams formula. Minor head losses are ignored in this
paper.
Tab. II
DETAILED HYDRAULIC MODEL IN WDN.
Types Original Hydraulic Model
Tanks hTKi (k+1)=h
TK
i (k)+
∆t
ATKi
 ∑
j∈N in
i
qji(k)−
∑
j∈Nout
i
qij(k)
 (2)
Reservoirs hRi (k) = h
R
i (3)
Junction
nodes
∑
j∈N in
i
qji(k)−
∑
j∈Nout
i
qij(k) = di(k) (4)
Pipes hPij(k) = hi(k)− hj(k) = Rijqij(k)|qij(k)|µ−1 (5)
Pumps hMij(k) = hi(k)− hj(k) = −s2ij(k)(hs − rij(qijs−1ij )ν) (6)
Valves hVij(k) = hi(k)− hj(k) = oij(k)Rijqij(k)|qij(k)|µ−1 (7)
3) Head Gain in Pumps: A head increase/gain can be
generated by a pump between the suction node i and the delivery
node j. The pump properties decide the relationship function
between the pump flow and head increase [15], [13, Chapter 3].
Generally, the head gain can be expressed as (6), where hs is
the shutoff head for the pump; qij is the flow through a pump;
sij ∈ [0, smaxij ] is the relative speed of the same pump; r and ν
are the pump curve coefficients.
4) Valves: In this work, we focus on general purpose valves
(GPV). GPVs are used to represent a link with a special flow-
head loss relationship instead of one of the standard hydraulic
formulas. They can be used to model turbines, well draw-down
or reduced-flow backflow prevention valves [13, Chapter 3.1].
In this paper, we assume that the GPVs are modeled as a pipe
with controlled resistance coefficient and can be expressed as (7)
in Tab. II, where oij ∈ [0, 1] is a control variable depicting the
openness of a valve. The model can be seamlessly extended to
other types of valves such as pressure reducing of flow control
valves.
B. Control-oriented WDN model
The WDN model in the previous section can be abstracted to
difference algebraic equation (DAE) as (8). Define x1, x2, and
x3 as vectors collecting heads at nj junctions, nr reservoirs,
and nt tanks; define u and v as the vectors collecting flows
through controllable and uncontrollable elements, e.g., nv +
nm pumps and valves belong to controllable set, and np pipes
are uncontrollable. Note that we assume all valves are GPVs.
Collecting the mass and energy balance equations of tanks (2),
reservoirs (3), junctions (4), pipes (5), pumps (6), and valves
(7), we obtain the following control-oriented DAE model
x3(k + 1) =x3(k) +Bvv(k) (8a)
0np =Ex1x1(k)+Ex2x2(k)+Ex3x3(k)+f
P(v) (8b)
0nm+nv =Fx1x1(k) + Fx2x2(k) + f
MV(u) (8c)
0nj =Guu(k) +Gvv(k) + d(k) (8d)
0nr =Hx2x2(k) + h
R (8e)
where B•, E•, F•, G•, and H• are constant matrices that de-
pend on the WDN topology and the aforementioned hydraulics
and 0n is a zero-vector of size n. Let fP(v),fM(u), and
fV(u) be the nonlinearities from the head loss models for pipes,
pumps, and valves respectively. The function fMV(u) collects
both the nonlinear head gain model of pumps fM(u) in (6)
and the nonlinear head loss model of valves fV(u) in (7). Note
that hR is the constant heads at reservoirs. The DAE (8) can be
written as
O
O
I
O
O


x1(k + 1)
x2(k + 1)
x3(k + 1)
v(k + 1)
u(k + 1)
 =

Ex1 Ex2 Ex3 O O
Fx1 Fx2 O O O
O O I Bv O
O O O GvGu
O Hx2 O O O


x1(k)
x2(k)
x3(k)
v(k)
u(k)

+

fP
fMV
0
0
0
+

O O
O O
O O
I O
O I

[
d(k)
hR
]
.
We define new vectors that collect all the variables as
z(k) ,
{
x1(k),x2(k),x3(k),v(k),u(k)
}
,
f(z(k)) ,
{
fP,fMV
}
, l(k) ,
{
d(k),hR
}
.
Hence, the compact state-space DAE model can be written as
Ezz(k + 1) = Azz(k) +Bff(z(k)) +Bll(k), (10)
where state-space matrices Ez,Az,Bf and Bl are obtained
from (8). Next, we formulate the problem at hand.
Remark 1. The discrete-time (DT) model (10) can also be
written in continuous-time (CT) by modifying some of the
state-space matrices. The algebraic equations remain intact,
seeing these algebraic constraints can be posed identically in
CT or DT. The only difference needed to obtain the state-space
matrices in CT is via removing the x1(k) term (that is, the
hTKi (k) term) and the discretization time-step ∆t from (2).
III. PROBLEM FORMULATION
The objective of this work is two-fold: to show that f(z(k))
is locally∗ Lipschitz and One-Sided Lipschitz (OSL) and to
analytically compute the corresponding constants. The formal
definitions of these two properties are as follows.
Definition 1. A function f : Ω ⊆ Rn → Rm is Lipschitz
continuous on Ω if there exists a constant K(Ω) ∈ R+ such
that
‖f(z1)− f(z2)‖2 ≤ K‖z1 − z2‖2, ∀ z1, z2 ∈ Ω.
A function f is locally Lipschitz continuous if for every y ∈
Ω there exists an open neighborhood U of y such that the
restriction f |U is Lipschitz continuous with constant K(U).
Definition 2. A function f : Ω ⊆ Rn → Rn is One-Sided
Lipschitz on Ω if there exists a constant L(Ω) ∈ R such that
〈f(z1)− f(z2), z1 − z2〉 ≤ L‖z1 − z2‖22, ∀ z1, z2 ∈ Ω.
Definitions 1 and 2 quantitatively characterize the restricted
growth of nonlinearities during WDN operation and can then
be used for a variety of control and state estimation formu-
lations [2]–[9]. Note also that a global property with respect
to some domain Ω ⊂ Rnm is a semi-global property with
respect to Rnm . The next section showcases analytical methods
to compute the Lipschitz constant for f(·).
∗Although we discuss local properties, the presented theory is valid semi-
globally in the sense that state variables are confined within a compact state-
space that encapsulates upper and lower bounds on, for example, flow rates.
That is, the local assumption is global from the practical perspective.
IV. COMPUTING LIPSCHITZ CONSTANTS
We show simple but effective methods to analytically com-
pute the Lipschitz constant K with respect to the flow rates.
The domain is defined as the set of all possible flow rates
reached during network operation. To prove f(z(k)) is locally
Lipschitz, it suffices to show that fP(v), fM(u), and fV(u)
are Lipschitz with corresponding Lipschitz constants KP,KM,
and KV. In particular, this section shows that
‖f(z1)− f(z2)‖2 ≤ K‖z1 − z2‖2, ∀ z1, z2 ∈ Ω,
in the domain of attainable controllable and uncontrollable
flows. Constant K ≥ 0 is the Lipschitz constant of the WDN
under the assumption that all other parameters (such as pipe
roughness coefficients and pipe parameters) are held constant.
Since our approach is analytical, the scope of this work is
restricted to the conditions under which parameters in the sys-
tem remain differentiable. However, these assumptions coincide
with those used in practice and are minimal, for a function
that is Lipschitz continuous is necessarily differentiable almost
everywhere.
Throughout the paper we will utilize the following lemmas
that are known in real analysis literature [16]. We reproduce
their proofs and include them in Appendix A.
Lemma 1. If f : [a, b]→ R is a Lipschitz continuous function
with constant K and differentiable then K := sup[a,b] |f ′(x)|.
Lemma 2. A function f : Ω ⊆ Rn → Rm continuously
differentiable on a convex set Ω is Lipschitz continuous if and
only if ‖Jf (x)‖2 is bounded where Jf (x) is the Jacobian
matrix of f . Furthermore, supΩ ‖Jf (x)‖2 is a Lipschitz
constant.
Remark 2. From Lemma 2 and the inequality ‖ · ‖2 ≤ ‖ · ‖F
it follows immediately that
‖f(z1)− f(z2)‖2 ≤ sup
Ω
‖Jf (x)‖F · ‖z1 − z2‖2,
where ‖ ·‖F is the Frobenius norm. This result is used in [17]
to estimate the upper bound of the optimal Lipschitz constant.
Since our method requires finding individualKP,M,V we first
discuss finding KP. For simplicity, we abuse the notation in
each section by reusing variable notation instead of their full
labels, such as q for flow rates and R for friction coefficients.
A. Lipschitz Constant for Headloss Models in Pipes
Let fP : ΩP ⊆ Rnp → Rnp be a function which maps the
flow through pipes to a vector whose components characterize
nonlinear head loss due to friction in pipes given in (8b).
Assumption 1. The ith pipe has known a priori flow rate
qi ∈ [qmini , qmaxi ] and fixed friction coefficient Ri > 0. Lower
bound qmini can be negative, and parameter µ ≥ 1 in (5) is
fixed and the same for all pipes.
Assumption 1 is by no means restricting as typical values of
µ are usually 1.852 or 2 according to Hazen-Williams, Darcy-
Weisbach, or Chezy-Manning formulations [18]. In practice,
the minimum and maximum pipe flow rates [qmini , q
max
i ] should
not exceed the maximum flow rate provided by pumps. This can
be obtained from the pump head loss curve (6) by setting hMij
as zero. Hence, for each pump connecting nodes i and j, the
maximum flow rate is decided by
qmaxij = sij
(
hs
rij
) 1
ν
.
It is necessary that the domain of the reachable flow rates for
the WDN, that is, the total Cartesian product of flow rate ranges
for each pipe, is convex. However, since each pipe flow rate falls
within a compact interval of Cartesian product, the domains of
all pipes is automatically convex. In practice, this manifests as
knowing the minimal and maximal flow rates of each pipe a
priori which WDN operators know well from historical data.
In the following proof we walk through the use of Lemma 1 to
show that each vector component of the nonlinear function fP is
Lipschitz, and then we use the results of Lemma 2 to generalize
for the entire vector function. In later proofs of this paper, we
will skip to the generalization. The following proposition shows
how KP is computed.
Proposition 1. Suppose that fP : ΩP ⊆ Rnp → Rnp is the
vector function of nonlinear terms describing the head loss in
pipes for the entire WDN. With Assumption 1, this function is
Lipschitz with constant
KP = µmax
i
Ri(max {|qmini |, |qmaxi |})µ−1. (11)
Proof. Suppose that fP : ΩP ⊆ Rnp → Rnp where ΩP is the
np Cartesian product [qmin1 , q
max
1 ] × · · · × [qminnp , qmaxnp ]. Each
component fPi (v) can be written as
fPi (v) = Riqi|qi|µ−1,
where qi ∈ [qmini , qmaxi ] and Ri, µ are fixed. Let Ii denote
the interval [qmini , q
max
i ]. For µ ≥ 1, fPi (v) is differentiable
everywhere and since Ii is compact, by Lemma 1 we obtain∣∣fPi (qi1)− fPi (qi2)∣∣ ≤ supIi
∣∣∣∣∂fPi∂qi
∣∣∣∣ · |qi1 − qi2 |
= sup
Ii
µRi|qi|µ−1 · |qi1 − qi2 |
= KPi |qi1 − qi2 |.
Next, since ΩP is convex, then we must show that the induced 2-
norm of the Jacobian of fP is bounded. For an arbitrary matrix
J the induced Euclidean norm is computed by
‖J‖2 = σmax(J) =
√
λ(J>J),
where λ(J>J) is the principal eigenvalue of J>J . Note that
fPi (qi) is not coupled with multiple components of v such that
the Jacobian matrixJfP(v) is diagonal. Since eachKPi is finite,
then each component of the Jacobian is necessarily bounded.
Therefore, the norm is also bounded. By Lemma 2 we have
‖fP(v1)− fP(v2)‖2 ≤ sup
ΩP
‖JfP(v)‖2 · ‖v1 − v2‖2.
Therefore, we finally get
KP = sup
ΩP
‖JfP(v)‖2 = sup
ΩP
max
i
∣∣∣∣∂fPi∂qi
∣∣∣∣ = maxi KPi .
B. Lipschitz Constant for Head-Gain Models through Pumps
To prove fM(u) is locally Lipschitz we place restrictions on
pump parameters typically used in literature. Note that a pump
with a speed of zero simply reduces to a pipe so we assume that
pump speeds are nonzero.
Assumption 2. The ith pump has flow rate qi ∈ [qmini , qmaxi ]
with qmini > 0. The friction coefficient ri > 0, pump speed
si ∈ (0, 1], and pump parameter 1 ≤ νi ≤ 3 in (6) are fixed.
The head loss model for pumps is not necessarily defined for
negative flow rates. Therefore, we assume that all pump flows
do not change direction during operation. This is sensible as
there would be minimal application during regular demand in
operating a pump to slow down but not to stop and/or to reverse
the natural flow rate. Note that Assumption 2 is reasonable for
actual networks we tested. For example, the value of νi is in
[1.1, 2.59] which can be corroborated through the open source
tool EPANET and tens of WDN templates [13]. Next, we show
how KM is computed.
Proposition 2. Let fM : ΩM ⊆ Rnm → Rnm be the vector
function of nonlinear terms describing the head loss in pumps.
With Assumption 2, the function fM is Lipschitz with constant
KM = max
i
νiri(q
max
i )
νi−1s2−νii . (12)
Proof. Let fM : ΩM ⊆ Rnm → Rnm where ΩM is the nm
Cartesian product of compact intervals [qmini , q
max
i ]. The pump
head gain for each component i of fM is given by
fMi (u) = −hsis2i + riqνii s2−νii ,
where qi ∈ [qmini , qmaxi ], and si, νi, ri, and hsi are each fixed
in R+. Repeating the steps of the previous proof, by Lemma 2
we have
KM = sup
ΩM
‖JfM(u)‖2 = sup
ΩM
max
i
∣∣∣∣∂fMi∂qi
∣∣∣∣ .
This completes the proof.
Notice that if we assume that all pumps in the network have
identical friction coefficient r > 0, and letting q¯ = maxi qmaxi ,
then KM can be obtained by mapping
g(s, q)→
{
g(smax, q¯) 1 ≤ ν ≤ 2
g(smin, q¯) ν > 2
,
where smin/smax are the smallest/largest pump speeds in the
WDN and g(s, q) = νrqν−1s2−ν . The next section investigates
finding Lipschitz constants for the nonlinear valve head loss
model.
C. Lipschitz Constant for Valve Models
The analysis for valves bears much similarity to that for pipes
but with the addition of a valve openness parameter, which
characterizes the occlusion of the flow.
Assumption 3. The ith valve has known a priori flow rate
qi ∈ [qmini , qmaxi ], fixed friction coefficient Ri > 0, and fixed
valve openness oi ∈ (0, 1]. Parameter 1 ≤ µ ≤ 3 in (7) is the
same for all valves and fixed.
In practice, this assumption holds true for a single time
period. For extended periods, we choose the maximum of oi.
The computation of KV is presented below.
Proposition 3. Suppose that fV : ΩV ⊆ Rnv → Rnv is the
vector function of nonlinear terms describing the head loss in
valves for the entire WDN. With Assumption 3, the function
fV is Lipschitz with constant
KV = µmax
i
oiRi(max {|qmini |, |qmaxi |})µ−1.
Proof. The nonlinearities are described by fV : ΩV ⊆ Rnv →
Rnv and each component is given by
fVi (u) = oiRiqi|qi|µ−1.
This proof is similar to the proof of Proposition 1, and the
Lipschitz constant takes the form
KV = sup
ΩV
max
i
∣∣∣∣∂fVi∂qi
∣∣∣∣ .
Given the three propositions, we now present an analytical
way to compute Lipschitz constant K for the entire network.
Theorem 1. If KP,KM and KV are the Lipschitz constants
for the pipes, pumps, and valves, respectively, then the Lips-
chitz constant K of the WDN is given by
K = max {KP,KM,KV}. (13)
Proof. Since f = {fP,fM,fV} and the Jacobian of each of
these components is diagonal, by Lemma 2 we have that
K = sup
Ω
||Jf ||2
= max
{
sup
ΩP
max
i
∣∣∣∣∂fPi∂qi
∣∣∣∣ , sup
ΩM
max
j
∣∣∣∣∣∂fMj∂qj
∣∣∣∣∣ , supΩV maxk
∣∣∣∣∂fVk∂qk
∣∣∣∣
}
= max {KP,KM,KV}.
In the subsequent section, we discuss the computation of OSL
constant for WDNs.
V. COMPUTING THE ONE-SIDED LIPSCHITZ CONSTANT
Various control-theoretic studies have shown Lipschitz based
feedback control and state estimation algorithms can be con-
servative in terms of feasibility of the control/estimator de-
signs via semidefinite programming (SDP) formulations [7]–
[9], specifically for discrete-time models. This motivated the
development of control/estimation methods for a less-restrictive
assumption on the vector-valued nonlinearity, namely the one-
sided Lipschitz (OSL). Here, we show that
〈f(z1, c)− f(z2, c), z1 − z2〉 ≤ L‖z1 − z2‖22,
where c is the collection of fixed components of the network
such as valve openness and pump speeds, and L is the OSL
we seek to compute. This computation can then be used as the
SDP formulations in [7]–[9] require this constant for, e.g., state
estimator design. Throughout the section, we consider that all
previous assumptions from the Lipschitz analysis section apply.
Since the same assumptions carry over, the nonlinear head loss
function f is differentiable everywhere on the domain. Hence,
the optimal OSL constant L can be computed directly by taking
the supremum of the logarithmic norm η2(·) of the Jacobian
matrix of f(·) as shown in [19]
L = sup
Ω
η2(Jf ) = sup
Ω
lim
→0+
||I + Jf ||2 − 1

.
To that end, the following lemma computes the logarithmic
norm for an arbitrary finite-dimensional real diagonal matrix,
which is then used to compute the logarithmic norm η2(Jf ).
Lemma 3. If D ∈ Rn×n is a diagonal matrix then
η2(D) = max
i
Di,
where
η2(D) := lim
→0+
||I + D||2 − 1

is the log norm with respect to the induced Euclidean norm.
Proof. Let D ∈ Rn×n be a diagonal matrix. As mentioned in
the proof of Proposition 1 the induced 2-norm simplifies to
η2(D) = lim
→0+
√
λ(I + 2D + 2D2)− 1

The principal eigenvalue λ(I + 2D + 2D2) is the largest
element in the diagonal entries of I + 2D+ 2D2. When  is
small it is positive. Let Di0 = maxiDi, then
η2(D) = lim
→0+
√
1 + 2Di0 + 
2D2i0 − 1

.
If |D1| > D2 and D1 < 0, then
0 < /2 <
D2 −D1
D21 −D22
implies 2D1 + 2D21 < 2D2 + 
2D22 . It follows that
η2(D) = lim
→0+
Di0 + Di0√
(1 + 2Di0 + 
2D2i0)
= Di0 .
We employ Lemma 3 to simplify the computation of OSL
constant L for WDN in terms of Lipschitz constants for the
pipes, pumps, and valves—summarized as follows.
Proposition 4. The WDN One-Sided Lipschitz constant L is
always identical to the Lipschitz constant K,
L = max {KP,KM,KV}.
Proof. From the limit definition of the optimal OSL constant
can be computed as through L = supΩ η2(Jfi). Since Jf is
diagonal, by Lemma 3 we have
L = sup
Ω
max
i
Jfi .
From our analysis in Section IV, the non-zero components of
JfP(v), JfM(u), and JfV(u) are always positive. Therefore,
L = sup
Ω
max
i
Jfi = sup
Ω
max
i
|Jfi | = K.
VI. NUMERICALLY COMPUTING LIPSCHITZ AND OSL
CONSTANTS
Other than the analytical approach presented above, numer-
ical computations of Lipschitz and OSL constants can also be
performed via the utilization of (i) interval-based algorithm or
(ii) point-based method.
For (i), the authors in [17] present an interval-based method to
numerically estimate Lipschitz and OSL constants for arbitrary
nonlinear vector-valued functions. The methods rely on the
assumption that the set Ω is a compact, n-dimensional hyper-
rectangle and the function f(·) has bounded partial derivatives
Fig. 1. Three different sampling methods. Note that the random points have
more gaps and uneven distribution compared with Sobol and Halton.
in Ω. Note that this assumption is indeed satisfied in WDN,
hence the interval-based approach is applicable to find Lipschitz
and OSL constants for WDN. The interval-based algorithm
combines interval arithmetic with branch-and-bound (BnB)
routines to find the smallest bounds that confine the largest
value of a function. Following [17], the upper bound K¯ for the
actual Lipschitz constant K can be computed as the solution to
the following, constrained global maximization problem
K¯ =
√
max
z∈Ω
∑
i
‖∇fi(z)‖22. (14)
As mentioned in Remark 2, this is recognizable as the Frobenius
norm of the Jacobian. The OSL constant L, as reproduced from
literature such as [19], can be computed as
L = λmax
(
1
2
(
Jf + J
>
f
))
, (15)
where Jf denotes the Jacobian matrix of f(·). Since it is not
obvious to compute the maximum eigenvalue of Jf , the authors
in [17] provide theory that can be used to find upper bounds for
L. Readers are referred to [17] for more details.
The spatial BnB algorithm in the interval-based method can
be succinctly explained as follows. In the branching step, the
main problem—for instance, the maximization problem inside
the square root term in (14)—is divided into smaller subprob-
lems. This is performed by splitting Ω. Next, the corresponding
upper and lower bounds of interval evaluation of each resulting
subsets are computed accordingly. In the bounding step, the
subsets not containing any maximizer are then removed. These
two routines are performed iteratively until the algorithm ter-
minates. In the context of Lipschitz constant, let f Ii (·) be an
interval extension of the objective function
∑
i‖∇fi(·)‖2 and
define C as a cover—or a collection of subsets—in Ω. In the
BnB routines, it is crucial to ensure that all maximizers are
always contained in C. The corresponding global upper and
lower bounds are updated based on the interval evaluation of
f Ii (·) for each subset of C. The algorithm terminates when the
optimality gap (the distance between global upper and lower
bounds) is sufficiently small. Note that this method provides
over-approximations for Lipschitz and OSL constants.
Another approach to estimate Lipschitz and OSL constants
is the (ii) point-based method referenced above; see [20]. In
principle, this method randomly samples the domain of interest
Ω using a finite number of points and evaluates each point using
the objective function to be maximized, ultimately finding the
point which induces the largest value. As an illustration, in the
case of Lipschitz constant, suppose that S(z, s) = {zj}sj=1
represents the sequence of s number of points with zj ∈ Ω for
each j. Then, we simply solve the following problem
K
¯
=
√
max
zj∈S(z,s)
∑
i
‖∇fi(zj)‖22, (16)
Fig. 2. (a) Three-Node network, (b) Anytown network, (c) OBCL network.
that is, finding zj from S(z, s) that maximizes (16). The
resulting maximum value is then regarded as the solution K
¯
.
Realize that this approach involves evaluating the objective
function of (16) as many as the number of points in the sequence.
This method provides under-approximations for Lipschitz and
OSL constants.
There exist several methods to construct S(z, s). If the points
are purely randomly generated, it is considered a Monte Carlo
method and the corresponding algorithm is termed pure random
search. A more sophisticated method uses low-discrepancy
sequences (LDS) which are sequences of points with relatively
small discrepancy and are therefore distributed almost equally
in the domain of interest. The most important advantage of
LDS—for example, Halton and Sobol sequences—is that it is
guaranteed to converge to the optimal value as more points
are used [21]. Fig. 1 depicts how purely random, Sobol, and
Halton points are distributed inside a unit box. It is worthwhile
to mention that, however, as observed in the study [20], the
advantage of LDS over random sampling can be minuscule.
That is, random sampling method can yield comparable results
as those obtained from LDS—even slightly better in small cases.
VII. NUMERICAL TESTS
The aim of this section is to investigate how the ana-
lytical derivation of the Lipschitz constants (Section IV) for
various networks compare with the numerical computations
(Section VI). To that end, six WDN templates (Three-Node [22],
Eight-node [13], Anytown [23], Net2, Net3, and OBCL net-
works [24]) are used to assess our methods in finding Lipschitz
constants K via analytical and numerical methods. We do
not compute OSL since L has the same value as K; see
Preposition 4. Fig. 2 shows the network topology of the Three-
Node, Anytown, and OBCL WDN—other test networks are
not shown for brevity. The number of network’s components
is presented in the second column of Tab. III. The Three-Node
network shown in Fig. 2a includes 1 junction, 1 pipe, 1 pump,
and 1 reservoir. The pump parameters in (6) for this network
are: hs = 393.7008, r12 = 3.746 × 10−6, and ν = 2.59;
the roughness parameter for Pipe 23 is R23 = 2.346 × 10−6.
The parameters for the other networks are utilized from [13],
[23], [24]. The bounds for the flow rates qmin and qmax for
each link (pipe, pump, and valve) mentioned in Section IV
are obtained from EPANET after running the corresponding
networks for a week with different water demand simulations.
The numerical tests are performed with the help of the EPANET
Matlab Toolkit [24] on a Ubuntu 16.04 running an Intel(R)
Tab. III
ESTIMATING OPTIMAL LIPSCHITZ CONSTANT K FOR ALL NETWORKS
USING THREE DIFFERENT METHODS.
Networks # of com-ponents∗ Analytical
† Point-based Interval-
basedmax sqrt
Three-Node
network
{1,1,1,
1,1,0} 0.5023 0.5023 0.5023 0.5023
Eight-node
network
{9,1,1,
10,1,0} 0.5850 0.5850 0.6084 0.6161
Anytown
network
{19,3,0,
40,1,0} 0.0903 0.0903 0.1250 0.1256
Net2 {35,0,1,40,0,0} 0.0086 0.0086 0.0155 0.0180
Net3 {92,2,3,117,2,0} 0.0445 0.0445 0.0689 0.0803
OBCL {262,1,0,288,1,0} 0.9649 0.9649 1.0563 1.0817
∗# of components: {# Junctions, # Reservoirs, # Tanks, # Pipes, # Pumps,
# Valves}.
Analytical†: this result is from Theorem 1, and specifically Equation (13).
Xeon(R) CPU E5-1620 v3 @ 3.50GHz. All codes, parameters,
tested networks, and results are available on Github [25].
As mentioned previously, this numerical test also considers
point-based and interval-based methods to measure the con-
servativeness of analytical results. The interval-based method
approximates Lipschitz constant K via (14) whereas the point-
based method uses two formulations: (13) (referred to as max)
and (14) (referred to as sqrt). The max mode can be used here
since the induced Euclidean norm of the Jacobian coincides
with the max norm for WDN. Namely, the theoretical results of
Lemma 2 are only valid for the induced Euclidean norm. The
point-based method implements three different sampling meth-
ods (Random, Sobol, and Halton) and uses various numbers
of samples from 101 to 105 to show the relationship between
accuracy (the quality of the approximation), sampling method,
and numbers of samples.
The analytical and numerical results of this experiment are
shown in Tab. III. Taking the Three-Node network in Fig. 2a as
an example, the analytical Lipschitz constant for this network
is K = 0.5023. This value is obtained from (13). Note that
the Lipschitz constant for pump is KM = 0.5023, computed
from (12), while Lipschitz constant for pipe is KP = 0.004,
computed from (11), which is small due to the singular pipe’s
small roughness parameter R23 and small flow rate. Due to
Theorem 1, then from these results, the optimal analytical result
is given asK = max{KP,KM} = 0.5023. The estimated Lip-
schitz constant from interval-based method, computed via (14),
gives an upper approximation of K¯ = 0.5023, which is very
close with the analytical result. Nonetheless, this agreement
does not generalize to networks with pipes/valves that have
larger parameters. The point-based method, for the max and
sqrt modes, surprisingly gives good under approximations in
the simple Three-node network; the corresponding Lipschitz ap-
proximation is K
¯
= 0.5023, which is identical to the analytical
one. However, this also does not generalize to other networks
with larger number of pipes/valves with various parameters.
Next, we demonstrate the performance of point-based method
in approximating Lipschitz constant for OBCL network shown
in Fig. 3. It can be seen from this figure that the point-based
method under max mode approaches the analytical Lipschitz
KAnalytical = 0.9649
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Fig. 3. Point-based method results for OBCL network under (a) max mode
and (b) sqrt mode.
Fig. 4. Computational time for the interval- and point-based methods.
constant KAnalytical, while the solution obtained from sqrt
mode approaches the one obtained from interval-based method
KInterval. We observe that, as the number of sampling point
increases, the approximated Lispchitz constants from max and
sqrt modes are approaching KAnalytical and KInterval respec-
tively, hence showing the increasing accuracy of point-based
method. This phenomena is due to the property of LDS, where
increasing number of samples produces better approximation.
Interestingly, the results given by random sampling method
stand between those from Halton and Sobol, indicating that
LDS gives little advantage over pure random sampling.
Finally, we study the computational time of point-based and
interval-based methods for each WDN network, which results
are shown in Fig. 4. In particular, for interval-based method,
we consider the following optimality gap for the test networks:
1×10−2, 1×10−2, 1×10−5, 1×10−5, 2×10−3, and 8×10−2.
The optimality gap defines the width of the interval bound
for computing the Lipschitz constant: a larger gap requires
less computational time for the same network, which justifies
choosing a smaller one for the larger networks. In addition,
to compensate the randomness in the point-based method, the
displayed results are the average of running the simulation five
times. The results suggest that the presented numerical methods
are somewhat scalable even for a network with hundreds of
nodes.
Considering the derived analytical expressions and tested
numerical algorithms for finding Lipschitz and one-sided Lip-
schitz constants, future work will focus on either applying
or formulating state-feedback control and observer designs
for the nonlinear DAE models of WDN hydraulics. Indeed,
various studies [26]–[29] have investigated this problem for
a general Lipschitz or one-sided Lipschitz DAE model of
dynamic systems.
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APPENDIX A
PROOF OF LEMMAS 1 AND 2
Proof. (of Lemma 1) Suppose that f : [a, b] → R is Lipschitz
continuous with constant K and differentiable. Then for all
x, y ∈ [a, b], we have∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ ≤ K.
Taking the limit supremum of the inequality, we obtain
lim sup
y→x
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ = K(x) ≤ K.
Since [a, b] is compact the limit supremum is finite and coincides
with the limit, and f is differentiable on the interval [a, b], we
have
K(x) = lim
y→x
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ = |f ′(x)|.
Taking the supremum over all values in the compact interval
we obtain a definition for K, that is,
K := sup
[a,b]
K(x).
Proof. (of Lemma 2) Suppose f : Ω ⊆ Rn → Rm has
Lipschitz constant M and is continuously differentiable on Ω.
By the definition of the total derivative, for every vector p with
unit norm and  > 0, there exists δ > 0 such that if h < δ, then∣∣∣∣‖f(x+ hp)− f(x)‖2h − ‖Jf (x)p‖2
∣∣∣∣ < .
Hence,
‖Jf (x)p‖2 < ‖f(x+ hp)− f(x)‖2
h
+  < M + .
Since  is arbitrary, we have for the induced 2-norm of Jf (x)
‖Jf (x)‖2 = sup
‖p‖=1
‖Jf (x)p‖2 ≤M.
Now suppose that ‖Jf (x)‖2 is bounded by M on a convex
set Ω. Then ∀x,h ∈ Ω and t ∈ [0, 1], ‖Jf (x + th)‖2 ≤ M .
Therefore,
‖f(x+ h)− f(x)‖2 =
∥∥∥∥∫ 1
0
Jf (x+ th) · h dt
∥∥∥∥
2
≤
∫ 1
0
‖Jf (x+ th) · h‖2 dt
≤M‖h‖2.
