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Abstract. The electroweak mixing angle is determined with
high precision from measurements of the mean difference
between forward and backward hemisphere charges in
hadronic decays of the Z. A data sample of 2:5 million
hadronic Z decays recorded over the period 1990 to 1994
in the ALEPH detector at LEP is used. The mean charge
separation between event hemispheres containing the orig-
inal quark and antiquark is measured for b¯b and cc¯ events
in subsamples selected by their long lifetimes or using fast
D’s. The corresponding average charge separation for light
quarks is measured in an inclusive sample from the anticor-
relation between charges of opposite hemispheres and agrees
with predictions of hadronisation models with a precision of
2%. It is shown that differences between light quark charge
separations and the measured average can be determined us-
ing hadronisation models, with systematic uncertainties con-
strained by measurements of inclusive production of kaons,
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protons and ’s. The separations are used to measure the
electroweak mixing angle precisely as
sin2 effw = 0:2322 0:0008(exp: stat:)
0:0007(exp: syst:) 0:0008(sep:):
The first two errors are due to purely experimental sources
whereas the third stems from uncertainties in the quark
charge separations.
1 Introduction
Production of multihadronic events in e+e−annihilation is
well described by an initial process of e+e− ! qq, followed
by gluon radiation and hadronisation. It is expected that the
electric charge of particles produced during hadronisation of
the initial quark retain some information of its charge [1].
Evidence for such correlations between the charges of pro-
duced hadron jets and the parton charge was first observed
in neutrino and muon scattering [2]. Jet charge methods are
used at LEP in the analysis of electroweak quark asymme-
tries [3–8], and both integrated [9, 10] and time dependent
[11–13] B0B0 mixing measurements. This paper presents
the measurement of the forward/backward jet charge asym-
metry in an inclusive sample of hadronic Z decays and
its interpretation in terms of the electroweak mixing angle
sin2 effw .







where qi is the charge of particle i and pki its momentum
projected onto the thrust axis. The sum runs over the charged
particles in an event hemisphere defined by the thrust axis
to be either forward (QF) or backward (QB) with respect
to the incoming electron direction. The parameter  can be
varied from zero to infinity. The best sensitivity is obtained
for  = 1:0. The choice  =1 corresponds to the selection
of only the leading particle in the hemisphere. The consis-
tency of electroweak measurements upon variation of  is
an important test of the analysis method.
On average the charges of the hemispheres containing
the quark, Qf, and the antiquark, Q¯f, in a qq event with
given flavour, f , differ by the quantity
f = hQf − Q¯fi; (2)
which is referred to as the charge separation. The difference
in the average charge of forward and backward hemispheres
of hadronic events
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Fig. 1. Illustration of the QFB and Q charge distributions for a quark of
flavour f. The widths of the QFB and Q distributions in the case the quark
f goes forward, fFB and 
f
Q, are approximately equal if the correlations
between hemispheres are small







is measured. The acceptance factor, Aacc is given by
Aacc =
4 cos max
3 + cos2 max
; (4)
where max is the polar angle cut on the final state fermions
in e+e− ! Z=γ ! ff. The value of hQFBi depends on the
electroweak asymmetries AfFB in e+e− ! Z=γ ! ff decays
and, with knowledge of the charge separations, is interpreted
in terms of the electroweak mixing angle sin2 effw . In the
analysis below the quantities AfFB, Γf, and Γhad are computed
in terms of sin2 effw with ZFITTER [14] and the right hand
side of (3) is fit to the measured value of hQFBi.

















’ 8 (0:25− sin2 effw  (7)
andAf is similarly defined. The termAe is a common fac-
tor to all asymmetries in (3). Its relative sensitivity to sin2 effw
is an order of magnitude larger than that of Af. Conse-
quently, the measurement of hQFBi is a sensitive measure-
ment of sin2 effw as defined from the electron couplings [15].
An accuracy of 5% in its measurement results in a determi-
nation of sin2 effw with a precision of 0:001.
A second element essential to the accuracy of the mea-
surement is that the average charge separation, ¯, is directly
measurable from data using





where FB and Q are the RMS widths of the QFB and total
charge Q = QF + QB distributions. For a flavour f (¯f) the
single hemisphere charge measurements, Qf (Q¯f), may be
written as
Qf = hQfi + Rf and Q¯f = hQ¯fi + R¯f (9)
whereRf (R¯f) is the event-by-event fluctuation around the
average hQif (hQi¯f) due to fragmentation. The product of the
two hemisphere charges then averages to




assuming hQfi = −hQ¯fi = f=2 and using hRfi = hR¯fi = 0.
The quantity hRfR¯fi arises from correlation between hemi-
sphere charges, by memory of total charge conservation. As
illustrated in Fig. 1, the difference in variance of the (QFB)f
and (Q)f distributions arises from the charge separation f.
Expanding (8) for the flavour f and using (10) gives
¯2f = −4hQFQBif − hQFBi2f + hQi2f
= 2f − 4hRfR¯fi − hQFBi2f
= [f (1 + kf)]2 : (11)
Correlations between hemispheres, hRfR¯fi, are small, and
the averages hQFBi2f and hQi2f are even smaller. Thus ¯f is
equal to f to within a -dependent correction factor, kf,
that has a value of about 5% at  = 1:0. A rigorous treat-
ment including effects of secondary interactions is given in
Appendix A.






where the purity Pf is the fraction of Z! f¯f events in
the sample. In the absence of event selection biases, Pf =
Γf=Γhad. Experimental manipulation of the purity in (12) al-
lows a determination of individual charge separations. Using
a lifetime-tagged sample [16] of b quarks, the absolute value
of b has been measured [6]. By varying the lifetime-tag
cuts, the composition of the sample is altered to enhance the
c quark content and the absolute value of c is also extracted.
With these measurements of heavy quark charge separations,
the average separation for light quarks, ¯uds, is derived from
¯ with a relative precision of 2%.
Separations for individual quark flavours can be directly
measured in events for which one hemisphere is tagged and
the charge measured in the opposite hemisphere [9]. For ex-
ample, as shown in Sect. 3.2, events with high momentum
D’s provide enriched samples of c quarks which are used
to measure c, whereas those with high momentum ’s con-
strain s.
Determination of the individual light quark separations is
difficult because of the lack of an efficient tag discriminating
between u, d and s type quarks. The reliability of hadroni-
sation models to predict the differences between them is
therefore investigated in Sect. 4. It is shown that only a lim-
ited number of general principles, implemented in a simple
chain model, are required to reproduce jet charge propaga-
tion properties of more sophisticated hadronisation models.
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As described in Sect. 4.1, although the charge of a u
quark is twice the charge of a d quark, the magnitudes of the
charge separations for light quark flavours would be identical
if only uu¯ and d ¯d pairs were produced during hadronisation.
This common scale of the separation value depends on reso-
nance production and is tightly constrained by the measured
value of ¯. The observed differences between light quark
separations arise from production of strange particles and
formation of baryons during the hadronisation process. There
is no experimental access to the contributions of these par-
ticles to jet charges; therefore, they must be estimated using
fragmentation models (Sect. 4.2). Systematic errors in this
estimate are determined by the accuracy with which models
can simultaneously describe the value of ¯ and the produc-
tion of kaons and baryons. The two models considered have
quite different philosophies when producing these particles.
As shown in Sect. 4.4, spectra are closely reproduced by the
JETSET model [17], while HERWIG [18] fails to reproduce
baryon production satisfactorily and gives separations that
are different but consistent within a large systematic error.
Consequently JETSET is used to determine the value of
sin2 effw quoted in Sect. 5.
2 Measurement of hadronic jet charges
The data set used for this analysis consists of approximately
2:5 million hadronic Z decays recorded by ALEPH during
the period from 1990 to 1994. Centre-of-mass energies in
the range MZ 3 GeV/c2 are available for the measurement
of the Z line shape. The ALEPH detector is described in [19]
and its performance in [20].
Charged track reconstruction is essential to both the
event selection and jet charge determination. The ALEPH
tracking system consists of two layers of a double-sided sil-
icon vertex detector (VDET), an Inner Tracking Chamber
(ITC) and a Time Projection Chamber (TPC). The VDET
single hit resolution is 12m at normal incidence for both
r −  and r − z projections. The ITC provides up to eight
r −  hits from 16 to 26 cm relative to the beam, down
to jcos j = 0:97, with an average resolution of 150m.
The TPC measures up to 21 three-dimensional points per
track at radii between 40 and 171 cm, with an r −  res-
olution of 170m and an r − z resolution of 740m, also
down to jcos j = 0:97. Tracks are reconstructed using the
TPC, ITC and VDET. A transverse momentum resolution
of (1=pT ) = 0:610−3 (GeV=c)−1 is observed for 45GeV
muons. Multiple scattering dominates at low momentum and
adds a constant term of 0.005 to (pT )=pT .
The TPC track-finding efficiency is studied using Monte
Carlo simulation. Simulated data used throughout this study
are based on events from the ALEPH HVFL03 genera-
tor [21]. This employs a modified set of heavy flavour decay
routines in the context of the JETSET (Version 7.3) string
fragmentation model with initial state photon radiation de-
termined by DYMU02 [22]. The set of model parameters
used for simulation are tuned to ALEPH event shape distri-
butions using the method of [23]. This set of parameters is
referred to as a the “reference” set. Particle tracking and de-
tector response are simulated using a GEANT description of
ALEPH. Simulated events are reconstructed using the same
algorithms as those for the analysis of the data. In hadronic
events, 98.6% of tracks that cross at least four pad rows in
the TPC are reconstructed successfully. This corresponds to
a lower transverse momentum cutoff of about 200 MeV/c.
The inefficiency is due to track overlaps and cracks, although
the latter are minimised by staggering the edges of TPC sec-
tors. This is verified by scanning and studies of the measured
two-track separation [24].
2.1 Experimental analysis
The charged track Z! qq selection [25] requires five or
more good tracks, carrying more than 10% of the centre-
of-mass energy. Good tracks are defined to have at least 4
TPC hits, jcos j < 0:95 and a minimum distance to the
interaction point of less than 10 cm in z and 2 cm in r− .
For this analysis, further selection cuts are applied. The
thrust axis of the event is reconstructed using charged tracks.
To ensure containment of the event, it is required that
jcos thrustj < 0:9. The event is then divided into two hemi-
spheres by a plane perpendicular to the thrust axis. The
charge in each hemisphere is calculated from (1) using all
good tracks having a transverse momentum measured rel-
ative to the beam direction greater than 200 MeV/c. The
+z axis is defined to lie along the direction of the electron
beam. The hemisphere which contains this axis is called the
forward hemisphere and the other the backward hemisphere.
The charges in the forward and backward hemispheres, QF
and QB, are calculated for each event. These are then used to
form the difference, QFB = QF−QB, sum, Q = QF +QB, and
product, QFQB. The sample averages and RMS widths for
these quantities are the main experimental results of the anal-
ysis. The forward-backward symmetric quantities QF  QB
and Q are used as important measurements of the propaga-
tion of quark charge through hadronisation as well as con-
straints when calculating experimental systematic errors on
the electroweak asymmetry.
Since the two photon background in the hadronic sample
is less than 0.3% and does not affect hQFBi by more than
0.3% of its value, it is neglected in this analysis [3]. The
contamination of tau events is 0:2% in the standard hadronic
selection [25] which induces a shift of only 0:66 ( 0:51)
10−4 to hQFBi, and is neglected in this analysis.
The analysis is performed using several values of the
parameter  in the range 0:3    1. Measured values of
hQFBi, hQi and ¯ (determined from (8)) are shown in Table 1
together with Monte Carlo expectations for the charge sym-
metric quantities hQi and ¯. The effects of the data/Monte
Carlo discrepancy in hQi will be discussed in Sect. 2.2.2.
Correlations between measurements using different  values
are given for hQFBi in Table 22 and for ¯ in Table 20 in
Appendix B.
2.2 Experimental systematic uncertainties
Experimental systematic errors arise from false asymmetries
in the detector and event reconstruction, or from differences
in particle tracking between data and simulated events. Con-
sequently, systematic uncertainties on measured quantities
from the following sources are studied :
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Table 1. Measurement results for various values of , and Monte Carlo prediction for the reference values of parameters. The first errors are statistical and
the second are systematic. The measured values are averaged over all centre-of-mass energies. Errors due to the model of hadronisation are not included
here
Measured values MC prediction
 hQFBi  104 hQi  104 ¯  104 hQi  104 ¯  104
0.3 −43:9  2.2  2.4 70.6  1.8  18.2 2077  4  51 118.9  1.7 1995  4
0.5 −57:6  2.6  2.7 64.7  2.1  17.3 2253  6  45 107.4  2.1 2180  6
1.0 −89:5  3.8  3.9 52.9  3.4  13.9 2899  10  38 87.0  3.3 2859  10
2.0 −126:2  5.8  5.9 42.4  5.3  11.9 3718  18  39 72.2  5.2 3721  18
1 −145:9  9.2  11.8 38.1  8.8  15.1 4357  41  49 71.2  8.6 4421  40
Table 2. Breakdown of systematic error calculation for hQFBi, hQi, and
¯, for  = 1. “Uncorrelated” systematic errors indicate the error on each
quantity separately. If hQFBi and ¯ are used together in the fit of sin2 effw
the detector acceptance and resolution systematic uncertainties cancel so
that this component of the systematic error is indicated by “correlated”
Source hQFBi hQi  ¯
104 104 104
Biases in track reconstruction
–tracks with high transverse impact parameters 1.6 3.9 9.7
–tracks with high longitudinal impact parameters 0.7 1.4 1.5
–tracks at low angles 2.1 2.5 4.7
–tracks with few TPC hits 2.8 12.9 6.8
–tracks with anomalously high momentum 0.5 0.5 1.4
Biases in momentum reconstruction 0.3 1.5 0.0
Secondary interactions (from Amat) 0.1 − −
Uncorrelated hQFBi and ¯ 3.9 13:9 12.9
Secondary interactions ( "f − "¯f) 1.1 − 34.1
Detector acceptance and resolution 0.4 − 11.6
Correlated hQFBi and ¯ 1.2 − 36.0
Total experimental systematic uncertainty: 4.0 13.9 38.3
– sign or polar angle biases in track reconstruction;
– momentum reconstruction biases;
– secondary interactions in and before the tracking system;
– detector acceptance and resolution.
The breakdown of systematic errors from these sources is
summarised in Table 2 for  = 1. Methods used to determine
the systematic errors represent an update of those described
in [3] for hQFBi and are extended to the quantities hQi and
¯.
2.2.1 Biases in track and momentum reconstruction. Signif-
icant asymmetries can arise if tracks from particles hav-
ing positive charge are reconstructed with different efficien-
cies from those coming from particles with negative charge.
Badly reconstructed tracks tend to be at low angles, have
few hits, anomalously high momenta or large impact pa-
rameters. The contribution of these tracks to hQFBi, ¯ and
hQi is measured by removing tracks close to the acceptance
cuts, recomputing the thrust axis, and comparing this new jet
charge event-by-event with the original value. As the cuts
are varied, the largest of either the systematic difference be-
tween data and Monte Carlo or the statistical accuracy of
the difference is taken as the systematic error. The method
is shown to be robust against the magnitudes of the cut vari-
ations and whether or not the thrust axis is recomputed with
each change of cuts.
Momentum biases can play an important role in the jet
charge determination. Momentum scale biases are corrected
for each charge sign and track angle using a sample of
collinear Z! +− events. A systematic error correspond-
ing to 50% of the effect of applying the corrections is as-
signed to all measured quantities.
The effects of systematic errors in tracking on ¯ are stud-
ied using the distribution of event-by-event differences in
QF  QB (11) before and after badly reconstructed tracks
have been removed. In the determination of hQi these are
the only important systematic effects. The measured value
of hQi with this systematic error is used extensively for de-
termining the remaining components of the systematic error
in ¯ and hQFBi.
2.2.2 Secondary interactions in detector material. Three ef-
fects from secondary interactions are considered. First, asym-
metries in the nuclear cross sections for particles and antipar-
ticles can give different amounts of additional charge to jets
originating from quarks than for jets originating from anti-
quarks. A second effect is that the amount of material in the
detector may be forward/backward asymmetric with respect
to the interaction point. Finally, the detector material may
dilute the overall charge because high momentum particles
carrying a large weight in the jet charge defined in (1) in-
teract and produce a number of lower momentum particles
which carry less weight. The impact of these effects is de-
scribed in detail in Appendix A where the main results for
a single flavour are
hQFBidetf = hQF − QBidetf = AfFB
(










genf + "f − "¯f
2 − hQFBidetf 2 + hRdetf Rdet¯f i(14)
hQidet = hQF + QBidetf ’ "f + "¯f (15)
where the material asymmetry in the detector is denoted
by Amat. Additional charge from the detector modifies the
charge in the hemisphere containing the quark (antiquark)
by an amount "f ("¯f). The labels gen and det are explicitly
written to distinguish the quantities with and without detector
effects.
For a single quark flavour it is evident that in a measure-
ment of AfFB from hQFBif and ¯f, the effects of cross section
asymmetries cancel because the charge separation, detf =
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(
genf + "f − "¯f

, appears in both (13) and (14). Since the
desired quantity to be measured is AfFB, the only unknown
quantities in (13), (14), and (15) are Amat and hRdetf Rdet¯f i.
The value of Amat and its associated systematic uncer-
tainty are determined from a comparison of photon conver-
sions in data and Monte Carlo. The hemisphere correlations
hRdetf Rdet¯f i contain no significant contribution from detec-
tor effects and are computed from Monte Carlo. Systematic
errors are obtained from Monte Carlo variations as described
in [6].
In this analysis these equations are summed over all
flavours; however, the conclusions concerning a single
flavour are unaltered. This is because, as mentioned
in Sect. 2.2.3, the strongly interacting components
(, K, baryon) of the jet charge separations for light quarks
show a uniform dilution relative to the generated charge in
Monte Carlo. For heavy quarks, ¯detb and ¯detc are measured
directly.
A correction due to Amat needs to be evaluated when
(13), (14) and (15) are used simultaneously to determine
sin2 effw . It is found that Amat = −0:03  0:18% and the
Monte Carlo prediction is Amat = −0:09  0:17%. These
values are consistent with zero and with each other. Based
on the last term in (13) and on (15), a systematic error on
QFB is taken to be the statistical accuracy on the difference
between the data and Monte Carlo values of the material
asymmetry, Amat, multiplied by the full magnitude of the
measured charge: hQFBi = Amat  hQi.
When the measurements of hQFBi and ¯ are quoted inde-
pendently, it is necessary to assign a systematic uncertainty
to the effect of cross section differences in material interac-
tions. As shown in Table 1, the total charge hQi is signifi-
cantly positive and different from the simulated prediction.
The discrepancy between the measured value of hQi be-
tween data and Monte Carlo is a measure of the inadequacy
of the simulation of secondary interactions. Conservatively,
the full amount of the discrepancy is assigned to the differ-
ence, ("f − "¯f), as well. This is equivalent to attributing the
full discrepancy between hQi in the data and simulation as
being entirely due to either quarks or antiquarks.
2.2.3 Detector acceptance and resolution. In addition to the
effects of material interactions described in the last section,
reconstructed jet charges differ from those computed from all
Z decay products because of acceptance losses and detector
resolution. Monte Carlo simulation is expected to reproduce
these effects. Simulated values of charge separations for var-
ious light quark flavours at  = 1 are shown in Table 3. Three
“levels” are indicated:
(i) generated charged particles with a lifetime longer than
10−9 seconds;
(ii) the same, but including decays of K0’s and ’s plus
geometrical acceptance cuts;
(iii) a full simulation of the detector followed by event recon-
struction using the same algorithms for the Monte Carlo
events as for the data.
In each case, the total charge separation is given in terms of
components identified by particle type: f = pif + Kf + 
p
f +
otherf . The contribution otherf includes particles other than
protons, pions and kaons: electrons and muons from decays
of charged pions and kaons or from semileptonic decays of
mesons and baryons containing heavy flavours produced by
gluon splitting. In the third level the jet charge is attributed
either to particles coming directly from Z decays or to fake
tracks and nuclear interactions in the detector material. Fake
tracks result from coordinates not used in overlapping real
tracks, additional arms of real track helices, or particles re-
coiling from the calorimeter into the tracking volume. The
main dilution is due to detector response and reconstruc-
tion. This results in a flavour-independent dilution of f that
is the same for pion, kaon, and proton components. There
is one exception to this observation. A significant portion
of the proton component of the s quark charge separation
comes from decays of fast ’s which contain a primary s
quark. The  can be lost either because it decays late in
the TPC and has less than four coordinates, or if it reaches
the calorimeter before decay. As a consequence, the pro-
ton component of the s quark charge separation is strongly
affected by geometry.
Systematic error contributions from detector acceptance
and resolution are due to the understanding of track losses
from cracks, overlap between tracks, secondary interactions,
and uncertainties in the thrust axis determination. Adequate
simulation of cracks is verified using a sample of dilepton
events. Simulation of overlaps is tested by studying the two
track separation distribution [24]. Track losses become sig-
nificant for angles between tracks of less than two degrees
and are well described by simulation. The total loss of tracks
is monitored by scanning events [3] where it is found that
less than 0.1% of tracks fail to be reconstructed for reasons
other than those simulated in the Monte Carlo. Combining
this with an estimated total tracking inefficiency of 1.4%
from simulation, indicates that the loss of particles due to
tracking is known to better than 8% of its value. Therefore,
a systematic error of 8% of the 5% difference between the
second and third levels in Table 3 is assigned to take into
account possible overall inadequacies of the simulation of
cracks and overlaps.
Uncertainties in the thrust axis determination lead to as-
signment of tracks to the wrong hemisphere. This is stud-
ied [20] by comparing results obtained with the thrust axis
reconstructed from the full energy flow data and that from
charged tracks only. The difference in charge separations
is not statistically significant, remaining below 1% for all
flavours and values of . This indicates that thrust axis un-
certainties are negligible on average.
3 Jet charges from heavy flavour decays of the Z
This section describes the experimental determination of
charge separations for heavy flavour quarks. The analysis
to obtain b is described in [6] and extended to obtain c.
A second analysis to obtain c is performed using a D tag.
The two methods are compared to each other and to a com-
putation of c obtained from Monte Carlo using measured
inclusive branching ratios.
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Table 3. Charge separations for  = 1 at three levels of simulation, for the reference values of Monte Carlo parameters. The first step, “generated,” uses all
generated charged particles with lifetime longer than 10−9 seconds. The second step, “generated + geometry,” decays K0’s and ’s and removes particles
that would fail cuts in transverse momentum and angular acceptance. The third step, “full simulation,” includes all detector effects and reconstruction. For
the final step the particles are further discriminated according to whether they come from the hadronic event, a nuclear interaction in the detector material
and fake tracks from coordinates not used in overlapping tracks, additional spirals of helices of real tracks or particles recoiling back from the calorimeter
into the tracking volume
u quark separation
Generated Generated Full simulation
+ Total Hadronic Fakes &
geometry event interactions
Total +0.4308 0.0018 +0.4316 +0.4188 0.0008 +0.4104 +0.0084
Pions +0.2898 0.0016 +0.2913 +0.2792 0.0007 +0.2773 +0.0019
Kaons +0.0654 0.0008 +0.0657 +0.0630 0.0004 +0.0628 +0.0002
Protons +0.0757 0.0008 +0.0747 +0.0702 0.0003 +0.0689 +0.0013
Other −0.0001 0.0001 −0.0001 +0.0064 0.0001 +0.0014 +0.0050
d quark separation
Generated Generated Full simulation
+ Total Hadronic Fakes &
geometry event interactions
Total −0.2368 0.0016 −0.2384 −0.2302 0.0007 −0.2264 −0.0037
Pions −0.2800 0.0014 −0.2802 −0.2668 0.0006 −0.2649 −0.0019
Kaons +0.0345 0.0007 +0.0342 +0.0330 0.0003 +0.0329 +0.0001
Protons +0.0087 0.0007 +0.0077 +0.0075 0.0003 +0.0070 +0.0005
Other −0.0000 0.0001 −0.0000 −0.0038 0.0001 −0.0014 +0.0024
s quark separation
Generated Generated Full simulation
+ Total Hadronic Fakes &
geometry event interactions
Total −0.2894 0.0015 −0.3067 −0.3069 0.0007 −0.3023 −0.0045
Pions −0.0479 0.0013 −0.0487 −0.0463 0.0006 −0.0455 −0.0008
Kaons −0.2880 0.0011 −0.2883 −0.2732 0.0005 −0.2724 −0.0008
Protons +0.0467 0.0007 +0.0304 +0.0204 0.0003 +0.0200 −0.0004
Other −0.0001 0.0001 −0.0001 −0.0077 0.0001 −0.0044 −0.0033
3.1 Measurement of c and b using a lifetime tag
The analysis is a modified form of that used to determine
b for the measurement of AbFB by jet charge [6]. The value
of ¯ defined in (12) is measured in a series of increasingly
pure b¯b samples selected with the lifetime tag algorithm [16].
The flavour composition of the data sample varies depending
on the cut on the probability calculated from the observed
lifetime that a hemisphere contains a b quark. The flavour
purities in (12) are separated into those for light quarks, Puds
and heavy flavours, Pc and Pb and their dependency on the
lifetime cut is determined as described in [16]. The data for
¯ are shown as a function of b-purity in Fig. 2a and purities
for light and c quarks are shown as a function of that for b
quarks in Fig. 2b. The relative contributions of quark charges
to a measurement of ¯ are varied using lifetime cuts and a
fit of uds, c, and b to ¯ is performed. Measurements of ¯
shown in Fig. 2a make use of only 1991− 1993 data.
Measurements of heavy flavour charge separations are
corrected for the bias introduced by the lifetime tag and
include both statistical and systematic errors as evaluated
in [6]. It is important to note that light flavours are assumed
to tag with equal efficiencies. This is known [6] not to be
exactly true, especially for severe lifetime tag selections,
and thus represents a source of systematic uncertainty in the
interpretation of light quark constraints. Uncertainties from
light and cc¯ quark purities are propagated through to the
values of ¯ which are used in the fit.
Table 4. The corrections kf in percent for u, d, s, c and b quarks for
various  values. The combined statistical and systematic error is given
 u d s c b
0.3 15:3 2:5 30:8 4:4 26:6 3:5 15:4 2:7 36:4 3:6
0.5 8:6 1:1 14:8 3:3 11:6 2:3 8:5 2:5 18:4 2:3
1.0 5:5 1:2 4:7 1:9 5:4 1:1 2:2 1:1 8:9 1:1
2.0 5:3 1:0 3:7 1:8 4:9 1:2 1:2 3:6 8:1 1:8
1 5:8 1:3 4:7 3:8 5:1 1:8 0:0 8:8 6:5 3:6
Values for kf in (11) are extracted from Monte Carlo
simulation. It is shown in [6] that such corrections are small
and relatively insensitive to hadronisation model parame-
ters. The latter is difficult to check with high precision due
to limited Monte Carlo statistics and remains the dominant
uncertainty of the method. The relative correction terms, kf ,
for f = u, d, s, c and b quarks given in Table 4 are obtained
using the full ALEPH detector simulation. The corrections
assume the forward-backward asymmetries and hQfi values
inherent in the simulation with systematic errors as calcu-
lated in [6]. The extracted values of b and c using this
method are given in Table 5.
3.2 Measurement of c using a D tag
The principle of this method is to select events enhanced in
c quarks based on the presence of a high momentum D
in one hemisphere. The charge of the D is used to tag the
charge in the opposite hemisphere Qopp.
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Table 5. Absolute values of c from the fit to ¯, extracted values of c from the combined sample of D events and absolute values of b from the fit
to ¯. The final values of c and b shown in the last two rows are obtained from a combined fit of the above results. Errors represent total statistical and
systematic uncertainties
 0.3 0.5 1.0 2.0 1
jcj from lifetime 0:186 0:012 0:200 0:015 0:222 0:028 0:222 0:056 0:001 0:263
c from D 0:195 0:011 0:199 0:013 0:193 0:020 0:175 0:030 0:166 0:034
jbj from lifetime 0:112 0:004 0:142 0:004 0:210 0:007 0:291 0:011 0:352 0:014
jcj combined fit 0:192 0:009 0:200 0:010 0:211 0:016 0:208 0:026 0:194 0:035
jbj combined fit 0:114 0:004 0:141 0:004 0:208 0:006 0:288 0:011 0:365 0:014
Fig. 2. (a) Measured values of ¯ are plotted as a function of b purity.
Results are shown for a variety of  values. (b) Light (u; d; s) and c quark
purities as a function of the b purity Pb. The curves are parameterisations
The analysis begins with a selection of D samples as
explained in [26]. Three decay modes are used, yielding a
total of 9208 selected D candidates. The charge in the










where fbackground is the fraction of background under the sig-
nal as estimated in [26], hQDoppimeasured is the measured charge
in the hemisphere opposite the D+, and hQDoppibackground is
the background jet charge. This background charge is esti-
mated from sidebands of the D-D mass difference distribu-
tions and found to be consistent with zero for most values of
. At the largest  values there is a small excess; however,
in all cases, the statistical error on the background charge or
the charge itself is insignificant relative to the statistical er-
ror on the observed hemisphere charge. Therefore, the main
effect of the background is to dilute the charge from heavy
flavours.
The charm fraction in the sample remaining after back-
ground subtraction is estimated in [26] to be fc = 79 3%.
The fraction is independent of the selected decay mode
within the quoted experimental uncertainty. The cc¯ and b¯b
contributions to the corrected hemisphere charge hQDoppi in
(16) may be written as
hQDopp i = 
1
2
[fc (c − c)
+ (1 − fc) (1 − 2eff) (b − b) ] (17)
where b is that provided in Sect. 3.1. The selection of a
high momentum D biases the heavy flavour charge sep-
arations by c and b. The value of c is 50% of the sta-
tistical error on c and b has an effect that is an order of
magnitude smaller than that of c. The probability, in a b¯b
event containing a D, that a D− came from the b quark
is eff = 0:177  0:041. It is computed from mixing mea-
surements and branching ratios in [26] and amounts to a
correction whose magnitude is the same as the statistical
error. Values of c are extracted by solving (17) using the
combined values of hQDoppi and are given in Table 5. The er-
rors are statistically dominated; the largest systematic error
arises from knowledge of fc, and uncertainties in fbackground,
b, eff, c and b are negligible.
3.3 Combined D and lifetime tag charge separation
measurements
The two measurements of c presented here are comple-
mentary in that the D analysis indicates both the sign and
magnitude of c, whereas lifetime measurements only give
the absolute value. The values obtained from the two meth-
ods are plotted as a function of  in Fig. 3a. Since there is
good agreement, the results are combined by performing a
global fit using correlations derived from the two measure-
ments and for  in the range 0:3    1. The quantity fc
is allowed to float in the fit within its error. The results of
the combined fit are given in Table 5. The task of combining
results is complicated by correlations between measurements
of c for various  values, between measurements of b for
various  values, and between c and b from the lifetime
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tag, all of which are obtained from data. Additional corre-
lations between c from D and (c, b) from the lifetime
tag arise from the small overlap in data samples. The effect
of this is conservatively estimated by studying how many of
the selected D events are present in the lifetime tag fits
used in [6].
Since charmed mesons and baryons carry a large frac-
tion of the beam momentum, tracks coming from these par-
ticles determine the c value. After describing the charmed
meson and baryon spectra using the Peterson fragmentation
function [27] as implimented in JETSET with the parameter
c = −0:05, a vector to pseudoscalar ratio V=(V +PS) = 0:6
for c quarks and no tensor production, the charm charge
separation shows a further sensitivity to knowledge of the
various D branching ratios. A JETSET Monte Carlo com-
putation of c is shown in Fig. 3a and is in agreement
with the experimental determination. This computation re-
produces the measurement only when D inclusive branching
ratios to kaons and leptons introduced in the Monte Carlo
are in agreement with data [28]. The measured values of b
are compared to the JETSET Monte Carlo computation in
Fig. 3b with b = −0:0045, a vector to pseudoscalar ratio
V=(V + PS) = 0:6 for b quarks and no tensor production.
4 Charge separations for light quarks
Unlike heavy quarks c and b which can be readily tagged, the
light quarks u, d and s are essentially indistinguishable from
each other. The only experimental constraint on their charge
separations is the global measurement of ¯. This global mea-
surement is quite sensitive to effects that would multiply the
quark separations by a common scale factor, but, because
of the different signs of charge separations, it is relatively
insensitive to additive contributions. Unfortunately, because
all forward-backward asymmetries at the Z pole have the
same sign, the extraction of sin2 effw from hQFBi is quite
sensitive to such effects.
This problem can be described mathematically by writing
the charge separations in terms of a common jet charge 0
and individual deviations from it:
f =
qf
jqfj0 + f (18)
where qf is the quark charge. Using a first order expansion




















and Aacc is defined in (4). For the quark mixture, the asym-
metry correction term is proportional to the sum of the de-
viations from the average value. The value of f=0 being
typically 25%, the correction term is not small and generates
sensitivity to fragmentation effects.
Fig. 3. (a) Comparisons of the lifetime tag and D measurements of c
and with that expected from Monte Carlo simulation. (b) Comparison of
the lifetime tag measurement of b with that expected from Monte Carlo
simulation
The determination of the light quark separations per-
formed in this section begins by an examination of the
sources of differences between them. It is found that the
correction terms f would be zero if the fragmentation pro-
cess would produce only light mesons composed of u and d
quarks. Non-zero values arise from kaon and baryon produc-
tion, which can be described using two different fragmen-
tation models, JETSET and HERWIG. From them the light
quark charges are derived. Systematic errors are determined
by the degree of accuracy with which the models are capable
of simultaneously describing the measurements of ¯ and the
production of kaons and baryons in hadronic Z decays.
4.1 Sources of differences between light quark charge
separations
An examination of the results of the JETSET fragmentation
model shown in Table 3 leads to the following conclusions:
1. Before accounting for nuclear interactions with the de-
tector and reconstruction effects, the charge separations
are +0:43, −0:24, and −0:29, for u, d and s quarks. They
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neglects the small contributions from Rf, hQfFBi2 andhQfi2. The differences, f, of light quark separations
from the value of
 ¯uds ’ 0:32 are all positive, the
largest one being 0.10 for the u quark.
2. The largest contribution to u and d quark jet charges
comes from pions whereas the largest contribution to
the s quark jet charge comes from kaons. The value of
this component is the same for all three quarks and quite
close to the value of ¯uds.
3. There are differences both in sign and magnitude be-
tween the smaller components from kaons for u, d quarks
(or pions for s quarks) and from baryons. These parti-
cles are responsible for the different charge separations
between quarks.
4. In the case of s quarks, the baryon contribution is domi-
nated by ’s. The momentum weighting in the ! p−
decay leads to a positive charge contribution. This com-
ponent is the most affected by detector acceptance ef-
fects.
The fact that piu = −pid is a consequence of the Gell-
Mann Nishijima equation ([29]):




where Y is the sum of baryon number, strangeness, charm
and beauty. Under interchange of u and d quarks, i.e. T3 !
−T3, then Q ! −Q if and only if the hypercharge is zero,
which is the case for mesons made of u and d quarks: pions
and other mesons decaying exclusively into pions.
This symmetry and the equality with Ks can easily be
seen diagrammatically from the first two lines of Fig. 4. This
figure represents the first step in the fragmentation process,
where the leading quark is associated with an antiquark orig-
inating from the breaking of the colour flux. As indicated in
the first two lines, the probability fu that the antiquark is a
u¯ quark is assumed to be the same as for a ¯d quark and the
symmetry is evident.
In the third line of Fig. 4 the colour flux is broken by
an ss¯ pair with probability fs < fu and the leading quark is
combined with an s¯. The symmetry is broken, the u quark
receiving an additional positive charge from a K+, the d
and s quarks a zero charge from a K0 or . This can be
related to (22) with kaons having a hypercharge of 1. Since
the rest of the fragmentation chain is the same for all three
quarks, this first step determines the differentiation of the
charge separations.
The case of baryons is similar. If the primary quark is
associated with a pair of quarks originating from succes-
sive breaking of the colour flux, (or from the breaking of
the colour flux into a diquark pair), the symmetry between
the three quark flavours is broken again as shown in Fig. 5.
This is related to the nonzero hypercharge of baryons. Frag-
mentation of a u quark receives a large positive contribution
from protons, while d quarks receive a smaller positive con-
tribution. In the case of s quark fragmentation, a sizeable
≈ ≈ ≈
Fig. 4. Illustration of u/d-symmetry and symmetry-breaking due to ss¯ pair
production for !1, in the case where the leading particle contains the
primary quark and when the ratio of the probabilities fs/fu is small
Fig. 5. Illustration of u/d-symmetry-breaking in baryon production. The
“popcorn” mechanism is illustrated in (c) and (d)
production of ’s is expected, leading to a positive contri-
bution from the proton in the  ! p− decay and a small
negative contribution from the −.
While it is reasonable that kaon production can be
adopted from a model of pion production through use of
a simple mass scaling, there are several models for baryon
production. Two are shown in Fig. 5 and represent different
types of quark flow diagrams. Models propose a mecha-
nism [30] where a pion can appear between baryons. The
rate at which this phenomenon occurs is described by an ad-
ditional parameter (the “popcorn” parameter). This effect of
this process is to increase the difference in baryon-antibaryon
momenta and hence their contribution to the jet charge. At
the same time, it decreases the correlation between baryon
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and antibaryon, a quantity observed in data from - ¯ cor-
relations.
In these simple examples the resulting value of ¯ is in-
sensitive to the symmetry-breaking components due to kaons
or baryons, and therefore remains a useful test of the basic
charge separation.
There is no direct access to the u/d-symmetry-breaking
components of charge separation and they are calculated us-
ing fragmentation models. However, since pion production
dominates by an order of magnitude over kaon and baryon
production, the corrections for u/d-symmetry-breaking ef-
fects remain at a manageable level. Furthermore, the com-
bination of fitting the inclusive particle spectra and the two
particle correlations stringently constrains the fragmentation
models.
4.2 Charge separation from fragmentation models
The heuristic arguments developed in the previous section
give an explanation for the patterns observed in Table 3.
These arguments are based on studies of the first stage of
hadronisation. The further development of these arguments
involves extending the simple diagrams of Fig. 4 to include
the creation of more particles. This is done using a toy model
in which the above results are confirmed. The toy model is
used only to understand which of the hadronisation model
parameters control the charge separations and to guide the
quantitative evaluation of systematic errors. After this, so-
phisticated models such as JETSET and HERWIG are used.
The distribution of momenta of particles created and their
correlations are considered. This leads finally to a quantita-
tive estimate of charge separations through a simulation of
the fragmentation process.
The propagation of charge from the quarks to the final
state particles through fragmentation is based on a few sim-
ple principles: quantum number conservation, u/d-symmetry
and local momentum conservation. The main features of
charge propagation can be obtained from a simple model
of hadronisation. In this model, a chain of quark pairs is
generated according to their probability of production from
the vacuum fu:fd:fs = 1:1:γs. For each pair the transverse
momentum is locally balanced, with a Gaussian distribu-
tion having  = 350 MeV/c. The longitudinal momenta of
the newly created meson states are generated according to
the Lund Symmetric fragmentation function using the corre-
sponding pion and kaon masses. Study of this model leads
to the following observations:
1. If no ss¯ pair is produced during fragmentation, the charge
separations are only affected by resonances. The s charge
differs from the d charge through the change in the iden-
tity of the first-rank particle from a pion to a kaon be-
cause mK > mpi . The symmetry between u and d is
preserved.
2. When ss¯ pairs are produced, the u/d-symmetry is broken.
3. The value of ¯ is affected by point 1 and not by point 2.
4. The shapes and means of the jet charge distributions
are similar to those obtained with JETSET under condi-
tions where non-strange resonance masses are assigned
the pion mass and strange resonances are assigned the
kaon mass.
Given the above considerations, the requirements on a frag-
mentation model for predicting the jet charge separations
properly are the following.
(a) Reproduction of the u/d symmetric portion of the charge
separation ¯ for all values of . This establishes the de-
gree of accuracy to which the model is capable of de-
scribing charge propagation. The main parameters for
fixing this property will be resonance production and the
longitudinal fragmentation function.
(b) Reproduction of kaon production, both in number and in
momentum spectrum. The production of kaon resonances
is also an important parameter. An important aspect of
the calculation of the contribution of kaons to jet charge
is the vicinity in phase space of the two kaons produced
by the same ss¯ pair, since this will affect how the charge
of the second kaon compensates the charge of the first;
therefore, kaon correlations need to be reproduced ade-
quately.
(c) Reproduction of baryon production, in number and mo-
mentum spectrum. A proper description of baryon cor-
relations is important because of the possibility that in
addition to the fragmentation function additional dynam-
ics may determine baryon correlations.
The charge separations are therefore computed using the
fragmentation models, JETSET and HERWIG, which are
constrained to agree with the following experimental infor-
mation:
(i) ¯, c and b; for  = 0.3, 0.5, 1.0, 2.0 and 1;
(ii) inclusive distributions (from [23]):
– sphericity, aplanarity,
– the inclusive charged particle momentum distribu-
tion, dN/dz, where z is the fraction of the beam mo-
mentum carried by the charged particles,
– pinT , the charged particle momentum component trans-
verse to the sphericity axis and projected into the
event plane,
– poutT , the charged particle momentum component per-
pendicular to the event plane defined by the spheric-
ity tensor;
(iii) inclusive particle spectra and correlations: K0, , ¯
from [31];
(iv) K, proton and antiproton spectra from [32];
(v) average multiplicity of K from [33], K0 from [34].
Systematic errors on charge separations are determined
for each model by the quality of the fit to the above men-
tioned distributions. In practice this is implemented in two
different ways. First the experimental errors are artificially
increased until a good fit is obtained; this procedure results
in an increase of the model parameter errors, and in a corre-
sponding increase in the error on charge separations. Next,
poorly reproduced distributions are removed from the fit and
the variation of the results is taken as a systematic uncer-
tainty.
For each of the two models considered, a central value
and systematic errors are calculated. The consistency of the
results validate the procedure. Two important cross-checks
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Table 6. Association of JETSET parameters and distributions which constrain their values
u/d – Symmetric parameters
Description JETSET parameters Associated distributions
Parton shower parameters QCD, Mmin, pt pinT , p
out
T , S, A, dN/dz
The Lund symmetric a, b ¯, S, A, dN/dz
fragmentation function
Resonance production:
− vector (V) to Vud  V/(V + PS)ud hN ()i
pseudoscalar (PS) ratio











Description JETSET parameters Associated distributions
Rate of production s=u (= γs) K0 and K spectra









vector to pseudoscalar ratio
Baryon production
Description JETSET parameters Associated distributions
Rate of production (baryon fraction) QQ=Q Proton,  spectra
Possible extra degrees of freedom
− the ratio of strange (su=du)  spectrum






− correlation popcorn − ¯ correlations
Fix for deficiency
− baryon suppression FB Suppr. High momentum portion
of proton and  spectra
are performed: the value of sin2 effw extracted from the fit
should be independent of the choice of , and, given the
difficulty in modelling baryon production, the charge of the
hemisphere opposite to a fast  in hadronic event should be
successfully reproduced. Corrections for purely experimental
effects are evaluated using the full detector simulation based
on JETSET 7.3 as described in Sect. 2. The fits performed
to extract the light quark charge separations using JETSET
are described in the next section and use JETSET 7.4. The
fits performed using HERWIG are described in Sect. 4.5 and
use HERWIG 5.6.
4.3 Determination of light quark separations using JETSET
The JETSET model offers a large number of parameters
which correspond to uncertainties in the modeling of a va-
riety of physics processes during hadronisation. Light quark
jet charge separations are obtained by fitting the JETSET
model to the measurements outlined in items (i) to (v) above.
The input measurements and distributions are associated
with the corresponding parameters of the JETSET model
as outlined in Table 6.
The details of the fitting procedure are described in Ap-
pendix B. For item (i) in the list of measurements given
above, the 2 is formed taking into account the correlations
between the measurements for different values of . Addi-
tional correlations between the b and c quark charges are
accounted for as described in Sect. 3.3. The method of fit-
ting the inclusive particle spectra to the data is similar to
that described in [23]. Improvement of the fitting procedure
is obtained by making the approximation that the deriva-
tive of cross-sections upon variation of each parameter is
independent of the value of the other parameters. This al-
lows a large number of parameters to be varied simultane-
ously with a manageable number of Monte Carlo samples.
The bin-by-bin dependencies of the cross-sections on each
of the parameters are computed using JETSET at four val-
ues of that model parameter and determining its linear and
quadratic dependencies. Each parameter is varied individ-
ually, and all other parameters are fixed to their reference
values obtained from [23]. The outcome of the procedure
is cross-checked by running JETSET with parameters set
to the optimum values obtained. The results are shown in
Table 7.
In the fit to the proton and  spectra two effects are im-
portant. Firstly, it is necessary to use the popcorn mechanism
as illustrated in Fig. 5. Secondly, in order to reproduce the
observed momentum spectra, it is necessary to suppress the
production of high momentum baryons. This can be done in
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Table 7. Components of the charge separations for  = 1 according to a
JETSET fit to data distributions. Detector effects are included for these
values
Separation Value Components
 K p; p¯
u +0.4062 +0.2765 +0.0744 +0.0496
d −0.2294 −0.2660 +0.0232 +0.0176
s −0.3287 −0.0451 −0.2929 +0.0188
Table 8. Contributions of the various components of the JETSET fit to the
2. W is the deweighting factor used in the fit
Component W 2 bins
sphericity 12 1.5 22
aplanarity 34 2.0 15
dN/dz 45 4.1 21
poutT 590 0.8 22
pinT 140 1.0 28
K0 1 16.9 28
K 1 20.7 29
 1 12.2 21










i 1 0.0 1
¯ 1 1.2 4
b and c 1 2.3 8
a rather ad hoc way in JETSET by tuning the fast baryon
suppression parameter.
It is found that a fit to the pinT and poutT distributions yields
a poor 2. This is expected as the parton shower model used
does not properly treat the gluon radiation which is respon-
sible for producing the transverse momentum distribution.
In order to examine the systematic uncertainty due to this
model deficiency the errors on the bins of the pinT and poutT
distributions are scaled until the prediction and the model
agree. In this way the model parameters associated with de-
scribing the transverse momentum physics will have errors
that reflect the systematic disagreement visible because of
the precision of the data. The errors in the data distribu-
tions were increased such that each bin in the Monte Carlo
distribution was within one sigma (combined statistical and
systematic error) of the data value for that bin. More specifi-
cally, a single deweighting factorW is defined for the entire
distribution such that 2i !
(
2i=W
  1 for each bin i in
the distribution.
The fit to the sphericity and aplanarity distributions also
yields a poor 2. These distributions contain information
about both the fragmentation function and generation of
transverse momentum. Since ¯ constrains the u/d symmetric
parameters, including the fragmentation function parameters,
the sphericity and aplanarity distributions are not necessary
to perform this function and are treated in the same man-
ner as the pinT and poutT distributions. Although the dN/dz
distribution has a good 2, the information obtained about
the fragmentation function is also redundant; therefore, this
distribution is deweighted in the fit.
Once these deweighting procedures are carried out, the
remaining terms in the 2 and, in particular, the contribution
from ¯ is about one per degree of freedom. The association
of distributions or moments of distributions to specific pa-
rameters is an important feature. For example, if the fit is
Table 9. JETSET parameter values for fits to distributions relevant to
charge propagation. The first error is the fit error and the second the sys-
tematic uncertainty. Parameters with an “F” beside them were fixed to the
values indicated and thus have no fit error
Parameter Value
QCD 0.274  0.019  0.020
Mmin 0.608  0.134  0.151
pt 0.381  0.016  0.017
a 0.210  0.089  0.162
b 0.811  0.062  0.032
Vud 0.603  0.070  0.165
Tensor 0.160 F
Vs 0.466  0.036  0.048
s=u 0.290  0.009  0.020
QQ=Q 0.112  0.004  0.014
su=du 0.723  0.062  0.121
Popcorn 0.500 F
Fast Baryon Supr. 0.438  0.048  0.25
0 Suppression 0.40 F
Bose-Einstein  1.0 F
Bose-Einstein R 0.2 F
performed without any strange particle information (no kaon
or  spectra) the error on the rate of strangeness production
(s=u) is a factor of 3 larger. This indicates that the param-
eter is strongly associated to the physics it should describe.
As a counter-example, when one attempts to perform a fit
with the tensor production parameter free, the model uses
this to repair deficiencies in the pinT and poutT distributions.
The number of f2’s produced is not properly described. It
is only when the deweighting is applied to the pinT and poutT
distributions that a reasonable f2 rate is predicted. If param-
eters are found to be affected in this way, they are held fixed
during the fit.
The stability of the fit is checked by fixing all the pa-
rameters to their best fitted values. Then the distributions
are refit one at a time and, simultaneously, the correspond-
ing parameters outlined in Table 6 are allowed to vary. The
resulting fit parameters are compared and it is found that the
range of values lies within 1 of the fit errors except for the
parameters QQ=Q and b, which lie within 2.
The resulting comparison of ¯ in the data to the Monte
Carlo is shown as a function of  in Fig. 6. The contributions
of the various components of the fit to the 2 are shown in
Table 8.
The fit yields a 2 of 73 for 116 degrees of freedom for
the distributions which do not have inflated errors. Distribu-
tions in , where  = − log (p=Ebeam and p is the particle
momentum, are shown in Figs. 7 through 10. The resulting
JETSET fit indicated by the solid histograms is compared
to the data. The values of the eleven fit parameters and their
errors are given in Table 9, including an estimate of the sys-
tematic error. The systematic uncertainties are the quadratic
sum of the differences induced by removing data distribu-
tions and refitting. These systematic studies are described in
the following section.
4.4 Systematic uncertainties in the fitted separations
The systematic uncertainties in the charge separation deter-
minations are given in Table 10 and are evaluated as follows:
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Table 10. Uncertainties in the separations as determined by JETSET
Systematic error Item changed u d s
pT description Remove pin/outT , S, A, dN/dz 0:0010 0:0017 0:0007
Higher spin state contribution PARJ(17)= 0:16 0:1 0:0040 0:0020 0:0011
b,c contamination in spectrum K0/K discrepancy 0:0047 0:0016 0:0025
Baryon model failures Popcorn = 0:50 0:18 0:0051 0:0044 0:0036
Baryon model failures FB supr. = 0:50 0:25 0:0002 0:0069 0:0011
Total systematic error 0:0081 0:0087 0:0047
Fit uncertainty 0:0026 0:0045 0:0017
Total uncertainty 0:0085 0:0098 0:0050
Fig. 6. The ratio of ¯ in the data to that fitted from the Monte Carlo, plotted
as a function of  for JETSET and HERWIG fits. Error bars represent the
statistical and systematic uncertainties in data and the statistical error on
the Monte Carlo
– Transverse momentum description. As noted previously,
the transverse momentum is not well described by
JETSET. The distributions of pinT , poutT , S, A, and dN/dz
are removed from the fit and the systematic error esti-
mate from this weakness in the model is taken as half
the change in the separations.
– Tensor meson production. Current measurements of ten-
sor meson production remain rather uncertain. In ad-
dition, the same parameter is used in kaon and pion
production. This mixes u/d asymmetric and symmet-
ric components. Adding hN (f2)i [33] to the quanti-
ties fitted for JETSET and simultaneously releasing the
tensor meson production parameters gives a value of
PARJ(17)= 0:13  0:03 and the remainder of the fit
does not change. The error has been tripled relative to
the fitted value obtained by including the number of f2’s
observed by taking PARJ(17)= 0:16 0:1.
– Charged and neutral kaon discrepancy. The fitted value
of the parameter describing the rate of kaons depends
on whether the charged or neutral kaon spectrum is used
in the fit. Heavy flavour decays to charged and neutral
kaons are a background to the production of kaons dur-
ing fragmentation of light quarks. The agreement of the
Monte Carlo prediction of the heavy flavour jet charges
with data indicates that the kaon contributions are mod-
elled well in JETSET 7.4. Furthermore kaon decays
from the heavy flavours are concentrated in the region
Fig. 7. Neutral kaon spectrum compared to the JETSET (solid) and
HERWIG (dashed) Monte Carlos. The spectrum is described in terms of
the momentum fraction of the beam energy that the neutral kaon carries




. The dashed error bar gives one example of the
deweighting factor of 30 in the 2 used for the HERWIG fit. No deweighting
is used for JETSET. The number of standard deviations of the JETSET
prediction from the data is shown by the solid line in the lower portion of
the figure and includes statistical and systematic errors added in quadrature
1:5    3:0 and in this region the kaon spectra fit
well. The heavy flavour decay rates to charged kaons
are expected to be different from the decay rates to neu-
tral kaons; hence, an estimate of the residual error due to
this background is taken to be half the difference in the
value of the jet charge separations obtained when fitting
one or the other kaon spectrum.
– Popcorn mechanism. The popcorn mechanism is an ap-
proximate description of a baryon production mechanism
which allows for new dynamics beyond those prescribed
by the fragmentation function. It affects both the correla-
tion between baryon pairs and the transverse momentum
spectra; therefore, systematic uncertainties in the spec-
tra will be fed artificially into this parameter during the
fit, resulting in baryon production being used to repair
deficiencies in the perturbativeQCD description. The pa-
rameter has been fixed to the value obtained in an earlier
publication [31] on – ¯ correlations. The systematic er-
ror attributed to possible new dynamics affecting baryon
correlations is obtained by repeating the fit at popcorn
values of 0.32 and 0.68. If the popcorn parameter is al-
lowed to vary and the – ¯ correlation data are included,
a value of 0.39  0.18 is obtained.
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– Fast baryon suppression. The model for baryon produc-
tion fails to reproduce the data at high momentum. A
parameter which artificially suppresses baryons produced
from a first-rank quark can be adjusted to give an excel-
lent fit to both the proton and  spectra. However, given
the ad hoc nature of this parameter, and the possibility
of dynamic differences that could arise in a proper de-
scription of the true mechanism for baryon suppression
at high momenta, a rather large range of values is taken.
It is remarkable that the u quark charge does not change
when the baryon supression parameter is varied while
the d quark charge is affected. First rank baryon produc-
tion contributes a positive charge to the u quark charge
separation and a negative charge to the d quark charge
separation. Second rank baryon production contributes
a positive charge to both quark charge separations. The
proton data require increased production of second rank
baryons to replace the supressed first rank baryons. Thus
the second rank baryons compensate the u quark charge
loss from first rank whereas in the d quark case opposite
signs in first and second rank baryon production prevent
Fig. 8. As for the previous figure but for the charged kaon spectrum. A
deweighting factor of 24 is used for HERWIG in this case
compensation. As shown in Fig. 11, checks of the baryon
production mechanism using fast ’s to tag s quarks in-
dicate that the jet charge in the opposite hemisphere is
properly reproduced if one uses a baryon suppression in
the range chosen.
– Final state interactions. The impact on the fit when
varying the 0 suppression and Bose-Einstein param-
eters is found to be negligible. In addition, including
hN (0i = 0:068  0:018  0:016 from [35] in the
JETSET fit and simultaneously releasing the 0 suppres-
sion parameter gives a value of 0.35  0.10 for the 0
suppression parameter and the remainder of the fit does
not change.
– Fit procedure. The fit to Monte Carlo involves linear ex-
cursions in parameter space around a central reference
point. Finite statistics in determining the linear param-
eterization around the reference point are included as a
systematic error. An upper limit on the effects of system-
atic differences between Monte Carlo versions is evalu-
ated by taking half the change obtained when fitting with
JETSET 7.3 and 7.4. Finally, as mentioned above, the
Fig. 9. As for the previous figure but for the proton spectrum. A deweighting
factor of 30 is used for HERWIG in this case
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dN/dz distribution contains the same information about
the fragmentation function as ¯. Thus, the deweighting
is removed as a systematic check.
The statistical and systematic errors on the fitted distributions
are added in quadrature with these systematic errors to yield
the total error in the light quark charge separations.
4.5 Determination of light quark charge separations using
HERWIG
The HERWIG hadronisation model is used to extract the light
quark charge separations using a similar fit procedure to that
described previously. The philosophy of the model differs
from that of JETSET so the fit procedure is modified ac-
cordingly. For HERWIG only three tunable parameters are
used 1. One of these, Mcluster, is strongly determined by ¯
which does not constrain the other two at all. Fitting to ¯ and
the kaon spectrum gives constraints on all three parameters
whereas fitting ¯ and the  or proton spectrum also con-
strains the parameters but to different values. The model is
unable to reproduce all spectra simultaneously. In addition,
HERWIG is unable to reproduce observed correlations be-
tween baryons [31], indicating that the true discrepancy lies
in the treatment of baryon production. As a consequence, the
range of values which reproduces each spectrum separately
is used to estimate the systematic uncertainty on the charge
separations.
The various contributions of the 2 are detailed in Ta-
ble 11. The fit is dominated by systematic discrepancies of
the model with the data and hence a statistical interpretation
of the fit quality is not possible. The distributions in Figs. 7
through 10 show the resulting HERWIG fit compared to the
data. In each case an example of the deweighted error bar is
also shown. The final fitted values of the model parameters
are given in Table 12 with the systematic error contributions
given in Table 13.
The results for the charge separations are given in Ta-
ble 14. As shown in Fig. 6, both HERWIG and JETSET
1 It has been pointed out by the authors of HERWIG that more tunable
parameters could now be used
Fig. 10. As for the previous figure but for the  spectrum. A deweighting
factor of 500 is used for HERWIG in this case
Fig. 11. Comparison of the charge opposite a  to the JETSET prediction
plotted as a function of  and for xΛ = pΛ=Ebeam > 0:2. The JETSET
Monte Carlo is compared to the data for various settings of the fast baryon
suppression parameter
Table 11. Contributions to the 2 of the various components of the HERWIG
fit. W is the deweighting factor used in the fit
Component W 2 Bins
Sphericity 12 5.8 22
Aplanarity 34 3.8 15
dN/dz 45 9.5 21
poutT 5 10.6 22
pinT 5 14.5 28
K0 30 7.7 28
K 24 8.7 29
 500 5.7 21










i 1 0.0 1
¯ 1 0.8 4
b and c 1 1.8 8
reproduce the basic charge transfer process of the symmet-
ric components with a high degree of accuracy over the
full range of  values. The separations determined with
HERWIG are consistent within the systematic errors with
those quoted for JETSET. However, it is clear from the
deweighting necessary in HERWIG for the key spectra that
it is not well-suited for describing charge propagation for
the u/d-symmetry-breaking components.
5 Determination of sin2 θeffw
The value of sin2 effw predicted by the ALEPH data in this
analysis is determined within the context of the Standard
Model using (3). The acceptance factor, Aacc, is calculated
using (4) and cross-checked using Monte Carlo simulation
Table 12. HERWIG parameter values for fits to distributions relevant to
charge propagation
Parameter Value
LL 0.176  0.003  0.140
Mgluon 0.728  0.024  0.302
Mcluster 3.700  0.043  0.428
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Table 13. Uncertainties in the separations as determined by HERWIG
Systematic error Item changed u d s
pT description Remove pin/outT , S, A, dN/dz from fit 0:0139 0:0040 0:0061
Baryon/kaon inconsistency Fit using only pin/outT , S, A, dN/dz 0:0016 0:0046 0:0046
b,c contamination K0/K discrepancy 0:0001 0:0004 0:0004
Baryon model inconsistency Exclude /p spectra 0:0012 0:0032 0:0034
Baryon model inconsistency Fit only /p spectra, ¯ 0:0281 0:0085 0:0130
Baryon model inconsistency Exclude the K0/K spectra 0:0002 0:0005 0:0006
Baryon model inconsistency Fit only K0/K spectra, ¯ 0:0008 0:0045 0:0044
Total systematic uncertainty 0:0314 0:0118 0:0161
Fit uncertainty 0:0021 0:0052 0:0054
Total uncertainty 0:0315 0:0129 0:0170
to take into account the efficiency of the hadronic event
selection and any dependence on quark flavour. These are
found to result in a small shift of the extracted sin2 effw by
0.00006 and are neglected. The value of sin2 effw is varied in
ZFITTER [14] to obtain AfFB and Γf in (3). This, together
with the measured charge separations and inclusive parti-
cle distributions, gives a prediction of the forward-backward
charge asymmetry that is fitted to the measured values of
hQFBi in Table 1. The energy dependence of asymmetries
being approximately linear, data are binned into the three
energy points shown in Table 15.
QCD effects [36] are potentially of two kinds: spin flip
by gluon emission or vertex diagrams and angular kick to
the final state quarks due to final state gluon radiation. This
first effect is suppressed by (mq=mZ)2 terms, is extremely
small (O (10−3 of the asymmetry itself) and is thus ne-
glected. The effect of the angular kick leads to a (1−s=)
correction, which is 4% of the asymmetry. However, in the
determination of ¯ and in the calculation of jet charges from
Monte Carlo, this gluon smearing is already taken into ac-
count by defining the charge separations relative to the quark
direction prior to gluon radiation. The only remaining un-
certainty concerns the accuracy of JETSET in describing
first and second order gluon emission and b quark mass ef-
fects. The first order is explicitly implemented in JETSET,
but the second order is uncertain. This error is evaluated as
the full size of the second order effect plus the uncertainty
in the first order arising from the error on s: this is at
most 0.5% of the asymmetry which is sin2 effw = 0:00009:
The b mass effect is 20% of the QCD correction for that
quark. Taking this as the error yields sin2 effw = 0:0002
on the b quark asymmetry. For the inclusive asymmetry the
effect is reduced to sin2 effw = 0:0001 because of cancella-
tions between quark flavours. Adding the two errors yields
sin2 effw = 0:00017: Since QCD corrections to the asym-
metries are incorporated into the definition of jet charges,
they are explicitly deactivated in ZFITTER during the fit.
However, QCD contributions to the partial widths are in-
cluded.
The fit is performed for measurements of hQFBi for the
three energies shown in Table 15 and  = 0:3, 0.5, 1.0, 2.0
and1 with the correlations between the different values of 
taken into account for both the charge separations and hQFBi.
Details of the fit are described in Appendix B.2. To check
for hadronisation model dependence, charge separations are
obtained both with HERWIG and JETSET. The results are
sin2 effw = 0:23222 0:00081(exp: stat:)
Table 14. Components of the charge separations for  = 1 according to
a HERWIG fit to data distributions. Detector effects are included for these
values
Separation Value Components
 K p; p¯
u +0.3988 +0.2935 +0.0689 +0.0263
d −0.2473 −0.2673 +0.0322 −0.0048
s −0.3294 −0.0447 −0.2503 −0.0030
0:00070(exp: syst:) 0:00080(sep:):
(JETSET) (23)
with a 2 of 88 for 128 degrees of freedom, and
sin2 effw = 0:23324 0:00081(exp: stat:)
0:00070(exp: syst:) 0:00161(sep.)
(HERWIG) (24)
with a 2 of 8 for 12 degrees of freedom. In the case in
which HERWIG separations are used, only the hQFBi mea-
surements are used to calculate the 2/DOF because the fit
of the model to data is systematically limited. These results
are independent of  as shown in Fig. 12, where sin2 effw is
plotted as a function of ; the statistical correlations amongst
 values have been taken into account. The effect of these
is indicated by “uncorrelated error” in the figure. A descrip-
tion of how the correlations are handled is in Appendix B.3.
The results using the two models in determining the light
quark charge separations are consistent within their system-
atic errors. The JETSET result is more precise and is taken
as the final value. Systematic uncertainties on the charge
separations are propagated through to the measurement of
sin2 effw as shown in Table 16 for JETSET and in Table 17
for HERWIG.
Systematic uncertainties that are independent of the
hadronisation model are detailed in Table 18. The statis-
tical errors from the parameter fits are shown and include
the errors on the b and c quark separations as well as that
on ¯. The dependency of hQFBi on centre-of-mass energy
is shown for  = 1:0 in Fig. 13 and compared to the ex-
pectation using the fitted value of sin2 effw and the JETSET
separations. The three curves reflect the uncertainty in the
charge separations.
The value of sin2 effw determined here is statistically cor-
related with the published value from the ALEPH Ab¯bFB anal-
ysis [6] based upon lifetime tagging. The correlation is es-
timated from the overlap in event samples to be 29%. In
addition the systematic uncertainty from b and QCD ef-
fects in Table 18 is fully correlated with an uncertainty
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Table 15. Hadronic Z decays and their asymmetries for various  values as recorded by the ALEPH detector between 1990 and 1994 around the Z peak
hpsi Z! qq hQFBi
(GeV) 104
 = 0:3  = 0:5  = 1:0  = 2:0  =1
89.52 104396 −63:8  10:8 −76:7  12:6 −103:4  18:8 −126:1  28:1 −114:4  44:8
91.25 2215519 −43:1  2:3 −56:8  2:7 −88:6  4:1 −125:5  6:1 −147:0  9:7
92.93 158545 −40:9  8:6 −56:0  10:1 −92:8  15:2 −135:6  22:7 −151:3  36:4
Table 16. Systematic errors on sin2 effw due to uncertainties in the determination of the charge separations computed from JETSET
Systematic error Item changed sin2 effw
pT description Remove pin/outT , S, A, dN/dz from fit 0:00010
Higher spin state contribution P(17)= 0:16 0:1 0:00018
b,c contamination in spectrum K0/K discrepancy 0:00020
Baryon model failures Popcorn = 0:5 0:18 0:00048
Baryon model failures FB Supr. = 0:5 0:25 0:00024
Fit procedure No weight on dN/dz 0:00019
Fit procedure Linearity of fit 0:00010
Fit procedure Consistency of MC versions 0:00015
Total 0:00066
Fig. 12. The value of sin2 effw plotted as a function of  using separations
both from the JETSET and HERWIG Monte Carlos and hQFBi for the Z
peak energy. The errors (thick lines) shown are relative to the value obtained
at  = 1:0. The errors for each point are indicated by the extensions (thin
lines) of the errors. The shaded region represents the final result with its
total error. The systematic errors given in Tables 16 and 17 are not included
in the points in the figure. Since they are not fully correlated as a function
of , they could be responsible for some of the variations of sin2 effw with

sin2 effw = 0:00066 from the measurement of b in the
Ab¯bFB analysis.
6 Summary and conclusions
A value of sin2 effw has been determined within the context
of the Standard Model from a measurement of the forward-
backward charge asymmetry of hadronic events
sin2 effw = 0:2322 0:0008(exp: stat:) 0:0007(exp: syst:)
0:0008(sep:): (25)
Fig. 13. hQFBi plotted as a function of centre-of-mass energy for the data
(points) and a prediction using the fitted values of the JETSET light quark
charge separations, the measured values of the heavy quark charge sepa-
rations and the fitted value of sin2 effw . The family of curves reflects the
errors on the quark charge separations. The results are shown for  = 1:0
This corresponds to a top quark mass of mtop = 170  42
GeV/c2 formHiggs = 300 GeV/c2. Jet charges have been mea-
sured in hadronic Z decays for b and c quarks directly and for
light quark flavours using hadronisation models constrained
through the measurement of ¯ and inclusive particle distri-
butions. The results for  = 1:0 are summarized in Table 19.
For heavy flavours, the jet charge separations were extracted
by studying the dependence of the average charge separa-
tion ¯ on the b, c and uds quark purities in the event sample
as controlled by the lifetime tag method. In the case of the
charm quark, a second method using D tagging was also
employed and found to be in agreement with the lifetime-tag
method. The two methods were combined to give the best
precision on the measurements of the jet charge separations.
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Table 17. Systematic errors on sin2 effw due to uncertainties in the determination of the charge separations computed from HERWIG
Systematic error Item changed sin2 effw
pT description Remove pin/outT , S, A, dN/dz from fit 0:00075
Baryon/strangeness inconsistency Fit using only pin/outT 0:00046
b,c contamination in spectrum K0/K discrepancy 0:00003
Baryon model inconsistency Exclude /p spectra 0:00034
Baryon model inconsistency Fit only /p spectra, ¯ 0:00116
Baryon model inconsistency Exclude the K0/K spectra 0:00005
Baryon model inconsistency Fit only the K0/K spectra, ¯ 0:00044
Total 0:00156
Table 18. Computation of systematic errors on sin2 effw due to uncertainties
in the determination of the charge separations and which are independent of
the hadronisation model used in determination of the light quark separations




Statistical and systematic errors from distributions 0:00002
QCD effects 0:00017
Total 0:00045
Table 19. The charge separations including detector effects for  = 1
Separation Value
JETSET HERWIG
u +0:4062 0:0081 +0:3988 0:0315
d −0:2294 0:0087 −0:2473 0:0129




It was shown that the differences between light quark
charge separations arise from the breaking of u/d-symmetry
due to the production of strange particles and baryons during
hadronisation. The average jet charge separation ¯ however,
is sensitive to the u/d symmetric component and relatively
insensitive to the asymmetric contributions. The JETSET
and HERWIG hadronisation models reproduce the symmet-
ric jet charge component to an accuracy of 2%. From particle
multiplicity measurements in kaons, protons and ’s, it is
known that both symmetry-breaking processes occur with a
mean frequency of once per event. The basic charge propa-
gation described by the hadronisation models were therefore
fitted to single particle inclusive spectra and correlations of
kaons, protons and ’s to obtain the jet charge contributions
from the symmetry-breaking components. It was found that
the JETSET model was able to reproduce these spectra al-
though it was also necessary to use rather ad hoc parameters
(e.g. fast baryon suppression) in the baryon modeling. The
HERWIG model was unable to simultaneously reproduce the
basic jet charge together with the baryon and kaon spectra.
The jet charge separations for light quarks were ex-
tracted from the hadronisation models together with inde-
pendent systematic errors for each model. These separations
agree in both hadronisation models although the system-
atic error is significantly smaller for those determined using
JETSET than HERWIG. The systematic errors were prop-
agated through to the determination of sin2 effw . The two
Table 20. ¯ correlations amongst  values
 = 0:3  = 0:5  = 1:0  = 2:0  =1
 = 0:3 1.000 0.936 0.663 0.423 0.206
 = 0:5 1.000 0.865 0.635 0.336
 = 1:0 1.000 0.909 0.553
 = 2:0 1.000 0.731
 =1 1.000
models gave consistent answers. The more precise result
was obtained using JETSET charge separations.
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Appendix A: material effects on asymmetry measure-
ments
For quarks (antiquarks) of flavour f (¯f) in hemisphere H (=
F,B) the detector effects, "Hf ("H¯f ) are defined as
hQdetf iH = hQgenf i + "Hf (26)
hQdet
¯f iH = hQgen¯f i + "H¯f = −hQ
gen
f i + "H¯f ; (27)
where hQdetf iH is the average hemisphere charge including
detector effects. The jet charge in either the forward or back-
ward hemisphere in the absence of a detector is hQgenf i. A





































where f is the total rate for e+e− ! Z=γ ! ff and F(B)f
is the rate for quarks in the forward (backward) hemisphere
with
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Table 21. Correlation matrix for the combined b and c quark charge separations
c c c c c b b b b b
 = 0:3  = 0:5  = 1:0  = 2:0  =1  = 0:3  = 0:5  = 1:0  = 2:0  =1
c,  = 0:3 +1.000 +0.485 +0.373 +0.320 +0.217 −0.731 −0.345 −0.260 −0.224 −0.146
c,  = 0:5 +1.000 +0.482 +0.400 +0.287 −0.341 −0.708 −0.338 −0.282 −0.201
c,  = 1:0 +1.000 +0.866 +0.635 −0.235 −0.301 −0.634 −0.558 −0.422
c,  = 2:0 +1.000 +0.766 −0.161 −0.206 −0.466 −0.558 −0.449
c,  =1 +1.000 −0.019 −0.042 −0.126 −0.177 −0.265
b,  = 0:3 +1.000 +0.426 +0.283 +0.223 +0.058
b,  = 0:5 +1.000 +0.423 +0.330 +0.153
b,  = 1:0 +1.000 +0.866 +0.578
b,  = 2:0 +1.000 +0.736
b,  =1 +1.000
Table 22. hQFBi correlations amongst  values
 = 0:3  = 0:5  = 1:0  = 2:0  =1
 = 0:3 1.000 0.966 0.818 0.669 0.481
 = 0:5 1.000 0.935 0.815 0.607
 = 1:0 1.000 0.958 0.759




















It follows from the equations above that the detected charges
for quark f and antiquark ¯f are
hQdetf i = hQgenf i + "f + "fAfFBAmat (33)
hQdet
¯f i = −hQgenf i + "¯f − "¯fAfFB ¯Amat; (34)
so that from (2) the detected charge separation for a quark f
is
detf = hQdetf −Qdet¯f i = genf +"f−"¯f+AfFB
(
"fAmat + "¯f ¯Amat
 (35)
and the total charge from the quark f is
hQdetf + Qdet¯f i = "f + "¯f + AfFB
(
"fAmat − "¯f ¯Amat

: (36)
The last terms in (33) to (36) are very small, O (10−5, and






genf + "f − "¯f
2 − hQFBidetf 2 + hRdetf Rdet¯f i(37)
Thus a measurement of ¯detf includes a possible difference
between "f and "¯f.
A similar procedure is used to compute the forward
/backward charge asymmetry for a sample of e+e− !

























genf + "f − "¯f

+ "fAmat + "¯f ¯Amat (40)
’ AfFB
(







hQidetf = hQF + QBidetf ’ "f + "¯f; (42)




are ignored and any dif-
ference between Amat and ¯Amat is neglected. Thus,
hQFBidetf = AfFBdetf + AmathQidetf : (43)
Appendix B: fitting procedures
In this appendix the fitting procedures used to obtain the
separations and those used to obtain sin2 effw are described.
Details of the test of the  dependence of sin2 effw are also
given.
B.1 Fitting the separations
The fitting procedure used to obtain the separations for both








For QCD there is a Monte Carlo prediction yijMC for each
bin i of each of the measured distribution j. This predic-
tion is described by the central value yij0 obtained from the
reference parameter settings pk0 for each parameter pk and
a linear slope mijk describing the dependence of yijMC on
the excursion of each Monte Carlo parameter away from
its central value. Thus, the prediction for each bin of each










where mijk is determined by running the Monte Carlo at
four settings of each parameter and performing a linear fit










where QCD = ymeasured − yMC. The weights wj given for
each distribution in Table 8 for JETSET and Table 11 for
HERWIG are used to artificially increase the errors if there
are systematic differences between the Monte Carlo predic-
tion and the measurement. This is the method by which the
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systematic discrepancies are propagated to the Monte Carlo
parameter fit errors.
Since ¯ is also measured for various values of , the




















with the indices i and j running over the values of  and

¯δ =
¯measured − ¯predicted. The inverse error matrix M−1
¯δ
is
built from the statistical correlation coefficients of ¯ among
 values given in Table 20 and the errors quoted in Table 1.














The prediction of ¯ is based on the measurements of b and
c as well as the hadronisation model predictions of the light
flavours. The heavy flavour charge separations are allowed
to vary within their errors through the term 2heavy in (44).
As mentioned in Sect. 3.3, the b and c quark charge
separations are correlated among each other and there are














where the indices f and g run over the two heavy quark
flavours and i and j run over the values of . The inverse
error matrix M−1heavy is built from the correlation matrix in
Table 21 and the errors from Table 5; heavy = (f)measured−
(f)fit where the flavour f is one of the two heavy flavours. In
this case, the charge separation is not predicted but allowed
to move within their measurement errors in the fit and as
constrained by ¯ which is computed using (f)fit.
The minimization of 2sep gives the values of the charge
separations for various  values. Those for  = 1:0 are
shown in Table 19.
B.2 Fit of sin2 effw
In order to obtain sin2 effw from hQFBi, predictions for
AfFBΓf=Γhad as a function of sin
2 effw are first obtained from
ZFITTER. Together with the charge separations this allows
a prediction of hQFBi as given in (3). The final fit of sin2 effw


















where hQFBi = hQFBimeasured − hQFBipredicted. The sum runs
over the three energies indicated by the index e and the var-
ious  values indicated by the indices i and j. The statistical
correlation coefficients of hQFBi among  values are given
in Table 22 and the error matrix M−1hQFBi is built from this
and the errors from Tables 15 and 1.
B.3 Test of  dependence of sin2 effw
In order to determine if there is a  dependence of sin2 effw ,
the value of sin2 effw is computed for various values of  from
the final fitted values of the separations and the experimental
measurements of hQFBi. The relative errors between sin2 effw





κ − 2hQFBiκ=1κ; (51)
where hQFBi is the correlation between measured values ofhQFBi for various values of  as given in Table 22. The
resulting error is zero for  = 1:0 and represented by the
solid error bars for all other values of  in Fig. 12.
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