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ABSTRACT
Land-use (farm) planning is a highly complex and dynamic process. A land-use plan
can be optimal at one point in time, but its currency can change quickly due to the
dynamic nature of the variables driving the land-use decision-making process. These
include external drivers such as weather and produce markets, that also interact with
the biophysical interactions and management activities of crop production.
The active environment of an annual farm planning process can be envisioned as
being cone-like. At the beginning of the sowing year, the number of options open to
the manager is huge, although uncertainty is high due to the inability to foresee
future weather and market conditions. As the production year reveals itself, the
uncertainties around weather and markets become more certain, as does the impact of
weather and management activities on future production levels. This restricts the
number of alternative management options available to the farm manager. Moreover,
every decision made, such as crop type sown in a paddock, will constrains the range
of management activities possible in that paddock for the rest of the growing season.
This research has developed a prototype Land-use Decision Support System
(LUDSS) to aid farm managers in their tactical farm management decision making.
The prototype applies an innovative approach that mimics the way in which a farm
manager and/or consultant would search for optimal solutions at a whole-farm level.
This model captured the range of possible management activities available to the
manager and the impact that both external (to the farm) and internal drivers have on
crop production and the environment. It also captured the risk and uncertainty found
in the decision space.
The developed prototype is based on a Multiple Objective Decision-making
(MODM) - á Posteriori approach incorporating an Exhaustive Search method. The
objective set used for the model is: maximising profit and minimising environmental
impact. Pareto optimisation theory was chosen as the method to select the optimal
solution and a Monte Carlo simulator is integrated into the prototype to incorporate
the dynamic nature of the farm decision making process. The prototype has a user-
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friendly front and back end to allow farmers to input data, drive the application and
extract information easily.
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CHAPTER 1
INTRODUCTION
1.1 Problem Formulation
Over 80 percent of mankind’s diet contains seeds of plants, making agriculture
crucial to human survival. For many centuries, farmers associated the concept of
“successful farming” with increasing their production and profit, either by expanding
cultivated areas, migrating to foreign lands or applying chemicals to the land. This
concept ignored the impact that such activities pose on the environment. Nowadays,
“successful farming” encompasses farming with the purpose of obtaining high
production and profitability, while keeping the farm sustainable from an ecological,
economical and social point of view (Kantor 1999).
Sustainable farming systems require careful land-use planning to increase profits
while maintaining healthy soil structure and protecting the environment by recycling
natural resources and conserving energy (Gold 1999). To this end, sustainable farm
land planning can be enhanced with a Land-use Decision Support System (LUDSS).
Within the context of this research, land-use planning includes the tactical planning
of farmland activities adopting land-uses that optimise the whole-farm objectives
while taking into account the consequences that such uses pose in relation to
environmental, economic and social/political concerns.
Most land-use planning is restricted either to micro- or macro-level planning with
little effort made to integrate the two levels (Rao 2000). In most cases, land-use will
be classified by micro-level indicators based on the characteristics of the land (i.e.
soil quality, water holding capacity, nutrient availability, salinity, topography) and its
recent history of use. This is done to bring the methods and procedures closer to the
individual unique level where land-use characteristics are less heterogeneous.
Dealing with each level in isolation can lead to inappropriate decision-making, and
although methods to reconcile the two levels of planning have not yet been fully
developed, it is clear that the output of micro-level analyses can contribute
significantly to macro-level studies (McGregor et al. 2001).
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Land-use (farm) planning is a dynamic process. The “optimum” land-use at a certain
point in time may not be the same at another time, even over a short time period - a
week or even a day. Such a dynamic nature makes the process rife with uncertainty
and risk due to the changes in circumstances of variables driving the decision-
making process (e.g. climate, markets, pests or even the fertiliser applied to the
paddock). The current condition dictates the possible future farm management
options.
The dynamic environment of an annual farm planning process can be visualised as a
cone-like situation where, at the beginning of the sowing year, uncertainty is very
high given the inability to foresee how the year is going to turn out from a climatic
and economic perspective. At this point in time, farmers have a large number of
possible management options available to them. As the year unfolds, the assurance of
the climate and economy will reduce the uncertainty with a consequential reduction
in possible management options. A key decision for farm managers is what crop type
to sow in the growing season. This constraint the paddock from the seeding date for
the rest of the growing season.
1.2 Background Information
1.2.1 Requirement of a micro level (agricultural) land-use planning system
Two major elements need to be considered to achieve optimisation in agricultural
land-use planning, namely: site-specific management and land-use (spatial) decision
support. Site-specific management involves the subdivision of paddocks into units of
similar soil characteristics for improved management of crop production variability.
Land-use decision support systems are applied to find an optimum farm management
option, accounting for constraints such as the availability of machinery, socio-
economic and biophysical sustainability of the systems adopted, economic and
commercial factors, legal constraints, historical trends and other practical
considerations (Pannell 1995).
A successful LUDSS should be able to capture the dynamic environment of the land-
use planning process based on integrating spatial data. Geographic information
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systems (GIS) are a tool that can be used to this end. GIS deal with the organisation,
manipulation, analyses and display of spatial, aspatial and temporal data.
GIS has become a frequent component in Decision Support Systems (DSS) for land-
use planning (Suhaedi et al. 2002; Watkins et al. 1996). Some authors refer to these
systems as Spatial Decision Support Systems (SDSS) while others call them Land-
use Decision Support System (LUDSS), but nevertheless they are the same. The
integration of GIS into DSS increases the capabilities of a common DSS to a highly
informative system, capable of versatile techniques including (Ravan 2002):
1. Modeling spatial processes based on geographical constraints;
2. Performing a series of spatial analysis with the purpose of generating new and
more meaningful information;
3. Performing interactive, iterative and systematic decision-making procedures
based on spatial and aspatial information; and
4. Proposing solutions and their consequences in a text, tabular and graphical
format or a combination thereof.
1.2.2 Decision support system
The decision support system required on a farm involves optimisation of the decision
objective, as well as the incorporation of the risk and uncertainty, associated with
such a dynamic as a farm management planning environment. Within the context of
this research, a decision support system (DSS) is defined as a modelling system
capable of processing knowledge to produce constructive and valuable solutions to
assist in the decision-making process.
The first stage of developing an effective DSS requires an emphasis on proper
formulation and construction of the problem objectives, also known as decision
objective/s. The decision-maker is required to clearly identify the problem and the
decision objectives of the problem at hand so that a suitable optimisation technique
can be selected to find a set of optimal solutions for those decision objectives. Due to
the complex and uncertain nature of the problem, elements of risk and uncertainty
need to be incorporated into the DSS.
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Decision-making is generally a complicated procedure, especially when land-use
planning is involved. Scientists and farm managers agree that a single objective
function problem, such as maximising profit or minimising environmental effect,
does not adequately reflect the problem at hand (Fischer et al. 1996). Solving farm
management problems usually involves determining optimal trade-off solutions
between competing objectives, such as maximising profit and minimising
environmental impact. These trade-offs are also subject to constraints such as the
availability of machinery, socio-economic and biophysical sustainability of the
systems adopted, economic and commercial factors, legal constraints, historical
trends and other practical considerations (OMAFRA 2002; USDA-NRCS 1997).
After the decision objectives are formulated, suitable approaches need to be selected
to help optimise the problem objective. A wide set of tools, ranging from simple
mathematical models to complex search models, are available to this end
(Fotheringham and Rogerson 1994). Each of these techniques has specific uses that
can be matched to the problem under consideration. Popular methods of
Mathematical Programming are Linear Programming and Quadratic Programming;
but increasingly new search methods, such as Genetic Algorithms, Simulated
Annealing, Tabu Search and exhaustive methods, are being adopted.
1.2.3 Uncertainty and risk
The terms ‘risk’ and ‘uncertainty’ have been used interchangeably. Knight (p.20 and
p.226, 1921) states that in the economic sector “risk refers to a situation where an
individual is able to calculate probabilities on the basis of an objective classification
of instances” while “uncertainty refers to situations where no objective classification
is possible”.
In real world circumstances, risk exists due to imperfect knowledge at the decision-
making instance. Imperfect knowledge is not only uncertainty about the dynamic
changes that may happen, but also the possible imprecision of the information to be
used. Examples of the latter are imprecision in the scientific quantification (von
Mises 1978), imprecision in model parameter estimation (Jorgensen 2001) and
uncertain decisions (Klauer and Brown 2004). Incidents that are out of the decision-
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maker’s control include uncertain markets (Holton 2004) and uncertainty in weather
(Adger and Vincent 2005).
Western Australian farm management is consistently plagued with risks (Hardaker
and Lien 2005). These can be of four main types: production, ecological, labour,
financial, market and regulatory risks (Moreddu 2000; Hardaker et al. 1997).
According to AFFA (2000), risk associated with agricultural production is the most
significant, due to weather uncertainty and disease outbreak. Ecological risks are
associated with pollution, and changes in climate and natural resources, whereas
market risks are associated with the price variability of inputs and outputs. Regularity
risk is related to changes in government intervention in agriculture. As such,
agricultural risks and uncertainty can be listed as (Hess et al. 2005): climatic, natural
adversities (i.e. pest, disease outbreak, pollution, and damage) and market prices.
Western Australian farmers operate under a highly uncertain climate (Laughlin and
Clark 2000). Aside from climate, other natural adversities posing significant risks to
the Australian agricultural sector are pests, weeds, pollution and disease. Therefore it
is prudent to incorporate risk and uncertainty factors within the design of a farm-
level land-use decision support system.
1.2.4 Graphical user-friendly decision support tool
A recurring theme in the literature on DSS has been the importance of user interface
on the usability of the tool and in particular user-friendliness of the software
application itself. An effective graphical user interface (GUI) directly affects the
usability of the application as it is the point where the use interface interacts with the
computation component of the model. The user interface not only initialises the
problem but also presents the result of the computation.
1.3 Research Objectives
Australian farmers face a wide range of farm management alternatives and the
success of each alternative is influenced by factors such as crop type, weather,
market price, soil type and other natural adversities.
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This research aims to develop a LUDSS designed to support tactical farm decision-
making, so that “optimum” land-uses (farm management options) for a particular
farm can be chosen in the highly dynamic farming environment of Western
Australia. This broad objective requires effective optimisation of agricultural land-
use planning through the design and implementation of a LUDSS; and account for
the risk and uncertainty associated with farming in WA.
The tactical land-use decision support system will attempt to determine optimum
solutions for a farm based on two major objectives: maximising the whole-farm
profit, while minimising the environmental effect of the land-use in each paddock. A
solution is denoted as a combinatorial set of land management options on each
paddock within the whole-farm context. Therefore, the problem at hand can be
treated as a combinatorial optimisation problem.
This research investigates the development of an innovative approach for an effective
Land Use Decision Support System (LUDSS). This will lead to a hypothesis for
further investigation in the future. The following specific objectives are identified:
1. Modeling of decision objectives: This aspect of the research requires identifying
factors important in farm management, identifying the problem objectives, and
developing a multi-criteria decision-making model which incorporates a trade-off
between the competing objectives of maximising production and financial
returns, while ensuring the environmental sustainability of the farm system to be
adopted;
2. Developing a basic LUDSS model: This aspect of the research requires reviewing
different optimisation techniques and identifying suitable optimisation methods
for the LUDSS model;
3. Analysis and modelling of risk and uncertainty by assessing different risk
analysis techniques and incorporating them into the optimisation model;
4. Building a user interface to allow the model to be used by a wide audience
ranging from extension officers to farmers.
1.4 Significance of the Thesis
This research seeks to construct a prototype Land-use Decision Support System
(LUDSS) that integrates spatial information into a decision support system which
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account for the multi-criteria nature of the land-use planning in a dynamic
agricultural environment. A functional whole-farm DSS model should be able to
determine economic and environmental trade-offs on farms, based on the farm
management applications operated within (e.g. return on investment, the impact of a
decision on the whole-farm).
Numerous DSS have been developed in the past but most fail to completely represent
the actual day to day activities of a farm. Two prominent examples are MIDAS and
GPFarm. MIDAS (Kingwell and Pannell 1987) is a whole-farm Linear Programming
model developed to analyse land-use management decisions in an average season in
the eastern Wheatbelt of Western Australia. The model calculates optimal farm
management options by maximising profits. The approach requires the model to
meet different goals and determines the costs associated with achieving each of these
goals (WA Department of Agriculture Undated).
GPFarm simulates and analyses long term farm production plans in terms of their
economic and environmental risks associated with their application of farm
management inputs (i.e. crop, livestock, water, nutrient and pest management)
(USDA-ARS 1998).
The MIDAS and GPFarm models are limited by the adoption of a single objective
function and their fixed structure, which means that the solution space is set at the
beginning of the processing.
This thesis incorporates a degree of innovation by amalgamating LUDSS into the
dynamic farming environment so that it can be used by a farm decision-maker at any
time of the year. The model applies an innovative approach that mimics the way in
which an agricultural consultant and/or a farm manager would search for optimal
solutions at a whole-farm level. That is, it takes into account all the possible elements
that influence the decision-making process at different times of the year. It also takes
into account uncertain factors associated with the drivers of the farming business. As
a consequence, the model incorporates the dynamic changes occurring within a
growing season and, as time passes, the associated management options.
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1.5 Thesis Structure
A work flow diagram, illustrating the structure of this thesis, is presented in Figure
1.1. It shows the relationship between the different sections and chapters of the
thesis.
Chapter 2 sets the scene of the whole-farm management framework. This chapter
also extensively discusses existing approaches and techniques employed in land-use
decision support system models. The chapter concludes with a thorough analysis on
the most suitable approach to implement the LUDSS model (Chapters 3 and 4).
Chapter 3 evaluates the viability of introducing Evolutionary Algorithm (EA)
approaches as a component of the LUDSS. The chapter then thoroughly discusses the
most suitable EA approach for the problem at hand and a prototype for an
optimisation model is presented.
Figure 1.1 Flow diagram of thesis chapters
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Chapter 4 discusses the development of the LUDSS, pulling together all the methods,
data and information discussed in the previous chapters. This chapter shows how raw
data, such as yield, environmental impact, and market price data, are pre-processed
based on different weather scenarios. These pre-processed data are then used to
forecast the probable yield and market price distributions based on the current
weather condition.
Chapter 5 presents the results and analysis of a case study. The case study is carried
out at different stages/time of the cropping year, namely: January (assessing), March
(planning), April-July (planning/implementation), and July-September (monitoring).
The thesis then concludes in Chapter 6 with a summary of the research and a set of
recommendations for further research are proposed.
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CHAPTER 2
LITERATURE REVIEW
This chapter discusses the two different segments of this research: 1) the whole-farm
decision-making framework and 2) approaches and techniques used in land-use
decision support system models.
2.1 Whole-Farm-Level Decision-Making Framework
The main purpose of whole-farm-level decision-making is to determine optimum
land-use management for the entire farm based on its total set of resources, whilst
ensuring the sustainability of the farm (Kemp 1996). The classical description of
whole-farm management is shown in Figure 2.1: setting goals, assessing, planning,
implementing and monitoring (see Section 2.1.2 for details).
Although the whole-farm management decision-making process involves a set of
rules; it is not carried out in a vacuum and is impacted by both external (i.e. markets,
weather, and policy) and internal drivers (i.e. finance, labour, machinery and
expertise).
Figure 2.1 Whole-farm management
Essentially, a farm decision-maker is required to have sufficient skill and knowledge
in making strategic, tactical and operational decisions in a broad range of fields such
as animal science, agronomy, management, machinery and marketing (Hayman
2004). Strategic decision-making is usually long term and concerned with
comprehensive planning for the success of the whole-farm. Strategic decision-
making includes: decisions on enterprise mix, purchasing extra land, sources of
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finance and product and market choices. Tactical decision-making focuses on
implementation and determines how the strategic goal(s) will be achieved. This
includes: decisions like crop type/variety, the paddock selection the crop will be
sown into and the levels of inputs, product modification and current season to
marketing plans. Operational decision-making involves the day-to-day decisions
including directing labour, spraying, sowing and harvesting decisions (Hayman
2004).
Figure 2.2 The components of whole-farm planning;
Source: Australian Banker's Association Inc. (2004)
Whole-farm decision-making can be categorised as shown in Figure 2.2. At all levels
there is considerable risk and uncertainty. The different farm management categories
(Australian Banker's Association Inc. 2004):
1. Natural resource management is seen as the core of the farm. The preservation
and enhancement of natural resources means the prospect of a healthy,
sustainable farm in the future. Good management helps to prevent or even
reverse environmental damage and in effect help preserve natural resources.
2. Farm financial management is seen as the key to success for many farms. Good
financial management uses financial resources wisely, ensuring that at any given
time there are enough funds to perform the required operations.
3. Human resource management includes the ability of managers to manage
themselves, their staff and the ability to lead and develop a work plan effectively.
4. Enterprise management aims to manage the crop and livestock enterprises on the
farm; usually with the objective of increasing farm productivity and profitability.
5. Marketing management is the marketing of farm products to ensure overall farm
profitability.
6. Risk management: Farming decisions are frequently performed in a dynamic
risky and uncertain environment mainly due to the constant unpredictable
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changes in such things as market prices, production, seasonal conditions and
government policies.
2.1.1 The big picture: sustainable farming
Sustainable farming infers trade-offs between economic stability, environmental and
social outcomes (McMaster and McMaster 2002). Sustainable whole-farm planning
is a complete approach to farm decision-making that brings in the entire farm and its
resources, and considers alternative solutions and possible impacts (Kemp 1996). It
involves choosing the most suitable whole-farm land-use plan based on available
resources (i.e. soil) and weather and market conditions, to produce farm products
such as crops and livestocks; hence profit and the associated environmental and
social impacts.
The value of crop production is determined by the amount produced, its quality and
price received in the market. The environmental impact of farming operations can be
categorised into the following six categories (Narayanaswamy et al. 2005)1:
1. Global warming: The release of global warming gasses (e.g. carbon dioxide and
nitrous oxide) into the atmosphere.
2. Human toxicity: The impact on human health caused by the use of pesticides and
herbicides, fumigants and rodent repellents.
3. Atmospheric acidification: This impact is caused by the release of acidic gases,
(e.g. sulphur dioxide and nitrogen oxides) from the burning of fossil fuels and
sulphuric acid emissions from fertiliser production.
4. Terrestrial and aquatic eco-toxicity: Toxic chemicals (e.g. pesticides, chlorinated
solvents and heavy metals) can harm living organisms in water or on land.
5. Eutrophication: Due to the levels of nitrates and phosphates that find their way
into fresh and marine waters, which can lead to nutrient build-up in waterways.
6. Resource energy: This impact is caused by mineral extraction and non-renewable
energy consumption, such as the fuel energy consumed in farming activities.
Table 2.1 summarises the link between damage categories, environmental impact and
farm practices.
1 Their analysis adopted a life cycle approach to measuring impact so included environmental impact
in the production of farm inputs and the off farm impacts.
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Table 2.1 Environmental impact caused by agricultural products (Jolliet et al. 2003)
Damage
Categories Environmental Impact Farm Practices
Human
health
 Human toxicity
 Respiratory effects
 Ionizing mediation
 Ozone layer depletion
 Photochemical
oxidification
 Application of
pesticides, herbicides,
fumigants and rodent
repellents
Ecosystem
quality
 Ozone layer depletion
 Photochemical oxidification
 Aquatic eco-toxicity
 Terrestrial eco-toxicity
 Aquatic acidification
 Aquatic eutrophication
 Terrestrial acidification
 Land occupation
 Excess fertiliser
application
 Spraying toxic
chemicals
Climate
change
 Global Warming  Transportation
 Artificial fertiliser
application
 Stubble burning
 Soil disturbance
Resources
 Non-renewable energy  Mineral extraction  Transportation and
 Mineral extraction for
fertiliser production
Farm decision-making related to land-use occurs at two levels: whole-farm and
individual paddock. A farm is usually divided into a number of paddocks.
Traditionally, these paddocks are defined based on manageable sizes, natural factors
(i.e. river, soil types and topography), as well as, pragmatic factors like farm
machinery operations, which generally prefer regular boundaries. However, new
research is suggesting alternative methods to subdivide farm into homogenous land
management units (LMU) (Warren 2007). The LMUs in this case are formed based
on their similarity in soil and topographic properties.
Paddock-level decisions are generally focused on tactical decisions such as: crop
type, sowing date, crop variety, fertilising options, spraying options, and marketing.
The whole-farm decision-making process links individual paddock decisions and
farm land resources (such as available finance, machinery and labour) and external
drivers such as markets and policy.
In practice, tactical whole-farm decision-making can be represented simply as a
narrowing cone (Figure 2.3). Typically, at the beginning of the year, farmers have a
large range of possible land-use and production options, but the decision-making
environment operates under great uncertainty. As the growing season progresses, the
range of options decreases as key decisions are made and implemented. For instance,
once the crop is sown the decision-making frame reduces to concentrate on tactical
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production and marketing decisions. As subsequent decisions are made the decision-
making frame again reduces.
Figure 2.3 Foot print of the changes that happen during the year
As the year reveals itself, it produces two types of outcomes: reduction of uncertainty
and the passing of the last possible dates to perform activities. The latter causes the
reduction of the number of whole-farm management alternatives (Figure 2.3). Figure
2.3 illustrates that:
1. As time passes by, both weather and market insecurity diminish slowly.
2. Weather is a significant determinant of crop production. As a consequence, the
reduction in weather uncertainty helps enhance yield estimation.
3. As the overall picture of the market and weather for the year starts to reveal
itself, it enables the producer to more reliably predict production and returns. In
effect, the uncertainty associated with expected revenue is reduced through the
year, increasing the farmer’s confidence in predicting whole-farm outcomes.
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4. As the year reveals itself, time becomes another factor of farm management.
Accordingly, a reduction of the paddock management options trims down the
whole-farm management options too. Take for instance the sowing date. Once
the acceptable sowing date for a particular crop (i.e. canola) has passed, then the
number of land-use options is reduced. A similar situation is also true for other
time critical management options, such as spraying and applying fertilisers.
5. When a decision for a land-use option within a paddock has been implemented,
this decision becomes a constraint. In effect, the decision dramatically reduces
the paddock management alternatives. Subsequently, the reduction of the
paddock management alternatives induces a decrease in the whole-farm
management alternatives.
2.1.2 Components of the farm management processes
There are a number of components in the classical whole-farm management
decision-making process (see Figure 2.1). These commence with setting the mission,
goals and objectives followed by the assessment stage, which audits the assets and
liabilities of the business. The information collected in the assessment phase is then
fed into the planning stage to develop strategies, which make the best use of the
farming resources including financial, marketing, environmental and social. A
number of alternatives are formed and evaluated in this phase and these take into
account parameters, such as the time of the ‘break of season’. The penultimate stage
is implementing the selected farm plan. Once a decision has been implemented, a
regular monitoring process is established to detect any problems or movements from
the plan that may occur. The information obtained during the monitoring phase is
then used to assess and plan alternatives that may need to be undertaken to ensure the
success of the farm business. The cycle of assessing-planning-implementing and
monitoring is iteratively performed throughout the growing season.
2.1.2.1 Setting farm objectives and goals
A farm business should work towards a clear mission. A mission is the big picture
that summarises a vision and it establishes a broad commitment to reach the stated
vision. Missions are materialised by a goal-setting process to form concrete short-
term goals and long-term objectives that support the overriding vision and mission of
the business (Jones and Fogleman 2005). Objectives are usually broad statements
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concentrated on the farm business aims for realising the mission (Groover and
Roberts 2000); whereas, goals are a set of actions that need to be performed to
achieve the objectives (Pierce and Parcell 1999). Therefore, goals and objectives are
focal points when making management decisions, especially during uncertain
circumstances (Doye 2005). For instance: the mission of the farm might be to run a
sustainable farm business; while the objectives might be to obtain the maximum
whole-farm profit whilst minimising the whole-farm environmental impact; and the
goals would be to determine the best land-use and management to achieve the
objective and mission.
Goals and objectives are not set simply from a business point of view. Rather, they
are formed based on the influences of facts, beliefs and values of the business, and
family and personal points of view (Figure 2.4). Facts are generally known with
certainty (Joerger 1999), such as financial position, assets, past crop and animal
performance. A belief is typically the way that we perceive reality, such as how the
farmer sees the year is developing. Values are ideals of reality, like what a farmer
thinks his farm is supposed to be (Joerger 1999). The synthesis of facts, beliefs and
values will determine how the business operates. The set of objectives are usually
static, but goals might change, due to unexpected changes in financial arrangements,
economic conditions, family status, the level of knowledge, beliefs, values and other
factors (Joerger 1999).
Figure 2.4 Influences on goal setting; Source: Joerger (1999)
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2.1.2.2 Assessment
Assessment is a stage where the farmer collects and assesses information to be used
for decision-making. This involves drawing together information about the current
status of the available farm resources and their associated weaknesses. These
include: human resources, farm physical resources, financial resources, social capital,
the market and natural resources.
Land quantity and quality is one vital farm asset; for farm resources are generally the
physical resources of the farm that can be obtained readily. For example land, water,
access roads, size and location of existing buildings, arable and non-arable areas
(Janke 2000). Ideally, a thorough land suitability assessment based on soil type,
paddock sizes, land contour, land type, previous history, access to workers, physical
structures and machinery, would allow a farmer to assess the productive capability of
the farm. There should be questions such as: has the soil been tested lately? Which
areas are arable and non-arable? What is the landscape (i.e. flat, undulating, crest or
depression)? In the process, a farmer may also identify problems, like soil erosion in
the paddocks, prominent water logging areas and previous weed type infestations
(Barao and Hughes 1999). The output from this phase is a comprehensive picture of
the farm via soil maps, soil test results, management histories, as well as, inventories
of assets such as stock, machinery and buildings.
There is a need to integrate internal and external information (e.g. markets or
weather) to the farm business. This involves both historical information, as well as,
future projections for markets and weather.
Generally, managing a farm business involves risks related to natural resources,
production, financial, marketing, legal and social, and human resources aspects of the
business, as shown in Table 2.2. Understanding and devising strategies to deal with it
is crucial to ensure optimal business and environmental outcomes.
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Table 2.2 A classification of farm business risk
(Australian Banker's Association Inc. 2004)
Risk Types Risk Exposure
Production risk
 Drought
 Flood
 Frost
 Disease
 Pest attack
 Weeds
Price-market risk  Price risk
 Exchange rate
 Competitors
 Demand/supply
Natural resource
risk
 Soil (i.e. salinity, erosion)
 Ground water (i.e. contamination)
 Balance in ecology
Financial risk  Interest rate changes
 Equity drops
 Increase of production cost
 Profitability plummet
Legal and social
risk
 Income programs  Tax and environmental policies
Human resource
risk
 Labour and management function
 changes in individual objectives
 Health risk
Technological risk  Assets may become obsolete  Changes in technologies
2.1.2.3 Planning, decision-making and implementation
Planning involves establishing a future pathway for the business based on the vision,
objectives and goals set by the management, and based on the information collected
in the assessment phase (as illustrated in Figure 2.1).
Early in the planning phase the decision-maker is required to synthesise a
considerable amount of information - much of it uncertain (Figure 2.5). Initial plans
will often have considerable amounts of flexibility built into them, but as the season
unfolds and more market and weather information becomes available a more solid
plan evolves.
Figure 2.5 Planning at the beginning of the year
A key decision point is the combination of crop to be sown. Once this decision has
been made, the land-use is set and the degrees of flexibility open to the decision-
maker decreases (Figure 2.6). The decision space then relates to decisions on crop
husbandry (i.e. fertilising, spray, etc) and marketing, which are linked to uncertain
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factors like weather and market. Weather and markets are dynamic elements that
require planning and become an ongoing process in order to facilitate the dynamic
nature of the changing world. Therefore, from time to time the plan needs to be
altered based on unexpected changes in factors experienced in the agricultural
environment.
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Planning State Implementation and Planting
TimeJanuary December
Figure 2.6 Schematic representation of the planning period
In farming, decision-making is performed all through the growing season. During
decision-making, all available information (i.e. current weather forecast, market
condition and other factors) is used to assist in searching for the best solutions by
considering the advantages and disadvantages of the alternative solutions.
Alternatives are usually considered based on the profitability, assessed risk and
environmental impact of the management option. A farmer needs to understand the
interrelationship between the information variables, as well as, acknowledge the
correlation between the alternatives. In most cases, the decision involves the need to
assess trade-offs between the objectives set. Decisions are often made under
pressure, which means the entire range of options are not necessarily considered
(Mendola 2005; Duflo 2003). Farmers may use decision tools to help determine the
best land-use. These range from simple financial and physical budgets through to
sophisticated models that account for multiple objectives. These are discussed in
more detail in Chapter 3.
Once decisions are made, implementation occurs. Implementation is putting the
agreed plan into action - it involves decision-making, but is primarily the processes
of turning a plan into action.
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2.1.2.4 Monitoring
As discussed earlier (Section 1.2.3), most farm production is impacted by factors
beyond the control of the manager (Janke and Freyenberger 1997). Consequently, it
is rare that circumstances turn out exactly as planned. Typically, during the season it
is necessary to make numerous adjustments to fine-tune the farm plan chosen.
Monitoring performance against the adopted plan is therefore, a crucial stage in farm
management.
The objective of monitoring is to identify any possible early warning indicators and
make the necessary adjustments to the chosen plan. Such indicators relate to crop and
animal performance, weather and markets. This can be done by subjective and/or
objective assessment and by monitoring external media related to markets and
weather.
The information gained during monitoring allows the farmer to perform an analysis
against historical records, but as the season progresses farmers gain more confidence
in forecasting the likely outcome from their decisions and hence the future
sustainability of their business. During the monitoring process, the farm business is
basically undertaking a series of mini assessment sessions. The knowledge gained
from the monitoring session will then feed information to the farm management team
to support short-term planning and decision-making.
2.2 Land-Use (Spatial) Decision Support System
A Land-use (Spatial) Decision Support System (LUDSS) is a decision aid, which
takes the spatial context into consideration to facilitate decision-making about land-
use. The study of decision aids, to assist with problem solving, has been a key
decision science research topic for the last decade (Mateu 2002).
To be effective, a LUDSS must account for the spatial nature of the problem; whilst
at the same time, be able to handle the multiple objective and uncertain nature of the
decision space. The remainder of this chapter will evaluate the techniques that others
have used in land-use decision-making with a focus on those that incorporate
multiple objectives, risk and uncertainty.
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2.3 The Spatial Element of LUDSS
There have been numerous attempts to integrate spatial information with other tools
since the early 1990’s (Anselin 1992; Goodchild et al. 1992). Lilburne (1996)
categorised Geographical Information System (GIS) integration approaches into
eight broad classes (Figure 2.7): standalone, loose, tight, merged, enhanced,
customised, client/server and framework.
Figure 2.7 Integration approaches of spatial information
(a) Standalone (b) Loose
(c) Tight (d) Merge
(e) Enhance (f) Customise
(g) Client/Server (h) Framework
Figure 2.8 GIS integration approaches; Source: Lilburne (1996)
The standalone, loose and tight integration approaches are very similar, as they keep
two independent interfaces (Figure 2.8). In the standalone integration approach, the
Decision Support System (DSS) and GIS work separately and data transmission
between them is carried out manually. In the loose integration approaches, data
interchange is performed by using a medium, such as ASCII files, without a common
user interface. On the other hand, the tight integration approach provides direct
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access to data storage, for example utilising database SQL (Standard Database Query
Language) calls within one of the systems. Table 2.3 shows application examples of
the different integration approaches.
Table 2.3 GIS integrated systems
Integration Purpose Citation
Standalone GIS employed to obtain information for analysingpreliminary options for AHP model
Mendoza et al.(2002b,
a)
Loose Decision Support tool for Forest management planning toolin Belgium Ducheyne (2003)
Customised AVSWAT - an extension in ArcView as a tool for the
watershed control of point and non-point source pollution
Dutta (2000); Di Luzio
et al.(2000)
Enhanced Enhancing the GRASS GIS with neural network routine. Muttiah et al. (1996)
Client/Server LADSS: Rural Land-use planning tool Rivington et al.(2004;2001)
Client/Server Supporting land development village planning inChiangmai, Thailand
Chuenpichai et
al.(2002)
Framework Supporting land-use management in Nantou County,Taiwan Ho and Lee (2000)
A range of integration types can be categorised as single interface approaches (see
Figure 2.7). The merged integration approach combines two approaches, with one
acting as the shell around the other. The enhanced integration approach describes
methods, which are enhanced with additional capabilities by employing external
routines, for example enhancing the GRASS GIS with a neural network routine as
achieved by Muttiah et al. (1996). The customised integration approach utilises tools,
like the Macro language of a system, in order to implement the second system; for
example, the AVSWAT model in ArcView (see Table 2.3). The client/server
integration approach employs standard communication protocols, such as DDE
(Dynamic Data Exchange), to perform communication between two systems. Finally,
the framework integration approach is achieved by simultaneously running both
systems using a third system. Further information on these approaches can be found
in Lilburne (1996).
2.4 Multi-Criteria Decision-Making (MCDM)
In the early days of operations research, real world problems were treated as single
criteria. However, the existence of multiple and conflicting criteria that require more
sophisticated tools, was quickly realised; hence the development of Multi Criteria
Decision-making (MCDM) approaches. MCDM problems can be defined as follows:
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Definition 2.1 In general the MCDM problem works with a set of k decision
variables, a set of n objective functions and a set of m constraints. The
objective function optimisation reads:
Max/Min )(),...,(),(),()( 321 xfxfxfxfxf n
rrrrr
=
Subject to )(),...,(),(),()( 321 xcxcxcxcxc m
rrrrr
=
Where Xxxxxx k ∈= ,...,,, 321
r
and )()( XFxf ∈
r
where X is the decision (search) space and F(X) is the objective space
(Figure 2.9)
(2.1)
The main obstacle in multi criteria problems is that there are no absolute optimum
solutions for individual criterion (Mateu 2002). Often the decision-maker needs to
accumulate solutions located in the feasible region of the objective space based on
trade-offs (Figure 2.10), or to combine the potentials of each option to form a group
of preferences (i.e. feasible solutions). This means there is no real utopian solution,
but a compromise or satisficing solution is sought (Hwang et al. 1993).
Figure 2.9 Solution search space and objective space for a multiple (2D) objective
problem
Definition 2.2 A compromise solution is a single solution point within the solution
space where the difference between the potential optimal point and
the utopian solution is at the minimum.
Definition 2.3 A utopian point (a.k.a. ideal point) is at the optimum point where all
objectives are at their optimum (Marler and Arora 2004) (Figure
2.10). The utopian solution is located in the infeasible region, which
means it cannot be realised (Matthews 2001).
 24
Figure 2.10 Trade-off solutions (Matthews 2001)
In MCDM, a solution is said to be most ideal when based on the preference and the
priority value of the decision-maker (Sen 2001). Moreover, a solution does not have
to be an optimum, instead it can be a satisficing one.
Definition 2.4 A solution is referred to as a satisficing solution if and only if the
solution satisfies all the aspirations of the decision-maker, while the
aspiration level is the acceptable level in the objective space based on
the decision-makers importance (Miettinen 2001).
2.4.1 Pareto optimality
A utopian solution is generally almost impossible to obtain. The next best solution is
to obtain a Pareto Optimal solution. Pareto Optimality has been the basis of most
cooperative multiple objective optimisations. It is based upon the principle of point
dominations, where one point dominates another based on their performance against
overall objectives. The Pareto optimum concept was introduced by Vilfredo Pareto
in 1896 (Coello Coello 1999). The fundamental idea of a Pareto Optimum in
multiple objective optimisation problems is identifying optimal solutions for overall
problem objectives, as the non-dominated solutions. The set of non-dominated
solutions forms a Pareto Front. The formal definition of a Pareto Optimal can be
outlined by the following:
Definition 2.5 Pareto dominates: If there are two solution sets with k decision
variables yr and another solution set zr . The yr solution is said to have
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a Pareto dominance over zr if and only if all objective values of y are
better than the objective values of z.
zy rfr , iff ( ) ( )zfyf rr > for all decisions k (2.2)
Definition 2.6 Pareto weakly dominates: If there are two solution sets with k decision
variables yr and another solution set zr . The solution yr is said to have
a Pareto dominance over zr if and only if all objective values of y are
better than or equal to the objective values of z.
zy rfr , iff ( ) ( )zfyf rr ≥ for all decisions k (2.3)
Definition 2.7 Pareto indifferent: If there are two solution sets with k decision
variables yr and another solution set zr . The solution yr is said to be
Pareto indifferent with respect to zr if and only if the objective value
of y is not dominated by the objective value of z, and vice versa.
zy rfr , iff ( ) ( ) ( ) ( )zfyfzfyf rrrr ≤/∧≥/ for all decisions k (2.4)
Based on the example given in Figure 2.11 the Pareto dominance theory can be
applied as such: the solutions B and C dominate A, while A dominates D. Solution E
is weakly dominated by solution A. Both solutions G and H are indifferent solutions
towards A.
Figure 2.11 An objective space solution of two objectives 
Figure 2.11 shows that, since solutions B and C independently are not dominated by
any other solutions, they therefore form a Pareto Optimal solution. In this case, none
of the objectives of solution B can be improved without causing degradation in at
least one other objective.
Definition 2.8 Pareto Optimal: If there is a solution set with k decision variables yr it
is said to be a Pareto Optimal solution if and only if y is not
dominated by any other solutions.
 26
Definition 2.9 Pareto Front: The image of the whole optimal set in the objective
space is called a non-dominated set or Pareto Front.
At the Pareto Front, the decision-maker is required to make a trade-off between
objectives to move to a new Pareto Optimal point (Figure 2.11).
2.4.2 Multi-Criteria Decision-Making (MCDM)
MCDM approaches have been simply categorised into the Multiple Attribute
Decision-making (MADM) (Section 2.5) and the Multiple Objective Decision-
making (MODM) approaches (Section 2.6) (Hwang and Yoon 1981) (Figure 2.12).
Figure 2.12 LUDSS: Analysing MCDM methods
The MADM and MODM approaches are distinguished by the way their decision
spaces are formed and the way a criteria is evaluated into a set of attributes or a set of
objectives (Pan 1999) (Figure 2.13). In the MADM approach, the decision space is
discrete in which a set of alternatives and a set of attributes have been pre-specified
prior to the commencement of the decision-making procedure. From these
alternatives, the most preferred solution is chosen based on the preference/priority
attributes of the decision-maker.
In the MODM approach, the decision space is usually continuous (a large number of
choices) and the alternatives are not pre-determined (Zanakis et al. 1998). The aim is
to search the large “infinite” decision space to obtain optimum, “most satisficing”
solutions. The approach commences with a predetermined set of objective functions
(decision criteria) and a set of constraints. Whilst the decision solution space is
continuous, it becomes a subset of the continuous space by iteratively employing
restrictions or constraints (Figure 2.13).
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(a) MADM (b) MODM
Figure 2.13 General procedure of the two MCDM methods
(Chakhar and Martel 2003)
2.5 Multiple Attribute Decision-Making (MADM)
Multi-attribute decision-making (MADM) is an approach for making preference
decisions by employing procedures, such as exploring, selecting, screening, ranking,
prioritising and classifying the available finite set of alternatives against multiple
(usually conflicting) attributes. A functional MADM model should be able to exhibit
trade-offs between various attributes, being a measure of priority for each alternative
based on information given by numerous parties (Pan et al. 2000). In this approach,
the attribute of the alternative will act as a decision variable, as well as, decision
criteria.
Typically, a MADM model development occurs in three stages: structuring, analysis
and synthesis. In the structuring stage, a number of elements, such as the decision
objectives, measurable attributes and alternatives, will be identified and generated
and may be formed into a decision tree. In the analysis stage, the decision-maker’s
preference will be elicited to determine the trade-offs and risk. This stage is then
continued to the synthesising stage where the advantages and disadvantages of the
 28
alternatives are evaluated and compared against each other by using all the
information provided.
MADM approaches can be classified into three classes based on how preferences are
articulated (Figure 2.14). These are: never articulate preferences, prior articulation of
preferences (Aggregation Procedures) and progressive articulation of preferences
(Interactive Methods). The Aggregation Procedure is further classified into two
classes - Performance Aggregation Oriented and Preference Aggregation Oriented
(Figure 2.14) - according to Guitoni and Martle (1998).
Figure 2.14 MADM methods
2.5.1 No articulation of preference
In this category, the MADM methods do not require any preference articulation from
the decision-maker. Some of the methods in this category are: Dominance, MaxiMin
and MiniMax. The Dominance method eliminates an alternative if it is “dominated”
(i.e. worse than) by another alternative. The MaxiMin method examines the
minimum gain associated with every alternative taken and selects the alternative that
maximises the minimum gain. The Maximax method selects the alternative that
maximises the maximum gain for every alternative (Catrinu 2006).
2.5.2 Performance aggregation oriented methods
The aim of performance aggregation oriented methods, or so called single
synthesising approaches, is to determine an aggregation function that illustrates the
decision-maker preferences (Söderberg and Kärrman 2003).
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The major methods within the performance aggregation oriented approach are: Multi
Attribute Utility Theory (MAUT), Multi Attribute Value Theory (MAVT) (Beim and
Lévesque 2004; Seppälä 2003) and Analytic Hierarchy Process (AHP) (de Steiguer
et al. 2003; Saaty 1997).
MAUT/MAVT is a structured quantitative comparison method that determines a
simple expression for decision-maker preferences. It utilises utility/value functions to
transform different criteria (e.g. cost, benefit, risk and stakeholder acceptance) into
one common, dimensionless scale of utility or value; usually between zero and one
(Linkov et al. 2004). The difference between the two methods is that MAUT focuses
on risk and uncertainty, while MAVT makes use of preference scores.
AHP (Paulo 2003) was designed to reflect the way a decision-maker thinks when
he/she encounters a complex situation, where decision-makers are inclined to gather
the decision preference based on their common features. The three important
processes of the AHP are: (1) decomposing the problem into a hierarchy of criteria
and alternatives (i.e. elements); (2) comparing pair-wise elements (based on
preference, importance or likelihood) to other elements within their level to generate
relative ranking of alternatives is generated; and (3) propagating level-specific local
priorities to global priorities.
There are also other preference aggregation based methods such as TOPSIS - the
Technique for Order Preference by the Similarity to Ideal Solution (Hwang and
Yoon 1981). This is a quantitative approach where the best alternative has the
shortest Euclidean distance with the fictitious ideal solution but farthest from the
negative-ideal solution.
2.5.3 Preference aggregation-based
The aim of the preference aggregation-based method, also known as the outranking
synthesising approach, is to establish an aggregation of the decision-maker
preferences with a comparison of the fit of each alternative with each criterion. The
method classifies the alternatives based on the hypothesis that A is at least as good as
B. Then it investigates the concordance and discordance between them using a
decision procedure (Grassini and Viviani 2005).
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The most commonly used Preference Aggregation-based methods are ELECTRE
(Elimination Et Choix Traduisant la Realite- Elimination and choice Translation
Reality) (Benayoun et al. 1966) and PROMETHEE (Preference Ranking
Organisation Method for Enrichment) (Brans and Vincke 1983). ELECTRE is a
multi-objective ranking method based on the outranking relation by using pairwise
comparison of alternatives based on different criteria. PROMETHEE is an
outranking method utilising a preference function to measure the degree of
preference of one alternative to another in respect to each criteria (Parsons 2002).
2.5.4 Interactive methods
Interactive methods allow decision-makers to interact with the computation process
from time to time. When a preliminary calculation is made, the decision-maker is
able to provide extra information on preferences and a new solution is generated.
Köksalan and Ulu (2003) utilised an interactive approach to handle problems, such as
selecting applicants for different kinds of scholarships and selecting projects for
different kinds of funding policies. Ben Abdelaziz and Krichen (2005) developed an
interactive approach for a bilateral optimal selection problem. In their model, two
decision-makers are required to observe a number of sequential offers and select a
compromise offer. Kim and Choi (2001) developed an interactive group support
system, RINGS, which is an interactive procedure to solve multi-attribute group
decision problems by utilising range-typed utility information.
2.5.5 Applications of MADM in natural resources management
MADM has been applied extensively in natural resource management, including
land-use planning. Table 2.4 lists a number of different natural resource management
initiatives where MADM has been applied. All the MADM methods have been
applied extensively in various application areas, ranging from site prioritisation,
land-use planning to farm and environmental management.
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Table 2.4 Application of MADM methods in natural resource management
Application
Area
MADM
Methods Purpose Citation
Agroforestry
planning AHP
Assessing agroforestry and plantation
management in East Usambara
Mountains, Tanzania
Huang et al. (2002)
ELECTRE Forest watershed resources
management in Arizona Tecle and Fogel (1987)
Forest
management
AHP, MAVT,
MAUT,
ELECTRE,
PROMETHEE
Forest management planning in Finland
Kangas et al. (2001a;
2001b); Kangas and
Kangas (2005)
PROMETHEE Formulating farm production decisionsin Nebraska, USA Parsons (2002)
MAVT Assessing crop ranking for Narmada
river basin Gupta et al. (2000)Farm
management
AHP
Assessing criteria and indicators for
sustainable forest management in
Kalimantan, Indonesia
Mendoza and Prabhu
(2000b, a)
ELECTRE,
AHP
Land-use planning for housing
management in Switzerland. Joerin et al. (2001)
PROMETHEE
Assessing suitable location for onsite
wastewater treatment system in Gold
Coast, Australia
Carroll et al. (2004);
Khalil et al. (2004)Siteprioritisation
AHP
Selecting suitable sites for animal
waste in southeast Queensland,
Australia
Basnet et al. (2001)
PROMETHEE
AHP
Evaluate optimal land-use in promoting
geo-source sustainability in Hanau-
Seligenstadt Basin.
Lerch et al. (2003);
Hoppe et al.(2005)
PROMETHEE Evaluates land-use strategies in Saxony(Germany) - the Torgau district
Klauer et al. (2002;
2000)
ELECTRE Land-use planning in AdıyamanZiyaret Stream Basin Akpinar (2003)
AHP
Land-use planning in Cape Region,
Mexico to minimise inter-sectoral
environmental conflicts
Malczewski et al.
(1997)
Land-use
planning
ELECTRE,
PROMETHEE
Assessing alternative for
Environmental decision-making in
Finland
Hokkanen and
Salminen (1997)
Water
management
ELECTRE,
PROMETHEE
EXPROM
Assessment of alternative irrigation
strategies in Spain
Srinivasa Raju and
Duckstein (2004);
ELECTRE
AHP
Management options assessment of the
West Coast Trail in Pacific Rim
National Park, Canada.
Rudolphi and Haider
(2004);Environment
management
MAUT
Identify policy alternatives in the
management of Spruce budworm in
Canadian forest
Levy et al.(2000)
Management
selection ORESTE
Land mine detection strategies
assessment
De Leeneer and Pastijn
(2002)
Rehabilitation
management
TOPSIS and
AHP
Defines effective rehabilitation
interventions for contaminated sites
Carlon et al. (2004);
Critto et al. (2002)
Environmental
protection
management
MAUT
Prioritising the development of
environmental protection actions in the
Mediterranean coastal
Angelidis and
Kamizoulis (2005)
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2.6 Multiple Objective Decision-Making (MODM)
MODM and MADM have characteristics common to the majority of MCDM
problems: multiple criteria, conflicting criteria, incommensurable components and
complications in the design or selection of alternatives (Pan 1999). Nevertheless, that
is where the mutual characteristics stop. MODM and MADM vary significantly in
their decision solution space. In MODM, the decision solution space is continuous
and the alternatives are not pre-specified. This differentiates MODM from MADM,
which selects from a set of explicitly defined alternatives based on their attributes.
MODM procedures can be staged into two phases: the first determines the objective
function, which incorporates the preferences of the decision-maker and is followed
by the selection of a suitable method to optimise the objective function (Figure 2.15).
Figure 2.15 Procedure for problem resolution using a MODM method
The main characteristic of the MODM method is that it deals with a multi criteria
problem, where the solutions given represent trade-off solutions between competing
objective functions. This kind of trade-off solution requires additional information
about the decision-makers’ preferences (Figure 2.15). These preferences indicate
how the decision-maker ranks and weights their objective functions based on the
importance of the objective function to the decision-maker. Thus preference
articulation is a significant action in forming an effective objective function.
Preference articulation methods are concisely described in Section 2.6.1. Once the
multiple objective functions have been formed, the next step is to employ a suitable
optimisation method to determine optimal solutions (Section 2.6.2).
2.6.1 Multiple objectives function: preference articulation
Hwang et al. (1980) classify MODM preference articulation approaches into four
classes depending on the type of the preference information and the time when the
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preferences are conveyed by the decision-maker: never, prior to, progressively or
after the solution is generated (Figure 2.16).
Figure 2.16 MODM methods classification (Hwang et al. 1980)
2.6.1.1 No articulation of preference
In some of the decision problems, expert knowledge or a particular preference are
too complicated to be articulated by the decision-maker. Under this condition,
various objective functions are combined into an overall objective (scalar) function
(Andersson 2001). Objective functions formulated for these approaches can be
optimised using a single criteria Mathematical Programming method (Section
2.6.2.1) (Hwang et al. 1980). Two of the most widely used approaches are global
criterion formulation and min-max formulation (Coello Coello 2000a).
2.6.1.2 á Priori articulation of preference
The á Priori articulation approach require the decision-maker to provide the
preference information prior to the problem being solved. Usually this type of
preference articulation approach will solve the decision problem by
forming/aggregating a vector of objective functions to a single (or a series of)
objective scalar problems. This type of approach is also called the Scalarisation
Approach (Marler and Arora 2004).
 34
This articulated preference can either be solely cardinal or mixed with ordinal
information. Cardinal preference is usually a specific level or trade-off of the
decision-maker’s preference for an objective; whereas in a mixture approach, the
decision-maker needs to rank the objectives in order of significance (Hwang et al.
1980).
One of the most famous approaches within the á Priori cardinal approaches is the
weighted sum formulation (Zhao 2002). In this approach, the decision-maker is
required to choose different weightings as the preference information. The main
objective function is a single objective function, which is formed by summing the
weighted “sub-functions” (i.e. a number of objective functions) of the problem. A
suitable single objective function (e.g. Linear Programming) or search method can
then be used to solve the formed objective function and find the optimised solution.
This is an ad-hoc procedure and it is remarkably sensitive to the setting of the
weights (on objectives) (Andersson 2000; Fonseca 1995). The Utility function uses
the same approach (Andersson 2000; Hwang et al. 1980).
The most common á Priori mixed (cardinal and ordinal) approach is Goal
formulation, which utilises Goal Programming to solve the problem. Goal
Programming is an extension of Mathematical Programming used to handle multiple
objective problems. Usual Mathematical Programming models are compatible with
objective functions, but Goal Programming (see Section 2.6.2.1) employs goals
instead of objectives. In addition, preferences in Goal Programming can be assigned
to each goal in terms of weights and on ‘á Priori’ value. For each goal a weight can
be assigned in terms of the goal’s relative importance. Finally, a set of goals can be
organised in groups of different priorities. By having all this preference information,
Goal Programming uses Linear Programming or Non-linear Programming methods
to achieve each goal target sequentially (Chowdary and Slomp 2002). Other methods
that employ the á prior explicit preference approach are: Lexicographic ordering
(Cvetkovic 2000) and the Goal Attainment method (Hwang et al. 1980).
2.6.1.3 Progressive articulation of preferences
Progressive, interactive approaches, assume that the decision-maker is unable to
define the exact preference prior to running the solving routine due to the
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complicated nature of the decision problem. As the decision-makers understanding
deepens, flexibility of the routine allows for changes to be made to preferences,
which in turn progressively reduces the search space (Andersson 2001).
There are two types of preference information: implicit trade-off and explicit trade-
off information. Approaches with explicit trade-off information require preferred
trade-offs associated with an achievement level of an objective. To incorporate this
type of approach, Goal Programming is extended to incorporate the explicit trade-off.
In the Interactive Goal Programming method, the decision-maker takes the role of
the expert who sets the target levels for every objective and based on these, a
solution is then generated. Unlike Goal Programming, the process continues by
asking the decision-maker to reconsider the decision on the target levels and another
set of solutions is generated. This procedure continues until the decision-maker
approves the final solution (Reeves and Hedin 1993).
The implicit trade-off approaches assume the decision-maker is able to specify
adequacy of the current attainment level (Hwang and Yoon 1981). The Step Method
(STEM) (Benayoun et al. 1971) is the most commonly used method utilising this
type of approach. In this method the decision-maker is trained to recognise good
solutions and the relative importance of the objectives by adding constraints to the
criteria value. The procedure is carried out iteratively until the decision-maker is
satisfied with the solution (Baesler and Sepúlveda 2001). At each iteration the
decision-maker is provided with a feasible and acceptable level of solutions. If the
decision-maker is satisfied with these solutions then the process is completed. If not,
the least satisfactory performance objective function will be redefined by loosening
the criteria and a new solution is generated (Vincke 1992).
2.6.1.4 á Posteriori articulation of preferences
The á Posteriori approaches, named Pareto approaches, maintain the disconnection
between the objective function right through the optimisation process (de Weck
2004). The procedure usually starts by exploring and generating a set of all feasible
solutions before the decision-maker can make the preferred selection (Laumanns
2003). The optimisation procedure has two stages: ‘Search’ and ‘Select’ (Section
2.6.2.2). The ‘search’ stage uses a search method (Section 2.6.2.2.1) or a
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Mathematical Programming approach to identify a set of solutions while a trade-off
method (Section 2.6.2.2.2) is used to incorporate the decision-maker(s) preference to
find the best trade-off solution.
2.6.2 Optimisation methods
After the objective function is formed and the decision-maker’s preferences are
articulated, the next significant decision is to decide on the type of optimisation
method to be used. There are two major techniques that can be utilised to optimise
multiple objective problems. These techniques can be categorised into two broad
classes (Mayer et al. 1998a) (Figure 2.17): direct optimisation and search techniques.
The most commonly used direct optimisation techniques are Mathematical
Programming methods (Section 2.6.2.1). The search technique has been split into
two approaches - those using search methods or those using ranking and trade-off
analysis to determine the solution (Figure 2.17).
Figure 2.17 Techniques to optimise multiple objective problems
2.6.2.1 Direct optimisation technique: Mathematical Programming
A large number of Mathematical Programming techniques have been developed,
including Linear Programming (LP), Quadratic Programming (QP) and Goal
Programming (GP). These approaches have been developed to solve different cases
of problems including those in the natural resources industry (Simons 1995) and
farm management (Pannell et al. 2000).
In general, LP and QP are single objective optimisation methods. However, these
methods have been employed to tackle multiple objective problems, which merge
multiple objectives into a “single objective” (Figure 2.18). Linear Programming is
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the simplest Mathematical Programming model, being the most widely used
optimisation technique in land-use decision-making (Briassoulis 2000). The main
purpose of a LP model is to optimise an objective function subject to a set of
constraints, where both the objective function and the constraints are linear equations
(Chuvieco 1993). Quadratic Programming is a generalisation of Linear
Programming, which still employs the linear functions constraint, but the objective
function is structured to allow the incorporation of quadratic expressions (Vanderbei
2001).
Figure 2.18 Relationship between MODM objective functions type
and optimisation methods
Goal Programming (GP) is an extension of Linear Programming and is designed to
work with multi-objective problems (Hillier and Lieberman 2001; Ignizio 1985). It
allows the decision-maker to assign preference to objective functions according to
relative importance or achievement levels of the goals (Mansouri et al. 2000).
Hayashi (2000) states that GP has been the method that is most used in farm and
regional planning. It has been found useful because the objective function can
comprise homogeneous and/or non-homogeneous measurement units (Ignizio and
Cavalier 1994).
In addition, in MP it is crucial to perform post-optimisation analyses. Two of such
post-optimal analyses are: sensitivity analysis and parametric programming. Both
methods study the effect of changes in the variable of a model or the constraint to the
problem. While sensitivity analysis studies the effect of discrete changes, parametric
programming studies continuous changes. Both methods are not trying to define the
optimal solution to a function, but are trying to find out how a function behaves as
changes are made to the coefficients of the problem function. Further information on
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these approaches can be found in Sinha (2006), Saltelli et al. (2000) and Pannell
(1997).
Although Mathematical Programming is a powerful method, it has a major
disadvantage. It is a highly restrictive method, as it is only able to find the best
solution to the problem based on how it is modelled. Therefore, the success of the
solution depends solely on how well the model represents the actual problem.
2.6.2.2 Search techniques
As noted in Section 2.6.2, there are two major search techniques to determine the
optimal solution to a formulated problem: search and trade-off methods. These are
described hereafter.
2.6.2.2.1 Search methods
A search model is formally defined as an algorithm used to explore a problem
solution space with the objective of locating a particular solution (CIRL 2003) and
theoretically, a search method, efficient or not, should be able to find the solution
required for every decision problem. These algorithms can be categorised into two
broad classes (Blum and Roli 2003): systematic and non-systematic search methods.
A systematic search algorithm explores the complete problem space and will achieve
a solution to the problem if a solution is available. However, if a problem lacks a
solution, these methods are able to recognise the problem without a doubt (CIRL
2003). The simplest systematic search method is the Exhaustive Search method,
where all possible solutions are determined and a decision-maker is able to observe
all possible solutions and then categorise and rank these to identify the “best”
solution.
The non-systematic search methods do not explore the problem space completely and
therefore, unlike the complete search algorithm, they are not able to provide evidence
that a solution does not exist (CIRL 2003). These methods tend to be called meta-
heuristics methods. The most common meta-heuristics methods are Simulated
Annealing (Kirkpatrick et al. 1983), Tabu Search (Glover 1990, 1989) and Genetic
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Algorithm (Goldberg 1989). A comprehensive review on different meta-heuristics
methods and their attributes can be found in Blum and Roli (2003).
Simulated Annealing (SA) is an analogy of the way the annealing process
progression is used to toughen material by heating and controlled cooling. The SA
algorithm, a generalisation of the Monte Carlo method, was first introduced by
Metropolis et al. (1953) and was presented as an optimisation method by Kirkpatrick
et al. (1983). The main idea of SA is to escape from the local optima by leaping out
to another region to obtain better optimisations. It iteratively moves from one
solution to another using a (decision) probability value. The probability is selected to
ensure that the search tends to move to a preferred state. The iteration will stop when
it reaches an acceptable state or until a given threshold is achieved.
Tabu Search (TS) is an “intelligent” problem solver and was first proposed by Glover
(1990). It was inspired by human behaviour, which to a large extent acts by taking
strategic choices (responsive exploration) based on the memories of past experience
(adaptive memory) to improve current decision-making. Tabu Search iteratively
moves from one solution to another until some stopping criterion has been satisfied.
The recent past experience (solution) is stored into a list, called a tabu list, along the
way. As such, it avoids moving in circles by forbidding or penalising a move from
one solution to another, if the next solution has been visited recently.
Genetic Algorithms (GA) are general-purpose search algorithms, which mimic the
nature of evolution. They were first developed by Holland et al. (1986) in the 1960s.
GA employs evolution operators to determine the optimal solution to a problem. The
search will only cease when a termination condition is encountered
(NeuroDimension 2002). GA is different from the other non-systematic search
methods like TS and SA. TS and SA are based on a point search principle, with the
aim to improve that point. However, GA is based on a population of chromosomes,
which act as the population of candidate solutions. It tries to improve the solution by
using different combinatory methods to find the next set of solutions. Further detail
will be discussed in Chapter 3.
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2.6.2.2.2 Ranking trade-off method
It is well known that in multiple objective problems the preference of the decision-
maker plays a significant role in determining the “best” solution. When the decision-
maker articulates preferences prior to the procedure, the result of the search will
generate a single objective value. Thus the Pareto Optimal ranking can be easily
performed. However, when the result of the search generates multiple objective
values, then higher-level decision-making techniques are required to select a
solution. Techniques classified as ranking methods include Compromise
Programming and marginal rate of return (Deb 1999).
Compromise Programming (Yu 1973; Zeleny 1973) is a distance based multi-criteria
analytical method (Abrishamchi et al. 2005). The fundamental idea behind this
approach is the existence of a utopia point; the best solution is defined as that which
is the closest (linear/weighted) to the ideal or utopia point. Further reading can be
found in Zeleny (1982, 1976), White (1984) and Yu (1985).
The marginal rate of return indicates the amount of improvement of one objective
function by decreasing the performance of any other objective function by one unit.
(Deb 1999). In this method, the solution with the highest marginal rate of return is
chosen as the best solution.
Moreover, Data Envelope Analysis (DEA) has also been used as a ranking method.
DEA is a methodology that analyses the relative efficiency of a number of decision-
making units or alternatives. The efficiency of an alternative is determined based on
the non-dominance concept, where an alternative is said to be efficient when the
outputs cannot be increased without increasing some of its inputs, or decreasing
some of its outputs (Chauncey et al. 1985).
2.6.3 The relationship between optimisation methods and objective functions
Most of the time, the selection of a suitable optimisation method depends on the
format of the objective function. However, there is no strict relationship between the
format and the employment of the methodology, and the choice of format and
method depends on the problem at hand.
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Multiple objective problems that are scalarised into a single objective function form
can be resolved with a single objective optimisation method, such as Linear
Programming, Quadratic Programming or search techniques (Figure 2.18). However,
true multiple objective problems usually work with search methods to find possible
solutions while employing trade-off ranking methods to facilitate the choice of the
best possible solution.
2.6.4 Applications of MODM in natural resources management
MODM is popular in the planning and management of natural resources, such as
land-use.
Table 2.5 lists a number of different natural resource management applications
where MODM models are used. Mathematical Programming has been extensively
used in land-use planning; however, heuristic methods have become more popular in
recent years.
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Table 2.5 Applications of MODM methods in natural resources management
Application
Area
MODM
Methods Purpose Citation
Site/Water
management Genetic Algorithm
Determining optimal location of
pumping wells
Vemuri and
Cedeño (1996)
Pareto Optimal
Genetic Algorithm Strategic land-use planning
Matthews et al
(2004)Land-use
planning Linear Programming MIDAS: whole-farm land-useplanning management in Australia
Kingwell and
Pannell (1987);
Land
development
management
Fuzzy Goal
Programming
Evaluating sustainable management
strategies for optimal land
development in Taiwan
Chang et al. (1997)
Compromise Prog.
MiniMax
Assessing dairy farm management in
USA
Tozer and Stokes
(2001)
Fuzzy Linear
Programming
Farm planning in Narmada River
basin Gupta et al.(2000)Farm
management Hill Climbing
Direct Search
Genetic Algorithm
Simulated Annealing
Optimising dairy farm model with 16
separate, interactive managerial
options
Mayer et al. (1999)
Goal Programming
Determining the best combination of
treatment schedules for forest
management
Kangas and
Pukkala (1992);
Weighted Sum
Stochastic Optimisation
Optimising stand management for
Scots Pine and Norway Spruce
Pukkala and Miina
(1997)
Pareto Theory
Genetic Algorithm
Forest management planning tool in
Belgium Ducheyne (2003)
Weighted Sum
Tabu Search
Determining optimum forest
harvesting schedules in Tangier
watershed, Canada
Brumelle et
al.(1998)
Weighted Sum
Genetic Algorithm
Simulated Annealing
Tabu Search
Assessing forest harvest scheduling
problem in Portugal
Falcão and Borges
(2002, 2001)
Interactive Goal
Programming
Ponderosa pine forest resource
management in Beaver Creek
Watershed, Arizona
Tecle et al.(1994)
Goal Summed
Tabu Search +
Genetic Algorithm
Assessing forest planning options
which optimise timber production
and maintain wildlife habitats in
Oregon
Boston and
Bettinger (2001)
Weighted Sum
Simulated Annealing
Genetic Algorithm
Forest management in selection of
reserve area problem in Lithuania
Strange (Study V)
(2000)
Weighted Sum
Tabu Search
Examining several alternative
operational analyses of the
accommodation and emulation of fire
Thompson et al.
(1998)
Forest
management
Weighted Sum
Simulated Annealing
Long range forest planning model in
Sweden
Ohman and
Eriksson (2002,
1998)
Agroforestry
management Goal Programming
Multilevel farm land-use planning for
low resource farmers in Ghana
Fawcett et al.
(1997)
2.7 Theories and Concepts for Dealing with Uncertainty
When making a decision, a decision-maker needs to be aware that risk is almost
always unavoidable. In almost every application there will be “unreliable”
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(imperfect) information incorporated within the decision-making process, possibly
causing the selection of a non-optimal solution (Spradlin 1997; Bell 1985). In the
absence of total certainty, there is an element of risk associated with a decision’s
outcome. Hence, risk analysis is needed to avoid making an ineffective decision
(Leach 2005; Lieberman 2005).
Risk is the effect of the imperfect information used at a specific time. Imperfect
information can be caused by uncertain elements within the dynamic environment of
the world, or it may exist because of the imprecise information that is used at the
time of decision-making.
Imprecise information covers a situation where the value of a variable is given
without the precision required; whereas the uncertainty covers the situation where a
decision-maker has complete information, but is uncertain because it might be wrong
(Smets 1991). Therefore, imprecision is basically a property of the information itself
while the uncertainty is the relationship between the information and the decision-
maker about a situation (Smets 1997).
Imprecision can take two forms: with or without error. The former relates to
approximate and ambiguous information, while the latter refers to inaccurate
information (Smets 1997). In a land management context, most of the imprecision
originates from data quality, such as data availability and data accuracy, due to
aggregation (Just et al. 2003; Just 2003).
For decades scientists have been dealing with uncertainties. Numerous theories have
been developed to quantify uncertainty, some of the most prominent theories being:
Probability theory, Bayesian Probability theory, Evidence theory, Fuzzy set theory
and Possibility theory.
The first and foremost conventional approach for dealing with uncertainty is
Probability (frequentist) theory (Winkler 1996). In this theory, a probability value is
an objective quantitative assessment value that indicates the likelihood that an
incident will occur. Conventionally this type of value is expressed on a scale from
zero to one. A rare incident will have a probability value close to zero, while a very
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likely event will be close to one. The summation of probabilities of all possible
disjointed events will be equal to one.
In the Expected Utility theory (von Neumann and Morgenstern 1953), a utility value
indicates how desirable each event is. The fundamental idea is that the utility of an
element under uncertainty is expressed as the utility of all possible situation which
are aggregated into a weighted average where the weighted value is the probability
value that the particular situation takes place (Rabin 2000).
With the Bayesian Probability theory approach, beliefs are updated in light of newly
obtained evidence (Malczewski 1999). It is therefore a formalism for ‘reasoning’
under uncertainty conditions (Pearl 1990). The methods require two types of
information, namely: prior probability and conditional probability. The prior
probability describes the probability of an event computed before gaining new
evidence. The conditional probability is the probability of an event occurring given
the occurrence of another event.
Evidence theory (a.k.a. Dempster-Shafer Evidence theory) was developed by
Dempster (1967a) and extended by Shafer (1976b). This theory employs a very
different kind of probability value, degrees of Belief, which is considered a
subjective probability. Degrees of Belief indicate the degree of support by which a
particular source of evidence provides for a specific proposition (Shafer 1976a). The
basic principle of the Evidence theory is similar to Probability theory. In evidence
theory, the degree of belief of a particular event is expressed by a value between zero
and one, and the summation of all possible events does not necessarily add up to one.
Further reading can be found in Shafer (1992) and Dempster (1968; 1967b).
Fuzzy set theory (Zadeh 1965a, b) is generally used in the presence of information
imprecision and subjective information. Zadeh (1965b) proposes a mathematical
tool, which describes the way in which common people reason about a system with
non-specific or ‘fuzzy’ information. He stated that often in the real physical world
the objective classes do not have precisely defined criteria but are a continuum of
grades of membership (Metternicht 1999).
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Possibility theory (Zadeh 1978) is also a new form of mathematical theory, which
works with particular types of uncertainty information. Unlike Probability theory,
which employs a single number, Possibility theory tries to describe how likely an
event is to occur by employing two numbers - the possibility of the event and the
necessity of the event (Dubois and Prade 1992). Possibility has been developed into
two main directions: qualitative and quantitative. Qualitative Possibility theory
employs ordinal settings, while quantitative Possibility theory uses a numerical scale.
Possibility theory has been claimed as an uncertainty theory used for handling
incomplete information in a more simplified manner (Dubois and Prade 2003).
Therefore, whilst probability primarily deals with the variability in the data,
possibility deals with the possibility that a value is inaccurate or incomplete (Chen
2000).
2.7.1 Incorporating uncertainty and accounting for risk
Numerous risk modelling approaches have been developed to incorporate risk and
uncertainty into a decision-making model. The methods can be grouped into four
main types (Figure 2.19): Expected Utility based-approaches, knowledge-based
approaches, simulation approaches and Mathematical Programming approaches.
Figure 2.19 Risk and uncertainty modelling approaches and methods
2.7.2 Expected utility based approach
The Expected Utility based approaches employ the fundamental idea of Expected
Utility theory, where the expected value of an event is summarised into a weighted
sum of all possible circumstances that may take place.
The Subjective Expected Utility (SEU) (Savage 1954) approach is a combination
between two distinct subjective concepts: subjective opinion about the utility of a
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possible outcome (i.e. a strand in Expected Utility theory) and the subjective beliefs
about the probability of the outcomes (i.e. based on Bayesian Probability theory).
Nau (2006) and Luce (1992) provide a good description and discussion of Subjective
Expected Utility.
Another strand of the Expected Utility based approach is the Expected Net Present
Value (ENPV) approach, which is an enhancement of the net present value approach.
The net present value estimates the discounted value or benefit over a lifetime of a
particular project. The expected net present value is the sum of all the weighted (i.e.
probability) possible net present values (Treasury Board of Canada Secretariat 1998).
2.7.3 Knowledge-based approach
The knowledge-based approaches are based on the fundamentals of the Bayesian
theory, where prior knowledge is used to support and increase the confidence
towards a possible event; hence reducing uncertainty (O'Brien 2004). Prior
knowledge can be in the form of objective information, such as past data. When
appropriate, expert knowledge (e.g. subjective knowledge) is applied to provide
support, based on the expertise of the experts. Yet it needs to be acknowledged that
decisions taken by one expert are unlikely to be similar to the decisions taken by
another expert, and may even change over time (O'Brien 2004).
Some of the simplest methods that use the Bayesian knowledge-based approach are
(Varis 1997): Decision Trees, Belief Networks and Influence Diagrams (Figure
2.19). The basis of a Decision Tree is to have each decision or chance event set up in
procedural order. Each set of results from a node will constitute a decision
alternative, forming a new branch in the tree (Varis 1997). Influence Diagrams are an
extension of the Decision Tree. They are acyclic Bayesian networks of nodes
connected with one another via one-directional links. The nodes act as the
probabilistic variables, deterministic variables, and decisions (Varis 1997). Further
reading on influence diagrams can be found in Karni (2005) and Oliver (1990).
2.7.4 Simulation approaches
Stochastic Simulation is used to act as an analytical approach to study the properties
of a real system, investigating all possible system outcomes as functions of the input
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(Hardaker et al. 1997). The input value is selected in a stochastic (random) manner.
The random value (or rather pseudo-random value since the computer is a
deterministic machine) is chosen within a set range of values that correspond to a
probability distribution that can take a normal, exponential, or any other form. Thus,
an environment to illustrate all possible options and results that may take place
through a real-life situation is generated.
One of the significant elements in the stochastic simulation is the sampling method,
with some of the best known being (Figure 2.19): Monte Carlo sampling, Latin
Hypercube sampling and Descriptive sampling. Monte Carlo sampling is a traditional
sampling technique using a random number selected within a given range of the
input distribution (Baker 1997). The Latin Hypercube sampling (McKay et al. 1979),
or so called “sampling without replacement”, is a modified type of Monte Carlo
sampling where the sampled distribution is stratified into equal intervals, and a value
is randomly selected from within each stratum for each basic event. Descriptive
sampling (Saliby 1990) is another modified version of Monte Carlo sampling, and is
similar to Latin Hypercube sampling. The main difference between them resides in
the way random values are selected inside each of the stratums (Saliby 1997).
Further reading can be found in Saliby (2002) and Palisade Corporation (2000).
2.7.5 Mathematical Programming
Risk and uncertainty analysis can be accommodated within Mathematical
Programming (MP) models (Section 2.6.2.1). When risk and uncertainty are
accommodated within an MP model, three cases can be distinguished (Sahinidis
2004; McConnell and Dillon 1997) (Figure 2.19): Risk Programming (embedded risk
MP), Stochastic Programming (non-embedded risk MP) and Fuzzy Programming.
The main difference between Stochastic Programming and Risk Programming is that
the former incorporates risk in the input-output coefficients and resource constraints,
while the later tends to restrict risk in the objective function of the model (Hardaker
et al. 1991).
Quadratic Risk Programming (QRP), using mean-variance analysis as a conceptual
framework, is a common Risk Programming model (Vere et al. 1997). The mean-
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variance (E-V) analysis criterion is based on the Expected Utility theory (Young
1984), where the variance of an expected value constitutes the risk level of the
expected value. The approach to reduce risk relies on minimising the variance (or
standard deviation) of the expected value (Ogryczak and Ruszczynski 1997).
MOTAD (Minimisation of Total Absolute Deviations) (Hazell 1971) and Target
MOTAD (Tauer 1983) are modelled using LP to approximate E-V Risk
Programming (Vere et al. 1997).
Some of the most frequently used Stochastic Programming methods are: Discrete
Stochastic Programming (DSP) (Rae 1971; Cocks 1968) and Stochastic Dynamic
Programming (SDP) (Bellman 1957).
Discrete Stochastic Programming, sometimes called Stochastic Programming with
Recourse (SPR), allows the risk element to be integrated in a constraint set, and the
objective function be formulated in a discrete probability distribution manner. A DSP
model is capable of handling a large number of decision problems at each stage. At
each stage of the model, the possible outcomes are deduced and represented by few
representative cases (Torkamani 2005). However, due to its nature, it is only suitable
for two-stage decision problems. Strategic decisions are applied in the first stage, and
once the random events occur, the second stage takes place; where tactical
adjustment is undertaken at a certain cost (Ekman 2002; Fonseca and Flichman
2002). The Model of an Uncertain Dryland Agricultural System (MUDAS) is one
example of a DSP model developed to describe the typical farm management found
in the eastern Western Australian Wheatbelt (Kingwell et al. 1993).
Unlike DSP, Stochastic Dynamic Programming is capable of handling an infinite
number of stages (Ekman 2002). However, the nature of the model is such that the
problem is divided into a number of one-stage problems, which limits the number of
state and decision variables (Fonseca and Flichman 2002). Hence, possible solutions
and decision variables tend to be fixed into finite discrete values, with the solution
being an approximation. In the case of nonlinear functions, this can cause a
considerable amount of error (Fonseca and Flichman 2002).
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Finally, Fuzzy Programming sits in a dimension different to risk and Stochastic
Programming. In Risk and Stochastic Programming, uncertainty is formed as a
discrete or continuous probability function; while in Fuzzy Programming, the
random parameters are produced as fuzzy numbers, and the constraints are formed as
a fuzzy set (Sahinidis 2004). Some of the most used Fuzzy Programming approaches
are: Flexible Programming and Possibilistic Programming (Sahinidis 2004).
2.7.6 Applications of risk and uncertainty models in natural resource management
MODM is popular in the planning and management of natural resources, including
land-use.
Table 2.6 lists a number of different natural resource management applications where
MODM takes a major role in their management and planning. The table shows no
definite trend in the adoption of techniques for dealing with uncertainty in farm
management.
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Table 2.6 Applications of uncertainty methods in natural resources management
Application
Area
Uncertainty
Methods Purpose Citation
Monte Carlo To incorporate uncertainty in the model response
of predicting land-use change effects
Eckhardt et al.
(2003)Land-use
planning Influence
Diagram
Sustainable land-use planning with uncertain
variable
Swayne and Shi
(2004)
Bayesian
approach
To evaluate uncertainty about whether the state of
landscape is sustainable
Prato (2000)
Fuzzy set
theory
To represent uncertain boundary definitions in
geographic data
Weerakoon
(2002)
Land-use
planning/
management Fuzzy set
theory
To incorporate uncertainty in the interpretation of
quantitative information on land-use.
Kurtener and
Badenko (2000)
MOTAD To analyse the role of risk in the cropping systems
under rain-fed agriculture in Côte d’Ivoire
Adesina and
Ouattara (2000)Crop
production Target
MOTAD
To incorporate risks in the crop production due to
the nature of rainfall in Gwembe Valley, Zambia
Maleka (1993).
Fuzzy set
theory
To incorporate uncertainty and imprecision
associated with the data for crop management
Jones and Barnes
(2000)
Decision Tree To estimate the risk contamination of soils and
water to hydrological modification in agricultural
lands of the Sevilla province, Spain.
De la Rosa and
Crompvoets
(1998)
Target
MOTAD
To identify optimal management strategies and
associated risk level for aquaculture in Honduras.
Valderrama and
Engle (2000)
Monte Carlo To account for stochastic factors of the
environment in a farm management model on a
farm in the Canterbury Plains, New Zealand
Cacho et al.
(1999)
Stochastic
Programming
To incorporate production strategies due to the
rainfall uncertainty into a typical farmer’s
strategies in Burkina Faso, West Africa
Maatman et al.
(2002)
Risk
Programming
To examine the variable rate planting data for
profitability and risk reduction.
Dillon et al.
(2001)
Stochastic
Programming
To study the impact of risk on farm management
practices in northern Syria
Pannell and
Nordblom
(1998)
Discrete
Stochastic
Programming
To estimate the water quality goals and risk in
examining economical efficient means of pollution
reduction in production practices alternative in
Cottonwood River Watershed.
Apland et al.
(2004)
MUDAS To incorporate climatic, agronomic and economic
information to investigate the uncertainty impact
on the value of new legumes and their place in the
Mediterranean region of WA.
Schilizzi and
Kingwell (1999)
Chance
Constrained
Programming
To assist Queensland Barley growers in making
varietal and agronomic decisions in response to
changing product demands and volatile production
conditions.
Gali and Brown
(2000)
Stochastic
Dynamic
Programming
To find optimal harvesting effort and economic
return for a realistic set of bio-economic data for
Pacific halibut based on price uncertainty
Hanson and
Ryan (1998)
Farm
management
Chance
Constrained
Programming
To take into account the random nature of soil loss
under alternative land-use practices
Zhu et al.(1994)
Dempster-
Shafer theory
To incorporate the uncertainty and imperfect data
in forestry
Ducey (2001)
Fuzzy set
theory
To evaluate sustainability under an uncertain and
imperfect environment
Ducey and
Larson (1999)
Forest
management
Fuzzy set
theory
Uncertainty and imprecision within a forest
planning modelling
Anderle et al
(1994)
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2.8 Assessing the Methods and Techniques Suitable to the Proposed LUDSS
In undertaking this research, there are a number of factors that need to be considered,
namely:
1. the decision criteria and optimisation method, which optimise the MCDM
problem (Section 2.4 - Section 2.6);
2. methods that incorporate risk and uncertainty factors within the decision support
system (Section 2.7); and
3. the approach to spatially present the data and solutions (Section 2.3).
Based on the above list, it is logical to now conduct an assessment of most suitable
methods to solve the multiple criteria Land-use Planning problem for a cropping
enterprise.
2.8.1 Assessment multi-criteria functions and optimisation methods
This research intends to develop a decision support system to help users identify
farm management options that incorporate trade-offs between competing objectives
and resources. This type of decision-making problem is a multi-objective decision-
making problem focused on two key objectives - profitability of the business and its
environmental impact.
The aim of the MODM approach is to explore the large infinite decision space,
which is a continuous solution space, in order to find the optimum, or “most
satisficing”, solutions. The subject of this research thesis “Determining the most
feasible option of land-use management with a trade-off between the objectives of
maximising profit while minimising environment effect”, is essentially an
optimisation problem. This requires finding a Pareto optimum value from within a
continuous solution space, given the absence of alternatives provided by the
decision-maker. Thus, the problem at hand is of a multi-objective nature (Figure
2.20).
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Figure 2.20 MODM problem
Wierzbicki and Makowski (1992) mention that the crucial issue in a multiple
objective optimisation problem is to hunt for ideal solutions, which somehow reflect
the decision-maker preferences, not just any other random solution. Generally, an
ideal solution varies amongst users. Every decision-maker has preferences about
which objective has the higher significance. Thus, a decision-maker’s preference is a
significant element in the search for an ideal solution. In this research, the Never
articulate approach is inappropriate because the decision-maker’s preferences are
never considered.
Wierzbicki and Makowski (1992) also suggest that some of the methods are not
suitable because the preference applied to the problem creates more discrepancies
than solutions. For instance, á Priori articulate methods (the scalarisation approach),
like the weighted sum method, do not allow the user to control the selection of an
optimal solution. On the other hand, Goal Programming can be misleading - giving a
dominated result when the set of attainable objective outcomes is convex or non-
convex. Further discussion on the drawbacks of this approach are detailed in
Andersson (2001) and Das and Dennis (1998).
The Progressive articulated approach is an interactive method that gives the
decision-makers a chance to have a deeper understanding about the procedure prior
to introducing a preference value. It avoids the complex problem of articulating
‘global’ inter-criteria preference information (Bana E Costa et al. 1997). However, it
has been argued that this type of method is less applicable since it is limited to
problems that only involve the choice of a single course of action (Bana E Costa et
al. 1997). Furthermore, since Progressive method is done in an iterative mode, case
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studies utilising this method require a considerable amount of calculation (Wright
and Loosemore 2001).
The á Posteriori approach is accomplished by predefining a set of solutions based on
a suitable search method, and subsequently optimising the solutions by using an
appropriate trade-off method. In such a case, the decision-makers have the freedom
to assert their preference where and when they decide.
From all preference articulation approaches discussed above, the Never articulate
was eliminated due to its inability to incorporate crucial preference information of
the decision-maker. The á Priori articulation was discounted due to its simplification
of the multiple criteria problems into a scalar vector, making the method unable to
protect the dynamic judgemental environment of the decision-maker’s preference.
Furthermore, at certain times it is difficult for the decision-maker to assert their
preference prior to the commencement of the procedure. On the other hand, the
Progressive method has the ability to incorporate the preference of the decision-
maker dynamically. However, this approach is not appropriate due to its iterative
nature. Consequently, it was determined that the á Posteriori articulation method,
which engages in searching of all possible methods, as well as, integrating the
dynamics of the decision-maker preference, is thought to provide the best option for
the problem at hand (Figure 2.21).
Figure 2.21 Selection of the á Posteriori articulate method
As mentioned in section 2.6.1.4, the á Posteriori approach has two stages: Search
and Select. The search stage uses a systematic search approach (i.e. Exhaustive
Search method) or an approximate search approach (i.e. Genetic Algorithm, Tabu
Search and Simulated Annealing).
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Both search algorithm approaches (systematic and approximate) have the ability to
easily search solutions across multimodal, discontinued and non-linear decision
problems. The systematic approach (i.e. Exhaustive Search method) uses the concept
where there is no stone left unturned. In most of the cases, due to the nature of the
search, it consumes a massive amount of computer memory space and time, thus this
method is not considered to be a “smart” method. For this reason several researchers
suggest that approximate methods, such as Simulated Annealing (SA), Tabu Search
(TS), Genetic Algorithm (GA) and others, are more appropriate to search optimum
solutions (Holsheimer and Siebes 1994)
On the other hand, Nievergelt (1995) argues that effectiveness of other search
procedures depend on the problems being addressed. Nievergelt (2000) also states
that with advances in computer technology exhaustive search is gaining more favour
due to its ability to find all the possible solutions to be observed by the user (i.e.
decision-maker). While other methods, based on random or heuristic techniques, are
faster and inexpensive, they may not be able to find the genuine ‘best’ solution (i.e.
occasionally only near to optimal solution) (Nigel 2002; Steinbrunn et al. 1997).
Moreover, the shape of the decision solution space is sometimes extremely irregular,
making it difficult for an non-systematic search method to explore all significant
regions.
As mentioned before, Genetic Algorithms are superior when compared against the
other two non-systematic search associates, namely TS and SA. Both TS and SA
methods utilise one solution and compare it to another; whereas GA employs a set of
solutions to do the job simultaneously. Furthermore, Mayer et al. (1998b) found that
despite the successful usage of TS in other disciplines, it still presents
methodological drawbacks when applied to optimisation models of an agricultural
system when high dimensionality and presence of continuous variables occur in the
systems. Moreover, Mayer et al. (2005; 2001) state that SA has proven reliable in
finding optimum solutions, although the excessive time spent in finding the optimum
solution has been identified as a major drawback. However, Matthews (2001) and
Ducheyne (2003) note that GA seems to be a suitable optimisation method for
agricultural models (Figure 2.22).
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Figure 2.22 Selection of the method of assessment: á Posteriori articulation, with
two different search techniques: Exhaustive Shearch or Genetic Algorithm
An optimisation method is also required to find an optimum solution. There are a
number of different types of methods for such a task: MADM methods, Compromise
Programming and Pareto Optimal. MADM is considered for the present research,
since all feasible solutions have been predetermined in the searching stage. In such a
case, the decision-maker is required to articulate preferences prior to the start of the
procedure, or progressively during the implementation (see Section 2.5).
Compromise Programming is a “distance” method using the minimum
(linear/weighted) distance to the utopian solution point as the objective function. In
Pareto Optimal theory, the optimal solution will be the non-dominated solution or
Pareto Front. In such a case, a set of solutions can be generated numerically, based
on the preference given by a decision-maker. Another advantage of this method is
the possibility to visualise the Pareto Front of the overall result.
As the objectives of the agricultural model proposed in this research are to maximise
profit and minimise negative environmental effects, it will be highly beneficial if the
user is able to pick the most feasible solution by observing the overall solutions
while judging the advantages and disadvantages of the circumstances. Based on all
these considerations, it was decided that the Pareto theory is most suitable to the
purpose of the research (Figure 2.23).
To summarise, the following facts are known about this research (see Figure 2.23):
1. The decision objective of Land-use planning decision-making will be in a multi-
criteria format;
2. Since the decision solution space initially lacks a discrete format, a Multiple
Objective Decision-making (MODM) approach has to be adopted in the
modelling process;
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3. MODM methods can be classified into four categories based on the preference
articulation: Never, á Priori, Progressive and á Posteriori; the preliminary
analysis concluded that the á Posteriori approach is the most suitable method due
to its flexibility in incorporating the dynamic chacteristics of the decision-maker
preference.
4. The á Posteriori approach is divided into two stages; namely, searching
“solutions”, and then selecting the best solution based on the preference of the
decision-maker. Methods used in the searching stage can be categorised into
systematic and non-systematic search exploration search methods. The
Exhaustive Search method is an example of the former, while Genetic Algorithm
characterises the latter. The capabilities of each of these methods will be further
assessed in Chapters 3 and 4.
5. There are a number of selection (optimisation) methods, such as MADM
methods and the Pareto Theory approach. In MADM, the decision-maker is
served with the final solution based on their preferences without a choice.
Conversely, the Pareto theory offers a user the option to choose the solution they
think is the best. Since the decision objective at hand is moderately simple, it is
decided that the best method to use is visualisation and Pareto Optimal.
Figure 2.23 Selection of the á Posteriori articulation:
Pareto Optimisation method for the selection stage
2.8.2 Decision-making under uncertainty
As mentioned in Section 2.7.1, risk (uncertainty) modelling methods can be
categorised into three main approaches: Mathematical programming with built-in
risk assessment, stochastic simulation and knowledge-based methods.
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Mathematical Programming with a built-in risk component, such as Risk
Programming and Stochastic Programming, are proficient methods. However as
concluded in Section 2.8.1, Mathematical Programming is not always capable of
solving multiple objective problems adequately. Since the problem at hand, is by
nature, a multi-objective problem, the path towards a Mathematical Programming
method was abandoned.
Knowledge-based approaches utilise prior information or expert knowledge to update
current information. While these methods are powerful due to their capability to
reduce uncertainty, as well as, finding the most preferable options based on
reasoning under uncertain conditions; they are constrained by the fact that expert
opinion or prior data is required. Experts’ opinions tend to change over time, and
vary from one expert to another. Thus, the knowledge given is based on the experts’
experience and knowledge. Unless the experts employed are capable and
knowledgeable professionals, the exercise of finding the preferable options can be
undermined. Likewise, historical data are another possible source of prior
information, but it may be scarce or not available.
Figure 2.24 Incorporating the uncertainty element to account for risk
Due to the dynamic nature of real world agricultural systems, numerous possibilities
may occur in the future. Monte Carlo analysis incorporates the uncertainty of
agricultural systems simulations of all the possible scenarios which are, in turn,
evaluated as the expected outcome of the system. In addition, Monte Carlo
simulation is an arbitrary “black box” which is not restricted to linear, monotonic or
continuous events. For this reason, Monte Carlo simulation is the technique chosen
to model risk and uncertainty (Figure 2.24).
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While the Monte Carlo method is seen as beneficial for this project, the information
required fully depends on the problem itself. For this reason, Bayesian Probability
theory will also be integrated within the system. Given that objective information is
not always readily available, subjective information in the form of knowledge will be
utilised.
2.9 Chapter Summary
This chapter establishes the scene of the whole-farm decision-making framework and
examines potential approaches to be employed as a Land-use Decision Support
System (LUDSS). It is shown that whole-farm decision-making is a complex
process, which commonly has multiple competing objectives to satisfy. Therefore, a
sophisticated LUDSS is required to incorporate three different aspects: spatial, nature
of the problem Multiple Criteria Decision-making (MCDM), and risk and
uncertainty.
The rationale behind the choice of approaches to be utilised in different aspects of
the system is analysed in Section 2.8. A Multiple Objective Decision-making
(MODM) - á Posteriori approach is regarded the most suitable method due to its
flexibility to adapt to a wide range of varying preferences of the decision-maker. It is
concluded that the most suitable approaches to search for possible solutions is: the
Exhaustive Search method and Genetic Algorithm; while Pareto theory is chosen as
the method to select the optimal solution. In addition Monte Carlo simulation is
deemed to be the most suitable approach to incorporate the uncertainty involved in
whole-farm planning.
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CHAPTER 3
EVOLUTIONARY ALGORITHMS FOR MULTIPLE OBJECTIVE
OPTIMISATION
The previous chapter discussed a number of different optimisation schemes to carry
out multiple criteria decision-making (MCDM). Two of them appear to rise above
the rest: the exhaustive search method, a simple and systematic search method; and
the Genetic Algorithm, a non-systematic search method.
It was found that evolutionary methods, such as Genetic Algorithms (GA), are a
valuable alternative that call for deeper examination and possible development of a
search prototype (Figure 3.1).
Figure 3.1 MCDM: Genetic Algorithm and Pareto dominance
This chapter will discuss Evolutionary Algorithm as one of the promising methods to
be employed for determining an optimum solution. The chapter will also include a
comprehensive description of a possible evolutionary search prototype to be used as
part of the Land-use Decision Support System. Most of the terminology defined in
this chapter will be used continuously hereafter.
3.1 Evolutionary Algorithms
An Evolutionary Algorithm (EA) is a generic population-based optimisation method
that simulates biological evolution using a general-purpose search algorithm to seek
the optimum solution to a problem. It utilises evolution mechanism operators such
as: selection, crossover and mutation (Michalewicz et al. 1996). There are many
different forms of Evolutionary Algorithms (Bäck and Schwefel 1996): Genetic
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Algorithm (GA) (Holland 1975), Genetic Programming (GE) (Cramer 1985),
Evolutionary Strategies (ES) (Rechenberg 1965), Evolutionary Programming (EP)
(Fogel et al. 1966), Memetic Algorithm (MA) (Moscato and Cotta 1999), Ant
Colony System (ACS) (Dorigo et al. 1996) and Ant Colony Optimisation (ACO)
(Dorigo and Di Caro 1999).
The basic principle of all Evolutionary Algorithms is: evolution, where natural
selection is the main driving force for a population of individuals to survive when
subjected to environmental pressure (Eiben and Smith 2003). The main difference
between the various types of GAs is in their technical approach of the subject, for
example in the representation of candidate solutions as binary or real values in GA,
real-value vectors in ES, trees in GP and others (Eiben and Smith 2003).
The term EA will be employed to refer to all forms of evolutionary methods. The
subject of EA has significant literature (see Beyer et al. (2002), Coello Coello
(2000b), Fogel (2000, 1997), Bäck et al.(1997), and Koza (1997)). A complete
overview of EA operators and components is beyond the scope of this thesis. Instead,
this chapter will attempt to summarise some basic elements and components
employed in EA and assess how they can be applied in the context of this research.
3.2 Evolution: Adaptation and Speciation
“Evolution” and “Natural Selection” was a revolutionary theory proposed by Charles
Darwin (1958). He claimed that organisms evolved over time, essentially stating that
evolution is a change in the gene pool of the population, which spreads over many
generations, whereby populations evolve but individuals within the population do not
(Colby 1996).
“Adaptation” is an adjustment by individual organisms to better fit within the
environment in which they live, in other words to struggle for existence. In the
biophysical world, adaptation is also called microevolution and it is a form of
evolution. In a sense, microevolution is the process by which variations of certain
species are created. Another type of evolution is macroevolution, usually called
speciation. Macroevolution denotes the slow progressive changes that occur to a
species over time to form a new species.
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Evolution processes occur due to a number of distinct mechanisms: natural selection,
mutation, genetic drift, gene flow and recombination. Natural selection is the
differential survival and reproductive success of classes of genetic variants in the
gene pool capability (Colby 1996). In a sense, the condition of the environment is
shaping the population (Figure 3.2). If an organism possesses a certain trait required
to struggle for existence in its environment, this will give it an advantage to survive
and reproduce (i.e. selection and crossover), while others without the trait will not.
Natural selection is blind and it does not have a fixed path, though it is capable of
forcing organisms to adapt to their ecological niches (Colby 1996). Over time,
organisms with a certain trait become increasingly dominant and when this situation
occurs, this is called selection pressure towards that particular trait (Replicators:
Evolutionary Powerhouses 2000).
Figure 3.2 The process of Natural Selection (University of Michigan 2005)
Another mechanism of evolution is genetic drift. Genetic drift is fundamentally
similar to natural selection. The major difference between both methods is that
genetic drift is a stochastic process, which randomly passes on the trait from one
generation to the next (Moran 1993a).
Natural selection and genetic drift are mechanisms, which decrease genetic variation.
Other types of mechanisms that increase genetic variation, are mutation,
recombination and genetic flow. Mutation is one of the evolution mechanisms that
operate by altering the genetic material of organisms. Mutation can be harmful,
beneficial or neutral. It can be caused when a heritable error occurs during the
replication of the material. Moreover, in a lot of cases organism mutates to adapt to
changing environment.
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Recombination is the evolution mechanism that works by combining the
chromosome of the parents, which in effect is a gene shuffler to generate a new
combinatory set of chromosomes (Colby 1996). Genetic flow, or gene migration,
happens when new organisms emigrate from their population and migrate into
another population. The breeding between foreign citizens with the local citizens of
the population will bring new traits into the local gene pool. In addition, the
emigration of the organism may also cause the removal of a trait in the population,
which subsequently may change the course of the future descendants. For a
comprehensive reading about this subject see Ridley (1993) and Moran (1993b).
It also needs to be clearly identified that from one population to another, a successful
trait in competing to survive may not be the same. A trait may survive in a
population, but may not be able to survive in another population. Moreover, within
any population there are certain organisms that have adapted to optimal traits (global
optimal), but within the population there are also other organisms that possess traits
that are almost as adapted (local optimum) (Colby 1996).
An organism of any species is made up of millions or even trillions of cells. Cells
provide the structure and functional unit of any organism. Cells make copies of
themselves in order to reproduce inheritance matters. Figure 3.3 shows the
composition of a cell by its nucleus and chromosomes. Each chromosome is made up
of genes (Figure 3.3), which in turn are made up of DNA; the hereditary material.
The information in DNA is stored as a code.
In summary, genes can be described as manuals and blueprint information for every
organism, which gives instructions to construct molecules that make the organism
function. For example, genes determine the colour of the eyes, hair and skin. The
different possible settings for a gene are referred to as allele (Luke et al. 1999).
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Figure 3.3 Chromosomes;
Source: Access Excellence The National Health Museum (1999)
Genome (genotype) is a complete set of hereditary instructions required to build and
maintain a living example of a particular organism. Every cell within the organism
contains a copy of its genome. The biological information within the genome is
programmed in DNA. A chromosome is made up of a single DNA string while a
gene is a particular part of the Chromosome’s DNA string (National Center for
Biotechnology Information 2004). Figure 3.4 illustrates the relationship between the
genome and other elements. DNA is contained in the gene box, genes are contained
in the chromosome box while chromosomes make up the genome box (Genome
News Network 2003). While the genome is the internally coded inheritable
information carried out by organism, the phenome manifests physical properties of
the organism (Lewontin 1992). For further definitions and concepts of the phenome
and genome see Mahner and Kary (1997).
Figure 3.4 Chinese box representation of DNA, Gene, Chromosome and Genome;
Source: Genome News Network (2003)
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3.3 Basic Elements of the Evolutionary Algorithm (EA)
In general, the EA procedure is a gradual development of processes to achieve
evolution progression (Figure 3.5): initialisation of population, breeding (iteratively)
and termination when a certain goal has been reached. In the breeding process, a
number of individuals will be selected and put into the mating pool, where pairs of
parents will be selected to be crossed over and (sometimes) mutated to produce
offspring. The offspring will then be inserted into the population by employing a
replacement method.
Figure 3.5 Basic structure of GA (Eiben and Smith 2003)
This breeding process can be viewed as two different strategies: generalisation and
steady state EA. In general EA (terminology: µλ = ), for every iteration a complete
set of offspring will be generated and placed in the nursery where replacement
procedures will be employed to insert offsprings into the population (replacement
process). In the steady state EA (terminology: ( )1+= µλ ), strictly speaking, there is no
offspring nursery. Instead, the offsprings are produced gradually and the replacement
procedure is done after every new offspring is born.
Figure 3.6 Elements and components of EA
Within the breeding process (Figure 3.6), two types of forces are being applied to the
population in order to have a successful evolution progress: intensification and
diversification. Intensification processes are usually achieved by utilising two
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selection operators: parent selection, crossover and replacement operator; while
mutation operator instigates the diversification advances.
3.3.1 Candidate representation
EA is an attempt to mimic the procedure of evolution and in particular the survival of
the fittest. The fittest individual will survive. Hence the core of EA is the population
pool of individual candidates. The candidates will act as a solution point within the
solution space of the EA model.
Figure 3.7 EA candidate representation
The terms such as genotype, phenotype, chromosomes, genes and alleles, applied in
the biological world, are also utilised in EA models (Figure 3.7). The physical
expression of the candidate organisms within the context of the original problem is
referred to as phenotype, while the individual itself is represented by a string (or a
string of strings) called genotype (van Veldhuizen 1999). The genotype is generally
made up of one or more chromosomes. The chromosomes are made up of genes that
are capable of capturing alleles.
An allele is a value of a trait. The “evolution” happens due to the variation of the
allele’s value over a period of time. Locus is referred to as the position of a particular
gene within the chromosome (van Veldhuizen 1999). For instance, in Figure 3.7, the
chromosome is representing binary bits in a string of ten. The allele value can be
zero or one, while the genotype itself will be 1011100011 and the phenotype will be
739.
Definition 3.1 Chromosome refers to a set of whole-farm land-use plan.
Chromosome inhabits the decisive space with corresponding objective
assessment values allocated in the objective space (Figure 3.8).
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Definition 3.2 Gene refers to a paddock or Land Management Unit (LMU) with a
specific land-use management.
Definition 3.3 Allele refers to the land-use management of a particular paddock or
LMU. They are the individual selections for a particular gene.
Figure 3.8 Decisive spaces (two decision variables x) and
the corresponding objective space (two objective variables)
The terms such as chromosome, gene and allele will continuously be used in this
research to represent whole-farm land-use plan, paddock or LMU, paddock land-use
management options and their objective values respectively.
Traditionally, the allele value is based on binary values. However, alternative allele
representations have been proposed to enhance EA performance for different
applications. Some of the most applied allele representation types are based on real
coded (Michalewicz 1996), order coded (Goldberg 1989) and messy representation
(i.e. mGA) (Goldberg et al. 1989).
3.3.2 Intensification operators
Intensification operators attempt to preserve good chromosomes and combine their
good features to produce a better chromosome. Three common intensification
operators are: parent selection (see Section 3.3.2.1), crossover (see Section 3.3.2.2)
and replacement operator (see Section 3.3.2.3). The parent selection operator
performs the selection of individuals from the population into a temporary
household, the population mating pool, ready to be mated to produce offsprings for
the next generation. The crossover methods attempt to introduce diversity into the
population by mating two candidates, produce (hopefully) a new strand and possibly
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improving offspring into the next generation. The replacement operator performs the
selection of the (new) offspring to be inserted into the next generation population.
The individual to be selected is not just any other individual, but it should be the
fittest individual or the best individual that may provide a better gene for the sake of
the survival of the population. In general, a chromosome is defined to be better than
another by using its fitness level (a.k.a. fitness value) determined by a fitness
function.
Definition 3.4 Fitness function is a predefined quality criterion (i.e. objective
function) which evaluates the fitness value (i.e. objective value/s) of a
solution.
3.3.2.1 Parent selection operator
There are many different kinds of reproductive “selection” operator methods. One of
the oldest of these is the Roulette Wheel method (see Figure 3.9). This method uses
all of the fitness values of individual chromosomes to form a relativity value
(percentage value). A higher fitness value of a chromosome will provide a relatively
larger percentage of the chromosomes to be chosen. This method is called the
Proportional Selection approach. The problem with this approach is that it is highly
influenced by the ability of some superior chromosomes. For further information see
Goldberg (1989).
Figure 3.9 The Roulette Wheel
Other reproductive “selection” methods include: the tournament selection, ranking
selection, elitist selection, the partner preference and the guided method. Each of
these methods can perform better than the others depending on the problem at hand
(Blickle and Thiele 1996).
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In the Tournament selection approach, a number of individuals will be randomly
selected from the population to form a group. The fitness values of the chromosomes
within the group will be compared with one another, and hence the chromosome with
the best fitness will win the tournament. This overall process will be done iteratively.
Further reading regarding Tournament selection can be found in Miller and Goldberg
(1995) and Blickle and Thiele (1995).
In the Ranking selection approach, the selection is accomplished by ranking the
chromosome based on their fitness. A selection probability is then assigned to the
chromosomes based on the rank itself with the fittest individual possessing the
largest rank. The probability applied can be in linear or exponential format. For
further reading see Michalewicz (1996).
Elitist selection methods (de Jong 1975) are accomplished to ensure that the best
individual/s will survive from one generation to another. In this method, pairs of
individuals, such as the parent and offspring, or an individual with another most
similar individual, will be compared, and whoever is fitter will stay and the other
must leave.
The Partner preference method is based on the preference of the partners. Some of
the methods are: seduction (Ronald 1995), incest prevention (Eshelman and Schaffer
1991) and assortative mating (De et al. 1998). Seduction aims to pick parents who
are related to one another. The first parent is chosen in a traditional approach while
the second parent is chosen based on the first parent preference. The fundamental
principle of incest prevention is to avoid the breeding between individuals who have
similarities (i.e. similar ancestor). In the assortative mating methods, the mating is
done based on the similarity or dissimilarity of the parent chromosomes.
In the Guided method, selection is accomplished by examining the mutual fitness of
the first parent, which is selected randomly, and all of the candidate partners within
the population. The candidate partner who has the best mutual fitness with the first
partner will be chosen. Further reading regarding the Guided method can be found in
Rasheed (1999) and Rasheed and Hirsh (1997).
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3.3.2.2 Crossover operator
Once the potential chromosomes are accumulated in the pool then the crossover
operators will start to work. The aim of the crossover operator is to marry parent
chromosome genes (which are selected carefully as the fittest or the best
combination) and to create a new offspring of chromosomes by employing the
crossover probability, pcross (i.e. the crossover rate). The crossover rate indicates the
percentage of the new individuals, which will be produced based on the crossover
operation.
The common method is to randomly choose some crossover point (i.e. a single point)
where the parents’ chromosomes are divided into two sections. The first section of
one parent is then united with the second section of the other parent (Figure 3.10).
Figure 3.10 The Crossover process
There are other different extended crossover operator approaches, such as multi-
point, uniform (Syswerda 1989) and multi-parent crossover. Multipoint crossover is
a generalisation method of the one point crossover method, which is accomplished
by selecting several random cut points on the parent chromosome to be crossed over
and produce children (Spears et al. 1993).
The uniform crossover approach is accomplished by employing Probability theory to
randomly select a gene of the parents, either from the first or the second parent, as
the corresponding gene of the child by employing a crossover mask. In uniform
crossover, the reproduction between two individuals will only be one offspring,
where each gene in the child’s chromosome is the gene copied from either parent
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determined by a randomly generated crossover mask of zeros and ones (Beasley et
al. 1993).
In the multi-parent crossover method, more than two parents are used to create an
offspring. The number of parents will be referred as the arity of a crossover operator
(Eiben and Back 1997). Other crossover methods are described by Eiben (1997) and
Eiben and van Kemenade (1995).
3.3.2.3 Child insertion (replacement) method
Other intensification operators are replacement operators, which insert a child into
the next generation population. There are a number of different replacement
methods, namely: simple, local elitist, random elitist, uniform, roulette wheel,
absolute fitness, locally elite and random elite replacement.
The simple replacement is the easiest replacement scheme where the next generation
is formed by the offspring of the previous generation. The local elitist replacement
method compares the parents and their offspring fitness and whoever is better will
enter (or re-enter) the population. The random elitist replacement method is
accomplished by comparing the fitness of an offspring with a randomly selected
individual from the population. The roulette wheel replacement procedure is similar
to the roulette wheel selection method, where the chance of being picked is
proportional to the fitness of the individual chromosomes. The absolute fitness
replacement method is done by choosing the weakest individual from the population
and replacing it with an offspring. There are many more replacement methods
available.
3.3.3 Diversification operators
To maintain the diversity within the population, EA possess two diversification
operators: crossover (recombination) and mutation. The mutation operator, performs
a sudden mutation to introduce a different variation.
Even though selection and crossover operators are able to produce an astounding
amount of parent/offspring solutions, a good solution depends on the initial
population. The range of the initial population may not be large and diverse enough
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to capture the whole solution space. The mutation operator is introduced to overcome
this particular drawback.
This particular method takes place after a crossover is executed. The method is done
by randomly switching the gene value of an offspring chromosome (Figure 3.11)
from its initial state, with some probability, pmutate (i.e. the mutation rate). Generally,
the mutation operator is accompanied by a probability value, which is used as
“mutation frequency indicator”. The probability should be chosen with caution. If the
value is set too high then the GA could be turned into a primitive random search.
Child
Mutated
Child
Figure 3.11 The Mutation process
There are a number of different methods in processing mutation operators: Flip-bit
methods, boundary methods and others. Flip-bit is done by flipping the value of the
randomly selected gene (for binary genes only); whilst the boundary method is
accomplished by substituting the value of the selected gene by its extreme values.
3.4 Working on Multiple Objective Evolutionary Algorithm (MOEA)
In EA, there are a number of complex issues. The most significant issues are related
to parameter settings and the problem of premature convergence. In addition to these
common obstacles, the task at hand is not a simple single objective decision-making
(SODM), but a multiple objective decision-making (MODM) problem; and like any
other MODM problem, there is a need to establish a suitable approach to efficiently
deal with the trade-off functions.
Operators used in a Multiple Objective Evolutionary Algorithm (MOEA) context
possess built-in requirements referred to as parameter settings. EA employs a large
number of operators, which means that the requirements of the parameter settings
and their unruly complications are extremely difficult to solve.
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Another significant issue in employing EA models (Figure 3.6) is dealing with
multimodal optimisation. Most real world issues involve multiple optimum solutions,
either as a global or local optimum. Like any other non-systematic search model, EA
models face a problem known as premature convergence. During the convergence of
the population towards an optimum solution, the EA model can reach a trough for a
local optima, and be trapped inside the low point (Figure 3.12). When this occurs, the
population will lose its diversity before the objective is met, and any crossover
between individuals will not have any effect at all. EA models attempt to deal with
this problem by integrating techniques to maintain population diversity (Jensen 2001;
Spears 1994).
Figure 3.12 Possible trapped solution
3.4.1 Parameter settings
EA possesses quite a number of operators which require parameter settings to
perform appropriately: population size, mutation rate, crossover rate, selective
pressure rate and others (Eiben and Schoenauer 2002). The dilemma is that
sometimes the outcome of one individual parameter setting is unpredictable and can
give a significantly different result to another (Droste et al. 2000). Since there are a
number of different parameter settings required, and since they need to work as a
team, the problem can sometimes become uncontrollable. Therefore, setting an
“appropriate” parameter is a significant step when using the EA approach.
Some experiments have shown that the effectiveness of a GA model is highly
determined by the population size (Chiwiacowsky et al. 2004; Balakrishnan 1993).
Goldberg (1991) states that the larger the GA population, the better chance of finding
a global solution, at the expense of the computation cost. Schlierkamp-Voosen and
Mühlenbein (1996) work on the adaptation of the population size by adjusting the
 73
dimension of the subpopulation, which has the best maximum fitness value in a
certain number of generations.
While some work with varying population size, others are working on the tuning of
the crossover rate. Suzuki (1998) mentions that the role of the crossover rate is one
of very high significance for determining the speed of the evolution. This was
confirmed by Luke and Spector (1998), who did a relative effectiveness study
between the mutation, crossover and the combinations of mutation and crossover in
Genetic Programming based on a wide range of parameter settings. In their studies, it
is shown that based on appropriate parameter settings, the crossover operator has
some advantage over the mutation operator.
Traditionally, the parameters were initially set as static by identifying the best
possible parameter value to be used for the model. However, a more recent
development proved that in some cases, an adaptive parameter value may provide a
better result. Julstrom (1997) utilises a mechanism, which provides an adaptive
probability value to the operator based on its contribution to the new generation
created. Herrera and Lozano (1996) employ a fuzzy logic controller for the
adaptation of the operator parameter.
The extension of the adaptive approach is a self-adaptive approach. In this approach,
the adaptation of the parameter value is based on the information provided by the GA
during its run. In the self-adapting method, the search parameter value is encoded
within each individual chromosome instead of a fixed global parameter (Schwefel
1981). Bäck et al. (2000) propose a model which utilises an existing self-adaptive
mutation rate mechanism, applying a new mechanism for self-adaptive crossover
rates, as well as, enhancing an existing adaptable population size model. A
comprehensive review about adaptive and self-adaptive parameters can be found in
Beyer and Deb (2001), Droste et al. (2000) and Eiben et al. (1999).
However, it needs to be clarified that even though adaptive (or self-adaptive)
parameter values are said to be superior, Tuson and Ross (1998) state that this is not
always the case.
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3.4.2 Multimodal surface
As mentioned in the proceeding sections, when the surface area is a multimodal
space, a simple EA model seems to loose the population diversity rapidly and
converges towards a single solution. The reason for this particular problem is that EA
assigns an exponentially increasing number of trials to the best-observed region of
the search surface.
In a simple unimodal search space, the ability of EA to concentrate on a promising
search area and converge rapidly to the optimal solution is, in fact, a good sign.
However, in many real world problems the search space is naturally overwhelmed
with complicated multimodal surfaces. In such cases, GA is superior in searching a
specific local area, which allows it to converge fast towards the optimum solution of
that local area space. Nevertheless, the existing global solution may never be
discovered (Lau et al. 2004). Some of the methods proposed to control the diversity
of the population and distribute the individuals over different areas of the search
space are: the niching method, restricted mating and structured population
(Gustafson 2004; Spears 1994), briefly described hereafter.
3.4.2.1 Niching
The niche concept is borrowed from ecology. Odum (1971) states that an ecological
niche of an organism, biologically speaking, is based on where the organism lives
(i.e. address), as well as what the organism does (i.e. profession). A niche is a
metaphor of an environment sub-space with a finite resource, where different types
of life inhabit the area, which causes localised competition for resources (Sareni and
Krahenbuhl 1998). Niching methods are EA mechanisms that are capable of
establishing and sustaining a stable subpopulation/s across the search space. This is
done with the purpose of promoting diversity across the most prominent regions
while allowing convergence to occur within local regions (Mahfoud 1995). Different
classes of niches are further detailed in Brownlee (2004).
Some of the most famous niching methods are: Preselection, Crowding and Sharing.
In the Preselection method (Cavicchio 1970), the fitness of the newly generated
offspring is assessed by comparing it with its parents. If the offspring is better than
its parents then it will succeed to the next generation and replace its parents.
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The Crowding method (de Jong 1975) is an improvement of the preselection method,
with the policy that the weakest with the most similar must die. This means that the
offspring are restrictively generated and inserted into their parental sample
population by comparing them with the most similar individual from the population
(Gustafson 2004). The Crowding method has been extended to: the Deterministic
crowding (Mahfoud 1992), the Probabilistic crowding (Mengshoel and Goldberg
1999), and the Multi-niche Crowding GA (Cedeño and Vemuri 1999).
The Sharing method was proposed by Holland (1975) and developed into the Fitness
Sharing mechanism by Goldberg and Richardson (1987). The fundamental idea
behind Fitness Sharing is that the individual is required to share the available
resources within a particular niche by adjusting downwards the fitness of an
individual based on the proportional amount of other individuals in its niche. In a
sense, the fitness of an individual degrades progressively if the neighbourhood is
increasingly swarmed by other individuals. Improvements and other types of sharing
methods are described in Sareni and Krahenbuhl (1998) and Horn and Nafpliotis
(1993).
3.4.2.2 Restricted mating
Another prominent method capable of maintaining the population diversity is
restricted mating. Restricted mating is employed to restrict the coupling of two
individuals who are within a certain distance (Zitzler and Thiele 1999), either to
assure the dissimilarity (cross-breeding) or similarity (in-breeding) of the individual.
Depending on the means of comparison, the tools employed can either be based on
the “distance” of the individual or a kind of memory (or tag) as its supplementary
attributes (Deb and Spears 2000) (see Figure 3.13).
Figure 3.13 Tools employed for comparing chromosomes
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Tags, or memory, act as the supplementary attribute information and can contain
different individuals’ characteristics like: gender, nationality, religion, family, clan,
race, ancestor or even species. The main purpose of these supplementary attributes is
an effort to create a sub-population (Spears 1994) (Table 3.1).
Table 3.1 Types of different approaches in employing memory and tag
Usage Description Citation
Family tree
memory
To prohibit incest where marriage between pairs that have a
certain degree of mutual parenthood is not permissible.
Craighurst and
Martin (1995)
Memory:
Clan (Tabu
list)
To distinguish the ancestor clan of the offspring to prevent
the mating between offspring that have the same immediate
ancestor clan.
Ting et al. (2003,
2001)
Memory:
Ancestry
niGAVaPS: records each individual’s ID, an ancestry table
and a lifetime (i.e. defined according to its fitness and
population characteristics).
Fernandes et al.
(2000)
Tag bits To identify the species to which an individual belongs. Deb and Spears
(2000)
Racial tag Tries to restrict mating from different racial background,
instead of marrying pairs from the same race.
Ryan’s (1996,
1995)
Religion tag To restrict the mating between individuals of different
religions and the exchange of individuals between religions
by conversion.
Thomsen and Krink
(2002)
Collective
adaptation
memory
To act as an ancestral data repository, which a group shares
and inherits from one descendant population to another.
Haynes (1997)
3.4.2.3 Structured population and parallel Evolutionary Algorithm (EA)
The fundamental core of Parallel EA approaches are parallel process systems of a set
of structured populations (i.e. spatially distributed individuals) (Alba and Tomassini
2002). In this approach, the EA search is performed simultaneously on each
structured population and hence it is called parallel EA (PEA or PGA). Each of the
subpopulations evolve independently, which may cause a drift of the subpopulation
to explore different parts of the solution space (Jensen 2001; Smith et al. 1992).
There are two common approaches in the parallel model with a structured population
(Cantu-Paz 1995; Gordon and Whitley 1993): the Coarse Grained and the Fine
Grained (cellular GA).
For the purpose of clarification, it needs to be stated that while it is common that a
certain type of structured population is employed in the parallel model, this is not
always the case. Parallel processes can also be performed in the ordinary EA
population. This approach is called the Global Parallelisation approach, where the
processes of the operators and individual evaluation are parallelised (Chiwiacowsky
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et al. 2004). The approach has the capability to perform faster than the ordinary EA
but the approach is not designed to attack multimodal problems.
(a) Globalisation (b) Coarse grained (c) Fine grained
Figure 3.14 PEA population approaches (Alba and Tomassini 2002)
In the Coarse Grained approach (Tanese 1989), the population is divided into a
number of geographically isolated subpopulations (Figure 3.14). The breeding and
survival competition happens within each of the subpopulations and, occasionally,
individuals from one subpopulation can migrate to another subpopulation to mate. In
a sense, this approach is a form of restricted mating in a geographical sense (van
Veldhuizen and Lamont 2000a). Some of the methods in the coarse grained approach
are the island model and stepping stone model (Chiwiacowsky et al. 2004). The
difference between these methods is that, in the island model the migration can be
from one subpopulation to any other subpopulation while in the stepping stone model
the migration is restricted to only the neighbouring subpopulation (Cantu-Paz 1995).
Further reading about the Coarse Grained approach can be found in Alba and
Tomassini (2002) and Bessaou et al. (2000).
The Fine Grained approach, also called the Cellular or Grid Diffusion approach or
Massive Parallel, is accomplished by dividing the population into a large number of
small subpopulations, where each subpopulation evolves separately. This is different
from the Coarse Grained approach, which usually has more than one individual in
each subpopulation. Whereas, in the Fine Grained approach typically there is only a
single individual in every subpopulation and the neighbourhoods are allowed to
overlap with each other (Zhaksilikov and Harris 1996). In this approach, each
member of the population is often spatially distributed on cells in a grid format to
create some kind of local network structure (Rowe et al. 1996). Each of these cells
work as active individuals and will intermingle only with their immediate neighbours
(Folino et al. 2003). Once a new offspring is born, it replaces its parents in the cell
 78
depending on the replacement rule. The Fine Grained approach is discussed more
fully in Lee (2000), Manderick and Spiessens (1989), and Pettey et al. (1987).
3.4.3 Multiple objective functions (trade-offs)
Another significant topic on MOEA models is how to deal with the trade-offs
between the multiple objectives function. MOEA models can be categorised based
on their concepts (Jaszkiewicz 2001): Vector-based (scalarisation-function) and
Pareto-based.
The Vector Evaluated Genetic Algorithm (VEGA) (Schaffer 1985) is an adaptation
of single objective GA when applied to a weighted sum of the objectives. Due to the
aggregation nature of the method, it is not a suitable method for dealing with the
MODM problem at hand. Accordingly, this method will not be discussed further but
additional reading on this method can be found in Jaszkiewicz (2001).
It was stated by Deb (1999) that MOEA deals with populations of solutions. In
effect, it allows MOEA models to find the Pareto Optimal solution in a single run.
Table 3.2 lists a number of different MOEA Pareto based models. These are
discussed more fully by Teo (2003), Deb (2001, 1999), Jaszkiewicz (2001) and
Zitzler (1999).
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Table 3.2 Different types of MOEA approaches
Pareto
MOEA Description Citation
SPEA Non-dominated solutions are stored in an external archive,
where the dominance criterion is used for fitness
assignment, and employs a tournament mechanism to
combine the current and elite population and perform
clustering to reduce the redundant non-dominated solution.
Zitzler and Thiele
(1999)
SPEA2 An extension of SPEA, which employs the fine-grained
fitness assignment strategy. SPEA2 is also equipped with a
fixed size archive and different clustering techniques, which
intend to avoid loosing boundary points.
Zitzler et al.(2002)
MOGA Each individual is assigned with a rank based on the
number of individuals dominating them plus one.
Fonseca and Fleming
(1993)
NSGA The trade-off fronts are graded and peeled off layer by layer
to form subpopulations in which fitness sharing is
performed on each subpopulation.
Srinivas and Deb
(1994)
NSGA-II Classify and rank the population into a hierarchy of non-
dominated layers and employs tournament selection based
on the Pareto ranking.
Deb et al. (2000)
PESA Only non-dominated individuals are allowed to enter the
population. A type of crowding method and a density
measure are employed to select the member to be mated.
Corne et al.(2000)
PAES Has an archive of non-dominated solutions and employs the
(1+1) local search evolution strategy, which stores a limited
amount of non-dominated individuals (based on the
crowdedness level within their grid).
Knowles (2002),
NPGA Combines tournament selection and the concept of Pareto
dominance by randomly selecting individuals to form a
comparison reference set.
Horn et al. (1994)
MOMGA
MOMGA-II
A multi-objective messy GA and fast messy GA, that is
based on Building blocks.
van Veldhuizen and
Lamont (2000b);
Zydallis et al.(2000)
PCGA Employs rank histograms with the purpose of monitoring
the convergence of the Pareto Front.
Kumar and Rockett
(2002)
PDE Employs Differential Evolution (DE), which handles
continuous domains, and Pareto-frontier.
Abbass and Sarker
(2002)
SPDE A self-adaptive version of PDE, where mutation and
crossover rates are allowed to self-adapt during the process.
Abbass (2002)
3.5 Evolutionary Algorithm Search Prototype
The main purpose of this research was to develop a MODM model for farm
management problems based on finding optimal trade-off solutions between the
competing objectives; in this case, maximising profit and minimising negative
environmental effects. The literature reviewed has indicated that EA could be a
suitable method for achieving this.
The use of Evolutionary Algorithm (EA) is a powerful evolutionary method for
hunting the best solution. Nevertheless, it has been acknowledged above that an
efficient EA (or more precisely a MOEA) model is not easily developed. The
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minimum requirement of an efficient MOEA model is that it is proficient enough to
handle multi-objective functions and that it is capable of handling multimodal cases.
Hereafter a preliminary model is proposed.
One of the primary requirements of the MOEA model is that it should be able to
handle multimodal cases. In such a case, a parallel EA could be developed in an
attempt to handle the problem. The motivation in employing this particular method is
its capability to work with a number of smaller structured populations in a parallel
manner, which in turn spreads the search wider, as compared to a search done to one
large population. Moreover, the significant advantage of Parallel EA is its capability
to speed up the process.
Another significant requirement of the MOEA model is that it is required to handle
multi-objective problems. Pareto dominance, a powerful multi-objective
fundamental, can be applied to detect the appropriate superior solution. An adaptive
memory, an external long-term memory, can be applied to store the superior
solutions. The adaptive memory can be assigned to each subpopulation, with the
purpose of finding each superior subpopulation solution.
In addition, one of the main problems that a common MOEA model has, is that it is
not capable of recognising the path that it has followed before. This is different from
a TS model. EA does not possess a memory, and does not allow it to remember its
previous route, whereas TS is capable of recognising and refraining from taking the
same path that it took in a previous (near) generation. Therefore, it is believed that
MOEA is required to possess an additional memory termed as internal short-term
memory (tabu list) to record that (near) past action.
This research proposes the adoption of a hybrid algorithm between TS and GA in a
Parallel approach called ‘Tabu Search-Genetic Algorithm Search’ (TuGAs) model as
an optimisation problem solver. This hybrid method uses the GA fundamentals,
which are then linked to the memory element from the TS. The development of
TuGAs will involve the following steps:
1. Object representation (Section 3.5.1);
2. Fitness function (Section 3.5.2);
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3. Operator (Section 3.5.3);
4. Model (Section 3.5.4);
5. Parallel Model (Section 3.5.4.4).
3.5.1 Object representation
Matthews (2001) states that although the GA approach has been identified as a
potential technique for determining optimum land-use planning, the crucial element
in a successful GA application is the translation of the problem into a genotype
design.
In this research, a whole-farm is formed by a number of paddocks (or LMUs) and the
main goal is to determine the most satisficing whole-farm land-use plan system,
where each paddock within the farm executes a certain land-use management
strategy; the application of which results in the most satisficing result on a whole-
farm basis. Essentially, each paddock within the whole-farm works as an individual
that undetakes a land-use management strategy, but their achievement as paddocks
within a whole-farm is the indication of how well the applications in each paddock
are performed. A unique combination of the land-use management from each
paddock will then form a whole-farm land-use management plan.
Figure 3.15 Schematic representation of the whole-farm management options
based on the EA concept
Referring back to the discussion on the mechanics of the biological world presented
earlier in this chapter, a whole-farm land-use management option is represented by a
chromosome. Each chromosome has a set of genes, where each gene has a set of
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alternative alleles. In this case a gene within a chromosome can be utilised as the
representation of each and every individual paddock (or LMU). In effect a set of
genes will form a chromosome, that maps a whole-farm system (Figure 3.15).
Formally, the definition can be set up as the following:
1. A set of chromosomes is called the Population;
2. Each chromosome has a fixed-length and fixed-order of genes;
3. Each gene in a chromosome represents a land block; and
4. The coded value of each gene is the farm management system to be assigned to
the land block, which the particular gene represents.
In addition to a basic chromosome, it was considered that an adaptive memory is
required in order to memorise the mating rules. The model employs three adaptive
memories: tabu list (short-term internal memory), and superior list (long term
external memory). The chromosome representation will be incorporated with an
identification number and a tabu list (Figure 3.16).
Figure 3.16 Hybrid chromosome representation of TuGAs
The tabu list records the individual ancestral data exposed to prevent incest, by
memorising the previous step through recording the identification number of the
parental details. The memory employed will be a short-term memory; an extinct
chromosome may give an advantageous result when it is reintroduced into the
population for future mating and mutating. The size of the tabu list will need to be
established in the initialisation phase.
Each of the subpopulations is attached to an adaptive memory: the superior list
(Figure 3.17). This acts as a long-term external memory, which records all the
superior individuals from the past. The size of the superior list is a constant n and is
kept full for the whole duration of the procedure.
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Figure 3.17 Population with superior list
In the first generation run, the list is filled with the top n number of individuals from
the initial population. During the run, the weakest individuals are replaced by the
newest superior individuals from that particular generation by employing Pareto
dominance.
3.5.2 Fitness assignment and superior individual
The fitness values of a chromosome is assessed and determined based on the two
objective variables of the whole-farm land management option that the chromosome
represents: Profit (Pt) and Environmental Impact (EI).
Definition 3.5 Each Chromosome x possesses a fitness value determined by a fitness
function, which is based on two variables. The first variable indicates
the summation of the overall Profit. The second variable refers to the
summation of the environmental impact EI of each paddock j:
( )∑=
j
xPtxf )(1 (3.1)
∑=
j
xEIxf )()(2 (3.2)
Refer to equation (4.50) for the definition of the overall Profit (Pt) and equation
(4.33) for the Environmental Impact (EI). Moreover, the objective of the
optimisation problem at hand is to maximise profit as well as to minimise
environmental effect:








= ∑
j
xPtxF )(max)(1
(3.3)








= ∑
j
xEIxF )(min)(2
(3.4)
The fitness assignment is performed with the help of the Pareto dominance concept.
The individuals are positioned according to their objective function values. For every
individual, the fitness value is assigned based on the number of individuals that
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dominate it, plus one. Hence, the higher the fitness value, the worse the fitness of that
particular individual.
3.5.3 Operator
As mentioned in Section 3.3, apart from the GA presentation, the preliminary stage
of forming a GA model is to select suitable GA operators related to selection,
crossover and mutation.
3.5.3.1 Diversification operators: selection
Two selection procedures are required: Parental selection and survivor selection. The
parental selection method chosen is tournament selection (see Section 3.3.2.1), while
the survivor selection is based on the random elitist replacement method (see Section
3.3.2.3).
The advantage of the tournament selection method is that the method does not
require any knowledge of the entire population. It randomly selects two candidates to
be compared and if one of them is fitter than the other, the fittest will be selected.
The tournament selection (Figure 3.18) situation can be seen happening in day to day
situations where any two random organisms within the population will meet each
other and have a match to win a mate, and whoever wins the match (since s/he is a
fitter organism, either in physical sense or mental sense) will be able to survive to
produce the next generation.
Figure 3.18 Tournament selection process
The random elitist replacement method procedure is similar to the tournament
selection method. Both methods randomly choose candidates, which are compared
before entering the pool. However, in the random elitist replacement method, an
offspring is randomly chosen from the nursery, while an individual is randomly
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selected from the old population. Both of the randomly chosen candidates will be
compared based on the Pareto dominance factor and whichever individual is better,
will enter the new generation (see Figure 3.18).
3.5.3.2 Intensification operators: crossover and mutation
When there is a set of individuals collected in the mating pool, they are ready to be
crossed and reproduced. The crossover operator employed is the simplest crossover
method: uniform crossover and then mutation method is employed to introduce
diversity into the population.
3.5.4 TuGAs model
The TuGAs model is undertaken using the five stage approach shown in Figure 3.19.
The five stages have the following roles:
1. Initialisation (Section 3.5.4.1): all the parameters are initialised and the initial
population set is generated;
2. Evaluation (Section 3.5.4.1): the fitness value of each individual is evaluated and
selected according to the tournament selection approach, and candidates are
stocked up in a mating pool;
3. Assessment (Section 3.5.4.2): the individuals in the mating pool are assessed for
their elitist characteristics and when required, other individual from another
population set will be invited. If the individuals in the mating pool pass the
assessment test, then the individuals commence breeding;
4. Breeding (Section 3.5.4.3): in the breeding stage, individuals are selected to enter
the mating pool by using tournament selection. The parents are chosen from the
mating pool and create new off-spring;
5. Migrating (Section 3.5.4.4): when there is an indication that the population stays
static for some time, then the migration procedure is performed by inviting
individuals from another population to replace randomly chosen individuals from
the population.
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Figure 3.19 General structure of the overall TuGAs system
3.5.4.1 Initialisation and evaluation phase
As mentioned above, one of the significant factors in Genetic Algorithm is to employ
correct parameter settings. In the initialisation stage, the model requires the setting of
a number of different parameters:
1. Initialising the crossover and mutation rate;
2. Establishing the number of islands to be created and the size of the population;
3. Generating the initial population;
4. Initialising counters: ‘no improvements’, ‘iteration’ and ‘static’;
5. Establishing the number of populations (i.e. kingdoms).
Subsequently, after all the parameters have been determined, the initial population
set is generated. In the evaluation phase, the chromosome (solution) is set to the
allocated land, which is then used to determine the fitness value based on the
attributes of the allocated land in order to obtain the objective values and perform the
Pareto dominance ranking.
3.5.4.2 Assessment phase
The assessment phase determines whether the GA system termination criteria have
been met (Figure 3.20). In this phase, all individuals in the population and the
superior list are pooled and compared via the Pareto dominance method. The top n
superior individual(s) will be stored in the superior list. If there are no changes in the
superior list then a static counter is initiated and, if there is no improvement in the
superior list compared to the past list, then a no-improvement counter will increase.
If there are some changes in the list, then the counters will be reset to zero. In this
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phase, the population can reach three stages: static, no improvement or possible
improvement.
Definition 3.6 The ‘Static’ status is reached when the static counter has reached a
threshold value. This occurs when the population has lost its diversity
and is incapable of improving the population. When this occurs, the
migration procedure is performed (see Section 3.5.4.4).
Definition 3.7 The ‘No Improvement’ status is reached when all the possible
approaches to inject diversity into the population fail. In this case, it
is assumed that the population cannot be further improved and has
reached its ultimate goal and evolution is stopped.
Definition 3.8 The ‘Possible Improvement’ status occurs when there is a possibility
to reach a higher state of evolution. In this case, the evolution will
iterate again to the next generation of possible improvement through
breeding.
Figure 3.20 Assessment phase processes
3.5.4.3 Breeding
After the assessment phase, the population is ready for the breeding phase. In the
breeding phase, three original GA operators and tabu processes are used. The basic
principle employed in breeding is incest prevention on the basis of family
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orientation. This means that when two individuals are to mate, the ancestry
background of the individual needs to be verified for suitability. In order to apply
incest prevention, three rules are being composed: Parental law, incest law and
inheritance law.
Definition 3.9 Parental law: a parent is allowed to have a different mating partner.
This is due to the consideration that in nature, the stronger individual
will attract more mating partners than the weaker individual.
Definition 3.10 Incest law: An individual is not allowed to mate with anyone that is
part of their ancestry.
Definition 3.11 Inheritance law: Every mating that occurs should produce two
offsprings, where each offspring will inherit half the genetic alleles of
each parent
In the process of breeding, the crossover is done, in which case the identification
number of the parent is stored in the tabu list. When the offspring mates with another
offspring, the parents of the offspring will also be matched and purged together
(Figure 3.21).
Figure 3.21 Crossover between two parents A1 and A2 to produce two offsprings B1
and B2. The population in the generation B will become parents and produce the next
generation offspring C1 and C2.
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The breeding phase (Figure 3.22) process starts by determining whether the mutation
process is required to insert some diversity into the population. This occurs when the
no-improvement counter (Section 3.5.4.2) has reached a threshold point, in which
case an individual from the population will be randomly selected and mutated, if it is
unique compared to any other individual in the population. This is performed
iteratively until the required number of new individuals has been introduced into the
society.
Figure 3.22 Reproduction phase processes
Parental selection is performed right after the mutation procedure is accomplished.
The parents are first selected into the mating pool by employing the tournament
selection method. Two parents are then selected randomly from the mating pool and
tested for their legitimacy to mate. When the partnership is approved, the two parents
are allowed to mate (crossover) and produce two offspring (Figure 3.21). The
offspring are then stored in a nursery for temporary day care. They are subsequently
filtered through the next selection process to enter the population.
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3.5.4.4 Parallel model
As mentioned before, apart from the hybridisation of the GA model to incorporate
memory (i.e. tabu list), the model utilises the parallel algorithm approach. In this
case, the population is divided into a number of islands (see Figure 3.23), where the
heuristic search model is run independently on every island simultaneously.
Individual migrations from one island to another will occur when there is a danger
that a particular kingdom will be trapped in a premature convergence.
Figure 3.23 Five islands with a set of population in every island
In the assessment phase, the potential of the population’s future is decided. If there is
an indication that the population will not grow at all, then an individual from another
population is invited to switch with a randomly selected individual and as a
consequence becomes a permanent resident to mate with existing members of the
population.
3.6 Model Assessment
Section 3.5 was primarily dedicated to discuss the development of the TuGAs
prototype model. In this section, an assessment of the suitability of the overall EA
model for application to the problem at hand is made. This assessment is conducted
by examining advantages and disadvantages of the approach.
The key advantage of optimisation models based on EA is their ability to search for
the “optimum” solution to the problem at hand. Nevertheless, the EA model has a
flaw (sometimes seen as an advantage): it performs the search akin to a “blind watch
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maker”. Zitzler et al. (2003) state that EA models do not guarantee the ability to
identify optimal trade-offs, but only try to find a good approximation. In some cases
this is not even the case (see Figure 3.24).
(a) good convergence and poor distribution (b) good distribution and poor convergence
Figure 3.24 Multiple Objective solution space for a problem discovered by using two
different models (Bladt 2002)
Figure 3.8 showed an example of an ideal result for a multiple objective problem,
while Figure 3.24 shows two different cases where in each case a heuristic search
model is applied to discover the optimum solution. In Figure 3.24 (a), the model
employed has a good convergence characteristic, but it applied a poor trial input
distribution; whereas in (b) the heuristic search model applied is able to discover a
good population distribution, though it fails to deliver a good convergence model.
In a sense, EA models do not realise what they are attempting to find, in a way they
blindly take any solution they can discover randomly. This is how the natural
evolution works in the real world. Nevertheless, one needs to consider that if an
optimum solution is sought, then all possible solutions need to be found in order to
ensure that the final solution is the “best”. Otherwise, the whole practice of trying to
find the “optimum” solution becomes a waste of time. When an EA model finds an
“optimum” solution, there is no proof that the solution is actually the optimum. It is
only an “optimum” compared to all the previous candidate solutions.
Furthermore, a key requirement of EA models is that of suitable parameter settings.
The solution given by an EA model is very sensitive to these parameter settings (see
Section 3.4.1). Slight changes to the settings can lead to significantly different
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solutions. Appropriate parameter settings are often only obtained after significant
trial and error. A trained user may be experienced enough to recognise possible
suitable parameter settings with only a few trials, but for inexperienced users this
will be a very fraught procedure. Self-adaptive approaches have been invented to
overcome these problems, but there are still many factors that need to be resolved
and developed.
EA models are not always problematic. They possess a number of positive attributes
that raise them above other modelling approaches. For instance, EA models are
capable of converging rapidly towards the “promising” peak. Also, because they are
based on a set of solutions (population) they are able to perform computations faster
than other methods.
However, a search model will be ineffective if it is not able to determine whether the
solution found is “optimum”. As such, it was concluded that the prototype model for
searching the optimal solution on a whole-farm basis that uses Evolutionary
Algorithms will not be further developed in this research.
3.7 Chapter Summary
This chapter extensively examines evolutionary methods such as Genetic Algorithms
to act as a suitable search algorithm in a land-use or farm management decision-
making model. The use of different Evolutionary Algorithms (EAs) as optimisation
methods is discussed. The most suitable EA method is found to be the combination
between two different approaches, i.e. Genetic Algorithm and Tabu Search. Genetic
Algorithms were selected for their power to hunt for the best solution, while Tabu
Search was selected for its memory characteristics, which enable recognition of
earlier explored solutions and prevent it from taking the path that it took previously.
As such a search prototype, called the TuGAs model, was developed.
The early assessment of EA models in this research suggested that they might have
some ability in modelling the farm land-use decision-making process. This decision
was supported by some successful applications of EA to land-use planning; see
Matthews (2001) and Ducheyne (2003) for examples.
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However, as noted in Section 3.6, after further exploration in this research it was
found that EA models have a number of problems. In many cases, EA models are not
always able to identify optimal trade-offs, but only try to find a good approximation
(and in some of the cases this is not even the case). In addition, an EA model is very
sensitive towards the initial parameter settings (see Section 3.4.1) and there is a need
to establish suitable parameter settings for each different occasion. As such, the
model needs a well-trained user to recognise possible suitable parameter settings that
are suitable for the problem space being investigated. The limitations of the EA
model were assessed to be significant enough to cease further development of the EA
prototype and a refocusing of the research on exhaustive search techniques (see
Chapter 4).
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CHAPTER 4
METHODOLOGY
This chapter describes the methodology applied in the development of the Land-use
Decision Support System, MOLup - Multiple Objective Land-use planning. MOLup
was developed with the purpose of searching the optimum combinatorial set for the
management of paddocks in a whole-farm mode. The optimisation is a trade-off
between two major objectives: maximising the whole-farm profit, as well as,
minimising the environmental effect associated with the land-use in each paddock on
a whole-farm basis.
In Chapter 3, the use of an Evolutionary Algorithm (EA) was proposed. However, it
was found that the main problem encountered by this approach is that EA is an
incomplete search method, with a possibility that not all solutions are located and
evaluated. Other disadvantages of EA approaches can be read in Section 3.6.
Therefore, a decision was made to adopt an exhaustive search approach for
implementing MOLup. This chapter discusses the development of MOLup.
4.1 Overview of the Research Approach
As mentioned in previous chapters, multiple objective approaches have been grouped
into four categories (Section 2.6.1) based on their preference articulation method:
Never, á Priori, Progressive and á Posteriori articulation. In Section 2.2, it was
concluded that á Posteriori approaches are a more flexible alternative for multiple
objective optimisation problems.
The development of the MOLup system is described in this chapter based on an
á Posteriori approach, which employs a Search and Select technique. This method
attempts to ensure that all possible suitable solutions are searched prior to the
selection of the optimum solution. A summary of the model is shown in Figure 4.1.
The first stage of MOLup is to initialise parameters (Section 4.2) based on the
options set by the user. This includes the paddock constraints, marketing possibilities
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and other primary parameters. In the input phase (Section 4.3), land-use
management, predicted weather and predicted market price for the agricultural
product are employed to evaluate the returns and gross margin of a particular crop
under the paddock constraints (Figure 4.1).
Figure 4.1 MOLup stages
Figure 4.2 Trade-off: profit and environmental impact
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The search and optimise phase requires a suitable search and select technique to
locate feasible optimal solutions. Firstly, an exhaustive search method is used to
search for all possible solutions. After an exhaustive search, the Pareto Optimal
(Section 4.4.3) is employed to determine superior solutions based on competing
trade-offs between the two different objectives: Profit and Environmental Impact
(Figure 4.2, see Section 2.4.1 for details). The results are then presented in a format
easy to understand and follow in the output phase (Section 4.5).
The terminology of population, chromosome, gene and alleles proposed for
Evolutionary Algorithm Search Prototype in Section 3.3.1 will continue to be applied
in this chapter (see Figure 4.3).
LuM #2 LuM #1 LuM #7 LuM #3 LuM #4 LuM #7LuM #1 LuM #5 LuM #5 LuM #6 LuM #6 LuM #8
Alleles set
for gene#2
Alleles set
for gene#6
Alleles set
for gene#10
Alleles set
for gene#7
Alleles set
for gene#3
Alleles set
for gene#11
Alleles set
for gene#5
Alleles set
for gene#9
Alleles set
for gene#1
Alleles set
for gene#8
Alleles set for
gene#12
Alleles set
for gene#4
Figure 4.3 Each gene within a chromosome has a set selection of alleles
A gene represents a paddock on a farm, while an allele represents an appropriate
land-use management option for that paddock (i.e. a gene) (Figure 4.3). A population
consists of a set of chromosomes (i.e. whole-farm land-use management-WLuM) and
a chromosome is made up of a set of genes with a set of alleles as shown in Figure
4.3 (see Definition 3.1- Definition 3.3). Each gene has a decision space, which
corresponds to a trade-off between the resulting Gross Margin (per unit) and the
Environmental Impact within an objective space (see Figure 4.4). Likewise, the
complete set of chromosomes has a decision space, which corresponds to trade-offs
between whole-farm Profit and Environmental Impact within an objective space.
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Figure 4.4 Decision space and objective space for genes; A variable x represents one
land-use management element (i.e. only two elements are shown)
Furthermore, it needs to be noted that there are a number of terms, which need to be
clarified to avoid confusion: gross income, unit gross margin, product gross margin
and profit (Figure 4.5). In this thesis, the term gross income indicates the possible
financial return from crop production from a paddock attributed to the land-use
management treatment applied to that paddock. The gross margin (unit) indicates the
gross income per unit of a paddock output less the variable cost associated with
producing the crop. The gross margin (product) is the total gross income of a
product obtained from yield production of the product less the total variable costs
used to produce the product (Figure 4.5). However, profit signifies the total profit of
all crop products generated within the whole-farm, based on the land-use and
management that has been applied. This is calculated as the total summation of gross
margins for all crop products less whole-farm fixed costs (see Figure 4.5).
∑
Figure 4.5 Gross income, gross margin (unit and enterprise), and profit
4.2 Initialise Parameters
MOLup is a decision support tool which assists users in their farming decisions.
However, it constantly requires up-to-date information as well as user decisions to
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generate effective information. This information includes the condition of the
paddock, paddock constraints, such as historical land-use practices, marketing
decisions and constraints on sowing dates. Some of which is stored in existing
recording systems and some require direct decision-maker input.
In the MOLup model there are a number of parameters, which need to be set by the
decision-maker. These parameters include (Figure 4.6):
1. Maximum number of land-use management options per paddock, both contracted
and non-contracted crop products (see Section 4.4.1.2). The default value is set to
ten per paddock for crop types that produce non-contracted products and five per
paddock for crop types that produce contracted crop products. MOLup sets
contracted crop products as part of the constraint by ensuring the whole-farm
production to be able to cover the required (contracted) amount of the crop
produced;
2. Whether to apply Pareto Optimisation (default) to optimise the paddock land-use
management selection (see Section 4.4.1.2);
3. The n number of iterations in Monte Carlo simulations (see Section 4.3.3 for
further details). The default value given for this is n = 1000 iterations;
4. The threshold p-value to be used for selecting the most probable crop products
(see Section 4.4.1.2). The default value for this is p-value = 0.5.
Figure 4.6 Setting MOLup Parameters
In addition, the user is asked to input marketing strategy decisions for each crop type.
In the preliminary session, MOLup estimates the spot cash price for each crop
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product price by utilising historical data (see Section 4.3.5 for further details), thus
giving the user a preliminary view of the historical market prices. In such a case, the
user is able to make initial marketing decisions on their products, such as whether or
not to take out a contract for a particular crop based on historical prices (Figure 4.7).
Figure 4.7 Marketing decisions
4.3 The Input Phase - Creating the Database
The main role of the input phase is to determine all possible land-use options and
management strategies for each paddock. Each paddock within a farm is treated as
unique and individual. They are assumed to have unique attributes, conditions and
constraints, thereby requiring unique paddock land management practices. The
general process of the input phase is for every paddock to be initiated with a set of
suitable paddock land-use management options (see Section 4.3.1). Once all possible
alleles are collected, each one will then be evaluated for possible crop production
(based on the current weather forecast), gross margin (based on the current forecast
of crop product prices) and the possible environmental impact (based on the
application of the land-use management option) (see Section 4.3.2) (Figure 4.8).
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Figure 4.8 Input phase processes
The input phase employs three simulators (Figure 4.9). The first predicts crop
production based on the selected paddock management and projected weather
expectation (see Section 4.3.4.2), the second predicts the spot cash price for the crop
(see Section 4.3.5), and the third performs an environmental impact assessment (see
Section 4.3.6).
Figure 4.9 Data flow in input phase
4.3.1 Paddock land management
Paddock level management options consist of: crop type, sowing date and the levels
and timing of fertiliser and sprays. Rotational constraints can also be accounted for at
this stage. However, the current prototype will not incorporate physical crop rotation
constraints, instead it will only account for crop rotation incorporated in the crop
production simulator (see Section 4.3.4). Each of the management elements has
different choices; with all choices being mutually exclusive. For instance, there are a
number of different crop types that can be sown in the paddock at different sowing
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dates. Each management option has a slight, but distinct, difference with the next
one. The formation of the management recommendation for a paddock is done by
permutating the choice given by each element within the management options
(Figure 4.10). Such permutation may create an explosive number of choices. For
example, in Figure 4.10, there are five crop type choices, namely: Wheat Carnamah,
Wheat Calingari, Barley Stirling, Canola 402 CL, and Lupins Merritt. The
combination of different alternatives from each option will form 1,920 unique
management options (alleles). Additionally, the significance of a management option
can be weighed based on its expected gross margin and the environmental impact of
the allele (see Section 4.3.2).
Figure 4.10 Different land-use management options (i.e. allele)
for a paddock (i.e. gene)
4.3.2 Land-use management assessment
The land-use management assessment phase is designed to determine the worth of
land-use management options for a paddock based on the generated gross margin and
environmental impact. Paddock attributes (i.e. soil attributes and historical activities)
are used to constrain the suitable set of management options (i.e. crop type,
fertilising, spraying and sowing date) and these are then assessed on their gross
margin and environmental impact (Figure 4.11).
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Figure 4.11 Gross margin from a land-use management on a paddock
Initially, the management and weather information are processed to determine
potential crop production and quality (Figure 4.12 and see Section 4.3.4.2) and then
matched with the simulated product price and marginal cost information to generate
gross margin (see Figure 4.13).
Figure 4.12 An example of climate forecasting and crop production estimation
Two selling options are allowed: contract or cash trading. The contract trading is a
fixed price established in the contract, while the cash trading is based on the value of
the crop in the spot markets (see Section 4.3.5). The price in the spot market is
generated by a Monte Carlo simulation process (Figure 4.13) (see Section 2.7 for an
introduction and Section 4.3.3 for its procedures).
The Monte Carlo simulation process generates a distributed set of gross margin
values, which are then used as part of the heuristic approach discussed in Section
4.4.1.2. The gross margin distribution is then used to generate the expected gross
margin value (Figure 4.13). Further details are discussed in Section 4.3.3.
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Figure 4.13 A sample result of Monte Carlo process based on the spot market trading
(see Section 4.3.3 for Monte Carlo procedure)
Figure 4.14 Sample of crop production of a paddock based on
a specified land-use management option
In addition, every management option for a paddock provides a set of possible crop
products (i.e. crop grades), and the likelihood of every crop product occurring based
on a management option is not always the same (Figure 4.14) (see Section 4.3.4.2 for
details). At times, one crop product is more likely to occur than the other, depending
on the set of input variables and the resulting crop simulation. Accordingly, MOLup
utilises a selection process to constrain the most probable crop product to occur,
based on each land-use management given by utilising the occurrence probability of
the crop product (i.e. p-value). However, at the same time the crop price is also used
as part of the selection process.
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The approach undertaken in selecting the most probable crop product, due to a
management option, is based on the initial input criteria given by the decision-maker.
The inputted threshold p-value is utilised to limit the most acceptable group of crop
products from the whole set of the land-use management results. The pre-selected
crop products are then assessed for their gross income value. The crop product with
the best gross income is then used as the most probable crop product (Figure 4.15).
Figure 4.15 Determining the most probable crop product
The threshold p-value provided by the decision-maker is the lowest probability of a
crop yield they are prepared to accept. The choice of this p-value is crucial as it
limits the decision space for land-use and management options (see Figure 4.16).
Figure 4.16 Sample of selecting crop products using threshold p-value
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4.3.3 Modelling uncertainty by using Monte Carlo
Farm management operates in a dynamic environment impacted on by the factors,
such as weather and the crop product market. A farm decision support system needs
to be able to model the uncertainties. In Section 2.8.2, it was determined that Monte
Carlo is the most suitable method to incorporate the uncertainty associated with farm
production systems into the MOLup model.
Monte Carlo simulation is an approach for incorporating the uncertainty found in the
physical system into the analytical system. It employs a statistical simulation method
to obtain a probabilistic solution to the modelled decision-making environment (U.S.
EPA 1997). Figure 4.17 illustrates the general idea of the Monte Carlo simulation
processes, where numerous random number x values between zero and one are used
to obtain the simulated distribution values f(x) of the weather.
Figure 4.17 Monte Carlo simulation of the physical system weather
The main requirement of the Monte Carlo model is that the physical system needs to
be illustrated by probability density functions (PDF). Typically, PDF models can
take on a variety of shapes. Some of the most common models are: Normal, Weibull,
Beta, Exponential, Uniform and Triangular distribution. Nevertheless, the PDFs of a
system do not always fit with the conventional models, instead, a custom-made
model can be generated to fit the system.
The fundamental of Monte Carlo analysis is simple: it simulates the processes of a
system iteratively to generate a large number of possible events. In a deterministic
model, a single value for each input variable of the model will generate a single
output of the model. In Monte Carlo, the process is performed for n iterations. Within
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a model, each input parameter with an uncertain element is assigned a known
distribution (Figure 4.18). The output from the model is evaluated n number of times.
For each iteration, a value is selected from the PDFs of each input parameter by
using the randomly generated x values. The simulated results from the n iterations
will then form a distribution of the model output (Pseudo-code 4.1).
Figure 4.18 Monte Carlo simulation of a mathematical model G
(see Pseudo-code 4.1)
Pseudo-code 4.1 A sample of performing Monte Carlo on a model G(x), which has
various numbers of input variables with uncertainty elements (Figure 4.18)
Although Monte Carlo is basically a simple process, problems can occur if care is not
taken in selecting the following parameters:
• Probability distribution function (PDF) - It is crucial to obtain an appropriate
PDF which best represents the system to ensure an accurate outcome;
• Random number generator - An efficient generator is required to obtain a
representative distribution over the range from zero and one;
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• The n number of iterations - An suitable number of iterations are required to
represent the system effectively as well as reducing the bias and error. If the
iteration number is too low, it may cause an insufficient exploration of the
decision space; and if it is too high then it may take too much computation time
without improving the solution;
• Sampling rule - An efficient sampling method from the PDF’s is required, as a
prescription to sample the PDF’s;
• Variance reduction techniques - Appropriate variance reduction techniques are
required to reduce the variance in the estimated solution.
The probability distribution function employed will be the distribution of all possible
values, such as crop production distribution (see Section 4.3.4.1 - Section 4.3.4.3)
and gross margin evaluation based on a crop product price forecast (see Section
4.3.2).
The result given by the Monte Carlo simulation may then be summarised by
statistical measures, such as expected value and variance. The mean (expected value)
E or µ - and the variance V of discrete random variable g(x) are stated as the
following:
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When the data is a discrete random variable g(x) with probability function p, the
expected value E and variance is stated as the following:
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It needs to be noted that the estimation of the simulated probability distribution may
have some limitations, such as over-simplified results and concealed extreme values.
The n number of iterations is a critical decision in obtaining an unbiased result. In
general, bias can be written as the following (where g~ is the mean parameter of g
and g) is the estimator of the mean parameter of g):
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The magnitude of the small sample bias is approximated to be one over n, where n is
the number of iterations. Therefore, to minimise the bias the number of n needs to be
increased. Conversely, this becomes a problem in computation time required. A good
balance is required to ensure the minimisation of the bias, as well as an acceptable
computation time. The decision-maker is asked to state their preferred n number of
iterations during the parameter initialisation stage (see Section 4.2).
A random number generator is usually employed to generate random variables U that
are independent and uniformly distributed in the unit interval (i.e. a and b) with the
probability density as (Note: in standard format, the uniform distribution parameter a
equals to zero while b equals to one):
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It needs to be noted that MOLup is using rnd() as the function for generating the
random number. However, this method is not perfect but generates unbiased
uniformly distributed random numbers. To resolve this problem, MOLup also
employs TheSeeder(), which in turn employs date() and time() functionality to
increase the randomisation performance (Pseudo-code 4.2).
Pseudo-code 4.2 Random number generator with seeder
It was recognised that observing and resolving the most suitable parameter and
variety is critical in employing Monte Carlo simulation effectively. Nevertheless, the
scope in obtaining the suitable parameters and range of optimal variations is beyond
the scope of this research. Subsequently, the Monte Carlo simulation employed is a
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basic version. Further reading can be found at Kandaswamy (2001) and Weinzierl
(2000).
4.3.4 Crop production
Determining the crop yield is a key data element in MOLup. This is achieved through
the use of a crop production simulator. There are a number of simulators that can be
used to simulate crop yield production including SYN, PYCAL, APSIM and WA
Wheat. WA Wheat was selected as the most suitable simulator for use in the MOLup
model.
WA Wheat is a database produced by employing the simulation model widely
adopted APSIM-NWheat model to estimate wheat production in Western Australia
(Figure 4.19) (Fisher et al. 2001b). It allows the user to predict wheat crop
production based on a particular combination of season and management options,
and estimates associated environmental impacts, such as leakage of water and
nitrogen (Scanlan et al. 2003).
Figure 4.19 APSIM and WA Wheat
APSIM-Wheat is a wheat crop system simulation model within the APSIM-
framework. It attempts to integrate aspects of soil water, nitrogen, crop residues,
wheat crop development and growth. This is achieved by evaluating crop phenology,
developed leaf area, and intercept light, determining dry matter due to weather,
water, and water stress (Probert et al. 1995).
The APSIM model consists of a central interface engine that is linked to a series of
plug-in/pull-out modules (Figure 4.20). It is capable of simulating more than 20
different crop types individually, as well as, the simultaneous simulation of multiple
crops in intercropping systems (Wang et al. 2001) (Table 4.1).
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Figure 4.20 APSIM simulation framework, a central interface engine that connects
individual crop and soil modules (Keating et al. 2003)
Table 4.1 Crop modules in APSIM and relevant references (Keating et al. 2003)
APSIM Module Original Model Reference
Barley
Canola Robertson et al. (1999)
Chickpea Robertson et al. (2002)
Cotton OZCOT Hearn and Da Rosa (1985)
Cowpea APSIM-cowpea Adiku et al. (1993)
Hemp Lisson et al.(2000d, a, b, c)
Faba bean
Forest Huth et al. (2001)
Maize AUSIM-maize Carberry and Abrecht (1991)
Lucerne Robertson et al.(2001a), Probert et al.(1998)
Millet van Oosterom et al. (2001c, a, b)
Mucuna
Mungbean Robertson et al.(2001a; 2001b)
Navy bean
Pasture
Peanut QNUT Robertson et al.(2001a)
Pigeon pea Robertson et al.(2001a)
Sorghum ASORG
AUSIM-sorghum
Hammer and Muchow (1994), Muchow et al. (1994)
Carberry and Abrecht (1991)
Soy bean Robertson et al.(1999)
Sunflower QSUN Meinke et al. (1993), Chapman et al. (1993)
Wheat Nwheat
I_Wheat
Keating et al (2001)
Meinke et al. (1998b, a)
Stylo
Sugarcane Lisson et al. (2000e), Keating et al. (1999)
Weed
Wang et al. (2001) stated that the crop module in APSIM uses the basic
understanding that all crop species go through similar physiological principles to
capture resources, such as solar radiation, soil water and nutrients, employing these
resources to grow. Typically, the plant growth framework progresses through a
number of phenological phases: a leaf canopy is produced, incident radiation is
intercepted and absorbed energy is transformed into assimilates that are divided
among plant components, including yield (Carberry 2001). The soil supplies the
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resources, such as water and nutrients. This basic framework is the fundamental
process of the quantitative analysis of crop growth (Carberry 2001). The major
distinction between crops, is the parameters employed and the shapes of their
response function.
A description of APSIM is beyond the scope of this thesis, so the discussion will
focus on a description of the APSIM Wheat model used in this research. A full
description on the model can be found in Wang et al. (2001) and the APSIM
webpage [URL: http://www.apsim.info/info].
The APSIM-Wheat model has been validated in Western Australian environmental
conditions; namely soil type and weather. The validation was performed by Asseng
et al. (2002; 1998a; 1998b), while WA-Wheat database, a second product resulting
from the model was compiled by Scanlan et al. (2003). The WA database has a user
interface which allows analysis of specific combinations of land-use management.
The output from the WA Wheat is provided in a range of formats, including:
graphical, time series, differences, cumulative probabilities, box and whisker plots,
frequency distributions and pie charts (Fisher et al. 2002).
Crop production (CP) is determined based on a number of physical and management
factors, such as, soil type (S), crop variety (V), sowing date (D), rotations (R),
fertiliser (F1, F2, F3), initial soil water (W) as follows:
),3,2,1,,,,( WFFFRDVSCPCPLuM = (4.7)
As weather is the major driving variable, the model generates a yield for each
physical and management factor for each discrete historical annual weather pattern
since 1900 (see Figure 4.21). Data for Beverley was selected for use in the MOLup
model, as it was the closest validated data set to the case study property but other
dataset could be substituted to more closely represent the focus property.
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Figure 4.21 A sample of WA Wheat results based on one set of
land-use management options
4.3.4.1 Pre-processing crop production data
Weather is one of the significant factors which influences crop yield for a specific
management regime at a particular location (Scanlan et al. 2003). To facilitate the
crop production prediction based on the weather, the crop production simulated data
are pre-processed into the crop production group based on the typical seasonal types.
These data will then be adapted to forecast the crop production yield and its quality.
There have been a number of studies that have attempted to categorise season type
based on rainfall so that farmers can optimise their seasonal cropping strategies.
Sadras and Roget (2002) have used median April rainfall as a tool for rainfall
forecasting in south-eastern Australia. Fisher et al. (2001a) break the season into
eight season types based on the amount of summer rainfall (January till March) and
early season rainfall (April till May) (see Table 4.2 for a sample of the classification
threshold value). The crop production data are generated on a yearly basis and
simulated based on the weather characteristics of the year. In effect, the classification
of the year can be used to group crop production on the basis of season types.
The cut-off points shown in Table 4.2 are based on the mean rainfall in each of the
three rainfall groupings for the Beverley Shire. The data are based on the average
rainfall of six weather stations located in the Shire of Beverley between the periods
1900 until 2002 (see Table 4.3 for result).
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Table 4.2 The classification of eight season types based on the Beverley Shire
rainfall between 1900 - 2002 (see Table 4.3 for results)
Total Rainfall (mm)Season Type Summer Early Season Annual
No
Years
1 (dry all year round) <=42.32 <=80 <=431.61 29
2 <=42.32 >80 <=431.61 8
3 <=42.32 <=80 >431.61 12
4 (dry summer, wet annually) <=42.32 >80 >431.61 17
5 (wet summer, dry annually) >42.32 <=80 <=431.61 11
6 >42.32 >80 <=431.61 10
7 >42.32 <=80 >431.61 3
8 (wet all year round) >42.32 >80 >431.61 12
Table 4.3 Allocation of individual years to season types based on Beverley rainfall
Season Type
1 2 3 4 5 6 7 8
29 Years 8 Years 12 Years 17 Years 11 Years 10 Years 3 Years 12 Years
1901 1902 1913 1908 1900 1905 1922 1904 1933 1915
1903 1906 1930 1911 1907 1909 1925 1916 1984 1923
1912 1914 1936 1919 1910 1917 1927 1918 1989 1926
1920 1924 1945 1937 1921 1931 1959 1935 1934
1928 1929 1958 1947 1932 1941 1971 1938 1939
1940 1944 1973 1956 1942 1946 1978 1943 1951
1948 1949 1983 1962 1953 1964 1979 1961 1955
1950 1952 1996 1967 1965 1974 1982 1968 1960
1954 1957 1970 1995 1986 1990 1963
1966 1969 1987 1997 1992 1976
1972 1975 1988 2000 1981
1977 1980 1994 1999
1985 1991
1993 1998
2001
This classification has been used to aggregate crop production into eight groups with
associated crop production distribution (Figure 4.22). Depending on the way the
cropping year presents itself, each of the season types will have a probability of
occurring within the current production year.
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Figure 4.22 Sample crop production distribution of a land-use management option
based on season type (see Table 4.3 for classification)
4.3.4.2 Adapting the crop production based on the year forecast
There is a need to adapt the crop production/weather data in WA Wheat to represent
the decision making process taking place on farms. In this case, the crop production
adaptation process generates a representative crop production based on the probable
season type for a particular year. In this case, Bayesian theory is used, where given
prior probabilities of season types are applied to determine the probable crop
production.
At the beginning of the year, future weather events are unknown and there is a wide
range of weather event possibilities. However as time moves on, weather data,
particularly rainfall data, becomes available and this information can be utilised to
refine the probability of future rainfall events occurring and related crop production.
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Farmers frequently predict the occurrence of a season using instinct, knowledge and
experience. Based on their expert knowledge, they predict the chance of a season
occurring. MOLup tackles prediction in the same manner, using
probability/possibility values to indicate the chance of a season type occurring (see
Section 4.3.4.3). Since the classes of crop production distribution are grouped based
on the season type, they can also be attached to a probability/belief value, thus
indicating the chance of that particular class of crop production distribution occurring
based on the corresponding season.
The “representative” crop production distribution is aggregated from the eight
possible crop production distributions using probability or possibility values. The
probability or possibility value of the season type is used as the chance that a typical
season type will occur, which in turn signifies the chance that crop production based
on that particular season type will occur (see Pseudo-code 4.3 for detail processes).
Pseudo-code 4.3 Obtaining the crop production distribution based on the probability
or possibility value (see Section 4.3.4.3)
Monte Carlo simulation is then used to incorporate the uncertainty of the crop
production by iteratively (n number of times) and randomly picking the possible crop
production from the aggregated set in order to form a representative distribution of
crop production. The quality of crop production (see Table 4.4 for example) will then
be used to categorise the crop production into groups of different crop products. See
Figure 4.23 for a working example of the process.
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Table 4.4 Wheat products specifications (AWB 2005; ProFarmer 2005)
SpecificationsCrop Product Name Protein Screenings Moisture
Wheat APH (Australian Prime Hard) >13% 5% 12.5%
Wheat AH (Australian Hard) 11.5%-12.99% 5% 12.5%
Wheat APW (AWB Premium White) >10% 5% 12.5%
Wheat ASW (AWB Standard White) No Limit 5% 12.5%
Wheat ASWN (Australian Standard White Noodle) 9.5%-11.5% 5% 12.5%
Wheat FEED No Limit No Limit No Limit
Figure 4.23 Crop production amassing based on the probability of season type
Wheat quality classification is complex and involves four separate factors: protein
content, grain hardness, flour dough strength and milling quality (Dewan 1988). As
WA Wheat only provides protein level, for the purpose of this thesis the
classification of wheat grades will be based on protein level only.
Suitable production/quality simulator models were not available for the other crops
of interest - canola, lupins and barley. There is therefore, a need to develop
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appropriate yield estimates for these crops. Research by Fisher (2005) has indicated
that canola, lupins and barley yield are correlated to wheat production as follows:
Canola = 0.6 * Wheat (4.8)
Lupins = 0.5 * Wheat (4.9)
Barley = 1 * Wheat (4.10)
While this gives a crop yield, it is impossible to directly derive quality parameters in
the same way. This means that for these three crops one quality is assumed.
4.3.4.3 Predictions based on prior probabilities
The adaptation of the crop production process adopts the Bayesian prior probability
approach and therefore, the application of appropriate p-values into predicting
weather based on the season type is an important process. In principle, the prior
probability can be calculated based on a given data set. This process is called data-
driven. Nonetheless, generally the data is not comprehensive enough to be used for
the estimation. Therefore these decisions can also be obtained based on subjective
probability estimates provided by experts (i.e. expert knowledge); thus known as
knowledge based (see Figure 4.24).
Figure 4.24 Methods to obtain crop production distribution based on season types
4.3.4.3.1 Data driven approaches
The data driven model can be used for estimating crop production based on possible
season types. Each of the season types requires a probability value representing the
chance of it occurring (Figure 4.25). The data-driven model performs the estimation
of the probability values by employing a statistical method to process training data
(Wang et al. 2002; Bonham-Carter 1996).
The data driven approach has been integrated in MOLup to obtain the potential crop
production distribution. It provides a set of conditional probabilities which illustrate
the prospect of a season occurring given the current rainfall data (Figure 4.25). It is
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used to constrain the sample area with a strengthening of the prediction, as more
information (i.e. summer, early season and annual rainfall) is fed into the system.
Figure 4.25 Crop production based on season type probability
Unlike the conventional method for determining a probability value, the conditional
probability value is determined based on the events that have occurred, such as the
occurrence of events A, given that event B has occurred, P(A|B) (Figure 4.26a):
( ) ( )( )BP
BAPBAP ∩=| (4.11)
Figure 4.26b illustrates a sample space S of Beverley rainfall data with 102 years of
data classified into eight season types (Table 4.2). Of all the 102 years, 36 years had
summer rainfalls greater than 42.32mm. From these 36 years specified, 14 had early
season rainfall smaller or equal to 80mm. In 41 other years, early season rainfall was
smaller than 80mm and summer rainfall smaller than 42.32mm. Subsequently,
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where event B indicates early season rainfall smaller than 80mm and event C
indicates simmer rainfall greater than 42.32mm.
However, assuming it was known that the data were filtered based on the condition
that summer rain was greater than 42.32mm, it is then necessary to determine the
probability of the filtered years as having early season rainfall smaller or equal to
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80mm. In this case, the conditional probability situation with event B given the
presence of event C is (Figure 4.26c):
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Moreover, additional constraints can restrict the sample space even further. Figure
4.26c illustrates a sample space S, based on the years with summer rain greater than
42.32mm. The probability of a season where the annual rain is smaller or equal than
431.61mm (event A), and with an early season rainfall smaller or equal to 80mm is
(i.e. conditional probability of event A occurrence given event B):
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(a) Sample space S of event B, P(B) =14/55 (b) Sample space S of events B and C
(c) Sample space S of events A and B
Figure 4.26 Venn diagram of Beverley weather data
In essence, conditional probability will have a pyramid effect (i.e. coning) in the
sample space. The provision of larger amounts of information, such as actual
summer rainfall, would constrain the sample space, indicating an increase of the
probability of a certain event occurring and thus reducing the uncertainty on the type
of season unfolding. Accordingly, this practice also needs to be reflected in the
MOLup model, where additional information (e.g. rainfall data) constrains the
sample space. As such, a new set of probability values portraying the possibility of a
season type occurring is recalculated (Figure 4.25 and Pseudo-code 4.4).
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Pseudo-code 4.4 Obtaining the probability of a season type using current information
and perform aggregation on the crop production for a data driven process
4.3.4.3.2 Knowledge driven approaches
According to Zadeh (1992), humans have a strong ability to reason in a complex
situation. Henceforth, expert knowledge can be more powerful than data driven
approaches where the prediction is based on exact statistical computations. In most
cases it will be essential for the experts to present their knowledge in a subjective
probability manner.
Numerous uncertainty calculi have been proposed for representing expert
knowledge, such as Evidence theory, Fuzzy logic, Possibility theory (Section 2.7)
and others. All of these are based on different perceptions and deal with various
kinds of uncertain data (Dubois and Prade 1989). Nevertheless, they all deal with
uncertainty without sharp numerical probabilities, generally termed as imprecise
probabilities (Baroni and Vicig 2003; Walley 2000).
It is suggested by many researchers that most of the time experts pass on information
using natural language (Walley and de Cooman 2001). Human judgements are often
unclear and hard to estimate using exact numerical values. Most of the time they
offer their subjective opinions and knowledge verbally by employing linguistic
description on a likelihood of an event rather than a definite value (Metternicht
1999). These linguistic terms are somewhat fuzzy, but they are meaningful. The
linguistic possibility value can also be defined as a range of possibility values with a
boundary of minimum ( )AP and maximum ( )AP possibility, as the following shows
(with code i = 1,…, n) (see Table 4.5 for sample):
( ) ( )( ) ( ) ( )APAPAPAPAPi ≤= :,)( ( ) ( ) [ ]1,0,; ∈APAP (4.15)
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Zadeh (1978) suggested that linguistic uncertainty should be able to be effectively
modelled by possibility measurements which are considered subjective
measurements expressing expert knowledge that an event may occur. Metternicht
(1999) suggests that instead of measuring the linguistic scale incessantly, a discrete
linguistic scale could be implemented. A linguistic scale ranging from one to nine
was adopted to categorise the fuzzy membership function (see Table 4.5). The scale
is an adaptation of the one proposed by Metternicht (1999).
Table 4.5 Possibility Likelihood Linguistic scale description
Degree of Possibility (Membership)
Code
i
Possibility Likelihood (Linguistic) Minimum
membership Value
( )iP
Maximum
Membership Value( )iP
1 Impossible 0.00 0.01
2 Not possible to happen 0.01 0.10
3 Very unlikely to happen 0.11 0.20
4 Unlikely to happen 0.21 0.30
5 Neither unlikely nor likely to happen 0.31 0.40
6 Likely to happen 0.41 0.50
7 Very likely to happen 0.51 0.60
8 Extremely likely to happen 0.61 0.80
9 Happening 0.81 1.00
The information obtained from the expert is a subjective probability and generally
cannot directly be employed for general processes, or in this case, the generation of
crop production distributions (Dubois et al. 1993). Commonly, a procedure is utilised
to transform the possibility into a probability value. Numerous possibility/probability
transformation methods have been proposed: Voorbraak’s Bayesian transformation
(Voorbraak 1989), Pignistic probability (Smets 1990), Plausibility (or cautious)
probabilistic transformation (Cobb and Shenoy 2003), Belief probabilistic
transformation (Daniel 2005) and transformation problem (TP) (Baroni and Vicig
2005, 2003). Nevertheless, the integration of the possibility-probability
transformation method into MOLup is outside of the scope of this thesis. Therefore, a
simple but logical approach is employed as the transformation method.
As such, a set of likelihood possibility P values, in the linguistic term, for each of the
season types is obtained from the user. The value is an indication of the likelihood
that a certain season type is going to occur during the year. The possibility P value
given for each season type is then employed to categorise the crop production
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distributions and generate a set of crop production classes i (i = 1,…,n and n = 9, see
Table 4.5) based on their likelihood of occurrence during the year (see Figure 4.27
for sample).
)9(l
)8(l
)7(l
)6(l
)5(l
)4(l
)3(l
)2(l
)1(l
Figure 4.27 Categorisation of crop production distribution (based on season type)
into classes of crop production, based on P possibility classes. The normalised
chance C is then evaluated and used to aggregate crop production
As part of the result, only the likelihood classes i that exist with crop production
values are known as “existing classes” and denoted as |Ci|≠0. For every class i, a
chance C value is evaluated by weighting its maximum membership value ( )iP with
weight W. The weight W is the maximum membership value ( )iP of the “smallest
existing” likelihood class i:
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The chance C values are then normalised to normalised chance l values (Figure
4.27). The normalised chance l value is the indicator representing the likelihood
probability of an event occurring (Figure 4.28). It is the relative value of the chance
C of the class with the total summation of chance C values of the “existing classes”
(see Pseudo-code 4.5) (with code i = 1,…,n):
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Figure 4.28 Additive chance (C) value (see Pseudo-code 4.5)
Finally, Monte Carlo simulation is then employed to obtain the iteratively selected
crop production based on the proportion given by the normalised chance l value
(Figure 4.27 for sample). In addition, it is worth acknowledging that every expert has
a different opinion on what is regarded as the correct “possibility” amount. Based on
this perspective, experts are encouraged to customise the “possibility” values stated
in Table 4.5 based on their opinion.
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Pseudo-code 4.5 Obtaining the possibility likelihood of the season and perform
aggregation on the crop production for a knowledge driven process
4.3.5 Commodity price
As mentioned briefly in Section 4.3.2, the product price can be based on two
different types of trading systems: contract trading (certain) or cash trading
(uncertain). The contract trading is related to an agreed crop production contract
price and volume, which are locked-in prior to harvesting. In this case, the pricing of
crop production will be a simple constant value provided by the user.
MOLup uses a Monte Carlo simulation approach to capture the uncertainty within
cash trading. The outcome of the simulation is a set of likely product price
distributions that will be matched (again by employing Monte Carlo simulation) with
the crop production to generate gross margin (unit) and gross margin (product)
distributions (Figure 4.13).
4.3.5.1 Spot cash price
MOLup uses two approaches for predicting the spot cash market price. The first
approach uses historical spot cash price (i.e. Data Driven approach) (see Section
4.3.5.1.1); while the second is based on the current cash price with the additional
subjective variability range (see Section 4.3.5.1.2). Each approach has its own
benefits and shortcomings (see Section 4.3.5.1.3).
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4.3.5.1.1 Data driven approach
In this approach, the spot cash market for crop production is predicted based on
weather data. The estimation is based on historical spot price from different
companies such as the AWB, ABB, GrainCorp, Emerald and AgraCorp. Each of
these companies usually makes different purchase offers. The variation in the spot
prices per company illustrates the range for possible spot prices of a crop over the
years. Although it is acknowledged that crop price is also related to the movement in
exchange rates (especially US dollar), world stock on hand, the world market (supply
and demand) and global geo-political conditions. There is a need for a specific and
thorough study to be conducted to determine all aspects that influence crop price, but
this is beyond the scope of this thesis.
The process for estimating the spot cash price based on weather data is similar to the
approach used for predicting crop production based on weather information (see
Section 4.3.4.1 - Section 4.3.4.3). A set of historical spot cash prices from different
companies is used to estimate the spot cash price. The historical spot cash prices are
then grouped, forming a distribution of cash price based on the season types defined
in Table 4.2 (see Figure 4.29). A set of conditional probability values or possibility
values, used to forecast crop production based on the weather data, are then used to
estimate the distribution of spot cash price (see Psuedo-code 4.6).
Pseudo-code 4.6 Obtaining the estimation of the spot market price
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Figure 4.29 Work example on estimating spot cash price distribution (of ASWN) by
using a simple probability value for each season type (see Psuedo-code 4.6)
4.3.5.1.2 Hybrid data and knowledge driven approach
In the subjective approach, the model uses the current spot price as well as
information given by the user regarding the possible range of variability of the price.
It has been assumed that spot prices are normally distributed with the mean value µ ,
as the current spot price and the standard deviation is the variability σ given by the
user (Figure 4.30).
Figure 4.30 Spot price distribution
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These two parameters, µ and σ2, completely determine the shape and location of the
normal density function, whose functional form is given by,
( )
22
2
22
1)( σ
µ
piσ
−
−
=
x
exf
(4.19)
Any normally distributed random variable X, with parameters µ and σ2 has a
standard normal distribution Z, as follows:
σ
µ−
=
XZ
(4.20)
Subsequently, the random variable X can be evaluated by using the standard normal
distribution Z value, as follows:
X =Zσ + µ (4.21)
where, E(X) = σE(Z) + µ = µ (4.22)
and V(X) = σ2V(Z) = σ2 (4.23)
The normal distribution is most easily simulated using the Box-Muller method,
which generates an independent standard normal distribution Z with zero mean µ
and unit variance σ2 (see Pseudo-code 4.7). In such cases, given that r and φ are
independent and uniformly distributed in (0,1], i.e. Unif(0,1), then
Z = cos(2piφ) √(-2 ln r) (4.24)
is the standard normal distribution which is ranged
-3 ≤ Z ≤ 3 (4.25)
Accordingly, the arbitrary normal distribution with mean µ and variance of σ2 can be
obtained by employing equation (4.21). The process will then iteratively run n times
(i.e. Monte Carlo simulation) (Pseudo-code 4.7) to form a distribution of spot cash
price (see Figure 4.31).
Pseudo-code 4.7 Estimate spot market price using subjective information
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Figure 4.31 Example of estimating spot cash price distribution by using the current
spot price and (subjective) variability/standard deviation
4.3.5.1.3 Advantages and disadvantages of each forecasting method
Patterson et al. (2005) note that historical price data can usually provide a simple
estimation for future price behaviour. However, this may not hold true if there are
significant structural changes that would impact the commodity or, if the factors that
influence the price variation no longer exist. This method requires a comprehensive
and high quality cash price data set to be used for prediction. The data set must be
large enough to be able to effectively represent the overall population, without being
too old.
Comparatively, the knowledge approach that uses current spot price supplemented
with expert subjective information on the range of price variability is better suited to
the actual decision-making environment.
4.3.6 Environmental impact simulator
Environmental impact is one of the competing objectives in determining the suitable
whole-farm land-use plan. MOLup utilises an environmental impact simulator called
Grains Environmental Data Tool (GEDT) developed by Altham (2003) to estimate
the environmental impact caused by selected land-use options. GEDT is an
Environmental Life Cycle Assessment tool developed to assess the potential
environmental impact associated with farming and processes involving food
production that transform the grains to final consumption products, such as wheat-to-
bread, barley-to-beer and canola-to-oil (Narayanaswamy et al. 2005).
GEDT incorporates all the environmental impacts that occur at every stage along the
production chain (Table 4.6 and Figure 4.32) (Narayanaswamy et al. 2003), but this
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research only uses those environmental impacts that are directly related to the farm
production.
Figure 4.32 Environmental impact simulator processes
Table 4.6 Farming processes that causes environmental effects
Stages Methods and Applications (Land-use management-LuM)
Mining and extraction Spray chemical productionPre Farm production Fertiliser production Transportation
Grain type and seeding rate Fertiliser applications and method
Soil type Chemical application and method
Yield crop production Machinery farm productionFarm production
Transportation
Storage Transportation
Processing Transportation
GEDT evaluates a number of environmental impact categories (Narayanaswamy et
al. 2003) (Figure 4.32): Resource energy (RE in MJ/MJ); Global warming (GWPx in
kg CO2 equ/kg); Atmospheric acidification (ATx kg SO2 equ/kg); Eutrophication
(EUx in kg (PO4)3- equ/kg); Human toxicity (HTx in kg 1,4 DCB equ/kg) and
Terrestial ecotoxicity (TEx in kg 1,4 DCB equ/kg). Table 2.1 shows a categorisation
of the environmental impact evaluated by GEDT on the basis of the environmental
damage caused. Further detail regarding GEDT are provided on Narayanaswamy et
al.(2004).
The global warming value (measured in kg CO2 equ/kg) is evaluated as the impact of
anthropogenic emissions on the absorption of heat radiation by the atmosphere. The
global warming potential is an estimated relative measurement of a given mass
contributing to global warming over a 100-year time horizon. It is measured as
follows:
100*GWPEmissionGWP FF = (4.26)
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Atmospheric acidification (measured in kg SO2 equ/kg) is the potential of acid rain
formation and water acidification due to a particular release of gasses, such as
emissions of sulphur dioxide and oxides of nitrogen. It is measured as follows:
factorFF ATEmissionAT *= (4.27)
Eutrophication (measured in kg (PO4)3- equ/kg) is defined as a process where the
water ecosystem periodically receives excessive amounts of chemical nutrients
(primarily phosphorus, nitrogen, and carbon). It is measured as follows:
factorFF EUEmissionEU *= (4.28)
The human toxicity (measured in kg 1,4 DCB equ/kg) impact is the impact index
reflecting the potential harm on human health due to the toxic elements released
during grain production (particularly during the application of agro-chemicals). It is
measured as follows:
( )∑= soilagriwaterair factorFF HTEmissionHT _,, * (4.29)
Terrestrial ecotoxicity (measured in kg 1,4 DCB equ/kg) is the impact on terrestrial
flora and fauna due to toxic elements and is measured as follows:
( )∑= soilagriwaterair factorFF TEEmissionTE _,, * (4.30)
The resource energy is the total energy required to perform all of the processes
within the crop production cycle. This includes the energy employed to mine, extract,
distribute and transport a specified resource (such as fertiliser and sprays), with an
additional heating value for the fuel consumed in the process (Narayanaswamy et al.
2003). It is measured as follows:
HRERE factorfossilfossil *_=
GenerationyElectricit
fossil
yelectricitfossil Eff
RE
RE
_
_
=
(4.31)
where REfossil is the Resource Energy use of a fossil fuel; REfossil_factor is the Resource
Energy factor of the fossil fuel; REfossil_electricity is the Resource Energy use of a fossil
fuel based on electricity generation; and EffElectricity_Generation is the Efficiency of
electricity generation.
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GEDT generates six environmental indicators. However, because each is measured
in different units, there is a need to normalise these values before use in MOLup. In
this instance, MOLup considers that all GEDT indices have the same relative
importance to the overall environmental impact value. MOLup employs the inverse
of the maximum (GEDTmax) of each GEDT indix (i) as the weight (WGEDTi):
1
max
−
= GEDTiWGEDTi (4.32)
Therefore, the environmental impact EI of a Land-use management option LuM is
determined by the total summation of the product of a constant C with the weighted
GEDT indices (i) (Figure 4.32):
( )∑=
i
GEDTiLU GEDTiWCEI * (4.33)
Since the weighted GEDT indices are relative values (i.e. percentage value ranging
from zero to one), it was considered that the constant value C should be equal to 100.
As a result, the generated value of environmental impact (EI) can range from zero to
600. The higher the EI value, the higher the impact caused to the environment.
As most of the GEDT indices use crop production as one of their input parameter (as
illustrated in the sample in Table 4.7) and the predicted crop production is a
distribution of possible crop production strategies, the output of the GEDT simulator
for each land-use management option is not a unique value, but rather a set of
distributed values (Figure 4.33).
Figure 4.33 Environmental impact results based on one LuM option
Table 4.7 shows a set of input and output values generated by GEDT. It shows that
with a constant crop production (columns A versus B, and C versus D), different
levels of nitrogen application have caused an increased environmental impact,
especially the global warming potential and the resources energy categories. A
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comparison between columns A versus C and Column B versus D shows that the
excessive use of nitrogen fertiliser during crop production without suitable weather
conditions or soil properties will induce europhication and a significantly higher
normalised GEDT value.
Table 4.7 GEDT sample input and output for wheat crop production
Land-use Management Input A B C D
Crop Production (t/ha) - Wheat 5 5 3 3
Nitrogen (kg/ha) 30 100 30 100
Seeding Fuel Consumption (Litres) 3 3 3 3
Topdressing Fuel Consumption (Litres) 1 1 1 1
Harvesting Fuel Consumption (Litres) 4 4 4 4
Fuel to receivable point (Litres) 3.6 3.6 3.6 3.6
GEDT Output
Global Warming Potential (kg CO2 equ/kg) 165 326.81 245.72 514.58
Human Toxicity (kg 1,4 DCB equ/kg) 0.03 0.03 0.03 0.03
Atmospheric Acidification (kg SO2 equ/kg) 0.31 0.44 0.4 0.61
Terrestrial Eco-toxicity (kg 1,4 DCB equ/kg) 0 0 0 0
Eutrophication (kg (PO4)3- equ/kg) 0 0.17 0 5.59
Resource Energy (MJ/MJ) 478.43 819.29 629 1198
Normalised GEDT result
GEDT result utilised by MOLup 222.82 307.07 265.83 500.00
Narayanaswamy et al.(2003) stated that the “multi-indices” may be aggregated into
one representative numerical value by applying weights to each index (Figure 4.32).
The weight applied is based on the revealed socio-political value-choices, or on
natural science principles. However, it has also been suggested that this numerical
factor may vary from place to place due to the difference in socio-economic and
political priorities. Further reading can be found in (Munn 1979).
4.4 Search and Optimise Phase
The next phase of MOLup is to search and select (i.e. optimise) an optimum whole-
farm land-use plan (WLuM/chromosome). In this phase, a search method is used to
form unique chromosomes (Figure 4.34). Two main methods were proposed in
searching for the optimum land-use management combination for the whole-farm:
Exhaustive Search (ES) and Genetic Algorithm (GA), the latter being discussed in
Chapter 3. Lastly, Pareto Optimisation is used to determine the most satisficing
chromosomes (see Section 4.4.3).
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Figure 4.34 The input and output of the search and optimise phase
The whole-farm land-use plan (WLuM), or so-called chromosome, is formed by a
unique combination of land-use management options for every paddock within the
whole-farm (Figure 4.35). The assignment of a paddock land-use management
option, applied on each of the different paddocks gives a set of trade-off values (see
Section 4.4.2), namely: Profit and Environmental Impact.
Figure 4.35 A sample of whole-farm land-use plan with chromosome fitness values
(i.e. profit and environmental impact)
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4.4.1 Search and optimise methods
The GA and ES methods are entirely different from one another. While GAs (see
Section 3.1) attempt to search and select optimum solutions by a series of iterative
processes (evolutions) while the ES method employs a straightforward search
method to determine a set of solutions and select the optimum solution from the
resulting set.
A heuristic approach can be integrated into the search design to reduce the size of the
search area. In the heuristic approach, the alleles from each gene collected in the
input phase are retrieved from the database, and permutated against each other to
form individual and unique chromosomes (Figure 4.34). The superior chromosome is
then selected from all the chromosomes formed. It then becomes the output of the
search and optimisation phase (Figure 4.34). The optimisation process for detecting a
superior chromosome is performed based on trade-off variables at the most utopian
solution.
4.4.1.1 Exhaustive Search
The ES method applies a complete systematic search based on the concept that no
stone should be left unturned. Generally, the approach will find all possible solutions
(WLuM), where each and every solution will be assessed for its objective value (see
Section 4.4.2) and weighed against one another for their Pareto Optimal
characteristic (see Section 4.4.3).
Figure 4.36 Search and optimise by using exhaustive search approach
The solution is formed in permutating the alleles set up for each paddock in the input
phase to form unique chromosomes (Figure 4.36). Each chromosome is unique, with
at least one of the genes of a chromosome being different from the next chromosome.
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The permutation process employs a recursive method to obtain individual
chromosomes (see Pseudo-code 4.8).
Pseudo-code 4.8 Recursive process to perform permutation
The main problem encountered with this approach is that the method may cause a
combinatorial explosion and cause an extremely high computation time for practical
purposes (Blum and Roli 2003). In agricultural land-use management there are a
number of different decision variables with a number of alternative levels which are
in turn constrained by the paddock attributes and condition (Figure 4.10). Each
unique permutation of these alternatives represents a unique land management plan
(e.g. allele LuM#2 in gene P#1, see Figure 4.37) (Figure 4.3).
Figure 4.37 Explosive combination of whole-farm land-use plan options
Each gene has a different set of allele combinations (Figure 4.37). The number of
alleles per gene depends on the attributes and constraints of the gene itself. The
combinatorial explosion does not end here. The alleles of each gene will then
permutate with other alleles from other genes to obtain a unique combination of
chromosome solutions. These combinations can cause a flood of whole-farm
management options (i.e. chromosomes). Figure 4.37 represents twelve genes (i.e.
paddocks) with each having a set of suitable alleles. For example, gene#1 has five
 136
alleles while gene#2 has four alleles and so on. Subsequently, the permutation of
different alleles from each gene would cause an explosive number. For example,
Figure 4.37 shows that the permutation of the alleles from different paddocks
generates up to 5,529,600 chromosomes. This explosive number of combinations is
formed by a considerably small number of choices available for each gene
considered.
4.4.1.2 Integrating a heuristic technique
There are a number of methods that can help in speeding up the brute force search.
One such method integrates heuristics on each paddock. A heuristic for a given
problem is a technique of training the search target towards the promising region.
MOLup employs heuristic techniques to reduce the search effort by cutting
ineffective solutions out of the search area and directing the search into promising
regions where superior solutions exist.
MOLup uses a heuristic method based in the pre-selection of prominent land-use
management options for each gene, which are then ranked by their importance
(Figure 4.38). Subsequently, the search region for each gene is restricted and the
number of chromosomes reduced to the most superior ones.
Figure 4.38 Search (employing pre-selection method) and optimise
The Pre-selection method employs Compromise Programming and a Pareto Optimal
method to identify the best alleles of a gene (Figures 4.39 and 4.40). Firstly, the
“bad” alleles are filtered out from the set by taking out all the alleles with a negative
gross margin. The filtered alleles will then go through a Pareto Optimal process (see
Section 4.4.3), where only Pareto optimum points are selected and the rest of the
points are removed from the alleles list for a paddock. Nevertheless, it is considered
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that when the Pareto Optimal process is applied unnecessarily it can eliminate
possible prominent solutions. This process can be turned-off by the decision-maker,
if required, during the parameter initialisation stage (Section 4.2).
Figure 4.39 Cutting the chase (see Figure 4.40 for procedure)
Figure 4.40 Pre-selection process
In Compromise Programming, the alleles are given a rank value based on the utopian
solution of the gene. The utopian (ordinal) point of the gene is determined by
utilising the highest expected gross margin and lowest expected environmental
impact from all the LuM options within a paddock x, as follows:
{ }LuMxutopian eGMMAXeGM = (4.34)
{ }LuMxutopian eEIMINeEI = (4.35)
Based on the utopian solution (eGrutopian, eEIutopian), the rank (Rankcompromise) is
generally calculated as the shortest distance from the utopian point to the point LuM,
as the following (Figure 4.39):
( ) ( )22
utopianLuMutopianLuMcompromise eEIeEIeGMeGMRank −+−=
(4.36)
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As the gross margin and environmental impact values differ considerably, these need
to be normalised to obtain an appropriate estimated rank. This is done by
determining the location of the values within a set of ranges. The gross margin range
(RangeGM) is estimated by determining the distance between the extreme values of
the gross margin:
{ }LuMxGM eGMMAXMAX x = (4.37)
{ }LuMxGM eGMMINMIN x = (4.38)
xGMxGMGM MINMAXRange −= (4.39)
The environmental impact range (RangeEI) also goes through a similar approach. The
normalised gross margin value and the environmental impact value can then be
calculated as follows:
GM
xGMLU
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eGM
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(4.40)
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Based on the above normalisation approach, the utopian solution (eGrutopian,
eEIutopian) can then be re-calculated as:
1
_
=
−
=
GM
xGMutopian
Normutopian Range
MINeGM
eGM
(4.42)
0
_
=
−
=
EI
xEIutopian
Normutopian Range
MINeEI
eEI
(4.43)
Subsequently, the rank (Rankcompromise) is calculated as the shortest distance from the
normalised utopian point to the point of normalised LuM, as follows:
( ) ( )2
_
2
_
1 NormLuMNormLuMcompromise eEIeGMRank +−=
(4.44)
Furthermore, MOLup gives decision-makers a chance to assert their preference on
the objective, whether profit or environmental impact, by allowing them to allocate a
weight to each objective, WPt and WEI. These weights need to be settled during the
parameter initialisation stage (Section 4.2). The asserted weights are then applied as
part of the ranking method, transforming the ranking formula to:
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The rank value of the land-use management option given by equation (4.45) is then
used as an indicator of the worth of the option. A small rank value indicates
closeness of the solution to a utopian solution and is thus, more worthy. Based on
this rank value, the land-use management option is then sorted. Points falling outside
the cut-off limit are removed from the alleles list of a particular gene. The cut-off
limit can be based on the number of points within the list or the rank threshold values
and can be set-up during the initialisation stage (Section 4.2).
It needs to be noted that each gene has a decisive space which corresponds with the
trade-off objective value in the objective space (as shown in Figures 4.4 and 4.39).
Within the objective space each land-use management option is positioned based on
its gross margin GMLuM and environmental impact EILuM. Both GMLuM (see Figure
4.11 and Section 4.3.2) and EILuM (see Figure 4.33 and Section 4.3.6) are in fact
represented by data distributions. Essentially, each of the GMLuM and EILuM
distributions are aggregated to form a numerical value format and their expected
values are calculated using the following equations (i.e. GMLU and EILuM):
n
GM
eGMGM i
LuM
LuMLuM
i∑
=≈
, where i=1,…,n
(4.46)
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eEIEI j
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j∑
=≈
, where i=1,…,n
(4.47)
It needs to be noted that the term for gross margin, GMLuM and eGMLuM, and
environmental impact, EILuM and eEILuM, will be used interchangeably. In this case,
the gross margin GMLuM is approximated by the expected value of the GMLuM
distribution (i.e. eGMLuM), while environmental impact EILuM is approximated by the
expected value of the EILuM distribution (i.e. eEILuM ).
4.4.2 Whole-farm land-use plan assessment
The whole-farm land-use plan assessment stage determines the objective values,
Profit and Environmental impact, generated by the whole-farm land-use plan
application. The assessment of the objective value requires the aggregation of the
whole-farm production (Figure 4.41 for sample).
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Figure 4.41 Sample of aggregating the whole-farm results
The overall aggregation process of the whole-farm results can be seen in Pseudo-
code 4.9. In general, the total profit PtWLuM is the summation of all gross income GI
of a product k generated by the whole-farm land-use plan deducted by the total (i.e.
variable and fixed cost) cost εWLuM. The total gross income GIWLuM of a product is the
total production (in weight W) of a crop product k from all paddocks x with the
expected crop product selling price Cr, as follows:
[ ]∑=
x
xweightEkweight )()( ( )xproductk =∀, (4.48)
( ) [ ])(*)( kCrEkweightkGI = (4.49)
( ) WLuM
k
WLuM kGIPt ε−





= ∑
(4.50)
iablefixedWLuM varεεε += (4.51)
The overall profit is determined based on a number of constraints, including the
amount contracted and the spot and contract markets at the point of decision (Figure
4.42). When there is a contract constraint (i.e. existing contract), MOLup will honour
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this by determining the proceeds of this first and the remaining crop is in the spot
market (Figure 4.42).
Pseudo-code 4.9 Aggregating whole-farm objective functions
Figure 4.42 Processes for obtaining whole-farm proceeds
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The weight utilised in equations (4.48) and (4.49) are the expected values of the crop
production distribution of paddock x (refer to equations (4.1) and (4.2)) and can be
calculated as follows (the same approach is applied to the crop price distribution):
( )[ ]
( )
n
xweight
xweightE i
LuM
LuM
i∑
=
, where i=1,…,n
(4.52)
( )[ ]
( ) ( )[ ]( )
n
xweightExweight
xweightV i
LuMLuM
LuM
i∑ −
=
2 (4.53)
The aggregation process also gives a whole-farm environmental impact EIWLuM value
by summing up the potential value of the environmental impact EILuM from all N
paddocks x within the whole-farm, as follows (x = 1, … , N):
( )[ ]∑=
x
LuMWLuM xEIEEI (4.54)
As stated in Section 4.3.6, the environmental impact per paddock (EILuM) ranges
from zero to 600 per hectare. Therefore, the environmental impact of a whole-farm
(EIWLuM) can vary from zero to 600 times the total size of the whole-farm cropped
area.
The usage of the term “potential” in the Potential Environmental Impact is due to the
uncertainty that exists in the Environmental Impact (EI) variable caused by the
dynamic variable crop yield. The Potential Environmental Impact for every land-use
management option (LuM) is estimated by using the expected value and the variance
of the Environmental Impact distribution for each LuM, is calculated as follows
(refer to equations (4.1) and (4.2)):
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The expected Environmental Impact is shown graphically as the Reversed
Environmental Impact (REIWLuM) value. This is done for display purposes only. The
Reversed Environmental Impact is evaluated by acquiring the maximum of all
EIWLuM values and deducting each of the EIWLuM values from the anchor value:
{ }WLuMEIMaxAnchor = (4.57)
ELuMWLuM EIAnchorREI −= (4.58)
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4.4.3 Pareto optimal
The Pareto Optimal is determined by separating two different types of points (i.e.
points refer to whole-farm management options): superior (dominating solutions)
and inferior (i.e. dominated solutions) (see Definitions 2.5 to 2.9). Each whole-farm
management option (WLuM) point is positioned based on its objective values: the
Profit (Pt) and Reversed Environmental Impact (EI) (i.e. evaluated in Section 4.4.2).
Generally, the procedure to determine Pareto Optimal points is performed by
observing each point of the set, and then determining if they are superior Pareto
Optimal points against another point. An extensive number of points in the set create
a lengthy analysis process (Pseudo-code 4.10).
Pseudo-code 4.10 Simple way of obtaining Pareto Optimal points
In MOLup, a procedure called Pareto filtering has been developed to determine the
Pareto Optimal in a fast and efficient manner, especially when there is a substantial
number of points in the data set. The fundamental mechanism behind this process is
similar to a “pyramidising” process, where “easily known” inferior points are
excluded prior to the process of determining the Pareto Optimal points (Figure 4.43).
This reduces the number of points thereby reducing the time to determine the Pareto
Optimal points.
Figure 4.43 Pyramidising processes, excluding definite “inferior” points prior to the
Pareto Optimisation process
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The method is designed to generate an array of cells (with N rows and M columns)
and map them on top of the extent of the point arrangements (Figure 4.44). All of the
WLuM points located within a cell are recorded as the inhabitant of the cell and are
saved as the attribute of the cell. Cells are then compared against each other.
Figure 4.44 Creating “Cells” of a Pareto plot
The key idea behind this is to perform “associations (< )” of a cell x (Figure 4.44),
located at row i and column j, with cell y, located at row k and column l, that are
superiorly located (i.e. cells which are located in a higher row as well as a higher
column). If a superior cell y has WLuM point(s) within the cell, then the WLuM
point(s) within cell x are inferior points (see Figure 4.45 for examples). If there is no
inhabited cell y that is superior to cell x, then cell x and its inhabitants are declared to
be superior. This process of associations (< ) of cell x is performed on all cells that
are not in row N, or column M and can be formally stated as:
),(),( lkyjix <
where, ki < and lj <
Ni <≤1 and Mj <≤1
Nk ≤≤1 and Ml ≤≤1
(4.59)
The Pareto filtering process is performed via a number of phases (Figure 4.46):
setting the extreme values, generating a Pareto array, setting a Pareto Plot,
performing a Pareto Optimal process globally, and a performing Pareto Optimal
process locally. In setting the extreme values phase, the extreme values of the profit
and environmental impact are determined. The extreme values are then used to
generate the extent of the region, partitioning the area and generating new cells (i.e.
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sub-points) (Figure 4.46). The Pareto array is then used as the mapping bins of the
WLuM points. Every point located within a certain cell bin x is recorded (plotted) as
the inhabitant of that cell x.
(a) cell (1,2) versus cell (2,3) (b) cell (3,2) versus cell (4,3)
(c) cell (3,5) versus cell (4,6)
Figure 4.45 Example of Pareto filtering
Figure 4.46 Setting Pareto Optimal processes (see Pseudo-code 4.11)
The cell in row i and column j, is then compared globally. In this phase, Pareto
Optimisation is performed on sub-points, where inferior sub-points and their
inhabitants are branded as dominated points; while the superior sub-points and their
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inhabitants are branded as possible Pareto Optimal points (Figures 4.45 and 4.46).
The possible Pareto Optimal points are then aggregated and the Pareto Optimisation
is performed on this set of points (See Pseudo-code 4.11).
Pseudo-code 4.11 Obtaining Pareto Optimal points
4.5 Output Phase
In the output phase, the solution obtained from the previous phases will then be
presented in such a way that it is easy for the user to grasp the overall result (Figure
4.47). It has already been stated that the main purpose of MOLup is to generate a
whole-farm optimum solution, which involves determining optimal trade-off
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solutions between competing objectives such as maximising profit Pt and minimising
the environmental effect EI, by combining a set of resources available to the farm,
subject to certain constraints.
Figure 4.47 A sample of MOLup overall output presentation
MOLup presents a number of outputs. The output presented is based on the three
types of data entity employed by MOLup (Figure 4.48):
• Population (Section 4.5.1): the population of chromosomes output offers
information on the whole-farm land-use plan options as a complete set;
• Selected Chromosomes (Section 4.5.2): When a whole-farm land-use plan option
is chosen, then the “intermediate” characteristics of the option are presented to
the user;
• Alleles of the selected chromosomes (Section 4.5.3): The combination set of
paddock land-use management plans within the selected whole-farm option are
presented as part of the outcome of the options.
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Figure 4.48 Summary of the MOLup output
4.5.1 Output portraying all WLuM options (populations of chromosomes)
Since the aim of MOLup is to act as a decision support system for farmers, one of the
crucial MOLup outputs consists of offering an overall picture of the complete set of
whole-farm land-use plan options. All MOLup options are characterised by two
objective values: Profit (PtWLuM) and Environmental Impact (EIWLuM). MOLup uses
both graphic, such as scatter plots and numerical (in tabular form) approaches to
show this information.
Scatter plots, also known as scatter diagrams are a popular exploratory data analysis
technique. The method is usually employed to provide a preliminary understanding
of the existing data set. Scatter plots facilitate the analysis of potential relationships
between data sets, numerically or quantitatively. The plots allow the user to see the
effect that one variable has on another variable by displaying a finite number of
points; each having a coordinate on a horizontal x-axis and vertical y-axis in a two-
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dimensional graph (Figure 4.49-a) or even with the addition of the third dimensional
z-axis (Figure 4.49-b). Moreover, in the scatter diagram additional information can
be illustrated as part of point symbology, such as: size, colour, shape or a
combination of these features (Figure 4.49-c).
(a) two-dimensional (b) three-dimensional
(c) two-dimensional with bonus feature
Figure 4.49 Example of a scatter plot
MOLup employs the two-dimensional scatter plot with additional attributes by using
different colours. Each point within the scatter plot is located based on its objective
expected values (Figure 4.50). The settings are:
• The X variable represents the total expected profit for whole-farm land-use plan
option i:
iWLuMi PtX = (4.60)
• The Y variable represents the reversed value of the total environmental impact
(EI) due to the application of a whole-farm land-use plan option i:
iWLuMi EIY = (4.61)
• Two distinct colors are employed to differentiate Pareto Optimal points and
“dominated” points (see Figure 4.51 for an example).
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Figure 4.50 MOLup scatter plot (see Figure 4.51 for an example)
Figure 4.51 A sample of MOLup scatter plot
In addition to a scatter diagram, a concise summary of each option within the
population set is presented numerically in a tabular form; the Pareto Front solution
set table (Figure 4.52). Due to the limitation of the prototype, only the Pareto
Optimal options are presented. The information presented includes:
• Whole-farm management option number;
• The expected profit of the whole-farm management option;
• The expected environmental impact of the whole-farm management options.
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Figure 4.52 Pareto Front solution set table: the tabular format contains all solutions
that form the Pareto Front
As noted earlier, each point within the scatter plot represents an object, which in turn
represents a whole-farm land-use management option. The model output allows
individual objects to be selected to display more detailed information in terms of the
whole-farm plan as well as the plan for each individual paddock. Further explanation
can be found in Section 4.5.3.
The selection of a whole-farm management option can be achieved by the following
approaches:
• Selection by location is done within the scatter plot screen itself. In this case, the
user can select any point within the scatter plot screen to find the most suitable
whole-farm management option based on the location of the object (Figure 4.51);
• Selection by numerical value consists of selecting a whole-farm management
option object by selecting a solution within the Pareto Front Solution Set Table
(Figure 4.52). In this case, only the solutions that form the Pareto Front will be
provided;
• Selection by attribute is the selection of a whole-farm management option object
by selecting a specific paddock land-use management option for an individual
paddock (Figure 4.53). For each paddock a number of pre-selected land-use
management options are presented. In this case, the user can constrain a paddock
with a given option by selecting one of them.
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Figure 4.53 Selecting a whole-farm land-use management based
on the attribute of each paddock of the whole-farm
In this case, the marginal value theorem can be used to assess the benefits of one
solution against another. The marginal value theorem uses the derivative of one point
against another to determine how a value changes by associating the movement in a
unit of input dx with the change in output dy:
dx
dyM =
(4.62)
For example, Figure 4.54 shows a working sample of the calculation of marginal
values between two whole-farm management options. The marginal value M1 for
whole-farm management options WLuM1 - WLuM2 is as follows:
0357.0
2800
100
1 ==M
(4.63)
Figure 4.54 A sample of Pareto Front
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The marginal impact of shifting from WLuM2 to WLuM1 is that every unit gain in
profit incurs an increase in environmental impact of 0.036 units. While a comparison
between options WLuM5 is and WLuM6 shows that additional profit can be gained
without additional EI.
4.5.2 Output portraying a selected WLuM option (a chromosome)
Points representing whole-farm management options shown in a scatter plot can be
selected dynamically (Figure 4.51). Once one of the whole-farm management
options is selected, the following information about that particular option will be
provided to the user: the expected profit, profit variability, profit distribution,
expected environmental impact, environmental impact variability, distribution of the
environmental impact index, marketing advice about the options and a breakdown of
the estimated environmental index value. Again, this information is presented in
graphic form (histogram), as well as, in a numerical format (in tabular fashion).
4.5.2.1 Histograms
Histograms are used to present the results for profit and environmental impacts. The
Pareto Optimisation only utilises expected profit and expected environmental
impact. However, the aggregate results do not always adequately reflect the
variability within the result whilst a histogram does.
For the histogram, the total number of data sets N can be represented by n number of
disjointed bins i of the histogram hi. This is formulated as:
∑=
=
n
i
ihN
1
(4.64)
Although there may be other more effective histogram classification methods for
displaying the data distribution, MOLup only provides equal interval histograms,
using the Freedman and Diaconis method to determine the width of the bin (see
Pseudo-code 4.12). The Freedman and Diaconis method (Freedman and Diaconis
1981) is used because of its ability to detect the presence of outliers. As such, the
width of the bin is calculated by:
31
*2
N
IQR
w =
(4.65)
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Pseudo-code 4.12 Performing histogram
The IQR value is the interquartile range of the data and it can be determined by
taking the difference between upper and lower quartiles (Q3-Q1). The interquartile
range spans the middle half of the data set, without considering the highest and the
lowest quarter of the data set. The approach attempts to eliminate the influence of the
outliers. The quartile values are determined by employing Tukey’s method. The
location for the value of the Lower L and Upper U quartile of a data set with N
number of observations is defined as:
4
2+
=
NL (4.66)
4
23 +
=
NU (4.67)
when N is even, and if N is odd the Lower L and Upper U quartile of the data set is:
4
3+
=
NL (4.68)
4
13 +
=
NU (4.69)
4.5.2.2 Spread tables
Additionally, MOLup also provides two spread tables illustrating the farm production
based on a per-product basis and the environmental impact indices which are caused
by different paddock management options for a range of paddocks. In the first spread
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table, the farm production, due to the application of the whole-farm land-use
management options, is illustrated based on product classes. To this end, all the
information on the grain produced for the chosen whole-farm management option,
are presented in a tabular format (Figure 4.55a) along with the crop production (in
tonnes) and quality, amount of crop contracted (volume and value), and the spot
market sales (value and variability).
The second spread table shows the breakdown of the GEDT environmental impact
indices for each paddock (i.e. based on the six GEDT Environmental indices,
described in Section 4.3.6), (Figure 4.55b).
(a) Farm Production (b) Environmental Index
Figure 4.55 A sample of MOLup spread tables
4.5.3 Output portraying the paddock land-use management setting of the selected
WLuM option (alleles of the chromosomes)
Once a whole-farm land-use management plan has been selected, MOLup provides
the land-use management output for each paddock in a tabular format. The paddock
LuM settings table (Figure 4.56) (i.e. note the highlighted crop type presents the crop
type suggested for the chosen paddock while ‘++’ indicates other possible crop
selection).
Figure 4.56 A sample of paddock LuM settings table
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From the paddock LuM table (as shown in Figure 4.56), the user is able to highlight a
particular paddock and to open a dialog box to show per hectare input information
for a particular paddock (see Figure 4.57) along with a plot showing trade-offs
between gross income and environmental impact.
Figure 4.57 Pre-selected land-use management options for Gully
4.5.4 Cartographic output
The output also includes an interactive thematic map displaying the land-use plan
and provides a number of standard GIS facilities (see Figure 4.58), such as: zoom
and pan to manipulate the map; data query to allow a user to perform interactive
queries, such as highlight paddocks based on certain land-use management attributes;
and an identifying tool that allows each of the paddocks within the farm and its set of
attributes to be dynamically selected.
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Figure 4.58 A map sample showing the whole-farm land-use management result
4.6 Software Design, Databases and User Interface
MOLup was developed using Visual Basic 6 (Microsoft 2003) and ESRI MapObjects
(ESRI 1999). It consists of three main modules: initial parameterisation, processing
and output. In the first module, the user initialises all parameters required by MOLup
(see Section 4.2). The second module includes the input stage and assessing paddock
management options (see Section 4.3), as well as the search stage and optimisation
stages respectively (see Section 4.4). MOLup then presents the result which allows
for the user to dynamically select a suitable whole-farm land-use management plan
based on their preferences (see Section 4.5).
4.6.1 Databases
The model is based on an object-oriented approach where each aspect of whole-farm
land-use plan is an object of MOLup (Figure 4.59): crop production yield, weather,
crop price, spray/fertiliser, the farm, farm production and supplement information.
Each object is represented by one database. The functionality of each of the
databases is as follows:
• Weather - current rainfall and the probability/possibility occurrence values of
different season types;
• Crop yield - crop production derived from the crop production simulator;
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• Spray and fertiliser database - all the fertiliser and chemicals used in the
spraying. The fertiliser attributes stored basic attributes of the fertiliser, its
nutrient level, as well as the emission factors caused by the individual nutrient.
The chemical attributes stored include the basic attributes of the chemical,
chemical type (i.e. herbicide and insecticide), the active ingredients of the
chemicals, as well as, the level of active ingredient in the chemical and the
possible environmental effects that may be caused by the chemical;
• Crop price - all current as well as historical market grain prices. It also records
the current contract price given by the expert;
• The farm database stores all farm information, such as existing paddocks (and
their current condition and history), farm capital, labor and other fixed cost. The
farm database is unique for the individual farm considered;
• The farm production database is generated to store all the characteristics of the
farm’s production activities and generally acts as additional storage for the farm
database;
• The info database stores all the additional attributes required for MOLup. The
stored data includes: the crop attributes, machinery attributes, crop product
attributes, soil attributes and other complementary information.
Figure 4.59 MOLup objects
4.6.2 Libraries
MOLup uses a number of different dynamic-link libraries (DLL). These DLLs are
software components that are linked during run-time. The libraries contain all
methods and properties that can be updated and reused easily. Some of the libraries
were provided by Microsoft, including:
• Microsoft ActiveX Data Object 2.7 Library;
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• Microsoft ActiveX Data Object Recordset 2.7 Library;
• Microsoft OLE DB Simple Provider 1.5 Library;
• Microsoft ADO Extension 2.7 for DDL and Security Library;
• Microsoft Jet and replication Object 2.6 Library.
In addition, within MOLup there are a number of routines that are grouped into
libraries depending on their functions, and constitute “private” DLL libraries,
namely:
• ADO Class Library: The ADO class library contains procedures for managing the
database including querying, interrogating, updating and deleting data from a
table. This is a crucial library as MOLup is heavily based on database processes.
Currently, MS Access is utilised as the database environment. Nevertheless, as
the size of the database and technology progresses there is a possibility of
utilising other database environments. Furthermore, the ADO class library can be
reused when there are future changes on the database environment without any
additional work;
• Formatting Class Library: The format class library contains procedures that
perform all data formatting in MOLup. The library is arranged to ensure that all
data input and output are in the correct format;
• GetList Class Library: This library incorporates all procedures that acquire all of
the listed information, such as the selected land-use management options.
4.6.3 MOLup user interfaces and facilities
MOLup has been developed to be user-friendly. The user is able to create a new farm
model (see Section 4.6.3.1), use existing data (see Section 4.6.3.2) and reopen old
results (see Section 4.6.3.3) (Figure 4.60).
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Figure 4.60 MOLup opening dialog box
The main screen interface has the following criteria (see Figure 4.61):
• File: This menu allows the user to open an existing farm platform, create a new
one, save and open the output results, reset the model, connect it to a working
folder and exit;
• Edit: This menu allows editing of farm attributes, such as farm paddock and crop
attributes, commodity market information, soil attributes, fertiliser and pesticide
properties, farming activities, simulation date and parameter settings;
• View: This menu option allows the user to view the settings and dataset utilised
by MOLup in its simulation process;
• Set Databases: This menu option allows the user to link all of the required
MOLup databases, namely (see Figure 4.59): market, fertiliser and pesticide,
weather and crop production databases;
• Tools: This menu option allows a user to perform the forecasting of crop
production based on the weather condition. Within this menu, MOLup also
provides an additional facility that allows the restriction of some land-use
management variables on different paddocks;
• Simulation: This menu contains all menus for running the MOLup main
processes.
Some of these menus and facilities are only available in different MOLup modes.
Figure 4.62 illustrates a general link between the MOLup mode, MOLup facilities
and MOLup results.
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Figure 4.61 MOLup main control
The first mode generates the farm settings. The second allows the farm settings to be
edited, crop production and environmental impact to be simulated for specific
weather conditions, and constraints set to obtain the most suitable whole-farm
management options. The third mode allows old results to be re-opened and
manipulated to draw out valuable information from the results saved in the second
mode (Figure 4.62). Working examples of the menus and facilities are shown
progressively in the next few sections along with the descriptions of MOLup
processing modes.
Figure 4.62 MOLup system
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4.6.3.1 First mode: creating a new farm planning scenario
This mode allows the user to create a new farm using two different pathways: blank
setting, or by using existing farm settings (see Figure 4.60). The current prototype
lacks the facility for setting a blank farm. Therefore, this particular setting will not be
explained further in this thesis. On the other hand, the creation of a new farm
database by using an existing farm setting requires the user to choose the existing
farm (folder) and specifying a new farm name (see Figure 4.63). In addition, once the
new farm has been generated, MOLup will directly connect the system to the newly
created farm and into the second mode (see Section 4.6.3.2).
(a) Choosing an existing farm (b) Specifying a new farm name
Figure 4.63 Creating a new farm setting by using existing farm data
4.6.3.2 Second mode: connecting an existing farm planning scenario
MOLup’s second mode is where the simulation processes are performed. This can be
done by choosing the Open Existing Farm (see Figure 4.60) option by using
File>Get existing farm from the MOLup main menu (see Figure 4.64).
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Figure 4.64 MOLup main page
In this mode, the user is able to use most of the MOLup facilities and menus (as
stated in Section 4.6.3). One of these is the editing menu. In this case, the user is able
to directly edit the data within the database via a dialog box provided by MOLup.
Figure 4.65 illustrates one of the editing dialogs where farm details such as crop,
paddock and soil attributes for each paddock can be updated.
Figure 4.65 Example of updating a screen of a farm
Prior to running the simulation, all databases have to be linked to the MOLup system.
In this case, MOLup provides a set menu which helps in linking all databases (see
Figure 4.66).
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Figure 4.66 Setting databases
Another pre-processing requirement prior to the simulation process is to determine
the most suitable whole-farm management options, the crop production and
environmental data that needs to be pre-processed based on weather conditions at the
decision point (Figure 4.67). As mentioned in Section 4.3.4, crop production is based
on the farm’s rainfall data. Subsequently, historical rainfall and current rainfall data
are employed to determine the potential crop production and environmental impact
(see Figure 4.67).
Figure 4.67 Pre-processing rainfall data to predict crop production and environmental
impact distribution
The processes for predicting crop production is based on historical and current
rainfall data. The process follows three distinct steps, as shown in Figure 4.68:
• Step 1 - Adapting crop production and environmental impact based on different
season types (see Section 4.3.4.2). This process can be done by utilising
Tool>Adapt Step 1. Set Criterion Rainfall and Classify. The historical rainfall
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data are pre-processed to group the years into different classes based on their
seasonal types. A working sample of this can be found in Section 5.2;
• Step 2 - The classification is then used to label crop production and
environmental impacts of different land-use management into different groups
based on season types and form yield production and environmental impact
distributions based on the season types (see Section 5.2). This process can be
performed by using Tool>Adapt Step 2. Set Yield Production and Environmental
Impact Distribution. A working sample of this can be found in Section 5.3;
• Step 3 - The next process is for predicting crop production and environmental
impact, either by using the current rainfall data or a subjective possibility of the
occurrence of the seasonal type (see Section 4.3.4.3). The process can be
performed by using Tools>Adapt Step 3. Predict Crop Production. A working
sample of this can be found later on in Section 5.3.
Figure 4.68 Menu for pre-processing historical rainfall to adapt
crop production and environmental impact
Additionally, MOLup also provides a set of restriction tools to control a number of
land-use management elements, such as crop type and initial soil water content.
These restriction tools are as follows (Figure 4.68):
• Crop type - this allows the user to restrict a paddock to a certain crop type;
• Sowing date - can be set;
• Water holding capacity - sets the initial soil water level before sowing can begin;
• Fallow - allows a paddock to be fallowed for that season.
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Once the crop production and the environmental impact have been adapted to the
current weather condition, the simulation is ready to run. The overall MOLup
processes are fashioned into four main stages (see Figure 4.69): Set Parameters, Set
Paddock LuMs, Set Whole-farm LuMs and Determine Pareto Optimisation
Figure 4.69 MOLup processes
Initially the user needs to set a number of parameters and initial criteria: paddock
condition (see Section 4.2); whether the production is contracted or not (see Section
4.4.1.2 for explanation); set the Pareto Optimisation as part of the heuristic setting
(the default setting is to use Pareto Optimisation; determining the number of
iterations for Monte Carlo simulation, (the default value is 1000) (see Section 4.3.3
for explanation); set a threshold P-value for production distribution (the default value
is 0.5) (see Section 4.3.2 for explanation); and other minor settings, such as allowing
a paddock to be fallowed excluding land-use management options with negative
gross margins.
The current condition of the paddock also needs to be established. This includes all
the farming activities that have occurred prior to the decision date, such as paddocks
sown, sowing date and fertiliser applications (at sowing time and four weeks later)
and initial soil water availability during sowing time (see Figure 4.6 for a sample).
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Figure 4.70 A sample of the commodity price dialog box
In this initialisation stage, the user also needs to state the preferred selling method.
As mentioned previously, for the purpose of this research, only two methods are
used: the spot market and contract price (Figure 4.70).
In the second step, MOLup runs the simulation processes to evaluate and estimate the
value of all paddock land-use management options. This process is followed by a
heuristic process where each paddock’s optimal land-use management are
determined.
The pre-selected paddock land-use management option is then used to derive a
whole-farm land-use management. The whole-farm production is evaluated based on
each crop type, while the gross income is obtained by using the estimated crop price
in turn is used to obtain the overall profitability. At the same time, the environmental
impact associated with each paddock’s land-use management is aggregated to obtain
the whole-farm environmental impact.
In the last step, the multiple objective value of all whole-farm land-use management
options is determined using Pareto Optimisation to form the Pareto Front. The
Pareto Front is a set of whole-farm land-use management solutions, which are not
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dominated by any other solution as result of comparing its profitability or its
environmental impact with other management options.
4.6.3.3 Third mode: opening MOLup farm planning scenario’s old results
Once the simulation processes are finalised, the results can be saved into another file,
which can be accessed again as necessary (see Figures 4.60 and 4.64 respectively).
In this mode, MOLup only provides a limited number of facilities to manipulate and
draw out the necessary information from the old result. One of the facilities provided
restricts paddocks from the assigned solutions with specific criteria. For example,
allowing the user to restrict crop type alternatives for a certain paddock (Figure
4.68).
4.7 Chapter Summary
This chapter gives a comprehensive description of a prototype Land-use Decision
Support System developed for this research, called MOLup. It recommends the most
satisficing combinatorial set for the management of individual paddocks and a
whole-farm mode based on trade-offs between two major objectives: maximising the
whole-farm profit and minimising the environmental impact associated with the
land-use in each paddock and aggregated to a whole-farm basis.
The model is an implementation of the á Posteriori optimisation approach, which is
based on a search and select approach, where Exhaustive Search and Pareto
Optimisation are used. In addition, Monte Carlo is integrated into the model to
incorporate the uncertainty within land-use planning decision. The model is
implemented as a stand-alone software package, employing both Visual Basic 6.0
and ESRI MapObjects OCX.
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CHAPTER 5
CASE STUDY
This chapter describes a case study of how MOLup can be applied as a farm decision
support system. Real weather (rainfall) data (Section 5.2), soil characteristics
(Section 5.3.1), input fertiliser (Section 5.3.3), crop production (Section 5.3) and
market data (Section 5.4) have been used to estimate the most suitable whole-farm
land-use plan based on two major objectives (Figure 5.1): maximising the whole-
farm profit and minimising the environmental impact of the chosen farming system.
Figure 5.1 An example of the combinatorial set of land management paddocks
for the Muresk farm
5.1 Northam and Beverley
The case study farm is the 1720 ha Muresk Institute Farm, situated near Northam,
Western Australia (Figure 5.2). Current farming enterprises include wheat, barley,
oaten hay, canola, lupins and faba beans, Merino sheep, prime lamb and beef cattle
production. The rainfall on the farm averages 450mm per annum and it experiences a
Mediterranean climate. The soil type comprises 70% red loam and 20% grey sand,
and the growing season is generally between May and September (MIA 2001).
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Figure 5.2 Muresk farm (Drysdale 2002)
WA Wheat data for Beverley was used to represent Muresk Farm crop production
due to the lack of a crop simulator that was calibrated for Northam weather
conditions. Beverley is located in the Avon Valley and is situated in the western
central Wheatbelt region of Western Australia, some 138 km east from Perth and 68
km south of Northam. The average annual rainfall for the Beverley is 420.4mm
(1886 - 2004) (Bureau of Meterology 2004) which is slightly lower than the Muresk
Farm but has a similar climate to Northam.
5.2 Northam Weather - Rainfall Data
The rainfall data used in this study has been recorded at the Northam weather station,
maintained by the Department of Agriculture and Food, Western Australia. The data
set comprises 86 years of monthly rainfall recordings from 1920 until 2005.
As mentioned previously (see Section 4.3.4.2), eight season types have been
categorised based on three rainfall criteria; namely summer rain, early season rain
and annual rain. The summer rain is the accumulated rainfall within the first three
months of the year, while the early season rain categorises the total rain for the two
months after summer ends (i.e. April-May) and the annual rain is the total
accumulated rainfall within a year. The statistical information based on summer rain,
early rain and annual rain at Muresk can be seen in Table 5.1 and the histogram can
be viewed in Figure 5.3. In general, the histogram shows that Muresk has a normally
distributed annual rainfall pattern.
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The summer rain (i.e. rainfall from January until March) ranges from 0.50mm up to
238.2mm with an average of 45.59mm and a median of 32.1mm (Table 5.1). The
considerable differences in the average and median summer rain suggests the
summer rain is not normally distributed (shown in the summer rain histogram in
Figure 5.3a) and may be due to a number of exceptionally high rainfall years (i.e.
1925, 1934, 1955 and 1990) (Figure 5.4). If the outliers are excluded, the average
summer rainfall drops to 37.30mm with a standard deviation of 28.76mm.
Table 5.1 Statistical information of Muresk rainfall (1920-2005)
Statistical
Description
Summer Rain
Jan - Mar (mm)
Early Rain
Apr - May (mm)
Annual Rain
Jan - Dec (mm)
Minimum 0.50 16.90 236.20
Maximum 238.2 223.60 727.50
Average 45.59 (37.30*) 84.77 444.61
Standard Deviation 44.47 (28.76*) 41.34 98.73
IQR 1 13.98 57.30 382.90
Median 32.10 79.20 440.90
IQR 3 57.90 109.80 485.88
Summer Rain 1 0.031 0.424
Early Season Rain 0.031 1 0.478
Annual Rain 0.424 0.478 1
Note: the correlation matrix is set in italics; *outliers excluded
The early season rain ranges from 16.9mm up to 223.6mm with an average of
84.77mm and a median of 79.20mm (Table 5.1). A number of years fall outside the
range of the 95% confidence interval (i.e. 1953, 1963, 1967 and 1974, see Figure
5.4). For early season rain, the histogram and statistical results show that rainfall is
reasonably normally distributed with a slight skew to the left (Figure 5.3b). For most
years, the early season rain ranges from 16.9mm to 155.00mm. Moreover, further
statistical analysis shows a lack of correlation between the summer rain and early
season rain, r = 0.031 (see correlation matrix in Table 5.1). This indicates that it is
impossible to determine early season rain based on the summer rainfall data.
Additionally, the annual season rainfall ranges from 236.20mm to 727.50mm with an
average of 444.61mm and a median of 440.90mm (Table 5.1). The rainfall pattern
shows a fairly normal distribution with a slight skew to the left (Figure 5.3c). There
are three years when the annual rainfall was exceptionally high (i.e. 1934, 1955, and
1963). This may be correlated with the high summer and early season rainfall of
those years (see correlation matrix in Table 5.1). The correlation matrix in Table 5.1
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shows a slight correlation between annual and summer rainfall and between annual
and early season rainfall, which in turn indicates that summer rain and early season
rain may be used as a possible signal of the total annual rainfall.
Table 5.2 Classification of Muresk rainfall (1920-2005)
Average of Criterion Rainfall (1920-2005)Season Type Summer Early Season Annual
Years
(totalled 86 years)
1 (dry all year round) <=45.59 <=84.77 <=444.61 22
2 (dry summer and early
season, and wet annually) <=45.59 <=84.77 >444.61 12
3 (dry summer, wet early
season and dry annually) <=45.59 >84.77 <=444.61 12
4 (dry summer, wet early
season and annually) <=45.59 >84.77 >444.61 11
5 (wet summer, dry early
season and annually) >45.59 <=84.77 <=444.61 8
6 (wet summer, dry early
season and wet annually) >45.59 <=84.77 >444.61 7
7 (wet summer and early
season, and dry annually) >45.59 >84.77 <=444.61 2
8 (wet all year round) >45.59 >84.77 >444.61 12
Table 5.2 displays relationships between season type for the Muresk rainfall data
over 86 years (i.e. 1920 - 2005), based on average criterion rainfall data. It shows
that Muresk generally has a dry summer (i.e. lower and equal to average summer
rainfall), and in particular season type 1. Additionally, it is rare that a dry year
develops when the year begins with a wet summer and early season (i.e. categorised
as season type 7). Nevertheless, it must also be noted that unseasonable and extreme
rainfall may influence average criterion rainfall. For example, it was stated above
that the filtering out of outliers for summer rainfall reduced the average summer
rainfall from 45.59mm to 37.30mm, which in turn may change the rainfall category
and Muresk’s seasonal classifications.
Figure 5.5 and Table 5.3 show that in the summer of 2006, the first two months of
the year were exceptionally wet, followed by very low rainfall in March.
Accordingly, the high rainfall during the first two months was an exceptional
summer rainfall when compared to the records (i.e. except for 1955, when the total
summer rainfall amounted to 196.9mm).
In April 2006, the rainfall almost reached the average monthly rainfall for April.
However in the following three months, the rain was exceptionally lower than the
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usual monthly rainfall for the area, although the August rainfall reached a slightly
higher than usual monthly average (see Figure 5.5). The lack of rainfall in May
caused an extremely low early season rainfall. From the rainfall data, it can be
concluded that 2006 may fall into the category of having a high summer rainfall but
with low early season rain. However, at the time of conducting this analysis (i.e.
October 2006) the annual rainfall was unavailable.
Table 5.3 Monthly rainfall in 2006 and the average monthly rainfall
Month 2006Rainfall 2006 Criterion Rainfall
Average
Rainfall
Average of Criterion
Rainfall (1920-2005)
January 136.9 12.06
February 35.3 14.67
March 0.4
2006 Summer rain:
172.6mm 18.86
Summer rain:
45.59mm
April 21.3 23.82
May 12.6
2006 Early season rain:
33.9mm 60.94
Early season rain:
84.77mm
June 17 86.94
July 37.5 84.13
August 65.6 60.38
September 33.4* 35.89
October Unknown 24.67
November Unknown 13.04
December Unknown
2006 Annual rain
(*until 10 Sep):
360mm
9.18
Annual rain:
444.61mm
Figure 5.5 2006 monthly rainfall versus Average monthly rainfall (1920-2005)
(only up to October 2006 data available at point of analysis)
The change of a farmer’s confidence on the type of growing season as the year
progresses can be seen as the following (see Figures 5.5, 5.6 and 5.7, Tables 5.2 and
5.4):
• January-March 2006: at the beginning of the year, the farmer can only rely on the
historical weather data to plan that year’s cropping program and, accordingly, the
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prediction will be based on the conditional probability derived from that data
(Table 5.4 - January) (see Section 4.3.4.3.1 for details). The accumulated January
2006 rainfall shows a very wet month, with a total rainfall of 136mm, which is
above average (see Figure 5.5). Furthermore, at the end of February 2006, the
rainfall accumulated since the beginning of the year was 172.6mm. Since the
average summer rainfall was only 45.59mm, by the end of February a farmer can
confidently eliminate half of the season types as seasons “impossible” to occur
(see Table 5.4 - February). Additionally, the summer period has ended with the
total summer rainfall of 172.6mm (see Table 5.3), which in turn is the parameter
used to calculate the conditional probability of different season types
(Table 5.4 - March and Figure 5.7a);
• April-May 2006: The summer rain concludes in March and the early season
period begins in April. April’s rainfall totals 21.3mm, which almost equates to
the average April rainfall of 23.8mm (see Table 5.3). Accordingly, the May
rainfall needs to reach 63.47mm to ensure that the early season rain will be able
to reach the average early season rainfall. Based on the historical data, for the
years with summer rain above 45.59mm (i.e. 29 years meet this criterion), 11
have a May rainfall approaching 63.47mm (see Figure 5.7b). This shows that
although there is a good possibility (i.e. 11/29 = 37%) that the rainfall of May
2006 reaches the required amount of 63.47mm to achieve the early season
threshold level, a large possibility also exists that such a threshold will not be
met. Therefore, some of the season types can be filtered out based on the
subjective and logical deduction process (Table 5.4-April). May rainfall is
disappointedly low at 12.6mm. As such, based on the summer rain and total early
season rain criteria (at the end of May), most season types are filtered out leaving
only two season types (i.e. type five or six) (Figure 5.7c);
• June - September 2006: By mid September, the total annual rainfall has only
reached 360mm meaning that the accumulated rainfall from the middle of
September to the end of 2006 needs to be at of least 84.61mm in order to reach
the average threshold value of 444.61mm. Based on the analysis of historical
data, only 4 out of 15 years show a rainfall of at least 84.61mm from the middle
of September until the end of the year. This indicates a small possibility (i.e. 4/15
= 27%) that the annual rainfall of 2006 is going to be greater than 444.61mm,
given the summer (e.g. 45.59mm) and early season rainfall (e.g. 84.77mm).
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Figure 5.6 shows changes in the confidence level for predicting the season types as
the year progresses (see also Table 5.4). As the year progresses, the supplementary
data provide greater confidence on the season types. For example, Figure 5.6 shows
that in January, the level of confidence that the year is going to be season type five is
quite low; subsequently, as the year progresses the confidence level on season type
five increases as more and more information is fed into the MOLup system.
(a) at the end of March (b) at the end of April
(c) at the end of May (d) at the middle of the September
Figure 5.7 The filtering of season types as the year progresses
Figure 5.8 The total rainfall in 10 days versus daily rain of the year 2006
In general, the rainfall data are collected in daily or weekly formats, thus they need to
be pre-processed for the monthly rainfall data required by MOLup. Additionally, for
this particular case study, the break of the season implies that there is 20mm of rain
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within a continuous period of 10 days at the start of the sowing window, which
generally occurs in late April until early July (Figure 5.8). In addition, when there is
20mm of rain within 10 days, it is assumed that the initial soil water content has
reached 50% of the soil water holding capacity, and signifies the break of season.
Based on the data gathered, the break of the season for 2006 does not seem to occur.
The time (during the sowing window) when the accumulated 10 days rainfall almost
reached the 20mm is at the end of June (i.e. the 28th June 2006), when the cumulative
value of 16.6mm over a ten day period was reached (Figure 5.8).
5.3 Crops production and Environmental Impact
MOLup utilises WA Wheat as the crop production ‘simulator’, which is based on a
range of land-use management settings for 101 years (i.e. 1900 up to 2001). Since
MOLup uses WA Wheat to predict crop production, the land-use management
options utilised by MOLup are restricted to the land-use management settings
provided by WA Wheat. The land-use management settings are restricted to the
following:
• Soil Type: deep sandy duplex, yellow sandy earth and yellow deep sand (see
Section 5.3.1);
• Crop Rotation: Pasture/wheat or continuous wheat;
• Crop Variety: Wheat Long and Wheat Short (see Section 5.3.2);
• Sowing Dates: 25 April, 10 May, 30 May, 5 June, 15 June and 5 July ;
• Fertiliser 1 (at sowing): 0, 30, 50 and 100 kg/ha of nitrogen;
• Fertiliser 2 (four weeks after sowing): 0, 30, and 50 kg/ha of nitrogen;
• Initial Soil water: None or 50% of capacity (see Section 5.2);
• Plants: 100 plants per square meter.
5.3.1 Paddock and land management units
Soil variability across a paddock is very common in the WA Wheatbelt including the
Muresk Farm. This means that farmers are required to either treat a paddock as
homogenous or undertake additional expense to treat parts of paddocks differently.
New precision farming technologies are now helping to reduce this additional cost.
In this case study the concept of Land Management Units (LMU) rather than
paddocks is used.
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Table 5.5 LMU description (Warren 2007)
LMU
Types Major Characteristic of the Dominant Soil Type
LMU 1 - Sandy loam A-horizons (7-13 cm) over sandy clay loam to light medium clay
- Medium levels of organic carbon in the topsoil (1.3-1.7%)
- Good capacity to store nutrient cations (ECEC 14.2-24.7)
- Subsoils contain stones (8-17%)
- Restricted depths (10-30 cm)
- Neutral, Non saline soils
LMU 2 - Clayey sand A-horizons (8-14 cm) over sandy loam
- Medium levels of organic carbon in the topsoil (1.1-1.6%)
- Good capacity to store nutrient cations (ECEC < 6.7)
- Subsoils contain stones (7-20%)
- Restricted depths (15-30 cm)
- Neutral, Non saline soils
LMU 3 - Clayey sand A-horizons (< 3 cm) over sandy clay loam to medium clay
- Medium levels of organic carbon in the topsoil (1.0-1.7%)
- Medium to good capacity to store nutrient cations (ECEC 7.0-24.2)
- Subsoils contain stones (7-17%)
- Restricted depths (10-20 cm)
- Neutral, Non saline soils
LMU 4 - Sandy loam A-horizons (5-12 cm) over sandy clay loam to light medium clay
- Some subsoils slightly saline (EC1: 5 7-20 mS/m)
- Medium levels of organic carbon in the topsoil (0.9-1.5%)
- Medium to good capacity to store nutrient cations (ECEC 12.5-20.0)
- Subsoils contain stones (6-16%)
- Restricted depths at 30 cm
- Some subsoils slightly sodic (pH ca 6.0-7.1)
LMU 5 - Loamy sand A-horizons (10-12 cm) over clayey sand.
- Low level of organic carbon in topsoil (0.8-1.4%)
- Poor capacity to store nutrient cations (ECEC <4)
- Subsoils contain stones (9-17%)
- Restricted depths at 30 cm
- Neutral, Non saline soils
LMU 6 - Loamy sand A-horizons (10-20 cm) over clayey sand
- Medium levels of organic carbon in topsoil (1.0-1.4%)
- Poor capacity to store nutrient cations (ECEC <3.8)
- Subsoils contain stones (3-8%)
- Neutral, Non saline soils
LMU 7 - Clayey sand A-horizons (< 3 cm) over clayey sand
- Medium levels of organic carbon in topsoil (0.8-1.4%)
- Poor capacity to store nutrient cations (ECEC <6.7)
- Subsoils contain stones (13-23%)
- Some restricted depths at 30 cm
- Neutral, Non saline soils
LMU 8 - Sand A-horizons (1-5 cm) over loamy sand
- Low level of organic carbon in topsoil (0.7-1.1%)
- Poor capacity to store nutrient cations (ECEC <3.1)
- Subsoils contain stones (6-10%)
- Neutral, Non saline soils
LMU 9 - Loamy sand A-horizons (10-15 cm) - over clayey sand
- Low level of organic carbon in the topsoil (0.8-1.1%)
- Poor capacity to store nutrient cations (ECEC <3.9)
- Subsoils contain stones (12-22%)
- Restricted depths (20-30 cm)
- Neutral, Non saline soils
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LMU 10 - Sand A-horizons depth (6-11 cm)
- Low level of organic carbon in topsoil (0.7-1.1)
- Poor capacity to store nutrient cations (ECEC <4.0)
- Restricted depths (<20 cm)
- Topsoils contain stones (5-7%)
LMU 11 - Sand A-horizons (10-15 cm) over sand
- Low level of organic carbon in topsoil (0.6-1.0%)
- Some subsoils slightly acidic (pH 4.7-5.3)
- Poor capacity to store nutrient cations (ECEC <2.3)
- Subsoils contain stones (1-7%)
- Non saline
The LMUs were derived from a parallel study of the Muresk Farm undertaken by
Warren et al. (2006), which used multivariate classification methods to define LMU
boundaries. In this work, the Land Management Unit is defined as “an area of land,
similar in terms of the physical characteristics and production capabilities that can be
managed uniformly”. Figure 5.9 illustrates one of the outputs from this research
where the Muresk Farm is aggregated into 11 different LMUs (see Table 5.5 for full
description).
The WA Wheat model is based on three broad soil type classifications: deep sandy
duplex, yellow deep sand and yellow sandy earth (see Table 5.6). It was therefore
necessary to reduce the 11 LMUs to the three which the WA Wheat model uses. This
was achieved using James Fisher’s expert knowledge2. Table 5.6 shows how the
LMUs from the Warren et al. (2006) study have been aggregated to relate directly
with the WA Wheat classification system.
2 Note: James Fisher was a research officer at Department of Food and Agriculture WA in Northam
where he was researching and developing activities to quantify the performance of agricultural
systems in response to environmental impact. It was outside the scope of this research to further
develop the WA Wheat model to account for eleven LMUs' soil characteristics.
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Table 5.6 Aggregated LMU (Fisher, personal communication)
LMU Type Soil Class Soil Attribute Description
LMU 10
LMU 11
deep sandy duplex Soil Group 403 (Schoknecht 2002)
Max rooting depth = 70 cm
PAWC (profile) = 154mm
PAWC (rooting depth) = 76mm
Root growth restrictions = clay at 40-50 cm; waterlogging
Others: 1.3 %OC (0-10 cm); pH 4.9 (0-10), 5.1 (10-20)
LMU 1
LMU 3
LMU 4
LMU 7
LMU 2
yellow deep sand Soil Group 446 (Schoknecht 2002)
Max rooting depth = 150 cm
PAWC (profile) = 137mm
PAWC (rooting depth) = 77mm
Root growth restrictions = nil
LMU 9
LMU 5
LMU 8
LMU 6
yellow sandy earth Soil Group 464 (Schoknecht 2002)
Max rooting depth = 230 cm
PAWC (profile) = 160mm
PAWC (rooting depth) = 145mm
Root growth restrictions = nil
Others: 0.083 %OC (0-10 cm); pH 4.9 (0-10), 5.1 (10-20)
Considering that the sizes of the land management units produced are mainly
undersized in contrast with the usual paddock sizes, a number of LMUs with an
analogous soil class are aggregated to form typical size paddocks with homogenous
soil classes (i.e. the three soil classes as stated in Table 5.6).
In this case, a total of six out of the 44 Muresk farm paddocks were chosen, where
the dominant LMU and associated soil class characteristics were identified for each
paddock (see Table 5.7). For example, Gully was formed by three different LMU
categories: LMU 3, LMU 4 and LMU 7 (Figure 5.10). Under the soil class utilised
by WA Wheat, all LMUs are categorised as the yellow deep sand soil class.
Therefore, Gully was selected and considered dominated by a homogenous yellow
deep sand soil. The rest of the paddocks were selected using a similar approach.
Table 5.7 illustrates the six paddocks chosen for this particular case study.
Table 5.7 Paddock summary information
Paddock PaddockName
Predominant LMU
Types Within the
Paddock
Soil Type SizeHa
Previous
Year Crop
Paddock 19 Gully LMU 3, LMU 4 andLMU 7 Yellow deep sand 21 Pasture
Paddock 21 Fine View LMU 5 and LMU 9 Yellow sandy earth 32 Pasture
Paddock 5 Jangelling LMU 11 Deep sandy duplex 40 Pasture
Paddock 1 Muresk-1 LMU 11 Deep sandy duplex 39 Wheat
Paddock 16 Airstrip LMU 3 and LMU 7 Yellow deep sand 12 Wheat
Paddock 12 Siding LMU 5 and LMU 6 Yellow sandy earth 23 Wheat
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Figure 5.10 The original Muresk paddocks overlay on the LMU defined by
Warren (2007)
5.3.2 Crop type
The crop types/varieties utilised in this thesis are based on the WA Wheat settings, as
well as Muresk historical data. At Muresk, a number of different crop types, namely
wheat, canola, lupins, barley, oats, clover and fodder, are sown on an annual basis.
The varieties of the crop types are as follows:
• Wheat: Calingari and Carnamah;
• Canola: 402 CL and Surpass 501;
• Barley: Stirling and Clippr;
• Lupins: Tanjil and Merritts.
Seed price and seeding rates were taken from Muresk Farm records (see Table 5.8).
Table 5.8 Summaries of different crop type and the average cost of seed
and seeding rates
Crop Type Variety Name Assigned PriceAU$/kg
Seeding Rate
kg/ha
Calingari 0.25 80Wheat Carnamah 0.47 80
402 CL 0.16 50Canola Surpass 501 0.16 50
Stirling 3.50 30Barley Clippr 3.50 42
Tanjil 0.60 100Lupins Merritts 0.13 80
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WA Wheat produces both yield (t/ha) and quality (protein) information. The protein
levels can be used to classify the wheat produced into quality classes (Table 5.9.)
Table 5.9 Crop quality parameters (refer to Table 2.4)
Production
ID
Quality
Classification Crop Type
Minimum
Protein
Maximum
Protein
1 APH Wheat 13% 100%
2 AH Wheat 11.5% 12.99%
3 APW Wheat 10% 100%
5 ASW Wheat 0% 100%
6 ASWN Wheat 9.5% 11.5%
12 Feed Wheat * Wheat 0% 100%
* As the threshold values are based on the protein level, feed weed will not be used due to the lack of definite
constraint.
5.3.3 Fertiliser and chemical spray
The Muresk Farm has routinely used a wide range of fertiliser types based on soil
nutrient levels and assessed plant needs. The WA Wheat model, however, only
accounts for the nitrogen fertiliser applied and assumes that all other nutrients are
applied at optimum levels. WA Wheat provides four types of nitrogen fertilising
options: No fertilising, 30 kg/ha, 50 kg/ha and 100 kg/ha. The WA Wheat data
enables fertiliser application at sowing time and four weeks later.
The impact of variable pesticide applications has not been incorporated into MOLup
calculations because the WA Wheat model does not include weed and pesticide
spraying in its land-use management options. However, the cost of spraying has been
included as part of the operating expenses of the farm. In the future, it is
recommended that models, which include spraying and its impact, will be able to be
integrated into MOLup.
5.4 Market
As described in Section 4.3.5, two methods for selling crop products are used in this
case study: spot cash market and forward contract. The spot cash market can be
estimated by using two methods: data driven and a hybrid method between data and
knowledge driven.
The data driven approach uses a set of historical data to estimate the possible spot
cash price. However, as noted in Section 4.3.5.1, such datasets need to be
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comprehensive enough to adequately represent the overall population; and recognise
that spot price data that is too old is usually not acceptable since most of the factors
that influenced the spot price at the time may no longer exist.
The hybrid data-knowledge driven method (Section 4.3.5.1.2) forecasts price based
on a simulation where the current spot price acts as the mean, and the variability is
derived from the user's subjective knowledge. Both of the proposed methods still
require further study and validation. However, this is outside the scope of this thesis.
Due to the unavailability of appropriate historical data, a synthetic data set is used
instead. Accordingly, a set of historical spot price data from 1989 to 2005 was
created based on weather condition during these years. These data were then used to
estimate the spot cash price of 2006.
For the second approach for estimating the spot cash price, MOLup uses the current
cash price of the crop. Generally, companies offer different prices at different points
in time (see Table 5.10 for sample). For this case study, MOLup uses the cash and
pool prices offered by the AWB and AgraCorp, which are provided by ProFarmer
Weekly updates (see Table 5.10). From the table it can be seen that from January to
September 2006, the prices did not fluctuate significantly. The steady movement of
the cash and pool prices can also be seen in Figure 5.11.
Figure 5.11 Cash and pool price charts prices of different crop products
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The contract price was assumed to be the pool prices offered by the AWB and
AgraCorp (Table 5.10).
Table 5.10 Cash and pool prices utilised for the case study
Date APH$
AH
$
APW
$
ASW
$
ASWN
$
AGP
$
Feed
$
Malt
$
Barley
Feed $
Canola
$
Lupins
$
09-Jan 228.5 205 191 176 191 171 158 207.5 176.5 340 165
13-Jan 228.5 205 191 176 191 171 158 207.5 176.5 340 165
19-Jan 225.5 202 188 173 188 168 158 207.5 176.5 340 165
27-Jan 225.5 202 188 173 188 168 158 207.5 176.5 340 165
03-Feb 227.5 204 190 173 192 168 158 207.5 176.5 340 165
10-Feb 227.5 204 190 173 192 168 158 207.5 176.5 340 165
23-Feb 229.5 206 192 173 194 168 158 207.5 176.5 340 165
23-Feb 229.5 206 192 173 194 168 158 207.5 176.5 340 165
02-Mar 226.5 203 189 170 191 165 158 207.5 176.5 340 165
09-Mar 226.5 203 189 170 191 165 158 207.5 176.5 340 165
16-Mar 226.5 203 189 170 191 165 158 207.5 176.5 340 165
23-Mar 226.5 203 189 170 191 165 158 207.5 176.5 340 165
30-Mar 226.5 203 189 170 191 165 158 207.5 176.5 340 165
06-Apr 226.5 203 189 170 191 165 158 207.5 176.5 340 165
13-Apr 226.5 203 189 170 191 165 158 207.5 176.5 340 165
20-Apr 226.5 203 189 170 191 165 158 207.5 176.5 340 165
27-Apr 226.5 203 189 170 191 165 163 207.5 176.5 340 165
04-May 226.5 203 189 170 191 165 163 207.5 176.5 340 165
11-May 223.5 200 186 167 195 162 160 207.5 176.5 340 165
18-May 223.5 200 186 167 195 162 160 207.5 176.5 340 165
25-May 225.5 202 188 169 200 164 160 207.5 176.5 340 165
01-Jun 225.5 202 188 169 200 164 160 207.5 176.5 340 165
08-Jun 225.5 202 188 169 200 164 160 207.5 176.5 340 165
15-Jun 225.5 202 188 169 200 164 160 207.5 176.5 340 165
22-Jun 225.5 202 188 169 200 164 160 207.5 176.5 340 165
29-Jun 225.5 202 188 169 200 164 160 207.5 176.5 340 165
06-Jul 225.5 202 188 169 200 164 160 207.5 176.5 340 165
13-Jul 225.5 202 188 169 200 164 160 207.5 176.5 340 165
20-Jul 225.5 202 188 169 200 164 160 207.5 176.5 340 165
27-Jul 225.5 202 188 169 200 164 160 207.5 176.5 337 175
03-Aug 225.5 202 188 169 200 164 160 207.5 176.5 337 175
10-Aug 225.5 202 188 169 200 164 160 207.5 176.5 337 175
17-Aug 225.5 202 188 169 200 164 160 207.5 176.5 337 175
24-Aug 225.5 202 188 169 200 164 160 207.5 176.5 337 175
31-Aug 225.5 202 188 169 200 164 160 207.5 176.5 337 175
07-Sep 225.5 202 188 169 200 164 160 207.5 176.5 337 175
21-Sep 230.5 207 190 171 205 166 162 207.5 176.5 337 175
28-Sep 230.5 207 190 171 205 166 162 207.5 176.5 337 175
It must be noted that the range of other crop parameters, such as delivery sites and
methods, additional charges (e.g. CBH charges) and warehousing, are simplified by
the assumption of pricing the crop at farm gate.
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5.5 MOLup as the Tool
MOLup has been developed to help obtain optimum whole-farm management
strategies which involve an interactive tactical decision-making process. Crucial
highly variable drivers, like weather and market information, influence the course of
management. The objectives for the 2006 growing season on the farm are to
maximise profit and minimise the negative environmental impacts that may result
from the production system selected.
While a model such as MOLup could be run daily; in this case study a smaller
number of discrete points have been chosen (Table 5.11). These are:
• At the beginning of the year (January) most aspects of the whole-farm
management system are unknown, with the exception of the history and
performance of the paddock which become the constraints for crop type and
input levels. During this time the farm manager develops a land-use plan and
budget for the year;
• At the end of March, the criterion ‘summer rain’ has been determined and the
sowing window is approaching. In this case, MOLup can be used to finalise the
plan for the coming season. However, since no farming activities have been
performed, the whole-farm management aspects are still open to consideration.
Although in practice normally only an exceptional circumstance that would lead
to a significant change in the plan;
• At the end of April, the sowing window has often opened and the break of the
season is imminent. This break generally takes place from mid May until late
June. During this period, decision-making usually involves time of sowing and
input levels;
• Later on in the sowing season (September), the sowing window has closed. At
this stage, MOLup can be used to determine paddock performance (outputs)
based on the weather conditions up to this point in time and the marketing
options for non-contracted crop (see Section 5.5.4).
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Table 5.11 Setting a scenario
January February March April
Start of the year
Heavy rain during the
month
End of summer season
The summer rain =
172.6mm
Unusual weather and
very dry
May June July August
End of early season
Total rain = 33.9mm
September October November December
By the middle of the
month, total annual
rainfall = 360mm
5.5.1 Results obtained for the January run
At the beginning of the year most aspects of the whole-farm management system for
the year ahead, except the paddock history and performance, are largely unknown. At
this point in time, the likelihood of occurrence of a specific seasonal type is a set of
conditional probabilities evaluated by using historical weather information (see Table
5.4-January). Based on conditional probability, a set of crop production and
environmental impact distributions are formed. The predicted distributions and
expected crop price, also based on the weather conditions, are all used to simulate the
most suitable whole-farm management options. In this case, the starting date is set at
1st January 2006, and the maximum number of paddock land-use management
options is set to five. In addition, the paddock history and soil characteristics are also
used to constrain the possible whole-farm option for each paddock (see Table 5.7 for
details of paddock history).
Based on the input parameters, MOLup calculated 15,625 whole-farm options with
only 27 optimal solutions (Figures 5.12 and 5.13). Figure 5.12 illustrates the set of
whole-farm management options provided by MOLup, while Figure 5.13 illustrates
only the most suitable set of whole-farm options selected by the Pareto Optimisation
approach. The 15,625 whole-farm options are formed by permutating the five
preselected land-use management options for each of the six paddocks considered.
These preselected land-use management options are shown in Figure 5.13.
Based on the observation-marginal value theorem (see Section 4.5.1), option
WLuM14817 was chosen. However, note that although WLuM14817 was selected as the
optimal solution based on the current condition, other options may came up with
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more diverse land-use options. Whilst a more diverse land-use will lower farm risk, it
may not achieve the highest return or lowest environmental impact. In addition, the
option determined is not an absolute choice, instead it is only an indication to aid the
farmer in their decision-making.
The following discussion is based on whole-farm option WLuM14817 which results in
the following set of land-use management outcomes (Figure 5.12):
• Gully sown to 402 CL (canola) around the 25th April 2006, with 50 percent of
the initial soil water content and fertilised with 100 kg/ha of nitrogen at sowing
time; and 30 kg/ha four weeks after the sowing date. This management option is
expected to produce around 60 tonnes of canola;
• Fine View sown to 402 CL (canola) around the 25th April 2006 when there is a
50 percent of initial soil water content with an application of 100 kg/ha of
nitrogen at sowing and with an expected yield of 64 tonnes of canola;
• Jangelling sown with Surpass 501 (canola) on the 25th April 2006, and fertilised
with 100 kg/ha of nitrogen at sowing and it is expected to produce around 148
tonnes of canola;
• Muresk-1 sown with Surpass 501 (canola) around the 25th April 2006, with 100
kg/ha of nitrogen at sowing and producing around 125 tonnes of canola;
• Airstrip sown with 402 CL (canola) when the initial soil water is 50 percent, with
100 kg/ha of nitrogen at around the 10th May 2006, followed by 50 kg/ha of
nitrogen four weeks later and producing 31 tonnes of canola;
• Siding sown with 402 CL (canola) on the 25th April 2006 with 100 kg/ha of
nitrogen, and 50 kg/ha four weeks later and producing 38 tonnes of canola.
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It needs to be acknowledged that the sowing date is only indicative. The actual
sowing can occur approximately one week before or after the given sowing date
(Fisher, personal communication), thereby allowing the farmer to manage spraying
and seeding equipment.
The expected profit for the selected option WLuM14817 shown in Figure 5.12 is
$109,502 and the aggregated environmental impact is estimated to be 13,190 units.
The risk and the uncertainty of the result (profit and environmental impact) can be
further observed in the objective histogram (Figure 5.14) and spread tables (Figure
5.15). The profit distribution indicates a fairly normal distribution with a slight skew
to the left, ranging from $6,916 up to $158,692. The result also shows that the mean
of this distribution is around $106,840 with variability (i.e. one standard deviation) of
$21,300. The 95 percent confidence interval of the profit ranges from $64,240 to
$149,440. Additionally, the environmental impact histogram shows that the
simulation result is not normally distributed, with most of the impact stable around
14,000 units. This high variability would normally be of concern and lead to a
reappraisal of the plan to spread the risk. In addition, the high variability is mainly
due to the possible volatile weather condition and predicting market prices.
Figure 5.14 Histogram of the selected whole-farm options objective functions:
profit versus environmental impact
Figure 5.15 The spread tables
The spread table on the left of Figure 5.15 shows the expected total gross income for
the canola produced using the management options associated with WLuM14817. The
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total gross income for canola production has the potential to reach $149,267 based on
a total estimated production of canola of 465 tonnes and the estimated spot market of
$320.84 per tonne (i.e. a total of $149,267 for 465.24 tonnes) with the estimated
price variability of $18.84 per tonne (Figure 5.15).
The spread table on the right (Figure 5.15) illustrates the environmental impact
indices caused by the application of the suggested land-use management option on a
paddock-by-paddock basis. The table shows that the land-use management
applications on paddocks Jangeling and Muresk-1 cause a higher total environmental
impact than the applications on the other paddocks (see Table 5.12). However, the
size of these paddocks is almost double the other paddocks and the impact per
hectares is approximately equivalent.
Table 5.12 Sample of environmental impact GWP results for different paddocks
Paddock PaddockName
Size
Ha
Total GWP for
the Whole Paddock GWP per ha
Fertiliser
Application
Paddock 19 Gully 21 897.79 42.75 100/30
Paddock 21 Fine View 32 1420.69 44.40 100/0
Paddock 5 Jangelling 40 1791.67 44.79 100/0
Paddock 1 Muresk-1 39 1749.11 44.85 100/0
Paddock 16 Airstrip 12 514.83 42.90 100/50
Paddock 12 Siding 23 1032.86 44.91 100/50
Figure 5.16 shows the Pareto Front for the MOLup result as a staggered front with
sudden changes in a number of places. A comparison between options WLuM14817
and WLuM14870, shows that option WLuM14817 dominates option WLuM14870, with
respect to environmental impact although they both generate approximately the same
production.
Additionally, both of the whole-farm options shown in Figure 5.17 are actually quite
similar. One of the differences is the land-use management to be applied in Siding,
where in option WLuM14817 402 CL canola is sown when there is enough initial soil
water content, while in option WLuM14870 the Siding is sown with Clippr Barley
when initial water availability is not optimal. Moreover, when Airstrip is sown with
no initial soil water it seems to cause a lower environmental impact than when there
is enough soil water. This suggests that nutrients are more effectively captured by the
crop and not leached from the soil. In addition, application of fertiliser four weeks
 195
after sowing as adopted in Muresk-1 (WLuM14870) costs production, and decreases the
amount of environmental impact. This again suggests more effective uptake of
nutrients.
Figure 5.16 A close look at the Pareto Optimal for whole-farm management
solutions provided for 01 January 2006
(a) WLuM14870 (a) WLuM14817
Figure 5.17 Paddock LuM settings for whole-farm management
options WLuM14870 and WLuM14817
Furthermore, a comparison between whole-farm options WLuM14833 and WLuM14873,
as indicated in Figure 5.16, shows that both options cause a similar amount of
environmental impact, yet option WLuM14873 gives a higher profit. Figure 5.18
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illustrates the paddock management plans for WLuM14833 and WLuM14873. It shows
that both options have a similar whole-farm plan; however, although options
WLuM14833 would apply less fertiliser in Muresk-1, the total expenses are higher than
for option WLuM14873. This may be caused by additional treatments like spraying,
which occur randomly due to its uncertain occurrence.
(a) WLuM14833 (b) WLuM14873
Figure 5.18 Paddock LuM settings for whole-farm management
options WLuM14833 and WLuM14873
While MOLup provides an indicative plan, the weather patterns for the forthcoming
season are yet to show their hand and the model is rerun at the end of March.
From this result, canola seems to be a dominating crop type in most WLuM options
(shown in Figures 5.12 and 5.13). Generally, canola is a profitable crop when it is
produced well. However, there are a number of different factors influencing the
success of canola production: crop rotation, market price, yield production and its
quality. This is mainly because MOLup has not put a physical crop rotation
restriction as a constraint in determining the most satisficing WLuM options.
5.5.2 Results obtained for the processes performed in March - planning stage
At the end of March, the summer period has concluded and the sowing window is
approaching. At this point in time, any farm manager will be preparing and planning
for the break of season. In doing so, purchases of seeds, fertiliser, chemicals and
many other inputs must now be made.
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As the summer rain has concluded reaching 172.6mm, this information is then used
as a constraint in predicting the future season type; hence, the conditional probability
of each season type can be predetermined. Since it was known that the summer rain
is above the threshold value of 45.59mm, MOLup filters out half of the season types
from consideration (see Table 5.13). At present, the rest of the season types are all
likely to occur. Nevertheless, based on the historical data it is known that one season
is more likely to occur than others (Table 5.13). The calculated conditional
probability is then used to predict the possible crop production and environmental
impact distribution sets, which in turn are used to simulate the optimum set of whole-
farm options at 31st March 2006.
Table 5.13 Conditional probability when the summer rain is known
Total Rainfall (mm)Season
Type Summer Early Season Annual
Total Years
Occur
Conditional
Probability
1 <=45.59 <=84.77 <=444.61 22 0.00
2 <=45.59 <=84.77 >444.61 12 0.00
3 <=45.59 >84.77 <=444.61 12 0.00
4 <=45.59 >84.77 >444.61 11 0.00
5 >45.59 <=84.77 <=444.61 8 0.28
6 >45.59 <=84.77 >444.61 7 0.24
7 >45.59 >84.77 <=444.61 2 0.07
8 >45.59 >84.77 >444.61 12 0.41
From the constraints and data given, MOLup simulated 15,625 whole-farm options
with 22 of them being considered optimal solutions (Figure 5.19). Figure 5.21 shows
that the Pareto Front is quite flat but changes significantly at two points: WLuM7701
and WLuM7700.
The detail of the land-use management options for each paddock is shown in Figure
5.20. canola again predominates as the land-use choice based on a forecasted high
price for canola. However, this is based on an assumption that the initial soil water
content during the sowing date is 50 percent (Figure 5.20).
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Figure 5.21 A close look at the Pareto Optimal for whole-farm
management options for 31st March 2006
It needs to be noted that these pre-selected land-use management options were
chosen as optimum solutions for each individual paddock by using a heuristic
method based on unknown weather conditions. Since the initial soil water content is
one of the aspects of paddock land-use management, it is assumed to be adaptable.
However, from time to time, initial soil water content is a limiting factor in farming
activities. For example, if the break of season occurs very late, canola tends to be
dropped as an option. In this case, MOLup can be used to run a number of scenarios
where water is the limiting factor.
At this point in time, although the break of season has not yet occurred, seeds and
fertilisers must be purchased. The observation is made that when water is not a
limiting factor, canola seems to be the optimum choice. However, weather is an
unpredictable element, and it is therefore unsafe to assume good weather conditions
and enough rain to support the production. The possibility of bad weather conditions
must be considered.
It is easy to think of scenarios such as “what-if” the break of season is very late,
without enough initial soil water content in the first one and half months of the
sowing window to reach the 50 percent threshold. In this case, crop production may
be estimated based on a specific weather condition scenario, where it is assumed that
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the year is categorised within a season scenario where the year is started with a very
wet summer but is followed by a very dry early season.
Table 5.14 The subjective assumption that the year has a wet summer
but dry early season period
RainfallSeason Type Summer Early Season Annual Subjective
1 (dry all year round) <=45.59 <=84.77 <=444.61 Impossible
2 <=45.59 <=84.77 >444.61 Impossible
3 <=45.59 >84.77 <=444.61 Impossible
4 (dry summer, wet annually) <=45.59 >84.77 >444.61 Impossible
5 (wet summer, dry annually) >45.59 <=84.77 <=444.61 Likely to occur
6 >45.59 <=84.77 >444.61 Likely to occur
7 >45.59 >84.77 <=444.61 Impossible
8 (wet all year round) >45.59 >84.77 >444.61 Impossible
In this case, the estimated crop production is based on the consideration that the early
season period is going to be dry (see Table 5.14). In addition, as part of the
assumption within the MOLup evaluation processes the initial soil water content
during the early season is restricted to “None” (Figure 5.22).
Figure 5.22 Restricting the initial soil water at different sowing date
Based on the constraint set on the initial soil water content at different sowing dates,
MOLup offered 15,625 whole-farm options with only 10 optimal solutions (Figure
5.23). These results are based on the permutation of five paddock management
options pre-selected for the six individual paddocks. This scenario has produced a
change from canola to wheat in paddocks Gully and Siding.
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The changes in the pre-selected paddock land-use management solution cause a
transformation of the Pareto Front solution, as well as the range of profit and
environmental impact that the whole-farm may obtain (see Figure 5.25). Figure 5.25
shows when water is not a limiting factor, a number of whole-farm management
options have the potential to obtain an expected profit of around $114,000. However,
when water is a limiting factor the maximum profit diminishes to around $70,000,
while the environmental impact caused does not change significantly.
Figure 5.25 A close look at the Pareto Optimal for whole-farm management options
at 31st March 2006, when water is the limiting factor (magenta) until 15th June 2006
and when water is not the limiting factor (blue)
In addition, the alterations cause a key change in the sowing date spread. When water
is not a limiting factor, the sowing dates concentrate around the opening of the
sowing window (25th April 2006), but if it is assumed that there will be a dry early
season, the sowing date spreads from 25th April to 5th June.
5.5.3 Results obtained for the processes performed from April to July - during the
sowing window
The analysis now moves to the beginning of the sowing window (end of April) and
the seed required for the chosen management option has been purchased. Although
the break of the season has not arrived, some of the paddocks need to be sown early.
Since the seed has been purchased, individual paddocks are constrained to the type of
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crop to be sown. Because the amount of fertiliser has not been set yet, MOLup can be
used to determine the best fertiliser strategy.
The first paddocks to be sown are Gully, Jangelling and Airstrip, with wheat
(Carnamah) on 30th April, canola (Surpass 501) on 7th of May and canola (402 CL)
on 5th of May (respectively) as previously planned. Based on the settings, MOLup is
then used to determine the amount of fertiliser needed at sowing time.
Figure 5.26 The total rainfall from 26th April - 31st May
for the last 86 years (1920-2005)
In this case, the crop production distribution utilised is based on the weather
conditions recorded up to the end of April, which shows limited rain. However, since
the criterion early season rain has not yet concluded, experience and historical data
are both required to subjectively assert the likelihood of the occurrence of a season
type. As at 25th April, the total rain for the early season period has reached 20.9mm.
Since the average early season rain is 84.77mm, the total rain from 26th of April 2006
until 31st May of 2006 needs to be 63.87mm. Based on the historical data, 39 out of
89 years fit the criteria where the total rain from 26th April until the end of May is
higher than 63.87mm (Figure 5.26). Subsequently, the likelihood of the season type
occurrence is set based on observations and historical data (see Table 5.15).
The subjective information provided by the farm manager is further used to predict
the crop production and environmental impact distribution as at the end of April (i.e.
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25th April 2006). These distributions will then be used to simulate the optimum
solution based on the conditions prevailing on 25th April 2006.
Based on the constraints, MOLup produced 15,625 whole-farm options where 21 of
them are potential optimal solutions (see Figure 5.27). Figures 5.30 and 5.31
illustrate the five pre-selected most promising alternatives for individual paddocks.
As the sowing dates and crop type for Gully, Jangelling and Airstrip have been set,
the pre-selected land-use management for these paddocks has been constrained based
on the sowing dates and crop type.
Table 5.15 The subjective assumption of the likelihood occurrence of
a season type as at the end of April
Rainfall
Season Type Summer EarlySeason Annual
Subjective
1 (dry all year round) <=45.59 <=84.77 <=444.61 Impossible
2 <=45.59 <=84.77 >444.61 Impossible
3 <=45.59 >84.77 <=444.61 Impossible
4 (dry summer, wet annually) <=45.59 >84.77 >444.61 Impossible
5 (wet summer, dry annually) >45.59 <=84.77 <=444.61 Likely to occur
6 >45.59 <=84.77 >444.61 Likely to occur
7 >45.59 >84.77 <=444.61 Neither nor likely to happen
8 (wet all year round) >45.59 >84.77 >444.61 Neither nor likely to happen
Although the rainfall was limited up to the end of April, there is a possibility that it
would improve during May. Nevertheless, the decision is made that, at sowing time,
Gully is to be fertilised with 30 kg/ha, Jangelling with 50 kg/ha and Airstrip with 50
kg/ha of nitrogen (see Table 5.16). These conservative quantities limit financial loss
in the advent of poor rainfall.
Table 5.16 Crop variety decision for different paddocks
Paddock PaddockName
Size
Ha Sown Crop Type Sowing Date
Fertilising
(Sowing)
Paddock 19 Gully 21 Wheat Carnamah 30 April 2006 30 kg/ha
Paddock 5 Jangelling 40 Canola Surpass 501 07 May 2006 50 kg/ha
Paddock 16 Airstrip 12 Canola 402 CL 05 May 2006 50 kg/ha
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(a) Gully
(b) Jangelling
(c) Airstrip
Figure 5.29 Preselected LuMs for Gully, Jangelling and Airstrip on 25th April 2006
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(a) Fine View
(b) Muresk-1
(a) Siding
Figure 5.30 Preselected LuMs for Fine View, Muresk-1 and Siding
on 25th April 2006
Four weeks later (at the end of May), the early season period has concluded and the
break of the season has not arrived. Early season rainfall has only reached 33.6mm,
which is significantly below the average early season rainfall of 84.77mm.
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As the time has come to sow Fine View, Muresk-1 and Siding, the amount of
fertiliser to be applied onto these paddocks during the sowing time needs to be
evaluated. The most suitable post sowing (four week) fertilising options for Gully,
Jangelling and Airstrip also need to be determined. MOLup is run to evaluate the
most suitable fertiliser options for individual paddocks. There is a limited amount of
rain up to the end of May; however, the historical rainfall data shows that there is
still some possibility that the average annual rainfall will be met in June.
Additionally, since the necessary seed has been purchased at the beginning of the
year, the decision is made to proceed with the sowing plan formed back in March.
Because the early season has concluded and the accumulated rain for the early season
period has reached only 33.6mm; the criterion “early season rainfall” has filtered out
the likelihood of season type seven and eight (see Table 5.17). As a result, the
conditional probabilities of season type five and six are increasing. The newly
formed likelihood value for different season types are then used to predict the
potential crop production and environmental impact distribution. This distribution set
is then input into MOLup to evaluate the most suitable fertiliser options for
individual paddocks. In this case, the process is dated 28th May 2006 and the number
limitation of preselected land-use management options is extended to ten.
Table 5.17 The conditional probability of the seasonal type based on the accumulated
rain during summer and early season period of 2006
Total Rainfall (mm)Season
Type Summer Early Season Annual
Total Years
Occur
Conditional
Probability
1 <=45.59 <=84.77 <=444.61 22 0.00
2 <=45.59 <=84.77 >444.61 12 0.00
3 <=45.59 >84.77 <=444.61 12 0.00
4 <=45.59 >84.77 >444.61 11 0.00
5 >45.59 <=84.77 <=444.61 8 0.53
6 >45.59 <=84.77 >444.61 7 0.47
7 >45.59 >84.77 <=444.61 2 0.00
8 >45.59 >84.77 >444.61 12 0.00
Based on these constraints, MOLup produced 486 whole-farm options with nine of
them being potential optimal solutions (see Figure 5.32). Figures 5.31 and 5.33
illustrate all the pre-selected alternatives for each individual paddock. Figure 5.31
shows that the sowing date, crop type and first fertilising option for paddocks Gully,
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Jangelling and Airstrip are static. This is due to the constraints imposed by the
management actions already taken.
(a) Gully
(b) Jangelling
(a) Airstrip
Figure 5.31 Preselected LuMs for Gully, Jangelling and Airstrip paddocks
at 28th May 2006
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(a) Fine View
(b) Muresk-1
(c) Siding
Figure 5.33 Preselected LuMs for Fine View, Muresk-1 and Siding paddocks
at 28th May 2006
Based on the preselected option provided by MOLup (Figure 5.31), the following
observations can be made regarding the fertilising options for paddocks Gully,
Jangelling and Siding, in particular the post sowing (four weeks) applications:
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• Gully: Options where no additional fertiliser is applied have a higher level of
production and cause lower environmental impact compared to those options,
which apply the fertiliser (Figure 5.31a);
• Jangelling: No additional fertiliser should be applied;
• Airstrip: The result shows that applying 30 kg/ha of nitrogen during the fourth
week after sowing is the best solution and offers the highest potential production
and causes similar levels of environmental impact as other options.
Furthermore, MOLup has provided information for decisions to be made on the
paddocks Fine View, Muresk-1 and Siding (Figure 5.33). These include:
• Fine View - From all nine pre-selected options (Figure 5.33a), four seem to be
superior in terms of their production and lead to no marginal increase in
environmental impact: LuM82102, LuM82114, LuM82174 and LuM82246. However,
based on the estimated gross margin, option LuM82102 is superior to the others.
Hence, option LuM82102 was chosen which recommends an application of 30
kg/ha of nitrogen at sowing (Table 5.18);
• Muresk-1 - Ten land-use management options have been pre-selected for this
paddock. Option LuM81916 appears superior to the others in terms of production
and estimated gross margin, and has a marginal effect on environmental impact.
This option involves applying 50 kg/ha of nitrogen at sowing
(Table 5.18);
• Siding - Two alternatives have been pre-selected (Figure 5.33c), and both options
indicate that no fertiliser is required at sowing. However, an application of 30 or
50 kg/ha of nitrogen should be applied four weeks after sowing.
Table 5.18 Decision on farming activities at the end of May 2006
Paddock PaddockName
Size
Ha Sown Crop Type
Sowing
Date
Fertilising
(Sowing)
Fertilising
(4 Weeks)
Paddock 19 Gully 21 Wheat Carnamah 30 April 30 kg/ha 0 kg/ha
Paddock 5 Jangelling 40 Canola Surpass 501 07 May 50 kg/ha 0 kg/ha
Paddock 16 Airstrip 12 Canola 402 CL 05 May 50 kg/ha 30 kg/ha
Paddock 21 Fine View 32 Canola 402 CL 28 May 30 kg/ha -
Paddock 1 Muresk -1 39 Canola Surpass 501 05 June 50 kg/ha -
Paddock 12 Siding 23 Barley Clippr 07 June 0 kg/ha -
At the end of June rainfall is still low. At this point, a decision on the annual rainfall
probability is required by the farm manager. Based on the rainfall to date, a number
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of season types have been categorised as “impossible” and only two possibilities,
season types, five and six, are left. June turns out to be very dry with rainfall of
10.3mm (on 28th June). The most likely season type is narrowed down to type five
(see Table 5.19). The model is run again based on this knowledge.
Table 5.19 Subjective assumptions of the likelihood of occurrence of seasonal types
at the end of June (28th June 2006)
Rainfall
Season Type Summer EarlySeason Annual
Subjective
1 (dry all year round) <=45.59 <=84.77 <=444.61 Impossible
2 <=45.59 <=84.77 >444.61 Impossible
3 <=45.59 >84.77 <=444.61 Impossible
4 (dry summer, wet annually) <=45.59 >84.77 >444.61 Impossible
5 (wet summer, dry annually) >45.59 <=84.77 <=444.61 Likely to occur
6 >45.59 <=84.77 >444.61 Neither likely nor unlikely
to happen
7 >45.59 >84.77 <=444.61 Impossible
8 (wet all year round) >45.59 >84.77 >444.61 Impossible
Based on the predicted crop production, environmental impact distributions and the
constraints imposed by the management actions already taken, MOLup is used to
evaluate the second fertiliser option for Fine View, Muresk-1 and Siding. Eight
whole-farm management options are simulated and three of these are Pareto Optimal
solutions.
As all essential farming activities for Gully, Jangelling and Airstrip have been
performed (see Table 5.18 for details), each of these paddocks has been constrained
to the implemented land-use option. There are a number of different preselected
land-use management options for Fine View, Muresk-1 and Siding (Figure 5.34). The
preselected paddock land-use management options are:
• Fine View: For this paddock two management options have been offered. From
the graph in Figure 5.34a it can be seen that LuM82102, is superior to LuM82114.
This is based on gross margin and environmental impact. Accordingly, the
conclusion is drawn that option LuM82102 is the most appropriate for Fine View,
and 30 kg/ha of nitrogen should be applied four weeks after sowing (Table 5.20);
• Muresk-1: Two options have been suggested for this paddock: LuM82792 and
LuM82904. Figure 5.34b shows that none of the options are superior to the other.
Option LuM82792 seems to be able to offer a higher gross margin while LuM82904
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causes less environmental impact. Option LuM82792 is chosen based on the
prospect that weather is unlikely to improve and additional fertiliser would be
unwise. Subsequently, 30 kg/ha of nitrogen will be applied to Muresk-1 four
weeks after sowing (see Table 5.20);
• Siding: For this paddock, two options have been pre-selected, LuM52900 and
LuM52912. Based on the gross margin results, it can be seen that both options are
not able to cover the overhead cost of the application. Furthermore, the graph in
Figure 5.34c shows that neither of the options is superior. In this case it is unwise
to apply unnecessary fertiliser. Therefore, only 30 kg/ha of nitrogen should be
applied to the paddock four weeks after sowing (see Table 5.20). Another
possibility is to consider applying no fertiliser thereby saving costs.
Table 5.20 Farming activities decision at the end of June 2006
Paddock PaddockName
Size
Ha Sown Crop Type
Sowing
Date
Fertilising
(Sowing)
Fertilising
(4 Weeks)
Paddock 19 Gully 21 Wheat Carnamah 30 April 30 kg/ha 0 kg/ha
Paddock 5 Jangelling 40 Canola Surpass 501 07 May 50 kg/ha 0 kg/ha
Paddock 16 Airstrip 12 Canola 402 CL 05 May 50 kg/ha 30 kg/ha
Paddock 21 Fine View 32 Canola 402 CL 28 May 30 kg/ha 30 kg/ha
Paddock 1 Muresk -1 39 Canola Surpass 501 05 June 50 kg/ha 30 kg/ha
Paddock 12 Siding 23 Barley Clippr 07 June 0 kg/ha 30 kg/ha
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(a) Fine View
(b) Muresk-1
(c) Siding
Figure 5.34 Preselected LuMs for Fine View, Muresk-1 and Siding on 28th June 2006
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5.5.4 Post sowing window (July to September)
At this point all farming operations are complete but there is still the need to
calculate final potential crop production and the environmental impact distribution.
Total annual rain to the middle of September (i.e. 14th September) has only reached
360mm, which is 84.61mm below average. On average, the total rain from the
middle of September up to the end of the year is 64.63mm. In addition, over the last
86 years only on 20 occasions the total rainfall from 15th September - 31st December
surpassed 84.61mm (Figure 5.35). This indicates a small chance that the total rain
from the 15th September until the end of the year will reach 84.61mm. Consequently,
season type five becomes the most probable occurrence (Table 5.21).
Figure 5.35 The total rainfall from the 15th September - 31st December
for the last 86 years (1920-2005)
Table 5.21 The subjective assumptions of the likelihood of occurrence of the
seasonal type at 14th September 2006
Rainfall
Season Type Summer EarlySeason Annual
Subjective
1 (dry all year round) <=45.59 <=84.77 <=444.61 Impossible
2 <=45.59 <=84.77 >444.61 Impossible
3 <=45.59 >84.77 <=444.61 Impossible
4 (dry summer, wet annually) <=45.59 >84.77 >444.61 Impossible
5 (wet summer, dry annually) >45.59 <=84.77 <=444.61 Very likely to occur
6 >45.59 <=84.77 >444.61 Very unlikely to happen
7 >45.59 >84.77 <=444.61 Impossible
8 (wet all year round) >45.59 >84.77 >444.61 Impossible
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The model is run using season type five to predict crop production, environmental
impact, as well as the simulated spot cash price (see Figure 5.36). The result, shown
in Figure 5.37, suggests a potential profit of approximately $38,282 causing around
13,483 units of environmental impact.
(a) Simulated spot cash prices (b) Edited expected spot prices
Figure 5.36 Spot price of different crop products
A comparison of the simulated spot price with the actual prices offered (see Table
5.10), as well as the movement of the cash market (Figure 5.11), indicates that the
spot price simulated by MOLup is unrealistic. The estimated spot price must be
edited based on actual experience, which is used to simulate a new set of crop price
distributions. See Figure 5.36(a) and (b) for a comparison of spot price values.
The result is only one whole-farm management option, shown Figure 5.37 and 5.38
for simulated and edited spot cash prices, respectively. Based on both results (Figure
5.37 and 5.38), which are derived from two different estimated spot cash prices, it
can be seen that there is a reduction of $10,452 (≈30%) in profit, whereas there is
only slight change in the environmental impact. Using edited spot cash prices, the
potential profit from selected paddocks is approximately $27,830, causing
approximately 13,468 units of aggregated environmental impact.
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5.6 Chapter Summary
In this chapter, a case study employing the MOLup program developed in this
research, is presented and discussed. The case study is performed on the Muresk
farm, near Northam, Western Australia, and is based on actual 2006 rainfall data.
Eighty-six years (1920 - 2005) of historical rainfall data were used to forecast the
most probable weather conditions, which in turn predicted the crop production for
the season.
For this case study, the crop simulator WA Wheat (based on Beverley data) was used
to represent Northam crop production. Beverley was chosen as a validated model as
Northam was not available. The environmental impact values were evaluated using
the Grains Environmental Data Tool (GEDT) simulator.
In this case study, MOLup was used at different points of time during the year at
which farming decisions are traditionally made: the early season (January), the pre-
sowing planning (March), the sowing window (April until July), and the post sowing
window (July until September). At each decision point, the model provides updated
management recommendations, which seem plausible given the characteristics of the
evolving season. It should be noted that the 2006 crop season was not a typical and
therefore excellent test-bed for the model.
Figure 5.39 provides a summary of the changes in recommendations produced by
MOLup through the case study period. The model has clearly reacted appropriately to
the changing seasonal (weather and market) conditions. At the start of the year all
season types are valid, but as the year progresses and the growing season weather
reveals itself, the possible season type reduces to types five and six.
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The major impact of note is in the gross margin produced from the paddock. In
January the optimum plan was anticipated to return $109,502, but this drops to
$38,282 (↓65%) in the last runs of the model. Of interest is that the environmental
impact changes only slightly and rises slightly from 13,190 units at the start of the
planning process to 13,485 units (↑2.18%) at the end. This is due to the impact of
diverse farm management decisions - especially the application of fertiliser - which,
once made, cannot be reversed.
It is noticeable that the delayed break of season due to inadequate rainfall has
impacted the sowing date, crop grown and fertiliser strategy. The crop choice for this
case study seems to be dominated by canola. However, this may be caused by the
limited number of crop rotations imposed on each paddock. It could also be caused
by the fact that canola tends to be sown early in the season. As the year progresses, it
can be seen that although canola still dominates, wheat and barley were also chosen
as one of the best options for two different paddocks.
In addition, the lack of the variation in the chosen crops could also be because the
current MOLup prototype has not been developed to incorporate physical crop
rotation restrictions (see Section 4.3.1 and 4.3.4) in determining the most satisficing
WLuM options.
It also needs to be acknowledged that changes to the threshold of the maximum
number of LuM options would highly likely change the WLuM options offered by
MOLup. For the case study of this thesis, the maximum number of paddock LuM
options is restricted to ten. The options chosen provide the most optimum land-use
planning (based on gross margin) per paddock. Due to the technology constraint
when the case study was performed, it was necessary to curb the exponential growth
of options in whole-farm land-use planning.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS
This research aimed to develop a prototype Land-use Decision Support System
(LUDSS) that will aid the tactical farm management decision making process made
by wheat-sheep farm managers. Current land-use decision making models do not
provide a simultaneous picture of both the financial and the environmental impacts
of farm management decisions. They also, in many cases, fail to capture the tactical
decisions that are required during the crop growing period.
Land-use (farm) planning is a highly dynamic process. A land-use plan could be
optimum at one point in time, but may not be at another point in time further into the
implementation of the plan. This is due to the changes in the variables driving the
decision-making process including external drivers, such as weather, markets, pests
and diseases, as well as the interaction of these with the management actions taken to
date such as the timing, type and date of application of fertiliser.
A LUDSS model needs to be able to capture the complex decision-making process
such that tactical decisions can be made as the crop growing season develops and
reveals itself in terms of the key drivers and their interaction with management
decisions already made. The model should allow decision makers to explore multiple
competing objectives in their search for the most satisficing land-use and
management option on land management units. Furthermore, the developed model
needs to be user-friendly and easy to navigate.
A homogenous land management unit (LMU) is crucial to successfully determining
the most satisficing land-use management option. Warren (2007), in a parallel project
to this research, developed a series of homogenous land management units (LMUs)
by utilising airborne multi-spectral techniques, landform and field data. These LMUs
were then used in the case study for this research to case study the LUDSS developed
in this research.
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6.1 Problem Description and Research Objectives
Farm planning is a very complex and challenging activity. Farm managers are
required to make strategic and tactical decisions, which are influenced by a number
of ever-changing external (to the business) factors. These factors can singularly, or in
combination with the farm’s biophysical environment, cause marked changes in
production and environmental outcomes. Whole-farm decision-making occurs in this
dynamic environment, when managers are required to develop and implement land-
use plans for their properties at least annually. They are also required to monitor the
implementation of their strategic plans. Once developed (usually in the period from
the previous harvest up to the current seeding period), such plans do not remain static
and will be continually updated based on changes in the production and market
environment. This can be conceptualised as a narrowing cone (Figure 6.1).
Figure 6.1 Foot print of the changes that happen during the year
Typically, at the beginning of the planning year, uncertainty is very high due to the
lack of knowledge on significant drivers, such as weather and markets. In effect,
farmers have a large range of possible land-use and production options. As the year
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progresses, the increased confidence in information about weather and the market
reduces the possible decision-making space. Coupled with this, as the planning
period progresses, decisions have been made (e.g. which crop to sow), which further
constrain decisions about the subsequent management and marketing of that crop.
The following specific objectives were identified for this research to develop a
suitable LUDSS model to support tactical farm decision-making:
• Modeling of decision objectives: This aspect of the research requires identifying
factors important in farm management, identifying the problem objective, and
developing a decision-making model, which incorporates a trade-off between the
two major competing objectives of maximising production and financial returns,
while ensuring the environmental sustainability of the farm system to be adopted;
• Developing a basic LUDSS model: This aspect of the research initially required a
review of the different optimisation techniques and identifying those suitable for
the LUDSS model;
• Incorporating risk and uncertainty: Analysis and modeling of risk and uncertainty
by assessing different risk analysis techniques and incorporating them into the
optimisation model;
• Flexible user interface: Building a user interface to allow the model to be used by
a wide audience ranging from extension officers to farmers.
This research has investigated the development of an innovative approach for an
effective Land Use Decision Support System (LUDSS) based on the research
objective listed above. Sections 6.2 and 6.3 outline the research outcomes. These
research outcomes have led to a hypothesis, and formed a set of recommendations
for further development in future research (Section 6.4).
6.2 Research Outcomes
6.2.1 Capturing the decision-making environment
An important aspect of farm management is to identify the farm manager’s business
objectives. It was determined early in the research that the decision-making model
needs to incorporate multiple objectives rather than a single objective focused on
profit maximisation alone. Analysis of the decision making environment found that
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the most important objectives in whole-farm planning are to maximise the production
and financial returns, whilst at the same time ensuring the environmental
sustainability of the farm system. Both objectives directly address the long term
sustainability of the business. It is recognised that there is a wide range of other
family, lifestyle and status objectives. These have been excluded from this research
as they are non-commensurate but could be added in the future.
There are a wide range of approaches available for multiple-objective decision-
making models. The two major approaches are Multiple Objective Decision-Making
(MODM) and Multiple Attribute Decision-Making (MADM). The MODM approach
explores the large continuous solution space, in order to find the optimum, or “most
satisficing”, solutions. On the other hand, the MADM approach usually has a discrete
decision space, in which a set of alternatives and a set of attributes have been pre-
specified prior to the commencement of the decision-making procedure. Based on
the nature of this research, the search area for the problem objective is a non-discrete
solution space. Analysis of the decision making space concluded that the problem
was best analysed as a MODM instead of a MADM problem.
The literature review found that there are four suitable MODM approaches. These
varied according to the type of preference information and the time when the
preferences were articulated by the decision-maker: never, prior (á Priori),
progressively or after (á Posteriori) the solution is generated. The Never articulate
was deemed to be unfit due to its inability to incorporate crucial preference
information supplied by the decision-maker. The á Priori articulation was discounted
because it tends to simplify the multiple criteria problem into a scalar vector and
eliminate the dynamic judgemental environment experienced by the decision. The
Progressive approach was thought to be unsuitable due to its iterative nature. The á
Posteriori articulation approach was judged to be superior since it allows decision-
makers to have the freedom to assert their preference where and when they decide.
The prototype model developed consists of two stages: searching the solution space
and subsequently selecting the most satisficing solution(s). Two major search
methods have been used: the exhaustive and the evolutionary search methods. The
Exhaustive Search method has proved a reliable method to ensure that all possible
suitable solutions are searched prior to the selection of the optimum solution. On the
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other hand, the evolutionary search method, Evolutionary Algorithm, is a non-
systematic search method that does not explore the problem space completely. It is
attractive because a search will reach its “optimum” solution faster and requires less
computer processing ability.
Two methods are used to perform the selection of the most satisficing solution: the
Pareto Optimisation and the Visualisation approach. The Pareto Optimisation is used
to find the most satisficing management options by identifying superior solutions
among inferior solutions based on the problem objective. In this case, superior
solutions are the whole-farm management option (WLuM) solutions that are not
dominated by any other solution based on the set of objectives: Profit (Pt) and
Reversed Environmental Impact (EI). Visualisation approaches are carried out by
designing the output visualisation in a manner that aids the decision-maker to select
their solution without placing too many constraints on them. Further elaboration can
be found in Section 6.2.4.
6.2.2 Developing a LUDSS model
This research reviewed different optimisation techniques and identified suitable
optimisation methods for the LUDSS model. Sections 2.4, 2.5, 2.6 and 2.8.1 describe
the process of determining the most appropriate decision-making approach for the
defined problem.
The initial focus of this research was on developing an Evolutionary Algorithm (EA)
approach such as Genetic Algorithm (GA), as a possible search engine. An EA is a
non-systematic search method. Generally, these methods do not explore the problem
space completely which means a typical EA model is capable of reaching its
“optimum” solution faster and requires less computer processing. However, it was
found that EA model has a number drawbacks:
• EA models are not always able to identify optimal trade-offs, instead they
identify a “good approximation” since the basic concept of EA models is to
compare any solution discovered to previously identified solutions;
• A typical EA model uses a threshold or condition as the criterion to stop the
search. The model will stop searching after a threshold or condition is reached,
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such as when a number of search iterations has been reached. Therefore, the
“best” solution obtained by the model is not always the optimal solution;
• An EA model requires parameter setting for every different case, for example the
number of search iterations allowed. This means that the solution for one case is
usually highly influenced by the initial parameter settings. A trivial change to the
value of an initial parameter can lead to a significantly different solution.
Generally, a suitable parameter can be determined by trial and error, but this
process requires a highly-trained user. Self-adaptive approaches have been
invented to overcome these problems, but there are still many factors that need to
be resolved and developed.
The drawback of the EA model stated above were significant enough to cease further
development of the model in this research. The research was then refocused on
exhaustive search techniques, which attempt to ensure that all possible suitable
solutions are searched prior to the selection of the optimum solution. The main
drawback of the exhaustive search techniques is that they consume a massive amount
of computer memory space and time. Although it can be argued that with advances in
computer technology this weakness is becoming less crucial, it was however, a
limiting factor in this research.
6.2.3 Analysis and modelling of risk and uncertainty
The farm decision-making environment is one in which there are high levels of risk
and uncertainty. Therefore it is crucial for an effective LUDSS model to incorporate
risk and uncertainty element.
Monte Carlo is a well-known knowledge-based stochastic simulation approach.
Unlike the other methods investigated, Monte Carlo analysis is not restricted to
linear, monotonic or continuous events. It is also capable of analysing a system based
on a range of possible scenarios. In addition, the approach is able to incorporate the
expert subjective knowledge that the farmer is able to bring to the decision space.
Therefore, Monte Carlo analysis was used in this research to model risk and
uncertainty.
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6.2.4 Building a user interface
The MOLup model was developed based on the conceptual model presented in
Chapter 4 using Visual Basic 6 (Microsoft 2003) and ESRI MapObjects (ESRI
1999). Graphical User Interface (GUI) technology was used to allow a seamless
interface between the user and the model. An easy-to-use user interface, including
items such as dialog boxes, was developed to allow the user to easily use the
application. MOLup’s GUI provides a number of menus that allow the user to edit,
view, set and analyse data, and to run MOLup processes. It allows the user to:
• Establish the initial settings for the farm, such as location, number of paddocks,
crop history, commodity market information, soil attributes, fertiliser and
pesticide properties, farming activities, simulation date and parameter settings;
• Connect to all of the MOLup market, fertiliser and pesticide, weather and crop
production databases;
• View and update the settings and dataset utilised by MOLup in its simulation
process;
• Perform the forecasting of crop production based on the weather conditions;
• Run the MOLup simulation processes.
The output from the model is presented as scatter plots, histograms, text and a map
(see Section 4.6.3 and Chapter 5). This output allows the user to select the most
satisficing solution from all possible optimum solutions based on the user’s
preferences and circumstances. Figure 6.2 shows us one such output. In this case, it
is used to present pre-selected land-use management options for a specific paddock
including the profit as well as the environmental impact value for each of the
investigated options. This allows the user the chance to visualise a number of options
and select a preferred one for that paddock.
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Figure 6.2 Pre-selected land-use management options for Gully
6.3 MOLup as a Tool
MOLup is a prototype model developed to help obtain optimum whole-farm
management strategies involving an interactive tactical decision-making process. The
prototype mimics the way in which a farm manager and/or a consultant would search
for optimal solutions at a paddock-by-paddock and whole-farm level. It incorporates
the elements that influence the decision-making process at different times of the year.
It also takes into account the risk and uncertainty associated with the key drivers of
farm production, like weather and market information, which influence the course of
management strategies. The model maximises profit and minimises the negative
environmental impacts that may result from the production system selected.
MOLup can run at any point in time to determine possible optimum solutions for any
provided scenario. The prototype is developed in such as way that it is able to freely
incorporate different scenarios, such as weather, market, crop choice, paddock
history and management actions within season. This allows the user to run MOLup
with many different possible scenarios and obtain the potential optimum whole-farm
management strategies accordingly. This ability is a crucial feature as it provides
flexibility to the farm manager in their decision making when an unexpected event
has occurred. It also allows them to explore possibilities on their farm earlier on in
the sowing year.
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It needs to be acknowledged that a full validation with a real world farming system is
outside the scope of this thesis. This is firstly due to the fact that some of the yield
production data utilised in the case study were calibrated data, not directly simulated
data. WA Wheat is the crop production simulator utilised for the case study. This
simulator only provides wheat yield as an output. Subsequently, canola, lupins and
barley production values are all derived from a calibration of WA Wheat data.
However, the calibration does not directly derive quality parameters in the same way.
This means that for these three crops quality is based on assumption only. Secondly,
appropriate historical price data which is used as part of the input to estimate the spot
cash price of 2006, is unavailable. For these reasons, a validation with a real world
situation would be inappropriate. `
6.4 Recommendation for Future Work
This research has developed a prototype model of whole-farm land-use decision-
making. It is a prototype model and as such needs further development that was
outside the scope of this research.
It is hypothesised that a more comprehensive Land Use Decision Support System
(LUDSS) can be realised if the model is improved in three major areas. These major
areas of further development that have been identified and should become a focus for
future research are:
• Input data improvement;
• Model enhancement;
• Hardware requirement.
6.4.1 Input data improvement
As stated in the summary of Chapter 5, one of the major shortcomings of the model
presented here was the lack of a suitable crop production simulation model.
Currently, MOLup uses WA Wheat as the crop production simulator. WA Wheat is a
wheat production database which uses the Agricultural Production System Simulator
(APSIM) to produce Western Australian wheat production in response to a factorial
construction of agronomic options for 102 years (Fisher et al. 2001b).
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Although WA Wheat is a superior crop simulator, it only provides wheat yield as an
output. Consequently canola, lupins and barley production values are all derived
from calibrations of WA Wheat data. A more generalised simulator such as APSIM,
would enable a wider range of crops to be directly simulated and provide a more
reliable input to the MOLup model.
In addition, in an ideal situation the selling price of yield production is correlated to
the quality of the yield production itself. However, for this research, it was
impractical to calibrate the quality of the crop based on the data provided by WA
Wheat. WA Wheat simulates wheat yield production and its protein level. Since
simulator models were not available for the other crops of interest, it was impossible
to directly derive quality parameters in the same way. Therefore only one quality is
assumed for the rest of the other crops of interest.
The success of MOLup in determining the most satisficing whole-farm management
options depends on the accurate market information. Due to constraints on time and
resources with this project, a set of historical spot price data from 1989 to 2005 was
generated based on weather conditions during these years. The generated dataset was
then used to estimate the spot cash price of 2006. For a more accurate and
comprehensive result, it would be profoundly useful if real world market data were
used as part of the MOLup input data for the case study.
6.4.2 Model enhancement
There are a number of improvements which relate to more explicitly capturing the
real farm management decision-making framework. These include the addition of
routines that explicitly incorporate crop rotations; more detailed constraints on
available capital, labour and machinery; the incorporation of livestock options; and
enhancing the crop marketing component of the model to allow dynamic explanation
of the full range of marketing options over the cropping year.
In Section 4.3.1 it was noted that MOLup does not explicitly incorporate a dynamic
crop rotation capability. Instead, it only takes into account the crop rotation
incorporated in the crop production simulator, WA Wheat. This is a major
shortcoming and may have caused the lack of variation in the crops selected in the
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case study result (see Section 5.6). Two options are proposed for future
enhancement:
• Incorporate specific crop rotation constraints in the MOLup model;
• As discussed above, develop crop simulator models that explicitly incorporate the
flow forward (negative and positive) impacts of rotation decisions.
The second option would be the preferred route for future research as it captures the
dynamic nature of the rotation decision.
The current prototype assumes that any machinery, labour and capital required is
available and does not impose any constraint to the decisions on land-use and tactical
management. Whilst this is an acceptable assumption on many WA Wheatbelt farms,
it is not always realistic with labour and machinery allocation at crucial decision
points such as seeding and harvest. This could be rectified by the inclusion of a
detailed database on the farm’s machinery and labour position and the capabilities
for each to provide services to explicit land-use operations. The database would then
be linked to explicit constraints on labour and machinery. The inclusion of capital
constraints would require the development of a constrained working capital module
with at least monthly time steps.
Livestock has not been included in the current version of the model. Whilst this
reflects the trend for WA Wheatbelt farmers to exclude livestock from their
production systems because of decreasing returns, the model would be further
enhanced by the inclusion of sheep enterprise options. The inclusion of livestock to a
crop farm helps spread the risk and also provides an additional income, as well as a
fertility transfer option. Ideally the sheep component should be a simulation model
that allows a range of production options to be explored; for example wethers,
breeding ewes, feed-lotting, etc.
The current model has been developed to explore tactical decision making within the
growing season. A possible enhancement would be to expand the model into a
multiple period whole-farm planning model. A multiple period whole-farm planning
model would provide a better understanding on how decisions made in the current
season might impact on farm sustainability in the future. This was beyond the scope
of the current research and would require a substantial restructuring of the existing
 237
model. Nevertheless, it is recommended that MOLup could be extended to handle
multiple period whole-farm planning by utilising a “multi-stage” optimisation
approach such as Dynamic Programming (DP). In this case, each sowing season of
the whole-farm planning process is a sub-problem of the overall (multi-period)
whole-farm planning. The sub-problems are then solved successively and thereby
form a sequence of decisions which leads to an optimal solution of the problem.
MOLup assists the decision maker to obtain the most satisficing whole-farm
management solution based on two different marketing options. The marketing of
crops has become more complex especially since the removal of the single desk for
wheat marketing in Australia. The number of marketing options has increased in
range and complexity. Market alternatives can be categorised into three categories:
cash contracts, derivative based products (futures and options contracts, commodity
swaps, basis contracts), and pools. Currently, MOLup incorporates two of the
numerous marketing alternatives: spot marketing (post-harvest) and forward
contracting (pre-harvest). While the spot cash market is suitable when the price is
favourable and at levels anticipated in the marketing plan, forward contracting is
only suitable when the storage is tight and crop production is high and the market
price reaches the managers target level. With a volatile market, the two marketing
alternatives incorporated in MOLup are not always suitable to all situations,
especially when there is a need to trade and change within the season as market
conditions and the production scenarios change. The enhancement to the model
would require an integration of more advanced and diverse marketing options (e.g.
cash sale, forward contract, hedging with futures or options, commodity swaps, basis
contracts, harvest and contract pools, and many others) depending on the grower’s
requirements.
One of the main advantages of MOLup is its flexibility in expanding the objective. In
most farm planning circumstances, risk is one of the most important factors to be
considered by farm manager. Therefore, it is proposed that the model is enhanced by
incorporating additional objectives and frontiers such as the second moment of profit
and environmental impact distributions.
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Moreover, although Evolutionary Algorithm (EA) based methods have their
drawbacks, EA is not an inferior search algorithm. EA based methods are capable to
search and determine an “optimum” solution in much less time than exhaustive
search based methods. Moreover, EA models do not need to consider
convexity/concavity and continuity of the decision problem. For this reason, EA
based model such as TuGAs (Tabu Search-Genetic Algorithm Search) could be
incorporated as a search option for the prototype. Nevertheless, this kind of model
needs to be used with caution. Utilising an EA model to determine the optimum
solution of a problem may require a number of trials to determine the best search
parameters for each particular case study. Consequently, MOLup may need to be run
by an expert. Moreover, EA search models do not guarantee that optimal trade-offs
are found, since they only try to discover a good approximation.
6.4.3 Hardware requirement
The MOLup model is a combinatorial optimisation problem which utilises the
Exhaustive Search method to identify a solution. A typical farm planning decision-
making process involves a huge number of potential activities and subsequent
impacts. Each of these activities is comprised of a number of different choices, while
the formation of the management recommendation for a paddock is done by
permutating the choice given by each aspect within the management options. As
such, the potential number of activities grows exponentially with each additional
option. Any model will therefore be a compromise on reality. The current model
attempts to not compromise on reality. Therefore it requires a high powered
computer. The ongoing improvement in computer hardware technology and method
(such as cloud computing and grid computing) means MOLup can easily be run on
most personal computers. Moreover, this also means that a larger number of choices
for each aspect within the management can be incorporated within MOLup.
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