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By using Polya’s and de Bruijn’s theorems of enumeration, we prove riome 
generalizations of Wilson’s, Fermat’s and Euler’s theorems in number theory. We 
also present an algorithm for Polya’s and de Bruijn’s theorems. By using the 
properties of the algorithm, we interpret the meanings of the integers 
(l/p)((p - I)! + 1) and ( I/p)(aP - a) where p is a prime and a is a positive integer. 
1. INTRODUCTION 
In many elementary number theory books, one can find the following 
theorems: 
WILSON’S THEOREM. If p is a prime, then 
(p- l)! E-1 modp. (1) 
FERMAT’S THEOREM. If p is a prime and p does not divide a, then 
aP-l = -1 mod p, (2) 
or ifp is a prime, then, for every integer a, 
ap E a modp. (3) 
EULER’S THEOREM. If a and n are relatively prime, then 
am’“’ = 1 - mod n 
where 4 is the Euler’s phi-function. 
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GAUSS’ THEOREM. If n is a positive integer, then 
2 W) = n* (5) 
Here, we shall prove some generalizations of (I), (3) and (4). Our proofs 
depend on the de Bruijn’s theorem which is a generalization of the Polya’s 
theorem of enumeration. Our method leads to another proof for (5). Gauss’ 
theorem. 
It seems natural to ask the meanings of the integers (l/p)((p - l)! + 1) in 
(1) and (l/p)(a” - a) in (3). We shall present an algorithm for obtaining the 
equivalence classes of functions counted in de Bruijn’s theorem, i.e., to 
determine which functions belong to the same equivalence class. By using the 
properties of the algorithm, we interpret the meanings of the integers 
(l/p)((p - l)! + 1) in (1) and of the integers (l/p)(aP -a) in (3). 
2. THEOREMS OF P~LYA AND DE BRUIJN 
Let G be a permutation group acting on a set D = (1,2,..., n). Since every 
permutation can be uniquely written as a product of disjoint cycles, the cycle 
index of G, which is also called the Polya polynomial of G, is defined as the 
following polynomial in Q[x, , x *,..., x,,] where Q is the field of rational 
numbers, and xixj = xjxi for i, j = 1, 2 ,..., n: 
where 1 G / is the order of G and bi is the number of cycles of length i in the 
disjoint cycle decomposition of u for i= 1, 2...., n. For instance, let 
K, = (1, (12)(34), (13)(24), (14)(23)} be the transitive Klein 4-group acting 
on { 1, 2, 3,4}. Then 
PKl(X,, x2, x3. x4) = $(xi + 3x;). 
Also, let K, = { 1, (12), (34), (12)(34)} be the intransitive Klein 4-group 
acting on { 1,2,3,4}. Then 
Now we state de Bruijn’s theorems (see Theorems 5.4, 5.2 and 5.3 in [ 5 1, 
and see 161): 
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THEOREM d 1. Let RD be the set of all functions from a finite set D into 
a jkite set R, G be a permutation group acting on D, H be a permutation 
group acting on R, and a relation N be defined on RD such that f N g if and 
only if there exist a o E G and a t E H with f (od) = tg(d) for every d E D. 
(This relation is an equivalence relation. Consequently, RD is partitioned into 
disjoint equivalence classes, {F}, where each F is called a pattern.) Then the 
number of patterns is 
PG ( 
a a a 
F' Z/ a.7, '*'. -1 
PH(eZ,+2?+i,+.,.,e2(;2+-4+~6+...),e3(L1t-6+Z~+.'.l,...) 
(6) 
evaluated at z, = z2 = zj ... = 0. 
When H is the identity group acting on R, (6) is one of the forms of 
Polya’s theorem 15, 151. The finite sets D and R which we consider here are 
always non-empty. Thus, the number of patterns in Theorem dl is a positive 
integer, i.e., (6) is a positive integer. 
THEOREM d2. Let D, R, G, H and the relation m be the same as in 
Theorem dl. Then the number of patterns of all one-to-one functions of D 
into R is the positive integer 
p, -aa 
i 
a 
az, ’ az, ’ a~, ‘- 1 
P,(1 + z,, 1 + 2z,, 1 + 32, ,...) (7) 
THEOREM d3. Let R = D = { 1, 2,.... n} and G, H and the relation m be 
the same as in Theorem dl. Then the number of patterns of all one-to-one 
functions of D onto R is the positive integer 
a c 
p, - -f- -!- 
( a~,’ az2’ az3’“’ 1 
P,,(ZI,2Z~'3Z3,...) 
evaluated at z, = z2 = zj = “. = 0. 
The positive integer (8) is equal to 
P” ( 
a a a 
F' aZ,' az, '**. -1 
P&,’ 2z2,3z, . ...) 
(8) 
(9) 
evaluated at z, = z2 = z3 = . v. = 0. 
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EXAMPLE 1. Let D={1,2} and R=(l,2,3}. Then R” contains 
JRDI = 3* = 9 functions, v.e., RD = (fi; i = 1, 2 ,..., 9}, where 
Let G = {c, = 1, u2 = (12)) and H= {r, = 1, r2 = (23)} be the permutation 
groups acting on D and R, respectively. Then 
P&x, 5 x2) = gx: + 4, 
and 
P,(x, 5 x* > x3) = gx: + x, 4. 
(a) Theorem dl says that the number of equivalence classes in RD 
relative to G and H is 
(b) The set of all one-to-one functions in RD is (f,,f,.f,,f,,f,,f,}. 
Theorem d2 says that the number of equivalence classes of one-to-one 
functions in RD relative to G and H is 
3. GENERALIZATIONS 
There are many applications of Polya’s and de Bruijn’s theorems, for 
instance see [2,3,5,7,8, 11, 12, 15-171. Here we shall apply these theorems 
to number theory. 
Our following Theorem l(a) is not much a generalization; one may 
consider it as another proof of Wilson’s theorem. 
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THEOREM 1. (a) Let p be a prime and m be any positive integer. Then 
(mp- l)(mp-2)... ((m- l)p+ 1)--l mod p. (11) 
(b) Let n be any positive integer. Then 
n’d-‘) ($- I)!=0 modn. (12) 
Proof. (a) We shall apply Theorem d2 to prove (1 I ). Let 
Ds {1,2 ,...) p}, R = (1, 2 ,...) mpi, C, = ((12 ... p)) be the cyclic permutation 
group of order p generated by (12 ... p) acting on 11, and 
cm, = ((12 . . . mp)) be the cyclic permutation group of order mp generated 
by (12 ... mp) acting on R. We know that the cycle index of C, is 
Cd,” 4(d) G’d (see p. 36 in (121). By using Theorem d2, we have 
1 L ( c+Q(P)-$- p azy P 1 $((I +zlYp+$(p)(l +pzp)m+r) 1 (13) :,=:Z= ..zo 
where r is the sum of the terms in the cycle index Pcmp(z,, z~,..., z,!,) which 
involves neither z, nor zp. Thus, (13) is equal to 
& [(mp>(w - 1 )(w - 2) a.. W -P + 1) + Q(p))’ mpl 
=~[(mp-1)(mp-2)~~~(mp-p+1)+(p-1)’] 
=-!-l(mp-l)(mp-2)...((m-l)p+l)+l]+(p--2). 
Since (13) is a positive integer, 
+[(mp-l)(mp-2).+.((m--l)p+l)+l] 
is an integer, i.e., 
(mp- l)(mp-22)... ((m- l)p+ 1)=-l modp. 
(b) We shall apply Theorem d3 to prove (12). Let D = R = 
{ 1, L..., n), C, = ((12 ... n)) be the cyclic permutation group of order n 
generated by (12 . . . n) acting on both D and R. Again, since the cycle index 
of C, is Cdln 4(d) xzld, by Theorem d3, 
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z: #(d)(dZd)n’d 
din 
= f (’ (4(d))’ dnld 
din 
= + x (#(,))2d((‘-1) 
din 
&l)!) 
is a positive integer. Hence, 
mod n. 
EXAMPLE 2. Let p = 5 and m = 4. Then our Theorem l(a) says that 
19 . 18 . 17 . 16 + 1 is divisible by 5, in fact. 
+(19. 18. 17. 16f l)=f(93,025)= 18,605. 
In this case, (13) is 
[ ( f -$+4-& 1 1 &(l)(l +z,)20+@)(1 +2z,)1°+qq4)(1 + 42,)” 
+ #(5)(1 + 5z,)4 + #(lO)(l + 1oz,o)2 + #(20)(1 + 2022,)) 
=&-(20. 19.18. 17.16+4.4.4.5) 
=+(19. 18. 17. 16+1)+3=18,608. 
EXAMPLE 3. Let n = 12. Then our Theorem 3(b) says that the number 
MW2 * 1 l1 * ll! + @(2))2 * 25 . 5! + (#(3))2 . 33 . 3! + @(4))2 . 4? ’ 2! 
+ (#(6))2 . 6* . l! + (#(12))2 . 12’ . O! = 39,921, 108 
is divided by 12. In fact, the quotient is 3,326. 759. 
Now we show that each of (11) and (12) is a generalization of Wilson’s 
theorem. For m = 1, (11) is 
(p- l)(p-2) ... 1 Z-1 mod p. 
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In (12), if n = p is a prime, then we have 
(4(l))* * (1”-‘) * (p - l)! + (d(p))’ .po ’ O! EE 0 
i.e., 
mod P, 
(p-1)!+(p-11)*-o mod P, 
and 
follows. 
(p - I)! E -1 mod p 
THEOREM 2. Let n and a be positive integers. Then 
1 #(d) anId E 0 
din 
mod n. (14) 
Proof. We shall apply Theorem dl to prove (14). Let D = ( 1. 2,..., n}, 
R=(l,2 ,..., a}, C,,=((12... n)) acting on D, and H be the identity group 
acting on R. Then, by using Theorem dl and the cycle index of C,,: 
(ea(zftz2t’..) )I = i (\‘ $(d) an’d (15) :,::*=...zo din 
is a positive integer, i.e., 
x‘ 4(d) anId E 0 
d7 
mod n. 
Now we show that if n =p is a prime in (14), then we can obtain Fermat’s 
theorem. For n =p, (14) means that 
+ (#( 1) ap + 4(p) a) = + (a” - a) + u 
is a positive integer. Hence, for any positive integer a, 
ap s a mod p 
holds. It follows that, for any integer a, we have ap = a modp which is (3). 
Also, if a and p are relatively prime, then ap-’ = 1 modp which is (2). 
We show that Gauss’ theorem is also a consequence of Theorem 2. In 
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Theorem 2, let a = 1, i.e., R = { 11. Then (14) says that (I/n) Cd,” #(d) is a 
positive integer. Since 1 R 1 = 1, / RD 1 = 1. It follows that 
1 - n d;n 4(d)= 1, 
i.e.. 
din 
which is (5). 
Gauss’ theorem may be used to prove many formulas. One of them is the 
following which we shall be using and which is well known. 
$(Pk>=Pk-‘(P- 1) (16) 
where p is a prime and k is a positive integer. The proof goes as follows: 
Clearly, it holds for k = 1. Assume that it holds for all positive integers less 
than k. By Gauss’ theorem, p =4(l) + C(p) and pkp’ = Cf:d #(pi). Then 
pk = (4(l) + #(p))(C::d q5(p’)). On the other hand, by Gauss’s theorem, 
Pk = c;=, #(Pi). Hence, by inductive hypothesis, 4(Pk) = 
cc:A’ #(Pi)) 4(P) = (1 + (P - 1) (bkP’ - I)/@ - l)))#(p) = P”?(P) = 
pyp - 1). 
The following is a generalization of Euler’s theorem, and the proof is 
somewhat similar to the one on p. 65 in [ 131. 
THEOREM 3. Let n = pT1 p:’ . .. pi1 be the factorization of the number n 
into prime factors and a be an integer. Then 
.I/ ,Lqa@‘“’ - 1) E 0 mod n. (17) 
In order to prove Theorem 3, we need the following: 
LEMMA 1. Let a and k be positive integers and p be a prime. Then 
aPk-’ (amcPk’ - 1) s () modph. 
Proof. Let G be the elementary abelian permutation p-group of order pk 
acting on pk points. (We may consider G as the regular representation of the 
product of k copies of the cyclic abstract group of order p.) Since every non- 
identity element of G is of order p, the cycle index of G is 
&y’+(pk- 1)x;-). 
THEOREMS OF WILSON. FERMAT AND EULER 103 
Let D =pk, IRI = a, G act on D and H be the identity permutation group 
acting on R. Then by using Theorem dl, 
1 k LC T gr+(P”-1) 
a&’ 
I ) n(z,+zzt...) a‘? -’ (e 1 1 z,=z2 ...= 0 
is a positive integer. Hence, 
apk --apk-l - = 0 mod pk, 
or 
&’ 
(a 
pkppk-l 
- l)EO mod pk. 
By using (16), we have 
&’ 
(a 
m(pk) 
- l)EO mod pk. 
The proof of Theorem 3 goes as follows: Let 
4i = $(P:‘> #(P:‘) ... 4(P;i-:) $G$, #(PL+,+f) *** #(P?) 
n 
where #(p”i) means that the term #(pfi) is deleted from the product. Thus, 
for i = 1, 2 ,..., t, 
4(n) = fI #(p”i) E $bi. $qp”i), 
i= I 
where the theorem of 4(n) being multiplicative is used (e.g., see p. 53 in 
1131). 
Similarly, let 
/-A 
Ai = aPfLm’aP:2m’ . . . aPr~i’-‘aPr’~‘aP:I:” . . . aPflm’, 
n 
where a&’ means that the term upi “-I is deleted from the product. Thus, for 
i = 1, 2 ,... , t. 
By Lemma 1, we have, for i = 1, 2 ,..., t, 
(18) 
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Multiplying A i to (18), we have 
&,pr’-’ (,rn(PFL l)=O mod py. (19) 
By using the identity b”’ - 1 = ((6”)‘-’ + (b’)‘- * + . . . + bs + l)(bs _ I), 
(19) implies 
i.e., 
/+pqi- 
(a 
@(PI) - 1)rO mod pfl. (20) 
Since n =p:lp:z . . . pfl and since p, ,p2 ,..., pt are distinct and since (20) 
holds for i = 1, 2 ,..., t, we have 
for any positive integer a, and (17) follows. 
Clearly, Euler’s theorem is a special case of Theorem 3, i.e., if a and n are 
relatively prime, then n dividing 
implies n dividing a@‘“’ - 1, i.e., 
(p(n) -1-o mod n. 
Remark. On p. 243 in [ 191, Redei’s theorem states that for any natural 
number n > 1 and every integer a we have 
(.f-O(fll 
(a @h) - 1) E 0 mod n. (21) 
Clearly, Redei’s theorem is a generalization of Euler’s theorem. However, 
for n = n:=,pfi, 
n-$+2)= hp:i- (fIPy)(ltl (Pi- 1)) 
i=l i=* i=l 
= (fJpfi~l)(/~\Pi- (1’1 (Pi-l)))> ?pY” 
i: 1 i- I 
Hence, (17) is an improvement of (2 1). There are other generalizations of 
Euler’s theorem (e.g., see [9, 141). 
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For example, for n = 6 = 2.3 and a = 4, Eqs. (17) and (21) are, respec- 
tively, 
42’-‘+3’-‘(42 - 1) = 4*(4* - 1) = 0 mod 6 
and 
46742 - 1) = 44(42 - 1) EE 0 mod 6. 
4. AN ALGORITHM 
We shall present a procedure for obtaining the equivalence classes of 
functions counted in de Bruijn’s theorem, i.e., to determine which functions 
belong to the same equivalence class. Roughly, our algorithm does not use 
the cycle indices of permutation groups; it only depends on the idea of the 
incidence matrix of a function and the permutation groups. Let 
D = ( 1, 2,..., n}, R = ( 1, 2 ,..., t) andfE RD. Then the incidence matrix off is 
a n x t matrix af = (aii) with aiJu, = 1 for i = 1, 2,..., n, and all other entries 
0. For instance, if D = { 1,2, 3}, R = (1, 2) and ff5 RD such that -f(l) = 2, 
f(2) = 2 andf(3) = 1, then 
0 1 
A,=0 1. 
t i 1 0 
Let G and H be permutation groups acting on D and R, respectively. For 
convenience, we shall call the relation defined on RD in Theorem dl the 
G-H-relation, i.e., f and g are said to be G-H-related if and only if there 
exist a u E G and a r E H such thatf(ad) = rg(d) for every d E D. Since it is 
an equivalence relation, RD is partitioned into disjoint classes each of which 
is called a G-H-class. Let I be the set of incidence matrices of RD, i.e., 
I = (A/;fE RD}, G* be the n x n permutation matrix group corresponding 
to G, and H* be the t x t permutation matrix group corresponding to H. 
Thus, G* 2 G and H* z H. Two matrices A and B in I are said to be 
G*-H*-related if and only if there exist a P E G* and a Q E H* such that 
PAQ-’ = B. Clearly, this relation is an equivalence relation called G*-H*- 
relation, and I is partitioned into disjoint equivalence classes each of which 
is called a G*-H*-class. 
THEOREM 4. Let rl: R” -+ I be de$ned by v(f) = A, where A, = (aij) with 
'if(i) = 1 for i = 1, 2,..., n and all other entries 0. Then q is a bijective map 
which preserves the G-H-relation in RD and the G*-H*-relation in I. 
ProoJ Clearly, q is well defined. Let v(f) = A, = A = (aij) and v(g) = 
106 CHONG-YUN CHAO 
B, = (6,). If A = B, then aiJci, = bi,g(i) for i = 1, 2 ,..., n, i.e., f = g. Hence, q 
is injective. Since lRDl = II/= t”, q is bijective. 
Now we show that q preserves the relations. Let f and g belong to the 
same G-H-class, i.e., there exist a u E G and a r E H such that fu = rg, 
q(f) =A = (aii) and q(g) = B = (b,) with u,,~(~) = 1 and bi,,,i, = 1 for 
i = 1, 2,..., n and all other entries 0. Then 6,,, ,t,oi, = 1 for i = 1. 2 ,..., II, and 
all other entries 0. 
Let P = (pij) and Q = (qij) be the permutation matrices corresponding to u 
and r, respectively. By using the properties of permutation matrices, we have 
(p/IQ-‘), = 1’ \’ 
I- PIsasrqjr =PiuaUr4jt~ = a,,. = aui.T,i 
r s 
(22) 
for all i = 1, 2 ,..., n and j = 1, 2 ,..., t with ai = u and ?j= U. But since all 
arri,rj = 0 except aoi.f(oij = 1 for i = 1, 2 ,..., n, rj =f(ai), i.e., j = r-‘f(ai) and 
(PAQ-‘)i,rm,f(oi) = 1 for i = 1, 2,..., n and all other entries 0. Hence, 
PAQ-’ = B, and A and B belong to the same G*-H*-class. 
Conversely, if A and B belong to I and belong to the same G*-H*-class, 
then there exist a P E G* and a Q E H* such that PAQ-’ = B. Since r is 
bijective, q - ’ exists, say q-‘A =f and r-‘B =g. Since (PAQ-‘),=a,,., 
by (21), all (PAP-‘), are 0, except a,i,J,(oij = 1 for i= 1, 2 ,..., n. i.e., 
z-j=f (ui) or j= s~‘f (ui). Also, all the entries of B = (b,) are 0, except 
bi,g(i) = 1 for i = 1, 2 ,..., n. Since (PAQ-‘)ij = (B)ij for i = 1, 2 ,..., n and 
j = 1, 2,..., t, r-‘f(h) =g(i) for i = 1, 2 ,..., n, i.e., r-‘fu =g, and f and g 
belong to the same G-H-class. 
From Theorem 4, we know that for each f E R”, there exists a unique 
v(f) = A,= A = (aij) in I with ai,fcij = 1 for i = 1, 2,..., n, and all other 
entries 0. Now for every u E G and every r E H, a, ,i,r~,~~i~ = 1 for 
i = 1, 2,..., n and all other entries 0 determine a matrix, B, in 1. Let P = (P,~) 
and Q = (qij) be the permutation matrices corresponding to u and r, respec- 
tively. Then PAQ-’ = B, and A and B are G*-H*-related. Also, from 
Theorem 4, for each B E I, there exists a unique q-‘(B) = g in R”, and f and 
g are G-H-related. Consequently, we have the following algorithm for 
obtaining all equivalence classes relative to the given G and H, i.e., for deter- 
mining which functions in the same G-H-related equivalence class:. 
Step 1. Select any f E RD, and write 
a l,f(l, = az,ft2, = ... = an,fln) = 1. 
Step 2. For every u E G and every r E H, compute 
a ol,rf(l) = ao2.rf(2) = ... = a,n,7f(n) = 1. 
Each computation determines a function in RD, and the equivalence class 
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containing f consists of these functions. (Note that since u goes through G 
and r goes through H, in Step 2 it is the same as computing 
a,- ll,T-lf(l) = ao-12.T-lf(2) = ... = ao-ln.r-lf(nl = 1.1 
Step 3. Select a function in RD which is not a member of the 
equivalence class obained in Step 2. Repeat Steps 1 and 2. Continue the 
process until every function in RD appears in an equivalence class. (Since 
1 RD 1 is finite, it takes only a finite number of repeats.) 
Let fE RD and C(f) = {(a, r) E G x H; t-‘fc~ =f). C(f) is called 
the centralizer of f in G x H. C(f) is a subgroup of G x H. because 
for all (0,, r,), (c2, zJ E C(f), fil 0;’ = z,fo; I = 5, t; ‘f implies 
(a,,t~)(a,,T,>~‘=(u,u;‘,Z*5;1)E C(f). 
THEOREM 5. Let f E RD and f be the equivalence class relative to G and 
H containingf. Then the cardinality off; IJ‘I, is equal to the index of C(f) in 
the product group G x H. Hence, 1 fl divides I G I I HI. 
ProoJ We partition G x H into disjoint right cosets of C(f), i.e., 
G x H = C(f )(al, ~1) U C(f )(a,, 4 U ... U C(f )(a,, rd. 
We claim that the elements in the same right coset of C(f) transform f 
alike. Let (u, s)(ui, zi) and (u’, r’)(ui, ri) be any two elements in C(f)(u,, ti). 
Then r;‘(r-‘fu) ui = t,:‘fui, and z,:‘(T’-‘fu’)ui = 7;‘fui for i = 1, L,..., k. 
We also claim that the elements in different cosets transformfdifferently. 
Let (a, ~)(a~, ti) E C(f )(a,, ti) and (u’, r’)(uj, rj) E C(f)(uj, sj), i #j and 
i,j= 1, 2 ,..., k. Suppose that r;‘(7-‘fi)ui=rJ’(1.‘~‘fu’)uj. Then 
5;‘fui = s,:‘jbj, i.e., f = sizjlfuju;‘. Consequently, (ajar’, ~~5;‘) E C(f) 
and (uj, rj) E C(f)(ui, ri), i.e., C(f )(uj, rj) c C(f )(a,, zi). Since the right 
cosets are disjoint, this is a contradiction. Hence, the cardinality ofTis equal 
to the number of right cosets of C(f) in G X H, i.e., IfI is equal to the index 
of C(f) in G x H. It follows that I fl divides I G x HI = (G I I HI. 
EXAMPLE 4. Let D=(1,2}. R=(l,2,3}, G={u,=l,u~!=(12)} 
acting on D and H = {r, = 1, t2 = (23)) acting on R. Then from our 
Example 1, we know that RD consists of nine functions; see (lo), and the 
number of equivalence classes relative to G and H in RD is four. Now we 
shall use our algorithm to find these four equivalence classes. 
Step 1. Selectf, in RD, and write a,’ = a2, = 1. 
Step 2. Applying (u,, 5’) = (1, I>, (u,, sz) = (1, (23)), (u2, r,) = ((12), 1) 
and (a,, r2)= ((12), (23)) to subscripts of a,, and a,, in a,, =a2, = 1, we 
have, respectively, 
a,, = a2, = 1, aI, =a*,= 1, a,, =a,, = 1 and a,, =a,, == 1. 
Since they are all the same. 7, = (f, }. 
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Step 3. (i) Repeat Step 1 by selecting fi in R”. and write 
a12 = az2 = 1. Repeating Step 2, we have 
a ,2=azz=1, ~i~=a~~=l, azZ=a,,=l and a,,=a,,=l. 
Hence, & = i.6 4 1. 
(ii) Repeating Step 1 by selecting f, in R”, and write a,, = azz = 1. 
Repeating Step 2, we have 
a ,,=a,,=l, a,,=a,,=l, a2,=a,2=1 and a2,=a,,=1. 
Hence, f, = L/i ,.A & & 1. 
(iii) Repeating Step 1 by selecting f, in R”, and write a,, = aI3 = 1. 
Repeating Step 2, we have 
a,,=az,= 1, a,j=a22= 1, a2? = aI3 = 1 and a?3 = a,, = 1. 
Hence, f, = If, J,}, and 
From Example l(b), we know that there are two equivalence classes of 
one-to-one functions relative to G and H, i.e., (f, ,f,, f6, fR} and (f,. fu }. 
5. SOME INTERPRETATIONS 
In Section 3, Fermat’s and Wilson’s theorems have been proved by using 
Polya’s and de Bruijn’s theorems. Here we shall present some interpretations 
for the integers (l/p)(” - a) and (l/p)((p - l)! + 1) in terms of the functions 
in R” where p is a prime and a is a positive integer. 
(i) Let D = { 1. 2 ,..., p} and R = (1, 2 ,.... a). Then there are up 
functions in RD. Let C, = (( 12 . . . p)) act on D and the identity group. E, act 
on R. In the proof of Theorem 2, for n =p, we obtain the positive integer 
$ (UP - a) + a 
which is the number of equivalence classes in RD relative to C, and E. 
We claim that (l/p)(&’ -a) is the number of equivalence classes each 
containing p functions in RD. Let L, i = 1, 2,..., a, be the constant functions 
in RD, i.e., J;:(d) = i for every dE D and for i = 1, 2 ,.... a. Clearly. the 
equivalence class, f., containing fi is of cardinality 1 for i = 1, 2...., a. Or, 
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considerfi. Applying our algorithm, we have a,, = a,, = aji = ... = tztpelji = 
api = 1, and applying the product group C, x E, we obtain 
ali = a2i = Uji = . . . = a (ppl)i=api= l, 
a2i=a,i=a,i= . . . =api=ali= 1, 
api = a,i = azi XI .f. 1 a 
(p-?)i = a - 1. (p- I)i - 
Since all of them are the same, If;.] = 1 for i = 1,2 ,..., a. By Theorem 5, we 
know that the cardinality of an equivalence class relative to C, and E in RD 
is either 1 or p. Since there are (l/p)( a” - a) + a equivalence classes and 
since there are a equivalence classes with cardinality 1 and since 1 RU 1 = up, 
each of the (l/p)( up - a) equivalence classes must be of cardinality p, i.e., if 
anyone of these (l/p)( up -a) equivalence classes is of cardinality less than 
p, then the total number of functions in R” would not be up. (Note that 
p(( l/p)(aP - a)) + 1 . a = up - a + a = aP.) Hence, ( l/p)(aP - a) is the 
number of equivalence classes each containing p functions relative to C, and 
E in RD with ID] =p and IRI = a, or we may say that it is the number of 
equivalence classes each containing non-constant functions relative to C, and 
E in RD with ID] =p and IRl =a. 
(ii) Let w, = (l/p)((p - l)! + 1). From Wilson’s theorem, we know that 
wp is a positive integer for any prime p. In fact, it is an odd integer. We 
claim that, for p 2-3. 
1 mod 4 if p=l mod 4, 
wp = 
3 mod 4 if p~3 mod 4. 
Clearly, wJ E 1 mod 4. Consider p > 5. Again, we shall applyTheorem d3. 
Let D = R = (1, 2,...,p} and D,, be the dihedral group of order 2p acting on 
both D and R. The cycle index of D,, is 
; (x’; + (p - 1)x, +px,x:p-y. 
(See p. 37 in [ 121.) By Theorem d3 and by Wilson’s theorem, 
@‘I+ (P - I)(PZ,) +Pwz2)(p-1)~2)l 
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evaluated at z, = z2 = e a e = 0, which is equal to 
1 
22p2 ( 
P! + (p - 1)2 . p +p2 . 2’p-“/2 . (Gj !j 
=i (P- l)! + 1 
4 i P 
+(p-2) +2’P-312. E+L ! 
j ( 1 
is a positive integer. This implies wP = - (p - 2) mod 4 which, in turn, 
implies that if p= 1 mod 4, then wp E 1 mod 4, and if p E 3 mod 4, then 
w,-3 mod4. 
In order to interprete the meanings of (l/p)((p - l)! t l), it is necessary 
for us to define g-circulant permutations. Let S, be the set of all one-to-one 
functions from a set of n elements onto itself. A permutation p E S, is said 
to be a g-circulant if 
2 3 . . . i . . . 
q+g qt2g q+3g ... qtig ... 
where q and g are integers such that 1 < q < n, 1 <g < n and q + ig, 
i = 1, 2,..., n, are taken modulo n. (That is, a permutation is a g-circulant, if 
its corresponding permutation matrix is a g-circulant matrix. For g-circulant 
matrices, see [4, p. 1551, and [ 11. 
It was known to Hermite (see p. 289 in Vol. III of 191) that if D = R = 
GF[p] = (0. 1, 2,...,p - 1). then, by using Lagrange’s interpolation formula, 
there is a one-to-one correspondence between the functions in RD, and the 
polynomials of degree <p - 1 with coefficients in GF[p]. Thus, iff(i) = a,, 
i=o, 1 ,...,p - 1, then 
P-1 
qx,= \‘ 
uiJ(X> 
,ro (x -  i) (P(i) ’ 
(23) 
where 4(x) = Cf:d (x - i) = xp -x and the prime = d/dx. Whence, 
F(X) = -1. Moreover, ifJE S,, then S,(x) is of degree <p - 2. 
LEMMA 2. A permutation f E S, is a g-circulant if and only if Br is 
linear, i.e., if and only if 6’,(x) = q + gx where g, q E GF[ p], and g # 0. 
Consequently, there are p(p - 1) g-circulants in S, where 1 < g < p. 
Proof: If 8Xx) = q t gx with g, q E GF[p], then d,(O) = q, 
r3xl) = q + g ,..., etc., i.e., 
1 2 * . . i . . . P 
q+g qs2g ... q+ig ... q+pg 
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which is a g-circulant. Conversely, let f be a g-circulant permutation. Then 
one can easily verify that 
Of =fUg, (24) 
where 0=(012.~.(p-~))=(12~~~(p-l)p). In fact, (24) holds if and 
only iff is a g-circulant. Hence, we havef -‘us= (TV, i.e., f is a g-circulant if 
and only if f is a normalizer of the group (u) in the symmetric group S,. It 
is well known that every normalizer (0) in S, is linear, and the order of the 
subgroup of normalizes of (a) in the group S, is p(p - 1). (See Problem 2.3 
and its solution in [lo].) 
In the proof of Theorem l(a), for m = 1, we obtain that 
(l/P)((P - I)! + 1) -t (p - 2) is a positive integer, i.e., both D and R are the 
set { 1, 2,..., p}, C, = (u) with u = (12 ..+p) acts on both D and R, and the 
number of equivalence classes relative to C, and C, in S, is 
(l/p)((p - l)! + 1) t (p - 2). Now we claim that (A) for each 
g = I, 2,...,p - 1, all g-circulants in S, belong to the same equivalence class 
relative to Cp and C,. Let f be a g-circulant in S,. Then, by (24), uf = fi". 
For all ui, uJ E C,, 
i.e., D-J&i is a g-circulant, and all g-circular& in S, belong to the same 
equivalence class relative to C, and C,. (B) let f be the equivalence class 
relative to C, and C, in SE containing a g-circulent f: Then IfI =p. By 
Theorem 5, we know that IfI = 1, p or pzl Since there are only p(p - 1) g- 
circulants in S, for all g = 1, 2,...,p - 1, If I # p2. Suppose that 
f= 1 
c 
2 . . . i . . P 
qtg qt2g *.* q+ig *” 1 q+pg . 
Then, applying our algorithm with (a’, 1) E C, x C, for i = 0, l,...,p - 1, we 
have 
u I(q+g) =a2(qt2g) = .'. =ai(q+ig) = ... =ap(q+p~) = 1, 
%9tg1 = a3,q+2,, = ‘*’ =‘(i+l)(q+ig) = .” =“l(q+pgj= 12 
a P(9+g) = a i(q+2g) = ... =a(i-l)(qtig) =a(p-l)(9+pK) = 1. 
Clearly, these p functions are all distinct. Consequently, I fl > I and IfI =p. 
(3) An equivalence class relative to C, and C, in S,, which does not contain 
any g-circulant for 1 ,< g <p - 1, has cardinality p*. Since an equivalence 
class relative to C, and C, in S, has cardinal&y 1 or p or p2 and since each 
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of the p - 1 g-circulant equivalent classes has cardinality p and since there 
are (l/p)((p - l)! + 1) + (p - 2) equivalence classes with 1 S,( =p! 
functions, any equivalence class, not containing any g-circulant, must have 
cardinality p’. Otherwise, ((VP)((P - l)! + 1) - l)P2 + (P - 2 t 1)P = 
p! +p -p2 tp* -p =p! does not hold. Hence, w,-I= 
(l/p)((p - l)! + 1) - 1 is the number of equivalence classes, each containing 
p2 functions, in S, relative to C, and C, with JDI = IR 1 =p, or we may say 
that w, - 1 = (l/p)((p - l)! + 1) - 1 is the number of equivalence classes, 
each containing no g-circulants with 1 < g <p - 1, in S, relative to C, and 
C, with IDI = IRI =p, or we may say that w, = (l/p)((p - I)! + 1) is the 
number of equivalence classes, each containing no g-circulants with 
2 <g <p - 1, in S, relative to C, and C, with IDI = (R j =p. 
EXAMPLE 5. Forp=5,wehaveIS,(=5!=120,andIDI=lRI=5with 
C, = (( 12345)) acting on D and R. There are wg - 1 = 5 - 1 = 4 
equivalence classes each of cardinality 25, and there are (5 - 2) t 1 = 4 
equivalence classes of g-circulants each of cardinality 5. The g-circulants are 
the polynomials gx + q where g, q E GF[5 1, and g # 0, and by Lemma 2, or 
by uing our algorithm, the equivalence classes of g-circulants for 
g = 1, 2, 3,4, are, respectively, 
and 
{l, (12345), (13524), (14253), (15432)) 
((1234), (1325), (1452), (1534), (2354)}, 
((1342), (1435), (1523), (2453), (1254)}, 
{(14)(23), (15)(24), (25)(34), (12)(35), (13)(45)1. 
EXAMPLE& Let p=3, m=2, D=(l,2,3), R=(l,2,3,4,5,6} 
C, = ((123)) acting on D and C, = ((123456)) acting on R. Then there are 
6 . 5 . 4 = 120 one-to-one functions from D into R. From Theorem 1 (a), we 
know that there are i(5 . 4 + 1) + (3 - 2) = 8 equivalence classes of one-to- 
one functions relative to C, and C,. Among these eight equivalence classes, 
by using the properties our algorithm, we know that there are six of them 
each with cardinality 18, and two of them each with cardinality 6. The two 
equivalence classes, each of cardinality 6, are 
(a,,=a,,=a,,=1,a,,=u2,=u,,=1, 
u,4 = UZ6 = uj2 = 1, a,, = a,, = UJJ = 1, 
fz16 = a,, = UJ4 = 1, a,, = uz3 = UJ5 = 1 ), 
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and 
{a14 = a,, = aj6 = 1, a15 = az3 = a,, = 1, 
a - a*4 = a32 = 1, a,, = a,, = a33 = 1, 16 - 
a - a,, = a,, = 1, a,3 = a,, = aj5 = 1 } I2 - 
where u,~ = azj = aIk = 1 represents the function f from D into R with 
f(l)=i,f(2)=jandf(3)=k. 
In fact, by using a similar method as in (ii), one can show that 
(l/p)((mp - l)(mp - 2) . . . ((m - l)p + 1)) - 1 equivalence classes of one- 
to-one functions each with cardinality mp*, and (p - 2) + 1 equivalence 
classes of one-to-one functions each with cardinality mp, where (D 1 = p and 
lRI=mp, C,=((12...p))actingonD andC,,=((12...mp))actingR. 
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