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ABSTRACT
Design of optimal precipitation sensor networks is a common topic in hydrological literature,
however this is still an open problem due to lack of understanding of some spatially variable
processes, and assumptions that often cannot be verified. Among these assumptions lies the
homoscedasticity of precipitation fields, common in hydrological practice. To overcome this, it
is proposed a local intensity-variant covariance structure, which in the broad extent, provides a
fully updated correlation structure as long as new data are coming into the system. These
considerations of intensity-variant correlation structure will be tested in the design of a
precipitation sensor network for a case study, improving the estimation of precipitation fields,
and thus, reducing the input uncertainty in hydrological models, especially in the scope of
rainfall-runoff models.
INTRODUCTION
Most of precipitation sensor network studies based on interpolation uncertainty reduction
[1],[2],[3] rely on a long term spatial covariance structure. This assumption can be considered
adequate for long term monitoring strategies however, for operative flow forecasting systems,
this consideration may be not adequate since, in theory, every precipitation event will have a
different correlation structure [4], which is even more prominent in short time steps.
Considering this fact, the selection of the design covariance structure for long term monitoring
should be selected accordingly to the monitoring objectives. In this sense, the precipitation
sensor network should provide data to minimise the uncertainty, especially when critical
situations appear. Due to this, it is proposed an intensity-variant correlation structure.
For this purpose, an intensity-dependent semi-variogram methodology is being proposed to
adjust each of the sensors in the system, in a Kriging-like [5] approach to estimate the
precipitation field. This intensity dependent correlation structure is dynamically constructed
based on local measurements of precipitation for each of the sensor, from which the spatial
correlation structure will be established.
With this information, a conditional performance function can be established, based on the
definition of optimality for the operational flow forecasting system. This function can assign
weights to the different precipitation conditions, allowing for the establishment of an optimal
network depending on the operational targets of the system and states.

STUDY CASE DESCRIPTION
This study was developed for the Brue catchment, U.K. due to the ample database obtained
from the HYREX project [6]. In this catchment the data of 53 rain gauge stations from 1993 to
1999 was considered. The catchment size is about 135km², for which it has a concentration time
between 10 to 12 hours and an average precipitation of 867 mm/year. The slopes in the region
are mostly mild and the soil use is mostly rural.
MODELLING OF INTENSITY VARIANT CORRELATION STRUCTURES
Some authors have proposed the use of space-time varying correlation structures [2],[4],[7]
considering the fact that different precipitation events are consequence of different atmospheric
processes. Additionally, due to the spatial distribution of precipitation events, the selection of
the semi-variogram is only valid for regionalised variables, (rigorously) leaving out the
possibility of infinitely stretching this property to the whole catchment domain in despite of its
extension.
To overcome this limitation, several approaches have been proposed such as event specific,
average, assumed linear [4], Climatological [2], Fuzzy [8], space time [9], etc. Each of these
approaches consider that the correlation structure of the precipitation is dynamic in time,
however none of this approaches considers the fact that the spatial distribution of precipitation
is not independent from the intensity.
In this respect, intensity dependent correlation structure is proposed for which a local semivariogram is fitted based on pre-defined subsets of the recorded precipitation intensity for each
of the sensors. This approach is justified by the experimental evidence found in the covariance
analysis of different precipitation patterns, in which it was found (an apparently) straight
conclusion: The recorded precipitation and the spatial correlation are proportional (Figure 1).

Figure 1 Covariance and recorded precipitation intensity for a sensor pair
If this property is neglected in the estimation of the autocorrelation structure, this will lead to an
underestimation of the spatial autocorrelation for high precipitation rates. This is a consequence
of the significantly greater percentage of events with low precipitation in a minimum error
based theoretical semi-variogram fitting. When this is considered, a less uncertain precipitation
fields, especially in high precipitation events, can be adjusted, not only for a reduction in the
semi-variogram uncertainty, but also due to a higher correlations between measurement stations
(more predictable precipitation field).

CONSTRUCTION OF INTENSITY VARIANT PRECIPITATION FIELDS
For the construction of the precipitation field, a dynamic assignation based on each sensor
measurement is applied. In this sense the construction of the covariance matrix of the
measurements can be assumed as the average bidirectional covariance between sensors. This
situation occurs in despite of the assumption of isotropy, because different sensors will have
different semi-variograms that must be merged, in this case, by means of arithmetic averaging.
Once the correlation matrix between observations is constructed, the Kriging system can be
solved.
This intensity variant precipitation fields will lead to a dynamic uncertainty in the Kriging
interpolation. This happens due to the particularisation of the semi-variogram with respect to
individual measurements per sensor. If the intensity variant system is selected from a global
switch parameter (that affects the selection of the semi-variogram for all the sensors at the same
time), the uncertainty in the field will become a scalar function between scenarios. This will
lead to an equally optimal configuration of the sensor network in despite of the absolute value
of the variance in the interpolation.
In a more realistic case, the performance function using as target the minimisation of the
uncertainty estimation will change from an average minimum uncertainty reduction, to a
weighted minimum uncertainty approach. This weighted is going to be relevant in the definition
of the most optimal configuration of the sensor network, aimed to minimise the uncertainty in
the estimation during most relevant conditions. The selection of these weights have to be
determined experimentally on the data and will be case dependent, based on the targets of the
operative flow forecasting system.
MINIMUM MODEL ERROR
The first approach in this respect was the definition of optimality of the sensor network as such
that minimises the error of a hydrological model at the outlet of the catchment. This holds the
intrinsic assumption that models are systematically adequate to represent the dynamics of the
hydrological cycle in the catchment, as well as the analysis over a complete picture of the
precipitation series will allow to determine the marginal effect on the error of the lack of
information.
For this purpose, a HBV-96 model was calibrated in the catchment, considering all available
information. Considering this as the ground truth, model performance was tested based on the
limited availability of information coming from the sensors at potential locations within the
catchment domain. The function to evaluate this performance is the Nash-Sutcliffe Efficiency.
MINIMUM OVERALL WEIGHTED APPROACH
The proposed approach to evaluate the overall optimality of the solution is based in the
selection a set of weights depending on the importance of the uncertainty of the measured
variable. These weights have to be defined prior, and should be consistent with the monitoring
objectives of the network. For example, in operative flow forecasting systems for early warning
flood, higher precipitation events should be of more relevance, in comparison with lower
precipitation conditions.
In this context, the optimisation problem can be formulated as:
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Where t is the time step, T is the total length of the precipitation series, i is the discrete position
of the interpolation target, I is the total number of targets to be interpolated and w corresponds
to the weighting strategy.
USE OF OPTIMISATION TECHNIQUES TO FIND OPTIMAL POSITION OF
SENSORS
It is clear that the selection of the position of gauges is a major combinatorial problem, for
which an automatic solution has to be implemented. For the solution of this system, several
algorithms have been studied, including metaheuristic search (NSGAII [10], Differential
Evolution [11], Augmented Lagrangian Harmonic Search [12]), Particle Swarm Optimisation
[13] and Simulated Annealing [14]. The selection of these algorithms is based on the
characteristics of the problem, such as size of the search space, as well as the constant present
of local minima, which may compromise the validity of the proposed solution.
RESULTS
The results shown that for this approach, the uncertainty in the estimation will strongly depend
on the selection of the neighbours for the computation of the interpolation. This influence can
be seen in Figure 2 and Figure 3 due to the step-like increase in the uncertainty, present due to
the influence of measurements only in local neighbourhoods.

Figure 2 Estimation variance in interpolated precipitation field (event 1)

Figure 3 Estimation variance in interpolation precipitation field (event 2)
In the hydrological model based performance, it was found that even with the availability of
few sensors, good results can be achieved. This is mainly due to the characteristics of
hydrological processes to act as a low-pass filter of the disturbances of the system
(precipitation-runoff). However, the solely use of this approach do not allows to provide enough
consideration to suggest the network relocation or diminishing, since different objectives has to
be taken into consideration due to the several objectives in the monitoring systems [15].
As a result of this exercise, the optimal location of 3, 4 and 5 sensors is determined. Results
shows that absolute position of the sensors is not as relevant as relative position of these within
the catchment, showing that the problem is an ill-posed one, yet to be refined within its
conception. Also, position of the sensors shows a weakly dominant behaviour, making several
combinations of solutions equally valid.
This optimisation problem was implemented in an Intel Core i-5-3320M CPU @ 2.6 GHz. The
algorithmic implementations of the optimisation routines used in the development of this work
were adapted from OpenOpt [16] and pyOpt [17].
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