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КЛАССИЧЕСКОЕ РЕШЕНИЕ СМЕШАННЫХ ЗАДАЧ  
ДЛЯ УРАВНЕНИЯ ТИПА КЛЕЙНА–ГОРДОНА–ФОКА  
С КОСЫМИ ПРОИЗВОДНЫМИ В ГРАНИЧНЫХ УСЛОВИЯХ
Аннотация. В данной работе рассматривается смешанная задача для уравнения типа Клейна–Гордона–Фока 
в полуполосе с косыми производными в граничных условиях. При решении данной задачи возникают эквивалент-
ные интегральные уравнения Вольтерры второго рода. Для полученных интегральных уравнений доказано суще-
ствование единственного решения в классе дважды непрерывно дифференцируемых функций при заданной гладко-
сти данных. С помощью метода характеристик показывается, что для гладкости решения исходной задачи 
необходимо и достаточно выполнения условий согласования заданных функций при их достаточной гладкости. Ме-
тод характеристик сводится к разбиению всей области решения на подобласти, в каждой из которых строятся реше-
ния подзадач с использованием начальных и граничных условий. Полученные решения затем склеиваются в общих 
точках, порождая условия склейки, которые и являются условиями согласования.
Данный подход позволяет строить как точные решения, так и приближенные. Точные решения могут быть най-
дены в том случае, если удается разрешить эквивалентные интегральные уравнения Вольтерры. В противном слу-
чае можно найти приближенное решение задачи либо в аналитическом, либо в численном виде. При этом при по-
строении приближенного решения существенными оказываются условия согласования, которые необходимо 
учитывать при использовании численных методов решения задачи.
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CLASSICAL SOLUTION TO THE MIXED PROBLEMS FOR THE KLEIN–GORDON–FOCK-TYPE 
 EQUATION WITH CURVE DERIVATIVES IN BOUNDARY CONDITIONS
Abstract. The mixed problem for one-dimensional klein–Gordon–Fock-type equation with curve derivatives in bound-
ary conditions is considered in half-strip. The solution of this problem is reduced to solving the second type Volterra integral 
equations. Theorems of existence and uniqueness of the solution in the class of the twice continuously differentiable functions 
were proven for these equations when initial functions are smooth enough. It is proven that fulfillment of the matching condi-
tions on the given functions is necessary and sufficient for the existence of the unique smooth solution when initial functions 
are smooth enough. The method of characteristics is used for the problem analysis. This method is reduced to the splitting the 
original area of the definition to the subdomains. The solution of the subproblem can be constructed in each subdomain with 
the help of the initial and boundary conditions. Then obtained solutions are glued in common points, and received glued con-
ditions are the matching conditions.
This approach can be used in constructing as analytical solution, in case when solution of the integral equation can be 
found in explicit way, so for approximate solution. Moreover, approximate solutions can be constructed in numerical and ana-
lytical form. When numeric solution is constructed, then matching conditions are essential and they need to be considered 
while developing numerical methods.
Keywords: klein–Gordon–Fock-type equation, characteristics method, curve derivatives, classical solution, mixed 
problem, matching conditions
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Введение. В данном сообщении рассматривается смешанная задача для уравнения типа 
Клейна–Гордона–Фока с косыми производными в граничных условиях. В [1] рассмотрена сме-
шанная задача для уравнения колебания полуограниченной струны, а в нашем сообщении изу-
чена смешанная задача для уравнения Клейна–Гордона–Фока, в которой на обеих боковых гра-
ницах полуполосы граничные условия содержат косые производные первого порядка. Для 
исследования поставленной задачи применяется хорошо зарекомендовавший себя метод харак-
теристик, который использовался при изучении смешанных задач для волнового уравнения [2], 
а также первой смешанной задачи для уравнения Клейна–Гордона–Фока [3].
Постановка задачи. В области = {( , ) | (0; ), (0; )}Q t x t x l∈ ∞ ∈  задается гиперболическое диф-
ференциальное уравнение второго порядка
 
(0) 2 2 2= ( , ) = ( , ) = ( , ).t xLv L v t x v v a v t x v f t x− λ ∂ − ∂ − λ  (1)
К (1) присоединяются начальные
 (0, ) = ( ),  (0, ) = ( ),  [0; ],tv x x v x x x lϕ ∂ ψ ∈  (2)
и граничные условия
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Условия вида (3) называются граничными условиями с косыми производными [1; 4, с. 403].
Частное решение неоднородного уравнения. Рассмотрим неоднородное уравнение в обла-
сти Q
 
2 2 2 ( , ) = ( , ),t xw a w t x w f t x∂ − ∂ − λ  (4) 
с однородными начальными условиями
 (0, ) = 0, (0, ) = 0, [0; ].tw x w x x l∂ ∈  (5)
В [5] построено частное решение 2 ( )w C Q∈  задачи (4), (5), если функции λ и f из класса 
1( ).C Q  Таким образом, как показано в [5; 6], решение задачи (1)–(3) сводится к решению задачи 
для однородного уравнения Lu = 0, т. е. задачи
 
2 2 2 ( , ) = 0,t xu a u t x u∂ − ∂ − λ  
(6)
 (0, ) = ( ), (0, ) = ( ), [0; ],tu x x u x x x lϕ ∂ ψ ∈  (7)
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где ( ) ( ) ( )( ) = ( ) ,  {0, },i i it t B w i lµ µ − ∈  где w – частное решение неоднородного уравнения (4).
Общее решение однородного уравнения. Решение задачи (6)–(8) в области Q сво- 
дится к решению локальных подзадач. Область Q с помощью прямых t = kl / a разби- 
вается на подобласти ( ) ,  0,1, ...,kQ k =  по алгоритму, описанному в [5], а именно: ( ) {( , ) | (0; ), ( / ; ( 1) / )}.kQ t x x l t kl a k l a= ∈ ∈ +  В свою очередь каждая из областей Q(k) с помощью 
характеристик х + at = (k + 1)l, х – at = –kl разбивается на подобласти ( , ) ,  1, 4.k jQ j =  Для облас- 
тей Q
(k)
 рассмотрим задачу (6)–(8) относительно и(k). В [5; 6] найдено общее решение (6), которое 
представимо в виде
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где ( ) ( ),k kp g  – произвольные достаточно гладкие функции, а оператор ( ) ( , ) =ku y z
2 ( ) 1( (2 ) )((2 ) ( ),  0,5( )).ka u a z y z y− −− λ − +  Для интегрального уравнения (9) справедлива теорема 
о существовании единственного решения из класса ( )2 ( )kC Q  [5].
Т е о р е м а 1. Пусть 1( , ) ( ).t x C Qλ ∈  Решение уравнения (9) существует и единственно 
в классе ( )2 ( )kC Q  тогда и только тогда, когда ( ) 2 ([ ( 1) ; ( 1) ]),kp C k l k l∈ − + − −  
( ) 2 ([ ; (kg C kl k∈ +
2) ]),l  0,1, ....k =
Решение задачи (6)–(8) и в области Q определяется формулой ( ) ( )( , ) ( , ), ( , ) .k ku t x u t x t x Q= ∈  
Данное решение должно быть из класса 2 ( ).C Q  Поэтому решения в областях Q(k) будем строить 
так, чтобы решения в точках соприкосновения склеивались непрерывно дифференцируемо до 
второго порядка включительно.
Задача (6)–(8) на ( ) .kQ  Рассмотрим условия типа Коши в области Q(k)
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Выпишем найденные в [3] функции ( ) ( ),  [ ;  ( 1) ]kp z z kl k l∈ − − −  и ( ) ( ),  [ ;  ( 1) ],kg y y kl k l∈ +
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Ψ = ψ∫  С – произвольная константа.
Исходя из формул (9), (11), (12) выпишем представление решения задачи в области ( ,1)kQ
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С помощью первого из условий (8) получаем следующее уравнение для нахождения неиз-
вестной функции p(k) в области ( ,2) :kQ
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не содержит ни неизвестной функции p(k), ни свободной постоянной C, а ( ) ( )( ) ( ) / 2 ,k kg y g y C= −  
(0) (0)
2 1( ) = ( / ) ( / ).r a ar aθ ξ −ξ − −ξ  Функция ( )θ ξ  определяет наклон косой производной в первом из 
условий (8). Если ( ) = 0,θ ξ  то это равносильно тому, что направление производной совпадает 
с характеристическим.
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Решение в области 
( ,2)kQ  можно определить по (9), где функции 
( ) ( )kp ξ  определяются в зави-
симости от функции ( )θ ξ
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где Cp – некоторая константа.
Л е м м а 1. Пусть дана задача (6)–(8) на множестве ( ,1) ( ,2) ,k kQ Q

 где 1( , ) ( ).t x C Qλ ∈  
Кроме того, пусть ( ) 0,θ ξ ≡  ( ) 3([0; ]),k C lϕ ∈  ( ) 2 ([0; ]),k C lψ ∈  функции (0) 2 ([0; )),Cµ ∈ +∞  
(0) 2 ([0; )), = 1, 3.ir C i∈ +∞  Тогда решение задачи (6)–(8) принадлежит классу ( )2 ( ,1) ( ,2)k kC Q Q  
тогда и только тогда, когда выполняются условия согласования
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Л е м м a 2. Рассмотрим задачу (6)–(8) на множестве ( ,1) ( ,2) ,k kQ Q

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Пусть функция ( ) 0, [ ( 1) , ],k l klθ ξ ≠ ∀ξ∈ − +  
( ) 2 ([0; ]),k C lϕ ∈  ( ) 1([0; ]),k C lψ ∈  (0) 1([0; )),Cµ ∈ +∞  
(0) 1([0; )), = 1, 3.ir C i∈ +∞  Тогда решение задачи (6)–(8) принадлежит классу ( )2 ( ,1) ( ,2)k kC Q Q  
тогда и только тогда, когда выполняются условия согласования
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( ) (0) = 0,k
 
(16)
а также условие на выбор константы в (13) 
( ) 0
( )(0) 1 ( )d
2 2
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k
p
l
C
a
ϕ
= − ψ ξ ξ +∫
2
( 1)
kl kl
k l kl
d
η−
+ −η ×∫ ∫
( ) ( , ) .ku dξ η ξ
Для доказательства данных лемм требуется приравнять значения функции ( ) ( ),kp ξ  опреде-
ленной по (13), (14), в точке klξ = −  к значению функции ( ) ( ),kp ξ  найденной по (11) в точке  .klξ = −
Л е м м а 3. Пусть функция ( ) 0.θ ξ →  Тогда функция ( ) ( ),kp ξ  определенная по (13), стремится 
к функции ( ) ( ),kp ξ  определенной по (14), тогда и только тогда, когда (0) (0) (0)3 2 1( )( ( ) ( )) 0,r r arξ ξ − ξ >  
в противном случае ( ) ( ) .kp ξ →∞  
Доказательство данной леммы приведено в [1].
З а м е ч а н и е 1. Если выполняется тождество (0) (0)2 21 2( ( )) ( ( )) 0,r rξ + ξ ≡  то требования 
к функциям ( )kϕ  и ( )kψ  в лемме 1 можно ослабить: ( ) 2 ([0; ]),k C lϕ ∈  ( ) 1([0; ]).k C lψ ∈
Исследование граничного условия на правой границе во многом повторяет исследование гра-
ничного условия на левой границе. Из второго условия в (8) получаем следующее уравнение для 
нахождения неизвестной функции ( )kg  в области ( ,3) :kQ
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∫ ∫
∫ ∫

 
Здесь ( ) ( )( ) = ( ) / 2k kp z p z C+  и ( ) ( )2 1( ) = (( ) / ) (( ) / ).
l lr l a ar l aρ η η− + η−  Функция ( )ρ η  определя-
ет наклон косой производной во втором из условий (8).
Решение в области ( ,3)kQ  можно определить по (9), где функция ( )kg  задается следующим об-
разом:
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(18)
где Сg – некоторая константа.
Л е м м а 4. Пусть дана задача (6)–(8) на множестве ( ,1) ( ,3) ,k kQ Q
   
2( , ) ( ).t x C Qλ ∈   Если 
( ) 0,ρ η ≡   
( ) 3([0; ]),k C lϕ ∈   
( ) 2 ([0; ]),k C lψ ∈   
( ) 2 ([0; )),l Cµ ∈ +∞   
( ) 2 ([0; )), = 1, 3,lir C i∈ +∞   то реше-
ние задачи (6)–(8) принадлежит классу ( )2 ( ,1) ( ,3)k kC Q Q  тогда и только тогда, когда выполня-
ются условия согласования
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Л е м м a 5. Пусть дана задача (6)–(8) на множестве ( ,1) ( ,3) ,k kQ Q

 1( , ) ( ).t x C Qλ ∈  Если 
( ) 0, [( 1) , ( 2) ],k l k lρ η ≠ ∀η∈ + +  ( ) 2 ([0; ]),k C lϕ ∈  ( ) 1([0; ]),k C lψ ∈  ( ) 1([0; )),l Cµ ∈ +∞  ( )lir ∈
1([0; )), = 1, 3,C i+ ∞  то решение задачи (6)–(8) принадлежит классу ( )2 ( ,1) ( ,3)k kC Q Q  тогда 
и только тогда, когда выполняются условия согласования
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а также условие на выбор константы ( ) ( ) / 2 .kgC l= ϕ
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Для доказательства лемм 4 и 5 требуется приравнять значения функции ( ) ( ),kg η  определен-
ной по формулам (17), (18), в точке ( 1)k lη = +  к значению функции ( ) ( ),kg η  найденной по (12) 
в точке ( 1) .k lη = +
Л е м м а 6. Пусть функция ( ) 0.ρ η →  Тогда функция ( ) ( ),kg η  определенная по (17), стремится 
к функции ( ) ( ),kg η  определенной по (18), тогда и только тогда, когда ( ) ( ) ( )3 2 1( )( ( ) ( )) 0,
l l lr r arη η + η >  
в противном случае ( ) ( ),kg η  определенная по (17), стремится к бесконечности.
З а м е ч а н и е 2. Если выполняется тождество ( ) ( )2 21 2( ( )) ( ( )) 0,
l lr rη + η ≡  то требования на 
функции ( )kϕ  и ( )kψ  в лемме 4 можно ослабить: ( ) 2 ([0; ]),k C lϕ ∈  ( ) 1([0; ]).k C lψ ∈
В области ( ,4)kQ  решение автоматически строится по (9), где функция ( )kg  задается либо по 
(17), либо по (18), в зависимости от значения ( ),ρ ξ  а функция ( )kp  задается либо по (13), либо по 
(14), в зависимости от значения ( ).θ ξ
При выполнении условий лемм 1, 2 и 4, 5 решение задачи (6)–(8) существует и единственно 
в классе ( )2 ( ).kC Q
Задача в полуполосе. В предыдущем пункте было построено решение задачи (6)–(8) и полу-
чены условия согласования для него в каждой отдельной области Q(k). Определим начальные 
функции ( )kϕ  и ( )kψ  из (10) следующим образом:
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∫
∫

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 [0; ].l
 
(21)
Введем обозначение ( , 1) ( ) ( )( , ) ( , ),  ( , ) ,  , 1.k k i iu t x u t x t x Q i k k+ = ∈ = +
Л е м м а 7. Пусть выполнены условия лемм 1, 2 и 4, 5 в областях Q(k) и ( 1) .kQ +  Функции ( 1)k+ϕ  
и ( 1)k+ψ  определены по (21). Для того чтобы решение ( )( , 1) 2 ( 1) ( )k k k ku C Q Q+ +∈  , необходимо 
и достаточно, чтобы ( ) 2 ( )( ),k i ku C Q+∈  где i = 1, если ( ) 0,θ ξ ≡  но (0) (0)2 21 2( ( )) ( ( )) 0r rξ + ξ ≠  или 
( ) 0,ρ η ≡  но ( ) ( )2 21 2( ( )) ( ( )) 0.
l lr rη + η ≠  В противном случае i = 0.
Доказательство данной леммы проводится путем приравнивания значений функций и(k) 
и ( 1)ku +  на прямой / ,t kl a=  а также их производных до второго порядка включительно.
С л е д с т в и е. Пусть ( ) 0θ ξ ≡  и (0) (0)2 21 2( ( )) ( ( )) 0r rξ + ξ ≠  или ( ) 0ρ η ≡  и ( ) ( )2 21 2( ( )) ( ( )) 0.l lr rη + η ≠  
Решение ( ) 2 ( )( )k ku C Q∈   тогда и только тогда, когда 
(0) 2 (0)( ).ku C Q+∈  
Данное следствие требует, чтобы в области Q выполнялись условия согласования на реше- 
ние (0)u   и его производные до порядка 2 + k включительно в точках ( , ) (0, 0),t x =   ( , ) (0, ).t x l=   
Таким образом доказаны теоремы.
Т е о р е м а 2. Пусть ( ) 0θ ξ ≡   и (0) (0)2 21 2( ( )) ( ( )) 0r rξ + ξ ≠   или ( ) 0ρ η ≡   и 
( ) ( )2 2
1 2( ( )) ( ( )) 0.
l lr rη + η ≠   
Функции ([0; ]),C l∞ϕ∈   ([0; ]),C l
∞ψ∈   
( )( ) , ([0; )),  {0, }, = 1, 3,jj ir C j l i
∞µ ∈ +∞ ∈   ( ).C Q
∞λ∈  Ре - 
ше ние задачи (6)–(8) существует и единственно в классе ( )C Q∞   тогда и только тогда, когда 
выполняются условия согласования
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∫ ∫
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Т е о р е м а 3. Пусть ( ) 0θ ξ ≠   и ( ) 0.ρ η ≠   Функции  2 ([0; ]),C lϕ∈   1([0; ]),C lψ∈   ( )( ) , jj irµ ∈
1([0; )),  {0, }, = 1, 3,C j l i+ ∞ ∈   
1( ).C Qλ∈   Решение задачи (6)–(8) существует и единственно в клас-
се 2 ( )C Q   тогда и только тогда, когда выполняются условия согласования (15), (16), (19), (20) и ус-
ловия выбора константы, описанные в леммах 2, 5.
З а м е ч а н и е 3. Пусть выполняются тождества ( ) ( )2 21 2( ( )) ( ( )) 0
l lr rη + η ≡   и 
(0) 2
1( ( ))r ξ +
(0) 2
2( ( )) 0,r ξ ≡   тогда получаем первую смешанную задачу, которая рассмотрена в [3].
Заключение. В данном сообщении рассмотрена смешанная задача для уравнения типа Клей-
на–Гордона–Фока с косыми производными в граничных условиях. Для нее были получены не-
обходимые и достаточные условия существования единственного классического решения при задан-
ной гладкости исходных данных, а также было показано, что при некоторых значениях 
граничных условий может происходить ухудшение гладкости решения.
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