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Introduzione
Lo sviluppo di modelli neurali realistici e` di fondamentale importanza nello
studio e nella comprensione del funzionamento del cervello umano, da sem-
pre uno dei problemi aperti tra i piu` importanti ed affascinanti.
Scopo di questa tesi e` presentare le basi matematiche necessarie alla com-
prensione di alcuni di questi modelli.
Uno dei fenomeni piu` interessanti e diffusi in natura e` quello della sincro-
nizzazione. Il suo studio ha attirato l’attenzione degli scienziati da decenni
e risulta legato indissolubilmente alla ricerca dei meccanismi che la deter-
minano.
Tra i tentativi che sono stati fatti nello studio della sincronizzazione, quello
che si deve a Kuramoto e` senza dubbio tra i piu` riusciti.
Il modello di Kuramoto e` un modello matematico che studia il comporta-
mento di una popolazione di oscillatori debolmente accoppiati, ciascuno con
una propria frequenza intrinseca e presenta un importante vantaggio: e` ab-
bastanza semplice da poter essere studiato dal punto di vista matematico e,
al contempo, offre una vasta gamma di applicazioni, soprattutto nelle neu-
roscienze. In particolare, si adatta bene allo studio di popolazioni neuronali.
Il primo capitolo di questa tesi e` indirizzato alla descrizione di generalizza-
zioni non abeliane del modello di Kuramoto e allo studio delle loro principali
proprieta`. Vedremo come ridurci al caso abeliano, come mostrare l’esistenza
di cicli limite periodici e introdurremo degli opportuni parametri d’ordine
per misurare la sincronizzazione spaziale e di fase.
Nel secondo capitolo mostreremo alcune applicazioni rivolte soprattutto
allo studio del sonno, basate prevalentemente sui modelli di tipo preda-
predatore.
In particolare, presenteremo un modello che descrive la fase di sonno de-
sincronizzato e l’attivita` di scarica di neuroni appartenenti a una specifica
area del sistema nervoso.
A partire dai segnali emessi dall’elettroencefalografia vedremo come descri-
vere la transizione tra le diverse fasi del sonno e i meccanismi che ne ga-
rantiscono il mantenimento e infine rivolgeremo la nostra attenzione all’uso
combinato di equazioni di Kuramoto e di Lotka-Volterra per studiare bre-
vemente quanto accade nei plasmi magneticamente confinati.
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Nel terzo capitolo presenteremo in modo rapido alcuni concetti basilari della
meccanica quantistica, seguendo la trattazione di Landau [4]. Cio` e` necessa-
rio per poter affrontare lo studio dei modelli quantistici basati sull’equazione
di Schrodinger.
Nel quarto capitolo forniremo infatti una stima per la sincronizzazione quan-
tistica del modello di Schrodinger e ne mostreremo la sincronizzazione asin-
totica.
Nel quinto capitolo introdurremo i processi di Levy α-stabili, mostreremo le
proprieta` dell’equazione di Schrodinger frazionaria, e studieremo, come sua
applicazione fisica nel caso di indipendenza temporale, il modello relativo
all’atomo di idrogeno.
Infine, l’ultimo capitolo sara` dedicato alle conclusioni e ai possibili sviluppi
futuri nello studio dei modelli neuronali.
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1 Modelli di Kuramoto non abeliani e sin-
cronizzazione
La sincronizzazione di sistemi dinamici e` un fenomeno che riguarda l’intera-
zione tra due o piu` elementi di un sistema complesso e porta all’identifica-
zione del sistema con un’unica entita` costituita da componenti con proprieta`
correlate nel tempo.
Nel seguito ci occuperemo di due tipi di sincronizzazione: sincronizzazione
di fase e sincronizzazione spaziale a seconda che ad essere correlate siano
solo le fasi oppure le traiettorie dei sistemi connessi.
Il modello di Kuramoto permette di descrivere una gran varieta` di com-
portamenti relativi a sistemi sincronizzati e trova innumerevoli applicazioni
nel campo delle neuroscienze e non solo.
Esso descrive la sincronizzazione di fase relativa a una rete complessa di
oscillatori quasi identici, debolmente accoppiati, ciascuno dei quali influisce
sulla fase degli oscillatori a cui e` connesso.
Se il legame e` molto debole ogni elemento oscilla indipendentemente dagli
altri, alla propria frequenza naturale. Al crescere della forza di legame si
assiste ad una sincronizzazione parziale che porta alla comparsa di gruppi
di nodi sincronizzati, per poi ottenere, per valori sufficientemente grandi
della forza di legame, un sistema totalmente sincronizzato che oscilla ad
una frequenza media.
Per un sistema di N nodi, le equazioni di Kuramoto sono:
θ˙i = νi +
k
N
N∑
j=1
aij sin(θj − θi), i = 1, ..., N, (1)
ove θi e` l’angolo di fase per l’i-esimo nodo, k ≥ 0 e` una costante di accoppia-
mento e νi e` la frequenza naturale di θi, distribuita secondo una distribuzione
di probabilita` prefissata.
La matrice N ×N , (aij), e` una matrice di connettivita` con elementi dipen-
denti solo dagli indici i e j. In particolare, poniamo aij = 1 se c’e` un legame
tra i due nodi distinti i e j e aij = 0 altrimenti; si parla di accoppiamento
all-to-all quando aij = 1, ∀i 6= j.
Osservazione. L’esistenza di una soluzione globale si dimostra a partire dal
seguente teorema ([12]):
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Teorema 1.0.1. Sia W un propagatore lineare continuo dall’intervallo T =
[t0,∞) allo spazio di Banach B.
Per ogni t ∈ T , sia Kt un operatore su B localmente lipschitziano, uni-
formemente su ogni intervallo finito di T, con Kt(u) funzione continua di
(t, u) ∈ T ×B.
Allora, ∀u0 ∈ B l’intervallo massimale [t0, t¯) di esistenza dell’unica funzione
continua u definita su tale intervallo e a valori in B, tale che:
u(t) = W (t, t0)u0 +
∫ t
t0
W (t, s)Ks(u(s))ds
ha lunghezza positiva e o sta in T oppure |u(t)| → ∞ se t→ t¯.
In particolare:
Definizione 1.0.2. Un propagatore e` una funzione W (s, t),con s ≥ t, definita
su un insieme parzialmente ordinato T a valori in uno spazio di Banach B,
tale che:
W (t′′, t′)W (t′, t) = W (t′′, t) e W (t, t) = I ∀t, t′, t′′con t ≤ t′ ≤ t′′.
Nel nostro caso, la legge di conservazione della norma e la lipschitzianeita`
dell’operatore soluzione L(t), come vedremo nel quarto capitolo per il ca-
so piu` generale del modelli di Lohe, unite al teorema di prolungamento di
Cauchy, garantiscono l’esistenza globale.
Nei modelli di Kuramoto non abeliani la variabile principale e` una matrice
unitaria n× n, Ui, che corrisponde a un elemento del gruppo unitario U(n)
o a un suo sottogruppo.
Nel caso abeliano n = 1, tramite la parametrizzazione Ui = e
−iθi ritroviamo
le equazioni del modello di Kuramoto.
Nel seguito tuttavia useremo la seguente parametrizzazione: Ui = xi
1−ixi2,
dove il vettore x = (xi
1, xi
2) sta nel cerchio unitario.
Anche in questo caso distinguiamo tra sincronizzazione spaziale e sincroniz-
zazione di fase.
La prima si riferisce a traiettorie strettamente correlate nella coordinata
spaziale e viene misurata tramite un opportuno parametro di ordine che
generalizza quello definito da Kuramoto.
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La seconda si verifica quando le fasi sono strettamente o esattamente corre-
late. In quest’ultimo caso, le traiettorie risultano numericamente indistin-
guibili da cicli limite periodici con frequenza comune e si parla di traiettorie
phase-locked. La sincronizzazione di fase si puo` misurare tramite opportuni
parametri di disordine.
Si puo` dare anche un’altra generalizzazione del modello abeliano dipen-
dente da un intero m e che si riduce a (1) quando m = 2, mentre per m = 4
si ritrova il modello non abeliano per n = 2.
In tal caso possiamo descrivere le traiettorie tramite un vettore reale m-
dimensionale xi, che descrive la posizione di una particella di massa unitaria
nello spazio Sm−1.
In entrambe le generalizzazioni, sia Ui sia i vettori xi, presentano ampiezza
o lunghezza costante, come conseguenza delle equazioni del moto.
In particolare, le ampiezze ad ogni nodo risultano essere delle costanti del
moto.
1.1 Generalizzazione non abeliana
Tramite la parametrizzazione Ui = e
−iθi , possiamo generalizzare le (1):
iU˙iUi
† = Hi − ik
2N
N∑
j=1
aij(UiUj
† − UjUi†), i = 1, ..., N (2)
dove Ui e` una matrice complessa n × n, Ui† e` l’Hermitiana coniugata di
Ui e Hi e` una matrice Hermitiana n × n assegnata, i cui autovalori reali
rappresentano le frequenze naturali dell’oscillatore nell’i-esimo nodo.
A queste ultime, dipendenti dal nodo, si possono assegnare valori casuali in
base a una opportuna distribuzione di probabilita`.
Nella (2) la variabile Ui e` un elemento dello spazio vettoriale Vi, sottospazio
di Cn2 .
Come conseguenza dell’accoppiamento si ha che ad una traiettoria in Vi
corrisponde uno spazio vettoriale V e lo stesso accade per Hi. In particolare,
ne´ Hi ne´ Ui commutano per diversi i e l’ordine nella (2) conta. Nel caso
abeliano del modello di Kuramoto, lo spazio V e` il cerchio unitario S1 e le
matrici 1× 1 Hi e Ui commutano per ogni i.
Dall’Hermitianeita` di Hi e degli altri termini nel membro destro di (2), segue
7
che iU˙iUi
† = −iUiU˙i†.
In particolare:
d
dt
(UiUi
†) = 0 (3)
Si ha quindi che UiUi
† e` una costante del moto per ogni nodo e vale come
nell’istante iniziale t = 0.
Definizione 1.1.1.
Data Z matrice complessa, la sua ampiezza A e` definita usando la decom-
posizione polare Z = AU , dove U e` una matrice unitaria e A una matrice
Hermitiana semidefinita positiva t.c. A2 = ZZ†.
Dalla (3) segue che anche l”ampiezza di Ui e` costante.
Se assumiamo che al tempo iniziale UiUi
† sia la matrice identica In, segue
che Ui e` unitaria ∀i e ∀t successivo e che l’evoluzione del sistema presenta
traiettorie tutte confinate nel gruppo unitario.
Per n = 1, prendendo Ui = e
−iθi e Hi = νi, ritroviamo il modello di Kura-
moto abeliano.
Le equazioni (2) sono covarianti rispetto alla seguente trasformazione:
Ui → SUiT, Hi → SHiS†, (4)
dove S, T sono matrici unitarie indipendenti dal tempo e dal nodo i.
In particolare, SUiT sono soluzioni se lo sono le Ui, purche´ le matrici Hi si
traformino come in (4).
Nel seguito, chiameremo le (2) modello SU(n)× SU(n).
Vedremo che per questo modello le traiettorie relative alla soluzione sincro-
nizzata, per valori di k sufficientemente grandi e nel caso di accoppiamento
all-to-all, risultano raggruppate in SU(2) e ciascuna si muove lungo cerchi
unitari in S3 leggermente inclinati tra di loro.
Si puo` misurare la sincronizzazione introducendo una matrice d’ordine R
definita da:
RV =
1
N
N∑
j=1
UJ , (5)
dove si e` usata la decomposizione polare con R matrice Hermitiana semide-
finita positiva e V matrice unitaria.
Gli autovalori di R, compresi tra 0 e 1, rappresentano i parametri d’ordine:
valori prossimi a 1 descrivono una maggiore sincronizzazione.
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1.1.1 Cicli limite nel caso non abeliano
Le equazioni di Kuramoto nel caso abeliano hanno come soluzione il ciclo
limite θi(t) = θi
0+λt, dove λ e` la media delle frequenze νi e θi
0 sono costanti
che verificano le corrispondenti equazioni algebriche nonlineari.
Nel caso non abeliano il ciclo limite assume la seguente forma:
Ui(t) = uie
−iΛt, (6)
con ui matrice unitaria costante n × n e Λ matrice Hermitiana costante
n× n.
Nel caso della (6) parliamo di ciclo limite poiche´ le traiettorie sincronizzate
risultano numericamente indistinguibili dalle (6), trascorsa una fase tran-
siente iniziale.
Le (2) sono soddisfatte purche´ valga:
Λ− H˜i = − ik
2N
N∑
j=i
aij(uj
†ui − ui†uj), (7)
dove la matrice Hermitiana H˜i = ui
†Hiui ha gli stessi autovalori di Hi. La
soluzione (6) corrisponde alla soluzione ottenuta con k = 0 in ogni nodo,
Ui(t) = e
−iHitui = uie−iH˜it, con ui matrice costante unitaria.
Dalla (7) segue, prendendo la norma 2 in ambo i membri:
||Λ− H˜i|| ≤ k
N
N∑
j=i
|aij|, (8)
In particolare, dalla (5) segue ||R|| ≤ 1 e quindi il massimo autovalore di R
ha modulo minore di 1.
La (8) e` condizione necessaria affinche´ il ciclo limite (6) risolva le equazioni
(2) e stabilisce che, per avere sincronizzazione, occorre che le frequenze
naturali in ogni nodo siano vicine a quelle di sincronizzazione e che k o∑N
j=i aij/N siano sufficientemente grandi. Se la (8) non e` verificata per
qualche nodo, si verifica una sincronizzazione parziale.
1.1.2 Determinazione della matrice di sincronizzazione Λ
Poiche´ la disuguaglianza (8) deve essere verificata ∀i, ci si aspetta che Λ
minimizzi
∑
i ||Λ− H˜i||2; le stime numeriche di Λ confermano tale idea.
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Sia Ui(t) una soluzione sincronizzata e sia F la funzione da minimizzare
rispetto a Λ, in ogni istante t successivo alla sincronizzazione:
F (Λ) =
1
N
N∑
i=1
||Ui(t)Λ−HiUi(t)||2 (9)
Nel caso abeliano, per cui Hi = νi e Λ = λ, si ha F (λ) =
∑
i (ν − λ)2/N ∀t
e il minimo si ottiene per λ =
∑
i νi/N .
In generale pero`, Λ dipende da k, dalle frequenze naturali di Hi (ossia i
suoi autovalori) e dai valori iniziali Ui(0) (nei casi qui esaminati tale dipen-
denza non c’e`). Non si hanno pero` formule che legano in modo semplice le
frequenze di sincronizzazione con Hi e k.
1.1.3 Sincronizzazione spaziale e di fase: come misurarle.
Per misurare la sincronizzazione spaziale del sistema si usa il parametro
d’ordine R, definito in precedenza. Tuttavia, esso non permette di stabilire
se la traiettoria e` phase-locked, ossia se la (6) e` un ciclo limite.
In generale, traiettorie phase-locked possono esistere indipendentemente
dalla sincronizzazione spaziale.
• Caso 1: Ui(t) phase-locked. Si puo` determinare Λ minimizzando
F e verificando poi per via numerica che la (6) e` un ciclo limite. Per
far questo occorre valutare, una volta verificatasi la sincronizzazione,
il parametro 1
N
∑N
i=1 ||i ˙Ui(t)− Ui(t)Λ|| che dipende dal tempo e che
risulta nullo per soluzioni come in (6).
Alternativamente, per evitare di dover calcolare le derivate temporali,
si puo` valutare 1
N
∑N
i=1 ||iUi(t+ 1)− Ui(t)e−iΛ||, sempre nullo per il
ciclo limite (8).
• Caso 2: Ui(t) non phase-locked. Il grado della sincronizzazione di
fase si puo` misurare tramite opportuni parameteri di disordine definiti
indipendentemente da Λ. Una possibile misurazione segue dal fatto
che UiUj
† e` costante ∀i, j e di conseguenza la somma
D(1)(t) =
2
N(N − 1)
∑
i<j
|| d
dt
(Ui(t)Uj
†(t))|| (10)
fornisce una misura del disordine di fase e per un sistema phase-locked
risulta nulla entro un certo errore numerico.
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Anche in questo caso, la derivata temporale si puo` calcolare numeri-
camente via differenza finita in un piccolo intervallo.
Nel caso abeliano, dove Ui = e
−iθ1 , D(1)(t) misura la frequenza di se-
parazione media tra i nodi.
Un valore nullo di D(1)(t) tuttavia, implica solo che Ui(t)Uj
†(t) e` co-
stante ∀i, j e quindi che Ui = uie−iA(t), con ui matrice unitaria costante
e A(t) matrice Hermitiana dipendente dal tempo e indipendente da i.
Dalla (6) segue anche che ||U˙i(t)|| = ||Λ||, ossia che, per una soluzione
phase-locked, ||U˙i(t)|| e` indipendente sia da i che da t, e vale quanto
la frequenza di sincronizzazione piu` grande.
Possiamo quindi definire una seconda misura di disordine:
D(2)(t) =
2
N(N − 1)
∑
i<j
|(||U˙i(t)|| − ||U˙j(t)||)| (11)
Un valore nullo per D(2)(t) implica che ||U˙i(t)|| e` indipendente da i
e da t e quindi che, nell’ipotesi Ui = uie
−iA(t), ||U˙i(t)|| = ||A˙|| non
dipende dal tempo, da cui segue A costante nel tempo.
In questo modo stabiliamo l’esistenza di sincronizzazione phase-locked
senza conoscere eplicitamente Λ, ma verificando per via numerica che
entrambi i parametri di disordine siano nulli in ogni istante successivo
alla fase transiente iniziale; se invece la soluzione Ui(t) non e` phase-
locked, i parametri D(1) e D(2) forniranno una misura del disordine di
fase.
1.2 Il modello U(2)× U(2)
Nelle equazioni (2) per n = 2, si puo` parametrizzare la matrice unitaria Ui
tramite il vettore xi = (xi
1, xi
2, xi
3, xi
4):
Ui = e
−iθi(i
3∑
k=1
xi
kσk + xi
4I2) = e
−iθi
(
xi
4 + ixi
3 xi
2 + ixi
1
−xi2 + ixi1 xi4 − ixi3
)
(12)
dove σk sono le matrici di Pauli.
Possiamo espandere Hi:
Hi =
3∑
k=1
ωi
kσk + νiI2 (13)
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ove ωi = (ωi
1, ωi
2, ωi
3) e` un vettore reale e la frequenza νi e` associata alla
prima componente di Ui.
Sostituendo nelle (2) otteniamo 5N equazioni per gli angoli θi e i vettori xi:
||xi||2θ˙i = νi + k
N
N∑
j=1
aij sin (θj − θj)xi · xj (14)
||xi||2x˙i = Ωixi + k
N
N∑
j=1
aij cos (θj − θj)(||xi||2xj − xi · xjxi) (15)
dove Ωi e` la matrice reale antisimmetrica 4× 4:
Ωi =
( 0 −ωi3 ωi2 −ωi1
ωi
3 0 −ωi1 −ωi2
−ωi2 ωi1 0 −ωi3
ωi
1 ωi
2 ωi
3 0
)
(16)
Dalla (15), per l’antisimmetria di Ωi segue che xi · x˙i = 0, e quindi ||xi||
e` una costante del moto ∀i; in particolare, per la scelta delle condizioni
iniziali, si ha ||xi|| = 1 ∀i.
Le precedenti equazioni del moto impongono alle traiettorie di rimanere in
U(2).
Se consideriamo il caso di SU(2), scegliendo νi = 0 ∀i, possiamo soddi-
sfare la (14) prendendo θi = 0 e riscrivere le restanti equazioni del moto
nella forma:
x˙i = Ωixi +
k
N
N∑
j=1
aij(||xi||2xj − xi · xjxi), i = 1, ..., N (17)
Si possono generalizzare queste equazioni supponendo che xi sia un vettore
m-dimensionale in Rm, e Ωi un insieme di matrici m×m reali e antisimme-
triche. In questo modo le (17) danno mN equazioni per le mN variabili xi.
Con conti analoghi ai precedenti, si deduce che xi · x˙i = 0 e quindi che ||xi||
e` costante ∀i e uguale a 1 per la scelta iniziale; da questo segue che tutte le
traiettorie stanno in Sm−1.
Tale proprieta` resta valida anche in presenza di auto-interazioni nei nodi,
prendendo Ωi dipendente da xi, eventualmente con una dipendenza tempo-
rale, purche´ pero` resti antisimmetrica.
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Le (17), con m generico, forniscono un’altra generalizzazione del modello
abeliano di Kuramoto: per m = 2 otteniamo infatti le equazioni (1), sce-
gliendo Ωi = νii2, ove i2 =
( 0 −1
1 0
)
, e parametrizzando xi = (cos θi, sin θi).
Per m 6= 2, 4 questi modelli differiscono pero` da quelli SU(n)× SU(n) de-
finiti dalle (2).
Riferendoci alle (17) parleremo di modello sfera m-1.
Nel caso di mancanza di accoppiamento (k = 0 in (17)), ogni nodo oscilla al-
la sua frequenza naturale come segue da x˙i = Ωixi, che implica x¨i = (Ωi)
2xi.
Dall’antisimmetria di Ωi segue che tutti gli autovalori di −(Ωi)2 sono non-
negativi e per valori dispari di m esiste almeno un autovalore nullo con il
corrispondente modo di oscillazione nullo.
Le soluzioni oscillanti sono date da xi(t) = e
iΩini, con ni = xi(0) vettore
unitario costante.
1.2.1 Phase-locking nei modelli sfera m-1
Generalmente, le traiettorie in questi modelli presentano sincronizzazione
spaziale ma non sono phase-locked.
Per definire un parametro di ordine r(t) consistente con la (5), definiamo
prima il vettore centro di massa xCM :
xCM =
1
N
N∑
j=1
xj, (18)
dove xi rappresenta la posizione di una particella di massa unitaria.
Il parametro r(t) = ||xCM(t)||, che sta tra zero e uno, misura la correlazio-
ne spaziale delle traiettorie. La possibilita` di avere o meno phase locking
dipende dalla scelta di Ωi.
Una soluzione ciclo limite ha la forma seguente:
xi(t) = e
iΛni (19)
dove Λ e` una matrice antisimmetrica m×m reale e costante e ni e` un vettore
m-dimensionale costante e unitario nel nodo i.
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Per risolvere le equazioni (17) occorre risolvere un insieme di equazioni alge-
briche nonlineari per ni [1]; analogamente alla (8), avremo poi la condizione:
||(Λ− Ωi)ni|| ≤ 2k
N
N∑
j=1
|aij|
e questo mostra che la phase-locking e` possibile solo per date condizioni
come, ad esempio, valori di k sufficientemente grandi.
La sincronizzazione parziale di fase si puo` misurare tramite opportuni pa-
rametri di disordine, legati a quelli definiti in precedenza ((10) e (11)).
Dalla (19) si ha che xi · xj e` costante per ogni coppia di nodi, da cui segue
la costanza della distanza ||xj − xi|| ∀i, j.
Allora la seguente misura di disodine medio:
d(1)(t) =
2
N(N − 1)
∑
i<j
| d
dt
(xi · xj)| (20)
vale zero per traiettorie phase-locked, come nel caso del ciclo limite (19).
Un’altra misura di disordine si ottiene osservando, come fatto in preceden-
za, che, per i cicli limite in (19), ||x˙i(t)|| = ||Λni|| e` costante nel tempo.
Per traiettorie phase-locked xi(t), la matrice Λ si puo` determinare mini-
mizzando, rispetto a Λ e in ogni istante successivo alla sincronizzazione, la
quantita`:
F (Λ) =
1
N
N∑
i=1
||(Ωi − Λ)xi||2 (21)
Poiche´ le traiettroie sincronizzate verificano la relazione x˙i = Λxi, la quan-
tita`
∑
i ||x˙i(t)− Λxi(t)|| dovrebbe essere numericamente uguale a zero in
tutti gli istanti successivi alla sincronizzazione.
Un altro modo per verificare se si ha phase-locking, senza dover ricorrere al
calcolo di derivate temporali, e` quello di valutare la quantita`:
d(t) =
1
N
N∑
i=1
||xi(t+ 1)− eΛxi(t)||, (22)
che deve essere nulla in tutti gli istanti successivi alla sincronizzazione.
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1.3 Il modello S2
Il modello S2 consiste nelle equazioni (17) relative ai vettori 3-dimensionali
xi.
In questo caso, la restrizione delle traiettorie a stare in S2 non e` imposta
da condizioni esterne ma segue dalle equazioni del moto.
Il modello si puo` formulare, in analogia alle (2), imponendo che le matrici
unitarie 2× 2, Ui, soddisfino in ogni nodo la relazione:
iU˙iUi
† = νiIn +Hi − UiHiUi† − ik
2N
N∑
j=1
aij(UiUj
† − UjUi†), (23)
ove νi rappresenta la frequenza associata alla componente abeliana di Ui e
Hi e` un insieme di matrici Hermitiane n× n, a traccia nulla.
Per l’Hermitianeita` del membro destro, si ha che anche Ui e` unitaria ∀i,
purche´ si scelga ciascun Ui unitaria all’istante iniziale.
La (26) e` covariante per trasformazioni unitarie globali. Queste equazioni
rappresentano un’altra generalizzazione non abeliana delle equazioni di Ku-
ramoto (1), a cui si riducono nel caso n = 1.
In generale, anche in questo caso, la sincronizzazione phase-locked si verifica
solo sotto ristrette condizioni [1].
Sia ora n = 2 e Hi = ωi · σ/2 con ωi e σ vettori 3-dimensionali.
Parametrizzando Ui tramite:
Ui = e
−iθi
(
ixi
3 xi
2 + ixi
1
−xi2 + ixi1 −ixi3
)
(24)
ricaviamo che le equazioni (23) sono soddisfatte purche´ valgano le condizioni
(14) e (15) per il vettore tridimensionale xi e la matrice reale antisimmetrica:
Ωi =
( 0 −ωi3 ωi2
ωi
3 0 −ωi1
−ωi2 ωi1 0
)
(25)
Le equazioni (23) preservano la proprieta` di traccia nulla per Ui. Prendendo
poi νi = 0 ∀i e θi = 0 ricaviamo le (17) nel caso m = 3.
Queste equazioni si possono riscrivere nella forma seguente:
x˙i = ωi × xi + k
N
N∑
j=1
aij(||xi||2xj − xi · xjxi), (26)
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da cui risulta chiaro che x˙i · xi = 0.
Le oscillazioni naturali in ogni nodo sono determinate dagli autovalori di
−(Ωi)2. L’equazione generica x˙ = ω × x nel caso libero (k = 0) ha come
soluzione:
x(t) = m sinφ cosωt+ n sinφ sinωt+ ωˆ cosφ (27)
ove φ e` un angolo costante, ω = ||ω|| e ωˆ e` il vettore unitario definito da
ωˆ = ω/||ω||, con ωˆ, n,m insieme di vettori unitari mutuamente ortogonali
che verificano:
n = ωˆ ×m, m = n× ωˆ, ωˆ = m× n.
In base alle condizioni iniziale, si possono avere diversi comportamenti:
• se φ = 0, oppure φ = pi, x resta stazionaria nel punto fisso ±ωˆ;
• se φ = pi/2, la traiettoria sta sull’equatore rispetto ai poli ±ωˆ con
frequenza di oscillazione ω;
• per condizioni iniziali generali, il moto libero in ogni nodo e` una so-
vrapposizione lineare di questi due modi e le traiettorie stanno su un
cerchio di latitudine fissata rispetto ai poli ωˆ, con frequenza ω = ||ω||.
Sarebbe ragionevole attendersi che un simile comportamento valga per solu-
zioni spazialmente sincronizzate, con l’ammasso di particelle confinato a una
latitudine fissata e frequenza di sincronizzazione λ. In particolare, il centro
di massa unitario xˆCM = xCM/||xCM ||, dovrebbe verificare la (27) con λ
al posto di ω. Tuttavia, per via numerica si trova che xˆCM non e` limitato
a stare in una data latitutide, ma tende a uno dei poli ±ωˆCM disegnando
cerchi di raggio decrescente.
1.3.1 Cicli limite
Supponiamo ora che ωi
1 = ωi
2 = 0 ∀i, da cui Ωi = ωi3ι3 e Λ = λι3, ove
ι3 =
( 0 −1 0
1 0 0
0 0 0
)
In tal caso, il ciclo limite e` dato da:
xi(t) = e
tΛni = (ni
1, ni
2, 0) cosλt+ (−ni2, ni1, 0) sinλt+ (0, 0, ni3), (28)
16
ove ni e` un vettore unitario 3-dimensionale.
Per tale scelta delle frequenze, la (26) ha come punto fisso xi = ±(0, 0, 1) ∀k,
che corrisponde a prendere φ = 0 o φ = pi nella soluzione (27) del caso libe-
ro.
La (26) puo` essere risolta anche prendendo xi
3 = 0 ∀i, nel qual caso le
equazioni si riducono a quelle del modello Kuramoto nel caso abeliano.
In definitiva, prendendo condizioni iniziali tali da avere xi(0) sull’equatore
∀i, tutte le traiettorie restano sull’equatore e la sincronizzazione ha luogo
come nel caso abeliano del modello Kuramoto; in particolare, si verifica la
phase-locking, che corrisponde ad avere ni
3 = 0 nelle (28).
Per valori iniziali casuali, le traiettorie non solo sono sincronizzate spazial-
mente, ma per valori di k sufficientemente grandi si ordinano spazialmente
come un vettore lineare in analogia al modello Kuramoto abeliano e sono
quasi phase-locked.
1.3.2 Il modello della 2-sfera
Esaminiamo ora alcune proprieta` del modello 2-sfera con equazioni date
dalle (14), (15) relative a xi vettore unitario 3-dimensionale e Ωi data da
(25), avendo scelto una distribuzione per le frequenze νi e ωi.
Rispetto al modello S2,una differenza significativa e` data dal comporta-
mento delle traiettorie: dopo un transiente iniziale, esse si separano in due
ammassi distinti per ciascuna delle due componenti θi ∈ S1, xi ∈ S2.
Cio` e` dovuto al fatto che i termini xi · xj e cos (θj − θi) possono essere
negativi, modificando cos`ı il segno di k relativo all’accoppiamento tra i cor-
rispondenti nodi i, j.
La separazione delle traiettorie in due ammassi distinti si traduce nel fatto
che le soluzioni delle (14) e delle (15), calcolate per via numerica e relative
a condizioni iniziali e distribuzioni di frequenze casuali, mostrano che ne´
il parametro d’ordine r calcolato per S1, ne´ quello calcolato per S2, sono
prossimi all’unita`.
La sincronizzazione di fase invece si presenta come per il modello S2 (sia per
le traiettorie di S1 che per quelle di S2), mentre generalmente non si verifica
la phase-locking a causa del moto verso i poli di entrambi gli ammassi in S2.
Un caso interessante e` quello abeliano in cui ωi
1 = 0 = ωi
2 e le (14), (15) si
possono risolvere scegliendo xi
3 = 0 ∀i.
Parametrizzando xi = (cosφi, sinφi, 0) le (14) e le (15) si riducono a due
insiemi di equazioni relative alle variabili θi e φi che si disaccoppiano in
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equazioni relative agli angoli θi
± = θi ± φi nel modello Kuramoto abeliano.
In particolare, la matrice Ui definita tramite (24), si riduce a :
Ui = e
−iθi
(
0 ie−i(θi+φi)
ie−i(θi−φi) 0
)
Rispetto alle varibili originarie θi e xi, le traiettorie in S
1 e in S2 si sepa-
rano ciascuna in due ammassi, con quelle in S2 limitate all’equatore; nella
nuova variabile θi
± pero`, la sincronizzazione si verifica come per il modello
Kuramoto abeliano con traiettorie ristrette a stare nel toro S1 × S1.
Cio` accade solo se le posizioni iniziali xi(0) giacciono interamente sull’equa-
tore.
1.3.3 Il modello SU(2)× SU(2)
Consideriamo il modello SU(2) × SU(2) costituito dalle equazioni (2) per
n = 2, con Ui parametrizzato come in (12), con θi = 0 ∀i e il vettore 4-
dimensionale xi che verifica la (17) con m = 4; in questo caso le traiettorie
sono ristrette a S3. Le matrici Ωi sono espresse in termini dei vettori fre-
quenze ωi = (ωi
1, ωi
2, ωi
3), come in (16).
Le proprieta` di questo modello sono simili a quelle del modello Kuramoto
abeliano, con traiettorie sincronizzate nello spazio e phase-locked, ciascuna
delle quali traccia un cerchio in S3 e con i piani di questi cerchi leggermente
inclinati tra loro.
Diverso e` il caso abeliano, per cui tutte le matrici Ωi commutano e le traiet-
torie sincronizzate stanno in un comune piano 2-dimensionale in S3, per ogni
condizione iniziale. La matrice Λ si determina per via numerica e dipen-
de, in generale, dalle condizioni iniziali, sebbene la frequenza sincronizzata
λ = ||Λ|| dipenda solo da ω e da k.
Le oscillazioni naturali in ogni nodo sono date dall’equazione x˙i = Ωixi,
da cui x¨i = Ωi
2xi. Poiche´ Ωi
2 = −||ωi||2I4, tutte le soluzioni di x˙i = Ωixi
sono date da:
xi(t) = e
iΩini = ni cos (||ωi||t) +mi sin (||ωi||t), (29)
con ni, mi vettori unitari ortogonali, per cui mi = Ωini/||ωi|| e ni =
−Ωimi/||ωi||.
Le oscillazioni naturali nel nodo i hanno percio` tutti la stessa frequenza
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||ωi||, con traiettorie ristrette al piano 2-dimensionale generato da mi, ni in
R4, cascuna delle quali disegna un cerchio in S3.
I cilci limite hanno la forma, come in (19), xi(t) = e
tΛni, con Λ che commuta
con Ωi, ∀i.
La forma piu` generale per Λ risulta:
Λ =
( 0 λ3 −λ2 −λ1
−λ3 0 λ1 −λ2
λ2 −λ1 0 −λ3
λ1 λ2 λ3 0
)
(30)
dove λ = (λ1, λ2, λ3) e` un vettore frequenza 3-dimensionale.
La matrice Λ e` antisimmetrica e commuta con le Ωi; inoltre, Λ
2 = −λ2I4,
con λ = ||λ|| = ||Λ||, da cui segue che il ciclo limite ha la forma seguente:
xi(t) = e
tΛni = ni cosλt+mi sinλt, (31)
dove ni, mi sono vettori unitari ortogonali con mi = Λni/λ.
Questi cicli limite corrispondono alle oscillazioni naturali (29), dove la fre-
quenza sincronizzata λ sostituisce ciascuna frequenza naturale ||ωi||.
Supponiamo ora di prendere, nel caso di accoppiamento all-to-all, valori suf-
ficientemente grandi di k, condizioni iniziali e distribuzione delle frequenze
naturali ωi casuali.
In questa situazione, per via numerica, si trova che le traiettorie sono spa-
zialmente sincronizzate: il parametro r(t) assume valori costanti prossimi a
uno, dopo l’istante di transiente iniziale t = ts.
Inoltre, si ha anche sincronizzazione di fase nell’istante t = tp > ts, come
mostra il parametro di disordine d1(t) definito in (20), che assume valore
nullo ∀t > tp.
Il prodotto xi · xj e` cos`ı costante nel tempo, e ha valore vicino a 1 ∀i, j,
coerentemente con il fatto che la distanza ||xi− xj|| tra ogni coppia di par-
ticelle e` piccola.
Essendo N2r2 =
∑
i,j xix˙j, xi · xj vale approssimativamente r2. Per il ciclo
limite (31) si ha ||x˙i(t)|| = λ, indipendente da i e t e cos`ı possiamo valutare
il secondo parametro di disordine d2(t) (seguendo la (11)):
d2(t) =
2
N(N − 1)
∑
i<j
|(||x˙i(t)|| − ||x˙j(t)||)| (32)
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che risulta anch’esso nullo per t > tp.
La valutazione dei parametri di disordine non richiede la conoscenza della
matrice delle frequenze sincronizzate Λ, che puo` essere trovata minimizzan-
do F (λ) rispetto a λ, in ogni istante t > tp. In particolare, si trova che∑
i ||x˙i(t)− Λxi(t)|| e` numericamente nullo ∀t > tp. Come ulteriore confer-
ma della corrispondenza tra soluzione numerica e ciclo limite (31), possiamo
poi verificare che il parametro d(t) definito in (22) e` anch’esso nullo ∀t > tp.
In questo modo mostriamo per via numerica che le traiettorie sincronizzate
seguono dei cerchi in S3 che giacciono in piani leggermente inclinati tra di
loro. Possiamo vedere uno di questi piani come quello percorso dal centro di
massa xˆCM , che si sincronizza col ciclo limite e la cui orientazione dipende
dai valori iniziali xi(0). La frequenza sincronizzata λ = ||Λ|| dipende invece
solo dalle frequenze naturali ωi e da k.
In generale, λ assume valori vicini, ma non uguali a
∑
i ||ωi||/N .
Nel caso abeliano, le matrici Ωi commutano ∀i e si verifica la sincroniz-
zazione, con proprieta` analoghe a quelle del caso generale. In particolare,
scegliendo ωi
1 = 0 = ωi
2 ∀i e prendendo xi1 = 0 = xi2 oppure xi3 = 0 = xi4,
le (17) si riducono al modello Kuramoto abeliano. Quindi, se inizialmente
le particelle si trovano nel piano X1 − X2 o X3 − X4, tutte le successive
traiettorie continuano a giacere nello stesso piano e la sincronizzazione si
verifica come nel caso del modello Kuramoto abeliano.
Scegliendo posizioni iniziali casuali in S3 e ωi
1 = 0 = ωi
2 ∀i, si verifica
sincronizzazione con phase-locking e tutte le traiettorie sincronizzate ap-
partengono a un cerchio comune in S3, che coincide con la traiettoria del
centro di massa unitario: tutte le particelle si allineano linearmente su una
circonferenza comune, come per il modello Kuramoto abeliano, che appar-
tiene a un piano dipendente dalle condizioni iniziali. In questo caso, si ha
anche che la frequenza di sincronizzazione ||Λ|| e` indipendente da k. In ge-
nerale, troviamo che, per le matrici abeliane Ωi, le traiettorie sincronizzate
si comportano come quelle del modello Kuramoto abeliano e sono ristrette
al cerchio unitario in S3, la cui orientazione dipende dalle frequenze ωi, dai
valori iniziali xi(0) e da k.
1.4 Sincronizzazione spaziale e punti fissi
Discutiamo qui la sincronizzazione spaziale nei modelli Sm−1, considerando
il caso di accoppiamento all-to-all; in particolare, cerchiamo di giustificare
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la tendenza delle particelle a raggrupparsi per valori sufficientemente grandi
di k, in modo indipendente dal fatto che il moto sia o meno sincronizzato
in fase e nell’ipotesi che si siano gia` formati dei raggruppamenti. Studiamo
poi le soluzioni di punto fisso, esaminandone le proprieta` generali, senza
dimostrarne la stabilita`.
Le equazioni (17) relative al modello Sm−1 le riscriviamo nella forma:
x˙i = Ωixi + kxCM − kxi(xi · xCM), (i = 1, ..., N) (33)
dove xi e` un vettore unitario m-dimensionale nel nodo i, xCM e` definito in
(18) e k > 0.
1.4.1 Proprieta` qualitative della sincronizzazione spaziale
La sincronizzazione spaziale, dove r ha valore costante vicino a 1, si verifica
per i modelli Sm−1 anche se non si ha phase-locking, come per il modello
S2.
Per avere sincronizzazione spaziale nel caso di condizioni iniziali casuali,
occorre che la distanza ||xi−xj|| tra due qualsiasi nodi decresca nel tempo.
Per verificare quest’ultima condizione, calcoliamo x˙i · xj + xi · xj servendoci
della (33):
d
dt
||xi − xj|| = xˆi−j · (Ωixi − Ωjxj)− k||xi − xj||(xi+j · xCM), (34)
dove xˆi−j = (xi − xj)/||xi − xj|| e xi+j = (xi + xj)/2. Poiche´:
||xˆi−j ·(Ωixi−Ωjxj)|| ≤ ||Ωi||+||Ωj||, ||k||xi−xj||(xi+j ·xCM)|| ≤ kr||xi−xj||
ove r = ||xCM ||, si ha che, per valori di k sufficientemente grandi, l’ultimo
termine e` dominante e il membro destro della (34) e` negativo.
In particolare, ||xi − xj|| decresce in modo monotono nel tempo, mentre
(xi+j · xCM) resta positivo: le particelle si ammassano e avviene la sincro-
nizzazione spaziale.
Cio` trova conferma nel fatto che r si avvicina a 1; a r ' 1 corrisponde un
valore piccolo delle distanze tra i nodi.
Se xi si avvicina a xj, l’ultimo termine della (34), per ogni k fissato, non e`
piu` preponderante e il membro destro diventa indefinito nel segno. Il grup-
po di particelle si infittisce solo se k aumenta.
Analogamente, se due nodi i e j sono t.c. xi = xj all’istante iniziale, allora
la derivata temporale di ||xi − xj|| e` non nulla e le particelle si separano.
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Se poi esiste uno o piu` nodi per cui ||Ωi|| e` maggiore di 2k, il membro destro
della (34) ha segno indefinito e questi nodi non si sincronizzano spazialmen-
te con gli altri.
Tutte queste considerazioni sono indipendenti dal verificarsi della phase-
locking.
1.4.2 Punti fissi
Concentriamoci ora sulle soluzioni di punto fisso della (33).
Supponiamo che esista una matrice reale m × m Λ, antisimmetrica e che
commuti con Ωi ∀i. Definiamo quindi il vettore unitario ni(t) = e−tΛxi(t)
e nCM = e
−tΛ ˆxCM che rappresenta il vettore centro di massa ruotato e puo`
anche essere espresso come nCM =
∑
i ni/(Nr), dove r = ||xCM ||.
L’equazione (33) diventa quindi:
n˙i = (Ωi − Λ)ni + krni(ni · nCM)
Per cercare le soluzioni di punto fisso, imponiamo n˙i = 0, da cui:
(Ωi − Λ)ni = krni(ni · nCM)− krnCM (35)
da cui:
||(Ωi − Λ)ni||2 = k2r2[1− (ni · nCM)2]. (36)
In particolare, ||(Ωi − Λ)ni|| ≤ kr e quindi ||(Ωi − Λ)ni|| ≤ k in ogni nodo
i, da cui segue che deve esistere una soluzione di punto fisso.
Poiche´ |(||Ωini|| − ||Λni||)| ≤ ||(Ωi − Λ)ni||, si ha che le frequenze naturali
devono essere vicine a quelle di sincronizzazione per avere l’esistenza di so-
luzioni di punto fisso ni.
Come visto in precedenza, il fatto che la condizione ||(Ωi − Λ)ni|| ≤ k
debba valere ∀i, ci porta a definire Λ come la matrice che minimizza la
funzione:
F (Λ) =
1
N
N∑
i=1
||(Ωi − Λ)ni||2 (37)
Ad esempio, nel caso m = 2, si ha Ωi = νiι2, Λ = λι2, da cui ||(Ωi−Λ)ni||2 =
(νi − λ)2 e λ =
∑
i νi/N minimizza F (λ).
Dal punto di vista numerico, per ogni data soluzione numerica xi(t), convie-
ne determinare Λ minimizzando F (Λ) (come in (21)) rispetto a Λ, in ogni
22
istante successivo alla sincronizzazione.
I punti fissi ni, il vettore nCM e la matrice Λ dipendono tutti dai valori
iniziali xi(0) cos`ı come dalle frequenze naturali ωi e da k. Anche l’orienta-
zione dei piani delle traiettorie sincronizzate in S3 dipende dalle condizioni
iniziali.
Numericamente si trova pero` che le frequenze ρi definite da:
ρi = ||(Ωi − Λ)ni|| = ||(Ωi − Λ)xi|| (38)
non dipendono da xi(0): ciascun ρi dipende solo dalle frequenze naturali
ωi, ..., ωN e da k.
Tuttavia, dalla (36), come confermato numericamente, segue che ni · nCM e`
indipendente da xi(0), cos`ı come lo sono le frequenze di sincronizzazione λ,
gli scalari 2ni · ΛΩini = ρi2 − ||ωi||2 − λ2 e il minimo di F , che vale:
Fmin =
1
N
N∑
i=1
ρi
2 = λ2 +
1
N
N∑
i=1
||ωi||2.
Ciononostante, la posizione del minimo dipende da xi(0).
La disuguaglianza λ ≤ ∑i ||ωi||/N e` verificata anche numericamente, e
vale l’uguale nel caso abeliano dove le matrici Ωi commutano tra loro ∀i.
In questo caso si trova che:
λ = − ν
N
N∑
i=1
||ωi||
In particolare, come per m = 2, λ e` indipendente da k. Nel caso con Ωki
generiche invece, la frequenza di sincronizzazione λ dipende oltre che da k
anche dalle frequenze naturali ωi.
Considerando ora la (36) nel caso di m generico, dalla (38) otteniamo:
ni · nCM =
√
1− ρi
2
k2r2
(39)
dove ovviamente assumiamo che solo valori positivi sono ammessi.
Nei casi m = 2, 4 effettivamente si ha ni · nCM > 0. In generale, da
2N(1− r) = ∑i ||ni − nCM ||2, ricaviamo la disuguaglianza ||ni − nCM ||2 ≤
2N(1− r) ∀i, che implica ni · nCM ≥ 1−N(1− r).
Purche´ 1 − r ≤ 1/N , come accade per valori di k sufficientemente grandi,
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abbiamo quindi ni · nCM ≥ 0, ∀i.
Da
∑
i ni · nCM = Nr abbiamo:
1
N
N∑
i=1
√
1− ρi
2
k2r2
= r (40)
che, per date frequenze ρi, esplicita r in funzione di k. In particolare,
esistono soluzioni solo per k ≥ maxi ρi.
Definiamo ora:
f(x) =
1
N
N∑
i=1
√
x− ρi2
dove x = k2ρ2 e cerchiamo di risolvere kf(x) = x.
Il dominio di f e` [ρ2,∞), con ρ = maxi ρi.
Esistono due valori critici di k, kc < k
′
c, t.c.:
1. per 0 < k < kc, l’equazione kf(x) = x non ha soluzioni;
2. per k = kc, c’e` una soluzione di kf(x) = x;
3. per kc < k ≤ k′c, ci sono due soluzioni di kf(x) = x;
4. per k′c < k, c’e` una soluzione di kf(x) = x.
Ogni valore di x ∈ [ρ2,∞) determina una soluzione (r, k) della (40), con
r = f(x)/
√
x e k = x/f(x).
Esiste un unico valore critico xc t.c. f
′(xc) = f(xc)/xc e quindi ogni x ∈
(xc,∞) parametrizza una soluzione (r, k) della (40) con:
r > rc =
f(xc)√
xc
, k > kc =
xc
f(xc)
(41)
Si puo` mostrare che, per m = 2, tutte queste soluzioni portano a punti fissi
stabili.
In definitiva, assegnate le matrici Ωi delle frequenze naturali e una costante
di accoppiamento k, per trovare i punti fissi ni, prima valutiamo le frequenze
ρ1, ..., ρN che sono funzioni solo di Ωi e di k e poi determiniamo una solu-
zione r = r(k) della (40). A questo punto, dalla (39), ricaviamo gli scalari
ni · nCM , risolviamo le equazioni (35), che intendiamo come un sistema di
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equazioni lineari per gli N vettori n1, ..., nN , e contemporaneamente mini-
mizziamo la F in (37) per ricavare Λ.
La soluzione non e` unica dato che per ogni punto fisso ni un’altra soluzione
si ha prendendo et0Λnit, ove t0 e` un parametro qualsiasi.
Nel caso abeliano m = 2, il tutto si semplifica molto dal momento che
Λ = λι2 e` nota in maniera esplicita cos`ı come ρi
2 = (νi − λ)2 e le equazioni
(35) si possono risolvere direttamente.
Nel caso m = 2 e` possibile riscrivere le equazioni nella forma θ˙i = −∇θΦ,
dove θ = (θi) rappresenta un vettore N-dimensionale e Φ e` una funzione
scalare: cio` semplifica lo studio della stabilita`.
In particolare, considerando una generica matrice di connettivita` (aij), de-
finiamo le funzioni scalari:
Φi(θ1, ..., θN , x1, ..., xN) = −
N∑
j=i
νjθj − k
N
,
N∑
j=1
aij cos (θj − θi) xi||xi|| ·
xj
||xj|| ,
per i = 1, ..., N . Ciascuna Φi e` definita sul toro T
N rispetto alle variabili θi
e su RmN\0 rispetto agli N vettori m-dimensionali xi.
Le equazioni (14) e (15) possono cos`ı essere riscritte nella seguente forma
equivalente:
θ˙i = −∂Φi
∂θi
, x˙i = Ωixi −∇iΦi,
dove ∇i rappresenta il gradiente rispetto a xi.
Per m > 2 non e` pero` possibile esprimere il termine Ωixi come gradiente di
una funzione scalare.
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2 Modelli per il ciclo del sonno
2.1 Modelli per la fase di sonno desincronizzato
Per descrivere la fase di desincronizzazione del ciclo del sonno bisogna pre-
supporre l’interazione reciproca tra le cellule presenti nell’area pontina teg-
mentale gigantocellulare (anche dette cellule FTG) e quelle all’interno del
nucleo locus coeruleus e subcoeruleus (cellule LC), come osservato da Allan
Hobson durante i suoi studi sui gatti.
Si ipotizza quindi che l’interazione reciproca tra popolazioni neurali eccita-
torie e inibitorie permetta di determinare l’alternarsi degli stati del ciclo del
sonno.
I modelli che ne risultano presentano equazioni del tipo Lotka-Volterra.
Gli studi effettuati sull’attivita` di scarica di un neurone FTG durante il
ciclo sonno-veglia ([14]) presentano dei picchi che corrispondono ad episodi
di sonno desincronizzato (fase REM) e manifestano una certa periodicita`
dovuta all’alternarsi di fasi di sonno lento o sincronizzato (non REM) e
sonno desincronizzato (REM).
Un esame dettagliato del tempo di scarica si puo` fare normalizzando la
durata di ciascun ciclo e facendone la media su piu` cicli. Come risulta-
to, si ottengono delle curve periodiche non sinusoidali, dovute al fatto che
l’evoluzione temporale dell’attivita` di un neurone FTG e` determinata dal-
l’interazione reciproca con neuroni LC.
A partire da osservazioni di carattere strutturale, sviluppiamo un model-
lo quantitativo per l’interazione.
I termini relativi all’influenza che ciascuna popolazione esercita su se stessa
si ricavano dalla proporzionalita` tra il tasso di cambio dei livelli di attivita`
in una popolazione FTG e i livelli di corrente. Si puo` supporre che lo stesso
accada per popolazioni LC, ma con un segno meno dovuto alla natura ini-
bitoria.
La natura fortemente non sinusoidale dell’attivita` di FTG suggerisce invece
che la relazione tra FTG e LC sia non lineare. Pertanto considereremo il
prodotto delle attivita` delle due popolazioni.
Sia x(t) il livello di attivita` di scarica nelle cellule di FTG e y(t) l’analogo
per quelle di LC. Siano poi a, b, c e d delle costanti positive che rappresen-
tano la forza delle connessioni neuronali.
26
Allora:
dx/dt = ax− bxy
dy/dt = −cy + dxy
Questo sistema e` del tipo Lotka-Volterra, inizialmente proposto per descri-
vere il rapporto preda-predatore. In questo caso, le cellule FTG fanno le
veci della popolazione preda, e quelle LC dei predatori. Questo tipo di
equazioni e anche altre varianti piu` complesse sono state largamente studia-
te ([17]), cos`ı come il comportamento delle loro soluzioni, sebbene queste
ultime non siano esprimibili in termini di funzioni elementari. Nel caso in
esame si trova una soluzione periodica.
Numericamente, si e` visto che questo modello si adatta bene alla realta`. Al-
l’avvallamento iniziale segue un periodo piu` lungo in cui l’attivita` di scarica
cresce lentamente per poi decrescere piu` rapidamente dopo aver raggiunto
l’istante di sonno desincronizzato.
Il modello prevede anche che i livelli di attivita` LC decrescano regolarmente
durante il sonno sincronizzato fino a un punto di minimo dato dal sonno
desincronizzato per poi crescere rapidamente nell’ultima fase di sonno de-
sincronizzato. Anche in questo caso, la curva teorica approssima bene quella
dei dati reali.
In particolare, la correttezza di molte delle previsioni fatte a partire dal
modello di interazione reciproca per il ciclo del sonno nel campo anatomico,
fisiologico e farmacologico lo rende una valida prima approssimazione per
le curve relative all’attivita` di scarica delle cellule FTG e LC.
2.2 Lo studio del sonno tramite EEG
L’attivita` cerebrale e` il risultato della sincronizzazione e della interazione
reciproca di un gran numero di gruppi di neuroni. Per monitorarla, si usa
l’elettroencefalografia (EEG), che permette di registrare l’attivita` elettri-
ca dell’encefalo. Un’alterazione dei segnali dell’EEG e` presente in molte
malattie neurologiche e psichiatriche, come l’Alzheimer, l’epilessia, la schi-
zofrenia...
In particolare, l’analisi delle frequenze dei segnali dell’EEG (ritmi di EEG)
consente anche di monitorare il sonno. Quest’ultimo infatti, nonostante sia
caratterizzato, come visto, dal ciclico alternarsi di fasi REM e non REM,
e` soggetto all’interferenza di altri fattori esterni come lo stato mentale, la
presenza di malattie, l’assunzione di droghe etc., oltre a variare, ad esempio,
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in funzione dell’eta`.
Pertanto, si puo` pensare al sonno come ad un processo dinamico le cui strut-
ture neurofisiologiche non presentano un comportamento prestabilto.
La regolazione dell’attivita` di induzione del sonno e del suo mantenimento
e` svolta dall’interazione tra i ritmi circadiani e i bisogni omeostatici.
In questa sezione presentiamo un modello in grado di descrivere la transi-
zione tra le differenti fasi del sonno e i meccanismi atti al suo mantenimento.
Esso si basa su un sistema di tre equazioni differenziali ordinarie sempre
del tipo Lotka-Volterra e riguarda tre popolazioni di neuroni: quelli attivi
durante la fase REM (RemOn), quelli attivi all’inizio del sonno non REM
(MnPN) e una popolazione di neuroni talamici (Tal).
Tal = Tal(e− sRemOn)
RemOn = RemOn(a− bMnPN + gTal)
MnPN = MnPN(−m+ cRemOn)
dove a, b, c, e, g, s sono parametri biologici scelti in modo da garantire l’oscil-
lazione delle soluzioni e la presenza di cinque picchi del sonno REM durante
le otto ore di sonno.
Questo modello, basato sulle attuali conoscenze in campo neuro-fisiologico,
permette, tra l’altro, di prevedere la predominanza di fasi non REM nei pri-
mi cicli del sonno e l’aumento della durata delle fasi REM in concomitanza
alla fine di quelle non REM.
2.3 Un’applicazione del modello preda-predatore ai
plasmi magneticamente confinati
Nel caso di plasmi magneticamente confinati, si assiste all’interazione non
lineare di onde di drift e flussi zonali (DW-ZF) che rientra nel contesto piu`
generale dell’auto-organizzazione, ovvero la capacita` di un sistema di svi-
lupparsi in seguito ad influenze provenienti dai suoi stessi elementi.
Anche in questo caso si ricorre al modello preda-predatore per spiegare il
comportamento di auto-regolazione che si manifesta nel sistema DW-ZF.
In particolare, lo smorzamento delle onde di drift (preda) causate dai flussi
d’onda (predatore), ne indeboliscono a loro volta la produzione.
Tramite simulazioni numeriche, si sono potuti analizzare i meccanismi alla
base di questo sistema e la fisica che lo determina.
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Possiamo modellizzare il nostro sistema tramite oscillatori stocastici, as-
sumendo che l’evoluzione della fase per ciascuna popolazione segua le equa-
zioni di Kuramoto e aggiungendo un termine lineare di accoppiamento tra
le due popolazioni.
Il moto 2-dimensionale di due oscillatori stocastici accoppiati puo` essere
descritto tramite due sistemi di equazioni accoppiate del prim’ordine per le
fasi θ e φ:
θ˙j(t) = ωj + (2pi)
−1
N∑
i=1
Jij sin (θi − θj) + 1
2
ηLφj,
φ˙j(t) = ζj + (2pi)
−1
N∑
i=1
Kij sin (φi − φj)− 1
2
ηLθj, (j = 1, ..., N),
dove:
• θj e φj presentano un accoppiamento sinusoidale come nel modello
Kuramoto a cui si e` aggiunto un termine di accoppiamento lineare tra
i due moti;
• θ˙j(t) e φ˙j(t) rappresentano le derivate temporali della fasi del j-esimo
oscillatore in ciascuna popolazione;
• il parametro ηL misura la forza dell’accoppiamento tra gli elementi
delle due popolazioni;
• ωj e ζj sono le frequenze naturali degli oscillatori in ciascuna popola-
zione e assumiamo che seguano una distribuzione Gaussiana f(ω) =
exp(−ω2/2)√2pi;
• Jij e Kij sono le forze dell’interazione sinusoidale tra l’oscillatore i e
j in ciascuna popolazione e si assume che siano delle costanti casuali.
Sebbene il modello introdotto non sia una diretta rappresentazione del siste-
ma DW-ZF, entrambi presentano delle analogie dovute al comportamento
del tipo preda-predatore.
In particolare, la sincronizzazione delle fasi corrisponde alla stabilita` del
sistema DW-ZF mentre la desincronizzazione rappresenta l’instabilita` del
sistema.
Vari risultati numerici mostrano che, effettivamente, il modello presentato
e` in grado di replicare abbastanza bene il comportamento qualitativo del
sistema DW-ZF.
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3 Cenni alla meccanica quantistica
La meccanica classica e l’elettromagnetismo non sono adatti a descrivere
i fenomeni atomici che occorrono tra particelle di massa molto piccole a
distanze molto brevi.
Un esempio su tutti, e` dato dall’applicazione di queste teorie a un modello
atomico in cui gli elettroni si muovono attorno al nucleo seguendo orbite
classiche. Durante il moto, gli elettroni dovrebbero emettere continuamen-
te onde elettromagnetiche, perdendo cos`ı energia e collidendo nel nucleo.
Secondo la teoria classica dell’elettromagnetismo, l’atomo sarebbe dunque
instabile, contrariamente a quello che accade nella realta`.
Questo semplice esempio basta a motivare la ricerca di nuovi principi e leggi
fisiche, in accordo con gli esperimenti.
Le analogie nello schema dei massimi e minimi di intensita` energetica emes-
si da un flusso di elettroni attraverso un cristallo (noto come fenomeno di
diffrazione degli elettroni), con quello relativo alle onde elettromagnetiche,
suggeriscono che, sotto opportune ipotesi, il comportamento delle particelle
e` simile a quello dei processi ondulatori.
In particolare, da questo fenomeno si puo` osservare che gli elettroni non si
muovono lungo cammini sovrapponibili tra di loro.
La meccanica alla base dei fenomeni atomici, nota come meccanica quanti-
stica, deve percio` basarsi su un’idea di moto sensibilmente diversa da quella
della meccanica classica. Nella meccanica quantistica non esiste il concetto
di cammino di una particella, come afferma il principio di indeterminatezza
di Heisenberg.
I concetti alla base della meccanica quantistica devono pero` essere formu-
lati a partire dalla meccanica classica. La possibilita` di descrivere in modo
quantitativo il moto di un elettrone richiede la presenza di oggetti fisici che
soddisfino le leggi della meccanica classica entro un certo livello di accura-
tezza. L’interazione dell’elettrone con un oggetto classico (detto apparato)
altera lo stato di quest’ultimo e tale cambiamento dipende dallo stato dell’e-
lettrone stesso. Col termine misura ci riferiamo, in meccanica quantistica, a
un qualsiasi processo di interazione tra oggetti classici e quantistici, a pre-
scindere e indipendentemente da qualsiasi osservatore. Il termine apparato
identifica invece un oggetto fisico che segue, con sufficiente accuratezza, le
leggi della meccanica classica.
In un certo senso, la meccanica quantistica occupa un posto particolare tra
le teorie fisiche: nonostante abbia come caso limite la meccanica classica,
necessita di quest’ultima per poter essere formulata.
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Un problema tipico della meccanica quantistica consiste nella predizione
di risultati di misure successive a partire dai valori noti dalle precedenti.
Inoltre, la meccanica quantistica consente di restringe la gamma dei possi-
bili valori delle varie grandezze fisiche, come l’energia.
In particolare, il processo di misurazione in meccanica quantistica provoca
sempre degli effetti sull’elettrone in esame e non permette, fissata una certa
soglia di accuratezza, di ridurli a valori arbitrariamente piccoli. In pratica,
piu` precisa e` la misura, piu` grandi sono gli effetti esercitati sull’elettrone.
Le caratteristiche dinamiche dell’elettrone sono solo il risultato del processo
di misurazione e la grandezza osservata non possiede un valore intrinseco
indipendente dalla sua misura stessa.
Tra i vari tipi di misure, quello delle coordinate dell’elettrone gioca un ruo-
lo chiave. Entro i limiti di applicabilita` della meccanica quantistica infatti,
questa misura puo` essere fatta con il grado di accuratezza desiderato.
Se immaginassimo di eseguire misure successive delle coordinate di un elet-
trone, con intervalli temporali ∆t, in generale, i risultati non restituirebbero
una curva regolare, anzi. Quanto piu` sono accurate le misure, tanto piu`
discontinua e caotica sara` la variazione dei loro risultati. Cammini suffi-
cientemente regolari si possono ottenere solo in corrispondenza di misure
con un basso livello di accuratezza.
Se diminuiamo l’ampiezza degli intervalli temporali, avendo fissato il grado
di precisione, misure adiacenti danno valori vicini delle coordinate. Tut-
tavia, i risultati di una serie di misure successive, sebbene stiano in una
regione piccola di spazio, sono distribuiti in modo del tutto irregolare e non
si dispongono su una curva regolare. In particolare, al tendere a zero di ∆t,
i risultati di misure adiacenti non giacciono su una linea retta.
Tutto cio` mostra come in meccanica quantistica non esista il concetto di
velocita` di una particella come lo si intende in meccanica classica, ossia
come limite di rapporti incrementali al tendere a zero di ∆t. Tuttavia, e`
possibile fornire una definizione ragionevole di velocita` di una particella a
un dato istante, che ha come caso limite quella classica. In meccanica quan-
tistica pero`, le coordinate e la velocita` di un elettrone sono grandezze non
misurabili simultaneamente, data l’impossibilita` di definire i cammiini. In
particolare, se l’elettrone ha una data velocita`, non puo` avere una posizione
definita nello spazio e viceversa. Le coordinate e la velocita` dell’elettrone
sono grandezze che non esistono simultaneamente.
Mentre nella meccanica classica, la conoscenza iniziale di tutte le coordinate
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e delle velocita` in un dato istante determina, tramite le equazioni del moto,
il comportamento futuro del sistema, in meccanica quantistica una descri-
zione di questo tipo e` impossibile. La descrizione dello stato di un sistema
quantistico e` il risultato di un numero minore di grandezze e, pertanto, e`
meno dettagliata.
Ovviamente, mentre in meccanica classica la descrizione consente di preve-
dere il moto futuro del sistema con precisione, in meccanica quantistica, la
conoscenza dello stato di un elettrone, per quanto possa essere completa,
non permette di descriverne lo stato in istanti successivi. Non si possono
dunque fare previsioni precise sul comportamento futuro dell’elettrone; per-
cio`, il problema della meccanica quantistica sta nello stabilire la probabilita`
dei vari risultati possibili dopo una misura (se un risultato ha probabilita`
uno significa che e` l’unico possibile).
Suddividiamo cos`ı tutti i processi di misura in due classi:
• quella delle misure con piu` risultati possibili;
• la classe delle misure per cui, a ogni loro possibile risultato, corrispon-
de un unico stato con quel risultato come conseguenza certa.
Le misure della seconda classe sono dette prevedibili e giocano un ruolo
chiave in meccanica quantistica; le caratteristiche quantitative degli stati
determinati a partire da tali misure sono invece dette grandezze fisiche. Se
in un qualche stato una misura fornisce con certezza un unico risultato, di-
remo che la corrispondente grandezza fisica ha un valore ben definito.
Non e` possibile misurare simultaneamente tutti gli insiemi di grandezze fisi-
che, come abbiamo visto nel caso delle coordinate e della velocita` dell’elet-
trone. Alcune grandezze fisiche possono essere misurate simultaneamente, a
patto pero` che tutte le altre grandezze (non funzioni delle prime) non abbia-
no valori ben definiti nello stato considerato. In tal caso parliamo di insie-
me completo di grandezze fisiche; gli stati risultanti dalla misura simultanea
di un insieme completo di grandezze fisiche si diranno stati completamen-
te descritti. Dai risultati di tale misura infatti, e` possibile determinare la
probabilita` dei possibili risultati di ogni misura successiva, senza conoscere
la storia dell’elettrone antecedente la prima misura. Nel seguito di questo
capitolo, ci occuperemo solo di stati completamente descritti.
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3.1 Il principio di sovrapposizione
Per descrivere il cambio radicale che la meccanica quantistica comporta ri-
spetto alla versione classica, occorre modificare il formalismo matematico
alla base della teoria. Anzitutto, conviene capire in che modo descrivere gli
stati.
Indichiamo con la lettera q l’insieme di coordinate di un sistema quantistico
e con dq il prodotto dei differenziali di queste coordinate, detto elemento
di volume nello spazio di configurazione del sistema. Nel caso di una singo-
la particella, dq rappresenta infatti proprio l’elemento di volume dV nello
spazio ordinario.
Alla base del formalismo matematico della meccanica quantistica c’e` il fatto
che lo stato di un sistema puo` essere descritto da una funzione (in genere
complessa) Ψ(q) delle coordinate, chiamata funzione d’onda del sistema.
Il quadrato del modulo di questa funzione determina la distribuzione di pro-
babilita` dei valori delle coordinate: |Ψ|2dq e` quindi la probabilita` che, in
seguito a una data misura, i valori delle coordinate si trovino nell’elemento
dq dello spazio di configurazione.
Conoscere la funzione d’onda permette di calcolare la probabilita` dei possi-
bili risultati di ogni misura. Queste probabilita` si determinano a partire da
espressioni bilineari in Ψ e Ψ∗, la cui forma piu` generale e` data da:∫ ∫
Ψ(q)Ψ∗(q′)φ(q, q′)dqdq′,
dove la funzione φ(q, q′) dipende dalla natura e dai risultati della misura, e
l’integrazione e` fatta su tutto lo spazio di configurazione.
Lo stato del sistema, e cos`ı la funzione d’onda, in genere variano col tempo.
In questo senso, si puo` pensare alla funzione d’onda come a una funzione
dipendente anche dal tempo. Conoscere il suo valore in un istante iniziale
permette, in base al significato di descrizione completa di uno stato, di
determinarla anche in ogni istante successivo.
Dalle proprieta` di distribuzione di probabilita`, si deve avere poi che:∫
|Ψ|2dq = 1
L’equazione precedente e` nota col nome di condizione di normalizzazione per
la funzione d’onda. Se quest’integrale converge, e` infatti possibile, sceglien-
do una costante opportuna, normalizzare la funzione Ψ. Se pero` diverge,
come accade in certi casi, la normalizzazione non puo` essere fatta e cambia
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il significato di |Ψ|2 che non rappresenta piu` i valori assoluti della proba-
bilita` delle coordinate. In questi casi, il rapporto di valori di |Ψ|2 in due
diversi punti dello spazio di configurazione determina la probabilita` relativa
dei valori corrispondenti delle coordinate.
Dalla forma particolare di tutte le grandezze calcolate tramite Ψ vista so-
pra, e` chiaro che la funzione d’onda normalizzata puo` essere determinata
solo a meno di una costante della forma eix, x ∈ R, detta fattore di fase.
Questa indeterminazione di fondo e` tuttavia priva di importanza visto che
non ha effetti diretti sui risultati fisici.
Vediamo ora una serie di proposizioni che riguardano le proprieta` della
funzione d’onda.
Supponiamo che, in uno stato con funzione d’onda Ψ1(q), alcune misure
portino con certezza a un risultato detto risultato 1 e che in uno stato con
Ψ2(q) conducano ad un risultato 2. Allora, ogni combinazione lineare di Ψ1
e di Ψ2 (ossia ogni funzione del tipo c1Ψ1+c2Ψ2) caratterizza uno stato dove
la misura puo` avere come risultato uno dei due. Inoltre, se si conosce la
dipendenza temporale degli stati, nel nostro caso data da Ψi(q, t), i = 1, 2,
allora anche ogni combinazione lineare di Ψ1 e Ψ2 fornisce una possibile
dipendenza dello stato dal tempo.
Questi sono i risultati alla base del principio di sovrapposizione degli stati,
dal quale, tra l’altro, segue che ogni equazione soddisfatta da funzioni d’on-
da deve essere lineare in Ψ.
Supponiamo ora di avere un sistema formato da due parti completamen-
te descritte. Allora le probabilita` delle coordinate q1 della prima parte
sono indipendenti dalle probabilita` delle coordinate q2 della seconda e, di
conseguenza, la distribuzione di probabilita` dell’intero sistema sara` data dal
prodotto delle probabilita` delle sue parti. Cio` equivale a dire che la funzione
d’onda Ψ12(q1, q2) dell’intero sistema si puo` scrivere nella forma:
Ψ12(q1, q2) = Ψ1(q1)Ψ2(q2).
Se le due parti non interagiscono, tale relazione deve restare valida anche
per istanti futuri, ossia si deve avere:
Ψ12(q1, q2, t) = Ψ1(q1, t)Ψ2(q2, t).
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3.2 Operatori
Sia f una certa grandezza fisica che caratterizza lo stato di un sistema
quantistico. I valori che puo` assumere sono detti autovalori; l’insieme di
questi valori forma lo spettro degli autovalori della grandezza. Si parla di
spettro continuo quando gli autovalori formano un intervallo continuo, di
spettro discreto se invece costituiscono un insieme discreto.
Supponiamo, per semplicita`, che f abbia spettro discreto e indichiamo con
fn, n = 0, 1, 2, 3... i suoi autovalori. Con Ψn indichiamo poi la funzione
d’onda del sistema in corrispondenza dello stato dove f vale fn. Ψn sono le
autofunzioni di f . Si suppone che siano normalizzate:∫
|Ψn|2dq = 1
Se il sistema si trova in uno stato arbitrario con funzione d’onda Ψ, una
misura di f avra` come risultato uno degli autovalori fn. Per il principio di
sovrapposizione, Ψ deve essere una combinazione lineare delle autofunzioni
Ψn, che corrispondono ai valori fn ottenibili, con probabilita` diversa da zero,
quando una misura viene fatta sul sistema ed e` nello stato considerato. Nel
caso generale di uno stato arbitrario, Ψ si puo` rappresentare come una serie:
Ψ =
∑
anΨn
con la somma fatta su n e con an coefficienti costanti.
Ogni funzione d’onda puo` espressa tramite una espansione che coinvolge
le autofunzioni di una qualsiasi grandezza fisica. Un insieme di funzioni
rispetto a cui e` possibile scrivere tale espansione viene detto completo (o
chiuso).
In particolare, la scrittura precedente permette di determinare la probabi-
lita` di trovare un qualsiasi valore fissato fn della grandezza f in uno stato
con funzione d’onda Ψ.
Abbiamo visto che queste probabilita` si determinano con qualche espressio-
ne bilineare in Ψ e Ψ∗ e devono percio` essere bilineari anche rispetto ad an
e an
∗. Oltre ad essere positive, si deve avere che la probabilita` di fn deve
essere uguale ad uno se il sistema si trova in uno stato con Ψ = Ψn e nulla
se nell’espansione di Ψ non compare il termine relativo a Ψn. L’unico valore
che verifica tutte queste condizioni e` |an|2. Quest’ultimo determina dun-
que la probabilita` del corrispondente valore fn di f nello stato con funzione
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d’onda Ψ. Da quanto appena detto, segue anche:∑
n
|an|2 = 1
Se Ψ non fosse normalizzata, la precedente relazione non varrebbe. Quindi,
la somma
∑ |an|2 deve essere data da qualche espressione bilineare in Ψ e
Ψ∗, per poi valere uno nel caso con Ψ normalizzata. L’unica possibilita` e`
che sia: ∑
n
anan
∗ =
∫
ΨΨ∗dq
D’altra parte, se moltiplichiamo per Ψ l’espansione del suo complesso co-
niugato Ψ∗ e integriamo, otteniamo:∫
ΨΨ∗dq =
∑
n
an
∗
∫
Ψn
∗Ψ dq.
Confrontandola con l’altra relazione, abbiamo:∑
n
anan
∗ =
∑
n
an
∗
∫
Ψn
∗Ψ dq.
A questo punto, si ricava:
an =
∫
Ψn
∗Ψ dq.
e sostituendo l’espressione di Ψ:
an =
∑
m
am
∫
ΨmΨn
∗ dq =⇒
∫
ΨmΨn
∗ dq = δnm.
Da questo segue che le autofunzioni Ψn formano un insieme completo di
funzioni ortonormali.
Introduciamo ora il concetto di valore medio f¯ di f in un dato stato:
f¯ =
∑
n
fn|an|2.
Vogliamo ora scrivere f¯ in funzione di Ψ. Definiamo percio` l’operatore fˆ in
modo che soddisfi la seguente relazione:
f¯ =
∫
Ψ∗(fˆΨ)dq.
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In generale, fˆ e` un operatore integrale lineare.
Sostituendo l’espressione trovata per an, abbiamo:
f¯ =
∑
n
fnanan
∗ =
∫
Ψ∗(
∑
n
anfnΨn)dq.
Dal confronto delle ultime due equazioni, ricaviamo che:
(fˆΨ) =
∑
n
anfnΨn.
Usando anche qui l’espressione per an, ricaviamo:
(fˆΨ) =
∫
K(q, q′)Ψ(q′)dq′,
dove K(q, q′) e` detto kernel dell’operatore e vale:
K(q, q′) =
∑
n
fnΨn
∗(q′)Ψn(q).
Di conseguenza, in meccanica quantistica, in corrispondenza di ogni gran-
dezza fisica e` definito un operatore lineare.
In particolare, segue da quanto appena visto che se Ψ coincide con una del-
le autofunzioni Ψn allora l’operatore fˆ agisce come la moltiplicazione per il
corrispondente autovalore fn:
fˆΨn = fnΨn.
Di conseguenza, gli autovalori di una data grandezza fisica f sono soluzioni
dell’equazione:
fˆΨ = fΨ,
dove f e` una costante e gli autovalori sono i valori di f per cui l’equazione
di sopra ha delle soluzioni che verificano le condizioni richieste.
La forma degli operatori relativi a varie grandezze fisiche si puo` determinare
tramite considerazioni fisiche, dopodiche´, risolvendo fˆΨ = fnΨ, troviamo
autovalori e autofunzioni.
Sia gli autovalori di una grandezza fisica reale sia il suo valore medio in ogni
stato sono reali. Da questa condizione si deve dunque avere:∫
Ψ∗(fˆΨ)dq =
∫
Ψ(fˆ ∗Ψ∗)dq,
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dove fˆ ∗ e` il complesso coniugato di fˆ . Questa relazione non vale in generale
per ogni operatore lineare e rappresenta dunque un vincolo sulla forma
dell’operatore fˆ ∗. Per un generico operatore fˆ ∗ si puo` definire l’operatore
trasposto f˜ , tale che: ∫
Φ(fˆΨ)dq =
∫
Ψ(f˜Φ)dq,
dove Φ e Ψ sono due funzioni diverse. Se si prende Φ = Ψ∗ =⇒ f˜ = fˆ ∗ e
si dice che f e` un operatore Hermitiano. Di conseguenza, nel formalismo
matematico della meccanica quantistica, gli operatori che corrispondono a
grandezze fisiche reali devono essere Hermitiani.
Se invece f rappresenta una grandezza fisica complessa, ossia con autovalo-
ri complessi, e f ∗ e` la sua complessa coniugata, con autovalori i complessi
coniugati di quelli di f , l’operatore fˆ+ relativo a f ∗ e` detto Hermitiano
coniugato di fˆ e, in genere, non coincidera` con fˆ ∗.
Dall’espressione del valor medio di f ∗ nello stato Ψ, si ricava:
fˆ+ =
˜ˆ
f ∗
e risulta evidente che, in generale, fˆ+ non coincide con fˆ ∗.
Un operatore di una grandezza fisica reale e` uguale al suo Hermitiano co-
niugato: fˆ = fˆ+
Mostriamo ora per via diretta l’ortogonalita` delle autofunzioni di un opera-
tore Hermitiano, relative ad autovalori diversi fn e fm della grandezza reale
f .
Si ha:
fˆΨn = fnΨn, fˆΨm = fmΨm.
Con qualche semplice manipolazione algebrica, otteniamo:
Ψm
∗fˆΨn −Ψnfˆ ∗Ψm∗ = (fn − fm)ΨnΨm∗.
Integrando ambo i membri su q e usando le relazioni viste in precedenza,
abbiamo:
(fn − fm)
∫
ΨnΨm
∗dq = 0
ed essendo fn 6= fm, abbiamo l’ortogonalita` delle funzioni Ψn e Ψm.
38
Questi ragionamenti possono essere estesi anche al caso di un insieme com-
pleto di grandezze fisiche simultaneamente misurabili.
Si troverebbe che a ciascuna grandezza f, g, ... corrisponde un operatore
fˆ , gˆ, ... e le autofunzioni Ψn corrispondono a stati in cui tutte le grandezze
considerate hanno valori definiti. In pratica, corrispondono a un insieme
definito di autovalori fn, gn, ... e risolvono simultaneamente il sistema di
equazioni:
fˆΨ = fΨ, gˆΨ = gΨ, ...
3.3 Addizione e moltiplicazione tra operatori
Se fˆ e gˆ sono operatori relativi alle grandezze fisiche f e g, allora alla somma
f + g corrispondera` un operatore fˆ + gˆ.
Tuttavia, in meccanica quantistica, il significato di sommare grandezze fisi-
che diverse dipende dal fatto che esse siano o meno simultaneamente misu-
rabili.
Nel primo caso, gli operatori fˆ e gˆ hanno autofunzioni comuni e queste so-
no autofunzioni anche per l’operatore fˆ + gˆ, che ha autovalori uguali alla
somma fn + gn.
Nel secondo caso, invece, il significato di f + g e` molto piu` ristretto e si puo`
solo dire che il valore medio di questa grandezza in ogni stato e` pari alla
somma dei valori medi delle singole grandezze:
f + g = f¯ + g¯.
Autovalori e autofunzioni dell’operatore fˆ + gˆ non saranno in genere legati
in alcun modo a quelli di f e di g.
Se poi fˆ e gˆ sono Hermitiani anche fˆ + gˆ lo e` e quindi i suoi autovalori sono
reali e coincidono con quelli di f + g.
Vale il seguente risultato:
Teorema 3.3.1. Se f0 e g0 sono i piu` piccoli autovalori di f e g e (f + g)0
il piu` piccolo autovalore di f + g, allora:
(f + g)0 ≥ f0 + g0
Vale l’uguaglianza quando f e g sono simultaneamente misurabili.
Dimostrazione. Segue dal fatto che il valore medio di una grandezza e` sem-
pre maggiore o uguale al suo piu` piccolo autovalore.
In uno stato in cui f + g vale (f + g)0, abbiamo f + g = (f + g)0 e poiche´
f + g = f¯ + g¯ ≥ f0 + g0, si ha la tesi.
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Possiamo introdurre anche la nozione di prodotto di due grandezze simulta-
neamente misurabili come quella grandezza con autovalori uguali al prodot-
to degli autovalori di f e di g. L’operatore corrispondente e` rappresentato
da fˆ gˆ e se Ψn sono le autofunzioni comuni agli operatori fˆ e gˆ, si ha:
fˆ gˆΨn = fˆ(gˆΨn) = fˆ gnΨn = gnfˆΨn = gnfnΨn.
Per come e` definito, fˆ gˆΨn = gˆfˆΨn e quindi, dato che una generica funzio-
ne d’onda Ψ si puo` scrivere come combinazione lineare delle Ψn, segue che
fˆ gˆ = gˆfˆ ; diciamo percio` che fˆ e gˆ commutano.
Quindi:
se due grandezze f e g possono assumere valori ben definiti simultaneamente
allora i loro operatori commutano.
Vale anche il viceversa:
se gli operatori fˆ e gˆ commutano allora le loro autofunzioni sono comuni
a entrambi, o equivalentemente, le grandezze fisiche si possono misurare si-
multaneamente.
La commutativita` degli operatori e` quindi una condizione necessaria e suf-
ficiente perche´ le grandezze fisiche siano simultaneamente misurabili.
Un caso particolare del prodotto di operatori e` l’elevamento a potenza. Se
p e` un intero, gli autovalori di fˆp sono uguali agli autovalori di f elevati alla
p. In generale, φ(fˆ) e` un operatore con autovalori funzione degli autovalori
di fˆ tramite φ.
L’operatore fˆ−1 e` l’operatore inverso di f e vale fˆ fˆ−1 = fˆ−1fˆ = 1.
Se pero` f e g non si possono misurare simultaneamente, il loro prodotto
assume un significato diverso. In tal caso, infatti, l’operatore fˆ gˆ non e` piu`
Hermitiano e quindi non puo` rappresentare nessuna grandezza fisica rea-
le. Inoltre, usando la definizione di trasposto di un operatore, abbiamo:˜ˆ
fgˆ = ˜ˆg
˜ˆ
f , ossia il trasposto del prodotto fˆ gˆ e` il prodotto dei trasposti cam-
biato di ordine.
In particolare, si ha che l’operatore fˆ gˆ e` Hermitiano se e solo se fˆ e gˆ commu-
tano. Dal prodotto di due operatori Hermitiani non commutativi possiamo
sempre ottenere un operatore Hermitiano, detto prodotto simmetrizzato:
1
2
(fˆ gˆ + gˆfˆ).
Inoltre, l’operatore anti-Hermitiano fˆ gˆ− gˆfˆ si puo` rendere Hermitiano mol-
tiplicando per i =⇒ i(fˆ gˆ − gˆfˆ) e` Hermitiano.
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Chiamiamo commutatore l’operatore:
{fˆ , gˆ} = fˆ gˆ − gˆfˆ .
Vale: {fˆ gˆ, hˆ} = {fˆ , hˆ}gˆ + fˆ{gˆ, hˆ}. Inoltre, se {fˆ , hˆ} = 0 e {gˆ, hˆ} = 0 non e`
detto in generale che fˆ e gˆ commutino.
3.4 Spettro continuo
Tutte le proprieta` viste nel caso di autofunzioni di spettro discreto, si pos-
sono estendere senza particolari difficolta` al caso di uno spettro continuo di
autovalori.
Sia f ora una grandezza fisica con spettro continuo; indichiamo con la stessa
lettera i suoi autovalori e con Ψf le relative autofunzioni. Si e` visto che e`
possibile scrivere una generica funzione d’onda Ψ come serie di autofunzioni
di una grandezza con spettro discreto. Analogamente, possiamo esprimere
Ψ in termini di un insieme completo di autofunzioni di una grandezza con
spettro continuo:
Ψ(q) =
∫
afΨf (q)dq,
e l’integrazione e` fatta sull’intervallo di valori assunti da f .
La normalizzazione delle autofunzioni nel caso continuo e` piu` complessa
rispetto a quanto visto nel caso discreto. In particolare, non si puo` richiedere
che l’integrale del quadrato del modulo della funzione sia uguale ad uno.
Possiamo provare invece a normalizzare la funzione Ψf in modo che |af |2df
rappresenti la probabilita` che la grandezza fisica abbia valore compreso tra
f e f+df nello stato descritto da Ψ. Da questo segue:∫
|af |2 df = 1
In modo del tutto analogo a quanto fatto nel caso dello spettro discreto, si
ricava:
af =
∫
Ψ(q)Ψf
∗(q)dq.
La condizione di normalizzazione diventa:
af =
∫
af ′(
∫
Ψf ′Ψf
∗dq)df ′.
Questa relazione deve valere per ogni af arbitrario. In particolare, occorre
che il coefficiente di af ′ sia zero per f 6= f ′ e diventi infinito quando f = f ′
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(altrimenti l’integrale si annullerebbe). Quindi
∫
Ψf ′Ψf
∗dq e` una funzione
della differenza f − f ′ che si annulla per valori dell’argomento diversi da
zero e vale infinito se l’argomento vale zero. Indichiamo con δ(f ′ − f) una
tale funzione: ∫
Ψf ′Ψf
∗dq = δ(f ′ − f).
Questa relazione rappresenta la condizione di normalizzazione per autofun-
zioni nel caso di spettro continuo.
Da quanto detto, si deve avere che:∫
δ(f ′ − f)df ′ = 1
La funzione delta, introdotta per primo da Dirac, gode delle seguenti pro-
prieta`:
• δ(x) = 0 se x 6= 0, δ(0) =∞;
• ∫∞−∞ δ(x)dx = 1;
• ∫∞−∞ δ(x)f(x)dx = f(0) se f(x) e` una funzione continua in x = 0 e, piu`
in generale,
∫
δ(x−a)f(x)dx = f(a), se x = a e` incluso nell’intervallo
di integrazione e f(x) e` continua in x = a;
• δ(−x) = δ(x) e δ(αx) = (1/|α|)δ(x), con α costante.
Anche in questo caso, Ψf e Ψf ′ , con f 6= f ′, sono ortogonali; tuttavia,
l’integrale di |Ψf |2 diverge nel caso di spettri continui.
Inoltre, si ha: ∫
Ψf
∗(q′)Ψf (q) df = δ(q′ − q).
Nel caso discreto, cio` si traduce nella seguente relazione:∑
n
Ψn
∗(q′)Ψn(q) = δ(q′ − q).
La funzione a(f) ≡ af , cos`ı come Ψ(q), determina completamente lo stato
del sistema ed e` spesso chiamata funzione d’onda nella rappresentazione di
f (Ψ(q) e` invece una funzione d’onda nella rappresentazione di q). Analo-
gamente a quanto visto per |Ψ(q)|2, |a(f)|2 rappresenta la probabilita` che
i valori di f stiano in un dato intervallo df . Da un lato, le funzioni Ψf (q)
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sono autofunzioni di f nella rappresentazione di q, dall’altro i loro complessi
coniugati sono le autofunzioni della coordinata q nella rappresentazione di
f .
Se φ(f) e` una qualche funzione di f , ciascuna Ψf (q) puo` essere considerata
come una autofunzione di φ. Per le Ψf (q), la condizione di normalizzazione
diventa: ∫
Ψφ(f ′)Ψφ(f)
∗dq = δ[φ(f ′)− φ(f)].
Dalle proprieta` della funzione delta, abbiamo:
δ[φ(f ′)− φ(f)] = 1|dφ(f)/df |δ(f
′ − f).
In particolare:
Ψφ(f) =
1√|dφ(f)/df |Ψf .
Esistono poi grandezze fisiche con spettro discreto per un dato intervallo
di valori e continuo per un altro. In tal caso, restano valide le relazioni
viste finora, ma occorre osservare che l’insieme completo di funzioni e` co-
stituito dalla combinazione delle autofunzioni di entrambi gli spettri. Di
conseguenza, l’espansione di una generica funzione d’onda in termini delle
autofunzioni diventa:
Ψ(q) =
∑
n
anΨn(q) +
∫
afΨf (q)df,
dove la sommatoria e` fatta sullo spettro discreto e l’integrale su quello con-
tinuo.
La coordinata q e` un esempio di grandezza con spettro continuo e l’opera-
tore associato e` semplicemente la moltiplicazione per q. Il suo valor medio
e` dato da:
q¯ =
∫
q|Ψ|2dq ≡
∫
Ψ∗qΨdq.
Da questo segue che qˆ = q.
Le autofunzioni di questo operatore si ricavano dall’equazione qΨq0 = q0Ψq0 ,
dove q0 indica il valore effettivo della coordinata, e non va confuso con la
variabile q. Poiche´ anche Ψq0 = 0 o q = q0 risolvono questa equazione, le
autofunzioni che verificano la condizione di normalizzazione sono:
Ψq0 = δ(q − q0)
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3.5 Il passaggio al caso limite della meccanica classica
Nella meccanica quantistica, un elettrone e` descritto tramite una funzione
d’onda che determina i vari valori delle sue coordinate; di questa funzione
sappiamo solo che risolve una certa equazione lineare alle derivate parziali.
In meccanica classica, invece, l’elettrone e` una particella materiale che si
muove su cammini completamente determinati dalle equazioni del moto.
Iniziamo col supporre che al caso limite della meccanica classica corrispon-
dano delle funzioni d’onda della forma Ψ = aeit, con a funzione detta am-
piezza e φ la fase. Sappiamo gia` che il cammino di una particella segue
il principio variazionale, secondo cui l’azione S del sistema meccanico deve
assumere il suo valore minimo (principio di minima azione). La fase dovra`
essere proporzionale, nel caso classico, all’azione meccanica S del sistema
fisico considerato. La costante di proporzionalita`, nota come costante di
Planck si indica col simbolo ~ e ha le dimensioni di un’azione. Di con-
seguenza, la funzione d’onda di un sistema fisico quasi-classico assume la
forma:
Ψ = aeiS/~
La costante di Planck gioca un ruolo fondamentale in tutti i fenomeni quan-
tistici. Il suo valore, confrontato con altre grandezze della stessa dimensione,
misura in un certo senso il grado di quantizzazione di un dato sistema fisico.
Inoltre, il passaggio dalla meccanica quantistica a quella classica si ottiene,
formalmente, passando al limite per ~→ 0.
Per quel che riguarda invece il moto descritto da una funzione d’onda, esso,
in genere, non tende alla nozione di moto per cammini vista in meccanica
classica. Vale piuttosto la seguente relazione: se, in un dato istante iniziale,
si conoscono la funzione d’onda e la distribuzione di probabilita` delle coordi-
nate allora, in ogni istante successivo, tale distribuzione cambiera` seguendo
le leggi della meccanica classica. Per poter ottenere un moto tramite cammi-
ni, occorre scegliere delle funzioni d’onda particolari, diverse dalla funzione
nulla solo in regioni molto piccole dello spazio, le cui dimensioni tendono a
zero se ~→ 0.
Infine, al limite, gli operatori quantistici si riducono invece a semplici mol-
tiplicazioni per le corrispondenti grandezze fisiche.
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3.6 Funzione d’onda e misure
Vediamo ora come le proprieta` del processo di misurazione sono legate al
formalismo matematico della meccanica quantistica.
Consideriamo un sistema formato da due parti: un apparato classico e un
elettrone (inteso come oggetto quantistico). Il processo di misura consiste
nell’interazione di queste due parti; in seguito a tale interazione, l’appara-
to passa da uno stato iniziale ad un altro e questo passaggio di stato ci
permette di ricavare delle conclusioni sullo stato dell’elettrone. Gli stati
dell’apparato si distinguono per il valore di una certa grandezza fisica g
che lo caratterizza (detta anche lettura dell’apparato). I suoi autovalori gn
assumono in genere un intervallo continuo di valori, ma per semplicita` sup-
porremo di avere spettro discreto. Gli stati dell’apparato vengono invece
descritti tramite funzioni d’onda quasi-classiche Ψn(ξ), dove il suffisso n in-
dica la lettura gn dell’apparato e ξ l’insieme delle sue coordinate. Per via
della natura classica dell’apparato, in ogni istante, possiamo stabilire con
certezza se si trova in uno stato Φn con valori definiti di g; cio` non potrebbe
essere fatto nel caso di un sistema quantistico.
Sia Φ0 la funzione d’onda dello stato iniziale dell’apparato (prima della
misura) e Ψ(q) una generica funzione d’onda iniziale normalizzata per l’e-
lettrone con coordinate q. Queste funzioni descrivono lo stato dell’apparato
e dell’elettrone indipendentemente, pertanto la funzione d’onda dell’intero
sistema e` data dal prodotto:
Ψ(q)Φ0(ξ)
Supponiamo quindi che apparato ed elettrone interagiscano tra di loro.
Usando le equazioni della meccanica quantistica, possiamo, in linea di prin-
cipio, seguire come cambia nel tempo la funzione d’onda del sistema. Que-
st’ultima, dopo il processo di misura, non sara` piu` il prodotto di funzioni
di ξ e di q. Espandendo la funzione d’onda in termini degli autovalori Φn
dell’apparato che costituiscono un insieme completo di funzioni, otteniamo:∑
n
An(q)Φn(ξ),
dove An(q) sono funzioni di q.
Per la natura classica dell’apparato, in ogni istante, la grandezza g assume
qualche valore ben definito. Cio` ci permette di dire che lo stato del sistema
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formato da apparato ed elettrone, dopo la misura, sara` descritto non dalla
somma precedente ma solo da un termine che corrisponde alla lettura gn
dell’apparato:
An(q)Φn(ξ).
Da questo segue che An(q) e` proporzionale alla funzione d’onda dell’elettro-
ne dopo la misura. Non si tratta pero` della funzione d’onda stessa, visto che
An(q) non e` normalizzata. Essa contiene sia l’informazione riguardante le
proprieta` dello stato dell’elettrone sia la probabilita` che si verifichi l’n-esima
lettura dell’apparato.
Dalla linearita` delle equazioni della meccanica quantistica segue che An(q)
e la funzione d’onda iniziale dell’elettrone Ψ(q) sono legate da una relazione
che coinvolge un operatore integrale lineare:
An(q) =
∫
Kn(q, q
′)Ψ(q′)dq′,
con il kernel Kn(q, q
′) che caratterizza il processo di misura in esame.
Supporremo che quest’ultimo sia in grado di fornire una descrizione com-
pleta dello stato dell’elettrone. In altre parole, nello stato risultante, le
probabilita` di tutte le grandezze devono essere indipendenti dai precedenti
stati dell’elettrone antecedenti la misura. Dal punto di vista matematico,
cio` significa che la forma delle funzioni An(q) si deve poter determinare dal
processo di misura stesso e non dipende dalla funzione d’onda iniziale Ψ(q)
dell’elettrone. Di conseguenza, si deve avere:
An(q) = anφn(q),
dove le φn sono funzioni definite che supponiamo normalizzate e solo le
costanti an dipendono da Ψ(q).
Cio` si traduce nel dire che il kernel Kn(q, q
′) e` il prodotto di una funzione
di q e di una di q′:
Kn(q, q
′) = φn(q)Ψn∗(q′);
e la relazione lineare tra le costanti an e Ψ(q) e` data da:
an =
∫
Ψ(q)Ψn
∗(q)dq,
dove Ψn(q) sono funzioni che dipendono dal processo di misura.
Le funzioni φn(q) sono le funzioni d’onda normalizzate dell’elettrone dopo
la misura. In questo modo vediamo come il formalismo matematico della
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teoria riflette la possibilita` di trovare, tramite la misura, uno stato dell’e-
lettrone descritto da una data funzione d’onda.
Se la misura e` fatta su un elettrone con data funzione d’onda Ψ(q), le costan-
ti an hanno un significato fisico semplice: |an|2 rappresenta la probabilita`
che la misura dia l’n-esimo risultato. Quindi:∑
n
|an|2 = 1.
In particolare, si deve avere che una generica funzione Ψ(q) sia esprimibile
in termini delle funzioni Ψn(q) e cio` significa che le Ψn formano un insieme
completo di funzioni normalizzate e ortogonali.
Se poi la funzione d’onda iniziale dell’elettrone coincide con una delle Ψn(q),
allora la costante corrispondente an vale uno, mentre tutte le altre sono
nulle. In altre parole, una misura effettuata sull’elettrone nello stato Ψn(q)
restituisce con certezza l’n-esimo risultato.
Tutte queste proprieta` mostrano che le funzioni Ψn(q) sono autofunzioni di
una certa grandezza fisica f che caratterizza l’elettrone e la misura consi-
derata puo` intendersi come la misura di tale grandezza.
E’ importante notare che le funzioni Ψn(q), in genere, non coincidono con
le φn(q); queste ultime solitamente non sono mutuamente ortogonali e non
formano un insieme completo di autofunzioni di qualche operatore. Cio`
traduce il fatto che in meccanica quantistica non e` possibile riprodurre i ri-
sultati delle misure. Se l’elettrone stesse in uno stato Ψn(q) allora la misura
della grandezza f porterebbe con certezza al valore fn. Tuttavia, dopo la
misura, l’elettrone si trova in uno stato φn(q) diverso dal suo stato iniziale e
in questo stato f non assume valori definiti. Cos`ı, effettuando una seconda
misura sull’elettrone subito dopo la prima, dovremmo ottenere per f un
valore non compatibile con quello ottenuto dalla precedente misura. Per
poter calcolare le probabilita` dei risultati della seconda misura a partire da
quelli noti della prima, occorre considerare dalla prima misura la funzione
d’onda φn(q) dello stato in cui si trova e dalla seconda misura la funzione
d’onda Ψn(q) dello stato di cui vogliamo conoscere la probabilita`. Cio` si-
gnifica ricavare la funzione d’onda φn(q, t) dalle equazioni della meccanica
quantistica; a questo punto, la probabilita` dell’m-esimo risultato della se-
conda misura fatta al tempo t e` data dal quadrato del modulo dell’integrale∫
φn(q, t)Ψm
∗(q)dq.
Il processo di misura in meccanica quantistica gioca dunque due ruoli di-
versi rispetto al passato o al futuro dell’elettrone.
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Rispetto al passato, permette di verificare le probabilita` dei possibili risul-
tati previsti a partire degli stati relativi a una misura precedente.
Rispetto al futuro, permette invece di ottenere un nuovo stato.
La vera natura del processo di misura coinvolge quindi una sorta di princi-
pio di irreversibilita` su larga scala.
Quest’ultima ha un significato chiave. Le equazioni alla base della meccani-
ca quantistica sono infatti simmetriche rispetto a cambi di segno nel tempo
e in questo non ci sono differenze con la meccanica classica.
Tuttavia, l’irreversibilita` del processo di misura implica che le due direzioni
temporali non sono equivalenti dal punto di vista fisico e crea dunque una
differenza tra passato e futuro.
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4 Sincronizzazione quantistica del modello
di Schrodinger-Lohe
Consideriamo un sistema quantistico dato da N nodi quantistici e da canali
che collegano tutte le possibili coppie di nodi. Possiamo vedere ciascun no-
do come un elemento di un sistema fisico che interagisce attraverso canali
quantistici.
Assumiamo che gli oscillatori quantistici siano distribuiti su tutti i nodi e
che i loro stati siano rappresentati da funzioni d’onda e ci chiediamo se sia
possibile una sincronizzazione di queste funzioni in ogni nodo, cos`ı da avere
che tutte le funzioni d’onda risultino copie identiche l’una dell’altra.
Se ψi e` la funzione d’onda dell’oscillatore nel nodo i, indichiamo con ψ
la funzione d’onda dell’intero sistema.
In assenza di forza potenziale, il modello di Scrhrodinger-Lohe (S-L) descrive
l’evoluzione spazio-temporale di ψ ed e` definito dalle seguenti equazioni:
i∂tψi = −4 ψi + iK
N
N∑
k=1
(
ψk − 〈ψi, ψk〉〈ψi, ψi〉ψi
)
, i = 1, ..., N, (42)
dove 〈·, ·〉 indica il prodotto scalare standard in L2 in uno spazio di Hilbert
infinito dimensionale, K e` la forza di accoppiamento e dove si assume che
la costante di Planck ~ sia unitaria.
Nel seguito, studieremo il comportamento a lungo termine della (42). Piu`
precisamente, ci chiederemo se il sistema (42) presenti o meno una sincro-
nizzazione asintotica di qualche tipo.
Nella trattazione classica, la sincronizzazione di sistemi oscillanti viene stu-
diata mediante modelli di fase, come per il modello Kuramoto introdotto
nella prima parte. Per l’approccio che usa la meccanica quantistica, invece,
ancora non abbiamo una teoria sufficientemente evoluta. Solo di recente,
Lohe ha introdotto un sistema basato su una ODE che puo` essere letto co-
me una possibile generalizzazione quantistica del modello Kuramoto. Nel
modello di Lohe, tutti gli oscillatori quantistici hanno lo stesso spazio degli
stati finito, mentre nel modello S-L puo` esserci uno spazio degli stati infini-
to.
Nel seguito forniremo delle condizioni che garantiscano la sincronizzazione
asintotica del modello S-L. In particolare, mostreremo che, se K e` positiva
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e la distanza massima tra le funzioni d’onda iniziali e` minore di 1/2, si ha:
lim
t→∞
||ψi(t)− ψj(t)||L2 = 0
Cio` basta a dimostrare la sincronizzazione quantistica per il modello (42).
4.1 Il modello S-L
In questa sezione, forniamo una rapida introduzione al modello S-L e ne
mostriamo le principali proprieta`.
Sia Ui una matrice unitaria d × d e Ui+ la sua coniugata Hermitiana. Sia
poi Hi una matrice Hermitiana d × d, i cui autovalori corrispondono alle
frequenze naturali dell’oscillatore nel nodo i.
Allora, il modello di Lohe per la sincronizzazione quantistica puo` esser
scritto come segue:
iU˙j = HjUj +
iK
2N
N∑
k=1
(Uk − UjUk+Uj), 1 ≤ j ≤ N. (43)
Osserviamo, ripetendo quanto gia` detto nella prima parte, che:
• Caso d=1: nel caso unidimensionale, tramite la trasformazione:
Uj = e
−iθ, Hj = Ωj
ritroviamo il modello Kuramoto:
θ˙j = Ωj +
K
N
N∑
k=1
sin (θk − θj), 1 ≤ j ≤ N.
• Caso K=0: nel caso di accoppiamento nullo, invece, si ricava l’equa-
zione di Schrodinger:
iU˙j = HjUj =⇒ Ui(t) = e−iHi(t)Ui(0).
Il modello di Lohe fornisce cos`ı una generalizzazione quantistica del modello
Kuramoto e dell’equazione di Schrodinger.
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Mostriamo ora che la soluzione del sistema (42) si puo` ottenere tramite
successive composizioni dell’equazione di Schrodinger e del sistema di Lohe.
Consideriamo il seguente problema di Cauchy relativo all’equazione di Schro-
dinger: {
∂tψ = i4 ψ, x ∈ Rd, t > 0,
ψ(x, 0) = ψ0(x), t = 0.
(44)
Sia ora S(t) una famiglia di operatori soluzione dipendenti da un parametro,
con dato iniziale in L2, definita come segue:
S(t)ψ0
.
= K(·, t)∗xψ0 =
1
(4piit)d/2
∫
Rd
e−
(x−y)2
4it ψ0(y)dy, t > 0,
S(0) = Id.
(45)
In particolare, S(t)ψ0, t > 0 risulta essere una funzione analitica.
Lemma 4.1.1. Sia ψ = S(t)ψ0 la soluzione del sistema (44) con dato
iniziale ψ0 in L
2
x. Allora:
||S(t)ψ0||2 = ||ψ0||2, t ≥ 0.
Dimostrazione. Usando la trasformata di Fourier, abbiamo:
Ŝ(t)ψ0 = K̂t ∗x ψ0 = K̂tψ̂0 = exp (−it|x¯|2)ψ̂0.
Da questo segue:
||S(t)ψ0||2 = ||Ŝ(t)ψ0||2 = || exp (−it|x¯|2)ψ̂0||2 = ||ψ̂0||2 = ||ψ0||2.
Di conseguenza, abbiamo:
||S(t)ψ0||2 = ||ψ0||2.
Lemma 4.1.2. Sia S(t) l’operatore definito sopra. Allora, per ogni coppia
di funzioni a valori complessi in L2x(Rd), φ10 e φ20, abbiamo:
〈S(t)φ10, S(t)φ20〉 = 〈φ10, φ20〉, t ≥ 0.
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Dimostrazione. Dalla linearita` dell’equazione (44) segue che S(t)(ψ10−ψ20)
la risolve, con dato iniziale ψ10 − ψ20.
Dal precedente lemma, abbiamo:
||S(t)(ψ10 − ψ20)||2 = ||ψ10 − ψ20||2, t ≥ 0.
Prendendo il quadrato da questa relazione, e usando il fatto che l’operatore
S(t) preserva la norma in L2, si ottiene la tesi.
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Consideriamo ora il sistema di Lohe con dipendenza spaziale:
dψj
dt
=
K
N
N∑
k=1
(
ψk − 〈ψk, ψj〉〈ψj, ψj〉ψj
)
, t > 0 (46)
Data una soluzione Ψ = (ψ1, ..., ψN) della (46), con dato iniziale Ψ0 =
Ψ0(x), definiamo l’operatore soluzione L(t) come segue:
Ψ(t) = L(t)Ψ0, t > 0,
L(0) = Id.
Lemma 4.1.3. L’operatore soluzione L(t) preserva la norma L2:
||L(t)ψj0||2 = ||ψj0||2, 1 ≤ i ≤ N, t ≥ 0.
Dimostrazione. Basta osservare che:
d
dt
〈ψj, ψj〉 = 〈K
N
N∑
k=1
(
ψk − 〈ψj, ψk〉〈ψj, ψj〉ψj
)
, ψj〉+ 〈ψj, K
N
N∑
k=1
(
ψk − 〈ψj, ψk〉〈ψj, ψj〉
)〉
=
K
N
N∑
k=1
(〈ψk, ψj〉 − 〈ψj, ψk〉〈ψj, ψj〉 〈ψj, ψj〉)
+
K
N
N∑
k=1
(〈ψj, ψk〉 − ˆ〈ψj, ψk〉〈ψj, ψj〉 〈ψj, ψj〉)
= 0.
A questo punto, siamo in grado di mostrare il risultato che sta alla base
dell’analisi della proprieta` di decomposizione della soluzione del sistema
(42).
Proposizione 4.1.4. Sia Ψ = (ψ1, ..., ψN) una soluzione del sistema (42),
con dato iniziale Ψ0 in L
2. Allora, la soluzione ψj si puo` decomporre tramite
successive composizioni degli operatori S ed L, applicate al dato iniziale ψj0:
ψj(x, t) = S(t) ◦ L(t)ψj0(x), x ∈ Rd, t > 0.
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Dimostrazione. Sia Ψ = (ψ1, ..., ψN) una soluzione della (42). Osserviamo
che, dato S(t)−1 = S(−t), si ha:
ψj(x, t) = S(t) ◦ L(t)ψj0(x)⇐⇒ S(−t)ψj(x, t) = L(t)ψj0(x)
A questo punto, per ottenere la tesi, basta provare che S(−t)ψj(x, t) verifica
il sistema di Lohe (46). Applicando l’operatore lineare S(−t) a entrambi i
lati della (42), ricaviamo:
S(−t)(∂tψj − i4 ψj) = S(−t)
[K
N
N∑
k=1
(
ψk − 〈ψj, ψk〉〈ψj, ψj〉ψj
)]
. (47)
• Stima del lato sinistro: Osserviamo che dalla (45) segue:
S(−t)ψj = K(·,−t)∗xψj(·, t).
Derivando rispetto a t, otteniamo:
∂tS(−t)ψj = (∂tK(·,−t))∗xψj(·, t) +K(·,−t)∗x∂tψj(·, t)
= −i4K(x,−t))∗xψj(·, t) +K(·,−t)∗x∂tψj(·, t)
= K(x,−t)∗x(−i4 ψj(·, t)) +K(·,−t)∗x∂tψj(·, t)
= K(x,−t)∗x(∂tψj(·, t)− i4 ψj(·, t))
= S(−t)(∂tψj(·, t)− i4 ψj(·, t)),
(48)
dove abbiamo usato il fatto che K(x,−t) soddisfa l’equazione di Schro-
dinger all’indietro:
−i∂tK(x,−t) +4K(x,−t) = 0
• Stima del lato destro: Usando la linearita` e l’unitareita` dell’operatore
soluzione S(−t), ricaviamo:
S(−t)[K
N
N∑
k=1
(
ψk − 〈ψj, ψk〉〈ψj, ψj〉ψj
)]
=
K
N
N∑
k=1
(
S(−t)ψk − 〈ψj, ψk〉〈ψj, ψj〉S(−t)ψj
)
=
K
N
N∑
k=1
(
S(−t)ψk − 〈S(−t)ψj, S(−t)ψk〉〈S(−t)ψj, S(−t)ψj〉S(−t)ψj
)
(49)
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A questo punto, combinando le due stime, otteniamo:
∂t(S(−t)ψj) = K
N
N∑
k=1
(
S(−t)ψk − 〈S(−t)ψj, S(−t)ψk〉〈S(−t)ψj, S(−t)ψj〉S(−t)ψj
)
Poiche´ poi S(−t)ψi|t=0 = ψi0, dall’unicita` della (46), ricaviamo:
S(−t)ψj = L(t)ψj0,=⇒ ψj = S(t) ◦ L(t)ψj0.
Concentriamoci ora sul rapporto tra il modello S-L e il modello Kuramoto,
precedentemente introdotto.
Consideriamo dati iniziali normalizzati, con stessa ampiezza e fasi diverse:
ψj0(x) =
√
ρ(x)eiθj0 , x ∈ Rd, ||ρ||1 = 1 (50)
Risolviamo il problema di Cauchy per il modello Kuramoto, con fase iniziale
Θ0 = (θ10, ..., θN0):
θ˙j =
2K
N
N∑
k=1
sin (θk − θj), t > 0, θj(0) = θj0, j = 1, ..., N.
Poniamo:
ψj(x, t)
.
= S(t) ◦ (
√
ρ(x)eiθj(t)). (51)
Di seguito verifichiamo che la ψj(x, t) cos`ı costruita e` una soluzione regolare
del sistema S-L.
Per la proposizione (2.1.4), e` sufficiente mostrare che la funzione ψ˜j(x, t) =√
ρ(x)eiθj(t) verifica il sistema (46).
Infatti, si ha che ψ˜j verifica:
dψ˜j
dt
=
d
dt
(
√
ρ(x)eiθj(t)) = iψ˜j θ˙j(t) (52)
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e anche:
K
N
N∑
k=1
(
ψ˜k − 〈ψ˜j, ψ˜k〉〈ψ˜j, ψ˜j〉
ψ˜j)
=
K
N
N∑
k=1
(√
ρ(x)eiθk(t) −
√
ρ(x)〈
√
ρ(x)eiθj(t),
√
ρ(x)eiθk(t)〉eiθj(t))
=
K
N
N∑
k=1
√
ρ(x)
(
eiθk(t) − e2iθj(t)−iθk(t)〈
√
ρ(x),
√
ρ(x)〉)
=
Kψ˜j
N
N∑
k=1
(
ei(θk(t)−θj(t)) − ei(θj(t)−θk(t))),
(53)
ove si e` usato che ||ρ||1 = 1.
A questo punto, combinando le relazioni precedenti (52) e (53), otteniamo:
dψ˜j
dt
−K
N
N∑
k=1
(
ψ˜k − 〈ψ˜k, ψj〉〈ψ˜j, ψ˜j〉
ψi
)
= ψ˜j
(
iθ˙j(t)− K
N
N∑
k=1
(
ei(θk(t)−θj(t)) − ei(θj(t)−θk(t)))
= ψ˜ji
(
θ˙j(t)− K
N
N∑
k=1
sin (θk(t)− θj(t))
)
= 0
da cui segue che ψj(t) = S(t)ψ˜j verifica la (42).
Osservazione. Nella trattazione vista sopra, l’ordine di ψj e ψk gioca un
ruolo chiave. Infatti, cambiando l’ordine, il termine destro nella (53) sarebbe
nullo e le equazioni (42) sarebbero equivalenti a θ˙i = 0 e non ci sarebbe
sincronizzazione.
4.2 Stime della sincronizzazione quantistica
In questa sezione presentiamo delle stime della sincronizzazione quantisti-
ca nel modello S-L. In particolare, mostreremo che tutte le funzioni d’onda
convergono a una comune funzione d’onda con tasso di decadimento espo-
nenziale in L2, che dipende dalla regolarita` dei dati iniziali.
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Introduciamo un funzionale di Lyapunov che misuri il grado di sincronizza-
zione quantistica.
Data una N-upla ordinata di funzioni d’onda Ψ = (ψ1, ..., ψN), poniamo:
D(Ψ)
.
= max
1≤i,j≤N
||ψi − ψj||2
Il funzionale D(Ψ) e` Lipschitziano continuo e quindi quasi ovunque diffe-
renziabile.
Diamo ora la seguente definizione:
Definizione 4.2.1. Sia Ψ = (ψ1, ..., ψN) una soluzione del sistema (42). Si
dira` che il sistema (42) presenta una sincronizzazione quantistica asintotica
nel tempo se e solo se vale la seguente stima:
lim
t→∞
D(Ψ(t)) = 0
Osserviamo due cose:
Osservazione. In assenza di accoppiamento, ossia per K = 0, la distanza in
L2 tra le soluzioni del modello S-L e` costante:
||ψi(t)− ψj(t)||2 = ||ψi0 − ψj0||2, t ≥ 0.
Osservazione. Dal lemma (2.1.1) e dalla proposizione (2.1.4), segue:
||ψi(t)− ψj(t)||2 = ||S(−t)ψi(t)− S(−t)ψj(t)||2 = ||L(t)ψi0 − L(t)ψj0||2
Quindi, la sincronizzazione del modello S-L si riduce a quella del sistema
di Lohe (46).
Vale il seguente risultato che fornisce una sorta di disuguaglianza di Gron-
wall per D(Ψ):
Lemma 4.2.2. Supponiamo di avere:
K > 0, ||ψi0||2 = 1
Allora, per ogni soluzione Ψ = (ψ1, ..., ψN) della (46), abbiamo:
d
dt
||ψi − ψj||22 ≤
2K
N
N∑
k=1
(− ||ψi − ψj||22 + ||ψk − ψj||2 · ||ψi − ψj||22
− |〈ψi − ψj, ψk〉|2 + |ψi − ψk||2 · ||ψi − ψj||22
)
.
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Dimostrazione. Dal lemma (2.1.3) abbiamo:
||ψi(t)||2 = 1, i = 1, ..., N, t > 0.
Di conseguenza, ψi verifica:
d
dt
||ψi − ψj||22 =〈
K
N
N∑
k=1
(〈ψj, ψk〉ψj − 〈ψi, ψk〉ψi), ψi − ψj〉
+ 〈ψi − ψj, K
N
N∑
k=1
(〈ψj, ψk〉ψj − 〈ψi, ψk〉ψi)〉
=
K
N
N∑
k=1
[〈ψj, ψk〉〈ψj, ψi − ψj〉 − 〈ψi, ψk〉〈ψi, ψi − ψj〉]
+
K
N
N∑
k=1
[〈ψj, ψk〉〈ψi − ψj, ψj〉 − 〈ψi, ψk〉〈ψi − ψj, ψi〉]
=
K
N
N∑
k=1
[〈ψj, ψk〉〈ψj, ψi − ψj〉 − 〈ψi, ψk〉〈ψi, ψi − ψj〉]
+
K
N
N∑
k=1
[〈ψj, ψk〉 〈ψj, ψi − ψj〉 − 〈ψi, ψk〉 〈ψi, ψi − ψj〉].
Abbiamo quindi:
d
dt
||ψi − ψj||22 =
2K
N
N∑
k=1
Re
[〈ψj, ψk〉〈ψj, ψi − ψj〉 − 〈ψi, ψk〉〈ψi, ψi − ψj〉].
Per stimare la parte destra della relazione appena scritta, la spezziamo in
quattro parti:
〈ψj,ψk〉〈ψj, ψi − ψj〉 − 〈ψi, ψk〉〈ψi, ψi − ψj〉
= 〈ψj, ψk〉〈ψj − ψi, ψi − ψj〉+ 〈ψj, ψk〉〈ψi, ψi − ψj〉 − 〈ψi, ψk〉〈ψi, ψi − ψj〉
= 〈ψj, ψk〉〈ψj − ψi, ψi − ψj〉+ 〈ψj − ψi, ψk〉〈ψi, ψi − ψj〉
= 〈ψj, ψj〉〈ψj − ψi, ψi − ψj〉+ 〈ψj, ψk − ψj〉〈ψj − ψi, ψi − ψj〉
+ 〈ψj − ψi, ψk〉〈ψi, ψi − ψj〉
= 〈ψj, ψj〉〈ψj − ψi, ψi − ψj〉+ 〈ψj, ψk − ψj〉〈ψj − ψi, ψi − ψj〉
+ 〈ψj − ψi, ψk〉〈ψk, ψi − ψj〉+ 〈ψj − ψi, ψk〉〈ψi − ψk, ψi − ψj〉
= I11 + I12 + I13 + I14.
Stimiamo ora ciascuno degli I1i, i = 1, ..., 4.
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• Stima di I11 e I13: si ha, svolgendo i conti:
I11 = −||ψi − ψj||22, I13 = −|〈ψi − ψj, ψk〉|2.
• Stima di I12: da ||ψi||2 = 1, abbiamo:
|I11| ≤ ||ψj||2 · ||ψk − ψj||2 · ||ψj − ψi||2 · ||ψi − ψj||2
= ||ψk − ψj||2 · ||ψi − ψj||22.
• Stima di I14: in modo analogo, si ottiene:
|I14| ≤ ||ψj − ψi||2 · ||ψk||2 · ||ψi − ψk||2 · ||ψi − ψj||2
= ||ψi − ψk||2 · ||ψi − ψj||22.
Combinando tutte queste stime, si ottiene infine:
d
dt
||ψi − ψj||22 ≤
2K
N
N∑
k=1
(− ||ψi − ψj||22 + ||ψk − ψj|| · ||ψi − ψj||22
− |〈ψi − ψj, ψk〉|2 + ||ψi − ψk||2 · ||ψi − ψj||22
)
.
Lemma 4.2.3. Supponiamo di avere:
K > 0, ||ψj0||2 = 1, 1 ≤ j ≤ N.
Allora, per ogni soluzione Ψ = (ψ1, ..., ψN) della (46), l’operatore D(Ψ)
verifica:
D˙(Ψ) ≤ K(−D(Ψ) + 2D(Ψ)2), per quasi ogni t > 0
Dimostrazione. Per t ∈ R+, prendiamo una coppia di indici (it, jt) t.c.
D(Ψ)(t) = ||ψit(t)− ψjt(t)||22
Dal precedente lemma, otteniamo:
d
dt
D(Ψ)2 =
d
dt
||ψit(t)− ψjt(t)||22
≤ 2K
N
N∑
k=1
(− ||ψit − ψjt ||22 + ||ψk − ψjt||2 · ||ψit − ψjt ||22
− |〈ψit − ψjt , ψk〉|2 + ||ψit − ψk||2 · ||ψit − ψjt||22
)
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Dalla definizione di D(Ψ) segue che:
d
dt
D(Ψ)2 ≤ 2K(−D(Ψ)2 + 2D(Ψ)3), q.o. t > 0.
Il lemma precedente porta alla seguente stima della sincronizzazione quan-
tistica:
Teorema 4.2.4. Supponiamo di avere:
K > 0, ||ψj0||2 = 1, 1 ≤ j ≤ N, D(Ψ0) < 1
2
.
Allora, per ogni soluzione Ψ = (ψ1, ..., ψN) della (46), il diametro D(Ψ)
verifica:
D(Ψ(t)) ≤ D(Ψ0)
D(Ψ0) + (1− 2D(Ψ0))eKt , t ≥ 0
Dimostrazione. Segue dal lemma (2.2.3) che:
D˙(Ψ) ≤ K(−D(Ψ) + 2D(Ψ)2).
Dalle proprieta` delle ODE abbiamo:
D(Ψ)(t) ≤ D(Ψ0)
D(Ψ0) + (1− 2D(Ψ0))eKt .
Osserviamo che la condizione D(Ψ0) <
1
2
e` necessaria per escludere che
D(Ψ(t)) esploda in un tempo finito.
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5 L’equazione di Schrodinger frazionaria
A meta` degli anni ’30 del XX secolo, P.Levy e A.Y. Khintchine posero il
seguente problema:
quando la somma di N variabili indipendenti ed equidistribuite Xi, ha la
stessa distribuzione di probabilita` pN(X) di ciascuna pi(Xi)?
Sappiamo dal teorema del limite centrale che se le Xi sono Gaussiane, que-
sta proprieta` e` soddisfatta; in altre parole, la somma di variabili Gaussiane
e` ancora una variabile Gaussiana.
P.Levy e A.Y. Khintchine hanno pero` provato che e` possibile estendere il
teorema del limite centrale [5]-[6] a una classe di distribuzioni non Gaussia-
ne, detta di Levy α-stabile, per cui continua a valere la proprieta` di sopra.
L’indice α e` detto indice di Levy e si ha 0 < α ≤ 2.
In particolare, quando α = 2, si ritrova la distribuzione Gaussiana e il mo-
to di Levy diventa un moto Browniano [7]-[8]. L’integrazione rispetto a un
moto di Levy e` stata studiata da Kac [9] e permette di generalizzare la mec-
canica quantistica [10]-[11]. In particolare, mentre l’integrazione rispetto a
traiettorie Browniane porta all’equazione di Schrodinger, quella rispetto a
traiettorie di Levy conduce all’equazione di Schrodinger frazionaria, nella
quale sono presenti derivate spaziali di ordine α diverse da α = 2, come
accade nell’equazione standard.
5.1 Integrazione sui cammini di Levy
Se una particella parte da un punto ra all’istante iniziale ta e raggiunge il
punto rb al tempo tb, diremo che la particella va da a in b lungo il cammino
r(t) tale che r(ta) = ra e r(tb) = rb. Nella meccanica quantistica parleremo
di kernel per riferirci all’ampiezza di probabilita` che la particella viaggi dal
punto a al punto b in un dato tempo. Se abbiamo una particella quanti-
stica che si muove con potenziale V (r), l’ampiezza frazionaria quantistica
KL(rbtb|rata) sara` [11]:
KL(rbtb|rata) =∫ r(tb)=rb
r(ta)=ra
Dr(τ)
∫
Dp(τ) exp{ i
~
∫ tb
ta
dτ [p(τ)r˙(τ)−Hα(p(τ), r(τ))]}
(54)
dove ~ e` la costante di Planck, r˙ e` la derivata temporale e Hα(p(τ), r(τ)) e`
l’Hamiltoniana frazionaria data da:
Hα(p, r) = Dα|p|α + V (r), 1 < α ≤ 2 (55)
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e con la sostituzione p→ p(τ), r → r(τ) si ha che {p(τ), r(τ)} e` la traietto-
ria della particella nello spazio delle fasi. L’integrale
∫ r(tb)=rb
r(ta)=ra
Dr(τ)
∫
Dp(τ)...
che compare nella (54) e` definito come:∫ r(tb)=rb
r(ta)=ra
Dr(τ)
∫
Dp(τ)... =
lim
N→∞
∫ ∞
−∞
dr1...rN−1
1
(2pi~)3N
∫ ∞
−∞
dp1...pN×
exp{ip1(r1 − ra)
~
− iDαζ|p1|
α
~
} × ...× exp{ipN(rb − rN−1)
~
− iDαζ|pN |
α
~
}...
(56)
dove ζ = (tb − ta)/N .
Il termine esponenziale nella (54) puo` essere riscritto come exp{ i~Sα(p, r)},
dove Sα e` l’azione relativa alla traiettoria {p(t), r(t)} nello spazio delle fasi:
Sα(p, r) =
∫ tb
ta
dτ(p(τ)r˙(τ)−Hα(p(τ), r(τ), τ). (57)
Quando α = 2, Dα = 1/2m, con m la massa della particella e la (55) e`
l’hamiltoniana con energia cinetica p2/2m, mentre dalla (54) si ritrova la
definizione di integrale di Feynman.
5.2 L’equazione di Schrodinger frazionaria
Il kernel KL(rbtb|rata) descrive l’evoluzione del sistema quantistico:
ψf (rb, tb) =
∫
draKL(rbtb|rata) · ψi(ra, ta) (58)
ove ψi(ra, ta) e` la funzione d’onda di stato iniziale (t = ta) e ψf (rb, tb) quella
di stato finale (t = tb).
Per ottenere l’equazione differenziale per ψ(r, t), applichiamo la precedente
equazione al caso speciale in cui l’istante temporale si discosti da ta per una
quantita` infinitesima .
ψ(r, t+ ) =
∫
dr′KL(r, t+ |r′, t) · ψ(r′, t) (59)
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Usando l’approssimazione di Feynman
∫ t+
t
dτV (r(τ), τ) ' V (r+r′
2
, t) e la
definizione di kernel, abbiamo:
ψ(r, t+ ) =∫
dr′
1
(2pi~)3
∫ ∞
−∞
dp exp{ip(r
′ − r)
~
− iDα|p|
α
~
− i
~
V (
r + r′
2
, t)} · ψ(r′, t).
(60)
Espandendo in serie di potenza entrambi i membri, otteniamo:
ψ(r, t) + 
∂ψ(r, t)
∂t
=
∫
dr′
1
(2pi~)3
∫ ∞
−∞
dp exp{ip(r
′ − r)
~
} · (1− iDα|p|
α
~
)×
(1− i
~
V (
r + r′
2
, t)) · ψ(r′, t).
(61)
Usando la trasformata di Fourier:
ψ(r, t) =
1
(2pi~)3
∫
dpei
px
~ φ(p, t), φ(p, t) =
∫
dpe−i
px
~ ψ(r, t), (62)
e introducendo la derivata frazionaria di Riesz (−~2∆)α/2:
(−~2∆)α/2ψ(r, t) = 1
(2pi~)3
∫
d3pei
pr
~ |p|αφ(p, t), (63)
dove ∆ e` il Laplaciano, otteniamo, dalla (61):
ψ(r, t) + 
∂ψ(r, t)
∂t
= ψ(r, t)− iDα
~
(−~2∆)α/2ψ(r, t)− i
~
V (r, t)ψ(r, t).
(64)
Quanto detto finora vale sino all’ordine  se ψ(r, t) verifica la seguente
equazione differenziale, detta equazione frazionaria di Schrodinger:
i~
∂ψ(r, t)
∂t
= Dα(−~2∆)α/2ψ(r, t) + V (r, t)ψ(r, t) (65)
L’equazione (65) puo` essere riscritta nel seguente modo:
i~
∂ψ
∂t
= Hαψ (66)
dove Hα e` l’operatore Hamiltoniano frazionario:
Hα = Dα(−~2∆)α/2 + V (r, t). (67)
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Dalla precedente definizione, introducendo l’operatore del momento p =
i~∇, si ricava l’Hamiltoniano frazionario nella forma vista in (55). Dal mo-
mento che anche il kernel, pensato come funzione di rb, tb e` un particolare
tipo di funzione d’onda, anche KL deve verificare un’equazione di Schrodin-
ger frazionaria.
Per il sistema quantistico descritto dalla (67) abbiamo quindi:
i~
∂
∂tb
KL(rbtb|rata) = Dα(−~2∆b)α/2KL(rbtb|rata) + V (rb, t)KL(rbtb|rata)
(68)
dove tb > ta e l’indice b in ∆b sta a indicare che la derivata frazionaria
riguarda la variabile rb.
5.3 Derivata frazionaria di Riesz
5.3.1 Hermiticita` dell’operatore Hermitiano frazionario
L’Hamiltoniano frazionario Hα dato dalla (67) e` un operatore Hermitiano
nello spazio munito del seguente prodotto scalare:
(φ, χ) =
∫ ∞
−∞
drφ∗(r, t)χ(r, t), (69)
ove ∗ indica il complesso coniugato.
Per provare l’hermiticita` di Hα, osserviamo che, dalla definizione della
derivata frazionaria di Riesz, esiste una formula di integrazione per parti:
(φ, (−~2∆)α/2χ) = ((−~2∆)−α/2φ, χ). (70)
L’energia media del sistema quantistico frazionario con Hamiltoniana Hα e`:
Eα =
∫ ∞
−∞
drψ∗(r, t)Hαψ(r, t). (71)
Osservazione. Giustifichiamo quanto appena scritto dal punto di vista ma-
tematico.
Anzitutto, l’operatore di Riesz e` definito nel seguente modo ([18]):
Iα/2(f)(x) = c
∫
Rn
|x− y|−n+α/2f(y)dy = (−∆)−α/4(f)(x).
A meno di costanti, allora abbiamo:
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E(φ) = 1
2
< (−∆)α/4φ, (−∆)α/4φ > +1
2
∫
V (x)|φ(x)|2dx e un lemma ci ga-
rantisce che min||φ||L22=λEα(φ) > −∞.
Infatti, se V = − 1√|x| e α = 1:
|
∫
V (x)|φ(x)|2dx| =
∫
1
|x|φ(x)φ¯(x)dx =∫
1
|x| |φ(x)|
α|φ(x)|2−αdx ≤ (
∫
1
|x|p |φ|
αp)
1/p
(
∫
|φ|(2−α)q)
1/q
dove si e` integrato su R3 e abbiamo usato la disuguaglianza di Holder con
p e q esponenti coniugati.
A questo punto, usiamo la stima pesata di Hardy ([18], [19]), valida per
2α < n, secondo cui:
|| 1|x|α/2f ||L2(Rn) ≤ c||(−∆)
α/4f ||L2(Rn)
e prendendo α = p =
√
2, q = 2/(2−√2), otteniamo :√∫
1
|x|α |φ|
2 = || 1|x|α/2φ||L2(R3) ≤ c||(−∆)
α/4φ||L2(R3)
Torniamo all’equazione (70). Da questa segue:
Eα =
∫ ∞
−∞
drψ∗(r, t)Hαψ(r, t) =
∫ ∞
−∞
dr(H+α ψ
∗(r, t)∗ψ(r, t) = E∗α (72)
e dal punto di vista fisico, cio` implica che l’energia del sistema e` reale. Segue
che Hα e` un operatore simmetrico nello spazio col prodotto scalare di (69):
(H+α φ, χ) = (φ,Hαχ) (73)
Per mostrare che e` anche autoaggiunto, si rimanda a [20].
5.3.2 Legge di conservazione della parita` per la meccanica quan-
tistica frazionaria
Dalla definizione dell’operatore di Riesz frazionario, segue che:
(−~2∆)α/2 exp{ipx
~
} = |p|α exp{ipx
~
} (74)
65
La funzione exp{ipx/~} e` un’autofunzione dell’operatore di Riesz fraziona-
rio tridimensionale (−~2∆)α/2 con autovalore |p|α. L’operatore (−~2∆)α/2
e` una derivata frazionaria simmetrizzata, ossia tale che:
(−~2∆r)α/2... = (−~2∆−r)α/2... (75)
La precedente proprieta` implica l’invarianza di Hα rispetto a inversione.
Quest’ultima consiste nel simultaneo cambio di segno di tutte e tre le
coordinate spaziali:
r → −r, x→ −x, y → −y, z → −z (76)
Indicheremo l’operatore d’inversione con Pˆ . Si parla di simmetria inversa
per riferirsi al fatto che Pˆ e l’operatore frazionario Hα commutano:
PˆHα = HαPˆ (77)
Possiamo suddividere le funzioni d’onda degli stati della meccanica quanti-
stica in due categorie.
1. Funzioni che non cambiano sotto l’operatore d’inversione: Pˆψ+(r) =
ψ+(). Parleremo in questo caso di stati pari.
2. Funzioni che cambiano segno sotto l’operatore d’inversione: Pˆψ−(r) =
−ψ−(). Parleremo in questo caso di stati dispari.
L’equazione (77) esprime la legge di conservazione della parita`: la parita` di
uno stato di un sistema frazionario quantistico chiuso si conserva.
5.4 Equazione di Schrodinger frazionaria indipenden-
te dal tempo
Il caso particolare con Hα indipendente dal tempo e` molto importante nelle
applicazioni fisiche. In questo caso, si puo` mostrare che esiste una soluzione
dell’equazione di Schrodinger frazionaria del tipo:
ψ(r, t) = e−(i/~)Etφ(r) (78)
con φ(r) tale che:
Hαφ(r) = Eφ(r), (79)
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oppure:
Dα(−~2∆)α/2φ(r) + V (r)φ(r) = Eφ(r), 1 < α ≤ 2 (80)
L’equazione (80) e` detta equazione di Scrhodinger frazionaria indipendente
dal tempo (o stazionaria).
Osservazione. Ponendo uguali ad 1 tutte le costanti che compaiono nell’e-
quazione, abbiamo:
((−∆)α/2 + V )φ = Eφ
5.5 Atomo di Bohr frazionario
L’energia potenziale dell’atomo di idrogeno V (r) e`:
V (r) = −Ze
2
|r| (81)
L’equazione (80) assume la forma:
Dα(−~2∆)α/2φ(r)− Ze
2
|r| φ(r) = Eφ(r) (82)
e puo` essere vista come un problema agli autovalori frazionari.
L’energia totale del sistema quantistico in esame e`:
E = Ekin + V,
dove Ekin e` l’energia cinetica:
Ekin = Dα|p|α (83)
e V e` l’energia potenziale:
V = −Ze
2
|r| (84)
Se l’energia potenziale e` una funzione omogenea delle coordinate e il moto
ha luogo in una regione finita di spazio, allora esiste una semplice relazione
che lega la media temporale dell’energia cinetica e dell’energia potenziale,
nota come teorema del viriale.
In particolare, in virtu` di questo teorema, si ha:
αE¯kin = −V¯ , (85)
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dove si indica con f¯ il valore medio di una qualsiasi funzione temporale:
f¯ = lim
T→∞
1
T
∫ ∞
0
dtf(t).
Per valutare lo spettro di energia dell’atomo di idrogeno frazionario, ricor-
diamo i postulati di Bohr:
1. un elettrone in un atomo, sotto l’effetto dell’attrazione coulombiana, si
muove in un’orbita circolare attorno al nucleo di raggio an, obbedendo
alle leggi della fisica classica, ma, invece dell’infinita` di orbite permesse
dalle leggi della meccanica classica, per un elettrone sono possibili
solo le orbite per le quali il momento angolare e` multiplo intero di
~ = h/2pi.
In particolare, l’elettrone, nonostante sia sottoposto ad accelerazione
costante, non emette radiazione elettromagnetica; di conseguenza, la
sua energia rimane costante e il sistema e` stabile.
pan = n~, (n = 1, 2, 3, ...), (86)
Si parla in questo caso di stati stazionari.
2. La radiazione elettromagnetica e` emessa se un elettrone, inizialmente
in un’orbita con energia En2 , varia in maniera discontinua il suo moto
saltando su un’altra orbita con energia En1 < En2 . La frequenza della
radiazione emessa soddisfa:
ω =
En2 − En1
~
, (n2 > n1) (87)
Il passaggio degli elettroni a orbite con energia superiore consente
all’atomo di assorbire radiazione.
Usando il primo postulato di Bohr e l’equazione (85) abbiamo:
αDα(
n~
an
)
α
=
Ze2
an
da cui segue l’equazione per il raggio delle orbite di Bohr frazionarie:
an = a0n
α
α−1 (88)
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dove a0 e` il raggio di Bohr frazionario (il raggio dell’orbita con livello
energetico minore), definito come:
a0 =
(αDα~α
Ze2
) 1
α−1
(89)
Dalla (85) ricaviamo che l’energia totale media E¯ e`:
E¯ = (1− α)E¯kin
Di conseguenza, per i livelli energetici dell’atomo frazionario di idrogeno,
abbiamo:
En = −(α− 1)E0n− αα−1 , 1 < α ≤ 2 (90)
dove E0 e` l’energia di legame dell’elettrone nell’orbita di Bohr con energia
minore, ossia, l’energia richiesta perche´ raggiunga uno stato con E = 0,
corrispondente a n =∞,
E0 =
(
(Ze2)
α
ααDα~α
) 1
α−1
(91)
Osservazione. L’energia (α−1)E0 puo` essere considerata come una genera-
lizzazione della costante di Rydberg della meccanica quantistica standard.
Per α = 2, l’energia (α − 1)E0 si trasforma nella nota espressione per la
costante di Rydberg, Ry = me
4/2~2.
La frequenza di radiazione ω associata alla transizione, e.g. da k a n, k → n,
e`:
ω =
(α− 1)E0
~
·
[
1
n
α
α−1
− 1
k
α
α−1
]
, (k > n) (92)
Quest’ultime equazioni ((88)-(92)) generalizzano la teoria dell’atomo di Bohr
e, nel caso Gaussiano con α = 2, ne riproducono i noti risultati.
5.6 Spettro dell’oscillatore frazionario nell’approssi-
mazione semi-classica
L’oscillatore frazionario e` un modello con Hamiltoniano frazionario Hα,β:
Hα,β = Dα(−~2∆)α/2 + q2|r|β, 1 < α ≤ 2, 1 < β ≤ 2, (93)
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dove r e` un vettore 3D, ∆ = ∂2/∂r2 e` il Laplaciano e l’operatore (−~2∆)α/2
e` definito nella (63), mentre q e` una costante fisica.
L’oscillatore frazionario 1D con funzione Hamiltoniana Hα,β = Dα|p|α +
q2|x|β, pone un problema interessante nella trattazione semiclassica.
Poniamo l’energia totale uguale a E, cosicche´:
E = Dα|p|α + q2|x|β (94)
da cui:
|p| =
(
1
Dα
(E − q2|x|β)
)1/α
e nei punti di svolta p = 0. Il moto classico e` possibile nell’intervallo
|x| ≤ (E/q2)1/β.
Usando le regole di quantizzazione di Bohr-Sommerfeld, si ha:
2pi~(n+
1
2
) =
∮
pdx = d
∫ xm
0
pdx =
4
D
1/α
α
(E − q2|x|β)1/αdx, (95)
ove
∮
rappresenta l’integrale su un periodo completo, xm = (E/q
2)1/β e` il
punto di svolta del moto classico.
Per valutare l’integrale nel membro destro della (95), introduciamo una
nuova variabile y = x(E/q2)−1/β. Allora:∫ xm
0
(E − q2|x|β)1/αdx = 1
q2/β
=
1
q2/β
E
1
α
+ 1
β
∫ 1
0
dy(1− yβ) 1α . (96)
Osservazione. Una B-funzione e` esprimibile in forma integrale come:
B(a, b) =
∫ 1
0
duua−1(1− u)b−1.
Possiamo riscrivere l’integrale in termini di B-funzioni. Sostituendo z = yβ,
abbiamo infatti:∫ 1
0
dy(1− yβ)1/α = 1
β
∫ 1
0
dzz
1
β
−1(1− z) 1α = 1
β
B(
1
β
,
1
α
+ 1). (97)
Le ultime due equazioni consentono di riscrivere la (95) come:
2pi~(n+
1
2
) =
4
D
1/α
α q2/β
E
1
α
+ 1
β
1
β
B(
1
β
,
1
α
+ 1),
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L’equazione precedente fornisce il valore dell’energia degli stati stazionari
per l’oscillatore frazionario 1D:
En =
(
pi~βD1/αα q2/β
2B( 1
β
, 1
α
+ 1)
)
· (n+ 1
2
)
αβ
α+β . (98)
Questa nuova equazione generalizza il noto spettro di energia dell’oscillatore
quantistico standard e a questo si riduce nel caso α = 2, β = 2.
Dalla (98) segue che per:
αβ
α + β
= 1 (99)
lo spettro di energia diventa equidistante. Quando 1 < α ≤ 2 e 1 < β ≤ 2
la condizione precedente e` verificata solo per α = 2 e β = 2.
Cio` significa che solo l’oscillatore quantistico standard ha spettro di energia
equidistante.
5.7 Densita` di corrente
Moltiplicando l’equazione (65) per ψ∗(r, t) e l’equazione complessa coniu-
gata per ψ(r, t) e poi sottraendo le due equazioni ottenute, abbiamo:
∂
∂t
∫
d3r(ψ∗(r, t)ψ(r, t)) =
Dα
i~
∫
d3r(ψ∗(r, t)(−~2∆)α/2ψ(r, t)− ψ(r, t)(−~2∆)α/2ψ∗(r, t)).
(100)
Questa relazione integrale porta alla nota equazione differenziale:
∂ρ(r, t)
∂t
+ divj(r, t) = 0, (101)
dove
ρ(r, t) = ψ∗(r, t)ψ(r, t) (102)
e` la densita` di probabilita` e il vettore j(r, t) e` detto vettore densita` di
probabilita` di corrente frazionario:
j(r, t) =
Dα~
i
(ψ∗(r, t)(−~2∆)α/2−1∇ψ(r, t)−ψ(r, t)(−~2∆)α/2−1∇ψ∗(r, t)).
(103)
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dove si usa la notazione ∇ = ∂
∂r
.
Se introduciamo l’operatore momento pˆ = ~
i
∇, possiamo riscrivere j nella
forma:
j = Dα(ψ(pˆ
2)α/2−1pˆψ∗ + ψ∗(pˆ∗2)α/2−1pˆ∗ψ), 1 < α ≤ 2. (104)
Per α = 2, D − α = 1/2m e le due precedenti equazioni danno le note
equazioni della meccanica quantistica standard.
Le (103) e (104) sono la generalizzazione frazionaria delle ben note equazioni
per il vettore di densita` di probabilita` di corrente della meccanica quanti-
stica standard.
A questo punto, riscriviamo l’equazione precedente in termini dell’opera-
tore velocita` vˆ = d
dt
rˆ, dove rˆ e` il vettore delle coordinate. Dalla regola
generale della meccanica quantistica per la differenziazione: d
dt
rˆ = i~ [Hα, r],
abbiamo vˆ = i~(Hαr − rHα).
Usando ora l’equazione f(pˆ)r− rf(pˆ) = −i~∂f
∂p
, che vale per ogni funzione
dell’operatore momento f(pˆ), e usando la (55), ricaviamo l’equazione per
l’operatore velocita`:
vˆ = αDα|pˆ2|α/2−1pˆ, (105)
dove pˆ e` l’operatore momento. Dal confronto della (105) e della (104)
ricaviamo che:
j =
1
α
(ψvˆψ∗ + ψ∗vˆψ), 1 < α ≤ 2. (106)
Per avere densita` di probabilita` di corrente uguale a 1 (ossia la corrente re-
lativa al passaggio di una particella attraverso un’area unitaria in un tempo
unitario), la funzione d’onda va normalizzata come segue:
ψ(r, t) =
√
α
2v
exp{ i
~
pr − i
~
Et}, E = Dα|p|α, 1 < α ≤ 2, (107)
dove v e` la velocita` della particella, v = αDαp
α−1. Sostituendo la (107)
nella (104), ricaviamo:
j =
v
v
, v = αDα|p2|α/2−1p, (108)
ossia il vettore j e` il vettore unitario.
Le equazioni (103), (104) e (106) rappresentano la generalizzazione fraziona-
ria delle note equazioni relative al vettore densita` di probabilita` di corrente
della meccanica quantistica standard.
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6 Conclusioni
In natura, la presenza di comportamenti sincronizzati per insiemi di oscilla-
tori debolmente accoppiati e` pressocche´ ubiqua; si manifesta ad esempio nel
lampeggio delle lucciole, nel canto dei grilli, nell’applauso degli spettatori
in un concerto...
Il primo a riportare questi fenomeni fu Christiaan Huygens nella meta` del
17◦ secolo. Dopo di lui, la sincronizzazione di oscillatori debolmente ac-
coppiati e` stata studiata in modo non continuo fino ad arrivare a Winfree,
che, per primo, ne ha proposto uno studio matematico rigoroso poco piu`
di quaranta anni fa. Il modello che ha riscosso piu` successo si deve pero` a
Kuramoto.
Nella parte iniziale di questa tesi ne abbiamo presentato due generalizza-
zioni, descrivendo per ciascuna gli aspetti principali.
La prima generalizzazione ha proprieta` simili al modello Kuramoto abelia-
no, ad esempio per quel che riguarda la sincronizzazione di traiettorie con
phase-locking per valori delle forze di legame sufficientemente grandi e l’e-
sistenza di cicli limite.
Per la seconda generalizzazione, invece, la sincronizzazione di fase e i cicli
limite esistono solo sotto specifiche condizioni.
Ovviamente, ci sono molti altri aspetti della sincronizzazione ancora da ana-
lizzare, ad esempio la sincronizzazione parziale per accoppiamenti deboli, lo
studio del caso di reti con un gran numero di nodi o la classificazione e la
dimostrazione della stabilita` di tutti i punti fissi.
Nel secondo capitolo abbiamo presentato alcune applicazioni neurologiche
per i modelli del sonno e una di carattere fisico.
In particolare, e` possibile descrivere la macrostruttura e la microstruttura
del sonno, studiarne l’alternarsi delle fasi e il ciclo sonno-veglia basandosi
su modelli con equazioni del tipo Lotka-Volterra.
Nell’applicazione di carattere fisico abbiamo combinato il modello preda-
predatore con quello di Kuramoto per descrivere i processi di auto-organizzazione
ed auto-regolazione che si verificano nei plasmi magneticamente confinati.
Si e` poi vista una stima per la sincronizzazione quantistica del modello
di Schrodinger, introducendo un funzionale di Lyapunov che misura il gra-
do di sincronizzazione quantistica e mostrando che la distanza in L2 delle
funzioni d’onda va a zero esponenzialmente, sotto opportune condizioni sul-
73
la forza di accoppiamento e le funzioni d’onda iniziali.
Nel capitolo precedente abbiamo studiato la generalizzazione frazionaria
dell’equazione di Schrodinger.
In particolare, e` stata definita una formula di integrazione per parti per la
derivata frazionaria di Riesz e la si e` usata per mostrare l’hermiticita` del-
l’operatore di Hamilton frazionario.
Si e` osservata la legge di conservazione della parita` per la meccanica quan-
tistica frazionaria, e` stata introdotta l’equazione frazionaria di Schrodinger
indipendente dal tempo e se ne e` studiata una sua applicazione fisica tro-
vando lo spettro di energia e l’equazione del raggio delle orbite per un atomo
di idrogeno, l’atomo di Bohr frazionario.
Nell’approssimazione semi-classica abbiamo ottenuto lo spettro di energia
dell’oscillatore frazionario 1D.
Abbiamo ricavato una generalizzazione della densita` di probabilita` di cor-
rente frazionaria e visto come ritrovare le note equazioni della meccanica
quantistica quando α = 2. In altri termini, la meccanica quantistica fra-
zionaria include quella standard nel caso particolare Gaussiano con α = 2.
L’integrale sui cammini di Levy si riduce, nel caso α = 2, al noto integrale
di Feynman e l’equazione di Schrodinger frazionaria all’equazione di Schro-
dinger classica.
L’equazione frazionaria di Schrodinger ci fornisce un punto di vista generale
sul legame tra le proprieta` statistiche dei cammini quantistici e la struttura
delle equazioni fondamentali della meccanica quantistica.
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