Abstract. The Boyer-Moore idea applied in exact string matching is generalized to approximate string matching. Two versions of the problem are considered. The k mismatches problem is to find all approximate occurrences of a pattern string (length m) in a text string (length n) with at most k mismatches. Our generalized Boyer-Moore algorithm is shown (under a mild independence assumption) to solve the problem in expected time O(kn(
Introduction
The fastest known exact string matching algorithms are based on the BoyerMoore idea [BoM77, KMP77] . Such algorithms are "sublinear" on the average in the sense that it is not necessary to check every symbol in the text. The larger is the alphabet and the longer is the pattern, the faster the algorithm works. In this paper we generalize this idea to approximate string matching.
Again the approach leads to algorithms that are significantly faster than the previous solutions of the problem.
We consider two important versions of the approximate string matching problem. In both, we are given two strings, the text T = t 1 t 2 ...t n and the pattern P = p 1 p 2 ...p m in some alphabet Σ, and an integer k. In the first variant, called the k mismatches problem, the task is to find all occurrences of P in T with at most k mismatches, that is, all j such that p i = t j-m+i for i = 1, ..., m except for at most k indexes i.
In the second variant, called the k differences problem, the task is to find (the end points of) all substrings P' of T with the edit distance at most k from P. The edit distance means the minimum number of editing operations (the differences) needed to convert P' to P. An editing operation is either an insertion, a deletion or a change of a character. The k mismatches problem is a special case with the change as the only editing operation.
There are several algorithms proposed for these two problems, see e.g. the survey [GaG88] . Both can be solved in time O(mn) by dynamic programming [Sel80, Ukk85b] . A very simple improvement giving O(kn) expected time solution for random strings is described in [Ukk85b] . Later, Landau and Vishkin [LaV88, LaV89] , Galil and Park [GaP89] , Ukkonen and Wood Also see [GaG86, GrL89] .
We develop a new approximate string matching algorithm of Boyer-Moore type for the k mismatches problem and show, under a mild independence assumption, that it processes a random text in expected time O(kn(
where c denotes the size of the alphabet. A related but different method is (independently) developed and analyzed in [Bae89a] . We also give an algorithm for the k differences problem and show in a special case that its All these algorithms are "sublinear" in the sense that it is not necessary to examine every text symbol. Another approximate string matching method of this type (based on totally different ideas) has recently been given in [ChL90] .
The paper is organized as follows. We first consider the k mismatches problem for which we give and analyze the Boyer-Moore solution in Section 2. Section 3 develops an extension to the k differences problem and outlines an analysis. Section 4 reports our experiments. Between alignments, the pattern is shifted from left to right along the text.
In the original algorithm the shift is computed using two heuristics: the match heuristic and the occurrence heuristic. The match heuristic implements the requirement that after a shift, the pattern has to match all the text characters that were found to match at the previous alignment. The occurrence heuristic implements the requirement that we must align the rightmost character in the text that caused the mismatch with the rightmost character of the pattern that matches it. After each mismatch, the algorithm chooses the larger shift given by the two heuristics.
As the patterns are not periodic on the average, the match heuristic is not very useful. A simplified version of the method can be obtained by using the occurrence heuristic only. Then we may observe that it is not necessary to base the shift on the text symbol that caused the mismatch. Any other text character below the current pattern position will do as well. Then the natural choice is the text character corresponding to the rightmost character of the pattern as it potentially leads to the longest shifts. This simplification was noted by Horspool [Hor80] . We call this method the Boyer-Moore-Horspool or the BMH algorithm.
The BMH algorithm has a simple code and is in practice better than the original Boyer-Moore algorithm. In the preprocessing phase the algorithm computes from the pattern P = p 1 p 2 ...p m the shift table d, defined for each symbol a in alphabet Σ as
For a text symbol a below p m , the 
The total BMH method [Hor80] including the scanning of the text T = t 1 t 2 ...t n is given below: Algorithm 2. The BMH method for exact string matching. 
Generalized BMH algorithm
The generalization of the BMH algorithm for the k mismatches problem will be very natural: for k = 0 the generalized algorithm is exactly as Algorithm 2.
Recall that the k mismatches problem asks for finding all occurrences of P in T such that in at most k positions of P, T and P have different characters.
We have to generalize both the right-to-left scanning of the pattern and the computation of the shift. The former is very simple; we just scan the pattern to the left until we have found k + 1 mismatches (unsuccessful search) or the pattern ends (successful search).
To understand the generalized shift it may be helpful to look at the k mismatches problem in a tabular form. Let M be a m × n table such that for For example, consider 
.., m, and for each a in Σ, as
Here the values greater than m -k are not actually relevant. A more efficient method needs only one scan, from right to left, over P. We have now the following total method for the k mismatches problem:
Algorithm 4. Approximate string matching with k mismatches. while i > 0 and neq ≤ k do begin
{minimize over the component shifts} Lemma 2.
Then the possible lengths of a shift are 1, 2, ..., t + 1. Therefore
where Pr(A) denotes the probability of event A. Then
because for each of the k + 1 text symbols that are compared with the pattern to determine the shift (step 8 of Algorithm 4), there are i characters not allowed to occur as the text symbols. Otherwise the shift would not be > i.
which clearly is ≥ 1, because t ≥ 0 as we may assume that c ≥ 2 and that
We divide the rest of the proof into two cases.
Case 1: m -k < c k + 1 . Then t = m -k -1, and we have
Case 2: m -k ≥ c k + 1 . Then t ≥  c k + 1  -1, and we have
Consider finally the total expected number _ C(P) of character comparisons when Algorithm 4 scans a random T with pattern P. Let f(P) be the random variable denoting the number of shifts taken during the execution, and let _ f (P) be its expected value. Then we have
To estimate _ f (P), we let S i be a random variable denoting the length of i th shift. At the start of Algorithm 4, P is aligned with T such that its first symbol corresponds to the text position 1, and at the end P is aligned such that its first symbol corresponds to some text position ≤ n -m + k + 1 but the next shift would lead to a position > n -m + k + 1. Hence new shifts are taken until the total length of the shifts exceeds n -m + k. This implies that f(P) equals the largest index φ such that
Assume now that the different variables S i are independent, that is, the shift lengths are independent; note that this simplification is not true for two successive shifts such that the first one is shorter than k + 1. Then all variables 
and by Lemma 2,
Recalling finally that _ C(P) = _ f (P) · _ C loc (P) and applying Lemma 1, we obtain The k differences problem is, given pattern P = p 1 p 2 ...p m and text T = t 1 t 2 ...t n and an integer k, to find all such j that the edit distance (i.e., the number of differences) between P and some substring of T ending at t j is at most k. The basic solution of the problem is by the following dynamic programming method [Sel80, Ukk85b] : Let D be a m + 1 by n + 1 table such that D(i, j) is the minimum edit distance between p 1 p 2 ...p i and any substring of T ending at t j . Then
Boyer-Moore approach
Our algorithm contains two main phases: the scanning and the checking. The scanning phase scans over the text and marks the parts that contain all the approximate occurrences of P. This is done by marking some entries D(0, j) on the first row of D. The checking phase then evaluates all diagonals of D whose first entries are marked. This is done by the basic dynamic programming restricted to the marked diagonals. Whenever the dynamic programming refers to an entry outside the diagonals, the entry can be taken to be ∞. Because this is quite straightforward we do not describe it in detail.
Rather, we concentrate on the scanning part. 
For every D(i, j), there is a minimizing arc from D(i -1, j) to D(i, j) if
For finding the bad columns fast we need a precomputed table In practice, the marking and the computation of the shift can be merged if we start the searching for the bad columns from the end of the pattern. Simultaneously we check what is the next diagonal after h containing a match between P and t h+m-k , ..., t h+m (shaded block 2). The next shift is to this diagonal but at least to diagonal h + k + 1.
We get the following algorithm for the scanning phase:
Algorithm 5. The scanning phase for the k differences problem. while i > k and bad ≤ k do begin
if Bad(i, t r ) then bad := bad + 1;
10.
i := i -1; r := r -1 end;
The loop in steps 7-9 can be slightly optimized by splitting it into two parts such that the first one handles k + 1 text characters and computes the length of shift, and the latter goes on counting bad indexes (a similar optimization also applies to Algorithm 4).
Analysis
The preprocessing of P requires O((k + c)m) for computing table Bad and
The working space is O(cm).
The marking and shifting by Algorithm 5 takes time O(mn ⁄ k) in the worst case. The analysis of the average case is similar to the analysis of Algorithm 4 in Section 2. Let B loc (P) be a random variable denoting, for some fixed c and k, the number of the columns examined (step 9 of Algorithm 5) until k + 1 bad columns are found and the next shift will be taken. Obviously, B loc (P) corresponds to C loc (P) of Lemma 1. For the expected value _ B loc (P) we show the following rough bound:
Lemma 5. Let 2k + 1 < c. Then
Proof. The expected value of B loc (P) -(k + 1) can be bounded from above by the expected value of the negative binomial distribution with parameters (k + 1, q) where q is a lower bound for the probability that a column is bad.
Recall that column j is called bad if text symbol t j does not occur in the corresponding k environment. As the k environment is a substring of P of length at most 2k + 1, it can have at most 2k + 1 different symbols. Therefore the probability that a random t j does not belong to the symbols of a k environment is at least c -(2k + 1) . However, the shift heuristic implies that after a shift of length < m we know that at least one and at most k + 1 columns will not be bad. Hence to bound _ B loc (P) -(k + 1) properly, we have to add k + 1 to the above bound which gives
and the lemma follows.
Let S'(P) be a random variable denoting the length of the shift in Algorithm 5
for pattern P and for some fixed k and c. When scanning a random T, the special pattern P 0 again gives the shortest expected shift, that is,
for all P of length m. Lemma 6 gives a bound for
Proof. Let t = min(c -1, m -1). Then the possible lengths of a shift are 1, 2, ..., t + 1; note that a shift actually is always ≥ k + 1 according to our heuristic, but the heuristic can be ignored here as our goal is to prove a lower bound. Therefore 
The rest of the proof is divided into two cases which are so similar to the cases in the proof of Lemma 2 that we do not repeat the details.
As the length of a shift is always ≥ k + 1, we get from Lemma 6
The number of text positions at which a right-to-left scanning of P is performed between two shifts is again
This can be shown as in the analysis of Algorithm 4. Note that for Algorithm 5 we need not assume explicitly that the lengths of different shifts are independent. They are independent as the length of the minimum shift is k + 1.
Hence the expected scanning time of Algorithm 5 for pattern P is
When we apply here the upper bound for _ B loc (P) from Lemma 5 and the above lower bound for _ S'(P), and simplify, we obtain our final result. Asymptotically, steps 22-37 of Algorithm 6 are executed very seldom.
Hence except for small patterns, small alphabets and large k's, the expected time for the checking phase tends to be small in which case the time bound of Theorem 2 is valid for our entire algorithm.
Variations
Each marking operation before the next shift takes time O(m) in the worst case. At the cost of decreased accuracy of marking we can reduce this by limiting the number of the columns whose badness is examined. The time reduces to O(k) when we examine only at most ak columns for some constant a > 1. If there are not more than k bad columns among them, then the diagonals are marked. This variation appealingly has the feature that the total time of marking and shifting reduces to O(n) in the worst case. Of course, the gain may be lost in the checking phase, as more diagonals will be marked.
On the other hand, the accuracy of the marking heuristic, which quite often conservatively marks too many diagonals in its present form, can be improved by a more careful analysis of whether or not a column is bad. Such an analysis can be based, at the cost of longer preprocessing, on the observation that two matches on successive columns of D can occur in the same minimizing path only if they are on the same diagonal.
In Algorithm 6, the width of the band of columns inspected is m + 2k.
The algorithm works better for small alphabets and short patterns, if a wider width is used, because that will reduce reinspection of text positions during the scanning phase. If the width is at least 2m + k, then we can in the case of a potential match make a shift of m + 1, which guarantees that no text position is reinspected in that situation.
Experiments and conclusions
We have tested extensively our algorithms and compared them with other methods. We will present results of a comparison with the O(kn) expected time dynamic programming method [Ukk85b] which we have found to be the best in practice among the old algorithms we have tested [JTU90] . Table 1 shows total execution times of Algorithms 4 and 6 and the corresponding dynamic programming algorithms DP1 (the k mismatches problem) and DP2 (the k differences problem). Preprocessing, scanning and checking times are specified for Algorithm 6, as well as preprocessing times for Algorithm 4. In our tests, we used random patterns of varying lengths and random texts of length 100,000 characters over alphabets of different sizes.
The tests were run on a VAX 8800 under VMS. In order to decrease random variation, the figures of Table 1 Our algorithms, as all algorithms of Boyer-Moore type, work very well for large alphabets, and the execution time decreases when the length of the pattern grows. An increment of the error limit k slows down our algorithms more than the dynamic programming algorithms. Observe also that the Boyer-Moore approach is relatively better in solving the k differences problem than in solving the k mismatches problem.
Our methods turned out to be faster than the previous methods, when the pattern is long enough (m > 5), the error limit k is relatively small and the alphabet is not very small (c > 5). Results of the practical experiments are consistent with our theoretical analysis. To devise a more accurate and complete theoretical analysis of the algorithms is left as a subject for further study. Table 1 . Execution times (in units of 10 milliseconds) of the algorithms (n = 100,000).
Prepr., Scan and Check denote the preprocessing, scanning and checking times, respectively. Our algorithms, as all algorithms of Boyer-Moore type, work very well for large alphabets, and the execution time decreases when the length of the pattern grows. An increment of the error limit k slows down our algorithms more than the dynamic programming algorithms. Observe also that the Boyer-Moore approach is relatively better in solving the k differences problem than in solving the k mismatches problem.
Our methods turned out to be faster than the previous methods, when the pattern is long enough (m > 5), the error limit k is relatively small and the alphabet is not very small (c > 5). Results of the practical experiments are consistent with our theoretical analysis. To devise a more accurate and complete theoretical analysis of the algorithms is left as a subject for further study. 
