In this paper, the concept of Abramov's method for transferring boundary conditions posed for regular ordinary di erential equations is applied to index 1 DAEs. Having discussed the reduction of inhomogeneous problems to homogeneous ones and analyzed the underlying ideas of Abramov's method, we consider boundary value problems for index 1 linear DAEs both with constant and varying leading matrix. We describe the relations de ning the subspaces of solutions satisfying the prescribed boundary conditions at one end of the interval. The index 1 DAEs that realize the transfer are given and their properties are studied. The results are reformulated for inhomogeneous index 1 DAEs, as well.
Preliminaries

Transforming to homogeneous systems
In the theory of regular linear ordinary di erential equations, there exist simple tricks that allow to transform inhomogeneous systems into homogeneous ones (of higher dimension) and, at least at the theoretical level, the investigations may be carried out only for homogeneous systems. This approach simpli es the theory. Of course, the new homogeneous system is of a special form. Therefore, when handling inhomogeneous systems, especially when constructing e cient n umerical algorithms, these specialities have to be taken into account. Let the boundary value problem be of the following form: Computer and Automation Institute of the Hungarian Academy of Sciences, H-1111 Budapest, Hungary Kende utca 13-17. 2) Humboldt University, D-10099 Berlin, Unter den Linden 6, Germany y = ( y 1 : : : y n ) T f = ( f 1 : : : f n ) T 
2).
Proof S1 can be obtained by simple substitution. When checking S2, it should be noticed that due to the last equation in (1.1.3),ŷ n+1 c = const. Then, due to the homogeneity, y = 1 cŷ is also a solution of (1.1.3) and (1.1.4) withỹ n+1 1 a n d s o y(x) = ( y 1 (x) : : : ỹ n (x)) satis es the equations (1.1.1), (1.1.2).
In this context the problems (1.1.1), (1.1.2) and (1.1.3), (1.1.4) are related. Each solution of (1.1.1), (1.1.2) gives rise to a one-dimensional subspace of solutions of (1.1.3), (1.1.4) and any solution of (1.1.3), (1.1.4) with a non-trivial last component results in a solution of (1.1.1), (1.1.2). Provided that there exists no solution with the propertŷ y n+1 6 = 0, the problem (1.1.1), (1.1.2) has no solution, too.
This relationship between the inhomogeneous systems and their new homogeneous counterparts may be useful when B(x) a n d f(x) h a ve some common properties (say, smoothness). In this case, the statements can be formulated more simply for the homogeneous systems. However, the price of this problem reduction are in new problem formulations. When having a homogeneous system, we are usually interested in the nonexistence of nontrivial solutions and/or in the existence of nontrivial solutions whatever they are. Now w e are interested in special nontrivial solutions (with nonzero, constant l a s t c o m p onent), too, provided the system arose by "homogenization".
It is worth mentioning that boardering B(x) u p t ô B(x) adds just one zero eigenvalue to the set of eigenvalues of B(x).
The inhomogeneous systems of DAEs behave more complicated than their homogeneous pairs. It is interesting to know the results of the trick a b o ve when it is applied to DAE-s. The existence and the behaviour of solutions of DAE problems is closely connected with the index of the system. Thu s , i t i s w orth looking at the result of the above "homogenization" in DAEs. In this paper we consider only DAE systems of index 1:
A(x)y 0 + B(x)y = f(x) x l x x r : (1.1.5) A necessary and su cient condition for this is that rank A = c o n s t < n and the matrix with boundary conditions CY = 0 (1.2.4) not taking into account for the moment whether they arose originally or they originated from an inhomogeneous problem (consequently, the mark "^" will not be used until needed). The matrix C is assumed to be of the form given by (1.2.1). Throughout the whole paper we assume B(x) f (x) 2 C x l x r ] a n d A(x) 2 C 1 x l x r ].
Let M denote an (n;m)-dimensional linear subspace of vectors y 2 R n . This subspace can be described by a relation i (x) results in the most remarkable property of this method. It preserves the well-conditioning of the boundary value problem, which m a y not be the case for some initial value methods like simple shooting or can only be achieved at least by extra e orts.
It is interesting to notice that, due to assumption (1.2.9), equation ( Proof: Take i n to account t h a t R3 holds for both i = l and i = r. The resulting linear system is simply ( l (x)j r (x)) T y(x) = 0 : Notice that no restriction was made on m in the formulation we only assumed m l n and m r n.
As a particular case of the above, we obtain the following 
Unfortunately, solutions of (2.2.1) may behave unstably, e v en if the subspace de ned by the boundary condition changes slowly. As done for the regular di erential problems in 4, 5] , an orthogonalization process helps to avoid these problems. So, instead of nding the solution (x) of the initial value problem for the adjoint equation we will look for a matrix (x) t h a t v aries more smoothly. Since the subspace M i (x) is xed, there should be a nonsingular matrix T(x) Remark. Numerical integration methods applied to inital value problems for (1.2.3) are known to work well. There is no reason for nding the inherent ODE (2.2.9) in practice. By the same argument, instead of (2.2.8), the problem (2.2.5) should be solved numerically. H o wever, for a proper understanding of the situation, it is nice to have the property stated in the Theorem 2.2.
From the results above w e c a n n o w formulate the existence theorem: Theorem 2.3 Let l (x), r (x) be the solutions of (2. If the leading matrix A depends on x, then the only ch a n g e i s t h a t i n t h e e q u ations (3.2.2) and (3. 4 Some general comments behaviour (cf. x1.2, Remark 3).
In the higher index case, the transfer equation (2.3.7) becomes a higher index, nonlinear, non-Hessenberg matrix di erential algebraic equation. Theorem 2.1 does not apply since the projector P s in (2.2.8) does not exist any more. Hence, the needed unique solvability on the whole given interval remains under question by n o w. Furthermore, with the transfer method we aim at a more realiable possibility t o c a r r y out necessary numerical integrations. Thus, if we w ere not able to integrate (2.3.7) numerically fairly well, the whole game of the transfer would not be of any use at all. By now, there is no reliable integration method for that higher index nonlinear matrix DAE. These two questions are hoped to be answered positively for the index 2 case, but for that, considerable further e ort is needed.
5.Concerning the concrete form of a possibly proper transfer for higher index DAEs, this is not expected to be related to the transferring equation for the inherent ODE of the DAE under consideration. As the counterexample at the end of x2 s h o ws, even for index 1 problems with variable coe cients the relationship stated in Theorem 2.2 for constant coe cients is no more valid. 
