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Abstract 
The emerging Big Data paradigm, due to technological proliferations, has attracted the attention of many database management 
solutions. Owing to its variedness, volume and variety it is difficult to gather, transfer and store data while promising good 
performance in terms of scalability. These challenges call for an exhaustive reviewing of existing data management systems 
covering the scalability metrics like partitioning, replication, concurrency control and consistency. This paper throws a light into 
the design decisions chosen by existing scalable db vendors to help analyze any possible modifications to their infrastructure for 
future applications. Further, scalability metrics have been identified and solutions of three major projects have been compared on 
the basis of these metrics. Comparison has also been done for open source projects. The paper also broadly discusses the use 
cases for these open source projects. 
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1. Introduction 
We are living in a data-profound era, marked by sheer volumes of Big Data over cloud and its erratic growth. 
Owing to Big Data explosion and the need to scale applications accordingly, designing a scalable database system 
has seen a series of solutions. But deployment and scaling of applications over cloud has faced many challenges. To 
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overcome these challenges, existing solutions have adopted various scalability metrics like partitioning, replication, 
concurrency control, and consistency. These design decisions ensure read/write scalability, system level load 
balancing, availability and elasticity. Because of certain essential features like capability to scale horizontally, 
having flexible schema, relaxed consistency, high availability, ability to store data in distributed manner and simple 
querying NoSQL databases are emerging as a possible choice for Big Data storage. Some of the major scalable 
databases include Google’s Bigtable, Amazon’s Dynamo DB and Yahoo’s PNUTS. 
Besides the suitability of NoSQL data stores for Big Data management systems, plenty of present solutions and 
disparities among them have raised a challenge to frame an outlook on the domain. Thus a comparison needs to be 
done among the existing Big Data scalable storage solutions with emphasis on data model because it is a prime 
factor influencing scalability. Moreover, with reference to scalability, these solutions can further be compared on the 
basis of design decisions implemented. However, NoSQL databases are not ACID compliant and lack standard 
interfaces. Moreover, a lot has been invested on SQL over past. Thus, there is a barrier to their adoption. New SQL 
databases are upcoming scalable RDBMS that overcome the challenges involved in using NoSQL databases. Thus, it 
becomes necessary to understand them. Since diverse NewSQL databases are available in the market, therefore to 
ease the decision of choosing a particular NewSQL database a comparison among them would be helpful. 
The rest of this paper is structured as follows. In section 2, storage solutions adopted by three giants i.e. Google’s 
Bigtable, Amazon’s Dynamo DB and Yahoo’s PNUTS are presented. In section 3 scalability solutions implemented 
by these giants are discussed. Then in section 4, some open source NoSQL projects are categorized on the basis of 
data model. Section 4 also discusses NewSQL stores. Section 5 discusses the scenarios where the NoSQL and 
NewSQL databases can be used. Section 6 presents a comparison among three giants on the basis of design decisions 
adopted by them. Other open source projects have also been compared on the basis of scalability metrics adopted by 
them. Section 7 reviews related work in the context of scalability solutions for Big Data storage. Section 8 presents a 
brief conclusion along with future recommendations in this discipline. 
2. Existing Big Data Storage Solutions 
This section reviews the storage implementations of three major giants: Google’s Bigtable, Amazon’s Dynamo 
and Yahoo’s PNUTS. 
2.1. Google’s Bigtable 
Bigtable is a multi-dimensional distributed map which is indexed using a row and a column key and a timestamp 
[1]. Every value in bigtable is an uninterpreted array of bytes i.e.:  (row:string, column:string, timestamp:int64) -> 
string [1]. Row is dynamically partitioned into a number of row ranges called tablets. Tablet representation in 
Bigtable is shown in figure 1(a). Tablets serve as the basis for load balancing and partitioning. Client can use this 
concept for forming locality groups and hence save time to effectively search a set of row keys. Column keys are 
grouped together to form column families each representing a particular aspect of the application. Column keys form 
the basis for access control in bigtable. Timestamp enables the storing of multiple copies or versions of the same 
object in every cell under a unique timestamp value. 
2.2. Amazon’s Dynamo DB 
Dynamo’s data model comprises of the key-value pair stored in a table like structure. Each row in table has 
multiple columns. It is different from bigtable in the context that it has no column families but does have column 
name-value pairs [4]. Amazon’s Dynamo implements a kind of peer-to-peer architecture i.e. all the nodes are 
symmetric and share the same set of responsibilities. Dynamo performs two main operations- get(key), put(key, 
context, object). To search or add data objects. Context is used to verify object’s validity. 
660   Pankaj Deep Kaur and Gitanjali Sharma /  Procedia Computer Science  70 ( 2015 )  658 – 667 
 
Fig.1. (a) Tablet representation in Bigtable; (b) PNUTS system architecture. 
2.3. Yahoo’s PNUTS 
Unlike Google’s Bigtable, it has a relational data model consisting of records with attributes [2]. Tables can be 
implemented as ordered [3] or distributed hashed [1] data stores or even both. In ordered data store [2], [3] the table 
is ordered on the basis of the primary key and in hashed data store [1, 2] key is hashed and then that hashed value is 
used to access the table records. Predicates [2] or multi-get operation is used to scan a particular record. In the later a 
set of primary keys is passed to the function and multiple records are then retrieved [2]. It lacks the feature of 
referential constraints. Further table is divided horizontally into a cluster of records called tablet [2] that are 
scattered over different servers. The system architecture is shown in figure 1(b). 
3. Existing Scalable Solutions 
Scalability refers to the ability of system to effectively deal with increasing workload by increasing the 
performance in proportion to increase in capacity. A system can scale either vertically or horizontally. 
3.1 Google’s Bigtable  
Bigtable implementation has three main components: one master server, many tablet servers and a library linked 
to each client. Master server is responsible for allocating, removing or maintaining tablet load, etc. Further tablet 
server handles read/write requests to loaded tablets under it and splits tablets into more tablets if size increases 
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beyond a threshold. Thus, scalability is achieved automatically as soon as tablet size crosses a threshold. Bigtable 
uses three level hierarchy models for its implementation as shown in figure 2(a). Chubby stores a file which contains 
the location of root tablet. Root tablet on the other hand contains the location of different tablets in Metadata table. 
Root tablet is treated specially in a way that is never split. Metadata tablets contain sets of user tables. 
3.2 Amazon’s Dynamo DB 
One of the major design requirements of Dynamo is its incremental scalability [3]. To achieve this, dynamic 
partitioning is done using consistent hashing. The output range of hashing is taken as fixed circular ring as shown in 
figure 2 (b). To achieve replications, every data object is replicated at N other hosts [3]. Besides replicating the data 
items, keys are also replicated at N-1 clockwise successor nodes in ring [3]. It avoids casualty [3] among versions 
via reconciliations using vector clocks. Dynamo uses a vector clock, of the format [node, counter], to determine the 
casualty [3] among the different versions of the object.  
 
 
Fig.2: (a) Three level hierarchy- implementation of bigtable; (b) Replication of keys in Dynamo ring. 
3.3 Yahoo’s PNUTS 
It implements its scalability using three main components. These are: Storage Unit, tablet controller and router. 
Storage Unit stores tablets. It determines which record is to be written, read or updated with the help of routers. 
Routers contain only the cached copy of interval mapping which is actually owned by tablet controller. Tablet 
controller is responsible for splitting the tablets to scale the system as per load requirements by updating the 
mapping information. Mapping of tablet to its replicas is maintained by the Yahoo’s Message Broker [2]. 
4. Big Data Open Source Solutions 
The afore-mentioned scalable cloud databases by the major giants are designed and used for their internal use 
only. These are not accessible to applications outside. Thus, many new open source scalable cloud databases have 
been developed by the research communities in the recent years. They have implemented the design principles used 
by these key players. Not much has been published on these NoSQL database projects.  
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4.1 Key-value stores 
These store data as key-value pairs. Each key is unique and users either put or fetch values corresponding to keys. 
This data model is mainly inspired by Amazon’s Dynamo [3], [5]. Some key-value stores are Tokyo Cabinet, 
Voldemort, Tokyo Tyrant, Redis, Memcached, Riak and MemcacheDB, and Scalaris. Riak, Mamcached, Tokyo 
Cabinet and Voldemort use either Random Access Memory (RAM) or disk storage techniques. Whereas others use 
either RAM with disk for back-up or use replication and recovery.  
4.2 Column oriented databases 
These databases store and process data via columns rather than rows. Rows and columns are split [5] over 
different clusters in order to achieve scalability. This data model is inspired by Google’s Bigtable [1]. Some column 
oriented databases are: Cassandra, HBase and Hypertable. Cassandra provides weak consistency using Multi 
Version Concurrency Control (MVCC) while HBase and Hypertable provide strong consistency using locks, etc. 
4.3 Document oriented databases 
These data stores are complex than key-value stores. They have flexible schemas. Some major document 
databases are: MongoDB, SimpleDB and CouchDB. These vary from one another only in terms of replication and 
consistency mechanisms [5]. MongoDB achieves replication by storing log files on master node and provides 
eventual consistency. SimpleDB achieves replication by replicating all data onto different nodes in different 
geographical data centers. It also provides eventual consistency. CouchDB implements optimistic replication [5] 
with no sharding. It provides eventual consistency if master-master configuration is used else it provides strong 
consistency if master-slave configuration is used.  
4.4 NewSQL databases 
NoSQL databases are not ACID compliant and lack standard interfaces. Moreover, a lot has been invested over 
SQL over past. Thus, there is a barrier to their adoption. New SQL databases are upcoming scalable RDBMS that 
overcome the challenges involved in using NoSQL databases. They support relational model and use SQL as query 
language like: Clustrix, VoltDB, NuoDB provide pure relational model of data while Google’s Spanner provides 
semi- relational model. However, internally they may use any data model like NuoDB uses key-value model. Some 
of the exiting features are: 1) Provides ACID transactional support. 2) Shared-nothing architectures. 3) Non-locking 
concurrency control techniques. 4) Distributed scale-out architecture. 5) In-memory symmetric parallel processing. 
5. Use cases 
Owing to the variety of NoSQL and NewSQL databases, it is difficult to choose a suitable solution for a 
particular application scenario. This section presents certain general guidelines in choosing an application-specific 
database. 
5.1 Key-value stores 
Key-value databases are generally suitable for applications which access data set as a whole through a unique 
key. Examples as discussed in [4] include user profiles and settings, web session records, shopping cart data and 
content generating applications (as in Riak) [12]. In all these use cases, data is accessed as a whole using unique 
identification like customer id. Key-value data stores are also appropriate for caching objects in order to store the 
outcomes of intensive processing requests [4] like db querying, API calls and page rendering [14, 15]. Facebook 
uses Memcached as a caching layer for its large MYSQL database cluster [13] and LinkedIn uses Voldemort as a 
caching layer. 
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5.2 Column oriented databases 
Out of the existing column-family stores, Dynamo DB and Simple DB are similar in their use to document stores. 
Also, being managed services [4], these are appropriate for applications where users wish to avoid the challenging 
task of managing data stores [4]. Further, HBase and Cassandra [18-20] are used for cite event logging [4]. These 
are used for applications which demand high throughput for read and write requests over heavy workloads but with 
minimum latency. For example, Facebook uses HBase for their applications like searching and particular chat with a 
specific friend, etc [10]. 
5.3 Document oriented databases 
Document oriented databases are suitable for applications that handle data which can be easily represented as 
documents [4]. Thus, applications like Content Management System (CMS) or blogging sites [9] use these stores. 
Since, documents are used to store similar type of data with different schemas, they can be used to log events and 
supervise the information for enterprise applications. For example, document stores have been used to record sensor 
network information [16]. CouchDB [17] is used in instances where clients and servers can’t always remain online. 
It allows co-existence of different replicas of database instances and allows their synchronization when these 
instances interact with each other. 
5.4 NewSQL databases 
NewSQL databases are suitable for applications which need relational model along with the scalability and 
efficient performance demands. It is appropriate where transactions have to manipulate multiple objects and also 
need to be strongly consistent as in financial applications. NewSQL is especially suitable in scenarios where data 
structure to be used is known upfront [4]. 
6. Comparisons 
Different databases achieve scalability using different design decisions. Table 1 compares the key major players 
i.e. Bigtable, Dynamo and PNUTS. As discussed in [4, 5], table 2 gives comparison among different NoSQL 
databases. Table 3 compares some common NewSQL databases. 
 Table 1. Design decisions of major scalable cloud databases. 
Basis of 
Comparison 
Bigtable Dynamo PNUTS 
Data Model 
Implementation 
Key-value pairs (column 
families) of form row: String, 
column: String, timestamp: int 
64) -> string.  
Presents simplified relational data 
model i.e. table of records with 
attributes. 
Key-value pairs which are uninterpretable 
strings. Objects stored along with key and 
context. Key and object provided by the 
caller in form of an opaque array of bytes. 
 
Transactions 
 
Single row 
 
Spans over single data item  
 
Can be single or multi record transactions. 
Multi-record scans from one or more 
tables.  
Replications No replications done Replications done using consistent 
hashing 
Asynchronous replications using pub/sub 
Yahoo! Message Broker (YMB). 
Consistency Eventual consistency Eventual consistency achieved 
through object partitioning. 
Consistency among replicas during 
updates is achieved by: a quorum like 
technology or a decentralized 
replication synchronous protocol. 
Per-record timeline consistency using 
record level mastering. It provides 
consistency which lies between 
generalized serializability and eventual 
consistency. 
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Partitioning Data is maintained in a 
lexicographical order on the basis 
of row key. Row range is 
partitioned dynamically and 
called as tablets. Cluster nodes 
contain tables. These tables 
contain tablets which in turn 
contain data of each tablet. 
Partitioning using consistent hashing 
whose output is a range of values 
forming a fixed circular ring. A 
random value from the output range is 
assigned to each node thereby, 
determining its position in the ring. 
Each key value, hashed using MD5 
hash to generate 128-bit identifier, is 
assigned to a node. 
System is divided into regions. Data tables 
are partitioned horizontally into tablets 
which in turn are stored on one server 
within region. These tablets store multiple 
records. Storage units store tables. Routers 
determine which storage unit and hence, 
the tablet to look for in order to fetch 
desired record. The interval mapping is 
stored by the tablet controller. 
Symmetry Distinguished set of 
responsibilities between the 
master and tablet servers. 
All equivalent i.e. all nodes have same 
set of responsibilities. 
Centrally managed. 
Maintaining 
dynamic system 
state 
Maintained with consistency 
guarantee 
Not maintained with consistency 
guarantee. 
Maintained with consistency guarantee. 
Components for 
system state 
management 
Chubby for file system.  Yahoo! Message Broker (YMB), a topic 
based pub/sub system. 
Number of Nodes 
communicating to 
guarantee 
consistency of 
system state 
Five replications with one as 
master. 
Consistency not guaranteed. Two. 
CAP options CP 
i.e. Consistency and Partitioning. 
AP 
i.e. Availability and partitioning. 
AP 
i.e. availability and partitioning. 
Query Interface Low level API. Operations like: 
changing clusters, tables or 
column families; 
creating/deleting column families 
or tables; write/ read/ look up 
values; also provides aid for 
execution of user supplied scripts 
in servers’ address space. 
Low level API. Low level API. Supports listed API calls 
with different levels of consistency 
guarantees: Read-any, Read-latest, Write, 
Test-and-set-write(required version), 
Read-critical(required version). 
Programming 
Model used 
MapReduce. Java. Hadoop and Pig. 
  Table 2. Comparisons of NoSQL databases. 
Types Design Decisions 
              
 
Name Partitioning Replication Concurrency 
Control 
Consistency CAP 
Option 
Key-
Value 
 
Voldemort Consistent Hashing Masterless 
Asynchronous 
MVCC (Multi 
Version Concurrency 
Control) 
Configurable using Quorum 
approach 
 
AP 
Redis No Partitioning Master-slave 
Asynchronous 
Optimistic approach 
using WATCH or 
Pessimistic approach 
Eventual CP 
Memcached No Partitioning No Optimistic approach 
using CAS (Catch 
and Set) or 
pessimistic approach 
Strong CP 
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Column Cassandra Consistent Hashing 
Range Partitioning 
Masterless  
Asynchronous 
Timestamps Configurable using Quorum 
approach 
 
AP 
HBase Range Partitioning Master-Slave  
Asynchronous 
MVCC Strong CP 
Amazon 
Simple DB 
Provides Manual 
mechanism 
Replications 
within selected 
region 
Optimistic approach 
using timestamps 
Configurable AP 
Document MongoDB Range Partitioning Master-Slave 
Asynchronous 
Readers-Writers 
locks 
Configurable 
Strong via: set to read from 
master/ set write concern 
parameter to Replica 
Acknowledgement  
CP 
CouchDB Consistent hashing Multi-Master 
Asynchronous 
MVCC Eventual AP 
Couchbase 
Server 
Hash function is used to 
map document to a 
bucket which is then 
mapped to a server 
using table 
Multi-Master Optimistic approach 
using CAS 
Strong 
Eventual 
CP 
     Table 3. Comparison of NewSQL databases. 
NewSQL 
Databases 
Partitioning Replication Concurrency Control Consistency 
Clustrix Consistent Hashing using user 
defined primary key. Table 
indices are also partitioned. 
Updates forwarded to all 
replicas by transaction 
manager and executed in 
parallel. 
MVCC. Strong 
Google Spanner Uses Spanner deployment model 
where data is partitioned ranging 
from spanservers to tablets to 
directories and then to a set of 
rows sharing common key 
prefixes. 
Paxos State Machine 
Algorithm 
Read Write locks. 
Lock-free reads (multiple 
versions stored). 
Strong 
NuoDB No partitioning.  
Storage Manager (SM) has 
complete copy of data. 
Underlying key-value stores in 
SM can partition data but it is not 
visible. 
Carried via asynchronous 
communication among table 
rows. 
MVCC Eventual 
VoltDB Consistent Hashing. Updates forwarded to all 
replicas by transaction 
manager and parallelly 
executed. 
No consistency control. 
(sequential single thread 
execution) 
Strong 
7. Related Work 
H. Hu et al [5] presents an exhaustive survey on the big data analytics, its value chain and benchmarks for 
evaluating the big data systems, though it throws light over the different big data systems. But it does not compare 
big players of scalable data management systems like Google’s bigtable, Yahoo’s PNUTS and Amazon’s Dynamo 
which fastened the development of future NoSQL stores. Moreover, it presents a brief comparison among different 
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NoSQL data stores but the comparison does not involve the type of NoSQL data stores. Also, it says nothing about 
New SQL data stores and their comparison. 
S. Sakr et al [8] has reviewed different Scalable data management systems like Google’s Bigtable , Yahoo’s 
PNUTS  and Amazon’s Dynamo and other open source projects. The survey paper presents their implementation 
and compares them based on only the data model, query interface, license, CAP options and consistency. However, 
there are many other factors on the grounds of which the three giants can be compared. It further lacks in reviewing 
and comparing other NoSQL and New SQL data stores. 
J. M. M. Kamal et al [7] evaluates the four architectural design solutions (i.e. partitioning, replication, 
consistency and concurrency control) and their techniques, but it does not compare or makes a reference of any 
NoSQL/NewSQL data stores and not even the three giant players. 
K. Grolinger et al [4] discusses only the drawbacks of NoSQL data stores over NewSQL data stores. It further, 
lists some major projects under the two and contribution has been made to compare them and discuss their use cases. 
But the giant players that motivated the development of NoSQL/NewSQL data stores are not discussed at all. 
D. Agrawal et al [6] compares the three giant players i.e. Google’s Bigtable, Yahoo’s PNUTS and Amazon’s 
Dynamo only on the basis of their system and application states. It contributes less towards the other differences 
among the three. The paper contributes nothing towards the other open source projects of NoSQL and NewSQL. 
DB-Engines Ranking [11] considers those SQL data stores that are popular in terms of popularity on web and 
within research community or the number of job offers. But nothing is contributed to their comparison in order to 
understand their scalability implementation or their use cases. 
However, our paper briefly discusses the storage and scalability solutions adopted by Google’s Bigtable, 
Amazon’s Dynamo and Yahoo’s PNUTS. Since, these led to the development of other NoSQL data stores, their 
analysis is important to understand the existing big data scalable storage solutions. Our paper classifies the types of 
NoSQL store and compares their scalability implementation on the grounds of four architectural design solutions i.e. 
partitioning, replication, consistency and concurrency control. Further, NewSQL data stores have also been 
compared on the same grounds. These comparisons can help in critically analyzing the approaches used to achieve 
scalability. Such a comprehensive review will be suitable in future research work in the field.  
8. Conclusion 
Reviewing existing storage solutions for Big Data helps in gaining a prospective on domain thereby, identifying 
challenges and possibilities in the field. This can be helpful in resolving the disparities among existing solutions. 
Moreover, it can aid in determining appropriateness of various Big Data storage solutions for different applications 
hosted on cloud. At present, the major scalable databases (Bigtable, Dynamo and PNUTS) achieve scalability based 
on single key-value pairs at one end and single record-level on the other. These achieve so at the cost of consistency 
ranging from eventual to timeline consistency. There are applications like online gaming which need multiple-
key/record accesses because of fluctuating load patterns. Cloud paradigm comes into picture for assisting such 
applications but these are in favour of data accesses beyond single key-value pairs.  Thus, these depend on 
traditional db systems. But traditional db systems run on commodity hardware and not cloud database services. 
Hence, there is a gap between traditional and present cloud databases. This gap needs to be bridged if we desire that 
our cloud is capable of supporting all sorts of present and upcoming applications.  
Future work of research community should intend on devising a scalable architecture for cloud databases that 
possesses the potential of providing interoperable persistence. It should incorporate the various scalability measures 
used so far by current NoSQL/NewSQL solutions and provide them for different purposes under the same 
application. A multi-tenant decentralized scalable DBMS with run-time load balancing, replication for fault 
tolerance and partitioning support for distributed operations needs to be designed. 
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