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The COVID-19 epidemic is challenging in many ways, perhaps most obvious are failures of the surveillance
system. Consequently, the official intervention has focused on conventional wisdom — social distancing, hand
washing, etc. — while critical decisions such as the cancellation of large events like festivals, workshops and
academic conferences are done on a case-by-case basis with limited information about local risks. Adding to
this uncertainty is the fact that our mathematical models tend to assume some level of random mixing patterns
instead of the higher-order structures necessary to describe these large events. Here, we discuss a higher-order
description of epidemic dynamics on networks that provides a natural way of extending common models to
interaction beyond simple pairwise contacts. We show that unlike the classic diffusion of standard epidemic
models, higher-order interactions can give rise to mesoscopic localization, i.e., a phenomenon in which there
is a concentration of the epidemic around certain substructures in the network. We discuss the implications of
these results and show the potential impact of a blanket cancellation of events larger than a certain critical size.
Unlike standard models of delocalized dynamics, epidemics in a localized phase can suddenly collapse when
facing an intervention operating over structures rather than individuals.
I. INTRODUCTION
Classic disease models did the impossible in reducing the
complexity of epidemics — shaped by complex social, bio-
logical and political forces — to simple processes that provide
useful insights. In fact, many of the key results of these mod-
els provide the foundation for our current understanding and
forecasting of novel emerging epidemics [1–3]. The reduc-
tion of the complex to the simple is perhaps best embodied by
the attention given to the basic reproduction number R0 of an
outbreak. In one quantity, R0 combines properties of the pop-
ulation, pathogen, and intervention. It succinctly describes the
spread of a disease in terms of the expected (or average) num-
ber of secondary infections that one case of a disease would
cause in an otherwise susceptible population [4]. Any inter-
vention that reduces R0 then reduces the spread of the disease
and therefore the final size of the epidemic [5].
However, when relying on R0 to describe an outbreak, we
are using an average to describe a population. Not only are
we saying that all individuals are equivalent to an average in-
dividual, but also that all contacts are equivalent and equally
likely. Often called a mass-action approximation, this as-
sumption essentially means that we are considering a ran-
domly mixed population, ignoring household structures, so-
cial gatherings and the different behaviors of different individ-
uals. There are obvious mathematical issues in using only the
average of a distribution while ignoring the underlying het-
erogeneity [6]. There are also conceptual issues when relying
on these mass-action assumptions to design targeted interven-
tions. Who should we target for an intervention if everyone
is equivalent? Where should we target our interventions if
all contacts are equal? In this paper, we focus on answering
the latter question by examining higher-order contact patterns
rather than individuals only.
Network science provides a natural framework to go be-
yond the mass-action approximation by considering key fea-
tures of the structure of contacts among individuals. The sim-
plest generalization is perhaps the heterogeneous pair approx-
imation—individuals are categorized by their number of con-
tacts, and the contacts themselves by the states of individu-
als involved. Whereas classic models only track the fraction
of susceptible S and infectious I individuals, we now track
the proportion of susceptible and infectious individuals with k
contacts (S k and Ik respectively) and the fraction of contacts
in the network connecting two susceptible individuals ([S S ])
or two infectious individuals ([II]) or one of each ([S I]).
Network representations have had great success because
they provide a mathematical perspective on targeted interven-
tions [7]: How much more effective is it to vaccinate nodes of
high degree versus random nodes? Simple and efficient tar-
geted intervention strategies, such as acquaintance immuniza-
tion [8], leverage the friendship paradox [9]: A node reached
through a random edge is expected to be more connected and
central than a random node. Basically, in heterogeneous sys-
tems, an intervention is more likely to reach a well-connected
individual if it follows a random contact than if it picks a ran-
dom individual since well-connected individuals simply have
more contacts. That being said, all pairwise contacts are still,
a priori, equivalent.
One developing area in network science concerns dynami-
cal processes on higher-order representation of networks, i.e.,
where the network is not simply a conglomerate of pairwise
interactions but where interactions occur in a coordinated
manner because of a higher level structure. For example, it
is not pure coincidence that many contacts exist among stu-
dents in a school—these contacts are shaped by a hierarchy of
higher level structures of various sizes (groups, classes, sports
team, etc.). To explicitly account for this higher-order rep-
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2FIG. 1. Epidemic localization in networks with heterogeneous higher-order structures. (a)-(b) Solid lines represent the clique
prevalence—the average fraction of infectious nodes within cliques of size n—while dashed lines represent the global prevalence. (a) If
the structures are highly coupled, we find results in agreement with a mass-action approximation : The fraction of infectious individuals is
similar among all of them. (b) With a lower and more realistic coupling between structures, we find a surprising phenomenon of mesoscopic
localization. While the global prevalence in the population can remain extremely low, larger structures can self-sustain the epidemic. Smaller
cliques are able to self-sustained the epidemic for a more transmissible contagion. (c) Mesoscopic localization is actually the norm rather than
the exception. Indeed, the phenomenon is observed for all but the most extremely coupled scenarios when using power-law distributions for
the memberships gm ∼ m−γm and clique sizes pn ∼ n−γn . The solid line separating the delocalized regime (blue region) and the localized regime
(green region) is obtained analytically in Appendix D. The circle and diamond markers correspond to the networks respectively used in panels
(a) γn = γm = 2.2 and (b) γn = 3.5, γm = 4.
resentation, one straightforward generalization of the frame-
work described in the previous paragraph is the heterogeneous
clique approximation [10], where we track
1. the proportion of susceptible and infectious individuals
with number m of memberships to higher-order struc-
tures (Sm and Im respectively);
2. the fraction of higher level structures containing n mem-
bers, i of which are infectious (Cn,i).
As we will now show, even dynamics of simple contagion on
these higher-order structures can have surprising features that
should prove important for their control.
II. LOCALIZATION
Standard models have a straightforward relationship be-
tween the transmission rate of an epidemic (or its R0) and
the expected outbreak size. In Fig. 1, we show the epidemic
size of Susceptible-Infectious-Susceptible (SIS) dynamics on
a simple version of higher-order network. The network is
characterized by gm, the distribution for the memberships m
of nodes and pn, the distribution for the sizes n of higher level
structures. We use different heterogeneous distributions for
both and assume that all structures are cliques where every
node can transmit the disease to each other.
As expected from standard models, there exists a critical
value βc for the transmission rate β below which epidemics
cannot be sustained. This is a typical phase transition, where
the disease-free equilibrium of the dynamics becomes un-
stable above βc, driving the epidemic to invade the system.
Also expected, based on intuition alone, is that larger struc-
tures (larger n) likely contain more infectious individuals than
smaller ones. From a mass-action perspective, the fraction of
infectious individuals would be similar among all structures,
which is approximately what we observe in Fig. 1(a).
What is less expected are the sequential local transitions
observed in the second panel [Fig. 1(b)]. For any value of
the transmission rate, the outbreak appears to thrive only in
structures above a certain size—the epidemic is self-sustained
locally. This is reminiscent of certain infections, such as the
bacteria C. difficile, which are most commonly found in set-
tings with large susceptible populations in close contact, like
hospitals [11]. Such infections only survive in these dense,
vulnerable, social structures.
Any outbreak in a finite size structure left alone would
eventually go extinct as the disease-free equilibrium is always
an absorbing state. It is therefore the coupling across cliques
that allows the epidemic to localize around many large but fi-
nite structures. Moreover, through the same mechanism as the
friendship paradox described above, the individuals found in
a given clique belong to more structures than the average indi-
vidual. Therefore, large and dense structures have the twofold
effect of containing many individuals, and these individuals
tend to be more active through a higher-order friendship para-
dox. It is through this size and coupling effects that the epi-
demic can thrive and self-sustain only in specific structures
within the population.
Perhaps most surprising is how strong this localization ef-
fect can be. Even at low overall prevalence, the localization
of the outbreaks causes intense but local outbreaks in large
structures. This simple observation justifies the potential need
for school closures and canceling large social or professional
events. While it may seem like an overreaction given the low
prevalence found in the general population, these dense struc-
tures are where most infections will occur.
3III. INTERVENTION
Interventions such as school closure or cancellation of large
gatherings can be modeled by simply forcing a hard cut-off
nmax on the size distribution of structures pn found in a net-
work. In Fig. 2, we again show the local prevalence within
certain structures but only after having removed all structures
above nmax.
In the delocalized regime [Fig. 2(a)] where a disease is
found throughout a population, the intervention mostly ap-
pears to reduce individual risk of infections. As we decrease
nmax (and therefore increase the intensity of the intervention),
the local prevalence within structures all decrease gradually
until an epidemic threshold. This is akin to classic mod-
els where the intervention simply reduces R0 in a distributed,
mass-action, way [12].
In the localized regime [Fig. 2(b)] where a disease can self-
sustain only around certain structures, the intervention has a
totally different impact. Some individuals that would have
interacted in structures of size greater than nmax are spared,
but large structures of size just below nmax appear unaffected
by the intervention. However, there seems to exist a critical
cut-off nc = 23 where the intervention is now strong enough to
cause a global collapse of the epidemics across all structures.
The key point here is that if an epidemic can self-sustain
only around certain structures (e.g. mass transit in urban cen-
ters, larger gatherings, cruise ships), an intervention that affect
other structures will not affect the local outbreak. Unless, of
course, the intervention is strong enough to remove the cou-
pling across large structures where the epidemic is localized.
We also compare the global impact of interventions in the
two regimes in Fig. 2(c). These results clarify two things.
First, even if a weak intervention does not affect the preva-
lence in cliques where the epidemic is self-sustained, it does
affect global prevalence : It reduces the total disease burden
by sparing individuals who would have been infected through
spillover transmission from larger cliques. Second, the critical
extinction of the outbreak observed in Fig. 2(b) when remov-
ing cliques larger than nc is due to increasing returns in the
effectiveness of the intervention. In standard, delocalized dy-
namics, we see a linear relationship between the outbreak size
and the strength of the intervention, measured in number of
contacts avoided. In localized dynamics, we see a non-linear
feedback because 1) we are removing structures able to self-
sustain themselves and 2) we reduce the coupling across these
local outbreaks.
Altogether, the lesson from Fig. 2 is that, just as we take
heterogeneity of individual risks into account when prefer-
entially vaccinating some individuals, we should take hetero-
geneity of structural risks into account when designing inter-
ventions that operate on higher-order structures. Since we can
expect real epidemics to experience localizations effects, we
should try to leverage as much as possible the non-linear feed-
back [Fig. 2(c)] when cancelling gatherings up to a certain
size.
FIG. 2. Structural interventions, such as event cancellations, in
delocalized and localized epidemics. (a)-(b)-(c) Prevalence (within
structures and globally) against the fraction of potential contacts re-
moved (edges in the network) following an intervention. The in-
tervention removes all cliques of size n > nmax. The transmission
rate is adjusted to have a similar global prevalence for both regimes
without intervention. We used the same networks as in Fig 1. (a)
In the delocalized regime, using a transmission rate β ≈ 0.0041, we
find a similar benefit of the intervention among all structures. (b)
In the localized regime, using a transmission rate β = 0.07, we find
a different story where prevalence within large structures is barely
affected by our intervention, up to a critical cut-off nmax = nc (here
nc = 23) where prevalence within all cliques abuptly falls to zero.
Square markers indicate when structures of a particular size are re-
moved. (c) To have a closer look at the importance of structural inter-
ventions in the localized regime, we compare the global prevalence
in both regimes. We note the increasing returns on interventions in
the localized regime, leading to a sudden collapse of the outbreak.
IV. DISCUSSION
Over the last few years, dynamics on higher-order repre-
sentation of networks have shown time and time again that
intuition built from simpler models does not always hold in
more complex scenarios, with example ranging from compet-
itive dynamics [13] to social contagion [14]. Localization of
4simple epidemic dynamics over higher-order structures is yet
another example. While a virus might operate at the scale
of individuals, infecting one person after the other, epidemics
themselves interact with our entire social structure. We often
think in terms of individual risks because that is the scale at
which most preventive measures operate, but ignoring higher-
order structures would be a mistake when considering inter-
ventions that work at a larger scale.
There are some key assumptions built into our model that
influence epidemic localization. One major assumption is that
we ignore temporal variations in structures. If a structure of
size 500 is meant to represent an academic conference, it only
takes place over a well-defined period of time. Thankfully,
the mean-field approach used does not assume that the ex-
act same events with the exact same participants occur for all
time, but it does assume that the density of events of a given
size (pn) is stable over time. Similarly, it only assumes that
one’s membership number m is a fixed level of participation
for that individual. However, the structures or events where
that individual participates may vary in time. One second im-
portant caveat is that the results were obtained by implement-
ing SIS dynamics, where individuals are fully susceptible im-
mediately after recovering from a disease. Although this is
but a simplistic model for most actual epidemics, it allows to
characterize analytically the localization features of the dy-
namics. And while epidemics where individuals develop im-
munity might never actually self-sustain in a finite size struc-
ture, localization still occurs in the form of smeared epidemic
transitions [15].
Therein lies the importance of theoretical disease modeling:
They broaden our understanding of the dynamical behavior
one can expect from new outbreaks, even if the models them-
selves are often disconnected from actual, current outbreaks,
and impossible to parametrize with any available data. We
never know when a better understanding of the complex dy-
namics of epidemics on complex networks will lead to action-
able results. In fact, no epidemics are ever alike. We need di-
versified theoretical models and a deep understanding of their
dynamics.
In terms of the current COVID-19 outbreak, it is important
to keep in mind that large gatherings can have significantly
higher risk than one would believe based on the global preva-
lence alone. Once we consider the possibility for localized
outbreaks, it then makes sense to leverage the results describe
above and target our interventions on large higher-order struc-
tures. The goal being to decouple structures and cause a rapid
collapse of the epidemic. How do we achieve this without
a clear intervention from the top? Follow the higher-order
friendship paradox: Cancel your next large event [16], and
tell your friends to do the same.
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Appendix A: Clique-based SIS model
We consider the SIS model on infinite size random net-
works with cliques [17]. The network ensemble is charac-
terized by a size distribution pn for the cliques and a mem-
bership distribution gm for the nodes. Nodes are assigned to
cliques uniformly at random, hence there are no correlations
between m and n. The transmission rate is β and the recovery
rate is set to 1 without loss of generality.
We can describe accurately the dynamics using the hetero-
geneous clique approximation of Ref. [10]. We want to track
Sm(t), the fraction of nodes that are susceptible and of mem-
bership m ∈ {1, . . . ,mmax} at time t and Cn,i(t) the fraction of
cliques that are of size n ∈ {2, . . . , nmax} with i ∈ {0, . . . , n}
infected nodes at time t. We can factorize gm and pn, yielding
sm(t) ≡ Sm(t)/gm, the probability of a node being susceptible
given m and cn,i(t) = Cn,i(t)/pn the probability to observe a
clique with i infected nodes given n. Omitting explicit time
dependency for readability, we use approximate master equa-
tions to follow these quantities:
dsm
dt
= 1 − sm − βmrsm , (A1a)
dcn,i
dt
= (i + 1)cn,i+1 − icn,i + β(n − i + 1){(i − 1) + ρ}cn,i−1
− β(n − i){i + ρ}cn,i . (A1b)
The mean fields r(t) and ρ(t) are defined as follows
r(t) =
∑
n,i βi(n − i)cn,i(t)pn∑
n,i(n − i)cn,i(t)pn , (A2)
ρ(t) = r(t)
∑
m m(m − 1)sm(t)gm∑
m msm(t)gm
. (A3)
If we take a random susceptible node within a clique, r(t)
is the mean infection rate associated with a random external
clique (excluding the one we picked the node from) to which
it belongs and ρ(t) is the mean excess infection rate caused by
all external cliques.
The global prevalence (average fraction of infected nodes)
is then I(t) =
∑
m gm[1 − sm(t)] and the prevalence within
cliques of size n is In(t) =
∑
i icn,i(t)/n.
Appendix B: Epidemic localization in large cliques
In the stationary state near the epidemic threshold, ρ → 0.
We can thus expand cn,i as cn,i = hn,iρ+O(ρ2) where we define
5hn,i ≡ ∂ρcn,i|ρ→0. From Eq. (A1) in the stationary state, we
obtain
hn,i =
n!βi−1(i − 1)!
(n − i)!i! ∀i > 0 ,
and by definition hn,0 ≡ −∑i>0 hn,i.
An equivalent representation is the following generating
function
Hn(x) =
∑
i
hn,ixi ,
= hn,0 +
1
β
∫ ∞
0
u−1e−u[(1 + βux)n − 1]du .
It is then straightforward to obtain In = H′n(1)ρ/n + O(ρ2).
Performing a saddle-point approximation, we obtain the fol-
lowing asymptotic behavior for large clique sizes n
H′n(1) ∼

n
1 − βn if β < 1/n
n
√
2pin (βn)n e−n+1/β if β ≥ 1/n
. (B1)
For β = an−1 and a > 1, this implies In ∼ O
(
n1/2ebn
)
with
b > 0. This means that if we are near the epidemic thresh-
old (β = βc +  and   1) and for some cliques of size
n we have β > 1/n, then we expect the epidemic to be lo-
calized within these cliques. More formally, we say that
the epidemic is localized near the epidemic threshold when
Inmax/I2 = O(n1/2maxebnmax ).
It is worth mentioning that other approaches have been used
to assess the localization of contagion processes. A useful
and popular measure is the inverse participation ratio [18–
20]. While it has been used mostly to study hub localization,
where the disease survive around the largest degree nodes, we
would expect similar behavior for mesoscopic localization as
describe above.
Appendix C: Epidemic threshold
In the stationary state, Eq. (A3) is a self-consistent equation
of the form ρ = F(ρ) and a positive solution to ρ exists if
dF
dρ
∣∣∣∣∣
ρ→0
> 1.
Hence the epidemic threshold βc is obtained by solving the
implicit equation
〈m(m − 1)〉
〈m〉〈n〉 βc
∑
n
pn
{
nH′n(1) − ∂x[xH′n(x)]x→1
}
= 1 .
Rearranging the terms and by using the properties of the in-
complete gamma function, this can be simplified to
〈m(m − 1)〉
〈m〉〈n〉
∑
n
pn
{
H′n(1) − n
}
= 1 . (C1)
Appendix D: Localization regimes
Let us consider heterogeneous distributions pn ∼ n−γn and
gm ∼ m−γm with γn, γm > 2 to have finite moments 〈n〉 and
〈m〉. We impose finite size effects by introducing a number
of nodes N and by considering natural cut-offs [21] for both
distributions nmax ∼ N1/(γn−1) and mmax ∼ N1/(γm−1). W can
then extract the asymptotic behavior of the epidemic threshold
for large N, giving us insights on the type of phase transition
expected for different scenarios.
Let us first consider γm > 3. In this case, Eq. (C1) has the
following behavior∫ nmax
nmin
n−γn
[
H′n(1) − n
] ∼ 1 .
The asymptotic behavior of H′n(1) for large n will dictate the
scaling of the epidemic threshold. According to Eq. (B1), we
have two possible asymptotic behaviors. However, only the
sub-exponential one for nmax → ∞ can respect the preceding
equation. Therefore, we obtain∫ nmax
nmin
n1−γn
[
1
1 − βcn − 1
]
∼ 1 .
This leads to two possible asymptotic scalings for the thresh-
old
βc ∼
n−1max if βcnmax → 1nγn−3max if βcnmax → 0 .
However, because of the condition γn > 2, only the first one
is admissible. Therefore we have βc → 1/nmax. This implies
that right above the epidemic threshold (β = βc + ), we have
Inmax/I2 = O(n1/2maxebnmax ) and thus the epidemic is localized.
Let us now consider γm < 3. In this case,
〈m(m − 1)〉
〈m〉 ∼ m
3−γm
max .
By performing a similar development, we obtain
βc ∼
n−1max if βcnmax → 1nγn−3max mγm−3max if βcnmax → 0 .
If βcnmax → 1, we again have a localized epidemic. If
instead βcnmax → 0, increasing β just beyond βc leads to
Inmax/I2 = O(1), and the the epidemic is then delocalized. For
the natural cut-offs defined above, this happens if
4γn + 3γm − 2γnγm > 5 . (D1)
This condition clarifies the influence of both exponents on the
coupling between cliques, as illustrated in Fig. 1. Equation
(D1) was used to distinguish the regimes in Fig. 2(c).
More generally, we do not need to mimic a finite size net-
work, but only need to assume a scaling relationship of the
form mmax ∼ nαmax. In this case, the epidemic is delocalized if
γn + α(γm − 3) < 2 .
As a result, with α ∈ [0,∞) and the requirement γn > 2, we
see that a minimal condition to have a delocalized epidemic
near βc is γm < 3.
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