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ABSTRACT
Regional temperature change projections for the twenty-first century are generated using a multimodel
ensemble of atmosphere–ocean general circulation models. The models are assigned coefficients jointly,
using a Bayesian linear model fitted to regional observations and simulations of the climate of the twentieth
century. Probability models with varying degrees of complexity are explored, and a selection is made based
on Bayesian deviance statistics, coefficient properties, and a classical cross-validation measure utilizing
temporally averaged data. The model selected is shown to be superior in predictive skill to a naïve model
consisting of the unweighted mean of the underlying atmosphere–ocean GCM (AOGCM) simulations,
although the skill differential varies regionally. Temperature projections for the A2 and B1 scenarios from
the Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions Scenarios are pre-
sented.
1. Introduction
Projections of regional climate change are of poten-
tial economic value (Katz and Murphy 1997) in that
they can provide—at least in theory—a window into the
future on spatial scales that are politically and opera-
tionally meaningful. Interest in such projections also
arises in the context of recent progress in seasonal-to-
interannual forecasting (Barnston et al. 2000; Palmer et
al. 2000; Goddard et al. 2003), coupled with the real-
ization that value may derive from considering the be-
havior of climate on longer time horizons as well. His-
torically, coupled atmosphere–ocean general circula-
tion models (AOGCMs) have demonstrated only
limited skill in the simulation of regional climates (see,
e.g., Houghton et al. 2001, chapter 10). However, given
the ongoing development of such models, continuing
assessment of their potential utility in generating re-
gional projections is prudent.
In this study, regional temperature projections are
generated by combining simulations from 14 AOGCMs,
using a Bayesian linear model. Initially, three probabil-
ity model structures of differing complexity are consid-
ered, the fit to observations being assessed using both
objective numerical measures and direct examination
of coefficient properties. The probability model se-
lected by this means has a hierarchical structure, in
which regional sets of AOGCM coefficients are mod-
eled as draws from a parent, or “population” distribu-
tion. The coefficients themselves are returned in the
form of probability density functions (PDFs) rather
than as point estimates; these PDFs are applied to
AOGCM simulations for the twenty-first century to
generate the projections and their associated uncertain-
ties. The projections then also take the form of PDFs,
and may thus be considered probabilistic. However,
verification, in the sense of comparing categorical fore-
cast probabilities with observed occurrence frequen-
cies, is supplanted here by the use of Bayesian deviance
statistics and the more conventional mean squared er-
ror (MSE), owing to the long time horizons considered
and the consequent lack of forecast-verification cycles.
At base, the methodology consists of interposing a
statistical translation layer between AOGCM simula-
tions and the climate variable to be predicted, condi-
tional on the observed past relationship between them.
It thus bears some similarity to model calibration, as
applied in the quantification of climate change uncer-
tainty (Allen et al. 2000) and in fingerprinting studies
(Allen and Tett 1999). More broadly, it may be consid-
ered interpretation of computer simulations of a com-
plex natural process through the application of a prob-
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ability model. Light shed on the process by the simula-
tions is then refracted through the prism of probabilistic
interpretation. Craig et al. (2001) discuss some funda-
mentals of estimating uncertainty in Bayesian probabil-
ity structures in this context. There is also some simi-
larity between the methodology described here and the
model output statistics (MOS) approach developed by
Glahn and Lowry (1972). There are also significant dif-
ferences, however, the most important being the use
herein of a multimodel ensemble rather than just a
single dynamic weather prediction model. On the other
hand, only a single AOGCM variable, rather than a
suite of such variables, is utilized here.
The data, including the AOGCMs whose simulations
are employed, are described in section 2, while meth-
odology, including probability model structure, is dis-
cussed in section 3. Model comparison is addressed in
section 4 and regional temperature projections are pre-
sented in section 5. The paper concludes with a discus-
sion and a summary, in sections 6 and 7, respectively.
Additional details regarding the probability models and
estimation are provided in an appendix.
2. Data
For observations, the land surface temperature
dataset “CRU TS 2.0” of the Climatic Research Unit,
University of East Anglia, gridded at 0.5°, was utilized
(New et al. 1999, 2000). No attempt is made in this
dataset to compensate for the effects of land-use
changes or urbanization, and only a minority of the
AOGCMs utilized (see below) incorporates such
changes explicitly. However, for the “Twentieth Cen-
tury Climate in Coupled Models” (20C3M) simulations
employed here, all utilize time-varying trace-gas con-
centrations, including sulfate aerosols that vary in both
space and time (Boucher and Pham 2002). Thus, to
some extent the regional atmospheric effects of urban-
ization are implicitly included. In the analyses to be
discussed, the relatively finescale observational data
are aggregated into regions comprising on the order of
103 individual grid boxes; on this scale, effects of ur-
banization are likely to be small. Data aggregation also
mitigates potential problems arising from the filling of
missing data, while the high spatial resolution permits
precise masking in the delineation of regions.
The 14 AOGCMs whose outputs are considered
comprise those contributing to the Fourth Assessment
Report (AR4) of the Intergovernmental Panel on Cli-
mate Change (IPCC) for which, by mid-April 2005, out-
puts for three experiments were available from the Pro-
gram for Climate Model Diagnosis and Intercompari-
son data archive. These experiments are 20C3M
(Hegerl et al. 2003), and scenarios A2 and B1 as de-
scribed in the IPCC Special Report on Emissions Sce-
narios (SRES) (Nakićenović et al. 2000). The 20C3M
experiment, in which a “best effort” is made to simulate
the climate of the twentieth century, was utilized in
fitting the probability model to observations, while A2
and B1 were used in the generation of projections.
Guidance for the 20C3M simulations did not dictate
the use of specified forcings, and those utilized do differ
somewhat from model to model. All account for green-
house gases and sulfate aerosols at a minimum, but the
treatment of aerosol indirect effects, CFCs, solar vari-
ability, and other forcings varies. Simulations are uti-
lized in the form of ensemble means, the number of
ensemble members varying among AOGCMs (Table
1). This variation is taken into account in one, but not
all, of the candidate probability models. For A2 and B1,
fewer ensemble members were generally provided than
for 20C3M. Owing to the varying dates at which the
archived 20C3M runs begin and end, as well as the
desire to use contiguous December–February (DJF)
values, the time periods ultimately utilized for the
twentieth and twenty-first century are 1902–98 and
2005–98, respectively.
In scenario B1, the atmospheric CO2 concentration
in the year 2100 reaches a level of 549 ppm, about twice
the preindustrial level; in A2 the corresponding value is
856 ppm, somewhat more than twice the level of the
1990s. Thus, B1 represents a moderate outlook, rela-
tively speaking, while A2 is more extreme (Nakićenović
et al. 2000). Most of the AOGCMs have atmospheric
components of medium resolution, ranging from 2° to
4°. A listing is provided in Table 1.
3. Methodology
a. Data preprocessing
Temperature data series are considered here in the
form of regional means, the regions being those previ-
ously defined by Giorgi and Francisco (2000; Fig. 1).
These regional definitions have been employed in a
number of other studies, so their use here should facili-
tate comparison, while the data aggregation itself may
be expected to improve the statistical properties of the
resultant series.
Values for both simulations and observations are ex-
pressed as anomalies relative to 1902–98, the full extent
of the twentieth-century data record employed. Use of
anomalies amounts to the removal of individual addi-
tive model bias (Fig. 2b), while the full data period is
taken for climatology in order to minimize bias result-
ing from differential AOGCM climate sensitivity. The
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range of offsets among AOGCM representations of re-
gional temperature can be considerable (Fig. 2a).
b. Some salient data characteristics
Figure 3 shows a substantial difference in interannual
variance between typical high-and low-latitude regions.
Such differences, with greater variability at higher lati-
tudes, tend to be consistent across seasons. Comparison
between the simplest of the probability models consid-
ered, in which these differences are not represented,
and a more complex model in which they are (see sec-
tion 4), indicates clearly that the inclusion of regional
differentiation in variance significantly improves model
fit.
Figure 4 shows correlation matrices for the observa-
tions and AOGCMs for two contrasting regions, NAS
and EAF, for the annual mean, DJF and July–August
(JJA) for 1902–98. In the extratropics during the sum-
mer months (Fig. 4c), correlations between AOGCM
simulations, as well as between simulations and obser-
vations, tend to be higher than during the winter or for
the annual mean, and large-scale patterns of inter-
AOGCM correlation are somewhat more apparent.
Seasonal variation in low-latitude correlation struc-
ture, as one might expect, is weak, while the dark mar-
ginal bands at top and left in Figs. 4d–f indicate that
most AOGCMs are poorly correlated with observa-
tions in EAF. This feature is not uniform across re-
gions, however, suggesting that predictability is likely to
vary. The intercorrelations on these plots, particularly
for EAF, suggest that an attempt might profitably beFIG. 1. Regional definitions from Giorgi and Francisco (2000).
TABLE 1. Some characteristics of the models initially considered, listed alphabetically by model name. Modeling groups: National
Center for Atmospheric Research (NCAR); Canadian Centre for Climate Modelling and Analysis (CCCMA); Météo-France/Centre
National de Recherches Météorologiques (CNRM); Commonwealth Scientific and Industrial Research Organisation (CSIRO); Max
Planck Institute for Meteorology (MPI); Goddard Institute for Space Studies (GISS); Hadley Centre for Climate Prediction and
Research/Met Office (Hadley Centre); Institute for Numerical Mathematics, Russian Academy of Science (INM); U.S. Department of
Commerce/NOAA/Geophysical Fluid Dynamics Laboratory (GFDL); Institut Pierre-Simon Laplace (IPSL); Center for Climate Sys-
tem Research (CCSR; University of Tokyo), National Institute for Environmental Studies (NIES), and Frontier Research Center for
Global Change (JAMSTEC); Meteorological Research Institute of Japan (MRI). “Resolution” refers to the atmospheric model
component and is given as latitude  longitude if these resolutions differ. This figure is approximate for spectral models. Here nens
refers to the number of ensemble members provided for the 20C3M simulations. For SRES scenarios A2 and B1 the number is generally
lower (for those AOGCMS for which nens  1). See references cited for more detailed information.
Group Country Model Resolution nens References
NCAR United States CCSM3 2.8° 8 Collins et al. (2006)
CCCMA Canada CGCM3.1 (T47) 3.8° 1 http://www.cccma.bc.ec.gc.ca/models/cgcm3.shtml
CNRM France CNRM-CM3 2.8° 1 Salas-Mélia et al. (2005, manuscript submitted to
Climate Dyn.)
CSIRO Australia CSIRO-Mk3.0 1.9° 1 Gordon et al. (2002)
MPI Germany ECHAM5/MPI-OM 1.9° 3 Jungclaus et al. (2006)
GISS United States GISS_E_R. 4°  5° 9 Schmidt et al. (2006); Russell et al. (1995)
Hadley Centre United Kingdom HadCM3 2.5°  3.75° 2 Gordon (2000)
INM Russia INM-CM3.0 4°  5° 1 Diansky and Volodin (2002)
GFDL United States GFDL-CM2.0 2°  2.5° 3 Delworth et al. (2006); http://data1.gfdl.noaa.gov/
CM2.X/
GFDL United States GFDL-CM2.1 2°  2.5° 3 See GFDL-CM2.0
IPSL France IPSL-CM4 2.5°  3.75° 1 http://dods.ipsl.jussieu.fr/omamce/
CCSR/NIES/
JAMSTEC
Japan MIROC (med-res) 2.8° 3 Hasumi and Emory (2004)
MRI Japan MRI-CGCM2.3.2 2.8° 5 Yukimoto et al. (2001)
NCAR United States PCM1 2.8° 2 Washington et al. (2000)
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made to account for covariance in the probability
model.
c. Probability models
Three probability model structures, designated A, B,
and C, are considered.
For model A we write
Yik  Nik , 
2, 1
while for models B and C we have
Yik  Nik , k
2, 2
where Yik represents the observed temperature for year
i at region k, and in each case, the rhs describes the
distributional attributes of Y. Thus, for model A, re-
gional differences in error variance are ignored, while
in B and C they are represented.
All models utilize the same functional core:
ik  0k  
j
jkXijk , 3
where 	ik is the expectation of Yik, as given in Eqs. (1)
or (2), 
0k is a regionally dependent constant term, 
jk
is the coefficient for AOGCM j at region k, and Xijk is
the temperature simulated at region k by AOGCM j for
year i. Equations (1) and (2) describe the stochastic
node Y, while Eq. (3) encodes the fundamental model
structure; that is, the expected temperatures are given
by a linear combination of AOGCM simulations for
each region k and time i, plus a regional offset.
In addition, for models A and B we have
jk  Njk ,  jk
2 , 4
while for model C the corresponding relation is
jk  MVN j, . 5
Equation (4) states that for structures A and B the
individual AOGCM coefficients 
jk are modeled as
having independent normal distributions, with jk and
2jk the associated means and variances. For structure C,
on the other hand [Eq. (5)], the 
jk are modeled as
having some common dependence, in the form of a
multivariate normal population distribution with vector
mean (j) and covariance matrix . [The parenthetical
subscript is appended as an indication that the distri-
bution is multivariate on j, i.e., over AOGCMs; it is not
an index in the sense of the jk appended to  in Eq. (4)].
For clarification, say the 308 values of 
jk occupy a 14 
22 matrix B, indexed by row j and column k, that is,
AOGCMs in the rows, regions in the columns. Then
( j) is a vector with 14 elements,  is a 14  14 matrix,
and each column of B, consisting of the 14 
j for region
k, represents a draw from the distribution MVN(( j),
). A model structure of this kind, in which low-level
parameters are presumed to be members of a popula-
tion that is in turn described by a set of hyperparam-
eters, is referred to as multilevel, or hierarchical. Note
that the jk and 
2
jk in Eq. (4) are not intended to rep-
resent hyperparameters; in the estimation process these
means and variances are assigned fixed priors. Models
A and B thus have no hierarchical structure.
Consideration of Eqs. (1), (2), (4), and (5) indicates
that a comparison of models A and B tests the utility of
FIG. 2. Observations (heavy lines) and (a) raw AOGCM simu-
lations and (b) bias-corrected temperatures, for region CAM for
the annual mean. Dotted lines are used in (b) for legibility.
FIG. 3. Example data series for high-latitude region ALA
(heavy line, scale at left) and low-latitude EAF (scale at right), for
the annual mean.
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modeling the data as having regionally differentiated
error variance. Similarly, a comparison between B and
C assesses the utility of adopting the hierarchical
model, with its structured covariance representation.
We note that the 
jk in each region are not strictly
weights, since they are not required to have positive
values that sum to unity. On the one hand, this means
that a linear combination of AOGCM simulations using
the 
jk is not constrained to lie within the envelope of
those simulations. However, this also enables the linear
model to account for scale bias in the simulations. Prob-
ability models utilizing true weights can certainly be
devised, and represent a potentially viable alternative
to those presented herein. However, a choice between
the two types of model structure cannot be made on the
basis of fit alone, since such a choice rests on unverifi-
able beliefs about the joint future behavior of the ob-
servations and AOGCMs. Further discussion of this
matter is offered in section 6.
4. Probability model comparison
Model parameters were estimated using Markov
chain Monte Carlo (MCMC) sampling, as implemented
in the software package “Bugs” (Spiegelhalter et al.
1996). Specifics are provided in the appendix.
a. Assessing model fit
Preliminary comparison among models is made using
Bayesian deviance statistics. These are computed from
the sampling distributions of model parameters (see ap-
pendix) and are labeled, D, D̂, DIC, and pD (Spiegel-
halter et al. 2002; Gelman et al. 2003); D and D̂ are
related measures of lack of fit, expressed as a negative
factor multiplied by log-likelihoods of the data, given
the model and its parameters. For D, the log-likelihood
is an average taken over values returned by the MCMC
sampling, while for D̂ it is a point estimate computed on
the parameter means. Here pD(D  D̂) is a measure
of the effective number of free parameters in the
model, and DIC(D  pD), the deviance information
criterion, provides an assessment of model predictive
skill. The DIC functions like other “information crite-
ria” (Kuha 2004), in that a penalty, based on the num-
ber of model parameters, is assessed. The smaller the
value of the DIC, the better the estimated predictive
capacity of the model.
Table 2 shows deviance statistics for the three candi-
date models, as well as a “simple” model (SM), consist-
ing of the unweighted mean of the underlying AOGCM
simulations. (The simple model is discussed more fully
in section 4c, where it plays a role in cross-validation.)
FIG. 4. Correlation matrices for (top) NAS and (bottom) EAF for (left) annual mean, (center) DJF, and (right) JJA, for 1902–98.
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Significance of the differences among the values shown
in Table 2 was examined by repeating the MCMC es-
timation 3 times for each model, in each case starting
from different initial values. These tests indicate a high
degree of stability, with values of all deviance statistics
remaining invariant to within 0.1, the precision with
which they are returned by the sampling routine in
Bugs.
Several patterns are evident in Table 2. First, the
DIC decreases consistently in going from model A to B
and then to C, the reduction being greatest for the first
of these transitions. Thus, modeling interregional vari-
ance produces the larger improvement in model fit,
while the inclusion of covariance structure yields an
additional, but lesser, gain. Second, deviance is largest
for DJF, followed by JJA, and then the annual mean.
This may be a consequence of the unequal distribution
of land between Northern and Southern Hemispheres,
so that DJF, in essence, represents winter. The conclu-
sion would be that interannual fluctuations in winter
land surface temperatures are noisier than their sum-
mer counterparts. However, the greater DIC might also
signal poorer AOGCM representation of DJF, com-
pared with the other seasons. Third, pD consistently
increases in going from model A to model B, but de-
creases sharply from B to C, even though the number of
nominal parameters increases at each stage of model
refinement. This reduction in pD may be seen as a
result of the partial pooling of information that occurs
when the multilevel structure is introduced. If all re-
gions behaved identically, for example, then the large
array of regional parameters would be redundant, since
the parent distribution alone would suffice to describe
the entire population. On the other hand, if there were
no common behavior among regions, all the regional
parameters would be “effective” in the model. The re-
duction in pD in going from model B to C is thus an
indication that at least some common structure, of the
form described by Eq. (5), must exist among regions.
The practical significance of the difference in devi-
ance statistics between models A and B can be seen in
Fig. 5, which shows observations and fitted model dis-
tributions for a high- and a low-latitude region (ALA
and SEA, respectively; cf. Fig. 3), for the annual mean.
In the case of model A (top row), error variance may
assume only a single value, the 2 of Eq. (1); the cor-
responding standard deviation is estimated as 0.44°C.
For region ALA (Fig. 5a) this would appear to be an
underestimate, while for SEA (Fig. 5b), the opposite is
true. This inflexibility characterizes neither B nor C
(middle and bottom rows, respectively), and explains
the relatively high DIC of model A. For comparison,
standard deviations for model B are 0.83° and 0.19°C
for ALA and SEA, respectively, and for model C, 0.81°
and 0.18°C, respectively.
A difference in fit between models B and C is more
difficult to discern by inspection of Fig. 5, so we turn to
the properties of the 
jk. Figure 6a indicates that values
are shifted to the right, while dispersion over regions
and AOGCMs is reduced, in going from B to C, while
Fig. 6b shows an increase in the precision with which
the 
jk are estimated by model C, with considerably
less mass in regions of high uncertainty. The result
will be more precisely estimated projections for this
model.
The model estimate of  is shown in correlation form
in Fig. 7, for the annual mean. (Corresponding matrices
for DJF and JJA are similar in character but with some-
what lower off-axis values.) This figure, which repre-
sents the population covariance structure [see Eq. (5)],
shows no strong patterns. The values are also low, sug-
gesting that there is little common structure in inter-
model covariance. However it is the abstraction, in the
form of ( j) and , of whatever common structure exists
among the 
jk that is responsible for the reduction in
the effective number of free parameters, and the cor-
responding reduction in DIC, for model C (Table 2).
This reduction, as well as the improvement in the sta-
tistics of the 
jk (Fig. 6), suggests that the weak struc-
ture shown in Fig. 7 belies a significant improvement in
model characteristics in moving from B to C.
b. A note on AOGCM skill
The parent vector ( j) describes the population dis-
tribution of multivariate means of the 
jk. For
TABLE 2. Deviance statistics for models A, B, and C, and the
“Simple” model SM.
Model D D̂ DIC pD
Annual
A 2532 2217 2847 315.3
B 1768 1429 2108 339.4
C 1735 1505 1964 229.8
SM 2076 2037 2115 39.1
DJF
A 6268 5956 6581 312.6
B 4900 4562 5237 337.5
C 4841 4623 5058 217.5
SM 5055 5029 5081 26.3
JJA
A 2728 2413 3043 314.9
B 2241 1903 2580 338.9
C 2211 1976 2447 235.7
SM 2622 2594 2650 27.8
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AOGCM p, p will be close to the mean-over-regions




where K  22 is the number of regions. Element p thus
represents the globally averaged contribution of
AOGCM p to regional model fit. It is not an unbiased
measure of individual model skill, however, since the
values of (j) are conditional on the presence of all the
other covariates in the model. The number of ensemble
members associated with a given AOGCM (Table 1)
also influences its efficacy as a predictor. With these
caveats, standardized values of the elements of j are
shown in Fig. 8. Many, but not all, of the j are small,
relative to their standard errors, and there are no sig-
nificant negative values, indicating relative indepen-
dence of predictors at this level. There is also some
consistency across seasons, although the degree is
somewhat lower for DJF. Such consistency as does exist
indicates a degree of stability in relative AOGCM per-
formance.
Consideration of the population distribution of coef-
ficients raises the possibility of fitting a reduced prob-
ability model, perhaps retaining only those predictors
represented by the statistically significant elements of
(j). This would amount to the application of a strictly
global metric in the selection of predictors, but would
not necessarily result in the choice of a best predictor
subset for all regions, for which a measure requiring
some balance between global and regional skill would
seem preferable. In fact, such a compromise is implicit
in model C, since the 
jk in any given region are drawn
from the single population distribution, but are also
conditioned locally.
c. Cross-validation
While the DIC may be viewed as a measure of pre-
dictive skill, it has been computed here on data having
considerable variance at high frequencies. The projec-
FIG. 5. Observations and fitted values for the three candidate models for ALA and SEA for the annual mean. Observations are
represented by the heavy black line; fitted values are shown as the mean (red line), 25th and 75th quantiles (green lines), and 5th and
95th quantiles (blue lines). (top) Model A, (center) model B, and (bottom) model C.
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tions, on the other hand, are expressed as temporal
averages. It thus seems sensible to consider, in addition
to the DIC, a verification metric based on time-mean
statistics. To this end, a classical cross-validation mea-
sure was utilized, in which nine periods, each of decade
length, were withheld in succession (from all regions at
once), and the three probability models fitted in turn to
the remaining data. The withheld intervals were then
hindcast and the resulting values compared, in the
mean squared error sense, with observations. High-
frequency variability was suppressed by computing er-
ror values, not on individual years within the withheld
data decades, but instead on the decadal means. Thus,
for the twentieth century each region provides nine val-
ues, beginning with the 1909–18 decade and ending
with 1989–98, and there are a total of 198 values con-
tributing to the MSE for the 22 regions. Seasons are
examined separately, while SM serves as the “null
model” with which the contending probability models
are compared.
Results appear in Table 3, where at least two patterns
are evident. First, there is steady improvement (i.e.,
MSE ratios increase) in going from model A to B and
then to C, for all seasons. However, the larger differ-
ence now occurs in going from B to C, rather than from
A to B (cf. Table 2). This can be seen as a direct result
of the decadal averaging, which attenuates the regional
differences in temporal variance by whose representa-
tion models A and B are distinguished. Second, the
greatest improvement over SM occurs in the case of the
annual mean, followed by JJA and DJF, for all three
models. The pattern in this case is similar to that ex-
hibited by the DIC (Table 2). If the MSE ratios are
treated as F statistics, models A and B would be essen-
tially indistinguishable, B and C would differ with p
values ranging from 0.18 to 0.29, and A and C with p
values of 0.13 to 0.23, depending on season. Thus, the
three models are not well discriminated by this metric.
Deviance statistics were also computed for SM
(Table 2). In terms of DIC, SM appears to consistently
outperform model A, and for DJF, model B as well.
Much of the improvement derives from reduction in pD
(SM has many fewer actual parameters than any of the
candidate models), although D for SM still lies some-
where between that of models A and B, for all seasons.
Regional variability in MSE ratio, in this case for
model C, is shown in Fig. 9. (Plots for models A and B
exhibit very similar patterns, with values tending to be
slightly smaller, as might be expected from the values in
Table 3.) Model C consistently outperforms SM, with
ratios exceeding unity in all but two cases. Variability in
performance advantage is greater for DJF and JJA than
for the annual mean, with about half the regional values
falling below the 0.05 significance level in each of the
outlying seasons. This is still considerably better than
would be expected by chance alone.
To summarize, in the context of an MSE measure
based on decadal means, all models outperform SM,
while deviance statistics place SM somewhere between
models A and B. The difference in ranking is evidently
a consequence of the averaging used in computing
MSE, and is thus very likely a result of the omission, in
model A, of any representation of regional differences
in error variance. As was demonstrated earlier (Figs. 5a
and 5b), this omission leads to suboptimal fit in many
FIG. 7. Posterior distribution for , for the annual mean.
FIG. 6. Distributions over regions and AOGCMs of (a) the
means and (b) the variances of the 308 
jk, for models B and C.
Values shown are for the mean annual temperature.
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regions. The weak discrimination among models exhib-
ited by the MSE metric suggests that cross-validated
decadal means are similarly close to observations from
model to model, and that other properties should be
considered as well in model selection.
The two metrics considered are consistent, however,
in that they indicate a progression in goodness of fit in
going from A to B to C, the last of these providing the
greatest advantage over SM. Further, the improvement
of coefficient properties in going from B to C (Fig. 6)
indicates that projections made using the latter model
will have smaller associated uncertainties. From a con-
ceptual point of view, the incorporation of both global
and regional information through the use of a hierar-
chical structure, as well as the modeling of covariance,
would seem intuitively sensible choices. Taken to-
gether, these considerations point to C as the model of
choice among the three candidates, and this will be the
model utilized in the generation of projections. Further
discussion of potential model structures is provided in
section 6.
5. Regional temperature projections
a. General characteristics
Using the coefficient PDFs produced by model C,
projections were generated for all regions for scenarios
A2 and B1 (Figs. 10, 11, and 12). These projections
reflect the underlying differences in anthropogenic
forcing described in section 2, with A2 showing greater
warming in every region. All seasonal variants exhibit
enhanced high-latitude warming, this being more ex-
treme for scenario A2. In light of past climate change
simulations (Houghton et al. 2001), these results are not
surprising.
b. Distributional attributes
Projected temperature changes derive from distribu-
tions generated by the MCMC estimation, each initially
comprising 5000 samples for each year. Final distribu-
tions were obtained by averaging each of the 5000 se-
quences over the 2079–98 interval. Time averaging in
this manner narrows the distributions only slightly, and
is consistent with that applied to the individual
AOGCM simulations with which the distributions are
compared. Temperature changes are referenced in each
case to 1979–98 means; in the case of model C this is a
weighted mean computed using the 
jk.
Figure 13 shows a number of representative distri-
butions, as well as corresponding values for the un-
derlying AOGCM simulations (SM would correspond
to the unweighted mean of these simulations). Fig-
ures 13a–c contrast two regions, AMZ and NEU, for
which model C exhibits differing degrees of skill
compared with SM (Fig. 9): for AMZ, MSE ratios
are consistently large across seasons, while for NEU
they are small. Figure 13a indicates that warming for
AMZ in the annual mean, as projected by model C,
is only about half that of SM, with model C’s distribu-
tion centered near the AOGCM showing the least
warming for this region. By contrast, for NEU (Fig.
TABLE 3. MSE ratios computed on independent data (10-yr
means) over all regions. Values shown are the ratios MSESM/
MSEX, where X represents the model being compared with the
“Simple” model SM.
Season Model A Model B Model C
Annual 4.26 4.31 4.73
DJF 2.43 2.51 2.72
JJA 2.91 2.99 3.41
FIG. 8. Elements of (j) for (a) the annual mean, (b) DJF, and (c) JJA. Values are standardized. The x-axis labels correspond to the
AOGCMs listed in Table 1 (some names are abbreviated). Standard deviations do not differ greatly among elements; plots of the
unstandardized values therefore appear similar (but not identical). For reference, largest unstandardized values (not shown) and
corresponding AOGCMs are annual mean, 0.16 (GISS); DJF, 0.11 (MRI); JJA, 0.18 (CCSM3).
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13b) the median projected warming is not far from that
of SM.
From the differences in central tendency in Figs. 13a
and 13b, one might be tempted to conclude that regions
where model C has little advantage over SM are those
where the two models agree. However, Fig. 13c, for
NEU in JJA, shows that this is not necessarily the case,
since agreement is weaker here, but performance ad-
vantage for model C remains low. This situation reflects
the fact that a similar MSE does not necessarily imply
similarity in fit, but only a similar degree of closeness to
the observations, in the cross-validation.
The larger uncertainty surrounding the projections
for NEU, relative to the spread in individual AOGCM
means, reflects greater uncertainty in the estimates of
the 
jk, and ultimately, differences in both the signal-
to-noise ratio of the underlying data and the ability of
the probability model to account for variance in the
nonrandom component of the record. The deviance sta-
tistics (Table 2) are considerably higher for DJF than
for either JJA or the annual mean; this is reflected in
the spread of mid- and high-latitude projections for
Northern Hemisphere regions, as shown in Figs. 13d–f.
A comparison of Figs. 13d and 13e (see x-axis range)
shows that uncertainty is substantially greater for the
DJF season in this high northern latitude region; com-
parison of Figs. 13c and 13f shows that a similar differ-
ential applies in region NEU in going from JJA to DJF.
A comparison of Figs. 13a and 13d, meanwhile, shows
that tighter distributions characterize the low-latitude
regions.
Uncertainty in projected temperature change also in-
creases with the degree of warming, that is, distance from
the data distribution on which the model is built. This is to
be expected, since not only do the individual AOGCMs
tend to drift apart with the increase in forcing, owing to
their differing sensitivities, but uncertainties in coefficient
values translate into larger and larger errors as they are
multiplied by larger and larger departures in the under-
lying predictors. This can be seen in the reduced spread
of projected distributions for the B1 scenario (Fig. 13g
versus Fig. 13d and Fig. 13h versus Fig. 13b).
In Fig. 13i, which shows the EAF annual mean for
B1, the projection is displaced toward lower values
relative to SM, similar to what is seen in Figs. 13a and
13c. This pattern is characteristic of a number of low-
latitude regions, including AMZ (but not CAM), EAF,
WAF, SAS, and SEA, and can be explained by the
relationship between observations and AOGCM simu-
lations during the twentieth century. Figure 14 shows
time series for two regions, one (EAF) for which pro-
jected temperatures are lower than those of SM, and
one for which they are approximately aligned (ALA; cf.
Figs. 13g and 13i). For region EAF (Fig. 14a), the simu-
lations are almost all cooler than observations during
the early part of the century, but similar or even a little
warmer near the end. For ALA, on the other hand, the
long-term trends are more alike. The model reproduces
these characteristics in projecting an overall trend for
EAF that is less than that of the underlying simulations,
and one that more closely matches them in ALA. The
modeling exercise thus involves an underlying station-
arity assumption, with respect to the relationship be-
tween simulated and observed temperatures.
6. Discussion
The probability model selected is the most complex
of the three candidates. The question then naturally
arises of whether a model of sufficient complexity has
FIG. 9. Regional MSE ratios (MSESM/MSEC), computed on nine values per region, one for each of the nine withheld decades of data.
Ratios for (a) annual mean, (b) DJF, and (c) JJA. Solid line is plotted at the nominal 0.05 significance level; dotted line is plotted at
the value 1.
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FIG. 10. Projected temperature changes for 2079–98, relative to 1979–98, for (a) scenario B1 and (b) scenario A2, for the annual mean.
Shown in each region are the median temperature change and below it, in smaller type, the associated uncertainty range. The two values
representing the latter are the 5th and 95th percentiles of the temperature change probability distribution.
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Fig 10 live 4/C
FIG. 11. Same as in Fig. 10, but projected temperature change for DJF.
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Fig 11 live 4/C
FIG. 12. Same as in Fig. 10, but projected temperature change for JJA.
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Fig 12 live 4/C
been utilized, to which a qualified “yes” can be offered
in response. A number of model structures of greater
complexity were in fact explored, but such models did
not produce appreciable reductions in DIC, and often
the modeled hyperparameters had little or no statistical
significance. Although we do not claim that this exer-
cise was exhaustive, it was ultimately decided that for
the purposes of the present work, which retains an ex-
ploratory character, model C represented a reasonable
stopping point.
The choice between coefficients and true weights (for
which all values wi  0, and i wi  1) was alluded to
FIG. 14. Observations (heavy solid lines) and simulations for EAF and ALA for the annual
mean.
FIG. 13. Distributions of projected temperature change (solid lines) and corresponding
values for the individual AOGCMs (filled circles along the x axis), for selected regions. Top
two rows derive from SRES scenario A2, and bottom row from B1.
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in section 3. Such a choice will depend in part on the
preferences of the researcher, who may have a predis-
position, for example, against seeing projected tem-
perature changes wander away from the AOGCM
“consensus,” even though some justification may exist
for the use of coefficients. This situation is one for
which the Bayesian methodology is well suited, since in
theory both structures could be incorporated into a hy-
brid model, in which the degree of prior belief in
weights, as opposed to coefficients, was encoded. This
would doubtless add additional layers of complexity,
but might be deemed acceptable in view of improve-
ments in either fit or perceived structural suitability.
Uncertainty in the temperature projections is com-
parable to that among AOGCMs, as can be seen from
Fig. 13. So, although one may argue that the projected
mean temperature changes represent an improvement
over SM, the same cannot be said for precision in esti-
mation. However, it should be remembered that the
scenarios themselves embody considerable uncertainty
regarding the evolution of human society on the planet.
There are many conceivable pathways along which en-
ergy production, land-use change, the biosphere, emis-
sions, and ultimately, atmospheric concentrations of ra-
diatively active trace gases might evolve, and uncertain-
ties here lead to equally large changes in projected
temperatures (cf., e.g., Figs. 13d and 13g).
7. Summary
Regional temperature projections for the twenty-first
century were generated by fitting a hierarchical linear
Bayesian model to an observational dataset, using as
predictors a multimodel ensemble consisting of 14
AOGCMs. In effect, the linear model is used to cali-
brate the ensemble against the observational dataset;
the calibrated ensemble is then used to generate the
projections, using simulations based on the A2 and B1
emissions scenarios from the IPCC SRES.
Probability model configurations of varying degrees
of complexity were entertained. It was found that a
large improvement in fit resulted from allowing mod-
eled error variance to differ from region to region,
while a smaller but still significant advance was
achieved with the introduction of a multilevel structure,
in which regional groups of coefficients are modeled as
deriving from a population distribution with structured
covariance. Final model selection involved both Bayes-
ian deviance statistics and a cross-validated mean
squared error measure, as well as direct examination of
coefficient properties and certain conceptual consider-
ations.
Temperature projections made with the Bayesian
model are not always centered on those made with a
naïve model (SM) consisting of the unweighted mean of
the 14 underlying AOGCM simulations. Displace-
ments, typically toward smaller temperature increases
in low-latitude regions, were seen to be due to differ-
ences between simulated and observed long-term be-
havior of temperature during the twentieth century,
that is, the training period. A stationarity assumption
underlying the modeling strategy employed was thus
brought to light.
Uncertainty in the projections is comparable to the
spread among the underlying simulations, and thus can-
not be said to represent an improvement in precision
over SM. However, such uncertainty is comparable to
that attributable to differences between the two sce-
narios utilized in making these projections (which
themselves do not represent the most extreme cases
considered in the SRES). Thus, while reduction of pro-
jection error remains a desirable goal, this must be con-
sidered in the context of other contributing sources of
uncertainty.
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APPENDIX
Model and Estimation Details
It is common practice to represent Bayesian prob-
ability models in the form of directed acyclic graphs
(DAGs), networks in which the random variables, in-
cluding observations and model parameters, as well as
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predictors, are represented as nodes, connected by ar-
rows that designate logical dependence (Lauritzen and
Spiegelhalter 1988). This dependence may be either
stochastic or deterministic, corresponding to the simi-
larity and equals signs, respectively, that were utilized
in the model description in section 3. A DAG for model
C is provided as Fig. A1.
One group of model elements not described in detail
in section 3 (and omitted from the DAG as well) are
the priors utilized in the model. In the Bayesian for-
malism, estimation proceeds on the basis of the condi-
tional identity
PB |A  PA |BPB, A1
in which A represents the observations, or data, while B
represents the model, or hypothesis. The term P(B) on
the rhs is the probability of the model (including its
parameters) in the absence of any observational evi-
dence. It thus represents prior belief or understanding,
and is so named; P(A |B) is the likelihood of the obser-
vations, given the model, and embodies information
carried in the data. The term on the lhs, the probability
of the model, but now conditional on the observations,
is the posterior (distribution of B), the resultant of the
modeling exercise. Estimation using such a model re-
quires that priors for the various parameters be speci-
fied; these may have an appreciable effect on the pos-
terior, depending on the model, the observations and
the prior itself (Gelman et al. 2003).
For model C, the priors specified are for the most
part “noninformative”; that is, they are diffuse, or
broad, distributions. With such specifications, the pos-
terior derives principally from the likelihood term. Pri-
ors for model C are specified as follows:
0k  N.0, .0, A2
.0  N0., 0.0001, A3
.0  Gamma0.001, 0.001, A4
T  WR,, p, A5
R  1nj, i  j0, i  j . A6
FIG. A1. DAG for model C. Variables are as described in section 3, with the exception that
the precision, k, is utilized here instead of the variance (k  1/
2
k). Similarly, T, the precision
matrix, is utilized in place of ; Yik is enclosed in a rectangular box to designate its status as
observational. All other nodes with the exception of Xijk, the AOGCM simulations, are
stochastic, and represent model parameters. The large rectangles, known as “plates,” denote
multiplicity, and enclose the nodes to which they apply. Text notations in the corners of the
plates identify the corresponding indices; arrows denote logical dependence.
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We adopt here a slightly different notation than that of
section 3 in order to conform to typical Bayesian prac-
tice. In particular, distributions are specified in terms of
precision, , rather than variance (  1/2); the same is
true for the precision matrix, T ( 1). Thus, 	.
0 is
given a prior distribution with precision 104, corre-
sponding to a variance of 104. Here 
0k is modeled as
multilevel, as is 
jk, but in practice this makes little
difference, since both the observations and AOGCM
simulations are expressed as anomalies, and the 
0k, as
well as 	.
0, are very close to zero. The prior precision
.
0 is specified as Gamma(10
3, 103), with a variance
of 103/106  103.
Here T, the precision “parent,” is modeled as
Wishart, a matrix distribution that corresponds to the
multivariate normal structure assumed for (j). The
Wishart distribution must itself be given a prior, in the
form of a scale matrix R having degrees of freedom p.
Here, R is specified as diagonal, with p  14, the rank
of R. The diagonal elements of R, which function as
prior order-of-magnitude estimates of the variances of
the j, are set equal to 1/nj, where nj is the number of
ensemble members associated with AOGCM j. This
scaling represents an attempt to account for the differ-
ing number of ensemble members provided by each
AOGCM, the weights on the diagonal of R expressing
a prior expectation that AOGCMs having larger en-
semble sizes will exhibit lower error variances. The unit
value in the numerator was chosen after some experi-
mentation, based on examination of the posterior co-
variance matrix (Fig. 7). If the value is made too large
[say R(i, i)  10/nj], the posterior matrix becomes al-
most featureless, indicating that the prior structure is
effectively being ignored. On the other hand, if too
small a value is used [say R(i, i)  0.1/nj], values in the
posterior covariance tend to become extreme, suggest-
ing overfitting. An intermediate value of unity was
therefore chosen. Appearance of the fitted series (Fig.
5) changes little as the diagonal scaling of R is manipu-
lated, although 
jk values do shift somewhat. This sug-
gests that projections are not overly sensitive to this
scaling, as long as values remain within a reasonable
range.
As noted, parameter estimation is carried out via
MCMC sampling. This is not essential to the Bayesian
methodology, but rather a computational strategy that
permits estimation of complex distributions that might
be difficult or even impossible to address analytically
(Spiegelhalter et al. 1996; Gilks et al. 1996). In essence,
MCMC amounts to drawing samples from the posterior
distribution without having to compute it directly. For
the results shown, a single chain was run for 500 cycles
as “burn-in,” followed by 5000 cycles through the
model parameters. The burn-in allows the chain to
“forget” its initial state; once this has occurred, it effec-
tively generates samples from the posterior distribu-
tion. All distributions shown are computed on the 5000
samples returned by the MCMC process. Various con-
vergence diagnostics, including tests for stationarity of
the sampling distribution over the sampling period, in-
dicate that the burn-in was of adequate length, and that
the sampling was sufficiently extended for the final dis-
tributions to provide reasonably good parameter esti-
mates.
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