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We propose a procedure for the renormalization of Casimir energy, that is based on the
implicit versions of standard steps of renormalization procedure — regularization, subtrac-
tion and removing the regularization. The proposed procedure is based on the calculation
of a set of convergent sums, which are related to the original divergent sum for the non-
renormalized Casimir energy. Then one constructs a linear equations system, that connects
this set of convergent sums with the renormalized Casimir energy, which is a solution to
this equations system. This procedure slightly reduces the indeterminancy that arises in
standard procedure when we choose the particular regularization and the explicit form of
counterterm. The proposed procedure is more efficient from the computational point of view
than the standard one. It can be applied not only for systems with the explicit transcenden-
tal equation for the spectrum, but also for systems with the spectrum that can be obtained
only numerically.
Keywords : quantized fields, vacuum of quantum field theory, zero-point oscillations, Casimir
effect.
PACS: 11.10.-z, 11.10.Gh.
Introduction
Since the pioneering paper of H.B.G.Casimir [1] a large number of various methods
for regularizing and renormalizing of the Casimir energy was proposed. Let us recall some
of them — starting from the simplest one, that was used in the first works including [1].
It applies an exponential cutoff function introduced into expression for the energy. Then
the minimal subtraction is performed, i.e. all singular terms (terms that became singular
when the cutoff parameter tends to zero) are dropped out. One can also use the Abel-Plan
formula [2, 3] (this approach requires an explicit expression for the spectrum). We can also
mention more sophisticated methods: regularization with the zeta function [5–8]; procedure,
based on the Green function [9–12]; procedure, based on the coefficients of the heat kernel
expansion [13, 14] (this method is in some sense equivalent to the method with zeta function),
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and many others. For trivial cases — flat boundaries, separated bodies, etc., all the methods
mentioned above yield identical answers. And this result can be easily explained, since in
all these cases the renormalization can be reduced to minimal subtraction, whereas the
properties of singularities for different regularizations appears to be more or less similar.
In more complex cases the situation changes. For instance for the calculation of Casimir
energy in the ball [14], it turns out that in different regularizations the singularities have
different properties, i.e. terms that are regular in the zeta function regularization appears to
be singular in other regularizations. Moreover, one can find at least three different answers
for the Casimir energy in the bag model (obtained by different methods). It should be noted
that one of the answers [17, 18], have an opposite sign in comparison with the other two,
obtained in [15, 16] and in [19]. We should also mention the problem of the dielectric ball.
One can extend the well-known solution for the infinitely thin conducting sphere [20, 21] to
the case of a dielectric ball only by imposing certain conditions on the dielectric and magnetic
permeability of the sphere and of the external medium [22, 23]. An alternative solution to
this problem is possible in the limit of a small perturbation, when the relative permittivity is
close to unity [24–27]. Another method of choosing the normalization point for the Casimir
energy in a ball allowing to solve the problem of a dielectric ball (this method does not rely
on the problem of an infinitely thin conducting sphere) was proposed in [28, 29].
Recently, interest to the Casimir effect has increased significantly, due to the development
of new precision measurements methods — in particular, it appears to be possible to measure
Casimir force of the opposite sign, i.e. repulsive [30] (it arises in the case of a certain
conditions imposed on the dielectric permittivity of bodies and the external medium [31,
32]. It has been studied the dependence of the Casimir force between two bodies on their
shape [33, 34], and also the effects of interaction between a macroscopic and microscopic
object (atom). Therefore problems mentioned above, that are not fully solved yet, become
especially relevant. Strictly speaking the solution to these problems reduces to the choice of
the normalization point for the Casimir energy or the Casimir pressure. Moreover, then one
should give a proof that the obtained answer does not depend on the choice of regularization
(typically we should confine ourselves by a certain class of regularizations).
So we can ask a question: is it possible to avoid this problem by an implicit renormal-
ization procedure, i.e. procedure constructed in such a way, that all three standard steps
— regularization, subtraction and removing of regularization appears to be implicit? One
should recall, that the indeterminancy arises when we choose the particular regularization
and when we choose the explicit form of counterterm. Definitely, in such implicit procedure
both regularization and subtraction are inevitably present, but they are implicit. So it is
not necessary to define a specific regularizing function (that belongs to a certain class of
functions) and specify an explicit counterterm form (that becomes singular when the regu-
larization is removed), which then will be subtracted during the renormalization procedure.
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In this paper we propose exactly such an implicit procedure. It is in some sense a com-
bination of well-known renormalization methods, adapted to the calculation of the Casimir
energy. In the dispersion relation method, linear combinations constructed from the inte-
grand function [35, 36] are used to achieve the convergence of integrals, in procedure of
renormalizations in quantum field theory differentiation on the parameters of the theory
(both usual differential operator and the operator of finite difference) are frequently used.
But we apply these methods to a problem where (in some sense) there is no “well-defined”
normalization point (for example, the standard normalization on the observed values of the
constants of the theory).
We shall illustrate the proposed procedure by a simple example, that can be easily solved
by standard methods. This will allow us to verify that the proposed procedure actually leads
to a correct and well-known answer. The choice of boundary conditions in this example is
motivated by the following reasons: the imposed boundary conditions yield us a spectrum
that is similar to the spectrum in multidimensional problems with non-zero curvature of
boundaries (for instance, in a ball). For such spectra the logarithmic divergences in the
Casimir energy arise not only due to the mass of the field (as it would be for zero boundary
conditions), but also due to the intrinsic properties of the spectrum.
Simple one-dimensional example
Let us consider the simplest example: the scalar field in one-dimensional (1 + 1) space
on the interval [0, a] with mixed boundary conditions with the standard lagrangian:
L =
1
2
(∂0ϕ(t, x))
2 − 1
2
(∂1ϕ(t, x))
2 − m
2
2
(ϕ(t, x))2
We choose the following boundary conditions:
ϕ(t, 0) = 0, ∂1ϕ(t, a) + λϕ(t, a) = 0.
For such a system there is no explicit analytic expression for the spectrum, so the expression
for the Casimir energy
E =
1
2
∞∑
n=1
√
k2n +m
2 (1)
contains the values kn, that are the roots of the transcendental equation
kn cos(kna) + λ sin(kna) = 0.
One of the standard renormalization procedures for such cases is the following [8]: we
should perform integration along the contour C on the complex plane k
1
2πi
∫
C
dk
√
k2 +m2
f ′(k)
f(k)
Φ(k),
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where f(k) is the equation for the roots kn:
f(k) ≡ cos(ka) + λ sin(ka)/k.
Here the function Φ(k) is a regularizing function that makes integrals and sums finite, and one
can choose between two possible contours C described below (the choice of the contour will
only affect the requirements imposed on the regularization function Φ(k), the final answers
appears to be identical in both cases). The first contour lays along the imaginary axis shifted
by an infinitesimal distance to the right (due to square root
√
k2 +m2 two branching points
are present at the imaginary axis, and besides this for the case λ < 0 the function f(k)
possibly have a root on the imaginary axis — the “discrete” level). This contour is closed
to the right by an arc of a semicircle with infinite radius. On the other hand, the second
contour runs along the real axis, shifted upward to an infinitesimal distance (the roots kn of
the function f provide the poles on the real axis). The contour is closed to the upward by
an arc of a semicircle with infinite radius, bypassing the cut along the imaginary axis from
k = im to k → i∞. For the first contour the function Φ must decrease rapidly when k tends
to +∞ (as 1/kγ , γ > 2) and should not have poles to the right of the imaginary axis. So,
even the simplest polynomial regularization Φ(k) = 1/(1+ ǫk)γ (where ǫ > 0, γ > 2) is quite
acceptable, and the regularization can be removed if we set ǫ→ 0). Similarly, for the second
contour the function Φ should have no poles above the real axis, so they can be placed on
the negative part of the imaginary axis: Φ(k) = 1/(1+ iǫk)γ. In both cases the integral over
an arc of a semicircle of infinite radius is zero. Further we consider only the case of the first
contour, for the second contour the consideration appears to be quite similar. If we take into
account that all poles that correspond to the sum (1) are located inside the contour to the
right of the imaginary axis, we obtain
− 1
2π
∞∫
−∞
dκ
√
(iκ+ 0)2 +m2
f ′(iκ)
f(iκ+ 0)
Φ(iκ) =
∞∑
n=1
√
k2n +m
2 Φ(kn).
Now let us turn to the renormalization. If we choose the normalization point a→∞, we
obtain
F ′(iκ)
f(iκ)
a→∞
=
−ia sinh(κA)− iaλ cosh(κa)/κ+ iλ sinh(κa)/κ2
cosh(κa) + λ sinh(κa)/κ
a→∞
=
= −i sign(κ)a(1 + λ/|κ|)− λ/κ
2
1 + λ/|κ|
Consequently (for this choice of the normalization point) we subtract the terms that are pro-
portional to the first and zero powers of a. The remaining expression decreases exponentially
with the increasing |κ|, so the regularization in renormalized expression can be removed:
E(ren) = − 1
2π
∞∫
−∞
dκ
√
(iκ+ 0)2 +m2
[
f ′(iκ + 0)
f(iκ+ 0)
− f
′(iκ + 0)
f(iκ+ 0)
a→∞
]
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If we take into account that the function f ′/f is odd, and the square root has an opposite
signs on two intervals [im, i∞] and [−im,−i∞], we can conclude that the contribution to the
integral from the interval [−im, im] disappears, whereas the contributions from the intervals
[im, i∞] and [−im,−i∞] appears to be equal and so yield duplicated result. Finally we
obtain
E(ren)(a) = −1
π
∞∫
m
dκ
√
κ2 −m2 a− λ/(κ
2 − λ2)
e2κa(κ+ λ)/(κ− λ) + 1 (2)
In this expression for negative λ can appear a non-integrable singularity caused by the
complex root of function f (it corresponds to the solution with imaginary wave number
— “discrete level”). However, this situation implies the realization of nonphysical case of
an exponentially “exploding” field, because not only the wave number κ0 appears to be
imaginary, but also the corresponding frequency ω0 =
√
− κ20 +m2 is imaginary (provided
that m < κ0).
It should be emphasized that due to our specific choice of renormalization point we have
excluded the “surface energy” from the obtained result for energy. The “surface energy” are
the contributions to energy that are associated with the boundaries of the interval x = 0
and x = a. In the expression for T00, one can find the contribution that depends on the
coordinate x and isn’t equal to zero only at the vicinity of both boundaries x = 0 and x = a.
This surface energy obviously does not vanish for infinite interval length a→∞. However,
all values that can be experimentally observed for our system (i.e. the energy difference for
different values of a, or the force (“pressure”) on the boundaries) do not depend on the surface
energy. Nevertheless, if necessary, this surface energy can be calculated by a computation,
that is completely analogous to the computation outlined above. This computation yields
an answer that varies in the range from 0 (for λ = 0) to −m/4 (for λ → ∞) and does not
depend on the length of the interval a.
The expression for the renormalized energy decreases exponentially with increasing mass
of the field (or with increasing length of the interval a) and is in complete agreement with
the answers for forces (“pressures”) on both boundaries x = 0 and x = a of the interval (we
can find the answer for forces if we calculate the average value of T11 in the vacuum state
instead of the average value of T00).
Implicit renormalization procedure
Let us ask a question whether it is possible to avoid (in some sense) the standard renor-
malization procedure with regularization and a choice of the explicit form of counterterm.
In other words, is it possible to construct a procedure in which both standard steps in the
renormalization turn out to be implicit? This procedure will deal only with convergent sums
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related to the Casimir energy, and do not use the regularization function Φ(k) explicitly.
It should be emphasized, however, that it is necessary to impose a regularization when we
establish the relation between the constructed convergent sum and the initial divergent sum
for the Casimir energy.
But during the process of calculation of the Casimir energy the regularization function
Φ(k) does not appear at all.
At first glance, the construction of such a procedure should be equivalent to excluding
terms, that are proportional to the first and zero power of the interval length a. But this
is true only for a regularized expression, the procedure of subtraction and the procedure of
removal of regularization do not commute.
In divergent sum
E(a) =
∞∑
n=1
√
(kn(a))2 +m2 (3)
the linearly divergent terms are present and they are proportional to πn/a. Also we find the
logarithmically divergent terms (related to the mass of the field), they are proportional to
am2/(2πn). And, finally, there are the logarithmically divergent terms, arising due to the
boundary condition of the third kind, that are proportional to λ/(πn).
If one performs a “minimum subtraction”, i.e. if one subtracts from the sum (3) all the
divergent terms listed above, then the resulting finite answer will contain terms proportional
to log a and a log a. These terms increase with increasing a and should be excluded in the
process of renormalization.
Provided the sum is regularized, the contribution of the linearly divergent terms will be
proportional to 1/ε2, and the contribution of logarithmically divergent terms will be propor-
tional to log(ε) (here ε is the regularization parameter). Both divergent terms, as mentioned
above, are proportional to the zero and first powers of a. But in addition, as a result of
regularization, the additional finite contribution appears, which completely compensates the
terms proportional to a log a. Therefore, in a regularized expression, it is sufficient to ex-
clude terms of the form a0 and a1, while in the unregularized one we should exclude terms
proportional to a−1, a0, a1, log a and a log a.
Now let us consider the set of sums (3) for 6 different ai. Without loss of generality we
can set ai = a0 + i, where i = 0 . . . 5. It is possible to consider another set ai, but this
simplest set turns out to be convenient for subsequent analysis. Let us construct a linear
combination
E6(a0) =
5∑
i=0
ci(a0)E(ai). (4)
Obviously, by means of appropriate choice of constants ci, we can exclude from the expression
(4) not only divergent terms (proportional to a−1, a0 and a1), but also terms that should be
eliminated in the course of renormalization (i.e. terms, proportional to log a and a log a). It
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is sufficient to impose the following conditions on constants ci:
5∑
i=0
ci(a0)/ai =
5∑
i=0
ci(a0) =
5∑
i=0
ci(a0)ai =
5∑
i=0
ci(a0) log ai =
=
5∑
i=0
ci(a0)ai log ai = 0. (5)
Taking into account the linear independence of all 5 functions included in this system of
equations, we can find a solution to equation (5) if we express values c1 . . . c5 as a function
of arbitrary c0. Up to this point we dealt with divergent expressions (3) and (4). From now
on the precise meaning of these expressions should be specified by the regularization. But if
values ci satisfy equations (5), then the sum
E6(a0) =
∞∑
n=1
5∑
i=0
ci(a0)
√
(kn(ai))2 +m2, (6)
appears to be convergent and it is not necessary to introduce an explicit regularization
function Φ into it.
The practical significance of the introduced value E6(a0) is that it decreases rapidly
(exponentially) with increasing a0. In order to prove this statement it is sufficient to recall
the consideration that permits us to obtain the expression for renormalized energy (2). We
can regularize the sum (6), and after the regularization it is possible to change the order of
summation by indices n and i. The “renormalization” in the double sum will be performed
automatically, due to the conditions (5) imposed on the constants ci. After this implicit
subtraction the regularization can be removed, and we obtain
E6(a0) =
5∑
i=0
ci(a0)E
(ren)(ai).
For each ai the term E
(ren)(ai) decreases exponentially with increasing a0, so the entire sum
will also decrease exponentially with increasing a0.
Now let us consider the set ai = a0+ i, where i = 0 . . .∞. Suppose that for each of these
ai we find E6(ai) in exactly the same way as for a0. (We should remind once more that the
uniform step h = 1 in the set ai is chosen only for the sake of simplicity). Then we obtain
the following infinite system of equations
5∑
i=0
ci(aj)E
(ren)(aj+i) = E6(aj), (7)
where in the right-hand side of equations we find values E6(aj) (j = 0, . . .∞), that we can
calculate in accordance with (6). Therefore the unknown quantities E(ren)(ai) are the exact
solution to this infinite system of equations.
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Now let us turn to the problem of solving an infinite system of equations. We should
emphasize once more that the system (8) have a practical significance only if the right-hand
side (and, consequently, E(ren)(aj)) rapidly decreases with increasing index j. In our simple
example this decrease appears to be exponential, so for each given accuracy δ one can specify
an index i0 such that E
(ren)(ai) < δ for each i > i0. So we can write the finite system of
linear equations, that coincides with (7), but index j is limited by the cutoff index i0:
5∑
i=0
ci(aj)E
(ren)(aj+i) = E6(aj), (8)
j = 0 . . . i0. The right-hand side of this system E6(aj) can be calculated in a straightforward
way (see (6)), so approximate values of E(ren)(aj) for j = 0 . . . i0 are the solutions to finite
i0 × i0 system (8). Values E(ren)(aj) for j = i0 + 1, . . . i0 + 5 are less than δ, and we
assume them equal to zero. But if we want to increase the efficiency of computations,
it is convenient to calculate the characteristic decrease rate ξ ≡ E6(aj+1)/E6(aj) and set
E(ren)(ai0+j) = E
(ren)(ai0)ξ
j for j = 1, . . . 5 instead of precise zero. This allows one to
significantly decrease the value of cutoff index i0 (size of finite matrix), that provides the
convergence. We suppose that convergence is achieved for a given i0 if the answer for
E(ren)(a0) does not change (within the specified accuracy) with the further increase of the
index i0.
One can suppose that we should give a proof that for a fixed a0 and i0 the system (8) is
not singular. However, it is not necessary. Indeed, the determinant of the linear system (8) is
a function of the step h between successive values ai. (For the set ai that we are considering
the step h is equal to 1). If the determinant turns out to be zero for this step value, one can
change it and the determinant will differ from zero. From the computational point of view,
the matrix singularity appears when the eigenvalues of the matrix (8) differ substantially
in magnitude, so we can make system (8) regular (from the computational point of view),
simply by changing the step h.
All the consideration given above was verified by a direct computation for various m, a,
and λ. Firstly, we have verified that the relations (8) are satisfied for all j, if the right-hand
side of E6(aj) are calculated in accordance with (6), and the values E
(ren)(aj) are calculated
according to (2). Secondly, it was verified that the straightforward solution of the system
(8) permits us to find the value E(ren)(a0), that coincides (within the specified accuracy)
with the value calculated according to (2). The higher is the value of the cutoff index i0, the
higher is the resulting accuracy.
Now, just for an illustration, we write out values E6(ai) (calculated in accordance with
(6)) and the renormalized energy E(ren)(ai) (obtained as solution to (8)) for parameter values
λ = 3 and m = 1. The difference between the solution to (8) and E(ren)(ai) obtained by
straightforward calculation (2) for the cutoff index i0 = 14 appears to be less then 10
−12:
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ai 1 2 3 4 5 6 7
E6(ai) −8.79 · 10−5 −4.45 · 10−5 −7.97 · 10−6 −1.20 · 10−6 −1.70 · 10−7 −2.34 · 10−8 −3.18 · 10−9
E(ren)(ai) −1.83 · 10−2 −1.79 · 10−3 −2.00 · 10−4 −2.35 · 10−5 −2.85 · 10−6 −3.53 · 10−7 −4.42 · 10−8
We also present the analogous results, obtained for the values λ = 1 and m = 1. The
discrepancy in E(ren)(ai) does not exceed 10
−15 for the same value of the cutoff index i0 = 14:
ai 1 2 3 4 5 6 7
E6(ai) 1.25 · 10
−4 1.03 · 10−5 9.71 · 10−7 9.89 · 10−8 1.06 · 10−8 1.17 · 10−9 1.32 · 10−10
E(ren)(ai) 5.07 · 10
−3 2.40 · 10−4 1.75 · 10−5 1.53 · 10−6 1.47 · 10−7 1.51 · 10−8 1.62 · 10−9
Finally, we give the results, obtained for the values λ = 1/3 and m = 1. The difference
between the solution to (8) and value of E(ren)(ai) obtained according to (2) is less then
10−13 for the same value of the cutoff index i0 = 14:
ai 1 2 3 4 5 6 7
E6(ai) 2.40 · 10
−4 5.92 · 10−5 9.42 · 10−6 1.35 · 10−6 1.86 · 10−7 2.52 · 10−8 3.38 · 10−9
E(ren)(ai) 2.51 · 10
−2 2.15 · 10−3 2.26 · 10−4 2.58 · 10−5 3.08 · 10−6 3.76 · 10−7 4.67 · 10−8
It should be noted, that for the fixed values of m and λ, one can find all values E(ren)(ai)
for the whole set of ai by one calculation — as a solution to the system (8).
Conclusions
Therefore we can conclude that the proposed procedure for calculating the Casimir en-
ergy (at least for the simplest case considered) yields the well-known correct answer. Both
standard steps of renormalization procedure — regularization and subtraction — are im-
plicit, and it is not necessary to specify explicit form of regularization and explicit form of
subtraction term. It allows us (in some sense) to decrease the ambiguity associated with
the choice of a regularization and the choice of the counterterm expression. Definitely, the
regularization of divergent sums and the subtraction of divergent and nonphysical terms still
occur, but both actions appear to be implicit. In the calculation process the regularizing
function does not appear at all and there is no explicit subtraction. The proposed procedure
deals with convergent sums only, and these finite sums allow us to find the “renormalized”
Casimir energy. But it should be stressed that we need standard regularization procedure
to specify the relation between our convergent sums and the initial divergent sum for the
Casimir energy.
From the computational point of view, the proposed procedure appears to be sufficiently
effective (more efficient than the standard one), provided the convergent sums decrease
rapidly with increasing interval length (in our example this decrease turns out to be expo-
nential). The only disadvantage of our procedure is the necessity to perform calculations
with an increased number of precision digits to provide the desired accuracy for the solution
of the resulting linear equations system.
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It should be noted that the proposed procedure can be applied to any divergent sum.
Particularly, it can be applied in those cases when not only there is no explicit expression for
the spectrum, but also there is no a transcendental equation for the system spectrum (this is
a quite typical situation for multidimensional problems that are not quasi-one-dimensional).
But in order to apply the proposed procedure in this case, we need to know not only the
expressions for divergent terms (this problem can be solved easily, because the asymptotic
expression for the spectrum usually can be calculated for most systems), but also expressions
for nonphysical terms (in our case these expressions are proportional to a log a and log a).
One can suspect that the classification of the terms into “physical terms” and “unphysical
terms” is an arbitrary action corresponding to the choice of the counterterm in the stan-
dard procedure. But this conclusion is not quite correct. Firstly, the proposed procedure
completely eliminates the dependence on the regularization, since regularization is implicit.
Secondly, the subtraction is also implicit, so our procedure eliminates the uncertainty, that
appears when we specify the explicit form of the counterterm subtracted in the standard
renormalization procedure. (Generally speaking, indeterminancy arise due to the follow-
ing circumstance: one can add any “physical” term to the counterterm and thus obtain
alternative answer — finite, physical, but different.) So we may hope that the proposed
method brings us closer to the solution for the “dielectric ball problem” and other problems
mentioned in the introduction. However, it should be noted, that the finding of expres-
sions for nonphysical terms in the general case is a separate problem requiring additional
consideration.
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