Abstract. Monadic least fixed point logic MLFP is a natural logic whose expressiveness lies between that of first-order logic FO and monadic second-order logic MSO. In this paper we take a closer look at the expressive power of MLFP. Our results are 1. MLFP can describe graph properties beyond any fixed level of the monadic second-order quantifier alternation hierarchy.
Introduction
A central topic in Finite Model Theory has always been the comparison of the expressive power of different logics on finite structures. One of the main motivations for such studies is an interest in the expressive power of query languages for relational databases or for semi-structured data such as XML-documents. Relational databases can be modeled as finite relational structures, whereas XML-documents can be modeled as finite labeled trees. Since first-order logic FO itself is too weak for expressing many interesting queries, various extensions of FO have been considered as query languages.
When restricting attention to strings and labeled trees, monadic second-order logic MSO seems to be "just right": it has been proposed as a yardstick for expressiveness of XML query languages [7] and, due to its connection to finite automata (cf., e.g., [25] ), the model-checking problem for (Boolean and unary) MSO-queries on strings and labeled trees can be solved with polynomial time data complexity (cf., e.g., [6] ). On finite relational structures in general, however, MSO can express complete problems for all levels of the polynomial time hierarchy [1] , i.e., MSO can express queries that are believed to be far too difficult to allow efficient model-checking.
The main focus of the present paper lies on monadic least fixed point logic MLFP, which is an extension of first-order logic by a mechanism that allows to define unary relations by induction. Precisely, MLFP is obtained by restricting the least fixed point logic FO(LFP) (cf., e.g., [16, 5] ) to formulas in which only unary relation variables are allowed. The expressive power of MLFP lies between the expressive power of FO and the expressive power of MSO. On finite relational structures in general, MLFP has the nice properties that (1) the model-checking problem can be solved with polynomial time and linear space data complexity, and (2) MLFP is "on-spot" for the description of many important problems. For example, the transitive closure of a binary relation, or the set of winning positions in the geography game (cf., [5, Exercise 8.1.10]) can be specified by MLFP-formulas. And on strings and labeled trees, MLFP even has exactly the same expressiveness as MSO (with respect to Boolean and unary queries, cf., [25, 7] ). But for all that, the logic MLFP has received surprisingly little attention in recent years. Considerably more attention has already been paid to monadic fixed point extensions of propositional modal logic, which are used as languages for hardware and process specification and verification. A particularly important example of such a logic is the modal µ-calculus (cf., e.g., [2] ), which can be viewed as the modal analogue of MLFP. Monadic datalog, the monadic fixed point extension of conjunctive queries (a subclass of FO), has recently been proposed as a database and XML query language that has a good trade-off between the expressive strength, on the one hand, and the complexity of query evaluation, on the other hand [7] . On relational structures in general, however, neither monadic datalog nor the modal µ-calculus can express all of FO, whereas all 3 logics are included in MLFP.
As already mentioned, the expressive power of MLFP ranges between that of FO and that of MSO. Dawar [3] has shown that 3-colorability of finite graphs is not definable in infinitary logic L ω ∞ω . Since all of MLFP can be expressed in L ω ∞ω , this implies that the (NP-complete) 3-colorability problem is definable in MSO (even, in existential monadic second-order logic MonΣ 1 1 ), but not in MLFP. Grohe [13] also exposed a polynomial time solvable graph problem that is not MLFP-definable, but that is definable in FO(LFP) and, as a closer inspection shows, also in MSO. Both results show that on finite graphs MLFP is strictly less expressive than MSO. The first main result of the present paper states that, nevertheless, MLFP has a certain expressive strength, as it can define graph problems beyond any fixed level of the monadic second-order quantifier alternation hierarchy: Theorem 1.1. For each k 1 there is an MLFP-definable graph problem that does not belong to the k-th level of the monadic second-order quantifier alternation hierarchy.
When shifting attention from finite graphs to finite strings or labeled trees, the picture is entirely different: there, MLFP, MSO, and MonΣ 1 1 have the same expressive power, namely, of expressing exactly the regular languages (cf., [25] ). To increase the expressive power of MLFP and MSO on the class of finite strings, one can allow formulas to also use the ternary relation + which is interpreted as the graph of the addition function. For a logic L we write L(+) to explicitly indicate that the addition predicate + may be used in L-formulas. In [19] Lynch has shown that NTIME(n) ⊆ MonΣ 1 1 (+) on the class of finite strings with built-in addition. I.e., every string-language decidable by a nondeterministic multi-tape Turing machine with linear time bound is definable by a sentence in MonΣ 1 1 (+). Building upon this, one can show (cf., [21] ) that MSO(+) = LINH, i.e., MSO(+) can define exactly those string-languages that belong to the linear time hierarchy (which is the linear time analogue of Stockmeyer's polynomial time hierarchy). Lynch's result was strengthened by Grandjean and Olive [11] : They showed that MonΣ 1 1 (+) can even define all string-languages that belong to the complexity class NLIN. The class NLIN and its deterministic version DLIN are based on linear time random access machines and were introduced by Grandjean in a series of papers [8] [9] [10] . As argued in [10] , DLIN and NLIN can be seen as "the" adequate mathematical formalizations of linear time complexity. For example, NLIN contains NTIME(n) and all 21 NP-complete problems listed by Karp in [17] . The class DLIN contains all problems in DTIME(n), i.e. all problems decidable in linear time by a deterministic multi-tape Turing machine. But DLIN also contains problems such as CHECKSORT (given two lists 1 = s 1 , . . , s n and 2 = t 1 , . . , t n of strings, decide whether 2 is the lexicographically sorted version of 1 ) which are conjectured not to belong to DTIME(n) (see [24] ). In the present paper we show the following analogue of the result of [11] : Theorem 1.2. All string-languages that belong to the linear time complexity class DLIN are definable in MLFP(+).
One area of research in Finite Model Theory considers extensions of logics which allow invariant uses of some auxiliary relations. For example, order-invariant formulas may use a linear ordering of a given structure's universe, but they must not depend on the particular choice of linear ordering. This corresponds to the "real world" situation where the physical representation of a graph or a database, stored in a computer, induces a linear order on the vertices of the graph or the tuples in the database. But this particular order is hidden to the user, because one wants the user's queries to be independent of the particular physical representation of the data. Therefore, for formulating queries, the user may be allowed to use the fact that some order is there, but he cannot make his queries depend on any particular order, because he does not know which order the data comes with. Similarly, successor-or addition-invariant formulas may use a successor-relation or an addition-relation on a structure's universe, but must be independent of the particular choice of successor-or addition-relation. Such kinds of invariance have been investigated with respect to first-order logic, e.g., in [15, 22, 4] . In the present paper we consider addition-invariant formulas on finite strings and show that both, the equivalence of addition-invariant MLFP and MSO, as well as a separation of addition-invariant MLFP from MSO would solve open problems in complexity theory: Let PH denote Stockmeyer's polynomial time hierarchy, and let LINH be the linear time hierarchy, i.e., the linear time analogue of PH. In other words, it is most likely that addition-invariant MLFP = addition-invariant MSO on strings, but actually proving this can be expected to be rather difficult, since it would imply the separation of the complexity class DLIN from the linear time hierarchy LINH.
The paper is structured as follows: Section 2 fixes the basic notations and gives an example of the present paper's use of MLFP-formulas. Theorem 1.1 is proved in Section 3. Section 4 concentrates on the proof of Theorem 1.2. Section 5 deals with the proof of Theorem 1.3. Some open questions are pointed out in Section 6. Due to space limitations, detailed proofs had to be defered to the full version of this paper [23] . I want to thank Martin Grohe for valuable discussions on the subject of this paper.
Preliminaries
For an alphabet A we write A + to denote the set of all finite non-empty strings over A. For a set U we write 2 U to denote the power set of U, i.e., 2 U := {X : X ⊆ U}. We use N to denote the set {0, 1, 2, . . } of natural numbers. For every n ∈ N we write [n] for the set {0, . . , n−1}. The logarithm of n with respect to base 2 is denoted lg n.
A (relational) signature τ is a finite set of relation symbols. Each relation symbol R ∈ τ has a fixed arity ar(R). A τ -structure A consists of a set U A called the universe of A, and an interpretation
All structures considered in this paper are assumed to have a finite universe.
We assume that the reader is familiar with first-order logic FO, monadic secondorder logic MSO, and least fixed point logic FO(LFP) (cf., e.g., the textbooks [5, 16] ). The k-th level, MonΣ 1 k , of the monadic second-order quantifier alternation hierarchy consists of all MSO-formulas that are in prenex normal form, having a prefix of k alternating blocks of set quantifiers, starting with an existential block, and followed by a first-order formula.
For a logic L we use L(τ ) to denote the class of all L-formulas of signature τ . We write ϕ(x 1 , . . , x k ,X 1 , . . , X ) to indicate that the free first-order variables of the formula ϕ are x 1 , . . , x k and the free second-order variables are X 1 , . . , X . Sometimes we use x and X as abbreviations for sequences x 1 , . . , x k and X 1 , . . , X of variables. A sentence ϕ of signature τ is a formula that has no free variable.
Let τ be a signature, let C be a class of τ -structures, and let L be a logic. We
We will mainly consider the monadic least fixed point logic MLFP, which is the restriction of least fixed point logic FO(LFP), where fixed point operators are required to be unary. For the precise definition of MLFP we refer the reader to the textbook [5] (MLFP is denoted FO(M-LFP) there). Simultaneous monadic least fixed point logic S-MLFP is the extension of MLFP by operators that allow to compute the simultaneous least fixed point of several unary operators. In other words: S-MLFP is obtained by restricting simultaneous least fixed point logic FO(S-LFP) to unary fixed point relations. For the formal definition of FO(S-LFP) we, again, refer to [5] . The following example illustrates the present paper's use of S-MLFP-formulas.
Example 2.1. Let τ <,+ be the signature that consists of a binary relation symbol < and a ternary relation symbol +. For every n ∈ N let A n be the τ <,+ -structure with universe
[n] = {0, . . , n−1}, where < is interpreted by the natural linear ordering and + is interpreted by the graph of the addition function, i.e., + consists of all triples (a, b, c) over [n] where a+b = c. Consider the formulas ϕS(x, S, P ) :
Of course, the subformulas written in quotation marks "· · · " can easily be resolved by proper FO(τ <,+ )-formulas. In the structure A n , the simultaneous least fixed point (S
An ) of (ϕ S , ϕ P ) is evaluated as follows: We start with the 0-th stage, where S and P are interpreted by the sets S (0)
In particular,
At some stage i (with i n), this process arrives at a fixed point, i.e., at a situation where
An and P (i)
It is not difficult to see that for our example formulas ϕ S and ϕ P we obtain that S
(∞)
An is the set of all square numbers in [n], whereas P
An is the set of all non-square numbers in [n]. Now, [S-LFP x,S,y,P ϕ S , ϕ P ] S (u) is an S-MLFP-formula that is satisfied by exactly those elements u in A n 's universe that belong to S (∞) An , i.e., that are square numbers. Similarly, [S-LFP x,S,y,P ϕ S , ϕ P ] P (u) is an S-MLFP-formula that is satisfied by those elements u in A n 's universe that belong to P (∞) An , i.e., that are non-square numbers. In the above example we have seen that, given the addition relation +, the set of square numbers is definable in S-MLFP. It is known (cf., e.g., [14, Corollary 5.3] ) that MLFP has the same expressive power as S-MLFP. Since S-MLFP-definitions of certain properties or relations are sometimes easier to find and more convenient to read than equivalent MLFP-definitions, we will often present S-MLFP-definitions instead of MLFP-definitions.
MLFP and the MSO quantifier alternation hierarchy
In this section we show that MLFP can define graph problems beyond any fixed level of the monadic second-order quantifier alternation hierarchy.
Let τ graph be the signature that consists of a binary relation symbol E. We write C graphs for the class of all finite directed graphs.
G , also (w, v) ∈ E G . We write C ugraphs to denote the class of all finite undirected graphs. Let τ grid := {S 1 , S 2 } be a signature consisting of two binary relation symbols. The grid of height m and width n is the τ grid -structure is the "vertical" successor relation consisting of all tuples (i, j), (i+1, j) in {1, . . , m} × {1, . . , n}, and S m,n 2 is the "horizontal" successor relation consisting of all tuples (i, j), (i, j+1) . We define C grids := {[m, n] : m, n 1} to be the class of all finite grids. It was shown in [20] that the monadic second-order quantifier alternation hierarchy is strict on the class of finite graphs and the class of finite grids. In the present paper we will use the following result:
on the class of finite grids).
Using the construction of [20] and the fact that MLFP is as expressive as S-MLFP, it is an easy (but tedious) exercise to show the following 
k−1 (on the class of finite grids).
Note that the above corollary deals with structures over the signature τ grid that consists of two binary relation symbols. In the remainder of this section we will transfer this to the classes C graphs and C ugraphs . To this end, we need a further result of [20] which uses the notion of strong first-order reductions. The precise definition of this notion is of no particular importance for the present paper. What is important is that a strong first-order reduction from a class C of τ -structures to a class C of τ -structures is an injective mapping Φ : C → C such that every structure A ∈ C can be interpreted in the structure Φ(A) and, vice versa, Φ(A) can be interpreted in A. The fundamental use of strong first-order reductions comes from the following result: 
In the present paper, the following strong first-order reductions will be used:
Proposition 3.4 ([20, Proposition 38]).
(a) There exists a strong first-order reduction Φ 1 from C grids to C graphs , and the image
This directly allows to transfer Theorem 3.1 from finite grids to finite graphs and finite undirected graphs, respectively. To also transfer Corollary 3.2 from C grids to C graphs and C ugraphs , we need the following easy lemma:
Lemma 3.5. Let C and C be classes of structures over the relational signatures τ and τ , respectively. Let Φ be a strong first-order reduction from C to C . Every MLFP(τ )-sentence ψ can be translated into an MLFP(τ )-sentence ψ such that, for every A ∈ C, A |= ψ ⇐⇒ Φ(A) |= ψ .
Using this, it is not difficult to prove this section's main result: 
MLFP and linear time complexity
We identify a string w = w 0 · · · w n−1 of length |w| = n 1 over an alphabet A with a structure w in the usual way: We choose τ A to consist of the binary relation symbol < and a unary relation symbol P a , for each letter a ∈ A. We choose w to be the τ Astructure {0, . . , n−1}, <, (P w a ) a∈A , where < denotes the natural linear ordering of [n] = {0, . . , n−1} and P w a consists of all positions of w that carry the letter a. In this section we equip the structure w with an additional ternary addition relation +. I.e., we identify the string w with the structure w, + := [n], <, +, (P 3 with a + b = c. We identify the set A + of all non-empty strings over alphabet A with the set C A := {w : w ∈ A + }, respectively, with the set C A,+ := { w, + : w ∈ A + }. To give the precise definition of Grandjean's linear time complexity class DLIN, we need the following notion of random access machines, basically taken from [12] . A DLIN-RAM R is a random access machine that consists of two accumulators A and B, a special register M , registers R i , for every i ∈ N, and a program that is a finite sequence I(1), . . , I(r) of instructions, each of which is of one of the following forms:
The meaning of most of these instructions is straightforward. If A contains a number i, then the execution of the instruction A := R A copies the content of register R i into the accumulator A. Similarly, the execution of the instruction R A := B copies the content of accumulator B into register R i . We stipulate that the last instruction, I(r), is the instruction HALT.
The input to R is assumed to be present in the first registers of R at the beginning of the computation. Precisely, an input to R is a function f : To use DLIN-RAMs for recognizing string-languages, one represents strings w by functions f w as follows (cf., [11] ). W.l.o.g. we restrict attention to strings over the alphabet A := {1, 2}. For every n 1 we define (n) := 1 2 lg(n+1) and m(n) := n (n) . A string w over A = {1, 2} of length n can (uniquely) be decomposed into substrings w 0 , w 1 , . . , w m(n)−1 such that -w is the concatenation of the strings w 0 , . . , w m(n)−1 , -w i has length (n), for every i < m(n)−1, and -w m(n)−1 has length at most (n) .
For each i ∈ [m(n)] let w dy i be the integer whose dyadic representation is w i . I.e., if
Definition 4.1 (DLIN, [10]). A string-language L over alphabet A = {1, 2} belongs to the complexity class DLIN if, and only if, the set of its associated functions {f w : w ∈ L} is recognized by a DLIN-RAM in time O(m).
At first sight, the class DLIN may seem a bit artificial: a string w of length n is represented by a function f w of domain [m(n)] where m(n) is of size Θ( n lg n ). A DLIN-RAM with input f w is allowed to perform only O( n lg n ) computation steps, with register contents of size O( n lg n ). However, as argued in [8] [9] [10] 12] , DLIN is a very reasonable formalization of the intuitive notion of "linear time complexity". In particular, DLIN contains all string-languages recognizable by a deterministic Turing machine in O(n) steps, and, in addition, also some problems (such as CHECKSORT, cf., Section 1) that are conjectured not to be solvable by Turing machines with time bound O(n).
Grandjean and Olive [11] showed that MonΣ 1 1 (+) can define (at least) all stringlanguages that belong to the nondeterministic version NLIN of DLIN. In the remainder of this section we show the following analogue of the result of [11] :
Theorem 4.2 (DLIN ⊆ MLFP(+) on finite strings with built-in addition). For every finite alphabet A and every string-language
The proof of [11] 's result on NLIN and MonΣ 1 1 (+) uses, as an intermediate step, a characterization of the class NLIN by a logic that existentially quantifies unary functions. There also exists an algebraic characterization of the class DLIN via unary functions [12] . Unfortunately, this characterization is not suitable for being used as an intermediate step in the proof of Theorem 4.2. What can be used for the proof of Theorem 4.2, however, is the following representation, basically taken from [11] I(t) = the number of the instruction performed in computation step t+1 A(t) = content of the accumulator A directly before performing step t+1 B(t) = content of the accumulator B directly before performing step t+1 M (t) = content of the special register M directly before performing step t+1 R A (t) = content of register R A(t) directly before performing step t+1 R A (t) = content of register R A(t) directly after performing step t+1.
It is not difficult to give inductive definitions of these functions
The flattening G of a function
is the concatenation of the {0, 1}- a is 1, resp., 2) .
, and all B ⊆ [n] we have that
Using Lemma 4.3, Lemma 4.4, and the fact that MLFP has the same expressive power as S-MLFP (cf., Section 2), it is rather straightforward to find an MLFP(τ A ∪ {+})-sentence ϕ L which, for every string w ∈ A + , is satisfied by w, + if, and only if, R accepts input f w . This, finally, will complete the proof of Theorem 4.2.
Addition-invariant MLFP
In this section we concentrate on addition invariant formulas, i.e., on formulas that may use an addition relation on the underlying universe but that are independent of the particular choice of the addition relation.
The notion of "addition relation" is defined as follows: Let U be a finite set, let n := |U|, and let ⊕ be a ternary relation on U. ⊕ is called an addition relation on U if there is a linear ordering of U such that U = {u 0 , . . , u n−1 } with u 0 · · · u n−1 and ⊕ = (u i , u j , u k ) : i + j = k and i, j, k ∈ {0, . . , n−1} . We say that ⊕ is the particular addition relation that fits to the linear ordering . then PH = PTIME.
Conclusion
The main results of the present paper are (1) that MLFP can express graph properties beyond any fixed level of the monadic second-order quantifier alternation hierarchy, (2) that addition-invariant MLFP can express at least all string-problems that belong to the linear time complexity class DLIN, and (3) that settling the question whether addition-invariant MLFP has the same expressive power as addition-invariant MSO on finite strings would solve open problems in complexity theory. Many interesting aspects of MLFP remain to be further investigated, for example:
-Is there a natural complexity class that is exactly captured by MLFP(+) on strings with built-in addition (analogous to the known result that MSO(+) exactly captures the linear time hierarchy LINH)? A promising candidate might be the time-space complexity class PTIME&LINSPACE of problems solvable by deterministic polynomial time, linear space bounded Turing machines. -Is there a hierarchy within MLFP with respect to the alternation of least and greatest fixed point quantifiers? I.e., does MLFP have a hierarchy analogous to Bradfield's modal µ-calculus alternation hierarchy [2] ? Note that every level of this MLFP alternation hierarchy is closed under first-order quantification. Therefore, the alternation hierarchy of MLFP might be viewed as a "deterministic" analogue of the closed monadic hierarchy of [1] rather than as an analogue of the monadic second-order quantifier alternation hierarchy of [20] . -Investigate the parameterized complexity of the model checking problem for MLFP on various classes of finite structures. E.g., is the model checking problem for MLFP fixed parameter tractable on the class of planar graphs? Partial answers to this question have been obtained by Lindell [18] . -Does Theorem 3.6 still hold when replacing MLFP with the modal µ-calculus?
