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Chimera states in spatiotemporal dynamical systems have been investigated in physical, chemical, and biologi-
cal systems, and have been shown to be robust against random perturbations. How do chimera states achieve their
robustness? We uncover a self-adaptation behavior by which, upon a spatially localized perturbation, the coherent
component of the chimera state spontaneously drifts to an optimal location as far away from the perturbation as
possible, exposing only its incoherent component to the perturbation to minimize the disturbance. A systematic
numerical analysis of the evolution of the spatiotemporal pattern of the chimera state towards the optimal stable
state reveals an exponential relaxation process independent of the spatial location of the perturbation, implying
that its effects can be modeled as restoring and damping forces in a mechanical system and enabling the articula-
tion of a phenomenological model. Not only is the model able to reproduce the numerical results, it can also pre-
dict the trajectory of drifting. Our finding is striking as it reveals that, inherently, chimera states possess a kind of
“intelligence” in achieving robustness through self-adaptation. The behavior can be exploited for the controlled
generation of chimera states with their coherent component placed in any desired spatial region of the system.
DOI: 10.1103/PhysRevE.99.010201
In spatially extended nonlinear dynamical systems, spon-
taneous symmetry breaking is common. For example, in a
system of nonlocally coupled, identical nonlinear oscillators,
the coexistence of coherence and incoherence in distinct
spatial regions can emerge during the spatiotemporal evolu-
tion of the system. This remarkable phenomenon was first
observed about three decades ago in a numerical study of
a system of coupled nonlinear Duffing oscillators [1], and
was termed as a “domainlike spatial structure.” Later, the
phenomenon was rediscovered [2], analyzed, and given the
name of “chimera” [3,4]. Since then, there has been a great
deal of interest in the subject [5–57]. Chimera states have
been studied in different types of systems such as regular
networks of phase-coupled oscillators with a ring topology
[2,3,5], regular networks hosting a few populations [6,11],
two-dimensional [4,12] and three-dimensional lattices [38],
torus [17,29], and systems with a spherical topology [39].
Issues that were addressed include transient behaviors asso-
ciated with chimera states [13–15], the effects of time delay
[7,10,35], phase lags [18], coupling functions [22–24], and
the impacts of random perturbation and complex topology of
coupling [19,25,33,37]. Experimentally, chimera states have
been observed in a system of chemical oscillators [20,26,43],
in an optical system [21,45], in coupled mechanical oscillators
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[27], in electrochemical systems [28,32], and even in quantum
systems [44,57]. Natural phenomena associated with chimera
states include unihemispheric sleep [58,59], neural spikes
[60,61], and possibly ventricular fibrillations [62]. The control
of chimera states has also been investigated [31,41,46,47,56].
An issue of both theoretical and experimental interest is the
robustness of the chimera states against external perturbations.
In this regard, the effects of the random removal of links
were studied [25] with the finding that, even when a large
number of links are removed so that chimera states are deemed
not possible, in the state space there are still both coherent
and incoherent regions, and the regime of the conventional
chimera state is a particular case in which the oscillators
in the coherent region happen to be synchronized or phase
locked. Another work on networks of FitzHugh-Nagumo
oscillators demonstrated that the chimera states are robust
against irregular structural perturbations [63]. Quite recently,
the robustness of chimera states in nonlocally coupled net-
works of nonidentical logistic maps was investigated [54].
These studies indicate that chimera states are generally robust
against various kinds of external perturbations. The question
is how does a chimera state respond to perturbation to achieve
its robustness. Specifically, suppose the coherent component
of the chimera state is disturbed so that the component is no
longer coherent. If the state is to survive, it must adjust the
relative distribution of the coherent and incoherent compo-
nents in the space. That is, upon perturbation, a chimera state
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FIG. 1. Self-adaptive, “intelligent” drift of the chimera state in response to a spatially localized perturbation. The coherent and incoherent
regions are represented by the yellow and blue colors, respectively. The drift is activated by disturbing a single node at the location x0, where
the perturbation strength is φ = 0.9π for the upper panels [(a)–(d)] and 0.3π for the lower panels [(e)–(h)]. In each panel, the black arrow
indicates the direction of drifting of the chimera state and the arrow length represents the drifted distance. The vertical location of the arrow
specifies the time when the drifting chimera state settles down (or becomes stable). Other parameters are A = 0.995, α = 1.39, and N = 256
(system size).
must reorganize itself into a new state, possibly through self-
adaptation, to generate a modified distribution of the coherent
and incoherent components. How does the system accomplish
this feat?
In this Rapid Communication, we report a remarkable
phenomenon of the self-adaptation of chimera states. When
a spatially localized external perturbation is applied to the
coherent component of a chimera state, it initiates and exe-
cutes a self-adaptive drifting process toward an optimal state
in which the incoherent component masks the perturbation
and the newly formed coherent component is as far away as
possible from the perturbation site. The response of the system
is then to evolve toward a new chimera state that shields itself
from the perturbation in an optimal way. Not only that, the
system is also capable of selecting the optimal path towards
the new chimera state. By carrying out a detailed analysis of
the collective dynamics and patterns associated with the spa-
tiotemporal evolution of the chimera, we identify the essential
physical ingredients associated with the self-adaption process:
an exponential relaxation of the chimera state toward the
new stable state and the collapse of the relaxation trajectories
into a single one independent of the location of perturbation.
These behaviors enable us to construct a phenomenological
model for a physical understanding of the self-adaptation of
the chimera states. Taken together, the response of a chimera
state to a perturbation through self-adaptation is indicative of
some intrinsic “intelligence” of the state, which not only is
theoretically interesting, but also has implications to control
or manipulate the chimera states in experimental systems.
We consider the paradigmatic setting for study-
ing chimera states [2,3,5]: a ring network of N
nonlocally coupled, identical phase oscillators with the
periodic boundary condition dφ(xi )/dt = ω − (2π/N )
∑N
j=1
G(xi, xj ) sin [φ(xi ) − φ(xj ) + α], where φ(xi ) is the phase
of the ith oscillator at spatial location xi and the range of
the spatial variable is [−π, π ]. The angular velocity ω and
phase lag α of the oscillators are constants in space. Without
loss of generality, we set ω = 0 and α  π/2. The kernel
G(xi, xj ) = [1 + A cos (xi − xj )]/(2π ) is a non-negative
even function that defines the nonlocal coupling among
all the oscillators. For the ring system, chimera states are
common [2,3,5], as exemplified in Fig. 1.
We numerically solve the system of coupled phase oscilla-
tors using the standard fourth-order Runge-Kutta integration
method. To assess how perturbations affect the chimera state,
we disturb the dynamical variable of a single oscillator (the
target oscillator) at location x0 that belongs to the coherent
component. The nature of the perturbation is to force upon
the oscillator a constant phase difference φ with respect to
the local mean phase φlocal of its 2z neighbors, with an equal
number of neighbors on the left and right sides. Because of the
perturbation, the originally coherent component is no longer
coherent, and the chimera state, if it is to remain, must adjust
itself to a new stable state. How does this occur?
Figure 1 shows the spatiotemporal pattern of the chimera
state in response to the perturbation of two strength values
at different locations. Instead of evolving into a globally
coherent or incoherent state, the original state maintains its
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chimerical character by shifting the coherent component to a
new region that is as far away as possible from the perturbed
oscillator. At the same time, the incoherent component
evolves to a region that contains the perturbed oscillator
approximately at the center. This remarkable self-adaptive
behavior represents an “intelligent” scheme of the chimera
state to protect itself.
Two characteristics of the spatiotemporal evolution of the
chimera state in response to a perturbation are as follows.
First, after the perturbation is applied at x0, the incoherent
region begins to drift until its center xmid(t ) reaches x0. This
is surprising as, intuitively, one might expect the drift to stop
once the incoherent region contains the location x0. Each
panel in Fig. 1 presents the relevant features: the midpoint
xmid(t ) of the incoherent (blue) region, the target node at x0,
the corresponding time for xmid(t ) to reach x0 (the vertical
location τ of the arrow), and the instant when x0 is just
covered by the incoherent region (indicated by tcover at which
the coherent-incoherent boundary xbound crosses x0). We have
tcover < τ , indicating that the drift is not terminated even
when the target node has already been covered by the inco-
herent region. The phenomenon is counterintuitive because
the expectation is that, once the target node is merged in
the incoherent region, the movement of the state should stop
as the phases and the velocities of the individual oscillators
in the incoherent region are nonetheless intrinsically random.
The fact that the state continues to drift until xmid reaches
x0 implies a kind of self-adaptation among the oscillators
toward an optimal state that makes the chimera state as
robust as possible. Indeed, the drift terminates when xmid = x0
so that the new chimera state possesses a global symmetry
with maximum robustness. Because of the “desire” for the
chimera state to acquire the symmetry, a perturbation even
in the originally incoherent region, which breaks the global
symmetry of the chimera state, would induce a drift. This has
indeed been observed numerically. In fact, once the state has
been stabilized, the order parameter R(x) of the midpoint xmid
in the incoherent region reaches a minimum value, providing
a way to calculate the value of xmid. Second, the system
always chooses the shorter path for xmid to drift toward x0,
as indicated by the length of the arrow in each panel of Fig. 1.
Especially, because of the periodic boundary condition, there
are two possible routes of drifting. For every case examined,
the drift takes place along the shorter path.
To gain further insights into the physical mechanism of
the self-adaptive behavior of chimera states, we examine
the temporal dynamics of drifting. Specifically, for a given
chimera state with its coherent region centered at N/2, we
monitor the evolution of x(t ) ≡ xmid(t ) − x0 for different
values of x0, as shown in Fig. 2(a) forφ = 0.3π . In all cases,
x(t ) converges to zero with small fluctuations introduced by
intrinsic noise of the finite-size system. The relaxation time τ
of the self-adaptive drifting is effectively the first passage time
of the smoothed x(t ) curve to zero. Figure 2(b) shows τ vs
x0 and φ. We see that, when x0 is closer to the center of the
coherent region (x = N/2), xmid(t ) travels a longer distance
to reach x0, leading to a larger value of τ . The impact of the
perturbation strength φ on the drifting process is symmetric
about π under the periodic boundary condition, as shown in
the inset of Fig. 2(b). It can also be seen that, for a small
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FIG. 2. Spatial movement and relaxation time of chimera asso-
ciated with self-adaptive drifting. (a) Distance between the middle
point xmid of the incoherent region of the chimera state and the loca-
tion x0 of the target oscillator. For different values of x0, the chimera
state drifts until xmid(t ) covers x0, i.e., xmid(t ) − x0 converges to 0. (b)
The relaxation time τ for the chimera state to become stable again vs
x0 and the perturbation strength φ, respectively.
perturbation (φ ∼ 0 or 2π ), the drifting process slows down
significantly with the relaxation time τ approximately one
order of magnitude higher than that associated with φ ∼ π .
In general, we find that the spatial pattern of a chimera state
tends to be more robust in larger size systems with respect to
different kinds of perturbation, facilitating the emergence of
the self-adaptive drifting behavior. In fact, for a larger system,
the parameter region for generating the drifting behavior is
larger.
Does the self-adaptive drifting process have any memory of
the value of x0? The question can be addressed by examining
whether two intermediate states evolving from different initial
states and having the same value of x(t ) at some time t
can be distinguished. To facilitate a comparison, we use the
transformed time t ′ = t + t0(x0), where t0(x0) is the time at
which the dynamical variables of all the oscillators collapse to
a single point. Any subsequent collapse would be indicative of
the lack of any memory effect. Figure 3(a) shows |x(t ′)| for
different values of x0. The three classes of collapsed curves
correspond to different values of the perturbation strength
φ. Because of the collapses, any memory effect in the spa-
tiotemporal evolution of the chimera state upon perturbation
can be ruled out. Figure 3(b) shows the same data but on
a logarithmic-normal plot, which indicates an exponential
decay, |x(t )| ∼ e−γ t , with γ being the rate of decay whose
value increases withφ. That is, a larger perturbation induces
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FIG. 3. Collapse of drifting trajectories. (a) In the transformed
coordinate t ′, the absolute distances |xmid(t ′) − x0| resulting from
different values of x0 collapse into one, implying that the chimera
state drifts according to the distance between xmid(t ) and x0. (b) The
same data on a logarithmic-normal plot, where the exponentially de-
caying behavior |xmid(t ′) − x0| ∼ e−γ t can be seen. The perturbation
strength isφ = 0.3π (solid circles), 0.5π (open squares), and 0.9π
(solid triangles). The value of the exponential rate γ increases with
φ.
faster drifting of the chimera. A remarkable feature in Fig. 3
is that, for a given value of the perturbation strength φ, all
the trajectories collapse into one, indicating that the distance
between xmid(t ) and x0 is the sole factor determining the
self-adaptive drifting process. The exponential decay of x
associated with self-adaptive drifting is general and robust
with respect to parameter variations not only for the single-
headed chimera as shown in Fig. 1, but also for multiheaded
chimera states [64].
To gain theoretical insights, we examine the effect of a
particular type of perturbations: these applied to oscillators at
the boundaries between the coherent and incoherent regions
located at xbound, as the drifting process is essentially deter-
mined by the movement of the boundaries. Let η = nincoh/N
be the fraction of the incoherent region associated with an
unperturbed chimera state, where the value of η depends on
parameters such as the coupling strength A and the phase
lag α. When a perturbation is applied to the oscillator at the
center of the incoherent region, the value of η tends to increase
slightly, somewhat pushing the boundary into the coherent
region. However, analysis reveals that any small change in
the value of η tends to diminish, restoring the original ratio
between the coherent and incoherent regions [5].
FIG. 4. A schematic illustration of the effective, perturbation-
induced forces in the phenomenological model. Perturbation at x0
induces forces fl and fr on the left and right coherent-incoherent
boundaries, respectively. The deceleration of the chimera state drift-
ing towards the right-hand side indicates the existence of a damping
force fv . The periodic boundary condition has been taken into
account in the distance calculation.
Based on the numerical results, we articulate a phenomeno-
logical model to account for the impact of perturbation on
the chimera state. Figure 4 presents a schematic illustration
of the dynamics of the boundaries between the coherent and
incoherent regions, where the left and right boundaries are
located at xl and xr , respectively. Let fl and fr be the effective
forces induced by the perturbation at x0 to push the left and
right boundaries, respectively. The distance from x0 to the left
(right) boundary is Ll (Lr ), and the width of the incoherent
region is L = Ll + Lr . The effective force fl (fr ) depends
on Ll (Lr ). The mathematical forms of these forces can be
derived from the dynamical behavior of x(t ). In particular,
the exponential decay ofx(t ) with time indicates that the ve-
locity and acceleration of the drifting also decay exponentially
with time at the same rate. We define y ≡ |x(t )| = Ae−γ t
to obtain y˙ = −γAe−γ t = −γy and y¨ = γ 2Ae−γ t = γ 2y.
The effective force upon the chimera state can be written as
F = my¨ = mγ 2y.
The linear dependence of the effective force F on y sug-
gests that the force contain two components: a linear restoring
force Fk (y) = −ky and a damping force fv = −ηy˙, with k
being the elastic constant and η being the damping coefficient.
The evolution of y(t ) obeys the equation my¨ + ηy˙ + ky = 0.
From the function of y¨ and y˙, we have mγ 2y − ηγy + ky =
0, leading to the relation k = γ (η − mγ ) and hence the criti-
cal value of damping beyond which y(t ) decays exponentially
to zero. The effect of perturbation on the chimera state can
then be regarded as the result of the forces acting upon the
two boundaries, Fk (y) = fr + fl . We have Fk (y) = −γ (η −
mγ )y. Since y = (Ll − Lr )/2, we can also get the forces
acting upon the left and right boundaries as fl = −Bγ 2(L0 −
Ll )/2 and fr = Bγ 2(L0 − Lr )/2, respectively. The value of
L0 does not affect the movement of the chimera state. Because
of the conservative nature of the restoring force, the minimum
potential energy occurs at y = 0. The presence of the critical
linear damping force fv leads to the exponential decay of y(t )
towards the minimum energy state. The phenomenological
model thus explains the perturbation-induced, self-adaptive
drifting dynamics of the chimera state.
To further justify the phenomenological model, we
resort to the two commonly used theoretical tools in the
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analysis of chimera states: the continuity equation [9] and
the concept of an invariant manifold [65,66]. In general,
the chimera dynamics can be characterized [2] by the
following complex order parameter Z defined for oscillator
i as Z(xi ) ≡ R(xi )ei(xi ) = (2π/N )
∑N
j=1 G(xi − xj )eiθ (xj ),
where the phase of the oscillator is θ = φ −t , with 
being the phase velocity of the oscillators in the coherent
subset when a chimera state emerges. Theoretical insights
into the chimera states can be obtained by examining
the continuum limit N → ∞, where the system can be
described by a one-dimensional partial differential equation
(PDE) [65,66]. In particular, the state of the system can be
characterized by a probability density function f (x, φ, t )
governed by the continuity equation ∂f/∂t + ∂/∂φ(f v) = 0,
with v being the phase velocity [9]. The function f (x, φ, t )
can be expressed in terms of a Fourier series expansion
as f (x, φ, t ) = [1/(2π )]{1 +∑∞n=1 [hn(x, t )einφ + c.c.]},
where “c.c.” stands for the complex conjugate of the
preceding term, and the nth coefficient is the nth power of
some function h(x, t ) that effectively characterizes the state
of the system. The time evolution of h(x, t ) associated with
the order parameter Z(x, t ) is given by [65,66] ∂h(x, t )/∂t =
−iωh(x, t ) + 12 [Z∗(x, t )eiα − Z(x, t )e−iαh2(x, t )], where
Z(x, t ) = ∫ π−π G(x − x ′)h∗(x ′, t )dx ′ and G(x − x ′) is
the coupling function with normalized x: G(x − x ′) =
[1 + A cos (x − x ′)]/(2π ) for −π < |x − x ′|  π . Since the
perturbation φ upon the phase of one single oscillator does
not break the spacial pattern of the chimera but just induces
the drifting of chimera as a whole, the theoretical description
is applicable.
The impact of perturbation φ at x0 can be characterized
as h(x0) = h0(x0)eiφ or h∗(x0) = h∗0(x0)e−iφ based
on the Fourier series expansion, with h0(x0) and h∗0(x0)
denoting the respective values in the absence of perturbation.
We then have δh(x0) = h0(x0)(eiφ − 1) and δh∗(x0) =
h∗0(x0)(e−iφ − 1). From the evolutionary equation of h(x, t ),
we have that the variances of Z and Z∗ due to the perturbation
at x0 are δZ = (2π/N )G(x − x0)δh∗(x0) and δZ∗ =
(2π/N )G(x − x0)δh(x0), respectively. The variance of
∂h/∂t is δ ˙h(x, t ) = −(1/2)e−iαh2(x, t )δZ + (1/2)eiαδZ∗ =
(π/N )G(x − x0)[X − X ∗h2(x, t )], with X = eiαδh(x0).
This provides a physical picture of how perturbation
affects the chimera state. In particular, a larger value of
the perturbation strength φ leads to a higher probability
for a larger deviation δ ˙h(x, t ) in the evolution, and the focal
oscillator at x with a smaller distance to x0 gains a larger value
of δ ˙h due to the larger value of G(x − x0). The deviation δ ˙h
from the original chimera state reduces the stability of the
coherent region and enlarges the incoherent region from the
boundaries of the two regions at the speed δ ˙h(x, t ). As shown
in Fig. 4, a larger disturbance takes place at the oscillator
closer to the boundary, i.e., the right-hand side boundary
at xr (since Lr < Ll). Additionally, due to the intrinsic
inertia of the chimera state to maintain the fraction between
the coherent and incoherent regions, the expansion of the
incoherent region takes place at the right-hand side boundary.
To summarize, we uncover a striking phenomenon that
occurs when a chimera state is disturbed: The state is capable
of self-organizing into a new stable state in an adaptive and
optimal way. Especially, when a spatially localized perturba-
tion is applied to the coherent region, the chimera state is able
to quickly “move” in the space (in an exponential fashion)
to generate a new stable coherent region at the maximum
distance from the perturbed oscillator through a path that is
energy efficient. All these happen as if the chimera was “intel-
ligent.” We develop a simple mechanical model to account for
these features, which is justified qualitatively by a theoretical
analysis. It has been known that chimera states are robust.
Our work provides a clear physical and dynamical picture on
how the robustness is achieved. Experimental effort to verify
the self-adaptive dynamics of chimera states uncovered in this
Rapid Communication will be appreciated.
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