Abstract. Properly architected holonic systems can enhance the ability of each set of players in the industrial automation and control market to deliver added value by encapsulating, reusing and deploying their specialized intellectual property at succeedingly higher levels of integration. Such an architecture expands on the HMS concept of cooperation domains to include both low-level control (LLC) and high-level control (HLC) domains. LLC refers to normal, non-holonic control and automation functions, while HLC refers to the integration of these functions into holons through the use of software agent technology. Function blocks, as defined in the International Electrotechnical Commission (IEC) 61499 series of standards, can be used for encapsulation, reuse, distribution and integration of both LLC and HLC functions, while HLC functionality can be standardized as defined by the Foundation for Intelligent Physical Agents (FIPA).
Introduction
This chapter outlines an open, standards-based architecture for holonic manufacturing systems (HMS) which is capable of fulfilling the economic and technical requirements for global adoption, deployment and support. Issues arising in the implementation of this architecture, and means for their resolution, are presented. Throughout this chapter, the following definitions apply:
 Architecture The structure and relationship among functional units in a system, including their mutual interfaces. The architecture may also include the system's interfaces with its environment.
 System A set of interrelated elements considered in a defined context as a whole and clearly delineated from its environment.
 Functional unit An entity of hardware or software, or both, capable of accomplishing a specified purpose, and which may be composed of other functional units.
 Interface A shared boundary between two functional units, defined by functional characteristics, common physical interconnection characteristics, signal characteristics and other characteristics, as appropriate.
 Holon A functional unit capable of both autonomy and cooperation.
 Autonomy The extent to which an entity can create, control and monitor the execution of its own plans and/or strategies, and can take suitable corrective actions against its own malfunctions.
 Cooperation A process whereby a set of entities negotiate and execute mutually acceptable plans and take mutual actions against malfunctions.
 Holonic system A system, some of whose functional units are holons.
 Holonic manufacturing system A holonic system intended for application in the domain of manufacturing.
Architectural Requirements
This section describes the economic and technical requirements for a practical HMS architecture which is capable of global adoption, deployment and support.
Economic Requirements
Holonic systems will only be succesful in the industrial automation and control market if they enhance the ability of each set of players to deliver added value by encapsulating, reusing and deploying their specialized intellectual property (IP) at succeedingly higher levels of integration, as illustrated in Fig. 4 .1.
This market exhibits the characteristics of a network economy as described by Shapiro and Varian [4.1] . These characteristics include large network externalities (user economies of scale), where the value of a technology increases exponentially with the number of users, and positive feedback, where successful application of the technology encourages additional users and vendors to enter the market.
A key ingredient of success in markets of this type is the rapid development of a whole range of complementary products and services which facilitate the deployment of the technology. In Fig. 4 .1, these are identified as runtime platforms, engineering methodologies and software tools. Hence a major prerequisite for the success of HMS in this market is that it be open and standards-based to encourage early entry of suppliers of such products and services. The technological feature of openness will be defined in the next section of this chapter. 
Technical Requirements
In order to meet the economic requirements expressed above, an HMS architecture must be component-based to support the encapsulation and protection of intellectual property (IP). Furthermore, the components developed within this architecture must be portable among both software tools and runtime platforms, both in order to increase the value of the encapsulated IP and in order to encourage the emergence of a broad spectrum of software tools for component development and deployment.
HMS applications are strongly differentiated from traditional information technology (IT) applications in that they are directly involved in the control of physical devices and machines, and are highly distributed in nature. Hence, a successful HMS architecture must also be inherently distributed, and must provide a straightforward mapping from distributed applications to physical devices. This increases the value of the embedded IP for the device vendor, and improves the deployability and hence the value of IP components.
In order to achieve the desired end user economies of scale, the HMS architecture must be functionally complete, that is, capable of encapsulation and deployment of IP into components addressing all the technological requirements of holonic systems for industrial process measurement, control and automation, including:
 control and automation components,  machine and process interface components,  communication interface components,  human/machine interface (HMI) components, and  software agent components.
Industrial automation and control systems have a huge installed base with physical equipment which may have a lifetime of 10 years or longer. Hence, an important requirement for timely adoption of an HMS architecture will be its provisions for retrofit of existing systems and their migration to the HMS architecture over time.
As discussed in the preceding section, an HMS architecture must be open; that is, it must exhibit the following characteristics, as illustrated in Fig. 4 .2:
 Portability
Software tools and agents can accept and correctly interpret library elements (software components and system configurations) produced by other software tools.
 Interoperability Devices can operate together to perform the autonomous and/or cooperative functions specified by one or more distributed applications.
 Configurability Devices and their software components can be dynamically configured (selected, assigned locations, interconnected and parameterized) by multiple software tools and/or software agents. 
Architecture Overview
It has been proposed [4.5] that holonic systems be viewed as consisting of one or more cooperation domains, that is, logical spaces in which holons may locate, contact, communicate and interact with each other. To meet the requirements expressed in section 4.2, it is proposed that this concept be expanded to include both low-level control (LLC) and high-level control (HLC) domains. LLC refers to normal, non-holonic control and automation functions, while HLC refers to the integration of these functions into holons through the use of software agent technology. The following sections describe in detail the proposed LLC and HLC architectures and their integration. 
Low-Level Control Architecture
As shown in Fig. 4 .3, the LLC architecture addresses the functions associated with the domain of real-time control, including:
 the control and automation of physical equipment;
 real-time communications among controllers;
 input/output (I/O) between controllers and the controlled machines; and  interface among the controlled systems and their human operators, designers, installers and maintainers.
The remainder of this section describes the major architectural elements of IEC 61499 and their application to the implementation of these functions. As shown in Fig. 4 .5, the IEC 61499 model of an application comprises a network of function blocks interconnected by flows of events and data over event connections and data connections, respectively. As shown in Fig. 4 .4, the elements of these applications are in principle distributable among multiple devices. The function blocks in turn are considered to be instances of function block types, which are specified in formal declarations using the means defined in IEC 61499-1 [4.2]. In IEC 61499 a device may consist of multiple resources, as shown in Fig. 4 .6. These resources may share communication and process interfaces. Each resource may contain local applications, or the local parts of distributed applications, as shown in Fig. 4 .7. In addition, the resource provides a platform for scheduling the execution of algorithms in function blocks, and for mapping underlying operating system services such as communications and machine/process I/O into service interface function blocks. 
Reference Example
The example shown in Fig. 4 .8 will be used throughout this section to illustrate the application of the elements of IEC 61499 to meet the requirements of the LLC architecture. In this example, an actuator can move a workpiece along a slide in the "forward" direction at a velocity VF and in the "reverse" direction at a velocity VR. These velocities are characteristic of the particular physical actuator. In some mechanisms these velocities may even be time-varying according to a predetermined "velocity profile". The workpiece itself may be be another mechanism, for instance, an end effector such as a gripper.
Associated with the mechanism are two sensors: a HOME sensor, which is activated when the workpiece has moved to the end of the slide in the reverse direction, and an END sensor, which is activated when the workpiece has moved to the end of the slide in the forward direction. These sensors may exhibit hysteresis as a function of the sensor characteristics and their interaction with the mechanism. 
Control and Automation Functions
In the IEC 61499 LLC architecture, combinational and sequential control functions are typically performed by basic function blocks, i.e., instances of basic function block types. In these types, the execution of control algorithms is under the control of event-driven state machines represented as Execution Control Charts (ECCs). As shown in Fig. 4 .10, each state in the ECC is associated with one or more actions. Each action consists of zero or one algorithm to be executed and zero or one output event to be issued upon the completion of algorithm execution (or immediately if no algorithm is associated with the state). The algorithms are executed and output events issued as soon as possible after activation of the associated execution control state (EC state). Transition conditions between states are expressed as Boolean combinations of event inputs and Boolean expressions involving input, output and internal variables of the function block. A transition is cleared, that is, its predecessor state is deactivated and its successor state is activated when triggered by an associated event when its transition condition is true. 
Functional Composition
IEC 61499 provides for the construction of IP through the reuse and functional composition of lower-level encapsulated IP. This is done through the construction of composite function block types, whose bodies consist of networks of interconnected lower-level component function blocks. The execution control of the composite function blocks in an instance of this type is performed through the propagation of input events via the event connections of these networks. Therefore, a function block of this type does not directly utilize an ECC for execution control. As an example of such encapsulation, consider the fact that the control and diagnostic functions for the bidirectional mechanism described earlier are closely related. Hence, it adds value for such functions to be "packaged" together in a composite function block as illustrated in Fig. 4.13 . This provides the potential to make the mechanism and its associated control device more "intelligent", i.e. both automatically operating and self-diagnosing.
Human Interface Functions
Human interface services provided by an underlying operating environment may be encapsulated in IEC 61499 service interface function blocks. These blocks in turn may be combined into composite function blocks to deliver an appropriate set of human interface elements for a particular application. For instance, Fig. 4 .14 shows the encapsulation of an appropriate set of human interface elements for the cyclic operation of the bidirectional mechanism described above. Table 4 .5 provides documentation of the inputs and outputs of this composite function block type. Table 4 .6 provides a description of the XBAR_VIEW inputs. A typical appearance of the XBAR_VIEW element is shown in Fig. 4 .17. Note the small colored circle at the upper left of the display. The user can click on this sub-element to toggle the FAULT output; this variable is used by the MECH_MDL function block to stop motion, thus simulating a simple fault. The colored circle changes from red when FAULT is true to green when FAULT is false, giving the user some feedback on the simulated FAULT state. Adapter interfaces can be used to simplify the interconnection of control and diagnostic elements with simulation and display elements, and to facilitate the conversion from simulated to physical devices. The convention is that addition of adapters to a Model/View (MV) element converts it to a Model/View/Adapter (MVA) element, and addition of adapters to a Control/Diagnostic (CD) element converts it to a Control/Diagnostic/Adapter (CDA) element. 
System Configurations
A simple system configuration for testing the combined MECH_MVA and MECH_CDA functionality is shown in Fig. 4 .19. This system contains a single device of type FRAME_DEVICE, which in turn contains a single resource of type PANEL_RESOURCE. These elements encapsulate the functionality of the classes Frame and Panel, respectively, in the Java AWT user interface [4.11]. The resource is populated with instances of MECH_CDA, MECH_MVA and associated user interface elements. An instance of the IEC 61499 standard type E_RESTART is used for initialization.
The appearance of the resulting user interface is shown in Fig. 4 .20, and the composite user interface function block DIAG_HMI is shown in Fig. 4 .21. Since this information is not normative, additional technical agreements, e.g. [4.15], must be employed to ensure interoperability of devices using these service interfaces. 
Resource and Device Type Specifications
IEC 61499 provides for the definition of device types and resource types, for instance the previously illustrated FRAME_DEVICE and PANEL_RESOURCE types, respectively. Resources may be considered as providing "plug-in module" functionality within devices. To illustrate this point, consider the MECH_PNL resource type shown in Fig. 4 .22. Note that the only interface defined for such types is a set of input variables that may be used for configuring instances of the type.
Note also the provision of communication service interface function blocks to establish connectivity to the "outside world":  An instance of the type SUBSCRIBE_1 receives the START event and value of the SINGLE variable for the MECH_CDA instance.
 An instance of the type SUBSCRIBE_0 receives the ESTOP event for the MECH_CDA instance.
 An instance of the composite DIAG_PUB type defined in Fig. 4 .23 is used to publish the diagnostic information from the MECH_CDA instance. This publiched information is received by instances of the DIAG_SUB type also shown in Fig. 4 .23. The system configuration shown in Fig. 4 .24 presents a simple example of the integration of multiple distributed resources. The use of a grid layout illustrates the use of a device as a "rack" or "manifold" for multiple intelligent electomechanical devices, each of which is represented as an IEC 61499 resource within the manifold.
In this distributed system configuration, the operator interface is represented as a separate IEC 61499 device. Since the PUBLISH and SUBSCRIBE service interface function blocks in this implementation utilize multicast communications, a single operator interface can be used to control the operation of and receive diagnostic messages from multiple intelligent electromechanical devices of the same IEC 61499 resource type (in this example, the instances MECH1 and MECH2 of the MECH_PNL resource type in the MANIFOLD device). The OPERATOR.DISPLAY resource of this system configuration is shown in Fig.  4 .24d. 
Device Configurability
To facilitate the configurability of devices and resources, subclause 4.3 of IEC 61499-1 [4.2] defines a management service interface function block type with standardized management commands for the dynamic creation and deletion of managed objects such as function block instances and event and data connections. However, the encoding of management commands and responses as well as the implementation of messaging services for remote configuration is given in nonnormative Annexes of IEC 61499-1. Hence, as in the case of communication services, additional technical agreements must be employed to ensure configurability.
On the basis of practical experience, the previously mentioned technical agreement for feasibility demonstrations [4.15] proposes the use of an XML [4.14] DTD for encoding of management commands and responses. This agreement also specifies the combination of the normal IEC 61499 CLIENT/SERVER communication with the management service interface function block, to achieve configurability by any remote software tool or agent capable of encoding and decoding the appropriate XML commands and responses over a TCP/IP socket connection. This management service architecture is encapsulated in the device management kernel function block type, illustrated in Fig. 4 .27. Table 4 .7 shows the partitioning of the major holonic system functions of autonomy and cooperation between the architectural levels of low-level control (LLC) and high-level control (HLC). From the preceding material in this section it can be seen that the IEC 61499 architecture addresses all of the LLC requirements as defined in Section 4.2. The extent to which this architecture can be used to address the remaining HLC requirements is addressed in the following section. 
High-Level Control Architecture
As shown in Table 4 .7, the HLC architecture addresses the functions associated with the domain of inter-holon cooperation, including negotiation and coordination of mutually agreed tasks and mutual action to recover from operational faults. Also included in this level of the HMS architecture are those intra-holon aspects of autonomous task planning and sequencing that contribute to the cooperative accomplishment of manufacturing tasks beyond the scope of LLC functionality.
HLC Structure
The overall structure of the HLC architecture is shown schematically in Fig. 4 .28. HLC functions are performed within one or more cooperation domains which coexist with and are interfaced to the LLC functions of the real-time control domain. These HLC functions are built on an underlying set of cooperation communication services. The partitioning of functions within a cooperation domain is shown in Table 4 .8.
Other chapters of this book provide further details on the requirements and implementation of HLC functions. 
LLC/HLC Integration
In accordance with the Open Systems Interconnection (OSI) model [4.16], the layered "onion skin" architectural models shown in Figs. 4.3 and 4.28 lead to the appearance of "service stacks" within individual holonic devices. Each layer of the stack provides value-added services to the layer above by utilizing the services of the layer below to interact with its distributed peers within the same layer. As shown in Fig. 4 .29, the LLC and HLC stacks coexist within the same device, with the FBM (function block management) services providing the interface between the LLC and HLC stacks. 
Application of IEC 61499 to LLC/HLC integration
Since the proposed HLC architecture utilizes a layered service model, IEC 61499 service interface function block types can be used to model the encapsulation and integration of the services described in Table 4 .8. Thus, an instance of the HMS_KERNEL type shown in Fig. 4 .30 can be used in place of the FB_KERNEL type shown in Fig. 4 .27 to transform an IEC 61499-compliant LLC device into a holonic device, provided that the device has sufficient resources to support the additional functionality. It is expected that the DEV_MGR functionality can be reused without modification, while the HMS_CM and HMS_CDI types will provided interfaces to the cooperation management (CM) and cooperation domain interface (CDI) services described above. 
