Random component of the total electron content (TEC) maps, produced by global navigation satellite system processing centres, was analysed. Helmert transform (HT) and two-dimension singular spectrum analysis (2dSSA) were used. Optimal parameters (in the sense calculation speed versus quality) of the 2dSSA windows were determined along with precision estimations.
introduction
Helmert transform (HT) and singular spectrum analysis (SSA) in one-dimension variant were used by author and his colleagues in their works [1, 2, 3, 4, 5] .
This article closes the series.
Beside the TEC map analysis the article contains the comparison of Helmert transform (HT) and two-dimensional SSA (2dSSA). It should be noted that latter of the methods needs much more calculations than the rst one.
That is why determination of the optimal values of 2dSSA window parameters as of independent significance.
All les containing TEC maps in IONEX format have been taken from NASA server 1 Very short information about the data sources is given in Table 1 . Dierent les contain dierent amount of maps calculated for dierent time moments inside the day. The only maps equally distributed during the day with two hour interval were used. It means 13 maps per day per le. All the maps have identical dimensions: 71 rows (latitude step is 2.5 • ) and 72 columns (longitude step is 5 • ).
The second column of Table 1 contains six symbols. Each of them is to be used for the single date from the just specied date list. Their meanings are:
(+) the maps of the le were used for comparison, (−) the maps were rejected during steps of comparison, (0) there was no le for the date. Each data processing centre uses dierent methods to build TEC map: dierent amount of satellites, stations, smoothing, combination, forecasting or just present raw data. None of those dierences were taken into account during the analysis. We just used the maps as they were provided. That is why in Table 1 we have presented the data from le headers only with minimum comments. It should be taken in mind that combined solutions Igrg and Igsg for dierent dates were created with dierent composing source maps. No pre-selection criteria were applied to the map list before analysis. Only some of the maps were marked, as these gures (Figs.13) outlines the pre-selection process and the gures are only for illustration. Fig. 1 is essential for the case of patchy data. At this step the most shifted maps (E1pg, E2pg) and the map U2pg (declared by its authors as a preliminary one) were removed from the analysis.
Graph in
It gave much better but still not quite good picture with the only shifted map (Fig. 2) . It is Emrg map. This situation is repeatable for another dates where some of the maps must be removed due to their shifts and uncompensated errors, not analysed here.
Comparison results in TECU units are given in Table 2 . Each cell contains daily averaged estimation of the random precision of the TEC map and its standard deviation. two dimension SSA
There are some specic features of 2dSSA. Let us shortly outline them here. The algorithm of one dimension SSA clearly explained in original works [6, 7] , was used by author for the analysis and forecasting time series of pole coordinates. 2dSSA and principal component analysis are widely used in the analysis of photo and video, e. g. [8] . Applying 2dSSA to the precision analysis of ionospheric maps, most likely, is attempted here for the rst time.
At this stage, the TEC map is black and white image, where brightness of its pixels is dened by TEC value. In general the SSA algorithm does not undergo any changes and consists of the steps:
X building of the trajectory matrix X;
X singular value decomposition of the matrix S = X · X T , say, in the sum of the principal components;
X grouping of the eigenvalues and eigenvectors of the matrix S to subdivide principal components into deterministic and random ones;
X restoration of the random (noisy) principal components to determine their standard deviation;
X restoration of the deterministic part of the map for its analysis (for example, for forecasting).
There are some features of the 2dSSA making difference in some of its steps from 1d variant. In 1d the SSA window is applying to the time series and the only window parameter is its length L. In 2d the window is rectangular and has width w and height h. 
, which leads to the trajectory matrix like this: 
Thereby the trajectory matrix owns the block- Typical overview of the eigenvalue spectra (decimal logarithm of the eigenvalue against its sequential number after descending sort) is shown in Fig. 4 .
Three regions at the spectra are clearly recognizable.
Each of them can be approximated with linear function of dierent slopes. In our opinion, there can be an interpretation of these region. Region 3 of the spectra is mostly due to computing rounding errors.
Whole bunch of region 3 principal components can explain a very tiny (10 −6 ∼ 10 −8 ) portion of the image standard deviation. Region 1 is for the main (deterministic) part of the map. Then the region 2 is for random portion of the TEC map.
Some additional arguments for this point of view can be found in Fig. 5 , where the dependence of the total standard deviation of the rst m principal components for dierent 6 × n windows are presented.
There was no sense to present lines for every window, as the gure become too crowded. We gave only some of them. For another windows the general view of the graph is quite similar. For low n the map deviations was not accounted in full. Greater n better represents the standard deviation of the map and asymptotically n → w × h it tends to the standard deviation of the whole map. Position of the breaking point on the graph in Fig. 5 is like the A point in Fig. 4 .
That is why we interpret the A point as a border between the deterministic and random parts of the TEC map. Doing precision analysis one can limit itself to the region 2, as with the region 3 principal components only very little part of the total standard deviation may be explained. It was proven by direct calculations.
Additional analysis with linear approximations of the spectra and counting of the principal components led us to the conclusion that in the region 1 there is a small number of the rst principal components.
Sometimes it is the only one of them. Empirical rule for amount of the principal components in region 1 is given in Table 3 . There are window sizes along vertical and horizontal table limits. There are data lacks in the Table as it was too much time consumed to calculate them. In Table 4 there are standard deviations of the region 2 principal components for Igrg map calculated according to Table 3 were calculated and presented in Table 5 . We used the greatest possible window with the smallest possible amount of principal components in region 1 namely one. This is 10×12 window. The coincidence of these values (given in Table 5 ) with the data in Table 2 6 12 18 24 30 36  5 1  1  2  2  2  2  10 1  1  2  2  2  2  15 1  2  3  2  2  3  20 2  2  3  3  3  -25 2  3  4  ---30 3  4  4  ---35 3 4 ---- Comparison of our results with [9] shows that our estimations are lesser than ones from [9] . Unfortunately we cannot estimate the level of random errors introduced by processing methods, but they may be dierent and inuence the estimations.
There is another dierence in HT and 2dSSA, which may cause the dierence in the results. HT builds the systematic dierence model according to some predened formulae. It is ane transform including rotation, shift and possible inclination. In 2dSSA the systematic dierence is build from the scratch for each of the data sets and may be dierent for dierent maps. It needs additional investigation.
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