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A proof of the invariane of the ontat angle in
Eletrowetting
Claire S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k Witomski
LJK, Grenoble, Frane
Abstrat
We prove the invariane of the ontat angle in liquid-solid wetting
phenomena : an eletried droplet is spreading on a solid surfae. The
drop is minimizing its energy. We express the dierential of this energy
with respet to the shape of the drop and dedue neessary onditions for
optimality . By variational method, using well-hosen test funtions, we
obtain the main result about the ontat angle between the drop and the
solid.
MSC-lass : 49K10,49K20,49K30.
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Introdution
In this artile we give a proof of the invariane of the ontat angle in a solid-
liquid wetting phenomenon. To model this experiene, desribed below, we
use an energy minimization with respet to the shape and we obtain the main
result by variational tehniques. The phenomenon we are dealing with is named
eletrowetting.
Eletrowetting is a tehnique allowing to modify the anity between a
solid and a liquid, by the introdution of an eletri eld. This phenomenon
has been disovered in the XIXth entury by Gabriel Lippmann on a mer-
ury/eletrolyte solution system ([13℄). It has been then studied on more general
systems ([1, 19℄). We an nd today many industrial appliations. Partiulary
in opti with variable foal lenses (see the web site of the soiety of B.Berge :
http://www.variopti.om/en/ and [2℄), and pixels for eletroni paper ([9, 20℄).
It is also use in mirouidis, for example in hip design ([18℄) and has biomed-
ial appliations ([11℄)
Consider a liquid drop on a polymer lm. The equilibrium of the drop results
on superial tension fores and gravitational fore. The drop shape is a quasi-
spherial alotte with a ontat angle between water and solid whih is given
by Young's angle (1805)[7℄. We applied then a onstant voltage φ0 between this
drop and an eletrode plaed under the insulating polymer. The harged drop
and the eletrode reate a apaitor. A simple model onsidering the system
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as a plane apaitor predits the total spreading of the drop when the voltage
beomes higher. However physial experienes show a loking of the ontat
angle when the drop is bound to a voltage higher than a ritial value.
Many explanations have been proposed for this saturation of the angle. Most
of them give a ruial role to the divergene of the eletri eld in the viinity of
the triple line (solid-liquid-gas interfae).The understanding of this phenomenon
is slowed down by the misunderstanding of the geometry of the drop near the
triple line (or wetting line).
We prove in this paper that the ontat angle is independent of the applied
potential and that the value equals Young's angle, as observed in [5℄.
The problem will be desribed in the rst part and the equations of the
model established.
In the seond part we will reall some shape optimization results adapted to
the model.
In the third part we will establish neessary onditions for optimality whih
will be exploited in a fourth part during the alulation of the ontat angle
value.
1 Desription of the problem
We study the evolution of the shape of a droplet loated on a substrate and
subjeted to a onstant voltage. A 3D model (as found in [4℄) allows us to
examine axisymmetri ase and envisage developments to non symmetri shape
for high voltages.
1.1 Hypotheses
Assumptions :
i)The applied eletrial potential φ0 is ontinuous
ii)The liquid drop is a perfet ondutor.
iii)Eletrostatis eets are negligible far away from the drop.
1.2 Experimental devie
We onsider an orthonormal basis in R
3
. The top side of the polymer lm,
where the droplet is posed, is the plane (Oxy). We use the indies L,S and G
to refer to liquid, solid and gas domains. A ouple of indies LS,LG,... relates
to a liquid-solid, liquid-gas...interation
Ωe is the bounded domain where the experimental devie takes plae and
where alulations are direted.
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ΩL
ΩS
ΩG
ΓGS
ΓLS
Γe
z
y
x0
φ0
Γ0
ΓLG
We denote by :
ΩL the liquid domain and ΓL its boundary.
ΓLS the liquid-solid interfae.
ΓLG the liquid-gas interfae.
ΩG the gas domain and ΓG its boundary.
ΩS the solid domain and ΓS its boundary.
Γ0 the boundary of Ωe where the ounter eletrode is applied.
ΓeG and ΓeS the other external boundaries of Ωe
Ω = Ωe \ ΩL
εG, εS and εL permittivities of ΩG, ΩS and ΩL, respetively.
−→
Ni, i equals to L,G, S, LS, LG,GS..., normals to the surfaes Γi, respetively.
1.3 The eletrostati model
The appliation of an eletrial potential φ0 between the ounter eletrode Γ0
and the drop ΩL reates an eletrial potential in the entire spae. The drop
is supposed to be perfetly ondutive and the potential is also onstant in ΩL.
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But the harges distribution is not onstant : it depends on the shape of the
drop i.e. on Ωe \ ΩL.
φΩ is the solution of a system of partial dierential equations :
div(εi∇φ
Ω
i ) = 0 in Ωi, i = G,S.
φΩG = φ0 on ΓLG
φΩS = φ0 on ΓLS
φΩS = 0 on Γ0
At the solid-gas interfae, we have the following transmission relations :
φΩG = φ
Ω
S on ΓSG
εG∇φ
Ω
G.
−→
NG = −εS∇φ
Ω
S .
−→
NS on ΓSG
On the artiial boundary, we impose :
εi∇φ
Ω
i .
−→
Ni = 0 on Γei, i = G,S.
This system whih gives the potential an be rewritten in a weaker form.
We set :
H0(Ω) = {ψ ∈ H
1(Ω);ψ = 0 on Γ0 ∪ ΓLS ∪ ΓLG}
H(Ω) = {ψ ∈ H1(Ω);ψ = 0 on Γ0, ψ = φ0 on ΓLS ∪ ΓLG}
Denoting ε the map dened on Ω by :
ε =
{
εG on ΩG
εS on ΩS
The weak formulation is :
(FV )Ω


nd φΩ ∈ H(Ω) suh that
∀ψ ∈ H0(Ω),
∫
Ω
ε < ∇φΩ,∇ψ > dΩ = 0
where < ., . > is the salar produt of R3.
In the following we denote :
aΩ(φ, ψ) =
∫
Ω
ε < ∇φ,∇ψ > dΩ (1)
Thanks to Lax-Milgram's theorem we are able to prove that this problem
admits a unique solution φΩ ∈ H(Ω).
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1.4 The energy of the drop
The potential φ0 ≥ 0 being given, the equilibrium shape of the drop ΩL or-
respond to a minimum of the energy of the system. We take into aount the
superial tension fore, gravitational fore and eletrostati fore. We denote
σLS , σGS and σLG surfae tensions relative to the dierent interfaes.
For a drop ΩL and a potential φ0, the energy of the system is :
E(ΩL, φ0) = ρg
∫
ΩL
zdΩ︸ ︷︷ ︸
Potential energy
+
∫
ΓLG
σLGdσ +
∫
ΓLS
σLSdσ +
∫
ΓGS
σGSdσ︸ ︷︷ ︸
Capillary energy
−
1
2
∫
Ω
ε|∇φΩ|2dΩ︸ ︷︷ ︸
Eletrostati energy
Up to an additive onstant, we have :
E(ΩL, φ0) = ρg
∫
ΩL
zdΩ+
∫
ΓLG
σLGdσ+
∫
ΓLS
(σLS − σGS)dσ−
1
2
∫
Ω
ε|∇φΩ|2dΩ
where the eletrostati energy is aeted by a minus sign beause this energy is
imposed by an exterior generator. This integral depends on ΩL sine Ω = Ωe\ΩL
and φΩ is the solution of the variational formulation (FV )Ω.
1.5 Searh of the optimal shape
The drop ΩL of volume V is submitted to a voltage φ0. The optimal shape Ω
∗
L
of the drop orrespond to a minimum of the energy :
E(Ω∗L, φ0) = min
{ΩL;Volume(ΩL)=V }
E(ΩL, φ0)
The evaluation of the funtion E(ΩL, φ0) requires the resolution of a partial
dierential equation's problem on the domain Ω = Ωe \ΩL. ΩS is xed but ΩG
and also Ω depends on ΩL : It is a major diulty of the problem.
Obviously it is equivalent to give ΩL or to give Ω, and in the following we
take Ω as a variable.
By introduing the parameters :
α =
ρg
σLG
, µ =
σLS − σGS
σLG
, δ =
1
σLG
our problem is equivalent to minimizing
J(Ω) = −α
∫
Ω
zdΩ+ µ
∫
ΓLS
dσ +
∫
ΓLG
dσ −
δ
2
∫
Ω
ε|∇φΩ|2dΩ
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We want to minimize J on a set of admissible domains obtained by small
smooth deformations of a referene domain. This point will be laried on
paragraph 2.
The goal is then to determine a neessary ondition for optimality for a
domain Ω. That's why we are going to give a sense to the derivative of the
funtional J . The main diulty is that we want to derive on a set of domains
whih has not the usual stuture required to dene a derivative in the ordinary
sense.
2 Neessary onditions for optimality
To obtain a neessary ondition for optimality, let us make preise the lass of
domain on whih we are minimizing.
The theory we use is detailed in [16℄, [10℄ and [21℄.
2.1 Admissible domains
We need to give a sense to integral formulation on domain or on boundary of
domains. We will work with open sets Ω with Lipshitz boundary. For this
reason, we hoose to take deformations of open sets with Lipshitz boundary,
obtained by suient smooth maps, in order to keep the lipshitzian feature of
domains ([21℄).
• We denote
C1(Ω,R3) :=
{
U/Ω;U ∈ C
1(R3,R3)
}
with the innity or sup norm
||U ||∞ = sup
x∈Ω
|U(x)|+ sup
x∈Ω
|DU(x)|
where DU is the dierential of U
As we only onsider bounded domains, for all U in C1(Ω,R3), we have U
and DU uniformly bounded on Ω¯.
• We introdue the set of admissible displaements :
U(Ω,R3) =
{
U ∈ C1(Ω,R3); ||U ||∞ < 1, Uz/ΩS ≡ 0, and U/Γe ≡ 0
}
Finally for U ∈ C1(Ω,R3), Ω + U denote the set (Id+ U)(Ω)
• Let Ω0 be a xed referene domain of the type desribed in paragraph 1.
Dene
Dad :=
{
Ω0 + U,U ∈ U(Ω0,R3)
}
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We are searhing a neessary ondition for optimality for the solution of
the following problem :
(P )


Find Ω∗ ∈ Dad suh that
J(Ω∗) = min
Ω∈Dad;C(Ω)=0
J(Ω)
where C(Ω) is the volume onstraint, more preisely :
C(Ω) = Vol(Ωe \ Ω)− V , realling that ΩL = Ωe \ Ω.
We are now going to give a sense to the dierentiation of the funtion J
omparatively to a domain Ω with the onept of shape derivative. It is a
lassial notion whih an be nd in detail in [16℄. Here a weaker version
is given, whih is still suient for our problem.
• Diretional derivative.
Dénition 2.1 A funtion J dened on Dad and with values in R has a
diretional derivative at a point Ω of Dad in a diretion U ∈ U(Ω¯,R
3) if the
funtion
J∗ : V 7→ J((I + V )(Ω))
dened on U(Ω¯,R3) with values in
R has a diretional derivative at the point 0 in the diretion U (in the
usual sense in C1(R3,R3)). The diretional derivative of J at Ω in the
diretion U is denoted : DJ(Ω).U := DJ∗(0).U .
We are now able to write a neessary ondition for optimality for J .
For Ω ∈ Dad, and λ ∈ R, we denote L(Ω, λ) = J(Ω)− λC(Ω) the lagrangian
of our problem of optimisation under onstraint.We are going to nd a saddle
point of L ([8℄). We are searhing a neessary ondition for optimality for a
ouple (Ω∗, λ∗) to be a saddle point of L with Ω∗ ∈ Dad and λ ∈ R.
2.2 Neessary ondition for optimality
Proposition 2.2 If (Ω∗, λ∗) is a saddle point of L, then if J and C admit
a diretional derivative at Ω∗ in the diretion U ∈ U(Ω∗,R3), DJ(Ω∗).U =
λ∗DC(Ω∗).U .
Proof : (Ω∗, λ∗) saddle point of L ⇔ ∀Ω ∈ Dad, ∀λ ∈ R,
L(Ω∗, λ) ≤ L(Ω∗, λ∗) ≤ L(Ω, λ∗)
Let U ∈ U(Ω∗,R3). For t ∈ [−1, 1], tU is an element of U(Ω∗,R3). And so the
set Ω∗ + tU is an element of Dad too.
Then we have :
L(Ω∗, λ∗) ≤ L(Ω∗ + tU, λ∗), ∀t ∈ [−1, 1]
7
By making expliit the values of L, we get :
J(Ω∗) + λ∗C(Ω∗)− J(Ω∗ + tU)− λ∗C(Ω∗ + tU) ≤ 0, ∀t ∈ [−1, 1]
By taking denition's notation, we dedue that :
J∗(tU)− J∗(0) + λ∗ [C∗(tU)− C∗(0)] ≥ 0, ∀t ∈ [−1, 1]
Taking t > 0, we obtain :
J∗(tU)− J∗(0)
t
+ λ∗
C∗(tU)− C∗(0)
t
≥ 0, ∀t ∈ [−1, 1]
Let t tend to 0, we obtain :
DJ∗(0).U + λ∗DC∗(0).U ≥ 0
With the same argument but with t < 0, we nally obtain :
∀U ∈ U(Ω∗,R3), DJ∗(0).U + λ∗DC∗(0).U = 0
That is to say, by denition of shape derivative :
∀U ∈ U(Ω∗,R3), DJ(Ω∗).U + λ∗DC(Ω∗).U = 0

We are now searhing the expressions of the derivative of J and C with
respet to a domain.
3 Derivative of the drop's energy with respet to
its shape
Let Ω∗ ⊂ Dad, suh that
J(Ω∗) = min
Ω∈Dad
C(Ω)=0
J(Ω)
where
J(Ω) = −α
∫
Ω
zdΩ︸ ︷︷ ︸
Jgrav
+
∫
ΓLG
dσ︸ ︷︷ ︸
JLG
+µ
∫
ΓLS
dσ︸ ︷︷ ︸
JLS
−
δ
2
∫
Ω
ε|∇φΩ|2dΩ︸ ︷︷ ︸
Jel
and
C(Ω) = Vol(Ωe \ Ω)− V
J is the sum of four terms Jgrav, JLG, JLS , Jel. The rst three terms of J
and C are integrals on a surfae or a domain of a fontion independant of this
domain. We have lassial results on the shape derivation of suh terms. (see
for exemple [16℄). So we won't give more details for the derivation of this terms.
We are going to spend more time on the singular term of our problem : the
eletrostati ontribution Jel.
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3.1 Derivative of gravitational, apillary and volume on-
straint term
Let Ω ∈ Dad and U ∈ U(Ω,R
3).
The derivatives at the point Ω and in the diretion U is obtained by following
Denition 2.1 and the results of [16℄ :
•
DJgrav(Ω).U = DJ
∗
grav(0).U = α
∫
Ω
UzdΩ+ α
∫
Ω
zdiv(U)dΩ (2)
• In the same way, we express the dierential of C whih looks like the term
Jgrav.
DC(Ω).U =
∫
Ω
div(U)dΩ (3)
• The derivative of the terms JLG and JLS are obtained likewise using a
result about derivative with respet to a surfae :
DJLG(Ω).U =
∫
ΓLG
div(U)dσ −
∫
ΓLG
<
−−→
NLG,
tDU
−−→
NLG > dσ (4)
DJLS(Ω).U = µ
∫
ΓLS
div(U)dσ − µ
∫
ΓLS
<
−−→
NLS,
tDU
−−→
NLS > dσ (5)
where
tDU is the transposition of the Jaobian of U
3.2 Derivative of the eletrostati energy
We are studying muh more in detail the eletrostati term Jel ([15℄).
Let V ∈ U(Ω,R3), by Denition (2.1)
J∗el(V ) =
δ
2
∫
Ω+V
ε
∣∣∇φΩ+V ∣∣2 dΩ
To lighten the notation, let us pose F := Id+ V .
As V ∈ U(Ω,R3), F is invertible.
• φF (Ω) ∈ H(F (Ω)) is the solution of the variational problem (FV )F (Ω).
• The map T0 : ψ ∈ H0(F (Ω)) 7→ ψ ◦ F ∈ H0(Ω) is an isomorphism from
H0(F (Ω)) toH0(Ω). Likewise we dene T fromH(F (Ω)) toH(Ω), beause
φ0 is a onstant ; T is an isomorphism too.
We onsider the two transported variational problems :
(FV )F (Ω)


Find φF (Ω) ∈ H(F (Ω)) suh that
∀ψ ∈ H0(F (Ω)), aF (Ω)(φ
F (Ω), ψ) =
∫
F (Ω) ε < ∇φ
F (Ω),∇ψ > dΩ = 0
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(FV )TΩ


Find φF ∈ H(Ω) suh that
∀ψ ∈ H0(Ω),
∫
Ω
ε <t (DF−1 ◦ F )∇φF ,t (DF−1 ◦ F )∇ψ > | det(DF )|dΩ = 0
Problems (FV )F (Ω) and (FV )
T
Ω are equivalent.
In the following we note, for φ ∈ H(Ω) and ψ ∈ H0(Ω)
a˜(F, φ, ψ) :=
∫
Ω
ε <t (DF−1◦F )∇φ,t (DF−1◦F )∇ψ > | det(DF )|dΩ (6)
By uniity of solutions of the two variational problems
φF = φF (Ω) ◦ F
and so∫
F (Ω)
ε
∣∣∣∇φF (Ω)∣∣∣2 dΩ = ∫
Ω
ε
∣∣t(DF−1 ◦ F )∇φF ∣∣2 | det(DF )|dΩ
Thus, let us pose for φ ∈ H(Ω),
J˜el(F, φ) =
δ
2
∫
Ω
ε
∣∣t(DF−1 ◦ F )∇φ∣∣2 | det(DF )|dΩ (7)
In the expression of J∗el, variables F and φ
F
have been deoupled.
By the impliit funtion theorem we an show that J˜el is C
1
and that
V 7→ φId+V is dierentiable ([21℄).
A lassial optimal ontrol result ([16℄ V-10) allows us to write
∀U ∈ U(Ω,R3), DJ∗el(0).U = DF J˜el(Id, φ
Ω).U −DF a˜(Id, φ
Ω, pΩ).U
where DF denotes the partial dierential with respet to the variable F .
pΩ ∈ H0(Ω) is the adjoint state solution of the equation
∀φ ∈ H0(Ω), Dφa˜(Id, φ
Ω, pΩ).φ = DφJ˜el(Id, φ
Ω).φ (8)
The dierential of (6) and (7) with respet to φ when F = Id gives :
∀φ ∈ H0(Ω), Dφa˜(0, φ
Ω, pΩ).φ = aΩ(p
Ω, φ) (9)
and φΩ being the solution of the variational problem (FV )Ω,
DφJel(Id, φ
Ω).φ = −δaΩ(φ
Ω, φ) = 0 (10)
We dedue of (8), (9) and (10) that ∀φ ∈ H0(Ω), aΩ(p
Ω, φ) = 0.
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And so as pΩ ∈ H0(Ω),
pΩ = 0
From this we dedue,
∀U ∈ U(Ω,R3), DJ∗el(0).U = DF J˜el(Id, φ
Ω).U
Now we look at an integral on a xed domain and using the dierentiation
under the integral sign formulas ([21℄), we obtain nally
DJel(Ω).U = DJ
∗
el(0).U = −
δ
2
∫
Ω
ε|∇φΩ|2div(U)dΩ
+
δ
2
∫
Ω
ε < (tDU +DU)∇φΩ,∇φΩ > dΩ (11)
In the following, we simplify the notation by denoting Lgrav, Lcont, LLS,
LLG and Lel respetively for DJgrav, DC, DJLS , DJLG et DJel.
3.3 Formulation of the neessary ondition for opti-
mality
By proposition (2.2), if a pair (Ω∗, λ∗) of Dad × R is a saddle point of L
then
∀U ∈ U(Ω∗,R3),
Lgrav(Ω
∗).U + LLG(Ω
∗).U + LLS(Ω
∗).U + Lel(Ω
∗).U = λ∗Lcont(Ω
∗).U
(12)
Terms used below are dened by (2), (3), (4), (5) and (11).
The formulation obtained there is veried for all 3D optimal domain of Dad.
It an be used for numerial simulations partiulary by high potential φ0.
We are giving a rst appliation to alulate the ontat angle for axisym-
metri shape.
4 Calulation of the ontat angle for an axisym-
metri shape
This paragraph ontains the proof of the main result : in the ase of an axisym-
metri optimal shape, the ontat angle is the stati Young's angle.
First, we will write neessary onditions for optimality introduing the ax-
isymmetry in the model.
Then, we will by a judiious hoie of diretion of deformation alulate the
value of the ontat angle.
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4.1 The axisymmetri problem
Let's suppose that the domain Ω of R3 is axisymmetri. We hoose to express
a point of the spae in ylindri oordinates.
In an orthonormal basis of R
2
we denote ω the 2D domain assoiated to Ω
in 3D. We dene in a similar way ωL, ωS , ωG, ωe, γLS, γLG, γGS , γe.
All are dened as in the gure :
ωG
ωL
ωS
0 r
z
γLG
γeL
γeG
A
γ0
γeS
ΘA
γGSγLS
γe is onstituted of external liquid (γeL), solid (γeS) and gas (γeG) boundaries.
A is the ontat point, and ΘA the ontat angle.
4.1.1 Notations
For ω , we dene the analogous spaes to those dened for the domain Ω.
• C1(ω,R2)
• U(ω¯,R2) =
{
u ∈ C1(ω,R2); ||u||∞ < 1, uz/ωS ≡ 0, et u/γe ≡ 0
}
Let us suppose that we are at the minimum of the energy Ω∗ and onsider
ω∗ the assoiated 2D domain.
• We hoose a diretion of deformation U ∈ U(Ω∗,R3) whih is invariant by
a rotation around the z axis.
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We are able to nd
u : ω∗ → R2
(r, z) 7→ (ur(r, z), uz(r, z))
suh that u ∈ U(ω∗,R2) and if
U˜ : Ω∗ → R3
(r, θ, z) 7→ (ur(r, z) cos(θ), ur(r, z) sin(θ), uz(r, z))
then
U(r cos(θ), r sin(θ), z) = U˜(r, θ, z)
• In the same way, we have analogous relations and notation for the dierent
normals to the boundaries. When there is no ambiguity on the onsidered
surfae γ (resp. Γ), we will denote −→n (resp
−→
N ) for −→nγ (resp
−→
NΓ).
It exists
−→n : R2 → R2
(r, z) 7→ (nr(r, z), nz(r, z))
suh that if
N˜ : R3 → R3
(r, θ, z) 7→ (nr(r, z) cos(θ), nr(r, z) sin(θ), nz(r, z))
then
−→
N (r cos(θ), r sin(θ), z) = N˜(r, θ, z)
The deformation diretion and the normal are also entirely determined by
the maps of the plane u and −→n .
• We have
div(U) =
ur
r
+ div(u) (13)
and
<
−→
N,tDU
−→
N >=< −→n ,tDu−→n > (14)
for the normal to the dierent onsidered surfaes.
We will note
divγ(u) = div(u)− <
−→n ,tDu−→n >
the surfae divergene of the surfae γ.
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• We dene a 2D potential assoiated to the 3D potential too.
We will note
H˜0(ω
∗) = {u ∈ H1ν (ω
∗);u = 0 sur γ∗0 ∪ γ
∗
LS ∪ γ
∗
LG}
H˜(ω∗) = {u ∈ H1ν (ω
∗);u = 0 sur γ∗0 , u = φ0 sur γ
∗
LS ∪ γ
∗
LG}
where H1ν (ω
∗) is the Sobolev spaes for the measure dν = rdrdz.
We will note Lpν the analogous spaes for the ase L
p
with the measure ν.
Consider the following variational problem
(fv)ω∗


Find ϕω
∗
∈ H˜(ω∗) suh that,
∀v ∈ H˜0(ω
∗),
∫
ω∗ ε < ∇ϕ
ω∗ ,∇v > rdrdz = 0
where < ., . > is the salar produt of R2.
In the following we will denote for ϕ ∈ H˜(ω∗) and v ∈ H˜0(ω
∗),
a˜ω∗(ϕ, v) =
∫
ω∗
εr < ∇ϕ,∇v > dx (15)
To φΩ
∗
is also assoiated ϕω
∗
the solution of the 2D problem given by his
weak form.
We an verify that φΩ
∗
is a weak solution of the problem whih gives the
potential on Ω∗ if and only if ϕω
∗
is a weak solution of the assoiated 2D
axisymmetri problem.
• Let us preise the boundary γLG in the viinity of the triple point. By
denition of admissible domains, ω∗ is a lipshitzian open set. Let A be
the triple point. If we suppose that the ontat angle at A is in the interval
]0, pi[, then it exists an open ball BA entered on A of radius d0 and a C
1
funtion f : R → R suh that, (r, z) ∈ γ∗LG ∩ BA ⇔ r = f(z) (Impliit
funtion theorem). With suh a parametrization we an express the osine
of the wetting angle at A = (f(0), 0) :
cos(ΘA) = −
f ′(0)√
1 + f ′(0)2
(16)
4.1.2 Formulation of the neessary ondition for optimality in the
axisymmetri ase
By adopting the previous notations, and by noting lgrav, lLG, lLS , lcap and lcont
the assoiated terms in 2D, identity (12) beomes
∃λ∗ ∈ R tel que ∀u ∈ U(ω∗,R2),
l(ω∗).u := lgrav(ω
∗).u+ lLG(ω
∗).u + lLS(ω
∗).u+ lel(ω
∗).u = λ∗lcont(ω
∗).u
(17)
We express those dierents quantities in detail in the following paragraph.
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4.2 A partiular hoie of admissible diretions
Suppose that we are at a minimum of energy ω∗
We know that at this minimum
∃λ∗ ∈ R suh that ∀u ∈ U(ω∗,R2), l(ω∗).u = λ∗lcont(ω
∗).u
We want to use this equality in order to extrat an information on the
geometry of the drop in the viinity of the triple point A. The idea is to nd
partiular deformation's diretions up, p ∈ N∗ whose support, entered at A
fouses on A as p tends to +∞.
The sequene (up)p∈N∗ whih is hosen is dened by :
up : R2 → R2
(r, z) 7→ (upr , 0)
where
upr : R
2 → R
(r, z) 7→

 exp(
1
p2((r − f(0))2 + z2)− 1
) if (r − f(0))2 + z2 < 1p2
0 else.
The support of upr is the ball of enter A and of radius
1
p
. It is inluded in
the neighbourhood BA where γ
∗
LG is parametrated by f , if p is higher enough.
We have up ∈ U(ω∗,R2).
In the following paragraph, we study the limit of l(ω∗).up and of lcont(ω
∗).up
as p tends to +∞.
4.3 The limit of l(ω∗).up
In the following, we denote Bp the open ball of enter A and of radius
1
p
and
∂Bp its boundary.
Let us study eah terms whih appeared in l(ω∗).up and lcont(ω
∗).up
4.3.1 The term lgrav(ω
∗).up
With (2) and (13), we have
lgrav(ω
∗).up = α
∫
ω∗
upzrdrdz + α
∫
ω∗
zuprdrdz + α
∫
ω∗
zdiv(up)rdrdz
It is lear that ∫
ω∗
rupzdx = 0, sine u
p
z = 0 (18)
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As |upr | ≤ 1, we have∣∣∣∣
∫
ω∗
zurdrdz
∣∣∣∣ ≤
∫
ω∗∩Bp
|z|drdz ≤ pi
1
p3
(19)
As upz = 0, we have
∫
ω∗
zdiv(up)rdrdz =
∫
ω∗∩Bp
z
∂upr
∂r
(r, z)rdrdz
By posing R :=
√
(r − f(0))2 + z2
∂upr
∂r
(r, z) = −2p2
r − f(0)
(p2R2 − 1)2
exp
(
1
p2R2 − 1
)
and the upper bound
∣∣∣∣∂upr∂r (r, z)
∣∣∣∣ ≤ 2p2 R(p2R2 − 1)2 exp
(
1
p2R2 − 1
)
From the study of g : R > 0 7→
R
(p2R2 − 1)2
exp
(
1
p2R2 − 1
)
, we dedue that
|g(R)| ≤
C
p
, where C is a positive real,
and so
|div(up)| ≤ 2Cp (20)
We nally obtain∣∣∣∣
∫
ω∗
zdiv(up)rdrdz
∣∣∣∣ ≤ 2Cp
∣∣∣∣∣
∫
ω∗∩Bp
zrdrdz
∣∣∣∣∣ = 2C pip2 (f(0) + 1p) (21)
Then with (19) and (21),
lim
p→+∞
lgrav(ω
∗).up = 0 (22)
4.3.2 The term lLG(ω
∗).up
From (4), (13) and (14), we dedue
lLG(ω
∗).up =
∫
γ∗
LG
upr(s)ds+
∫
γ∗
LG
divγ(u
p)rds
Let γ(p) be the intersetion ordinate of Cp with γ
∗
LG. As p ≥ p0, we use the
parametrization of γ∗LG by f . We have∫
γ∗
LG
upr(s)ds =
∫ γ(p)
0
upr(f(z), z)
√
1 + f ′2(z)dz
so ∣∣∣∣∣
∫
γ∗
LG
upr(s)ds
∣∣∣∣∣ ≤
∫ γ(p)
0
√
1 + f ′2(z)dz = l(γ∗LG ∩Bp)
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and then
lim
p→∞
∫
γ∗
LG
upr(s)ds = 0. (23)
The study of the term
∫
γ∗
LG
divγ(u
p)rds whih ontains the surfae diver-
gene is a little bit more fastidious and ontributes to the nal alulation of
the ontat angle.
We show that the limit of this term is −
f(0)f ′(0)(1 + f ′2(0))−
1
2
e
as p tends
to +∞.∫
γ∗
LG
divγ(u
p)rds =
∫
γ∗
LG
div(up)rds −
∫
γ∗
LG
<t Dup−→n ;−→n > rds.
As
tDup =


∂upr
∂r
0
∂upr
∂z
0

 and −→n = 1√
1 + f ′(z)2
(
−1
f ′(z)
)
Therefore∫
γ∗
LG
divγ(u
p)rds
=
∫ γ(p)
0
∂upr
∂r
f(z)
√
1 + f ′(z)2dz−
∫ γ(p)
0
(
∂upr
∂r
−f ′(z)
∂upr
∂z
)
1
1 + f ′2(z)
f(z)
√
1 + f ′2(z)dz
=
∫ γ(p)
0
f(z)f ′(z)(1 + f ′2(z))−
1
2 [f ′(z)
∂upr
∂r
+
∂upr
∂z
]dz
=
∫ γ(p)
0
f(z)f ′(z)(1 + f ′2(z))−
1
2
∂
∂z
[upr(f(z), z)]dz
Let us pose h(z) := f(z)f ′(z)(1 + f ′2(z))−
1
2 .
We are now showing that
lim
p→+∞
∫
γ∗
LG
divγ(u
p)rds = −
1
e
h(0)
As f belongs to C1([0, γ(p)],R), h is a ontinuous funtion and so partiulary
ontinuous in 0 :
∀ε > 0, ∃δ(ε) > 0 suh that if |z| < δ(ε), then |h(z)− h(0)| < ε
We have :∣∣∣∣∣
∫ γ(p)
0
h(z)
∂
∂z
[upr(f(z), z)]dz +
1
e
h(0)
∣∣∣∣∣ ≤
∫ γ(p)
0
|h(z)−h(0)|
∣∣∣∣ ∂∂z [upr(f(z), z)]
∣∣∣∣ dz
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beause
∫ γ(p)
0
∂
∂z
[upr(f(z), z)]dz = −
1
e
As γ(p) tends to 0 as p tends to innity,
∀ε > 0∃p∗(ε) ∈ N
∗
suh that ∀p ≥ p∗, γ(p) < δ(ε)
By the same reasoning as the one used to establish (20) and as f ′ is bounded,
we are able to show that
∣∣∣∣ ∂∂z [upr(f(z), z)]
∣∣∣∣ ≤ Dp, with D a real onstant.
Moreover, as γ(p) ≤
1
p
, we dedue that
∀p ≥ p∗(ε),∣∣∣∣∣
∫ γ(p)
0
h(z)
∂
∂z
[upr(f(z), z)]dz +
1
e
h(0)
∣∣∣∣∣ ≤ ε
∫ γ(p)
0
∣∣∣∣ ∂∂z [upr(f(z), z)]
∣∣∣∣ dz
≤ εDp
1
p
≤ Dε
To summarize
∀ε > 0, ∃p∗(ε) ∈ N
∗
suh that ∀p ≥ p∗(ε),∣∣∣∣∣
∫ γ(p)
0
(h(z)
∂
∂z
[upr(f(z), z)] +
1
e
h(0))dz
∣∣∣∣∣ ≤ ε
We have also proved that
lim
p→+∞
∫
γ∗
LG
rdivγ(u
p)ds = −
1
e
h(0) (24)
4.3.3 The term lLS(ω
∗).up
By (5), (13) and (14), we have lLS(ω
∗).up = µ
∫
γ∗
LS
uprds+ µ
∫
γ∗
LS
divγ(u
p)rdr
As γLS ∩ support(u
p) =
[
f(0)−
1
p
, f(0)
]
and upr is bounded by 1, we have∫
γ∗
LS
uprds ≤ (f(0)− (f(0)−
1
p
)) =
1
p
so
lim
p→+∞
∫
γ∗
LS
uprds = 0 (25)
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It is the seond term ontaining the surfae divergene
∫
γ∗
LS
divγ(u
p)rdr on
γ∗LS whih is going to ontribute to the alulation of the ontat angle, as for
the term lLG. To estimate this term, we have to express
tDup and −→n .
We have
tDup =


∂upr
∂r
0
∂upr
∂z
0

 and −→n = ( 0
1
)
so
∫
γ∗
LS
divγ(u
p)rdr =
∫ f(0)
f(0)− 1
p
∂upr
∂r
(r, 0)rdr
Integrating by part, we nd∫
γ∗
LS
divγ(u
p)rdr = [rupr(r, 0)]
f(0)
f(0)− 1
p
−
∫ f(0)
f(0)− 1
p
upr(r, 0)dr
The seond term on the right side of this identity has a null limit as p tends
to +∞ beause upr is bounded by 1.
As upr(f(0), 0) =
1
e and u
p
r(f(0)−
1
p , 0) = 0, we have
[rupr(r, 0)]
f(0)
f(0)− 1
p
=
f(0)
e
and thus we onlude that
lim
p→+∞
∫
γ∗
LS
divγ(u
p)rdr =
f(0)
e
(26)
4.3.4 The term lel(ω
∗).up
From (11) and (13), we dedue
lel(ω
∗).up = −
δ
2
∫
ω∗
εupr |∇ϕ
ω∗ |2drdz −
δ
2
∫
ω∗
ε|∇ϕω
∗
|2div(up)rdrdz+
δ
2
∫
ω∗
ε < (tDup +Dup)∇ϕω
∗
;∇ϕω
∗
> rdrdz
These terms are ontaining the eletrostati ontributions in the derivative
of the energy.
For the rst term
∫
ω∗
εupr|∇ϕ
ω∗ |2drdz, we use the dominated onvergene's
theorem of Lebesgue. Indeed, we have
εuprχBp |∇ϕ
ω∗ |2 → 0 p.p., as p→ +∞
Moreover, we an nd a positive onstant M suh that
εuprχBp |∇ϕ
ω∗ |2 ≤Mr|∇ϕω
∗
|2
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As we know that ϕω
∗
∈ H1ν (ω
∗), we dedue that |∇ϕω
∗
|2 ∈ L1ν(ω
∗).
The dominated onvergene's theorem of Lebesgue allows us to laim that
lim
p→+∞
∫
ω∗
εupr |∇ϕ
ω∗ |2drdz = 0 (27)
The seond term
∫
ω∗
ε|∇ϕω
∗
|2div(up)rdrdz whih appears in lcap is more
fastidious to treat. It is neessary to ompare the behaviour of the two singular
terms in the viinity of A : div(up) and |∇ϕω
∗
|2.
We have an upper bound of the divergene of up given in (20). For |∇ϕω
∗
|2,
we an make preise the behaviour of its L2 norm in the viinity of the point A
in eah domain ω∗S and ω
∗
G.
We hoose to work with polar oordinates (ρ, θ) entered at A.
ωG
ωL
ωS
0 r
z
γLG
γeL
γeS
γeG
γ0
M
ρ
θ
A
ΘA
Adapting a theorem due to K.Lemrabet ([12℄) whih split the potential into a
regular part and a singular part in the viinity of the edge A, we obtain
Théorème 4.1 It exists a unique c ∈ R suh that for i ∈ {G,S} :
ϕω
∗
i − cSi ∈ H
2
ν (ω
∗
i )
with
SG(ρ, θ) =
εS
cos(λ(pi −ΘA))
ρλ sin(λ(θ − (pi − θA)))η(ρ, θ), θ ∈]0, pi −ΘA[
SS(ρ, θ) =
εG
cos(λpi)
ρλ sin(λ(θ + pi))η(ρ, θ), θ ∈]− pi, 0[
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where :
η is an innitely ontinuous funtion with a ompat support, suh that η ≡ 1
in a viinity of A and beomes zero outside of a ball entered on A.
λ is the unique solution in ]0, 1[ of the equation
εS tan(λ(pi −ΘA)) = −εG tan(λpi)
.
By the equation veried by λ, we have λ ∈]
1
2
, 1[.
We are now giving an upper bound of the L2ν norm of the modulus of the
gradient of ϕω
∗
i on ω
∗
i ∩ Bp denoted ||∇ϕ
ω∗
i ||
2
L2ν(ω
∗
i
∩Bp)
. By setting gi = ϕ
ω∗
i −
cSi ∈ H
2
ν (ω
∗
i ), we dedue
||∇ϕω
∗
i ||
2
L2ν(ω
∗
i
∩Bp)
≤ 2
[
||c∇Si||
2
L2ν(ω
∗
i
∩Bp)
+ ||∇gi||
2
L2ν(ω
∗
i
∩Bp)
]
It remains to nd an upper bound to the terms whih appear in the right hand
side of the inequality.
We hoose p˜ big enough suh that η/Bp˜ ≡ 1 and we onsider p ≥ p˜.
Calulating the expliit expression of ∇Si, we obtain the following upper
bound :
|∇Si|
2
≤ D∗ρ2(λ−1)
where D∗ is a onstant.
Then the upper bound of its L2ν norm in the viinity of the point A is
||∇Si||
2
L2(ω∗∩Bp)
≤ (f(0) +
1
p
)
∫
ω∗∩Bp
|∇Si(ρ, θ)|
2
ρdρdθ
≤ D∗(f(0) +
1
p
)
∫
Bp
ρ2λ−1dρdθ
= D∗(f(0) +
1
p
)
pi
λ
p−2λ
(28)
Using the Sobolev's injetion in three dimension and in axisymmetri ase
([17℄ p.27)
H1ν (ω
∗
i ) ⊂ L
5
ν(ω
∗
i )
we obtain an upper bound of ||∇gi||
2
L2ν(ω
∗
i
∩Bp)
by Hölder inequality :
∫
ω∗
i
∩Bp
|∇gi|
2dν =
∫
ω∗
i
χBp︸︷︷︸
L
5
3
ν (ω∗i )
|∇gi|
2︸ ︷︷ ︸
L
5
2
ν (ω∗i )
dν ≤ (f(0) +
1
p
) ||χBp ||L
5
3 (ω∗i )︸ ︷︷ ︸
mes(Bp)
3
5
||∇gi||
2
L5ν(ω
∗
i )︸ ︷︷ ︸
Ki
(29)
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From the two estimates (28) and (29), we dedue :
||∇ϕω
∗
i ||
2
L2ν(ω
∗
i
∩Bp)
≤ 2(f(0) +
1
p
)[D∗
pi
λ
p−2λ +Kimes(Bp)
3
5 ]
for i ∈ {S,G}
We an also write an estimation of the gradient norm of the potential on the
whole domain ω∗
||∇ϕω
∗
||2L2ν(ω∗∩Bp) ≤ 2(f(0) +
1
p
)
[
D∗
pi
λ
p−2λ +K∗mes(Bp)
3
5
]
(30)
where K∗ = KS +KG.
Now we are oming bak to the term
∫
ω∗
ε|∇ϕω
∗
|2div(up)rdrdz. For every
p ≥ p˜, we have∫
ω∗
ε|∇ϕω
∗
|2div(up)rdrdz ≤MDp
∫
ω∗∩Bp
|∇ϕω
∗
|2drdz︸ ︷︷ ︸
||∇ϕω∗ ||2
L2ν(ω
∗∩Bp)
par (20)
≤ 4MDp(f(0) +
1
p
)
[
D∗
pi
λ
p−2λ + C∗
pi
3
5
p
6
5
]
and as
−2λ+ 1 < 0,
we dedue that
lim
p→+∞
∫
ω∗
ε|∇ϕω
∗
|2div(up)rdrdz = 0 (31)
It remains to examine the term∫
ω∗
ε < (tDup +Dup)∇ϕω
∗
;∇ϕω
∗
> rdrdz
This term is of the same order as the previous term.
We have
tDup +Dup =
(
2
∂upr
∂r
∂upr
∂z
∂upr
∂z 0
)
.
Denoting ∇ϕω
∗
=
(
δr
δz
)
we obtain
< (tDup +Dup)∇ϕω
∗
;∇ϕω
∗
>= 2
∂upr
∂r
(δr)
2 + 2
∂upr
∂z
δrδz
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from what we dedue∣∣∣∣
∫
ω∗
ε <t Dup +Dup)∇ϕω
∗
;∇ϕω
∗
> rdrdz
∣∣∣∣ ≤ 2M
∫
ω∗∩Bp
(∣∣∣∣∂upr∂r (δr)2 + ∂u
p
r
∂z
δrδz
∣∣∣∣
)
rdrdz
≤ 2M
[∫
ω∗∩Bp
|
∂upr
∂r
||∇ϕω
∗
|2rdrdz +
1
2
∫
ω∗∩Bp
|
∂upr
∂z
||∇ϕω
∗
|2rdrdz
]
We have
∣∣∣∣∂upr∂r
∣∣∣∣ ≤ 2Cp,
∣∣∣∣∂upr∂z
∣∣∣∣ ≤ Dp and r ≤ f(0) + 1p
By an analogous reasoning, we an show that
lim
p→+∞
∫
ω∗
ε <t Dup +Dup)∇ϕω
∗
;∇ϕω
∗
> rdrdz = 0 (32)
4.3.5 Conlusion
In the same manner, we an prove that
lim
p→+∞
lcont(ω
∗).up = 0 (33)
From (22)-(27), (31)-(33), we dedue
lim
p→+∞
l(ω∗).up =
1
e
[−h(0) + µf(0)] (34)
4.4 Value of the wetting angle
At the minimum of energy ω∗, we verify :
∃λ∗ ∈ R suh that for all p big enough, l(ω∗).up = λ∗lcont(ω
∗).up.
So
lim
p→+∞
l(ω∗).up = λ∗ lim
p→+∞
lcont(ω
∗).up
From (34) we dedue that
h(0) = µf(0)
And so if f(0) 6= 0, we onlude :
µ =
f ′(0)√
1 + f ′2(0)
But we know that the right hand side is in fat the osine of the ontat
angle
cos(ΘA) = −µ
By the denition of µ and Young's angle, we dedue that the value of the
ontat angle for an optimal drop with an axisymmetri geometry is Young's
angle and this is valid for all values of potential applied.
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5 Numerial work in progress
We reall that a simple model onsists in onsidering that the system is a plane
apaitor. In this ase, the ontat angle is given by the relation :
cos(θ) = cos(θY ) +
εS
2eσLG
V 2
where e is the thikness of the insulator. It predits a total spreading of the
drop on the polymer. In fat we an admit that it gives a value of a marosopi
ontat angle.
We use two numerial approahes. The rst one is a marosopi one and
the seond one a loal one.
From the ode "Eletroap" developed by J.Monnier and P.ChowWing Bom
([15℄, [14℄), we introdue a treatment of the singularity of the potential. In order
to ompute the singularity of the potential we use the Singular Complement
Method as presented in [6℄.
This numerial approah gives same qualitative results as in [14℄ (whih
is without the treatment of the singularity). It shows a deviation from the
shape predited by the plane apaitor approximation : the ontat angle is
higher than predited by the plane apaitor approximation and the urvature
inreases sharply near the triple line. But the eet of the treatment of the
singularity seems to be deleted. Furthermore it doesn't show that the ontat
angle is onstant.
We present numerial results for given volume and physial parameters.
In Fig.1 we present the marosopi shape of the drop obtained for dierent
voltages.
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Figure 1: Left, Marosopi shape of the drop for a Young's angle of 90◦;Right,
Marosopi shape of the drop for a Young's angle of 60◦
A seond numerial work is also in progress. The global approximation
(using the treatment of the singularity) is used together with a loal model
(given by an ODE in the viinity of the ontat point).
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In Fig.2 are presented values of the ontat angle obtained by this numerial
approah. Values are ompared to the plane apaitor approximation.
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Figure 2: Left, Value of the ontat angle for a Young angle of 90◦; Right, Value
of the ontat angle for a young angle of 60◦
The numerial ontat angle appears to be onstant as theoretially pre-
dited in the last setion and proposed in [5℄. The numerial urvature appears
to explode near the ontat point. In Fig.3 we present the urvature value for
points of the drop at 500V for a Young's angle of 90◦. For other voltages and
values of Young's angle, the qualitative behaviour remains the same.
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Figure 3: Left, Value of the urvature for a Young angle of 90◦ at 500V; Right,
Value of the urvature for a Young angle of 60◦ at 500V
All this results are in aordane with the theory and experimental works
(see e.g.[3℄).
25
6 Conlusion
We have proved that the ontat angle in eletrowetting remains onstant for
all potential applied and it equals Young's angle. It is the result that has been
predited in [5℄. A numerial work is also in progress. Beause of the singularity
of the potential in the viinity of the ontat point, it uses a loal model near
the triple line. The ontat angle omputed appears to be onstant.
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