ABSTRACT Credit card fraud is a criminal offense. It causes severe damage to financial institutions and individuals. Therefore, the detection and prevention of fraudulent activities are critically important to financial institutions. Fraud detection and prevention are costly, time-consuming, and labor-intensive tasks. A number of significant research works have been dedicated to developing innovative solutions to detect different types of fraud. However, these solutions have been proved ineffective. According to Cifa, 33 305 cases of credit card identity fraud were reported between January and June in 2018. 1 Various weaknesses of existing solutions have been reported in the literature. Among them all, the imbalance classification is the most critical and well-known problem. Imbalance classification consists of having a small number of observations of the minority class compared with the majority in the data set. In this problem, the ratio fraud: legitimate is very small, which makes it extremely difficult for the classification algorithm to detect fraud cases. In this paper, we will conduct a rigorous experimental study with the solutions that tackle the imbalance classification problem. We explored these solutions along with the machine learning algorithms used for fraud detection. We identified their weaknesses and summarized the results that we obtained using a credit card fraud labeled dataset. According to this paper, imbalanced classification approaches are ineffective, especially when the data are highly imbalanced. This paper reveals that the existing approaches result in a large number of false alarms, which are costly to financial institutions. This may lead to inaccurate detection as well as increasing the occurrence of fraud cases.
I. INTRODUCTION
Fraud detection concerns a large number of financial institutions and banks as this crime costs them around $ 67 billion per year. There are different types of fraud: insurance fraud, credit card fraud, statement fraud, securities fraud etc. Of all of them, credit card fraud is the most common type. It is defined as an unauthorized use of a credit card account. It occurs when the cardholder and the card issuer are not aware that the card is being used by a third party.
The associate editor coordinating the review of this manuscript and approving it for publication was Mahmoud Barhamgi. 1 https://www.thesun.co.uk/money/7040706/33000-credit-card-fraudcases-reported-six-months/ The fraudsters can obtain goods without paying, or gain illegal access to funds from an account. Credit card fraud is classified into different types based on the nature of fraudulent activities. They are briefly introduced in the following:
• Simple theft (offline fraud): a stolen card is the most straightforward type of credit card fraud. It is also the fastest to be detected.
• Application fraud: when individuals obtain new credit cards using false personal information.
• Bankruptcy fraud: this consists in using a credit card while being insolvent, and purchasing goods knowing that they are not able to pay. This type can be prevented with credit scoring techniques.
• Internal fraud: when bank employees steal the card details to use it remotely.
• Counterfeit fraud / behavioral fraud / cardholder-notpresent fraud: when transactions are made remotely (mobile sales, online, etc.), the cardholder does not need to be present, only the details of a legitimate credit card are needed. The card's details can be obtained by skimming or shoulder surfing. The detection of this type of credit card fraud can take time, and needs sophisticated methods that catch the transactions patterns. In this paper, we focus on counterfeit fraud as it is far more challenging to detect, and the damage of this fraud is irrevocable.
A. PROBLEM DESCRIPTION
Several challenges of credit card fraud have been reported in the literature (e.g., [1] - [3] ). However, the class imbalance problem is one of the most critical challenges of all. This problem is defined as having an extremely imbalanced and highly skewed distribution of the data [4] . In other words, the ratio of fraudulent or criminal activities is considerably smaller than the legitimate and genuine ones. Figure 1 illustrates a class imbalance problem found in one of our experiments. In our experiment, the percentage of fraudulent transactions is 5.96%. Figure 1 shows an imbalance situation in our dataset according to two features. The red dots in the figure represent the fraud cases that have a much lower frequency than the other cases. Class imbalance promotes a huge challenge in detecting the characteristics of fraudulent activities and extracting fraud patterns. Due to the dominance of one class, most of the optimization steps (concerning accuracy) performed by the classification algorithm, aim to correctly classify the dominant class while ignoring the others. These minority observations like the fraud observations are the most critical to be classified correctly. If the classification algorithm is unable to detect fraud patterns, the illegal transactions are considered legal, thus causing severe financial damage to individuals and organizations.
Many research works have been dedicated to the imbalance classification problem. Several solutions have been proposed in a large body of literature (e.g., [5] - [7] ) which, to the best of our knowledge, are built on machine learning and data mining algorithms. However, class imbalance remained an unsolved issue [1] , [8] .
In this paper, we aim at identifying weaknesses of existing class imbalance approaches; more specifically, the machine learning methods. We conducted an experimental study with the state of the art technologies currently used in applications to tackle the imbalance classification problem. Our goal is to detect the issues that must be solved to product a highly efficient solution for the class imbalance problem.
B. OUR CONTRIBUTION
In this paper, we report a rigorous experimentation and compare the performance of solutions that deal with the imbalance classification problem. Also, we identify their weaknesses to help researchers target the right issues for tackling the problem in the real world. Given below is the list of our specific contributions in this paper:
• We compared 8 machine learning methods presented in the literature that are used for fraud detection and classification.
• We selected the most efficient methods according to three performance measures. Then, we compared them with class imbalance approaches applied to these same algorithms.
• We studied the added value of these methods by comparing the imbalanced classification approaches to the classic methods. This comparison helps understand the limitations of these approaches.
• We reported the results in detail and discussed the limitations of the solutions that we experimented in this paper. The remainder of the paper is organized as follows. In Section II, we reviewed literature related to credit card fraud and imbalanced classification. Section III provides a brief description of the eight machine learning methods used for credit card fraud detection and the imbalanced classification approaches. In Section IV, we provided a detailed description of our experimentation study, which include experimental design, results and discussion of the limitations of solutions that we found. Finally, we provided a conclusion and briefly explained future work.
II. RELATED WORK
In this section, we present works that revolve around credit card fraud detection. Also, we strongly focus on the research that addresses the class imbalance problem in fraud detection.
A. CREDIT CARD FRAUD DETECTION
Credit card datasets contain information about transactions like account number, type of card, kind of purchase, location and time of transaction, client's name, merchant code, size of transaction, etc. This information was used by several researchers as variables to determine whether the transaction VOLUME 7, 2019 is fraudulent or legitimate; or to detect outliers that merit investigation. Bolton and Hand [9] proposed two clustering techniques: peer group analysis and break-point analysis to detect behavioral fraud. Weston et al. [10] used peer group analysis on real credit card transaction data to find outliers and suspicious transactions. Duman and Ozcelik [11] used genetic algorithms combined with scatter search to minimize the number of wrongfully classified transactions. Ramakalyani and Umadevi [12] also applied genetic programming to detect fraudulent card transactions. Bentley et al. [13] presented a fuzzy darwinian detection model based on genetic programming to produce fuzzy logic rules.
Srivastava et al. [14] modeled the sequence of credit card transactions using a Hidden Markov Model (HMM) initially trained with the cardholder's normal behavior, and showed how the model can be used for the detection of frauds. Other studies were conducted by Esakkiraj and Chidambaram [15] and Mishra et al. [16] with the same purpose using HMM. Artificial immune systems were investigated by Brabazon et al. [17] and Wong et al. [18] for the detection of fraudulent transactions, imitating the immune system's ability to distinguish between self and non-self. Sánchez et al. [19] used association rules to extract knowledge about fraudulent and unlawful card transactions. Sahin et al. [20] proposed a cost-sensitive decision tree approach for fraud detection. Bahnsen et al. [21] proposed a cost sensitive approach based on Bayes minimum risk for credit card fraud detection. Pasarica [22] suggested the use of support vector machine classification with the Gaussian kernel function and found it to be the best approach for detecting the fraud patterns. In their study, Sahin and Duman [23] compared decision trees (using three algorithms CART, C5.0 and CHAID) and support vector machines (with linear, sigmoid, polynomial, and radial kernel functions) and showed that decision trees, especially CART algorithm outperforms support vector machine methods. Ganji and Mannem [24] proposed a data stream outlier detection algorithm based on reverse K-nearest neighbors for detecting fraud.
Several studies focused on neural network applications to credit card fraud detection, [25] - [27] . Other studies combined a neural network with other algorithms, Ogwueleka [28] used an artificial neural netwrok with a rule based component, while Patidar and Sharma [29] applied an artificial neural network tuned by genetic algorithms. Syeda et al. [30] introduced a fuzzy neural network on parallel machines with the purpose of speeding up rule production for customer-specific credit card fraud detection. Maes et al. [31] compared artificial neural networks and Bayesian belief network on real world financial data and showed that Bayesian belief networks detects 8% more fraudulent transactions than artificial neural networks. Whitrow et al. [32] introduced transaction aggregation and showed that it is effective. Also, they proved that random forest performs better than other methods such as support vector machine, logistic regression and K-nearest neighbors.
Bhattacharyya et al. [2] conducted a comparative study between logistic regression, support vector machine and random forest, they showed that random forest outperformed the two other methods. Subashini and Chitra [33] compared five models: decision trees (CART and C5.0), support vector machines with polynomial kernels, logistic regression and bayesian belief networks, and concluded that the CART algorithm performs better than other methods. In a recent study, Mahmoudi and Duman [34] proposed a modified Fisher discriminant function, using simple linear discriminant analysis for credit card detection for the first time, and modified it to be more sensitive to false negatives.
Hormozi et al. [35] presented a credit card fraud detection system by executing the negative selection algorithm (one of the artificial immune system algorithms) using the Hadoop and MapReduce paradigm. Quah and Sriganesh [36] developed a real-time credit card fraud detection model using self-organizing maps to distinguish fraud activities from normal behavior patterns. A hybridization of BLAST and SSAHA algorithms was used by Kundu et al. [37] as a profile analyzer and a deviation analyzer for credit card fraud. Sherly and Nedunchezhian [38] developed an adaptive credit card fraud detection system, using the Bootstrapped Optimistic Algorithm for Tree construction (BOAT). Minegishi and Niimi [39] introduced an online type of decision tree called Very Fast Decision Tree (VFDT) for the detection of fraudulent credit card use. Carcillo et al. [40] presented active learning strategies to label credit card fraud transactions. The authors investigated these strategies and studied their performance and detection accuracies.
B. CLASS IMBALANCE FRAUD CLASSIFICATION
In classification problems, class imbalance is defined as having the majority of observations from one class, which makes it challenging for the classifier to detect the minority group. Many researchers studied class imbalance problem classification and presented solutions. According to Krawczyk [41] , the skewed class distribution can be tackled in different ways. The straightforward way is on data-level, like over-or undersampling that is used to balance the classes before applying any classification algorithm. Another way is an algorithmlevel approach, like cost-sensitive models, that aims to give a higher cost to the minority class; or one-class classification methods, when the training is performed using only the minority class.
Kamaruddin and Ravi [42] proposed a one-class classification approach to solve the imbalance problem. They proposed a hybrid system of Particle Swarm Optimization and AutoAssociative Neural Network (PSOAANN), and implemented it in a Spark computational framework. Wei et al. [43] presented an online fraud detection system and proved its efficiency in large volumes of extremely imbalanced data. Their approach includes three algorithms, contrast pattern mining, neural network and decision forest, where their results are all combined at the end. Padmaja et al. [4] introduced a fraud detection method that combines backpropagation, naive Bayes and C4.5 tree algorithms. They applied these algorithms to data that are derived from oversampling with replacement. The authors proved the efficiency of their approach using a healthcare insurance fraud data set.
Padmaja et al. [44] focused on the class imbalance issue in fraud detection, by eliminating extreme outliers from the minority class using K reverse nearest neighbor. Then, a combination of oversampling minority class (SMOTE) and undersampling majority class was carried out. The authors conducted experiments based on multiple classifiers like C4.5, naive Bayes, k-nearest neighbor and Radial Basis Function networks. Chan et al. [45] introduced a method for tackling several issues in fraud detection including skewed data distribution. They proposed combining multiple learned fraud detectors under a cost model.
III. CLASSIFICATION ALGORITHMS FOR CREDIT CARD FRAUD DETECTION
Various solutions have been used to solve the class imbalance problem. These solutions are briefly discussed in this section. However, before discussing class imbalance solutions, we summarize the classification algorithms that are typically used for credit card fraud detection. It is worth noting that a classification algorithm is an important component and is commonly used in class imbalance solutions. To be more explicit, a class imbalance solution is implemented through a classification algorithm that handles the minority group.
A. MACHINE LEARNING CLASSIFICATION ALGORITHMS
In this section, we briefly describe the machine learning algorithms used for credit card fraud detection that we subsequently evaluated and compared.
1) C5.0 ALGORITHM
C5.0 is one of the most common decision tree algorithms. It is an advanced version of the C4.5 algorithm [46] . Both C4.5 and C5.0 use cross entropy (information statistics and information gain) instead of the Gini index when evaluating the splits. A split is a ''variable < (or >) value'' rule that is used to divide a certain node into two daughter nodes. These splits are evaluated to find the one that best discriminates the target variable. While using C5.0, this evaluation was carried out by calculating the information gain after each split. The greater the information gain, the better the result. The information gain is calculated as follows:
where N 1 , N 0 and N are, respectively, the frequency of fraud, the frequency of legitimate transactions, and the total number of observations in the parent node. info(after the split) is the sum of the info for the two resulting nodes: greater than split and less than split, each multiplied by n i N , where n i is the number of observations in the node.
2) SUPPORT VECTOR MACHINE (SVM)
SVM is a classification tool that aims at finding the hyperplane that separates data points in two classes optimally [47] . Formally, a given training vector x i in R n , i = 1, . . . , l, n is the number of exploratory variables, and l is the number of observations in the train set. y ∈ R l taking the values of 1 and −1. The binary classification is done by solving the following optimization problem.
The hyperplane equation is defined as: w T (x i ) + b, where w is a vector of weights, (x i ) maps x i into a higherdimensional space. Slack variables ζ i are added, to allow for some errors or miscalculations, in case these points are not linearly separable. C is a cost parameter > 0 associated with these errors. The aim of minimizing 1 2 ||w|| 2 is to maximize the distance between the two margins that is equal to 2 ||w|| 2 in order to find the hyperplane that best separates the two classes.
a: ARTIFICIAL NEURAL NETWORK (ANN)
ANN is a connection of multiple neurons or nodes [48] . The multilayer feed-forward perceptron is made up of several layers: an input, one or more hidden layers and an output layer. The first layer contains the input nodes representing the exploratory variables. These inputs are multiplied with a specific weights and transferred to each of the hidden layer's nodes where they are added together with a certain bias. An activation function is then applied to this summation to produce the output of the neuron, which will be transferred to the next layer. Finally, the output layer provides the algorithm's response. The weights used are first set randomly, then using the training set these weights are adjusted to minimize the error, using specific algorithms like backpropagation.
3) NAÏVE BAYES (NB)
Naïve Bayes uses the Bayes conditional probability rule for classification [48] . This method consists in finding a class to the new observation that maximizes its probability given the values of the variables. Our objective is to find the value of Y that maximizes P(Y /X 1 , X 2 , . . . , X n ). Using the Bayes theorem:
This can be easily estimated VOLUME 7, 2019 from the historical data, assuming class-conditional independence among variables:
This assumption is not always satisfied. Another limitation of this method is the democratization of continuous variables. This means that some information may be lost, or that these variables are assumed to be approximately normally distributed which may not be true.
4) BAYESIAN BELIEF NETWORK (BBN)
Bayesian Belief Networks are graphical models for probabilistic relationships between a set of variables. They were developed to relax the independence assumption in Naïve Bayes and allow for dependencies among variables [48] . Variables are represented as nodes, while conditional dependencies between variables are represented as arcs between nodes. Each node is linked to a conditional probability table that generates probabilities of the node's variable conditionally to the values of the parent's node. The computational workflow of BBN is as follows:
• The first step is to find a structure for the network: this may be constructed by human experts or inferred from the data using specific algorithms.
• Once this topology is found, training the network is straightforward using the historical data as in Naïve Bayes. Note that the continuous variables are either discretized or assumed normally distributed. Also, in BBN, it is assumed that each node is independent of its non descendants given its parents in the graph. This is known as the Markov condition.
5) LOGISTIC REGRESSION (LR)
Logistic Regression is a type of generalized linear model [46] . Simple linear regression is not suitable when the variable to be predicted is binary. The vector α = (α 0 , α 1 , α 2 , . . . , α n ) represents the coefficients, X = (1, X 1 , X 2 , . . . , X n ) the exploratory variables, and the model's error. The linear model is defined as follows:
In logistics regression, a logit link function g over [0, 1] in R is introduced, to force the linear combination of the variables to take values between 0 and 1: g(p) = X α, where p is the probability of fraud risk that we are estimating. The logit function is defined as:
KNN consists of the K nearest points to the one that we aim to predict [48] . A specific norm is used to measure the distance between points. The new observation is assigned the class with the majority of the K nearest points. The norm usually used to measure the distance between two observations p and q (an observation is ∈ R n ) is the euclidean distance given by:
6) ARTIFICIAL IMMUNE SYSTEMS (AIS)
Artificial Immune Systems are concerned with extracting the role of the immune system to create computational and predictive systems. One of the most common algorithms is the Negative Selection Algorithm (NSA). The negative selection is carried out in two phase: detector set generation and classification [35] .
In AIS, random observations are generated and compared to the observations in the self set (i.e. legitimate cases). If these random observations match a self observation, then they are rejected. Otherwise, they are considered to be fraud detectors and form the detector set. However, in the classification phase, if a new observation matches at least one detector, it is classified as a fraud. Matching is measured using the euclidean distance and a specific threshold. The huge amount of time it takes to find the detector set is a disadvantage of this method, particularly when using a high threshold or big data.
B. IMBALANCED CLASSIFICATION
Two techniques are employed in imbalanced classification approaches. The first technique is employed on data as a prepossessing step to balance classes, like oversampling, undersampling, etc. The second technique is used within the classification algorithm like Cost-Sensitive (CS) approaches or One-Class Classification (OCC).
1) RANDOM OVERSAMPLING (RO)
Random Oversampling is used to balance classes by simply replicating observations as needed until the balance between classes is reached. Our aim is to modify the behavior of the classification model to concentrate on both minority class (fraud) and majority class (legitimate) equally.
2) ONE-CLASS CLASSIFICATION (OCC)
This approach uses only one class of the data (usually the minority class) and learns its characteristics. In our case, the classification takes place in the testing phase. After training the algorithm with one class, it should be able to determine whether a certain transaction belongs to the minority class or not.
• One-Class Classification SVM: The aim of this approach is to find a ''small'' region capturing most of the training data points. This is achieved by estimating a function f taking the value 1 if a point is in this region and −1 elsewhere [49] .
-First, points are mapped using a mapping function from the variables space to a higher dimensional space F. -Then, these points are separated from the origin with a maximum margin using a hyperplane of equation:
Our objective is to maximize the margin that is equal to ρ ||w|| . The optimization problem is then:
where w is a weight vector and ρ is an offset parameter for the hyperplane in space F.
• Auto Associative Neural Network (AANN): The Auto Associative Neural Network is typically used as an approach for ANN, using unlabeled or one-class data [42] . It is an ANN with a specific architecture, with the same number of nodes in the input and output layers. The AANN is trained using only the exploratory variables of the fraud class. Then, the average error of the training phase is calculated and used as a threshold for classification. If the average error of the estimation of a new observation is greater than this threshold, then it belongs to the majority class.
3) COST-SENSITIVE MODELS (CS)
The basic idea behind Cost Sensitive models is to assign higher weight to the minority class. It is equivalent to specifying a higher cost to wrongly classify a fraud case.
• Cost Sensitive C5.0: Assigning costs to the decision tree is different for each algorithm. When using the CART algorithm, the costs are added to the Gini index at data split. For C5.0, costs are implemented in the decision boundaries, not in the training algorithm [46] . Therefore, the revised decision boundary for classifying an observation in class 1 is:
where π i is the prior probability of an observation to be in class i. p i and C j/i are, respectively, the estimators of the probability of an observation to be classified in class i and the cost of wrongly classifying an observation of class i as j.
• Cost Sensitive SVM: Cost Sensitive SVM is computed by assigning weights to each class. In Cost Sensitive SVM, two parameters C + and C − are added [47] instead of having just one cost parameter C like the one in SVM (section III-A.2). The optimization problem is then written as follows:
IV. EXPERIMENTAL STUDY
In this section, we report our experimental study that we performed with selected machine learning algorithms and imbalance classification approaches. First, we provide a detailed description of the design of experiments followed by the results and a discussion. Finally, we discuss some critical shortcomings we discovered in our experiments.
A. DESIGN OF EXPERIMENTS
This section briefly presents the workflow of our experiments, the dataset used, the selection of target variables and performance measure.
1) WORKFLOW OF EXPERIMENTS
Our experimental study is organized as follows. The experiments are presented and discussed in two phases. In the first phase, eight classification methods (discussed earlier in Section III-A) are compared. The comparison was carried out with respect to three parameters including the following: accuracy, sensitivity, and the Area Under Precision-Recall Curve (AUPRC). This comparison results in selecting the most suitable algorithms including the following: C5.0, SVM and ANN. In the second phase, the selected algorithms are used in comparing selected imbalance classification approaches such as Random Oversampling, One-Class Classification and Cost Sensitive. The C5.0 decision tree algorithm is used in the credit card fraud dataset, and compared to C5.0 with Random Oversampling and C5.0 with Cost Sensitive tree. Then, the SVM is used as a binary classification tool, and compared to the One-Class Classification SVM and Cost Sensitive SVM. Also, the ANN is applied and compared to the Auto-Associative Neural Network.
2) DATASET AND VARIABLE SELECTION
The dataset used in our experiment contains credit card fraud labeled data. 2 It contains ten million credit card transactions described by 8 variables listed here:
• custID is an auto increasing integer value that represents the customer ID. This variable is removed later as it has no relevance for detecting fraud.
• gender represents the customer's gender.
• state represents the state in which the customer lives in the United States.
• cardholder is the number of cards that the customer holds (maximum 2).
• balance indicates the balance on the credit card in USD.
• numTrans is a discrete variable that represents the number of transactions made to date.
• numIntTrans is a discrete variable representing the number of international transactions made to date.
• creditLine: denotes the customer's credit limit.
• fraudRisk: the binary target variable, taking the values 0 denoting legitimate transaction, and 1 denoting fraudulent transaction. Statistical characteristics of the numerical variables are shown in Table 1 . In the data set, gender's frequencies are, respectively, 6,178,231 male (61.7%) and 3,821,769 female (38.3%). Moreover, 596,014 (5.96%) are fraud cases and 9,403,986 (94.04%) are legitimate. These data demonstrate the extreme imbalance problem with 5.96% fraud cases. Data are divided into train set (70%) to create the models, and a test set (30%) to study their performance. Furthermore, we used a smaller dataset that is 2% of the original dataset. We maintained the same imbalance ratio and number of transactions (i.e., 199999 transactions). We processed the dataset and evaluate the performance of the selected methods. Also, a much smaller dataset containing only 1000 transactions is used exceptionally for the NSA algorithm. We chose a small number of transactions since the NSA algorithm is computationally expensive (we will discuss more in detail). The methods mentioned in the Section III-A are compared using the same reduced data. All the variables mentioned earlier except the fraudRisk are used as exploratory variables. The variable fraudRisk is the output (response) variable.
3) SELECTION OF PERFORMANCE MEASURES
Typically, ''accuracy'' is the most common parameter for measuring the performance in a classification problem. However, in our case accuracy is not adequate because we are tackling imbalance classification. The Accuracy alone as a measure of performance may distort the result of fraudulent transactions (we provide more details later in this section). Therefore, we selected other performance measures and provide details of our selection process.
The fraud percentage in our experiment is 5.96% of fraud cases and 94.04% of legitimate cases, which means that a classification's accuracy rate of less than 94% is not acceptable. Fraud detection may not be achievable by gaining a high accuracy rate. To the best of our knowledge, sensitivity, which is the correctly classified observations of the minority class, is critically important for measuring the performance. Therefore, we select sensitivity to compute performance along with accuracy.
To calculate these measures, a confusion in matrix (Table 2) is evaluated using the test set. The sensitivity also known as recall or True Positive Rate (TPR) is the proportion of positives correctly classified as positives:
Recall = TP total number of actual fraud observations
The Receiver Operating Characteristic (ROC) curve is a well-known measure of performance and normally used for classifiers. It is essentially a graphical plot that presents the diagnostic ability of a binary classifier system as its discrimination threshold is varied. 3 It is created by plotting the TPR over the False Positive Rate (FPR). However, in imbalanced classification, this curve can mask poor performance. Thus, we singled out this measure. To the best of our understanding, the Precision-Recall (PR) curve is relatively a better measure because it is more sensitive to the class imbalance than the ROC curve [50] . This curve is defined by plotting precision rate over recall rate. The use of precision instead of FPR, used with ROC curve, allows to capture the effect of large negative samples on the algorithm's performance. The precision represents the fraction of examples classified as positive that are truly positive observations. These two measures are defined as:
number of actual legitimate cases
In the PR plot, the model quality is determined by the proximity of the curve to the upper-right-hand corner. This can be measured with the Area within the PR Curve (AUPRC).
It is worth noting that each of these three performance measures (accuracy, sensitivity and AUPRC) are interpreted differently. Also, none of these methods can be used alone to confirm the competitive quality of the algorithms that we experimented in this paper.
4) SYSTEM SPECIFICATION
We used a simple physical node for our experiment. Given below is the specification of our experiment environment.
• Operating System: Windows 10 • System Type: 64 bit In this section, we discuss the results of our experiments. We conducted experiments with all eight machine learning classification algorithms described in Section III-A. The result of this experiment is summarized in Table 3 . According to the results we found, for all algorithms the accuracies are higher than 90% with different sensitivity and AUPRC values. However, based on our study with the results, we concluded that of all these algorithms, C5.0 algorithm, SVM and ANN are the most eligible ones to be used in evaluating the performance of the imbalance classification approaches described in Section III-B. The reason is two-fold: (i) comparing the results produced by the other algorithms, C5.0, SVM, and ANN produced balanced and the most reasonable outcomes in all three measures (Accuracy, Sensitivity, and AURPC); and (ii) these three algorithms are not constrained by mathematical or statistical assumptions. In the following, we provide more details about our experiments and selection of algorithms. NB and NSA have the highest sensitivities, yet the sensitivity is obtained with increasing a number of false alarms (accuracy less than 94%). Moreover, one of the major limitations of NB is the Conditional Independence (CI) assumption, which is violated in our case according to the CI test that uses mutual information. Table 4 shows p-values of this test for all variables. All p-values smaller than 0.05 are considered as significant, and the assumption is not satisfied, for example balance and creditLine.
The experiments with BBN produced the lowest sensitivity (15%) and the highest AUPRC (0.64) -which is promising. In this case we concluded that the different threshold of class probabilities may produce better results. However, BBN needs normality assumption for the continuous variables, which is not always satisfied. The BBN layout is shown in Figure 2 . This structure was implemented based on expert knowledge. The algorithms commonly used to find the BBN layout yielded non-logical results, such as the node fraud being orphan, or a parent node, or being only dependent on variables such as gender, state or cardholder.
In our experiment with KNN, data are first normalized using the min-max scale. The normalization is important especially when the variables are in diverse scales and ranges. Otherwise, the algorithm will be biased towards variables with larger scales [48] . For example in our case, the bias will be towards the variable ''balance'', whereas it may not be the most important variable. The euclidean distance is used, and five nearest neighbors are considered in the classification. The simplicity of this method does not allow for efficient results as shown in Table 3 . We obtained the lowest AUPRC using this method.
We found that the results of the LR algorithm are the best of all. First, the multi-collinearity test was carried out using Variance Inflation Factors (VIF) to make sure that no variable can be written as a linear model in terms of the others. The highest AUPRC was achieved using this method, indicating the best sensitivity with a high accuracy.
The NSA algorithm is a variant of the AIS (Artificial Immune System). In our experiment with NSA, selecting thresholds for the euclidean distance was challenging. After investigating several thresholds, it was set to 100. This method generated a relatively good sensitivity rate but with the lowest accuracy and AUPRC. It is worth noting that, unlike all other methods, a smaller dataset was used to train this algorithm (1000 transactions), while keeping the same imbalance ratio. The reason behind using a small dataset is that the computation cost for large datasets is high; VOLUME 7, 2019 a high-performance system is required to conduct experiments with NSA on larger dataset. The system we used for our experiments was rather a simple system and hence not able to handle high computation costs. Besides, multiple parameters affect the accuracy of this model, such as the threshold and the size of the detector set. We found a set of 2000 detectors; yet a bigger set is needed to achieve better results that would increase training time and computation cost significantly. Figure 3 presents different PR curves for the methods singled out for our experiments with imbalance classification approaches. According to the results of AUPRC shown in Table 3 , LR is the best method. Yet, LR was not chosen because LR needs assumptions and conditions for variableswhich is not feasible in our case. The other methods, KNN and NSA, resulted in either low sensitivity, or low accuracy due to high sensitivity, which leads to the low AUPRC. After selecting C5.0, SVM and ANN algorithms, we studied the performance of the imbalance approaches and their improvements to these methods. We begin with the C5.0 algorithm. The confusion matrices of the C5.0 methods are as follows:
In the experiment with random oversampling, we replicated each observation on average 15 times due to the ratio of imbalance.
For the cost sensitive approach, the two new parameters that are added, C + and C − , are equal to 3 and 1 respectively. In other words, the cost of wrongly classifying a fraud is considered three times the cost of wrongly classifying a legitimate transaction. The trees are too complex to be visualized (145 leaves for C5.0, 5020 leaves for RO C5.0, and 581 for CS C5.0). According to the tree's algorithm, the most important variables contributing to the discrimination are balance, creditLine, numTrans and numIntTrans.
In the case of SVM, like the CS C5.0 the parameters are considered 1 denotes not fraud class and 3 denotes fraud. For OCC, in the training set only the fraud class is used. For the test set, the observations of both classes are used to evaluate this approach.
In the experiment with ANN (shown in Figure 4 ) the network is composed of an input layer (7 nodes), one hidden layer (3 nodes) and an output layer. The activation function used is the sigmoid activation function. The algorithm used to adjust weights is the Resilient back propagation algorithm (Rprop). Figure 5 shows the network generated by AANN. It is composed of an input layer and an output layer with 7 nodes, and of 3 hidden layers with 2, 1 and 2 nodes respectively.
In the experiment with AANN, only the fraud cases are used to train the network. The Mean Absolute Error (MAE) is calculated as an average error and used as a threshold in the testing phase. For each observation, having a MAE higher than the training's MAE is considered a fraud. Table 5 shows the accuracy, the sensitivity and the AUPRC of the methods employed for imbalanced classification. These curves are shown in the following Figures 6, 7 and 8 . Note that the PR curves could not be plotted for CS C5.0, as the final class prediction for a sample according to the equation presented in Section III-B.3, is a function of the class probability and the cost structure, and not just of the class probability [46] . Also, the class probabilities for one-class classification SVM are not supported yet. Table 5 shows that the accuracy for all methods is higher than 94% with different sensitivity levels, except for the OCC approaches (for SVM and ANN). According to AUPRC, VOLUME 7, 2019 the original methods (C5.0, SVM and ANN) are better than those using imbalanced classification approaches.
According to AUPRC, even LR performs better. Table 5 shows that while the imbalanced classification approaches increase the sensitivity, accuracy decreases. It is important for all the models that the CS approach improves performance. However, the OCC approach severely affects the algorithm in terms of accuracy and sensitivity. We believe that the reason behind this decrease in performance is overfitting of data since the OCC approaches are built using the fraud observations only.
C. SHORTCOMINGS OF EXISTING METHODS
In this experimental study, we discovered several shortcomings of existing methods. We found that the approaches designed specifically to tackle the imbalance problem are not adequately effective. While these approaches improve sensitivity, this improvement leads to an increase in the number of false alarm and thus also to a drop in accuracy and AUPRC. Practically speaking, this can be costly for the financial institution just the same way a fraud event costs. Even a minimal deterioration of accuracy, say 1% hides a large misclassification rate of the majority group.
The problem is summarized as follows: using imbalanced classification approaches, the number of false alarms generated is higher than the number of frauds that are detected.
The results of this experimental study greatly motivated us to explore the other methods that focus on detecting the hidden patterns of fraud, with minimum misclassification.
V. CONCLUSION AND FURTHER WORK
Fraud is a critical concern for business organizations as well as individuals. Different types of fraudulent activities cost billions of dollars every year. Of all types, credit card fraud is the most common and costly one which has raised huge concern globally. Detecting credit card fraud is enormously challenging. Several problems make it hard to find solutions for fraud detection, among which the class imbalance problem is one of the major ones. Several solutions have been proposed to deal with this problem. In this paper, we studied these solutions.
We compared the performance of eight machine learning methods applied to credit card fraud detection and to identify their weaknesses. More precisely, we compared the imbalanced classification approaches and studied how effective they are in the case of extreme imbalance. We found that the LR, C5.0 decision tree algorithm, SVM and ANN are the best methods according to the 3 considered performance measures (Accuracy, Sensitivity and AUPRC). We used C5.0, SVM and ANN, taking into account that the other models assumptions and conditions are not easy to meet. Our experimental study revealed that the approaches normally used to solve imbalance problems may have unpleasant consequences when the imbalance is extreme, such as generating a significant number of false positives. Even though these techniques improve the classifier's performance, significant fraud cases continue to go undetected. Also, our study showed that considering just one performance measure for imbalanced learning is misleading.
We encountered a few problems during the study which need further investigation. The first is finding an optimized BBN structure. On the other hand, the time consumption of the NSA training phase is difficult to deal with. Moreover, finding optimized parameters such as the costs for CS approaches, k for the KNN, and thresholds used for AANN and NSA, is not straightforward.
Several works are lined up that will be carried out in the next step of this experimental study. We will develop a model for the class imbalance problem to find a trade-off between sensitivity and accuracy. We will develop a Big Data driven ecosystem and test our model with massive scale data. Size of the data was an obvious limitation of our study as we could not conduct our study on large amounts of data. Therefore, we plan to develop a scalable environment using Big Data technology.
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