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ABSTRACT 
A general system of one dimensional overland flow equations, 
with provision for laminar or turbulent flows, mildly irregular 
surfaces, lateral inflows and steep slopes is derived. The failure 
of existing solution theory to predict the reli~bility of a 
difference solution of such equations is traced to inadequacies in 
the treatment .of non-homogeneous terms. A new approach to Fourier 
series stability analysis based on linearising variations in the 
non-homogeneous terms rather than neglecting them is developed, and 
this resolves the apparent discrepancy between the predictions of 
numerical analysis and the actual behaviour of numerical solutions. 
Stability properties deduced by this analysis include known physical 
flow stability criteria. A difference scheme proposed by Courant, 
Isaacson and Rees is modified to a semi-explicit form, rectifying 
its stability defects. This Semi-Explicit ~cheme is shown to 
possess advantages over characteristic, implicit and explicit 
schemes, and a method is given for choosing efficient, stable time 
steps for numerical solutions. 
The value of simplified solutions in special cases is 
illustrated by the successful prediction, by diffusion methods, 
of the properties of an artificially produced flood in a large 
river. 
PREFACE 
Any synthesis which is aimed at predicting certain features 
of a physical system, such as an overland flow, from other properties 
of that system, can be divided into four interdependent stages -
analysis, measurement, solution and applicatione This thesis 
covers research conceived as part of a project investigating the 
interrelationship of these four stages with the final aim of 
establishing the validity of numerical simulation of overland flow 
by direct comparison between computed numerical solutions and 
experimental results from a simple laboratory catchment, Thus 
although this thesis is principally concerned with the analysis 
and solution stages which deal with an idealised representation of 
the actual system, an important consideration has been the effects 
of inconsistencies between measured physical properties and their 
idealised form, for instance 9 the inconsistency between the actual 
bed geometry of a natural channel and a single number representing 
11bed slope 11 o These effects can be minimised by simulating the 
overland flow system as comprehensively as possible, and every 
effort has therefore been made to restrict mathematically convenient 
simplifying assumptiorts to those essential to the argument. 
The project investigating all stages of the synthesis 
proved to be too ambitious because current solution theory proved 
to be less adequate than a superficial survey of the literature to 
1966 had suggested; in particular none of the contemporary methods 
of investigating stability seemed to take account of the obvious 
iv 
instabilities discussed in Section 4.2. 
V 
Extended Fourier series 
stability analysis was then developed, essentially in the form 
presented in Chapters 5 and 6. This work was reported to the 
University of Canterbury in March 1968, which is the reason why 
the recent valuable stability analyses given by Vreugdenhil (1968) 
and Liggett and Woolhiser (1968) are not incorporated in the 
presentation to the extent which they perhaps deserve. 
Despite the delays to the original project resulting 
from the time spent on stability analysis methods, the partly 
completed experimental programme was continued in an attempt to 
fulfil the original aim of comparing numerical solutions and 
experimental results, but such comparisons proved to be too complex 
to permit adequate treatment in the time remaining. It was 
therefore decided to concentrate on the development of the Semi-
Explicit difference scheme and to postpone further analysis of the 
experimental results until after the completion of this thesis. 
Thus it is hoped to make more adeque.te use of the contribution to 
the project by the technical staff of the Fluid Mechanics laboratory 9 
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LIS,T OF SYMBOLS 
It has not been possible to avoid repeated use of many 
symbols fox different purposes because of the volume of algebraic 
manipulation in this thesis, but each symbol is defined where it 
first appears with a new meaning, and different uses of the same 
symbol are separated as widely as possible. As p,oted in 
Section 2.2, the subscripts t, s, x or y define partial derivatives, 
while any other subscript simply distinguishes between similar 
variables. An asterisk* as a superscript refers to a footnote 
A' superior asterisk 
* (e.g. u) denotes a Fourier transform as defined in Appendix A, 
0 
while a superior stop (e.g. V) denotes a small variation quantity. 
Vertical enclosing lines denote the determinant of a matrix in 
Chapter 3, but elsewhere (see Section 5.7) they denote the modulus 
of a scalar. 
Section 5,,6. 
The transformation symbol=:> is defined in 
Any superscript o, 1, ••••• b 9 b+1, ••••• refers 
to the value of the variable at time (O, 1, •••• b, b+1, •••• )~t 
and if an associated subscript a-1, a, a+1 appears the variable 
is also evaluated at the point (a-1, a, a+1)6s. All subscripts 
not involving t, s, x, y or a.6~, and all superscripts not involving 
























Cross-sectional area of flow, Figure 2-1 
Projected cross-sectional areas, Figure 2-2(b) 
"Distance" subscript explained above, introduced in 
Appendix A 
Flow width at surface, introduced in Section 2.8 
Barometric pressure, Section 2.3 
"Time level" subscript introduced in Appendix A 
Constant in turbulent friction slope, defined in 
(2-39) or (2-41) 
Constants of integration, Section 2o9 
Constant, Appendix A 
Criterion Ratio defined by (7-30) 
Wave celerity in Part II, defined in (3-14) 
Wave 11speed 11 in Part III, defined in (8-4) 
Fitted wave "speed", Section 9.4 
Mean value of cb, defined in (4-8) 
a 
xiii 
Generalised constant in friction slope formula (2-53) 
Difference coefficient, defined in (A-9) 
Difference coefficient, defined in (7=11) 
Difference coefficient, defined in (7=10) 
Difference coefficient, defined in (A-8) 
Differential operator 
Mesh refinement ratio, Section 3.5 
Simple channel coefficient, defined in (2-37) 
Coefficients of yo, 1 , 2 ••• in area/depth polynomial (3-3) 
Depth of channel axis, Figure 2-1 
The exponential number, 2.71828 •• except in Chapter 2 
Froude Number in Part II, defined in (3-18) 
A function defined in (8-10) 
Input function, Appendix F 
F 
C 
Functions in Section 802 
"c factor" in Section 805 
Local shear force, introduced in (2-7) 
Sum of Ff 
11K factor" in Section 8.5 
FR Local normal force, introduced in (2-7) 
FR* Sum of FR 
F Local weight force, introduced in (2-7) 
w 
f Section ordinate, Figure 2-1 
Variable, introduced in (8-8) 
0 
f(s) Any locally constant variation quantity, 
introduced in Section 5o5 
f Solution functions, Appendix F 
1 ,2 ••• 
G Variable, defined in (3-16) 
Dimensionless channel parameter, defined in (F-13) 
G 4 Coefficients representing flow properties, 1 , 2 ,3, defined in (6=7) to (6-10) 
G 
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oooo in Table 9-1 t 'I t25 0. 
g Acceleration of gravity, Section 2o1 
H Horizontal axis, Figure 2=1 
Shape parameter in Part II, defined in (3-2) 
Dimensionless channel parameter, defined in (F-14) 
Value of H associated with t50' Section 8.5 
Value of H associated with t p' equation (8-23) 
Value of H associated with t t p1' p2 
xiv 
Piezometric head above a horizontal datum, Figure 2-3 
Coefficient in Appendix C, defined in (C-3) 
Initial hydraulic head, Section 9.4 
Signifies independent relationship with some of 
s,t,V,A,R,y in Chapter 2 












1 ,2 ,3 
a 
Real coefficients of imaginary terms, Appendix B 
Velocity profile parameter, defined in (2-21) 
'\1-1, Appendix A, Part II 
Coefficient, Section 2o3 
Diffusion coefficient, equation (F-2) 
Used for condensing algebra in Appendix B. 
Defined in (B-13) and (B-16) 
Slope exponent in (2-54) 
Diffusion coefficient defined in (8-5) or (F-2) 
Fitted diffusion coefficient, Section 9o4 
Constants, equation (4-10) 
Limits on a,b in Appendix A 
Coefficients of quadratic, defined in (7-23) to 
(7-25) 
Dimensionless cross-sectional geometry parameter, 
defined in (2=35) 
Dimensionless cross-sectional geometry parameter, 
defined in (2-36) 
Limit 0(1/10) 9 Appendix C 
xv 
Coefficient representing flow properties, defined in 
(6-59) 
Special case of above (except for a factor of 2), 
defined in (4=37) 
Coefficient representing flow properties, defined in 
(6-60) 
Special case of above (except for a factor of 2), 
defined in (4-37) 
Constant in (2=41) 
Matrices in Section 5o7 
Amplification matrix, introduced in (A-13) 
Hydraulic radius exponent in (2-54) 
Typical term in the series in (C-3) 
Normal axis, Figure 2-1, also dimension along normal 
axis, Section 2o9 














5 ,50o o 
Manning's n, defined in (2-41) 
Number of operations, Appendix A 
Typical term in the series in (C-2) 
Real constants in Section 5.9 
Wetted perimeter, defined in Section 208 
Point label, Section 3.4, Appendix A 
Point label, Section 3.4 
Coefficients defined in (6-94), (6-95), (6-96) 
Coefficients used in Section 6.12 to relate 
P2 and P3 
Local lateral inflow, Figure 2-1 
Fourier series parameter introduced in (A-12) 
Convenient substitution defined in Section 7.4 
Percentage change in stage, defined in (8-22) 
Given percentage changes in stage, introduced in 
Section 8.4 
Channel discharge, Figure 2=1 
Lateral flow to channel per unit length, 
introduced in Section 2.2 
Hydraulic radius defined in (2=31) 
Coefficients of real terms, Appendix B 
Horizontal length of isotach, Figure 2-5(a) 
Ratio ~t/~s in Part II 9 Appendix A 
Friction slope, defined in (2-13) and 
evaluated in (2=53) 
Distance along the channel axis, introduced 
in Section 2.1 
Downstream boundary point in Appendix F 
Wind shear in Section 2.9 
Time of solution, introduced in Appendix A 
Time ordinate, introduced in Section 2.1 
Time elapsed until 5%,50% ••• change. 




















Initial time in Section 3.4 
Time elapsed until p%,p1% ••• change. 
Introduced in Section 8.4 
Average relative velocity of lateral flow, 
defined in (2-10) 
s component of local lateral flow velocity, 
Figure 2-1 
Vector in Appendix A 
Mean velocity defined in Section 2.3 
Measured velocities, Section 3.2 
b Mean value of V , used in Section 4.2 
a 
Uniform flow velocity, used in Section 5o4 
xvii 
Partial derivatives associated with the forward and 
backward characteristics respectivel~ introduced 
in Section 5.6 
Local velocity, Figure 2-1 
VAt/As, defined in (A-18) 
Vertical ordinate of the s axis, Figure 2-3 
"Stage variable" defined by (3-22) 
Partial derivatives associated with the forward and 
backward characteristics respectively, introduced 
in Section 5.6 
Ratio defined in (2-47) 
Convenient substitution in Chapter 6 and Appendix B, 
defined in (6-49) 
Horizontal component of s, Figure 2-1 
Parameter in Appendix C, defined in (C-1) 
Solution of x in (C-10) 
Any steady stagej Section 8.2 
Initial steady stage in Part III, Appendix F. 
Assumed constant in Appendix F only. 
Distance in =N direc.tion from datum to water surface. 







t. 1 ,2 ,r 
Final change in stage in Part III, Appendix Fo 
Assumed constant in Appendix F only 
Measured stages, Section 3o2 
· cAt/ds, defined in (A-18) 
"Dummy variable" defined in (F-11) 
xviii 
Vertical ordinate of datum, introduced in Section 2o7 
Convenient substitution in Appendix F 
Coefficien~related to the point of evaluation of the 
non-homogeneous terms, introduced in Section 601 
Convective acceleration corrective coefficient, 
defined in (2-14) 
Convenient substitutions defined in (6-61), (6-62) 
Large positive constant, Section 3.5 
Lateral flow parameter defined in (4-33), special case 
of '¥'1, 1'2 
Convenient substitution, Appendix F 
General lateral flow parameters defined in (6-5), (6-6) 
Small increment of o~ 
Critical time steps for the CIR, Semi-Explicit Schemes, 
introduced in Section 7o7 
Small error in~, Section 2o4 
Partial differential operator 
Used in Sections 406 and 4o7, and Appendix B, as one 
coefficient in the unknown square root, see (B-1) 
Error in Appendix c, defined in (C-4) 
Alternative coefficients of the square root 
The real alternative, ~1 or (2 
Used in Sections 4.6 and 4o7, and Appendix B, as the 
other coefficient in the unknown square root, 
see (B-1!) 













Local a~celeration corrective coefficient, 
defined in (2-15) 
Substituted for pAs, introduced in Appendix A 
Coefficients with modulus no greater than unity. 
Defined in (6-77) 
Eigenvalues of M
3
, introduced in (5-42) 
Either eigenvalue of the amplification matrix~ 
introduced in Section 406• 
"Dummy variable" in Hayami 1 s solution (F-5) 
xix 
Eigenvalues of the amplification matrix in Appendix A 
and Chapters 5 and 6 
Eigenvalues of the general amplification matrix, 
Appendix A 
Dynamic viscosity, introduced in (2-43) 
Elements in M
3
, defined in (5-43) 
Circular circumference-diameter ratio, 3.14159 ••• 
Mass density, introduced in Section 2.1 
Summation symbol, first used in (2-10) 
Friction slope parameter, special definition (4-33), 
general case (6-4) 
Shear stress, Figure 2-5(c) 
Coefficients, defined in (5-30), related to the 
non-homogeneous terms 
Elements of M1 and M2 , used for convenience in Section ':). 7 
Coefficients, defined in (5-31), related to the 
non-homogeneous terms 
Convenient substitutions defined in (5-38), (5-39) 
Angle betweens and x axes, Figure 2-1 
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HYDRODYNAMIC ANALYSES OF SURFACE WATER FLOW 




Surface water flow frequently assumes considerable 
importance in engineering schemes. Quantitative descriptions 
are therefore required of a variety of surface flows, from 
thin sheet runoff over airport runways to fluctuating turbulent 
flows in power canals. All these flows are commonly treated 
by a one dimensional analysis which uses the continuity equation 
and some relationship between the forces acting and the flow 
properties to solve for the dependent variables velocity and 
depth. When this relationship takes the form of Newton's 
second law of motion the analysis is soundly based on the 
principles of hydrodynamics and results in an hyperbolic system 
of partial differential equations which we shall call overland 
flow equations. An example of a system of overland flow 
equations is that derived by Stoker (1957) p.455. 
Because such an hyperbolic system of equations can 
only be solved by tedious numerical methods, the normal practice 
has been to adopt a variety of simplifications to suit individual 
problems, with corresponding errors in the solutionsp 
Simplifications do offer valuable insights into the behaviour 
of a solution, and in special cases simplified solutions may be 
2o 
shown to be adequate by experimental verification, but in general 
simplified solutions are an inferior substitute for the ideal of 
accessible solutions of general systems of overland flow equationso 
The advent of reliable computers has now made heavy numerical 
calculation more practicable, but many users of finite difference 
methods to solve overland flow equations have reported unexpected 
difficulties. For instance, Stoker (1957) po490 was forced to 
use much smaller finite difference intervals in some parts of 
his solution than in others, while Fenzl (1965) and Liggett and 
Woolhiser (1967) reported numerical instability in some calcula-
tionso These difficulties all arose in calculations using finite 
difference schemes which are apparently "theoretically stable" 
according to current methods of stability analysis. Such methods 
are usually either similar to that presented by Courant, Isaacson 
and Ree~ (1952) or are based on the Fourier series methods 
introduced by van Neumann, and developed by Richtmyer (1957). 
Thus present experience with numerical solutions of 
overland flow equations suggest an inadequacy in current 
numerical stability theory which is hindering the exploitation 
of computers in hydraulic design. 
1.2 Thesis Outline 
This thesis presents a new Fourier series stability 
analysis which, when applied to a general system of overland 
flow equations, resolves the apparent discrepancy between the 
predictions of theoretical stability analysis and the results 
of numerical experiments. This opens a wide range of overland 
flow problems to a dependable general purpose numerical solution, 
but an example is given of a special case where a solution of 
simplified equations is still of considerable value. 
The thesis is accordingly divided into four parts, 
while additional material which is parenthetical to the main 
argument is placed in six appendices. 
Part I Overland Flow Equations 
Likely occurrences of overland flows in engineering 
design problems are indicated and overland flow equations are 
introduced. The scope of the project is then defined briefly 
by reference to the literature, and the organisation of the 
thesis is outlined. In Chapter 2 equations of continuity and 
motion are derived by the standard one dimensional treatment of 
near parallel flow, but as overland flow may occur in a wide 
range of conditions every effort is made to restrict simplifying 
assumptions to those necessary to make the analysis tractable. 
Thus the equations presented at the end of Chapter 2 are a 
general system of overland flow equations which can be called 
the Overland Flow equations, and these are used as the basic 
analytic description of water flows in the remainder of the thesis. 
Part II Finite Difference Solutions 
The Overland Flow equations are reduced to characteristic 
form and the influence of the properties of a wave propagation 
system on the method of solution are indicated in Chapter 3. 
Consistency, convergence and stability are defined, following 
Richtmyer (1957), and the important work of Lax, Courant, Isaacson 
and Rees on these subjects is summarised. 
In Chapter 4, cases where Richtmyer Fourier series 
stability analyses have proved to be inadequate are cited from 
the literature and it is shown that in some cases a numerical 
solution will clearly be unstable even though Richtmyer analysis 
suggests stabilityo Richtmyer analysis therefore applies in 
ideal conditions which are not necessarily met in practice, and 
a more practical approach to stability is seen to be required. 
A new approach to Fourier series stability analysis is then 
established by a relatively simple exampleo In Chapter 5 
the scope of this new analysis is widened to all simple implicit 
or explicit regular net difference schemes for solutions of flows 
in regular or mildly irregular channelso A number of general 
stability criteria for all such schemes are derived. These 
criteria are interpreted in physical terms in Chapter 6, and one 
set are shown to correspond with known criteria for physical 
flow stability, the first time that the axiomatic link between 
physical and numerical stability has been demonstrated by 
numerical analysis. Other physical stability criteria are 
also derived. 
Chapter 6 concludes with a complete stability analysis, 
within the assumptions of Chapter 5, of selected difference 
schemes and one, the Semi-Explicit scheme, is found to have the 
5o 
best stability propertieso In Chapter 7 this scheme is shown 
to be superior to all of a wide range of difference schemes for 
general use, and its exact formulation is set outo A series of 
numerical experiments are then shown to consistently corroborate 
predictions of the new stability theory and to confirm the 
advantages of the Semi-Explicit schemeo 
Part III The Diffusion Analogy Simplification 
The extra assumptions involved in the Diffusion Analogy 
simplification of the Overland Flow equations are discussed in 
Chapter 8. It is shown that the diffusion solution given by 
Hayami (1951) and outlined in Appendix F, can be extended to 
non-prismatic channels which· permits more realistic simulation 
of floods in natural channels. Attention is concentrated on 
waves produced by the operation of artificial controls, and it 
is shown that diffusion theory predicts constant travel times 
for a given part of any such wave. These predictions are 
verified in Chapter 9 by the close correspondence between the 
actual travel times of an artificially generated flood wave on 
the Clutha River, N.Z. and those predicted from the travel times 
of another flood with a different discharge/time relationship. 
Part IV Summary and Conclusions 
Basic assumptions are discussed and conclusions reached 
in the thesis are summarised. 
CHAPTER 2 
THE ANALYSIS OF SURFACE WATER FLOW 
2.1 Definition of the Problem 
We now proceed to discuss the derivation of the Overland 
Flow equations, which are the basic gen~ral analytic description 
of water flows to be used in this thesis. These equations, which 
may be applied to many surface water flows, are a convenient 
representation of the continuity principle and Newton's second 
law of motion. They are an extension of the St. Venant equations 
(Ven te Chow (1959) p.528) which are derived for turbulent flows in 
near-horizontal channels. We use a one-dimensional analysis, 
assuming that the water flows in a single stream tube with a 
reasonably straight axis, the s axis. Our definition of a stream-
tube differs from the usual definition in that lateral flows through 
the walls are permitted, but such flows are identified separately. 
It is assumed that the streamlines are approximately 
parallel to the. s axis and that their curvature is small, which 
corresponds t'o the assumption of "long" or "shallow water" waves 
in two dimensional wave theory (Milne-Thomson (1960) p.414 9 Rouse 
(1950) p.718). If the lateral inflow has negligible velocity 
normal to the s axis, this assumption means that there are no 
appreciable accelerations normal to the s axis and that the 
velocities normal to the s axis a~e negligible. This .in turn 
means that in any section normal to the s axis, the piezometric 
pressure is constant and the free surface will be horizontal. 
Figure 2-1 
Referring to Figure 2-1 9 we have a streamtube cross-
section of area A with a discharge of Q passing through it. The 
velocity through any small area dA is v, and a lateral inflow of 
p enters a small elemental streamtube of cross-sectional area dA 
and unit length with a velocity component u parallel to the s 
axis. We define a·cartesian set of local axes s, N, Has shown 
in Figure 2-1 9 where the H axis is horizontal. We add an x axis, 
which is the projection of the s axis on a datum horizontal plane. 
The angle between the x and locals axes is f(+ve downwards). 
Let the distance of the free surface above the s axis measured 
parallel to the N axis be e 9 and the similar distance of dA 
above the s axis be f. 
We use t for time, I' for the density of water (assumed 
constant), and g for the acceleration of gravity throughout 
this thesis. 
Since the piezometric pressure is constant in any cross-
section 
8. 
(Gauge Pressure at element dA) ~ l'g(e-f} cos; (2-1) 
In the standard derivation of the St. Venant equations, 
three further assumptions are made at this point (Stoker (1957) 
Pp.452-455). 
(a) <f is assumed to be small so that cos <f ~ 1. 
(b) The use of one dimensional analysis is taken to include 
the assumption that the actual flow is well approximated by a 
flow with uniform velocity over any cross-section.• 
(c) The lateral inflow is assumed small compared with the 
main flow Q. 
As we wish to analyse overland flows, a possible case 
is a laminar type flow over a steep hill slope subject to heavy 
rain. None of the above three assumptions apply to this flow, 
so that different ass~mptions must be made when required. The 
remainder of the analysis therefore, while similar to the 
derivation of the St. Venant equations, leads to an extension of 
• Uniformity of velocity over a cross-section is often regarded 
as a direct consequence of hydrostatic pressure distribution 
(Lamb (1945) p.254). However this follows only if the forces 
tangential to the streamtube are neglected (Lamb (1945) p.1). 
the st. Venant equations, the Overland Flow equations. 
2.2 The Continuity Equation 
A length of streamtube bounded by two faces normal to 
the s axis and 4s apart, ~s being small, is now considered 
9. 
(see Figure 2-2(a)). The continu~ty law equates rate of increase 
in mass to the mass inflow into an element, so, following a small 
element of cross-sectional area dA along its pathlines, we get 
d(pdALis) = f'PAs 
rdt (2-2) 
II\ 






.. - ~ -- -
(a) Lon9i+udinal Section 
(b) Areas Protected in s Direction 
Figure 2-2 
10. 
Now, after time fit, the trailing face of the element is 
travelling with velocity v + vv
8
At + vtAt,• while the leading face 
travels with velocity v + v As+ vv At+ vtAt• + higher order 
S S 
terms at the same time. Therefore, after time .llt, As has become 
l!,,s + v ilaAt. We may therefore write, as At-+-0 
dAs 
dt = V ~S a 




de (dA) + (dA·) 
dt s t 
ds dt = v as we are "following the fluid" 
d(dA) 
dt = v(dA) s + (dA)t 
Substituting (2-3) and (2-4) in (2-2) and dividing 
by pAs, we get 




To obtain the continuity ~quation for the length of 
streamtube shown in Figure 2-2(a) we must add contributions from 
all small fluid elements, of which the one treated above is 
typical. Now vdA is the discharge through the area dA, so that 
(vdA) is the rate-of change withs of the discharge through 
s 
each element. When summed this becomes simply Q. 
s 
Similarly 
• Notation: Throughout this thesis, subscript characters t, s, 
x or y refer to the partial derivati v1vof the variable with . 
respect to that subscript, e.g. vt:= at• Any other subscript 
character is used solely as a means of distinction between 
similar variables. 
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When the lateral inflows/unit length pare 
summed all contributions from inside the streamtube cancel 
between adjacent elements and there remains only the lateral 
inflow/unit length through the walls of the streamtube which we 
shall call q. 
Thus the continuity equation becomes for the stream-
tube of Figure 2-1, 
== q (2-6) 
Equation (2-6) could indeed have been derived directly 
without appeal to the smaller element, but it is necessary to 
use the smaller element in the derivation of the equation of 
motion which follows, if the velocity is not uniform over each 
cross section. The above derivation was therefore used both 
for consistency of treatment and because (2-2) is re-used below. 
2.3 The Equation of Motion 
Newton's second law equates the rate of increase of 
linear momentum of a closed system to the net force component 
acting on the system. In the case under study, our system is 
not closed as momentum is added to our element from the external 
source of lateral inflow, so that separate provision must be 
made for this additional supply of momentum. In other words, 
we now equate rate of increase of momentum in an element to 
forces acting plus rate of external momentum inflow. Notice 
that, according to our assumption that curvatures of the stream-
lines are small, we are using the locals axis as an adequate 
substitute for the a axis in Figure 2-2. 
Referring again to the small element of volume dAhs, 
we have, in the direction of the locals axis, 
12. 
d(pdAAsv) F si'n"' .. +F F A 
• d t = w r R - f + pP su (2-7) 
where Fw is the weight force, FR is the s component of the 
resultant of the forces normal to the surface of the element, 
and Ff is the s component of the resultant of the -shear forces 
tangential to the surface of the element expressed as a drag 
in the opposite direction to the flow. 
Now using equation (2=2) and the fact that we are still 
"following the fluid". 
d(pdAAsv) d(dAAs) dv 
rd t - f Pllsu = pv d t + fdAAs(IT - ppAsu 
= p(v-u)pAa + pdAAsvv
8 
+ pdAAsvt (2-8) 
To obtain the equation of motion for the larger stream-
tube we must again sum the individual contributions. F sums 
w 
simply to the total weight fgAAs, while Ff sums to Ff•, the s 
component of the bed shear force and any surface shear such as 
that caused by wind. FR sums to FR•, the a component of the 
resultant of the forces normal to the surface of the length of 
streamtube of Figure 2-2(a). FR• is evaluated by noting that 
the component of a force resulting from a pressure on an area is 
equal to the pressure multiplied by the projection of that area 
on a plane normal to the desired component. Thus, referring to 
13 •. 
-
the areas projected parallel to the s axis in Figure 2-2(b), we 
have, from (2-1), ans component of force (tg(e-f) cosf + ~dAP 
contributed by dAp when dAP is in Ap1 • bis the barometric 
pressure, assumed constant. If dAP is in Ap2 the force 
contribution is bdAp• Finally, when dAP is in Ap
3 
the force 
contribution is &g( e + J/),e - f) cos;+ b] dAP, where J is 
introduced because dAP may originate from any point along ~s as 
is suggested in Figure 2-2(a). Clearly O ~ J ~ 1. Therefore 
* 
= 1 ~g(e - f) cos f + ~ dAP + [ bdAP FR 
P1 P2 
+ J: [eg(e + J/).e - f) cos <j> + ~ dAP 
P3 
~dAP -1 A ifg(e + b.e - f) cos f + AP1 + AP2 + P3 
Note the last term, the force component on the leading face of 
the element, is evaluated in the same way as that on Ap1 • 
Simplifying, 
FR• = -L f g/Je cos; dAP - ~ 1/g(e + 6e - f) cos p]dAP 
P1 P2 
- ~ fg(1 - J)Lle cos f dAP 
P3 
= -pgAP1 /J. e cos , 
neglecting the last two integrals because Ap2 and Ap3 
are an 
order of magnitude smaller than Ap1 , while e + ~e - f is less 
than 6e over Ap2 and (1 - J)~e is less than Ae over Ap3
• 
Since Ap1 = A, we have 
(2-9) 
and this holds for more complicated configurations of projected 
areas than that in Figure 2-2(b) if we treat the sub-areas in a 
14. 
consistent manner. 
This result was not unexpected, as it arises directly 
from the assumption of constant piezometric pressure over a 
section normal to the s axis, plus the assumption that the stream-
lines are approximately parallel to the streamtube axis which 
allows us to conclude that Ap2 and Ap3 
are an order of magnitude 
smaller than Ap1 if ~sis small. Indeed an equivalent ex-
pression is often produced without any comment as a trivial 
deduction, but_ frequently a. "bed slope" is introduced which can 
cloud the simplicity of (2-9). It is therefore considered 
worthwhile to labour the derivation at this point in order to 
stress that analysis of the problem is unaffected even if little 
detailed information is available about the bed geometry. 
To evaluate the remaining two terms of (2-7) for the 
streamtube, equation (2-8) is used. We define U such that the 
sum of the terms p(v - u)pAs from all the elements is pqUAs. 
That is, qU = Lp( v - u) 
because f and As are constant for all elements. 
The two remaining terms become 
pqUAs + ~pAsvvs dA + {f'~svt dA 
Thus for the large streamtube, the equation corresponding to 
(2-7) becomes, after division by pAAs 





We now examine /J.e cos f 
Let e cos!= h + w as shown in Figure ~-3• his the vertical 
distance of the surface above the x axis and w is the vertical 
distance of the a axis, at the cross section.considered, below 
the x axis. 
Therefore dw/ds = sin¢ 
We see 6.e cos;= Ah ~ /Js sin f so that 




as ~a tends to zero. The partial derivative is used because 
~e and hence l}h have been defined as existing at the instant at 
16. 
which we are resolving the instantaneous forces on the element. 
Because h is a slope we introduce the familiar friction 
S 
slope Sf at this. point· ·for consisten·cy of terminol~ogy. 
F • 
f We define Sf = pgAAs 
(2-13) 
Note that we have as yet made no effort to evaluate 
Sf this is postponed to Section 2.9. 
As we normally wish to express equation '(2-11) in terms 
of the mean velocity V = Q/A, we set 
= 
and = 









Using (2-12) to (2-15) in (2-11) we reach our general 
equation of motion in the s direction for the streamtube: 
= (2-16) 
2.4 The Definition of the Axes 
It is worth clarifying the definition, of our system of 
axes in the light of Section 2.3 before we examine the variables 
in the two fundamental equations, (2-6) and (2-16). 
We have used the "streamtube axis" as our basic direction, 
relying on an intuitive understanding of this expression. 
Because we are concerned with the resolution of forces on a 
fluid element, the most accurate definition of the direction of 
the streamtube axis is the direction of the resultant of the 
forces on a large water element. The "large water element" 
17. 
may be defined in the absence of ans axis as any element 
defined by two sections whose free surface is horizontal across 
the streamtube •. The location of the s axis on the cross 
section is not important as we are dealing with rates of change 
(slopes) rather than absolute distances. 
Fortunately, the a axis direction is not required with 
any great accuracy unless pis large, as a small error df in/ 
would mean that we would be applying the force/momentum 
principle in (2-7) using the components of the true force and 
momentum vectors along the incorrect s axis. This would 
obviously make little difference to the vector component 
magnitudes if J'I were small except where cos f appears in (2-9). 
The value of sin f in (2-7) would also be affected but these two 
functions of; are combined in (2-12). 
Thus only the term -gh in (2-16) could be affected 
s 
markedly by a small error in the direction of the s axis. 
As dx/ds =cos/, 
hs = hx cos ,j; 
Now his measured from the horizontal x axis, so the 
small error~, would in effect mean setting 
hs = hx cos(f + d'/J) 
(2-17) 
which is not noticeably different from (2-17) unless; is large. 
If f is large, errors in j would usually be less significant 
than other errors, so the s axis may be defined adequately for 
any flow of the type described in Section 2.1. 
18. 
There is one point in our analysis which needs 
-
clarification. Early in Section 2.1 we decided that accelera-
tions normal to the a axis could be ignored if the streamlines 
had little curv~ture and if the lateral inflow had negligible 
velocity normal to the s axis. The second condition does not 
hold in the case, for instance, of heavy rain falling on an 
overland sheet flow and obviously a pressure gradient is caused 
by the deceleration of this inflow to a zero velocity normal to 
the bed. However, if we treat this pressure gradient as super-
imposed on the constant piezometric pressure in the N direction, 
and uniform along the a axis, we are able to suppose that the 
net contribution of this gradient to our analysis of forces in 
the s direction may be neglected. A pressure gradient of this 
type in the H direction is less likely, but might most simply 
be treated by redefining the H axis parallel to the lines of 
equal pressure, including the free surface. The N axis would 
accordingly rotate about the s axis so that the remainder of 
the analysis would be largely unchanged, provided that the 
rotation was small. 
2.5 Dependent Variables in the Overland Flow Equations 
We require the Overland Flow equationsto be a deter-
minate system of simultaneous equations based on the continuity 
equation (2-6) and the equation of motion (2-16). Accordingly 
we seek further relationships between the dependent variables 
in these equations so that the number of equations equals the 
number of dependent variables. 
In the continuity equation (2-6) we have the variables 
Q, s, A, t and q, wheres and tare the independent variables 
of the problem. Now Q = AV by definition, so that we can 
take V, A and q as our dependent variables. q is often 
unconstrained by the conditions in the streamtube, so we shall 
assume that q may be specified by some separate relationship 
between q ands, t and possibly V and A. 
relationship by 
q = q(s,t,V,A) = q(I) 
We d~note this 
where this relationship is part of the information needed to 
solve a given overland flow problem. Thus the continuity 
(2-18) 
equation effectively contains only two dependent variables, V 
and A. We now turn to the equation of motion (2-16). 
2.6 Evaluation of the Momentum Terms 
The momentum terms (L.H.S.) in equation (2-16) include 
three new parameters, u, p and~• These parameters are not 
easy to evaluate except in special cases, so that further 
assumptions are usually necessary. 
examined. 
Some possibilities are now 
If we assume p = 
and u is constant i.e. the inflow is uniformly distributed 
with a constants component of velocity over the whole cross 
section, then from (2-10) qU 
(2-19) 
so that qU = q(V-u) 
With regard to the variation in velocity across the 
cross section, it is reasonable to assume a velocity profile 
such that 
V = iV 
where i is independent of sand t along any small streamtube 
but may vary 
From (2-14) 










which is the definition·of the standard momentum coefficient 
/3, sometimes called 
From (2-15) 'I. = 
= 









= 1 (2-23) 
Thus, without necessarily implying that (2-20), (2-22) 
and (2-23) hold, we may say that 
U = U(s,t,V,A): U(I) 
and similarly, 
p = (3(I) 
~ = '7_0) 





The term -gh expresses the effect of the forces normal 
s 
to the surface of the streamtube on the equation of motion, plus 
the effect of the gravity force on the flow. _We must clearly 
find one relationship between h, A and V to make the problem 
determinate. If the channel bed is fixed, there is normally 
at any cross section a one to one relationship between A and 
the maximum flow depth, and therefore between A and any 
ordinate-yin the N direction (Figure 2-1), from the water 
surface to a fixed datum. We therefore seek to establish the 
' datum for any cross section such that the functional relation-
ship between A and y is as simple as possible - for instance 
"stage" above .some arbitrary water level recorder datum is 
often convenient because measured stage/discharge records of 
a river may be available. In any case we define 
21. 
z = y cos f - h (2-27) 
so that z is the vertical distance of the x axis above our 
datum. Hence 
-ghs = gzs - gy s cos f 
remembering that we are assuming that the curvature of the 
s axis is small and so (cos~) is negligible. r S ' 
If the channel bed is fixed the datum slope z is a 
s 
function of s alone, but it may be possible to find 
z = z (s,t,V,A) E z (I) s s s 
as required even in a channel with a mobile bed. The datum 
(2-28) 
(2-29) 
in natural channels can often be taken to be a short fixed 
distance below the water surface at a low steady flow, so that 
the datum slope then equals the water surface slope at that 
low flow. Note that the common term 11bed slope" is avoided 
in this thesis as it is ill defined for natural channels and 
even for artificial channels which are non-prismatic, except 
when they are rectangular in cross section. 
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In a channel with a fixed bed we may write 
A = A(y(s,t),s) (2-30) 
Provided (2-30) represents a one to one relationship 
between A and y, it can be regarded as a special case of the 
general expression 
y . = y (s,t,V,A) E y (I) 
B B S 
It may not be necessary to postulate a fixed bed to 
obtain such a relationship, but as yet the relationship between 
V, A, y and z has not been fully resolved (Henderson (1966) 
Sec. 10.2) for channels with mobile beds. 
2.8 Simple Channels 
Equation (2-30) may still represent relationships which 
are difficult to manipulate algebraically during the evaluation 
and solution of overland flow problems. In~ channel with a 
fixed bed there are four geometrical properties of importance 
in a cross section. These are A and y as already discussed, 
plus B, the surface width, and P, the wetted perimeter. The 
influence of Pis commonly expressed as a property of the 




Note that for a channel with a fixed bed 
R = R(y,s) 
(2-31) 
(2-32) 
A prismatic, wide rectangular channel is commonly 
assumed for simplicity, where "wide" means that y<<B. 
In this case we have 
A = By 
R = y 
However, we can define k and L such that 
kA = By 






without implying any restriction on k and L, but we also 
have relationships no more difficult in principle than (2-33) 
and (2-34) if k and L can be regarded as constants at a cross 
section. We shall therefore describe channels for which k and L 
are constant at any cross section as "simple channels". Clearly 
B = A , so equation (2-35) means that a simple channel cross y 
section obeys the equation 
where E = E(s), k = k(s) 
Simple channel cross sections for a range of k are 
shown in Figure 2-4. 
(2-37) 
Note that the cross sections need not be symmetrical, 
as the subarea on one side of the deepest point may be larger 
than that on the other side. E has a physical meaning dependent 
on k for instance, when k = 1, Eis the channel width B; when 
k = 2, Eis the average side slope of the channel walls. 
Figure 2-4 
(b) k::::.l Parqbolic 
l 
(d) R > 2 
24. 
By our definition of simple channels, we require the 
cross sections of Figure (2-4) to be consistent with L constant 
in (2-36) as well ask constant in (2-35). 
by rearranging (2-36) and (2-35) to give 
L = .!2 -A - k f B 
This is clarified 
(2-38) 
Thus if k is constant, L will also be constant if P/B is 
constant. This is assured for wide channels where P = B, in 
which case L = k. However equation (2-38) also gives L constant 
for all triangular channels, so that theory derived for simple 
channels is not restricted to wide channels. 
It can be seen that many open channels may be approxi-
mated by simple channels, and this concept is frequently invoked 
in the remainder of the thesis, particularly in Section 2.9, 
Chapter 3, Chapter 5 and Chapter 8. 
2.9 Evaluation of Sf 
Empirical formulae have been developed over the last 
two centuries which express Sf in-terms of V and geometrical 
properties for turbulent flow in open channels. One ex-





where C is a constant function of channel properties in any 
reach and R is the hydraulic radius as defined by (2-31). 





where C M = n 








and n is the well known "Manning n", a dimensionless constant 
related to the roughness of the bed surface in any reach. 
While these formulae have generally been validated 
for uniform steady flows only, there seems no reason why the 
nature of the surface drag on an element of water should change 
markedly for the gradually varied unsteady flow which we are 
considering here. The Manning formula has in fact been 
tested in the laboratory (Sarma and Sasikanth (1965)) with 
steady, gradually varied flows over surfaces of different 
26. · 
roughness, and the behaviour of the Manning n was consistent with 
well established (Henderson (1966) p.99) uniform flow results. 
For lam~nar flow, we evaluate Sf analytically under 
simplified conditions as follows. 
Referring again to the small element of volume dAAs, 
we may express (2-7) as 
From the argument leading up to (2-9) we may use 
FR = -pgdAde cos¢ 









and this becomes, assuming a velocity distribution v = iV 
as in (2-21), 
pgdA/J.s = 
-h _ p(iV-u) 
s gdA g (2-42) 
Now any laminar flow to which it will be worth applying 
the present analysis will be wide and shallow. In such flows 
each isotach - line of constant velocity on the cross section -
can be regarded as being everywhere the same distance, measured 
in the N direction, from the channel bed. Thus any change of 
slope in the isotachs will lie directly above the same change of 
slope in the channel bed, as shown in Figure 2-S(a), so that 
any isotach can be constructed simply by raising the channel bed, 
without distortion, in the -N direction. This assumption is 
of doubtful validity near channel walls or bed irregularities, 
27. 
such as that indicated in Figure 2-S(a), which approach vertical 
side slopes, as the isotachs would crowd together at these 
points. However the influence of such features in a "wide" 




Each isotach may be identified by the distance N, 
along the N axis, of its deepest point below the horizontal 
free surface. As the area dA in equation (2-42) we can choose 
that between two isotachs distance dN apart at all points. As 
this distance is measured only in the N direction, dA = rdN, 
where r is the horizontal length of the isotach (Figure 2-S(a)). 
If the bed is fixed r is a function of N alone at any section, 
provided N is always measured from the free surface. This 
is true for any y, because any isotach can also be constructed 
under our assumptions by lowering the free surface in the N 
direction as shown in Figure 2-S(b). In other words r(N,s) 
is the free surface width if the water were flowing at maximum 
depth Nin the same channel bed. 
Evaluating Ff, of equation (2-42), for an element ~s 
in length with dA = rdN as cross-sectional area we have 
28. · 
(2-43) 
since 1:, the shear stress on the surfaces of the element acting 
in the way defined in Figure 2-5(c), is defined for a Newtonian 
Fluid (Rouse (1950) p.76) 
dv 
-A ~N (2-44) 
,A is the viscosity and the negative sigD arises from the fact 
that v decreases with increase in N, whereas "t' and ft are positive. 
From (2-43) 
= - pg fgdA6s (2-45) 
To integrate this, the right hand side must be known 
as a function of N. We cannot use (2-42) as this is the very 
equation we wish to solve for V by substituting for Ff, and 
i varies in some as yet undetermined way across the profile. 
If however in (2-42) we take an average value of i (and p(!~-u)) 
across the section such that Ff/dA may be regarded as constant 
across the section, we can integrate (2-45). Thia assumption 
29 •. 





We can express the validity of this assumption 
~elative to a dimenBionlesa numbe~ 
X = 
p(iV-u) + i2VV 




which compares the importance of the momentum terms with that 
of the pressure and weight forces. 
Because h is constant over the section, our 
s 
assumption will be exact if Xis zero, for instance in steady 
uniform flows. As X increases our assumption becomes less 
accurate, and if Xis large we may make our assumption (2-38) 
only if the numerator of Xis reasonably constant over the 
cross-section. 
However, in laminar flow as it is usually understood 
the momentum terms are indeed small, and therefore it will be 
understood for "laminar flow" in the rest of 'this thesis that 
Xis small and therefore (2-46) holds. 
i.e. 
Using (2-46) in (2-45), we have 
2 
fi d v = - fgsf 
~N2 
Integrating, = 




Integrating again, J',.V = 
2 
v = o when N = y, therefore c2 = pgSfT + Ty 
so that 
pgSf 2 2 
= --r (y -N) + T(y-N) 
Now AV = foyvrdN 
= lay r:f <l-N2 ) + J (y-NJ rdN 
which establishes Sf as a function of y, A and V provided T 
is specified over the solution. 
For a simple channel (Section 2.8) where A 
B = 
Hence r = 
k 
= Ey' 
because, as discussed above, r is the free surface width 
for water of depth N. 
Substituting from (2-51) into (2-50) we get for T = o, 
after integrating, 
AV = 
pgSf k+2 k+2 
. (x__ - x__)kE 







because for a wide simple channel y = kR, from (2-38). 
The expressions for Sf (2-39), (2-40) and (2-52) are all 






sf = (~;m) ½ 
or V = DRmSfj 




the same sign as V, where Vis taken positive in. the direction 
of increasings. 
We therefore take it that Sf= Sf(s,t,V,R) = Sf(I) (2-55) 
2.10 The Overland Flow Equations 
We are now in a position to incorporate the continuity 
equation (2-6)· and the equation of motion (2-16) into a 
determinate system of simultaneous equations, the Overland Flow 
equations, These are: 
From (2-6) and (2-18) 
VA + AV + At = q(I) (2-56) 
S 8 
From (2-16), (2-18), (2-24), (2-25), (2-26), (2-28), (2-29) 
and (2-55) 










Thus we have four equations in four dependent variables V,A,y and R, 
because we have used the notation f = f(I) to describe a 
functional relationship with some or all of s, t, V and A 
(or R, or y), which must be specified independently as part of 
the information needed to solve the problem. We have retained 
the four dependent variables to this point in order to stress 
that equations (2-56) and (2-57) are not necessarily dependent 
on the assumption of a fixed channel bed although (2-30) and 
(2-32) were introduced on the basis of that assumption. 
However, because the relationships between A, y and R, and 
the evaluation of z , are obscure at present for a channel s 
with a mobile bed, we shall hereafter take it that the channel 
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bed does not move significantly, so that the Overland Flow 
equationsbecome essentially a determinate system of the 
equations (2-56) and (2-57) in two dependent variables Vandy. 
PART II - FINITE DIFFERENCE SOLUTIONS 
CHAPTER 3 
EXISTING SOLUTION THEORY 
3.1 Rearrangement of the Overland Flow Equations 
33, 
We now rearrange the Overland Flow Equations (2-56) and 
(2-57) into a convenient form for solution. 
the fact that the surface width B = A , 
From (2-30) and 
y 
= 
We shall define 
H = A - By 
s s s 
so that H is the variation of area withs for y 
s 
constant. Band H are in general functions of y ands, 
s 
which may be expressed using a polynomial representation of 
A in place of (2-30). 
A EO E1y 
2 + E y3 = + + EzY + .... 3 
where EO' E1' Ez .... are functions of s alone and depend 




express any one to one A-y relationship at all cross sections 
by such a polynomial. Hence in this case 
B E1 + 2E2 y + 3E3
y 
2 
= + .... 
2 
H = (EO)s + y(E1)s + y (E2)s + .... s 
We use <3-1) and (3-2) in (2-56) and 










At any time instant we can assess every quantity except 
Yt and Vt directly if we know y and V for all so Thus we can 
solve for Yt from (3-6) and for Vt from (3-7)o This fact has 
been used in elementary applications of the method of finite 
differences, where yt and Vt have been replaced by the forward 
differences y(s 2t + At) - y(s 2t) d V(s,t + ~t) - V(s,t) 
~t an At 
respectivelyo Hence the solution is apparently advanced to time 
t + ht and the process can be repeated. Unfortunately this 
approach relies on the unsupportable assumption that the values 
of Yt and Vt at the instant t = t persist for long enough to be 
treated as averages over the succeeding time step At, whereas 
in fact Yt and Vt are subject to discontinuities, for instance 
if the lateral inflow q varies with time in a discontinuous 
manner. 
Even if q varies in a continuous manner, discontinuities 
in the deriv~tives may propagate through the flow. This arises 
from the fundamental nature of the Overland Flow equations, as 
we now show. 
3.2 Characteristics in the Overland Flow Equations 
Steady flow at a cross section of a channel will be 
disturbed if the flow at the upstream end of the channel is 
altered. However, if that section is some distance from the 
upstream end, a significant period of time elapses from the 
introduction of the disturbance before any effect is detectable 
on the flow at the section. In other words a disturbance 
propagates its influence at some finite speed down the channel. 
This is the essence of the theory of characteristics, that in a 
physical system which is subject to delayed influence from 
externally imposed changes at the system boundaries there exist 
paths along which such influence propagates at a finite speed 
35. 
related to the properties of the system. 
characteristics. 
These paths ar~ called 
Mathematically, the influence of disturbances must 
propagate at velocity ds/dt along the characteristics crossing 
the s-t plane. Using the definition of partial differentiation, 
we have 
dsV + dtVt = dV (3-8) s 
dsys + dtyt = dy (3-9) 
Thus (3-6), (3-7), (3-8) and (3-9) form a system of four 
equations which may be written in matrix form: 
VB B A • ys ,:: q = VH (3-10) s 
g cos'f, 0 ~v 1l Yt gz - gSf - .9.!! s A 
0 0 ds dt V dV s 
ds dt 0 0 Vt dy 
Now we imagine an observer with access to instruments 
which measure instantaneous values of y and Vat a number of 
sections along a channel. He takes one spot measurement y1 
and v1 , then a time dt later he measures y2 and v2 using 
instruments a distance ds along the channel from the section 
used for the first measurement. The difference v2 - v1 is 
If ds and dt are small Vandy can be dV and y2 - y1 is dy. 
regarded as constant, as our assumptions during the derivation 
of the Overland Flow equations in Chapter 2 implied that 
discontinuities in Vandy are not permitted in the syatemo 
Thus the observer can obtain all parameters in'(3-10) except 
Thus we have four linear equations in 
four unknowns, a determinate system unless the "rank" 
(Aitken (1956) po60) of the matrix of coefficients of the four 
unknowns is leas than four. That is, the system is indeter= 
minate if 
VB B A 0 = 0 
g cos 'f 0 /jV "l. 
0 0 ds dt 
ds dt 0 0 
That is, if 
V(~ + ~) :!: ,✓V2(~ - 17)2 '1}A ds + ~g cos <f 13 (3-11) dt = 2?i 
Now "7. is positive, so that when the ratio of ds to dt 
takes the two real values given by (3-11), the system (3-10) 
is no longer determinate. Thus if our observer chooses ds and 
dt in a ratio satisfying (3-11) he cannot determine the partial 
derivatives ys 9 yt' Vs 9 and Vto Therefore if he makes his 
observations so that each ds and dt form a ratio satisfying 
(3-11) he is transferring his attention at a speed ds/dt along 
the channel while the partial derivatives remain indeterminateo 
When (3-11) holds, we can test (3-10) for the existence 
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of a solution by replacing any column of the matrix of coefficients 
by the R.H.S. column vector and requiring the resulting matrix 
to be singular (see Aitken (1956) p.70). That is, we require 
VB B q - VH s 0 = 0 (3-12) 
g cos 'f 0 gz - gSf - .9.!! '>l s A 
0 0 dV dt 
I' 
ds dt dy 0 
Dividing (3-12) by B dt2 and rearranging, 
r'>Z. dV _ (gz _ gS _ .9.Q;l (ds _ V) + f il _ (.9. _ VHs)lg cos ,1, = O C d t s f A '.J d t Lat B B '.J ., 
where ds/dt is defined by (3-11). 
If we replace any other column by the R.H.S. vector 
column we get an equation equivalent to (3-13) as long as 
(3-11) holds. 
(3-13) 
Because (3-11) has two distinct solutions, (3-13) in 
fact represents two ordinary differential equations (O.D.E 1s) 
which must be satisfied along distinct curves on the s-t plane 
defined by the two roots of equation (3-11). Thus if we 
can specify initial values of Vandy on each of two inter-
secting curves, Vandy must also be defined at the inter-
section. Conversely, the value of Vandy at any section 
of a channel ~t any time depends only on the initial values 
of Vandy specified for the curves defined by (3-11) which 
intersect at that pointo Thus the influence of anj d~sturbance 
in Vandy (within the limits set in Chapter 2) travels along 
those curves, so that (3-11) defines the characteristic curves 
described earliero 
It is significant that the partial derivatives are 
indeterminate along these curves, as discontinuities in these 
\ 
derivatives become a possibility along the characteristics, 
so that the solution cannot be assumed to be analytico Because 
such discontinuities do appear with any sudden change in the 
flow conditions, whether variations in channel width, lateral 
inflow, or upstream inflow, they are commonly present in over-
land flow problems, invalidating the elementary finite difference 
approach discussed in Section 3o1 which took for granted the 
analyticity of the solutiono 
3o3 Characteristic Forms of the Overland Flow Equations 
We now define 
C = 
cos f A 
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We wish to evaluate (3-13) in which the factor 





ds _ V 
dt = 
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+ = -c (3-17) 
if G << 1. In this case c is clearly a general form of the 
standard expression for the propagation speed (relative to 
the fluid) of a low amplitude surface disturbance in shallow 
water (Henderson (1966) po327), as from (3-17) the 
characteristic velocities are ~c relative to the fluido 
A convenient term for this propagation speed is the "celerity" 
(Ven te Chow (1959) Po538)o 
Define the Froude Number 
F = V 
C 
(3-18) 
We have yet to prove that G<< 1 to establish (3-17). 
F will only be large (say greater than 1) in highly 
turbulent flows in which ,-i is negligibleo p-~ is still 
small for turbulent flows of lower Froude Number, so for all 
turbulent flows G << 1o 
For laminar flow, we take it that (2-21) holds, so 
that from ( 2-22) 
/3 




for a simple channel. We have used (2-49) with T = O, 
(3,..19) 
(2-51) and (2-52) as well as the simple channel equation 




for laminar flow in a simple channel. In Chapter 5 we show 
that laminar flow becomes unstable if F > k/2, invalidating 
the assumptions of Chapter 2, so that for our analysis, 
using (3-20), 
k2 
G < 4(k+4) 
In the most likely simple channel for laminar flow, 
the rectangular channel, k = 1 so that G < 1/20, which 
(3-20) 
(3-21) 
justifies our assumption G << 1. We have therefore established 
(3-17) for all common flows. 
Substituting (3-17) into (3-13), dividing by :c~, and 
rearranging gives 
dV :!: g cos? . ( ?J,B & 
dt '7, /\Jg cos¢ A dt = 
gz 
s 
:!:( _ VH ) g cos W f "lB 
q s B1l ~g cos 9' A 
Now if we are to integrate these differential equations 
conveniently, they should be transformed into an 0.D.E. in a 
single variable along each characteristic. We use a device 
first introduced by Escoffier and Boyd (1962) and define the 
"stage variable" w such that 
dw 
, dt (3-22) 
410 
That is 
ds = /gB cos; + ds, /gB ·cos 'f 
wt + dt ws ·I\J' 11.A Yt d.t'\f 1l,A _ ys 
As (3-22) must hold for all ds/dt, this implies 
··W t = 
✓gB cos' 
"I.A Yt 
(3 ... 22a) 
w = ✓5'B cos i_ 1f.A Ys (3-22b) s 
Equation (3-22) also implies that w is a function of y alone, 
bec•uae dw is zero if dy is zeroo Thus the equivalent of the 
definition of w ~i ven by Eac·offier and Boyd 
satisfies (3-22) only if A and Bare functions of y which do 
not vary along the channel ioeo if the channel is prismatico 
(3-23) 
We cannot therefore use (3-23) to define win non-prismatic 
channels as this allows w to vary withs even if y is constant, 
However, as discussed further in 
Chapter 5, we are concerned with variations in w rather than w 
itself, so that w need not be defined other than by (3-22)~ 
It follows that our Overland Flow equations can be written 
d 
dt (V ± w) = 
or, using (3-17) 
Vt + <v + c )(v + wt s 
Vt - wt+ (V - c)(V s 
gz 
s gSf U - - - ~ :t ( q - VH ).£ 
, A~ s A 
gz gSf s!! - VHs)X + w ) s + (q =- -s "1. -tt. A1'/, 
gz gSf 




(3-25) applies along the characteristic on which 
ds 
dt = V + c, while (3-26) applies along the characteristic on 
h . h ds V w ic dt = - c, and the two equations together are the 
characteristic form of the Overland Flow equations. Note that 
these equations are almost as general as the Overland Flow 
equations (3-6) and (3-7) as we have introduced only one 
additional assumption, that G << 1o We have unfortunately 
introduced two more important variables connected with the 
cross section, c and w, which may be tedious to evaluate, 
but (3-25) and (3-26) enable disturbances to be followed 
along their propagation paths and are therefore a sounder 
basis for numerical solution than a~e (3-6) and (3-7). 
In a prismatic simple channel, c and w become 
straightforward functions of yo 
-1g cos, y 
C - k 
"l 
and from (3-~3) and (2-35) 
w = 
= 2kc 
From (3-14) and (?-35) 
T~us if a channel can be approximated by a prismatic 
simple channel, great savings in computations result from 
(3-27) 
(3-28) 
the fact that all the geometrical variables in the cross 
section can be carried through a numerical solution as simple 
functions of Co 
3o4 Solution Theory of Hyperbolic Equations 
Because the system of Overland Flow equations possesses 
distinct real characteristics, it belongs to the hyperbolic 
class of systems of partial differential equations for which a 
considerable body of solution theory has been developed. 
As the work in the next three chapters is an extension of this 
theory a brief account of its main relevant features is now 
presentedo 
This solution theory can be divided into two broad 
categories, the theory of characteristics and the theory of 
difference methods. The theory of characteristics is dis-
cussed thoroughly by Courant and Friedrichs (1967), and 
applied to long waves in shallow water by Stoker (1957), 
Chapter 10 9 and to problems in hydraulics by Henderson (1966) 9 
Chapter 8. The theory of difference methods for hyperbolic 
problems has largely been developed recently, stimulated by 
the rapid development of computer technology which has made 
numerical solutions practical instead of merely feasible. 
Considerable use is made in this thesis of the methods developed 
by Richtmy:1er (1957) (see also Appendix A), while Smith (1965) 
provides a straightforward general survey of the field of 
numerical analysiso 
Although the theory of characteristics provides a 
valuable means of solving various simplified problems, we are 
principally concerned here with the insights it offers into 
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the behaviour of the solution of the Overland Flow equationso 
Such insights are vital to the success of any solution 9 numerical 
or otherwiseo Now characteristics are paths along which dis-
turbances can propagate, and this is connected with the concepts 
of "domain of dependence" and "range of influence", which may 
be defined as follows (see Courant and Friedrichs (1967) Section 24). 
The initial value problem in this case consists of finding the 
solution of the Overland Flow equations at a short time after a 
given initial time t = t 9 given a solution along the initial 
0 
line t = t in the s-t planeo 
0 
By using the concept of ordinary 
differential equations along the characteristics 9 it can be 
shown that the solution at any point Pon the s-t plane near 
the initial line depends only on the initial solution along the 
segment of the initial line cut off by the two characteristics 
passing through the point Po This segment is called the domain 
of dependence. The range of influence of a point P 1 on the 
initial line is the totality of points Pon the s=t plane which 
are influenced by the initial data at P'. Any point P which 
contains P 0 in its domain of dependence is influenced by the data 
at P 1 9 an4 hence the range of influence of P 1 is the region 
i 
between the two characteristics drawn through P 9 • 
It is the existence of domains of dependence and ranges 
of influence in wave propagation systems which distinguishes 
them from other systems, as solutions need not even Qe analytico 
Thus the methods of solving wave propagation systems, whether 
numerical or otherwise, must be studied from a viewpoint which is 
fundamentally different from those applying to solutions of 
ordinary differential equations, or to solutions which are states 
of equilibriumo 
We discussed the possibility of discontinuities* arising 
from the boundary conditions or from discontinuities in q or 
channel configuration in Section 3o2o We now see that conditions 
at a point P whose domain of dependence does not include such a 
discontinuity cannot be affected by that discontinuity 9 but if we 
allow P to move through the solution domainj conditions at P 
will be affected by the discontinuity immediately P crosses a 
characteristic which has passed through a discontinuity, as that 
discontinuity has entered the domain of dependence of P. Thus 
it may be proved that discontinuities propagate along character= 
istics, and further that such discontinuities never disappear. 
This is in conformity with our previous comments on character-
istics as lines along which the partial derivatives are indeter-
minate. 
The theory of difference methods for Hyperbolic Partial 
Differential Equations is thus connected with the theory of 
characteristicso Characteristics are used to prove the 
* It should be remembered that our assumption during the deriva-
tion of the Overland Flow equations in Chapter 2 implies that 
discontinuities in depth and velocity are not permitted in the 
system. Thus any discontinuities, when referred to as such, are 
always discontinuities of derivatives, which are not excluded 
by the analysis of Chapter 2. 
existence and uniqueness of a solution and are a necessary pre-
requisite to the study of the behaviour of a finite difference 
solution. 
Our Overland Flow equations are technically classified as 
an hyperbolic non-homogeneous system of two quasi-linear first 
order partial differential equations in two independent variables. 
The system is "hyperbolic" because we are able to find two real 
characteristic directions as is shown by equation (3-11), and 
"non-homogeneous" because terms which do not include derivatives 
are presento Each equation is of the "first order" because no 
variable is differentiated more than once, and "quasi-linear" 
because the coefficients of the first order derivatives are 
functions of the independent and dependent variables, but not 
functions of derivatives of the dependent variables.* 
independent variables are of courses and t. 
3.5 The 11Courant Condition" 
The two 
Courant and Lax (1949) proved for this class of equations 
the existence and uniqueness of a solution in a "suitably small" 
region adjacent to a line along which initial conditions were 
knowno This proof used the theory of characteristicso Lax (1953) 
extended this existence proof and also proved that solutions exist 
for nonanalytic initial value problemso This confirms our 
*Thus because of the continuous nature of the depth and velocity, 
each may be regarded as "locally constant" in a small region of 
the solution (see also Appendix A) and hence the equations may be 
treated in some respects as linear. 
expectation that an unique solution must exist over the s-t plane if 
the Overland Flow equations successfully model the physical flow in 
which unique (but not necessarily stable) responses undoubtedly 
exist to any imposed initial and boundary conditions. 
Courant, Isaacson and Rees (1952) used the work of Courant 
and Lax (1949) to prove that finite difference solutions of hyper-
bolic differential equations can be defined in a suitable small 
neighbourhood independent of the step size between grid pointso 
These solutions were proved to differ from the exact solution by 
a bounded quantity of the same order as the step size. It was 
shown that the finite difference solutions could be based on curvi-
linear or rectangular lattices of points, but that the finite differ-
ence schemes were required to satisfy a criterion 9 since named the 
"Courant Condition" eogo in Liggett and 'Woolhiser (1967) p.54. 
We quote this crit~rion because of its fundamental importance, and 
also because it illustrates the importance of the theory of 
characteristics to the understanding of the behaviour ~f numerical 
solutions of the Overland Flow equations. The criterion was 
stated in Section 6 9 Courant, Isaacson and Rees (1952) as follows: 
''•••• the mesh width ratio •••• should be chosen in such 
a way that the domain of dependence of any point in the mesh as 
given by the difference equations, is not less than the domain of 
dependence determined by the differential equations. 0 0 0 0 the 
choice of difference quotients (forward or backward) should be 
made with·the idea of preserving the domain of dependence" • ... 
48. 
Unfortunately, Courant, Isaacson and Rees did not define 
the "suitable small neighbourhood" in quantitative terms, although 
they did show (po252) that it is restricted in a 11 timelike 11 
direction (in our case the time direction) to a magnitude inverse-
ly proportional to a large positive constant"(, which is related 
to the bound of the errorso Thus as our time step 6t decreases 9 
the errors and hence 'Y must decrease and hence the "neighbourhood 11 
may expand in time so that the "neighbourhood" certainly contains 
' 
At as ~t tends to zeroo; If we increase At however, 'Y certainly 
cannot decrease so that at some limiting magnitude ~twill pass 




Therefore th~ proof does not hold for At largeo Thus 
I 
there is a restriction qri At implied in this proof, in addition to 
the Courant condition on r = /.!:.t//js, in that /1t must be "sufficient-
ly small 11 o We explore a method of e~tablishing a quantitative 
upper limit on ~tin the next three chapterso 
Courant, Isaacson ~nd Rees also concluded that the round 
off error should ~e of thj order (6t) 2 o That is, if At is re-
duced by the ratio 1/d, .f'he number of decimal places should be 
increased by 2 log10d digitso 
306 Definitions of Consistency 1 Convergence and Stability 
We introduce the terms consistency, convergence and 
stability, following Richtmyer (1957). 
Consistency~ 
The consistency condition requires that the difference 
between the partial differential equations and their finite 
difference representations should tend towards zero as the mesh 
lengths are allowed to tend towards zero. Consistency can in 
practice be investigated by Taylor series expansion of the de-
pendent variables with remainder. For instance, we might wish 
to represent the simple equation Vt= const 
by vb+1 = vb 
a a 
= const t.\t 
where the notation is as introduced in Appendix A. 
series expansion gives 
= O(b.t) 
Taylor 
which tends to zero as At tends to zero 9 so that this finite 
difference approximation satisfies a consistency condition. 
We might alternatively represent the same equation by 
Vb+1 = i(Vb b + V 1) a a=1 a+ 
= const /J.t 
In this case the same argument gives 
Vb+1 = 1(vb b 
O(As) 4 + V 1) (8s)2 
V = a 
2 a-1 a+ V + o(At) At = 2/lt + lH t SB 
which does not automatically tend to zero as ~sand flt tend to 
zero, but depends on the relationship between ~sand b.t in 
the limit. If the ratio ~s/dt remains constant as As and D.t 
go to zero, the consistency condition is satisfied, but if 
(ils) 2/~t remains constant the consistency condition is violated. 
Thus the second approximation is suspect. 
Now for simplicity we have used an equation with a single 
partial derivative term, and it should be borne in mind that 
consistency deals with the formuLation of finite difference 
equations rather than individual terms. Thus an equation with 
many terms may be tested for consistency term by term only if 
the possibility of compensating single term inconsistencies can 
be discarded. 
The consistency of a number of finite difference schemes 
for solving the shallow water equations, a special case of the 
Overland Flow equations, is investigated by Taylor series ex-
pansion by Liggett and Woolhiser (1967). Note that their term 
11 approximation 11 conforms to our definition of "consistency". 
Convergence~ 
The repeated application of a finite difference scheme 
to a given set of initial and boundary values provides a con= 
vergent estimate of the exact solution of the corresponding wave 
propagation problem if the difference between the finite 
difference solution and the exact solution tends to zero as 
the time step dt is allowed to approach zero. This definition 
is of course required to hold only for the time T over which 
the solution is carried. We also take it that ~sis regarded 
as a function of bt such that ~s tends to zero with 6t. 
Stability: 
Unlike convergence, stability refers only to the finite 
difference solution, and a finite difference scheme is said to 
be stable if its repeated application cannot lead to unbounded 
results. In particular, for stability the numerical solution 
must remain bounded over the solution time T as the mesh lengths 
At and 6s are allowed to approach zero. Note that it is 
sufficient under this definition to prove that such a bound 
exists for the stability condition to be satisfied even though 
the bound may be very large. 
Ideally we should aim to establish convergence and then 
use mesh lengths approaching zero, and hence our solution would 
be a.p. exact as we wished. Unfortunately convergence is 
difficult to investigate, involving as it does the unknown exact 
solution of the partial differential equations. However 
Richtmyer (1957) in Chapter III presents Lax 1 s equivalence 
theorem, which is stated ''Given a properly posed initial-value 
problem and a finite-difference approximation to it that satisfies 
the consistency condition, stability is the necessary and sufficient 
condition for convergence". It should be noted that this theorem 
is proved only for linear initial value problems. Richtmyer, 
in Chapter IV of his book, then investigates a particular class of 
linear initial value problems which are amenable to Fourier series 
methods, and derives the von Neumann necessary condition for 
stability. Fourier series stability analysis and the von Neumann 
stability condition are discussed more fully in Appendix A; 
For a certain class of linear initial value problems we 
may therefore investigate convergence by testing for consistency 
by Taylor series expansion and for stability by Fourier series 
methodso If the finite difference scheme satisfies both con-
sistency and stability conditions 9 then convergence of the 
numerical solution to the exact solution is established for that 
class of problems by Lax's equivalence theoremo Now our quasi-
linear Overland Flow equations may be treated as "locally linear" 
(see Appendix A) and hence an heuristic application of con-
sistency and stability tests to small areas of the solution 
should be illuminatingo As an example of the application of 
FourJer series stability analysis to quasi=linear problems 9 we 
adapt an analysis given by Richtmyer in Chapter X of his book by 
analysing the stability of a finite difference scheme applied 
to Overland Flow equationso This example is presented in 
Appendix Ao This stability analysis gives the same 11Courant 
Condition" as was deduced rigorously by Courant 9 Isaacson and 
Rees (1952) for the same finite difference formulation applied 
to a general quasi-linear systemo Thus we conclude that: Richtmyer 
stability analysis is a useful tool in investigati~g the con-
vergence of numerical solutions to the exact solution of the 
Overland Flow equations~ at least as At and As tend to zeroo 
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CHAPTER 4 
INTRODUCTION OF EXTENDED STABILITY THEORY 
4o 1 Difficulties with "Theoretically Stable" Solutions 
There has been a tendency to regard a finite difference 
solution of an overland flow problem as "theoretically stable" 
if the mesh ratio r = /lt/b.s can be shown by Fourier series 
analysis to satisfy the von Neumann necessary condition for 
stability (A-14) as D.t and /J.s tend to zeroo Such approximate 
analysis in many cases results in the Courant condition, which 
was derived rigorously, and encourages the b~lief that such 
stability and convergence properties depend only on r even if 
~t and As are appreciableo However, as we have seen in 
Section 3.5, the convergence proof by Courant, Isaacson and Rees 
(1952) does not hold for Lit largeo Similarly Richtmyer 9 s 
methods deal with the stability of the finite difference scheme 
and its consistency with the partial differential equations as 
At tends to zero, but not with the behaviour of the numerical 
solution for finite values of ~to Now in practice we must use 
a finite value of ~tin a computed numerical solution, so that 
if the restriction on the magnitude of At is infringed we have 
no guarantee of convergenceo 
This would be of little importance if values of At in 
common use were found .to give satisfactory results with 
"theoretically stable" finite difference schemes, but this is 
far from the caseo 
Stoker (1957) p,492 found in his work on the Ohio River 
that fluctuations developed in his numerical solution which 
54. 
necessitated small interval sizes being used. It is noticeable 
that he was able to use a value of r (0.034 hr/mile) in his 
Region V larger than that (0.024 hr/mile) used in Region II even 
though the value of V + c was about 50% greater in Region V than 
in Region II. This is the opposite of the behaviour expected 
from r if it was governed solely by the Courant condition. 
Stoker also drew attention to the problem of assessing the 
maximum value of V + c prior to the solution of a problem, 
remarking (p.493) that "It would be convenient to be in possession 
of a safe estimate for the maximum value of the particle velocity, 
in order to predict an appropriate safe value for the time inter-
val ii.t". We shall discuss the problem of the prior estimation of 
the particle velocity V + c in Section 4,9, after indicating its 
importance in the extended stability analysis introduced in this 
chapter, 
Fenzl (1965) found that objectionable oscillations 
occurred in some numerical solutions where dt was chosen to 
just satisfy the Courant condition, and suggested that there was 
a need for a restriction on 6t in addition to the Courant 
condition. 
Liggett and Woolhiser (1967), in a paper comparing 
various finite difference schemes, remarked that for nonlinear 
equations precise and rigorous stability criteria could not be 
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found, and pointed out that most stability criteria applied 
only as the mesh lengths tended to zeroo They attempted to find 
stability criteria by experimental means, and concluded that 
rectangular finite difference schemes are often unsatisfactory 
even if "theoretically stable". It is of interest that they 
found that the "Unstable Method", which violates the von Neumann 
condition, was empirically s~able in a few experiments, notably 
on the rising limb of a runoff hydrograph. 
4o2 Simple Illustrations of Instability 
It is not even necessary to experiment with solutions of 
the full Overland Flow equations to demonstrate instability for 
finite 6t in solutions using "theoretically stable" difference 
schemes. We illustrate this by applying the CIR rectangular 
scheme (see Appendix A) to special cases of overland flows. It 
is unlikely that such a scheme would be used to solve these simple 
problems, but an adequate stability theory should predict the 
possible instabilities which are indicated. We show later that 
our extended stability theory does in fact predict these 
instabilities. 
We consider first a rectangular tank containing a 
stationary body of water. Through the two side walls of the 
tank a constant lateral flow begins at time t = O. 
and .(3-26) both reduce to 










in any cross section 
perpendicular to the side wallso 
We use the finite difference expression (A-3) to give 
cb+1 = cb + ~ 
a a 2Bc 
If we evaluate the variable cat (aAs, b~t), we get, 
for the initial time step 
C 1 = CQ + ~ 
a a 2Bco 
a 
For the second time step 
2 1 ~ 
ca= ca+ 2Bc1 
a 
Subtracting (4-3) from (4-4) 
C 2 _ C 1 = ( C 1 _ CO) ( 1 _ qg{lt ) 




C 1) ( 1 - qgAt ) = ( C 1 - CO) ( 1 




2 1 ° 000 2Bc c a a 
- _ ..... gg..._A_t _____ _ 
2B(cb-1 )2 + qgl\t 
a 
which is positive for all b, ~t if q is positive. 
For convenience we define mean values cb such that 
m 
for all b 







Thus, using (4-6) 
b+1 
1 1 0 [( g~At ~ (1 y ggAt C = C + (c - C) 1 - 2B(c:)2 + 2B(c;l +. 0 0 G O a a a a a 
1 qgl°)t ( t] + - 2B(c:)2 
Clearly the stability properties for the formulation 
depend on the factor 1 - ggAt which can be called the 
2B( cb)2' 
amplification factoro m 
If we evaluate the variable c in (4-2) at (abs,(bt1)At) 




- C a 
(4-9) 
Thus, with appropriate modification of the definition of 
b cm, we get by the same argument an amplification factor of 
(: + qg6t r1 
2B(c~>2) 
If q is positive, that is, a lateral {nflow, f~~·6eries 
in (4-9) will converge monotonically for all At. Now the 
calculated value c1 - c0 will almost certainly differ from a a 
c(a4s,At) - c(a4s,O) by some small initial error which will 
produce cumulative errors in a converging series in successive 
values of cb+1 o 
a 
The true solution c(t) increases as t 
increases because the depth must increase with a lateral inflow, 
so the relative error must ultimately decrease and the solution 
is stableo 
If q is negative, that is, a lateral outflow, the series 
in (4-9) will diverge monotonically for all Ato 1 0 As (c - c) a a 
is negative in this case, from (4-3), cb will decrease as tin-
m 
b creases, so that the nonlinearity inc will accentuate the 
m 
divergence. Now from (4-1), cct is constant, so we expect 
ct to increase as c decreases. However the initial error in 
c 1 - c 0 will produce cumulative errors in a diverging series in a a 
b+1 successive values of c 0 The relative error will increase a 
even faster than the absolute error because the true c(t) will 
steadily decrease as t increases. Thus the solution for q 
negative is invalidated by monotonic instability which is 
characterised by uniform divergence between the true and 
calculated solutions with increasing to 
Note that these conclusions apply whether the variable 
c in (4-2) is evaluated at the backward or forward time stepo 
A~ a second simple example we take initially uniform flow 
in a river with a rectangular prismatic channel. V and w s s 










- wt = 
~ ~ 
Thus we must have wt= 0 in the first step. We shall 
assume that Vt is assessed at the end boundaries in the same way 
as in the ·remainder of the channel. Vs and ws, and hence wt' 
therefore retain their value of zero, so that the depth and 
hence the hydraulic radius R remain constanto 
the Manning formula (2-40), our equations become 
2 
Vt= K1 - K2V 
Thus, using 
where K1 is a positive constant, and K2 is a constant which 
takes the same sign as Vo 
We use the finite difference expression (A-3) to give 
v~+1 = v~ + K1~t - K2~tv2 
Now it is a common stability test to check whether a 
difference solution can retain a steady state after an initial 
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(4-10) 
small disturbance has been introducedo For truly uniform flow 9 
of course 9 
2 
K1 = K2V 
We shall assume 9 however 9 that we evaluate Vin (4-11) 
such that a small error is introduced 9 so that V does not 
exactly satisfy (4-12)0 The presence of rounding errors in all 
· but exceptional numerical calculations makes this a reasonable 
assumption. We now investigate the circumstances in which that 
error grows until it dominates the solution. 
If we evaluate Vin (4-11) at (a~s,bat), we get, for 
the initial time step 
v: = v~ + K1dt - K2~t(v~) 2 
For the second time step 
v! = v: + K1~t - K2Atcv:) 2 
(4-13) 
(4-14) 
Subtracting (4-13) from (4-14) 
v; - v: = (V: - V~)c - K2~t(V: + v~;_J 
Similarly, if we evaluate Vin (4-11) at (a6s,(b+1)At) 
we get 
(v2 - V 1 ) r; + K 4t(v2 + va10 = V 1 - v0 a a L1 2 a J a a 
(4-15) 
(4-16) 
Clearly, by the same argument as before with appropriate 
definitions of vb, we get an amplification factor of 1 - 2KittV! m 
when V is evaluated at the backward time step, and (1 + 2K2~tV:)-1 
when V is evaluated at the forward time step. Now K2V~ is 
always positive because K2 takes the same sign as V, so that 
(1 + 2K2~tv:)-1 is less than unity for all At. Thus the initial 
1 0 
error V - V will be rapidly damped out if Vin (4-11) is a a 
evaluated at the forward time step, and the solution will be 
stable. 
Similarly the solution will be stable if Vis evaluated 
at the backward time step provided 
1 - 2K2AtV~ ~ -1 
If the condition (4-17) is infringed, however, vb+1_ Vb 
a a 
will uniformly increase in magnitude, alternating between 
positive and negative, so that the error quickly dominates the 
solution. Thus the solution in this case is invalidated by 
(4-17) 
oscillatory instability which is characterised by rapidly 
increasing oscillations in the difference solution as t increases. 
Note that this form of instability can be avoided either 
by limiting the time step ~t, or by using a different formulation, 
for instance~ evaluating Vat the forward time step. 
4o3 Physical Instability 
Uniform flow becomes physically unstable at high velocities 
and forms a series of roll waveso A solution can hardly be 
numerically stable if it is physically unstable whatever the 
formulation and however small the value of dt usedo We would 
therefore expect a satisfactory stability theory to predict 
instability at the point established by existing physical 
stability theory when the Vedernikov number (Ven te Chow (1959) 
po210) exceeds unity. Ven te Chow's definition of the Vedernikov 
number may be expressed as 
(4-18) 
where mis the exponent defined in (2-53) or (2-54) while R9 P, A 
and F have their standard meanings for this thesiso 
Clearly, in the case of a wide rectangular channel, this 
stability criterion becomes 
mF ~ 1 (4-19) 
4o4 Stability Investigation with Finite Mesh Lengths 
- Introduction 
The application of Fourier series stability analysis 
methods to nonlinear systems of difference equations is justifiable 
only if these equations can be linearised in some wayo Quasi-
linear equations, such as the Overland Flow equations, can be 
treat'ed as "locally linear" in a small region of the solution, 
and this fact is used by Richtmyer in assessing the stability 
properties of solutions as the mesh lengths ~t and ds tend to 
zero, as shown in Appendix A. However, the crucial feature of 
such linearisation is not the requirement that the mesh lengths 
be infinitesimal, but the requirement that the variations over a 
few mesh lengths in the dependent variables be an order of 
magnitude smaller than the corresponding variables themselves. 
Thus we shall approach the Fourier series stability 
analysis of quasi-linear equations from a new viewpoint, 
assuming only that the difference solution varies gradually so 
that variations from the locally constant zero order solution 
are of the first order (small). In introducing this approach, 
we use as an example the staggered finite difference scheme 
(Lax, 1954), in the form recommended by Stoker (1957) p.481, 
because the stability analysis is relatively simple in this case. 
For simplicity we assume that the channel is wide, rectangular 
and prismatic, and that f:!, = 1 = 1. We also take U = V, which 
from (2-20) is the same as assuming u = 0 everywhere, and set 
cos ~ = 1 0 
2 Hence we take A= Be /g, B constant, H = o, and R = y. 
s 
Thus, using (3-28) with k = 1, (3-25) and (3-26) become 
Vt+ 2ct + (V + c) ( V + 2c) = gz - gSf - qV~ + _q_g s s s Be Be 
Vt - 2ct + (V - C) ( V - 2c) = gz - gS - -9.Y.8: _q_g s s s f Bc 2 Be 
(4-20) 
(4-21) 
We now form the "staggered scheme" finite difference expressions, 
following the notation of Appendix A. 
2cb+1 b b 2Vb+1 (Vb b - (ca-1 + C 1) - + V 1) a a+ 
Vt 
a a-1 a+ 
ct = 2At = 2At 
b b Vb Vb C a+1 - C a-1 V a+1 a-1 C = 21:ls = 2As s s 
Since we propose to use the same space differences 
(4-23) in (4-20) and (4-21) it is convenient to subtract, 
then add (4-20) and (4-21), giving 
c + £v + Ve = _gg_ 
t 2 s s 2Bc 





Now if we wish to write the equations of first variation 
corresponding with (4-24) and (4-25), we must evaluate the 
non-homogeneous portion of the equations, that is, the R.H.S • 
• b 
C 
qg = ~ (1 - ~) 
b 2Bc c 2B(c+c) 
a 
We say 
because cb is a small first order variation of the zero order 
a 
"local constant" c, and we are dropping all powers and multiples 
of first order quantities. In the staggered scheme we evaluate 
the quantities c and Vin (4-24) and (4-25) as i(cb 1 + cb 1 ) a- a+ 
• b • b 
2B(c + t(&b 1 + cb 1 )) a- a+ 
0 a-1 + c 1 
= JliL (1 - a+) 
2Bc 2c 
( 4-26) 




( • b • b )] 
C 1 + C 1 a- a+ 
- m . JC 
(4-27) 
by the same reasoning 9 where Sf is now a function of the local 
constants c and Vandis therefore also a local constant. 
Likewise 
.'.1 b b 
:!q ( V 1 + V . 1) g a- a+ [ 
•b 0 b 
V V 1 + Va+1 
= .9.lt':'..2 1 + _a--,----
Bc 2V 




Substituting (4-22), (4-23), (4-26), (4-27) and (4-28) 
into (4-24) and (4-25), multiplying by ~t, rewriting each 
difference term in terms of variation quantities, and dropping 
second order quantities, we get 
.b ob 
[~ ob+1 C a=1 + C a+1 t.1t •b 0 b b - cb ~ C = 2 2/js (Va+1 V 1 ) + V(c 1 a a- a+ a-1 
ob ob 
-~ 
C a-1 + C a+1 ~ 
2Bc 2c + 2Bc (4-29) 
vb+1 
a 
2 c ( c b 1 - c b 1 )7 
a+ a- '.J 
. ~ob ob V + V 
qgV~ · a-1 a+1 
2 . . 2V 
Be 
(4-30) 
Now the zero order terms ~\~tin (4-29) and 
(z - Sf - gV2 )g~t in (4-30) are the products of locally constant 
s Be 
quantitie~ and ght, and are also locally constant. This means 
that they will contribute a steady increase or decrease to 
o b+1 °b+1 c and V over a few time steps, unaffected by any incipient a a 
instability in the solution. As we may assume that we commence 
with physically realistic initial conditions prior to the growth 
of any instability, it does not appear that the growth of errors 
associated with instability arises from the zero order terms. 
If we use the Fourier series (A-12) 9 the locally constant 
zero order terms will all be included in the constant term (p = 0) 
of the Fourier series and will not enter the harmonics at allo 
This reinforces the above conclusion that it does not appear that 
instability is associated with the zero order terms, as these 
cannot cause the unbounded amplification of a harmonic which is 
the symptom of instability in the Fourier series method. We may 
therefore drop all terms of zero order when we investigate the 
growth of the harmonics. 
4.5 Fourier Series Representation 
Using the Fourier series (A-12) and canc,lling throughout 
by eipads as in Appendix A, (4-29) and (4-30) transform to 
*b+1 ~ =ipLls ipAs _ VAt(eipt'.\s_ e-ipll.s) ~( -ip6.s 8 iplls~ ~b e + e C = 2 - 2 e + 2lls 4Bc 
cl\t( iplls 
- 4~s e -
e=ipl.\s)Vb (4-31) 
66. 
*b+1 ·c cAt( ip4s -ipds) gSf~t ( -ipds 8 ipAs) V = - Tse - e + jc me + 
qgVAt( -ipAs ipl\s~ *b [e-ip6s+ eipAs + 3 e + e c + 2 
Be 
VAt ( ip~s -ip6s) gsf6t ( -ip~s ipAs) 
- 2As e - e - 2jV e + 8 
sgfil (e-iplls4 eiplls0vb 
2Bc2 j 
(4-32) 
for all p -/ Oo We define Wand Z as in (A-18) and write 0 
for p~s, allowing e to vary between-~ and~ as in Appendix A. 
Note that e can take the value zero even though p cannot, as 





and with the Froude Number F = V/c, (4-31) and (4T32) become 
*b+1 r 17 *b 'Z sin$ v"'b 
c = Leos 9 ( 1 - iAt) - iW sin ej c - -1.-2----
vb+1 = t2iZ sin 0 + ( 4mFa-At + 4F16t) cos ~] ~b 
+Gose (1 - 2'YAt - 2o--[it) - iW sine]vb 
Note that W, z,~~t;r~t and Fare all dimensionless locally 
. ' . 
constant quantitieso 
4.6 Eigenvalues of the Amplification Matrix 
The amplification matrix M of the system (4-34) and 
a 




Ma= [(1-1tlt)cos0 - iWsin0 
-2iZsin0 + (m~+'Y)4FAtcos0 
-iZsin9 
2 
( 1-2(<> + 1')LH) cos 0 J (4-36) - iWsin9 
and its eigenvalues are 
~ = cos 0 - iW sin0 - (<1'+~1 )At cos() 
! E-- +} i2At 2 C os2 e - 2i z oin9c os8FAt (mo-+ '!')-z2 sin ~i 
We set 
Therefore 
cos0 - iW sinB - (11+iMt cos0 
! [L1 26t2cos20 - 2L/1t cos9 iZ sin0 - z2sin2~~ 
We seek to evaluate the square root as 
f 1i~t cos 0 - i~Z sin 0 
Thus we set 
(4-37) 
(4-38) 
2 2 2 2 2 2 
(E11~tcos0 - i~Zsin$) = 11 ~t cos 0 - 2126tcos0iZsin0 - Z sin 0 
We equate real and imaginary parts of (4-39) 
2 2 2 2 2 . 2 2 
11 ;Qt cos 0(1-€) - Z sin 0(1-!) = 0 
2ZAtsin$cos0(12 - E~ 11) = 0 
and thus we can evaluate E and ~o 
4o7 Bounds on the Eigenvalues 
From (4=38) and (4-39) we get 
A= cos e < 1 - (11 +'Y + ~11)tlt) - isin0 (W :!: b Z) 
,~12 = 2 (1 - (11 +o + E11)6tl + . 29 (w :!:tzl cos e sin 
We are interested in the maxima of 1~1 2 which we can obtain 








d0 = -2cos0sin0(1 - (11 + T + fL1)6tl + 2sin0cos0(w :!: tz) 2 
(4-44) 
68 .. 
showing that there are turning points at sin0 = 0 and 
cos fJ = 0. In fact the magnitude of any function in real 
constants and eiB will have turning points with respect to 
variation in 0 when sin 0 = o, because the real part will comprise 
constant terms, terms in cos 0, and terms in cos2B, while 
the imaginary part will always be terms in sin2e. Differ-
entiation w.r.t. 0 must therefore give a factor of sin 0 in 
all the terms retained, which implies turning points when 
sin()= 0. We use this in the next chapter. 
Differentiating again, 
d2 1 ~1 2 = 2 2 r: 2 27 ~e2 2<oos e - sin e) L<w:!:~z) - <1 - <11+1+€11 )6t) J 
Now from (4-44) we get turning points in three cases: 
1. Cos .0 = 0 
2. Sin 0 = 0 
3. (W :~z) 2 = (1 - (11 +T+E11)6t) 2 
(4-45) 
From (4-45) we see that if (W '!:tzl>(1 - (11 +r + €11)dtl, 
the maxima occur in Case 1. 
In this case, from 
2 (4-39), ! = 1, so that from (4-43) 
1~1 2~ (w + zl 
If (W :!:~z) 2( (1 - (11 
Case 2. In this case 
+ o + E11)At) 2 the maxima occur in 
€2 = 1, so that from (4-43) 
1 1 )titl 
In Case 3, we see from (4-43) that 
\~j 2 = (W .:!: ~z)2 (cos2 0 + sin20) 
(4-46) 
(4-47) 
· ( 4-48) 
which is independent of 0o In this case we must investigate 
the behaviour of~ from (4-40) and (4-41). ~ is defined by 
these equations except when sin0cos0 = Oo 
When sin0 = 0 9 E2 = 1 from (4-39) and hence 
(W :!: ~z) 2 = (1 - (11 + "f + L1)Lltl 
so that Case 3 leads to the equality in (4-47) for sin 0 = o. 
Similarly 9 when cos 0 = O, Case 3 gives the equality in (4-46). 
If sin0cos0 / o, (4-41) gives ( = 1 2/(11 , and also ( / o. 
Thus 9 substituttn~ in (4-40) 
L1 2b.t2cos20 - 22 6t2 cos2 fJ - z2 sin2 0 ( 1 - >2 ) = 0 
~ 
z2sin20)4 + (L126t2cos28 - z2sin20)!2 
2 2 2 
12 flt cos()= 0 
This has roots ~ 2 , f2 2 , where 
-1 2i1t 2 cos20 
!1 2 t22 = - 2-2---,,..2-
z sin e 
That is 9 one of ~1 , ~2 is real and the other imaginary. 
the real root ( and rearranging (4-49), r , 
(L 2 L 2)11t2 20 (L 2,.t2 20 -I' 2z2sin20) ( 1 - .p 2) 1 - 2 u cos = 1 u cos + ')r '>r 
Thus if L12 ~ L2 2 , we have \-2 ~ 1 o 




using (4-37). Neglecting 1", see below, this condition becomes 
m2F2 ~ 1 ( 4-51) 
If (4-51) is compared with (4-19), it is plain that { 2 r 
will exceed unity if and only.if the flow is physically unstable. 
We are entitled to neglect~ abov8 because (4-19) was 
derived for a flow without lateral inflow, and comparison between 
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(4-51) and (4-19) is possible only under comparable conditionso 
The coincidence between (4-51) and (4-19) is no accident, as we 
will show in the next chapter under quite general conditions 
that a physically unstable solution is also numerically unstable. 
Meanwhile, from (4-48) and (A-18), in Case 3 we have 
j\) 2 = (V ! {c) 2(1!) 2 (4-52) 
We compare (4-52) with the Courant condition which can 
be written 
(V ! c) 2 (~:)\ 1 (4-53) 
If the flow is physically unstable, ~ 2 exceeds unity in 
(4-52) and the von Neumann stability criterion (A-14) may be 
violated even if the Courant condition is satisfied, while for 
physically stable flows satisfaction of the Courant condition 
will guarantee satisfaction of the von Neumann stability 
criterion by~ as evaluated for Case 3 from (4-52). The form 
of (4-52) is therefore reminiscent of the remark by Henderson 
(1966) Po369 that the "kinematic wave" velocity (roughly the 
velocity at which the main body of a flood wave moves) will be 
greater or less than the dynamic wave velocity V + c according 
as tie flow is physically unstable or stable respectively. 
Assuming the flow is physically stable, inequality (4-46/ 
covers equation (4-52), so that in fact inequality (4-46) covers 
all Case 3 for sin 0 / O. 
Hence we have established limits on 1~12 for all 
possibilities and can say, from (4-46) and (4-47) 
71. 
\\\2~ max [ (W 
2 2 + Z) , (1 - '¥'At) , (1 - 2((f + 'YMt) 2] (4-54) 
where we have used (4-37) to evaluate 2L1 + 'Yo 
4.8 Stabiliti Criteria 
Having established bounds on the eigenvalues, we must 
decide on a stability criterion. Now our analysis should not 
differ from Richtmyer's methods in any way as 8t tends to zero, 
because all terms O(At), i.e. the terms* which arise from the 
R.H.S. of (4-24) and (4-25) after their difference representations 
are multiplied by ~t. Hence we can use the von Neumann 
necessary condition for stability (A-14) as At tends to zero. 
In this case we get, from the first limit of (4-54), the Courant 
condition (4-53) coinciding with the von Neumann necessary 
condition for stability (provided, as we have seen, that the 
solution describes a physically stable flow). It is not clear 
whether the von Neumann necessary condition is also sufficient 
for stability as ~t tends to zero, but if we consider 
L\t = 2 (4-55) 
We. have, from the third limit of (4-54) 
l'>--1 2 ~ <-3) 2 
Now a solution in which it is possible for some harmonic 
not only to reverse in sign at each time step but treble in 
magnitude at the same time cannot be regarded as stable. On the 
* Because the R.H.S. of (4-24) and (4-25) makes these equations non-
homogeneous, we shall hereafter describe these terms as 11non-
homogeneous terms" whether we are referring to such terms in the 
partial differential equations or to their representation in a 
finite difference scheme. 
•• 
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other hand, if we impose the restriction 
j)..j ~ 1 (4-56) 
for all At, we may reasonably expect any disturbances in the 
solution not to increase, so that we take (4-56) as our sufficient 
condition for stability. 
This condition is the one generally used throughout the 
literature (eogo Smith (1965) p.71) as it is intuitively necessary 
and sufficiento However, as pointed out by Richtmyer (1957), 
Chapter IU, in a case where the solution itself grows 
exponentially, we would expect a legitimate exponential growth 
of the stability errors, in which case the errors might remain 
. I 
tolerably small by comparison with the.solution. 
solution would for practical purposes be stable. 
Hence the 
Another 
possibility is that I~{ might just exceed unity so that any 
amplification of errors would be so gradual that the final error 
at the end of the numerical solution might still be small enough 
to be tolerable. Hence the von Neumann condition is the proper 
necessary condition for stability as it is more generous than 
(4=56) by just enough to permit "acceptable" growth in the 
stability errorso 
Thus for finite mesh lengths we can suppose that the 
numerical solution is stable if it satisfies condition (4-56) 
and unstable if it violates the von Neumann conditio~. If it 
satisfies the von Neumann condition but not condition (4-56), we 
must decide whether the error may become intolerably large over 
the time period in which (4-56) is violated. In general the 
error will indeed grow rapidly to intolerable proportions because 
of the large number of time steps usually handled by computers 
in automatic solutions, so that in this thesis we shall regard any 
violations of (4-56) as indicating instability. Note that we 
have in effect substituted for the definition of stability in 
the previous chapter the more practical requirement that the 
stability error should remain an order of magnitude less than 
the solutiono 
We have assumed in (4-55) that a value of At as large 
as 0--: '¥ might be used in an actual solution. We prove 
this by an example, with q = o, Sf= .001, V = 4 ft/sec, j = i, 
g = 32 ft/sec 2 o Using (4-33) 
A 2 X 4 u.t = 0032 seconds= 250 seconds, or approx 4 minutes. 
Now this value of At is a common magnitude for flood routing in 
rivers, for instance by Stoker (1957) Chapter f1, and hence 
stability criteria involving the magnitude of ~t and condition 
(4=56) are of great importance. Thus we suggest that all of 
the failures of explicit finite difference schemes noted in 
Section 4.1 might well have been caused by the failure to recognise 
a limit on the magnitude of ~tin addition to the Courant 
stability condition. 
We now derive a set of sufficient conditions for stability 
from (4-54) and (4-56), assuming 
2 2 X, 2 F ( mo- + "() ~ (o- + 2 ) (4-57) 
which is apparently a criterion for physical stability. 
The conditions, which must all independently be satisfied, are 
At 
( V + c) Lls ~ 1 ( 4-58) 
"( ? o ( 4-59) 
(" + 1')At~ 1 (4-60) 
These conditions of course apply only to the staggered 
scheme for whicn they were derived, but serve as an example 
of the results of this method of Fourier series analysis with 
finite mesh lengths. Note that (4-59) predicts the ·instability 
for all At indicated for q negative by the first example of 
Section 4.2, while we may show that (4-17) and (4-60) coincide 
as follows. (4-17) can be rewritten, identifying Vb with the 
m 
locally constant V, 
and 
gSf 
K2V = V = <r 
using (4-10), and (4-33) with j = i for turbulent flow. 
Thus (4-17) and (4-60) coincide as f is taken as zero in (4-10). 
4.9 Practical Use of Stability Criteria 
Stoker drew attention (Section 4.1) to the problem of 
assessing the Courant condition prior to a solution, as the 
condition is expressed in terms of the unknown solution. 
Clearly, from (4-58), the Courant condition is still of great 
importance in the light of our extended stability analysis, and 
we now examine the particle velocity V + c, which is the factor 
in the Courant condition which must be predicted before a 
solution is carried outo 
From (3-14), setting A= Q/V 
C = Ig cos <J.. Q]if 
"2BV 
1. 
~ cos <P. ~i Therefore C; = 11, BF 
and hence 
C = 
fg cos¢ Ql~ 
[ 'YI, BF j 
where Fis again the Froude Numbero Hence 
750 
V + c = ( F + 1) (g- cos ¢)j ( S)j 
Fj ~ B 
(4-61) 
Now if a preliminary estimate shows F < Oo 1, we can neglect 
V, and calculate c from (3-14). A good estimate of c should be 
possible, because in most cases we can assume 
C cC Yi 
by consideration of simple channels, and hence an error in y 
will be at least halved in Co 
The factor (F+1)/Fj is almost constant for all F between 
Oo1 and 2.0, lying between 1.89 and 2.38, so if a preliminary estimate 
shows F > o. 1, as will occur in most cases, we can assume from ( 4-61) 
that 
Now using (2-54) 
s 
B 





using (2-37) • Thus if we assume the channel is simple so that k, 
Land E are constant at any cross section, and also that Sf 
remains constant, we have 
1 
y c:C Qm+k 
m+:1 
g. <iC Qm+k 
B m+1 
V + c oC Q3(m+k) (4-63) 
As many channels approximate a parabola or trapezium in 
cross section, k is often about 3/2, so that 
m+1 _ 1 
3(m+k) ,_, 4 
for turbulent flow, where m =~in Manning's formula (2-40), 
3 
and m = i in the Ch~zy formula (2-39)0 
(4-64) 
Thus a 100% overestimate in Q normally leads to less than 
a 20% overestimate in the particle velocity, so a generous estimate 
of the maximum discharge to be encountered in the solution is 
generally sufficinet information for an adequate safe estimate 
of the particle velocity V + c. This enables the choice of a 
suitable mesh ratio for a solution to be m~de automatically by a 
computer at the commencement of a solution, as the only input 
information needed, apart from geometrical information about the 
cross sections, is an estimate of the maximum discharge, and the 
velocity at this discharge. From these, A and hence Band c may 
be derived, and therefore V + c. It is not necessary to use 
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(4-61) to evaluate V + c therefore; the value of (4-61) lies 
in demonstrating that large errors are tolerable in the estimates 
of maximum discharge and velocity. 
It is now also clear that even if the Courant condition 
is predominant, that is, if the desired As is sufficiently small 
for any criteria on At alone to be always satisfied when the 
Courant condition is satisfied 9 there is little point in altering 
the time interval ~tat each step in the solution according to 
the value of the particle velocity as suggested by Fenzl (1965) 9 
because the changes in particle velocity V + c will generally be 
so small that savings in the number of time steps in a solution 
will hardly compensate for the extra computation involved in con~ 
tinually resetting the time step. In addition the use of 
constant time steps involves less programming effort and allows 
output to be produced at regular intervals throughout the 
solution. 
The stability criterion (4-59) implies that satisfactory 
solutions cannot be obtained by the staggered scheme, of over-
land flow equations involving lateral outflows, and we show in 
the next chapter that this applies to all difference schemes 
based on a regular grido 
Criterion (4-60) requires an estimate of er and 'Yo 
In practice o is generally much smaller than (J, as will be 
shown in detail in Section 6.2. Meanwhile we shall check 
the condition (4-60) against the experience of Stoker (1957) 
Ppo488-494 with the use of the staggered scheme in the case '1 = 0. 
From (4-33) and (4-60), we have 
Stoker gives a datum slppe of about .0001 so that, 
assuming Sf= zs, we get for j = i 
11 10000 V ~t ~ g 
That is, LH ~ 0.1 V hours 
approximately, where Vis in miles per hour as used by Stokero 
Stoker unconsciously satisfied this criterion through= 
out, so he had no difficulties with the staggered finite 
difference scheme in contrast to his problems with the 
rectangular finite difference scheme. As we show in Chapter 6, 
these problems are also predictable by our extended stability 
analysis. 
Now in most cases it should be possible to assume 
Sf= zs so that advance prediction of Sf is possible; however 
there appears to be no way to predict the factor Vin~ with any 
accuracy and thus a finite difference scheme which has stability 
properties in~ependent of~ would be a great advantage. 




LIMITED STABILITY TESTS ON A GENERAL FINITE DIFFERENCE SCHEME 
5o1 Introduction 
In Chapter 4 we established a method of applying Fourier 
series stability analysis which gives more general results than 
stability analyses in use at presento This is the first time 9 
to the knowledge of the writer,* that a Fourier series stability 
analysis has been performed on the finite difference representa-
tion of any hyperbolic non-homogeneous system of quasi=linear 
partial differential equations without first eliminating the 
non-homogeneous terms (See Section 5.8) by allowing the mesh 
lengths to tend to zero. Indeed it is only during the completion 
of the project leading to this thesis that the importance of non-
homogeneous terms in stability analysis appears to have been 
recognised at all in the literature in English, when Vreugdenhil 
(1968) used Fou~ier series stability analysis to show that a non= 
homogeneous term, in a simple linear partial differential equation 
in one dependent variable, could introduce a stability restriction 
on the time increment in a difference solution. 
While we could apply our,method to any difference scheme 
to derive stability criteria for comparison, it is better to 
analyse a generalised finite difference scheme so th~t basic 
*Asimilar stability analysis of a difference schemw by Liggett 
and Woolhiser (1968) has since been noted by the writer. However 
this analysis is incomplete in that the term 0(6t2 ) is dropped 
from the square root part of the equation corresponding with (4-38). 
principles are not obscured as they may be in a trial and error 
series of analyses. In this way we should be able to establish 
fundamental stability requirements of difference schemes and 
select a scheme which best meets those requirements. Another 
advantage of generality is that the algebraic manipulation in 
these stability analyses is usually tedioua and often intricate. 
Hence it is desirable to perform such manipulation in a general 
way as far as possible so that individual criteria may then be 
found in a straightforward mannero 
In this chapter we apply Fourier series analysis to a 
general rectangular difference scheme applied to general over-
land flow equations and establish a number of stability criteria 
which are necessary to satisfy (4-56)~ in particular the require-
ment that for numerical stability the flow must be physically 
stableo In the following chapter we establish sufficient 
stability criteria, within the limits of our linearising 
assumptions, for a selected class of rectangular finite difference 
schemeso This results in the recommendation of a simple finite 
difference scheme with tractable stability properties. 
5.2 Basic Assumptions 
The method of Chapter 4 has three basic requirements. 
First, we must be able to write equations of first variation of 
our finite difference equations in such a way that they are linear 
in the first order variation terms. This is possible only if 
0 
V/V << 1 and y/y << 1 at any point in the solution at which we 
wish to investigate stability. This is intuitively necessary 
over the major part of any acceptable finite difference solution, 
as the very replacement of differentials with differences cannot 
be regarded as valid if the solution exhibits variations, between 
adjacent grid points, of the same order as the solution itself. 
Exceptions to this are tolerated in special areas of a solution, 
such as the initial time step in which a dry channel is subjected 
to lateral inflow, and in these areas our analysis does not hold. 
However, all initial and boundary conditions should be examined 
separately, and numerical problems in these areas bear little 
relation to stability as defined in Chapter 3. 
The second requirement is the restriction of our analysis 
to one cycle, two level finite difference schemes based on a 
rectangular mesh. By "one cycle" we mean a scheme which replaces 
the differential equations with a single finite difference 
formulation which is then solved repeatedly for each successive 
time step. By "two level" we mean that all functions of the 
dependent variables are expressed in the scheme in terms of the 
instantaneous solutions at only two times. Such a scheme may be 
explicit, as in Stoker (1957) Section 11.5, or implicit, as in 
Abbott and Ionescu (1967) p.99. 
Multi-level schemes could possibly be handled by an 
extension of methods suggested by Richtmyer (1957) Chapter~, 
but such schemes are more cumbersome than one cycle two level 
schemes as they require special starting procedures, and extra 
computer storage to hold the solutions at the extra time levels. 
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Two cycle or iterative schemes require more intricate programming 
than one cycle two level schemes, so if the best one cycle two 
level rectangular finite difference schemes are found t~ be stable 
and consistent there is no reason to use more complicated 
rectangular schemes. 
We postpone to Chapter 7 consideration of characteristic 
net finite difference schemes, to which this stability analysis 
does not apply. 
The third requirement in generalising the methods of 
Chapter 4 arises from our need to deal with variations in only 
two dependent variables, so that we are required to relate 
0 0 
w, R, A, y and cat any cross section by explicit locally 
constant relationships. We shall show this requirement may be 
satisfied if we assume that ou~ general channel behaves like a 
simple channel when the depth varies only slightly from a 
locally constant value. We shall describe channels conforming 
to this assumption as "quasi-simple". 
5.3 Quasi-Simple Channels 
We define a quasi-simple channel as one in which k and L 
at a cross section, as defined by (2-35) and (2-36), undergo 
second order variations when a first order variation in depth is 
introduced at that section. This may be written, for any 
sections= canst 
K(y) << i. 
k y (5-1) 
0 
and hltl << i L y (5-2) 
• 
We have written the variations K(y), L(y) to indicate that they 
are variations with y at a section, withs held constant. We are 
treating our geometrical parameters w, R, A, c, and hence B', k and 
L, as functions of y ands in the same way as introduced in 
Section 3.1. 
A(y,s) is 
Thus, for instanc~, the total differential of 
dA =Ady+ Ads y s 
where Ady ~~plies for s constant and Ads for y constant. y s 
I~troducing variations, we write 
• 
A = A y + A s y s 
or alternatively 
• • • 
A= A(y) + A(s) 
Thus l(y) tends to kydy as y tends to zero, and 
• 
similarly L(y) tends to L dy. 
y ' 
A trapezoidal channel is the most common practical 
example of a quasi-simple channel. 
section 
2 
A= E1y + E2y 
For a trapezoigal cross 
where E1(s) is the bottom width aJJ.d E2 (s) is the mean side slope 






From (2-35), using B = 
= 





and therefore when 
which is 1 
1 + 2Ji + 2 
= 
'M.illi has its maximum value, 
k I y 






which may be taken to satisfy (5-1). 
Equation (5-2) is satisfied if equation (5-1) is satisfied 
and the ratio of P/B is approximately constant, as may be seen from 
(2-38)0 Thus using (5-3) 9 we may say that a trapezoidal channel is 
quasi-simple· provided that the flow is wide and shallow, or else 
sufficiently deep to approximate a triangle in cross-section. 
This excludes trapezoidal shapes which approach a deep narrow 
rectangle 9 but such shapes are rarely of practical interest and 
can be disregarded. 
Because (5-1) and (5-2) are reasonably accurate in all 
likely trapezoidal shapes, it is reasonable to suppose that 
both also apply to most channel sections encountered in practice, 
so that our assumption that the general channel is quasi-simple 
should not greatly restrict the application of our analysis. 
0 
We now examine the relationships between c(y), w(y), A(y) 
0 
and R(y) with y at a sections= canst. 
From (3-14) and (2-35) 
C = ;/g COS i 4 
'7, k2 
,,;g cos¢ ( 1 ~k) £( .1. - k C = = J.) y '>'l, 2k½y½ - 2k¾ y 2 y k 
Thus 2c(y) • llil = y_ -




for a quasi=simple channel. 
From (3-22) we ~ave, as w is a function of y alone, 
w(y) =1g ;o; 'f k y 
= cki 
y 




The relation at any section between A(y) and y is clearly, 
from (3=1) 
0 
A(y) = By (5-6) 
0 
and between R(y) and y, from (2-36) 
0 0 





for a quasi-simple channel, according to (5-2). 
Note that these relationships (5-4), (5-5), (5-6) and 
(5-7) also apply to variations in depth withs if the quasi-
simple channel is prismatic, because in this case k, Land B 
are functions of depth alone, and the depth can be taken as 
constant when such variations are small. 
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5.4 Physical Stability Criteria in Quasi-Simple Channels 
We may simplify the factor 1 - R~! in the definition of 
the Vedernikov number (4-18), which applies to prismatic channels, 
if we also assume the channel is quasi-simple. Thus 
1 - RdP 
dA 
= 1 _ Rd(A/R) 
dA 
1 
d( R) dR d 







using (2-36), (5-2) and dA/dy = B for a prismatic channel. 
Thus the Vedernikov number stability criterion becomes simply 
(5-8) 
(5-9) 
which for quasi-simple channels is more conveniently expressed, 
using (2-35) 
(5-10) 
The physical stability of flow in open channels was also 
investigated by Escoffier and Boyd (1962), who derived two 
criteria for stability 




where w is as defined in (3-23) (al though cos cp and '>'l, were taken 
to be unity), and V is the normal velocity in the channel section 
0 
defined by the Manning equation 
V = C( z ) i Rj' 
0 S 
Thus (see (2-40)), V is the velocity at which the datum slope 
0 
We seek to prove that the Vedernikov number m: is 
id t ' 1 t dVo ' ' t. ' . 1 h 1 en 1.ca o dw in prisma 1.c quas1.-s1.mp e c anne so 
mF mVA _ mV ! ✓ B7l 
~v1g 
A"'Z 
k = cBy - y Bg cos~ A = cos <f B 
= ~£l y dw 
using (3-22)0 
dV0 = C(z )i ~R-~ dR 
dy s 3 dy 
Therefore (5-14) 
Now for Manning's Formula m =~from (2-40) and (2-54), 
so that dividing (5-13) by (5-14) gives 
mF/dVo = 
k dw 
..Y.. ~ g - 1 
V0 dR y -
(5-15) 
as expected, using (5-2) and the fact that Escoffier and Boyd 
assumed that V = V throughouto 
0 
criterion, from (5-12) 
-mF ::$ k 
We must evidently include the 
(5-16) 
in (5-10) as indicated, because although m and k are always 
positive, F takes the same sign as the velocity (positive in the 
directio.n of s increasing), so that (5-16) is not automatically 
satisfied. 
Thus for laminar flows, where m = 2, (5-10) becomes 
as was quoted in Chapter 3. 
The criterion (5-9) therefore holds for all flows in 
quasi-simple prismatic channels, which may be "wide" or 
approximately triangular in cross section, as discussed in 
Section 5.3. Thus there should rarely be any necessity to 
88. 
discard the simple form of (5-9) in favour of the more com-
plicated forms (4-18), derived by Vedernikov, or (5-11) and (5-12), 
derived by Escoffier and Boyd. 
5.5 Variations of the Non-Homogeneous Terms 
We are assuming that our geometrical paramet~rs w, R, A, 
y and c can all be treated as locally constant in a small area of 
the solution, but these local constants bear constant relation-
ships with each other only in prismatic channels. In non-
prismatic channels a constant v~lue 
correspond with a constant value of 
equation <3-2L However, as shown 
A withs for y locally constant is a 
geometry and the locally constant y. 
pressed by the total differential 
of Y, for instance, does 
A, as may be seen from 
in (3-5), the variation 
function of the channel 
This can also be ex-
dA(y,s) = Ady+ Ads y s 
not 
of 
or in the notation introduced in Section 5.3 
0 O 0 
A= A(y) + A(s) 
0 
where A(s) is a function of fixed channel geometry and the 
locally constant y, and is therefore a locally constant quantity 
of the first order. We can write similar equations relating 
0 0 
w to w(y), R to R(y), and c to c(y). 
We shall now select c as our principal depth variation 
because c is normally used in simple stability analyses such as 
these in Appendix A and Chapter 4o We wish to express all 
0 
variations of the non-homogeneous terms as terms in V, ~ and 
f(s)~ where we use f(s) to denote any locally constant variation 
quantity which is independent of Vandy~ 





-r· £.!! S2. and A1!, ~ A 
( 
gzs gsf 
the non-homogeneous terms are - ......... 
"l ' '~ .' 
(5-18) 
We take g and 11. constant throughout, and q as specified 
independently, while z and H are regarded as at least locally s s . 
constant. 
Each variable will be eval~ated at some central point, 
or else evaluated over several points and averaged, for each 
application of any difference scheme. We therefore study the 
variations introduced if we evaluate the variables at any point 
We shall write any variable, for instance area A, 
which is evaluated at (a6s, bAt) as 
b 0 b 0 b A =A+ A =A+ Aa(y) + f(s) a a 
using the unannotated variable for the locally constant value of 
the variable. 
Thus, from (2-53) 
~ 'b ~y S b = V + V J 
D(R+R~~m fa 
sf~+ 
'b •~ V mR a a 
= jV - jR 
~ 
•b 
"b "b ~ V m(R (y)+ R (s)) 
sf 
a a · a 
= + jV jR 
~ 
ob 
2 ( • b 
b 'b J V m C - c ( s)) mR ( s) 
sf 
a a a a 
= + - - jc - jR jV 
~ 
ob 
2 ,b] V me a a • (5=19) = sf + jV - -. - + f(s) JC 
using (5-7), (5-4) and (5-18). 
We next examine U/A, assuming that U = V-u as in (2-20) 
and that u is specified independently in the same way as q. 
Thus 
Ub V + 
"b 
V a a 
Ab 
= •b A + A a a 











5.6 Fourier SerieLlepresentation 
Equation (5-5) allows us to write 
ob_ 21tl eb + f(s) wa - A ca 
:f(s) 




(5-23) we are able to express any finite difference formulation 
of the Overland Flow equations (3-25) and (3-26), or any 
rearrangement of them, in terms of locally constant quantities 
of zero and first order of magnitude, and variations in only two 
dependent variables V and c. We can do this under the mild 
restriction that the channel is quasi-simple without assuming 
that the channel is prismatic, although obviously the channel 
cannot be strongly non-prismatic without violating the assumption 
in Chapter 2 that all streamlines are approximately parallel. 
As discussed in Chapter 4, the locally constant zero 
order terms cannot contribute to instability over a few time 
steps, so the locally constant first order terms i(s) can also 
be disregarded in our Fourier series representationo 
We now introduce our Fourier series representation of the 
Overland Flow equations term by term. 
achieved in five steps as follows: 
This representation is 
1f The term is rewritten in its formulation under the difference 
scheme. 
, ·-I • 
92. 
2o The term is separated into zero order locally constant terms, 
first order locally constant terms, and terms in the variations 
0 
c and Vo 
3o The term is multiplied by ,1t to make the coefficients of c 
0 
and V dimensionlesso 
4o The variations are expressed as a typical term in a Fourier 
series such as (A-12) in Appendix A, with the constant term 
incorporating the locally constant quantities neglectedo We 
*b *b 
follow the notation of Appendix A, writing c , V for the 
• 0 
Fourier transforms of cb, Vb 0 a a 
5o This term is divided by eipaAs and expressed as a function 
of 0, where 0 = pAs as in Appendix A. 
As an example of this transformation, we shall transform 
T through the five steps, using the staggered scheme of Chapter 4. 
T becomes successively 
1 0 
.1( b b ) 
q2 C 1 + C 1 a- a+ 
1 (. b b ) 
2 A 1 + A 1 a- a+ 
q(c + i(c~_1 + cb 1)) ~ _________ a_+ __ = .9.£.AC 1 + 
1(ob ob 
A+ 2 A 1 + A 1) a- a+ 




2!lf~ + hs), using (5-21)0 
Note that we obtain the same relation if we introduce 
1(.b ob ) ( ) 2 c 1 + c 1 directly into 5-21 in place of our typical a= a+ 
variation term c!, and similarly we can replace c! and v! in 
(5-19) to (5-23) by variation terms expressing the particular 
formulation adopted for any difference scheme. 
3. qcAAt + f(s)6t + Jl.A(1 - 2k)At (cb 1 + cb 1 ) . 2 a- ~+ 
ip(a+1 )As] *b + e C 
n *b 
5. 1. < 1 - 2k )At cos e c 
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We shall denote this complete transformation with an=;>-
arrow~ writing the above example simply 
T :::::;> l < 1 - 2k)6t cos e ~b 
Similarly, in the staggered scheme of Chapter 4 
~ *b+1 *b 
Vt-,,-V - cos8 V 
For our general one cycle, two level scheme we write 
V =?XVb+1 - Xyb (5-24) 
t 1 2 
i0 where 'X1 and "'12 are constants or function,s of e • 
Several mild restrictions are implied by the transformations 
of the general one cycle, two level scheme which follow. These 
are that Vt and wt are formulated in the same manner, and that Vt' 
wt and the non-homogeneous terms are each formulated in the same 
way in both characteristic equations (3-25) and (3-26). Because 
the space differences are often formulated differently along the 
+ + forward and backward characteristics, we write V, w as V, w s s s s 
in (3-25) and as V, w in (3-26). However we still assume that 
s s 
+ + -Vs and ws' Vs and ws are formulated in the same manner. Such mild 
restrictions are necessary for progress in this analysis, but 
sh_e>uld not exclude many difference schemes o 
· Using·(· 5. -23.) we\\ write. ther.efore 




vs~ ··hvb+1 + tvb 
For the non-homogeneous terms we let 
gz gS •b+1 :b • s - _f - .9.!! =} 116t o · ... c. + T.'. ·At + 't: 6.t ·vb+1 + ½i.At 
'7, 11, A1l 2 3 
(q VHs)i=} Vitlt 
•b+1 1J2llt 
•b V3 At 
*b+1 
+ 1\llt 
*b - C + C + V V 
We have written the coefficients rat and vdt to 
indicate that they are of O(dt) in contrast to X and j. 
Thus the transformations of (3-25) and (3-26) are 
respectively 
*b 






( -2k)G1 -( V =C) 2kY3-'1'1 llt+ 1)1 At) c 
*b+1 










Note that variations in the coefficients V+c, V-c 
contribute only second order quantities, so these coefficients 
are locally constanto 
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It is convenient to subtract, then add (5-32) and (5-33) 
as this recasts the equations in the form usually encountered 
in explicit finite difference schemes, and facilitates comparison 
with special stability analyses, for instance that of Chapter 4o 
However this does not bar the application of this.general 
analysis to implicit schemeso 
Subtracting (5-33) from (5-32) and dividing by two gives 
(2kf1 = u/~t)~b+1 + <f1 - ))ilt)vb+1 = (2kf2 + V2At)~b + <f2 + 1.\llt)Vb 
( 5-34) 
Adding (5-33) to (5-32) and dividing by two gives 
*b 1 *b 1 *b ' *b 
,, (2kp1 - 'l'1llt)c + + ('f1 - y3At)V + = (2kp2 + 't'/lt)c + (f2 + ·z4£lt)V 
(5-35) 
where t; = X1 + i[<v + c)f1 + (V - c)f3] (5-36) 
t2 = 'X2 ~ i[<v + c)j2 + (V - c)f4] (5-37) 
f1 = iBv + c)f 1 - (V - c)f3] (5-38) 
t = it<v + c)y2 + (V - c)j4j (5-39) 
5o7 Eigenvalues of the Am:elification Matrix 
If we write 
M1 = [~ rj M2 = r ¾J ½ T4 T7 Ts 
where ~ = 2kj, - V14t etc., we can write (5-34) and (5-35) 
M1 [~b+] = M2 [::] *b+1 V 
or 9 if det (M1) / O, [~b+J -1 [::] = M1 M2 *b+1 V (5-40) 
Note that in Chapter 5 and 6 we shall write det (M 1) for the 
determinant of a matrix M1 rather than the common IM1j in order 
to avoid confusion with our notation l~I for the modulus of a 
scalar A. 
Now -1 1 M 1 M 2 = -d-e t""""(,_M_1..,.) 
Y4 y5 - ½ T7 T4 T6 - I;_ J:8 




-1 . \ 
The amplification matrix Ma= M1 M2 has eigenvalues A1 , 2 given 




/)1,2 = det1(M1 ) 
where .A1 92 are the eigenvalues of M3 • 
If we write 
M3 = r11 ~12] 
.ft21 A22 
then /11 2 -a-<)(11 + .fa22) ;!: Jn t = 






_µ11 = 2k('f 1 -f2-f1f 2) + [lt(V2 'fi-2k1:"3f2-t'2f1 +2ku3f2) + ~t2( v3 T2-U2t3) 
(5-46) 
f-122 = 2k("'f 1 'f2-i1t2) + ~t( 2kT41f1-V1f2-2kv4f1+-c-1f2) + Ll.t2(v4 't'1-V1't'4) 
.. ,, (5-47) 
A12 = f1f2-~f2 + At(lJ4f1+lJ3f2-T4P1-'t'3~2) + At2<1.>31"4-V4't'3) (5- 48 ) 
.it21 = 4k2 ( 11 i2-f1 !2) + 2kAt ('t' 2 t1 +T1-f 2~ "2f1 - "1f 2) + ~t2<"2 't"1-v1 r 2) 
(5-49) 
Also we have 
/ 
/ 
Stability as Mesh Lengths Terid to Zero 
(5-50) 
We can assume that r = /itiAs remains constant as At,ds tend 
to zero and thus simply neglect all terms including the factor 
b;t in this limiting case. 
From equations (5-45) to (5-49) in this case 
.0. = 4k2<i1P2 - ~1-t2>2 
Thus from (5-44), (5-46) and (5-47) 
A : 2k~1f2 - P1f2 :!: <f1P2 - P1i28 
From (5-50) det(M1 ) = 2k(j 2 - p12 ) 
Hence from (5-42)and (5-51) 
A _ f2 + P2 _ 
1 - f1 + ~1 
?G.2 - (V +c )12 
= ~ + (V+c),y,1 
(5-51) 
(5-52) 
using (5-36), (5-37), (5-38), (5-39). Similarly 
x2 - (V-c),f\ 
A2 = x1 + (V-c),f3 (5-53) 
While it is the purpose of this thesis to deal with mesh lengths 
of practical size, we must require any valid difference solution 
to be convergento Thus a necessary condition for the validity 
of any difference solution is its stability in the limit as 
the mesh lengths tend to zero. We present two examples of 
the application of this conditiono 
For the CIR rectangular scheme examined in Appendix A, 
' 
from (A-3) and (5-24), (5-25), X1 = X'2 = 1. From (A-4) and 
(5-26), (5-28),,ft1 = O, -f2 = r(1 - e-ipAs) = r (1 - cos()+ 
i sin 0). From (A-5) and (5-27), (5-29), j 3 = 0 9 
y4 = r(eipAs - 1) = r(cos0 - 1 + i sin0). 
Thus equations (5-52) and (5-53) combine to give 
(A-22) as expectedo 
For the implicit scheme discussed by Liggett and Woolhiser 
(1967) ~1 = X2 = 1, ·f1 = 'lf3 = "/-2 = 'Y\ = {(eipL\s_e-ipAs) = i; sin 0 
From (5-52) (1 - ,¥<v+c) sin 8)(1 - ¥<v+c) sine) 
(1 + ~r(V+c) sin 0)(1 - ¥(V+c) sin 0) 
\ = 
2 
1 -!i;:- (V+c) 2 sin2 e - ir(V+c) sinfJ 
2 
1 + T (V+cl sin2 0 
r2 2 2 r4 4 4 2 2 2 
1 - 2 (V+c) sin 6 + 16(V+c) sin 0 + r (V+c) sin 0 
= 
( 1 r 2 ( )2 . 2 8 )2 + T V+c sin 
= 1 
990 
We similarly find from (5-53) that IJ\212 = 1 which is 
independent of r, V, c and 0 and hence this implicit formulation 
is unconditionally stable, from (4-56), as the mesh lengths tend 
to zero. 
5.9 General Criteria for Physical Stability 
We now consider stability as 0 tends to zero, because as 
we remarked in Section 4.7, the eigenvalues of any function in 
i0 real constants and e will have turning points with respect to 
variation in 0 when sin 0 = O, and hence there is possibly a 
maximum of /A/ when e is zero. The case G = 0 is therefore very 
important,. and can be studied at this point because X1 , X2 , "/'1 , j 2 , 
j3 and ,P4 are independent of the difference scheme when 0 tends to 
zero. This follows because if 0 = 0 we are studying a harmonic 
with a period which fits an integral number of times into the 
length ~s, and such harmonics represent that part of the variation 
quantity which is const~nt at each mesh point on a time line. 
Thus any average over the mesh points simply gives the constant 
value at any mesh point, while any difference between values at 
mesh points is zero. Hence for any reasonable difference scheme, 
X1 = X2 = 1 when e = 0' while Y1 2 3 4 = 0 0 
' ' ' 
We postpone the case e = 0 to Section 5.10, considering 
in this section the case where 0 tends to zero. We therefore 
2 assume that e is small such that terms 0($) can be dropped. 
Thus 1 + i 0 
and hence we can say, from (5-36), (5-37), (5-38) and (5-39) 
'f1 = 1 + in10 
1P2 = 1 + in2 0 
f1 = in3e 
P2 = in40 
where n1 , n2 , n3 and n4 are real constantso 
hold because x1 and x2 are averages of terms 
while ~h are differences between terms r1,2,3,4 
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These equations 
in i$ -i8 etc, e 
' 
e 
in i(/ -i0 etco e e 
Now in order to evaluate fl. from (5-45) in this general 
case we take At as. smaJ.1;9 so that we can drop from .0. all terms 
o(e3 , e2~t, 8At2 , Llt3 ) and all higher order termso Thus using 
(5-45), (5-46) and (5-47) 
2 tlt2 2 
¾()l11 - )1.22) = 4 ())2 + 1)1 + Zk('t4 + 't'3)) 
Using (5-45), (5-48) and (5-49) 
2 2 2 r, 0 
)-t 12J21 = -4k (n4-n3 ) 0 + i2k(n4-n3 )0l1tL't"2+1'1+2k(1.'4+l73 ~ 
2 + 2k[lt (-r2+r1 )('l\+V3 ) 
fl = -4k2(n4-n3 ) 2e2 + i2k(n4-n3 )0L\t[i-2+T1+2k(1.'4+1J38 
At 2 r;: i7 2 Llt2 ~ ]2 
+ 4 Lt 2 + 1'1 +2k ('L\ + '\)3 ~ - T L'S+ "t"1 -2k ( t\ + u3 ~ 
li.t2 il 2 
+ 412>2+ l.?i-2k('t'4+t'3)J 
If we neglect the last two terms,.Q becomes a perfect 
square and ~ follows immediatelyo We achieve this simpli-
. fication by taking terms O(~t2 ) to be small compared with 






From (5-46) and (5-47), dropping terms of 0(02 ,0dt,~t2 ) 
and higher orders 
i(Jt11 +,M22 ) = 2k [1 +i ( n1 +n2 )0] + ~t ~ 2-1'1 +2k('1'4--r3~ 
Using (5-44), (5=57) and (5-58) 
J1_ = 2k + 11} ~ 2 - V1+2k(1\-<3) ! [<2+ r1 +2k(1\ +V3~ 
+ i2k0Gn1+n2 ) ! (n4-n3~ 
(5-58) 
(5-59) 
From (5-50), dropping terms of 0(02 10At,At2 ) and higher orders 
det(M1) = 2k - ~t(V1 + 2k~3) + i4~n,0 
1 1 Llt + 2kT3) + 
)-1 
det(M1 ) 
= 2k( 1 2k(1)1 i2n1e 
= -k<1 6t v + 2k( 1 + 2k't'3 ) - i2n/}) (5-60) 
From (5-42) we get.A by multiplying.A by 1/det(M1), and 
after dropping terms of 0(02 ,04t,4t2 ) it is clear that all terms 
of 0(6) are imaginary, while no terms of 0(1) are imaginaryo 
Therefore when we take the magnitude f>-.1 2 the imaginary con-
tribution is of 0(0 2 ) and can be dropped. We hav~ assumed terms 
\ 
of 0(0 2 ) are large compared with terms of O(At2 ) so these must 
also be dropped from IAl 2 , but we can choose At and 0 such that 
terms O(~t) are large compared with terms 0(02 ), and in this 
case it is necessary to retain terms O(At) in 1~1 2 • For 
instance, we c~n choose 0 and ~t such that terms o(B) are about 
10=2 and terms O(~t) are about 10-3 • 
~02. 
After the above manipulation, we find 
= 1 + f! ~2+ 1)1+2k('i-4 + T3) ~ [t-2+ 1; + 2k(1'4 +tl3~ (5-61) 
Thus from (4-56) we have two stability criteria which 
depend only on the locally constant flow parameters t and~, 
and these can be expressed 
1)2 ·+ 1)1 + 2k("t'4 + 't3) ~ 0 
I l2 + 1:'1 + 2k(l\+V3)1 ~ -V2 - 1,)1 - 2k('t4+Z3) 
(5-62) 
(5-63) 
These stability criteria have been proved for dt small 
and both must hold as At tends to zero as we can always define 
a suitable 0 for~the above proof to hold. Thus these criteria 
are associated with instability of the flow described by the 
exact partial diffe.rential equations, which must imply that the 
flow is physically unstable if either of the above criteria are 
infringed. We shall show in Section 6.3 that the above general 
criteria, when applied to the special case of a prismatic 
channel without lateral flows, reduce to the existing criteria 
discussed in Section 5.4. 
5.10 General Stability Criteria for Near Prismatic 
Channels 
We now examine the case 0 = o, where we expect to 
find a turning point in the value of l~I. 
Now y1 = f2 = 1 and p1 = p2 = q for all formulations. 
Examination of (5-48) reveals that if v3 = v4 = O, 
then .tt12 = 0 in this case. Now from (5-31) v3 and v4 arise 
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from the term -VH c/A, and if H is small, that is, the channel 
S S I 
is near prismatic, we can regard v3 and v4 as negligible* and 
therefore set _,M12 = 0 when 0 = O. Thus from (5-44) and (5-45) 
= /t11 or ft22 (5-64) 
From (5-46), (5~47) and (5-50) 
/t11 + L1t(1J2 - 2k1;'3 ) 
2 (2k + v2L\.t)(1 - 1'"i~t) = 2k - dt v2-i-3 = 
+ £1t(2kr4 - v1 ) 2 (2k - v1llt)(1 + '1\fit) .1122 = 2k - At 1)1 "t"'4 = 
(5-65) 
(5-66) 
2 det(M1 ) = 2k - L\t(t)1 + 2kt'3 ) + At v1~3 = (2k - 1Jiit)(1 - t-3Llt) 
(5-67) 
Thus from (5-42) 
2k + 1)2£1t 
.\ = 2k - V1llt 
~ 1 + -r4t'.lt 
2 = 1 - -r36t 
By applying (4-56) we have two more stability criteria, both 
of which must be satisfied: 
2k + V2~t 
2k - Vilt ~ 1 
1 + 't'4/lt I 
1 - 1"3At. 
< 1 
Note that we have not restricted 6t 
~ 
in any way in 
*Note th~t if '1"'1 and 1:'2 are negligible, we can set ;t21 = 0 
when 0 = 0 and (5-64) again follows from (5-44) and (5-45)0 






deriving these criteria, so that (5-70) and (5-71) hold for all 
~tin near prismatic channels as long as the basic assumptions 
in Section 5o2 hold. We shall restate these criteria more 
explicitly in terms of flow properties in Section 6.4. 
CHAPTER 6 
COMPLETE S1ABILITY ANALYSIS ON SELECTED 
FINITE DIFFERENCE SCHEMES 
6.1 Evaluation of the Non=Homogeneo~s Terms 
105~ 
We must be able to relate T1 2 3 4 and V 4 of equations 9 9 9 1,2,3, 
(5-30) 9 (5-31) to locally constant properties of the flow solution, 
as well as to the space dependence of the method used by the 
difference scheme, in order to evaluate the non-homogeneous terms 
explicitly. We shall therefore assume in this chapter that the 
difference scheme is formulated in such a way that a single value 
of c 9 and of V9 is used in the evaluation of all non-homogeneous 
terms throughout each individual application of the difference 
schemeo This is a common but not universal practice in finite 
difference schemes (see Terzidis and Strelkoff (1965)*), but no 
good rea~on for its abandonment has been advancedo We denote 
1 ob+1 ob ·b+1 .b th t these va ues c + c + c 9 V + V + V 9 and also assume a 
both are obtained by the same averaging process applied to the 
respective solutions at mesh points on the time levels b~t and (b+1)~t9 
Thus we 
Vb+1 to 
that Co b+1 can say 
* 
o( vb+1 and ~b to 1 9 
*b+1 ~ b *b 
transforms to o<1 c 9 c to ~2c , 
* . b 
~ 2v 1 where ~1 and ~2 are constants or 
functions of 0 representing the space dependence of the averaging 
process on the two levelso We expect ~1 + cx2 to be unity when 
*Terzidis and Strelkoff cite schemes which evaluate the friction 
term and lateral flow terms at different points in the solution, 
although they themselves recommend the use of a single value of c 
and of Vin all non-homogeneous terms. 
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0 = 0 9 as otherwise c + cb+1 + cb and V + Vb+1 + ;b could not be 
average values of c and V (see Section 5.9). 
For an example, we refer to the staggered scheme discussed 
in Chapter 4 and again in Section 5.6. 
In this case 
• b+1 











Vob = 1(Vob Vob ) 
2 a=1 + a+1 
0( 
1 = 0 
,..,, 1 ( =ip~s ip~s) 0 '-"'2 = 2 e + e = cos 
In Section 5.6 we showed the full transformation of the 
term T for the staggered scheme. The term was expanded to 
ob ob ~ ca=1 + c 1 o 
---~a_+_(1=2k) + f(s) 
2c 
0 b+1 0 b l 0 
c c+ c (1=2k~ + f(s) 
(6=1) 
We can also 9 by the same argument 9 replace cb in (5-21) by a 
ob+1 ob ht . th it' t c + c w a ever averaging process ese var a ions represen. 
Thus we have the general transformation, following the five steps 
defined in Section 5.6 
7 ::::;>,f(1-2k)At(o<'1~b+1 + o<2~b) 
Similarly 9 using (5=21) and (5-22) 
VH *b 1 *b 
(q=VH8 )i• <f = As)(1-2k)dt(o<1c + + o<2c ) cH ~t *b 1 *b = s (o< V + + o( V) A 1 2( 6= 2 ) 







7' 1 = 
_g_ 
2A'1, 
N _ Jl_ 





where (f" and 'Y19 '¥2 incorporate the er and 1( defined in (4-33) 
for the special case of Chapter 4e Note that <l' is always 
positive because Sf takes the same sign as Vo We distinguish 
between '11 and o2 even though~ is commonly unity because '¥1 
will be associated with the momentum inflow term 9 while 1!'2 
will be associated simply with volume inflowo 
and '¥2 both take the same sign as qo 
We introduce 
G1 = 4(mFO"" + k'¥1*) 
G2 = 2(a-+1(1) 
VH 





Thus, from ( 6-3) and (5-30) 






From (6-2) and (5-31) 
1.)1 = -G3o(1 1)2 = -G3o<2 1) 3 = -G4o<1 1\ = -G4«2 (6-12) 
6.2 Relative Magnitudes of the Coefficients 
The relative magnitudes of G1 ' G2 , G3 and G4 can readily 
be assessed from (6-7) to (6-10) if the relative magnitudes of 
er-, 'Y1 , 1'2 and G4 are known, assuming that m, F, k and U/c can 
be estimated for individual cases. ~ should similarly be 
available, so we need only compare a-, '1{1 and G4 , which express 
the importance in the stability analysis of, respectively-, the 
frictional resistance, lateral flows, and channel shape and 
width variationso 
From (6-4) and (6-5) 
'Y1 =.9.J.Y... 
<S' AgSf 





'¥1 2 - s.J5:.....µ = q~y 
() A;{ k+2) - B k+2 A 
(6-13) 
(6-14) 
Now q/B is the lateral inflow (outflow if negative) per 
unit surface area, which is conveniently regarded as the average 
rate of rise of the surface of a body of water with no outlet. 
This is the normal measure, for instance, of rainfall rate. 
2 For water f//1, = 100 sec/cm approx and it is difficult to 
imagine laminar flow deeper than 0.5 cm. Taking k = 2, max 
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we get 
01 - < 25 ~ .9. 
tr cm B 
(6-15) 
A maximum rainfall rate might be 4 x 10-3cm/sec = 6 in/hr, 
in which case ·r1;a- < Oo 1, so we can assume that for laminar flow 
·y1 is an order of magnitude smaller than o""e 






1"1 q M2R 
= 2 
a- 2AVn g 
= .9.B, M2Rt 
Q 2n2g 
M2Rt/2n2g will generally not exceed 100, although for 
power canals with very smooth lining, or for very large rivers, 
a value of 200-300 might be reachedo Thus if the lateral 
inflow along a length of about 1000R of the channel is less than 
' 
Q, o1 can be regarded as an order of magnitude smaller than <ro 
Otherwise o'1 and() are of the same order unless flow along the 
channel is negligibleo 
From (6=10) and (6-4) 
G4 ~ cVH8 
=;:- = sf gA 
For laminar flow, using j = 1 and (2-52) again 
2 
a4 272pcy Hs 
<r' = ,A (k+2)A 
Using (3-14) and (2-35) to evaluate c 
G ,---- i 3 yH 
~ - L. h cos¢ pg y2 s 




For y = 0o5 cm, 
i½ Pg Y = 1100 approx - thus we can say, taking 
}{ 
minimum k = 1 , max "l cos </> ~ 1 
110 .. 
a4 yH 
°er< 1000 As (6-20) 
Thus if the channel is such that it does not double in area, 
4 
measured at constant depth, over 50 metres (0o5 cm x 10) 
G4 
~ < 0o1 (6-21) 
For turbulent flow, using j = i and (2-40) and (2-41) 
again, from (6=17) 
2 1 
Because M 2 R < 300 and 1l_ ~ 1, we have 
n g 
FG4 RH - < 300---E. 
<.r A 
Thus if the channel is such that it does not double in area, 




Note that common values of - 2- are about 100 for rivers, 
n g 
in which case (6=24) holds if the channel does not double in area, 
measured at a constant depth, over 1000Ro 
603 Interpretation of the General Physical Stability 
Criteria 
We are now able to interpret the stability criteria 
(5=62) and (5-63)0 Note that they are not independent, as 
(5=63) implicitly requires (5-62) to hold. Thus we need 
consider only (5=63) which becomes, using (6-11) and (6-12) 
la1<°'1+ o<2) - 2kG4(o(1+ o<2)I ~ G3(o<1+ o(2) + 2kG2(c:i<1+ cx2) 
Now, for 0 = o, ~1 + o<2 = 1 and hence for 0 small 
11'1 0 
(6=25) 
o<1 + ot2 is a positive number and can be cancelled throughout, 
so that (6-25) becomes 
(6-26) 
Thus, as might be expected of physical stability criteria, 
(5=63) is independent of the difference formulation as well as 
bt, because (6=26) contains only physical flow parameterso In 
fact (6-26) is independent of the assumption made in Section 601 
that the non-homogeneous terms are all evaluated using a single 
value of c and of Vat each application of the difference scheme, 
because the weights assigned to any selection of mesh points 
must sum to unity for the weighted sum to be in any sense an 
average, and it can now be seen that when G = 0 any averaging 
process must therefore give 't'2 + 1:'1 = G1 9 '1:'4. + 1:'3 = =G2 , 
V2 + v1 = =G3 and u4 + v3 = =G4 o 
Using (6=7) to (6-10) in (6=26) we have 
l4(mFc:r + k~ ¥) = 2ka41 ~ 4k(<r + 1(1 ) + (2k=1)(2¥2=FG4 ) (6=27) 
Because~ is always positive (ignoring the case of ~ero 
flow), we may divide (b=27) throughout by er to express (5-63) 
as 
11 U G4 1( '¥2 G4 
j4(mF + k<rc) = 2kif'I ~ 4k(1 + 6'1 ) + (2k-1)(2<r = F<r) 
A number of criteria are incorporated in (6-28), 
depending on the relative magnitudes of the individual 
(6-28) 
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parameterso Now m lies between about i and 2, while k varies 
from 1 to 2 or at most 3, so that both m and k are always 0(1). 
We can also assume that '¥2 is of 0('11 ) throughout, so that we 
need consider wide variations in only four dimensionless para-
U/c is secondary, requiring 
consideration only if '¥1/o- is appreciableo 
We therefore treat (6-28) in four cases, depending on 
the relative magnitudes of /Fj, jG4j;~, and j-r1l/o-o Note 
that the magnitude of the frictional resistance parameter~ is 
closely related to IFj, as the larger the Froude Number of a 
given discharge, the greater the velocity and smaller the 
depth, and hence from (2-53) the greater the friction slopeo 
j-Y1I and jG4 j also increase with IFI when the depth decreases, 
but to a lesser extent than tS'o Before applying (6-28) to a 
particular problem, an estimate of F must be made, with which 
ja4/;~ can be evaluated for turbulent flow from (6-22)0 For 
laminar flow jG4j /<f' is given by (6=19) and 11".i l/o- by (6=14) 9 
while for turbulent flow IY1l/<r is given by (6-16)0 
Case 1 IFJ appreciable, IG4 j/<f' negligible, lo1Vc 
negligible, ioeo an appreciable flow through a channel with 
little shape or width variation (a near prismatic channel) and 
with negligible lateral flow. 
negligible compared with mFo . 
(6-28) becomes 
Note that FG4/<r· is taken as 
which is (5-10), the Vedernikov/Escoffier and Boyd criterion 
for physical stability as applicable to prismatic quasi-simple 
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channel so Thus our general Fourier series analysis is capable of 
producing results identical to those obtained by other methods of 
linear analysis, but (6-28) is more general than (5-10) in that 
the effect of shape and width variations and lateral flows on 
the physical stability criteria are included. 
negligible, i.eo near-stationary water in a non-prismatic channel 
with negligible lateral inflowo 
compared with G4/~o 
Note that FG4/~ is negligible 
(6-28) becomes 
(6-29) 
Now it is clear from (6~22) that if Fis sufficiently 
small in turbulent flow this criterion must be infringed in any 
non=prismatic channel. In estuarine reaches of rivers, for 
instance, the velocity of the flow may tend to zero during the 
tidal cycle, in which case we would predict instability from 
Similarly we might predict instability from (6-29) 
in the near stationary waters of a lake. It is important in 
this case to bear in mind the limitations of our basic theory of 
Chapter 2 9 where we restricted our attention to "long" waves, 
whose amplitude is small compared with their depth and wave-
length. Thus (6-29) does not mean that any small displacement 
of the water surface in a stationary body of water will grow 
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without limit in an unstable manner. Such growth would con-
tradict everyday experience. What (6-29) does mean is that any 
"long" wave imposed on a near stationary body of water will steepen 
locally in an unstable manner as it progresses along the channel 
if the shape and width variation has more influence than the 
frictional resistance. This is in accord with experience where 
"long" waves are generated by tides in funnel shaped estuaries 
such as that of the Severn River in England, or by steady wind 
influence in lakes, or even by earthquakes in the sea. 
In the same way we might regard the particular physical 
instability which results if (5-10) is infringed as an instability 
in the long kinematic wave caused by a flood (Henderson (1966) 
p.369), rather than simply as an instability in uniform flow as 
has generally been implied. Otherwise, if the flow was exactly 
uniform, one would expect a small disturbance to behave in the 
same way to an observer "following the fluid" whatever the Froude 
Number. 
negligible, i.e. an appreciable flow through a non-prismatic 
channel with negligible lateral inflow. 
(6-28) becomes 
l4mF - 2k:4 / ~ 4k + (1 
(a) 4m j F / ~ 2k I: 4 I 
G4 
- 2k)F-<r 
Note this means that satisfaction of (5-10) implies 
(6-30) 
satisfaction of (6-29). Now F takes the same sign as V, while 
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G4 takes the same sign as Hs, ioeo positive if the area increases 
withs. If F and G4 have the same sign, (6-30) can be written 
I I . I G 4 / [ 2k I l~ mF ~ k + 7+«r(2k-1) 2k_1 - 1F~ 
If F and G4 have opposite signs, (6-30) 




At the point of incipient instability given by (5-10),jFI= k/m 
approx., so tha€ 





2k m-(k-1 ) 
m 2k-1) (6-33) 
Thus if m = k-i shape and width variations (G4) will 
have no effect on the physical stability criterion, which will 
remain (5-10). 
( b) 4m I F j < 2k J ~ J 
Note this means that satisfaction of (6-29) implies 
satisfaction of (5-10). 
(6-30) becomes, if F and G4 have the same signs, 
If F ~nd G4 have opposite signs (6-30) becomes 
Thus if m = k-i an increase in F will have no effect 
on the stability criterion (6-29), although it will usually 
have a stabilizing effect by decreasing a4/~. 
(6-34) 
(6-35) 
In both alternatives 3(a) and 3(b), the criteria (5-10) 
and (6~29) respectively are unaltered if m = k-i. This 
corresponds with k = 2i for laminar flow and k = 1 to i for 
turbulent flow. If m) k - i, as we would expect in most 
cases of laminar flow, increasing width in the same direction 
as the velocity makes the criteria (5-10) and (6-29) somewhat 
conservative, while area decreasing in the same direction as the 
velocity makes (5-10) and (6-29) underconservative. If m < 1< - i 
the opposite happens. 
However, because jm - (k-i)I is rarely large, (5-10) 
is adequate for Case 3(a) as long as (6-21) and (6-24) hold. 
Similarly in Case 3(b), (6-~9) is adequate if (6-24) holds, 
because if ja4 j/2~ is of 0(1) then \Fl must be small. 
If (6-21) or (6-24) do not hold, then the approp~iate 
criterion must be selected from (6-31), (6-32), (6-34) and 
(6-35). 
appreciable, i.e. an appreciable flow through a near prismatic 





\ 4(mF + kcr~ ) \ ~ 
'¥i u 
(a) mjFj f k ~ 
4k(1 + )'1 ) + 2(2k-1)y2 
(I' <r (6-36) 
If Fis positive, (6-36) becomes, writing~= '¥2 =Y 
jmF/ ~ k y ~ u ~ (6-37) + - 2k(2 - -) ' 2<r C 
is negative, (6-36) becomes 
lmF / ~ k + 1( [ 2k ( 2 + Q) 2(5" C - 1] (6-38) 
take U = V-u from (2-20), and u = 0, (6-37) and (6-3g) 
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can both be expressed 
(6-39) 
If jFj = k/m approx., u, the s velocity component of the 
lateral, flow, will commonly be small compared with V, so that 
(6-39) can generally be used in place of (6-37) and (6-38). 
k + ( 2 ~ Now 2k(2 - -) - 1 = 0 when k = m - m - im) 2 m 
Ask~ 1 the only possibilities of (5-10) being 
unaffected by lateral flows are therefore k = 2 +~ for laminar 
flow (m=2), and k = 1 for turbulent flow (m = f). However, 
i(2k(2-IFl)-1) will rarely be larger than 0(1) if )Fl = k/m 
approx., so that, as If/~ is usually small (see (6-15) and (6-16)), 
the moderate lateral inflows of Case 4(a) normally have little 
influence on the criterion (5-10). ly1u (b) mlFI < k ~ 
We take it that q and hence "6'1 /(2 are positive in this 
case as a lateral outflow sufficiently large for'¥/~ to be 
appreciable is likely to have u = V approx., so that from (2-20) 
U would be small and Case 4(a) would apply. Further, it seems 
that any appreciable lateral outflow cannot be formulated as 
in Chapter 2 (see Section 6.4) so that such outflows cannot be 
introduced to (6-28). If U and F have the same sign (6-36) 
becomes 
(6-40) 
If U and F have opposite signs, (6-28) becomes 
ill / ( 1 + !!!..Ltl )~ + 2 - 1 
c~ k "( 2k 
From (2-20), -U is the velocity of the inflow as it 
appears to be an observer "following the fluid" at velocity V 
and hence a large magnitude of U is more likely if the inflow 
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(6-41) 
enters in the opposite direction to the main flow i.e. if u and 
V take opposite signs. In this case U and V take the same 
sign and hence (6-40) is more likely to be critical than (6-41)0 
Alternative 4(b) becomes important only in the unlikely 
case that ·o1/cr is large 9 when a high velocity lateral inflow 
would presumably build up an unstable long wave profileo 
In general 9 however 9 o1/o- will be small as may be seen 
from (6-14) and (6-16), so that the lateral flow terms in (6=28) 
will rarely be important. 
Summary 
We have applied criterion (6=28) to a number of special 
cases 9 and predicted that a long wave which possesses flow 
parameters infringing this criterion will steepen locally in an 
unstable manner until the analysis of Chapter 2 does not hold. 
We.have shown that (6-28) takes the simple form (5-10) if the 
frictional resistance, which can be associated with the Froude 
Number, predominates over channel shape and width variations 
(Case 1) 9 and the simple form (6-29) if the channel shape and 
width variatibns are predominant (Case 2). If frictional 
resistance &nd shape and width variations are both appreciable 
(6=28) can be expressed either as a modified form of (5-10), 
in Case 3(a), or as a modified form of (6-29) in Case 3(b). 
The effect of the lateral flow terms in (6-28) is 
considered in Case 4, and is shown to be appreciable only in 
the exceptional case of an intense lateral inflow entering the 
channel at a considerable velocity relative to the main flow 
1190 
velocityo In other cases 9 roughly speaking 9 lateral flow terms 
are either relatively small or have self=compensating influences 
on either side of (6=28)o 
Although the violation of (6-28) implies physical 
instability it cannot be concluded that satisfaction of (6-28) 
implies that the physical flow must conform to the assumptions 
of Chapter 2, as any strong disturbance of the flow, such as 
the rapid increase in the depth at the end of the channel 
described by Henderson (1966) Ppo297-304 9 may cause disturbances 
in the surface profileo Thus a distinction must be drawn between 
externally imposed disturbances, which should be traceable 
through a difference solution by special techniques such as that 
suggested by Abbott (1966) 9 Section 4.4, and the inherent 
physical instability discussed in this sectiono 
6.4 Interpretation of Stability Criteria for 0 = 0 
We restate the criteria developed for near-prismatic 
channels in Section 5010 9 using (6=11) and (6-12)0 
and (5=71) become, dropping terms in H 9 
Thus (5-70) 
s 
2k - 2~2(2k-1)~2At 
2k + 2~1 (2k=1)'¥2~t ~ 1 (6-42) 
1 - 2()(2 (cr + o1 Mt 
1 + 2~ /a- + y1 Mt ~ 1 
Now for 0 = O, neither o<1 nor ~ 2 can be negative, and 
Thus (6-42) must be infringed for all 6t if q 
is negative, assuming we restrict 2k + 2~1(2k-1)'¥2~t > Oo 
This is necessary as we clearly cannot permit A to tend to 
infinityo As (6-42) applies for all At, including Llt small, 
it is clear that physical instability in the flow is predicted 
if q is negative, which confirms the instability for lateral 
outflows discussed in Section 4o2Q This does not appear to 
conform to everyday experience, although the effect of lateral 
outflow on long waves has hardly been closely examined. 
120e 
(6-43) 
However the instability is probably caused in this case by an 
improperly posed lateral outflow, because we have assumed that 
4 is specified quite independently of the flow solutiono This 
is reasonable for many lateral inflows, but all lateral out-
flows must physically depend to some extent on the depth of 
water above the outflow region as well as the local velocity 
of flowo Thus if we attempt to model lateral outflow by a 
separately specified parameter q in a numerical solution we may 
introduce instability not present in the actual flow, and this 
seems to account for (6-42)0 
Assuming "'6'1 ~ 0 then, we can satisfy (6-43) for all bt 
if and only if Ci'1 ~ o<2 for 0 = 0, since oc11 + o<2 = 1 and 
In other words all difference schemes, including 
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implicit schemes 9 will become unstable for 6t large unless at 
least as much weight is put on the forward time line t = t + ~t 
as the backward time line t =tin the evaluation of non-
homogeneous termso 
Note that criterion (6-43) incorporates the special 
criteria developed in the second example of Section 4o2o 
This is not surprising when we remember (see Section 5.9) that 
the case 0 = 0 represents the variations, or errors 9 as 
constant along each time line 9 which was precisely the 
assumption made in Section 4o2o 
605 A General Explicit Formulation 
Substituting from (6=11) and (6-12) into (5-46) to 
(5=49) we can write 
/t12 = f 1P2 = P1f2 = G4~t(o</f1 + 0<'1'f2) + G2bit(o(2P1 + o(1P2) 
.f'l21 = 4k2(1°1i2=f1t2) + 2kGi~t(o(2t+o(1f2)+2kG3'1t(o<221+0i1'£) 
As shown by equation (5-44) 9 if we wish to examine the 
general behaviour of the eigenvalues with variations in 09 we 
must be able to find the square root of JL We simplify the 
expression for .Jfi by setting Y,, = f3 = 0 in (5-36) and (5-38) 9 
which from (5-26) to (5=29) means that we are now excluding 
fully implicit formulations. Thus from (5-36) and (5-38) 
(6-47) 
(6-48) 
We also set 
X = C\'2X.1 + 0(112 
Thus (6=44) 9 (6-45) and (6=46) simplify to 
}t11 = ;t22 = (2kG2 - G3 )xAt - (G1 + 2kG4 )~1/ 2at 
ft12 = -G4Xdt + (x1 + o(1G2at)p2 
.)t21 = 2kG1XL\t + 2k(2kx1 + o(1G3'-'!,t)p2 





neglect either G1 or G4 o We shall neglect G4 in this analysis 
as we are primarily interested in flows of all Froude Numbers 
in near prismatic channels 9 but the proof follows similar lines 
if the Froude number (and lateral inflow) is taken as small and 
G1 is droppedo The same applies to Section 5010 9 where (5=70) 
and (5=71) are equally obtainable by dropping 'ti and T2 and 
retaining. 1)3 and 1\ 9 ,as by dropping v3 and 1\ and retaining --z:-1 
Note that we are not excluding limited shape and 
width variations 9 as if Fis not small such variations must be 
considerable before G4 becomes important 9 as shown by (6-21) 
and (6-24)0 
The equations (5-46) to (5=50) now become 
2kX:1if2 + 2kG2oe1f2at = _G3o<'2x1 At 2 /t11 = G2G30('1o<2At 
2kx1f2 + G3o<1f2At - 2kG2o(2'Xi~t + G1cx'1p2.6.t = 2 1122 = G2G30!'1o<2.6t 
~12 = <x1 + cx1G2At)i2 









2 2 2 ,r 2 
+ (¾o<1 G1 At + 2k(2k~1+~G3 tit)('x1+ot1G2At))!t'2 
606 Initial Restrictions 
Equation (5-42) suggests that~ tends to infinity as 
det(M1 ) tends to zero, but we have not quite established this 
(6=58) 
as it is just possible that/1. tends to zero with det(M1) in such 
a way that A still satisfies the stability condition (4-56)0 
We therefore now investigate the behaviour of A as det (M1) 
tends to zero in order to show that A must violate (4=56) in 
this caseo This leads to initial restrictions on x.1 , o<1 and 
Let 
L1 = i(2kG2=G3 ) = 2k(~ + '¥1 = '¥2 ) + 11'2 
L2 = iG1 = 2(mFcr- + k)'1¥) 
I', = 2k,c1 + io<1 ( 2kG2 + G3 )At 










= (;iG1 + ot1G2~t)(2kt - Qt'2G3'~t) - L1AtX + o<1L/J.tf2 (6-65) 
t-,2 2 2 2 
From ( 6-62) , as de t ( M1 ) ~ 0, L 2 ~ o<1 L2 Llt (6-66) 
From (6-57), det(M1)~0 if either of its factors tends to zeroo 
We first let 
2kx1 + o<1a3 At---+-- o 
Hence from ( 6-61) f;--)- o<1L1llt 
Thus from (6-63) fl-+ (L1'ltX + «1L2/Jtp2 >2 
Therefore from (5-44), (6-64) 
.A, 
9 2 ~ ( L1Atx + oc·1 L2'1.tf2 ) (1 : 1) 
From ( 6-61) ~ ~ -ot1L1~t 
Thus from (6-63).Q~(=L11.},tX + 0(1L2'itp2 )2 
Therefore from (5-44) 9 (6-65) 
Thus from (6-68) 9 (6-70) there is in general one non-zero root 
of A when det(M1 )~0 and hence from (5-42) 9 (4-56) we have 
our initial restrictions 
2kx1 + o<1G38t > · 0 








Because er and'¥ are positive, G2 and G3 are positive, so 
the main effect of (6-71) and (6-72) is virtually to restrict 
x1 to the value 1, as any normal averaging process such as that 
represented by i(1 + cos 0) causes x1 to approach zero for some 
value of 0. Similarly (6-71) and (6-72) suggest that o<1 should 
be independent of 0, as limits on Llt are introduced if o<1 can 
take negative values. 
6.7 Evaluation of the Square Root 
We now investigate ,/Q for all Lit and 8. This is 
necessary for a complete stability analysis, as may be seen 
from ( 5-44) • 
We can relate I; and L1 to the factors of det(M1) by 
~ - o(1L1£\t = 2kX1 + o(1G3 fit 
~ + o(1L1~t = 2k(X1 + o(1G2Llt) 
Thus, using (6-57), (6=62) and (6=60) 
[:2 _ I:_2 = 2(L 2 = L 2).6.t2 




Therefore from (6-63) .0. is a perfect square when L1 = L2 
and it appears that t{fi has different properties when L1 > L2 and 
when L1 < L2 • Now L1 and L2 incorporate the L1 , L2 defined in 
(4=37) for the special case of Chapter 4, except for a factor of 
2. Just as in Section 4.7 it will be necessary (see Appendix B) 
to our stability analysis to assume 
(6-76) 
that is, using (6=59), (6-60) and multiplying throughout by 2/d" 
1'1 U '¥1 '1( 2 
4(mF + k-) ~ 4k(1 + -) - 2(2k-1)-
<rc "' <r (J' 
This is identical with the physical stability criterion (6-36) 
except for the sign of the term in Y2/a-. Now, as shown in 
Section 6.4, if '¥2/a- is appreciable "{2 must be positive for 
stability, so that (6-76) is more conservative than (6-36), 
but as indicated in Section 602, "12/~ is important only if the 
lateral inflow along a short length of channel is comparable 
with the flow in the channel itselfo 
Thus in all but exceptional cases (6=76) can be 
regarded as necessary for physical flow stability. 
As is proved in Appendix B, we can use (6-76) in 
(6-75\ and our initial restrictions (6-71) and (6-72) to give 
,✓.ff = /(1LiltX + "S_½P2 
where~ and t<;_ are real variables such that 
608 Evaluation of the Eigenvalues 
From (5-44), (6-77) 
A = i<J<11 + /22) + }{'1 L1btX + l{2½.P2 
= ~kX:1 + (L1( 1+~)+G3)o(1L\~·f2 + [~.r; + L2o<1fi.~p2 
= o<'2)\t.\t[L1(1-~) + a3J - 0(1cx12a2a3At 2 
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(6-77) 
using (6=53) 9 (6-54) and (6-49). 
(6-73) 
Thus using (5=37), (5=39) and 
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A= 2kx:1?l2 + At Go(1 ?G2-o<2x1) (L1 +G3) + <oc1x2+o12:x,1) "1L1 - ot10<'2G2G3A~ 
- i<y2-y4 ) G<~+~0(·1t 1Llt) + vut;J;+«'1L2llt8 · 
- i("f2+f4) ~(~+~0(1L1~t) + c(/(2½+~1L2fl.t~ 
using (5-42) and (6-57)0 We have arranged (6-79) as such 
because in most formulations only 'jr2+f4 contains an imaginary 
parto 
By investigatin,g the maxima of A as given by (6-79) 
(6-79) 
(6-80) 
and (6-80) we can use the stability condition (4-56) to establish 
the stability properties for all ~t, 8s of all difference schemes 
satisfying our assumptions, ioeo non-implicit, regular net, one 
cycle, two level difference schemeso The maxima of A clearly 
depend on the relationship with 0 of x1 , x2 , ~1 , o<'2 , k~, K2 , 
12 , Y4, I; and £;_ o 
Any centred space average at time ( b+1 )/1t for ·x.1 and o<1 
introduces a term in cos 0, so that x1 and ~1 then reach a 
maximum when 0 = 0o However, these maximum values are retained 
for all e if x1 and ~1 result from terms evaluated only at 
(ails, (b+1)~t), as they are then independent of 0o As may be 
deduced by comparing (5-52) and (5-53) with (6-79) and (6-80), 
the larger the value of x-1 for given 0, the smaller the 
magnitude of Ao Similarly the larger the value of ~1 the 
smaller the magnitude of~, because G2 and G3 are both restricted 
to positive valueso Thus making x1 and ~1 independent of 0 
appears to have a stabilizing effect and hence we shall discuss 
only difference schemes which use constant values of X1 and o<1 o 
We need therefore only investigate maxima of IAI with respect to 
variation in 0 as these coincide with maxima in !~lo 
Maxima of IA.I occur when e and ~ 92 take certain 
critical valueso Such values of "4 92 are functions of the flow 
properties, At and the critical value of 09 but a conservative 
estimate of each of these values is in all cases the more 
critical of +1 or -1, from (6=78)o Thus we can make the 
conservative assumption that IK.i 92 j = 1 for all$ which enables 
us to treat'<; 2 as independent of 0, and this greatly simplifies 
' 
the relationship between IA! and Bo Note that this assumption 
becomes exact as ~t ~ 0 because from ( 6-63) f2---+ J;_2p2 2 and 
hence from .(6=77) jl{2 j ~ 1 and '<; is no longer importanto 
In investigating the maxima of /Al from (6-79) it should 
be remembered that only x19 ::t29 f 29 'f49 0( 19 o< 2 and ~ 9 I;_ vary 
with the difference formulation 9 because k 9 G19 G2 , a3 and 
1 1 , 12 are properties of the solutiono 
It is more convenient to treat individual difference 
schemes from this stage than to carry the general analysis 
further 9 because any simplifications are generally related to 
the character of the individual schemeso However, the analyses 
follow similar lines as we illustrate with exampleso 
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609 General Stability Analysis of the Staggered Scheme 
We shall compare the stability properties obtained for the 
Lax staggered scheme with those derived for the same scheme in 
Chapter 4o 
.x1 = 1 ' 'X2 = cos fJ, 12 = 114 = ii: sin 0, o<1 = o, o{2 = cos 0o 
Thus I;=½ = 2kX1 = 2k from (6-61), (6-62) and (6-57)0 
Therefore, from (6-79) 
A= 2k cos e + Llt[-cos 0 (L1+G3) + cos 0 IC1LJ - it! sine [2kV+2k/{'20 
= cose [2k + llt(lf1L1- L1= G38 - i2k sine [w + K2z] (6-81) 
introducing Wand Z as defined in (A=18)o 
(6-82) 
Hence, treating/(-, 2 as independent of 0 as discussed in Section 
~ 
6.8 
d 1112 = -2c os0sin0 ~k - ( L 1 + c,3- /Ci L1 )tlt] 2 + 2sin0cos 04k 2 [w + IC2Z r 
d 2 IAl 2 
d02 
. 
= 2(cos2 0 - sin2B) [4k2 (w + 1{'2z/ = (2k = (L1+G3-tt;L1 Mt/] 
It can be seen that the turning points occur in the way 
described in Chapter 4, and we then investigate JAl 2 at such 
points. In the case cos 0 = 0 
_ IAI 2 = 4k2 sin2 0 ( W + J(2z) 2 
-(det(M1 )) 2 4k2 
= (W + K2 z) 
2 
Because \K2 j ~ 1 we know that 
1~12~ (W ;!: Z)2 (6-83) 
In the case sine = 0 
J\l 2 = I.A I 2 cas2 e <2k - <11 + a3 - 1(11 1 lMi2 
(det(M1)) 2 - 4k2 
[ G3/J.t 2 At 2] 
~ max ~1 - 2k ) 9 (1 - (211 + G3 )2k) 
( max ~1 - 2k~1 4'2L\ti2, (1 ~ 2(6+Y,)llti2] 
using ( 6-9), (6-59) and (6-8)0 
The other possible turning point occurs when 
[2k - (11 + G3 - J.Ci11 )At] 2 - 4k2 (w + K. zl - 2 
and it can be seen from (6=82) that this case is covered· by 
(6-83) and (6-84)0 Thus, combining (6-83) and (6-84) we can 
say for all f} 
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(6-84) 
which reduces to (4-54) in the special case W +ve 9 k = 1, ¥1= )"2= 1 
taken in Chapter 4o 
The stability criterion (4=56) gives three conditions, 
from (6-85) 9 which must be satisfied independentlyo These are 
I flt (IV + c) ,1s ~ 1 
y2;?; 0 
Note that (6-87) is sufficient to ensure that <f+l(1 is 




Because there is no term in cos0 (as distinct from cos20) 
131 .. 
in (6-82) we could take sin0 = 0 to mean(}= O, so that (6-87) 
and (6-88) follow at once from (6-42) and (6-43) respectivelyo 
Our final stability conditions (6-86), (6-87) and (6-88) 
for the staggered scheme clearly incorporate the corresponding 
(4-58), (4-59) and (4-60), and were readily obtained from (6-79) 
and ( 6-80) o This illustrates the value of (6-79) and (6-80) 
as a general expression of the eigenvalues required for use with 
the stability condition (4-56)0 
6010 Types of Numerical Instability 
In the case sin 0 = 0 we can attach a sign to the 
magnitude IA/ because the imaginary part of\ disappearso 
From (6-81), when sin {J = O, 
~ = cos0[1 = ~!(11 = t<;L1 + G3)] 
Now it is reasonable to associate monotonic instability 
with .~ > 1 and oscillatory instability with A < =1 by analogy 
with the influence of the simple amplification factors discussed 
in Section 4o2, but the adjectives "monotonic" and "oscillatory" 
here apply only to the "timewise" variation from the true 
solution, that is, the variation with time of a solution along 
'. 
a lines= constant on the s-t plane. In Section 4.2 the 
11 spacewise 11 variation from the true solution along a line 
t = constant was taken as constant~ which as explained in 
Section 5o9 is the equivalent of taking 0 = 0 in our Fourier 
Series an~lysis, but if we take 0 = ±x w~ represent a ~ariati~n 
which is 11 spacewise 11 oscillatory, taking alternating positive 
and negative values of constant magnitude at successive mesh 
points along a line t = constant. 
'· 1 
Thus if the variations from the true solution are 
initially constant (cos8 = 1) along a line t = const. in a 
staggered scheme solution*, from (6-89) we might expect them 
to grow monotonically with time if (6-87) is violated and in 
an oscillatory manner with time if (6-88) is violatedo 
Alternatively if the initial variations are constant in 
magnitude but alternate in sign (cos 8 = -1) we might expect 
oscillatory growth with time of each variation if (6=87) is 
violated and monotonic growth of each variation if (6-88) 
is violated. 
This illustrates four distinct idealised types of 
instability, which might be called respectively monotonic-
monotonic9 oscillatory-monotonic, oscillatory-oscillatory and 
monotonic-oscillatory instability. The first two pure types 
are of some practical interest as almost constant errors along 
a line t = const. will commonly arise from the discretization 
of a continuous solution into a difference solution, as in the 
first example of Section 4.2; the last two types are likely 
to occur only in combination with the first twoo 
The nature of these four types of instability indicates 
* Although the staggered scheme provides solutions only at 
alternate points of a rectangular mesh, for the sake of this 
illustration we assume that the solution at all points of the 
rectangular mesh is desired and that the staggered scheme is 
therefore applied twice, first to obtain the solution at half 
the mesh points, then independently to obtain the solution at the 
remaining mesh points. 
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the dangerof the empirical approach to stability investigationo 
Such an approach relies heavily on oscillations in the numerical 
solution to warn of instability, whereas three of the four pure 
types of unstable solution may not exhibit oscillations if the 
solution is ex~mined along lines parallel to one axis of the 
s-t plane, and pure monotqnic-monotonic instability does not create 
oscillations at allo 
In practice therefore, ~ecause the idealised pure types 
of instability will rarely occur in isolation, we shall use 
"oscillatory instability" to mean instability causing oscillations 
which obviously make the solution unsatisfactory, and "monotonic 
instability" to mean all other cases. of instability o 
6011 General Stability Analysis of the "Unstable" Scheme 
This scheme is described by Liggett and Woolhiser (1967) 
Po53o 
-x1 = 1, i 2 = 1, 12 = ·,h = i g: sin e, o<1 = o, o<2 = 1 o 
Hence again r; = ½ = 2ko Therefore, from (6-79) 
A= 2k - ~t(L1 + G3 = /.CiL1) - i2k sin 0 (W + /(2Z) 
1111 2 [ ]2 2 20 2 = 2k ~ (L1 + G3 - K1L1 )At + 4k sin (W + K'2Z) 
The maximum clearly occurs when cos g = Oo Again det(M1 ) = 2k 
so from (6-80) 
1Af2 ~ max[<1 - 2k;102L\t) 2 , (1 - 2(0'" + 1'1)8t)~+ (iwl + z) 2 (6-90) 
It is clear that this scheme can~ot satisfy the stability 
condition (4-56) as /.lt tends to zero and therefore cannot be 
recommended, but (6-90) shows that stability is possible for 
finite ~t only if there is lateral inflow, and this is confirmed 
by the experience of Liggett and Woolhiser with the rising limb of 
a hydrograph as mentioned in Section 4o1o 
This also explains why Morgali and Linsley (1965) obtained 
apparently stable results when they used the "Unstable" scheme to 
solve the rising limb of a hydrograph, as "/2 = q/2A would be 
appreciable in the early part of the hydrograph whereas W + Z 
would be smallo The overshoot above the equilibrium flow which 
appeared in some of their solutions suggests monotonic instability, 
which is consistent with (6-90) as '¥2 would decrease with increase 
in flow cross-section, whereas W + Z would increase. 
6012 General Stability Analysis of a Rectangular Scheme 
We now analyse the stability of a rectangular scheme which 
conforms in all respects to the CIR rectangular scheme discu·ssed 
in Appendix A, except that we shall not yet restrict o<1 and o(2 
except to assume they are both independent of 0o Thus we 
incorporate the case ~1 = O, ~2 = 1 9 which is the CIR rectangular 
scheme, and a semi-explicit case ~1 = 1 9 «2 = 0 in which the 
unknown solution is used in the formulation of the non-homogeneous 
terms. 
In this scheme x1 ' = x2 = 1 and ,j,2 and j 4 are formulated 
in order to reflect the domain of dependence of the solution. 
Thus if jF/ ~ 
'Y'2 = (1 - c 1 - cos e + i sin e )At Lls (6-91) 
'V'4 = (ei9 - 1)g: = (cos e + i sin6 - 1)~ 
If F) 1, "/'4 = f2 as defined in (6-91) and if -F > 1, 
't2 = y4 as defined in (6-92)0 From (6-79) 
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(6-92) 
fl = p1 - i<f2 - j4)i~ p2 - i<t2 + -Y,4>i: p3 ( 6- 93) 
where 
' . 
p1 = 2k + At[(o(1' .. 0('2)(L1+ G3) + (l'%'1+o(2)JCiL1 - o(1o(2G2G3.1t] 
p2 = Z(~ + ~c(1L1At) + W(/{'2½ + q1L2At) 
and we regard P1 , P2 , P3 as independent of 0 because we have 
limits on K;, ((2 which are independent of 0o 
If jF I~ 19 
A= P1 - (1 - cos 0)P2 = i...sin-6 P3 
If F) 1 
A= P 1 - (1 - cos @)P3 - i sin 0 P3 
If -F > 1 






IA\ 2 = (P1 = p2)2 + 2(P1 - P2)P2 cos 0 + P22cos2 8 + P32sin2 0 (6-100) 
d141z = 2 sin 0 [<P Z, - P 1 )P2 + cos 0 (P/ -P/8 (6-101) 
d 2 f./ll2 _ 2 2 2 2 
2 - 2(P2 - P1 )P2 cosG + 2(cos 0 - sin 0 )(p3 - P2 ) (6-102) d0 ; 
Now (6-101) indicates turning points irt 't-wo possible cases: 
Case (i) sin 0 = 0 
Case (ii) cos e = (P1 - P2):f>2 
p 2 
3 
... p 2 
2 
Case (i) d2IJ1.l2 2(P 2 - p 2) :!: 2(P - P1)P2 = 
d02 3 2 2 
Thus there are: Two . 'f p2 p2 maxima 1 2 - 3 > I (P2 - P1)P2I 




2(p P )p e ...:.2 20 (P 2 p 2) 2 - 1 2 cos = - cos 3 - 2 , 




As may be seen from (6-101) thi~ case does not arise if 
Thus there are: Two minima if p 2 2 
- p 2 > 
3 I (P 2 - p1)P2I 
Two maxima if p 2 
3 
P2> 
2 l<P2 P1)P2I 
If p 2 -2 P3 
2 ~ 0 it is clear from (6-104) that Case (ii) 
represents minima in IA.12 and can be disregarded as irrelevant 
the bounds of the eigenvalueso 
where 
P3 = P4W + P5z 
P4 = I; + ~o(1L/~t 
p 5 = /{'2½ + o(1L2£1t 
From (6-95) and (6-96) 
to 
Thus we can disregard Case (ii) if P42 - P5
2 ~ 0 1 
using (6-75), if 
2 r,2 Ti 
(1-K2 )L2 + 20(ilt(K'1.l1L1 
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that is, 
This is clearly satisfied if ~1At is small, in particular 
if ~ 1 = 0 as in the CIR rectangular scheme, and intuitively 
appears reasonable for all o:1At as 1 1 ~ I 12 j from (6-76) and 
J; ~ JJ;l from (6=75)o This condition is also satisfied for all 
()('14t if~ = 1 ' and we now show for the formulation o(1 = 1 ' 
o(2 = 0 that the critical values of 11112 in Case (i) occur when 
~ = 1 ' so that they cannot be exceeded by possible maxima from 
Case (ii) 0 
In Case ( i) sin 0 = 0, so ./l is pure real and we need not 
1/1.1 2. study From (6-97) 
A= p1 or p1 = 2P2 
for turning points as cos e = 1 or =1 0 Thus when «1 = 1 from 
( 6-94) 
A - p - 1 = 2k + Ljt(11 + K'111 + G3 ) 
It is clear that because G3 is positive,.fl. in this 
expression is always positive for all jt, and therefore the 
(6-105) 
critical magnitude of A occurs when ~ reaches its maximum value 
of 1o Alternatively, from (6=94), (6-95) 
A= p1 = 2P2 
= 2k = 2zl7 = 2W/( I'_ = ,1t [(/.{, (2Z=1) -
1 2 2 1 
(6-106) 
Now A in this expression cannot exceed the maximum 
positive /1 from (6-105) so this /1. can only become critical when 
it is negativeo Thus provided 2Z-1 is positive, the critical 
value of fl from (6-106) occurs when k.i reaches its maximum 
value of 1 o We shall show in a moment that 2Z-1 can safely be 
assumed positiveo 
We have therefore proved that Case (ii) turning points 
can be disregarded for IF j ~ 1 when 0(1 = 0 or o<1 = 1 o 
Comparison of (6-98) and (6-99) with (6-97) show that 
for IF I ) 1 we. can repeat the analysis for IF I ~ 1 with !p 3 
replacing P2 , and therefore from (6-101) Case (ii) does not 
arise and again we need only examine the real part or.fl when 
cos 0 + = --1 0 
6013 Stability Conditions for the CIR Rectangular Scheme 
In this scheme CJ( 
2 = 1 ' 0.: 1 = 0 and we have shown that 
maxima in the eigenvalues in this case occur only when sin 0 
and A is pure realo 
When cos 0 = +1, (6-97), (6-98) and (6-99) all give 
This is not surprising, because when cos 0 = +1, 
(6-42) and (6-43) must hold for this scheme, and both are 
= 
independent of Fo P1 has its maximum and minimum values when 
Ki= +1 and =1, from (6-94)0 When ~ = +1 
= 
from (6-94), (6-80)o 
and (6-59) 
2k - G3At 
2k 





Note that we could also derive these extremes in~ by substituting 
o( = 
1 
o, o( -2 - 1 in (6-42) and (6-43) respectively. 
When cos e = -1, (6-97) gives 
A = 2k + L\t(l(111 - 11 = G3) - 4kZ(1 + K2F) 
(6-98) and (6-99) give respectively 
il = 2k + ~t (/.(111 - L1 = G ) 3 - 4kZ(F + K:) 
A = 2k +~t(}('111 = 11 = G ) 4kZ(-F - K2 ) 3 
Note that /Fl~ 1 in (6-109), F > 1 in (6-110) and -F > 1 in 
(6-111)0 
Now 1(111 - 11 - G3 ~ 0 for all t<; and -( 1 + ~F), 
-(F + 1(2 ), and -(-F - K2 ) are negative for all K;_ in (6-109), 
(6-110) and (6-111) respectively 9 so that A~ 2k, Leo 




for all JCi, 1{'2 when cos 0 = =1. Thus this case is critical only 
when Jl is negative, so we seek /~ and 1{'2 such that Jl. takes its 
largest negative magnitudeo In all three cases this occurs for 
JCi = -1 9 and (6-109), (6-110) and (6-111) all become 
fl = 2k - 2kG2At = 4kZ(1 + IF/) 
Thus, from (6=80) 
~ = 1 = G/J.t = 2Z(1 + jFj) 
so our sufficient stability condition (4-56) becomes, for the 
CIR rectangular scheme, using (6-107), (6-108) and (6-112) 
(6-112) 
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That is 9 from (6-8) 
,, I flt ( 6"" + Y1 ) ~ t + ( I V + c ) li.s ~ 1 (6-113) 
We are assuming that G ) 0 because q ~ 0 as is shown to be 
3 ;,- r 
required in Section 6040 
The restriction (6-113) is quite inconvenient, as if 
(jvj + c)At/As tends to 1, 6t must tend to zero to satisfy the 
stability condition, and this explains why Stoker (1957), 
Ppo489-498, experienced the difficulties with the CIR rectangular 
scheme which forced him to turn to the staggered schemeo 
6014 Stability Conditions for a Semi-Explicit Scheme 
We now examine the rectangular scheme in which ~1 = 1, 
o(2 = 0, as we have been able to establish that the critical 
maxima in the eigenvalues in this case occur when sin 0 = 0, so 
again A is pure real. 
When cos 0 = +1 9 (6=97) 9 (6-98) and (6=99) again give 
A= P1 , so that from (6-105) 
fl.= 2k + dt(L1 + }(1L1 + G3) 
The critical case is clearly 1(1 =+1 so that, using (6-59) 
_A = 2k + 2k[ltG2 
From (6-80) 
2k( 1 + G2[\t) 
A = (2k + G3~t)(1 
Thus this maximum of~ is less than unity for all ~t. 
(6-114) 
When cos 8 = -1, from (6-97) for \Fl ~ 1, 
A= 2k + L.\t(L1+a3+JCiL1 ) - 2zc.r;+K;L1'1.t) - 2wU{2l1+12At) 
= 2k - 2Z~ - 2w1(2½ - Llt [11 (/(1 ( 2Z-1) - 1) - G3 + 2w1J 
As discussed in Section 6012 this A becomes critical 
only when negative, so the critical value of~ is +1 provided 
2Z-1 is positive, and the critical value of~ is !1, taking 
the same sign as W (ioeo V)o Note that 
l K2~ + L2/ltl ~ I; + L1Llt 
from (6-75) and (6-76)0 Thus we may always conservatively 
replace "s.½ + L2ht by J; + L14t to give, from (6-115) 
A= 2k + ~t(211 + G3) - 2Z(1 + IFl)<r; + L1~t) 
From (6-98) for F) 1 
A = 2k + L\t(L1+a3+J<:,L1 ) - 2w(~+K;L1At) - 2z(K'2½+12t1t) 
= 2k - 2W~ - 2z~.r;_ - Lit[11(K;(2W-1) - 1) - G3'+ 2z12] 
Because F > 1, W > Z so againA becomes critical only 
when negativeo Thus the critical value of~ is again +1 
provided 2W-1 is positive, and again, replacing K2f;_ + L2~t by 
~ + L1Llt gives ~6-116)0 
From (6-99) with -F > 1 
A= 2k + fit(L1+a3+'½L1) + 2w<f.;+1CiLi~.t) + 2zC1(2I'z+L/1t) 




Because -F > 1, =W) Z so we again examine only negative 
Ao The critical value of }('1 is again +1 if -2W-1 ~s positive, 
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and this time we c-onservatively replace l(2 T;_ + L2 6t by-~ - L1~t 9 
so that again we find (6-116) is the expression for the critical 
value of Ao Now (6-116) can be expressed, using (6-59) and (6-74) 
A = 2k + 2kG2'1t - 4k(Z + lwl)(1 + G2at) 
Therefore fro~ (6-80) 
A = (6-117) 
and this is the maximum negative magnitude of A for all F and 6to 
Thus the stability condition (4-56) becomesj for this Semi-Explicit 
scheme 1 using (6-9) 
(6-118) 
1(2~t is normally small~ so we can make the conservative assumption 
that Y2dt is negligible to give the final stability condition 
( I V j + c ) ~! ~ 1 
Thus the Semi=Explicit scheme depends for stability only 
on the Courant condition for all dt 9 whereas the "theoretical 
stability" claimed for other rectangular schemes may exist only 
as ~t tends to zeroo 
We have assumed that 2Z - 1i 2W - 1 and -2W - 1 are 
positive if /Fl< 1, F > 1 and -F > 1 respectivelyo 
From (6-119) (\Fl+ 1)Z~ 1 
1 
Z ~ 1 + !Fl 
lwl~ 1 1F\FI 
Thus it is not inconsistent to assume for jFj ~ 1 
(6-120) 
and for jFf ~ 1 
WI~ i (6-121) 
If jF/ = 1 the equalities in (6-120) and (6-121) must 
apply for (6-119) to be satisfied, but the more (Fj departs from 
1 the more latitude there is between (6-119) and (6-120) or 
(6-121). As shown in Section 4.9 it should be possible to 
choose ~t/hs such that the Courant condition is just satisfied, 
and (6-120) and (6-121) will then be satisfied. Even though 
our proof is rigorous only if (6-120) and (6-121) hold, it seems 
hardly likely that a reduction in the magnitude of Wand Z will 
increase the magnitude of~ to the point where instability is 
possible;• 
6.15 Comparison of the Results of Analyses 
We have used our general expressions (6-79) and· (6-80) 
for the eigenvalues .t1. and A to apply the sufficient stability 
condition (4-56) to four difference schemes. We have obtained 
as sufficient conditions for stability(in addition to conditions 
such as (6-87) which we have earlier shown to apply to all schemes) 
the two independent conditions (6-86) and (6-88) for the 
staggered scheme 9 condition (6-113) for the CIR rectangular scheme• 
and (6=119) for the Semi-Explicit scheme. We have also proved 
from (6-90) that the "lfnstable 11 scheme can satisfy stability 
requirements only if lateral inflow is present and an appreciable 
time step is used. 
All four schemes investigated require the Courant 
condition (see Section 3.5) as necessary for stability, but for 
the Semi-Explicit scheme alone the Courant condition is also 
sufficient. The staggered scheme has an additional stability 
condition (6-88) on At which is independent of the Courant 
condition, while the CIR rectangular scheme combines a condition 
on ~t with the Courant condition, restricting dt to small values 
which are inefficient for most purposes. This reinforces the 
conclusion reached in Section 6.4 that a stability condition on 
/Jt is introduced unless at least as much weight is put on the 
forward time line as on the backward time line in the evaluation 
of the non-homogeneous terms, as of the four schemes tested 
only the Semi~Explicit scheme uses the forward time line t = t + At 
in the evaluation of such terms. 
The "Unstable" scheme justifies its name 9 requiring such 
special circumstances for a stable solution that it is unreliable 
and should not be used. 
We compare these schemes further in Chapter 7. 
CHAPTER 7 
THE CHOICE OF A DIFFERENCE SCHEME 
7o1 Regular and Characteristic Nets 
Hyperbolic systems of equations have been solved by 
difference schemes on two distinct types of finite difference 
neto The net has either been regular, when the solution was 
obtained at the intersections of lines parallel to the sand t 
axes on the s-t plane, or else characteristic, when the 
solution was obtained at the intersections of selected forward 
and backward characteristicso 
Methods using a characteristic net are the more 
theoretically fundamental as they follow any small disturbances 
along their propagation paths and therefore tend to concentrate 
attention on areas of rapid change in the solutiono 
On the other hand methods using a regular net are the 
more practically fundamental in irregular channels as they trace 
the solution at fixed cross-sections and therefore tend to 
concentrate attention on areas of the solution where the 
channel geometry and bed roughness has been studied and hence 
where the interrelationshi~ between the flow parameters can be 
specified most accuratelyo In addition, as indicated by 
Henderson (1966) po368, the main influence of a disturbance 
generally travels as a kinematic wave at a··velociti different 
from those of small disturbanceso 
Thus the special properties of a characteristic net 
~· 
1460 
method are likely to be of advantage only in solutions in which. 
the concentration of characteristics is of primary importance, 
in particular if travelling "strong discontinuities" (Abbott (1966) 
p.163), i.e. surges or bores, must be followed along the channel. 
In this case a characteristic net difference scheme, such as 
that presented by Liggett and Woolhiser (1967), applied in the 
manner described by Abbott (1966) Section 4.4, should be more 
satisfactory than a regular net solution. However, travelling 
surges are uncommon in natural overland flows, while in 
artificially controlled flows they are normally avoided, for fear 
of damaging effects, in subcritical flows by restricting the 
rate of opening and closing of control gates, and in abrupt 
transitions from supercritical to subcritical flow by holding 
the jump stationary in a specially designed structure such as 
those discussed by Henderson (1966) Section 6.7. Therefore 
the distinctive properties of a characteristic net method are 
rarely required. Further, in most solutions the main aim is 
a description of variations with time of depths and discharges 
at certain sections along the channel, or a comparison between 
flows at any time resulting from alternative conditions or 
operations of controls in the channel. With a regular mesh 
such requirements are met directly, whereas some interpolation 
procedure is necessary to produce the required information from 
a characteristic net solution. As well as demanding considerable 
programming effort and computer storage, such a procedure must 
introduce errors, for instance, the products of linearly inter-
polated velocities and areas must differ from corresponding 
linearly interpolated discharges; so that the results, even for 
uniform channels, may be less accurate than those from a stable 
regular net method. 
Thus in all but a minority of cases characteristic net 
methods require more programming effort, more computer storage 
and probably more computing effort than a simple, direct regular 
net method, while offering little expectation of compensating 
increases in accuracy. It is therefore worth persevering with 
the development of stable regular net schemes. 
7.2 The Choice of a Regular Net Difference Scheme 
Regular net difference schemes fall into two categories= 
explicit and implicit schemes. Explicit schemes formulate the 
difference equations to include only quantities associated with 
known initial solutions on one or more time lines (lines along 
which tis constant), plus two dependent variables at a single 
point on the following time line. Thus the two equations can 
be rearranged so as to each relate a single dependent variable 
to known quantities. These equations are usually linear in the 
unknown, but in the "Semi-Explicit" scheme described in Section 6.14 
they may be quadratics. This is further discussed in the next 
section. The simplest explicit type are one cycle, two level 
schemes of which perhaps the most direct are the four analysed 
fully in Chapter 6. Of these the Staggered scheme does not 
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necessarily satisfy consistency, as may be seen from Section 306, 
the "Unstable" scheme cannot be convergent (Section 6.11), and 
the CIR rectangular scheme is subject to severe stability 
restrictions on ~t (Section 6.13). In contrast the Semi= 
Explicit scheme is not only stable subject to the Courant con-
dition alone (Section 6.14), but also satisfies consistency as 
may readily be seen by applying the Taylor series expansion 
outlined in Section 3.6. Hence the Semi-Explicit scheme can be 
expected to be convergent for all reasonable mesh widths whose 
ratio satisfies the Courant condition, and there seems little 
reason to discard it in favour of any other explicit scheme,as 
all appear to be governed by at least the Courant condition. 
Indeed it is difficult to imagine a more straightforward scheme 
with comparable stability properties. 
Implicit schemes simultaneously solve a set of equations 
connecting the known solutions in one time line to the unknown 
solutions in the following (forward) time line. Such schemes 
therefore take the entire solution at any time plus the boundary 
conditions over the subsequent time step as their domain of 
dependence, so that as At tends to zero stability is not related 
to the value of As used. This is proved rigorously for one such 
scheme in Section 5.8, and is often taken to mean that ~t and ~s 
can be varied quite independently as each grows large. However, 
Section 6.4 shows that the non-homogeneous terms raise exactly 
the same difficulties in implicit schemes as in explicit schemes. 
Even if an implicit scheme which formulates the non-homogeneous 
term with sufficient weight on the forward time line can be 
proved to be stable for all reasonable mesh widths, as seems 
possible 9 maximum solution accuracy for a given computing effort 
seems unlikely if the mesh width ratio departs markedly from the 
"natural" ratio governed by the slope of the characteristics. 
In other words, we would expect more accuracy from an implicit 
solution using a "natural" mesh width ratio than from one using 
half the number of time steps and double the number of space 
stepso 
This is confirmed by the experience of Abbott and Ionescu 
(1967). Their experiments as well as those of Vreugdenhil (1968) 
showed that large distortions could occur in implicit solutions 
as the mesh width ratio was increased even though the solutions 
apparently remained stable. These distortions can be attributed 
to discretization errors at the boundaries as well as in the 
solutiona As the warning of numerical difficulties given by 
oscillatory instability is suppressed in implicit schemes, it 
appears that solutions with implicit schemes using large mesh 
widths are untrustworthy, particularly if the time step is 
significantly larger than the characteristic time step. 
It is therefore unlikely that any less mesh points can 
be used with an implicit scheme than with the Semi-Explicit 
scheme to obtain a solution of given accuracy over a certain 
area of the s-t plane, while the computation per mesh point 
should be substantially less with the relatively simple 
Semi-Explicit schemeo 
Thus the Semi-Explicit scheme has no obvious disadvantages 
compared with implicit schemes for most solutions, while it has 
the clear advantages of simplicity and directness which are 
likely to save programming time and computing efforto Implicit 
schemes may possibly be preferable if the ,flow or As vary so 
widely that the Courant condition leads to absurdly small values 
of ~t over large parts of the solution, or if the flow is near 
critical in much of the solution, but for most problems the. 
simplicity and stability properties of the Semi=Explicit scheme' 
cannot be bettered by any other difference scheme which we have 
discussedo 
7o3 Practical Formulation of the Semi-Explicit Scheme 
We now show more specifically how the Semi=Explicit scheme 
is formulatedo 
We return to 'the characteristic form of the Overland Flow 
equations, (3-25) and (3-26), which can be expressed, writing 
+ + 
V in (3-25) 9 V and - in (3-26), and using (2-53) w w s' s s s 
+ 
+ t ) 
gz -J;~~J ·qu (q-VHs)I Vt+ wt+ (V+c)(V s (7-1) = -· - + s s "l '1l_ DRm A71. 
gz -i 
Vt= wt+ ( V=c) (V = w ) s _ J;fJ Sill. = ( q-VH ).2. (7-2) = s s IYl 'YI, DRm A'?, s A 
First we subtract 9 then add (7-2) and (7=1) and divide by two 
to give 
+-
wt + Y.,(V = V 
2 s s 
+ + 
+ w + w) + .2.(v + V + t = w) = s s 2 s s s s 
/ 
(q - VH ).2. (7-3) s A 
+ 
vt + Y(v + v + t - w) 2 s s s s 
gz 
s 
As in the CIR rectangular scheme, we set 
b+1 b Vb+1 Vb w - w a a 
Vt 
a a 
wt = l\t = Llt 
b b Vb Vb w - w a-1 + -+ a V a a-1 w = /is = h.s s s 
b b Vb Vb w a+1 = w -a V a+1 a w = L\ s = tis s s 
We are using the notation introduced in Appendix A, and (?-5) 9 
(7-6) and (7-7) can be compared with (A-3), (A-4) and (A-5) 
respectively. Note the space differences are reformulated as 
indicated in Sectio~ 6.12 if /Fl) 1. 
say 
Now using (5-5) we.can 
where k is the value of By/A appropriate to the point a& over 







section for a quasi-simple channel as defined in Section 5.3, and 
can therefore be evaluated from the known solution at (a8s, bAt). 
Thus we can replace (7-5) by 
( b+1 ob) 'vb+1_ Vb C = a a 
Vt= 
a a 
wt = 2k' At ZSt (7-9) 








= w a-1 
4k + 4k 
152. 
(7-11) 
where DV and Dc are clearly functipns of the known solution on the 
time line t = bAt only. Equations (7-3) and (7-4) become 
respectively, using (7-6) to (7-11) 
b+1 b + VD 
/jt Lit < )cAt C - C /js + cDV L1s = q - VHs 2kA a a C 
gz At 1 Vb+1 _ Vb At 2kcD At s gAt Ll V ~J qUAt + 2kVDV & + Lls = A"Z, a a C "l, '1, DRm . 
b+1 Now (7-12) is an equation containing one unknown c 
a 
and the variables V, c, H and A which we have yet to allocate 
s 




quantities as· .uri:te;~ li\ll Sections 5.6 and 6.5 respectively, so that 
the formulation of V in ( 7-12) has li ftle effect o·n stability. 
We can therefore evaluate Vin (7-12) at the convenient point 
(ah.s, bAt) where V. is known. Similarly we can evaluate H along 
s 
the line t = bAt. As the lateral inflow i~ taken to be sp~cified 
independently, we can now take q as representing the average 
lateral inflow/unit length at s = aAs over the time step At. 
We must evaluate c/A at (a~s, (b+1)At) in the Semi-
Explicit scheme so that.«1 = 1, «2 = o, but there are still two 
possibilities available. Firstly we can evaluate c/A using 
(5- 21 ) Wi'th cb+1. Ab+1 . l b b b Ab. , in pace of c A and c 9 in place a a a~ a a a 
of c, A respectively. Because the points (aLis,· (b+1)Lit) and 









b+1 b ] C - C 
1 + a c! a (1 - 2k) 
Because DV is a first order quantity it matters little 
where its coefficient c is evaluated, but as there is no extra 
difficulty in evaluating this coefficient at (aAs, (b+1)At) we 
shall do so as this appears likely to increase stabilityo Using 
(7-14) in (7-12) we therefore have a 
b VbD /jt 
C 
_£ ( - Vb(H )b)At C - As + a a C Ab q a s a 
b+1 a 
C = a 
D dt 2k-1( - Vb(H )b)Llt 1 + +-- q V As 2kAb a s a 
a 
Alternatively, from (3-14) 

















The other root of the quadratic can be rejected because 
it must always give a physically impossible negative depth 
( Of Cb+1) o T . . A /A - Vb(H )b value a his is because 1 + Dvut1 us and q a s a 
may be taken as always positive because under the Courant 
condition 1 - (lvl+c)~t/~s is positive and \Dvl < jvj + c for 
any stable solution (see (7-10)), while we have already assumed 
that q is positive (Section 6.4) and that Vb(H )bis small. a s a 
. b+1 b~ b Now we have used the assumption that (c - c R/c is a a a 
small to obtain (7-14), so that (7-15) is valid while the 
variations inc are an order of magnitude less than c. We used 
the assumption that Bis approximately constant to obtain (7-16), 
so that (7-18) is applicable even if the variations inc approach 
c in magnitude. Thus (7~18) can be applied to the case of 
lateral inflow into an initially dry flat bottomed channel 
whereas (7-15) cannot. Hence in general if the lateral inflow 
is of major importance (7-18) should be used 9 whereas if the 
lateral inflow is small, especially if q < Vb(H )b, (7-15) should 
a s a 
be used. If q = Vb(H )bis negligible, of course, both (7-15) 
a s a 





Cb - VbD ht 
a a c ls 
At 
1 + DV As 
b+1 . b+1 b+1 Having established c we can find R and A from 
a a a 
(7-19) 
one to one R/c and A/c relationships which may be defined for any 
fixed cross-section. These relationships will be explicit in 
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simple channels but may need to be tabulated in advance for 
irregular channels. Rb+1 and Ab+1 may then be used in (7-13). a a 
We also evaluate Vat ( aL\s, (b+1)L\t) as required by the Semi-
Explicit scheme, and using U = V-u as in (2-20), (7-13) becomes 
+ ( 1 + 2kD Lit q/lt ).vb+1 





= 0 (7-20) 
If the flow is laminar, j = 1 so that (7-20) is better expressed 
Vb - 2kcb+1D Ll.t 
gz l'.\t qub+16,t s a 
- + + Ab+1 a a c Lls '>'l 
Vb+1= 12 a 
a 1 At gAt gAt + 2kDV 6s + Ab+1 
+ 
D(Rb+1)m 
?'/. a '>2 a 
If the flow is turbulent, j = i, and we can say 
1 + 





We can take it from the 
Courant condition that 1 + 2kDV~t/4s is positive, so that the 




b+1 means that V takes the same sign aa the R.H.S. of (7-22), as 
a 
does (Sf):+1 • We introduce for convenience 
K = 
gilt 
a D2(Rb+1 )2m 
1/. a 
Kb 1 + 
Llt gAt 
= 2kDV /J.s + Ab+1 
11, 8, 
-(Vb - 2kcb+1D At 
gz /j.t qub+16t 
K s a = /J..s + + Ab+1 C a a C "l 12 a 
We can now write (7-22) as 
-K 
C K (vb+1)2 + K vb+1 + K = 0 
"fKJ'aa ba c 
whence 
2 
Ka and Kb are both positive and therefore Kc Ka/lKcl 
is also positive and the other root of the quadratic must give 
vb+1 a value with the same sign as K. 
a C 
This is incompatible 
ith · f · d · from (7-22) that vb+1 w our previous in ing 
a 
takes the same 
sign as -K and therefore the other root can be rejected as 
C 
invalid. 
We could produce a linear equation in place of (7-26) 
if we evaluated (S )b+1 by 
:f a 







(Vb)2 [ vb+1 _ v12 a a = D2(Rb+1)2m + Vb 
a a 
(Vb)2 vb+1 _ vb] 
~ a [1 + 2 a a (7-27) 
D2(R~+1)2m Vb 
a 
b+1 b Unfortunately this linearisation fails whenever V - V a a 
approaches or exceeds Vb in magnitude, which must certainly happen 
a 
if V tends to zero or if flow reverses during the solutiono 
Equation (7-26) is therefore more reliable for general use 9 
although computation of the solution takes a little longer than 
it would if (7-27) were substituted into (7-20) and the resulting 
b+1 linear expression for V usedo 
a 
This increase in computation 
is generally less than 10%, but might reach 25% for a simple 
channel and small mesh sizes, when the proportion of computation 
unrelated to the algorithm used for solving for V, such as that devoted 
to boundary conditions and updating R, A, y and w from c, would 
reach a minimumo Hence (7-26) is recommended for general use~ 
as this slight increase in computation does not offset the gain in 
reliabilityo 
7o4 The Evaluation of the Quadratic Solution 
A standard square root function will generally be used to 
evaluate (7-18) and (7-26) on a computer, and this method will 
always be well conditioned numerically for (7-18) because 
i(cb - Vb D At/~s) is always positive under the Courant condition, a a c 
and therefore the numerator of the R,H.S. of (7-18) will always be 
the sum of two positive quantities. However Kb is positive in 
(?-26) and therefore the numerator of the R.H.S. of (?-26) is the 
difference of two positive qhantities, so that ill conditioning 
arises if K 2K /JK I is small compared with ¾Kb2 • 
C a: C 
K 2K 
l~cl a =. IKcl Ka = p 
i[Kb -iKb + ✓¾Kb2 + p = K 2 ( 1 +~J b Kb 
= itKb + Kb(1 + -½)j 
Kb 
We write 
Now K is of O(At), so that as 6t tends to zero~ p tends 
a 
to zero, so that the use of the standard square root function 
will give increasingly ill conditioned results when we decrease 
the mesh sizes. Thus our actual numerical solution will not be 
convergent, because of unduly magnified truncation errors, 
unless a different algorithm is substituted for the standard 
square root function as 4p/Kb2 tends to zero. 
algorithm is developed in Appendix c. 
7.5 Practical Stability Tests 
A suitable 
Part II of this thesis concludes with an experimental 
verification of the stability criteria derived analytically for 
the CIR rectangular scheme and for the Semi-Explicit scheme. 
Both are theoretically stable and convergent as the mesh lengths tend 
to zero provided the Courant condition is satisfied. The only 
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difference between them is the CIR rectangular scheme evaluating 
the non-homogeneous term (for simplicity in these tests we retain 
only one variable non-homogeneous term, the frictional resistance) 
at the point (a~s, b6t) whereas the Semi-Explicit scheme uses the 
point (aAs,(b+1)~t)o Hence any differences in the experimental 
stability properties can arise only from the difference between 
evaluating the non-homogeneous term at the backward and forward 
time steps. Their comparison is therefore a useful test of the 
validity of our stability analyses. Steady uniform flows were 
used throughout so that the values of a-9 V and c necessary for 
the evaluation of the criteria (6-113) and (6-119), were constant 
throughout the solutiono The boundary conditions specified a 
constant depth and velocity. Eight space increments were 
found adequate to obviate the damping effect of such regular 
boundary conditionso 
Stability was regarded as experimentally established 
if the numerical solution of a steady uniform flow did not 
develop large oscillations after a number of cycles. Even a 
stable solution cannot necessarily be expected to maintain an 
exact steady state, as truncation errors arising from the 
limited precision of any practical calculation will not usually 
permit the calculation to cycle around a closed loop. Thus a 
gradual departure from the exact solution indicates instability 
only if the rate of departure does not ultimately decrease. If 
we compare the average variation in a cycle with a test number 
1600 
which gradually increase~ only unstable solutions will exhibit 
variations which consistently exceed this number. As the normal 
precision of an IBM System/360 is about seven decimal digits, a 
rate of increase in the test number of 2 x 10-? per cycle was 
regarded as adequate to cover cumulative truncation errors. This 
rate of increase was vindicated by experience as moderate changes 
in the rate of increase were found to have only marginal effects 
on the results of the stability tests. An initial value of -10-6 
was chosen for the test number to ensure that the solution went 
through at least five cycles, and it was intended to permit 
solutions to continue until either the test number overtook the 
average variation, indicating stabili tj'•>" or else instability was 
clearly established by the appearance of negative depths in the 
solution. Unfortunately in a number of tests the variations in 
the solutions consistently exceeded the test number up to the 
precautionary limit of 500 cycles without displaying obvious signs 
of instability. Because the computing time involved in allowing 
such solutions to continue past 500 cycles was prohibitivej this 
meant that an arbitrary choice of the maximum number of cycles for 
any stability test was necessary. Since the test number usually 
either overtook the average variation after less than 50 cycles, 
' indicating stability, or failed to overtake the variation within 
560 cycles? the maximum number of cycles for each of the full 
series of stability tests was set at 95. After '95 cycles the 
test number is 1.8 x 10-5 which comfortably exceeds the maximum 
errors discussed in Appendix C (i.e. in (C-13)). The average 
variation was also checked and the solution was not acnepted as 
stable unless a decrease in variation magnitude occurred over 
two successive cycles. Thus if the average variation in a 
solution was still increasing or still exceeded the test number 
after 95 cycles the solution was regarded as at least marginally 
unstable. 
Initially it was expected that truncation errors alone 
would always be sufficient to initiate instability, but in a few 
cases the solution settled into a closed loop from the first 
cycle. As this intuitively has similar chances of happening 
whether or not the difference scheme is analytically unstable it 
was necessary to perturb the initial steady state by introducing 
a relative error of 10-5 to the solution at the central mesh 
pointo 
Because the principal purpose of the experiments was a 
practical test of the stability criteria derived in Chapter 6 
the objective stability tests described in this section were used 
to control a step by step procedure to find the critical time 
steps at the border between stability and instability in practice, 
for given values of~, V, c and ~so These borderline time steps 
could then be compared with their theoretically predicted values, 
obtained from the equalities in (6-113) and (6-119) for the CIR 
rectangular and Semi-Explicit schemes respectively. 
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706 Numerical Experiments 
Program FL0TS1 was developed by the writer to perform the 
experimental stability analysis on the lines described in Section 
7o5o A full listing of the Fortran IV source is included in 
Appendix D. 
Uniform turbulent flows in a. wide rectangular channel 
without lateral flows were considered for simplicity, but the 
range of variables considered was intended to cover all such flows 
normally encountered in practice, together with a reasonable 
range of likely space increments. There are four parameters 
y, Sf' n and ~sin a difference solution of such flows that can 
influence bt, where y is depth, Sf is friction slope, n is the 
"Manning n" and /Js (or /J.x if Sf is small as it :i'.s here) is the 
space increment. 
For the CIR rectangular scheme, from (6-113) and (6-4) 
(taking~= 1, j = l~ q = 0) 
/1t 
+ C) /::.s ~ 1 
For the Semi-Explicit scheme, from (6-119) 
( I V / + c ) t! ~ 1 
We can express (7-28) and (7-29) in our four basic 
parameters plus l1t because from (3-14) and (2-40), (2-41) 
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gSf6t ht gSf~s 
V , (V + c)As and their ratio V(V+c)' 
together with the Froude number F which influences the formulation 
of the difference schemes. Now as we increase y the natural 
"·-
scale of the problem normally increases and we expect to also 
increase /J.s and /jto From ( 4=61) with cos f = 1 
V + c a :~1 g~~~Br 
Thus for given Sf and n, V+c varies roughly as y ¾ 
because (F+1)F-~ is fairly constant as shown in Chapter 4. We 
A 11/o gS As 
therefore chose to vary os as y 1 in order to keep f 
V(V+c) 
approximately constant for constant Sf and n, and this gave 
increases of ~s with y which intuitively matched As to the 
increasing scale of the problem. 
The stability tests were organised in a four level 
hierarchy. The top level varied depth; a typical minimum 
turbulent depth of 0.04 ft, a typical maximum of 25 ft, and an 
intervening depth of 1 ft were used. The second level assigned 
three typical values of ~s, differing by a factor of --{,o, to 
each depth, and the third level varied the water surface slope 
from 10- 4 to 10=3 to 10-2 • F' 11 . b t' IZETS1 th 1na y, in su rou 1ne e 
value of Manning's n (EM) was varied from 0.012 to 0.024 to 0.048. 
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Thus the value of flt which just caused instability in the two 
formulations was compared ~xperimentally over 81 combinations of 
y, 6s, Sf and n which should cover common difference solutions of 
turbulent flows in wide rectangular channels. 
The time steps At were initially set using the equalities 
in (7-28) and (7-29) respectively and if the resulting solutions 
were stable these time steps were increased by 10%. This 
process was continued until the solutions become unstable. If the 
first solutions were unstable the original time steps were decreased 
by 5% repeatedly until stable solutions were reached. The ratios 
of the lowest unstable time steps to the original time steps were 
then stored. The lowest unstable time steps,for given y, ~s, Sf 
and n,were taken as marking the experimental border between 
stability and instability and retained rather than the highest 
stable time steps> because as discussed in the previous section 
solutions of marginal stability tended to be regarded as unstable 
by the objective stability criteria necessary for automatic 
stability tests. 
The function of the seven subprograms in FLOTS1 can now 
be described briefly (See the listing in Appendix D). 
The main subprogram MAIN set up the uniform flow conditions 
for the range of cases described above and then called the other six 
subprograms as required. After TESTS1 signalled either stability 
or instability for each solution with a trial time step, MAIN 
checked for the sta.bility/in:stability border and if necessary 
continued the step by step search as described aboveo If the 
stability/instability border was detected, the critical time step 
at which instability just emerged was stored as a ratio CRP(K 9L) 
with the critical time step predicted from the equality in (7-28) 
or (7-29)0 
Subroutine IZETS1 set Manning's n, and· initialized several 
variables such as V and c for each solutiono 
Subroutine HEDTS1 printed output giving the values of 
the relevant parameters for each stability test and set 6t, as 
well as initializing functions~£ Ato 
perturbation at the central mesh pointo 
It also introduced the 
Subroutine STRTS1 carried a solution forward one time step 
using the CIR rectangular scheme in the form described by Stoker 
Subroutine BNTTS1 carried a solution forward one time step 
using the Semi-Explicit scheme as detailed in Sections 7.3 and 
7o4o Note that 2o23 = 0.558 x 4 (see (C-7) in Appendix C) to 
sufficient accuracyo Note also that although there are 25 state= 
ments in BNTTS1 and only 11 in STRTS1 many of those in BNTTS1 are 
quite simple so the ratio of storage requirements, exclusive of 
COMMON 9 is only about 1o4o As the difference solution algorithm 
normally occupies only a small portion of the total storage 
requirements of a program,this storage increase is insignificanto 
In subroutine TESTS1 the stability tests described in 
Section 7o5 were performed, and if the tests revealed neither 
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stability nor instability the. solution was returned to STRTS1 or 
BNTTS1 for a further cycleo If the tests revealed either 
stability or instability the appropriate message and the final 
solution were printedo The result was then signalled to MAIN 
for the test for borderline instability covered in the description 
of MAIN. 
Subroutine TABTS1 tabulated a summary of the experimental 
results based on the critical time steps at which stability just 
emerged for each difference scheme in the 27 combinations of As, 
Sf and n associated with each value of depth. These tables 
appear in Appendix E, together with a sample of the printout from 
TESTS1. 
7.7 Discussion of Results 
We refer to Appendix E, where the stability test results 
are summarised in pages E1, E2 and E3 for uniform flows at depths 
of 0.04 ft, 1.0 ft and 25 ft respectively. On page E3 four 
lines of results are enclosed ina box and the full output from 
TESTS1 summarised in those four lines is given in pages E4 and 
E5. This typical output illustrates the variation with the time 
step of the stability properties of the difference solutions. 
The heading at the top of page E4 gives depth (y), mesh 
length (as), slope (Sf), Manning n, and also the Froude Number, 
that apply unchanged for each trial ~t. The "Stoker Finite 
Difference Scheme'' is that employed by STRTS1 and tested first. 
The initial time step of 163.4 seconds was obtained from the 
equality in (7-28) and for the given parameters implies 
(V+c)l! = 0o37 
Note DX is used for ~x which is equivalent to As when cos f = 1 
(see Figure 2-3) as we are assuming hereo For this time step 
the trial Criterion Ratio (C.Ro) is unity. The Criterion Ratio 
is defined 
C.R. = Minimum unstable time step from experiments 
Minimum unstable time step from (7-28) or (7-29) 
(7=30) 
Naturally the denominator of the C.R. is defined from the equality 
in (7-28) or (7-29) according as the CIR or Semi-Explicit scheme 
is being testedo With the trial C.R.= 1.00 a stable solution 
was detected after 9 cycles because the average proportional change 
of 6.8 x 10-7 was overtaken by the test number of (9 x 2 x 10-7) = 10=6 
(see Section 7.5)0 The average proportional change must also have 
been decreasing for at least two cycles. The ratio of the depth and 
friction slope at the central mes~ point to the uniform depth and 
the uniform flow friction slope respectively are also recorded, 
together with the final solutions of c and Vat all mesh points. 
Because the initial time step was stable it was increased 
by 10%, making the trial C.R. equal to 1.10 and again a stable 
solution was detectedo However a second increase in time step 
resulted in a solution which failed to satisfy the stability 
criteria within 95 cycles, so it was rejected as unstable in the 
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96th cycleo (Note that the magnitude of the average proportional 
change, the ratios of typical depth and friction slope to their 
uniform value, and the final solution itself all clearly support 
this rejection in this case.) 
Therefore the time step of 196.08 seconds was recorded 
as the critical time step at which instability just emerged for 
difference scheme No.1, i.e. the CIR scheme, and was later printed 
with its associated data in the first line of the box in page E3o 
The "Proposed Finite Difference Scheme" (i.e. the Semi-
Explicit scheme employed by BNTTS1) was then tested in the same 
way although the initial time step was much larger because (7-29) 
is far less restrictive than is (7-28) when gSf~t/V is large as 
in this particular test. In this case the solution quite 
suddenly became unstable when the C.R. lay somewhere between 1.40 
and 1.50 9 so the time step of 659.95 seconds was recorded as 
critical for difference scheme No.2~ i.e. the Semi-Explicit scheme 9 
and was duly printed in the second line of the box in page E3. 
The column headings on page E3 (and E1 9 E2) correspond in an 
obvious manner with the data on page E4 except for the fifth and 
sixth column heading. These are defined by 
DT2 
DT1 
= Experimental critical time step (Semi-Explicit) 
Experimental critical time step (CIR) 
GSDX gS/ls gSf~t fr At 
V(V+C) = V(V+c) = V /(V+c)~s 
(7-31) 
(7-32) 
Thus in this example the Semi-Explicit difference solution just 
became ·unstable with a time step 3.37 times as large as that with 
which the CIR difference solution just became unstable. The ratio 
in (7-32) is dependent only on the given variables y, ~s, Sf and n 
and expresses the relative importance of the two terms on the LHS 
of (7-28). 
The third and fourth lines in the box on page E3 summarise 
the results on page E5o These are given in full to illustrate 
typical stability properties of the solutions of uniform flows 
with a high Froude Numbero In this case F = 3.730 After 
instability was detected in the first trial with the CIR scheme 9 
the time step was reduced by 5% seven times before a stable 
solution was obtained. Note that the instability became 
successively less severe with each reduction in time step which 
is consistent with progressive decreases towards unity in the 
magnitude of the amplification factor, i.e. the factor by which 
the initial errors in each cycle are multiplied. In this case 
of course the second to last trial time step was taken as the 
critical one. 
With the Semi-Explicit scheme the initial solution in 
this case was rather surprisingly stable. Presumably this means 
simply that the initial distribution of errors corresponded with 
a Fourier series with no harmonics with a value of 0 for which 
the stability criterion was infringed. The second trial 
solution was only little less stable while even the third was 
only marginally unstable, with an average proportional change less 
than three times the test number after 96 cycles. However, 
170. 
irregularities were present in the final solution in the third 
trial, so that an ultimate breakdown in the solution was probablee 
Figures 7-1, 7=2, 7-3 and 7-4 are all plotted from the 
results tabulated in Appendix E. 
Figure 7-1 is a plot of the tenth column against the 
ninth column in pages E1, E2 and E3 for the CIR scheme and 
Figure 7-2 is the corresponding plot for the Semi-Explicit scheme. 
Both the ninth and the tenth column incorporate the critical time 
step at which instability just emerged, multiplied by a constant 
for each given set of y, ~s, Sf and n. Hence each point with 
coordinates given by columns nine and ten can be joined to the 
origin by the line, representing variation in ~t alone, along 
which ~twas varied in the search for the critical time step. 
Thus between each plotted point and the origin the time step was 
stable, while beyond each plotted point on a line through the 
origin the time step was unstable. For example, in the trials 
to find each result in the box in page E3, the time step was 
moved along the lines shown dotted, passing through trial points 
with cobrdinates given in pages E4 and E5, until the critical 
time step was established as plotted. 
Now throughout these tests we used the formulation for 
jF/ ~ 1 in both schemes as this provided a test of the reaction 
of each scheme to an incorrectly modelled domain of dependence 
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Thus the experimental results can strictly be compared with the 
analytical stability predictions of Chapter 6 only when F ~ 1 in 
the numerical tests, and we have accordingly distinguished all 
results from solutions with F > 1 from those with F < 1 in Figures 
7-1 3 7-2 and 7-3. Our analysis also predicts, from (5-10), 
unconditional instability for F > 1o5 a~~= f and k = 1 in 
all tests, so that test results from solutions with F > 1.5 are 
also identified in Figures 7-1, 7-2 and 7-3. 
For the CIR scheme, from (7-28), our stability analysis 
predicts that none of the points plotted should lie between the 
line 
and the axes unless they are associated with solutions with F) 1. 
This boundary line is chain dotted in Figure 7-1 and the above 
prediction is clearly verified. 
Similarly for the Semi-Explicit scheme, from (7-29), our 
stability analysis predicts that no points should lie to the left 
of the line 
ht 
(V+c)& = 1 
unless they are associated with solutions with F > 1a This line 
is chain dotted in Figure 7-2 and again the analytical prediction 
is verifiedo 
Now we would expect the analytical boundaries between the 
stable and unstable regions of Figures 7-1 and 7-2, shown chain 
dotted, to be conservative as theoretical stability analysis must 
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po~tulate the worst possible combination of initial errors. We 
would also expect the degree of conservatism to vary in a largely 
random manner from test to test according to how closely the initial 
errors approach thi worst combination. By a similar argument we 
might expect stable solutions to be possible with random values of 
L\t for F) 1 and even for F > 1.5. All these expectations are 
shown to be justified by Figures 7-1 and 7-2 because all the points 
plotted, neglecting the trial points from pages E4 and E5 plotted 
as triangles, can be regarded as experimental spot estimates of 
the respective boundaries between the stable and unstable regions 
of the Figures. 
Comparison of Figure 7-2 with Figure 7-1 shows the effect 
on stability of formulating the non-homogeneous term at the forward 
rather than backward time line, because many of the experimental 
spot estimates of the stability/instability boundary lie well to 
the left of a line 
b.t 
(V+c)Lls = 1 
representing the Courant condition, in Figure 7=1 with F < 1 while 
none of the corresponding spot estimates in Figure 7-2 violate this 
line even though values of gSf/).t/V almost eight times the maximum 
value possible with the CIR scheme were used successfully. 
Thus the respective stability conditions (7-28) and (7-29) 
are confirmed by the numerical experiments. 
If we assume that instability emerges as soon as (7-28) and 
(7=29) are infringed, the ratio of the critical time steps of the 
Semi-Explicit scheme and the CIR rectangular scheme is, from 
the equalities in (7-28), (7-29) 
tis rv + C + gSfl 
= V + c [ £is V j = 
gSfAs 
1 + V(V+c) 
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(7-33) 
From (7-31) we have in the fifth column of the tabulated 
results in pages E1, E2 and E3 an experimental measure of the 
gSffls 
ratio llt2/6t1, while from ( 7-32) the corresponding values of V(V+c) 
are listed in the sixth column. Figure 7-3 is a plot of the sixth 
column against the fifth column, and the experimental relationships 
between these two dimensionless parameters can be compared with 
(7-33), shown chain dottedo It can be seen that for the great 
majority of solutions that (7-33) gives an underestimate of the 
ratio of the critical time steps, and we shall discuss possible 
reasons for this in a moment. 
Now we can regard the ratio of critical time steps as 
virtually the ratio of the maximum stable time steps, which is 
of considerable importance in comparing the computation speed 
of the two schemes. From the experience of the writer with the 
two schemes, the Semi-Explicit scheme increases the computation time 
for a single cycle of the solution by a factor varying from less 
than 1a1 to about 1.3 compared with the CIR rectangular scheme, 
depending on the proportion of computation devoted to boundary 
conditions and other matters ind~pendent of the difference scheme 
used. The number of cycles needed to cover a given time period in 
a solution is inversely proportional to the time step used, so that 
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as long as At2/At 1 exceeds the ratio of computation times for a 
single cycle the Semi-Explicit scheme will be faster to use than 
the CIR rectangular scheme. We may therefore conclude from 
Figure 7-3 that the Semi-Explicit scheme offers a great speed 
advantage over the CIR rectangular scheme for approximate solutions 
in a coarse mesh without a corresponding disadvantage for accurate 
solutions on a fine mesh. 
Returning to the discrepancy on Figure 7-3 between 
equation (7-33) and the experimental results, it must be remembered 
gS/:.s 
that as V(V ) increases, the maximum stable time step for the 
+.c 
CIR rectangular scheme departs from the "natural" time step 
dictated by the slope of the characteristics, so that the CIR 
rectangular scheme represents the actual behaviour of the 
characteristics less successfully. Thus as (V+c)At/As decreases> 
the stability condition (7-28) might be expected to become less 
conservative, and there is some suggestion of this in Figure 7=1o 
In contrast the Semi-Explicit scheme can employ the "natural" time 
step in all circumstances, so the stability condition (7=29) might 
be expected to be equally conservative in all cases. In fact 
there is a considerable spread of discrepancies between the 
experimental stability limits and (7-29) in Figure 7-2 9 but these 
are evidently not related to the value of gSfAt/V. 
Rather the experimental departure from the stability 
condition (7=29), i.e. the Courant condition, for the Semi-Explicit 
scheme appears to be related to the Froude Number of the solution. 
Figure 7-4, where the ninth column
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Semi-Explicit scheme, i.eo every second result, is plotted against 
the fourth column in the tabulation of results in pages E1, E2 and 
E3. Note the step by step trial values of (V+c)6t/As from pages 
E4 and E5 are also shown. If we plot the lines (shown chain 
dotted) 
(V+c >i! = 1 + F-
6t 1. 4 + F and (V+c)& = 
we see that all Semi-Explicit scheme tests with F < 1 indicated 
that marginal instability first occurred in the band between these 
lines. The width of the band can be accounted for by the·random 
nature of the initial errors as already discussed, but the trend 
revealed by Figure 7-4 is quite systematic. 
If we assume locally constant values of c and V, the actual 
domain of dependence of the point (aAs,(b+1)6t) on the line t = bAt 
is 2cAt, while in the Semi-Explicit scheme it is 2(V+c)At, 
assuming that (7-29) is just satisfiedo Thus the ratio (numerical 
domain of dependence)/(actual domain of dependence) is 1+F. 
Figure 7=4 therefore suggests that the Semi-Explicit scheme will 
damp out instabilities as long as the domain of dependence is 
adequately represented in size even if the forward characteristic 
originates from outside the numerical domain of dependence. The 
results of the stability tests on the CIR rectangular scheme tend to 
suggest that a similar effect applies to all regular net schemes, 
at least for uniform flows. However, it is clear that when At is 
chosen prior to a solution, a slight underestimate of the maximum 
value of V + c is urtlikely to have drastic consequences, so the 
methods of Section 4.9 should permit a suitable value of ~t to be 
chosen with confidence prior to a Semi-Explicit scheme solution. 
Similarly, it is clear from Figures 7-1 and 7-2 that if 
the flow becomes just supercritical in parts of the solution it 
should not be necessary to redefine the difference mesh to avoid 
instability, as the only tests for which (7-28) or (7=29) did not 
hold were those in which F exceeded 1.5 when the flows would be 
physically unstable in any case. This is not to say of course 
that a solution of a problem in supercritical flow should be 
attempted using the formulation for subcritical flow, as the 
fundamental nature of the solution would be distorted. 
We have distinguished between the test results for the three 
values of depth in Figures 7-1, 7-2, 7-3 and 7-4 to investigate 
whether the experimental stability properties are in any way 
dependent on the scale of the physical problem. However no 
consistent trend related to the variation in depth from 0.04 feet 
to 25 feet is apparent in any of the four figures. 
to expectation. 
This conforms 
In summary, it was clearly established that condition (7-28) 
is the correct stability condition for the CIR rectangular scheme 
in the form described by Stoker, and that the Courant condition 
(7-29) applies to the Semi-Explicit scheme. The analysis of 
Chapters 5 and 6 gave accurate qualitative predictions of the 
stability properties of the entire.range of solutions tested, 
with the quantitative stability conditions being slightly 
conservative as expected. 
7.8 The Choice of A Difference Scheme 
In this chapter we have briefly discussed a wide range of 
difference schemes for use in problems of overland flow, and in 
Sections 7.1 and 7.2 we showed that there is considerable evidence 
to support the choice of the Semi=Explicit scheme. Much of this 
evidence was based on qualitative comparisons, derived from the 
stability analysis of Chapters 5 and 6, of the stability properties 
of difference schemes. This theoretical analysis has now been 
substantiated by numerical experiments, establishing more securely 
the superiority of the Semi=Explicit scheme. This scheme is the 
same as the CIR rectangular scheme proposed by Courant~ Isaacson 
and Rees (1952), except that the non-homogeneous terms are evaluated 
at the forward rather than the backward time lin~ as detailed in 
Section 7.3. The scheme is basically explicit but the name 
"Semi-Explicit" was used because in common with implicit schemes 
the unknown solution is incorporated in a number of terms. 
Some coincidence between the sound stability properties 
of the Semi-Explicit scheme and the properties of characteristics 
are evident. The non-homogeneous terms are evaluated at the 
point (~s,(b+1)Llt), from which, provided the Courant condition 
is satisfied, characteristics can be traced back to pass through 
the intervals across which the respective space differences are 
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evaluated. Thus we are solving our equations along the 
characteristics to a greater extent in the Semi-Explicit scheme 
than in any other regular net scheme discussed. 
Although we have concentrated on stability, and to a 
lesser extent consistency, in comparing the convergence properties 
of the simpler regular net difference schemes~ three other factors 
may also in practice affect the behaviour of difference solutions. 
These are ill conditioning, boundary condition formulation 9 and 
round off errors. 
We define ill conditioning as an undesirable combination 
of properties of the solution and of the difference scheme which 
results in gross magnification of a small error over a single 
mesh. Examples already cited are the use of (7=15) when Ab is 
a 
small and the use of a standard square root function in (7-26) 
when ~tis small. Means of circumventing these cases of ill 
conditioning are given in Sections 7.3 and 7.4 respectively and 
illustrate the point that the expected properties of a solution 
must be carefully considered in the formulation of a difference 
scheme algorithm if the solution is to be not only stable but 
also accurate. 
Boundary conditions are of great importance but their 
properties are sufficiently complex to warrant fuller discussion 
than is possible herein. However it is fundamental to our 
local application of Fourier series stability analysis that 
genuine instability arises only from the ~mplification of errors 
from an initial time line and that the influence of boundary 
conditions can therefore be treated as superimposed on the stability 
properties of the solutiono Thus for a solution to be accurate, 
both properly formulated boundary conditions and a stable difference 
scheme are required. 
Round off errors are not normally important because most 
computers should carry sufficient significant digits for solutions 
of adequate accuracy to be obtainedo However if the difference net 
is refined so much that finite differences of the solution across a 
single mesh are severely rounded then extra precision is required, 
in which case the rule derived by Courant, Isaacson and Rees (1952), 
and quoted at the end of Section 3o5, should be helpfulo 
While ill conditioning, boundary condition formulation, 
and round off errors must all be considered in the choice of a 
difference scheme, there is no evidence that the Semi=Explicit 
scheme is any more vulnerable to boundary condition difficulties 
or round off errors than any other scheme, while we have isolated 
and corrected two possible cases of ill conditioning in the Semi-
Explicit scheme in Sections 7o3 and 7o4o 
We conclude that for general purpose use in the solution of 
problems in overland flow equations, the Semi=Explicit scheme offers 
a combination of simplicity, speed of computation, and predictable 
stability properties unmatched by any other difference scheme 
considered a 
PA~T III - THE DIFFUSION ANALOGY SIMPLIFICATION 
CHAPTER 8 
DIFFUSION ANALOGY THEORY 
801 Introduction 
We now discuss the implications of one possible simpli-
fication of the Overland Flow equations which leads to a single 
equation analagous to diffusion equations derived from other 
branches of physicso 
By neglecting the acceleration and extra momentum terms 
on the L.H.S. of the equation of motion (2-57) we have 
Sf = ZS = y S COS ¢ 
Thus Sf can be regarded·as independent of V and its 
derivatives~ which means that (2-54) is then an explicit definition 
of Vo Hence we can substitute for Vin the continuity equation 
(2-56) to obtain 
DRmsfj ~s + +:s + /5(s)] +At= q (8-2) 
For a simple channel (see Section 208) this becomes 9 after 
rearranging and dividing throughout by the surface width B~ 
m) .iY;L Y.::I.. Es _ s _ jVy cos rj 
y t + ( 1 + k Vy s + kS f z ss + k E B - kS f . y ss 
where k and E are defined in (2-35) and (2-37)0 Note that we are 
here taking k and the ratio y/R = L (see (2-36)) to be approximately 
constant rather than functions of So We substitute 
(8-4) 
K = jVy cos f 
kSf 
Thus (8-3) becomes 
Kz KSf E 
ss -~-,,... s 
y t + cy s + cos ¢ + j cos ¢ E .9. = Ky B ss 
If the channel is prismatic with no lateral inflow 
z = E = q = o, and we have ss s 
yt + cy = Ky s ss 





equation has the form of a classical diffusion equation and it is 
therefore amenable to analysis by classical methodso We shall 
show that the application of these methods can be extended to 
equation (8-6). 
The assumptions made to derive (8-6) may be compared 
with those in the "kinematic wave" simplification of the 
Overland Flow equations. Lighthill and Whitham (1955) based 
their definitive work on kinematic waves on the assumption that 
discharge is a function of depth alone in a given cross-section, 
and as pointed out by Henderson (1966) po367, this implies the 
assumption that the friction slope is equal to the fixed datum 
slope. That is, in our notation 
Sf= ZS 
Comparison of this equation with (8=1) and (2=57) indicates 
that the kinematic wave approach includes the same assumptions 
as the diffusion analogy approach, but also assumes ys cos~ 
to be small compared with z. s 
8.2 Diffusion Equation Solutions 
186. 
The analytical solution which forms the basis of our 
discussion on the Diffusion Analogy was first presented by Hayami 
(1951). The relevant part of his paper is outlined and discussed 
in the notation of this thesis in Appendix F. However it is 
shown herein that a number of Hayami 9 s assumptions, particularly 
that of a rectangular channel of constant width, unnecessarily 
restrict the applicability of his solutiono Indeed we have 
already shown that (8-7) can be derived for any prismatic simple 
channel, and for laminar or turbulent flow, and thus, provided 
c and Kare constant, the validity of Hayami's solution does not 
depend on the channel being rectangular or on the flow being 
turbulento We now go further to show how Hayami 1 s solution can 
also be applied to (8-6)0 This is important as most natural 
river channels gradually vary in width and datum slope, while 
lateral flows may also be significanto 
We shall assume a solution to (8=6) of the form 
where the definitions of Y
0
, y0 and f will depend on the initial 
and boundary conditions specified. This assumed solution 
obviously owes its form to (F-3) used by Hayami. We reject any 
functional power series as it is impractical to assess more than 
the first term in such a series. 
Substituting (8-8) into (8-6) 
Kz KSf E 
f (Y f) ss __ .......,... s 
t + c o + Yo + s + cos ¢ + j cos rJ E i = K(YO +Yo+ f)ss (8-9) 
We showed in Appendix F that in at least the case where the 
upstream boundary condition is two steady states separated by a sudden 
step change, (F-10) as well as (F=1) is satisfied by Hayami 9 s 
solution (F-5). Now in (F-5) neither~ nor the limits of the 
integral are dependent on s, so that if y0 is a function of s alone 
it can be removed from under the integral sign as if it were 
constant. Thus (F-6), (F-7), (F-8), (F-9) and hence (F-10) are 
equally valid whether y
0 
is a function of s or a constant. This 
indeed is the reason why the verification of Hayami's solution in 
Appendix F, including (F=18), was presented in relation to (f1/y0 )o 
We accordingly rearrange (8-9) to the form 
(-) + c 1 = s (-) - K(-·) f [ 
2











where by definition, from (8-9) 
Kzss KSf Es 
F(s9t) = c(Yo) + c(1 + L)(yo) + -- + ---- ~ 









Now, from (F-10), we can clearly use Hayami's solution 





must be defined in such a way that -F/y0 is 
approximately zero throughout the solution. 
2K(yO)s 
must be small throughout the solution. 
cyo 
In order to find suitable definitions of Y0 and y0 we 
shall tentatively assume that (F-6) satisfies (8-10), using (F-17) 
as a convenient expression of (F-6). Thus we try 
- 2Yo (H [ G 27 
f = ,.,j; J0 exp -< 2z - z) JdZ (8-12) 
where G and Har~ again defined by (F-13) and (F-14), but y0 is 
now a function of s rather than constant. Thus f(s,O) = -y0 
and f(s,oo) = o, and from (8-11) 
(8-13) 
KSf Es 
- .9. - K(Y + y) (8-14) 
j c OS f E B O O ss 
Therefore, comparing (8=13) and (8-14) with (8-6), 
F(s,O) = 0 if Y0 describes a steady state profile, and F(s,ro) = 0 
if Y0 + y0 also describes a steady state profile. 
Thus it js clear from (8-13) and (8-14) that Y
0 
is an 
initial steady state depth or stage at any point and Y0 + y0 is 
a final steady state stage at any point, corresponding respectively 
with the initial and final steady discharges introduced at the 
upstream boundary. Using (8-5) and (2-35), we write (8-11) as 
F(s,t) = (1 + -)lc(y0 ) - K(y0 ) 
f - J 
y0 L s ss 
+ c(YO)s - K(YO)ss 
Kz VAE 
ss s .9. 
+ cos fl + 13E B 
= (1 + L)F + F2 
Yo 1 
sayo Now f(s,O) = -y0 and with Y0 defined as above, 
F(s,O) = F2 = O. It is reasonable to assume that VAE /BE and s 
q/B are no more dependent on time than are c and K, so that if 
c and Kare taken as constant, as is necessary for the diffusion 
solution to hold, we can treat F2 as independent of time. 
Alternatively if VAE /BE and q/B are not large, as is often 
s 
true, F2 is independent of time provided c and Kare constanto 
In either case F2 = 0 for all s,t. F1 is also independent of 
time provided c and K are constant, so that, because f(s 900) = 0 
and F( s ,oo) = 0 with Yo+ y0 defined as above, F1 + F2 = 0 also1 
and hence F1 = 0 for all s,to Thus F(s,t) = 0 for all s,t and 
our first condition for using Hayami 1 s solution can be met. 
Having established the meaning of y0 we can turn to 
the second condition. Using (8=4) and (8-5) 
(8=15) 
We note from (8=1) and (2-28) 
sf = =h s 
Thus, using cos~ = dx/ds 
sf 
-h cos 'f = X (8-16) 





+ rv] s j f s s y = m+k E sf (8-17) 
It is reasonable to suppose (Sf)s/sf = h /h is ss s 
dependent only on s for all steady state profiles y = Y, and 
independent of Yo As E /Eis also independent of Y, as are m, 
s 
k and j; and q/ AV can generally be, assumed reasonably constant 
or negligible, we are therefore able to assume that Y /Y is 
s 




= y = 
(Yo+ Yo)s 
y 









Using (8-18) and (8-16) 
= 0 
in (8=15) we have 
(8-18) 
Now Y is the rate of change of a steady state stage,.while 
s 
h is any water surface slope which might occur at a section 
X 
during the passage of the flood wave. Therefore Y /h will be 
S X 
small except if the channel has a small datum slope (cf. (8-16) and 
(8~1)) and a large rate of change of width, and this case will be 
1910 
disregardedo Now Y /h will be small for all Y, so we can choose 
S X 
Y = y at any section. Thus 
2·y 2Y 
J s s 
= (m+k)h ~ 3h 
X X 
because k i = 1 ' so for laminar flow (j = 1 ' m = 2) ' m n 
2j/(m+k i m n 
) :::: 2 
3°' and for turbulent flow (j = i, m - j_ - 2 to 3"), 
2j/(m+k) . = io min 
Hence our second condition is also satisfied, so that 
(8-12) will satisfy (8-10) and therefore (8-9)o 
Combining (8-8) and (8-12) we have 
which is a solution of (8-6) subject to the given definitions 
of Y0 , y0 , Hand Go 
803 The Application of the Extended Solution 
(8-19) 
(8-20) 
We have restricted our attention to the case of open channel 
flow when the flow at the upstream boundary takes the form of a 
series of steady states separated by sudden changes. We did 
this not only because the solution (b-6) is very much simpler in 
form than the more general (F-5), but also because such flows are 
of considerable practical interest as they commonly result from 
the operation of artificial controls such as the turbines in 
hydro-electric schemes. Now the function f behaves in such a way 
that the major part of the disturbance resulting from a sudden 
change in flow occupies a short length of the channel, with the 
diffusing leading and trailing edges behaving essentially as a 
series of steady states. Another impulse may thus be imposed on 
the solution after a reasonable time without appreciable mutual 
interference provided that it does not overtake the first impulse. 
This is assured if the same values of c and K hold for each of the 
impulses making up the flood wave~ or if the step impulses are 
imposed a sufficient time apart for interaction between their 
effects to be negligible over the reach of the channel within 
which the solution is desired. 
Hayami took this argument a stage further by superimposing 
the solutions resulting from a series of closely spaced step 
impulses which could be used to simulate any inflow to the up-
stream boundary 9 and this is reasonable if c and K behave as 
constants. Thus the flow resulting from any upstream boundary 
condition may be simulated by (8=20) provided Y09 y09 Hand G 
can be determined in advance. In Hayami 1 s discussion the 
determination of Y0 and y0 was not difficult because both were 
fixed at the upstream boundary. Often however 9 this assumption 
is not realistic as most channels vary gradually in width or 
shape, and this is why we have expressed Y0 and y0 as functions 
of s rather than constants. 
If we recast (8-20) as 
y(s 9 t) - Y0 (s) 
y
0
(s) = 1 - ,;.fHexp l(.Q.. - z)
2ldz 
,yr;; 0 [ 2Z j 
we see that we are interested in Y0 only as a datum 9 so that 
(8-21) 
1930 
any convenient value may be assigned to the initial (approximately) 
steady state depth. The final limiting change in depth y0 must be 
obtained by finding the steady stage Y0 (s) + y0 (s) required to pass 
through any section the steady discharge corresponding with the 
steady stage Y0 (0) + y0 (0) at the upstream boundary. Equation 
(8-21) is therefore basically a description of the passage of a 
transient wave, marking the transition between two known steady 
states, down a channelo This of course also applies to Hayami 1 s 
solutiono 
8.4 The Determination of Basic Diffusion Constants 
Hayami did not discuss how c and K were to be evaluated, 
although he did suggest that K should be evaluated from experi-
mental data rather than (F-2), particularly as J was so vaguely 
defined. Thomas and Wormleaton (1970) simply regarded c and K 
as lumped measures of the convective and diffusive dharacteristics 
of a river reach and found their values by a series of trial runs 
on a computer, selecting those values which were best able to reproduce 
the behaviour of an observed flood. We shall now show that c and 
K, and hence G and H, may be determined directly from an observed 
"calibration" flood by means of dimensionless graphs, provided this 
flood conforms approximately to the simple shape of a series of 
steady states separated by step changes. The principal application 
of this method is therefore in channels below artificial control 
structures, although subsequent flood hydrographs, to which the 
solution (8-21) is applied using the measured c and K, can take any 
shape at the upstream end of a calibrated channel reach. 
Provided the step impulses are well spaced, there is no 
problem in finding y0 for the "calibration" flood as the final 
steady stage can be measured clirectly, or at least the asymptote 
to which the stage is tending can be estimated, at all points on 
the channel. 
Referring to (8-21) we let 
(8-22) 
where p can be regarded as the percentage at time t of the final 
p 
change in stage y
0 
if tp is measured from the instant at which a 
change in stage was initiated as a step input at the upstream end 
of the channel. 





so that, from (8-21) 
fH 
p = 1 
2 p 
- Jrr O exp [-< lz - Z)~ dZ 
which means that, given G and p we may compute H • p Further, 
given Hp1 , Hp2 corresponding to p1 , p2 for any G, we can find, 





The dimensionless parameter G can be related to channel 
properties from (F=13), giving 
using (8-16)0 
cs 





If c and Kare constant, -sh is a reference 
X 
length related to the drop in elevation of the water surface 
between the upstream end of the channel and our observation 
point, and y is the depth. Reasonable values of G should 
=2 4 therefore lie between 10 and 10 o 
805 The Preparation of Dimensionless Graphs 
(8-26) 
Hp and hence tp1/tp2 were computed for various values of 
-2 G and po G was varied over its probable useful range from 10 
to 10
4 
by repeated multiplication by 10¼, and p values of 5% 9 
25% 9 50%, 75% and 95% were used. Trapezoidal Rule numerical 
integration was used to evaluate the integral, and each value of 
H was estimated by linear interpolation immediately after the 
p 
corresponding value of p was passed during the progressive 
evaluation of the integralo The step width dZ of the numerical 
integration was computed from specified changes, DFJ, in;= Zo 
Five values of DFJ (0.02, 0o01, 0.005, 0.005 and 0o01) were used 
successively, changing as the integration passed successive 
values of po This was found to give ample accuracy. 
The ratios of tp/t
50 
were calculated from the values of 
H in each case using (8=25) and are tabulated against G and p p 
in Table 8=1o 
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K = 4H 2 t50 
50 
Also, from (F-13) and (8-27) 
C = 
G s 







is chosen as the standard tp because, being in the steepest 
re~ion of the p/t curve it is usually the best defined value of 
p 
t , and in particular because c is commonly called the wave speed 
p 
by analogy with kinematic wave theory (Section 801) and we might 
expect c to approximate to s/t
50
• 
we see belowo 
This proves to be the case as 
Now for any value of G, H
50 




o This factor, which is the IIK factor" listed 
in Table 8=1, will be denoted FKo 











We see from Table 8=1 that the c factor F is always less 
C 
than unity, but is asymptotic to unity as G tends to infinity. 
For practical purposes F = 1 for G > 100, justifying our 
C 
expectations that c is closely related to the wave speed (see 
equation (8=28))o 
·· The ratios of tp/t
50 
from Table 8=1 are plotted against G 
in Figure 8=1 for the most useful range of G, 0.1 ~ G ~ 1000, 
while F
0 
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For G > 100, F
0 
= 1, while FK can readily be estimated using .(8=29). 
As indicated on Figure 8-2, FK is better estimated for G > 10 from 
FK z 1/2G than from Figure 8-2. 
F 2 
We may rewrite (8-27) as G - _£ s which indicates the - 2K t
50 
effect of Kin the description of the wave. Given ~n observation 
point at sand a value of t
50
, we may still vary the wave profile 
by varying K. If K is increased, G will decrease, as F will 
C 
change in magnitude in the same sense as G. Smaller values of 
G correspond to flatter profiles (see Figure 8=1) 9 so that the 
value of K is related to the steepness of the waveo That is, 
if K is small the wave is steep, while if K is large the wave is 
drawn out. 
806 The Use of the Dimensionless Graphs 
Now we may derive experimental values of c and K from 
observed results as follows. Experimental values of at least 
some of t
5





can be obtained from the 
observed stage/time curve provided some estimate can be made of 
the final change in stage Yo• 
From these ratios 
a value of G may be obtained from Figure 8-1, as is demonstrated 
in Chapter 9. Given G, F
0 
and FK can be obtained from Figure 8-2. 
Then, using 
F s C = -C t50 (8-30) 
2 
K s = F ~ 
K t50 
(8-31) 
we obtain c and K using our known values of sand t
50
• 
















will.rarely give a consistent value of G9 so that 
201. 
some adjustment is normally needed. In the fitting procedure 








valuesi but the effect of departures at the upstream boundary 
from the ideal step impulse should also be considered. The 
recommended fitting procedure is best described with examples 
and hence is left to Chapter 9. 
8.7 Important Diffusion Parameters 
So far we have regarded c and K as the required channel 
parameters, but it is now apparent that the relationship between 
p and t is of more direct interest as these two alone are p 
sufficient to describe the stage/time curve between the two known 
steady stages Y0 and Y0 + y0 
at any observation point. If c and 
Kare constant for a range of stages in a channel~ then G will be 
constant at a given observation point. Hence H and therefore p 
t will be constant for any pat that point. p Thus any transition 
within the allowable range of stage willi according to our 
assumptions, change a percentage p of its final change in stage 
at constant time t from the instant that the transition was 
p 
initiated as an impulse at the upstream boundary. 
Now if we can measure sufficient values oft at an p 
observation point to fit a value of G and hence find a best fit 
value of t
50 
as described in Section 8.6, we can draw a p/tp 
2020 
graph for that point by using Figure 8-1. This means that 
provided some calibration step impulse causes a wave in a channel 
to which a reasonably consistent value of G can be fitted for 
each observation point, the diffusion solution en~bles us to 
predict that the p/t curves obtained at each observation point 
p 
can be applied to the effects of all other upstream impulses, at 
least in the same range of stage. This greatly simplifies 
computation even if the effects of several impulses are to be 




EXPERIMENTAL VERIFICATION OF DIFFUSION THEORY 
9o1 Introduction 
In this chapter we apply the Diffusion theory of Chapter 8 
to the records of two floods in the Clutha River, New Zealand. 
The floods were produced artificially by the operation of the 
Roxburgh hydro-electric power station, and were recorded by 
parties of final year Civil Engineering undergraduates from the 
University of Canterbury. The first flood of 5th October 1966 
is used as a calibration flood, and the travel times t for p 
p = 5%, 25%, 50%, 75% and 95% are obtained. These travel times 
are applied to the subsequent flood of 26th August 1968 in order 
to predict stage/time curves at observation points along the 
channel, and·good agreement is found between the predicted and 
observed curves for that floodo Because we are interested 
principally in testing our Diffusion theory, we do not attempt to 
follow the waves further downstream than the Millers Flat bridge, 
as at this point the negativ~ wave is just beginning to interfere 
with·the positive waveo This means we are able to use experi-
mental values of y0 which eliminates any errors arising from the 
estimation of y0 and hence should isolate any errors in the 
Diffusion Analogy theory itself. 
The three observation points were: 
1. Roxburgh Dam 9 using the hydro station's tailwater level recordero 
2. Roxburgh Bridge, 5.5 river miles downstream of the dam. 
3. Millers Flat Bridge, 16.4 river miles downstream of the dam. 
2040 
9.2 The Calibration Flood Wave 
The three stage/time records of the 1966 flood are plotted 
to the same scale in Figure 9-1, with the initial steady state Y0 
as datum. This Y0 corresponds with a flow of 1600-1700 cusecs 
which had been maintained for almost seven hours since 23.00 hours 
on the day before. 
We assume that each step change in stage occurs at the 
instant when one half of the final change in stage y0 has occurred. 
Figure 9-1, curve (a) therefore gives an initiation time of 7.10 
hours for the positive wave, and 10.10 hours for the negative wave, 
where the time scale is in decimal hours from midnight. The 
required percentages of the final changes in stage are plotted in 
Figure 9-1 on curves (b) and (c). In order to determine y0 for 
the negative wave, it is necessary to extrapolate the stage/time 
curves to the final steady state stages. This extrapolation is 
shown dotted. The time corresponding to each percentage has 
been read off and is marked in Figure 9-1~ below curves (b) and 
(c). The initiation time of each wave is subtracted from these 
times to give the experimental travel times in Table 9-1~ e.g. 









The Calibration Flood Wave 
(a) Roxburgh Dam Observations >-
Cb) Roxburgh Bridge Observations + 
Cc) Millers Flat Bridge Observations -< 
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O -- _ -··· (Initial Steady Stage) 
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The Determination of Best Fit Values of G and Travel Times 
Roxburgh Bridge Millers Flat Bridge 
Positive Negative Positive Negative 
Wave Wave Wave Wave 
Expt Fitted Expt Fitted Expt Fitted Expt Fitted 
t5 0.07 Oo50 0.39 o.42 2.43 2.29 1.92 1.93 
t25 Oo69 0.71 o.66 o.66 2o73 2.71 2.60 2.60 
t50 0.93 0.9/
3 , 0.96 0.93 2.99 3.01 3.17 3.17 
t75 1 .19 1.19 1.32 1.30 3.40 3.37 3.86 3.86 
t95 1. 70 1. 72 2.00 2.07 4.13 3.97 5010 5.17 
i t 
t5/t50 0.08 0.54 o.41 o.45 0.81 0.76 o. 61 0.61 
t25lt50 0.74 Oo77 0.69 0.71 0.91 0.90 0.82 0.82 
t75lt50 1.28 1.29 1.37 1.40 1.14 1.12 1.22 1.22 




Note( 1) 6.5 2.8 3.8 62 35 10.0 10.5 
8 t25 4.8 6.5 2.9 3.8 48 35 10.5 10.5 - ~ 
8
t75 
6.8 6 .5<2> 4.3 3.8 28 35 11.0 10.5 
8




neglected as obviously affected by the departure 
of the input wave from the ideal step wave. 




as these least 
affected by the departure of the input wave from 
the step wave. 
(3) t 50 adjusted to give least squares departure of the fitted t values from the more reliable experimental 
P values oft • 
p 
In Table 9-1, the experimental travel times are formed into 
the ratios t 5/t50 , t 25;t50 , t 75;t50 and t 95;t50 and the value of G 
corresponding with each ratio is read off Figure 8-1. A weighted 
average G is then selected and the corresponding fitted ratios 
t 5/t50 , t 25/t50 , t 75;t50 and t 95;t50 are read off Figure 8-1 0 If 
most of these ratios are larger (smaller) than the experimental 
ratios as in the first two columns, then t 50 must be reduced (increased) 1 
slightlyo If we do not adjust t 50 most of the values of tp will be 
too high (low), whereas we wish to fit a curve such that the 
experimental values oft lie equally on either sideo 
p It is not 
difficult to assess the adjustment needed to t 50 in order to produce 
a least squares fit through the three most reliable values oft , 
p 
with reasonable weight being attached to the other two valueso 
Large changes in G produce relatively small change in the 
ratios of the travel times so that a relatively large error in G 
will have little effect on the fitted values oft o 
p For instance, 
if we select 40 instead of 35 (a 14% error) for the fitted average 
G value for the positive wave at Millers Flat, the fitted travel 
times become respectively 2032, 2071, 3001, 3o37 and 3088 hours, 
on average about 1% different from the travel times corresponding 
with a G value of 35e It can be seen that G = 35 gives a slightly 
better correspondence with the experimental travel times than does 
G = 400 
Under our assumptions, c and K should not vary between a 
positive and negative wave and hence G should have a single value 
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for an observation station. However, from (8-1) Sj may vary 
markedly with the sign of ys, so that it is possible to derive 
different values of G for positive and negative waves and to 
state that G is approximately constant for a given wave type 
at an observation point without inconsistency, provided the 
waves are appreciable in height. 
Table 9-1 shows that we can fit Hayami type solutions 
to the experimental stage/time records from the 1966 Clutha 
River flood, with the average discrepancy between the observed 
and fitted travel times of the order of 2%. The values of G 
+ appear to be determinable with an error of less than =10%. 
9.3 The Test Flood Wave 
The stage/time records of the 1968 flood are plotted in 
Figure 9-2. This flood differs from the 1966 flood in three 
important ways~ 
1. The initial flow on which this flood is imposed is 3500 cusecs 
as against 1650 cusecs for the 1966 floodo 
2. The stage at the dam is increased essentially in one step over 
about i hour as against the two steps over 1¾ hours for the 
1966 flood. 
3o The final steady state discharge after the abrupt decrease in 
flow is again 3500 cusecs, compared with 6,700 cusecs for the 
1966 flood. 
FIGURE 9-2 
The Test Flood Wave 
Ca) Roxburgh Dam Observations >-
Cb) Roxburgh Bridge Observations + 
8~ 
(c) Millers Flat Bridge Observations --< 
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Therefore, although both maximum discharges are about 
17,500 cusecs, the two floods are appreciably different and hence 
the prediction of the behaviour of the 1968 flood from that of the 
1966 flood is by no means a trivial exercise. 
Once again we assume that the time at which each wave 
originates is the instant when one half of y0 has occurred at 
the dam 9 giving 7o28 hours for the positive wave and 10.27 hours 
for the negative wave. We then simply add the fitted travel times 
from Table 9-1 .to give the abscissae of the predicted points 
(marked x in Figure 9-2) with the ordinates being supplied by the 
appropriate percentages of the experimental values of y0 at each 
observation point. Good agreement is obtained (Figure 9-2) 
between the stage/time curve predicted by joining the crosses and 
the observed stage/time curve at both Roxburgh Bridge and Millers 
Flat Bridge. It is apparent from the Millers Flat hydrograph 
that the flow returns to steady depth more slowly than predicted 9 
which points to a small error in the extrapolation of the 1966 
Millers Flat hydrograph 9 and hence in the final steady stage 
deduced from that extrapolation. If we assumed a final stage 
Oo1 ft lower than previously for the 1966 flood 9 we would increase 





• This would mak~ the fit of the 
predicted negative wave at Millers Flat even closer. In other 
words continuation of the observations at Miller's Flat to the 
steady state would probably have improved our predictions slightly. 
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Note that by using an experimental value of y0 we did not 
require any channel properties other than So 
9.4 Compari~on of Fitted aQd Derived c and K Values 
We wish to compare the values of c and K corresponding 
with the fitted curves (say c 1 and K1 ) with those derived from 
(8-4) and (8-5) which we shall continue to denote c and K. 
c1 and K1 are therefore derived using Figure 8-2 and equations 
(8-30) and (8-31). The results are given in Table 9-20 
For G > 3, Figure 8-2 indicates errors of less than 1i% 
for F
0 
and about 10% for FK correspond with 10% error in Go 
Therefore, assuming maximum errors of :10% for G, :3% for t
50 
+ o/ + and -1~ for s, we arrive at a maximum error of about -5% for c 
1) + derived from (8-30)(i.e. c and -15% for K derived from (8-31) 
These errors are considerably smaller than those to 
be expected from the use of (8-4) and (8-5) for the evaluation 
of C and Ko 
To use (8-4) and (8-5) we need data on channel properties. 
Values derived from cross sections measured at the three 
observation points are shown in Table 9-30 ymin is the maximum 
depth at the low stea·dy state, Ymax is the maximum depth at the I 
high steady state, k is the average channel exponent as defined 
in equation (2-37), V . is the velocity at the low steady state, min 
and V is the velocity at max the high steady state. k was obtained 
from Figure 9-3, which is a plot of the area of each cross section 
up to at least three different horizontal lines, chosen to 
2120 
Table 9-2 
The Determination of 1 and K1 C 
Roxburgh Bridge Millers Flat Bridge 
Positive Negative Positive Negative 
Wave Wave Wave Wave 
Distances 
(miles) 5.5 5o5 16o4 16.4 
t50 (hours) 0.92 0.93 3.01 3017 
G 6.5 3.8 35 10.5 
F * 0.93 0o89 0.99 0.95 
C 
s/t50 5o98 5.92 5.45 5o 17 
c 1(miles/hour) 5.6 5.3 5.4 4.9 
F * K 0.075 0.115 000143 00045 
2 
s /t50 32.9 32.6 89.3 84.8 
K1(miles2/hr) 2.5 3.8 1.3 3.8 
* Read off Figure 8-2 
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encompass the actual range of water surface levels, against the 
maximum depth y of the bed below each line. Each area was 
obtained by graphical integration (i.e. counting squares) on an 
undistorted plot of each cross section on a scale of 1 inch to 
50 feet. The cross sectional area corresponding with each 
Ymin and Ymax were read off the best fit li~es in Figure 9-3 and 
were divided into the known steady state discharges, 3,500 cusecs 
and 17,500 cusecs respectively, to give V, and V at each min max 
observation point. 
R.L. (Invert) is the level of the lowest point in the 
cross section relative to Mean Sea Level, whence z follows as 
s 
we know the distances of the observation stations from the dam. 
Cos rp may of course be taken to be unity. 
reduced level of the water surface for the low steady state at 
the observation point, and -h is the corresponding water 
Os 
surface slope, which from (2=28) can also be written zs - Yos• 
The differences between z and z -Y0 bring out the point s . s s 
discussed in Chapter 2 that when we wish to evaluate the pressure 
forces acting on a flow, the slope z of the datum from which y 
s 
is measured is of little concern, as it is the water surface slope 
l 
in which we are interested. Thus we use the initial steady state 
stage slope z -Y0 as the fixed reference slope represented by s s 
z in equation (8-1) so that "y II will now refer to the slope of 
s s 
the water surface relative to z -Y0 • s s 
This does not in fact 
make any difference if (8-1) is used to evaluate Sf' as the water 
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Table 9-3 
Flow Properties and Bed Slopes 
Roxburgh Slope Roxburgh Slope Millers 
Bridge x1o4 Dam x104 Flat Bridge 
Ymin * 10.0 ft 22.8 ft 5.8 ft 
Ymax * 16.6 ft 30.6 ft 11 0 1 ft 
k* 2.0 2.2 1.5 
V * 4.4ft/sec 2.0ft/sec 3.3 ft/sec min 
V * 8.3ft/sec 5.3ft/sec 6.o ft/sec max 
R.L.(Invert)* 244.9 ft 252.2 ft 198.4 ft 
z * 2.5 6.2 s 
R.L.(Y0 )* 254.9 ft 275.0 ft 204.2 ft 
=h = z -Y Os s Os 6.9 8.2 




The Area/Depth Relationship 
A= Eyk 
at each Observation Point. 










Roxburgh Dam k = 1/0-46 = 2. 17 
Roxburgh Bridge k = 1/0.51 = i ,96 
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surface slope is independent of the fixed slope to which y
8 
is 
referred, but if Sf= zs is used as in the kinematic wave 
simplification (see Section 8.1) 9 it is clearly important to read 
z as meaning some typical water surface slope. 
s 
The parameters in Table 9-3 are used to derive c and k 
in Table 9-4. In the reach to Roxburgh Bridge more weight is 
placed on the k, V, y from the Roxburgh Bridge cross section as 
being more typical of the reach than the Roxburgh Dam cross section, 
~nd similarly in the reach from the dam to Millers Flat Bridge more 
weight is given to the k, Vandy from the Millers Flat Bridge cross 
section. A slightly larger average velocity is assumed for the 
positive waves than for the negative waves as follows from 
equations (2=54) and (8-1). The average Yt for each wave at each 





points on each stage/time curve, from which 
weighted lumped averages of yt are assessed. y is then obtained s 
from cy
8 
= -yt which follows if we assume that the wave as a whole 
travels at a speed of c, and we use y
8 
to find Sf from 
s. = z - y = YB f s Os 
which corresponds with equation (8-1) as discussed above. 
Clearly the values of k, V, y and Sf cannot be averaged 
over a reach without introducing the possibility of large errors. 
Further, the best estimate of an average y from our data involves 
s 
the assumption that the wave as a whole travels at approximately . 
I 
the velocity c, which is not consistent with our diffusion analogy 
2170 
Table 9-4 












K - ...:iL 
- 2kSf 
(miles .2/hour) 
To Roxburgh Bridge 
Positive , Negative 
Wave Wave 
7o0 -4.o 
=4 -4 =2.5x10 1o5x10 
4 =4 4 =4 9o x10 5o x10 
4.4 
* See text for explanation 









8 =4 Oo x10 
4 =4 ?o x10 
unless y is small. - . . ss Therefore, all the quantities, in particular 
c and K, in Table 9-4 must be regarded as crude estimates. 
clear however that the c 1 and K1 obtained by our new fitting 
It is 
procedure conform in magnitude to the definitions of c and Kin 
equations (8-4) and (8-5) as it is possible to find reasonable 
average values of k, V, y and Sf which will produce c1 and K1 from 
those equations. 
It is noticeable that they and V necessary to match K to 
K1 at the Millers Flat Bridge must be greater for the negative 
than for the positive wave. Of course the average depth and 
velocity are higher for the negative wave than the positive wave 
for the 1966 calibration flood 9 but if anything K seems slightly 
larger for the negative wave of the 1968 flood than for that of the 
1966 flood 9 and ~n the 1968 flood the average y and V should be 
similar for both waves. The true explanation lies in the fact that 
the diffusion of the wave does not depend only on the derivatives 
of y 9 as is suggested by our assumption that K is a constant, but 
also on y itself because the flow velocity increases with depth. 
This factor tends to steepen positive waves and flatten negative 
ones. As already discussed in Section 8.5 a steeper wave reflects 
a smaller K, so that this explanation is consistent with the 
observed behaviour of the waves. 
9.5 Discussion of the Diffusion Theory Assumptions 
We return to the assumption in Section 8.1 that the 
omission of the acceleration and extra momentum terms from (2-57) 
219. 
is acceptable. The Diffusion Analogy solution gives good agree-
ment with experimental results reported herein, but it is still 
of interest to assess the magnitude of the omitted terms, at least 
in the floods under investigation. Both these floods were caused 
by the operation of artificial controls and as appreciable lateral 
inflow might be expected to the reach under study only as the 
result of rain, q, and hence the extra momentum term qU/A, can be 
neglected. For turbulent flow~ and~ are both nearly unity, so 
we wish to evaluate the terms 
VVs +Vt=:~ if we "follow the fluid" 
Because the wave overtakes the fluid at a slower rate than 
it passes a fixed observation point, we expect Vt to be greater 
in magnitude than dV/dt. This is not necessarily true if the 
channel is subject to rapid changes in width or Vt is small, but 
neither of these difficulties are apparent in the floods under 
consideration. Now by inspection of the stage/time records of the 
floods, the maximum values of.Vt will .occur in the positive wave 
of the 1968 flood near the dam. Referring to Table 9-3 and 
Figure 9-2, an average Vt at the dam would be 
5.3 - 2.0 ft/sec 2 3 10-3 ft/ 2 o.4 hrs = • x sec 
and at the Roxburgh Bridge 
8.3 - 4.4 ft/sec= 1 5 10-3 / 2 007 hrs • x ft sec 
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=3 2 or less than 10% of the magnitude of gSf:::::; 30 x 10 ft/sec o 
Now it is true that some local Vt, particularly near the 
leading edge of the positive wave, may be considerably greater 
than this "average", which was derived using steady state 
velocities. However, dV/dt may still be small and also any 
Vt greatly exceeding the average must apply to a very restricted 
time period. This matter of the relative magnitude of the 
acceleration and slope terms is further discussed by Henderson 
(1966) Chapter 9. 
9.6 Applications of Diffusion Theory 
As shown in Section 9.3 the diffusion theory developed 
in Chapter 8 can lead to quite accurate predictions of the 
behaviour of waves produced by the operation of artificial controls. 
Such behaviour should be equally predictable by the numerical 
methods discussed in Part II 9 but for these to be applicable to 
flows in natural channels a great deal of effort must be expended 
on defining all properties of the channel, including the bed 
geometry, roughness, the effects of bends, expansions, bridges and 
so on. In contrast a steady state stage/discharge rating curve 
at each cross section at which the wave behaviour is required is the 
only information required by these diffusion methods. If the 
upstream discharge input can be measured, as at any artificial 
control, even these rating curves can be assessed by direct 
observation, at least in the normal range of flows. 
methods do not rely on large computing facilities. 
Further, these 
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The use of factors measured at normal flows to predict 
flood behaviour at extreme flows is of course inaccurate. However 
from the results of Section 9.3 we are equally as entitled to 
regard p/t curves as channel properties as we are Manning 0s n p 
for instance. Hence it is quite possible that such inaccuracies 
would affect other methods as much as diffusion methods. 
Unfortunately 9 the increase in flow velocity with increase 
in depth tends to make a closely spaced series of waves interact 
in a more complex way than the simple superposition suggested by 
Hayami. Thus 9 initially at least 9 diffusion methods are 
probably ~est restricted to routing floods in channels below 
artificial control structures through which discharge tends to 
vary in a series of finite increments. The interaction between the 
fringes of the resulting series of waves may then be represented 
adequately by superposition. 
The diffusion methods discussed in Part III are therefore 
unlikely to contribute greatly to the prediction of the actual 
peak stage corresponding to a known reasonably steady upstream 
discharge. Such a peak stage is best read off the appropriate 
stage/discharge curve. Rather these methods provide a simple 9 
rapid means of predicting the rate of rise of a .flood at an 
observation point from the discharge/time relationship at the 
upstream control 9 and should therefore enable appropriate emergency 




SUMMARY AND CONCLUSIONS 
10o1 Summary 
2220 
Overland flow equations are introduced in Chapter 1 as a 
system of equations resulting from the treatment of surface water 
flows by a one dimensional analysis using the continuity principle 
and Newton 9s second law of motiono In Chapter 2 such analysis is 
applied, involving assumptions that all streamlines in the flow 
are approximately straight and parallel and that the bed resistance 
to flow may be described either by simple laminar flow concepts 
or by semi-empirical relationships like the Manning formulao 
Common assumptions discarded from the more usual overland flow 
analysis include the assumptions that the flow is near horizontal, 
that the velocity is uniform over any cross section, that the lateral 
inflow is small compared with the channel flow, that the channel 
is prismatic 9 and that a 11 bed slope" is essential as a reference 
slopeo It is also shown that even though the surface over which 
the flow passes is assumed fixed, provision could be made in th~ 
analysis for bed movement if some suitable relationship was made 
available between the water surface slope and mean velocity and 
section areao 
The above analysis produces a more general form of the 
St Venant equations, called in this thesis the Overland Flow 
equationso This system of equations is then reduced to characteristic 
form in Chapter 3o 
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As maximum generality of the equations is 
maintained to this point, a general form of wave celerity c and 
"stage variable" w appear and their functions are clarifiedo The 
geometry of a prismatic simple channel, defined in Chapter 2, is 
shown to permit the expression of the characteristic form of the 
Overland Flow equations explicitly as two equations in two 
dependent variables 9 mean velocity V and celerity Co 
Methods of solution of wave propagation systems are then 
discussed, and the work of Lax, Courant 9 Isa~cson and Rees is 
outlinedo It is pointed out that the prdof given by Courant 9 
Isaacson and Rees (1952) of boundedness of the error between a 
difference solution and the exact solution applies only for small 
time increments, which suggests an explanation for the disappointing 
practical results which have led to the virtual abandonment of 
their simple difference schemeo 
Consistency? convergence and stability are then introduced, 
following Richtmyer (1957) 9 where it is shown that together 
consistency and stability imply convergenceo The Fourier series 
method of stability analysis advocated by Richtmyer (1957) is 
outlined, and is used in Appendix A to produce the same "Courant 
condition" for stability as the analysis of Courant, Isaacson and 
Rees when applied to their difference schemeo Again, unfortunately, 
the analysis applies only for small time steps 9 and again the implied 
limit on the time step cannot be evaluated quantitativelyo Little 
attention appears to have been paid to the range of application of 
these analyses, so that a "theoretically convergent'' difference 
solution may be found to be unobtainable in practice because the 
mesh refinement required is impracticable. At the beginning of 
Chapter 4 examples are quoted from the work of Stoker (1957), 
Fenzl (1965) and Liggett and Woolhiser (1967) which clearly show 
that difference schemes may be used in practice with mesh increments 
outside the range to which existing numerical analysis methods 
applyo Simple examples follow in which instability may obviously 
arise from the non=homogeneous terms in the difference equations 
even in a "theoretically convergent" solution 9 and it is pointed 
out that existing numerical analysis does not comprehend the 
possibility of a physically unstable flowo 
It is possible to resolve this discrepancy between theory 
and practice by linearising the difference equations by a new 9 
more rational method before applying the Fourier series stability 
analysis, as is suggested by the introductory example in Chapter 4. 
Instead of assuming that the mesh increments are small 9 this new 
method produces linearised equations by assuming only that the 
variation in the solution is small 9 relative to the solution 9 
across each mesh increment. Such equations are shown to be 
amenable to standard Fourier series stability analysis with the 
difference that physical stability criteria are now involved, 
together with factors reflecting the effects of the non=homogeneous 
termso The results of this stability analysis show that the 
von Neumann necessary condition for stability is not also sufficient, 
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at least for practical stability requirements, as stability errors 
may still grow rapidly even if this condition is satisfied. The 
bound of the amplification factor, by which stability errors are 
multiplied at each time step, is therefore set at the intuitively 
acceptable value of unityo 
Finally in Chapter 4, it is shown that the "Courant condition" 
is still prominent in the newly derived stability criteria, and may 
normally be applied with adequate accuracy prior to a solution 
provided that the maximum discharge in that solution can be estimated 
approximatelyo 
The extended Fourier series stability analysis is applied 
to a general case in Chapter 5 and the assumptions basic to the 
method are re=examinedo Three are found to be virtually indispensable 
but not unduly restrictive - first, that the variations in the 
solution are "small" as discussed above; second, that the general 
difference scheme comprehends only one cycle, two level schemes on a 
regular mesh, and third, that the channel behaves essentially as a 
"quasi-simple" channel, which should include most regular or mildly 
irregular channels met in practice In particular, the commonly 
occurring trapezoidal channels are shown to be quasi-simpleo 
Physical stability criteria given by Vedernikov and 
Escoffier and Boyd are then shown to coincide for quasi-simple 
channels, where they are expressible in a particularly simple formo 
The remainder of Chapter 5 is main~y devoted to the 
application of the extended stability analysis to the general 
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difference scheme, the final three sections giving stability 
criteria for the general difference scheme in three special caseso 
The first of these is the case in which the mesh increments tend 
to zero, giving stability criteria from which known Richtmyer 
stability criteria for individual difference schemes are immediately 
recoverableo This is shown for one explicit and one implicit schemeo 
The second special case occurs when both the mesh increments and the 
variations between individual errors along any time line are smallo 
In this case stability criteria are derived which depend only on the 
flow parameterso As these hold for infinitesimal mesh increments 
they must be criteria associated with the partial differential 
equations themselves, ioeo physical stability criteriao The third 
special case assumea n<o\VEfriation between individual errors along any 
time line, when two more stability criteria apply for all mesh sizes. 
Before these last two special cases can be fully examined, 
the formulation of the non-homogeneous terms in the general difference 
equations must be clarifiedo Chapter 6 accordingly begins with a 
further assumption that these terms are all formulated at the same 
interior point of the difference scheme, which permits the 
identification of a number of factors in the stability analysis with 
dimensionless physical parameters. These are compared in magnitude 
for commonly occurring flows and the general physical stability 
criteria obtained in Chapter 5 are then translated into physical 
terms. 
Complete stability analysis is more formidable tha~ the 
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study of selected special cases, as no assumptions can be made 
about the variation of errors along any time line, while the mesh 
increments cannot be taken as smallo The generality of the 
stability analysis is therefore reduced in Chapter 6 by two more 
assumptionso 
First 9 the space differences are assumed to be evaluated 
at the backward time line at which the solution is known, which 
eliminates fully implicit difference schemeso Second, the 
channel is taken to be near prismatioo The stability analysis 
then follows the pattern set out in the example of Chapter 4 
until a general expression is obtained for the eigenvalues of 
the amplification matrixo 
This expression incorporates complete stability criteria 
for a number of simple difference schemes, four of which are 
selected for further studyo First the Lax 0 staggered" scheme 
is discussed briefly and it is shown that the same criteria are 
obtainable as by the introductory example of Chapter 4 which dealt 
with the same schemeo Then the "Unstable" scheme is discussed 
and empirical experience that this scheme may be stable if lateral 
inflows are present is confirmed by the form of the stability 
criteriao Next the rectangular scheme analysed by Courant, 
Isaacson and Rees and tried by Stoker is analysed and is shown to 
have poor stability properties for finite time increments, due 
entirely to the formulation of the non=homogeneous terms at the 
backward time lineo The "Semi-Explicit" shceme, which is identical 
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to that suggested by Courant, Isaacson and Rees except that the 
non-homogeneous terms are evaluated at the forward time line, is 
then shown to have stability properties for all time increments 
identical to those given for infinitesimal time increments by 
Courant, Isaacson and Reeso In other words, the sole numerical 
stability criterion governing the Semi-~xplicit scheme is the. 
ucourant condition 11 o 
The advantages and disadvantages of characteristic, implicit 
and explicit difference schemes are discussed in Chapter 7, with 
the conclusion that the Semi=Explicit scheme on a regular net has 
the best combination of simplicity 9 directness, speed and stability 
of any consideredo Algorithms suitable for the computation of 
solutions by means of the Semi=Explicit scheme are then discussed, 
and it is shown that this scheme can be made reliable even when 
the velocity or depth in the solution becomes small 9 when our 
linearising assumption, that the variations in the solution are 
small compared with the solution itself, is invalido 
The predictions of the stability analysis of Chapters 5 
amd 6 are then tested by an experimental comparison between the 
stability properties of the Courant, Isaacson and Rees scheme and 
those of the Semi=Explicit schemeo In all cases the stability 
analysis is found to give conservative but qualitatively accurate 
predictionso The substantial advantages of the Semi-Explicit 
scheme for large time steps is confirmed, but a slightly unexpected 
result is the increasing conservatism of the analytical stability 
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criteria as the Froude Number was increased in the experiments, and 
t~e tests also showed that no sudden changes in the stability of the 
solution appeared as the Froude Number passed through unity. 
However these two effects should not be relied on as the stability 
experiments dealt only with uniform flow. 
The final conclusion of Chapter 7 was that of all the 
difference schemes discussed the Semi-Explicit scheme is the best 
for general useo 
An alternative approach to the direct numerical solution 
of the Overland Flow equations is the solution of a simplified 
form of overland flow equations. If it is assumed that acceleration 
and extra momentum terms are an unimportant part of the equation of 
motion the overland flow equations reduce to a single equation with 
depth (or stage) as a single dependent variableo The diffusion 
solution given by Hayami (1951) is outlined in Appendix F and it is 
shown in Chapter 8 that this solution may usefully be extended to 
apply to moderately irregular natural channels as well as the wide 
prismatic rectangular channels assumed by Hayami. The main 
requirement of this extended solution is some measure of the steady 
state stage preceding and following a disturbance which passes down 
the channel after being introduced at the upstream end. The 
extended solution is then shown to predict that at a given time 
from the initiation of such a disturbance 9 the change in stage at 
a given point on the channel will bear a constant ratio to the 
difference between the initial and final steady state stages at 
that point. 
This prediction is tested experimentally in Chapter 9. 
One flood wave in the Clutha River is used as a calibration flood 
to permit stage/time curves to be observed along the river. 
Dimensionless graphs of the extended Hayami solution are used 
to produce curves of change in stage (as a proportion of final 
change in stage) versus time which provide the best fit of 
diffusion solutions to the stage/time curves measured at each 
observation point. A second, different flood wave is then 
introduced and the measured initial and final steady states are 
used with the fitted diffusion solution (relative change in 
stage)/time curves to predict the new stage/time curves at each 
observation pointo A good fit is obtained between the predicted 
and observed stage/time records. 
Diffusion methods therefore appear promising, particularly 
in describing a flow subject to artificial upstream control 9 as in 
this case the actual boundary condition approximates the convenient 
case of a series of steady states separated by sudden step changes. 
10.2 Principal Conclusions 
1. Overland Flow equations may be developed and solved without 
introducing the common assumptions that the flow is near 
horizontal 9 that the velocity is uniform over any cross section, 
that the lateral inflow is small, and that the channel is 
prismatic; and without introducing a "bed slope". 
2. Existing solution theory, while forming a useful background, 
2310 
fails to deal adequately with the non-homogeneous terms in 
overland flow equationso As such terms dominate the solutions 
of most overland flows, existing solution theory does not fulfil 
practical requirementso 
3o This discrepancy between theory and practice in stability 
properties can be resolved by substituting for the usual 
assumption that the mesh increments are small the more axiomatic 
requirement that the difference solution does not vary substantially 
across a single mesh incremento Fourier series stability 
analysis using this requirement to linearise the difference 
equations then includes the non=homogeneous terms, and successfully 
predicts experimental stability properties which do not conform 
to the predictions of existing stability analysiso 
4o Known criteria for physical flow stability appear in this new 
Fourier series stability analysis 9 and these can be expressed in 
the simple form of (5=9)o These criteria are not greatly 
affected by moderate width variations and lateral inflowso 
5o The numerical stability of the Semi=Explicit scheme (that proposed 
by Courant, Isaacson and Rees (1952), except that the non= 
homogeneous terms are evaluated at the forward time line) is 
shown by the new Fourier series analysis to be governed by the 
Courant condition alone, for all magnitudes of the mesh incrementso 
60 For general use, the Semi=Explicit scheme has demonstrable 
advantages over all other difference schemes considered, but 
careful programming is still required to obtain the best results 
232. 
from the scheme. 
7. An efficient, stable time step for the Semi-Explicit scheme 
can usually be chosen prior to a solution on the basis of an 
approximate estimate of the maximum discharge in that solution. 
8. The diffusion analogy solution provides a simple, rapid 
reasonably accurate means of predicting the rate of propagation 
of a flood wave resulting from a sudden increase in discharge 
into the upstream end of the channel. This solution is 
sufficiently promising to warrant further investigation. 
9. The results of this thesis show that a dependable general 
purpose numerical solution is available for many overland flow 
problems, but in special cases simplified solutions may give 
adequate results with considerably less effort. 
233. 
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APPENDIX A. RIGHTMYER STABILITY 
Our principal reference in this Appendix is Richtmyer (1957), 
in which the possibilities of the Fourier series method of investi-
gating stability are exploredo This method is strictly applicable 
only to a restricted class of problems 9 in which (Richtmyer (1957), 
Chapter I) the differential equations are linear, all coefficients 
are constant, and the boundary conditions are equivalent to re-
flection and periodicity conditionso Thus the use of the method 
on nonlinear equations is not strictly valido However, in_many 
nonlinear equations, especially quasi-linear equations (Section 3o4), 
the nonlinear coefficients in the equations vary slowly in a con-
tinuous manner, so that in a small region of the solution they may 
be regarded as constantso Hence these equations may be regarded 
as "locally linear 11 o Thus we should gain valuable insight into 
the stability properties of many nonlinear solutions by applying 
Fourier series methods to a small region, although the stability 
properties will usually be expressed as a -function of the "locally 
constant" coefficients. 
Al though Richtmyer does not deal with hydrodyn.a mic systems, 
he examines compressible fluid flows in Chapter Xo Analysis of 
this problem leads to an hyperbolic system of quasi-linear partial 
differential equations analagous to the homogeneous form of the 
Overland Flow equationso We shall therefore follow the ·salient 
points of Richtmyer's discussion 9 presenting as an example an 
investigation into the application of the rectangular finite 
A2o 
difference scheme, recommended by Stoker (1957) po477, to the 
homogeneous form of the Overland Flow equationso This rectangular 
scheme is the one investigated by Courant, Isaacson and Rees (1952), 
, 
so it will be called the CIR rectangular sch~me in this thesiso 
For convenience we assume that the channel is prismatic 
simple, so that from (3-28) w = 2kc. We shall also term the 
characteristic along which ds/dt - V = +c "forward", and that 
along which ds/dt - V = =C "backward" (see equation (3-17))0 
Hence the homogeneous equation along the forward 
characteristic becomes, from (3-25) 
Vt+ 2kct + (V + c)(Vs + 2kcs) = 0 
while along the backward characteristic, from (3-26) 
We assume that we are discussing a small region of the 




Now we define a rectangular lattice on the s-t plane 
such that the grid lines are described bys= (O, 1, 2, 0000 
a-1, a, a+1, •••o• Ka)L\.s and t = (o, 1, 0000 b, b+1, 0000 Kb)L.\t. 
b b A We use V , c to denote the values V(a6s, bAt), c(aus, b/Jt) 
a a 














= C s 
b b 
ca - ca-1 
= t,. s 











as these differences correspond to the derivatives applying along 
the forward and backward characteristics passing though the line 
s = a/1s, provided V - c is negativeo If we test for consistency 
by the method outlined in Sec~ion 306, we find that the difference 
equations differ from the differential equations by terms O(As,At) 
as As ind ~t tend to zeroo Thus consistency is satisfied by the 
CIR rectangular finfte differen~e schemeo 
the stability properties of the scheme. 
We must now analyse 
Substituting (A-3) and (A-4) in (A-1), and (A-3) and (A-5) 
b 1 b-i-1 in (A-6), then eliminating first Va+ , then ca , we get 
b+1 b 
C = C a a 
D cAt - D vAt ... 
v hs c As 
Vb+1 Vb /J.t 2kD c~ = = 2kD VTs -a a V S C AS 
Vb - Vb 
b - i(cb b a+1 a-1 where D = 4k + C + ca-1) V a a+1 
b b Vb i(Vb Vb ) C a+1 - C a-1 + an'd D a a+1 a-1 = 2 + 2k C 
We let 6t and /js tend to zero together, maintaining a 
constant ratio ~t/ds = r. 
i 
Thus we can replace (A-6) and (A-7) 
•b 




c + cb for Vb, cb etc, where V, care small quantities of the 
a a a 
first order, while V and care zero order "local constants 11 o 
Note that D and D are terms of the first order as all the zero 
V C 
order quantities cancel in (A-8) and (A-9)o Discarding 
quantities of the second and higher orders, the equations of 
first variation are 
ob+1 ob Der D Vr C = C - = a a V C 
vb+1 ob 2kD Vr 2kD = V = - er a a V C 
(A-10) 
The coefficients c and Vin (A-6) and (A=?) are evaluated 
as some function of the solutions at grid points in an actual 
finite difference solution, but any variation quantity associated 
with those grid points contributes only second order quantities 
to the equations (A=10) and (A=11) because the coefficients are 
multiplied by the first order quantities D and Do 
V C 
Hence the 
actual method of evaluating the coefficients c and Vis of 
secondary importance in this stability analysiso 
Now we let the vector u represent [!] and express u as 
a Fourier series 
co 
u (s,t) = L 
p = -00 
* 
where u is the finite complex Fourier transform of Uo 
*< ) *< A) *< ) by u*b(p)o Remembering u p 9 t = u p,but , we denote u p,t 
(A-12) 
*b Now as u (p) is independent of s, we need only investigate 
* 
the amplification, for all p, of u as t increases along a 
typical lines= a/J.s, in order to evaluate the stabil:Lty properties 
of a finite difference schemeo Remembering that ~s = /1t/r, we 
may substitute from (A-12) into (A-10) and (A-11) and rearrange 
to find an equation system which may be written 
M is called the amplification matrix by Richtmyer 9 who a 
derives a generalized amplification matrix for simple linear 
A5,, 
(A-13) 
initial value problems in Chapter IV of his book (1957)0 He 
shows that in such problems a necessary and sufficient stability 
condition requires that n operations of M produce a bounded 
a 
result, where O ~ n~ T/ At and T is the time over which the solution 
is carriedo Thus, because each eigenvalue Aj of Ma is less than 
or equal to the bound of M, a necessary condition for stability 
a 
is that ea~h (A.)n must be boundedo This means that we require 
J 
a constant c1 to exist such that 1\1 ~ c1 L.\t/T o 
We can assume that c1 ~ 1, and hence we have the condition 
(A=14) 
which is the von Neumann necessary condition for stabilityo 
Richtmyer concludes Chapter IV by stating that in many 
(linear) cases in which he has been able to investigate full 
conditions for stability, the von Neumann condition has turned out 
to be sufficient as well as necessaryo Hence if we satisfy the 
von Neumann condition in all local areas of our non linear solution, 
it is likely that the finite difference scheme is stable, at least 
as ~t tends to zeroo 
We shall therefore investigate the behaviour of Aj as 
A6. 
~t tends towards zero. 
Expressing u(s 9t) as a Fourier series (A-12) we note that 
ipa& the factor e may be cancelled throughout, so that (A-1O) 




=[_1 8t( 1 J;1ipt.\s -ipAs)) Vt-\t(ipAs -ipAs):l*b - c /js -· t\e + e - 2 As e - e '.J c 
r cl.\t ( iptls -ipbs) Vt.\t ( _ l'eip.ds + e-ipAs) ):7 v"'b 
- l§kAs e - e + 2kAs. 1 .. ~ ~ 
(A-15) 
*b b using the notation c for the Fourier transform of ca, 
and so Ono 
Now p may vary to any integral value, but we achieve the 
same variation by setting p~s = 0 and allowing 0 to vary con-
tinuously between -n and no 
principal values of M. Thus 
a 
In this way we can explore the 
1 - i(eip~s + e-ip4s) = 1 - cos 0 
ip~s -ip~s · 0 e - e = 2i sin 
We also introduce the substitutions 
w = VAt As 
Therefore (A-15) becomes 
z = cAt /1s 
~b+1 = (1 - Z(1 - cos$) - iW sin0)~b - (W(1 = cos0) + iZ 




sin 0) ~k 
(A-19) 
*b+1 *b *b V = -(W(1 - cosB) + iZ sin0)2kc + (1 - Z(1 - cos0)- iW sin 0)V 
(A-2O) 
Referring to (A-13) we see that for :this example 
[1 - Z ( 1-c OS 0) iWsin 0 1 sin M = 2k(W(1-cos ri) + iZ a 
_:-2k(W ( 1-cos (;) + iZsin e) 1 - Z(1-cos e) - iW sin 0 
We find the eigenvalues from the equation jMa - ~rj = o, 
viz A1 2 1 - r [<c ~ V) ( 1 - cos 0 
+ 
i sin e8 = -
9 
Thus I A1 I ::: 81 - r(c+VH1-cos 0))2 + (r{c+V) sin 0.) 2Ji 
_1 
= 0 - 2r(c+V)(1-cos e)(1 = r(c+V))] 2 
ej 
Now (1-cos e) is positive, so that if c+V is negative, 
1\1 exceeqs unity for all 0(4:,0). If c+V is positive I:~) exceeds 
unity for all 0 if 1 - r(c+V) is negative. 
Similarly 
I ~21 = G - 2 r ( C - V ) ( 1 -c Os e ) ( 1 - r ( C -V ) ) J i 
and by simiiar reasoning jA21 exceeds unity only if c-V is 
negative or if 1 - r(c-V) is negative. 
Thus the von Neumann necessary condition for stability (A-14) 
requires 
and (c + 








If we compare these criteria with the Courant condition 
(Section 3o5), we see that the domain of dependence of the point 
P(aAs,(b+1)~t) used by this difference scheme is the range 
(a-1)l\s~s~ (a+1)L\s at t = bt'.lt. If we allow At/As to increase 
until (A-26) is not satisfied, the point P then has an actµal 
domain of dependence as determined by the differential equations 
which is outside the range used by the difference scheme. Hence 
A8o 
in this case a disturbance at time t = bAt from outside the range 
(a-1)/J.s~s~(a+1)As may influence P, but the difference equations 
do not comprehend this possibilityo Thus criterion (A-26) is a 
quantitative expression of the Courant condition, which corroborates 
the Fourier series method of stability analysis. Condition 
(A-25) reflects Courant 1 s comment that the choice of difference 
quotients should preserve the domain of dependence, because in 
using (A-4) and (A-5) we made the tacit assumption that the forward 
characteristic through Palso passed between ((a-1)ds, bdt) and 
(a/1s, b/1t), while ··similarly we took it that the backward 
characteristic through Palso passed between (a~s, bdt) and 
((a+1)~s, b/J.t). Even if (A-26) is satisfied, this is true only 
if the flow is subcritical, and (A=25) simply expresses this 
restrictiono 
Clearly Fpurier series stability analysis is a useful tool 
for investigating the behaviour of finite difference solutions of 
the Overland Flow equations, at least as dt and ~s tend to zeroo 
B1. 
APPENDIX B, FULL EVALUATION OF THE SQUARE ~OOT 
This appendix proves equation (6=77) given (6-71), (6-72) 
and (6-76)0 Variables not defined here are as defined previous 
to Section 607 in the thesis" 
We set 
fl. = ((X + ~f2l 
Subtracting (B-1) from (6-63) we have 
(L12~t2 - €2)X2 + 2(L2~t~ = €;)xp2 + (£;_2 = ~2)p22 = 0 
Now X and p2 are complex variables 9 so we can say 
X
2 = R1 + i sin 0 r1 










where R1 2 3 
and I 1 2 3 
are all real variableso We have written 
9 9 9 9 
the imaginary parts as such because they can arise only from the 
. . t f ie h' h d' . f ' 0 0 imaginary par o e w ic isappears i sin = o 
Thus (B-2) can be written as two equations 
(L 2At2 - €2)R + 2(L2fitr; = €~)R2 + r._2 2 (. 2 = '$' )R3 = 0 1 1 




1 + 2(L2~tr; = t~)I2 + 
(I'.,2 = !2)I = 0 
2 3 
·, 
where we have divided the imaginary part by sin 0 throughout, 
assuming sin (} / Oo Because we need two equations to solve 
our two unknowns t and t, we shall require (B-4) to hold for 
(B=3) 
(B=4) 
sin 0 = O, as an arbitrary relationship between t and~ is needed 
in this caseo This is reasonable as (B-4) must hold as sin 0 
approaches zeroo 
B2. 
We are assuming that 1
1











are real. The only possibilities 
of x1 and o<1 being complex are if the averages they represent are 
not centred around the line aAs, or if a difference term is 
included in the averages, and these are discounted. Thus from 
(B-2) we suppose that E2 , Ef and { 2 are also real, and we prove 
in a moment that such real parameters existo 
Subtracting (B-4) x R1 from (B-3) x r1 gives 
~ · n2 2 
2(12~t1 1 - t{)(I1R2 - I 2R1 ) + (i 2 = f )(I1R3 = r 3R1 ) = 0 
Put 





+ i sin 8 r
5 
where R495 and r495 are real. 
Hence R1 = R4
2 - r 4




































+ r 4r 5 
sin
20)(I4R5 
= I 5R4) 





















Therefore, from (B-6) 
B3o 
(B-9) 
!xi will be zero only if R4 and r4 sin 0 are simultaneously zero 
and this is extremely unlikelyo 
Thus we can say, from (B-5) 
We therefore assume Ix!/ Oo 
€ = 
2L2t!it:G + N(½_2 ,.. t2) 
2( 
t 2 = 
4
; 2 ~
2:s"4 - 2N~2 ( N.r;;2 +2L2 At r;) + ( N r;, 2 + 2Li.lt r; ) 2 J 
Substituting in (B-3) and multiplying by t 2 
Rearranging 
We h~ve apparently taken r1 and R1 to be non-zero in 
this manipulati.ono By our assumption that !xi / O, I1 and _R1 
cannot simultaneously be zeroo If r1 is zero then (B-1O) 
follows directly from (B-3), while if R1 is zero then (B-1O) 
follows from (B-3), but in this case we_substitute (B-1O) into 










(I2R3 - I3R2) 
R1 R1 = I1R2 - I2R1 
= 
lxl2 





So that if ~
1 
f Owe divide (B-11) by R1 throughout to give 





= 0 (B-12) 
If R1 = 0 we replace R1 , R29 R3 
by 




li2l2 - j_ 2 = rI4R5 - I5R4) sin~2 = 
fxT2 4~ [ fxl 2 J 




sin 1;7 (B-13) 













Hence one of ~
2
, ~ 2 is positive and the other negative, 
proving that we can select f to be either real or imaginaryo 





2J1 sin 0 f 2 
2Liit~ + NI;_
2 




€1x + "<1P2 = 
rL2/ltJ; + N r;2 
. 2.f1 - iNtJ X + >1P2 
- iJ1 sin 0 x~2 + (p2 - iNX)t 1 = + 
= + iJ1 sine x~2 - iJ 1 sin 6 X:f1 
+ €
2
X ± ( iN - iJ1 sin ~ )x~2 = ~ 
+ (€2X + f/p2) ( l3= 15) = -
which checks our algebraic manipulation so far as we used (B=10) 
(B-14), (B,-7), (B-8), (B-9) and (B=13) in turn to derive 
(B-15)0 Note that from (B-10) €
1 
is real if ~1 is real and 
imaginary if f1 is imaginary, and similarly with ~2 and f2 o 




Now (B-15) holds for sin 0 ~ o, but if sin 0 = O, 
(B-12) becomes, using (B-13) 
J2t2 = .;j:(N-½2 + 2L26t~)2 
where J L12At2 + .1N(N-,-,2 2L At Ti) - n2 lf212 
2 = u 2 ~2 + 2u ~1 ~2 lxl2 
= 1~2 [u;2L12 = ~2L22)f).t2 + z:(NT;2 + 2Li~t~)2 
2 
( B-17) 
using (B-13), (6-75) and (6-62)e 
Thus when sin0 = O, J 2 is positive from (6-76), (6-71) and 
(6-72), and therefore from (B-16) f is real for sin 0 = Oo 
Because (B-1O) holds for all 0, € is also real for sin 0 = Oo 
Thus real values tr and tr exist for all 0, so that rearranging 
(B-12) using (B-13) and (B-17) gives 
~Nz;;2 :~L2M.f.lr + {/J/sin2~(I'/-f/) "_2k_~-:-:(_M_1_)(L12-L22)/J.t2fr2 
(B-18) 
so that dividing (B-3) by R1 or (B-4) by I 1 gives 
( L /At 2 - tr 2 ) / X I 2 = ( ½. 2 - tr 2 ) I p 2I 2 
Hence (6-76) and (B-18) give 
(B-19) and (B-2O) give 
ltrl ~ IL1Atl 





and we can apply (B-2O) and (B-21) to (B-1) to prove (6-77) 
as requiredo 
C1. 
APPENDIX C. AN ALGORITHM FOR QUADRATIC SOLUTIONS 
In this appendix an algorithm is developed for evaluating 
quadratic solutions which are ill conditioned in the way described 
in Section 7.4. Variables not defined here are defined in 
Sections 7.3 and 7.4. 
We substitute 
X = ~ 
K 2 
b 
And for 2x < 1 we can write 
OOO'<JOO 
(C-1) 
-Kb+ Kb(1 + 2x)i =-Kb+ Kb~+ i(2x) + O-~~-¾)(2x)
2 
+ 
(i)(-i) •••• (3;2n) 
+ , ( 2x)n 
n. + • 0 •• J 
[ 
1(-1) 2 
= Kb X + X + 2! 
1(-1)(-3) 3 
31 
X + 00000 
( )n-1 1.3.5 ••• (2n-3) + -n n! xn + •••• J (C-2) 
The series is convergent for 2x < 1 and rapidly convergent 
for 2x small, when it is more conveniently expressed as a power 
series i~ x as in (C-2). Now the use of the standard square 
root function will clearly result in a loss of one decimal place 
in working precision when x = L, where Lis 0(1/10), and this is 
a convenient point at which to switch to a truncated series based 
on (C-2). We _write 
C2o 
1 ( -1 )x 2 (-1)(-3) x3 + +(-1 )n-1 1 o3o5• • • o (2n-3) 
n 
X + 2! + 3! 
4) •• 0 n! X 
2 
x3 - 2x 4 [: 7 7 9 2 7 9 11 3 X = X - 2 + 2 8 - 5x + 5°E? 5°6°7X + 0 Q 9 0 
+ ( 1 ) m Z 2. ( 2m + 5) m J - 5 06000 m+4 X 0000 
(C-3) 
where h can be treated as constant if xis small. The relative 





2 r Zx 7 9 2 _, 0000) - X X = + 5°6x 2 + 2 O O O 0 5 
x3~( 1 - ;x 7 9 2 h][1 2 ,_ 0000)""'" (~ X 0 0 0 0 ) = + 506X + - + 2 2 
2 
2 
+ 0 0 O ~ (~ - X + 2 2 + 0 o O O ) 
x
3
~(1 - ~x + ~otx
2 
- -~G 2 ... .J 0 0 0 0 ) X X (C=5) = + - 4 + 2 
Thus for x ~ L we can truncate the series arising from the 
denominator in (C-4) at 1, which gives a slight underestimate 
oft, or at 1 ti, which gives a slight overestimate of(. The 
range is no more than about 5% if x ~ L, so that either procedure 
gives adequate accuracy for an error estimate. We therefore take 
7 - -x 
5 - 0 0 O O) - ~ (C-6) 
c3. 
We wish to select the value of h which gives the minimum 
average relative error in the range 0 ~ x ~ L. 
solve forr.h fi~m. 
That is 
~7 2 L7 7 L8 7 9 L
9 25 L? .E... .!! 1/- 2h.8(7 - 5 8 + 5°6 9 - 0 0 0 o ) + 64 7 dh 
fl - 22 cl 7 L 7 9 L
2 
0 0 O O ) - 8 7 - 5 8 + 5°6 9 = 
We therefore 
+ '" .. ] = 0 
= 0.558 if L = 0.1 
2L7 
7 
which is positive, so that (C-7) represents 
a minimum. 
d€ 2[5 7 35 2 33 3 
dx = 3x 8 - h - 6x + 16x - 8x + 0 0 0 0] 
0 0 0 """' 
7 x + 35x2 = 99x3 + 
12 16 16 
Ignoring the obvious minimum error when x = 0 we can say from 
(C-8) that a turning point exists when 





and from (C-9) this is a maximum, assuming x ~ L. -....; We call the 
solution of 
- 0 ••• ] (C-11) 
C4o 
This is the maximum positive value of€, but a greater 
negative magnitude is possible in the range x ~ L if x1 < L, 
which will be the case if his to minimize the average error in 
some wayo As d~/dx is negative for x1 < x ~Lin this case a 
minimum value of€ will occur at x =Land if negative this is 
the minimum€ for the range x ~ Lo Thus 
ftl ~ ~1 4<i - ix1 + f~x1 2 - 00 •), 
L3(h 2 ZL 21L2 33L3 . .- 8 + 8 = 16 + 16 - 00 0 o ~ ~ max 
For L = 0.1, h = 0.558 from (C=7) and thus, solving for x1 in 
(C-1O) by successive appro~imations, x
1 
= 0.0640 
Hence [€/ ~ [4o1 x 10=6 , 9o2 x 1O-6]max 
(C-12) 
Thus if we use h = Oa558, /€/ ~ 10=5 even if we allow for 
the 5% underestimate of the error at x = L which we introduced by 
truncating the denominator in (C-4). This is comparable with 
the error involved in the use of the standard square root function 
at x = L, because this function normally has a relative error of 
-6 -7 about 10 to 10 , so that its use when x = L introduces a 
relative error of 10-5 to 10-6 0 
For instance, the IBM System/36O computers used by the 
writer have a SQRT subprogram with a maximum relative error of 
8070 x 10-7 (Anon (1968) p.45) which therefore gives an error~when 
x = L,of the same order as the use of (C-3) with h = Oo558o 
Greater precision may be obtained from the series in (C-2) 
if required either by reducing Land suitably altering h or by 
C5o 
retaining further terms in the series, but it is clear that this 
series expansion allows the rapid evaluation of the quadratic 
solution to any desired precision when xis small, increasing as 
x tends to zero, and hence we are able to eliminate ill conditioning 
f~om the solution of (7~26) without appreciably increasing 
computing timeo 
APPENDIX D. PROGRAM FLOTS1 01 
M,\ IN ?J/()L./r,,,,. 
1 \JTr.:.Gf P (~l TC I K 
n P'1 f: N S UJ ~,l D X ( 2 7 ) , S (? 7 ) , E M t 2 7 } , F ( 2 7) , V C OX ( 2 7 ) , G S B V ( .? 7 ) , C F P ( ? 7 , 2 1 
CC\1Mf!I\.) C ( ?) ,V(9) ,U~(9) ,VN(9) 
CALL :ir: TC U< 
UCl 8 Nl=l, ·i, 
K=!) 
Y=O. 0016*2'5:(~,;~I\Jl 
nn 7 ~-12'=1 ,3 
nxK=l0-*3.l62??8**N2*Y**l.222222 
i.)fJ 7 f'-13=1,3 
SK= 1. E-5 *liY~*l\13 
D ··1 7 J\1 1t = l , -~ 
K=K+l 
C :, L L I Z E T S 1 < f) X , K , iJ X K , S , SK , E :11 , \J4 , C I , Y , V r , 11 , F, V CD X , GS P, V ) 
nn 7 L=l,2 
CR= 1. 
;cJ,.:: 1 





- 1i::-(t.H).2)GO r1 3 
CH l. S ·nn Sl ( D TX , i1 L , FEM rn , GS D T ) 
CO Tfl 4 
3 CALL RNTTSl(OTX,~L,GSGT,FE~DT) 
4 LALL Tl:-:STSl( J,ML1Cl ,VI ,Y1FM,K,SK.,&2l 
IF(CP.LT.1.)Gfl Tl~ 
ff(CR.GT.l.)(;O TJ 6 
IF( ML.LT. l O) C: R= L 1 
IF(ML.GE.101CR=0.95 
(;J T!J l 
"1r(cR.Lf.,).OSlGu !CJ 7 
IF(ML.GF.lO)CR=CR-0.05 
IF(ML.Gf.lO)t,O TJ 1 
CF.=CP,+n. O'S 
!~;J TO 7 
' IF(CR.GF.tn.)GO TO 7 
IF(ML.G[.lO)GO TJ 7 
CR=CQ+O.l 
SC1 TJ l 
7 CRP(K,L)=CP 
CALL TABTSl(Y,CRD,VCOX 1 GSBV,nX,S,EM,F) 
h Cl!NTINUF 
SECS=GETCLK_( I l/100. 
hP.ITE0,9) SECS 
q f=OPMATf'-C.OMDUTE TH~[ i✓ !,S• ,f"7.l,' SEfLJ/\JDS. •) 
Cl.l L EXTJ 
D2 
c; Lt-Vf-L J ,i IZETSl nATE = 70254 ?C/04/(14 
SUHPOUTINE IZFTSl(DX,K,OXK,5,SK,FM,N4,CI,Y,VI,Q,F,VCDX,GS0V) 




C I= SORT ( 3 2. 2 * Y) 
Vl=l.486/EM(K)*S0PT(SKl*Y**{?./3.) 




p FT lJD N 
Ei'ID 
l., L [V[L lfl HE'HSl riATF = 70?54 
1SUPRnUTINE HEOTSl(L,CR,VCDX,K,GS9V,M,Y,DXK,SK,EM,F,V(TX,r;sTV,f[Mnr 
1,C,SDT,DTX,Cl ,VI,,)) 
') Hl E. /\J S J ;J N V Ul X ( 2 7 l , C S B V ( ? 7 ) , F ;\1 ( ? 1 ) , c ( 2 7 ) 
C U '.1 :'4 C ~-l C ( 9 ) , V ( CJ ) 
i~, CJ T D ( 21 , 2 2 ) , L 
21 OT=CR/(VCDX(K)+GSBV(K)J 
T F ( M. CT. l l C n Tri 2 5 
~RITE(3,90)Y,DXK,SK,EM(K) 1 F(t<l 
9("lriFmMAT('-DfPTH =•,F7.3,' FT, !,1ESH LF:~JGTH =',F9.2,' l=T, SUPE ::',i=;-; 
1 • :o,•, M~NNINC. I\! =',F6.3,', FROUDE NUMBER =',F5.2/'0 STiJKEP HMTTT 
2DIFFERENCE SCHEME') 
r;n TD 2 5 
22 D T=CR/VCD X ( K) 
I~(~.GT.l)GO TO 25 
1fiR!T[(3,Cll} 
91 FCHMAT( 'O PP.ClPCSE!J FINITE DIF'ffPFf\lCl: SCHFMF') 
; 1, VCTX=VCOX(KH•DT 
GSTV:GSbV(K)*f)T 
i=fMDT=3?.2**(7./3.)*DT*fM(K)*~M(K)/( J.~86*1.4861 
GSDT= 32. 2 ""SK*DT 
DTX,=0.25*DT /nxr.. 
WRITE(3,93)nT,VCTX,GSTV,CR 
9 3 0 F il R MA T ( ' 0 T l M f:: ST t P = ' , F 7 • 2 , ' S E( 0 M D S , ( V + C lD T / DX = ' , F S • ;? , ' , G 5: f:'. 
1T/V =',F5.2,' C.R. =',F5.2) 
DO 26 I=J.,g 






:: LC VF L l J STRTSl 
5Uh~OUTJ~r STRTSl(~TX,NL,FF~nr,csnT) 
C CM ,"1CJ "I C ( CJ ) , V { <? ) , C N ( 9 ) , V N ( CJ } 
nn r.; ,; I=? , 8 
i)/\TF, = 70254 
i~ V.,,. ( V ( I + l ) - V { I - 1 l + ~~ • * ( 2 • ~' C ( r ) -c ( I + l } - C ( i - 1 ) ) ) * n TX 
·~ C =- ( Z • '~ ( r { T + l > - C ( T - l ) ) +? • >';. V ( l ) - V ( I + l l -v ( I - 1 ) ) * UT X 
C 1' ( [ ) =C ! I 1-C ( I) *G V-V ( I l *GC 
TF(OJ(1) .LE.n. )·\1L=1000 
FL~JT=SIGN(F[MDT,V(f)) 
03 
'"'"W \j ( l ) -= V ( I ) - ~'. • *C ( I ) ~'cc-? • *' V ( { ) ~,c V H;S D T - f uw T* \I ( I ) ,;,v ( ! ) / ( C ( I ) * ,:, ( H • / ·-:, 
l • ) } 
"'ETURf\1 
\., Lt·Vrl. l,'1 
Sl.J~G1JUTit·,r ~INTTSl (DTX t·'1L,GS 1lT ,i=c,1,n) 
C!'J'.cHv1CN ((9) ,Vf9) ,CN{0) ,VN(9) 
') C 1) S I "' 2 , B 
f>/\T'::: -· 702'54 
\.~ V = ( V { l + l ) -V ( I - l ) + 2 • * ( 2 • ,:,; C ( I ) -C ( I + 1 l -C ( t - 1. ) ) } * n TX 
,;c """ ( ? • ~' (C ( f + 1 l - C ( J -1 ) I + 2 • *V ( I ) -v ( l + l ) -v ( [ - 1 ) ) * D TX 
C T = ( C ( I ) - V ( I l *GC l / ( 1 • +CV ) 
!f(CT.GT.0.)CO rr1 bS 
\.lL=l\)00 






IF(AC.LT.0.2*GPS)GO TO 66 
VN( l )={-fl<B+SORT(CPS+AC) )/(;?.*!:KA) 




S T4= ST 3 *ST 1 ~'2.? 3 
VN(Il=EKB*(ST1-ST2+ST3-ST4J/EKA 
f.,c, C\J( I) =CT 
P[TUkl\l 
END 
;,, '} / n 1~ Ir:;. 
1'; LEVFl_ 18 fESTS1 DATE = 70?.54 
SUGROUTINF TfSTSl(J,Ml,CI,VT,Y,E~,K,SK,*) 
r)IMF\JSim,; EM( 27) 
COi'-iMfJN C(Yl ,V(9) ,Ct,1(9) ,VN(9) 




DO 131 I·=Z,Ei 
DIFF=DIFF+ABS((CN(Il-C(Il)/Cl) 
d l p IF F::: DI FF +-A l:-LS { ( vrH l ) -v ( I ) ) /VI ) 
DIFf;OJfF/14. 
lF(DIFF.GT.2.E-7*(J-5)lGO TO A3 
lf(DIFF.GT.DIFF2)GO TO 83 
IF(2.*DIFF.GT.DIFF2+01FF3)GO TO 83 
WRITfU,S6)DIFF 
04 
Y60FORMAT(' STARLE SOLUTION INDICATEG. AVERAGE PROPORTIONAL C~ANCF =' 
1,E9.2) 
GO HJ 38 
83 IF(J.GT.95)Gn TJ 86 
DO 84 I :=2, 8 
C(I)=CN(I) 




97 FORMAT(' UNSTABLE SOLUTION INDICATED. NEGATIVF DEPTH ENCnUNTFRFJ' l 
GO TU 88 
>i6 ML=lO 
WP I Tf ( 3, <) 8) DI FF 
98 FORMAT(• UNSTAOLE SOLUTION PROBABLE AS SOLUTION NOT CONVERGING. AV 




WR I TE ( 3 , 9 9) YR , SR, J , CI , ( C N ( J ) , I= 2, 8) , C I , V I , ( V N ( I ) , I= 2, 8) , VI 
9SOFOR~AT(' TYPICAL DEPTH/INITIAL OErTH =',F7.4,', fRICTION SLODF/ 




'~ L EVF L 
05 
TAJ TS 1 DAT f ::: 7 {) 2 5 It 
S U 2 RO U T I /\I f-: T .A R T S 1 ( Y , C R. P , V C D X , C S B V , DX , S , P1 , F } 
llMENSTON CPD(27,2),VCDX(27},GSHV(27),DX(27),S(27),EM(27),F(271 
',,i~ITE(3,90)Y 
9POFllPl-1AT( 1 1SUM"'1ARY OF STABILITY TF-ST RfSULTS FflP Ul'!IHJHM =u1h1 i\T 1f.n 
1TH :lF',F7 • .3,' FEET'/'0 ME:SH SLOPE MANNING fHOUDE DTZ G(<i 
'."'X SCH[MF TTMF (V+C)DT C;<;QT C.R..'/'+',35X, 1 _________ ',l5X,'_ 
\______ '/' LENGTH 1 ,1:ix,•P.J',6X,'NO. OTl VfV+C) 1,1n. ( 
1+TfP nx V'/' DX(FE[T) S 1 ,()(,'[M',7X,'F',}9X,'L DT(<:;j=(, 
5 S) I ) 
Du 99 l<=l ,27 








en O 'V< RI T F ( 3 , 9 8) n X ( K) 1 S ( K) , FM ( K) , F ( K) , DT 2 H l , GS X RV, DT 1 , VC TX 1, r: ST V 1 , CD r.i ( ,t 
1,1) ,DT?,VCTX?,GSTV?,CRP(K,2) 
9 d () F Ci./. "1 A l { 1 ' , F- 8 • 2 , F 8 • 4 , F 8 • 3 , F 8 • 2 , f 6 • 2 , f 7 • 2 , ' 1 ' , F l O • 2 , 2 r 7 • 2 , F- 1:i • Z l 
150X,'2',Fl0.2,2f7.2,F6.2} 
ht::ITE(3,97) 
97flHFn1AT( 'DTHFSE RESIJLTS REffH TO TH[ CQfTICAL TIMF. sn=os f'T !i' rr-:H ' 
lNSTAB!LllY JUST bMERGED') 
P,[ TLRN 
t Ml) 
APPENDIX E. RESULTS OF STABILITY EXPERIMENTS 
SUMMARY ('f-' STAf\lL[TV TE~T RESULT" F-r:'R U'HF,.lR,M FU'l-i AT llFPTH 'J F !l.('}l1'l FF l:T 
E1 
ivlf SH SLOP[: MANNING f-?OUPF !212. _G.i.QX_ SCHFMf TI"'[ ilJ.±~1121 .GS.DI (,, • f) • 
LE~l G TH i\j \](,. nn V(V+C) ~Fl. S 1 <= f> !lX V 
i'X(FfFT) C ..:, [,'-1 F l rnt secs 1 
n.62 c.0001 ri.<)12 0. 13 1. Ul 0.01 1 [1. 6 7 1. 39 0.01 l • /, (\ 
2 0. 6>l 1.40 0.02 1.40 
\··~ .• (1. b2 0.0001 n.024 0.06 l. 1 tJ 0.02 1 0.65 1. ?7 n. 0::,, l • 3'. .. / 
)' .. ~ ? (). 72 1, L..Q o. 0 3 1 • 1.i.(l ·-, 1 )l -~ (j. 62 o.ono1 (l, 048 n. o~~ ().97 n,n5 1 n.Ab • {_ :+ o. ·16 l •. rn 
? 0. 6 "> 1. 2 0 0.06 1 , 2() 
~'7 r,. 62 0.001n 0. 0 l 2 0.40 1.09 0.03 1 o. 60 1.56 0.04 1 • l'Jl 
2 n.66 1. 7() r.n~ 1. 7n 
'1 • 62 c. 0011) 0.024 0.20 1.14 0.06 1 C,. 60 l,32 o. 0 f; 1 • '+() 
2 0.68 1,. 50 o. 10 l • ",() 
0. 62 0.0010 0.048 0.10 1.23 0,14 1 0, 56 1. 14 o. l A 1 •. i,, 
2 0.69 1. 1fo 0,19 1. 1t0 
0,62 0.0100 0.012 I.::>8 l. n 5 0,05 1 0. '.?5 1. 04 o. 0 t, l. 1n 
2 0.26 1. 1 0 o. '.)f, 1. j(j 
0,62 0.0100 (),1)24 0.6'+ 1.22 0.15 l n.40 l. 48 n.?Z 1. 70 
? n. f,(1 1.80 r. ?7 l ,-_, 'l "fJ. 
(\ • f:,? 0.0100 0. 0'•8 0.32 1. ~f) 0. 1, 7 l n.42 1.02 (1. 18 1, 4•) 
2 0.66 1.60 o. 59 l. f/1 
l. 96 0.0001 0.012 o. 13 1.03 0,03 1 2.07 1.35 o. O'> 1. 1t0 
? 2. 1 t., 1. 1t0 (). () 5 1 • .:,o 
l, 96 o. 0001 0,024 0. 06 1. 1 5 0.07 l 1,96 l. 21 O,OCJ 1. 3() 
2 2.27 1.40 0.10 1.40 
1. 96 o. 0001 0,048 0,03 1. 36 0,15 1 1.60 0,96 o. 14 1. ln 
2 2. 17 1.30 o. 19 l.Jt) 
l , 96 0.0010 o. 012 0.40 1.00 0,09 1 1.81 1.47 o. 13 1. 60 
2 1,96 1,60 o. 14 1.60 
1.96 0.0010 0. 0 ?.4 0.20 1.39 0.20 1 1. 55 1.08 0.22 1. 3() 
2 2.15 1.50 (). 3() I. 511 
1, 96 0.0010 ().048 o. 10 1.68 0,44 1 1.30 0.83 o.37 1. 70 
2 2,19 1.40 0,6;> l • 1,0 
l.96 0.0100 0.012 1.28 1.05 0.17 1 1.23 1.63 0.21 1.90 
2 1. 2 -:) 1,70 0,?9 1.70 
] • 96 0.0100 0.0?4 0,64 1.74 0. 11, 7 1 1. 15 1.09 o.s1 J • 60 
2 2.00 1,90 o. 8') 1.90 
1. 96 0.0100 0,048 ().32 2,88 1.16 1 o. 73 0.56 o.64 1. 20 
? 2.09 1,60 1. 86 J. 60 
6. 19 0.0001 0.012 o. 13 1. 2 8 0.11 1 5.67 1, 17 o. l3 1.30 
2 7,25 1.50 0.16 1. 50 
6.19 0.0001 0.024 0.06 1. 33 0.23 l 5.1)1 0,98 o. 22 1.20 
2 6.66 1. 30 o. 30 1.30 
6. 19 0.0001 0.048 0,03 1. 7'+ 0.47 1 3.95 0,75 o. 3 5 1.10 
2 6.87 1,30 o. 61 1.30 
6. 19 0.0010 0.012 0.40 1. 44 0.27 1 4,58 1 .18 o. 12 1. "iO 
2 f:.,60 1.70 0.46 l, 70 
t., 19 0.0010 0,024 0.20 2.05 0.64 1 3,32 0.73 n.47 1.21 
2 6.80 1,50 0,96 1.50 
6. 19 0.0010 0.()48 0.10 ?.83 1,39 l· 2.28 0.46 0.64 1.10 
2 6,44 1,30 1. 81 1.30 
6. 19 0.0100 0.012 1.2a 1,46 0.53 l 3.28 1.37 o. 7 3 ?. 10 
2 4.79 2.00 1. ()6 2.00 
6,19 0.0100 0.024 0.64 3,62 1.48 1 1,74 0,52 o. 78 l. 30 
2 6.32 1.90 2.81 1. 'JO 
6, 19 0.0100 0,048 0.32 6.37 3,67 1 0.97 0.24 0.86 1.10 
2 6.20 1.50 5. 51 1,50 
THESE RESULTS REFER TO THE CRITICAL TIME: STEPS AT WHICH INSTABILITY JUST FM EPGfn 
E2 
SUM(,;Ai<- Y 17F STl'.hIUTY TEST R[SULTS FnR UNIFORM FLOW AT DEf'TH r:J F l • 00 (\ Ft FT 
MESH S LflPI:' f';/1MN I NG FrrnunF D.12. _ii..S.2X_ SCHf::MC TI fi I°' 1:lill.!21 .GS.IE C • :) • 
LEI\! G TH 1\1 NO. DTl V(V+Cl NO. STFr> OX V 
CX(HET} s EM r: L DT(SE.CS) 
11. f-2 C. 0001 0.012 0.22 1.01 0.01 1 7.23 1 • .S 13 0.02 l • t--,, .. 1 
2 7.32 1.60 0.02 1. f<' 
31.62 0.0001 0.024 0.11 o. 9"> 0.03 l 6.86 1. 3 6 0.0 1-t 1 • 4,} 
2. f •• s 3 1.30 o. 0 3 l. "'J,\·; 
31. 62 c.corn 0.048 0.05 1.05 o.os 1 6.51 1.23 o. 0 7 1 • jl\ 
? 6.87 1.30 0.07 1 • ·;n 
11. ':>2 0. GO H1 0.012 0.69 0.97 0.03 l 5.78 1.75 0.0"i 1./3() 
2 5.61 1.70 r.os 1 • 70 
3 l. 62 0.0010 0.024 0. :15 1. n 0.07 1 64121 1. '5 0 (). lG l.60 
2 7.04 1.70 o. 12 1.7n 
31.62 0.0010 o.048 0.17 1.33 0 .16 1 5.34 1.12 o. 1 g 1.30 
2 7.13 1.50 ('. 2 3 1 • 5() 
31 • 62 0.0100 o. 012 2. 18 7. b 7 o.os 1 0.25 o. 14 0.01 !J. Vi 
2 l.93 1. 10 0.05 1.10 
31 • 62 C.ClOO 0.024 l. 09 1.08 1).14 1 4.45 1.67 o. 23 1.90 
2 4.80 1.80 0.25 1.8n 
3 l. f2 0.0100 o. 04 8 Q.,:; 5 1. 74 o.38 1 1.93 1. 09 0.41 1.50 
2 6.85 1.90 o. 71 1. '7() 
100.co o. 0001 0.012 o. 22 1.04 0.04 1 20.91 l. 45 o. 05 1.50 
2 21. 70 1. r.:;o 0.06 1. 50 
100.co 0.0001 0.024 0.11 1. 1 7 0.08 1 19.0B 1.20 o. 10 1.30 
2 22.24 1.40 o. 12 1.40 
. 100. co 0.0001 C'.048 0.05 1. 2 7 0.11 1 1 7. 08 1.02 o. 18 1.20 
2 2 l. 7 2 1.30 o. 2 3 1.30 
100. co 0.001n 0.012 0.69 1. 09 0.09 1 16. 33 1.57 o. 13 1. 7n 
2 17. 73 1.10 0.15 1.70 
100.00 0. co 10 0.024 o.35 1.38 0.22 1 16. 17 1.23 0.27 1.50 
2 22.21 1. 70 0.37 1 • 7"1 
100. co 0.0010 r.o48 0.17 1. 74 0.49 1 12.07 o.so 0.40 1..?O 
2 2 1. 0 4 1.40 0.69 l • t10 
100. 00 0.0100 0.012 2.18 1. 6 3 0.14 1 1.69 0.31 0.04 0. 3~; 
2 2.77 0.50 0.01 0.50 
100. co 0. 0100 0.024 1.09 1.51 0.44 1 11. 13 1.32 0.58 J. gr, 
2 16.85 2.00 0.88 2.00 
100. co 0.0100 0.048 o.55 3.03 1.19 1 6.78 0.59 0.71 l. 3n 
? 20.5? 1.80 z. n 1.ao 
316.?.l 0.0001 0.012 0.22 1. 2 0 0.12 1 r:,1.;n 1.25 o. 1., l .40 
2 63.62 1.50 0.18 1.50 
316. 23 0.0001 0.024 0.11 1. 4 7 0.26 1 47.80 0.95 0.25 1.20 
? 70.34 1. 40 0.37 1.40 
316. 23 c.0001 0.048 o.os 1.68 0.55 1 40.gz o. 77 0.43 1.20 
2 68.70 1.30 o. 71 1.30 
316. 23 o. 0010 0.012 0.69 1.50 0.27 1 44.10 1:.34 o. 36 1.70 
2 .65.(}5 2.00 0. 5 4 2.00 
316.23 0.0010 0.024 0.35 2. 0 7 0.68 1 32 .rn 0.77 0.53 1.30 
2 66.29 1.60 1. 09 1. 60 
316.23 0~0010 0. 0 1t8 0.17. 3.26 1.56 i 20.40 0.43 0.67 1. 11 
2 6 6. 5'• 1.40 2. 19 1. 40 
316.23 0.0100 0.012 2.18 l • 46 0.46 1 18.05 1 .03 0.47 1. 5() 
2 26. 27 1. 50 0.68 1. 50 
316.23 0.0100 0.024 l. 09 3.13 1.39 1 17.87 o.67 0.93 1.60 
2 55.96 2.10 2.91 2.10 
316. 23 0.0100 0.048 0.55 7. I 3 3.75 1 9.11 0.2s 0.95 1. 20 
2 64.90 1.80 6.75 l. 80 
THESE RESVLTS REFER TD THE CRITICAL TI ME STEPS AT WHICH INSTABILITY JUST F.MERGf'ri 
,;,UMML,PY flf- STArdllTY TFST RESULTS FllR UNIFORM FLO\'. AT f)fPT'l OF ?5.00(1 FTET 
;•::r· SH 
LU!G 7 H 
t)l((,-~·ETI 
161 ,. C-,f; C. COJl 
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TH~SE RESULTS REFER TO THE CRITICAL TIME STEPS AT WHIC~ INSTABILITY JUST E~~QGFn 
DEPTH = 25.000 FT, "tSH LENGTH= 16165,58 FT, S1.1PE 
STQKER FINITE nIF•FPENCE SCHEME 
0,00100, ~ANNING~ 
TIMt STEP= 163.40 SECONOS, (V+CIDT/DX = 0.37, GSOT/V = 0,63 C.R.= 1.00 
STABLE SOLUTION INDICATEO. AVfOAGE PKOP• RTinNAL CHANGE= o.~SE-06 
n.n4&, FRnunr ~1 u~)f,FQ 
TYPICAL DEPTH/INITIAL OtPTH = 1.0000, FRICTION SLOPE/JEO SLOPE= l,OOOn, NO. nc CYCLFS = c 
n. 30 
C = 0.2837251F 02 0.2837250E 02 o.2837248E 02 0.2837?47F 02 n.2837247E a, 0,?8J7247C 02 0.2e~ 7 ?4BE O? o;?817248E a, n.?B~7?~1f 0~ 
V = 0.8370221E 01 n.e370229E 01 0.8370230F 01 0.8370ZZ2E 01 o.8370214E 01 0,8370210[ OJ n,s37n23n~ 01 n.8~70~1°F 01 1.?3702?1F 0 1 
TIME STEP= 179.74 SECONDS, (V+CIDT/DX = 0.41, GSDT/V = 0.69 C.R.= l.l~ 
STABLE SOLUTION INDICATfD. AV[RAG[ PROPORTIONAL CH~NGE = 0.16E-05 
TYPICAL DEDTH/INIT!AL DEPTH= 1.0000, FRICTION SLOPE/BED SLOPE= 1.00 0, NO. OF CY( ES= 14 
c = 0.2837251E 02 0.2837248E 02 0.2837247t 02 o.2937245[ 02 n.2837244 02 n,2R37242 02 ,.2837241E n2 n.2~37?3~E n? ,.?637?51r •, 
V = 0.8370221E 01 0.8J70236E 01 0.8370213E 01 o.a370234F 01 0.83701°4 Ol O.R370215 01 0.337 1 !74° 01 n,B370!87F I)] o.s11ni?JE 1· 
TIME STEP = 1%.08 SECO'JDS, (V+CIDT/DX = 0,4'i, GSOT/V = 0,75 C.R. = 1.20 
UNSTAtllE SOLUTION PROBAHLE AS SOLUTION NOT CnNVERGHlG. AVEP.l\t,[ PROPDPTI'.1NAL CHA"GI=' = n.•"-1': (") 
TYPICAL DEPTH/H'l'TIAL r:lEPTH = 0.9235, FRICTION SLODE/'lEIJ SUJDf = O.l:'-17, N(', De- CVCLFS = % 
C = 0,2837251E 02 0,2826128E 02 0,2814~BAE 02 C.280n~79[ 02 0.2726S72E 02 0.2715182E 02 • .z6cq567F 12 0.274A044E 02 0.2817251~ 0~ 
V = 0.8370221E 01 0,97717t7E 0l n.512ann~~ 01 n.1133042E n? n.2sRn51•E n1 n.1121786F "2 1 .z~so95nr n1 ".10?3~7"~ n? n.~370?21~ 0' 
PPOPOSED FINITE DIFFFRFNCE SLHFME 
TIME STEP= 439.97 StCONDS, IV+C)DT/DX = 1.00, GSDT/V = 1.69 C.R.= 1.no 
STABLE SOLUTION INDICATED. AVF~A~f PROPORTIONAL CHANGE= 0.32E-06 
TYPICAL UEPTH/INITIAL DEPTH= 1.noon, FRICTION SLQPE/~Fn SL• PF = 1.00 n, ~. OF eve FS = 7 
C = 0.2837251F 02 c.2837Z5n~ 02 0.2B37251E O? 0.2B17?5QF 02 0.283724F n, .?~37251 C? n.2P3725'F O? "-2B17?~1E 07 0.28~7?51~ n. 
v = 0.8370221[ 01 c.8370219~ 01 o.s11n21s~ 01 o.8370215~ 01 0.83102Ce 01 .s11n,21 01 n.R37022BF n1 n_p37n734f ni 0.?31n2?!f ,, 
TIME STEP= 483.96 SECONDS, (V+ClDT/r:lX = 1.10, GSDT/V = 1,86 C.R.= 1.10 
STABL~ SOLUTinN INDICAT~C. AVERAG~ PR• P•RTIIINAL CHA~GF = n.ZBE-06 
TYPICAL DEPTH/INITIAL nF 0 TH = 1.0000, Fr!CTION SL • PF/Bf• SLOPE= 1.ronn, Nn. r CYCLFS = 7 
C = 0.2837251E G? 0.2S37Z~n~ 02 0,2837250E 02 0,2837248~ 02 0,2837251E 02 0.28 72S3E 02 0.2B37?S4F n? 0.2 • 37253F n2 n.?337?51~ n; 
v = n.s370221E n1 n.s37021BE n1 n.S370214E 01 C,8370210F 01 o.937021°F 01 n.33 0230E n1 0.937 0246c n, n.P37n236~ Cl O.P37S 7 ?1c 
TIME STEP= ~27,Q6 SFCONDS, (V+C)DT/DX = 1,20, GSDT/V = 2.03 C.R.= l .20 
STABLE SOLUTION INDICATED. AVfPAG[ PROPORTIJNAL CHANGE= 0,23E-06 
TYPICAL DEPTH/INITIAL OFPT~ = 1.noon, FRJCTIO~ SLOPF/BEO SLOPE= 1.oaon, NO. nf CYCLFS = 7 
C = 0.2837251E 02 0.2837251f n2 0.2837251~ 02 0,2S372;1E nz O.?R3725!f 02 0.2517251' 02 ".?R~ 77 S]F n2 n.21; 77 S~F ~, o.,~~7,5,~ 
V = 0.8370221E 01 0.83702301: 01 0.837022SI: 01 0.81?n?•41: 01 0,q37071nE 01 o.i~7o2?fE n1 ~.e~1n2?~r n1 n,537o••~r n1 n. 9 ~7 n2? 10 ~, 
TP~E STEP= 571. 0 SFC'JNDS, (V+C)DT/DX = 1.30, G'SDT/V = 2.20 C.R. = 1.30 
STABLE SOLUTION l'JIJI .Afri). AVfPf.Gt PP. 1JP'JRTinN;\L CH-~NGE = n.':7E-06 
TYPICAL OE 0 TH/INT IAL DEPT!-< = 1.0000, FRTCTIO~I Sl(]Of/'3•1 SL'JPf = 1.0000, t-:[].· n eve cs = 8 
C = O.Z8372~1E O? 0.28372SOE 02 0.2837248E oz 0.28372481: 02 n.2R372EOE 02 n.28 72~1 02 n.2e~12snt n? n.2917?SJf 02 0.28~725lf ,, 
V = 0.837022lt 01 i}.837"222[ ,Jl (1. 337022:~E 01 0.83702lt,1: 01 0.837021fF f'] 0.33 0232 n1 r,.J33 7 nz?2c n1 r.n70'!oC [1l 0.:03 7 ~?~'' Cl' 
TIME STEP= 615.95 SECCNDS, (V+CIOT/OX = 1,40, GSOT/V = 2,17 C.P. = 1.40 
STABLE SOLUTION INDICATED. AVFQAGF PROP• RTI •NAL CHANCE= n.~BE-06 
TYPILAL GEPTH/HIITIAL DEPTh = 1,00'10, FRICTl{J': SLODf/1:ff!) SUlPE = I .on n, 'IC'. nc CYC! "S = R 
C = 0.2837251F 02 0.2:33725H: 02 0,2<337251 F Q? C.2837'.'5"• n2 O. 0 ?,!-775(, 1)7 ".~F1725(:<' ')? ''• ?f,n74c;- "? n.>P7'°'' '.: ':? 1.?Pr"I r •1 ' 
V = 0.8'7022U 01 0.83702'1C 01 0.837023'+t 01 C".H370?19E 01 ().•1370214 01 0.837021°c ,J] '. ,f{,7,ynF n: n.1,37·1;2·1~ C)l ;,.':37·~?.?U n-
TI~E STEP= 65S,c 
UNSTABLF SOLLTI0N IN 
TYPICAL UEPTH/INI 
C = 0,2837251[ 02 
V = C.b~7C221F Cl 
S[CCNIJS, (V+C)JT/D~ = 1.5'1, GSQT/V = ?,5't C.R.= J.50 
!Li-lTFD. r:i::Gt.TIV1= [)fDTH ENC• u,:TE'-:FO -
!AL !1tPTI' = n. 7ticl2, Fct[CTFF, Sl.!7D[/ Ell SLOPE = o. 79,n, H'. C1F cvr cs = I 
C,?'iJ0262E 02 0,274ci25?l '12 0.3Tl7J 6[ 02 il,250A]4"E •1/ !1.(,P.,)82" n,:,-·-•,l [4<,')Sh" 
O • .S4147J/C •J1 (1.7092:1261=- 01 (1.93624 ?~ 01 0.61?5??fr ()J 1~1 .41!:_-560·-:t ll" :.?C17 1.t;4r.t-· 
()?,-•l.~7:?,(',jjr:' ('j_ ,1._::,.·:)77':,' 1 
·l°: ri.-:::-~=;:;1>:",:~ f"'l1 .1.,:--:7-11-,TL. 
E4 
DEPTH= 25.000 FT, ~ESH LF.NGTH = 16165.58 FT, SLOPE 
ST•KER FJNJTE DIFFERENCE SCHEME 
n.nr000, MANNING N 
TIME STEP= 88.14 S~CONDS, IV+C)DT/DX = 0.73, GSllT/V r 0.27 C.R.= 1.00 
UNSTABLE SOLUTION INDICATED. NEGATIVE DEPTH ENCOUNTEPED 
0.012, FROUDE i.•Ll"P,ER 
TYPICAL DEPTH/INITIAL DEPTH= 0.2760, FPJCTION SLODE/HED SLOPE= 0.7369 1 ND. 0~ CYCLES= 52 
3.7J E5 
C = 0.2837251E 02 C.2580713E 02 O.Z321260E 02 0.3338~56E 02 o.-1490660E 02-0.12'l2122f n:2 n.263~954F. nz 0.2663782E 02 0.2A3725H :12 
V = 0.1058758c C3 0.9896667E 02 o.ll66870E 03 ().J211940E rJ3 ll.3852878f 02-n.1171911[ en n.JD921J79C rn n.656°G71• 02 .J.J059758C O} 
TIME STEP= 83.73 SECONDS, (V+C)DT/DX = 0.10, GSDT/V = n.25 c.~. = 0.95 
UNSTABLE SOLUTION INDICATED. NfGATIVE DEPTH fNCOUNTERED 
TYPICAL DEPTH/INITIAL DEPTH= 0.6659, FRICTl~N SLOPE/Bfn SLOPE= 0.4016, NO. OF CYCLES= 60 
C = 0.2837251E 02 0.2670839F 02 n.2268410F 02 0.320369(1E oz 0.2,49el8E' n:?-0.23?56"-ZE n1 -~-l849565f rJ? n. 0 n,.3>9?f fl? 0.2.337?51E n·· 
V = O.lC58758E C3 0.9879810E 02 O.ll30864E 03 0.12233 79E 03 0.5218<;<J4E 02-0.1674128[ O:> L1 .lOP219° 0 rn n.75'\f75'.'>F nz n.1ns375,ir n3 
TIME STEP= 79.32 SECONDS, (V+ClDT/DX = 0.66 1 GSDT/V = 0.24 C.R.= 0.90 
UNSTABLE SOLUTION INDICATED. NEGATIVE DEPTH ENCOUNTERED 
TYPICAL DEPTH/lNITIAL DEPTH = 0.1031 1 FR!CT!O'l SL'JPE/GE:D SLOPE =17.0869 1 Nf1. ilf CVCL[S = 72 
C = '.J.2837251E 1)2 0.2829819F. 02 0.3351855F 02 O.Z257'-:14F 02 0.9108444E 0!-0.!445946F O"-tl.}6•64()3C 117-0.?ZPS,t:e t)"t n.18,7?5F n;, 
V = 0.1058758E 03 O.lll8876E 03 0.10l39l"+E 03 0.513616•E 02 0.9620354E 02 o.•o•~7~0E OL 0.•,0 5221~ og-0.46~4?77E ~4 O.JOS875SF 03 
Til'1E STEP = 74.92 SECONDS, (V+C)DT/DX = 0.62 1 GSDT/V = <1.23 C.R. = 0.85 
UNSTABLE SOLUTION INDICATED. NEGATIVE nEPTH ENCOUNTEPFO 
TYPICAL DEPTH/INITIAL DEPTH = 0.1800, FRICTIO"J SLOPE/~Ell SLOPE = 8.8477, ND. Clf-'. CYClcS = 88 
C = 0.2837251E 02 0.2845900f 02 0.327J048E 02 0.2299748£ 02 0.1203817£ 02 Q.lfS6°n°E n?-~.2467367f 1•-".214014zc 02 '1.?83725JC n2 
V = O.l05875BE 03 0.1109283E 03 O.!Jl4121F 03 0.6272159[ 02 0.100406C.f 03 o.1•8P4lf no ".70<;?] 33c /J'--".f96 7 <'()')C ()? n.105r758F '1S 
TIME STEP= 70.51 SECONDS, IV+ClDT/OX = 0.59, GSDT/V = 0.21 C.R.= 0.80 
UNSTABLE SOLUTION PROBA3LE AS SOLUT!O~ ~OT CONVE~GING. AVE~AGE P~nP•PTIONAL CHANGF = 0.31C-01 
TYn!CAL DEPTH/INITIAL JEPTH = 1.13~0, F~ICTION SLOPf/3F • SLOPF = 0.8?46, ~~. c= CY(LFS = 0 6 
C = 0.2837251£ 02 0.283547!E 07 O.Z740964E 02 n.29'11'l20E 02 0.302267'lE 02 0.2&246()0[ ,17 n.z~0'>233f 02 D.cl)0',03E 02 ,J.2~3J?5lf '.JC 
V = O.I058758E 03 O.l'l48649E 03 n.1060835E 03 n.1090,,u .. c 03 0.1046123" 03 0.9-"1077CE 02 O.J!)A5053F J3 0.!1•)543S':' n3 ll.1058758C C' 
TIME STEP= 66.10 SECONDS, !V+C)DI/OX = o.ss, GSDT/V = n.,a C.P. = n.75 
UNSTABLE SOLlJTION Pi<• ;3A8LE AS SIJLUTldi'J >;OT CONVERGING. ,\VE•<t.:;E PRflPn><TIJNAL CHA'lGE = 0.24b-O? 
. TYPICAL DEPTH/INITIAL DEPTH= 1.n-137, FRICTIOM SUPF/Hi:n SL(1D<= = 1.0018, NC. CF CVCLFS = 9A 
C = 0.2837?51E 0? 0.2840485E 0i 0.2ci37115E 02 0.2A25o32E 12 0.28L253~f 02 0.28~6102~ 02 ~.282~436C 02 n.28?~?J~E ~? 0.?8377~1F 0~ 
V = 0.1058758E 03 0.!058807E 03 o.10,7240E 03 0.1058437E 03 O.l06233• E 03 0.1058985t 03 ~.105359?• 03 n.1ns•~S5f 83 n.JOSF753f 0= 
TIME STEP= 61-70 SECONDS, !V+C)DT/• X = 0.51, GSOT/V = r.19 c.~. = 0.70 
UNSTABLE SOLUTION PROBABLE AS SOLUTION NOT CONVFRGIN~- ~Vf ACE PROPfl~TinNAL CHA~G• = o.)7E- 0 3 
TYPICAL DEPTH/INITIAL DEPTH= '1.9990, FRICTIIJN SLOPS/BF SLOPF = 1.0012, NO. nc CYCL=S = ab 
C = 0.2837251E C2 0.2~37160E O? O.?B378~0E 0~ 0.233714£ n2 n.~B35892F O? 0.?8~730~~ a: ~.7R~~~l~~ 0? n.2~~~~?,F -,~ n.zE~72~1~ 1~ 
V = O.L058758E 01 1.l05881AE 11 J.l058783E 03 o.1058 5 51 03 o.10•870~E 03 0.105912B" O' 0 .1os•en1• ,, ~.JOSB~74f 03 n.1a•c7•9E ,,, 
TIME STEP= 57.29 SfC• NDS, !V+ClOT/OX = 0.48, GSnT/V = 0.17 C.R.= D.65 
STABLE SOLUTION INDICATfD. AVFRAGF PRlPORTIONAL CHANGF = 0.56E-05 
TYPICAL OEPTH/INITIAL DEPTH= 1.nooo, FRICTIJ~ SLOPE/GED SLOPE= 1.nnon, ~n. OF CV•LFS = ,,. 
C = 0.2837251E 02 0.2837250t Oi O.Z837221E 02 o.223~42E 02 0.2837289E 02 n.2837227f nz ,.ZB3TI64C ')~ ".2ij37'½8C nc n.~8'7251C ~? 
V = 0.1C5875BE 03 0.1058755f 03 0.1058755f ·03 o.10•876.F 03 0.1058759~ 01 n.1058741~ 03 n.l'15S746C n• n.115°•6• 0 n• n.!O~P758° ()O 
PROPOSED FINITE Dlf-FEPHICE SCHEM~ 
Tl~E STEP= 120.42 SECC~DS, (V+C)OT/DX = 1.00, GSOT/V = n.37 C.R.= 1.nn 
STAHLE SOLUTION INDICATED. AVERAG[ PRnPO~TICNAL CHA~GE = r.!~E-05 
TYPICAL DEPTH/INJTIAL DEPTH= l.OOIJO, FR[CTJOI-J SLOPE/cHl SLOPE= l.000(), ~•o. n; CYCLf<; = !? 
C = fl.2837251E 02 !l.l.837247E 02 0.2B37244c 02 0.2837248~ 02 0.283725lf Q? 0.?037241': 02 n • .?8'724:iC {).' ,,.2q·J7;u,5c n, 0 • 23'7?5E .,, 
V = O.J056758E 03 O.J058759E O• O.lO~B75RE 03 Q.Jfl5875d[ 01 • .l05875EE n• n.J0S8756E n1 0.1nsa75p~ n• n.1n•r7• 0 e n• l.•o••7•RF 0' 
TIME STEP= 132.4h SECl1NQS 1 !V+()OT/llX = 1.lJ, GSDT/V = 0.40 C.Q. = J .ln 
STABLE SOLUTION INDICATED. AVFPAG" PK5P•HTI~NAL CHA~Gc = n.14~-'l~ 
TYPICAL DEl'ff/IN!Tf.AL DEPTH= l.Ol)OrJ, FRirTFl\) ,LC1PE/Bfll SLrlPE = 1.ooon, '·W. "f CYCL[S = 2? , 
C = 0.2837251F 02 '1.2837248~ 07 ~-?937241~ 02 C.2~372~C~ 02 0.2837?19~ 0~ 0.23372~7- ~2 °.?1~ 7 25h~ ~, n.,;,7,1~c ,, ~-~~~7~5l~ 
V = 0.1058758f- 0? •).101;)87½8[ 'J3 0.10'5d757f- 0~ O.l,lt7t'.,.~}t.:. ()3 0.1~537i::-r:1:: n"J; C'.l·'"'i:::R7S7t- n:--i. •i.~()t,377,:;1-. fP l"'\.11c.: 7 ~.:..r: Y"l 7 .l'1~f,7S9r -,-
TIME STEP = 1 4 4.s'.l SFUINDS, I V+C)llT/nX = 1.20, ;S[JT/V = 0.44 C.R. = ! .?0 
UNSTABLE SOLUTlf1~' Pf'f'BAdLF AS SIJIUTIJ',1 ,1,JT CmJVE~GING. ,\VF"/,GE DRr~·1<TJr::tt C!-lt,•:c.c = n.s ,·_.·,4 
TY 0 ICAL DEDTH/I~JT TTAL DEPTH ~ 1.nrioq, FP.ICT l'lN SL"P::/"3r sLnnE = 1.rc1":', "r'. "F eve Lr ';'" ....,,. 
C = 0.2837251E- 02 '1.28372~3E 02 0.2037248E 82 0.28~7?4'1 02 0.28?,72t~r 0~ ·"'.2fi.\7170f- -, •.7.o;_;.,.~1',t· ·"' i 7 :;:;,1 n-, ··.: ·~;:::::,1~ 'l 
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F1. 
APPENDIX F. HAYAMI 1 S DIFFUSION SOLUTION 
A recapitulation of the pertinent parts of the diffusion 
solution presented by Hayami (1951) is given here to complement 
the discussion in Chapter 8. By analysing flow in a rectangular 
channel of constant width, using the Chezy formula (2-39) for 
friction slope, Hayami obtained an equation which can be written 
Yt + cy = Ky s ss 
(F-1) 
which is the same as (8-7), where c was defined as ji, corresponding 
to (8-4) with m = i, k = 1o However in defining the coefficient 
of y Hayami assumed that the fluctuations in width in a natural ss 
river may be treated as analagous to eddy diffusiono Thus, 
while assuming the mean channel was of constant width, Hayami 
allowed for storage in the wider parts of an irregular channel by 
introducing a "diffusion term" Jy to the R.H.S. of the equivalent 
ss 
of (8-7), so that in effect Ki~ (F-1) was defined by 
YJL_ 
K = 2S + J 
f 
(F-2) 
(cf. (8-5) with j = i, cosf' = 1, k = 
Now initially y(s,O) = Y0 




+ F(t) where F(t) = Oo 
Hayami assumed the solution of (F-1) could be expressed 
as a functional series 




A first approximate solution is y = YO + yO + f 1 (s,t) 
Substituting into (F-1) 




Hayami assumed that the initial depth Y0 and the average rise y0 
are constants, giving 
(F=4) 
Boundary conditions for t > 0 are: 
At s = 0 f 1(o,t > O) = F(t) 
Ats= s 1 where s 1 is very larg~ or else the point at 
which the channel empties into a reservoir 
f = 0 1s 
The initial condition is f 1(s,O) = -y0 










This simplified, for the case of a square step pulse such that 
F(t) = 0 for all t, to 
(F=6) 
Hayami did not present the derivation of (F=5), but we can 
show that (F-6) satisfies (F-4) and the given initial and boundary 
conditions by the following argumento For convenience, we define 
F3o 
2 
~--[E-!H= s ;i 
- 2 ,J K 2jK(t->SJ 
Differentiating under the integral sign, noting that a 
small increment in the limit t does not affect the integral, as 
when A tends tot the integrand tends to zero, we obtain 
(;:)s = f '<•'/@ + 2~ 
(:i) =it o(e"'l( [2,_3 Yo ss O LKs 2K( t= )-) 
It is therefore clear that for all s,t 
(f1) (f1) (f1) - + c - = K -Yo t Yo s Yoss = 0 
Hence f 1 satisfies (F-4) if y0 is constante ~ 
It is now convenient to substitute Z = --;:=s==== 
2JK( t- ).) 
Note 
When A = 0, Z = _s_ , when A = t, Z = 00 
2fat 
(F-6) therefore becomes 
f1 = YJJ: k exp [-(m - z)2Jz - 11 






Or if we introduce cs G = 2K 
H s = 
2_JKt 
f1 = Yo {i f 0 exp[<Jz = Z) 2]dz - 1] 
Now by Abramowitz and Stegun (1965) Eqo 704039 
1
00
exp Cc2- Z)il dZ = ✓rr2rr 
0 t 2Z j 
. Hence as H-+0, ioeo as t • 00 9 f 1-+0 as we would expecto 
This also shows that we may express (F=15) and hence (F-6) as 
= -2y0 fH 
f1 ~ 0 exp t< 2~ - Z)~ dZ 





initial conditiono Also as H = 0 for s = O, t > 0 the upstream 
boundary condition is satisfiedo Finally, we recast (F-8) 
using (F-11), (F-13) and (F-14) giving 
(F-18) 
Thus the downstream boundary condition is also satisfied for s 
large and y0 constanto 
derivationo 
We have therefore verified Hayami 1 s 
Combining (F-3) with (F-17) 
Y = Ya + Yo {1 - Jr f exp t<2~ - Z)~ dZ) (F-19) 
This equation is therefore the solution of (F=1) 
satisfying the given initial. and boundary conditionso 
