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Abstract 
Let D be a finite set of positive integers with maximum bigger than two and ti,,.(rii,,.) be the number 
of n-edged rooted maps on the orientable (nonorientable) surface of type 9 whose face degrees (or, 
dually, vertex degrees) all lie in D. Define 
A&)= 1 ~g,&“, 
ll>O 
cl,(x)= 1 fis,“X”. 
Il>O 
We show that k&(x) and m,(x) are algebraic functions of a certain form. Asymptotic expressions for 
q,,. and %,, are also derived for some special sets D. 
1. Introduction 
Let S be a closed surface with Euler characteristic x. This type of S is g = 1 -x/2. 
A map on S is a graph G embedded in S such that all components of S-G are simply 
connected regions. These components are called the faces of the map. A map is rooted 
if a vertex of the map, together with an edge incident with it and a side of the edge are 
specified. Throughout this paper, D is a finite set of positive integers with maximum 
m > 2, gcd(D) is the greatest common divisor (gcd) of all the integers in D. We consider 
rooted maps whose faces except possibly the root face and some other distinguished 
faces have degree in D. Let I be a finite set of positive integers which marks the 
distinguished faces of a rooted map and tr be a set of indeterminates indexed by I. We 
define 
and 
&(x, 4 21) = 1 y’Q,‘(x, z,) 
ja0 
@7(x, Y, Zr)’ c y'@(x, 21) 
j>O 
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to be the generating functions for such maps on the orientable and nonorientable 
surfaces of type g, respectively, where x marks the number of edges, y marks the degree 
of the root face and zI marks degrees of the distinguished faces. The planar cases have 
been studied by Bender and Canfield [3]. Using Brown’s result on radicals of a formal 
power series, they derived algebraic equations which G,(x, y, 8) satisfies. We extend 
their results to general surfaces. Before stating our results we first introduce some 
notations. Let u = (ur , . . . , up) and u = (ur , . . . , uq) be the vectors of commuting indeter- 
minates and n=(nl, . . . . n,) be a vector of nonnegative integers. Then u” denotes 
uY’...u 2. Let 9 be a commutative ring with unity. We use &Y [u] to denote the ring of 
all polynomials of IC with coefficients in 9, ~[[cu]] to denote the ring of all formal 
power series of u with coefficients in W, ~[cv] [[u]] to denote the ring of all formal 
power series of u with coefficients in 9[u] and 9?[ [u]] [u] to denote the ring of all 
polynomials of u with coefficients in W[ [u]]. We use the following coefficient operator 
and truncation operator: 
Cu”l c anu”=a,, F-,” 
( ) 
1 aiy’ = ; Ui y’. 
i>O i=O 
We also use +? to denote the field of all complex numbers and %‘{u} to denote the 
field of all rational functions of u with coefficients in $9. f(u) is called an algebraic 
function if there are polynomials so(u), aI (u), . . . , ak(u) in %[u] such that ak(u) # 0 and 
The following well-known fact about algebraic functions will be used in the proof of 
Theorem 1.2. 
Proposition 1.1. The set of algebraic functions is closed under the arithmetic operations, 
compositions, and differentiations. 
Throughout this paper, we set 
ej(Y)= 1 Ymmi, (1) 
ieD 
i>j 
R(x,y)= l-4R,(x)y-4R,(x)y2&?[[x]] [y], where R,(x) and R2(x) are defined by 
RI =G [ym-1](QoR-1/2), 
R2=;[ym](OOR-“2)+~-3R~, 
and 
Q~~,Ym-2(~0~-1~2)-yym-2~ 
(2) 
(3) 
(4) 
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Let Y be the set of all roots of Q(x, y), regarding Q as a polynomial in y. Let 
R,={R1’2(X,Zi): ill} and R,={R1”(X,rj): rjEY}. 
We will prove the following result 
Theorem 1.2. M,(x, y, zt), Gi,(x, y, zt), m,(x) and r&(x) are all algebraic fumi~n~. 
Moreover, 
and 
Theorem 1.3. Suppose gcd(D)=2d and m=21. Let o be the positive real root of 
If for 1 x 1~ l/r the polynomial 
has no multiple root, then 
and 
[x”]m,(x)~2d~g-1pgn5(g-1r/2yn, (6) 
Where tg and pg are the constants defined in [2] and n is a multiple of d. 
(5) 
Theorem 1.4. For any d 3 2, asymptotic formulae (5) and (6) hold for the regular maps of 
degree 2d (i.e. D = {2d}), with 
and y= 
The rest of this paper is organized as follows. We first give in Section 2 a lemma 
about division of formal power series. We then prove Theorem 1.2 in Section 3. In 
Sections 4 and 5, we discuss the general even gcd cases. In Section 6, we prove 
Theorem 1.4. 
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2. Division of formal power series 
Let ej be the k-dimensional row vector whose jth entry is one and all other entries 
are zero. 
Lemma 2.1. Let Q(x,y)=C:=o Qj(X)yjEB[[X]][y] and G(x,~)E~[Y] [[xl]. 
Zf (Qk(~))-l~B?[[~]], then there exist unique F(x,y)~W[y][[x]] and 
(f,(x),f,(x),...,f,-,(x)> ~~[Cxll ~atW@w 
k-l 
G(x, Y) = Qk Y)W, Y) + c Y%(X). (7) 
j=O 
Furthermore. 
where 
and q=(Qo(x),Ql(x),...,Qk-l(x)). 
Proof. Since Qk ‘(x)E~[ [xl], we have 
k-l 
Yk=Q~‘(~)Q(~~Y)-j~o Qkl(X)Qj(x)Yj. 
Using induction, we obtain 
k-l 
y”=a&Y)Q(x,y)+ 1 bn,j(x)Y’, n=O,l,& ..., (8) 
j=O 
where a,(~, y)~.%![ xl] [y] and 6n,j(X)E~[ [xl] satisfy the following recursions: 
~~,,O~~~~b",l~~~,~~~,~",k-l~~~~=~~"-l,O~x~~b"-l,l~x~,~~~~~"-,,k-l~x~~C c9) 
and 
a,(x,Y)=a,-l(x,Y)Y+b,-,,k-l(X)Q;l(X), 
with initial values 
(10) 
(bo,o, . . . . bo,k_l)=el and ao=O. 
Let G(x, y)=Cnao G,(x)y”. We define 
F(x> Y) = c GnC+n(x, Y)> 
II20 
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and 
(f&Wi(x), . ..A-r(x))= 1 G,(x)(b,,,(x),b,,,(x), . ..>bn.k-i(x)), 
flb0 
It follows from [4, Lemma 2.21 that F(x,y)~W[y] [[xl] and fj(x)~W[[x]] for 
j=O, 1, . . . . k - 1. Using (8)-(lo), it is straightforward to verify that 
k-l 
Q(x~Y)W>Y)+~~~~~(X)Y’=G(~,Y). 
Suppose that H(x,y)~W[y][[x]] and {h,(x),h,(x),...,hk_,(x)}~~[[x]] also 
satisfy (7). It follows from [4, Lemma 2.21 that F(x, C), H(x, C) and G(x, C) are well- 
defined matrices over 9[ [xl]. Noting that Qk ‘(x)Q(x, y) is the characteristic poly- 
nomial of C and using the Cayley-Hamilton theorem (cf. [S, 3.2821, say), we obtain 
from (7) that 
k-l k-l 
j~of;(X)Cj=j~o hj(x)Cj=G(x’ ‘)’ 
Using 
erCj=ej+l, O< j<k-1, 
we obtain 
(f&)>fi(x), . . ..fk-1(X))=(ho(X).hl(X), . . ..kk-1(X))=e.G(x, C). 
Therefore, we have 
Q(x,Y)(W>Y)-H(x,y))=O> 
which implies F(x, y) = H(x, y). 0 
(11) 
Lemma 2.2. Let Q(x, y) and G(x, y) satisfy the conditions in Lemma 2.1 with 8 = $9. Let 
s = (s1 (x), sz(x), . . . > 44> and t={t~ky),th,y), . . . . t,,,(x, y)} be sets of given functions. 
Let Y be the set of roots of Q and t, = {ti(x, rj): rj~V, 1 < i < m}. Zf 
i 
%(X.Y) %(X,Y) 
aY ‘8Y 
,...1 &kY) ~~{x,Y)Ctl, I 
then 
Q(x,Y)E~{x>s) CYI, Gk YW{X, s, v, Y> Cc ~1, 
Proof. Let J = P - 1 CP be the 
we know that all entries of P 
and W, yk%'{x, s, v, Y} Cl, ~1. 
Jordan form. Noting v is the set of all eigenvalues of C, 
and P-’ are in g{x,s,v}. Since G(x, C)=P-‘G(x,J)P 
. . 
and all entries of G(x, J) are of the form (a’/ay’)G(x, rj) (cf. [8,4.1], say), we conclude 
that all entries of G(x, C) are in %?{(x, s v} [tr]. Lemma 2.2 now follows from 
Lemma 2.1. 0 
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3. Proof of Theorem 1.2 
For notational convenience, we use I to denote zr. Thus A?Jx,Y, I) denotes 
$&x,y,zr) and so on. Let M,(x,y,Z)=~,(x,y,Z)+G,(x,y,Z), Mi(x,Z)= 
Mi(x, Z) + G,‘(x, Z), and m,(x) = Gq(x) + g,(x). The same argument used in [2,5] leads 
to the following recursions: 
k-2 
2 +k;DxY - k Mo(X,Y,0)- 1 yjMQx,0) + 1, 
j=O 
(12) 
and for (g, I) # (0,0) and ~$1, we have 
M~(x~Y~z)=XY2 2 C Mj(x,Y,S)M,-j(X,Y,z--S) 
j=W Scl 
and 
+I xY2-k 
ksD 
(13) 
tig(x,Y,z)=x.Y2 2 1 ~j(X,Y,S)h;l,-j(X,y,Z-S) 
j=OP SEI 
+xY3~~~-l~x,Y,z+~Wl)l~..~1 
w 
k-2 
+c Xy2-k A,(x,y,Z)-_C yjti;(x,z) . 
ksD j=l 
Let 
A=2xymM,(x,y,0)+xe~(y)-ym-2 
and 
m-2 
B=(xOo(y)-y”-2)2-4xy2”-2 +4x2Ym 1 ej+2(y)yj”A(x,0). 
j=O 
(14) 
(15) 
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Equations (12)-(14) can then be rewritten as 
A’=B, 
9 
-A(x,Y)~,(x,y,~)=xY” cc Mj(x,Y,S)M,-j(x,Y,z-S) 
j=O/Z SsI 
(j,S)#(O,0L(s.J) 
and 
+xym-l c zi [ZJ4,(X, Zi, I- (i}) 
ie~ ‘i--Y 
m-2 
-yM,(X,y,Z-{i))]-X C ~j+2(Y)Yj"j(x2z), (16) 
j= 1 
9 
-A(x,J')~,(x,Y,~)=xY" 1 c ~j(X,Y,s)n;rg-j(x,Y,l-s) 
j=O SE1 
(j,S)#(O,0L(s,O 
+xy-l c z’-[Zi~g(X,Zi,Z-{i)) 
i,zl zi-Y 
m-2 
-Y4g(x,Y,1-{(i})l-x C ej+2(Y).Yjti~(x,1). (17) 
j=l 
It was shown in [3] that 
A(x, y) = QR”‘, (18) 
where Q and R are defined in Section 1. Since the constant term in Qm-2(~) is - 1, it 
follows from [4, Lemma 2.31 that Q;!2&[[~]]. 
We now use induction on the lexicographic order of (g, III) to prove that 
M,(x, yJk@{x, y, zr>R,,Rz>~} lIR”2(x,~), R,, RI. (19) 
We first note that 
m-2 m-2 
C oj+2(Y)Yj”,‘(x, I)= C hi(x, I)Yj, (20) 
j=l j=l 
where 
m-2 
h;(x,I)= c I$(x,l). (21) 
i=l 
m+i-jsD 
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Defining hj(x, I) = 0 and using (20) we can rewrite (16) as (7) with k = m - 2, x =(x, zl), 
9 
G=xy” cc Mj(x,Y,S)Mg-j(x,y,I-S) 
j=O S&I 
(i~~)Z(0,0),(~3~) 
+ 2xym+r ~~,-,(x,Y,z+jw})l,“,=, 
L” 
a 
+xY”-_(Y~,-l,*(x,Y,~)) ay 
F=--R”2Mg(x,y,~,)+h,m-2(~,zr)Q~‘2(~), (23) 
and 
f;=x(h~-h,“-‘Q,12Qj). (24) 
It is clear from (4) that Q(x, y) E %?[x, RI, R,, y]. Therefore, it follows from (15) and (18) 
that (19) holds for (g,III)=(O,O). Suppose that (19) holds for (j,lSl)<(g,(ZI), then it 
follows from (22) and 
GE~{~,Y,~~,R~,R~,Y}CR~‘*(X,Y),R,,R,I. 
Using Lemma 2.2, we have 
and 
{fO>fl > .. ..fm-3) sV{ x,z,,RI,Rz,~}CR~,R,I 
F~~{x,Y,~,,R~,R~,~}CR~~*(~,Y),~,,~,I. 
Now (19) follows from (23)-(26). 
Using (14) and the same inductive argument, we have 
~g(x,~,Z)E~{x,y,zr,R,,Rz,Y} CR1’*(~,~LR,R,l, 
(25) 
(26) 
(27) 
and hence 
A,(& Y, I)= Mg(x, Y, WA,@, y, 1) 
~~{~,Y,~~,R~,Rz,~}CR”~(X,Y),R,,R,I. (28) 
For a predicate P, we define x(P)= 1 if P is true and x(P) =0 if P is false. Using the 
argument of [S, Corollary 2.11, we have 
riz,(x)=x-‘(~,z(x,8)-6,,~(1 +x(lED))x) (29) 
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and 
6?i,(x)=x-‘(ll;-i,2(x,@)-~(g=1/2)x). (30) 
It is clear from (2) and (3) that R,(x) and R2(x) are algebraic functions. Now 
Theorem 1.2 follows from Proposition 1.1 and 
J%Tx,4)=~ $M,(x,y,$) . 
y=o 
4. The behavior of the singularity in the even gcd cases 
In the rest of the paper, we assume gcd(D) = 2d. It was shown in [3] that in this case, 
R,(x) =O. Let o = y’, vi(w)= Bj(y), and I= m/2. Equations (3) and (4) can then be 
rewritten as 
R2=;[~1](~O(~)(1-4R2w)-1’2)+x (31) 
and 
i-1 
Q=c~oQi(x)wi 
=x$-A-' (~o(w)(l-4R2w)-“2)-wf-’ 
=x c w~-~~~-~((l-4R2w)-~~2)-w~-~~ (32) 
2isD 
It was shown in [3] that R2(x)=xF(xd) and F(z) are a power series with positive 
coefficients and has a unique singularity ywd on its circle of convergence. Moreover, 
and R,(x)-R2(l/y)z--20 5 
0 
10 
R,(llY)=a (1 -(yx)“)“‘. (33) 
(Here, and in the followig, z is as defined in [2] and always corresponds to x--+1,$ 
Y,o and A are defined in Theorem 1.3.) 
hImU 4.1. Let rl(X), r2(X), . . . . rI_ 1(x) be the roots of P,(w)= Q. 
(1) for x= lly, l/40 is a simple root of P,(w); 
(2) suppose pD(w) has no multiple root when (xl< l/Y, then letting rl(x) be the root 
satisfying rl (l/Y) = l/40, 
OY 
1 -4R2(x)r,(x)%3 - 
0 
l/2 
dl 
(1 -(YX)d)“2. 
Proof. We first rewrite (32) as 
Q=xw’-‘t-t’-‘]((l-w-’ t)-1P’/o(t)(l-‘&t)-1’2)-W’-‘. (34) 
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Noting y= [t’-‘](qo(t)(l -4r~t)-~“), we obtain 
Q(l~~,~)=l/-~~~-~(w---440)[t~-~](~~(t)(l-w-~t)-~(1-4at)-~’~). (35) 
Since [t*-‘](qO(t)(l --w-l t)-‘(1-4qot)-3’2) is a polynomial in w-l with positive 
coefficients, (35) implies that 1/4a is a simple root of Q(llr, w). We need to show that 
QI-l(~)#O when (xlblly. (36) 
From (32), we have 
For O<lxl<l/y, we have IR,(x)lbR,(l/y)=a and hence 
Using the definition of y in Theorem 1.3 and 
we obtain 
It is clear that Q1_ l(O)= 1. 
It follows from (36) and the assumption that P,(w) has no multiple root with 
1x1~ l/y that, for Ix I < l/y, the singularities of rj(x) are determined by the singularity of 
R,(x) (see [7, Ch. 121). 
From (35), we have 
%(l/?, 1/40)=-y-‘(4a)3-‘[P](y,(t)(l-4ot)-5’2). 
Applying a2/aa2 to both sides of 
[t’](r&)(l-44ot)-“2)= c (;i)fli, 
2isD 
and using the definition of 1, we have 
Therefore, 
(37) 
(38) $(1/P, l/44)=-& (40) 3 - I < 0. 
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We now compute 
d(l--4Rzrr(x)) drl (4 
dRz X=1/Y 
=- l/Cr-40dR 
2 .X=1/y 
Since l/y is a singularity of R2(x), it follows from (31) that 
dx 
dR 
=o. 
2 x=1/y 
We thus obtain from (34) that 
&y,1/4r~)=2y-‘(4a)‘-‘[t’-~](~,,(t)(l-4at)-~’~). (39) 
2 
Now (37)-(39) give 
dr,b) 
-(l/y, 1/4a)=2(4~)-2. 
dR2 =- aQlaw x=1/y 
This together with (33) gives 
l/2 
1 -4R2(x)r,(x)Z: (1 -(yx)d)l’2. 0 
Lemma 4.2. Let C be the matrix defined in Section 2 and CO=C~X=llY. Let 
b(w)= 
-4a QUh4 
E(l,y. l/40) l -40w ’ 
and 
b=e,b(C,f). 
Suppose that p is any real number that is less than one and is not zero and that 
P,(w) = Q(x, w) has no multiple root when 1x1~ l/y. Then 
P/2 
(1 -(yx)d))P’2b. 
Proof. Since the roots r,(x),r,(x), . . . . rlez(x) of PD(w)=Q(x, w) are all distinct when 
1x1 d l/y, we can define 
f-2 
Lj(x,w)=fi r~x~~~xls 
I i 
i#j 
for 1x1~ l/y + 6, where 6 is some small positive number. In the rest of this paper, we 
restrict x in the range 1 x 1 d l/y + 6. It is easy to see that IfI: (1 - 4R2(x)rj(x))PLj(x, w) 
has the same value as RP at w = rj(x). Since rl (x), r2(x), . . . , rl- 2(x) are the eigenvalues 
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of C, C and C2 can be diagonalized. Hence F(x, C’) is uniquely determined by 
F(x, rj(x)) for any F(x, w)E%?[w] [[xl]. Therefore, 
We note 
l-1 
~lRPl~=C=~l~p~~,~Z= 1 (1-4R,(X)rj(X))PelLj(X,C2). 
j=l 
that Lr(l/y, w)=b(w). Using (38), we obtain 
1-2 
b(w)=C hiw’=$(4rr)‘~(l;;;). 
i=O 
(40) 
It follows from (35) that bi>O for i=O, 1, . . . . l-2. Noting that 
l-4orj(l/y)#O, j=2,3 ,..., Z-l, 
and using [2, Lemma 11, we obtain 
elRP(x, C)=(l -4R,(x)rI(x))Pb. 
Lemma 4.2 now follows from Lemma 4.1. 0 
5. Proof of Theorem 1.3 
This section is very similar to [5, Sections 4 and 51. To avoid considerable 
repetition, we rely heavily on [S]. Let a = (. . . G(i ’-0) be a vector of nonnegative integers 
such that C.Q=O for i$Z, 0 be the vector of all zeros and 0 be the empty set. For any 
function F(x,y,Z), we define 
F(“)(x I a)= 
p+b/ 
2 > 
dy" n,,, &pi F(x, y, 1) y=& 
(We also simply use F(“) to denote F’“‘(x,Q),O).) Let 4(“)(Z, a) and $‘“‘(I, a) be the 
constants defined in [2], we have the following lemma. 
Lemma 5.1. Let e=(lOg+5)1(+2n+2lal-3)/4, 
1/Z, 
$p’(Z 
9 ’ 
a)=~oP;+l”lp:Y+l’i~d”‘(Z a) 9 > 
M~)(Z,a)=j3,p:+ialp,2y+‘r’~~)(I,a). 
ZfP,(w) has no multiple root when 1x1 d l/y, then 
eIti~‘(x,Z,a)~iG~)(Z,a)(l-(yx)d)-”b 
and 
(41) 
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Proof. As we see from Lemma 4.2, the asymptotic behavior of Rp(x, C) only depends 
on the behavior of RP(x, rl(x)), hence it reduces to the scalar case. Therefore, the proof 
is essentially the same as that of [S, Theorem 4 and Lemma 5.11. We only need to 
make the following observations. 
(1) Since Q has no multiple root, Q(l) is nonsingular. Therefore, division by Q(l) can 
be carried through. 
(2) Applying the operator 
dy" n,,, azp 
to both sides of (7), (F, G,fj are given by (22)-(24)) we have 
k-l 
- c $O’(x, I, a)n! 
j=O 
Since (fo...fk_r)=el GI,=c, it follows from the induction hypothesis thatfj”‘(x,Z,a) is 
negligible compared with G(“)(x, I, a) (since the exponent e is increasing in n). There- 
fore, the induction process can be carried through in the same way as that of 
[S, Theorem 41. 
(3) Using (15), (18), (38) and Lemma 4.2, and with a bit calculation at x = lly and 
w = 1/4a, we obtain the initial values 
elMl;‘(x,O,O)~:~‘(O,O)(l -(yX)d)-‘2”-3)‘4b, 
where 
M$q0,0) = ~(~)“4(nl~l)n!(-3~~)“2~. 
The rest of the proof is essentially the same as that of [S, Theorem 4 and 
Lemma 5.11 by using induction on (g, (I(, n) and comparing the recursions of &?:)(I, a) 
and Mr’(Z, a) with that of $;‘(I, a) and 4p’(Z, a) together with their initial values. 0 
Lemma 5.2. 
m-3 
X 
c 
(h,j(x,CI)-h,“-2(X,QJ)Q,12Qj)e,C’ 
j=O 
(42) 
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and 
m-3 
X 
c (~~(X,0)-~~-2(X,0)Q,1ZQj)elCj 
j=O 
_(yX)d)-(5g-W26, 
where t, and pg are constants dejined in [2] and 
(43) 
(44) 
Proof. Setting y = C and I = 0 in (16) and (17), using (22)-(24), Lemma 5.1 and the 
definition of t, and pg, we obtain (42) and (43) with 
Now (44) follows from (41). 0 
Now we are ready to complete the proof of Theorem 1.3. Using (40) and Qo(x) = x, 
we have 
We recall that ht(x,Z)=O and f~~Cj=e~+~ forj=O, l,...,m-3. For m>6, comparing 
the first and the third entries on both sides of (42), we have 
-Qm%ll~)h~-2(~,~) 
~~(4a)‘a,(rg+p,)r P22(g-1)(1-(yX)d)-(5g-3)‘2 (45) 
and 
Using (44)-(46), we obtain 
(46) 
h;(x,@z2dy-‘(tg+pg)T j?;(g-1)(1-(y~)d)P(5g-3)‘2. 
For m=4, we have 1= 2 and from (35) that 
Q(l/y,w)=y-‘(1-44a~)=y-~(1-4oy~). 
(47) 
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Hence Q2(l/r) =-4a/y. Now, for m =4, (47) follows from (45) alone. Noting, by (21), 
that h,2 (x, 8) = M,~(x, 01, we obtain from (29) and (30) that 
m,(x) = 2% +W p;@“(l _(yX)d)-(5g-W2, (48) 
Similarly we have 
kig(x) z 2dt,r jj;‘g-l)(l _(yX)d)~&--3P, 
which, together with (48), gives 
p;(g-‘)(l _(yX)d)-(5g-W2~ 
Applying [l, Theorem 41 to (49) and (50), we obtain (5) and (6). 
6. Proof of Theorem 1.4 
When D={2dj, q,,(w)=l, and hence 
x 2d 
R,=- 
0 
2 d R$+x, 
(49) 
(50) 
(51) 
PD(w)=x~~-‘((1-4R,w)-“2)-wd-‘. 
In this case, it was shown in [3] that 
(52) 
(53) 
Lemma 6.1. For [xl< l/y, the polynomial P,(w) given by (52) has no multiple root. 
Proof. Let 
Fi(W)=~~((l -~R,w)-“‘) and F(w)=(l-~R,w)-“‘. 
Since 
F’(w)=2R,(l -~R,w)-~“, 
we have 
(1-4R,w)F’(w)=2R,F(w). 
Therefore, 
(l-4R,w)F;-,(w)+d ‘d” 
0 
R~,w~-~=~R~F~_~(w). 
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(54) 
Using (51), we obtain 
2R,F,,_,(w)-(l-4R,w)F;_I(w)=2d(Rz/x-l)wd-’. 
Therefore, 
2R,P,(w)-(l--4R,w)Pb(w) 
=2d(Rz-x)wd-‘-2R,wd-‘+(l-4Rzw)(d-l)wd-* 
=(d-l)wd-* -((2d-2)R2+2dx)wd-’ (55) 
If for some 1x1 G l/y, P,(w) has a multiple root r(x), then it follows from (55) that 
l/r(x) = 2R, + 2dx/(d - 1). 
Using (33) and (53), we obtain 
Il/r(x)Id2R2(l/y)+2d/(d-l)y=4o. 
For z= l/w, let 
(56) 
G(z)=xw’-~~;-~((~-~R~w)-~‘*). 
Then G(z)E%‘[ [xl] [z] has nonnegative coefficients, and 
Po(w)=~d-l(G(l/w)- 1). 
For Ix I< l/y, using (56), we obtain 
I~~(r(x))l=lr(~)ld-lIG(lI~(~)~--lI 
>Ir(x)Id-‘(l -G(4o)) 
=-lr(x)ld-1(40)d-1Po(1/4a). 
This together with Lemma 4.1(l) implies PU(r(x)) #O. This contradiction establishes 
Lemma 6.1. 0 
Now Theorem 1.4 follows immediately from Theorem 1.3, Lemma 6.1 and (53). 
We have not been able to derive the asymptotics for the cases when gcd(D) is odd. In 
terms of the results [S, 61, we make the following conjectures. 
Conjecture 6.2. Let y and PD(w) be as defined in Theorem 1.3. For IxI< l/y, P,(w) has 
no multiple root. 
Conjecture 6.3. Asymptotic formulae (5) and (6) hold for any D with 2d replaced by 
gcd(D), and with p and y being positive constants depending only on D. 
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