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Abstract—Assuring quality of contemporary software systems
is a very challenging task due to the often large complexity of
the deployment environments in which they will operate. Service
virtualization is an approach to this challenge where services
within the deployment environment are emulated by synthesising
service response messages from models or by recording and then
replaying service interaction messages with the system. Record-
and-replay techniques require an approach where (i) message
prototypes can be derived from recorded system interactions
(i.e. request-response sequences), (ii) a scheme to match incom-
ing request messages against message prototypes, and (iii) the
synthesis of response messages based on similarities between
incoming messages and the recorded system interactions. Previous
approaches in service virtualization have required a multiple
sequence alignment (MSA) algorithm as a means of finding
common patterns of similarities and differences between messages
required by all three steps.
In this paper, we present a novel MSA algorithm based
on Generalized Suffix Trees (GSTs). We evaluated the accuracy
and efficiency of the proposed algorithm against six enterprise
service message trace datasets, with the proposed algorithm
performing up to 50 times faster than standard MSA approaches.
Furthermore, the algorithm has applicability to other domains
beyond service virtualization.
Keywords—service virtualization; service emulation; multiple
sequence alignment; enterprise systems; protocol modelling;
I. INTRODUCTION
Organizations today are more reliant than ever on an IT in-
frastructure to deliver their services, and the software systems
providing these services are increasingly interconnected and
interdependent. Ensuring quality and correct interoperation of
these systems is paramount in achieving uninterrupted business
operations in these organizations. However, these software
systems are mainly developed in isolation without ready access
to testing environments that truly reflect the complexity of
real-world deployment environments. As a consequence, we
are faced with the increasing risk that unidentified flaws cause
a cascade of failures across multiple systems, bringing down
an entire IT infrastructure and causing severe interruptions to
business operations.
One popular approach that developers use to test their
application’s dependence on other systems is to install the other
systems on virtual machines [1]. However, virtual machines
are, in general, time consuming to configure and maintain, and
the configuration of the systems running on virtual machines is
likely to be different to the real deployment environments. An
alternative approach is service emulation or service virtual-
ization where models of services are emulated – sometimes
into the many thousands of service instances – to provide
more realistic scale and less complicated configuration [2].
However, service emulation often relies on system experts
explicitly modelling the target services and hence require
detailed knowledge of the underlying message protocols and
structure, respectively. This is often infeasible if the required
knowledge is unavailable.
We have been working on an automated approach to service
emulation which uses no explicit knowledge of the services,
their message protocols and structures, but solely relies on
recordings of interactions between a system under test and its
environment services [3], [4]. One key aspect of the approach
is to identify similarities between messages and exploit these
similarities in response generation. Commonly used multiple
sequence alignment (MSA) techniques from biology [5], [6]
were used to do so – refer to [4] for the details of the approach.
However, our experiments have shown that for larger clus-
ters of messages, the memory required to perform a multiple
sequence alignment as well as the corresponding computation
time increased significantly. Whereas in bioinformatics the
main concern is to align few (generally less than 10), but long
sequences of amino acids, our approach requires the alignment
of many (100s to thousands), but shorter messages. MSA
algorithms optimized for the biological use case may therefore
be unsuited for the service emulation domain.
The main contribution of this paper is a novel, memory
and time efficient MSA algorithm based on Generalized Suffix
Trees [7] that addresses these shortcomings. The efficiency
and accuracy of the algorithm is evaluated using a set of
experiments with typical enterprise system messaging proto-
cols, including LDAP, a binary mainframe protocol, and SOAP
services, and compare it with the standard MSA algorithm used
in our prior work.
The rest of this paper is organized as follows: we further
motivate our work on a novel multiple sequence alignment
(MSA) algorithm suitable for the service emulation domain in
Section II, followed by a discussion of other MSA algorithms
in Section IV. In Section V, we present our novel, GST-
based multiple sequence alignment approach. The results of
our experiments in evaluating the effectiveness and accuracy
of the new approach are presented and discussed in Section VI.
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Finally, in Section VII, we summarize the main findings of this
paper and give an outlook for future work.
II. BACKGROUND
The main goal of our work is to produce an emulation
environment for enterprise system testing that does not rely on
a priori knowledge of the message protocols and structure used
by the environment services, but uses message trace recordings
collected a priori to produce a response on behalf of a service
when invoked by a system under test (SUT) at run-time.
The main idea behind our approach is that if a request
sent to an environment service by a SUT is very similar to a
recorded request for this service (having a suitable notion of
“similarity”), then the response to this request is expected to
be similar to the corresponding previously recorded response.
Hence, identifying the differences between the incoming and
previously recorded requests should give us a good indication
how the corresponding recorded response can be altered in
order to synthesize a matching response.
In [3], we used an approach where an incoming mes-
sage was compared with all recorded messages in order to
determine the most similar one. We used a normalized edit
distance [8] as the similarity measure. Although this approach
produced very accurate responses, it does not scale well to
large transaction libraries. Using a dynamic programming
approach, the edit distance between two messages m1 and m2
with corresponding lengths ml1 and m
l
2 has a time complexity
of O(ml1ml2). Hence, if we have a transaction library with n
recorded messages and an average message length of m, then
finding the most similar recorded request has a time complexity
of O(n2m2).
In order to improve efficiency, we extended to original
approach by clustering the trace recordings into groups of
similar messages (ideally of the same operation type) and
then formulate a single representation for the request messages
for each cluster [4]. This accelerated run-time performance
by enabling incoming requests from the system under test to
be compared only to the cluster representations, rather than
the entire transaction library. However, choosing the cluster
centroid1 request as the representative resulted in a decreased
accuracy of the generated responses as the information from
the other requests in the cluster was discarded.
Therefore, we need an approach that addresses both con-
cerns, efficiency and accuracy, by generating cluster prototypes
which capture the common features of the range of requests
in each cluster, but also preserves their variability as much as
possible.
In general, messages of typical enterprise-level protocols
contain a mix of structural information (which is mostly
identical for the same operation type) as well as payload
information that varies from message to message. Hence, it
should be possible to “summarize” the requests within each
cluster using a suitably crafted regular expression [9] con-
taining constant strings for structural information and patterns
for payload information, respectively. As an example, consider
1The centroid is the transaction with the minimized total distance from the
other transactions in the cluster.
Cluster Request Message
{id:1,op:S,sn:Smith}
{id:275,op:S,sn:Miller}
Search {id:13,op:S,sn:Wilson}
{id:2273,op:S,sn:Mandile}
{id:490,op:S,sn:Schneider}
{id:24,op:A,sn:Schneider,mobile:123456}
Add {id:4287,op:A,sn:William}
{id:3206,op:A,sn:Turner,gn:Samuel,Postcode:34589}
TABLE I: Sample search and add operations
the messages in the search cluster given in Table I. They all
conform to the regular expression
{id:[1-9][0-9]*,op:S,sn:[A-Z][a-z]+}
assuming that message identifiers do not start with a ’0’ and
can have an arbitrary length and all search strings start with an
uppercase character. Similarly, all messages of the add cluster
conform to a slightly more complex regular expression. One of
the key advantages of regular expressions is that they generally
match a broader range of messages than just the ones they were
extracted from, as long as these message follow the same basic
message structure.
Initial experiments with manually constructing cluster pro-
totypes for LDAP [10] showed that indeed, all clusters proto-
types could be expressed as regular expressions. This leads us
to the question how to best extract a regular expression from
a given set of input sequences.
Existing approaches for the generation of regular expres-
sions from a input samples can be classified into two broad
categories: either they generate a finite automaton for each
input sequence and then apply a number of rules to merge
the individual automata into a single automaton, or they use a
multiple sequence alignment (MSA) based approach.
Watson’s approach [11], for example, falls into the first
category. He presented a semi-incremental algorithm for con-
structing minimal acyclic deterministic finite automata for a
given set of sequences. These automata can then be translated
into regular expressions. However, the generated automata only
exploit common parts at the beginning and end of the input
sequences (in our search cluster example, ‘{id:’ and ‘}’), but
not in-between, resulting in rather complex automata. Also,
the resulting automata only accept sequences from the given
input, but do not accept any sequences not covered by the
input, which is of rather limited use for our purpose.
MSA-based approaches, such as for example the one
presented by Tang et al. [12], perform an alignment of all
sequences, identify the overlapping (or aligned) sub-sequences
as constant strings of the resulting regular expression, and
extract suitable patterns for the gaps in-between. Consider the
multi-sequence alignment of the messages in the search cluster
given in Table I (with ? denoting the gap symbol introduced
during the alignment):
{id:1???,op:S,sn:Smith????}
{id:275?,op:S,sn:Miller???}
{id:13??,op:S,sn:Wilson???}
{id:2273,op:S,sn:Mandile??}
{id:490?,op:S,sn:Schneider}
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Fig. 1: Suffix Tree for the word Banana.
The alignment results in three overlapping sub-sequences
(i.e. ‘{id:’, ‘,op:S,sn:’ and ‘}’), the same constant sub-
sequences that were used to form the regular expression shown
above.
For the rest of this work, we solely focus on identifying the
overlapping (or aligned) sub-sequences of a set of messages
in order to identify the constant parts of regular expression-
based cluster prototypes. Finding suitable patterns for the
gaps between the constant strings that appropriately reflect the
nature of the payload is a topic of an ongoing investigation.
III. SUFFIX TREES
In this section, we will briefly introduce a number of con-
cepts required to illustrate the proposed new multi-sequence
alignment algorithm, especially the notion of a Generalized
Suffix Tree (GST) our approach is heavily based upon.
A. Sequences and Suffixes
We start with the notion of the most basic building block
for our study, the set of characters, denoted by C. We require
equality and inequality to be defined for the elements of C. For
the purpose of our study, C will most likely comprise of the
set of valid Bytes that can be transmitted over a network or
the set of printable Characters as a dedicated subset. A word
(or sequence) s is a non-empty, finite sequence of characters
c0c1c2 . . . cn−1 with ci ∈ C, 0 ≤ i < n. The length of a
sequence s, denoted by sl, is equal to the number of characters,
that is, sl = n. Throughout the rest of this section we will use
the terms word and sequence interchangeably.
Given a word s = c0c1c2 . . . cn−1, we define a sub-word
as a non-empty sub-sequence of characters from s starting at
index i and having length l as sws(i, l) = cici+1ci+2 . . . ci+l.
We require l > 0 and i+l ≤ n. A special kind of subword is
a suffix, a sub-sequence cici+1ci+2 . . . cn−1 that ends with the
last character cn−1 of the sequence s.
B. Suffix Tree
A suffix tree for a sequence s, denoted by ST (s), is a tree
that contains all suffixes of s, that is, the sub-sequences cn−1,
cn−2cn−1 etc. [7]. More specifically, a suffix tree is an edge-
labelled tree containing (i) n labeled leaf nodes and (ii) up to
n+1 non-leaf (or branching) nodes. The concatenation of the
edge labels of the path from the root node of the tree to the
leaf node with label i defines the suffix cici+1 . . . cn−1.
In order to minimize the number of branching nodes in the
tree, a branching node b contains at most one outgoing edge
labelled cα for a given character c ∈ C and some (possibly
empty) sequence α with both, α and cα being sub-words of
the sequence s. The edges to leaf nodes do not contain any
labels.2 Similarly, the incoming edge to a branching node b 6= r
must contain a non-empty label β such that β is a sub-word
of s and for each outgoing edge of b to a branching node b′
(with edge label γ), βγ is also a sub-word of s. In order to
guarantee that a suffix tree for a sequence with n characters
has no more than n+1 branching nodes, each branching node
must have either an outgoing edge to at least one leaf node or
to two branching nodes, respectively.
Consider the suffix tree for Banana as given in Figure 1.
Branching nodes are depicted as circles, leaf nodes as squares.
The suffix tree has a uniquely identifiable root node, denoted
by r, 6 further branching nodes, and 6 leaf nodes (labelled 0 to
5). The path highlighted in Figure 1 (from r to leaf node with
label 1) denotes the suffix starting at index 1, that is, ‘anana’.
It is well known that suffix trees can be constructed in
linear time and with linear space [7], [13].
C. Generalized Suffix Tree
A generalized suffix tree (or short GST) generalizes the
concept of a suffix tree to more than one sequence, that is,
it contains all suffixes for sequences s0, s1, . . . , sm−1 (with
m > 1). In order to distinguish which sequence a particular
suffix belongs to, leaf nodes contain two labels: one for the
sequence, and one for the start index of the suffix in the
corresponding sequence. As a consequence, a GST for the
sequences s0, s1, . . . , sm−1 contain sl0 + s
l
1 + . . .+ s
l
m−1 leaf
nodes. The other properties as given for a suffix tree still hold.
A GST can be constructed in O(sl0 + sl1 + . . . slm−1) time and
space, respectively [13].
We assign a colour set to each branching node in a GST
[15]. Each sequence has a unique colour, and we assign this
colour to all leaf nodes that represent a suffix for this sequence.
The colour set of each branching node is the union of the
colour set(s) of all of its children. As a consequence, the colour
set of the root node r contains the colours of all sequences.
The colour set of a branching node can be determined in
a top-down tree construction process and does not need to
be re-computed bottom-up once a GST is fully constructed.
Hence, the computation of the colour sets does not add to the
algorithmic complexity of the tree construction.
The reader may note that from a sequence alignment
perspective, of special interest are branching nodes that have
the same colour set as the root node [15]. We denote such
branching nodes as fully coloured. The concatenation of the
edge labels of the paths from r to these nodes correspond to
sub-sequences that are common to all sequences of the GST.
2Some references (e.g. [13], [14]) use a special character $ to label edges
to leaf nodes, indicating a dedicated end-of-word character. For the purpose
of this presentation, we have omitted edge labels to leaf nodes.
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Fig. 2: Generalized Suffix Tree for Banana and Bonanza.
As an example, consider the generalized suffix tree for the
two sequences Banana and Bonanza as given in Figure 2. In
order to enhance readability, the leaf nodes for Banana and
Bonanza are denoted by blue and green squares, respectively.
All fully coloured nodes are highlighted in red. As we can
infer from Figure 2, the two sequences contain the common
sub-sequences B, n, na, nan, a, and an, respectively.
D. Multi Sub-words
The concatenation of the edge labels to all fully coloured
branching nodes give us the values of the common sub-
sequences, but not their respective positions (or start indices)
in the sequences of a GST. The start indices are defined by
the labels of all leaf nodes in the corresponding sub-trees
of each of the fully coloured branching nodes. For example,
the bottom-most fully coloured branching node in Figure 2
represents the common sub-sequence nan. Its subtree contains
leafnodes for index 2 for both sequences, hence nan starts at
index 2 in Banana and Bonanza, respectively.
If there is more than one leaf node for a specific colour
(or sequence), then the corresponding sub-sequence appears
multiple times in this sequence, and multiple combinations can
be found across all sequences. For example, the sub-sequence
a appears three times in Banana and twice in Bonanza, hence
a total of 6 combinations for a can be found. More generally, if
we have a common sub-sequence α that appears m times each
in n sequences, there is a total of mn possible combinations.
Therefore, MSA approaches (such as the one proposed in [14])
that rely on generating all possible combinations during an
alignment process, are unlikely to scale to a large number of
sequences.
In order to avoid enumerating all possible combinations for
a given common sub-sequence, we introduce the notion of a
multi sub-word (or MSW). A multi sub-word is a combination
of the value of a common sub-sequence, together with a set of
occurrences thereof across all sequences. We use the notation
[ a – { 0@1 0@3 0@5 1@3 1@6 } ]
for multi sub-words, in this case, to indicate that sub-sequence
a appears at indices 1, 3 and 5 in sequence 0 (i.e. Banana) and
at indices 3 and 6 in sequence 1 (i.e. Bonanza), respectively.
IV. MULTIPLE SEQUENCE ALIGNMENT
Multiple sequence alignment (MSA) was first used to align
three or more biological sequences to reveal their structural
commonalities [16]. In contrast to pair-wise sequence align-
ment algorithms such as Needleman-Wunsch [17] or Smith-
Waterman [18] that have a quadratic time and space complex-
ity, creating an optimal alignment for multiple sequences is an
NP-complete problem [19]. Therefore, a number of heuristic
techniques were proposed, with ClustalW [6] probably being
the most prominent one.
A brief overview of the ClustalW algorithm is as follows:
1) All n(n−1)/2 possible pairs of sequences are aligned
by using a standard Needleman-Wunsch algorithm
[17] in order to calculate their similarity, resulting
in an n× n similarity matrix.
2) A guide tree is constructed from the similarity matrix
by applying a neighbour-joining clustering algorithm
[20].
3) The tree is then used to guide a progressive pair-
wise alignment process by traversing the tree from
the leave nodes to the root.
ClustalW has a polynomic algorithmic complexity, but the first
step alone is O(n2m2) with m being the average sequence
length.
In order to better exploit similarities between sequences,
a number of GST-based MSA algorithms have been proposed
(cf. [5], [14], [21], [22] just to name a few). Ho¨hl et al. [14],
for example, proposed a MSA algorithm that (i) creates a GST
for the sequences to be aligned, (ii) identifies all nodes in the
GST that adhere to a property equivalent to the notion of fully
coloured, and then (iii) generates all possible combinations of
sub-sequences that are maximal. A sub-sequence is maximal
if it cannot be extended either to the left or right without
having at least one character that is not common across all
sequences. The collection of maximal common sub-sequences
forms the basis of a directed, edge-weighted graph (V,E) with
the maximal common sub-sequences as vertices. A weighted,
directed edge is added between s1 and s2 if and only if s2
is “to the right” of s1 in all sequences. The weight of this
edge is the length of s1. The best possible alignment for all
sequences is then defined by a chain through the graph with
maximal weight-length [14].
Consider the application of this algorithm to the two
sequences ADCxzDCxBAx and DCxAzDCxpxBA. This leads
to the following, non-optimal alignment:
ADCx?zDCxBAx??
?DCxAzDCxp?xBA
There is a total of 24 different common sub-sequences,
only 12 thereof are both right- and left-maximal. However,
as zDCx and xBA overlap in the first sequence (they do not
overlap in the second sequence), xBA is not to the right of
zDCx, only the last x in both sequences are. Hence, as BA is
not a maximal sub-sequence and the algorithm does not allow
for trimming of partially overlapping sub-sequences, BA is not
aligned, only x is. Therefore, besides the problem of a possible
very large number of all common sub-sequence combinations
(cf. Section III-D), this algorithm does not cater well for partial
overlaps and may generate sub-optimal alignments.
[1] Create a generalized suffix tree for the se-
quences to be aligned.
[2] Identify all fully-coloured branching nodes
and create a corresponding collection of
multi sub-words.
[3] Choose the “best” multi sub-word MSW from
this collection.
[4] Choose the “best” common sub-sequence
CSW from the multi sub-word MSW. CSW will
act as anchor for the first alignment.
[5] For each multi sub-word in the collection,
remove any sub-sequences that fully overlap
with CSW.
[6] For each multi sub-word in the collection,
trim any sub-sequences that partially overlap
with CSW. Due to the trimming, this step can
either add new multi-subwords or add sub-
sequence information to existing multi sub-
words.
[7] Split the collection of multi sub-words into
two collections: one that is entirely to the left
and one that is entirely to the right of the
anchor CSW.
[8] Recursively apply steps 3 and 7 to both,
the left and right collections. Terminate the
recursion at Step 3 if the collection of multi
sub-words is empty.
Fig. 3: The main steps of the Mandile-Schneider algorithm.
Common to all MSA algorithms we investigated is that
they were designed to align few, but possibly long sequences.
This contrasts with our problem of creating prototypes for
clusters that contain many, but possibly short(er) sequences.
This mismatch motivated the new MSA algorithm presented
in the following section.
V. MANDILE-SCHNEIDER ALGORITHM
In order to address the scalability issues of existing MSA
algorithms, we defined a new approach that (i) exploits the
benefits of using a GST to identify common sub-sequences and
(ii) uses divide-and-conquer to align segments that progres-
sively become smaller. In line with other alignment algorithms
(such as Needleman-Wunsch [17] and Smith-Waterman [18]),
we call this algorithm the Mandile-Schneider algorithm. The
guiding principles behind the algorithm are that we want to (i)
exploit commonalities between sequence as early as possible,
(ii) avoid the enumeration of all possible combinations of a
common sub-sequence (either entirely or as much as possible)
as this can become very computationally intensive, and (iii)
give precedence to long common sub-sequences over shorter
ones when applying the divide-and-conquer principle. Most
importantly, though, the approach should be fit for purpose
for our specific needs, that is, the alignment of many, but short
sequences. The main steps of the new algorithm are outlined
in Figure 3.
The result of the algorithm is a list of common sub-
sequences that defines all anchors of the alignment. A gap
between two consecutive sub-sequences is an area where no
alignment was found.
The reader may note that the identification of the “best”
multi sub-word and common sub-sequence in steps 3 and 4,
respectively, is left open. These are two variation points in the
algorithm where different strategies can be adapted to identify
the “best” anchor. In line with the guiding principles mentioned
earlier, we use a biggest-left-most-common-subword strategy
for the majority of this work, that is, the left-most common
sub-sequence in the largest multi sub-word is chosen as the
anchor for each alignment step.3
Let’s illustrate the main steps of the Mandile-Schneider
algorithm on the two sequences ADCxzDCxBAx and
DCxAzDCxpxBA used in the discussion of the graph search-
based approach by Ho¨hl et al. [14]:
• Step 1 and 2: the GST of the two sequences has 7
fully coloured branching nodes, leading to the following
collection of multi sub-words:
[ A – { 0@0 0@9 1@3 1@11 } ]
[ BA – { 0@8 0@10 } ]
[ Cx – { 0@2 0@6 1@1 1@6 } ]
[ DCx – { 0@1 0@5 1@0 1@5 } ]
[ x – { 0@3 0@7 0@10 1@2 1@7 1@9 } ]
[ xBA – { 0@7 1@9 } ]
[ zDCx – { 0@4 1@4 } ]
• Step 3 and 4: the longest multi sub-word is zDCx, the
left-most common sub-sequence thereof starts at index 4
in both words. This becomes the first anchor.
• Step 5: the removal of any overlaps with zDCx at index
4 in both words reduces the collection of multi sub-words
to the following:
[ A – { 0@0 0@9 1@3 1@11 } ]
[ BA – { 0@8 0@10 } ]
[ Cx – { 0@2 1@1 } ]
[ DCx – { 0@1 1@0 } ]
[ x – { 0@3 0@10 1@2 1@9 } ]
[ xBA – { 0@7 1@9 } ]
zDCx overlaps with itself, hence is fully removed, and
one occurrence each of DCx and x is removed.
• Step 6: the only partially overlapping multi-subword is
xBA – it is trimmed back to BA. Since we already have a
multi sub-word for BA at indices 8 and 10, respectively,
the trimmed multi sub-word does not further contribute
to the collection of multi sub-words.
• Step 7: splitting the multi sub-words into what is entirely
to the left and right of zDCx, respectively, results in the
following two collections of multi sub-words:
Left: Right:
[ A – { 0@0 1@3 } ] [ A – { 0@9 1@11 } ]
[ Cx – { 0@2 1@1 } ] [ BA – { 0@8 0@10 } ]
[ x – { 0@3 1@2 } ] [ x – { 0@10 1@9 } ]
[ DCx – { 0@1 1@0 } ]
3The current implementation chooses the first multi sub-word if more than
one largest is found.
Please note that A and x occur in both the left and right
collections as there is one occurrence each on either side
of the anchor zDCx.
• Recursion on left: DCx is the longest multi sub-word
in left, the left-most common sub-sequence thereof starts
at indices 1 and 0, respectively. The removal of overlaps
only leaves A, but since A crosses over the anchor DCx
(the occurrence of A in the first sequence is left of the
anchor, but to the right in the second sequence), the
resulting left and right collections in Step 7 are empty,
and the recursion for both terminates in Step 3.
• Recursion on right: BA is the longest multi sub-word in
right, the left-most common sub-sequence thereof starts
at indices 8 and 10, respectively. Similar to the recursion
on left, the removal of overlaps leaves one multi sub-
word only (i.e. x) that crosses over the anchor, hence the
resulting left and right collections in Step 7 are empty,
and the recursion terminates as well.
• Result: we get three anchors DCx, zDCx, and BA that
define the following, optimal alignment:
ADCx?zDCx??BAx
?DCxAzDCxpxBA?
We implemented the Mandile-Schneider algorithm as a
set of Java classes and also integrated a number of packages
from BioJava4 needed for the evaluation presented in the next
section. During the implementation, we applied a number of
optimizations in order to improve both, the run-time perfor-
mance as well as the memory footprint. However, there is room
for further optimizations. A packaged version of the software
is available from http://quoll.ict.swin.edu.au/doc/ms/.
VI. EVALUATION
In this section, we present the experiments that we con-
ducted to evaluate the accuracy and effectiveness of the novel
MSA approach presented in the previous section and discuss
the results of our experiments. More specifically, we introduce
our experimental setup as well as our evaluation criteria in
Section VI-A. In Section VI-B, we present and discuss the
results of our evaluation, especially from a resource usage
and accuracy perspective. We discuss limitations of our current
approach and identify possible areas of future improvements
in Section VI-C. Finally, we present an initial evaluation of
the new MSA algorithm on biological data in Section VI-D.
A. Experimental Setup
Although one of the main aims of our work is to gen-
erate regular expressions to summarize message clusters for
unknown or ill-specified protocols, for evaluation purposes,
we used three protocols where the precise message structures
for the various operation types are known: the Lightweight
Directory Access Protocol (LDAP) [10], the Simple Object
Access Protocol (SOAP) [23], and IBM Information Manage-
ment System (IMS) [24] which is widely used on mainframe
computers.
The recorded LDAP messages used for this evaluation
consisted of the core LDAP operations ADD, SEARCH, and
4http://www.biojava.org/
Protocol Operation Type No. Msgs. Median Length
LDAP Add text 851 378
LDAP Modify text 334 239
LDAP Search text 621 313
SOAP Withdraw text 160 243
LDAP Search binary 606 73
IMS Update binary 200 231
TABLE II: Protocols and operations used for evaluation.
MODIFY applied to CA Technologies’ DemoCorp sample di-
rectory [25]. We used a decoder to translate the corresponding
messages into a text format, but kept a subset of the SEARCH
operations in their binary format.
The SOAP messages used for evaluation purposes were
generated based on a recording of a banking example using
the LISA tool [26]. The protocol consists of 7 different
request types, each with a varying number of parameters,
encoding “typical” transactions one would expect from a
banking service. We chose to use the messages from the
WITHDRAWMONEY operation for this evaluation.
The IMS messages used were recorded interactions be-
tween a client tool and an IMS phone book demonstration
server. IMS messages consist of some header data followed
by the record structure encoded as fixed width fields. The
demonstration server supported four different transaction types
including: ADD, UPDATE, DISPLAY and DELETE. In ad-
dition the recording included IMS acknowledgement messages.
For the purpose of the evaluation, we used the messages of the
UPDATE transaction type.
A summary of the protocols, operations, number of
messages as well as the median message length (mea-
sured in number of characters) is given in Table II. The
raw input data used for the evaluation is available at
http://quoll.ict.swin.edu.au/doc/ms/.
For the purpose of the evaluation, we were interested in
the (i) resource usage of the new approach and (ii) the quality
and accuracy of the generated alignments. In order to compare
the obtained results, we used the ClustalW [6] implementation
of BioJava 4.04 as a comparison benchmark.
Resource usage was measured in both total computation
time for an alignment (excluding the time to read the input
and analyzing the generated alignment) as well as the memory
usage as reported by the Java Virtual Machine.5 The quality of
each generated alignment is measured using an edit distance
[8] as well as the total number of overlapping (i.e. aligned)
characters. With regards to accuracy, for each of the opera-
tion types of the six protocols/operations used, we identified
a number of sub-sequences (representing specific structural
information of the corresponding operation types) and checked
whether these sub-sequences were aligned across all messages.
For each of the six input sets used for evaluation, the input
files with the corresponding messages were randomly ordered
in order to avoid any bias from the corresponding recordings.
Therefore, in order to create an alignment for n messages, we
simply used the n first lines in the corresponding file as input.
5This was measured by subtracting the free memory from the total memory
directly after the generation of the alignment.
For each protocol/operation, we generated alignments for
2, 5, 10, 15, 20, 25, 50, 100, and 200 messages as well as the
maximal available number of messages in order to illustrate the
scalability of both, the proposed approach as well as the com-
parison benchmark. Each alignment computation was repeated
25 times in order to mitigate against any “random” effects from
other processes running on the computing platform.
All experiments were run on an iMac with a 2.7 GHz Intel
Core 5 CPU, 8GM of RAM, running Mac OS X 10.8.5 and
Java 1.8.
B. Evaluation Results
The results of our evaluation experiments are summarized
in Table III: for each combination of operation type/number of
messages to align it lists: the median total time taken to gener-
ate an alignment (in milli-seconds), the median memory usage
(in Megabytes), the edit distance of the resulting alignment,
and the number of overlapping characters (i.e. the sum of the
lengths of all common sub-sequences in the alignment). For the
proposed Mandile-Schneider approach, we also list the number
of multi sub-words that were extracted from the generalized
suffix tree (not applicable to ClustalW). The final table column,
titled ‘Speed-Up’, shows the performance increase of Mandile-
Schneider compared to ClustalW.
1) Resource Usage: Table III illustrates the differences
in time complexity for the proposed algorithm compared to
ClustalW, respectively: for all data points, the total time taken
for Mandile-Schneider is significantly better than the one for
ClustalW. The speed-ups vary from 3.78 for 2 sequences in
LDAP Search to 55.63 for 851 sequences in LDAP Add.
A brief statistical analysis demonstrated a strong quadratic
correlation (R2 > 0.99) between the number of sequences
and the total alignment time for ClustalW for all of the six
protocols/operations. This is not surprising as for n sequences,
ClustalW needs to compute the similarities of all n∗(n−1) pos-
sible pairs in order to build the guide tree. The corresponding
(quadratic) coefficients varied from 0.097 for the binary LDAP
Search to 2.50 for LDAP Add. However, even for binary LDAP
Search (where the individual messages are short compared to
the other five case examples), the quadratic correlation was
much stronger than a corresponding linear relationship. On the
other hand, our proposed algorithm exhibits a linear correlation
for the number of sequences/computation time relationship for
LDAP Modify, SOAP, binary LDAP Search and IMS, respec-
tively, whereas the other two protocols/operations showed a
quadratic correlation (but with coefficients around 0.03 for the
quadratic term).
We can conclude that the proposed algorithm is faster than
the ClustalW implementation of BioJava 4.0, and the more
sequences need to be aligned, the greater the speedup. To some
extent this is not surprising given the algorithmic complexity
of ClustalW. However, we will need to run further experiments
on different kind of protocols and/or operations and perform
both, a detailed statistical analysis as well as an algorithmic
complexity analysis to get further evidence of a possible linear
time complexity of the proposed algorithm.
The results for the memory usage are unfortunately not as
consistent. Consider the results for all sequence combinations
for LDAP modify as given in Figure 4.
Fig. 4: Memory usage for LDAP Modify: Mandile-Schneider
on the left, ClustalW on the right. Number of sequences to be
aligned on the x-axis.
For ClustalW, once the similarity between two sequences
is established, the matrix required to compute the similarity
is not needed any more and hence can be garbage collected.
Therefore, the larger the number of sequences, the more
likely the garbage collector will kick in, but as Figure 4
illustrates, this does not happen in a consistent manner (e.g.
demonstrated by the large spread for 100 sequences). Similarly,
for the proposed new approach, once all multi sub-words are
identified, the generated GST is not needed any more and
can be garbage collected. We suspect this has happens as
the median memory usage for all 334 sequences for LDAP
Modify is lower than for 200 sequences. However, without a
more accurate measurement of the maximal memory usage we
cannot really draw too many conclusions from the experiments.
2) Accuracy: To the best of our knowledge, the generated
alignments of both approaches do separate message structure
information from payload, precisely as was required. This was
verified by a combination of manual inspection and hand-
crafted regular expressions that were run over the generated
alignments. With the exception of IMS Update (which will
be discussed in more detail in the next section), the edit
distances of Mandile-Schneider are no more than 10% worse
than ClustalW. The differences in edit distance between the
two alignment approaches is mainly due to how the payload
is aligned – structure information is aligned consistently.
Whereas ClustalW minimizes the number of gaps, Mandile-
Schneider maximizes the total number of overlapping char-
acters which may result in larger gaps between aligned sub-
sequences, and, consequently, a larger edit distance. Initial
results using the generated alignments to create regular expres-
sions as cluster prototypes (the main aim of our investigation)
indicate that the alignments are accurate enough to do so, but
a further, more detailed analysis is required to substantiate this
claim. This is the topic of an ongoing investigation.
An interesting observation of our experiments is that the to-
tal number of multi sub-words generated by the corresponding
generalized suffix tree is quite low. In case of LDAP Add, for
example, even the GST for all 851 messages does not define
Mandile-Schneider ClustalW
Protocol #Seq. Time(ms) Mem.(MB) Edit-Dist. #Chars #MSWs Time(ms) Mem.(MB) Edit-Dist. #Chars Speed-Up
2 82 9 119 290 376 309 23 107 288 3.77
5 109 15 579 267 368 719 14 481 256 6.60
10 158 27 1279 263 389 1324 40 1238 257 8.38
15 212 20 2089 263 391 2041 121 2053 253 9.63
LDAP Add 20 266 11 3019 263 397 2959 69 2870 254 11.12
25 310 42 3945 263 401 4198 304 3662 254 13.54
50 523 85 8635 263 407 10656 218 8402 252 20.37
100 1069 190 18475 263 416 33103 260 17483 252 30.97
200 2674 206 37511 263 430 113122 192 36738 250 42.30
500 12925 416 97875 263 441 667836 260 93450 246 51.67
851 33701 761 166967 263 447 1874737 316 159297 246 55.63
2 60 5 158 161 249 222 15 147 164 3.70
5 72 8 849 150 230 448 19 614 147 6.22
10 118 14 2109 133 174 792 36 1497 126 6.71
15 145 23 2602 132 178 1146 55 2448 121 7.90
LDAP Modify 20 169 29 3579 132 178 1545 150 3053 110 9.14
25 207 15 4546 132 180 2222 217 3858 110 10.73
50 349 22 9683 132 189 5376 300 8394 106 15.40
100 608 125 20292 132 199 14946 304 18566 109 24.58
200 1584 373 43660 132 208 50269 276 41044 109 31.74
334 2786 193 73098 132 214 131497 274 64415 112 47.20
2 69 6 36 284 392 261 18 29 282 3.78
5 95 11 157 283 404 502 11 121 282 5.28
10 140 23 649 274 394 825 34 563 272 5.89
15 187 12 1011 272 406 1304 59 881 268 6.97
20 218 30 1361 272 411 1819 173 1185 268 8.34
LDAP Search 25 266 24 1893 272 423 2560 44 1678 268 9.62
50 468 42 3808 272 434 6447 115 3384 269 13.78
100 879 44 7792 272 449 19952 280 6893 268 22.70
200 2114 181 17357 272 465 71828 322 15602 268 33.98
500 9819 490 45473 272 487 414885 341 41007 268 42.25
621 14018 536 56537 272 490 636085 354 50982 268 45.38
2 57 5 11 234 349 224 14 10 233 3.93
5 71 7 40 230 336 398 18 40 230 5.61
10 97 11 93 230 334 591 61 93 230 6.09
15 129 16 145 230 334 922 94 145 230 7.15
SOAP Withdraw 20 136 22 228 230 334 1240 67 228 230 9.12
25 158 29 286 230 334 1663 95 286 230 10.53
50 265 21 685 230 334 4373 568 598 229 16.50
100 469 87 1410 230 334 13380 295 1226 229 28.53
160 732 115 2411 230 335 31449 229 2116 229 42.96
2 35 3 36 36 42 157 8 35 35 4.49
5 45 4 137 34 46 197 11 137 34 4.38
10 54 5 563 33 44 260 24 566 32 4.81
15 59 5 886 32 46 315 9 888 32 5.34
20 67 7 1194 32 48 373 31 1194 32 5.57
LDAP Search 25 74 8 1664 32 51 471 29 1667 32 6.36
(binary) 50 108 14 3377 32 55 906 83 3343 33 8.39
100 166 31 6915 32 58 2099 156 6913 32 12.64
200 291 33 15503 32 59 5785 245 15491 32 19.88
500 769 97 40316 32 60 27898 578 40353 32 36.28
606 973 169 48887 32 61 40658 377 48924 32 41.79
2 69 5 37 210 306 221 13 26 207 3.20
5 92 9 180 207 299 380 15 90 205 4.13
10 130 15 450 205 303 549 47 186 204 4.22
15 168 23 716 205 303 777 62 279 201 4.63
IMS Update 20 202 31 836 204 303 1098 131 401 202 5.44
(binary) 25 243 16 1047 204 303 1352 256 498 203 5.56
50 386 21 2201 203 304 3332 226 1100 201 8.63
100 701 100 3976 201 306 9227 256 2105 200 13.16
200 1718 170 8352 200 301 31009 218 4764 198 18.05
TABLE III: Results of alignment experiment using six different operation types.
more than 447 multi sub-words (cf. Table III). On the other
hand, the total number of common sub-sequences contained
in these multi sub-words grow exponentially. For the first
two messages, there are 26,339 common sub-subsequences,
growing to 13,906,721,076 (i.e. more than 13 Billion) for five
messages. For 10 messages, the total number of common sub-
sequences cannot be represented using a 64 Bit integer any
more (i.e. it is greater than 1018), demonstrating that the graph-
based approach introduced by Ho¨hl et al. [14] does indeed not
scale beyond small examples as postulated in Section IV.
C. Discussion and Limitations
As illustrated in Table III, there is one protocol/operation
type that performs much worse with regards to the edit
distance for the proposed algorithm compared to ClustalW:
IMS Update. In the following, we briefly discuss one of the
main reasons for this significantly worse edit distance.
Consider the following extract of the payload information
(surname, given name, area code, phone number) for four
messages that each contain a varying number of white spaces
(shown as ‘ ’) in order to ensure a fixed-length message
encoding:
Garufi Meaghan 598 37110
Hoogland Tamar 575 14895
Lindall Fabian 371 80126
Fern Natalie 937 82901
The Mandile-Schneider algorithm generates the following,
non-optimal alignment with an edit distance of 109:
Garufi********** Meaghan 598** 37**110**
Hoogland Tamar* 575*********** ****14895
Lindall Fabian 371************ 80**126**
Fern************ Natalie 937 82901****
The longest common sub-sequence is the seven white
spaces between the area code and phone numbers and this se-
quence is (correctly) aligned first. The longest sub-sequence to
its left are four white spaces: between Garufi and Meaghan
for the first sequence, the first four white spaces between
Tamar and 575 for the second, between Fabian and 371
for the third, and finally the first four white spaces between
Fern and Natalie, respectively. Once this sub-sequence is
aligned, the rest “in the middle” does not contain any common
characters any more and cannot be further aligned.
Please also note that all phone numbers contain at least
one number ‘1’ and the left-most occurrences thereof are
aligned. One may argue that such short common sequences
should not be aligned and it would be straightforward to define
a threshold to ensure that any alignments shorter than this
threshold are ignored. However, the binary LDAP search has
a single character ‘c’ that indicates the operation type and
if we introduce such a threshold then the c’s are unlikely to
be aligned. Therefore, we decided against introducing such a
threshold.
In contrast, ClustalW generates a much better alignment
(edit distance of 60), but even this alignment is not optimal:
Garufi Meaghan 598* 37110
Hoogland Tamar 575* 14895
Lindall Fabian* 371 80126
Fern Natalie 937* 82901
Aligning the 1’s in the phone numbers would introduce
new gaps, hence this is omitted, but it is not clear why
a gap between Fabian and the following white spaces is
introduced, but not for Tamar.
D. Biological Data
Aligning two (or more) sequences of nucleotide or amino
acid residues to identify regions of similarity that may be a
consequence of functional, structural, or evolutionary relation-
ships is standard practice in bioinformatics. Hence, in order to
test the accuracy of the new alignment algorithm with different
input data, we chose to align the first 10,000 amino acids of
both, the human and the mouse genome.6 As a benchmark, we
used the alignment generated by the “standard” Needleman-
Wunsch algorithm [17].
Figure 5 summarizes the results of this experiment. We
only plot an alignment if an aligned sub-sequence is more than
6Refer to [22] for specific details about the two genomes.
Fig. 5: Alignments of Human and Mouse genomes.
Blue squares: Needleman-Wunsch. Green triangles: Mandile-
Schneider (biggest-left-most-common-subword). Red circles:
Mandile-Schneider (9 largest multi sub-words).
5 characters (i.e. amino acids) long. The size of each symbol
relates to the total number of characters in the corresponding
sub-sequence. The alignment of the benchmark Needleman-
Wunsch algorithm (represented as blue squares in Figure 5)
generated only one sub-sequence of 10 characters with 33 sub-
sequences (out of a total of 3,479) having a length greater than
5. This indicates that the human and the mouse genomes do
not have a large overlap in the first 10,000 amino acids.
The biggest-left-most-common-subword strategy does not
generate an alignment that is comparable to the one produced
by the benchmark Needleman-Wunsch – it is represented
by green triangles in Figure 5. The largest alignment is 20
characters long and there are a total of 62 sub-sequences (out of
244) with a size greater than 5. However, the largest alignment
is found at index 2,819 in the human genome, but 98 in the
mouse, a significant difference between the two. An algorithm
that favours size (of sub-sequences) over “location” is probably
not a good fit to align the first 10,000 amino acids of the
genomes of human and mouse.
Therefore, we devised another strategy to identify the
anchor at each step of the alignment. Instead of getting the left-
most common sub-sequence of the largest multi sub-word, we
identify the n largest multi sub-words, generate all common
sub-sequences thereof, and choose the common sub-sequence
with the smallest variance in the relative starting indices
(normalized by size) as the new anchor. Figure 5 includes
the alignment generated by this strategy (represented by red
circles) with n = 9. The largest alignment is 15 characters
long and there are a total of 81 common sub-sequences (out
of 1,645) with a size greater than 5.
Clearly, the revised strategy seems to be a much better fit
than the original biggest-left-most-common-subword strategy.
It also shows the flexibility of the proposed approach as new
anchor identification strategies can be defined that better fit the
specific nature of a given alignment problem at hand.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a novel, time and memory
efficient Multiple Sequence Alignment (MSA) algorithm based
on Generalized Suffix Trees (GSTs). We evaluated the accu-
racy and efficiency of the new algorithm against six enterprise
service message trace datasets, with the proposed algorithm
performing up to 50 times faster for large number of sequences
than standard MSA approaches. We also evaluated the new
approach using a data set from bioinformatics, demonstrating
the adaptability of the approach to different domains.
The core component of the Mandile-Schneider algorithm
is the GST, which can be constructed in linear time. The
empirical measurements we have made support that Mandile-
Schneider scales with approximately linear complexity. Future
work will conduct a more thorough analysis of the algorithm’s
time and memory complexity, including for the worst case and
the average case. We will also do additional empirical investi-
gations of the proposed MSA algorithm on different data sets
and explore alternative strategies to identify the anchors in the
splitting process. Furthermore, the current implementation of
trimming partially overlapping multi sub-words is not optimal
and improvements could lead to further run-time gains.
For the majority of this work, we focused our attention on
identifying the overlapping sub-sequences of a set of messages
in order to identify the constant parts of regular expression-
based message prototypes. Based on these alignments, finding
suitable patterns for the non-overlapping segments in order to
complete the regular expressions and evaluating their accuracy
and effectiveness is a topic of an ongoing investigation.
Finally, the linear time complexity for the construction of
generalized suffix trees makes them an ideal focus for further
work. Particularly, we would like to investigate whether the
structural information of a GST alone is sufficient to define a
form of similarity between sequences that exhibits properties
similar to the more commonly used edit distance.
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