INTRODUCTION
A Software Product Line (SPL) is a set of products, which are built from a number of features, a feature being some aspect of functionality [11] . A product can be seen as being a set of features and feature models are often used to define the allowed combinations of features and so the valid products. There is evidence of a number of companies using feature models, including Boeing [65] , Siemens [35] , and Toshiba [56] .
Ideally one would test all of the products in an SPL defined by a feature model. However, a feature model might specify a vast number of products; often it is not feasible to test every valid product. In addition, since the products of an SPL are built from a common set of features, one would expect that the testing of all valid products would introduce significant redundancy. Thus, even if one could test all valid products, this is likely to be inefficient and, assuming a limited testing budget, might also be ineffective. These observations have led to two problems being investigated: the problem of choosing a set of products to test (the test selection problem) and the problem of choosing a good order in which products should be tested (the test prioritisation problem). Test selection aims to choose products that are likely to reveal any faults that are present, while prioritisation aims to find faults as early as possible. Previous work in this area has taken the view that these problems complement each other and has therefore considered selection and prioritisation together [24, 29, 50, 74] . This is the approach we also take in this paper.
The selection and prioritisation problems, as described above, are expressed in terms of the actual faults in the products of an SPL. However, normally the tester does not have access to this information before testing begins. Thus, the problem is to find a test suite (sequence of valid products) that is likely to be a good solution (in terms of selection and prioritisation). It has been observed that a number of properties of good test suites can be captured by objective functions that map a test suite to a value that represents how 'good' this test suite is according to the properties (see, for example [19, 23, 29, 31, 32, 48, 51, 58, 61, 71, 72, 74] ). For example, a fault might be associated with the interaction of a pair of features and so we might want to test as many such interactions as possible (pairwise coverage). This is an example of a functional objective; one associated with the functionality of the features and how the features are combined in the feature model. There are also non-functional objectives (quality attributes) such as the cost of a feature.
Since a number of objectives/fitness functions have been identified, the problem of finding a good solution has been expressed as a multi-objective optimisation problem [19, 23, 24, 31, 47, 48, 55, 58, 71, 72, 74] . Previous work developed test generation approaches based on evolutionary multi-objective algorithms and found these to be effective [19, 23, 31, 48, 58, 71, 72, 74] ; a recent survey was provided by Herrejon et al. [49] .
The literature on test generation from feature models has three important limitations that we address in this paper. First, most previous work has looked at multi-objective optimisation problems, in which there are two or three objectives, but only a few have explored the benefits of many-objective optimisation, with four [23, 74] and five objectives [72] . In fact, Herrejon et al. [49] explicitly mentioned many-objective search in SPL testing as an open challenge. Second, previous work has typically addressed the problem by either weighting the objectives or separately considering test selection and prioritisation. Third, all previous approaches have resorted to standard state-of-the-art optimisation algorithms neglecting the potential benefits of exploiting the knowledge of the problem to develop more powerful algorithms. As a result, such approaches may either be unable to provide a set of good trade-offs for the tester or fail to guarantee the quality of the test suite on some objectives.
In this paper we address the many-objective optimisation problem and devise a novel approach to this optimisation problem, the grid-based evolution strategy (GrES). In addition, the proposed approach is inspired by the observation that typically, when testing the products of a product line, the tester will want to ensure that all pairs of features are tested. The motivation for this is that combinatorial testing, and specifically pairwise testing, is the main coverage criterion considered in the SPL literature (e.g., in [53] the authors identified over forty approaches for combinatorial testing in SPL). The essential idea is that we have a type of coverage that should be achieved and we want the 'best' solution that achieves this coverage. Naturally, it would be straightforward to generalise the approach to the case where one wants to achieve a certain level of pairwise coverage that is less than 100%. As a result of our approach, the proposed evolution strategy prioritises pairwise coverage: when comparing two solutions, it first compares them on pairwise coverage and only then (if they have the same pairwise coverage) on the other objectives. In Section 3 we further explain and justify this decision.
An alternative approach would be to weight the different objectives, in order to turn a multiobjective optimisation problem into a single-objective optimisation problem (see, for example, [19, 31, 71, 74] ). However, the multi-objective approach has a number of advantages. In the singleobjective approach, when giving a high weight to a particular objective (such as pairwise coverage) one is making this 'more important' but by a fixed multiplier. Thus, for example, if we have two objectives and we give the first a weighting ten times that of the second then (under minimisation) we prefer (3, 12) to (4,3) but we do not prefer (3, 12) to (4, 1) . In contrast, in our approach we always prefer a solution with higher pairwise coverage -we are saying that pairwise coverage is more important than the other objectives, rather than it being X times more important for some fixed X. This better captures the nature of the problem. In addition, the multi-objective approach provides a range of trade-offs between the other objectives (those other than pairwise coverage) and the developer can then assess these alternatives and choose from them. Note also that GrES does not require the developer to choose values for weights; for the single-objective approach it is unclear how a developer would choose weights without, for example, some initial experiments/tuning. This paper makes the following main contributions. It proposes a novel approach to manyobjective test suite generation for software product lines, in which we consider nine fitness functions. Novelty is also provided by the algorithm design, which uses a rarely used class of evolutionary algorithms (evolution strategy) that works on a small population and does not have a crossover operation (i.e., asexual reproduction -variance being introduced only by mutation). We also customised the evolution strategy by taking advantage of domain knowledge in selecting individuals for variation. The paper then reports on the results of experiments that compared the proposed GrES with two algorithms previously devised for this problem and a range of multi-objective optimisation algorithms. The evaluation used randomly generated feature models, in order to enable us to explore the effect of the size of the feature model. It also used 19 realistic feature models: feature models from the literature with randomly generated attribute values. Finally, the paper reports on the results of an experiment using a realistic feature model with real attribute values.
In the experiments, we found that the proposed approach for comparing individuals always led to a population in which all individuals (test suites) provided full pairwise coverage; in contrast, the other approaches returned populations in which at most 10% of individuals provided full pairwise coverage. In addition, GrES returned populations that had higher quality, as assessed by their hyper-volume (HV) 1 [82] , with many of the effect sizes being large. In order to evaluate whether the use of an evolution strategy was a good choice, we also had experiments in which a number of different multi-objective approaches were adapted to use our novel comparison mechanism. In these experiments, all approaches returned a population whose individuals all had full pairwise coverage. However, the evolution strategies returned the highest HV values, with most differences being statistically significant. Two previous multi-objective approaches used variants of NSGA-II but with fewer objectives [48, 58] . We had experiments in which we compared GrES with these two approaches, restricting the objectives considered in the evaluation to those previously used. Unsurprisingly, the results more mixed: GrES produced lower HV values for the smaller models but higher HV values for the larger models. Note that we did not change the set of objectives that GrES was attempting to optimise and so GrES had the disadvantage of considering additional objectives that were not used in the comparison. Finally, experiments were performed to assess scalability; in this it was found that GrES is faster than the two previous approaches and that the approaches that use our novel comparison mechanism had similar execution times.
The paper is structured as follows. In Section 2 we review background material and in Section 3 we describe our novel many-objective approach. Section 4 then outlines the experimental design while Section 5 gives the results of the experiments and discusses these. In Section 6 we discuss threats to validity and Section 7 then places our work in the context of the literature. Finally, in Section 8 we draw conclusions and discuss possible lines of future work.
BACKGROUND

Feature Models
Software Product Lines (SPL) engineering focuses on the systematic development of families of software products [11] . Products in SPLs are represented in terms of features where a feature is any distinguishable characteristic relevant for the stakeholders [37] . A feature model is a tree-like representation of all the products of an SPL in terms of features and relationships among them. These relationships constrain the way in which features can be combined to form valid products. Feature models were first introduced as a part of the Feature-Oriented Domain Analysis method (FODA) by Kang back in 1990 [37] . Since then, feature modelling has become the de-facto standard for variability management in SPLs. Fig. 1 depicts a sample feature model representing an SPL for mobile phones [58] . The software loaded into the mobile phone is determined by the features that it supports, e.g., Camera. The root feature ("Mobile Phone") identifies the SPL. The following types of relationships constrain how features can be combined in a product.
• Mandatory. If a feature has a mandatory relationship with its parent feature, it must be included in all the products in which its parent feature appears. In Fig. 1 , all the products of the SPL must provide support for the mandatory feature Calls. • Optional. If a feature has an optional relationship with its parent feature, it can be optionally included in the products that include its parent feature. For instance, GPS is defined as an optional feature in Fig. 1 . • Alternative. The children of a feature are defined as alternatives if exactly one feature should be selected when its parent feature is part of the product. In the example, mobiles phones must support a Basic or a High Definition (HD) screen, but not both in the same product. • Or-Relation. Child features are said to have an or-relation with their parent when one or more of them can be included in the products in which its parent feature appears. In Fig. 1 , mobiles phones may include a Camera, an MP3 player, or both of them.
In addition to hierarchical relationships, feature models can also contain Cross-Tree Constraints (CTCs) between features. These are typically of the form "Feature A requires feature B" or "Feature A excludes feature B". In Fig. 1 , mobiles phones including a Camera require an HD screen.
Feature models can be extended with extra-functional information by means of feature attributes. These models are referred to as attributed feature models. An attribute usually consists of a name, a domain and a value, e.g. GPS.cost = 20. Attributes are usually represented either graphically in the feature model or as a table indicating the values of the attributes for each feature. Table 1 Basic  1  25  0  270  Calls  6  20  5 1,000  Camera  12  35  7  680  GPS  8  45  11  460  HD  3  25  2  510  Media  9  5  5 1,100  MP3  4  10  3  390  Screen  2  5  1  930 Feature models can be automatically analysed to extract information from them. Catalogues with up to 30 analysis operations on feature models have been published [9] . Typical analysis operations allow us to know whether a feature model is consistent (it represents at least one product), the number of products represented by a feature model, or whether a feature model contains any errors. The analysis of feature models is supported by a number of tools including the FaMa framework [69] , FeatureIDE [68] , PLEDGE [30] , and Clafer [8] .
Feature Changes Cost Faults Size
SPL testing approaches typically follow a model-based approach, where the feature model represents the testing space of the product line, and the products represent potential test cases. In this paper, a test case is a product and so we use these two terms interchangeably. Likewise, we define a test suite to be a sequence of test cases, i.e., products. The number of products represented by a feature model tends to increase exponentially with the number of features. Hence, for instance, the Drupal feature model, derived from the popular Web framework Drupal, has 48 features and 21 cross-tree constraints, and it represents 2.09 · 10 9 potential products [60] . Thus, typically it is not feasible to test every single product. To address this problem, several test case selection techniques have been proposed to select a representative subset of the products to be tested. Among them, pairwise testing is a highly-used technique that selects test suites that contain all the possible combinations of pairs of features [53] . For instance, Table 2 depicts a pairwise suite for the model in Fig. 1 , where the number of products is reduced from 12 (total number of products represented by the model) to 5 containing all the possible feature pairs. However, as will be explained later, there are many other properties of a good selection or prioritisation that can be captured by a range of fitness functions. For example, recently changed features tend to be more fault prone and so ideally should be included in products that are tested relatively early in the process. 
Evolutionary Multi-Objective Optimisation
In multi-objective optimisation we have two or more objectives/fitness functions that we wish to optimise. Let us suppose that we have a multi-objective optimisation problem in which the search space is X . The classic approach to comparing two candidate solutions A ∈ X and B ∈ X is to use Pareto dominance [12] , where A is said to Pareto dominate B if A is better than B on at least one objective and at least as good as B on all other objectives. Thus, if A Pareto dominates B and we have already found A then there is no point in considering B; A is preferable to B. In contrast, if A and B are not related under Pareto dominance then they represent different trade-offs between the objectives. Under Pareto dominance, the "best" candidate solutions are those in the Pareto optimal set (called Pareto front) in the objective space, which is the set of elements in X that are not Pareto dominated by any other element in X . Evolutionary algorithms (EAs) are a class of stochastic search and optimisation methods that mimic the process of natural evolution. Over the past two decades, there has been significant interest in the use of EAs to solve multi-objective optimisation problems (MOPs) [12, 16, 80] , the resulting research branch being called evolutionary multi-objective optimisation (EMO). The success of EMOs can be attributed to two major advantages of EAs. One is that they have low requirements on the problem characteristics and are capable of handling large and highly complex search spaces. The other is that their population-based search can achieve an approximation of the problem's whole Pareto front. The population returned represents a set of alternative trade-offs between the objectives.
In general, evolutionary algorithms can be loosely categorised into three metaheuristics: genetic algorithm (GA), evolution strategy (ES), and genetic programming (GP) [4] . GA and ES are commonly used to generate solutions to optimisation and search problems, while the solutions in GP are in the form of computer programs. GA often operates on a relative large population (e.g., with 100 individuals), and performs both crossover and mutation to produce new individuals. In contrast, ES is based on ideas of self-adaptation, and often has a very small population and no crossover in its variation operation [63] . Formally, an ES has a (µ+λ) evolution form, where µ and λ are the number of parental individuals and offspring individuals, respectively. In EMO, most algorithms are GAs; very few are based on the ES principles and the most popular multi-objective ES is the Pareto archived evolution strategy (PAES) [38, 39] .
Many-objective optimisation refers to the simultaneous optimisation of four or more objectives [40] . There are a number of differences between many-objective optimisation and multiobjective optimisation with two or three objectives. The increase in objective dimensionality can bring many difficulties, such as the ineffectiveness of the Pareto dominance criterion, aggravation of the conflict between convergence and diversity, inaccuracy of density estimation, inefficiency of recombination operation, increasing sensitivity to parameter settings, and rapid increase of time or space requirement. These issues cause significant challenges when using EAs in dealing with many-objective optimisation problems, especially for Pareto-based approaches.
THE PROPOSED ALGORITHM
In this section, we describe the proposed algorithm, the grid-based evolution strategy (GrES). We start by presenting an approach to optimisation (i.e., how to view the objectives to be optimised) that takes into account domain knowledge. We then explain the motivation for using an evolution strategy (rather than a generic genetic algorithm), and also what makes GrES different from existing evolution strategies. Next we describe the method used for selecting parental individuals for variation in the evolutionary process. This is followed by an explanation of the individual encoding and variation operators. Finally, we give the main procedure of GrES.
Optimisation Approach
As stated previously, SPL test suite generation can be seen as a combination of two problems, the test selection problem and the prioritisation problem. Test selection aims to choose products (as few as possible) that are likely to reveal any faults that are present, while prioritisation aims to find faults as early as possible. These problems result in two groups of objectives to be optimised in test suite generation: selection (including pairwise coverage), and prioritisation. Note that the two groups often have several objectives, and this thus forms an optimisation problem with many objectives.
Much of the previous work in the area has integrated all (or some) of the above objectives into one single fitness function with weighting factors (see, for example, [31, 55, 71, 74] ). As previously discussed, when giving a high weight to a particular objective (such as pairwise coverage) one is making this more important by a fixed multiplier. This less effectively represents the nature of the problem, in which one objective is more important than the others (and not by a fixed ratio).
Another (complementary) approach that has been used is to separately consider test selection and prioritisation (see, for example, [1, 19, 29, 31, 47, 48, 55, 58, 61] ). These approaches can decrease the difficulty of the considered problem from many objectives to multiple objectives. However, they may either be unable to provide a set of good trade-offs for the tester or fail to guarantee the quality of the test suite on some objectives (i.e., those not being considered in the optimisation).
In this paper, we use nine fitness functions that represent both groups of objectives and aim to achieve a set of good trade-offs between them. Yet, we do not treat all the objectives equally, instead we consider pairwise coverage first and then optimise the remaining objectives simultaneously. This was motivated by the fact that pairwise coverage can be seen as the main aim in test suite generation -we want to achieve full pairwise coverage and ideally also do well for other objectives. Another advantage of this approach is that it avoids the simultaneous optimisation of heavily conflicting objectives (i.e., pairwise coverage versus cost), thus enabling Pareto-based approaches (those using Pareto dominance to assign individuals' fitness) to work well on this many-objective problem. This can be seen in the proposed Pareto-based algorithm GrES.
Specifically, we use two simple rules to compare two individuals in the (environmental) selection process of GrES 2 : 1) preferring the individual with higher pairwise coverage and 2) preferring the individual with better fitness (determined by the other objectives) when their pairwise coverage is equal.
Why use an Evolution Strategy
We ran some initial experiments with EAs on the considered SPL testing problem, with a seeding strategy that used the CASA tool to generate an initial test suite that achieves full pairwise coverage, as in [48] . In these initial experiments we observed that, with the seeding strategy, evolutionary search that had no crossover operation performed better than (or at least as well as) search that used crossover. And we also observed that the crossover between the seed individual and a randomlygenerated individual typically produced offspring with worse performance (i.e., prioritisation objectives and cost objectives) than the seed individual. One explanation for this is that a crossover operation, which typically brings a big change to the individual, could disturb some good building blocks of chromosomes in the seed individual.
In addition, we also observed that in an algorithm without crossover the individuals in the final population were all from the seed individual (i.e., all being offspring of the seed individual). This means that randomly-generated individuals in the initial population make no contribution to the final result.
Given these two observations, evolution strategy, which has a very small population size and no crossover operator, seems a good option. That is, we continually do some variations around the seed individual and its offspring during the evolutionary process in an effort to produce some new promising individuals. This has the potential to significantly reduce the number of evaluations, resulting from the randomly-generated individuals, and make the search focus on the seed individual.
Like PAES [39] , GrES uses a grid-based archive (see Figure 2 ) to store promising solutions (nondominated solutions 3 ) generated during the evolutionary process. However, GrES significantly differs from PAES (and other ESs) in that the current population (i.e., the solutions that act as parental individuals to generate offspring) is not based on the last-generation population and their offspring, but rather its elements are selected carefully from the archive set. In each generation, GrES selects three specific individuals from the archive according to some domain knowledge (this will be explained in detail in the next subsection) to form the current population and mutates them to form three new individuals, thus resulting in a (3+3) evolution form.
Finally, it is worth mentioning that the grid-based archive of GrES is managed by an individualcentred calculation environment (inspired by [77] ) whose computational cost is virtually independent of the number of hyperboxes in the grid and only increases linearly with the number of objectives. This contrasts with many grid-based EAs (such as PAES) whose selection operation entails a traversal of all the hyperboxes in the grid; the number of such hyperboxes grows exponentially with the number of objectives [14] .
Selection for Variation
In an evolving population, the selection of the individuals from which to produce offspring (called mating selection) is crucial. Unlike existing ESs, whose population always comes from either the last-generation population or their offspring, GrES constructs the population by selecting some specific solutions from the archive set. Here, we explain how domain knowledge was used to design the mating selection of the algorithm. Specifically, GrES takes advantage of the fact that in the test suite generation problem the cost objectives are not directly in conflict with the prioritisation objectives. That is, removing a product in a test suite does not necessarily worsen the prioritisation objectives of the suite, and changing the order of products in a test suite for a better prioritisation does not increase the cost of the test suite. This also means that a test suite may achieve both a high prioritisation and a low cost. In light of this, we consider the following two operations. One operation randomly performs some variations on an individual in the archive to achieve a better cost or prioritisation. For better cost, a test case removal operation (which will be explained in the next subsection) is carried out in order to tentatively reduce the suite size. For better prioritisation, a test case swap operation is carried out to give a perturbation. Note that in each generation of GrES, only one individual in the archive set is selected to perform the above variations. The selection is based on the grid; this process is like the one in PESA-II [13] . First we randomly select one non-empty hyperbox in the grid and then randomly select one individual from this hyperbox.
The other operation is applied to the individual having the best prioritisation under one specific size of the current test suites; i.e., from a set of test suites with the same number of test cases in the population, the operator selects one with the best prioritisation (determined by the sum of the normalised prioritisation objectives). For this individual, one of the four variations, test case swap, test case removal, test case addition and test case substitution, is randomly performed. The test case removal operation is to tentatively reduce the suite size of the individual. The test case swap and addition operations are to tentatively increase the prioritisation values of the individual. The test case substitution is for both.
Finally, as the archive only allows the entry of new individuals that are not dominated by the existing individuals in the archive, it contains the best individuals produced so far. Individuals located in sparse areas of the archive tend to have not been developed well, e.g., they are probably newly produced individuals that just entered the archive. Here, we try to explore such individuals. To do so, we consider a well-known density estimator, grid degree [13] . Specifically, we first consider a non-empty hyperbox with the fewest individuals in the archive (randomly select one if there end if 9: end while 10: return Q are two or more such hyperboxes) and then randomly select one individual from this hyperbox; see an illustration in Figure 2 . After the selection, one of the above four variations are randomly performed on the selected individual for a better cost or prioritisation.
Encoding and Variation Operators
We used the same binary string encoding as in [58] . A chromosome (individual) is formed by a sequence of test cases, where each test case is represented by l bits (l being the number of features in the feature model). Thus, a test suite with k test cases has k × l bits. The order of features in each test case corresponds to the depth-first traversal order of the tree. A value of 1 means that the corresponding feature is included in the test case, while a value of 0 means the feature not being included. Note that all of the products (tests) used are valid products as a result of using two tools that generate valid products: CASA [25] in seeding and PLEDGE [30] (where internally a modified version of SAT4j [29] is used) when adding products.
We used four simple mutation operators from [58] 
Procedure of the Proposed Algorithm GrES
Algorithm 1 gives the framework of the proposed algorithm GrES. Step 1 is the archive initialisation. Steps 2-9 is the main part of the algorithm. First, the current evolutionary population {µ 1 , µ 2 , µ 3 } is selected from the archive set by three selection operations (explained previously in Section 3.3), as stated in Step 3. Then, three variation operations (Algorithms 2 and 3) are carried out on µ 1 , µ 2 and µ 3 and obtain three offspring λ 1 , λ 2 and λ 3 (Step 4).
Step 5 compares these three offspring with the individuals in the archive set. The comparison operation, which is based on the approach in Section 3.1, is described in Algorithm 4. Finally, Steps 6-8 maintain the archive set -if its size exceeds the predefined maximum threshold then a truncation operation is performed to remove the individual(s) in the current most crowded area. Note that this truncation (described in Algorithm 5) is the same as in PAES [39] . Q ← Q \ {q} 5: end while 6: return Q
The Optimisation Problem
In this subsection, we present nine state-of-the-art objective functions for search-based test case generation in SPLs. Three of the functions concern test case selection (i.e., selecting a subset of products to be tested) and six functions address test case prioritisation (i.e., ordering products to detect bugs as soon as possible). All the functions receive an attributed feature model representing the SPL under test (fm) and a test suite (ts) as inputs and return a value measuring the quality of the suite with respect to the optimisation objective. Each function is illustrated using the feature model fm from Fig. 1 and the test suite ts = [TC1, TC2] shown in Table 3 . Table 4 summarises the objective functions used in our study, indicating for each objective the section where it is described and whether it will maximised or minimised. We use the following objective functions for test case selection in SPLs.
Pairwise Coverage (PC)
. This function counts the number of feature pairs covered by the input test suite. It has been extensively used in related work in SPL testing [53] . In this paper, we use the most common approach where the function pc(fm, tc i ) returns the number of pairs of features covered by the test case tc i at position i in test suite ts, that were not covered by preceding test cases tc 1 , . . . tc i−1 . This objective function is defined as follows: 
Test Suite Size (TSS)
. This function returns the number of products in the input test suite ts [31, 47, 48] . This objective function is defined as follows:
(2) In the example, where ts = [TC1, TC2], TSS(ts)=2.
Test Suite Cost (TSC)
. This function returns the cost of testing the products in a suite as the sum of the cost of testing each product [31, 72] . The cost of testing a product is equal to the sum of the cost of the features in the product. Recall that the cost attribute represents an estimation of the resources needed to test the feature (e.g., execution time). Let the function cost(fm, tc i ) return the sum of the costs of the features included in the test case tc i . The test suite cost is defined as follows:
As an example, based on the feature attribute values depicted in Table 1 , the cost of the features in TC1 is 20 for the feature Calls, 5 for Screen, 25 for Basic, 5 for Media and 10 for MP3, adding up 65 in total. Analogously, the sum of the cost of the features of TC2 is 145. Therefore, the value of the function is calculated as TSC(fm, ts)=65+145=210.
In the following, we present the objective functions for test case prioritisation in SPLs used in our work, proposed by Parejo et al. [58] . We start by introducing the prioritisation objectives based on the information extracted from the feature tree.
Coefficient of Connectivity-Density (CoC).
The coefficient of connectivity-density metric calculates the complexity of a feature model in terms of the number of edges and constraints of the model [7] . Sánchez et al. [61] adapted this metric to calculate the complexity of a feature by measuring the number of edges and constraints in which the feature is involved. For a feature f , the complexity of f is the number of edges (including those for cross-tree constraints) that are associated with f in the feature model. For example, Mobile Phone has complexity 4 (there are four children of Mobile Phone in the feature model) and Camera has complexity 2 (one for the edge to its parent and one for the cross-tree constraint).
This function calculates the CoC of the features of a suite, thus giving priority to those test cases covering features with higher CoC more quickly. Let the function coc(fm, tc i ) return the sum of the CoC metric of the features included in the test case tc i , considering only those features not included in preceding test cases tc 1 . . . tc i−1 . This objective function is defined as follows:
As an example, test case TC1 has a CoC of 13 calculated as follows: 4 edges in Mobile Phone, 1 edge in Calls, 3 edges in Screen, 1 edge in Basic, 3 edges in Media and 1 edge in MP3. The features in TC2 that are not included in TC1 are HD, GPS, and Camera. Hence TC2 has a value of 5 computed as follows: 2 edges in HD, 1 edge in GPS, and 2 edges in Camera. Considering that TC1 is placed in position 1 and TC2 in position 2, the function is calculated as CoC(fm, ts) = (13/1) + (5/2) = 13 + 2.5 = 15.5 3.6.5 Dissimilarity (D). Some authors have shown that dissimilar products are likely to detect more faults than similar ones [3, 29, 61] . Based on this idea, we let the dissimilarity of a test case be the number of features of this test case that have not been included in the preceding test cases, giving priority to those test cases that cover more new features more quickly. Let the function df (fm, tc i ) return the number of features in test case tc i that were not included in the preceding test cases tc 1 . . . tc i−1 . The dissimilarity objective function is defined as follows:
As an example, test case TC1 has a dissimilarity value of 6, equal to the number of its features. Test case TC2 has a dissimilarity value of 3, equal to the number of features not included in TC1: HD, GPS and Camera. Considering that TC1 is placed in position 1 and TC2 in position 2, the function is calculated as D(fm, ts)= (6/1) + (3/2) = 6 + 1.5 = 7.5 3.6.6 Variability Coverage and Cyclomatic Complexity (VCCC). The variability coverage and the cyclomatic complexity metrics of a product have been used as effective drivers for the selection [22] and prioritisation [61] of test cases in SPLs. The cyclomatic complexity of a product is measured as the number of cross-tree constraints enforced by the product. The variability coverage is measured as the number of variation points in the products, where a variation point is any feature that provides different variants to create a product, i.e. optional features and non-leaf features with one or more non-mandatory subfeatures. This objective function calculates the value of both metrics for each product of the suite, giving a higher weight to those products at the top of the suite. Let function vc(fm, tc i ) return the number of different cross-tree constraints and the number of variation points involved on the features included in test case tc i that were not included in preceding test cases tc 1 . . . tc i−1 . The VCCC objective function is defined as follows:
As an example, TC1 has 3 variation points, namely Mobile Phone, Screen and Media. Analogously, the features in TC2 not included in TC1 include 1 variation point (GPS) and a cross-tree constraint between HD and Camera, which counts as 2. Since TC1 is placed in position 1 and TC2 in position 2, the function is calculated as VCCC(fm, ts) = (3/1) + (3/2) = 3 + 1.5 = 4.5
The following objective functions are based on the extra-functional information provided by feature attributes. To illustrate each function, the feature attribute values depicted in Table 1 are used.
3.6.7 Number of Changes (NC). The number of changes has been proposed as a good indicator of error proneness and can be used to predict faults in later versions of systems [78] . This objective function counts the number of changes that have been made to the (code of the) features contained in the products of a test suite, giving more weight to the features included in the products at the top of the test suite. Let the function nc(fm, tc i ) return the number of code changes covered by features of the test case tc i at position i that were not covered by preceding test cases tc 1 . . . tc i−1 . Note that we say that a test case covers a change if it includes the feature where the change was made. The NC objective function is defined as follows:
As an example, test case TC1 covers 6 changes in the feature Calls (see feature attribute values in Table 1 ), 2 changes in Screen, 1 change in Basic, 9 changes in Media and 4 in the feature MP3, 22 changes in total. Test case TC2 includes three new features HD, GPS and Camera, with 3, 8, and 12 changes respectively, 23 changes in total. Considering that TC1 is placed in position 1 and TC2 in position 2, the function is calculated as NC(fm, ts) = (22/1) + (23/2) = 22 + 11.5 = 33.5 3.6.8 Number of Faults (NF). The number of faults in previous versions of the system has also been proposed as an effective bug predictor [78] . This objective function calculates the number of known faults in the features of a test suite and the speed in covering those faults (features), giving a higher value to those test cases that cover more faults faster. We may recall that this objective function uses historical data about the faults reported in previous versions of the products under test. Let function nf (fm, tc i ) return the number of faults detected by the test case tc i that were not detected by preceding test cases tc 1 . . . tc i−1 . Note that we consider that a test case (product) detects a fault if it includes the feature(s) that triggered the fault. The NF objective function is defined as follows:
As shown in Table 1 , test case TC1 covers 5 faults in the feature Calls, 1 fault in feature Screen, 0 faults in feature Basic, 5 faults in feature Media and 3 faults in feature MP3; 14 faults in total. Test case TC2 covers 2 known faults in HD, 11 faults in GPS, and 7 faults in Camera; 20 faults in total. Assuming that TC1 and TC1 are placed at the first and second positions of the suite respectively, the function is calculated as NF(fm, ts) = (14/1) + (20/2) = 14 + 10 =24 3.6.9 Feature Size (FS). The size of a feature has also been suggested as a measure that provides a rough idea of the complexity of the feature and its error proneness [60] . This objective function measures the number of lines of code in the features involved in a test suite, giving priority to test suites covering code faster. Let function fs(fm, tc i ) return the sum of the sizes of the features included in the test case tc i that were not included in preceding test cases tc 1 . . . tc i−1 . The FS objective function is defined as follows:
Based on the feature attribute values shown in Table 1 , test case TC1 has 3, 690 lines of code calculated as follows: 1,000 in the feature Calls, 930 in Screen, 270 in Basic, 1,100 in Media and 390 in MP3. The new features included in TC2 have a total of 1, 650 lines of code: 510 in HD, 460 in GPS, and 680 in Camera. Assuming that TC1 is placed in position 1 and TC2 in position 2, the function is calculated as FS(fm, ts) = (3,690/1) + (1,650/2) = 3,690 + 825 = 4,515 4 EXPERIMENTAL DESIGN
Performance Metrics
We used a comprehensive performance metric, hypervolume (HV) [82] , to study the results of the experiments. HV measures the volume of the objective space enclosed by a solution set and a reference point. A large value is preferable and reflects the solution set achieving good quality in all three aspects, convergence, extensity and uniformity; an illustration can be seen in [34] . HV is arguably the most popular metric in the area due to its good theoretical and practical properties, such as being compliant with Pareto dominance between solution sets and not requiring a good representation of the problem's Pareto front. There do exist other performance metrics frequently used in software engineering, such as those presented in [73] including GD, IGD, PFS, C, ED, GS and epsilon-indicator. However, each metric has its own working range and applying metrics to problems for which they are not suitable may easily lead to inaccurate evaluation [45] . For example, the metrics GD and IGD need a Pareto front representation with densely and uniformly distributed points [45] , which is not available in our problem. The metrics PFS and C consider the number of nondominated solutions in the final population; however in many-objective optimisation, almost all the solutions in the population are nondominated. The metric ED can only partially reflect convergence [42] and GS only works for bi-objective problems [42] . The metric epsilon-indicator tends to give very similar results to HV, as shown theoretically [10] and experimentally [59] .
In the calculation of HV, two crucial issues are the scaling of the objective space and the choice of the reference point. Since the objectives in the considered problems take different ranges of values, we normalised the objective values of the obtained solutions according to the ranges of an estimated Pareto front. Following common practice, the estimated Pareto front consists of the nondominated solutions of the collection of all the solutions produced on a given problem. The reference point was set to 1.1 times the upper bound of the estimated Pareto front (i.e., r = 1.1 m ) to emphasise the quality balance between convergence and diversity. In addition, since an exact calculation of the HV metric can be computationally expensive in many-objective optimisation, we estimated the HV result by Monte Carlo sampling. Here, 10,000,000 sampling points were used to ensure accuracy [5] .
Since the software engineer is typically only interested in test suites that achieve full pairwise coverage, we also introduced a metric to evaluate the ability of each algorithm to return such test suites, called full coverage ratio (FCR), namely, the proportion of solutions with full pairwise coverage in the final population. In addition, it is necessary to note that in computing HV, we only used solutions with full pairwise coverage. That is, we computed HV of only the solutions with full pairwise coverage in the population, considering all objectives except the first one (the pairwise coverage).
Overview
The proposed approach, GrES, was evaluated through experiments that compared it with several alternatives. The experiments compared FCR and HV values and addressed the following five research questions. The initial experiments, addressing the first research question (RQ1) compared GrES with two related approaches proposing the use of different instances of NSGA-II, which we call NSGA-II H [48] and NSGA-II P [58] . We chose these approaches because we found them easy to reproduce and because they are both closely related to our work (they addressed the problems of test selection [48] and test prioritisation [58] in SPL).
We also used PLEDGE (Product Line Editor and Test Generation Tool) [30] in the experiments that addressed the first research question. PLEDGE is an open-source tool for the selection and prioritisation of SPL products maximising the feature interactions covered. The key feature of PLEDGE is that it maximises the dissimilarity among products as a proxy to achieve high coverage, allowing it to scale to large SPLs. More specifically, the tool works in two steps. First, a set of products maximising dissimilarity is selected. Second, the products are ordered (i.e. prioritised) based on dissimilarity, i.e. the most different products are ranked first. In practice, PLEDGE aims to optimise two of the objectives presented in Section 3.6: pairwise coverage (selection) and dissimilarity (prioritisation).
PLEDGE receives as inputs a feature model, the number of products to be generated, and the time allowed for generating them. In our experiment, we set the number of products equal to the size of the pairwise suite generated by CASA, used as seed in GrES (between 6 and 61 products). For the execution time limit, we used the median of the execution times of all the other techniques under evaluation for a model (reported in the next sections). Note that, when comparing PLEDGE and GrES, GrES has the advantage that it starts with a seed that provides full pairwise coverage. GrES, however, is required to optimise over nine objectives whereas PLEDGE only has to optimises on two (a multi-objective problem)
We then performed additional experiments that addressed the second research question (RQ2) and so compared GrES with alternative multi-objective optimisation algorithms when using the same approach (i.e. by first considering pairwise coverage). The aim of these experiments was to evaluate our novel evolution strategy (i.e. if RQ1 found that GrES outperformed the current techniques then we wanted to know whether this was entirely due to it first optimising on pairwise coverage). These alternative evolutionary algorithms were NSGA-II [17] , IBEA [81] , MOEA/D [79] , SPEA2+SDE [44] , and PAES [39] . The first three are representative approaches of Pareto-based, indicator-based and decomposition-based genetic algorithms, respectively. The main difference among them lies in the environmental selection operation (i.e., selection for survival), which uses the Pareto dominance, performance indicator and decomposition (by a set of weight vectors), respectively. SPEA2+SDE is a genetic algorithm designed for many-objective optimisation. Very recently, it has been found to perform in general best out of various state-of-the-art many-objective algorithms in several experimental studies [41, 43] . PAES is the most popular evolution strategy which has a (1+1) evolution form. It shares the grid-based environmental selection with our algorithm. In these experiments, all approaches returned populations will 100% FCR and so we only compared the HV values.
The parameter settings used in the experiments will be discussed along with implementation details in Section 4.4. In order to address RQ3, we compared the HV values of populations returned by GrES with those produced by previous approaches that only aim to optimise a subset of the objectives. We are not only interested in the relative HV values but also whether the differences are substantial and so we computed effect sizes (RQ4). Finally, we recorded execution times for a range of experiments (RQ5).
In the rest of this section we outline the experimental setup; in the next section we explain what experiments were performed and give the results of these.
Experimental Subjects
For the evaluation of the approach we used a set of 20 realistic feature models whose characteristics are depicted in Table 5 . By realistic we mean that all the models are related to actual SPLs whose code is publicly available or accessible under request to the respective authors [52, 60] . For each model, the number of features, number of CTCs, number of products and application domain are presented. These models have been used as benchmarks to assess related SPL testing techniques [47, 48, 52, 58, 60] . Experiments were also performed on three groups of 10 randomly-generated feature models, with 30, 50 and 100 features, respectively. These models were generated using the tool BeTTy [64] with the following parameters: 25% mandatory features; 25% optional features; 25% disjunctive relationships; 25% alternative relationships; maximum branching factor of 12; maximum of 5 subfeatures; and 10% CTC (with respect to the number of features). These values have been found to be common in feature models [67] . All models are valid (i.e., they represent at least one valid product) and have no dead features, i.e. all features are part of at least one valid product. Additional feature models, with 500 features, were also used to address the last research question (regarding scalability).
For the calculation of the objective functions, the subject models were extended with four attributes with randomly generated values: cost, number of faults, number of changes and code size. This is a common approach to evaluate optimisation approaches on attributed feature models [27, 57, 62] . The cost attribute was assigned real values between 0 and 10. The rest of the attributes were assigned integer values between 0 and 10. Additionally, for each model, we generated a matrix of feature pairs representing integration faults. In particular, for each valid feature pair (calculated using the tool SPLCAT [36] ), we randomly simulated either 1 or 2 faults with a probability of 0.03. This probability is based on the percentage of integration faults observed in a recent case study [60] . Exceptionally, the Drupal feature model is provided with real values for the aforementioned attributes (except cost) and integration faults extracted from the Drupal Git repository and the Drupal issue tracking system [60] . In this subject, we used the real values for all the attributes except the cost, for which random values were generated as previously described.
Implementation Details
All the peer algorithms were executed 30 times for each experiment to reduce the impact of their stochastic nature. The termination criterion used in all the algorithms was a predefined number of evaluations, which was set to 10,000. The size of the population for the genetic algorithms except MOEA/D was set to 100. The population size in MOEA/D, which is the same as the number of weight vectors, cannot be specified arbitrarily, so we followed the common practice of using the closest integer to 100 amongst the possible values. The evolution form of PAES was (µ+λ) with µ = λ = 1, and the archive size was set to 100. Some of the algorithms require several parameters to be set. As suggested in their original papers, the neighbourhood size was set to 10% of the population size in MOEA/D and the scaling factor κ to 0.05 in IBEA. The number of grid divisions in PAES and GrES was set to 10. In addition, it is worth noting that the cell-centred calculation in the original PAES makes it unable to work in many-objective optimisation [14] . To address this issue, we modified the implementation of PAES by considering the individual-centred calculation [77] , as the same used in GrES. All the algorithms under evaluation searched over valid products only, i.e. all the test cases meet the constraints defined in the feature model.
The single point crossover and four mutation operators from [58] (test case swap, test case removal, test case substitution and test case addition) were used to produce offspring in all the genetic algorithms. To mutate a solution, the four operators were randomly selected and the mutation probability was 1/n, where n denotes the number of the solution's decision variables (i.e., its suite size). As for crossover probability, 0.8 was used according to the practice in [48] . As a result of using standard values from the literature, we did not require a tuning phase.
All algorithms except one were implemented using C++. The one exception, NSGA-II P , was coded in Java. C++ programs were executed in a notebook computer equipped with an Intel(R) Core(TM)i5-5200U CPU@2.20GHz and 8GB of RAM running Window 7 Ultimate. The Java program was executed in a desktop computer equipped with Intel(R) Core(TM)i7-4770 CPU@3.40 GHz and 16GB of RAM, running Windows 10 Education.
RESULTS
In this section, we outline the experiments carried out to evaluate GrES and the results of these experiments. The experiments used the settings described in the previous section. The HV results in all tables give the mean and standard deviation over 30 independent runs, and the best/better mean for each problem instance is highlighted in boldface. Moreover, in order to have statistically sound conclusions, we adopted the Wilcoxon's rank sum test at a 0.05 significance level to examine the significance of the difference between the results obtained by GrES and its competitors. Symbol " †" indicates that the difference is statistically significant.
Research Question 1: Comparison with Existing Approaches
The main purpose of this comparison was to verify the proposed optimisation framework in Section 3 (i.e., first consider pairwise coverage and then the other objectives). In order to do this, we compared the proposed (GrES) approach with the two previous approaches (NSGA-II H and NSGA-II P ) and the well-established tool (PLEDGE) as a baseline algorithm. As previously explained, we used two metrics: full coverage ratio FCS (the proportion of solutions in the final population that had full pairwise coverage) and the hypervolume (HV) of these solutions. No results are given for NSGA-II P for models with 100 features since the computation time was excessive. Note that since on most of the models there is no solution obtained by PLEDGE reaching the full pairwise coverage (consequently both FCS and HV being zero), for comparing GrES with PLEDGE we show the objective values of the best solution in terms of pairwise and dissimilarity.
Consider first the comparison with NSGA-II H and NSGA-II P . The results of the experiments with randomly generated feature models can be found in Tables 6, 7 , and 8. The first observation is that GrES always returned a population in which all test suites provided 100% pairwise coverage. This is in contrast with the other two approaches, which in all cases had a mean FCR of less than 10%. Thus, the GrES approach provides the Software Engineer with more test suites that are suitable (that provide full pairwise coverage).
If we consider the HV values then we can see that the proposed approach is best in the majority of experiments with models that had 30 features and was best in all experiments with larger feature models. The differences were found to be statistically significant. Thus, not only does GrES provide more suitable solutions (test suites), it also provides a relatively diverse set of solutions. As a result, the Software Engineer has more test suites to choose from and also a wider range of trade-offs between objectives. The potential weakness of using randomly generated experimental subjects is that they might not be representative of real examples (feature models). It is therefore promising that similar results were found for the realistic feature models (Table 9 ). Specifically, in all cases GrES had an FCR of 100%, while the other approaches always had an FCR of less than 10%. In addition, in 16 of the 19 cases, the HV of GrES was highest and the differences were found to be statistically significant. Overall, it is clear that GrES outperformed the other two approaches in terms of both FCR and HV. Regarding the comparison between PLEDGE and GrES, since on most of the models there is no solution returned by PLEDGE having full pairwise coverage (thus both FCS and HV were zero), we do not show the FCS and HV results here. Instead, we show the objective values of the best solution in terms of the pairwise coverage and the dissimilarity which PLEDGE aims to optimise, on the random models and the realistic/real models in Table 11 and Table 12 , respectively. For PLEDGE, the best solution is determined first by coverage and then by dissimilarity; for GrES, the best solution is by dissimilarity as all solutions produced have the same coverage. As can be seen in the tables, indeed the pairwise coverage of the solution of PLEDGE on all of the random models is close to but not up to the full value, with some exceptions on realistic models. But we need to note that a seed with full coverage was used in GrES's search. For the objective dissimilarity, GrES always has a better result; similar patterns can be seen in the other five prioritisation objectives. One interesting exception is on the model BerkeleyDB where the two algorithms have the same values on all the prioritisation objectives. As for the two cost objectives, the solution of PLEDGE does perform better on some models, 12 and 5 respectively on the test suite cost and test suite size out of all the 50 test models. Nevertheless, it is worth mentioning that even for the models where the solution of PLEDGE in the tables is better in terms of the costs, there may exist other solutions obtained by GrES that were better than PLEDGE's solution for all nine objectives (they were not shown in the tables since they are not the best on dissimilarity).
Research Question 2: Comparison with Representative Multi-objective Evolutionary Approaches
The results in the previous subsection did not specifically evaluate the evolution strategy used in GrES. As a result, we also carried out experiments that compared two evolution strategies (GrES and PAES [39] ) with four representative genetic algorithms (NSGA-II [17] , IBEA [81] , MOEA/D [79] and SPEA2+SDE [44] ). In order to focus the evaluation on the use of an evolution strategy, all techniques used our optimisation framework in which one first compares solutions based on pairwise coverage and only then (if they have the same pairwise coverage) use the other objectives. The optimisation framework led to an FCR of 100% in all cases and so we only report the HV values. Tables 13, 14 and 15 give the results with randomly generated models. In all cases, the best technique was one of those that used an evolution strategy (PAES or GrES) and the difference between the best of PAES/GrES and the other multi-objective optimisation algorithms was statistically significant. Interestingly, GrES tended to produce higher HV values than PAES: this was the case in seven out of ten experiments with 30 features and nine out of ten cases in each of the two other experiments (with 50 and 100 features). Interestingly, although GrES had higher HV values in the same number of experiments with models with 50 and 100 features, only four of these differences were statistically significant for models with 50 features, while all of the differences were statistically significant for models with 100 features.
For a visual understanding of the solutions' distribution and also of what a higher HV means, in Figure 3 we use parallel coordinates [46] to plot the final population of one typical run on the random model Model100-1. Parallel coordinates map a set of solutions in a high-dimensional space onto a 2D graph. A point is represented as a polyline connecting the values of the objectives. Parallel coordinates can reflect the convergence, coverage and uniformity to some extent [46] . As we can see in Figure 3 , NSGA-II, IBEA, MOEA/D and SPEA2+SDE fail to maintain diversity, with their solutions concentrated in a tiny area. In contrast, PAES and GrES are able to find solutions within different regions, providing multiple options for the decision-maker. If we compare GrES with PAES, it appears that GrES performs better than PAES in terms of both convergence and diversity, particularly on the prioritisation objectives (objectives no. 1-6), with more diverse solutions being obtained. In addition, for practical understanding, in Table 16 we give the range of raw objective values of the six populations shown in Figure 3 and their HV results. As can be seen in the table, GrES achieves the maximum values in six prioritisation objectives and shares the minimum values in the two cost objectives. Table 17 gives the results with realistic models. Again, the best technique tended to be one of PAES and GrES; this was the case in 17 of the 19 experiments. GrES was also best for the (Table 18 ). Almost all the differences between GrES/PAES and the genetic algorithms were statistically significant. However, very few of the differences between GrES and PAES were statistically significant.
Overall, it seems that evolution strategies lead to higher HV values than the genetic algorithms. In fact, all four types of genetic algorithms (whether based on Pareto dominance or dedicated for many-objective optimisation) produced similar HV values, as their difference lies in how to select solutions for survival (i.e., forming the next population), which does not matter much for the considered problem. What matters here is how to select solutions for variation (i.e., producing offspring). In this regard, continually doing variations around the seed individual and its offspring differentiates PAES and GrES from the others. In addition, GrES tended to lead to higher HV values than PAES. The randomly generated models provided us with the opportunity to see how patterns develop as the model size increases (all other parameters were fixed). It seems that the improvement that GrES provided over PAES was greater for the larger models. Most likely this is because the selection operation, with the help of problem-specific knowledge, has a greater chance of producing promising offspring, particularly for problems with a larger search space. [46] . In each figure, the first six objectives are prioritisation objectives and the last two are cost and size objectives; the first objective pairwise coverage is not shown as all the solutions achieve the same value. 
Research Question 3: Comparison with Existing Approaches on Specific Objectives
The two previously proposed approaches, NSGA-II H and NSGA-II P , used different sets of objectives and there is the question of how GrES compares with these approaches if we restrict attention to the corresponding sets of objectives. Thus, we performed two additional sets of experiments.
The first compared GrES with NSGA-II H in experiments that only used the objectives originally used in the work by Lopez-Herrejon et al. [48] (coverage and cost). The other compared GrES with NSGA-II P using the corresponding set of six prioritisation objectives [58] . Tables 19, 20 , and 21 give the results regarding NSGA-II H for randomly generated models and Table 22 contains the results for the realistic models; in all cases the comparison was on only two objectives. In the experiment, NSGA-II H generally led to higher HV values than GrES on the models with 30 features, but was worse on large models (e.g., with 100 features). For the rest, they had similar HV values. There were almost no statistically significant differences. The two techniques had identical HV values on the Drupal model (Table 23) . Tables 24 and 25 give the results regarding NSGA-II P for randomly generated models and Table  26 contains the results for the realistic models (all compared on six objectives). We did not perform experiments with models that had 100 features since the computation time required by NSGA-II P was excessive. In these experiments, NSGA-II P led to slightly higher HV values than GrES on the models with 30 features, but was generally worse on the other models. In contrast to the experiments with two objectives, almost all of the results were statistically significant.
Overall, the proposed GrES technique had slightly lower HV values than the other techniques when used with smaller models but tended to have higher HV values with larger models. Very few of the differences were statistically significant when we considered two objectives but most were statistically significant when we compared on six objectives.
One probable explanation is that for small models (30 features) these existing techniques are already competent and their focus on the fewer specific objectives makes them obtain better results than GrES which attempts to optimise over the nine objectives but is then evaluated on a subset of these. For large models, incorporating the problem knowledge into the design of the search algorithm can largely improve its performance (HV), particularly considering the pairwise coverage first which can narrow down the search space significantly. Recall also that GrES was optimising on all of the objectives but then the comparison was only on the objectives used by the other approaches; this clearly disadvantages GrES. Table 19 . HV of NSGA-II H and GrES on the two coverage and cost objectives on the 10 random models with 30 features.
Research Question 4: How large are the differences in HV values in the experiments used for RQ1-3?
To further investigate the differences between the HV values of the populations returned by different algorithms, the Vargha and Delaney's A 12 statistic [70] was used to evaluate the effect size, i.e., determine which technique led to higher HV values and to what extent. The A 12 statistic generalises the notion of effect size estimator to data that does not follow a normal distribution, such as those generated by the techniques evaluated in the experiments. Specifically, the A 12 statistic shown in each cell of Table 28 relates to how often on average GrES provides higher HV values than the technique in the column for the model in the row. The value of the A 12 statistic ranges from 0.0 to 1.0, and when the value is exactly 0.5, it means that either the technique provided exactly the same results as GrES on all runs, or that GrES provided higher HV values for exactly 50% of the runs. If the value of the A 12 statistic is lower than 0.5, the technique provided higher HV values than GrES for a majority of runs. Conversely, if the value is higher than 0.5, GrES provided higher HV values for a majority of runs. Vargha and Delaney [70] suggested the use of thresholds for interpreting the effect size: values around 0.5 (0.43 -0.57) means a negligible difference; values over 0.57 indicates a small (0.57 -0.64), medium (0.65 -0.71), or large (0.72 -1) difference in favour of GrES; values below 0.43 indicate a small (0.43 -0.36), medium (0.36 -0.29), or large (0.29 -0.0) difference in favour of the algorithm specified in the column of the table. Cells indicating medium, large, and very large differences are shaded in light grey, grey, and dark grey, respectively. The 9-objectives HV values confirm the superiority of GrES for 9 objectives, showing large differences in its favour in 285 out of 340 pairwise comparisons. Furthermore there is not a single cell showing large nor even medium differences against GrES for the peers except PAES. Comparing GrES with PAES, large, medium and small differences in favour of GrES vs PAES are 13 vs 1, 5 vs 2 and 13 vs 2, respectively.
The A 12 results for the HV computed using 6 and 2 objectives are also shown in the last columns of Table 28 . Specifically, the second to last column shows the A 12 comparison with the NSGA-II P algorithm for the HV of the six objectives used in [58] . The results show the superiority of GrES also in this case, with large differences in its favour for 31 out of 40 models, and with negligible differences in 4 out of the 9 remaining comparisons. The last column shows the A 12 comparison with the NSGA-II H algorithm for the HV of the two objectives used in [48] (the NSGA-II H algorithm was re-executed using only those two objectives). The results show that the HV values are quite similar for the 2-objectives case, showing negligible differences in 43 out of the 50 models, with large differences in favour of GrES in 3 large models (100 features), and large differences in favour of NSGA-II H in 2 small models (30 features).
Research Question 5: How long do the different algorithms take?
Execution time information is given in Table 29 and Figure 4 . Specifically, Table 29 provides the average execution time in seconds per model (in rows) and algorithm (in columns). measured in features). Thus, the values in the horizontal axis of Figure 4 range from a minimum of 6 features for Prevlayer to a maximum of 117 features for BerkeleyDatabase. Each point in the figure represents the run of an algorithm (represented using a specific shade of grey and line dash) for a model. Since the experiments use groups of models with similar sizes but different shapes, number of constraints, and types of CTCs, points tend to cluster in columns. In order to aid the visualisation of the execution time, an interpolation curve 4 per algorithm has been added to Figure  4 . From this we can see that GrES is consistently a little faster than NSGA-II H and always much faster than NSGA-II P . The other algorithms, that all first optimise on pairwise coverage, have similar execution time. In particular, this execution time appears to converge as the feature model size increases. Figure 4 clearly shows that NSGA-II P is slowest for models with more than 16 features, followed by IBEA. One of the possible causes for such relatively high execution time could be the JAVA implementation of NSGA-II P , while the other algorithms are implemented in C++. Moreover, IBEA was slowest for models with fewer than 16 features. For larger models the remaining algorithms provide similar results with GrES providing the shortest time in many cases.
In order to delve deeper on the scalability of GrES, we executed an additional experiment using 5 different features models with 500 features and a 10% of CTC. The execution times of GrES for such big models were significantly longer, with a minimum of 6.9 and a maximum of 13.5 hours, having an average execution time of 9 hours. The main factor for such differences in models with the same size is the shape and structure of constraints of the specific feature models, with a small variability of execution time for the executions on the same feature model. Figure 5 depicts the scalability of GrES for all the models with model size (in number of features) in the horizontal axis, and execution time (measured in seconds) in the vertical axis using a logarithmic scale. Each point represents a run of the algorithm, and the specific shade of grey is used to represent the type of model used (real, realistic or randomly generated). All the executions were performed without problems for such large models obtaining results in less than 14 hours. 
Discussion
In this section we review what the results of the experiments tell us about the research questions. First consider Research Question 1, which concerns how the performance (i.e., FCS and HV) of GrES compares with two related techniques (NSGA-II H and NSGA-II P ). Encouragingly, GrES always returned a population in which all solutions had full pairwise-coverage. Thus, the proposed approach provided the Software Engineer with many alternative solutions representing different trade-offs between objectives. In contrast, NSGA-II H and NSGA-II P always returned an FCS (the proportion of solutions in the final population that had full pairwise coverage) of below 10%. In addition, GrES also outperformed both of the previously reported approaches when we consider the HV values. With the randomly generated models, this difference appears to increase as the model size increases. Similar results were obtained with the realistic models including the feature model (Drupal) for which we had real attribute values. Finally, PLEDGE typically did not produce test suites with full pairwise coverage and in most cases GrES produced better values for the objective functions.
The second research question concerned the effectiveness (i.e., higher prioritisation values and lower costs) of the proposed evolution strategy. Again the results were promising: when we used our approach to comparing individuals, we found that the two evolution strategies used (GrES and PAES) produced populations with higher HV values than the four multi-objective optimisation algorithms considered (all had 100% FCR). This confirms our decision to use an evolution strategy. Similar to the first set of experiments, the improvement seems to be greater for larger models. In addition, GrES led to higher HV values than PAES for the majority of the models, particularly on larger models. This verifies the effectiveness of the problem-based selection operation in GrES which can produce more promising offspring on complex problems.
We noted that previous work had used fewer objective functions and the third research question concerned how GrES performed, in terms of HV values, when compared with the previous algorithms using the (smaller number of) objective functions reported in the corresponding papers. Note that the previously reported approaches optimised on these smaller sets of objective functions but we compared them (on these objective functions) with results returned using GrES optimising on all of the objective functions. Unsurprisingly, the results of these experiments were more mixed.
In these experiments, GrES typically led to lower HV values than NSGA-II H and NSGA-II P when we used the smaller models (with 30 features). However, GrES tended to return populations with higher HV values than NSGA-II H and NSGA-II P with larger models. Encouragingly, many of the differences in favour of GrES had large effect-size. In addition, in those cases where another technique returned higher HV values than GrES, the effect size was small.
The following are the key outcomes of the experiments.
(1) PLEDGE finds solutions with relatively high pairwise coverage but in almost all cases this coverage was not 100%. It may thus be unsuitable in cases where full pairwise coverage is required.
(2) The variants of NSGA-II were found to perform well, in terms of FCR and HV, for problems with two objectives and small feature models (i.e. around 30 features). (3) The variants of NSGA-II also performed well, in terms of FCR and HV, for problems with up to 6 objectives and small feature models (approximately 30 features) where execution time is not an issue. (4) GrES was found to be the most effective, in terms of FCR and HV, for problems with more than 2 objectives, and medium or large feature models (more than 30 features) and time constraints. It was much more effective than the variants of NSGA-II and PLEDGE, in terms of FCR. (5) Both GrES and PAES were effective in finding solutions with complete pairwise coverage.
However, for larger models GrES tended to produce higher HV values (in nine out of ten experiments, with the differences being statistically significant) and so a more diverse set of solutions.
Overall, the results were very promising. In the experiments, GrES outperformed the previously published techniques in terms of both FCR and HV. It also tended to lead to higher HV values than the other multi-objective optimisation algorithms. It is worth noting that while PAES was also highly effective when we used our novel strategy (first optimise on pairwise coverage), the original PAES does not scale well to problems with many objectives 5 . In our experiments, we adapted PAES (by using the individual-centred calculation) to make it workable in many-objective optimisation. Even so, it was still slightly slower than GrES.
The proposed approach provides Software Engineers with a wide range of objective functions to choose from. In addition, GrES is able to optimise these objective functions simultaneously while prioritising pairwise coverage, returning a diverse set of solutions that represent alternative trade-offs between the objectives. This makes the approach highly flexible and suitable for different SPL scenarios where optimisation goals may differ, e.g. testing a cyber-physical SPL vs testing a web SPL.
THREATS TO VALIDITY
This section briefly discusses threats to validity and how these were addressed. We consider three types of threats: those to internal validity, construct validity, and external validity.
Internal validity. This concerns any factors that could lead to bias. Threats could arise from the tools used in the experiments and so, where possible, we used tools that have been used in previous experiments (e.g. CASA and PLEDGE). We carefully tested our implementation of GrES and the code of the other EMO algorithms was taken from their authors except that of NSGA-II H , which was written by ourselves. In addition, all experiments were run 30 times to reduce the effect of the stochastic nature of the techniques and standard statistical tests were used. HV values were computed using sampling with 10,000,000 values. The choice of reference point may introduce bias and so we followed common practice of basing this on an estimate of the Pareto front.
All of the EMO algorithms have configuration parameters, such as crossover and mutation rate, that could affect performance (i.e., higher prioritisation values and lower costs). We chose to use recommended values found in the literature, rather than carry out parameter tuning. Naturally, however, parameter tuning might further improve performance. The fact that GrES works well without tuning is promising.
Finally, programs were run in two different computers, which could make execution times incomparable. We remark, however, that all seven C++ programs were run in the same computer and so the time comparison among them is fair. As detailed in Section 4.4, the JAVA program (NSGA-II P ) was developed and executed by a different team in another computer. It is worth mentioning, however, that this computer was significantly more powerful than the one used for the C++ programs.
Construct validity. This concerns whether the measurements reflect properties that are of interest in practice. The objectives used in the experiments are those reported in previous studies but the Software Engineer could choose to use a subset of these. Pairwise coverage is a widely used test objective in SPL testing and so we reported the proportion of the solutions returned that achieved 100% coverage. In addition, we used HV since it is the most widely used measure of the diversity and quality of the set of solutions returned; a set with high HV provides a diverse set of good solutions. The measurements of time may well have been affected by the fact that one algorithm was implemented in JAVA and the others in C++.
External validity. This refers to the degree to which we can generalise from the experiments. This threat will always exist in Software Engineering research since we do not know the population of real problems and have no way of sampling from this in a uniform manner. We reduced this threat by using a mixture of randomly generated feature models, 19 realistic feature models with randomly generated attribute values, and one realistic feature model with real attribute values.
RELATED WORK
Recent surveys and mapping studies on SPL testing reveal an increasing interest in the topic [15, 20, 21, 49] . In this section, we briefly summarise those papers that address the problem of test case selection and prioritisation from feature models using both multi and single-objective approaches.
Multi-objective testing for SPL. Wang et al. [74] presented an industrial case study on multiobjective test case prioritisation for SPL. The problem was modelled using a single fitness function with four weighted objectives: minimising execution cost, maximising number of prioritised test cases, maximising pairwise coverage, and maximising fault detection capability. Four search-based algorithms were compared, namely, alternative variable method, a custom genetic algorithm, (1+1) evolutionary algorithm, and random search. The experiments were conducted on a real feature model with 53 features and 500 randomly generated models with up to 500 features.
Henard et al. [31] presented an ad-hoc multi-objective genetic algorithm for test case selection from feature models. Three objectives were combined into a single fitness function with weighting factors: maximising pairwise coverage, minimising number of test cases, and minimising test cost. Their approach was compared with random solutions for 8 feature models from the SPLOT repository with up to 94 features.
Lopez-Herrejon et al. [47] proposed an approach for computing the exact Pareto front of a feature model using SAT solvers. Two objectives were optimised: maximising pairwise coverage and minimising test suite size. As expected, the approach suffers from scalability issues: the Pareto front could be calculated in only 10 out of the 20 realistic feature models used in this study. In a subsequent work [48] , the authors compared four classical multi-objective algorithms (NSGA-II, MOCell, SPEA2, and PAES) and the impact of three different seeding strategies on computing test suites with maximum coverage and minimum size. Their approach was evaluated on 19 out of the 20 feature models presented in Table 5 (the Drupal feature model was presented later). In a later paper [49] , the authors presented an overview of the state of the art on evolutionary computation for SPL testing. As a part of their work, they identified some open challenges including the application of many-objectives algorithms and the use of non-functional properties for test case prioritisation.
Wang et al. [71] presented an approach to minimise SPL test suites by eliminating redundant test cases, where test cases are inputs and expected outputs to test products (rather than products). Given an input product and a test suite for testing it, their approach searches for a "good" subset of the suite according to several effectiveness and cost-related objectives, i.e. a separate optimisation problem is solved for each product. Their work compared three genetic algorithms where three objectives were combined into a single fitness function with weighting factors: minimising the number of test cases, maximising pairwise coverage, and maximising fault detection capability. Their approach was evaluated using several models from the SPLOT repository plus four feature models from an industrial project with sizes ranging from 17 to 77 features. In subsequent work [72] , the authors compared their weight-based genetic algorithms against seven multi-objective searchbased algorithms, namely NSGA-II, MOCell, SPEA2, PAES, SMPSO, CellDE and random search. Four fitness functions related to test effectiveness (to be maximised) and one fitness function to measure cost (to be minimised) were presented. The experiments were conducted on four feature models from an industrial project and 500 random feature models with up to 1,000 features. Algorithms were compared using a custom metric that combines the values of the five fitness functions for each solution.
Lopez-Herrejon et al. [50] presented a genetic algorithm for the generation of prioritised pairwise test suites of minimum size from a feature model. The algorithm follows a master-slave strategy to parallelise the evaluation of products, which are prioritised based on some user-defined weights. In a related work [24] , some of the authors presented two hybrid algorithms based on integer programming to address the same problem, outperforming the parallel genetic algorithm in both solution quality and computation time.
Devroy et al. [19] proposed a search-based approach for test case selection in SPLs maximising the distance between products (in terms of features) and the distance between behavioural actions, derived from a model representing the behaviour of the SPL named Featured Transition System. Both distances were combined into a single fitness function integrated into the (1+1) Evolutionary Algorithm. Their approach was evaluated using four feature models with up to 44 Ferreira et al. [23, 66] presented a hyper-heuristic approach for dynamic selection of evolutionary operators to be applied during the execution of a multi-objective evolutionary algorithm. The hyperheuristic tries to determine the best mutation and crossover operators based on their performance. In their paper, they compared several hyper-heuristics on NSGA-II, SPEA2, IBEA, and MOEA/D-DRA with four objective functions: minimising suite size, maximising mutation score, maximising pairwise coverage, and maximising dissimilarity of products. The approach was evaluated using four realistic feature models with sizes ranging from 14 to 22 features.
Parejo et al. [58] presented a case study on multi-objective test case prioritisation in highlyconfigurable systems using the Drupal Web framework [60] . They proposed seven prioritisation objective functions based on functional information extracted from the feature model, and nonfunctional data extracted from code and issue repositories. The approach was evaluated by comparing the effectiveness of 63 different combinations of up to three objective functions at accelerating the detection of faults in Drupal using the NSGA-II algorithm.
Markiegi et al. [55] proposed a genetic algorithm for test selection using three objectives combined into a single fitness function with weighting factors: maximising fault detection capability, minimising test execution time, and maximising test case appearance frequency. The approach was evaluated using a cyber-physical SPL with 46 features.
Our work is related to papers on multi-objective product selection where the goal is to select a product that optimises two or more objectives (see, for example, [26, 27, 33, 34, 62] ). Compared to them, we address a different problem-the selection of a sequence of products (a test suite)-which means that we could not directly apply the algorithms used for optimal product selection. This being said, we see some potential in applying some of the ideas used in the generation of optimal products in our future work, such as enhancing the diversity of randomly generated products [26, 33] .
Single-objective testing for SPL. A vast majority of the single-objective test case selection techniques for SPL are based on feature coverage using combinatorial techniques. Lopez-Herrejon et al. conducted a systematic mapping study on combinatorial interaction testing for SPLs [53] . They identified over forty approaches using different techniques such as genetic and greedy algorithms. They also found that a majority of the papers focus on deriving products from variability models (typically a feature model) using pairwise testing.
Henard et al. [32] proposed a mutation-based approach for test case selection in SPLs that works in two steps. First, a set of faulty versions of the feature model, so-called mutants, are created, e.g. removing an excludes constraint. Then, the (1+1) Evolutionary Algorithm is used to search for test cases that kill as many mutants as possible, i.e., products that do not conform to the mutated feature models.
Henard et al. [29] presented a search-based approach to generate and prioritise t-wise test suites, with t ∈ {2, . . . , 6}, on some of the largest features model available (with up to 6.8K features). They employ a variant of the (1+1) Evolutionary Algorithm with no crossover and a fitness function based on the Jaccard's dissimilarity metric. The initial population is generated randomly using a modified SAT solver to guarantee that solutions are generated in an unpredictable way. Their work is based on the assumption that the higher the differences between the products of the suite, the higher the t-wise coverage. The suite is also prioritised based on the dissimilarity distances among the products in a subsequent step. Their algorithm computes suites of fixed size within a given time used as a stopping criterion. In related work, Al-Hajjaji et al. [3] proposed an algorithm for SPL prioritisation using an adaptation of the Hamming distance to measure the similarity among products.
Xu et al. [76] proposed an SPL test suite augmentation approach and related tool named CON-TESA. Their tool incrementally generates test cases that exercise parts of the code that have not yet been covered by previous test cases, e.g. code branches. A genetic algorithm was used to automatically generate test cases for the products under test. Devroy et al. [18] proposed to prioritise products according to the likelihood of their executions, derived from a usage model represented by a Featured Transition System (a type of Markov chain).
Ensan et al. [22] proposed a genetic algorithm approach for the generation of SPL test suites with good fault detection capability and feature coverage. The fitness of each suite was measured using a combination of the variability coverage and cyclomatic complexity metrics for feature models [7] . Inspired by their work, those metrics were adapted and used in the VCoverage prioritisation function used in this paper. In related work, the authors proposed eight coverage criteria based on the transformation of feature models into formal context-free grammars [6] . The rationale behind the proposed coverage criteria is based on the development of equivalence partitions on the SPL under test and the use of boundary-value analysis for test case generation.
Al-Hajjaji et al. [1] proposed a cluster-based approach for similarity-based product prioritisation. The approach was evaluated using 10 feature models with up to 6,888 features. In a related paper [2] , the authors proposed a prioritisation approach based on product similarity using delta-modeling, that is, specific information about how each product is implemented. The approach was evaluated by means of an SPL from the automotive domain with 27 features.
Finally, the synergies between SBSE and SPLs have been extensively explored and summarised in several survey papers [28, 54] . This paper takes a step further in exploiting the benefits of many-objective search-based optimisation for testing SPLs.
Compared to the extensive body of related research, this paper presents several novel contributions. First, we propose the first many-objective approach for SPL testing optimising up to 9 different objectives, addressing both test selection and prioritisation simultaneously. Also, we present a novel evolutionary algorithm (GrES) and an optimisation framework, where pairwise coverage is given priority over the rest of the objectives. The evaluation results with both random and realistic feature models show that this approach is able to tame the complexity of the problem and outperform the state-of-the-art algorithms used in previous approaches.
CONCLUSIONS
This paper investigated the problem of producing good test suites for SPL testing: test suites that achieve full pairwise coverage and also have a number of other desirable properties related to test selection and test prioritisation. Test generation is thus a many-objective optimisation problem, with different solutions (that are not related under Pareto dominance) representing alternative trade-offs that can be provided to the Software Engineer.
We noted that one of the objectives, pairwise coverage, is more important than the others: the Software Engineer is only interested in tests that achieve full coverage. As a result, we introduced a novel approach, based on this piece of domain knowledge, that optimises first on pairwise coverage and only then on the other objectives. Importantly, it is straightforward to adapt any EMO to use this approach. We then developed a novel evolution strategy, GrES, that uses this approach. GrES adapts a standard evolution strategy to reflect domain knowledge including the fact that the set of objectives can be partitioned into two sets (for selection and prioritisation). We had observed that the crossover operation could break good building blocks of chromosomes of the seed individual in the evolutionary search, and thus GrES conducts repeated explorations around the seed individual and its offspring.
We evaluated the proposed approach, GrES, through a range of experiments that addressed the following research questions: whether GrES outperformed current techniques (in terms of both FCR, the number of test suites with full pairwise coverage, and the HV values of the populations returned); whether the novel evolution strategy used in GrES contributed to its performance; how GrES performed with the subsets of objectives used in previous studies; whether differences in performance were substantial; and whether different techniques had different execution times. The experiments were carried out on randomly generated feature models, allowing us to explore how performance varies with feature model size, and also on realistic feature models. We had 20 realistic feature models and used randomly generated attribute values for 19 of these and real attribute values for one. The results were generally very positive. In the experiments, GrES always returned a population in which all solutions provided full pairwise coverage. In contrast, in all cases the previously published approaches returned populations in which less than 10% of the solutions had full pairwise coverage (averaged over 30 runs). In addition, GrES returned populations with higher HV values. When we used the approach (optimise first on pairwise coverage) with other EMOs we found that all approaches produced populations in which all test suites provided full pairwise coverage but that the evolution strategies (GrES and PAES) led to higher HV values than the other EMOs, especially with the larger models. GrES appeared to perform a little better than PAES, in terms of HV values, but the results were mixed. However, GrES has much lower computational requirements than PAES, requiring us to adapt PAES (otherwise it could not be used in many-objective problems). This is not surprising since PAES examines an exponential number of grids.
There are a number of possible lines of future work. First, we could fix the time given to the techniques rather than the number of evaluations. Second, parameter tuning may well lead to further improvements in performance. In addition, there is the problem of finding techniques that scale to larger feature models and the potential to incorporate approaches for enhancing the diversity of random products (as already done in the selection of optimal products [26, 33] ). Finally, there is value in repeating the experiments with other realistic feature models.
MATERIALS
For the sake of verifiability, our implementations of the algorithms in Java and C++, all the raw data generated during its execution, as well as all models and artefacts of the experiments are available at https://drive.google.com/open?id=1xumU6qxBesloq69jOPMbprOaiaOKDq82.
