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The double cover of cubic surfaces
branched along their Hessian
Atsushi Ikeda
Abstract
We prove the relation between the Hodge structure of the double cover of a
nonsingular cubic surface branched along its Hessian and the Hodge structure
of the triple cover of P3 branched along the cubic surface. And we introduce
a method to study the infinitesimal variations of Hodge structure of the double
cover of the cubic surface. Using these results, we compute the Ne´ron-Severi
lattices for the double cover of a generic cubic surface and the Fermat cubic
surface.
1 Introduction
Let X ⊂ P3 be a nonsingular cubic surface over the complex numbers C. It is well-
known that X contains 27 lines in P3. A point p ∈ X is called an Eckardt point if
there are three lines through p on X . The classification of nonsingular cubic surfaces
by the configuration of their Eckardt points is given in the book [11]. Although the
configuration of the Eckardt points varies by a deformation of X , the Ne´ron-Severi
lattice for X is constant. In order to detect the difference of the configuration of the
Eckardt points, we consider the Ne´ron-Severi lattice for the double cover of X branched
along its Hessian. Let B ⊂ X be the zeros of the Hessian of the defining equation of X .
Then B has at most node as its singularities, and a point p ∈ X is a node of B if and
only if p is an Eckardt point on X . Therefore an Eckardt point on X corresponds to
an ordinary double point on the finite double cover Y ′ over X branched along B. Let
φ : Y → X be the composition of the minimal resolution of Y ′ and the finite double
cover. Then an Eckardt point e on X corresponds to the (−2)-curve φ−1(e) on Y , and
a line L on X splits by the pull-back φ∗ into two (−3)-curves L+ and L− on Y , where
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we can chose the component L+ of φ∗L so that the union of 27 rational curves
⋃
L L
+
is a disjoint union. We remark that Y is a minimal surface of general type with the
geometric genus 4, and the double cover φ is the canonical morphism of Y . In this
paper, we regard an Eckardt point e on X as the class [φ−1(e)] in the Ne´ron-Severi
lattice of Y , and we compute the Hodge structure on H2(Y,Z).
There is another way to study cubic surfaces by using the Hodge structure of some
associated variety. Let ρ : V → P3 be the triple Galois cover branched along a cubic
surface X . The Hodge structure on H3(V,Z) with the Galois action was considered by
Allcock, Carlson and Toledo [1] to understand the moduli space of cubic surfaces as a
ball quotient. In this paper, we investigate the relation between the Hodge structures
H2(Y,Z) and H3(V,Z), and we prove that there is an isomorphism
( 2∧
H3(V,Q)(1)
)Gal (ρ)
≃ H
2(Y,Q)∑
LQL
+
(1.1)
of Hodge structures. More precise statement in Z-coefficients is given in Theorem 5.8.
We remark that V is a nonsingular cubic 3-fold in P4, and the Hodge structures of
cubic 3-folds were studied by Clemens-Griffiths [3] and Tjurin [12]. Let S be the set of
lines on a nonsingular cubic 3-fold V ⊂ P4. It is a nonsingular projective surface, which
is called the Fano surface of lines on V . Then the isomorphisms of Hodge structures
H3(V,Z)(1) ≃ H1(S,Z) and ∧2H1(S,Q) ≃ H2(S,Q) are proved there. In order to
relate the Hodge structure H2(Y,Q) with H2(S,Q), we regard the surface Y as a kind
of variety of lines. Let Λ(P3) be the Grassmannian variety of all lines in P3. We show
that Y is isomorphic to the variety
Y3 = {(p, L) ∈ P3 × Λ(P3) | L intersects X at p with the multiplicity ≥ 3},
and the double cover φ : Y → X corresponds to the first projection Y3 → X ; (p, L) 7→ p.
Then the second projection Y3 → Λ(P3); (p, L) 7→ L is a birational morphism to its
image Z3 ⊂ Λ(P3), and the Fano surface S of the triple cover V of P3 is a triple cover of
Z3 by S → Z3; L 7→ ρ(L). By the isomorphism H2(S,Q)Gal (ρ) ≃ H2(Z3,Q) ≃ H2(Y,Q)∑
L QL
+ ,
we get the isomorphism (1.1).
By using this isomorphism (Theorem 5.8), we compute the Ne´ron-Severi lattice
NS (Y ) of Y . For a generic cubic surface X , we prove the theorem of Noether-Lefschetz
type (Theorem 6.1), which says that NS (Y ) is generated by (−3)-curves on Y corre-
sponding to lines on X for a generic cubic surface. We use the theory of the infinitesimal
variations of Hodge structures [2] to compute that the rank of NS (Y ) is 28 for a generic
cubic surface X . We introduce a method to compute the Hodge cohomology Hq(Y,ΩpY )
for Y , which is a generalization of the classical method by Griffiths [6]. And it enables
us to compute the infinitesimal variations of Hodge structure of Y . In order to prove
that the (−3)-curves on Y generate the Ne´ron-Severi group over Z, we need the com-
putation of the determinant of the lattice, for which the identification in Theorem 5.8
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is used. For a special cubic surface, the rank of NS (Y ) is grater than 28. If X is the
Fermat cubic surface, then NS (Y ) is of rank h1(Y,Ω1Y ) = 44, and the Q-vector space
Q ⊗ NS (Y ) is generated by (−2)-curves corresponding to their Eckardt points and
(−3)-curves corresponding to lines on X . More precisely, the generator of NS (Y ) over
Z is given in Theorem 6.6. For the proof of Theorem 6.6, we use the computation of the
Ne´ron-Severi lattice of the Fano surface S for the Fermat cubic 3-fold by Roulleau [10].
The contents of this paper is the followings. In Section 2, we introduce the variety Y3
for a nonsingular cubic surface X , and compute the numerical invariants for the surface
Y3. In Section 3, we prove that the first projection Y3 → X is the double cover branched
along the Hessian B. And we compute the intersection number on Y = Y3 of the curve
φ−1(e) corresponding to an Eckardt point e on X and the curves L± corresponding to
a line L on X . Then we give some relations of these curves in the Ne´ron-Severi group
of Y . In Section 4, we review some results on nonsingular cubic 3-folds and their Fano
surfaces in [3] and [12]. In Section 5, we prove the relation (1.1) between the Hodge
structure of Y and the Hodge structure of the triple cover V → P3. And we determine
the torsion part
(H2(Y,Z)∑
L ZL
+
)
tor
and the lattice structure on the free part
(H2(Y,Z)∑
L ZL
+
)
free
. In
Section 6, we compute the Ne´ron-Severi lattice of Y for a generic cubic surface and the
Fermat cubic surface. In Section 7, we give a method to describe the Hodge cohomology
of Y , and we compute the infinitesimal variations of Hodge structure for Y .
2 Varieties of lines
We denote by Λ(Pn) the Grassmannian variety of all lines in the projective space Pn
over the complex numbers C, and by OΛ(Pn)(1) the line bundle which gives the Plu¨cker
embedding of Λ(Pn). We denote by Γ(Pn) be the flag variety of all pairs (p, L) of a
point p ∈ Pn and a line L ⊂ Pn which contains the point p;
Γ(Pn) = {(p, L) ∈ Pn × Λ(Pn) | p ∈ L}.
We remark that their canonical bundles are given by KΛ(Pn) ≃ OΛ(Pn)(−n − 1) and
KΓ(Pn) ≃ Φ∗OPn(−2)⊗Ψ ∗OΛ(Pn)(−n), where Φ : Γ(Pn)→ Pn is the first projection and
Ψ : Γ(Pn) → Λ(Pn) is the second projection. Let QΛ(Pn) = {H0(L,OPn(1)|L)}L∈Λ(Pn)
be the tautological bundle on Λ(Pn), and let S be the subbundle of Ψ ∗QΛ(Pn) whose
fiber at (p, L) ∈ Γ(Pn) is
S(p, L) = Ker (H0(L,OPn(1)|L)−→H0(p,OPn(1)|p)).
Then the Chow ring of Γ(Pn) is
CH(Γ(Pn)) ≃ Z[s, t]/(tn+1, n∑
i=0
sn−iti
)
,
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where s = c1(S) and t = c1(Φ∗OPn(1)) (cf. [5, (14.6)]).
Let X ⊂ P3 be a nonsingular cubic surface. We define subvarieties of Γ(P3) by
Ym = {(p, L) ∈ Γ(P3) | L intersects X at p with the multiplicity ≥ m}
for 1 ≤ m ≤ 3 and
Y∞ = {(p, L) ∈ Γ(P3) | L is contained in X}.
By the first projection Φ, Y1 is a P
2-bundle over X , and Y2 is a P
1-bundle over X .
By [8, Theorem 3.5], Y3 is a nonsingular projective irreducible surface, and the first
projection Φ|Y3 is a generically finite morphism of degree 2 over X . Since X contains
27 lines in P3, Y∞ is a disjoint union of 27 rational curves.
Let F ∈ H0(P3,OP3(3)) be a section which define the cubic surface X . The restric-
tion F |L ∈ H0(L,OP3(3)|L) is contained in the image of the natural injective homo-
morphism
S(p, L)⊗m ⊗H0(L,OP3(3−m)|L) −→ H0(L,OP3(3)|L)
if and only if the pair (p, L) is contained in Ym. Hence, for 1 ≤ m ≤ 3, the subvariety
Ym is defined as the zeros of a regular section of the vector bundle
Ψ ∗ Sym3QΛ(P3)
S⊗m ⊗ Ψ ∗ Sym3−mQΛ(P3)
≃ Φ∗OP3(4−m)⊗ Ψ ∗ Symm−1QΛ(P3)
on Γ(Pn), where the isomorphism is given in [9, §2].
Proposition 2.1. Y3 is a minimal surface of general type with the geometric genus
pg(Y3) = 4, the irregularity q(Y3) = 0 and the square of the canonical divisor K
2
Y3
= 6,
and the first projection Φ|Y3 is the canonical map of the surface Y3.
Proof. Since

OΓ(P3)(Y1) ≃ Φ∗OP3(3),
OY1(Y2) ≃ (Φ∗OP3(2)⊗ S)|Y1 ≃ (Φ∗OP3(1)⊗ Ψ ∗OΛ(P3)(1))|Y1,
OY2(Y3) ≃ (Φ∗OP3(1)⊗ S⊗2)|Y2 ≃ (Φ∗OP3(−1))⊗ Ψ ∗OΛ(P3)(2))|Y2
and KΓ(P3) = Φ
∗OP3(−2)⊗ Ψ ∗OΛ(P3)(−3), we have

KY1 ≃ (Φ∗OP3(1)⊗ Ψ ∗OΛ(P3)(−3))|Y1 ,
KY2 ≃ (Φ∗OP3(2)⊗ Ψ ∗OΛ(P3)(−2))|Y2 ,
KY3 ≃ (Φ∗OP3(1))|Y3.
Since H i(Γ(P3), Φ∗OP3(−3)) = 0 and H i(Γ(P3), Φ∗OP3(−2)) = 0 for any i, the restric-
tion induces isomorphisms{
H i(Γ(P3),OΓ(P3)) ≃ H i(Y1,OY1),
H i(Γ(P3), Φ∗OP3(1)) ≃ H i(Y1, (Φ∗OP3(1))|Y1)
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for any i. Since H i(Γ(P3), Φ∗OP3(j) ⊗ Ψ ∗OΛ(P3)(−1)) = 0 for any i and j, we have
H i(Y1, (Φ
∗OP3(j)⊗Ψ ∗OΛ(P3)(−1))|Y1) = 0 for any i and j, hence the restriction induces
isomorphisms {
H i(Y1,OY1) ≃ H i(Y2,OY2),
H i(Y1, (Φ
∗OP3(1))|Y1) ≃ H i(Y2, (Φ∗OP3(1))|Y2)
for any i, and the dimension of these cohomology groups are
hi(Y2,OY2) = hi(Γ(P3),OΓ(P3)) =
{
1 if i = 0,
0 if i 6= 0,
and
hi(Y2, (Φ
∗OP3(1))|Y2) = hi(Γ(P3), Φ∗OP3(1)) =
{
4 if i = 0,
0 if i 6= 0.
By the exact sequence
0 −→ KY2 −→ (Φ∗OP3(1))|Y2 −→ KY3 −→ 0
and the duality
H i(Y2, KY2) ≃ H3−i(Y2,OY2)∨,
we have pg(Y3) = 4 and q(Y3) = 0, and Φ|Y3 is the canonical map. Since KY3 ≃
(Φ∗OP3(1))|Y3 is nef and the image of the canonical map is the surface X , the surface
Y3 is a minimal surface of general type.
Since Y3 is defined as the zeros of a regular section of the vector bundle
Ψ ∗ Sym3QΛ(P3)
S⊗3 ≃ Φ
∗OP3(1)⊗ Ψ ∗ Sym2QΛ(P3),
its class in the Chow ring of Γ(P3) is
[Y3] = c3(Φ
∗OP3(1)⊗ Ψ ∗ Sym2QΛ(P3)) = 6s2t + 15st2 + 6t3 ∈ CH3(Γ(P3)),
hence
K2Y3 = deg (c1(Φ
∗OP3(1))2 · [Y3]) = 6.
Remark 2.2. Proposition 2.1 implies that the Hodge number h1(Y3,Ω
1
Y3
) = 44. Minimal
surfaces with such numerical invariants are classified by Horikawa, and Y3 is of type Ib
in [7]. Since Y3 is simply connected by [7, Theorem 12.1], we have H1(Y3,Z) = 0, hence
H i(Y3,Z) has no torsion element for any i.
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Since the cubic surface X is recovered as the image of the canonical map of Y3, we
have the following Torelli type theorem.
Corollary 2.3. The isomorphism class of the cubic surface X is uniquely determined
by the isomorphism class of Y3.
Proposition 2.4. Each component of Y∞ is a (−3)-curve on Y3.
Proof. Since OY3(Y∞) ≃ S⊗3|Y3, the self intersection number of Y∞ on Y3 is
(Y∞.Y∞) = deg (c1(S⊗3)2 · [Y3]) = −81.
The self intersection number of a component of Y∞ is less than −1 because KY3 is nef,
and the component is not a (−2)-curve because its image by the canonical map is a
line in P3. Since Y∞ is a disjoint union of 27 rational curves, each component of Y∞ is
(−3)-curve on Y∞.
Remark 2.5. The second projection
Ψ |Y3 : Y3 −→ Λ(P3); (p, L) 7−→ L,
is birational to its image Z3 = Ψ (Y3), which induces an isomorphism Y3 \Y∞ ≃ Z3 \Z∞,
where Z∞ = {L ∈ Λ(P3) | L ⊂ X} is equal to the singular locus of Z3.
3 The double cover branched along Hessian
For simplicity, we denote the first projection Φ|Y3 : Y3 → X by φ : Y → X . Let R be
the ramification divisor of φ : Y → X . Since R is the zeros of the determinant of the
differential dφ : TY → φ∗TX , its class in CH1(Y ) is
[R] = c1(KY ⊗ φ∗KX∨) = c1((Φ∗OP3(2))|Y ).
We denote by B = φ∗R the branch divisor of φ. Let F (x0, . . . , x3) ∈ C[x0, . . . , x3] be a
cubic polynomial which defines the nonsingular cubic surface X .
Proposition 3.1. B ⊂ X is the zeros of the Hessian
det
( ∂2F
∂xi∂xj
)
0≤i,j≤3
∈ H0(X,OP3(4)|X).
Proof. For p = [a0 : a1 : a2 : a3] ∈ P3, if a0 6= 0, then there is an isomorphism
P2
∼−→ Φ−1(p) ⊂ Γ(P3); q = [b1 : b2 : b3] 7−→ (p, L(p,q)),
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where L(p,q) denotes the line through the points p and [0 : b1 : b2 : b3] in P
3;
L(p,q) = {[a0t0 : a1t0 + b1t1 : · · · : a3t0 + b3t1] ∈ P3 | [t0 : t1] ∈ P1}.
For 0 ≤ i ≤ 3, we set a polynomial Fi(x, z) on variables (x0, . . . , x3, z1, . . . , z3) induc-
tively by
F0(x, z) = F (x1, . . . , x3)
and
Fi(x, z) =
1
i
3∑
j=1
∂Fi−1
∂xj
(x, z)zj . (3.1)
Since
F (a0t0, a1t0 + b1t1, a2t0 + b2t1, a3t0 + b3t1)
= F0(a, b)t
3
0 + F1(a, b)t
2
0t1 + F2(a, b)t0t
2
1 + F3(a, b)t
3
1,
if p ∈ X , then
φ−1(p) ≃ {q = [b1 : b2 : b3] ∈ P2 | F1(a, b) = 0, F2(a, b) = 0}.
p ∈ X is contained in B if and only if there exists [b1 : b2 : b3] ∈ P2 such that
F1(a, b) = F2(a, b) = 0 and the rank of the matrix(∂F1
∂z1
(a, b) ∂F1
∂z2
(a, b) ∂F1
∂z3
(a, b)
∂F2
∂z1
(a, b) ∂F2
∂z2
(a, b) ∂F2
∂z3
(a, b)
)
=
(
∂F
∂x1
(a) ∂F
∂x2
(a) ∂F
∂x3
(a)∑3
j=1
∂2F
∂xj∂x1
(a)bj
∑3
j=1
∂2F
∂xj∂x2
(a)bj
∑3
j=1
∂2F
∂xj∂x3
(a)bj
)
is less than 2. Since ( ∂F
∂x1
(a), ∂F
∂x2
(a), ∂F
∂x3
(a)) 6= (0, 0, 0), the condition on the rank of the
matrix is equivalent to the existence of b0 ∈ C such that
b0
(
∂F
∂x1
(a) ∂F
∂x2
(a) ∂F
∂x3
(a)
)
+
(
b1 b2 b3
)


∂2F
∂x12
(a) ∂
2F
∂x1∂x2
(a) ∂
2F
∂x1∂x3
(a)
∂2F
∂x2∂x1
(a) ∂
2F
∂x22
(a) ∂
2F
∂x2∂x3
(a)
∂2F
∂x3∂x1
(a) ∂
2F
∂x3∂x2
(a) ∂
2F
∂x32
(a)

 = 0.
Then F1(a, b) = 0 implies F2(a, b) = 0, because
F2(a, b) =
1
2
(
b1 b2 b3
)
∂2F
∂x12
(a) ∂
2F
∂x1∂x2
(a) ∂
2F
∂x1∂x3
(a)
∂2F
∂x2∂x1
(a) ∂
2F
∂x22
(a) ∂
2F
∂x2∂x3
(a)
∂2F
∂x3∂x1
(a) ∂
2F
∂x3∂x2
(a) ∂
2F
∂x32
(a)



b1b2
b3


= −b0
2
(
∂F
∂x1
(a) ∂F
∂x2
(a) ∂F
∂x3
(a)
)b1b2
b3

 = −b0
2
F1(a, b).
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Hence, p ∈ X is contained in B if and only if there exists [b0 : b1 : b2 : b3] ∈ P3 such
that
(
b0 b1 b2 b3
)


0 ∂F
∂x1
(a) ∂F
∂x2
(a) ∂F
∂x3
(a)
∂F
∂x1
(a) ∂
2F
∂x12
(a) ∂
2F
∂x1∂x2
(a) ∂
2F
∂x1∂x3
(a)
∂F
∂x2
(a) ∂
2F
∂x2∂x1
(a) ∂
2F
∂x22
(a) ∂
2F
∂x2∂x3
(a)
∂F
∂x3
(a) ∂
2F
∂x3∂x1
(a) ∂
2F
∂x3∂x2
(a) ∂
2F
∂x32
(a)

 =
(
0 0 0 0
)
,
and it is equivalent to
0 = det


0 ∂F
∂x1
(a) ∂F
∂x2
(a) ∂F
∂x3
(a)
∂F
∂x1
(a) ∂
2F
∂x12
(a) ∂
2F
∂x1∂x2
(a) ∂
2F
∂x1∂x3
(a)
∂F
∂x2
(a) ∂
2F
∂x2∂x1
(a) ∂
2F
∂x22
(a) ∂
2F
∂x2∂x3
(a)
∂F
∂x3
(a) ∂
2F
∂x3∂x1
(a) ∂
2F
∂x3∂x2
(a) ∂
2F
∂x32
(a)


=
a20
4
· det


∂2F
∂x02
(a) ∂
2F
∂x0∂x1
(a) ∂
2F
∂x0∂x2
(a) ∂
2F
∂x0∂x3
(a)
∂2F
∂x1∂x0
(a) ∂
2F
∂x12
(a) ∂
2F
∂x1∂x2
(a) ∂
2F
∂x1∂x3
(a)
∂2F
∂x2∂x0
(a) ∂
2F
∂x2∂x1
(a) ∂
2F
∂x22
(a) ∂
2F
∂x2∂x3
(a)
∂2F
∂x3∂x0
(a) ∂
2F
∂x3∂x1
(a) ∂
2F
∂x3∂x2
(a) ∂
2F
∂x32
(a)

.
Hence B is defined by the Hessian on X \ {x0 6= 0}. In the same way, we can show that
B is defined by the Hessian on X \ {xi 6= 0} for 1 ≤ i ≤ 3.
Let E be the sum of all components of R which contract to points by φ, and let
D be the divisor such that R = D + E. For a line L on X , we denote by L+ the
corresponding component of Y∞;
L+ = {(p, L′) ∈ Γ(P3) | L′ = L}.
Let L− be the other component of φ∗(L) dominating L by φ, and let Y −∞ be the sum
of L− for all lines on X . A point p on the cubic surface X is called an Eckardt point if
there are three lines through p on X .
Theorem 3.2. The divisor D is a disjoint union of nonsingular curves, E is a disjoint
union of (−2)-curves on Y , and Y −∞ is a disjoint union of (−3)-curves on Y . The
divisors R+Y∞, R+Y −∞ and E+Y∞+Y
−
∞ are reduced simple normal crossing divisors.
The branch divisor B has at most nodes as its singularities, and the singular locus of
B is equal to the set of Eckardt points of X. A line L on X intersects B at two points
with each multiplicity 2, and
φ∗L = L+ + L− +
∑
e∈L∩Sing (B)
φ−1(e).
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First, we normalize for p ∈ X the equation of X by a transformation of the ho-
mogeneous coordinate in order to introduce a local coordinate of X around p and to
compute the local equation of these divisors.
Lemma 3.3. Let F (x) =
∑
cijkx
3−i−j−k
0 x
i
1x
j
2x
k
3 be an equation of a nonsingular cubic
surface X, and let p be a point on X.
1. If φ−1(p) is a set of distinct two points, then F (x) is normalized by a transfor-
mation of the homogeneous coordinate to satisfy p = [1 : 0 : 0 : 0], c000 = c100 =
c010 = c200 = c020 = 0 and c001 = c110 = 1.
2. If φ−1(p) is a point, then F (x) is normalized by a transformation of the homoge-
neous coordinate to satisfy p = [1 : 0 : 0 : 0], c000 = c100 = c010 = c200 = c110 = 0
and c001 = c020 = c210 = 1.
3. If φ−1(p) ≃ P1, then F (x) is normalized by a transformation of the homogeneous
coordinate to satisfy p = [1 : 0 : 0 : 0], c000 = c100 = c010 = c200 = c110 = c020 =
c210 = c120 = 0 and c001 = 3c300 = 3c030 = 1.
Proof. First, we can chose a homogeneous coordinate [x0 : · · · : x3] as p = [1 : 0 : 0 : 0].
Then p ∈ X implies that c000 = 0. Since X is nonsingular at p, (c100, c010, c001) 6=
(0, 0, 0). We may assume that c001 6= 0. By the the transformation
x1x2
x3

 7−→

 1 0 00 1 0
c100 c010 c001



x1x2
x3

 ,
we may assume that (c100, c010, c001) = (0, 0, 1).
1. We consider the case where φ−1(p) is a set of distinct two points. Then the
quadratic form c200x
2
1 + c110x1x2 + c020x
2
2 is factorized into independent linear
forms;
c200x
2
1 + c110x1x2 + c020x
2
2 = (α1x1 + α2x2)(β1x1 + β2x2).
By the transformation (
x1
x2
)
7−→
(
α1 α2
β1 β2
)(
x1
x2
)
,
F (x) is normalized to satisfy (c200, c110, c020) = (0, 1, 0).
2. We consider the case where φ−1(p) is a point. Then the quadratic form c200x21 +
c110x1x2 + c020x
2
2 is the square of a nonzero linear form;
c200x
2
1 + c110x1x2 + c020x
2
2 = (α1x1 + α2x2)
2,
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and we may assume that α2 6= 0. By the transformation(
x1
x2
)
7−→
(
1 0
α1 α2
)(
x1
x2
)
,
we may assume that (c200, c110, c020) = (0, 0, 1). If c210 6= 0, then by the transfor-
mation (
x1
x2
)
7−→
(√
c210 0
0 1
)(
x1
x2
)
,
F (x) is normalized to satisfy c210 = 1. If c210 = 0 and c300 6= 0, then by the
transformation (
x1
x2
)
7−→
(
1 − 1
3c300
0 1
)(
x1
x2
)
,
F (x) is normalized to satisfy c210 = 1. If (c300, c210) = (0, 0), then X is singular
at [a : 1 : 0 : 0], where a is a root of the quadratic equation
∂F
∂x3
(s, 1, 0, 0) = s2 + c101s+ c201 = 0.
3. We consider the case where φ−1(p) ≃ P1. Then we have (c200, c110, c020) = (0, 0, 0),
and the cubic form c300x
3
1 + c210x
2
1x2 + c120x1x
2
2 + c030x
3
2 is factorized into nonzero
linear forms;
c300x
3
1 + c210x
2
1x2 + c120x1x
2
2 + c030x
3
2 = (α1x1 + α2x2)(β1x1 + β2x2)(γ1x1 + γ2x2).
We have α1β2 − α2β1 6= 0, β1γ2 − β2γ1 6= 0, and γ1α2 − γ2α1 6= 0, because for
example if α1β2 − α2β1 = 0, then X is singular at [a : −α2 : α1 : 0], where a is a
root of the quadratic equation
∂F
∂x3
(s,−α2, α1, 0) = s2 + (c011α1 − c101α2)s+ (c021α21 − c111α1α2 + c201α22) = 0.
Let ω ∈ C be a primitive 3-rd root of unity. By the transformation
(
x1
x2
)
7−→
(
α1β2γ1+α1β1γ2ω+α2β1γ1ω2
3
√
d
−α2β1γ2−α2β2γ1ω−α1β2γ2ω2
3
√
d
−α1β2γ1−α2β1γ1ω−α1β1γ2ω2
3
√
d
α2β1γ2+α1β2γ2ω+α2β2γ1ω2
3
√
d
)(
x1
x2
)
,
where
d = det
(
α1β2γ1 + α1β1γ2ω + α2β1γ1ω
2 −α2β1γ2 − α2β2γ1ω − α1β2γ2ω2
−α1β2γ1 − α2β1γ1ω − α1β1γ2ω2 α2β1γ2 + α1β2γ2ω + α2β2γ1ω2
)
= (ω − ω2)(α1β2 − α2β1)(β1γ2 − β2γ1)(γ1α2 − γ2α1) 6= 0,
F (x) is normalized to satisfy (c300, c210, c120, c020) = (
1
3
, 0, 0, 1
3
).
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Proof of Theorem 3.2. For p ∈ X , by Lemma 3.3, we may assume that p = [1 : 0 : 0 : 0],
c000 = c100 = c010 = 0 and c001 = 1. Then
X \ {x0 6= 0} ≃ {(ξ1, ξ2, ξ3) ∈ C3 | F (1, ξ1, ξ2, ξ3) = 0},
and (ξ1, ξ2) gives a local coordinate of X at p because
∂F
∂x3
(p) = c001 6= 0. For [s1 : s2] ∈
P1, we set a line on P3 by
L[s1:s2] = {[x0 : · · · : x3] ∈ P3 | s1x2 = s2x1, x3 = 0},
which intersects X at p with multiplicity ≥ 2. For 0 ≤ i ≤ 3, we set a polynomial by
fi(ξ1, ξ2, ξ3, ζ2, ζ3) = Fi(1, ξ1, ξ2, ξ3, 1, ζ2, ζ3),
where Fi(x, z) is the polynomial defined in (3.1). Then Y is locally defined by these
polynomials on a neighborhood of (p, L[1:0]) ∈ Y ;
Y ≃ {(ξ1, ξ2, ξ3, ζ2, ζ3) ∈ C5 | f0(ξ, ζ) = f1(ξ, ζ) = f2(ξ, ζ) = 0}.
In order to give a local coordinate of Y , we divide the case into three types.
1. The case where φ−1(p) is a set of distinct two points. By Lemma 3.3, we may
assume that c000 = c100 = c010 = c200 = c020 = 0 and c001 = c110 = 1. Then we
have φ−1(p) = {(p, L[1:0]), (p, L[0:1])}. Since∣∣∣∣∣∣∣
∂f0
∂ξ3
(0, 0, 0, 0, 0) ∂f0
∂ζ2
(0, 0, 0, 0, 0) ∂f0
∂ζ3
(0, 0, 0, 0, 0)
∂f1
∂ξ3
(0, 0, 0, 0, 0) ∂f1
∂ζ2
(0, 0, 0, 0, 0) ∂f1
∂ζ3
(0, 0, 0, 0, 0)
∂f2
∂ξ3
(0, 0, 0, 0, 0) ∂f2
∂ζ2
(0, 0, 0, 0, 0) ∂f2
∂ζ3
(0, 0, 0, 0, 0)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
1 0 0
c101 0 1
c201 1 c101
∣∣∣∣∣∣ = −1 6= 0,
(ξ1, ξ2) gives a local coordinate of Y at (p, L[1:0]) and φ is a local isomorphism in
a neighborhood of (p, L[1:0]). When L[1:0] is contained in X , L
+
[1:0] ⊂ Y is locally
isomorphic to {(ξ1, ξ2) | ξ2 = 0}, and when L[0:1] is contained in X , L−[0:1] ⊂ Y is
locally isomorphic to {(ξ1, ξ2) | ξ1 = 0}. Hence, if (p, L[1:0]) ∈ L+[1:0] ∩ L−[0:1], then
L+[1:0] intersects L
−
[0:1] transversally at (p, L[1:0]) ∈ Y . In the same way, we can see
the picture of a neighborhood of (p, L[0:1]).
2. The case where φ−1(p) is a point. By Lemma 3.3, we may assume that c000 =
c100 = c010 = c200 = c110 = 0 and c001 = c020 = c210 = 1. Then φ
−1(p) =
{(p, L[1:0])}. Since∣∣∣∣∣∣∣
∂f0
∂ξ2
(0, 0, 0, 0, 0) ∂f0
∂ξ3
(0, 0, 0, 0, 0) ∂f0
∂ζ3
(0, 0, 0, 0, 0)
∂f1
∂ξ2
(0, 0, 0, 0, 0) ∂f1
∂ξ3
(0, 0, 0, 0, 0) ∂f1
∂ζ3
(0, 0, 0, 0, 0)
∂f2
∂ξ2
(0, 0, 0, 0, 0) ∂f2
∂ξ3
(0, 0, 0, 0, 0) ∂f2
∂ζ3
(0, 0, 0, 0, 0)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
0 1 0
0 c101 1
1 c201 c101
∣∣∣∣∣∣ = 1 6= 0,
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there are holomorphic functions ϕ2(ξ1, ζ2), ϕ3(ξ1, ζ2) and µ3(ξ1, ζ2) on a neighbor-
hood of (ξ1, ζ2) = (0, 0) such that
ϕ2(0, 0) = 0, ϕ3(0, 0) = 0, µ3(0, 0) = 0
and
fi(ξ1, ϕ2(ξ1, ζ2), ϕ3(ξ1, ζ2), ζ2, µ3(ξ1, ζ2)) = 0
for 0 ≤ i ≤ 2. We remark that
ϕ2(ξ1, ζ2) ≡ −3c300ξ1 + (−9c2300c2101 + 9c2300c120c101 + 9c2300c201 − 3c300c101)ξ21
+ (−6c300c101 + 6c300c120 − 2)ξ1ζ2 − ζ22 mod (ξ31 , ξ21ζ2, ξ1ζ22 , ζ32),
ϕ3(ξ1, ζ2) ≡ −9c2300ξ21 mod (ξ31 , ξ21ζ2, ξ1ζ22 , ζ32),
µ3(ξ1, ζ2) ≡ (9c2300c101 − 9c2300c120 + 3c300)ξ21 + 6c300ξ1ζ2 mod (ξ31, ξ21ζ2, ξ1ζ22 , ζ32 ).
Then (ξ1, ζ2) is a local coordinate of Y at (p, L[1:0]), and R = D is locally iso-
morphic to {(ξ1, ζ2) | ∂ϕ2∂ζ2 (ξ1, ζ2) = 0}, and it is nonsingular at (p, L[1:0]) because
∂2ϕ2
∂ζ2
2 (0, 0) = −2 6= 0. There is a holomorphic function σ(ξ1) on a neighborhood
of ξ1 = 0 such that σ(0) = 0 and
∂ϕ2
∂ζ2
(ξ1, σ(ξ1)) = 0. Then B ⊂ X is locally iso-
morphic to {(ξ1, ξ2) | ξ2 = ϕ2(ξ1, σ(ξ1))}, and it is nonsingular at p. When L[1:0]
is contained in X , we have c300 = 0 and there is a holomorphic function η2(ξ1, ζ2)
such that ϕ2(ξ1, ζ2) = ζ2η2(ξ1, ζ2). Then L
+
[1:0] ⊂ Y is locally isomorphic to
{(ξ1, ζ2) | ζ2 = 0}, and L−[1:0] ⊂ Y is locally isomorphic to {(ξ1, ζ2) | η2(ξ1, ζ2) = 0}.
Since (
∂2ϕ2
∂ξ1∂ζ2
(0, 0) ∂ζ2
∂ξ1
(0, 0) ∂η2
∂ξ1
(0, 0)
∂2ϕ2
∂ζ2
2 (0, 0)
∂ζ2
∂ζ2
(0, 0) ∂η2
∂ζ2
(0, 0)
)
=
(−2 0 −2
−2 1 −1
)
,
D intersects L+[1:0] and L
−
[1:0] transversally, and L
+
[1:0] intersects L
−
[1:0] transversally
at (p, L[1:0]) ∈ Y . Since L is locally isomorphic to {(ξ1, ξ2) | ξ2 = 0} and

ϕ2(ξ1, σ(ξ1))|ξ1=0 = 0,
d
dξ1
(ϕ2(ξ1, σ(ξ1)))|ξ1=0 = 0,
d2
dξ1
2 (ϕ2(ξ1, σ(ξ1)))|ξ1=0 = 2 6= 0,
L intersects B at p with multiplicity 2.
3. The case where φ−1(p) ≃ P1. By Lemma 3.3, we may assume that c000 = c100 =
12
c010 = c200 = c110 = c020 = c210 = c120 = 0 and c001 = 3c300 = 3c030 = 1. Since∣∣∣∣∣∣∣
∂f0
∂ξ1
(0, 0, 0, ζ2, 0)
∂f0
∂ξ3
(0, 0, 0, ζ2, 0)
∂f0
∂ζ3
(0, 0, 0, ζ2, 0)
∂f1
∂ξ1
(0, 0, 0, ζ2, 0)
∂f1
∂ξ3
(0, 0, 0, ζ2, 0)
∂f1
∂ζ3
(0, 0, 0, ζ2, 0)
∂f2
∂ξ1
(0, 0, 0, ζ2, 0)
∂f2
∂ξ3
(0, 0, 0, ζ2, 0)
∂f2
∂ζ3
(0, 0, 0, ζ2, 0)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
0 1 0
0 c101 + c011ζ2 1
1 c201 + c111ζ2 + c021ζ
2
2 c101 + c011ζ2
∣∣∣∣∣∣ = 1 6= 0,
there are holomorphic functions ϕ1(ξ2, ζ2), ϕ3(ξ2, ζ2) and µ3(ξ2, ζ2) on a neighbor-
hood of {(ξ2, ζ2) | ξ2 = 0} such that
ϕ1(0, ζ2) = 0, ϕ3(0, ζ2) = 0, µ3(0, ζ2) = 0
and
fi(ϕ1(ξ2, ζ2), ξ2, ϕ3(ξ2, ζ2), ζ2, µ3(ξ2, ζ2)) = 0
for 0 ≤ i ≤ 2. We remark that
ϕ1(ξ2, ζ2) ≡ −ζ22ξ2 + (c101ζ2 + c011ζ22 + c101ζ42 + c011ζ52)ξ22 mod (ξ32),
ϕ3(ξ2, ζ2) ≡ 0 mod (ξ32),
µ3(ξ2, ζ2) ≡ (−ζ2 − ζ42 )ξ22 mod (ξ32).
There is a holomorphic function η1(ξ2, ζ2) such that
ϕ1(ξ2, ζ2) = ξ2η1(ξ2, ζ2).
Since R is locally isomorphic to {(ξ2, ζ2) | ∂ϕ1∂ζ2 (ξ2, ζ2) = 0}, E is locally isomorphic
to {(ξ2, ζ2) | ξ2 = 0} and D is locally isomorphic to {(ξ2, ζ2) | ∂η1∂ζ2 (ξ2, ζ2) = 0}. We
remark that L[1:λ] ⊂ X if and only if λ3+1 = 0. Hence p is an Eckardt point on X .
We assume that λ3+1 = 0. Then L[1:λ] is locally isomorphic to {(ξ1, ξ2) | ξ2 = λξ1}
and φ∗L[1:λ] is locally isomorphic to {(ξ2, ζ2) | ξ2 = λϕ1(ξ2, ζ2)}, hence L+[1:λ]+L−[1:λ]
is locally isomorphic to {(ξ2, ζ2) | 1 = λη1(ξ2, ζ2)}. Since η1(0, ζ2) = −ζ22 ,
(0, ζ2) ∈ L+[1:λ] + L−[1:λ] ⇐⇒ 1 = −λζ22 ⇐⇒ ζ22 = λ2.
Then L+[1:λ] intersects E transversally at (p, L[1:λ]) by
∂
∂ζ2
(1− λη1)
∣∣∣
(ξ2,ζ2)=(0,λ)
= 2λ2 6= 0,
and L−[1:λ] intersects E transversally at (p, L[1:−λ]) by
∂
∂ζ2
(1− λη1)
∣∣∣
(ξ2,ζ2)=(0,−λ)
= −2λ2 6= 0.
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Since ∂η1
∂ζ2
(0, ζ2) = −2ζ2,
(0, ζ2) ∈ D ⇐⇒ ζ2 = 0.
Then D intersects E transversally at (p, L[1:0]) by
∂2η1
∂ζ2
2 (0, 0) = −2 6= 0.
There is a holomorphic function σ(ξ2) on a neighborhood of ξ2 = 0 such that
σ(0) = 0 and ∂η1
∂ζ2
(ξ2, σ(ξ2)) = 0. Then the image B1 of the local component of
D at (p, L[1:0]) by φ is locally isomorphic to {(ξ1, ξ2) | ξ1 = ϕ1(ξ2, σ(ξ2))}. Since
∂
∂ξ2
(ϕ1(ξ2, σ(ξ2)))|ξ2=0 = 0, B1 intersects L[1:λ] transversally at p. In the same
way, we can show that D intersects E transversally at (p, L[0:1]), and there is a
holomorphic function τ(ξ1) on a neighborhood of ξ1 = 0 such that
dτ
dξ1
(0) = 0 and
the image B2 of the local component of D at (p, L[0:1]) by φ is locally isomorphic
to {(ξ1, ξ2) | ξ2 = τ(ξ1)}. Then B2 intersects L[1:λ] and B1 transversally at p. This
implies that B has a node at p, and L[1:λ] intersects B at p with multiplicity 2.
By the above observation, we have φ∗L = L+ + L− +
∑
e∈L∩Sing (B) φ
−1(e) for a line L
on X , and B ∩ L is a set of distinct two point because (B.L) = 4. Hence we have
(L−. L−) = (L−. φ∗L− L+ −
∑
e∈L∩Sing (B)
φ−1(e))
= (L. L)− (L−. L+ +
∑
e∈L∩Sing (B)
φ−1(e)) = −1 − 2 = −3.
Each component of E corresponds to an Eckardt point on X , and it is a (−2)-curve on
Y , because φ is the canonical map of Y by Proposition 2.1.
Remark 3.4. There are at most two Eckardt points on a line L ⊂ X , hence there are
at most 18 Eckardt points on X . If X has 18 Eckardt points, then X is isomorphic to
the Fermat cubic surface [11].
Remark 3.5. Let φ′ : Y ′ → X be the finite double cover of X branched along B. Then
Y ′ may have ordinary double points, and Y is the minimal resolution of Y ′,
Remark 3.6. By Theorem 3.2, for lines L1, L2, L on X and Eckardt points e1, e2, e on
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X , the intersection numbers on Y are computed by
(L+1 .L
+
2 ) = (L
−
1 .L
−
2 ) =
{
0 if L1 6= L2,
−3 if L1 = L2,
(L+1 .L
−
2 ) =


0 if L1 ∩ L2 = ∅,
1 if L1 ∩ L2 is a point which is not an Eckardt point,
0 if L1 ∩ L2 is a point which is an Eckardt point,
0 if L1 = L2 and there are two Eckardt points on L1 = L2,
1 if L1 = L2 and there is only one Eckardt point on L1 = L2,
2 if L1 = L2 and there are no Eckardt points on L1 = L2,
(φ−1(e1).φ−1(e2)) =
{
0 if e1 6= e2.
−2 if e1 = e2,
(L+.φ−1(e)) = (L−.φ−1(e)) =
{
0 if e /∈ L,
1 if e ∈ L.
Proposition 3.7. Any (−2)-curve on Y is a component of E, and any (−3)-curve on
Y is a component of Y∞ + Y −∞ .
Proof. Let C be a (−2)-curve on Y . Since (φ∗C. OP3(1)|X) = (C. KY ) = 0, the image
of C by the morphism φ is a point on X , hence C is a component of E. Let C be
a (−3)-curve on Y . Since (φ∗C. OP3(1)|X) = (C. KY ) = 1, the image of C by the
morphism φ is a line on X , hence C is is a component of Y∞ + Y −∞ .
Remark 3.8. We can check that the divisor Y∞ + Y −∞ is connected. Hence, if a divisor
W on Y is a disjoint union of irreducible components of Y∞ + Y −∞ , and W contains a
component of φ∗L for any line L on X , then W = Y∞ or W = Y −∞ .
Let ψ = Ψ |Y : Y → Z = Z3 ⊂ λ(P3) be the second projection in Remark 2.5, and
let [OZ(1)] ∈ H2(Z,Z) be the class of a hyperplane section by the Plu¨cker embedding
Λ(P3) ⊂ P5. Let Z∞ be the set of all lines on the cubic surface X . For a line L0 ∈ Z∞,
we set Z∞(L0) = {L ∈ Z∞ | L0 6= L, L0 ∩ L 6= ∅}, which is a set of 10 lines.
Proposition 3.9. There are the following relations in the Ne´ron-Severi group NS (Y ):
ψ∗[OZ(3)] = φ∗[OX(3)] +
∑
L∈Z∞
L+ (3.2)
and
ψ∗[OZ(1)] = 3φ∗L0 − L+0 +
∑
L∈Z∞(L0)
L+ (3.3)
for any line L0 ∈ Z∞.
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Proof. Since Y∞ =
∐
L∈Z∞ L
+, the relation (3.2) is given by
OY (Y∞) ≃ S⊗3|Y ≃ ψ∗OZ(3)⊗ φ∗OX(−3).
For L0 ∈ Λ(P3),
HL0 = {L ∈ Λ(P3) | L0 ∩ L 6= ∅}
is a hyperplane section by the Plu¨cker embedding Λ(P3) ⊂ P5. We prove that
ψ∗HL0 = 2L
+
0 + 3L
−
0 + 3
∑
e∈L0∩Sing (B)
φ−1(e) +
∑
L∈Z∞(L0)
L+
for L0 ∈ Z∞. It gives the relation (3.3) by the relation in Theorem 3.2. For (p, L) ∈
ψ−1(HL0) ⊂ Y , if p ∈ L0 then
(p, L) ∈ φ−1(L0) = L+0 ∪ L−0 ∪
⋃
e∈L0∩Sing (B)
φ−1(e),
and if p /∈ L0 then L ⊂ X . Hence the support of ψ∗HL0 is
ψ−1(HL0) = L
+
0 ∪ L−0 ∪
⋃
e∈L0∩Sing (B)
φ−1(e) ∪
⋃
L∈Z∞(L0)
L+.
We compute the multiplicity of each component.
1. The case where there are no Eckardt points on the line L0. We set integers a+,
a− and aL by
ψ∗[OZ(1)] = ψ∗HL0 = a+L+0 + a−L−0 +
∑
L∈Z∞(L0)
aLL
+.
Since (ψ∗[OZ(1)]. L+) = 0 for L ∈ Z∞,
0 = (ψ∗HL0 . L
+) =
{
−3a+ + 2a− if L = L0,
a− − 3aL if L ∈ Z∞(L0).
By the relation (3.2),
(ψ∗[OZ(3)]. L−0 ) = (φ∗[OX(3)]. L−0 ) + (L+0 . L−0 ) +
∑
L∈Z∞(L0)
(L+. L−0 ) = 3 + 2 + 10,
hence we have
5 = (ψ∗HL0. L
−
0 ) = 2a+ − 3a− +
∑
L∈Z∞(L0)
aL.
These equations imply that a+ = 2, a− = 3 and aL = 1 for L ∈ Z∞(L0).
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2. The case where there is only one Eckardt point e on the line L0. We denote by
Z∞(e, L0) ⊂ Z∞(L0) the set of two lines through the point e. We set integers a+,
a−, b and aL by
ψ∗[OZ(1)] = ψ∗HL0 = a+L+0 + a−L−0 + bφ−1(e) +
∑
L∈Z∞(L0)
aLL
+.
Since (ψ∗[OZ(1)]. L+) = 0 for L ∈ Z∞,
0 = (ψ∗HL0 . L
+) =


−3a+ + a− + b if L = L0,
a− − 3aL if L ∈ Z∞(L0) \ Z∞(e, L0),
b− 3aL if L ∈ Z∞(e, L0).
By the relation (3.2),
(ψ∗[OZ(3)]. L−0 ) = (φ∗[OX(3)]. L−0 ) + (L+0 . L−0 ) +
∑
L∈Z∞(L0)
(L+. L−0 ) = 3 + 1 + 8
and
(ψ∗[OZ(3)]. φ−1(e)) = (φ∗[OX(3)]. φ−1(e)) + (L+0 . φ−1(e)) +
∑
L∈Z∞(L0)
(L+. φ−1(e))
= 0 + 1 + 2,
hence we have
4 = (ψ∗HL0. L
−
0 ) = a+ − 3a− + b+
∑
L∈Z∞(L0)\Z∞(e,L0)
aL
and
1 = (ψ∗HL0 . φ
−1(e)) = a+ + a− − 2b+
∑
L∈Z∞(e,L0)
aL.
These equations imply that a+ = 2, a− = 3, b = 3 and aL = 1 for L ∈ Z∞(L0).
3. The case where there are two Eckardt points e1, e2 on the line L0. We set integers
a+, a−, b1, b2 and aL by
ψ∗[OZ(1)] = ψ∗HL0 = a+L+0 + a−L−0 + b1φ−1(e1) + b2φ−1(e2) +
∑
L∈Z∞(L0)
aLL
+.
Since (ψ∗[OZ(1)]. L+) = 0 for L ∈ Z∞,
0 = (ψ∗HL0 . L
+)
=


−3a+ + b1 + b2 if L = L0,
a− − 3aL if L ∈ Z∞(L0) \
(
Z∞(e1, L0)∪Z∞(e2, L0)
)
,
bi − 3aL if L ∈ Z∞(ei, L0).
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By the relation 3.2,
(ψ∗[OZ(3)]. L−0 ) = (φ∗[OX(3)]. L−0 ) + (L+0 . L−0 ) +
∑
L∈Z∞(L0)
(L+. L−0 ) = 3 + 0 + 6
and
(ψ∗[OZ(3)]. φ−1(ei))
=(φ∗[OX(3)]. φ−1(ei)) + (L+0 . φ−1(ei)) +
∑
L∈Z∞(L0)
(L+. φ−1(ei))
=0 + 1 + 2,
hence we have
3 = (ψ∗HL0. L
−
0 ) = −3a− + b1 + b2 +
∑
L∈Z∞(L0)\(Z∞(e1,L0)∪Z∞(e2,L0))
aL
and
1 = (ψ∗HL0. φ
−1(ei)) = a+ + a− − 2bi +
∑
L∈Z∞(ei,L0)
aL.
These equations imply that a+ = 2, a− = 3, b1 = 3, b2 = 3 and aL = 1 for
L ∈ Z∞(L0).
4 Periods of cubic 3-folds
We review some works on cubic 3-folds by Clemens-Griffiths [3] and Tjurin [12]. Let
V ⊂ P4 be a nonsingular cubic 3-folds. We define a subvariety W of P4 × Λ(P4) by
W = {(p, L) ∈ P4 × Λ(P4) | p ∈ L ⊂ V },
and we define a subvariety S of Λ(P4) by
S = {L ∈ Λ(P4) | L ⊂ V },
which is a nonsingular surface and called the Fano surface of lines on V . The first
projection φ : W → V is a generically finite morphism of degree 6, and the second
projection ψ : W → S is a P1-bundle.
Theorem 4.1 (Clemens-Griffiths [3], Theorem 11.19). The homomorphism
φ∗ ◦ ψ∗ : H3(S,Z) −→ H3(V,Z)
is an isomorphism of Hodge structures.
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Let J be the intermediate Jacobian of the Hodge structure H3(V,Z). Then the
complex torus J is a principally polarized abelian variety of dimension 5. We denote
by θ ∈ H2(J,Z) the class of the polarization. Let A be the Albanese variety of S, and
ι : S → A the Albanese morphism. By Theorem 4.1, there is a natural isomorphism
A ≃ J of abelian varieties. Let us denote by θ ∈ H2(A,Z) the corresponding principal
polarization on A. The primitive part of H2(A,Z) is defined as the space
H2prim(A,Z) = Ker
(
θ∪4 : H2(A,Z) −→ H10(A,Z); α 7−→ θ∪4 ∪ α),
and the primitive part of H2(S,Z) is defined as the space
H2prim(S,Z) = Ker
(
[OS(1)] : H2(S,Z) −→ H4(S,Z); β 7−→ [OS(1)] ∪ β
)
,
where [OS(1)] ∈ H2(S,Z) is the class of a hyperplane section by the Plu¨cker embedding
Λ(P4) ⊂ P9. We define a symmetric form on H2(A,Z) by
〈 , 〉A : H2(A,Z)×H2(A,Z) −→ Z; (α1, α2) 7−→ deg
((θ∪3
3!
∪ α1 ∪ α2
)
∩ [A]
)
,
and a symmetric form on H2(S,Z) by
〈 , 〉S : H2(S,Z)×H2(S,Z) −→ Z; (β1, β2) 7−→ deg ((β1 ∪ β2) ∩ [S]).
We remark that these symmetric forms give polarizations of Hodge structures on the
primitive part H2prim(A,Z) and H
2
prim(S,Z).
Proposition 4.2. The homomorphism ι∗ : H2(A,Z) → H2(S,Z) induces the isomor-
phism (
H2prim(A,Z), 〈 , 〉A
) ≃ (H2prim(S,Z), 〈 , 〉S)
of polarized Hodge structures.
Proof. By [3, Lemma 9.13 and (10.14)], the homomorphism ι∗ : H2(A,Z) → H2(S,Z)
is injective with a finite cokernel. By [4, (2.3.5)], the homology group H1(S,Z) has no
torsion element, and the cokernel of ι∗ : H2(S,Z) → H2(A,Z) is isomorphic to Z/2Z.
Hence H2(S,Z) has no torsion element, and the cokernel of ι∗ : H2(A,Z) → H2(S,Z)
is isomorphic to Z/2Z. Since [ι(S)] = θ
∪3
6
∈ H6(A,Z) by [3, Proposition 13.1], we have
ι∗((ι∗α1∪ι∗α2)∩ [S]) = (α1∪α2)∩ι∗[S] = (α1∪α2)∩
(θ∪3
6
∩ [A]
)
=
(θ∪3
6
∪α1∪α2
)
∩ [A]
for α1, α2 ∈ H2(A,Z), hence the homomorphism ι∗ is compatible with the symmetric
forms. Let τ ∈ H2(S,Z) be the class of an incidence divisor [3, §2]. Since 3τ = [OS(1)]
by [3, §10], the primitive part H2prim(S,Z) is equal to the space orthogonal to τ . Since
2τ = ι∗θ by [3, Lemma 11.27], we have
ι∗((2τ ∪ ι∗α) ∩ [S]) = ι∗((ι∗θ ∪ ι∗α) ∩ [S]) =
(θ∪4
6
∪ α
)
∩ [A]
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for any α ∈ H2(A,Z). Hence we have a commutative diagram of exact sequences
0 0
↓ ↓
H2prim(A,Z) H
2
prim(S,Z)
↓ ↓
0 −→ H2(A,Z) ι∗−→ H2(S,Z) −→ Z/2Z −→ 0
θ∪4
12
↓ ↓ τ
Z = Z.
Since θ is a principal polarization, the image of the homomorphism
θ∪4
12
: H2(A,Z)→ Z; α 7−→ deg
((θ∪4
12
∪ α
)
∩ [A]
)
is 2Z. And the image of the homomorphism
τ : H2(S,Z)→ Z; α 7−→ deg ((τ ∪ α) ∩ [S])
is not contained in 2Z, because deg (τ∪2 ∩ [S]) = 5 /∈ 2Z by [3, (10.8)]. Hence τ :
H2(S,Z)→ Z is surjective, and ι∗ : H2prim(A,Z)→ H2prim(S,Z) is an isomorphism.
5 Periods of cubic surfaces
Let X ⊂ P3 be a nonsingular cubic surface defined by F (x0, . . . , x3) ∈ C[x0, . . . , x3].
Let V ⊂ P4 be the cubic 3-fold defined by F (x0, . . . , x3)+x34 ∈ C[x0, . . . , x4]. Then the
projection
ρ : V → P3; [x0 : · · · : x3 : x4] 7→ [x0 : · · · : x3]
is the triple Galois cover branched along the cubic surface X . Let S be the Fano surface
of lines on V . Then the Galois group Gal (ρ) ≃ Z/3Z of the cover ρ acts on the surface
S.
Lemma 5.1. Let L be a line in P4. If L is contained in V , then its image ρ(L) ⊂ P3
by ρ is a line in P3, and it is contained in X or intersects X at only one point with
multiplicity 3.
Proof. Let H4 ⊂ P4 be the hyperplane defined by the equation x4 = 0. If L is contained
in H4 ∩ V , then it is clear that ρ(L) is a line contained in X . We assume that L ∩H4
is a point [a0 : · · · : a3 : 0] ∈ P4. By taking a point [b0 : · · · : b3 : 1] ∈ L \H4, the line L
is written as
L = {[a0t0 + b0t1 : · · · : a3t0 + b3t1 : t1] ∈ P4 | [t0 : t1] ∈ P1}.
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If L ⊂ V , then
F (a0t0 + b0t1, . . . , a3t0 + b3t1) + t
3
1 = 0 ∈ C[t0, t1].
Since F (b0, . . . , b3) + 1 = 0 and F (a0, . . . , a3) = 0, we have (b1, . . . , b3) 6= (0, . . . , 0) and
[a0 : · · · : a3] 6= [b0 : · · · : b3], hence
ρ(L) = {[a0t0 + b0t1 : · · · : a3t0 + b3t1] ∈ P3 | [t0 : t1] ∈ P1}.
is a line in P3. Since F (a0t0+ b0t1, . . . , a3t0+ b3t1) = −t31, the line ρ(L) intersects X at
the point [a0 : · · · : a3] ∈ P3 with multiplicity 3.
Let Z = Z3 be the surface in Remark 2.5. By Lemma 5.1, the line ρ(L) represents
a point of Z for a line L on V . Let us abuse notation by
ρ : S −→ Z; L 7−→ ρ(L).
We set
S∞ = {L ∈ Λ(P4) | L ⊂ V ∩H4},
which is a set of 27 points on S.
Lemma 5.2. ρ : S → Z is the quotient morphism by the Gal (ρ)-action, and S∞ is the
set of the fixed point by the Gal (ρ)-action on S.
Proof. Let ω ∈ C be a primitive 3-rd root of unity. The automorphism
σ : V −→ V ; [x0 : · · · : x3 : x4] 7−→ [x0 : · · · : x3 : ωx4]
is a generator of the Galois group Gal (ρ). For a line L on V , we have ρ(L) = ρ(σ(L)),
and if L = σ(L), then L is contained in H4. Hence S∞ is the set of fixed points of the
Gal (ρ)-action on S. Let
L′ = {[a0t0 + b0t1 : · · · : a3t0 + b3t1] ∈ P3 | [t0 : t1] ∈ P1}
be a line in P3 which intersects X at [a0 : · · · : a3] with multiplicity ≥ 3. Then there
exists c ∈ C such that
F (a0t0 + b0t1, . . . , a3t0 + b3t1) = ct
3
1.
If a line
L = {[a0t0 + b0t1 : · · · : a3t0 + b3t1 : a4t0 + b4t1] ∈ P4 | [t0 : t1] ∈ P1}
is contained in V , then
−(a4t0 + b4t1)3 = F (a0t0 + b0t1, . . . , a3t0 + b3t1) = ct31,
hence a4 = 0 and b
3
4 = −c. This imply that the morphism ρ : S → Z is surjective, and
the fiber at L′ ∈ Z is contained in a Gal (ρ)-orbit.
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Remark 5.3. Each singularity of Z is isomorphic to the quotient of C2 by the cyclic
group generated by the action (a, b) 7→ (ωa, ωb). Hence we have
H i(Z,Z \ Z∞,Z) ≃


(Z/3Z)⊕27 if i = 3,
Z⊕27 if i = 4,
0 if i 6= 3, 4.
Let φ : Y = Y3 → X be the double cover branched along its Hessian, and let Y∞
be the distinguished divisor on Y which is introduced in Section 2. By Remark 5.3,
the restriction homomorphism H2(Z,Z)→ H2(Z \Z∞,Z) ≃ H2(Y \Y∞,Z) is injective
with a finite cokernel, hence ψ∗ : H2(Z,Z) → H2(Y,Z) is injective. Since H2(Y,Z) is
torsion free, H2(Z,Z) is also torsion free. The period integral
H0(Y,Ω2Y (log Y∞)) −→ Hom (H2(Y \ Y∞,Z),C); ω 7−→
[
γ 7→
∫
γ
ω
]
defines Hodge structures of pure weight 2 on H2(Z,Z) and H2(Z \ Z∞,Z). For γ ∈
H2(Z \ Z∞,Z), there is a unique γ¯ ∈ H2(Z,Q) such that the restriction of γ¯ to H2(Z \
Z∞,Q) is equal to the class of γ in the rational cohomology group. We define the
primitive part of H2(Z,Z) and H2(Z \ Z∞,Z) by
H2prim(Z,Z) = Ker
(
[OZ(1)] : H2(Z,Z) −→ H4(Z,Z); γ 7−→ [OZ(1)] ∪ γ
)
,
H2prim(Z \ Z∞,Z) = Ker
(
[OZ(1)] : H2(Z \ Z∞,Z) −→ H4(Z,Q); γ 7−→ [OZ(1)] ∪ γ¯
)
.
We define symmetric forms on H2(Z,Z) and H2(Z \ Z∞,Z) by
〈 , 〉Z : H2(Z,Z)×H2(Z,Z) −→ Z; (γ1, γ2) 7−→ deg ((γ1 ∪ γ2) ∩ [Z]),
〈 , 〉Z : H2(Z \ Z∞,Z)×H2(Z \ Z∞,Z) −→ Q; (γ1, γ2) 7−→ deg ((γ¯1 ∪ γ¯2) ∩ [Z]).
These symmetric forms give polarizations of Hodge structures on the primitive part
H2prim(Z,Z) and H
2
prim(Z \ Z∞,Z).
Proposition 5.4. The homomorphism
H2(Z \ Z∞,Z) ρ
∗−→ H2(S \ S∞,Z) ≃ H2(S,Z)
induces an isomorphism H2(Z \Z∞,Z)free ≃ H2(S,Z)Gal (ρ) of Hodge structures and an
isomorphism (
H2prim(Z \ Z∞,Z)free, 3〈 , 〉Z
) ≃ (H2prim(S,Z)Gal (ρ), 〈 , 〉S)
of polarized Hodge structures.
22
Proof. Since ρ : S\S∞ → Z\Z∞ is a finite e´tale Galois cover, we have the Cartan-Leray
spectral sequence
Ep,q2 = H
p(Gal (ρ), Hq(S \ S∞,Z)) =⇒ Hp+q(Z \ Z∞,Z).
Since the Gal (ρ)-action on H0(S \ S∞,Z) ≃ H0(S,Z) ≃ Z is trivial, we have
Hp(Gal (ρ), H0(S \ S∞,Z)) ≃


Z if p = 0,
0 if p is odd,
Z/3Z if p 6= 0 is even.
Since H1(S \ S∞,Z) ≃ H1(S,Z) ≃ H3(V,Z) is a free Z-module of rank 10 and the
Gal (ρ)-action has no invariant part, it is regard as a free Z[ω]-module of rank 5, where
Z[ω] ≃ Z[Gal (ρ)]/(∑σ∈Gal (ρ) σ) is the ring of Eisenstein integers [1, (2.2)]. Hence we
have
Hp(Gal (ρ), H1(S \ S∞,Z)) ≃
{
(Z/3Z)⊕5 if p is odd,
0 if p is even.
By the spectral sequence, the homomorphism
H2(Z \ Z∞,Z) −→ H0(Gal (ρ), H2(S \ S∞,Z)) ≃ H2(S,Z)Gal (ρ)
is surjective, and its kernel is of order 36. Since ρ∗OZ(1) = OS(1), we have
ρ∗(([OS(1)] ∪ ρ∗γ¯) ∩ [S]) = ([OZ(1)] ∪ γ¯) ∩ ρ∗[S] = ([OZ(1)] ∪ γ¯) ∩ 3[Z]
for γ ∈ H2(Z \ Z∞,Z), hence γ ∈ H2prim(Z \ Z∞,Z) if and only if ρ∗γ¯ ∈ H2prim(S,Q).
And we have
deg ((ρ∗γ¯1 ∪ ρ∗γ¯2) ∩ [S]) = deg ((γ¯1 ∪ γ¯2) ∩ ρ∗[S]) = 3 deg ((γ¯1 ∪ γ¯2) ∩ [Z])
for γ1, γ2 ∈ H2(Z \ Z∞,Z).
Remark 5.5. In the similar way, we can prove that the coinvariant part of the Gal (ρ)-
action on H2(S,Z) is isomorphic to H2(Z \ Z∞,Z). By the duality H2(Z \ Z∞,Z) ≃
H2(Z,Z∞,Z) ≃ H2(Z,Z), we have a commutative diagram
ρ∗ ρ∗
H2(S \ S∞,Z)Gal (ρ) ≃←H2(Z \ Z∞,Z)free≃ H2(Z,Z)free ←֓ H2(S,Z)Gal (ρ)
↑≃ ∪ ∪ ↑≃
H2(S,Z)Gal (ρ) ←֓ H2(Z,Z) ≃H2(Z \ Z∞,Z) ≃←H2(S \ S∞,Z)Gal (ρ).
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Remark 5.6. The restriction H2(Y,Z)→ H2(Y \ Y∞,Z) induces an isomorphism
H2(Y,Z)∑
L∈Z∞ ZL
+
≃ H2(Y \ Y∞,Z) ≃ H2(Z \ Z∞,Z),
and the injection ψ∗ : H2(Z,Z)→ H2(Y,Z) induces an isomorphism
H2(Z,Z) ≃
( ∑
L∈Z∞
ZL+
)⊥
⊂ H2(Y,Z),
where ⊥ means the orthogonal complement in the unimodular lattice
〈 , 〉Y : H2(Y,Z)×H2(Y,Z) −→ Z; (γ1, γ2) 7−→ deg ((γ1 ∪ γ2) ∩ [Y ]).
Proposition 5.7. The homomorphism
H2(X,Z)
φ∗−→ H2(Y \ Y∞,Z)≃H2(Z \ Z∞,Z)
induces an isomorphism
H2prim(X,Z)
3H2prim(X,Z)
≃ H2(Z \ Z∞,Z)tor
of abelian groups.
Proof. Since ψ∗H2(Z,Z) =
(∑
L∈Z∞ ZL
+
)⊥ ⊂ H2(Y,Z), the primitive closure of the
sublattice
∑
L∈Z∞ ZL
+ in H2(Y,Z) is
(
ψ∗H2(Z,Z)
)⊥ ⊂ H2(Y,Z), hence the torsion
part of H2(Z \ Z∞,Z) is
H2(Z \ Z∞,Z)tor ≃
( H2(Y,Z)∑
L∈Z∞ ZL
+
)
tor
≃ (ψ
∗H2(Z,Z))⊥∑
L∈Z∞ ZL
+
.
By the proof of Proposition 5.4, this is an abelian group of order 36, hence the sublattice
(ψ∗H2(Z,Z))⊥ ⊂ H2(Y,Z) is of rank 27 and
det (ψ∗H2(Z,Z))⊥ = (36)−2 · det ( ∑
L∈Z∞
ZL+
)
= −315.
Since H2prim(X,Z) is generated by the difference of two lines on X , by Proposition 3.9,
we have 3φ∗H2prim(X,Z) ⊂
∑
L∈Z∞ ZL
+ and φ∗H2prim(X,Z) ⊂ (ψ∗H2(Z,Z))⊥. By Re-
mark 3.6, we can directly compute the determinant of the sublattice φ∗H2prim(X,Z) +∑
L∈Z∞ ZL
+ ⊂ H2(Y,Z), that is det (φ∗H2prim(X,Z) +∑L∈Z∞ ZL+) = −315. Hence we
have
φ∗H2prim(X,Z) +
∑
L∈Z∞
ZL+ = ψ∗H2(Z,Z)⊥.
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This implies that the homomorphism
(Z/3Z)⊕6 ≃ H
2
prim(X,Z)
3H2prim(X,Z)
−→ (ψ
∗H2(Z,Z))⊥∑
L∈Z∞ ZL
+
is surjective. Since the order of these groups are both equal to 36, it is an isomorphism.
By proposition 5.7 and Remark 5.6, we have the isomorphism
H2(Y,Z)
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
≃ H2(Z \ Z∞,Z)free.
We denote by
( H2(Y,Z)
φ∗H2
prim
(X,Z)+
∑
L∈Z∞
ZL+
)
0
the subspace of H
2(Y,Z)
φ∗H2
prim
(X,Z)+
∑
L∈Z∞
ZL+
orthog-
onal to [ψ∗OZ(1)] ∈ H2(Y,Z). We denote by
(∧2H3(V,Z))
0
the kernel of the homo-
morphism
2∧
H3(V,Z) −→ Z; α1 ∧ α2 7−→ deg ((α1 ∪ α2) ∩ [V ]),
and denote by H3(V,Z)(1) the Hodge structure of weight 1 which is defined from the
Hodge structure H3(V,Z) by the shift of the weight.
Theorem 5.8. There is a natural injective homomorphism
( 2∧
H3(V,Z)(1)
)Gal (ρ)
−→ H
2(Y,Z)
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
with the cokernel Z/2Z, which induces an isomorphism
( 2∧
H3(V,Z)(1)
)Gal (ρ)
0
≃
( H2(Y,Z)
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
)
0
of Hodge structures.
Proof. By Theorem 4.1, [3, Lemma 9.13 and (10.14)], Proposition 5.4, Remark 5.6 and
Proposition 5.7, we have the following sequence of homomorphisms of Hodge structures;
(∧2H3(V,Z)(1))Gal (ρ) ∼→ (∧2H1(S,Z))Gal (ρ) ∼← (∧2H1(A,Z))Gal (ρ)
∩ ↓≃
H2(S \ S∞,Z)Gal (ρ) ∼← H2(S,Z)Gal (ρ) ⊃ H2(A,Z)Gal (ρ)
≃↑
H2(Z \ Z∞,Z)free ∼→ H2(Y \ Y∞,Z)free ∼← H2(Y,Z)φ∗H2
prim
(X,Z)+
∑
L∈Z∞
ZL+
.
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Since
(∧2H3(V,Z)(1))
0
corresponds to H2prim(A,Z), and
( H2(Y,Z)
φ∗H2
prim
(X,Z)+
∑
L∈Z∞
ZL+
)
0
cor-
responds to H2prim(S,Z)
Gal (ρ), by Proposition 4.2 we have the isomorphism
( 2∧
H3(V,Z)(1)
)Gal (ρ)
0
≃
( H2(Y,Z)
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
)
0
.
We denote by Ai the positive definite root lattice of type Ai, and by 1 the trivial
lattice of rank 1.
Proposition 5.9. There are isomorphisms of lattices;
(
H2(Z \ Z∞,Z)free, 〈 , 〉Z
) ≃ (1
3
· 1)⊕ (−1
3
· 1)⊕4 ⊕ (1
3
·A2
)⊕4 ⊕ (−1
3
·A2
)⊕6
,
(
H2prim(Z \ Z∞,Z)free, 〈 , 〉Z
) ≃ (−1
3
·A4
)⊕ (1
3
·A2
)⊕4 ⊕ (−1
3
·A2
)⊕6
,(
H2(Z,Z), 〈 , 〉Z
) ≃ (3 · 1)⊕ (−3 · 1)⊕4 ⊕ A⊕42 ⊕ (−A2)⊕6,(
H2prim(Z,Z), 〈 , 〉Z
) ≃ (−3·A4)⊕A⊕42 ⊕ (−A2)⊕6.
We define an alternating form on H1(A,Z) by
〈 , 〉A : H1(A,Z)×H1(A,Z) −→ Z; (α1, α2) 7−→ deg
((θ∪4
4!
∪ α1 ∪ α2
)
∩ [A]
)
.
Lemma 5.10 ([1] (2.7)). There is a basis (v0, . . . , v4) of the Z[ω]-module H
1(A,Z) such
that
(
〈vi, vj〉A
)
0≤i,j≤4
=


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ,
(
〈vi, ωvj〉A
)
0≤i,j≤4
=


−1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 .
Proof of Proposition 5.9. Using the basis in Lemma 5.10, the class of the principal
polarization is
θ = −v0 ∪ ωv0 +
4∑
i=1
vi ∪ ωvi ∈ H2(A,Z).
We set τ = 1
2
θ ∈ H2(A,Q). Then τ corresponds to the class of an incidence divisor
on S, and H2(S,Z) is identified with the sublattice in H2(A,Q) generated by τ and
H2(A,Z). We define sublattices in H2(A,Q) by
U0 =
4⊕
i=0
Zvi∪ωvi ⊂ H2(A,Z),
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U˜0 = Zτ + U0 = Zτ ⊕
4⊕
i=1
Zvi∪ωvi ⊂ H2(A,Q),
U ′0 = Z(v0∪ωv0 + v1∪ωv1)⊕
3⊕
i=1
Z(vi+1∪ωvi+1 − vi∪ωvi) ⊂ H2(A,Z)
and
Ui,j = Zvi∪vj ⊕ Zvi∪ωvj ⊕ Zωvi∪vj ⊕ Zωvi∪ωvj ⊂ H2(A,Z)
for 0 ≤ i < j ≤ 4. Then we have orthogonal decompositions of lattices
H2(S,Z) = U˜0 ⊕
⊕
0≤i<j≤4
Ui,j ,
H2prim(S,Z) ≃ H2prim(A,Z) = U ′0 ⊕
⊕
0≤i<j≤4
Ui,j,
which are compatible with the Gal (ρ)-action. The Gal (ρ)-action on U˜0 ≃ 1⊕ (−1)⊕4
and U ′0 ≃ (−A4) are trivial, and the invariant parts of the Gal (ρ)-action on Ui,j are
U
Gal (ρ)
0,j = Z(v0 ∪ vj + ωv0 ∪ ωvj + ωv0 ∪ vj)⊕ Z(v0 ∪ vj + ωv0 ∪ ωvj + v0 ∪ ωvj) ≃ A2
for 1 ≤ j ≤ 4, and
U
Gal (ρ)
i,j = Z(vi ∪ vj + ωvi ∪ ωvj + ωvi ∪ vj)⊕ Z(vi ∪ vj + ωvi ∪ ωvj + vi ∪ ωvj) ≃ (−A2)
for 1 ≤ i < j ≤ 4. Hence we have(
H2(S,Z)Gal (ρ), 〈 , 〉S
) ≃ 1⊕ (−1)⊕4 ⊕ A⊕42 ⊕ (−A2)⊕6
and (
H2prim(S,Z)
Gal (ρ), 〈 , 〉S
) ≃ (−A4)⊕A⊕42 ⊕ (−A2)⊕6.
By Proposition 5.4, we have the results for lattices H2(Z \ Z∞,Z)free and H2prim(Z \
Z∞,Z)free. In the similar way, the statements for lattices H2(Z,Z) and H2prim(Z,Z) can
be proved.
Proposition 5.11.
φ∗H2prim(X,Z) +
∑
L∈Z∞
ZL+ =
(
ψ∗H2(Z,Z)
)⊥
,
φ∗H2(X,Z) +
∑
L∈Z∞
ZL+ =
(
ψ∗H2prim(Z,Z)
)⊥
.
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Proof. The first equality has been proved in the proof of Proposition 5.7. Since
ψ∗H2prim(Z,Z) =
(
φ∗H2(X,Z) +
∑
L∈Z∞
ZL+
)⊥
,
we have
φ∗H2(X,Z) +
∑
L∈Z∞
ZL+ ⊂ (ψ∗H2prim(Z,Z))⊥,
which are sublattices of rank 28. We compute the determinant of these lattices. By
Proposition 5.9, we have
detH2prim(Z,Z) = 3
4 · det (−A4) · (detA2)4 · (det (−A2))6 = 314 · 5,
hence det (ψ∗H2prim(Z,Z))
⊥ = −314 · 5. On the other hand, by Remark 3.6, we can di-
rectly compute the determinant of the sublattice φ∗H2(X,Z)+
∑
L∈Z∞ ZL
+ ⊂ H2(Y,Z),
that is
det
(
φ∗H2(X,Z) +
∑
L∈Z∞
ZL+
)
= −314 · 5,
hence we have the second equality.
6 Ne´ron-Severi lattice
The Ne´ron-Severi group NS (Y ) of the surface Y is the subgroup of H2(Y,Z) generated
by algebraic cycles. Since H2(X,Z) is generated by algebraic cycles,
NS (Y )0 = φ
∗H2(X,Z) +
∑
L∈Z∞
ZL+ ⊂ H2(Y,Z)
is contained in NS (Y ). By the proof of Proposition 5.11, NS0 (Y ) is a sublattice of
rank 28 with the determinant −314 · 5. If there are no Eckardt points on X , then
NS (Y )0 =
∑
L∈Z∞(ZL
+ + ZL−).
Theorem 6.1. NS (Y ) = NS (Y )0 for a generic cubic surface X.
The idea of the proof is based on the theory of infinitesimal variations of Hodge
structure [2, Section 3]. Let M ⊂ P(H0(P3,OP3(3))∨) be the space of smooth cubic
surfaces, and let Y →M be the family of the surface Y . We define a homomorphism
by
ǫ : H1(Y,Ω1Y ) −→ Hom(TM([F ]), H2(Y,OY )); ω 7−→
[
ξ 7→ c(κ(ξ) ∪ ω)],
where TM([F ]) is the tangent space of M at [F ] ∈ M, Y is the fiber of Y → M at
[F ] ∈M, κ(ξ) ∈ H1(Y, TY ) is the Kodaira-Spencer class of ξ∈TM([F ]), and
c : H2(Y, TY ⊗ Ω1Y ) −→ H2(Y,OY )
is the contraction homomorphism. We remark that C ⊗Z NS (Y ) is isomorphic to the
kernel of ǫ for a generic [F ] ∈M.
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Proposition 6.2. The homomorphism ǫ : H1(Y,Ω1Y ) → Hom (TM([F ]), H2(Y,OY )) is
of rank 16.
The computation of the infinitesimal variations of Hodge structure for Y is given in
Section 7, and Proposition 6.2 will be proved there.
Proof of Theorem 6.1. By Proposition 5.11, NS (Y )
NS0 (Y )
has no torsion element, and by
Proposition 6.2, the rank of NS (Y ) is 28 for a generic cubic surface X . Hence we
have NS(Y )
NS0 (Y )
= 0 for a generic X .
Next we study the surface Y for the Fermat cubic surface X . Let X ⊂ P3 be the
cubic surface defined by F = x30 + · · · + x33. Then the triple Galois cover V of P3
branched along X is the Fermat cubic 3-fold defined by F˜ = x30 + · · ·+ x33 + x34. We set
a point eαi,j on V by
eαi,j =
{
[x0 : · · · : x4] ∈ P4 | xi + αxj = 0, xk = 0 for k ∈ {0, 1, . . . , 4} \ {i, j}
}
for 0 ≤ i < j ≤ 4 and α ∈ C with α3 = 1. The point eαi,j corresponds to an elliptic
curve Eαi,j on the Fano surface S of lines on V ⊂ P4 by
Eαi,j = {L ∈ S | eαi,j ∈ L}.
Theorem 6.3 (Roulleau [10], Theorem 3.13). For the Fermat cubic 3-fold V , the Ne´ron-
Severi lattice NS (S) is of rank 25 with the determinant 318, and
NS (S) = Zτ +
∑
0≤i<j≤4
(ZE1i,j + ZEωi,j + ZEω
2
i,j ),
where τ is the class of an incidence divisor.
By using Theorem 6.3, we compute the Ne´ron-Severi lattice NS (Y ) for the Fermat
cubic surface X . The branch divisor B of the double cover φ : Y → X is the sum of
the elliptic curves
Bk = {[x0 : · · · : x3] ∈ X | xk = 0}
for 0 ≤ k ≤ 3, because the Hessian of F is 64x0x1x2x3. Let Dk be the irreducible
component of the ramification divisor R of φ : Y → X which corresponds to Bk, and
let Eαi,j be the irreducible component of the ramification divisor R which corresponds
to the Eckardt point
ρ(eαi,j) =
{
[x0 : · · · : x3] ∈ P3 | xi + αxj = 0, xk = 0 for k ∈ {0, 1, 2, 3} \ {i, j}
}
for 0 ≤ i < j ≤ 3 and α ∈ C with α3 = 1. We remark that Dk is an elliptic curve, and
the irreducible decomposition of the ramification divisor is
R =
3∑
k=0
Dk +
∑
0≤i<j≤3
(E1i,j + E
ω
i,j + E
ω2
i,j ).
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Remark 6.4. For a line L on the Fermat cubic surface X and an Eckardt point e on X ,
the intersection numbers on Y are computed by
(Dk.Dl) =
{
0 if k 6= l,
−3 if k = l,
(Dk.L
+) = (Dk.L
−) = 0,
(Dk.φ
−1(e)) =
{
0 if e /∈ Bk,
1 if e ∈ Bk.
Lemma 6.5. There is an isomorphism
χ : NS (S)Gal (ρ)
∼−→ NS (Y )
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
such that 

χ(τ) = π(φ∗L) for a line L on X,
χ(Eαi,j) = π(Eαi,j) for 0 ≤ i ≤ j ≤ 3 and α3 = 1,
χ(E1k,4 + Eωk,4 + Eω2k,4) = π(Dk) for 0 ≤ k ≤ 3,
where π denotes the natural surjective homomorphism
π : NS (Y ) −→ NS (Y )
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
.
Proof. By Proposition 5.4, Remark 5.6 and Proposition 5.7, we have the isomorphism
of Hodge structures
H2(S,Z)Gal (ρ) ≃ H
2(Y,Z)
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
,
and this induces the isomorphism
χ : NS (S)Gal (ρ)
∼−→ NS (Y )
φ∗H2prim(X,Z) +
∑
L∈Z∞ ZL
+
.
Since 3τ = [OS(1)] = ρ∗[OZ(1)] by [3, §10], and π(ψ∗[OZ(1)]) = π(3φ∗L) by Propo-
sition 3.9, we have χ(3τ) = π(3φ∗L). Since NS (Y )
φ∗H2
prim
(X,Z)+
∑
L∈Z∞
ZL+
is torsion free, we
have χ(τ) = π(φ∗L). The triple cover ρ : S → Z induces a triple cover Eαi,j → ψ(Eαi,j)
for 0 ≤ i ≤ j ≤ 3, and an isomorphism Eαk,4 ∼→ ψ(Dk) for 0 ≤ k ≤ 3. These imply that
χ(Eαi,j) = π(Eαi,j) and χ(E1k,4 + Eωk,4 + Eω2k,4) = π(Dk).
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Theorem 6.6. For the Fermat cubic surface X, the Ne´ron-Severi lattice NS (Y ) is of
rank 44 with the determinant −312, and
NS (Y ) =
∑
L∈Z∞
(ZL+ + ZL−) +
∑
0≤i<j≤3
(ZE1i,j + ZE
ω
i,j + ZE
ω2
i,j ) +
∑
0≤k≤3
ZDk.
Proof. By Theorem 6.3, we have
NS (S)Gal (ρ) = Zτ +
∑
0≤i<j≤3
(ZE1i,j + ZEωi,j + ZEω
2
i,j ) +
∑
0≤k≤3
Z(E1k,4 + Eωk,4 + Eω
2
k,4).
By Lemma 6.5, we have
NS (Y ) = φ∗NS (X) +
∑
L∈Z∞
ZL+ +
∑
0≤i<j≤3
(ZE1i,j + ZE
ω
i,j + ZE
ω2
i,j ) +
∑
0≤k≤3
ZDk,
and by Remark 3.6 and Remark 6.4, we can directly compute the determinant of the
lattice.
Remark 6.7. The sublattice∑
L∈Z∞
(ZL+ + ZL−) +
∑
0≤i<j≤3
(ZE1i,j + ZE
ω
i,j + ZE
ω2
i,j )
is of rank 44 with the determinant −22 ·312, hence it is a sublattice of index 2 in NS (Y ).
7 Infinitesimal variations of Hodge structure
In this section, we compute the infinitesimal variations of Hodge structure for the surface
Y ⊂ Γ(P3), and we prove Proposition 6.2. The method is introduced in [9] as a theory
of Jacobian rings. Let Y = Y3 ⊂ Y2 ⊂ Y1 ⊂ Γ(P3) be the varieties defined in Section 2.
Let
Y3 ⊂ M× Γ(P3)
↓ ւ
M
be the family of the surface Y3. Let
κ : TM([F ]) −→ H1(Y3, TY3),
be the Kodaira-Spencer map. By the duality, Proposition 6.2 is a corollary of the
following proposition.
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Proposition 7.1. The homomorphism
TM([F ])⊗H0(Y3,Ω2Y3) −→ H1(Y3,Ω1Y3); ξ ⊗ ω 7−→ c(κ(ξ) ∪ ω)
is of rank 16, where c is the contraction homomorphism
c : H1(Y3, TY3 ⊗ Ω2Y3)
∼−→ H1(Y3,Ω1Y3).
Let SP3 be the kernel of the homomorphism OP3 ⊗V → QP3 ≃ OP3(1), where V =
H0(P3,OP3(1)). Let SΛ(P3) be the kernel of the homomorphism OΛ(P3) ⊗ V → QΛ(P3).
Then we have the natural exact sequence
0 −→ Ψ ∗SΛ(P3) σ−→ Φ∗SP3 λ−→ Ψ ∗QΛ(P3) τ−→ Φ∗QP3 −→ 0
of vector bundles on Γ(P3), and we have the exact sequence
0 −→ OΓ(P3) λ−→ Φ∗S∨P3 ⊗ Ψ ∗QΛ(P3) τ×σ
∨−→
Φ∗(S∨P3 ⊗QP3)⊕ Ψ ∗(S∨Λ(P3) ⊗QΛ(P3))
σ∨⊕(−τ)−→ Ψ ∗S∨Λ(P3) ⊗ Φ∗QP3 −→ 0.
Since the homomorphism
TP3×Λ(P3)|Γ(P3) ≃ Φ∗(S∨P3 ⊗QP3)⊕ Ψ ∗(S∨Λ(P3) ⊗QΛ(P3))
σ∨⊕(−τ)−→ Ψ ∗S∨Λ(P3) ⊗ Φ∗QP3
is identified with the natural homomorphism to the normal bundle TP3×Λ(P3)|Γ(P3) →
NΓ(P3)/P3×Λ(P3), we have the exact sequence
0 −→ OΓ(P3) λ−→ Φ∗S∨P3 ⊗ Ψ ∗QΛ(P3) −→ TΓ(P3) −→ 0. (7.1)
Let (x0, . . . , x3) be a basis of the vector space V = H
0(P3,OP3(1)), and let (x∨0 , . . . , x∨3 )
be the dual basis of (x0, . . . , x3).
Lemma 7.2.
H0(Y2, TΓ(P3)|Y2) ≃
V ∨ ⊗ V
C ·∑3i=0 x∨i ⊗ xi
Proof. The natural homomorphism OΓ(P3) ⊗ V ∨ ⊗ V → Φ∗S∨P3 ⊗ Ψ ∗QΛ(P3) induces the
isomorphism V ∨⊗V ≃ H0(Γ(P3), Φ∗S∨
P3
⊗Ψ ∗QΛ(P3)). By the exact sequence (7.1), we
have
H0(Γ(P3), TΓ(P3)) ≃ V
∨ ⊗ V
C ·∑3i=0 x∨i ⊗ xi ,
and we can prove that H0(Γ(P3), TΓ(P3)) ≃ H0(Y2, TΓ(P3)|Y2) by the restriction.
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We define filtration on Ψ ∗ Sym3QΛ(P3) by
Fili = Fili Ψ ∗ Sym3QΛ(P3) = S⊗i ⊗ Ψ ∗ Sym3−iQΛ(P3) ⊂ Ψ ∗ Sym3QΛ(P3),
where S denotes the line bundle defined as the kernel of the homomorphism Ψ ∗QΛ(P3) τ→
Φ∗QP3 . For G ∈ Sym3 V , we denote by [G]i the image of G by the natural homomor-
phism
Sym3 V −→ H0(Λ(P3), Fil
0
Fili
),
and denote by [G]i,Yj its restriction to H
0(Yj,
Fil0
Fili
∣∣
Yj
). We remark that Yj is the zeros
of the regular section [F ]j, and if i ≥ j then [F ]i,Yj is contained in H0(Yj, Fil
j
Fili
∣∣
Yj
). We
define the sheaf of OY2-modules N as the cokernel of the homomorphism
OY2
[F ]3,Y2−→ Fil
0
Fil3
∣∣
Y2
.
We remark that TΓ(P3)|Y2 is a quotient bundle of OY2 ⊗ V ∨ ⊗ V , and N is a quotient
OY2-module of OY2 ⊗ Sym3 V . And we can check that the homomorphism
ν : V ∨ ⊗ V −→ Sym3 V ; x∨i ⊗ A 7−→ A
∂F
∂xi
induces the homomorphism
TΓ(P3)|Y2 −→ N .
Lemma 7.3. There is an exact sequence
0 −→ TY2(− log Y3) −→ TΓ(P3)|Y2 −→ N −→ 0.
Proof. By the definition of N , we have the exact sequence
0 −→ NY3/Y2 −→ N −→ NY2/Γ(P3) −→ 0,
where we remark that NY2/Γ(P3) ≃ Fil
0
Fil2
∣∣
Y2
, and NY3/Y2 is the cokernel of the homomor-
phism
OY2
[F ]3,Y2−→ Fil
2
Fil3
∣∣
Y2
.
Since the kernel of the composition TΓ(P3)|Y2 → N → NY2/Γ(P3) is identified with TY2 , we
have the homomorphism TY2 → NY3/Y2 and its kernel is identified with TY2(− log Y3).
Lemma 7.4.
H0(Y2,N ) ≃ V ⊗ Sym
2 V
C ·∑3i=0 xi ⊗ ∂F∂xi ,
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Proof. By the homomorphism
Ψ ∗ Sym3QΛ(P3) −→ Φ∗QP2 ⊗Ψ ∗ Sym2QΛ(P3); abc 7−→ τ(a)⊗ bc+ τ(b)⊗ ca+ τ(c)⊗ ab,
we have the isomorphism
Fil0
Fil3
≃ Φ∗QP2 ⊗ Ψ ∗ Sym2QΛ(P3).
The natural homomorphism OΓ(P3) ⊗ V ⊗ Sym2 V → Φ∗QP2 ⊗ Ψ ∗ Sym2QΛ(P3) induces
the isomorphism
V ⊗ Sym2 V ≃ H0(Γ(P3), Φ∗QP2 ⊗ Ψ ∗ Sym2QΛ(P3)) ≃ H0(Γ(P3), Fil
0
Fil3
),
and we can prove that
H0(Γ(P3),
Fil0
Fil3
) ≃ H0(Y2, Fil
0
Fil3
∣∣
Y2
).
By the exact sequence
0 −→ OY2
[F ]3,Y2−→ Fil
0
Fil3
∣∣
Y2
−→ N −→ 0,
we have
H0(Y2,N ) ≃ V ⊗ Sym
2 V
C ·∑3i=0 xi ⊗ ∂F∂xi .
Lemma 7.5. The kernel of the homomorphism
H1(Y2, TY2(− log Y3)) −→ H1(Y2, TΓ(P3)|Y2)
is identified with the cokernel of the injective homomorphism
δ ◦ ν : V ∨ ⊗ V −→ V ⊗ Sym2 V ; x∨j ⊗ A 7−→ A⊗
∂F
∂xj
+
3∑
i=0
xi ⊗A ∂
2F
∂xi∂xj
.
Proof. By the exact sequence in Lemma 7.3, we have the exact sequence
H0(Y2, TΓ(P3)|Y2) −→ H0(Y2,N ) −→ H1(Y2, TY2(− log Y3)) −→ H1(Y2, TΓ(P3)|Y2).
By Lemma 7.2 and Lemma 7.4, we can check that H0(Y2, TΓ(P3)|Y2) → H0(Y2,N ) is
induced by the homomorphism
V ∨ ⊗ V
C ·∑3i=0 x∨i ⊗ xi −→
V ⊗ Sym2 V
C ·∑3i=0 xi ⊗ ∂F∂xi ; x
∨
j ⊗ A 7−→ A⊗
∂F
∂xj
+
3∑
i=0
xi ⊗ A ∂
2F
∂xi∂xj
.
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We remark that the homomorphism δ◦ν is the composition of injective homomorphisms
ν : V ∨ ⊗ V → Sym3 V and
δ : Sym3 V −→ V ⊗ Sym2 V ; G 7−→
3∑
i=0
xi ⊗ ∂G
∂xi
.
Remark 7.6. Since H1(Y2, TY2(−Y3)) = 0, the homomorphism
H1(Y2, TY2(− log Y3)) −→ H1(Y3, TY3)
is injective.
Lemma 7.7. The Kodaira-Spencer map κ : TM([F ])→ H1(Y3, TY3) is computed by the
homomorphism
κ : TM([F ]) ≃ Sym
3 V
C · F −→
V ⊗ Sym2 V
(δ ◦ ν)(V ∨ ⊗ V ) ⊂ H
1(Y3, TY3); G 7−→
3∑
i=0
xi ⊗ ∂G
∂xi
,
and its image κ(TM([F ])) is identified with the cokernel of the injective homomorphism
ν : V ∨ ⊗ V → Sym3 V.
Proof. Let (F,G1, . . . , G19) be a basis of Sym
3 V ≃ H0(P3,OP3(3)). We have a local
coordinate of M at [F ] ∈M ⊂ P(H0(P3,OP3(3))∨) by
C19 −→ P(H0(P3,OP3(3))∨);
(µ1, . . . , µ19) 7−→ F −
∑19
i=1 µiGi,
and the tangent space of M at [F ] is identified with Sym3 V
C·F by
TM([F ]) ≃ Sym
3 V
C · F ;
∂
∂µj
7−→ Gj .
We have the commutative diagram of exact sequences
0 −→ TY3 −→ TY3 |Y3 −→ OY3 ⊗ TM([F ]) −→ 0
‖ ↓ ↓ κ˜
0 −→ TY3 −→ TΓ(P3)|Y3 −→ NY3/Γ(P3) −→ 0,
where TY3 |Y3 → TΓ(P3)|Y3 is induced by the natural projection and κ˜ is defined by
κ˜ : TM([F ]) −→ H0(Y3, Fil
0
Fil3
∣∣
Y3
) ≃ H0(Y3,NY3/Γ(P3));
∂
∂µj
7−→ [Gj ]3,Y3.
35
We can compute the homomorphism κ˜ by
κ˜ : TM([F ]) −→ V⊗Sym2 VC·∑3i=0 xi⊗ ∂F∂xi ≃ H
0(Y2,N ) ⊂ H0(Y3,NY3/Γ(P3));
∂
∂µj
7−→ ∑3i=0 xi ⊗ ∂Gj∂xi ,
and κ˜ induces the homomorphism
κ : TM([F ]) ≃ Sym
3 V
C · F −→
V ⊗ Sym2 V
(δ ◦ ν)(V ∨ ⊗ V ) ⊂ H
1(Y2, TY2(− log Y3)) ⊂ H1(Y3, TY3).
Lemma 7.8. H0(Y2, (Φ
∗QP3⊗TΓ(P3))|Y2) is naturally identified with the cokernel of the
injective homomorphism
α : V ⊕ V −→ V ⊗ V ∨ ⊗ V ; A⊕ B 7−→
3∑
i=0
(xi ⊗ x∨i ⊗ A+B ⊗ x∨i ⊗ xi)
Proof. By the exact sequence
0 −→ Ψ ∗QΛ(P3) −→ Φ∗QP3 ⊗ V ∨ ⊗ Ψ ∗QΛ(P3) −→ Φ∗(QP3 ⊗ S∨P3)⊗ Ψ ∗QΛ(P3) −→ 0,
H0(Y2, (Φ
∗(QP3 ⊗ S∨P3) ⊗ Ψ ∗QΛ(P3))|Y2) is identified with the cokernel of the injective
homomorphism
λ0 : V −→ V ⊗ V ∨ ⊗ V ; A 7−→
3∑
i=0
xi ⊗ x∨i ⊗ A.
By the exact sequence (7.1), we have the exact sequence
0 −→ Φ∗QP3 λ−→ Φ∗(QP3 ⊗ S∨P3)⊗ Ψ ∗QΛ(P3) −→ Φ∗QP3 ⊗ TΓ(P3) −→ 0,
and H0(Y2, (Φ
∗QP3 ⊗ TΓ(P3))|Y2) is identified with the cokernel of the injective homo-
morphism
V −→ V ⊗ V
∨ ⊗ V
λ0(V )
; B 7−→
3∑
i=0
B ⊗ x∨i ⊗ xi.
Lemma 7.9. H0(Y2, (Φ
∗QP3)|Y2 ⊗ N ) is naturally identified with the cokernel of the
injective homomorphism
β : V ⊕ V −→ Sym2 V ⊗ Sym2 V ; A⊕B 7−→
3∑
i=0
(∂F
∂xi
⊗Axi +Bxi ⊗ ∂F
∂xi
)
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Proof. By the exact sequence
0 −→ (S∨ ⊗ Ψ ∗ Sym2QΛ(P3))|Y1
[F ]2,Y1−→ (Φ∗Q⊗2
P3
⊗ Ψ ∗ Sym2QΛ(P3))|Y1
−→ (Φ∗Q⊗2
P3
⊗ Ψ ∗ Sym2QΛ(P3))|Y2 → 0,
H0(Y2, (Φ
∗QP3 ⊗ Fil0Fil3 )|Y2) ≃ H0(Y2, (Φ∗Q⊗2P3 ⊗ Ψ ∗ Sym2QΛ(P3))|Y2) is identified with the
cokernel of the injective homomorphism
[F ]2 : V −→ Sym2 V ⊗ Sym2 V ; A 7−→
3∑
i=0
∂F
∂xi
⊗ Axi.
By the exact sequence
0 −→ (Φ∗QP3)|Y2
[F ]3,Y2−→ (Φ∗QP3 ⊗ Fil0
Fil3
)∣∣
Y2
−→ (Φ∗QP3)|Y2 ⊗N −→ 0,
H0(Y2, (Φ
∗QP3)|Y2 ⊗N ) is identified with the cokernel of the injective homomorphism
V −→ Sym
2 V ⊗ Sym2 V
[F ]2(V )
; B 7−→
3∑
i=0
Bxi ⊗ ∂F
∂xi
.
Lemma 7.10. H1(Y2,Ω
2
Y2
(log Y3)) is naturally identified with the cokernel of the injec-
tive homomorphism
ν1 : V ⊗V ∨⊗V −→ Sym2 V ⊗Sym2 V ; A⊗x∨j ⊗B 7−→ AB⊗
∂F
∂xj
+
3∑
i=0
Axi⊗B ∂
2F
∂xi∂xj
.
Proof. Since
Ω2Y2(log Y3) ≃ Ω3Y2(Y3)⊗ TY2(− log Y3) ≃ (Φ∗QP3)|Y2 ⊗ TY2(− log Y3),
we have the exact sequence
0 −→ Ω2Y2(log Y3) −→ (Φ∗QP3 ⊗ TΓ(P3))|Y2 −→ (Φ∗QP3)|Y2 ⊗N −→ 0
by Lemma 7.3, and we can check that H1(Y2, (Φ
∗QP3 ⊗ TΓ(P3))|Y2) = 0. By Lemma 7.8
and Lemma 7.9, H1(Y2,Ω
2
Y2
(log Y3)) is identified with the cokernel of the homomorphism
V ⊗ V ∨ ⊗ V
α(V ⊕ V ) −→
Sym2 V ⊗ Sym2 V
β(V ⊕ V ) ; A⊗x
∨
j ⊗B 7−→ AB⊗
∂F
∂xj
+
3∑
i=0
Axi⊗B ∂
2F
∂xi∂xj
,
and it is injective because H0(Y2,Ω
2
Y2
(log Y3)) = 0. Since the homomorphism ν1 induces
an isomorphism α(V ⊕ V ) ≃ β(V ⊕ V ), the homomorphism ν1 is injective.
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Proof of Proposition 7.1. By Lemma 7.7 and Lemma 7.10, we have a commutative di-
agram of exact sequences
0 0
↓ ↓
V ⊗ V ∨ ⊗ V = V ⊗ V ∨ ⊗ V
1⊗ ν ↓ ↓ ν1
V ⊗ Sym3 V δ1−→ Sym2 V ⊗ Sym2 V
↓ ↓
H0(Y3,Ω
2
Y3
)⊗ κ(TM([F ])) −→ H1(Y3,Ω1Y3)↓
0,
where we remark that
V ≃ H0(Y2, (Φ∗QP3)|Y2) ≃ H0(Y2,Ω3Y2(Y3)) ≃ H0(Y3,Ω2Y3),
Sym2 V ⊗ Sym2 V
ν1(V ⊗ V ∨ ⊗ V ) ≃ H
1(Y2,Ω
2
Y2
(log Y3)) ⊂ H1(Y3,Ω1Y3)
and the homomorphism δ1 is defined by
δ1 : V ⊗ Sym3 V −→ Sym2 V ⊗ Sym2 V ; A⊗B 7−→
3∑
i=0
Axi ⊗ ∂B
∂xi
.
Since δ1 is injective, the homomorphism H
0(Y3,Ω
2
Y3
) ⊗ κ(TM([F ])) → H1(Y3,Ω1Y3) is
also injective, hence the dimension of its image is equal to 16.
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