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1. INTRODUCTION 
1.1 The Overall Problem 
The basis of power system operation and economics in the United States 
IS undergoing major structural changes. A nation's per capita power 
consumption is, in effect, an index of it's gross national product (GNP). Hence, 
the economists of the country are examining alternative ways to manage 
electric power system operation to improve economic efficiency. A major focus 
of this search is 'competition' as a replacement of 'regulation'. Economists 
believe that the electric pricing must be governed by free market forces rather 
by regulated environment. This should reduce customers' expenses and, 
thus, subsequently boost the nation's economy. 
However, if competition replaces regulation as the norm of electric 
power generation and bulk power supply, a number of changes would be 
required. The coordination arrangements presently existing among the 
different players of the electric market would change from the operational, 
planning and organization standpoints [1]. The structure of the new 
framework is still being proposed in pieces and is yet not clear. 
Competition is being introduced in all aspects of power system 
operation. Emission regulations are being designed not only to reduce 
emission, but to achieve the emission reduction with an overall minimum 
cost. The attempts are being made to decouple the generation and 
transmission. The idea is to move from central control to decentralized control 
to promote competition. Need for regulation in generation would no longer be 
justified. Power transmission is being considered as a transportation business 
to move the greatest amount of energy at the minimum marginal cost. Short 
term contracts are being encouraged to reduce the economic constraints 
imposed by long term contracts. Motivation has been given to provide utility 
service pricing based on the marginal cost of delivery. In the new paradigm, 
electricity has been treated as a commodity and, thus, can be bought and sold 
in the commodities market. 
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The attempt to deregulate the power industry will significantly affect the 
way power system operation is optimized today [2]. In the new environment, 
unit operators will play the spot market and plant owners will play the futures 
market for expansion capability. Hence, the operators will require more 
efficient and faster algorithms for real-time implementation. On the other 
hand, unit owners would need algorithms more suitable for combinatorial 
optimization. The idea of free market electricity is expected to encourage more 
market players, increasing the dimensions of power system optimization 
problems. Classical optimization techniques are inadequate to handle the 
problems of such high dimension. Considering the complexity of the new 
framework, one needs to realize the necessity of new tools and techniques to 
augment the capability of optimization algorithms. 
1.2 Scope of This Work 
This research has developed a new technique for performing linear 
programming (LP) and quadratic programming(QP) using an artificial 
neural network (ANN). A majority of the power system optimization problems 
can be modeled as LP or QP problems. Thus, the same neural architecture 
can be applied to model and solve such problems. 
ANN s are nonlinear dynamic systems from a system theory point of 
view. They process feedback in a collective parallel analog mode. Different 
techniques may be used to solve the neural dynamic system. This research 
work has developed a novel method of simulation called the clamped state 
variable (CSV) method. The proposed CSV approach is a very simple approach 
from problem formulation point of view and it takes less cpu time for the 
algorithm to converge than the complete circuit simulation. The structure of 
the system matrix as formulated is sparse for most real-world optimization 
problems. Thus, sparsity-based algorithms can be applied for matrix 
manipulations to improve the time complexity as well as the space complexity 
of the software. 
This research has performed an ANN simulation for generic LP and QP 
problems. In the area of power system optimization, the simulation has been 
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made using the economic dispatch problem (EDC). EDC is the basic function of 
power system economics, and it often involves different types of generation-
cost-curve modeling. In this work, EDC has been modeled as a quadratic 
programming problem as well as a separable programming problem with 
piece-wise-linear cost curves. The algorithm used for separable programming 
is based on the classical method of merit order loading and linear 
programming rules. 
As mentioned earlier, in the new electric market framework, most of 
the optimization problems would be difficult to solve because of the curse of 
dimensionality. Neural networks have highly parallel architecture. Hence, 
the difficulty of slow computation because of large dimensionality can bH 
reduced to a considerable extent. The neural network that is used for 
simulating the optimization problems consists of operational amplifiers and, 
thus, can be easily integrated into a chip form. Hardware implementation 
could be used to perform fast calculations for real time implementation in the 
new environment. 
1.3 Contents of This Thesis 
Chapter 2 of this thesis furnishes a brief glimpse of current issues in 
power system economics. This chapter summarizes recent developments in 
regulatory policies in the United States. Principle impacts of the proposed 
changes on power system optimization problems are also discussed. 
Chapter 3 presents an overview of classical optimization theory. The 
structure and mathematical foundation of linear programming (LP) and 
nonlinear programming (NLP) are presented. The basic concepts of nonlinear 
programming are discussed elaborately to provide theoretical basis to the 
canonical NLP neural network used in this thesis. 
Chapter 4 reviews the literature of the neural networks applied to 
optimization problems. An analysis of the different optimization neural 
networks is presented from systems theory point of view. The problems 
associated with the neural network implementation are also highlighted. The 
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chapter concludes with general remarks and guidelines that might be helpful 
in selecting a neural network architecture for a given optimization problem. 
Chapter 5 provides theoretical development in nonlinear programming 
ANN design and algorithm design, provided by this research. The solution 
convergence of network is discussed and, consequently, a modified transfer 
function is introduced to improve the solution speed. A novel method of 
simulation called the clamped state variable (CSV) method is introduced for 
software simulation of the neural network. The method handles linear 
programming and quadratic programming problems using the same input 
file format. A hybrid algorithm for linear programming with a piecewise 
linear objective function is introduced. 
Chapter 6 contains the research results. Comparisons between results 
obtained from neural network simulation and classical optimization methods 
have been made to check the accuracy of solutions. Chapter 7 gives 
conclusions and recommendations for future work. 
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2. CURRENT ISSUES IN POWER SYSTEM OPTIMIZATION 
2.1 Background 
For nearly a century, the US electric power industry has operated under 
a regulated environment. The assignment of service areas and electric 
pricing for a utility company has been governed by regulatory bodies. There 
was no radical change in regulatory arrangements until late 1960s. 
The 1970s was a decade of unprecedented changes for US utility 
industry. The 1973-74 Arab oil embargo adversely affected fuel prices. The 
construction cost of new power plants rose dramatically because of a 
combination of factors, such as high interest rate and increased 
environmental requirements as directed by Clean Air Act (CAA), 1970. As a 
consequence, there was an increase in electricity prices, which forced 
customers to use less electricity. Large industrial customers incurred 
financial loss because of high production costs. Many industrial customers 
felt that the option of purchasing competitive generation could be more 
economical. Many similar policies resulted into uncertain electric demand 
growth. Such uncertainties caused planning activity problems. 
Rising electrical costs and fear of loosing customers became major 
concerns for the utilities. Power system companies decided to revise their 
planning process. Issues included a number of topics, such as, whether to 
allow units to be included in the rate base until they were operational, if at all. 
Study of health effects from electric and magnetic field was considered to be 
another concern. On the other hand, regulators tried to analyze how to 
promote energy conservation while keeping electrical costs to minimum. The 
distribution of environmental costs among the customers and utilities was an 
another issue to resolve. In summary, there was a need to perform thorough 
analysis of the existing coordinating arrangements in the utility industry. 
The above problems challenged the regulatory environment of power 
system companies. The trend towards large, capital-intensive power plants 
was delayed because of the demand growth uncertainty. Policy-makers 
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decided to restructure the power industry to keep pace with the economic 
conditions by promoting competition. 
2.2 Developments in the Policy Context 
The Public Utility Regulatory Policy Act of 1978 (PURPA) [3] was one of 
the significant early developments to restructure the electric industry. This 
act was intended to encourage construction of non utility generators (NUGs) by 
requiring utilities to purchase power produced by such facilities. The idea was 
that the power from NUGs must be purchased by the local utility at a price that 
the utility would have incurred to generate the same power. The limits of such 
avoided costs had been set administratively by state utility commissions. Some 
states set prices even higher than actual utility costs in an effort to increase 
NUGs. Many cogenerations and alternative energy facilities appearing since 
1978 were built as a result of the favorable conditions due to PURPA. The act 
also inspired a growing interest in independently owned, largely non utility 
power plants (IPPs), which would sell their generation to either utilities or 
customers. The desire to stimulate competition has lead to the allowance of 
any qualifying fascilities (QFs) to supply energy. 
There has been considerable controversy over the calculation of avoided 
costs set by state utility commissions. Discussions were held to argue whether 
avoided costs had been set at levels too high, encouraging too many fascilities 
at consumers' expense, or too low, discouraging innovative development. In 
1988, the Federal Energy Regulatory Committee (FERC) proposed changes to 
regulations [4] to promote competition in bidding and independent power 
production. The proposal was also projected as a means of determining 
avoided costs under state regulatory programs. 
FERC's proposal led increased pressure for wheeling and for the 
emergence of NUGs. This requires redefinition of transmission network 
access and of future power transmission. As a result, FERC proposed a new 
framework of power transmission through the 'open transmission access' [51 
In this new paradigm, the utility owns and operates the network as a seperate 
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transmission company, and, utility provides conditions for pricing its service 
independent of generation or distribution. 
In a parallel development, the 1990 CAA amendments (CAAA) [6,7] 
were signed into law on November 15, 1990. This act attempts to control overall 
emissions by costing compliance [8]. The compliance is economically 
regulated through units of emission allowances (EA). The units of EA are 
issued by the Environmental Protection Agency (EPA). There is provision for 
purchase and open-market trading of EAs. This means that utilities can 
choose to comply by cutting emissions or by buying extra allowances. The each 
utility may economically decide on which option is more cost effective. 
Individual utilities could choose their own solution for meeting the CAAA. In 
addition to the use of EAs, utilities could, for example, switch fuels or install 
scrubbers. In 1993, the Chicago Board of Trade started trading the Emission 
allowances. 
To facilitate the growth of free market electricity, US Senate passed a 
comprehensive National Energy Policy Act (NEP A) [9] in 1992. The act defines 
exempt wholesale generators (EWGs) as any company owning or operating all 
or part of an eligible facility and selling electricity at wholesale cost. FERC has 
been given discretion to decide whether an EWG should be exempt from the 
Public Utility Holding Company ACT (PUHCA). Utilities are permitted to 
purchase from an affiliated EWG under the jurisdiction of a state commission. 
FERC may issue a transmission order if such an order meets certain 
requirements and would be in the public interest. A utility has 60 days to 
respond to a transmission request before an applicant can file for a wheeling 
order with FERC. 
While defining the ground rules for bid evaluations, policy makers felt 
that the regulatory bodies must participate in the bid evaluation process. A 
need for a central coordinating body, who could make unbiased decisions for 
economic operation while ensuring the bulk system's reliability and security, 
was identified. In July, 1993, FERC issued a notice of proposed regulation 
(NOPR) [10] encouraging the development of regional transmission groups 
(RTG). The commission expects RTGs to be a means to enable a free market 
for electric power to operate in a more competitive and efficient way. The 
commission believes that RTGs can provide a means of coordinating regional 
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planning of the transmission system while assuring that system capabilities 
are always adequate to meet system demands. 
2.3 Impacts on Optimization 
The new approach to restructure the utility industry has direct impacts 
on the power system optimization problems. Many of the power transactions 
would take place in the spot market. Transaction evaluation and selection in 
the spot market price environment requires faster and efficient algorithms. 
Operating uncertainties will increase as generation and load control 
disassociate from the centralized network utility. This will require more 
robust statistical optimization techniques. The approach in this new 
environment is termed integrated least cost resource planning. Such an 
approach requires efficient tools based on combinatorial optimization. 
The idea of free market electricity will encourage more market players, 
adding new dimensions to power system optimization. Classical optimization 
techniques are inadequate to handle the problems of such high dimension. 
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3. OVERVIEW OF CLASSICAL OPTIMIZATION THEORY 
3.1 Introduction 
This chapter is a summary of the theory for constrained optimization 
problems. Constrained optimization problems can be broadly classified into 
two classes - linear programming and non-linear programming. The chapter 
begins with a general discussion about linear programming. Next, linear 
programming with piece-wise linear objective function is discussed. The 
theoretical foundation of non-linear programming is explained in detail as it 
plays an important role in neural network formulation to be discussed in 
Chapter 5. Emphasis has been given on convex nonlinear programming. 
Quadratic programming is discussed as a special class of non-linear 
programming. The chapter concludes by summarizing a list of classical 
optimization algorithms used for the above mentioned problems. 
3.2 Linear Programming (LP) 
Within the area of optimization, the most widely known and 
implemented technique for modeling and solution is, by far, the methodology 
denoted as linear programming. A linear program is a mathematical 
program in which the objective function is linear in the unknowns and the 
constraints consist of linear equalities and linear inequalities. A linear 
program can always be transformed in the following form. 
Minimize 
Subject to constraints : 
{(x) = Bx - e = 0 
and, 
Xi ~ 0, ¥ i = 1,2, ... ,n 
(3.1) 
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Here, A is an n-dimensional column vector representing the cost per 
unit element of column vector x. B is an m*n matrix, and e is an m-
dimensional column vector. This type of problem formulation with linear 
costs and linear constraints occurs frequently in resource allocation and 
transportation problems where some minimum cost is desired while meeting 
certain constraints. In most cases, the initial problem formulation will 
include some inequality constraints of the form 
f(x) = Bx - e ;? or ~ 0 
(3.2) 
To deal with this in classical optimization method, dummy variables 
known as surplus and slack variables are introduced for '~' constraints and 
'..:;,' constraints respectively. This modification makes the form of equation (3.2) 
to be consistent with the form of equation (3.1). Two of the most common 
inequality constraints for LP problems require elements of x to remain below 
some maximum value 
¥ i = 1,2, ... ,k 
(3.3) 
or above some minimum value 
X • > l· 1, - ", ¥ i = 1,2, ... ,k 
(3.4) 
A variable without upper and lower bound is known as a free variable. 
Several methods are presently available to implement free variables in linear 
programs, most of which require additional variables and, hence, additional 
memory and computation time. 
Any vector xf that satisfies all the constraints imposed by the problem 
formulation including the upper and lower bounds and non-negativity 
constraints is known as a feasible solution. A vector xn that fails to satisfy any 
constraint is called an infeasible solution. The region formed in the n-
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dimensional hyperplane by the set of all feasible solutions is known as the 
feasible region. A feasible solution x* that minimizes the objective function is 
called the optimal solution. 
The simplex method [11] is the most commonly used technique to solve 
LP problem. The simplex method has been applied to linear programming in 
single as well as multiple objective [12] optimization problems. The method 
constructs a set of basic and nonbasic variables by choosing the linearly 
independent columns of sensitivity matrix D. A basic feasible solution is 
achieved by letting the nonbasic variables equal to zero. The basic feasible 
solution is an optimal solution, if the gradient of objective function with respect 
to each nonbasic variable is positive. The algorithm proceeds by exchanging 
the nonbasic variable having most negative gradient vector with the most 
restricting basic variable until the optimal solution is achieved. 
A newer algorithm for LP travels through the interior of the feasible 
region to find the solution. The interior point algorithm was introduced by 
Narendra Karmakar [13] at Bell labs in 1984. Karmarkar's algorithm differs 
from the Simplex method in that it starts with an interior feasible solution 
rather than a basic feasible solution. It is called interior point algorithm 
because it does not operate on the boundary of feasible region as in Simplex 
method. Karmarkar's algorithm rescales the variables to place the solution in 
the center of a scaled feasible solution, allowing it to take a large step toward 
the optimal solution. An affine scaling algorithm is a variant of Karmarkar's 
algorithm with much simpler centering scheme and a gradient technique to 
decide the direction to move the solution. 
3.3 LP with Piecewise Linear (PWL) Cost Functions 
Many of the real-world problems are governed by nonlinear cost 
functions. It is possible to include those functions in the linear program by 
using piecewise-linear (PWL) approximations. The approximation is 
developed by choosing the intervals of linearity on the nonlinear curve. 
Extreme points of the interval of linearity are termed break points. A 
piecewise-linear approximation is shown in Figure 3.1. 
Contribution 
to objective 
Function 
f(x) 
a 
12 
- - -- . PWL Curve 
------ Nonlinear Curve 
Break Point 
" 
Activity 
c 
Figure 3.1 Piecewise linear approximation of cost curve 
x 
This PWL approximation contains two line segments, the first of which 
approximates the curve over the range [a, b ] and the second of which is valid 
over [b,c]. Point b is called break point. Different linear programs use the 
PWL cost function in variety of ways. 
The simplex algorithm would represent PWL function, shown in Figure 
3.1 by two variables, xl and X2. The variables that represent PWL segments 
are known as segment variables. Then, we have the constraint that 
x = Xl +x2 
(3.5) 
While the function value is determined by 
(3.6) 
where the Si is the slope of segment i. Also, note that xl and X2 can not be in 
the basis at the same time, otherwise the function defined above would be 
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meaningless. The simplex algorithm incorporates extra logic into the routine 
to implement this restricted basis entry constraint. The technique described 
for transforming a nonlinear function into a PWL approximation is taken 
from Reference [11]. A more detailed analysis and description of the method is 
available in Reference [14]. 
Another method of solving LP with a PWL objective function includes 
guessing the active segment and performing the linear programming for the 
selected segment successively until all the constraints are satisfied. The 
identification of the active segment employs heuristics specific to the problem 
under consideration. This method allows the application of apriori knowledge 
to a deterministic algorithm, which is expected to be more efficient. 
3.4 Nonlinear Programming (NLP) 
The NLP problem arises in a myriad of forms in engineering economics. 
As the name suggests, NLP problem consists of optimizing a nonlinear cost 
function subject to a set of nonlinear constraints. The theory of nonlinear 
programming is based on the advancements in the field of calculus, linear 
algebra, and convex analysis. This section states necessary notations and 
definitions needed to analyze a NLP problem followed by discussion of some 
important developments. 
3.4.1 Notations and definitions [151 
x eRn is said to be convex iff for any a,b e x implies [a,b] ex, where 
[a,b] is defined as follows: 
[a,b] = { x e R n Ix = All + (1-A)b, O~A~I) 
Let x c R n be a non empty convex set, then the function { : x ~R is 
said to be convex iff 
{ (AX + (I-A) y ) ~ A/(X) + (1-A )f(y ) {or any x,y e X and 0 ~ A ~ 1 
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The function { : x ~R is said to be concave if -f is convex. An affine 
function { : x ~R is a function that is convex and concave. H is a hyperplane 
in R n, if there exists 
a E R n , a '* 0, a E R 
such that 
H = {x E Rd I <a, x > = a } 
Where, < , > is the euclidean inner product on R n and a is a normal 
vector of the hyperplane H. 
A set of n-dimensional inequality gj (x) ~ 0 is said to be binding for a 
point x* if 
for all j 
A point x* satisfying a set of hyperplane hi (x) = 0 and gj (x) = 0 is said 
to be a regular point of the set if the gradient 
Vhi (x *) = 0 for all iJ E hyperplanes. 
satisfy linear independence in their corresponding vector space. 
3.4.2 Lagran~an method for NLP and optimality conditions 
A nonlinear program P is of the form given below: 
Minimize 
Subject to: 
{(x) 
gj (x *) ::; 0 
hi (x *) = 0 
for all j E {1,2, ... , r } 
for all i E {1,2, ... , m} 
(3.7) 
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A vector x is called a feasible solution of NLP iff x satisfies the r+m 
constraints of NLP. The condition of optimality for a nonlinear program [16] is 
given by following conditions. 
3.4.2.1 First order necessary condition (FONC) This condition is also 
known as Kuhn-Tucker's (KKT) conditions. Let x be a feasible solution to (3.7). 
Suppose, each gj is differentiable at x. Further, assume that x is a regular 
point. Then, x is a relative minimum point in the solution space of (3.7) if and 
only if there exists 
such that 
(i) Ai ~ 0 
(ii) Ai gi (X) = 0 
(iii) /lj hh (X) = 0 
gi (X) ::;; 0 
i= 1, ... ,r 
j = 1, ... ,m 
r r 
(iv) Vf(X) + L Ai gi (X) + L /lj hj (X) = 0 
i =1 i =1 
The variables Ai and Jlj are known as Lagrange multipliers. 
(3.8) 
3.4.2.2 Second order necessary condition (SONC) The vector x is a 
relative minimum point in the solution space of (3.7), if and only if Kuhn 
Tucker's conditions are satisfied such that 
(3.9) 
IS a positive semidefinite matrix on the tangent subspace of the active 
constraint at x. The matrices F, G, and H are the corresponding Hessian 
matrices of the functions f, g, and h respectively. Matrix L is called the 
Hessian of Lagrangian. 
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3.4.2.3 Second order sufficient condition (SaSe) The vector x is a strict 
minimum point, i.e., the optimum point in the solution space of (3.7), if and 
only if FaNe and saNe are satisfied and the Hessian of the Lagrangian is 
positive definite on the subspace 
M' = {y : V h (X)y = 0, V gj (X)y = 0 } for all j E J 
where, 
J' = {j: gj (X)y = 0, Aj > O} 
(3.10) 
The above equation J = 0 together with h(x*) = 0 comprises the set known 
as binding set. The set of remaining constraints is termed as non-binding 
constraints. It is the binding set of constraints that govern the optimum 
solution for a given problem. 
A generalized NLP is convex program if f and gj are finite convex 
functions on R n and hj are affine functions. In case of convex program, the 
Hessian matrices are always positive semidefinite. Thus, the requirements of 
second order conditions are always satisfied. Thus, the optimality condition of 
convex program is reduced to satisfying Kuhn-Tucker's conditions only. 
3.4.3. Reduced NLP and optimality conditions 
Any nonlinear program can be reduced to minimizing a nonlinear 
objective function subject to a set of inequality constraints only. This is 
possible, because an equality, in mathematical sense, is a coupled set of 
inequalities. The reduced representation can be achieved by defining some 
new Lagrange multiplier as follows: 
Define 
J.lj+ = max [.uj , 0] J.lj- = min [J.lj , 0] 
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Then 
- /1j+ + /1j- for 1::; j ::; m 
The corresponding term. in the condition (iv) of Kuhn-Tucker's condition 
can be written as : 
Since only one of /1j+ or /1j- is non zero, and hj = 0 , condition (iv) can be 
extended by using conditions stipulating mutually exclusive terms hj::; 0 and hj 
;::: 0 as follows: 
r m 
Vf + L Ai gi + L [/1j+ hj + (-/1j- ) V(- hj )] 
i =1 j=1 
The Lagrange multipliers are forced to be all non-negative. Let us define 
the extended Lagrange multipliers as : 
Then, the reduced NLP can be expressed as follows: 
Minimize 
f(x) 
Subject to: 
gdx *) ::; 0 1 ::; i ::; r + 2m 
(3.111 
Thus, the optimality conditions for the above reduced representation is 
given as follows: 
(i) Ai ;::: 0 gi (X) ::; 0 
(ii) Ai gi (X) = 0 i = 1, ... , r 
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(iii) gi (X) =0 i= r+l, ... ,r+2m 
(iv) Vf(X) + I, Ai Vgi (X) + I, Ai V gi (X) = 0 
i el(x) i e/'(X') 
(3.12) 
Where, I denotes the binding subset of inequality constraints. Many 
algorithms in classical optimization work on the principles of the reduced 
NLP. The choice of binding set of inequalities is usually made heuristically 
and updated as the solution progresses. 
3.4.4 Penalty function method for NLP 
The penalty function method approximates the constrained optimization 
problem into an unconstrained optimization problem by adding a penalty term 
to objective function, which assigns a high cost to the constraint violation. The 
assignment of cost is made using a suitable value for the penalty parameter. 
Thus, the objective function of the reduced NLP can be written as 
r+2m 
f(x) + Sk I, (gt (x))2 
2 i= 1 
(3.13) 
Where, gt (x) is the constraint violation and Sk } ~ is a nonnegative, 
strictly increasing sequence tending to infinity. The parameter s is known as 
the penalty factor. The optimal condition for the augmented objective function 
is given as: 
Let the minimizer of L (Sk, x) be Xk. Then, any limit point in the sequence 
Xk is an optimal solution to equation (3.13). 
Furthermore, if Xk ~ X, and x is a regular point, then Sk gt(Xk) ~ Ai, 
which is the corresponding Lagrange multiplier. Thus, the penalty function 
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approach and Lagrangian method have strong correspondence. A detailed 
analysis of penalty approach was first introduced by Zanghwil [17]. 
3.4.5 Quadratic programminf: 
Quadratic programming arises in many applications and it forms a 
basis for general nonlinear programming [18]. The general form of quadratic 
programming is given as: 
Minimize 
Subject to 
{(x) = Bx - e ~ 0 
(3.14) 
Matrix G is the quadratic cost coefficient matrix. Different methods 
have been applied to solve quadratic programming. Quadratic Programming 
becomes a convex programming, if matrix G is positive semidefinite. 
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4. REVIEW OF LITERATURE 
4.1 Artificial Neural Network 
4.1.1 Introduction 
Artificial neural networks take their name from the networks of nerve 
cells in the human brain. The human brain contains about a hundred billion 
nerve cells called neurons, each with as many as 10,000 interconnections with 
other neurons. The interconnections comprise of chemical-filled gaps known 
as synapses. The input area of the neurons is called dendrites and the output 
area of neurons is known as axons. An impulse can be triggered by the cell, 
and sent along the axons to dendrites of the other neurons through synapses. 
When a series of impulses is received at the dendritic areas of a neuron, the 
result is usually an increased probability that the target neuron will fire an 
impulse down its axons. On the way from one neuron to other neuron, pulses 
are modulated by the synaptic strength of the interconnection to add local 
information. Thus, the human brain is a parallel, distributed information 
processing structure consisting of processing elements, which can carry out 
localized information processing operations. The sheer number of neurons 
and the high density of interconnections account for a substantial part of the 
brain's computation power. 
Artificial neural networks are motivated by models of human brains 
and nerve cells [19]. They are characterized by parallel architecture 
comprising of neurons with high degree of interconnection and large degree of 
feedback. An artificial neuron is designed to mimic the characteristic of the 
biological neuron. The input data, which may come from the outside world 
(neural network) or from the other neurons in the same network, get 
multiplied by a corresponding weight (wI, w2, II.' wn) analogous to the 
synaptic strength in the biological neural structure. The weighted inputs are 
summed up to produce the quantity called net. The neuron acts upon this net 
and uses a nonlinear transfer function f to compute its output. Sometimes a 
bias term is added to the sum before it is passed through the transfer function 
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of the neuron to yield the output. The calculated result is sent along the output 
connections to the target cells down the line. The same output value is sent 
along all the output connections. Figure 4.1 shows a detailed model for an 
artificial neuron used in an artificial neural network. 
Inputs 
• • 
Output 
Figure 4.1 Model of an artificial neuron 
Computation with an artificial neural network is usually referred to as 
neurocomputing [20]. Neurocomputing is considered to be the first alternative 
to programmed computing. Solving a problem using programmed computing 
involves devising an algorithm and a set of rules and then correctly coding 
these in software. The exhaustive design, testing and iterative improvement 
that software development demands make it a lengthy and expensive process. 
Furthermore, if the required algorithmic procedure and set of rules are not 
exactly known, the development process may require some additional insight. 
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In real life, such situations are not uncommon. To deal with these situations, 
neurocomputing employs neural network models to explore many competing 
hypotheses simultaneously. The hypotheses are based on complex interactions 
of several variables, where the exact functional relationship between the 
variables is not known. 
One needs to design a neural network architecture for a desired 
computation. Neural network architecture is different from those of digital 
computers in some aspects. State-of-the-art parallel processing architecture of 
digital computer typically has a smaller ratio of interconnection to processing 
units. The processors (neurons) in a neural network are massively 
interconnected. The neural networks contain numerous, but simpler 
processing units. Parallel analog computations in a network of neurons 
provide high computational power and speed. 
4.1.2 Neural network trainin~ 
The simulation of a neural network is termed the execution phase for a 
given problem simulation. The execution phase of the neural network is 
preceded by a training phase, which involves the determination of the network 
parameters such as the weights of the interconnections and the thresholds for 
corresponding neurons. The goal of the training is to assign values to weights 
and thresholds by minimizing some kind of objective function. Examples of 
algorithms of some important neural networks are given in Reference [21]. 
There are different ways to determine the weights and thresholds. One 
way is to generate the training data, which may consist of a set of input vectors 
and output vectors, where each input pattern is associated with a single output 
pattern. Then, the error vector is minimized such that the actual output of the 
network is close in some sense to the associated desired output when a given 
input is applied. Thus, the weights and thresholds are the optimal solutions 
of the error minimizing problem for a given data set. Such a trained network 
is called a supervisory neural network. Single layer and multi-layer 
perceptron models [19] are the examples of the supervisory type. A good 
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summary of the recent theoretical result concerning the capabilities and 
limitations of the supervisory models is given in Reference [22]. 
In self-organizing neural networks, weights are assigned to satisfy 
some kind of mathematical criteria. For example, the Kohonen net learns a 
continuous topological mapping [19]. The range of the mapping is a 
rectangular subset of n-dimensional Euclidean space. The domain of the 
mapping is a bounded subset of m-dimensional Euclidean space. The mapping 
is governed by 'y' examples defining probability density function p(y). The 
determination of the weights and thresholds is made by self-organization on 'y' 
examples with respect to the probability density function. 
4.1.3 Neural network agglications [191 
Artificial neural networks have a wide range of applications. The first 
highly developed application was the handwritten character identification. 
Other impressive applications study involved NETtalk, a neural network that 
learns to produce phonetic strings, which specify pronunciation for written 
text. Signal analysis has also been attempted with the neural network. 
Numerous applications have been examined in the field of pattern recognition 
and signal processing. 
Neural networks were also configured to implement associative memory 
systems. They were applied to a variety of financial analysis problems, such 
as credit assessment. One of the common applications for an ANN is the 
forecasting future trends. Neural networks are presently being used to 
forecast stock market prices and the risk associated with different loan 
applications. In the area of power system operation, the neural networks have 
been applied to the short-term load forecasting problem. Neural network 
studies have also been made for adaptive control applications, such as the 
broom-balancing experiment. 
Neural networks and optimization theory have been used to supplement 
each other's needs. Optimization theory has been applied for training the 
neural nets [23]. Various techniques of optimizing error functions to train the 
neural net classifiers have been investigated. On the other hand, the results 
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demonstrate the possibility of applying neural networks to solve optimization 
problems [24.25]. Large-scale neural networks are capable of yielding high 
quality solutions to complex combinatorial problems [26]. 
Neural networks are expected to complement rather than replace other 
technologies. For example, expert systems and rule-based knowledge-
processing techniques are adequate for some applications, although neural 
networks have ability to learn rules more flexibly. In some cases, more 
sophisticated systems may be built from a combination of fuzzy logic and 
neural networks [27]. 
4.2 Optimization Neural Network 
4.2.1 Introduction 
The application of artificial neural networks to optimization problems 
has been an active area of research since the early eighties. Research work 
has shown that artificial neural networks are nonlinear dynamic systems 
from system theory point of view. A neural network with the following 
properties in the state space of interest can perform the task of system 
optimization: 
• Every network trajectory always converges to a stable equilibrium 
point. 
• Every state equilibrium point corresponds to an optimal solution of the 
problem 
The first property guarantees that given any initial point to the network, 
the ensuing network trajectory leads to a stable steady state. The second 
property ensures that every steady state of the network is a solution of the 
underlying optimization problem. A sufficient condition for a neural network 
to possess the first property is the existence of the energy function associated 
with the network. The second property can be relaxed such that the state of 
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every stable equilibrium point is close to an optimal solution point of the 
problem. Parallel analog computations in a network of parallel interconnected 
neurons provide high computational power and speed. The ability of 
processing feedback in a collective parallel analog mode enables a neural 
network to simulate the dynamics that represent the optimization of an 
objective function subjected to its constraints for a given optimization model. 
Articles have been published with the development of neural networks 
applicable to general nonlinear, constrained optimization problems including 
linear programming and nonlinear programming, and combinatorial 
optimization problems. Different neural networks have been analyzed from 
both the view point of optimization theory and dynamical system theory. Most 
of the optimization neural networks are based on the principle of minimization 
of energy function associated with the circuit. Mathematical analysis of some 
networks verify that the equilibrium point of the network correspond to Kuhn-
Tucker condition of optimality for nonlinear optimization as discussed in the 
Section 3.4.2. This section presents a brief history of optimization neural 
networks followed by the analysis of several neural networks currently 
available in the literature, which are useful for system optimization. The 
section concludes with the guidelines and general remarks that might be 
helpful in selecting a neural network architecture for a given optimization 
problem. 
4.2.2 A brief history of the optimization ANNs 
4.2.2.1 Unconstrained optimization networks Recent interest in using 
an ANN as an alternative for solving optimization problem was intrigued, 
among others, by the works of Hopfield [28,29]. In 1985, Hopfield and Tank 
introduced a continuous model for unconstrained optimization problems based 
on the energy function approach [30]. The behavior of a neuron in the model 
was characterized by its activation level ui which was governed by the , 
differential equation 
Where, 
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dU':L 1 
-' - T··g-'u·) -~. + I· dt - . 'J j\ 'J Ri' , 
J 
(4.1) 
= 
(4.2) 
u = Internal state of neuron 
T = Weight of synapse strength of coupling between neurons 
gi(Up = Activation function for neuron j. 
1= Threshold inherent to neuron 
For a circuit of n neuron amplifiers, a state space model could be written 
by selecting the output of amplifiers as the state variables as follows: 
(4.3) 
When Tij = Tji, Hopfield has indicated that the following energy 
function constitutes Liapunov's function in dynamics or that of the following 
function reduces spontaneously: 
AE = [:L Tifl/Uj) + Ii ] LWi(Ui) 
j 
(4.4) 
(4.5) 
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Because a network of neurons will seek to minimize its energy function, 
one may design a neural network for function minimization by associating 
variables in the energy function. 
The Hopfield neural network has been applied to find solutions to 
difficult optimization problems. Hopfield and Tank illustrated the use of the 
energy function approach to configure the continuous model to solve a number 
of unconstrained optimization problems [30,31] including the TSP (traveling 
salesman problem), typical problems of NP-complete class, AID conversion, 
and the decomposition of the given signal in the given set of basis signals. 
Inspired by their results, a number of researchers have applied feedback 
networks to such diverse problems as object recognition, graph recognition, 
graph coloring, non threatening queen placement, detecting graph 
isomorphism and concentrator assignment. The basic problem in using the 
Hopfield network arises because of following reasons: 
• The network solution is always a local minima depending on the 
initial conditions, which are affected by the individual choice and the 
orientation of random noise introduced while starting the simulation. 
• The rate of convergence for the solution is usually very low. Good 
convergence needs a thorough analysis of the data-set. 
• The robustness of the algorithm is usually not guaranteed, which 
results in a bad solution quality. 
• Simulation parameters are chosen in adhoc manner. 
4.2.2.2 Constrained optimization networks In 1984, Chua and Lin 
developed a canonical nonlinear programming circuit [32]. However, the 
circuit description was not based on the neural architecture. After two years 
(1986), Tank and Hopfield presented an ANN-based linear programming 
circuit [31], which was a modified version of the analog model discussed in the 
previous section. The objective function and the individual constraints were 
expressed in the form of an energy function. The combined energy function 
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corresponded to the equivalent unconstrained problem. Later, Kennedy and 
Chua [33] claimed that the Tank and Hopfield linear programming ANN 
circuit obeyed the same unifying stationary co-content theorem as the 
canonical nonlinear programming circuit described in Reference [32]. It was 
established that the Tank and Hopfield linear programming ANN circuit was 
a special case of the Chua and Lin nonlinear programming circuit. In 1988, 
Kennedy and Chua [34] made further modifications to the canonical circuit 
that was suitable for neural network implementation. The function of the 
developed network was based on penalty function approach in the classical 
optimization theory. In 1992, Zhang and Constatinidies proposed a 
methodology [35], which was based on the Lagrange multiplier theory. 
However, the penalty factor and the Lagrange multiplier do have strong 
correspondence as discussed in section 3.4.4. Hence, the structure of network 
model proposed by Zhang and Constatinidies turned out to be quite similar to 
other constrained optimization networks. 
The basic idea behind this approach is to embed the optimization model 
into the ANN by designing the energy function of the network to correspond 
with the objective function of the optimization problem. The constraints are 
mapped into the network by using feedback from the variable neurons 
(computing the optimization variables) to the constraint neurons (computing 
the constraint functions). The constraint violations are looped back to adjust 
the state of the variable neurons. The dynamics of such a designed network 
satisfy the Kuhn-Tucker's conditions for optimality given by Equation (3.8). 
Eventually, the network dynamics stabilize at the state that represents the 
optimum point in the solution space of the optimization problem. 
From implementation point of view, the different nonlinear 
programming neural networks have unique drawbacks: 
• Kennedy, Chua, and Lin ANN 
• The choice of penalty function, which depends on the knowledge of 
solution surface is often difficult to make. 
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• The Kennedy, Chua and Lin ANN is primarily designed for inequality 
constraints. Optimization with equality constraints requires selecting 
and tuning of penalty function. 
• Lagrange Programming ANN 
• In this model, the number of states in the network is increased. This 
leads to a problem of large dimensions. This is more true in 
case of problems with inequality constraints that are quite frequently 
encountered in real world. 
On the other hand, the following features make nonlinear 
programming neural networks fairly easy to use: 
• Kennedy, Chua, and Lin ANN 
• The networks' structural parameters are in correspondence with the 
coefficient vectors and the coefficient matrix of the optimization 
problem. 
• The network can be modeled as a nonlinear control system, which 
can be analyzed by a number of the theoretical tools already developed. 
• Lagrange Programming ANN 
• The optimization problems can be convexified by the augmented 
Lagrangian function and the problems can be solved by successive 
approximation. 
• The approach can handle problems with equality constraints quite 
efficiently. 
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4.2.3 Optimization ANN models 
4.2.3.1 The Hopfield LP neural network As discussed in an earlier 
chapter, a LP problem can be considered as minimizing the objective function 
Subject to constraints: 
{(x) = Bx - e ;;;: 0 
(4.6) 
where A and x are q-vectors, and ( and e are p vectors, and B is a (p*q) matrix. 
Hopfield and Tank proposed an architecture of their continuous model, 
specially designed for linear programming problems, as shown in Figure 4.2. 
The state equation of the LP circuit and the associated energy function are 
given as follows: 
and, 
in which 
duo L 1 C·-' = B··g-'B·Tx - e·) -~. - A· 
, dt . V j\ 'J :J Ri' , 
J 
E = ATx + ~ F(BjTx - ej) + J):gjl(x)dx 
J 
F(z) = J:ttt)dt 
(4.7) 
(4.8) 
(4.9) 
where, f and g are the nonlinearity of the sets of constraint neurons and 
variable neurons respectively. The energy function consists of three terms: (1) 
the objective function </>, (2) a penalty term F that penalizes solutions that 
violate the constraints, and (3) a conductance term for the model to be 
implementable by an analog circuit. Thus, the minimization of energy 
function corresponds to the simulation of the optimization problem. 
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Figure 4.2 The Hopfield neural network 
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The time evolution of the energy function always decreases and, hence, 
eventually reaches the stable equilibrium point as shown below: 
(4.10) 
4.2.3.2 The Kennedy. Chua and Lin canonical NLP circuit A 
nonlinear programming may be considered as a quadratic programming 
problem if the objective function is a quadratic polynomial and the constraints 
are nonlinear. A quadratic programming problem is represented by the 
following form: 
Minimize 
Subject to 
{(x) = Bx - e ~ 0 
(4.11 ) 
where A and x are q-vectors, and {and e are p vectors, and B is a (p*q) 
symmetric positive definite matrix. Linear programming (LP) is a special 
case of quadratic programming (QP), where the matrix G reduces to zero. The 
Kennedy, Chua and Lin ANN circuit is shown in the Figure 4.3. 
The lower half of the circuit consists of variable neurons that are 
integrator cells. The upper half of the circuit consists of constraint neurons. 
The transfer function of the constraint neurons is the derivative of the penalty 
function. The rectangular boxes shown in the circuit represent the resistance 
obtained from the state space model of the optimization problem. Vectors A 
and e are the linear cost coefficients and the resource capacity respectively, 
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Figure 4.3 The Kennedy, Chua, and Lin neural network 
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and the matrices B and G are the sensitivity matrix and the quadratic cost 
coefficient matrix respectively for quadratic programming. 
The circuit description of the ANN circuit is given by following state-
space equation: 
d¢ 
= ---
(4.12) 
with 
(4.13) 
where g is the nonlinearity of the constraint neurons. The energy function of 
the circuit and its time evolution are given as follows: 
f
fJ..XI 
E = ¢(x) + ~ g,{ ~ dt 
J 0 
(4.14.1 
(4.151 
Since Ci and the square terms are always positive, the energy function of 
the circuit always decrease in value. 
4.2.3.3 The La&rrange programming neural network (LPNN) The 
Lagrange programming neural network differs from Kennedy, Chua, and Lin 
ANN from an operational point of view. Instead of following a direct descent 
approach of the penalty function, the network looks for a point satisfying the 
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first order necessary condition (FONC). There are two classes of neurons in 
the network, variable neurons and Lagrangian neurons. Variable neurons 
seek a minimum. point of the cost function and provide the solution at the 
equilibrium. point, while the Lagrangian neurons lead the dynamic trajectory 
into the feasible region. Thus, the two sets of neurons are quite similar to 
those in the Kennedy, Chua and Lin ANN. 
However, the main difference in the functioning of the Lagrangian 
neurons in Lagrange programming ANN and the constraint neurons in the 
Kennedy, Chua and Lin ANN is that the Lagrangian neurons are treated on 
equal basis with the variable neurons. The dynamic process is carried out 
simultaneously on both. Thus, the constraints can be violated during the 
dynamic process, but they are finally satisfied at the stable equilibrium. point. 
The approach is especially useful in dealing with problems with equality 
constraints. 
A nonlinear programming problem with an equality constraint can be 
expressed in the following form: 
Minimize 
f(x) 
Subject to 
h(x) = 0 
(4.16) 
As discussed in the Section 3.4.2, the first order necessary condition of 
optimality can be expressed as a stationary point (X*,A *) of L(x,A) over x and A. 
That is, 
+ L Aj*ah/x *) = 0 
j aXi 
h/x*) = 0 
(4.17) 
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The Lagrange programming ANN can be defined for the above problem 
as follows: 
dx. = -V x L(x,A) 
dt 1: = -V AL(x,A) 
The state equations for the ANN can be given as : 
d(Xi) 
dt 
d(hj) = h. 
dt 'J 
Thus, the Lagrangian function decreases as follows: 
dL(x,A) I 
dt A = constant = 
(4.18) 
(4.19) 
(4.20) 
The above equation guarantees the existence of a stable equilibrium 
point in the asymptotic sense. 
4.2.4 Application to power system optimization 
In the field of power system operation, the Hopfield ANN and Kennedy, 
Chua, and Lin ANN have been applied to solve optimization problems. M.H. 
Sendaula and S.K. Biswas applied a combination of Hopfield-Tank type and 
Kennedy, Chua and Lin type ANNs to solve the unit commitment problem 
[36,37]. The unique feature of the proposed network was to solve the nonlinear 
programming problem and the combinatorial optimization problem 
simultaneously by one network. H.Sasaki and M. Watanabe examined the 
possibility of applying the Hopfield network to a combinatorial optimization 
problem in power systems, in particular to unit commitment [38]. They 
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developed a two-step solution method. First, the generators to start up at each 
period were determined by the network and then their outputs were generated 
by a conventional algorithm. J.H. Park and Y.S. Kim solved the economic 
dispatch problem [39] for piecewise quadratic cost curves using Hopfield 
network. Y. Fukuyama and Y. Ueki formulated dynamic economic load 
dispatching [40] using an artificial neural network as. opposed to formulation 
in which a solution had to be obtained by nonlinear programming. The 
method used a probabilistic artificial neural network and effectively handles 
the associated constraints by heuristics. In an another development, 
S.Matuda and Y.Akimito solved the economic dispatch problem based on the 
technique of representating large numbers in neural network [41]. 
4.2.5 General remarks 
The discussions in the previous subsections present an analysis of the 
different optimization ANN models from an implementation as well as a 
theoretical view point. The analysis indicates that the selection of a particular 
ANN model depends on the various parameters involved in the optimization 
problem. The salient features, which should be considered for an appropriate 
selection can be summarized as follows: 
• The Tank and Hopfield ANN model follows a direct descent approach. 
Thus, it is more easy to implement for the problems without any 
constraints. 
• Problems with a larger number of inequality constraints can be 
mapped into the Kennedy, Chua, and Lin ANN model with a smaller 
number of state variables. 
• Problems with a larger number of equality constraints can be mapped 
into the Lagrange programming ANN model with a smaller number 
of state variables. 
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• The Kennedy, Chua, and Lin network's structural parameters 
corresponds with the coefficient vectors and the coefficient matrix of 
the optimization problem. Thus, the circuit formulation of the 
optimization problem becomes quite simple. 
The proper selection of the ANN model for optimization needs adequate 
consideration of the problem form with regard to the above general remarks. 
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5. THEORETICAL DEVELOPMENT 
5.1 LP and QP Neural Networks 
Linear programming and nonlinear programming are frequently used 
as efficient tools for solving optimization problems. The technique for 
performing linear programming and quadratic programming uses the neural 
network architecture proposed by Kennedy, Chua and Lin. Transfer function 
of neurons in the circuit proposed by Kennedy, Chua and Lin followed the 
conventional quadratic penalty function. This choice resulted into inherent 
degenerating accuracy. 
By analyzing the behavior of the conventional penalty function, Maa and 
Shanblat [42,43] discovered the reason for the inherent degenerating accuracy. 
Based on this, they proposed a new combination penalty function that ensured 
that the equilibrium point would be acceptably close to the optimal point. They 
modified the neural network with the new transfer function using the 
combination penalty function. Furthermore, they designed the corresponding 
circuit scheme for hardware realization. 
An analysis of the Kennedy, Chua and Lin neural network from the 
system theory point of view was presented in Section 4.2.3.2. This section 
validates the circuit from the optimization theory view point. The validation 
indicates that the circuit is primarily aimed at solving nonlinear 
programming problems with inequality constraints. Although, an equality 
constraint can always be mathematically represented by a coupled set of 
inequality constraints, the simulation of the neural network is likely to 
encounter solution problems. This is generally true, because a circuit with 
two inverse diodes can not work properly. 
To circumvent the above mentioned problem, the combination penalty 
function proposed by Maa and Shanblatt is modified by including time 
dependent terms. The proposed penalty function is designed to cause 
sufficient penalty to satisfy the equality constraints. The time dependence has 
been incorporated by modifying the transfer function of neurons with the 
introduction of terms dependent on iteration number in the software 
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simulation. From the system theory view point, the time dependent terms 
work as integral control to reduce the steady state error. 
5.1.1 Validation ofLP and NLP neural networks 
The Kennedy, Chua and Lin network was shown in Figure 4.3. The 
architecture of the neural network can also be represented by a nonlinear 
circuit model, shown in Figure 5.1. Figure 5.1 follows from Figure 4.3 by 
merely writing the circuit equations for the neural network. This circuit 
model can be shown as a simulation of the optimality conditions for the 
general nonlinear programming method discussed in the Section 3.4. 
Let us consider the general nonlinear programming problem given as 
follows: 
Minimize 
4> (Xl, X2, ••• Xq) 
Subject to the constraints: 
f l(XI, X2, ••• Xq) ~ 0 
f 2(XI, X2, ••• Xq) ~ 0 
(5.1) 
U sing the Lagrangian method for nonlinear programming problems as 
discussed in Section 3.4.2, the Lagrange function can be defined as follows: 
L (X,A) 
p 
= cp (x) + L Aj /j (x ) 
j= 1 
(5.2) 
+ 
+ 
+ 
L..-____ ...L 
Vd2 
• 
• 
iq 
Vdq 
idq fp(vl,v2, •.• , Vq) 
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Figure 5.1 The canonical nonlinear programming circuit 
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Where the real constants Aj are called the Lagrange multipliers. If the 
program has an optimal solution x* , then according to the optimality 
conditions (Kuhn Tucker's conditions) stated in the Section 3.4.2, the following 
holds. 
Min cp(x) = cp(x·) 
(5.3) 
and 
fj( x·) ~ 0, j = 1,2, ... ,p 
(5.4.1) 
j = 1,2, ... ,p 
(5.4.2) 
j = 1,2, ... ,p 
(5.4.3) 
j = 1,2, ... ,p 
(5.4.4) 
where, ¢ and fi are assumed to be differentiable at x*. Also, the set of 
inequality constraints is assumed to satisfy the regularity conditions stated in 
the Section 3.4.1. 
Each diamond shape symbol enclosing a plus-minus sign in Figure 5.1 
denotes a nonlinear controlled voltage source, whose terminal voltage depends 
on the node voltage v1, v2 , ... ,vq according to the prescribed nonlinear 
function {(vI, v2, ... , vq). Each diamond shape symbol in the middle column 
enclosing an arrowhead is a controlled current source whose terminal current 
depends on both the reversed diode currents id1, id2, ... , idp, and the node 
voltages vI, v2 , ... ,vq in accordance with the prescribed nonlinear function 
f . afj ( Vb V2, ••• , Vq ) 
.i.J Ij ~--------'--
i= 1 aVI 
(5.5) 
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Each diamond shape symbol on the right enclosing an arrowhead 
denotes a controlled current source whose terminal current depends on the 
node voltages vI, v2 , ... ,vq in accordance with the prescribed nonlinear 
function 
at/J ( Vi, V2, ••• , Vq ) 
aVI 
(5.6) 
The diodes in the figure denote ideal diodes and hence they satisfy 
following conditions: 
(5.7) 
Vd·= 0 J 
(5.8) 
and 
(5.9) 
To prove that Figure 5.1 simulates the optimality conditions for 
nonlinear programming, note that condition 5.4.4 is obtained by applying KCL 
at each node 1, 1= 1,2, ... , q. Next, the constraint 
= ~ 0 
(5.10) 
IS embeded by including ideal diode in the circuit. This simulates the 
condition (5.4.1). When a constraint is non-binding, the corresponding 
controlled voltage source fj has positive value. This keeps the diode reverse 
biased and, henece, there is no current in the diode circuit. In case of a 
binding constraint, the corresponding controlled voltage source fj has negative 
value. This turns the diode on and, consequently, a current ij flows in the 
circuit. The current ij is fedback to the controlled current source in the 
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circuit. The parameter ij represents Lagrange multiplier Aj in terms of 
optimization theory. From (5.8) and (5.9), We note 
(5.11) 
(5.12) 
The above set of equations satisfies conditions (5.4.2) and (5.4.3). Thus, 
the Kennedy Chua and Lin neural network satisfies optimality conditions for 
the nonlinear programming problem. 
5.1.2 Modification of the transfer function of the neurons 
Kennedy, Chua and Lin used the conventional penalty function as a 
transfer function of constraint neurons. Reference [43] presents a good 
tutorial on the analysis of the conventional penalty function. A typical 
conventional penalty function is shown in the Figure 5.2. Mathematically, the 
function can be given as follows: 
Pi (x) _ {O 
- !fi( X )12 
if /; (x) ~ 0 
if /; (x) < 0 
(5.13) 
In this case, as the circuit approaches the optimal point in the solution 
space, the outputs from constraint neurons become too week to affect the 
values of the variable neurons. The coefficient for the conventional penalty 
function discussed in Section 3.4.4 is usually taken as a constant real number. 
Theoretical analysis [43] shows that only when the coefficient reaches infinity, 
can the solution to the approximated optimization problem be the same as the 
solution to the original optimization problem. 
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Chen, Maa and Shanblatt [43] proposed a new combination penalty 
function that is the sum of two penalty terms and is given as follows: 
Pi (x) = {O p+l 
kli!fi( X )12 + k2!fi( x )rp 
if Ii (x) ~ 0 
if Ii (x) < 0 
(5.14) 
where, p is the parameter that controls the derivative of the penalty 
function in the neighborhood of the solution point when fi (x) is equal to zero. 
The first penalty term is the modified version of the conventional penalty term 
used in the reference [34], which is dominant when the solution point is far 
from the original solution point. The derivative of the second term is the 
polynomial in the absolute value of the constraint violation with its exponent 
less than unity, which provides significant feedback to adjust the state of the 
variable neurons when the solution point is near optimal point. Such a 
combination penalty function is shown in the Figure 5.3 
As is evident from the discussion in Section 5.1.1, the Kennedy, Chua 
and Lin neural network is primarily aimed at solving nonlinear 
programming problems with inequality constraints. Although an equality 
constraint can be expressed by a coupled set of inequality constraints, the 
network formulation will involve the diodes connected back to back. This may 
result in either steady state error or oscillation in the time domain. To 
circumvent this problem, the following modification for the penalty function is 
introduced. 
(5.15) 
where, q(t) is a function containing the time dependent terms to provide 
enough penalty to satisfy the equality constraints. To facilitate the 
implementation, q(t) is suggested to have the terms containing the iteration 
number in the software simulation. This approach has not been found in the 
literature. 
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The effect of including q(t) has been shown in the Figure 5.4. The 
function q(t) should be as smooth as possible for maintaining the numerical 
stability of the algorithm. The measure of smoothness can be obtained by 
taking the higher derivatives of the function. When the solution point is far 
from the optimal point, the error function is usually high. Hence, the value of 
the function q(t) should be quite low in that region. Otherwise, the trajectory of 
simulation may turn unstable. The function q(t) used for the neural network 
simulation in the present work has been chosen of the following form 
q(t) = {~ 
to 
if t < to 
if t ~ to 
(5.16) 
where, t is the iteration number in the software simulation and to is a 
fixed number, which is chosen heuristically. This modification generates a 
set of scaled penalty functions as shown in Figure 5.4. 
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Inclusion of the new term q(t) has the effect of integral control in the 
time simulation of the network. Thus, the steady state error because of the 
coupled constraints is expected to reduce. The results obtained with the 
modified transfer function has produced encouraging results. 
5.2 Proposed Simulation Algorithm 
The Kennedy, Chua and Lin neural network is a nonlinear dynamic 
system from a system theory view point as discussed in the Section 4.2.3.2. 
Different techniques may be used to solve the nonlinear neural dynamic 
system. The algorithm proposed in this work is a very simple approach from 
problem formulation view point. Design of the algorithm is based on the 
knowledge of modern control theory. The proposed methodology approximates 
the nonlinear structure of the artificial neural network to a sampled data 
control system by clamping the nonlinear states for efficient simulation. The 
simulation shows that the clamping is justified as long as the sampling period 
of the clamped-state variables is too small to violate the nonlinearity of the 
transfer function of neurons. 
The proposed algorithm begins with formulating the control system 
matrices for the neural network. Development of system matrices proceeds in 
two phases. First, the state space representation of the neural network is 
formulated. The functional relationship of the nonlinear variables with the 
state space variables is represented in a matrix form. For realization of a 
linear state space system, the nonlinear variables are treated as new state 
variables known as the clamped-state variables of the system. Since, the 
clamped-state variables are time invariant variables, their first order partial 
time derivatives with respect to themselves are assumed to be zero. However, 
total time derivative of the clamped-state variables may not be zero, as they 
may be a function of the state variables in the system. The sampling time of 
the clamped-state variables is assumed to be equal to time simulation step size. 
Finally, the state model of the system is converted to homogeneous equivalents 
for the state models [44]. Thus, the nonlinear architecture of the Kennedy, 
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Chua and Lin artificial neural network is modeled as a linear homogeneous 
state space system. 
The proposed solution of the linear homogeneous state space system is 
based on the state transition matrix approach. The classical matrix 
exponential technique for calculating state transition matrix of a linear causal 
relaxed and time-invariant system [44,45] is used as the basis of the simulation 
algorithm. The necessary steps are designed to include the behavior of 
nonlinear variables in the control system. Finally, a flowchart of the overall 
solution approach is presented for the neural network simulation. 
5.2.1 The state model 
The state model is a mathematical description of the dynamics of a 
system. This dynamical model is in the form of a set of first-order, ordinary 
differential equations called the state equations and a set of algebraic equations 
called the output equations. The state equations and output equations are 
usually represented in matrix form. 
5.2.1.1 The ~eneral form of state model If the dynamics of a system 
are modeled by ordinary differential equations, the most general form of the 
state model is as follows: 
where, 
x = l(i, u, i) 
(5.17) 
y = g(i, "ii,i) 
(5.18) 
X is an n-vector function of time referred to as the system 
states. 
Ii is an m-vector of inputs or controls, 
y is an r-vector of system outputs 
x is an n-vector of the time derivatives of the system state 
variables x. 
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In Equations (5.17) and (5.18), f (.) and g (.) are n-dimensional vector 
functions of any type. Note that Equation (5.17) is a set of first order, first 
-derivative explicit differential equations relating the system dynamic 
variables, (the states) to the system inputs. Further, Equation (5.18) is a set of 
algebraic equations or measurement functions relating the system outputs to 
the system states and inputs. The number of state variables, n, is referred to 
as the dynamic order of the system. 
5.2.1.2 Linear state model In the case of a system describable by a 
linear differential equation, j (.) and g (.) are linear functions and the state 
model can be written in following matrix form: 
x = Ax+ Bli 
(5.19) 
y = CX+ Eli 
(5.20) 
where, x , Ii ,y ,and x are as previously defined and the system matrices 
.4, B , C, and E are coefficient matrices that could, in general, be functions of 
time. In the event that some of the coefficients are dependent on time, the 
model is appropriately called a time-varying state model. Otherwise, it is 
referred to as a constant or stationary model. Note that the linear state model 
given by Equations (5.19) and (5.20) represents a causal system as causality is 
inherent. A causal and linear state model is said to be relaxed at time to if and 
only if the output y[to,oo] is solely and uniquely excited by u[to,oo]. 
Furthermore, if the characteristics of a system do not change with time, then 
the system is said to be time invariant. A precise definition of a time invariant 
, causal and relaxed linear system is mentioned in reference [46]. 
5.2.1.3 Homo~eneous eguivalent state model It is convenient for 
simulation purposes to convert the state model of Equations (5.19) and (5.20) to 
an equivalent form that is homogeneous in nature. In this case, the model 
becomes 
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= Av 
(5.21) 
y = c v 
(5.22) 
where, v is a new vector containing both the components of x and U. The 
conversion of a linear state model to the homogeneous equivalent of a state 
model can be performed by defining new set of vectors. 
Let us suppose that we can find some p-dimensional vector z such that 
we have 
u = e z 
(5.23) 
where, e is an m*p matrix of constants. Further, suppose we know that 
z satisfies a homogeneous state model of the form 
Z = {z 
(5.24) 
Next, suppose we form a new vector as follows: 
v = [~ 
(5.25) 
Then, we see that the following holds 
(5.26) 
y = ex Eez 
(5.27) 
Finally, Equations (5.26) and (5.27) can be rewritten as follows: 
[~] = [; B e~ [~ 
(5.28) 
y = [c E e] [~ 
(5.29) 
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Equations (5.28) and (5.29) are the desired equations and can be written 
in a more compact notation as follows: 
v = Ao v 
(5.30) 
Y = Co V 
(5.31) 
where, we have defined the matrices Ao and Co as 
Ao = [t B e~ 
(5.32) 
Co = [C E e] 
(5.33) 
5.2.1.4 Solution of homo~eneous eguivalent state model The solution 
of homogeneous equivalent state model is given as 
v( t) = eAo(1 - (0) v ( t 0) 
(5.34) 
where, 
00 k 
eAo(1 - (0) L (t - to) -k 
- k=O k! Ao 
(5.35) 
is a matrix power series that converges to a single matrix function of time 
usually referred to as the state transition matrix, and v ( to) is the initial 
condition given at t = to. The state transition matrix is often symbolized by 
the expression ifJ ( t - to ) and, hence, Equation (5.34) can be written as 
v(t) = ifJ(t-to) v(to) 
(5.36) 
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Equation (5.34) together with output equation (5.31) is used as the basis 
for the numerical algorithm developed for the simulation. 
5.2.2 The state space representation of the Kennedy. Chua and Lin network 
5.2.2.1 Formulation of clamped-state variable The circuit 
representation of Kennedy, Chua and Lin network is shown in Figure 5.5. In 
the circuit, the variable neurons are linear state variables and the constraint 
neurons are nonlinear elements. Hence, it is possible to develop the state 
space equation when the behavior of the nonlinear state variables can be 
realized with a linear approximation. 
To compute the state space realization, the constraint neurons are 
modeled as clamped-state variables. This implies that the characteristics of 
the constraint neurons are assumed to be linear during the interval of time 
simulation step. Thus, the validity of assumption depends on the choice of 
time simulation step size. A generalized analytical derivation of the time 
simulation step size is complicated. Therefore, the choice of time simulation 
step size is left to the knowledge of nonlinearity of constraint neurons. 
As discussed in Section 5.1.2, the nonlinearity of the constraint neuron 
is given by the penalty function expressed by Equations (5.15) and (5.16). The 
convergence criteria for the network simulation imposes the restriction of 
smoothness in the penalty function. This forces the nonlinearity of the 
constraint neurons to be a nice smooth function. Hence, from simulation view 
point, the choice of the time simulation step size is not restrictive. 
5.2.2.2 State space realization The circuit equation of the Kennedy, 
Chua and Lin network can be written as follows: 
C· dXi 
'dt 
= _~ _ ± ij af, 
aXi j =1 aXi 
ij = P (jj ( x ), j = 1,2, ... , P 
i = 1,2, ... , q 
(5.37) 
(5.38) 
• 
• 
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• 
Figure 5.5 Block diagram for Kennedy, Chua and Lin neural network 
• 
• 
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Considering the nonlinear variables ij as the clamped-state variables, 
Equation (5.37) can be written in linear state space form as follows: 
Xl Xl 
Xq [~ B~l . = Xq + [AT][I] il il 
. i· ip } 
(5.39) 
where, the functional relationship of the clamped-state variables ij with 
the ordinary state variables is given by the matrix E as follows: 
m = [B o 
(5.40) 
Equation (5.39) is not in the form of a homogeneous linear state space 
representation. As discussed in the Section 5.2.1.3, Equation (5.39) can be 
converted to a homogeneous equivalent form by introducing a new state 
variable u. Then, the homogeneous state space representation of the network 
can be given by following equation: 
Xl Xl 
Xq 
[00 
BT ATOl Xq = 
i1 0 il . 
. 
ip i· } 
u 
Ii 
(5.41) 
Comparing Equations (5.21) and (5.41) , the matrix Ao is found to be: 
Ao 
(5.42) 
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Using Equations (5.35) and (5.42), the state transition matrix of the 
formulated the Kennedy, Chua and Lin network can be computed. 
5.2.3 Overall solution approach 
5.2.3.1 The simulation algorithm A flowchart of the proposed solution 
approach is shown in Figure 5.6. The overall solution proceeds as follows: 
• Develop the linear or quadratic programming formulation for a given 
optimization problem. Reduce the formulation to conform with the 
Equation (5.41) 
• Using Equation (5.41), develop the homogeneous equivalent state 
model of the neural network for the given optimization problem. 
• Using Equation (5.40), develop the functional relation mapping matrix 
that represents the feedback from the variable neurons to the 
constraint neurons. 
• Derive the state matrix AO from the developed homogeneous 
equivalent state space model. 
• Generate a record to keep track of the clamped-state variables in the 
homogeneous equivalent state model. 
• Using Equation (5.35), calculate the state transition matrix for the 
homogeneous equivalent state model. 
• Perform simulation for a heuristically chosen time simulation step 
size until the solution converges. At the end of every time simulation 
step size, update the clamped-state variable for its nonlinearity using 
the functional relation mapping matrix E. 
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Figure 5.6 The clamped-state variable approach 
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5.2.3.2 Scaling and normalization The proposed algorithm employs 
numerous multiplications of the state transition matrix. It is possible to 
develop numerical instability, when the multiplication is of high order [47]. 
Hence, the system equations should be properly scaled and normalized before 
the simulation. 
Since the state transition matrix predominantly consists of the 
sensitivity coefficient matrix B, the constraint equations should be scaled to 
improve the condition number of the state transition matrix. The voltage 
values should also be normalized to improve the numerical stability of the 
algorithm. The choices for the parameters involved in scaling and 
normalization are left to engineering judgment. 
5.2.3.3 Sparsity-based formulation Note, that although the number of 
neurons become larger with the larger dimension of optimization problems, 
matrices A and E remain extremely sparse. Sparsity comes from the inherent 
structure of the system matrices as given below: 
(5.43) 
E = [Ell o 
(5.44) 
where, A12 is (q) * (q+p+l) matrix and AO is (q+p+l) * (q+p+l) matrix. 
This indicates that the percentage of sparsity can be given by q / (q+p+l). Since 
ninety percent of the computer time taken by the algorithm is dedicated to 
matrix manipulation, it is evident that a sparsity-based algorithm will result 
into saving of approximately [ 0.9 * q / (q+p+l) ] percent of the computer time. 
Hence, sparsity-based techniques can be used for matrix operations in solving 
the larger optimization problems to save computation time. 
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5.3 Economic Dispatch Problem 
Generation scheduling is the basic function for power system economics 
and operation. The economic power dispatch is used for generation 
scheduling. The goal of the dispatch is to minimize total cost of power 
generation subject to the constraint that the sum of power generation of 
individual units be within their respective operating limits [48]. The dispatch 
problem involves the modeling of generating units and that of the loss 
representation in the electrical power network. The dispatch program is used 
for operation as well as planning activities in electrical power systems. 
5.3.1 Modeling of generator units 
A fossil generating unit's hourly fuel input is expressed as a function of 
its power output, Fi(Pi}. This expression is referred to as the incremental heat 
rate curve or input-output (I/O) characteristic. Several mathematical 
functions have been used for Fh such as exponential, polynomial etc. The 
most commonly used are the piecewise linear representation, the quadratic 
representation, and the reduced cubic representation. Equations (5.45) and 
(5.46) represent the quadratic representation and the reduced cubic 
representation respectively. 
(5.45) 
(5.46) 
where, 
Fi(PiJ = fuel input (MBTUIhr) 
Pi = power output (MW) 
i = generator index 
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a; b· c· d· = input-output characteristic coefficient. 
'" 1" 1" 1, 
The input-output equation coefficients may be obtained from the curve-
fitting measured data or typical design data, using the appropriate 
polynomials. Since, the modeling is determined using a statistical curve 
fitting technique, an inadvertent inaccuracy is associated with the model. The 
value of inaccuracy may be as much as ten percent 
A piecewise linear representation consists of break points with 
linearized segments. The curve is generated by selecting the break points at 
different power PiS, which determine the bounds of linear segments. Linear 
segments are fit using the measured data within the corresponding bounds. 
Choice of the number of break points is an another optimization problem, 
which is a tradeoff between the speed of the solution algorithm and accuracy in 
the results. In practice, this number depends on how nonlinear the 
generation characteristics are. 
Multiplying the I/O equation by the fuel price, gives an equation, Ci(PiJ, 
which provides the hourly fuel cost as a function of the power output. Since the 
fuel prices include prorated maintenance and operation costs, Ci(PiJ actually 
relates the hourly unit operating costs to the net generated power. 
5.3.2 Loss representation 
Power system losses are often incorporated for solving the economic 
dispatch problem. In power system operation, different methods are used to 
represent losses for economic dispatch. Some of the most common methods 
are described below. 
5.3.2.1 B matrix loss representation In this case, the losses are given 
by the following matrix equation: 
Plosses = pTB P + pTBo + Boo 
(5.47) 
or, 
where, 
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PZosses = L Pj Bjj Pj + L Bjo Pj + Boo 
(5.48) 
P = vector of all outputs 
B = square matrix of the same leading dimension as P 
B jO = Vector of same length as P 
Boo = Constant 
This can be shown [48] that the B-matrix formulation introduces a 
penalty factor given by 
Pij = 1 
1 - 22: Bij Pj + Boo 
j 
The B matrix coefficients are derived using the equivalent total load 
center approach. The B matrix loss representation was developed mainly by L. 
Kirchmayer [49, 50] and G. Kron [51]. The penalty factors penalize those units 
that are farther from the load center. The B matrix is the most complex 
representation as it is based on the detailed modeling of the actual 
transmission network. But, the loss matrix is always an approximation, 
because assumptions made in the calculation are based on the conformity of 
load and power that are never seen on a real system. Hence, the modern 
practice is to use the real time load condition and the loss penalty factor as 
described briefly in the following subsections. 
5.3.2.2 Constant penalty factor representation In this case, penalty 
factors are assumed to be constant independent of the unit power outputs. 
Theses values are derived somewhat heuristically using actual data and past 
experience. Losses are either considered to be included in the load demand 
values or a function of the load demand as calculated using a polynomial. 
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5.3.2.3 Loss calculation using- state estimators Modem practice in 
power system operation is to calculate the losses using real time load 
conditions and the loss penalty factor obtained by on-line computation using 
state estimators. State estimators provide the real time power flow state in the 
network. An interface program is usually employed to calculate the penalty 
factors for the current power flow state. This approach is commonly used as it 
is the most accurate representation of the losses. 
5.3.3 Mathematical formulation of economic dispatch 
The goal of economic dispatch is to minimize the total cost of generation 
subject to constraints that the sum of power generation must equal the 
received load and the network losses and the power generation of individual 
units be within their respective operating limits. Mathematically, the problem 
may be formulated as follows 
Minimize 
Subject to : 
where 
FT 
Fi{PJ 
PR 
PL 
Pi 
Pimin 
Pimax 
n 
FT = L Fi (Pi) 
i= 1 
n 
PR - L Pi + PL = 0 
i = 1 
= Total cost of power generation 
= Cost of generation ofi-th unit 
= Total load to be served 
= Power system transmission losses 
= Power generation ofi-th unit 
= Minimum power generation limit for i-th unit 
= Maximum power generation limit for i-th unit 
(5.48) 
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In general, the optimal allocation of system generation among the 
individual units of a power system is based on a marginal cost basis. The 
Lagrange multiplier of the coordination Equation [48] formulated for equation 
(5.48) works as marginal cost. The cost function of generation and power 
system transmission losses are modeled as described in the Section 5.3.2. 
Equation (5.48) represents the basic structure of economic dispatch 
problem. However, in real life, there may be some practical requirements 
such as reserve margin constraints [52] and emission constraints [53] that 
may not allow the operation of system at the optimal point of problem (5.48). A 
detailed review of recent advances in economic dispatch is reported in 
reference [54]. 
5.3.4 Economic dispatch simulation using an artificial neural network 
The developed simulation scheme assumes the quadratic representation 
or piecewise linear representation of the generator model. First, the 
simulation algorithm is developed for the lossless economic dispatch case. 
N ext, transmission losses are incorporated by the constant penalty 
representation. Finally, a hybrid neural network algorithm for economic 
dispatch with piecewise linear cost curves is developed. 
5.3.4.1 Economic dispatch without losses In this case, the quadratic 
representation of cost curve for generation is used. Thus, the economic 
dispatch problem becomes a quadratic programming problem. Furthermore, 
the quadratic cost coefficient matrix for the overall problem turns out to be 
strictly positive definite. Thus, the Kennedy, Chua, and Lin network can be 
applied to solve the problem using the scheme given in Figure 5.6. 
5.3.4.2 Real time economic dispatch with losses In this case, again 
the quadratic representation of cost curve for generation is used. Loss 
representation is made using either constant penalty function (Section 5.3.2.2) 
or using state estimators (Section 5.3.2.3) and real time load conditions. 
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If the loss representation is made using constant penalty factors, then 
the constraint equations remain linear. Thus, the economic dispatch problem 
remains a quadratic programming problem. However, the values in 
functional relationship mapping matrix E is changed, since a new feedback 
term is introduced to the constraint neuron computing the power balance 
constraints. The neural network algorithm for real-time economic dispatch is 
summarized in Figure 5.7. 
robe the penalty factor program associated 
with power system state estimators 
Update the coefficients of cost curve to 
incorporate the effect of penalty factor 
Develop the ANN model of the updated data 
and solve it by CSV method 
No ~ 
-~--~ 
Figure 5.7 Real-time economic dispatch using a neural network 
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The loss representation used in this simulation is based on the following 
formulation: 
L Pi = D + L + I 
(5.49) 
where, 
Pi = Power generated by ith unit. 
D = Load demand 
L = Transmission losses 
I = Interchange power 
Incremental loss (lTL)can be calculated as follows: 
(5.50) 
A summary of the classical optimization algorithms for real time 
economic dispatch is reported in reference [55]. Unlike most classical 
algorithms, the proposed algorithm does not contain the double loop. 
5.3.4.3 Hybrid dispatch al~orithm with PWL cost curves Piecewise 
linear approximation of the cost function of generating units is quite common 
in digital computer execution of economic dispatch. This representation is 
supposed to be quite accurate generator modeling as it can capture the 
nonlinear characteristics of generation in the best possible way. 
In this case, the economic dispatch becomes a mixed integer 
programming problem. Classical optimization theory suggests a number of 
methods to handle mixed integer programming problems. Most of them are 
quite complex from the theoretical as well as the implementation view point. 
Therefore, in practice, mixed integer programming problems are quite 
frequently solved by using apriori knowledge and heuristics. 
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Start 
Sort the unit-segments into ascending cost by 
upper break point 
Pick the upper segment for all the units except 
for the last unit 
Develop the model of the Kennedy, Chua and Lin ANN 
for the selected segments 
Solve the ANN by clamped-state vaiable approach. 
Switch the segment of the affected unit to that 
adjacent to the break point. 
No 
Stop 
Figure 5.8 A hybrid dispatch algorithm with PWL cost curve 
using a neural network 
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One of the heuristics used for economic dispatch with piecewise-linear 
cost curves is merit order loading [55]. This algorithm is one of the quickest 
unconstrained economic dispatch algorithm. Constraints in the dispatch 
program are externally satisfied. The merit order loading starts from the least 
expensive unit-segment and incrementally loads each unit-segment. The 
loading is successively performed until all the energy constraints are satisfied. 
The proposed method captures the simplicity of merit order loading and is 
suitable for real time implementation. The simulation algorithm is shown in 
Figure 5.8. 
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6. ~RICAL RESULTS 
A simulation program was coded in FORTRAN-77 to implement both 
linear and quadratic programming with the Kennedy, Chua and Lin neural 
network. New penalty function as described in Section 5.1.2 was used as the 
nonlinearity of the constraint neurons in the Kennedy, Chua and Lin circuit. 
The algorithm was based on the clamped-state variable approach introduced 
in the last chapter. The code developed was same for the linear programming 
and quadratic programming algorithms with the same input format. Several 
cases were simulated on Sun 4/c SP ARC work station. To validate the 
algorithm, the results obtained for different cases were compared to those 
obtained by classical optimization techniques. The test cases used for 
simulation were as follows: 
(a) A generic linear programming example. 
(b) A generic quadratic programming example. 
(c) Economic dispatch calculation 
(i) Economic dispatch without loss modeling 
(ii) Economic dispatch with loss modeling using 
real time load condition and state estimators 
(iii) Economic dispatch with loss modeling using 
constant penalty factors 
(iv) Economic dispatch with piecewise linear cost 
curves. 
To facilitate the above simulations, a subroutine was coded that 
generated the state variable matrix A and functional relationship matrix E for 
a given problem. MATLAB was used to solve the same problems by classical 
optimization methods. In all the cases, errors were calculated with respect to 
the results found by classical optimization methods. Computer time (cpu time) 
for Sun SP ARC workstation was also recorded. 
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6.1 Example 1: A Generic Linear Programming Example 
A linear program of the following form was used as the test case for the 
simulation. 
Minimize 
CP(XI,x2) = CIXI +C2X2 
Subject to: 
JL Xl + X2 ~ .35.. 
12 12 
~ Xl + X2 ~ 35 2 
-Xl ~ -5 
X2 ~ 5 
Table 6.1 shows the data for the cost coefficient parameter 'c' in the 
linear programming. 
Table 6.1. Data for a generic linear programming 
Examples c1 C2 
Case (la) 
-1 -1 
Case (lb) -1 1 
Case (lc) 1 -1 
Case (ld) 1 1 
The linear program in example 1 was represented by a state space 
model of two linear state variables (number of optimization variables) and four 
clamped-state variables (number of constraint equations). Coefficients of xl 
and x2 in the constraint equations represented feedback from the linear state 
variables to the clamped state-variables. 
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The feedback elements constituted the matrix E and the coefficients of xl 
and x2 constituted the matrix A as explained in the Section 5.2. The voltage 
values of the formulated circuit were normalized by a factor of 2. The first and 
third constraint equations were scaled by multiplying them by 3.00 and 0.75 
respectively. Choices for the parameters involved in scaling and 
normalization were experimental. The resultant matrices A and E were as 
follows: 
[
0.00 0.00 -12.50 -20.00 10.00 0.00 _10.00] 
A = 0.00 0.00 30.00 - 8.00 -10.00 0.00 -10.00 
o 
1.00 
0.00 
1.25 
E = 2.00 
-1.00 
0.00 
0.00 
0.00 
1.00 
-3.00 
0.800 
0.00 
1.00 
0.00 
0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 -17.5 
0.00 0.00 0.00 0.00. 84.0 
0.00 0.00 0.00 0.00 -10.0 
0.00 0.00 0.00 0.00 30.0 
0.00 0.00 0.00 0.00 1.00 
The simulation was made with the initial condition given as below: 
= [1.0] 1.0 
Note that the initial condition for the variables is not a basic feasible 
- - ---
solution. This indicates that the ANN simulation for linear programming can 
handle basic feasible as well as basic infeasible initial condition. On the other 
hand, the Simplex method for solving LP requires a basic feasible solution as 
the initial set. This feature of ANN simulation may have practical advantage. 
For example, one may have an estimate, which may be basic infeasible, but 
quite close to optimal solution. In that case, it would be difficult to use the 
Simplex method. Whereas, the ANN approach would be more appropriate. 
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Results for the simulation of the four different cases are shown in Table 
6.2. Computer time (cpu seconds) indicated in the results correspond to SUN 
Sparc work stations. Theoretical results were computed using MATLAB. 
Table 6.2. Results for the generic linear programming 
Example Parameter Theoretica ANN Result 
Result 
x1 5.000 5.004 
x2 5.000 5.002 Case 1a Error 0.06% 
Iteration 110 
cpu time 0.4 cpus 
x1 7.000 7.012 
x2 0.000 0.022 
Case 1b Error 0.14% 
Iteration 275 
cpu time 0.7cpus 
x1 -5.000 -5.004 
x2 -5.000 -4.979 
Case 1c Error 0.17% 
Iteration 110 
cpu time O.4cpus 
x1 -5.000 -5.002 
x2 5.000 4.998 
Case 1d Error 0.08*1 O-{jo~ 
Iteration 110 
cpu time 0.4 cpus 
Note that the corresponding solutions to the different cost coefficient 
vectors are four vertices of the polytope generated by hyperplanes of the 
constraint equations. Thus, solutions for the four different cases by the 
proposed algorithm verify the neural network dynamics in all directions. 
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The trajectory of the network dynamics for case (la) with two initial 
conditions are shown in Figure 6.1. ~e~ th~ i.niti.al condition (point (a» is 
feasible, the minimization is done in the direction of steepest descent. When 
the trajectory hits a constraint boundary, the minimization is done along the 
hyperplane. In case of an infeasible initial condition (point (b», the constraint 
violation drives the trajectory perpendicular to the guiding hyperplane. This 
indicates that the network is capable of handling any initial condition. 
C"I 
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10 
~ 0 
I 
I 
I 
I 
I 
I 
I 
I 
I 
-10 
-10 
(b) 
~ 
/ 
I 
@(a) ~ 
~ ~ ~ 
o 10 
-----------> xl 
Figure 6.1 Trajectory of network dynamics 
The errors represent the percentage difference between the values of 
respective cost function calculated by different techniques. Note that the error 
in results also involves the effect of the approximation involved in the 
simulation technique. The errors in the results of all cases are less than 1.0%. 
Also, the cpu time is well below 1 %. 
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6.2 Example 2: A Generic Quadratic Programming Example 
A generic quadratic programming of the following form was considered 
as a test case. 
Minimize 
cp(Xl,x2,xa) = O.4xl + 0.5(5xf + 8x~ + 4x~) 
- 3 Xl X2 - 3 X2 Xa 
Subject to: 
Xl + X2 + Xa ~ 1 
Xl, X2, Xg ~ 0 
The data in matrix form for the quadratic program is shown in Table 
6.3. 
Table 6.3. Data for a generic quadratic programming 
AT G B e 
[0.4] [ 2.5 -3.0 0.0 1 [ -1 -1 -1 ] r-l.~ -1 0 0 0.0 -3.0 4.0 -3.0 o -1 0 0.0 0.0 0.0 -3.0 2.0 o 0 -1 0.0 O. 
The quadratic program was simulated using the following initial 
conditions. 
The results of the quadratic program simulation are shown in Table 6.4. 
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Table 6.4 Results for the generic quadratic programming 
Parameter Theoretical ANN Result 
Result 
xl 0.2520 0.2484 
x2 0.3328 0.3290 
x3 0.4150 0.4105 
Error 2.07% 
Iteration 25 
cpu time 0.2cpus 
In this case, the steady state error is about 2%. Reason for this high error is 
left as a matter of investigation in future work. 
6.3 Economic Dispatch Problem 
A test case of 3 generator 6-bus system from reference [48] was selected 
to test the simulation of the economic dispatch algorithm. The data for 
generator model having quadratic cost curve is given in Table 6.5. In the case 
of the first example, all units are supposed to run on the active region of their 
cost curves. Whereas, in the second case, the first unit is constrained to 
operate at its maximum capacity. 
Table 6.5 Generator data ( quadratic cost curve) 
Case A 
Unit Input-Output Curve (MBtu / h) Pmin Prnax Fuel Price Fuel Type 
a· b; Cj (MW) (MW) ($IMBtu} I 
1 510.0 7.20 0.00142 150 600 1.1 Coal 
2 310.0 7.85 0.00194 100 .-- . 400 1.0 Oil 
- - -
3 78.0 7.97 0.00482 50 200 1.0 Oil 
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CaseB 
Unit Input-Output Curve (MBtu / h) Pmin Pmax Fuel Price Fuel Type 
a' bi Cj (MW} (MW} ($IMBtu} I 
1 510.0 7.20 0.00142 150 600 0.9 Coal 
2 310.0 7.85 0.00194 100 400 1.0 Oil 
3 78.0 7.97 0.00482 50 200 1.0 Oil 
The equality constraints for the dispatch problem were represented by a 
coupled set of inequalities. This approach was validated in Chapter 3. Test 
cases were specifically chosen to test the capability of the algorithm to handle 
units, either operating in active region of the cost curve or generating power at 
the minimum or maximum limit. 
6.3.1 Economic dispatch without loss modelin~ 
Power transmission losses in the test system was assumed to be 
negligible. All the three generators were dispatched to satisfy the total 
demand of 850 MW for both test cases. The simulation was made using the 
initial condition as follows: 
The results for the dispatch using the proposed algorithm and the 
classical optimization methods are compared in Table 6.6. 
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Table 6.6 Results for economic dispatch without loss 
Example Unit Theoretical Result ANN Result Error 
(InMW) (lnMW) (In%) 
1 393.16 395.29 
Case A 2 334.60 331.81 0.0913 
- 3 122.22 122.06 
1 600.00 600.00 
CaseB 2 187.16 188.08 0.0815 
3 62.88 61.26 
Note that infeasible parameters were chosen as the initial condition. 
This demonstrates that the proposed approach can handle infeasible starting 
points. The errors represent percentage difference between values of the 
respective cost function calculated by different techniques. The errors in 
results of all cases are far below 1.0%. As explained in Chapter 5, the power 
system data for the economic dispatch problem is known to be in the error of 
approximately 10.0%. Thus, the solution accuracy is better than the model 
data. 
6.3.2 Economic dispatch with loss modelin~ usin~ state estimators 
For simulation purposes, the data needed from the power system state 
estimator was created using the B-matrix formulation of the network given in 
reference [48]. The data is shown in Table 6.7. 
The generator data given in Table 6.5 were modified by scaling the 
incremental cost equation [48] to account for the individual unit's contribution 
to transmission losses. The load supplied by the units was taken as sum of the 
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demand load and transmission losses. The state space model of the Kennedy, 
Chua and Lin neural network was developed for the modified data. 
Results for the neural network simulation are given in Table 6.8. 
Again, the errors represent percentage difference between values of the 
respective cost functions calculated by different techniques. The errors in the 
results of all cases are well within the input range. 
Table 6.7 Loss representation data from state estimators -
Unit Penalty Factor Transmission System 
Loss Load 
1 1.00813 
2 1.00791 9.85Mw 850Mw 
3 1.00768 
Table 6.8 Results for economic dispatch with loss for the data of Table 6.7 
Example Unit Theoretical Result ANN Result Error 
(InMW) (InMW) (In%) 
1 397.37 398.91 
Case A 2 338.50 336.24 0.0928 
3 124.01 123.89 
1 600.00 600.00 
CaseB 2 194.05 195.10 0.0785 
3 65.86 64.12 
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6.3.3 Economic dispatch with loss mode1in~ usin~ constant penalty factors 
Table 6.9 shows hypothetical data for the constant penalty factors. In 
this case, the transmission losses are not explicitly known. They are a 
function of the power generated by the individual units. 
Table 6.9 Data for penalty factors 
Unit Penalty Factor Fixed Loss System 
Load 
1 1.04111 
2 1.13175 3.0458Mw 850Mw 
3 1.09363 
Table 6.10 Results for economic dispatch with losses using penalty factors 
Example Unit Theoretical Result ANN Result Error 
(lnMW) (lnMW) (In%) 
1 397.37 398.88 
Case A 2 338.50 336.21 0.1005 
3 124.01 123.88 
1 600.00 600.00 
CaseB 2 194.05 195.10 0.0785 
3 65.86 64.12 
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In this case, the load-power balance equation was modified to include 
the constant penalty factors. The fixed system loss was added to the demand. 
The results of the simulation are shown in Table 6.10. 
6.3.4. Economic dispatch with piecewise linear cost curve 
Quadratic cost curves of the generating units of Table 6.5 were 
approximated by piecewise linear cost curves. Data after the approximation 
are shown in Table 6.11. 
Table 6.11 Generator data (PWL cost curve) 
Example Unit Break-Points of Segment 1 Break-Points of Segment 2 
(MW, $) (MW, $) 
1 (150,1784.15) (375, 3750.66) (375, 3750.66) (600,5875.20) 
Case A 2 (100,1114.40) (250,2393.75) (250,2393.75) (400,3760.40) 
3 ( 50, 488.55 ) (125, 1149.56) (125, 1149.56) (200,1864.80) 
CaseB 1 (150, 1459.80) (375, 3069.00) (375, 3069.00) (600,4807.20) 
The proposed hybrid dispatch algorithm described in the last chapter 
was used to simulate the economic dispatch. Power transmission losses in the 
test system were assumed to be negligible. All the three generators were 
dispatched to satisfy total demand of 850 MW for both the test cases. The 
results obtained are summarized in Table 6.12 
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Table 6.12 Results for economic dispatch with PWL cost function 
Theoretical Result [8 Theoretical Result ANN Result for 
for quadratic cost for PWL cost curve PWL cost curve 
Example Unit curve (a) using MATLAB (b) CSVapproach (c) 
(Power In MW) (Power In MW) (Power In MW) 
1 393.20 375.00 374.79 
Case A 2 334.60 350.00 348.77 
3 122.20 125.00 125.23 
1 600.00 600.00 599.82 
Case 2 187.10 200.00 198.84 
B 3 62.10 50.00 50.00 
Table 6.13 Errors in EDC simulation with PWL cost function 
Error due to PWL Error in ANN 
Approximation Simulation 
[(a) - (b)]/(a)* [(b) - (c)]I(b)* 
(In %) (In %) 
0.012% 0.14% 
0.015% 0.16% 
The errors due to Piecewise linear approximation are far below 0.1%. 
This verifies that the selected number of linear segments was sufficient 
enough to represent the nonlinearity of cost curve. Furthermore, the error in 
ANN simulation is far below 1.0%. 
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7. CONCLUSION AND SUMMARY 
This research explored the possibility of applying an artificial neural 
network to optimization problems. Linear programming and quadratic 
programming problems have been simulated using the Kennedy, Chua and 
Lin network. The simulation is performed using a new methodology called the 
clamped-state variable approach. Network parameters are modified to 
compensate for the approximations caused by the proposed approach. The 
methodology was extended to solve the economic dispatch problem for different 
generator models and transmission loss representations. A hybrid neural 
network algorithm was developed to solve the economic dispatch problem with 
piecewise linear cost curves. 
The proposed methodology and algorithms have some very attractive 
characteristics: 
Clamped State Variable approach 
• The approach can simulate both generic linear programming and 
quadratic programming problems. 
• The results obtained by the neural network simulation are quite 
comparable to those obtained by classical optimization techniques. 
• The system matrices in the proposed approach are extremely sparse. 
Hence, the software implementation can be accelerated using 
sparsity-based techniques. 
• The simulation circuit can also be implemented in hardware for real-
time applications. 
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• The architecture of the proposed neural network is highly parallel. 
Hence, the algorithms can be implemented using parallel processors. 
This is especially beneficial for high dimension problems. 
• The simulation network can begin with feasible as well as infeasible 
initial conditions. 
A number of neural network models can be represented by the state 
space formulation. Although, this work presents a simulation of a specific 
network by the proposed approach, the simulation scheme is valid for other 
similar neural network models. The approach is guaranteed to lead to correct 
results as long as the simulation step size is kept small to represent the 
nonlinearity of the system. The choice of simulation step size is a tradeoff 
between the speed and accuracy. The size of simulation step should be chosen 
by engineering judgment with due considerations to the system parameters. 
Real·lime Economic Dispatch with Neural Network 
• The coefficients of the formulated problem is in strict correspondence 
with the network parameters in the proposed neural network. 
• Most of the algorithms used for economic dispatch with transmission 
losses have double loops. Sometimes, this leads to convergence 
problems. The proposed formulation does not contain nested loops. 
Hybrid ANN algorithm for Economic Dispatch with PWL curve 
• The proposed algorithm uses heuristics based on merit order loading. 
Thus, apriori knowledge is easily incorporated to enhance the speed of 
algorithm. 
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• In this work, the number of segments used to approximate the cost 
curve was limited to two. The choice was sufficient enough to yield the 
desired solution accuracy. The scheme is valid for any number of 
segments as long as the generating units are represented by 
monotonically increasing nonlinear cost curves. 
This work basically focused on optimization problems with single 
objective function. However, the neural network architectures discussed have 
potential to solve problems with multiple objectives. The same principle of 
energy minimization can be applied to solve combinatorial optimization 
problems with neural networks. Many new area might be investigated 
further. 
• Many power system problems can be formulated as LP or QP 
problems. Thus, they can be simulated by the proposed approach. 
The optimal power flow would be one example. 
• Simulations can also be extended to problems of higher dimension, 
such as unit commitment, to solve either the EDC subproblem or the 
overall problem. 
Neural networks are viewed as tools to augment the existing 
algorithms. The proposed work solves generic LP and QP problems, which 
form the basis of most optimization problems. A proper application of the 
proposed work would be to solve optimization subproblems in modules. 
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