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We consider some results by D. Bernoulli and L. Euler on the method of maximum likelihood in
parametric estimation. The statistical analysis is made by considering a parametric family with a shift
parameter.
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1 Introduction
Kendall (1961) published a paper on Daniel Bernoulli and the maximum likelihood. This
paper quotes two papers: Bernoulli (1961) and Euler (1961). The paper of D. Bernoulli
and the commentary by Euler appeared in Latin (1777). An interesting discussion about
this problem can be found in Stigler (1997).
We shall consider here one contribution of D. Bernoulli and L. Euler in the estimation
of parameters, in particular on the method of maximum likelihood. For more aspects
about the principle of maximum likelihood (ML) in estimation, see, for example, Huber
and Nikulin (1997).
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Bernoulli and Euler considered the problem of statistical estimation of the parameter
θ of the probability density
p(x; θ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2
π
√
1 − (x − θ)2 if |x − θ| ≤ 1, |θ| < ∞.
0 otherwise.
Bernoulli proposed to estimate θ by the ML method. Euler agreed with Bernoulli, but he
provided a diﬀerent estimator. Who was right? This question was posed by L.N. Bolshev
in 1969. We shall consider here both approaches under a more general case.
Let X = (X1, X2, · · · , Xn)T be a sample, where X1, X2, · · · , Xn are independent
identically distributed random variables with density
pk(x; θ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Γ(2k)
Γ(k)Γ(k)
(
1
2
)2k−1 [
1 − (x − θ)2
]k−1
if |x − θ| ≤ 1,
0 if |x − θ| > 1.
We have to estimate the shift parameter θ, where k is given, with k ∈ [1, 2].
The family {pk(x; θ)} is quite rich. In particular, if k = 1 it contains the uniform
distribution with support
θ − 1 ≤ x ≤ θ + 1, |θ| < ∞.
If k = 1.5 (the case of Bernoulli) the graph of p1.5(x; θ) = p(x; θ) is a half ellipse with
parameters a = 1 and b = 2/π, and two tangents to the extremes of the curve, x = θ − 1
and x = θ + 1, orthogonal to the axis OX.
L. N. Bolshev proposed to find the ML estimate of θ, as Bernoulli did for the case
k = 1.5.
Let us denote
L(θ) =
n∏
i=1
pk(Xi; θ)
the likelihood function, obtained with the data X, and let θˆn be the value of θ that
maximises L(θ):
L(θˆn) = max|θ|<∞
L(θ),
with the constraint maxi |Xi − θ| ≤ 1, i.e., 0 ≤ X(n) − X(1) ≤ 2, where X(1) ≤ X(2) ≤ · · · ≤
X(n) is the ordinal statistic.
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As is well known, it is more convenient to consider ln L(θ). In our case we have
ln L(θ) = (k − 1)
n∑
i=1
ln
[
1 − (Xi − θ)2
]
+ n ln
Γ(2k)
Γ(k)Γ(k)22k−1
. (1.1)
To find θˆ we must solve the ML equation:
∂
∂θ
ln L(θ) = 0. (1.2)
From (1.1) and (1.2) we obtain:
n∑
i=1
Xi − θ
1 − (Xi − θ)2 = 0. (1.3)
Following Euler, this equation can be expressed as:
n∑
i=1
1
1 + Xi − θ =
n∑
i=1
1
1 − Xi + θ .
It is worth noting that (1.3) does not depend on k. A solution θˆn is the ML estimator,
which was proposed by Bernoulli. One can verify that θˆn satisfies the equation
θˆn =
∑n
i=1
{
1
1−(Xi−θˆn)2 Xi
}
∑n
i=1
1
1−(Xi−θˆn)2
. (1.4)
More exactly, we can say that (1.4) is (1.3) “solved” with respect to θ. We can find θˆn by
using iterative procedures.
The same problem was considered by Euler, who knew Bernoulli’s result. Euler
proposed the estimator
θ∗n =
∑n
i=1
{[
1 − (Xi − θ∗n)2
]
Xi
}
∑n
i=1
[
1 − (Xi − θ∗n)2
] . (1.5)
Note the diﬀerence between θ∗n and θˆn, as in (1.4) and (1.5) the observations Xi have
diﬀerent weights.
Clearly, to estimate θ we can also take the arithmetic mean
X¯n =
1
n
(X1 + · · · + Xn).
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Our aim is to compare these three estimators θˆn, θ∗n and X¯n. We can suppose θ = 0,
i.e. we can consider that θˆn, θ∗n and X¯n are estimators of zero, as they are invariant under
translation when the loss is quadratic.
2 Arithmetic mean
Since E(Xi) = 0, we obtain that X¯n is an unbiased estimator of 0, and Var(Xi) = E(Xi)2.
To compute Var(Xi) let us find the moments. It is evident that
E(Xi)
2m+1 = 0, m = 0, 1, 2, · · · (2.1)
On the other hand we have (θ = 0):
E(Xi)2m =
Γ(2k)
Γ(k)Γ(k)
(
1
2
)2k−1
Eˆ
∫ 1
−1
x2m(1 − x2)k−1dx
=
Γ(2k)
Γ(k)Γ(k)
(
1
2
)2k−1
B
(
m +
1
2
, k
)
=
Γ(2k)Γ
(
m +
1
2
)
Γ(k)Γ
(
m + k +
1
2
) (1
2
)2k−1
.
(2.2)
Table 1
k\m 1 2 3
1
1
3
1
5
1
7
3
2
1
4
1
8
5
64
2
1
5
3
35
1
21
From (2.2) we obtain the Table 1 for some values of E(Xi)2m.
From (2.1), (2.2) and Table 1 it follows that
Var(Xi) = E(Xi)
2 =
√
π
22k
Γ(2k)
Γ(k)Γ
(
k + 32
) . (2.3)
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(In the particular case k = 1.5, i.e., in the cases of Bernoulli and Euler we have
Var(Xi) = 1/4). From (2.3) we obtain
Var(X¯n) =
1
n
√
π
22k
Γ(2k)
Γ(k)Γ
(
k + 32
) , (2.4)
and hence we have
Var(X¯n) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
3n
if k = 1,
1
4n
if k = 32 ,
1
5n
if k = 2.
(2.5)
Furtheremore, from the central limit theorem for any k ∈ [1, 2] and any x ∈ R
lim
n→∞P
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎧⎪⎪⎪⎨⎪⎪⎪⎩X¯n ≤ x
√
1
n
√
π
22k
Γ(2k)
Γ(k)Γ
(
k + 23
)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎞⎟⎟⎟⎟⎟⎟⎟⎠ = Φ(x), (2.6)
where Φ(x) is the cdf of the N(0, 1) distribution.
3 Euler’s estimator θ∗n
Recall that θ = 0. From (1.5) θ∗n is the solution of the equation
θ∗n
n∑
i=1
[(
1 − X2i
)
+ 2Xiθ
∗
n − (θ∗n)2
]
=
n∑
i=1
[(
1 − X2i
)
+ 2Xiθ
∗
n − (θ∗n)2
]
Xi. (3.1)
Let us denote X¯kn =
1
n
∑n
i=1 X
k
i . It is evident that {X¯n} converges in probability to 0, i.e.,
P
(
limn→∞ X¯n
)
= 0, and similarly P
(
limn→∞ X¯3n
)
= 0. Furthermore, we have
P
(
lim
n→∞ X¯
2
n
)
= E(Xi)
2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
3
if k = 1,
1
4
if k = 32 ,
1
5
if k = 2.
(3.2)
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Next, let us consider equation (3.1) in terms of X¯n
θ∗n(1 − 3X¯2n) = X¯n − X¯3n − 3X¯n(θ∗n)2 + (θ∗n)3, (3.3)
which is an equation of third degree and hence there exists at least one real root. From
(3.2) we have
P
(
lim
n→∞(1 − 3X¯
2
n)
)
= 1 − 3E(Xi)2 ≥ 0,
so, by taking limits in both sides of (3.3), we get the equation
(1 − 3E(Xi)2)θ∗ = (θ∗)3, (3.4)
whose three roots
θ∗1 = 0, θ
∗
2 =
√
1 − 3E(Xi)2, θ∗3 = −
√
1 − 3E(Xi)2, (3.5)
are not random, where P
(
limn→∞ θ∗n
)
= θ∗. Clearly, the roots θ∗i of (3.5) are very close
to the roots θ∗ni of (3.4).
Now, if we consider once again equation (3.3) we can write
√
nθ∗n1 =
√
n
[(
X¯n − X¯3n
)
− 3X¯nθ∗2n1
]
1 − 3X¯2n − θ∗2n1
. (3.6)
It is evident that the numerator of (3.6) is asypmtotically normal distributed with
parameters
μn = 0, σ
2
n = E(Xi − X3i )2.
We also have
P
(
lim
n→∞(1 − 3X¯
2
n − θ∗2n1)
)
= 1 − 3E(Xi)2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if k = 1,
1
4
if k = 32 ,
2
5
if k = 2.
(3.7)
What do this result mean? If k = 1, then
θ∗n1 =
3
√
−X¯n + X¯3n + 3X¯nθ∗2n1 + θ∗2n1(1 − 3X¯2n),
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so
n1/6θ∗n1 =
3
√
−√n(X¯n − X¯3n) + 3Eˆθ∗2n1
√
nX¯n +
√
n(1 − 3X¯2n)θ∗n1.
On the other hand, since
P
(
lim
n→∞ θ
∗
n1
)
= 0 and P
(
lim
n→∞ θ
∗2
n1
)
= 0,
we obtain
P
(
lim
n→∞ θ
∗2
n1
√
nX¯n
)
= 0, P
(
lim
n→∞
√
n(1 − 3X¯2n)θ∗n1
)
= 0
and hence we have
lim
n→∞P
({
n1/6θ∗n1 < x
})
= lim
n→∞P
({√
nθ∗3n1 < x
3
})
= lim
n→∞P
({
−√n(X¯n − X¯3n) < x3
})
= Φ
(
x3/
√
E(Xi − X3i )2
)
.
(3.8)
Since
E(Xi − X3i )2 = E(Xi)2 − 2E(Xi)4 + E(Xi)6,
from (2.2) we find that
E(Xi − X3i )2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
8
105
if k = 1,
5
64
if k = 1.5,
8
105
if k = 2.
(3.9)
Hence from (3.8) and (3.9) it follows that if k = 1 then the sequence {n1/6θ∗n1} converges
in distribution as n → ∞ to a random variable Z1/3, where Z is normal N(0, 8/105).
Thus
lim
n→∞P
(
{n1/6θ∗n1 ≤ x)}
)
= Φ
(
x3/
√
E(Xi − X3i )2
)
.
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With the help of (3.8) and (3.9) it follows that
E(n1/6θ∗n1)
2 = n1/3E(θ∗2n1)  3
√
105
8
∫ ∞
−∞
ϕ
⎛⎜⎜⎜⎜⎜⎝
√
105
8
x3
⎞⎟⎟⎟⎟⎟⎠ x4dx < ∞,
where ϕ(x) = Φ′(x), i.e., when k = 1
E(θ∗2n1) = O
(
1
n1/3
)
. (3.10)
On the other side if 1 < k ≤ 2, then E(1 − 3X2i ) > 0 and hence the sequence {
√
nθ∗n1}
converges in distribution as n → ∞ to a random variable Z normal N(0, σ2), where
σ2 = [E(Xi − X3i )2]/[E(1 − 3X2i )]2. In particular, from (3.7) and (3.9) (see also Table 1)
we obtain
E(Xi − X3i )2[
E(1 − 3X2i )
]2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5
64
/
(
1
4
)2
=
5
4
if k = 1.5,
8
105
/
(
2
5
)2
=
10
21
if k = 2.
(3.11)
A simple comparison of (3.10), (3.11) and (2.5) shows that X¯n is better than Euler’s
estimator. Finally, note the diﬀerent rates of convergence of the estimators θˆn and θ∗n1.
4 Bernoulli’s (ML) estimator
Let us consider the statistic
T =
X(1) + X(n)
2
,
as was done, for example, by Voinov and Nikulin (1993, pp. 47-51). Clearly E(T = 0)
and from (2.2) it follows that
Var(T = 2)
[
Γ(k)Γ(k + 1)
Γ(2k)
]2/k [
Γ
(
2
k
+ 1
)
− Γ2
(
1
k
+ 1
)]
1
n2/k
(1 + o(1)). (4.1)
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From (4.1) with large values of n we have
Var(T ) ∼
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2
n2
< 1n if k = 1,
1
18
(
3π
2
)4/3 [
Γ
(
1
3
)
− Γ2
(
2
3
)]
1
n4/3
<
1
4n
if k = 3/2,
2
3
(
1 − π
4
) 1
n
<
1
5n
if k = 2.
(4.2)
Since Var(X(n)) = Var(X(1)) = O(n−2/k), we also have
Var(θˆn) = O(n
−2/k). (4.3)
Now it is clear (compare (4.2), (4.3), and (2.5)), that Bernoulli’s estimator θˆn is better
than X¯n and θ∗n1. It is also clear that, in practice, for 1 ≤ k ≤ 2 it is reasonable to use the
above statistic T to estimate θ.
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