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Abstract 
Energy generation from green resources is a growing interest all over the world 
due to increasing awareness towards environment pollution. The technologies of 
renewable energy (such as solar photovoltaic, wind farms, hydro, etc.) are introduced 
in the electricity market with a view of harnessing energy from available natural 
resources. Renewable sources are having augmenting contribution in the present 
electricity generation mix. Most of the countries’ government have already set their 
specific renewable energy targets. This target demands widespread installation of 
renewables across the electricity grid. Small scale rooftop Photovoltaic (PV) 
generation are becoming more prominent in residential distribution network. 
Advancement in PV module fabrication technology with higher efficiency and 
decreasing trend of PV module price has overcome the initial barrier for PV system to 
be implemented into the distribution network. For this reason, substantial growth in 
rooftop PV installation is observed all over the world for last 5-7 years. With 
momentous contribution from PV in the generation mix, traditional monitoring and 
control concepts of electricity grid need to be redefined. It can be achieved by 
considering bidirectional power flow, two-way communications, smart control, etc. 
as a part of monitoring and control strategy. Especially bi-directional power flow has 
resulted in several technical issues in traditional distribution system. Among them, 
voltage rise is of the highest concern. Therefore, in the first part of this research, the 
effectiveness of reactive power capability of PV inverter is explored. It begins with 
the discussion of the pros and cons of all available techniques to address over voltage 
problem in distribution network. This technology can be incorporated with grid-tied 
PV system with small investment which makes it a trendy choice. However, resistive 
characteristic of distribution feeder, limits the effectiveness of reactive control. 
Simulation studies on a test network are performed to quantify the effectiveness in 
this phase of research. 
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This limited effectiveness has led to the development of a coordinated algorithm in 
the second phase of the research. Decentralised integration of storage system is 
considered in the developed algorithm. Due to discrepancy in PV generation and load 
demand, excess generation from PV can be stored and then supply back to support 
customers’ peak demand. This technology also gives more flexibility to utility 
companies in network investment. Usually utility companies consider the generation 
safety margin on top of peak demand to plan electricity generation. As peak demand 
lasts for a small period of time, a considerable amount of installed capacity remains 
unused. With increasing electricity demand, it becomes more and more challenging 
for utilities to maintain the safety margin of generation. If stored energy can support 
during the peak demand time, energy usage pattern from the grid becomes more 
flatten to effectively utilise the available resources. Coordinated control of storage 
and reactive capability give the provision of maximum and most efficient utilization 
of network resources. Therefore, second phase of the research includes development 
of coordinated algorithm and also verifies the algorithm with real network data. 
Analysis with a worst case scenario helps to determine the required storage size 
for the coordinated algorithm. But utilization of installed storage capacity depends on 
seasonal variation as PV generation and load profile are strongly correlated with 
seasonal variation. Irregular generation pattern from PV system needs to incorporate 
probabilistic weather forecasting. For this reason, in the third phase of the research, 
probabilistic estimation of PV generation and load profile are performed. The 
proposed coordinated algorithm requires active participation of the customers, where 
the utilities do not have complete authority. Through several reward schemes 
customers can be motivated, but perfect participation may not be possible. So, the 
impacts of customer participation and network parameters (such as feeder distance, 
line resistivity) are analysed and quantified in this phase. There should be a common 
data representation and communication protocol in the network in order to smooth the 
coordination between the smart equipment. Therefore, a brief proposal on 
communication infrastructure is also included in this research phase. 
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The uncertainties of PV generation are incorporated using probabilistic load flow 
analysis. Latin Hypercube Sampling with Cholesky Decomposition (LHS-CD) with 
coordinated control algorithm to maintain voltage profile in distribution network is 
introduced in this thesis and is verified in a small test network as well as a real 
distribution network. Accuracy and computational burden of simulated results are 
compared with Monte Carlo simulations. 
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Li       Lithium 
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LPDU     Link Protocol Data Unit 
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network models 
Fd Distance between two consecutive buses in the backbone 
PL Load power 
PL,max Maximum load power 
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Chapter 1  
Introduction 
1.1 Background 
All over the world the power industry is facing numerous challenges with the 
increasing need for electricity as well as changes in the demand patterns. Moreover, the 
focus on large-scale integration of diverse generation in terms of renewable energy, the 
smart management of all available resources and loss minimisation incorporates more 
challenges in the power industry. Clearly these types of critical issues cannot be resolved 
within the confines of the existing power grid. The existing power grid must be reformed 
with intelligent coordinated control and dissemination of smart technologies. 
Traditional electricity grid is unidirectional in nature whereby electricity flows from 
generation to distribution network through transmission system. Significant losses occur 
during the flow of electricity through transmission lines. The top to bottom hierarchical 
structure of the present electricity grid can also lead to domino effect failure. As a 
consequence, majority of the electrical failures are observed on the distribution side. 
Therefore, increasing emphasis is placed on the distribution network in the roadmap of 
smart grid. On the other hand, traditional electricity grids are designed to meet the peak 
demand although it only exists for a short period of time (2-5% of the total load 
duration). To ensure uninterrupted electricity supply in the peak demand period, the 
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generation capacity may need to exceed up to 20% of its regular capacity. Supporting 
this short period of peak demand time with available alternative resources can save the 
immediate investment required to meet peak demand. Combining all the effects, the 
concept of placing the power generation closest to the end users is becoming more 
popular day by day. Placing the generation close to the distribution can reduce losses as 
well as ensure the smooth supply of electricity. Moreover, carbon emission footprint, 
optimum generation of green energy and the utilization of freely available natural 
resources (such as solar, wind, hydro and thermal energies) are having higher 
importance day by day. In a residential distribution network rooftop Photovoltaic (PV) 
has been emerged as an effective option to ensure the delivery of electricity from the 
closest point of generation. Looking into the growth rate of the worldwide PV market 
(Fig. 1.1), it is observed that PV market has experienced a significant boost since 2008. 
Even during the second wave of worldwide financial and economic crisis in mid-2011, 
the PV market continued to accelerate [1], [2]. With this increasing growth, the overall 
PV capacity passed the installed capacity level of 100 GW in 2013 [3]. An approximate 
future growth of global PV market is also demonstrated in [4]. 
While lagging behind European Union and North American countries, significant 
growth in installed capacity levels has also been observed in Australia. In fact, in the 
world solar insolation map, Australia is identified as one of the potential countries for 
large-scale PV installation [5]. In December 2013, Australia reached a total installed 
capacity level of 3 GW. Considering the history of PV power generation in Australia, 
this level of installed capacity is quite remarkable; for example, Australia’s capacity was 
only 180 MW in 2009. Public awareness of the option to harness green energy, a 
generous feed-in-tariff scheme from the Government and the increasing cost of grid-
based electricity have resulted in this PV power generation growth in Australia. Most of 
the installed PVs are small scale rooftop residential PV systems. According to a research 
conducted by a solar consultant company, SunWiz, 14% of houses host a PV system in 
Australia [6]. Among all the states, South Australia (25%) and Queensland (22%) are 
leading the penetration level of residential PV systems. TABLE 1.1 shows the installed 
capacity level (in MW) and PV system penetration level in residential network for 
different states and territories: 
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Fig. 1.1. Installed PV system capacity all over the world [3] 
TABLE 1.1. Installed capacity level and PV penetration level in Australia [6] 
State/Territory Installed capacity (MW) Percentage of houses 
with PV system 
SA 450 25% 
QLD 986 22% 
WA 334 18% 
NSW 633 10% 
VIC 532 10% 
ACT 38 10% 
TAS 55 9% 
NT 11 4% 
Nationwide 3,039 14% 
However, such uptake in the grid integration of PV systems does not come without 
technical challenges for the Distribution Network Service Providers (DNSPs). 
According to a report by Australian Energy Market Operator (AEMO) [7], the 
penetration level of rooftop PV systems in the Australian National Electricity Market 
(NEM) was not significant enough to make any notable impact on the performance of 
electricity grid until the beginning of 2010. With the exponential increase over the 
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following two years, in 2013, PV generation has contributed up to 9.4% of NEM 
electricity demand and up to a maximum of 28% in South Australia [6]. Such significant 
contributions from PV generation have given rise to some constraints in distribution 
network which can limit the uptake volume. Among them, most prominent technical 
constraint is the voltage rise issue [8]. Unfortunately for a residential distribution 
network, the peak solar insolation time (usually at 12 noon) and peak demand time 
(usually in the evening at 6.00-8.00 PM) do not coincide. A rooftop PV system can feed 
the excess energy into the grid which results in higher voltage. Over voltage may 
damage the appliances and/or shut down the PV system (due to increase in temperature 
caused by over voltage) depriving the system owner from the expected revenue. 
After considering the drastic growth in residential PV installation all over Australia 
and the severe technical issues arising for DNSPs, our research is primarily focused on 
the voltage violation problem associated with the residential distribution feeder. Studies 
that have addressed the voltage violation problem due to large-scale integration of PV 
systems are reviewed in details in Chapter 2. Some researchers have suggested on the 
use of reactive capability of PV inverter whereas others have suggested integrating a 
storage system. The review of these studies emphasises the search for a novel algorithm. 
To identify and develop the most appropriate algorithm, the present study investigates 
the effectiveness of reactive power support from the PV inverter, and quantifies the 
impact of network parameters (such as line resistivity, R/X ratio, feeder distance). Then 
to overcome the limitations identified in the research results, a coordinated algorithm is 
proposed using reactive power from the PV inverter as well as decentralised Battery 
Energy Storage (BES). All the factors associated with the coordinated algorithm such as 
variation in the network parameters, the probabilistic estimation of intermitted PV 
generation and load demand are also considered. As the proposed algorithm will require 
active participation from the end-users, the impact of the participation factor and end-
users’ positions are also investigated as a part of this research. To ensure proper 
coordination between all the appliances and servers during the operation of proposed 
algorithm, an investigation of the necessary message signals and their communication 
medium is also included in this research. Finally, a suitable Probabilistic Load Flow 
(PLF) method is incorporated and comparison results are shown. 
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1.2 Framework and hypothesis of research 
After determining the field of research, that is to address the challenges associated 
with solar PV in residential distribution feeder, research framework and relevant 
hypothesis are made. The research is mainly divided into three phases, starting with 
literature review. Among the available resources suitable and appropriate literatures are 
sampled using relevant keywords and stratified according to their research outcomes. 
From critical analysis of literatures, the research field is further narrowed down. 
Addressing the voltage violation problem has been considered as the research focus 
among all the challenges associated with high level penetration of PV in residential 
distribution networks. The severity of voltage violation and the need for a suitable 
algorithm to address it are the main reasons for such selection. Further literature review, 
critical thinking and study are performed based on more specific search with relevant 
keywords. Existing methods and their suitability are also analysed in this phase. Details 
of literature review are mentioned in Chapter 2. Study on different 
hypothesis/assumptions and regulations are done. Some traditional assumptions are such 
as unidirectional power flow in distribution networks, centralized generation rather than 
dispersed generation from renewable, having unity power factor injection from PV 
inverter to harness maximum real power, etc.  
The next phase after the literature review is the “research planning phase”. Some 
factors are considered to identify the research gap and research questions. The research 
project is designed in a way to make it feasible with appropriate significance and 
innovation. One important segment of the research is to validate the simulated results. 
Access and availability of data are also considered while setting the research questions 
and research goals. These research questions and goals are mentioned in following 
sections. 
Finally comes the “research contribution phase”. After setting the research questions 
and goals, analytical approach and comprehensive research studies are performed to 
achieve them. It should be noted that, critical analysis of literatures are carried even after 
the “literature review” phase to keep updated on existing research. Mathematical 
formulation, modelling and simulation studies are done in this phase. Observed results 
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are reflected to scholarly articles to recognize the significance and contribution of the 
research. Usually further analysis and observation on results are required during the 
recognition process. Then carried research can be added into the existing knowledge 
base. The overall research framework is shown in Fig. 1.2. 
Existing Knowledge Base:
1. Limiting the PV capacity
2. Reducing LV transformer voltage
3. On load tap changer
4. Increase the conductor size and/or reduce the line 
impedance
5. Using reactive capability of PV inverter
6. Active power curtailment
Critical Review of Literatures:
1. Sampling and selection of literatures
2. Finding the major issues concerned 
about the topic
3. Study of existing methods and 
regulations
Theories and/or Regulations:
1. Traditional grid with unidirectional power flow
2.Centralized generation 
3. Unity power factor operation from PV inverter
3. IEEE standards for renewable integration (such as 
1547)
Identify Research Questions
Research Goals:
1. Development of a control algorithm
2. Assessment of the impacts of different factors on 
the effectiveness of algorithm
3. Incorporating probabilistic analysis
4. Probabilistic load flow
Factors to be Considered:
1. Feasibility
2. Appropriateness
3. Access to necessary resource/ data for 
the validation
Contribution to Existing Knowledge
Analysis, modelling and 
simulation
Observe
Further Analysis
Reflect
Recognition
Literature 
review phase
Research 
planning phase
Research contribution 
phase
 
Fig. 1.2. Research framework 
 
1.3 Research questions 
This research is structured by the following research questions: 
1. What are the available methods to address voltage violation problem in a 
residential distribution feeder with high level penetration of solar PV? 
2. How the reactive capability of PV inverter can be utilized to improve voltage 
profile? 
3. What are the limitations of using reactive capability and how to determine the 
effectiveness of it? 
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4. How to develop the coordinated algorithm using reactive capability of PV inverter 
and integrated storage system? What are the other factor (such as communication 
medium) needs to be considered for implementing the coordinated algorithm? 
5. What would be the most appropriate technique for storage? 
6. How to incorporate the probabilistic estimation of intermittent PV generation and 
load? 
7. How to incorporate probabilistic load flow with the coordinated algorithm in a 
residential distribution feeder? 
 
1.4 Research objectives and goals 
This research is guided by the aim to achieve the following objectives: to analyse the 
impact of the PV inverter reactive capability on voltage improvement; to develop a 
control algorithm; to assess the impact of different factors on the effectiveness of the 
algorithm; to investigate the relevant communication media; and to identify a suitable 
PLF technique. Each of the objectives is discussed in detail as follows: 
Analysis of the impact of PV inverter reactive capability on voltage 
improvement – At first the impact of reactive power compensation from PV inverter 
on voltage profile improvement is investigated in the research study. The factors limiting 
the effectiveness of using reactive capability are also analysed and quantified with 
necessary simulation studies. 
Development of control algorithm – Two control algorithms are developed using 
only the reactive power compensation techniques and coordinated control of reactive 
compensation and energy storage. During peak generation time (with relatively less 
residential load demand period), in order to prevent the overvoltage problem, the 
excessive generation from rooftop PV systems is stored in integrated storage system in 
the proposed algorithm. The stored energy is fed back to meet the load demand partially 
during evening. In a residential distribution network, usually the load demand usually 
reaches the peak at evening when PV generation is completely absent. The scenario may 
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result in an unacceptable voltage profile with unwanted dips (i.e. voltages may go below 
the lower acceptable range). Otherwise, DNSP may need to invest more in electricity 
network reinforcement though peak demand rarely occurs in network. As a result, the 
coordinated control with PV and integrated BES is very effective to address these 
problems. The charging-discharging controls of integrated energy storage are also 
developed in this research. 
Assessment of the impacts of different factors on the effectiveness of the 
algorithm – Enthusiastic participation from the end-users is required to make the 
algorithm effective. Unfortunately, it is a challenging task for the DNSPs to motivate all 
the end-users to take part. As a result random factors (different percentage of 
participation, different PV sizing) are included in the proposed algorithm, particularly 
during the simulation. Another important factor associated with the PV generation is its 
intermittent nature. Unlike conventional generation, PV modules do not provide 
continual generation. To consider this intermittency probabilistic estimation of PV 
generation will also be considered as a part of this research. 
Investigation of the relevant communication media - For the smooth operation 
of the proposed coordinated algorithm, all the participating smart appliances must be 
smoothly correlated with each other. There should be a unique data representation model 
and well-defined communication protocol persistent throughout the network. Both the 
model and the protocol are studied and described in the research. 
Incorporating the PLF–A probabilistic approach to integrate the variability in PV 
generation and load demand is also mentioned in this research. Probabilistic load flow is 
performed in distribution network with high penetration of PVs maintain the acceptable 
voltage profile. Latin Hypercube Sampling with Cholesky decomposition is 
implemented during the PLF simulations and its performance in terms of accuracy of 
result and computation time is compared with well-established Monte Carlo simulations. 
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1.5 Research significance 
The significance of this research is established by the following points: 
1. Quantification of the effectiveness of reactive capability of PV inverter on 
voltage control in a residential distribution feeder with a large penetration of PV 
generation. 
2. Development of a novel coordinated algorithm to maintain an acceptable voltage 
profile in residential distribution feeder with high penetration of PVs. 
3. Consideration of probable variations associated with generation, end-user 
participation and network parameters in order to make the developed algorithm 
robust. 
4. Investigation of probabilistic estimation of PV generation with mathematical 
modelling in order to consider the intermittence of PV generation. 
5. Development of a unified data model and well-defined communication protocol 
to ensure the smooth coordination between all the components during the 
operation of the algorithm. 
6. Application of the PLF technique using Latin Hypercube Sampling with 
Cholesky decomposition considering the variability in PV generation and load 
demand. The PLF technique is implemented in a residential distribution network 
with high level penetration of PVs to address the voltage violation problem. 
1.6 Thesis Outline 
1.6.1 Outline of Chapter 2 
Critical study and primary analysis on existing literatures are performed based on the 
research questions and goals. These studies are summarized in this chapter. Chapter 2 
presents a review of the literature on the increasing focus on the renewable energies, 
especially; solution to the over-voltage problem; use of the reactive capability of PV 
inverter; use of energy storage; requirements of the communication network; 
requirements of probabilistic analysis and probabilistic load flow. 
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1.6.2 Outline of Chapter 3 
After the initial literature review, the research questions and goals are addressed 
gradually. This chapter mainly focuses on the analysis of reactive power 
supply/absorption in residential distribution network. Reactive capability of the PV 
inverter can be a solution to address over voltage and voltage dip problems to some 
extent. This thesis proposes an algorithm to utilise reactive capability of PV inverters 
and investigate the effectiveness of the inverters for voltage improvement based on the 
R/X ratio of the feeder. The length and loading level of the feeder in order for a 
particular R/X ratio to have an acceptable voltage profile are also investigated. This can 
be useful for suburban design and residential distribution planning. Furthermore, 
coordination among different PV systems using residential smart meters via a substation 
based controller is also proposed. 
 
1.6.3 Outline of Chapter 4 
Chapter 3 discussed and addressed couple of research questions and goals such as 
how to utilise the reactive capability of PV inverter and how to determine the 
effectiveness of it. After these analyses, Chapter 4 contains the research on coordinated 
algorithm. This research proposes the coordinated use of PV and BES to address voltage 
rise and/or dip problems. The reactive capability of the PV inverter combined with a 
droop based BES system is evaluated for rural and urban scenarios (having different R/X 
ratios). The results show that the reactive compensation from PV inverters alone is 
sufficient to maintain an acceptable voltage profile in an urban scenario (low resistive 
feeder), whereas, coordinated PV and BES support is required for the rural scenario 
(high resistive feeder). Constant as well as variable droop-based BES schemes are 
analysed. The required BES sizing and associated costs to maintain the acceptable 
voltage profile under both schemes are presented. Actual PV generation data and 
distribution system network data are used to verify the efficacy of the proposed method. 
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1.6.4 Outline of Chapter 5 
Coordinated control of reactive capability from PV inverter and energy storage are 
discussed in Chapter 4. Different BES charging techniques such as constant and variable 
droops are analysed. However, due to the intermittent characteristic of solar irradiation, 
a probabilistic estimation is required. Mainly the research questions on communication 
realization to implement the coordinated algorithm and probabilistic estimation are 
discussed in this chapter. Chapter 5 considers the uncertainties in PV generation and 
load with the modelling of a probabilistic estimation of PV generation and randomness 
in the load in order to characterise the effective utilisation of BES. Disparity in 
participation is also considered. Moreover, a signal flow is discussed in this chapter to 
ensure smooth communication between all the equipment. A brief description of the data 
model, the communication protocol and their feasibility analysis in terms of data rate are 
also included here. 
 
1.6.5 Outline of Chapter 6 
Electricity generated from PV systems is based on intermittent solar radiation which 
is highly variable due to random cloud events and sudden weather changes. Weather 
change also has influence over the load demand. As a result, the variability incorporated 
with the input random variables (PV generation and load demand) of a distribution 
system show significant correlation between them. This scenario introduces new 
challenges to distribution network service providers. Traditional load-flow is 
deterministic by nature with single value from input parameters, which would not work 
well under randomly varying input variables. Therefore, this chapter considers the 
randomness in generation and load to perform PLF algorithms. The research questions 
for PLF are addressed in this chapter. PLF is performed in a residential distribution 
network with high level penetration of PVs to address the over-voltage problem using 
developed control algorithms. Two approaches of PLF, namely Monte Carlo and Latin 
Hypercube Sampling with Cholesky decomposition, are analysed and compared in this 
chapter. 
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1.6.6 Outline of Chapter 7 
Chapter 7 summarises all the outcomes obtained from the research work in Chapters 
3, 4, 5 and 6. The significant research findings and analysis are specified. The benefits 
and importance of the proposed techniques are summarised. Finally, recommendations 
for future research directions are suggested. 
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Chapter 2  
Literature Review 
2.1 Background 
Driven by economical, technical, and environmental factors, the energy sector is 
moving into an era in which a large portion of the increased in electrical energy demands 
will be met through widespread installation of renewable energy systems [9]. The 
integration of renewable energy will increase the service reliability and reduces the need 
for future generation expansion or grid reinforcement up to some level. Moreover, it 
extends up the possibility of making the renewable energy responsible for local power 
quality, voltage regulation and power factor correction, in a way that is not possible with 
conventional centralised generators [10]. Unlike large generators, which are almost 
exclusively 50/60-Hz synchronous machines, generation from renewable energy systems 
includes variable and/or fixed frequency (variable and/or fixed speed) sources (such as 
wind energy sources), high-frequency (high-speed) sources (such as micro turbines), and 
direct energy conversion sources producing dc voltages or currents (such as fuel cells 
and PV sources). Currently rooftop PV systems are being installed all over the world. 
The feasibility of small-scale solar-based neighbourhoods was demonstrated in [11] and 
[12]. Moreover, the environmental impact of petroleum-based transportation 
infrastructure along with the increase in oil prices can also be expected to lift the 
penetration level of PV systems. Increasing electricity price could be another potential 
reason for enhanced PV growth in commercial as well as residential areas [13]. With 
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increasing economy of scale, increasing efficiency of PV modules and decreasing 
pricing, PV system can become more widely available to customers [14], [15]. A 
decreasing trend of small scale residential PV module pricing is clearly observed, as 
illustrated in Fig. 2.1 [15]. 
 
Fig. 2.1. Small scale PV module pricing trend [15] 
 
Integration of renewable energy (such as rooftop PV) with smart control mechanism 
is a significant cornerstone to transform the traditional grid into the smart grid. A 
schematic comparison of the existing and smart grid is shown in Fig. 2.2. 
There are two types of PV systems, namely off-grid and grid-tied systems. Off-grid 
systems supply to some specific loads of customers and do not have any connection with 
a utility grid. On the other hand, grid-tied systems are connected to the local utility 
network with the provision of supporting load demand. The grid-tied PV system is 
usually connected to the grid through power electronic converters [16], [17]. In recent 
years, the use of grid-tied PV systems has increased more rapidly than that of off-grid 
PV systems [18]. Fig. 2.3 shows the trends in grid-tied and off-grid PV systems usage. 
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Fig. 2.2. Comparison of existing grid and smart grid 
 
Fig. 2.3. Growth rate trends in off-grid and grid-tied PV system usage [18] 
However, the use of PVs at the distribution level does not come without technical 
challenges. One of the main issues is the voltage violation problem [8]. This problem 
will pose new challenges to distribution planners and operators. 
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2.2 Voltage violation problem 
Distribution systems have so far been designed and operated for unidirectional power 
flows from the distribution substation to the end-users, which only consume power. 
DNSPs are responsible for ensuring voltage according to regulation and utility 
requirements. A greater penetration level of PVs into existing systems will completely 
change the well-consolidated environment into a new environment in which distribution 
networks will no longer be passive. Hence, a gradual but ineluctable change toward a 
new kind of active networks is foreseen, with PV systems actively involved in 
management and operation [19]-[25]. However, with the addition of consumer-owned 
and intermittent PV units, current standard procedures for guaranteeing voltage profile 
may no longer be as effective. 
With high level penetration of PVs, the usual peak production time and peak 
consumption time do not coincide. Thus, a typical PV system will inject most of the 
generated power into the grid during its peak production time. This reverse power flow 
causes a voltage rise along the power distribution line [26], [28]-[33]. The over-voltage 
problem becomes even prominent towards the end of the distribution line (Fig. 2.4). 
Over-voltage in Low Voltage (LV) and Medium Voltage (MV) feeders with a high 
penetration of PV systems is usually prevented by limiting the generation capacity to 
very conservative values, even if the critical periods rarely occur. To allow high 
penetration of PVs and at the same time to avoid the over-voltage problem at the grid, 
the distribution system must have a control algorithm in addition to other protection 
algorithms which will regulate and/or storage the output power of the PV system if the 
voltage exceeds the acceptable range. New control algorithms for communication 
protocols for data exchange between generators and loads, and reliable communications 
systems are essential to ensure that such innovative practices can take place efficiently 
[21]-[25], [27]. The proposed research fills the existing gap in knowledge based on 
analysis and verification.  
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Fig. 2.4. Increase in voltage along distribution line due to injection from PV 
 
i) Reduce the secondary LV transformer voltage 
An approach is proposed to control the secondary voltage by setting transformer 
tap in [8]. However, the main limiting factor in this approach is that the tap cannot be 
changed frequently. It needs to find an optimal setting that can be used for rated 
generation and minimum generation in order to maintain the voltage limits. For a 
fixed tap setting, there is a discrimination of very high voltage at the end of the 
transmission.  
 
ii) Set an on-load-tap-changer 
Particular focus was given to the real-time setting of the on-load-tap-changer 
(OLTC) of distribution substations in [34]. After demand estimation of the various 
feeders and measurements of power injection, it is possible to determine an OLTC 
setting that enables further power injections without exceeding voltage limits. In 
cases where curtailment schemes are in place (i.e., when PV modules curtail their 
power injections due to voltage or thermal constraints), these measurements can also 
assist in calculating the amount of power that those generators must trim off to keep 
the network within its operational limits [35], [36]. 
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iii) Use reactive power control from the PV inverter 
Grid-tied PV modules are connected to grid through power electronic inverters at 
the Point of Common Coupling (PCC). This inverter can operate on a power factor 
less than unity (either leading or lagging) to generate or absorb reactive power. The 
relation between real (P), reactive (Q) and apparent power (S) with power factor is 
described in section 2.3. Reactive power control may result in higher currents and 
losses in the feeder and also in lower power factors at the feeder, especially in LV 
systems where voltages are less sensitive to reactive power due to a “more resistive” 
(R/X>1) feeder characteristic. The impact of using reactive control from PV inverter 
is described in more details in the following section. 
 
iv) Increase the conductor size and reduce the line impedance 
Increasing the conductor size and/or reducing the line impedance can be another 
way to address the over-voltage problem. However, they are not a cost effective way 
to address the over-voltage problem compared with other methods such as using the 
reactive capability of PV inverter [8]. 
 
v) Apply active power curtailment from grid-tied PV systems 
The capacity (active power) limitation of grid-tied PV systems to prevent the over-
voltage issue has been investigated in [33]. Two Active Power Curtailment (APC) 
techniques for overvoltage prevention in radial LV feeders are discussed in [37]. In the 
first approach, all PV inverters have the same droop coefficients, while in the second 
one, different PV inverters have different droop coefficients to share the total active 
power curtailed and output power losses among them. The first option of APC seems 
very attractive as it has easily deployable control logic. However, after applying this 
method, the last house is curtailed few kilo-watts at noon whereas the curtailed amount 
is reduced for houses closer to the LV transformer. There may even no curtailment for 
initial houses of the distribution feeder. In principle, this would result in some PV 
systems (i.e. those located far from the LV transformer) being heavily penalised due to 
huge curtailment [37]. Thus, the choice of the most cost-effective solution(s) for voltage 
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management in a feeder with distributed generation is not straightforward. A number of 
more different approaches [38], [39] have been presented in the literature. Considering 
the existing state of development and the identified research gaps, new control 
algorithms are proposed in the present research. 
The conducted research focuses on enabling the high-level penetration of renewable 
and increased energy delivery while maintaining an acceptable voltage profile by using 
the reactive power from PV inverter and integrated energy storage. A standard 
communication protocol is also described in the research. Narrations on few keywords 
related to this research are described below: 
 
Voltage violation - Voltage violation (such as overvoltage or voltage dip) beyond the 
allowable limit is never desired by DNSPs. In a smart coordinated distribution system 
design with high-level penetration of residential rooftop PV systems, over-voltage is the 
main concern. However, an over-voltage scenario with a duration not exceeding one 
minute is categorised as a short time voltage violation, while those with time durations 
above one minute are categorised as long time voltage violations [40], [41]. Short term 
voltage violations which are mostly known as voltage swell or voltage sag, are not 
considered in the scope of this research. Voltage swell i.e. short duration increase in 
voltage level may happen due to reduction in load level. This research basically focussed 
on long term overvoltage problem caused by high penetration of solar PV in residential 
distribution feeder during noon at peak PV generation time. On the other hand, voltage 
sag or short term decrease in voltage level can be caused by overload or starting of 
motors. The voltage dip problem considered in this research is focused to defer the 
immediate need for network reinforcement. 
 
Reactive power and power factor - As per the practice recommended by the 
Institute of Electrical and Electronics Engineers (IEEE), all grid-tied PV systems must 
inject power at a unity power factor [42]. This standard does not give the flexibility of 
regulating grid voltage using the reactive capability of PV inverter. Ideally, reactive 
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power should be generated at places close to the load in order to compensate line losses 
and free up more capacity of the conductors and transformers in the network [43].  
 
Communication protocol - Some features of the recently developed (developed in 
March 2013 and published in October 2013) IEEE standard 1901.2-2013 for low 
frequency narrowband power line communication is incorporated in this research [44]. 
2.3 Reactive power control from PV inverter 
Initially, the PV generation sources were integrated with the grid with a view to 
harness the maximum real power from it to ensure the highest possible generation. The 
focus was to maintain unity power factor at the PCC. Using the reactive support 
capability from the PV inverter to keep the acceptable voltage within the limit was not a 
previously held concern. More recently, utility companies have shown great interest in 
absorbing and supplying reactive power from PV inverters as substantial benefits can be 
obtained from such reactive support. Reactive power is a ubiquitous and critical feature 
of the modern electrical network. Most of the time, a PV inverter is operated below its 
rated output while converting solar irradiance to DC power and then to AC active power. 
The remaining capacity of the PV inverter can be utilised in terms of reactive power. 
The phasor relationship between the active (P), reactive (Q) and apparent (S) power is 
shown in Fig. 2.5. Clearly, the relationship shows that the required higher amount of 
reactive power can be provided even with a small sacrifice of real power. The great 
benefit of this implementation is that it comes at very little additional component cost. 
As reactive power can directly modulate the grid voltage, there should be an 
appropriate control algorithm for reactive power support from the PV inverter. It is 
necessary to control the injection and absorption level of reactive power in order to 
accurately regulate the grid voltage level in a decentralised PV generation system 
throughout the distribution network. Localised management of the reactive power is the 
key to a smoothly-operating grid and maintenance of the voltage profile; 
mismanagement of reactive power control can lead to disaster such as higher line loss in 
distribution feeder. These decentralised PV generation systems will need to 
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communicate with a central substation/server. Therefore, the overall system can be a 
combination of smart meters, PV inverters with reactive capability and a centralised 
control system. Real-time control will allow the instant identification of voltage 
violation problems and corrective actions can be carried out accordingly before any 
significant damage can occur. Thus, significant insight can be obtained from the 
provision of reactive power which can create opportunities for a new market for reactive 
power generation from residential PV systems. 
 
Fig. 2.5. Phasor relationship between active (P), reactive (Q) and apparent (S) power 
 
The low R/X ratio of the transmission line makes the reactive power support an 
effective solution. However, overloading of transmission line can happen as it is 
experiencing high apparent power even though only a fraction of that power is real 
power. This is the most significant challenge associated with reactive power support on 
the transmission side. Research has shown that, localised control of reactive power can 
achieve almost 80% savings in losses when compared to a centralised control [45], [46]. 
Those results were validated for a realistic distribution network. Therefore it is advised 
that reactive power control is produced and hence managed locally, closer to the load. 
While using reactive power from decentralised PV generation in distribution system, the 
effectiveness of the reactive power on regulating the grid voltage is limited by the 
resistive characteristics of distribution line. 
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2.4 Energy storage system 
The increased contribution of intermittent renewable energy in the generation mix has 
led to an increased demand for storage devices into the grid. Particularly for a residential 
distribution network with a large penetration of PV systems, the peak generation and 
peak demand time never coincides. Usually maximum solar irradiation occurs at midday 
while the demand is not high for residential loads. On the hand, the peak demand occurs 
at evening when there is no generation from PV systems. The power demand pattern 
varies from season to season and electricity prices may also vary accordingly. Electricity 
consumption from the grid during peak demand time will definitely incur higher costs 
for the customer. Utility companies also need to ensure sufficient electricity supply to 
meet the peak demand with a generation safety margin. Utilities’ generation capacities 
and costs can be reduced by storing excessive energy during peak PV generation time 
and discharging it at peak demand time. The peak demand usually lasts for a small 
period of time which can be partially supported by storage system resulting in deferral of 
immediate grid reinforcement by the utility. With the “time shift” of electricity usage, 
customers can also be benefited in terms of cost effective electricity usage and tariffs. 
Using storage to decrease the gap between generation and demand may allow the load 
duration curve to become flatter, which indicates an efficient utilisation of available 
resources. As a result of all these cumulative impacts, energy storage may be an integral 
part of the future electricity grid. An overview of existing storage systems is presented in 
Fig. 2.6 and brief description is given below: 
Pumped hydro storage system –The pumped hydro storage system has been used for 
more than 70 years. Its working principle is much simpler. Conventional pumped hydro 
storage systems use two water reservoirs at different elevations to pump water during 
off-peak hours from the lower to the upper reservoir (charging). The stored water is 
released during the times of high electrical demand (discharging). Such storage systems 
usually work on powering a turbine and also require a specific geographic location. High 
cost and time involvement in planning and building such a storage system make it an 
unpopular choice [47]. It is not at all suitable for a decentralised storage system in the 
residential distribution feeder. 
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Fig. 2.6. Different types of energy storage system 
 
Compressed Air Energy Storage (CAES) system - This technology has been used 
since the 19thCentury for different industrial applications. Air is used as the storage 
medium due to its abundances. During the off-peak period, electricity is used to 
compress air into an underground reservoir or surface vessel/piping system. When there 
is demand for electricity the air is released, mixed with a fuel source, burned and 
supplied to a gas turbine. This technology is more suitable for centralised bulk storage. 
Requirement of specific geographic location with air tight facilities is one of the main 
disadvantages [48], [49]. 
Flywheel energy storage system - Energy is stored in this technology in the form of 
kinetic energy in a spinning rotor. The amount of stored energy is calculated based on 
the angular momentum of the rotor. The key features of the flywheel storage system 
include: 
i) Low maintenance cost (the mechanical bearings may require servicing in 3-5 
years) [50]. 
ii) Long life-cycle [51]. 
iii) Suitable for deep discharge application [52]. 
iv) Able to supply 15s of power for engine or turbine generator starts [50]. 
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Flywheel storage is typically used in transportation and power quality applications 
that require a frequent charging/discharging cycle [53], [54]. In the algorithm proposed 
in the present study, the charging and discharging process will “trigger in” after certain 
conditions are fulfilled. Therefore, charging/discharging may not be too frequent. 
However, the “state of charge” of flywheel storage system needs to be maintained all the 
time using its inertia and speed [55]. The mechanical characteristic of the rotor makes it 
suitable for large scale centralised storage and hence, an unfavourable solution for 
residential PV energy storage. 
Super capacitor/ultra-capacitor/ Double Layer Capacitors (DLC): This technology 
has been known for more than 60 years. Energy is stored in an electric field between a 
pair of the conductors. Frequently reversible characteristic allows the DLC to 
charge/discharge numerous times. With an extremely high capacitance value (order of 
thousands of farads) and low internal resistance make the charging/discharging process 
very fast. Its other advantages include a long life-cycle, less maintenance and the 
capacity for operation over a wide temperature range [56]. With these attributes the DLC 
is the most appropriate storage system for applications with a large number of short 
charge/discharge cycles. It is not suitable for the storage of energy over longer periods of 
time as a result of its high self-discharge rate, low energy density and high investment 
cost [57]. 
Superconducting Magnetic Energy Storage (SMES) system –The electro-dynamic 
principle is the core of this technology. The main component of this storage system is a 
coil. Magnets of conducting coil are cooled down (below the superconducting critical 
temperature) to create a magnetic field to store the energy. Its main advantage is high 
round trip efficiency (90%) and high dynamic response that permits a response time 
within milliseconds. However, the overall efficiency depends on the refrigeration system 
which may require approximately 1.5 kW continuously per MWh of storage capacity 
[58]. Considering the additional requirement for the refrigeration system this technology 
is mainly suitable for large-scale storage rather than decentralised residential storage. 
Hydrogen storage system - A typical hydrogen storage system consists of an 
electrolyser, a hydrogen storage tank and a fuel cell. The main working principle is to 
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convert the chemical energy in an electrical current in this hydrogen fuel cell. Hydrogen 
storage is relatively immature technology with efficiency between 50 to 60% and a high 
cost of fuel cells [48]. 
Battery Energy Storage (BES) system - BES plays the perfect role in residential 
distribution network by providing the “time shift” of electricity usage support while 
maintaining an acceptable voltage profile. The main advantage of the BES system is its 
wide range of batteries (such as lead acid, nickel cadmium, nickel metal hydride, 
Lithium-ion, flow batteries) in terms of the different electro-chemical mechanism. From 
this variety of mechanism it is possible to identify a suitable BES technology 
considering all the factors such as energy/ power density, life-cycle, round trip 
efficiency, self-discharge and cost. A detailed analysis of the BES selection is presented 
in Chapter 4 (section 4.7). 
2.5 Communication requirement of the smart electricity 
grid 
Essentially, the smart grid should incorporate the provision of effective 
communication between all the smart equipment as well as widespread control over the 
resources and services. As maximum utilisation of available resources and their 
widespread control requires active participation of the end-users, utility companies need 
to find out innovative ways to enable all the stakeholders to interact with each other. 
Most of the emerging concepts and algorithms to maintain an acceptable voltage profile 
in the distribution feeder will fail to function as a viable solution without the active 
participation of the end-users. 
With the objective of enabling widespread control and communication between smart 
equipment throughout the network, the smart grid is appearing as a mixture of IT, 
communications and power engineering [59]. In future, communication infrastructure 
will become an indispensable part of the electricity grid. Incorporation of such additional 
technology will act as an additional layer or interface for the electricity grid. For the 
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smooth operation of all the technologies and interfaces, development of new algorithms 
will be required. 
The roadmap of the future smart grid is likely to be an evolutionary uptake rather 
than any radical overhaul. Massive change in the existing grid will incur a huge financial 
investment which is not a feasible solution. Therefore, any new algorithms should have 
the provision to integrate smart control alongside the traditional grid. These new control 
algorithms will ensure the co-existence of smart as well as traditional technologies. 
 
 
Fig. 2.7. Simple schematic diagram of bottom down hierarchy in the traditional grid 
 
Fig. 2.7 shows the basic structure of an existing hierarchical electricity grid. The 
hierarchy is a bottom down structure with generation plants are at the top and the 
customer load at the bottom of the hierarchy. During the planning phase of the 
traditional grid, power flow is considered to be only one way; that is, the power flows 
from the top to the bottom of the hierarchy. There is no provision for the consideration 
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of any real-time network information to dynamically allocate the available resources. 
Therefore, the traditional grid is usually designed to cater for the peak demand 
considering losses and reliability which is an infrequent occurrence. As a result, installed 
capacity of huge generation remains unutilised during most of the time. This scenario 
was well accepted and practised when the generation was abundant in compared to the 
demand. 
The diminishing availability of fossil fuel, its impact on environmental pollution, and 
the exponentially increasing demand for electricity, have given rise to the concern about 
maximum utilisation of available resources. It has become too challenging to keep pace 
with accelerating demand in terms of the generation safe margin. In such a situation any 
unprecedented demand spike may lead to a disaster or blackout due to a diminishing 
generation safe margin. Utility companies have already started to integrate of diverse 
generation sources (both centralised and decentralised) in order to ensure uninterrupted 
generation. However, the unscheduled characteristic of some generation sources needs 
special consideration in the operation algorithms. The emerging control algorithms 
should consider these diverse generations from the available natural resources as a 
complement to the existing electricity grid, not as a replacement. To enable the control 
algorithm in the future grid, a pervasive communication network needs to be 
incorporated. More detailed literature review is given in following chapters. 
 
2.6 Probabilistic analysis 
Generation from renewable energy sources (e.g. solar PV) depends on regional, 
seasonal and daily variations. To incorporate the variability and intermittency of PV 
generation and load demand, probabilistic estimation is highly recommended. The 
estimation can be done by defining the generation as a process and determining the 
probability of future values based on present values. The Markov chain has been used 
for weather forecasting by several researchers [60]-[62] and hence it can be used for PV 
generation as well [63], [64]. Apart from that, another growing interest among the 
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researchers is PLF techniques. It is an emerging approach to calculate the line flows 
under different uncertainties. 
PLF was first introduced back in 1974 [65]. Since then a variety of PLF methods 
including numerical and analytical approaches have been proposed [65]-[71]. The 
numerical approach includes the Monte Carlo (MC) simulation with random selection 
which was one of the most popular choices [72]. However, the MC simulation involves 
a high computational cost for a larger and complicated network. The theory of 
conventional convolution is used in some of the PLF techniques but, again the 
requirement of high computation time is a major drawback. Recently, the point 
estimation method [73], Gram-Charlier & Cumulant expansion series [67], and Latin 
hypercube sampling methods have been developed for PLF [71], [74]. Most of the 
proposed PLF techniques are having some drawbacks such as computational burden 
(Monte Carlo, conventional convolution), sensitive accuracy with the complexity of 
system (point estimation method), requirement of necessary linearization (multi-linear 
simulation) and convergence problem (Gram-Charlier expansion, Cornish Fisher 
expansion). These techniques have some limitations in addressing over voltage problem 
in distribution network that requires complex control. In this research, Latin Hypercube 
Sampling with Cholesky Decomposition (LHS-CD) is introduced with coordinated 
control algorithm to maintain voltage profile in distribution network. A comparison 
between the Monte Carlo simulation and LHS-CD are performed in terms of accuracy 
and computation time. 
 
2.7 Summary 
Based on the literatures, the present research focuses on the large integration of 
rooftop PV systems in the residential distribution feeder with the aim to create the 
roadmap of the smart grid. 
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Fig. 2.8. Concerns associated with the smart grid 
 
The growing concerns associated with the smart grid are illustrated in Fig. 2.8. The 
rapidly increasing pattern of PV penetration in the distribution grid is described from the 
available literatures. Such rapid integration of PV systems creates bi-directional power 
flow in the electricity grid which results in several technical challenges. The scope of 
this research is mainly limited to the most prominent problem, namely, voltage violation. 
To address the voltage violation problem, the impact of reactive capability of PV 
inverter is investigated in this research. Based on the research findings, a coordinated 
control to use the reactive capability of the inverter and integrated BES is proposed. 
Furthermore, increasing energy demand requires significant grid reinforcement from 
utility companies which is based on the peak demand. Limited duration of the peak 
demand leaves a noteworthy amount of generated electricity unutilised. Energy stored in 
the BES system can be supplied back to customers during the peak demand period, 
which can defer the need for immediate investment from utility companies. As a result, a 
beneficiary scheme can be established to encourage customers to participate. A 
coordinated and intelligent control technique is demonstrated in this research using 
reactive capability as well as integrated BES. Suitable communication technology with a 
data management server is also analysed to ensure the smooth operation of the 
coordinated algorithm. Moreover, as discussed, the intermittent characteristic of PV 
generation introduces uncertainties in the generation pattern. Probabilistic estimation of 
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PV generation and demand is included in this research for that reason. Finally the 
research concludes with an analysis of the PLF technique in power distribution network. 
In summary, the scope of this research includes the blue coloured boxes associated with 
smart grid in Fig. 2.8. 
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Chapter 3  
Effectiveness of Reactive Power 
Capability of PV Inverters 
3.1 Background 
There is significant contribution of electricity generation from rooftop Photovoltaic 
(PV) in recent years. Small-scale PV integration is suitable for urban and rural areas 
which have been thoroughly demonstrated in [11], [12]. Government incentives 
combined with public awareness for green technology has resulted in unprecedented 
growth of rooftop PV modules in residential premises. The penetration of PVs increases 
the service reliability and defers the need for immediate investment in grid 
reinforcement. However, high level penetration of PV systems brings several technical 
challenges in transmission and distribution network [75]-[78]. Among these challenges 
associated with distribution network, voltage rise is considered to be the most 
prominent. An approach is proposed to control the voltage using transformer tap settings 
in [79]. The main limiting factor of this approach is the inability of frequent tap 
changing and finding an optimal setting. Particular focus has been given to the real-time 
setting of the OLTC of distribution substations [80], [81]. After instant demand 
forecasting and measurements of power injected by PVs, it is possible to determine 
OLTC settings to keep the voltage within limits. This requires reliable communication 
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link between PV customers and system operators [25], [81], [82]. Another way of 
keeping the acceptable feeder voltage is to limit the PV injection [8]. Such capacity 
limitation hinders the effective utilization of green energy. 
Though not permitted under existing standards of PV interconnection, feeder voltage 
control using the reactive capability of PV inverters can be a useful method to avoid 
voltage violations. Usually PV inverters have the capability to supply or absorb reactive 
power which can be easily utilised for voltage regulation [83]. The provision of reactive 
power may involve a trade-off with active power supply which needs to be thoroughly 
investigated. Different methods to utilise the reactive power have been demonstrated in 
[84], [85] as following: 
i) Fixed power factor mode of inverter 
ii) Fixed reactive power mode of inverter 
iii) Reactive power control as a function of voltage at the PCC 
Fixed power factor and fixed reactive power modes operate in fixed settings and do 
not consider the dynamic allocation of reactive power. As addressing the voltage 
violation problem is the key focus of this research, reactive power from PV inverter is 
controlled as a function of voltage at the PCC. In the present research, an algorithm for 
maintaining voltage profile by reactive power control is shown for two scenarios, urban 
case (low R/X ratio) and rural case (considering Single Wire Earth Return-SWER line 
with comparatively higher R/X ratio). References [86]-[89] give some insight on the 
reactive power control but they are developed mainly for Medium Voltage (MV) and 
High Voltage (HV) networks. Also, line characteristics such as feeder length and line 
resistivity are not considered. 
Voltage control capability of rooftop PV inverters can be affected by feeder length 
and its R/X ratio. The focus of this research is to quantify the reactive power capability 
of PV inverters to maintain the acceptable voltage limit in the residential distribution 
feeder. An algorithm to use the reactive capability of PV inverter is also developed. 
Feasibility of incorporating the developed control algorithm in a distribution network is 
briefly discussed. This chapter is organised as follows: Section 3.2 introduces an 
algorithm for utilising reactive power capability of PV inverters. It also mentions about 
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how the developed algorithm can be incorporated in distribution system with Smart 
Meters (SM) and Home Area Network (HAN). Section 3.3 describes the residential 
system, PV generation and load profile used in this study. Section 3.5 describes 
effectiveness of reactive power capability of PV inverters for urban and rural Cases. The 
impact of line resistivity and feeder distances are discussed and quantified with results in 
Section 3.6 and 3.7 respectively followed by discussions in Section 3.8. 
 
3.2 Reactive power capability of PV inverters and 
Home Area Network 
The reactive power capability of PV inverter can be utilised for voltage control. If the 
apparent power capability and instantaneous real power generated from an inverter are S 
and PG (where S>PG) respectively, then the reactive capability range of PV inverter is 
given by |QG| < √(S2 - PG2). Thus, for a 6 kVA inverter, at 0.8 PF, maximum allowable 
real power (PG) is 4.8 kW. Reactive power (QG) generation capability is 3.6 kVAr and 6 
kVAr with maximum and minimum PG generation respectively. In this research, reactive 
power control algorithm is developed in such a manner that PV inverters absorb reactive 
power during solar radiation time and supplies reactive power during peak load demand 
time to address the voltage violation problem. This can be achieved by controllers 
communicating with smart meters. 
Each residential premise can be equipped with advanced metering system such as 
HAN interfaced with PV inverter controlled by SMs. HAN is an in-house network and 
have inter-operation among all the connected devices. It ensures bi-directional secured 
communication among the devices to automate the proposed control algorithm. 
Appropriate authentication mechanism is an integrated part of HAN which allows only 
the recognised devices to connect the network [90]. HAN is configured within an 
individual residential premise with the functionality of i) in-house energy management; 
ii) use the reactive capability of PV inverter using the developed control algorithm. 
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Successful operation of the proposed algorithm requires coordination and 
communication between HAN systems of all the houses as well as with the substation 
controller. Several HAN system can communicate with each other through SMs. The 
communication medium of HAN as well as SMs can be wired (power line cable) or 
wireless network (cellular networks). Use of existing power line cable as communication 
medium, known as Power Line Carrier (PLC) communication [91], is a promising 
technique for inter-substation communications. An extensive and pervasive network is 
already developed for all the end users; and therefore the deployment cost in networking 
infrastructure, like dedicated cables or antennas can be omitted. In fact, the 
communication requirement for HAN and/or SMs is protocol dependant. For example, 
in case of fault management, the objective is to instantly and accurately identify the fault 
feeders and trigger the protection action [92], [93]. One of the key qualities of service 
for such protective actions is “Message Delivery Delay”, which makes PLC not 
favourable for applications where instant response is required. In the proposed 
algorithm, whereas, the response time of 2s-30s is acceptable and hence PLC can be 
used in HAN application and in sending/receiving information between substation 
controller and individual SMs. 
The centralised controller at the substation level communicates with the SM of each 
house to determine the necessary reactive power to be absorbed/ supplied from the PV 
inverter. SM of each house carries this message signal to corresponding PV inverter 
through HAN system. In this way, the proposed reactive support algorithm can be easily 
deployed in the distribution system. 
 
3.3 System description 
A particular test network is considered for simulating the impact of feeder length and 
R/X ratio of line impedances on reactive control (Fig. 3.1). The test network consists of 
an 11 kV/240 V transformer supplying electricity to 12 houses in a 120 metre long 
overhead residential feeder. Different set of line parameters are used to investigate the 
impact of feeder length and R/X ratio of line impedances. In an urban scenario, distance 
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between backbone buses, Fd, and that between backbone bus with corresponding houses, 
d, are 20 metres each. R/X ratio is considered unity for the overall urban network. 
Whereas, in a rural scenario (Single Wire Earth Return (SWER)) Fd and d, are 20 metres 
and 100 metres respectively. R/X ratio is considered to be around 5.6. These parameter 
values are tabulated in Appendix. 
 
 
Fig. 3.1. Model of the test system 
 
 
Fig. 3.2. PV generation and load profile for a peak day [116] 
 
A typical summer peak load profile for a particular house is taken from one of the 
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Australian Distribution Company’s Annual Report which reaches maximum load of 3 
kW at 8 pm. The PV generation profile is assumed to have a normal distribution and 
starts from 6 am and reaches peak of 6 kW at 12 noon and then gradually dies out at 6 
pm. Identical PV generation and load profile (a lagging Power Factor (PF) of 0.8) is 
assumed for all the houses as shown in Fig. 3.2. 
 
3.4 Proposed Algorithm 
The proposed is summarised in Fig. 3.3. All the steps of the algorithm are as follows: 
• 1st step: At substation controller, voltage at each house is calculated from a load 
flow without any reactive power injection or absorption. Necessary information (PV 
generation, load demand, etc.) to run the load flow is collected from the individual 
SMs at each house. These voltages identify whether any house violates the voltage 
profile in normal situation at that particular time. For the initial checking it only 
considers the voltage of last house. For a radial line, all other houses do not have any 
violation if voltage at last house is within limit. 
• 2nd step: If voltage violation exists, difference voltage (Vdiffn) is calculated using 
(3.1) and then required reactive power (Qreqn) to minimise this voltage difference is 
calculated using (3.3) for each of the houses at substation controller. 
• 3rd step: For each house the substation controller checks whether Qreqn exceeds 
the maximum inverter capacity (QGmaxn) of a particular house. If Qreqn exceeds QGmaxn 
then Qreqn is set to the maximum inverter capacity i. e. QGmaxn. Same steps are 
followed for all the 12 houses. 
• 4th step: After determining Qreqn for all the houses a load flow is run to check the 
voltages of all houses again by the controller. 
• 5th step: If still the voltages are not within the limit, critical house nodes (houses 
with violated voltage profile) are identified. Qreqn is set to QGmaxn for these particular 
houses. And for other houses new Qreqn is calculated using (3.3). Again the load flow 
is run and voltage is checked for all the houses by substation controller. 
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• 6th step: This iterative process runs until all the house voltages fall within 
acceptable range or reach the maximum inverter capacity though acceptable voltage 
profile is not yet achieved for all (this is the situation in rural case). Determined Qreqn 
is sent to corresponding SMs by the substation controller. SMs of each house 
communicate with PV inverters using HAN system to perform the reactive support. 
Equations for determining Vdiffn and Qreqn are as follows: 
 
 (3.1) 
 
Fig. 3.3. Reactive power control flow-chart 
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Where,Vn is the house bus voltage for nth house and Va is acceptable bus voltage as in 
(3.2). 
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(3.2) 
Qreqn = k.Vdiffn (3.3) 
 
Where, k is a constant. Constant ‘k’ is determined using an iterative approach. The 
value of ‘k’ is initially set as zero so is the Qreqn. So, there will be no reactive power 
supply or absorption. In case of the voltage violation problem, the value of ‘k’ is 
increased (k=k + Δk) to get the required amount of reactive power to keep the voltages 
within limit. On the other hand the value of Vdiffn is in the range of 10-2 due to use of per 
unit calculations. In a loop, the value of k is increased by a small amount to have a Qreqn 
value. Then the acceptable voltage level is checked and new Vdiffn is calculated if still 
voltage profile is violating. The value of ‘k’ is further increased and same steps are 
followed until the voltages fall into the acceptable range or reach the maximum reactive 
power capability of PV inverter (QG,maxn). In these cases the loop terminates and final 
value of Qreqn is considered. The value of ‘k’ is always positive. The sign of Vdiffn will 
decide whether reactive power will be supplied or absorbed. Based on the sign of 
difference voltage Vdiff (positive or negative), decision on reactive power injection or 
absorption from PV inverter is made for each bus. Negative value indicates the situation 
when house voltage Vbn ≥ 1.06 pu, so reactive power is absorbed. Reactive power is 
supplied when the house voltage Vbn ≤ 0.94 pu. The value of k, Vdiffn and hence Qreqn will 
be different for different houses. These values depend on the location of houses across 
the feeder and hence the severity of voltage violation for different houses. It may not 
need to reach the maximum available capability for the houses at the beginning of the 
feeder. 
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3.5 Effectiveness of reactive power capability of PV 
inverters for urban and rural cases 
MATLAB is used for all the simulation results presented in this research. For a 
system shown in Fig. 3.1 and the assumed PV generation and load profile as in Fig. 3.2, 
voltage profile across the feeder is investigated. As two houses are connected with same 
backbone bus and have the same characteristics, only 6 houses are plotted for 24 hours. 
3.5.1 Without using reactive capability of PV inverters 
In normal situation (without using the reactive capability of PV inverter), voltage 
profile of all houses are shown in Fig. 3.4 (urban case) and Fig. 3.5 (rural case). Grid 
connected PVs are considered to operate at unity PF with Maximum Power Point 
Tracking (MPPT) algorithm. 
 
Fig. 3.4. 24 Hour Voltage Profile for urban case in normal situation 
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Fig. 3.5. 24 Hour Voltage Profile for rural case in normal situation 
 
From Fig. 3.4 and Fig. 3.5, it is evident that the voltage at the end of the feeder is 
extremely high when PV generation is peak. House No# 11 and 12, (H-11/12) has 1.11 
pu and 1.13 pu voltages at 12 noon for urban and rural case respectively (LV feeder 
voltage allowable range is + 6% [22]). All the houses (except first 2 houses for both the 
cases) exceed their voltages from the highest allowable range 1.06 pu when load (1.875 
kW) is much lower than the peak generation (6 kW). On the other hand, due to absence 
of PV generation at peak demand or evening time, voltage profile gets a dip and all the 
houses (except first 6 houses for urban case and first 4 houses for rural case) cross the 
lower limit. Fig. 3.5 shows even worse voltage profile (higher overvoltage and higher 
voltage dip) for rural case which has longer feeder and higher R/X value in line 
impedances. In other way it can be said that networks with longer feeder and/or higher 
R/X value in line impedances have worse voltage profile. 
 
3.5.2 With using reactive capability of PV inverters 
The reactive power capability of PV inverter is utilised for the voltage control of all 
the houses as described in Section 3.2. Fig. 3.6 shows the voltage profile of all houses 
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and corresponding PV inverter reactive power injection/absorption for urban case. 
Voltage of House No# 11 and 12 (H-11/12) during peak PV generation has been reduced 
below 1.06 pu (Fig. 3.6, plot 1) using the reactive capability of the PV inverter. H-11/12 
voltage was 1.11 pu (Fig. 3.4) without reactive absorption. Similarly, during evening 
where there is no PV generation and loading level reaches the peak, the voltage dip is 
improved by the reactive power injection from PV inverters. Therefore, using PV 
inverter reactive capability, the house voltages can be kept within acceptable limits in 
the urban case after applying the developed algorithm. Corresponding reactive power 
profile is shown in the same figure (Fig. 3.6, plot 2). Reactive power on the negative axis 
indicates the absorption of reactive power by PV inverter and its presence in the positive 
axis indicates the reactive power supply from PV inverter. PV inverters operate with a 
power factor of 0.8. At this time, real power is slightly sacrificed maintaining the 
relation between real power (P), reactive power (Q) and apparent power (S) shown in 
Fig. 2.5. This relationship is elaborately described in section 2.3. 
 
Fig. 3.6. Voltage profile and PV inverter reactive power compensation (urban case) 
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Fig. 3.7. Voltage profile and PV inverter reactive power compensation (rural case) 
 
Voltage profile of all the houses across SWER lines and their PV inverter reactive 
power injection/absorption for the rural case is shown in Fig. 3.7. Voltage profile shows 
violation for the houses particularly in voltage dip (during peak loading and no PV 
generation), even after using the maximum capability of PV inverter. Therefore, the 
conclusion can be made that using the reactive capability of individual PV inverter may 
not be effective due to higher R/X ratio of line in rural scenario. In the following 
sections the impact of R/X ratio and feeder distance will be quantified. 
 
3.6 Impact of line resistivity 
The key focus of this section is to determine a limit of R/X ratio for which PV 
inverter reactive power capability is not sufficient to improve the voltage dip during 
peak loading. R/X ratio of the line between feeder bus and adjacent house (shown as d in 
Fig. 3.1) is varied from 1 to 8. Peak loading is simulated keeping the injection of 
reactive power maximum i.e. -3.6 kVAr considering the real power is not sacrificed at 
any time. R/X ratio of backbone feeder is kept unity. Simulation is performed at 0.8 PF 
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and 100% loading in each house. Fig. 3.8 shows that when R/X ratio is higher than 4.5, 
voltage goes below lower acceptable range (0.94 pu). 
 
Fig. 3.8. Voltage level Vs R/X ratio with full loading 
 
A trade off in loading level is required to keep the voltages within acceptable range 
(0.94 pu) for a feeder whose R/X ratio is higher than 4.5. Fig. 3.9 shows the percentage 
of feeder loading level with increase in R/X ratio for maximum reactive power injection 
and zero reactive power injection. Steps for determining the permitted loading curve 
with maximum reactive power injection are shown in Fig. 3.10. Similar steps are 
followed for determining the same curve with zero reactive injection from PV inverter. 
From Fig. 3.9, it is observed that with higher R/X ratio (higher than 4.5~5), loading 
should be reduced to 70% of peak value to keep the voltages in acceptable range. 
Moreover, same reactive injection incurs higher losses in higher resistive lines. Plotting 
incremental loss (increase in loss with respect to unity R/X) with R/X ratio variation is 
also shown in Fig. 3.9. After certain R/X ratio (above 4.5~5) losses are too high (50% 
increase).Therefore it can be concluded that, the effectiveness of PV inverters for 
voltage control is limited if the R/X ratio of the feeder is higher than 4.5~5. This R/X 
value is termed as the critical R/X ratio (RXcri). Whenever the R/X ration of the feeder 
goes beyond RXcri, using only the reactive capability of PV inverter cannot keep the 
voltages within limits. 
1 2 3 4 5 6
0.92
0.93
0.94
0.95
X: 4.5
Y: 0.9395
R/X ratio
Vo
lta
ge
 (p
u)
 Page 78 of 190 
 
 
Fig. 3.9. Permitted loading and incremental loss variation with R/X ratio 
 
Fig. 3.10. Steps for getting the permitted loading curve 
 
3.7 Impact of feeder distance 
Impact of backbone feeder distance (Fd in Fig. 3.1) on the effectiveness of PV 
inverter reactive power capability to maintain the acceptable voltage profile is 
investigated in this section. In previous section, only distance between feeder bus and 
adjacent house (d in Fig. 3.1) is increased and Fd is kept constant. Here, Fd is varied to 
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find a relationship between Fd and R/X ratio to maintain an acceptable voltage profile. 
PV inverter reactive capability is kept maximum i.e. 3.6 kVAr, assuming that the real 
power generation from PV is not sacrificed/curtailed at any time. 
For a particular Fd, load flow is performed to observe feeder voltages and R/X ratio is 
reduced if voltage is not acceptable and resolve the load flow. This is continued until 
acceptable feeder voltages are achieved. This procedure of finding R/X ratio for a 
particular Fd is repeated for all Fd’s ranging from 7 to 56 meters. R/X ratio is kept within 
the range 1~11, which is acceptable for a rural distribution network. 
 
TABLE 3.1. Relation between Fd and R/X ratio of the feeder backbone for an acceptable 
feeder voltage profile 
Fd 
(meters) R/ Xratio 
(Fd)*(R/X ratio) 
(meters) 
7 11 77 
14 5.57 77.97 
16 4.89 78.24 
17 4.55 77.35 
18 4.52 81.38 
19 4.4 83.6 
22 3.7 81.4 
28 2.78 77.81 
56 1.39 77.97 
 
TABLE 3.1 shows the relationship between Fd and R/X ratio for acceptable voltage 
profile. It is interesting to observe that (Fd)*(R/X ratio) is more or less same for all 
simulations except for R/X ratio of 3.7 to 4.5. (Fd)*(R/X ratio) value is slightly higher 
(81~83) in this range but within 5% of the other values of (Fd)*(R/X ratio). Fig. 3.11 
shows the value of (Fd)*(R/X ratio) and its variation with R/X ratio of the feeder. 
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Fig. 3.11. (Fd)*(R/X ratio) plotted against R/X ratio of the feeder backbone 
 
From the analysis a significant conclusion can be made that when distance between 
adjacent buses in the backbone feeder (Fd) is increased, the R/X ratio of the backbone 
feeder should be reduced so that their multiplication is kept nearly constant for 
acceptable voltage profile. This can be relevant for rural network distribution planning. 
 
3.8 Discussion 
This research introduces an algorithm to utilise the reactive power capability of PV 
inverters. The reactive power is controlled based on the voltage at PCC. Other available 
techniques to control the reactive power such as fixed PF or fixed reactive power are not 
capable of regulating reactive power dynamically. As a result, the research only focused 
on controlling reactive power with PCC voltage. Moreover, the research also 
investigates effectiveness of reactive capability under different scenarios. Urban 
scenario has unity R/X ratio whereas rural case considers SWER line with R/X ratio of 
5.6. Simulation results show that reactive power capability of PV inverter can be 
sufficient for urban case to maintain acceptable voltage profile but rural case would 
require additional support such as capacitor banks, storage or load curtailment. 
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Furthermore, the research is focused in determining the limit on the effectiveness of 
reactive capability of PV inverters; hence, comparison between different techniques of 
using reactive power is limited on the scope. 
For feeders having R/X ratio less than 4.5, reactive power capability of PV inverter is 
sufficient for voltage control. Also, it is observed that the product of the distance 
between adjacent buses in the backbone feeder (Fd) and R/X ratio should be maintained 
nearly constant for acceptable voltage profile. This is relevant for newer suburban design 
and rural network distribution planning. The solution to maintain acceptable voltage 
profile for longer feeders and highly resistive lines can be a coordinated control of 
reactive power and BES. The energy can be stored in BES during peak PV generation 
time and supplied back during peak demand time at evening and can be considered as a 
part of ongoing work. 
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Chapter 4  
Coordinated Control of Grid Connected 
Photovoltaic Reactive Power and Battery 
Energy Storage Systems 
4.1 Background 
The energy sector has jumped into an era where increased energy demand is partly 
met through widespread installation of PV systems due to favourable economic, 
technical, and environmental factors. Fig. 4.1 shows the predicted growth of PV 
generation in Australia [7], which is expected to grow from 320 MW/year to 1130 
MW/year under different uptake scenarios. This trend would result in 16%-20% of total 
electricity produced from rooftop PVs by 2031.Residential rooftop PVs contribute 
around 43% of total rooftop PV generation in Australia as shown in Fig.4.2. PVs can 
increase service reliability and hence defer the need for immediate investment in grid 
reinforcement. This would extend the possibility of utilising PVs for local voltage 
regulation in a way that is not possible with conventional centralised generators [94], 
[95]. 
Nevertheless, high level penetration of PVs in a distribution network requires 
addressing technical challenges such as voltage violation problem. In the previous 
chapter, particular focus has been given in utilising the reactive capability of PV inverter 
after discussing the suitability of other methods. Several research studies are performed 
on different centralised and decentralised reactive control strategies in [96]-[98]. The 
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authors in [99] propose autonomous inverters for voltage improvement using their 
reactive capability, by limiting the active power feed-in, which would result in the loss 
of customer revenue. Besides, reactive control strategies become less effective in Low 
Voltage (LV) distribution network compared to Medium Voltage (MV) and High 
Voltage (HV) networks [80]. Hence, in sub-urban and/or rural areas, where the 
distribution network is more resistive, a more suitable approach to maintain voltage 
profile is required. 
 
 
Fig. 4.1. Predicted PV growth in Australia under rapid and moderate uptake scenarios 
[7] 
 
 
Fig.4.2 Composition of rooftop PV generation in Australia at Feb 2012[7] 
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Integration of energy storage systems to store excessive energy instead of curtailing 
can be another solution to alleviate the over-voltage problem [100]-[102]. Battery 
Energy Storage (BES) systems are compact and can play vital role in maintaining 
residential voltage profile in terms of “time shift” which is encouraged by storage 
charging at off-peak time and discharging at the peak time. Addressing voltage 
fluctuations caused by PVs using customer side energy storage systems has been 
introduced recently in [103]-[109]. Low energy density and deep discharging of non-
battery type energy storage systems, such as Electro-chemical capacitors, are ideal for 
high power, short duration applications. One the other hand, battery storage has shown 
good performance in some specific applications such as delivery of energy for longer 
time period which will be an admirable feature to maintain voltage profile with “time-
shift” strategy in residential distribution network [109]. The inverter control of PV and 
BES system is reconfigured to work as current source in phase with grid voltage under 
grid connected mode and as voltage source using droop scheme under islanded mode 
[103]. Authors in [104], [105] and [106] have proposed coordinated controller for 
medium and large scale commercial customers and uses lumped grid scale storage with 
complex control modes. Considering high line losses in LV systems due to complex 
control modes, lumped grid scale storage is not a good option for residential networks. 
Authors in [107] also performed analysis on integrating decentralized storage devices 
in residential feeder almost in the same time with this research. However, the voltage 
equation used for calculation is based on the assumption of negligible cable loss and 
hence the impacts of R/X ration are neglected. In our research, a coordinated algorithm 
is proposed considering variability with PV generation, load and some network 
parameters such as feeder distance, R/X ratio. 
PV module topology with battery equaliser can be used to raise the active power 
output from partially shaded PV modules [110]. Considering cloud transient and 
seasonal variation to quantify the solar resource potential for planning purposes is 
reported in [111]-[113]. However, the model to account the variability in PV generation 
and randomness in loads is not yet explored in detail. 
The present research proposes a coordinated control of PV and BES system for 
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voltage control of residential distribution systems. Unlike [105] and [108], a local droop 
based control of BES placed at each house is proposed and does not require advance 
metering infrastructures. In this research, integration of PV and BES in each house is 
similar to [103], except that BES charging and discharging is based on the house 
voltage. Coordinated inverter control is different compared to [110], as the primary aim 
is not to increase the active power injection from PV modules and make over-voltage 
problem worst. 
Another major contribution of present research is the quantification of the impact of 
line characteristics on the effectiveness of reactive control, which has not been reported 
in the past. Although, authors in [80] have shown that the reactive control is effective for 
wide range of load and generation condition, its quantification with respect to R/X ratio 
of the line is missing. This quantification will determine the optimum BES sizing by 
utilising the reactive capability of PV in combination with BES. 
In section 4.2 and 4.3, the coordinated control algorithm of PV and BES for voltage 
improvement is introduced. A sample LV system and extensive simulation results are 
presented in section 4.4. The economics of the PV and BES systems is discussed in 
section 4.7 highlighting the choices for battery selection and cost comparison. Finally in 
section 4.8 validation of the efficacy of proposed scheme with real network data is 
demonstrated. 
 
4.2 Coordinated control of PV and BES for voltage 
improvement 
Existing regulations require grid connected PV inverters to operate at unity power 
factor for maximum real power injection. However, power injection at unity power 
factor causes over-voltage issues in a radial distribution feeder. Although different 
regions in the world will have different feeder voltage level as well as power ratings of 
the distribution transformer, voltage violations are observed in most of the grids across 
the world irrespective of the voltage levels. Fig. 4.3 is a setup found in typical Australian 
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distribution systems which is more sensitive due to the prevalence of overhead lines. 
Over-voltage problem across the feeder is simulated and shown in Fig. 4.4. 
The voltage rise is usually more prominent towards the end of the feeder and rural 
voltage profile is worse than that of urban due to the higher resistive characteristic of 
rural feeders. 
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Fig. 4.3. Typical radial residential distribution feeder 
 
 
Fig. 4.4. Over-voltage problem with PV (at 12 midday) 
 
The reactive power capability of PV inverter can be utilised to reduce the over-
voltage problem with very little loss of real power. For a given apparent power (S) and 
instantaneous real power generated (PG) from an inverter, the range of allowable 
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in non-unity power factor mode will reduce real power injection and allow reactive 
power absorption. Real power grid injection from PV inverter can be further limited (if 
required) by using a BES system, thereby reducing over-voltage problem. 
Control of power storage in batteries can be achieved using either constant droop 
based or variable droop based methods. The constant droop method utilises same droop 
co-efficient (mc) for all houses to store energy. mc is a function of maximum load (PL,max) 
and generation (PG,max) and is defined as in (4.1). In the overall calculations, per unitised 
values of all the entities (such as maximum allowable voltage, Vmax=1.06 pu) are used to 
make the dimension consistent. It eliminates the complexities associated with unit 
conversion. The droop co-efficient (mc) has become a unit less entity after using the per 
unit values of voltage and power. As a result, droop co-efficient and other entities can be 
used in the mathematical formulation keeping the dimension consistent. 
Using mc, the amount of reduced power, ∆Pn, reduced, from nth PV is calculated as in 
(4.2). With constant droop method, BES starts charging when the voltage of the house 
goes above a critical voltage (Vcri). With droop based energy storage, the injection from 
PV inverters into the grid are gradually decreased, hence, the voltage rise also decreases 
gradually. If the droop based storage kicks in at maximum allowable voltage limit 
(Vmax), the voltage will still be going up due to injection from PV. For this reason, the 
droop based storage starts at a voltage level lower than the Vmax. This voltage level is 
named as critical voltage (Vcri) as defined in (4.3). 
 
(4.1) 
 
(4.2) 
max ,max( )cri c reducedV V m P= − ×∆  (4.3) 
Where, ΔPreduced, max is the maximum amount of reduced power among all the ‘n’ 
houses and Vexpected is the per unitised nominal voltage which is 1 pu. 
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On the other hand, the variable droop based BES uses different droop co-efficient 
(mvn) for different houses to ensure uniform energy storage. The calculation of (mvn) is 
based on Sensitivity Matrix (SMat), which in turn is defined using Jacobian of the load 
flow as in (4.4). 
1
| |1 0
0 | | | |
P PV P QVSMat
V Q Q V VV
V P Q
δ δ
δ
δ
− ∆ ∆ ∂ ∂ 
   ∆ ∆  ∂ ∂  = =   ∂ ∂ ∆ ∆    
  ∂ ∂ ∆ ∆   
 
(4.4) 
Each element of voltage sensitivity sub-matrix (ΔVi/ΔPj) represents the expected 
variation in voltage of any house (i) with respect to a unit injection of active power (P) 
in another house (j). Positive signs in all the elements of ΔVi/ΔPjindicate that any 
injection of active power at any house (j) will increase other house (i) voltage and vice 
versa. The droop coefficients (mvn) are designed to keep the house voltages between 1 pu 
and Vmax (1.06 pu as per Australian standards).The droop co-efficient of nthhouse (mvn) is 
defined in(4.6). The amount of power stored in the nth BES systems, ∆Pn, reduced, is 
calculated in (4.7). With variable droop based methods, BES starts charging when 
voltage of the house goes above a critical voltage (Vcri) as defined in (4.8). Per unit 
calculations are used for determining all the values. 
 
(4.5) 
 
(4.6) 
 
(4.7) 
max ,max max ,max( ( / ) )cri v reducedV V m V P P= − × ∆ ∆ ×∆  (4.8) 
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BES sizing will be determined by using either the constant or the variable droop 
based methods. The coordinated control of PV inverters and BES is required to alleviate 
the over-voltage problem. The overall algorithm for determining the appropriate BES 
sizing can be summarised below: 
Step 1: House voltages are observed every hour without any reactive compensation of 
PV inverters or droop based BES systems. 
Step 2: At a particular time step, if all the house voltages are within limit as well as 
below the critical voltage (Vcri), no action is taken and all voltages are measured during 
next hour. 
Step 3: If the voltage of a particular house goes above Vcri, PV supply power to BES 
systems instead of supplying power to grid. House voltages are updated by running the 
load flow. 
Step 4: If the voltage still exceeds the upper acceptable range (1.06 pu), reactive 
power is absorbed using the PV inverters. PV inverters absorb reactive power during 
peak solar radiation time, the amount of which can be proportional to excess voltage i. e. 
the amount of voltage exceeding the upper acceptable range (1.06 pu) of the respective 
house at that time.  
Step 5: Finally, the load flow is performed again. If all house voltages are within the 
limit and then wait for the next hour and start again from Step 1. Otherwise repeat Step 
4. 
Newton-Raphson technique is used to perform the load flow in the simulations. For 
radial distribution systems, some specially designed methods, such as the well-known 
backward-forward sweep technique, can be more efficient to compute the power flow 
than the conventional Newton-Raphson method [114], [115] and hence can be used here. 
Similar coordination of PV inverters and BES can be utilised for improving the low 
voltage problem during peak demand as shown in Fig.4.5. During evening time, when 
solar resource becomes unavailable (PG=0), the full capacity of PV inverter (S) can be 
used for reactive compensation. PV inverters inject reactive power when voltage goes 
below the lower acceptable value (0.94 pu as per Australian standards). Real power is 
also supplied from the BES during the peak demand period. 
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The energy is supplied when the voltage, Vnot, of nth house at time step ‘t’ is below 
the lower acceptable limit (0.94 pu). Tvd is defined as the total time duration when 
voltage dips are observed and is calculated based on past data (typically 4-5 hours/day). 
Using previous data of generation and load, voltage level is determined from load flow 
calculations. The time periods when the voltage remains below the lower acceptable 
range (0.94 pu) are then calculated and denoted by tvd. Then the available stored energy 
in ‘n’th BES system (En,stored BES, available) is calculated from the total stored energy in ‘n’th 
BES system (En,stored BES, total) by multiplying it with round trip efficiency factor (η) 
considering State of Charge (SoC) and Depth of Discharge (DoD) of the battery as in 
(4.9). 
 
(4.9) 
Supplied energy from the BES for the nth house is then determined as in (4.10). 
 
(4.10) 
 
Fig.4.5. BES energy supply during peak demand to eliminate voltage-dip 
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For constant droop based BES, stored energy, En,stored BES, available, and hence En, supplied 
will be different for all the houses. Whereas, in case of variable droop based BES, 
En,stored BES, available, En,stored BES, available and En, supplied are same for all the houses, assuming 
identical BES systems are used. After supplying energy from the respective BES, house 
voltages (Vn) are again checked by running the load flow. If Vn is still below 0.94 pu, 
reactive injection from PV inverter is performed for the nth house. The overall procedure 
continues until all the house voltages are above 0.94 pu. 
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Fig. 4.6. Probable improvement in the voltage profile after applying the coordinated 
algorithm 
 
Probable improvement in the voltage profile after applying proposed algorithm is 
shown in Fig. 4.6. Fig. 4.6 shows gradual decrease in voltage rise to keep the voltage 
level between critical voltage and upper limit. It also shows the expected improvement 
during peak demand as well. Simulation results will validate the algorithm in foloowing 
sections. 
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4.3 Flow chart for coordinated control 
A well-defined operation steps are developed to keep the voltage within acceptable 
limit. Feeder characteristics such as R/X ratio and feeder length have significant impact 
on determining the appropriate voltage control algorithm. The impact of feeder 
characteristics on the voltage violation level in a distribution feeder is investigated in 
Chapter 3. Depending on the feeder characteristics, voltage violation problem can be 
addressed using Reactive Capability of PV Inverter (RCPVI) only or coordinated 
RCPVI & BES technology. Choice of the appropriate and most effective algorithm is 
made considering the feeder characteristics and network parameter. The controller 
located at substation level collects the network data, PV generation and load data on 
hourly basis and analyse the need for required support to keep the voltages within limit 
if voltage profile is violated. After the analysis, the substation controller sends 
appropriate control signals. There are also controllers at each house integrated with the 
PV system. This combined system is termed as Integrated PV and Inverter (IPVI). 
Depending on the feeder characteristics some houses will require BES combined with 
the IPVI system. This combined system is termed as Integrated PV and BES system 
(IPVBS). Overall voltage control operation to keep the voltages within acceptable range 
for all the houses in the community can be summarised in Fig. 4.7. 
 
4.3.1 Control operation if only RCPVI were to be required (as shown 
by Blue lines in Fig. 4.7): 
Substation controller collects the network data, PV generation and Load data on an 
hourly basis for all the houses in that community. Load flow is performed at the 
substation level to determine the voltage at each house (Vn, for all ‘n’ houses) connected 
to the feeder. The controller checks whether any Vn is beyond the acceptable limits. 
Controller sends RCPVI command signals to the respective IPVI to use the reactive 
capability of PV inverter whenever voltage profile is violated. If no voltage violations 
are reported for that hour, controller waits for another hour and collects the PV 
generation and load data and repeats the steps. 
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No
No
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Fig. 4.7. Operation flow chart 
 
4.3.2 Control operation if coordinated RCPVI & BES support were to 
be required (marked in Green lines in Fig. 4.7): 
Substation controller collects the network data, PV generation data, load data and 
State of Charge (SoC) of BES for all the houses connected to a distribution feeder. Load 
flow is performed at the substation level to determine the voltage of all houses. Now, if 
PV generation is present i.e. during day time, controller checks whether any house 
voltage exceeds the critical voltage (Vcri). If yes, then the “Droop” coefficient is 
calculated as per equation (4.5). Controller sends only the ‘Droop’ command signal to 
all the PV inverters if the voltage is below 1.06 pu but above Vcri. However, if the 
voltage is still above 1.06 pu despite using “droop” based storage, then controller sends 
both the ‘Droop’ and ‘RCPVI’ command signals to all PV inverters to perform parallel 
operation of using reactive capability and energy storage. However, if PV generation is 
not there i.e. during evening time, the controller checks if the voltage of any house is 
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below the acceptable range (0.94 pu). If yes, energy supplied for each nth house 
(En,supplied)is calculated by substation controller using equation(4.9). If the SoC of the 
batteries is below the threshold level (10% of capacity), then En,supplied is set to energy 
remaining in BES for the nth house (En,remaining) and both RCPVI and En,supplied command 
signals to the IPVBS. If the SoC level is above 10%, the controller sends only supplied 
energy (En,supplied) signal to IPVBS. If the voltage of any house is above the acceptable 
range (0.94 pu) and/or below Vcri, the controller waits for another hour and collects the 
network data and repeats the above steps. 
 
4.4 Test System description and simulation results 
An overhead residential feeder supplying electricity to 12 houses by an 11kV/240V 
transformer is considered as a test network (Fig. 4.3). All the houses are equipped with 
rooftop PVs rated at 6kVA each. In the urban scenario, the distance between backbone 
bus and each house (d) is 20 m and R/X ratio is considered unity. Whereas in the rural 
scenario, d is 100 m, R/X ratio is 2.8 for the backbone and 5.6 for the SWER line (from 
the backbone bus to the respective house). Distribution networks in rural areas have 
weak characteristics (in terms of line resistance and inductance) and are reflected in the 
test system. 
A typical summer load profile (shown for 24 hours in Fig. 4.8) is taken from an 
Australian Distribution Company [116]. A maximum load of 3 kW is considered for 
each house. Variation in the residential load profile distribution of different houses is 
modelled using white Gaussian Noise. The random load of H11/12 is shown in Fig. 4.8. 
Real-time data (15 minutes and 60 minutes interval) for PV generation from The 
University of Queensland (UQ) solar system is used in this study [117]. Fluctuations in 
PV generation due to clouds are more prominent in short interval data. In current 
research, hourly data profile is considered for the coordinated control of PV and 
integrated BES. 
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Fig. 4.8. PV generation profile and load profile of each house [116] 
 
A summer day is chosen to simulate the worst case scenario (extreme PV generation 
will create worst over voltage and summer peak load demand will have worst voltage 
dip). Fig. 4.8 shows PV generation profile for a typical Australian summer day (6th 
December, 2012) with moderate cloud transient. 
 
4.5 Voltage profile during high PV generation and 
peak loading time 
In normal situation (without considering any kind of reactive power control or 
Battery Storage), the hourly voltage profile of the residential distribution feeder is 
plotted and is shown for urban and rural scenario in Fig.4.9 for H11/H12. 
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Fig.4.9. Hourly voltage profile of last house (H11/12) for urban and rural scenario in the 
normal situation 
 
The voltages of last two houses in the feeder, H11/H12, exceed the allowable limit of 
1.06 pu at 12 noon. The H11 and H12 loads are 1.875 kW compared to the PV 
generation of 6 kW at 12 noon. Similarly, during the peak loading time i.e. at evening 
(around 8 pm) when there is no generation from PV modules, the voltage goes well 
below the lower limit of 0.94 pu. The voltage profile of H11/H12 is the worst for the 
rural case.  
The reactive capability of PV inverters (if operated at non-unity power factor) can be 
used to improve the voltage profile. For a 6 kVA PV inverter, 3.6 kVAr of reactive 
power (QG) is available at 0.8 power factor. During the night, when PG=0, the full 
capacity of PV inverter can be used for reactive compensation. So, the maximum 
reactive capability of a PV inverter during day and night time is considered to be 3.6 
kVAr and 6 kVAr respectively. 
The effectiveness of PV inverters for voltage control is limited for higher R/X ratio 
cases. Therefore, the effectiveness is thoroughly analysed and discussed in section 3.6. 
For the urban case (R/X ratio=1), the reactive capability of PV inverters is sufficient for 
the voltage improvement. Whereas, for the rural case (R/X > 5), the reactive 
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compensation alone is not sufficient and additional technology needs to be incorporated 
to achieve improved voltage profile. Coordinated control with integrated energy storage 
is proposed in this research. 
 
4.6 Coordinated control of PV inverters and BES for 
improvement in voltage profile in the rural case 
Coordinated control of PV inverters and constant/variable droop based BES to 
improve the voltage profile for the rural scenario is investigated. All the houses 
connected to the rural distribution feeder are proposed to have BES for improved voltage 
profile. Whereas, for the urban scenario, there is no need of BES since the reactive 
compensation from the PV inverter is sufficient to maintain an acceptable voltage 
profile. 
The hourly voltage profile, reactive support from PV inverters, and accumulated 
stored energy in each BES is shown in Fig. 4.10 and Fig. 4.12 for constant and variable 
droop based methods respectively. Two houses connected to a single bus possess the 
same characteristics and therefore, for plotting purposes, only 6 houses are shown. The 
BES is charged during the day time and discharges during the evening when the house 
voltage goes below 0.94 pu. Supply of stored energy usually starts at late afternoon (5 
pm-6 pm). So, a gradual decrease in the stored energy profile is observed. With the 
application of coordinated control algorithm, the voltage profile is improved for the rural 
network for both the cases- constant and variable droop. Constant droop based BES 
requires different sizes of BES for different houses and the last two houses H11/H12 
require 5 kWh BES. Houses at the end of the feeder require larger BES capacity and 
hence higher investment, which may not be seem as a fair solution in the community. 
Whereas, the variable droop based method requires 2 kWh of battery for all houses as 
shown in 3rd and 4th subplot of Fig. 4.12. Moreover, with variable droop based BES, the 
total storage capacity required to achieve the same improvement in the voltage profile is 
significantly reduced. All the houses require total of 40.5 kWh of BES for the constant 
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droop based method compared to only 24 kWh if the variable droop based method is 
chosen. 
 
Fig. 4.10. Voltage profile, PV inverter reactive support, stored energy and supplied 
energy during coordinated control of PV inverter and constant droop based BES 
 
 
Fig. 4.11. Hourly stored energy and supplied energy profile for the coordinated control 
algorithm of PV inverter and constant droop based BES 
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Fig. 4.12. Voltage profile, PV inverter reactive support, stored energy and supplied 
energy during coordinated control of PV inverter and variable droop based BES 
 
 
Fig. 4.13. Hourly stored energy and supplied energy profile for the coordinated control 
algorithm of PV inverter and variable droop based BES 
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Fig.4.14. Voltage profile, stored energy in BES and supplied energy from BES when 
constant droop based BES is used alone for voltage improvement 
 
Fig. 4.15. Hourly stored energy and supplied energy profile of BES when constant droop 
based BES is used alone for voltage improvement 
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Fig. 4.16. Voltage profile, stored energy in BES and supplied energy from BES when 
variable droop based BES is used alone for voltage improvement. 
 
Fig. 4.17. Hourly stored energy and supplied energy profile of BES when constant droop 
based BES is used alone for voltage improvement 
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Fig. 4.11 and Fig. 4.13 show the hourly stored energy and supplied energy from each 
BES for coordinated control with constant droop and variable droop respectively. From 
these profiles it is clear that the coordinated control is developed to supply all the stored 
energy in a particular day. Accumulated excessive storage for the next days will result in 
the requirement of high capacity storage. High capacity storage will incur higher 
investment from the customers. Different houses have different amount of stored and 
supply energy for each hour for constant droop based coordinated control (Fig. 4.11). 
Whereas, for variable droop based coordinated control algorithm all the houses store and 
supply same amount of energy for each house (Fig. 4.13). As a result, equal BES sizing 
is observed for all the houses. 
If BES alone were to be considered for voltage improvement, all the houses will need 
much higher capacity of batteries. For H11/H12 alone, the constant droop based method 
will require a 20 kWh BES system (Fig.4.14) and the variable droop needs 17 kWh (Fig. 
4.16). Fig. 4.15 and Fig. 4.17 also show the hourly stored and supplied energy for 
constant and variable droop when only BES is used to address the voltage violation 
problem. It requires higher amount of storage and supply for each hour. This is 
excessively large and economically infeasible. Hence, the coordinated approach is 
preferred compared to using BES alone for voltage improvement. 
4.7 Economics of coordinated PV inverters and BES 
systems 
The section compares the cost of constant and variable droop based BES systems 
versus a utility feeder reinforcement such as DSTATCOM. An appropriate battery has 
been selected for the cost comparison. 
4.7.1 Battery selection 
There are wide range of existing batteries systems available for storage including 
lead-Acid, Li-Ion, Alkaline, NiMH and flow batteries (ZnBr, Vn redox). The following 
criteria are used for selecting the appropriate BES for residential purposes: 
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The first criterion is recharging ability. Alkaline batteries are good for only 25-30 
cycles when operating with higher DoD. Therefore, these batteries are not considered 
due to lack of recharging ability. 
The Second concern is safety. By-products of the battery charging process such as 
hydrogen gas, sulphuric acid can cause explosion, corrosion or burning. If overheated, 
some Li-Ion batteries may suffer thermal runaway which can lead to combustion in 
extreme cases. Deep discharge may short circuit the cell, making them unfavourable for 
residential premises. 
The Third criterion is the space and weight characteristics. Too heavy and spacious 
battery equipment may require additional structural support and may not be an attractive 
option. 
The Fourth factor is the round trip efficiency during charging-discharging process, 
which will affect battery size and cost. Therefore, high round trip efficiency is desirable. 
Lower self-discharge rate is another measure of the efficiency. Life cycle of the BES is 
highly correlated with frequency of charging-discharging and DoD. Residential BES 
system needs at least one charging-discharging cycle every day. 
The Fifth factor is the cost. This is given a least priority as the cost is constantly 
changing due to technological advancement. TABLE I compares Lead-Acid, Li-ion, 
NiMH and flow batteries (Vn Redox, ZnBr) [118], [119]. 
Traditionally, lead-acid batteries were the prime choice for off-grid PV applications. 
Despite their long history and widespread usage, lead-acid batteries are one of the lowest 
energy-to-weight and energy-to-volume battery designs making it big and heavy for 
residential applications. Nevertheless, they are far cheaper than any other BES system 
available in the market. Also, lead-acid batteries work optimally with 40%-50% DoD 
only. In recent years, flow batteries are becoming popular for small scale storage (range 
of 5-10 kWh) due to its efficient performance in frequent deep discharging (up to 
100%). Unlike other battery technologies, flow batteries are not fatigued by frequent 
deep discharging as the electrolytes are kept in separate chamber. They are also resistant 
from self-discharging [118]. Among all flow batteries available, ZnBr is selected to be 
the most suitable for this study, as it is cheaper than Vn redox. 
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TABLE 4.1. Battery characteristics comparison 
Criteria Lead Acid 
Li NMC/ 
Graphite 
Li 
FePO4/ 
Graphite 
Ni MH Vn Redox Zn Br 
Energy density 
(Wh/kg) 40 160 110 75 45 40 
Power density 
(W/kg) 350 1300 4000 600 120 110 
Lifetime 
(Cycles) 600 2500 5000 900 12000 7000 
Round trip 
efficiency (%) 85 93 94 75 80 80 
Self-discharge 
(%/month) 8 3 3 20 5 0 
Energy Storage 
System cost 
(USD/kWh) 
330 900 900 900 600 400 
 
4.7.2 Cost comparison 
The authors in [120] perform an economic comparison of PV integrated systems with 
and without PV production limitation. However, the research is conducted in Belgium 
market following European standards and regulations. Cost comparison analysis is 
performed in this thesis in Australian context. 
The cost of constant and variable droop based ZnBr battery system is shown in 
TABLE 4.2. Constant droop based BES systems costs $2,100 for the last two houses 
which is ten times higher than the first two houses. Whereas, variable droop based BES 
system costs $800 for each house. Overall, the cost of variable droop based BES storage 
system is 40% of constant droop based storage for the given network. 
The cost of storage for voltage improvement is compared with the utility based 
reactive power control devices such as D-STATCOM. The capacity of a D-STATCOM 
is determined iteratively using load flow studies by placing a D-STATCOM at the 5th 
bus in the network shown in Fig. 4.3 (two third the distance i.e. nearly 75% of feeder 
[121]). For the given network, 65 kVAr of D-STATCOM is required, which will cost 
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around $3500 (assuming $50-55/kVAr [122]). Although one time investment in a D-
STATCOM is less when compared to the total investment in BES ($9,600), BES 
provides long term technical benefits in terms of peak shaving. D-STATCOM can only 
regulate voltage with reactive compensation but cannot supply real power during peak 
demand. On the other hand, new technological innovation in the batteries may bring 
down the cost significantly, making the proposed scheme economically attractive. 
 
TABLE 4.2. Cost comparison between constant and variable droop based BES systems 
for voltage improvement 
Houses 
Constant droop based BES system Variable droop based BES system 
 Capacity 
(kWh) 
Cost  
(USD)  
 Capacity 
(kWh) 
Cost  
(USD)  
H1-H2 0.5  200 2  800 
H3-H4 2  800 2  800 
H5-H6 3.25  1300 2  800 
H7-H8 4.25  1700 2  800 
H9-H10 5  2000 2  800 
H11-H12 5.25  2100 2  800 
Total  16,200  9,600 
 
4.8 Validation of proposed method with real network 
data 
The proposed method is applied in a distribution system in Australia. For urban case, 
a North Brisbane city location is chosen (Fig.4.18). Houses are close to each other 
(distance varies from 10m-35m) and R/X ratio is close to unity (varies from 0.9~1.2). 
The cumulative load data is also taken from an Australian distribution company [116]. 
The peak load for each house is the average value, calculated by dividing the cumulative 
peak load with the number of customers/houses. The average value of the house peak 
load is around 3kW. Installed PV generation in each house is considered twice the peak 
load to simulate severe over-voltage conditions. For the rural case, network data is taken 
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from rural areas in North Queensland (Fig.4.19). In this scenario, houses are located 
much farther from each other (80m-200m) and R/X ratio is much higher (~6). 
 
 
Fig.4.18. Urban network from a Northern Suburb in Brisbane, Australia 
 
 
 
Fig.4.19. Rural Network from North Queensland 
 
The house located towards the end of the distribution transformer has the worst 
voltage profile.  The voltage profiles of all houses are monitored, but for plotting 
purposes, only the house towards the end of the feeder i.e. P5883-I (urban case) and P17 
(rural case) is shown in Fig.4.20. Voltage profile is much worse for rural case. 
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Fig.4.20. Voltage profiles and Reactive compensation profile 
 
Fig.4.21. Voltage profile, Reactive compensation profile and Supplied energy profile for 
rural case in coordinated approach 
The voltage profile after reactive compensation from PV inverter is shown in 
Fig.4.20. Voltage improves after the PV reactive support in urban case; however voltage 
violation still exists in rural case. Reactive compensation from PV inverter alone for 
rural and urban cases is shown in 2nd plot of Fig.4.20. The maximum capability of PV 
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inverter is used (3.6 kVAr absorption during the presence of sunlight and 6 kVAr supply 
during the evening) for the rural case, but acceptable voltage profile is yet to be 
achieved. Coordinated control of PV inverters and variable droop based BES is applied 
to the rural case. Fig.4.21shows improvement in the voltage profile of the last house in 
the feeder. 
 
4.9 Discussion 
This chapter introduces the use of coordinated control of PV inverters and droop 
based BES to keep voltage in the acceptable range with high penetration of rooftop PVs 
in residential distribution systems. There may be over-voltage issues in the feeder due to 
the unity power factor real power injection from PV inverters in some residential 
feeders. Utilising the reactive power capability of PV inverter is proposed to overcome 
this issue. However, it is also found that when the line resistivity exceeds a certain 
critical value (this critical R/X ratio is 4.5~5 for the given network), reactive 
compensation alone becomes less effective. 
Therefore, the reactive capability of PV inverters alone is sufficient to improve the 
voltage profile in urban case, where R/X ratio is close is unity. Whereas, droop based 
BES combined with PV inverters are required in the rural case which has higher R/X 
ratio. If BES system were to be used alone for the voltage improvement, larger BES 
capacity is required. 
Constant as well as variable droop based BES schemes are investigated. Although 
both schemes show good performance, constant droop based BES requires larger battery 
size and unequal investment in BES for the customers depending on their location in the 
feeder. Variable droop based BES, however, requires smaller battery size and equal 
investment in BES from all the customers in distribution feeder. The proposed 
coordinated control algorithm alleviates both the over-voltage and the voltage dip 
problem in the residential feeders. 
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Advantage of variable droop based energy storage is discussed in terms of financial 
investment from customers and brief comparison of financial and technical advantages 
between BES and D-STATCOM (reactive power compensation device) is presented. 
Although one time investment in D-STATCOM is lower when compared with total 
investment in BES, BES provides long term technical benefits in terms of peak shaving.  
Considering the intermittent characteristics of PV generation, probabilistic estimation 
is also performed. The probabilistic estimation of PV generation and randomness in load 
profiles are considered over a year (2012) to analyse the utilization of BES. Two distinct 
seasonal profiles (summer and winter) are considered. It is found that BES capacity is 
well utilised for the voltage control purposes for more than 50% of time in the year (185 
days/year). 
The proposed method is applied in the actual urban and rural distribution network in 
Australia and similar improvement is observed. 
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Chapter 5  
Incorporating Variability in PV generation 
and Load Demand 
5.1 Background 
In the previous chapter, a novel coordinated operation algorithm was proposed to 
regulate the distribution feeder voltage. A control algorithm to regulate voltage was 
demonstrated using either the Reactive Capability of PV Inverter (RCPVI) alone or the 
coordinated RCPVI with droop-based storage in BES systems. Extensive research was 
carried out to develop the algorithm to use the RCPVI, energy storage and supply from 
BES system and finally the coordinated operation of both. Modelling the effect of cloud 
transient using variability of PV as well as load is considered in this segment of 
research. This chapter discusses a detailed probabilistic modelling to find the effective 
utilisation of BES under variable PV generation. 
For the smooth coordinated operation, all the inverters and the storage system should 
have a synchronised communication system between them. Several intensive studies 
have been undertaken across diversified perspectives. For example, [123]-[127] 
investigated communication requirements and corresponding system architectures, while 
[128] surveyed the feasible communication technologies and applicable standards for 
communications in the future power system. 
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In the present research, the existing power line cable is proposed as the 
communication medium which is known as Power Line Communication (PLC). Use of 
the PLC as a communication solution dates back to 1920 [91]. High attenuation and low 
data rates made PLC an unpopular choice as a communication medium. The concept 
became popular again at the beginning of this century in its application to make an 
automated distribution network by sending control signals between several automated 
servers. The pragmatic features of the PLC in distribution network automation led to the 
recent development of the IEEE standardisation of PLC [130]. The foremost advantage 
of PLC over other communication mediums is the existence of a pervasive power line. 
DNSPs simply need to retrofit the existing power line network for communication 
purposes. Feasibility of the communication infrastructure is also briefly analysed in this 
section. 
 
5.2 Probabilistic estimation of PV generation 
The need for additional voltage support (whether using the RCPVI alone or using the 
coordinated control of RCPVI and BES) depends on the PV generation and load 
characteristics of the particular distribution network. Solar irradiance and cloud 
transients are sporadic in nature and therefore PV generation is intermittent. As a result, 
probabilistic analysis is necessary to anticipate the severity of the voltage violation 
problem. DNSPs can use hourly data from consecutive days of a specific season to 
perform the probabilistic analysis. PV generation can be defined as an independent and 
identically distributed (iid) random process if an infinite number of samples can be 
taken, and this is not possible in practice. Rather the process is considered as a Discrete 
Time Markov Chain (DTMC) process. The weather forecasting process is usually 
considered as a Markov chain which is a “memory less” stochastic process [131]-[133]. 
DTMC assumes that the “future state” depends only on the “present state” and is 
independent of the “past states”. Each state is dependent on the immediate past state, so 
all the “past states” are considered for the “future state” in terms of the conditional 
probability. Moreover, only discrete data (hourly generation) are considered in this 
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research which makes the DTMC suitable for present analysis. For example, a yearly 
profile of PV generation can be considered as a process by {SPVt,n where t=0, 1,…, 24; 
n=1, 2,…., 365}, where SPVt,n denotes a specific state of solar PV generation at time ‘t’ 
on a particular day ‘n’ in a year. In this research, the term “state” is used to indicate a 
specific hourly value of PV generation output. Future “state” will be estimated based on 
the immediate past “state” which is stationary in nature. The past “states” are not time-
varying in nature. 
The probability of transferring into another state at time ‘t+1’ entirely depends on the 
state at present time ‘t’ and is independent of the past states at t-1, t-2,…., 1, 0. To 
include the load variation, in this research “Net Generation” is considered as a DTMC 
process, which is defined as the difference between PV generation and load demand at a 
particular hour (t) of a particular day (n). For each particular hour, the load demand is 
subtracted from the PV generation to get the “Net Generation”. NetGenN (where ‘N’ 
denotes the time for a specific set of values {n, t}) is a state of the “Net Generation” 
process and can have a finite number of values. In this portion of research, the finite 
number of values of “Net Generation” process is termed as the “states” of NetGenN.  
The probability of the initial state NetGenN can be defined as in (5.1) 
 
αa= Pr{NetGenN =a} (5.1) 
 
where N=0, 1, 2, …., 24*365. The conditional probability of state NetGenN+1, having 
a specific value, say ‘b’ at N+1th time, given that the state NetGenN has a particular value 
‘a’ at Nth time, is defined as Prab in (5.2) 
 
Pr{NetGenN+1 = b| NetGenN = a}= Prab (5.2) 
 
The unconditional probability of state NetGenN+m, at say N+mth time is defined as 
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Where, m=1,…., 24*365-N and is based on present state at Nth time. 
The range of NetGenN can vary from {-max load, i.e. when the PV generation is 
zero} to {max PV generation, i.e. when the load is zero}. Solar irradiation and Cloud 
Transient (CT) affect the PV generation and hence affect the range of NetGenN. 
Solar irradiance can be classified as Direct Normal Irradiation (DNI), Global 
Horizontal Irradiation (GHI) and DIFfusion (DIF) [134]. DNI dominates in concentrated 
solar power plants and PV tracking systems are designed to keep their surfaces 
perpendicular to the sun’s direct rays. In addition, the impact of DIF is negligible if the 
residential PV panels are widely spaced (typical suburban or rural scenario). In the 
residential PV systems, fixed panels are used and therefore the generation depends 
primarily on GHI. In this study, the variation of PV generation only due to GHI is 
considered. 
The effect of CT on the solar generation can be quantified using the Clearness Index 
(CI) and Variability Index (VI). The daily CI is the ratio of solar energy measured on a 
given surface to the theoretical maximum energy on that same surface during a clear sky 
day. The maximum value of CI should ideally be 1. Clear sky solar insolation is 
measured as the normal distribution of the solar data for a particular season. The peak of 
the distribution is taken from the mean of solar data. CI can be expressed in (5.4) 
 
 
(5.4) 
 
On the other hand, VI is the ratio between the length of measured irradiance plot 
(obtained from real-time data) and the clear sky irradiance plot (ideal normal distribution 
Measured Solar InsolationClearness Index
Calculated Clear Sky Solar Insolation
=
 Page 114 of 190 
 
of solar irradiance) as in (5.5). The curve length between two consecutive points is 
measured using a line segment. The VI can vary from 1 to 25. VI can be expressed by 
the following equation: 
 
 
(5.5) 
 
VI is then normalised by the maximum VI for the season (VImax) as in (5.6) 
max
normalized
VIVI
VI
=  
(5.6) 
 
The CT effect is inversely proportionate to CI and proportionate to VInormalised and 
simply can be represented as a linear combination of CI inverse and VInormalised as shown 
in (5.7). 
10.5* 0.5* normalisedCT VICI
 = + 
 
 
(5.7) 
 
Finally the NetGenN value after considering the solar radiation and CT effect comes in 
the form of (5.8) 
N
GHINetGen
CT
=  
(5.8) 
Considering the CT and solar radiation effect on PV generation, Probability Density 
Function (PDF) is determined for the “Net Generation” process using various NetGenN 
states for all N. Although PV generation is considered as a normal distribution, “Net 
Generation” process has a different characteristic. As peak solar irradiation is available 
only for few hours in a day and load demand is consistent throughout the day, the overall 
distribution of “Net Generation” shows positive skewness and hence belongs to the 
family of Pearson distribution [135]. Depending on the higher order moments (e.g. 
Length of Measured Irradiance PlotVariability Index
Length of Clear Sky Irradiance Plot
=
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skewness, kurtosis), Pearson distribution can be of different types as shown in TABLE 
5.1. The PDF of a given Pearson distribution can be considered as F(x) = C0+C1x+C2x2, 
with coefficients C0 = 4υ2-3υ1; C1 = √υ1 (υ2+3) and C2 = 2υ2-3υ1-6, where υ1 is the square 
of the skewness and υ2 is the kurtosis. Using υ1, υ2 and ω (another variable defined as 
C12/4C0C2), the appropriate type of Pearson distribution can be determined. After 
determining the mean ( NetGenµ ), standard deviation ( NetGenσ ), skewness ( 1 NetGenn ) and 
kurtosis ( 2NetGenn ) of the “Net Generation” process, the appropriate distribution and 
hence the PDF is determined from the Pearson family. 
 
TABLE 5.1. Condition for different Pearson distribution types 
Condition Distribution Type 
υ2 = 3 Standard normal distribution (Type 0) 
0<ω<1 Four parameter beta distribution (Type 1) 
υ2 < 3 Symmetric four parameter beta distribution (Type 2) 
ω< 0 Inverse gamma distribution with location scale 
(Type 5) 
υ2 > 3 t-distribution (Type 7) 
else Pearson IV distribution (Type 4) or F-distribution 
(Type 6) 
 
Using the net power generation from each bus, the mismatch vector [∆P; ∆Q], which 
is used to calculate the voltage changes at each bus using (5.9). 
 
1 2
3 4
| | J JV P
J J Qδ
∆ ∆    
=     ∆ ∆    
 
(5.9) 
 
Considering ξ to be the set of states where the voltages remain within acceptable limit 
(+ 6% of the base value), whenever the voltages are violated, it enters into a different 
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state, sayξ . An additional voltage control approach is required to take the voltages back 
into the set ξ. If the voltage is violated at Kth time, then 
 
K=min{N: NetGenN є ξ } (5.10) 
The probability of recurrence in state ξ  is calculated; where again the voltage 
control approach is required. Let λbe defined as an event when voltage is violated at a 
particular time N. The total occurrences of voltage violation (i. e. total occurrences of 
voltages enter into stateξ ) is determined and then the probability of λ is calculated as: 
Pr(λ)=Pr{NetGenN є ξ  | NetGenK є ξ } for all K (5.11) 
Pr(λ) indicates the percentage of times when the voltage violation is occured and 
when additional voltage control is required. Finally, if Pr(λ) is greater than 0.5 (i. e. 
voltage violation occurs more than 50% of the time), the integration of additional 
voltage control methods such as RCPVI or the combination of RCPVI and droop-based 
BES is essential to keep the voltages within the acceptable range. Even if Pr(λ) is less 
than 0.5, voltage violation still occurs; however the frequency is not too high to integrate 
additional voltage control methods. 
 
5.3 Simulation results 
To simulate the worst case scenario, summer PV generation and load profiles are 
considered for the test network described in Chapter 4 (Section 4.4). To consider the 
impact of CT on PV generation, real data are taken from the University of Queensland 
(UQ) [117]. CI and VI are determined for the whole year 2012 using (5.4) and (5.5). 
Using both the indices, four types of days are classified as i) high variability (with 
VI>12), ii) moderate variability (3≤VI≤12), iii) overcast (VI<3 and CI<0.4) and iv) clear 
(VI<3 and CI>0.4). CI and VI are calculated for 1 minute, 15 minute and 1 hour data 
and are shown in Fig. 5.1. It is seen that the variability due to CT is negligible while 
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taking the hourly data. For the determination of BES sizing, the hourly data are 
considered as BES does not need to charge/discharge every 15 minutes or so. 
Using the hourly data, the probability distribution analysis is performed as discussed 
above. It is found that the “Net Generation” process satisfies the conditions for Pearson 
type 5 distribution (inverse gamma distribution with location parameter) with skewness 
and kurtosis values of 0.833 and 2.81 respectively. The actual hourly data are also 
plotted as a histogram to verify the accuracy of the probability analysis. Fig. 5.2 shows 
the histogram and the corresponding Pearson 5 distribution (α = 6.866, β = 28.763, γ = -
5.28, the detailed equation for the Pearson 5 distribution is provided in the appendix). 
Using EasyFit software [136] the “goodness of fit” for the distribution is found 0.07215 
using the Kolmogorov-Smirnov test, which reassures that the Pearson 5 PDF is a good 
representation of the actual solar generation and load profile. The Pearson 5 PDF is used 
for the DTMC “Net Generation” process and a finite set of statesξ  is obtained. Using 
these data, the probability of the occurrence of voltage violations, Pr(λ), is found to be 
0.7. Therefore, additional voltage control methods such as RCPVI alone or the 
combination of RCPVI and BES are required to improve the voltage profile. 
 
Fig. 5.1. Percentage of different types of days using CI and VI using 1 minute, 15 
minute and 1 hour solar data 
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Fig. 5.2. Histogram and Pearson 5 distribution for “Net Generation” 
 
5.4 BES utilisation with seasonal variation 
Using the estimated solar PV generation of each hour over a year (2012), the 
percentage utilisation of the BES capacity is determined. BES capacity is the size 
determined from the worst case analysis in previous chapter (Section 4.6). During the 
simulation, random load profiles with two distinct seasonal variations, namely winter 
(April-September) and summer (October-March) are considered for every house in the 
network. Using the estimated PV generation values and random load profiles, the load 
flow is run for each hour of the year (total 24*366 times) to determine the daily BES 
utilisation percentages for the year 2012 for all the houses. The coordinated control 
algorithm with the PV inverter and variable droop-based BES is considered for all the 
simulations. 
The results of the BES utilisation are summarised in Fig. 5.3. The BES system is 
underutilised (<10% of BES capacity) for only 16.2% of the time (59 days/year). The 
BES sizing determined from the developed algorithm is well utilised for 50.5% of the 
time (185 days/year). 
 Page 119 of 190 
 
 
Fig. 5.3. Utilisation of BES over the year 2012 
 
5.5 Impact of R/X ratio variation and end users’ 
participation on battery sizing: 
The BES capacity varies for different networks having different R/X ratios. The 
required BES sizing is shown for several R/X ratios higher than RXcri in Fig. 5.4 
(considering the BES round trip efficiency of 0.9). RXcri is defined in section 3.6. A 
tremendous increase in the BES sizing is observed for feeders with an R/X ratio beyond 
extremely high value such as 10. Highly resistive lines have higher losses and hence 
worse voltage profiles. A modification factor (mmf) needs to be multiplied with the droop 
coefficient (mvd) in order to calculate the required BES sizing. Due to multiplication with 
mmf, a step rise in the BES sizing is observed for R/X ratio over 10. mmf is defined as 
(5.12). 
 
(5.13) 
Where, RX is the R/X ratio value between each house and corresponding bus. The mmf 
values for different R/X ratios (11~15) are shown in TABLE 5.2. 
 
 
16.2% of time 
33.3% of time 
50.5% of time <10% of BES capacity
11%-50% of BES capacity
>50% of BES capacity
max( / )
mf
cri
V Pm
RX RX
∆ ∆
=
−
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TABLE 5.2. Modification factor values for different R/X ratios 
R/X ratio 11 12 13 14 15 
mmf 1.56 2.12 2.75 3.46 4.25 
 
 
Fig. 5.4. BES sizing with R/X ratio 
The required BES sizing also depends on the participation of the community 
members. If some of the community members do not wish to participate in the grid 
reinforcement process, other members may need to install higher capacity BES. The 
capacity of BES increases with the decreased participation of the members (shown in 
Fig. 5.5). BES capacity also varies with the position of the non-participating houses. Fig. 
5.6shows the required BES capacity in the network if the position of two non-
participating houses changes from bus 1 to bus 6 (end of the feeder, referring to Fig. 
4.3). With the increase in distance along the feeder, the BES capacity from other houses 
increases proportionately. If the houses towards the end of the feeder choose not to 
participate in the coordinated algorithm, the network would require higher BES capacity 
from rest of the houses in order to maintain the acceptable voltage profile. These end-
users’ will also definitely benefit more. The R/X ratio beyond 10 requires mmf resulting 
in higher BES capacity. 
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So far, in all the simulations, the capacity of PV inverters is considered to be the 
same. TABLE 5.3 shows the effect of differently sized PV inverters in the feeder on the 
required BES capacity for each house. 
 
TABLE 5.3. BES capacity with different set of PV generations for all the houses 
House H 1/2 H 3/4 H 5/6 H 7/8 H 9/10 H 11/12 Total 
PV gen (kW) 5.48 0.91 4.95 3.23 5.98 0.47 42.05 
BES (kWh) 1 1 1 1 1 1 12 
PV gen (kW) 5.21 2.51 2.4 1.56 4.8 2.59 38.13 
BES (kWh) 0.9 0.9 0.9 0.9 0.9 0.9 10.8 
PV gen (kW) 2.66 0.64 5.77 0.03 4.65 4.9 37.3 
BES (kWh) 0.8 0.8 0.8 0.8 0.8 0.8 9.6 
PV gen (kW) 0.09 0.26 1.01 3.89 4.39 3.89 27.07 
BES (kWh) 0.4 0.4 0.4 0.4 0.4 0.4 4.8 
PV gen (kW) 2.34 1.45 2.42 0.58 0.79 5.65 26.47 
BES (kWh) 0.3 0.3 0.3 0.3 0.3 0.3 3.6 
 
Fig. 5.5. BES capacity with percentage of non-participating members 
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Fig. 5.6. BES capacity with the position of non-participating houses 
 
With the decrease in the total generation, the BES capacity also decreases. In the 
simulated results, the total generation of 72 kW from the residential PV (6 kW*12 
houses) requires a total BES capacity of 22.4 kWh (1.87 kWh*12 houses). After 
incorporating a random factor in the PV generation, all the houses now have a different 
generation. The total BES capacity reduced to 12 kWh with the decrease in the total 
generation to 42.05 kW. Gradually the total BES capacity reduces even further with 
decreased PV generation. 
 
5.6 Economics of a system wide distributed BES 
System wide storage can support the increased growth in peak demand by deferring 
the immediate network reinforcement. Several communities can participate together in a 
similar program to eliminate over-voltage and support during peak demand from stored 
energy to defer the investment from DNSP up to a certain time period. Peak demand 
lasts for a very short duration, which can be illustrated from the load duration curve of 
the utility. Fig. 5.7 shows the 2009-10 load duration curve for an Australian utility 
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company. System peak demand increases from 4,200 MW to 5,040 MW for only 2% of 
the time in a year [116]. Localised distributed BES systems can provide support during 
these short periods. 
 
 
Fig. 5.7. ENERGEX load duration curve (2009-10) 
 
Assuming that during peak demand, the average market clearing price is increased by 
$100/MWh. Hence, delivering the peak demand of 840MW for 2% of the time (147 
GWh of energy) the electricity market cost would increase by $14.7 million annually. In 
contrast, a total of $67.4 million would be required if this energy was to be supplied by 
distributed BES systems (assuming $670 for 2 kWh battery, using one charging-
discharging cycle/day for 365 days in a year). These are only indicative figures and the 
active power losses in the systems are neglected. It also assumes that BES systems will 
be available at every house or community. Nevertheless, this cost comparison does 
indicate that the cost of a BES system would pay for itself in almost 4.5 years. 
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Fig. 5.8. Signal flow for the operation algorithm 
 
 
 
5.7 Various command signals required for the 
operation of coordinated control 
Successful operation of the substation voltage controller largely depends on smooth 
communication between all the servers. Three basic types of signals are identified for 
the communication infrastructure along with the “request” and “acknowledgement” 
signals. This section provides a brief description of these control signals. Flow of the 
associated control signals are shown in Fig. 5.8. 
Indicates signal flow to/from the corresponding house.             
Indicates broadcasted signal flow to all the houses 
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Fig. 5.9. Sketch of RCPVIcommand signal 
5.7.1 RCPVI command signal 
Substation controller determines the required amount of RCPVI in conjunction with 
operating Power factor (PF) of PV inverter and sends this signal to each IPVI or IPVBS. 
A sketch of this signal is shown in Fig. 5.9. The equations used for determining Vdiffn and 
Qreqn were set out in Chapter 3 (Section 3.2). 
 
5.7.2 Droop command signal 
The algorithm of the droop command signal was mainly developed on Chapter 4 and 
described with all necessary equations in section 4.2. 
Input: Network parameter, PV generation and load data are received by 
substation controller every hour. 
Output: Required amount of reactive compensation from each IPVI (Qreqn) 
during that hour. 
1. Identify whether Vn>1.06 pu or Vn<0.94 pu? for particular ‘nth’ house 
2. if No, RCPVI is not required and it comes to an end 
3. if Yes, calculate difference voltage (Vdiffn) and Qreqn for particular ‘nth’ house 
following equation (3.1) and (3.3). 
4. Is Qreqnwithin the PV inverter capacity (QGmax)? 
5. if Yes, go to next step 
6. if No, set Qreqn to QGmax. Then go to next step. 
7. Run the load flow again and identify whether Vn>1.06 pu or Vn<0.94 pu?, for 
particular ‘nth’ house 
8. Set Qreqn= QGmax for those identified ‘nth’ houses and determine Qn, required for 
other houses. 
9. The process comes to an end when all the houses voltages fall within 
acceptable range or reach the maximum inverter capacity. 
10. end 
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Fig. 5.10.Sketch of En, supplied signal 
 
5.7.3 En,supplied command signal 
Stored energy is supplied back to respective houses during the peak demand time 
(usually around 8 pm). It gives benefits to both the customers and the DNSPs. 
The substation controller calculates En, supplied for a particular hour and passes this 
information through En, supplied signal. A sketch of this signal is shown in Fig. 5.10.The 
necessary equation to calculate En, supplied was shown in (4.10). 
 
Input: Network parameter, Load data and SoC of all BES 
Output: Supplied Energy from BES (En,supplied) signal 
This algorithm works only when two conditions are satisfied, i) PV generation 
is zero and ii) House voltage (Vn) is less than 0.94 pu for any ‘n’ houses 
1. Check whether PVgen=0 and Vn<0.94 pu for any ‘n’ houses. 
2. if No, energy supply from BES is not required and it comes to an end. 
3. if Yes, calculate En,supplied for all ‘n’ houses 
4. Check the SoC of each BES; whether it goes beyond 10% of total capacity? 
5. if No, send the En,supplied signal to IPVBS to supply this energy through the 
whole hour 
6. if Yes, set En,supplied=En, remaining and determine Qreqn 
7. Send “RCPVI” and “En,supplied” signals to IPVBS to supply energy from BES 
and reactive power from PV inverter parallel 
8. end 
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5.8 Low cost solution for realising coordinated control 
using PLC 
A unified data model and communication network is required to ensure the smooth 
communication of control signals for the coordinated operation. Using PLC to ensure the 
data communication between the servers is an ancient approach. Main advantage of 
using PLC is to use the pre-existing power line network. Existence of a widespread and 
omnipresent power network for all the end users can omit the deployment cost in 
networking infrastructure, like dedicated cables or antennas. Communication 
requirement in PLC is completely protocol dependent. For example, in case of fault 
management, the objective is to instantly and accurately identify the fault feeders and 
trigger the protection action [92], [93]. One of the key Quality of Service (QoS) 
measures for such protective actions is “Message Deliver Delay”. PLC may not be a 
suitable medium for such actions. Ultra narrow band, Narrow Band (NB) and broadband 
are three main classes of PLC. Broadband PLC technique can support higher data rate, 
but it comes with an expense of higher operational frequency spectrum (1.8-250 MHz) 
[137]. In fact, power lines are not specially designed for data communication, so higher 
frequency spectrum will result signal attenuation. NB PLC has been proposed in this 
research considering moderate operational frequency spectrum (3-500 kHz), moderate 
operational range and less attenuation. Moderate response time (2s-30s) is acceptable for 
proposed operation algorithm and hence NB PLC appears to be a suitable medium for 
such communication. To ensure the coordinated system control in a complex system 
with lot of servers, there should be a unified data model to communicate between the 
servers. Distribution Network Protocol 3.0 (DNP3) can be used for the communication 
purpose with binary representation of the data set [138]. 
The overall data communication system consists of a centralised server located at the 
substation transformer and decentralised servers of IPVI/IPVBS at each house. The 
centralised server is considered as the “Master Server”. The decentralised servers at each 
house level are considered as “Slave Servers”. Mainly three types of signal are 
communicated between “Master Server” and “Slave Servers” namely RCPVI, droop and 
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En, supplied signal. Each of these signal messages is carried out to the “Slave Servers” after 
making the decisions at the substation level. Acknowledgement of all the messages is 
also required. For the smooth coordinated operation all the equipment should interpret 
all the parameters in the same way. Bit-wise binary representation of all the parameter 
values in a specific byte at different communication layer are considered in this research. 
Similar binary representation is also considered to represent any deciding event such as 
exceeding the critical or acceptable voltage. DNP3 is used as the data communication 
model in this research. DNP3 is the enhanced performance architecture (EPA) model of 
the 7-layer Open System Interconnection (OSI) model The DNP3 model which is the 3-
layer subset of 7-layer OSI model is developed by International Electro-Technical 
Commission (IEC). The three layers used in this model are the two hardware layers at 
the bottom (physical and data link layer) and the top software layer (application layer). 
In addition to these layers, DNP3 adds another pseudo-transport layer to add some 
transport functions. This pseudo-transport layer corresponds to the transport layer and 
network layer of the OSI model with limited functionality. Fig.5.11 shows the relation 
between the DNP3 model and OSI reference model. The original message arising from 
the application layer can also generate from the “User application” depending on the 
situation. “User application” layer can be visualised as a layer above the application 
layer and the input in this layer may come from the servers directly with/without 
processing or from Human Computer Interaction (HCI). All the associated messages are 
described in below section. 
 
Fig.5.11. Relationship of DNP3 model to OSI model 
 Page 129 of 190 
 
DNP3 model works in “Multi drop from one master” topology (Fig. 5.12). In the 
overall operation algorithm “Master Server” needs to communicate with all the “Slave 
Servers” individually (RCPVI is sent to the specific IPVI/IPVBS) or may need to 
broadcast the signal (in the case of energy supply from all the BES at the same time). To 
incorporate both the communication type (either one to one communication or 
broadcast) from the “Master Server”, among the four available network topologies 
“multi-drop from one master” is the most suitable. Other available topologies are 
“master-slave”, “hierarchical with intermediate data concentrators” and “multiple 
masters”. In the proposed DNP3 model “Full Duplex” procedure is considered in the 
physical layer. Direct link with Full Duplex procedure is the most appropriate one in 
case “Multi drop from one master” topology. Probable collisions can be avoided as all 
the “Slave Servers” have dedicated channel with the “Master Server”. In the “multi-drop 
from one master” topology, DNP3 model performs in “balanced” mode. At the data link 
layer, the term “balanced” and “unbalanced” are used to describe whether all stations 
may initiate communications or not. In the proposed operation algorithm, it is required 
to initiate the communication from the “Slave Servers” when critical or acceptable 
voltage is exceeded, whereas the “Master Server” needs to send the associated RCPVI, 
droop and En, supplied signals. 
 
 
Fig. 5.12. Multi-drop from one master topology 
 
5.9 Message formation in the coordinated operation 
Organization of different layers in the DNP3 model is shown in Fig.5.11. Data 
request or acknowledgement message signals (for both “Master Server” and “Slave 
Server”) are generated at first in the application layer in bytes using the binary logic. 
Then the message goes down to subsequent lower levels and adds header information 
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byte/bytes. Finally in the physical layer the message is transmitted to the peer. Physical 
layer ensures the connectivity among the “Master Server” with the “Slave Servers”. In 
the message formation process in different communication layers, the message becomes 
larger in size even with zero size messages. When sending the acknowledgement signal, 
though original message is significantly small (only one significant bit setting the 
acknowledgement bit to 1), it becomes much larger after assembling the additional 
header in the subsequent lower layers. In the receiving end, the complete message is 
received at the physical layer. Necessary action or responses are obtained from the 
application layer. So, the message goes in the subsequent upper level this time, 
disassembles into the smaller units of data and finally the original message is revealed in 
the application layer. Message formation in DNP3 is shown in Fig.5.13. 
 
 
Fig.5.13. Build-up of DNP3 message 
 
While sending or receiving the acknowledgement of any associated signal, original 
message data is empty. The acknowledgement information bit contains in the control 
byte header (Link Protocol Data Unit-LPDU) in the data link layer. The information bit 
containing direction of message flow is also contained in the control byte. Link “reset” is 
required to enable the communication between servers in each hour. The Frame Count 
Bit (FCB) and Frame Count Valid bit (FCV) in the control byte are used for primary 
messages. Primary stations initiate the “reset” performance to a secondary station. 
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Primary stations synchronise the FCB so that FCB=1 expected by the secondary for the 
transaction following the “reset”. FCV enables the use of the FCB. 
Definition 1: Primary message: Primary message is defined as the message initiated 
from the server that enables the communication. The server is known as the primary 
station. It can be either “Master Server” or any “Slave Servers”. 
Definition 2: Secondary message: Secondary server is the receiving server that 
receives the initiated message from the primary station. It can be either “Master Server” 
or any “Slave Servers”. Secondary message is defined as the message received at the 
secondary station. 
Pseudo-Transport Layer in DNP3 has limited functionality compared to the OSI 
model. It performs the limited functionality of Network layer and Transport layer of OSI 
model. As a result it is named as “Pseudo-transport” in DNP3 model. Pseudo-transport 
performs the assembling and dissembling of data fragments. If the original message 
generated in application layer is significantly larger (more than 2048 bytes), data is 
fragmented. As a subsequent lower layer, pseudo-transport assembles and disassembles 
these fragments. In the proposed algorithm, original data message is not large at all 
(maximum 4 bytes), so there is no functionality of pseudo-transport layer. Application 
layer is the highest level of the protocol. “Master Server” generates the application level 
request message in conjunction with the “User application” layer. Original data message 
is contained in the Application Service Data Unit (ASDU). When the “Master Server” 
request for any specific data from the “Slave Servers” such as PV generation and load 
data of each house; the required data type is indicated by the bit representation of the 
ASDU. 
Below section illustrates the message formation in the operation algorithm (shown in 
Fig. 4.7). Overall operation process is broadly divided in two scenarios, i) only RCPVI 
is sufficient to address the voltage violation problem; ii) coordinated control of droop 
based BES and RCPVI is required to address the voltage violation problem. 
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5.9.1 Scenario 1: RCPVI signal only 
The following actions are carried out in the scenario where only the RCPVI is 
sufficient to address the voltage violation problem: 
1. Central server needs to run the load flow every hour to check the voltage level 
at each house. So “Master Server” broadcasts the REQUEST for PV generation and 
load data to all the houses with IPVI (Slave Servers). For this broadcast REQUEST 
“Master Server” sets 1 to the Least Significant Bit (LSB) of ASDU. 
 
2. All IPVI (Slave Servers) send acknowledgement (ACK) of the REQUEST to 
“Master Server”. For sending the ACK message, “Slave Servers” just set the ACK bit 
to 1 in the control byte header. It will not require any ASDU. 
 
3. In RESPONSE to the REQUEST from “Master Server”, now the “Slave 
Servers” send the information (PV generation and load data). While sending the 
RESPONSE, “Slave Servers” use 4 bytes (2 bytes each for PV generation data and 
load data) as ASDU. Data formation in ASDU is shown in Fig. 5.14. Byte 1 and byte 
3 are used to represent 2 digit decimal fractions (0-99). On the other hand, byte 2 and 
byte 4 are used to represent the integer of PV generation data and load data 
respectively. 
 
 
Fig. 5.14. Data formation in ASDU for PV generation and load data 
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4. Upon receiving the RESPONSE from the “Slave Servers”, the “Master Server” 
sends ACK message (setting the control byte header only) individually to each 
“Slave Server”. 
 
5. After having the updated PV generation and load data, “Master Server” collects 
additional information (e.g. no of bus, Base kVA, power factor) from the central 
database to run the load flow. 
 
6. Then it determines the required reactive power if the voltage is violated. 
 
7. Now the “Master Server” sends the RCPVI signal to the respective IPVI (Slave 
Servers). 2 bytes are used in each ASDU message. Byte 2 which represents the 
integer part of the reactive power, the Most Significant Bit (MSB) is used as the 
sign (SGN) bit. Setting this bit to 1 represents –Q, indicates the absorption of 
reactive power from the IPVI. While setting the SGN bit to 0 represents +Q, 
indicates that the IPVI is supplying the reactive power. The bit representations of 
ASDU message are shown in Fig. 5.15. 
 
 
Fig. 5.15. Data formation in ASDU for reactive power data 
 
If any house does not require RCPVI (i.e. voltage is within the limit), “Master 
Server” does not send any signal and therefore does not wait for any ACK message. 
 
8. Using the above communication protocol, “Master Server” communicates with 
all the “Slave Servers” to send appropriate RCPVI signal. 
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5.9.2 Scenario 2: Coordinated operation 
In the coordinated approach, the droop based storage in BES from the PV generation 
starts before the voltage level reaches the upper acceptable limit (1.06 pu). Storage starts 
as soon as voltage exceeds the Vcri. The following communication steps are carried out: 
1. Centralised “Master Server” runs the load flow at each hour following the same 
signal communication protocol mentioned in Section 5.9.1, steps 1-5. 
 
2. After running the load flow, “Master Server” determines the variable droop co-
efficient for all “Slave Servers” and sends the droop signal. This signal carries the 
amount of real power to be stored in the respective BES over the next hour. The 
ASDU of the signal message contains 2 bytes to represent the integer (byte 2) and 
fractional part (byte 1) of the stored energy. MSB of byte 2 is the SGN bit which 
indicates the energy storage or supply (1 represents storage and 0 represents supply). 
All “Slave Servers” send the ACK message, and then performs the operation 
accordingly. The bit representations of ASDU message are shown in Fig. 5.16. 
 
 
Fig. 5.16 Data formation in ASDU for BES energy data 
 
3. En,supplied signal is sent when voltage goes below the lower acceptable range 
(0.94 pu). After running the load flow (steps 1-5 in Section 5.9.1), “Master Server” 
broadcasts the amount of energy supply to all the “Slave Servers” following the same 
bit representations of ASDU shown in Fig. 5.16. 
 
All these signals are followed by ACK message from the secondary terminals. 
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5.10 Calculation on data throughput 
To ensure the feasibility of proposed PLC network to carry the requests and 
responses associated with all the command signals, it is a must to measure the data 
throughput and maximum allowable number of clients that a central server can handle at 
a time. The maximum data throughput (in kbps) of a PLC communication link can be 
measured as, 
 
8*
1024
bytes
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round
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Data
t
 
=  
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(5.14) 
 
Where, DataTP is the Maximum data throughput (in kbps) 
PSbytes is the total packet size in bytes 
tround is the total round trip time 
 
At first, it is required to calculate the total packet size when the central server asks for 
the PV generation and load data (PG, QG, PL, QL) from the “Slave Servers”. When the 
central server makes a “REQUEST” for data, the Application Service Data Unit (ASDU) 
does not contain any information, but several header bytes are added with it while going 
down to the message layers. In Application layer, Application Protocol Control 
Information (APCI) header is added with it. As the message is a “REQUEST” 2 bytes of 
APCI header is added and named as Application Protocol Data Unit (APDU). Size of 
APDU is 3 bytes (1 byte header and 2 bytes of APCI). In the pseudo-transport layer, 
usually larger size data (more than 250 bytes) are segmented into frames of maximum 
250 byte size. The APDU from the application is often termed as Transport Service Data 
Unit (TSDU) in the pseudo-transport. The packet size becomes 4 bytes with one more 
header. After that, the data link layer includes a pair of Cyclic Redundancy Code (CRC) 
bytes for every 16 bytes [139]. The functionality of CRC is mainly the error detections. 
This layer also adds 10 bytes header to each of TSDU, finally the total packet size 
becomes 16 bytes (10 bytes header in data link layer, 2 bytes of CRC and 4 bytes 
TSDU). Finally the physical layer converters the data packet from “frame type” to “bit 
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stream” and transfer through the power line to the corresponding “Slave Server”. In 
response to this “REQUEST”, all the “Slave Servers” provide their PV generation and 
load data (PG, QG, PL, QL). 
Each of these data contains 2 bytes in ASDU message (1 byte for the integer and 
another byte for the fraction). As a “RESPONSE” message ASDU will have 1 byte 
header and 4 bytes APCI to form the 7 byte APDU message. Again in pseudo-transport 
layer this message is named as TSDU with one additional header. Overall message size 
becomes 20 bytes in data link layer (10 bytes header in data link layer, 2 bytes of CRC 
and 8 bytes TSDU). Then the responses are transmitted to the central server for each of 
the required data (PG, QG, PL, QL). Finally the total data packet size becomes 96 bytes 
(16 bytes for the “REQUEST” from central server and 20 bytes for each of four data 
“RESPONSE” from each “Slave Server”). Acceptable moderate response time for the 
proposed coordinated algorithm is considered as 2s-30s. To accomplish the control 
action within the lowest acceptable time, these data packets will be send/receive in 0.5s 
(0.5s to collect data, another minute to run the control algorithm by central server and 
rest 0.5s to deliver the appropriate signal to corresponding “Slave Server”). Maximum 
data throughput (in kbps) is calculated using (5.14) 
 
96 8 * 1.5 
0.5 1024TP
Calculated Data kbps = = 
 
 
(5.15) 
 
According to IEEE standard 1901.2, narrow band PLC can support data rates of up to 
500 kbps [44]. 
Therefore, the central server will be able to support approximately 333 
(500/1.5=333.33) numbers of clients i.e. “Slave Servers” perfectly at a time. As each of 
the sub-station will contain at least one central server or “Master Server”, the above 
calculations justify the suitability of PLC for the communication medium of proposed 
coordinated algorithm. 
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5.11 Modulation techniques 
Signal carrier in NB PLC need to represent only two bits, i.e. one or zero. It makes 
the modulation technique much simpler which can be done using a single carrier. 
Amplitude, frequency or phase – any characteristics of the message signals can be 
modulated to represent the binary control bytes and transmit them through PLC. As the 
developed algorithm requires to transmit maximum 96 bytes at a time with a bit rate of 
1.5 kbps, moderately low data rate is of PLC is sufficient. However, the performance 
can be affected by some factors such as signal attenuation, noise disturbance and 
interference. 
PLC is not specially designed for any kind of signal transmission. Therefore, it is 
highly influenced by the mentioned factors particularly when transmitting in higher 
frequency to accommodate higher data rate (in the range of Mbps). Using lower 
frequency (<500 kHz) in transmitting comes with a disadvantage of lower data rate, but 
minimises the impacts of attenuation, noise and interference. As per IEEE standard 
1901.2, PLC can support up to a data rate of 500 kbps which is more than sufficient for 
the developed algorithm. Signal attenuation shows slowly time-varying characteristics in 
lower frequency band as it does not generate standing waves. It reduces the likelihood of 
narrowband fading. Signal attenuation that arises from the network load can be of the 
order of 40 dB/km or 100 dB/km. In fact, attenuation arising from network loads can be 
minimised with evenly distributed load over the distribution line. In such case, the 
relation between signal attenuation and distance can be considered to be approximately 
exponential. For PLC network, the received signal power can be mathematically 
formulated as a function of the distance between the transmitting and receiving end. The 
received signal power at distance d (meters), Pre (d), from the transmitter can be 
approximately written as 
 
Pre(d)=Ptr*10-(ka*d) [W] (5.16) 
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Where, Ptr is the transmitted power and kais a constant that expresses the attenuation. 
On a standard channel with an attenuation of 40 dB/km, ka results as 0.004. For a bad 
channel we might have an attenuation of 100 dB/km and thus ka=0.01. It allows a 
reliable communication (i. e. receiver receives undistorted message from transmitter) of 
up to 1.5 km. Transmitting and receiving of all the signals in the proposed operation 
algorithm can be considered to be reliable in a distribution network. 
 
5.12 Discussion 
This chapter describes a coordinated operation algorithm to ensure large electricity 
generation from PVs keeping the voltage within acceptable limit. This is a 
comprehensive approach which takes into account of all network parameters and feeder 
characteristics. Operation algorithm introduces a novel technique of using RCPVI and a 
coordinated control of using RCPVI and droop based BES. The selection of the 
appropriate control depends on the feeder characteristics, PV generation and load 
profile. Such coordinated operation demand well-defined communication protocol in the 
entire network. Utilising the existing PLC network can be an effective solution. As an 
integral part of the operation algorithm unified data model, communication network 
architecture and protocol are briefly introduced. Overall algorithm is quite a 
comprehensive solution to address voltage violation problem in a residential distribution 
feeder assuring the continued high penetration of PV systems. 
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Chapter 6  
Probabilistic Distribution Load Flow 
Analysis with high level of PVs 
6.1 Background 
Distribution system is basically designed as a passive network for energy delivery to 
end users in traditional electricity network. Increasing contribution in electricity 
generation from PV systems introduce several technical challenges in distribution 
network. Over voltage problem is the most alarming among them. Several techniques 
have already been proposed by researchers to address the over voltage problem. 
However, most of the techniques are developed based on deterministic load flow study 
which does not consider any variability or uncertainty. Intermittent characteristics of PV 
generation and load demand introduce substantial amount of uncertainty in the power 
flow studies in distribution network. As a result, probabilistic load flow studies with 
high level penetration of PV are becoming important. 
Probabilistic method characterizes the variability in system input (such as generation 
and load) by suitable probability distribution and thus incorporates the variability or 
uncertainty into the analysis. Application of probabilistic analysis to the power system 
load flow was first introduced by Borkowska in 1974 [65]. With gradual development in 
the conceptual framework and analysis techniques over the decades, probabilistic 
approaches in power system have been widely classified in two categories; Stochastic 
Load Flow (SLF) [140]-[142] and Probabilistic Load Flow (PLF). SLF primarily focus 
 Page 140 of 190 
 
on short time variability [67]. Since this research focus on the variability of PV 
generation and load in the voltage profile for a relatively wide span of time, PLF 
analysis is more appropriate. Among the PLF techniques, Monte Carlo (MC) is the 
traditional and most accurate approach. It is a numerical method which performs 
deterministic load flow repeatedly for a significant number of times to precisely 
represent the entire distribution of system inputs [143]. Huge computational burden 
makes this MC simulation unattractive. Most of the researchers only use it for accuracy 
and computation time comparison. The conventional convolution technique is another 
way to perform PLF analytically. Convolution of probability density function (PDF) of 
input random variables can only be performed if the system is linear and input variables 
are independent to each other [144]. The state vector and power flow outputs are 
represented as a linear combination of input variables after applying linearization 
technique and hence the convolution is performed [66]. The major drawback associated 
with this approach is the high requirement of storage and computation time. In the 
conventional convolution technique each input variable function is discretized by x1 
impulses which are convolved with another variable discretized by x2 impulses will have 
x1*x2 impulses [145]. As a result, probabilistic representation of a single power flow 
requires extensive computation which is not feasible for real time simulations. 
Moreover, the systems with several control algorithms always cannot be linearize 
accurately. 
There are some other popular analytical PLF techniques such as point estimation 
method (PEM) and multi-linear simulation method (MLSM). PEM calculates the 
statistical moments of the power flow by running 2m number of calculations for m 
number of input random variables. All the 2m calculations are weighted following 
certain procedures [73], [146]. Though this method comes with reasonable computation 
time, its accuracy is sensitive to the complexity of the system. Another analytical PLF 
technique, MLSM requires linearization of power flow equations around several 
operating points which is not suitable for systems with complex control algorithms 
[147]. In recent time, moment based PLF techniques such as Cumulants Combined with 
Gram-Charler expansion (CCGC), Cornish Fisher (CF) expansion are becoming popular. 
Application of CCGC in power system problems with integration of renewable energy 
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are discussed in [67], [148]. It uses cumulants and Gram-Charlier series to express the 
PDF and cumulative distribution function (CDF) to represent each input random variable 
to consider their variability. The power flow calculations are performed using 
consecutive summation of weighted derivatives of PDF/CDF up to a chosen order of 
expansion to ensure the convergence. For non-Gaussian PDF, CCGC faces serious 
convergence problem. Moreover, the increase in expansion order cannot assure the 
convergence or any improvement in results [149]. On the other hand, CF gives better 
result in the similar situation without any computation burden; however, its accuracy 
degrades significantly for complex systems [150]. 
Usually most of the control algorithms developed to address the over voltage problem 
in distribution network require complex calculations. A control algorithm to utilize the 
reactive capability of PV inverter based on grid voltage and another coordinated control 
algorithm to utilize the reactive power and droop based energy storage in batteries is 
already developed in previous works (Chapter 3, Chapter 4). Droop co-efficient is 
calculated using the sensitivity matrix obtained from Jacobian after running the load 
flow. Deterministic load flow is used for both the algorithms. The algorithms give good 
performance in maintaining the acceptable voltage profile in different scenarios such as 
urban and rural networks. Moreover, linearization of power flow equations can be 
performed using the DC load flow equations in transmission system. High X/R ratio of 
transmission line gives the flexibility to neglect the resistance and hence the 
linearization is adequate. However, such linearization procedures are not applicable to 
distribution networks. In this chapter a PLF technique with Latin Hypercube Sampling 
(LHS) to address the over voltage problem is proposed. Rank correlation between the 
input random variables are also considered in this research using Cholesky 
Decomposition (CD). 
This chapter is organized as: Section 6.2 gives a brief description of the LHS 
technique and rank correlation with Cholesky decomposition. Section 6.3 introduces the 
test distribution system under study. It includes PV generation profile and load profile 
distribution with associated variation. This section also contains all the simulation 
results. Section 6.4 contains the validation of results with real network data. 
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6.2 Latin Hypercube Sampling 
Initial application of LHS is found in literature [152] as reactor safety study of 
nuclear power plant. It can estimate the safety by measuring the uncertainty of 
favourable outcomes of any system with multiple input variables. Now-a-days LHS is 
being used in power system analysis that involves the interaction of multiple random 
variables and as a result, intensive computation is required to obtain the outputs [71], 
[74]. LHS is based on the basic concepts of sampling and permutation. LHS yields 
stratified sample of all the input random variables. Sampling in LHS is performed in a 
way to characterize the entire distribution of each input random variable with sufficient 
number of representative samples. LHS makes equal probability interval from the 
distribution during sampling. These intervals may not be of equal distance along the 
distribution realization but of equal probability. Single sample is chosen from these non-
overlapping intervals. The number of intervals is equal to the sample size. One 
significant feature of LHS is its sampling over the entire spectrum of the distribution 
without discarding any tail-end values. As the tail-end values are less likely to occur, its 
realization interval distance is much longer compared to that of most likely values so 
that equal probability interval is maintained for the entire distribution. Similarly more 
sample values are obtained from highly probably segments (distribution realization 
interval is smaller due to equal probability interval). The sampled values thus actually 
represent the distribution. Same sampling procedure is individually applied for all the 
input random variables. 
Let us consider an output variable Y obtained from k number of input variables. 
Y = f (X) (6.1) 
X is the input variable matrix such as, 
X = [X1, X2, ….., Xk] (6.2) 
All the input random variables constitute a distribution vector D which represents 
their corresponding distribution such as, 
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D = [D1, D2, ….., Dk] (6.3) 
 
Fig. 6.1. Latin Hypercube Sampling with rank correlation 
 
Sampling from equal probability interval is performed individually for all the k input 
random variables. Fig. 6.1 shows the cumulative distribution of a random variable X1 
(consider, X1 is random PV generation values at 12 noon time). The distribution is 
divided into equal probability intervals along the Y-axis which results in variable 
distance of realization interval in the X-axis. At tail-end values the intervals are longer 
than the intervals of central values. Single sample value is taken from each of these non-
overlapping intervals as the mid-point of it. This is the mid-point from equal probability 
interval along the Y-axis. The sample value may not be the mid-point of corresponding 
realization interval along the X-axis. The corresponding value from each realization 
interval is mapped from the mid-point of probability interval (shown in dotted lines from 
mid-point of probability interval in Fig. 6.1). In the similar way, sample point (xs) is 
taken for all the intervals (1, 2, …, N2; N2 is the LHS sample size). Thus the sampling 
vector (SX1) is constructed for the input random variable X1 such as, 
SX1 = [xs1, xs2,…., xsi, …..xsj, …..xsN2] (6.4) 
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Same sampling and mapping methods are continued for all the input random 
variables in vector X to form the sampling matrix (SX) with dimension N2 X k. 
SX = [SX1, SX2, ….., SXk] (6.5) 
Where, SXk is the sampling vector for kth input random variable and defined similar to 
(6.4). 
LHS technique then pairs the values individually sampled from different input 
variables for k-dimensional system. Pairing scheme is simple for uncorrelated input 
random variables. Usually the input random variables are correlated for a distribution 
network. Let us consider, PV generation and load demand at 12 noon are the input 
variables for the system. Individual sample points taken by LHS method contain 
significant correlation between them. The correlation between the samples of two input 
variables can be minimized using Cholesky decomposition. Instead of making random 
pair of input variables, a particular permutation is considered according to the rank 
correlation matrix. During this process, an ordering matrix L is generated from the ranks 
of all input variables. L is the ordering matrix such as, 
L = [L1, L2, ….., Lk] (6.6) 
L1, L2, ….., Lk denote the rank of corresponding input random variables such as X1, X2, 
….., Xk. Each of L1, L2, ….., Lk are column vectors or ranking vectors with elements 
equal to the sample size. Finally, the ordering matrix Lis generated with the dimension 
N2 X k. The generation procedure of ordering matrix (L) is also shown inFig. 6.1. It 
starts after generating the sample point vector of a particular input random variable. In 
the previous paragraphs, a vector for sample points [xs1, xs2,…., xsi, …..xsj, …..xsN2] is 
already generated for the input random variable X1 (random PV generation values at 12 
noon). Each of these N2 numbers of samples are found out in the elementary random PV 
generation matrix (obtained during Monte Carlo with a large sample size of N1) and 
map the corresponding “index” from random PV generation matrix as the “rank” of 
input random variable X1. This constructs the ranking vector L1 for X1. Then ranking 
vector L2is constructed for input random variable X2 and paired with L1 in the next 
column. Similarly all the ranking vectors are constructed and form the ordering matrix 
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Lof dimension N2 X k. After the formation of L, the correlation between the ranks of 
input random variables is calculated as, 
1 2
cov(L)
* ....*
k
L
L L L
ρ
σ σ σ
=
 
(6.7) 
Where, ρL is the correlation matrix of L with a dimension of k X k. cov(L) is the 
covariance between the ranking vectors of all input variables. It results a covariance 
matrix of dimension k X k. nLσ  is the standard deviation of nth ranking vector; n= 1, 2, 
…, k 
As ρL is positive definite and symmetric, it can be decomposed by Cholesky 
decomposition in the following form, 
ρL = P*PT (6.8) 
Where, P is the lower triangular matrix with dimension k X k. It should be noted that, 
ρL to be positive definite and symmetric, LHS sample size should be larger than number 
of input random variables (N2>k). 
After that, a decomposed matrix (G) is constructed to have the rank correlated 
sampling matrix. G is matrix of dimension k X N2and is constructed following, 
G = P-1*LT (6.9) 
The correlation matrix of G results in an identity matrix of dimension k X k. If the 
correlation matrix of the decomposed matrix is different from identity, need to perform 
the Cholesky decomposition of it again and follow the same procedure. Then (6.9) is 
replaced by (6.10). 
G = (P-1*(P-1)T)*LT (6.10) 
As the elements of G may not be integer, it is unable to indicate the rank of sampling 
matrix (SX). So, all the ranking vectors (column) of ordering matrix (L) are updated as 
per the ascending order of each row in G. This procedure gives the updated ordering 
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matrix (Lup) after the “rank correlation” by the decomposed matrix (G). The process of 
rank correlation preserves the order of samples taken from each interval even with 
correlation between the input random variables [153], [154]. Lup is used to rank the 
permutations of input random variables in the sampling matrix (SX). In this way, the 
rank-correlated Latin Hypercube Sampling with Cholesky Decomposition (LHS-CD) is 
performed. The importance of rank correlation is explained more in later part of this 
chapter. The major steps are briefly outlined in below diagram: 
 
 
Fig. 6.2. Steps for the LHS with rank correlation by Cholesky decomposition 
 
This updated sampling matrix is used as the input during the load flow studies with 
coordinated algorithm to address over-voltage problem in distribution network. LHS is a 
preferred choice for sampling procedure when computationally demanding and non-
linear models are being studied. In power distribution system load flow studies are very 
crucial in determining the voltage, angle and line flows. Non-linear nature of load flow 
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simulations in distribution network makes the incorporation of PLF more challenging. 
Developed algorithm to utilize the reactive power from PV inverter to address the 
overvoltage problem in urban network and relevant simulations are performed with 
deterministic load flow. On the other hand, droop based coordinated algorithm is 
developed using the sensitivity matrix obtained from deterministic load flow [151]. In 
this part of research, same reactive control and droop based control algorithms are used 
for probabilistic load flow to maintain the voltage profile in different scenarios such as 
urban and rural networks. The objective of this paper is to introduce LHS as an efficient 
and generally applicable tool in power distribution system to perform the probabilistic 
load flow with high level penetration of PVs maintaining acceptable voltage profile. 
Usually, the acceptable voltage profile is considered to be within + 6% of nominated 
voltage (1.06 pu to 0.94 pu) for a residential distribution feeder [22]. 
 
6.3 Test case and simulation results 
A radial distribution network fed with 11kV/240 V transformer is considered as the 
test case for simulation studies in this research (Fig. 6.3). 12 houses are connected to the 
backbone feeder in the network. The backbone feeder is 120 m long with a distance of 
20 m between the consecutive buses and having a unity R/X ratio. Distance between 
each house and corresponding bus at backbone feeder is considered 100 m with high 
R/X ratio (5.6). Such high R/X ratio is considerable for a rural network that is highly 
resistive in characteristics. Each of the houses are equipped with 6 kW solar PV and 
integrated battery storage system (BES). The PV generation profile is represented as a 
normal distribution with 24 hours of a day as in (6.11). 
2
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(6.11) 
Where, maxPV is the maximum capability of PV inverter (6 kVA). μPV and σPV are 
mean and standard deviation of PV generation. μPV is considered as the midday (12 
noon) when the PV generation is maximum with a σPV of 2. It gives a PV generation 
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distribution that starts generation from 6 am and ends at 6 pm, reaching the peak at 12 
noon. 
Distribution of load demand for each house is taken from an Australian Distribution 
Network Service Provider (DNSP) graph [116] and can be formulated as in (6.12): 
 (6.12) 
Where, maxdemand is the maximum demand which usually arises at evening (around 8 
pm) for residential distribution network. a0,…,a8 are constants having the values 
a8=6.1*10-9, a7=-5.2*10-7, a6=1.7*10-5, a5=-0.0003, a4=0.002, a3=-0.03, a2=0.122 and 
a0=0.067. Eq. (6.12) is developed from the DNSP graph using plotting tool of Matlab. 
 
 
Fig. 6.3. Test distribution network 
 
The over-voltage problem becomes severe at 12 noon when the residential load 
demand is relatively low in compared to PV generation. The severity of over-voltage 
problem is also highly dependent on the variation of PV generation and load demand at a 
particular time. As a result, values of both the input variables at 12 noon are considered 
to be a normal distribution following, 
 
(6.13) 
Where, μ and σ are mean and standard deviation of corresponding input variables (PV 
generation, load demand). Normal distribution of PV generation has a mean of 4.5 kW 
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and standard deviation of 0.45. The distribution reaches the maximum capacity (6 kW) 
for some realizations at the tail. On the other, load demand has a normal distribution 
with a mean of 1.8 kW (average load demand at 12 noon) and standard deviation 0.18.  
 
Fig. 6.4. Histogram (for 1,000 realization of MC) and probability distribution for PV 
generation and load demand 
 
Initially, the PLF is performed by Monte Carlo (MC) simulation with 1,000 
realizations from both the input variables. Fig. 6.4 shows the normal distribution curve 
fitted with the histogram for 1,000 realizations of PV generation and load demand 
respectively. Then the MC simulation is run in the test distribution network for two 
cases of each scenario (urban and rural); i) without any control algorithm to observe the 
over-voltage severity and ii) with the application of control algorithm (only reactive 
control algorithm for urban scenario and coordinated control algorithm for rural 
scenario) to observe the output voltage level within acceptable limit (1.06 pu). 
Simulations are run for four different cases (two cases for urban network and two cases 
for rural networks) as shown in Fig. 6.5 and Fig. 6.6 respectively. Network parameters 
for urban and rural scenarios are shown in Appendix I. 
The over-voltage problem is more prominent towards the end of the feeder for a 
radial distribution network. Moreover, two houses connected at the same bus also show 
almost identical profile. For these reasons, only the voltage at the last house (H#12) is 
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plotted for simplicity in both the figures. Fig. 6.5 shows the voltage plot of H#12 with 
two cases of MC simulations for urban scenario. Results are shown for 1,000*1,000 
permutations of two input random variables (total 1 million permutations). 2nd plot of 
Fig. 6.5 indicates the presence of all voltages within the limit after applying the 
coordinated control algorithm whereas; most of the voltages are above 1.06 pu for the 
simulations without any control algorithm (1st plot, Fig. 6.5). Similar results are shown 
for rural scenario in Fig. 6.6. The objective of this research is to perform PLF with 
developed control algorithms to maintain the voltage profile considering the variability 
of input random variables. PLF with MC technique gives improved performance in 
maintaining the voltage profile. However, it comes with the expense of huge 
computational time. Even with the High Performance Computing (HPC) support, it takes 
several hours to get simulation results which left MC an unpopular choice. As a result, 
LHS is introduced as the sampling method with Cholesky decomposition to consider the 
impact of correlation between input random variables. The performance of LHS-CD is 
compared with other sampling techniques such as linear sampling (LS) and random 
sampling (RS). The procedure to perform the rank correlated LHS-CD has already been 
described in section 6.3. 
 
Fig. 6.5. Voltage profile of MC simulation i) without any control (top plot), ii) with 
reactive control algorithm (bottom plot) for urban scenario 
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Fig. 6.6. Voltage profile of MC simulation i) without any control (top plot), ii) with 
coordinated control algorithm (bottom plot) for rural scenario 
 
Linear sampling considers a linear approximation for the distribution of each input 
random variables between the maximum and minimum values. It is then performed by 
dividing the distributions in equal distance non-overlapping intervals and taking single 
sample point from each of them (Fig. 6.7). Difference between the maximum and 
minimum values of range is divided by the sample size (N2) to determine the equal 
distance intervals (wlinear). Sample points vector for each random variable in LS can be 
obtained following: 
, 1
(2n 1)min(X ) *w
2
n
s linear linearx
−
= +  
(6.14) 
Where, min(X1) is the minimum value of input random variable X.1 ,ns linearx  is the n
th 
sample for X1. wlinear is the width of equal distance interval. 
On the other hand, random sampling selects N2 samples at random from the 
realization of each input variables. If N2 samples from the entire distribution have been 
chosen completely at random, there is a possibility that the samples would form a cluster 
and some parts of the distribution would not be investigated. 
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Fig. 6.7. Linear sampling method for PV generation and load demand 
 
Now, the comparison of these sampling techniques is performed with respect to the 
robust MC technique. TABLE 6.1 shows the comparison of mean and standard deviation 
of input random variables after applying LS, RS and LHS-CD (with sample size of 100). 
Following error indices are considered to indicate the sampling accuracy: 
| |
100%MC sampled
MC
errµ
µ µ
µ
−
= ×  
(6.15) 
| |
100%MC sampled
MC
errσ
σ σ
σ
−
= ×  
(6.16) 
Where, errμ and errσ is the error in mean (μ) and standard deviation (σ). μMC and σMC 
are mean and standard deviation of MC respectively. Whereas, μsampled and σsampled are 
mean and standard deviation of other sampling (LS, RS, LHS-CD) respectively. 
Though linear sampling gives a moderate approximation of mean for PV generation 
(2.06% of error) and load (2.11% of error), it gives outrageous results on both the 
variances (% error of 97.8 and 92.9 for PV generation and load respectively). Obviously, 
the linear approximation of distributions turns them to be an equal probability in equal 
distance and the original characteristics of the distributions are lost. The other technique 
with conceptual simplicity and ease of implementation, random sampling, gives quite 
good approximation of input variables in terms of mean and variance (mean % error of 
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only 0.28% and 0.70% for PV generation and load; mean % error of 9.57% and 6.09% 
for PV generation and load). LHS-CD gives the best performance (% error of less than 1 
for all mean and variance). Though RS gives quite acceptable moments for the 
distribution, its performance can be evaluated more accurately by plotting the histogram. 
Fig. 6.8 and Fig. 6.9 show the fitted distribution with the histogram plot of samples 
selected by RS and LHS-CD. Histograms of Fig. 6.9 show much better fit with the 
distribution for both the input variables (PV generation and load demand). On the other 
hand, histograms obtained from RS (Fig. 6.8) only matches with the pattern of 
distribution. There are lots of sample points that are not outside the fitted distribution. 
Moreover, the fitted histogram distributions of LHS-CD (Fig. 6.9) also match more 
closely with that of MC (Fig. 6.4). Therefore, LHS-CD is undoubtedly the best 
technique for PLF in distribution network with computationally demanding control 
algorithm. 
 
TABLE 6.1. Comparison of mean and standard deviation between different sampling 
techniques and MC 
  mu_PV 
generati
on 
Erro
r 
(%) 
sigm
a_P
V 
gene
ratio
n 
Error 
with 
MC 
(%) 
mu_
Loa
d 
Erro
r 
with 
MC 
(%) 
sigma
_Load 
Error 
with 
MC 
(%) 
MC 4.48 0.00 0.45 0.00 1.80 0.00 0.18 0.00 
Linear 4.58 2.06 0.89 97.8 1.84 2.11 0.34 92.9 
Random 4.47 0.28 0.49 9.57 1.81 0.70 0.17 6.09 
LHS_CD 4.48 0.02 0.45 0.71 1.80 0.04 0.18 0.78 
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Fig. 6.8. Histogram and fitted PDF of PV generation and load demand with random 
sampling 
 
Fig. 6.9. Histogram and fitted PDF of PV generation and load demand with LHS-CD 
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variables. The rank correlation process correlates the rank of sample points of each input 
random variable and thus shapes the pairing order of sampling matrix. This rank 
correlated sampling matrix has the reduced correlation between the samples of 
individual input variable. In this way, the sampling matrix owns the characteristic and 
pattern of the elementary input variable matrix. Fig. 6.10 shows the 3D plot of bivariate 
normal distribution with probability density. Highly probable samples are gathered at the 
intersection of both the means. Fig. 6.11 shows the same 3D plot of probability density 
for LHS without rank correlation (1st plot) and with rank correlation (2nd plot). As rank 
correlation is not applied to the samples of 1st plot, it shows strong correlation between 
the input variables and all the paired samples are placed diagonally. It does not reflect 
the characteristics of elementary input variables (Fig. 6.10) at all. On the other, 2nd plot 
of Fig. 6.11 is plotted for the updated sampling matrix after applying rank correlation. It 
owns the basic characteristics and distribution of the elementary input matrix. The 
importance of rank correlation can also be expressed using scatter plot (Fig. 6.12). 1st 
plot shows strong correlation between the samples of input variables as their ranks are 
uncorrelated. In contrast, the 2nd plot shows less correlation between the samples of 
input variables due to their correlated ranks. 
In the final phase of this research PLF based LHS-CD is applied with reactive control 
and coordinated control algorithms to maintain the voltage profile in residential 
distribution network shown in Fig. 6.3 for urban and rural scenario. The development 
and significance of both the control algorithms are described in Chapter 3 and Chapter 4, 
therefore, not described in details here. Both the algorithms use deterministic load flow 
during the computations. However, the variability of PV generation and load require the 
application of probabilistic load flow techniques LHS-CD. MC simulations provide the 
most accurate results. Requirement of immense computation time make it an 
unfavorable choice particularly for real time simulations. The required time even 
increases exponentially for systems with complex computations. Now-a-days MC 
simulations are often used just to compare the accuracy and computation time with other 
techniques. Exactly the same comparison is performed here. The accuracy and 
computation time of LHS-CD method is compared with MC. Different sample sizes 
(N2=50, 100, 250, 500) are considered for LHS-CD as well for both the scenarios. 
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Fig. 6.10. Probability distribution of bivariate normal distribution 
 
 
Fig. 6.11. Probability density with bivariate normal distribution for LHS i) without rank 
correlation (top plot) and ii) with rank correlation (bottom plot) 
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Fig. 6.12. Scatter plot of PV generation vs load demand for LHS i) without rank 
correlation (top plot) and ii) with rank correlation (bottom plot) 
 
A series of PLF studies with MC and LHS-CD are carried out on the test distribution 
network (Fig. 6.3) for urban and rural scenarios. The programs are run on high 
performance computing (HPC) service with Intel Xeon processor E5-2680v2 (25M 
cache, 2.80 GHz) with 128 GB RAM. Matlab R2013b (8.2.0.701) is used as the 
simulation tool. MC simulations are run at first for 1,000 realizations of both the input 
random variables (PV generation and load demand) for two cases of each scenario; i) in 
normal scenario without any kind of control algorithm and ii) with coordinated control 
algorithm. Application of reactive control requires around 1.71 times higher 
computation time. On the other hand, coordinated control algorithm requires around 13 
times higher computation time. It can be clearly observed that, runtime increases sharply 
with the complexity of control algorithm. Total time requirement of both of the 
simulations are listed in TABLE 6.2. 
LHS-CD is run for sample sizes of 50, 100, 250 and 500 for both the scenarios. Fig. 
6.13 and Fig. 6.14 show the corresponding voltage plots of H#12 for the different 
sample sizes for urban and rural scenarios. All the voltages are kept within upper limit 
(1.06 pu) with significant savings in computation time. TABLE 6.3 shows the 
comparison of runtime with corresponding MC simulation with control algorithm for 
both the scenarios. 
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TABLE 6.2. Runtime comparison of MC simulations with and without the 
coordinated control algorithm 
Simulation technique Run time (urban) Runtime (rural) 
MC without coordinated control 36.9 min 38 min 
MC with coordinated control 63.26 min 8 hrs 12 min 
 
TABLE 6.3. Runtime comparison of LHS-CD with different sample sizes with MC 
simulation for both the scenarios 
sample 
size 
Runtime (urban) in seconds Runtime (rural) in seconds 
LHS-
CD MC 
times of 
MC 
simulation 
LHS-
CD MC 
times of 
MC 
simulation 
50 27.45 3,795.39 138.3 77.1 29,526.21 383.0 
100 114.2 3,795.39 33.2 118.068 29,526.21 250.1 
250 122.9 3,795.39 30.9 299.32 29,526.21 98.6 
500 154.83 3,795.39 24.5 622.78 29,526.21 47.4 
 
 
Fig. 6.13. Voltage profile for different sample size of LHS-CD with reactive control for 
urban scenario 
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Fig. 6.14. Voltage profile for different sample size of LHS-CD with coordinated control 
for rural scenario 
 
Fig. 6.15. Stored energy for different sample size of LHS-CD with coordinated control 
algorithm for rural scenario 
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Due to the complexity of coordinated algorithm compared to the reactive control 
algorithm, computation time saving is more prominent for rural scenario. As BES sizing 
is a significant outcome for the coordinated algorithm, the stored energy is also 
compared for different sample sizes of LHS-CD with MC simulations. The amount of 
stored energy is also in the similar range with that of MC. All the comparison of results 
with runtime and percentage of error in mean are listed in TABLE 6.4. 
From, TABLE 6.4 it can be observed that, sample size of 100 gives the optimum 
results with the best possible mean (for output voltage and stored energy) with 
reasonable low runtime. LHS-CD with sample size 100 takes less than 2 minutes to run 
the probabilistic load flow with coordinated control algorithm which is more than 250 
times lower than that of MC technique. 
 
TABLE 6.4. Comparison of mean and runtime for different sample size of LHS-CD 
with MC simulations 
Sample 
size 
Average stored energy 
LHS_CD MC % error 
50 0.4107 0.4739 13.336% 
100 0.4429 0.4739 6.541% 
250 0.4335 0.4739 8.525% 
500 0.4272 0.4739 9.854% 
 
6.4 Validation with DNSP Network 
Application of LHS-CD provides more significant contribution in computation time 
for the coordinated algorithm. For this reason, developed PLF simulations with LHS-CD 
method is verified with an Australian DNSP network data collected from a rural network 
in South-East Queensland region (Fig. 6.16). 
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Fig. 6.16. Rural network from South-East Queensland region 
 
The network has variable distance between the buses. The last bus of the feeder 
(P6134-H) is considered for comparing the performance of LHS-CD (sample size of 
100) with MC simulations. The performance is evaluated in terms of accuracy of output 
voltage and computation time in TABLE 6.5. 
 
TABLE 6.5. Performance comparison of LHS-CD with MC Simulation 
 Avg. 
voltage (pu) 
% error Computation 
time (s) 
Times of 
MC 
simulation 
LHS-CD 1.04 1.58 19 299 
MC 1.03 -- 5192 -- 
 
The results show significant resembles with the detail simulations performed so far 
with the test network. Output voltage from LHS-CD simulations matches with that of 
MC only with a percentage error of 1.58%. However, a significant improvement in the 
computation time (decreased by 299 times) is observed which makes LHS-CD the most 
suitable method for PLF in distribution network with control algorithms. 
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6.5 Discussion 
This research introduces LHS combined with Cholesky decomposition for rank 
correlation in distribution system control algorithms to address the over voltage 
problem. LHS is preferred choice for PLF when computationally demanding models are 
being studied. LHS-CD has the greatest advantage of conceptual simplicity and ease in 
implementation. This method is extremely efficient when complex computations are 
required. LHS performs dense sampling from the highly probable segments of the cdf. 
Equal probability and non-overlapping intervals across the probability distribution result 
smaller intervals in highly probable region and larger intervals in tail-end values. As a 
result, more samples are selected from highly probable region across the realizations of 
each input random variable. Rank correlation with Cholesky decomposition takes care 
about the correlation between the input random variables. The rank correlation 
procedures using Cholesky decomposition considers the correlation in ranking of all the 
input variables and the ordering matrix is generated accordingly. This process reduces 
the correlation between the sample values of different input variables and accurately 
represents the characteristics of elementary distribution. LHS-CD provides accurate 
results with reasonably low computation time when compared to MC technique. This is 
significant when dealing with large distribution networks with high level of rooftop PVs 
generation. 
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Chapter 7  
Conclusions and Recommendations for 
Further Research 
7.1 Summary of work 
The overall research objective was broadly defined as the enabling of large 
penetration of renewable energy sources in the distribution grid while maintaining the 
acceptable voltage profile. Among the available renewable resources, roof top PV 
systems have become the most popular choice in residential distribution network. 
However, the mismatch in the PV generation peak and the load demand peak results in 
an unacceptable voltage profile. In the first phase of the research, after discussing on the 
advantages and disadvantages of other available methods to address the voltage violation 
problem for distribution networks in particular, a novel reactive control algorithm was 
developed. The effectiveness of the control algorithm was quantified in terms of network 
parameters such as line resistivity and feeder distance. The developed algorithm was 
also then evaluated with a test network for different scenarios such as urban and rural 
networks. 
In the second phase of the research, the developed reactive control algorithm 
underwent substantial modification to add the coordinated control of reactive capability 
of PV inverter and energy storage. As an outcome of the research from the first phase, it 
was evident that the resistive characteristic of the distribution network limited the 
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effectiveness of the reactive control. In order to provide real power support to maintain 
the acceptable voltage profile, BES was integrated in the developed coordinated 
algorithm. The droop based charging algorithm of the BES during the peak PV 
generation period was developed as a part of the algorithm with necessary mathematical 
formulation. The discharging process was also distinctly developed with a flow chart in 
this segment of the research. The specific “triggering condition” to charge/discharge 
from the BES system and coordinated reactive control was also identified and described 
both narratively and graphically. The developed coordinated algorithm was then 
validated using a test network and DNSP data as well. 
The PV generation profile is completely intermittent in nature. A suitable 
probabilistic approach is required to forecast the weather, that is, the PV generation and 
load demand. The net generation (which comes from subtracting the load demand from 
PV generation) was defined as a discrete time Markov chain in this research. As hourly 
data were considered for the analysis, the data series can be considered as a discrete one. 
Moreover, forecasting the data for the next time interval depended only on the present 
time and all the past data were considered in the immediately next data using the 
conditional probability theorem. The net generation profile was then represented as the 
Pearson 5 distribution. In these probabilistic estimation steps, clearness index and 
variability index of PV generation were also considered. To get these indexes, solar data 
were taken from the University of Queensland website. The third phase of the research 
analysed the BES sizing and percentage of utilisation with seasonal variation, and the 
impact of R/X ratio and customer participation on battery sizing; these factors were 
discussed by reference to the necessary graphs in order to make the developed 
coordinated algorithm complete. A brief economic analysis was also performed. For the 
smooth operation of the coordinated algorithm, it is essential to have a well-defined data 
representation and communication structure. A low-cost solution for realising the 
developed coordinated control algorithm was proposed with a clear definition of 
message signals using the power line carrier. The formation of message signals and 
simple calculation to estimate the required bit rate were also included here. 
The final part of research included an investigation of the PLF in distribution 
network. Due to the intermittent characteristic of generation in distribution system, the 
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traditional deterministic load flow may not be a suitable solution. The load flow 
calculations may need a probabilistic approach such as stochastic load flow or PLF. 
Both the numerical (Monte Carlo) and analytical approach from PLF were considered in 
this part of the research. Among several analytical approaches, the Latin Hypercube 
Sampling with Cholesky Decomposition (LHS-CD) method was considered. Choloesky 
decomposition is required to order the rankings of correlated input random variables. 
The conducted research included the performance of comparative analysis between the 
numerical (Monte Carlo) and analytical (LHS-CD) approaches. The results were 
demonstrated using a test network and DNSP network as well. Comparisons of 
computation time with accuracy (in terms of output distribution’s mean and standard 
deviation) are also shown. 
7.2 Scope for further research 
Directions in future research can be suggested based on the research conducted so far. 
The most promising directions in future research relate to: probabilistic planning; 
scenario-based planning; community-based planning; and the dynamic studies. 
A. Probabilistic planning with future grid communication: 
In Chapter 5 (Section 5.2), a probabilistic estimation method was developed to 
forecast the generation, probability of the occurrence of voltage violation and hence the 
BES capacity utilisation was also determined. The probabilistic approach can also be 
incorporated in the distribution planning as well. Although DNSPs have different 
planning criteria and constrains, the major steps in the distribution planning process can 
be identified as: 
1. Perform the demand forecast 
2. Determine the contingencies 
3. Determine the unfavourable outcomes resulting from the contingencies 
4. Find the optimal solution 
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5. Perform the financial feasibility analysis, and identify the compliance issues and 
other issues related to final approval  
For smooth operation of the electricity network, the transmission and distribution 
system needs to ensure supply of sufficient electricity considering all the contingencies. 
With the integration of renewable energies, the distribution network is also become a 
significant supplier of electricity. The list of contingencies becomes lengthier following 
the incorporation of intermittent energy supply from the renewable sources integrated in 
the distribution network. Most of the contingencies can be treated as random variables. 
Taking into account the probabilities of an unfavourable outcome from the contingency 
(e.g. lack of PV generation due to cloud transience and so on) and applying different 
probability laws (e.g. conditional probability) can help the DNSP to plan more 
effectively and efficiently. 
Moreover, in the future grid with smart meters and servers at different levels, the 
communication realisation will also be an emerging concern during planning phase. It 
will be required to ensure proper order among all the equipment, particularly in a large 
and complicated network. The hierarchy of the network equipment should be well-
defined in order to avoid any kind of miscommunication. Such miscommunication can 
lead to the delivery of inappropriate message signals to the connected equipment. As all 
the servers, smart meters and other equipment are connected within the network; a single 
miscommunication may result in a total disaster. Therefore, all the equipment can be 
represented as a tree structure and a specific ancestor-descendant relation should be 
defined among them. While any kind of reactive support or energy support from the 
BES is required in the network, the objective function can be defined as a function of 
distance. The algorithm may find the optimal path to ensure smooth operation. Other 
constraints can also be incorporated in the objective function depending on the 
complexity level of the network. 
 
B. Scenario-based planning: 
Another potential direction for future research relates to scenario based planning. 
This research can be included with the probabilistic planning. The effective 
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incorporation of uncertainties depends on the horizon of the planning level and the 
frequency of any particular uncertainty. For example, there are some uncertainty events 
that happen more frequently and can be modelled with suitable probability distribution 
(e.g. the hourly generation from a PV module can be modelled based on the weather 
forecast by defining it as an appropriate probabilistic process). The traditional 
deterministic forecast method is based on the peak demand which does not focus on the 
maximum utilisation of available resources. The discussion on the load duration curve in 
Chapter 5 (Fig. 5.7) already identified the drawbacks of such deterministic planning. The 
concept of value-based planning emerged where the focus is to identify available but 
“unutilised” resources in order to optimise the overall electricity production and 
management. In the future, the concept of scenario-based planning may be adapted to 
focus on “what the situation should be” rather than just “to predict the future situation”. 
Varying from different scenario to scenario, such planning method will identify “ideal” 
situations that can utilise all the resources to the maximum level and motivate all the 
relevant “stakeholders” towards it. Scenario-based planning may require dynamic or 
stochastic programming to identify “ideal” situations in uncertain future scenarios. There 
is ample scope for extensive study and research in this field. 
 
C. Community-based planning 
There will be different levels of PV penetration in different communities. Depending 
on the level of PV penetration and end-users’ participation, the communities can provide 
support to each other in order to maintain the voltage profile. Community-based 
planning can be beneficially incorporated with scenario-based planning in future work. 
 
D. Dynamic studies 
The scope of present research is confined in power system domain. However, the 
control algorithm can be implemented in power electric domain as future extensive 
research. It may be a potential field to implement the controller using PSCAD or Matlab 
Simulink in order to have a study on the dynamic response. It can be implemented by 
using either a detailed model (modelling PV cells with a suitable maximum power point 
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tracking technique such as incremental resistance, perturb & observe) or an average 
model. The research can be conducted on both single-phase and three-phase systems. 
The phase-locked loop or hysteresis technique can be applied to synchronise the 
frequency in the overall system. Different battery models also can be included in such 
future research in order to observe the charging and discharging dynamics. So, the 
developed algorithm can be applied in the power electronic domain as well. 
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Appendices 
I. Line Parameters for test networks 
Urban LV network parameters (percentage on 1 MVA base) [155]: 
Circuits R (%) X (%) 
95 mm2 Al 103 42.5 
Rural network parameters are chosen to maintain higher R/X ratio (5.6) using urban 
network data. After the calculation line parameters for urban and rural cases are given in 
TABLE I and TABLE II respectively. 
TABLE I. Line Parameter for Urban Case 
Component 
Parameter 
Value 
Value for 
20m 
R 1.18 ohm/km 0.0314 
X .96 mH/km 0.0314 
TABLE II. Line Parameter for Rural Case 
Component 
Backbone Feeder SWER Line 
Parameter 
Value 
Value for 
20m 
Parameter 
Value 
Value for 
100m 
R 1.18 ohm/km 0.0314 2.36 ohm/km 0.314 
X .345 mH/km 0.0113 .345 mH/km 0.0565 
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II. Pearson 5 Distribution 
Pearson Type 5 distribution is known as Inverse Gamma Distribution with location 
parameter)[135]. The PDF for “Inverse Gamma Distribution” is defined over the support 
x>0 as, 
1
exp( / )( ; , )
( / )
xf x
x a
βa β
β a β +
−
=
Γ  
Where Γα and β are shape parameter and scale parameter respectively. Γα is the 
gamma distribution of α. 
But location parameter (γ) needs to be incorporated in this particular distribution due 
the shifting towards negative values. Thus the distribution becomes the Pearson 5 
distribution (Inverse Gamma Distribution with location parameter). The PDF is now 
defined over the support γ <x<+∞ as, 
1
exp( / ( ))( ; , )
(( ) / )
xf x
x a
β γa β
β a γ β +
− −
=
Γ −  
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III. Kolmogorov-Smirnov test for goodness of fit 
The Kolmogorov-Smirnov test is used to decide if a sample comes from a population 
with a specific distribution [156], [157]. 
The Kolmogorov-Smirnov test is defined by: 
H0:  The data represents a specified distribution  
Ha:  The data do not represent the specified distribution  
Test Statistic:  The Kolmogorov-Smirnov test statistic is defined as  
( ) ( )
1
1 ,i ii N
i iD Max F Y F Y
N N≤ ≤
− = − − 
 
 
where F(Yi) is theoretical cumulative distribution of the data set 
denoted by Yi (i=1, 2, …., N). The data set must be fully specified 
(i.e., the scale, and shape and location parameters must be defined).  
Significance 
Level:  
a 
Critical Values:  The hypothesis regarding the distributional form is rejected if the test 
statistic, D, is greater than the critical value. The critical value 
depends on the scale, and shape and location parameters of the 
distribution. Using easy fit software the critical values can be 
calculated and thus goodness-of-fit test can be performed. EasyFit is 
a data analysis and simulation software which enables the user to fit 
and simulate statistical distributions with sample data, choose the 
best model [136]. 
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IV. Basic properties of PDF and CDF 
The probability density function of a random variable x represents the relative 
likelihood of x for a specific value. Integral of the density of x is calculated over a range 
(gives an area under a curve) to get the probability of x falling within a particular range. 
If random variable x is having a density function fx, its probability within a range [x1, x2], 
where x2>x1 , can be defined as: 
2
1
1 2Pr[x x x ] (x)dx
x
xx
f≤ ≤ = ∫  
Some basic properties of PDF are: 
i) PDf is non-negative everywhere 
ii) Its integral over the entire space is equal to 1. 
 
The probability cumulative distribution function of a random variable x can be 
defined as: 
 
F(x0) = P(x≤ x0) 
 
Some basic properties of CDF are: 
i) F(+∞)=1, F(-∞)=0 
ii) It is a non-decreasing function, if x1<x2, then F(x1) <F(x2) 
iii) P(x1< x< x2)=F(x2) - F(x1) 
  
 Page 173 of 190 
 
Bibliography 
[1] Renewable Energy Magazine, (26 January, 2012), [Online], Available: 
http://www.renewableenergymagazine.com/article/european-and-global-solar-pv-
markets-continue. 
[2] "Renewables 2012: Global Status Report," (2012), Renewable Energy Policy 
Network for the 21st Century (REN21). 
[3] Earth Policy Institute Report, (31 July, 2013), [Online], Available: 
http://www.earth-policy.org/indicators/C47. 
[4] European Photovoltaic Industry Association (EPIA) Report, (2013), “Global 
Market Outlook for Photovoltaics 2013-2017”. [Online], Available: 
http://www.epia.org/fileadmin/user_upload/Publications/GMO_2013_-
_Final_PDF.pdf 
[5] World Insolation Map, [Online], 
Available:http://www.matthewb.id.au/media/world_insolation_map.gif 
[6] Reneweconomy Report, (4 December 2013), [Online], Available: 
http://reneweconomy.com.au/2013/people-power-rooftop-solar-pv-reaches-3gw-in-
australia-99543 
[7] Australian Energy Market Operator (AEMO) Report, (2012), “Rooftop PV 
Information Paper, National Electricity Forecasting 2012”, ABN 94 072 010 327, 
ISSN: 1836-7593. 
[8] C. L. Masters, "Voltage rise: the big issue when connecting embedded 
generation to long 11 KV overhead lines," IEEE Power Engineering Journal, vol. 
16, no. 1, pp. 5-12, Feb. 2002. 
[9] Fang Z. Peng, “Editorial Special Issue on Distributed Power Generation,” 
IEEE Transaction on Power Electronics, vol. 19, no. 5, pp. 1157-1158, Sep. 2004. 
 Page 174 of 190 
 
[10] F. Blaabjerg, Z. Chen, and S. B. Kjaer, “Power electronics as efficient 
interface in dispersed power generation systems,” IEEE Transaction on Power 
Electronic, vol. 19, no. 5, pp. 1184–1194, Sep. 2004. 
[11] P. McNutt, J. Hambrick, M. Keesee, and D. Brown, (July, 2009),“Impact of 
SolarSmart Subdivisions on SMUD’s Distribution System”, Technical Report of 
National Renewable Energy Laboratory (NREL)/TP-550- 46093. 
[12] S. Cobben, B. Gaiddon, andH. Laukamp, (2008), “Impact of Photovoltaic 
Generation on Power Quality in Urban Areas with High PV Population”. 
EIE/05/171/SI2.420208. 
[13] Electric Power Research Institute (EPRI) white paper, (31 December 2009), 
"Solar Photovoltaics: Status, Costs, and Trends", Palo Alto, 1015804. 
[14] U.S. Department of Energy, (November 2011), "2010 Solar Technologies 
Market Report".[Online], Available: http://www.nrel.gov/docs/fy12osti/51847.pdf 
[15] U.S. Department of Energy Report, (November 2012), “Photovoltaic (PV) 
Pricing Trends: Historical, Recent and Near-Term Projections,” [Online], Available: 
http://www.nrel.gov/docs/fy13osti/56776.pdf 
[16] F. Blaabjerg, R. Teodorescu, M. Liserre, and A. V. Timbus, “Overview of 
control and grid synchronization for distributed power generation systems,” IEEE 
Transactions on Industrial Electronics, vol. 53, no. 5, pp. 1398–1409, Oct. 2006. 
[17] M. Dai, M. Marwali, J. Jung, and A. Keyhani, “Power flow control of a 
single distributed generation unit,” IEEE Transactions on Power Electronics, vol. 
23, no. 1, pp. 343–352, Jan. 2008. 
[18] International Energy Agency (IEA), “Snapshot of international electricity 
utility activities survey report of selected IEA countries between 1992 and 
2012,”[Online], Available: http://iea-
pvps.org/fileadmin/dam/public/report/statistics/FINAL_TRENDS_v1.02.pdf 
[19] I. Bouwmans, “Distributed Networks - The Grid and the Net Compared”; in 
Proceedings of International Symposium on Distributed Generation: Power Systems 
and Market Aspects, Stockholm, Sweden, Jun. 2001. 
 Page 175 of 190 
 
[20] V. Roberts, A. Beddoes, A. Colinson, and F. van Overbeeke, “Active 
networks for the accommodation of dispersed generation”, in Proceedings of 17th 
International Conference on Electricity Distribution, Barcelona, Spain, May 12–15, 
2003, Session 4, Paper 51. 
[21] M. T. Donkelaar, R. Čížek, M. Malý, A. Tomeková, J. Fucskó, & T. 
Skoczkowski, (2003), “Review of Technical Options and Constraints for Integration 
of Distributed Generation in Electricity Networks”, [Online], Available: 
ftp://ftp.ecn.nl/pub/www/library/report/2003/c03076.pdf 
[22] R. Lasseter, A. Akhil, C. Marnay, J. Stephens, J., Dagle, R. Guttromson, & 
J. Eto,  (2002). “Grid of the Future White Paper on Interconnection and Controls for 
Reliable, Large Scale Integration of Distributed Energy Resources”,  [Online] 
Available: http://certs.lbl.gov/pdf/certs-interconnection.pdf 
[23] T. Bopp, A. Shafiu, I. Cobelo, I. Chilvers, N. Jenkins, G. Strbac, H. Li, & P. 
Crossley, “Commercial and technical integration of distributed generation into 
distribution networks”, in Proceedings of 17th International Conference on 
Electricity Distribution, Barcelona, Spain, May 12–15, 2003, Session 4, Paper 45. 
[24] I. Chilvers, N. Jenkins, and P. Crossley, “Development of distribution 
network protection schemes to maximize the connection of distributed generation”, 
in Proceedings of 17th International Conference on Electricity Distribution, 
Barcelona, Spain, May 12–15, 2003, Session 4, Paper 46. 
[25] C. A. Coello, “An updated survey of evolutionary multiobjective 
optimization techniques: State of the art and future trends”, in Proceedings of the 
1999 Congress on Evolutionary Computation, Washington DC, USA, Jul. 1999, pp. 
3–13. 
[26] A. F. Povlsen, (2002), “Impacts of power penetration from photovoltaic 
power systems in distribution networks”, Report on IEA PVPS T5-10. 
[27] F. Pilo, G. Celli, and S. Mocci, “Improvement of reliability in active 
networks with intentional islanding”, in Proceedings of the 2004 IEEE International 
 Page 176 of 190 
 
Conference on Electric Utility Deregulation, Restructuring and Power Technologies, 
(DRPT), Vol. 2, Honk Kong, Apr. 5–8, 2004, pp. 474–479, Paper 117. 
[28] J. Lopes, N. Hatziargyriou, J. Mutale, P. Djapic, and N. Jenkins, 
“Integrating distributed generation into electric power systems: A review of drivers, 
challenges and opportunities,” Electric Power Systems Research, vol. 77, no. 9, pp. 
1189–1203, 2007. 
[29] A. Moreno-Munoz, “Power quality: mitigation technologies in a distributed 
environment”. Sringer-Verlag, 2007.  
[30] R. Tonkoski and L. A. C. Lopes, “Voltage regulation in radial distribution 
feeders with high penetration of photovoltaic,” in Proceedings of IEEE Energy 2030 
Conference, Atlanta, GA, Nov. 2008, pp. 1–7.  
[31] Y. Ueda, T. Oozeki, K. Kurokawa, T. ltou, K. Kitamura, Y. Miyamoto, M. 
Yokota, H. Sugihara, and S. Nishikawa, “Analytical results of output restriction due 
to the voltage increasing of power distribution line in grid-connected clustered PV 
systems,” in Proceedings of Conference Record of the 31stIEEE Photovoltaic 
Specialists Conference, Jan. 2005, pp. 1631–1634.  
[32] F. Katiraei, K. Mauch, and L. Dignard-Bailey, “Integration of photovoltaic 
power systems in high-penetration clusters for distribution networks and mini-grids,” 
International Journal of Distributed Energy Resources, vol. 3, no. 3, pp. 207–223, 
Jul.-Sep. 2007.  
[33] K. De Brabandere, A.Woyte, R. Belmans, and J. Nijs, “Prevention of 
Inverter Voltage Tripping in High Density PV Grids,” in Proceedings of19th EU-
PVSEC, Paris, 2004. 
[34] T. Sansawatt, Luis F. Ochoa, and Gareth P. Harrison, “Integrating 
Distributed Generation Using Decentralised Voltage Regulation”,in Proceedings of 
IEEE Power and Energy Society General Meeting, Minneapolis MN, USA, 25-29 
July 2010. 
[35] R. A. F. Currie, G. W. Ault, C. E. T. Foote, and J. R. McDonald, "Active 
power-flow management utilising operating margins for the increased connection of 
 Page 177 of 190 
 
distributed generation," IET Generation, Transmission & Distribution, vol. 1, no. 1, 
pp. 197-202, Jan. 2007. 
[36] R. A. F. Currie, G. W. Ault, R. W. Fordyce, D. F. MacLeman, M. Smith, 
and J. R. McDonald, "Actively managing wind farm power output," IEEE 
Transactions on Power Systems, vol. 23, no. 3, pp. 1523-1524, Aug. 2008. 
[37] R. Tonkoski, Luiz A. C.Lopes and Tarek H. M. El-Fouly, “Coordinated 
Active Power Curtailment of Grid Connected PV Inverters for Overvoltage 
Prevention”, IEEE Transactions on Sustainable Energy, vol. 2, no. 2, pp. 139-147, 
April 2011. 
[38] A. Kulmala, K. Maki, S. Repo, and P. Jarventausta, “Including active 
voltage level management in planning of distribution networks with distributed 
generation” in Proceedings of IEEE PowerTech, Bucharest, Romania, Jun 28 - Jul 
22009, pp. 1–6 
[39] W. Pruggler, F. Kupzog, B. Bletterie, and B. Helfried, “Active grid 
integration of distributed generation utilizing existing infrastructure more 
efficiently—An Austrian case study,” in Proceedings of 5th International Conference 
on European Electricity Market (EEM), 28-30 May, 2008, pp. 1–6. 
[40] A. Ghosh, A. Ledwich, “Power Quality Enhancement Using Custom Power 
Devices”, Kulwer’s Power Electronics and Power Systems Series, Kluwer Academic 
Publisher, ISBN 1402071809, USA, 2002. 
[41] T.A. Short, “Distribution Reliability and Power Quality”, CRC/Taylor & 
Francis Publisher, ISBN 0849395755, UK, 2006. 
[42] IEEE Recommended Practice for Utility Interface of Photovoltaic (PV) 
Systems, IEEE Standard 929-2000. 
[43] T.A. Short, “Electric Power Distribution Handbook”, CRC Press Publisher, 
ISBN 0849317916, UK, 2004. 
[44] IEEE Standard for Low-Frequency (less than 500 kHz) Narrowband Power 
Line Communications, IEEE Standard 1901.2-2013. 
 Page 178 of 190 
 
[45] Kundu, Soumya, and Ian A. Hiskens. "Distributed control of reactive power 
from photovoltaic inverters", in Proceedings of 2013 IEEE International Symposium 
on Circuits and Systems (ISCAS),Beijing, China, 19-23 May, 2013, pp. 249-252. 
[46] K. Turitsyn, P. Sulc,S. Backhaus, &M. Chertkov, “Distributed control of 
reactive power flow in a radial distribution circuit with high photovoltaic 
penetration”, in Proceedings of IEEE Power and Energy Society General Meeting, 
Minneapolis MN, USA, 25-29 July 2010. pp. 1-6 
[47] Robert B. Schainker, “Executive Overview: Energy Storage Options For a 
Sustainable Energy Future,” in Proceedings of IEEE Power and Energy Society 
General Meeting, Denver, Colorado, USA, 6-10 Jun. 2004, pp. 2309-2314. 
[48] Smith, S.C, Sen, P.K, Kroposki, B, "Advancement of energy storage 
devices and applications in electrical power system", in Proceedings of Power and 
Energy Society General Meeting-Conversion and Delivery of Electrical Energy in 
the 21st Century, Pittsburgh, USA, 20-24 Jul. 2008, pp.1-8. 
[49] Nakhamkin, M., Chiruvolu, M., & Daniel, C. (2010). “Available 
compressed air energy storage (CAES) plant concepts”. Energy, 4100, 0-81. 
[50] D.J. Carnovale, A. Christe, T.M. Blooming, “Price and Performance 
Considerations for Backup Power and Ride-Through Solutions”, in Proceedings of 
Power Systems World Conference, Nov. 16-18, 2004. 
[51] I. Takahashi, Y. Okita, I. Andoh, “Development of Long Life Three Phase 
Un-interruptible Power Supply Using Flywheel Energy Storage Unit”, in 
Proceedings of the International Conference on Power Electronics, Drives and 
Energy Systems for Industrial Growth, vol.1, 8-11 Jan. 1996, New Delhi, India, pp 
559-564. 
[52] Matthew L. Lazarewicz and Alex Rojas,” Grid Frequency Regulation by 
Recycling Electrical Energy in Flywheels,” in Proceedings of IEEE Power and 
Energy Society General Meeting, Denver, Colorado, USA, 6-10 Jun. 2004, pp.2038-
2042. 
 Page 179 of 190 
 
[53] M. M. Flynn, P. Mcmullen, and O. Solis, “Saving energy using flywheels,” 
IEEE Industry Applications Magazine, vol. 14, no. 6, pp. 69–76, Nov.-Dec. 2008. 
[54] EUR 19978 Brochure, (2001), “Energy Storage A Key Technology for 
Decentralized Power, Power Quality and Clean Transport, Office for Official 
Publications of the European Communities, Luxembourg, Germany”, [Online]. 
Available: ftp://ftp.cordis.europa.eu/pub/eesd/docs/db_energy_storage_eur19978.pdf 
[55] R. S. Weissbach, G. G. Karady, and R. G. Farmer, “A combined 
uninterruptible power supply and dynamic voltage compensator using a flywheel 
energy storage system,” IEEE Transaction on Power Delivery, vol. 16, no. 2, pp. 
265–270, Apr. 2001. 
[56] MIT Tech Talk, [Online]. Available: 
http://web.mit.edu/newsoffice/2006/batteries-0208.html. 
[57] Department of Energy Efficiency and Renewable Energy report, (2007), 
“FY 2006 Progress Report for Energy Storage Research and Development”. 
[58] R. W. Boom, “Superconductive magnetic energy storage for electric 
utilities—A review of the 20 year Wisconsin program,” in Proceedings of 34th 
International Power Sources Symposium, Cherry Hill, NJ, USA, Jun. 25–28, 1990, 
pp. 1–4. 
[59] H. Farhangi, "The path of the smart grid", IEEE Power and Energy 
Magazine, vol. 8, no. 1,Jan.-Feb. 2010, pp. 18-28. 
[60] F. Hashemi and W. Decker. "Using climatic information and weather 
forecast for decisions in economizing irrigation water", Agricultural Meteorology, 
vol. 6, no.4, Jul. 1969,pp. 245-257. 
[61] S. von Holstein andS. Carl-Axel, "An experiment in probabilistic weather 
forecasting", Journal of Applied Meteorology, vol. 10, no. 4, Aug. 1971,pp. 635-645. 
[62] Y. Hongxing, L. Yutong, L. Lin and Q. Ronghui, "First order multivariate 
Markov chain model for generating annual weather data for Hong Kong." Energy 
and Buildings, vol 43, no. 9, pp. 2371-2377, 2011. 
 Page 180 of 190 
 
[63] Ming, Ding, and Xu Ningzhou. "A method to forecast short-term output 
power of photovoltaic generation system based on markov chain." Power System 
Technology, vol. 35, no.1, pp. 152-157, 2011. 
[64] Song, Junseok, et al. "Analysis of the energy storage operation of electrical 
vehicles with a photovoltaic roof using a Markov chain model," in Proceedings of 
Vehicle Power and Propulsion Conference (VPPC), 2012 IEEE, pp. 820-825. 
[65] B. Borkowska, "Probabilistic Load Flow," IEEE Transactions on Power 
Apparatus and Systems, vol. 93, no. 3, pp. 752-759, Apr. 1974. 
[66] R. N. Allan, A. M. Leite da Silva and R. C. Burchett, "Evaluation Methods 
and Accuracy in Probabilistic Load Flow Solutions," IEEE Transactions on Power 
Apparatus and Systems, vol. 100, pp. 2539-2546, May. 1981. 
[67] P. Zhang and S. T. Lee, "Probabilistic load flow computation using the 
method of combined cumulants and Gram-Charlier expansion," IEEE Transactions 
on Power Systems, vol. 19, no. 1, pp. 676-682, Feb. 2004. 
[68] Z. Hu and X. Wang, "A probabilistic load flow method considering branch 
outages," IEEE Transactions on Power Systems, vol. 21, pp. 507-514, May. 2006. 
[69] N. D. Hatziargyriou, T. S. Karakatsanis and M. Papadopoulos, 
"Probabilistic load flow in distribution systems containing dispersed wind power 
generation," IEEE Transactions on Power Systems, vol. 8, pp. 159- 165, Feb. 1993. 
[70] A. M. Leite da Silva, V. L. Arienti and R. N. Allan, "Probabilistic Load 
Flow Considering Dependence Between Input Nodal Powers," IEEE Transactions 
on Power Apparatus and Systems, vol. 103, pp. 1524-1530, June. 1984. 
[71] H. Yu, C. Y. Chung, K. P. Wong, H. W. Lee and J. H. Zhang, "Probabilistic 
Load Flow Evaluation With Hybrid Latin Hypercube Sampling and Cholesky 
Decomposition," IEEE Transactions on Power Systems, vol. 24, pp. 661-667, May. 
2009. 
[72] P. Chen, Z. Chen, and B. Bak-Jensen, “Probabilistic load flow: A review,” 
in Proceedings of 3rd International Conference on Electric Utility Deregulation and 
Restructuring and Power Technologies, Nanjing, Apr. 2008, pp. 1586–1591. 
 Page 181 of 190 
 
[73] C. L. Su, "Probabilistic Load-Flow Computation Using Point Estimate 
Method," IEEE Transactions on Power Systems, vol. 20, pp. 1843-1851, Nov. 2005. 
[74] J. Cao, W. Du, HF. Wang and LY. Xiao, "Probabilistic load flow using latin 
hypercube sampling with dependence for distribution networks," in Proceedings of 
2ndInternational Conference and Exhibition on Innovative Smart Grid Technologies 
(ISGT Europe), Manchester, Dec. 2011, pp. 1-6. 
[75] J. Driesen, R. Belmans, “Distributed Generation: Challenges and Possible 
Solutions,” in Proceedings of Power Engineering Society General Meeting, 
Montreal, Jun. 2006, pp. 18-22. 
[76] R.A. Walling, R. Saint, R.C. Dugan, J. Burke, and L.A. Kojovic. “Summary 
of distributed resources impact on power delivery systems,” IEEE Transactions on 
Power Delivery, vol. 23, no. 3, pp. 1636–1644, 2008. 
[77] N. Srisaen and A. Sangswang, “Effects of PV grid-connected system 
location on a distribution system,” in Proceedings of IEEE Asia Pacific Conference 
on Circuits and Systems, Singapore, Dec. 2006, pp. 852–855. 
[78] S. Eftekharnejad, V. Vittal, G. T. Heydt, B. Keel, and J. Loehr, “Impact of 
Increased Penetration of Photovoltaic Generation on Power Systems,” IEEE 
Transactions on Power Systems, vol. 28, no. 2, pp. 893-901, May 2013. 
[79] M. R. Salem, L. A. Talat, and H. M. Soliman, “Voltage control by tap-
changing transformers for a radial distribution network,” in IEEE Proceedings of 
Generation Transmission and Distribution, Nov. 1997, vol. 144, no. 6, pp. 517–520. 
[80] P. M. S. Carvalho, P. F. Correia, and L. A. F. Ferreira, “Distributed reactive 
power generation control for voltage rise mitigation in distribution networks,” IEEE 
Transactions on Power Systems, vol. 23, no. 2, pp. 766–772, May 2008. 
[81] T. Sansawatt, L. F. Ochoa, G.P. Harrison, “Smart Decentralized Control of 
DG for Voltage and Thermal Constraint Management,” IEEE Transactions on 
Power Systems, vol. 27, no. 3, pp. 1637-1645, Aug. 2012. 
[82] L. Xiaoming, L. Qingfen, Y. Xianggen, and X. Jianghui, “A new on-load 
tap changing system with power electronic elements for power transformers,” in 
 Page 182 of 190 
 
Proceedings of International Conference on Power System Technology, Oct. 2002, 
vol. 1, pp. 556-559. 
[83] T. Beach, A. Kozinda, and V. Rao, (2013) "ADVANCED INVERTERS 
FOR DISTRIBUTED PV: Latent Opportunities for Localized Reactive Power 
Compensation," [Online], Available: [1] http://www.clean-coalition.org/site/wp-
content/uploads/2013/10/CC_PV_AI_Paper_Final_Draft_v2.5_05_13_2013_AK.pdf 
[84] Y. T. Fawzy, D. Premm, B. Bletterie, and A. Gorsek, “Active contribution 
of PV inverters to voltage control – from a smart grid vision to full-scale 
implementation”, Journal of Electrotechnik & Informationstechnik, vol. 128, no. 4, 
pp. 110-115, 2011. 
[85] F. Marra, Y. T. Fawzy, T. Bulo, and B. ; Blazic, “Energy storage options for 
voltage support in low-voltage grids with high penetration of photovoltaic”, in 
Proceedings of 3rd IEEE PES International Conference and Exhibition on Innovative 
Smart Grid Technologies (ISGT Europe), 2012. 
[86] F. A. Viawan, D. Karlsson, “Coordinate voltage and reactive power control 
in systems with machine-based distributed generation,” IEEE Transactions on 
Power Delivery, vol. 23, no. 3, pp. 1079-1087, Mar. 2008. 
[87] E. Demirok, P. Casado Gonzalez, K. H. B. Frederiksen, D. Sera, P. 
Rodriguez, and R. Teodorescu, “Local reactive Power Control Methods for 
Overvoltage Prevention of Distributed Solar Inverters in Low-Voltage Grids,” IEEE 
Journal of Photovoltaics, vol. 1, no. 2, pp. 174-182, Dec. 2011. 
[88] J. Cappelle, J. Vanalme, S. Vispoel, T. Van Maerhem, B. Verhelst, C. 
Debruyne, and J. Desmet, “Introducing small storage capacity at residential PV 
installations to prevent overvoltages,”in Proceedings of IEEE International 
Conference on Smart Grid Communication (SmartGridComm), Brussels, Oct. 2011, 
pp. 534-539. 
[89] C. Preve, “Protection of Electrical Networks”, London: ISTE, 2006. 
 Page 183 of 190 
 
[90] H. Nicanfar, P. Jokar, K. Beznosov, V.C.M. Leung, "Efficient 
Authentication and Key Management Mechanisms for Smart Grid 
Communications," IEEE Systems Journal, vol. 2, no. 2, pp. 629-640, Jul. 2013. 
[91] W. Durbak and J. R. Stewart, “PLC Signal Attenuation in Branched 
Networks,” IEEE Transactions on Power Delivery, vol. 5, no. 2, pp. 878–883, Apr. 
1990. 
[92] G. Karady and X. Liu, “Fault management and protection of FREEDM 
systems,” in Proceedings of IEEE Power and Energy Society General Meeting, 
Minneapolis, MN, Jul. 2010, pp. 1-4 
[93] X. Lu, W. Wang, and J. Ma, “An Empirical Study of Communication, 
Infrastructures Towards the Smart Grid: Design, Implementation, and Evaluation,” 
IEEE Transactions on Smart Grid, vol. 4, no. 1, pp. 170–183, Mar. 2013. 
[94] W. Xiao, W. G. Dunford, P. R. Palmer and A. Capel, “Regulation of 
Photovoltaic Voltage,” IEEE Transactions on Industrial Electronics, vol. 54, No. 3, 
pp. 1365-1374, Jun. 2007. 
[95] M. Thomson and D. G. Infield, “Impact of widespread photovoltaics 
generation on distribution systems,” IET Renewable Power Generation, vol. 1, no. 1, 
pp. 33–40, Apr. 2007. 
[96] Y. K. Lo, H. J. Chiu, T. P. Lee, I. Purnama, and J. M. Wang, “Analysis and 
design of a photovoltaic system DC connected to the utility with a power factor 
corrector,” IEEE Transactions on Industrial Electronics, vol. 56, no. 11, pp. 4354– 
4362, Nov. 2009. 
[97] R. Cardenas, R. Pena, P. Wheeler, J. Clare, and G. Asher, “Control of the 
reactive power supplied by a WECS based on an induction generator fed by a matrix 
converter,” IEEE Transactions on Industrial Electronics, vol. 56, no. 2, pp. 429– 
438, Feb. 2009. 
[98] A. Cagnano, E. Tuglie, M. Liserre, and R. A. Mastromauro, “Online 
Optimal Reactive Power Control Strategy of PV Inverters”, IEEE Transactions on 
Industrial Electronics, vol. 58, no. 10, Oct. 2011. 
 Page 184 of 190 
 
[99] T. Stetz, F. Marten, and M. Braun, “Improved Low Voltage Grid-
Integration of Photovoltaic Systems in Germany”, IEEE Transactions on Sustainable 
Energy, vol. 4, no. 2, Apr. 2013. 
[100] P. C. Loh, L. Zhang, and F. Gao, “Compact Integrated Energy Systems for 
Distributed Generation,” IEEE Transactions on Industrial Electronics, vol. 60, no. 4, 
pp. 1492– 1502, Apr. 2013. 
[101] H. Kim, B. Parkhideh, T. D. Bongers, and H. Gao, “Reconfigurable Solar 
Converter: A Single-Stage Power Conversion PV-Battery System,” IEEE 
Transactions on Power Electronics, Vol. 28, No. 8, pp-3788-3797, Aug. 2013 
[102] H. Beltran, E. Bilbao, E. Belenguer, I. E-Oradui, and P. Rodriguez, 
“Evaluation of Storage energy requirements for constant production in PV power 
plants,” IEEE Transactions on Industrial Electronics, vol. 60, no. 3, pp. 1225– 1234, 
Apr. 2013. 
[103] D. Velasco de la Fuente, C.L.T. Rodriguez; G. Garcera, E. Figueres; R.O. 
Gonzalez, “Photovoltaic Power System With Battery Backup With Grid-Connection 
and Islanded Operation Capabilities”, IEEE Transactions on Industrial Electronics, 
vol. 60, no. 4, pp. 1571– 1581, Apr. 2013. 
[104] Y. Ueda, K. Kurokawa, T. Tanabe, K. Kitamura, and H. Sugihara, 
“Analysis results of output power loss due to the grid voltage rise in grid-connected 
photovoltaic power generation systems,” IEEE Transactions on Industrial 
Electronics, vol. 55, no. 7, pp. 2744–2751, Jul. 2008. 
[105] H. Hugihara, K. Yokoyama, O. Saeki, K. Tsuji, and T. Funaki, “Economic 
and Efficient Voltage Management Using Customer-Owned Energy Storage Systems 
in a Distributed Network With High Penetration of Photovoltaic Systems”, IEEE 
Transactions on Power System, vol. 28, no. 1, Feb. 2013. 
[106] M. Zillmann, Y. Ruifeng Yan; and T. K. Saha, T.K, “Regulation of 
distribution network voltage using dispersed battery storage systems: A case study of 
a rural network”, in Proceedings of IEEE Power and Energy Society General 
Meeting, San Diego, CA, 24-29 July 2011, pp. 1-8. 
 Page 185 of 190 
 
[107] F. Marra, Y. Guangya; C. Traeholt, J. Ostergaard, E. Larsen, “A 
Decentralized Storage Strategy for Residential Feeders With Photovoltaics”, IEEE 
Transactions on Smart Grid, vol. 4, no 3, pp 1533-1540, 2013. 
[108] M. Sechilariu; Wang Baochao, and F. Locment, “Building Integrated 
Photovoltaic System with Energy Storage and Smart Grid Communication,” IEEE 
Transactions on Industrial Electronics, vol. 60, no. 4, pp. 1607– 1618, Apr. 2013. 
[109] D. T. Ton, C. J. Hanley, G. H. Peek, and J. D. Boyes, “Solar Energy Grid 
Integration Systems-Energy Storage (SEGIS-ES),” Sandia Nat. Labs., Tech. Rep. 
SAND2008-4247, 2008. 
[110] L. F. L. Villa, T. Ho, J.C. Crebier, and B. Raison, “A Power Electronics 
Equalizer Application for Partially shaded Photovoltaic Modules”, IEEE 
Transactions on Industrial Electronics, vol. 60, no. 3, pp. 1179– 1190, 2013. 
[111] K.G.T. Hollands and R. G. Huget, “A probability density function for the 
clearness index with applications”, Solar Energy, vol. 30, no. 3, pp. 195–209, 1983. 
[112] C. Tiba, A.N. Siqueira, N. Fraidenraich, “Cumulative distribution curves of 
daily clearness index in a southern tropical climate”, Renewable Energy, vol. 32, pp. 
2161–2172, 2007. 
[113] S. Sarkar, and V. Ajjarapu, “MW Resource Assessment Model for a Hybrid 
Energy Conversion System with Wind and Solar Resources”, IEEE Transactions on 
Sustainable Energy, vol. 2, no. 4, Oct. 2011. 
[114] S. Ghosh and D. Das, “Method for load-flow solution of radial distribution 
networks,” in Proceedings of IEE Generation, Transmission and Distribution, vol. 
146, no.6, pp.641-648, Nov. 1999. 
[115] D. Shirmohammadi, H. W. Hong, A. Semlyen, and G. X. Luo, “A 
compensation-based power flow method for weakly meshed distribution and 
transmission networks,” IEEE Transactions on Power System, vol. 3, no.2, pp.753-
762, May. 1988. 
 Page 186 of 190 
 
[116] Energex Regulatory Proposal for the period July 2010-June 2015, (2009, 
July). [Online]. Available: http://www.energex.com.au/__data/ 
assets/pdf_file/0010/31789/ENERGEX_s_Regulatory_Proposal_2010-2015.pdf 
[117] University of Queensland (UQ) solar Photo Voltaic data. [Online]. 
Available: http://uqld.smartersoft.com.au/user/reportEnergy.php 
[118] All about batteries. [Online] Available: 
http://www.allaboutbatteries.com/Battery-Energy.html 
[119] A. Akhil, et al., “Evaluating Utility Owned Electric Energy Storage 
Systems: A Perspective for State Electric Utility Regulators”, Sandia handbook; 
DOE/EPRI 2013 Electricity Storage Handbook in Collaboration with NRECA. 
[120] B. Verhelst, C. Debruyne, J. Vanalme, J. Desmet, J. Capelle, and L. 
Vandevelde, “Economic evaluation of the influence of overvoltages and the 
integration of small storage capacity in residential PV-installations”, in Proceedings 
of 2nd IEEE PES International Conference and Exhibition on Innovative Smart Grid 
Technologies (ISGT Europe), 2011 
[121] F. Shahnia, R. Majumder, A. Ghosh, G. Ledwich and F. zare, “Voltage 
imbalance analysis in residential low voltage distribution networks with rooftop 
PVs”, Electric Power Systems Research, Vol. 81, No. 9, pp. 1805-1814, 2011. 
[122] M. Molinas, J. A. Suul, and T. Undeland, “Low Voltage Ride Through of 
Wind Farms with Cage Generators: STATCOM versus SVC”, IEEE Transactions on 
Power Electronics, vol. 23, no. 3, May 2008. 
[123] IEEE Standard Communication Delivery Time Performance Requirements 
for Electric Power Substation Automation, IEEE Std 1646-2004, IEEE, 2005. 
[124] Y. Xu, W. Wang and M. Khanna, “A survey on the communication 
architectures in smart grid,” Computer Networks, vol. 55, no. 15, pp. 3604-3629, 
Oct. 2011. 
[125] V. Sood, D. Fischer, J. Eklund, and T. Brown, “Developing a 
communication infrastructure for the smart grid,” in Proceedings of Electrical Power 
&Energy Conference (EPEC), Montreal, QC, Oct. 2009, pp. 1-7. 
 Page 187 of 190 
 
[126] X. Fang, S. Misra, G. Xue, and D. Yang, “Smart grid—The new and 
improved power grid: A survey,” IEEE Communication Surveys Tutorials, vol. 14, 
no. 4, pp. 944–980, 2011. 
[127] Z. Lu, X. Lu, W.Wang, and C.Wang, “Review and evaluation of security 
threats on the communication networks in the smart grid,” in Proceedings of Military 
Communication Conference (MILCOM), San Jose, CA, Oct. 2010, pp. 1830-1835. 
[128] V. C. Gungor, D. Sahin, T. Kocak, S. Ergut, C. Buccella, C. Cecati, G. P. 
Hancke, "A Survey on Smart Grid Potential Applications and Communication 
Requirements," IEEE Transaction on Industrial Informatics, vol. 9, no. 1, pp.28-42, 
Feb. 2013. 
[129] B. Akyol, H. Kirkham, S. Clements, and M. Hardley, (2010) “A survey of 
wireless communication for the electric power system,” [Online] Available: 
https://www.pnnl.gov/nationalsecurity/technical/secure_cyber_systems/pdf/power_g
rid_wireless.pdf. 
[130] S. Galli and O. Logvinov, “Recent Developments in the Standardization of 
Power Line Communications within the IEEE,” IEEE Communication Magazine, 
vol. 46, no. 7, pp. 64–71, Jul. 2008. 
[131] C. W. Richards, “Stochastic simulation of daily precipitation, temperature, 
and solar radiation”, Water Resources Research, vol. 17, no. 1, pp. 182-190, 1981. 
[132] L. Ying-zi, L. Ru, and N. Jin-Cang, “Forecast of power generation for grid-
connected photovoltaic system based on grey model and Markov chain,” in 
Proceedings of 3rd IEEE Conference on Industrial Electronics and Applications, 
Singapore, Jun. 2008, pp. 1729-1733. 
[133] C. Paoli, C. Voyant, M. Muselli, and ML. Nivet, “Forecasting of pre-
processed daily solar radiation time series using neural networks”, Solar Energy, vol. 
84, no. 12, pp. 2146-2160, 2010. 
[134] L. E. Hartley, J. A. Martinez-Lozano, M. P. Utrillas, F. Tena, and R. 
Pedrós. "The optimisation of the angle of inclination of a solar collector to maximise 
the incident solar radiation." Renewable Energy, vol. 17, no. 3, pp. 291-309, 1999. 
 Page 188 of 190 
 
[135] E. S. Pearson, “Some problems arising in approximating to probability 
distributions, using moments,”Biometrika, vol. 50, no. (1/2), 1963. 
[136] Mehrannia, Hossein, and Alireza Pakgohar. "Using EasyFit software for 
goodness-of-fit test and data generation." International Journal of Mathematical 
Archive (IJMA) ISSN 2229-5046 5.1 (2014). 
[137] C. Chao, Q. Ho and T. Le-Ngoc, “Challenges of Power Line 
Communications for Advanced Distribution Automation in Smart Grid”, in 
Proceedings of IEEE Power and Energy Society General Meeting, Vancouver, 
Canada, Jul. 2013, pp. 1-5. 
[138] K. Curtis, “DNP3 protocol primer,” DNP User Group, 2005. 
[139] A DNP3 Protocol Primer. [Online], 
Available:http://www.dnp.org/AboutUs/DNP3%20Primer%20Rev%20A.pdf 
[140] M. Flam, and A. Sasson, “Stochastic load flow decoupled implementation”, 
IEEE Transactions on Power Apparatus and Systems, vol. 97, no. 2, Jan. 1978. 
[141] P. W. Sauer and G. T. Heydt, “A generalized stochastic power flow 
algorithms,” presented at the IEEE Summer Meeting, Los Angeles, CA, 1978. 
[142] R. C. Burchett and G. T. Heydt, “Probabilistic Methods for Power System 
Dynamic Stability Studies,” IEEE Transaction on Power Apparatus and Systems, 
vol. 97, no. 3, pp. 695-702, May 1978. 
[143] G. K. Stefopoulos, A. P. Meliopoulos, and G. J. Cokkinides, 
“Probabilistic power flow with non-conforming electric loads,” in Proceedings of 
8th International Conference Probabilistic Methods Applied to Power Systems, Iowa 
State Univ., Ames, IA, Sep. 12–16, 2004, pp. 525–531. 
[144] J. Usaola, "Probabilistic load flow with correlated wind power injections." 
Electric Power Systems Research, vol. 80, no.5, pp. 528-536, 2010. 
[145] R. N. Allan, C. H. Grigg, and M. R. G. Al-Shakarchi, “Numerical 
techniques in probabilistic load flow problems,” International Journal on Numerical 
Methods in Engineering, vol. 10, pp. 853–860, 1976. 
 Page 189 of 190 
 
[146] C.L. Su and C.N. Lu, ‘Two-point estimate method for quantifying transfer 
capability uncertainty’, IEEE Transaction on Power Systems, vol. 20, no. 2, pp. 573–
579, Aug 2005.. 
[147] A. Dimitrovski, R. Ackovski, ‘Probabilistic load flow in radial distribution 
networks’, in Proceedings of IEEE Power Engineering Society Transmission and 
Distribution Conference, Los Angeles, California, September 1996, pp. 102–107. 
[148] Y. Yuan, J. Zhou, P. Ju and J. Feutchtwang, “Probabilistic load flow 
computation of a power system containing wind farms using the method of 
combined cumulants and Gram–Charlier expansion”, IET Renewable Power 
Generation, vol. 5, no. 6, pp. 448-454, Jul. 2011. 
[149] S. Q. Bu, W. Du, H. F. Wang, Z. Chen, L. Y. Xiao, and H. F. Li, 
“Probabilistic Analysis of Small-Signal Stability of Large-Scale Power Systems as 
Affected by Penetration of Wind Generation,” IEEE Transactions on Power 
Systems, vol. 27, no. 2, pp. 762-770, 2012. 
[150] G. W. Hill and A. W. Davis, “Generalized asymptotic expansions of 
Cornish-Fisher type”. The Analysis of Mathematical Statistics, vol. 39, no. 4, pp. 
1264-1273, 1968. 
[151] M. N. Kabir, Y. Mishra, G. Ledwich, Z. Y. Dong and K. P. Wong, 
“Coordinated Control of Grid Connected Photo Voltaic Reactive Power and Battery 
Energy Storage Systems to Improve the Voltage Profile of a Residential Distribution 
Feeder”, IEEE Transaction on. Industrial Informatics, vol. 10, no. 2, pp. 967-977, 
May 2014. 
[152] US NRC (US Nuclear Regulatory Commission). “Reactor safety study-an 
assessment of accident risks in US commercial nuclear power plants”, WASH-1400 
(NUREG-75/014), Washington, DC: US Nuclear Regulatory Commission; 1975. 
[153] R. L. Iman and W. J. Conover, “A distribution-free approach to inducing 
rank correlation among input variables”. Communication Statistics Simulation & 
Computation, vol. 11, no. 3, pp. 311–334, 1982. 
 Page 190 of 190 
 
[154] R. L. Iman and J. M. Davenport, “Rank correlation plots for use with 
correlated input variables”. Communication Statistics Simulation & Computation, 
vol. 11, no. 3, pp. 335–360, 1982. 
[155] DTI’s report on Distributed generation Program in support of the Technical 
Steering Group (TSG) of Distributed Generation Coordinating Group (DGCG). 
Contact Number: DG/CGI/00038/00/00, URN number 06/1238. 
[156] L. Chakravarti, and Roy, “Handbook of Methods of Applied Statistics,”vol. 
1, John Wiley and Sons, pp. 392-394, 1967. 
[157] Kolmogorov-Smirnov test, Available [online]: 
http://ocw.mit.edu/courses/mathematics/18-443-statistics-for-applications-fall-
2006/lecture-notes/lecture14.pdf 
 
